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A B S T R A C T
Virtual camera realisation and the proposition of trapezoidal camera architecture
are the two broad contributions of this thesis. Firstly, multiple camera and their
arrangement constitute a critical component which affect the integrity of visual
content acquisition for multi-view video. Currently, linear, convergence, and di-
vergence arrays are the prominent camera topologies adopted. However, the
large number of cameras required and their synchronisation are two of promin-
ent challenges usually encountered. The use of virtual cameras can significantly
reduce the number of physical cameras used with respect to any of the known
camera structures, hence adequately reducing some of the other implementation
issues. This thesis explores to use image-based rendering with and without geo-
metry in the implementations leading to the realisation of virtual cameras. The
virtual camera implementation was carried out from the perspective of depth
map (geometry) and use of multiple image samples (no geometry). Prior to the
virtual camera realisation, the generation of depth map was investigated using
region match measures widely known for solving image point correspondence
problem. The constructed depth maps have been compare with the ones gener-
ated using the dynamic programming approach. In both the geometry and no
geometry approaches, the virtual cameras lead to the rendering of views from a
textured depth map, construction of 3D panoramic image of a scene by stitching
multiple image samples and performing superposition on them, and computa-
tion of virtual scene from a stereo pair of panoramic images. The quality of these
rendered images were assessed through the use of either objective or subjective
analysis in Imatest software. Further more, metric reconstruction of a scene was
performed by re-projection of the pixel points from multiple image samples with
a single centre of projection. This was done using sparse bundle adjustment al-
gorithm. The statistical summary obtained after the application of this algorithm
vii
provides a gauge for the efficiency of the optimisation step. The optimised data
was then visualised in Meshlab software environment, hence providing the re-
constructed scene. Secondly, with any of the well-established camera arrange-
ments, all cameras are usually constrained to the same horizontal plane. There-
fore, occlusion becomes an extremely challenging problem, and a robust camera
set-up is required in order to resolve strongly the hidden part of any scene ob-
jects. To adequately meet the visibility condition for scene objects and given that
occlusion of the same scene objects can occur, a multi-plane camera structure is
highly desirable. Therefore, this thesis also explore trapezoidal camera structure
for image acquisition. The approach here is to assess the feasibility and potential
of several physical cameras of the same model being sparsely arranged on the
edge of an efficient trapezoid graph. This is implemented both Matlab and Maya.
The quality of the depth maps rendered in Matlab are better in Quality.
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We have seen that vision is a complex phenomenon,
because it applies complex neural algorithm to bundle light rays so we see the world,
because it’s principles are yet to be fully comprehended, and especially,
because it keeps humans and other advanced life forms on top of the food-chain.
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I N T R O D U C T I O N
1.1 introduction
This chapter provides an introduction to visual content acquisition in relation
to multi-view video using multiple cameras. In order to reduce the number of
physical cameras used, both the field of image-based rendering and camera po-
sitioning which are the major objects of the work presented in this thesis are
highlighted. Starting with what is known about human vision system, consid-
eration of the motivation, aim and main objects of this research are discussed.
Furthermore, the major research contributions and methodology used are de-
scribed. Finally, the structure of this thesis is outlined.
1.2 background of the thesis
Humans and other advanced life forms effectively interact with the environ-
ment through the development of sophisticated sensory methods. Vision is one
of these sensory methods. Vision is widely understood to provide sufficient in-
formation in order for humans to infer the optimal response under a variety
of situations [1]. An identification of first degree is that the Human visual Per-
ception (HVP) under the control of complex neural algorithm provides visual
information in 3D form at high resolution and colour [1].
It is revealed that overcoming distance within a certain range both in space
and time has remained an important characteristic of HVP. Precisely speaking,
there is no time lag in seeing a point close to the point of observation and a
point which is further. This feature according to [2] has been significantly demon-
strated and successfully used in some applications such as Conventional Televi-
sion (CTV) which is known to be an outstanding visual media in recent time. It
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allows a distant world to be seen in real time. However, it has to be mentioned
that CTV is limited by a lack of suitable 3D information.
Depth perception is another subtle dimension in the understanding of the
integrity of HVP. Humans have two eyes with an interocular distance of about
7cm and as a result each eye sees a slightly different view of the scene. In this way,
the HVP exhibits retinal disparity. The reciprocal of retinal disparity is known as
depth and gives an estimate of how far different points in the scene are with
respect to the point of observation. The investigation of the roles of binocular
neurons in different perceptual tasks in the view of [3] has advanced an un-
derstanding of the stages within the visual cortex that creates an internal rep-
resentation of the world using different depth cues leading to binocular depth
perception. Therefore, most natural phenomena are expressed as a function of
these depth cues. Such depth cues include: object relative size, visibility, speed,
and occlusion. Of course, we can also very easily answer questions such as: Is
that lion looking at me at a far distance?, Is that stone really flying towards my
head?, and Can I jump over this ditch? [4].
Further insight into HVP has been made possible by the established devel-
opments in the understanding of horizontal parallax. For a given 3D object scene,
as briefly mentioned earlier, a slightly or considerably different view is observed
whenever the viewpoint with respect to the scene is changed. This characteristic
greatly improves the viewing experience of the observer. In robotics navigation,
object tracking, video surveillance [5], it is increasingly common to replicate as
nearly as possible some of the characteristic of HVP and most especially in mul-
timedia to provide an extended view of the environment in advanced visual
media devices of which Three-Dimentional Television (3DTV), Free-Viewpoint
Television (FTV) are important and have an extra ordinary standing. They are
expected to revolutionize the culture and entertainment industry and consumer
electronics industry. The key idea behind the generation of 3D content is to be
able to provide the viewer with an illusion of depth as seen in the real world
[6]. Of course, some important functional blocks are needed to be able to achieve
this with high performance and reliability.
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At one extreme end, it is essential that the television is well equipped
with auto-stereoscopic display to provide the observer with 3D images without
requiring special glasses [7–10]. The design of auto-stereoscopic displays has
enjoyed extensive research attention driven by the expectation of 3D video to
become the mode of visual content communication on the internet [11]. In 3D
video, the full 3D shape, motion, and surface texture are documented. Among
various auto-stereoscopic display techniques [12], Multi-View (MV) display has
a top ranking because of the more effective and easy of implementation. With
MV display, the future offers the possibility of high quality 3D images [13, 14] at
several pre-defined viewpoints. This is achieved through a special ray guiding
optics such as parallax barrier or lenticular lens sheet [15].
Many other high performance display technologies are known to exist.
Integral Imaging (II) is a whole new class of auto-stereoscopic display strategy.
II display is understood to constructs 3D images based on the reconstruction of
spatio-angular ray distribution using an array of lenses. Comparatively speak-
ing, the design of MV displays are to provide different viewpoints with different
views. However, in II display, the observer space is manipulated such that the
ray distribution is reconstructed. In this way, II display features a substantial im-
provement of natural and continuous motion parallax characteristics. Also, the
commercialisation of II display has received enormous attention due to the spe-
cific advantages mentioned earlier. The major drawback of insufficient panel res-
olution is addressed in these display methods at the expense of vertical parallax
and a reduction in the number of rays per each display cell to the level compar-
able to that of MV displays. The Horizontal Parallax Only (HPO) II display is now
known to be another auto-stereoscopic display technique that has been widely
embraced. However, with recent advances in theory and micro-lens manufac-
turing, II can effectively be adapted to an auto-stereoscopic display using using
bidirectional 3D II [16–18]. The other benefit of this design is that each view has a
better aspect ratio; instead of splitting the display horizontally into many views,
both horizontal and vertical directions are split. The slanted lenticular arrange-
6 introduction
ment requires sub-pixel mapping to image all pixels along a slanted line in the
same direction.
On the other extreme, the strategy of content acquisition which is an im-
portant aspect of this research work, must be effective enough to provide an
accurate optical and geometrical registration of scene objects. This will allow a
wide range of applications. The performance of auto-stereoscopic displays is con-
siderably affected by image distortion. The acquisition of image contents with
correct geometry is a fundamental requirement in order to avoid any distortions
of 3D images at the display. Investigations based on experimental studies have
indicated that the contents capturing condition using multiple cameras or com-
puter graphic techniques can deviate from the ideal one, resulting in distortion
of the displayed 3D images. This problem is more severe when HPO II display is
considered. Another important observation concerns the image contents ortho-
graphic requirement of II display. The usual perspective image contents captured
using cameras cannot be used in principle. Hence there is scope for the scene cap-
ture for Multi-view Video (MVV) to be improved without much computational
cost in data processing.
Visual content can be created through the use of cameras or computer
graphic procedures. Of recent, there is evidence of the continuous evolution of
devices to capture images in its desire size and optical components [19–21]. Also
computational photography is now highly valued in the capturing, processing,
and manipulation of images that improve the capabilities of photography using
computers. The technological frontier of image acquisition is currently being set
by light field cameras. But an improved understanding about light field cam-
eras indicates that the low-resolution images are generated due to their spatio-
angular light field sampling. Small output image is usually produced in com-
parison with sensor size since the angular information component is known to
degrade spatial resolution. Though super-resolution techniques have been ad-
vanced to address the spatial resolution issue, such approaches are not suitable
for real-time application. Also, [22] has observed that the development of al-
gorithms that process light fields is lagging behind. For instance, synthetic re-
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focussing alone may be insufficient to establish light-field photography in the
mass market.
The use of dedicated hardware that increases the computational processing
power is currently understood to be the solution for real-time processing. In re-
cent years, [19], Field Programmable Graphic Array (FPGA) have been used to
perform general purpose computations in sensor development for telecommu-
nications, networking, or consumer and industrial applications with a significant
speed-up. The low cost of the FPGA implementation and its low-consumption of
energy makes this solution attractive for an implementation embedded in plen-
optic cameras.
However, the systematic combination of several physical cameras in a par-
ticular topology continues to be recognised to offer an opportunity to improve
the quality and realiability of the acquired image [23]. The fundamental decision
to use dense or sparse camera arrangements is usually critical in many applica-
tions. Dense camera arrangement provides considerable overlap and hence it is
highly favoured despite the implementation cost. To reduce cost and some other
associated problems with dense camera arrangement, the use of virtual cameras
has been promoted. This involves the use of image processing to interpolate the
pixel information acquired by certain number of physical cameras.
Therefore, content acquisition using multiple real and virtual cameras is
highly challenging and has become an enabling technology. The ability to recon-
struct scene optical properties from a series of image measurements is extremely
valuable in a range of applications as it potentially allows visual technology with
superior viewing selectivity. This is expected to be the basis of the research work
presented in this thesis.
1.3 motivation
A very important factor for successful 3D image acquisition is camera position-
ing. Parallel, convergence, and divergence array are the three well-established
conventional camera architectures that have been described in literature and
routinely used in film industry for characterisation of 3D video production. They
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impact significantly on the integrity of post production video content. Any sus-
pected problems are usually addressed during post-production process. As an
example, the mutual occlusion of multiple objects in motion can degrade the
quality of 3D video produced [24]. As a result, the current 3D capturing method
based on multiple cameras arranged in one of the conventional topologies as-
sumes a single object in motion in a well-designed studio in conjunction with
a consideration of the dynamic of lighting environments system. Also, a recent
study by [25] has shown that the presence of discontinuities in images is a con-
cern especially in emerging multi-video applications where the service integrity
of movies is a fundamental requirement to avoid viewing discomfort and eye
fatigue.
However, camera positioning is difficult to realise in cases where the cal-
ibration requirements both geometric and photometric are not satisfactorily met
with a reasonable degree of accuracy. Also for the purpose of 3D reconstruction, it
is highly required that the whole surface area of any scene object be visible in at
least two cameras [24]. Based on the known simple mathematical model and ana-
lysis of the existing camera architectures, it has been shown that this requirement
is a function of camera density [26]. Excellent simulation results documented in
literature indicate that dense camera arrangement as opposed to sparse arrange-
ment would have been the most suitable solution for scene object visibility. This
target is challenging due to the complexity of the profiles encountered in practice.
Dense camera arrangement is known to be closely accompanied with synchron-
isation problem. In practice, MV cameras may not be simultaneously triggered.
So it would be very useful to apply image-based rendering techniques to syn-
thesize virtual cameras in-between physical cameras. Significantly, this idea is
an active research concept. It relies on the both the geometric and optical data
acquired by few physical cameras. Another challenge of significant proportion
is that the interocular relationship between any two physical cameras must be
known.
A prominent feature of the existing camera architectures is that they are
planar. All cameras are usually constrained to the same horizontal plane. A cam-
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era architecture in which some of the cameras are placed in different horizontal
planes might have the potential to significantly address some problems such as
occlusion which is known to pose serious issues in content creation.
1.4 aim and objectives
In multimedia, a network of cameras is often used in the creation of 3D content.
In spite of the known performance issues, most of the cameras fabricated us-
ing the current state-of-the-art technology have the unique potential to provide
assurance of the viewing integrity of the completed 3D content. However, any
completed 3D content may still host certain degree of issues related to viewing
discomfort and eye fatigue, and occlusion. Hence the structure of the network
of cameras is crucial. Currently, 3D content creation is carried out using either
parallel, convergence or divergence camera arrays with dense or sparse character-
isation. With any of these arrangements, all cameras are constrained to the same
horizontal plane. Therefore, occlusion becomes an extremely challenging prob-
lem and robust camera set-up is required in order to resolve strongly the hidden
part of any scene objects. To adequately meet visibility condition for scene ob-
jects and given that occlusion of the same scene objects can occur, a multi-plane
camera structure is highly desirable. Trapezoidal Camera Architecture (TCA) is to
be explored for image acquisition. The present work is an attempt to enhance the
understanding of trapezoidal camera architecture from the fundamentals of ba-
sic trapezoid and to determine the controlling parameters of this phenomenon.
The overall analysis starts with a study of the image-based rendering which
needs no geometric model and eventually realize a virtual camera. Using the
definitions from previously published literature materials and well-established
understanding of image processing, this thesis aims to realize a virtual using the
concept of image-based rendering. This aim will lead to the following objectives:
• To study the effect of region match measures on quality of rendered image.
• To generate a 3D content from a pair of panoramic images.
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• To perform metric scene reconstruction based on sparse bundle adjustment
algorithm.
• To study the possibility of trapezoidal camera structure.
Matlab, Meshlab, and C programming languages among others will be employed
in the implementation of the aforementioned aim.
1.5 contribution to knowledge
The following are the knowledge contribution of the research work presented in
this thesis:
a. The effect of pixel-based matching cost namely absolute differences, squared
differences, normalized cross correlation has be investigated in chapter
four, section 4.1, in a work titled “Metric Aspect of Image-based Render-
ing” and presented at the conference 2013 1st International Conference
on Communications, Signal Processing, and Their Applications (ICCSPA),
American University of Sharjah, UAE, 12-14 February 2013.
b. 3D content generation from stereoscopic panorama is another important
contribution of this thesis. Depth perception is achieved by super imposing
two slightly different panoramic views of the same scene. In the multiple
view acquisition stage, two Nikkon D7000 cameras with a stereoscopic dis-
tance of 150mm were mounted on the same tripod. Depth perception is
observed using a pair of anaglyph glasses. The work presented in chapter
four, section 4.3 is based on this concept. This has been published in the pro-
ceedings of the 55th International Symposium, ELMAR-2013, which took
place on 25-27 September 2013, Zadar, Croatia.
c. Also, panoramic depth image-based rendering has been carried out. It aims
at constructing a new view by texturing the depth image obtained from
two stereo panoramic views. The implementation of this can be found in
section 4.5 of chapter four. This work featured in the 2013 3DTV Conference:
Vision Beyond Depth, Aberdeen, UK, 7-8TH October 2013.
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d. Camera position and orientation in a MV setting has been investigated
based on a randomly generated synthetic scene. classic bundle adjustment
algorithm has been employed in the analysis. The performance is a fair
one since the scenes considered are not realistic. However, the investiga-
tion has provided an insight into camera position estimation. The detail of
this can be found in chapter five, section 5.1. Also, experiment on recon-
struction of 3D scene from multiple Two-Dimensional (2D) image samples
of the same scene has been performed in section 5.3. The image samples
used have Single Centre of Projection (SCOP). The generic Sparse Bundle
Adjustment (SBA) algorithm used for this type of work does not make avail-
able the optimised 3D coordinate points. In this work, this trend has been
modified. It is now possible to access the optimised values and use them
in a further stage depending on the need. This is significant since, the use
of this algorithm has been avoided in the past because what has been op-
timised could not be accessed. Only text information stating the number of
points optimised, the number of iterations performed, and complexity in
terms of how long it took for the process to be completed.
e. The formulation of trapezoidal camera architecture TCA for MVV is covered
in chapter six. In conventional camera topologies namely: linear, conver-
gence, and divergence, all the cameras are confined to the same horizontal
plane. However, in TCA, participating cameras can have different vertical
coordinates. This concept provides the opportunity for all the points in the
scene especially the occluded ones to be observed from several viewpoints
on the edge of the trapezoid. Furthermore, the idea has also been simulated
and evaluated in Maya in order to establish its viability. The ideas from the
concept of TCA have been used to construct high quality dynamic depth
map for graphic images. Both the mathematical description of TCA and the
depth map generated as a result have been rigorous and impressive.
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1.6 research methodology
The object of the research presented in this thesis is achieved based on the fol-
lowing research methods:
• Image-Based Rendering (IBR) with and without geometry has been chosen
as a research method since it is easier to solve correspondence problem
with multiple image samples of the same scene. With multiple image sampl-
es it is also possible to perform self-calibration where both the intrinsic and
extrinsic parameters are extracted from the images. The rendered or recon-
structed scene is more complete when multiple image samples of the same
scene are used in the processing chain.
• For the metric reconstruction from multiple image samples, SBA method
is favoured since it is not computational expensive to optimise the set of
re-projected 3D points which constitute an object. This is as a result of the
fact that there is no interaction among parameters for different 3D points
and cameras. Hence, the underlying normal equations exhibiting a sparse
block structure.
• The properties of a trapezoid graph have been explored in the proposed
trapezoidal camera architecture. These properties easily allow any two cam-
eras located on the edge of the trapezoid to be related. This leads to the
computation of the coordinates of the cameras. Consequently, a virtual
viewpoint on the edge of the trapezoid can be calculated.
• This research started by establishing the state-of-the-art in image-based ren-
dering and camera pose estimation. A large volume of literature material
with broad relevance such as books, conference and journal papers were
thoroughly revised. A deep-rooted understanding of the work carried out
in the relevant papers studied, was based on knowing the research gap be-
ing addressed and the method used in its realization. Journal papers with
high impact factor were mainly considered. These include journal papers
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from Institute of Electrical and Electronic Engineering (IEEE), Elsevier, and
Springer journals.
• Books were also consulted. Such books have the principal objectives of
providing an introduction to basic concepts and methodologies for di-
gital image processing, and develop a foundation that can be used as the
basis for further study and research in the field of image processing. Key
chapters on feature detection, extraction, and matching in such books were
studied.
• Preliminary investigation on the application software best suitable for the
set aim and objectives was made.
• Various training sessions organised by Centre for Media Communication
Research (CMCR), College of Engineering, Design and Physical Sciences,
Graduate School, and National Instruments were attended.
• The theoretical concepts used during the course of this research were im-
plemented using MATLAB and C programming languages. Meshlab, pho-
toshop, 3ds max, and Imatest were also used intermittently to either modify,
visualise, or make quality assessment of some of the input images or sim-
ulation results.
• Constant consultation with my supervisor and fellow researchers to dis-
cuss research areas and issues which needed clarity.
• In order to gauge the obtained results, known and reliable performance
parameters were used for different segments of the research contribution.
These performance parameters give an indication of the strength and weak-
ness of the proposed method over known standard.
• Research results were presented in local, national and international con-
ferences. The conferences provided opportunity for the research results to
be assessed by other experts in the field of image processing and other
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related fields. Some of the results were improved upon and published in
high impact factor journal.
1.7 thesis structure
The work presented in this thesis is arranged as shown in Figure 1.1. It consists
of Four parts namely: Part I, Part II, Part III, and Part IV.
Figure 1.1: Outline of thesis structure.
In Part I, Chapter One is presented.
• Chapter One contains the “Introduction” of the thesis. It provides a straight-
forward introduction about this thesis. Key components such as background
of study, motivation, aim and objectives, research methodology, research
output are all clearly spelled out.
Part II covers “Literature Review” and consists of Chapter Two and Chapter
Three
• Chapter Two is titled “Image-based Rendering” A review of the funda-
mentals of known camera architecture and image-based rendering are high-
lighted. This ranges from content acquisition principle and techniques, to
content processing and visualization.
• Chapter Three is titled Image formation. Image formation process is presen-
ted from the perspective of wave optics. This is highly necessary since this
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research is on content acquisition and its processing. Also, this modelling
leads to an objective quality assessment parameter. This parameter is an im-
portant camera or image quality parameter known as Modulation Transfer
Function (MTF).
The original contributions of this research are presented in Part III. Chapters:
FOUR, FIVE and SIX are contained there.
• Chapter Four is titled “Virtual Camera Realisation”. It contains three sec-
tions with the following subtitles:
1. Metric Aspect of Image-based Rendering.
2. Generation of Three-Dimensional Panoramic Image.
3. Computation of Virtual Environment from Stereo-Panoramic Images
• Chapter Five is titled “Metric Reconstruction”. This chapter covers recon-
struction of scenes from several multiple images of the same scene with
SCOP. SBA algorithm is the method of focus.
• The title of Chapter Six is “Trapezoidal Camera Architecture”. Camera
structure aimed at acquisition of 3D content is discussed. Part IV is where
the summary and conclusion of this research is drawn.
1.8 chapter summary
In this chapter, the judgement of the significance of this thesis can be found. It
follows from the fact that a dense camera structure at the acquisition end of
a 3D pipeline can enhance the reality and naturalness of 3D image at the con-
sumer end. Two major challenges in close proximity with this idea are the use
of large number of physical cameras and their synchronisation. However, it is
important that the number of physical cameras used is minima. This means that
virtual cameras can form an integral part of dense camera arrangement aimed
at visual content acquisition for multi-view video. Virtual cameras can be reli-
ably constructed through the method of IBR. Hence, a virtual camera is used
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in this thesis to render a scene with respect to a viewpoint by depth map tex-
turing, to generate 3D content from stereo panoramic image. Computation of
panoramic virtual environment using depth map method is also implemented.
Starting with multiple image samples, metric reconstruction is realised based on
SBA algorithm. Finally, a trapezoidal camera architecture is proposed. This is a
multi-plane configuration in which all cameras are not constrained to the same
horizontal plane.
Part II
L I T E R AT U R E R E V I E W

2
I M A G E - B A S E D
R E N D E R I N G
2.1 introduction
This chapter establishes the state-of-the-art in image-based rendering and cam-
era structure for three-dimensional content acquisition. A tailored review is
given with respect to each intended research contribution. This is pursued in
order to bring to lime-light an understanding of the rendering capabilities of
virtual camera, as well as to aid the image processing procedures used for its
realisation. It also provides for critical analysis which leads to the definitions of
the research gaps. It starts from historic perspective with an overview of stereop-
sis.
2.2 background
There has been a successful exploitation of the basic principle of stereopsis [27]
first demonstrated by Sir Charles Wheatstone in 1838 [28]. Stereopsis is the per-
ception of depth and 3D structure obtained on the basis of visual information
derived from two eyes by individuals with normally developed binocular vision
[29]. Stereopsis is understood to depend on the disparity between views that
a 3D object affords to each eye. This binocular disparity can be perceived as a
horizontal shift in the visual field of one eye compared to the other when each
eye is closed in alternation. The two images are fused in the cerebral cortex and
experienced as a single 3D representation under normal circumstances [30, 31].
After the laboratory curiosity to record light came to fruition, the process
to replicate stereopsis in visual media became an active area of research. This is
evident in the work of Alfred Molteni [32] shown in Figure 2.1. Further devel-
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Figure 2.1: Alfred Molteni’s biunnial magic lantern with two vertically stacked projec
tion lenses, used to project anaglyph images (1890) (photo by Ray Zone; Erkki
Huhtamo Collection). Taken from [32].
opment was facilitated by the considerable improvement in the computational
capability of microcomputers which is attributable to the advancement in semi-
conductor technology. As a consequence, this has brought about the convergence
of two major fields of research: Computer vision and computer graphics. In fact,
it is argued that the continuing developments in camera fabrication and image
processing will further augment the already high applicability and versatility of
stereopsis techniques. Therefore, it can be expected that optical techniques will
continue to gain importance in many fields of application. Understandably, sev-
eral other application areas with extensive possibilities have emerged which try
to explore further the successes of earlier fields of research. Some of these areas
of application have been driven by the need to optimise information acquisition
and analysis.
The degree of accuracy expected by a wide range of emerging applications
which depend on digital images as input has resuscitated the challenge and sig-
nificance of content acquisition. In particular, the acquisition of 3D content, Fig-
ure 2.2 (a), based on the statistics shown in Figure 2.2 (b), still lags behind 3D dis-
play technology. In multimedia, 3DTV and FTV illustrated in Figure 2.3 are devices
which require accurate digital images in order to provide the necessary viewing
experience [33–41]. 3DTV provides depth illusion while FTV allows for immersive
2.2 background 21
(a) (b)
Figure 2.2: (a) Live 3D production taken from http://www.google.co.uk/search?
q=3d+live+production, (b) 3D movie releases 2008 to 2012.
experience through the choice of viewpoint. These systems fundamentally try to
replicate the HVP through the use of stereopsis and motion parallax respectively.
Currently, the existence of prominent 3DTV channels has been confirmed. Few
examples are: The satellite BS11 (airs 3D content four times a day); South Korea:
Sky 3D; United Kingdom: BSkyB Channel 3D, Virgin Media VoD; United States:
New York Network Cablevision, Discovery 3D, ESPN 3D, DirecTV VoD service;
Australia: Fox Sports; Russia: PlatformHigh-Definition (HD) in partnership with
Samsung; Brazil: RedeTV; France: 3D broadcasts by Orange, Numericable, and
Canal+; Spain: Canal+ [42]. A live 3D production is shown in Figure 2.2 (a).
A 3DTV provides depth illusion by beaming out of its screen several views
of a scene which are slightly different and the eyes of the observer pick up any
two consecutive views. From the perspective of HVP, a 3DTV can only provide
MVs from its screen if several images have been previously acquired with multi-
cameras strategically positioned around the scene [43–47]. Camera configuration
around a scene may go well beyond parallel camera array such as in Figure 2.4
(a). Therefore, even though dense camera arrangement using other established
topologies could reduce the re-projection error on the 3DTV and FTV screens,
the cost estimate, geometrical calibration, colour balance between the individual
cameras, mechanical limitation, and temporal synchronisation issues may not
make it viable in some critical applications. Hence it does clearly indicate that
either the sophistication or density of acquisition cameras will have to be en-
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(a) (b)
(c) (d)
Figure 2.3: Illustration of 3DTV (a), and FTV (b), (c), (d). Taken from
http://www.google.co.uk/search?q=3dtv.
hanced in conjunction with a careful investigation of all cost issues. An altern-
ative technique is to have the cameras sparsely arranged in certain topology
depending on the need [48–50].
In order to make the sparse camera arrangement more useful, the use of
virtual camera has evolved into a central challenge in multimedia. Virtual cam-
eras could be created in between the physical cameras. The concept of virtual
camera is primarily directed towards a photo-realistic synthesis of images using
reference images acquired by the few available physical cameras. The immense
potential of virtual cameras extends beyond the sphere of influence of multime-
dia. It is also commonly applied in augmented reality, robotics and navigation.
It can be realised through the sampling and interpolation of the pixels contained
in the images acquired by the physical cameras. This technique is referred to as
IBR [38, 51–58]. Therefore, IBR is a sampling and interpolation problem. In IBR
concept, the collection of light rays emanating from the surface of an object con-
stitute the scene [59]. The MV image set, therefore, samples this representation of
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(a) (b)
(c) (d)
Figure 2.4: Typical camera arrays. Taken from http://www.google.co.uk/search?
q=camera+array
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the scene with each image recording the intensity of a set of light rays travelling
from the scene to the camera. The implementation of IBR involves the reduction
in the dimensions of plenoptic function [60].
2.3 categorisation of image-based rendering
Of course, pixel indexing scheme has been advanced by [61], for categorising the
implementation methods of IBR, the criteria based on the amount of geometry re-
quired is widely accepted in the computer vision research community. Therefore,
the discussion in this thesis will be based on the geometry criteria.
2.3.1 Geometry Specific Rendering
Various methods of IBR, going well beyond rendering with explicit accurate geo-
metry and not much number of images [62–71]. In this method, a model is de-
veloped from multiple image samples of the scene and the corresponding depth
map. The depth map shown in Figure 2.5 contains the depth associated with
every pixel of the reference images. Hence, by re-projecting the set of 3D points,
the complete image can be rendered with respect to a virtual viewpoint. How-
ever, construction of depth map is the major challenge associated with 3D video
which uses images from dense multiple viewpoints to provide the sense of im-
mersion. This is because there exist intricate geometric relations between mul-
tiple views of a 3D scene [72]. These relations are related to the camera motion
and calibration as well as to the scene structure. As noted by [73], future develop-
ment in the direct capture of depth-enhanced 3D video will have to be improved
upon. Currently, depth sensor enhanced camera setups are rarely used, because
of the limited spatial resolution and depth range of available sensors.
Thus, the acquisition of high-quality depth maps is paramount in 3D video
and related applications. When the camera intrinsic parameters are known, mo-
tion algorithms have the potential to use distinct feature points to generate sur-
face models with sparse characteristics. However, the reconstruction of a scene
which is geometrically correct characterised with visually pleasing surface mod-
els requires more than just knowing the camera intrinsic parameters [72]. Re-
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(a) (b)
(c) (d)
Figure 2.5: Scenes and their corresponding depth maps.
construction is realised by a dense disparity matching process that computes
correspondences from the grey level images directly by exploiting additional
geometrical constraints. Therefore, dense surface estimation is achieved in a few
number of steps. First image pairs are rectified to the standard stereo config-
uration. Image rectification explored epipolar constraint to convert the corres-
pondence search problem from 2D to a search along a straight line (i.e One-
Dimensional (1D)). This is because corresponding feature points in stereo im-
age now have the same vertical coordinate and different horizontal coordinates.
Second stereo matching algorithm is used to generate disparity maps as will be
mentioned in the next paragraph. In the third step, the available pairs of view
are made available for integration based on MV approach.
Correspondence estimation in stereo vision has two broad levels depend-
ing on the search constraint imposed [74]. Local constraint is usually exercised
on few pixels around the pixel of interest. Feature matching, gradient-based
methods, and block matching techniques use local constraints and are known
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to be efficient in the face of sensitivity to occlusion regions, texture-less regions
or regions with uniform texture [75–84]. Feature matching methods have been
widely explored. Two main ideas are responsible. Dense depth maps are critical
for a variety of applications. Also, the availability of promising and robust re-
gression algorithms. This is on the merit of the efficiency of feature matching
methods to handle depth discontinuities. This is because a region of support
near a discontinuity contains points from more than one depth. It is also known
to adequately deal with regions of uniform texture in images. In both of these
challenges which are known to be the drawbacks of gradient and block match
methods, feature-based methods robustly act at the expense of the density of
points for which depth may be estimated, by reducing the regions of support to
specific reliable features in the images [74].
Driven by the need for high-quality depth maps in certain critical applic-
ations, segmentation matching and Hierarchical Feature Matching (HFM) now
constitute a new dimension of advanced feature-based method for stereo corres-
pondence [85–87]. HFM exploit lines, vertices, edges, and edge-rings. The strength
of HFM is that it favours the use of coarse, reliable features in order to provide
support for matching finer, less reliable features, and it minimises the compu-
tational complexity of matching by reducing the search space for finer levels of
features. In segmentation matching, the method involves iterative partitioning of
stereo images. This is then followed by the calculation of affine transformation
matrix of six parameters which is used to model the relationship between the
small regions. Based on the affine matrix, matching of the segmented regions of
stereo images is performed.
For global constraint, the search area is the entire image. It comprises
of techniques like belief propagation, graph cuts, non-linear diffusion, intrinsic
curves, correspondence-less methods, and dynamic programming [74, 88–98].
Depth sensors based on the time-of-flight technique [99] have proved to be
promising in its ability to acquire the depth map of the scene and is now well
advanced. One main factor which has slightly obscured its more widespread use
for depth map acquisition in real-time is its low resolution output. Depth map
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up-sampling methods such as filter-based, Markov Random Field (MRF)-based,
structure guided fusion techniques have been proposed [100–111], to resolve
this challenge and other related issues. Typically an MRF-based stereo vision al-
gorithm employs a likelihood function that reflects the local similarity of two
regions and a potential function that models the continuity constraint. As a con-
sequence, the filter-based methods can cause an over-smooth problem at the
depth discontinuity regions, and also the MRF-based method can occur with
error propagation during the optimisation process.
Rendering with explicit geometry technique has been used in sections 4.2
and 4.4 of chapter four of this thesis.
2.3.2 Rendering without Geometry
In another IBR method comprising of plenoptic function, light field, mosaic, and
concentric mosaic techniques, initial knowledge of the geometry of the scene
object is not required. However, a large number of image samples is a signi-
ficant requirement for good quality rendering [112]. Plenoptic function is the
parameterisation which is representative of the intensity of a light ray passing
through the camera centre at a 3D spatial location, (x, y, z), in a certain 2D view-
ing direction, (θ, φ), with a certain wavelength, λ, and at a certain time, τ. (Seven-
Dimensional (7D)) plenoptic can hardly be realised in reality. It is thought to be
an idealised concept. However, it is a platform for the initialising the formulation
of other IBR techniques in which no geometry is required [113].
Light field rendering technique is formulated from first principle based the
plenoptic function, which summarises all of the radiant energy that can be per-
ceived by an observer at any points in space and time. The (Four-Dimensional
(4D)) light field has been established as a promising paradigm to describe the
visual appearance of a scene. Compared to a traditional 2D image, it offers in-
formation about not only the accumulated intensity at each image point, but
also separate intensity values for each ray direction. This means that both the
phase and amplitude of the light scattered by scene objects are recorded. Thus,
the light field implicitly captures 3D scene geometry and reflectance properties
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[20, 114]. Filtering and interpolation are basically the two steps involved in ren-
dering a new image from a set of image samples [115–128]. A wide range of
applications have been motivated by the additional information embedded in a
light field. Virtual viewpoint creation [60, 129, 130] allows a scene to be rendered
with a look different from any of the reference images. As observed in [20], the
light field data also allows to add effects like synthetic aperture, i.e., virtual refo-
cusing of the camera, stereoscopic display, and automatic glare reduction as well
as object insertion and removal. It needs to be mentioned that data compression
is highly required because of the large amount of data.
Lumigraph is a variation of light field rendering in which the knowledge
of approximate geometry is key to the achievement of robust and efficient ren-
dering performance [131–136]. Also, concentric mosaic does not require geomet-
ric information. However, the camera used in the acquisition of image samples
has several centres of projections which trace a circle path [137]. Hence, it is a
3D parameterisation of plenoptic function. It features a considerable reduction
in data when compared with light field rendering. A 2D parameterisation of
plenoptic function is the mosaic. In the processing leading to the acquisition of
multiple image samples of the scene, the camera is constrained to a fixed point
and panned. Using feature-based image registration, a motion model can be de-
veloped which allows the acquired image samples to be stitched on a cylindrical,
spherical, cubic, and polar projection surface [138, 139].
The works presented in Chapter Four under section 4.4 are based on ren-
dering without geometry.
2.3.3 Rendering with Implicit Geometry
In literature, a category of IBR exists which can deal with implicit geometry. Im-
plicit geometry involves the establishment of feature correspondence between
the participating image samples. The accuracy of this technique depends on ap-
plication of robust feature detection, extraction, and matching algorithm. As an
example, feature correspondence is difficult to establish for a texture-less surface.
Popular techniques in this category include view morphing [140–144], transfer
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method based on trifocal, fundamental matrix or depth geometric constraint
[145–150], and view interpolation [151–160]. In view morphing, a new image can
be synthesised provided the viewpoint lies along the straight line which joins the
centre of projection of the two cameras which provide the reference images. This
condition implies that viewpoint translation must be linear and perpendicular
to the line-of-sight of the physical cameras. It basically provides the average of
two existing parallel views at a viewpoint. The reference images are first recti-
fied if they are not parallel. Transfer method establishes the relationship between
coordinates of feature points in multi-views using the concepts of fundamental
matrix epipolar or trifocal tensor. These are important tools for understanding
the image formation process for several cameras and for designing reconstruc-
tion algorithms. In the formulation of view synthesis problem, epipoles play an
important role and can be computed from a 3 × 3 fundamental matrix which
relate two camera views or a 3 × 3 × 3 trifocal tensor for three views. View in-
terpolation allows arbitrary viewpoint to be created under the condition that the
interocular distance of the reference cameras is narrow. This ensures consider-
able overlap of the reference images in order to minimise occlusion.
2.4 metric aspect of image-based rendering
This study seeks an understanding of the role played by region match measures
in the generation of depth maps which consequently affects the quality of tex-
tured depth map with respect to a virtual viewpoint in between two reference
images obtained from existing cameras. Virtual camera realisation based on the
pixel information contained in left and right image frames is the concern of
this section. An important aspect of this implementation is the choice of region
match measure type which significantly impacts on the quality of the generated
depth map and consequently the rendered image. The region match measures
widely used in image processing to solve correspondence problem are Sum of
Absolute Differences (SAD), Sum of Square Differences (SSD) and Normalized
Cross-Correlation (NCC).
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2.4.1 Introduction
It is a widely held opinion that only vision provides sufficient information in
order for advanced life-forms to infer the correct responses under a variety of
circumstances. Perhaps this is well appreciated, perhaps not; there has been a
tremendous continuity in the advancement and development of visual media by
which man is able to record light and make sense out of it.
3DTVand FTV constitute a convincing evidence of eminent feature which
points to the expectation that 3D video will become the choice for visual commu-
nication via the internet [2, 11, 25, 161, 162]. Both 3DTV and FTV use a number
of time-varying configurations of physical cameras to provide multiple views of
the same scene, popularly known as MVV [163].
A consistent position through computer vision research field is that start-
ing with some reference images, new images of a scene can be synthesised as if
they were taken from a virtual viewpoint which is different from all the view-
points of the real images [37, 164]. This is called IBR. It has the significant ad-
vantage of reducing the number of physical cameras used in the acquisition
of information about the geometry and optical properties of the environment
provided the architecture and density of cameras involved have not been com-
promised.
According to [46, 165, 166], the spectrum of IBR can be classified into three
continuum groups namely rendering with explicit geometry, rendering with im-
plicit geometry, and rendering with no geometry.
In the first category the whole 3D structure of the scene is reconstructed.
Depth map is used in prominent techniques such as 3D warping as in Figure 2.6,
Layered-Depth Images (LDI), and LDI tree. A set of images of a scene and their
associated depth maps are used to create a scene model. In surface light field
geometry-based IBR representation, images and cyberware scanned range data
are the main constituents that are required. When depth is available for every
point in an image, the image can be rendered from any nearby point of view by
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(a) (b)
Figure 2.6: Rendering with explicit geometry. (a) real scene (b) rendered scene using 3D
warping.
projecting the pixels of the image to their proper 3D locations and re-projecting
them onto a new picture.
References [161, 167] emphasised that the determination of dense stereo
matching is limited to estimating an accurate depth map due to the failure of
correspondence point matching on the texture less and occluded regions. On
the other hand, active depth sensors can only create depths of nearby objects
in a lower resolution. However, point correspondence is closely related to fea-
ture matching parameters which establish the degree of correlation between two
images.
In [168], a constrained energy minimisation problem is formulated. The
solution provides image warping functions which are used to render new views.
However, it is a generally accepted fact that Depth Image-Based Rendering (DIBR)
allows for synthesis of novel views, using the information contained in the depth
map, with respect to a virtual view point. It also provides for a reduced band-
width required for its transmission in 3DTV and multimedia systems applica-
tions [161].
One of the objectives of this thesis concerns 3D warping with implicit geo-
metry. We seek to determine the effect of region match metric on feature corres-
pondence between a pair of stereo images on feature matching parameters. This
consequently affects the quality of depth map and synthesised images. Provid-
ing a three dimensional impression in multimedia applications is a challenging
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task that requires accurate depth information. Depth map is an image that con-
tains information about the distance, with respect to a view point, to the surface
of scene object as a function of image coordinates.
2.4.1.1 Intensity Image Match Measures
Finding the pixel coordinates in two different intensity images that correspond
to the same point in the world is a data association problem and has been intens-
ively studied in computer vision. Sum of SAD and SSD are two popular compu-
tationally inexpensive image region match measures [169]. In (2.2) and (2.1), I1
and I2 are compatible image regions with (x, y) and x,+dx, y + dy being points
in their respective local coordinate spaces. The significant problem with these
typical matching cost / aggregation methods is the assumption about the Gaus-
sian noise distribution and, as a consequence, the choice of SAD and SSD is not
well justified in many cases of image feature matching since they are susceptible
to outliers [170].
SAD = ∑
(i,j)eU
∣∣∣∣I1 (x + i, y + j)− I2 (x + dx + i, y + dy + j)
∣∣∣∣ . (2.1)
SSD = ∑
(i,j)eU
(
I1 (x + i, y + j)− I2
(
x + dx + i, y + dy + j
))2 . (2.2)
Assuming signal preconditioning, zero mean SAD and SSD, or Covariance
Variance (CV), is able to minimise the effect of variation in camera intrinsic para-
meter and noise perturbation. For applications such as stereo matching or image
registration in the log-polar space, CV is a preferable choice. It is invariant to the
linear transformation of the two matched image signals.
Sum of Cross Product (SCP) and Normalized Sum of Cross Product (NSCP)
constitute another region match measure based on intensity signals of matched
blocks of images and scalar product between two vectors. The normalisation
condition is not sufficiently satisfied in this case. This is depicted in (2.3) which
shows that the mean resultant signal energy in the matched image region equals
SSD plus twice SCP. Therefore, it is al-right to use SSD instead of SCP.
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SSD (I1, I2) = ∑
(i,j)eU
(
I21 (x + i, y + j) + I
2
2
(
x + dx + i, y + dy + j
))
− ∑
(i,j)eU
SCP (I1, I2) . (2.3)
There are many recent algorithms aimed at addressing the drawbacks as-
sociated with NCC algorithm expressed in (2.4). However, NCC still remains uni-
versally recognised [171].
γ (u, v) =
∑x,y
[
f (x, y)− f¯u,v [t (x− u, y− v)− t]
]{
∑x,y
[
f (x, y)− f¯u,v
]2
∑x,y [t (x− u, y− v)− t]2
}0.5 . (2.4)
The work presented in section 4.2 of chapter four is partly based on the
discussion in this section.
2.5 generation of three-dimensional panoramic image
It states that three-dimensional content can be generated from two slightly dif-
ferent panoramic views of a scene. The strength of this thought lies in both
the intrinsic movement parallax and single effective viewpoint that is associated
with the panoramic view of a scene. These factors when effectively put together
have the potential to provide pure perspective image. Three-dimensional effect
in a single panoramic image is realized by superimposing a pair of panoramic
view images. A special fascination of the resultant image is that depending on
how the initial panoramic views are generated, the natural scenery and three-
dimensional effect in the composed anaglyph panorama differ. A pair of ana-
glyph glasses would be used by a group of people to view the depth effect in
the stereoscopic panorama.
Panoramic mosaic has gained prominence as a 2D form of seven-dimensio-
nal plenoptic function widely used for synthetic wide-angle camera. Starting
with either an odd or even number of images, the focus is on the generation
of panoramic view of a scene with a significant structural difference when com-
pared with the conventional panorama.
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Figure 2.7: Perspective projection in humans. Taken from [186].
2.5.1 Introduction
It is widely understood that a change of viewpoint with respect to an observed
object provides either a slightly or considerably different view of the object. This
effect which is attributable to the fact that humans have two eyes and see through
perspective projection as shown in Figure 2.7 has been extensively studied with
regards to HVP and Machine Vision System (MVS). Also, many complex visual
tasks, such as reading, detecting camouflaged objects, and eye-hand coordination
are also performed more effectively with two eyes than with one, even when the
visual display contains no depth [172].
The degree of perceived 3D realism and enhanced Field of View (FOV) are
two important factors in vision analysis. In the work of [173], it is observed
that retriever of information on the 3D structure and distance of a scene, from
a stereo pair of images has become a popular concept in computer vision. A
refined analysis has indicated that emerging areas of application in multimedia,
with extraordinary standing such as 3DTV and FTV are some of the driving factors
for this development [174]. In some relevant applications robustness, accuracy,
and real-time capability are of utmost importance as depicted in Figure 2.8.
Multi-view video is one of the enabling technologies which have recently
brought 3DTV and FTV to prominence [165, 175]. In spite of the enormous ad-
vantages associated with 3DTV and FTV, [176–179] have noted the bandwidth re-
quirement and other issues, which are critical and challenging for transmitting
additional data to render the auxiliary view(s).
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Figure 2.8: Replication of human vision system. Partly taken from [11].
Enhanced FOV is the main motivation factor of [180]. It is emphasized that
for any FOV enhancement to be achieved, the entire imaging system must have
a single effective viewpoint to enable the generation of pure perspective images
from a sensed image. The single viewpoint constraint is satisfied by incorporat-
ing reflecting mirrors into the conventional imaging system.
The generation of 3D content from a stereo pair of panoramic images of
a scene is possible. In the view of [181], the following advantages cannot be
divorced from stereoscopic view. Depth perception relative to the display sur-
face; spatial localization, allowing concentration on different depth planes; per-
ception of structure in visually complex scenes; improved perception of surface
curvature; improved motion judgement; improved perception of surface material
type. These benefits give stereoscopic displays improved representation capab-
ilities that allow the user a better understanding or appreciation of the visual
information presented.
Panoramic images have been widely investigated in the work of [182–184].
It is also a variant of image-based rendering that allows 3D scenes and objects to
be visualized in a realistic way without full 3D model reconstruction. The concept
of panoramic image stitching stems from the fundamental deficit in the narrow
field of view FOV of most compact cameras as depicted in Figure 2.9.
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Figure 2.9: A compact camera image formation process. Taken from [165].
2.5.2 Three-Dimensional Visual Content
2.5.2.1 Binocular Vision and Stereoscopy
Binocular vision involves the use of two eyes or optical devices for the acquisition
of both the optical and geometric properties of a scene. It is thought to provide
for increased field of view, binocular summation which is the enhancement in
the detection of faint objects, and the use of stereoscopic distance or disparity to
perceive a scene in 3D and the distance of an object [185]. The amazing effect of
significant proportion is the composition of a single image using the single indi-
vidual image of each eye. This is generally referred to as binocular fusion. The
superposition of a pair of images to create depth illusion is known as anaglyph.
In [186], it is believed that parallax, movement parallax, accommodation,
convergence, remembered geometry of an object and linear perspective, occlu-
sion, shading, and resolution constitute both physiological and psychological
factors, which determine the level of 3D effect we observe as humans. However,
parallax and convergence are the most needed factors for anyone to perceive
3D effect. With accommodation, neurophysiological process varies the radius of
curvature of the eye lens to focus the image on the retina. However, with con-
vergence, the continuous movement of the eye ball causes certain angle which
decreases with distance to be subtended between the visual axis and optical axis
of each eye. This is perhaps linked to the availability of neural algorithm which
plays a prominent role in the binarization and manipulation of information the
eyes receive.
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Figure 2.10: Parallax effect. (a) Object. (b) Projected views of the object. (c) Transposed
images. Taken from [186].
2.5.2.2 Anaglyph and Synthetic 3D Effect
At man-made level, the singleness of vision created by neural algorithm in
humans is reversed. There are several stereoscopic display methods that can
be used to generate 3D effect. These include lenticular sheet, integral photo-
graphy, horse blinder barrier, parallax barrier, varifocal mirror, volumetric meth-
ods, head mounted display, time sharing method, anaglyph, Brewster’s stereo-
scope, Wheatstone’s stereoscope, and 3D movies [186]. From either the projec-
tion or interception type of display, one of the two slightly different images of
the same object captured with two similar cameras separated by a certain stereo-
scopic distance is presented to each eye alternately through a filter glass. This
concept is demonstrated in Figure 2.10.
Whatever display type is used, comfortable view in terms of reduced eye
strain or absence of double images from excessive perceived depth is highly
required [187, 188]. In [181], it is stated that the mentioned requirement is a
function of stereoscopic camera parameters. It is further mentioned that a ste-
reoscopic camera system with parallel axes should be used to avoid the vertical
image disparity generated by systems that verge the camera axes. This is be-
cause for a parallel camera system, points at infinity have zero disparity and are
perceived by the viewer in the plane of the target display. To ensure that corres-
ponding points in the left and right images, at other distances from the viewer,
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are perceived in the screen plane, the images must be adjusted during or after
capture. All these explain the difficulty in producing comfortable images which
are often only produced after repeated trial and error. Some common challenges
are are highlighted in Figure 2.11, [42].
2.5.2.3 Anaglyph Mathematics
In ??, two similar cameras with a focal length of f having a stereoscopic distance
of b between them are used to acquire a world point (X, Y, Z). The relationship
between the world point and the respective corresponding points (xR, yR) in the
right image and (xL, yL) in the left is expressed as
xL
f
=
x + b2
z
,
xR
f
=
x− b2
z
,
yL
f
=
yR
f
=
Y
Z
. (2.5)
The disparity between corresponding right and left image points is ex-
pressed in (2.6). The reciprocal of disparity gives the depth of the world point
with respect to the vertical plane containing the cameras and it decreases with
stereoscopic distance. It is also important to note from (2.5) that disparity D,
is directly proportional to the product of camera focal length and stereoscopic
distance, and inversely proportional to the depth.
D = xL − xR. (2.6)
It has now been proven that a convincing and comfortable viewing exper-
ience can be realized not by maintaining a certain angular disparity as earlier
suggested by human factor studies [189] but by compression of scene depth. In
[181], this idea is depicted as shown in Figure 2.13.
In the simplified case of a static viewer analysed in [181], camera separa-
tion b can be computed using the relation (2.7). Where Z
′
is the distance of the
cameras from the ‘virtual’ display (zero-Disparity-Plane) in the scene, N
′
is the
distance from the cameras to the closest visible points in the scene, dN is the
disparity, on the display, of objects appearing at the limit N.
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(c) (d)
(e) (f)
(g) (h)
Figure 2.11: Causes of 3D discomfort: (a) the distance between the cameras is not ad-
equate, (b) cameras were converged on the wrong point, or one eye was
excessively horizontally shifted, (c) lens mismatch, (d) poor manual control
on focus distance, and autofocus modes may disagree on the subject dis-
tance, (e) keystone appears when the optical axes are not parallel, due to
convergence or, less often, strong vertical misalignment, (f) image rotation
appears when the camera’s optical axis is rotated along the Z axis, (g) both
left and right images are shot without paying great attention to time syn-
chronisation, (h) one camera is most likely pointing up or down, or a zoom
is off-axis. Taken from [42].
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Figure 2.12: A compact camera image formation process.
Figure 2.13: The scene depth (bottom) is compressed (top). Taken from [181].
b =
2Z
′
tan
(
θ
2
)
dN N
′
W (Z′ − N ′) + dN N ′ . (2.7)
The following five types of anaglyph are well known in computer vision.
True anaglyphs, colour anaglyphs, grey anaglyphs, half colour anaglyphs, and
optimised anaglyphs. According to [190], colour is the general name for all sen-
sations arising from the activity of the retina of the eye and its attached nervous
mechanisms, this activity being, in nearly every case in the normal individual, a
specific response to radiant energy of certain wavelengths and intensities. This
understanding can be explored to seek a mathematical representation of ana-
glyph. In terms of implementation, colour and grey anaglyphs are usually com-
posed based on the mathematics expressed in (2.8) and (2.9) respectively. Ar, Ag,
Ab are the colour components of the anaglyph generated from panoramic views
1 and 2 with r, g, b colour components.
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(a) (b)
Figure 2.14: (a) categorisation of television, (b) categorisation of image-based rendering.
Taken from [2] and [165] respectively.
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2.5.3 Panoramic Image
Multi-view video [2] is one of the enabling technologies which have recently
brought 3DTV and FTV to prominence as is shown in Figure 2.14 (a). The subject
of intensive research has been to optimise the architecture while minimizing
the number of physical cameras used in the acquisition of both the physical
and geometric properties of a scene [165, 175]. Virtual cameras can provide an
excellent minimization of physical cameras through the concept of IBR. In IBR, a
completely distinct description of the world recorded in the reference images is
explored. It is popularly categorized as shown in Figure 2.14 (b).
According to [53, 60, 113, 191–193], plenoptic function is sufficiently rep-
resentative of the pattern of dense array of light rays filling the environment,
Figure 2.15 (a). Therefore, any image acquired using an optical system can be
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considered as a sample of the plenoptic function which is continuous in nature.
Concisely explained, plenoptic function expresses the intensity i, of light rays
passing through the camera centre at every location
(
Vx, Vy, Vz
)
at every pos-
sible angle (θ, φ), for every wavelength λ, at every time t. This is expressed in
(2.10) and depicted in Figure 2.15 (a). As an example, a sample of plenoptic func-
tion which represents a perspective projection of a scene is shown in Figure 2.15
(b).
It is stated in [59, 194] that IBR techniques and algorithms can be regarded
as the result of plenoptic function dimension reduction. For example, a panor-
amic view on the fixed viewpoint is a two dimensional reduction of plenoptic
function. Concentric mosaic is a three dimensional reduction. Light Fields and
Lumigraph reduce the plenoptic function to four dimensions. These techniques
can create novel views of scenes or objects by resampling a database of images
and representing a discrete sample of the plenoptic function. A concise prob-
lem statement for IBR paradigms, such as morphing and view interpolation is
provided in [60]. A reduction to a five-dimensional function varying with the
viewpoint and the viewing direction is the main focus. However, surface plenop-
tic function is a variation of six dimensions.
IBR techniques at one end of the spectrum of Figure 2.7 (b) such as light-
field, lumigraph, concentric mosaics, and mosaicking rely on dense image sampl-
ing of the scene and remain attractive in the conversing computer vision industry.
The attractiveness as noted in [165] is on the merit of no or very little geometry
information for rendering without recovering the exact 3D models, superior im-
age quality, and a considerably less computational resources for rendering re-
gardless of the scene complexity, because most of the quantities involved are
precomputed or recorded. Furthermore, the implementation of these techniques
is enhanced through change of viewpoints and sometimes limited amount of
relighting [195].
Panoramic photography is the most thoroughly discussed IBR technique
which requires no 3D model of the scene [196]. In the view of [197], the strength
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(a) (b)
Figure 2.15: (a) 7D plenoptic function, taken from http://www.google.co.uk/search?
q=plenoptic+function (b) perspective projection.
of this IBR method stems from the existence of a simple invertible transformation
between images gathered with a camera rotating around its centre of projection.
The usual choice for compositing larger panoramas is to use a cylindrical
or spherical projection in order to avoid excessive stretching of pixels near the
border of the image. However, the potential presence of large amounts of inde-
pendent motion, camera zoom, synthesis of virtual environments, and the desire
to visualize dynamic events impose additional challenges.
A unique challenge which has been identified by [184] to play an import-
ant role in the construction of panoramic image is the radius of the projection
surface. Distortion minimization has been the sole argument in favour of the
equality of camera focal length and radius of projection surface also known as
scale factor. This is a fundamental assumption which is deeply entrenched in
most of the previous works in which cylindrical warping has been used as part
of their implementation strategy.
Inspired by the complexity of seven-dimensional 7D function in (2.10), a
classification can be considered to obtain its 3D version called concentric mosaic.
i = I
(
Vx, Vy, Vz, θ, φ,λ, t
)
(2.10)
This will be made possible if there is a simplification of light ray wavelength
to red, green, and blue channels, constancy of radiance along a light ray through
empty and transparent space, absence of time dimension, occurrence of 2D mo-
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(a)
(b)
(c)
(d)
Figure 2.16: A set of conventional panoramic images. (a) Brunel Pond, (b) Cmcr, (c) Hsbc,
(d) obtained from www.cs.washington.edu.
tion which restricts both the camera and the scene to a plane [182, 198]. Interest-
ingly, by imposing the most restrictive condition of fixed viewpoint, that is, no
motion of viewpoint, a specialised concentric mosaic and a 2D plenoptic function
called image mosaic is realized. Image mosaicking actually involves the compos-
ition of one single mosaic with multiple input images representative of a static
scene and acquired by a panning camera. A few examples of 2D plenoptic func-
tion generated during the course of this research are shown in Figure 2.16.
Both Image mosaicking with SCOP also known as panoramic image and
multiple centre-of projection type are characterized by increased field of view
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angle and light rays are indexed by their directions (θ, φ). This provides a unique
formulation and understanding which allows for the construction of a feature-
based technique for aligning frames previously warped into a spherical or cyl-
indrical surface. A special fascination of a panoramic mosaic which has been
emphasized by expert studies is its application for increasing the resolution
of images termed as super-resolution, object insertion, and texture synthesis
[183, 184].
The calibration and understanding of the enormous challenges which are
usually encountered during the implementation of panoramic mosaic demand to
be mentioned. The use of multiple images in a panoramic mosaicking demands
that certain control techniques be adopted to compute a globally consistent set of
alignments and to efficiently discover which images overlap one another. For 360
degree field of view, an understanding of the final compositing surface namely:
a cylinder or sphere, onto which to warp and place all of the aligned images
is absolutely essential. We also need to develop algorithms to seamlessly blend
overlapping images, even in the presence of parallax, lens distortion, scene mo-
tion, and exposure differences [184].
A problem of significant dimension in the domain of panoramic mosa-
icking which is linked to feature point matching has been noted by [199]. It is
observed that perfect scale invariance cannot be achieved in practice because
of sampling artefacts, noise in the image data, and the fact that the computa-
tional effort limits the number of analysed scale space images. For any object in
an image, interesting points on the object can be extracted to provide a feature
description of the object. This description, extracted from a training image, can
then be used to identify the object when attempting to locate the object in a test
image containing many other objects. To perform reliable recognition, it is im-
portant that the features extracted from the training image be detectable even
under changes in image scale, noise and illumination. Such points usually lie on
high-contrast regions of the image, such as object edges.
In the work of [200], the emphasis is on the construction and evaluation
of local descriptor representations. The line of reasoning points to the fact that
46 image-based rendering
although localization and description aspects of interest point algorithms are
often designed together, the solutions to these two problems are independent.
Another important characteristic of these features is that the relative positions
between them in the original scene should not change from one image to another.
Feature positions should not depend on the orientation of the object. Similarly,
features located in articulated or flexible objects would typically not work if any
change in their internal geometry happens between two images in the set being
processed.
As part of the contribution of this research, the potential of panoramic
view which is brought into lime light is the concept of perspective projection.
When the human eye looks at a scene, objects in the distance appear smaller
than objects close by. Perspective definition shows distant objects as smaller to
provide additional realism.
2.5.4 Perspective Projection
2.5.4.1 Camera Perspective
As opposed to orthogonal projection, perspective projection allows objects in the
distance to appear smaller than objects close by to provide additional realism.
This is the way we see as humans. Reference [201] confirms that real cameras
exist with more complex full parameterisations aimed at implementation of the
effects of perspective projection. Perspective projection performs a mapping from
3D space to the two-dimensional image plane during which straight lines in the
world are projected to straight lines on the image plane. Parallel lines in the
world are projected to lines that intersect at a vanishing point. In drawing, this
effect is known as foreshortening. The exception is lines in the plane parallel to
the image plane which does not converge.
Furthermore, conics in the world are projected to conics on the image plane.
For example, a circle is projected as a circle or an ellipse. A characteristic which
is noteworthy is that mapping is not one-to-one and a unique inverse does not
exist. That is, given (x, y) in image plane, we cannot uniquely determine (X, Y, Z)
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in the world. All that can be said is that the world point lies somewhere along
the projecting ray. [190], observes that the transformation is not conformal – it
does not preserve shape since internal angles are not preserved. Translation,
rotation and scaling are examples of conformal transformations. A general affine
transformation comprises translation, rotation and different scaling for each axis
and is not conformal.
The extrinsic and intrinsic parameters of a camera allow for transforma-
tion from world frame to camera frame and from image frame to sensor frame
respectively. The combination of these parameters constitutes the model of a
camera as shown in Figure 2.17. In the presence of barrel distortion, the accuracy
and robustness of images to be used in panoramic mosaicking are dependent on
this well-understood camera model. Figure 2.17 also shows the transformations
involved in the camera model shown in (2.11).
p˜ =

f
ρw
0 uo
0 fρh vo
0 0 1


1 0 0 0
0 1 0 0
0 0 1 0
 (TC)−1 P˜ = KPoT−1C P˜ = CP˜. (2.11)
Perspective images have a particular relevance of making subsequent pro-
cessing easier using some of the well-established computer vision techniques
which assume perspective projection. Perspective projection exhibit less distor-
tion compared to other forms of projection. Of course, this is good for the human
eye.
2.5.4.2 Image Mosaic
The limited field of view of conventional imaging devices such as pinhole camera
is a problem which is familiar to computer vision researchers and diagnosed by
[202, 203]. It is pointed out that while surveillance, teleconferencing, and model
acquisition for virtual reality constitute a driving force for an increased field of
view, there are several other application areas which are strategically positioned
to take advantage of field of view enhancement.
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Figure 2.17: Perspective camera: Camera model and Transformation between world
frame and sensor frame.
Figure 2.18: Field of view and resolution of a camera. Taken from
http://www.google.co.uk/search?q=field+of+view.
Catadioptric image formation process is widely used for enhancing the
field of view of imaging devices. However, image mosaic is favoured since cata-
dioptric image formation has associated problems of sensor resolution and fo-
cusing as depicted in Figure 2.18.
Furthermore, in the thoroughly thought-through gradient domain approach,
[204], of image stitching, the similarity of the sample images and visibility of
the seam constitute the cost functions to be optimised. This eventually sup-
presses both photometric inconsistencies and geometric misalignments between
the stitched images. In image mosaicking, images are first projected onto a
curved surface using cylindrical, spherical, cubic or polar projection.
The method for the generation of panorama falls into two categories namely
direct and feature-based methods. It is clear from [205] that accuracy of image
registration and closed initialization are the main differences between the two.
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Figure 2.19: Cylindrical Projection.Taken from [206].
Feature-based method is considered in this work, since panoramic view gener-
ation is one of the image-based rendering methods and features can only be
obtained from reference images.
Of course, the image formation model based on Snell’s law developed by
[203] is known and well appreciated. In this model, one object point P0 is trace-
able to obtain two image coordinates [u, v]T and
[
u
′
, v
′]T
on a Charge Coupled
Device (CCD) camera by use of skew ray tracing and taking a single-camera two
panoramic views. This camera type is yet to be readily available in the market.
In this regard, the use of two separate cameras on a single tripod separated by
certain stereoscopic distance is inevitable.
In image mosaicking, the image is first mapped onto the surface of a cylin-
der, sphere, cube and then the curved surface is unrolled. A method to estimate
surface projection is well documented in the work of [184]. Cylindrical warping,
[206], can be obtained using either forward or inverse warping as depicted in
Figure 2.19 and Figure 2.20. In forward warping: From image coordinate (x, y)
the projected coordinates on the cylinder (x
′
, y
′
) are given in (2.12) and (2.13)
where S is a scaling factor and f equals lens focal length in pixels.
x
′
= Sθ = S tan−1
(
x
f
)
(2.12)
y
′
= Sh = S
(
y√
(x2 + f 2)
)
. (2.13)
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Figure 2.20: Cylindrical and spherical projection.
For inverse warping: inverse mapping from cylindrical coordinates to im-
age (x, y) is expressed in (2.14) and (2.15).
x = f tan θ = f tan
(
x
′
S
)
(2.14)
y = h
√
(x2 + f 2) = f
(
y
′
S
)
sec
(
x
′
S
)
. (2.15)
For a spherical projection surface, the coordinates have the following rela-
tionship for forward warping
x
′
= Sθ = Stan−1
(
x
f
)
(2.16)
y
′
= Sϕ = S
(
y√
(x2 + f 2)
)
. (2.17)
where (θ, ϕ) is the parameterised coordinate of a sphere
x = f tan θ = f tan
(
x
′
S
)
(2.18)
y = (tan θ)
√
(x2 + f 2) = f
(
y
′
S
)
sec
(
x
′
S
)
. (2.19)
In conclusion, a discussion on the image capturing techniques, processing,
and manipulation of multiple images which lead to the realisation of 3D panor-
amic image has been presented. In this work, a cylindrical surface whose radius
is equal to the focal length value of the acquisition camera will be favoured in
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the stitching of multiple image samples. Depth perception in the resultant pan-
oramic image is a possibility through anaglyph. Anaglyph can be implemented
by superposition of the two previously generated panoramas through stitching
process. The ideas presented in this section will take a centre stage in chapter
four, section 4.3.
2.6 computation of virtual environment from stereo-panoramic
image
Depth map texturing is one of the prominent image-based rendering methods.
It requires the condition of epipolar constraint to be satisfied. However, the cyl-
indrical warping involved in the construction of panoramic view makes it highly
challenging for this condition to be strictly met. This section reviews the literat-
ure related to depth image-based synthesis of virtual environment starting with
stereo-panoramic views of a scene.
2.6.1 Introduction
The understanding of the phenomena of light reflection and refraction, now fun-
damental concepts in modern geometric optics have significantly contributed to
the discovery of the first camera. Ever since then the computation of both op-
tical and geometric properties associated with 3D structure of scenes and objects
within the environment has become the area of influence of cameras based on the
pinhole model. Camera has revolutionized the world on the merit of its ability
to record light for future use.
Humans are very much familiar with monocular visual cue such as texture
gradient, occlusion, and shading through which a meaningful understanding
and interpretation of the scene is composed. However, it is the binocular visual
cue that has provoked serious intellectual thought. At the inception and concep-
tion of the study of optics, it is believed that humans and most predator animals
are able to maintain the top position of their different food chains because they
possess two eyes (binocular vision) and as a result of which perception of depth
is realized through retinal disparity, eye convergence, and parallax. Sir Charles
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Figure 2.21: Visual media and its development. Taken from [2].
Wheatstone, in 1838, refined this curiosity further. It is stated that the mind
perceives an object of three dimension by means of the two dissimilar picture
projected by it on the two retinae.
Almost always, light is documented and reconstructed for the purpose of
achieving a satisfactory viewing experience. In [2], it is stated that visual me-
dia have been through three stages of development namely: Individual systems,
pixel-based system, and ray-based system as can be seen in Figure 2.21. For
this reason, most cameras have to mimic the computational investigation of the
human eyes which are controlled by a wealth of neural algorithms. Robot navig-
ation and object recognition are just a few stocks of areas of application which,
partly own their success to camera performance and sophistication. This has
been noted to be a significant driving factor responsible for the continuous and
active development of camera technology.
The increasing complexity and sophistication embedded in certain emer-
ging areas of application [207–209], which are expected to find a predictably
receptive acceptance in the consumer market, have been predicted. The realiz-
ation of such areas of application will be hugely challenged by a widely held
opinion with regards to the narrow field of view FOV of most compact cameras,
camera calibration and synchronization, and camera architecture. Having these
challenges in sight demands that a procedural and accurate view synthesis be
pursued.
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Figure 2.22: Representation of an office scene for collaborative virtual environment
(CVE) applications (from German KICK project. Taken from [212].
The 3D driven future development of visual media characterised with photo-
realistic visualization potential has remained attractive over the years [165]. The
creation of synthetic 3D content via image processing has tremendous appeal
since it is possible to use images of real world scenes which usually have more
rich details than those generated by using computer graphics techniques [210,
211]. Model-based methods for content generation are less favoured in certain
critical application circumstances.
It is known that virtual reality depicted in Figure 2.22 can provide an en-
hanced distributed collaborative work with group awareness and spontaneous
communication capabilities very similar to face-to-face working condition [212].
Virtual reality composed based on panoramic view has the special fascination of
realizing the human dream creating a virtual world. Also, consumer on-demand
content is fast becoming popular. Panoramic view synthesis is one of the IBR tech-
niques. IBR is composed based on the theoretical concept of plenoptic function
[60]. It is a parameterised function for describing everything that is visible from
a given point in space. According to this function, (2.10), lighting information
can be acquired by many cameras placed in different positions. A panoramic
image is a 2D form of plenoptic function.
Therefore, the discussion in this section will be put to use in the synthesis
of virtual environment based on depth image obtained from stereo-panoramic
views of a scene. The distortion associated with cylindrical warping is a problem.
The reason is that the rank-2 constraint is difficult to satisfy. Epipolar constraint
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is significantly exercised by normalizing the matching points, optimising the
intrinsic parameters of the camera and finally, applying singular value decom-
position algorithm to the fundamental matrix. This process allows the epipole
of one camera to be located in the other and hence making the rectification and
other pipeline processes realisable.
2.6.2 Survey of Imaging Systems
A large number of compact cameras are based on perspective projection model
with a single centre of projection. They are generally characterized by a typic-
ally narrow FOV of 50o × 35o and hence sometimes called directional cameras.
FOV makes compact cameras less popular in certain vision applications. A com-
pact camera is widely used in the acquisition of both static and dynamic scenes.
Traditional cameras capture light onto photographic film. Digital cameras use
electronics, usually a CCD to store digital images in computer memory inside the
camera.
Enhancement of FOV is the main reason for the invention of catadioptric
imaging systems. A merit of single view point [180] is significant in the face of
the complexity arising from the shape, position, and orientation of the reflecting
surfaces employed.
Large FOV above 180o is the main characteristic of omnidirectional cameras.
Furthermore, as pointed out in [213], images of all scene points cannot be repres-
ented by intersections of camera rays with a single image plane. For that reason,
rays of the image are represented as a set of unit vectors in 3D such that one
vector corresponds just to one image of a scene point. Omnidirectional cameras
usually find application in areas such as structure from motion, and surveillance
where considerably stable ergo-motion computation is expected.
It is stated in [203] that single-camera panoramic stereo imaging systems
using an unusual arrangement of curved mirrors, Figure 2.23, is becoming at-
tractive. Such systems solve the problem of capturing a panoramic image with a
single motionless camera, and are also capable of positioning and measuring an
object with a single imaging process.
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Figure 2.23: Skew ray tracing through a single-camera panoramic stereo system with 8
boundary surfaces. Taken from [203].
2.6.3 Construction of Panoramic Image
At implementation level, a panoramic view is the product of computational pho-
tography realized through software. It has the established reputation of provid-
ing a 360o × 180o view of a scene by stitching a set of several images obtained
through camera panning through an angle of 360o. Each of the multiple images
contains both the optical and geometric properties of different parts of the scene.
One of the well-known implementation stages of a panoramic view is the
warping or projection of each image sample in a set onto a cylindrical surface.
A cylindrical radius with a magnitude size which is equal to the camera focal
length provides less pixel distortion.
Large number of image samples usually with considerable overlap are
stitched together using image mosaicking. Visible seams due to changes of scene
illumination and camera responses, or spatial alignment errors are the chal-
lenges that require critical attention. Alpha and gradient domain image blending
are two transition smoothing approaches to reduce colour differences between
source images to make seams invisible and remove stitching artifacts [214].
While alpha blending cannot avoid ghosting problems caused by object
motion and small spatial alignment errors, algorithms which implement gradi-
ent domain approach [204] can reduce colour differences and smooth colour
transitions using gradient domain operations, producing high-quality compos-
ite images.
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Optimal seam finding approaches search for seams in over-lapping areas
along paths where differences between source images are minimal. The seams
can be used to label each output image pixel with the input image that should
contribute to it.
An interesting quality performance has been reported in [215] where a
combination of transition smoothing and optimal seam finding approaches have
been used in panoramic view synthesis.
2.6.4 Generation of Depth Map
Depth map refers to an image in which is embedded subtle information relat-
ing to the distance of surfaces of scenes objects from a viewpoint. It has re-
ceived enormous investigative attention. Its significant application areas include
subsurface scattering, simulating shallow depth of field, and shadow mapping.
However, in computer vision, it has enjoyed a more focused adaptation in order
to provide the distance information needed to create and generate auto stereo-
grams and in other related applications intended to create the illusion of 3D
viewing through stereoscopy [216].
Going by the refined reasoning of [161], a depth map is essentially a 2D
function that gives the depth, with respect to the camera position, of a point in
the visual scene as a function of the image coordinates. Its realisation is depend-
ent on an important step referred to as image rectification. Image rectification
simplifies the search for correspondence points from 2D to 1D problem. An ex-
ample of rectified image pair is shown in Figure 2.24. Since the depth of every
point in an original image is known, a virtual image of any nearby viewpoint
can be rendered by projecting the pixels of the original image to their proper 3D
locations and re-projecting them onto the virtual image plane. Thus, DIBR per-
mits the creation of novel images, using information from the depth maps, as if
they were captured with a camera from different viewpoints.
High quality depth map generation has been thoroughly studied by [161].
An important aspect of this proposition is that a depth map is pre-processed
using an asymmetric filter to smoothen the sharp changes in depth at object
2.6 computation of virtual environment from stereo-panoramic image 57
Figure 2.24: Rectified image pair.
boundaries. In addition to ameliorating the effects of blocky artifacts and other
distortions contained in the depth maps, the smoothing reduces or completely
removes newly exposed (dis-occlusion) areas where potential artifacts can arise
from image warping which is needed to generate images from new viewpoints.
In [217], hybrid camera system composed of one Standard-Definition (SD)
depth camera and five HD video. The initial depth map is refined using segment-
based stereo matching. To reduce mismatched depth values along object bound-
aries, moving objects are detected using colour difference between frames and
extract occlusion and dis-occlusion areas with the initial depth information. Con-
siderations in [218] particularly focus on aspects of inter-operability and multi-
view adaptation for the case that different multi-baseline geometries are used
for multi-view capturing and 3D display. Furthermore, it presents algorithmic
solutions for the creation of depth maps and DIBR related to their framework of
multi-view adaptation.
The proposition of [25] involves the use of forward warping in the construc-
tion of depth map. The following advantages have uniquely featured in this ap-
proach. First, re-sampling artifacts are filled in by inverse warping. Second, dis-
occlusions are processed while omitting warping of edges at high discontinuities.
Third, dis-occlusion in-painting approach explicitly uses depth information.
The discuss presented in this section will be taken into consideration in
implementation to be found in section 4.4 in chapter four.
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2.7 metric reconstruction
One problem which has remained deeply rooted in multi-view geometry is the
reconstruction of a scene starting with multiple 2D representation of different
parts of the same scene. This is usually formulated as a non-linear problem
which has to be solved using an iterative optimisation process starting from a
sub-optimal solution obtained by using linear methods. In this chapter, the main
focus is to perform Metric reconstruction of a 3D scene from multiple image
samples using SBA algorithm. During this process the position, orientation and
calibration of the cameras are recovered. SBA has a well-deserved reputation for
almost always having been called upon to optimise both the 3D description of the
scene geometry and camera viewing parameters in feature-based reconstruction
which widely occur in theoretical and practical aspects of computer vision. In
most of the multi-view cases which have been documented in literature, acquisi-
tion cameras are assumed to have different centres of projection. The focus here
is on the unique problem of refining visual reconstruction which yields cam-
era pose and calibration, and 3D structure estimate when multiple views have
a single centres of projection. First an experiment in simulation is performed
based on a synthetic scene. The second part is dedicated to real scenes.
2.7.1 Introduction
The objects of interest in the world are simply a set of points. The intensity ac-
quisition of these points is achieved through the non-singular transformation
capability of cameras which are almost usually based on signal processing prin-
ciples, measurement, and algorithms [219]. Although important research and
developmental effort have been targeted at camera fabrication based on state-
of-the art technology, there still exist practical limits on the intrinsic parameters
such as focal length, [220]. For example, in Figure 2.25, the dependence of two
important parameters Depth of Field (DOF) and FOV on camera focal length f ,
working distance u, magnification µ, circle of confusion c, f-number of camera
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Figure 2.25: Dipiction of DOF and FOV. Taken from http://blog.db-in.com/cameras-on-
opengl-es-2-x/.
lens fn, and sensor physical size s are expressed in (2.20) and (2.21) respectively
[220].
DOF =
2 f 2 fnc (µ+ 1)
f 2µ2 − f 2n c2
(2.20)
FOV = s arctan
(
d (u− f )
2u f
)
(2.21)
It is explicitly obvious from (2.20) and (2.21) that localization and match-
ing errors [219], are deeply engraved in camera measurements. It turns out that
the data acquired with such cameras are difficult to work with especially in
scene reconstruction and other certain critical application areas, and often does
not give accurate result. It is important that these errors be adequately atten-
ded to and considerably reduced in order to improve accuracy, reliability, and
computational performance issues in image processing applications such as 3D
reconstruction.
This work is intended to investigate the visual reconstruction of a scene
from multiple images acquired using a camera with a SCOP as opposed to Multiple
Centres of Projection (MCP) which is depicted in Figure 2.26 and Figure 2.27 re-
spectively. Scene visual reconstruction by way of bundle adjustment attempts to
recover a model of a 3D scene from multiple images [221]. As part of this, it usu-
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Figure 2.26: Single centre of projection. Taken from http://http://blog.db-
in.com/cameras-on-opengl-es-2-x/.
ally also recovers the poses (positions and orientations) of the cameras that took
the images, and information about their internal parameters [222–228]. Bundle
adjustment can cope with any model that predicts the values of some known
measurements or descriptors on the basis of some continuous parametric rep-
resentation of the world, which is to be estimated from the measurements. It
can incorporate several types of image observations along with their associated
precisions and it can provide statistical information regarding the quality of the
solution. Bundle adjustment tools can accommodate different sensor types, e.g.
frame cameras and linear array scanners. Bundle adjustment methods can easily
handle missing data, i.e. points which are not visible in a given image due to
occlusion or insufficient object coverage. They can also handle redundant data,
i.e. points which are visible in any number of images [229–236].
Since different parts of the scene are observed from the same point of differ-
ent directions with a single camera, the determination of point correspondences
becomes a major challenge. Also the camera parameters (intrinsic and extrinsic)
and the 3D reconstructed points contribute to the computational complexity of
the process [237]. The number of the camera parameters is directly decided by
the number of images but the number of the 3D reconstructed points is largely de-
cided by the image resolution and the scene texture. This problem is addressed
by using optimization algorithm in the form of SBA to maximize the likelihood
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Figure 2.27: Illustration of multi-view with cameras with different centres of projection.
Taken from [219]
of reconstruction. One interesting aspect of this study is that apart from intensity
variation, there is a strong texture variation of the scene.
SBA is an active research area in computer vision. It provides a concise
and straightforward introduction as well as a detailed coverage on the unique
research problem of re-projection error minimization in a wide range of ste-
reo imagery. It adequately addresses the problems of high computational and
memory costs associated with least squares optimisation techniques used in the
early years of bundle adjustment. This is in view of the fact that the Jacobian
of some parameters exhibit sparsity which can be tailored to improve computa-
tional speed. This concept has been successfully applied in parameter refinement
problems and has allowed inconsistencies between stereo pairs to be removed. It
has also enhanced the realistic descriptions and modelling of other sophisticated
imaging system applications [229, 237, 238].
There are two trends which have been widely adopted in scene reconstruc-
tion algorithms based on SBA. One situation is when the scene is fixed and the
camera motion is around it. This is of course simple to implement with hand-
held cameras, otherwise a specialised rig is required. When a hand–held camera
is used, the recovery of homographies that maps images to each other and con-
sequently allows the images to be transformed and combined becomes a huge
challenge. Alternatively, the scene object can be placed on a turn-table and im-
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ages are acquired at regular angular intervals with a fixed camera. This is only
realisable if the scene is a portable object or cast object.
Understandably, [239], the stereo image data obtained by HiRISE! (HiRISE!)
and used in the characterization of the surface, subsurface, and atmosphere of
Mars have been optimized using SBA, in view of the scientific relevance of the
project. The project is aimed at obtaining high-precision topographic information
which is at the core of most space exploration programmes.
SBA is also known to have been used in image mosaicking [240]. This ap-
proach facilitates an accurate 3D reconstruction from multiple images of the same.
This procedure features result which is statistically optimal based on the en-
forcement of hard geometric constraints. Frame decimation discussed in [241]
provides for an automatic method which decides on the frame rate for any im-
age sequence to be used in a structure from motion problem. This idea makes
use of a coarse to fine, optical flow based video mosaicking algorithm.
Expansion procedure is adopted in [242] to output a qualitative dense set
of patches on the surface of an object. Feature points obtained by matching mul-
tiple images are used to generate initial patches. These are continuously expan-
ded until dense patches are obtained. The optimality of the patches is determ-
ined by local photometric consistency and global visibility constraints.
In Simultaneous Localization and Mapping (SLAM) problem, [243], clas-
sical Bundle Adjustment (BA) technique has been used to precisely describe and
estimate the position of a mobile robot on a constructed map of the same envir-
onment.
Cost function is very critical in the formulation of SBA. The comprehensive
theoretical background of SBA given in [244] defines a robust cost function as the
square sum of all the dimensions of an error vector function. This is contrary
to the conventional method of approximating the cost function locally with a
quadratic Taylor expansion. The discussion also provides an entirely different
proposition in which it is investigated that error build-up can be described as a
function of accuracy that is obtainable through the use of bundle adjustment and
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helps to improve the reliability of camera tracking. The discussion also focuses
on how bundle adjustment facilitates real-time application.
It is observed that the definition of variables in bundle adjustment is critical
when large error propagation is needed in order to correct global error at loop
closure. This will involve constraining the expected solution. An adaptive bundle
adjustment is proposed in [245] which works in a metric-space defined by a
connected Riemannian manifold. This is aimed at addressing the problem of
single coordinate frame which is responsible for the high computational cost of
BA.
Since line features from image correspondences is an integral part of scene
modelling and augmented reality, [246], the ‘two points’ and the ‘two plane’ over
parameterisation which can cause gauge freedoms and/or internal constraints is
addressed with plucker coordinates so that the feature lines can be represented
in 3D.
In [236], solution instability due to the linear dependencies between para-
meters when perspective algorithms (collinearity based) are used has been iden-
tified to be common in imaging situations where long focal length lenses and
narrow FOV play a prominent role. This problem is addressed by the use of
a scaled orthographic projection model based on linear algebraic formulations.
Using quaternions, The mathematical model developed uses quaternions which
translate to partial derivatives as well as the inner constraint equations for a
scaled orthographic BA.
In the method adopted by [247], fast direct Cholesky decomposition tech-
niques are employed to solve SBA problem with sparse linear sub-problem. The
techniques involves the use of a compressed representation of large sparse matrices
for efficiently handling the block data structures of SBA to take advantage of this
representation. The performance evaluation is proved to surpass what is known
to be obtainable from the method used in [219].
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Figure 2.28: Perspective Camera Projection. Taken from [72].
2.7.2 Bundle Adjustment Problem Formulation
Bundle adjustment is a technique used to compute the maximum likelihood
estimate of structure and motion from image feature correspondences. It ex-
ploits the sparse primary structure of the problem, where connections exist just
between points and cameras. This is a non-linear system problem which have
to be solved using an iterative optimization process starting from a sub-optimal
solution obtained by using linear methods.
A camera can be modelled in several different ways. Affine and ortho-
graphic projections are sometimes useful for distant cameras, and more exotic
models such as push-broom and rational polynomial cameras are needed for
certain applications [229]. Other camera models can be derived from it. In addi-
tion to pose (position and orientation), and simple internal parameters such as
focal length and principal point, real cameras also require various types of addi-
tional parameters to model internal aberrations such as radial distortion. How-
ever, perspective projection as shown in Figure 2.28, [72], is the most prominent.
Perspective projection is the linear mapping between the extended coordinates
of any world point M and its corresponding image point m such that collin-
earity property exists between M, m, and C (centre of projection) . This can be
expressed as
Λm = QM = P (2.22)
where M is 4× 1 vector and m is 3× 1 vector. Λ is an arbitrary scale factor.
Q is a 3× 4 vector referred to as the projection matrix. Therefore, in reality, an
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object or structure consists of several M points and image of such an object
or structure will consist of corresponding number of m points. An important
characteristic which can be exhibited by a perspective camera is for the first
three left columns of M to be non-singular. It therefore means Q can be further
decomposed such that
Λm = K [R | t] M (2.23)
K is 3× 3 upper triangular matrix. It is called camera or calibration matrix
of the camera. It comprises of the optical properties of the camera namely, focal
length, principal point and aspect ratio. R is an orthogonal 3× 3 matrix and t a
3× 1 vector. R and t are collectively referred to as the camera’s extrinsic orient-
ation and correspond, respectively, to the rotation and translation that make up
the rigid transformation from the world to the camera coordinate frame [219].
The coordinate system C attached to the camera is related to the world coordin-
ate system through a rotation R followed by a translation t.
For a multi-view setting, consider having Mj scene points captured by
several cameras described by Qi. Assuming the projection of Mj point due to
Qi camera is mij. Starting from multi-view image samples, multi-view 3D recon-
struction involves the determination of Mj and Qi such that (2.22) is satisfied as
expressed in (2.24).
Λmij = Q
i Mj (2.24)
A significant challenge in SBA is that (2.24) is not exactly satisfied. mij has
inherent noise superimposed during the measurement process. Therefore, for
every image point mij, a predictive model mˆ
i
j = m
(
Qi, Mj
)
, [229], is required
such that
∆mˆij ≡ mij −m
(
Qi, Mj
)
(2.25)
f (Q, M) =
c
∑
i=1
d
∑
j=1
Vij
∥∥∥mij −m (Qi, Mj)∥∥∥2 (2.26)
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Equation (2.25) is referred to as re-projection error. Hence the problem of
scene reconstruction and camera parameter estimation boils down to the minim-
isation of the re-projection error between the image locations of observed and
predicted image points, which is expressed as the sum of squares of a large
number of non-linear, real-valued functions. The objective function for the min-
imization problem defined in the context of bundle adjustment is expressed in
(2.26). Where c is the number of scene points and d is the number of cameras. Vij
is a visibility weight which equals 1 if a scene point j can be seen in camera i, oth-
erwise it equals 0. If the unexpected variation in pixel coordinates is modelled
as Gaussian noise with zero mean, then (2.26) becomes a statistical non-linear
model. Using the condition of linear independence of the columns of Qi, (2.26)
can be expressed as a set of linear equations as in (2.27)
(
Qi
)T
Qi fˆ =
(
Qi
)T
mij (2.27)
whose parameters can be estimated using least-squares algorithm like Levenberg-
Marquardt Algorithm (LMA). However, for a large set of object points and cam-
era parameters which, constitute the unknown contributing to the minimized
re-projection error, the system represented by (2.27) becomes overdetermined.
The computational cost will then have cubic complexity [245]. Therefore, a spe-
cialised LMA known as SBA is required in order to seek a minimal solution.
2.7.3 Formulation of SBA Based on Levenberg-Marquardt Algorithm
Problems arising in the contest of SBA have the possibility of being solved us-
ing conjugate gradient technique. However, LMA remains widely known and
attractive at solving unconstrained non-linear least squares problems [248]. It
can take advantage of the sparseness that exists at different levels in bundle
adjustment. LMA can be thought of as a combination of steepest descent and
the Newton method. When the current solution is far from the correct one, the
algorithm behaves like a steepest descent method: Slow, but guaranteed to con-
verge. When the current solution is close to the correct solution, it becomes a
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Newton’s method. The behaviour, in terms of convergence, and computational
cost of this process depend on the parameterisation used to represent the prob-
lem, i.e of structure and motion [219].
Starting from the measured image pixel coordinates m resulting from im-
age formation by multi-view cameras with parameter PeR, an estimated meas-
urement vector mˆeR can be formulated as
mˆ = g (P) (2.28)
Let the difference between the measured quantity m and estimated quant-
ity mˆ be
m− mˆ = ε (2.29)
A minima value for the quantity εTε known as square distance can be used
as a criteria in the determination of P+ which satisfies the relation of (2.28) if an
initial guess value Po is provided.
The fundamental basis of LMA is that for an infinitesimal change δP in P, g
can be approximately expressed as
g (P + δP) = g (P) + JδP (2.30)
where J is the matrix of all first-order partial derivatives of the function g.
It is called Jacobian. Equation (2.29) can now be expressed as
‖m− g (P + δP)‖ = ‖ε− JδP‖ (2.31)
For each δP, an iteration process is performed using (2.31) until when JδP−
ε is orthogonal to the column space of J, [228]. This means that
JT (JδP − ε) = JT JδP − JTε = 0 (2.32)
JT JδP = JTε (2.33)
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JT is the transpose of J. Equation (2.32) is referred as normal equations,
[219, 249]. JT J constitute the Hessian of 12 ε
Tε and the infinitesimal change δP is
called Gauss-Newton step. JTε is the steepest descent components.
For the purpose of error reduction and to make sure that J is not rank de-
ficient or singularity of JT J, a modified form of (2.33) referred as the augmented
normal equations is solved as shown in (2.34). This involves the manipulation of
the diagonal elements of JT J using σ as a damping element. σ is always chosen
such that JT J + σI is non-singular and positive definite.
(
JT J + σI
)
δP = JTε (2.34)
The unpredictability of m described by covariance matrix ∑m, can be factored
into (2.34) such that we now have
(
JT ∑−1m J + σI
)
δP = JT ∑−1m ε. This variation
allows for minimisation of squared ∑−1m −norm (Mahalanobis distance) as
‖ε‖2∑m = εT
−1
∑
m
ε (2.35)
The computational complexity is still cubic.
In multi-view setting, the inherent characteristic of lack of interaction among
parameters for different 3D points and cameras results in the underlying normal
equations exhibiting a sparse block structure [219]. Therefore, SBA is a variant
of LMA which seeks to reduce the computational cost of bundle adjustment by
taking advantage of data sparseness. It is established in literature that SBA can
cope with parameterisation of the multi-view reconstruction problem such as
arbitrary projective cameras, partially or fully intrinsically calibrated cameras,
exterior orientation (i.e. pose) estimation from fixed 3D points, and refinement of
intrinsic parameters.
By combining the simplified forms of the right and left hand sides of[
JT ∑−1m J + σI
] δa
δb
 = JT ∑−1m ε, we have
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(2.36)
Equation (2.36) is the partitioned form of the normal equations. We can
simply write (2.36) as
DE = F (2.37)
Based on orthogonality principle, the identity matrix in the upper left and
lower right corners of D can be written as AT A and BTB respectively. The upper
right corner containing Z elements equals ATB while the lower left corner with
Z elements equals BT A, i.e the transpose of ATB. For the purpose of further
simplification, (2.36) is written in compact form as
X∗ Z
ZT Y∗

∆a
∆b
 =
εa
εb
 (2.38)
where
X =
d
∑
i
ATi Ai (2.39)
Y = diagonal
(
BT1 B1, B
T
2 B2, ..., B
T
c−1Bc−1, B
T
c Bc
)
(2.40)
Z =
[
AT1 B1, A
T
2 B2, ....A
T
c Bc
]
(2.41)
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εa =
d
∑
i
ATi εai (2.42)
εb =
[
BT1 εb1 , B
T
2 εb2 , ....B
T
c−1εbc−1 , B
T
c εbc
]T
(2.43)
∆a = δa and ∆b = δb. X∗ and Y∗ are the augmented forms of X and Y
respectively. The pre-multiplication of (2.38) by
I −ZY∗(−1)
0 I
 (2.44)
gives

(
X∗ − ZY∗(−1)
)
0
ZT Y∗

∆a
∆b
 =
εa −
(
ZY∗(−1)εb
)
εb
 (2.45)
The simplification of (2.45) gives two simultaneous equations. If we make
∆a the subject of the formula, we get
∆a =
εa −
(
ZY∗(−1)εb
)
(
X∗ − ZY∗(−1)ZT) (2.46)
For ∆b we have
∆b =
εb − ∆aZT
Y∗
(2.47)
An important observation is that the invertible form of Y∗ can be seam-
lessly performed since it is block diagonal. ∆a and ∆b can now be used to update
P such that
Pupdate = P +
[
∆Ta ∆Tb
]T
(2.48)
Pupdate is further used to update the re-projection error ε expressed in (2.29),
i.e
εupdate = m− g
(
Pupdate
)
(2.49)
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Therefore, due to the sparseness of the primary structure, the implement-
ation steps of BA are entirely linearised. Hence a computational complexity of
O(c) is exhibited [219].
We now test εupdate by comparing its absolute value with the absolute value
of ε. If εupdate is less or equal to ε, i.e
(∥∥εupdate∥∥ ≤ ‖ε‖), σ is updated, otherwise
the iteration process continues until convergence is achieved.
Chapter five is based on the theoretical concept discussed in this section.
2.8 multi-camera configuration
3D content, [250], can be obtained by having a high-resolution, wide-angle cam-
era focused during a moderate object motion [73]. However, in computer vision,
a synchronised set of multi-cameras with known accurate positions and orienta-
tions, brightness and chromatic characteristics are used to observe object surface
areas. Single camera techniques, holoscopic capture devices, pattern projection
technique, and time-of-flight techniques have been actively used in 3D content
acquisition in other applications.
The work by [251] in which it is demonstrated that combination of a len-
ticular array with photographic film in order to capture and reproduce stereo-
scopic imaging, is known to be the beginning of adopting multiple cameras to
capture a scene. The choice of camera types [42] as shown in Figure 2.29, and
configuration for multi-view video has become a hot topic in computer vision
in recent times. It has many commercial and military applications, from video
surveillance to smart home systems, from traffic monitoring to oil exploration.
Complexity of the scene, self-occlusion and mutual occlusion of moving
objects, diverse sensor properties are prominent factors that can affect the per-
formance of any chosen configurations. Traditional configurations can be classi-
fied into different categories according to the shape traced out by the cameras.
Linear array is the simplest configuration.
One important application of multi-camera system is in multi-view video
as depicted in Figure 2.30. This is popularly used in the creation of 3Deffect,
[24, 252], which enables a 3D scene to be viewed by freely changing our view-
72 image-based rendering
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
(m) (n) (o)
Figure 2.29: Different camera types, rigs, and prototypes. Taken from [42].
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Figure 2.30: Figure 2.29: Multi-camera technique used in multi-view video.
point, and 3DTV in which the illusion of depth is created. Multi-view imaging
has also attracted increasing attention in another wide variety of interesting new
research topics and applications. These range from virtual view synthesis, high
performance imaging, image and video segmentation, object tracking and recog-
nition, environmental surveillance, remote education, to industrial inspection [2].
In video content service such as video summarisation, [253], a condensed form
of video content is generated for the purpose of browsing, retrieval and storage
enhancement. 3D seismology now has a considerable driving force as opposed
to its two-dimensional counterpart. It can help to solve the increased dimension-
ality of the problems associated with imaging, processing, and visualization of
resultant images.
Until recently, however, the focus has been on understanding the successes
of three lines of development in camera configurations such as parallel array, con-
vergence array, and divergence array, Figure 2.31. Parallel array is the simplest
form in which identical cameras are all in a linear orientation [254]. It is men-
tioned in [255] that more complicated settings can have different camera lens
properties and zoom facing the same 3D scene from different directions. The geo-
metry of these camera topologies can very easily be analysed. The need to im-
prove the camera architecture used in visual acquisition has been made evident
from a variety of angles. This includes the issue of camera density, the reduction
in the number of physical cameras, image quality, synchronization [11], depth
estimation and occlusion [256, 257].
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Figure 2.31: Multi-view camera arrangements: (a) converging, (b) diverging, and (c) par-
allel arrangement. Taken from [24].
Fairly recently, in [220], other issues such as visual attention has been con-
sidered as an important aspect of perception and its understanding is therefore
necessary in the creation of 3D content. Reference [258] has targeted an important
discussion at remapping the disparity range of stereoscopic images and video.
This is aimed at reducing the effect of a complex combination of perceptual,
technological, and artistic constraints on the displayed depth and the resulting
3D viewing experience. A promising approach to measure 3D visual fatigue using
electroencephalogram and event-related potential has been proposed by [259].
The challenge of camera placement in multi-camera setting has been high-
lighted in [260]. In the work presented in this thesis, the description of a multi-
camera topology: the TCA, for acquisition of visual content is proposed. This is
in spite of the fact that best observability of the object surface with a single ring
camera arrangement can be achieved when the ring is at mid-height of the target
object [73]. The strong point of TCA is that it is based on an efficient trapezoid
which is half of a regular hexagon. More importantly, a trapezoid defines four of
the six sides of a frustum (hexahedral) which has become an interesting topic of
intense research in mesh generation. In [44], the algorithm employs geometrical,
optical, and reconstruction constraints to realise complete scene coverage with
minimum number of cameras. A trapezoid is a quadrilateral with a pair (or at
least one) of opposite parallel sides [261]. Acquisition cameras can be arranged
on the sides of a trapezoid as shown in Figure 2.32. Though both conceptual
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Figure 2.32: Trapezoidal camera architecture.
and implementation challenges are in view, the architecture of Figure 2.32 can
be implemented at a certain frequency around a scene as depicted in Figure 6.1.
The proposition in [262], is made of a scalable architecture for a distrib-
uted image-based rendering system based on a large number of densely spaced
video cameras. This way, the task of dynamic geometry creation is eliminated
and allows the application of light field rendering techniques. The used light
field rendering algorithm helped to reduce bandwidth issues and to provide a
scalable system.
In the self-reconfigurable camera array discussed in [263], 48 cameras are
involved and mounted on mobile platform. These cameras captured images at
a resolution of 320× 240. A 100 Mbps Ethernet connection allowed 48 cameras
to send image sequences to the computer simultaneously at 15 − 20 fps. The
proposed real-time rendering algorithm is implemented in software. This pro-
position is characterised by a novel self-reconfiguration algorithm to move the
cameras, and achieve better rendering quality than static camera arrays.
An array of plenoptic cameras is used to capture light fields as described
in [264] many other similar work. A main lens and a set of lenslets are used. Bey-
ond the focal point of the main lens is where the lenslet array is positioned. This
approach ensures that non-overlapping content interleaved in the pixels under
the lenslets can be captured. Also fusion super-resolution can be realised. The
image acquired by the entire system is located at the focal point of the lenslet
array. Whist this system can be said to be a build up of the first idea of plen-
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optic camera, its resolution suffers a serious reduction because summation of
the shifted versions of the sub-aperture images is performed in order to achieve
refocusing ability. Fundamentally, different sub-aperture of the main lens is cap-
tured by different lenslet and provides a depth of field that is correspondingly
larger than that produced by the full aperture of the lens.
In another similar work by [265], the emphasis is to extend the depth of
field by shrinking the aperture and the focal length of each lens in the array.
Furthermore, advantage is taken of the considerable overlapping fields of view
exhibited by the lenses, the resolution encoded in the downsampled and aliased
images of the array can be recovered.
The subdivison of the main camera aperture into smaller independent
channels with almost the same optical property is the approach at the centre of
the work presented in [266]. The resultant system is a compact image-capturing
system consisting of Thin Observation Module by Bound Optics (TOMBO). The
TOMBO is basically a combination of a multiple-imaging system (compound-eye
imaging system) and post-digital processing, can provide a compact hardware
configuration as well as processing flexibility. It aims to reduce the track length of
an electronic imaging system. An image of higher resolution compared to any of
the multiple sets of elemental optics each of which consists of a microlens and a
photosensitive cell, is obtained using Iterative Back-Reprojection (IBP) approach.
With the simple and robust method proposed in [121], it is possible to gen-
erate new views from virtual viewpoints without depth information or feature
matching. This is can be done simply by combining and re-sampling the avail-
able images. The input images obtained from camera arrays are considered as
2D slices of a 4D function.
In [267] an irregular lens arrangement was used to ensure that compon-
ent images were non-identical and used super-resolution algorithms to restore a
high-resolution image. However, neither of these approaches considered an in-
tegrated approach to parallax detection/correction and super-resolution, choos-
ing instead to recover the resolution at a fixed depth from the camera. In addi-
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tion, the demonstrated resolutions were low compared to today’s expectations
for a mobile imaging system.
2.8.1 Conventional Camera Architecture
A brief review of the known implemented camera architectures namely: parallel,
convergence, and divergence, is presented in this section.
2.8.1.1 Parallel Array
According to [268], parallel arrangement of cameras allows for wide angle cap-
turing of the scene. It is also known to feature simple disparity calculation. A
hybrid camera system consisting of five high-definition video cameras arranged
in a linear array and one time-of-flight depth camera for the generation of multi-
view video has been proposed by [269]. The merit of this technique is that the
initial depth map at each viewpoint, obtained through 3D warping operation, is
further optimized using segment-based stereo matching.
Camera Array Pursuits for Plenoptic Acquisition (CAPPA), [217], have been
constructed using Sony XC-333 cameras. It is aimed at capturing multi-view
video. Dense and sparse camera arrangement is realized using a modular unit
designed for this purpose. Video from 16 cameras is translated to four-screen se-
quences using four SonyYS-Q430 (quad microprocessor). A final single 16-screen
sequence is generated using a fifth quad processor to combine the earlier four-
screen sequences.
Reference [270] has used an array of 64 cameras, Intel Xeon 5160 dual-
processor machine, and an NVIDIA GeForce 8800 Ultra graphics card to capture
multi-view video in real time. It is also characterized by an interactive control of
viewing parameters.
Sunex DSL841B lenses with a focal length of 6.1mm and Marshall Electron-
ics V-4350-2.5 lenses were used in a linear array of cameras to capture indoor and
outdoor scenes respectively. In two separate experiments, 128 and 48 camera
systems were used. Considerable implementation performance and improved
image quality have been demonstrated through this experimental setup.
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In the work for which [271] is famous, video light fields, high-dynamic-
range video, high-resolution panoramas, and ultra-high speed video were gener-
ated. In the particular cases of high-dynamic-range video, high-resolution pan-
oramas, and ultra-high speed video, varying of exposure times, splaying of dir-
ection of view, and staggering of camera triggering times were respectively per-
formed.
2.8.1.2 Convergence Array
It is interestingly observed that the convergence camera arrangement provides
detailed information about a scene or an object. Convergence camera configura-
tion has been used in the experimental system of FTV, [272] in order to acquire
high-resolution video and analogue signal up to 96 kHz. It is a “100-camera sys-
tem” JAI PULNiX TM-1400CL developed at Nagoya University and Tanimoto
Laboratory.
In another experiment, [273], a stadium is surrounded with eight texture
acquisition video cameras (SONY DXC-9000) which are capable of performing
a progressive scan. A similar camera positioned on the stadium ceiling acquires
the Z component of a player’s position. In this experimentation, the FOV of the
horizontal plane cameras are controlled by the FOV of the single vertical plane
camera. This is done to extend the FOV of the multiple cameras to the stadium
areas that were not initially covered.
2.8.1.3 Divergence Array
The simplest divergent camera configuration consists of a camera usually panned
horizontally or vertically at certain intervals through an angle of 360 degree [274].
Each image sample contains both the geometric and optical properties of differ-
ent parts of the scene. A panoramic view of the scene is finally constructed by
the method of image stitching.
In concentric mosaicking, images are acquired using cameras that are equally
spaced out on the circumference of concentric circles. Therefore, all the cameras
not only have the same centre of projection, [198, 205] but all input image rays are
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Figure 2.33: Concentric mosaicking. Taken from [112].
naturally indexed in radius, rotation angle, and vertical elevation. An example
is shown in Figure 2.33.
For the multi-view video recording in [275], IEEE1394 cameras are placed
in a convergent setup around the centre of the scene. The video sequences used
are recorded from eight static viewing positions arranged at approximately equal
angles and distances around the centre of the room. The cameras are synchron-
ised via an external trigger and all the video data is directly streamed to the
hard drives of four control PCs, each of which is connected to two cameras.
Video frames are recorded at a resolution of 320× 240 pixels. The frame rate is
fundamentally limited to 15 fps by the external trigger. The cameras’ intrinsic
and extrinsic parameters are determined, thereby calibrating every camera into
a common global coordinate system.
The discussion in this section is applied in chapter six.
2.9 critical analysis
Since the environment and infrastructure at our disposal are favourable for com-
puting and information processing more than ever before, it stands to reason
that the rendering or reconstruction of a scene from multiple image sample of
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the same scene is a possibility but could be challenging. In [165], It is emphas-
ised that new views of scenes are be created from a collection of densely sampled
images or videos. This understanding is also shared in [24], however, concerns
were further raised about the synchronisation of the cameras. Synchronisation
requirement means that the multiple cameras be triggered simultaneously most
especially when the scene is dynamic. Other important requirements such as the
geometric and photometric calibration of the cameras have also been mentioned
to be critical. There could be a considerable error propagation in the sequential
process leading to the recovery of camera intrinsic parameters and image ren-
dering. Another important requirement highlighted in [24] which almost always
facilitate the reconstruction of a 3D scene with absolute depth is the visibility of
object surface area in at least two cameras.
To reasonably address the issues of synchronisation and camera calibra-
tions as a research gap, the use of virtual cameras is proposed which can provide
for a reduction in the number of physical cameras used. Hence, this is a cost ef-
fective alternative which can offer a reasonable degree of accuracy. A virtual
camera can be realised using the method of IBR which has been extensively dis-
cussed in the earlier part of this chapter. The categories of IBR with and without
geometry and the combination of the two are to be used.
Another research gap is that images with multiple centre of projection are
have been widely used in 3D reconstruction. As part of the work presented in
this thesis, a 3D reconstruction of a scene based on the use of multiple 2D images
with a single centre of projection is proposed. This is in view of the fact that
images usually used in the construction of panoramic images are often captured
with a single camera mounted on a tripod.
Further more, the issue of visibility is challenged by the introduction of a
trapezoidal camera architecture. In this configuration, few number of physical
cameras are arranged at the edge of a trapezoid. The trapezoid graph allows for
many ways of determining the position of a camera. Also, a point in the scene
can be viewed from several viewpoint on the edge of the trapezoid graph.
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2.10 chapter summary
As part of the literature review discussion provided in this chapter, the concept of
IBR has been highlighted. The criteria of geometry has been used for its categor-
isation. It comprises of IBR with explicit geometry, IBR with implicit geometry,
and IBR with no geometry. IBR with explicit and no geometry are the two cat-
egorisations to be used in this work. A tailored discussion of IBR with regards
to the original contributions of this thesis has also been given. Such contribu-
tions include, metric aspect of IBR, 3D panoramic image, computation of virtual
environment, 3D scene reconstruction from image samples, and multi-camera
configuration called trapezoidal camera architecture. Under the critical analysis
section, a discussion leading to the definition of the research gaps and the suit-
able methods which could address the issues are highlighted.

3
I M A G E F O R M AT I O N
3.1 introduction
In general, analysing cameras is a difficult problem and solutions are often found
only for geometric approach. Geometric modelling goes beyond the pinhole per-
spective model. There exist many other types of simple camera models that are
often used for modelling various imaging systems under different practical con-
ditions. In this chapter, the image capturing capability of a camera is presen-
ted from optical perspective. Since most compact cameras can acquire only vis-
ible light, the description and propagation method of the visible part of the
Electromagnetic (EM) spectrum reflected by a scene object is made starting from
Maxwell’s equations. We then seek to use this understanding in the modelling
of the image formation process of the camera. The perception of the modelling
presented here is that the type and size of the camera aperture determines the
quality of the image formed. Also, the wave optics model leads to an important
camera and image quality parameter called MTF. The model presented is based
on a wave optics in which the wavefront is modified by the lens after diffraction
has taken place at the camera aperture positioned at the front focal point of the
lens.
3.2 background
The study of optics is believed to have started with the Sumerian’s about 4000
B.C. The discovery of rock crystal lens, palaeolithic wall paintings often found
in caves of almost total darkness, and the use of a lamp and a hand-held mirrors
were significant developments which point to the cultivated high level civilisa-
tion during that time [186]. The idea about vision is arguably considered to have
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began in Greece by Euclid and others. Their understanding of vision was that
humans see because some rays called eye rays emanate from the eye, strike the
scene objects and are returned to the eye.
The second century A.D. witnessed a major conceptual shift when more
quantitative experiments started. Refraction of light at the air-water interface was
studied by Claudius Ptolemy [186].
Conventional imaging, and especially computer-assisted imaging, has bro-
ught many areas of research and applications to a mature plateau with aston-
ishing advantages [276]. Therefore, we argue that camera modelling should be
primarily directed towards describing mathematically any improvement strategies
that can be made to the image formation process, and noise characterisation and
evaluation [277, 278].
In a compact (refined) camera, the numerical form of the continuous vari-
ation of the scene object being sensed is produced. Comprehensively speaking,
the modelling pipeline of the image formation process of a camera consists of
radiometry, the camera (optics and sensor), the motion associated with the cam-
era, the processing, the display, and the interpretation as functional blocks [278].
Only the optics and sensor model will be presented based on wave optics and
the use of rectangular aperture.
3.3 image formation based on wave optics
The energy that is captured by the camera is the visible part of the EM spectrum,
a self-propagating wave comprised of oscillating electric and magnetic fields gen-
erated by the acceleration of charged particles [279]. The propagation of EM radi-
ation through inhomogeneous media with random fluctuations of local optical
characteristics results in the formation of an optical wave that is characterised
by random temporal and spatial distributions of its parameters such as intensity,
phase, and, in general cases, its state of polarisation. Theoretical modelling of the
propagation and the diffraction of electromagnetic wave at the camera aperture
provides a vital input into the understanding of established imaging techniques
and the development of new procedures.
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(a) (b)
Figure 3.1: (a) Visible light as part of electromagnetic spectrum. Taken from
bio1151.nicerweb.com (b) the sun as a radiant source. Taken from [279].
Since the visible light shown in Figure 3.1 (a), reflected from scene objects,
propagated and captured by the camera as depicted in Figure 3.1 (b), [279], is
an EM phenomenon of a particular wavelength, it can be described by Maxwell’s
equations. Maxwell’s equations represent a unification of the works of Lorentz,
Faraday, Ampere, and Gauss that predict the propagation of EM waves in free
space at the speed of light [280–283]. Maxwell’s equations which model EM
waves are stated as:
∇.−→E = ρ
ε
Gauss′s law (3.1)
∇×−→E = −∂
−→
B
∂t
Faraday′s law (3.2)
∇×−→H = ∂
−→
D
∂t
+
−→
J Ampere′s law (3.3)
∇.−→B = 0 Flux law (3.4)
where∇ is the del operator, −→E and −→B are electric and magnetic field re-
spectively.
−→
D is the electric displacement,
−→
H defines the magnetic intensity,
−→
J
is the conduction current density in a volume, ε is the permittivity, and ρ is the
charge density.
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Equations (3.2) and (3.4) are valid only if position and time dependent
magnetic
−→
A
(−→r , t) and electric ϕ (−→r , t) potentials exist at a field point on the
camera sensor such that:
−→
B = ∇×−→A (3.5)
−→
E = −∇ϕ− ∂
−→
A
∂t
. (3.6)
Substituting
−→
E from (3.6) in (3.1), we get
∇.
(
−∇ϕ− ∂
−→
A
∂t
)
=
ρ
ε
(3.7)
1
c2
∂2ϕ
∂t2
−∇2ϕ = ρ
ε
. (3.8)
Using (3.5) in (3.2) we obtain
∇×−→E = −
∂
(
∇×−→A
)
∂t
= −∇× ∂
−→
A
∂t
. (3.9)
Rearranging (3.9) gives
∇×
(
−→
E +
∂
−→
A
∂t
)
= 0. (3.10)
Two constitutive relationships can written. These are
−→
D = ε
−→
E (3.11)
−→
B = µ
−→
H . (3.12)
Equation (3.10) represents the infinitesimal rotation of the electric field.
Since it is irrotational, it means it can be expressed as the gradient of electric
potential ϕ
(−→r , t). Hence we can write
−→
E +
∂
−→
A
∂t
= −∇ϕ. (3.13)
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Since the magnetic and electric potentials are not uniquely defined, there
is the need to impose a constraint based on the gauge invariance of Maxwell’s
equations. The constrain widely applied is known as Lorenz condition and is
written as
∇.−→A + 1
c2
∂ϕ
∂t
= 0, (3.14)
where c is the speed of light. c =
√
εµ. ε and µ are the dielectric parameters
of the medium, i.e permittivity and permeability of space. Equation (3.3) can be
rearranged as
∇×−→H − ∂
−→
D
∂t
=
−→
J . (3.15)
Using (3.11), (3.12), and (3.14) in (3.15) we obtain
∇×
(
∇×−→A
)
− 1
c2
∂
∂t
(
−∇ϕ− ∂
−→
A
∂t
)
= µ
−→
J (3.16)
1
c2
∂2
−→
A
∂t2
−∇2−→A = µ−→J . (3.17)
The expressions in (3.18) and (3.19) constitute the gauge invariance of Max-
well’s equations which leaves
−→
E and
−→
B changed [284] for any scalar function
f
(−→r , t).
ϕ′ = ϕ− ∂ f
∂t
(3.18)
−→
A ′ =
−→
A +∇ f . (3.19)
Applying (3.18) and (3.19) to (3.14), we can write
∇.−→A ′ + 1
c2
∂ϕ′
∂t
= ∇.−→A + 1
c2
∂ϕ
∂t
− 1
c2
∂2 f
∂t2
+∇2 f . (3.20)
Comparing (3.14) and (3.20), we have
1
c2
∂2 f
∂t2
−∇2 f = ∇.−→A + 1
c2
∂ϕ
∂t
. (3.21)
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Figure 3.2: Retarded potentials generated by a localised current/charge distribution.
Taken from [284].
Equation (3.21) is an inhomogeneous wave equation whose solution f
could be used to refine
−→
A and ϕ so that equation (3.14) is satisfied.
Therefore, (3.8) and (3.17) are wave equations for the potentials which are
representative of Maxwell’s equations. The potentials can be computed if both
conduction current density and charge density are known. In each of these two
equations, the right hand side represents a continuous source function. In image
acquisition using a camera, based on Huygens’ principle, discrete functions are
considered since any scene object is a set of point sources.
Consider a source point located on a scene object of volume V of known
densities as shown in Figure 3.2. On the basis of the principle of causality, it
takes Rc seconds for the wave front emanating from the source
−→r ′ to reach any
field points −→r . Hence the potentials computed using (3.8) and (3.17) are referred
to as retarded potentials.
Assuming a source point of arbitrary function f (t), (3.8) will take the form
1
c2
∂2ϕ
∂t2
−∇2ϕ = f (t) δ(3) (r) , (3.22)
where δ(3) (r) is a three-dimensional 3D delta function. A delta function is
defined only for x = 0. The value at x = 0 is infinity.
Also, assuming the solution of (3.22) at a retarded time t′ = t− Rc is
ϕg
(−→r , t) = f (t′)
4pir
=
f
(
t− Rc
)
4pir
. (3.23)
Using a green’s function g
(−→r ) such that
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g
(−→r ) = 1
4pir
, (3.24)
(3.23) becomes
ϕ
(−→r , t) = f (t− r
c
)
g
(−→r ) (3.25)
and from (3.24) we obtain
∇g = −rˆ g
r
(3.26)
∇2g = −δ(3) (r) . (3.27)
rˆ is a unit vector in the radial direction. The differential of the numerator
of (3.23) with respect to r is:
∂
∂r
f
(
t− r
c
)
= −1
c
f˙ . (3.28)
Also,
∇ f = −rˆ f˙
c
(3.29)
∇2 f = 1
c2
f¨ − 2 f˙
cr
. (3.30)
According to [284],
∇2ϕ = ∇2 ( f g) = 2∇ f .∇g + g∇2 f + f∇2g (3.31)
∇2ϕ = 1
c2
f¨ g− f
(
t− r
c
)
δ(3)
(−→r ) . (3.32)
From (3.25)
1
c2
∂2ϕ
∂t2
=
1
c2
f¨ g, (3.33)
(3.32) becomes
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1
c2
∂2ϕ
∂t2
−∇2ϕ = f (t) δ(3) (−→r ) . (3.34)
This means that starting with the causal solution of (3.23) and the use of
green’s function for electrostatic Coulomb problem, it is possible to derive the
corresponding wave equation (3.34) which is the same as (3.22). Therefore, the
causal solution of (3.23) is correct.
For another source point at another location with the considered volume
of Figure 3.2 −→r becomes −→r − −→r ′. as a result of this change, equation (3.34)
becomes
1
c2
∂2ϕ
∂t2
−∇2ϕ = f (t) δ(3) (−→r −−→r ′) . (3.35)
Therefore the causal solution of (3.35) can be written as
ϕ
(−→r , t) = f (−→r ′, (t− Rc ))
4pi
(−→r −−→r ′) . (3.36)
Therefore, the total source function due to all the discrete source points in
the considered volume can be obtained by performing volume integral. As such
we have
f
(−→r , t) = ∫ ∫ ∫ f (−→r , t) δ(3) (−→r −−→r ′) dxdydz−→r ′. (3.37)
The potential ϕ
(−→r , t) corresponding to the source expressed in (3.37) is
obtained as
ϕ
(−→r , t) = ∫ ∫ ∫ f (−→r ′, (t− Rc ))
4pi
(−→r −−→r ′) dxdydz−→r ′. (3.38)
In conclusion, (3.38) is the causal solution to the general wave equation
expressed in (3.32). Using a similar argument,
−→
A
(−→r , t) can be written as
−→
A
(−→r , t) = ∫ ∫ ∫ f (−→r ′, (t− Rc ))
4pi
(−→r −−→r ′) dxdydz−→r ′. (3.39)
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This idea can be applied in order to compute the retarded potentials to the
wave equations (3.8) and (3.17) where f
(−→r , t) = ρ(−→r ,t)ε , f (−→r , t) = µ−→J (−→r , t),
and R =
∣∣∣∣−→r −−→r ′∣∣∣∣. That is
ϕ
(−→r , t) = ∫ ∫ ∫ ρ (−→r ′)
4piεR
dxdydz−→r ′, (3.40)
−→
A
(−→r , t) = ∫ ∫ ∫ µ−→J (−→r ′)
4piR
dxdydz−→r ′. (3.41)
In practice, both the conduction current density
−→
J and electric charge
density ρ depend on the object to be capture by the camera.
If the source point oscillates with respect to time, then ϕ
(−→r , t) = ϕ (−→r ) ejωt,
−→
A
(−→r , t) = −→A (−→r ) ejωt, ρ (−→r , t) = ρ (−→r ) ejωt, −→J (−→r , t) = −→J (−→r ) ejωt, where
ω is the angular frequency of the oscillation. j is the complex component. There-
fore, the retarded potentials will take to different forms as
ϕ
(−→r , t) = ∫ ∫ ∫ ρ (−→r ′) ejωtejω(t− Rc )
4piεR
dxdydz−→r ′, (3.42)
−→
A
(−→r , t) = ∫ ∫ ∫ µ−→J (−→r ′) ejωtejω(t− Rc )
4piR
dxdydz−→r ′. (3.43)
The simplification of (3.42) and (3.43) yield
ϕ
(−→r , t) = ∫ ∫ ∫ ρ (−→r ′) e−jkR
4piεR
dxdydz−→r ′, (3.44)
−→
A
(−→r , t) = ∫ ∫ ∫ µ−→J (−→r ′) e−jkR
4piR
dxdydz−→r ′, (3.45)
where k = ωc is referred to as the wave number.
Therefore, the magnetic and electric fields of (3.5) and (3.6) can be calcu-
lated if
−→
A
(−→r , t) and ϕ (−→r , t) are known. However, (3.6) can be made to de-
pend only on vector potential
−→
A
(−→r , t) with further simplification. Re-writing
Lonrenz condition and recall that c =
√
εµ, and ∂∂t = jω, we can have
∇.−→A + jωεµϕ = 0. (3.46)
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Figure 3.3: Far-field approximation. Taken from [284].
Making ϕ the subject of the formula, we get
ϕ = − 1
jωεµ
∇.−→A . (3.47)
Therefore, the electric field expressed in (3.6) becomes

−→
E = 1jωεµ
(
∇
(
∇.−→A
)
+ k2
−→
A
)
−→
E = 1jωεµ
(
∇×
(
∇×−→A
)
− µ−→J
)
 . (3.48)
In electromagnetic imaging problems, interest focuses on the behaviour of
the scattered EM wavefield generated by variations in the material parameters ε,
µ, and σ. σ is the conductivity of the medium. Also
−→
H =
1
µ
∇×−→A . (3.49)
In optical imaging, the camera sensor is considered to be located in the
fields that have radiated away from their current sources (scene objects). This
is because they carry large power. Such far-fields have to satisfy the condition
−→r  −→r ′ or −→r > l. Where l is the extent of the current distribution in the source.
The situation usually obtained in practice and depicted in Figure 3.3 is that at
far distances the sides PP′ and PQ of the triangle PQP′ are almost equal.
Applying cosine rule to triangle PQP′ we get
R =
∣∣∣∣−→r −−→r ′∣∣∣∣ = (r2 + r′2 − 2rr′ cosψ) 12 . (3.50)
When r is factored out of the square root, we can write
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R = r
(
1− 2r
′
r
cosψ+
r′2
r2
) 1
2
(3.51)
Considering the fact that −→r  −→r ′ and applying Binomial approximation
to (3.51), we have the reduced form as
R = r
(
1− 1
2
(
2
r′
r
cosψ
))
. (3.52)
With further simplification and recognizing that the dot product
−→
M.
−→
N of
two vectors
−→
M and
−→
N that are positioned with respect to each other at an angle
θ between them is
∣∣∣∣M∣∣∣∣ ∣∣∣∣N∣∣∣∣ cos θ, we get
R = r− r′ cosψ = r− rˆ.r′ ' r. (3.53)
We now substitute the approximate form of R (the distance from a volume
element dV to the point of observation) in the denominator part of (3.45). The
approximation allows for component terms that constitute the waves that are
propagated towards the camera sensor. Hence we obtain
−→
A
(−→r , t) = ∫ ∫ ∫ µ−→J (−→r ′) e−jk(r−rˆ.r′)
4pir
dxdydz−→r ′. (3.54)
Rearranging (3.54) we get
−→
A
(−→r , t) = µe−jkr
4pir
∫ ∫ ∫ −→
J
(−→r ′) ejkrˆ.r′dxdydz−→r ′. (3.55)
To use the camera aperture as field source of the radiated fields, a variation
of the Huygens-Fresnel principle needs to be used. This principle states that
the points on each wave-front become the sources of secondary spherical waves
propagating outwards and whose superposition generates the next wave-front.
Therefore, two types of aperture will be considered: Rectangular and circular.
3.3.1 Rectangular Aperture
In [285–287], it is thought that an aperture can be a source. We are now interested
in the field distribution emanating from it. If we consider an infinitesimally small
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Figure 3.4: Radiating surface element
camera aperture (pinhole) as shown in Figure 3.4 to be a source of surface dS,
with the surface current density distribution Js, then (3.55) can be written as
d
−→
A
(−→r , t) = µe−jkr
4pir
∫ ∫ −→
Js
(−→r ′) ejkrˆ.r′dS−→r ′. (3.56)
−→
Js is expressed as
Jˆs = nˆ×−→Hy = −Ex
η
r′, (3.57)
where η is the wave impedance. Ex and Hy are the electric and magnetic
fields in the x and y directions.
The wave exiting the aperture is spherical. In the region farther from the
aperture, the field distribution can be approximated as parabolic wave. This is
referred to as the Fresnel region. As the waves travel even further away from the
aperture the spherical waves become approximately plane waves. Usually the
camera lens will bring the propagating light in the far-field (Fraunhofer diffrac-
tion region) to a focus on the sensor to form the image.
To model the far-field, the solutions of Maxwell’s equations and the dir-
ectional patterns of a source are best described in spherical coordinates since
the fields radiated by sources of finite dimensions are spherical. Therefore, the
magnetic vector potential is expressed in component form as
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
Ar = sin θ cos φAx
Aθ = cos θ cos φAx
Aφ = − sin φAx

(3.58)
∇×−→A = rˆ 1
r sin θ
(
∂
(
sin θAφ
)
∂θ
− ∂Aθ
∂φ
)
+ θˆ
1
r
(
1
sin θ
∂Ar
∂φ
− ∂
(
rAφ
)
∂r
)
+ φˆ
1
r
(
∂ (rAθ)
∂r
− ∂Ar
∂r
)
(3.59)
∇×−→A = −∂Aφ
∂r
θˆ +
∂Aθ
∂r
. (3.60)
Using (3.48) under the assumption of free-space (points removed from
source, Jˆ = 0), [288] the electric field components in the θ and φ directions
can be obtained as
Eθ =
jExe−jkr
2λr
(cos θ + 1) cos φdS (3.61)
Eθ = − sin φ jExe
−jkr
2λr
(cos θ + 1) dS (3.62)
Hθ = −
Eφ
η
Hφ =
Eθ
η
Hr = 0 Er = 0. (3.63)
For a camera aperture of dimensions a and b in the x-y plane shown in
Figure 3.5, the radiated electric is the summation of all the contributions by the
infinitesimally small sources within the dimension of the aperture. Therefore, we
can write
Eθ =
jExe−jkr
2λr
(cos θ + 1)
m∫
−m
n∫
−n
e−jkrˆ.r
′
dx′dy′, (3.64)
where m = b2 , n =
a
2 , and
96 image formation
Figure 3.5: Radiation aperture of a by b dimension.
rˆ.r′ = (cos φ sin θ) x′ + (sin φ sin θ) y′. (3.65)
Therefore, (3.64) becomes
Eθ =
(
sin
( 1
2 kb sin θ sin φ
)
1
2 kb sin θ sin φ
)(
sin
( 1
2 ka sin θ cos φ
)
1
2 ka sin θ cos φ
)
sin φ
(1+ cos θ)
jabEx
2λr
e−jkr, (3.66)
where λ is the wavelength. Similarly
Eφ =
(
sin
( 1
2 kb sin θ sin φ
)
1
2 kb sin θ sin φ
)(
sin
( 1
2 ka sin θ cos φ
)
1
2 ka sin θ cos φ
)
cos φ
(1+ cos θ)
jabEx
2λr
e−jkr. (3.67)
According to [285], Eθ and Eφ only exist in the yz-plane
(
φ = pi2
)
and xz-
plane (φ = 0) respectively. It is further stated that significant field is generated
at small angles only if the aperture is large such that a and b  λ. This means
cos θ ≈ 1 and sin θ = θ. Therefore, the field pattern yz-plane (E− plane) be-
comes
Er = Eφ = 0, Eθ =
(
sin
( 1
2 kbθ
)
1
2 kbθ
)
jabEx
λr
e−jkr (3.68)
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For the xz-plane, that is (H − plane), we have
Er = Eθ = 0, Eφ =
(
sin
( 1
2 kaθ
)
1
2 kaθ
)
jabEx
λr
e−jkr. (3.69)
Equation (3.68) and (3.69) describe the three-dimensional 3D electric field
distribution that is focused on the camera sensor. A 3D plot of the field patterns
can be seen in Figure 3.6. It can be observed that because the dimensions of the
aperture is one wavelength, there are no sidelobes. However, when the aperture
dimensions are a multiple of one wavelength, multiple sidelobes begin to appear.
The reason for this observation can be found in (3.68) and (3.69). The E-plane
field distribution is a function of the dimension b of the aperture while for the
H-plane it is dependent on a. Therefore, the number of sidelobes increases as the
aperture dimension increases [288].
Also plots of the field strength against theta θ, for some aperture dimen-
sions are given in Figure 3.7 and Figure 3.8.
Therefore, the intensity distribution I (x, y) recorded on the camera sensor
is
I (x, y) =
∣∣∣∣Eθ
∣∣∣∣2 = E2x
(λr)2
∣∣∣∣∣ab
((
sin( 12 kaθ)
1
2 kaθ
)2
+
(
sin( 12 kbθ)
1
2 kbθ
)2)∣∣∣∣∣
2
. (3.70)
Equation (3.70) expresses the diffraction ability of the aperture. the con-
sequence of this is that different scene points are made to spread out.
Experiment has shown that because camera sensors are not perfect, a scene
point will always be blurred as shown in Figure 3.9. If a lens produce the same
blurring effect irrespective of the position of the scene point, then the lens is
said to be linear shift-invariant. Therefore, the blur point can be considered as
the point Point Spread Function (PSF) of the lens. The challenge now is how to
obtain this PST! (PST!).
From (3.70), it is observed that the I (x, y) is directly proportional to PSF.
We extract PSF as
PSF = ab
∣∣∣∣∣
((
sin( 12 kaθ)
1
2 kaθ
)2
+
(
sin( 12 kbθ)
1
2 kbθ
)2)∣∣∣∣∣
2
. (3.71)
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(a) a = b = λ (b) a = 2λ, b = λ
(c) a = 5λ, b = 4λ (d) a = 8λ, b = 4λ
(e) a = 8λ, b = λ (f) a = 7λ, b = 2.5λ
Figure 3.6: 3D plot of radiation pattern focused on camera sensor based on the use of
rectangular aperture.
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(a) a = b = λ f or φ = 0o. (b) a = b = λ f or φ = 90o.
(c) a = b = λ f or φ = 0 : 360o. (d) a = 3λ, b = λ f or φ = 0o.
(e) a = 3λ, b = λ f or φ = 90o. (f) a = 3λ, b = λ f or φ = 0 : 360o.
Figure 3.7: 2D plot of field strength against theta.
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(a) a = 4λ, b = 8λ f or φ = 0o. (b) a = 4λ, b = 8λ f or φ = 90o.
(c) a = 4λ, b = 8λ f or φ = 0 : 360o. (d) a = 8λ, b = λ f or φ = 0o.
(e) a = 8λ, b = λ f or φ = 90o. (f) a = 8λ, b = λ f or φ = 0 : 360o.
Figure 3.8: 2D plot of field strength against theta.
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Figure 3.9: The image of a scene point is not a perfect point on the camera sensor. Taken
from [279].
Consider a scene as a set of points with different intensity value repres-
ented by p (x, y). If the image of p (x, y) is P (x, y), then the image formation
process can be expressed in convolution form as
P (x, y) = PSF (x, y) ∗ p (x, y) . (3.72)
Writing (3.72) in frequency domain we have
Fouriertrans f orm[P (x, y)] = Fouriertrans f orm[PSF (x, y) ∗ p (x, y)]. (3.73)
Hence the Fourier transform of PSF is the Optical Transfer Function (OTF)
of the camera. It is expressed as
OTF = Fouriertrans f orm[PSF (x, y)]. (3.74)
In the normalised form, the OTF is referred to as MTF. This is an important
parameter used for performance characterisation of cameras and image quality
as shown in Figure 3.10 (a). Further discussion on MTF can be found in the
appendix section. This parameter will be used in the objective assessment of
some of the output images in this thesis.
3.3.2 Circular Aperture
The analysis, characterisation, and design of circular camera aperture has re-
ceived considerable research attention. This configuration can easily be construc-
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(a) (b)
Figure 3.10: (a) Testing of cameras: http://www.edmundoptics.com/technical-
resources-center/, (b) circular aperture
ted. The formulation of the problem of determining the field distribution exiting
a circular aperture will involve the adoption of a cylindrical coordinate system.
This means
rˆ.r′ = ρ′ sin θ cos φ′dS′ = ρ′dρ′dφ′ (3.75)
For the circular aperture of Figure 3.10 (b), the field distribution will take
the form
Eθ = sin φ
jka2Exe−jkr
2pir
a∫
0
2pi∫
0
ejkρ
′ sin θ cos φ′ρ′dρ′dφ′ (3.76)
simplifying and rearranging (3.76), we get
Eθ = 2j sin φ
ka2Exe−jkr
r
a∫
0
 1
2pi
2pi∫
0
ejm cos φ
′
dφ′
 ρ′dρ′ (3.77)
where m = kρ′ sin θ. Also 12pi
∫ 2pi
0 e
jm cos φ′dφ′ can be represented with Bessel
function J0 (m). i.e
J0 (m) =
1
2pi
2pi∫
0
ejm cos φ
′dφ′ (3.78)
Equation (3.77) becomes
Eθ = 2j sin φ
ka2Exe−jkr
r
a∫
0
J0
(
kρ′ sin θ
)
ρ′dρ′ (3.79)
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Therefore, (3.79) can be written in the absolute and normalised form as
∣∣∣∣Eθ
∣∣∣∣ = 2 J1 (ak sin θ)ak sin θ (3.80)
Writing (3.80) in terms of wavelength, we have
∣∣∣∣Eθ
∣∣∣∣ = 2 J1
(
2pi ∗ 12pi ∗ a ∗ 2piλ ∗ sin θ
)
2pi ∗ 12pi ∗ a ∗ 2piλ ∗ sin θ
= 2
J1
(
2pi api sin θ
)
2pi api sin θ
(3.81)
Equation (3.81) is true since k = 2piλ . 3D field patterns for circular aperture
are shown in Figure 3.11.
A 2D plot of radiated field strength against the angle θ is shown in Fig-
ure 3.12.
3.4 chapter summary
Modelling goes beyond the pinhole perspective model. There exist many other
types of simple camera models that are often used for modelling various imaging
systems under different practical conditions. An important camera and image
quality parameter known as MTF is the basis of the modelling presented in this
chapter. It is experimentally observed that the number of sidelobes increases as
the aperture dimension increases. The sidelobe is a measure of the spread out of
an imaged point. Therefore, a high quality image of a point would be produced
when the camera aperture is one wavelength. A measure of the ability, in fre-
quency domain, of a camera to produce an exact replica of a point is referred to
as MTF. Consequently, this reflects in the overall quality of the image of an object
which is usually a set of points. Also, MTF is use for objective quality assessment
of both cameras and images.
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(a) a = λ (b) a = 2λ
(c) a = 2λ (d) a = 2λ
(e) a = 3λ (f) a = 3λ
(g) a = 4λ (h) a = 2λ
Figure 3.11: 3D radiated field pattern of circular aperture.
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(a) a = λ (b) a = 2λ
(c) a = 3λ (d) a = 4λ
Figure 3.12: 2D radiated field pattern of circular aperture.

Part III
R E S E A R C H C O N T R I B U T I O N

4
V I RT U A L C A M E R A
R E A L I S AT I O N
4.1 general introduction
The minimisation of the number of physical cameras used in a multi-view video
set-up has been advocated and actively researched. One important way this can
be achieved is through the use of virtual cameras. A virtual camera can be real-
ised by interpolating the intensity value of the pixels contained in the images
acquired by view number of physical cameras. Therefore, this chapter discusses
the implementation of virtual camera. Its realisation is possible with IBR tech-
niques. These are IBR with and without geometry. To do this, the work in this
chapter is presented in three sections. In section 4.2, rendering of image frame
is based on the generation of good quality depth map. The generation of 3D
panorama is pursued in section 4.3 by using large number of image samples in
the creation of stereo panoramic image and their subsequent superposition. Sec-
tion 4.4 presents the creation of a virtual environment from a pair of panoramic
images through depth map texturing. The results were obtained based on the im-
plementations in Matlab environment. In each of the three sections the processes
of feature detection, extraction, matching and the computation of homography
have been performed. Correction of radial distortion, motion model calculation,
mosaic compositing , and blending are additional processes which have been
performed in section 4.3.
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4.2 metric aspect of image-based rendering
4.2.1 Introduction
Depth image-based rendering has gained significant acceptance having been at
the frontiers of understanding and realisation of 3D and free-view televisions.
The existence of holes on a rendered image and the occurrence of depth dis-
continuity on the surface of the object at virtual image which forms the basis of
view-dependent depth can be significantly minimised if stringent considerations
are exercised on region match measures such as sum of absolute differences,
Sum of square differences, and normalised cross-correlation used during interest
point detection and feature matching. This study seeks an understanding of the
role played by region match measures. These measures affect the interest points
used in the generation of depth map which consequently affects the quality of
textured depth map of a virtual viewpoint in between two reference images ob-
tained from existing cameras. The understanding gained in this section is used
in the selection of region match measure during feature detection and extraction
process in the works presented in this thesis.
4.2.1.1 Pin-Hole Camera Model and Coordinates of Virtual Viewpoint
We consider a circumstance where the distance between cameras relative to the
viewed scene is significant (a “wide” baseline). Also, the epipolar geometry of
the scene is unknown and has to be determined using point correspondences.
One camera may also go through a significant rotation and translation. From
Figure 4.1, [190], it is obvious that if we can locate the same world point in
another image taken from different but known pose, we can determine another
ray along which that world point must lie. The world point lies at the intersection
of these two rays – a process known as triangulation or 3D reconstruction. Even
more significantly, if we observe sufficient points, we can estimate the 3D motion
of the camera between the views as well as the 3D structure of the world. We
define linear transformation in homogeneous coordinates with respect to camera
reference frame as the projective transformation from G e Sn to g e Rm as
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Figure 4.1: Two view camera geometry.
x = TP. (4.1)
T is a (m + 1)× (n + 1) matrix of full rank while x and P are represented
in homogeneous coordinates for S and R. For a transformation of 3D world point
to a 2D image point m = 2 and n = 3. T is called camera projection matrix. Let
T1 and T2, be the projection matrices of camera at point {1} and {2} in Figure 4.1.
For the two camera positions {1} and {2} the following projective transformation
is true
x1 = T1P = K1 [R1|t1] P = [B1|b1] P, (4.2)
x2 = T2P = K2 [R2|t2] P = [B2|b2] P. (4.3)
Camera centres, [71], C1 and C2 are obtained as
C1 = −B−11 ∗ b1. (4.4)
C2 = −B−12 ∗ b2. (4.5)
Where p is a 3D world point, K1 and K2 are the camera calibration matrices
which encode the transformation in the image plane from the so-called norm-
alised camera coordinates to pixel coordinates, R1 and R2 are the rotations, t1
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and t2 are translations of camera {1} and {2} respectively. Based on the camera
geometry of Figure 4.1, the vectored camera positions {1} and {2} are C1 and
C2 respectively [190]. The distance C1C2, between the two cameras is expressed
in (4.6). Interpolation can be performed using (4.7) to determine the vectored
coordinate
[
Civ, Cjv, Ckv
]
, of any (n− 1) virtual view points, cv along the line
linking the two reference cameras
(C1C2)2 = 2
− 2 ∗ ((C1 (1, 1) /c1) ∗ (C2 (1, 1) /c2))
− 2 ∗ ((C1 (2, 1) /c1) ∗ (C2 (2, 1) /c2))
− 2 ∗ ((C1 (3, 1) /c1) ∗ (C2 (3, 1) /c2)) , (4.6)
where
c1 =
√(
C1 (1, 1)2 + C1 (2, 1)2 + C1 (3, 1)2
)
c2 =
√(
C2 (1, 1)2 + C2 (2, 1)2 + C3 (3, 1)2
)
Cv =

Civ
Cjv
Ckv
 =

C1 (1, 1) : C2(1,1)−C1(1,1)n : C2 (1, 1)
C1 (2, 1) : C2(2,1)−C1(2,1)n : C2 (2, 1)
C1 (3, 1) : C2(3,1)−C1(3,1)n : C2 (3, 1)
 , (4.7)
where C1 ≤ Cv ≤ C2.
The virtual viewpoint image, mv, which is an array of xv, is obtained using
(4.8). The parameter β represents the distance of P from the camera projection
centre and is obtained from the depth map.
mv = βK2R2K−11 m1 + K2Cv. (4.8)
4.2.2 Point Correspondence and Image Rendering
It has been realized that the assumption of known camera focal length and prin-
cipal point in the non-iterative algorithm to solve the problem of relative camera
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placement [289] may not necessarily be true in certain circumstances. Hence, at-
tention is being shifted to the use of cameras in which the so-called intrinsic para-
meters are not known. These are referred to as uncalibrated cameras. The use of
this class of cameras for multi-view geometry and image rendering demands
that feature correspondence, extraction, and matching from a given number of
reference images be done accurately. In this work, we start with two reference
images obtained from uncalibrated cameras of the same type and model.
4.2.2.1 Interest Point Detector and Descriptor
Apart from the non-scale-invariant Harris interest point detector which is based
on the eigenvalues of the second-moment matrix, Harris-Laplace and Hessian-
Laplace is another corner detector with a predictably receptive acceptance [290].
Issues of changes in longer viewpoint, maximisation of entropy within a region,
and speed have all been considered under propositions such as affine-invariant
feature detectors, edge-based region detector, and Difference of Gaussians (DoG)
filter [291]. The practical adaptability and speed of Scale-Invariant Feature Trans-
form (SIFT) has given it an edge over other point descriptors. This approach has a
special fascination in the sense that scale-space features are detected and charac-
terized in a manner invariant to location, scale and orientation. The local image
region is represented with multiple images representing each of a number of ori-
entation planes. The effect of this is that variation in local geometry is submerged.
In the opinion of [292], this results in an unnecessarily high dimensional SIFT key
vector which is not truly invariant to affine distortions.
In this work, a mix of Speeded Up Robust Features (SURF) and corner fea-
ture algorithms characterised by repeatability, distinctiveness, and robustness is
used for feature detection. SURF is a combination of fast Fast-Hessian detector
and a descriptor based on distribution of Haar-wavelet responses within the
interest point neighbourhood. Both the detector and descriptor make use of in-
tensity images to achieve speed performance. Metric threshold of 200, Num-
ber octaves of 1, and number scale levels of 4 have been used in feature detec-
tion. In the feature extraction process, the descriptor computes a histogram of
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local oriented gradients around the interest point and stores the bins in a 128-
dimensional vector.
4.2.2.2 Feature Matching
Comparison of two descriptor vectors of invariants leads to efficient computa-
tion of similarity factors between two interest points from different images. The
similarity factor is used to determine a set of corresponding points from the in-
terest points in two images. Three region match measures are considered in this
work namely SAD, SSD, and NCC.
Geometric constraint is used to remove any outliers from the set of cor-
responding points to find a reliable set of matches that can lead to successful
implementation of statistical method, Random Sampling Consensus (RANSAC)
algorithm [293]. The outcome of this process is the generation of both funda-
mental matrix and inliers. Their reliability is confirmed by application of epi-
polar constraint which requires that the epipoles lie outside (infinity) any of the
two reference images.
4.2.2.3 Dense Stereo Disparity Image
Feature points are extracted from a pair of two images. This is followed by the
establishment of correspondence points. The imposition of epipolar constraint is
performed to remove outliers. Rectification transformations are then determined
based on the obtained inliers. The two reference images are rotated to obtain
a rectified image pair with parallel optical axes where point correspondences
between the two camera images always lie on the same epipolar line. These
rotations are carried out using rectification homographs generated from the fun-
damental matrix which is an output of RANSAC algorithm. As a consequence,
the search of correspondences is limited to the horizontal direction. Clearly, this
eases subsequent disparity matching process.
The generation of a disparity map is generally based on matching cost
computation, cost (support) aggregation, disparity computation and optimiza-
tion, and disparity refinement [294]. In this work, the generated disparity map
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is followed up with morphological operation to fill any present in the disparity
map.
4.2.2.4 Image Rendering
• A virtual view point coordinate is computed using (4.7).
• The range depth map and the left reference image are used in (4.8) to
render a novel view at a specified virtual view point coordinate.
• Only virtual viewpoints which lie on the line defined by C1 and C2 are
considered in this work (“interpolation”). Although, extrapolation is also
possible to some degree.
4.2.3 Experimental Results and Discussion
4.2.3.1 Correspondence Points
Figure 4.2 shows three sets of reference images each containing a left and right
component that have been used in our work. In Figure 4.3, it is seen that no
interest point is detected when homogeneous image regions such as dark shad-
ows, smooth surface, or wall is encountered during the search process. However,
NCC, SSD, and SAD region match measures have performed better on sets (a),
(b), and (c) of Figure 4.2 respectively. NCC has an edge over SAD and SSD when
depth of the scene is significant such as in Figure 4.2(a). It is observed that in
Figure 4.4 all the outliers have been removed using geometric and epipolar con-
straints and that the corresponding points are in the same rows demonstrating
that the rectification was successful.
4.2.3.2 Depth map
Depth maps for the three sets of reference images are shown in Figure 4.6. The
abnormal spots which are more in (a) and (c) compared with (b) can be attributed
to the scene depth. The depth in (b) is shallow. These spots can be removed by
using closed and open morphological operators with an appropriate structuring
element. In Figure 4.6 (a), the depth increases from the front of the figure towards
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(a) (b)
(c) (d)
(e) (f)
Figure 4.2: Sets of reference images. Each set has a left and right image presented along
the same row.
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(a)
(b)
(c)
Figure 4.3: Composite image of each set in Figure 4.2 with corresponding inliers. The
inliers are represented with a small red circle and a green and yellow plus
sign for left and right images respectively.
118 virtual camera realisation
(a)
(b)
(c)
Figure 4.4: Rectified pair of each set in Figure 4.2 with corresponding inliers and epi-
polar lines. Any two corresponding inliers in the left and right images are at
the same horizontal level and are joined using epipolar lines.
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/mnt/hgfs/Untitled/WorkImages/CMCR2.jpg
(a)
/mnt/hgfs/Untitled/WorkImages/disparitymap for rock.jpg
(b)
/mnt/hgfs/Untitled/WorkImages/CMCR.jpg
(c)
Figure 4.5: Depth map of each set in Figure 4.2 using global method in which energy
function minimisation is done via dynamic programming.
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(a)
(b)
(c)
Figure 4.6: Depth map of each set in Figure 4.2. based on the method presented in this
section.
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(a)
(b)
(c)
Figure 4.7: Rendered images from the sets of images in Figure 4.2.
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a vanishing point somewhere at the middle of the blue colour region. For (b) the
depth increases from the bottom left hand corner of the figure (region in red
colour) towards the upper right hand corner. Rendered images are presented in
Figure 4.7.
In Figure 4.5, depth map is generated based on global method. The energy
function is minimised based on dynamic programming. By comparison with the
depth maps of Figure 4.6, generated based on the idea proposed in this work,
the quality of the depth maps is low. Therefore, the depth maps constructed
with reference to the work of this thesis is subjectively better in quality. Also,
the speed of implementation of dynamic programming is longer with respect to
depth map generation
4.2.4 Conclusion
This work has studied the effect of region match measures SAD, SSD, and NCC on
the reliability and accuracy of image corresponding points which significantly
affect the quality of rendered images. The combined use of both geometric and
epipolar constraints helped to significantly reduce the number of outliers. Sub-
jectively, NCC does better in reducing artifacts compared with SAD and SSD. In
experiments, it is observed that the SSD method can yield a reasonably accurate
depth map compared with SAD when the scene has a shallow depth. Also, the
quality of the depth maps generated based on the method presented in this work
is subjectively better than the results obtained by the use of dynamic program-
ming approach. Also, there is a considerable reduction in implementation time
in favour of the method presented in this work.
4.3 generation of three-dimensional panoramic image
4.3.1 Introduction
Panoramic image of scenes are widely common. What is not common is depth
embedded panoramic image. Therefore, the generation of panoramic image char-
acterised with depth perception is the primary focus of the discussion presen-
ted in this section. A panoramic view is a synthetic wide-angle camera realised
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mostly in software. Single and double cameras have been separately employed
in the acquisition of image samples. In either case, the realisation of 3D panor-
ama is achieved at two broad levels. First, two stereo panoramas are generated
through image stitching by way of cylindrical projection as opposed spherical. In
this stage, use is made of feature detection and extraction method presented in
section 4.2. Other process performed in this stage are matching and compositing.
Second, anaglyph is carried out in order to superimpose the generated stereo
panoramic images on one another.
4.3.2 3D Panoramic Image Implementation
The implementation of this work is carried out at two broad stages as shown in
??. First is the generation of a pair of panoramic views of the same scene. This
stage comprises of using two Nikkon D7000 cameras (left and right) to acquire
image samples which are subsequently written into a file. This is then followed
by correction of radial distortion and projection onto a cylindrical surface. The
correspondence problem between any pair of images is solved through feature
detection, extraction, and matching [199, 295–300]. This leads to computation
of homography and motion model. Finally left and right panoramic images are
composed seamlessly.
The second stage at broad level is the anaglyph composition. Two colour
panoramic views left (1) and right (2) are used to construct colour anaglyph.
Trimming adjustment is also used to vary the horizontal disparity until a
comfortable and natural looking image is obtained. In the case of colour ana-
glyph, the RGB components are maintained even after the coding operation.
4.3.2.1 Detailed Steps of Panoramic Image Generation
• The first crucial step in the generation of any panoramic view is the ac-
quisition of image samples of a scene through 360o camera panning. The
panning is done around an axis which is perfectly normal to the ground.
Several images capture different portions of the same scene, with an over-
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Figure 4.8: Block diagram for generating 3D effect from two panoramic views.
lap region viewed in both images. A path description of each image loca-
tion is then contained in a text file.
• In this work, a cylinder is used as the projection surface. This allows for
an 180o by 360o field of view enhancement. This step is then followed by
correction of radial distortion associated with image. Two types of radial
distortion can be corrected: Barrel and pincushion. In "barrel distortion",
image magnification decreases with distance from the optical axis. The ap-
parent effect is that of an image which has been mapped around a sphere
(or barrel). In pincushion distortion, image magnification increases with
the distance from the optical axis. The visible effect is that lines that do
not go through the centre of the image are bowed inwards, towards the
centre of the image, like a pincushion. Brown’s (1972) extension of Magill’s
formulation for variation of radial distortion with focusing still remains po-
tentially attractive. This is in spite of the re-verification by [301–303], with
data of much higher precision than the previous investigations. Brown’s
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distortion model is generally used to correct radial distortion. This is ex-
pressed in (4.9). (xd, yd) describes the coordinates of the distorted image
while(xu, yu) is for undistorted.xd = xu
(
1+
(
k1r2
)
+
(
k2r4
))
yd = yu
(
1+
(
k1r2
)
+
(
k2r4
))
 (4.9)
• Fundamentally, image registration involves the establishment of a motion
model which allows for proper integration of useful information from mul-
tiple images of the same scene taken at different times, from different view-
points and/ or by different sensors. Depending on the area of application,
image registration can be either multi-temporal analysis (different time),
multi-view analysis (different viewpoints), scene to model registration (im-
ages of a scene and its model are registered), and multi-modal analysis
(different sensors are used in image acquisition).
• It is well established in literature that irrespective of application area, an
image registration is usually implemented under four steps namely: fea-
ture detection in which the descriptive image regions called feature points
are detected, feature matching, motion model estimation, and image re-
sampling and transformation. The published work of [199] has the estab-
lished reputation of detecting and using a much larger number of features
from the images, which reduces the contribution of the errors caused by
these local variations in the average error of all feature matching errors. It
is characterized by detection and localization of keypoints in different scale
space images, followed by the assignment of an orientation to each keypo-
int using local image gradients. Then a keypoint descriptor is assembled
from the local gradient values around each keypoint using orientation his-
tograms. SIFT, [199], has been used in this work for feature detection and
extraction.
• The accuracy of panoramic mosaic to a large extent is dependent on the im-
age matching technique employed in the establishment of correspondence
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between one or several images and a reference. Correspondence between
any two images is established using feature-based matching. The features
common under geometric constraints to the two images called inliers serve
as a prerequisite for the computation of projective matrix and subsequently
the motion model. The inliers are computed using an algorithm for robust
fitting of models in the presence of many data outliers [293]. The composi-
tion of the motion model is such that it allows an image to be transformed
with respect to another which is considered to be the reference. The obvi-
ous consequence of this process is that the transformed image can then be
stitched to the reference image at the proper coordinate points.
• Image composition is the stitching of the transformed image obtained
through motion model to the reference image at the computed coordinate.
This is implemented using the proposed continuous division method.
• Image blending is implemented using image feathering technique extens-
ively discussed in [304]. This is done to allow for a smooth transition from
one image to the other across the transition boundary. In Feathering or al-
pha blending which is expressed in (4.10), the mosaic image is a weighted
combination of the input images I1 and I2. The weighting coefficients w,
vary as a function of the distance from the seam [204]. Pyramid blending
involves the combination of different frequency bands with different alpha
masks. Lower frequencies are mixed over a wide region, and fine details
are mixed in a narrow region. This produces gradual transition in lower
frequencies, while reducing edge duplications in textured regions
I (i, j) = (1− w) I1 (i, j) + wI2 (i, j) (4.10)
4.3.2.2 Camera Focal Length and Distortion Parameters
• Camera focal length used in image stitching algorithm is usually expressed
in pixels. This can be obtained using the relationship in (4.11) where focal
length in pixels and mm are denoted by fc[pix] and fc[mm] respectively. N[pix]
is the camera sensor dimension in pixels in either x or y direction
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fc[pix] =
fc[mm]
(
N[pix]
)
size o f CCD
(4.11)
• Camera calibration aims for a determination of the transformation para-
meters between the camera lens and the image plane as well as between
the camera and the scene based on the acquisition of images of a calibration
rig with a known spatial structure. Outlined in [305, 306], Tsai, Zhang, and
Bouguet techniques are especially suited for fast and reliable calibration of
standard video cameras and lenses which are commonly used in computer
vision applications. Camera calibration toolbox for Matlab has been used
to confirm the focal length and coefficient parameters of the lens used in
the acquisition of image samples.
• The camera focal length in mm and lens distortion coefficients k1 and k2
are obtained through calibration process.
4.3.3 Experimental Results and Discussion
4.3.3.1 Radial Distortion and Full Homography
Each image sample has a resolution of 2464× 1632. Brown’s distortion model is
used for the correction of radial distortion with a focal length of 385.153pixels,
and distortion coefficient parameters k1 = −0.023, k2 = 0.
Feature descriptors are extracted using the SIFT algorithm. Candidate cor-
respondence points between any two images are computed based on these descriptors.
The candidacy of a correspondence point is confirmed if the ratio of the Euc-
lidian distance of the top two nearest neighbours is less than a threshold of 0.6.
Then output of RANSAC algorithm is used to compute full homography.
The results and appropriate discussion about this work are presented as
follows. Two sets of image samples at a resolution of 2464× 1632 are acquired
using two compact digital cameras (Nikkon D7000) mounted on a single tripod.
Each set contains thirty six images. Image acquisition was made with stereo-
scopic distance of 130mm, 140mm, 150mm, and 160mm.
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Thirty six sample images have been used for each of the constructed pan-
oramic views with the first and last images being repeated. One important obser-
vation is that, in the panoramic views of Figure 4.9 through to Figure 4.11, the
observed perspective projection is different for similar objects of the same phys-
ical size located at almost the same point in the scene. This means that (a) and
(b) parts of Figure 4.9 through to Figure 4.11 are different perspective panoramic
views of the same scene.
Also the binocular depth which is observed through the use of a pair of
anaglyph glasses increases from (c) through to (f) in the just mentioned figures.
What can be easily noticed is the pop out effect from the screen.
Another set of experiments in simulation is performed to generate depth
perception from a panoramic image constructed from a set of images captured
using a single panning camera. For each image set, one real panoramic image
is generated. From the real panorama, a virtual one with disparity is further
generated. These are then superimposed on each other to create 3D effect. Some
of the obtained results are shown in Figure 4.12 through to Figure 4.17. The
figures contain two out-door and one indoor scenes. Each scene is demonstrated
in several depth perceptions.
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(a)
(b)
(c)
(d)
(e)
(f)
Figure 4.9: Binocular depth due to stereo panoramic image. (a) and (b) are left and right
images. (c), (d), (e), and (f) are images with different 3D depths.
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(a)
(b)
(c)
(d)
(e)
(f)
Figure 4.10: Binocular depth due to stereo panoramic image. (a) and (b) represent left
and right images. (c), (d), (e), and (f) are images with different 3D depths.
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(a)
(b)
(c)
(d)
(e)
(f)
Figure 4.11: Binocular depth due to stereo panoramic image. (a) and (b) are left and right
images. (c), (d), (e), and (f) are images with different 3D depths.
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(a)
(b)
(c)
(d)
(e)
(f)
Figure 4.12: 3D effect from a real and virtual panoramic images constructed from mul-
tiple image samples obtained from a single camera. The depth perception
increases from (a) through (f).
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(a)
(b)
(c)
(d)
(e)
(f)
Figure 4.13: 3D effect from a real and virtual panoramic images constructed from mul-
tiple image samples from a single camera. The depth perception increases
from (a) through (f).
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(a)
(b)
(c)
(d)
(e)
(f)
Figure 4.14: 3D effect from a real and virtual panoramic images constructed from mul-
tiple image samples from a single camera. The depth perception increases
from (a) through (f).
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(a)
(b)
(c)
(d)
(e)
(f)
Figure 4.15: 3D effect from a real and virtual panoramic images constructed from mul-
tiple image samples from a single camera. The depth perception increases
from (a) through (f).
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(a)
(b)
(c)
(d)
(e)
(f)
Figure 4.16: 3D effect from a real and virtual panoramic images constructed from mul-
tiple image samples from a single camera. The depth perception increases
from (a) through (f).
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(a)
(b)
(c)
(d)
(e)
(f)
Figure 4.17: 3D effect from a real and virtual panoramic images constructed from mul-
tiple image samples from a single camera. The depth perception increases
from (a) through (f).
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4.3.4 Objective and Subjective Image Quality Assessment
A commonly used objective measure of image quality is modulation transfer
function MTF. The definition and description of this parameter have been presen-
ted in the appendix section of this thesis.
Hamerly’s edge raggedness, or tangential edge profile; Granger and Cu-
pery’s Subjective Quality Factor (SQF) derived from the second moment of the
line spread function; and SQF derived from Gur and O’Donnell’s reflectance
transfer function are the perceived image quality metric which stand-out in liter-
ature. The subjective assessment method embedded in Imatest software is based
on SQF presented in [307]. The software also has a provision for performing SQF
assessment on either a part of, or the whole image by taken into consideration
the combined effects of MTF, the contrast sensitivity function of HVP, the height
dimension of the image and the viewing distance. This idea stems from [307] and
has been evaluated in [308] where it is explained that a graphics target and text
in a variety of fonts was viewed by a panel of eight judges who are untrained.
An integer score was assigned to each print based on its overall quality. Analysis
of the metrics revealed that SQF by [307] had the highest correlation with panel
rank, and achieved a level of precision approaching single-judge error, that is,
the ranking error made by an individual judge.
An image with a resolution (dimension) of 1666× 449 pixels (W × H) is
used in the results presented in Figure 4.18 where the region of interest is 1666×
246 pixels. The Imatest software computes the viewing distance most suitable for
subjective assessment of the image. The text on the lower right-hand corner of
the larger graph contains other calculation details and image properties. The
image is viewed from a distance based on a base distance of 30cm determined
by the Imatest software. The larger graph on the left contains a plot of SQF and
Viewing distance against picture (image) height.
For the SQF versus picture height plot, two edge response curves constitute
the SQF information shown. The plot in black is for SQF without standardised
sharpening and the one in red is for SQF with sharpening. Basically, sharpening
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is meant for increasing or decreasing the contrast of an image at boundaries by
reducing the rise distance. The reason for the use of standardised sharpening is
to eliminate any strong transient that may be associated with the change in SQF
as a result of the change in image height. Therefore, sharpening is brought under
control. Standardised sharpening can cause a decrease in sharpness and hence
leads to a decrease in SQF as can be seen in the graph. Based on the partial region
of interest considered, standardised sharpening is achieved using pixel shift of
130. This is referred to as sharpening radius. It is observed that sharpening has
caused a decrease of 2% in the SQF from an average value of 8%. In the case of
Viewing distance versus picture height plot, from the light blue curve, a typical
impression of perceived sharpness can be observed since the Viewing distance
is proportional to the square root of the picture height. The plot on the upper
right represents MTF values at different spatial frequencies, without and with
standardised sharpening.
In Figure 4.19, the region of interest considered is the entire image size of
1666 × 449. Using a base distance of 30cm, the Viewing distance is computed.
it is noticed that the decrease in SQF without and with the use of standardised
sharpening is about 0.05%, however, the average SQF is approximately 1%. This
is due to the large size of the sharpness radius used. Also the value of the MTF
without and with standardised sharpening is almost the same.
For the 3D panoramic images shown in Figure 4.12 through to Figure 4.17,
two samples of the subjective assessment are shown in Figure 4.20 and Fig-
ure 4.21 corresponding to partial and entire region of interest respectively. The
interpretation of the graph is similar to the earlier explanation. The SQF without
and with standardised sharpening is low and has almost the same value. There
is also a considerable similarity in the MTF values at different spatial frequencies.
4.3.5 Conclusion
The generation of 3D effect from two panoramic views whose image samples
are obtained from single and two synchronised cameras, has been demonstrated.
Acquisition of image samples is carried out in both indoor and outdoor environ-
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Figure 4.18: Subjective quality factor test for a 3D panoramic image whose image samples
were obtained from two cameras simultaneously mounted on the same tri-
pod (ganged or synchronised). The region of interest used in this analysis is
determined by the Imatest software and is not the whole image.
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Figure 4.19: Subjective quality factor test for a 3D panoramic image whose image samples
were obtained from two cameras simultaneously mounted on the same tri-
pod (ganged or synchronised). The region of interest used in this analysis is
determined by the Imatest software and is the whole image.
142 virtual camera realisation
Figure 4.20: Subjective quality factor test for a 3D panoramic image whose image samples
were obtained from one camera mounted on the same tripod. The region of
interest used in this analysis is determined by the Imatest software and is
not the whole image.
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Figure 4.21: Subjective quality factor test for a 3D panoramic image whose image samples
were obtained from one camera mounted on the same tripod. The region of
interest used in this analysis is determined by the imtest software and is the
whole image.
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ments. Little or considerable vegetation has been used as a criteria for the choice
of outdoor environment in this work. Prior to the anaglyph composition, each of
the two panoramas is obtained through image stitching. After the multiple im-
age acquisition stage, the stitching process starts with image preprocessing and
text file generation. This is then followed by the correction of radial distortion
and cylindrical projection. Further more, the detection, extraction, and match of
interest points are performed on any possible pair of images. Estimation of ho-
mography and motion model are carried. The final stage of image stitching pro-
cess is the image composition and blending. Therefore, all the mentioned steps
have been implemented in the formation of each panoramic image which consti-
tute a stereo panorama (left and right panorama). After the composition of a pair
of panorama, anaglyph formation which will result in the perception of depth
in the resultant panoramic image was performed. It is important to note that
the quality of 3D effect largely depends on how well the multiple image samples
have stitched. The subjective assessment based on SQF and obtained from Imatest
software has provided considerable information regarding the perceived image
quality. Also, based on a practical viewing experience, a fairly confident conclu-
sion is that the resultant depth quality is good and does not cause much eye
strain. It is important to mention that the image stitching method implemented
in this section will be used in section 4.4.
4.4 computation of virtual environment from stereo-panoramic
image
4.4.1 Introduction
This work proposes depth image-based synthesis of virtual environment start-
ing with stereo-panoramic views of a scene. It involves the use of two methods
at the extremes of the IBR spectrum. These are IBR without and with geometry.
A stereo-panoramic view is first generated by mosaicking a set of images con-
taining both the optical and geometric properties of different parts of the scene.
This is done using the image stitching methods presented in section 4.3. The
second step which is centred on the second extreme of IBR is performed. In this
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step, the construction of a panoramic depth map carried out. A depth map of
the scene contained in the stereo-panoramic view is constructed based on the
normalisation of matching points and the singular value decomposition of fun-
damental matrix. Finally, the depth map is textured with one of the panoramic
views to obtain a synthesized view. While a good quality depth map can only
be generated if and only if the epipolar constraint condition for planar rectifica-
tion is satisfied, it is also the determining factor for the computation of virtual
environment from a stereo-panoramic view.
4.4.2 Rectification and Epipolar Constraint
he width component of the resolution of the stereo-panoramic image poses a ser-
ious challenge to the rectification process and hence satisfying the epipolar con-
straint becomes a problem. The simple and efficient planar rectification method
is observed to be less efficient because of the rotational camera motion that is
involved in panoramic views.
4.4.2.1 Rectification and Epipolar Constraint
Rectification remains a necessary step of stereoscopic analysis. It is a process
which extracts epipolar lines and realigns them horizontally into a new rectified
image. This allows subsequent stereoscopic analysis algorithms to easily take
advantage of the epipolar constraint and reduce the search space to one dimen-
sion, along the horizontal rows of the rectified images. As critically observed in
[309], the set of matching epipolar lines varies considerably and extracting those
lines for the purpose of depth estimation can be quite difficult. The difficulty
does not reside in the equations themselves; for a given point, it is straightfor-
ward to locate the epipolar line containing that point. The problem is to find a
set of epipolar lines that will cover the whole image and introduces a minimum
distortion.
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4.4.2.2 Epipolar Constraint Relationship
In visual perception of depth from multiple views of a scene taken from different
camera positions, the distance between the two images of the same real-world
point can be used to calculate the disparity which is inversely related to the
depth of the point. This is a correspondence problem. Using epipolar geometry,
the search for a corresponding point can be reduced from searching over a whole
image to just searching across a horizontal line of pixels in the image, called the
epipolar line [310].
A world point P in two views p1 and p2 due to cameras C1 and C2 is
considered as shown in Figure 4.1. The projection e12 of C1 onto the image plane
of camera with centre C2 is an epipole which is expressed as
e12 = [B2|b2]
C1
1
 (4.12)
where
C1
1
 is the homogeneous coordinate of C1. Using (4.4) in (4.12), we
have
e12 = −B2B−11 b1 + b2 (4.13)
By taking the depths µ1 and µ2, of P the from centre of the two cameras
into consideration, the expressions in (4.2) and (4.3) can be written as
µ1 p1 = [B1|b1] P = [B1|b1]
P
1
 (4.14)
µ2 p2 = [B2|b2] P = [B2|b2]
P
1
 (4.15)
Equation (4.15) can be rewritten based on (4.14) as
µ2 p2 = B2B−11 µ1 p1 +
(
b2 − B2B−11
)
= B2B−11 µ1 p1 + e12 (4.16)
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µ2 p2 − B2B−11 µ1 p1 − e12 = 0 (4.17)
[
µ2 B2B−11 µ1 1
]

p2
p1
e12
 = 0 (4.18)
Based on the linear dependency exhibited by (4.18), the equation can be
written as
pT1
(
B2B−11
)T
e12 p2 = 0 (4.19)
e12 =
(
ex, ey, ez
)T can be expressed as a cross product matrix in the form
[e12]× =

0 −ez ey
ez 0 −ex
−ey ex 0
 (4.20)
Therefore (4.19) can be written as
pT1 Fp2 = 0 (4.21)
where F =
(
B2B−11
)
[e12]× is termed fundamental matrix and provides a
representation of both the intrinsic and extrinsic parameters of the two cameras
[311]. F is always of rank 2 [312]. This means one of its eigenvalues is always
zero. Furthermore, the fundamental matrix F relates a point in one stereo image
to the line of all points in the other stereo image that may correspond to that
point according to the epipolar constraint. It is endured that the epipole in the
second panoramic view is obtained as the right null space to the fundamental
matrix and the epipole in the first image is obtained as the left null-space to the
fundamental matrix. An important contribution of this work therefore is to get
the stereo-panoramic images to satisfy this condition in order for an accurate
depth map to be generated.
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Figure 4.22: View synthesis pipeline.
It has to be observed that each point correspondence generates one linear
equation in the entries of F. Given at least 8 point correspondences it is possible
to solve linearly for the entries of F up to scale.
In this work, to generate a complete depth map, the solution of (4.21)
is obtained by first normalizing the match points based on the knowledge of
the intrinsic parameters of the acquisition camera. This helps to significantly
reduce the effect of residual distortion. The camera intrinsic parameters are fur-
ther optimised. Singular value decomposition [313] of F is then performed. This
approach is relatively attractive since minimised frobenius norm can be easily
obtained.
4.4.3 View Synthesis Pipeline
The view synthesis pipeline of [166] shown in Figure 4.22 has been adopted.
Stereo-panoramic view is first generated from images samples acquired through
camera panning. This is achieved through a series of steps namely, image ac-
quisition, inverse cylindrical warping and correction of radial distortion, feature
detection and matching, RANSAC motion estimation, and image blending and
drift correction.
SIFT algorithm is used to extract features from each panoramic image. Each
SIFT descriptor is 128-dimensional vector. The features from the two images are
matched and RANSAC algorithm is ran to eliminating small number of outliers
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that has the potential to affect the accuracy of the generated fundamental matrix
with a by-product called epipole.
The essence of rectification is to produce an image in which epipolar lines
are parallel and horizontal and corresponding points have the same vertical co-
ordinates [23]. Infinite plane homography H∞12 is also obtained as a by-product
of rectification.
Dense stereo matching is performed using the rectified images. De-rectification
process is carried out which allows for the computation of the Z dimension of
the scene. Knowing the coordinate of a virtual viewpoint, a virtual view of the
original panoramic image can be calculated.
4.4.4 Results and Discussions
In Figure 4.23(a) and (b) is a stereo-panoramic view of the scene used in this
experiment. Each panoramic view contains thirty eight image samples acquired
with a compact camera. The depth map common to the stereo-panoramic view is
in Figure 4.23(c). The virtual environments generated by texturing the depth map
are shown in Figure 4.23(d) and (e) respectively. Because the stereo-panoramic
view represents an outdoor scene with a large depth of view, the shapes of the
structures are not so conspicuous in the depth map even though the correct
information is contained therein. It can be clearly seen that the two generated
virtual views are considerably different from the initial stereo-panoramic views.
4.4.5 Objective Analysis
The objective assessment of the results in this section is based on QoE! (QoE!)
discussion presented in the appendix. Detail information about the quality as-
sessment of the rendered images can be found in Figure 4.24 and Figure 4.25.
Each figure provides information about the edge profile and MTF parameters.
The edge rise distance (10-90%) expressed in pixels is 188.75 and 126.35 pixels
respectively. This parameter has a larger value in Figure 4.24 compared to its
value in Figure 4.25. These figures also feature an undershoot of 2.1% and 4.7%
respectively.
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(a)
(b)
(c)
(d)
(e)
Figure 4.23: Two panoramic images which represent left and right image samples are
shown in (a) and (b). The constructed depth map is shown in (c). Two syn-
thesised virtual views are shown in (d) and (e).
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However, in Figure 4.24 and Figure 4.25, sharpness which is the most im-
portant image quality factor is measured in terms of contrast represented by MTF.
The frequency where contrast falls to 50% of its low frequency value, which cor-
responds well with perceived image sharpness is about twice the Nyquist fre-
quency in Figure 4.24 and twenty eight times in Figure 4.25. Nyquist frequency
is a measure of the degree of aliasing. In Figure 4.24, the region of of interest
which is automatically determined by the imatest software is around the texture
areas and has a size of 521× 425 piexels. MTF is low at low spatial frequencies.
It is only high when the spatial frequency is fast approaching 50cycles/mm. Of
course, in this case, MTF is low for low spatial frequency, the images still has
good quality subjectively.
4.4.6 Conclusion
The photographic computation of virtual environment in software from stereo-
panoramic view has been presented. The implementation involves three basic
steps namely: generation of stereo-panoramic view, construction of depth map,
and depth map texturing. The implemented algorithm ensures that the centre
of one camera is located in the image of the other, hence satisfying epipolar
constraint which also yields a fundamental matrix of rank two and whose de-
terminant is zero. These subtle parameters indicate the possibility of depth map
generation. Another strength of this work is that the synthesized virtual environ-
ment contains structures from the initial stereo-panoramic view that have been
either repositioned or reshaped.
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Figure 4.24: Image objective evaluation using Edge profile and MTF performance.
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Figure 4.25: Image objective evaluation using Edge profile and MTF performance.

5
M E T R I C
R E C O N S T R U C T I O N
5.1 introduction
The central theme of this chapter is the reconstruction of a scene from multiple
images with SCOP. In the literature related to computer vision, scene reconstruc-
tion from multiple images with multiple centre of projection is common. SCOP is
an important feature of image acquisition for use in the construction of panor-
amic images. A more fundamental justification is that the use of images acquired
based on SCOP in 3D reconstruction poses serious challenges with regards to the
accuracy of the reconstructed 3D points. Hence, the need to optimise such points
becomes crucial. The important consequence is the use of SBA algorithm which
optimises the reconstructed 3D points remarkably well. First reconstruction of
synthetic scenes is studied. Then the reconstruction of real scenes is considered
with and without the use of SBA. The implementation is performed in Matlab
while scene visualisation is done with Meshlab software.
5.2 reconstruction of synthetic scene
Here, synthetic scene implies using a set of randomly generated points to repres-
ent a scene. This idea emanates from the fact that any worldly object or structure
is comprised of a set of points. 3D reconstruction can be defined as the problem
of using 2D measurements arising from a set of randomly generated points de-
picting the same scene from different viewpoints, aiming to derive information
related to the 3D scene geometry as well as the relative motion and the optical
characteristics of the camera(s) employed to acquire these images.
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To demonstrate the idea of scene reconstruction, three fundamental steps
are outlined. 1) These are creation of scene points and camera pose, 2) superpos-
ition of error on the scene and pose data, 3) and data recovery through bundle
adjustment technique.
The implementation of the first step starts with the assumption of a cer-
tain number of cameras of known intrinsic parameters and image resolution.
The poses of the assumed cameras are generated in Matlab based on normally
distributed pseudorandom numbers. Mersenne twister (default), Multiplicative
congruential generator, Multiplicative lagged Fibonacci generator, Multiplicative
lagged Fibonacci generator, Shift-register generator summed with linear congru-
ential generator, and Modified subtract with borrow generator are the random
number generators available in Matlab. Mersenne twister has been used in this
work.
Mersenne Twister provides a super astronomical period of 219937 − 1 and
623-dimensional equidistribution up to 32-bit accuracy, while using a working
area of only 624 words [314]. This is a new variant of the previously proposed
generators, Twisted Generalised Feedback Shift Register (TGFSR), modified so
as to admit a Mersenne-prime period. Two new ideas have been added to the
existing twisted Generalised Feedback Shift Register (GFSR). One is the realisa-
tion of Mersenne-prime period using incomplete array. Second, the primitivity
of the characteristic polynomial of a linear recurrence can be tested with a fast al-
gorithm. This is called the inversive-decimation method. The characteristic poly-
nomial has many terms.
450 2D Normally Distributed Pseudorandom Pixels Locations (NDPPL) with
corresponding depths are generated on the image plane of the reference camera.
450 is expected maximum number of features to be tracked on each frame of
640× 480 resolution. Using the chosen reference camera (first camera), the pixel
location are re-projected so as to determine the 3D point. Only pixel locations
with positive depth are re-projected and registered in the Number o f scene points ×
number o f cameras, visibility map. The generated 3D points are tested to see if
they can be seen in the second camera. Since the number of pixels seen by the
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second camera is less than the maximum expected, another set of NDPPL is gen-
erated based on the difference between the maximum expected to be tracked
and number already tracked. The new set of NDPPL is again tested for positivity
of depth and the pixels with positive depth are re-projected in order to generate
their corresponding 3D points. This process is repeated until all the cameras have
been considered. The total number of 3D points generated through re-projection
of pixel locations in the process just described constitute the scene points. This
is a reliable method which is widely used and also documented in literature.
Next, the scene points, camera pose, camera matrix, and pixel locations are
corrupted with Normally Distributed Pseudorandom Error (NDPE). A statistical
error is usually given by the standard deviation ρ, equal to the square root of
variance (expectation value of the square of the difference to the mean).
σ2 =
∫ +∞
−∞
(x− µ)2 f (x) dx (5.1)
where x is a measure of data. µ is the mean of the data set.
In the third step, an attempt is then made to recover scene points and cam-
era parameters using the bundle adjustment. In the ordinary bundle adjustment,
advantage is not taken of the existence sparsity. The implementation of ordin-
ary bundle adjustment involves error minimisation by way of optimisation of
parameters purely performed based on Matlab coding.
A simulated experiment based on the mentioned steps was conducted us-
ing Matlab. A set of scene points was created as shown in Figure 5.1 (b). The
points are represented with a circle in red, blue, and yellow colours with re-
spect to some cameras symbolically represented with triangles. Fifty cameras of
known calibration were used to capture these scene points from different obser-
vation points. Each frame has a resolution of 640× 480. In order to demonstrate
the concept of scene reconstruction, the coordinates of the scene point, camera
calibration matrix, rotation and translation were corrupted with some randomly
generated error. Bundle adjustment was then used to reconstruct the scene points
and camera parameters (intrinsic and extrinsic). Figure 5.1 (a) provides inform-
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ation regarding the number of scene points that can be seen in each camera
frame.
The motion of the cameras from one point to another usually comprises
of rotation and translation. Therefore, Figure 5.2 and Figure 5.3 present the re-
covered rotation and translation of the cameras. Rotation is about the x, y and
z axis. Translation of the camera is in the x, y, and z directions. The recovered
intrinsic camera parameters are presented in Figure 5.4. The intrinsic paramet-
ers appear as straight lines since they have the same values for all the cameras
(cameras of the same model).
Figure 5.5 is another set of scene points that was created in simulation to
explain the concept of bundle adjustment. The rotation error evaluation simula-
tion is shown in Figure 5.6.
The same experiment is repeated using four 2D images. Figure 5.7 (a)
shows two of the four 2D images with the extracted feature points superim-
posed on then. In Figure 5.7 (b), the re-projection of some of the feature points is
shown. The re-projected feature points are shown with respect to the acquisition
cameras in Figure 5.7 (c). Feature point depth, camera rotations and translations,
and re-projection error are depicted in Figure 5.7 (d). The re-projection error is
considerable because of the presence of outliers.
5.3 reconstruction of real scene using ba
In this section the reconstruction of a scene is attempted from multiple images
containing different optical and geometric properties of the same scene. Also,
all image samples shown in Figure 5.8 have the same centre of projection. The
steps that have been implemented in the reconstruction process are discussed as
follows.
Feature detection, extraction and matching using SIFT are performed. This
leads to the determination of fundamental matrix F that relates the two views.
This is expressed in (5.2). It is singular with a rank of two and has seven degrees
of freedom.
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(a)
(b)
(c)
(d)
Figure 5.1: Demonstration of bundle adjustment. (a) shows the number of scene points
captured by each camera. (b) shows a set of points representing a synthetic
scene. (c) presents the corrupted scene. (d) shows the reconstructed scene.
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(a)
(b)
(c)
Figure 5.2: Demonstration of bundle adjustment. In this figure is shown the camera ro-
tation about x, y, and z axis: (a) ground-truth rotation, (b) camera rotation
required to cope with the corrupted of scene, (c) computed camera rotation
error.
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(a)
(b)
(c)
Figure 5.3: Demonstration of bundle adjustment. camera translation is presented: (a)
camera ground-truth translation, (b) translation as a result of corruption of
scene, and (c) translation error.
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(a)
(b)
(c)
Figure 5.4: Demonstration of bundle adjustment. camera calibration matrix: (a) ground-
truth calibration matrix, (b) calibration matrix as a result of corruption of
scene, (c) calibration matrix error. A straight line plot means the intrinsic
parameters are the same for all the cameras used.
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(a)
(b)
(c)
(d)
Figure 5.5: Reconstruction of synthetic scene. (a) shows the number ofscene tracked in
each camera frame, (b) is a synthetic scene, (c) corrupted scene, (d) recon-
structed scene.
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(a)
(b)
(c)
Figure 5.6: Rotation error evaluation for synthetic scene shown in Figure 5.5: (a) ground-
truth rotation, (b) rotation due to corruption of scene, and (c) rotation error.
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(a)
(b)
(c)
(d)
Figure 5.7: Reconstruction of feature points from 2D images. (a) shows image pair with
corresponding points. In (b) is the projective reconstruction. (c) shows the
scene with respect to camera. Finally, (d) shows performance evaluation com-
prising of depth, rotation, translation, and re-projection error.
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F ' K−1S (.) RK. (5.2)
where S (.) is the skew-symmetric matrix which defines translation in
terms of three components, R is the rotation matrix, and K is the camera matrix
made of intrinsic parameters.
Using the computed fundamental matrix, the essential matrix E, is estim-
ated. E is then decomposed to allow triangulation and pose determination pro-
cess to be carried out.
E ' KT FK. (5.3)
Track computation is the third step. From the result of the triangulation
process, the 3D points visible in each image are generated as tracks.
Optimisation of tracked 3D points and camera parameter is done using
bundle adjustment. The process actually involves running an executable file
ba2D [315].
Using the grey images in Figure 5.9, dense stereo for all the image samples
is now calculated. Starting with the optimised camera poses for any two of the
images, 3× 4 projective matrices are calculated. The earlier tracked 3D points are
then reacquired based on a new computed and optimised projective matrices.
The difference between the current pixel coordinates and the earlier ones before
bundle adjustment is applied constitutes the re-projection error [315].
Generation of a ply file containing the reconstructed vertices and faces is
the final step. PLY is a computer file format known as the Polygon File Format
or the Stanford Triangle Format [316]. The need to store three-dimensional data
from 3D scanners is the main purpose behind the idea of this file format type. In
this file format, an object is represented as a list of nominally flat polygons. Col-
our and transparency, surface normals, texture coordinates and data confidence
values are the known properties commonly stored in ply files. It is also said that
different properties for the front and back of a polygon can be handled in this
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
(k) (l) (m) (n) (o)
(p) (q) (r) (s) (t)
Figure 5.8: Image samples with a single centre of projection used in this work.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
(i) (j)
Figure 5.9: Gray images used in feature extraction are shown in (a) through to (i). The
number of 3D points seen in each frame is shown in (j).
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(a)
(b)
Figure 5.10: Reconstructed scenes from multiple images with the same centre of projec-
tion. (a) actual reconstructed scene, (b) zoom-out form of (a).
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format. The visualisation of the 3D points contained in the ply file is shown in
Figure 5.10.
5.4 reconstruction of real scene using sba
The task of scene reconstruction from the multiple images shown in Figure 5.8
is the main consideration of this section. It is carried out through the use of
SBA a C/C++ implementation of generic bundle adjustment based on the sparse
Levenberg-Marquardt algorithm [317]. SBA is implemented using Linear Algebra
PACKage (LAPACK) written in Fortran 90. LAPACK routines are written so that as
much as possible of the computation is performed by calls to the Basic Linear
Algebra Subprograms (BLAS). It provides routines for solving least-squares solu-
tions of linear systems of equations [219].
In order to use SBA, the images have to be understood contextually. Context
is said to be a consequence of theories about cognitive processes, not something
observed. It has a theoretical role, not one of a measurable unit. The use of con-
textual constraints is considered to be indispensable for a capable vision system.
It is observed that contextual constraints are ultimately necessary in the inter-
pretation of visual information [318]. It therefore means the scene contained in
the image samples is best understood in the spatial and visual context of the
objects in it; the objects are recognised in the context of object features at a lower
level representation; the object features are identified based on the context of
primitives at an even lower level; and the primitives are extracted in the context
of image pixels at the lowest level of abstraction [319].
Markov random field MRF theory provides a convenient and consistent way
for modelling context dependent entities such as image pixels and correlated
features. This is achieved through characterising mutual influences among such
entities using conditional MRF distributions. The practical use of MRF models is
extensively demonstrated in [320] in which a scene is segmented into regions
based on texture.
Hence, in this work, segmentation of sample images and other steps are im-
plemented in Matlab based on the idea discussed in [321–324]. The segmentation
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result for the different image samples are shown in Figure 5.11. Consequently,
feature detection, extraction, and matching is performed on segment bases rather
than the whole image at a goal.
The other implementation steps are similar to that mentioned in section 5.3
except that the optimisation process is performed using generic SBA [219]. This
means that starting with initial estimates of the 3D coordinates corresponding to
a set of points seen in image samples, as well as initial estimates for the viewing
parameters pertaining to each image as explained in section 5.3, SBA is a large
optimisation problem which take advantage of the sparsity associated with the
linear equations to be solved. It involves the simultaneous refinement of the 3D
structure and viewing parameters (i.e. camera pose and possibly intrinsic calib-
ration and radial distortion), aiming to obtain a reconstruction which is optimal
under the assumption of zero-mean Gaussian regarding the noise pertaining to
the observed image features. So long as outliers have been removed from the
initial estimate of 3D points using geometry-based techniques, SBA algorithm can
demonstrate a high degree of robustness.
At the heart of SBA algorithm is eucsbademo.c. This visual C file is modi-
fied in two ways. First it is modified so that motion and/or structure parameters
are printed to an output file after the SBA has been ran. Second an assignment
to perform motion and structure optimisation is set. The compilation of eucsba-
demo.c and other related files are then performed. This step allows some of the
necessary libraries to be created.
Whenever eucsbademo.c is ran, metric reconstruction [325] is performed
using the optimised 3D points and camera parameters. During this process, mono
estimation, robust pose and match generation, dense match, re-inference, coher-
ence texture processing, volumetric refining, and rendering steps are implemen-
ted [322].
The numerical results of SBA simulation is output to a file. This is as a
result of the modification mentioned earlier on. The file not only contain statistics
regarding the minimisation but also 3D coordinates of scene points, camera pose,
and image pixel coordinates are. The statistics regarding the minimisation on one
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
(q) (r) (s) (t)
Figure 5.11: Segmented image samples.
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Figure 5.12: Scene reconstruction based on SBA.
of the image pairs is shown in sections A.3. In this section, the four first four lines
summarises the statistics regarding the minimisation that has been performed. It
describes the number of 3D points that have been optimised, number of cameras
or frames considered, number of image pixels, SBA method used i.e structure
and motion (BA_MOTSTRUCT), expert driver, analytic Jacobian, fixed intrinsics,
and whether or not covariance is used. It also gives a summary of the number
of iterations before convergence is achieved. The initial and final errors are also
described. In section A.3, for example, SBA algorithm reduces the error from
1235.07 to 0.0108958 in 200msec.
Usually, in the output file, the motion parameters which describe the poses
of the cameras are given in line six and seven. The pose of the reference camera
is given in line six and consists of four elements quaternion and three elements
translational matrix. Line seven contains the pose of the second camera.
The rendered 3D scene is visualised in Meshlab environment and is shown
in Figure 5.12. The quality of the rendered scene is not very good as should be
expected from SBA. There is the presence of holes. This is purely due to two
fundamental reasons. First image samples with SCOP have been considered in
this work since it is applicable to panoramic images. The second reason is related
to the inaccuracy embedded in the initial estimate of 3D parameters. However,
when the reconstructed image is zoomed into, the size of the observed holes is
reduced.
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5.5 chapter summary
Metric reconstruction from multiple 2D representation of the same scene have
been investigated. The investigation started with a corrupted randomly gener-
ated scene points in order to highlight some of the critical challenges involved
in scene reconstruction. This study then progressed to the use of multiple image
samples in real scene reconstruction using bundle adjustment without necessar-
ily taking advantage of sparsity. The obtained results are reasonable.
The third experiment involves the use of SBA which in theory is expected to
perform computationally better because of the sparsity associated with it. The ob-
tained numerical results actually pointed to this based on the statistics regarding
the minimisation that is performed through the use of SBA. The main challenge
encountered is the visualisation of the optimised numerical results in Meshlab
software environment. The optimised 3D points have been rendered with some
holes present. Understandably, this is attributable to the fact image samples with
SCOP have been used and the presence of minute number of outliers in the initial
estimate of the 3D points parameters.
6
T R A P E Z O I D A L
A R C H I T E C T U R E
6.1 introduction
Visual content acquisition is a strategic functional block of any visual system.
Despite its wide possibilities, the arrangement of cameras for the acquisition of
good quality visual content for use in multi-view video remains a huge challenge
and a further area of development. This chapter examines a new camera topo-
logy which can be used for multi-view video. The details are presented which
gives the description of trapezoidal camera architecture and relationships which
facilitate the determination of camera position for visual content acquisition in
multi-view video, and depth map generation. The strong point of Trapezoidal
Camera Architecture is that it allows for adaptive camera positioning by which
points within the scene, especially the occluded ones can be optically and geo-
metrically viewed from several different viewpoints either on the edge of the
trapezoid or inside it. Trapezoid characteristics, and the fact that the positions
of cameras (with the exception of few) differ in their vertical coordinate descrip-
tion could very well be used to address the issue of occlusion which continues to
be a major problem in computer vision with regards to the generation of depth
maps. The contribution of the chapter is that a trapezoid graph is used in the
formulation of the concept of trapezoidal camera architecture. Different geomet-
ries which can be used to determine camera viewpoint are discussed. This idea
is then used to construct viewpoint dependent depth map of the scene object in
Matlab and Maya environments. Significantly, depth map is one of the require-
ments for view synthesis in DIBR. The construction of depth map is based on
part of the IBR implementation strategy presented in chapter four. In Maya, the
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Figure 6.1: Pictorial representation of scene and trapezoidal camera architecture.
ability to view the scene from different viewpoints on the edge of a trapezoid is
demonstrated.
6.2 background
A substantial body of evidence according to [326] demonstrates that exposure
experience allows the individual to learn a great deal about the stimulus object,
so that the ability to recognise, discriminate, and categorise the object generally
improves. The first order step in the achievement of these improvements is the
registration of both optical and geometric properties of the scene. The identific-
ation of this knowledge has triggered the visual content acquisition of scenes
from a single viewpoint using optical cameras.
TCA demonstrated in Figure 6.1, could facilitate a change in the emphasis
for the realisation of virtual camera. Of course, this computational photography
realised in software provides a unique way to reduce the number of physical
cameras used in the acquisition of visual content. A critical concern is the de-
termination of the stereoscopic distance between a virtual viewpoint and any
physical camera around it.
Also the analysis of TCA boils down to a search problem which entails
the determination point coordinates. Since all the cameras are not at the same
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horizontal level, the problem of occlusion has a great chance of being addressed.
It also provides an exponential population of possible viewpoints based on the
properties of trapezoids as in [327], from which any points within the scene
can be seen. This approach has the tendency to dramatically address the issue
of occluded parts of an object even though the technique of synthetic aperture
focusing is a design space that has been used in [328]. Therefore, the potential
of TCA is explored in the generation of high quality depth map with respect to
different virtual viewpoints.
It is worth noting that the trigonometric, area, sides and distances, and
collinearity characteristics of this architecture very easily allow the baseline sep-
aration between any two cameras to be accurately computed. This parameter is
important since it is the sole determinant in the categorisation of camera topo-
logy as either dense or sparse.
TCA is worth considering since a strong argument [328] has been put for-
ward in favour of radially captured images. It is stated that linear array of cam-
eras is considered to be the more correct method of capturing stereo images and
does not suffer from distortion. However, convergence camera arrangement is
simpler to implement: standard cameras or renderers can be used with no modi-
fication. Also, with respect to depth map acquisition, optimisation of matching
energy function defined by MRF can now be optimised. This efficiently provides
for rectification of the image pairs acquired through convergence camera array
[329].
One eminent merit which triggers a very strong line of discussion in sup-
port of TCA is driven by the concept on which concentric mosaicking is based,
as depicted in Figure 6.2. If a camera is rotated anti-clockwise along the circum-
ference of a circle, a corresponding sinusoidal path, whose frequency depends
on the speed of the camera, is generated. It therefore means that the reverse
process whereby a camera translates along a sinusoidal path should be capable
of realising a concentric mosaic. Since an efficient trapezoid is a truncated or
clipped sinusoid, it does intellectually make sense in the face of conceptual and
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Figure 6.2: Relating Camera rotation to a sinusoid.
implementation challenges, to be able to use a set of cameras arranged on the
perimeter of a trapezoid to capture a scene in multi-view video.
The other discussions in this chapter will unfold as follows. A comprehens-
ive explanation of TCA will be given in section 6.3. In section 6.4, conceptual and
implementation challenges are highlighted. Camera and depth map construction
is the focus of section 6.5. Experimental results are presented in section 6.6. The
conclusion of this work is drawn in section 6.7.
6.3 the proposed method
Linear, divergence, and convergence camera arrangements have been used for
acquiring visual content in multi-view video. One feature which is common to
these camera configurations is that they are planar. All the cameras are con-
strained to the same, usually horizontal plane. We now explore the design space
of trapezoid graph to seek the possibility of having some of the cameras posi-
tioned at a different vertical coordinate level.
The strong point of TCA is that it allows for adaptive camera topology by
which points within the scene, especially the occluded ones can be optically and
geometrically viewed from several different viewpoints either on the edge of the
trapezoid or inside it.
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Figure 6.3: Alternate angle definition of quadrilateral.
6.3.1 Trapezoid graph
In a greater generality, in [330–334], a trapezoid can be obtained from a trapezoid
graph, which is an undirected graph G (V, E) consisting of a set of vertices
V = {v1, v2, v3, ...., vn} and a set of edges E = {e1, e2, e3, ...., en} if and only if(
vi, vj
)
e E. A trapezoid computationally allows for the determination of a corner
camera viewpoint and to be used in conjunction with the initially chosen corner
viewpoint on the perimeter of the trapezoid. Using this concept, it is possible to
determine any two cameras located on the corner points of the trapezoid that
can be considered for stereoscopic analysis.
6.3.2 Formal Mathematical Statement of TCA
A trapezoid is considered based on the inclusive definition of having high signi-
ficance in mathematical analysis. It is well known that any proven property of
a trapezoid automatically holds for a rectangle, square, rhombic, parallelogram.
Mathematically speaking, a quadrilateral in Figure 6.3 can be described using
the relationship in (6.1).
(AC)2 + (BD)2 = (BC)2 + (AD)2 + 2 (AC) (CD) cos ξ. (6.1)
Such a quadrilateral simplifies to a trapezoid when ξ equals zero as can be
seen in Figure 6.3. This means CD is parallel to AC. This is the definition of a
trapezoid that is adopted in this work.
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Figure 6.4: Trapezoidal representation.
Investigating the base width of a given trapezoid of height N shown in
Figure 6.4 can provide useful information as to how the stereoscopic distance
can be computed. The perimeter length, L of the upper-half hexagon is given as
L = l2 + 2N
(
W2
N2
+ 1
) 1
2
. (6.2)
If the cross sectional area of the trapezoid is Ca, then
l2 =
Ca
N
− N
(
W
N
)
. (6.3)
The N rate of change of L can be expressed as
∂L
∂N
= −CaN−2 + 2
(
W2
N2
+ 1
) 1
2
+ 2N
(
1
2
)(
W2
N2
+ 1
)− 12 (
−2W
2
N3
)
. (6.4)
By taking maximum of (6.4) into consideration, the allowable cross sec-
tional area, Ca of the trapezoidal can be obtained as in (6.5).
Ca = N2
2(W2
N2
+ 1
) 1
2
−
(
W2
N2
+ 1
)− 12 (
2
W2
N2
) . (6.5)
In a special case where W is small compared with N, Ca reduces to
Ca = 2N2. (6.6)
The expression in (6.6) implies that the area of the trapezoid is approxim-
ately twice the area of a square of side N.
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When two cameras were positioned at A and D, the stereoscopic distance
AD, is given by (6.7). The simplification of (6.7) indicates that distance AD equals
twice parts l1. This is a unique property of a trapezoid which expresses the
distance between the bottom parts of the legs of a trapezoid as a function of
trapezoid sizes.
AD = N
2(W2
N2
+ 1
) 1
2
−
(
W2
N2
+ 1
)− 12 (W2
N2
)+W. (6.7)
Therefore, the stereoscopic distance for any two cameras positioned along
the base AD of the trapezoid can always be determined very easily.
Also the perimeter length L of the trapezoid is described as
L = 4N
(
W2
N2
+ 1
) 1
2
−
(
W2
N2
+ 1
)− 12 (W2
N2
)
. (6.8)
Based on a similar analysis, the β rate of change of L simplifies to (6.9). It is
clear from (6.9) that camera positioned on the corner points of a trapezoid can be
made to have equal stereoscopic distance when the trapezoid is half-hexagon in
which all the sides are equal. This observation provides a unique way to virtually
increase the camera density.
sin β =
1
2
. (6.9)
6.3.3 Characterisation of Trapezoid
A trapezoid has five important characteristics which can be explored in the com-
putation of camera positions in TCA. These are sides and distances, collinearity,
trigonometry, area and v-parallelogram characteristics [327].
6.3.3.1 Sides and Distances
In the trapezoid of Figure 6.4, triangles ACB and DBC have equal areas since
they both have an altitude of N. Therefore, it can be written that
1
2
(l2)
(
sin
(pi
2
− β
))
l1 =
1
2
(l2)
(
sin
(pi
2
− β
))
l3. (6.10)
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The distance W can be obtained by equating the sum of the left and right
hand-terms of (6.10) with (6.8). In this way, the coordinate description of the
position of any camera located along AB can be easily obtained. Also, in the
event of any cameras located at the point of intersection of diagonals AC and
BD, the position coordinates of any such cameras can be determined based on
the generalised Euler parallelogram law expressed in (6.11). X is the horizontal
difference between the centre point of AC and vertex D, where X = (AD−BC)2 .
In certain specialised applications, cameras positioned at the midpoints of the
trapezoid diagonals can be explored to attempt to solve the Problem of occlusion.
(AB)2 + (BC)2 + (CD)2 = (AC)2 + (BD)2 + 4X2. (6.11)
For any two cameras at centres of AB and CD, the stereoscopic distance
SD, is computed as
SD =
1
2
(BC + AD) . (6.12)
Assuming two cameras were positioned at L and L
′
on the non-parallel
sides AB and CD of the trapezoid of Figure 6.4. Let k be the same ratio by which
L and L′ divide the non-parallel sides. Applying the idea discussed in [229] and
other relevant materials, stereoscopic distance LL
′
can be obtained as
LL
′
= k (1− k) BC + kAD. (6.13)
The dependency of the diagonals on the sides and β can be formulated for
an efficient trapezoid (i.e all sides are equal) as
(AC)2 = N2 + (W + l2)
2 (6.14)
(BD)2 = N2 + (W + l2)
2 (6.15)
l21 = l
2
3 = W
2 + N2 (6.16)
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Figure 6.5: Trapezoid representation.
(AC)2 + (BD)2 = 4l21 (1+ sin β) . (6.17)
The relationship in (6.17) states that for an efficient trapezoid, the sum of
the squares of the diagonal is directly proportional to the square of the side
length l1. The constant of proportionality equals 6. Again, when β is equal to
zero degree, (6.17) simplifies to the expression expected for the sum of squares
of the diagonal of a square. This is a further confirmation of the validity of (6.17).
In an attempt to solve the conceptual and implementation challenges, the
trapezoid of Figure 6.5 will be used to define a scene. This will be further ex-
plained in section 6.4.
6.3.3.2 Collinearity
Consider a circle drawn through the corner points of the two halves of the
trapezoids shown in Figure 6.4. By applying the analysis of Christopher Bradley
[335], as demonstrated in Figure 6.6 to Figure 6.4, points similar to E, F, G, and
N which are collinear will be obtained. This means that the point of intersec-
tion E of the diagonals of quadrilateral ABCD, the point of intersection G of the
centroids of triangles BCD, ACD, ABD, ABC, the point of intersection N of the
midpoints of AB, BC, CD, DA and the point of intersection F of the centroids
of the triangles ABE, BCE, CDE, DAE, all lie on a line and hence are collinear.
These points are potential candidate camera viewpoints which could be explored
in an attempt to challenge the problem of point visibility.
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Figure 6.6: Cyclic quadrilateral.
6.3.3.3 Area
The area characteristic of a trapezoid is important in the computation of scene
volume. An extension of the work in [258] provides a cue to the area A, of
trapezoid as in
A =
1
4
sin ϑ
((
2
(
(AB)2 + (CD)2
)
− 4X2
) (
2
(
BC2 + AD2
)− 4X2)) 12 . (6.18)
6.3.3.4 Similarity
Assuming in Figure 6.4 that the diagonals AC and BD intersect at a point P. Let
the perpendicular lines from P to AD and BC have lengths h1 and h2 respectively.
Also, θ1 and θ2 respectively be the angles substended by AC and BD with AD.
The following two equations can be written
h1 = AP sin θ1 = PD sin θ2 (6.19)
h2 = PC sin θ1 = PB sin θ2 (6.20)
AP
PC
=
PD
PB
. (6.21)
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Figure 6.7: V-parallelogram M of a trapezoid.
Expression (6.21) is a trapezoidal similarity characteristic which can facilit-
ate the computation of the coordinates of any cameras positioned at P.
6.3.3.5 V-Parallelogram Characteristic
V-parallelogram characterisation of trapezoids shown in Figure 6.7 has been at
the centre of recent research investigation in mathematics aimed at solving prob-
lems of broad relevance [336, 337]. It is said to be formed when points on any
adjacent sides of a trapezoid are joined with a line which is parallel to a diagonal
of the trapezoid which does not go through the angle between the adjacent sides
and the one opposite it. This definition implies that each corner point of a V-
parallelogram lie on one and only one side of the trapezoid. Therefore, it means
that cameras positioned on adjacent sides of a trapezoid can stereoscopically be
used to observe a scene.
In multi-view visual content acquisition, cameras can also be positioned
at viewpoints M1, M2, M3, M4 which , according to a statement in Euclidean
geometry define a V-parallelogram M1M2M3M4 shown in Figure 6.7. The ho-
mothetic transformation of triangles ABC and M1BM2 around the corner point
B of the trapezoid in Figure 6.7 provides for (6.22) from which the baseline dis-
tance can be determined.
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Figure 6.8: Implementation strategy of TCA.
AM1
AB
=
CM2
BC
=
AU4
AO
. (6.22)
6.4 implementation consideration
Of course, TCA is potentially inclined to addressing some of the critical chal-
lenges in multi-view video acquisition; however its implementation could also
be a challenge. Two issues easily come to mind namely the possible curvature
of the scene and the frequency of the trapezoid. For a scene of large volume, the
curvature of the opposite and parallel sides of the trapezoid becomes significant
and adds up to the complexity of the implementation strategy. Practically, this
situation implies that the stereoscopic distance can no longer be measured on a
straight line between two camera positions.
Again, for a large scene where a small stereoscopic distance is required
between cameras, several cycles of TCA will have to be implemented. This will
significantly make the cost of implementing this strategy very high. A right bal-
ance will have to be struck between small and large scenes on one hand and
curvature and frequency of TCA on the other.
To adequately address these issues, an implementation strategy is pro-
posed based on the assumption that the scene is contained in a pyramidal frustum
defined by four trapezoids as shown in Figure 6.8.
In this method, only four half-cycles of TCA are required for the entire
scene to be adequately covered. The acquisition cameras are then placed on the
edges of the trapezoid such that the ones along the legs of the trapezoid exhibit
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convergence topology. The idea of scene volume in this work does not require
a strong argument for it to be embraced since it has been mentioned in [44]
where a volumetric space is defined as an arbitrary connected 3D volumetric
physical room which the arrangement of multiple cameras is expected to cover.
The formulation of scene volume is actually a fortification of the basic volume
(6.23) of a frustum. The modification of (6.23) will take into account the near and
far depth parameters of the scene.
V =
(h2 − h1)
3
(
A1 + (A1A2)
1
2 + A2
)
(6.23)
6.5 construction of camera and depth map
Stereoscopic camera system with parallel axes is believed to be necessary to
avoid the vertical image disparity generated by systems that verge the camera
axes [181]. However, “Two forward-facing camera” technique [338] used to de-
liver a 2D projection of a scene remains a fundamental challenge in stereo vision.
Correspondences between multiple images need to be accurately established.
These are understood to be attributable, in the view of [338], to scene properties
such as textureless areas, non-Lambertian surfaces, reflections and translucency,
and occlusions. Camera issues include image noise, calibration and synchronisa-
tion, differences in exposure, white balancing, and other radiometric properties.
A camera is formulated based on pin-hole camera model expressed in (6.24).
Λx = KRT
[
I| −t
]
(6.24)
K is a 3× 3 matrix consisting of camera intrinsic parameters namely, focal
length, aspect ratio, skew and principal point. R denotes an orthogonal matrix
and T a vector, encoding camera rotation and translation respectively, depth, λ,
is equal to Z. Both are determined by the orientation and displacement of the
camera at the virtual viewpoint on the edge of the trapezoid. x and Xo are the
extended image and scene point coordinates. The projection matrix P is used
to render the quantisation level v, for each vertex and face of the graphic. The
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substitution of v into (6.24) yields the expected depth for all the vertices and faces.
Using uniform quantisation of depth value between Znear and Z f ar to minimise
dis-occlusion, and taken into consideration the fact that in humans, the perceived
depth distance of close objects is much less than the depth distance of further
objects [339, 340], depth is formulated as
depth =
Znear(
1− v232
) (6.25)
where v is the number of quantisation levels from zero through to 232 − 1.
The high number of quantisation levels is aimed at improving the resolution of
the depth map.
6.6 experimental results and user trial
Some of the simulation results to validate the concept of TCA are shown in Fig-
ure 6.9. More results specific to each object are shown in Figure 6.10, Figure 6.11,
Figure 6.12, Figure 6.13, and Figure 6.14. Each disparity map of an object is gen-
erated using a different virtual viewpoint. These are high quality disparity map.
In the analysis leading to the determination of disparity map, correspondence
problem still remain a major source of error. This is because correlation based
techniques are widely used. It is formulated based on resemblance constraint
which requires intensity similarity between any corresponding points [338]. Also,
it cannot cope with texture-less regions where pixels are insufficiently distinct.
Occlusions and discontinuities of some parts of scene are important features
which correlation methods cannot adequately handle. The choice of window
size is critical with regards to accurate disparity map.
To reduce the error contribution due to the aforementioned, comparison of
quantitative results with normalised cross-correlation method, Daisy descriptor,
error quadratic mean, and Local evidence have been employed in most research
work related to depth map which are documented in literature. Since only a
single image of the different objects is used in this work, i.e not stereo images, the
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earlier mentioned objective quality metrics cannot be applied. Hence subjective
assessment is conducted as explained in the next three paragraphs.
However, Subjective Quality Assessment (SQA) of the generated dispar-
ity maps has been conducted at Centre for Media Communication Research
(CMCR), Brunel University, London. Five groups of depth maps images were
chosen for consideration. These are Chair, Teapot, Space-shuttle, X29-plane, and
Canstick.
Of the several ITU-R recommendation BT.500 methods, Double Stimulus
Impairment Scale (DSIS) is adopted. In general, the subjective rating based on
double stimulus method has the advantage of not being susceptible to the sever-
ity and ordering of the impairments within the test session [341]. This method
involves scoring the change in quality between a reference frame and target (im-
paired) frame after separate observation.
To implement this method, for each group of depth maps, twenty research
students between the age of 28 and 40, who already have a good understanding
of disparity map were invited one after the other to take a look at the disparity
maps for different objects and give their judgement of the quality of the depth
maps. The disparity maps were displayed on a computer screen and observed
using the nicked eyes.
The analysis leading to SQA was based on DSIS in which the following
scales were used. “Very clean and sharp = 5”, “Clear but not sharp = 4”, “Clear
but blur = 3”, “blur = 2”, and “Not clear = 1”. The calculated mean opinion
scores (MOSs) for each disparity map were then analysed. More than 90 percent
of the observers scored each disparity map with DSIS of 5.
In another important experiment performed in Maya software environ-
ment to validate the concept of TCA, a static scene is created. The scene is as-
sumed to be contained in a frustum as depicted in Figure 6.8. On each of the four
sides of the scene is arranged four auto-focus cameras which form a trapezoid
graph. A snap shot of the scene from some of the cameras are shown in Fig-
ure 6.15 as perspective views.
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(a)
(b)
(c)
(d)
(e)
Figure 6.9: Different objects are shown in the first column. The disparity maps for differ-
ent views of each object are shown on the same row.
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Figure 6.10: A chair is shown in (a). The disparity maps for different views of the chair
are in (b) through to (p).
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Figure 6.11: A teapot is shown in (a). The disparity maps for different views of the chair
are in (b) through to (p).
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Figure 6.12: A space-station is shown in (a). The disparity maps for different views of
the chair are in (b) through to (p).
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Figure 6.13: A X29-plane is shown in (a). The disparity maps for different views of the
chair are in (b) through to (p).
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Figure 6.14: A canstick is shown in (a). The disparity maps for different views of the
chair are in (b) through to (p).
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Another dimension of the experiment in Maya is the creation of Gray scale
depth map. This means that the scene depth levels are expressed in terms of
transition from black to white colours. Gray scale depth maps for different ob-
jects are shown in Figure 6.16 As the scene depth increases, the intensity of light
decreases from white: for points closest to the camera, to black which represent
the background of the scene.
6.7 chapter summary
The description of TCA has been presented based on an efficient trapezoid. In
principle, the definition of a trapezoid is simple. However, it is the diverse dif-
ferent methods of determining the coordinates of its corner points, points on the
edges, and in some critical applications, points in the space defined by the edges
that make TCA so appealing in camera positioning for multi-view video. The sim-
ilarity, sides and distances, areas, and trigonometric characteristics of a trapezoid
provide for computation of baseline and coordinate description of camera pos-
itions. Also the understanding provided by TCA has been used for depth map
generation with respect to virtual viewpoints on the edge of the trapezoid. Vir-
tual viewpoints which trace a trapezoid guarantee high quality disparity map
as indicated by DSIS, with almost complete absence of holes. Also, the idea of
scene visibility and depth map has been demonstrated in Maya were different
perspective view of the scene have been show with respect to viewpoints which
trace a trapezoid graph.
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(a)
(b)
(c)
(d)
Figure 6.15: Different perspectives of a scene rendered in Maya software environment
based on TCA. The perspectives represented in (a) through to (d) were
rendered from different viewpoints on the edge of a trapezoid.
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(a)
(b)
(c)
(d)
Figure 6.16: Depth map rendering of some scene objects in Maya software environment
based on TCA. In the depth maps in (a) through (d), the closest part of
the scene object to the camera is in white colour. This gradually fades away
towards the furthest point from the camera which is represented in black.
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Figure 6.17: Depth map rendering of a scene consisting of several individual objects in
Maya software environment based on TCA. The closest part of the scene
object to the camera is in white colour. This gradually fades away towards
the furthest point from the camera which is represented in black.
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C O N C L U S I O N

7
S U M M A RY A N D O U T L O O K
7.1 introduction
In this chapter is a focused mention of what has been achieved in this research.
This thesis was aimed to realise virtual camera and trapezoidal camera archi-
tecture. Also, a straightforward conclusion and future direction of the research
contributions discussed in this thesis are highlighted.
7.2 overview
The acquisition of visual content has been the main focus of this thesis. Usually,
in multi-view video, visual content is obtained by using multiple real cameras.
The formation of a network of real cameras is fundamentally based on either
parallel, convergence, or divergence topology. Irrespective of the topology used,
there is always a functional relationship between the quality of the created visual
content and camera density. Dense real camera architecture has been proven to
be very effective despite the cost estimate, geometrical calibration, colour balance
between the individual cameras, mechanical limitation, and temporal synchron-
isation issues. The ability to reconstruct scene objects from a series of image
samples is extremely valuable in a range of applications as it potentially allows
diagnostic technology with superior sensitivity and selectivity.
One aspect of the research contribution presented in this thesis is the real-
isation of virtual cameras by using the method of IBR. A virtual camera is usually
realised in software by the interpolation of pixels information contained in the
images acquired by physical cameras. Two main variations of IBR have been used.
The first being rendering with explicit geometry and the second method being
rendering with no geometry. IBR method which uses explicit geometry has been
applied in the study of the effect of region match measures on rendered images.
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The considered metrics are SAD, SSD, SCP, and NSCP. The reason for this step
is that the problem of finding the pixel coordinates in two different intensity
images that correspond to the same point in the world is recognised as a data
association problem. This deserves that stringent measures are used in the de-
tection, extraction, and matching of interest points. This information was then
used in the construction of a depth map. Morphological operations based on a
suitable structuring element was then used to fill any resulting holes associated
with the constructed depth map. A 3D model of the scene is created by depth
map texturing. The positive consequence of this is the rendering of high quality
image with respect to a virtual viewpoint by re-projection process.
The no geometry technique of IBR has been thoroughly investigated and
used to construct a 360 degree panoramic image characterised with depth per-
ception. Two categories of 3D panoramic content have been demonstrated. 3D
content from multiple images captured by a single panned camera and the use
of stereo-cameras on a single tripod. In both categories, the implementation is at
two broad levels. First, the methods of feature detection, extraction, and match-
ing was further explored in the computation of homography and motion model
which facilitates the stitching of a pair of images. With regards to the genera-
tion of 3D from multiple image acquired using a single panned camera, a virtual
panoramic image is also generated. Therefore, if the real panoramic image is as-
sumed to be the left image, then the virtual panoramic image constitute the right
one. Second, anaglyph process which involves the superposition of two panor-
amic images (left and right image) is performed to generate 3D effect. It contains
a significant number of effects designed to improve realism, attractiveness of
attention, considerable emotional response. Theses effects are depth, viewing
discomfort, quality, naturalness, immersive feeling. All these manifest into more
visual information within a given time frame through the use of anaglyph glass.
The generation of 3D effects from two panoramic images has a special fas-
cination. However, panoramic 3D effect has also been created from a set of images
captured using a single camera. Using the real multiple images, a real 360 degree
panorama is created. From this, another virtual panorama is created. Therefore,
7.2 overview 205
the real panorama constitute the left panorama and the virtual panorama forms
the right panorama. The left and right panoramas were then superimposed to
create depth perception. Different viewing depths have been generated and ob-
served through a pair of anaglyph glasses with a good viewing experience.
The third part of the use of IBR in the realisation of virtual camera presen-
ted in this thesis is the computation of virtual environment from stereo pan-
oramic image. Here both IBR without and with geometry have been used. IBR
without geometry is used in the stitching of multiple images to form a pair of
panoramic images. The creation of 3D model from depth map is achieved by us-
ing IBR with geometry. The depth map is constructed based on the normalisation
of matching points and the singular value decomposition of fundamental matrix.
A new image is then rendered with respect to a virtual viewpoint.
Another dimension of IBR that has been considered in this research is the
reconstruction of 3D scene from multiple image samples with the same centre of
projection. Three scenarios have been considered. One case considered the use
of corrupted randomly generated pixel points of at a particular resolution based
on a virtual camera of known intrinsic parameters. An attempt is then made
to recover the corresponding scene. In the second situation, starting with real
images, classic bundle adjustment algorithm from computational vision is used
to recover the real scene related to the different optical and geometric properties
contained in the image samples. The third case encompasses the use of real scene
image samples, however, advantage is taken of the existence of sparsity. This
means there is no interaction between the parameters for different 3D points and
cameras and hence the linearised problem formulation has many zeros depicted
as sparse block structure. This considerably helps to reduce the computational
complexity of the algorithm. To achieve this, the C/C++ program at the heart of
SBA algorithm is modified and access to the optimised parameters is made pos-
sible. Also the performance of SBA is considerable and can be gauged from the
statistical summary presented in appendix section. However, further improve-
ment is required in the visualisation technique that can cope with images with
SCOP. This will enhance the quality of the rendered images.
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Beyond this metric reconstruction point, another aspect of the research
contribution presented in this thesis is the proposition of trapezoidal camera ar-
chitecture TCA. TCA is based on an efficient trapezoid in which all sides are equal.
Both the theoretical analysis to describe the potential of TCA and its implement-
ation results have allowed for the potential of trapezoid graph to be appreciated
and explored in an attempt to address challenging issues associated with cam-
era structures in multi-view video. With TCA, some sets of any two cameras
could differ in both x and y coordinates. This means not all the cameras are
constrained to the same horizontal plane. This characteristic exhibited by TCA
has been employed to demonstrate how a scene point could be viewed from dif-
ferent points. Disparity maps of scene objects with respect to viewpoints which
trace a trapezoid have been constructed. As part of the experiments employed
to evaluate the strength of TCA, a scene was created and captured in Maya. A
network of cameras forming a trapezoid on each of the four sides of the scene is
used to do the capturing which provide different perspective views of the scene.
The evaluation of TCA in the Maya environment is experimentally relevant since
it also allows the use in simulation of cameras of different intrinsic parameters
(in particular focal length).
Where possible, an objective subjective assessment of some of the resultant
images have been given based on MTF. From literature, MTF is considered to be
the most important image quality factor. It is basically a measure of contrast. An
objective assessment using MTF presents a specific advantage in that it is con-
sidered to be a measure of sharpness, the most important photographic image
quality factor. The definition and description of MTF has been discussed in the
appendix section. SQF which is measure of perceived image quality has also been
used in other situations. It is only indirectly related to the perceived sharpness
when an image is viewed.
7.3 limitation of present work
As part of the limitations associated with this research, there is an emphasis on
the use of static scene to better elucidate virtual camera realisation, metric re-
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construction, and TCA concept. The proposed TCA has been implemented with
respect to static scenes. But in reality, every practical application of “structure
from motion” algorithms constantly requires dealing with critical motions and
dynamic scenes. Another dimension of the challenges that have not been con-
sidered in this work is the use of different camera models. In any advanced
visual acquisition set-up, it should be possible to use cameras with different
focal length and from different manufacturers.
7.4 future work
The practical implementation of TCA concept presented in this thesis amounts to
a new set of challenges. Therefore, future work is necessary. A further area which
requires research attention in visual content acquisition is the implementation of
TCA for a unavoidable dynamic scenes. This is necessary since in visual content
acquisition outside computer graphics procedure, dynamic scene constitutes a
significant proportion of the scenes encounter in practice. In such a scenario, a
comprehensive understanding of the computational complexity of TCA becomes
crucial. Any positive development in this direction will not only provide a judge-
ment of the significance of TCA but further commend it for real-time applications.
All these indicate the need for a systematic analysis.
7.5 final remark
In view of the above research methods and considerations, virtual camera has
been brought into a central challenge as a visual content acquisition strategy
outside computer graphics procedure. It has been sufficiently proven that virtual
cameras can provide for excellent minimisation of physical cameras through
pixel interpolation based on IBR and that TCA is a new dimension of multi-view
video camera configuration which allows a scene object of interest to be viewed
from several reliable viewpoints which trace a trapezoid graph.
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A P P E N D I X
Some discussions related to image quality assessment are presented in this sec-
tion. Also, it contains some statistics related to SBA.
a.1 quality of experience
The quality of images are known to be affected by the camera sensor and lens,
and image processing technique employed. Generally, image quality and quality
in general usually finds itself subject to human judgement [186]. Quality of ex-
perience QoE! can be measured either subjectively or objectively. Unfortunately,
subjective assessments are problematic because human vision is variable. While
one observer may be able to perceive differences between 40 pairs of alternating
lines in a millimetre, another may only distinguish 20 at the same viewing dis-
tance. To complicate matters, an individual’s perception can vary by as much as
10% at different times.
However, the objective quantification of 2D image quality can be achieved
in several different ways. The popular criteria are sharpness, noise, lens dis-
tortion, lateral chromatic aberration, texture detail, colour accuracy, blemishes,
colour, software artefacts etc [342]. Sharpness which is a measure of spatial fre-
quency response is the most effective. It determines the amount of detail an
imaging or processing system can reproduce. It is also referred to as modulation
transfer function MTF. MTF is one of the most important parameters by which
image quality is measured. This function indicates, objectively, the “resolving
potential” of the lens or processing stage. Optical designers and engineers fre-
quently refer to MTF data, especially in applications where success or failure is
contingent on how accurately a particular object is imaged. To truly grasp MTF,
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it is necessary to first understand the ideas of resolution and contrast, as well as
how an object’s image is transferred from object to image plane.
MTF is said to be a better criterion since it applies to the shape of the
entire spatial frequency range. Hence it is synonymous in practice with Spatial
Frequency Response (SFR). MTF is one of the best tools available to quantify the
overall imaging performance of a system in terms of resolution and contrast. and
is expressed as
MTF =
contrast o f output image
contrast o f input image
(A.1)
The contrast m of an image is described as
m =
Imax − Imin
Imax + Imin
(A.2)
where Imax and Imin are the maximum and minimum pixel intensity re-
spectively in the output and input images.
“A parameter that does carry information about the signal contrast is the
MTF, which may be used as a measure of sharpness. The MTF describes the amp-
litude or relevant contrast by which sine functions of different frequencies are
moderated by an imaging system. A MTF value of 1 indicates that the full amp-
litude is transferred by the imaging system, while a MTF value of 0 indicates that
no signal at all is transferred. One dimensional MTF may be calculated from the
Line Spread Function (LSF) as the absolute value of the Fourier transform of the
LSF, when the LSF is known. The definition of the MTF presupposes that data is
measure continuously” [343].
With reference to a specific spatial frequency, if VB is the minimum lumin-
ance (or pixel value) for black areas— at low spatial frequencies (the frequency
should be low enough so that contrast does not change if it is reduced), VW is
the maximum luminance for white areas— at low spatial frequencies, Vmin is
the minimum luminance for a pattern near spatial frequency f (a "valley" or
"negative peak"), and Vmax is the maximum luminance for a pattern near spatial
frequency f (a "peak"). C (0) in (A.3) is the low frequency (black-white) contrast.
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C (0) =
VW −VB
VW −VB (A.3)
C ( f ) in (A.4) is the contrast at spatial frequency f . Normalizing contrast
in this way— dividing by Vmax + Vmin (Vmax + Vmin at low spatial frequencies)—
minimizes errors due to gamma-related non-linearities in acquiring the pattern.
C ( f ) =
Vmax −Vmin
Vmax +Vmin
(A.4)
Therefore the MTF at a given spatial frequency is computed as
MTF ( f ) =
C ( f )
C (0)
∗ 100% (A.5)
However, Stereoscopic QoE! is largely influenced by scene content, camera
baseline, screen size and viewing position [344]. Many other ways of measuring
MTF are shown in Figure A.1.
a.2 resolution test targets
Test Targets are used to measure the accuracy or performance of an imaging
system to ensure effective functioning. Test Targets are selections of slides or
windows that are integrated into imaging systems to measure a number of ima-
ging characteristics including resolution, distortion, or colour/grey scale. Test
Targets often feature an array of lines, dots, or other patterns which an imaging
system focuses on in order to determine its level of precision. Test Targets al-
low imaging systems to maintain a high level of accuracy over time or multiple
applications.
Edmund Optics offers a wide range of Test Targets suited for many ima-
ging systems. Test Targets are designed to easily integrate into an imaging sys-
tem for quick, easy set-up. Test Targets may be used repeatedly with any number
of different systems, allowing a small number of targets to service large numbers
of imaging systems. Test Targets are available in glass, chrome, or photographic
paper for multiple compatibility options for ease of use. Examples of test targets
from Edmund optics are shown in Figure A.2 and Figure A.3.
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(a)
(b)
Figure A.1: Ways to measure MTF. (b) is a continuation of (a).
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Figure A.2: Test target.
Figure A.3: IEEE test target.
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a.3 summary of minimisation for image pair dsc_6731a-dsc_6732a
SBA using 464 3D pts, 2 frames and 928 image projections, 1404 variables.
Method BA_MOTSTRUCT, expert driver, analytic Jacobian, fixed intrinsics,
without covariances.
SBA returned 150 in 150 iter, reason 3, error 0.0108958 [initial 1235.07],
250/150 func/fjac evals, 249 lin. systems.
Elapsed time: 0.20 seconds, 200.00 msecs
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