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Abstract
This thesis presents work to improve open source 3D reconstruction software OpenMVG[1,
2, 3, 4] and to create a novel algorithm to render photorealistic images from new views given
a photo collection and 3D point cloud.
First, the original OpenMVG is parallelized using GPU and its data structure is op-
timized. Moreover, we integrated the MatchMiner[5] algorithm into OpenMVG to further
improve its efficiency. Last but not least, an initial pair selection formulation and a default fo-
cal length setting are introduced and implemented to automize OpenMVG. Then 3D sparse
point clouds of construction sites are reconstructed by performing Structure-from-Motion
(SfM) with the improved version of OpenMVG and source images (images that are used in
SfM) are calibrated and registered to point clouds. Furukawa's[6] Patch-based Multi-view
Stereo(PMVS) algorithm is used to reconstruct dense point clouds using calibrated cameras
as inputs. With known depth values of 3D points in the dense point cloud, we estimate
depth maps of source images using optimization similar to Levin's[7] colorization algorithm.
For a novel view of the point cloud, we find source images that share some common elements
of the construction site that are also visible to the novel view. Then we warp depth maps
of these candidate images to the novel view. We estimate a depth map and label pixels for
the novel view by solving a multi-label Markov Random Field (MRF) optimization prob-
lem using graph-cuts. We introduce a novel energy minimization formulation exploits both
2D and 3D information. Finally, a photorealistic image of the novel view is rendered by
copying pixel colors from selected candidate source images using pixel labels computed with
graph-cuts.
ii
We experimentally validate our approach on several challenging viewing angles of a point
cloud model of a complicate construction site. The rendered results show high photo-realistic
synthesis quality in planar scenes.
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Chapter 1
Introduction
This thesis consists of two main closely related components. First, since performing SfM is
the first step in our novel view synthesis algorithm, we need an efficient and optimized pro-
gram to generate point clouds and calibrate cameras. OpenMVG is our choice. OpenMVG
is an open source program so that it gives the opportunity for us to make any modification
according to our needs. We first outline changes made on the original OpenMVG and the
resulting enhancements achieved. Then details of our novel view synthesis algorithm are
illustrated in the second part of the thesis.
Structure-from-Motion is a computationally intensive algorithm. Its general pipeline in-
cludes feature extraction and matching, geometric verification, 3D point triangulation, cam-
era calibration and bundle adjustment. All of them are computation-demanding. We explore
and successfully implement various techniques to improve OpenMVG’s computational effi-
ciency and minimize its requirement for human assistance. They are briefly introduced as
follows.
(1) Most of the procedures in the pipeline can be done through matrix algebra and thus
allow parallel computation to play an important role to boost its efficiency. We adopt the
compelling parallel computation power of Graphics Processing Units (GPU) to complete
most of the computation in feature extraction and matching and bundle adjustment steps.
(2) Moreover, we implement the MatchMiner algorithm by Lou et al.[5] in the feature
matching step. And as a result, the computational time is reduced from quadratic to almost
linear to the number of input images during the feature matching procedure.
(3) Furthermore, some system optimizations have been completed and significant progress
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is achieved in further reducing OpenMVG’s computational time.
(4)Finally, the original OpenMVG is fully automized by introducing a default focal length
formulation and an initial pair selection algorithm.
With the improved version of OpenMVG, input cameras can be easily calibrated and we
move on to novel view synthesis, the second component of this thesis.
Given calibrated source (input) cameras (images), we use PMVS to generate a dense
point cloud of the scene captured by these source cameras. Then with these 3D points in
the point cloud and by assuming nearby pixels with similar intensities share similar depth
values, Levin’s Colorization Using Optimization algorithm is adopted to estimate depth maps
for source images. These depth maps are warped to the novel view and generate multiple
depth candidates for its pixels. An optimal depth map estimation of the novel view is then
computed by solving a multi-label MRF optimization problem using graph-cuts. We propose
a novel energy minimization formulation that exploits 3D structure and its dynamics of the
scene in the optimization problem and obtain a depth map of the novel view. Finally, a
photorealistic image of the novel view is composed by back-projecting pixels in the novel
view (using its depth map) to selected source images, locate their corresponding pixels and
then copy their color. Chapter 4 describes details of our novel view synthesis algorithm.
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Chapter 2
Related Work
Furukawa’s PMVS algorithm reconstructs dense point clouds from calibrated cameras. How-
ever, it is designed to reconstruct 3D models from images. Novel views from the point cloud is
a set of very sparse points instead of dense photorealistic images. Nonetheless, dense point
clouds reconstructed by PMVS can be used as inputs to Kazhdan’s[8] Screened Poisson
Surface Reconstruction algorithm and it outputs colored meshes of the scenes. But these
meshes’s color is computed by interpolating color of PMVS’s 3D points and as a result,
images rendered from these meshese have very low resolutions.
Kopf, et al.[9] proposed an algorithm to render frames for smooth first-person hyper-
lapse videos. Similar to ours, they first calibrate cameras using SfM. With these calibrated
cameras, they are able to find an optimal camera path along which the virtual cameras should
follow. Then the algorithm renders frames for virtual cameras from geometric proxies of input
cameras. The output is a smoothed time-lapse video. However, the hyper-lapse algorithm
is only designed to render frames along the optimal path it computes instead of rendering
images of any arbitrary views of the point cloud. Avidan and Shashua[10] proposed a novel
view synthesis algorithm that does not require any 3D reconstruction of the scene and it
renders novel views from few source images. But the algorithm requires these source images
to be closely-spaced and the novel views are restricted to a certain degree cone of visual
angle.
Rematas, et al.[11] train models with real/computer-generated images and use them to
infer novel views. However, the outputs of this algorithm are not photorealistic. We have
tried training models on our applications and it turned out that gradient percentiles of
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depths were the most informative cue and it inspired us on using gradient percentiles on our
energy formulations and use graph-cuts to solve the MRF problem. Details are in chapter
4.
Piecewise planar stereo[12, 13, 14, 15, 16] is another approach to render images of novel
views. Sinha[15] has proposed an algorithm to estimate depth maps of source images by
assigning pixels to 3D planes. Those 3D planes are generated using point clouds of the
scene and line segments detected on images. Given these piecewise planar depth maps of
source images, it is able to render a photorealistic image from a novel view. While the
results display high rendering quality on scenes dominated by planar surfaces, the algorithm
lacks the ability to model delicate structures/objects in the scene and obvious artifacts are
observed in the final results. However, the algorithm provides an excellent direction to reduce
rendering artifacts on planar surfaces of the scene. Our future plan includes integrating some
ideas of this algorithm into our system and improve the quality of our results.
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Chapter 3
Improving OpenMVG
OpenMVG is a program capable of performing both incremental SfM and global SfM. In this
thesis, we focus only on incremental SfM. SfM is an algorithm to reconstruct 3D models in
the form of point clouds from multiple 2D images of a scene. Section 3.1 briefly summarizes
the theoretical background of SfM. Section 3.2 to 3.5 describe improvements that have been
made on OpenMVG. Section 3.6 summarizes how they improve computational efficiency and
minimize requirement for human assistance of OpenMVG.
3.1 SfM Background
SfM aims to reconstruct a 3D point cloud model of a scene captured in multiple 2D images
from different views and calibrate these cameras. Calibrating cameras includes estimat-
ing both their intrinsic and extrinsic parameters. And 3D points in the point cloud are
triangulated with detected 2D features on images.
In general, incremental SfM includes 3 main steps (fig. 3.1). First, features are extracted
from 2D images and matched with each other. Then it reconstructs an initial point cloud
and incrementally register cameras and triangulate new 3D points simultaneously. Lastly,
SfM performs bundle adjustments to refine 3D point locations and camera parameters to
minimize repojection errors of 3D points of the point cloud on their corresponding image
planes.
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Figure 3.1: General pipeline of SfM. Note that every time when new cameras are registered and new 3D
points are created, the program performs one round of bundle adjustment to refine the model. These steps
are repeated until no more new camera can be registered and no more 3D point can be created.
3.1.1 Feature Extraction and Matching
There are many kinds of image features can be used in SfM. One of the most popular is
the Scale-invariant Feature Transformation (SIFT)[17] published by David Lowe. SIFT is
invariant to image locations, scales and rotations of Keypoint descriptors. SIFT is also
robust to changes in illumination and viewpoints. Therefore, SIFT is a perfect option for
SfM because SfM needs to match features across different images that capture the scene
from different viewing angles and locations.
After extracting SIFT from all images, they are matched against each other. For every
pair of source images, every SIFT in one image is matched to all SIFT in all the other images.
The match is measured by Euclidean-distance. The nearest and second nearest neighbors
are founded and if their ratios are above 0.8, these matches are discarded. Otherwise, they
are considered as matched candidates.
However, this putative matching step outputs a large amount of mathed candidates and
many of them are false matches. A geometric verification step is done to further filter out
false matches. It first estimates the fundamental matrix between a pair of images by using
either a 7-point algorithm or an 8-point direct linear transformation (DLT)[18, 19] in a
RANSAC approach. The corresponding epipolar line in one image of the pair is computed
for each SIFT on the other image. And if the distance between the putative matched point
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and the epipolar line is greater than a threshold (e.g. 2 pixels), this putative matched
candidate is considered as a false match and is discarded. Remaining matches passed the
geometric verification will be used in the 3D point triangulation and camera calibration step.
3.1.2 Triangulate 3D Points and Calibrate Cameras
An initial point cloud is obtained by triangulating matched features in an initial pair of
images. However, relative camera poses and rotations are needed before one can triangulate
3D points. For the initial pair of cameras, the camera center of one of them is considered as
the origin of the 3D world coordinate system and the relative translation (up to a scaling)
and rotation of the other camera can be estimated by decomposing the essential matrix
between these two cameras.
The essential matrix E = R[t]X has 6 degrees of freedom (3 from rotation and 3 from
translation). However, since the translation is only defined up to a scaling, the essential
matrix can also be considered as having 5 degrees of freedom. It can be computed by first
estimating the fundamental matrix between a pair of cameras as mentioned in section 3.1.1.
Then
E = K'TFK (3.1)
where F is the fundamental matrix, K' and K are the intrinsic matrixes of the two cameras.
The camera intrinsics can be initialized first and will be optimized in the bundle adjustment
step later.
The relative rotation and translation of the second camera can then be obtained by
performing a SVD of the essential matrix[19] or by the algorithm published by Longuet-
Higgin[20]. Note that the relative translation estimated here is only up to a scaling and it
is normalized to be a unit vector.
With known relative translations and rotations between two cameras, 3D points can be
triangulated by various approaches such as mid-point method, DLT or via the essential
matrix. In particular, the mid-point method determines the 3D point as the middle point
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of the shortest line segment that joins the two projection lines passing their corresponding
camera centers and feature locations on image planes.
After the initial point cloud is obtained, the remaining cameras can be registered in-
crementally and at the same time new 3D points are triangulated as new cameras being
registered. The same approach as in the initial pair case can be used to register new cam-
eras. However, since an initial point cloud is available now, there is a more efficient approach
to register and calibrate new cameras. With known 3D points and their corresponding 2D
feature coordinates on the image planes, the registration/calibration of a new camera be-
comes an optimization problem that minimize the reprojection error.
min
n∑
i=1
(xi − P (Xi)) (3.2)
where n is the number of 3D-2D point correspondences, xi is the 2D feature coordinate and
P (Xi) is the projection of its known 3D location, Xi, on the image pane. Various methods
can be used to solve this problem such as 6-point DLT as described in[19], 4-point with
intrinsic PnP[21] and 3-point with intrinsic P3P[22].
This process is repeated for every camera until no more camera can be registered and
no more 3D point can be triangulated. However, after each resection (registrations of new
cameras and triangulations of new 3D points), it is better to refine the 3D model and camera
parameters in order to obtain a more accurate estimation and this is done by performing a
bundle adjustment.
3.1.3 Bundle Adjustment
The bundle adjustment[23, 24] is to jointly refine the 3D point locations and camera param-
eters so that the repojection errors of 3D points are minimized. The optimization problem
is typically formulated as a non-linear least squares problem and the error is the squared
norm of the difference between the measured feature location and the projection of its cor-
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responding 3D point on the image plane. Mathematically,
x = argminx
k∑
i=1
‖fi(xi)‖2 (3.3)
where x are the parameters (3D point coordinates and camera parameters) to be optimized,
k is the number of 3D-2D correspondences and fi(xi) is the reprojection error of the i
th
3D-2D correspondence.
In bundle adjustments, the Levenberg-Marquardt (LM)[25] algorithm is used to solve the
optimization problem. LM solves non-linear least squares problems by solving a series of
damped/regularized linear approximations to the original problem. It solves
δ∗ = argminδ‖J(x)δ + f(x)‖2 + λ‖D(x)δ‖2 (3.4)
where J(x) is the Jacobian of f(x), λ is the damping factor and D(x) is a non-negative
diagonal matrix and its diagonal equals to the square roots of the diagonal of J(x)TJ(x). If
‖f(x+ δ∗)‖ < ‖f(x)‖, then update x = x+ δ∗.
Equation (4) can be solved by solving the normal equations
(J(x)TJ(x) + λD(x)TD(x))δ = −J(x)Tf(x) (3.5)
Note the structural sparsity of the bundle adjustment. A 3D point and a camera is
related only if the 3D point is visible to that camera and its corresponding 2D feature is
detected. This sparsity provides the opportunity to compute the normal equations efficiently
as described in [24].
3.2 GPU Computation
Thanks to the impressive evolvement of hardware and the easier-than-ever accessibility of
GPU programming in recent years, GPU have become one of the most powerful parallel
computing tools. GPU can be beneficial for SfM as well since many of its computations can
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be parallelized. In this section, we present the use of GPU in OpenMVG and describe how
its efficiency has been improved by integrating two software, SiftGPU[26, 17, 27, 28, 29] and
PBA[24], which parallelize feature computation and bundle adjustments respectively.
3.2.1 SiftGPU
The first step in SfM is to extract features from 2D images and match every feature in
everyone of them with those in all the other images. SIFT includes many computation
that can be parallelized such as Gaussian convolutions, Difference-of-Gaussion (DoG) and
histograms.
SiftGPU is an open source program available online written by Chengcheng Wu and it
highly parallelizes the computation of SIFT extraction and matching. SiftGPU processes
pixels in images parallely to build Gaussian pyramid and detect DoG Keypoints and then
build compact Keypoint lists using a mixture of both GPU and CPU. In assigning ori-
entations to each Keypoint, SiftGPU parallelizes the creation of histograms and descriptor
computation. In the putative feature matching step, the computation is essentially dot prod-
ucts of descriptor vectors. Which can also be highly parallelized in GPU by either assigning
each thread or each thread block to compute a dot product of a vector pair and execute
multiple threads/thread blocks to compute multiple dot products simultaneously.
3.2.2 Multi-core Bundle Adjustment
Solving bundle adjustment problems involves lots of matrix-matrix multiplications and
matrix-vector multiplications both of which can be parallelized in GPU by similar tech-
niques mentioned in section 3.2.1. For matrix-matrix multiplication, other techniques such
as tiled matrix-matrix parallel multiplication even show much higher efficiency than naive
matrix-matrix parallel multiplications. However, being able to execute multiple cores in
computation does not necessarily mean better efficiency. One major concern in parallel
programing is the mismatch between processor speed and data fetch (from memory) rates.
This problem is more obvious in GPU programing because GPU have relatively smaller
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memories. For example, conflicts happen when different processors try to access the same
memory location simultaneously. To solve these conflicts, an efficient program has to opti-
mize the memory access to reduce contention. The PBA[24] software written by Chengcheng
Wu provides an excellent solution. PBA does not only maximize processor occupancy but
also optimizes the memory access pattern and therefore parallelizes the bundle adjustment
computation efficiently. We integrate this software into OpenMVG to boost its efficiency.
OpenMVG with PBA integrated takes less than 1 second to perform one round of bun-
dle adjustment in our experiments. Note that bundle adjustments are performed multiple
times when reconstructing a point cloud. Every time when new cameras are registered, SfM
performs bundle adjustment once to refine the model.
3.3 Implement MatchMiner
When matching features of different image pairs, features in one image is matched to features
in all the other images, which is very inefficient and unnecessary. Because normally an image
only shares overlap of the scene with a few other images in the dataset. For example, in our
experiments, a dataset contains around 1,000 images of a construction site but normally 1
image only shares overlap with another 20 30 images. There are 1000(1000+1)
2
= 500, 500 image
pairs if every image is matched with each other. However, only 30,000
2
= 15, 000 image pair
matches are necessary. This difference will be more obvious for larger datasets. Therefore,
it is beneficial to first cluster every image with relevant images with which it shares common
overlap of the scene.
One easy way to cluster images by its content is to use the standard bag-of-visual-words
approach to model visual similarities. However, it does not always predict and find all rel-
evant images and this will be a big problem in the SfM application. Because incremental
SfM is built on triangulating 3D points with feature matches between images and camera
registrations also depend on feature matches. The completeness of feature matching is very
crucial for SfM. Therefore, another approach that can better identify the underlying con-
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nected components of the image graph is required. The MatchMiner[5] algorithm published
by Lou provides such an approach. It first uses the standard bag-of-visual-words approach
to explore initial visual relations between images and then uses feedbacks from geometric
verifications to adjust the visual vectors and improve decision making over time.
By implementing the MatchMiner algorithm into OpenMVG, we further improve its effi-
ciency. With a dataset of 1,000 images (with dimensions 1,125× 2,000), the feature matching
and geometric verification steps took 7 to 8 hours before MatchMiner is implemented and it
takes less than 3 hours with MatchMiner integrated.
3.4 System Optimization
When incrementally reconstructing 3D points and registering cameras to the point cloud,
it is necessary to keep track of every reconstructed 3D points and all their corresponding
images to which they are visible so that the SfM program can pick the one that covers the
largest number of reconstructed 3D points and register it to the point cloud. The original
OpenMVG records and updates this information in a hash table. The keys of the hash table
are the reconstructed 3D points, and the elements of every key are the images covering that
particular 3D point. Whenever the program needs to register new cameras, it has to visit
every element of every key in the hash table and count the number of appearance of every
image, then choose the one with the highest accumulated number. This hash table data
structure in this particular application is very inefficient due to various reasons. One of
them being the relatively inefficient memory access.
Another better data structure in this application is to record the point-image information
in a matrix (array of arrays in C++). The matrix has a dimension of (m+1)×n where n is the
total number of feature tracks among all images and m is the number of cameras. Elements
of the matrix are booleans. The first row records which tracks have been reconstructed
and the other rows record the appearances of feature tracks on images. Therefore, when the
program needs to register new cameras, it only needs to sum up elements in each column with
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its first element equals to ”1”. Also, whenever new feature tracks have been triangulated,
the program only needs to flip corresponding elements in the matrix from ”0” to ”1”. This
alternative data structure greatly improves the efficiency of OpenMVG by adopting a much
better memory management in the hardware level.
3.5 System Automation
The incremental SfM in OpenMVG is not fully automized. It requires users to provide
focal lengths of cameras whenever it fails to extract them from its database. This situation
happens frequently due to the large amount of camera models used to collect data images in
real world applications. A simple method to automize this step is to initialize focal lengths
to be c×w where c is a constant and w are widths of images in pixels. We used c = 0.69 in
all our experiments and these initial focal lengths will be refined in the bundle adjustment
to approximate their true values.
Additionally, OpenMVG asks users to choose an initial pair of cameras used to initialize
the point cloud. Ideally, these two cameras should have a wide baseline and share a large
number of feature tracks. A wide baseline ensures numerical stability and a large number of
common feature tracks provides the opportunity to reconstruct adequate 3D points in the
initial point cloud. Without enough 3D points, subsequent camera registrations may fail
due to inadequate 3D point information that is needed in the 6-point DLT, PnP or P3P
algorithm.
To automize the initial pair selection, we first build a graph with images as nodes. Edges
between nodes are weighted by the inverses of the numbers of feature matches (tracks)
between the corresponding image pairs. For image pairs that do not share any feature
tracks, we use 1 as the edge weights. Then for every pair of cameras, say A and B, share at
least 100 common features we compute its inverse of score as
1
score
=
∑
i∈S,i6=A,i 6=B
min(fi(A), fi(B)) (3.6)
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where fi(A) is the shortest distance from the i
th camera to camera A. The camera pair
with the highest score ensures a long baseline and with high probability, they are within
the largest connected components in the camera graph. In this way, the system is able to
automatically choose an initial pair that are both numerically stable and connect to most of
the other images. This scoring formulaion works in all our experiments.
By integrating default focal lengths and initial pair scoring formulations, the SfM program
is fully automized and requires no user assistance.
3.6 Modified OpenMVG
The incremental SfM program in OpenMVG has gained significant improvement in computa-
tional efficiency after modification. For example, in our experiments, the original OpenMVG
took 2 to 3 days to finish reconstructing 1 model for a dataset of around 1,700 images, each
of which has a dimension of 1, 125×2, 000. After modifications, it took less than 7 hours with
the same dataset in the same machine. Specifically, it took around 6 hours in the feature
extraction and matching step and less than 1 hour in triangulation, calibration and bundle
adjustments. Additionally, as mentioned above, the modified OpenMVG is fully automized
and no longer requires user assistance.
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Chapter 4
Novel View Synthesis
OpenMVG performs SfM with input images (source images). It outputs a sparse point cloud
as a 3D model of the scene and calibrates cameras, which means register source images to
the point cloud. Once we have these cameras calibrated, we can use PMVS (see fig 4.1) to
reconstruct a dense point cloud of the scene and use it to estimate depth maps of source
images. A brief summary of PMVS is introduced in section 4.1. Section 4.2 illustrates how
the depth maps are estimated. Section 4.3 and 4.4 explain details of how we compute a
depth map for the novel view by solving a MRF optimization problem and render color to
obtain a photorealistic image respectively.
4.1 Patched-based Multi-view Stereo (PMVS)
PMVS takes as inputs the calibrated cameras from SfM and outputs a dense point cloud
of the scene. PMVS contains 3 main steps including matching, expansion and filtering.
In the matching step, it detects corner and blob features in each images and match them
Figure 4.1: Left are some of the source images used in SfM to reconstruct a sparse point cloud (middle).
Then a dense point cloud (right) is reconstructed using PMVS.
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across multiple images. It then tries to reconstruct a patch for each match by optimizing
photometric consistency. In the expansion step, it tries to reconstruct additional patches
by expanding neighbors of existing ones. The last step is to filter out outliner patches by
enforcing visibility consistency. The output of PMVS is a very dense point cloud compare to
that of SfM. However, one drawback of PMVS is its dependency on surface texture because
surface texture is the most important cue used in enforcing photo consistency. Therefore,
it fails to reconstruct accurate points for non-lambertian or textureless surfaces. But other
than that, it provides relatively reliable 3D points on surfaces covered by source images and
those 3D points are used in estimating source image depth maps in our algorithm.
4.2 Depth Maps For Source Images
With calibrated cameras from SfM, we back-project known 3D points output by PMVS
to its corresponding cameras to which they are visible and thus obtain depth values for
these pixels on the image planes. Note that one feature of PMVS is that it reconstructs 3D
patches that cover each source image uniformly. Therefore, after back-projection, we obtain
depth values for pixels that are distributed uniformly over the whole image plane. Also, it is
observed that nearby pixels with similar pixel intensities usually have similar depth values.
Under this assumption, we can set up a system of linear equations(Eq. 7)[7] and solve for
an optimal depth value for each pixel on the image.
Ax = b (4.1)
Here x and b are are two m×n column vectors and the coefficient matrix A is a mn×mn
square matrix. The ith element in vector x corresponds to the depth value of the ith pixel on
the image. For example, the 1130 element in x corresponds to a pixel at (5,2) on an image
with a dimension of 1, 125× 2, 000. Similarly, for A and b, the ith row/element corresponds
to the ith pixel of the image.
Elements in b that correspond to pixels with known depth values (from back-projection)
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(a) Depth map 1 (b) Depth map 2 (c) Depth map 3
(d) Source image 1 (e) Source image 2 (f) Source image 3
Figure 4.2: Top: depth maps. Bottom: corresponding source images
are set to 1 and the rest are set to 0.
Elements on the diagonal of matrix A are set to 1. Additional, if the jth row in A
corresponds to a pixel with unknown depth, then except for the jth element itself, for every
element, say element i, in that row that corresponds to a pixel within a k×k window centered
at the jth pixel on the image plane, compute
e
−(Ii−Ij)2
σ (4.2)
where Ii is the intensity of the i
th pixel. σ is the the standard deviation of these pixels’
(pixels within the window) intensities. Resulting values are concatenated into a vector and
normalized. Corresponding elements in the jth row are then set to be these normalized
values.
After setting values forA and b, x can be easily computed by various optimization methods
and its values are used to fill in the depth values of the corresponding source image. Figure
4.2 shows some example results.
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(a) Warped depth map 1 (b) Warped depth map 2 (c) Warped depth map 3
Figure 4.3: Results of warping multiple depth maps onto one single novel view
4.3 Depth Maps For Novel Views
The first step in computing a depth map for a novel view is to find relevant source images
and warp their depth maps to the novel view. Any source image that covers more than n
3D points that are visible to the target view are considered as relevant. The optimal value
of n varies case by case. It depend on the dimensions of source images and the location of
the novel view. In our experiments, we used values range from 10,000 to 40,000.
After we find relevant source images, we warp their depth maps to the novel view by
first creating a mesh from every source image depth map and then compute depths to the
novel view from the mesh. Warping multiply depth maps onto a single novel view results
in overlaps of warped depths. In other words, a pixel in the novel view may have multiple
warped depth values. Examples are shown in figure 4.3.
Given a set of warped depth maps, we estimate a depth map for the novel view by solving
a pixel labeling problem using an energy minimization framework. The energy function E
represents the log likelihood of the posterior probability distribution of a Markov Random
Field and is of the following form.
E(l) =
∑
p
Dp(lp) +
∑
p,q
Vp,q(lp, lq) (4.3)
Here l represents a labeling of the novel view that assigns a label lp ∈ L to each pixel
p where L is the set of warped images. Dp in the energy function is a data term measures
the cost of assigning label lp to pixel p based on measured data. The smoothness term,
Vp,q(Ip, Iq), encourages smooth labeling by adding a cost to the total energy whenever two
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adjacent pixels p and q are assigned with different labels lp and lq.
The MRF is defined on the underlying pixel grid and the standard 4-connected neighbor-
hood system is chosen. The energy minimization problem is solved by graph-cuts using the
max flow algorithm. Subsections below explain details of formulations of Dp and Vp,q.
4.3.1 Data Terms Dp
It is observed that when warping depth maps from one camera to another one, pixels with
high depth gradients in the original depth map usually introduce interpolation errors in the
warped depth map. Therefore, we assign high cost to those pixels with high depth gradients
and encourage pixels with low gradients.
Given a set of relevant source image depth maps, we first compute their gradients. Then
for every pixel we calculate its gradient percentile in its own depth map. For instance, a
pixel with 10% gradient percentile represents 90% of the rest of pixels have smaller gradient
values. It is a measure of how rapidly depth values in that local region change relative to
that in other regions in the same depth map.
For every pixel in each warped depth map, we back-project its 3D point to its source
image depth map and get its gradient percentile. And we set Dp of assigning pixel p (in the
novel view) a label i to be (1 − gi(p)), where gi(p) is the gradient percentile of pixel p in
the ith source image depth map. Figure 4.4 shows the gradient percentiles of warped depth
maps in figure 4.3.
Additionally, we encourage depths with smaller values since pixels with larger depths will
be occluded in the novel view by closer ones. Therefore, for every pixel where the standard
deviation of its warped depths is large, we add additional constant cost to all of them except
the one with minimum depth. Mathematically,
Dp = (1− gi(p)) + C, ∀ i ∈ Si and di > min(Sd) and σ > B (4.4)
where C and B are constants. Let S be the set of images that with their warped depths
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(a) Gradient Percentile 1 (b) Gradient Percentile 2 (c) Gradient Percentile 3
Figure 4.4: Gradient percentiles of warped depth maps in figure 4.3.
cover pixel p. Then Si is the set of their indexes and Sd is the set of their warped depth
values in pixel p of the novel view and of course di ∈ Sd. σ is the standard deviation of Sd.
We used C = 0.8 in our experiments. The value of B depends on the dataset and the point
cloud. We used B = 1 in our experiemtns.
4.3.2 Smoothness Terms Vp,q
Vp,q are used to penalize label transactions between adjacent pixels by assigning cost to
labelings that assigns two adjacent pixels with two different labels. Labeling transactions
between two scene locations with different depths to the novel view are normal and usually
necessary because it is very likely that they are visible in two source images. In this case,
Vp,q should not penalize too much on it. However, for adjacent pixels do not show very
rapid depth changes, their labels are very unlikely to be different and should be penalized if
different labels are assigned to them.
To implement these features, Vp,q are determined by the gradient percentiles. For every
warped depth map of the novel view, Vp,q between pixel p and pixel q is
Vp,q(lp, lq) = e
−g(p)
µ (4.5)
where g(p) is again the gradient percentile and µ is their mean.
Once Dpand Vp,q have been determined, the labeling MRF problem can be solved by
graph-cuts. Figure 4.5 shows two labeling examples.
Given the labeling and warped depths, the depth map of the novel view can be easily
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(a) Labeling 1 (b) Labeling 2
(c) Source Image 1 (d) Source Image 2
Figure 4.5: On top are two labeling results of two source image cameras shown on the bottom row. We
test our algorithm on these two source cameras. As expected, most labeling transactions happen long edges
where discrepancies in depth are obvious.
computed by choosing a depth value for each pixel from corresponding warped depth maps
indicated by the labeling. Given the depth map, we can then render color of the novel view.
4.4 Color Rendering
To render a photorealistic image for a novel view, color of each pixel on the novel view is
obtained by copying color from the selected relevant source image. Given the labeling and
depth map of the novel view, for each pixel p, we back-project it, by using its depth value,
to its relevant source image indicated by its label. Then copy the color of that pixel in the
source image to p.
We first test our rendering algorithm on some source cameras and compare them to the
ground truth source images. Note that when reconstructing a source image, we take out
that particular source image and use other images in the dataset in the rendering algorithm.
Results and quantitive analysis are shown in figure 4.7, 4.8 and 4.9. These rendering results
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(a) Source Images
(b) Novel View 1 (c) Novel View 1 with edges
Figure 4.6: Rendering results of novel views. (a) are source images used to render the novel view. (b) is the
final result. (c) is the same rendering result but overlaid with white edges of label transactions.
are highly photorealistic and very similar to the ground truths except some minor color
inconsistency, which can be easily dealt with by various color blending techniques.
Furthermore, images from novel views that are very different than views of source cameras
are rendered. 4.6 shows one example with source images. And more results are shown in
figure 4.10 and figure 4.11. In general, it shows high rendering quality on planar surfaces of
the scene. However, errors are seen in parts where depths to the novel view change rapidly.
Those include areas where thin structures present and surfaces that are non-planar. Also,
on surfaces that no or few 3D points have been reconstructed successfully, rendering errors
are obvious because of inaccurate estimation of depths in our algorithm.
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(a) Rendering 1 (b) Ground Truth 1
(c) Depth from graph-cuts (d) Depth from optimization
(e) Color difference (f) Depth difference
(g) Quantitive Results
Figure 4.7: (a) is the rendered image. (b) is the ground truth image. (c) is the depth map composed from
graph-cuts. (d) is the depth map from PMVS and optimization. (e) is the color difference between (a) and
(b). (f) is the depth difference between (c) and (d). (g) is some quantitive results. The first row shows the
mean of (e) (R G and B channels) and mean depth of (f). The second row shows the mean of (b) and (d)
and the last row is obtain by dividing the first row with the second row.
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(a) Rendering 1 (b) Ground Truth 1
(c) Depth from graph-cuts (d) Depth from optimization
(e) Color difference (f) Depth difference
(g) Quantitive Results
Figure 4.8: (a) is the rendered image. (b) is the ground truth image. (c) is the depth map composed from
graph-cuts. (d) is the depth map from PMVS and optimization. (e) is the color difference between (a) and
(b). (f) is the depth difference between (c) and (d). (g) is some quantitive results. The first row shows the
mean of (e) (R G and B channels) and mean depth of (f). The second row shows the mean of (b) and (d)
and the last row is obtain by dividing the first row with the second row.
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(a) Rendering 1 (b) Ground Truth 1
(c) Depth from graph-cuts (d) Depth from optimization
(e) Color difference (f) Depth difference
(g) Quantitive Results
Figure 4.9: (a) is the rendered image. (b) is the ground truth image. (c) is the depth map composed from
graph-cuts. (d) is the depth map from PMVS and optimization. (e) is the color difference between (a) and
(b). (f) is the depth difference between (c) and (d). (g) is some quantitive results. The first row shows the
mean of (e) (R G and B channels) and mean depth of (f). The second row shows the mean of (b) and (d)
and the last row is obtain by dividing the first row with the second row.
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(a) Novel View 1 (b) Novel View 1
(c) Novel View 2 (d) Novel View 2
(e) Novel View 3 (f) Novel View 3
Figure 4.10: Rendering results of novel views. Images on the left column are the final results. Images on
the right column are the same rendering results but overlaid with white edges of label transactions.
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(a) Novel View 4 (b) Novel View 4
(c) Novel View 5 (d) Novel View 5
Figure 4.11: Rendering results of novel views. Images on the left column are the final results. Images on
the right column are the same rendering results but overlaid with white edges of label transactions.
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Chapter 5
Conclusion
In this thesis, we first describe work to improve OpenMVG and how it boosts OpenMVG’s
computational efficiency and automizes the pipeline. After modifications, the overall com-
putational efficiency is reduced from quadratic to almost linear to the size of input datasets.
Particularly, the computational time has been improved by a factor of 7 with a dataset of
1,700 images. Also, the program requires no user assistance after modifications.
Furthermore, we present a novel algorithm to render photorealistic images from novel
views. It renders very high quality images with few error on novel views similar to source
camera views. And for novel views that are very different from any source camera view, our
algorithm also renders satisfying photorealistic images with some errors seen in areas where
depth changes rapidly and surfaces lack of accurate 3D information.
Further improvement can be made to reduce those rendering errors. One approach is to
improve depth map accuracy via optimization of photometric consistency. Also, piecewise
planar surfaces approaches would help to fix bumpy effect seen on planar surfaces. Color
transformations and blending techniques will be applied to improve appearance quality of
final rendered images.
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