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Abstract—This paper investigates the application of un-
derwater acoustic sensor networks (UASNs) for large scale
monitoring of the ocean environment. The low propagation
speed of acoustic waves presents a fundamental challenge for
Medium Access Control (MAC) - coordinating the access of
multiple nodes to the shared acoustic communication medium.
In this paper, we propose Sequential Dual-Hop TDA-MAC
(SDH-TDA-MAC) - a centralized MAC and routing protocol
that facilitates efficient dual-hop scheduling in UASNs without
the need for clock synchronization among the sensor nodes.
BELLHOP-based simulations of a 100 node network reveal
that SDH-TDA-MAC can achieve full network connectivity
with 16 dB lower transmit power, compared with the single-
hop TDA-MAC protocol. This provides considerable energy
savings, while still providing network goodput in excess of
50% of the channel capacity. We also present a method of
incorporating routing redundancy into the SDH-TDA-MAC
protocol that achieves a good trade-off between the network
throughput and reliability. For example, in a channel with
10% probability of link outage, incorporating double routing
redundancy into SDH-TDA-MAC increases the packet delivery
ratio from 81% to 95%, a significant improvement in network
reliability, while still achieving the network goodput of 22%
of the channel capacity, considerably higher than typical MAC
protocols designed for UASNs. In summary, the high network
goodput, low transmit power compared with the single-hop
approach, no requirement for clock synchronization, and robust
packet delivery via route diversity make SDH-TDA-MAC an
efficient, reliable and practical approach to data gathering in
UASNs.
Keywords—Medium Access Control, Routing, Underwater
Acoustic Network, Wireless Sensor Network
I. INTRODUCTION
The use of wireless sensor networks (WSNs) for remote
monitoring of the ocean environment is becoming an in-
creasingly popular research subject, owing to recent devel-
opments in underwater acoustic modem technologies [1]–[4].
It is investigated as a solution to a range of environmental
monitoring tasks, such as water quality measurements [5],
fish tracking [6], seismic monitoring [7], etc. The WSN
approach to ocean monitoring provides significant advantages
over the traditional deployment of data logging sensor nodes
from dedicated ships, because WSNs allow flexible long term
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deployments and eliminate the need to retrieve the sensor
nodes from the sea bed in order to collect the data.
In contrast with terrestrial wireless communication sys-
tems, underwater radio propagation is severely limited in
range due to high absorption of electromagnetic (EM) waves
in seawater, and light scattering from underwater particles
at optical frequencies [8]. Acoustic waves are the pre-
ferred practical medium of communication in the underwater
environment; they exhibit significantly better propagation
characteristics compared with EM waves. However, acoustic
communications are fundamentally limited by the low sound
propagation speed, approximately 1500 m/s in water, and by
small bandwidth with carrier frequencies typically limited
to tens of kHz, or lower for long range transmissions [8]
[9]. The long propagation delays of acoustic waves present a
significant challenge in Medium Access Control (MAC), i.e.
coordinating transmissions of multiple acoustic communica-
tion nodes.
Many existing MAC protocols designed for underwater
acoustic sensor networks (UASNs) are contention-based,
where nodes access a shared channel dynamically, on de-
mand, based on a particular set of rules [10]. These channel
access rules are typically based on one or a combination of
the following three principles:
• Random access - the nodes are allowed to transmit at
random times, whenever they have a packet, i.e. based
on the ALOHA principle [11]
• Channel reservation - before transmitting a data packet,
a node must reserve channel access via dedicated
control signals, typically involving a Request-to-Send
(RTS), Clear-to-Send (CTS) exchange between the
sender and the receiver [12] [13]
• Carrier sensing - a node must “listen” for the presence
of other transmissions on the shared channel and only
transmit a packet if the channel is idle [14].
Simple contention-based protocols such as ALOHA,
ALOHA-CS or ALOHA-CA [11] can perform well in some
UASN scenarios, in particular with low traffic load require-
ments, but generally the long propagation delays of acoustic
signals render them inefficient in high throughput UASN
applications due to the increased number of collisions, limited
carrier sensing accuracy and higher latency in managing
retransmissions. Channel reservation based protocols waste
a large part of channel capacity while the nodes are waiting
for control signals, e.g. RTS/CTS, acknowledgements (ACK)
etc., to propagate through the slow acoustic medium to
establish a communication link. These waiting times result
in significant loss of throughput and poor channel utilization
[9] [15] [16]. In recent work by Zhao et al. [17] the
performance of multi-hop underwater acoustic networks was
boosted by combining the channel reservation handshake
with channel estimation to enable spatial multiplexing via
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the Time Reversal based MAC protocol (TRMAC). This is
a promising cross-layer PHY-MAC approach; however, the
channel utilization and packet delay improvements achieved
by TRMAC are still limited by the idle times during the
“probe request - probe” exchanges, and are reliant on the
multipath channel diversity (i.e. low cross-correlation be-
tween the links used for simultaneous transmissions). Carrier
sensing techniques are also significantly less efficient in
UASNs than in terrestrial radio networks, because the carrier
sensing accuracy is limited by the long propagation delays
[9]. Such a dramatic change in the operating conditions,
compared with terrestrial radio, necessitates the design of
MAC protocols dedicated specifically to UASNs, particularly
for applications with high throughput requirements.
A different class of MAC protocols, more suitable for high
throughput scenarios, is based on the principle of Time Divi-
sion Multiple Access (TDMA), where the nodes are sched-
uled to transmit their data packets in particular time slots
such that the packets arrive at the intended receivers without
collisions, e.g. [18]–[20]. Schedule-based MAC schemes do
not involve contention for communication resources, thus
removing the need for control signalling in order to establish
collision-free links. Therefore, in theory, they are capable of
achieving high throughput by scheduling the transmissions in
a way that results in a stream of data packets separated by
guard intervals at the intended receivers. For example, Lmai
et al. [20] derive transmission schedules for ad hoc UASNs
with linear topologies both for unicast and broadcast traffic,
that maximize the network throughput. In [21] the same
authors derive throughput-maximizing schedules for multi-
hop grid networks, which exploit long propagation delays
by allowing multiple simultaneous transmissions. Diamant
and Lampe [19] propose a similar idea of exploiting long
propagation delays to enable spatial time slot reuse in ad hoc
networks, e.g. if two nodes transmit packets in the same time
slot, it is possible for them to arrive at the receiver separately
if the propagation delays are sufficiently different. A well-
known schedule-based MAC protocol designed for UASNs is
the Staggered TDMA Underwater MAC Protocol (STUMP)
[22]. It offsets the TDMA frame timing at every node based
on knowledge of their propagation delays and, thus, achieves
high channel utilization. Zhuo et al. [23] propose the Delay
and Queue Aware MAC protocol (DQA-MAC) which, simi-
larly to the protocols described above, schedules concurrent
transmissions based on the knowledge of the propagation
delays, but also uses the packet queue information at every
node to enable efficient, adaptive scheduling under variable
traffic load conditions. The drawback of such coordinated
scheduling protocols is their need for clock synchronization
across different nodes, which can be a challenging task in
UASNs due to long propagation delays, noisy time-varying
multipath channels, and the signaling overhead that is not
negligible compared with terrestrial radio systems [9] [24].
The use of chip-scale atomic clocks is an alternative way
of providing an accurate synchronized time reference to the
network nodes for long periods of time, but they are not
feasible in many scenarios, in particular due to their relatively
high cost, higher power consumption and ageing [25] [26].
Many of the proposed collision-free scheduling MAC proto-
cols do not require a precise global time reference; however,
their throughput performance tends to visibly deteriorate with
loose clock synchronization.
In [27] we proposed the Transmit Delay Allocation MAC
(TDA-MAC) protocol, primarily designed for large scale
UASNs comprising low cost, low specification sensor nodes
that are currently being investigated in the EPSRC ”Smart
dust for large scale underwater wireless sensing (USMART)”
project [28]. TDA-MAC is a schedule-based MAC protocol
that is able to achieve network throughputs close to the chan-
nel capacity, but without the need for clock synchronization
at the sensor nodes. However, it is limited to single-hop
network topologies, where the underwater sensor nodes have
a direct connection to a central surface gateway node. In
[29] we proposed a TDA-MAC variant designed specifically
for UASNs with fixed multi-hop line topologies; however,
this type of network is mostly limited to the subsea pipeline
monitoring use cases.
The purpose of this paper is to propose the Sequential
Dual-Hop TDA-MAC (SDH-TDA-MAC) protocol, focusing
on providing high network throughput without clock synchro-
nization in quasi-stationary UASNs, similarly to the original
TDA-MAC protocol [27], but applicable to arbitrary dual-hop
network topologies. This dramatically reduces node outage
due to acoustic shadows and the surface node’s limited
coverage as depicted in Fig. 1, and/or improves the energy
efficiency of TDA-MAC by using shorter links at lower
transmit power, thus, controllably reducing the communica-
tion range of the nodes. Extending TDA-MAC to dual-hop
network topologies also introduces the problem of routing,
i.e. choosing which sensor nodes act as relays for other sensor
nodes. Routing in UASNs is a well-established research
field with many solutions available for optimizing different
performance objectives, such as latency, reliability and en-
ergy efficiency [30]–[32]. However, in this paper we take a
cross-layer approach by designing a routing strategy that is
specifically tailored to maximizing the network throughput
of the SDH-TDA-MAC protocol, i.e. a combined design of
the MAC and the network layer. We believe that such cross-
layer protocol design is key for achieving efficient network
operation under the severe constraints imposed by the long
propagation delays in UASNs.
The novel contributions of this paper are summarized
below:
• Sequential Dual-Hop TDA-MAC (SDH-TDA-MAC) - a
high throughput dual-hop scheduling protocol for large
UASNs of unsynchronized sensor nodes.
• Fewest relays routing strategy - the problem formu-
lation and a heuristic approximation algorithm for a
throughput maximizing routing strategy designed for
SDH-TDA-MAC.
• SDH-TDA-MAC with route diversity - a method of
using dual-hop routing redundancy to greatly improve
the reliability of packet delivery, similar to flooding
protocols [33], but designed specifically for SDH-TDA-
MAC.
The rest of the paper is organized as follows: Section II
introduces the single-hop TDA-MAC protocol for centralized
packet scheduling in UASNs; Section III describes the SDH-
TDA-MAC protocol proposed in this paper, including the
routing strategies designed specifically for SDH-TDA-MAC;
Section IV evaluates the performance of the proposed MAC
and routing protocol using a detailed simulation model;
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Fig. 1. Underwater wireless sensor network deployment with sensor nodes
on the sea bed and a surface buoy used as the gateway node. The nodes that
do not have a direct connection with the buoy, transmit their data via other
sensor nodes.
finally, Section V concludes the paper.
For the reader’s reference, Table I contains the list of
mathematical notation used in this paper.
II. CENTRALIZED SCHEDULING IN UASNS USING
TDA-MAC
Fig. 1 shows a typical underwater WSN deployment sce-
nario that is considered in this study. A buoy on the sea
surface is used as the gateway node to gather the readings
from sensor nodes deployed on the sea bed via acoustic
communications, and to relay these sensor readings to an
on-shore base station via a wireless radio link.
In [27] we proposed the TDA-MAC protocol for cen-
tralized scheduling of data transmissions from sensor nodes
connected to a single gateway node. Its main advantage
over other MAC protocols found in the literature is that
it can achieve network throughputs close to the channel
capacity without clock synchronization or any other advanced
functionality at the sensor nodes. Therefore, it shows great
potential as a practical solution for efficient data gathering
in UASNs. For example, a practical application of TDA-
MAC was successfully demonstrated in sea trials with a small
underwater sensor network in July 2018 in Fort William, UK
[34].
Fig. 2 shows a simple example of the packet flow in
TDA-MAC. The gateway (master) node transmits a broad-
cast data request (REQ) packet that is received by every
sensor node at a different time (due to large differences in
propagation delays of acoustic links). Each sensor node then
waits for a specific (individually assigned) amount of time
before transmitting their data packet back to the gateway
node. TDA-MAC also works as a general MAC protocol,
regardless whether a sensor node has a packet to transmit
at any particular time. The ”DATA” blocks in Fig. 2 can be
viewed as the time window in which a sensor node is allowed
to transmit a packet, if it has anything to transmit.
The gateway node assigns a transmit delay to every indi-
vidual sensor node using the following iterative equation:
τtx[n] = τtx[n-1] + τdp[n-1] + τg − 2(τp[n]− τp[n-1]),
(1)
where τp[n] is the estimated propagation delay from the
gateway node to the nth sensor node, τtx[n] is the transmit
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Fig. 2. TDA-MAC packet flow example, where a single gateway (master)
node gathers data from 3 sensor nodes [27].
delay assigned to the nth sensor node, τtx[1] = 0, i.e. the first
node starts transmitting its data packet as soon as it receives
the REQ packet from the gateway node, τdp[n] is the duration
of the nth node’s data packet and τg is the guard interval
between scheduled packet receptions. The nodes in the τtx =
(τtx[1], τtx[2], ..., τtx[Nsn]) and τp = (τp[1], τp[2], ..., τp[Nsn])
vectors are sorted from the shortest to the longest propagation
delay from the gateway node, Nsn is the total number of
sensor nodes. In some cases, transmit delays calculated using
(1) may be negative. Then they are set to zero before
continuing to iterate over the rest of the nodes in τtx, i.e.
we place the following constraint on τtx[n]:
∀n ∈ [1, Nsn], τtx[n] ≥ 0 (2)
The key prerequisite for implementing TDA-MAC is the
knowledge of propagation delays between the gateway node
and every sensor node, which can be measured using a se-
quence of ping signals during the initial network deployment.
Afterwards, during the normal operation of the network,
i.e. after the initial sequence of ping signals, the gateway
node can continuously monitor the accuracy of the estimated
propagation delays by measuring the error in the timing of
the received data packets. For example, if a data packet from
a particular sensor node arrives τerror seconds later or earlier
than expected, the propagation delay estimate for this node
is off by τerror/2. If τerror is large enough to cause potential
collisions, the gateway node can then correct the schedule by
transmitting a unicast ”transmit delay instruction” packet to
this sensor node, and any other nodes that may need to adjust
their transmission timing, as described in [27]. This approach
is suitable for quasi-stationary sensor networks considered in
this paper, but for networks with mobile nodes we refer the
reader to a similar protocol, named APD-TDMA [35], that
broadcasts the updates to every node’s transmit delays on a
frame-by-frame basis.
The guard interval τg is an important design parameter that
is used to separate consecutive data packets received at the
gateway node. It should be long enough to avoid packet colli-
sions due to inaccuracies in propagation delay estimates, slow
variations in node positions and the multipath channel delay
spread. However, extending the guard interval also increases
the amount of idle time on the channel and, thus, reduces the
throughput and increases the latency. Therefore, the length of
the guard interval should be specifically chosen for a given
network deployment and underwater acoustic environment,
taking into account the network size, the link lengths, the
expected node drift, the reflectivity of the sea surface and
bottom, the robustness of the physical layer against multipath,
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TABLE I. MATHEMATICAL NOTATION
Term Description
τp[n] Propagation delay between master node and node n in single-hop TDA-MAC
τtx[n] Transmit delay assigned to node n in single-hop TDA-MAC
τdp[n] Duration of the data packet transmitted by node n
τrp Duration of the data request (REQ) packet
τg Duration of the guard interval
N Total number of nodes, including the gateway node
Nsn Total number of sensor nodes
C Binary connectivity matrix [N ×N ] (the index of the gateway node is 1)
R Binary routing matrix [N ×N ] (if R[i, j] = 1, node j transmits data packets to node i)
Tp Propagation delay matrix [N ×N ]
Ttx Transmit delay matrix (SDH-TDA-MAC schedule) [N ×N ]
Tp[i, j] Propagation delay between node i and node j
Ttx[i, j] Transmit delay assigned to node j by node i
Mdual-hop Set of nodes that require a dual-hop connection to the gateway
Mrelays Set of nodes that act as relays for other sensor nodes
Mˆrelays Set of relay nodes in the fewest relays routing strategy
Mˆ redrelays Set of relay nodes used for routing redundancy in the fewest relays routing strategy
Mdirect Set of non-relay nodes directly connected to the gateway node
M ichildren Set of sensor nodes connected via relay node i
ri Index of the relay node assigned to node i
τsf[i] Duration of the TDA-MAC subframe where node i is the master node
τreq Interval between consecutive REQ packet transmissions in SDH-TDA-MAC
etc. A detailed study on the appropriate selection of the guard
interval is beyond the scope of this paper, but is part of our
future work that involves testing a range of guard intervals
in lake and sea trials. In this paper we use a 100 ms guard
interval which could tolerate approximately 150 m changes
in relative node positions (assuming 1,500 m/s sound speed
and low multipath propagation) before the transmit delays
have to be adjusted to compensate for the drift.
Another parameter that needs to be established by the gate-
way node is the regularity (i.e. the period) of the TDA-MAC
frames, during which every sensor node gets an opportunity
to transmit a data packet, i.e. the time between the start
of the first transmission and the end of the last reception
at the master node in Fig. 2. This frame period is specific
to any given application depending on how frequently the
sensor readings need to be gathered. However, there is a
constraint on the minimum frame period that depends on the
propagation delays in the network. This constraint is given
by:
τframe ≥ max
n
{2 τp[n] + τtx[n] + τdp[n]}+ τrp, (3)
where τrp is the duration of the REQ packet, and τframe is the
frame period, i.e. the time interval between two consecutive
REQ packet transmissions. The above expression states that
the gateway node cannot transmit the REQ packet for the
next frame before it finishes receiving a data packet from the
last sensor node.
To summarize, TDA-MAC is a centralized single-hop
MAC protocol that achieves highly efficient use of channel
capacity and provides fair round robin access to all connected
sensor nodes.
III. SEQUENTIAL DUAL-HOP TDA-MAC
The main disadvantage of TDA-MAC described in the
previous section is that it requires a centralized single-
hop topology, which cannot accommodate nodes outside of
coverage of the gateway node, e.g. due to acoustic shadows
or if a sensor node is out of range of the gateway node.
In this section we propose Sequential Dual-Hop TDA-
MAC (SDH-TDA-MAC), an extension of TDA-MAC, that
combines it with dual-hop routing, where the sensor nodes
without a direct link to the gateway node communicate via
TDA-MAC with other sensor nodes that act as relays.
A. Dual-Hop Routing
First, the links between the gateway node and all in-range
sensor nodes, and the links between the relay nodes and
out-of-coverage sensor nodes, need to be established via the
network discovery and localization processes, including the
propagation delay estimation for every link. This typically
involves a series of ping packets, where the delay between
sending a ping packet and receiving a response is used to
estimate the propagation delay on that link, e.g. as demon-
strated in sea trials in [34]. The implementation of these
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network setup functions are out of the scope of this paper.
However, there are a number of algorithms proposed in the
literature that can achieve this goal, e.g. in [36]–[38]. In
quasi-stationary sensor networks considered in this paper this
process will not have to be repeated often to maintain a
relatively accurate estimate of the network topology. Fur-
thermore, the TDA-MAC guard intervals are designed to
tolerate inaccuracies in propagation delay estimates used for
scheduling.
Fig. 3 shows an illustrative example of dual-hop routing.
In this scenario 20 sensor nodes are spread across a 6×6
km2 area at roughly 500 m depth. Since 7 out of 20 nodes
are outside of the gateway node’s coverage, they send their
sensor data via other nodes that do have direct connections
to the gateway. The TDA-MAC protocol described in Section
II is used at two levels of hierarchy - between the gateway
and directly connected sensor nodes, and between every relay
node and the child nodes in their branch, as explained further
in Subsection III-E. In this way, the network exploits the
many-to-one connections to increase the throughput, whereas
every relay branch of the network topology is processed
sequentially, increasing the idle time caused by the dual-
hop round trip delays and thus reducing the throughput.
Therefore, to maximize the throughput of the SDH-TDA-
MAC protocol, the routing strategy should minimize the
number of relay nodes, hereafter referred to as “fewest
relays” routing. For example, Fig. 3 shows an example of the
fewest relays routing strategy, where the routes are chosen
such that there are only two relay nodes, in this case the
smallest possible number of relays. The fewest relays routing
strategy for UASNs running SDH-TDA-MAC was initially
investigated in [39], and was shown to achieve significantly
higher network throughput than the minimum delay routing
strategy.
B. Fewest Relays Routing
The fewest relays routing table is derived by the gateway
node as follows.
Let C be an N × N connectivity matrix, where N =
Nsn + 1 is the total number of nodes, including 1 gateway
node and Nsn sensor nodes, and the index of the gateway
node is 1. The elements of C are defined as follows:
C[i, j] =
{
0, i = j
1, there is a link between i and j
0, there is no link between i and j
(4)
We assume that the connectivity matrix C and a matrix of
propagation delays on every link Tp are established during the
network discovery and setup stage, and are then periodically
updated based on the delays of received data packets, if
necessary. This process is sufficient to maintain an accurate
schedule in a quasi-stationary underwater sensor network.
We can identify the set of sensor nodes Mdual-hop, that do
not have a direct link with the gateway and, therefore, require
a dual-hop connection, as follows:
Mdual-hop =
{
n |C[1, n] = 0
}
(5)
The aim of the routing algorithm is to find the smallest
set Mˆrelays that provide dual-hop connections to all nodes in
Mdual-hop. This optimization problem can be formulated as
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Fig. 3. Example of dual-hop routing used in conjunction with Sequential
Dual-Hop TDA-MAC in a network of 20 sensor nodes at approx. 500 m
depth with 3 km communication range. The sensor nodes outside of the
gateway node’s coverage send their data via other sensor nodes. TDA-MAC
is used by the gateway node to gather data from all directly connected sensor
nodes, and by every relay sensor node gathering data within its network
branch.
follows:
Minimize
∣∣Mˆrelays∣∣, (6)
where | · | is the cardinality of a set, such that (s.t.):
∀i ∈Mdual-hop, ∃j ∈ Mˆrelays, C[1, j] = 1 ∧ C[j, i] = 1, (7)
This is a set cover problem [40]. Every potential relay
node j can be represented by a set of nodes directly linked
to it: M jC = {i |C[j, i] = 1}. The optimal set of relay nodes
Mˆrelays = {a, b, ...} is determined by finding the smallest
collection of node sets S = {MaC ,M
b
C ...} such that their
union contains all nodes in Mdual-hop:
Mdual-hop ⊆
⋃
M
j
C
∈S
M jC , (8)
i.e. this is a problem of finding the set cover S of Mdual-hop
that uses the smallest number of sets M jC .
The set cover problem is NP-hard [40]; therefore, an exact
computationally efficient method of finding the optimal set
of relays Mˆrelays does not exist. Instead, it can be found by
a heuristic approximation algorithm that does not guarantee
an optimal solution but efficiently finds good suboptimal
solutions.
Algorithm 1 gives details of an algorithm we propose
for finding the smallest set of relay nodes for this routing
problem. However, the general approximation algorithms for
the set cover problem can also be used to solve it, e.g.
see [41], [42]. Our proposed algorithm iterates over every
unconnected node in Mdual-hop and chooses a relay node for
it with a bias towards the nodes that are already acting as a
relay. The solution produced by this procedure depends on
the order in which it iterates over the nodes in Mdual-hop;
therefore, it is repeated multiple times with different random
MANUSCRIPT ACCEPTED FOR PUBLICATION IN IEEE JOURNAL OF OCEANIC ENGINEERING, JUL 2019 6
orders of nodes in Mdual-hop, always keeping track of the
best solution. For example, in our Matlab implementation,
we limited the number of times this procedure is repeated
to 10000 which increases the likelihood of finding a good
solution, whilst keeping the computation time low.
Algorithm 1 Iterative approximation algorithm for solving
the fewest relays routing problem
1: Initialize Nˆrelays =∞
2: for large number of iterations (e.g. 104) do
3: Initialize Nrelays = 0 and Mrelays = ∅
4: Let vector mdh be a random permutation of Mdual-hop
5: for every node i in mdh do
6: Create a set of possible relays for this node:
M ir =
{
j |C[1, j] = 1, C[j, i] = 1
}
7: if M ir 6= ∅ then
8: Find nodes already used as relays:
M i∗r = M
i
r ∩Mrelays
9: if M i∗r 6= ∅ then
10: Choose relay node ri randomly out of M
i∗
r
11: else
12: Choose relay node ri randomly out of M
i
r
13: Mrelays ← {Mrelays, ri}; Nrelays ← Nrelays + 1
14: end if
15: end if
16: end for
17: if Nrelays < Nˆrelays then
18: Update the best solution: Mˆrelays = Mrelays
19: Nˆrelays = Nrelays
20: end if
21: end for
22: Return the best solution: Mˆrelays
Table II compares solutions found by our proposed heuris-
tic algorithm with those produced by the classical greedy
set cover approximation algorithm [42], which iteratively
chooses a relay node that maximizes the number of un-
connected nodes it covers, until all nodes in Mdual-hop are
covered. The values in Table II show the percentage of
simulation trials where our algorithm performed better (i.e.
the solution contained fewer relay nodes), the same (same
number of relay nodes) and worse (more relay nodes). We
ran 10000 simulation trials for each network size (20/50/100
nodes + 1 gateway node) using random connectivity matrices
with an equal 50/50 likelihood of a link between any pair
of nodes. In the majority of the cases both algorithms
produce equally good solutions; however, in other cases, our
proposed algorithm almost always produces better solutions.
In particular, the benefit of the proposed heuristic algorithm is
more pronounced for large network sizes, e.g. finding better
solutions in 20% of 100-node networks.
After the set of relay nodes Mˆrelays is identified via Al-
gorithm 1, a relay node ri is chosen, for every sensor node
that requires a dual-hop connection, that minimizes the total
propagation delay across two hops (sensor-relay and relay-
gateway):
∀i ∈Mdual-hop, ri = argmin
j∈Mˆrelays
{
Tp[j, i] + Tp[1, j]
}
s.t. C[1, j] = 1 ∧ C[j, i] = 1
(9)
TABLE II. PERFORMANCE OF THE PROPOSED FEWEST RELAYS
ROUTING ALGORITHM COMPARED WITH THE GREEDY SET COVER
APPROXIMATION ALGORITHM
Network size
% of simulations
Better Same Worse
20 nodes 8.5% 91.5% 0%
50 nodes 10.6% 89.4% 0%
100 nodes 20.4% 79.5% 0.1%
Now, having identified all single-hop and dual-hop con-
nections, a binary routing matrix R is constructed as follows.
First, it is initialized as an N ×N matrix of zeros:
∀ i, j ∈ [1, N ], R[i, j] = 0 (10)
Then, all direct connections between the gateway and sensor
nodes are recorded by copying the first row of the connec-
tivity matrix into the first row of the routing matrix, i.e. all
nodes that have a direct link with the gateway, transmit the
data directly to it:
∀i ∈ [2, N ], R[1, i] = C[1, i] (11)
Finally, all dual-hop connections are recorded by setting the
elements of R corresponding to the links between the sensor
nodes (columns) and their assigned relays (rows) to 1:
∀i ∈Mdual-hop, R[ri, i] = 1 (12)
This routing matrix is derived centrally at the gateway node
which keeps track of the entire network topology. In contrast,
the sensor nodes are required to store only small parts of this
routing matrix - the IDs of the nodes for which they act as
a relay (if any), and the ID of the node to which they have
to send the data (either the gateway or a relay node).
C. Dual-Hop Routing with Redundancy
Although the dual-hop routing approach described above
is highly efficient in terms of network throughput [43], it
makes the network vulnerable to link failures and packet
loss, common in the harsh underwater acoustic environment.
For example, if a link between a particular sensor node and
the gateway node fails, e.g. due to acoustic noise, obstructed
signal path or multipath fading, in the best case it will result
in the loss of one data packet, but in the worst case - in the
loss of sensor data from an entire branch of the network, if
this sensor node is a relay.
We propose a method of incorporating routing redundancy
into our SDH-TDA-MAC protocol to increase the network’s
resilience to distributed link failures and, therefore, improve
the reliability of packet delivery. Fig. 4 shows an example
of this routing strategy, using the same network topology
as was shown in Fig. 3. In this setup every sensor node
has two unique paths to send a data packet to the gateway
node, i.e. there is a set of primary routes and a redundant
set of secondary routes whose purpose is to introduce route
diversity and increase the network reliability. The primary
set of routes is derived using the approach described in the
previous subsection, while a redundant set of routes is derived
as follows.
MANUSCRIPT ACCEPTED FOR PUBLICATION IN IEEE JOURNAL OF OCEANIC ENGINEERING, JUL 2019 7
-3000 -2000 -1000 0 1000 2000 3000
Range, m
-3000
-2000
-1000
0
1000
2000
3000
R
an
ge
, m
Gateway node
Sensor nodes
Relay nodes
Fig. 4. Dual-hop routing with double redundancy in a network of 20 sensor
nodes at approx. 500 m depth with 3 km communication range. Every sensor
node has two different scheduled routes of delivering a single data packet
to increase the network resilience to random link failures.
The set of relays for the redundant routes Mˆ redrelays must
satisfy the following criteria:
∀i ∈ [2, N ], ∃j ∈ Mˆ redrelays,
C[1, j] = 1 ∧ C[j, i] = 1 ∧R[j, i] 6= 1 ∧R[i, j] 6= 1.
(13)
Here, the secondary relay selection has an additional pair
of constraints compared with the primary relay set selection
described by (6). Constraint R[j, i] 6= 1 ensures that the
sensor nodes find a new relay path if available. Constraint
R[i, j] 6= 1 prevents the nodes from reversing an existing
relay path, i.e. if node j is a relay for node i, node i cannot
be a relay for node j.
In line with the fewest relays routing strategy proposed
above, Mˆ redrelays is chosen that minimizes the number of
relays in both the primary and the redundant route sets.
Therefore, this extends the original routing problem from
Subsection III-B as follows:
Minimize
∣∣∣Mˆrelays ∪ Mˆ redrelays∣∣∣, s.t. (7) ∧ (13) (14)
The solution to (14) cannot be found using a general set
cover approximation algorithm, since the redundant relay
node selection does not only involve finding the smallest
set Mˆ redrelays covering all sensor nodes i ∈ [2, N ], but also
finding a corresponding valid routing matrix Rˆ that satisfies
the additional constraints in (13). Therefore, we extend our
heuristic relay node selection algorithm, that was shown to
outperform the greedy set cover approximation algorithm in
Subsection III-B, and propose Algorithm 2 for adding routing
redundancy whilst conforming to the fewest relays routing
strategy.
The process in Algorithm 2 is repeated for every additional
level of redundancy required. Algorithm 3 summarizes the
whole dual-hop routing algorithm.
Algorithm 2 Adding routing redundancy to the fewest relays
routing algorithm
1: Start with the current Mˆrelays and R
2: Initialize Nˆrelays =∞
3: for large number of iterations (e.g. 104) do
4: Initialize the redundant set of relays M redrelays = ∅ and
temporary routing matrix Rtemp = R
5: Initialize Nrelays =
∣∣Mˆrelays∣∣
6: Let vector msn be a random permutation of [2, N ]
7: for every node i in msn do
8: Find the set of eligible relays: M ir ={
j |C[1, j]=1, C[j, i]=1, Rtemp[j, i]=0, Rtemp[i, j]=0}
9: if M ir 6= ∅ then
10: Find nodes already used as relays:
M i∗r = M
i
r ∩
(
M redrelays ∪ Mˆrelays
)
11: if M i∗r 6= ∅ then
12: Choose relay node ri randomly out of M
i∗
r
13: else
14: Choose relay node ri randomly out of M
i
r
15: M redrelays ← {M
red
relays, ri}; Nrelays ← Nrelays + 1
16: end if
17: Update: Rtemp[ri, i] = 1
18: end if
19: end for
20: if Nrelays < Nˆrelays then
21: Update solution: Rˆ = Rtemp, Mˆ
red
relays = M
red
relays
22: Nˆrelays = Nrelays
23: end if
24: end for
25: Update the set of relay nodes: Mˆrelays =
(
Mˆ redrelays∪Mˆrelays
)
26: Return the best solution: Rˆ, Mˆrelays
Algorithm 3 Dual-hop routing with redundancy designed for
SDH-TDA-MAC
1: Do network discovery to derive the connectivity and
propagation delay matrices, C and Tp
2: Initialize the routing matrix R using (10) and (11)
3: Identify the nodes that require a dual-hop connection
Mdual-hop, using (5)
4: Find relay nodes Mˆrelays that solve (6) subject to (7)
5: for every sensor node i ∈Mdual-hop do
6: Find its best relay node using (9)
7: Update the routing matrix R using (12)
8: end for
9: for every additional level of redundancy do
10: Create a routing matrix Rˆ with additional routes for
every node using Algorithm 2
11: Update the routing matrix R = Rˆ
12: end for
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D. Transmit Delay Allocation
SDH-TDA-MAC involves single-hop TDA-MAC data
gathering at the gateway node and every relay node. There-
fore, to enable transmit delay allocation at these two levels
of hierarchy, instead of a transmit delay vector τtx used in
single-hop TDA-MAC, a transmit delay matrix Ttx is used:
Ttx =


∅ Ttx[1, 2] Ttx[1, 3] · · · Ttx[1, N ]
∅ ∅ Ttx[2, 3] · · · Ttx[2, N ]
∅ Ttx[3, 2] ∅ · · · Ttx[3, N ]
...
...
...
. . .
...
∅ Ttx[N, 2] Ttx[N, 3] · · · ∅

 , (15)
where ∅ denotes the elements of Ttx that are never used.
Each row of Ttx corresponds to a node that performs data
gathering, with the first row reserved for the gateway node.
For example, if node i acts as the relay for sensor nodes j
and k, then the transmit delays assigned to the nodes j and
k are stored in Ttx[i, j] and Ttx[i, k] respectively. The first
column of Ttx is unused, because the gateway node does not
transmit any data packets, but only receives them.
To allocate transmit delays, first, the sensor nodes with a
direct link to the gateway are split into two sets - relay nodes
Mrelays and direct non-relay nodes Mdirect:
Mrelays =
{
n |n ∈ [2, N ],
(∑
i
R[n, i]
)
> 0
}
(16)
Mdirect =
{
n |n ∈ [2, N ], R[1, n] = 1,
(∑
i
R[n, i]
)
= 0
}
(17)
Then, single-hop TDA-MAC introduced in Section II is
employed to allocate transmit delays to the direct non-
relay nodes. A vector of propagation delays τp between the
gateway node and each direct non-relay node is extracted as
follows:
τp =
{
t | t ∈ Tp[1, n], ∀n ∈Mdirect
}
(18)
The vector τp is then used as the input to the single-hop
TDA-MAC transmit delay allocation algorithm described by
the iterative formula in (1). It returns a vector of transmit
delays τtx for every node represented in τp. Now, the derived
transmit delays are recorded in the corresponding elements
of the first row of the transmit delay matrix as follows:
∀m ∈Mdirect, Ttx[1,m] = τtx[j] (19)
where j is the index of node m in the transmit delay vector
τtx.
A similar procedure is followed to allocate transmit delays
within every relay branch of the network, i.e. between one
or several sensor nodes connected to the same relay node.
Let i be the index of a relay node. The set of sensor nodes
connected to it, referred to as its ”children”, is identified as
follows:
M ichildren =
{
m |m ∈ [2, N ], R[i,m] = 1
}
(20)
Single-hop TDA-MAC scheduling is then applied to this
set of nodes in a similar way to that shown in (18) and (19).
First, a propagation delay vector is extracted as follows:
τp =
{
t | t ∈ Tp[i, n], ∀n ∈M
i
children
}
(21)
Then, the resulting single-hop TDA-MAC delays τtx are
embedded into Ttx as follows:
∀m ∈M ichildren, Ttx[i,m] = τtx[j] (22)
where j is the index of node m in the transmit delay vector
τtx. Note that this time the i
th row of Ttx represents the relay
node i.
The SDH-TDA-MAC scheduling procedure that calculates
the transmit delay matrix is summarized in Algorithm 4.
Algorithm 4 Calculation of the transmit delay matrix in
Sequential Dual-Hop TDA-MAC
1: Initialize Ttx as an N ×N matrix of zeros
2: Extract propagation delay vector of single-hop non-relay
nodes using (18)
3: Calculate TDA-MAC delay vector τtx using (1)
4: Update Ttx using (19)
5: for every relay node i ∈Mrelays do
6: Identify its child nodes M ichildren using (20)
7: Extract propagation delay vector of the child nodes
using (21)
8: Calculate TDA-MAC delay vector τtx using (1)
9: Update Ttx using (22)
10: end for
E. The Sequential Dual-Hop TDA-MAC Protocol
After all the links and their propagation delays are es-
tablished, and the transmit delay matrix Ttx is derived, the
network employs the SDH-TDA-MAC protocol to enable
wireless data gathering from the underwater sensor nodes,
as described by the flowcharts in Fig. 5.
The gateway node first broadcasts the REQ packet, giving
all directly connected non-relay sensor nodes an opportunity
to transmit their data in their allocated times, using the TDA-
MAC protocol described in Section II. It then queries every
relay node’s branch of the network sequentially. When a relay
node receives a unicast REQ packet addressed specifically to
it, it also employs TDA-MAC to enable its child nodes to
transmit data, if they have any packets to transmit. It then
forwards any packets it received, together with its own data
packet, to the gateway node. If a sensor node receives a
broadcast REQ packet, it can transmit a data packet after
its allocated delay, only if the source address of the REQ
packet is its assigned next hop destination in the routing
matrix. For example, if node j receives a broadcast REQ
packet from node i, node j can only respond with a data
packet if R[i, j] = 1. The SDH-TDA-MAC implementation
at the sensor node, incorporating both relay and non-relay
functionality, is shown in Fig. 5b.
A key task of the gateway node is to schedule the upcoming
REQ packets appropriately, taking into account an accurate
estimate of the length of time during which it expects to
receive data packets in response to its previous REQ. This
enables SDH-TDA-MAC to be used as a general schedule-
based MAC protocol, where the REQ packet transmissions
are used for distributing a local timing reference, and sensor
nodes may or may not choose to transmit data packets,
depending on the application and the type of traffic driving
the sensor nodes. It also makes the network more robust
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Fig. 5. Sequential Dual-Hop TDA-MAC transmission schedule. The gateway node first uses TDA-MAC to gather the data from the directly connected
non-relay sensor nodes. It then gathers the data from all relay nodes sequentially. The relay nodes employ TDA-MAC to gather the data from their child
nodes before transmitting it back to the gateway node.
to packet loss, since the timing of the upcoming REQ
transmissions is independent of the number of data packets
received at the gateway or the relay nodes. This process is
explained below.
First, the expected duration of every instance of single-
hop TDA-MAC, referred to as a ”subframe”, at the gateway
node and at every relay node, is calculated by applying the
TDA-MAC frame duration formula from (3):
∀i ∈ {1 ∪Mrelays},
τsf[i] = max
n∈[2,N ]
R[i,n]=1
{
2Tp[i, n] + Ttx[i, n] + τdp[n]
}
+ τrp
(23)
where τsf[i] is the TDA-MAC subframe duration with node i
as the master node (either gateway or relay), τdp[n] is the
duration of the data packet from node n, and τrp is the
duration of the REQ packet.
The relay nodes can then schedule their data transmissions
back to the gateway node based on their knowledge of
the subframe duration. For example, when the relay node
i receives a unicast REQ packet asking it to gather the
data within its network branch, it transmits a broadcast REQ
packet to its child nodes and schedules its data transmission
back to the gateway after a delay τsf[i]. During this period,
it receives the data packets from its child nodes. When this
delay expires, it transmits its own data packet and forwards
the data from its child nodes to the gateway node. In this
way, the relay nodes follow a rigid, predictable schedule,
independent of the data packet receptions.
The gateway node uses its knowledge of all subframe
durations to schedule its next REQ packet transmission,
which is either broadcast to all direct non-relay nodes or
unicast to a particular relay node. For example, if the current
REQ transmission is broadcast, the next REQ transmission
is scheduled after the following delay, allowing the sensor
nodes just enough time to send back their data packets using
TDA-MAC:
τreq = τsf[1] + τg (24)
where τg is a guard interval, e.g. 100 ms. After this delay, the
gateway node proceeds with the SDH-TDA-MAC by sending
out a REQ packet to the first relay node, asking it to gather
and send back the data within its network branch, as shown
in the flowchart in Fig. 5a.
After transmitting a unicast REQ packet to a relay node,
e.g. node i, the gateway node schedules its next REQ trans-
mission after the following delay:
τreq = τsf[i] + 2Tp[1, i] +
( ∑
n∈[2,N ]
R[i,n]=1
τdp[n]
)
+ τdp[i] + τrp + τg
(25)
This delay allows enough time for the relay node i to receive
the REQ packet, gather the data from its child nodes and
relay the data packets, including sending its own, back to the
gateway node. After this delay, the gateway node proceeds
with the SDH-TDA-MAC by sending a REQ packet to the
next relay node or transmitting a broadcast REQ packet again,
if all relay nodes have been queried, as shown in the flowchart
in Fig. 5a.
IV. SIMULATION RESULTS
In this section we evaluate our proposed SDH-TDA-MAC
protocol using a BELLHOP [44] based Matlab simulation
model of a large scale UASN that represents the type of net-
work currently under development in the EPSRC USMART
project [28] [34].
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Fig. 6. Top view of the simulated network topology with 100 sensor nodes;
depth of gateway node - 10 m, depth of sensor nodes - random between 470-
490 m
A. Simulation Setup
Table III describes the parameters of the Matlab model
used for the simulation experiments in this paper. They
correspond to a UASN data gathering scenario with 100
low cost, low specification sensor nodes deployed across a
6×6 km2 area on the sea bed at 470-490 m depth, as depicted
in Fig. 6.
We include a synchronization header (a unique waveform
for detection and correlation at the receiver) in our packet
model to reflect a typical structure of the low cost underwater
acoustic modems, e.g. [47] [48]. The duration of the data
packet in our simulation model is calculated as follows:
τdp = τheader +
Nbits
D
= 50 +
48× 8
640
= 650 ms, (26)
where τdp is the data packet duration, τheader is the header
waveform duration, Nbits = 48 × 8 is the number of bits
in a packet, and D = 640 is the datarate in bits/s. The
synchronization header also has an effect on the channel
capacity, defined in this paper as the maximum achievable
data throughput, i.e. if a constant stream of data packets was
received at the gateway node without any gaps in time. It
can be calculated by dividing the number of bits in a packet
by the packet duration, thus yielding the maximum data rate
achievable for this packet structure:
Dmax =
Nbits
τdp
=
48× 8
650
= 591 bits/s, (27)
which is lower than the modem bitrate of 640 bits/s due to
the overhead caused by packet synchronization headers.
The channel between every pair of nodes was modelled
using the BELLHOP ray tracing program [44], a well-
established platform for simulating underwater acoustic wave
propagation. We use the sound speed profile from the
database provided by Dushaw [46], derived from the 2009
World Ocean Atlas temperature, pressure and salinity data
in summer at (56.5oN, 11.5oW), i.e. in the North Atlantic
Ocean off the coast of the UK and Ireland. The sinusoidal
surface and bottom profiles specified in Table III produce a
more realistic scattering pattern of the multipath components,
compared with a flat surface and bottom, due to the angles
of incidence and reflection rapidly varying with range. This
approach has been used in other works in the literature to
simulate the small-scale roughness of sea surface/bottom, e.g.
[49] [50].
For every source-receiver pair, the output of BELLHOP
includes L echoes, each with a spreading loss aspr[k], prop-
agation delay τk and phase shift θk. We then calculate the
linear channel gain as follows:
G =
∫ fmax
fmin
∣∣∣∣∣
L∑
k=1
aspr[k] aabs[k, f ] e
j(−2pif(τk−τ0)+θk)
∣∣∣∣∣
2
df,
(28)
where fmin and fmax are the minimum and maximum fre-
quency in the simulated channel, aabs[k, f ] is the absorption
loss of the kth echo at frequency f calculated using Thorp’s
formula [45], and τ0 is the propagation delay of the first
received echo. Crucially, this equation models the channel
attenuation of wideband signals (the bandwidth spanning
fmin to fmax), expanding the single frequency simulation data
produced by BELLHOP.
We use the following two performance metrics to quantify
the network performance in terms of its data capacity and
reliability, respectively:
• Goodput - data packet throughput at the gateway node,
excluding duplicate packet transmissions.
• Packet delivery ratio - the ratio between the number
of packets delivered to the gateway node (excluding
duplicate packet transmissions) and the total number
of packets generated by the sensor nodes.
To ensure statistical significance of the simulation results,
all datapoints in the graphs presented in this section show an
average of 50 simulations with different random seeds and
node locations, with the error bars representing the 5th and
95th percentiles.
B. Network Connectivity
Fig. 7 shows the improvement in network connectivity
achieved by SDH-TDA-MAC, compared with the single-hop
TDA-MAC protocol, i.e. extending the connectivity options
of the sensor node from single-hop to dual-hop. A connection
between any pair of nodes is considered to be present if
the Signal-to-Noise Ratio (SNR) at the receiver is above
the minimum threshold of 3 dB. The plot shows that the
sensor nodes can afford to reduce their transmit power by
approximately 16 dB to maintain full network connectivity
via the dual-hop protocol, which can dramatically extend the
battery life and reduce the cost of the sensor nodes. Although
dual-hop communication requires more transmissions from
the sensor nodes used as relays, compared with the single-
hop setup, the increase in the number of transmissions is far
smaller than by a factor of 40 (16 dB). Therefore, SDH-
TDA-MAC achieves considerable overall energy savings,
because the decrease in the transmit power is far greater
than the increase in the number of transmissions. Fig. 7 also
shows that even in scenarios where on average 50% of the
sensor nodes are out of the gateway node’s communication
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TABLE III. SIMULATION PARAMETERS
Parameter Value
Sensor node coverage area 6×6 km2
Number of nodes 100 (uniform random positions)
Sea depth 500 m
Surface node depth 10 m
Sensor node depth Uniform random, 470-490 m
Frequency channel 24-28 kHz
Transmit power range 156-184 dB re µPa2m2
Channel bitrate 640 bits/s
Packet size Data: 48 bytes, REQ: 12 bytes
Synchronization header duration 50 ms
Sensor node packet traffic Full buffer (maximum throughput data gathering scenario)
SNR threshold for reception 3 dB
Noise power Ambient noise model [45], 10 m/s wind speed, 0.5 shipping activity factor
Channel model Wideband multipath channel; impulse response data from BELLHOP [44]
Sound speed profile Based on average summer data at (56.5oN, 11.5oW) [46]
Sea surface profile Sinusoidal, 100 m wavelength, 5 m peak-to-peak depth
Sea bottom profile Sinusoidal, 200 m interval, 10 m height
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Fig. 7. Extending TDA-MAC from single-hop to dual-hop dramatically
improves the probability of a node being connected and reduces the transmit
power required to achieve full connectivity.
range (164 dB re µPa2m2 transmit power), such nodes can
establish dual-hop links to achieve full connectivity, thus
greatly improving network coverage.
C. Network Goodput
Fig. 8 shows how the network goodput changes with
transmit power, ranging from scenarios where approximately
40% of the nodes with a single-hop connection to the gateway
node to a 100% single-hop topology. The results at transmit
powers greater than 180 dB re µPa2m2 show that in a
single-hop topology TDA-MAC performs highly efficiently
and achieves 505 b/s goodput, 85% of the 591 b/s channel
capacity.
This goodput loss is due to a purposely designed 100 ms
guard interval (≈15% of a data packet duration) between the
scheduled receptions. As the transmission power decreases,
the SDH-TDA-MAC protocol is still able to achieve a high
network goodput, especially considering the long propaga-
tion delays and the increasing number of dual-hop links
(with duplicate packet transmissions not counting towards
the goodput). For example, at 164 dB re µPa2m2 transmit
power, when on average 50% of the nodes are connected via
dual-hop links, the goodput is 308 bits/s, more than 50% of
the channel capacity.
For comparison, Fig. 8 shows that the upper bound on
the network goodput achievable by T-Lohi [51], a well-
established contention-based MAC protocol designed for
UASNs, is only 56 bits/s (9.5% of the channel capacity).
Furthermore, this upper bound assumes a single contention
round per data packet transmission, i.e. every single node
is always successful in reserving a channel on its first try.
In most realistic scenarios, especially with large numbers of
nodes and medium to high traffic loads, this will not be the
case, and the network goodput provided by T-Lohi will be far
lower than the upper bound in Fig. 8 due to extended channel
reservation periods caused by multiple nodes transmitting a
tone in the same contention round.
Fig. 8 also compares the network goodput achieved by the
SDH-TDA-MAC protocol with that provided by sequential
polling, similar to UW-Polling [52] but optimized for our
static scenario. It works similarly to the flowchart shown in
Fig. 5, but instead of employing TDA-MAC, the gateway and
relay nodes gather the data by sequentially polling their child
nodes. The plot shows that using SDH-TDA-MAC instead of
sequential polling significantly reduces the idle time on the
channel and, thus, improves the network goodput by a factor
of 2.6-5.2 in full network connectivity scenarios, i.e. with
transmit power ≥164 dB re µPa2m2.
These results show that the proposed protocol achieves
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Fig. 8. Sequential Dual-Hop TDA-MAC achieves significantly higher
network goodput, compared with T-Lohi and multi-hop sequential polling, by
utilizing TDA-MAC for all many-to-one connections. The more single-hop
nodes there are in the network, the higher the throughput gain is.
its primary purpose of enabling high throughput UASN
deployments. In low throughput networks SDH-TDA-MAC
is not as suitable as contention-based protocols due to to the
latency caused by the collision-free TDA-MAC frame struc-
ture, compared with the more flexible on-demand channel
reservation approach, e.g. T-Lohi. However, the latency re-
duction afforded by such contention-based protocols can only
be realized in low traffic load conditions, i.e. when a node
is likely to reserve the channel without frequent contention
from multiple other nodes. If the application layer traffic
load exceeds the maximum supported network goodput, the
latency will increase exponentially with increasing packet
queues at the sensor nodes. Therefore, for high throughput
scenarios considered in this paper, it is crucial to focus on
the throughput/goodput as the primary performance metric.
D. Routing Redundancy with 10% Probability of Link Outage
In the rest of this section we evaluate the network per-
formance under unreliable link conditions, i.e. when a pro-
portion of transmissions fail due to random environmental
factors, e.g. acoustic noise, multipath fading, signal path
obstruction, etc. In particular, we investigate the effect of
the routing diversity proposed in Subsection III-C on the
network reliability under random link fading. Link fading
was modelled using a classical two-state Markov process [53]
to approximate large-scale underwater acoustic link fading
often observed in practice, where link outage may last for
tens of seconds or minutes due to changes in the channel
caused by node movement or external factors, such as noise.
In the two-state Markov model, both the duration of random
link outage and the duration of normal link operation are
exponentially distributed [54]. We fix the mean link outage
duration at τoutage = 30 s, whereas the mean duration of the
normal link operation is calculated as follows [54]:
τnormal =
1− poutage
poutage
τoutage (29)
where poutage is the probability of link outage.
Fig. 9 compares the packet delivery ratio, i.e. how many
data packets were received at the gateway node vs how many
packets were expected, at 10% probability of link outage,
achieved by the SDH-TDA-MAC protocol with no route
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Fig. 9. Introducing double or triple routing redundancy into Sequential
Dual-Hop TDA-MAC significantly increases the packet delivery ratio at the
gateway node, due to an increased resilience of the network against random
link failures at 10% probability of link outage.
diversity, and SDH-TDA-MAC with double and triple routing
redundancies.
In full connectivity scenarios, i.e. at ≥164 dB re µPa2m2
transmit power, the SDH-TDA-MAC protocol achieves be-
tween 81% and 84% packet delivery ratio, showing that the
effect of the 10% probability of link outage accumulates
across multiple hops and results in a greater than 10%
end-to-end packet loss. For example, for a packet to be
successfully delivered from a single-hop node, two con-
secutive transmissions must be successful - REQ packet
from gateway to sensor node and data packet from sensor
back to gateway node. In the case of dual-hop nodes, four
consecutive transmissions must be successful - gateway-relay
and relay-sensor REQ transmissions and sensor-relay, relay-
gateway data transmissions. In contrast, by separating the
channel reservation phase from the data transmission phase,
contention-based protocols such as T-Lohi will perform more
reliably than SDH-TDA-MAC, achieving a packet loss ratio
roughly equal to the link outage probability, i.e. in this
case the packet delivery ratio of approx. 90%. This shows
that the high throughput performance of SDH-TDA-MAC
comes at the cost of degradation in the network reliability.
However, combining SDH-TDA-MAC with double or triple
route diversity significantly reduces the cumulative effect
of link failures, because for a packet to be successfully
delivered, only one of two or three routes must be successful.
Double routing redundancy increases the packet delivery ratio
to 95-96% in full network connectivity scenarios, whereas
adding another layer of redundancy further increases it to
98-99%, thus dramatically increasing the network reliability.
Fig. 10 examines the effect of routing redundancy on the
network goodput. The plot shows that there is relatively
little benefit in using high transmit power with routing
redundancy, because the network goodput gain is relatively
small. This is in contrast with the original SDH-TDA-MAC
protocol without route diversity, which uses high throughput
single-hop TDA-MAC to exploit the increasing number of
direct sensor-to-gateway node connections. In SDH-TDA-
MAC with route diversity all redundant routes are dual-hop;
therefore, the number of direct non-relay nodes decreases and
the number of relay nodes and dual-hop routes significantly
increases. Nevertheless, the protocol achieves the goodput
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Fig. 10. Introducing double or triple routing redundancy into Sequential
Dual-Hop TDA-MAC reduces the network goodput, but keeps it relatively
flat against transmit power at 22-27% and 15-17% of the channel capacity,
respectively, assuming 10% probability of link outage. Therefore, lower
transmit power can be used for energy efficiency with little degradation
in network goodput.
of 22-27% and 15-17% of the channel capacity at 10%
probability of link outage, with double and triple routing
redundancy respectively. These correspond to the MAC layer
throughputs slightly higher than the 42% goodput at 164
dB re µPa2m2 transmit power achieved by the SDH-TDA-
MAC protocol without redundancy, because the double/triple
routing redundancy roughly doubles/triples the number of
data transmissions in the network. Furthermore, the goodput
achieved by our proposed protocol is still significantly higher
than the upper bound of T-Lohi in Fig 8, despite the duplicate
data packet overhead and 10% link outage probability.
E. Network Tolerance Against Random Link Outage
Fig. 11 plots the packet delivery ratio at 168 dB re µPa2m2
transmit power against the probability of link outage. It is a
useful way of determining how many random link failures a
network can tolerate to meet a particular packet delivery ratio
specification. For example, Fig. 11 shows that, if the UASN
is required to guarantee 95% successful packet delivery,
the SDH-TDA-MAC protocol without route diversity can
only tolerate 2.5% random packet loss due to link failures.
Whereas, to achieve the same specification, SDH-TDA-MAC
with double or triple routing redundancy can tolerate random
link outage of up to 10% or 17% respectively, which more re-
alistically represent a real-world underwater acoustic channel,
e.g. see [34]. This is a significant reliability improvement that
justifies the overhead introduced by the routing redundancy.
In the above example of the assured 95% packet delivery use
case, by doubling the number of transmissions the network
tolerance to random link fading increased 4 times, whereas
tripling the number of transmissions increased this tolerance
by a factor of ≈7.
V. CONCLUSION
The SDH-TDA-MAC protocol proposed in this paper facil-
itates efficient data gathering in UASNs via centralized dual-
hop scheduling, but without the need for clock synchroniza-
tion among the sensor nodes. BELLHOP-based simulations
of a 100 node underwater sensor network revealed that SDH-
TDA-MAC can achieve full network connectivity with 16 dB
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Fig. 11. The packet delivery ratio is significantly improved by combining
Sequential Dual-Hop TDA-MAC with routing redundancy.
lower transmit power, compared with its single-hop coun-
terpart, while still achieving network goodput in excess of
50% of the channel capacity, significantly higher than typical
MAC protocols designed for UASNs. This is because of the
spectral efficiency of TDA-MAC employed for all many-to-
one connections at the gateway and relay nodes. Furthermore,
SDH-TDA-MAC is designed not only for scenarios where a
gateway node controls the data gathering traffic, but as a
general collision-free MAC protocol for dual-hop networks
with a single gateway node. It can support arbitrary sensor
node initiated data traffic by using the downlink REQ packets
for distributing a timing reference for every node’s local
transmission schedule.
Our proposed method of incorporating routing redundancy
into the SDH-TDA-MAC protocol dramatically improves
the network reliability at the cost of reducing the network
goodput due to duplicate transmissions and an increased
proportion of dual-hop links. For example, in an unreliable
underwater acoustic communication channel with 10% prob-
ability of link outage, double routing redundancy increased
the packet delivery ratio of SDH-TDA-MAC from 81-84%
to 95-96%, and triple routing redundancy increased it to 98-
99%, a vast improvement in network reliability, but at the
cost of 100/200% data packet overhead and a correspond-
ing drop in the network goodput. Incorporating the routing
redundancy can dramatically increase the network tolerance
against random link fading, given a particular reliability
requirement. For example, to achieve a 95% packet delivery
ratio, the network running SDH-TDA-MAC with double or
triple routing redundancy can tolerate 10% or 17% random
link fading respectively, compared with only 2.5% if no
routing redundancy is used.
In conclusion, the high network goodput, low transmit
power compared with the single-hop approach, no require-
ment for clock synchronization, and robust packet delivery
via route diversity make SDH-TDA-MAC an efficient, reli-
able and practical approach to data gathering in UASNs.
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