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RELACIÓN ENTRE EL CARCAJ
ORDINARIO DE UN ÁLGEBRA Y EL
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A mis compañeros de la facultad, por tantas charlas motivadoras y por acom-
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Consideramos A un álgebra de dimensión finita sobre un cuerpo algebraica-
mente cerrado.
Uno de los objetivos de este trabajo es determinar los grados de los mor-
fismos irreducibles teniendo en cuenta el carcaj con relaciones que representa a
un álgebra. Estudiamos este problema para las álgebras de cuerdas de tipo de
representación finito. Más aún, calculamos el ı́ndice de nilpotencia del radical de
la categoŕıa de módulos de dichas álgebras.
Asimismo, determinamos el ı́ndice de nilpotencia del radical de la categoŕıa
de módulos de las álgebras inclinadas de conglomerado en función del número de
vértices del carcaj ordinario. En el caso de las álgebras inclinadas de conglomerado
de tipo An y Dn, también presentamos un enfoque geométrico.
Por otra parte, estudiamos los morfismos de la categoŕıa de módulos de un
álgebra y su relación con el radical, comparándolos con los morfismos inducidos
en la categoŕıa de módulos del álgebra de endomorfismos de un módulo inclinante.
Para ello utilizamos el Teorema de Inclinación, debido a S. Brenner y M. Butler.
Aplicamos estos resultados y hallamos una cota del ı́ndice de nilpotencia del
radical de la categoŕıa de módulos de las álgebras inclinadas iteradas de tipo
Dynkin.
Para todas las clases de álgebras arriba mencionadas, estudiamos la compo-
sición de los morfismos irreducibles y su relación con la potencia del radical a la
cual pertenece. Finalmente, estudiamos el problema de la existencia de álgebras
que poseen morfismos irreducibles de un módulo indescomponible no proyectivo
a su trasladado de Auslander-Reiten.

Abstract
We consider finite dimensional algebras over an algebraically closed field.
One of the aims of this work is to determine the degree of the irreducible
morphisms taking into account the bound quiver of an algebra. In particular, we
study this problem in representation-finite string algebras. Moreover, we compute
the nilpotency bound of the radical of the module category.
We also determine the nilpotency bound of the radical of the module category
of any cluster tilted algebras of finite representation type in terms of the number
of vertices of its ordinary quiver. Furthermore, for cluster tilted algebras of type
An and Dn, we also present a geometric approach.
On the other hand, we study the relationship between morphisms and the
powers of the radical where they belong. We establish a comparison with the
induced morphisms in the module category of the endomorphism algebra of a
tilting module. For this purpose, we strongly use Brenner and Butler’s theorem.
We apply this result to study the nilpotency bound of the radical of the module
category of iterated tilted algebras of Dynkin type.
For all the above mentioned algebras, we study the composition of irreducible
morphisms and the relationship with the power of their radical. Finally, we con-
sider the problem of the existence of algebras having irreducible morphisms from
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4.1. Preliminares sobre la teoŕıa de inclinación . . . . . . . . . . . . . 89
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Introducción.
En este trabajo consideraremos A una k-álgebra de dimensión finita sobre
un cuerpo algebraicamente cerrado. Es conocido que en este contexto, un álgebra
A básica y conexa tiene asociado un carcaj QA, denominado carcaj ordinario de
A. Más aún, el álgebra A es Morita equivalente al álgebra cociente kQA/I, donde
kQA denota al álgebra de caminos de QA e I es un ideal admisible de kQA.
Vamos a denotar por modA la categoŕıa de A-módulos a derecha finitamente
generados.
Las nociones de morfismos irreducibles y sucesiones que casi se parten fueron
introducidas por M. Auslander e I. Reiten en los setentas, y son de fundamental
importancia en el desarrollo de la teoŕıa de representaciones de álgebras.
Existe una importante conexión entre un morfismo irreducible y el radical de
la categoŕıa modA. Esta relación viene dada por el hecho de que un morfismo
entre módulos indescomponibles es irreducible si y sólo si pertenece al radical y
no al radical al cuadrado.
Recordemos que, dados X e Y en modA, el radical del HomA(X, Y ), que lo
denotaremos por <(X, Y ), es el conjunto de todos los morfismos f : X → Y
tales que, para todo A-módulo indescomponible M y todo par de morfismos
h : M → X y h′ : Y → M , la composición h′fh no es un isomorfismo. Inducti-
vamente se definen las potencias de <(X, Y ) para todo número entero positivo
n. Finalmente, el radical infinito <∞(X, Y ) de HomA(X, Y ), es la intersección de
todas las potencias naturales de <(X, Y ).
Un álgebra A es de tipo de representación finito si existe sólo un número finito
de clases de isomorfismos de A-módulos indescomponibles.
M. Auslander caracterizó las álgebras de tipo de representación finito en fun-
ción del radical de su categoŕıa de módulos. Más precisamente, demostró que un
álgebra A es de tipo de representación finito si y sólo el radical infinito de modA
es cero, es decir, <∞(X, Y ) = 0 para todo X e Y en modA. Al menor número
natural m para el cual <m(modA) = 0 se denomina ı́ndice de nilpotencia del
radical de modA y lo denotaremos por rA.
En 1970, M. Harada e Y. Sai hallaron una cota para la cual el radical de
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la categoŕıa de módulos de un álgebra de tipo de representación finito se anula.
Dicha cota fue encontrada en función de la longitud ordinaria de los módulos in-
descomponibles. Más precisamente, ellos probaron que <2b−1(modA) = 0, donde
b denota el máximo de la longitud ordinaria de todos los A-módulos indescom-
ponibles.
Más tarde, en 1998, D. Eisenbud y J. A. de la Peña mejoraron notablemente
dicha cota. Ellos también utilizaron la noción de longitud ordinaria de los módulos
e introdujeron una nueva variable, que fue dada en función de todos los módulos
simples, ver [27].
En 2012, C. Chaio en [16], encontró el menor entero positivo donde el radical
de la categoŕıa de módulos se anula, es decir, el ı́ndice de nilpotencia. Para ello
utilizó nociones de grados de morfismos irreducibles.
La teoŕıa de grados de morfismos irreducibles fue introducida por S. Liu en
[36] para estudiar la composición de morfismos irreducibles y su relación con la
potencias del radical. S. Liu definió el grado de la siguiente manera; consideró f :
X → Y un morfismo irreducible en modA, conX o Y módulo indescomponible. El
grado a izquierda de f , dl(f), es finito, si existen un entero positivo n, un módulo
Z en modA y un morfismo g ∈ <n(Z,X)\<n+1(Z,X) tal que fg ∈ <n+2(Z, Y ).
Más aún, el grado a izquierda de f es igual a m, si m es el menor entero positivo
que satisface dicha condición. En caso contrario, el grado a izquierda de f es
infinito. Dualmente, S. Liu definió el grado a derecha de f , dr(f).
Recién en el año 2001, se retomó la investigación sobre el tema de los grados
y su aplicación al estudio de la composición de morfismos irreducibles, donde se
comenzaron a obtener avances. La noción de grado es una herramienta poderosa
y está permitiendo resolver problemas de la teoŕıa de representaciones de álgebras
de artin. En particular, en un trabajo realizado por C. Chaio, P. Le Meur y S.
Trepode [23], los autores dieron una caracterización para que el grado a izquierda
(o a derecha) de un morfismo irreducible sea finito. Además, dieron equivalencias
para determinar cuándo un álgebra de dimensión finita sobre un cuerpo algebrai-
camente cerrado es de tipo de representación finito, en términos de grados de
morfismos irreducibles.
Como mencionamos anteriormente, para las álgebras de tipo de representación
finito se obtuvo el ı́ndice de nilpotencia del radical de su categoŕıa de módulos en
función de los grados de ciertos morfismos irreducibles.
En esta tesis modificamos este resultado, facilitando los cálculos para deter-
minar el ı́ndice de nilpotencia. Probamos que no es necesario analizar los vértices
que son pozos o fuentes. Más precisamente, demostramos el siguiente teorema.
Teorema A. Sea A = kQA/IA un álgebra de tipo de representación finito.
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Denotamos por V al subconjunto de vértices de QA que no son ni pozos ni fuentes.
Para cada a ∈ V, definimos ra = dr(ιa) + dl(θa), donde θa : radPa → Pa e
ιa : Ia → Ia/soc Ia son morfismos irreducibles y Pa e Ia denotan a los módulos
proyectivo e inyectivo indescomponibles correspondientes al vértice a. Entonces el
ı́ndice de nilpotencia de <(modA) está dado por:
rA = máx{ra, con a ∈ V}+ 1.
Por otra parte, cabe destacar que en la mayoŕıa de la teoŕıa existente, los
grados se calculan teniendo en cuenta el carcaj de Auslander-Reiten (un grafo
orientado). En este trabajo, presentamos un nuevo enfoque para determinar los
grados de los morfismos irreducibles y los ı́ndices de nilpotencia del radical de
la categoŕıa de módulos de las álgebras de tipo de representación finito. Dicha
lectura la establecemos a partir del carcaj con relaciones que representa a un
álgebra. Nos enfocamos en las álgebras de cuerdas, las álgebras inclinadas de
conglomerado y las álgebras inclinadas iteradas.
Las álgebras de cuerdas fueron estudiadas por M. Butler y C. Ringel en [14].
En dicho art́ıculo, los autores dieron una descripción completa de todos los módu-
los indescomponibles de un álgebra de cuerdas, a través de ciertos paseos del
carcaj con relaciones, llamados cuerdas de QA. Más precisamente, definieron los
denominados módulos cuerda y módulos banda. Más aún, si consideramos un
álgebra de cuerdas de tipo de representación finito, todos los módulos indescom-
ponibles son módulos cuerda.
En este trabajo, determinamos el grado finito de cualquier morfismo irredu-
cible sólo teniendo en cuenta el carcaj con relaciones de un álgebra de cuerdas,
ver el Teorema 2.2.10 y el Lema 2.4.1.
Por otro lado, abordamos el estudio de los grados de morfismos irreducibles
y el radical de la categoŕıa de módulos en la teoŕıa de inclinación. Ésta consiste
en comparar las categoŕıas de módulos de un álgebra dada y del álgebra de
endomorfismos de un módulo particular, denominado módulo inclinante.
Es sabido que dada un álgebra A, un módulo inclinante T induce dos subca-
tegoŕıas plenas de modA, T (T ) y F(T ), denominadas clase de torsión y clase sin
torsión, respectivamente. Además, si consideramos el álgebra de endomorfismos
B = EndAT , el módulo inclinante T también induce dos subcategoŕıas plenas de
modB, la clase de torsión X (T ) y la clase sin torsión Y(T ). Más aún, en el Teore-
ma de Inclinación debido a S. Brenner y M. Butler, ellos establecen equivalencias
de categoŕıas entre las subcategoŕıas T (T ) e Y(T ), aśı como también entre las sub-
categoŕıas F(T ) y X (T ). Recordemos que el par (T (T ),F(T )) se dice escindido,
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si todo A-módulo indescomponible pertenece a T (T ) o a F(T ). Análogamente,
podemos definir cuándo el par (X (T ),Y(T )) es escindido en modB.
En esta tesis estudiamos la relación entre los morfismos en modA y en modB
con respecto a la potencia del radical a la cual pertenecen. Se probaron los si-
guientes resultados.
Proposición B. Sean A un álgebra, T un A-módulo inclinante y B = EndA(T ).
Supongamos que los pares de torsión (T (T ),F(T )) y (X (T ),Y(T )) son escindi-
dos. Consideremos f : M → N un morfismo con M,N ∈ T (T ). Entonces para
todo n ∈ N,
f ∈ <nA(M,N) si y sólo si F (f) ∈ <nB(F (M), F (N)),
donde F = HomA(T,−).
En el caso en que sólo uno de los pares de torsión se escinde, probamos el
siguiente resultado.
Proposición C. Sean A un álgebra, T un A-módulo inclinante y B = EndA(T ).
Supongamos que sólo el par de torsión (T (T ),F(T )) se escinde. Consideremos
f : M → N un morfismo con M,N ∈ T (T ). Si f ∈ <nA(M,N)\<n+1A (M,N) para
algún n ≥ 1 entonces F (f) ∈ <nB(F (M), F (N)), donde F = HomA(T,−).
Más aún, si F (f) /∈ <n+1B (F (M), F (N)) entonces existe un camino no nulo
de n morfismos irreducibles entre módulos indescomponibles como sigue
F (M)→ X̃1 → . . .→ X̃n−1 → F (N)
donde cada X̃i pertenece a Y(T ), para 1 ≤ i ≤ n− 1.
Tanto la Proposición B como la Proposición C son válidas si consideramos
el morfismo f entre módulos indescomponibles de F(T ) y su equivalencia con la
categoŕıa X (T ).
Aplicamos dichos resultados en el caso particular de los módulos APR-inclinantes.
Logramos comparar el ı́ndice de nilpotencia de <(modA) y <(modB). Más pre-
cisamente, hemos probado el Teorema D.
Teorema D. Sea A un álgebra, T un A-módulo APR-inclinante y B =
EndA(T ). Si B es de tipo de representación finito, entonces rA ≤ rB, donde rA y
rB son los ı́ndices de nilpotencia de <(modA) y <(modB), respectivamente.
Este resultado se ha aplicado a las álgebras inclinadas iteradas de tipo Dynkin.
Determinamos una cota del ı́ndice de nilpotencia del radical de su categoŕıa de
módulos, dependiendo del álgebra hereditaria a la cual está asociada.
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En esta tesis también hemos estudiado la teoŕıa de grados de morfismos irredu-
cibles en las álgebras inclinadas de conglomerado. La categoŕıa de conglomerado
fue introducida en el año 2006 por A. Buan, R. Marsh, M. Reineke, I. Reiten and
G. Todorov en [12] como el cociente Db(modH)/F , donde Db(modH) denota
la categoŕıa derivada de un álgebra hereditaria H y F es el funtor F = τ−1D [1],
con τD el trasladado de Auslander-Reiten en Db(modH) y [1] el funtor suspen-
sión (shift). Alĺı, los autores describen a los objetos inclinantes en la categoŕıa de
conglomerado. Más tarde, A. Buan, R. Marsh e I. Reiten definen en [13] las álge-
bras inclinadas de conglomerado como las álgebras de endomorfismos EndC(T )
op,
donde T es un objeto inclinante en dicha categoŕıa.
En el año 2006 y de manera independiente, P. Caldero, F. Chapoton y R.
Schiffler en [15] introdujeron la categoŕıa de conglomerado de tipo An desde un
punto de vista geométrico. Más precisamente, los autores definieron a la categoŕıa
de diagonales de un poĺıgono de n+ 3 vértices y demostraron que dicha categoŕıa
es equivalente a la categoŕıa de conglomerado de tipo An. Más aún, los objetos
inclinantes están dados por un conjunto completo de diagonales que no se interse-
can, lo que denominaron una triangulación del poĺıgono. Las álgebras inclinadas
de conglomerado de tipo An son aquellas que provienen de una triangulación de
un poĺıgono de n+ 3 vértices.
Más tarde, generalizando el concepto presentado en [15] y basándose en un
modelo geométrico de poĺıgonos con punciones introducido por S. Fomin, M.
Shapiro y D. Thurston en [29], R. Schiffler en [38] introduce a la categoŕıa de
conglomerado de tipo Dn. En este caso, la categoŕıa de diagonales la definió so-
bre un poĺıgono de n vértices con una punción en su centro, y demostró que dicha
categoŕıa es equivalente a la categoŕıa de conglomerado de tipo Dn. Como en el
caso An, las triangulaciones están en correspondencia con los objetos inclinantes
de la categoŕıa de conglomerado. Más aún, las álgebras inclinadas de conglome-
rado de tipo Dn son aquellas que provienen de una triangulación de un poĺıgono
de n vértices con una punción en su centro.
En este trabajo, calculamos el ı́ndice de nilpotencia de un álgebra inclinada de
conglomerado de tipo de representación finito en función del número de vértices
que tiene su carcaj ordinario. Probamos el siguiente resultado.
Teorema E. Sean ∆ un carcaj Dynkin y A un álgebra inclinada de con-
glomerado de tipo ∆. Denotamos por rA el ı́ndice de nilpotencia de <(modA),
entonces,
(a) Si ∆ = An, entonces rA = n para n ≥ 1.
(b) Si ∆ = Dn, entonces rA = 2n− 3 para n ≥ 4.
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(c) Si ∆ = E6, entonces rA = 11.
(d) Si ∆ = E7, entonces rA = 17.
(e) Si ∆ = E8, entonces rA = 29.
Por otra parte, es sabido que la composición de n morfismos irreducibles entre
módulos indescomponibles pertenece a <n. Una pregunta natural es cuándo la
composición de n morfismos irreducibles entre módulos indescomponibles está en
<n+1.
Hay varios trabajos hechos en esta dirección. K. Igusa y G. Todorov, dieron
una solución parcial al problema en [33], demostrando que si se tienen n morfis-
mos irreducibles entre módulos indescomponibles que forman parte de un camino
seccional, entonces su composición no pertenece a <n+1. Liu generalizó este re-
sultado para ciertos caminos que denominó caminos preseccionales. En [21] C.
Chaio, F. Coelho y S. Trepode, dieron condiciones necesarias y suficientes para
que la composición de dos morfismos irreducibles entre módulos indescomponibles
pertenezcan al radical al cubo. Más aún, los autores probaron que no existe una
composición de dos morfismos que pertenezca al radical al cubo y no pertenezca
al radical a la cuarta. Siguiendo con esta ĺınea de trabajo, E. R. Alvares y F.
Coelho han demostrado en [1] que si la composición de dos morfismos irreduci-
bles pertenece a <3, entonces dicha composición pertenece a <5. En dicho art́ıculo
presentaron un ejemplo en el cual la composición de dos morfismos irreducibles
pertenece a <5\<6.
Generalizando este concepto, C. Chaio, P. Le Meur y S. Trepode en [23] dieron
caracterizaciones para que una composición no nula de n morfismos irreducibles
entre módulos indescomponibles pertenezca a <n+1. En el caso particular de com-
ponentes que tienen sucesiones que casi se parten con a lo sumo dos términos en
el medio, C. Chaio probó en [19] que si la composición no nula de n morfismos
irreducibles pertenece a <n+1 entonces pertenece a <n+3.
En esta tesis continuamos con el estudio de la problemática que acabamos
de mencionar. Probamos que tanto en las álgebras inclinadas iteradas de tipo
Dynkin como en la álgebras inclinadas de conglomerado de tipo de representación
finito, la composición de nmorfismos irreducibles entre módulos indescomponibles
pertenece a <n+1 si y sólo si dicha composición es nula.
Por otra parte, estudiamos el problema de encontrar el menor número natural
t, con t ≥ 3, para el cual la composición de n morfismos irreducibles entre módulos
indescomponibles pertenece a <n+t\<n+t+1, y donde la composición de n − 1
morfismos no pertenezca a <n.
Resolvimos el problema recién enunciado para t ≥ 4.
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En el caso de que t = 3, encontramos familias de álgebras donde existen
n morfismos irreducibles tales que su composición pertenece a <n+3\<n+4 pero
donde n− 1 morfismos pertenecen a <n. Sigue abierto el problema original para
t = 3.
Finalmente, estudiamos una caracterización de cuándo en un álgebra existe
un morfismo irreducible de M en τM , donde τ M es el trasladado de Auslander-
Reiten de M . Este problema esta vinculado con el problema anterior para el caso
t = 3.
Cabe destacar que estos últimos resultados, que consisten en estudiar las
familias de álgebras tales que exista un morfismo irreducible de un módulo indes-
componible a su trasladado de Auslander-Reiten, se comenzaron a estudiar en la
Universidade Federal do Paraná, Curitiba, Brasil, con una beca del Programa Es-
cala para Estudiantes de Posgrado, otorgado por la Asociación de Universidades
Grupo Montevideo, en colaboración con el Dr. Edson R. Alvares.
El trabajo está organizado de la siguiente manera.
El Caṕıtulo 1 está destinado a introducir las nociones básicas y los resultados
que utilizamos en esta tesis.
En el Caṕıtulo 2 introducimos los conceptos relacionados con las álgebras de
cuerdas. Luego determinamos el grado finito de cualquier morfismo irreducible a
partir del carcaj con relaciones de un álgebra. En particular, calculamos el ı́ndice
de nilpotencia de las álgebras de cuerdas de tipo de representación finito.
El Caṕıtulo 3 lo destinamos al estudio de la composición de morfismos irre-
ducibles y su relación con las potencias del radical. Particularmente, estudiamos
la composición no nula de n morfismos irreducibles que pertenece a la potencia
n+ 1 del radical .
En el Caṕıtulo 4 introducimos algunos conceptos de la teoŕıa de inclinación
que son esenciales para el desarrollo de los resultados obtenidos. Demostramos la
Proposición B y la Proposición C basándonos esencialmente en las equivalencias
presentadas en el Teorema de Inclinación. Además, aqúı demostramos el Teore-
ma A y el Teorema D. Por otra parte, determinamos el ı́ndice de nilpotencia del
radical de la categoŕıa de módulos de un álgebra hereditaria de tipo de repre-
sentación finito a partir de la cantidad de vértices que tiene su carcaj ordinario.
Apoyándonos en dicho resultado, determinamos una cota para el ı́ndice de nilpo-
tencia del radical de la categoŕıa de módulos de un álgebra inclinada iterada de
tipo Dynkin.
Finalmente, dedicamos el Caṕıtulo 5 a las álgebras inclinadas de conglomera-
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do de tipo de representación finito. En la primer parte del caṕıtulo demostramos
el Teorema E usando la noción de álgebras inclinadas de conglomerado presen-
tada en [13], mientras que en la segunda parte probamos los incisos (a) y (b)
del Teorema E, utilizando la realización geométrica presentada en [15] y [38],
respectivamente.
Esta tesis se llevó a cabo con el financiamiento de una Beca Interna Docto-
ral, otorgada por el Consejo Nacional de Investigaciones Cient́ıficas y Técnicas




A lo largo de este trabajo, consideraremos A un álgebra de dimensión finita
sobre un cuerpo algebraicamente cerrado.
Por modA entenderemos la categoŕıa de los A-módulos a derecha finitamente
generados y por indA la subcategoŕıa plena de modA de A-módulos indescompo-
nibles. Para denotar un objeto X de la categoŕıa modA, usualmente utilizaremos
la notación X ∈ modA.
Recordemos que una k-álgebra A es de dimensión finita si como k-espacio
vectorial es de dimensión finita.
Comenzaremos recordando algunas nociones y resultados básicos, que serán
esenciales para el desarrollo de esta tesis.
1.1. Categoŕıas y funtores.
Para este trabajo es fundamental recordar los conceptos de categoŕıas y
funtores que daremos a continuación.
Definición 1.1.1 Una categoŕıa es una terna C = (Ob C,Hom C, ◦), donde
Ob C denota la clase de objetos de C, Hom C denota la clase de morfis-
mos de C, y ◦ es una operación parcial entre los morfismos de C que satisface
las siguientes condiciones:
(a) Para cada par de objetos X e Y de C asociamos el conjunto HomC(X, Y ),
denominado conjunto de morfismos de X en Y , tal que para pares distintos
de objetos (X, Y ) 6= (Z,U), se tiene que la intersección de los conjuntos
HomC(X, Y ) y HomC(Z,U) es vaćıa.
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(b) Para cada terna de objetos X, Y , Z de C, la operación
HomC(Y, Z)× HomC(X, Y ) → HomC(X,Z)
(g, f) 7→ g ◦ f
está definida y satisface las siguientes dos propiedades:
(i) h ◦ (g ◦ f) = (h ◦ g) ◦ f , para todo f ∈ HomC(X, Y ), g ∈ HomC(Y, Z)
y h ∈ HomC(Z,U), con U ∈ C.
(ii) Para cada objeto X de C, existe un elemento 1X ∈ HomC(X,X), llama-
do morfismo identidad, tal que si f ∈ HomC(X, Y ) y g ∈ HomC(Z,X)
entonces f ◦ 1X = f y 1X ◦ g = g.
A un morfismo f ∈ HomC(X, Y ) lo representaremos por la expresión f : X →
Y .
Definición 1.1.2 Sea C una categoŕıa. Una categoŕıa C ′ es una subcategoŕıa
de C si se satisfacen las siguientes condiciones:
(a) La clase Ob C ′ de objetos de C ′ es una subclase de la clase Ob C de objetos
de C.
(b) Si X, Y son objetos de C ′, entonces HomC′(X, Y ) ⊆ HomC(X, Y ).
(c) La composición de morfismos en C ′ es la misma que en C.
(d) Para cada objeto X ∈ C ′, el morfismo identidad 1′X en HomC′(X,X) coin-
cide con el morfismo identidad 1X en HomC(X,X).
Una subcategoŕıa C ′ de C se dice plena si HomC′(X, Y ) = HomC(X, Y ) para
todo par de objetos X, Y de C ′.
Son ejemplos de subcategoŕıas plenas de modA las categoŕıas GenM y addM ,
con M ∈ modA, donde los objetos, en el primer caso, son los A-módulos gene-
rados por M , y en el segundo caso son sumas directas de sumandos directos de
M .
A continuación recordaremos la definición de funtor entre categoŕıas.
Definición 1.1.3 Sean C y D dos categoŕıas. Un funtor F : C → D es co-
variante si a cada objeto X ∈ C se le asigna un objeto F (X) ∈ D, y a cada
morfismo h : X → Y en C, un morfismo F (h) : F (X)→ F (Y ) en D tales que se
satisfacen las condiciones:
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(a) F (1X) = 1F (X), para todo objeto X de C.
(b) Para cada par de morfismos f : X → Y y g : Y → Z en C, se tiene la
igualdad F (g ◦ f) = F (g) ◦ F (f).
Un funtor F : C → D es contravariante si a cada objeto X ∈ C se le asigna
un objeto F (X) ∈ D, y a cada morfismo h : X → Y en C, un morfismo F (h) :
F (Y )→ F (X) en D tales que se satisfacen las condiciones:
(a) F (1X) = 1F (X), para todo objeto X de C.
(b) Para cada par de morfismos f : X → Y y g : Y → Z en C, se tiene la
igualdad F (g ◦ f) = F (f) ◦ F (g).
Sean F : C → D, G : C → D dos funtores covariantes. Un morfismo funto-
rial ϕ : F → G es una familia ϕ = {ϕX}X∈Ob C de morfismos ϕX : F (X)→ G(X)









ϕY // G(Y )
en D es conmutativo. Decimos que ϕ es un isomorfismo funtorial si, para todo
X ∈ C, ϕX : F (X)→ G(X) es un isomorfismo en D.
Sean F,G,H : C → D tres funtores covariantes, y ϕ : F → G, φ : G→ H dos
morfismos funtoriales. La composición de morfismos funtoriales φϕ : F → H
está dado por la familia (φϕ)X = φXϕX .
Definición 1.1.4 Un funtor covariante F : C → D se denomina una equiva-
lencia de categoŕıas si existen un funtor G : D → C e isomorfismos funtoriales
ϕ : 1C → GF y φ : 1D → FG, donde 1C y 1D son los funtores identidad sobre las
categoŕıas C y D, respectivamente. El funtor G se denomina el funtor cuasi-
inverso de F , y decimos que C y D son categoŕıas equivalentes.
Sea F : C → D un funtor covariante. Para cada par de objetos X, Y ∈ C,
F induce una aplicación F : HomC(X, Y ) → HomD(F (X), F (Y )), definida por
f 7→ F (f). El funtor F se dice:
• fiel, si dicha aplicación es inyectiva.
• pleno, si dicha aplicación es suryectiva.
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• denso, si para todo objeto M ∈ D, existe un objeto X ∈ C tal que
F (X) ∼= M.
Se prueba que un funtor covariante F : C → D es una equivalencia de cate-
goŕıas si y sólo si F es fiel, pleno y denso, [6, Apéndice, Teorema 2.5].
Se tienen las definiciones duales, considerando funtores contravariantes.
Dado M un A-módulo, los funtores HomA(M,−), − ⊗ M, Ext1A(M,−) y
TorA1 (−,M), son ejemplos de funtores entre las categoŕıas de módulos modA y
modB, donde B = EndA(M) (ver Sección 4.1). En este trabajo utilizaremos
fuertemente estos funtores, que los daremos por conocidos. El lector interesado
puede referirse a [2, Caṕıtulo IV, Caṕıtulo V, Caṕıtulo IX] para una lectura de
los mismos.
1.2. Carcaj asociado a un álgebra y álgebras de
caminos.
Definición 1.2.1 Un carcaj Q = (Q0, Q1, s, e) es una cuatro-upla que consiste
en dos conjuntos: Q0 el conjunto de vértices y Q1 el conjunto de flechas, y dos
aplicaciones s, e : Q1 → Qo que asocian a cada flecha α : i→ j, su vértice inicial
s(α) = i y su vértice final e(α) = j.
El carcaj Q se dice finito, si los conjuntos Q0 y Q1 son finitos.
El grafo subyacente Q del carcaj Q, es el grafo que se obtiene de Q sin tener
en cuenta la orientación de las flechas.
Un carcaj Q es conexo si lo es su grafo subyacente Q.
Un camino en un carcaj Q es una sucesión ordenada de flechas γ = αn...α1
tales que e(αi) = s(αi+1) para 1 ≤ i < n. Para cada vértice i ∈ Q0, asociamos
el camino εi de longitud cero, denominado camino trivial. Para un camino no
trivial γ = αn...α1, con n ≥ 1, definimos s(γ) = s(α1) y e(γ) = e(αn).
Diremos que un camino no trivial γ = αn...α1 en un carcaj Q es un ciclo
orientado si s(γ) = e(γ).
Para cada flecha α : x → y, denotamos por α−1 : y → x su inversa formal.
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1 donde cada αi es




1 ) = x y
e(αεtt ) = y.
Recordemos la definición de mutación de un carcaj en un vértice.
Definición 1.2.2 Sea Q un carcaj sin flechas múltiples, sin lazos y sin ciclos
de longitud dos. Sea x un vértice de Q. La mutación de Q en el vértice x,
µx(Q), transforma el carcaj Q en un nuevo carcaj Q
′ = µx(Q), que se construye
de la siguiente manera:
(1) Se agrega un nuevo vértice y.
(2) En caso de existir un camino de la forma i→ x→ j, se analiza la existencia
de una flecha de j a i:
I. Si existe una flecha j → i, entonces ésta se elimina.
II. Si no existe una flecha j → i, entonces se agrega una flecha i→ j.
(3) Para todo vértice i, se reemplazan todas las flechas i→ x por flechas y → i,
y se reemplazan todas las flechas x→ i por flechas i→ y.
(4) Se elimina el vértice x.
La definición anterior puede ser extendida a carcajes que posean flechas múlti-
ples, pero para el contexto en el que trabajaremos no es necesario enunciarla.
Definición 1.2.3 Sea Q un carcaj finito y k un cuerpo. El álgebra de caminos
kQ es el k-espacio vectorial cuya base es el conjunto de todos los caminos del
carcaj Q (incluso los triviales).
Daremos en kQ una estructura de k-álgebra definiendo la siguiente multiplica-




0 si e(γ2) 6= s(γ1),
αn...α1βm...β1 si e(γ2) = s(γ1).
En el caso de los caminos triviales definimos
γ1.γ2 =

0 si γ1 = εi, γ2 = εj con i 6= j,
γ2 si γ1 = εi, γ2 = βm...β1, con e(γ2) = i,
γ1 si γ1 = αn...α1, γ2 = εi con s(γ1) = i.
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Puede probarse que si Q es conexo entonces kQ es una k-álgebra indescom-
ponible, es decir, no es producto directo de dos k-álgebras, y que es de dimensión
finita si y sólo si Q no tiene ciclos orientados.
Recordemos que dada A una k−álgebra de dimensión finita, existe un sistema
completo de idempotentes ortogonales y primitivos {e1, ..., en}, tal que conside-
rando A como A-módulo a derecha, entonces A = e1A⊕ ...⊕ enA.
El álgebra A se denomina básica, si eiA  ejA para todo i 6= j. Diremos que
A es conexa si 0 y 1 son los únicos idempotentes centrales de A, es decir, los
únicos elementos idempotentes que conmutan con todo elemento de A.
Definimos el carcaj ordinario QA como sigue: los vértices QA son tantos
como los idempotentes del sistema. A cada vértice i se le asocia el idempotente
ei, y el número de flechas que comienzan en el vértice i y terminan en el vértice
j está dado por:
dimk[ ej (radA/rad
2A) ei ]
con la estructura natural de A− A-bimódulo del cociente radA/ rad2A.
Es sabido que dada una k-álgebra A de dimensión finita, básica e indescompo-
nible sobre un cuerpo k algebraicamente cerrado, existe un morfismo de k-álgebras
ϕ : kQA → A que es sobreyectivo, y cuyo núcleo I es un ideal admisible, es
decir, tal que rn ⊆ I ⊂ r2, donde r es el ideal de kQA generado por las flechas.
Gabriel probó el siguiente resultado, que muestra la importancia de la noción
de álgebra de caminos.
Teorema 1.2.4 [6, Caṕıtulo II, Teorema 3.7] Toda k-álgebra A de dimensión
finita sobre un cuerpo algebraicamente cerrado, básica y conexa es isomorfa al
cociente del álgebra de caminos del carcaj ordinario asociado a A sobre un ideal
admisible, es decir, A ∼= kQA/I.
Definición 1.2.5 Sea A una k-álgebra de dimensión finita, básica y conexa. Un
isomorfismo A ' kQA/I, donde I es un ideal admisible de kQA, se denomina
una presentación del álgebra A.
Dado un carcaj Q e I un ideal admisible de kQ, al par (Q, I) se lo denomina
carcaj con relaciones.
A continuación presentaremos el concepto de representaciones de un carcaj
con relaciones.
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Sea (Q, I) un carcaj finito con relaciones. Una representaciónM = (Ma, fα)a∈Q0,α∈Q1
de (Q, I) se define de la siguiente manera:
• A cada vértice a ∈ Q0 se le asocia un k−espacio vectorial Ma;
• A cada flecha α : a→ b se le asocia una aplicación k-lineal fα : Ma →Mb.
Más aún, si
∑
m αmsm . . . αm1 ∈ I entonces la suma de aplicaciones lineales∑
m fαmsm . . . fαm1 es nula.
Una representación M es de dimensión finita si cada espacio vectorial Ma es
de dimensión finita.
Sean (Q, I) un carcaj con relaciones y M = (Ma, fα), N = (Na, gα) dos
representaciones de (Q, I). Un morfismo de representaciones φ : M → N es
un conjunto de aplicaciones k-lineales φ = (φa)a∈Q0 tales que para toda flecha










Denotamos por repk(Q, I) a la categoŕıa k-lineal de representaciones de di-
mensión finita del carcaj con relaciones (Q, I).
El siguiente resultado es de gran importancia.
Teorema 1.2.6 Sea A una k-álgebra de dimensión finita sobre un cuerpo alge-
braicamente cerrado y A ' kQA/I una presentación de A. Entonces existe una
equivalencia de categoŕıas
F : modA→ repk(QA, I)
1.3. Morfismos irreducibles y radical de la cate-
goŕıa de módulos.
En esta sección veremos cómo relacionar los morfismos irreducibles de
modA y el radical de dicha categoŕıa. Para ello recordemos las siguientes defini-
ciones.
Consideremos un álgebra A. Diremos que el morfismo f : X → Y en modA
es una sección o un monomorfismo que se parte si existe un morfismo g :
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Y → X tal que gf = 1X . Dualmente, diremos que f es una retracción o un
epimorfismo que se parte si existe un morfismo h : Y → X tal que fh = 1Y .
Definamos el radical de la categoŕıa de módulos, [4, Caṕıtulo 1, Sección 3].
Definición 1.3.1 Sea A un álgebra y X e Y en modA. El radical de HomA(X, Y ),
que denotaremos por <(X, Y ), es el conjunto de todas las aplicaciones f ∈
HomA(X, Y ) tales que hfg no es un isomorfismo, cualesquiera sean g : M → X
y h : Y →M con M ∈ indA.
Inductivamente, pueden definirse las potencias del radical como sigue:
”f ∈ <n(X, Y ) si y sólo si existen Mi ∈ modA tales que f = Σri=1higi con
gi ∈ <(X,Mi) y hi ∈ <n−1(Mi, Y ).”
Finalmente, se define el radical infinito como
<∞ (X, Y ) =
⋂
n∈N
<n (X, Y )
En el caso en que X e Y son módulos indescomponibles de modA, entonces:
<(X, Y ) = {f : X → Y | f no es un isomorfismo}
Observación 1.3.2 La sucesión formada por las potencias del radical es una
cadena descendente que se estabiliza, es decir, se verifica lo siguiente: Dados
X, Y ∈ modA,
<(X, Y ) ⊇ <2(X, Y ) ⊇ ... ⊇ <n(X, Y ) ⊇ ...
y existe un número natural m tal que <m(X, Y ) = <∞(X, Y ), [8, Caṕıtulo V,
Lema 7.2].
Recordemos que un álgebra A es de tipo de representación finito si el
número de representantes de clases de isomorfismos de A-módulos indescompo-
nibles es finito. En caso contrario decimos que el álgebra es de tipo de repre-
sentación infinito.
El siguiente resultado caracteriza a las álgebras de tipo de representación
finito en función al radical de la categoŕıa de módulos.
Teorema 1.3.3 Un álgebra A es de tipo de representación finito si y sólo si
<∞(modA) = 0, es decir, <∞(X, Y ) = 0 para todo X e Y en modA.
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Definición 1.3.4 Sea A un álgebra de tipo de representación finito. Al menor
número entero no negativo m que satisface <m(modA) = 0 lo denominamos
ı́ndice de nilpotencia del radical de modA. A dicho número lo vamos a
denotar por rA.
Definamos ahora el concepto de morfismo irreducible.
Definición 1.3.5 Un morfismo f : X → Y en modA se dice irreducible si:
(i) f no es sección ni retracción, y
(ii) Si f se factoriza f = gh, donde h : X → Z y g : Z → Y , con Z ∈ modA,
entonces h es sección o g es retracción.
Observación 1.3.6 [6, Caṕıtulo IV, Pág. 100] Si f : X → Y es un morfismo
irreducible en modA, entonces f es un monomorfismo propio o f es un epimor-
fismo propio.
Existe una importante relación entre el radical y los morfismos irreducibles,
que está dada por el siguiente resultado:
Proposición 1.3.7 Si X o Y son A-módulos indescomponibles y f : X → Y un
morfismo irreducible entonces f ∈ <(X, Y )\<2(X, Y ).
La rećıproca es cierta si ambos módulos son indescomponibles, y es un resultado
debido a R. Bautista (ver [9]).
Dado un morfismo irreducible f : X → Y , con X e Y A-módulos indescom-
ponibles, definimos los cocientes
Irr(X, Y ) = <(X, Y )/<2(X, Y )
y
kX = End(X)/rad(End(X)).
Aśı, Irr(X, Y ) resulta un kX-kY -bimódulo, es decir, Irr(X, Y ) tiene estructura de
kX-módulo a izquierda y kY -módulo a derecha.
Más aún, Irr(X, Y ) resulta un k-espacio vectorial.
Cabe destacar que los morfismos irreducibles brindan información de los mor-
fismos de la categoŕıa modA, dado por el siguiente resultado.
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Proposición 1.3.8 Sean X, Y módulos indescomponibles. Si f : X −→ Y es
un morfismo que no es isomorfismo, entonces f = Σri=1αi + β, donde cada
αi : X −→ Y es una composición finita de morfismos irreducibles entre módu-
los indescomponibles y β pertenece a <∞(X, Y ).
Si A es un álgebra de tipo de representación finito entonces <∞(X, Y ) =
0 para todo X, Y ∈ modA. Luego, en virtud de la proposición anterior, todo
morfismo entre módulos indescomponibles que no es un isomorfismo se escribe
como una suma finita de composiciones de morfismos irreducibles entre módulos
indescomponibles.
El siguiente resultado nos será de gran utilidad a los largo de esta tesis.
Proposición 1.3.9 [8, Proposición 7.4] Sean M y N módulos indescomponibles
en modA y consideremos f ∈ <nA(M,N), para n ≥ 2. Entonces se satisfacen las
siguientes afirmaciones.
(a) (i) Existen un número natural s, A-módulos indescomponibles X1, . . . , Xs,
morfismos fi ∈ <A(M,Xi) y morfismos gi : Xi → N , donde cada gi
es una suma finita de composiciones de n − 1 morfismos irreducibles
entre módulos indescomponibles, tales que f =
∑s
i=1 gifi.
(ii) Si f ∈ <nA(M,N) \ <n+1A (M,N), entonces por lo menos uno de los
morfismos fi del inciso (i) es irreducible y f = u + v, donde u es
no nulo y es una suma de composiciones de n morfismos irreducibles
entre módulos indescomponibles y v ∈ <n+1A (M,N).
(b) (i) Existen un número natural t, A-módulos indescomponibles Y1, . . . , Yt,
morfismos fi : M → Yi y morfismos gi ∈ <A(Yi, N), donde cada fi
es una suma finita de composiciones de n − 1 morfismos irreducibles
entre módulos indescomponibles, tales que f =
∑t
i=1 gifi.
(ii) Si f ∈ <nA(M,N) \ <n+1A (M,N), entonces por lo menos uno de los
morfismos gi del inciso (i) es irreducible.
1.4. Carcaj de traslación.
En esta sección introduciremos la noción de carcaj de traslación y presen-
taremos algunos resultados esenciales para este trabajo.
Definición 1.4.1 Consideremos Γ un carcaj localmente finito y sin lazos. Su-
pongamos que Γ no tiene flechas múltiples. Para cada x ∈ Γ0 denotamos por
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x− (x+) al conjunto de vértices que son predecesores inmediatos (sucesores in-
mediatos, respectivamente) de x. Sea τ una biyección que tiene por dominio y
codominio al conjunto de vértices Γ0.
El par (Γ, τ) se denomina un carcaj de traslación si para cada x ∈ Γ0 tal
que τx existe y cada vértice y ∈ x−, la cantidad de flechas de y a x en Γ es igual
a la cantidad de flechas de τx a y en Γ.
La biyección τ en la definición anterior es llamada la traslación de (Γ, τ). Los
vértices x en Γ tales que τx (τ−1x) no están definidos, se denominan vértices
proyectivos (vértices inyectivos, respectivamente). Para cada flecha α : y →
x, con x no proyectivo, denotaremos por σ(α) la flecha τx→ y.
El subcarcaj pleno de Γ formado por un vértice no proyectivo x, su trasladado
no inyectivo τx y por el conjunto (τx)+ = x− es llamado la malla comenzando
en τx y terminando en x.
Denotaremos por k(Γ) la categoŕıa de mallas de Γ, es decir la categoŕıa
que resulta del cociente de la categoŕıa de caminos kΓ con el ideal generado por
los morfismos
∑
α:·→x ασ(α), donde α : · → x es una flecha que termina en x,
siendo x un vértice no proyectivo.
Sea Γ una componente conexa de un carcaj de traslación. Un camino en Γ
es una secuencia x1
f1−→ x2 −→ · · · −→ xn
fn−→ xn+1, donde xi, fi son vértices
y flechas de Γ, respectivamente. Dicho camino es un ciclo si se satisface que
X1 ∼= Xn+1.
Un camino y0 −→ y1 −→ · · · −→ yn en Γ se dice seccional si τ−1Yi  Yi+2
para i = 0, ..., n− 2.
Dos caminos en Γ son llamados caminos paralelos si tienen el mismo vértice
inicial y el mismo vértice final.
Una componente conexa Γ se dice componente con longitud si todos los
caminos paralelos en Γ tienen la misma longitud. En caso contrario, se dice que
Γ es una componente sin longitud. Si Γ es una componente con longitud y
x, y ∈ Γ, decimos que la longitud entre x e y, `(x, y), es igual n si existe un
camino en Γ de x a y de largo n.
Observemos que una componente con longitud no tiene ciclos orientados.
Una componente conexa Γ de un carcaj de traslación se dice dirigida si no
existen ciclos en Γ.
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En esta tesis probaremos que ciertas componentes de un carcaj de traslación
son con longitud. Para este propósito es necesario presentar la noción de grupo
fundamental de un carcaj de traslación. Para ello necesitamos definir un relación
de homotoṕıa, la cual es una relación de equivalencia.
Definimos la relación de homotoṕıa en Γ como la menor relación de equi-
valencia ∼ en el conjunto de todos los paseos de Γ tales que:
(a) Si α : x→ y es una flecha, entonces α−1α ∼ ex y αα−1 ∼ ey.
(b) Si x es no proyectivo, entonces ασ(α) ∼ βσ(β) para todo par de flechas
α, β que terminen en x.
(c) Si u ∼ v, entonces wuw′ ∼ wvw′ cada vez que dicha composición tenga
sentido.
Sea x ∈ Γ0 arbitrario. Denotemos por π1(Γ, x) al conjunto de clases de equiva-
lencia u de caminos que comienzan y terminan en x. Dicho conjunto tiene estruc-
tura de grupo definida por la operación u.v = u.v. Como Γ es conexo, se puede
demostrar que π1(Γ, x) no depende de la elección de x. Por lo tanto, a π1(Γ, x)
lo notaremos simplemente por π1(Γ) y lo llamaremos el grupo fundamental de
Γ.
Un carcaj de traslación se dice simplemente conexo si es conexo y π1(Γ) = 1.
Se puede probar que un carcaj de traslación es simplemente conexo si su
gráfico de órbitas es de tipo árbol.
Dada Γ una componente conexa de un carcaj de traslación, el gráfico de
órbitas de Γ, O(Γ), se construye de la siguiente manera; ponemos un punto por
cada τ -órbita distinta O(M), con M ∈ Γ, y existe una arista entre dos puntos
distintos O(M) y O(N) de O(Γ) si existen m,n ∈ Z y un morfismo irreducible
τmM → τnN o τnN → τmM . El número de aristas es igual a dimkIrr(τmM, τnN)
o dimkIrr(τ
nN, τmM), respectivamente. Una componente Γ es de tipo árbol si
su gráfico de órbitas O(Γ) lo es.
El siguiente resultado, debido a K. Bongartz y P. Gabriel en [11], nos da una
caracterización para determinar si una componente de un carcaj de traslación es
con longitud.
Teorema 1.4.2 Sea Γ una componente conexa de un carcaj de traslación. Si Γ
es simplemente conexa, entonces Γ es una componente con longitud.
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1.5. Carcaj de Auslander-Reiten y sucesiones
que casi se parten.
En esta sección definiremos el carcaj de Auslander-Reiten ΓmodA, que es
una herramienta muy útil para visualizar gran parte de la categoŕıa de módulos
del álgebra A.
El carcaj de Auslander-Reiten ΓmodA de modA es un caso particular de
carcaj de traslación con posibles flechas múltiples. La traslación τ , denominado el
trasladado de Auslander-Reiten, es la composición de dos funtores bien conocidos,
la traspuesta Tr y la dualidad estándar D = Homk(−, k), es decir, τ = DTr y
τ−1 = TrD ([6, Caṕıtulo IV, Definición 2.3]).
Definición 1.5.1 Sea A es un álgebra de dimensión finita, básica y conexa. El
carcaj de Auslander-Reiten, ΓmodA, de modA es un carcaj definido de la
siguiente manera.
(a) Los vértices de ΓmodA son las clases de isomorfismo [X] de módulos indes-
componibles X en modA.
(b) Sean [M ] y [N ] dos vértices en ΓmodA correspondientes a los módulos in-
descomponibles M y N en modA, respectivamente. Las flechas [M ]→ [N ]
están en correspondencia biyectiva con una base de vectores del k-espacio
vectorial Irr(M,N).
Si A es una k-álgebra de tipo de representación finita, entonces el carcaj
ΓmodA no tiene flechas múltiples, es decir dimk(Irr(M,N)) ≤ 1 para M,N A-
módulos indescomponibles, ver [8, Caṕıtulo VII, Corolario 2.3].
Para realizar el objetivo de este trabajo vamos a analizar caminos de ΓmodA.
A continuación daremos la definición.
Definición 1.5.2 Una sucesión de morfismos no nulos
X1
f1−→ X2 −→ · · · −→ Xn
fn−→ Xn+1
con Xi ∈ indA para i = 1, ..., n+1, se dice un camino en modA si los morfismos
fi no son isomorfismos para i = 1, ..., n.
Sea Γ una componente del carcaj de Auslander-Reiten, ΓmodA. Un camino en
modA es llamado un camino en Γ, si los morfismos fi son irreducibles para
i = 1, ..., n.
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Sean M y N dos módulos indescomponibles de modA. En general, denota-
remos por M  N a los caminos de M a N de morfismos irreducibles entre
módulos indescomponibles.
Daremos la definición de sucesión que casi se parte, para ello recordemos
algunas definiciones previas.
Definición 1.5.3 (a) Sea f : X −→ Y un morfismo de A-módulos. Se dice
que f es minimal a izquierda si hf = f implica que h es automorfismo,
donde h es morfismo en modA. Se dice que f casi se parte a izquierda
si
(i) no es una sección, y
(ii) para todo morfismo u : X −→ U en modA que no es sección, existe
u′ : Y −→ U en modA tal que u′f = u.
Finalmente, f se dice minimal que casi se parte a izquierda si es
minimal a izquierda y casi se parte a izquierda.
(b) Sea g : X −→ Y un morfismo de A-módulos. Se dice que g es minimal a
derecha si gh = g implica que h es automorfismo, donde h es morfismo
en modA. Se dice que g casi se parte a derecha si
(i) no es una retracción, y
(ii) para todo morfismo v : V −→ Y en modA que no es retracción, existe
v′ : V −→ X en modA tal que gv′ = v.
Finalmente, g se dice minimal que casi se parte a derecha si es mi-
nimal a derecha y casi se parte a derecha.
Definición 1.5.4 Una sucesión exacta corta de A-módulos
0 −→ L f−→M g−→ N −→ 0
que no se parte, se dice una sucesión que casi se parte si:
(a) f es un morfismo minimal que casi se parte a izquierda.
(b) g es un morfismo minimal que casi se parte a derecha.
El siguiente teorema, cuya demostración se encuentra en [6, Caṕıtulo IV,
Teorema 1.13], resume las propiedades y caracterizaciones de las sucesiones que
casi se parten.
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Teorema 1.5.5 Sea 0 −→ L f−→ M g−→ N −→ 0 una sucesión exacta corta.
Las siguientes condiciones son equivalentes:
(a) La sucesión casi se parte.
(b) L es indescomponible y g es un morfismo que casi se parte a derecha.
(c) N es indescomponible y f es un morfismo que casi se parte a izquierda.
(d) f es un morfismo minimal que casi se parte a izquierda.
(e) g es un morfismo minimal que casi se parte a derecha.
(f) L,N son indescomponibles y f, g son irreducibles.
Recordemos que el radical de un módulo M , radM , es la intersección de
todos los submódulos maximales de M . El top de M , topM se define como el
cociente. de M sobre su radical, es decir, topM = M/radM.
Sea M un A-módulo. El zócalo de M , socM , es el submódulo de M generado
por todos los submódulos simples de M.
Los únicos morfismos minimales que casi se parten a derecha que no son
suryectivos son de la forma radP ↪→ P , con P un A-módulo proyectivo indes-
componible.
Los únicos morfismos minimales que casi se parten a izquierda que no son
inyectivos son de la forma I  I/soc I, con I un A-módulo inyectivo indescom-
ponible.
En virtud de ello, recordemos el siguiente resultado.
Lema 1.5.6 (a) Sea P un A-módulo indescomponible proyectivo. f : X −→ P
es un morfismo minimal que casi se parte a derecha si y sólo si f es un
monomorfismo, con imagen radP .
(b) Sea I un A-módulo indescomponible inyectivo, entonces g : I −→ Y es
un morfismo minimal que casi se parte a izquierda si y sólo si g es un
epimorfismo con núcleo soc I.
La siguiente proposición nos brinda un método constructivo para calcular el
trasladado de Auslander-Reiten. Primero recordemos el funtor Nakayama:
Definición 1.5.7 El funtor Nakayama de modA se define como
ν = DHomA(−, A) : modA→ modA.
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El funtor Nakayama induce una equivalencia de categoŕıas entre las subcate-
goŕıas plenas de modA, projA e injA, donde la primera tiene como objetos a
los módulos proyectivos, y la segunda a los módulos inyectivos, ([6, Caṕıtulo III,
Proposición 2.10]).
Para presentar la próxima proposición es necesario recordar la definición de
presentación proyectiva minimal de un módulo.
Definición 1.5.8 Consideremos M ∈ modA. Un epimorfismo h : P → M se
denomina la cubierta proyectiva de M , si P es un módulo proyectivo y si para
cada submódulo X de P , la igualdad Kerh+X = P implica que X = P .
Una sucesión exacta P1
p1→ P0
p0→ M → 0 es una presentación proyectiva
minimal del módulo M , si los morfismos P0
p0→M y P1
p0→ Ker p0 son cubiertas
proyectivas.
Consideremos L ∈ modA. Un monomorfismo u : L → I se denomina la
envolvente inyectiva de L, si I es un módulo inyectivo y cada submódulo no
nulo X de I tiene intersección no nula con Imu.




→ I1 es una presentación inyectiva
minimal del módulo L, si los morfismos L
u0→ I0 y Imu1 ↪→ I1 son envolventes
inyectivas.
Proposición 1.5.9 Sea P1
p1−→ P0
p0−→ M una presentación proyectiva minimal
del A-módulo M . Entonces existe una sucesión exacta
0 −→ τM −→ νP1
νp1−→ νP0
νp0−→ νM → 0
donde ν es el funtor Nakayama.
Se puede probar que si M y N son módulos indescomponibles en modA,
entonces:
(a) El módulo τM es nulo si y sólo si M es proyectivo.
(b) El módulo τ−1N es nulo si y sólo si N es inyectivo.
(c) Si M es un módulo no proyectivo, entonces τM es un módulo indescompo-
nible no inyectivo y τ−1τM ∼= M.
(d) Si N es un módulo no inyectivo, entonces τ−1N es un módulo indescompo-
nible no proyectivo y ττ−1N ∼= N.
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Teorema 1.5.10 Sea A un álgebra de art́ın.
(1) Si M es un módulo indescomponible no proyectivo entonces existe una su-
cesión que casi se parte que termina en M :
0 −→ τM −→ Z −→M −→ 0.
(2) Si M es un módulo indescomponible no inyectivo entonces existe una suce-
sión que casi se parte que comienza en M :
0 −→M −→ E −→ τ−1M −→ 0.
Se puede demostrar que las sucesiones que casi se parten son únicas, salvo
isomorfismos.
Definición 1.5.11 Sea A un álgebra y consideremos M un A−módulo no pro-
yectivo (no inyectivo) indescomponible. Denotamos por α(M) (α′(M), respectiva-
mente) el número de sumandos indescomponibles del término del medio que tiene
la sucesión que casi se parte que termina (que comienza, respectivamente) en M .
Sea Γ una componente de ΓmodA. Decimos que α(Γ) ≤ m, para algún número
natural m, si α(M) y α′(M) es menor o igual que m para todo M ∈ Γ, siempre
y cuando las sucesiones estén definidas.
Observación 1.5.12 La sucesión que casi se parte que empieza en un A-módulo






j → τ−1Si → 0
donde Si es el simple proyectivo relacionado con el vértice i ∈ (QA)0, Pj repre-
senta al módulo proyectivo indescomponible relacionado con el vértice j ∈ (QA)0
y mj = dimkIrr(Si, Pj).
A continuación presentaremos la fórmula de Aulander-Reiten.
Teorema 1.5.13 [6, Caṕıtulo IV, 2.13] Sea A una k-álgebra y sean M,N dos
A-módulos en modA. Entonces existen isomorfismos
Ext1A(M,N)
∼= DHomA(τ−1N,M) ∼= DHomA(N, τM)
que son funtoriales en ambas variables.
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Nota: HomA(M,N) es el k- espacio vectorial de morfismos de M a N que está
definido como el cociente de espacios vectoriales
HomA(M,N) = HomA(M,N)/P(M,N)
donde P(M,N) denota al subconjunto de HomA(M,N) de los morfismos que
factorizan por un A-módulo proyectivo.
Asimismo HomA(M,N) es el k- espacio vectorial de morfismos de M a N que
está definido como el cociente de espacios vectoriales
HomA(M,N) = HomA(M,N)/I(M,N)
donde I(M,N) denota al subconjunto de HomA(M,N) de los morfismos que
factorizan por un A-módulo inyectivo.
Recordemos que un A-módulo M tiene dimensión proyectiva, dpM , igual
a m, si existe una sucesión exacta de la forma
0→ Pm
hm→ Pm−1 → ...→ P1
h1→ P0
h0→M → 0
con Pi A-módulos proyectivos, para i = 1, ...,m, y no existe una sucesión exacta
de la forma
0→ Pm−1
hm−1→ Pm−2 → ...→ P1
h1→ P0
h0→M → 0
con Pi A-módulos proyectivos, para i = 1, ...,m− 1.
Dualmente se define la dimensión inyectiva, diM , de un A-módulo M.
Se puede demostrar que si dpM ≤ 1 y N es arbitrario, entonces existe un
isomorfismo k-lineal Ext1A(M,N)
∼= DHomA(N, τM), [6, Caṕıtulo IV, Corolario
2.14].
Como consecuencia se tiene el siguiente resultado:
Lema 1.5.14 [6, Caṕıtulo IV, Corolario 2.15] Sean A un álgebra y M , N módulos
en modA.
(a) Si dpM ≤ 1 y diN ≤ 1 entonces existe un isomorfismo k-lineal
HomA(N, τM) ∼= HomA(τ−1N,M).
(b) Si dpM ≤ 1, di τN ≤ 1 y N es un módulo indescomponible no proyectivo
entonces existe un isomorfismo k-lineal
HomA(τN, τM) ∼= HomA(N,M).
(c) Si dp τ−1M ≤ 1, diN ≤ 1 y M es un módulo indescomponible no inyectivo
entonces existe un isomorfismo k-lineal
HomA(τ
−1N, τ−1M) ∼= HomA(N,M).
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1.6. Álgebras hereditarias.
En esta sección introduciremos las álgebras hereditarias, y daremos algu-
nas caracterizaciones de las mismas.
Definición 1.6.1 Un álgebra A se dice hereditaria a derecha si cualquier
ideal a derecha de A es un A-módulo proyectivo.
Dualmente se define álgebra hereditaria a izquierda.
Mencionemos algunas caracterizaciones de las álgebras hereditarias a derecha.
El lector interesado puede referirse a [6, Caṕıtulo VII, Sección 1].
Lema 1.6.2 Sea A un álgebra. Las siguientes condiciones son equivalentes:
(a) A es hereditaria a derecha.
(b) La dimensión global de A es a lo sumo uno.
(c) Cada submódulo de un A-módulo proyectivo a derecha es proyectivo.
(d) Cada cociente de un A-módulo inyectivo a derecha es inyectivo.
(e) Cada submódulo de un A-módulo proyectivo a derecha finitamente generado
es proyectivo.
(f) Cada cociente de un A-módulo inyectivo a derecha finitamente generado es
inyectivo.
(g) El radical de cualquier A-módulo proyectivo a derecha finitamente generado
es proyectivo.
(h) El cociente de un A-módulo inyectivo a derecha finitamente generado sobre
su zócalo es inyectivo.
Un álgebra de dimensión finita es hereditaria a derecha si y sólo si es here-
ditaria a izquierda. Por lo tanto, de ahora en adelante vamos a mencionar a las
álgebras hereditarias sin hacer ninguna especificación.
Lema 1.6.3 [6, Caṕıtulo VII, Lema 1.6] Sea A una k-álgebra hereditaria básica,
e y e′ idempotentes primitivos de A. Entonces existe un isomorfismo de k-espacios
vectoriales
Irr(e′A, eA) ∼= e(radA/rad2A)e′.
La siguiente es una caracterización muy importante de las álgebras heredita-
rias:
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Lema 1.6.4 [6, Caṕıtulo VII, Teorema 1.7]
(a) Si Q es un carcaj finito, conexo y aćıclilo, entonces el álgebra A = kQ es
hereditaria y QA = Q.
(b) Si A es un álgebra hereditaria básica y conexa y {e1, ..., en} es un conjunto
completo de idempotentes primitivos ortogonales de A, entonces
(i) el carcaj QA de A es finito, conexo y aćıclico.
(ii) las k-álgebras A y kQA son isomorfas.
Como una consecuencia inmediata del Lema 1.6.3 se deduce el siguiente re-
sultado.
Lema 1.6.5 Sea A ' kQA un álgebra hereditaria. Existe un morfismo irreducible
f : Pb → Pa entre módulos proyectivos indescomponibles en modA si y sólo si
existe una flecha a→ b en QA.
Análogamente se puede enunciar el resultado anterior para módulos inyectivos.
A continuación enunciaremos el teorema de Gabriel, que caracteriza a las
álgebras hereditarias de tipo de representación finito.
Teorema 1.6.6 [6, Caṕıtulo VII, Teorema 5.10] Sea Q un carcaj finito, conexo y
aćıclico. Sea k un cuerpo algebraicamente cerrado y A = kQ el álgebra de caminos
de Q. Entonces el álgebra A es de tipo de representación finito si y sólo si el grafo
subyacente Q de Q es uno de los diagramas Dynkin, los cuales son:
An : • • ... • • n ≥ 1
•
Dn : • • ... • • n ≥ 4
•
•
E6 : • • • • •
•
E7 : • • • • • •
•
E8 : • • • • • • •
28
Observación 1.6.7 A partir del Lema 1.6.4 y del Teorema 1.6.6, podemos afir-
mar que los diagramas Dynkin representan álgebras hereditarias de tipo de re-
presentación finito.
1.7. Grados de morfismos irreducibles
En esta sección introduciremos el concepto de grado de un morfismo irre-
ducible, dado por S. Liu en [36]. Esta herramienta es de gran importancia para
presentar un resultado de C. Chaio [16], que será fundamental para la demostra-
ción de los resultados principales de esta tesis.
Definición 1.7.1 Sea A un álgebra de art́ın y sea f : X → Y un morfismo irre-
ducible en mod A con X o Y indescomponibles. Decimos que el grado a izquier-
da de f es infinito si, para cualquier entero positivo n, cualquier Z ∈ modA y
cualquier morfismo g ∈ <n(Z,X) \ <n+1(Z,X), tenemos que fg /∈ <n+2(Z,X).
En caso contrario, decimos que el grado a izquierda de f es igual a m, si m es
el menor entero positivo tal que existe un morfismo g ∈ <m(Z,X) \ <m+1(Z,X)
para algún Z ∈ mod A, tal que fg ∈ <m+2(Z,X). Notamos al grado a izquierda
de f por dl(f).
Dualmente, podemos definir el grado a derecha de f , que es denotado por
dr(f).
K. Igusa y G. Todorov demostraron el siguiente resultado, el cual es muy
utilizado en la teoŕıa de grados de morfismos irreducibles.
Proposición 1.7.2 [33, Apéndice] Sea A un álgebra de art́ın y para i = 1, ..., n
sean fi : Xi −→ Xi+1 morfismos irreducibles, donde Xj es un módulo indescom-
ponible en modA para cada j = 1, ..., n+ 1. Si el camino X1
f1−→ X2 −→ ...
fn−→
Xn+1 es seccional, entonces se verifica que
fn...f1 ∈ <n(X1, Xn+1) \ <n+1(X1, Xn+1).
Como una de las primeras caracterizaciones en la teoŕıa de grados, S. Liu
probó el siguiente resultado.
Proposición 1.7.3 [36, Proposición 1.12] Sea f : X → Y un morfismo irredu-
cible en modA con X o Y A-módulos indescomponibles. Entonces,
(1) dl(f) = 1 si y sólo si f es un morfismo que casi se parte minimal a derecha
sobreyectivo.
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(2) dr(f) = 1 si y sólo si f es un morfismo que casi se parte minimal a izquierda
inyectivo.
Los siguientes resultados, dados en el contexto de algebras de dimensión finita
sobre cuerpos algebraicamente cerrados, son de gran utilidad para el cálculo del
grado de un morfismo irreducible.
Teorema 1.7.4 [23, Teorema C] Sean A un álgebra de tipo de representación
finito y f : X → Y un morfismo irreducible con X indescomponible. Sea Γ la
componente de Auslander-Reiten de A que contiene a X y sea n ∈ N.
(a) Si dl(f) = n, entonces existen Z ∈ Γ y h ∈ <n(Z,X)\<n+1(Z,X) tales que
fh = 0.
(b) Si dr(f) = n, entonces existen Z ∈ Γ y h ∈ <n(Y, Z)\<n+1(Y, Z) tales que
hf = 0.
Proposición 1.7.5 [23, Proposición 3.4] Sean A un álgebra de tipo de represen-
tación finito y f : X → Y un morfismo irreducible en modA con X un módulo
indescomponible. Sea Γ la componente de Auslander-Reiten de ΓmodA que con-
tiene a X y n un número entero, tal que n ≥ 1. Las siguientes condiciones son
equivalentes:
(a) dl(f) = n.
(b) f es epimorfismo y el morfismo inclusión ker(f) : Ker(f) ↪→ X es tal que
ker(f) ∈ <n(Ker(f), X) \ <n+1(Ker(f), X).
El siguiente resultado dado en [21] caracteriza a los grados finitos sobre com-
ponentes Γ de ΓmodA con α(Γ) ≤ 2.
Proposición 1.7.6 Sea A un álgebra y Γ una componente de ΓmodA tal que
α(Γ) ≤ 2. Sea f : M → N un morfismo irreducible con M,N ∈ Γ. Entonces



























donde Ker(f) → τN2 → . . . → τNn → M es un camino seccional de longitud n
y ffn . . . f1 = 0 y α(Ker(f)) = 1. Más aún, dl(gi) = i para todo 1 ≤ i ≤ n.
Teorema 1.7.7 [20, Teorema 2.26] Sea A un álgebra y Γ una componente de
ΓmodA que satisface que α(Γ) ≤ 2. Sea f = (f1, f2)t : X → Y1 ⊕ Y2 un morfismo
irreducible con grado a izquierda finito y X, Y1, Y2 ∈ Γ. Entonces dl(f) = dl(f1) +
dl(f2)
Dualmente se pueden enunciar los resultados para calcular el grado a derecha
finito de un monomorfismo.
En [23] los autores dieron condiciones equivalentes, en términos de morfismos
irreducibles y grados, para saber si un álgebra es de tipo de representación finito.
Enunciaremos algunos resultados:
Teorema 1.7.8 [23, Teorema A] Sea A un álgebra. Las siguientes condiciones
son equivalentes:
(a) A es de tipo de representación finito.
(b) Para cada A-módulo inyectivo indescomponible I que no es simple, la pro-
yección I → I/soc(I) tiene grado a izquierda finito.
(c) Para cada A-módulo proyectivo indescomponible P que no es simple, el
morfismo irreducible rad P → P tiene grado a derecha finito.
(d) Para cada epimorfismo irreducible f : X → Y con X o Y indescomponibles,
el grado a izquierda de f es finito.
(e) Para cada monomorfismo irreducible f : X → Y con X o Y indescomponi-
bles, el grado a derecha de f es finito.
El objetivo es calcular el ı́ndice de nilpotencia del radical de la categoŕıa
de módulos de un álgebra de tipo de representación finito. Para ello, por [16],
es suficiente estudiar los morfismos cuyo dominio es un módulo inyectivo indes-
componible y los morfismos que tienen como codominio un módulo proyectivo
indescomponible.
A continuación presentaremos algunos resultados dados en [16] que nos serán
de utilidad a lo largo de esta tesis.
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Lema 1.7.9 Sea A = kQA/IA un álgebra de tipo de representación finito. Sea
f : Pa → Ib un morfismo no nulo del A−módulo proyectivo correspondiente
al vértice a ∈ (QA)0 al A-módulo inyectivo indescomponible correspondiente al
vértice b ∈ (QA)0. Si f no factoriza a través del módulo simple Sa, entonces
existe un morfismo que no es un isomorfismo ϕ : Ib → Ia, tal que ϕf 6= 0 y ϕf
factoriza a través de Sa.
A continuación enunciaremos el resultado dual.
Lema 1.7.10 Sea A = kQA/IA un álgebra de tipo de representación finito. Sea
f : Pa → Ib un morfismo no nulo del A−módulo proyectivo correspondiente
al vértice a ∈ (QA)0 al A-módulo inyectivo indescomponible correspondiente al
vértice b ∈ (QA)0. Si f no factoriza a través del módulo simple Sb, entonces
existe un morfismo que no es un isomorfismo ϕ : Pb → Pa, tal que fφ 6= 0 y fφ
factoriza a través de Sb.
Lema 1.7.11 [16, Lema 2.3] Sea A ∼= kQ/I un álgebra de dimensión finita sobre
un cuerpo algebraicamente cerrado y asumamos que A es de tipo de representación
finito. Sea h : M → N un morfismo no nulo entre A-módulos indescomponibles.
Entonces existe una composición no nula Pa →M
h→ N → Ia, donde Pa e Ia son
los módulos indescomponibles proyectivo e inyectivo, respectivamente, para algún
vértice a ∈ Q0.
El próximo corolario nos asegura que alcanza con estudiar los morfismos de
Pa en Ia para obtener el ı́ndice de nilpotencia de <(modA).
Corolario 1.7.12 [16, Corolario 1] Si <m(Pa, Ia) = 0 para todo a ∈ Q0, entonces
<m(M,N) = 0 para todos los módulos M,N en mod A.
Más aún, en [16] se prueba que basta con estudiar los caminos no nulos de la
forma Pa  Ia en ΓmodA, que se factorizan por el simple Sa. Para ello recordemos
la siguiente notación presentada en el mismo art́ıculo.
Notación 1.7.13 Sea A = kQA/IA un álgebra de tipo de representación finito
y consideremos a un vértice de QA. Sean Pa, Ia y Sa los A-módulos proyectivo,
inyectivo y simple correspondientes al vértice a, respectivamente. Definimos al
número na como sigue:
• Si Pa = Sa, entonces na = 0.
• Si Pa 6= Sa, entonces na = dr(ιa), donde ιa es el morfismo irreducible
ιa : rad(Pa)→ Pa.
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Dualmente definimos al número ma como sigue:
• Si Ia = Sa, entonces ma = 0.
• Si Ia 6= Sa, entonces ma = dr(θa), donde θa es el morfismo irreducible
θa : Ia → Ia/soc(Ia).
Finalmente definimos ra = ma + na.
Lema 1.7.14 [16, Lema 2.4] Sea A ∼= kQ/I un álgebra de tipo de representación
finito. Dado a ∈ Q0, consideremos Pa, Sa e Ia los A-módulos proyectivo, simple e
inyectivo correspondientes al vértice a, respectivamente. Sea ra el número definido
en la Notación 1.7.13. Entonces se satisfacen las siguientes condiciones:
(a) Cada morfismo no nulo f : Pa → Ia que factoriza a través del A-módulo
simple Sa es tal que f ∈ <ra(Pa, Ia) \ <ra+1(Pa, Ia).
(b) Cada morfismo no nulo f : Pa → Ia que no factoriza a través del A-módulo
simple Sa es tal que f ∈ <k(Pa, Ia) \ <k+1(Pa, Ia), con 0 ≤ k < ra.
Observación 1.7.15 Como consecuencia directa del Lema 1.7.14 y la Obser-
vación 1.3.2 se deduce que si un morfismo h pertenece a <k(Pa, Ia), entonces
k ≤ ra.
Estamos en condiciones de enunciar el resultado más importante de esta sec-
ción, dado por C. Chaio en [16].
Teorema 1.7.16 [16, Teorema 2.5] Sea A = kQA/IA un álgebra de tipo de re-
presentación finito. Entonces el ı́ndice de nilpotencia <(modA), rA, está dado
por
rA = máx{ra}a∈(QA)0 + 1,
es decir, <rA(mod A) = 0, mientras que <rA−1(mod A) 6= 0.
Como una consecuencia directa, se obtiene el siguiente corolario.
Corolario 1.7.17 Sean A = kQA/IA un álgebra de tipo de representación fini-
to y rA el ı́ndice de nilpotencia de <(modA). La composición de rA morfismos
irreducibles entre módulos indescomponibles en mod A es nula.
Transcribiremos la siguiente observación de [16], la cual utilizaremos con fre-
cuencia en la próxima sección.
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Observación 1.7.18 Sean A un álgebra de tipo de representación finito y rA
el ı́ndice de nilpotencia de <(modA). Entonces el número rA se puede dar en
función de la longitud del camino no nulo más largo de morfismos irreducibles de
un A-módulo proyectivo Pa hasta el A-módulo inyectivo Ia pasando a través del
simple Sa, todos correspondiente al mismo vértice, a. Más precisamente,
rA = máx{`(Pa  Sa  Ia)}a∈(QA)0 + 1.
A continuación enunciaremos algunos resultados que relacionan la composi-
ción de morfismos irreducibles con la potencia del radical a la cual pertenece.
Ya hemos enunciado que si la composición de n morfismos irreducibles en-
tre módulos indescomponibles pertenece a un camino seccional, entonces dicha
compisicón no pertenece a la potencia n+ 1 del radical.
El siguiente resultado es de gran utilidad para nuestra tesis. Su enunciado y
demostración se encuentra en [23, Proposición 5.1].
Proposición 1.7.19 Sea A un álgebra y consideremos Γ una componente de
ΓmodA con valuación trivial. Sean n ≥ 1 y X1, . . . , Xn módulos en Γ. Las siguien-
tes afirmaciones son equivalentes.
(a) Existen morfismos irreducibles hi : Xi → Xi+1 tales que la composición
hn . . . h1 ∈ <n+1(X1, Xn+1)\{0}.
(b) Existen morfismos irreducibles fi : Xi → Xi+1 y morfismos εi : Xi → Xi+1
tales que fn . . . f1 = 0, εn . . . ε1 6= 0 y εi = fi o εi ∈ <2(Xi, Xi+1) para cada
i.
El siguiente resultado es para álgebras dirigidas, es decir, su carcaj de Auslander-
Reiten es un carcaj dirigido.
Proposición 1.7.20 [26][Corolario 2.11] Sea A un álgebra dirigida. Considere-
mos n ≥ 1 y hi : Xi → Xi+1 morfismos irreducibles para 1 ≤ i ≤ n, y cada
Xi ∈ ΓmodA para 1 ≤ i ≤ n+ 1. Entonces hn . . . h1 ∈ <n+1(X1, Xn+1) si y sólo si
hn . . . h1 = 0.
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Caṕıtulo 2
Grados en un álgebra de cuerdas.
Basándose en el art́ıculo de B. Wald y J. Waschbüsch, [39], las álgebras de
cuerdas fueron estudiadas por Butler y Ringel en [14] y han tenido un rol im-
portante en la teoŕıa de representaciones de álgebras dando la posibilidad de
describir su categoŕıa de módulos en forma combinatoria. No sólo caracteriza-
ron sus módulos indescomponibles (módulos cuerdas o módulos bandas), sino
que también describieron la estructura de todas las componentes de su carcaj de
Auslander-Reiten.
En este caṕıtulo vamos a calcular los grados (finitos) de cualquier morfismo
irreducible, con dominio o codominio indescomponible, a partir del carcaj con
relaciones que representa a un álgebra de cuerdas. En particular, vamos a deter-
minar el ı́ndice de nilpotencia del radical de la categoŕıa de módulos de un álgebra
de cuerdas de tipo de representación finito, a partir del carcaj con relaciones del
álgebra.
En la primera sección introduciremos definiciones y resultados preliminares
de las álgebras de cuerdas, y luego presentaremos los resultados obtenidos en este
contexto.
2.1. Preliminares sobre las álgebras de cuerdas.
Comenzaremos con la definición de álgebra de cuerdas dada en [14].
Definición 2.1.1 Sea A = kQA/IA una k-álgebra de dimensión finita, donde
kQA es el álgebra de caminos del carcaj de QA. El álgebra A es llamada álgebra
de cuerdas si satisface las siguientes condiciones:
(1) Cada vértice del carcaj QA es el punto inicial de a lo sumo dos flechas y es
el punto final de a lo sumo dos flechas.
35
(2) Dada una flecha β, existe a lo sumo una flecha γ con s(β) = e(γ) y βγ /∈ IA;
y existe a lo sumo una flecha γ con e(β) = s(γ) y γβ /∈ IA.
(3) El ideal IA está generado por caminos de QA.
Recordemos que un paseo en Q de longitud n, con n > 0, es una secuencia
w = cn...c1, donde cada ci es una flecha o la inversa formal de una flecha tal que
e(ci) = s(ci+1) para i = 1, ..., n− 1.
Diremos que un paseo es reducido si w es trivial o si w = cn...c1 entonces
ci+1 6= c−1i para i = 1, ..., n− 1.
Sea A = kQA/IA un álgebra de cuerdas. Una cuerda en QA consiste en un
camino trivial εv, con v ∈ (QA)0 o un paseo reducido C = cn...c1 de longitud
n ≥ 1 tal que ningún subpaseo propio ci+t...ci+1ci ni su inverso pertenecen a IA.
Decimos que una cuerda C = cn...c1 es una cuerda directa si todo ci es una
flecha, para 1 ≤ i ≤ n. De forma similar decimos que C es una cuerda inversa
si todo ci es la inversa de una flecha, para 1 ≤ i ≤ n. Notemos que las cuerdas
directas son caminos en QA. En este trabajo vamos a considerar a los caminos
triviales εv, con v ∈ (QA)0, tanto cuerdas directas como inversas.
Sea C = cn...c1 una cuerda en QA. Una subcuerda de C es una cuerda de la
forma cr+s...cr, donde 1 ≤ r y r + s ≤ n.
Para cada cuerda C, se define un A-módulo indescomponible M(C) llamado
módulo cuerda, como sigue:
Si C = εv es el camino trivial en v ∈ (QA)0, entonces M(C) = Sv es el
A-módulo simple correspondiente al vértice v.
Consideremos ahora una cuerda C = cn...c1, con n ≥ 1. Vamos a etiquetar a
los vértices que aparecen en C de la siguiente manera:
• Denotamos por u(i) = s(ci) para 1 ≤ i ≤ n y u(n+ 1) = e(cn).
• Para cada vértice v en QA, definimos el conjunto Iv como
Iv = {i | u(i) = v} ⊆ {1, . . . , n+ 1}.
El módulo M(C) lo definimos como la representación (Mv, fα)v∈(QA)0,α∈(QA)1 , don-
de para cada vértice v ∈ (QA)0,
Mv =
{
0 si Iv = ∅
km en caso contrario, donde m = card(Iv)
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Sea ahora α : u → v una flecha en QA. Si Mu = 0 o Mv = 0, entonces fα es
la transformación lineal nula. En caso contrario, vamos a definir a fα : Mu →Mv
en una base Bu de Mu. En efecto, consideremos Bu = {zi | i ∈ Iu} una base
ordenada de Mu (en el sentido en que zi < zj si i < j).
• Si α = ci, entonces fα(zi) = zi+1.
• Si α−1 = ci, entonces fα(zi+1) = zi.
• Si existe zj ∈ Bu que no satisface ninguna de las dos condiciones anteriores,
entonces fα(zj) = 0.
De esta forma obtenemos una representación de M(C) que satisface las rela-
ciones de IA. Más aún, M(C) 'M(C−1).
Mostraremos la representación de un módulo cuerda en el siguiente ejemplo.







γ // 3 con I =< βα >
Consideremos la cuerda C = γβ−1α−1γ−1 = c4c3c2c1. Representemos a dicha
cuerda de la siguiente manera:
3





q q q q q
u(1) u(2) u(3) u(4) u(5)
En el siguiente cuadro vamos a calcular para cada vértice u ∈ Q0, los conjuntos
Iu, Mu y Bu
u 1 2 3
Iu {3} {2, 4} {1, 5}
Mu k k
2 k2
Bu {z3} {z2, z4} {z1, z5}
Ya tenemos definidos los espacios vectoriales en cada vértice. A continuación
definiremos las transformaciones lineales en cada flecha.
Comencemos definiendo fα : M1 → M2. Para ello definiremos fα sobre cada
elemento de la base B1 = {z3}. Como α−1 = c2, entonces fα(z3) = z2. Dado que
la base ordenada B2 es {z2, z4}, resulta que
fα = (1 0)
t.
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Consideremos ahora la flecha β ∈ (QA)1 y definamos fβ : M2 → M1 sobre la
base B2 = {z2, z4}. Como β−1 = c3, entonces fβ(z4) = z3. Más aún, como ni la
flecha β ni su inversa aparecen nuevamente en la cuerda C, entonces fβ(z2) = 0.
Por lo tanto,
fβ = (0 1).
Notemos que fβfα = 0, correspondiente a la relación βα = 0
Por último definamos fγ : M2 → M3. Nuevamente, a dicha transformación
lineal vamos a definirla sobre la base B2 = {z2, z4}. Como γ−1 = c1, entonces
fγ(z2) = z1; y como γ = c4, entonces fγ(z4) = z5. Por lo tanto,












Para un mejor entendimiento, en general vamos a denotar a los módulos cuer-
das a partir de su serie de Loewy. En particular, el módulo cuerda M(C) queda







Teorema 2.1.3 Sea A un álgebra de cuerdas de tipo de representación finito,
entonces todos los A-módulos indescomponibles son módulos cuerdas.
Observación 2.1.4 Recordemos que los módulos bandas se definen a partir de
cuerdas C que satisfacen que para todo número natural n, Cn es una cuerda. Si
consideramos un álgebra de cuerdas de tipo de representación finito, no existen
cuerdas que satisfagan dicha condición.
A lo largo de este caṕıtulo utilizaremos la noción de cuerdas que comienzan
o terminan en un pico o en una profundidad. Recordemos su definición, dada en
[14].
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Definición 2.1.5 Diremos que una cuerda C comienza en una profundidad
(en un pico, respectivamente) si no existen flechas β en QA tales que Cβ
−1 (Cβ,
respectivamente) es una cuerda.
De manera dual se tiene la siguiente definición.
Definición 2.1.6 Diremos que una cuerda C termina en una profundidad
(en un pico, respectivamente) si no existen flechas β tales que βC (β−1C, res-
pectivamente) es una cuerda.
Es claro que si C es una cuerda que comienza en un pico (en una profun-
didad, respectivamente) entonces C−1 termina en un pico (en una profundidad,
respectivamente).
Observación 2.1.7 [14] Sean C y D cuerdas y β una flecha de QA tales que
CβD es una cuerda. Entonces M(C) es un submódulo de M(CβD). Más aún, el
cociente M(CβD)/M(C) es isomorfo a M(D).
Dualmente, si C y D cuerdas y β una flecha de QA tales que Cβ
−1D es una
cuerda, entonces M(D) es un submódulo de M(Cβ−1D). Más aún, el cociente
M(Cβ−1D)/M(D) es isomorfo a M(C).
El siguiente lema es un resumen de algunos lemas que se encuentran en [14]
y que son esenciales para el desarrollo de este caṕıtulo.
Lema 2.1.8 Sean A = kQA/IA un álgebra de cuerdas y C una cuerda en QA.
Se satisfacen los siguientes enunciados:
(a) Si C no comienza en un pico, entonces existen una flecha β y una cuerda
directa D tal que la cuerda Ch = CβD
−1 comienza en una profundidad.
Más aún, el morfismo inclusión M(C) → M(Ch) es un monomorfismo
irreducible.
(b) Si C no termina en un pico, entonces existen una flecha β y una cuerda
directa D tal que la cuerda hC = Dβ
−1C termina en una profundidad.
Más aún, el morfismo inclusión M(C) → M(hC) es un monomorfismo
irreducible.
(c) Si C no comienza en una profundidad, entonces existen una flecha β y una
cuerda directa D tal que la cuerda Cc = Cβ
−1D comienza en un pico. Más
aún, el morfismo proyección M(Cc)→M(C) es un epimorfismo irreducible.
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(d) Si C no termina en una profundidad, entonces existen una flecha β y una
cuerda directa D tal que la cuerda cC = D
−1βC termina en un pico. Más
aún, el morfismo proyección M(cC) → M(C) es un epimorfismo irreduci-
ble.
Observación 2.1.9 Dada una cuerda C, sigue de la definición de las álgebras
de cuerdas que las cuerdas Ch, hC, Cc y cC (en caso de que existan) son únicas.
En efecto, consideremos una cuerda C que no comienza en un pico. Entonces
existe una flecha β ∈ (QA)1 tal que Cβ es una cuerda. Por la Definición 2.1.1,
la flecha β es única. Si Cβ es una cuerda que comienza en una profundidad
entonces Ch = Cβ. En caso contrario, existe una única flecha α1 tal que Cβα
−1
1
es una cuerda. Si Cβα−11 es una cuerda que comienza en una profundidad entonces
Ch = Cβα
−1
1 . En caso contrario, iteramos el mismo argumento una cantidad finita
de veces y obtenemos que Ch = Cβα
−1
1 . . . α
−1
r es una cuerda que comienza en
una profundidad. Debido a que las flechas β, αj, j = 1, ..., r, son únicas, resulta
que la cuerda Ch es única.
Con argumentos similares podemos demostrar que las cuerdas hC, Cc y cC
son únicas.
Dada A un álgebra de cuerdas, estamos en condiciones de describir a los
A−módulos proyectivos e inyectivos indescomponibles en función de las cuerdas.
Sea u un vértice de QA, el módulo proyectivo Pu correspondiente al vértice u
es un módulo cuerda. Más precisamente, Pu = M(C2C
−1
1 ) donde C1 = αm . . . α1 y
C2 = λn . . . λ1 son caminos (o cuerdas directas) que terminan en una profundidad,
con s(C1) = v = s(C2).
Los sumandos indescomponibles de radPu están dados por los módulos R1 =
M(α−12 . . . α
−1
m ) y R2 = M(λn . . . λ2). Sin pérdida de generalidad, si suponemos
que radP es indescomponible, entonces podemos considerar R2 = 0, es decir que
C2 = εu.
De manera similar, el módulo inyectivo Iu correspondiente al vértice u es
un módulo cuerda. Más precisamente, Iu = M(D
−1
2 D1) donde D1 = γ1 . . . γs y
D2 = β1 . . . βr son caminos (o cuerdas directas) que comienzan en un pico, con
e(D1) = u = e(D2).
Los sumandos indescomponibles de I/soc Iu están dados por los módulos J1 =
M(γ2 . . . γs) y J2 = M(β
−1
r . . . β
−1
2 ). Si I/soc Iu es indescomponible, sin pérdida
de generalidad consideraremos J2 = 0, es decir que D2 = εu.
En [14] se prueba que dada A un álgebra de cuerdas entonces α(ΓmodA) ≤ 2,
es decir, que todas las sucesiones que casi se parten tienen a lo sumo dos términos
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del medio indescomponibles. A continuación describiremos las sucesiones que casi
se parten de los módulos cuerdas.
Las sucesiones que casi se parten con un único término del medio indescom-
ponible se construyen de la siguiente manera. Para cada flecha β, consideremos
la cuerda B = B−12 βB
−1
1 que comienza y termina en un pico, donde B1 y B2 son
caminos en QA. Vamos a denotar por U(β) y V (β) los módulos cuerdas M(B
−1
2 )
y M(B−11 ), respectivamente. Existe una sucesión que casi se parte de la forma
0 −→ U(β) −→M(B) −→ V (β) −→ 0 (2.1)
Más aún, toda sucesión que casi se parte con un único término del medio indes-
componible es de la forma (2.1). Estas sucesiones están indexadas, en una forma
natural, con la cantidad de flechas de QA.
Asimismo, en [14] se describen todas las sucesiones que casi se parten con dos
términos del medio indescomponibles que comienzan en un módulo cuerda.
Consideremos C una cuerda tal que M(C) no es un módulo inyectivo y no es
isomorfo a un módulo de la forma U(β) descripto en la sucesión (2.1). Describire-
mos la sucesión que casi se parte que comienza en M(C). Vamos a separar dicha
descripción en cuatro casos, dependiendo si la cuerda C comienza o termina en
un pico.
• Si C no comienza ni termina en un pico, entonces tanto Ch como hC están
definidas y existe una sucesión que casi se parte de la forma
0 −→M(C) −→M(hC)⊕M(Ch) −→M(hCh) −→ 0.
• Si C no comienza pero termina en un pico, entonces Ch está definida. Como
M(C) no es isomorfo a U(β) para ningún β ∈ (QA)1, entonces C no es una
cuerda inversa. Por lo tanto podemos escribir a C como C = C−11 γD, donde
C1 es un camino y D una cuerda. Aśı resulta que C = cD. Más aún, como
C no comienza en un pico, tampoco lo hace la cuerda D y en consecuencia
Dh está definido. Existe una sucesión que casi se parte de la forma
0 −→M(C) −→M(D)⊕M(Ch) −→M(Dh) −→ 0.
• Ahora consideremos el caso en que C comienza pero no termina en un pico.
Entonces sabemos que existe la cuerda hC y dualmente al caso anterior
podemos escribir a la cuerda C como Dc, con D una cuerda en QA. Entonces
existe una sucesión que casi se parte de la forma
0 −→M(C) −→M(hC)⊕M(D) −→M(hD) −→ 0.
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• Finalmente consideremos el caso en que C comienza y termina en un pico.
Como M(C) no es inyectivo, C no es de la forma D−12 D1, con D1 y D2 cuer-
das directas. Por consiguiente, podemos escribir a C como C−12 γDβ
−1C1,
donde C1 y C2 son caminos y D una cuerda. De esta manera resulta que
C = cDc y existe la siguiente sucesión que casi se parte
0 −→M(C) −→M(Dc)⊕M(cD) −→M(D) −→ 0.
Dualmente, se pueden describir las sucesiones que casi se parten que termi-
nan en un módulo cuerda M(C), analizando si C comienza o termina en una
profundidad.
En el siguiente ejemplo describiremos algunas sucesiones que casi se parten.







γ // 3 con I =< βα >
Vamos a calcular una sucesión que casi se parte con un único término del medio
indescomponible. En efecto, consideremos la flecha γ : 2→ 3, entonces la cuerda
B = ε−13 γβ
−1α−1γ−1 comienza y termina en un pico. Siguiendo la notación intro-
ducida anteriormente, los caminos B1 y B2 están dados por B1 = γαβ y B2 = ε3,
respectivamente. Entonces existe una sucesión que casi se parte como sigue:
0 −→M(ε−13 ) −→M(ε−13 γβ−1α−1γ−1) −→M(β−1α−1γ−1) −→ 0.
Ahora calculemos una sucesión que casi se parte con dos términos del medio
indescomponibles. En efecto, consideremos la cuerda C = γα. Notemos que C
es una cuerda que no comienza en un pico pero śı termina en un pico. Entonces
podemos definir la cuerda Ch = γαβγ
−1. Más aún, la cuerda C podemos escribirla
como C = ε−13 γα = cD, donde D en este caso es la cuerda α. Por lo tanto, la
sucesión que casi se parte que comienza en M(C) es:
0 −→M(γα) −→M(α)⊕M(γαβγ−1) −→M(αβγ−1) −→ 0.
2.2. Grados y álgebras de cuerdas
A lo largo de esta sección consideraremos A un álgebra de cuerdas de tipo
de representación finito. Como sólo trabajaremos con el álgebra A, simplemente
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vamos a denotar por (Q, I) a una presentación de A, es decir, A ' kQ/I. Mostra-
remos cómo calcular el ı́ndice de nilpotencia de <m(modA) teniendo en cuenta
solamente la presentación del álgebra A.
Recordemos que dado un vértice u en Q, el A-módulo inyectivo Iu correspon-
diente al vértice u está dado por el módulo cuerda M(D−12 D1), con D1 y D2 son
caminos que comienzan en un pico y e(D1) = u = e(D2). J1 y J2 denotan los
sumandos indescomponibles de Iu/socIu.
Denotaremos por J1 (J2, respectivamente) el A-submódulo de Iu tal que el
cociente de Iu por J1 (J2, respectivamente) es J2 (J1, respectivamente). Es decir
J2 = Iu/J1 y J1 = Iu/J2. Observemos que J1 y J2 son A-módulos indescomponi-
bles. Más aún, J1 = M(D1) y J2 = M(D2).
De manera similar, el A-módulo proyectivo Pu correspondiente al vértice u
está dado por el módulo cuerda M(C2C
−1
1 ), con C1 y C2 son caminos que ter-
minan en una profundidad y s(C1) = u = e(C2). R1 y R2 denotan los sumandos
indescomponibles de radPu.
Denotaremos por R1 (R2, respectivamente) el A-módulo cociente de Pu por
R2 (R1, respectivamente), es decir R1 = Pu/R2 y R2 = Pu/R1. Nuevamente
observemos que R1 y R2 son A-módulos indescomponibles. Más aún, R1 = M(C1)
y R2 = M(C2).
De ahora en adelante vamos a fijar un vértice u en el carcaj Q y denotaremos
a los módulos proyectivo e inyectivo correspondientes al vértice u simplemente
por P e I, respectivamente.
Para cada A−módulo indescomponible Z definimos los siguientes conjuntos:
MZ = {X ∈ indA | Z es un submódulo de X} y
SZ = {X ∈ indA | ∃ Y ∈ indA tal que Y es un submódulo de X y X/Y ' Z}.
El siguiente resultado caracteriza a los conjuntos MJ2 y SR2 en función de
cuerdas del carcaj ordinario de un álgebra de cuerdas.
Lema 2.2.1 Sea A = kQ/I un álgebra de cuerdas de tipo de representación fi-
nito. Sean I = M(D−12 D1) y P = M(C2C
−1
1 ) A-módulos inyectivo y proyectivo
indescomponibles, respectivamente, donde D1 = γ1 . . . γs y D2 = β1 . . . βr son ca-
minos que comienzan en un pico y C1 = αm . . . α1 y C2 = λn . . . λ1 son caminos
que terminan en una profundidad. Sean J1 y J2 los sumandos directos indescom-
ponibles de I/soc I y R1 y R2 los sumandos directos indescomponibles de radP .
Entonces,
(a) MJ2 = {M(C) tal que C o C
−1 pertenece a CD2}, donde
CD2 = {D−12 D donde D es trivial o D = γ1D′ con D′ una cuerda}.
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(b) SR2 = {M(D) tal que D o D
−1 pertenece a DC2}, donde
DC2 = {C2C donde C es trivial o C = α−11 C ′ con C ′ una cuerda}.
Demostración: Sólo probaremos el enunciado (a) ya que el (b) se deduce de
manera dual.
Asumamos que X ∈ MJ2 , entonces J2 ⊂ X. Si X = J2 entonces X =
M(D−12 ). En caso contrario, consideramos C la cuerda tal que X = M(C). Como
J2 es un submódulo de X podemos considerar que C = D
−1
2 αD, para algún
α ∈ Q1 y para D una cuerda. Afirmamos que α = γ1. En efecto, como I =
I(u) = M(D−12 D1) con u ∈ Q0 y u = e(D2) = s(D−12 ) = e(α), entonces tenemos
que a lo sumo una de las siguientes condiciones se cumplen: α = β1, o bien α = γ1.
Si α = β1 se contradice el hecho que C es cuerda, ya que C = β
−1
r . . . β
−1
1 β1D
no seŕıa un paseo reducido. Por lo tanto, tenemos que α = γ1 y por consiguiente
C ∈ CD2 .
Rećıprocamente, es claro que M(D−12 ) = J2 ∈ MJ2 . Ahora consideremos
C una cuerda tal que C = D−12 γ1D, donde D es una cuerda. Luego, por la
Observación 2.1.7 tenemos que M(D−12 ) es un submódulo de M(C). Por lo tanto
M(C) ∈MJ2 . 2
Observación 2.2.2 Dado I un A−módulo inyectivo indescomponible con J1 y
J2 los sumandos directos de I/soc I resulta que I y J2 pertenecen al conjunto
MJ2 . Más aún, I es el único módulo inyectivo indescomponible que pertenece a
MJ2 .
Ahora, si consideramos una cuerda C de la forma C = D−12 γ1Dγ
−1
1 D2 clara-
mente D no puede ser trivial, pues de otra manera C no seŕıa reducida. Notemos
que tanto C como C−1 son cuerdas distintas que pertenecen a CD2 , pero M(C) y
M(C−1) representan al mismo módulo cuerda.
Para facilitar la lectura, a un módulo indescomponible M(C) que pertenece





simplemente escribiremos M(C) = M(D−12 γ1D) con D una cuerda.
Podemos notar que el mismo análisis que se hizo anteriormente para los módu-
los J2 y R2 puede hacerse para J1 y R1 ya que I = M(D
−1





1 ) = M(C1C
−1
2 ).
A continuación presentaremos algunos ejemplos para mostrar cómo se cons-
truyen los conjuntos MJ2 y SJ2



















con IA =< βα >. Vamos a denotar a los módulos indescomponibles teniendo en
cuenta su serie de Loewy.





. Entonces, I5/socI5 = J1(5) ⊕ J2(5)
donde J1(5) = M(α):
1
2





Por lo tanto, MJ2 = {Xi}
5
i=1 donde





























. Entonces, rad P2 = R1(2)⊕R2(2)
donde R1(2) = M(ε5): 5 y R2(2) = M(γ) :
3
4





Por lo tanto, SR2 = {Xi}
4
i=1 donde




























con la relación βα = 0.
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. Entonces J2(3) = 0 y J2(3) = M(ε
−1
3 ) : 3.
Luego, MJ2 = {Xi}
7
i=1 donde
X1 = J2(3) = M(ε
−1
3 ) : 3, X2 = M(γ) :
2
3


























Notemos que el módulo cuerda X7 puede obtenerse mediante dos cuerdas
distintas de Cε3 .
En la siguiente proposición describimos las sucesiones que casi se parten que
comienzan (terminan, respectivamente) en un A−módulo indescomponible per-
teneciente a MJ2 (SR2 , respectivamente).
Proposición 2.2.4 Sea A = kQ/I un álgebra de cuerdas de tipo de representa-
ción finito. Sean I = M(D−12 D1) y P = M(C2C
−1
1 ) A-módulos inyectivo y pro-
yectivo indescomponibles, respectivamente, donde D1 = γ1 . . . γs y D2 = β1 . . . βr
son caminos que comienzan en un pico y C1 = αm . . . α1 y C2 = λn . . . λ1 son
caminos que terminan en una profundidad. Sean J1 y J2 los sumandos directos
indescomponibles de I/soc I y R1 y R2 los sumandos directos indescomponibles
de radP .
(a) Sea X un módulo no inyectivo de MJ2. Entonces se satisface uno de los
siguientes enunciados.
(i) Si X = J2 entonces α
′(X) = 1 y 0 → J2
f→ X ′ g→ Y → 0 es una
sucesión que casi se parte con X ′ ∈MJ2.
(ii) Si X = M(D−12 γ1Dγ
−1
1 D2) entonces α
′(X) = 2 y
0→ X (f,g)→ X1 ⊕X2
(f ′,g′)t→ Y → 0
es una sucesión que casi se parte con X1, X2 ∈MJ2 y donde f, g, f
′, g′
son epimorfismos con núcleo igual a J2.
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(iii) Si X 6= J2 y X 6= M(D−12 γ1Dγ−11 D2) entonces α′(X) = 2 y
0→ X (f,g)→ X1 ⊕X2
(f ′,g′)t→ Y → 0
es una sucesión que casi se parte con X2 ∈ MJ2, donde f, g
′ son
epimorfismos con Ker(f) = Ker(g′) = J2, y si f
′, g son epimorfismos
entonces sus núcleos no son iguales a J2.
(b) Sea Y un módulo no proyectivo de SR2. Entonces se satisface uno de los
siguientes enunciados.
(i) Si Y = R2 entonces α(Y ) = 1 y 0 → X
f→ X ′ g→ R2 → 0 es una
sucesión que casi se parte con X ′ ∈ SR2.




2 ) entonces α(Y ) = 2 y
0→ X (f,g)→ X1 ⊕X2
(f ′,g′)t→ Y → 0
es una sucesión que casi se parte con X1, X2 ∈ SR2 y donde f, g, f
′, g′
son monomorfismos con conúcleo igual a R2.
(iii) Si Y 6= R2 y Y 6= M(C2α−11 Cα1C−12 ) entonces α(Y ) = 2 y
0→ X (f,g)→ X1 ⊕X2
(f ′,g′)t→ Y → 0
es una sucesión que casi se parte con X1 ∈ SR2, donde f, g
′ son mono-
morfismos con Coker(f) = Coker(g′) = R2, y si f
′, g son monomorfis-
mos entonces sus conúcleos no son iguales a R2.
Demostración: Sólo probaremos el inciso (a) ya que el (b) se deduce de manera
dual.
(a), (i) Sea X = J2. Luego X = M(D
−1
2 ). Observemos que D
−1
2 no comien-
za en un pico ya que D−12 γ1 es una cuerda. Por lo tanto, (D
−1
2 )h = D
−1
2 γ1D
está definida de manera única con D una cuerda inversa que comienza en una




donde el término del medio es indescomponible, ver 2.1. Por el Lema 2.2.1(a), el
módulo cuerda M(D−12 γ1D) pertenece aMJ2 , probando aśı el primer enunciado.
(a), (ii) Sea C = D−12 γ1Dγ
−1
1 D2 y X = M(C). Como C es una cuerda que
comienza y termina en un pico, la sucesión que casi se parte que comienza en X
es de la forma
0→M(C) (f,g)→ M(D−12 γ1D)⊕M(Dγ−11 D2)
(f ′,g′)→ M(D)→ 0.
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Por el Lema 2.2.1(a) tenemos que M(D−12 γ1D) y M(Dγ
−1




pertenecen al conjunto MJ2 . Además, en virtud del Lema 2.1.8, el morfismo f :
M(C)→M(D−12 γ1D) es un epimorfismo irreducible cuyo núcleo es J2. Asimismo,
los morfismos g, f ′, g′ son también epimorfismos irreducibles con núcleo J2.





Sin pérdida de generalidad podemos asumir que C = D−12 γ1D con D una cuerda.
Como D−12 es una cuerda que termina en un pico, también lo es C. Por ende,
siguiendo la teoŕıa enunciada anteriormente, para describir la sucesión que casi se
parte que comienza en el módulo X tenemos que analizar la cuerda D. En efecto,
D satisface una de las siguientes condiciones:
(1) D comienza en un pico, o
(2) D no comienza en un pico.
Si D satisface (1) entonces D no puede ser una cuerda directa ya que X no es
un módulo inyectivo. Por lo tanto, podemos escribir D = D′′α−1D′ con α ∈ Q1
y donde D′ es una cuerda directa. Luego C = D−12 γ1D
′′α−1D′ y la sucesión que
casi se parte que comienza en X es de la forma:
0→M(C)→M(D′′α−1D′)⊕M(D−12 γ1D′′)→M(D′′)→ 0
con los dos sumandos directos del término del medio indescomponibles. Además,
por Lema 2.2.1(a) resulta que M(D−12 γ1D
′′) ∈MJ2 .
Por el Lema 2.1.8, los morfismos M(C) → M(D) y M(D−12 γ1D′′) → M(D′′)
son epimorfismos con núcleo igual a J2, y los morfismos M(C) → M(D−12 γ1D′′)
y M(D′′α−1D′)→M(D′′) son epimorfismos con núcleo igual a M(D′).
Afirmamos que M(D′) 6= J2. De hecho, si suponemos que M(D′) = J2 en-
tonces D′ = D2 o D
′ = D−12 . Asumamos primero que D
′ = D−12 . Como D
′
y D−12 son cuerdas directa e inversa, respectivamente, entonces por la igualdad
éstas deben ser triviales. Escribimos D2 = εu. Luego, la cuerda C es de la forma
C = ε−1u γ1D
′′α−1εu. Más aún, como D2 es trivial existe una única flecha ter-
minando en el vértice u, y dado que e(α) = u = e(γ1), se tiene que α = γ1,
contradiciendo que X = M(C) no es un módulo de la forma M(D−12 γ1Dγ
−1
1 D2).
Ahora asumamos que D′ = D2. Debido a que e(α) = u a lo sumo existen dos
posibilidades: α = γ1 o α = β1. Si α = γ1, entonces resulta una contradicción a lo
asumido ya que M(C) seŕıa de la forma M(D−12 γ1D
′′γ−11 D2). Ahora, si α = β1 se
contradice el hecho de que C es una cuerda, pues no seŕıa un paseo reducido dado
que α−1D2 = β
−1
1 β1 . . . βr. Por lo tanto D
′ 6= D2 y por consiguiente M(D′) 6= J2.
Finalmente, si D satisface (2) entonces D no comienza en un pico y por ende
tampoco lo hace la cuerda C. Luego, Dh = DαD
′ y Ch = CαD
′ están definidas,
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donde α es una flecha de Q y D′ es una cuerda. Entonces, la sucesión que casi se
parte que comienza en el módulo X es
0→M(C)→M(D−12 γ1DαD′)⊕M(D)→M(DαD′)→ 0
con M(D−12 γ1DαD
′) ∈ MJ2 . Más aún, en virtud del Lema 2.1.8, los morfismos
M(C) → M(D) y M(D−12 γ1DαD′) → M(DαD′) con epimorfismos cuyo núcleo
es M(D2) = J2, y M(C) → M(D−12 γ1DαD′) y M(D) → M(DαD′) son mono-
morfismos. Queda aśı probada la proposición. 2
Recordemos que la Proposición 1.7.6 presentada en el Caṕıtulo 1 describe
las configuraciones de sucesiones que casi se parten, cuando consideramos un
epimorfismo irreducible entre módulos indescomponibles de grado finito, para
α(Γ) ≤ 2.
El propósito del siguiente resultado es determinar el grado a izquierda de
cualquier morfismo irreducible I → I/soc I, donde I es un módulo inyectivo
indescomponible. Para dicho objetivo vamos a considerar cada epimorfismo irre-
ducible de I a un sumando directo indescomponible de I/soc I. Vamos a aplicar
la Proposición 1.7.6 y probar que los módulos involucrados en el camino seccio-
nal δ de tal lema pertenecen al conjunto MJ2 . Dualmente, vamos a determinar
el grado a derecha de cualquier morfismo irreducible radP → P .
Continuando con la notación establecida anteriormente, presentamos el si-
guiente resultado.
Proposición 2.2.5 Sea A ' kQ/I un álgebra de cuerdas de tipo de representa-
ción finito. Se satisfacen los siguientes enunciados.
(a) Sean I = M(D−12 D1) un A-módulo inyectivo indescomponible (no simple)
y J1, J2 los sumandos directos indescomponibles de I/soc I. Sea f : I → J1
el epimorfismo irreducible con dl(f) = l ≥ 1. Entonces, existe una configu-

























con J2 → M1 → . . . → Ml−1 → I un camino seccional de longitud l y
Mk ∈MJ2 para todo k = 1, ..., l−1. Más aún, Mk aparece exactamente dos




1 D2) y solamente una
vez si Mk 6= M(D−12 γ1Dγ−11 D2). Por otro lado, dado un módulo M ∈MJ2
entonces M = J2, M = I o M = Mk para algún k = 1, ..., l − 1.
(b) Sea P = M(C2C
−1
1 ) un A-módulo proyectivo indescomponible (no simple)
y R1, R2 los sumandos directos indescomponibles de radP. Sea f : R1 →
P el monomorfismo irreducible con dr(f) = l ≥ 1. Entonces, existe una






















con P → M1 → . . . → Ml−1 → R2 un camino seccional de longitud l y
Mk ∈ SR2 para todo k = 1, ..., l − 1. Más aún, Mk aparece exactamente dos




2 ) y solamente una
vez si Mk 6= M(C2α−11 Cα1C−12 ). Por otro lado, dado un módulo M ∈ SR2
entonces M = P , M = R2 o M = Mk para algún k = 1, ..., l − 1.
Demostración: Sólo probaremos el inciso (a) ya que el inciso (b) se deduce de
manera dual.
(a). Sea f : I → J1 la poyección canónica tal que dl(f) = l ≥ 1. Como
Ker(f) = J2, por la Proposición 1.7.6 existe una configuración de sucesiones que
casi se parten como en (2.2), donde Mk = τNk+1 para cada k = 1, ..., l − 1,
δ : J2 → M1 → . . . → Ml−1 → I es un camino seccional de longitud l tal que
fδ = 0 y α′(J2) = 1.
Primero probaremos que cada Mk pertenece al conjunto MJ2 , para k =
1, ..., l − 1. Lo probaremos por inducción sobre el grado a izquierda de f . Si
dl(f) = 1, entonces existe una sucesión que casi se parte 0 → J2 → I
f→ J1 → 0
con el término del medio indescomponible. Como los módulos J2 e I pertenecen
al conjunto MJ2 , obtenemos lo buscado.
Ahora, si l > 1 por hipótesis inductiva asumamos que M1, . . . ,Ml−2 están
en MJ2 y probemos entonces que Ml−1 también pertenece a dicho conjunto.
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Sea 0 −→ Ml−2
(gl−2,fl−1)
T
−→ Nl−2 ⊕ Ml−1
(tl−1,gl−1)−→ Nl−1 −→ 0 la sucesión que
casi se parte que comienza en Ml−2. Por la Proposición 2.2.4, al menos uno
de los módulos Nl−2 o Ml−1 del término del medio pertenece a MJ2 . Si ambos
módulos pertenecen aMJ2 , no hay nada que probar. En caso contrario, podemos
afirmar por la Proposición 2.2.4 (a), (ii) que el módulo Ml−2 no es de la forma
M(D−12 γ1Dγ
−1
1 D2). Entonces podemos escribir Ml−2 = M(D
−1
2 γ1Cl−2).
Por la existencia de la configuración (2.2) sabemos que el morfismo gl−2 :
Ml−2 → Nl−2 es un epimorfismo irreducible con núcleo J2. Por otro lado, si-
guiendo el Lema 2.1.8, tenemos que M(D−12 γ1Cl−2)/M(D
−1
2 ) ' M(Cl−2) y por
consiguiente Im(gl−2) 'M(Cl−2). Por lo tanto, Nl−2 'M(Cl−2).
Afirmamos que Ml−1 ∈MJ2 . En efecto, supongamos que Nl−2 ∈MJ2 . Por el






l−2 puede ser tanto trivial
















l−2 una cuerda). Notemos que el último caso no es posible, ya que










1 D2) contradiciendo lo
que hab́ıamos asumido. Más aún, D2 tampoco es trivial. En efecto, si D2 fuera
trivial entonces Ml−2 = M(ε
−1
u γ1Cl−2). Sumado a esto tenemos dos opciones para
Cl−2: que Cl−2 sea trivial o no lo sea. Supongamos que Cl−2 es trivial, entonces
Cl−2 = εu y es una cuerda que no comienza en un pico ya que Ml−2 no es
un módulo inyectivo. Luego está definido (Cl−2)h = εuγ1D
′ ya que como D2 es
trivial resulta que γ1 es la única flecha de Q que tiene como vértice final a u. Por
consiguiente, la sucesión que casi se parte que comienza en Ml−2 es la siguiente
0 −→M(ε−1u γ1εu) −→M(ε−1u γ1εuγ1Dl−2)⊕M(εu) −→M(εuγ1D′) −→ 0
donde ambos módulos del término del medio indescomponibles pertenecen aMJ2 ,
contradiciendo aśı lo que hab́ıamos asumido. Por lo tanto Cl−2 no es trivial.









l−2). Con el mismo análisis anterior, C
′′
l−2 no es una cuerda direc-
ta que comienza en un pico, pues Ml−2 no es un A−módulo inyectivo. Luego, al
igual que antes, la sucesión que casi se parte que comienza en Ml−2 tiene am-
bos términos del medio en el conjunto MJ2 , contradiciendo nuevamente lo que
hab́ıamos asumido. Por lo tanto podemos concluir que D2 no es trivial.
Ahora, continuemos analizando los casos faltantes asumiendo que D2 no es
trivial. Vamos a descartarlo probando que podemos construir un módulo banda.




l−2, como Ml−2 = M(D
−1





una cuerda. Por lo tanto todas las potencias positivas de la cuerda D−12 γ1 están
definidas, obteniendo aśı una cuerda banda contradiciendo que A es de tipo de
representación finito.
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Ahora, si Cl−2 = D2 entonces D
−1
2 γ1D2 es una cuerda. Como ningún sub-
paseo de D−12 γ1D2 pertenece a I, resulta que todas las potencias naturales de la
cuerda D−12 γ1D2γ
−1
1 están definidas, contradiciendo nuevamente que A es de tipo
de representación finito.
Todas estas contradicciones provienen de suponer primero que Nl−2 es un
módulo de MJ2 . Por lo tanto, Nl−2 /∈ MJ2 obteniendo aśı que Ml−1 ∈ MJ2 ,
probando lo querido.
A continuación probaremos que dado M ∈ MJ2 , entonces M = Mk para
algún k = 0, . . . , l considerando a M0 = J2 y Ml = I. Por Lema 2.2.1, como
M ∈ MJ2 entonces M = M(D
−1
2 ) o M = M(D
−1
2 γ1D) donde D es una cuerda.
En el caso en que M = M(D−12 ), entonces M = M0 probando aśı lo deseado. En
caso contrario, por el Lema 2.1.8 la proyección canónica g : M(D−12 γ1D)→M(D)
es un epimorfismo irreducible con Ker(g) = J2. Por ser A un álgebra de tipo de
representación finito, siguiendo el Teorema 1.7.8 resulta que dl(g) = n <∞. Más
























donde J2 → τY1 → · · · → τYn−1 →M es un camino seccional.
Por otra parte, el epimorfismo irreducible f : I → J1 es tal que dl(f) = l. Más
aún, existe una configuración de sucesiones que casi se parten como en (2.2).
Afirmamos que n ≤ l. En efecto, si n > l, como ambas configuraciones ante-
riormente mencionadas involucran sucesiones que casi se parten comenzando en
los mismos módulos, resulta que Mi ' τYi para 1 ≤ i ≤ l, contradiciendo aśı que
Ml = I es un módulo inyectivo. Por lo tanto n ≤ l y en consecuencia M = Mn.
Por último vamos a determinar el número de módulos no isomorfos Mk en el
camino seccional J2 →M1 → · · · →Mn−1 → I en (2.2). Vamos a probar que los
módulos de la forma M(D−12 γ1Dγ
−1
1 D2) aparecen exactamente dos veces en (2.2)
mientras que los otros módulos Mk en (2.2) son no isomorfos dos a dos.
Consideremos M = M(D−12 γ1Dγ
−1
1 D2). Por la Proposición 2.2.4(a), (ii) los




1 D2) → M(D−12 γ1D) y f2 : M(D−12 γ1Dγ−11 D2) →
M(Dγ−11 D2) son epimorfismos irreducibles tales que Ker(f1) = Ker(f2) = J2.
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Como A es un álgebra de tipo de representación finito, entonces por el Teorema
1.7.8 tenemos que dl(f1) = n1 ≤ l y dl(f2) = n2 ≤ l. En consecuencia, existen





































Si n1 = n2, por la unicidad (salvo isomorfismos) de las sucesiones que casi se
parten deducimos que Yi ' Y ′i para todo 1 ≤ i ≤ n1. Pero Yn1 ' M(D−12 γ1D) 
M(Dγ−11 D2) ' Y ′n2 . Por lo tanto, n1 6= n2.
Sin pérdida de generalidad podemos asumir que n1 < n2. Luego, M 'Mn1 y
M ' Mn2 , con 1 ≤ n1 < n2 ≤ l, probando aśı que M aparece por lo menos dos
veces como un módulo en el camino seccional descripto en (2.2).
Ahora supongamos que M ' Mk para algún 1 ≤ k ≤ l, k 6= n1 y k 6= n2. El
epimorfismo irreducible gk : Mk → Nk es tal que dl(gk) = k. Como α′(M) = 2
resulta que Nk tiene dos posibilidades: Nk ' M(D−12 γ1D) o Nk ' M(Dγ−11 D2).
De esta manera tenemos que dl(gk) = n1 o dl(gk) = n2, contradiciendo aśı lo
que hab́ıamos asumido. En conclusión, probamos que M = M(D−12 γ1Dγ
−1
1 D2)
aparece exactamente dos veces en el camino seccional J2 →M1 → · · · →Mn−1 →
I de la configuración (2.2).
Ahora asumamos que M ' J2, ' I o M 'M(D−12 γ1D). En los dos primeros
casos, M claramente aparece sólo una vez en (2.2) pues existe una única sucesión
que casi se parte con término del medio indescomponible que comienza en un
módulo deMJ2 y hay un único módulo inyectivo indescomponible en el conjunto
MJ2 , respectivamente. Consideremos por último que M 'M(D
−1
2 γ1D) y supon-
gamos que M aparece dos veces en la configuración (2.2), es decir, M ' Mk y
M ' Mj con 1 ≤ k < l, 1 ≤ j < l y k 6= j. Entonces, las sucesiones que casi se
parten 0→Mk →Mk+1⊕Nk → Nk+1 → 0 y 0→Mj →Mj+1⊕Nj → Nj+1 → 0
son isomorfas. Por la Proposición 2.2.4, (a), (iii) sabemos que Mk+1 → Nk+1 y
Mj+1 → Nj+1 son epimorfismos irreducibles con núcleo igual a J2, y además
Nk → Nk+1 y Nj → Nj+1 son tanto monomorfismos irreducibles o si son epimor-
fismos su núcleo no es igual a J2. Por lo tanto, los morfismos Mk+1 → Nk+1 y
Mj+1 → Nj+1 son isomorfos y por ende k = dl(gk) = dl(gj) = j, contradiciendo
que k 6= j, lo que hab́ıamos supuesto. En conclusión, en estos casos M aparece
sólo una vez en (2.2), probando aśı el resultado. 2
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A continuación, mostraremos dos ejemplos donde algunos módulos aparecen
dos veces en el camino seccional mencionado anteriormente.










































donde los mismos módulos en dicho carcaj están identificados entre śı.
Siguiendo la notación de la proposición anterior, si consideramos el módu-
lo inyectivo indescomponible correspondiente al vértice 3, tenemos que I3 =
M(D−12 D1) con D2 = ε3 y D1 = γαβ. Luego, como se puede observar en el
camino seccional
S3 → P2 → τ−1P1 → τS2 → τ 3S2 → P1 → P2 → I3
el módulo proyectivo indescomponible P2 = M(ε
−1
3 γαβγ
−1ε3) aparece dos veces,
mientras que el resto de los módulos que intervienen en el camino sólo aparecen
una vez.
(b). Consideremos el álgebra de cuerdas dada por la siguiente presentación
1α 99
β // 2 γ
yy














































































donde los mismos módulos en dicho carcaj están identificados entre śı.
Si consideramos el módulo inyectivo indescomponible correspondiente al vérti-
ce 1, resulta que I1 = M(D
−1
2 D1) con D2 = ε1 y D1 = α
2. Luego, el ca-
mino seccional mencionado en la proposición anterior comienza en el módulo
S1 y termina en el módulo I1 y tiene longitud 20. Notemos que los módu-













−1γ−1βα−2ε1) aparecen dos veces,
mientras que el resto aparece sólo una vez.
Estamos en condiciones de presentar uno de los resultados principales de esta
sección, que se deduce inmediatamente de la Proposición 2.2.5 y del Lema 2.2.1.
Teorema 2.2.7 Sea A un álgebra de cuerdas de tipo de representación finito.
Sean I y P A-módulos inyectivo y proyectivo indescomponibles, respectivamente.
Sean J1 y J2 los sumandos directos indescomponibles de I/soc I y R1 y R2 los
sumandos directos indescomponibles de radP . Entonces,
(a) dl(I → J1) = card(CD2)− 1 y dl(I → J2) = card(CD1)− 1;
(b) dr(R1 → P ) = card(DC2)− 1 y dr(R2 → P ) = card(DC1)− 1,
siempre que dichos morfismos irreducibles estén definidos.
Por la Observación 2.2.2, sabemos que si existe una cuerda C tal que C y
C−1 pertenece a CD2 , obtenemos el mismo módulo cuerda en MJ2 . El teorema
anterior puede ser enunciado en función de conjuntos de módulos cuerdas.
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Siguiendo la notación usada en la proposición anterior, consideremos los con-
juntos
M1 = {M(C) | C = D−11 β1Dβ−11 D1 con D una cuerda no trivial},
M2 = {M(C) | C = D−12 γ1Dγ−11 D2 con D una cuerda no trivial},
S1 = {M(C) | C = C1λ−11 Dλ1C−11 con D una cuerda no trivial} y
S2 = {M(C) | C = C2α−11 Dα1C−12 con D una cuerda no trivial}.
Entonces podemos enunciar el Teorema 2.2.7 como sigue:
Teorema 2.2.8 Sea A un álgebra de cuerdas de tipo de representación finito.
Sean I y P A-módulos inyectivo y proyectivo indescomponibles, respectivamente.
Sean J1 y J2 los sumandos directos indescomponibles de I/soc I y R1 y R2 los
sumandos directos indescomponibles de radP . Entonces,
(a) dl(I → J1) = card(MJ2 −M2) + 2 card(M2)− 1 y
dl(I → J2) = card(MJ1 −M1) +2 card(M1)− 1;
(b) dr(R1 → P ) = card(SR2 − S2) + 2 card(S2)− 1 y
dr(R2 → P ) = card(SR1 − S1) +2 card(S1)− 1,
siempre que dichos morfismos irreducibles estén definidos.
Observación 2.2.9 En el caso que no existan módulos de la forma M(C) =
M(D−12 γ1Dγ
−1
1 D2) entonces todos los módulos en el camino seccional son no
isomorfos dos a dos. En tal caso, card(CD2) = card(MJ2).
Como una consecuencia inmediata del Teorema 2.2.7 y del Teorema 1.7.7
obtenemos el siguiente resultado.
Teorema 2.2.10 Sea A un álgebra de cuerdas de tipo de representación finito.
Sean I y P A-módulos inyectivo y proyectivo indescomponibles, respectivamente,
y supongamos que no son módulos simples. Consideremos J1 y J2 los sumandos
directos indescomponibles de I/soc I y R1 y R2 los sumandos directos indescom-
ponibles de radP . Entonces,
(a) dl(I → I/soc I) = card(CD2) + card(CD1)− 2.
(b) dr(radP → P ) = card(DC2) + card(DC1)− 2.
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Recordemos que, por el Teorema 1.7.16, para calcular el ı́ndice de nilpotencia
del radical de la categoŕıa de módulos de un álgebra de tipo de representación
finito, sólo hace falta conocer los grados a izquierda de los morfismos irreducibles
de la forma I → I/socI, donde I es un módulo inyectivo indescomponible; y los
grados a derecha de los morfismos irreducibles de la forma radP → P , donde P
es un módulo proyectivo indescomponible.
Por el Teorema 2.2.10, observemos que dichos grados los podemos calcular a
partir del cardinal de ciertos conjuntos de cuerdas de Q.
A continuación, presentaremos un ejemplo para mostrar cómo calculamos el
ı́ndice de nilpotencia del radical de la categoŕıa de módulos, teniendo en cuenta
la presentación del álgebra A y el Teorema 1.7.16.


















con I =< βα >.
Sean Iu y Pu los A-módulos inyectivo y proyectivo correspondientes al vérti-
ce u, respectivamente. Sean J1(u), J2(u) y R1(u), R2(u) los sumandos directos
indescomponibles de Iu/socIu y radPu, respectivamente.
Para i = 1, 2 denotamos por mi(u) = card(CDi(u)) y por ni(u) = card(DCi(u)).
Consideremos nu y mu los valores definidos en la Notación 1.7.13. Notemos que si
Iu es un módulo simple, tenemos que m1(u) = 1 = m2(u). De la misma manera,
si Pu es un módulo simple entonces n1(u) = 1 = n2(u). Además, resulta de la
reciente observación y del Teorema 2.2.10 que
nu = n1(u) + n2(u)− 2 y mu = m1(u) +m2(u)− 2.
Más aún, recordemos que ru = mu + nu.
Calculando mi(u) y ni(u) para cada vértice u ∈ Q0 obtenemos los siguientes
resultados:
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u m1(u) m2(u) mu n1(u) n1(u) nu ru
1 1 1 0 1 5 4 4
2 1 2 1 3 4 5 6
3 1 5 4 1 2 1 5
4 1 6 5 1 1 0 5
5 5 3 6 1 1 0 6
6 1 1 0 6 2 6 6
7 7 1 6 1 1 0 6
Por lo tanto, por el Teorema 1.7.16 tenemos que rA = 7, es decir, <7(modA) = 0,
mientras que <6(modA) 6= 0.
Veremos más adelante en el Teorema 4.2.9, que para conocer el ı́ndice de
nilpotencia de <(modA) sólo basta calcular los valores r2 y r3, ya que 2 y 3 son
los únicos vértices que no son ni pozos ni fuentes en Q.
2.3. Cómo leer grados a través del carcaj ordi-
nario.
Sea A ' kQ/I un álgebra de cuerdas de tipo de representación finito. Para
cada vértice u ∈ Q0, vamos a definir dos carcajes Qeu y Qsu como siguen:
(i) a) Los vértices (Qeu)0 son las cuerdas C en Q tales que e(C) = u, donde
C es el camino trivial εu o es de la forma C = αC
′, con α ∈ Q1.
b) Si a = C y b = C ′ son dos vértices de (Qeu)0, entonces existe una flecha
a → b en Qeu si C ′ es el paseo reducido de Cβ−1, para alguna flecha
β ∈ Q1.
(ii) a) Los vértices (Qsu)0 son las cuerdas C en Q tales que s(C) = u, donde
C es el camino trivial εu o es de la forma C = C
′α, con α ∈ Q1.
b) Si a = C y b = C ′ son dos vértices de (Qsu)0, entonces existe una flecha
a → b en Qsu si C ′ es el paseo reducido de βC, para alguna flecha
β ∈ Q1.
A continuación, presentaremos un ejemplo para mostrar que estos dos nuevos
carcajes no son necesariamente subcarcajes de Q.


















con I =< δβ, εγ, µε >.












Se puede observar que Qs3 no es un subcarcaj de Q, pero si consideramos el









Proposición 2.3.2 Sea A = kQ/I una álegbra de cuerdas de tipo de repre-
sentación finito. Sean I = Iu y P = Pu los A-módulos inyectivo y proyectivo
indescomponibles correspondientes al vértice u ∈ Q0, respectivamente. Entonces,
(a) dl(I → I/soc I) = card((Qeu)0)− 1;
(b) dr(radP → P ) = card((Qsu)0)− 1,
siempre que dichos morfismos irreducibles estén definidos.
Demostración: Probaremos únicamente el inciso (a) ya que el inciso (b) se
deduce de manera dual. Vamos a considerar el caso general, es decir, cuando Q








Las cuerdas de Q correspondientes a los vértices de Qeu son de la forma:
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(i) C0 = εu,










Observemos que existe una biyección entre las cuerdas dadas en (ii) y las cuer-
das D−12 C1 que pertenecen al conjunto CD2−{D2}. También existe una biyección
entre las cuerdas dadas en (iii) y las cuerdas de la forma D−11 C2 pertenecientes
al conjunto CD1 − {D1}.
Por lo tanto, por la Proposición 2.2.5 tenemos que
dl(I → socI) = card(CD2)− 1 + card(CD1)− 1
= card(CD2 − {D2}) + card(CD1 − {D1})
= card((Qeu)0)− 1.
pues en esa biyección no estamos considerando la cuerda C0 = εu. 2
Ejemplo 2.3.3 Consideremos A el álgebra de cuerdas dada en el Ejemplo 2.3.1.
Por el resultado anterior tenemos que dl(I5 → I5/socI5) = 3 ya que Qe5 tiene
cuatro vértices, y dr(radP3 → P3) = 6 ya que Qs3 tiene siete vértices.
A continuación, para cada vértice u ∈ Q0 construiremos los carcajes Qeu y
Qsu. Más aún, vamos a calcular el grado a izquierda y a derecha de los morfismos
irreducibles fu : Iu → Iu/socIu y gu : radPu → Pu, respectivamente, en el caso
de que ellos existan. Siguiendo la Notación 1.7.13, denotamos por ru = mu + nu.

























· ε4 ε5 ε7





































dr(gu) 4 2 6 2 1 4 −
r(u) 4 4 10 6 4 4 2
Para calcular el ı́ndice de nilpotencia de <(modA), como veremos en el Teo-
rema 4.2.9, sólo hace falta analizar el máximo valor del conjunto {r2, r3, r4, r5},
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ya que los vértices 1 y 6 son fuentes de Q y el vértice 7 es un pozo de Q. Obser-
vemos que dicho máximo se da en el vértice u = 3. Por lo tanto, concluimos que
<11(modA) = 0, mientras que <10(modA) 6= 0.
2.4. Grados de morfismos irreducibles en un álge-
bra de cuerdas.
Consideremos A ' kQ/I un álgebra de cuerdas de tipo de representación
finito y fijemos Iu = M(D
−1
2 D1) un A-módulo inyectivo indescomponible donde
J1 y J2 son los sumandos directos indescomponibles de Iu/soc Iu. Asumamos que
dl(Iu → J1) = n. Por el Teorema 2.2.7 tenemos que card(CD2) = n+ 1.
Podemos ordenar los elementos del conjunto CD2 = {C0, . . . , Cn} de la siguien-
te manera: diremos que Ci < Ci+1 para i = 0, . . . n − 1, si existe un morfismo
irreducible de M(Ci) a M(Ci+1).
Recordemos que si C ∈ CD2 entonces C es una cuerda que termina en un pico.
Sea C0 = D
−1
2 y C1 = (D
−1






1 una cuerda inversa que
comienza en una profundidad. Definimos las siguientes cuerdas de manera induc-
tiva.






i no comienza en un pico, en-








i)h, es decir, C
′
i+1 es de la




i con β una flecha y C
′′
i una cuerda inversa que comienza en
una profundidad. Por lo tanto, por el Lema 2.1.8 existe un morfismo irreducible
de M(Ci) a M(Ci+1). Ahora, si C
′
i comienza en un pico (pero no es una cuerda





−1C ′′′i , con α ∈ Q1 y C ′′′i





C ′i+1 = C
′′
i . Nuevamente, por el Lema 2.1.8 existe un morfismo irreducible de
M(Ci) a M(Ci+1). En caso contrario, si C
′
i comienza en un pico y es una cuerda
directa, entonces M(Ci) es el módulo inyectivo de MJ2 . Por el Lema 2.2.1 sabe-
mos que en todos los casos se tiene que Ci+1 ∈ CD2 . Siguiendo esta costrucción




Vamos a denotar M(Ci) = Xi para i = 0, . . . , n. Asimismo, vamos a construir
el camino seccional de la Proposición 2.2.5. Más aún, tenemos una configuración
























donde dl(gi : Xi → Yi) = i, para i = 1, . . . , n.
A continuación probaremos que dado un epimorfismo irreducible entreA−módu-
los indescomponibles f : M → N , existe un A−módulo inyectivo indescomponible
tal que, para algún i = 1, ..., n, resulta que f ' gi de la configuración anterior.
Lema 2.4.1 Sea A ' kQ/I un álgebra de cuerdas de tipo de representación
finito y sea f : M → N un epimorfismo irreducible con M,N ∈ indA. Entonces,
existe un único u ∈ Q0 tal que Ker(f) = J2(u), donde Iu es el A-módulo inyectivo
correspondiente al vértice u y J1(u), J2(u) son los sumandos directos de I/soc Iu.
Más aún, M ∈MJ2(u).
Demostración: Sea f : M → N un epimorfismo irreducible entre los módulos
indescomponibles M = M(C) y N = M(C ′). Afirmamos que C ′ o bien no co-
mienza o no termina en una profundidad, porque en caso contrario M(C ′) no
podŕıa ser el codominio de un epimorfismo. Luego, sin pérdida de generalidad
podemos asumir que C ′ es una cuerda que no termina en una profundidad (si
no, podemos considerar C ′−1). En consecuencia, siguiendo la descripción de las
sucesiones que casi se parten con dos términos en el medio, C es de la forma
C = D−1αC ′ =c C
′ con α ∈ Q1 y D un camino que comienza en un pico. Más
aún, Ker(f) 'M(D).
Consideremos ahora el vértice u ∈ Q0 tal que e(D) = u. El A-módulo inyectivo
correspondiente al vértice u es de la forma Iu = M(D
−1
2 D1) con D1 y D2 caminos
que comienzan en un pico y tales que e(D1) = u = e(D2). Dado que tanto D
−1
como D−12 son cuerdas inversas que terminan en un pico con e(D) = e(D2) en-
tonces D = D2. Más aún, si J1(u) y J2(u) son los sumandos directos de Iu/socIu,
entonces J2(u) = M(D) = Ker(f). Además, por el Lema 2.2.1 M ∈ MJ2(u),
probando aśı el resultado propuesto. 2
Observación 2.4.2 Por el lema anterior, para cualquier epimorfismo irreducible
entre módulos indescomponibles f : M → N , tenemos que M ∈ MJ2(u) para
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algún vértice u ∈ Q0. Si M aparece sólo una vez en la configuración de sucesiones
que casi se parten descripta anteriormente, es decir, M ' Xk para algún 1 ≤
k ≤ n, entonces dl(f) = k. En caso contrario, si M ' Xk y M ' Xj con
1 ≤ k < j ≤ n, tenemos que analizar el módulo N para conocer el grado a
izquierda de f . De hecho, si N ' Xk+1, entonces dl(f) = j. De otra manera,
N ' Yk+1 y entonces concluimos que dl(f) = k.
De manera similar podemos leer el grado a derecha de cualquier monomorfismo
irreducible entre módulos indescomponibles g : M → N , dando un orden para el
conjunto DC2 , donde M(C2) es el conúcleo de g. Dualmente al orden dado para
conjunto CD2 , en este caso tenemos que Di < Di+1 en DC2 , si existe un morfismo
irreducible M(Di+1) → M(Di). Más precisamente, D0 = R2, D1 = cD0 y para
continuar con el orden de las cuerdas restantes de DC2 debemos analizar si éstas
terminan en una profundidad.
A continuación, presentaremos un ejemplo para mostrar como podemos cal-
cular el grado a izquierda de cualquier epimorfismo irreducible a partir del quiver
con relaciones de A, es decir, sin tener en cuenta el carcaj de Auslander-Reiten
de modA.




















con I =< βα >.






Denotamos a M = M(C) y N = M(C ′) donde C = ε−1δβ−1 y C ′ = β−1.
Observemos que C = ε−1δC ′, por lo tanto siguiendo la construcción anterior
tenemos que ε−1 es la cuerda inversa que termina en un pico y la flecha γ1 está




Vamos a denotar por J2(5) el A-módulo M(ε
−1) y vamos a ordenar al conjunto
MJ2(5) como describimos anteriormente. Consideramos X0 = M(ε
−1) y X1 =
M(ε−1δC1) con C1 una cuerda inversa que comienza en una profundidad. Luego,
X1 es de la forma X1 = M(ε
−1δβ−1γ−1). Como C1 es una cuerda que comienza
en un pico y no es directa, escribimos C1 = β
−1γ−1ε4, donde ε4 es una cuerda
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directa. Por lo tanto, definimos a X2 como X2 = M(ε
−1δC2) con C2 = β
−1.
Nuevamente, C2 es una cuerda que comienza en un pico y no es directa, entonces
definimos X3 como X3 = M(ε
−1δC3) con C3 = ε2. Ahora, C3 no comienza en un
pico, entonces definimos X4 = M(ε
−1δC4) con C4 = α. Como C4 es una cuerda
directa que comienza en un pico, resulta que X4 es el módulo inyectivo deMJ2(5),
obteniendo aśı el siguiente conjunto ordenado:


















Como M = X2 ∈MJ2(5), concluimos que dl(f) = 2.







con la relación βα = 0.
Consideremos el epimorfismo irreducible f : P2 → I3 y calculemos su grado
a izquierda. Tenemos que el codominio es I3 = M(ε
−1
3 γαβ). Como dicha cuerda
termina en una profundidad, siguiendo el algoritmo anterior vamos a considerar
su cuerda inversa, es decir, I3 = M(C
′) con C ′ = β−1α−1γ−1. Aśı, C ′ no termina
en una profundidad y cC
′ = ε−13 γβ
−1α−1γ−1 = C con M(C) = P2. En este caso,
D = ε3 y e(ε3) = 3. Por lo tanto, siguiendo el Lema 2.4.1, para obtener el grado a
izquierda de f debemos ordenar el conjunto MJ2(3) donde J2(3) = M(ε3) = S3.
El módulo P2 aparece dos veces en el conjunto MJ2(3) ya que es de la for-
ma M(ε−13 γβ
−1α−1γ−1ε3). Por consiguiente, tenemos que analizar en qué lugar
aparece el módulo I3, que también pertenece a dicho conjunto.
En efecto, comencemos ordenando al conjunto. Para ello, consideramos C0 =
ε−13 y C1 = (C0)h = ε
−1
3 γβ
−1α−1γ−1. Observemos que P2 = M(C1). Luego,
debemos construir la cuerda C2 y analizar si I3 es M(C2) o no.







−1α−1γ−1 una cuerda que
comienza en un pico y no es directa. Luego podemos escribirla como C ′1 =
(β−1α−1)γ−1ε3 y de esta manera definimos a C2 = ε
−1
3 γβ
−1α−1. En este caso
M(C2) 6= I3, por lo tanto afirmamos que dl(f) = 1. Si en caso contrario, M(C2)
hubiese sido I3, debeŕıamos continuar ordenando al conjunto MJ2(3) hasta que
el módulo P2 aparezca nuevamente.
Hasta aqúı hemos analizado el grado de morfismos irreducibles entre módulos
indescomponibles. Los siguientes resultados nos permiten determinar los grados
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de los morfismos irreducibles cuando el dominio o el codominio de un morfismo
irreducible es un módulo descomponible.
Proposición 2.4.4 Sea A un álgebra de cuerdas de tipo de representación fini-
to. Consideremos f : M → N1 ⊕ N2 un morfismo irreducible, con M,N1 y N2
A-módulos indescomponibles. Entonces se satisface uno de los siguientes enun-
ciados.
(a) Si M no es inyectivo, entonces dr(f) = 1 y dl(f) =∞.
(b) Si M es inyectivo, entonces dr(f) =∞ y dl(f) <∞. El valor de dl(f) está
dado en el Teorema 2.2.10.
Demostración: Consideremos f : M → N1 ⊕ N2 un morfismo irreducible, con
M,N1, N2 ∈ indA.
(a) SiM no es un módulo inyectivo, entonces existe una sucesión de Auslander-
Reiten que comienza en el módulo M y en consecuencia f es un morfismo minimal
que casi se parte a izquierda inyectivo. Por lo tanto, en virtud de la Proposición
1.7.3 resulta que dr(f) = 1 y en consecuencia dl(f) =∞.
(b) Si M es un A−módulo inyectivo, digamos M = I, entonces N1 = J1 y
N2 = J2, donde J1 y J2 son los sumandos indescomponibles del módulo I/soc I.
Por lo tanto, en virtud del Teorema 1.7.8 resulta que dl(f) <∞ y en consecuencia
dr(f) = ∞. Más aún, si consideramos f1 : I → J1 y f2 : I → J2, entonces
dl(f) = dl(f1) + dl(f2) y su valor exacto lo podemos determinar por el Teorema
2.2.10. 2
Dualmente, tenemos el siguiente resultado.
Proposición 2.4.5 Sea A un álgebra de cuerdas de tipo de representación fini-
to. Consideremos f : M1 ⊕M2 → N un morfismo irreducible, con M1,M2 y N
A-módulos indescomponibles. Entonces se satisface uno de los siguientes enun-
ciados.
(a) Si N no es proyectivo, entonces dr(f) =∞ y dl(f) = 1.
(b) Si M es proyectivo, entonces dr(f) < ∞ y dl(f) = ∞. El valor de dr(f)




Sobre la composición de
morfismos irreducibles.
Uno de los problemas que interesan en la teoŕıa de representaciones es el estu-
dio de composiciones de morfismos irreducibles y la relación con la potencia del
radical a la cual pertenecen. Sigue de la definición de radical, que la composición
de n morfismos irreducibles pertenece a la potencia n-ésima del radical.
Uno de los primeros resultados en esta dirección fue dado por K. Igusa y G.
Todorov, quienes probaron que la composición de n morfismos irreducibles entre
módulos indescomponibles que forman parte de un camino seccional pertenece
al <n\<n+1. S. Liu generalizó este resultado para ciertos caminos que denominó
caminos preseccionales.
En este caṕıtulo estudiaremos composiciones no nulas de n morfismos irredu-
cibles que pertenecen a la potencia n+ 1 del radical.
3.1. Composición de n morfismos irreducibles
en la potencia n+ 1 del radical, que no per-
tenece al radical infinito.
En [21], C. Chaio, F. Coelho y S. Trepode dieron una caracterización para
que la composición de dos morfismos irreducibles entre módulos indescomponi-
bles pertenezca al radical al cubo. Más aún, los autores probaron que no existen
morfismos irreducibles f y g tales que gf ∈ <3\<4. Continuando con este estudio,
E. R. Alvares y F. Coelho probaron en [1], que si la composición de dos morfis-
mos irreducibles pertenece a <3, entonces pertenece a <5. Además, presentaron
el siguiente ejemplo, que muestra la existencia dos morfismos irreducibles cuya
67
composición pertenece a <5\<6.
Ejemplo 3.1.1 Sea A el álgebra dada por la presentación
1α 99
β // 2























donde los mismos módulos en dicho carcaj están identificados entre śı.
Consideremos los morfismos irreducibles h1 : S2 → P1 y h2 : P1 → I2, con
h1 = f1 y h2 = f2 + f2g3g2g1. Luego, la composición
h2h1 = f2f1 + f2g3g2g1f1 = f2g3g2g1f1
es no nula y pertenece a <5(S2, I2)\<6(S2, I2), debido a que los morfismos de la
última composición forman parte de un camino seccional.
Siguiendo con esta ĺınea de investigación, en [22], los autores estudiaron carac-
terizaciones para que la composición de tres morfismos irreducibles pertenezca a
la cuarta potencia del radical, considerando que la composición de dos morfismos
no pertenezca al radical al cubo.
En virtud de generalizar este enfoque, C. Chaio en [19] estudió la composición
de n morfismos irreducibles sobre caminos casi preseccionales. Recordemos la
definición de camino preseccional y casi preseccional.
Definición 3.1.2 Un camino Y0 → Y1 → ...→ Yn en ΓmodA se dice preseccio-
nal si para cada i, con 1 ≤ i ≤ n − 1, tal que Yi−1 ' τYi+1 entonces existe un
morfismo irreducible Yi−1 ⊕ τYi+1 → Yi. O, equivalentemente, si τ−1Yi−1 ' Yi+1,
entonces existe un morfismo irreducible Yi → τ−1Yi−1 ⊕ Yi+1.
Notemos que todo camino seccional es también un camino preseccional.
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Definición 3.1.3 Un camino Y0 → Y1 → ... → Yn en ΓA se dice casi presec-
cional a izquierda si Y0 → Y1 → ... → Yn−1 es un camino preseccional en
ΓmodA e Yn ' τ−1Yn−2.
Dualmente se define camino casi preseccional a derecha.
C. Chaio probó el siguiente resultado.
Teorema 3.1.4 [19, Teorema 2.18] Sea A un álgebra y supongamos que existe





















donde f1 : M1 → M2, . . . , fn : Mn → Mn+1 son morfismos irreducibles entre
módulos indescomponibles con fn . . . f1 en un camino casi preseccional a izquierda
tal que fn−1 . . . f1 /∈ <n(M1,Mn). Sean hi : Mi → Mi+1 morfismos irreducibles
para i = 1, . . . , n tales que la composición 0 6= hn . . . h1 ∈ <n+1(M1,Mn+1).
Entonces hn . . . h1 ∈ <n+3(M1,Mn+1).
Nuestro objetivo es determinar para qué números naturales t la composición
no nula de n morfismos irreducibles que pertenece a <n+1, también pertenece a
<n+t\<n+t+1. Notemos que bajo las hipótesis del Teorema 3.1.4, el valor de t es
mayor o igual que tres.
Vamos a considerar las siguientes familias de álgebras.
Sean m y n números naturales, con m ≥ 2 y n ≥ 2. Vamos a denotar por
(U(m,n− 1), I) el siguiente carcaj con relaciones:
a2
γ2 // . . .





x e I =< γmγm−1 >
b2
β2






Probaremos que en la categoŕıa de módulos de un álgebra A dada por la pre-
sentación (U(m,n− 1), I), con m,n ≥ 2, existe una composición de n morfismos
irreducibles que pertenece a <n+2m\<n+2m+1.
Observemos que el álgebra A es un álgebra de cuerdas. Más aún, es de tipo
de representación finito, debido a que no se puede construir una cuerda C tal que
para todo número natural n, Cn sea una cuerda.
A lo largo de esta sección vamos a utilizar la siguiente notación.
Notación 3.1.5 Sea A el álgebra dada por la presentación (U(m,n− 1), I) con
m,n ≥ 2. Consideremos las siguiente cuerdas de U(m,n− 1):
• Para 1 ≤ j ≤ m− 1 definimos
• Gj = γj . . . γ1, y
• Gj = γm−1 . . . γj.
• Para 1 ≤ i ≤ n− 1 definimos
• Bi = βi . . . β1, y
• Bi = βn−1 . . . βi
Notemos que Gm−1 = G1 y Bn−1 = B1.
Los siguientes resultados son esenciales para la demostración del Teorema
3.1.12.
Lema 3.1.6 Sea A el álgebra dada por la presentación (U(m,n − 1), I), con
m,n ≥ 2. Consideremos los morfismos irreducibles ιam : radPam → Pam y θam :
Iam → Iam/socIam, donde Pam e Iam son los A-módulos proyectivo e inyectivo
correspondientes al vértice am, respectivamente. Entonces, dr(ιam) = m + n− 1.
Más aún, dr(ιam) = dl(θam).
Demostración: Sea A el álgebra dada por la presentación (U(m,n − 1), I),
con m,n ≥ 2. Para el vértice am en U(m,n − 1), consideremos los morfismos
irreducibles ιam y θam como en el enunciado. Como presentamos en la Sección
2.3 del caṕıtulo anterior, dl(θam) y dr(ιam) se pueden determinar en función de la
cantidad de vértices de los carcajes Qeam y Q
s
am , respectivamente.
Recordemos que los vértices del carcaj Qeam son las cuerdas C tales que e(C) =
am, y C = εam o C es de la forma C = γm−1C
′, con C ′ una cuerda. Utilizando la































Observemos que el cardinal del conjunto (Qeam)0 es igual a m + n. En con-
clusión, por la Proposición 2.3.2 tenemos que dl(θam) = card((Q
e
am)0)− 1. Por lo
tanto dl(θam) = m+ n− 1.
De manera dual, podemos construir el carcaj Qsam . Siguiendo la Notación


































También Qsam tiene m+n vértices. Por lo tanto, en virtud de la Proposición 2.3.2
tenemos que dr(ιam) = m+ n− 1. 2
Observación 3.1.7 Observemos que la cuerda
Gm−1B
−1
1 γm = G1B
−1
n−1γm
es un vértice tanto del carcaj Qeam como del carcaj Q
s
am . Vamos a denotar por L
al módulo cuerda que proviene de dicha cuerda.
Dados X, Y y Z módulos indescomponibles, denotaremos por X  Y  Z a
los caminos de morfismos irreducibles entre módulos indescomponibles de X a Z
que pasan por el módulo Y .
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Proposición 3.1.8 Sea A el álgebra dada por la presentación (U(m,n − 1), I),
con m,n ≥ 2. Consideremos Pam, Sam e Iam los módulos proyectivo, simple e
inyectivo correspondientes al vértice am. Sea L el módulo cuerda M(Gm−1B
−1
1 γm).
Entonces existe en modA un camino seccional de la forma
Pam  L Sam  L Iam .
Más aún, el ciclo L Sam  L tiene longitud igual a 2m.
Demostración: Sea A el álgebra dada por la presentación (U(m,n − 1), I),
con m,n ≥ 2. Sea Iam el A-módulo inyectivo correspondiente al vértice am y
consideremos el morfismo irreducible θam : Iam → Iam/socIam . Observemos que
Iam/socIam es un módulo indescomponible. Más aún, Ker(θam) = Sam y por el
lema anterior dl(θam) = m+n−1. Por lo tanto, en virtud de la Proposición 2.2.5,




















donde el camino Sam →M1 → . . .→Mm+l−2 → Iam es un camino seccional.
Por otra parte, los módulos en dicho camino seccional están en corresponden-
cia con los módulos cuerdas M(C), donde C son las cuerdas de los vértices del
carcaj Qeam . En particular, el módulo cuerda L = M(G1B
−1
n−1γm), es un módulo
que aparece en dicho camino. Además, L 6= Sam y L 6= Iam . Por lo tanto, podemos
representar al camino de la siguiente manera
Sam  L Iam .
Afirmamos que la longitud del camino Sam  L es igual a m. Para probar la
afirmación debemos ordenar el conjunto Cεam , como presentamos en la Sección 2.4.
Recordemos que Ci < Ci+1 si existe un morfismo irreducible M(Ci)→M(Ci+1).
Para dar dicho orden tenemos que analizar si las cuerdas comienzan en un pico.
En particular, si Ci es una cuerda que no termina en un pico, entonces definimos
Ci+1 como (Ci)h.
Sea C0 = ε
−1
am . Como C0 no comienza en un pico, definimos C1 = (C0)h =
ε−1amγm−1 = Gm−1. Luego, existe un morfismo irreducible Sam = M(C0)→M(C1).
72
Observemos que para 2 ≤ j ≤ m − 1, las cuerdas Gj = γm−1 . . . γj no co-
mienzan en un pico. Más aún, (G2)h = G1B
−1
n−1 y para 3 ≤ j ≤ m − 1 tenemos
que (Gj)h = Gjγj−1 = Gj−1. Luego, continuando con el orden del conjunto Cεam ,
definimos para 2 ≤ i ≤ m− 2 las cuerdas Ci = Gm−i y Cm−1 = G1B−1n−1.
Finalmente, Cm−1 tampoco comienza en un pico. Entonces Cm = (Cm−1)h =
G1B
−1
n−1γm. De esta manera obtenemos que el módulo cuerda M(Cm) es igual a
L.
Por lo tanto, tenemos un camino de morfismos irreducibles
Sam = M(C0)→M(C1)→ . . .→M(Cm−1)→M(Cm) = L  Iam (3.1)
y el camino Sm  L tiene longitud m.
Dualmente, consideremos Pam el A-módulo proyectivo indescomponible co-
rrespondiente al vértice am y el morfismo irreducible ιam : radPam → Pam . Obser-
vemos que radPam es un módulo indescomponible y además, Coker(ιam) = Sam .
Por lo tanto, en virtud de la Proposición 2.2.5 y el Lema 3.1.6, existe un camino
seccional Pam  Sam de longitud m + n− 1. Nuevamente, los módulos de dicho
camino están en correspondencia con las cuerdas de los vértices del carcaj Qsam .
En particular, el módulo cuerda L = M(Gm−1B
−1
1 γm) es un módulo de dicho
camino seccional. Más aún, L 6= Pam y L 6= Sam . Por lo tanto, dicho camino es
de la forma Pam  L Sam .
Nuevamente, afirmamos que el camino L  Sam tiene longitud igual a m.
En este caso, para determinar la longitud de dicho camino debemos ordenar el
conjunto Dεam .
De manera dual a lo que vimos anteriormente, Di < Di+1 si existe un morfismo
irreducible M(Di+1) → M(Di). Para dar dicho orden debemos analizar si las
cuerdas terminan en una profundidad. En particular, si Di es una cuerda que no
termina en una profundidad, entonces definimos Di+1 como cDi.
Sea D0 = εam . Como D0 no termina en una profundidad definimos D1 =
cD0 = β
−1




n−1γm. Nuevamente, la cuerda D1 no termina en
una profundidad, entonces D2 = cD1 = γ1B
−1
n−1γm. Notemos que para cada j, con
1 ≤ j ≤ m− 2, las cuerdas Gj = γj . . . γ1 no terminan en una profundidad. Más
aún, c(Gj) = γj+1Gj = Gj+1. Por lo tanto, continuando el orden del conjunto
Dεam , definimos para 3 ≤ i ≤ m las cuerdas Di = Gi−1B
−1
n−1γm. De esta manera,
M(Dm) = L. Luego, el camino de morfismos irreducibles es de la forma
Pam  L = M(Dm)→M(Dm−1)→ . . .→M(D1)→M(D0) = Sam . (3.2)
Por lo tanto, el camino L Sam tiene longitud m.
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Ahora, del camino (3.2) y del camino (3.1) obtenemos el camino
Pam  L Sam  L Iam , (3.3)
donde el ciclo L Sm  L tiene longitud igual a 2m.
Resta probar que el camino (3.3) es seccional. Sabemos de su construcción
que los caminos Pam  L  Sam y Sam  L  Iam son seccionales. Luego,
debemos analizar si el subcamino M(D1)→ Sm →M(C1) es seccional. Notemos
que M(D1) es un módulo inyectivo, ya que D1 = B
−1
n−1γm, donde Bn−1 y γm son
caminos que terminan en un pico. Más precisamente, como e(Bn−1) = x = e(γm),
entonces M(D1) = Ix, donde Ix es el módulo inyectivo correspondiente al vértice
x. Por lo tanto, M(C1)  τ−1Ix. En conclusión, el camino (3.3) es un camino
seccional, completando de esta forma la prueba de la proposición. 2
Proposición 3.1.9 Sea A el álgebra dada por la presentación (U(m,n − 1), I),
con m,n ≥ 2. Consideremos los módulos cuerda L = M(G1B−1n−1γm) y N =
M(G1B
−1
n−2). Entonces f : L → N es un epimorfismo irreducible. Más aún,
dl(f) = n− 1.
Demostración: Sea A el álgebra dada por la presentación (U(m,n− 1), I), con
m,n ≥ 2. Consideremos L = M(C) y N = M(D) los módulos cuerda de modA,
donde C = γm−1 . . . γ1β
−1
1 . . . β
−1
n−1γm y D = γm−1 . . . γ1β
−1
1 . . . β
−1
n−2. Notemos que
D es una cuerda que no comienza en una profundidad. Más aún,Dc = Dβ
−1
n−1γm =
C. Por lo tanto, en virtud del Lema 2.1.8,(c) tenemos que f : M(C) → M(D)
es un epimorfismo irreducible, donde Ker(f) ' M(C)/M(D) ' M(γm) = Pam .
Más aún, como A es un álgebra de tipo de representación finito, f tiene grado a
izquierda finito.
Vamos a calcular el valor exacto de dl(f) con el algoritmo establecido en el
caṕıtulo anterior. Ya vimos que el Ker(f) 'M(γm). Como e(γm) = x, considera-
mos el módulo Ix = M(γ
−1
m Bn−1). De esta manera, los sumandos indescomponi-
bles de Ix/socIx resultan J1(x) = M(Bn−2) y J2(x) = Sam . Además, considerando
el morfismo irreducible h : Ix → J1(x), tenemos que Ker(f) ' M(γm) ' Ker(h).
Por lo tanto, asumiendo que dl(h) = l, el morfismo f : L→ N está representado
por algún morfismo gi : Xi → τ−1Xi−1 de la siguiente configuración de sucesiones
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donde α′(Px) = 1 y φ : Px → X1 → . . . → Xl−1 → Ix es un camino seccional.
Además, los módulos que aparecen en el camino φ pertenecen al conjuntoMJ2(x).
En particular, el módulo L aparece en dicho camino seccional. Como L  Px y
L  Ix, entonces L ' Xj, para algún j, 1 ≤ j ≤ l − 1.
Por otra parte, en la demostración de la Proposición 3.1.8, probamos la exis-
tencia de un camino seccional
ρ : Pam →M1 → . . .→ L→ . . .→Mm+n−3 → Ix → Sam
de longitud m+ n− 1. y que además el camino L Sam tiene longitud m.
Como dimk(HomA(Pam , Sam)) = 1, entonces l = m+n−2. Más aún, afirmamos
que para cada i, 1 ≤ i ≤ l−1 tenemos que Mi ' Xi. En efecto, como α′(Pm) = 1,
entonces X1 'M1. Por otra parte, como ρ es un camino seccional, M2  τ−1Px.
Por lo tanto, X2 ' M2. Siguiendo con este argumento resulta que Xi ' Mi,
para 1 ≤ i ≤ l − 1. De esta manera, como el camino L  Sam tiene longitud
m, entonces L ' Xn−1. Por lo probado en la Sección 2.4 del caṕıtulo anterior,
tenemos que dl(f) = n− 1, probando el resultado. 2
Observación 3.1.10 En las demostraciones de la Proposición 3.1.8 y la Propo-
sición 3.1.9 hemos probado la existencia de un camino seccional
Pam
φ
 L Sam  L Iam
donde el camino φ tienen longitud n − 1 y el ciclo L  L tiene longitud 2m.
Más aún, sabemos que existe un morfismo irreducible f : L→ N . Afirmamos que
el módulo N es parte de dicho camino seccional. En efecto, en la demostración
Proposición 3.1.8 hemos ordenado las primerasm cuerdas C1, . . . , Cm del conjunto
Cεam , donde Cm = G1B
−1
n−1γm y M(Cm) = L. Continuemos con el orden de dicho
conjunto. Observemos que Cm es una cuerda que comienza en un pico. Luego,
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n−1γm. De esta manera, Cm+1 = G1B
−1
n−2
y N = M(Cm+1). Además, N no es un módulo del camino Pam  Sam , debido
a que la cuerda G1B
−1
n−2 no es un vértice del carcaj Q
s
am . Aśı, podemos concluir
que el camino seccional mencionado anteriormente es de la forma
Pam  L Sam  L→ N  Iam
donde la flecha representa un morfismo irreducible.
A continuación transcribiremos parcialmente la Proposición 2.3 de [19] que
nos será de utilidad para el próximo resultado.
Proposición 3.1.11 Sea A un álgebra y Xji ∈ indA, para i = 1, . . . , n1 y j =
1, . . . , n2. Sea Γ una componente de ΓmodA, con α(Γ) ≤ 2 y dimk(Irr(X, Y )) ≤ 1,
para todo X, Y ∈ Γ. Supongamos que existe en Γ una configuración de sucesiones











































0 para j = 1, . . . , n2 morfismos irreducibles
que satisfacen la relación de malla de la configuración anterior. Entonces la com-
posición f1 . . . fn2g1 . . . gn1 /∈ <n1+n2+1. Más aun, para cualesquiera morfismos










i−1 en modA para i = 1, . . . , n1 y
j = 1, . . . , n2 se satisface h
1








Estamos en condiciones de probar el siguiente teorema.
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Teorema 3.1.12 Sea A el álgebra dada por la presentación (U(m,n − 1), I),
con m,m ≥ 2. Entonces existen morfismos irreducibles hi : Xi → Xi+1 pa-
ra 1 ≤ i ≤ n, y Xi A−módulos indescomponibles para 1 ≤ i ≤ n + 1, ta-
les que hn . . . h1 ∈ <n+2m(X1, Xn+1)\<n+2m+1(X1, Xn+1). Además, hn−1 . . . h1 /∈
<n(X1, Xn) y hn . . . h2 /∈ <n(X2, Xn+1).
Demostración: Consideremos el epimorfismo irreducible f : L→ N de la Pro-
posición 3.1.9. Hemos probado que el grado a izquierda de f es igual a n − 1 y
que Ker(f) = Pm. Por lo tanto, existe una configuración de sucesiones que casi




















tal que δ : Pm → Y1 → . . .→ Yn−2 → L es un camino seccional de longitud n− 1






ρ2 L→ N  Im.
donde `(φ) = n−1 y `(ρ2ρ1) = 2m. Más aún, hemos probado que los módulos in-
volucrados en el camino φ : Pm  L son los mismos que los módulos involucrados
en el camino δ.
Consideremos X1 = Pm, Xn = L, Xn+1 = N y Xi = Yi+1 para 1 ≤ i ≤ n− 1.
Definimos los morfismos irreducibles hi = fi para 1 ≤ i ≤ n − 2, hn−1 = fn−1 +
fn−1ρ, donde ρ : L  L es una composición de 2m morfismos irreducibles que
son parte del camino seccional ρ2ρ1, y hn = f . De esta manera la composición
hn . . . h1 = f(fn−1 + fn−1ρ)fn−2 . . . f1
= ffn−1fn−2 . . . f1 + ffn−1ρfn−2 . . . f1
= ffn−1ρfn−2 . . . f1.
pertenece a <n+2m(X1, Xn+1)\<n+2m+1(X1, Xn+1), debido a que los morfismos son
parte de un camino seccional de largo n+ 2m. Además, hn−1 . . . h1 /∈ <n(X1, Xn)
y en virtud de la Proposición 3.1.11 tenemos que hn . . . h2 /∈ <n(X2, Xn+1). De
esta manera queda demostrado el teorema. 2
Visualicemos lo probado hasta el momento en el siguiente ejemplo.
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Ejemplo 3.1.13 Sea A el álgebra de cuerdas cada por la presentación
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donde los mismos módulos en el carcaj están identificados entre śı.
Definimos el morfismo irreducible h2 : τ
−1S5 → L como
h2 = f2 + g6g5g4g3g2g1f2.
De esta manera, f3h2f1 : P4 → N es una composición de 3 morfismos irreducibles
que pertenece a <9(P4, N)\<10(P4, N), ya que
f3h2f1 = f3f2f1 + f3g6g5g4g3g2g1f2f1
= f3g6g5g4g3g2g1f2f1,
y los morfismos de esta última composición pertenecen a un camino seccional de
longitud 9.
Observación 3.1.14 En el Teorema 3.1.12 hemos encontrado familias de álge-
bras en las cuales existe una composición de n morfismos irreducibles, para n ≥ 2,
que pertenece a <n+t\<n+t+1, con t ≥ 4 y t un número par.
A continuación estudiaremos la problemática planteada para valores impares
de t. Para ello, vamos a considerar la siguiente familia de carcajes con relaciones.











x con J =< γmγm−1 >
b2
β2





Si consideramos ahora A un álgebra de cuerdas dada por la presentación
(V (m,n − 2), J) con n ≥ 3 y m ≥ 2, entonces existe una composición de n
morfismos irreducibles en modA tal que pertenece a <n+2m+1\<n+2m+2.
Enunciaremos los resultados análogos a los que presentamos anteriormente,
pero sin efectuar su demostración ya que se deduce de forma similar.
Proposición 3.1.15 Sea A el álgebra dada por la presentación (V (m,n−2), J),
con m ≥ 2 y n ≥ 3. Consideremos Px = Sx e Ix los módulos simple proyectivo e
inyectivo correspondientes al vértice x en V (m,n − 2). Sea L el módulo cuerda
L = M(αγm−1 . . . γ1β
−1
1 . . . β
−1
n−1γmα
−1). Entonces existe en modA un camino
seccional de la forma
Px  L L Ix.
Más aún, el ciclo L L tiene longitud igual a 2m+ 1.
Proposición 3.1.16 Sea A el álgebra dada por la presentación (V (m,n−2), J),
con m ≥ 2 y n ≥ 3. Sean L = M(αγm−1 . . . γ1β−11 . . . β−1n−1γmα−1) y N =
M(αγm−1 . . . γ1β
−1
1 . . . β
−1
n−1γm) A-módulos indescomponibles y f : M → N un
morfismo. Entonces f es un epimorfismo irreducible. Más aún, dl(f) = n− 1.
Teorema 3.1.17 Sea A el álgebra dada por la presentación (V (m,n − 2), J),
con m ≥ 2 y n ≥ 3. Entonces existen morfismos irreducibles hi : Xi → Xi+1
para 1 ≤ i ≤ n, y Xi A−módulos indescomponibles para 1 ≤ i ≤ n + 1, tales
que hn . . . h1 ∈ <n+2m+1(X1, Xn+1)\<n+2m+2(X1, Xn+1). Además, hn−1 . . . h1 /∈
<n(X1, Xn) y hn . . . h2 /∈ <n(X2, Xn+1).
En el siguiente ejemplo, ilustraremos la problemática planteada para un valor
impar de t. Más precisamente, presentaremos la existencia de una composición
de 4 morfismos irreducibles que pertenece a <4+5\<4+6.






















































































donde los mismos módulos en el carcaj están identificados entre śı.
Definimos el morfismo irreducible h3 : τ
−1P4 → L como
h3 = f3 + g5g4g3g2g1f3.
De esta manera, la composición
f4h3f2f1 = f4f3f2f1 + f4g5g4g3g2g1f3f2f1
= f4g5g4g3g2g1f3f2f1,
es una composición de 4 morfismos irreducibles que pertenece a <9\<10, ya que
los morfismos de la última composición pertenecen a un camino seccional de largo
9.
3.2. Composición de n morfismos irreducibles
que pertenece a <n+3 y no pertenece a <n+4
En el Teorema 3.1.12 y el Teorema 3.1.17 hemos encontrado familias de álge-
bras donde existe una composición de n morfismos irreducibles que pertenece a
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<n+t\<n+t+1, con n ≥ 3 y t ≥ 4. Más aún, con la condición de que la composición
de n− 1 morfismos no pertenece a <n.
Dedicaremos esta sección a estudiar el problema para t = 3. En el Ejem-
plo 3.1.1, presentamos un álgebra donde existe una composición de 2 morfismos
irreducibles que pertenece a <5\<6. Más aún, es claro que cada morfismo no
pertenece a <2 debido a que son irreducibles.
Vamos a considerar la siguiente familia de carcajes con relaciones para n ≥ 2,
y la vamos a denotar por (W (n), I).
1α 99
β1 // 2
β2 // . . .
βn // n+ 1 e I =< α2, β2β1 > .
Si consideramos A un álgebra dada por la presentación (W (n − 1), I) con
n ≥ 3, entonces existe en modA una composición de n morfismos irreducibles hi :
Xi → Xi+1 para 1 ≤ i ≤ n, tal que hn . . . h1 ∈ <n+3(X1, Xn+1)\<n+4(X1, Xn+1),
pero con la condición de que la composición hn . . . h2 pertenece a <n(X2, Xn+1).
Mostraremos esta situación en el siguiente ejemplo.





































donde los mismos módulos en dicho carcaj están identificados entre śı.
De la misma manera que presentamos en los ejemplos anteriores, si conside-
ramos el morfismo irreducible h3 = f3 + g3g2g1f3, la composición f4h3f2f1 es una
composición de 4 morfismos irreducibles que pertenece a <7(P2, I2)\<8(P2, I2),
pero en este caso, f4h3f2 ∈ <4(I3, I2).
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Nota: Hasta el momento no hemos encontrado ejemplos donde exista una com-
posición de n morfismos irreducible que pertenezca a <n+3\<n+4, y que la com-
posición de n−1 morfismos no pertenezca a <n. Por otra parte, no hemos podido
probar que tal composición no existe.
Si consideramos un álgebra A que esté bajo las hipótesis del Teorema 3.1.4
y suponemos que dicha composición pertenece a <n+3\<n+4, entonces se puede
probar que debe existir en modA un ciclo de longitud 3.
Daremos una caracterización para la existencia de ciclos de longitud 3. Re-
cordemos que un camino X1 → X2 → X3 → . . . → Xn → X1 → X2 se dice
ciclo seccional, si dicho camino es seccional. El siguiente resultado nos será de
utilidad para nuestro objetivo.
Teorema 3.2.2 [10] Sea A un álgebra. Entonces no existen ciclos seccionales en
el carcaj de Auslander-Reiten de modA.
Recordemos también que dado un morfismo irreducible f : X → Y entre
módulos indescomponibles, con Y un módulo no proyectivo, entonces existe un
morfismo irreducible τY → X. Dualmente, si X no es un módulo inyectivo,
entonces existe un morfismo irreducible de Y → τ−1X.
Además, para todo n ∈ Z tal que τnX 6= 0 y τnY 6= 0, entonces existe un
isomorfismo k-lineal Irr(X, Y ) ∼= Irr(τnX, τnY ).
Probemos el siguiente resultado.
Teorema 3.2.3 Sea A un álgebra. Los siguientes enunciados son equivalentes.
(a) Existe un módulo indescomponible no proyectivo M y un morfismo irredu-
cible M → τM .
(b) Existe en modA un ciclo de morfismos irreducibles entre módulos indes-
componibles de longitud 3.
Demostración: Sea M un A-módulo no proyectivo indescomponible tal que
existe un morfismo irreducible de M a su trasladado de Auslander-Reiten, τM ;
digamos f : M → τM .
Supongamos primero que M no es un módulo inyectivo. Entonces existe τ−1M
y más aún, existe un morfismo irreducible τM → τ−1M . Por otra parte, existe
un morfismo irreducible de τ−1M en τ−1τM 'M . Por lo tanto, existe un camino
de morfismos irreducibles entre módulos indescomponibles
τ−1M →M → τM → τ−1M
82
que es un ciclo de longitud tres.
Ahora, si M es un módulo inyectivo, entonces afirmamos que τM no es un
módulo proyectivo. En efecto, supongamos que τM es un módulo proyectivo.
Entonces el morfismo irreducible f es un epimorfismo y un monomorfismo si-
multáneamente, lo que resulta una contradicción. Por lo tanto, τM no es un
módulo proyectivo y en consecuencia existe τ 2M . Con los mismos argumentos
que antes, existe un morfismo irreducible τ 2M → M y un morfismo irreducible
de τM en τ(τM) = τ 2M . Por lo tanto, existe el siguiente camino de morfismos
irreducibles
M → τM → τ 2M →M
que es un ciclo de longitud tres.
Rećıprocamente, supongamos que existe en modA un ciclo de morfismos irre-
ducibles entre módulos indescomponibles de longitud tres como el siguiente
M →M1 →M2 →M.
En virtud del Teorema 3.2.2, dicho ciclo no es seccional, en consecuencia el camino
M →M1 →M2 →M →M1 no es seccional. Por lo tanto, se satisface alguna de
las siguientes condiciones:
(1) M ' τM2. Luego, existe un morfismo irreducible M2 → τM2.
(2) M1 ' τM . Luego, existe un morfismo irreducible M → τM .
(3) M2 ' τM1. Luego, existe un morfismo irreducible M1 → τM1.
En conclusión, en todos los casos existe un morfismo irreducible de un módulo
a su trasladado de Auslander-Reiten, probando aśı el resultado. 2
Vamos a presentar familias de álgebras donde existan un módulo M y un
morfismo irreducible de M a su trasladado de Auslander-Reiten. Para ello consi-
deremos los siguientes carcajes con relaciones:
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Q̃1 : •α 99
β // x e I1 =< α
n, βα >, n ≥ 2
Q̃2 : x




















e I4 =< αβ >, m ≥ 1
Se puede probar que para un álgebra A dada por una presentación (Q, I) que
satisface alguna de las siguientes cuatro condiciones, entonces existe un módulo
indescomponible no proyectivo M ∈ modA y un morfismo irreducible de M en
τM .
(1) Q̃1 es un subcarcaj pleno de Q e I1 ⊂ I. Más aún, si existe δ : x→ y en Q,
entonces δβ ∈ I. Además, no existen otras flechas en Q que incidan en los
vértices de Q̃1.
(2) Q̃2 es un subcarcaj pleno de Q e I2 ⊂ I. Más aún, si existe δ : y → x en Q,
entonces βδ ∈ I. Además, no existen otras flechas en Q que incidan en los
vértices de Q̃2.
(3) Q̃3 es un subcarcaj pleno de Q e I3 ⊂ I. Más aún, si existe δ : x→ y en Q,
entonces δβ ∈ I. Además, no existen otras flechas en Q que incidan en los
vértices de Q̃3.
(4) Q̃4 es un subcarcaj pleno de Q e I4 ⊂ I. Más aún, si existe δ : y → x en Q,
entonces βδ ∈ I. Además, no existen otras flechas en Q que incidan en los
vértices de Q̃4.
En efecto, observemos que el Ejemplo 3.2.1, el álgebra A está dada por una
presentación que satisface la condición (1). En este caso, los módulos M , S1 y
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τM no son módulos proyectivos y, más aún, existe un morfismo irreducible de
dichos módulos a su trasladado de Auslander-Reiten.
Las álgebras que satisfagan las condiciones (3) o (4) son álgebras de tipo de
representación infinito. Por ejemplo, si consideramos las álgebra de cuerdas dadas
por la presentación (Q̃3, I3), para m ≥ 1, el módulo inyectivo correspondiente
al vértice x, Ix, satisface que existe un morfismo irreducible Ix → τIx. Más
precisamente, la sucesión que casi se parte que termina en Ix tiene un único
término del medio indescomponible.
0→M(γ−11 . . . γ
−1




1 . . . γ
−1
m β




donde M(γ−11 . . . γ
−1
m β
−1) = Ix y M(γ
−1
1 . . . γ
−1
m ) = τIx. Notemos que además,
τIx = Ix/socIx. Por lo tanto, existe un morfismo irreducible Ix → τIx. Más
aún, si Γ es la componente de ΓmodA tal que Ix ∈ Γ, todos los módulos M tal
que M ∈ Γ, satisfacen la condición de la existencia de un morfismo irreducible
M → τM . A continuación presentaremos un ejemplo particular para describir
esta situación.












Sea Γ componente de ΓmodA que contiene al módulo inyectivo I4. Entonces



































donde los mismos módulos en Γ están identificados entre śı. Observemos que
todos los módulos de esta componente son dominio de un morfismo irreducible,
cuyo codominio es su trasladado de Auslander-Reiten.
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Definición 3.2.5 Un módulo indescomponible M en modA se dice τ-estable a
izquierda si existe τnM para todo n natural.
Dualmente, M se dice τ-estable a derecha si existe τ−nM para todo n
natural.
Definición 3.2.6 Un módulo indescomponible M se dice τ-estable si es estable
a izquierda y a derecha.
En particular, si un módulo τ -estable M satisface que τmM 'M para algún
número natural m, entonces se dice que M es τ-periódico. Más aún, M tiene
peŕıodo m si τmM 'M y τ kM M para todo 1 ≤ k < m.
Para presentar el último resultado de esta sección es necesario recordar el
siguiente teorema.
Teorema 3.2.7 [36, Teorema 2.3] Consideremos A un álgebra y ΓmodA el carcaj
de Auslander-Reiten de modA. Sea Γ un subcarcaj pleno de ΓmodA. Supongamos
que Γ satisface alguna de las siguientes condiciones.
(1) Si X es un módulo no proyectivo en Γ, entonces τX está en Γ y la sucesión
que casi se parte que termina en X tiene al menos dos términos en el medio
en Γ.
(2) Si X es un módulo no inyectivo en Γ, entonces τ−1X está en Γ y la sucesión
que casi se parte que comienza en X tiene al menos dos términos en el medio
en Γ.
Entonces no existen ciclos orientados en Γ.
Probemos el siguiente resultado.
Proposición 3.2.8 Sea A un álgebra. Consideremos M un A-módulo no pro-
yectivo tal que existe un morfismo irreducible M → τM . Si M es un módulo
τ -estable, entonces M es τ -periódico y tiene peŕıodo 3.
Demostración: Sea A un álgebra y consideremos M un módulo indescomponible
y τ -estable tal que existe un morfismo irreducible M → τM . Supongamos que M
no es τ -periódico. Entonces para todo número entero n, los módulos τnM están
definidos. Más aún, dados r, s ∈ Z tales que r 6= s tenemos que τ sM  τ rM .
Debido a la existencia de un morfismo irreducible M → τM , entonces existe
un morfismo irreducible de τ kM → τ k+1M para todo k ∈ Z. Más aún, sabemos
que existe un morfismo irreducible de τ 2M →M . Por lo tanto, para todo número
entero k también existe un morfismo irreducible τ kM → τ k−2M .
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Consideremos Γ el subcarcaj pleno de ΓmodA cuyos módulos son de la for-
ma τ kM para todo número entero k. Observemos que todo módulo de Γ no es
proyectivo ni inyectivo. Más aún, para todo módulo τ kM en Γ, tenemos que
τ kM → τ k+1M ⊕ τ k−2M es un morfismo irreducible. En consecuencia, como
τ k+1M  τ k−2M , todas las sucesiones que casi se parten en Γ tienen al menos
dos términos del medio indescomponibles. Por lo tanto, por el Teorema 3.2.7 no
existen ciclos orientados en Γ, contradiciendo el Teorema 3.2.3. En conclusión,
M es τ -periódico.
Afirmamos que el módulo M tiene peŕıodo 3. En efecto, sea n el τ -peŕıodo
del módulo M , es decir, M ' τnM y M  τ kM para 1 ≤ k < n. Como
existen morfismos irreducibles M → τM y τ 2M → M y no existen lazos en
ΓmodA, deducimos que n > 2. Por otra parte, debido a la existencia del morfismo
irreducible M → τM , existe un ciclo en ΓmodA de la forma
ψ : M → τM → τ 2M → . . .→ τn−1M → τnM 'M.
En virtud del Teorema 3.2.2, sabemos que el camino M
ψ
 M → τM no es
seccional. Por lo tanto τ kM ' τ(τ k+2M) ' τ k+3M para algún k ≤ n. En conclu-
sión, para cualquier valor de k que satisfaga lo anterior, tenemos que M ' τ 3M ,




Radical y teoŕıa de inclinación
El objetivo de este caṕıtulo es establecer relaciones entre el radical de la
categoŕıa de módulos de un álgebra A dada, y el radical de la categoŕıa de módulos
de EndAT , donde T es un A-módulo inclinante. Para ello utilizaremos la teoŕıa
de inclinación.
En la primera sección introduciremos algunas nociones básicas de la teoŕıa de
inclinación, y en las siguientes secciones presentaremos los resultados obtenidos
en ese contexto.
4.1. Preliminares sobre la teoŕıa de inclinación
La teoŕıa de inclinación compara las categoŕıas de módulos sobre un
álgebra A y el álgebra de endomorfismos de un cierto A-módulo T , al que se
denomina módulo inclinante.
Recordemos que dada A un álgebra y M un A−módulo, el álgebra de en-
domorfismos B = EndAM es una k-álgebra con respecto a la composición de
morfismos. Más aún, la acción natural de B en M hace de M un B−A−bimódulo,
dado que la linealidad de cada elemento f ∈ B implica f(ma) = f(m)a = (fm)a,
para todo m ∈ M y a ∈ A. Para todo A-módulo a derecha N , el grupo abeliano
HomA(M,N) tiene estructura de B-módulo a derecha dada por (fb)(m) = f(bm),
para ∈ HomA(M,N), b ∈ B y m ∈M .
El objetivo principal de esta sección es presentar el teorema de inclinación, el
cual establece equivalencias entre subcategoŕıas plenas de modA y modB, con
B = EndA (T ) para T un cierto A-módulo.
Esta sección está basada en [3], [6, Caṕıtulo VI] y [4, Caṕıtulo 2].
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Definición 4.1.1 Un par (T ,F) de subcategoŕıas aditivas y plenas de mod A es
un par de torsión si:
(a) HomA(M,N) = 0 para todo M ∈ T y N ∈ F .
(b) Si HomA(M,F ) = 0 para todo F ∈ F , entonces M ∈ T .
(c) Si HomA(T,N) = 0 para todo T ∈ T , entonces N ∈ F .
En otras palabras, un par de torsión es un par de subcategoŕıas aditivas tales
que no hay ningún morfismo no nulo de la primera subcategoŕıa a la segunda, y
son maximales con esa propiedad. Las subcategoŕıas T y F se denominan clase
de torsión y clase sin torsión, respectivamente.
Definición 4.1.2 Un par de torsión (T ,F) se dice escindido, si cada A-módulo
indescomponible pertenece a T o a F .
El siguiente resultado da condiciones para la existencia de pares de torsión.
Proposición 4.1.3 (a) Sea T una subcategoŕıa aditiva y plena de mod A.
Existe una subcategoŕıa F tal que (T ,F) es un par de torsión si y sólo
si T es cerrado por cocientes y por extensiones.
(b) Sea F una subcategoŕıa aditiva y plena de mod A. Existe una subcategoŕıa T
tal que (T ,F) es un par de torsión si y sólo si F es cerrado por submódulos
y por extensiones.
(c) Si (T ,F) es un par de torsión de mod A, entonces para todo módulo M
existe una única sucesión exacta corta
0→ tM →M →M/tM → 0 (4.1)
con tM ∈ T y M/tM ∈ F ; única en el sentido que toda sucesión exacta
corta
0→ L→M → N → 0
con L ∈ T y N ∈ F , es isomorfa a la sucesión (4.1).
La sucesión exacta (4.1) se dice canónica.
Recordemos que dado M ∈ modA, podemos definir una subcategoŕıa plena de
modA, cuyos objetos son los A-módulos generados por M . A dicha subcategoŕıa
la denotamos por Gen M.
No siempre Gen M es una clase de torsión cuando M es un módulo arbitrario.
A continuación enunciaremos una condición sobre el módulo M para que Gen M
sea una clase de torsión.
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Lema 4.1.4 Sea T un A-módulo tal que Ext1A(T,M) = 0 para todo M ∈ GenT .
Entonces, GenT es una clase de torsión. Además, la clase sin torsión correspon-
diente es {M ∈ modA | HomA(T,M) = 0}.
La siguiente definición es fundamental para el desarrollo de esta tesis.
Definición 4.1.5 Un A-módulo T se dice inclinante si satisface las siguientes
propiedades:
(T1) dpT ≤ 1.
(T2) Ext
1
A(T, T ) = 0.
(T3) Existe una sucesión exacta corta
0→ AA → T ′A → T ′′A → 0
con T ′ y T ′′ en addT .
Si un módulo T cumple sólo las dos primeras propiedades (T1) y (T2) decimos
que es un módulo inclinante parcial.
Lema 4.1.6 Sea T un A-módulo tal que dpT ≤ 1. Entonces, T es inclinante
parcial si y sólo si Ext1A(T,M) = 0 para todo M ∈ GenT .
Una consecuencia directa del lema anterior es que todo módulo inclinante par-
cial induce un par de torsión (Gen T,F), con F = {M ∈ modA | HomA(T,M) =
0}.
Se prueba que la clase de torsión Gen T es igual a la clase {M ∈ modA |
Ext1A(T,M) = 0} cuando T es un módulo inclinante, ver [4, Caṕıtulo 2, Teorema
3.5]. Luego, vamos a denotar como (T (T ),F(T )) el par de torsión inducido por
T .
Enunciaremos algunos resultados que nos serán de gran utilidad para demos-
trar el teorema de inclinación de Brenner y Butler.
Corolario 4.1.7 Sean T un A-módulo inclinante y B = EndA(T ). Entonces
M ∈ T (T ) si y sólo si εM : HomA(T,M)⊗B T →M es un isomorfismo.
Lema 4.1.8 Sean A un álgebra, T un A-módulo inclinante y B = EndAT . Para
M,N ∈ T (T ) hay isomorfismos funtoriales:
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(a) HomA(M,N) ∼= HomB(HomA(T,M),HomA(T,N)).
(b) Ext1A(M,N)
∼= Ext1B(HomA(T,M),HomA(T,N)).
El Lema 4.1.8 muestra que la restricción del funtor HomA(T,−) sobre la
subcategoŕıa T (T ) es un funtor fiel, pleno y preserva extensiones.
La base de la teoŕıa de inclinación es que, si TA es un A-módulo inclinante y
B = EndAT , entonces BT es un B
op-módulo inclinante. Esto hace simétricos los
roles de A y B.
Lema 4.1.9 Sean A un álgebra, T un A-módulo inclinante y B = EndTA. En-
tonces, BT es un B-módulo inclinante a izquierda y existe un isomorfismo entre
A y (End BT )
op, dado por a 7→ (t 7→ ta).
A continuación veremos que un A-módulo inclinante TA induce un par de
torsión en la categoŕıa modB.
Corolario 4.1.10 Sean A un álgebra, T un A-módulo inclinante y B = EndAT .
Entonces T induce un par de torsión (X (TA),Y(TA)) en modB, donde
X (TA) = DF(BT ) = {XB | X ⊗B T = 0}
e
Y(TA) = DT (BT ) = {YB | TorB1 (Y, T ) = 0}.
Definición 4.1.11 Sean A un álgebra, T un A-módulo inclinante y B = EndAT .
Entonces
(a) T se dice separante si el par de torsión inducido (T (T ),F(T )) en modA
es escindido.
(b) T se dice escindido si el par de torsión inducido (X (T ),Y(T )) en modB
es escindido.
Lema 4.1.12 Sean A un álgebra, T un A-módulo inclinante y B = EndAT . En-
tonces Y ∈ Y(TA) si y sólo si el morfismo funtorial δY : Y → HomA(T, Y ⊗B T )
definido por y 7→ (t 7→ y ⊗ t) es un isomorfismo.
Ahora estamos en condiciones de presentar el teorema de inclinacón. Este
resultado es fundamental para el desarrollo de las siguientes secciones de este
caṕıtulo.
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Teorema 4.1.13 (Brenner-Butler) Sean A un álgebra, T un A-módulo incli-
nante y B = EndAT . Entonces:
(a) Los funtores HomA(T,−) y − ⊗B T inducen equivalencias cuasi-inversas
entre T (T ) e Y (T ) .
(b) Los funtores Ext1A(T,−) y TorB1 (−, T ) inducen equivalencias cuasi-inversas
entre F (T ) y X (T ) .
Demostración: Sólo probaremos el primer inciso. Para la demostración del inciso
(b), referimos al lector a [6, Caṕıtulo VI, Teorema 3.8].
(a) Comencemos probando que si Y ∈ Y (TA), entonces Y ⊗B T ∈ T (TA).
Sea Y ∈ Y (TA), sabemos que existe un epimorfismo Bm 7→ Y , con m > 0,
por ser B un generador en modB, y por lo tanto un epimorfismo
TmA
∼= Bm ⊗B TA 7→ Y ⊗B T.
Luego, Y ⊗B T ∈ GenTA = T (TA) .
Sea ahora M ∈ T (TA). Probaremos que HomA(T,M) ∈ Y (TA) por dualidad,
teniendo en cuenta que BT es un módulo inclinante y que A ∼= (EndBT )op. En
efecto, como M ∈ T (TA) , entonces DM ∈ Y (BT ) . Luego, T ⊗ADM ∈ T (BT ).
Por lo tanto, HomA(T,M) ∼= D(T ⊗A DM) ∈ Y (TA) , probando lo deseado.
Por el Corolario 4.1.7 sabemos que HomA(T,M)⊗BT ∼= M para M ∈ T (TA) .
Por otro lado, usando el Lema 4.1.12 tenemos que Y ∼= HomA(T, Y ⊗B T ) para
Y ∈ Y (TA) , lo que termina la demostración de (a). 2
Es posible visualizar las equivalencias inversas del teorema de inclinación en
los carcajes de Auslander-Reiten de A y B. En la siguiente figura se muestran las
clases T , F en modA, y las clases X , Y en modB, y las equivalencias inversas.































TorB1 (−, T )
ΓB Y(TA) X (TA)
El siguiente resultado, denominado el Lema de Conexión, tiene un gran interés
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teórico para nosotros ya que da una caracterización de los módulos inyectivos
pertenecientes a la subcategoŕıa Y(T ) en modB.
Lema 4.1.14 Sean A un álgebra, T un A-módulo inclinante y B = EndAT . Sean
P e I la cobertura proyectiva y la envolvente inyectiva de un A-módulo simple S,
respectivamente. Entonces
τ−1HomA(T, I) ' Ext1A(T, P ).
En particular, P ∈ addT si y sólo śı HomA(T, I) es un B-módulo inyectivo.
El siguiente corolario será de utilidad para el próximo ejemplo.
Corolario 4.1.15 Sea T un A-módulo inclinante. Entonces, L ∈ addT si y sólo
si L ∈ T (T ) y τL ∈ F(T ).
En el siguiente ejemplo introduciremos un módulo inclinante particular.
Ejemplo 4.1.16 [4, Caṕıtulo 2, Ejemplo 3.12(c)]. Sea A ' kQA/IA un álgebra.
Consideremos S un A-módulo simple proyectivo no inyectivo. Es conocido que
S = Sa, donde a ∈ Q0 es un pozo del carcaj Q. Entonces el módulo
T [a] = τ−1(Sa)⊕ (⊕b6=aPb)
es un módulo inclinante, el cual se denomina módulo APR-inclinante. Además
T [a] es separante. En efecto, consideremos la sucesión exacta que casi se parte
0→ Sa → P → τ−1(Sa)→ 0
Como Sa es simple, tenemos que P es proyectivo. Entonces T [a] satisface (T1)
y (T3) de la Definición 4.1.5, pues ningún sumando indescomponible de P es
isomorfo a Sa, debido a la Observación 1.5.12.
La condición (T2) es una consecuencia de
Ext1A(T [a], T [a])
∼= DHomA(T [a], τT [a]) ∼= DHomA(T [a], Sa) = 0
pues Sa es simple proyectivo y dpT [a] ≤ 1.
Veamos ahora que el par de torsión (T (T [a]),F(T [a])) es escindido. En efecto,
M ∈ T (T [a]) si y sólo si 0 = Ext1A(T [a],M) ∼= DHom(M, τT [a]) ∼= DHom(M,Sa).
Ésto ocurre si y sólo si ningún sumando directo de M indescomponible es iso-
morfo a Sa. Como Sa ∼= τT [a] ∈ F(T [a]) (por el Corolario 4.1.15) se deduce que
F(T [a]) = addSa, mientras que T (T [a]) = add(indA\ {Sa}).
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Por lo recientemente visto, sabemos que cualquier A−módulo APR-inclinante
es separante. A continuación daremos una caracterización para determinar cuándo
dicho módulo es escindido. Para ello recordemos la siguiente definición.
Definición 4.1.17 Sea A ' kQ/I un álgebra y asumamos que Q no tiene ciclos
orientados. En particular Q contiene al menos un pozo. Un pozo a ∈ Q0 se dice
libre si no es el punto final de una relación de Q. En caso contrario decimos que
el pozo a es ligado.
Lema 4.1.18 El módulo APR-inclinante T [a] es escindido si y sólo si el vértice a
es un pozo libre. Más aún, en este caso el quiver ordinario QB de B = End(T [a])
no tiene ciclos orientados y el vértice a′ ∈ (QB)0, correspondiente al pozo libre
a ∈ (QA)0, es una fuente.
4.2. Sobre el radical y la teoŕıa de inclinación
A lo largo de esta sección vamos a considerar A un álgebra, T un A−módulo
inclinante y B ' EndAT . Estudiaremos los morfismos de la categoŕıa modA y
su relación con el radical para compararlos con los morfismos inducidos en la
categoŕıa modB.
En la siguiente proposición vamos a asumir que T es un módulo separante. El
resultado es dual si se considera a T un módulo escindido.
Recordemos que dado un morfismo f ∈ <nA(M,N) con n ≥ 2, entonces
f = Σsi=1gifi para algún s ∈ N, donde cada fi pertenece al <A(M,Xi), con
Xi ∈ indA, y cada gi : Xi → N es una suma finita de composiciones de n−1 mor-
fismos irreducibles entre módulos indescomponibles. Más aún, si f /∈ <n+1A (M,N)
entonces algún fi es irreducible.
Proposición 4.2.1 Sean A un álgebra, T un A-módulo inclinante separante y
B = EndA(T ). Sean M,N A−módulos indescomponibles de T (T ), f : M → N
un morfismo y n ≥ 1. Si f ∈ <nA(M,N) entonces F (f) ∈ <nB(F (M), F (N)),
donde F = HomA(T,−).
Más aún, si F (f) /∈ <n+1B (F (M), F (N)) entonces existe un camino no nulo
de n morfismos irreducibles entre módulos indescomponibles como sigue
F (M)→ X̃1 → . . .→ X̃n−1 → F (N)
donde cada X̃i pertenece a Y(T ), para 1 ≤ i ≤ n− 1.
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Demostración: Consideremos F = HomA(T,−) la equivalencia entre las subca-
tegoŕıas T (T ) e Y(T ) definida en el Teorema 4.1.13. Sean M,N módulos indes-
componibles de T (T ) y f : M → N un morfismos tal que f ∈ <nA(M,N), para
algún n ≥ 1. Probaremos por inducción que F (f) ∈ <nB(F (M), F (N)).
Si n = 1, entonces f no es un isomorfismo. En consecuencia, por el Teorema
4.1.13, F (f) no es un isomorfismo en modB. Luego, F (f) ∈ <B(F (M), F (N)).
Consideremos ahora que n ≥ 2 y asumamos que si un morfismo h : X → Y
pertenece <n−1A (X, Y ), con X e Y en T (T ), entonces F (h) ∈ <
n−1
B (F (X), F (Y )).
Por la Proposición 1.3.9 existen un número natural s ≥ 1 y módulos indescom-
ponibles X1, . . . , Xs, tales que f = Σ
s





donde cada hki es una composición de n− 1 morfismos irreducibles entre módulos
indescomponibles, con 1 ≤ i ≤ s, 1 ≤ k ≤ ti y 1 ≤ j ≤ n. Por lo tanto, cada
gi ∈ <n−1(Xi, N). Como f 6= 0, vamos a asumir que cada morfismo fi y cada
morfismo gi son no nulos.
Dado que T es un A−módulo inclinante separante, todos los módulos in-
descomponibles Xi, con 1 ≤ i ≤ s, pertenecen a T (T ), pues M ∈ T (T ) y
no existen morfismos no nulos desde la subcategoŕıa T (T ) a la subcategoŕıa
F(T ). Por lo tanto, por el Teorema 4.1.13 resulta que F (f) = Σsi=1F (gi)F (fi),
con F (fi) ∈ <A(F (M), F (Xi)) y por hipótesis inductiva tenemos que F(gi) ∈
<n−1A (F (Xi), F (N)). Por consiguiente F (f) ∈ <nB(F (M), F (N)), probando aśı la
primera implicación.
Ahora asumamos que F (f) /∈ <n+1B (F (M), F (N)), y en consecuencia f /∈
<n+1A (M,N). Para n = 1, existe trivialmente un camino de longitud 1 entre
F (M) y F (N), pues F (f) es un morfismo irreducible.









i . . . h
k,1
i es una composición de n − 1





i ) . . . F (h
k,1
i )F (fi). Si todos los sumandos de F (f) pertenecen a
<n+1B (F (M), F (N)), entonces el morfismo F (f) pertenece a <
n+1
B (F (M), F (N),
generando aśı una contradicción con lo asumido.
Luego, existe por lo menos un i0 y un k0, con 1 ≤ i0 ≤ s y 1 ≤ k0 ≤
ti tal que F (h
k0,n−1
i0
) . . . F (hk0,1i0 )F (fi0) /∈ <
n+1
B (F (M), F (N)) resultando aśı ser
una composición de n morfismos irreducibles entre módulos indescomponibles de
Y(T ). Queda aśı probado el resultado. 2
El resultado anterior es también válido si consideramos un morfismo entre
módulos indescomponibles pertenecientes a la clase sin torsión. Lo enunciaremos
a continuación.
Proposición 4.2.2 Sean A un álgebra, T un A-módulo inclinante separante y
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B = EndA(T ). Sean M,N A−módulos indescomponibles de F(T ), g : M → N
un morfismo y n ≥ 1. Si g ∈ <nA(M,N) entonces F ′(g) ∈ <nB(F ′(M), F ′(N)),
donde F ′ = Ext1A(T,−).
Más aún, si F ′(g) /∈ <n+1B (F ′(M), F ′(N)) entonces existe un camino no nulo
de n morfismos irreducibles entre módulos indescomponibles como sigue
F ′(M)→ X̃1 → . . .→ X̃n−1 → F ′(N)
donde cada X̃i pertenece a X (T ), para 1 ≤ i ≤ n− 1.
El siguiente ejemplo muestra que si consideramos un A-módulo inclinante
separante pero no escindido, dado un morfismo en modA que no pertenezca a
alguna potencia del radical, el morfismo inducido en modB puede pertenecer a
dicha potencia.
Ejemplo 4.2.3 Sea A = kQA/IA el álgebra dada por la presentación
1 α // 2
β // 3
γ // 4 con IA =< γβα >
cuyo carcaj de Auslander-Reiten es



















Consideremos el A−módulo inclinante T = P1⊕P2⊕P3⊕S3. En este caso, el







3′ con IB =< β
′γ′ − δ′α′ >
4′ δ′
::























Observemos que el A−módulo inclinante T es separante pero no es escindido,
ya que los B−módulos indescomponibles Y e I4′ no pertenecen ni a la subcate-
goŕıa X (T ) ni a la subcategoŕıa Y(T ).
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El morfismo f : S2 → I2 de modA no pertenece a <2(S2, I2) por ser un
morfismo irreducible, mientras que HomA(T, f) ∈ <2(S2′ , I2′) debido a que no
existe un camino de longitud 1 entre S2′ e I2′ .
Como consecuencia de la Proposición 4.2.1 y su dual, se deduce el siguiente
resultado.
Corolario 4.2.4 Sean A un álgebra, T un A-módulo inclinante separante y es-
cindido y B = EndA(T ). Sean M,N A−módulos indescomponibles de T (T ),
f : M → N un morfismo y n ∈ N. Entonces, f ∈ <nA(M,N) si y sólo si
F (f) ∈ <nB(F (M), F (N)), donde F = HomA(T,−).
El Corolario 4.2.4 también es válido si consideramos un morfismo entre módu-
los indescomponibles pertenecientes a la clase sin torsión.
Los resultados anteriores muestran el v́ınculo entre los morfismos y su rela-
ción con el radical cuando consideramos el dominio y el codominio en la misma
subcategoŕıa.
El siguiente ejemplo muestra que el resultado no es válido si dichos módulos
pertenecen a distintas subcategoŕıas.
Ejemplo 4.2.5 Sea A = kQ el álgebra dada por la presentación
1 // 2 // 3 // 4
El carcaj de Aulander-Reiten de modA es el siguiente:






















donde los módulos encuadrados denotan los sumandos del módulo inclinante
T = P1 ⊕ I3 ⊕M ⊕ S3. Denotamos con rojo y con azul los módulos indescom-
ponibles de la subcategoŕıa de torsión y la subcategoŕıa sin torsión de modA,
respectivamente.
Entonces B = EndAT = kQ
′ está dada por la presentación:
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1′ 2′ //oo 3′ // 4′
y el carcaj de Auslander-Reiten de modB es






















Ahora, si consideramos un morfismo irreducible f : P2 → P1 en modA, donde
P2 ∈ F(T ) y P1 ∈ T (T ), tenemos que f ∈ <(P2, P1)\<2(P2, P1). Por otro lado,
Ext1A(T, P2) ' S2′ y HomA(T, P1) ' S1′ son B-módulos simples no isomorfos, y
por lo tanto el único morfismo que existe entre ellos es el morfismo nulo, el cual
pertenece al radical infinito.
Como una aplicación inmediata del Corolario 4.2.4, tenemos el siguiente re-
sultado.
Lema 4.2.6 Sean A un álgebra, T un A-módulo inclinante separante y escindido
y B = EndA(T ). Entonces, f : M → N es un morfismo irreducible entre A-
módulos indescomponibles de T (T ) (F(T ), respectivamente) si y sólo si F (f) :
F (M) → F (N) (F ′(f) : F ′(M) → F ′(N), respectivamente) es un morfismo
irreducible entre B-módulos indescomponibles de Y(T ) (X (T ), respectivamente),
donde F = HomA(T,−) (F ′ = Ext1A(T,−), respectivamente).
A continuación probaremos un resultado que será necesario para la demos-
tración del próximo lema. Además, sale como una consecuencia inmediata que
podemos simplificar los cálculos al momento de hallar el ı́ndice de nilpotencia de
un álgebra de tipo de representación finito.
Para ello recordemos la Notación 1.7.13
Sea A ' kQA/IA un álgebra de tipo de representación finito y sea a un vértice
de QA.
Si Pa = Sa se define na = 0. En caso contrario, consideramos el morfismo
irreducible ιa : rad(Pa)→ Pa y definimos na = dr(ιa).
Dualmente, si Ia = Sa se define ma = 0. En caso contrario, definimos ma =
dl(θa), donde θa : Ia → Ia/soc(Ia).
Por último definimos ra = ma + na. Por el Lema 1.7.14 sabemos que los
morfismos ϕa : Pa → Ia que factorizan por Sa satisfacen que ϕa ∈ <ra(Pa, Ia) \
<ra+1(Pa, Ia).
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Proposición 4.2.7 Sea A ' kQA/IA un álgebra de tipo de representación finito.
Asumamos que QA tiene al menos un pozo y consideremos Pa = Sa un A-módulo
simple y proyectivo. Entonces existe un vértice b 6= a tal que ra ≤ rb.
Demostración: Sea a un pozo del carcaj QA. Como Pa = Sa, un morfismo no
nulo ϕa : Pa → Ia. es tal que ϕa ∈ <ra(Pa, Ia) \ <ra+1(Pa, Ia). Por lo tanto, en
virtud de la Proposición 1.3.9, existe un camino no nulo de morfismos irreducibles
entre módulos indescomponibles de longitud ra
Pa
h1→ X1
h2→ · · · hra−1→ Xra−1
hra→ Ia
Afirmamos que X1 es proyectivo. En efecto, supongamos que no lo es. Luego
existe un morfismo irreducible τX1 → Pa. Debido a que Pa es proyectivo, τX1
es sumando directo de radPa y radPa = 0 por ser Pa un A-módulo simple. Por
lo tanto τX1 = 0 y en consecuencia X1 es un A−módulo proyectivo. Denotemos
X1 = Pb para algún vértice b 6= a. Consideremos ψ = hra . . . h2 : Pb → Ia el
morfismo no nulo proveniente del camino anterior. Luego ψ ∈ <ra−1(Pb, Ia) \
<ra(Pb, Ia). Como b 6= a, ψ no factoriza por Sb. En virtud del Lema 1.7.9, existe
un morfismo no nulo ξ : Ia → Ib ∈ <(Ia, Ib) tal que ξψ es no nulo y factoriza
a través de Sb. Por lo tanto, ξψ ∈ <ra(Pb, Ib). Siguiendo la Observación 1.7.15
resulta que ra ≤ rb. 2.
Considerando Ia = Sa un módulo simple e inyectivo, con un análisis similar se
obtiene un resultado dual al anterior. A continuación enunciaremos el resultado.
Proposición 4.2.8 Sea A ' kQA/IA un álgebra de tipo de representación finito.
Asumamos que QA tiene al menos una fuente y consideremos Ia = Sa un A-
módulo simple inyectivo. Entonces existe un vértice b 6= a tal que ra ≤ rb.
Recordemos que, como enunciamos en el Teorema 1.7.16, el ı́ndice de nilpo-
tencia rA del radical de la categoŕıa de módulos de un álgebra A = kQA/IA de
tipo de representación finito viene dado por
rA = máx{ra, con a ∈ (QA)0}+ 1.
Sigue como una consecuencia inmediata de la Proposición 4.2.7 y de la Propo-
sición 4.2.8, que para calcular dicho ı́ndice de nilpotencia sólo basta con analizar
los vértices de QA que no son pozos ni fuentes. Enunciemos el Teorema A.
Teorema 4.2.9 Sea A = kQA/I un álgebra de tipo de representación finito.
Denotamos por V al subconjunto de vértices de QA que no son ni pozos ni fuentes.
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Asumamos que V 6= ∅ y para cada a ∈ V definimos ra = dr(ιa) + dl(θa), donde
θa : radPa → Pa e ιa : Ia → Ia/soc Ia son morfismos irreducibles y Pa e Ia
denotan a los módulos proyectivo e inyectivo indescomponibles correspondientes
al vértice a. Entonces el ı́ndice de nilpotencia de <(modA) está dado por:
rA = max{ra, con a ∈ V}+ 1.
Observación 4.2.10 Sea A un álgebra. Puede suceder que el conjunto V sea
vaćıo, es decir, todos los vértices de QA son pozos o fuentes. En dicho caso afir-
mamos que no existe un ideal admisible de kQA. En efecto, supongamos existe
un camino de longitud mayor o igual a 2, más precisamente, as+1
αs→ as
αs−1→ · · · α2→
a2
α1→ a1, con s ≥ 2. De esta manera a2 es un vértice que no es ni un pozo ni una
fuente, contradiciendo lo asumido. Luego, A ' kQA, deduciendo aśı que A es un
álgebra hereditaria.
En la próxima sección, estudiaremos a las álgebras hereditarias de tipo de
representación finito. Más precisamente, probaremos en el Lema 4.3.3 que ra = rb
para todo a, b ∈ (QA)0. En consecuencia, para calcular del ı́ndice de nilpotencia
de <(modA) sólo basta con calcular un solo valor de ra, para algún a ∈ (QA)0.
Más aún, en este caso el valor de ra está dado en función de la cantidad de vértices
de QA, ver el Teorema 4.3.9.
A continuación vamos a considerar A un álgebra y B el álgebra de endomor-
fismos de módulos inclinantes particulares. El objetivo es comparar el ı́ndice de
nilpotencia del radical de la categoŕıa de módulos de ambas álgebras, cuando
éstas sean de tipo de representación finito.
Es sabido que dada un álgebra A de tipo de representación infinito, el álgebra
B = EndA(T ), donde T es un A-módulo inclinante separante, también es de
tipo de representación infinito. Rećıprocamente, si T es un A-módulo inclinante
escindido y B es de tipo de representación infinito, entonces A es de tipo de
representación infinito.
Para presentar el primer resultado, es necesario introducir la siguiente nota-
ción.
Notación 4.2.11 Dado un álgebra de tipo de representación finito A ' kQA/IA
vamos a denotar por (RA)0 al subconjunto de (QA)0 de todos los vértices que
determinen el ı́ndice de nilpotencia del radical de su categoŕıa de módulo, es
decir,
(RA)0 = {u ∈ (QA)0 tal que ru = rA − 1} ⊂ (QA)0.
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Teorema 4.2.12 Sea A ' kQA/IA un álgebra, T un A-módulo inclinante se-
parante y B = EndAT . Si B es de tipo de representación finito y para algún
u ∈ (RA)0 se tiene que Pu ∈ addT , entonces
rA ≤ rB,
donde rA y rB denotan los ı́ndices de nilpotencia de <(modA) y <(modB),
respectivamente.
Demostración: Sea A ' kQA/IA un álgebra y B = EndAT , donde T es un
A−módulo inclinante separante que satisface que Pu ∈ addT , para algún u ∈
(RA)0. Asumamos que B es de tipo de representación finito, y por consiguiente,
A es de tipo de representación finito. Sean rA y rB los ı́ndices de nilpotencia de
<(modA) y <(modB), respectivamente y probemos que rA ≤ rB.
Por hipótesis, sabemos que el vértice u ∈ (QA)0 satisface que rA−1 = ru. Con-
sideremos ϕu : Pu → Iu un morfismo no nulo que factoriza por Su, entonces ϕu ∈
<rA−1(Pu, Iu)\<rA(Pu, Iu). Como T es un A−módulo inclinante separante y Pu e
Iu ∈ T (T ), resulta de la Proposición 4.2.1 que 0 6= F (ϕu) ∈ <rA−1B (F (Pu), F (Iu)).
Por consiguiente, como <rA−1B (modB) 6= 0, debido a la maximalidad de rB dedu-
cimos que rA ≤ rB. 2
En el Teorema 4.2.12 hemos probado cómo se relacionan los ı́ndices de nil-
potencia del radical de la categoŕıa de módulos de un álgebra y el de su álgebra
de endomorfismos de un cierto módulo inclinante, cuando éstas son de tipo de
representación finito.
A continuación vamos a dar una caracterización para que dichos ı́ndices de
nilpotencia sean iguales. Para ello es necesario demostrar el siguiente lema. Este
resultado está probado por M. Hoshino en la demostración de la Proposición 6
en [32]. A continuación proponemos una prueba diferente, realizada en función
del radical.
Lema 4.2.13 Sean A ' kQA/IA un álgebra de tipo de representación finito y
B = EndAT donde T es un A−módulo inclinante separante. Asumamos que
B es un álgebra de tipo de representación finito y denotemos por F al funtor
HomA(T,−). Entonces para todo vértice u ∈ (QA)0 tal que Pu ∈ addT , se tie-
ne que F (Pu) y F (Iu) son B−módulos proyectivo e inyectivo indescomponibles,
respectivamente, tales que topF (Pu) = socF (Iu).
Demostración: Sean A un álgebra de tipo de representación finito y T un
A−módulo inclinante separante. Sea u un vértice de QA tal que Pu ∈ addT .
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Sabemos que el A−modulo inyectivo indescomponible Iu ∈ T (T ) por ser T se-
parante. Más aún, F (Pu) es un B−módulo proyectivo indescomponible y por el
Lema de Conexión 4.1.14 resulta que F (Iu) es un B−módulo inyectivo indes-
componible. Denotemos dichos módulos por F (Pu) = P̃v′ y F (Iu) = Ĩw′ , con
v′, w′ ∈ (QB)0.
Afirmamos que v′ = w′. En efecto, supongamos que v′ y w′ son vértices dis-
tintos de QB. Sea ψu : Pu → Iu un morfismo no nulo de modA que factoriza por
Su, luego ψu ∈ <ru(Pu, Iu)\<ru+1(Pu, Iu). Como T es un módulo inclinante sepa-
rante, por la Proposición 4.2.1 tenemos que F (ψu) ∈ <ru(P̃v′ , Ĩw′). Claramente,
F (ψu) no factoriza por el B-módulo simple S̃w′ , pues v
′ 6= w′. Por lo tanto, por el
Lema 1.7.10 existe un morfismo que no es un isomorfismo ϕ̃ : P̃w′ → P̃v′ tal que
F (ψu)ϕ̃ 6= 0. Como P̃w′ es un B−módulo proyectivo indescomponible, existen
Tw un A−módulo indescomponible perteneciente a addT y un morfismo no nulo
que no es isomorfismo ϕ : Tw → Pu tales que P̃w′ = F (Tw) y ϕ̃ = F (ϕ). Más
aún, el morfismo ψuϕ es no nulo y pertenece a <ru+1(Tw, Iu). En virtud del Lema
1.7.11, existe una composicón no nula Pu → Tw
ψuϕ→ Iu → Iu que pertenece a
<ru+1(Pu, Iu), lo que es una contradicción. Por lo tanto, concluimos que v′ = w′.
2
Proposición 4.2.14 Sean A ' kQA/IA un álgebra de tipo de representación
finito, T un A−módulo inclinante separante y asumamos que B = EndAT es
un álgebra de tipo de representación finito. Supongamos que existe un vértice
u ∈ (RA)0 ⊂ (QA)0 tal que Pu ∈ addT .
Si rA = rB entonces existe un camino no nulo de morfismos irreducibles entre
módulos indescomponibles como sigue
F (Pu)→ X̃1 → . . .→ X̃rA−2 → F (Iu)
de longitud rA − 1.
Demostración: SeaA un álgebra de tipo de representación finito y T unA−módu-
lo separante. Asumamos que B = EndA(T ) es un álgebra de tipo de representa-
ción finito tal que rA = rB, donde rA y rB denotan el ı́ndice de nilpotencia de
<(modA) y <(modB), respectivamente.
Asumamos que existe un vértice u ∈ (RA)0 tal que Pu ∈ addT , es decir
rA−1 = ru. Consideremos ϕu : Pu → Iu un morfismo no nulo que se factoriza por
Su. Luego sabemos que ϕu ∈ <rA−1(Pu, Iu)\<rA(Pu, Iu) y en consecuencia, existe
un camino de morfismos irreducibles entre módulos indescomponibles como sigue:
Pu
f1→ X1




Como T es un módulo separante, afirmamos que cada Xi con 1 ≤ i ≤ rA − 2
pertenece a la subcategoŕıa T (T ) ya que Pu ∈ T (T ) y no existen morfismos no
nulos de T (T ) a F(T ). Luego, por el Teorema 4.1.13 existe un camino de no
isomorfismos no nulo como sigue:
ψ̃ = F (Pu)
F (f1)→ F (X1)→ . . .→ F (XrA−2)
F (frA−1)→ F (Iu).
Claramente cada F (Xi) es un B−módulo indescomponible perteneciente a Y(T ),
para 1 ≤ i ≤ rA − 2. Afirmamos que cada F (fi) son morfismos irreducibles.
En efecto, supongamos que existe un j, con 1 ≤ j ≤ rA − 1 tal que F (fj) no es
irreducible. Entonces F (fj) ∈ <2(F (Xj−1), F (Xj)) y en consecuencia el morfismo
ψ̃ ∈ <rA(modB) = <rB(modB), lo que contradice que <rB(modB) = 0.
Por lo tanto, cada morfismo F (fi) es irreducible, obteniendo aśı lo deseado.2
Más adelante demostraremos que si A es un álgebra inclinada y B es un
álgebra hereditaria, entonces vale la rećıproca de la proposición anterior.
A continuación consideraremos a B como el álgebra de endomorfismos de un
módulo APR-inclinante.
Observación 4.2.15 Sea A ' kQA/I un álgebra y T [a] un A−módulo APR-
inclinante, donde a es un pozo de QA. Sigue de la construcción T [a] y de la
Proposición 4.2.7 que siempre existe un vértice u ∈ (RA)0 tal que Pu ∈ addT [a].
El siguiente resultado es un caso particular del Teorema 4.2.12.
Lema 4.2.16 Sea A ' kQA/IA un álgebra y asumamos que existe un pozo
a ∈ (QA)0. Sean T [a] el A−módulo APR-inclinante asociado al vértice a y
B = EndA(T [a]). Si B es de tipo de representación finito, entonces rA ≤ rB,
donde rA y rB denotan los ı́ndices de nilpotencia de <(modA) y <(modB), res-
pectivamente.
A continuación consideraremos el caso en que T [a] sea un A−módulo APR-
inclinante, donde a es un pozo libre de QA.
Lema 4.2.17 Sea A ' kQA/IA un álgebra de tipo de representación finito y
supongamos que existe un pozo libre a ∈ (QA)0. Sean T [a] el A−módulo APR-
inclinante asociado al vértice a y B = EndA(T [a]). Entonces, rA = rB, donde rA y
rB denotan los ı́ndices de nilpotencia de <(modA) y <(modB), respectivamente.
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Demostración:
Asumamos que A ' kQA/IA un álgebra de tipo de representación finito.
Luego, B también lo es. Denotemos por rA y rB los ı́ndices de nilpotencia de
<(modA) y <(modB), respectivamente.
Por el Lema 4.2.16, tenemos que rA ≤ rB. Probemos ahora que se satisface la
igualdad. En efecto, supongamos que rA < rB o equivalentemente rA ≤ rB − 1.
Como a es un pozo libre en (QA)0, por el Lema 4.1.18 sabemos que a
′, el vértice
correspondiente a a en QB, es una fuente. Luego, en virtud de la Proposición 4.2.8,
existe un vértice b′ ∈ (QB)0 con b′ 6= a′, tal que rb′ = rB − 1. Sea ϕ̃b′ : P̃b′ → Ĩb′
un morfismo no nulo que factoriza por S̃b′ en modB. Entonces, sigue del Lema
1.7.14 que ϕ̃b′ ∈ <rB−1B (P̃b′ , Ĩb′)\<
rB
B (P̃b′ , Ĩb′).
Más aún, los B−módulos indescomponibles P̃b′ y Ĩb′ pertenecen a la sub-
categoŕıa Y(T [a]) pues a′ 6= b′. Luego, por el Teorema de Inclinación, existen
módulos indescomponibles M,N ∈ T (T [a]) y un morfismo no nulo f : M → N
tales que P̃b′ = F (M), Ĩb′ = F (N) y ϕ̃b′ = F (f). Por el Corolario 4.2.4 resulta que
f ∈ <rB−1A (M,N)\<
rB
A (M,N), lo que es una contradicción pues <rA(modA) = 0
y rA ≤ rB − 1. Por lo tanto concluimos que rA = rB. 2
4.3. Índice de nilpotencia de un álgebra heredi-
taria.
El teorema principal de esta sección, como otros resultados necesarios para
su demostración, fueros presentados en mi tesis de Licenciatura. Debido al hecho
que dichos resultados son herramientas muy útiles para el desarrollo de esta tesis
y que además no han sido publicados, vamos a transcribirlos en esta sección con
sus respectivas demostraciones.
El objetivo es determinar el ı́ndice de nilpotencia de un álgebra hereditaria
de tipo de representación finito en función a la cantidad de vértices que tiene su
carcaj ordinario. Para su demostración, vamos a utilizar herramientas de la teoŕıa
de inclinación y propiedades de las álgebras hereditarias, muchas de las cuales
hemos introducido en el Caṕıtulo 1.
Es sabido que en las álgebras hereditarias de tipo de representación finito,
existe una única componente Γ en el carcaj de Auslander-Reiten (Γ = ΓmodH).
Queremos probar que dicha componente es una componente con longitud. Para
ello vamos analizar el gráfico de órbitas de Γ.
Lema 4.3.1 Sea H un álgebra hereditaria de tipo de representación finito, tal que
H ∼= kQH . Entonces el gráfico de órbitas O(ΓmodH) es igual al grafo subyacente
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QH .
Demostración: Consideremos H un álgebra hereditaria de tipo de representa-
ción finito, con H ∼= kQH , y supongamos que QH tiene n vértices.
Analicemos ahora el gráfico de órbitas de ΓmodH . En el carcaj de Aulander-
Reiten sólo hay n órbitas distintas, y cada H-módulo proyectivo indescomponible
pertenece a una de ellas. Luego, por la definición de gráfico de órbitas, O(ΓmodH)
tiene un punto por cada H-módulo proyectivo indescomponible, y hay una arista
entre dos puntos distintos, si existe un morfismo irreducible entre dos módulos
proyectivos indescomponibles.
El Lema 1.6.5 nos dice que existe un morfismo irreducible f : Pb → Pa, donde
Pb y Pa son H-módulos proyectivos indescomponibles, si y sólo si existe una flecha
a → b en QH . Luego el carcaj subyacente QH resulta igual al gŕafico de órbitas
O(ΓmodH). 2
Proposición 4.3.2 Sea H = kQH un álgebra hereditaria de tipo de representa-
ción finito. Entonces ΓmodH es un carcaj con longitud.
Demostración: Sea H ∼= kQH un álgebra hereditaria de tipo de representación
finito. Entonces QH es un grafo Dynkin. Por lo probado en el Lema 4.3.1, el
gráfico de órbitas O(ΓmodH) es igual a QH que es de tipo árbol, ver el Teorema
1.6.6. Por lo tanto, ΓmodH es simplemente conexo y en virtud del Teorema 1.4.2
resulta que ΓmodH es una componente con longitud. 2
El siguiente lema es esencial para la demostración del resultado principal de
esta sección. Recordemos que para calcular el ı́ndice de nilpotencia del radical de
la categoŕıa de módulos de un álgebra A de tipo de representación finito, basta
con analizar los caminos de la forma Pa  Sa  Ia, donde Pa, Sa e Ia son los
A-módulos proyectivo, simple e inyectivo correspondientes al vértice a en QA.
Más precisamente, recordando la Notación 1.7.13, para cada vértice a ∈ (QA)0,
definimos el número ra como ra = `(Pa  Sa  Ia). El ı́ndice de nilpotencia rA
de <(modA) está dado por
rA = máx{ra}a∈(QA)0 + 1.
Lema 4.3.3 Sea H = kQH un álgebra hereditaria de tipo de representación fini-
to. Entonces ra = rb, para todo par de vértices a y b en QH .
Demostración: Sabemos que ra está dado por la longitud de los caminos de la
forma Pa  Sa  Ia. Como ΓmodH es un carcaj con longitud, sólo basta con
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analizar los caminos que comienzan en Pa y terminan en Ia. En efecto, primero
probemos que si existe una flecha entre dos vértices en el carcaj ordinario asociado
al álgebra H, los caminos que deseamos analizar tienen la misma longitud. Sean
i, j ∈ (QH)0 tales que existe una flecha i → j, entonces por el Lema 1.6.5 y su
dual, existen morfismos irreducibles Pj → Pi e Ij → Ii, donde Pj y Pi son los
H-módulos proyectivos correspondientes al vértice j e i, respectivamente; e Ij e Ii
son los H-módulos inyectivos correspondientes al vértice j e i, respectivamente.
Además, por el Lema 1.7.11, para todo vértice a ∈ (QH)0 existe un camino no









Ahora supongamos que el camino de morfismos irreducibles Pj  Ij tiene
longitud igual a r. En consecuencia el camino Pj  Ij → Ii tiene longitud r+ 1,
pues la flecha representa a un morfismo irreducible entre módulos indescomponi-
bles. Como estamos en una componente con longitud, el camino Pj → Pi  Ii
también tiene longitud r+ 1, y como la flecha representa a un morfismo irreduci-
ble entre módulos indescomponibles, resulta que el camino Pi  Ii tiene longitud
r.
Luego, hemos probado que si existe una flecha i → j o j → i en QH , los
caminos Pi  Ii y Pj  Ij tienen la misma longitud. Como el álgebra H es
conexa, se deduce que todos los caminos de la forma Pa  Ia tiene el mismo
largo. En particular, todos los caminos de la forma Pa  Sa  Ia tienen la
misma longitud, y en consecuencia
ra = `(Pa  Sa  Ia) = `(Pb  Sb  Ib) = rb.2
Consideremos H ' kQH un álgebra hereditaria de tipo de representación
finito. Nuestro próximo objetivo es probar que el ı́ndice de nilpotencia rH no
depende de la orientación de Q. Es decir, dos álgebra hereditarias con el mismo
grafo subyacente tienen el mismo ı́ndice de nilpotencia del radical de su categoŕıa
de módulos.
Vamos a recordar algunos resultados necesarios para dicho objetivo.
Sea A ' kQA/IA un álgebra y consideremos que el vértice a es un pozo en
107
QA. El módulo APR-inclinante T [a] está dado por
T [a] = τ−1(Sa)⊕ (⊕b6=aPb),
donde Sa es un simple proyectivo y Pb denota al A-módulo proyectivo correspon-
dientes al vértice b en QA. En particular, cuando consideramos H = kQH/IH un
álgebra hereditaria, todo pozo siempre es un pozo libre debido a que IH = 0.
El siguiente resultado describe como obtener el carcaj ordinario del álgebra de
endomorfismos B = EndHT [a]. Recordemos también que µa(QH) denota a la
mutación del carcaj QH sobre el vértice a, ver la Definición 1.2.2.
Teorema 4.3.4 [6, Teorema 5.3] Sea H ' kQH un álgebra hereditaria y conside-
remos al vértice a un pozo (libre) en QH . Sean T [a] el H-módulo APR-inclinante
correspondiente al vértice a y B = EndHT [a]. Entonces B es un álgebra heredi-
taria isomorfa al álgebra de caminos kQB, donde QB = µa(QH).
Lema 4.3.5 [6, Lema 5.2] Sean Q y Q′ dos carcajes de tipo árbol con el mismo
grafo subyacente. Entonces existe una secuencia de carcajes Q = Q1, . . . , Qt+1 y
puntos ai ∈ Qi, con 1 ≤ i ≤ t+ 1, tales que
(i) para cada s tal que 1 ≤ s ≤ t, as es un pozo en Qs y Qs+1 = µas(Qs); y
(ii) Qt+1 = Q′.
Estamos en condiciones de presentar el siguiente resultado.
Lema 4.3.6 Sean H = kQH y H
′ = kQH′ dos álgebra hereditaria de tipo de
representación finito con el mismo grafo subyacente, QH = QH′. Denotemos por
rH y rH′ los ı́ndices de nilpotencia de <(modH) y <(modH ′), respectivamente.
Entonces, rH = rH′.
Demostración: Consideremos dos álgebras hereditarias H = kQH y H
′ = kQH′
de tipo de representación finito tales queQH = QH′ . En particular, dichos carcajes
son de tipo árbol. Por el Lema 4.3.5, existe una secuencia de carcajes QH =
Q1, . . . , Qt+1 y puntos as ∈ Qs, con 1 ≤ s ≤ t, tales que as es un pozo en Qs y
µas(Q
s) = Qs+1, con Qt+1 = QH′ . Entonces, en cada paso podemos considerar
T [as] el módulo APR-inclinante en mod kQ
s correspondiente al pozo as ∈ Qs. En
consecuencia, por el Teorema 4.3.4 tenemos que EndkQs(T [as]) ' kQs+1. Además,
por el Lema 4.2.17 cada una de estas álgebras son de tipo de representación finito.
Más aún, los ı́ndices de nilpotencia del radical de sus respectivas categoŕıas de
módulos no vaŕıan, es decir, rkQs = rkQs+1 , para 1 ≤ s ≤ t. Por lo tanto,
rH = rkQ1 = rkQt+1 = rH′ .2
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Observación 4.3.7 Sigue del Lema 4.3.3, del Lema 4.3.6 y del Teorema 1.7.16
que dada un álgebra hereditaria de tipo de representación finito, para calcular
el ı́ndice de nilpotencia del radical de su categoŕıa de módulos, sólo hace falta
fijar una orientación del carcaj ordinario del álgebra, y analizar un sólo camino
de la forma Pa  Ia, donde Pa e Ia son los módulos proyectivo e inyectivo
indescomponibles correspondientes al mismo vértice a, respectivamente.
El siguiente lema es necesario para la demostración del teorema principal de
esta sección.
Lema 4.3.8 Sea Q el siguiente grafo orientado
n− 1
''
n− 2 // n− 3 // ... // 2 // 1
n
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con n ≥ 4. Consideremos i ∈ Q0, con i = 1, . . . , n−2. Sean Pi e Ii los kQ-módulos
proyectivo e inyectivo, respectivamente, correspondiente al vértice i. Entonces,
τ−(n−2)Pi ∼= Ii.
Demostración: Observemos que en mod kQ los módulos proyectivos no son
inyectivos y viceversa.
Probemos primero que τ−(n−2)P1 ∼= I1, o lo que es equivalente P1 ∼= τn−2I1.
Para ello vamos a calcular los trasladados de Auslander-Reiten por definición,
ver la Proposición 1.5.9.
Comencemos calculando τI1. La presentación proyectiva minimal de I1 resulta
Pn−2
p1 // Pn ⊕ Pn−1
p0 // I1 // 0
Aplicando a esa sucesión el funtor Nakayama ν obtenemos la siguiente sucesión
exacta:
0 // τI1 // ν(Pn−2)
ν(p1)// ν(Pn ⊕ Pn−1)
ν(p0) // ν(I1)
que es equivalente a
0 // τI1 // In−2
ν(p1)// In ⊕ In−1 // 0
ya que ν(Pi) ∼= Ii y ν(p1) es un epimorfismo por ser un morfismo entre módulos
inyectivos. Por lo tanto resulta que
τ(I1) ∼= Ker(ν(p1)) ∼= Sn−2.
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Ahora calculemos τ(Sn−2). La presentación proyectiva minimal de Sn−2 es
Pn−3
p3 // Pn−2
p2 // Sn−2 // 0
Aplicando a esa sucesión el funtor Nakayama resulta la sucesión exacta:
0 // τSn−2 // In−3
ν(p3) // In−2 // 0
Por lo tanto:
τ(Sn−2) ∼= Ker(ν(p3)) ∼= Sn−3.
Iterando este último procedimiento sucesivamente obtenemos que τ(Si+1) ∼=
Si para i = 1, ..., n− 3. Luego
τn−2I1 ∼= τn−3Sn−2 ∼= τn−4Sn−3 ∼= ... ∼= τS2 ∼= S1 ∼= P1
Logrando el resultado deseado.
De manera inductiva vamos a probar que τ−(n−2)Pi está definido y es isomorfo
a Ii para i = 2, ..., n− 2.
En efecto, supongamos que
τ−(n−2)P1 ∼= I1, τ−(n−2)P2 ∼= I2, ..., τ−(n−2)Pk−1 ∼= Ik−1,
para k < n− 2.
Queremos probar que τ−(n−2)Pk está definido. Más aún, τ
−(n−2)Pk ∼= Ik.
Supongamos que τ−(n−2)Pk no está definido. Esto significa que existe j, con
1 ≤ j < n − 2, tal que τ−jPk es inyectivo. Denotemos τ−jPk = Il. Observemos
que l 6= 1, ..., k − 1 ya que inyectivos distintos perteneces a distintas τ -órbitas.
Como τ−(n−2)Pk−1 ∼= Ik−1 por hipótesis inductiva, entonces τ−tPk−1 está defi-
nido para todo t, con 1 ≤ t ≤ n− 2. En particular τ−jPk−1 está definido. Por el
Lema 1.5.14 tenemos
HomkQ(Pk−1, Pk) ∼= HomkQ(τ−jPk−1, τ−jPk) = HomkQ(τ−jPk−1, Il) (4.2)
Como existe un morfismo irreducible Pk−1 → Pk, entonces por (4.2) existe un
morfismo τ−jPk−1 → Il y es irreducible. Más aún, τ−jPk−1 no es inyectivo (pues
j < n− 2), luego existe un morfismo irreducible
Il → τ−j−1Pk−1. (4.3)
Por ser kQ hereditaria se tiene que τ−j−1Pk−1 es inyectivo. Como por hipótesis
inductiva Pk−1 está en la misma τ -órbita que Ik−1, resulta que τ
−j−1Pk−1 ∼= Ik−1.
Aśı en (4.3) se tiene un morfismo irreducible Il → Ik−1, con lo cual existe una
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flecha k − 1 → l en Q, y por la orientación de Q resulta que l = k − 2. Aśı
obtenemos que
τ−jPk = Il = Ik−2
HI∼= τ−(n−2)Pk−2
Por lo tanto Pk y Pk−2 están en la misma τ -órbita, lo que es un absurdo por ser
proyectivos distintos. Por lo tanto hemos probado que τ−(n−2)Pk está definido.
Veamos ahora que τ−(n−2)Pk ∼= Ik.
Como existe un morfismo irreducible Pk−1 → Pk, por (4.2) existe también un
morfismo irreducible τ−(n−2)Pk−1 → τ−(n−2)Pk (tomando j = n−2). Además, por
hipótesis inductiva, τ−(n−2)Pk−1 ∼= Ik−1, entonces τ−(n−2)Pk también es inyectivo
por ser kQ hereditaria. Sea τ−(n−2)Pk = Il, luego en Q existe una flecha l→ k−1.
Por lo tanto, por la orientación de Q, l = k probando el resultado. 2
Ahora estamos en condiciones de demostrar el teorema principal de esta sec-
ción.
Teorema 4.3.9 Sea H = kQ un álgebra hereditaria de tipo de representación
finito y sea rH el ı́ndice de nilpotencia de <(modH).
(a) Si Q = An, entonces rH = n, para n ≥ 1.
(b) Si Q = Dn, entonces rH = 2n− 3, para n ≥ 4.
(c) Si Q = E6, entonces rH = 11.
(d) Si Q = E7, entonces rH = 17.
(e) Si Q = E8, entonces rH = 29.
Demostración: (a) Consideremos H ∼= kQ donde Q está dado por el siguiente
grafo orientado:
n // n− 1 // ... // 2 // 1
Aśı resulta que P1 = S1 e I1 = Pn.
El Lema 1.6.5, permite construir un camino no nulo de morfismos irreducibles





fn−1// Pn = I1
En virtud del Lema 4.3.3, todos los caminos de la forma Pi  Ii, tienen
longitud igual a n− 1. Dado que el carcaj de Auslander-Reiten, ΓmodH , es con
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longitud, todos los caminos de la forma Pi  Si  Ii también tienen longitud
igual a n−1, para i = 1, ..., n. Por lo tanto, por la Observación 1.7.18 resulta que
rH = máx{`(Pa  Sa  Ia)}a∈Q0 + 1 = n− 1 + 1 = n.
Ahora sea H ′ ∼= kQ′, donde Q′ = An. Por el Lema 4.3.6, rH′ = rH = n,
demostrando aśı el primer enunciado.
(b) Sea H ∼= kQ, donde Q está dado por el siguiente grafo orientado
n− 1
''
n− 2 // n− 3 // ... // 2 // 1
n
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Sin pérdida de generalidad, vamos a analizar la longitud del camino P1  I1.




f2−→ · · · fn−3−→ Pn−2
fn−2−→ Pn−1 (4.4)
Debido a que el módulo proyectivo Pn−2 no es inyectivo, existe un morfismo
irreducible Pn−1 → τ−1Pn−2.
Por el Lema 4.3.8, existe τ−(n−2)Pi para i ∈ Q0, con i = 1, . . . , n − 2. Por lo
tanto existe τ−jPi para 1 ≤ j ≤ n− 2.
Probaremos a continuación la existencia de los morfismos irreducibles de la
forma τ−iPn−(i+1) → τ−i−1Pn−(i+2) para i = 1, ..., n−3. En efecto, el Lema 1.5.14
nos brinda la siguiente equivalencia:
HomH(τ
−iPn−(i+1), τ
−i−1Pn−(i+2)) ∼= HomH(Pn−(i+1), τ−1Pn−(i+2))
Como existe un morfismo irreducible Pn−(i+2) → Pn−(i+1), y Pn−(i+2) no es
inyectivo para i = 1, ..., n−3, entonces existe un morfismo irreducible Pn−(i+1) →
τ−1Pn−(i+2). Por lo tanto, la equivalencia anterior nos garantiza un morfismo
irreducible τ−iPn−(i+1) → τ−i−1Pn−(i+2) probando lo deseado.




g2−→ · · · gn−3−→ τ−(n−3)P2
gn−2−→ τ−(n−2)P1 (4.5)
Sabemos que τ−(n−2)P1 ∼= I1 por el Lema 4.3.8, por lo tanto uniendo los









g2−→ · · · gn−3−→ τ−(n−3)P2
gn−2−→ τ−(n−2)P1 ∼= I1
Por el Lema 4.3.3, todos los caminos de la forma Pa  Ia, con a ∈ Q0 también
tienen longitud 2(n− 2), y al ser el carcaj de Auslander-Reiten con longitud por
ser H hereditaria, resulta que los caminos Pi  Si  Ii también tienen longitud
igual a 2(n− 2). Luego, por el Teorema 1.7.16 resulta que
rH = máx{`(Pa  Sa  Ia)}a∈Q0 + 1 = 2(n− 2) + 1 = 2n− 3.
Consideremos ahora H ′ un álgebra hereditaria, donde H ′ ∼= kQ′ con Q′ = Dn.
Entonces por el Lema 4.3.6 resulta que rH′ = rH = 2n− 3.





// 5 // 4















































// • // •

BB
// • // •

CC














































cuya longitud es igual a 10. Luego, por la Observación 4.3.7 concluimos que
rH = 11. Entonces si consideramos cualquier álgebra H
′ ∼= kQ′ con Q′ = E6
resulta que rH′ = 11.
De la misma manera podemos demostrar los incisos (d) y (e). 2
4.4. Álgebras inclinadas iteradas de tipo Dyn-
kin
En esta sección vamos a aplicar algunos resultados presentados anteriormente
en un conjunto particular de álgebras: las álgebras inclinadas iteradas.
Para ello recordemos la siguiente definición.
Definición 4.4.1 Sea ∆ un carcaj finito, conexo y sin ciclos orientados. Un álge-
bra A se dice álgebra inclinada iterada de tipo ∆ si existen una secuencia de
álgebras A = A0, A1, . . . , Am = k∆ y una secuencia de Ai−módulos inclinantes
separantes T (i), para 0 ≤ i < m tales que Ai+1 = EndAiT (i). En particular, si
m = 1 entonces A se denomina álgebra inclinada.
Observación 4.4.2 Se deduce directamente de la definición y del Teorema 4.2.12
que si ∆ es un carcaj Dynkin, entonces un álgebra inclinada iterada de tipo ∆ es
de tipo de representación finito.
A continuación vamos a demostrar que si A es un álgebra inclinada vale el
enunciado rećıproco de la Proposición 4.2.14. Recordemos que (RA)0 denota al
subconjunto de vértices de (QA)0 que determinan el ı́ndice de nilpotencia de
<(modA).
Proposición 4.4.3 Sean A ' kQA/IA un álgebra inclinada, donde B = EndAT
es un álgebra hereditaria de tipo de representación finito, con T un A−módulo
inclinante separante. Asumamos que existe un vértice u ∈ (RA)0 ⊂ (QA)0 tal que
Pu ∈ addT .
rA = rB si y sólo existe un camino no nulo de morfismos irreducibles entre
módulos indescomponibles como sigue
F (Pu)→ X̃1 → . . .→ X̃rA−2 → F (Iu)
de longitud rA − 1.
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Demostración: Sea A un álgebra inclinada y B = EndA(T ) un álgebra here-
ditaria de tipo de representación finito, con T un A−módulo separante. Por la
Observación 4.4.2, A también es de tipo de representación finito. Denotemos por
rA y rB el ı́ndice de nilpotencia de <(modA) y <(modB), respectivamente. Asu-
mamos que existe un vértice u ∈ (RA)0 tal que Pu ∈ addT , es decir rA − 1 = ru.
La primera implicación se deduce de la Proposición 4.2.14.
Rećıprocamente, sabemos que existe camino no nulo de morfismos irreducibles
entre módulos indescomponibles en modB de longitud rA − 1 como sigue:
F (Pu)→ X̃1 → . . .→ X̃rA−2 → F (Iu). (4.6)
Probemos entonces que rA = rB. Por el Lema 4.2.13, sabemos que F (Pu) = P̃u∗
y F (Iu) = Ĩu∗ son B−módulos proyectivo e inyectivo indescomponibles corres-
pondientes al mismo vértice u∗ ∈ (QB)0.
Por otra parte, como B es un álgebra hereditaria, siguiendo el Lema 4.3.3
sabemos que cualquier camino de morfismos irreducibles entre módulos indes-
componibles de la forma P̃a∗  Ĩa∗ tiene longitud rB − 1, para todo a∗ ∈ (QB)0.
En particular, el camino (4.6) tiene longitud rB − 1, por lo tanto rA = rB. 2
En esta sección presentaremos una cota del ı́ndice de nilpotencia de las álge-
bras inclinadas iteradas de tipo Dynkin. Para ello, recordemos el siguiente resul-
tado.
Teorema 4.4.4 [30, Teorema 6.2] Sean ∆ un carcaj Dynkin y A un álgebra
inclinada iterada de tipo ∆. Entonces existen una secuencia de álgebras A =
A0, A1, . . . , Am = k∆ y una secuencia de Ai−módulos APR-inclinantes T (i), pa-
ra 0 ≤ i < m tales que Ai+1 = EndAiT (i).
El siguiente resultado es una consecuencia inmediata del Lema 4.2.16 y del
Teorema 4.3.9.
Corolario 4.4.5 Sean ∆ un carcaj Dynkin y A un álgebra inclinada iterada de
tipo ∆, entonces:
(a) Si ∆ = An, entonces <nA(modA) = 0 para n ≥ 1.
(b) Si ∆ = Dn, entonces <2n−3A (modA) = 0 para n ≥ 4.
(c) Si ∆ = E6, entonces <11A (modA) = 0.
(d) Si ∆ = E7, entonces <17A (modA) = 0.
(e) Si ∆ = E8, entonces <29A (modA) = 0.
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Observación 4.4.6 Los valores encontrados en el teorema anterior proporcionan
una cota del ı́ndice de nilpotencia del radical de la categoŕıa de módulos de las
álgebras inclinadas iteradas de tipo Dynkin, pero no necesariamente ese valor es
dicho ı́ndice de nilpotencia.
El siguiente ejemplo muestra que el ı́ndice de nilpotencia de un álgebra incli-
nada iterada no depende del tipo Dynkin de la cual proviene.





δ // 5 con I1 =< βα >





δ // 5 con I2 =< βα, δγ >
Ambas álgebras son álgebras inclinadas iteradas de tipo A5. Por lo tanto, por
el teorema anterior sabemos que <5(modA1) = 0 = <5(modA2).
Podemos notar que tanto el álgebra A1 como el álgebra A2 son álgebras de
cuerdas. Por consiguiente, para determinar el ı́ndice de nilpotencia del radical de
sus categoŕıas de módulos podemos aplicar lo estudiado en el Caṕıtulo 2. Por lo
tanto, tenemos que rA1 = 5 mientras que rA2 = 4.
Las álgebras inclinadas iteradas de tipo Dynkin están descriptas a partir de
su carcaj con relaciones. Sólo transcribiremos dicha descripción para las álgebras
inclinada iterada de tipo An. Para el caso de las álgebras inclinadas iteradas
de tipo Dn y Ep con p = 6, 7, 8, sugerimos al lector dirigirse a [7, 34] y [28],
respectivamente.
Teorema 4.4.8 [5] Un álgebra A = kQA/IA es inclinada iterada de tipo An si y
sólo si el carcaj con relaciones (QA, IA) satisface las siguientes condiciones:
(i) QA es un árbol.
(ii) Cada vértice en QA tiene a lo sumo cuatro vecinos.
(iii) Todas las relaciones tienen longitud dos.
(iv) Si un vértice tiene cuatro vecinos, entonces el siguiente es un subcarcaj











(v) Si un vértice tiene tres vecinos, entonces uno de los siguientes es un sub-
carcaj pleno de (QA, IA):
•





• // • // •






$$ • // •
•
::
Observación 4.4.9 Podemos notar que un álgebra inclinada iterada A de tipo
An es, en particular, un álgebra de cuerdas de tipo de representación finito. El
Corolario 4.4.5 nos proporciona una cota inmediata del ı́ndice de nilpotencia
de <(modA), a saber, rA ≤ n. En el caso de necesitar el valor exacto de dicho
ı́ndice de nilpotencia, podemos calcularlo desde el carcaj con relaciones del álgebra
utilizando el Teorema 2.2.10 presentado en el Caṕıtulo 2.
A continuación vamos a presentar la relación entre la composición de morfis-
mos irreducibles entre módulos indescomponibles con la potencia del radical al
cual pertenece. Para ello recordemos el siguiente resultado
Proposición 4.4.10 [31, Corolario 7.6] Sea A un álgebra inclinada iterada de
tipo de representación finito, entonces modA es dirigida.
El siguiente resultado se deduce de la Proposición 4.4.10 y de la Proposición
1.7.20.
Proposición 4.4.11 Sean ∆ un carcaj Dynkin y A un álgebra inclinada iterada
de tipo ∆. Sean hi : Xi → Xi+1 morfismos irreducibles entre módulos indes-
componibles, para 1 ≤ i ≤ n. Entonces hn . . . h1 ∈ <n+1A (X1, Xn+1) si y sólo śı




Grados en álgebras inclinadas de
conglomerado
En [12], los autores introdujeron la categoŕıa de conglomerado C como el co-
ciente D/F de la categoŕıa derivada D = Db(modH) de un álgebra hereditaria
H sobre el funtor F = τ−1D [1], donde τD es el trasladado de Auslander-Reiten
en D y [1] el funtor suspensión. En [13], A. Buan, R. Marsh e I. Reiten definie-
ron las álgebras inclinadas de conglomerado como aquellas álgebras de la forma
EndC(T )
op, donde T es un objeto inclinante en C.
Estas álgebras son muy cercanas a las álgebras hereditarias en el sentido que
un álgebra inclinada de conglomerado de tipo de representación finito tiene el
mismo número de clases de isomorfismos de módulos indescomponibles que el
álgebra hereditaria de la cual proviene.
Simultáneamente y de manera independiente, P. Caldero, F. Chapoton y R.
Schiffler en [15] introdujeron la categoŕıa de conglomerado de tipo An desde un
punto de vista geométrico. Más tarde, en [38], R. Schiffler introduce, también
geométricamente, la categoŕıa de conglomerado de tipo Dn.
El objetivo de este caṕıtulo es determinar el ı́ndice de nilpotencia del radical
de la categoŕıa de módulos de un álgebra inclinada de conglomerado de tipo de
representación finito, en función de la cantidad de vértices que tiene su carcaj
ordinario.
En la primer sección introduciremos el concepto de la categoŕıa derivada de un
álgebra hereditaria con el fin de describir la categoŕıa de conglomerado y definir
las álgebras inclinadas de conglomerado.
En la siguiente sección, demostraremos el resultado principal, considerando
un álgebra inclinada de conglomerado desde el punto de vista introducido en [13].
Más precisamente, daremos el ı́ndice de nilpotencia de cualquier álgebra inclinada
de conglomerado de tipo de representación finito en función de la cantidad de
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vértices del carcaj ordinario asociado a ella.
En la tercer sección de este caṕıtulo, probaremos los mismos resultados que
en la Sección 2 para las álgebras inclinadas de conglomerado de tipo An y Dn,
desde el punto de vista geométrico presentado en [15] y [38], respectivamente.
5.1. Sobre la categoŕıa derivada de un álgebra
hereditaria
En esta sección comenzaremos introduciendo los conceptos de categoŕıas trian-
guladas con el fin de describir la categoŕıa derivada de un álgebra hereditaria de
tipo de representación finito y la categoŕıa de conglomerado de dicha álgebra.
Esta sección está basada esencialmente en los resultados de los art́ıculos [12]
y [31].
Definición 5.1.1 Sea C una categoŕıa aditiva y T un automorfismo de C, de-
nominado funtor de traslación. Una séxtupla (X, Y, Z, u, v, w) en C está dada
por objetos X, Y, Z ∈ C y por morfismos X u→ Y v→ Z w→ TX. Un morfismo
de séxtuplas de (X, Y, Z, u, v, w) a (X ′, Y ′, Z ′, u′, v′, w′) es una terna (f, g, h)

















u′ // Y ′
v′ // Z ′
w′ // TX
Los elementos de un conjunto T de séxtuplas en C se denominan triángulos.
Un conjunto T se dice una triangulación de C si se satisfacen las siguientes
condiciones.
(TR1) Cada séxtupla isomorfa a un triángulo es un triángulo. Cada morfismo u :
X → Y puede ser sumergido en un triángulo (X, Y, Z, u, v, w). La séxtupla
(X,X, 0, 1X , 0, 0) es un triángulo.
(TR2) (X, Y, Z, u, v, w) es un triángulo si y sólo si (Y, Z, TX, v, w,−Tu) es un
triángulo.
(TR3) Dados dos triángulos (X, Y, Z, u, v, w) y (X ′, Y ′, Z ′, u′, v′, w′), y morfismos
f : X → X ′, g : Y → Y ′ tales que u′f = gu, entonces existe un morfismo
(f, g, h) del primer triángulo al segundo.
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(TR4) (Axioma del octaedro) Dados los triángulos (X, Y, Z ′, u, i, i′), (Y, Z,X ′, v, j, j′)
y (X,Z, Y ′, vu, k, k′), entonces existen morfismos f : Z ′ → Y ′ y g : Y ′ → X ′





































T ij′ // TZ ′
TX
1TX // TX
La categoŕıa aditiva C junto al funtor de traslación T y la triangulación T se
denomina una categoŕıa triangulada.
Un triánguloX
u→ Y v→ Z w→ TX en C se denomina triángulo de Auslander-
Reiten si se satisfacen las siguientes condiciones.
(AR1) X, Z son indescomponibles;
(AR2) w 6= 0;
(AR3) Si f : W → Z no es una retracción, entonces existe f ′ : W → Y tal que
vf ′ = f .
Decimos que la categoŕıa C tiene triángulos de Auslander-Reiten si para todo
objeto indescomponible Z ∈ C existe un triángulo que satisface la definición
anterior.
Proposición 5.1.2 Sea X
u→ Y v→ Z w→ TX un triángulo de Auslander-Reiten.
Se satisfacen las siguientes condiciones.
(i) Dado X o Z, el mencionado triángulo es único salvo isomorfismos de
triángulos.
(ii) Los morfismos u y v son irreducibles.
(iii) Si f : Z1 → Z es irreducible, entonces existe una sección g : Z1 → Y tal
que f = vg.
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(iv) Si f : X → X1 es irreducible, entonces existe una retracción g : Y → X1
tal que f = gu.
A continuación presentaremos la noción de la categoŕıa derivada acotada.
Para ello, comenzaremos definiendo la categoŕıa de complejos y la categoŕıa de
homotoṕıa, dando las nociones necesarias para nuestro propósito.
Sea A una categoŕıa aditiva. Un complejo X• = (X i, di)i∈Z sobre A es una
colección de objetos X i y morfismos di : X i → X i+1 tales que di+1di = 0. Un
complejo X• = (X i, di)i∈Z se dice acotado si X
i = 0 para casi todo i ∈ Z, y
se denomina concentrado si existe i0 ∈ Z tal que X i0 6= 0 y X i = 0 para todo
i 6= i0. En este caso podemos identificar al complejo X• con el objeto X i0 de A.
Dados X• = (X i, diX) e Y
• = (Y i, diY ) dos complejos en A, un morfismo
f • : X• → Y • es una secuencia de morfismos f • = {f i}i∈Z, con f i : X i → Y i,
tales que diXf
i+1 = f idiY , para todo i ∈ Z. Es decir, el siguiente diagrama es
conmutativo.












. . . // Y −1
d−1Y // Y 0
d0Y // Y 1 // . . .
Denotamos por C(A) la categoŕıa de complejos. Denotamos por Cb(A) a
la subcategoŕıa plena de C(A) de complejos acotados.
Si A es una subcategoŕıa plena de una categoŕıa abeliana, se define la i-ésima
cohomoloǵıa de un complejo X• en C(A) como H i(X•) = Ker diX/Im di−1X .
Un morfismo u• : X• → Y • en C(A), se dice cuasi-isomorfismo si induce un
isomorfismo en cohomoloǵıa, es decir H i(u•) : H i(X•)→ H i(Y •) es isomorfismo
para todo i ∈ Z.
Decimos que dos morfismos de complejos f •, g• : X• → Y • son homotópicos
si existe una sucesión de morfismos X i
si→ Y i−1 tal que f i − gi = di−1Y si + si+1diX
para todo i ∈ Z. Sea Ht(X•, Y •) la colección de morfismos de X• a Y • que son
homotópicos al morfismo nulo, esta colección forma un ideal de morfismos en la
categoŕıa de complejos.
La categoŕıa de homotoṕıa K(A) es una categoŕıa cociente que tiene los
mismos objetos que C(A) y los morfismos son clases en
HomK(X
•, Y •) = HomC(X
•, Y •)/Ht(X•, Y •).
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El funtor suspensión (shift) T : C(A) → C(A) se define en los objetos
por (TX•)i = X i+1, (dTX)
i = −(dX)i+1 y en los morfismos por (Tf •)i = f i+1.
Además T es un automorfismo y denotamos a su inversa por T−.
Vamos a considerar H un álgebra hereditaria y modH su categoŕıa de módu-
los. La categoŕıa derivada Db(modH) de complejos acotados es la categoŕıa que
se obtiene de Kb(modH) por la localización con respecto al conjunto de cuasi-
isomorfismos, ([35, Section 2.5]). Db(modH) es una categoŕıa triangulada cuyo
funtor de traslación es el funtor suspensión, denotado por [1]. Además,Db(modH)
es una categoŕıa aditiva. Más aún, tiene triángulos de Auslander-Reiten. Los ob-
jetos indescomponibles de Db(modH) son los complejos concentrados X•, cuya
única entrada es un H-módulo indescomponible. El carcaj de Auslander-Reiten
Γ(Db(modH)) se construye pegando infinitas copias de Γ(modH) (ver [30, I.5]).
En particular, si H es un álgebra hereditaria de tipo de representación finito, es
decir, H ' k∆ con ∆ un carcaj Dynkin, entonces Γ(Db(modH)) ' Z∆.
El siguiente resultado nos será de utilidad en este caṕıtulo. Recordemos que
una componente Γ de un carcaj de traslación conexo se dice que es una compo-
nente con longitud, si todos los caminos paralelos en Γ tienen la misma longitud.
Proposición 5.1.3 Sea H un álgebra hereditaria de tipo de representación finito.
Entonces Γ(Db(modH)) es un carcaj con longitud.
Demostración: Vamos a probar que Γ(Db(modH)) es con longitud analizando
su gráfico de órbitas. Como H es un álgebra hereditaria de tipo de representación
finito, entonces H ' k∆, con ∆ un carcaj Dynkin. Más aún, Γ(Db(modH)) '
Z∆. Es claro que el gráfico de órbitas de Γ(Db(modH)) es isomorfo a ∆, donde
∆ denota al grafo subyacente de ∆. En consecuencia, dicho gráfico de órbitas es
de tipo árbol. Por lo tanto Γ(Db(modH)) es un carcaj de traslación simplemente
conexo y por el Teorema 1.4.2 tenemos que Γ(Db(modH)) es con longitud. 2
A partir de ahora, vamos a considerar H un álgebra hereditaria de dimensión
finita, y vamos a denotar por D a la categoŕıa derivada de complejos acotados
Db(modH). En [12], los autores definen la categoŕıa de conglomerado C = CH
del álgebra H como la categoŕıa de órbitas C = D/F , donde F = τ−1[1] es la
composición del funtor suspensión [1] con el trasladado de Auslander-Reiten τ en
la categoŕıa D. Los objetos de C son clases provenientes de los objetos de D, y
los morfismos en C se definen como






En la Proposición 5.1.5 veremos que estos sumandos son casi todos nulos.
A continuación vamos a enumerar algunas propiedades básicas de C.
(i) C es una categoŕıa triangulada, cuyo funtor de traslación sobre C también
lo denotamos por [1].
(ii) C tiene triángulos de Auslander-Reiten inducidos por los triángulos de
Auslander-Reiten de D. También denotamos al trasladado de Auslander-
Reiten de C por τ .
Observación 5.1.4 De la condición (ii) podemos deducir que los morfismos irre-
ducibles en C son inducidos por morfismos irreducibles en D. Más aún, caminos
no nulos de morfismos irreducibles entre objetos indescomponibles en C son in-
ducidos por caminos no nulos de morfismos irreducibles entre objetos indescom-
ponibles en D. Además, ambos caminos tienen la misma longitud, es decir, la
misma cantidad de morfismos irreducibles.
Vamos a considerar S = ind(modH ∨ H[1]), el conjunto que consiste en
los H−módulos indescomponibles, junto con los objetos P [1], donde P es un
H−módulo proyectivo indescomponible. Podemos interpretar a S como el domi-
nio fundamental de C por la acción de F sobre D, conteniendo exactamente un
representante de cada F−órbita sobre indD.
Proposición 5.1.5 Sean X e Y objetos en S. Entonces
(a) HomD(F
iX, Y ) = 0 para todo i 6= −1, 0.
(b) Si X o Y no están sobre un ciclo orientado en D, entonces HomD(F iX, Y ) 6=
0 para a lo sumo un valor de i.
Observación 5.1.6 Sea C la categoŕıa de conglomerado de un álgebra heredita-
ria H de tipo de representación finito. Sean X̃ e Ỹ objetos indescomponibles y
f : X̃ → Ỹ un morfismo en C. Si denotamos por X e Y en S a representantes de
X̃ e Ỹ en D, respectivamente, entonces por la Proposición 5.1.5 (a) tenemos que




iX, Y ) = HomD(F
−1X, Y )⊕ HomD(X, Y ).
Más aún, como Γ(D) es con longitud, por lo tanto es dirigida y no hay ciclos en
D. Luego, por la Proposición 5.1.5 (b), por lo menos uno de los sumandos de la
igualdad anterior es cero, es decir, HomD(F
−1X, Y ) = 0 o bien HomD(X, Y ) = 0.
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A continuación presentaremos un ejemplo donde podemos visualizar la cate-
goŕıa derivada acotada de un álgebra hereditaria, y el dominio fundamental de C
por la acción de F sobre D.
Ejemplo 5.1.7 Sea H el álgebra hereditaria dada por el carcaj
3 // 2 // 1














































Denotamos con rojo a los módulos indescomponibles que conforman el do-






































5.2. Álgebras inclinadas de conglomerado
En esta sección vamos introducir el concepto de álgebra inclinada de conglo-
merado, siguiendo la definición dada en [13]. Nuestro objetivo es determinar el
ı́ndice de nilpotencia de un álgebra inclinada de conglomerado de tipo de repre-
sentación finito en función de la cantidad de vértices que tiene el carcaj ordinario
que representa a dicha álgebra. Más precisamente, probaremos que el ı́ndice de
nilpotencia es invariante bajo mutaciones, y utilizaremos el hecho de que las álge-
bras hereditarias son un caso particular de álgebras inclinadas de conglomerado.
Por abuso de notación, vamos a denotar por X al objeto X̃ de C, que tiene
como representante al objeto X ∈ S.
Definición 5.2.1 Sea C la categoŕıa de conglomerado de un álgebra hereditaria
H. Un objeto T en C se dice inclinante si Ext1C(T, T ) = 0 y T es maximal
con respecto a esta propiedad, es decir, si Ext1C(T ⊕ X,T ⊕ X) = 0, entonces
X ∈ addT .
Definición 5.2.2 Sea C la categoŕıa de conglomerado de un álgebra hereditaria
H. El álgebra EndC(T )
op, donde T es un objeto inclinante en C, se denomina
álgebra inclinada de conglomerado.
Notación 5.2.3 Siguiendo la notación presentada en [13], vamos a denotar por
Γ a un álgebra inclinada de conglomerado EndC(T )
op (Definición 5.2.2).
El próximo resultado muestra la conexión que existe entre la categoŕıa de
conglomerado de un álgebra hereditaria y la categoŕıa de módulos de un álgebra
inclinada de conglomerado.
Teorema 5.2.4 [13] Sean T un objeto inclinante de C y G = HomC(T,−), donde
G : C → mod Γ. Entonces, el funtor G inducido por G
G : C/add(τT )→ mod Γ
es una equivalencia.
Sea Γ = EndC(T )
op un álgebra inclinada de conglomerado. Se deduce del teo-
rema anterior que un Γ−módulo proyectivo indescomponible Pu es de la forma
HomC(T, Tu), donde Tu es un sumando indescomponible de T . Además, es cono-
cido que el Γ-módulo inyectivo indescomponible Iu, que es la cubierta inyectiva
del módulo simple Su = topPu, es de la forma HomC(T, τ
2Tu).
A continuación presentaremos algunas nociones y resultados de la teoŕıa de
álgebras inclinadas de conglomerado, que serán necesarias para esta tesis.
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Proposición 5.2.5 Las sucesiones de Auslander-Reiten en mod Γ ' C/add(τT )
son inducidas por triángulos de Auslander-Reiten en C.
Se deduce de la proposición anterior que los morfismos irreducibles en mod Γ
que no factorizan por add(τT ) son inducidos por morfismos irreducibles en C.
Más aún, caminos de morfismos irreducibles entre módulos indescomponibles en
mod Γ son inducidos por caminos de morfismos irreducibles entre objetos indes-
componibles en C, y ambos tienen la misma longitud.
Definición 5.2.6 Sea C la categoŕıa de conglomerado de un álgebra heredita-
ria H. Un objeto inclinante casi completo en C es un objeto T tal que
Ext1C(T , T ) = 0 y existe un objeto indescomponible X, denominado comple-
mento, tal que T ⊕X es un objeto inclinante.
Teorema 5.2.7 Sea H un álgebra hereditaria y T un objeto inclinante casi com-
pleto en C. Entonces T tiene exactamente dos complementos no isomorfos. A
dichos complementos los notaremos por M y M∗.
Consideremos Γ = EndC(T )
op y Γ′ = EndC(T
′)op, donde T = T ⊕M y T ′ =
T ⊕M∗ son dos objetos inclinantes de C que provienen de las completaciones M
y M∗ de un objeto inclinante casi completo T . Es sabido que podemos obtener un
álgebra de la otra mediante una mutación de sus carcajes ordinarios. Recordemos
la Definición 1.2.2.
Definición 5.2.8 Sea Q un carcaj sin flechas múltiples, sin lazos y sin dos-ciclos.
Sea x un vértice de Q. La mutación µx en el vértice x transforma el carcaj Q en
un nuevo carcaj Q′ = µxQ que se construye de la siguiente manera:
(1) Se agrega un nuevo vértice y.
(2) En caso de existir un camino de la forma i→ x→ j, se analiza la existencia
de una flecha de j a i:
I. Si existe una flecha de j a i, entonces ésta se elimina.
II. Si no existe una flecha de j a i, entonces se agrega una flecha de i a
j.
(3) Para todo vértice i, se reemplazan todas las flechas de i a x por flechas de
y a i, y se reemplazan todas las flechas de x a i por flechas de i a y.
(4) Se elimina el vértice x.
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El siguiente resultado relaciona las álgebras Γ y Γ′ mediante una mutación de
sus carcajes ordinarios.
Teorema 5.2.9 Sea C la categoŕıa de conglomerado de un álgebra hereditaria
H. Sean Γ = EndC(T )
op y Γ′ = EndC(T
′)op álgebras inclinadas de conglomerado,
donde T = T ⊕M , T ′ = T ⊕M∗ y T es un objeto inclinante casi completo de
C con completaciones M y M∗. Denotamos por QΓ y QΓ′ los carcajes ordinarios
de Γ y Γ′, respectivamente. Sea x el vértice de QΓ proveniente del sumando M
de T . Entonces QΓ′ = µxQΓ.
A continuación transcribiremos algunos resultados relacionados con las álge-
bras inclinadas de conglomerado de tipo de representación finito que nos serán
de utilidad.
Proposición 5.2.10 Sea Γ = EndC(T )
op un álgebra inclinada de conglomerado,
C la categoŕıa de conglomerado del álgebra hereditaria H y T un objeto inclinante
en C. Entonces Γ es de tipo de representación finito si y sólo si H es de tipo de
representación finito. En este caso, el número de módulos indescomponibles en
modH y en mod Γ coinciden.
Proposición 5.2.11 Si Γ = EndC(T )
op es un álgebra inclinada de conglomera-
do conexa y de tipo de representación finito, entonces existe un único diagrama
Dynkin ∆, tal que Γ es inclinada de conglomerado de tipo ∆.
El siguiente corolario es esencial para el resultado principal de este caṕıtulo.
Corolario 5.2.12 Sea ∆ un carcaj conexo y aćıclico. La clase de carcajes que se
obtienen de ∆ por sucesivas mutaciones coincide con la clase de carcajes de las
álgebras inclinadas de conglomerado de tipo ∆. Más aún, si ∆ es de tipo Dynkin,
existe una cantidad finita de dichas clases.
Recordemos que dada un álgebra A, el top de un A-módulo M , topM , se
define como el cociente del módulo sobre su radical, es decir, topM = M/radM .
En el caso particular de que M es un A-módulo proyectivo indescomponible,
topM es un módulo simple.
Notación: Sea C la categoŕıa de conglomerado de un álgebra hereditaria H.
Consideremos Γ = EndC(T )
op y Γ′ = EndC(T
′)op las álgebras inclinadas de con-
glomerado, donde T es un objeto inclinante casi completo en C con completaciones
M y M∗, T = T ⊕M y T ′ = T ⊕M∗.
Si consideramos QΓ y QΓ′ los carcajes ordinarios de las álgebras Γ y Γ
′, res-
pectivamente, vamos a denotar por a a los vértices de QΓ y QΓ′ provenientes de
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un sumando indescomponible Ta de T . Al vértice de QΓ proveniente del sumando
M de T lo denotaremos por x, y al vértice de QΓ′ proveniente del sumando M
∗
de T ′ lo denotaremos por y.
Proposición 5.2.13 Sea T un objeto inclinante casi completo en C con com-
pletaciones M y M∗. Consideremos Γ = EndC(T )
op y Γ′ = EndC(T
′)op con
T = T ⊕M y T ′ = T ⊕M∗. Entonces,
(a) El Γ-módulo HomC(T, τM
∗) es simple. Más aún, HomC(T, τM
∗) ' topPx,
donde Px = HomC(T,M).
(b) El Γ′-módulo HomC(T
′, τM) es simple. Más aún, HomC(T
′, τM) ' topP ′y,
donde P ′y = HomC(T
′,M∗).
Como vimos en el Teorema 5.2.4, el funtor HomC(T,−) induce una equivalen-
cia entre las categoŕıas C/add(τT ) y mod Γ. Más aún, en la proposición anterior
se ve que dicha equivalencia transforma a τM∗ en Sx. Análogamente, el funtor
HomC(T
′,−) induce una equivalencia entre las categoŕıas C/add(τT ′) y mod Γ′,
que transforma a τM en S ′y. Si ahora consideramos T̃ = T ⊕M ⊕M∗, obtenemos
equivalencias entre C/add(T̃ ) y mod Γ/addSx, y análogamente, entre C/add(T̃ )
y mod Γ′/addS ′y.
En consecuencia se tiene el siguiente resultado.
Teorema 5.2.14 Sea T un objeto inclinante casi completo en C con completa-
ciones M y M∗. Consideremos Γ = EndC(T )
op y Γ′ = EndC(T
′)op con T = T⊕M
y T ′ = T ⊕M∗. Sean Sx y S ′y los simples correspondientes a top(HomC(T,M)) y
top(HomC(T
′,M∗)), respectivamente. Entonces existe una equivalencia
F : mod Γ/addSx → mod Γ′/addS ′y.
Observación 5.2.15 Consideremos las álgebras inclinadas de conglomerado Γ
y Γ′ como en el teorema anterior. Sea Ta un sumando directo indescomponible
de T , y denotamos por Pa = HomC(T, Ta) e Ia = HomC(T, τ
2Ta) a los Γ−módu-
los proyectivo e inyectivo indescomponibles correspondientes al vértice a ∈ QΓ,
respectivamente. Denotamos por P ′a = HomC(T
′, Ta) e I
′
a = HomC(T
′, τ 2Ta) a los
Γ′−módulos proyectivo e inyectivo indescomponibles correspondientes al vértice
a ∈ QΓ′ , respectivamente.
Por la equivalencia presentada en el Teorema 5.2.14, es claro que F (Pa) = P
′
a
y F (Ia) = I
′
a, ya que provienen del mismo objeto indescomponible en la categoŕıa
de conglomerado C.
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Ya estamos en condiciones de presentar los resultados principales de esta
sección.
Proposición 5.2.16 Sea C la categoŕıa de conglomerado de un álgebra heredita-
ria H y T un objeto inclinante casi completo en C con completaciones M y M∗.
Consideremos Γ = EndC(T )
op y Γ′ = EndC(T
′)op con T = T ⊕M y T ′ = T ⊕M∗.
Sean Sx y S
′
y los simples top de HomC(T,M) y de HomC(T
′,M∗), respectivamente
y F : mod Γ/addSx → mod Γ′/addS ′y la equivalencia del Teorema 5.2.14.
Sea f : X → Y , con X, Y ∈ ind Γ. Entonces f es un morfismo irreducible en
mod Γ que no factoriza por addSM si y sólo si F (f) es un morfismo irreducible
en mod Γ′ que no factoriza por addSM∗ .
Demostración: Sean Γ y Γ′ las álgebras inclinadas de conglomerado definidas
como en el enunciado. Sean X e Y módulos indescomponibles de mod Γ y f :
X → Y un morfismo no nulo que no factoriza por addSM . Por la equivalencia
dada en el Teorema 5.2.14, se tiene que F (f) : F (X) → F (Y ) es no nulo y no
factoriza por addSM∗ .
Probemos que si f es irreducible, entonces F (f) también lo es. Para ello
debemos ver que F (f) no es una sección ni una retracción, y si existen un módulo
Z̃ ∈ mod Γ′ y morfismos g̃ : F (X) → Z̃ y h̃ : Z̃ → F (Y ) tales que F (f) = h̃g̃,
entonces g̃ es una sección o bien h̃ es una retracción. En efecto, supongamos que
F (f) es una sección, entonces existe un morfismo f̃ ′ : F (Y ) → F (X) tal que
f̃ ′F (f) = 1F (X). Más aún, f̃ ′ no factoriza por addSM∗ pues, si lo hiciera, F (f)
también factorizaŕıa por addSM∗ ya que F (f) = F (f)1F (X) = F (f)f̃ ′F (f). En
consecuencia, existe un morfismo f ′ : Y → X tal que f̃ ′ = F (f ′). Por lo tanto
F (1X) = 1F (X) = F (f
′)F (f) = F (f ′f)
y debido a que F es un funtor fiel, obtenemos que 1X = f
′f y en consecuencia
f es una sección, lo que contradice que f es un morfismo irreducible. Por lo
tanto F (f) no es una sección. De manera análoga se prueba que F (f) no es una
retracción.
Ahora asumamos que existe un módulo Z̃ ∈ mod Γ′ y morfismos g̃ : F (X)→
Z̃ y h̃ : Z̃ → F (Y ) tales que F (f) = h̃g̃. Como F (f) no factoriza por addSM∗ ,
tampoco lo hacen los morfismos g̃ y h̃. Por el Teorema 5.2.14, existen Z ∈ mod Γ
y morfismos g : X → Z y h : Z → Y que no factorizan por addSM tales que
g̃ = F (g) y h̃ = F (h). Por lo tanto F (f) = F (h)F (g) = F (hg), y por ser F un
funtor fiel, tenemos que f = hg. Como f es un morfismo irreducible, entonces g es
una sección o bien h es una retracción, y en consecuencia g̃ = F (g) es una sección
o h̃ = F (h) es una retracción, resultando aśı F (f) un morfismo irreducible.
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Considerando F ′ la equivalencia cuasi-inversa de F , la rećıproca se prueba de
manera análoga. 2
Nuestro propósito es calcular el ı́ndice de nilpotencia del radical de la categoŕıa
de módulos de un álgebra inclinada de conglomerado de tipo de representación
finito. Por el Teorema 1.7.16 sabemos que este ı́ndice está dado en función de
los grados de ciertos morfismos irreducibles, o equivalentemente, está dado en
función de la máxima potencia del radical a la cuál pertenecen ciertos morfismos
relacionados. Recordemos la Notación 1.7.13 y adaptémosla a este contexto.
Notación 5.2.17 Sea A ' kQ/I un álgebra de tipo de representación finito
y sea u un vértice de QA. Consideremos los morfismos ιu : rad(Pu) → Pu y
θu : Iu → Iu/soc(Iu), donde Pu, Su e Iu denotan los módulos proyectivo, simple e
inyectivo correspondiente al vértice u, respectivamente. En caso en que Pu 6= Su
entonces ιu es un morfismo irreducible. Dualmente, si Iu 6= Su entonces θu es un
morfismo irreducible. Definimos los siguientes valores:
nu =
{
0 si Su = Pu
dr(ιu) en caso contrario
, mu =
{
0 si Su = Iu
dl(θu) en caso contrario.
Definimos ru = mu + nu. Finalmente, el ı́ndice de nilpotencia de <(modA),
denotado por rA, se define como rA = max{ru, con u ∈ (QA)0}+ 1.
Para una mejor comprensión de los siguientes resultados, al considerar dos
álgebras Γ ' kQΓ/IΓ y Γ′ ' kQΓ′/IΓ′ , vamos a denotar los valores recién definidos
por ru = mu + nu, para u ∈ QΓ, y por r′v = m′v + n′v para v ∈ QΓ′ .
Recordemos que los morfismos de Pa a Ia que factorizan por Sa pertenecen a
<ra(Pa, Ia), pero no pertenecen a la siguiente potencia del radical (ver el Lema
1.7.14). Más aún, por la maximalidad de ra, si existe un morfismo f ∈ <k(Pa, Ia),
entonces k ≤ ra.
Vamos a probar que el ı́ndice de nilpotencia es invariante bajo mutaciones.
Siguiendo la notación presentada anteriormente, denotamos por a al vértice
de QΓ y QΓ′ proveniente de Ta, un sumando indescomponible de T ; y denotamos
por x (y, respectivamente) al vértice de QΓ (QΓ′ , respectivamente) provenientes
del sumandos M de T (M∗ de T ′, respectivamente).
Los siguientes lemas son necesarios para el próximo teorema.
Lema 5.2.18 Sea C la categoŕıa de conglomerado de un álgebra hereditaria H
de tipo de representación finito y sea T un objeto inclinante casi completo en C
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con completaciones M y M∗. Consideremos Γ = EndC(T ⊕M)op ' kQΓ/IΓ y
Γ′ = EndC(T ⊕M∗)op ' kQΓ′/IΓ′ las álgebras inclinadas de conglomerado, res-
pectivamente. Entonces, para todo sumando indescomponible Ta de T , se satisface
que ra = r
′
a.
Demostración: Sean H un álgebra hereditaria de tipo de representación finito y
C su categoŕıa de conglomerado. Consideremos T un objeto inclinante casi com-
pleto en C con completaciones M y M∗. Sean Γ = EndC(T )op y Γ′ = EndC(T ′)op
álgebras inclinadas de conglomerado, donde T = T ⊕ M y T ′ = T ⊕ M∗ son
objetos inclinantes en C.
Sean Ta un sumando indescomponible de T . Consideremos Pa, Sa e Ia los
Γ−módulos proyectivo, simple e inyectivo correspondientes al vértice a ∈ QΓ,




a a los Γ
′-módulos proyectivo, simple e inyectivo
correspondientes al vértice a ∈ QΓ′ , respectivamente. Sean ra y r′a los valores
definidos en la Notación 5.2.17. Probemos que ra = r
′
a.
Sea fa : Pa → Ia un morfismo no nulo de mod Γ que factoriza por Sa. Luego,
por el Lema 1.7.14 sabemos que fa ∈ <raΓ (Pa, Ia)\<
ra+1
Γ (Pa, Ia). Por lo tanto,
en virtud de la Proposición 1.3.9 podemos escribir al morfismo fa como fa =
Σsi=1gifi, para algún s ≥ 1, donde cada fi ∈ <Γ(Pa, Xi), con Xi ∈ ind Γ, y cada
gi es una suma finita de composiciones de ra − 1 morfismos irreducibles entre
módulos indescomponibles.
Sea Sx el Γ-módulo simple que es el top del Γ-módulo proyectivo indescom-
ponible Px = HomC(T,M). Como Sa 6= Sx afirmamos que ni los morfismos fi ni
los morfismos gi factorizan por addSx, pues HomΓ(Pa, Sx) = 0 = HomΓ(Sx, Ia).
Por lo tanto, por la equivalencia F : mod Γ/addSx → mod Γ′/addSy dada en
el Teorema 5.2.14, resulta que F (fa) = Σ
s
i=1F (gi)F (fi) es un morfismo no nulo,
donde cada F (fi) ∈ <Γ′(F (Pa), F (Xi)). Más aún, por la Proposición 5.2.16, ca-
da F (gi) es una suma finita de composiciones de ra − 1 morfismos irreducibles
entre módulos indescomponibles. Luego, F (fa) ∈ <raΓ′ (F (Pa), F (Ia)). Por la Ob-
servación 5.2.15, sabemos que F (fa) ∈ <raΓ′ (P ′a, I ′a). Por lo tanto, en virtud de la
Observación 1.7.15 tenemos que ra ≤ r′a.
De manera análoga podemos probar que r′a ≤ ra utilizando la equivalencia
cuasi-inversa de F , concluyendo aśı que ra = r
′
a. 2
Lema 5.2.19 Sea C la categoŕıa de conglomerado de un álgebra hereditaria H
de tipo de representación finito y sea T un objeto inclinante casi completo en C
con completaciones M y M∗. Consideremos Γ = EndC(T )
op ' kQΓ/IΓ y Γ′ =
EndC(T
′)op ' kQΓ′/IΓ′ las álgebras inclinadas de conglomerado con T = T ⊕M y
T ′ = T ⊕M∗. Sean x e y los vértices de QΓ y QΓ′, respectivamente provenientes




Demostración: Sean Γ ' kQΓ/IΓ y Γ′ ' kQΓ′/IΓ′ las álgebras inclinadas de
conglomerado definidas como en el enunciado. Consideremos x el vértice de QΓ
proveniente del sumando M de T e y el vértice de QΓ′ proveniente del sumando
M∗ de T ′. Vamos a probar que rx = r
′











y son los valores definidos en la
Notación 5.2.17.
Consideremos fx : Px → Sx un morfismo no nulo. Entonces, por el Lema 1.7.14
sabemos que fx ∈ <nx(Px, Sx)\<nx+1(Px, Sx). Por lo tanto, por la Proposición




h2→ X2 → . . .→ Xnx−1
hnx→ Sx.
de longitud nx. Por la equivalencia definida en el Teorema 5.2.4, éste es inducido
por un camino no nulo de morfismos irreducibles entre objetos indescomponibles
en la categoŕıa de conglomerado, que no factoriza por add τT
ϕ̃x : M
h̃1→ X̃1
h̃2→ X̃2 → . . .→ X̃nx−1
h̃nx→ τM∗ (5.1)
y también de longitud nx, donde Px = HomC(T,M), Sx = HomC(T, τM
∗) y cada
Xi = HomC(T, X̃i), para 1 ≤ i ≤ nx − 1.
Por otra parte, si consideramos g′y : S
′
y → I ′y un morfismo no nulo en mod Γ′,








y). Por lo tanto,
con un análisis análogo al anterior, existe ψ′y un camino no nulo de m
′
y morfismos
irreducibles entre módulos indescomponibles de S ′y a I
′
y en mod Γ
′. Más aún, este
camino es inducido por un camino no nulo ψ̃′y, de τM a τ
2M∗, de m′y morfismos
irreducibles entre objetos indescomponibles de la categoŕıa de conglomerado C,
que no factoriza por addT ′, como sigue:
ψ̃′y : τM → Ỹ ′1 → Ỹ ′2 → . . .→ Ỹ ′my−1 → τ 2M∗ (5.2)
ya que S ′y = HomC(T
′, τM) e I ′y = HomC(T, τ
2M∗).
Además, tenemos que 0 6= ϕ̃x ∈ HomC(M, τM∗), donde HomC(M, τM∗) =
HomD(F
−1M, τM∗) ⊕ HomD(M, τM∗); y también 0 6= ψ̃y ∈ HomC(M, τM∗),
donde HomC(τM, τ
2M∗) = HomD(F
−1τM, τ 2M∗) ⊕ HomD(τM, τ 2M∗). En am-
bos casos sólo uno de los sumandos es no nulo debido a que H es de tipo de
representación finito, (ver la Observación 5.1.6).
Luego, si HomD(F
−1M, τM∗) 6= 0, entonces HomD(F−1τM, τ 2M∗) 6= 0 ya
que
HomD(F
−1M, τM∗) = HomD(τM [−1], τM∗)
' HomD(τ 2M [−1], τ 2M∗)
' HomD(F−1τM, τ 2M∗).
(5.3)
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Por lo tanto, el camino (5.1) es inducido por un camino de τM [−1] a τM∗ de
morfismos irreducibles entre objetos indescomponibles en D de longitud nx, y
el camino (5.2) es inducido por un camino de τ 2M [−1] a τ 2M∗ de morfismos
irreducibles entre objetos indescomponibles en D de longitud m′y. Más aún, como
HomD(τM [−1], τM∗) ' HomD(τ 2M [−1], τ 2M∗) y Γ(D) es un carcaj con longi-
tud, entonces nx = m
′
y.
Ahora, si HomD(M, τM
∗) 6= 0, con el mismo argumento, también concluimos
que nx = m
′
y.
Análogamente, considerando gx : Sx → Ix un morfismo no nulo en mod Γ y
f ′y : P
′
y → S ′y un morfismo no nulo en mod Γ′, con un análisis análogo al anterior
podemos concluir que mx = n
′







Teorema 5.2.20 Sea C la categoŕıa de conglomerado de un álgebra hereditaria
H de tipo de representación finito. Sea T un objeto inclinante casi completo en C
con completaciones M y M∗. Sean T = T ⊕M y T ′ = T ⊕M∗ objetos inclinantes
en C y Γ = EndC(T )op y Γ′ = EndC(T ′)op las álgebras inclinadas de conglomerado,
respectivamente.
Entonces, rΓ = rΓ′ , donde rΓ y rΓ′ denotan los ı́ndices de nilpotencia de
<(mod Γ) y <(mod Γ′), respectivamente.
Demostración: Sean Γ ' kQΓ/IΓ y Γ′ ' kQΓ′/IΓ′ las álgebras inclinadas de
conglomerado definidas en el enunciado. Como H es de tipo de representación
finito, entonces Γ y Γ′ también lo son. Denotamos por rΓ y rΓ′ los ı́ndices de
nilpotencia de <(mod Γ) y <(mod Γ′), respectivamente. Vamos a probar que rΓ =
rΓ′ .
En efecto, sabemos que
rΓ = máx{ru | u ∈ (QΓ)0}+ 1 = máx{ru | Tu ∈ ind(addT )}+ 1, y
rΓ′ = máx{r′v | v ∈ (QΓ′)0}+ 1 = máx{r′v | Tv ∈ ind(addT ′)}+ 1.
Por el Lema 5.2.18, tenemos que ra = r
′
a para todo vértice a de QΓ y QΓ′ prove-
niente del sumando indescomponible Ta de T en C. Más aún, por el Lema 5.2.19,
sabemos que rx = r
′
y, donde x denota al vértice de QΓ proveniente del sumando
M de T en C, e y denota al vértice de QΓ′ proveniente del sumando M∗ de T ′ en
C. Por lo tanto, obtenemos las siguientes igualdades:
rΓ = máx{ru | Tu ∈ ind(addT )}+ 1
= máx{ra | Ta ∈ ind(addT ), rx}+ 1
= máx{r′a | Ta ∈ ind(addT ), r′y}+ 1




Probando que rΓ = rΓ′ .2
Teorema 5.2.21 Sean ∆ un carcaj Dynkin y Γ un álgebra inclinada de con-
glomerado de tipo ∆. Denotamos por rΓ el ı́ndice de nilpotencia de <(mod Γ),
entonces,
(a) Si ∆ = An, entonces rΓ = n para n ≥ 1.
(b) Si ∆ = Dn, entonces rΓ = 2n− 3 para n ≥ 4.
(c) Si ∆ = E6, entonces rΓ = 11.
(d) Si ∆ = E7, entonces rΓ = 17.
(e) Si ∆ = E8, entonces rΓ = 29.
Demostración: Sea Γ ' kQΓ/IΓ un álgebra inclinada de conglomerado de tipo
∆, donde ∆ es un carcaj Dynkin y sea H el álgebra hereditaria H = k∆.
Como H es de tipo de representación finito, por la Proposición 5.2.10, sabemos
que Γ también lo es. Sean rH y rΓ los ı́ndices de nilpotencia de <(modH) y
<(mod Γ), respectivamente. Afirmamos que rΓ = rH .
En efecto, por el Corolario 5.2.12, podemos transformar el álgebra Γ en el
álgebra H, por una secuencia finita de mutaciones del carcaj QΓ, y en cada paso,
por el Teorema 5.2.20, sabemos que los ı́ndices de nilpotencia del radical de la
categoŕıa de módulos no vaŕıan. Por lo tanto, rΓ = rH y en virtud del Teorema
4.3.9 tenemos el resultado deseado. 2
A continuación vamos a establecer la relación existente entre la composición de
morfismos irreducibles entre módulos indescomponibles, y la potencia del radical
a la cual pertenece dicha composición. Para ello, probemos primero el siguiente
resultado.
Proposición 5.2.22 Sea Γ un álgebra inclinada de conglomerado de tipo de re-
presentación finito. Sean M y N en ind Γ tales que IrrΓ(M,N) 6= 0. Entonces
dimk(HomΓ(M,N)) = 1. En particular, <2Γ(M,N) = 0.
Demostración: Sea Γ un álgebra inclinada de conglomerado de tipo de repre-
sentación finito. Entonces, Γ = EndC(T )
op donde C = D/F es la categoŕıa de
conglomerado de un álgebra hereditaria H de tipo de representación finito y T
un objeto inclinante de C.
Como IrrΓ(M,N) 6= 0, entonces existe un morfismo irreducible, digamos f :
M → N . Queremos probar que todos los morfismos g : M → N en mod Γ son
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k-linealmente dependientes a f . En efecto, supongamos que existe un morfismo
no nulo g : M → N que es k-linealmente independiente con f . Como Γ es de tipo
de representación finito, sabemos que dimk(IrrΓ(M,N)) = 1. En consecuencia, g
no es un morfismo irreducible, por lo tanto g ∈ <2(M,N). Más aún, debido a que
<∞(mod Γ) = 0, existe un n ≥ 2 tal que g ∈ <n(M,N)\<n+1(M,N).
Por lo tanto, existen morfismos f̃ , g̃ : M̃ → Ñ en la categoŕıa de conglo-
merado C que no factorizan por add(τ T ). Además, estos morfismos son indu-
cidos por morfismos en la categoŕıa derivada. Más aún, como HomC(M̃, Ñ) =
HomD(F
−1M,N)⊕HomD(M,N), y sólo uno de los sumandos es no nulo, pode-
mos deducir la existencia en Γ(D) de un morfismo irreducible y de un camino de
longitud n, con n ≥ 2, entre los mismos módulos, contradiciendo que Γ(D) es un
carcaj con longitud.
Por lo tanto, no existe un morfismo g : M → N en mod Γ que sea lineal-
mente independiente con f . Luego dimk(HomΓ(M,N)) = 1. Más aún, como f es
irreducible, deducimos que <2Γ(M,N) = 0. 2
Teorema 5.2.23 Sea A un álgebra inclinada de conglomerado de tipo de re-
presentación finito. Consideremos hi : Xi → Xi+1 morfismos irreducibles con
Xi ∈ indA para 1 ≤ i ≤ m. Entonces hm . . . h1 ∈ <m+1(X1, Xm+1) si y sólo si
hm . . . h1 = 0.
Demostración: Sea A un álgebra inclinada de conglomerado de tipo de represen-
tación finito. Consideremos X1, . . . , Xm+1 módulos indescomponibles de modA y
hi : Xi → Xi+1 morfismos irreducibles, para 1 ≤ i ≤ m.
Si hm . . . h1 = 0, es claro que hm . . . h1 ∈ <m+1(X1, Xm+1).
Rećıprocamente, supongamos que hm . . . h1 ∈ <m+1(X1, Xm+1) y hm . . . h1 6=
0. Entonces, por el Teorema 1.7.19 existen morfismos irreducibles fi : Xi → Xi+1,
para 1 ≤ i ≤ m tales que fm . . . f1 = 0. Por la Proposición 5.2.22, sabemos
que para cada i se satisface que dimk(HomA(Xi, Xi+1)) = 1. Por lo tanto, fi
y hi son k-linealmente dependientes, es decir, para cada i podemos escribir a
hi como hi = λifi, donde λi es un elemento no nulo de k. En consecuencia,
hm . . . h1 = λfm . . . f1 = 0, contradiciendo lo que hab́ıamos asumido. Por lo tanto,
hm . . . h1 = 0 demostrando aśı lo deseado. 2
5.3. Álgebras inclinadas de conglomerado de ti-
po An y de tipo Dn.
En [15], P. Caldero, F. Chapoton y R. Schifler presentaron a la categoŕıa de
conglomerado de las álgebras hereditarias de tipo An de una manera geométrica.
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Más precisamente, teniendo en cuenta las diagonales de un poĺıgono de n+3 vérti-
ces. Los morfismos entre las diagonales son realizados geométricamente usando
movimientos de pivoteos elementales y relaciones de malla. Más tarde, en [38],
R. Schifler exhibió a la categoŕıa de conglomerado de las álgebras hereditarias de
tipo Dn también geométricamente, reemplazando el poĺıgono de n + 3 vértices
por un poĺıgono de n vértices con una punción en su centro. En este caso, en vez
de tener en cuenta las diagonales del poĺıgono, el autor considera las clases de
homotoṕıa entre dos vértices. Los morfismos también son definidos usando movi-
mientos de pivoteos elementales y relaciones de malla, generalizando el concepto
introducido en [15].
Las álgebras inclinadas de conglomerado también se definieron de manera
geométrica. Las de tipo An son aquellas que se obtienen desde una triangulación
arbitraria de un poĺıgono de n+ 3 vértices. La categoŕıa de módulos está comple-
tamente determinada por la triangulación y, más aún, los objetos inclinantes de
la categoŕıa de conglomerado están en correspondencia con las triangulaciones del
poĺıgono. Para el caso Dn se tiene un resultado similar. Las álgebras inclinadas
de conglomerado de tipo Dn son aquellas que se obtienen desde una triangulación
arbitraria de un poĺıgono de n vértices con una punción. Como en el caso An, la
categoŕıa de módulos también está completamente determinada por la triangu-
lación y los objetos inclinantes están en correspondencia con las triangulaciones
del poĺıgono.
El objetivo de esta sección es presentar una demostración distinta de la dada
en el Teorema 5.2.21 para determinar el ı́ndice de nilpotencia de las álgebras
inclinadas de conglomerado de tipo An y Dn, utilizando las triangulaciones men-
cionadas.
5.3.1. Álgebras inclinadas de conglomerado de tipo An.
Vamos a comenzar esta sección presentando la realización geométrica de la
categoŕıa de conglomerado de tipo An.
Fijamos un entero positivo n y consideramos un poĺıgono (regular) de n + 3
vértices. Una diagonal es un segmento en el interior del poĺıgono cuyos extremos
son vértices no adyacentes del poĺıgono. Siguiendo la notación de [15], las diago-
nales se denominan ráıces y las denotamos con letras griegas. En algunos casos,
denotaremos a una ráız α por Ma,b, donde a y b son los vértices del poĺıgono que
representan a los extremos de la diagonal α.
Sean a y b vértices del poĺıgono. Decimos que a y b son vértices vecinos si
el segmento ab es una arista del poĺıgono. En particular, vamos a diferenciar si a
es vecino antihorario de b o si a es vecino horario de b, dependiendo de las
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posiciones relativas de los vértices en el poĺıgono.
Una triangulación T del poĺıgono es un conjunto maximal de diagonales
que no se intersecan. Dicha triangulación divide al poĺıgono en triángulos. A las
diagonales de la triangulación T las llamamos ráıces negativas, mientras que las
otras diagonales las denominamos ráıces positivas. Existen n ráıces negativas,
a las cuales las denotamos por −αi, para i = 1, . . . , n.
Dada una ráız positiva α, el soporte de α, Suppα, es el conjunto de ráıces
negativas que cruzan a α.
Un movimiento de pivoteo elemental de una ráız α a una ráız α′ está
definido si las correspondientes diagonales comparten un vértice, denominado
pivot. En tal caso, dicho movimiento se define como la rotación sobre el pivot
en sentido antihorario desde α hasta α′. A un movimiento de pivoteo elemental
con pivot en el vértice a, lo denotamos por P a. Un camino de pivoteos entre
dos ráıces α y α′ es una secuencia de movimientos de pivoteos elementales de α
a α′. Sea P un camino de pivoteos, de longitud de P , `(P ), es la cantidad de
movimientos de pivoteos elementales que tiene la secuencia.
Sea n un entero positivo y consideremos un poĺıgono de n + 3 vértices. De-
notamos por C a la categoŕıa cuyos objetos indescomponibles son las diagonales
del poĺıgono, es decir, las ráıces (negativas y positivas), y los morfismos entre
dos ráıces están generados por caminos de pivoteos, con la siguiente relación de
malla:
(i) Si existe un camino de pivoteos desde α = Ma,b hasta α
′ = Mc,d tal que
P dP a(α) = α′, entonces P dP a(α) = P cP b(α).
(ii) Si en algún paso de la secuencia de pivoteo, una diagonal se transforma en
una arista del poĺıgono, entonces la relación de malla es cero.
La siguiente figura ilustra la condición (i).
En [15], los autores probaron que la categoŕıa C es equivalente a la categoŕıa de
conglomerado de tipo An. Más aún, también probaron que los objetos inclinantes
están en correspondencia con las triangulaciones T del poĺıgono.
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A continuación definiremos un carcaj proveniente de una triangulación T de
un poĺıgono de n+ 3 vértices.
Sea T una triangulación de un poĺıgono de n+ 3 vértices. Definimos el carcaj
QT como sigue:
• los vértices de QT están en biyección con las ráıces negativas de T . Podemos
considerar a los vértice como el punto medio de cada diagonal de T .
• Existe una arista entre dos vértices de QT si las diagonales correspondientes
son lados de un mismo triángulo en T . Una arista i− j está orientada como
la flecha i→ j en QT si existe un movimiento de pivoteo de −αj a −αi.
Siguiendo la notación de [15], denotamos por modQT a la categoŕıa de módu-
los sobre el carcaj QT con la siguiente relación: en todo tres-ciclo, la composición
de dos flechas consecutivas es cero.
El siguiente resultado es esencial para nuestro trabajo.
Teorema 5.3.1 [15] Las álgebras inclinadas de conglomerado de tipo An son
precisamente aquellas que se obtienen de una triangulación de un poĺıgono de
n+ 3 vértices.
A continuación vamos a introducir a los objetos de modQT , indexados por las
ráıces positivas. Sea α una ráız positiva, el módulo M(α) = (Mα, fα) = (Mαi , f
α
i,j)
está dado por la siguiente representación:
Mαi =
{
k si − αi ∈ Suppα,





i = k = M
α
j
0 en caso contrario
(5.5)
Observación 5.3.2 El módulo simple correspondiente al vértice j en QT está
dado por M(αj), donde αj es la ráız positiva que interseca únicamente a −αj en
T , es decir, Suppαj = {−αj}.
A continuación recordaremos la definición de la siguiente categoŕıa, introdu-
cida en [15].
Sea T una triangulación de un poĺıgono de n+3 vértices. La categoŕıa k−lineal
CT se define como sigue:
• Los objetos de CT son combinaciones lineales de ráıces positivas con esca-
lares positivos.
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• Los morfismos entre dos ráıces positivas α y α′ están generados por movi-
mientos de pivoteos elementales y la siguiente relación de malla.
(i) Si existe un camino de pivoteos desde α = Ma,b hasta α
′ = Mc,d tal
que P dP a(α) = α′, entonces P dP a(α) = P cP b(α).
(ii) Si en algún paso de la secuencia de pivoteo, una diagonal se transforma
en una ráız negativa o en una arista del poĺıgono, entonces la relación
de malla es cero.
El espacio de morfismos entre dos objetos de CT se puede extender por
sumas directas.
Vamos a definir Θ un funtor aditivo entre las categoŕıas CT y modQT .
Dada α una ráız positiva, definimos Θ(α) = M(α) dada por la representación
presentada en (5.5). Definimos Θ sobre cualquier objeto de CT extendiéndolo por
sumas directas.
Ahora, vamos a definir el funtor Θ sobre los morfismos. Por aditividad, es
suficiente definirlo sobre morfismos entre ráıces positivas. Consideremos primero
P : α → α′ un movimiento de pivoteo elemental. Entonces Θ(P ) : M(α) →
M(α′), se define como idk cuando sea posible, y 0 en caso contrario. Se puede
generalizar para cualquier morfismo entre dos ráıces positivas. Aśı definido, en
[15] se prueba que se satisface la relación de malla.
Teorema 5.3.3 [15, Teorema 4.4] Sea T una triangulación de un poĺıgono de
n+ 3 vértices. Entonces el funtor definido anteriormente
Θ : CT → modQT
es una equivalencia de categoŕıas.
Observación 5.3.4 Por el Teorema 5.3.1 y el Teorema 5.3.3, estudiar la cate-
goŕıa de módulos de un álgebra inclinada de conglomerado de tipo An, es equi-
valente a estudiar la categoŕıa CT , donde T es una triangulación de un poĺıgono
de n+ 3 vértices, asociada a dicha álgebra.
En [15, Corolario 4.7] se enuncia que existe una biyección entre las ráıces
positivas y los módulos indescomponibles de modQT . Más aún, los factores de
composición de un módulo M están dados por el soporte de la correspondiente
ráız positiva dada por dicha biyección.
A continuación presentaremos algunas descripciones de la categoŕıa CT , te-
niendo en cuenta la equivalencia de categoŕıas definida anteriormente. Para ello
recordemos la siguiente notación dada en [15].
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Sea α = Ma,b una diagonal del poĺıgono. Definimos r
+(α) = Mc,d y r
−(α) =
Me,f , donde los vértices c y d (e y f) son los vecinos antihorario (horario) de a y
b , respectivamente.
Teorema 5.3.5 Sean T una triangulación de un poĺıgono de n+ 3 vértices y CT
la correspondiente categoŕıa. Entonces se satisfacen los siguientes enunciados.
(i) Los morfismos irreducibles en CT son sumas directas de morfismos dados
por los movimientos de pivoteos elementales.
(ii) La relación de malla de CT es la relación de malla del carcaj de Auslander-
Reiten de CT .
(iii) Sea α una ráız positiva de CT . Entonces τ α = r−(α), donde τ denota al
trasladado de Auslander-Reiten.
(iv) Los objetos proyectivos indescomponibles de CT están dados por r+(T ).
(v) Los objetos inyectivos indescomponibles de CT están dados por r−(T ).
Notación: Sean T una triangulación de un poĺıgono de n + 3 vértices y CT la
correspondiente categoŕıa. Consideremos −αj una ráız negativa. Vamos a denotar
por α+j y α
−
j al objeto proyectivo e inyectivo indescomponible correspondiente a la
ráız −αj, respectivamente, es decir, α+j = r+(−αj) y α−j = r−(−αj). Es claro que,
M(α+j ) = Pj y M(α
−
j ) = Ij, donde Pj e Ij son los módulos proyectivo e inyectivo
indescomponibles en modQT correspondiente al vértice j ∈ QT , respectivamente.
La siguiente figura muestra, para una triangulación particular T , el objeto
proyectivo P2 y el objeto inyectivo I2 en CT , correspondientes a la ráız negativa
−α2.
Dados dos módulos M(α) y M(α′) de modQT , en [15, Lemma 3.4] se prueba
que dimk(HommodQT (M(α),M(α
′))) ≤ 1. Por consiguiente, dados A un álgebra
de conglomerado de tipoAn yM,N ∈ modA, tenemos que dimk(HomA(M,N)) ≤
1.
Como una consecuencia inmediata obtenemos el siguiente resultado.
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Corolario 5.3.6 Sea A un álgebra inclinada de conglomerado de tipo An. En-
tonces, se satisfacen las siguientes condiciones.
(a) Para cada Z ∈ indA tenemos que <A(EndA(Z)) = 0.
(b) Sean M,N ∈ indA tales que IrrA(M,N) 6= 0, entonces <2(M,N) = 0.
Demostración: (a) Sea A un álgebra inclinada de conglomerado de tipo An y Z
un A−módulo indescomponible. Como HomA(Z,Z) 6= 0, entonces HomA(Z,Z)
tiene dimensión uno. Por lo tanto todo morfismo f : Z → Z es un isomorfismo,
concluyendo aśı que <A(EndA(Z)) = 0.
(b) Sea f : M → N un morfismo irreducible entre A-módulos indescomponi-
bles. Supongamos que <2A(M,N) 6= 0. Entonces existe g : M → N un morfismo
no nulo, tal que g ∈ <2A(M,N). Como dimk(HomA(M,N)) = 1, podemos es-
cribir a f como f = λg, donde λ es un elemento inversible de k. Por lo tanto
f ∈ <2A(M,N), contradiciendo que f es un morfismo irreducible. 2
Estamos en condiciones de presentar el siguiente resultado, que es esencial
para el teorema principal de la sección.
Teorema 5.3.7 Sea T una triangulación de un poĺıgono con n+3 vértices y con-
sideremos −αj una ráız negativa. Sean α+j y α−j los objetos proyectivo e inyectivo





j tienen longitud n− 1.
Demostración: Sea T una triangulación y consideremos −αj = Ma,b una ráız
negativa. Sean α+j e α
−
j los objetos proyectivo e inyectivo de CT correspondientes a
−αj, respectivamente. Vamos a denotar a dichos objetos en función a sus extremos
en el poĺıgono, es decir, α+j = Mp1,p2 y α
−
j = Mq1,q2 .
Consideremos Pj = M(α
+
j ) e Ij = M(α
−
j ) los módulos proyectivo e inyec-
tivo de modQT correspondientes al vértice j, respectivamente. Sabemos que





j ) 6= 0. Por lo tanto existe un camino de pivoteos
α+j




−→ . . .−→αm−1 P
m
−→ α−j .
donde cada αi son ráıces positivas y cada P k son movimientos de pivoteos ele-
mentales, para 1 ≤ i ≤ m− 1 y 1 ≤ k ≤ m. Queremos probar que m = n− 1.
Sin pérdida de generalidad (por la relación de malla) podemos asumir que los
m1 primeros movimientos P
1, . . . , Pm1 tienen de pivot el vértice p2 y transforman
la ráız α+j = Mp1,p2 en la ráız Mq1,p2 , y que los siguientes m −m1 movimientos
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Pmj1+1, . . . , Pmj tienen de pivot al vértice q1 y transforman la ráız Mq1,p2 en la
ráız αj = Mq1,q2 , como ilustra la siguiente figura.
Podemos notar que por la posición relativa en el poĺıgono de los vértices
mencionados, todas las diagonales de este camino son ráıces positivas, ya que
intersecan a la ráız negativa −αj.
Ahora, etiquetemos a los vértices del poĺıgono de la siguiente manera: deno-
tamos por 1 al vecino antihorario del vértice p1, y continuamos enumerando el
resto de los vértices en sentido antihorario. En consecuencia, el vértice p1 queda
etiquetado por n + 3 y el vértice q1 queda etiquetado por n + 1. Más aún, los
objetos proyectivo e inyectivo correspondientes de −αj quedan etiquetados como
α+j = M(n+3),(m1+2),
α−j = M(m1),(m+2),
Por lo tanto, por las etiquetas del vértice q1 tenemos que n + 1 = m + 2, y en
consecuencia m = n− 1.
En conclusión, dada una ráız negativa −αj, existe un camino de pivoteos no
nulo de α+j a α
−
j de longitud n−1. Más aún, dado que dimk(HomCT (α+j , α−j )) = 1,
cualquier camino de pivoteos no nulo de la forma α+j  α
−
j tiene longitud n− 1.
2
Teorema 5.3.8 Sea A un álgebra inclinada de conglomerado de tipo An. Enton-
ces rA = n, donde rA denota al ı́ndice de nilpotencia de <(modA).
Demostración: Por la Observación 1.7.18, dada A un álgebra de tipo de repre-
sentación finito, el ı́ndice de nilpotencia del <(modA) está dado en función del
camino de mayor longitud de la forma Pa  Sa  Ia, con a ∈ (Qa)0.
Consideremos A un álgebra inclinada de conglomerado de tipo An. Entonces
existe T una triangulación de un poĺıgono de n + 3 vértices tal que la categoŕıa
modQT es equivalente a la categoŕıa CT . Más aún, los módulos proyectivo, simple
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e inyectivo indescomponibles Pj, Sj e Ij, correspondientes al vértice j ∈ (QT )0,
respectivamente, están dados por las ráıces α+j , αj y α
−
j , donde −αj es una ráız
negativa de T . Por el Teorema 5.3.7, todo camino de pivoteos no nulo de α+j a
α−j tiene longitud n − 1. En consecuencia, todo camino no nulo de morfismos
irreducibles entre módulos indescomponibles en modA de Pj a Ij tiene longitud
n − 1. En particular aquellos que factorizan por el módulo Sj. Más aún, por la
arbitrariedad de la elección del vértice j ∈ QT , deducimos que cualquier camino
de la forma Pa  Sa  Ia, con a ∈ QT , tiene longitud n − 1. Por lo tanto, si
denotamos por rA el ı́ndice de nilpotencia de <(modA) tenemos que
rA = máxj∈(QT )0{`(Pj  Sj  Ij)}+ 1 = n− 1 + 1 = n.2
El siguiente resultado muestra la relación existente entre la composición de
morfismos irreducibles y la potencia del radical a la cual pertenece.
Proposición 5.3.9 Sea A un álgebra inclinada de conglomerado de tipo An.
Consideremos hi : Xi → Xi+1 morfismos irreducibles con Xi ∈ indA para
1 ≤ i ≤ m. Entonces hm . . . h1 ∈ <m+1(X1, Xm+1) si y sólo si hm . . . h1 = 0.
Demostración: Sea A un álgebra inclinada de conglomerado de tipo An y con-
sideremos m morfismos irreducibles hi : Xi → Xi+1, con 1 ≤ i ≤ m, donde cada
Xi es un módulo indescomponible.
Si hm . . . h1 = 0, es claro que hm . . . h1 ∈ <m+1(X1, Xm+1).
Rećıprocamente, consideremos que hm . . . h1 ∈ <m+1(X1, Xm+1) y suponga-
mos que hm . . . h1 6= 0. Entonces, por el Teorema 1.7.19, existen morfismos irre-
ducibles fi : Xi → Xi+1 tales que fm . . . f1 = 0. Como HomA(Xi, Xi+1) 6= 0
entonces dimk(HomA(Xi,Xi+1)) = 1, para 1 ≤ i ≤ m+ 1. Más aún, a cada hi se
lo puede escribir como hi = λifi, con λi ∈ k∗.
En consecuencia, hm . . . h1 = λfm . . . f1 = 0, contradiciendo lo que hab́ıamos
asumido. Por lo tanto hm . . . h1 = 0. 2
5.3.2. Álgebras inclinadas de conglomerado de tipo Dn.
Siguiendo el mismo enfoque presentado en la sección anterior, en [38], R.
Schiffler introdujo a la categoŕıa de conglomerado de tipo Dn desde un punto de
vista geométrico. Más precisamente, consideró una triangulación en un poĺıgono
regular de n vértices, con una punción en su centro.
Muchas de las nociones que presentaremos aqúı son una generalización de lo
introducido en la sección anterior en el caso An.
Consideremos un poĺıgono regular de n vértices con una punción en su centro.
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Si a 6= b son vértices en el poĺıgono, denotamos por δa,b al camino de a a b
sobre el borde del poĺıgono en el sentido antihorario, y no pasa por el mismo
vértice dos veces, (ver Figura 5.1). Si a = b, δa,a es el camino que recorre el borde
del poĺıgono exactamente una vez y a es el único vértice que pasa por δa,a dos
veces.
Figura 5.1: δa,b, Ma,b y M
ε
c,c
Si a 6= b, |δa,b| denota el número de vértices que pertenecen al camino δa,b,
incluyendo a los vértices a y b. Si a = b, |δa,a| = n+ 1. Siguiendo el concepto in-
troducido en la sección anterior, decimos que b es el vecino antihorario (vecino
horario, respectivamente) de a si |δa,b| = 2 (|δa,b| = n, respectivamente).
Una diagonal es una tres-upla (a, α, b), donde a y b son vértices del poĺıgono
con punción y α es un camino de a a b que satisface
(1) α es homotópico a δa,b, es decir, podemos transformar continuamente al
camino α en el camino δa,b.
(2) α yace en el interior del poĺıgono, excepto por sus vértices extremos a y b.
(3) α no tiene autointersecciones.
(4) |δa,b| ≥ 3.
Dos diagonales (a, α, b) y (c, β, d) se dicen equivalentes si a = c, b = d y α es
homotópico a β. Denotamos por E al conjunto de las clases de equivalencia de las
diagonales. Es claro que un elemento en E está uńıvocamente determinado por
el par ordenado de vértices (a, b). Denotaremos por Ma,b la clase de equivalencia
de las diagonales (a, α, b).
En [38], el autor define E ′ = {M εa,b | Ma,b ∈ E, ε = ±1 y ε = 1 if a 6= b} al
conjunto de las diagonales etiquetadas.
Por cada par ordenado de vértices (a, b) tales que a 6= b y b no es vecino
antihorario de a, existe exactamente una diagonal etiquetada M1a,b ∈ E ′, que
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denotaremos simplemente por Ma,b. Para cada vértice a, existen exactamente dos
diagonales etiquetadas: M−1a,a y M
1
a,a. Estás se representarán como un segmento
que tiene como vértices extremos a a y a la punción del poĺıgono. Si ε = −1,
dicho segmento será marcado con una ĺınea, mientras que si ε = 1, el segmento
no estará marcado, ver Figura 5.1.
Sean M = M εa,b y N = M
ε′
c,d dos diagonales en E
′. El número de cruces
e(M,N) de M a N es el menor número de intersecciones de Ma,b y Mc,d en el
interior del poĺıgono con punción. Si a 6= b o c 6= d, el número de cruces es claro.
En el caso en que a = b y c = b, no es tan directo decir cuándo dichas diagonales
se cruzan. En [38], el autor definió dicho número como sigue:
e(M,N) =
{
1 si a 6= c y ε 6= ε′
0 en caso contrario
(5.6)
Decimos que M cruza a N si e(M,N) es por lo menos 1. Sigue de su construcción
que el número de cruces es a lo sumo 2.
Generalizando el concepto en el caso An, vamos a definir los movimientos de
pivoteos elementales, que corresponderán a morfismos irreducibles en la categoŕıa
de conglomerado.
Un movimiento elemental manda una diagonal etiquetada M εa,b ∈ E ′ a otra
diagonal etiquetada M ε
′
a′,b′ ∈ E ′ que satisfacen ciertas condiciones. Dichas condi-
ciones vamos a separarlas en cuatro casos dependiendo la posición relativa de a
y b. Vamos a denotar por c (d, respectivamente) el vecino antihorario de a (b,
respectivamente).
1. Si |δa,b| = 3 entonces hay precisamente un movimiento de pivoteo elemental
Ma,b 7→Ma,d.
2. Si 4 ≤ |δa,b| ≤ n−1, entonces hay precisamente dos movimientos de pivoteo
elementales: Ma,b 7→Mc,b y Ma,b 7→Ma,d.
3. Si |δa,b| = n, entonces d = a y hay precisamente tres movimientos de pivoteo
elementales Ma,b 7→Mc,b, Ma,b 7→M1a,a y Ma,b 7→M−1a,a .
4. Si |δa,b| = n+1, entonces a = b y hay precisamente un movimiento elemental
M εa,a 7→Mc,a.
Notemos que en todos los casos, en un movimiento de pivoteo elemental las
diagonales etiquetadas comparten un vértice. A dicho vértice lo denominamos
pivot. Al igual que antes, un camino de pivoteos entre dos diagonales etique-
tadas es una secuencia de movimientos de pivoteos elementales.
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Consideremos un poĺıgono de n vértices con una punción. Como antes, una
triangulación en dicho poĺıgono es un conjunto maximal de diagonales etique-
tadas que no se intersecan. A diferencia del caso An, aqúı una triangulación no
necesariamente corta al poĺıgono en triángulos. Como presentamos en la sección
anterior, dada una triangulación T , las diagonales etiquetadas que pertenecen a T
se denominan ráıces negativas y las otras diagonales etiquetadas se denominan
ráıces positivas. En [38, Lemma 3.4] se prueba que una triangulación de un
poĺıgono de n vértices con una punción tiene exactamente n elementos. A esas n
ráıces negativas las denotaremos por −αi.
Se define también el trasladado τ de una diagonal M εa,b ∈ E ′ como sigue:
denotamos por a′ y b′ los vecinos horario de a y b, respectivamente.
1. Si a 6= b, entonces τMa,b = Ma′,b′ .
2. Si a = b, entonces τM εa,a = M
−ε
a′,a′ , para ε = ±1.
Notación 5.3.10 Vamos a unificar la notación presentada en la sección anterior.
Notemos que si a 6= b, τMa,b está definido como r−(Ma,b) presentado en el Teore-
ma 5.3.5 . En el caso que a = b, definimos r−(M εa,a) = τM
ε
a,a, como enunciamos
recientemente en el punto 2.
De forma similar al caso An, se define C una categoŕıa k-lineal como sigue. Los
objetos son sumas directas de ráıces (positivas y negativas) en E ′. Por aditividad
es suficiente definir los morfismos entre ráıces. Dadas dos ráıces M y N , el espacio
de morfismos HomC(M,N) es el cociente del k-espacio vectorial generado por
caminos de pivoteo de M a N , sobre el espacio generado por la siguiente relación,
denominada relación de malla: Para cada ráız X ∈ E ′, la relación de malla está
dada por ∑
τX 7→ Yi 7→ X,
donde τX 7→ Yi y Yi 7→ X son todos los movimientos de pivoteos elementales
que comienzan (terminan, respectivamente) en τX (X, respectivamente). Por lo
visto anteriormente, estas sumas tienen a lo sumo tres sumandos.
Esta categoŕıa C es equivalente a una categoŕıa de conglomerado de tipo Dn,
ver [38, Teorema 4.3].
La siguiente proposición nos será de utilidad para nuestro trabajo.
Proposición 5.3.11 Sea C la categoŕıa de diagonales etiquetadas de un poĺıgono
de n vértices con una punción. Sean M,N ∈ ind C. Entonces la dimensión como
k-espacio vectorial de HomC(M,N) es igual a e(τM,N).
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A continuación presentaremos la equivalencia que relaciona a las álgebras
inclinadas de conglomerado de tipo Dn con la categoŕıa de diagonales etiquetadas.
Para ello vamos a definir una nueva categoŕıa k-lineal.
Sea T una triangulación de un poĺıgono de n vértices con una punción. De-
finimos a la categoŕıa CT de la siguiente manera. Los objetos de CT son sumas
directas de ráıces positivas en E ′. El espacio de morfismos HomCT (M,N) entre
dos ráıces positivas M , N es el cociente del k-espacio vectorial generado por ca-
minos de pivoteo de M a N entre ráıces positivas, sobre el espacio generado por
la relación de malla presentada para la categoŕıa C, con la condición adicional de
que la composición τX 7→ Yi 7→ X es cero si alguno de los tres objetos es una
ráız negativa. Los morfismos se extienden por aditividad para cualquier par de
objetos de CT .
Observación 5.3.12 Dada la definición de las categoŕıas C y CT , tenemos que
CT es una subcategoŕıa de C, pero ésta no es plena. Por lo tanto, dados M,N
objetos de CT , resulta que
dimk(HomCT (M,N)) ≤ dimk(HomC(M,N)).
Consideremos un poĺıgono de n vértices con una punción y C la categoŕıa de
diagonales etiquetadas. Un objeto inclinante en la categoŕıa C es un conjunto
maximal de diagonales etiquetadas que no se intersecan, es decir, es una triangu-
lación del poĺıgono.
Sea T una triangulación de un poĺıgono con punción de n vértices. Enton-
ces, el álgebra de endomorfismos EndC(T )
op se denomina álgebra inclinada de
conglomerado. Se muestra en [38, Sección 6.4] que HomC(τ
−1T,−) induce una
equivalencia de categoŕıas
ϕT : CT → mod(EndC(T ))op.
Más aún, si denotamos a las diagonales de T por T1, . . . Tn, el vector dimensión
de un módulo ϕT (M
ε






Teorema 5.3.13 [38] Las álgebras inclinadas de conglomerado de tipo Dn son
precisamente aquellas que se obtienen de una triangulación de un poĺıgono de n
vértices con una punción.
Con lo presentado hasta ahora estamos en condiciones de probar los resultados
principales de esta sección.
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Lema 5.3.14 Sea T una triangulación de un poĺıgono de n vértices con una
punción. Se satisfacen los siguientes enunciados.
(a) Para cada objeto indescomponible M ∈ CT , el k-espacio vectorial EndCT (M)
tiene dimensión uno.
(b) Si M y N son objetos indescomponibles de CT tal que existe un movimiento
de pivoteo elemental de M a N , entonces HomCT (M,N) tiene dimensión
uno.
Demostración: Vamos a probar el resultado usando el concepto de número de
cruces entre dos ráıces. Por la Proposición 5.3.11 y la Observación 5.3.12 tenemos
que dadas dos ráıces positivas M y N , dimk(HomCT (M,N)) ≤ e(τM,N).
(a) Sea M = M εa,b un objeto indescomponible de CT .
Si M = M εa,a, entonces τM = M
−ε
a′,a′ , donde a
′ es el vecino horario de a. Por
la definición del número de cruces, obtenemos que e(τM,M) = 1.
Si M = Ma,b, con a 6= b, entonces τM = Ma′,b′ , con a′ y b′ los vecinos horario
de a y b, respectivamente, como ilustra la Figura 5.2.
Figura 5.2: e(τM,M)
Luego, podemos observar que e(τM,M) = 1.
En ambos casos dimkEndCT (M) ≤ e(τM,M) = 1. Más aún, EndCT (M) 6= 0.
Por lo tanto, dimkEndCT (M) = 1.
(b) Sean M = M εa,b y N = M
ε′
c,d objetos indescomponibles de CT tales que
existe un movimiento de pivoteo elemental de M a N . Luego, HomCT (M,N) 6= 0.
Para probar la afirmación vamos a analizar los siguientes dos casos:
1. Si a = b, entonces hay precisamente un movimiento de pivoteo elemental
M → N , donde d = a y c es el vecino antihorario de a. Sea τM = M−εa′,a′ ,
con a′ el vecino horario de a. Entonces, es claro que e(τM,N) = 1.
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2. Si a 6= b, entonces los siguientes son los diferentes tipos de movimientos de
pivoteo elementales:
(i) Ma,b 7→Ma,d, donde d es el vecino antihorario de b, si 3 ≤ |δa,b| ≤ n−1;
(ii) Ma,b 7→Mc,b donde c es el vecino antihorario de a, si 4 ≤ |δa,b| ≤ n;
(iii) Ma,b 7→M εa,a, con ε = ±1, si |δa,b| = n.
Sea τM = M ε
′′
a′,b′ , con a
′ y b′ los vecinos horario de a y b, respectivamente. En
todos los casos tenemos que e(τM,N) = 1, como ilustra la siguiente figura
Aśı, dimkHomCT (M,N) ≤ 1 y como HomCT (M,N) 6= 0, entonces dimkHomCT (M,N) =
1, probando lo deseado. 2
Como consecuencia del lema anterior tenemos el siguiente resultado.
Corolario 5.3.15 Sea T una triangulación de un poĺıgono de n vértices con una
punción. Entonces, se satisfacen los siguientes enunciados.
(a) Para cada M ∈ ind CT , tenemos que <CT (EndCT (M)) = 0.
(b) Si M,N ∈ ind CT y IrrCT (M,N) 6= ∅, entonces <2CT (M,N) = 0.
Dada T una triangulación de un poĺıgono con n vértices con una punción,
vamos a describir los objetos proyectivos, inyectivos y simples de la categoŕıa CT ,
de manera análoga a lo descripto en el caso An.
• Los objetos simples de CT están dados por las ráıces positivas que intersecan
a una única ráız negativa.
• Los objetos proyectivos indescomponibles de CT están dados por r+(T ).
• Los objetos inyectivos indescomponibles de CT están dados por r−(T ).
150
Observación 5.3.16 Consideremos T una triangulación de un poĺıgono de n
vértices con una punción. Sean C la categoŕıa de diagonales etiquetadas y Γ =
EndC(T )
op el álgebra inclinada de conglomerado. Como vimos anteriormente, la
categoŕıa de ráıces positivas CT es equivalente a la categoŕıa mod(EndC(T )op).
Dicha equivalencia está dada por el funtor ϕT , inducido por HomC(τ
−1T,−).
Análogamente al caso An, dada −αj una ráız negativa, el módulo proyectivo
indescomponible Pj está dado por la imagen de la ráız positiva r
+(−αj), es decir
Pj = ϕT (r
+(−αj)). De la misma manera, el módulo inyectivo indescomponible Ij
está dado por ϕT (r
−(−αj)) y el módulo simple Sj está dado por ϕT (αj), donde
αj es la ráız positiva que interseca únicamente a la ráız negativa −αj en T .
Para simplificar la notación, vamos a denotar por α+j y α
−
j al objeto proyectivo
e inyectivo indescomponible correspondiente a la ráız −αj, respectivamente.
Lema 5.3.17 Sea T una triangulación de un poĺıgono de n vértices con una
punción. Consideremos α+j y α
−
j al objeto proyectivo e inyectivo indescompo-





j )) = 1.





j )) ≤ e(τα+j , α−j ). Como τα+j = −αj y α−j = τ(−αj), tenemos
que analizar el número de cruces e(−αj, τ(−αj)).
Considerando los casos en que −αj = M εa,a, con ε ∈ {−1, 1}, o −αj = Ma,b,
con a 6= b, de manera análoga a la demostración del Lema 5.3.14, podemos





j )) ≤ 1.
Más aún, si consideramos Γ = EndC(T )
op y ϕT : CT → mod Γ la equivalencia




j ) 6= 0 ya que
HomΓ(Pj, Ij) 6= 0. Por lo tanto, dimk(HomCT (α+j , α−j )) = 1. 2
Estamos en condiciones de determinar la longitud de los caminos de pivoteos
de la forma α+j  αj  α
−
j en CT , que representan caminos de morfismos irreduci-





1, todos los caminos de pivoteos no nulo de α+j a α
−
j tienen la misma longitud.
En particular los caminos de pivoteos no nulos de la forma α+j  αj  α
−
j .
Antes de probar el próximo resultado, recordemos la siguiente notación dada
en [38]. Sean a y b vértices en el poĺıgono. Denotamos por [a, b] al conjunto de
todos los vértices que yacen sobre el camino δa,b. Por ]a, b[ denotamos el conjunto
de vértices [a, b]\{a, b}, y por ]a, b] ([a, b[, respectivamente) denotamos el conjunto
de vértices pertenecientes a [a, b] \ {a} ([a, b] \ {b}, respectivamente).
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Teorema 5.3.18 Sea T una triangulación de un poĺıgono de n vértices con una
punción. Dada −αj una ráız negativa, denotamos por α+j y α−j al objeto proyectivo
e inyectivo de CT correspondientes a −αj, respectivamente. Entonces todo camino
de pivoteos no nulo de α+j a α
−
j tiene longitud igual a 2n− 4.
Demostración: Sea T una triangulación de un poĺıgono de n vértices con una
punción. Consideremos −αj una ráız negativa arbitraria de T y sean α+j y α−j
los objetos proyectivo e inyectivo de CT correspondientes a −αj, respectivamente.
Vamos a analizar la longitud de los caminos de pivoteos de α+j a α
−
j .
Para dicho propósito, vamos a estudiar dos casos diferentes:
Caso 1. −αj = M εa,a, con ε ∈ {−1, 1}, y
Caso 2. −αj = Ma,b con a 6= b.
Caso 1. Sea −αj = M εa,a, con ε ∈ {−1, 1}. Entonces α+j = M−εp,p y α−j = M−εq,q ,
donde p y q son los vértices vecinos antihorario y horario de a, respectivamente.
Por las posiciones relativas de los vértices p y q en el poĺıgono, sabemos que





q,q ) 6= 0, entonces existe un camino de pivoteos no nulo
como sigue:
M−εp,p




−→ . . .−→αm−1 P
m
−→M−εq,q .
Queremos determinar la longitud de dicho camino en función de la cantidad de
vértices del poĺıgono.
Sin pérdida de generalidad, por la relación de malla podemos asumir que los
primeros k movimientos P 1, . . . , P k tienen como pivot al vértice p y transforman
la ráız M−εp,p en la ráız Mp,q, y los últimos m−k movimientos P k+1, . . . , Pm tienen
como pivot al vértice q y transforma la ráız Mp,q en la ráız M
−ε
q,q . Ilustramos la
situación en la siguiente figura.
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Además, por las posiciones relativas de los vértices a, p y q en el poĺıgono, todas
las ráıces αi, con 1 ≤ i ≤ m − 1, intersecan a −αj = M εa,a y en consecuencia
son ráıces positivas, es decir, objetos indescomponibles en CT . Más aún, como
card(]p, q]) = n − 2 tenemos que k = n − 2 y m − k = n − 2. Por lo tanto,
m = 2n− 4.
Caso 2. Ahora consideremos el caso en que −αj = Ma,b, con a 6= b. Entonces,
α+j = Mp1,p2 y α
−
j = Mq1,q2 , donde p1 y q1 son los vértices vecinos antihorario
y horario de a, respectivamente; y p2 y q2 son los vértices vecinos antihorario y
horario de b, respectivamente.
Supongamos que hay k vértices en el conjunto ]a, b], es decir, |δa,b| = k + 1,
donde 2 ≤ k ≤ n − 1. Entonces, por las posiciones relativas de los vértices
a, b, p1, p2, q1, q2 en el poĺıgono, tenemos que el conjunto ]p1, q2] tiene k−2 vértices
y el conjunto ]q1, p2] tiene n− k − 2 vértices.
Como en el primer caso, debido a que HomCT (Mp1,p2 ,Mq1,q2) 6= 0, entonces
existe un camino de pivoteos no nulo como sigue:
Mp1,p2




−→ . . .−→αm−1 P
m
−→Mq1,q2 . (5.7)
Por la relaciones de malla existentes, sin pérdida de generalidad podemos
asumir que los primeros k − 2 movimientos P 1, . . . P k−2 tienen como pivot al
vértice p2 y transforman la ráız Mp1,p2 en la ráız Mq2,p2 . Los siguientes n− k − 2
movimientos P k−1, . . . P n−4 los podemos asumir como los movimientos de pivoteo
elementales que tienen como pivot al vértice q2 y transforman la ráız Mq2,p2 en la
ráız Mq2,q1 . Ilustramos dicha situación en la siguiente figura.
Por lo tanto, en n − 4 movimientos tenemos un camino de pivoteos Mp1,p2  
Mq2,q1 .
Ahora, es claro que en n movimientos obtengo un camino Mq2,q1  Mq1,q2 .
En efecto, como |δq1,q2 | = |δa,b| = k + 1, podemos asumir que los siguientes k
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movimientos P n−3, . . . , P n−4+k tienen como pivot el vértice q2 y transforman la
ráız Mq2,q1 en la ráız M
ε
q2,q2
y los últimos n − k movimientos P n−3+k, . . . , P 2n−4
también tienen de pivot al vértice q2 y transforman la ráız M
ε
q2,q2
en las ráız Mq1,q2 ,
como ilustra la siguiente figura.
Más aún, por las posiciones relativas de los vértices a, b, p1, p2, q1, q2 en el poĺıgono,
todas las ráıces αi, 1 ≤ i ≤ m− 1, intersecan a Ma,b. Por lo tanto, αi son objetos
indescomponibles en CT y en conclusión (5.7) es un camino en CT y tiene longitud
2n− 4.




j ) tiene dimensión uno, se deduce
que todo camino de pivoteos no nulo tiene longitud 2n− 4. 2
Finalmente enunciaremos y probaremos el resultado que determina el ı́ndice
de nilpotencia del radical de la categoŕıa de módulos de un álgebra inclinada de
conglomerado de tipo Dn.
Teorema 5.3.19 Sea A un álgebra inclinada de conglomerado de tipo Dn. En-
tonces rA = 2n− 3, donde rA denota al ı́ndice de nilpotencia de <(modA).
Demostración: Sea A un álgebra inclinada de conglomerado de tipo Dn. En-
tonces existe una triangulación T de un poĺıgono de n vértices tal que el funtor
ϕT : CT → modA es una equivalencia de categoŕıas, donde ϕT está inducido por
el funtor HomC(τ
−1T,−).
Para calcular el ı́ndice de nilpotencia de <(modA), debemos analizar la lon-
gitud de los caminos de morfismos irreducibles entre módulos indescomponibles
del módulo proyectivo indescomponible Pj al módulo inyectivo indescomponible
Ij que factoriza por el módulo simple Sj. Más precisamente,
rA = máxj∈Q0{`(Pj  Sj  Ij)}+ 1.
Por otra parte, por la equivalencia mencionada anteriormente, dada −αj una
ráız negativa de T , tenemos que Pj = ϕT (α
+
j ) e Ij = ϕT (α
−
j ), donde α
+
j =
τ−1(−αj) y α−j = τ(−αj).
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Por el Teorema 5.3.18 sabemos que todo camino de pivoteos no nulo de α+j
a α−j en CT tiene longitud 2n − 4. Luego, todo camino no nulo de morfismos
irreducibles de Pj a Ij en modA también tiene longitud 2n−4. Más aún, sigue del
Lema 5.3.17 y de la equivalencia entre categoŕıas ϕT , que dimk(HomA(Pj, Ij)) = 1.
Por lo tanto, en particular los caminos no nulos de morfismos irreducibles entre
módulos indescomponibles de la forma Pj  Sj  Ij tienen longitud 2n − 4.
Además, por la elección arbitraria de −αj, resulta que esto se cumple para todo
j ∈ Q0. Por lo tanto,
rA = máxj∈Q0{`(φj)}+ 1 = 2n− 4 + 1 = 2n− 3,
probando aśı nuestro resultado.2
Al igual que en el caso An, el siguiente resultado se deduce directamente del
Corolario 5.3.15.
Proposición 5.3.20 Sea A un álgebra inclinada de conglomerado de tipo Dn.
Sean hi : Xi→Xi+1 morfismos irreducibles con Xi ∈ indA. Entonces, hm . . . h1 ∈
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álgebra de tipo de rep. infinito, 16
álgebra de caminos, 13
álgebra de cuerdas, 35
álgebra de endomorfismos, 89
álgebra inclinada, 114
álgebra inclinada iterada, 114
álgebra hereditaria, 27
álgebra inclinada de conglomerado, 126
ı́ndice de nilpotencia de <(modA), 17
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en modA, 21
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carcaj de traslación, 19
simplemente conexo, 20
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categoŕıa de complejos, 122
categoŕıa de malla, 19
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morfismo que casi se parte, 22
morfismo retracción, 16
morfismo sección, 15
movimiento de pivoteo elemental, 138,
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mutación de un carcaj, 13
número de cruces, 146
objeto inclinante, 126
par de torsión, 90
escindido, 90




presentación de un álgebra, 14
presentación inyectiva minimal, 24
presentación proyectiva minimal, 24
ráız, 137
radical de modA, 16
radical de un módulo, 23
relación de homotoṕıa, 20
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top de un módulo, 23
triángulo de Auslander-Reiten, 121
triangulación de un poĺıgono, 138
vértices vecinos, 137, 145
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