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Sometime in the 1950s, Eugene Gluhareff built the first working pressure jet engine, a 
variation on the classical ramjet engine with a pressurized inlet system relying on sonic tuning that 
allowed operation at subsonic speeds. The propane-fueled engine was originally intended to 
provide tip-propulsion for helicopter rotors; thereby, eliminating the majority of engine torque 
transmission that necessitates the conventional helicopter’s tail rotor system that adds weight, 
complexity, and is infamously prone to damage. In this application (and others), it was an 
unqualified success earning Gluhareff several government contracts to pursue this new engine 
design. Unfortunately, after decades of sales and research, Gluhareff passed away leaving behind 
no significant published studies of the engine or detailed analysis of its operation. The design was 
at serious risk of being lost to history. 
This dissertation is intended to address that risk by studying a novel subscale modification 
of Gluhareff’s original design that operates on the same principles. Included is a background of 
related engine types like the classical ramjet and variations of the pulsejet as well as how 
Gluhareff’s pressure jet is distinct. The preliminary sizing of a pressure jet using closed-form 
expressions is discussed, as well as their limited utility.  
To completely model the engine including the effects of combustion on the flow, 
computational fluid dynamics (CFD) including chemical kinetic modeling was necessary. To that 
end, a review of chemical kinetic theory is included. To aid selection of a model for propane 
oxidation (referred to as “chemical kinetic mechanisms”), a thorough review of the available 




have been used with prior CFD models. Lastly, the method of selecting the most accurate of these 
mechanisms is discussed. 
Following that is a review of the CFD package (Convergent Science’s CONVERGE CFD) 
and the selection of parameters necessary to model the engine. To build experience with the 
software and verify capability, a series of graduated simulations were performed. First, a non-
reactive mixing flow was modeled to approximate the characteristics of an air/exhaust gas mixing 
box feedi ng a single-cylinder engine test cell. This served to verify the capability of the software 
to track species concentrations, as well as their mixing in a fluid flow similar to that encountered 
in the pressure jet engine. Second, a series of simulations modeling quiescent propane/air mixtures 
in spherical chambers were performed to test the accuracy of the chosen chemical kinetic 
mechanisms against published experimental data for flame temperatures and propagation speeds 
for a range of equivalence ratios. These simulations showed good agreement with experimental 
data from the single-cylinder engine test cell, as well as the available experimental data on 
propane-air oxidation.  
At that point, all that remained was to test the engine on a purpose-built test stand with the 
necessary instrumentation to gather experimental data and compare it to CFD simulations under 
the same conditions. The test stand recorded chamber pressure, exhaust speed (via a pitot/static 
system), exhaust gas temperature, core temperature, two surface temperatures and finally thrust 
force via a load cell. The manufacturing process of building the engines from stainless steel sheet 
is detailed, as well as the procedures for starting, operating, and shutting down the engine.  
The engine CFD simulation showed significantly higher pressures and temperatures than 
those seen on the engine test stand, as well as higher overall engine performance. Despite these 




that matched the experimental data well. The simulation further exhibited strong recirculaton flows 
both confirming notions of the importance of the engine head geometry in stabilizing the engine, 
as well as presenting for the first time, the role of three-dimensional flow on the engine cycle. The 
most important of these results was the matching of engine operating frequency with the 
simulations predicting a frequency of 300 – 350 Hz and the experimental data showing 250 Hz. 
The frequency appeared to be largely driven by the Kadenacy Effect, which is typically observed 
in valveless pulsejets and, due to the similar tuned intake system, was expected in this pressurized 
ramjet engine. The inclusion of radiative heat transfer effects in the CFD simulations showed a 
reduction in error on the engine temperatures, pressures, and operating frequency. 
The research effort lastly opens the door for further study of the engine cycle, the use of 
pressurized intakes to produce static thrust in a ramjet engine, the Gluhareff pressure jet’s original 
geometry, and a wide array of potential applications. A roadmap of futher study and applications 
is lastly detailed in the final chapter followed by a series of appendices containing the information 
necessary to recreate the CFD simulations and improve upon them. It is important to note that this 
dissertation represents the first steps toward reviving Eugene Gluhareff’s vision of an efficient, 
low cost pressurized ramjet engine and openly invites further study of its principles. All those 











This dissertation is the tip of a long research effort that predates my own work by decades. 
It goes back to the 1940s and 1950s when Eugene Gluhareff had the spark of inspiration 
surrounding the concept of using the fuel as a working fluid – that this nontrivial source of energy 
was being largely ignored and wasted, could provide a significant boost in performance if it could 
just be released in the right way. Like the Nikola Tesla of acoustics and flame, his innovation and 
experimentation probed concepts that were decades ahead of his time and were in danger of being 
lost to history, slowly disintegrating in a thousand basement projects and file folders. His work 
made the concept of rotorcraft tipjet propulsion feasible and small enough to fit on your back. The 
research contained in this dissertation is as much about Gluhareff’s work as it is to honor his 
legacy. For that reason, this research effort is dedicated to his memory and represents the first steps 
toward reviving the philosophy of the fuel as a working fluid in jet propulsion. 
 None of this could have been possible without the efforts of Irina Gluhareff (Eugene’s 
daughter) and the rest of his family in protecting what remains of Eugene Gluhareff’s notes, 
prototypes, and other archival materials. Irina, specifically, has been instrumental in providing us 
with information that was never widely published and may now finally be presented in an effort 
to preserve Eugene’s innovative legacy. If it was not for her efforts to save all the information, 
hardware, and prestigious awards Eugene left behind, it may have all been lost to landfills and 
junkyards. The world would have been a darker, quieter place. 
 Dr. Ron Barrett of the KU Aerospace Engineering Department originally started the initial 
foundation of this effort in 1988 as an undergraduate student advised by Dr. Saeed Farokhi in 




Appendices). It was not until recently that computing power was able to feasibly integrate 
combustion modeling and computational fluid dynamics (CFD) to allow full three-dimensional, 
transient simulation of the pressure jet engine. Nevertheless, he kept all the information he could, 
and was also able to consult on the engine’s theoretical operation based on private conversations 
he had with Eugene during a visit to his California workshop in 1990. His inspiration, passion for 
the engine, helicopters, and history helped shape this dissertation and often times steered it back 
on track with a rare understanding of the engine’s processes we hope to bring to the larger 
academic and industrial communities. 
 Experimentally, this research effort would never have progressed beyond a fleeting idea 
without a semester’s worth of summer funding provided by Dr. Bob Honea and KU’s former 
Transportation Research Institute (TRI). The TRI provided a grant to start experimenting with 
subscale pressure jets which resulted in an early working prototype by the summer’s end. That 
proved the concept was feasible and helped lay the foundation for this research effort. 
 Dr. Christopher Depcik took me on as a transplant from the Aerospace Engineering 
department, taught me everything I now understand about chemical kinetics and kinetics modeling, 
and made modeling of combustion in CFD a possibility. He put in a tremendous amount of work 
helping me analyze chemical kinetic mechanisms and navigating the sea of available propane 
oxidation models to find the most applicable and why. Prior to his involvement, this research effort 
was purely experimental as I considered the inclusion of combustion in CFD to be completely 
infeasible. 
Daniel Lee and Saurav Mitra of Convergent Science, Inc, the company behind the 
CONVERGE CFD solver used to model the engine, provided a license for me to learn how to use 




available and worked extensively to help me navigate the wealth of options, how best to employ 
their adaptive meshing scheme, and troubleshooting simulations. Saurav Mitra, specifically helped 
me extensively to finish the final engine simulation, speeding up my engine runtimes from five to 
six weeks to less than one. Coming from a minor background in Fluent, the CONVERGE solver 
was much easier to learn and use, faster to modify, and never crashed unexpectedly.  
Paul Calnon of KU’s Information and Telecommunication Technology Center (ITTC) 
which operate’s KU’s Advanced Computing Facility (ACF) was instrumental in further speeding 
up my CFD simulations. The ITTC houses shared computing assets for university research and 
graciously allowed me to access the cluster which sped up my simulation runtimes by at least a 
factor of three. Paul Calnon personally sat down with me and walked me through the remote access 
interface, scripting, and terminal commands which got me started. 
Wes Ellison of KU’s Aerospace Engineering Department was always available to help with 
instrumentation and generally troubleshooting the engine test stand. Without his help, it is likely I 
would not have had any high frequency experimental data to present. His experience with 
electronics has helped tremendously on many of my projects, so it is no surprise that he would 
have contributed to this one as well.  
Dr. Elder Mendoza, a chemical kinetics researcher at the Pontifícia Universidade Católica 
do Rio de Janeiro in Brazil provided an invaluable service in regard to actually testing chemical 
kinetic mechanisms. The mechanisms themselves are large data files, many of which were no 
longer published online. Without his help, many of these data files of hundreds to thousands of 
individual reactions would have to have been retyped and formatted by hand. I have to thank him 




 Lastly, I must acknowledge the tireless effort of many of my fellow undergraduate and 
graduate students that helped me over the years in tinkering in KU’s “Hawkworks” Adaptive 
Aerostructures Laboratory. These students often helped by doing much of the mundane work in 
building extra parts and machining or holding cameras or writing down measurements. Operating 
the engine on the thrust stand was eventually simplified to the point that I could do it alone, but it 
was always easier and better in the company of faculty members and my fellow students who were, 
after all, so easily excited with the promise of hot dogs, popcorn, and marshmallows scorched in 
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A. Continuous and Pulsed Jet Propulsion 
Since its inception, the ramjet engine has reigned as the simplest form of the jet engine. 
Although it is cheap to produce, it has always suffered from one major drawback – it cannot 
produce efficient thrust at speeds below Mach 1 (the speed of sound). This has greatly limited their 
use to systems that can find other ways of accelerating while engineers and academics largely 
accepted the impossibility of a subsonic ram jet [1]. That assumption would be true if not for the 
existence of a largely forgotten ramjet cycle – the “Brayton-Gluhareff” cycle pressure jet. This 
design is, however, only one of many in the field of jet propulsion. Those most similar to the 
pressure jet are described in the following sections. 
1. The Classical Ramjet 
The classical ramjet engine is the simplest application of jet propulsion and relies solely on 
compressible fluid mechanics and thermodynamics to generate positive thrust via combustion. 
This engine design operates via the conventional Brayton Cycle that involves four typical stages 
– (0-1) Inlet compression, (1-2) Combustion, (2-3) Exhaust Expansion, and (3-0) Return to Initial 
Conditions (shown graphically in Figure 1). In this case, supersonic airflow is slowed to subsonic 
speed that increases the total pressure of the flow. It then enters the combustion chamber, mixes 
with a fuel, and combusts converting the chemical energy into added heat and pressure. This high-
pressure flow is then supersonically expanded, which ideally lowers the pressure to ambient 
conditions at high speed resulting in a thrust force [1-3]. As long as there is sufficient ram air being 
compressed into the engine inlet, flow will continue toward the exhaust. As the ram compression 




and a “flame-out” will occur. This mechanism disallows the use of a conventional ramjet at lower 
subsonic inlet Mach numbers.  
 
Figure 1: Conventional Brayton Engine Cycle for an Ideal Ramjet Engine 
Despite this limitation, ramjet engines serve a significant niche in aerospace propulsion. 
Although they cannot produce positive subsonic thrust, they do provide a significant increase in 
fuel efficiency as compared to solid- and liquid-fueled rockets that may perform the same roles in 
similar altitude and Mach number regimes [1]. This typically results in vehicles with ramjets 
having an incrementally longer endurance and higher range than those relying on conventional 
rockets. Ramjet engines are, therefore, ideal candidates for high speed, low cost vehicles like 
supersonic cruise missiles, long-range interceptors, and reconnaissance aircraft.  
Notable applications of the ramjet engine include the Lockheed X-7, D-21 “Tagboard” 
Drone, and Boeing CIM-10 BOMARC that all used the Marquardt Corportation’s large production 
ramjet engine designs. Also of note is the use of ramjet principles in the development of the Pratt 
and Whitney J58 used in the Lockheed SR-71 “Blackbird” aircraft. As the SR-71 accelerated to 
higher Mach numbers, ram compression from the inlet cone was used to provide extra bypass air 
that significantly augmented the engine’s thrust. [3, 4] 
















2. The Valved Pulse Jet Engine 
Despite the ramjet engine’s simplicity, the requirement of supersonic inlet Mach numbers 
significantly limits their application. An alternative design, the pulse jet, fills the potential role of 
a subsonic ramjet offering low cost, simple jet propulsion at low speeds. The first pulse jet engines 
were designed with a physical valve that quickly opened and closed during the engine cycle similar 
to the way a piston engine’s intake valves open and close. The typical engine cycle involved (1) 
the inlet valves opening allowing intake of air, then (2) spray-mixing of fuel with the air. This is 
followed by (3) fuel combustion via a spark plug causing the inlet valves to close and (4) high 
pressure combustion gases escaping through a subsonic converging nozzle resulting in momentum 
thrust. Eventually the chamber pressure drops below the inlet pressure, the valves reopen, and the 
cycle repeats with fresh air [5]. This is illustrated in Figure 2. 
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The valved pulse jet was most notoriously used in the Second World War as the main 
propulsion system for the V-1 cruise missiles fielded by Germany. These aircraft were designed 
to be cheap and easy to manufacture while maintaining a high enough range to autonomously strike 
at Allied cities. Although the V-1 was designated in German as a “Vengeance Weapon” the Allies 
nick-named them “Buzz Bombs” due to the high-frequency, reverberating buzz caused by the 
pulse jet cycle as it flew past. In the decades following World War II, pulse jets were sold as 
hobbyist projects capitalizing on the “Jet Age.” Hobbyists eventually applied the pulse jet design 
to a wide range of projects including remote-control aircraft, bikes, and go-carts.  
 
Figure 3: V-1 Cruise Missile (Top) and its Powerplant, the Argus As 014 Valved Pulse Jet 
Engine (Bottom), Images Taken by the Author at the National Museum of the US Air Force  
Despite this wider applicability compared to ramjets, they suffer from a significant flaw – 
inlet valve fatigue. Because the inlet valve opens and closes often (approximately 200 Hz) and 
must endure brief high temperatures (over 2000 K), these thin, flat pieces of metal fatigue quickly 
and must be replaced often [6]. Multiple designs existed that attempted to simplify these physical 




used in the V-1 “flying bombs” for instance was the Schmidt valve (shown in Figure 4). This valve 
design used a sheet metal flap which closed against rib supports and automatically opened as the 
chamber pressure dropped. A similar mechanism is used in modern hobby engines but this series 
of flat sheets were replaced by a single radially-organized sheet commonly referred to as a “reed 
valve” (also shown in Figure 4). This single-piece valve uses flapping “petals” that open for a 
series of smaller, radially-arranged inlets.  
Nevertheless, these modifications could not eliminate the problem of physical fatigue and 
this shortcoming remains today in valved pulse jet engines. The only means of eliminating this 
problem is to remove the mechanical valve assembly entirely but that requires alternative methods 
of preventing chamber pressure loss through the inlet structure.  
 
Figure 4: Schmidt Valve (Left) [5] and One Piece Reed Valve (Right) [7] 
3. The Reynst Jet 
The key to removing the mechanical valve from the pulse jet came from a simple jet engine 
developed by Francois Reynst. Instead of separate inlet and exhaust paths, it uses a single path for 
both. This “Reynst Jet” engine can be thought of as the common Helmholtz resonator (used to 




engine is an enclosed chamber with an open combined inlet/outlet at one end sized such that the 
incoming air flow sets up an acoustic resonance with the internal flame front [5, 8]. 
Reynst was originally developing a pulsating heating device, and while the jet had “an 
impressive combustion intensity” [8], the design generally had a low combustion efficiency that 
made it an unlikely candidate for aerospace propulsion applications. [9] It also never found wide 
adoptance as a heating device due to the noise level during operation – a nontrivial factor for all 
jet engines, particularly those operating on tuned acoustic pressurization. For instance, the chamber 
Reynst originally tested stood one meter tall and apparently could be heard up to six miles away 
[8]. 
J.W. Porter continued Reynst’s work and developed closed-form models for the jet design. 







where δ is the orifice diameter and 𝕍𝕍 is the chamber volume. [8] Porter verified his findings with 
high-speed Schlieren imaging that helped visualize the fluid structures involved in this heavily 
transient phenomenon. 
 














The Reynst jet also survives as the simplest jet engine the average person can make – the 
“Jam Jar Jet.” Countless people have used discarded glass jars with a small hole cut in the lid to 
recreate Reynst’s design. The right mixture of fuel and air, when ignited, will incite the same 
resonance and can even build enough heat to catastrophically fail the jar.  
4. The Valveless Pulse Jet Engine 
A natural progression from the valved pulse jet design was to employ aerodynamic flow 
control into the inlet (similar to that of the Reynst resonator) to eliminate the need for a mechanical 
valve. Although the first valveless pulse jet dates back to Georges Marconnet in 1909 [5, 10], many 
other designs were developed in the century since (Schubert, Tesla, Escopette, CS, and Roe for 
instance). A detailed review of these different designs was compiled by Ogorolec [10]. The most 
well-known implementation of this idea was developed by Lockwood for the Hiller Aviation 
Company in the 1960s and boasted thrust-specific fuel consumptions as low as 2 lb/hr/lb (ISP = 
1800 s). [11-13] This redesign of the pulse jet concept returned to the greatest advantage of the 
classical ramjet – the lack of any moving parts – while retaining subsonic operation. Another 
significant advantage is the ability to operate without an external ignition source. Once started 
(typically with a spark plug or open flame), a properly designed combustion chamber does not 
expel the entire flame during a single cycle. Instead, there is remaining energy in the chamber to 
ignite the next charge of air and fuel. 
It is important to note that pulse jets do not operate on a continuous flow cycle. Instead, 
they are unsteady flow combustors and are heavily affected by the propagation of pressure waves 
backward and forward through the engine’s geometry. This pressure wave propagation is the 
mechanism for engine resonance and it is this resonance that drives the engine’s cycle. It is also 




Because of this pressure wave interaction, the engine cycle is a bit more complicated than 
that for a valved pulse jet. As the fuel-air mixture ignites, a compression pressure wave propagates 
outward from the combustion chamber at the speed of sound – out the inlet and exhaust 
simultaneously. This occurs much faster than either the fluid movement or flame front propagation. 
When the compression wave reaches the inlet, a low-pressure wave reflects back toward the 
combustion chamber. Another way to consider this effect is of the fluid inertia leaving the chamber 
and causing a local decrease in chamber pressure below the ambient inlet pressure. This is referred 
to as the “Kadenacy Effect” and acts to draw in the next charge of inlet air [10, 14]. Reynst referred 
to it as a thermodynamic effect he called “thermal breathing.” That is, the hot, expanding gases 
leave the chamber which cools, specific volume decreases, and the chamber “inhales” the next 
charge of fresh air [10]. 
 
Figure 6: Schubert’s Valveless Pulse-Jet Engine Cycle [10] 
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An alternative view of the design of a valveless pulsejet can be drawn through acoustics 
driven by the resonance of a standing pressure wave. Like the pipes of an organ, the resonant 
frequency is driven by the duct’s length. Locations of low pressure will facilitate higher speed pipe 
flows for the inlet and exhaust. In other words, valveless pulse jets will have a high pressure 
‘antinode’ ideally in the center of the chamber, and a low pressure node at the inlet lip and exhaust. 
Hence, these pipes act as connected quarter-wave oscillators and their lengths must, therefore, be 
tuned to produce an acoustic natural frequency conducive to forming this standing pressure wave. 
Too much or too little exhaust length compared to the inlet length, for instance, will result in a 
mismatch in resonant frequencies and thus non-optimal performance [10, 15]. 
5. The Pressure Jet Engine 
The pressure jet engine was originally invented at some point in the early 1950s by Eugene 
Michael Gluhareff, a Russian-American who immigrated to the United States with his father and 
others (including Igor Sikorsky) to escape the Russian Revolution [16]. Working around the birth 
of the helicopter, he sought a method of eliminating the problem of torque-transmission that 
necessitates the conventional helicopter’s tail rotor. Without a tail rotor, the torque from a fuselage-
mounted engine would spin the fuselage out of control. A minority of his contemporaries found a 
solution – rotor tip propulsion [17]. By applying thrust forces to the blades at the tip rather than 
via a central drive shaft, there was minimal torque transmission to the fuselage and yaw control 
was possible without a tail rotor. Many ideas were tested, but the most successful vehicle at the 
time was one powered by ramjets built by Hiller – the YH-32 Hornet. Hiller’s ramjet, however, 
was inefficient especially at low speeds [16]. Gluhareff, instead, developed a new kind of ramjet 





Figure 7: Gluhareff with G8-2-130 (Left) and the MEG-2X Helicopter (Right) [18] 
Gluhareff used the resonant acoustics of combustion and fuel injection via ram intake to 
pressurize the inlets in stages as it entered the combustion chamber. [15, 19] He also investigated 
several propellants ultimately settling on liquid propane for its common availability, efficient high-
pressure storage, and the ability to exploit the phase change from a cold liquid to a hot combustible 
gas. The result was an L-shaped ramjet engine with acoustically-tuned intake pipes unlike any 
other engine available in the 1950s [15, 19]. And yet, like the less-efficient ramjets, Gluhareff’s 
pressure jet possessed no moving parts retaining their low cost of manufacture and maintenance. 
He mounted his new engine to helicopter blades and successfully demonstrated that he could 
eliminate the torque transmission problem by fitting flight hardware capable of lifting a person 
into the volume of a large backpack – the helicopter equivalent of a jet pack [16]. 
Gluhareff was also able to push his design to impressive levels of fuel efficiency through 
rigorous experimentation. His G8-2-130R engine minimized inlet losses with a round inlet and 
was able to achieve a TSFC of 0.78 lbm/hr/lbf (ISP ≈ 4615 sec) [15] which is better than twice the 
efficiency of the Lockwood-Hiller valveless pulsejet with thrust augmenters [11] and even 




competitive with the more efficient turbofans. Pressure jets are unable to produce a competitive 
pressure ratio or mass flow rate for the same amount of fuel. Moreover, the noise and surface 
temperatures of the pressure jet engine are also prohibitive. Its primary advantage is in its low cost 
of manufacture and operation as well as in studying acoustic tuning of combustion chambers. 
Further study could reduce the noise and control the surface temperature problems making it an 
attractive option for unmanned aircraft and experimental “kitplanes.” 
 
Figure 8: Jet and Rocket Comparative Fuel Efficiency (using Hydrocarbon Fuel) Showing 
Known Pressure Jet Performance and Potential for Supersonic Performance [1] 
Nevertheless, the engine and its application to rotary-wing aircraft earned Gluhareff many 
government contracts, a research grant to test in NACA Langley’s wind tunnel [20, 21], and a 
private company (EMG Engineering) to build production engines. For decades, he sold plans, kits, 
and complete engines through his company and advertisements in magazines. The kits were 
referred to as “An amazing jet engine you can build in your own shop!” [22]. He noticed the static 
thrust could be scaled allowing smaller and larger engines than his original 15 lbf thrust design. 
By the 1980s, Gluhareff eventually released a large catalog of engines listed in Table 1.  
2000 
4000 






























































The G8-2-20 engine was used as a baseline for a wide variety of projects from jet-powered 
bikes and go-carts, to hovering platforms, and modified fixed-wing aircraft. Gluhareff even 
produced a fixed engine stand that provided a low-cost method of teaching jet propulsion and 
thermodynamic principles using his G8-2-15 engine [15]. His ultimate goal, however, was to build 
an aircraft that could be substantially cheaper than the lightest helicopters. Just a few years before 
his death, he built and flew the EMG-300, a mature ultralight-style kit-helicopter design using his 
pressure jet engine creating what he called a “flying motorcycle.” [16] 
Table 1: Known EMG Engineering’s Production Engine Specifications [16] 
Name 
TMAX Length ODCOMB ODEXIT W T/W Static SFC ISP 
lbf in. in. in. lbf - lbm/hr/lbf sec 
G8-2-5 5.2 22.0 3 2 1.5 3.5 No data 
G8-2-15 15 36.0 5 3.5 5.5 2.7 No data 
G8-2-20 23.5 36.0 5 3.5 5.5 4.3 4.8 750 
G8-2-40 43 38.5 6.5 5.0 11.0 3.9 4.6 783 
G8-2-80 82 45.0 8.5 6.5 21.0 3.9 4.2 857 
G8-2-130 137 48.0 9.0 7.0 24.5 5.6 1.33 2707 
G8-2-130R 137 48.0 9.0 7.0 24.5 5.6 0.78 4615 
G8-2-350 350 No data 
G8-2-700 700 No data 
 
Following Eugene Gluhareff’s death, his company dissolved. The engine’s operating 
principles and design were all but lost. With the exception of some basic material sold with his 
engines and the teaching stand, almost no insight into the engine’s function exists [15]. From the 
late 1980s to today the only developments in the pressure jet design were from numerous private 
companies attempting to build new engines based solely on the old engines’ geometry or to patent 
knock-off concepts only legally distinct from Gluhareff’s original 1963 patent [23, 24]. 
Where the typical ramjet engine (described in Section 1) operates on the Brayton Cycle,  a 
modified form was implemented in Eugene Gluhareff’s pressure jet and was referred to as the 




producing a resonance called “sonic lock” whereby the incoming fuel-air mixture sets up an 
acoustic standing wave with the expanding combustion. The intake air at elevated pressure then 
encounters a region of continuous combustion thus feeding it. The resulting combustion products 
then blow over a heating coil that preheats and evaporates the cold liquid propane and exhausts 
through a subsonic nozzle producing momentum thrust.  
 
Figure 9: Brayton Cycle and Brayton-Gluhareff Cycle P-ν Diagrams 
In short, the primary difference between the cycles is that the Brayton-Gluhareff cycle 
simply extracts additional energy from preheating the fuel to a significantly higher pressure. That 
injection pressure is then used to produce an acoustic resonance throughout the three-stage inlet. 
The tuning of the inlet structure is designed such that low-pressure nodes exist at the inlets and 
entrain extra air that increases the chamber pressure beyond that of a conventional pulsejet or 
ramjet. This fundamental improvement is what led to the pressure jet’s improved fuel efficiency 
over Hiller’s ramjet and eventually even other valveless pulse jets. [15] 
Throughout his testing, Eugene Gluhareff noted two important methods of augmenting this 
cycle. The first was to increase the injection pressure. Although the nozzle is choked and the fuel 



























flow rate is limited by the injector area, the increased pressure appeared to directly increase the 
engine thrust. [15] This was potentially due to an increase in the amount of air entrained by the 
fuel-injection. To maximize this, Gluhareff also recommended heating the propane tank or 
otherwise increasing the reservoir pressure of the fuel prior to being fed to the engine.  
 




The second method was to further increase the air into his engines by exploiting the ram 
effect for his engine inlets. This is a capability often lost by pulse jets like the famous Lockwood 
U-shaped pulse jet that orients both the inlet and exhaust aftward and must recover some of these 
losses with large thrust-augmenter ducts. Some of Gluhareff’s original manufacturer’s data with 
and without this inlet scoop are included in Figure 10. When Gluhareff’s pressure jet engines were 
installed on his helicopters, he added a small duct to the first stage inlet which improved thrust by 
6% during typical operation at 300 ft/sec [15]. Both of these augmentations did not alter the cycle 
but simply increased the maximum pressure of the cycle (P1a in Figure 9) and, thus, the opportunity 
for power extraction.  
6. The Pressure Jet Engine in Relation to Other Jet Engines 
It is important at this point to note that the Gluhareff pressure jet engine is not simply an 
evolution of the pulse jet engine, but an improvement on the ramjet engine which allows subsonic 
and even static thrust generation. The primary mechanism of operation of the ramjet is high speed 
ram air which increases the intake pressure for combustion. This same mechanism is achieved in 
the pressure jet by means of supersonic injection of fuel and acoustically-tuned inlets. It is these 
factors that allow static thrust from a ramjet engine. It is also these factors that make it 
fundamentally distinct from the pulse jet family of engine designs developed by Gluhareff’s 
contemporaries like Hiller and Lockwood. Although the valveless pulse jet also makes use of 
acoustic tuning, their primary mechanism of operation does not rely on ram air intake like ramjets 
and the pressure jet. This distinction between the pulse jet and pressure jet is critically important 





B. Computational Fluid Dynamics (CFD) 
As mentioned earlier, there are simply no closed-form methods to analyze the complex 
processes occurring within a pressure jet engine – the flow fields are unsteady, the pressure 
gradients, their propagation and interactions are nontrivial, turbulent structures have significant 
effect, and the chemical kinetics of combustion are the source of all of these. The only reasonable 
approach to capture all of these effects simultaneously is with a 3-dimensional (3-D), transient, 
reacting simulation using computational fluid dynamics (CFD).  
1. General Theory 
The foundations of CFD were laid as long ago as the 17th and 18th centuries in Europe with 
the development of the classical forms of the continuity, momentum, and energy equations. [25] 












(𝜕𝜕𝜌𝜌) = 0 (2) 
with velocity components, u, v, and w, and fluid density, ρ. [25-27] Likewise, the compressible 
















































� + 𝜕𝜕𝐹𝐹𝑥𝑥 (5) 
where 𝐷𝐷 𝐷𝐷𝜕𝜕⁄  is the substantial derivative, 𝐹𝐹 are body forces like gravity, and 𝜎𝜎𝑖𝑖𝑖𝑖 represents the 
components of the viscous stress tensor given by: 
















where 𝛿𝛿𝑖𝑖𝑖𝑖 is the Kronecker delta function [25-27]. Lastly, the compressible form of the energy 





























































+𝜕𝜕�𝜌𝜌𝐹𝐹𝑥𝑥 + 𝜌𝜌𝐹𝐹𝑥𝑥 + 𝜌𝜌𝐹𝐹𝑥𝑥� 
(7) 
which include terms for the total energy, E, the heat flux, ?̇?𝑞, and the thermal conductivity of the 
fluid, k. [25-27] The three grouped terms in brackets are often combined into a single term for 
fluid energy dissipation, typically denoted as Φ.  
These equations mathematically maintain that (1) mass is conserved, (2) Newton’s second 
law (F = ma) is enforced, and (3) energy is conserved. However, with the exception of some 
specific cases with favorable boundary conditions, solving these equations simultaneously must 
usually be done numerically as opposed to deriving an exact solution function. Moreover, while 
these equations may capture unsteady flows, direct numerical simulations (DNS) including 
turbulence are often impractical. Doing so requires the fluid properties and their dependent 
variables to be included instantaneously. Instead, somewhat simplified models of turbulence are 
typically used in CFD studies [26]. 
These turbulence models are typically separated into two categories: Reynolds-Averaged 
Navier Stokes (RANS) and Large Eddy Simulations (LES). A RANS simulation generally models 




expressing the velocity and temperature distributions as the sum of their mean and perturbations 
(denoted with bars and apostrophes, respectively): 
𝜌𝜌 = 𝜌𝜌� + 𝜌𝜌′,     𝜌𝜌 = ?̅?𝜌 + 𝜌𝜌′,     𝜌𝜌 = 𝜌𝜌� + 𝜌𝜌′,     𝑎𝑎𝑎𝑎𝑎𝑎     𝜕𝜕 = 𝜕𝜕� + 𝜕𝜕′ (8) 
This leads to a two-equation turbulence model commonly referred to as the “Standard k-ε Model” 
[26, 27] where k in this case is the local turbulent kinetic energy and ε is the rate at which turbulent 
energy dissipates in the fluid. As a result of this fluid averaging, turbulent structures do not usually 
present at a scale larger than the local grid size – they are a property of the local cell. In other 
words, a RANS model of a fluid flow does not inherently produce turbulent structures that span 
multiple cells.  
Although the RANS model is “well established, widely validated, and gives rather sensible 
solutions to most industrially relevant flows” [27] it is also limited to flows that do not involve 
flow separation, reattachment, and recovery as well as some unconfined flows, and complex 
geometries. The “Large Eddy Simulation” (an umbrella term for many different models of 
turbulent eddies in fluid flows) in general works to model the large eddies exactly and approximate 
the effects of small eddies [27]. In other words, the flow is separated into a “resolved field” that is 
spatially averaged as opposed to ensemble averaged and a sub-grid field for smaller eddies [28]. 
Simulation of eddies is particularly important for the mixing and transport or diffusion of species 
in a flow. Therefore, while averaged flow parameters (as in a RANS simulation) are often 
sufficient to model turbulent characteristics, those flows where turbulence drives a larger 
mechanism must model these larger eddies. This was found to be the case for a study of reacting 
flows (specifically propane oxidation reactions) that are heavily affected by the local mixture’s 
fuel-air ratio which is often dependent on turbulent mixing. The study is discussed in more detail 
later in Chapter III, Section C-2. Several different LES models are included in the software 




2. Working with CONVERGE CFD 
To perform the Computational Fluid Dynamics (CFD) simulations, the CONVERGE CFD 
software package from Convergent Science was used. This software package consists of a pre-
processing program “CONVERGE Studio” and the solver program that performs the actual 
simulation calculations. The solver saves time-histories of mass-averaged parameters (pressure, 
temperature, etc…), as well as summed parameters (mass flow rate through boundaries for 
instance) and complete 3-D output data files. While the averaged and summed parameters may be 
plotted as simple time-histories, the output data files must be loaded into visualization software so 
relevant slices of the 3-D space can be viewed at single instances in time or as animations. The 
software used to make these visualizations is CEI’s Ensight (version 10). This general process is 
shown graphically in Figure 11. 
CONVERGE CFD simulates turbulent transport with a series of different models. The 
solver includes three RANS Models – the Standard k-ε, Random Number Generated (RNG) k-ε, 
and a Rapid Distortion RNG k-ε. In this research effort, when a RANS turbulence model was used, 
the default Standard k-ε model was used. However, the majority of simulations used a LES 
turbulence model to better capture the formation of turbulent structures and the diffusion and 
mixing of chemical species. This leads to the question of what LES model to choose. The solver 
supports six different LES models split between two fundamental philosophies: “0-Equation” and 
“1-Equation.” The 1-Equation models add a transport equation to model a sub-grid turbulent 
kinetic energy (TKE). The 0-Equation models simply do not and, therefore, are expected to be 






Figure 11: Procedure for Defining, Running, and Post-Processing CFD Simulations in  
CONVERGE CFD and Ensight 10 
The available 0-Equation models are (1) the Upwind LES Model, (2) the Smagorinsky 
Model, and (3) the Dynamic Smagorinsky Model. The Upwind LES Model approximates a local 
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where ∆ is the cube-root of the local cell’s volume and 𝜌𝜌𝑖𝑖′ is an unresolved sub-grid velocity 
approximated as the first term of a Taylor series expansion. [28] The Smagorinsky Model instead 
relates a turbulent viscosity, 𝜈𝜈𝑡𝑡, to the strain rate tensor, Sij, and the size of the local cell: 
𝜏𝜏𝑖𝑖𝑖𝑖 = −2𝜈𝜈𝑡𝑡𝑆𝑆𝚤𝚤𝚤𝚤����     𝑎𝑎𝑎𝑎𝑎𝑎     𝜈𝜈𝑡𝑡 = 𝐶𝐶𝑠𝑠2Δ2�𝑆𝑆𝑖𝑖𝑖𝑖𝑆𝑆𝑖𝑖𝑖𝑖 (10) 
where Cs is a model constant which can be used to tune the model. The Dynamic Smagorinsky 
Model dynamically determines the constant, Cs, as it may vary in different flow regimes [28]. 
The available 1-Equation models are (4) the 1-Equation Viscosity Model, (5) the Dynamic 
Structure Model, and lastly (6) the Consistent Dynamic Structure Model. The 1-Equation Viscosity 
Model uses the additional transport equation for a sub-grid TKE to model the local turbulent 
viscosity and thus the local stress tensor:  
𝜏𝜏𝑖𝑖𝑖𝑖 = −2𝜈𝜈𝑡𝑡𝑆𝑆𝚤𝚤𝚤𝚤���� +
2
3
𝑘𝑘𝛿𝛿𝑖𝑖𝑖𝑖      𝑎𝑎𝑎𝑎𝑎𝑎     𝜈𝜈𝑡𝑡 = 𝐶𝐶𝑘𝑘𝑘𝑘0.5∆ 
𝜌𝜌ℎ𝑒𝑒𝑒𝑒𝑒𝑒     𝑘𝑘 =
1
2
(𝜌𝜌𝚤𝚤𝜌𝜌𝚤𝚤����� − 𝜌𝜌𝚤𝚤�𝜌𝜌𝚤𝚤� ) 
(11) 





The Dynamic Structure Model conversely does not operate through a turbulent viscosity it instead 
“enforce[s] a budget on the energy flow between the resolved and the sub-grid scales.” [28] In this 
case, the local stress tensor is calculated as a function of the sub-grid TKE. For simulations with a 
rotating frame of reference, the Consistent Dynamic Structure Model is recommended as being 
“more appropriate” where the stress tensor is calculated based on local averaged velocity gradients 
[28]. The software’s default LES model is the 1-Equation Viscosity Model and in the absence of 
a clear reason to choose another option, the default was used with model values recommended by 




The CONVERGE solver is capable of both finite difference and finite volume methods, 
however, the finite volume method was recommended for most simulations. This method 
numerically solves the integral forms of the conservation equations. The finite volume method was 
used because it conserves transport quantities for irregularly shaped cells that are likely to occur 
when ideally cubic cells are sliced by boundary curves. This is not necessarily the case for the 
finite difference approach [28]. 
Convergence of the simulation is handled on an individual time-step basis via the Courant-
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That is, the current time step, ∆𝜕𝜕, is selected based on the grid spacing, ∆𝜕𝜕, and the cell velocity, 
𝜌𝜌, sound speed, 𝑎𝑎, and viscosity, 𝜈𝜈 [28]. A maximum allowable CFL for each is chosen and during 
the simulation whichever breaches the limit will define the next time step size such that the 
simulation will converge. Alternatively, if none exceeds the CFL limit, the time step will be 
increased to speed up the simulation as much as possible while maintaining convergence. 
To build confidence and test the accuracy of the CONVERGE CFD package, a series of 
incremental simulations were performed with the ultimate goal of modeling the full transient 
mixing and reacting flow involved in the operation of the Brayton-Gluhareff pressure jet cycle. 
The first simulation was to model the mixing flow of gas species in a simple rectangular geometry. 
This simulation was validated with experimental data from an identical mixing box used to supply 
an Exhaust Gas Recirculation (EGR) mixture to the KU Single-Cylinder Engine Test Cell. This 
effort was published in ASME Conference Proceedings [29] and is detailed in Chapter IV, Section 
0. Following that, quiescent reacting flows were modeled using a slice of a spherical chamber to 




a mechanism that represented a balance of speed and accuracy. This effort is detailed in Chapter 
IV Section 0. All that remained at that point was to model the pressure jet engine geometry with 
both a moving fluid flow and propane oxidation chemical mechanism and validate it with 
experimental data. 
3. Modeling of Pulse Jet Engines with CFD 
This is not the first research effort to simulate the operation of a pulse jet engine with CFD 
and validate it with experimental data. These studies, however, limited themselves to studying 
either commonly available hobby engines or attempts to miniaturize them. As such these efforts 
are limited to the valved and valveless pulse jets. Of particular note is the work of Tao Geng toward 
his dissertation at North Carolina State University in 2007 [30]. A series of papers were published 
investigating both valved [6] and valve-less [31, 32] pulse jets at different scales comparable to 
the scales in this effort. The dissertation focused on the computational modeling of pulse jets 
including fluid mechanics, acoustics, and chemical kinetics that drive the operation of pulse jets. 
It specifically highlighted significant differences in the air-breathing mechanisms of valved and 
valveless pulse jet engines. He noted that with proper geometric design of the inlets, chamber, and 
tail pipe, a functioning valveless pulse jet as small as 8 cm in length could be made. This was 
enabled by increasing the chamber volume and preheating the fuel of which the latter is a 
fundamental part of Gluhareff’s pressure jet design. This served to control heat loss and the 
comparatively shorter residence time of the fuel/air mixture to burn completely [30, 32]. This 







Figure 12: Small Scale Valveless Pulse Jet Engine (Dimensions in cm) and the CFD 
Simulation Domain [30, 32] 
The CFD simulations in Geng’s studies were performed using ANSYS’s CFX 5.7 software 
package. Turbulence was modeled using a RANS standard k-ε model as it was shown to produce 
an operating frequency (232 Hz) within ± 5% error [30]. The 1981 Westbrook-Dryer one-step 
propane oxidation mechanism was selected to model combustion during the simulation. This same 
mechanism was selected and calibrated to model combustion in the pressure jet and is discussed 
in more detail in Chapter III. Heat transfer to the ambient surroundings was modeled using an 
average heat transfer coefficient that was determined via a steady-state heat transfer analysis. The 
wall thickness effect on this transfer was neglected in the interest of reducing simulation time. 
Engine performance was measured in terms of the cycle’s peak combustion chamber pressure. 
Thrust was estimated using exhaust velocity measurements and thrust-specific fuel consumption 
(TSFC) was estimated further based on the measured fuel flow rate. Lastly, as seen by Gluhareff 
[15] both the engine operating frequency and peak pressure (and thus engine performance) are 





Figure 13: (a) Comparison of Simulation and Experimental Data for 50-cm Valved Pulsejet 
[6, 30] and (b) Simulation Data for 8-cm Valveless Pulsejet [30, 32] 
Pulse jet research at North Carolina State University was continued by one of Geng’s 
contemporaries, Fei Zheng, in a 2009 dissertation on computationally simulating high-speed pulse 
jets. [33] The RANS standard k-ε turbulence model was again used to predict the effect of 
turbulence on the combustion process. This study used a five-step propane reaction mechanism 
provided by ANSYS’s CFX software but limited the simulation to a thin slice of the full circular 
domain to reduce simulation time. This resulted in a simulation that operated “reasonably well” 
predicting a chamber temperature and operating frequency between 5 and 10% higher than those 
found experimentally [33]. Zheng also suggested a new analytical model for the acoustics of a 
pulse-jet where the inlet is treated as a Helmholtz resonator and the exit duct as a wave tube. This 
model accurately predicted the pulse jet’s operating frequency and moreover found that when the 
inlet and exit frequencies matched, net thrust was maximized. [33] This phenomenon is similar to 
the phenomenon of “sonic lock” cited by Gluhareff in carefully tuning the lengths of his mult-






Figure 14: Thrust Force vs. Inlet Diameter Showing Maximum Net Thrust and Peak 





C. Scope of Work 
The purpose of this research effort was two-fold: (1) to successfully reverse engineer the 
Brayton-Gluhareff cycle pressure jet engine at a smaller scale than Eugene Gluhareff’s smallest 
engine (the G8-2-5); and (2) to successfully model the operation of this engine. The first goal 
serves to both revive the technology and capabilities of a lost ramjet engine design and to study 
further miniaturization techniques with a novel architecture. The second goal represents the first 
comprehensive modeling effort in regard to the pressure jet engine despite several similar 
modeling efforts for conventional valved and valveless pulse jets. The goal of this research is not 
to optimize the performance of the Gluhareff engine, only to bring it to operation. At this point, 
matching a CFD simulation to the operation of a physical engine is the goal to prove the concept 
of reproducing the engine’s operation at a smaller scale. Any improvements in fuel efficiency or 
performance are left for future research.  
The next chapter details the first efforts used to determine initial estimates of the subscale 
engine specifications based on geometric scaling parameters. The third chapter details the available 
propane chemical kinetic mechanisms and the mechanism selected for modeling. The fourth 
chapter describes the use of computational fluid dynamics (CFD) and the efforts to validate 
incremental simulations toward a comprehensive engine simulation. The fifth chapter shows the 
construction of the physical engines and test stand hardware. Following that is the presentation of 
experimental and CFD data in comparison. The seventh chapter details the relevant conclusions 
and potential future research and applications that are lastly followed by a series of appendices 
including critical input files necessary to recreate the simulation data, MATLAB source codes, and 
a reprinting of historical information from the original EMG Engineering company through a 




II. Estimating the Initial Engine Parameters 
A. Important Geometric Parameters 
Eugene Gluhareff’s pressure jet engine design has many geometric parameters that all must 
be estimated to scale the engine up or down from a reference design. Because the operation of the 
engine is heavily dependent on the geometry, these dimensions need to be approximated to produce 
a scaled engine that will then need only minor adjustment to reach operation. There are two major 
lines of symmetry that lie perpendicular to one another – the inlet centerline and the exhaust 
centerline. A table of these dimensions as shown in Figure 15, as well as their descriptions and 
typical values for the G8-2-20, engine are included in Table 2. The dimensions for the G8-2-20 
were measured from published plans.  
Table 2: Gluhareff Pressure Jet Engine Geometric Parameter Definitions 
Parameter Parameter Description G8-2-20 (in.) 
δ Spacing Between Fuel Injector and Inlet 1 0.125 
L1 Acoustic Length of Inlet 1 4.344 
L2 Acoustic Length of Inlet 2 10.469 
L3i Length of Inlet 3 Structure 8.125 
L3 Acoustic Length of Inlet 3 10.625 
LH Length of Chamber Head 6.125 
LC Length of Combustion Chamber Core 7.625 
LT Length of Transition Section 2.9375 
LN Length of Tail/Nozzle 20.1875 
Di Injector Inner Diameter 0.125 
D1 Inlet 1 Inner Diameter 0.835 
D2 Inlet 2 Inner Diameter 1.608 
D3a Inlet 3 Minimum Inner Diameter 1.951 
D3b Inlet 3 Maximum Inner Diameter 3.982 
DC Combustion Chamber Maximum Inner Diameter 5.000 










There are some notable features critical to the design of the engine that are directly related 
to these parameters. Upon inspection of a pressure jet (of any scale) that has been run before, it is 
clear where the high temperatures of combustion stop in the third inlet due to high temperature 
discoloration. This occurs at approximately half the third-state inlet’s length (L3i/2). It is clear that 
part of the purpose of this final inlet stage is to slow the airspeed prior to combustion and capture 
the back-propagating flame-front.  
The greater purpose of the inlet stages is to progressively entrain ambient air with the 
turbulent, rich mixtured, fuel/air core stream. These inlets’ lengths are carefully tuned such that 
there is a low-pressure node at the inlets which acoustically drive extra air into the engine and 
increase engine performance. This pressure profile due to acoustics is represented in orange in 
Figure 15. This adjustment of tuned inlets is the only change between the G8-2-15 and G8-2-20 
engines and resulted in a 33% increase in engine thrust. Further increases in engine performance 
were realized by flaring the inlet ducts and changing the inlet shapes to a circular cross-section, as 
opposed the lower-profile oval cross-section used to decrease drag when installed in a helicopter 
blade tip. Both decrease the inlet pressure losses, thereby increasing the inlet efficiency [15]. 
The length of the engine head, LH, is also critical to the engine design and may be 
responsible for mainting stable operation. As the incoming flow enters the combustion chamber, 
some fraction of it gets caught in a burning recirculation zone while the rest expands outward 
toward the nozzle and inlet. It is thought (because no detailed analysis on the engine cycle exists 
in the literature) that this recirculation zone is meant to feed the chamber with a steadier flame 




B. Geometric Sizing Relations 
The most detailed numerical analysis of the pressure jet engine is in the documentation 
meant to accompany the GTS-15 teaching stand. The GTS-15 was intended to provide a low cost 
jet propulsion teaching stand based around the G8-2-15 engine and includes a brief, closed-form 
walkthrough of some steady-state approximations and led to some insight in how to properly scale 
a pressure jet engine. This reference [15] (also included in Appendix E) was used to write a 
MATLAB code (see Appendix C-0) which could approximate the engine’s geometry based on a 
series of empirical assumptions. This set of geometric parameters then represents an initial guess 
which may be physically built and experimented with until stable operation is possible. 
 
Figure 16: Diagram of the GTS-15 Teaching Test Stand Using an Instrumented Form of 
the G8-2-15 Pressure Jet Engine [15] 
1. Empirical Assumptions for Geometric Approximations 
A series of assumptions (listed in Table 3) based on Eugene Gluhareff’s specifications and 




Gluhareff’s own experimental measurements with the G8-2-15 engine as it was intended for use 
as a teaching tool. The efficiencies and equivalence ratios are particularly important as they size 
the inlet areas to result in a proper fuel-air mixture into the engine. The engine’s operating 
frequency is scaled based on the G8-2-15 and sizes the inlet lengths.  
Table 3: Gluhareff Pressure Jet Design Empirical Assumptions [15] 
Parameter Value Units Description 
T3 1670 °F Temperature at 3rd Stage Inlet 
ηi 90.97 % Injector Efficiency 
η1 67.47 % Inlet Efficiency 
φ3 0.9429 - 3rd Stage Inlet Equivalence Ratio 
φ2 0.8068 - 2nd Stage Inlet Equivalence Ratio 
φ1 0.3807 - 1st Stage Inlet Equivalence Ratio 
fG8-2-15 639 Hz G8-2-15 Engine Operating Frequency 
Di_G8-2-15 0.125 in. G8-2-15 Injector Inner Diameter 
2. Injector Approximations 
The engine is effectively sized around the injector size for several reasons. Because the 
necessary fuel-air mixture so heavily affects the inlet geometry, the amount of fuel being injected 
toward the engine is critical. In addition, because the injector is choked (having a pressure ratio 
approximately equal to ten), the fuel flow rate is limited by the injector diameter, Di. The fuel mass 












where the subscript ‘f’ indicates properties of fuel (heated gaseous propane), γ is the ratio of 




is the fluid pressure. [1] The engine operating frequency was assumed to scale with the size of the 
injector inner diameter to that of the G8-2-15: 




3. Three-Stage Inlet Approximations 
At this point the flow characteristics out of the injector were known to satisfactorily 
proceed through the inlets step-by-step toward the combustion chamber. The total mass flow of 
fuel and air required for the first inlet was calculated from the equivalence ratio, 𝜙𝜙, the 
stoichiometric fuel-air mixture (fstoich = 15.5), and the injected fuel flow, ?̇?𝑚𝑖𝑖: 
?̇?𝑚1 = f1?̇?𝑚𝑖𝑖 = 𝜙𝜙1f𝑠𝑠𝑡𝑡𝑠𝑠𝑖𝑖𝑀𝑀ℎ?̇?𝑚𝑖𝑖 (16) 














This velocity was then used to determine the inlet area, A1, necessary to capture a total (fuel and 
air) mass flow rate of ?̇?𝑚1 based on the definition of mass flow rate. The length of the first inlet 
stage is determined based on the sound speed into the first-stage inlet, a1, and the operating 








This relies on the fundamental physical theory behind a resonant column of air through a pipe with 
both ends open (described in Figure 17). Here the properties into the first inlet were approximated 
using a rule of mixtures based on the fuel-to-air ratio, f1. For instance, the ratio of specific heats 
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Figure 17: General Theory for First-Mode of Resonance for Open- and Closed-End Pipes 
The second stage inlet was similarly analyzed starting with the necessary total mass flow 
rate based on the required fuel-air ratio: 
?̇?𝑚2 = f2?̇?𝑚𝑖𝑖 = 𝜙𝜙2f𝑠𝑠𝑡𝑡𝑠𝑠𝑖𝑖𝑀𝑀ℎ?̇?𝑚𝑖𝑖 (20) 

















This velocity and the total mass flow rate were used to determine the inlet area, A2 while the length 








It should be noted here that the engine frequency is the same throughout the engine inlets, but 
because the fluid speed of sound changes, the wavelengths and the inlet lengths are different from 



















Lastly, the third stage inlet was approximated in similar fashion, determining the mass flow 
rate to reach the necessary equivalence ratio: 
?̇?𝑚3 = f3?̇?𝑚𝑖𝑖 = 𝜙𝜙3f𝑠𝑠𝑡𝑡𝑠𝑠𝑖𝑖𝑀𝑀ℎ?̇?𝑚𝑖𝑖 (23) 

























There are several differences at work here. First, the third stage temperature is assumed based on 
measurements from Gluhareff’s experimentation [15]. At this point during the research effort, the 
temperature was assumed to be unaffected by engine scale. The other difference for the third inlet 
is based on the geometry of a closed-end pipe as opposed to a pipe with both ends open. This is 
fundamental to the engine’s operation as the incoming fuel and air mixture reflects off the back 
wall of the combustion chamber ideally resulting in a peak pressure there as the mixture burns to 
extract energy from the fuel. Hence, because the standing wave is ideally a quarter wave (as 
opposed to a half wave as before) the denominator factor changes from two to four. It should also 
be noted that the length here is the acoustic length, L3, as shown in Figure 15 
C. The Limited Utility of Closed Form Approximations 
While at this point the tuned-inlet geometry is approximated, there was no simple analytical 
method through which to estimate the necessary combustion chamber volume and tail-pipe length. 




Some simple geometric ‘rules of thumb’ were uncovered in studying the geometry of these 
engines. Regardless of scale, the length of the tail or nozzle was close to twice the length of the 
second stage inlet, i.e. LN ≈ 2 L2. Similarly, the combustion chamber diameter was always close to 
half the acoustic length of the third-stage inlet, i.e. DC ≈ L3/2. The nozzle diameter was typically 
2/3 the diameter of the combustion chamber, i.e. DN ≈ 2 DC/3. Lastly, the length of the combustion 
chamber was eventually estimated based on a curve-fit trendline including a 15% factor for the 
head length, LH: 
𝐶𝐶𝐶𝐶 + 𝐶𝐶𝐻𝐻 = 1.15 [3.6988 𝐷𝐷𝑖𝑖 + 0.8307] 𝐶𝐶2 (26) 
This analysis resulted in a complete geometric picture of a scaled Gluhareff pressure jet 
engine, but the reader is reminded these are at best a rough, first approximation and are likely to 
need adjustment after experimentation reveals a need for more or less fuel, tail pipe length to 
capture the exhaust flame, etc... Moreover, while the inlet areas and lengths are approximated, 
their locations along the inlet axis are also critical and may need minor adjustment to ‘tune’ them 
toward “sonic lock” and optimal performance. This can only be satisfactorily accomplished 





III. Selection of Chemical Kinetics 
A. Theory of Chemical Kinetics 
Chemical reactions are typically modeled using “Chemical Kinetics” that involve 
quantifying the rates of prescribed chemical processes during the CFD solution process. A single 
global process, like the combustion of propane and air into carbon dioxide and water vapor, tends 
to be modeled instead as a series of reactions or reaction steps each with its own reactants, 
products, and an experimentally-determined rate. This reaction is shown in general form per mole 
of fuel in Eq. (27) below: 
C3H8 + 𝑎𝑎(O2 + 3.76N2) → 𝑏𝑏CO2 + 𝑐𝑐H2O + 𝑎𝑎N2 (27) 
Manipulation of the amount of air, a, with respect to a single mole of fuel allows adjustment of the 
reaction to varying fuel-air ratios. For a stoichiometric reaction of propane and air, these 
coefficients balance to a = 5, b = 3, c = 4, and d = 18.8. [34] 
The equation that is typically used to model a single reaction is either the two-parameter 
Kooij Equation [Eq. (28)] or the simplified version – the Arrhenius Expression [Eq. (29)] if ln(k) 
is linear with the inverse of temperature.  
𝑘𝑘 = 𝐴𝐴 ∙ 𝜕𝜕𝑚𝑚 ∙ 𝑒𝑒−𝐸𝐸0 𝑅𝑅𝑢𝑢∙𝑇𝑇⁄  (28) 
𝑘𝑘 = 𝐴𝐴 ∙ 𝑒𝑒−𝐸𝐸𝑎𝑎 𝑅𝑅𝑢𝑢∙𝑇𝑇⁄  (29) 
Here A is an experimentally determined constant, T is temperature, Ru is the universal gas constant, 
and E is the activation energy of the reaction (an empiricism). The resulting reaction rate, k, may 
be defined for both the forward and reverse reaction. The forward reaction in this case would be 
fuel oxidation into carbon dioxide, water vapor, and potentially other nitrogen-based products (e.g. 
nitrogen oxides or NOx). A reverse reaction rate models the tendency of some reactions’ products 




This reaction rate determines how quickly each species is consumed and changes the local 
species levels in the CFD model. It also affects how much energy is absorbed or released, and 
drives the reaction(s) to equilibrium. Mathematically this means the reaction rate, 𝑘𝑘, helps define 
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𝜈𝜈2 (30) 
where 𝜈𝜈1 and 𝜈𝜈2 are curve fitting constants commonly around 1.0 or 0.5 and C is species 
concentration. So each reaction is modeled as being dependent on the presence of the chemical 
species involved and the Arrhenius constant, k. [34] All that remains is to experimentally 
determine a set of constants for each modeled reaction. Fortunately, completed models (with 
varying degrees of accuracy and applicability) are the goal of well-published research efforts 
presented in more detail in Section C of this chapter. 
These combustion models typically conform to one of three types – detailed, reduced, or 
global kinetics models. Detailed kinetic mechanisms pursue maximum accuracy by attempting to 
capture as many independent reaction steps as possible. As a result, these are the most complete 
and accurate mechanisms but often include hundreds of reactions that must be curve-fit 
experimentally. By merit of the number of reactions involved, detailed mechanisms also generally 
require the most computational time. To reduce the computational time, reactions with little effect 
on desired conditions (temperature, ignition delay, etc…) are often removed. These mechanisms 
are referred to as “reduced.” Global mechanisms continue this philosophy by reducing the 
mechanism often to a single curve-fit reaction. This is intended to capture the overall 
thermodynamics of the reaction as opposed to the detail of intermediate processes. Because it 





B. Propane Oxidation Experimental Data 
The chemical kinetic mechanisms discussed in Section A and the computational 
simulations that use them must be validated using experimental data prior to drawing any 
conlusions. This data is used specifically to determine the relative error of different kinetic 
mechanisms and aid in ultimately selecting the mechanism for modeling propane combustion in 
the pressure jet engine. A literature review showed a variety of experiments performed to 
accurately measure the properties of combustion (i.e. laminar flame speed, adiabatic flame 
temperature, etc.) and constants necessary for combustion modeling (e.g. pre-exponential factor, 
activation energies, etc…) at different equivalence ratios. The data used in this effort is generally 
reduced to the information necessary to match results from a model of premixed combustion in a 
closed spherical vessel. 
1. Common Experimental Setups 
There are many types of experimental configurations for determining combustion data 
some of the most common being continuous flow reactors (CFR), constant volume reactors (CVR), 
and jet-stirred reactors (JSR) The constant volume reactor is fundamentally a closed chamber in 
which fuel and an oxidizing medium (usually air) mix and burn under precisely controlled 
conditions. A co-flow reactor, however, involves continuous flow of both the fuel and oxidizer. 
This necessarily includes continuous mixing and combustion; whereas the closed chamber may be 
allowed to settle to quiescent initial conditions. Werle showed this turbulence effect caused a 150-






Figure 18: Common Hydrocarbon Oxidation Reactor Experimental Setups Showing (a) 
Counter Flow [36], (b) Jet Stirred [37], and (c) Constant Volume Reactors 
An alternative form of continuous reactor is the jet-stirred reactor in which injecting jets 
enter a combustion chamber at some glancing orientation. This promotes turbulent mixing of the 
fuel and air similar to the conditions in many engines and increases residence time in the 
combustion chamber. A reactor design developed by Dagaut, et al. [37] was intended to study the 
oxidation of “light hydrocarbons” like propane at high pressures. In 2004 El Bakali, et al. used this 
form of jet-stirred reactor to study natural gas oxidation that also used shock tube data (a form of 
constant-volume reactor) to model ignition delay and laminar premixed flames to model laminar 
flame speed and showed good agreement with experimental data [38]. A similar design was used 
during a National Aeronautics and Space Administration (NASA) study on nitrogen oxide (NO) 
formation during propane combustion [39]. 
Constant volume reactors have also been extensively used to study propane oxidation and 
offer simple, symmetric geometry ideal for modeling as well as the ability to mix fuel and air and 
later induce ignition. The latter capability allows the mixture to reach quiescence; thus, minimizing 
the effect of turbulence and allowing the study of more ideally pre-mixed combustion. Norman, et 
al. used a spherical combustion chamber to study both auto-ignition temperatures and rich limits 




of combustion [40]. Similarly Razus, et al. comprehensively studied propane oxidation and the 
effects of initial conditions using constant volume reactors [41-47]. 
While both the co-flow and jet-stirred reactors are useful methods of studying hydrocarbon 
oxidation, they necessarily introduce some level of mixing and turbulence that adds uncertainty 
and complicates modeling and simulation. This incremental complexity results in greater time 
necessary to compare different kinetic mechanisms. Alternatively, symmetrical constant volume 
reactors lend themselves easily to modeling of premixed combustion using zero-dimensional (0-
D) analysis and prevent the data being tainted with mixing effects. As a result, the experimental 
data from spherical constant volume reactors (described in detail in the following sections) were 
chosen to compare the propane kinetic mechanisms described in Section III0. The modeling theory 
and results of the comparison are then presented in Section III0.  
2. Minimum Ignition Energy 
Prior to the initiation of combustion, a minimum amount of local energy must be provided. 
This is referred to as the “minimum ignition energy” and should be known to help set the energy 
level of a spark source in the CFD model. Recent experiments [48] suggested the classical value 
of 0.25 mJ [49] may be too conservative compared to a value of 0.48 mJ that was consistent with 
more recent experiments. Eckhoff and Olsen suggested that under the classical value’s definition 
of ignition (a 1% probability), the energy was between 0.40 and 0.45 ± 0.08 mJ [48]. As a result, 
an ignition energy of at least 0.5 – 1.0 mJ for near stoichiometric mixtures will be assumed for the 
CFD model using an energy point source. Once the mixture is ignited, it is then necessary to check 
the speed of the flame as it propagates. This is referred to as the flame speed or burning velocity 
and is dependent on the fuel type and the mixture properties (e.g., equivalence ratio, temperature, 




3. Constant Volume Shock Tube Experiments 
The first published shock tube study of propane/oxygen ignition was by Steinberg and 
Kaskan in 1955 and started an extensive catalog of shock tube studies [50]. The study tested 
stoichiometric mixtures of propane and oxygen for a small range of pressures and found the 
ignition delays to be largely independent of pressure effects. In 1966, Hawthorn and Nixon further 
studied qualitative trends of propane/oxygen oxidation in shock tubes using argon as a nonreactive, 
diluent gas [51]. 
 
Figure 19: Shock Tube Apparatus as Published by Sulzmann [52] and Later Repeated by 
Myers and Bartle’s Propane Study [53] 
Myers and Bartle published a more extensive study a few years later intending to explore 
propane/oxygen oxidation for use in scramjet (Supersonic Compression Ramjet) engines [53]. 
They included measurements and correlations for reaction durations and ignition delay times and 
like Hawthorn and Nixon, used argon as a diluent gas. The apparatus was the same as that 
described by Sulzmann [52] and shown in Figure 19. It relied on a stainless steel tube activated by 
breaching a series of thin diaphragms and studying the propagating species’ refractive indexes 




hydroxide (OH) emissions, a second rise of OH emissions, and the initial rise in carbon dioxide 
(CO2) emissions. It should be noted that this definition for ignition delay is significantly different 
from those used in other studies making direct comparisons of some findings difficult. The end of 
the reaction was determined based on the end of CO2 formation, OH emission, and the final 
refractive index gradient (via the Schlierent system). Correlations using a least-squares fit were 
matched to major species reaction durations and ignition delays that revealed two distinct regions 
matching the authors’ correlations well. Temperature and pressure dependencies were also found 
to match expectations from a prior study on kerosene and isooctane fuels [54]. 
In 1971, Burcat, et al. published two oft-cited studies on shock tube ignition delays for nine 
propane/oxygen/argon mixtures [55] and five different hydrocarbons between C1 and C5 [56]. Both 
studies used a single-pulse stainless steel shock tube with helium as the driver gas and studied the 
reflected shock waves using a gas chromatograph to identify species. The ignition delay data in 
the first study was curve fit with Arrhenius constants including species concentration power 
dependencies for argon, propane, and oxygen. These dependencies were determined graphically 
using the datasets’ relative offsets. In the propane study, the authors found the ignition delays to 
be unaffected by the diluent gas meaning its power dependency was negligible despite argon 
composing a large fraction of the total mixture. Around stoichiometric mixtures they found that 
propane increased ignition delays but expected the power dependency on propane to diminish as 
the mixture was leaned. They also noted that significant decomposition of propane into other 
hydrocarbons occurred prior to ignition that could affect the ignition delay times. That same year 
Lifshitz, et al. published a similar study for methane mixtures [57] noting that only Glass [58] had 
found a dependence on argon but at concentrations as much as 10 times greater and thought to be 





Figure 20: A Logarithmic Plot of Ignition Delay, τ, For a Range of Temperatures, T5, Using 
Five Different Fuels (A = Methane, CH4, B = Propane, C3H8, C = Butane, C4H10, D = 
Pentane, C5H12, and E = Ethane, C2H6) as Published by Burcat, et al [56] 
Burcat’s second 1971 study used the same experimental apparatus to draw similar 
conclusions about C1 – C5 alkanes. For instance, methane showed a significantly higher activation 
energy than the rest of the hydrocarbons tested (presented graphically in Figure 20). All species 
but ethane fit the qualitative expectation that ignition delay should vary inversely with the number 
of carbon atoms. Ethane showed the lowest ignition delays of all the hydrocarbons tested. They 
supposed it likely that breaking the C-C bond in ethane was similar to breaking these bonds in 
heavier hydrocarbons and when combined with methane-like chain breaking of reaction products 
could decrease the ignition delay below those of the other hydrocarbons tested. No other suitable 
experimental data was available to comparatively test these ideas. The following year Burcat 
supported a study by Crossley, et al. investigating mixtures of methane and oxygen with higher 




significant reduction in ignition delay time and showed that the additive influence was chemical 
as opposed to driven purely by thermal effects. 
Shortly thereafter, in 1981, Eubank et al. published a study on the ignition of methane and 
simulated natural gas/air mixtures in reflected shock waves [60]. They used the same setup 
described by Olson’s ethane study that involved the use of a rectangular shock tube and a helium-
neon laser for laser-Schlieren analysis. The driver gas was a mixture of hydrogen (H2) and nitrogen 
(N2). The authors qualitatively matched prior findings [57, 59] showing that adding ethane (C2H6) 
and butane (C4H10) to stoichiometric mixtures of methane (CH4) and air subsequently decreased 
ignition delays. Adding propane (C3H8) to these mixtures further reduced ignition delays. Two 
more methane studies were published shortly thereafter – Krishnan et al studying mixtures with 
acetylene [61] and Cheng studying mixtures with hydrogen [62]. 
 
Figure 21: Frenklach and Bornside’s Comparison of Experimental Methane Ignition 
Delays, τ, to Computer Predictions Using a Chemical Kinetic Mechanism. Experimental 
Data in Points and Corresponding Models Shown by Lines [63] 
No Propane Added 
0.073% Propane Added 




In 1984, Frenklach and Bornside published another oft-cited study into matching 
experimental shock tube data of methane/propane mixtures to a chemical kinetic mechanism-based 
computer model [63]. The mechanism used 140 reactions with 34 species. The experiments 
maintained a nearly constant density in the shock tube for temperatures between 1300 and 1600 K 
using a conventional stainless steel shock tube. Helium was used as the driver gas while argon was 
used as a diluent. An important distinction was made in regards to the measurement of ignition 
delays – different measurement locations produced dissimilar results. In other words, ignition 
delays measured at the end of the shock tube differed significantly from ignition delays measured 
at the contact surface between the driver and driven sections. The model agreed well with the 
experimental data, as well as the data published by Lifshitz [57] and Crossley [59] and was further 
subjected to a sensitivity analysis to improve the mechanism. The results of the sensitivity analysis 
using a saturated design method showed qualitatively similar results with a brute force method. 
 




A decade later Spadaccini and Colket published a comprehensive literature review of 
methane and methane/hydrocarbon mixture oxidation and combined them to produce a series of 
general correlations for predicting mixture ignition delays. [64] The study also included new 
experiments using a conventional stainless steel shock tube with pressure transducers at multiple 
locations. Mixtures of methane including varying levels of ethane, propane, and butane reasonably 
matched the same Arrhenius-type curve fit for ignition delay. Of particular note is the inclusion of 
experimental data for multicomponent methane/hydrocarbon mixtures and the resulting fitting 
equations for mixture ignition delays. The findings further confirmed that small amounts of 
hydrocarbons added to methane resulted in reduced ignition delays. The data was also compared 
with the methane mechanism proposed by Frenklach [65] that matched published data and curve 
fits well, except under very lean conditions. The mechanism predicted longer ignition delays under 
these conditions that disagreed with the curve fits, but matched sparsely available data at such low 
equivalence ratios. 
In 1998, Qin published a dissertation on comparing a propane oxidation mechanism with 
experimental data for propane/oxygen/argon ignition delays observed behind reflected shock 
waves [66]. In this case, ignition delay times were defined based on the time between the arrival 
of the reflected shock and the peak of OH absorption rise. Qin’s mechanism was limited to C3 
chemistry and below and is discussed in more detail in Section C of this chapter. By adjusting 
some reaction rates to target the ignition delay data, good agreement was found between the 
mechanism predictions and the experimental data.  
Afterward, in 1999, Brown and Thomas published a study on ignition delay and transition 
to detonation in ethylene/oxygen and propane/oxygen including a Schlieren analysis of the 




argon and nitrogen as the diluent gas on ethylene and propane ignition. The use of diluent nitrogen 
tended to increase incident shock velocity as compared to tests with diluent argon. The ethylene 
and propane ignition delays matched well with other published works but noted that Jachimowski’s 
data [68] was “not in good agreement” at low temperatures although it was extrapolated beyond 
its original scope. 
      
Figure 23: Pressure Traces for Ethylene/Oxygen Ignition Transition to Detonation at Low 
Nitrogen Dilution (Left) and Corresponding Schlieren Shadowgraph Images Taken 10 μs 
Apart Showing Transition to Detonation (Right) as Published by Brown and Thomas [67] 
The data comparison suggested that earlier ignition delay works using highly diluted mixtures may 
not necessarily produce an accurate model of ignition in less-dilute applications. For these cases 
of high dilution, little evidence of a strong reaction could be found in the data or Schlieren images. 
However, for less diluted mixtures the data showed a pressure increase following the wave 
reflection that the authors interpreted as the transition to mixture detonation. This transition was 
also visible in the Schlieren images. 
A year later, Cadman et al. published a study on high pressure propane oxidation (up to 




temperatures of study to 800 K by adjusting the shock tube driving gas. At these “intermediate” 
temperatures, the activation energy (and thus slope of the ignition delay – 1/T plots) decreased 
significantly. Burcat noted a decrease from 192 kJ/mol to 156 kJ/mol while Cadman’s study 
suggested a significantly lower energy of 38 kJ/mol. The difference was thought to be due to the 
analysis method used. Cadman’s study used two separate curve fits as opposed to a single 
polynomial curve. In general, the measurements showed that ignition delays were shorter than 
expected if extrapolating from higher temperatures (above 1200 K). 
 
Figure 24: Experimental Ignition Delay Times for Stoichiometric (Left) and Lean (Right) 
Mixtures of Propane and Air Compared to Kinetic Mechanisms from (1) Sung [70], (2) Qin 
[66], (3) Westbrook [71], (4) Jachimowski [68], (5) Dagaut [72], (6) Glassman [73], (7) 
Konnov [74], and (8) UC Berkeley’s Gas Research Institute (GRI) Mechanism Version 3.0 
[75] as Published by Kim [76] 
In 2000, Kim and Shin published a study on propane ignition behind reflected shock waves 
and matched the data to a mechanism for propane ignition delay. [76] The ignition delay was 
determined based on the pressure rise and the formation of OH emissions. They collected data 
from other experiments and produced an empiricism for ignition delay in the Arrhenius form 
adding dependency on propane and oxygen concentrations. The experimental ignition delay data 
were found to match the predictions from several prior mechanisms (discussed in more detail in 
Section C) within the experimental data scatter. 




The following year Qin studied the ignition of propene (C3H6), a common intermediate 
hydrocarbon in propane oxidation [77]. The study tested reflected shock waves at pressures as high 
as 4.7 atm, temperatures up to 1820 K, and equivalence ratios between 0.5 and 2.0. The data 
resulted in a pressure-based correlation for the ignition delay that also relied on the concentrations 
of propene and oxygen. The data and this correlation suggested that prior propene ignition delays 
from Burcat [78] were too long, but could not speculate as to why. 
 
Figure 25: A Comparison of Kinetic Mechanism Predictions and Experimentally Measured 
Ignition Delays of Natural Gas/Oxygen Mixtures (Diluted 97% with Argon at 600 kPa) for 
a Range of Equivalence Ratios. Dashed Line Shows Tan’s Mechanism [79, 80], Dotted Line 





In 2003, Lamoureux published a shock tube ignition delay study for natural gas behind 
reflected shock waves [81]. The study also compared ignition delays for different blends of natural 
gas from several different regions: Abu Dhabi, Indonesia, Russia, North Sea, Algeria, and 
Matheson (the same source as Spadaccini and Colket [64]) and checked them with two chemical 
kinetic mechanisms published by Tan [79, 80] and Smith (GRI Mech 3.0) [75]. The latter 
comparison of data with mechanism predictions is included in Figure 25 and shows the accuracy 
of a relatively simple curve fit based on the product sum of individual ignition delay times. Butane 
and higher hydrocarbons in the tested natural gas mixtures were found to not affect ignition delay 
times; hence correlations using the ignition delays of lower hydrocarbons (methane, ethane, and 
propane) were considered to have “generally good” agreement with the experimental data. 
 
Figure 26: Measured Ignition Delays Compared to Predictions by Argon Data Trend (Solid 
Lines), Konnov’s Mechanism [82] (Dashed Lines), Curran’s Mechanism [83] (Dotted 
Lines), and GRI Mech 3.0 [75] (Dashed-Dotted Lines). Black Data Points Show 
Propane/Oxygen/Argon (at ϕ = 0.5) while Grey Points Repeat the Conditions for 
Propane/Air Mixtures. As Published by Herzler [84] 
The following year, Herzler, et al. published an ignition delay study on propane/oxygen 
mixtures with argon at intermediate temperatures (750 – 1300 K) and high pressures (up to 29.6 
atm). [84] These conditions were studied because they recreate the regime where internal 
combustion engine “knock” that can cause serious engine damage. Propane was studied because 
it best matched the ignition properties of higher hydrocarbons. The ignition delay was determined 




using the pressure trace and CH* radical emission. They found that low temperature data (below 
1050 K) was “not well represented” by the computer simulations. The simulated ignition delays in 
oxygen were about 10% shorter than the comparable simulations in air. The authors also noted a 
decrease in activation energy at 1050 K that was stronger in oxygen mixtures than air. Despite 
good agreement at higher temperatures, the kinetic mechanism-driven simulations did not predict 
this change in the activation energy. The fact that this phenomenon appeared in both oxygen and 
air mixtures meant that it could not be explained by the thermal relaxation effect of nitrogen in air. 
They noted a need to improve the current kinetic mechanisms to capture this change in activation 
energy at low temperatures. 
 
Figure 27: Measured Propane-Air Autoignition Domain for Stoichiometric (ϕ = 1.0) 
Showing Pressures and Temperatures for Strong, Transient, and Weak Ignitions as well as 
Low Temperature Flammability Limits Published by Penyazkov [85] 
Penyazkov, et al. also published a shock tube study that same year limited to propane-air 
mixtures but across three equivalence ratios (ϕ = 0.5, 1.0, and 2.0) [85]. The ignition delays were 




independently compared with previously published correlations and showed good matching at high 
temperatures. The data gathered in the study also allowed a domain of autoignition to be generated 
for the range of equivalence ratios tested (shown for stoichiometric conditions in Figure 27). The 
steady-state detonation velocities at high temperatures were “very close” to those predicted by 
equilibrium codes. The increase in post-shock fuel and oxygen concentrations (via increasing local 
density) tended to increase the reaction rate and, therefore, reduce the low temperature threshold 
for weak ignition. In rich mixtures, this resulted in the measurement of cool flames. 
 
Figure 28: Ignition Delays of Methane With and Without a 5% Propane Additive Showing 
Decrease in Ignition Delay at 39.5 atm Pressure [86] 
In 2006, Huang and Bushe published a shock tube study matching experimental data to 
results predicted by the GRI Mech 1.2 (an earlier version of GRI Mech 3.0 [75]) for autoignition 
of methane/ethane/air and methane/propane/air mixtures. [86] The data was measured trom 




Compression Ignition (HCCI) engines and gas turbines (i.e. temperatures between 900 and 1400 
K and pressures between 15.8 and 39.5 atm). Of major interest was the effect of different additives 
(in this case ethane or propane) that could result from using natural gas blends from different 
sources. While it was known that adding ethane or propane tends to reduce ignition delay, there 
was an observed minimum ignition delay with ethane added at 1100 K. With propane this effect 
was more prominent at lower temperatures. At high pressures (39.5 atm) with 1.25 - 5% propane 
added at 1100 K the ignition delay was reduced by 10 – 15% but at 1000 K the ignition delay was 
reduced by 50%. The detailed kinetic mechanism was used to study this ignition-promoting 
phenomenon as a function of the chemistry varying with temperature, specifically methylperoxy 
(CH3O2) and methylhydroperoxide (CH4O2). Natural gas mixtures have since been a topic of study 
and often include propane with other hydrocarbons added to methane to study their applicability 
to compression-ignition engines [87] and gas turbines [88]. 
 
Figure 29: Ignition Delays of 70% Methane / 15% Ethane / 15% Propane at Varying 
Equivalence Ratios [89] (Left) and 70% Methane / 30% Propane at Varying Pressures [90] 
(Right) Solid Data Points Indicate Shock Tube Experiments and Empty Data Points 
Indicate Rapid Compression Machine Experiments. Lines Show Kinetic Mechanism 
Predictions via the HCT (Hydrodynamics, Chemistry, and Transport) Program 
Two years later, Healy, Curran, et al. published a study on methane/ethane/propane 









The study employed both a high-pressure shock tube apparatus as well as a rapid compression 
machine to simulate the conditions of a compression ignition engine. That same year they also 
published a related study limited to methane/propane mixtures in the same temperature range but 
limited to pressures of 10, 20, and 30 atm [90]. These studies together represent an extensive 
analysis of methane/ethane/propane mixture ignition delays under the effects of varying 
temperature, pressure, and equivalence ratio with a fraction of the results included in Figure 29. 
The use of a rapid compression machine allowed the expansion of the temperature profile to lower 
temperatures that showed shorter ignition delays by as much as a factor of two (between 700 and 
900 K). The computer predictions were able to capture the relative reactivities of different fuel 
mixtures qualitatively and showed “excellent” quantitative agreement with experimental data.  
4. Constant Volume Spherical Bomb Reactors 
Razus, et al. has performed extensive experiments in closed vessels at the various initial 
conditions that affect flame speed [41, 44, 45, 47]. The authors compared their experimental 
findings with several closed form solutions and a 1-D simulation using detailed kinetics and 
determined that for a stoichiometric mixture, a flame speed (SU) at standard temperature and 
pressure of 38.9 cm/sec showed the least error using the following relationship: 










where R is the radius of the chamber, k is a cubic law coefficient, ΔPmax is the maximum pressure 





Figure 30: Flame Speed vs. Equivalence Ratio Comparing Several Closed-Form Solutions 
(Lines) with Measured and Referenced Experimental Data Points at Standard 
Temperature and Pressure [44] 
The authors of that study also compared the flame speed trends at various initial 
temperatures and pressures noting that higher initial temperatures and lower initial pressures 
tended to increase the flame speed. They further compared their flame speed calculations at 
varying equivalence ratios to the solutions of other authors and found good agreement. This 
comparison is included in Figure 30 for its utility in eventually verifying the flame propagation 
seen in the reacting flow CFD model. It is clear that while there is some variation between different 
experimental sources and even between different estimation methods, the variation is generally 
low, especially for lean, near-stoichiometric mixtures. The reader should recall the premixed CFD 






Figure 31: Image Sequence from Primary Ignition in a Rich 12.3% Propane-Air Mixture at 
12.6 sec Recorded at 600 Hz [91] 
  
Figure 32: (a) Experimental Flame Radius and Burning Velocity of a Stoichiometric 
Propane-Air Mixture at Standard Temperature and Pressure [41] and (b) Maximum Rate 
of Pressure Rise in a Spherical Vessel at Various Equivalence Ratios and Initial Pressures 





Subsequent research by Razus, et al. tested Eq. (31) based on the pressure-time response 
of propane-air explosions in the same spherical chamber architecture. They again showed a peak 
of flame speed at an equivalence ratio of about 1.1 and the same trends observed before with regard 
to initial temperature and pressure [41]. These temperature and pressure trends are further verified 
by Huzayyin, et al. in comparing pure propane-air and liquefied petroleum gas (LPG)-air mixtures 
[92], as well as by Razus for LPG-air mixtures [44]. Razus, et al. also included a useful plot of 
experimentally determined flame speed, SU, and flame radius (the radius of burned mixture), rb, 
which is included in Figure 32. To complement this data, high speed video showing the 
experimental ignition of propane-air mixtures was also published by Rubtsov, et al. that allowed 
direct verification of the linearity of flame radius with time [91]. Stills from this recorded data are 
included in Figure 31. 
Further experimental data is available regarding the effects of temperature and pressure on 
both the explosion pressures [43] and maximum rates of pressure rise [46] of propane-air mixtures 
in a spherical closed vessel. These efforts were also performed by Razus, et al. to check the validity 
of closed-form solutions. They noted significant differences between explosion pressures 
measured in symmetrical and asymmetrical vessels and found that maximum pressures peaked at 
slightly rich equivalence ratios (i.e. 1.1 to 1.3). In addition, when comparing a cylindrical vessel 
to a spherical vessel, the latter was found to reach peak pressure sooner and is potentially 
advantageous for a transient CFD model – if the vessel reaches peak pressure sooner, it should 
burn faster, and require less time to simulate than an equivalent cylindrical vessel. 
They also noted that minimum explosion times (and similarly maximum rate of pressure 
rise) occurred at equivalence ratios between 1.2 and 1.4, which suggest simulation of a richer 




found to relate linearly to the initial pressure for a constant initial temperature and fuel-air ratio. 
The relation of pressure rate with equivalence ratio at several initial pressures is included in Figure 
32. A similar study comparing cylindrical and spherical vessels using propylene-air explosions, 
showed the same trends, which suggests the effects of initial conditions on the speed of combustion 
are not limited to propane-air and may also occur for other reactions included in a more detailed 
kinetic mechanism [46]. 
5. Coflow and Counterflow Reactors 
On of the earliest flow reactor studies involving propane oxidation was published by Wu 
and Law in 1984 [93]. They built a device using of a constant flow nozzle impinging on a flat plate 
in close proximity to allow study of flames in stagnation flow during which flames have a varying 
amount of “stretch.” Flame stretch is governed by the negative velocity gradient (du/dx, defined 
as Γ or in some works, K) and can have a nontrivial effect on the local flame speed. Flow velocities 
were measured using Laser Doppler Velocimetry (LDV) allowing measurement of velocity 
distributions as a function of radius with a 0.1 mm resolution. Replacing the flat plate (made of 
brass and cooled) with a counterflow formed by either cold air, nitrogen, or an opposing flame was 
shown to not affect flow velocities and temperatures while having the added benefit of eliminating 
any contamination of the results from catalysis due to the plate material.  
 
Figure 33: Experimental Data Showing the Effect of Flame Stretch, Γ, on the 1-D Laminar 




Wu and Law experimented with the combustion of hydrogen and air as well as several 
hydrocarbons including methane (CH4) and propane (C3H8). Propane-air flame speeds showed a 
weak increase with growing flame stretch while flame temperatures showed a significant decrease. 
This was consistent with a Lewis number, Le, greater than 1 indicating the thermal diffusivity, α, 
(and thus thermal transport) was greater than the mass diffusivity, D, (and thus mass flow). 
Two years later, Liu published a further study [94] investigating the effects of radiative 
heat loss (which can become significant at greater separation distances) using a well-studied 
double counterflow flame apparatus [95-98]. The study was limited to nonluminous blue methane-
air flames that did not produce soot particles. Axial temperature profiles of the methane-air jets 
showed a minimum at the stagnation plane, and was considered to be due to particles taking longer 
paths the closer they were to the stagnation plane and, thus, having more time for cooling effects. 
Because combustion process occurred at a steady state with low fluid velocity, convective effects 
were considered negligible. Radial heat conduction was also ruled out as radial temperature 
profiles also showed a minimum at the center of the jet instead of at the periphery. Estimates for 
the heat loss due to radiation from nonluminous flames resulted in temperature drops that were in 
“favorable agreement” with those seen experimentally. 
 
Figure 34: Three Examples of Stretched Flames – The Stagnation Flame, Impinged on a 
Symmetrical Boundary or Wall (Left), The Propagating Spherical Flame (Center), and The 




In 1989, Law published a comprehensive study on the analytical and qualitative theory, as 
well as the experimental implications of stretched/strained premixed flames [36]. He noted three 
common examples of stretched flames (shown in Figure 34) and noted that hydrodynamic stretch 
and flame stretch can be “strongly coupled” as stretch in the fluid may impose stretch on the 
propagating flame. Furthermore, the study confirmed with experimental data that the flame 
temperature was unaffected by stretch but the burned mass of a stretched flame was lower than the 
ideal unstretched flame and pointed to flow divergence as the cause. Once the stretch rate is high 
enough, the burned mass will drop to zero and flame extinction can occur. This was found to occur 
in an ethane-air flame, for instance, at a stretch rate of 320 sec-1.  
 
Figure 35: Propane/Air Bunsen Flame Temperatures as a Function of Flame Radius, Rf, 
for Several Equivalence Ratios. The Negatively-Stretched, Axisymmetric Bunsen Flames 
(Left) Show Preferential Diffusion Effects while the Two-Dimensional Bunsen Flames 
(Right) Do Not. As Published by Law [36] with Data from Mizomoto [99] 
 
Figure 36: Determination of Zero-Strain Laminar Flame Speed, 𝐒𝐒𝒖𝒖𝟎𝟎, for a Stoichiometric 




In the case of a flame impinged on (and therefore restrained by) a stagnation surface, as 
the stretch rate increases toward the extinction limit the flame will move closer to the stagnation 
plane. Depending on the Lewis number, Le, the burning temperature may be increased (Le < 1) or 
decreased (Le > 1) by the resulting flame stretch. Experimental data [99] for propane/air 
combustion in a stagnation flame configuration for both lean, near-stoichiometric, and rich 
combustion showed this effect (see Figure 35). Experimental strain rates for extinction were also 
included showing a maximum capacity for flame stretch around an equivalence ratio of 1.2 for 
propane/air mixtures. Of particular importance to spherical chamber calculations, Law showed 
that the strain rate plays a nontrivial role and was shown to produce much higher flame speeds 
than the true laminar flame speed. The solution to removing the effect of flame stretch was to 
determine the strain rate for these flame speeds and to extrapolate the data linearly to a strain rate 
of zero. This method is referred to by many later studies regarding the proper method (with some 
variations) of determining the zero-strain laminar flame speed under controlled conditions. 
  
Figure 37: Propane Oxidation Soot Volume Fraction and Temperature Distributions with 
Different Inert Gases (Diluted by 20%) Showing Significant Effect on Soot Formation but 




A year later, Axelbaum and Law published a study on the effect of inert additive gases 
(helium, argon, etc...) and their diffusion on the formation of soot in propane and ethylene 
counterflow flames [100]. They specifically studied differences between using the additive mixed 
with the fuel and oxidizer separately. They used the same burner assembly as Vandsburger [101] 
in which two flames in a chamber are oriented toward each other and the resulting steady-state 
distributions of temperature and species were measured. Soot volume fractions were found to be 
affected significantly by the selection of inert additive, but temperature distributions showed only 
slight changes with the heaviest additives resulting in a slight increase in flame temperature (see 
Figure 37). The effect on sooting could not be explained completely by the change in maximum 
flame temperature and was considered to be due to the diffusion of the inert gas additives. 
 
Figure 38: A Comparison of Zero-Stretch, Methane/Air Laminar Flame Speeds for a 
Range of Equivalence Ratios and Different Diluent Gases. The Right Plot Shows Lines of 




The same year Zhu, et al. published a flow reactor study of methane/air laminar flame 
speeds including mixtures of argon, nitrogen, and carbon dioxide using counterflow flames for a 
range of temperatures (1550 – 2250 K), pressures (0.25 – 2 atm), and equivalence ratios (0.5 – 1.5) 
[102]. The study compared experimental data to models using several different kinetic 
mechanisms. Laminar flame speeds were determined using the method for diffusion flames 
described by Law [36] to remove the effect of flame stretch on flame speed measurements. The 
use of diluting inert gases allowed the flame temperature to be controlled across a range of 
equivalence ratios such that constant temperature flame speed distributions could be studied and 
showed a significant effect on flame speed. The authors identified two primary sources affecting 
flame speeds under these conditions – transport effects due to substitution of the inert gases, and 
kinetic changes due to the changing stoichiometry. As pressures increased, the flame speeds 
generally decreased with increasing equivalence ratio (as the mixture became richer). The mass 
burning rate (the eigenvalue for estimating laminar flame propagation), however, increased with 
growing pressure as the density of the mixtures naturally increased. The C1 and C2 mechanisms 
tested agreed well with the data they presented. 
 
Figure 39: Koert’s Pressurized Flow Reactor (PFR) Design for Studying Low 




In 1992, Koert published pair of studies – the first detailed a new coflow reactor design 
intended for homogeneous gas phase oxidation [103], and the second explored the reactivity of 
propane in the “negative temperature coefficient” (NTC) region [104]. The reactor (shown in 
Figure 39) is referred to as a “Pressurized Flow Reactor” (PFR) and allows study of low to 
intermediate temperature hydrocarbon oxidation (up to 1000 K) at high pressures (up to 20 atm). 
In the reactor, pre-vaporized fuel, oxidizer, and diluents (like nitrogen) are electrically preheated 
and injected into a quartz chamber via a mixing nozzle where it reacts as it proceeds down the 
chamber tube. This means measurements taken at distances downstream of the nozzle correspond 
to kinetics with longer reaction times. Species samples were taken via a glass-lined, water-cooled 
probe intended to freeze the chemical kinetics preventing further reactions before the samples 
could be measured.  
 
Figure 40: Propane Oxidation Carbon Monoxide Concentrations for a Range of Low 
Temperatures and High Pressures at an Equivalence Ratio of ϕ = 0.4. Data on the Left was 
Gathered Using a Constant Probe Position. Data on the Right was Gathered Using a 
Constant Residence Time of 198 ms [104] 
The design was considered advantageous because it allowed study of the full temperature 
regime of hydrocarbon oxidation in a single experiment via a controlled cool-down method. It 




decreases with increasing temperature hence its definition as the negative temperature coefficient 
region. The second study exploited this capability and presented the results of two types of 
experiments (the data from which are included in Figure 40). The first experiment held the probe 
in a fixed position allowing temperature to vary at a constant pressure which produced reactivity 
maps showing carbon monoxide (CO) concentration as a function of temperature and pressure. 
Under these conditions the residence time was not controlled. The second experiment was 
performed under a constant residence time of 198 ms that produced slightly different CO 
concentration distributions with temperature. The NTC region was experimentally mapped at high 
pressures between 9 and 15 atm and between temperatures of 640 and 770 K. Two years later, 
Koert expanded on his this study with an emphasis on preventing engine knock [105]. 
 
Figure 41: A Comparison of Experimental Propane/Air Laminar Flame Speeds to 
Numerical Predictions for a Range of Equivalence Ratios. Previous Experimental Data 




In 1994, Vagelopoulos, et al. published the first [107] of two often-cited studies of 
experimental data for propane/air (as well as methane/air, and hydrogen/air) laminar flame speeds 
using counterflow twin-flames technique described by Wu [93] and Zhu [102]. For propane/air 
mixtures, the study explored a range of lean (ϕ = 0.6) to rich (ϕ = 1.6) equivalence ratios at 
atmospheric pressure. Flame speeds were determined using the same linear extrapolation method 
described by Law [36] to remove the effects of flame stretch, K. The authors noted the change of 
flame speed with stretch was not actually linear as the stretch approached zero but that the error 
was small (approximately 8%). This correction helped better match experimental data to numerical 
simulations. They also noted the importance of a nondimensionalized factor related to flame 





where K is the flame stretch, δ is the characteristic flame thickness, and 𝑆𝑆𝑢𝑢0 is the zero-stretch 
laminar flame speed. In practical terms, a lower Ka relates to a thinner flame and thus a lesser 
influence of the separation distance between the flames. 
 
Figure 42: Single Jet-Plate Flame Configuration Showing Regions of Flame Stretch and 
Corresponding Flame Speed Measurements via Laser Doppler Velocimetry (LDV) [108] 






In 1998, Vagelopoulos et al expanded on the earlier study by testing a single jet-plate 
configuration as opposed to using twin-jets to form a stagnation region. [108] This simpler 
configuration was shown to match identically with the twin-jet configuration published by 
Egolfopoulos [109] for low strain rates in methane/air mixtures. The study explored a slightly 
narrower equivalence ratio range (ϕ between 0.7 and 1.35) and employed Laser Doppler 
Velocimetry (LDV) to measure the laminar flame speeds of weakly strained laminar premixed 
flames directly. This setup exploited the smooth transition between planar flames (having positive 
stretch) and Bunsen flames (having negative stretch) to more directly measure flame speeds at the 
limit of near-zero stretch as opposed to extrapolating a limited dataset to zero stretch. This concept 
and representative data are illustrated in Figure 42.  
 
Figure 43: Comparison of Zero-Strain Laminar Flame Speeds Determined using the 
Extrapolation Method Described by Law [36] with Data from the 1994 Study [107] with 
Data Determined via Direct Measurement of Flame Speeds in Transition through Zero 




Of particular note in the study was the comparison of zero-strain flame speeds as 
determined by either extrapolation to zero strain rate (referred to as 𝑆𝑆𝑢𝑢,𝑒𝑒𝑥𝑥0 ) and by direct 
measurement as the flame transitioned to zero strain (referred to as 𝑆𝑆𝑢𝑢,𝑡𝑡𝑎𝑎0 ). These two methods (the 
extrapolated data taken from the earlier study [107]) are compared in Figure 43 and showed the 
greatest difference around stoichiometric mixtures. The authors noted that for propane/air mixtures 
(which have a Lewis number, Le > 1) instabilities in the flame “disk” were not seen as they were 
in lean methane/air mixtures (Le < 1). Although the data is sound for propane, the use of inert, 
diluent gases (to increase the Lewis number beyond 1) would be required to determine lean 
methane/air laminar flame speeds reliably at strain rates approaching zero. 
  
Figure 44: A Comparison of Linear and Nonlinear Extrapolation Methods for Determining 
Zero-Strain (Stretch) Flame Speeds for Several Fuels. On the Right, the Filled Symbols 
Correspond to Linear Extrapolation while Empty Symbols Correspond to Nonlinear 
Extrapolation as Published by Davis and Law [110]. 
That same year, Davis and Law published a broad study on laminar flame speeds using the 
counterflow twin-flame configuration for a range of hydrocarbons from C1 as high as C8, though 
not explicitly including propane except as a slight propyne (C3H4) impurity [110]. Of particular 




strain flame speed. The nonlinear extrapolations displayed a consistently lower flame speed than 
linear extrapolations, which was closer to numerical estimations. 
In 2008, Holton published his Master’s Thesis on using a coflow reactor to measure 
autoignition delay times of natural gas fuels independently and in a range of mixtures to better 
quantify the effects of individual species concentrations in natural gas mixtures [111]. His 
experiments were performed for a range of equivalence ratios (ϕ between 0.5 and 1.25) and 
temperatures (931 K to 1137 K) at atmospheric pressure. The apparatus used was the same 
described by Gokulakrishnan’s studies on aviation fuels [112, 113] (similar to those described by 
Koert [103-105, 114]) and was validated with ethylene experimental data tested with computer 
predictions using several kinetic mechanisms including the GRI Mech 3.0 [75] and Konnov’s 
mechanism [82] discussed in Section C.  
 
Figure 45: Measurements of Propane Autoignition Delay Time Compared to Experimental 




In regard to propane, Holton noted that although the GRI Mechanism predictions were 
closest to his data, it underpredicted ignition delays at high temperatures, overpredicted at low 
temperatures and failed to capture the asymptotic phenomena of ignition delay to approximately 
τig = 0.05 sec as temperature increased. Data from Lefebvre, et al. [115] (also at 1 atm) was an 
order of magnitude lower than Holton’s data which he attributed to differences in accounting for 
mixing and chemical components. Herzler [84] and Cadman’s [69] data were also compared but 
were at much higher pressures (10 atm and 5 atm respectively) and so showed much lower ignition 
delays. Holton published a further study [116] two years later expanding on this natural gas data 
which produced Arrhenius curve fits for predicting ignition delay as a function of temperature.  
 
Figure 46: Experimental Propane/Air Ignition Delay Data (Points) at Three Pressures and 
Kinetic Mechanism Predictions (Lines). Square Points Show Data from Horning [117], 
Triangle Points from Burcat [55] (8-14 atm), Filled Circles from Herzler [84], and Empty 




In 2014, Gokulakrishnan, et al. published a coflow reactor study on propane air combustion 
to determine the effect of NOx on ignition delay times in vitiated air (air with a reduced oxygen 
concentration) [119]. A series of equivalence ratios (ϕ between 0.5 and 1.5) were tested at 
temperatures of 875 K and 917 K and pressures up to 30 atm. The data and kinetic models showed 
a significant reduction in ignition delay when “small amounts” of NO were added in this 
temperature regime. A set of data and model predictions without added NO is included in Figure 
46 which shows good agreement between the data and mechanism predicions for ignition delays 
below approximately 1 ms. The authors noted that models run at longer ignition delays (beyond 1 
ms) would need to account for “system non-idealities” to produce accurate predictions at lower 
temperatures. They showed good qualitative agreement (the model predicts a change in the 
activation energy consistent with prior experiments in the NTC region), but the model 
underpredicted lower-temperature ignition delays from Gallagher’s Rapid Compression Machine 
(RCM) study [118]. The study further investigated the effect of CO2 dilution on laminar flame 
speeds denoting a significant reduction in flame speeds at all equivalence ratios when the mixture 
included 10% CO2. The kinetic mechanism matched the experimental data well over the entire 
range of equivalence ratios, as well as with and without the inclusion of active or inert CO2. 
6. Jet-Stirred Reactors 
One of the earliest jet-stirred reactors was published by Gray and Felton in 1974 while 
studying low temperature propane oxidation [120]. In studying reactors, he noted several 
disadvantages to those relying on closed, static chambers. The temperature distribution inside the 
closed vessel makes interpretation of the data difficult and at high pressures can induce convective 
currents [121, 122]. Furthermore, the data can be heavily affected by the chamber’s initial 




static chambers are difficult to model theoretically without numerical computations that where 
prohibitive at the time. Alternatively, stirring the chamber has the effect of homogenizing it though 
this also adds turbulence. Their reactor does this mechanically with a stainless steel stirrer while 
later designs rely on fluid jets. This stirrer was coated with a ceramic layer to prevent surface 
reactions. Operation of the reactor was limited to 770 K due to glass components and the oven 
used to supply external heat. Their study resulted in the first experimental propane oxidation heat 
release rate data for a range of temperatures. They also noted nontrivial hysteresis and particularly 
different response if temperature was increasing or decreasing and led to study of the conditions 
that would result in damped or undamped oscillations. 
In 1981, Cathonnet, et al. published a further study on propane and n-butane matching a 
numerical model based on a chemical kinetic mechanism for high temperature oxidation to 
experimental data gathered with a tubular reactor made of quartz [124]. The experiments were 
performed for an extensive range of equivalence ratios (ϕ between 0.05 and 25), at initial 
temperatures near 1000 K, and pressures from 0.99 atm to 5.9 atm. The fuels were highly diluted 
(less than 2% fuel by volume). Comparison of the data to mechanism predictions showed that 
except in very lean or very rich mixtures, good agreement was seen.  
  
Figure 47: The Jet-Stirred Reactor Core Showing (A) the External Tube, (B) the 
Convergent Cone, (C) Fluid Injectors, (D) the Spherical Quartz Reactor, (E) the Divergent 
Cone, (F) the Sampling Sonic and Thermocouple Probes, and (G) a Capillary Surrounded 




In 1986, Dagaut, et al. published what became a ubiquitous jet-stirred reactor (JSR) design 
which was suitable for high pressures (up to 10 atm) and temperatures up to 1200 K [37]. 
Moreover, as long as the temperature gradients are “moderate,” the design can be approximated as 
a plug-flow reactor allowing relatively simple theoretical modeling. The majority of the reactor is 
made from fused silica to prevent catalytic reactions at the walls. Stirring occurs as a result of the 
four angled injectors and results in mixture homogeneity under steady state operation. Operation 
at a steady state is particularly desirable because the lack of flow transport effects significantly 
simplifies kinetic modeling. Constant pressure is maintained via an exhaust pressure regulator. 
 
Figure 48: Toroidal Jet-Stirred Reactor Schematic Showing (1) Porous Insulation, (2) 
Feeding Tubes, (3) Fuel-Air Supply Ring, (4) Cooling Coils, (5) Alumina Reactor Body, and 




Two years later, Dagaut, et al. published a study using this reactor to investigate propene 
(C3H6) oxidation noted as important to propane oxidation as an intermediate species [125]. 
Experiments were performed for a range of temperatures (900 – 1200 K), pressures (1 atm to 8 
atm), and equivalence ratios (ϕ from 0.15 to 4.0). This data was compared to predictions from a 
mechanism published by Warnatz [126] to model ethylene (C2H4), propene (C3H6), and propane 
(C3H8) oxidation. The data showed good species profile matching except acetylene (C2H2) that 
showed lower concentrations than those seen in the reactor experiments. 
In 1991, Vaughn published a study for ethylene combustion in an alternative design – a 
toroidal jet-stirred reactor developed by Nenniger in 1983 [127, 128]. The reactor uses a series of 
32 sonic jets arranged around a toroidal reaction zone that produces a “very highly turbulent, nearly 
uniform” mixture. The chamber’s design allowed study of oxidation at atmospheric pressure and 
temperatures as high as 1750 K. Moreover, the use of more injectors brings the design closer to 
the plug flow model and their orientation for crossflow results in the jets entraining 6 to 12 times 
as much gas than a jet in a hemispherical design. A model of the oxidation was run assuming a 
perfect mixture of fuel and air in the reactor and using a chemical mechanism with 135 combustion 
reactions and 75 nitrogen fixation reactions. Generally, the resulting model predictions matched 






Figure 49: Comparison of Experimental Data for Multiple Hydrocarbons in Air to Kinetic 
Mechanism Predictions at 1 atm. Laminar Flame Speeds for Hydrocarbons Taken from a 
Variety of Sources Including Egolfopoulos [129] and Law [130] (Left). Ignition Delays for 
Hydrocarbon Mixtures with Data from Frenklach and Bornside [63] and Eubank [60] 
(Right). The Mixtures were (A) 9.5% Methane, 19% Oxygen in Argon, (B) 0.19% Propane 
Added to A, (C) 0.475% Propane Added to A, (D) 0.95% Propane Added to A, and (E) 1% 
Methane, 0.2% Ethane, 0.1% Propane in Air. [80] 
In 1994, Tan, Dagaut, et al. published a study on oxidation of methane blends using 
propane and ethane as additives using Dagaut’s JSR design [79, 80]. Species concentrations were 
measured for a range of pressures (1 – 10 atm), temperatures (900 – 1230 K), and equivalence 
ratios (ϕ = 0.1 – 1.5) and used to validate a built-up mechanism drawing on prior single-fuel 
mechanisms published by Dagaut, et al. [131-135]. The study expanded on autoignition data 
published by Zamansky and Borisov for a wide range of blended hydrocarbons (some including 
propane) [136] and alternative fuels [137]. The authors found methane-ethane-propane to produce 
the best model of natural gas for a wide range of temperatures and pressures. They additionally 
found that adding propane and/or ethane to methane increased the reactivity (and decreased 
ignition delays) of the methane at 1 atm. Methane reactions occurred at temperatures 100 K lower 
than normal with added propane and 120 K lower by adding both propane and ethane to the blend. 





Figure 50: The Effect of Temperature on NO Reduction Using 2930 ppm of Propane at 1 
atm and ϕ = 1 (Left) and The Effect of Equivalence Ratio on NO Reduction Using 2930 
ppm of Propane at 1 atm and 1250 K (Right). Note: Large Symbols Show Experimental 
Data, Lines Show Model Predictions [138]. 
In 2001, Dagaut, et al. published work on reducing NO concentrations in a JSR in the 
interest of reducing undesirable engine emissions [138]. The intent was to inject propane during a 
secondary stage of combustion (following the initial stage of lean combustion) to burn NO before 
it leaves the engine. To simulate these conditions experimentally, the authors used the same reactor 
Dagaut published previously in a similar study [37, 139] using natural gas as opposed to just 
propane. Experiments were performed for a range of equivalence ratios from ϕ = 0.5 to ϕ = 1.5 at 
1 atm and temperatures between 1050 K and 1300 K. The data was matched with an NO-related 
kinetic mechanism described in the earlier natural gas study and showed the best matching of NO 
and hydrogen cyanide (HCN, a poisonous, acidic exhaust gas) species occurred at high 
temperature. Reduction of NO was “favored” by these rich, high temperature conditions and 





Figure 51: Species Mole Fractions of Liquid Petroleum Gas Oxidation in a JSR at 
Atmospheric Pressure, ϕ = 4.0, and 0.1% Fuel [140] 
Two years later, Dagaut and Hadj Ali published a kinetics study on the oxidation of a liquid 
petroleum gas (LPG) blend with new data gathered using Dagaut’s reactor [140]. The blend was a 
mixture of propane, n-butane (nC4H10), and iso-butane (iC4H10) used in spark-ignition engines. 
The reactor was used to experimentally measure species fractions using sonic quartz probe 
sampling and gas chromatography during oxidation at 1 atm, at temperatures between 950 K and 
1450 K and for a range of equivalence ratios from lean (ϕ = 0.25) to rich (ϕ = 4.0). The data was 
compared to a mechanism for LPG oxidation and was found to be in “very good agreement.” An 
analysis of the individual reaction paths showed the blend to follow the same general oxidation 





C. Propane Oxidation Chemical Kinetic Mechanisms 
Although kinetic mechanisms for propane exist, there is no single mechanism unanimously 
selected as the propane oxidation mechanism. Instead, researchers worldwide contribute to an 
experiments and analysis leading to different models of propane oxidation that are tailored to 
specific conditions like rich/lean mixtures or elevated temperatures and pressures. The following 
is a review of available propane models and their use in computational fluid dynamics (CFD). 
1. Review of Available Chemical Kinetic Mechanisms 
A review of the currently published chemical kinetic mechanisms for propane-air produced 
more than 30 options for modeling propane combustion in air across a wide range of equivalence 
ratios and spanning the full spectrum of approaches between detailed, reduced, and global. These 
are listed generally in Table 4 and some are reproduced in full detail necessary for use in the typical 
CHEMKIN format in Appendix A. The following is a brief discussion these propane oxidation 
mechanisms in the context of their development goals. 
The earliest complete study into propane mechanisms was published by Westbrook and 
Dryer and introduces several kinetics models frequently used for their simplicity [141]. The 
authors list reaction mechanisms for a series of hydrocarbon fuels and several levels of fidelity 
including single-step, two-step, and multi-step reaction mechanisms. Although these mechanisms 
may be considered dated, they are still accurate and in use for modern CFD models [142-144]. 
Furthermore, their use of the fewest reactions possible represents the fastest mechanisms available. 
The reaction and corresponding single-step mechanism from Westbrook and Dryer [141] is: 
𝐶𝐶3𝐻𝐻8 + 5𝑂𝑂2 → 3𝐶𝐶𝑂𝑂2 + 4𝐻𝐻2𝑂𝑂 (33) 
𝑘𝑘1 = 8.6𝜕𝜕1011𝑒𝑒(−30/𝑅𝑅𝑢𝑢∙𝑇𝑇) ∙ [𝐶𝐶3𝐻𝐻8]0.1 ∙ [𝑂𝑂2]1.65 (34) 
 




Table 4: Propane Chemical Kinetic Mechanisms 
Ref Mechanism Reactions Species Validation Data Press (atm) ϕ Range 
[141] Westbrook 1981 1 4 One-Step Global Mechanism 1 1 
[141] Westbrook 1981 2 5 Two-Step Global Mechanism 1 1 
[71] Westbrook 1984 168 36 Oxidation and Pyrolysis 1 – 15 0.07 – 1.59 
[68] Jachimowski 1984 83 27 Shock Tube 0.2 – 50 0.125 – 2.0 
[131] Dagaut 1992 391 57 JSR, ST, Flow Reactor, Flame No data No data 
[130] Kennel 1993 9 13 Premixed Flame 1 – 10 No data 
[130] Kennel 1993 6 10 Premixed Flame 1 – 10 No data 
[130] Kennel 1993 4 7 Premixed Flame 1 – 10 No data 
[130] Leung 1993 9 12 Counterflow Diffusion Flame No data No data 
[130] Leung 1993 7 10 Counterflow Diffusion Flame No data No data 
[145] Leung 1995 451 87 Co & Counterflow Diffusion Flames No data No data 
[146] Koert 1996 ? ? High Pressure Flow Reactor 10 – 15 0.40 
[147] Marinov 1997 680 156 Counterflow Reactor 1 No data 
[83] Curran 1998 2450 550 Shock Tubes, Flow Reactors, Engine 1 – 42 0.3- 1.5 
[70] Sung 1998 619 92 Counterflow Diffusion Flame 1 – 5 < 16 pbv 
[148] Davis 1999 469 71 Counterflow Twin Flame Reactor 1 0.7 – 1.7 
[75] GRI 3.0 1999 325 53 Shock Tube, Lam. Flame Speed 0.1 – 10 0.1 – 5.0 
[149] Haworth 2000 73 29 Simulated IC Engine 4 0.5 – 3 
[82] Konnov 2000 1207 127 Shock Tube, Flow Reactor, Flames No data 0.6 – 1.6 
[150] Qin 2000 463 70 Counterflow Reactor, Shock Tube 1 0.5 – 1.6 
[151] Curran 2004 ? ? Shock Tube, Flow Reactors, Engine 0.75 - 40 0.4 – 2.0 
[152] San Diego 2005 173 39 Shock Tube 1 – 2 0.5 – 2.0 
[153] Petrova 2006 177 37 Lam. Flame and Shock Tube 0.6 – 40 0.6 – 1.7 
[154] Koutmos 2007 9 9 Coflow Diffusion Flame 4 0.6 – 1.6 
[155] Peterson 2007 663 118 Shock Tube 5.3 – 31 0.5 – 3.0 
[156] USC 2.0 2007 784 111 Shock Tube, Flow Reactors, Flame 0.6 – 15 No data 
[157] Bourque 2008 1580 289 Shock tube, Rapid Compression 0.7 – 34 0.3 – 2.0 
[158] Le Cong 2008 1043 131 Jet Stirred Reactor 1 – 10 0.1 – 1.5 
[159] Healy 2010 1588 293 Rapid Compression, Shock Tube 7.9 – 29.6 0.5 – 2.0 
[160] Agafonov 2011 2500 260 Shock Tube 3.0 – 6.9 No data 
[161] Titova 2011 599 92 Shock Tube and CFRs 0.17 – 30 0.13 – 2.0 
[162] Andreis 2012 14 33 Co & Counterflow Diffusion Flames No data No data 
[163] Metcalfe 2013 766 122 Shock Tube, JSR, Flow, Flames 0.65 - 260 0.05 – 6.0 





The two-step reaction mechanism is similar but substitutes carbon dioxide (CO2), for carbon 
monoxide (CO) and instead models the formation of CO2 from CO separately: 
𝐶𝐶3𝐻𝐻8 + 3.5𝑂𝑂2 → 3𝐶𝐶𝑂𝑂 + 4𝐻𝐻2𝑂𝑂 
𝐶𝐶𝑂𝑂 + 0.5𝑂𝑂2 ⇄ 𝐶𝐶𝑂𝑂2 
(35) 
  
𝑘𝑘1 = 1𝜕𝜕1012𝑒𝑒(−30/𝑅𝑅𝑢𝑢∙𝑇𝑇) ∙ [𝐶𝐶3𝐻𝐻8]0.1 ∙ [𝑂𝑂2]1.65 
𝑘𝑘2 = 1014.6𝑒𝑒(−40/𝑅𝑅𝑢𝑢∙𝑇𝑇) ∙ [𝐶𝐶𝑂𝑂]1 ∙ [𝐻𝐻2𝑂𝑂]0.5 ∙ [𝑂𝑂2]0.25 
𝑘𝑘−2 = 5𝜕𝜕108𝑒𝑒(−40/𝑅𝑅𝑢𝑢∙𝑇𝑇) ∙ [𝐶𝐶𝑂𝑂2]1 
(36) 
Westbrook and Dryer’s mechanisms predicted substantially-larger concentrations of free 
hydrogen (H) and oxygen (O) because it did not include reactions with CO or H2 until the main 
fuel and other hydrocarbons were largely consumed [141]. The one-step and two-step models do 
not suffer from this problem and as a result, CO oxidation was able to occur early in the combustion 
process. Nevertheless, the reaction rate of the one-step mechanism was found to correctly 
reproduce experimental flame speeds for a wide range of equivalence ratios and pressures 
including ϕ = 1 at standard temperature and pressure. The addition of intermediate species (such 
as CO) to form a two-step mechanism resulted in greater flame temperature and composition 
accuracy while requiring more computational time [141]. Westbrook and Dryer also developed a 
detailed propane mechanism [71] validated with oxidation and pyrolysis data over a range of 
equivalence ratios and at elevated pressures.  
The same year Jachimowski (working for NASA’s Langley Research Center) published a 
detailed mechanism for propane combustion intended for scramjet engines [68]. The mechanism 
covered 83 chemical reactions involving 27 independent species and was validated with data on 
ignition and combustion of propane in shock tube studies from Burcat [55] and McLain [164] for  
temperatures between 1150 K and 2600 K. He specifically investigated the effects of temperature 




correlation function. The mechanism predicted experimental shock tube data “reasonably” well 
without modifying reaction rate coefficients. Testing of the mechanism without HO2 and H2O2 
reactions showed these reactions to be nontrivial and were considered to be “important chain 
propagating species.” 
In 1988, Dagaut used his JSR [37] and resulting propane data to validate a detailed 
mechanism involving 277 reactions and 48 species [165]. This mechanism was designed to model 
oxidation of ethylene (C2H4), propene (C3H6), and propane by building on prior mechanisms. Four 
years later, Dagaut published an updated version of this mechanism (listed in Table 4) validated 
with a wider range of JSR data as well as ignition delay data from shock tubes, flow reactor data, 
and premixed flames modeled with the Premix code. This 1992 mechanism [131] built on the 1988 
mechanism [165] by adding models for C3-C4 chemistry to a prior mechanism modeling C1-C2 
chemistry [133, 134]. 
In 1993, a collection of hydrocarbon mechanisms and methods for building reduced and 
global mechanisms was published by Peters and Rogg [130]. This text included five propane 
mechanisms (among many others) – three developed by Kennel and two by Leung. Kennel started 
from a 9-step global mechanism for which each step used a reaction rate determined from a sum 
of intermediate reaction rates. This mechanism was reduced from a detailed C3 mechanism by 
assuming all the hydrocarbons except propane, propene (C3H6), ethylene (C2H4), and acetylene 
(C2H2) were at a steady state. This assumption was considered valid as long as the reactions 
forming the species are slower than the reactions that consume the species. That is, there cannot 
be a build-up of these species if they are consumed faster than they are produced. Because each 





Figure 52: Comparisons of Burning Velocities for a Range of Equivalence Ratios as 
Determined from Law’s Experiments, a Detailed C3 Mechanism, and Kennel’s 9-, 6-, and 
4-step Propane-Air Mechanisms [130] 
   
Figure 53: Comparisons of Burning Velocities for a Range of Pressures as Determined 
from Law’s Experiments, a Detailed C3 Mechanism, and Kennel’s 9-, 6-, and 4-step 
Propane-Air Mechanisms [130] 
Kennel further reduced this mechanism into 6- and 4-step mechanisms by applying the 
steady state assumption first to propene (C3H6), oxygen (O), and hydroxide (OH) and then 
additionally to ethylene (C2H4) and acetylene (C2H2) species. These three mechanisms were 




equivalence ratios. While Kennel’s 4-step mechanism produced good accuracy in terms of flame 
speed, he considered the 6-step mechanism as ‘optimal’ for propane flames because it did not 
require the 9-step mechanism’s iterative scheme but was more accurate than the 4-step mechanism. 
[130]. These comparisons are included above in Figure 52 and Figure 53. 
Similarly, Leung presented the development of 9-step and 7-step mechanisms in Peters and 
Rogg’s text [130]. Leung’s mechanisms follow a similar procedure to Kennel’s though based on a 
reduced “skeleton” mechanism which used 56 reactions from the full C3 mechanism. It is also 
worth noting that while Kennel’s mechanisms were built for unstretched premixed flames 
(meaning the flames are not strained and of uniform equivalence ratio), Leung’s mechanisms were 
intended for counterflow diffusion flames. Like Kennel’s mechanisms, each reaction step’s rate 
was determined as the sum of intermediate reactions from the original detailed mechanism. Due 
to coupling between the steady-state assumptions between multiple species concentrations, 
Leung’s mechanisms must be solved iteratively [130]. 
 
Figure 54: Comparisons of Major Species Mole Fractions for Different Mixture Fractions, 
Z, as Determined by a Detailed C3 Mechanism (Points) and a 9-Step Mechanism (Lines) for 






Figure 55: Comparisons of Major Radical Species Mole Fractions for Different Mixture 
Fractions, Z, as Determined by a Detailed C3 Mechanism (Points) and Both 9-Step and 7-
Step Reduced Mechanisms (Lines) for a Propane-Air Diffusion Flame with Strain Rate of 
150 1/s and at 1 bar Pressure [130] 
The 7-step mechanism was reduced from the 9-step by applying the steady-state 
assumption to oxygen (O) and hydroxide (OH) species. Reactions involving hydroperoxyl (HO2) 
and hydrogen peroxide (H2O2) were also removed to prevent potential errors during the iterative 
solution. Most reactant and product mole fractions predicted by these mechanisms matched the 
detailed C3 mechanism very well. The largest errors were in rich propane flames and due to the 
steady-state approximations. The authors noted that the rich side of the flame caused increased 
numerical stiffness that then caused changes in the flame structure [130]. They found methane 
(CH4), acetylene (C2H2), and ethylene (C2H4) to be the most important intermediate species 
allowing most others to be neglected via steady-state approximations. Nevertheless, as shown in 
Figure 54 and Figure 55 these mechanisms are remarkably accurate at various mixture fractions, 
Z, of a nonideal (strained, non-premixed) diffusion flame. If nothing else, these mechanisms 
reinforce the notion that small, properly formulated chemical kinetic mechanisms (having a 






Leung and Lindstedt published a detailed mechanism [145] validated with coflow [166-
170] and counterflow flame data [171, 172], as well as laminar burning velocities from a variety 
of sources [65, 126, 173-176]. The study included a sensitivity analysis to highlight the most 
important reactions for modeling methane and propane diffusion flames. Computational results 
using the mechanism showed good agreement with experimental data of species profiles of 
methane-air and propane-air flames and laminar burning velocities of stoichiometric C1 – C3 
diffusion flames. Despite a thorough analysis, the authors noted significant room for development 
including uncertainties about isomerization of heavier hydrocarbons, thermodynamic properties 
for some “minor C3 species,” and the relative importance of different intermediate reactions.  
 
Figure 56: Comparison of Leung and Lindstedt’s Mechanism Predictions and 
Experimental Data for both Methane-Air Mixture Fraction and Temperature at 9 mm 




Koert, et al. developed a pressure-dependent kinetic mechanism intending to better model 
high-pressure oxidation of propane [146]. A high-pressure flow reactor was used to reach pressures 
of 10 to 15 atm. The study also specifically probed the kinetic effects of negative temperature 
coefficient (NTC) behavior, which was regarded as “critical” to engine knock in internal 
combustion engines and cool flame oscillations. In elevated pressures, maximum species 
concentrations and reaction rates appeared around 720 K. However, as temperatures increased, the 
species profiles changed indicating a zone of “intermediate temperature chemistry” wherein the 
reactivity decreased with rising temperature. At the time, studies related to high pressure propane 
oxidation had been performed [72, 124, 177], but none specifically studied this phenomena 
experimentally. Instead, they were concerned with oxidation at higher temperatures outside the 
NTC region. To confront this deficiency, Koert, et al presented an experimental study on oxidation 
under these conditions [105]. Their propane oxidation mechanism was then used to simulate the 
experiments of this study. The authors considered the study to be produce “reasonable” results 
while noting a need for further research into aldehyde levels [146]. 
Hori, Marinov, et al published a paper building on this mechanism by adding modeling of 
NO and NO2 and matching it to data from a counterflow reactor where NO was added to the fuel 
[178]. They found, among other things, that if the ‘parent fuel’ (in this case propane) can oxidize 
to C2H4 or C2H3, then NO will form into NO2. This occurred during oxidation of C2H3 when HO2 





Figure 57: Comparison of Curran’s Mechanism Predictions and Ciezki’s Experimental 
Data on Shock Tube Ignition Delays for the Oxidation of n-Heptane (C7H16) at Various 
Initial Pressures and Equivalence Ratios [83] 
Shortly after, Curran, et al. published an n-Heptane (C7H16) mechanism for application 
over a wide range of temperatures as high as 1700 K [83]. Although this mechanism was not 
strictly intended for propane oxidation, its modeling of heavier hydrocarbons up to C7 chemistry 
necessarily includes some modeling of C3 chemistry and propane oxidation. This may make the 
mechanism nonideal for modeling propane oxidation, but it is exceptionally detailed (with 2450 
reactions) and was compared with a wide array of data sources. These sources on n-Heptane 
(C7H16) data include shock tubes [179-183], jet-stirred reactors [184-186], plug-flow reactors [187, 
188], engines [189-195], and rapid compression machines [196-199] (intended to simulation 
compression ignition engines). This breadth of data also covers a wide range of pressures as high 
as 42 atm! This is potentially unnecessary for this study as both pulsejets and the pressurized ramjet 





Figure 58: Comparison of Sung’s Mechanism Computed Laminar Flame Speeds with 
Varying Equivalence Ratio at Initial Pressure of 1 atm, Data from Vagelopoulos [107] 
(Top) and Ignition Delays with Varying Temperature at Initial Pressure of 9.6 atm, Data 
from Burcat [56] (Bottom) for Propane/Air Mixtures 
That same year, Sung published a mechanism [70] investigating the tendency of soot to 
form in methane and propane counterflow diffusion flames, which was validated with data nearly 
to temperatures of 1800 K. The effort followed the mathematical model and governing equations 
as laid out by Kee [174] and assumed the flow to be axisymmetrical. Oxidation of C1 and C2 
species was based on GRI-Mech 1.2 (an older version of GRI-Mech 3.0 [75]) but included 
improvements for acetylene and ethylene [200, 201]. Modeling for the formation of aromatics was 
also added. Modeling of propane and propene, as well as rate parameters for reactions involving 
butane, isobutane, and butanes were used from Tsang’s published reference data [202-204]. The 
mechanism was validated against laminar flame speed data for acetylene (C2H2) [176], ethylene 




The temperature and species concentrations from the resulting detailed kinetic model were 
considered to be in “good agreement” with the validation data. 
 
Figure 59: Comparison of Propane/Air Laminar Flame Speeds as Predicted by Davis’s 
Mechanism (Line) and Experimental Data from Vagelopoulos [107] (Points) [148] 
Davis, et al. also published a high temperature propene (C3H6) oxidation mechanism 
(around 1200 K) [148]. The mechanism was validated using laminar flame speed data from 
counterflow twin flames (using the methods for stretched flames presented by Law [36]). The C1 
and C2 kinetics were based on an older version of the GRI Mechanism [75]. Building on this 
foundation, Davis’s mechanism added 287 further reactions to cover C3 chemistry (including 
propane) up to hydrocarbons as large as C6. The mechanism was then matched to methane (CH4) 
[75, 205], ethylene (C2H4), and acetylene (C2H2) [200] laminar flame speeds. It was also adjusted 
using species profiles from laminar premixed flat flames [201] as well as acetylene and ethylene 
counterflow diffusion flames [200]. Davis’s mechanism matched this data along with the oxidation 





Figure 60: Propane-Air Shock Tube Ignition Delay as Predicted by GRI Mech 3.0 
Compared to Experimental Data Published by Qin [66] for Varying Temperatures at an 
Equivalence Ratio of 1.0 [75] 
Around the same time, UC Berkeley’s Gas Research Institute published what became the 
final version of its oft-cited mechanism, GRI-Mech 3.0 [75]. Although it is still available online, 
the GRI has “discontinued” its support of the mechanism as of February 2000. Nevertheless, the 
mechanism last updated in 1999 represents an optimized, comparatively lightweight effort. It was 
validated with an extensive collection of experimental data from shock tube ignition delays and 
species profiles to laminar flame speeds using a weighted sensitivity analysis to drive a systematic 
optimization striving for maximum accuracy and minimal computational time. This allows some 
datasets to be considered over others when adjusting parameters. Methane ignition delay was well-
predicted, but propane ignition delays tended to be overpredicted. Flame speeds also tended to be 
slightly overpredicted [75]. Though accurate for smaller hydrocarbons, it is important to note that 
propane was only intended to be a small part of the mechanism as opposed to the main fuel. 
Moreover, the lower number of reactions means disregarding modeling of some intermediate 
species like propene. Though well-optimized for smaller hydrocarbons, it may not be the best 




In the year 2000, several more mechanisms were published. Haworth presented a 
remarkably lightweight, high-pressure (~4 atm) propane oxidation mechanism with just 76 
reactions that was intended to model the conditions of a half liter-per-cylinder engine [149]. The 
mechanism was matched to data from such an engine with an 11-to-1 compression ratio operating 
at 2000 rpm and 330 kPa net mean effective pressure (NMEP) engine load.  
  
Figure 61: Comparison of Konnov’s Mechanism to Experimental Data for Laminar Flame 
Speeds of Propane (left) and Methane (right) Oxidation at 1 atm Pressure Across a Range 
of Equivalence Ratios [74, 82, 107] 
That same year, Konnov self-published a more niche mechane/natural gas mechanism [74] 
that was validated with data primarily focused on H2, CO, N2O, NO2, and NH3 species as opposed 
to the major hydrocarbons (CH4, C2H6, and C3H8 for instance) [155]. As a result, the mechanism 
offers more detailed N-H-O chemistry than other similar mechanisms. The data included shock 
tube ignition delays, laminar flame speeds and species profiles, and flow reactors. The mechanism 
slightly overpredicted experimental propane-air laminar flame speeds (as indicated by 




61. Note: The reader is cautioned that Konnov’s webpage (the typical citation found in most 
references) appears to no longer be directly available. A cached version (currently available at 
[82]) from as late as 2011 can be found which contains the final update from 2003, as well as data 
comparisons and the mechanism itself.  
Qin also published a case-study for a detailed, high temperature propane-air mechanism 
[150] matched to laminar flame speed data published by Vagelopoulos [107, 108], as well as shock 
tube ignition delay data published as part of Qin’s own 1998 dissertation [66]. The mechanism 
relied heavily on the C3 chemistry of UC Berkeley’s GRI 3.0 Mechanism [75]. Qin argued for this 
as the foundation of his mechanism because it was rigorously derived, thoroughly examined the 
reaction rate coefficients and was validated against all the available literature of high temperature 
combustion. The study also involved an attempt at optimizing mechanism parameters based on a 
sensitivity study of each reaction and found that experimental data for C3 reactions could not be 
matched by only adjusting rate parameters optimized for reactions of smaller hydrocarbons. 
 
Figure 62: Comparison for Propane-Air Laminar Burning Velocities for Varying 
Equivalence Ratios Showing Petrova [153], Davis [148], and Curran [151] Mechanism 
Predictions with Experimental Data from Vagelopoulos [108], Sun [206], and Kwon [207]. 










In 2006, Petrova, et al. published a relatively lightweight mechanism by limiting the 
kinetics modeling to C3 chemistry and below. It combined multiple previously-tested mechanisms 
with another for propane, propene, allene, and propyne the result of which was tested against 
mechanisms from Davis [208] and Curran [209]. This also involved experimental data sources 
from both shock tube ignition delay published by Kim [76], and laminar flame speeds published 
from several sources [108, 206, 207]. The authors noted a deficiency (common in most propane 
mechanisms [84]) in predicting the autoignition of propane below 1100 K that could not be solved 
without adding “a substantial number of additional steps.” 
 
Figure 63: Comparison of Soot Volume Fraction for a Propane-Air Diffusion Flame as 




In 2007, Koutmos published a small 9-step global kinetic mechanism for propane 
combustion intended specifically for modeling complex reacting flows with an emphasis on 
nitrogen chemistry and the generation of soot. [154] The mechanism started with a 3-step 
mechanism published by Kennel [210] (reduced from an 88-step mechanism). A 2-step NOx 
production mechanism was added to account for NOx effects (for instance prompt NOx, thermal 
NOx, N2O, and species reburn in rich conditions). Lastly, a 4-step model for soot production 
developed by Leung [211] and Lindstedt [212] was added. The mechanism was then calibrated to 
match a broad collection of coflow diffusion flame data including those published by Haworth 
[149], Leung [211], and Kennel [210]. 
That same year, Peterson published a detailed mechanism intending to cover the data range 
of practical industrial gas turbines [155, 213]. The full mechanism was based on a hydrogen 
submechanism from Ó Conaire [214] adding part of Curran’s dimethyl ether mechanism [215] to 
model methane/ethane oxidation. It also relied on a combination of Curran’s iso-octane 
mechanisms [83, 216] to capture C3 oxidation. The mechanism was compared to experimental data 
from reflected wave shock tube data. The data did not use a pure form of propane and instead 
investigated mixtures of methane/propane between 90/10% and 60/40% along with mixtures of 
methane/hydrogen, and methane/ethane. The mechanism tended to overpredict ignition time for 
the 30% propane case and underpredict the 10% case. The authors noted that the stability of 
combustion and ignition delay were “strongly dependent” on flame dynamics directly affected by 






Figure 64: Matching Between Experimental Data and the USC Mech II for Propane-Air 
Flame Speeds (Top) and Ignition Delays (Bottom). Flame Speed Data from Vagelopoulos 
[107, 108] and Ignition Delay Data from Qin’s Dissertation [66]. Plots from USC 
Combustion Kinetics Laboratory [156]. 
The latest version of another broadly tested detailed mechanism (referred to as USC Mech 
II) was also published in 2007 [156]. This mechanism is useful for a wide variety of applications 
involving high temperature oxidation of hydrogen, carbon monoxide, and C1 – C4 hydrocarbons. 
It does this by mixing parameters of several prior successful mechanisms. It drew on Davis’s 
optimized mechanism [217] for H2 and CO oxidation, as well as versions 1.2 and 3.0 of the GRI 
Mechanism [75]. Ethylene and acetylene were modeled using a mechanism published by Sun [200] 
and Wang [201]. It also made use of Davis’s C3 mechanism [148]. Lastly, the USC mechanism 
relied on a 1,3 butadiene (C4H6) mechanism for high temperature oxidation (1035 – 1185 K) as 




data for H2, CO, and C1-C4 oxidation. Results were tested for propane/air oxidation using shock 
tube ignition delay data published by Burcat [56], as well as data from Qin’s dissertation [66]. 
Propane/air laminar flame speed data published by Vagelopoulos [107, 108] was also used along 
with species concentration data from shock tubes (for H2), flow reactors (H2 and CO data), and 
ethylene (C2H4) burner stabilized flames.  
The following year, Bourque published a much larger mechanism (1580 reactions) to study 
blends of natural gas with heavier (C2 and larger) hydrocarbons. [90, 157] The mechanism was 
combined from several sources including the GRI Mech 3.0 [75] and Curran’s 1998 [83] and 2002 
[216] mechanisms. The study showed that mixtures with more heavy hydrocarbons exhibited faster 
ignition and tended to be affected more by pressure than stoichiometry. Laminar flame speeds at 
atmospheric pressure matched well, but were underpredicted by up to 25% at a greater pressure of 
4 atm.  
 
Figure 65: Flame Speeds of Hydrogen-Air Flames Affected by Water Vapor Dilution. Note: 
Solid Line Shows Le Cong Mechanism [158]and Dashed Shows GRI Mech 3.0 [75] (Left) 
and NOx Reduction Potential of Water Vapor in Methane-Air Combustion (Right) [158]. 
The next year, Le Cong and Dagaut published another large mechanism matched to a new 




combustion. [158] The introduction of water vapor in the combustion process was considered as a 
means of reducing NOx formation, particularly for gas turbine engines. The study used the same 
JSR setup previously published by Dagaut [37, 219] and had a residence time of 120 ms at a wide 
range of pressures. They simulated the conditions inside the reactor as well as those found in shock 
tubes and premixed flames and noted that in premixed flames that increased water vapor tended to 
lower flame speeds, adiabatic temperatures, and produce less NOx. 
In 2010, Healy published a 1588-reaction mechanism validated with both shock tube 
experiments and rapid compression machines [159]. The use of rapid compression machines 
allowed study of combustion at high pressures (up to 29.6 atm) necessary for recreating the 
environment in compression ignition engines. The inclusion of shock tube data was exhaustive 
covering 40 years of ignition delay data for various hydrocarbon blends largely involving methane 
but including some propane blends [38, 59-64, 81, 86-90, 157, 213, 220-225]. The mechanism was 
checked with blends of CH4, C2H6, C3H8, n-C4H10, and n-C5H12 using nitrogen and argon as diluent 
gases. To do this, the mechanism modeled reactions from C1 to C5 to adequately cover natural gas 
mixtures with these heavier hydrocarbon blends. The study produced greater accuracy in ignition 





Figure 66: Comparison of Agafonov Mechanism and Experimental Data [226] for Propane 
Pyrolysis Product Yields at Various Temperatures at an Initial Pressure of 0.26 atm. 
(Mixture of 0.016 C3H8/Ar) [160] 
The following year, Agafonov published a larger mechanism including propane pyrolysis 
and oxidation validated with shock tube experiments at elevated pressures (between 2.96 and 6.91 
atm) [160]. The mechanism was intended to study high temperature combustion (up to 1700 K) 
and emphasized modeling the production of soot. It built on the USC Mech II for small 
hydrocarbons (CH4 and C2 to C4 species) and extended it to model reactions of C5 and C7 species 
using mechanisms published by Richter [227] and Skjøth-Rasmussen [228]. The mechanism 
further included models for oxidation of aromatic species – benzene (C6H6) and toluene (C7H8) – 
as published by Richter [227] and Frenklach [229, 230], as well as a model for n-heptane (C7H16) 
from Correa [231]. Pyrolysis of a propane-argon mixture showed good agreement with published 
data from Lifshitz [232] and Naydenova [226]. Soot yields from methane and heavier 






Figure 67: Laminar Flame Speeds from Titova [161] of Propane-Air Combustion at 
Varying Equivalence Ratios, ϕ, Under Initial Temperature, T0 = 300 K and Pressure, P0 = 1 
atm. Mechanisms (lines) are Titova [161], Konnov [74, 82], GRI Mech 3.0 [75] and data 
(points) from Kwon [207], Vagelopoulos [108], and Sun [206]. 
Titova, Kuleshov, and Starik published a smaller propane kinetic mechanism (599 
reactions using 92 species) validated with a broad array of experimental data sources [161]. This 
set of data drew from shock tube ignition delay times [55, 56, 85, 233-235], laminar flame speeds 
[108, 206, 207], and flow reactor species concentrations [108, 206, 207, 232]. This propane 
mechanism was compiled from Starik’s previous mechanisms for methane (CH4) [236, 237], 
propane (C3H8) and butane (C4H10) blend products [238], ozone interactions with methane (CH4) 
and acetylene (C2H2) combustion [239], and syngas [240]. The mechanism also included reactions 
for oxidation of n-alkanes referenced from Kojima [241], and Curran [216]. The resulting 
mechanism was considered appropriate for a wide range of temperatures (680 – 1900 K) and 
pressures (0.17 – 30 atm). Titova’s mechanism also more accurately matched laminar flame speeds 
than both the GRI Mech 3.0 [75] and Konnov’s mechanism [74, 82].  
Titova 2011 
Konnov 2000 
GRI Mech 3.0 1999 




In 2012, Andreis published a small reduced mechanism [162] in ten steps validated using 
diffusion flame data from Leung [145] and simulated with a 2nd order finite difference method 
including a large eddy simulation. This necessitated assuming steady state and partial equilibrium. 
The mechanism built on detiled and reduced propane mechanism work published by Kennel [130], 
Leung [130, 145], Qin [150], Marazioti, Curran [151], Anetor [144] (which used Westbrook’s 2-
step mechanism [141]), and the San Diego mechanism [152]. The mechanism also drew on an 
earlier mechanism modeling components of gasoline mixtures published by Mehl [242]. Good 
agreement was found for water vapor and carbon dioxide species formation. 
 
Figure 68: Comparison of Methane Flame Speed Data at Varying Equivalence Ratios and 
Pressures (at an Initial Temperature of 298 K) Between the AramcoMech 1.3 [163] (Solid 
Lines) and GRI-Mech 3.0 [75] (Dashed and Dotted Lines). [163] 
The following year Metcalfe and coauthors published AramcoMech 1.3 that models 
species up to C4 involving 1140 reactions and 171 species [163]. The mechanism was validated 
with a diverse set of experimental data including shock tubes, jet-stirred reactors, flow reactors, 
flame speeds, and flame species distributions. The authors performed a series of sensitivity 
analyses to find which reactions had the greatest effect on ignition delay and flame speeds. They 




data and other mechanisms like the GRI-Mech 3.0 [75] and Marinov’s mechanism [178]. Those 
reactions studied in more depth included reactions associated with methane (CH4), acetylene 
(C2H2), ethylene (C2H4), ethane (C2H6), and oxygenated hydrocarbons. One such comparison for 
methane (CH4) flame speeds is included in Figure 68. The authors noted that the formation of 
propane and n-butane (nC4H10) from methyl (CH3) and ethyl (C2H5) radicals is important in 
accurately simulating methane and ethane kinetics. Hence, the inclusion of C3 and C4 chemistry 
was considered necessary.  
 
Figure 69: Propane-Air Ignition Delay Comparison Between Several Mechanisms and 
Shock Tube Data Published by Burcat [55] at an Equivalence Ratio of 1.0 and Initial 
Pressure of 2.36 atm. [243] 
A complete presentation of the supplementary data (beyond investigation of C1 and C2 
chemistry) is available from the NUI Galway Combustion Chemistry Center and includes the 
propane ignition delay validation included in Figure 69 [243]. At a stoichiometric equivalence 
ratio (ϕ = 1.0) it is clear that most mechanisms (including those for propane discussed earlier) are 




individually-sensitive reactions, the AramcoMech 1.3 does not appear to match Burcat’s data as 
well as the USC, GRI-Mech 3.0 and San Diego mechanisms.  
 
Figure 70: Vitiated Propane/Air Oxidation Ignition Delay Variation with NOx 
Concentration at 875 K and ϕ = 1 as Published by Gokulakrishnan [119]. Data Points Show 
Experimental Data and Solid Line Shows the Mechanism Predictions. The Dotted Line 
Shows the Mechanism without NO2, the Dashed Line Shows Hori’s Mechanism [178] 
Predictions and the Dashed-Dotted Line Shows Faravelli’s Mechanism [244] Predictions. 
In 2014, Gokulakrishnan, et al. published a propane combustion mechanism [119] 
involving vitiated air (air with a reduced oxygen concentration) as it applies to many things 
including turbine engines and improved combustors [245-252]. The mechanism used 966 reactions 
involving 136 species and was validated against a wide array of hydrocarbon experiments in the 
literature (shock tubes, jet stirred reactors, and flow reactors) as well as new data gathered for the 
study. It was intended to cover low-temperatures and low-oxygen content in propane/air 
combustion in order to capture NOx effects. In particular, the study intended to capture the NTC 




rate with temperature as opposed to the more typical increase. The authors’ mechanism predictions 
matched ignition delay data very well where Hori’s mechanism [178] predicted an opposite trend 
and Faravelli’s mechanism [244] showed a correct trend but with more significant error. This 
comparison is shown in Figure 70. The mechanism also matched the effect of CO2 on propane 
laminar flame speeds for a wide range of equivalence ratios. In addition, the study found that CO2 
was more effective at reducing flame speeds than dilution with N2 and that chemical kinetics 
played a more significant role in this than with N2 which was typically treated as inert. 
 
 
Figure 71: Difference Between Simulated and Experimentally-Measured Propane 
Stagnation-Flame Speeds Between Five Kinetic Mechanisms Showing the San Diego 
Mechanism (Referred to as “S5”) Exhibiting the Lowest Difference. [253] 
Lastly, the only currently maintained mechanism developed by a research group is the San 
Diego mechanism [152]. This model has been regularly updated by the UC San Diego Combustion 
Research Group since 2001 with the latest version (at the time of this work) being published in 
late 2014. The mechanism focused on those conditions necessary for flames, high temperature 
ignition and detonation, and eliminated species and reactions which were not directly important. 




importance.” Meanwhile, there were numerous steps with smaller contributions that could be 
neglected. Following this approach resulted in a minimal number of species and reactions that 
require modeling. This suppressed the number of reactions down to 173 with just 39 individual 
species. Moreover, a 2008 thesis on premixed stagnation flames comparing 16 kinetic mechanisms 
(including the GRI-Mech 3.0 [75], and those published by Davis [148], Marinov [178], and 
Konnov [74], shown in Figure 71) found the San Diego mechanism best matched propane (and 
several smaller hydrocarbon) flame speeds [253]. As a result, the San Diego mechanism represents 
a lightweight, accurate propane oxidation mechanism (as shown in earlier independent 
comparisons) still in active development.  
2. CFD Parameters in Use with Chemical Kinetic Models 
Of primary concern for any transient simulation is the option of either a Reynolds Averaged 
Navier Stokes (RANS) or a Large Eddy Simulation (LES) for modeling turbulence (previously 
discussed in Chapter I, Section B). Concerning turbulent combustion systems, an Unsteady RANS 
formulation can only be expected to resolve mean flow structures and not independent turbulent 
structures. Although a RANS model is generally expected to be computationally faster, an 
overview of turbulent combustion models found LES predictions of combustion to be more reliable 
[254]. However, the authors of that review cautioned that if attached boundary layers are 
important, a LES model will require fine grids at the walls [254]. Although the wall interaction in 
a quiescent spherical explosion chamber is expected to be minimal, this limitation is mitigated by 
the use of Adaptive Mesh Refinement (AMR) that adjusts the grid fineness during the simulation 
based on local flow parameters. Another study presented in Figure 72 comparing temperature 
profiles of a flame using both LES and RANS methods also showed a tendency of greater accuracy 





Figure 72: Time Averaged Temperature Profiles of a Cylindrical Methane-Air Combustion 
Chamber [255] 
Other studies have also shown the effects of mesh sizing on LES models for reacting flows. 
One such study analyzed a turbine combustion chamber using three different mesh sizes separated 
into coarse (1.2 million cells), intermediate (10.6 million cells) and fine (43.9 million cells) [256]. 
While the coarse mesh is much finer than the expected 500,000 cell total limit imposed by the 
visualization software (Ensight Free), it is clear the models involved did not use an adaptive 
meshing scheme that would offer a more optimized number of cells for similar fidelity. 
Nevertheless, the authors of that study determined the “flame position, its unsteady behavior, and 
the mean flow fields (velocity, temperature, and reaction rate) are … reasonably insensitive to 
mesh resolution.” They did note, however, that finer grids showed higher root-mean-squared 
(RMS) temperatures over the whole domain reiterating the fact that combustion is still a subgrid 
phenomenon [256]. This means that although the flame propagation in general may be reliant on 
turbulent structures, the kinetics involved are still evaluated as averaged phenomena for an 




regards to the resulting flame temperature as opposed to merely analyzing the finest mesh that 
computational time will allow. 
An alternative method of modeling flame propagation is to assume the flame is a geometric 
surface moving through space. This methodology is referred to as a level-set G-equation and is 
ideal for modeling the propagation of a flame surface of a premixed fuel-air mixture. As described 
by Wang, et al. [257], the surface is defined as the flame surface of unburnt mixture which can be 
represented mathematically as G(x,y,z,t) = 0. Specifically, assuming combustion occurs in a thin 
zone, the propagation of the flame front may be tracked in three-dimensions by solving for the 
“mean and variance of a non-reacting scalar.” [258] A less-rigorous method of producing a similar 
result may be found by plotting the propagation of a constant-concentration surface for a reaction 
product species like water vapor. An application of this method found that turbulent eddies had a 
large effect on the wrinkling of this flame surface in a rectangular channel. This wrinkling 
effectively increases the flame’s surface area and, thus, the speed of combustion [257]. However, 
this method is still comparatively new and does not appear to offer a significant improvement over 
the conventional sub-grid kinetic modeling. Moreover, the flame surface may still be indirectly 
resolved geometrically by plotting a surface of constant species concentration or temperature. 
Therefore, although the G-equation method is a novel method, it does not appear to be necessary 
and will not be used in this effort. 
3. Application of Chemical Kinetic Models 
With the chemical reaction mechanisms reviewed, it is worthwhile to investigate the 
applications of some mechanisms and what problems, if any, were encountered. Two studies 
modeling propane-air microflame stability [142] and a heat recirculation reactor [143] used the 




approximation understandably failed to describe the formation of partial oxidation products like 
CO and O2 and the kinetically controlled ignition temperature. The former issue (from the 
standpoint of CO production) can be mitigated using the two-step reaction mechanism. The authors 
recommended that because the flame location may be somewhat inaccurate, their results should 
represent trends rather than accurate predictions [142]. The latter study added the modeling of heat 
loss on flame stability that led to a correlation between lower heat loss and greater flame stability. 
This finding is intuitive considering that the heat lost cannot be used to maintain a stable flame 
[143] and reiterates the fact that an adiabatic simulation without heat transfer represents an 
idealization. 
 
Figure 73: Comparison of Laminar Flame Speed and Adiabatic Flame Temperature Using 
a One-Step Reaction Mechanism and a Detailed Reaction Mechanism (from [130]) in a 
Ramjet Combustor [259] 
Some computational simulations have also been performed to analyze combustion in an 
engine configuration similar to the pressure jet architecture. One such study compared numerical 
methods and LES combustion models for a ramjet engine [259] and a followup work applied the 
method to multiple flight conditions [260]. This study used a different model referred to as AVBP 
described only as an academic LES tool that includes a “dynamically thickened flame” to handle 
subgrid scale interactions of both turbulence and chemistry. The reaction mechanism was a global, 




Among the useful results was a set of comparisons showing the relative accuracy of the one-step 
AVBP mechanism against a more intensive detailed mechanism. Laminar flame speed matched 
relatively well at all equivalence ratios while flame temperature showed low error for lean-to-





D. Mechanism Analysis with Zero-Dimensional Simulation 
Kinetic mechanisms were compared under carefully controlled conditions using a zero-
dimensional simulation program. This program simulates the progression of the chemical kinetics 
at a single point as opposed to a collection of points or “nodes” in one-, two- or three-dimensional 
space. This greatly reduces the computational time necessary to evaluate kinetic mechanisms and 
prevents contamination of data from unintended fuild motion effects like turbulence.  
1. Zero-Dimensional Simulation of Chemical Kinetics 
The modeling of a chemical reaction starts fundamentally with a change in mass of a 
reaction species as outlined by Norman [40] and Ye [261]. Depending on whether the species is a 
reactant (being consumed) or a product (being produced), this time rate of change of mass will be 
negative or positive respectively. This rate is balanced by the molar production rate, ?̇?𝝎, of the 
species by elementary reactions converted by the molecular weight, W, of each species. The 
reaction rate of the species is provided by CHEMKIN (a chemical thermodynamics library) that 
interprets the chemical kinetic mechanism. Because the mass is equal to the product of mixture 
density, 𝝆𝝆, and volume, 𝕍𝕍, the mass rate of change may be rewritten in these terms. Note: Terms 










= 𝕍𝕍?̇?𝝎𝑾𝑾 (37) 
Written in terms of species mass fractions, Y: 
𝑎𝑎(𝜕𝜕𝒀𝒀𝕍𝕍)
𝑎𝑎𝜕𝜕
= 𝕍𝕍?̇?𝝎𝑾𝑾 (38) 













= 𝕍𝕍?̇?𝝎𝑾𝑾 (39) 
At this point, no simplifications are made – the mass fraction, density, and volume may be time 
dependent as the chemical reaction proceeds. 
This fundamental differential equation can be applied to many different processes. For 
example, in a closed, constant volume system, the conservation of mass demands the mass rate of 






= 0 (40) 







= 0 (41) 
Since the volume is constant, this reduces to simply: 
𝑎𝑎𝝆𝝆
𝑎𝑎𝜕𝜕
= 0 (42) 
This makes sense considering the assumptions made about the system. For a closed system with a 
constant volume, there can be no change in mass or volume, and thus no change in the mixture 




= 𝕍𝕍?̇?𝝎𝑾𝑾 (43) 







Conservation of momentum follows a similar definition while including the fluid velocity vector, 
V, as an array of up to three velocity components, [u v w]: 
𝑎𝑎(𝝆𝝆𝝆𝝆𝕍𝕍)
𝑎𝑎𝜕𝜕
= 0 (45) 















= 0 (46) 
For a zero-dimensional simulation, the velocity components must all be constant – there is no 
direction for it to change, so: 
𝑎𝑎𝝆𝝆
𝑎𝑎𝜕𝜕
= 0 (47) 
The first law of thermodynamics in time rate form is: 
𝑎𝑎(𝝆𝝆𝐷𝐷𝕍𝕍)
𝑎𝑎𝜕𝜕
= 0 (48) 
which simplifies to: 
𝑎𝑎(𝝆𝝆𝑒𝑒𝕍𝕍)
𝑎𝑎𝜕𝜕
= 0 (49) 
because velocity is constant per Eq. (47). As a result, kinetic energy must be constant and so its 











= 0 (50) 
Applying the conservation of mass and constant volume assumptions means the internal 
energy must be constant. That is, the time rate of change must be zero: 
𝑎𝑎𝑒𝑒
𝑎𝑎𝜕𝜕
= 0 (51) 





where Yj is the mass fraction and ej is the internal energy of species j. Applying the time derivative 


















Assuming the mixture gases are calorically perfect, then the internal energy is a function of the 













= 0 (54) 













































Next, the change in the gas constant, R, must be determined using the universal gas constant, 𝑅𝑅�, 














  (59) 
The change in the mixture’s molecular weight is similarly derived based on the mixture sum of the 


















  (60) 
The mole fraction of each species can be related to the mass fraction of each species with the 







  (61) 
Differentiating this relation produces an expression for the rate of change of an individual species’ 






















2   (62) 













(𝜕𝜕 − 𝜕𝜕𝑤𝑤𝑀𝑀𝑤𝑤𝑤𝑤) −
𝜀𝜀𝜎𝜎𝐴𝐴𝑠𝑠
𝜕𝜕𝕍𝕍
(𝜕𝜕4 − 𝜕𝜕𝑤𝑤𝑀𝑀𝑤𝑤𝑤𝑤4 ) (63) 
where e is the species internal energy, h is a calibrated convective heat transfer coefficient, and ε 
is a calibrated emissivity (assuming the reaction products have a significant emissivity). Twall is the 
temperature of the initial air mixture (assumed to also be the temperature of the reactor wall), and 
As is the surface area of the constant volume reactor. This heat release approximation including 
convective heat transfer coefficients in 0-D has been used prior for kinetic studies by Norman [40] 
and Ye [261]. 
To use this simulation to compare mechanisms under the same conditions, it must first be 
calibrated with experimental data like that published by Werle in 2010 [35]. Werle’s data was 




for methane oxidation and predictions. In that study’s reactor, fuels beginning at room temperature 
were injected into a chamber already containing an oxidizer. Hence, the initial temperature of the 
mixture must account for this mixing process: 
�𝑚𝑚𝑀𝑀 + 𝑚𝑚𝑓𝑓�𝑒𝑒2 − 𝑚𝑚𝑀𝑀𝑒𝑒1 = 𝑚𝑚𝑓𝑓ℎ𝑒𝑒 (64) 
where ma and mf are the air and fuel masses, respectively, he is the enthalpy of the incoming fuel 
(at room temperature, 300 K), e1 is the internal energy of the air at the reaction chamber indicated 
temperature. An iterative routine was used to calculate the temperature of the mixture at state 2 


















Time [sec]  
Figure 74: Calibration of Convective and Radiative Heat Transfer Coefficients to Methane 
(CH4) Ignition Delay Data (from Werle [35]) at an Equivalence Ratio, ϕ = 0.91, Oxidizer 
Temperature of 989 K 
At this point the model is complete but the heat transfer parameters need to be calibrated. 
The GRI Mech 3.0 was used with this zero-dimensional numerical model to perform the calibration 
for methane (CH4) oxidation since this mechanism is, effectively, an industry standard. Assuming 




the case for Werle’s data [35, 262] in a constant volume bomb reactor), then these parameters may 
be calibrated with the methane data and used to test many different mechanisms for propane 
oxidation. Adjustment of the convective heat transfer and emissivity coefficients eventually 
produced a time-history of temperature that matched the data published by Werle and shown in 
Figure 74. It should be noted that the simulated temperature peak (a result of initial transient 
heating occurring on a 1 ms timescale) may not have been captured in the experimental data due 
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Figure 75: Validation of the Zero-Dimensional Model for CH4 Ignition Delay using 
Estimated Heat Transfer Coefficients at a Range of Initial Air Temperatures and 
Equivalence Ratios, f. Experimental Data from Werle [35] Shown as Points, Model Results 
Shown as Lines. 
Radiative transfer was included assuming at the high temperatures following combustion, 
the gas would radiate some energy, particularly during the cooldown phase after ignition. Doing 




remaining methane equivalence ratios. This set of calibrated coefficients were then effectively 
averaged using a MATLAB optimization scheme tasked with minimizing the least-squares 
difference between the experimental ignition delay and that predicted by the corresponding 
simulation. The resulting averaged coefficients were h = 2.510 W/m2 K and ε = 0.0644 and 
application to the range of temperatures and mixtures published by Werle showed good matching 
(see Figure 75) 
2. Mechanisms in Comparison via Zero-Dimensional Simulations 
So far, three levels of chemical kinetic mechanisms were discussed: detailed mechanisms 
(the most complete list of reactions and rate constants), reduced mechanisms (removing the least 
significant reactions from detailed mechanisms), and global mechanisms (modeling an overall 
chemical process). The majority of the available mechanisms are detailed, requiring in depth 
research of intermediate reaction effects. Because the final goal of all these mechanisms is to 
estimate reaction rates (essentially, how quickly fuel and air are consumed and products are 
formed), they may all be compared on equal terms and their relative errors compared to the same 
set of experimental data.  
The most readily-available mechanisms (a total of 17 including calibrated and reduced 
versions) were simulated using the zero-dimensional model and compared in the context of the 
same dataset used for calibration (published by Werle [35]). Three equivalence ratios were used 
to check ignition delays of lean, stoichiometric, and rich propane oxidation for a range of 
temperatures. These mechanisms include the full San Diego 2005 Mechanism (denoted SD) [152], 
the 1984 Westbrook and Dryer mechanism (W84) [71], the 1981 one- and two-step Westbrook 
mechanisms (W81(1) and W81(2), respectively) [141], the 2000 Qin mechanism (Q00) [150], the 




mechanism (P07) [155], a 2008 version of the Healy mechanism (H08) [159], the Aramco 
mechanism, published by Metcalfe (A13) , the 2007 USC mechanism (USC07) [156], the Le Cong 
mechanism (Le08) [158], the Marinov mechanism (Ma97) [147], and the Andreis reduced 
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Figure 76: Comparison of Zero-Dimensional Simulations of Many Kinetic Mechanisms 
with Constant Volume Reactor Experimental Data from Werle [35, 262] for a Range of 
Equivalence Ratios and Initial Air Temperatures. 
The comparison also included a reduced form of the full San Diego detailed mechanism (SD-red) 




This cut the mechanism down from 244 to 107 reactions and significantly decreased runtime. This 
sensitivity study followed a similar method as that for ozone described by Depcik, et al. [263]. 
Lastly, it also included a version of the 1981 one- and two-step Westbrook and Dryer mechanisms 
(WD(1c) and WD(2c), respectively) calibrated to Werle’s propane ignition delay data [35] using 
the method outlined in Westbrook and Dryer’s 1981 study [141]. This involved adjustment of the 
activation energies, pre-exponentials, and concentration exponents.  
The comparison of these mechanisms is shown in Figure 76. It is immediately clear that 
although the general trend of increasing temperature and decreasing ignition delay is the same, 
there is a wide range of results. The most accurate across the range of equivalence ratios and 
temperatures were the full and reduced San Diego mechanisms and the calibrated one- and two-
step Westbrook and Dryer mechanisms. The 1984 Westbrook and Dryer detailed mechanism 
showed excessive error both in slope and ignition delay. The 2012 Andreis mechanism was also 
significant in error predicting ignition delays as much as two orders of magnitude longer than the 
majority of mechanisms and the data. Most mechanisms were within an order of magnitude of the 
data and each other with the San Diego and calibrated Westbrook and Dryer mechanisms being 
most consistently within the experimental data scatter.  
It is also worth noting that the 1981 one- and two-step mechanisms published by 
Westbrook and Dryer were initially significantly in error (more than an order of magnitude) as 
well. It was only with the aforementioned calibration that the mechanism was brought more in line 
with the experimental data. The resulting calibrated one-step Westbrook and Dryer mechanism is: 
𝐶𝐶3𝐻𝐻8 + 5𝑂𝑂2 → 3𝐶𝐶𝑂𝑂2 + 4𝐻𝐻2𝑂𝑂 (65) 
𝑘𝑘1 = 1.3497𝜕𝜕1010𝑒𝑒(−30/𝑅𝑅𝑢𝑢∙𝑇𝑇) ∙ [𝐶𝐶3𝐻𝐻8]0.1000 ∙ [𝑂𝑂2]1.6474 (66) 




𝐶𝐶3𝐻𝐻8 + 3.5𝑂𝑂2 → 3𝐶𝐶𝑂𝑂 + 4𝐻𝐻2𝑂𝑂 
𝐶𝐶𝑂𝑂 + 0.5𝑂𝑂2 ⇄ 𝐶𝐶𝑂𝑂2 
(67) 
  
𝑘𝑘1 = 2.1548𝜕𝜕1010𝑒𝑒(−30/𝑅𝑅𝑢𝑢∙𝑇𝑇) ∙ [𝐶𝐶3𝐻𝐻8]0.1 ∙ [𝑂𝑂2]1.65 
𝑘𝑘2 = 1014.6𝑒𝑒(−40/𝑅𝑅𝑢𝑢∙𝑇𝑇) ∙ [𝐶𝐶𝑂𝑂]1 ∙ [𝐻𝐻2𝑂𝑂]0.5 ∙ [𝑂𝑂2]0.25 
𝑘𝑘−2 = 5𝜕𝜕108𝑒𝑒(−40/𝑅𝑅𝑢𝑢∙𝑇𝑇) ∙ [𝐶𝐶𝑂𝑂2]1 
(68) 
The full detailed and reduced San Diego mechanisms [152] are also in a form easily 
accommodated by most available programs using CHEMKIN or related formats. They are also the 
more technically complete methods of modeling propane oxidation consisting of a large selection 
of intermediate reactions while still undergoing constant revision and updating. They will, 
however, demand the greatest computational time as every included reaction is another equation 
that must be solved to convergence at every reacting cell at every time step. The attractive 
alternative is to rely on a much simpler mechanism relying on just one or two reactions (like those 
provided by Westbrook and Dryer [141]) to reduce computational time.  
The ignition delay comparison suggests first that the full San Diego mechanism [152] best 
matches the experimental data presented by Werle [35, 262]. This agrees with a similar finding by 
Benezech on premixed hydrocarbon flame speeds [253]. It further suggests that reducing the full 
detailed San Diego mechanism [152] had minimal effect on its error despite cutting more than half 
the reactions out – the full and reduced mechanisms are practically overlapped in terms of ignition 
delays. The comparison also suggests that while the use of a global mechanism will incur a nonzero 
increment in error, it is still within the scatter of the available experimental data. For these reasons, 
the full and reduced San Diego mechanisms, as well as the global one-step mechanism will be 
carried forward into the Computational Fluid Dynamics (CFD) simulations as the most promising 





IV. CFD Modeling With CONVERGE 
A. Typical Model Parameters 
Like most Computational Fluid Dynamics (CFD) packages, CONVERGE has a large array 
of model parameters that may be adjusted as the user deems necessary. The majority of these 
parameters have recommended defaults and are typically left at those settings. What follows is a 
discussion of the typical parameters that are either intrinsically important to the simulations in this 
research effort or were modified from their defaults. 
1. Boundary and Initial Conditions 
All transient partial differential equations require a series of conditions defining their value 
on the geometric boundaries at the beginning of the simulation. Without these conditions, a unique 
solution cannot be determined. Several types of boundary conditions are available in 
CONVERGE. Those used in this effort include wall, inflow, outflow, and symmetry boundaries.  
The default wall boundary condition inludes several subconditions. The velocity wall 
condition defaults to a “Law of Wall” definition that uses a logarithmic curve fit method to 
calculate the velocity at the wall through a boundary layer even when boundary layer fineness is 
low [28]. The temperature wall condition includes several options in addition to the default “Law 
of Wall.” These options are the specified value (Dirichelet condition) simply prescribing a constant 
temperature, zero normal gradient (Neumann condition) defining zero heat transfer between the 
wall and fluid, a convective boundary allowing definition of a convective heat transfer, and a 
general heat flux boundary using a constant heat flux value [28]. Wall roughness and turbulence 





Figure 77: A Typical Inflow Boundary Condition Using Air at a Pressure of 1 atm, No 
Prescribed Velocity, and a Temperature of 300 K. Turbulent Kinetic Energy (TKE) and 
Turbulent Dissipation (ε) Are Shown at Default Settings. CONVERGE Studio Software 
The default inflow boundary condition also includes many subconditions (shown in Figure 
77) allowing definition of pressure, velocity, temperature, and species. The pressure inflow 
condition was typically set at a specified value (Dirichelet condition) but a zero normal gradient 
condition is also available. Fixing a specified pressure automatically sets the velocity boundary to 




not have a prescribed constant boundary velocity and vice versa. The temperature inflow condition 
is also typically prescribed though a zero normal gradient option is also available. The species 
inflow boundary was defined by prescribing the known species mass fractions at the boundary, the 
sum of which must equal one. The default outflow boundary condition is much like the default 
inflow condition. Pressure and velocity may be specified or defined by a zero normal gradient. 
Temperatures and species at an outflow condition are, however, defined by backflow conditions. 
In a nominally-operating ouflow, boundary flow is leaving the domain. In some cases the working 
fluid may temporarily flow into the domain from an outflow boundary. Should this occur, 
CONVERGE needs temperature and species values to model the inflow.  
Lastly, the symmetry boundary condition may reduce computational runtime by exploiting 
surfaces of symmetry. In the case of a cylindrical pipe for instance, it may be useful to cut the pipe 
in halves, quarters, or some smaller radial fraction under the assumption that the flow will be 
radially symmetrical through the pipe. For a circular cross-section that should be a reasonable 
assumption. The symmetry conditions sets a slip velocity boundary (the fluid at the boundary may 
have a nonzero velocity) and all other conditions are given a zero normal gradient condition. Initial 
conditions are considered by defining the initial conditions of the domain’s enclosed region. Here 
the user specifies the initial velocity, temperature, pressure, species, and turbulence. 
2. Turbulence Model CFD Parameters 
Selection of a turbulence model was done via the Converge Studio interface by first 
allowing selection of a base turbulence model between Reynolds Averaged Navier Stokes (RANS) 
or a Large Eddy Simulation (LES). A review of the literature in modeling combustion in general 






Figure 78: Converge Studio’s Turbulence Modeling Interface Showing Recommended 
Default Constant Values for the Viscous One Equation LES Model 
The default Viscous One Equation LES model was chosen in absence of a clear advantage 
to the alternatives. Recall that the Viscous One Equation Model uses the additional transport 
equation for a sub-grid turbulent kinetic energy (TKE) to model the stress tensor and thus the local 
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This involves defining several constants that were left at the default values recommended by the 
Converge Studio software (shown in Figure 78). 
3. Combustion Model CFD Parameters 
The CONVERGE package offers several combustion modeling options that have 
advantages for different types of simulations as discussed in the Converge Theory Manual [28]. 
The SAGE detailed chemistry was recommended as it is the ‘general’ combustion model typically 
used with detailed kinetic mechanisms (like those discussed in detail in Chapter III). This involves 
setting several constants including the minimum cell temperature (defaulting to 600 K) and the 
minimum fuel species mole fraction (defaulting to 1x10-8) below which the chemical mechanism 
is not active. The package also includes NOx and soot emissions modeling options but these were 
not employed because NOx and soot emissions were not expected to significantly affect the heat 
release, pressure, and flow parameters. Future work can include comparing the emissions 
generated with this engine versus comparable sized pulsejets and ramjets. 
4. Adaptive Mesh Refinement (AMR) 
For the majority of their existence, CFD solvers have used static meshes. In other words, 
as a transient CFD simulation proceeds in time, the mesh fineness and, therefore, the resolution 
and gridsize was constant. For many applications, this can be sufficient. Meshes are designed to 




importance. Incorporating a fine mesh at walls is related to the importance of wall boundary layers, 
as well as their influence on the formation of flow structures like turbulent eddies. In flows with 
significant variation in these flow structures or movement of a region of interest, a static mesh 
requires a large area to meshed finely with much of this area being unnecessary until the flow 
structure of interest passes through it. A good example is the classic Karman vortex street. In a 
static mesh, the entire path width of the vortex street must have a fine mesh whether there is a 
vortex there or not. This has a significant effect on computational cost.  
 
 
Figure 79: An Example of Adaptive Mesh Refinement Applied to a High Pressure Burning 
Spray in an Ambient Temperature of 1000 K. The Temperature Range (Represented in 
Grayscale) Shows a Maximum Temperature (in Black) of Approximately 2800 K. 
Referenced From CONVERGE 2.2.0 Theory Manual [28] 
Mesh Geometry (t = 1 ms) 
Mesh Geometry (t = 2 ms) 
Temperatures (t = 1 ms) 





An alternative to the static mesh is one which is adaptive. An adaptive mesh polls a local 
point property of the flow (such as velocity, temperature, species concentration, etc…) and 
compares it with the cells around it. If the difference is large enough (greater than some value 
configurable by the user), then the cell is considered to be “under-resolved” [28] and this cell is 
subdivided into equal smaller cells. In CONVERGE, all cells are three-dimensional cubes; hence, 
equal halving of one cube results in eight (23) smaller cubes taking its place. It should be noted 
that if a cell is against a boundary, the boundary surface cuts into the cube. In other words, the 
default shape of a cell is a cube, but may take other smaller shapes as bounded cells are ‘sliced’ by 
the model geometry. 
The primary advantage to this approach is to minimize the number of cells needed to 
simulate the phenomenon of interest. In the case of a Karman vortex street, elements need only 
form with significant fineness around the vortices as they propagate downstream of their source. 
The mesh does not propagate, but as a vortex moves downstream so too does the gradient 
necessitating subdivision of the grid. In short, adaptive mesh refinement (AMR) creates mesh 
fineness only when needed and can remove it when it becomes unnecessary. That second point 
highlights another important advantage of the AMR scheme – for simulations with limited 
available memory (and mesh size), cells that are no longer needed in one area can be recovered for 
use in another area. This allows the user to limit the simulation to a maximum number of cells 
while allowing the scheme to subdivide cells as necessary. In three-dimensional simulations, it is 
relatively easy to build a simulation that exceeds the memory available by simply demanding too 
much mesh fineness. Limiting the number of cells can prevent that from occurring.  
It should be noted that the advantage of AMR is to speed up a CFD simulation by means 




timestep and repeating the process. Using AMR can reduce the number of cells in a simulation 
suggesting that more fineness could be added to increase local resolution while maintaining the 
same number of total cells and amount of system memory needed to run it. The reader should be 
cautioned however, that this strategy may actually increase simulation runtime if the new 
minimum grid size is smaller than the previous minimum grid size. This is a direct result of the 
Courant-Friedrichs-Lewy (CFL) Condition (shown earlier as Equation (13)) for convergence. The 
CONVERGE software uses the local flow speed and grid size to determine the maximum time 
step that will still converge. Therefore, assuming the flow speed is greatest in the region of 
minimum grid size and remains unchanged between the old and new models, the time step will be 
directly related to the minimum grid size. Hence, while it may be attractive to use these extra cells 
to further refine an area where the flow is at its fastest, doing so is likely to decrease the time step 
requiring more overall time steps to complete the simulation and may require more computational 
time despite using the same maximum number of cells. In practice this may only be an issue for 
high-speed injectors where fineness of the CFD mesh and high speed are colocated but not for 





B. Modeling of Nonreactive Mixing Flow 
Prior to starting on the full engine simulation, it was necessary to build proficiency in the 
CONVERGE software. To do so, a series of simulations were built of a mixing box supplying air 
to a single-cylinder engine in the KU Sustainable Fuel and Transportation Laboratories Engine 
Test Cell. The mixing box takes in a controlled amount of engine exhaust gases and mixes them 
with fresh air supplied by a filtered chamber via a long duct to damp pressure vibrations to the 
engine. The method of using exhaust gas mixed with intake air is referred to as Exhaust Gas 
Recirculation (EGR) and is primarily used to control the emissions output of internal combustion 
engines. The simulations supported this research effort by testing species mixing in a three-
dimensional CFD simulation and comparing the simulations’ results with experimental data 
gathered in the engine test cell to gauge its accuracy and utility in doing so for a more complex set 
of conditions like the pressure jet engine. These simulations involved no chemical kinetics – all 
gases were considered chemically inert.  
1. Exhaust Gas Recirculation (EGR) 
With the current dependency on fossil fuel sources and transportation’s influence on 
greenhouse gas emissions, there is an industry push towards higher internal combustion engine 
efficiencies. At the same time, modern spark ignition (SI) and compression ignition (CI) internal 
combustion engines must conform to emissions regulations that require the reduction of emissions 
of undesired species like carbon monoxide (CO), various hydrocarbons (HC), and nitrogen oxides 
(NOx). Overall, lean combustion (excess O2) is desirable to achieve greater thermal efficiencies 
because it takes advantage of a larger ratio of specific heats during the expansion process. 
Moreover, oxidation catalysts downstream of the engine work effectively in a lean environment to 




NOx species formation (i.e., relatively high temperatures and excess oxygen). Once NOx is formed, 
a complex aftertreatment system is necessary to convert it back to benign species [264]. Hence, 
while other emissions can be readily converted catalytically while striving for improved fuel 
economy, it is more economical to prevent NOx formation than to catalyze it afterward. As a result, 
in-cylinder NOX control becomes a requirement of the engine calibrator.  
The primary method of mitigating NOx emissions is to reduce the temperature of 
combustion while maintaining a lean mixture with Exhaust Gas Recirculation (EGR). This process 
redirects a portion of the engine exhaust from the main exhaust stream to mix with the intake air 
and enter the cylinder in later intake cycles. A significant component of EGR is steam (H2O), 
which serves to increase the heat capacity of the mixture during combustion. While this reduces 
engine power, it has proven effective at reducing NOx emissions while maintaining thermal 
efficiency and brake specific fuel consumption (BSFC). These effects have been widely studied 
experimentally [265-268] and modeled [269-271].  
 
Figure 80: Trend of Exhaust Gas Recirculation (EGR) and Equivalence Ratio, ϕ, on 
Production of NO in Ideal Isooctane Combustion (Initial Temperature of 700 K and Initial 




While the use of EGR has some simple global effects on the combustion process, an 
analysis that is more detailed is required to study the effects of mixing uniformity. For instance, it 
is known that if the distribution of EGR in the engine cylinder is poor, its capability to limit the 
production of NOx is significantly reduced [272]. Moreover, to efficiently implement EGR in an 
engine design, the EGR/air charge must be both well-mixed and uniform from cylinder-to-cylinder 
[273]. If it is not, one or more cylinders could operate at a suboptimal EGR level resulting in lost 
power or high NOx emissions at the same engine condition (speed, load, air flow, etc.). 
The control of EGR mixing is also essential in the operation of new engine designs relying 
on homogeneous charge compression ignition (HCCI). This relies on both uniformity of the 
air/fuel charge and precise control of low temperature combustion using EGR [274-276]. 
Furthermore, the combustion characteristics of an HCCI engine are highly dependent on the supply 
methods of the EGR gas [277, 278], which suggest the need for computational fluid dynamics 
(CFD) analysis of the inlet air and EGR mixing process.  
With respect to simulating the mixing process, a three-dimensional (3-D) CFD analysis is 
necessary for several reasons. Not only is the development of turbulence due to the mixing flow 
important to in-cylinder combustion characteristics (heat release rate, combustion efficiency, 
emissions formation, etc.) [279], but these effects are significantly 3-D in nature and may not be 
easily or accurately reduced to a two-dimensional (2-D) simulation. This is further exacerbated by 
the 3-D geometry of a typical mixing box. The presence of inlets, outflows, and sensor protrusions 
must be simulated in their precise 3-D locations and dimensions. These protrusions are likely to 
shed 3-D flow structures that will affect the flow turbulence that may not be otherwise captured 




However, the use of a 3-D simulation significantly increases the computational time for 
the same level of mesh fineness. In recent years, a new technique has been employed to reduce 
computational time while preserving an adequate mesh size – Adaptive Mesh Refinement (AMR). 
Recall, this method checks local fluid conditions (velocity, temperature, etc.) and compares the 
condition with surrounding cells. If the difference between cells is greater than a user-defined 
value, the cell is subdivided. The advantage of this method is that the mesh is free to change as the 
simulation proceeds and this keeps the simulation detail only as fine as is immediately necessary. 
This is known to significantly reduce computational time [280] and more readily enables 3-D 
simulations of fluid flows.  
Based on this understanding, this report investigates the EGR mixing process as it applies 
to a single cylinder engine test cell with a cooled-EGR system. The EGR is cooled with an oil 
cooler and two Direct Current (DC) fans. Mixing is achieved by using a small rectangular box in 
which clean air and engine exhaust are mixed prior to engine intake. The test data used in the 
current study was obtained during the completion and validation of a prior student’s masters thesis. 
The data collected from the tests agreed with literature; thus, showing that the system is suitable 
for testing the engine with cooled EGR. To model the mixing quality of the test cell’s EGR/air 
mixing box, a 3-D CFD model employing AMR was used. The results of the CFD model at full 
load and no load are compared with the test cell data to infer possible improvements to the test cell 
design and validate the setup. 
2. Single-Cylinder Engine Stand and EGR Mixing Box 
The engine utilized in testing is a single-cylinder, compression ignition, naturally aspirated 
Yanmar L100V [281]. This engine was originally part of an engine-generator package that has 




rpm. The shaft of the engine is coupled to a Dyne Systems Dymond Series 12 Alternating Current 
dynamometer, which is capable of providing 21.1 ft-lbs of torque and 12 hp at a maximum speed 
of 7,500 rpm. Between the dynamometer and engine is a Futek torque transducer (model #TRS-
605), which can measure up to 200 N-m with an error of ±0.2% at full load. 
In addition to the torque transducer, various sensors are installed in the test cell, intake, and 
exhaust to monitor pressure, temperature, and relative humidity. The room pressure is measured 
with and Omega barometric pressure sensor (model #EWS-BP-A) and the temperature and 
humidity are measured using an Omega sensor (model #EWS-RH). The volumetric flow-rate of 
the intake air is measured with a combination of a Meriam laminar flow element (model 
#50MW20-2) and an Omega differential pressure transducer (model #PX277-30D5V). The 
pressure in the EGR/air mixing box, immediately before the intake valve, and in the exhaust is 
measured with Omega pressure transducers (model #PX329) while the temperatures at these 
locations are found with Omega type-K thermocouples (model #KQXL). The temperature of the 
EGR is measured immediately before entering the mixing box with another type-K thermocouple. 
The pressure inside the cylinder is measured using a Kistler pressure transducer (model 
#6052C). The pressure signal is associated with the crank angle of the engine through a 
combination of a Kistler encoder (model #2614B1), signal converter (model #2614B2), and pulse 
multiplier (model #2614B4). 
All mentioned sensors are read and monitored by National Instruments (NI) hardware. The 
low-speed environmental sensors, along with the torque transducer are measured by a NI compact 
re-configurable Input/Output (cRIO) controller (model #cRIO-9104) with an eight-slot chassis 




cylinder pressure data and crank angle is monitored by a dedicated rack-mounted computer with a 
NI PCIe-7841R Field-Programmable Gate Array (FPGA) card. 
Emissions data is obtained with a Vetronix five gas analyzer (model #PXA-1100). This 
analyzer can measure HC, CO, carbon dioxide (CO2), diatomic oxygen (O2), and NOx. To record 
the data from the Vetronix, a laptop with TechView software installed is used. The particulate 
matter is collected with an AVL Smoke Meter (model #415S). 
To calculate the amount of EGR in the intake, two CO2 Meter CO2 sensors (model #ICB-
33) are used. One is located in the exhaust, the other is in the intake of the engine, downstream of 
the mixing box. The amount of EGR can be found by dividing the CO2 measurement in the intake 
by the exhaust measurement. The CO2 sensors are monitored by a laptop with DAS100, a 
proprietary program developed by CO2 Meter, the manufacturer of the sensors. 
 
Figure 81: Set-up of the EGR and Mixing Box of the Single-Cylinder Engine Test Cell. The 
Mixing Box for EGR is Located in the Lower Left Corner. 
The EGR enters the mixing box upstream of the engine intake through a system consisting 




from the main exhaust near the exhaust valve on the engine, where the EGR is hottest. As the EGR 
flows from the engine to the mixing box, it enters an oil cooler (NSN #2930-01-156-8665), which 
sits in front of two 12 VDC computer case cooling fans. These fans cool the EGR to a temperature 
closer to that of ambient. 
To increase the amount of EGR that enters the intake beyond 10%, the pressure differential 
between the intake and the exhaust needed to be increased. In order to do so, a valve is located 
upstream of the mixing box in the intake stream. By closing the valve slightly, the pressure in the 
intake and the mixing box decreases due to the throttling, which increases the pressure differential 
between the mixing box and exhaust. This increases the amount of EGR that enters the intake to 
approximately 25% for all loads 
Four EGR rates were evaluated in the engine test with full load sweeps. This includes the 
EGR rates of 0%, 10%, 20%, and 25% at the loads of 0%, 25%, 50%, 75%, and 100% 
(corresponding to 0.5 N-m, 4.5 N-m, 9.0 N-m, 13.5 N-m, and 16.75 N-m on the Yanmar at 3,600 
rpm). After a change in the operation of the engine, such as changing the EGR rate or the loading 
on the engine, the engine was allowed to come to steady state by observing the downstream 
temperature and the intake CO2 measurement. When both of these items changed by less than 1% 
over a minute, the engine was considered to be at steady state. 
Upon reaching steady state, emission data was collected for five minutes at one Hz. Engine 
performance data, such as temperatures and pressures, was collected for two minutes at ten Hz. 
The in-cylinder pressure data was measured over 60 consecutive thermodynamic cycles, and the 
measurements were averaged to provide the pressure traces. 
The results of the cooled EGR tests that are indicated here matched that of literature. This 




in mixing by adding EGR led to higher turbulence within the cylinder and resulted in a decrease 
of PM, CO, and HC emissions. On the other hand, BSFC increased with greater amounts of EGR. 
The complete results and analysis can be found in a previous study, but for the purpose of this 
paper, the 25% EGR test data is used [282]. 
3. CFD Model Parameters of EGR Mixing Flow 
The mixing box model was built using CONVERGE’s graphical user-interface software, 
CONVERGE UI. The user defines what type of analysis will be performed (steady state, transient, 
incompressible, compressible, etc.) and then defines the geometric region(s) using simple surfaces 
stitched together to form a single closed-volume shape. The faces of that shape are then used to 
define separate boundaries (walls, inlets, outflows, etc.). Once the boundaries are defined, their 
initial and boundary conditions are set (e.g., “Dirichelet” fixed conditions like mass flow rate, 
pressure, and temperature).  
 
Figure 82: Single Cylinder Engine Test Stand Mixing Box CFD Model Domain Geometry 




Next, the turbulence model parameters are chosen, for instance, Reynolds Averaged Navier 
Stokes (RANS) or Large Eddy Simulation (LES) and associated sub-parameters. Lastly, the grid 
parameters are chosen, such as what size to set the fixed grid to on each boundary and (if desired) 
what levels of adaptive meshing are allowed. 
The mixing box geometry was defined with eight components as shown in Figure 82. They 
are the wall geometry, (A) the air inlet, (B) the EGR inlet, (C) the (unused) secondary gas inlet, 
(D) the mixture outlet, (E) a fixed thermocouple, (F) a pressure sensor, and (G) a Bosch 
temperature and pressure sensor (used for other efforts). The initial boundary conditions of the 
simulations are included in Table 5 and initial species concentrations (defined only at the intake 
boundaries) are included in Table 6. Note that ‘Neu’ denotes a Neumann condition where the initial 
or boundary conditions are not fixed [25]. 
Table 5: Initial Fluid Conditions for Engine Cases 
Load Boundary Mass Flow Pressure Temperature g/sec Pa K 
100% 
Air In 5.10 Neu. 300.4 
EGR In 1.77 Neu. 305.6 
Mix Out Neu. 89,750 310.4 
0% 
Air In 5.20 Neu. 298.3 
EGR In 1.80 Neu. 301.6 
Mix Out Neu. 89,970 307.1 
 
Table 6: Initial Species Conditions for Engine Cases 
Load Boundary yH2O yO2 yN2 yCO2 yCO % % % % % 
100% 
Air In 1.28 23.0 75.7 0.00 0.00 
EGR In 4.99 12.0 73.4 9.48 0.12 
Mix Out 1.28 23.0 75.7 0.00 0.00 
0% 
Air In 1.19 23.0 75.8 0.00 0.00 
EGR In 5.00 16.5 73.2 5.15 0.16 
Mix Out 1.19 23.0 75.8 0.00 0.00 
 
The model geometric meshing parameters are included in Table 7. The base grid for the 




of the mesh. Each time a base grid element is ‘scaled’ it is segmented into eight equally-sized 
smaller elements. A grid element with 0.01 m sides scaled once will become eight cubes of the 
same total volume with sides of length 0.005 m. This forms the “fixed embedding” part of the 
mesh that is further refined at each time step using the solver’s adaptive meshing. The AMR was 
allowed to sub-grid up to an additional four layers finer than the fixed embedding with a local sub-
grid speed of 0.4 m/s. The meshes for all four models were limited to 200,000 elements. 
Table 7: Fixed Embedding Parameters Used for CFD Simulations of Mixing Box 
Boundary Scale NLAYERS 
Grid Size 
mm 
Box Walls 1 2 5.000 
Air In Walls 2 3 2.500 
EGR In Walls 2 3 2.500 
Gas In Walls 2 3 2.500 
Mix Out Walls 2 3 2.500 
Thermocouple 4 2 0.625 
Pressure Probe 3 2 1.250 
Bosch Probe 3 2 1.250 
4. Comparison of CFD Model Results to Experimental Data 
A total of four CFD tests were run: two to match data at the no engine load condition with 
two at the full engine load condition. All of the data used employed 25% EGR. At both load cases, 
the default RANS and LES models were used for comparative purposes. Each model had the same 
starting grid with a total of 32,186 cells. Within 60 time-steps (around t = 0.25 ms) this reached 
200,000 cells. 
The time-history of the number of cells for each model is included in Figure 83. The RANS 
simulations showed a continuous decrease in number of cells following the initial transient flows 
of air and EGR entering the mixing box and eventually reached a minimum at about 20 ms. The 
LES simulations, however, remained at or near the maximum of 200,000 cells, indicating the sub-




the simulations was to maintain uniformity of the fixed embedding and AMR grid settings for 
comparative purposes, the authors’ did not re-adjust the LES initial grid parameters. Overall, the 
number of cells in each model was effectively constant after 100 ms. 
 
Figure 83: Total Number of Cells in Each CFD Model Showing AMR Varying with Time 
 
Table 8: Comparison of Experimental Data to LES and RANS CFD Models (t = 400 ms) 
Data Mass Flow TMIX PAIR PEGR Runtime g/sec K Pa Pa hrs 
Engine Case 1: 100% Load, 25% EGR 







LES 6.998 301.4 89740 89802 68.5 
RANS 6.997 301.1 89766 89844 24.0 
Engine Case 2: 0% Load, 25% EGR 







LES 6.866 299.4 89989 90240 58.0 
RANS 6.879 299.3 89983 90024 22.5 
 
Table 9: LES and RANS Model Percent Error Comparison 
Data Mass Flow TMIX PAIR PEGR 
Engine Case 1: 100% Load, 25% EGR 
LES 1.57 2.91 0.94 11.6 
RANS 1.56 2.99 0.91 11.5 
Engine Case 2: 0% Load, 25% EGR 
LES 0.04 2.53 1.05 10.0 




It is clear from Figure 3 that the AMR scheme was able to reduce the number of cells in 
the model as it was permitted based on how the sub grid criteria was influenced the turbulent model 
solver. And while LES models are generally expected to increase in computational time as 
compared to RANS models, the growth in run time of the LES model is likely also affected by the 
higher number of cells. 
All mass-averaged parameters were at a quasi-steady state after approximately 400 ms of 
simulation. As indicated in Table 8 and Table 9, the mass flow rate of the mixture as it leaves the 
mixing box matched the actual mass flow rate within a few percent. At no load, the mass flow rate 
predicted by both the RANS and LES models matched within a fraction of a percent. The LES 
model was marginally closer, but this potential advantage was not seen at the full engine load 
condition suggesting that at least from the perspective of experimental data validation, there is not 
a significant advantage between conventional RANS or LES models except in computational time. 
However, the reader is cautioned that the turbulent flow structures which form in a Large Eddy 
Simulation are purely subgrid phenomena in a RANS model. These structures did not appear to 
affect the experimentally determined parameters, but they may affect others, such as the level of 
turbulence in the flow that cannot be easily measured experimentally. 
There was some variation in the actual pressures at the inlets, but the error remained low. 
It should be noted that these pressures are mass-averaged over their respective boundaries and 
while this makes sense in a CFD simulation, it is not an exact representation of where the 
experimental pressures were measured. The simulation did not demonstrate a large variation of 
pressures throughout the mixing box; hence, if there is any phenomena that may account for this 
underprediction, it may occur outside of the mixing box. For example, the air into the mixing box 




would lower the pressure. In addition, the EGR pressure is measured in the exhaust upstream of 
the junction of the exhaust and EGR. It is likely that with the decrease in temperature and the 
length of pipe for flow of EGR, there is a pressure drop in the EGR system. Currently, there is no 
way to measure pressure of the EGR as it enters the mixing box.  
There was not a significant difference between the RANS and LES predictions for either 
the air or the EGR inlet boundary pressures. This suggests that turbulent flow structures did not 
affect the inlet conditions nor were any observed in the visualized data. 
Temperatures also showed some variation; however, this may be a result of the difference 
between mass-averaged temperatures at the inlet and outlet boundaries in comparison to where the 
temperatures were experimentally measured with thermocouples. The models predict some flow 
separation around the thermocouple and elevated temperatures as compared to those actually 
leaving the mixing box. It should also be noted that the simulation was adiabatic in nature – there 
was no simulated heat transfer to the cooler walls of the mixing box that may be expected to 
slightly reduce the simulation temperature further. However, the experimental temperature 
differential was 10.0 K at full load and 8.8 K at no load; therefore, the effect of heat transfer was 
expected to be low. Again, there was not a significant difference between the RANS and LES 
predictions for mixture outflow temperature. 
The visualized data for the mole fraction (indicating mixing quality) of CO2 from each of 
the four models is shown for no engine load and full engine load in Figure 84 and Figure 85, 
respectively. It is immediately clear that the greatest difference between the RANS and LES 
models is an additional accumulation of cells where the EGR intake flow contacts the wall of the 
mixing box. In both cases, the AMR scheme successfully added cells along the mixing areas where 






Figure 84: No Load Models - CO2 Mixing at Quasi-Steady State (t = 400 ms), 25% EGR 
  
RANS, No Load 






Figure 85: Full Load Models - CO2 Mixing at Quasi-Steady State (t = 400 ms), 25% EGR 
  
RANS, Full Load 




The no load RANS and LES models suggest a maximum CO2 variation across the mixture 
exit of 10680 ppm and 7450 ppm, respectively. At full load, the RANS and LES CO2 variations 
were 18270 ppm and 29940 ppm, respectively. The large variation in the LES model is due to the 
flow separation from the lower lip of the exit duct where the CO2 mole fraction is nearly zero. 
Ignoring that zone, the variation in the LES model drops to 10800 ppm. Considering the CO2 mole 
fractions entering the mixing box at no load and full load were 51500 and 94800 ppm, respectively, 
this shows a significant improvement in the mixture uniformity. Another EGR-specific species, 
CO (not pictured), entered the mixing box at up to 1600 ppm and left at less than 440 ppm. Further 
information and animations are publicly available at http://depcik.faculty.ku.edu/simovies.  
Comparing the models at no load and full load, there appear to be only a few notable 
differences. As expected, there is more CO2 in the exhaust at full load. This is also reflected in the 
greater mixture variation – the mixing box is less capable of producing a uniform flow field and 
mixture. Neither the RANS nor the LES model showed any significant advantage with respect to 
matching experimental data except in simulation runtime. However, if the LES model is accurate 
at full load, there may be significant flow separation due to the outflow lip. This may not appear 
in the RANS model as the separation developed from a turbulent recirculation around the bottom 
section of the outflow duct lip. A RANS-based simulation would not necessarily be expected to 
capture this phenomena. Although this is not expected to continue into the engine, it may be 
prudent to add a flow-straightening section to the outflow duct prior to feeding the mixed flow into 
the engine. This measure could ensure that any additional turbulent energy due to EGR and the 
mixing box only minimally affects the combustion mechanics in the engine. This would allow the 




including turbulence) illustrating how 3-D CFD simulations provide a valuable understanding of 
the mixing process. 
The mixing box showed significant blending capabilities at reducing the mole fraction of 
EGR species and producing a generally uniform flow. At no engine load, the exit flow was most 
uniform for the LES model with this version predicting a reduction in CO2 concentration of 85.5% 
as compared to when it enters the mixing box EGR port. At full load, the CO2 concentration 
demonstrated a predicted reduction of 80.7% based on the RANS model. The reader is reminded 
that although no significant advantage was found between the RANS and LES models with regard 
to matching experimental data, it was possible to readily validate the level of turbulence. The 
blending capability of the mixing box geometry may be significantly affected by the level of 
turbulence. Further research may be done to validate the effect of turbulence on mixing of EGR 
species with air in addition to the effect of this turbulence on combustion and engine parameters. 
A LES model is expected to more accurately predict the turbulent structures that form around the 
thermocouple and sensor protrusions despite the added computational time required. 
The AMR scheme was successfully employed to reduce the computational time necessary 
to run the simulation. It was clear, however, that uniformity of the AMR parameters (specifically 
the sub-grid criteria) did not produce the same grid in both RANS and LES models. Instead, it 
appears to be more sensitive for the LES model, which may be a result of the formation of large 
eddies in the mixing flow and along the wall. The result of this asymmetry in the grid geometry 
meant that the AMR scheme provided a significant benefit in reducing the computational time of 
the RANS model over the LES model in addition to the usual expected difference. Therefore, it 
should be possible to reduce the computational time of the LES model by adjusting the AMR sub-




Further research could be performed to reduce the boundary pressure error by directly 
measuring pressure at the air and EGR inlets to the mixing box. These measurements are made at 
a significant distance, but the velocities through the feed ducts were assumed to be low enough 
that total pressure losses would be minimal. Further CFD simulations could also be run in order to 
provide more insight on the use of AMR between RANS and LES to determine an appropriate 
method of matching criteria between them in an effort to produce more equivalent grid geometries. 
At present, however, the greatest difference between the RANS and LES models is purely related 
to computational time as opposed to any quantifiable parameter like pressure or temperature. 
Lastly, for a more complete understanding of the differences between the RANS and LES 
algorithms, future work should include a comparison of these simulations against a measured flow 





C. Modeling of Quiescent Premixed Propane/Air Combustion 
With a real world mixing flow modeled, it was then necessary to test modeling of 
combustion beyond the zero-dimensional simulations, particularly the application of chemical 
kinetics in the CONVERGE package. The simplest model available for which there was 
experimental data was chosen as the test geometry – the constant volume spherical chamber 
studied extensively by Razus, et al. [41-47]. These works are discussed in more detail in Chapter 
III, Section B-4. The chamber involves use of a quiescent (zero velocity) mixture of propane and 
air at some prescribed initial temperature and pressure. CFD simulations were performed for a 
range of equivalence ratios to match flame speeds and temperatures to Razus’s data. 
1. Chemical Kinetic Mechanisms 
A total of two kinetic mechanisms were tested for comparison in CONVERGE – the 
detailed San Diego Mechanism (version published in 2005) [152] and a reduced form of this same 
mechanism (removing reactions with minimal effect on ignition delay). The calibrated form of 
Westbrook and Dryer’s 1981 one-step global mechanism [141] could not be integrated into the 
solver in time for publication but is the focus of continued work. These mechanisms are discussed 
in detail and in the context of other propane and related kinetic mechanisms in Chapter III Section 
C-1. The actual mechanisms are included in full detail in Appendix A. 
The detailed San Diego mechanism was considered the most complete and, therefore, 
likely the most accurate model of propane/air combustion (following the literature search in 
Chapter III). However, this mechanism is lengthy, requiring the most computational time and was 
not run for the whole range of equivalence ratios, just as a check at the stoichiometric equivalence 
ratio (ϕ = 1). The reduced mechanism, however, ran significantly faster and was tested across the 




The global mechanism was employed using the built in User-Defined Function (UDF) in 
the CONVERGE package allowing the user to define an alternation combustion mechanism. In 
this case this means a mechanism that does not strictly adhere to the format of an Arrhenius or 
Kooij equation as in most detailed mechnisms. The calibrated global mechanism was tested across 
the same equivalence ratios as the reduced mechanism. 
2. Spherical Chamber Model Geometry and Simulation Parameters 
A constant-volume spherical chamber was chosen for its simplicity, symmetry, and the 
extensive available experimental data; i.e., primarily adiabatic flame temperatures and flame 
speeds for a variety of initial conditions. The spherical chamber was defined with a diameter of 
0.10 m to match that used by Razus [44]. A thin slice of the sphere was used with symmetrical 
boundary conditions defined everywhere but the outer wall. This computational domain is shown 
in Figure 86 with symmetrical boundaries shown in red and the fixed wall boundary shown in 
grey.  
 
Figure 86: Multiple Views of the Computational Domain for Constant Volume Spherical 
Reactor Simulations of Premixed Propane/Air Combustion Showing Thin Slice Geometry 
and Symmetry and Wall Boundary Conditions 




The mixture inside this domain was given initial conditions at standard temperature (300 
K) and pressure (1 atm). Extensive studies on the effects of initial temperature and pressure have 
already been done and this effort was only meant to match existing data (discussed in Chapter III, 
Section B). Moreover, as the pressure jet engine will operate near standard temperature and 
pressure, these conditions best approximate the combustion process inside the engine (albeit with 
the effects of flow speed and turbulence minimized). The premixed propane and air conditions 
were set by defining the mole fractions of propane, oxygen, and nitrogen (0.060, 0.197, and 0.743, 
respectively corresponding to an equivalence ratio of ϕ = 1.1). A source term at the center of the 
sphere was added to instigate ignition of the mixture. This was defined as 5.0 mJ of energy added 
to a spherical region of 0.005 m radius over a 0.5 ms duration. These parameters were arrived at 
after much experimentation (using the model) by attempting to minimize the energy put into the 
system such that as soon as ignition occurred the source term would stop. Allowing the energy 
source term continue longer than necessary artificially heated the center zone and could affect 
flame temperatures and flame speeds. Therefore, these conditions approximately represented the 
minimum energy necessary to cause sustained ignition in the simulation and are significantly larger 
than that considered to be the ideal minimum ignition energy of 0.48 mJ [48]. 
The simulations were run using the recommended settings for a Large Eddy Simulation (as 
discussed earlier). This included the selection of the 1-Equation viscous turbulence model, as well 
as an initial turbulent kinetic energy of 1 m2/s2 and a turbulent dissipation rate of 10 m2/s3. The 
base grid was set to one-tenth the radius of the sphere. That is, the maximum coarseness of the 
grid was set to 0.005 m or ten elements along the radius. A layer of fixed embedding was set to 
scale down twice in the region of the ignition source term making the grid size 0.00125 m. The 




the minimum possible grid size as low as 0.00016 m. The local propane concentration was used 
as the criteria for allowing the adaptive meshing to reduce the local grid size. This was intended 
to keep the grid size the smallest where the flame front was propagating. 
3. Simulation Results and Comparison to Experimental Data 
The collection of simulations performed in the small slice of a spherical chamber produced 
a wide array of data, much of which was compared to available experimental data. These results 
compare the predictions of the full detailed 2005 San Diego mechanism (including nitrogen 
chemistry) and a reduced form of this mechanism (neglecting nitrogen chemistry as well as many 
other reactions). The calibrated Westbrook and Dryer one-step mechanism could not be included 
as the external user defined fuction to integrate it into the simulation produced compiling errors 
that could not be fixed in time for publication. This will be pursued in later work. 
 
Figure 87: Time History of the Number of Cells in Spherical Chamber Simulations 
Comparing Adaptive Meshing of Different Kinetic Mechanisms (Full and Reduced San 
Diego Mechanisms) 
The time history of the total number of cells in each simulation at an equivalence ratio of 
1.10 is shown in Figure 87. This illustrates the result of the reduction of the full San Diego 


























mixture during flame propagation. It is clear, however, that in both, the adaptive meshing was 
capable of adding fineness as the flame propagated up to the posted limit of 100,000 cells until the 
flame impinged on the wall and no longer drove the adaptive meshing. At that point, cells could 
be removed to speed up the end of the simulation. This appeared to happen earlier for the full 
mechanism, potentially as a result of the nitrogen chemistry or the other removed reactions, but 
both appeared to complete around the same time (approximately 50 ms). 
 
 
Figure 88: Time Histories of the Main Reaction Species Mass Fractions in Spherical 
Chamber Simulations Comparing the Response of Different Kinetic Mechanisms (Full and 















































ϕ = 1.10 





Figure 89: Time Histories of the Secondary Reaction Species Mass Fractions (NO and CO) 
in Spherical Chamber Simulations Comparing the Response of Different Kinetic 
Mechanisms (Full San Diego and Reduced San Diego Mechanisms) 
A comparison between the chemical species profiles resulting from the full and reduced 
San Diego mechanisms is included in Figure 88. The most obvious difference is a slight delay of 
less than 10 ms in the overall process of oxidation in the reduced mechanism. The steady-state 
magnitudes (essentially the end species mass fractions once combustion was completed) remained 
largely unaffected. The reduced mechanism does show a small amount of residual oxygen at the 
end of primary (flame front-driven) combustion which seems to be oxidizing remaining species 
slowly due to the residual temperature in the chamber. The delay is also apparent in the production 
of other species, namely carbon monoxide (CO), shown in Figure 89. In this case, the reduced 
mechanism shows some overshoot of the CO production of the full mechanism though trending 

































of NO (and by extension, NO2) that forms as a result of the oxidation process. The reduced 
mechanism does not include nitrogen chemistry so NO production cannot be compared between 
the two simulations. 
 
Figure 90: Time Histories of the Mean Chamber Pressure in Spherical Chamber 
Simulations Comparing the Response of Different Kinetic Mechanisms (Full San Diego and 
Reduced San Diego Mechanisms) 
The mean pressure inside the chamber is plotted for both mechanisms in Figure 90. This 
pressure trace also shows the slight delay in the reduced mechanism seen in the species mass 
fractions, though the rate of pressure rise and the maximum pressure reached appear to both be 
largely unaffected. The peak pressure reached in the full San Diego simulation (8.50 atm, 0.861 
MPa, 125 psi) is within the range of peak pressures recorded by Razus, et al. in their studies using 
a spherical chamber. The reduced mechanism simulation is also close, reaching a peak chamber 
pressure of 8.43 atm (0.854 MPa, 124 psi). The studies published by Razus, et al. recorded peak 
pressures from the same initial conditions as low as 0.77 MPa (7.6 atm, 112 psi) [41] to as high as 



























Figure 91: Time Histories of the Mean and Maximum Temperature in Spherical Chamber 
Simulations Comparing the Response of Different Kinetic Mechanisms (Full San Diego and 
Reduced San Diego Mechanisms) 
Plots comparing the mean and maximum temperatures for the full and reduced mechanism 
simulations are included in Figure 91. The mean temperature (a mass-averaged temperature over 
the chamber’s closed domain) shows the same reduced mechanism delay as seen in the pressure 
and species concentrations. This delay is also apparent in the maximum temperature, as well as a 
reduction in the temperature of almost 400 K. This reduction in the flame temperature as the flame 












































ϕ = 1.10 




reduction in the reaction rate of the kinetic mechanism. Nevertheless, the steady state temperatures 
are closer, ending within approximately 40 K of each other. 
                
   Full San Diego Mechanism         Reduced San Diego Mechanism 
 
 
Figure 92: Spherical Chamber Simulation Temperature Distributions using the Full San 
Diego Mechanism (Left) and the Reduced San Diego Mechanism (Right) at 5 ms, 20 ms, 
and 40 ms (Equivalence Ratio of ϕ = 1.10) 
t = 5 ms 
t = 20 ms 
t = 40 ms 
t = 5 ms 
t = 20 ms 




A comparison of the temperature distributions resulting from the CFD simulations of the 
two mechanisms at an equivalence ratio of ϕ = 1.10 is shown in Figure 92. It is immediately 
apparent that both simulations do not show an idealized spherical flame propagation and instead 
appear to include some flame front wrinkling. This is most likely a result of the use of a large eddy 
simulation (LES) turbulence model (discussed earlier in this chapter) as opposed to the faster 
Reynolds-Averaged Navier Stokes (RANS) model. Early RANS simulations did show a very 
spherical flame front, but findings from the literature review recommended including the effects 
of turbulence as they can affect flame speed. 
The increase in both the mean and maximum temperature discussed in regard to Figure 91 
is also apparent in these distributions. Although both simulations appeared to show a flame front 
temperature of approximately 1500-1700 K, the full San Diego Mechanisms resulted in higher 
temperatures behind the flame front sooner than the reduced San Diego Mechanism. This suggests 
that while the primary fuel, propane, and other faster-oxidizing species included in the reduced 
mechanism are still accurately modeled, the slower-reacting species that were removed may play 
a role in releasing more secondary energy after the flame front has passed. This may account for 
the maximum temperature deficit seen in Figure 91 while also accounting for some delay in species 
production and oxidation. 
The flame front temperature seen in the simulations is significantly below the accepted 
adiabatic flame temperature of propane oxidation with air (approximately 2270 K), but falls within 
the range of often-cited experimental flame measurements published by Law [36] and Mizomoto 
[99]. The peak temperature in the chamber is actually higher than the adiabatic flame temperature 
that may be the result of the elevated pressures in the chamber artificially raising the fluid 






Figure 93: Determination of Laminar Flame Speed, Su, as the Flame Front Progressed 
Through Spherical Chamber Including Estimation of Local Strain Rate. 
Flame speeds were calculated for each simulation manually by recording the radial location 
of the flame front (along a line 45 degrees off the horizontal axis) as a function of time. The local 
flame speed was calculated based on the change in radial location and the time between 
measurements. This raw measurement of flame speeds, however, includes the effects of flame 
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impinging on walls or other flames countered this corruption of the laminar flame speed by 
calculating the local flame stretch and taking the laminar flame speed at the point of minimum 
stretch. In their experiments, this usually occurs where the flame reaches the stagnation point 
impinging on the plate. A further improvement was to extrapolate the flame speed trend with 
stretch (as shown in Figure 93). Unfortunately, this ‘improved’ method did not result in laminar 
flame speeds that matched experimental data. However, the older method did. It is unclear why 
the simulation data had a higher slope of flame speed with flame stretch than seen in published 
experimental data. It may be a limitation of the computational approach (perhaps in grid fineness) 
either in the flame impinging on the chamber wall or in the estimation of flame stretch.  
 
Figure 94: Variation of Laminar Flame Speed Across a Range of Lean and Rich 
Equivalence Ratios in Spherical Chamber Simulations Comparing the Response of 
Different Kinetic Mechanisms (Full and Reduced San Diego) to Experimental Data 

































Nevertheless, using the flame speed at the wall (as opposed to extrapolating to zero flame 
stretch) produced results that matched experimental flame speeds published by Razus [44] for the 
full range of that data set. This is shown graphically in Figure 94. It is immediately clear that the 
laminar flame speeds calculated in this manner for simulations of an adiabatic, spherical chamber 
match closely to the experimental data from the same architecture across a wide range of 
equivalence ratios. This suggests the possibility of using such a simulation to expand on Razus, et 
al. and other studies on the dynamics of flames. And with the further study of other chemical 
kinetic mechanisms (for instance, oxidation of other fuels and blends of those fuels) there appears 
to be a strong opportunity to match experimental data to computational predictions beyond those 
of the simple closed form solutions used so far. Much of Razus’s experiments [41-47] for instance, 
could be repeated computationally using that data to validate simulations and provide greater 
insight into what occurs inside the spherical chamber yet cannot otherwise be measured except as 





D. Pressure Jet Engine CFD Model Parameters 
With modeling of mixing flow and static combustion completed, it was time to model the 
pressure jet engine. The engine design requires several new considerations concerning the engine’s 
unique geometry and parameters pertaining to running the CFD model. Simulations of the pressure 
jet engine were performed using the University of Kansas Advanced Computing Facility (KU 
ACF) server cluster running CONVERGE 2.2.0 Super (the ‘Super’ denoting a super license 
architecture allowing parallel computation on a single license) and the OpenMPI 1.6.5 message 
passing interface. Simulations were performed requesting 8 threads and limited to 200,000 cells 
and 12GB of memory. The complete parameters used (a series of formatted input files) to run the 
CONVERGE solver are included in Appendix B-0 
1. Pressure Jet Model Geometry 
The pressure jet engine requires several geometric boundary definitions. Because the 
engine relies heavily on acoustic tuning, this geometry is of critical importance. The geometry 
includes the locations and sizes of the inlet stages and their wall thicknesses, as well as the 
dimensions of the engine head, core, and exit nozzle. The model datum was set at the intersection 
of the two orthogonal centerlines meeting at the center of the engine core with the XY plane 
forming a symmetry boundary to reduce computational time. The X-axis was set down the engine 
exhaust path centerline with positive values marching toward the exit. The Y-axis was set down 
the intake centerline with positive values marching toward the injector (the y-location decreases 
to zero as it reaches the engine core). The Z-axis then forms the engine height dimension measured 
from the cenral symmetry plane. This section describes the ideal dimensions of the engine 





Figure 95: Pressure Jet Engine CFD Model Geometry with the Symmetry Boundary 
Hidden. Intake Ambient Boundary in Blue, Engine Walls Boundary in Gray, and Exhaust 
Ambient Boundary in Red. Injector and Inlet Geometry are within the Intake Ambient 
Boundaries. The Inert Preheat Coil (Active Only as a Flow Obstruction) is Also Included. 










As in the physical engine, the core engine geometry is rectangular, including the third-stage 
inlet. With the exception of the third-stage inlet, the engine chamber (including the head, core, and 
exit nozzle) has a continuously level, flat edge intended to allow the best sideward profile for 
imaging in the physical experiment. The first- and second-stage inlets are circular and flared to 
increase their inlet efficiency. This general geometry is shown in Figure 95 while major 
dimensions are shown in Figure 96. 
The intake ambient volume extends two third-stage inlet hydraulic diameters (ID3 = 0.70 
in. = 17.8 mm) horizontally and vertically from the inlet. The exhaust ambient volume also extends 
horizontally and vertically by factors of the exit size. The physical engine’s exhaust has an exit 
area of one square inch, set by a total height of 1.6 in. (40.64 mm) and a width of 0.625 in. (15.88 
mm) corresponding to a hydraulic diameter of 0.90 in. Note that the symmetry plane splits the 
engine height in half so the exit height in the model geometry is 0.8 in. (20.32 mm). Comparatively, 
the computational exhaust volume totals ten exhaust widths wide, and four exhaust heights tall 
(from the symmetry plane), a total area of 25 in.2 (161.3 cm2). Recall, the actual exhaust area of 
the engine being modeled is much smaller – just 0.5 in.2 (3.23 cm2) which equates to 1/50th the 
computational ambient exhaust area. The exhaust volume is five exhaust heights long. 
These figures also show the comparatively small ignition source which is represented 
geometrically as a stationary cylinder 0.25 in. (6.35 mm) in diameter and 0.63 in. (16 mm) tall 
positioned between the second- and third-stage inlets corresponding to the location where the 
physical engine is started with a small, handheld butane torch. The ignition source does not affect 
the flow until 100 ms (approximately the earliest the engine was considered to be sufficiently full 
of mixed fuel and air) when heat is added to the cylindrical volume that rapidly increases the local 





Figure 97: Engine Injector and Inlet Geometric Dimensions (Bottom and Front Views with 
Intake and Exhaust Ambient Boundaries and Symmetry Boundary Hidden) Including the 




This ignition volume is further visible in Figure 97, which also provides further detail to 
the roughly-tuned inlet geometry. The reader is reminded that these dimensions follow first from 
early closed-form approximations (Chapter II, Section B) and later from iterative bench testing of 
the physical engine intended to maximize the resonance (judged by the resultant noise level), heat 
(judged by incandescence and temperature), and stability. Of particular importance is the location 
of the inlets with respect to both the injector and the back wall of the engine core (from which the 
resonating pressure waves are formed). These locations were found by finely adjusting their linear 
position while the engine was in operation. Moving the inlets by as little as 0.1 in. (2.54 mm) was 
enough to disrupt the engine’s resonance.  
2. Pressure Jet Model CFD Parameters 
The CFD model parameters are generally separated into two types – global properties tied 
to the entire computational domain (what the CONVERGE software refers to as the ‘region’) and 
properties introduced by boundary conditions. The boundaries were shown graphically earlier in 
Figure 95 and the inlet geometry in more detail in Figure 97.  
The pressure jet model was defined as a transient, compressible gas simulation with 
combustion modeling, and a source/sink to enact ignition. The grid was defined with both fixed 
embedding (tied to the defined geometry) and adaptive meshing (tied to local temperature and 
propane concentration). The default Prandtl (ratio of kinematic viscosity to thermal diffusivity) of  
and Schmidt numbers (ratio of kinematic viscosity to mass diffusivity) of 0.90 and 0.78, 
respectively, were used. The numerical tolerances were also left at their default values: 1x10-4 for 
momentum, density transport, species, and specific internal energy, and 1x10-8 for pressure. Mass-
averaged parameters were written to data files at every calculated time step while full 3-D 




was initialized with air (defined as mass fractions of 23% O2 and 77% N2) at standard temperature 
(300 K) and pressure (101,325 Pa) at zero velocity and initialized the default levels of turbulent 
kinetic energy (1.0 m2/sec2) and turbulent dissipation (10.0 m2/sec3). 
The turbulence model was a Large Eddy Simulation (LES) using the default Viscous 1-
Equation model and default recommended constants for a wall model and the LES. The 
combustion model for the reduced mechanisms relied on CONVERGE’s built-in SAGE detailed 
chemistry solver. Again, default settings were used including a minimum cell temperature (used 
to define which cells were hot enough to require combustion modeling) of 600 K and a minimum 
fuel species mole fraction of 1x10-8. The ignition source was determined based on the butane 
torch’s published heat output of 2500 btu/hr (732.2 J/s). Assuming the energy is released over a 
50 ms time interval (from 0.100 sec to 0.150 sec simulation time) this resulted in 36.6 J. The 
maximum temperature of the ignition source volume was limited to 1970 K. 
The base grid size was set to 50 mm in all three dimensions (x, y, and z). This is the 
fundamental grid from which all others are subdivided and as such represents the coarsest grid 
level. In practice, this coarseness is only seen on the furthest edges of the ambient boundaries. 
Fixed embedding reduced this base grid on the engine walls to a scale of 5 for two layers. That 
means the base grid of 50 mm cubes is subdivided five times (to a new size of 1.56 mm) and 
extends two layers of this new size from the wall. The injector has the finest grid size being 
subdivided from the base seven times to a size of 0.39 mm. This was the coarsest grid that could 
still resolve the injector area. Testing of simulations with a further subdivision (to a size of 0.195 
mm) showed better modeling of the supersonic injection, but this excessively increased the time 
to solve a time step. The first- and second-stage inlets (like the engine walls) were subdivided five 




subdivided six times to a size of 0.78 mm). The AMR scheme was sensitive to the local 
temperature (with an embedding value of 2.5 K and scale of 7) and propane mass fraction (with 
an embedding value of 0.001 and a scale of 6). The grid was limited to 200,000 cells intending to 
reduce computational time. Estimates from test simulations using more cells than this resulted in 
prohibitively long runtimes on the order of months. 
The boundary conditions were set as follows. The wall boundary type (using a law of wall 
definition for velocity and temperature) with an initial boundary temperature of 300 K was used 
for the injector, inlet, and engine walls. It was also applied to the internal engine core intended to 
act purely as a flow obstruction matching the physical engine to approximate the effect on the 
internal flow of an operational fuel heating coil. A symmetry boundary was defined along the 
centerline plane of symmetry to reduce computational time. The intake ambient volume boundary 
was defined as in intake boundary with air at a specified pressure (110,000 Pa) and temperature 
(300 K). The elevated pressure was necessary to reach a favorable equivalence ratio in the engine 
for continuous operation. The velocity condition was defined with a zero normal gradient (von 
Neumann) condition. The exhaust volume was defined as an outflow boundary with air also at 
standard pressure (101,325 Pa) and temperature (300 K) for backflow conditions. Lastly, the 
injector was defined as an inflow condition set to match measurements for operation of the engine. 
The pressure at the boundary was set to 50 psi (344,738 Pa) and an elevated temperature following 
the decoupled preheat coil of 420 °F (488.7 K) measured on the engine test stand (discussed in 
Chapter V, Section B). The resulting pressure differential (PINJ/P0 = 3.13) is more than sufficient 
to choke the injector flow. Lastly, the species defined at the boundary were set to a mass fraction 
of 100% propane. This resulted in a hot, gaseous, pure propane injection via a choked orifice as is 




3. The Validity of a Symmetry Boundary Assumption 
The BGX prototype (like the original Gluhareff pressure jet) engine geometry exhibits an 
inherent plane of symmetry which was exploited in the CFD simulations to reduce the time 
necessary to complete a simulation run. Modeling the engine in this way effectively reduces the 
number of cells to solve to convergence in half and is frequently used in computational works 
where the geometry being studied has a reasonable plane of symmetry through which little to no 
flow transits.  
 
Figure 98: Example 8 cm Long Subscale Valveless Pulsejet Engine and Corresponding 3D 
CFD Domain Analyzed by Geng [30, 32] 
Linear pulsejets and ramjets with circular cross-sections have made this sort of simplying 
assumption before to allow computational analysis in two-dimensions (See Benelli, et al [284], 
Zhonghua [285], and Qian, et al [286]) or even one-dimension (see Ponizy, et al [287], Keller, et 
al [288], and Wan, et al [289] for instance). Most modern jet studies either modeled a thin slice of 
radial symmetry (see Zheng [33]) or the full 3D domain (see Geng [6, 30-32, 290], Isac, et al [291], 
and Möller and Lindlolm [292]). Meng, et al [293] recently published an extensive review of the 
state of the art in pulse combustion modeling and current challenges in research and development 
which summarizes many of these efforts in more detail. The latter is best capable of capturing the 
full 3D flow irregularities which are not necessarily symmetrical in nature allowing investigation 
of engines without a radial or even central plane of symmetry. This approach, however, likely 




These studies were primarily concerned with engines that have a single, straight, axis of 
symmetry. The flow through the pressure jet design is different, including a right angle turn of the 
flow (with some fluid expected to initially flow forward as opposed to downstream toward the 
exit). As a result, the engine has two perpendicular centerline axes – one for the intake flow and 
the other for the exhaust flow. The most similar common case is that of fluid pipe flow studies 
through a 90° bend. This concept has been studied extensively and the use of symmetry conditions 
in computational efforts is similarly varied.  
 
 
Figure 99: Symmetrical Flow Circulation in Circular Pipe Flow Through a 90° Bend as 
Shown in Full 3D CFD Simulations by Wang, et al [294] (Re = 20,000) 
Pipe flows through a 90° bend have long been known to result in fluid circulation of some 
kind [294-304] likely as a result of centripetal acceleration of the fluid through the turn. Where 
studies appear to differ is in the patterns of circulation that form under different circumstances. A 
recent study by Wang [294], for instance, used no symmetry assumptions and produced circulation 
flow patterns which exhibited clear symmetry about a possible flat plane for a range of Reynolds 






This flow pattern (shown in Figure 99) is indicative of “Dean Flow” named for William 
Dean who first discovered and characterized the phenomena [303, 304]. This type of flow is 





Which involves the fluid Reynolds number, Re, the pipe constant diameter, d, and the pipe’s radius 
of curvature, R. Qualitatively, this represents the strength of secondary flow (like the circulation 
shown above) through the pipe turn [302]. The inclusion of the Reynolds number accounts for the 
role of inertial and viscous forces with a Reynolds number of approximately 400 signifying the 
transition from laminar to turbulent flow [301]. The phenomena was directly studied by Ilori, et al 
[301] as recently as 2015 with a 3D CFD analysis. This study (which did not rely on a symmetry 
assumption) showed that secondary flow exhibited symmetry for larger bend radii but this was less 
evident in tighter turns. 
 
Figure 100: Computational Simulation by Kim [297] of a Fluid Pipe Flow Experiment 





Figure 101: High Reynolds Number (Re = 545,000) Turbulent Pipe Flow with a Symmetry 
Plane Boundary Assumption in COMSOL Multiphysics Solver [296] 
Another recent CFD turning pipe flow study by Kim (also without a symmetry assumption) tested 
different turbulence models. The simulation shown in Figure 100 appears to show good symmetry 
in cross-sectional visualizations of fluid speed, Us, however, streamlines through the pipe show a 
swirling fluid which could not be captured accurately by a symmetrical boundary condition. A 
similar pipe flow used as an educational example for the COMSOL Multiphysics Solver [296] 
instead applied a symmetrical boundary condition and produced the similar streamline paths 
shown in Figure 101. The use of a symmetrical boundary condition in this case has biased the flow 
in such a way that what is likely a full-volume swirl phenomena (as shown in Figure 100 and 
experimentally validated) is instead represented as split swirling cores mirrored on either side of 




two mirrored swirls which may in reality be an artifact of the symmetry assumption. Modeling the 
pipe in quarters could erroneously predict four of these mirrored swirling cores downstream of the 
90° pipe bend.  
 
Figure 102: Symmetry Plane Velocity Vector Distribution from a CFD Simulation of 
Liquid Water Pipe Flow by Homicz (Re = 54,0000) Showing Assumed Mirrored 
Recirculation Through the Pipe [300] 
Nevertheless, studies like Homicz’s [300] for Sandia National Laboratories in 2004 are 
able to produce useful results and qualitative study of corrosion and erosion in simulating this type 
of flow with a symmetry assumption. Flow downstream of the bend was not discussed in detail, 
where more regular full-volume swirl would likely appear. The study was generally more occupied 
with comparing turbulence models and wall effects but successfully produced flow separation on 




So it is clear that although the symmetry plane assumption does limit some aspects of the 
relevance and validity of the resulting flow field, it does not wholly invalidate the model or its 
utility. The use of a symmetry plane also does not prevent the formation of circulation patterns. 
We should simply be cautious in assuming that such flow structures are actually mirrored across 
the symmetrical plane in reality. Keeping this in mind, it was considered acceptable to trade this 
potential for error in exchange for a significant reduction in the simulation runtime subject to future 
research taking the successful simulations presented here and modeling them without the 





V. Experimental Setup 
A. Engine Manufacturing Process 
The engines are designed to be folded in a method reminiscent of classical Origami 
papercraft using a sheet of 302 stainless steel with a thickness of 0.005 in. This material was chosen 
for several reasons. First, this is similar to the 321 stainless steel used by Eugene Gluhareff in the 
original pressure jet design (albeit at a greater thickness). Second, the sheet can be easily bent into 
the necessary shapes to form the engine geometry allowing rapid prototyping of the engine’s 
components. Lastly, it has many desirable material properties – it can withstand high temperatures, 
it is weldable, does not rust easily, and is readily available.  
   
Figure 103: Example Scale Pressure Jet Engine Unfolded Patterns (Left) and Folded and 
Closed Engines (Right) 
The process of making an engine involved first laying out the unfolded footprint in four 
pieces – the third-stage inlet, the engine head, the main combustion chamber, and the exhaust 
Unfolded Engine Patterns Folded and Closed Engines 






nozzle. These components are shown in their flat forms in Figure 103. Arranging the layout in this 
way allows some minor mass-production of parts with some level of interchangeability such that, 
for instance, a short combustor can be tested with nozzles of various lengths. The stainless steel 
was thin enough to be cut with conventional scissors leaving clean edges. Edges were bent on an 
aluminum tool with a sharp right edge that produced crisp folds in the stainless steel sheet.  
   
Figure 104: Engine Assembly Method Using Thin Sheet Steel Spot Welder. Closing Engine 
Core (Left) and Attaching Third-Stage Inlet (Right) Showing Use of the Grounding 
Contact and Welding Contact 
The sheet metal seams were closed and bonded using an electrical arc spot welder as shown 
in Figure 104. No readily available bonding materials (resins, tapes, etc…) were known to 
withstand temperatures in excess of 2000 °F leaving spot welding as the only remaining possibility. 
Gluhareff’s production engines were carefully TIG-welded for the same reasons. Spot welds were 
placed approximately every 1/16th in. in a diagonal offset pattern. All edge flaps were cut to ½ in. 




were encountered after increasing the size of the flaps to ½ in. Closing the engines was done over 
a cantilevered aluminum tool. Aluminum was chosen because it is conductive enough for current 
flow but has comparatively poor weldability allowing easy removal of the welded part even if a 
fraction of the spot welds tack the engine to the tool. The tool was small enough such that when 
the engine was finally closed, the tool could be pulled back out of the engine nozzle. 
   
Figure 105: The Inert “Dummy” Heating Coil Made of 1/8th in. Stainless Steel Rod Stock 
Prior to Installation in an Engine (Left) and as Installed in the Engine (Right) 
Early testing of the engine showed that the use of a “dummy” inert heating coil (shown in 
Figure 105) had a significant effect on the maximum injection pressure possible. The inclusion of 
such a coil allowed the injection pressure to be raised by 5 - 10 psi which directly increased thrust. 
Therefore, the effect of the coil on the processes occurring in the chamber of the original Gluhareff 
Pressure Jet engine cannot be ignored. For this reason, an inert representation of the heating coil 
was included in the engine. It is not expected to perfectly recreate the heat transfer of the original 
engine (which used this coil to preheat fuel for injection) but simply to affect the flow like a 





B. Engine Test Stand 
The completed engine was mounted to an engine test stand designed to allow variation of 
the first- and second-stage inlet lengths and locations. This was accomplished using a length of 1 
in. aluminum T-slot extrusion as a main rail and a set of four movable platforms. A diagram of the 
overall setup is shown in Figure 106. 
 
Figure 106: Side View Diagram of the Proposed Engine Test Stand (Not to Scale) 
The first platform attaches to the propane injector allowing it to be adjusted between runs 
without changing the locations of the engine or inlets. This effectively allows adjustment of the 
sensitive spacing between the first-stage inlet and the injector that affects the level of initial air 
entrainment. The second and third platforms hold the first- and second-stage inlets, respectively. 
Lastly, the fourth platform allows attachment of the engine chamber with the final third-stage inlet 
permanently installed on the engine (as was also done on the original pressure jet). This 
arrangement allows the location of the engine, first- and second-stage inlets to be moved during 
engine operation while the propane injector is held in a fixed position as the reference datum. This 























method enables fine-tuning of the engine’s acoustic lengths in search of an optimum condition for 
an arbitrary configuration. This “sonic lock” condition is expected to result in maximum chamber 
pressure, thrust, and engine efficiency. 
 
Figure 107: The Completed Engine Test Stand 
The engine stand was also designed with instrumentation and reduction of error in mind. 
The main rail pivots on a movable hinge (via the side t-slot rails) so the hinge point can be adjusted 
as necessary to balance the weight distribution of the engine, inlets, and other hardware. A small 
counterbalance was also used to remove some static load from the load cell to bring it closer to its 
true zero load condition prior to firing the engine. The engine is oriented to produce downward 
thrust (to allow the hot exhaust upward away from the ground). The main rail is free to pivot due 
to this thrust force except for the resistance of a load cell to measure the force. Precise measurement 
of the moment arm between the thrust line (movable during operation), the hinge location, and the 
load cell (fixed at the opposite end) is necessary to convert the load cell’s measurement to the 
actual engine thrust force via basic statics.  
Counter-





























Figure 108: Thrust Stand Injection Rail Assembly As Installed on the Engine Test Stand 
The only equipment not attached to the rail are the propane and propane accessories. The 
fuel feed line leaves the rail in a perpendicular direction near the hinge point to minimize any 
contamination in the thrust data from the stiffness of the feed line. The propane tank attaches to 
the feedline via an unregulated 1 in. -20 threaded female disposable propane tank fitting attached 
to a ¼ in. NPT (National Pipe Thread) elbow. The elbow connects to the thrust stand injector 
assembly using a ¼ in. NPT hose barb fitting plugged into an off-the-shelf propane extension hose 
cut to length and secured with a 9 – 16 mm stainless steel hose clamp. The propane hose’s fitting 
connects to a brass T-fitting that has a Winters brand PEM205 steel analog pressure gauge on one 
end (capable of reading up to 300 psi) and a needle valve on the end toward the injector. The needle 
valve is used to regulate the fuel flow to the injector and therefore the engine while the pressure 
gauge is used to record the available tank pressure. A second identical pressure gauge on the 
opposite end of the needle valve is used to record the injection pressure for matching to CFD 
simulations. This assembly is shown installed on the stand in Figure 108. 
Following that is a brass compression fitting and the combination injector and heating coil 
formed out of 1/8th in. stainless steel tubing. The tubing was flared on one end to accommodate 
the compression fitting, wrapped around a ½ in. steel rod to form a 4-turn coil, and the injector 
formed from the remaining open end. The injector was formed using the necessary 0.040 in. 































and flat punch tool until the edges were closed. The drill stock was then removed leaving an 
opening with an inner diameter fitted to the drill stock. The injector assembly was then fixed to a 
steel rail via steel safety wire. The rail was welded to two L-bracket pieces which bolted to the T-
slot rail holding the entire assembly in place. 
 
Figure 109: Engine Core Method of Attachment to the T-Slot Rail System 
While the injector, first stage inlet, and second stage inlet are mounted directly to the T-
slot rail, the engine core is attached via a separate rail. This rail consists of two 1/8th in. steel rods 
bent upward that fit inside a set of four slots added to the sides of the engine core held in place via 
a friction fit. The twin rods attach to the T-slot rail via two steel tubes welded to a plate, which 
bolts to the T-slot. The plate was fixed to the T-slot rail during operation while fine adjustments 




C. Instrumentation and Data Logging 
The engine test stand includes support for pressure and temperature measurements, as well 
as fuel tank weight. Data was logged using a standalone DI-155 USB data logger manufactured by 
DATAQ Instruments. This data logger is capable of recording up to eight analog signals at 1,000 
Hz [306] and was mounted to the engine stand’s base plate with enough wiring lead length to not 
interfere with the free movement of the main rail or engine. Data was logged as raw voltages to be 
processed afterward with relations to convert the voltages into SI engineering units (Newtons, 
Pascals, etc…). Tank and feed line pressures were manually recorded as read from analog gauges. 
The weight of the propane tank was measured before and after a test run allowing a rough estimate 
of the engine’s fuel flow rate enabling estimation of the engine’s thrust specific fuel consumption. 
1. Pressure Sensors and Voltage Relation 
Three engine pressure measurements were taken in the form of constant location time-
histories. The first is in the chamber (expected to be the maximum pressure in the engine). It was 
measured specifically at the stagnation point where the inlet flow impinges on the engine’s back 
wall. This wall is also of particular interest because it is where the reflected pressure waves (which 
are expected to drive tuning and therefore “sonic lock” resonance) are initially formed. It was 
measured differential to the ambient air conditions in the lab at approximately 1 atm and 65 °F 
(291 K). The remaining two pressures were measured differentially via a conventional pitot tube 
at the nozzle exit providing the exhaust dynamic pressure. By assuming an exhaust density this 
produces an approximate measurement of exhaust speed and (for a given nozzle geometry) mass 
flow rate.  This leads to a calculation of momentum thrust to compare with the load cell. The 





Figure 110: Physical Configuration and Output Voltage to Differential Pressure Relation 
for the MPX5050DP Pressure Transducer [307] 
 
Figure 111: Physical Configuration and Output Voltage to Differential Pressure Relation 
for the MPXV7002DP Pressure Transducer [308] 
The core pressure sensor (shown in Figure 110) is the Freescale Semiconductor 
MPX5050DP dual-port differential pressure transducer. The primary reason it was chosen was for 




by the DATAQ data logger. It has an operating differential pressure between 0 and 7.25 psi (50,000 
Pa) and an nominal response time (the time necessary to travel from 10% to 90% signal voltage) 
of 1 ms.  
   
Figure 112: Engine Exhaust Pitot Tube Mounting Location with Coincident Exhaust Gas 
Temperature (EGT) Thermocouple (Shown at Left) and Engine Core Total Pressure Port 
with Stainless Steel Tube (Shown at Right) Prior to Firing 
The pitot pressure sensor and pitot tube are sold together intended for use in measuring the 
airspeed of remote control aircraft. The set is specifically meant for integration into the Ardupilot 
Mega autopilot system. The pressure sensor used is the Freescale Semiconductor MPXV7002DP 
(shown in Figure 111) and operates slightly differently than the core pressure sensor. Although it 
outputs a signal between 0 and 5 V DC (readable by the DATAQ data logger), it has an offset of 
approximately 2.5 V DC and a much lower range (± 2,000 Pa, ± 0.29 psi). This is because high 
subsonic speeds actually produce a relatively low pressure differential. For reference, a pressure 
differential of 0.1 psi (~ 690 Pa) at sea level standard density corresponds to a speed of 75 mph or 





Figure 113: Location of Core and Pitot Pressure Transducers as Installed on the Pressure 
Jet Engine Test Stand 
In regard to installation, two matters are of primary concern, both of which are related to 
the proximity of the transducer to the engine. The transducers must be as close as possible to the 
point of measure to reduce the time necessary for a pressure wave to reach the transducer element. 
Further length from the point of measure is also naturally expected to cause some level of signal 
attenuation. Ideally, the transducers would be mounted with no lead length. This would yield the 
fastest response time possible with the least pressure signal attenuation. Unfortunately this 
condition also results in the maximum temperature the transducer could encounter – a worst case 
at the engine core of approximately 2000 °F (1366 K). The transducers are intended to operate at 
temperatures no higher than 185 °F (358 K) for the MPX5050DP and 140 °F (333 K) for the 
MPXV7002DP. Beyond these temperatures, the temperature compensation error grows 
significantly and at temperatures beyond 257 °F (398 K) for the MPX5050DP and 212 °F (373 K) 
for the MPXV7002DP damage to the transducers may occur. [307, 308]  
Therefore, it is clear that the transducers must be located as close to the engine as possible 




significant signal error or physical damage. This tradeoff resulted in the locations shown in Figure 
113. Both transducers are soldered to a project circuit board that feeds them individually with a 
constant 5 V DC signal via a Texas Instruments UA7815C model 5 V DC regulator and an off-
the-shelf alkaline 9 V DC battery. The board is held to the thrust stand via a foam plate standoff 
(to prevent shorting of soldered leads) and two machine screws through the stand’s aluminum top 
sheet. Silicone fuel line hose with an inner diameter of 1/8th in. is used to connect the pressure 
transducers to the 1/8th in. outer diameter stainless steel tube that can withstand the high 
temperatures where the pressures are recorded. 
2. Temperature Sensors and Camera Equipment 
Four temperatures were recorded using Type K thermocouples and an independent 
temperature data logger. The temperature inside the chamber was measured near the pressure 
measurement. A second temperature measurement was made at the engine exhaust coincident to 
the Pitot tube’s location. This provides an exhaust gas temperature during the engine’s operation. 
The remaining two temperatures were measured on the engine surface – one over the center of the 
engine and the other on the surface of the nozzle. These two temperatures are used as data anchor 
points allowing temperature contours to be drawn from images of the engine in operation. The 
response times of the thermocouples was expected to be much slower than that of the pressure 
transducers and were used only for quasi-periodic analysis. 
The thermocouples are standard Type-K with a glass braid and wire bead to withstand high 
temperatures and the typical two-pronged connector used for connection to digital thermometers. 
The temperatures were recorded using a Sper Scientific model 800024 4-channel datalogging 
thermometer at the maximum data rate of 1 Hz. The internal memory can store up to 16,000 points 




RS232 serial connector and saved using the manufacturer’s “Computer Linking Software.” A 
standalone logger (instead of integrating the thermocouples with the DATAQ logger) was used for 
several reasons. Thermocouples require expensive compensation circuits and their signals must 
then be amplified in order to be recorded as a typical DC voltage like that expected by the DATAQ 
logger. The use of four thermocouples rapidly increases the cost and complexity of such an 
architecture. Instead, the datalogging thermometer does all of this natively saving time, cost, and 
complexity. 
 
Figure 114: Sper Scientific 800024 4-Channel Datalogging Thermometer with Four 
Labeled Type-K Thermocouples Corresponding to Different Locations On and In The 





            
Figure 115: Thermocouple Installation Methods: Core Surface “Pocket” and Internal Core 
(Left), Nozzle Exit Surface “Pocket” (Middle), and Coincident to Pitot Probe (Right) 
Thermocouples were fixed to the Pitot tube armature with ample slack (to minimize 
mechanical interference with the load cell thrust data). The surface temperature thermocouples’  
wire beads (the point at which the thermocouple measures local temperature) were fit into small 
stainless steel “pockets” spot-welded to the outer surface of the engine. These pockets served to 
restrain the bead against the surface of the engine at the point of interest. They were located on the 
side of the engine opposite the side being imaged such that the additional wall thickness and 
thermocouples did not affect the images. This relies on the assumption that the plane of symmetry 
(exploited in the CFD model geometry) does actually hold and that the surface temperature is the 
same on both sides. In practice only minimal variation was seen from one side to the other. Most 
variation was seen instead along the engine length. 
A Canon PowerShot ELPH 300 HS “Point and Shoot” camera (confirmed to be sensitive 




operation, and shutdown in the interest of correlating image intensity to engine surface 
temperature. The camera was mounted to a tripod and video was recorded in both visible light and 
through a Neewer-brand IR-pass filter. The IR-pass filter blocks the majority of visible light 
wavelengths while passing wavelengths above 720 nm. This had several advantages. First, it was 
found to reduce the amount of overexposure of the engine glowing at full temperature allowing 
better resolution of regions immediately around the highest temperatures. The filter also had the 
effect of darkening unwanted parts of the image (background areas) to the point that they were not 
detectable in the video. This was particularly helpful in processing images from the video to 
correlate image intensity to surface temperature.  
It should be noted that the 720 nm filter does pass a small amount of visible red light. 
Testing of an IR-pass filter which blocked wavelengths up to 760 nm (the next option available) 
appeared to pass no visible light. However, it also showed too much attenuation of the image and 
its use would result in an unnecessary reduction of data. 
3. Load Cell and Calibration 
The test stand’s thrust measurement was made using a load cell scavenged from an off-the-
shelf electronic desk scale with a maximum mass of 1000 g and a resolution of 0.1 g. The load cell 
was mounted on one end via resin epoxy to an adjustable plate allowing the load cell’s movement 
along the thrust stand’s T-slot rail. The opposite free end of the load cell bears the force of engine 
thrust against a 0.5” square steel tube welded arch piece that stands above the rail. Downward 
thrust force from the engine is transferred to upward force against this arch and a downward force 





Figure 116: Aluminum Block Counterbalance (Left) and Load Cell (Right) Mounted on T-
Slot Rail with the Load Cell Force Applied by Steel Arch 
Because the fulcrum of the engine stand is not at the system center of gravity, without a 
counterbalance the load cell would bear significant rest load. To prevent this unnecessary 
corruption of data an aluminum block was mounted to the end of the t-slot rail opposite the engine 
to unload the load cell for all but less than 1 g of force prior to operation as shown in Figure 116. 
This effectively moves the rail system’s center of gravity nearly to the fulcrum point.  
 
Figure 117: Engine Stand Load Cell Calibration Curve Full Range (Top) and Zoomed in to 






























The load cell was calibrated with all sensors and hoses installed by placing calibrated 
masses on the engine centerline and recording the resulting steady-state voltage reading from the 
load cell via the data logger. The resulting calibration curve checking the relationship between 
load cell voltage (output by the strain gage amplifier) and applied force on the thrust line is 
included in Figure 117. It is clear that the test data from the load cell as installed showed strong 
linearity at both low load levels and up to the maximum rated load. Each data point was taken as 
the mean of at least five seconds of data recorded at the maximum single-channel data rate used in 
testing – 3,333 Hz. One standard deviation from these means varied from as high as 0.035 V DC 
to as low as 0.023 V DC and are represented by error bars in Figure 117. Furthermore, because the 
engine was not moved after it was tuned to the locations used to model the engine in CFD (see 
Chapter IV-D) this also accounts for the difference in distance between the thrust line and the load 
cell’s location. As a result, using this curve, the recorded voltage was related directly to the 




D. Pressure Jet Engine Procedures 
The following section briefly details the procedures for safe startup, operation, and 
shutdown of the prototype Brayton-Gluhareff Cycle Pressure Jet Engine. Because the engine 
involves the coincident use of propane fuel (a heavier-than-air gas), open flames, high pressures, 
and extremes of both high and low temperatures, great care must be taken to prevent gaseous fuel 
leaks and contact with surfaces at extreme temperatures. Operation should be performed in an area 
with proper ventilation or outdoors, and with ready access to a fire extinguisher.  
Care should be taken around all the fuel lines, the sources of open flame (preheat coil as 
well as the engine’s inlet and exhaust), and significant radiant heating. The latter is typically 
unexpected. Because the engine operates at a relatively high core temperature (to the point of 
glowing brightly in the visible spectrum) it radiates a significant amount of heat. Any people 
should wear appropriate safety equipment and observe from a safe distance of at least a few feet. 
Close proximity to the engine’s exhaust and radiant heat is enough to roast or burn grilled foods 
like hot dogs and marshmallows. The “sonic lock” resonance also produces a significant amount 
of loud noise, hence, proper hearing protection is required. 
1. Pressure Jet Engine Startup Procedure 
The prototype engine startup involves several steps. Production Gluhareff pressure jet 
engines are less complicated to start and operate essentially just requiring an open fuel flow and a 
brief point of ignition. The test stand apparatus and separation of the prototype engine’s preheat 
coil from its chamber adds some steps to this otherwise simple process. 
First, fuel flow is initiated by slightly opening the tank valve. This sends cold, liquid 
propane through the heating coil and out the nozzle. Keeping the fuel flow low at this stage 




cold gas is injected into the engine. Second, the preheat torch flow is started and sparked to 
ignition. This applies direct heat to the preheat coil and allows the next step - increasing injection 
feedline pressure to full (50 psi) by opening the feedline valve and verifying pressure on the 
installed pressure gauge. At this point a nominal amount of fuel is continuously being injected into 
the engine. Assuming the inlets are in their proper locations, this injection of fuel is already being 
mixed with air as it heads toward the engine chamber. As soon as the injection pressure is set, it is 
ready to be started. Therefore, the last step is to use a butane pencil torch to touch off the fuel/air 
mixture at the third-stage inlet.  
If the conditions are right, the mixture will immediately ignite signified by a loud bang 
followed by a low, rising rumble. Within a few seconds, the engine should reach a quasi-periodic 
state of operation exhibiting combustion oscillations consistent with the pressure jet engine design. 
If the injection pressure is too high, the flame will blow out. Future work will study methods of 
preventing blow out at higher injection pressures, but this is outside the scope of the current effort. 
If the inlet locations are not in their proper tuned locations, the oscillation will either not occur or 
may occur with a rolling beat frequency. Fine adjustment of the inlet locations is necessary to 
reach a steady oscillation. 
2. Pressure Jet Engine Operating Procedure 
The Gluhareff Pressure Jet was capable of throttling itself by adjusting the nozzle injection 
pressure and so too is the prototype pressure jet engine tested here. Testing of the engine is 
performed at the highest injection pressure possible without causing the flame to blow out. Once 
started, there is little involved in actually operating the engine other than monitoring the data output 
and audible signature of the oscillations. With practice it is possible to hear whether the oscillation 




in some cases exhibits a harmonic “beat.” Fine adjustment of the injection pressure or inlet 
locations may help to alleviate an ‘unhealthy’ oscillation. 
3. Pressure Jet Engine Shutdown Procedure 
Shutting the engine down is comparatively simple. Because the engine operates solely on 
the injection pressure, operation can be stopped almost immediately by simply closing the valve 
on the fuel flow line. This stops the flow of fuel to the engine inlets that also stops the flow of extra 
air into the engine and within a few combustion oscillations, the flame is extinguished. All that 
remains is to close fuel flow to the preheat torch as well. This should be done immediately. 
Alternatively, the preheat torch may be ‘turned down’ by reducing fuel flow to the torch and then 
closing the engine injector fuel flow. This may be of some concern because when fuel is not 
flowing through the preheat coil, the heat provided by the torch instead is absorbed by the coil. A 
few seconds of direct heat in this way will cause the coil to glow and may significantly reduce its 
fatigue life, hence, it should be avoided. Within a few seconds the engine surface will cool to a 
safe temperature. However, the inert coil will retain a significant amount of heat (its thermal mass 







E. MATLAB Image Processing Analysis 
While pressures can often be compared with those generated by CFD simulations, the thin 
walls of the engine and the temperatures allow a unique opportunity to match the CFD with 
experiments. Test images taken of the engine in operation were imported into MATLAB and edited 
using the Image Processing Toolbox to produce contours of estimated temperature based on the 
steel’s incandescence. While this method has been used for centuries by blacksmiths and 
metallurgists to estimate the temperature of metals in industrial applications [310-314], the 
inclusion of a few anchoring temperatures serve to calibrate the contours.  
 
Figure 118: Comparison of the Engine (Injection Pressure of 50 psi) in Visible Light (Top), 
Through a 720 nm IR-Pass Filter (Middle) and the Filtered Image (Bottom) Processed in 




In short, because the engine operates with a temperature high enough to glow, any 
conventional video camera can capture this phenomena and MATLAB’s image processing toolbox 
can take the data and produce the same level of detail found in expensive thermal cameras. There 
are thermal cameras that can produce temperature contours in the range of the engine’s operation 
(up to approximately 2000 °F), but none can compete with the resolutions or speeds available to 
conventional visible light cameras. An example of an early test of this method is shown in Figure 
118. It is important to note that because these contours are not explicitly measured temperature 
contours, they will be referred to as “Apparent Temperature Contours.” They are measurements 
of light intensity correlated to temperature. The MATLAB source code used to generate these 
contours is included in Appendix C-2. 
The procedure used in the code relies on two experimental thermocouple measurements – 
one at the maximum temperature and one at the minimum temperature. These values are manually 
entered into the code prior to generating the temperature contours. The color image is cropped (to 
reduce computational time) and read into MATLAB via the Image Processing Toolbox’s 
imread() function. This function saves the image into a 3-D array – a set of three 2-D arrays of 
red, green, and blue light intensity. The rgb2gray() function is then used to convert this data 
into a single combined array of grayscaled light intensity.  
At this point the data is polled for a maximum and minimum value. If the image is under- 
and over-exposed in different regions, these integer values, I, will be off-scale high (I = 255) and 
low (I = 0) respectively. To convert this integer array to floating point values relatable to 
temperatures, the following fitting function was used to match the measured maximum and 
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𝐼𝐼𝑀𝑀𝐴𝐴𝑀𝑀 − 𝐼𝐼𝑀𝑀𝑀𝑀𝑁𝑁
� + 𝜕𝜕𝑀𝑀𝑀𝑀𝑁𝑁 (72) 
It is worth noting that this scaling function cannot explicitly guarantee matching of 
temperatures across the entire range between TMAX and TMIN, just that the bounds of the data will. 
This was considered acceptable because the combination of light intensity and color can be 
qualitatively related to approximate temperature [310-314]. As a result, this curve fitting method 
was considered reasonable on the basis that grounding the data set’s bounds should bring 
intermediate temperatures within an acceptable level of experimental error, potentially better than 
relying on rough interpretations of the brightness and color. 
 
Figure 119: FLIR E-40 Image of Engine in Operation 
An E-40 model Forward Looking Infrared (FLIR) Camera was briefly borrowed to test its 




visible camera and IR filter. The resulting image is shown in Figure 119. It is immediately clear 
that although the FLIR camera offers instantaneous, real-time image processing like that 
performed in MATLAB, it lacks the available resolution of the visible light camera. The FLIR 
camera has a resolution of 160 x 120 pixels while the Canon ELPH 300 HS has a resolution of 
1920 x 1080 pixels when recording video. And despite having a relatively high upper temperature 
limit (officially listed as 650 °C), it is not as high as the available Type-K thermocouples. This 
means the images from the FLIR camera are fundamentally unable to capture the maximum surface 
temperature of the engine. As a result, the FLIR camera was not used to analyze the engine’s 
surface temperature distribution in favor of contact measurement via type-K thermocouples and a 





VI. Computational and Experimental Results 
A. Computational Data Results 
The following section details the output results of the final three-dimensional, transient, 
engine simulation using the reduced San Diego propane kinetic mechanism described in Chapter 
III-C while building on the incremental results of prior simulations discussed in Chapter IV. 
Relevant still images of the CONVERGE simulations visualized with EnSight 10.0 for 
CONVERGE are included where appropriate. Animations of many images showing propagation 
through time are available by request. The results are separated into major sections and their 
progressions through the simulation domain are discussed. 
1. Simulation Parameters 
There are several things to consider when reading the visualizations and plots in the 
sections that follow. The engine flow is largely driven by an injection event that remains constant 
throughout the operation of the engine as in any conventional ramjet. There are no opening or 
closing events to model (as in a conventional piston engine or valved pulse-jet). On the original 
Gluhareff Pressure Jets and on the BGX prototype engine, all control of the fuel/air mixture in the 
engine core is achieved through purely aerodynamic means. This control is affected via variations 
in the local pressure, velocity, and to some extent fuel/air mixture or more conveniently, 
equivalence ratio. The injection flow enters the inlet structure almost immediately and enters the 
engine shortly thereafter. At 25 ms, a 1 ms duration ignition event is started that releases 35 J of 
energy at the entrance to the third-stage inlet. This effectively models the butane torch used to 
ignite the physical BGX prototype engine. Following that is the startup transient phase which 





Figure 120: Time History of the Total Number of Cells in the Engine Simulation 
 
Figure 121: Time History of the Number of Cells in Each Region of the Engine Simulation 
CONVERGE’s built-in adaptive meshing scheme was used to build the simulation mesh 
as the simulation proceeded based on local velocity and propane concentration. The simulation 
was limited to 200,000 cells after which the solver’s adaptive meshing scheme reduces the 
sensitivity to local parameters until the cell count is below the maximum. This is clearly shown in 
Figure 120 for the whole simulation domain and in Figure 121 separated by individual regions. As 
the simulation starts and the engine begins to fill with fuel and air, the number of cells in the engine 
region rises to a steady state of around 75,000 cells. Meanwhile the number of cells in the ambient 




ignition event, there is immediately a sharp increase in the number of cells in the engine as 
combustion spreads and local velocity gradients increase. Shortly thereafter, the exhaust region 
also sees an increase in cells as the first exhaust flow begins to leave the engine. The ambient 
region was largely unaffected. The quasi-periodic state oscillatory condition signifying the 
operating condition of the engine is also clear in these plots – the velocity oscillations are driving 
an oscillation in the required number of cells.  
 
Figure 122: Definitions of the Common Planar Cross-Sections Seen in CFD Data 
Visualizations in the Following Sections 
There are several common planar slices through the 3D simulation domain (shown in 
Figure 122) used to help visualize the data generated by the CFD solver. The first slice (shown in 
red) is through the XY symmetry plane of the domain where it is assumed the simulation is 
mirrored to reduce computational runtime. The next (shown in yellow) is a single YZ slice through 
the inlet axis. This is generally used to visualize the flow through the inlet structure. Lastly, this 
single slice is repeated throughout the simulation domain at a 40 mm spacing resulting in 13 slices 
throughout the engine chamber. These slices are shown in blue but when used in visualizations, 
also include the slice shown in yellow. The axes denoting positive directions are also shown for 







2. Pressure Distributions 
The pressure in two regions (engine chamber and exhaust) was initialized to one standard 
atmosphere – 101,325 Pa (14.70 psi, 1 atm) while the inlet region was initialized to a pressure 
slightly higher – 110,000 Pa (15.95 psi, 1.09 atm). This differential was necessary to reach the 
desired equivalence ratio in the chamber for ignition. Prior simulations using one atmosphere in 
all three regions were capable of ignition but at significantly higher equivalence ratios and did not 
exhibit desired characteristics like the Kadenacy effect discussed in Chapter I-A. Potential reasons 
for this and resulting opportunities for further study are discussed with the conclusions in Chapter 
VII. The injector has a pressure boundary set to 344,738 Pa (50.00 psi, 3.40 atm) to match the 
pressure recorded from the engine test stand. This boundary drives the fuel injection process and 
the majority of the pre-ignition mixing flow. This section details the pressure distributions 
throughout the engine prior to ignition, during ignition, and during quasi-periodic operation of the 
engine, particularly their effect on flow through the engine that drives further mixing of fuel and 
air, ultimately resulting in proper operation of the engine. 
 








Figure 124: Pressure Wave Propagation through Engine Inlet Structures During Initial 
Injection (YZ Plane at Origin, t = 0.1 – 1.0 ms) 
The initial pressure distribution (in atmospheres) is shown in Figure 123. Also visible is 
the initial grid showing the coarseness of the base grid and the inclusion of fixed embedding around 
the inlets. As the simulation progresses, more mesh fineness forms around the injection flow as 
well as the engine core interior and inert coil. The pressure bounds are limited to 1.00 atm and 1.10 
atm to illustrate the propagation of pressure waves in the flow as opposed to the domain bounds. 
The minimum pressure tended to fluctuate around 1 atm while the maximum was steady at the 
injection pressure of 3.40 atm (344,738 Pa, 50 psi). Immediately following this initial condition, 
it is clear that the pressure wave caused by the initiation of fuel injection not only propagates 
through the ambient air region but is also captured by the inlet system. This exhibited a response 
similar to that expected from classical acoustics with the pressure wave propagating through the 
inlet pipes and reflecting back. 





Figure 125: Pressure Distribution at Ignition (XY Symmetry Plane, t = 25.0 ms) 
At the instant of ignition, the pressure in the engine core is slightly above atmospheric 
pressure and shows a generally decreasing trend toward the nozzle exit consistent with increasing 
speed and the fluid normalizing to the exhaust pressure condition of one atmosphere. This 
distribution is shown in Figure 125. There are a few notable differences. First, a slight high 
pressure zone appears to form in the engine head where swirling recirculation of the injected 
fuel/air mixture was expected. A second stronger high pressure zone occurs where the injecting 
fuel/air mixture impinges on the back wall and may be attributed to the stagnation point of the 
injecting flow. These two phenomena are expected to form on Gluhareff’s original engine designs 
as well. The stagnation region where the flow impinges on the engine wall is also where the core 
pressure sensor is measured. Lastly, the point of ignition (centrally-located at the third-stage inlet) 
shows a significant increase in pressure consistent with the acoustic pressure wave beginning to 
propagate radially from the point of ignition. As the simulation proceeds, this pressure wave 
continues to propagate radially outward from the point of ignition both into the engine core and 







Figure 126: Pressure Wave Propagation through Engine Inlet Structures Immediately 
Following Ignition (YZ Plane, t = 25.1 – 26.0 ms) 
This radial acoustic propagation is clear through the inlet structure as well as the portion 
that reflects inside the engine core though the latter is more diffused and attenuated. This is shown 
in a series of images at a 0.1 ms timestep visualized in atmospheres of pressure in Figure 126. The 
propagation exhibits generally the same response as what occurred when the simulation started 
with a similar acoustic shock propagating from the injector nozzle; however, stronger and resulting 
in a sustained chamber pressure likely due to the onset of early combustion. The waves were 
observed to propagate through the inlet tubes and reflect off the open ends. This brief transient 
response eventually damped out to a low amplitude quasi-periodic oscillation by 40 ms simulation 
time (15 ms following the start of ignition). Following the end of the initial ignition event (at 26.0 
ms) the local high pressure at the ignition point immediately reverses to a low pressure zone as the 
pressure differential between the ambient and core drives a new flow of clean air into the third-
stage inlet and toward the engine core.  






Figure 127: Pressure Wave Propagation Through Engine Core Immediately Following 
Ignition (XY Symmetry Plane, t = 25.1 – 25.7 ms) 
t = 25.3 ms 
t = 25.2 ms 
t = 25.6 ms 
t = 25.4 ms 
t = 25.1 ms 
t = 25.8 ms 




This pressure wave propagation extends throughout the engine core as well. The core’s 
pressure distribution immediately following the ignition event is shown in Figure 127. The ignition 
event at 25.0 ms immediately sends a pressure wave into the engine core. This wave diffuses and 
weakens significantly to approximately 1.05 atm (106 kPa, 15.4 psi) upon reaching the exit of the 
third-stage inlet and spreading into the larger engine core volume. Sometime between 25.1 and 
25.2 ms, the wave reaches the back wall and begins its reflection. It should be noted at this point 
that although the time stepping in this diagrams is coarse compared to the propagation of pressure 
waves, the simulation time step stabilized around 2.0x10-6 to 3.0x10-6 sec but limited disk space 
for output files necessitated limiting their output rate to once every 0.1 ms (1.0x10-4 sec). 
Nevertheless, there is ample temporal resolution to observe the propagation and reflection of this 
initial pressure wave. The remainder of the wave is likely diffused by destructive interference from 
multiple reflections inside the chamber off the forward nose section and the other engine walls. 
There is essentially no discernable pressure wave by 25.4 ms except the pressure gradient 
propagating down the engine nozzle.  
By this time, pressures in the engine core are beginning to rise beyond the simple wave 
reflection from the initial ignition transient. Although the 1.0 ms ignition event has not yet ended 
this suggests combustion is beginning to spread into the engine and release extra energy into the 
engine core. This appears to increase the pressure at the stagnation zone on the back wall as well 
as the pressure throughout the engine core. No other acoustic oscillations like those expected to 







Figure 128: Pressure Distributions Showing Engine Startup Transient Exhibiting the 
Kadenacy Effect (XY Symmetry Plane, t = 40.5 – 43.5 ms) 
t = 41.5 ms 
t = 41.0 ms 
t = 42.5 ms 
t = 42.0 ms 
t = 40.5 ms 
t = 43.5 ms 




After the initial ignition transient, the engine reaches a quasi-periodic condition which 
exhibits the “Kadenacy Effect” as can be seen in the visualizations of the pressure distributions. 
This effect (discussed in more detail in Chapter I-A) is a mode of operation commonly observed 
in pulse jets by which the oscillating high and low pressure waves exhaust hot gases and shortly 
thereafter draw in a fresh charge of air for combustion. It is a cycle by which pulse jets “breathe” 
and is the basis of their operation. Although the Gluhareff “Pressure Jet” is not a pulse jet (it is 
technically a pressurized ramjet), it may still operate on some of the same principles as pulse jets, 
particularly exploiting a similar effect.  
This early transient cycle lasts approximately 3.5 ms from peak chamber pressure, to 
minimum pressure, and back as shown in Figure 128. At 40.0 ms simulation time (not shown), the 
chamber resembles the distribution at 43.5 ms closely. There is a high pressure in the third-stage 
inlet and engine core beyond that of the ambient conditions which diminishes as it spreads to the 
nozzle exit. Pressure begins to drop throughout the engine in the next frame (40.5 ms) and the low 
pressure at the nozzle exit begins to propagate forward. As the pressure drops below the ambient 
condition, it is clear there is some flow back into the engine as the stagnation pressure on the 
engine wall starts to rise despite the low chamber pressure (see 41.5 – 42.5 ms). This return of the 
inlet flow brings in more air with the fuel to augment combustion that drives an increase in the 
chamber pressure. This begins to raise the chamber pressure above the ambient pressure (see 43.0 
and 43.5 ms) where the cycle then repeats. The effects of this pressure cycle on the local velocity 
and temperature distributions is discussed in Sections 3 and 4, respectively and are clearly 
beginning to produce usable pressure ratios that may generate measurable thrust forces. The cycle 





Figure 129: Engine Chamber Mean (Mass Averaged), Maximum, and Minimum Pressure 
Time Histories through Full Simulation Time Domain 
 
Figure 130: Engine First-, Second-, and Third-Stage Inlet Pressure Time Histories 
 




The simulation overall pressure statistics are plotted for the engine region in Figure 129 
showing the mass averaged mean pressure as well as the maximum and minimum pressure 
variations with time. From this data, it appears that the initial injection flow results in an erratic 
pressure response that eventually damps to a pre-ignition steady-state. This steady state is 
perturbed at 25 ms when the ignition event sends a new pressure wave through the engine chamber 
and eventually starts the engine. This propagation occurs for approximately 7 ms when the 
chamber pressure drops and drawing in the first significant charge of fuel and air for combustion. 
Beyond this point, unsteady oscillations begin to emerge in the engine and by 60 – 70 ms, the 
engine has reached its quasi-periodic state with an approximately 0.10 atm mean amplitude with 
minima and maxima of approximately 0.92 and 1.22 atm, respectively. 
Likewise, the inlet pressures (measured in the CFD simulation along the inlet centerline 
axis) are plotted with each other in Figure 130. The first and second inlets are weakly affected by 
the quasi-periodic oscillation resulting from the engine’s core with the first inlet seeing an 
incrementally lower local pressure. The third-stage inlet sees a much high amplitude of 0.05 atm 
tracking the oscillation. 
Lastly, the engine core and nozzle exit pressures are plotted with each other. These 
measurements from the simulation correspond to the same measurements made on the engine test 
stand with one change – the exit pressure is not directly recorded on the test stand, but is part of 
the exhaust speed measurement via Pitot tube system. The core pressure reading at the stagnation 
location, however is intended to match the experimental data as closely as possible. The amplitude 
of this data under quasi-periodic operation was approximately 0.20 atm from a minimum pressure 
of approximately 1.01 atm to a maximum of approximately 1.21 atm. The exit pressure weakly 




3. Velocity Magnitudes 
The distribution of velocity magnitudes in all regions was initialized to zero with any 
resultant velocities caused by the pressure differential between the injection and the surrounding 
quiescent air. The high speed injection of preheated propane gas was expected to entrain ambient 
air and promote mixing of the fuel-rich core. This flow of fuel and air into the engine was also 
expected to fill the engine chamber with a mixture favorable to combustion and start any major 
flow patterns that would drive the fluid through the engine and out the nozzle, eventually to 
produce measurable thrust forces. Some recirculation or stagnation of the mixture is expected in 
the forward nose section of the engine as this is thought to act as a forward flame holder in 
stabilizing combustion. This section details the resulting flow of the injecting fuel stream and air 
throughout the simulation domain prior to ignition, during ignition, and during the engine’s 
operation as well as any relevant flow structures that form. Of particular note is what role, if any, 
the inert heating coil’s shape and blockage has on the flow both inside the engine core and leading 
outward through the engine nozzle.  
 







Figure 133: Velocity Distribution in Inlet Structures During Initial Injection (YZ Plane at 
Origin, t = 0.2 – 2.0 ms) 
The velocity distribution following the initiation of fuel injection into the inlet structures 
is shown in Figure 133. It is largely characterized by the high velocity fuel stream directed 
axisymmetrically through the inlet stages. As the fuel stream continues through the inlet stages, it 
progressively slows from the initial injection speed of 280.5 m/s (919 ft/s) to around 50 m/s (164 
ft/s) in the core. Here the flow appears to begin circulating around the square cross-section. 
Another flow feature is notable at this point – the entrainment of air into the inlet stages. This 
effect appears at the first stage inlet where the injection speed is the highest and the cross-sectional 
area is the lowest but is less evident at the second-stage inlet. It is strong at the third-stage inlet 
reaching 106 m/s (348 ft/s) at 1 ms (prior to the injection flow reaching the inlet) and increasing 
to 174 m/s (571 ft/s) at 2 ms (when the injection flow enters the inlet). This early entrainment is 
likely a result of the region pressure differential as opposed to the injection charge. 






Figure 134: Velocity Distribution and Streamlines through Engine Core Immediately Prior 
to Ignition (XY Symmetry Plane, t = 5.0 – 25.0 ms) 
The velocity distribution through the engine core reaches a pre-ignition quasi-periodic state 
by approximately 15 ms and is largely indistinguishable from the distribustion at the time of 
ignition (25 ms) as shown in on the symmetry plane in Figure 134 and through multiple cross 
section planes in Figure 135. The distribution appears to suggest a weak recirculation zone in the 
nose of the engine forward of the third stage inlet, as well as around the sidewalls of the engine. It 
does not, however, appear to have a simple two-dimensional recirculation. Instead, the streamlines 
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t = 10.0 ms 
t = 15.0 ms 
t = 20.0 ms 
t = 25.0 ms 





suggest that the incoming flow spreads radially from the stagnation point and upon encountering 
the side walls and head of the engine, curl around these walls toward the plane of symmetry. Under 
ideal circumstances it may resemble a toroidal shape; however, in this case the flow is restricted 
by the rectangular cross-section of the engine core. The reader is reminded that the symmetrical 
boundary may limit the swirl in these areas to phenomena that are symmetrical. A simulation 
without this limitation should more conclusively describe this flow structure. 
 
 
Figure 135: Velocity Distribution through Engine Core Immediately Prior to Ignition 
Showing Multiple Cross-Sections (Multiple YZ Planes at 0.04 m Intervals) 
This phenomena is further suggested by the cross-sectional velocity profiles in Figure 135, 
particularly the one forwardmost which shows higher speeds along the periphery and low speeds 
in the center. A separate phenomenon is also worth noting. Aft of the inlet, it is apparent some 
fluid momentum loss is occurring as a result of the inert coil blockage. While this is consistent 
with the idea of a conventional ramjet’s flameholder, its capability as a flameholder is expected to 
be weakly significant as opposed to a driving component of the engine’s design.  
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Figure 136: Velocity Magnitude Distributions of Engine Startup Transient (XY Symmetry 
Plane, t = 26.0 – 38.0 ms)  
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Figure 137: Velocity Magnitude Distributions of Engine Startup Transient (Multiple YZ 
Planes at 0.04 m Intervals, t = 26.0 – 38.0 ms) 
t = 30.0 ms 
t = 28.0 ms 
t = 34.0 ms 
t = 32.0 ms 
t = 26.0 ms 
t = 38.0 ms 
t = 36.0 ms 
Nose Recirculation Zone 




The engine core’s startup transient visualized through velocity magnitude distributions is 
shown on the centerline plane in Figure 136 and on cross-sectional planes (spaced 40 mm apart 
from the inlet axis) in Figure 137. While the startup transient is particularly chaotic, there are some 
notable features to consider. First, there still appears to be some recirculation in the engine both in 
the forward nose section and throughout the engine core. The nose recirculation appears to be 
significantly affected by the onset of combustion with the recirculation weakening until it begins 
to reappear at approximately 36 ms. The simulation shows persistent recirculation throughout the 
chamber that oscillating with the intake of air. The reader should note that this recirculation is 
likely not mirrored about the symmetry plane in reality and instead may be a full-volume swirl 
throughout the exhaust flow. This is a limitation of the symmetry plane assumption. 
Second, immediately following the ignition source, there is still a high speed flow into the 
engine of around 125 m/s (410 ft/s). However, as combustion spreads, the temperature and pressure 
rises. This appears to cause less air entering the chamber and seems to have some effect on the 
core of the inlet flow though it still reaches the enginee core. The remainging fluid in the engine 
is accelerated out the nozzle, which lowers the chamber pressure and allow the intake of air to 
resume. The momentum loss in the fluid due to the inert coil is also significant, reducing the local 
speed roughly by half immediately downstream of the coil and effectively to zero speed between 
coil sections.  These conditions continue to vary while combustion spreads until the steady-state 
oscillatory condition is reached around 40 to 50 ms (15 to 25 ms after the start of ignition). 
The simulation shows speeds at the nozzle exit still varying significantly with time but 
showing a general trend of increasing with time. Prior to ignition, the exit velocity through the 
center of the nozzle exit was approximately 44 m/s (144 ft/s). But as combustion spreads through 





Figure 138: Quasi-Periodic Velocity Magnitude Distributions Showing the Kadenacy Effect 
(XY Symmetry Plane, t = 41.0 – 44.0 ms) 
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Figure 139: Quasi-Periodic Velocity Magnitude Distributions Showing the Kadenacy Effect 
(Multiple YZ Planes at 0.04 m Intervals, t = 41.0 – 44.0 ms) 
t = 42.0 ms 
t = 41.5 ms 
t = 43.0 ms 
t = 42.5 ms 
t = 41.0 ms 
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 As the engine begins to oscillate more regularly, the “Kadenacy Effect” discussed earlier 
in this Chapter as well as in Chapter I-A becomes more apparent. This is illustrated in velocity 
magnitude visualizations on the symmetry plane in Figure 138 and on a series of cross-sectional 
planes spaced 40 mm apart in Figure 139. It should first be noted that the recirculation throughout 
the engine during the startup transient was not seen to stop; however, in animations the strength of 
the circulation does appear to vary with the amount of inlet air entering the engine. When selecting 
individual frames showing the Kadenacy Effect in velocity magnitudes, the peak exit velocity 
appeared to lag behind the peak chamber pressure by approximately 0.5 ms, while the frequency 
did not appear to be significantly affected.  
In terms of velocity magnitudes, the effect was signified by a reduction in chamber 
velocities, particularly in the forward nose section but coinciding with an increase in the velocity 
of the incoming flow. At this point the chamber pressure is decreasing of which the visualizations 
suggest this results in the engine drawing more air into the inlet while also reducing the exhaust 
speed from the maximum of nearly 300 m/s (984 m/s) to a minimum of approximately 100 m/s 
(328 ft/s). The velocity in the forward nose section quickly regains its recirculation speed even 
reaching a maximum of approximately 100 m/s (328 ft/s) before settling to around half that value. 
By then, the chamber pressure is rising again and the accelerating the flow out the nozzle. At no 
point does the circulation through the engine cease. Instead, it appears to be fed by the inlet flow 
in a manner similar to the way the fuel and air feeds the combustion process.  
Lastly, the inert coil appears to continue having a momentum deficit effect on the flow 
throughout the engine cycle. This effect appeared strongest when the chamber pressure was highest 
and the velocity magnitude around the coil was the lowest. The effect on the flow downstram of 





Figure 140: Engine First-, Second-, and Third-Stage Inlet Location Velocity Time Histories 
The velocity magnitudes polled from the CFD distribution at the inlet centerline for all 
three inlet stages are plotted together in Figure 140. It is clear that the inlet speed diminishes 
significantly as the fuel/air mixture progresses through the inlet structures. This polled data from 
the simulation largely tracks the core of the fuel stream as it spreads and slows heading into the 
engine chamber. As a result, each progressive measurement shows a reduction in velocity 
magnitude.  
Moreover, as the stream reaches the engine, it is more affected by the engine’s oscillations, 
potentially because of the pressure waves propagating through the inlets. This effect is particularly 
erratic at the third-stage inlet but stabilizes by 70 ms. Stepping backward, the second stage inlet 
stabilizes much sooner, though to a lower amplitude, by 50 ms. The first stage inlet is only slightly 





Figure 141: Engine Nozzle Exit Velocity Time History 
The engine nozzle exit centerline velocity was also plotted from the velocity distributions 
as a time history in Figure 141. This simulation data is intended to match as closely as possible to 
the measurement of differential pressure from the exhaust Pitot tube on the engine test stand. When 
the simulation begins, the initiation of flow into the engine inlet soon causes flow out the engine 
exhaust at a speed of approximately 50 m/s (164 ft/s). Upon ignition, there is a brief delay until 
the exhaust speed doubles and eventually rises to triple the preignition exhaust speed. By this point, 
the ignition transient has begin and the pressure oscillations inside the engine begin driving the 







4. Temperature Distributions 
The temperature distribution in all regions was initialized to standard temperature, 300 K 
(80.3 °F, 540 °R). The exception to this is the injection boundary which maintains a constant 
elevated temperature of 488.7 K (420.0 °F, 879.7 °R) as measured on the engine test stand due to 
the propane preheat prior to injection. This temperature is not enough to cause ignition for several 
reasons. First, the mixture is pure propane; hence, there is no oxygen for combustion until mixing 
with air occurs. This temperature is also far below the autoignition temperature of propane/air 
mixtures even at an ideal, stoichiometric mixture. Lastly, the simulation will not initiate chemical 
kinetic modeling until the local temperature exceeds 600 K (620.3 °F, 1080 °R). As a result, 
temperatures were expected to decrease from the injection until the ignition event at 25 ms. This 
section details the resulting temperature distributions of the mixture throughout the simulation 
domain prior to ignition, during ignition, and during the engine’s operation. It should also be noted 
that kinetic modeling was only active in the engine chamber region to reduce simulation time. As 
a result, no combustion was modeled in the ambient or exhaust domains. 
 







Figure 143: Temperature Distribution in Inlet Structures During Injection (YZ Plane at 
Origin, From Left to Right, t = 0.5 – 5.0 ms) 
The temperature distribution of the injected fuel as it progressively mixes with the 
entrained intake air is shown in a series of cross-sectional slices through the inlet axis in Figure 
143. The bounds on the temperature scale prior to ignition was limited to a maximum temperature 
of 500 K (440.0 °F, 900 °R) to better illustrate the local temperature changes. There was no reason 
to consider greater temperatures as there should be no temperature rise until the ignition source is 
activated at 25 ms. As a result, the temperature distribution is largely straightforward prior to 
ignition. The injection flow starts at the boundary temperature of 488.7 K and the core temperature 
quickly drops to 459 K (367 °F, 826 °R) at the first-stage inlet, 439 K (331 °F, 790 °R) at the 
second-stage inlet, 417 K (291 °F, 751 °R) at the third-stage inlet, and finally 382 K (228 °F, 688 
°R) at the back wall stagnation point. The injection stream is clearly cooling toward the ambient 
temperature of 300 K. 






Figure 144: Temperature Distribution through Engine Core Immediately Prior to Ignition 
(XY Symmetry Plane, t = 5.0 – 25.0 ms) 
The temperature distribution throughout the engine core (shown in Figure 144) is similarly 
conventional. As the simulation proceeds to the point of ignition (in the last frame), the only 
notable change is a slight temperature rise in the engine core, particularly in the forward 
recirculation zone. The fuel stream is surrounded by a jacket of cooler ambient air entering the 
engine that continues to cool the fuel/air mixture. 
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Figure 145: Temperature Distribution through Engine Core Immediately Following 
Ignition (XY Symmetry Plane, t = 26.0 – 38.0 ms) 
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Figure 146: Temperature Distribution through Engine Core Following Ignition (Multiple 
YZ Planes at 0.04 m Intervals, t = 26.0 – 38.0 ms) 
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The temperature distribution throughout the engine during the initial startup transient is 
visualized along the centerline symmetry plane in Figure 145 and on cross-sectional planes spaced 
40 mm apart in Figure 146. These two visualization help show both the progression of the flame 
front throughout the engine and how the flame front is affected by the recirculating flow. Starting 
at 26 ms (when the 1 ms ignition source ends and the flame is propagating under its own release 
of energy) the fuel/air injection flow is quickly surrounded in a high temperature jacket of 
combustion. Shortly thereafter, the slightly fuel-rich injection flow dominates again as the flame 
front circulates around the outside of the engine core and propagates aftward. As more fuel 
continues to enter the core, the temperature continues to rise and push toward the nozzle exit still 
heavily influenced by the recirculating flow. 
At 32 ms (just 6 ms after ignition), the temperature begins to rise in the forward 
recirculation zone. The symmetry planes seems to show the cooler injection flow dominating the 
temperature distribution along the inlet axis with only minor variation. Comparing to the cross-
section views, however, reveals the more nuanced reality the simulation predicts. The recirculation 
flow appears to oscillate with the air intake, particularly coming through the third-stage inlet. The 
cooler fuel/air stream is not stagnant. Instead it is constantly mixing with the incoming air which 
itself is affected by the local pressure (see distributions in Section 2) and the recirculation flow 
appears to drive a significant amount of it, as well as the heat release and temperature rise. It is not 
until late in this transient that the highest temperatures are reached along the plane of symmetry, 
but the core of the recirculation flow reaches peak temperature early on. The lower temperatures 
seen at the plane of symmetry are also evident on the wall boundaries of the engine throught the 






Figure 147: Temperature Distribution On Engine Core Surface Immediately Following 
Ignition (Engine Wall Boundary Surfaces, t = 26.0 – 38.0 ms) 
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This reduction of temperature on the wall boundary compared to the peak temperatures 
inside the core is most evident by visualizing the temperature distribution for the wall surfaces. 
This is shown for the same simulation time steps in Figure 147. Immediately following the ignition 
source, at 36 ms, there is a high local temperature zone trapped in the third stage inlet which 
appears to spread around the cooler, more fuel rich inlet flow. This suggests that early in the 
combustion process, the mixing of fuel and air at the inlet lip forms a region of fluid with a 
favorable mixture while the flame front begins to propagate downward into the engine core.  
This is partially visible in Figure 146 at the 30 and 32 ms time steps where the high 
temperature region extends upward into the engine. In those frames, it appears the high temperature 
zone has separated from the inlet wall and may be feeding the core recirculation flow. So it seems 
at the earlier time steps (at 28 ms for instance) this zone of inlet combustion has not yet separated 
from the wall and/or been carried by the inlet flow into the engine core to help feed the combustion 
process. With that mechanism in mind, it seems at later time steps, there is an oscillatory 
phenomena that sets up between high and low temperatures on the inlet wall suggesting the 
shedding of a burning sheet, which is then replaced by cool air which mixes and eventually forms 
a new sheet of combustion in the same zone. 
The remainder of the temperature distribution visualized on the engine wall is largely 
driven by the circulating flow around the edges of the engine volume. This helps illustrate how the 
flame front begins to heat up and burn inside the forward recirculation zone of the engine. At 
earlier time steps, the flame front is unable to push far forward of the inlet. However, by 36 ms, 
the high temperature flow is circulating upward into the forward region and begins filling the 







Figure 148: Quasi-Periodic Temperature Distributions Showing the Kadenacy Effect (XY 
Symmetry Plane, t = 61.0 – 64.0 ms) 
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Figure 149: Quasi-Periodic Temperature Distributions Showing the Kadenacy Effect 
(Multiple YZ Planes at 0.04 m Intervals, t = 61.0 – 64.0 ms) 
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Figure 150: Quasi-Periodic Temperature Distributions on Engine Walls (Engine Wall 
Boundary Surfaces, t = 61.0 – 64.0 ms) 
t = 62.0 ms 
t = 61.5 ms 
t = 63.0 ms 
t = 62.5 ms 
t = 61.0 ms 
t = 64.0 ms 




The quasi-periodic temperature distributions through the engine chamber visualized on the 
symmetry plane in Figure 148, on cross-sectional planes spaced 40 mm apart in Figure 149, and 
in this case, on the engine wall surfaces in Figure 150. It should be noted that the timesteps shown 
in these figures were taken much later than those for pressure and velocity for demonstration of 
the Kadenacy Effect in terms of temperatures. This is because the pressure and velocity profiles 
reached a nearly quasi-periodic condition as early as 40 ms. But the temperature profile at these 
times was not yet syncrhronized and stable due to the heating of the walls and ambient heat 
transfer. That did not occur until later. As a result, the visualizations for temperature were taken 
later, beginning at 61 ms as opposed to the 41 ms for pressure and velocity profiles. 
These visualizations show an exhaust temperature distribution that is largely invariant with 
time despite the rapidly varying intake of comparatively cool fuel and air. This suggests that 
combustion occurring in the engine core is complete. The intake of a fresh charge of fuel and air 
is evident first in the cross-sectional planes almost immediately (entering at 61.0 ms and mixing 
into the core). It is then visibly affecting the chamber temperature in the symmetry plane both 
forward and aft of the inlet (from 62.5 ms onward). Meanwhile the temperature distribution around 
the engine walls shows the flow of the cooler fuel/air mixture around the periphery of the core 
(between 62.0 ms and 63.0 ms) before its own combustion reaches the wall and the flame spreads 
downstream (at 63.5 and 64.0 ms). The remnants of this flow burning the remaining unburnt fuel 
as it approaches the coil are similar to the start of the cycle shown at 61.0 ms. This process 






Figure 151: Simulation Mean (Mass Averaged), Maximum, and Minimum Temperatures in 
the Engine Chamber 
A time history of the engine region’s mass-averaged (mean) temperature as well as the 
maximum and minimum temperatures in the chamber are plotted in Figure 151 over the entire 
simulation time domain from 0 to 100 ms. The flow inside the engine chamber never drops below 
the ambient temperature of 300 K (80.3 °F, 540 °R). The injection flow’s elevated temperature 
raises the maximum temperature of the chamber to a steady temperature of 416 K (289 °F, 749 
°R) as it enters the engine. At the point of ignition, the maximum temperature (found at that time 
immediately around the ignition source) spikes to nearly 3000 K (4940 °F, 5400 °R) but soon 
stabilizes by 60 ms to a pproximately 2000 K (3140 °F, 3600 °R). Meanwhile, the mean chamber 
temperature rises to a quasi-periodic value oscillating around 1500 K (2240 °F, 2700 °R) with a 
minimum of approximately 1380 K (2024 °F, 2484 °R) and a maximum of approximately 1610 K 
(2438 °F, 2898 °R). The minimum temperature remained around 300 K (80.3 °F, 540 °R) though 





Figure 152: Engine Core and Exhaust Gas Temperatures 
Lastly, the engine core and exit fluid temperatures were polled from the CFD distribution 
along the engine’s centerline axis, the time histories of which are plotted over the entire simulation 
time domain in Figure 152. This data set is intended to match as closely as possible to the 
experimental measurements made inside the engine core (at the center of the inert coil) and 
coincident to the Pitot tube via thermocouples. Unfortunately, the nature of heat transfer and 
thermocouples all but prevents the ability to match temperatures at this fast a data rate (0.1 ms 
timestep or 10,000 Hz), but steady-state temperatures should be similar albeit lower since this 
adiabatic simulation does not account for heat loss to the surroundings. 
This plot also illustrates the large swings in temperature the flow inside the engine chamber 
experiences between cycles. It also illustrates a significant lag in the core and exit temperatures 
behind the moment of ignition showing a delay of at least 5 ms for the core temperature and nearly 
10 ms for the exit temperature as the flame front spreads through the engine. Beyond the erratic 
startup transient, a quasi-periodic state is reached by 70 ms with the exit temperature oscillating 
around 1700 K (2600 °F, 3060 °R) and the chamber temperature oscillating around an average of 





5. Equivalence Ratio and Species Distributions 
The species distributions in all regions was initialized to that of standard dry air – mass 
fractions of oxygen and nitrogen of 0.23 and 0.77 respectively with no water content.  The injection 
boundary is again the only exception with a mass fraction of gaseous propane, C3H8, of 1.00. 
Because of this fuel-rich core to the injection flow, the equivalence ratio distribution is far outside 
the useful scale used to visualize the rest of the domain. As a result, the bounds of the visualizations 
of equivalence ratio distributions are limited to a maximum of 4.00, beyond which it was assumed 
combustion would be difficult to maintain. Some major species are also visualized to identify 
regions of oxidation and any level of unburnt propane the simulation suggests leaves the engine 




Figure 153: Equivalence Ratio Distribution in Inlet Structures During Initial Injection (YZ 
Plane at Origin, t = 0.5 – 5.0 ms) 






Figure 154: Equivalence Ratio Distribution and Streamlines through Engine Core 
Immediately Prior to Ignition (XY Symmetry Plane, t= 5.0 – 25.0 ms) 
As the simulation begins, a stream of pre-heated propane gas is injected at high speed as 
was evident in the visualizations in Section 3. This is now also evident in the distributions of 
equivalence ratio up to a simulation time of 5 ms in Figure 153 and up to the point of ignition at 
25 ms in Figure 154. Propane dominates the initial flow immediately leaving the nozzle, but the 
longer the simulation continues, more air is mixed with the fuel stream. It is clear, however, that 
t = 5.0 ms 
t = 10.0 ms 
t = 15.0 ms 
t = 20.0 ms 




despite this early mixing, the core of this fuel/air stream remains too rich to burn effectively until 
it impinges on the back wall from approximately 2.5 ms onward. As the injecting fuel/air mixture 
continues to enter the engine, it is effectively split into two regions – part flows forward into the 
engine head recirculation zone and the rest flows aftward toward the nozzle exit. The mixture 
caught in the forward recirculation zone reaches an equivalence ratio between 1.0 and 2.0 by the 
time the ignition source appears at 25 ms. Further insight into the three-dimensional flow can be 
gained by checking the equivalence ratio distribution in cross-sectional planes. 
 
 
Figure 155: Equivalence Ratio Distribution through Engine Core Immediately Prior to 
Ignition (Multiple YZ Planes at 0.04 m Intervals, t = 5.0 – 25.0 ms) 
t = 5.0 ms 
t = 15.0 ms 
t = 10.0 ms 
t = 25.0 ms 




The cross-sections shown in Figure 155 make it clear that there is significant recirculation 
around the walls of the engine core prior to ignition. The head of the engine (forward of the inlet) 
fills quickest reaching a steady equivalence ratio of 1.3 – 1.4 at the time of ignition. The 
recirculation remains most evident around the inlet where the final intake of fresh air is 
continuously being mixed with the incoming fuel/air mixture. In fact, from 10 ms onwards it is 
clear that the previously fuel-rich core is successfully being mixed except for the stagnation region 
where the flow impinges on the wall. As the flow continues out of the core and through the nozzle, 
the recirculation swirl is less evident potentially in part due to the blockage of the inert coil.  
The equivalence ratio distribution from the coil onward shows a slight decrease as the flow 
reaches the nozzle. This could be due to several factors. Possibly the most likely is that the forward 
recirculation in the head of the engine is effectively trapping propane and air and so reaches an 
equilibrium mixture relatively early. Meanwhile, the engine nozzle has a much larger effective 
volume to fill with fuel before it reaches a steady state. Regardless, by 25 ms the engine is largely 
filled with a mixture of fuel and air that is within the range of propane autoignition and needs only 






Figure 156: Equivalence Ratio Distribution through Engine Core Following Ignition 
(Multiple YZ Planes at 0.04 m Intervals, t = 26.0 – 38.0 ms) 
t = 30.0 ms 
t = 28.0 ms 
t = 34.0 ms 
t = 32.0 ms 
t = 26.0 ms 
t = 38.0 ms 






Figure 157: Carbon Dioxide Mass Ratio Distribution through Engine Core Following 
Ignition (Multiple YZ Planes at 0.04 m Intervals, t = 26.0 – 38.0 ms) 
t = 30.0 ms 
t = 28.0 ms 
t = 34.0 ms 
t = 32.0 ms 
t = 26.0 ms 
t = 38.0 ms 




At the point of ignition, this equilibrium is violently disturbed by a 1.0 ms introduction of 
35 J of energy at the entrance to the third stage inlet. The energy source term addition is enough 
to immediately raise the local temperature beyond the point of autoignition for the local 
propane/air mixture. The resulting pressure wave (seen in the visualizations in Section 2) appears 
to cause a brief disruption of the flow of clean air into the engine. This allows the engine core to 
receive a rich burst of fuel and air as the flame front begins to propagate through the rest of the 
core. The equivalence ratio distributions showing this process are included in Figure 156. The 
matching carbon dioxide mass ratio distributions are included in Figure 157 to allow direct 
comparison of the CO2 production (and onset of the oxidation reaction) and equivalence ratio. The 
flow of clean air resumes some 6 ms later while the flame front from ignition slowly begins to 
spread (evidenced by the production of CO2 and the temperature visualizations in Section 4).  
Meanwhile this burst of rich fuel and air is flowing downstream toward the nozzle exit. It 
is clear from the final three time steps shown that the rich pulse is steadily mixing, burning, and 
accelerating as it moves aftward toward the nozzle exit. At a simulation time of 38 ms (now 12 ms 
since the ignition source was removed) a weaker fuel-rich pulse again enters the engine as a 
consequence of the startup Kadenacy effect seen in the earlier pressure distributions. It is not until 
38 ms (on the first repetition of the cycle) that the flame begins to enter the forward recirculation 
zone. This intake, combustion, and exhaust cycle of the startup transient continues for 35 ms 
beyond ignition to a simulation time of 70 ms where a more steady oscillation is reached. 
One final property of the flow which is difficult to visualize in still images is the continual 
circulation of both the equivalence ratio (and therefore species mass ratios) and the temperature 






Figure 158: Quasi-Periodic Equivalence Ratio Distribution through Engine Core (XY 
Symmetry Plane, t = 61.0 – 64.0 ms) 
t = 62.0 ms 
t = 61.5 ms 
t = 63.0 ms 
t = 62.5 ms 
t = 61.0 ms 
t = 64.0 ms 






Figure 159: Quasi-Periodic Equivalence Ratio Distribution through Engine Core (Multiple 
YZ Planes at 0.04 m Intervals, t = 61.0 – 64.0 ms) 
t = 62.0 ms 
t = 61.5 ms 
t = 63.0 ms 
t = 62.5 ms 
t = 61.0 ms 
t = 64.0 ms 




The equivalence ratio distribution throughout the engine chamber is visualized on the 
symmetry plane in Figure 158 and on a series of cross-sectional planes spaced 40 mm apart in 
Figure 159. These visualizations show a distribution of fuel and air that although periodic with the 
flow of clean intake air, remains largely steady around a slightly rich equivalence ratio with some 
regions reaching as high a ratio as twice that of stoichiometry. Only at the low point of the engine 
cycle (at 62.5 ms) is there any region not associated with the immediate injection flow that shows 
any higher. This region can be tracked through the engine chamber using the cross-sectional 
visualizations.  
At the start of the cycle, engine chamber pressure is high which reduces the amount of 
clean air drawn into the engine. This allows a short charge of rich fuel/air mixture (an equivalence 
ratio slightly in excess of 4.0) which appears to circulate around the chamber periphery to both 
sides of the inlet as it continues to mix with the comparatively leaner fluid around it. By the low 
point of the cycle (62.5 ms) this rich burst is significantly diffused and has circulated around to the 
symmetry plane where it continues to circulate downward and out the engine as it continues to 
burn and become leaner. Meanwhile, the chamber pressure has reduced to a minimum and the 
engine is drawing in a large amount of air with the fuel. By the end of the cycle, the pressure has 
risen again due to the release of heat from combustion and the engine core has comparatively 
leaned except for the volume immediately around the inlet which is once again reducing the 
amount of air drawn into the engine with the fuel/air injection. 
The equivalence ratio throughout the nozzle section is largely invariant with time except 
for the slow progression of a slightly rich pulse of fuel and air which appears to be continually 














Figure 160: Comparison of Engine Quasi-Periodic O2, CO2, and H2O Species Mass 
Fraction Distributions (XY Symmetry Plane, t = 61.0 and 62.5 ms) 
t = 61.0 ms 
t = 62.5 ms 
t = 61.0 ms 
t = 62.5 ms 
t = 61.0 ms 












Figure 161: Engine Quasi-Periodic C3H8 Species Mass Fraction Distributions (XY 
Symmetry Plane, t = 61.0 and 62.5 ms) 
The distributions of the major reaction species mass fractions are shown on the symmetry 
plane of the engine and exhaust regions at the start (61 ms) and midpoint (62.5 ms) of the engine 
cycle for O2, CO2, and H2O in Figure 160 and C3H8 in Figure 161. These visualizations are directly 
complimentary in that regions with low C3H8 and low O2 are likely regions to have produced the 
reaction products, CO2, and H2O. It is clear that the production of CO2 and H2O is largely 
unaffected by the engine cycle. There is some variation in the engine nose region and with the 
circulation of fresh air around the core at the midpoint of the engine cycle, but there is always a 
continuous stream of exhaust gases composed almost exclusively of reaction products. In fact, 
there is almost no unburnt propane leaving the engine and, compared to the products, very little 
unburnt oxygen. The propane mass fraction leaving the engine is on the order of 0.0001 and only 
along the engine wall. The presence of unburnt oxygen in the core and nozzle suggests, however, 
that this may be a result of the propane reacting quickly and oxidizing into lower hydrocarbons, 
which are then burning with the remaining air as it leaves the core and eventually the engine.  
  
t = 61.0 ms 







B. Experimental Data Results and Comparison to CFD 
The following section details the results of the combined measurements of experimental 
data logged on the engine test stand using the Brayton-Gluhareff cycle Experimental (BGX) 
engine, both of which were described in detail in Chapter V. The results consist of time histories 
of measured pressures, temperatures, and thrust forces. The data was plotted in MATLAB r2015a 
to be compared with similar data predicted by the CFD simulation results detailed in the previous 
section. As before, these experimental results are separated into sections where their point 
measurements and (in the case of apparent temperatures) distributions are discussed. The 
experimental data and CFD predictions were matched as much as possible, but the reader is 
reminded that the nature of these two sources of data are fundamentally different with the 
experimental dataset being very large in the time domain but limited in specific measurements. 
Meanwhile, the CFD data is necessarily limited in the time domain (essentially reaching a quasi-
periodic condition and ceasing further calculations to save time) but provides three-dimensional 
distributions of nearly any parameter albeit subject to many idealizations. Where these two datasets 
overlapped, comparisons between the experimental and computational were included in these 
results with final conclusions being drawn in Chapter VII. High speed data (thrust, core pressure, 
and exit velocity) were also subjected to a 10 ms moving average shown in many plots with the 
raw data. This is included only to show how the averaged response changed with time removing 





1. Chamber Pressure 
The engine chamber pressure was recorded at the maximum data rate of 10,000 Hz (split 
evenly among three channels at 3,333 Hz each) using a stainless steel tube located at the center of 
the inlet axis mounted flush to the back wall of the engine chamber. This location was expected to 
coincide with the stagnation, peak pressure inside the engine.  
 
Figure 162: Engine Stand Core Stagnation Pressure Complete Time History 
 
Figure 163: Engine Stand Core Stagnation Pressure Startup Transient (t = 3.4 - 3.8 sec) 







The core stagnation pressure time history is shown over the entire recorded time frame in 
Figure 162 and zoomed into the startup transient region in Figure 163 to show oscillations due to 
the initial startup of the engine. It is clear that this brief startup transient, lasting less than 200 ms, 
produces a higher amplitude of 0.12 atm (12,341 Pa, 1.79 psi) than that seen in steady operation 
but lasting just a few cycles before damping to the quasi-periodic state which appeared to become 
more regular with time. The engine had reached a steady operation (in terms of the averaged core 
pressure) by 25 seconds into the engine run (approximately 21.5 seconds following ignition). 
 
Figure 164: Engine Stand Core Stagnation Pressure Time History Zoomed In To Show 
Quasi-Periodic Engine Cycle 
 




Core pressure oscillations (shown over a 100 ms sample of data in Figure 164) were 
observed at an amplitude of 0.058 atm (5,877 Pa, 0.852 psi).around the ambient 1 atm but biased 
toward higher pressures. The oscillations occurred at a frequency of approximately 300 Hz with 
little variation once the engine reached quasi-periodic operation. The amplitude was not as regular 
as the engine frequency, however, this did not appear to be indicative of actual irregularity in the 
engine’s operation. 
When compared to the much shorter dataset resulting from the main CFD simulation 
(repeated for more direct comparison in Figure 165), it is clear the same oscillatory response is 
seen. The startup transient is much shorter in the simulation; likely, a result of the lack of heat 
losses modeled in regard to the engine walls and the time necessary for the inert coil to reach its 
surrounding temperature. The operating frequency is close to that seen in the experimental data 
though slightly higher, showing a quasi-periodic frequency of up to 350 Hz. The amplitude is 
significantly larger in the simulation at approximately 0.10 atm (10,133 Pa, 1.47 psi) compared to 
the experimental amplitude of up to 0.058 atm (5,877 Pa, 0.852 psi). The simulation data is also 
oscillatory around the higher ambient pressure of 1.085 atm (110,000 Pa, 15.95 psi) necessary to 
reach a favorable equivalence ratio for engine startup. The experimental pressure data also shows 
a significantly more irregular amplitude while the CFD simulation predicts a more regular 
oscillation though with a mild beat frequency of approximately 55 Hz. Hence, the simulation and 
experimental data both show a qualitatively similar pressure response, which is also close in terms 
of operating frequency. Their respective offsets and amplitudes were likely affected by the 





2. Nozzle Exhaust Speed 
The nozzle exhaust speed was measured at the centerline of the engine’s nozzle at the exit 
face using a Pitot tube cantilevered off a fixed steel rail shown earlier in Chapter V. The two Pitot 
tube ports fed the two separate ports of a differential pressure gauge via stainless steel tube 
allowing measurement of the pressure differential between the Pitot tube’s total and static ports. 
This change in pressure was related to the exhaust speed using the best available prediction of the 
exhaust density taken from the average exhaust density in the CFD simulation. This was estimated 
at 0.1745 kg/m3 (0.00034 slug/ft3) and is the result of both the high exhaust gas temperatures and 
the mixture of combustion products as predicted by the CFD simulation. The exhaust velocity was 
then calculated by solving the Bernoulli equation for velocity as a function of pressure differential 
and this exhaust density. Exhaust speed data was also recorded at the maximum possible rate of 
3,333 Hz on the same time datum used for the core pressure data. 
 
Figure 166: Engine Stand Pitot Tube Exhaust Speed Complete Time History 






Figure 167: Engine Stand Pitot Tube Exhaust Speed Startup Transient (t = 3.4 – 3.8 sec) 
The engine’s nozzle exhaust speed calculated from the Pitot tube data is shown over the 
entire data time frame in Figure 166 and zoomed into the startup transient region in Figure 167. 
There was again a large “noise” band between the startup and shutdown transients that exceeded 
the amplitude of the normal operation. This “noise” band is not actually noise but, instead is the 
typical, high frequency oscillatory response of the engine in quasi-periodic operation. The 10 ms 
moving average shown in Figure 166 illustrates the net positive exit velocity of approximately 10 
m/s (32.8 ft/s) that abruptly starts with the ignition event and during shutdown becomes irregular 
and eventually drops to zero exit velocity. The operating velocity amplitude was up to 108 m/s 
(354 ft/s) reaching a maximum exit velocity of 67.5 m/s (221 ft/s) and a minimum of -45.1 m/s 
(148 ft/s). This is significantly less than the startup transient’s maximum amplitude of 327 m/s 
(1073 ft/s) spanning an exit velocity as high as 159 m/s (522 ft/s) and as low as -168 m/s (551 ft/s); 








Figure 168: Engine Stand Pitot Exhaust Speed Time History Zoomed In To Show Quasi-
Periodic Engine Cycle over 100 ms Timeframe 
Like the core pressure data, the exhaust speed data (shown over a representative 100 ms 
timeframe in Figure 168) also shows a quasi-periodic oscillation with a frequency of up to 300 Hz. 
It is clear that the engine exhaust speed response was not ideally cyclical with significant possibly 
random variation throughout the engine’s operation. The oscillations were more irregular than the 
chamber pressures with the frequency dropping as low as 250 Hz though exhibiting a rough beat 
frequency of approximately 50 Hz.  
 




When compared to CFD simulation dataset (repeated for more direct comparison in Figure 
169), it is again clear the same oscillatory response is seen. The exhaust speed CFD data again 
showed an increase in the operating frequency of up to 350 Hz being slightly higher than that seen 
in the experimental exhaust speeds (250 – 300 Hz). The exhaust speed also appears to have been 
affected by the difference between the experimental and computational ambient conditions. The 
0.086 atm (8,675 Pa, 1.26 psi) pressure differential between the ambient and exhaust region 
pressures resulted in a CFD-predicted, nonreactive exhaust speed of approximately 50 m/s (164 
ft/s) which appeared to be minimally affected by the fuel injection. Prior to ignition, the 
experimental exhaust speed measurements were negligible. The mean exhaust speed also appears 
to be affected with the CFD data predicted a mean speed of approximately 112 m/s (367 ft/s) 
compared to the actual mean speed measured on the engine stand of 24 m/s (78.7 ft/s). As a result, 
the qualitative response seen in the CFD simulation matched well while the actual quantitative 





3. Temperature Measurements and Apparent Temperature Distributions 
Temperatures were recorded at several locations inside and on the surface of the engine 
and recorded at a much slower data rate of 1 Hz – the fastest possible using the available 
thermocouple recorder. As a result, the faster, high-resolution temperature response seen in the 
CFD predictions fundamentally could not be captured. This is also limited to some extent by the 
nature of heat transfer and the lag time necessary for a thermocouple and the engine surfaces to 
reach an equilibrium temperature with its surroundings. As a result, the experimental temperatures 
contained in this section are a much coarser dataset than those available from the CFD results and 
are only comparable to the quasi-periodic conditions. 
 
Figure 170: Engine Core and Exhaust Gas Temperature Time Histories as Measured via 
Engine Test Stand Thermocouples 
The engine core and exhaust gas (“exit”) temperature data measured on the engine test 
stand are plotted over the entire run time frame in Figure 170. Following the ignition event and the 
resulting spike in temperature, the core temperatures steadily rose over a long period of time 
reaching a maximum of 1327 K (1929 °F) within 60 seconds of operation. Meanwhile, the exit 
temperature more quickly reached a lower plateau of 1212 K (1722 °F) at 28 seconds. This was 




falling to approximately 1000 K (1340 °F). It is unclear what caused this drop in exit temperature 
as no corresponding change in the core pressure, thrust, or exhaust velocity was seen. The CFD 
predictions showed a mean quasi-periodic core temperature of 1680 K (2564 °F) and exit 
temperature of 1830 K (2834 °F). The engine was shutdown at approximately 170 sec, which 
briefly caused an extended flame to exit the engine nozzle to be subsequently sucked back into the 
engine as fuel flow ceased. This is thought to be the source of the shutdown transient’s spike in 
exit temperature as the EGT thermocouple was briefly shrouded in an off-nominal exit flame. 
Furthermore, as the engine shut down, the approximate level of heat release in the core (evident 
by the brightness of the engine) quickly dropped as the remaining fuel in the injection line 
diminished. These two phenomena occurred largely simultaneously and is thought to be the cause 
of the atypical drop in core temperature and rise in the exit temperature. 
For comparison, the core temperature in the simulation oscillated strongly with the engine 
cycle ranging as low as 1260 K (1808 °F) to as high as 1930 K (3014 °F) while the exit temperature 
was more steady with an amplitude of less than 100 K around the mean. This is significantly higher 
than the temperatures seen on the test stand, but to be expected for a number of reasons, not the 
least of which is the lack of heat losses modeled in the current adiabatic CFD simulation. No 





Figure 171: Engine Surface Temperature Time Histories as Measured via Engine Test 
Stand Thermocouples 
The engine surface maximum and minimum temperature data measured on the engine test 
stand are similarly plotted over the entire run period in Figure 171. Again, following the initial 
ignition event, the maximum surface temperature (measured just downstream of the engine core) 
showed a similar, though delayed, sharp rise followed by a slower rise to a steady temperature of 
1151 K (1612 °F) by 40 seconds of operation. Meanwhile, the minimum surface temperature 
showed a delayed and less-pronounced initial rise but with a similar rise to equilibrium 
temperature, reaching 920 K (1196 °F) by 50 seconds of operation. The maximum temperature 
showed a slight drop by 120 seconds to a temperature of 1080 K (1484 °F).  
The CFD simulations, however showed significantly higher surface boundary temperatures 
of approximately 1800 K (2780 °F) which could be due to the absence of the multiple forms of 
heat transfer not accounted for in the adiabatic simulation. This could also be the cause of the 
slower time to reach a quasi-periodic state, as well as the slightly lower engine operating 







Figure 172: Engine Startup Apparent Temperature Distribution Contours via MATLAB 
(IR Filtered via 720 nm Filter, ΔT = 2.0 K Contours, TMAX = 1079 K, TMIN = 875 K) 
t = 5 sec 
t = 10 sec 
t = 20 sec 
t = 30 sec 
t = 60 sec 
t = 140 sec 
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Figure 173: Comparison Between CFD Prediction of Engine Surface Temperatures (Left) 




















The engine surface temperature distribution during operation of the engine on the test stand 
is shown for a series of successive times in Figure 172. The images were taken from video recorded 
through the 720 nm IR-pass filter at a framerate of 23 Hz and a resolution of 1920x1080 pixels. 
The onset of ignition was seen to have an immediate response in the core pressure, exit velocity, 
and (in the next chapter) thrust force, but the surface temperatures rose on a much longer timescale. 
Through the IR filter, it took at least 3 seconds for the surface to heat to incandescence, releasing 
enough IR-spectrum light to be weakly captured on camera. By 5 seconds (shown in the image 
progression), it is clear that some heat is beginning to spread throughout the engine walls but is 
being stifled by the proximity of the inert coil. The highest local temperature is along the back wall 
and spreading around the walls back toward the inlet side of the chamber. This similar progression 
was seen at a much shorter timescale in the CFD simulations and are repeated in Figure 173 for 
comparison purposes with the resulting steady temperature distribution on the test stand. 
By 10 seconds of operation, the engine walls downstream of the inert coil are beginning to 
absorb some heat from the flow. Meanwhile, the forward recirculation zone has also heated the 
forward engine walls. Heat also continues to spread through the engine surface (likely through 
wall conduction) to the inlet. By 20 seconds of operation, the cantilevered retaining rod is clearly 
visible against the brighter and hotter chamber. The nozzle wall temperatures continue to rise as 
well as the wall temperatures around the inert coil. This suggests that by 30 seconds, the inert coil 
is starting to reach its equilibrium temperature in the hot engine core. The Pitot tube at the nozzle 
exit is also visible as it is heated to the point of incandescence as well. The Pitot tube is eventually 
not visible by 95 seconds suggesting the exhaust temperature was steadily cooling during 




By 60 seconds of operation, it is clear that the inert coil is playing a role in the combustion 
inside the engine core. What role that is, exactly, is unclear, except that this time coincides with 
the point at which the engine core reaches its maximum steady temperature (as shown in Figure 
170). This could be the point at which the coil reaches its equillibrium temperature with the core 
(despite the core temperature likely fluctuating with each cycle).  
Lastly, the temperature distributions seen in the CFD simulation were not necessarily 
directly correlatable to the experimental measurements on the engine as a result of heat transfer 
effects. Specifically, this is related to the effect of the stainless steel sheet acting as a heat capacitor 
during engine cycles. When the relatively cold fuel enters the engine, it appears to locally drop the 
wall temperature down to 600 K. However, on the engine stand, this is where the walls show high 
temperatures. This suggests that the heat-sinking of the cooler fuel is not enough to draw more 
heat from the walls than is being stored as a result of the fuel’s heat release – a phenomena not 
modeled in the CFD simulation. Nevertheless, the early spread of temperature and, therefore, heat 
through the engine chamber walls follows this similar path. This suggests that as the fuel burns in 
this same recirculation pattern, more heat is released against the back wall and successively less 
as it recirculates around the engine chamber before leaving through the nozzle. This effect is likely 
strongest with the inert coil that has more thermal mass in relation to its surface area than the 
engine walls and could explain why the engine coil reaches an equillibrium temperature later. 
Convective heat transfer could be the reason the nozzle walls stabilize to a lower temperature than 
that seen in the engine core. The hot gases in the core are at a lower speed and, thus, have more 
time to transfer heat to the walls. Alternatively, the hot gases in the nozzle have much less time to 
transfer heat to the walls as they accelerate out the nozzle. Heat transfer to the nozzle walls in this 




4. Load Cell Thrust, Estimated Fuel Consumption, and TSFC 
Thrust force was measured via a load cell measuring the blocked force across a pivot due 
to the resulting couple moment induced by the engine’s nozzle exhaust flow. The data was 
recorded at the same rate as the pressures (at the maximum of 3,333 Hz) and with the same time 
datum. Flow was initiated through the engine prior to the start of data recording so the only time 
the stand was touched was to stop fuel flow.  
 
Figure 174: Engine Stand Load Cell Thrust Force Complete Time History 
 
Figure 175: Engine Stand Load Cell Thrust Force Startup Transient 








The engine stand’s load cell thrust data is shown over the entire data time frame in Figure 
174 and zoomed into the intial startup transient region in Figure 175. As seen in the core pressure 
and exit velocity time histories, the thrust time history is also characterized by large startup and 
shutdown transients with a significant high frequency band between them. Where the pressure and 
velocity histories showed largely consistent amplitude (with some random variation), the thrust 
history appears to show some longer-period variation, damping significantly by 60 seconds, and 
essentially reaching a quasi-periodic state by 120 sec. During shutdown, some interference by the 
operator was unavoidable as the fuel-flow is controlled by a needle valve located on the thrust 
stand. This accounts for the off-scale low “thrust force” registered just after 170 seconds when the 
engine was shutdown by closing the needle valve. 
The startup transient thrust profile also reached the minimum (off-scale low) thrust reading 
caused by the load cell losing contact with the blocking bar. Nevertheless, the maximum positive 
force was still registered by the thrust stand, reaching as high as 5 N (18.0 oz). This high initial 
transient rapidly damped to an intermediate transient with an amplitude of 1.33 N (4.79 oz.) at a 
frequency of 14 Hz. This lasts just seven cycles before finally damping out leaving the stabilizing 
quasi-periodic state. Closer inspection of the response shows higher frequency oscillations likely 
due to the engine’s normal operation mixed with this intermediate transient as early as 4.1 seconds 
(0.64 seconds following ignition). It is therefore suspected that the intermediate transient is the 
result of the engine stand arm’s impact on the blocking bar inducing a vibrational response in the 






Figure 176: Engine Stand Load Cell Thrust Force Time History Zoomed In to Show Quasi-
Periodic Engine Cycle 
Nevertheless, once the engine reached a quasi-periodic oscillation, this was evident in the 
thrust data with a frequency of up to 300 Hz. It is clear, however, that the amplitude resolution is 
significantly lower than the resolution seen in the pressure and exhaust speed measurements. 
Nevertheless, the available resolution was sufficient to resolve the engine’s cycle as it oscillates 
through an amplitude of 0.2 N (0.72 oz). It is unclear why there is an irregular, longer period of 
thrust oscillation occurring which drives the mean thrust from as low as 0.25 N (0.90 oz) and as 
high as 0.4 N (1.44 oz). It does not appear to correlate to any measured phenomena like the core 
pressure or the exhaust speed and the temperatures could not be recorded at a data rate high enough 
to match. This oscillation appears to have a short period though as the 10 ms moving average filter 





Figure 177: CFD Simulation Exhaust Density and Estimated Momentum Thrust Time 
History 
There was no direct output of engine thrust force from the solver to compare to the 
experimental data. Instead, the simulation’s predicted momentum thrust time history was 
calculated based on the constant nozzle exit area (1.0 in.2, 6.45x10-4 m2), the exit centerline density 
time history, and the exit centerline velocity time history. The resulting plot of estimated 
momentum thrust is shown in Figure 177. It is immediately clear that the estimated thrust from the 
CFD simulations is significantly higher than that seen on the engine test stand experiments. This 
could be the result of a number of factors including the adiabatic idealization neglecting heat 
losses, as well as the high ambient pressure differential not present in the experiments. It is also 
unsurprising that the momentum thrust is heavily affected by the offset seen in the velocity time 
history considering the thrust calculation varies with the square of this exit velocity. Hence, the 
effect of the exit velocity offset is compounded here in the thrust estimation.  
Nevertheless, the engine operating frequency is once again close to that of the actual engine 
ranging from 300 to 350 Hz as the engine cycle stabilizes. The simulation suggests an ideal quasi-
periodic mean thrust force of 4.2 N (0.94 lbf, 15.1 oz). Although the experimental engine was 




engine design at this size if operated on a vehicle at speed with an inlet scoop that could raise the 
inlet pressure to match the simulation. This concept was already tested by Gluhareff on an original 
pressure jet when installed on the tips of helicopter rotor blades to boost engine performance. 
During this run shown, the engine was operated for 3.26 minutes. Unfortunately, there was 
not a method available for directly measuring the fuel flow rate or tank and injection pressures as 
a function of time. As a result, this fuel flow rate was calculated based on the recorded runtime 
and the measured change in the propane tank mass assuming the only lost mass is of fuel. During 
this runtime, the change in tank mass suggested that the injector delivered 66 g (2.33 oz) of liquid 
propane fuel. This resulted in an estimated average fuel flow rate of 0.337 g/sec (0.012 oz/sec, 
2.67 lbm/hr). This is significantly lower than that calculated from Gluhareff’s G8-2-20 engine (the 
closest for which fuel consumption was known) having a fuel flow of 113 lbm/hr. Nevertheless, 
these engines are not necessarily comparable based on their fuel flow rates due to the drastic 
differences in their size and thrust generation. Assuming an average thrust force of 0.40 N (0.09 
lbf), the BGX engine showed a thrust-specific fuel consumption (TSFC) of 29.7 kg/hr/kg 
(equivalent in lbm/hr/lbf). This allows comparison on equal terms and shows a different picture 
than the orders of magnitude reduction in fuel. The G8-2-20 engine had a static TSFC of just 4.8. 
His most efficient engine, the G8-2-130R had a TSFC of 0.78. The BGX prototype shown here is 
6.2 times less efficient than the G8-2-20 suggesting that the engine is not yet optimized although 
it is clearly operating on the same principles. Gluhareff’s own work to improve his engines’ 
efficiency suggests that much fine-tuning of the design is necessary to optimize it. Even the G8-2-
130 originally had a TSFC as high as 1.33 before the design was refined further. Finding ways to 
increase the chamber pressure should have significant effects on the engine TSFC and are a major 




5. The Effects of Radiative Heat Losses 
The CFD simulation discussion so far was limited to an adiabatic model of the pressure jet 
engine during startup and quasi-periodic operation. This resulted in a wealth of data and qualitative 
findings but the absence of heat losses to the environment of an engine operating at temperatures 
high enough to reach incandescence is a nontrivial shortcoming. To that end, an approximation of 
the wall heat losses was included in a new series of simulations.  
 
Figure 178: Blackbody Wall Heat Transfer per Unit Area History Used for Radiative Heat 
Loss CFD Simulations 
The CONVERGE CFD solver allows the user to prescribe a wall heat loss term, q/A in 
units of W/m2 either as a constant value or a time history read in from a file. Due to the high level 
of heat expected to be lost to the environment, the latter option was chosen such that the heat loss 
could be determined based on the experimental wall temperature measurement and the initial rise 
profile of the mean chamber temperature delayed by 10 ms from the start of ignition to correspond 
with the runaway rise of significant chamber temperature. Radiative heat transfer was expected to 
dominate the loss of heat to the ambient environment because the engine was operated in a still 






















minimize conductive heat losses). Free convection was likely nontrivial as conduction to the 
immediate air may cause buoyant effects to result in a weakly rising flow along the engine walls. 
This free convective effect, however, was assumed to be much less than the effect of radiant heat 
losses. The resulting maximum heat transfer profile (applied to the engine chamber wall boundary 




= 𝜖𝜖𝜎𝜎∆𝜕𝜕4 = 𝜖𝜖𝜎𝜎(𝜕𝜕𝑊𝑊 − 𝜕𝜕𝑆𝑆𝑈𝑈𝑅𝑅)4 (73) 
where q/A is the heat transfer per unit area (in W/m2), σ is the Stefan-Boltzmann constant, 
5.6703x10-8 W/m2-K4, TW and TSUR are the wall and ambient surroundings temperatures (in K), 
respectively, and ε is a unitless empiricism denoting the “emissivity” of the wall material. That is, 
the fraction of the full energy emitted by an ideal “blackbody” for which ε = 1.0 and the radiative 
energy is maximized. Typical values of ε are thus some fraction of unity. With no clear empirical 
data available to select a “best” value of ε for glowing stainless steel sheet at this thickness, a series 
of identical simulations were run with the heat transfer level scaled by emissivities between 0.3 
and 0.9 to compare with the adiabatic simulation already presented earlier. 
 
Figure 179: Effect of Wall Radiative Heat Losses on CFD Simulation Mass-Averaged 




The strongest effects of the heat loss on the engine operation were in regard to the engine 
temperatures, engine operating frequency, and the chamber pressure amplitude. The effect of wall 
heat losses on mean chamber pressure and by extension, the operating frequency is visible in 
Figure 179. Note that only two of the runs are shown here to reduce clutter and to show the general 
trend. The startup transient in pressure was significantly less pronounced and as the engine warmed 
up, the quasi-periodic mean pressure amplitude stabilized to a lower condition. There was some 
reduction in the time necessary to reach stable operation for lower emissivities (and thus lower 
heat loss) which makes sense considering that when less heat is lost to the surroundings, it is 
instead aggregately warming the fuel/air mixture and preparing it for combustion. So a slight trend 
of lower heat loss toward faster startup is to be expected. 
 
Figure 180: Effect of Wall Radiative Heat Losses on CFD Simulation Quasi-Periodic 
Operating Frequency for a Range of Emissivities 
The engine operating frequency was calculated for each simulation run and in the 
experimental data based on the peak-to-peak time to complete multiple cycles. For the simulation 
runs, the times were taken from the end of the dataset and for the experimental data, a 



























250 Hz matched well albeit slightly higher than the frequencies seen when accounting for heat 
losses, with a general trend of increasing frequency with lower heat losses eventually culminating 
in a high prediction for adiabatic operating frequency. This highlights the importance of heat losses 
in accurately capturing the operating frequency although the adiabatic simplification resulted in a 
minor error. 
 
Figure 181: Effect of Wall Radiative Heat Losses on CFD Simulation Exhaust Gas 
Temperature (EGT) for Two Emissivities and Neglecting Heat Losses Compared to the 
Experimental EGT Measurement on Engine Test Stand 
 
Figure 182: Effect of Wall Radiative Heat Losses on CFD Simulation Mass-Averaged Mean 
Chamber Temperature for Two Emissivities and Neglecting Heat Losses Compared to the 




The effect of wall radiative heat losses on the exit and mass-averaged mean chamber 
temperatures are shown in Figure 181 and Figure 182, respectively, for two emissivities and the 
adiabatic run, with a prescribed wall temperature. The exhaust temperature showed more 
significant swings though around a lower mean. Furthermore, as the engine warms up, this 
amplitude decreased around the mean suggesting a longer, subtle startup transient in regard to the 
wall heat losses around the nozzle. The mean temperature showed a similar trend, though the mass-
averaging over the whole chamber appears to have averaged-out some of the longer transient as 
the engine warmed up. Nevertheless, there appeared to be a slight suppression of the mean 
temperature between 40 and 60 ms as the heat transfer was reaching its peak. By 80 ms, however, 
a stable quasi-periodic state was reached centered almost exactly around the experimental core 
temperature measurement where the simulation neglecting heat losses predicted a temperature 
approximately 200 K hotter. 
 
Figure 183: Effect of Wall Radiative Heat Losses on CFD Simulation Quasi-Periodic Mean 
Temperatures for a Range of Emissivities Compared to Experimental Data 
The effect of heat losses on the exit and core temperatures for the full range of emissivities 
run is shown in Figure 183. This not only shows the improvement that accounting for heat losses 
























In the CFD simulation, the core temperature was lower than the exhaust temperature, however, the 
experimental measurements showed an opposite trend. This could be due to a combination of 
effects. First, the real engine walls have a nontrivial wall heat capacitance effect that could not be 
modeled in the current simulations. The wall heat capacitance is a means of the engine walls to 
store heat between cycles such that at the peak of the cycle’s fluid temperature, the walls are 
absorbing heat released by the fuel combustion. And at the cycle’s minimum fluid temperature, 
some heat is being transferred into the fuel. This could have the effect of stabilizing the core 
temperature. Along the nozzle walls, however, the hot, accelerating exhaust gases are less able to 
transfer heat to/from the walls being dominated by convective and radiative transfer on a shorter 
time frame than in the chamber. The gases are similarly less able to transfer heat to the 
thermocouple on the engine test stand. Ideally, the exhaust flow would be slowed to stagnation 
around the thermocouple bead to remove this source of error. But the EGT thermocouple’s 
proximity to the exhaust Pitot tube would only shift that error to the exhaust velocity measurement. 
As a result, the exhaust thermocouple data could represent a lower bound on the actual exhaust 
temperature.  
This could also be affected by the elevated ambient pressure condition exaggerating the 
flow out of the engine pushing some combustion processes further down the engine chamber in 
the simulation than they are really occurring on the thrust stand. In other words, there may be more 
heat release in the nozzle section predicted by the CFD simulation than is actually occurring on 
the test stand. This would follow from an excess of flow speed through the engine induced by the 
elevated pressure ratio blowing some of the combustion process further down the chamber than 





6. Mass Flow Rate through the Engine 
Lastly, the overall experimental mass flow rate through the engine was estimated based on 
the exhaust speed measured by the exhaust Pitot tube data, the known engine nozzle exit area (1.0 
in.2, 6.45 cm2) and a mean exhaust gas density taken from the CFD data as the best available 
approximation. The experimental mass flow rate, was then related proportionally to the exhaust 
speed as a limitation of the available experimental data. This was compared to the computational 
mass flow rate calculated by integrating the normal fluid momentum over the nozzle exit area. 
Mathematically that is: 




where ?̇?𝑚𝑒𝑒𝑥𝑥𝑖𝑖𝑡𝑡 is the total mass flow rate out of the engine (in kg/sec), ρ is the local fluid density (in 
kg/m3), and 𝑉𝑉�⃑  is the local velocity vector. These were taken from the cells (with varying sizes, dS) 
intersecting with and in the direction normal to a cross-sectional plane, S, located at the engine 
nozzle exit. 
 
Figure 184: CFD Simulation (Adiabatic and with Radiative Heat Losses) Nozzle Exit Total 




The result of this integration is shown in Figure 184. It is first, immediately clear that fluid 
is flowing throught he engine prior to ignition as evidenced by the approximately 30 g/s of total 
mass flow prior to ignition at 25 ms. The pressure differential between the ambient and exit 
boundary conditions is also likely playing a significant role in the engine’s exit mass flow rate 
considering how low the constant injection fuel flow rate is. Some entrainment of air by the high 
speed fuel injection is expected by design but this is likely augmented significantly by the elevated 
ambient pressure condition discussed earlier.  
 
Figure 185: Chamber Region Mass-Averaged Density, Mass, and Temperature CFD 




Shortly following ignition, there is a large rise in the exit mass flow rate likely as a 
combined result of the initial startup chamber pressure and temperature transients. As the engine 
starts, initial ignition raises the chamber temperatures and pressures which increase the exhaust 
speed and lower the density inside the constant volume chamber. As the first cycle of fuel and air 
leave the engine, the low pressure chamber draws in more air raising the mass flow rate. After 30 
ms, the density in the chamber is falling rapidly as the temperature rises and the pressures begin 
to oscillate driving the exit velocity oscillations. The combination of the stable velocity periodicity 
and the sharp fall in density results in this drop in mass flow rate as the engine warms up. A strip 
chart of these parameters for the adiabatic and a representative heat transfer simulation are included 
in Figure 185.  
It is unclear if this spike in mass flow (essentially blowing clear the chamber’s initial 
contents) is a true phenomenon in the physical engine or an artifact of the elevated ambient 
pressure condition. Nevertheless, its effect is gone by 50 ms of simulation time as stable operation 
is reached. The stable mass flow rate had a typical amplitude of approximately 13 g/s (~10 g/s 
including heat losses) between overall maxima and minima of 16.5 and 3.4 g/s, respectively (16.4 
and 5.3 g/s with heat losses). This is compared to a constant fuel flow rate of 0.77 g/s. Because the 
minimum mass flow rate is actually lower in the adiabatic case despite the maxima being nearly 
equal, the mean exit total mass flow rate in the adiabatic simulation was just 9.5 g/s. All the cases 






Figure 186: Engine Stand Pitot Tube-Based Exit Mass Flow Rate Complete Time History 
 
Figure 187: Engine Stand Pitot-Based Exit Mass Flow Rate Time History Zoomed In To 
Show Quasi-Periodic Engine Cycle over 100 ms Timeframe 
For comparison, the experimental data was also sufficient to approximate the exit total 
mass flow rate. Because the mass flow rate calculation was essentially a scaling of the Pitot tube 
exhaust speed time history data, the mass flow rate time history looks much the same just scaled 
to units of mass flow rate (grams per second, g/s). The same startup and shutdown transients are 
again visible in Figure 186 placing bounds on a large “noise” band describing the quasi-periodic 
operation of the engine. Zooming into a 100 ms subset of this data (shown in Figure 187) shows 





the same periodicity seen in the exhaust speed data. This exit mass flow rate exhibited the same 
frequency of approximately 250 Hz and had an amplitude up to approximately 10.5 g/s between 
maxima and minima of 7.6 g/s and -5.7 g/s respectively around a mean which rose slightly to 1.2 
g/s as the engine warmed up. This is in comparison to the fuel flow rate of 0.34 g/s estimated on 
the engine thrust stand by measuring the mass of the propane fuel tank before and after a test run 
and recording the time the needle valve was open. These findings are significantly lower than those 
seen in the CFD data (including the runs accounting for radiative heat losses), likely as a result of 
the elevated ambient pressure condition “pumping” extra air through the engine. This would have 
the effect of significantly increasing the mean offset and also likely raising the amplitude as more 
air than usual would be drawn in during the intake phase of the engine cycle. Assuming a constant 
fuel flow rate, the fluid leaving the engine was as much as 95.5% air by mass with a mean of 71.9% 
air suggesting significant entrainment of air into the engine but which is also heavily dependent 





VII. Conclusions and Future Research 
A. Validity and Utility of Computational Models 
In the area of computational modeling of real-world systems, there is a common adage on 
their ultimate application, “All models are wrong but some models are useful” [34]. As this chapter 
presents the ultimate conclusions of this research effort to revive the lost Brayton-Gluhareff cycle 
pressure jet engine, it is first necessary to discuss the limitations and applicability of the 
simulations with respect to the real-world data measureable on the engine test stand.  
1. Relative Error of the Engine Simulation and Possible Sources of Error 
The Computational Fluid Dynamics (CFD) engine simulation matched some experimental 
measurements well while others showed significant differences that prevent the simulation from 
representing a direct, exact model of the engine’s operation. In all possible cases, the general 
qualitative results matched expected response well. The Kadenacy Effect – the fundamental 
driving process found in valveless pulsejets – was clearly shown in both the CFD simulations and 
the experimental data. The maximum available data rate of 3,333 Hz on the engine test stand 
allowed sufficient speed to resolve the engine’s operating frequency. This frequency was observed 
on the test stand at around 300 Hz and in the idealized CFD simulations at slightly higher 
frequencies of 300 to 350 Hz. This frequency was observed in the CFD simulation pressure, 
velocity, and temperature distributions, as well as on the engine test stand in the pressure, velocity, 
and thrust force data with the temperature data being limited by the heat-transfer driven lag time 
to reach an equilibrium temperature and the thermocouple datalogger’s maximum refresh rate of 




core and high temperature exhaust as shown in the IR-filtered images of the engine in operation 
used to compare with the CFD distributions. 
Quantitative matching between the CFD simulation and the engine test stand was less 
promising. This was thought to be driven by three major factors. The first factor was the use of an 
elevated ambient pressure region (1.085 atm, 110,000 Pa, 15.95 psi) defined in the CFD simulation 
while the engine was operated near one atmosphere. Earlier simulations using a one atmosphere 
ambient region for the engine intake conditions resulted in the engine core mixture being too rich 
to sustain combustion beyond the initial ignition source. Despite trying reduced injection 
pressures, and some added fixed mesh fineness at the inlets, engine startup and continued operation 
was not observed until the ambient pressure region was raised to 110,000 Pa. This drove enough 
air into the engine that the distribution of fuel and air (represented in visualizations of equivalence 
ratio in Chapter VI, Section A-5) was favorable to self-sustained combustion. 
Prior to ignition, this pressure differential drove an air flow into and out of the engine which 
artificially raised the mean chamber pressure and exhaust speed throughout the remainder of the 
simulation. As a result, this driving of the engine intake with extra air would be expected to further 
augment the combustion process raising the amplitudes of pressure and exhaust speeds and through 
more complete combustion, the heat release and resulting temperatures as well. This discrepancy 
between the CFD simulation and the engine test stand setup is not without a real-world counterpart. 
The original pressure jet engines built by Eugene Gluhareff featured a ram air scoop designed to 
capture extra air during operation at flight speeds and slow it to an elevated total pressure to 
augment engine performance. A plot of this effect on a production pressure jet engine was shown 




pressure, it could be a limitation of the kinetic model in capturing rich propane combustion that 
was possible on the engine test stand but not in the CFD simulation. 
An alternative or potentially contributory explanation is the second major factor believed 
to affect the accuracy of the simulation’s quantitative results – relatively low mesh fineness. Early 
simulations using much higher mesh fineness in the inlet regions were able to capture a major 
phenomena seen in reality – the shock diamonds that formed as a result of the under-expanded 
injection flow into the first-stage inlet. Unfortunately, use of a mesh fine enough to resolve those 
features was prohibitively slow even without using a kinetic mechanism. This is the result of the 
Courant-Friedrichs-Lewy (CFL) Condition for convergence of the simulation. This condition 
(discussed in Chapter IV, Section A-4) relates the local velocity and mesh size to the current 
simulation time step. The consequences of which result in a prohibitively small time step to most 
accurately capture the small size and high speed of the engine injector. With the available 
computing power, this pushed the time to complete a simulation from days to months and years. 
The use of greater mesh fineness, particularly around the injector and inlets, would be 
expected to more accurately capture both the flow of ambient air entrained into the inlets and 
engine as well as the early mixing of fuel and air. If both of these phenomena were under-
represented in the CFD model (potentially because of the low resolution limiting their effect to 
sub-grid modeling), that could cause the mixture to be too rich in the engine under the proper one 
atmosphere ambient pressure conditions.  
The final effect not considered in the CFD simulations was that of heat losses from the 
engine as a result of conductive, convective, and radiative heat transfer. Contact area between the 
engine core and the metal thrust stand was kept to a minimum in an effort to minimize the effect 




any more than absolutely necessary. Conduction to the surrounding air was considered negligible. 
Hence, convective heat transfer was considered to have a negligible effect on the engine operation. 
The engine was tested indoors with an operating vent hood across the room but no noticeable room 
air currents were observed. Hence, forced convection was considered negligible. Free convection 
– the heat transfer from the engine to the cooler ambient air causing a local air density change and 
resulting in a buoyant rise of local air – could not be prevented. Potentially, the strongest source 
of heat loss – radiant heat transfer – was also not included in the CFD simulations. Considering 
the high surface temperatures (to the point of incandescence) and much cooler surrounding 
conditions, the radiant heat flux was considered to be the greatest source of heat loss from the 
engine and likely have the greatest effect on the engine cycle.  
The CONVERGE solver did not have a means to model all these effects independently and 
there was not time prior to publication to include a combination of all these effects. The solver 
does have two heat transfer options for the temperature boundary condition – convection and heat 
flux. The convection boundary condition requires the user to select a far field ambient temperature 
and a convective heat transfer coefficient. Considering the potential for radiative heat transfer, this 
was considered an inaccurate approach. The remaining alternative (described earlier in Chapter 
VI, Section B-5) defines a heat flux in W/m2 on the surface that could additively capture multiple 
effects like radiative heat flux, free convection heat flux, and the heat flux due to conduction to 
the surrounding air. The difficulty is in the feedback between surface temperature and heat flux as 
the engine heats up and the correlation between the engine wall heat capacitance which should 
drive the actual wall temperature which itself should then drive the wall heat transfer (conductive, 
convective, and/or radiative). This more in-depth analysis was not possible at this time. Instead a 




ambient temperature following ignition. This significantly reduced errors in temperature 
measurements, particularly of the core and to a lesser extent the exhaust gas temperature as well 
as in predicting the engine’s operating frequency – a dependency expected from a review of pulse 
jet studies published by Geng [6, 30-32, 290]. This same effect is also expected to affect the 
stability of the engine as suggested by studies on the stability of flames [96, 142, 143, 316, 317].  
Modeling of the wall heat capacitance effects in addition to a distribution of wall heat losses 
(as a function of the surface temperature distribution) should further improve the simulations from 
the standpoint of heat loss effects. This would not be without significant difficulty, perhaps the 
greatest being the longer simulation runtime necessary to reach a “warmed-up” steady condition. 
It was clear from the experimental findings that the timescale for the walls and inert coil to reach 
a steady “thermal soak” temperature were on the order of 15 to 30 seconds at least compared to 
the engine’s quasi-periodic operation at around 0.1 seconds.  
2. Sources of Error on the Engine Test Stand 
The experimental data is also not without its own limitations and sources of error. The 
majority of the project was completed with low cost as a significant driver of the available 
materials, equipment, and electronics. Consequentially, the availability of greater funding applied 
toward more sensitive sensors and faster data logging could produce data with greater resolution 
and less noise in addition to logging more channels of data. The latter opportunity would allow 
measurement of pressure and temperature distributions as opposed to a few point measurements. 
The comparatively low resolution and data rate was still sufficient to resolve the engine operating 
frequency and data amplitudes. Nevertheless, there is a strong opportunity to improve the precision 
of these findings with higher fidelity electronics. An increase in the data rate from 3,333 Hz to 




A further effect on the data is that of the lead length from the pressure port location to the 
pressure transducer where the pressure is measured by the transducers and converted to a voltage 
read by the data logger. The length was kept to a minimum but considering the speed of sound in 
air, each foot of lead length delays the pressure wave slightly more than 1 ms. This is a nontrivial 
effect for a data rate of 3.3 records per ms. Since the tubing had a tight fitting, the effect on the 
pressure amplitude was considered negligible. However, in the case of the Pitot tube, for instance, 
there are two small inner diameter changes that could slightly attenuate the pressure wave as it 
propagates toward the transducer.  
Lastly, the CFD simulation assumes perfect, constant engine geometry and is unaffected 
by the minimized although nonzero, effect of the thermocouples, Pitot tube, and thrust stand in 
general. In practice, the engine was subject to some vibration on the engine stand as a result of the 
cantilevered mounting and periodicity of the thrust forces. Furthermore, the presence of heat and 
pressure differential inside the engine core resulted in some minor bulging of the engine core’s 
original rectangular cross-section. This was not expected to have a significant influence on the 
engine cycle or overall engine performance. Other minor effects include potential physical 
interference caused by the core pressure port feed tube and thermocouple cables leading from the 
engine to the static frame of the test stand. Extra length was used to mitigate this effect and it did 
not appear to corrupt the thrust stand calibration data shown earlier in Figure 117, but this could 
still have a small effect on the data. 
3. Effects of Engine Scaling on Pressure Jet Engines 
Because Gluhareff was prolific in his life’s work on the pressure jet engine, there is ample 
data on the capabilities of his engine design. This also includes the effect of scaling on how designs 




Nevertheless, through years of painstaking research and testing, Gluhareff was able to build a 
complete lineup of pressure jets between these bounds. Because their geometry is such an integral 
part of that performance, comparing them on that basis can make clear how they scale with size 
and now that trend can be extrapolated below the 5 lbf thrust size.  
 
Figure 188: Pressure Jet Possible Geometric Scaling of Diameter Ratio (Combustion 
Chamber, DCC to Nozzle Exit, DN) with Total Engine Length 
 
Figure 189: Pressure Jet Possible Geometric Scaling of Diameter Ratio with Length Ratio 
(Combustion Chamber, LCC to Nozzle Exit, LN) 
In an attempt to draw some approximate conclusions from the scaling of the pressure jet 


























































principles, the general sizing parameters of the engines are plotted in a series of figures. These 
include some expected trends; however, these trends are expected to be subjective due to the low 
number of available data points. The scaling of the engine’s combustion chamber and nozzle 
diameters with engine length is shown in Figure 188 and with the length broken down into a ratio 
of the combustion chamber and nozzle lengths in Figure 189. The engines always exhibited a larger 
combustion chamber diameter than nozzle exit diameter, though it appears that as the engines grew 
larger, this disparity (characterized by the chamber to nozzle diameter ratio, DCC/DN) decreased. 
This is visible in relation to both the engine total length and the split of that length between the 
chamber and nozzle.  
Above the 40 lbf (178 N) thrust scale, this diameter change appears to have stabilized 
around 1.3 with the chamber diameter being 30% larger than the nozzle. It makes sense that the 
nozzle diameter should always be smaller than the chamber since even Gluhareff’s pressure jets 
did not produce a chamber pressure large enough to warrant a supersonic convergent/divergent 
nozzle. The relation between the chamber and nozzle lengths, however, does not stabilize. Beyond 
the G8-2-40 engine, the nozzle is actually shorter than the combustion chamber, a trend that 
appears to continue as the engines grew larger and produced more static thrust. In contrast, the 
smaller the engines got below the G8-2-40, the longer and thinner the nozzle got in relation to the 
combustion chamber. This trend appears to have continued down to the BGX’s scale putting it in 
line with Gluhareff’s original pressure jet lineage suggesting that application of the same principles 
and fine tuning on the engine stand was capable of producing an engine at least fitting with the 





Figure 190: Pressure Jet Possible Scaling of Length Ratio (Combustion Chamber, LCC to 
Nozzle Exit, LN) with Static Thrust Force 
 
Figure 191: Pressure Jet Possible Scaling of Diameter Ratio (Combustion Chamber, DCC to 
Nozzle Exit, DN) with Static Thrust Force 
The scaling of engine static thrust force with the length and diameter ratios are further 
shown in Figure 190 and Figure 191, respectively. These continue to illustrate the stabilization of 
the diameter ratio around 1.30 for larger engines and the continued reduction in nozzle length 
compared to the combustion chamber. The G8-2-80 engine is of particular note here as it stands 
significantly apart from the apparent trend set up by the rest of the pressure jet series. This can be 






















































nozzle length ratio higher than that seen in the other engines. It is unclear why this was the case – 
there is no mention of the G8-2-80 engine as any form of outlier, and the diameter ratio is in better 
agreement with the thrust trends. The smaller engines appear to show a somewhat linear trend 
toward wider and shorter combustion chambers. However, prior to this research effort, this trend 
appeared to suggest that positive thrust below the scale of the G8-2-5 engine should diminsh to 
zero around a length ratio of 0.60 and diameter ratio of 1.55. Although the thrust generated by the 
BGX engine was very small, it has proven that the engine’s principles can produce positive thrust 
at smaller scales than were previously suggested. 
 
Figure 192: Pressure Jet Engine Trend of Static Thrust Scaling with Injector Diameter 
Another significant driver of engine scaling was the primary driver used to determine the 
majority of the engine’s geometry – the selection of an injector diameter. As discussed in Chapter 
II, the choked fuel injector sets the fuel flow rate into the engine, sets the inlet areas to provide a 
slightly lean mixture of fuel and air to the engine core, and ultimately was used to scale the rest of 
the engine’s parameters. In short, the engine injector diameter sizes the rest of the engine. The 





























less thrust an engine will produce. Alternatively, the less thrust is needed from a pressure jet 
design, the smaller its injector should be. Below the size of the G8-2-40 engine, the trend of thrust 
with injector size appears to be linear with zero thrust predicted around a diameter of 1.25 mm. 
The fact that low but nonzero thrust was seen with a diameter of about 1 mm suggest that this trend 
is not necessarily completely linear at very small scales. It should be noted that both the CFD 
results and the experimental data from the BGX prototype are represented in these plots where 
there was significant disparity between their static thrust forces.  
In general, the engines showed a slight reduction in TSFC (an improvement in engine 
efficiency) with increasing size and thrust forces with the G8-2-130R being a significant outlier 
with a TSFC of 0.78 lbm/hr/lbf, well below the 1.44 lbm/hr/lbf of the original G8-2-130. Gluhareff 
noted one major reason for this improvement that had little to do with tuning or scaling – he 
changed the inlet design from an elliptical cross-section to a circular cross-section. He noted a 
reduction in the injection pressure needed to reach rated static thrust from 240 psi (16.3 atm, 1.66 
MPa) to 170 psi (11.6 atm, 1.17 MPa) [15]. The elliptical cross-section was originally chosen to 
fit the engine’s intake system inside the airfoil cross-section of a helicopter blade. However, by 
the time he had developed the G8-2-130, this application of his engine design was one of many 
opportunities and the elliptical choice was apparently holding the design back. Other than this 
modification, the effect of size on TSFC was relatively minor with a slight trend of lower efficiency 
with smaller engine scale. This was somewhat magnified by the BGX engine pushing to a 
minimum possible scale and apparently the lower-than-predicted static thrust, resulting in a TSFC 
of 29.8 lbm/hr/lbf. The CFD simulation’s upper bound on performance pushed the TSFC at the 
same scale down to 6.5 lbm/hr/lbf. This was still high but more similar to the upward trend of 4 – 




B. The Brayton-Gluhareff Cycle 
The CFD simulation, and to a lesser extent, the experimental data, was also used to 
investigate the nature of the “Brayton-Gluhareff Cycle” (named as such for its relation to the 
conventional Brayton Cycle in a joint review of the engine and its history published by Barrett and 
Irina Gluhareff, the surviving daughter of the engine’s original inventor) [16]. Moreover, although 
the study presented a similar comparison of the Brayton and Brayton-Gluhareff cycle as shown in 
Chapter I, to date, no data to place bounds on the cycle were available. 
 
Figure 193: The Brayton-Gluhareff Pressurized Ramjet or “Pressure Jet” Engine Cycle 
Including Startup Transients as Calculated by Mass-Averaged Chamber Properties in the 
Engine CFD Simulation (P-ν Diagram Colored by Temperature) 
Toward that end, the CFD simulation in this study was used to build a typical Brayton cycle 
thermodynamic P-ν diagram for the pressure jet engine. The resulting chart is shown in Figure 
193. This was generated using the engine chamber region mass-averaged properties output by the 









chamber pressure against mean chamber specific volume. The path traced out was then colored by 
the mean (also mass-averaged) chamber temperature to illustrate the distribution of temperature as 
the engine reaches a quasi-periodic state of operation.  
Several properties of this chart are worth mentioning. First, it is clear that mean temperature 
plays a role in the startup of the engine both in starting the engine via the first few irregular cycles 
and in stabilizing the engine to its final quasi-periodic condition. Next, as the engine warms during 
startup, it is clear that the mean chamber pressure cycle successively drops to lower maximum and 
minimum pressures. The maximum pressures appear to recover while the minimum pressures 
(coinciding with the start of new fuel and extra air intake thereby restarting the engine cycle) 
continue to drop to a steady condition as low as 0.97 atm (98,285 Pa, 14.3 psi). 
This chart also shows a clear correlation between the mean chamber temperature and the 
mean chamber specific volume. Specifically, as the engine warms up to a quasi-periodic operation, 
it is clear that the specific volume generally increases as the temperature increases. This is at least 
consistent with trends suggested by the ideal gas law. It is worth noting, however, that application 
of the ideal gas law was not an assumption placed on the engine simulation or CONVERGE solver. 
Instead, the Redlich-Kwong equation of state (the default) was used because it “accounts for the 
non-ideal gas behavior that can be significant at high pressures and temperatures” [28, 283].  
Another temperature correlation is also evident concerning the quasi-periodic engine cycle. 
Once the engine has stabilized, it is clear that the left, rising side of the cycle occurs at a relatively 
constant, lower temperature of approximately 1450 K until it nears the greatest mean chamber 
pressure. At that point, the temperature begins to noticeably rise up to 1670 K at which point the 
temperature is largely unaffected until it nears the cycle’s minimum pressure where cooler air and 




pressure appears to be significantly faster than the increases and decreases in specific density at 
the top and bottom of the cycle, respectively. This suggests that the pressure rise of combustion in 
the engine chamber is occurring at a faster time scale than the heat release due to combustion that 
raises the chamber temperature and is clearly affecting the fluid specific density. 
 
Figure 194: The Brayton-Gluhareff Pressurized Ramjet or “Pressure Jet” Engine Cycle 
Including Startup Transients as Calculated by Mass-Averaged Chamber Properties in the 
Engine CFD Simulation Accounting for Radiative Heat Losses (P-ν Diagram Colored by 
Temperature, Emissivity of ε = 0.7) 
The engine cycle approximately accounting for some radiant heat losses is also included in 
Figure 194. The trends are much the same although, as one would expect, the inclusion of heat 
losses has significantly attenuated the engine’s cycle in terms of pressure, temperature, and specific 
volume. By extension, that means the inclusion of heat losses is decreasing the work output of the 
engine. This “wasted” heat is no longer being exploited by the engine and is therefore no longer 
part of the work output. Nevertheless, the cycle still exibits quasi-periodicity and stabilizes to a 









1. Sonic Lock and Acoustic Tuning 
That engine cycle response is largely the result of careful tuning necessary to set up a 
standing pressure wave in the inlet structure to draw in more air than normal entrainment would 
suggest. Gluhareff called this condition “Sonic Lock” [15, 18]. The tuning was done in two stages 
– closed-form approximation to determine the sizes of the inlets required to feed the engine with 
a favorable (slightly lean) mixture of fuel and air, followed by construction of the engine, the test 
stand, and repeated tests to find the location of these inlets that resulted in the most stable, hottest, 
and loudest response. In the absence of early thrust data, this qualitative response was used to fine-
tune the inlet locations and engine location with respect to the injector until no discernable 
improvement was seen. Only small modifications were necessary after the closed-form 
approximations sized the engine. These included opening up the third-stage inlet slightly to let in 
extra air and extension of the nozzle length to minimize the flame exiting the engine (and therefore 
loss of fuel energy) accelerating flow out of the engine.  
Once the engine dimensions were fixed and proper operation was verified, the geometry 
was carried over to the CFD simulation domain to match it. Due to time constraints, no ‘fine-
tuning’ of the engine was done using CFD, just design to match the test conditions as closely as 
possible. Nevertheless, the engine’s oscillatory nature and even frequency closely matched those 
seen on the engine stand. Moreover, the stability of the engine once a quasi-periodic condition was 
reached was also evident in the simulations and in operation of the engine. The test run involved 
operation of the engine for over 3 minutes with no user adjustment to the fuel feedline and no 
discernable changes in the feedline pressure. This alone is a noteworthy accomplishment despite 
the engine’s comparatively low performance. Gluhareff reportedly worked on miniaturizing the 




The new prototype engine design does not appear to suffer from any engine-tuning related 
instability problems. In fact, the only difficulty associated with operating the engine was related 
to locking down the engine’s geometry despite its intent to shake loose. In one such test, the engine 
core was improperly located less than 0.25 in. (6.35 mm) further downstream of its intended 
location along the injection flow axis and was found to run unsteady and was seriously prone to 
irregular unstart events. Upon brief inspection, the engine core was returned to its intended location 
(matching the geometry described in Chapter IV, Section D-1) and stable operation was once again 
possible. This illustrates the sensitive nature of the “sonic lock” design and how critical it is to 
engine operation. Even slight misalignments can have cascading effects ultimately disallowing 
proper operation of the engine. It is therefore reasonable to conclude that further fine tuning and 
tighter control of the engine geometry should allow further increases in the engine’s performance 
in the same way that careful tuning of the G8-2-130 engine was able to be improved into the G8-
2-130R design with a 41% reduction in TSFC despite having the same rated thrust [15].  
2. Engine Shape and Internal Flow 
The stability of the BGX prototype design was intended to be a consequence of the square 
cross-section. Specifically, the hope was that small recirculation zones in the corners could work 
in concert with the larger recirculation zone in the engine head to effectively store fuel, heat, and 
potentially small flames at the low point of the engine cycle when extinction and/or blowout could 
unstart the engine. The design was largely chosen for its ease of construction with an early circular 
cross-section prototype suffering from extensive leaks in the chamber where curved parts were 
spot-welded together. The hope that the sharp corners would lend engine stability was thought to 
be a positive consequence of this design choice. At least part of this was suggested by the CFD 




the stabilizing effect of flow in the corners of the engine – could not be satisfactorily verified due 
to the comparatively coarse mesh necessary to complete the engine simulation in a reasonable 
timeframe.  
Nevertheless, the CFD simulation did elucidate something unexpected concerning the flow 
patterns inside the engine. To date, no published study exists to discuss the three-dimensional flow 
inside the Gluhareff pressure jet and how it affects the engine cycle. It is indeed possible that 
Eugene Gluhareff himself was not fully aware of the complex nature of the flow inside his own 
engine design. This is because it predates the widespread application of three-dimensional CFD 
and experimental visualization tools like those he would likely have seen working on the S-IVB 
stage of the Saturn V rocket for NASA [16] were likely outside his financial capability. The CFD 
simulation suggests that a twin-chambered recirculation, symmetrical about the engine’s centerline 
symmetry plane that forms because of the injection flow spreading around the engine chamber’s 
interior as it mixes and burns. This appears to be the driving mechanism behind the forward 
recirculation zone that seems to capture fuel, and to some extent heat, during the engine cycle. 
There is, however, some uncertainty as to whether this recirculation is a true representation of the 
actual pressure jet design or a consequence of the symmetry plane assumption as suggested by the 
literature on pipe flows discussed in more detail in Chapter IV, Section D-3. Future research 
(discussed in the next section) will include a study without this symmetry plane to verify to what 
extent the full engine domain continues to exhibit this recirculation, likely as a single full-volume 





Figure 195: Eugene M. Gluhareff Posing with his G8-2-130 Pressure Jet Engine 
One final note on the engine design involves the Gluhareff pressure jet’s engine nozzle 
“scarf” or cutout shown in Figure 195. Gluhareff claimed in conversations that this modification 
was the result of endurance testing on one of his prototype engines and had the effect of increasing 
engine performance, reducing noise, and resulted in smoother operation [318]. Since there exist 
very few publications on the engine and its design, it is then unsurprising that there exists no data 
proving these claims quantitatively. About the effect of the nozzle, Gluhareff himself wrote the 
following in the G8-2 Technical Handbook which was included with each engine he sold: 
“The G8-2 Jet Engine is not a Pulse-Jet, it is a burner, and a resonating tail-pipe 
is detrimental, it reduces jet thrust. The end of the G8-2 Jets tail-pipe has a fishtail 
cut which dampens the tail-pipe’s natural frequency. The change from straight to 
fishtail cut increased the thrust of the G8-2-15 by 3 lbs and reduced the noise level 
by about 1/2. 
The resonance in the tail-pipe is detrimental to the intake system. The resonant 
frequency of the tail-pipe interfers (sic) with the frequency of the tuned intake, 
which operates on a higher frequency. A small hole in the side of the diffuser #5 is 





-Eugene Gluhareff, G8-2 Technical Handbook (1985) [15] 
 
Figure 196: General Electric’s Patent on Applying Nozzle Scarfing to Reduce Noise [319] 
The concept of the nozzle chevron is one that Gluhareff apparently pioneered and was 
clearly well ahead of his time in conceiving. Numerous patents intending to reduce turbine engine 
noise with comparatively inelegant solutions are found as early as 1964 [320]. It was not until a 
much later patent by General Electric (GE) that the modern chevron design appeared. This first 
was protected for general use in 1999 [321] and later for turbofan engines in 2003 [319]. The latter 
is a patent with an extensive list of later patent citations and represents a a concept GE has since 
applied to their GEnx high bypass ratio turbofan engine intended for the Boeing 787 commercial 
passenger jet. Therefore, it could be considered an understatement to claim the idea of nozzle 
scarfing has some utility. 
To that effect, the idea was briefly investigated during testing. A scarf with the same angle 




engines assembled for this study. Unfortunately, no discernable change was seen in operation with 
or without the chevron cutout. This does not mean the chevron design has no merit, just that 
whatever benefit it does provide was too small to be noticeable either at this scale, low injection 
pressure, low performance, or any combination therein. Furthermore, whatever effect the chevrons 
had on the exit flow (typically involving mixing of the exhaust and ambient flow) may have been 
partially achieved by the square cross section because of the lower flow velocity at the nozzle 
corners. Construction of a new pressure jet matching Gluhareff’s original drawings or surviving 
engines operated with and without the chevron would be needed to record data sufficiently 
showing what effect if any this cutout has on the engine and its operation. Computational modeling 





C. Future Research 
One of the intended consequences of this effort was to lay the foundation for further 
research into the Brayton-Gluhareff cycle and the pressure jet engine. Because the subscale engine 
is not yet optimized, there is still significant room for further study both of the subscale engine and 
Gluhareff’s original engine geometries. 
1. Further CFD Modeling 
The first aspect of this study with potential for future work is to continue improving the 
current base CFD simulation. Of primary interest is any means to reduce the ambient pressure 
condition to one atmosphere and still obtain combustion through the engine and reach quasi-
periodic operation to reduce the disparity between the engine test stand data and the predictions 
from the CFD. It is possible this could be resolved by either adjusting boundary conditions or 
reducing the injector diameter and thus fuel flow for the same pressure. This may also be positively 
affected by increasing the mesh fineness and simply accepting the long runtime. 
The problem of longer runtime could also be partially alleviated by completing the 
implementation of the Westbrook and Dryer one-step kinetic mechanism. The source code 
currently being used to attempt this is included in Appendix A-3. Instead, a reduced form of the 
San Diego mechanism was used since it did not require recompiling the solver to use, but even 
this lighter-weight version of the full San Diego mechanism would require substantially more 
computational time than a one-step mechanism. This would not prevent the CFL condition from 
driving the time step low, but could reduce the amount of time necessary to complete a time step 
allowing for greater mesh fineness for the same total computational time. 
The next feature to be implemented is that of heat losses and their effect on the pressures, 




This would ideally include the effects of conductive, convective, and radiative heat transfer losses 
and (as much as possible) characterize the percent contribution of each to the overall surface heat 
flux. Ideally, such a study would also include simulations accounting for a few different levels of 
heat loss such that a trend between the adiabatic simulation and the matching simulation could be 
found for these effects.  
An unrelated study could involve the accuracy of the symmetry plane assumption in the 
current CFD simulation. This assumption was used (as it is commonly used in many CFD 
simulations) to reduce simulation run time by directly cutting the solution domain in half. The flow 
through the engine, however, was heavily influenced by both the three-dimensional recirculation 
forced by the engine wall boundaries and the time-variant, quasi-periodic nature of the engine 
cycle in operation. It is possible that the symmetry assumption is weakly valid or invalid. A 
simulation not relying on this assumption could test this idea to determine what effect, if any, the 
removal of this assumption has on the engine performance and cycle. 
Lastly, the end goal of this study is to effectively revive research into Eugene Gluhareff’s 
original pressure jet engine design. The square cross-section and smaller scale were largely a 
consequence of rapid manufacturability and low cost necessary for this study. A study specifically 
intended to probe the original pressure jet design was considered prohibitively costly in terms of 
fuel, instrumentation, and manufacturing costs. Ideally, this research effort would be repeated with 
a full-scale version of Gluhareff’s pressure jet engine (the 15 lb thrust, G8-2-15 engine for 
instance) by instrumenting the larger engine on a larger thrust stand and matching it to CFD 
simulations. In lieu of that, there is a small amount of overall performance data that could be 
roughly matched by a CFD simulation based on the same closed-form approximations discussed 




of alleviating some of the CFL condition’s hinderance. The larger engine would have a larger 
injector, but the same tank pressure and injection pressure differential. Therefore, the injection 
velocity would be approximately the same as the smaller engine, but the grid size for the same 
relative fineness would be larger allowing for a larger time-step and faster overall simulation 
runtime. Most importantly, the results would be directly applicable to the original Gluhareff 
pressure jet engine design as opposed to related to them through a similar mechanism. 
2. Modifications to Increase Performance 
The most immediate area of possible future research is in “expanding the envelope” of the 
engine’s performance. Eugene Gluhareff’s original engine designs exhibited an increase in thrust 
proportional to an increase in the injection pressure. His engine typically reached rated thrust at 
injection pressures of 100 – 120 psi – around twice the injection pressures of the current prototype. 
It is currently limited at higher pressures by blowout – combustion is not adequately slowed in the 
combustion chamber above injection pressures around 50 – 60 psi. The G8-2-20 engine was 
producing approximately one third the rated static thrust under these conditions. As a result, 
pushing the injection pressure higher should have more than a proportional effect on the thrust 
generation and engine efficiency. Several modifications could be tested in an effort to increase this 
limit and therefore increase the thrust force using the same injection pressure and fuel mass flow 
rate. 
One in particular that was tested was the inclusion of a dummy or inert internal heating 
coil. This resulted in a significant increase in maximum stable injection pressure possibly due to 
its fluid-mechanical function as a flameholder. The heating coil was designed to simply match the 
internal square geometry of the engine with a small standoff distance similar to that seen in 




their maximum stable injection pressures. The coil, like conventional blockage-based 
flameholders, has two effects. First, the blockage area of the coil causes flow separation on the 
leeward side which reduces local velocity and fluid momentum. This reduction in velocity 
(augmented by the resulting turbulence) is what allows a nearby flame to adhere to the flameholder 
surface. The reduction in fluid momentum aft of the inert coil was clearly seen in velocity 
magnitude visualizations in Chapter VI, Section A-3. The second effect is related to the fluid 
momentum, but specifically its effect on the engine thrust. The coil’s work as a flameholder 
necessarily produces a drag force that directly counteracts the engine’s thrust. This is the cost of 
using a blockage-based flameholder. Flameholders of this kind and their drag forces are discussed 
by Farokhi [1] and Flack [2]. 
 
Figure 197: Gluhareff’s Pressure Jet Engine Showing Transition Lip Section and Fuel 
Preheat Coil Location 
An alternative means of flameholding may be hidden in Gluhareff’s original designs. They 
used a linear slope between straight core and nozzle sections, shown in Figure 197. For the 
prototype engine, this linear slope was extended to the end of the nozzle. It is possible that this 
“feature” has reduced the maximum stable injection pressure compared to the shorter step that may 
hold back exhaust gases longer. Testing of a range of step lengths could reveal the influence of 
this effect. That effect is specifically one of pressure reflection as a means of flameholding instead 
of the lossier, drag-producing blockage. It is likely that the angled lip transition reflects the 
Fuel Preheat Coil 




pressure waves propagating outward from the core back inward which could reinforce the engine 
cycle’s operation. This may be attenuated by the presence of the heating coil in direct proximity 
to this engine lip.  
If this is found to be a significant effect, there is a common remedy found in some hobbyist 
pulse-jet engines – to wrap the preheat coil around the outside of the engine rather than fit it inside. 
This solution was likely considered unreasonable to Gluhareff for two possible reasons. First, the 
coil outside the engine would have increased the engine’s drag profile and it was, after all, 
originally intended for mounting on the tip of helicopter rotor blades. The engine’s external 
contours were, in fact, shaped the way they are for external profile drag reduction including the 
rounded nose section and the use of less-efficient elliptical inlets (to fit inside the outer moldlines 
of a helicopter blade’s airfoil cross-section). When this became less of a concern, he changed the 
inlet shapes to a circular cross-section to exploit the greater inlet efficiency which contributed to 
the outstanding performance of the G8-2-130R compared to the rest of his designs. Secondly, the 
coil’s primary goal is to preheat the fuel and extract extra energy from the fuel’s phase change 
from a cold liquid to a hot gas. Completely surrounding the coil in high temperature combustion 
gases best realizes that goal of heat exchange. Placing the coil outside but still in contact with the 
chamber is expected to reduce the efficiency of that process. Still, the theoretical gains in 
performance by exploiting pressure as a mechanism for flameholding may outweigh the losses in 
reduced injection temperature which could be easily mitigated by increasing the length of the coil 
around the chamber. Doing so would expose the fuel to the chamber longer thereby making up 
some of the temperature lost to the surroundings. An external coil may even have some level of 
insulative effect on the engine reducing the amount of heat lost to the ambient environment as that 




surroundings than the bare chamber walls by merit of the fuel preheat coil’s lower temperature 
differential. Testing this design modification with a CFD model verified with experimental data 
could confirm most, if not all of these possiblities. 
A further source of study could probe the effect of injector diameter on a single engine 
size. The design of the BGX engine used in this study was largely driven by closed-form 
approximations based on the injector size and resulting expected fuel flow. In practice, these were 
at best a rough starting point and required substantial bench testing to reach a stable engine design 
producing positive static thrust. For this study, the injector size was not changed. It is unclear what 
effect exactly, reducing or enlarging the injector from this baseline size would have on the overall 
operation of the engine, the operating frequency, temperatures, and thrust. If the presented 
simulation is correct, the engine may be operating under rich conditions (perhaps too rich for the 
simulation kinetics to maintain combustion) and a smaller injector may feed less fuel to the engine. 
If the current injector were replaced with a precision-machined steel compression-fitting, multiple 
injectors could be tested with minimal changes to the thrust stand design. 
The engine stand’s needle valve flow control mechanism was chosen for its availability 
and low cost. Unfortunately, this made it difficult to feed a constant prescribed pressure. With very 
light application of torque, large swings in feed pressure could occur up to the maximum tank 
pressure of 150 psi. Testing at higher pressures should result in greater thrust considering the 
results produced by Gluhareff on his original engines [15, 16, 18, 19] so pushing to these higher 
pressures is desirable. Unfortunately, the only consumer propane regulators with any fine pressure 
control were intended for camping stoves and limited flow rate by limiting feed pressure to 
approximately 40 psi. The needle valve allowed pressures to exceed 40 psi, but control was less 




that a more exact control of feedline pressure is found and a means of recording this pressure for 
data logging should the feed pressure change during operation. 
Lastly, although the square cross-section was selected for ease of manufacturing and 
potentially to hold a stabilizing flame in small corner recirculation zones, this choice may have 
had a net negative impact on the engine’s performance. It is possible that the square cross-section 
robs the flow of too much kinetic energy that may not be evident in terms of injection pressure but 
may result in a net loss of thrust for the same fuel injection. This could be tested by manufacturing 
an engine of the same scale but with a round cross-section. Alternatively, since this is potentially 
difficult to manufacture at small scale, one of Gluhareff’s engines could be tested with the square 
design to quantify the related losses, if any. 
3. Minimum Sizing for Ignition Delay and Supersonic Operation 
Much of the engine sizing that is not driven directly by acoustics is thought to be driven by 
fuel/air and flame residence time inside the engine. This is important primarily because any 
unburnt fuel and air leaving the engine is wasted energy resulting in a higher than necessary fuel 
flow and an incremental increase in thrust-specific fuel consumption (TSFC) for the same level of 
thrust. Therefore, a nontrivial driver of the engine’s core and nozzle volume and length are directly 
affected by this residence time. The residence time is affected by two factors – the mixture’s 
ignition delay and the fluid speed inside the engine. The faster the fluid enters and exits the engine, 
the less time it spends inside the engine. Moreover, the faster the fuel/air mixture ignites, the less 
time it needs to be in the engine.  
When the engine cycle and the design process is better understood, a study could be done 
to minimize the size of the engine based on the ignition delay and measures to increase residence 




pressures allowing for increased engine performance. This, coupled with operation at minimum 
ignition delay could allow operation of the engine at speeds up to and exceeding the speed of 
sound, as long as the inlet is properly designed to feed the engine high pressure subsonic flow. 
Because the engine relies on the propagation of pressure waves throughout the engine, it is unlikely 
a supersonic flow pressure jet could be successful, but at least theoretically, there is no reason to 
believe the inlet pressure is limited by anything but ignition delay and residence time. 
4. Preheat Coil Coking 
A significant problem encountered with both the prototype engine and modern operation 
of Gluhareff’s original engine is that of clogging or “coking” of the internal preheat coil. This is 
usually characterized by trouble starting the engine because of anemic injection pressure or in the 
late stages, no injection pressure at all. In early testing of the prototype engine, this coking was 
encountered and resulted in reduced heating of the fuel prior to injection. Eventually the fuel was 
not able to complete the state change to a hot gas and instead left the injector as an irregular mixture 
of liquid/gas spray. In an attempt to clear the clog, all immediately available solvents were tried 
including isopropyl alcohol, acetone, and carburetor cleaner. Ultrasonic cleaning was also tested 
on one of Gluhareff’s original engines that had also suffered the coking problem. Unfortunately, 
none of these attempts cleared the coils. A final attempt to clear the coked prototype coil was made 
by running high pressure air (about 80 psi) through the coil while applying an external flame to 
melt or otherwise loosen the coking material. A glowing mass was observed to move through the 
coil under these conditions but shortly thereafter, it lodged and the coil ruptured. The coil was 
replaced with a new one for further testing and has since not been run long enough to expect 




It is unclear what mechanism exactly is causing the coking but it is clear that the fuel 
undergoing a state change is resulting in deposits of some kind to form on the inner walls of the 
heating coil. Several possibilities could be explored. Consumer grades of propane are not actually 
chemically pure and instead include other hydrocarbons like propylene and polypropylene. The 
only truly pure source of propane is actually a refrigerant, R-290, and is prohibitively expensive 
for the operation of an engine. Polypropylene in some form could be a culprit as it is specifically 
chosen for its resistance to solvents.  
A study to identify the actual material(s) clogging a known coked heating coil would be 
the first step to determining a method for cleaning it out. Moreover, this coking issue with propane 
in a heating coil does not appear to be common worldwide or even across the United States. It is 
possible that different propane blends from different parts of the country have different 
“contaminants” or perhaps just different levels of them. A comprehensive study of the different 
blends of propane available to the consumer for things like grills, camping stoves, and home 







A. Propane Chemical Kinetic Mechanism CHEMKIN Files 
The following appendix lists the necessary CHEMKIN-format input files used to model 
chemical kinetics in the CONVERGE CFD solver. These files are specifically presented in the 
form of the mech.dat file necessary to run the reactive simulations in CONVERGE such that they 
could be used interchangeably with the rest of the CONVERGE input files listed in these 
appendices. These mechanisms are discussed in detail in Chapter III, Section C-1 in the context of 
the other propane kinetic mechanisms found in the literature. Considering the length of the 
mechanisms, all the mechanisms tested in Chapter III, Section D are not listed here but are instead 
available in digital format as they were used for analysis from the author via e-mail at 





1. Detailed Kinetic Mechanisms for Propane Oxidation 
The detailed San Diego mechanism was chosen as the basis for modeling the chemical 
kinetics of propane oxidation because a review of the available literature (discussed in Chapter III, 
Section C-1) showed it to have the lowest error, specifically in terms of ignition delay and flame 
speeds. It was also the only propane mechanism being currently improved with the most recent 
experimental data whereas other mechanisms are either no longer developed and in some cases 
were no longer publicly available.   
Mech.dat (Full San Diego Mechanism) 
ELEMENTS 
N  H  O  C 
END 
SPECIES 
N2                H                 O2                 
OH                O                 H2                H2O               HO2                
H2O2              CO                CO2               HCO               CH3                
CH4               CH2O              T-CH2             S-CH2             C2H4               
CH3O              C2H5              C2H6              CH                C2H2               
C2H4OOH           OC2H3OOH          C2H3              CH2CHO            C2H4O              
HCCO              CH2CO             C2H               CH2OH             CH3OH              
CH3CHO            CH3CO             C2H5OH            CH2CH2OH          CH3CHOH            
CH3CH2O           C3H4              C3H3              C3H5              C3H6               
C3H8              I-C3H7            N-C3H7            C3H6OOH           OC3H5OOH 
!****************************************************************************
**** 




NO              N               HCN             NCO             NH               
HNCO            NH2             CN              HNO             
N2O             N2H             NH3             NO2 
END 
REACTIONS 
H+O2<=>OH+O                              3.520e+16   -0.700  17069.79 
H2+O<=>OH+H                              5.060e+04    2.670   6290.63 
H2+OH<=>H2O+H                            1.170e+09    1.300   3635.28 
H2O+O<=>2 OH                             7.600e+00    3.840  12779.64 
2 H+M<=>H2+M                             1.300e+18   -1.000      0.00 
H2/2.50/ H2O/12.00/ CO/1.90/ CO2/3.80/  
H+OH+M<=>H2O+M                           4.000e+22   -2.000      0.00 
H2/2.50/ H2O/12.00/ CO/1.90/ CO2/3.80/  
2 O+M<=>O2+M                             6.170e+15   -0.500      0.00 
H2/2.50/ H2O/12.00/ CO/1.90/ CO2/3.80/  
H+O+M<=>OH+M                             4.710e+18   -1.000      0.00 
H2/2.50/ H2O/12.00/ CO/1.90/ CO2/3.80/  




H2/2.50/ H2O/12.00/ CO/1.90/ CO2/3.80/  
H+O2(+M)<=>HO2(+M)                       4.650e+12    0.440      0.00 
H2/2.50/ H2O/16.00/ CO/1.20/ CO2/2.40/ C2H6/1.50/  
     LOW  /  5.750e+19   -1.400      0.00 / 
     TROE/     0.5    1e-30     1e+30        / 
HO2+H<=>2 OH                             7.080e+13    0.000    294.93 
HO2+H<=>H2+O2                            1.660e+13    0.000    822.90 
HO2+H<=>H2O+O                            3.100e+13    0.000   1720.84 
HO2+O<=>OH+O2                            2.000e+13    0.000      0.00 
HO2+OH<=>H2O+O2                          2.890e+13    0.000   -497.13 
2 OH(+M)<=>H2O2(+M)                      7.400e+13   -0.370      0.00 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/  
     LOW  /  2.300e+18   -0.900  -1701.72 / 
     TROE/   0.735       94      1756      5182 / 
2 HO2<=>H2O2+O2                          3.020e+12    0.000   1386.23 
H2O2+H<=>HO2+H2                          2.300e+13    0.000   7950.05 
H2O2+H<=>H2O+OH                          1.000e+13    0.000   3585.09 
H2O2+OH<=>H2O+HO2                        7.080e+12    0.000   1434.03 
H2O2+O<=>HO2+OH                          9.630e+06    2.000   3991.40 
CO+O(+M)<=>CO2(+M)                       1.800e+11    0.000   2384.08 
H2/2.50/ H2O/12.00/ CO/2.00/ CO2/4.00/  
     LOW  /  1.550e+24   -2.790   4190.97 / 
CO+OH<=>CO2+H                            4.400e+06    1.500   -740.92 
CO+HO2<=>CO2+OH                          2.000e+13    0.000  22944.55 
CO+O2<=>CO2+O                            1.000e+12    0.000  47700.05 
HCO+M<=>CO+H+M                           1.860e+17   -1.000  17000.48 
H2/1.90/ H2O/12.00/ CO/2.50/ CO2/2.50/  
HCO+H<=>CO+H2                            5.000e+13    0.000      0.00 
HCO+O<=>CO+OH                            3.000e+13    0.000      0.00 
HCO+O<=>CO2+H                            3.000e+13    0.000      0.00 
HCO+OH<=>CO+H2O                          3.000e+13    0.000      0.00 
HCO+O2<=>CO+HO2                          7.580e+12    0.000    409.89 
HCO+CH3<=>CO+CH4                         5.000e+13    0.000      0.00 
H+HCO(+M)<=>CH2O(+M)                     1.090e+12    0.480   -260.04 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/  
     LOW  /  1.350e+24   -2.570    424.95 / 
     TROE/  0.7824      271      2755      6570 / 
CH2O+H<=>HCO+H2                          5.740e+07    1.900   2748.57 
CH2O+O<=>HCO+OH                          3.500e+13    0.000   3513.38 
CH2O+OH<=>HCO+H2O                        3.900e+10    0.890    406.31 
CH2O+O2<=>HCO+HO2                        6.000e+13    0.000  40674.00 
CH2O+HO2<=>HCO+H2O2                      4.110e+04    2.500  10210.33 
CH4+H<=>H2+CH3                           1.300e+04    3.000   8037.76 
CH4+OH<=>H2O+CH3                         1.600e+07    1.830   2782.03 
CH4+O<=>CH3+OH                           1.900e+09    1.440   8675.91 
CH4+O2<=>CH3+HO2                         3.980e+13    0.000  56890.54 
CH4+HO2<=>CH3+H2O2                       9.030e+12    0.000  24641.49 
CH3+H<=>T-CH2+H2                         1.800e+14    0.000  15105.16 
CH3+H<=>S-CH2+H2                         1.550e+14    0.000  13479.92 
CH3+OH<=>S-CH2+H2O                       4.000e+13    0.000   2502.39 
CH3+O<=>CH2O+H                           8.430e+13    0.000      0.00 
CH3+T-CH2<=>C2H4+H                       4.220e+13    0.000      0.00 
CH3+HO2<=>CH3O+OH                        5.000e+12    0.000      0.00 
CH3+O2<=>CH2O+OH                         3.300e+11    0.000   8941.20 
CH3+O2<=>CH3O+O                          1.100e+13    0.000  27820.03 
2 CH3<=>C2H4+H2                          1.000e+14    0.000  32002.87 




H+CH3(+M)<=>CH4(+M)                      1.270e+16   -0.630    382.89 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/  
     LOW  /  2.470e+33   -4.760   2440.01 / 
     TROE/   0.783       74      2941      6964 / 
2 CH3(+M)<=>C2H6(+M)                     1.810e+13    0.000      0.00 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/  
     LOW  /  1.270e+41   -7.000   2762.91 / 
     TROE/    0.62       73   1.2e+03        / 
S-CH2+OH<=>CH2O+H                        3.000e+13    0.000      0.00 
S-CH2+O2<=>CO+OH+H                       3.130e+13    0.000      0.00 
S-CH2+CO2<=>CO+CH2O                      3.000e+12    0.000      0.00 
S-CH2+M<=>T-CH2+M                        6.000e+12    0.000      0.00 
H2/2.40/ H2O/15.40/ CO/1.80/ CO2/3.60/  
T-CH2+H<=>CH+H2                          6.020e+12    0.000  -1787.76 
T-CH2+OH<=>CH2O+H                        2.500e+13    0.000      0.00 
T-CH2+OH<=>CH+H2O                        1.130e+07    2.000   2999.52 
T-CH2+O<=>CO+2 H                         8.000e+13    0.000      0.00 
T-CH2+O<=>CO+H2                          4.000e+13    0.000      0.00 
T-CH2+O2<=>CO2+H2                        2.630e+12    0.000   1491.40 
T-CH2+O2<=>CO+OH+H                       6.580e+12    0.000   1491.40 
2 T-CH2<=>C2H2+2 H                       1.000e+14    0.000      0.00 
CH+O<=>CO+H                              4.000e+13    0.000      0.00 
CH+O2<=>HCO+O                            1.770e+11    0.760   -478.01 
CH+H2O<=>CH2O+H                          1.170e+15   -0.750      0.00 
CH+CO2<=>HCO+CO                          4.800e+01    3.220  -3226.58 
CH3O+H<=>CH2O+H2                         2.000e+13    0.000      0.00 
CH3O+H<=>S-CH2+H2O                       1.600e+13    0.000      0.00 
CH3O+OH<=>CH2O+H2O                       5.000e+12    0.000      0.00 
CH3O+O<=>OH+CH2O                         1.000e+13    0.000      0.00 
CH3O+O2<=>CH2O+HO2                       4.280e-13    7.600  -3537.28 
CH3O+M<=>CH2O+H+M                        7.780e+13    0.000  13513.38 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/  
C2H6+H<=>C2H5+H2                         5.400e+02    3.500   5210.33 
C2H6+O<=>C2H5+OH                         1.400e+00    4.300   2772.47 
C2H6+OH<=>C2H5+H2O                       2.200e+07    1.900   1123.33 
C2H6+CH3<=>C2H5+CH4                      5.500e-01    4.000   8293.50 
C2H6(+M)<=>C2H5+H(+M)                    8.850e+20   -1.230 102222.75 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/  
     LOW  /  4.900e+42   -6.430 107169.93 / 
     TROE/    0.84      125      2219      6882 / 
C2H6+HO2<=>C2H5+H2O2                     1.320e+13    0.000  20469.89 
C2H5+H<=>C2H4+H2                         3.000e+13    0.000      0.00 
C2H5+O<=>C2H4+OH                         3.060e+13    0.000      0.00 
C2H5+O<=>CH3+CH2O                        4.240e+13    0.000      0.00 
C2H5+O2<=>C2H4+HO2                       7.500e+14   -1.000   4799.95 
C2H5+O2<=>C2H4OOH                        2.000e+12    0.000      0.00 
C2H4OOH<=>C2H4+HO2                       4.000e+34   -7.200  23000.00 
C2H4OOH+O2<=>OC2H3OOH+OH                 7.500e+05    1.300  -5799.95 
OC2H3OOH<=>CH2O+HCO+OH                   1.000e+15    0.000  43000.00 
C2H5(+M)<=>C2H4+H(+M)                    1.110e+10    1.037  36768.64 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/  
     LOW  /  3.990e+33   -4.990  40000.00 / 
     TROE/   0.168  1.2e+03         0        / 
C2H4+H<=>C2H3+H2                         4.490e+07    2.120  13360.42 
C2H4+OH<=>C2H3+H2O                       5.530e+05    2.310   2963.67 
C2H4+O<=>CH3+HCO                         2.250e+06    2.080      0.00 




2 C2H4<=>C2H3+C2H5                       5.010e+14    0.000  64700.05 
C2H4+O2<=>C2H3+HO2                       4.220e+13    0.000  57623.09 
C2H4+HO2<=>C2H4O+OH                      2.230e+12    0.000  17189.29 
C2H4O+HO2<=>CH3+CO+H2O2                  4.000e+12    0.000  17007.65 
C2H4+M<=>C2H3+H+M                        2.600e+17    0.000  96568.12 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/  
C2H4+M<=>C2H2+H2+M                       3.500e+16    0.000  71532.03 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/  
C2H3+H<=>C2H2+H2                         4.000e+13    0.000      0.00 
C2H3(+M)<=>C2H2+H(+M)                    6.380e+09    1.000  37626.67 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/  
     LOW  /  1.510e+14    0.100  32685.95 / 
     TROE/     0.3    1e+30     1e-30        / 
C2H3+O2<=>CH2O+HCO                       1.700e+29   -5.312   6503.11 
C2H3+O2<=>CH2CHO+O                       7.000e+14   -0.611   5262.43 
C2H3+O2<=>C2H2+HO2                       5.190e+15   -1.260   3312.62 
C2H2+O<=>HCCO+H                          4.000e+14    0.000  10659.66 
C2H2+O<=>T-CH2+CO                        1.600e+14    0.000   9894.84 
C2H2+O2<=>CH2O+CO                        4.600e+15   -0.540  44933.08 
C2H2+OH<=>CH2CO+H                        1.900e+07    1.700    999.04 
C2H2+OH<=>C2H+H2O                        3.370e+07    2.000  14000.96 
CH2CO+H<=>CH3+CO                         1.500e+09    1.430   2688.81 
CH2CO+O<=>T-CH2+CO2                      2.000e+13    0.000   2294.46 
CH2CO+O<=>HCCO+OH                        1.000e+13    0.000   2000.48 
CH2CO+CH3<=>C2H5+CO                      9.000e+10    0.000      0.00 
HCCO+H<=>S-CH2+CO                        1.500e+14    0.000      0.00 
HCCO+OH<=>HCO+CO+H                       2.000e+12    0.000      0.00 
HCCO+O<=>2 CO+H                          9.640e+13    0.000      0.00 
HCCO+O2<=>2 CO+OH                        2.880e+07    1.700   1001.43 
HCCO+O2<=>CO2+CO+H                       1.400e+07    1.700   1001.43 
C2H+OH<=>HCCO+H                          2.000e+13    0.000      0.00 
C2H+O<=>CO+CH                            1.020e+13    0.000      0.00 
C2H+O2<=>HCCO+O                          6.020e+11    0.000      0.00 
C2H+O2<=>CH+CO2                          4.500e+15    0.000  25095.60 
C2H+O2<=>HCO+CO                          2.410e+12    0.000      0.00 
CH2OH+H<=>CH2O+H2                        3.000e+13    0.000      0.00 
CH2OH+H<=>CH3+OH                         2.500e+17   -0.930   5126.91 
CH2OH+OH<=>CH2O+H2O                      2.400e+13    0.000      0.00 
CH2OH+O2<=>CH2O+HO2                      5.000e+12    0.000      0.00 
CH2OH+M<=>CH2O+H+M                       5.000e+13    0.000  25119.50 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/  
CH3O+M<=>CH2OH+M                         1.000e+14    0.000  19120.46 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/  
CH2CO+OH<=>CH2OH+CO                      1.020e+13    0.000      0.00 
CH3OH+OH<=>CH2OH+H2O                     1.440e+06    2.000   -838.91 
CH3OH+OH<=>CH3O+H2O                      4.400e+06    2.000   1505.74 
CH3OH+H<=>CH2OH+H2                       1.354e+03    3.200   3490.68 
CH3OH+H<=>CH3O+H2                        6.830e+01    3.400   7239.96 
CH3OH+O<=>CH2OH+OH                       1.000e+13    0.000   4684.51 
CH3OH+HO2<=>CH2OH+H2O2                   8.000e+13    0.000  19383.37 
CH3OH+O2<=>CH2OH+HO2                     2.000e+13    0.000  44933.08 
CH3OH(+M)<=>CH3+OH(+M)                   1.900e+16    0.000  91729.92 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/  
     LOW  /  2.950e+44   -7.350  95460.09 / 
     TROE/   0.414  2.8e+02   5.5e+03        / 
CH2CHO<=>CH2CO+H                         1.047e+37   -7.189  44340.34 




CH2CHO+H<=>CH2CO+H2                      2.000e+13    0.000      0.00 
CH2CHO+O<=>CH2O+HCO                      1.000e+14    0.000      0.00 
CH2CHO+OH<=>CH2CO+H2O                    3.000e+13    0.000      0.00 
CH2CHO+O2<=>CH2O+CO+OH                   3.000e+10    0.000      0.00 
CH2CHO+CH3<=>C2H5+CO+H                   4.900e+14   -0.500      0.00 
CH2CHO+HO2<=>CH2O+HCO+OH                 7.000e+12    0.000      0.00 
CH2CHO+HO2<=>CH3CHO+O2                   3.000e+12    0.000      0.00 
CH2CHO<=>CH3+CO                          1.170e+43   -9.800  43799.95 
CH3CHO<=>CH3+HCO                         7.000e+15    0.000  81700.05 
CH3CO(+M)<=>CH3+CO(+M)                   3.000e+12    0.000  16700.05 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/  
     LOW  /  1.200e+15    0.000  12500.00 / 
CH3CHO+OH<=>CH3CO+H2O                    3.370e+12    0.000   -619.98 
CH3CHO+OH<=>CH2CHO+H2O                   3.370e+11    0.000   -619.98 
CH3CHO+O<=>CH3CO+OH                      1.770e+18   -1.900   2979.92 
CH3CHO+O<=>CH2CHO+OH                     3.720e+13   -0.200   3559.99 
CH3CHO+H<=>CH3CO+H2                      4.660e+13   -0.300   2989.96 
CH3CHO+H<=>CH2CHO+H2                     1.850e+12    0.400   5359.94 
CH3CHO+CH3<=>CH3CO+CH4                   3.900e-07    5.800   2200.05 
CH3CHO+CH3<=>CH2CHO+CH4                  2.450e+01    3.100   5729.92 
CH3CHO+HO2<=>CH3CO+H2O2                  3.600e+19   -2.200  14000.00 
CH3CHO+HO2<=>CH2CHO+H2O2                 2.320e+11    0.400  14900.10 
CH3CHO+O2<=>CH3CO+HO2                    1.000e+14    0.000  42200.05 
C2H5OH(+M)<=>CH3+CH2OH(+M)               5.000e+15    0.000  82000.00 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/  
     LOW  /  3.000e+16    0.000  58000.00 / 
     TROE/     0.5    1e-30     1e+30        / 
C2H5OH(+M)<=>C2H4+H2O(+M)                8.000e+13    0.000  65000.00 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/  
     LOW  /  1.000e+17    0.000  54000.00 / 
     TROE/     0.5    1e-30     1e+30        / 
C2H5OH+OH<=>CH2CH2OH+H2O                 1.810e+11    0.400    717.02 
C2H5OH+OH<=>CH3CHOH+H2O                  3.090e+10    0.500   -380.02 
C2H5OH+OH<=>CH3CH2O+H2O                  1.050e+10    0.800    717.02 
C2H5OH+H<=>CH2CH2OH+H2                   1.900e+07    1.800   5099.90 
C2H5OH+H<=>CH3CHOH+H2                    2.580e+07    1.600   2830.07 
C2H5OH+H<=>CH3CH2O+H2                    1.500e+07    1.600   3039.91 
C2H5OH+O<=>CH2CH2OH+OH                   9.410e+07    1.700   5460.09 
C2H5OH+O<=>CH3CHOH+OH                    1.880e+07    1.900   1820.03 
C2H5OH+O<=>CH3CH2O+OH                    1.580e+07    2.000   4450.05 
C2H5OH+CH3<=>CH2CH2OH+CH4                2.190e+02    3.200   9619.98 
C2H5OH+CH3<=>CH3CHOH+CH4                 7.280e+02    3.000   7950.05 
C2H5OH+CH3<=>CH3CH2O+CH4                 1.450e+02    3.000   7650.10 
C2H5OH+HO2<=>CH3CHOH+H2O2                8.200e+03    2.500  10799.95 
C2H5OH+HO2<=>CH2CH2OH+H2O2               2.430e+04    2.500  15799.95 
C2H5OH+HO2<=>CH3CH2O+H2O2                3.800e+12    0.000  24000.00 
C2H4+OH<=>CH2CH2OH                       2.410e+11    0.000  -2380.02 
C2H5+HO2<=>CH3CH2O+OH                    4.000e+13    0.000      0.00 
CH3CH2O+M<=>CH3CHO+H+M                   5.600e+34   -5.900  25299.95 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/  
CH3CH2O+M<=>CH3+CH2O+M                   5.350e+37   -7.000  23799.95 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/  
CH3CH2O+O2<=>CH3CHO+HO2                  4.000e+10    0.000   1099.90 
CH3CH2O+CO<=>C2H5+CO2                    4.680e+02    3.200   5380.02 
CH3CH2O+H<=>CH3+CH2OH                    3.000e+13    0.000      0.00 
CH3CH2O+H<=>C2H4+H2O                     3.000e+13    0.000      0.00 




CH3CHOH+O2<=>CH3CHO+HO2                  4.820e+13    0.000   5020.08 
CH3CHOH+O<=>CH3CHO+OH                    1.000e+14    0.000      0.00 
CH3CHOH+H<=>C2H4+H2O                     3.000e+13    0.000      0.00 
CH3CHOH+H<=>CH3+CH2OH                    3.000e+13    0.000      0.00 
CH3CHOH+HO2<=>CH3CHO+2 OH                4.000e+13    0.000      0.00 
CH3CHOH+OH<=>CH3CHO+H2O                  5.000e+12    0.000      0.00 
CH3CHOH+M<=>CH3CHO+H+M                   1.000e+14    0.000  25000.00 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/  
C3H4+O<=>C2H4+CO                         2.000e+07    1.800   1000.00 
CH3+C2H2<=>C3H4+H                        2.560e+09    1.100  13643.88 
C3H4+O<=>HCCO+CH3                        7.300e+12    0.000   2250.00 
C3H3+H(+M)<=>C3H4(+M)                    3.000e+13    0.000      0.00 
 
     LOW  /  9.000e+15    1.000      0.00 / 
     TROE/     0.5    1e+30         0        / 
C3H3+HO2<=>C3H4+O2                       2.500e+12    0.000      0.00 
C3H4+OH<=>C3H3+H2O                       5.300e+06    2.000   2000.00 
C3H3+O2<=>CH2CO+HCO                      3.000e+10    0.000   2868.07 
C3H4+H(+M)<=>C3H5(+M)                    4.000e+13    0.000      0.00 
 
     LOW  /  3.000e+24   -2.000      0.00 / 
     TROE/     0.8    1e+30         0        / 
C3H5+H<=>C3H4+H2                         1.800e+13    0.000      0.00 
C3H5+O2<=>C3H4+HO2                       4.990e+15   -1.400  22428.06 
C3H5+CH3<=>C3H4+CH4                      3.000e+12   -0.320   -130.98 
C2H2+CH3(+M)<=>C3H5(+M)                  6.000e+08    0.000      0.00 
 
     LOW  /  2.000e+09    1.000      0.00 / 
     TROE/     0.5    1e+30         0        / 
C3H5+OH<=>C3H4+H2O                       6.000e+12    0.000      0.00 
C3H3+HCO<=>C3H4+CO                       2.500e+13    0.000      0.00 
C3H3+HO2<=>OH+CO+C2H3                    8.000e+11    0.000      0.00 
C3H4+O2<=>CH3+HCO+CO                     4.000e+14    0.000  41826.00 
C3H6+O<=>C2H5+HCO                        3.500e+07    1.650   -972.75 
C3H6+OH<=>C3H5+H2O                       3.100e+06    2.000   -298.28 
C3H6+O<=>CH2CO+CH3+H                     1.200e+08    1.650    327.44 
C3H6+H<=>C3H5+H2                         1.700e+05    2.500   2492.83 
C3H5+H(+M)<=>C3H6(+M)                    2.000e+14    0.000      0.00 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/  
     LOW  /  1.330e+60  -12.000   5967.97 / 
     TROE/    0.02     1097      1097      6860 / 
C3H5+HO2<=>C3H6+O2                       2.660e+12    0.000      0.00 
C3H5+HO2<=>OH+C2H3+CH2O                  3.000e+12    0.000      0.00 
C2H3+CH3(+M)<=>C3H6(+M)                  2.500e+13    0.000      0.00 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/  
     LOW  /  4.270e+58  -11.940   9770.55 / 
     TROE/   0.175     1341     6e+04 1.014e+04 / 
C3H6+H<=>C2H4+CH3                        1.600e+22   -2.390  11185.47 
CH3+C2H3<=>C3H5+H                        1.500e+24   -2.830  18618.55 
C3H8(+M)<=>CH3+C2H5(+M)                  1.100e+17    0.000  84392.93 
 
     LOW  /  7.830e+18    0.000  64978.01 / 
     TROE/    0.76  1.9e+03        38        / 
C3H8+O2<=>I-C3H7+HO2                     4.000e+13    0.000  47500.00 
C3H8+O2<=>N-C3H7+HO2                     4.000e+13    0.000  50932.12 
C3H8+H<=>I-C3H7+H2                       1.300e+06    2.400   4471.08 




C3H8+O<=>I-C3H7+OH                       4.760e+04    2.710   2107.31 
C3H8+O<=>N-C3H7+OH                       1.900e+05    2.680   3718.45 
C3H8+OH<=>N-C3H7+H2O                     1.000e+10    1.000   1599.90 
C3H8+OH<=>I-C3H7+H2O                     2.000e+07   -1.600    -99.90 
C3H8+HO2<=>I-C3H7+H2O2                   9.640e+03    2.600  13917.30 
C3H8+HO2<=>N-C3H7+H2O2                   4.760e+04    2.550  16491.40 
I-C3H7+C3H8<=>N-C3H7+C3H8                8.400e-03    4.200   8675.91 
C3H6+H(+M)<=>I-C3H7(+M)                  1.330e+13    0.000   1560.71 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/  
     LOW  /  8.700e+42   -7.500   4732.31 / 
     TROE/       1     1000     645.4      6844 / 
I-C3H7+O2<=>C3H6+HO2                     1.300e+11    0.000      0.00 
N-C3H7(+M)<=>CH3+C2H4(+M)                1.230e+13   -0.100  30210.33 
 
     LOW  /  5.490e+49  -10.000  35778.92 / 
     TROE/   -1.17      251     1e-15      1185 / 
H+C3H6(+M)<=>N-C3H7(+M)                  1.330e+13    0.000   3260.04 
H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/  
     LOW  /  6.260e+38   -6.660   7000.48 / 
     TROE/       1     1000      1310  4.81e+04 / 
N-C3H7+O2<=>C3H6+HO2                     3.500e+16   -1.600   3500.00 
N-C3H7+O2<=>C3H6OOH                      2.000e+12    0.000      0.00 
C3H6OOH<=>C3H6+HO2                       2.500e+35   -8.300  22000.00 
C3H6OOH+O2<=>OC3H5OOH+OH                 1.500e+08    0.000  -7000.00 
OC3H5OOH<=>CH2CHO+CH2O+OH                1.000e+15    0.000  43000.00 
!****************************************************************************
**** 




O+N2<=>NO+N                              1.470e+13    0.300  75286.81 
N+O2<=>NO+O                              6.400e+09    1.000   6285.85 
N+OH<=>NO+H                              3.800e+13    0.000      0.00 
N2+CH<=>HCN+N                            4.400e+12    0.000  21988.53 
HCN+O<=>NCO+H                            1.400e+06    2.100   6118.55 
NCO+M<=>N+CO+M                           3.100e+16   -0.500  48040.15 
N2/1.50/ O2/1.50/ H2O/18.60/  
 
NCO+H<=>CO+NH                            5.000e+13    0.000      0.00 
NCO+O<=>NO+CO                            4.700e+13    0.000      0.00 
NCO+H2<=>HNCO+H                          7.600e+02    3.000   3991.40 
HCCO+NO<=>HNCO+CO                        2.000e+13    0.000      0.00 
HNCO+M<=>NH+CO+M                         1.100e+16    0.000  86042.07 
N2/1.50/ O2/1.50/ H2O/18.60/  
 
HNCO+H<=>NH2+CO                          2.200e+07    1.700   3800.19 
HNCO+O<=>NCO+OH                          2.200e+06    2.110  11448.37 
HNCO+O<=>NH+CO2                          9.600e+07    1.410   8532.50 
HNCO+OH<=>NCO+H2O                        6.400e+05    2.000   2557.36 
CN+H2<=>HCN+H                            3.600e+08    1.550   3011.47 
CN+H2O<=>HCN+OH                          7.800e+12    0.000   7456.98 
CN+OH<=>NCO+H                            4.200e+13    0.000      0.00 
CN+O2<=>NCO+O                            7.200e+12    0.000   -418.26 
NH+H<=>N+H2                              1.000e+13    0.000      0.00 
NH+O<=>NO+H                              9.200e+13    0.000      0.00 




NH+OH<=>N+H2O                            5.000e+11    0.500   2000.48 
NH+O2<=>HNO+O                            4.600e+05    2.000   6500.96 
NH+NO<=>N2O+H                            3.200e+14   -0.450      0.00 
NH+NO<=>N2+OH                            2.200e+13   -0.230      0.00 
NH2+H<=>NH+H2                            4.000e+13    0.000   3652.01 
NH2+O<=>HNO+H                            9.900e+14   -0.500      0.00 
NH2+OH<=>NH+H2O                          4.000e+06    2.000   1001.43 
NH2+NO<=>N2+H2O                          2.000e+20   -2.600    924.95 
NH2+NO<=>N2H+OH                          9.300e+11    0.000      0.00 
NH3+M<=>NH2+H+M                          2.200e+16    0.000  93451.24 
 
NH3+H<=>NH2+H2                           6.400e+05    2.390  10181.64 
NH3+O<=>NH2+OH                           9.400e+06    1.940   6465.11 
NH3+OH<=>NH2+H2O                         2.040e+06    2.040    566.44 
N2H<=>N2+H                               1.000e+08    0.000      0.00 
N2H+H<=>N2+H2                            1.000e+14    0.000      0.00 
N2H+O<=>N2O+H                            1.000e+14    0.000      0.00 
N2H+OH<=>N2+H2O                          5.000e+13    0.000      0.00 
HNO+M<=>H+NO+M                           1.500e+16    0.000  48757.17 
N2/2.00/ O2/2.00/ H2/2.00/ H2O/10.00/  
 
HNO+H<=>NO+H2                            4.400e+11    0.720    650.10 
HNO+OH<=>NO+H2O                          3.600e+13    0.000      0.00 
NO+CH3=>HCN+H2O                          8.300e+11    0.000  16085.09 
NO+T-CH2<=>HNCO+H                        2.900e+12    0.000   -597.51 
NO+CH<=>HCN+O                            1.100e+14    0.000      0.00 
N2O(+M)<=>N2+O(+M)                       8.000e+11    0.000  62619.50 
     LOW  /  2.000e+14    0.000  56644.36 / 
N2O+H<=>N2+OH                            2.230e+14    0.000  16754.30 
N2O+O<=>2 NO                             2.900e+13    0.000  23159.66 
N2O+OH<=>N2+HO2                          2.000e+12    0.000  10000.00 
NO2+M<=>NO+O+M                           1.000e+16    0.000  65965.58 
 
NO+HO2<=>NO2+OH                          2.100e+12    0.000   -480.40 
NO2+H<=>NO+OH                            3.500e+14    0.000   1500.96 






2. Reduced Kinetic Mechanisms for Propane Oxidation 
The only reduced mechanism considered in this study was the reduced form of the San 
Diego mechanism discussed in Chapter III, Section C-1. This mechanism is simply a form of the 
full San Diego mechanism (listed in the prior section) with unwanted reactions removed. The 
removed reactions were chosen for their low influence on the resulting ignition delay and are 
discussed further in Chapter III, Section C-1. 
mech.dat (Reduced San Diego) 
ELEMENTS 




N2                AR                HE                H                 O2                 
OH                O                 H2                H2O               HO2                
H2O2              CO                CO2               HCO               CH3                
CH4               CH2O              T-CH2             S-CH2             C2H4               
CH3O              C2H5              C2H6              CH                C2H2               
C2H4OOH           OC2H3OOH          C2H3              CH2CHO            C2H4O              
HCCO              CH2CO             C2H               CH2OH             CH3OH              
CH3CHO            CH3CO             C2H5OH            CH2CH2OH          
CH3CHOH            
CH3CH2O           C3H4              C3H3              C3H5              C3H6               
C3H8              I-C3H7            N-C3H7            C3H6OOH           




H+O2<=>OH+O                              3.520e+16   -0.700  17069.79   
!H2+O<=>OH+H                              5.060e+04    2.670   6290.63  
   
H2+OH<=>H2O+H                            1.170e+09    1.300   3635.28  
    
!H2O+O<=>2 OH                             7.000e+05    2.330  14548.28  
   
!2 H+M<=>H2+M                             1.300e+18   -1.000      0.00  
  
! AR/0.50/ HE/0.50/ H2/2.50/ H2O/12.00/ CO/1.90/ CO2/3.80/   
!H+OH+M<=>H2O+M                           4.000e+22   -2.000      0.00  
   
! AR/0.38/ HE/0.38/ H2/2.50/ H2O/12.00/ CO/1.90/ CO2/3.80/    
    
!2 O+M<=>O2+M                             6.170e+15   -0.500      0.00  
  
! AR/0.20/ HE/0.20/ H2/2.50/ H2O/12.00/ CO/1.90/ CO2/3.80/    
    





! AR/0.75/ HE/0.75/ H2/2.50/ H2O/12.00/ CO/1.90/ CO2/3.80/    
    
!O+OH+M<=>HO2+M                           8.000e+15    0.000      0.00  
   
! AR/0.75/ HE/0.75/ H2/2.50/ H2O/12.00/ CO/1.90/ CO2/3.80/    
    
!H+O2(+M)<=>HO2(+M)                       4.650e+12    0.440      0.00  
   
! AR/0.70/ HE/0.70/ H2/2.50/ H2O/16.00/ CO/1.20/ CO2/2.40/ C2H6/1.50/  
    
!      LOW  /  5.750e+19   -1.400      0.00 /     
   
!      TROE/     0.5    1e-30     1e+30        /     
   
HO2+H<=>2 OH                             7.080e+13    0.000    294.93  
    
HO2+H<=>H2+O2                            1.660e+13    0.000    822.90  
    
HO2+H<=>H2O+O                            3.100e+13    0.000   1720.84  
    
HO2+O<=>OH+O2                            2.000e+13    0.000      0.00  
    
!HO2+OH(+M)<=>H2O+O2(+M)                  4.500e+14    0.000  10929.73  
   
!      LOW  /  2.890e+13    0.000   -497.13 /     
   
!      TROE/       1        1     1e+07     1e+07 /    
    
2 OH(+M)<=>H2O2(+M)                      9.550e+13   -0.270      0.00  
    
 AR/0.70/ HE/0.40/ H2/2.50/ H2O/6.00/ CO/1.50/ CO2/2.00/    
    
      LOW  /  2.760e+25   -3.200  0.000 /      
  
      TROE/    0.57    1e+30         0        /     
   
!2 HO2(+M)<=>H2O2+O2(+M)                  1.940e+11    0.000  -1408.94  
   
!      LOW  /  1.030e+14    0.000  11042.07 /     
   
!      TROE/       1        1     1e+07     1e+07 /    
    
H2O2+H<=>HO2+H2                          2.300e+13    0.000   7950.05  
    
H2O2+H<=>H2O+OH                          1.000e+13    0.000   3585.09  
    
!H2O2+OH(+M)<=>H2O+HO2(+M)                7.590e+13    0.000   7272.94  
   
!      LOW  /  1.740e+12    0.000   1434.03 /     
   
!      TROE/       1        1     1e+07     1e+07 /    
    
H2O2+O<=>HO2+OH                          9.630e+06    2.000   3991.40  
       
!CO+O(+M)<=>CO2(+M)                       1.800e+11    0.000   2384.08  




! AR/0.70/ HE/0.70/ H2/2.50/ H2O/12.00/ CO/2.00/ CO2/4.00/    
    
!      LOW  /  1.550e+24   -2.790   4190.97 /     
   
!      TROE/       1        1     1e+07     1e+07 /    
    
CO+OH<=>CO2+H                            4.400e+06    1.500   -740.92  
    
CO+HO2<=>CO2+OH                          2.000e+13    0.000  22944.55  
    
!CO+O2<=>CO2+O                            1.000e+12    0.000  47700.05  
   
HCO+M<=>CO+H+M                           1.860e+17   -1.000  17000.48  
    
 H2/1.90/ H2O/12.00/ CO/2.50/ CO2/2.50/       
  
!HCO+H<=>CO+H2                            5.000e+13    0.000      0.00  
   
!HCO+O<=>CO+OH                            3.000e+13    0.000      0.00  
   
!HCO+O<=>CO2+H                            3.000e+13    0.000      0.00  
   
HCO+OH<=>CO+H2O                          3.000e+13    0.000      0.00  
    
HCO+O2<=>CO+HO2                          7.580e+12    0.000    409.89  
    
HCO+CH3<=>CO+CH4                         5.000e+13    0.000      0.00  
    
!H+HCO(+M)<=>CH2O(+M)                     1.090e+12    0.480   -260.04  
   
! AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/  
    
!      LOW  /  1.350e+24   -2.570    424.95 /     
   
!      TROE/  0.7824      271      2755      6570 /    
    
CH2O+H<=>HCO+H2                          5.740e+07    1.900   2748.57  
    
CH2O+O<=>HCO+OH                          3.500e+13    0.000   3513.38  
    
CH2O+OH<=>HCO+H2O                        3.900e+10    0.890    406.31  
    
CH2O+O2<=>HCO+HO2                        6.000e+13    0.000  40674.00  
    
CH2O+HO2<=>HCO+H2O2                      4.110e+04    2.500  10210.33  
    
CH4+H<=>H2+CH3                           1.300e+04    3.000   8037.76  
    
CH4+OH<=>H2O+CH3                         1.600e+07    1.830   2782.03  
    
!CH4+O<=>CH3+OH                           1.900e+09    1.440   8675.91  
   
CH4+O2<=>CH3+HO2                         3.980e+13    0.000  56890.54  
    
CH4+HO2<=>CH3+H2O2                       9.030e+12    0.000  24641.49  




!CH3+H<=>T-CH2+H2                         1.800e+14    0.000  15105.16  
   
!CH3+H<=>S-CH2+H2                         1.550e+14    0.000  13479.92  
   
!CH3+OH<=>S-CH2+H2O                       4.000e+13    0.000   2502.39  
   
CH3+O<=>CH2O+H                           8.430e+13    0.000      0.00  
    
CH3+T-CH2<=>C2H4+H                       4.220e+13    0.000      0.00  
    
CH3+HO2<=>CH3O+OH                        5.000e+12    0.000      0.00  
    
CH3+O2<=>CH2O+OH                         3.300e+11    0.000   8941.20  
    
CH3+O2<=>CH3O+O                          1.100e+13    0.000  27820.03  
    
!2 CH3<=>C2H4+H2                          1.000e+14    0.000  32002.87  
   
!2 CH3<=>C2H5+H                           3.160e+13    0.000  14698.85  
   
!H+CH3(+M)<=>CH4(+M)                      1.270e+16   -0.630    382.89  
   
! AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/    
    
!      LOW  /  2.470e+33   -4.760   2440.01 /     
   
!      TROE/   0.783       74      2941      6964 /    
    
2 CH3(+M)<=>C2H6(+M)                     1.810e+13    0.000      0.00  
    
 AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/  
    
      LOW  /  1.270e+41   -7.000   2762.91 /     
   
      TROE/    0.62       73   1.2e+03        /     
   
!S-CH2+OH<=>CH2O+H                        3.000e+13    0.000      0.00  
   
!S-CH2+O2<=>CO+OH+H                       3.130e+13    0.000      0.00  
   
!S-CH2+CO2<=>CO+CH2O                      3.000e+12    0.000      0.00  
   
!S-CH2+M<=>T-CH2+M                        6.000e+12    0.000      0.00  
   
! H2/2.40/ H2O/15.40/ CO/1.80/ CO2/3.60/       
  
!T-CH2+H<=>CH+H2                          6.020e+12    0.000  -1787.76  
   
!T-CH2+OH<=>CH2O+H                        2.500e+13    0.000      0.00  
   
!T-CH2+OH<=>CH+H2O                        1.130e+07    2.000   2999.52  
   
!T-CH2+O<=>CO+2 H                         8.000e+13    0.000      0.00  
   
!T-CH2+O<=>CO+H2                          4.000e+13    0.000      0.00  




!T-CH2+O2<=>CO2+H2                        2.630e+12    0.000   1491.40  
   
!T-CH2+O2<=>CO+OH+H                       6.580e+12    0.000   1491.40  
   
!2 T-CH2<=>C2H2+2 H                       1.000e+14    0.000      0.00  
   
!CH+O<=>CO+H                              4.000e+13    0.000      0.00  
   
!CH+O2<=>HCO+O                            1.770e+11    0.760   -478.01  
   
!CH+H2O<=>CH2O+H                          1.170e+15   -0.750      0.00  
   
!CH+CO2<=>HCO+CO                          4.800e+01    3.220  -3226.58  
   
!CH3O+H<=>CH2O+H2                         2.000e+13    0.000      0.00  
   
!CH3O+H<=>S-CH2+H2O                       1.600e+13    0.000      0.00  
   
!CH3O+OH<=>CH2O+H2O                       5.000e+12    0.000      0.00  
   
!CH3O+O<=>OH+CH2O                         1.000e+13    0.000      0.00  
   
CH3O+O2<=>CH2O+HO2                       4.280e-13    7.600  -3537.28  
    
CH3O+M<=>CH2O+H+M                        7.780e+13    0.000  13513.38  
    
 AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/    
    
!C2H6+H<=>C2H5+H2                         5.400e+02    3.500   5210.33  
   
!C2H6+O<=>C2H5+OH                         1.400e+00    4.300   2772.47  
   
!C2H6+OH<=>C2H5+H2O                       2.200e+07    1.900   1123.33  
   
!C2H6+CH3<=>C2H5+CH4                      5.500e-01    4.000   8293.50  
   
!C2H6(+M)<=>C2H5+H(+M)                    8.850e+20   -1.230 102222.75  
   
! AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/  
    
!      LOW  /  4.900e+42   -6.430 107169.93 /     
   
!      TROE/    0.84      125      2219      6882 /    
    
!C2H6+HO2<=>C2H5+H2O2                     1.320e+13    0.000  20469.89  
   
!C2H5+H<=>C2H4+H2                         3.000e+13    0.000      0.00  
   
!C2H5+O<=>C2H4+OH                         3.060e+13    0.000      0.00  
   
!C2H5+O<=>CH3+CH2O                        4.240e+13    0.000      0.00  
   
C2H5+O2<=>C2H4+HO2                       7.500e+14   -1.000   4799.95  
    
!C2H5+O2<=>C2H4OOH                        2.000e+12    0.000      0.00  




C2H4OOH<=>C2H4+HO2                       4.000e+34   -7.200  23000.00  
    
C2H4OOH+O2<=>OC2H3OOH+OH                 7.500e+05    1.300  -5799.95  
    
OC2H3OOH<=>CH2O+HCO+OH                   1.000e+15    0.000  43000.00  
    
C2H5(+M)<=>C2H4+H(+M)                    1.110e+10    1.037  36768.64  
    
 AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/    
    
      LOW  /  3.990e+33   -4.990  40000.00 /     
   
      TROE/   0.168  1.2e+03         0        /     
   
C2H4+H<=>C2H3+H2                         4.490e+07    2.120  13360.42  
    
C2H4+OH<=>C2H3+H2O                       5.530e+05    2.310   2963.67  
    
C2H4+O<=>CH3+HCO                         2.250e+06    2.080      0.00  
    
C2H4+O<=>CH2CHO+H                        1.210e+06    2.080      0.00  
    
2 C2H4<=>C2H3+C2H5                       5.010e+14    0.000  64700.05  
    
C2H4+O2<=>C2H3+HO2                       4.220e+13    0.000  57623.09  
    
C2H4+HO2<=>C2H4O+OH                      2.230e+12    0.000  17189.29  
    
C2H4O+HO2<=>CH3+CO+H2O2                  4.000e+12    0.000  17007.65  
    
!C2H4+M<=>C2H3+H+M                        2.600e+17    0.000  96568.12  
   
! AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/    
    
!C2H4+M<=>C2H2+H2+M                       3.500e+16    0.000  71532.03  
   
! AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/    
    
C2H3+H<=>C2H2+H2                         4.000e+13    0.000      0.00  
    
!C2H3(+M)<=>C2H2+H(+M)                    6.380e+09    1.000  37626.67  
   
! AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/    
    
!      LOW  /  1.510e+14    0.100  32685.95 /     
   
!      TROE/     0.3    1e+30     1e-30        /     
   
C2H3+O2<=>CH2O+HCO                       1.700e+29   -5.312   6503.11  
    
C2H3+O2<=>CH2CHO+O                       7.000e+14   -0.611   5262.43  
    
C2H3+O2<=>C2H2+HO2                       5.190e+15   -1.260   3312.62  
    
C2H2+O<=>HCCO+H                          4.000e+14    0.000  10659.66  




!C2H2+O<=>T-CH2+CO                        1.600e+14    0.000   9894.84  
   
!C2H2+O2<=>CH2O+CO                        4.600e+15   -0.540  44933.08  
   
C2H2+OH<=>CH2CO+H                        1.900e+07    1.700    999.04  
    
!C2H2+OH<=>C2H+H2O                        3.370e+07    2.000  14000.96  
   
CH2CO+H<=>CH3+CO                         1.500e+09    1.430   2688.81  
    
CH2CO+O<=>T-CH2+CO2                      2.000e+13    0.000   2294.46  
    
CH2CO+O<=>HCCO+OH                        1.000e+13    0.000   2000.48  
    
CH2CO+CH3<=>C2H5+CO                      9.000e+10    0.000      0.00  
    
!HCCO+H<=>S-CH2+CO                        1.500e+14    0.000      0.00  
   
!HCCO+OH<=>HCO+CO+H                       2.000e+12    0.000      0.00  
   
!HCCO+O<=>2 CO+H                          9.640e+13    0.000      0.00  
   
!HCCO+O2<=>2 CO+OH                        2.880e+07    1.700   1001.43  
   
!HCCO+O2<=>CO2+CO+H                       1.400e+07    1.700   1001.43  
   
!C2H+OH<=>HCCO+H                          2.000e+13    0.000      0.00  
   
!C2H+O<=>CO+CH                            1.020e+13    0.000      0.00  
   
!C2H+O2<=>HCCO+O                          6.020e+11    0.000      0.00  
   
!C2H+O2<=>CH+CO2                          4.500e+15    0.000  25095.60  
   
!C2H+O2<=>HCO+CO                          2.410e+12    0.000      0.00  
   
!CH2OH+H<=>CH2O+H2                        3.000e+13    0.000      0.00  
   
!CH2OH+H<=>CH3+OH                         2.500e+17   -0.930   5126.91  
   
!CH2OH+OH<=>CH2O+H2O                      2.400e+13    0.000      0.00  
   
!CH2OH+O2<=>CH2O+HO2                      5.000e+12    0.000      0.00  
   
!CH2OH+M<=>CH2O+H+M                       5.000e+13    0.000  25119.50  
   
! AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/    
    
CH3O+M<=>CH2OH+M                         1.000e+14    0.000  19120.46  
    
 AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/    
    
CH2CO+OH<=>CH2OH+CO                      1.020e+13    0.000      0.00  
    
!CH3OH+OH<=>CH2OH+H2O                     1.440e+06    2.000   -838.91  




!CH3OH+OH<=>CH3O+H2O                      4.400e+06    2.000   1505.74  
   
!CH3OH+H<=>CH2OH+H2                       1.354e+03    3.200   3490.68  
   
!CH3OH+H<=>CH3O+H2                        6.830e+01    3.400   7239.96  
   
!CH3OH+O<=>CH2OH+OH                       1.000e+13    0.000   4684.51  
   
!CH3OH+HO2<=>CH2OH+H2O2                   8.000e+13    0.000  19383.37  
   
CH3OH+O2<=>CH2OH+HO2                     2.000e+13    0.000  44933.08  
    
CH3OH(+M)<=>CH3+OH(+M)                   1.900e+16    0.000  91729.92  
    
 AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/    
    
      LOW  /  2.950e+44   -7.350  95460.09 /     
   
      TROE/   0.414  2.8e+02   5.5e+03        /     
   
CH2CHO<=>CH2CO+H                         1.047e+37   -7.189  44340.34  
    
!CH2CHO+H<=>CH3+HCO                       5.000e+13    0.000      0.00  
   
!CH2CHO+H<=>CH2CO+H2                      2.000e+13    0.000      0.00  
   
!CH2CHO+O<=>CH2O+HCO                      1.000e+14    0.000      0.00  
   
CH2CHO+OH<=>CH2CO+H2O                    3.000e+13    0.000      0.00  
    
CH2CHO+O2<=>CH2O+CO+OH                   3.000e+10    0.000      0.00  
    
!CH2CHO+CH3<=>C2H5+CO+H                   4.900e+14   -0.500      0.00  
   
CH2CHO+HO2<=>CH2O+HCO+OH                 7.000e+12    0.000      0.00  
    
CH2CHO+HO2<=>CH3CHO+O2                   3.000e+12    0.000      0.00  
    
CH2CHO<=>CH3+CO                          1.170e+43   -9.800  43799.95  
    
CH3CHO<=>CH3+HCO                         7.000e+15    0.000  81700.05  
    
!CH3CO(+M)<=>CH3+CO(+M)                   3.000e+12    0.000  16700.05  
   
! AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/    
    
!      LOW  /  1.200e+15    0.000  12500.00 /     
   
!      TROE/       1        1     1e+07     1e+07 /    
    
!CH3CHO+OH<=>CH3CO+H2O                    3.370e+12    0.000   -619.98  
   
CH3CHO+OH<=>CH2CHO+H2O                   3.370e+11    0.000   -619.98  
    
!CH3CHO+O<=>CH3CO+OH                      1.770e+18   -1.900   2979.92  




!CH3CHO+O<=>CH2CHO+OH                     3.720e+13   -0.200   3559.99  
   
!CH3CHO+H<=>CH3CO+H2                      4.660e+13   -0.300   2989.96  
   
!CH3CHO+H<=>CH2CHO+H2                     1.850e+12    0.400   5359.94  
   
!CH3CHO+CH3<=>CH3CO+CH4                   3.900e-07    5.800   2200.05  
   
!CH3CHO+CH3<=>CH2CHO+CH4                  2.450e+01    3.100   5729.92  
   
CH3CHO+HO2<=>CH3CO+H2O2                  3.600e+19   -2.200  14000.00  
    
!CH3CHO+HO2<=>CH2CHO+H2O2                 2.320e+11    0.400  14900.10  
   
!CH3CHO+O2<=>CH3CO+HO2                    1.000e+14    0.000  42200.05  
   
!C2H5OH(+M)<=>CH3+CH2OH(+M)               5.000e+15    0.000  82000.00  
   
! AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/    
    
!      LOW  /  3.000e+16    0.000  58000.00 /     
   
!      TROE/     0.5    1e-30     1e+30        /     
   
!C2H5OH(+M)<=>C2H4+H2O(+M)                8.000e+13    0.000  65000.00  
   
! AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/    
    
!      LOW  /  1.000e+17    0.000  54000.00 /     
   
!      TROE/     0.5    1e-30     1e+30        /     
   
!C2H5OH+OH<=>CH2CH2OH+H2O                 1.810e+11    0.400    717.02  
   
!C2H5OH+OH<=>CH3CHOH+H2O                  3.090e+10    0.500   -380.02  
   
!C2H5OH+OH<=>CH3CH2O+H2O                  1.050e+10    0.800    717.02  
   
!C2H5OH+H<=>CH2CH2OH+H2                   1.900e+07    1.800   5099.90  
   
!C2H5OH+H<=>CH3CHOH+H2                    2.580e+07    1.600   2830.07  
   
!C2H5OH+H<=>CH3CH2O+H2                    1.500e+07    1.600   3039.91  
   
!C2H5OH+O<=>CH2CH2OH+OH                   9.410e+07    1.700   5460.09  
   
!C2H5OH+O<=>CH3CHOH+OH                    1.880e+07    1.900   1820.03  
   
!C2H5OH+O<=>CH3CH2O+OH                    1.580e+07    2.000   4450.05  
   
!C2H5OH+CH3<=>CH2CH2OH+CH4                2.190e+02    3.200   9619.98  
   
!C2H5OH+CH3<=>CH3CHOH+CH4                 7.280e+02    3.000   7950.05  
   
!C2H5OH+CH3<=>CH3CH2O+CH4                 1.450e+02    3.000   7650.10  




!C2H5OH+HO2<=>CH3CHOH+H2O2                8.200e+03    2.500  10799.95  
   
!C2H5OH+HO2<=>CH2CH2OH+H2O2               2.430e+04    2.500  15799.95  
   
C2H5OH+HO2<=>CH3CH2O+H2O2                3.800e+12    0.000  24000.00  
    
!C2H4+OH<=>CH2CH2OH                       2.410e+11    0.000  -2380.02  
   
C2H5+HO2<=>CH3CH2O+OH                    4.000e+13    0.000      0.00  
    
!CH3CH2O+M<=>CH3CHO+H+M                   5.600e+34   -5.900  25299.95  
   
! AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/    
    
!CH3CH2O+M<=>CH3+CH2O+M                   5.350e+37   -7.000  23799.95  
   
! AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/    
    
CH3CH2O+O2<=>CH3CHO+HO2                  4.000e+10    0.000   1099.90  
    
!CH3CH2O+CO<=>C2H5+CO2                    4.680e+02    3.200   5380.02  
   
!CH3CH2O+H<=>CH3+CH2OH                    3.000e+13    0.000      0.00  
   
!CH3CH2O+H<=>C2H4+H2O                     3.000e+13    0.000      0.00  
   
!CH3CH2O+OH<=>CH3CHO+H2O                  1.000e+13    0.000      0.00  
   
!CH3CHOH+O2<=>CH3CHO+HO2                  4.820e+13    0.000   5020.08  
   
!CH3CHOH+O<=>CH3CHO+OH                    1.000e+14    0.000      0.00  
   
!CH3CHOH+H<=>C2H4+H2O                     3.000e+13    0.000      0.00  
   
!CH3CHOH+H<=>CH3+CH2OH                    3.000e+13    0.000      0.00  
   
!CH3CHOH+HO2<=>CH3CHO+2 OH                4.000e+13    0.000      0.00  
   
!CH3CHOH+OH<=>CH3CHO+H2O                  5.000e+12    0.000      0.00  
   
!CH3CHOH+M<=>CH3CHO+H+M                   1.000e+14    0.000  25000.00  
   
! AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/    
    
!C3H4+O<=>C2H4+CO                         2.000e+07    1.800   1000.00  
   
!CH3+C2H2<=>C3H4+H                        2.560e+09    1.100  13643.88  
   
!C3H4+O<=>HCCO+CH3                        7.300e+12    0.000   2250.00  
   
!C3H3+H(+M)<=>C3H4(+M)                    3.000e+13    0.000      0.00  
   
!      LOW  /  9.000e+15    1.000      0.00 /     
   
!      TROE/     0.5    1e+30         0        /     




!C3H3+HO2<=>C3H4+O2                       2.500e+12    0.000      0.00  
   
!C3H4+OH<=>C3H3+H2O                       5.300e+06    2.000   2000.00  
   
!C3H3+O2<=>CH2CO+HCO                      3.000e+10    0.000   2868.07  
   
!C3H4+H(+M)<=>C3H5(+M)                    4.000e+13    0.000      0.00  
   
!      LOW  /  3.000e+24   -2.000      0.00 /     
   
!      TROE/     0.8    1e+30         0        /     
   
C3H5+H<=>C3H4+H2                         1.800e+13    0.000      0.00  
    
C3H5+O2<=>C3H4+HO2                       4.990e+15   -1.400  22428.06  
    
C3H5+CH3<=>C3H4+CH4                      3.000e+12   -0.320   -130.98  
    
!C2H2+CH3(+M)<=>C3H5(+M)                  6.000e+08    0.000      0.00  
   
!      LOW  /  2.000e+09    1.000      0.00 /     
   
!      TROE/     0.5    1e+30         0        /     
   
C3H5+OH<=>C3H4+H2O                       6.000e+12    0.000      0.00  
    
!C3H3+HCO<=>C3H4+CO                       2.500e+13    0.000      0.00  
   
!C3H3+HO2<=>OH+CO+C2H3                    8.000e+11    0.000      0.00  
   
!C3H4+O2<=>CH3+HCO+CO                     4.000e+14    0.000  41826.00  
   
C3H6+O<=>C2H5+HCO                        3.500e+07    1.650   -972.75  
    
C3H6+OH<=>C3H5+H2O                       3.100e+06    2.000   -298.28  
    
C3H6+O<=>CH2CO+CH3+H                     1.200e+08    1.650    327.44  
    
C3H6+H<=>C3H5+H2                         1.700e+05    2.500   2492.83  
    
C3H5+H(+M)<=>C3H6(+M)                    2.000e+14    0.000      0.00  
    
 AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/  
    
      LOW  /  1.330e+60  -12.000   5967.97 /     
   
      TROE/    0.02     1097      1097      6860 /    
    
C3H5+HO2<=>C3H6+O2                       2.660e+12    0.000      0.00  
    
C3H5+HO2<=>OH+C2H3+CH2O                  3.000e+12    0.000      0.00  
    
C2H3+CH3(+M)<=>C3H6(+M)                  2.500e+13    0.000      0.00  
    
 AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/  




      LOW  /  4.270e+58  -11.940   9770.55 /     
   
      TROE/   0.175     1341     6e+04 1.014e+04 /    
    
C3H6+H<=>C2H4+CH3                        1.600e+22   -2.390  11185.47  
    
!CH3+C2H3<=>C3H5+H                        1.500e+24   -2.830  18618.55  
   
C3H8(+M)<=>CH3+C2H5(+M)                  1.100e+17    0.000  84392.93  
    
      LOW  /  7.830e+18    0.000  64978.01 /     
   
      TROE/    0.76  1.9e+03        38        /     
   
C3H8+O2<=>I-C3H7+HO2                     4.000e+13    0.000  47500.00  
    
C3H8+O2<=>N-C3H7+HO2                     4.000e+13    0.000  50932.12  
    
C3H8+H<=>I-C3H7+H2                       1.300e+06    2.400   4471.08  
    
C3H8+H<=>N-C3H7+H2                       1.330e+06    2.540   6761.47  
    
C3H8+O<=>I-C3H7+OH                       4.760e+04    2.710   2107.31  
    
C3H8+O<=>N-C3H7+OH                       1.900e+05    2.680   3718.45  
    
C3H8+OH<=>N-C3H7+H2O                     1.000e+10    1.000   1599.90  
    
!C3H8+OH<=>I-C3H7+H2O                     2.000e+07   -1.600    -99.90  
C3H8+HO2<=>I-C3H7+H2O2                   9.640e+03    2.600  13917.30  
    
C3H8+HO2<=>N-C3H7+H2O2                   4.760e+04    2.550  16491.40  
    
I-C3H7+C3H8<=>N-C3H7+C3H8                8.400e-03    4.200   8675.91  
    
C3H6+H(+M)<=>I-C3H7(+M)                  1.330e+13    0.000   1560.71  
    
 AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/  
    
      LOW  /  8.700e+42   -7.500   4732.31 /     
   
      TROE/       1     1000     645.4      6844 /    
    
I-C3H7+O2<=>C3H6+HO2                     1.300e+11    0.000      0.00  
    
N-C3H7(+M)<=>CH3+C2H4(+M)                1.230e+13   -0.100  30210.33  
    
      LOW  /  5.490e+49  -10.000  35778.92 /     
   
      TROE/   -1.17      251     1e-15      1185 /    
    
H+C3H6(+M)<=>N-C3H7(+M)                  1.330e+13    0.000   3260.04  
    
 AR/0.70/ H2/2.00/ H2O/6.00/ CO/1.50/ CO2/2.00/ CH4/2.00/ C2H6/3.00/  
    
      LOW  /  6.260e+38   -6.660   7000.48 /     




      TROE/       1     1000      1310  4.81e+04 /    
    
N-C3H7+O2<=>C3H6+HO2                     3.500e+16   -1.600   3500.00  
    
N-C3H7+O2<=>C3H6OOH                      2.000e+12    0.000      0.00  
    
C3H6OOH<=>C3H6+HO2                       2.500e+35   -8.300  22000.00  
    
C3H6OOH+O2<=>OC3H5OOH+OH                 1.500e+08    0.000  -7000.00  
    
OC3H5OOH<=>CH2CHO+CH2O+OH                1.000e+15    0.000  43000.00  
    




3. Global Westbrook and Dryer One-Step Mechanism Code for Propane Oxidation 
The following C code was edited from an example “user-defined function” (UDF) provided 
by Convergent Science, Inc. (CSI) in the interest of integrating the calibrated global Westbrook 
and Dryer one-step mechanism. Typically, this UDF is accounted for by recompiling the solver 
with this updated version of user_reaction_rate.c replacing the stock example included in the 
public version of the solver. Recompiling the solver involves using a “make” function available 
from CSI in the UDF example library. Running the make function typically would output a new 
recompiled file the solver can use, libconverge_udf.so as long as no errors are encountered. 
Unfortunately, this final step was not accomplished in time for publication due to errors in the 
make function’s process. The error output is shown below. Following publication, work will 
continue debugging this issue and proceeding with the global mechanism to reduce runtime and 
potentially increase mesh fineness. In the interest of presenting results in time, CFD simulations 
were run using the reduced San Diego mechanism. Future work will then involve comparing the 
results of the reduced mechanism with the global mechanism when it can be properly integrated 





















/* user_reaction_rate(int jj,double *sage_x,struct mechanism_definition 
*mechanism,double totconc,double avgMW, double q_tot)                */ 
/* calculates the reaction rate of user defined reactions                                                                                    
*/ 




//Westbrook and Dryer 1981 One-Step Global Reaction Mechanism for Propane 
Oxidation 
void user_reaction_rate(int jj,double *sage_x,struct mechanism_definition 
*mech,int user_index, double totconc, double *q_tot) 
{ 
   double temp; 
   double pres; 
   double R_gc; 
   double A_WD81; 
   double E_WD81;  
 
   temp = mech->temp; 
   pres = mech->pres; 
   R_gc = 8.31430;    //Universal Gas Constant 
   A_WD81 = 8.6e11;    //Preexponential Constant 
   E_WD81 = 30000.0;   //Activation Energy 
   CE_C3H8 = 0.10;    //Propane Concentration Exponent 
   CE_O2 = 1.65;    //Oxygen Concentration Exponent 
    
   if(user_index==1)   //User Reaction Number from Mech.dat 
   { 
      //Get Curve-Fit Concentrations of Propane and Oxygen using Constant 
Concentration Exponents 
   //Note: sage_x[isp] is the concentration of species denoted by isp 
counter as listed in mech_check.out 
   CFC_C3H8 = pow(sage_x[1],CE_C3H8);      
 //Curve-Fit Concentration of Propane, [C3H8]^CE_C3H8 
   CFC_O2 = pow(sage_x[2],CE_O2);       
 //Curve-Fit Concentration of Oxygen, [O2]^CE_O2 
    
   //Calculate Reaction Rate, q_tot 
   //Note: In C, the * notation indicates a pointer to reduce 
computation time 
   *q_tot *= A_WD81*exp(-E_WD81/(R_gc*temp))*CFC_C3H8*CFC_O2;
 //Global One-Step Reaction Mechanism Reaction Rate 
   } 





B. Complete CFD Model Input Parameters 
The following section lists the complete input files used to run the CONVERGE solver for 
all three simulations discussed in the dissertation. They are separated below into sections for each 
simulation with each individual file starting with the filename in bold centered on the first line of 
the file text. If the text of these input files is copied to recreate the simulations, this filename line 
should be deleted. Lastly, all simulations use the same gas.dat and therm.dat files. These are lookup 
tables necessary for the simulation to run and are listed at the end of the mixing flow simulation 
input files. Due to their length, they are not repeated in the other sections. Nevertheless, they are 
still necessary to repeat a run of the spherical chamber or the BGX prototype engine. 
1. Nonreactive Mixing Flow Simulations 
The following files were used to run the Engine Stand Mixing Box simulations. A total of 
four simulations were run: ESMB1 – 0% Load LES, ESMB2 – 0% Load RANS, ESMB3 – 100% 
Load LES, and ESMB4 – 100% Load RANS. The differences between these cases are primarily 
in the boundary conditions (defined in the boundary.in file) and turbulence models (defined in the 
turbulence.in file) used. All other settings (fixed embedding, adaptive meshing, etc…) were held 
constant between simulations. The input files which changed from one simulation to the next are 
listed first for each simulation with the remaining common files listed thereafter. Two files were 
omitted due to their length and commonality between all simulations in this dissertation - therm.dat 









12   # Number of boundaries defined 
#----------------------------------------------- 
1            BoxWalls 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
2            AirInWalls 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
3            EgrInWalls 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
4            GasInWalls 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
5            MixOutWalls 




roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
6            AirIn 
INFLOW 
velocity     ma        0.0051 
pressure     ne        0.0 
temperature  di        298.3 
species      di        3 
H2O               0.0119 
O2                0.2302 
N2                0.7579 
passive      di        0 
tke          in        0.02 
eps          le        0.003 
region       0 
#----------------------------------------------- 
7            EgrIn 
INFLOW 
velocity     ma        0.00177 
pressure     ne        0.0 
temperature  di        301.6 
species      di        5 
O2                0.1645 
N2                0.7324 
CO                0.0016 
CO2               0.0515 
H2O               0.05 
passive      di        0 
tke          in        0.02 
eps          le        0.003 
region       0 
#----------------------------------------------- 
8            GasIn 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
9            MixOut 
OUTFLOW 
velocity     ne        0.0 0.0 0.0 
pressure     di        89970.0 0.0 




species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
temperature  backflow  di 307.1 
species      backflow  di 3 
H2O               0.0119 
O2                0.2302 
N2                0.7579 
passive      backflow  di 0 
tke          backflow  in 0.02 
eps          backflow  le 0.003 
region       0 
#----------------------------------------------- 
10           BoschProbe 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
11           Thermcpl 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
12           PressProbe 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 










11                      turbmodel                    Turbulence model flag 
(RANS):1=k-eps, 2=rng k-eps, 3 rapid distortion rng k-eps. 
0.09                    cmu                          Turbulent viscosity 
coefficient. Typically 0.09 for k-eps and 0.0845 for rng k-eps. 
1.0                     rpr_tke                      Reciprocal TKE Prandtl 
number. Typically 1.0 for k-eps, 1.39 for rng k-eps.  
1.44                    ceps1                        Turbulent dissipation (eps) 
constant. Typically 1.44 for k-eps, 1.42 for rng k-eps.. 
1.92                    ceps2                        Turbulent dissipation (eps) 
constant. Typically 1.92 for k-eps, 1.68 for rng k-eps. 
-1.0                    ceps3                        Turbulent dissipation (eps) 
constant. Typically -1.0. 
0.77                    rpr_eps                      Reciprocal turbulent 
dissipation (eps) Prandtl number. Typically 0.7692 for k-eps, 1.39 rng k-eps 
0.012                   beta                         RNG k-epsilon constant. 
Typically 0.012. 
4.38                    eta0                         RNG k-epsilon constant. 
Typically 4.38.  
0.0                     c_s                          Turbulent spray source 
constant. Typically 0 to 1.5. 
0.03                    c_ps                         Drop turbulent dispersion 
constant. Typically 0 to 0.16. 
2.0                     c_tke_les                    LES sub-grid estimate 
constant. Typically 2.0. 
0.05                    c_tke_visc_les               LES Viscosity coefficient. 
1.0                     c_eps_les                    Turbulent LES dissipation 
constant. Typically 1.0. 
1                       wall_model                   LES wall model: 0=standard 
law of the wall, 1=Werner and Wengle (recommended). 
114.0                   re_crit                      Law of the wall critical 
Reynolds number 
0.15                    clw                          Law of the wall constant 
0.42                    law_kappa                    Von Karmen's constant. 
5.5                     law_b                        Law of wall parameter 
10                      heatmodel                    Wall heat transfer model: 










12   # Number of boundaries defined 
#----------------------------------------------- 
1            BoxWalls 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
2            AirInWalls 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
3            EgrInWalls 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
4            GasInWalls 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
5            MixOutWalls 




roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
6            AirIn 
INFLOW 
velocity     ma        0.0051 
pressure     ne        0.0 
temperature  di        298.3 
species      di        3 
H2O               0.0119 
O2                0.2302 
N2                0.7579 
passive      di        0 
tke          in        0.02 
eps          le        0.003 
region       0 
#----------------------------------------------- 
7            EgrIn 
INFLOW 
velocity     ma        0.00177 
pressure     ne        0.0 
temperature  di        301.6 
species      di        5 
O2                0.1645 
N2                0.7324 
CO                0.0016 
CO2               0.0515 
H2O               0.05 
passive      di        0 
tke          in        0.02 
eps          le        0.003 
region       0 
#----------------------------------------------- 
8            GasIn 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
9            MixOut 
OUTFLOW 
velocity     ne        0.0 0.0 0.0 
pressure     di        89970.0 0.0 




species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
temperature  backflow  di 307.1 
species      backflow  di 3 
H2O               0.0119 
O2                0.2302 
N2                0.7579 
passive      backflow  di 0 
tke          backflow  in 0.02 
eps          backflow  le 0.003 
region       0 
#----------------------------------------------- 
10           BoschProbe 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
11           Thermcpl 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
12           PressProbe 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 










2                       turbmodel                    Turbulence model flag 
(RANS):1=k-eps, 2=rng k-eps, 3 rapid distortion rng k-eps. 
0.09                    cmu                          Turbulent viscosity 
coefficient. Typically 0.09 for k-eps and 0.0845 for rng k-eps. 
1.0                     rpr_tke                      Reciprocal TKE Prandtl 
number. Typically 1.0 for k-eps, 1.39 for rng k-eps.  
1.44                    ceps1                        Turbulent dissipation (eps) 
constant. Typically 1.44 for k-eps, 1.42 for rng k-eps.. 
1.92                    ceps2                        Turbulent dissipation (eps) 
constant. Typically 1.92 for k-eps, 1.68 for rng k-eps. 
-1.0                    ceps3                        Turbulent dissipation (eps) 
constant. Typically -1.0. 
0.77                    rpr_eps                      Reciprocal turbulent 
dissipation (eps) Prandtl number. Typically 0.7692 for k-eps, 1.39 rng k-eps 
0.012                   beta                         RNG k-epsilon constant. 
Typically 0.012. 
4.38                    eta0                         RNG k-epsilon constant. 
Typically 4.38.  
0.0                     c_s                          Turbulent spray source 
constant. Typically 0 to 1.5. 
0.03                    c_ps                         Drop turbulent dispersion 
constant. Typically 0 to 0.16. 
2.0                     c_tke_les                    LES sub-grid estimate 
constant. Typically 2.0. 
0.05                    c_tke_visc_les               LES Viscosity coefficient. 
1.0                     c_eps_les                    Turbulent LES dissipation 
constant. Typically 1.0. 
1                       wall_model                   LES wall model: 0=standard 
law of the wall, 1=Werner and Wengle (recommended). 
114.0                   re_crit                      Law of the wall critical 
Reynolds number 
0.15                    clw                          Law of the wall constant 
0.42                    law_kappa                    Von Karmen's constant. 
5.5                     law_b                        Law of wall parameter 
10                      heatmodel                    Wall heat transfer model: 










12   # Number of boundaries defined 
#----------------------------------------------- 
1            BoxWalls 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
2            AirInWalls 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
3            EgrInWalls 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
4            GasInWalls 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
5            MixOutWalls 




roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
6            AirIn 
INFLOW 
velocity     ma        0.0052 
pressure     ne        0.0 
temperature  di        300.4 
species      di        3 
H2O               0.0128 
O2                0.23 
N2                0.7572 
passive      di        0 
tke          in        0.02 
eps          le        0.003 
region       0 
#----------------------------------------------- 
7            EgrIn 
INFLOW 
velocity     ma        0.0018 
pressure     ne        0.0 
temperature  di        305.6 
species      di        5 
O2                0.1204 
N2                0.7337 
CO                0.0012 
CO2               0.0948 
H2O               0.0499 
passive      di        0 
tke          in        0.02 
eps          le        0.003 
region       0 
#----------------------------------------------- 
8            GasIn 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
9            MixOut 
OUTFLOW 
velocity     ne        0.0 0.0 0.0 
pressure     di        89750.0 0.0 




species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
temperature  backflow  di 310.4 
species      backflow  di 3 
H2O               0.0023 
O2                0.2095 
N2                0.7882 
passive      backflow  di 0 
tke          backflow  in 0.02 
eps          backflow  le 0.003 
region       0 
#----------------------------------------------- 
10           BoschProbe 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
11           Thermcpl 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
12           PressProbe 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 










11                      turbmodel                    Turbulence model flag 
(RANS):1=k-eps, 2=rng k-eps, 3 rapid distortion rng k-eps. 
0.09                    cmu                          Turbulent viscosity 
coefficient. Typically 0.09 for k-eps and 0.0845 for rng k-eps. 
1.0                     rpr_tke                      Reciprocal TKE Prandtl 
number. Typically 1.0 for k-eps, 1.39 for rng k-eps.  
1.44                    ceps1                        Turbulent dissipation (eps) 
constant. Typically 1.44 for k-eps, 1.42 for rng k-eps.. 
1.92                    ceps2                        Turbulent dissipation (eps) 
constant. Typically 1.92 for k-eps, 1.68 for rng k-eps. 
-1.0                    ceps3                        Turbulent dissipation (eps) 
constant. Typically -1.0. 
0.77                    rpr_eps                      Reciprocal turbulent 
dissipation (eps) Prandtl number. Typically 0.7692 for k-eps, 1.39 rng k-eps 
0.012                   beta                         RNG k-epsilon constant. 
Typically 0.012. 
4.38                    eta0                         RNG k-epsilon constant. 
Typically 4.38.  
0.0                     c_s                          Turbulent spray source 
constant. Typically 0 to 1.5. 
0.03                    c_ps                         Drop turbulent dispersion 
constant. Typically 0 to 0.16. 
2.0                     c_tke_les                    LES sub-grid estimate 
constant. Typically 2.0. 
0.05                    c_tke_visc_les               LES Viscosity coefficient. 
1.0                     c_eps_les                    Turbulent LES dissipation 
constant. Typically 1.0. 
1                       wall_model                   LES wall model: 0=standard 
law of the wall, 1=Werner and Wengle (recommended). 
114.0                   re_crit                      Law of the wall critical 
Reynolds number 
0.15                    clw                          Law of the wall constant 
0.42                    law_kappa                    Von Karmen's constant. 
5.5                     law_b                        Law of wall parameter 
10                      heatmodel                    Wall heat transfer model: 










12   # Number of boundaries defined 
#----------------------------------------------- 
1            BoxWalls 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
2            AirInWalls 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
3            EgrInWalls 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
4            GasInWalls 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
5            MixOutWalls 




roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
6            AirIn 
INFLOW 
velocity     ma        0.0052 
pressure     ne        0.0 
temperature  di        300.4 
species      di        3 
H2O               0.0128 
O2                0.23 
N2                0.7572 
passive      di        0 
tke          in        0.02 
eps          le        0.003 
region       0 
#----------------------------------------------- 
7            EgrIn 
INFLOW 
velocity     ma        0.0018 
pressure     ne        0.0 
temperature  di        305.6 
species      di        5 
O2                0.1204 
N2                0.7337 
CO                0.0012 
CO2               0.0948 
H2O               0.0499 
passive      di        0 
tke          in        0.02 
eps          le        0.003 
region       0 
#----------------------------------------------- 
8            GasIn 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
9            MixOut 
OUTFLOW 
velocity     ne        0.0 0.0 0.0 
pressure     di        89750.0 0.0 




species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
temperature  backflow  di 310.4 
species      backflow  di 3 
H2O               0.0023 
O2                0.2095 
N2                0.7882 
passive      backflow  di 0 
tke          backflow  in 0.02 
eps          backflow  le 0.003 
region       0 
#----------------------------------------------- 
10           BoschProbe 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
11           Thermcpl 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 
region       0 
#----------------------------------------------- 
12           PressProbe 
WALL         ST            
roughness    0.0       0.5 
velocity     la        0.0 0.0 0.0 
pressure     ne        0.0 
temperature  la        300.0 
species      ne        0.0 
passive      ne        0.0 
tke          ne        0.0 
eps          ne        0.0 










2                       turbmodel                    Turbulence model flag 
(RANS):1=k-eps, 2=rng k-eps, 3 rapid distortion rng k-eps. 
0.09                    cmu                          Turbulent viscosity 
coefficient. Typically 0.09 for k-eps and 0.0845 for rng k-eps. 
1.0                     rpr_tke                      Reciprocal TKE Prandtl 
number. Typically 1.0 for k-eps, 1.39 for rng k-eps.  
1.44                    ceps1                        Turbulent dissipation (eps) 
constant. Typically 1.44 for k-eps, 1.42 for rng k-eps.. 
1.92                    ceps2                        Turbulent dissipation (eps) 
constant. Typically 1.92 for k-eps, 1.68 for rng k-eps. 
-1.0                    ceps3                        Turbulent dissipation (eps) 
constant. Typically -1.0. 
0.77                    rpr_eps                      Reciprocal turbulent 
dissipation (eps) Prandtl number. Typically 0.7692 for k-eps, 1.39 rng k-eps 
0.012                   beta                         RNG k-epsilon constant. 
Typically 0.012. 
4.38                    eta0                         RNG k-epsilon constant. 
Typically 4.38.  
0.0                     c_s                          Turbulent spray source 
constant. Typically 0 to 1.5. 
0.03                    c_ps                         Drop turbulent dispersion 
constant. Typically 0 to 0.16. 
2.0                     c_tke_les                    LES sub-grid estimate 
constant. Typically 2.0. 
0.05                    c_tke_visc_les               LES Viscosity coefficient. 
1.0                     c_eps_les                    Turbulent LES dissipation 
constant. Typically 1.0. 
1                       wall_model                   LES wall model: 0=standard 
law of the wall, 1=Werner and Wengle (recommended). 
114.0                   re_crit                      Law of the wall critical 
Reynolds number 
0.15                    clw                          Law of the wall constant 
0.42                    law_kappa                    Von Karmen's constant. 
5.5                     law_b                        Law of wall parameter 
10                      heatmodel                    Wall heat transfer model: 






The remaining files listed in this section are common to each of the four simulations. If 






100                     amr_cycle_steady             Number of cycles between 
AMR calculations. 
200000                  amr_max_cells                Maximum number of cells in 
the entire domain 
1                       amr_min_cells                Minimum number of cells in 
the entire domain 
#============================================= 
#  Amr Group 1 
#--------------------------------------------- 
1                       amr_num_regions              Number of AMR regions 
0                       amr_active_region            Active AMR region 
##### Velocity ##### 
1                       amr_vel_flag                 Enable AMR based on velocity 
conditions. 
4                       amr_embed_vel_scale          Maximum embedding level 
for velocity. 
0.1                     amr_vel_sgs_embed            Sub-grid velocity above 
which a cell will be embedded. 
PERMANENT                                            Temporal type and cyclic 
period 
-999999.0               amr_vel_start_time           Time to start the AMR 
-999999.0               amr_vel_end_time             Time to end the AMR 
50                      amr_parcel_embed             Maximum number of parcels 
in a cell before CONVERGE embeds a cell using AMR. 
##### Temperature ##### 
0                       amr_temp_flag                Enable AMR based on 
temperature conditions. 
3                       amr_embed_temp_scale         Maximum embedding level 
for temperature. 
2.5                     amr_temp_sgs_embed           Sub-grid temperature above 
which a cell will be embedded. 
PERMANENT                                            Temporal type and cyclic 
period 
-999999.0               amr_temp_start_time          Time to start the AMR 
-999999.0               amr_temp_end_time            Time to end the AMR 
#############  Species data ############# 
0                       amr_species_flag             Enable AMR based on species 
conditions. 
3                       amr_embed_species_scale      Maximum embedding level 
for species. 
1                       amr_num_species              Number of species to 
trigger AMR 
NOT_USED                species_name                 Species name 
PERMANENT                                            Temporal type and cyclic 
period 
1.0e-6                  amr_species_sgs_embed        Minimum mass fraction of 
the species that will trigger AMR 
0.0                     amr_species_start_time       Time to start the AMR 




#############  Passive data ############# 
0                       amr_passive_flag             Enable AMR based on passives 
conditions. 
3                       amr_embed_passive_scale      Maximum embedding level 
for passives. 
1                       amr_num_passive              Number of passives to 
trigger AMR 
NOT_USED                passive_name                 Passive name 
PERMANENT                                            Temporal type and cyclic 
period 
1.0e-6                  amr_passive_sgs_embed        Minimum mass fraction of 
the passive that will trigger AMR 
0.0                     amr_passive_start_time       Time to start the AMR 
10.0                    amr_passive_end_time         Time to end the AMR 
#============================================= 
#  Boundary data  
#--------------------------------------------- 
0                       amr_num_bounds               Number of boundary on which 











#  BoxWalls@ 
#--------------------------------------------- 
BOUND                   embedded_type 
1                       boundary_id                  Boundary identifier (from 
boundary.in) that defines the boundary on which embedding is to be added. 
1                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
2                       num_embed                    Number of layers of 
embedding (at the specified embed_scale) to be added to the boundary. 
PERMANENT                                            Temporal type and cyclic 
period 
-999999.0               start_time                   Time when embedding starts. 
Not used when temporal_type is PERMANENT 
-999999.0               end_time                     Time when embedding ends. 
Not used when temporal_type is PERMANENT 
#============================================= 
#  AirInWalls@ 
#--------------------------------------------- 
BOUND                   embedded_type 
2                       boundary_id                  Boundary identifier (from 
boundary.in) that defines the boundary on which embedding is to be added. 
2                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
3                       num_embed                    Number of layers of 
embedding (at the specified embed_scale) to be added to the boundary. 
PERMANENT                                            Temporal type and cyclic 
period 
-999999.0               start_time                   Time when embedding starts. 
Not used when temporal_type is PERMANENT 
-999999.0               end_time                     Time when embedding ends. 
Not used when temporal_type is PERMANENT 
#============================================= 
#  EgrInWalls@ 
#--------------------------------------------- 
BOUND                   embedded_type 
3                       boundary_id                  Boundary identifier (from 
boundary.in) that defines the boundary on which embedding is to be added. 
2                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
3                       num_embed                    Number of layers of 
embedding (at the specified embed_scale) to be added to the boundary. 
PERMANENT                                            Temporal type and cyclic 
period 
-999999.0               start_time                   Time when embedding starts. 
Not used when temporal_type is PERMANENT 
-999999.0               end_time                     Time when embedding ends. 
Not used when temporal_type is PERMANENT 
#============================================= 
#  GasInWalls@ 
#--------------------------------------------- 




4                       boundary_id                  Boundary identifier (from 
boundary.in) that defines the boundary on which embedding is to be added. 
2                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
3                       num_embed                    Number of layers of 
embedding (at the specified embed_scale) to be added to the boundary. 
PERMANENT                                            Temporal type and cyclic 
period 
-999999.0               start_time                   Time when embedding starts. 
Not used when temporal_type is PERMANENT 
-999999.0               end_time                     Time when embedding ends. 
Not used when temporal_type is PERMANENT 
#============================================= 
#  MixOutWalls@ 
#--------------------------------------------- 
BOUND                   embedded_type 
5                       boundary_id                  Boundary identifier (from 
boundary.in) that defines the boundary on which embedding is to be added. 
2                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
3                       num_embed                    Number of layers of 
embedding (at the specified embed_scale) to be added to the boundary. 
PERMANENT                                            Temporal type and cyclic 
period 
-999999.0               start_time                   Time when embedding starts. 
Not used when temporal_type is PERMANENT 
-999999.0               end_time                     Time when embedding ends. 
Not used when temporal_type is PERMANENT 
#============================================= 
#  Thermcpl@ 
#--------------------------------------------- 
BOUND                   embedded_type 
11                      boundary_id                  Boundary identifier (from 
boundary.in) that defines the boundary on which embedding is to be added. 
4                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
1                       num_embed                    Number of layers of 
embedding (at the specified embed_scale) to be added to the boundary. 
PERMANENT                                            Temporal type and cyclic 
period 
-999999.0               start_time                   Time when embedding starts. 
Not used when temporal_type is PERMANENT 
-999999.0               end_time                     Time when embedding ends. 
Not used when temporal_type is PERMANENT 
#============================================= 
#  Bosch 
#--------------------------------------------- 
BOUND                   embedded_type 
10                      boundary_id                  Boundary identifier (from 
boundary.in) that defines the boundary on which embedding is to be added. 
3                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
2                       num_embed                    Number of layers of 
embedding (at the specified embed_scale) to be added to the boundary. 





-999999.0               start_time                   Time when embedding starts. 
Not used when temporal_type is PERMANENT 
-999999.0               end_time                     Time when embedding ends. 
Not used when temporal_type is PERMANENT 
#============================================= 
#  Press 
#--------------------------------------------- 
BOUND                   embedded_type 
12                      boundary_id                  Boundary identifier (from 
boundary.in) that defines the boundary on which embedding is to be added. 
3                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
2                       num_embed                    Number of layers of 
embedding (at the specified embed_scale) to be added to the boundary. 
PERMANENT                                            Temporal type and cyclic 
period 
-999999.0               start_time                   Time when embedding starts. 
Not used when temporal_type is PERMANENT 
-999999.0               end_time                     Time when embedding ends. 
























0                       region_id 
300.0                   temp_init                    Initial temperature in the 
region (K) 
101325.0                pres_init                    Initial absolute pressure 
in the region (Pa) 
1.0                     tke_init                     Initial turbulent kinetic 
energy in the region (m^2/s^2) 
10.0                    eps_init                     Initial tke dissipation 
rate in the region (m^2/s^3) 
3                       numspeciesinit               Number of initialized 
species mass fractions to follow. All others set to 0.0. 
H2O 0.0023                                           Name of species and mass 
fraction 
O2 0.2095                                            Name of species and mass 
fraction 
N2 0.7882                                            Name of species and mass 
fraction 
0                       numpassiveinit               Number of initialized 










surface.dat             surface_filename             The name of surface data 
file. 
0                       rstrtflg                     Flag to indicate if the 
simulation is a restart or new run: 0=new run, 1=restart. 
1                       rstrtnum                     Number added to output 
files to identify different restarts. 
1                       num_restart_files            Number of restart files to 
be saved. 
1                       restart_embed_flag           AMR restart embedding flag: 
0=do not write AMR embedding to restart file, 1=write AMR embedding to restart 
file. 
0                       mapflag                      Flag to allow mapping in 
initial conditions: 0=do not map, 1=map (requires map.in and a data file). 
0                       ga_flag                      Flag to activate genetic 
algorithm: 0=do not use GA, 1=activate GA. 
0                       ga_individual                Genetic algorithm individual 
number. 
0                       ga_generation                Genetic algorithm generation 
number. 
0                       nohydro                      Flag to indicate run type: 
0=solve full hydrodynamics (typical), 1=no hydrodynmics--used to check grid. 
6                       parallel_scale               Parallel blocks level. 
100                     load_cyc                     Number of cycles between 
load balancing. 
1                       reread_input                 Flag to indicate whether 
or not to re-read inputs, 0=do not re-read, 1=re-read each time step. 
0                       screen_print_level           Screen print level 
0                       crank_flag                   Flag to indicate time 
units: 0=seconds, 1=crank angles (used for transient engine simulations). 
0.0                     start_time                   Start time, in sec.  or 
crank angles. 
5.0                     end_time                     End time, in sec.  or crank 
angles. 
0.01                    twrite_post                  Time interval for writing 
3D output (s/crank angle/cycle). 
10.0                    twrite_transfer              Time interval for writing 
heat transfer output data (s/crank angle/cycle). 
1e-006                  twrite_restart               Time interval for writing 
restart output (s/crank angle/cycle). 
1e-008                  twrite_files                 Time interval for writing 
text data files (s/crank angle/cycle). 
0                       wall_output_flag             Flag to write wall output: 
0=do not generate wall output, 1=generate wall output. 
0                       transfer_flag                Flag to generate FEA heat 
transfer data: 0=do not generate FEA data, 1=generate FEA data. 
1                       mixing_output_flag           Flag to generate mixing 
related output: 0=do not generate output, 1=generate output. 
1                       inter_regions_flow_flag      Flag to generate inter 
region flow output: 0=do not generate output, 1=generate output. 
0                       dynamic_flag                 Dynamic output options. 
1                       timeflag                     Flag for variable time-




1e-005                  dtstart                      Time-step (dt) at the start 
of the simulation (s). 
1e-005                  dt                           Fixed time-step(s)--only 
used if timeflag=0. 
0.001                   dt_max                       Maximum time-step (dt). 
1e-008                  dt_min                       Minimum time-step (dt). 
1.5                     mult_dt_spray                Multiplier used in 
calculating maximum time-step based on spray. 
9999.0                  mult_dt_evap                 Multiplier used in 
calculating maximum time-step based on evaporation. 
0.5                     mult_dt_chem                 Multiplier used in 
calculating time-step based on chemical heat release. 
0                       dt_coll_mesh_flag            Flag for limiting time-
step based on collision mesh: 1=use collision mesh dt limiter, 0=do not use. 
1e-012                  mult_dt_coll_mesh            Multiplier used in 
calculating dt_coll_mesh.  
1.0                     max_cfl_u                    Maximum cfl number based 
on velocity. 
2.0                     max_cfl_nu                   Maximum cfl number based 
on viscosity. 
50.0                    max_cfl_mach                 Maximum cfl number based 
on speed of sound. 
0.5                     fv_upwind_factor_global      Blending factor for finite 
volume cells. 1.0=first order upwind, 0.5=second order central. 
0.5                     fv_upwind_factor_mom         Blending factor for momentum 
finite volume cells. 1.0=first order upwind, 0.5=second order central. 
2                       fd_order_convect             Order of upwinded finite 
difference convective stencils. 
0                       fd_skewness_convect          Skewness of upwinded finite 
difference convective stencils. 
2                       fd_order_diff                Order of central finite 
difference stencils. 
1.0                     impl                         Fraction of the solver 
that is implicit 
30                      itmax                        Maximum iterations allowed 
for solving transport equations using an iterative method. 
500                     itmax_pres                   Maximum iterations allowed 
for solving the pressure equation using an iterative method. 
500                     itmax_pres_ideal             Ideal number of iterations 
for pressure equation used to determine time-step control. 
1                       multigrid_flag               Pressure solver flag: 0 
=pressure is solved by SOR, 1 =pressure is solved by multigrid method. 
15                      num_multigrid_relaxations    Maximum number of iterations 
at each multigrid level. 
0.0001                  tol_u                        Convergence tolerance for 
the momentum equation. 
0.0001                  tol_sie                      Convergence tolerance for 
the energy equation. 
1e-005                  tol_p                        Convergence tolerance for 
the pressure equation. 
0.0001                  tol_density_transport        Convergence tolerance for 
the density transport equation. 
0.0001                  tol_species                  Convergence tolerance for 
species. 





0.001                   tol_tke                      Convergence tolerance for 
the turbulent kinetic energy equation. 
0.001                   tol_eps                      Convergence tolerance for 
the turbulent dissipation equation. 
10.0                    mult_piso                    Convergence tolerance for 
PISO iterations. 
0.7                     omega_presrat                Under relaxation used in 
solving PISO density (pres_rat). 
1.0                     omega_u                      Under relaxation used in 
solving momentum equation. 
1.0                     omega_sie                    Under relaxation used in 
solving specific internal energy (sie) equation. 
1.3                     omega_p                      Under/over relaxation used 
in solving pressure equation. 
0.2                     omega_p_steady               Under/over relaxation used 
in solving steady pressure. 
1.0                     omega_density_transport      Under relaxation used in 
solving density transport equation. 
1.0                     omega_species                Under relaxation used in 
solving species. 
1.0                     omega_passive                Under relaxation used in 
solving passive. 
0.7                     omega_tke                    Under relaxation used in 
solving tke. 
0.7                     omega_eps                    Under relaxation used in 
solving eps. 
9                       max_piso                     Maximum number of PISO 
iterations. 
2                       min_piso                     Minimum number of PISO 
iterations. 
1.0                     conserve                     Fraction of the momentum 
equation in conservative form. 
1                       strict_conserve_flag          
1                       rc_flag                      Flag for rhie-chow model: 
0 =no rhie-chow, 1 =Rhie-Chow. 
1                       finitevol_flag               Flag to indicate numerical 
scheme:0= finite difference scheme, 1=finite volume scheme. 
1                       momentum_solver              Flag to solve momentum: 
0=do not solve momentum equation, 1=solve momentum equation. 
1                       compressible_flag            Compressible flag: 
0=incompressible flow, 1=compressible flow. 
0                       phase_flag                   Phase flag: 0=gas_phase, 
1=liquid_phase,3=gas-liquid phase (VOF). 
0                       vof_hric_flag                VOF flag for hric numerical 
scheme. 0= do not use hric, 1=use hric 
0                       liquid_prop_flag             Liquid properties flag: 
0=liquid properties from liquid.dat, 1=constant liquid prop. 
-999999.0               liquid_density               Constant liquid density 
(kg/m^3). 
-999999.0               liquid_visc                  Constant liquid dynamic 
viscosity (N s/m^2). 
-999999.0               liquid_cond                  Constant liquid conductivity 
(W/m K). 
-999999.0               liquid_c                     Constant liquid specific 
heat (J/kg K). 





0                       eos_flag                     Equation of state: 0=ideal 
gas, 1=Redlich-Kwong. 
133.0                   crit_temp                    Critical temperature used 
for Redlich-Kwong (K). 
3.77e+006.0             crit_pres                    Critical pressure used for 
Redlich-Kwong (Pa). 
1                       energy_solver                Flag to solve energy: 0=do 
not solve energy equation, 1=solve energy equation. 
1                       species_solver               Flag to solve species: 
0=do not solve species equation, 1=solve species equation. 
0.9                     prandtl                      Turbulent Prandtl number. 
0.78                    schmidt                      Turbulent Schmidt number. 
0                       steady_solver                Flag to indicate transient 
or steady, 0=transient,1=steady pressure based, 2=steady density based. 
5000                    min_cycles_steady            Minimum number of cycles 
for steady calculations. 
10.0                    min_temp                     Minimum temperature allowed 
in the domain (K). 
60000.0                 max_temp                     Maximum temperature allowed 
in the domain (K). 
10.0                    max_visc                     Maximum turbulent dynamic 
viscosity allowed in the domain (N s/m^2). 
0.0                     gravity_x                    Gravity in X-direction 
(m/s^2). 
0.0                     gravity_y                    Gravity in Y-direction 
(m/s^2). 
0.0                     gravity_z                    Gravity in Z-direction 
(m/s^2). 
0                       spray_flag                   Flag to activate spray 
modeling: 0=do not use spray model, 1=use (requires spray.in). 
1                       turb_flag                    Flag to activate turbulence 
modeling: 0=do not use turbulence model, 1=use (requires turbulence.in). 
0                       comb_flag                    Flag to activate combustion 
modeling: 0=do not use combustion model, 1= use (requires combust.in). 
0                       source_flag                  Flag to activate user-
specifies sources: 0=do not use sources, 1=use (requires source.in). 
0.01                    dx_base                      Maximum cell size (dx) in 
X-direction (m). 
0.01                    dy_base                      Maximum cell size (dy) in 
Y-direction (m). 
0.01                    dz_base                      Maximum cell size (dz) in 
Z-direction (m). 
0                       grid_scale_file_flag         0=do not use gridscale.in, 
1=use gridscale.in. 
0                       grid_scale                   Value of n in dx_base/2^n 
(only used if grid_scale_file_flag=0). 
1                       amr_flag                     Flag to activate AMR: 0=do 
not use AMR, 1=use AMR (requires amr.in). 
1                       embedded_flag                Flag to activate fixed 
embedding:0=do not use fixed embedding, 1=use (requires embedded.in). 
0                       events_flag                  Flag to activate events: 
0=do not use events, 1= use (requires events.in) 
0                       composite_flag               Flag to activate composite 
species: 0=do not use composite species, 1=use (requires a composite.in) 
0                       wallvalue_flag               Flag to activate wall 




0                       udf_flag                     Flag to allow user-defined 




















































366 366 726 
1 0 0 0 
2 0 0.09 0 
3 0.14 0.09 0 
4 0.14 0 0 
5 0 0 0.09 
6 0 0.09 0.09 
7 0.14 0.09 0.09 
8 0.14 0 0.09 
9 -0.025 0.045 0.045 
10 -0.025 0.045 0.02 
11 0 0.045 0.02 
12 -0.025 0.0501977922704 0.0205463099817 
13 0 0.0501977922704 0.0205463099817 
14 -0.025 0.0551684160769 0.0221613635589 
15 0 0.0551684160769 0.0221613635589 
16 -0.025 0.0596946313073 0.0247745751406 
17 0 0.0596946313073 0.0247745751406 
18 -0.025 0.0635786206369 0.028271734841 
19 0 0.0635786206369 0.028271734841 
20 -0.025 0.0666506350946 0.0325 
21 0 0.0666506350946 0.0325 
22 -0.025 0.0687764129074 0.0372745751406 
23 0 0.0687764129074 0.0372745751406 
24 -0.025 0.0698630473842 0.0423867884183 
25 0 0.0698630473842 0.0423867884183 
26 -0.025 0.0698630473842 0.0476132115817 
27 0 0.0698630473842 0.0476132115817 
28 -0.025 0.0687764129074 0.0527254248594 
29 0 0.0687764129074 0.0527254248594 
30 -0.025 0.0666506350946 0.0575 
31 0 0.0666506350946 0.0575 
32 -0.025 0.0635786206369 0.061728265159 
33 0 0.0635786206369 0.061728265159 
34 -0.025 0.0596946313073 0.0652254248594 
35 0 0.0596946313073 0.0652254248594 
36 -0.025 0.0551684160769 0.0678386364411 
37 0 0.0551684160769 0.0678386364411 
38 -0.025 0.0501977922704 0.0694536900183 
39 0 0.0501977922704 0.0694536900183 
40 -0.025 0.045 0.07 
41 0 0.045 0.07 
42 -0.025 0.0398022077296 0.0694536900183 
43 0 0.0398022077296 0.0694536900183 
44 -0.025 0.0348315839231 0.0678386364411 
45 0 0.0348315839231 0.0678386364411 
46 -0.025 0.0303053686927 0.0652254248594 
47 0 0.0303053686927 0.0652254248594 
48 -0.025 0.0264213793631 0.061728265159 
49 0 0.0264213793631 0.061728265159 
50 -0.025 0.0233493649054 0.0575 
51 0 0.0233493649054 0.0575 
52 -0.025 0.0212235870926 0.0527254248594 
53 0 0.0212235870926 0.0527254248594 




55 0 0.0201369526158 0.0476132115817 
56 -0.025 0.0201369526158 0.0423867884183 
57 0 0.0201369526158 0.0423867884183 
58 -0.025 0.0212235870926 0.0372745751406 
59 0 0.0212235870926 0.0372745751406 
60 -0.025 0.0233493649054 0.0325 
61 0 0.0233493649054 0.0325 
62 -0.025 0.0264213793631 0.028271734841 
63 0 0.0264213793631 0.028271734841 
64 -0.025 0.0303053686927 0.0247745751406 
65 0 0.0303053686927 0.0247745751406 
66 -0.025 0.0348315839231 0.0221613635589 
67 0 0.0348315839231 0.0221613635589 
68 -0.025 0.0398022077296 0.0205463099817 
69 0 0.0398022077296 0.0205463099817 
70 0.165 0.045 0.045 
71 0.14 0.045 0.02 
72 0.165 0.045 0.02 
73 0.14 0.0501977922704 0.0205463099817 
74 0.165 0.0501977922704 0.0205463099817 
75 0.14 0.0551684160769 0.0221613635589 
76 0.165 0.0551684160769 0.0221613635589 
77 0.14 0.0596946313073 0.0247745751406 
78 0.165 0.0596946313073 0.0247745751406 
79 0.14 0.0635786206369 0.028271734841 
80 0.165 0.0635786206369 0.028271734841 
81 0.14 0.0666506350946 0.0325 
82 0.165 0.0666506350946 0.0325 
83 0.14 0.0687764129074 0.0372745751406 
84 0.165 0.0687764129074 0.0372745751406 
85 0.14 0.0698630473842 0.0423867884183 
86 0.165 0.0698630473842 0.0423867884183 
87 0.14 0.0698630473842 0.0476132115817 
88 0.165 0.0698630473842 0.0476132115817 
89 0.14 0.0687764129074 0.0527254248594 
90 0.165 0.0687764129074 0.0527254248594 
91 0.14 0.0666506350946 0.0575 
92 0.165 0.0666506350946 0.0575 
93 0.14 0.0635786206369 0.061728265159 
94 0.165 0.0635786206369 0.061728265159 
95 0.14 0.0596946313073 0.0652254248594 
96 0.165 0.0596946313073 0.0652254248594 
97 0.14 0.0551684160769 0.0678386364411 
98 0.165 0.0551684160769 0.0678386364411 
99 0.14 0.0501977922704 0.0694536900183 
100 0.165 0.0501977922704 0.0694536900183 
101 0.14 0.045 0.07 
102 0.165 0.045 0.07 
103 0.14 0.0398022077296 0.0694536900183 
104 0.165 0.0398022077296 0.0694536900183 
105 0.14 0.0348315839231 0.0678386364411 
106 0.165 0.0348315839231 0.0678386364411 
107 0.14 0.0303053686927 0.0652254248594 
108 0.165 0.0303053686927 0.0652254248594 
109 0.14 0.0264213793631 0.061728265159 
110 0.165 0.0264213793631 0.061728265159 




112 0.165 0.0233493649054 0.0575 
113 0.14 0.0212235870926 0.0527254248594 
114 0.165 0.0212235870926 0.0527254248594 
115 0.14 0.0201369526158 0.0476132115817 
116 0.165 0.0201369526158 0.0476132115817 
117 0.14 0.0201369526158 0.0423867884183 
118 0.165 0.0201369526158 0.0423867884183 
119 0.14 0.0212235870926 0.0372745751406 
120 0.165 0.0212235870926 0.0372745751406 
121 0.14 0.0233493649054 0.0325 
122 0.165 0.0233493649054 0.0325 
123 0.14 0.0264213793631 0.028271734841 
124 0.165 0.0264213793631 0.028271734841 
125 0.14 0.0303053686927 0.0247745751406 
126 0.165 0.0303053686927 0.0247745751406 
127 0.14 0.0348315839231 0.0221613635589 
128 0.165 0.0348315839231 0.0221613635589 
129 0.14 0.0398022077296 0.0205463099817 
130 0.165 0.0398022077296 0.0205463099817 
131 0.025 0.115 0.045 
132 0.0315 0.09 0.045 
133 0.0315 0.115 0.045 
134 0.0302586104634 0.09 0.0411793958601 
135 0.0302586104634 0.115 0.0411793958601 
136 0.0270086104634 0.09 0.0388181326441 
137 0.0270086104634 0.115 0.0388181326441 
138 0.0229913895366 0.09 0.0388181326441 
139 0.0229913895366 0.115 0.0388181326441 
140 0.0197413895366 0.09 0.0411793958601 
141 0.0197413895366 0.115 0.0411793958601 
142 0.0185 0.09 0.045 
143 0.0185 0.115 0.045 
144 0.0197413895366 0.09 0.0488206041399 
145 0.0197413895366 0.115 0.0488206041399 
146 0.0229913895366 0.09 0.0511818673559 
147 0.0229913895366 0.115 0.0511818673559 
148 0.0270086104634 0.09 0.0511818673559 
149 0.0270086104634 0.115 0.0511818673559 
150 0.0302586104634 0.09 0.0488206041399 
151 0.0302586104634 0.115 0.0488206041399 
152 0.025 0.045 0.045 
153 0.0265 0 0.045 
154 0.0265 0.045 0.045 
155 0.0262135254916 5.39871995854e-020 0.0441183221216 
156 0.0262135254916 0.045 0.0441183221216 
157 0.0254635254916 8.73531238867e-020 0.0435734152256 
158 0.0254635254916 0.045 0.0435734152256 
159 0.0245364745084 8.73531238867e-020 0.0435734152256 
160 0.0245364745084 0.045 0.0435734152256 
161 0.0237864745084 5.39871995854e-020 0.0441183221216 
162 0.0237864745084 0.045 0.0441183221216 
163 0.0235 1.124819837e-035 0.045 
164 0.0235 0.045 0.045 
165 0.0237864745084 -5.39871995854e-020 0.0458816778784 
166 0.0237864745084 0.045 0.0458816778784 
167 0.0245364745084 -8.73531238867e-020 0.0464265847744 




169 0.0254635254916 -8.73531238867e-020 0.0464265847744 
170 0.0254635254916 0.045 0.0464265847744 
171 0.0262135254916 -5.39871995854e-020 0.0458816778784 
172 0.0262135254916 0.045 0.0458816778784 
173 0.1044 0 0.045 
174 0.1044 0.0082 0.045 
175 0.10271934955 3.16724904235e-019 0.0398274897798 
176 0.10271934955 0.0082 0.0398274897798 
177 0.0983193495505 5.12471660135e-019 0.0366307026566 
178 0.0983193495505 0.0082 0.0366307026566 
179 0.0928806504495 5.12471660135e-019 0.0366307026566 
180 0.0928806504495 0.0082 0.0366307026566 
181 0.0884806504495 3.16724904235e-019 0.0398274897798 
182 0.0884806504495 0.0082 0.0398274897798 
183 0.0868 6.59894304371e-035 0.045 
184 0.0868 0.0082 0.045 
185 0.0884806504495 -3.16724904235e-019 0.0501725102202 
186 0.0884806504495 0.0082 0.0501725102202 
187 0.0928806504495 -5.12471660135e-019 0.0533692973434 
188 0.0928806504495 0.0082 0.0533692973434 
189 0.0983193495505 -5.12471660135e-019 0.0533692973434 
190 0.0983193495505 0.0082 0.0533692973434 
191 0.10271934955 -3.16724904235e-019 0.0501725102202 
192 0.10271934955 0.0082 0.0501725102202 
193 0.1024 0.0102 0.045 
194 0.101101315562 0.0102 0.0410030602844 
195 0.0977013155617 0.0102 0.0385328156892 
196 0.0934986844383 0.0102 0.0385328156892 
197 0.0900986844383 0.0102 0.0410030602844 
198 0.0888 0.0102 0.045 
199 0.0900986844383 0.0102 0.0489969397156 
200 0.0934986844383 0.0102 0.0514671843108 
201 0.0977013155617 0.0102 0.0514671843108 
202 0.101101315562 0.0102 0.0489969397156 
203 0.0989 0.0102 0.0475 
204 0.0982697560814 0.0102 0.0455603086674 
205 0.0978652475842 0.0202 0.0458542012936 
206 0.0966197560814 0.0102 0.0443615134962 
207 0.0964652475842 0.0202 0.0448370417544 
208 0.0945802439186 0.0102 0.0443615134962 
209 0.0947347524158 0.0202 0.0448370417544 
210 0.0929302439186 0.0102 0.0455603086674 
211 0.0933347524158 0.0202 0.0458542012936 
212 0.0923 0.0102 0.0475 
213 0.0928 0.0202 0.0475 
214 0.0929302439186 0.0102 0.0494396913326 
215 0.0933347524158 0.0202 0.0491457987064 
216 0.0945802439186 0.0102 0.0506384865038 
217 0.0966197560814 0.0102 0.0506384865038 
218 0.0964652475842 0.0202 0.0501629582456 
219 0.0982697560814 0.0102 0.0494396913326 
220 0.0956 0.0222 0.0475 
221 0.0984 0.0202 0.0475 
222 0.097 0.0222 0.0475 
223 0.0967326237921 0.0222 0.0466771006468 
224 0.0960326237921 0.0222 0.0461685208772 




226 0.0944673762079 0.0222 0.0466771006468 
227 0.0942 0.0222 0.0475 
228 0.0944673762079 0.0222 0.0483228993532 
229 0.0947347524158 0.0202 0.0501629582456 
230 0.0951673762079 0.0222 0.0488314791228 
231 0.0960326237921 0.0222 0.0488314791228 
232 0.0978652475842 0.0202 0.0491457987064 
233 0.0967326237921 0.0222 0.0483228993532 
234 0.025 0.045 0.092 
235 0.0315 0.045 0.09 
236 0.0315 0.045 0.092 
237 0.0302586104634 0.0488206041399 0.09 
238 0.0302586104634 0.0488206041399 0.092 
239 0.0270086104634 0.0511818673559 0.09 
240 0.0270086104634 0.0511818673559 0.092 
241 0.0229913895366 0.0511818673559 0.09 
242 0.0229913895366 0.0511818673559 0.092 
243 0.0197413895366 0.0488206041399 0.09 
244 0.0197413895366 0.0488206041399 0.092 
245 0.0185 0.045 0.09 
246 0.0185 0.045 0.092 
247 0.0197413895366 0.0411793958601 0.09 
248 0.0197413895366 0.0411793958601 0.092 
249 0.0229913895366 0.0388181326441 0.09 
250 0.0229913895366 0.0388181326441 0.092 
251 0.0270086104634 0.0388181326441 0.09 
252 0.0270086104634 0.0388181326441 0.092 
253 0.0302586104634 0.0411793958601 0.09 
254 0.0302586104634 0.0411793958601 0.092 
255 0.07 0 0 
256 0.07 0.09 0 
257 0.07 0 0.09 
258 0.07 0.09 0.09 
259 0.12 0 0.045 
260 0.12 0.0083 0.045 
261 0.1168 3.39384076392e-019 0.0394574374158 
262 0.1168 0.0083 0.0394574374158 
263 0.1104 3.39384076392e-019 0.0394574374158 
264 0.1104 0.0083 0.0394574374158 
265 0.1072 4.79923130452e-035 0.045 
266 0.1072 0.0083 0.045 
267 0.1104 -3.39384076392e-019 0.0505425625842 
268 0.1104 0.0083 0.0505425625842 
269 0.1168 -3.39384076392e-019 0.0505425625842 
270 0.1168 0.0083 0.0505425625842 
271 0.084 0 0.045 
272 0.084 0.0083 0.045 
273 0.0808 3.39384076392e-019 0.0394574374158 
274 0.0808 0.0083 0.0394574374158 
275 0.0744 3.39384076392e-019 0.0394574374158 
276 0.0744 0.0083 0.0394574374158 
277 0.0712 4.79923130452e-035 0.045 
278 0.0712 0.0083 0.045 
279 0.0744 -3.39384076392e-019 0.0505425625842 
280 0.0744 0.0083 0.0505425625842 
281 0.0808 -3.39384076392e-019 0.0505425625842 




283 0.0776 0.021 0.045 
284 0.0808 0.0083 0.045 
285 0.0808 0.021 0.045 
286 0.080188854382 0.0083 0.0431190871927 
287 0.080188854382 0.021 0.0431190871927 
288 0.078588854382 0.0083 0.0419566191479 
289 0.078588854382 0.021 0.0419566191479 
290 0.076611145618 0.0083 0.0419566191479 
291 0.076611145618 0.021 0.0419566191479 
292 0.075011145618 0.0083 0.0431190871927 
293 0.075011145618 0.021 0.0431190871927 
294 0.0744 0.0083 0.045 
295 0.0744 0.021 0.045 
296 0.075011145618 0.0083 0.0468809128073 
297 0.075011145618 0.021 0.0468809128073 
298 0.076611145618 0.0083 0.0480433808521 
299 0.076611145618 0.021 0.0480433808521 
300 0.078588854382 0.0083 0.0480433808521 
301 0.078588854382 0.021 0.0480433808521 
302 0.080188854382 0.0083 0.0468809128073 
303 0.080188854382 0.021 0.0468809128073 
304 0.1136 0.021 0.045 
305 0.1168 0.0083 0.045 
306 0.1168 0.021 0.045 
307 0.116188854382 0.0083 0.0431190871927 
308 0.116188854382 0.021 0.0431190871927 
309 0.114588854382 0.0083 0.0419566191479 
310 0.114588854382 0.021 0.0419566191479 
311 0.112611145618 0.0083 0.0419566191479 
312 0.112611145618 0.021 0.0419566191479 
313 0.111011145618 0.0083 0.0431190871927 
314 0.111011145618 0.021 0.0431190871927 
315 0.1104 0.0083 0.045 
316 0.1104 0.021 0.045 
317 0.111011145618 0.0083 0.0468809128073 
318 0.111011145618 0.021 0.0468809128073 
319 0.112611145618 0.0083 0.0480433808521 
320 0.112611145618 0.021 0.0480433808521 
321 0.114588854382 0.0083 0.0480433808521 
322 0.114588854382 0.021 0.0480433808521 
323 0.116188854382 0.0083 0.0468809128073 
324 0.116188854382 0.021 0.0468809128073 
325 0 0 0 
326 0.1035 0.045 0.09 
327 0.1035 0.045 0.088 
328 0.105619911362 0.0515244163004 0.09 
329 0.105619911362 0.0515244163004 0.088 
330 0.111169911362 0.0555567273309 0.09 
331 0.111169911362 0.0555567273309 0.088 
332 0.118030088638 0.0555567273309 0.09 
333 0.118030088638 0.0555567273309 0.088 
334 0.123580088638 0.0515244163004 0.09 
335 0.123580088638 0.0515244163004 0.088 
336 0.1257 0.045 0.09 
337 0.1257 0.045 0.088 
338 0.123580088638 0.0384755836996 0.09 




340 0.118030088638 0.0344432726691 0.09 
341 0.118030088638 0.0344432726691 0.088 
342 0.111169911362 0.0344432726691 0.09 
343 0.111169911362 0.0344432726691 0.088 
344 0.105619911362 0.0384755836996 0.09 
345 0.105619911362 0.0384755836996 0.088 
346 0.1146 0.045 0.098 
347 0.121 0.045 0.088 
348 0.121 0.045 0.098 
349 0.119777708764 0.0487618256147 0.088 
350 0.119777708764 0.0487618256147 0.098 
351 0.116577708764 0.0510867617043 0.088 
352 0.116577708764 0.0510867617043 0.098 
353 0.112622291236 0.0510867617043 0.088 
354 0.112622291236 0.0510867617043 0.098 
355 0.109422291236 0.0487618256147 0.088 
356 0.109422291236 0.0487618256147 0.098 
357 0.1082 0.045 0.088 
358 0.1082 0.045 0.098 
359 0.109422291236 0.0412381743853 0.088 
360 0.109422291236 0.0412381743853 0.098 
361 0.112622291236 0.0389132382957 0.088 
362 0.112622291236 0.0389132382957 0.098 
363 0.116577708764 0.0389132382957 0.088 
364 0.116577708764 0.0389132382957 0.098 
365 0.119777708764 0.0412381743853 0.088 
366 0.119777708764 0.0412381743853 0.098 
9 10 12 6 
9 12 14 6 
9 14 16 6 
9 16 18 6 
9 18 20 6 
9 20 22 6 
9 22 24 6 
9 24 26 6 
9 26 28 6 
9 28 30 6 
9 30 32 6 
9 32 34 6 
9 34 36 6 
9 36 38 6 
9 38 40 6 
9 40 42 6 
9 42 44 6 
9 44 46 6 
9 46 48 6 
9 48 50 6 
9 50 52 6 
9 52 54 6 
9 54 56 6 
9 56 58 6 
9 58 60 6 
9 60 62 6 
9 62 64 6 
9 64 66 6 
9 66 68 6 




10 11 13 2 
10 13 12 2 
12 13 15 2 
12 15 14 2 
14 15 17 2 
14 17 16 2 
16 17 19 2 
16 19 18 2 
18 19 21 2 
18 21 20 2 
20 21 23 2 
20 23 22 2 
22 23 25 2 
22 25 24 2 
24 25 27 2 
24 27 26 2 
26 27 29 2 
26 29 28 2 
28 29 31 2 
28 31 30 2 
30 31 33 2 
30 33 32 2 
32 33 35 2 
32 35 34 2 
34 35 37 2 
34 37 36 2 
36 37 39 2 
36 39 38 2 
38 39 41 2 
38 41 40 2 
40 41 43 2 
40 43 42 2 
42 43 45 2 
42 45 44 2 
44 45 47 2 
44 47 46 2 
46 47 49 2 
46 49 48 2 
48 49 51 2 
48 51 50 2 
50 51 53 2 
50 53 52 2 
52 53 55 2 
52 55 54 2 
54 55 57 2 
54 57 56 2 
56 57 59 2 
56 59 58 2 
58 59 61 2 
58 61 60 2 
60 61 63 2 
60 63 62 2 
62 63 65 2 
62 65 64 2 
64 65 67 2 
64 67 66 2 




66 69 68 2 
68 69 11 2 
68 11 10 2 
72 70 74 9 
74 70 76 9 
76 70 78 9 
78 70 80 9 
80 70 82 9 
82 70 84 9 
84 70 86 9 
86 70 88 9 
88 70 90 9 
90 70 92 9 
92 70 94 9 
94 70 96 9 
96 70 98 9 
98 70 100 9 
100 70 102 9 
102 70 104 9 
104 70 106 9 
106 70 108 9 
108 70 110 9 
110 70 112 9 
112 70 114 9 
114 70 116 9 
116 70 118 9 
118 70 120 9 
120 70 122 9 
122 70 124 9 
124 70 126 9 
126 70 128 9 
128 70 130 9 
130 70 72 9 
71 72 74 5 
71 74 73 5 
73 74 76 5 
73 76 75 5 
75 76 78 5 
75 78 77 5 
77 78 80 5 
77 80 79 5 
79 80 82 5 
79 82 81 5 
81 82 84 5 
81 84 83 5 
83 84 86 5 
83 86 85 5 
85 86 88 5 
85 88 87 5 
87 88 90 5 
87 90 89 5 
89 90 92 5 
89 92 91 5 
91 92 94 5 
91 94 93 5 
93 94 96 5 




95 96 98 5 
95 98 97 5 
97 98 100 5 
97 100 99 5 
99 100 102 5 
99 102 101 5 
101 102 104 5 
101 104 103 5 
103 104 106 5 
103 106 105 5 
105 106 108 5 
105 108 107 5 
107 108 110 5 
107 110 109 5 
109 110 112 5 
109 112 111 5 
111 112 114 5 
111 114 113 5 
113 114 116 5 
113 116 115 5 
115 116 118 5 
115 118 117 5 
117 118 120 5 
117 120 119 5 
119 120 122 5 
119 122 121 5 
121 122 124 5 
121 124 123 5 
123 124 126 5 
123 126 125 5 
125 126 128 5 
125 128 127 5 
127 128 130 5 
127 130 129 5 
129 130 72 5 
129 72 71 5 
133 131 135 7 
135 131 137 7 
137 131 139 7 
139 131 141 7 
141 131 143 7 
143 131 145 7 
145 131 147 7 
147 131 149 7 
149 131 151 7 
151 131 133 7 
132 133 135 3 
132 135 134 3 
134 135 137 3 
134 137 136 3 
136 137 139 3 
136 139 138 3 
138 139 141 3 
138 141 140 3 
140 141 143 3 
140 143 142 3 




142 145 144 3 
144 145 147 3 
144 147 146 3 
146 147 149 3 
146 149 148 3 
148 149 151 3 
148 151 150 3 
150 151 133 3 
150 133 132 3 
152 154 156 11 
152 156 158 11 
152 158 160 11 
152 160 162 11 
152 162 164 11 
152 164 166 11 
152 166 168 11 
152 168 170 11 
152 170 172 11 
152 172 154 11 
154 153 156 11 
156 153 155 11 
156 155 158 11 
158 155 157 11 
158 157 160 11 
160 157 159 11 
160 159 162 11 
162 159 161 11 
162 161 164 11 
164 161 163 11 
164 163 166 11 
166 163 165 11 
166 165 168 11 
168 165 167 11 
168 167 170 11 
170 167 169 11 
170 169 172 11 
172 169 171 11 
172 171 154 11 
154 171 153 11 
174 173 176 10 
176 173 175 10 
176 175 178 10 
178 175 177 10 
178 177 180 10 
180 177 179 10 
180 179 182 10 
182 179 181 10 
182 181 184 10 
184 181 183 10 
184 183 186 10 
186 183 185 10 
186 185 188 10 
188 185 187 10 
188 187 190 10 
190 187 189 10 
190 189 192 10 




192 191 174 10 
174 191 173 10 
193 174 194 10 
194 174 176 10 
194 176 195 10 
195 176 178 10 
195 178 196 10 
196 178 180 10 
196 180 197 10 
197 180 182 10 
197 182 198 10 
198 182 184 10 
198 184 199 10 
199 184 186 10 
199 186 200 10 
200 186 188 10 
200 188 190 10 
200 190 201 10 
201 190 202 10 
202 190 192 10 
202 192 193 10 
193 192 174 10 
221 203 205 10 
205 203 204 10 
205 204 207 10 
207 204 206 10 
207 206 209 10 
209 206 208 10 
209 208 211 10 
211 208 210 10 
211 210 213 10 
213 210 212 10 
213 212 215 10 
215 212 214 10 
215 214 229 10 
229 214 216 10 
229 216 218 10 
218 216 217 10 
218 217 232 10 
232 217 219 10 
232 219 221 10 
221 219 203 10 
220 222 223 10 
220 223 224 10 
220 224 225 10 
220 225 226 10 
220 226 227 10 
220 227 228 10 
220 228 230 10 
220 230 231 10 
220 231 233 10 
220 233 222 10 
222 221 223 10 
223 221 205 10 
223 205 224 10 
224 205 207 10 




225 207 209 10 
225 209 226 10 
226 209 211 10 
226 211 227 10 
227 211 213 10 
227 213 215 10 
227 215 228 10 
228 215 230 10 
230 215 229 10 
230 229 231 10 
231 229 218 10 
231 218 233 10 
233 218 232 10 
233 232 222 10 
222 232 221 10 
208 195 196 10 
208 196 210 10 
210 196 197 10 
210 197 212 10 
212 197 198 10 
195 208 206 10 
195 206 194 10 
194 206 204 10 
193 194 204 10 
193 204 203 10 
193 203 202 10 
203 219 202 10 
202 219 201 10 
201 219 217 10 
201 217 200 10 
200 217 216 10 
200 216 199 10 
216 214 199 10 
199 214 198 10 
212 198 214 10 
236 234 238 8 
238 234 240 8 
240 234 242 8 
242 234 244 8 
244 234 246 8 
246 234 248 8 
248 234 250 8 
250 234 252 8 
252 234 254 8 
254 234 236 8 
235 236 238 4 
235 238 237 4 
237 238 240 4 
237 240 239 4 
239 240 242 4 
239 242 241 4 
241 242 244 4 
241 244 243 4 
243 244 246 4 
243 246 245 4 
245 246 248 4 




247 248 250 4 
247 250 249 4 
249 250 252 4 
249 252 251 4 
251 252 254 4 
251 254 253 4 
253 254 236 4 
253 236 235 4 
7 258 256 1 
3 7 256 1 
148 258 6 1 
148 150 258 1 
150 132 258 1 
258 132 256 1 
132 134 256 1 
256 134 136 1 
256 136 2 1 
136 138 2 1 
2 138 140 1 
2 140 142 1 
2 142 6 1 
6 142 144 1 
144 146 6 1 
6 146 148 1 
6 27 2 1 
29 27 6 1 
29 6 31 1 
33 31 6 1 
33 6 35 1 
37 35 6 1 
6 39 37 1 
41 39 6 1 
6 5 41 1 
43 41 5 1 
45 43 5 1 
45 5 47 1 
49 47 5 1 
49 5 51 1 
51 5 53 1 
55 53 5 1 
55 5 57 1 
57 5 1 1 
57 1 59 1 
61 59 1 1 
61 1 63 1 
65 63 1 1 
65 1 67 1 
67 1 69 1 
11 69 1 1 
11 1 2 1 
11 2 13 1 
15 13 2 1 
15 2 17 1 
17 2 19 1 
21 19 2 1 
21 2 23 1 




25 2 27 1 
1 255 2 1 
2 255 256 1 
256 255 4 1 
256 4 3 1 
157 255 1 1 
157 1 159 1 
159 1 161 1 
161 1 163 1 
163 1 5 1 
163 5 165 1 
167 165 5 1 
169 167 5 1 
169 5 257 1 
169 257 171 1 
153 171 257 1 
153 257 255 1 
155 153 255 1 
155 255 157 1 
7 3 85 1 
85 3 83 1 
81 83 3 1 
81 3 79 1 
77 79 3 1 
77 3 75 1 
73 75 3 1 
73 3 71 1 
71 3 4 1 
129 71 4 1 
129 4 127 1 
125 127 4 1 
125 4 123 1 
121 123 4 1 
121 4 119 1 
117 119 4 1 
4 8 117 1 
115 117 8 1 
115 8 113 1 
111 113 8 1 
111 8 109 1 
107 109 8 1 
107 8 105 1 
103 105 8 1 
101 103 8 1 
101 8 7 1 
101 7 99 1 
97 99 7 1 
97 7 95 1 
95 7 93 1 
91 93 7 1 
91 7 89 1 
87 89 7 1 
87 7 85 1 
258 239 6 1 
239 258 237 1 
237 258 235 1 




241 243 6 1 
6 243 245 1 
6 245 5 1 
245 247 5 1 
247 249 5 1 
249 251 5 1 
5 251 257 1 
251 253 257 1 
253 235 257 1 
257 235 258 1 
260 259 262 10 
262 259 261 10 
262 261 264 10 
264 261 263 10 
264 263 266 10 
266 263 265 10 
266 265 268 10 
268 265 267 10 
268 267 270 10 
270 267 269 10 
270 269 260 10 
260 269 259 10 
272 271 274 10 
274 271 273 10 
274 273 276 10 
276 273 275 10 
276 275 278 10 
278 275 277 10 
278 277 280 10 
280 277 279 10 
280 279 282 10 
282 279 281 10 
282 281 272 10 
272 281 271 10 
283 285 287 10 
283 287 289 10 
283 289 291 10 
283 291 293 10 
283 293 295 10 
283 295 297 10 
283 297 299 10 
283 299 301 10 
283 301 303 10 
283 303 285 10 
285 284 287 10 
287 284 286 10 
287 286 289 10 
289 286 288 10 
289 288 291 10 
291 288 290 10 
291 290 293 10 
293 290 292 10 
293 292 295 10 
295 292 294 10 
295 294 297 10 
297 294 296 10 




299 296 298 10 
299 298 301 10 
301 298 300 10 
301 300 303 10 
303 300 302 10 
303 302 285 10 
285 302 284 10 
304 306 308 10 
304 308 310 10 
304 310 312 10 
304 312 314 10 
304 314 316 10 
304 316 318 10 
304 318 320 10 
304 320 322 10 
304 322 324 10 
304 324 306 10 
306 305 308 10 
308 305 307 10 
308 307 310 10 
310 307 309 10 
310 309 312 10 
312 309 311 10 
312 311 314 10 
314 311 313 10 
314 313 316 10 
316 313 315 10 
316 315 318 10 
318 315 317 10 
318 317 320 10 
320 317 319 10 
320 319 322 10 
322 319 321 10 
322 321 324 10 
324 321 323 10 
324 323 306 10 
306 323 305 10 
307 260 262 10 
307 262 309 10 
309 262 311 10 
264 311 262 10 
307 305 260 10 
260 305 323 10 
323 270 260 10 
323 321 270 10 
270 321 319 10 
270 319 268 10 
317 268 319 10 
268 317 266 10 
317 315 266 10 
315 313 266 10 
264 266 313 10 
264 313 311 10 
286 272 274 10 
286 274 288 10 
276 288 274 10 




276 292 290 10 
278 292 276 10 
294 292 278 10 
278 296 294 10 
278 280 296 10 
298 296 280 10 
280 300 298 10 
282 300 280 10 
300 282 302 10 
302 282 272 10 
302 272 284 10 
286 284 272 10 
327 326 329 12 
329 326 328 12 
329 328 331 12 
331 328 330 12 
331 330 333 12 
333 330 332 12 
333 332 335 12 
335 332 334 12 
335 334 337 12 
337 334 336 12 
337 336 339 12 
339 336 338 12 
339 338 341 12 
341 338 340 12 
341 340 343 12 
343 340 342 12 
343 342 345 12 
345 342 344 12 
345 344 327 12 
327 344 326 12 
348 346 350 12 
350 346 352 12 
352 346 354 12 
354 346 356 12 
356 346 358 12 
358 346 360 12 
360 346 362 12 
362 346 364 12 
364 346 366 12 
366 346 348 12 
347 348 350 12 
347 350 349 12 
349 350 352 12 
349 352 351 12 
351 352 354 12 
351 354 353 12 
353 354 356 12 
353 356 355 12 
355 356 358 12 
355 358 357 12 
357 358 360 12 
357 360 359 12 
359 360 362 12 
359 362 361 12 




361 364 363 12 
363 364 366 12 
363 366 365 12 
365 366 348 12 
365 348 347 12 
335 349 351 12 
335 351 333 12 
353 333 351 12 
331 333 353 12 
353 355 331 12 
329 331 355 12 
355 357 329 12 
327 329 357 12 
357 359 327 12 
327 359 345 12 
361 345 359 12 
345 361 343 12 
343 361 363 12 
363 341 343 12 
363 365 341 12 
339 341 365 12 
365 347 339 12 
337 339 347 12 
347 349 337 12 
335 337 349 12 
7 330 258 1 
258 330 328 1 
330 7 332 1 
332 7 334 1 
336 334 7 1 
7 8 336 1 
338 336 8 1 
338 8 340 1 
340 8 342 1 
342 8 257 1 
342 257 344 1 
326 344 257 1 
326 257 258 1 
326 258 328 1 
4 259 8 1 
8 259 269 1 
269 267 8 1 
8 267 189 1 
8 189 257 1 
257 189 187 1 
187 281 257 1 
257 281 279 1 
279 277 257 1 
255 257 277 1 
277 275 255 1 
255 275 273 1 
273 179 255 1 
255 179 177 1 
255 177 4 1 
4 177 263 1 
263 261 4 1 




265 173 267 1 
267 173 191 1 
267 191 189 1 
173 265 263 1 
173 263 175 1 
177 175 263 1 
183 273 271 1 
271 281 183 1 
183 281 185 1 
187 185 281 1 
273 183 181 1 





2. Reactive Constant Volume Bomb Simulations 
The following files were common to all the constant volume bomb simulations presented 
in Chapter IV, Section C with two exceptions. Not listed among these files is the mech.dat file 
necessary to model the chemical kinetics of combustion. That file is the CHEMKIN-formatted 
input file containing the list of all reactions part of the mechanism. The two versions of mech.dat 
are listed in full in Appendices A1 and A2. The other exception is a simple modification to the 
initialize.in file which defines the chamber’s initial conditions, specifically the initial mass 
fractions of oxygen (O2), nitrogen (N2), and propane (C3H8) to match the desired equivalence ratio. 
As mentioned in the prior section, the gas.dat and therm.dat files are also not included due to their 
length considering no modification was made and they are typically provided with or are integrated 









100                     amr_cycle_steady             Number of cycles between 
AMR calculations. 
100000                  amr_max_cells                Maximum number of cells in 
the entire domain. 
1                       amr_min_cells                Minimum number of cells in 
the entire domain. 
#============================================= 
#  Amr Group 1 
#--------------------------------------------- 
1                       amr_num_regions              Number of AMR regions. 
0                       amr_active_region            Active AMR region. 
##### Velocity ##### 
0                       amr_vel_flag                 Enable AMR based on velocity 
conditions. 
3                       amr_embed_vel_scale          Maximum embedding level 
for velocity. 
1.0                     amr_vel_sgs_embed            Minimum velocity above 
which a cell will be embedded. 
PERMANENT                                            Temporal type and cyclic 
period. 
-999999.0               amr_vel_start_time           Time to start the AMR. 
-999999.0               amr_vel_end_time             Time to end the AMR. 
50                      amr_parcel_embed             Maximum number of parcels 
in a cell before CONVERGE embeds a cell using AMR. 
##### Temperature ##### 
0                       amr_temp_flag                Enable AMR based on 
temperature conditions. 
3                       amr_embed_temp_scale         Maximum embedding level 
for temperature. 
20.0                    amr_temp_sgs_embed           Minimum temperature above 
which a cell will be embedded. 
PERMANENT                                            Temporal type and cyclic 
period. 
-999999.0               amr_temp_start_time          Time to start the AMR. 
-999999.0               amr_temp_end_time            Time to end the AMR. 
##### Void fraction ##### 
0                       amr_void_flag                Enable AMR based on Void 
fraction conditions. 
3                       amr_embed_void_scale         Maximum embedding level 
for Void fraction. 
0.001                   amr_void_sgs_embed           Minimum VOF above which a 
cell will be embedded. 
PERMANENT                                            Temporal type and cyclic 
period. 
-999999.0               amr_void_start_time          Time to start the AMR. 
-999999.0               amr_void_end_time            Time to end the AMR. 
#############  Species data ############# 
1                       amr_species_flag             Enable AMR based on species 
conditions. 





1                       amr_num_species              Number of species to 
trigger AMR. 
C3H8                    species_name                 Species name. 
0.00025                 amr_species_sgs_embed        Minimum mass fraction of 
the species that will trigger AMR. 
PERMANENT                                            Temporal type and cyclic 
period. 
-999999                 amr_species_start_time       Time to start the AMR. 
-999999                 amr_species_end_time         Time to end the AMR. 
#############  Passive data ############# 
0                       amr_passive_flag             Enable AMR based on passives 
conditions. 
3                       amr_embed_passive_scale      Maximum embedding level 
for passives. 
1                       amr_num_passive              Number of passives to 
trigger AMR. 
NOT_USED                passive_name                 Passive name. 
1.0e-6                  amr_passive_sgs_embed        Minimum mass fraction of 
the passive that will trigger AMR. 
PERMANENT                                            Temporal type and cyclic 
period. 
0.0                     amr_passive_start_time       Time to start the AMR. 
10.0                    amr_passive_end_time         Time to end the AMR. 
#============================================= 
#  Boundary data  
#--------------------------------------------- 
0                       amr_num_bounds               Number of boundary on which 









2   # Number of boundaries defined 
#----------------------------------------------- 
1            Wall 
WALL         FIXED     Stationary 
roughness    0.0       0.5 
velocity     Law_of_wall  0.0 0.0 0.0 
pressure     Neumann      0.0 
temperature  Law_of_wall  300.0 
species      Neumann      0.0 
passive      Neumann      0.0 
tke          Neumann      0.0 
eps          Dirichlet    0.0 
region       0 
#----------------------------------------------- 
2            Symmetry 
SYMMETRY      









C3H8                    fuel_name                    Fuel species name. 
0.25                    omega_combust_steady         Under-relaxation for 
steady-state combustion. 
1                       sage_flag                    SAGE detailed chemistry 
model flag: 0=no SAGE model, 1=activate SAGE model. 
0                       sage_ode_solver              0=CVODES with dense 
solver (recommended for up to 100 species); 1=CVODES with preconditioned 
iterative solver. 
600.0                   sage_tcut                    Minimum cell temperature 
(K) for SAGE activation. 
1e-008                  sage_hcmin                   Minimum HC+CO species 
mole fraction for SAGE activation. 
PERMANENT                                            Temporal type and cyclic 
period. 
-999999.0               sage_tstart                  SAGE start time in 
seconds or crank angles. 
-999999.0               sage_tend                    SAGE end time in seconds 
or crank angles. 
0                       sage_region_flag             0=SAGE is not region 
dependent, 1=SAGE is region dependent. 
0                       sage_solve_temp              SAGE temperature 
solution flag. 0=do not re-solve temperature unless its change exceeds 
sage_delta_temp, 1=always re-solve temperature. 
2.0                     sage_delta_temp              Magnitude of the 
temperature change (K), above which temperature will be re-solved in SAGE. 
1                       sage_analyt_jac              Flag to determine if 
Jacobian matrix is solved analytically in the SAGE solver: 0=solve Jacobian 
matrix numerically, 1=solve Jacobian matrix analytically. 
0.0001                  sage_rel_tol                 Relative iteration error 
for each species in the SAGE solver. 
1e-014                  sage_abs_tol                 Absolute iteration error 
for each species in the SAGE solver. 
1.0                     sage_reac_mult               Scaling factor of 
reaction rates in the SAGE solver. 
0                       sage_dmr_flag                Use dynamic mechanism 
reduction (sage_dmr.in is required). 
0                       multizone_flag               0=do not use multi zone 
model, 1=use multi zone model. 
2                       multizone_bin_dim            Dimension of multizone. 
5.0                     multizone_tol_temp           Temperature bin size (K) 
for multizone chemistry. 
0.05                    multizone_tol_phi            Equivalence ratio bin 
size for multizone chemistry. 
1                       multizone_nox_flag           0=default, 1=improves 
the accuracy of NOx emissions prediction in the multizone model. 
0                       multizone_output_flag        0=no additional output 
for multizone chemistry, 1=activate additional output for multizone 
chemistry. 
0                       multizone_hr_map_flag        Use heat release 
mapping. 
0                       ceq_flag                     CEQ equilibrium solver 




0                       ceq_subsp_flag               Define CEQ species 
subset (ceq_species.in is required). 
600.0                   ceq_tcut                     Minimum cell temperature 
(K) for CEQ activation. 
1e-014                  ceq_hcmin                    Minimum HC+CO species 
mole fraction for CEQ activation. 
0                       ctc_flag                     Characteristic Time 
Combustion (CTC) model flag: 0=no CTC model, 1=activate CTC model. 
-999999.0               ctc_init_time                Time for CTC model 
initialization(s/deg). 
1                       ctc_mult_scale               Multi-scale CTC model 
flag: 0=single scale CTC model, 1=multi-scale CTC model. 
0.2                     tau_fraction                 Multi-scale CTC time-
scale fraction. 
0.1                     cm2                          CTC turbulent time-scale 
constant. 
7680000000.0            denomc                       CTC chemical time-scale 
constant. 
1000.0                  tchop                        Transition temperature 
(K) for Shell/CTC models. 
0                       shell_flag                   Shell ignition model 
flag: 0=no Shell model, 1=activate conserving Shell model, 2=activate 
original Shell model. 
125000.0                af04                         Shell model ignition 
delay parameter. 
0                       nox_flag                     Extended Zeldovich NOx 
model flag: 0=no NOx model, 1=activate NOx model. 
0                       soot_hiroy_flag              Hiroyasu/NSC soot model 
flag: 0=no soot model, 1=activate soot model. 
350.0                   soot_asf                     Soot formation pre-
exponential factor (1/(s bar^0.5)). 
12500.0                 soot_esf                     Soot formation 
activation energy parameter (cal/gmol). 
2.5e-006                soot_diam                    Soot particle diameter 
(cm). 
1.0                     soot_oxid_fac                Soot oxidation model 
factor. 
2.0                     soot_density                 Soot density (g/cm^3). 
0                       soot_form_flag               0=use the sum of the 
hydrocarbon species as the soot formation species, 1=use C2H2 as the soot 
formation species. 
0                       soot_mauss_mr_flag           Particle Moment 
Rate(PMR) soot model flag: 0=no PMR model, 1=active PMR model. 
2                       mauss_num_mom                Number of moments to be 
solved. 
2.25                    surfacegrowth_model          Describes the surface 
reactions soot dependence:-1=no surface reactions, 0.0=function of number 
density, 2.0=function of surface area, 2.25= d**2.25(typical for diesel), 
3.0=function of soot volume. 
0.3                     alpha_corrector              Part of sites on soot 
surface available for surface reactions. 
0                       soot_sectrate_flag           Particle Size Mimic(PSM) 
soot model flag:0=no PSM model, 1=active PSM model. 
20                      num_sootsections             Number of section(soot 
volume fraction) to be solved. 
5                       num_subsections              Number of sub-sections 




2.0                     sgmodel1                     Describes the surface 
reactions soot dependence in the range of PAH to sgSizeLimit. 
2.25                    sgmodel2                     Describes the surface 
reactions soot dependence in the range of sgSizeLimit to biggestSoot. 
0.95                    alphacorr1                   Part of sites on soot 
surface available for surface reactions in the range of PAH to sgSizeLimit. 
0.3                     alphacorr2                   Part of sites on soot 
surface available for surface reactions in the range of sgSizeLimit to 
biggestSoot. 
0                       custom_soot_precursor_flag   0=Don't use soot 
precursor; 1=Use soot precursor (soot_precursor.dat is required). 
0                       soot_condensation_flag       Condensation submodel 
flag for both Mauss and PSM model. 
1.0                     hr_time                      Heat release rate time 
(s/crank). 
0                       mix_frac_flag                0=do not calculate 
mixture fraction, 1=calculate mixture fraction. 
0                       mix_frac_var_flag            0=do not calculate 
mixture fraction variance, 1=calculate mixture fraction variance. 
2.0                     c_chi                        Constant used in 
modeling of the scalar dissipation in the mixture fraction variance 
calculation. 
0                       g_eqn_flag                   G-Eqn model flag: 0=no 
model, 1=equil. inside flame, 2=sage outside flame and equil. inside flame, 
3=sage inside and outside flame. 
-0.1                    g_eqn_init_value             Initial G-value. 
1                       g_eqn_grad_g_flag            0= Explicit method; 1= 
Sussman method. 
0                       laminar_flamespeed_flag      Laminar flamespeed flag: 
0=constant, 1=Metghalchi, 2=Gulder. 
-999999.0               constant_laminar_flamespeed  Constant laminar 
flamespeed (m/s). 
298.0                   laminar_flamespeed_temp_ref  Reference temperature. 
101325.0                laminar_flamespeed_pres_ref  Reference pressure. 
0.2632                  met_bm                       Metghalchi constant 1 
(m/s). 
-0.8472                 met_b2                       Metghalchi constant 2 
(m/s). 
1.13                    met_equiv_ratio              Metghalchi ref. 
equivalence ratio. 
0.0                     g_eqn_dilution               Metghalchi dilution 
species mass fraction. 
0.4658                  gulder_omega                 Gulder coefficient for 
calculating laminar flame speed. 
-0.326                  gulder_eta                   Gulder coefficient for 
calculating laminar flame speed. 
4.48                    gulder_xi                    Gulder coefficient for 
calculating laminar flame speed. 
1.2                     g_eqn_temp_exponent          Temperature exponent 
constant. 
-0.26                   g_eqn_pres_exponent          Pressure exponent 
constant. 
0                       g_eqn_turb_flamespeed_flag   Turbulent flame-speed 
calculation flag:0= don't use g_prime, 1=use_g_prime. 
0.78                    st_a4                        Constant for turbulent 




2.0                     st_b1                        Constant for turbulent 
flame speed calculation(b1). 
1.0                     st_b3                        Constant for turbulent 
flame speed calculation(b3). 
2.0                     g_prime_cs                   Constant used for 
calculating g_prime equation dissipation. 
3000.0                  tcut_g_eqn                   Temperature above which 
G is initialized. 
0                       g_eqn_spark_flag             Flag for g_eqn kernel 
ignition model: 0= don't use, 1= use kernel igniton model. 
0.3                     spark_eff                    Spark efficiency used 
for kernel model. 
100                     g_eqn_num_kernel_init        Number of spark kernels 
initialized for kernel model. 
80.0                    karlovitz_ig                 Karlovitz ignition 
number. 
0                       g_eqn_unburned_temp_flag     0= Don't transport 
unburned temperature; 1= Transport unburned temperature. 
0                       ecfm3z_flag                  Flag for ECFM3Z model. 
0=off, 1=on. 
CYCLIC 720                                           Temporal type and cyclic 
period. 
-999999.0               ecfm3z_tstart                ECFM3Z model starting 
time. 
-999999.0               ecfm3z_tend                  ECFM3Z model ending 
time. 
0                       ecfm3z_region_flag           1=Region based the 
ECFM3Z model  (ecfm3z_region.in required). 
2.0                     ecfm3z_mix_betam             Mixing constant. 
48.0                    ecfm3z_cetaneno              Fuel cetane number of 
ignition delay prediction. 
1.6                     cfm_stretch_alpha            Constant for turbulent 
stretch introduced the surface density production term. 
0.54                    cfm_itnfs_factor             ITNFS model constant. 
1.0                     cfm_destruct_beta            Constant for the surface 
density destruction term. 
2                       auto_ignition_flag           Auto-ignition model 
1=single stage ignition 2=double stages ignition. 
2e-005                  auto_ignition_tc             Fuel consumption 
characteristic time in the ignition model. 
0                       li_spark_flag                Laminar ignition (LI) 
spark model. 
CYCLIC 720                                           Temporal type and cyclic 
period. 
-999999.0               li_spark_tstart              LI model starting time. 
0.002                   li_init_kernel_diameter      Initial flame kernel 
diameter. 
0                       li_spark_locate_x            LI spark location x 
coordinate. 
0                       li_spark_locate_y            LI spark location y 
coordinate. 
0                       li_spark_locate_z            LI spark location z 
coordinate. 
7.0                     li_src_factor                Constant for surface 
density source from LI spark model. 





0                       ecfm3z_reinit_flag           1=Variables in the 
ECFM3Z model will be initialized for multiple cycle simulation 
(ecfm3z_reinit.in required). 
0                       rif_flag                     Flag for RIF model 0 is 
off, 1 is on. 
1                       rif_solver_flag              RIF Solver option. 
1                       rif_nproc_flamelet           Number of processors for 
each flamelet. 
1e-005                  rif_init_zmin                Minimum Z-value to 
inititialize flamelet. 
0.0                     rif_unburned_temp_offset     Offset in unburnt 
temperature (K). 
2.0                     rif_flmt_c_chi               Flamelet scalar 
dissipation constant. 
2.0                     rif_cfd_c_chi                CFD scalar dissipation 
constant. 
1000.0                  rif_chi_clip                 Max allowed value for 
scalar dissipation rate. 
1                       num_rif_flamelets            Number of flamelets. 
4                       rif_grid_type                Grid in the Z 
coordinate, Default set to 4 to use Hyperbolic grid. 
100                     rif_num_zgrids               Number of Z grids, 
Default set to 100. 
0                       rif_pdf_flag                 0 is beta pdf, 1 is 
clipped Gaussian pdf. 
0                       rif_transport_species_flag   0= all the species will 
be transported, 1= only species listed below will be transported. 
0                       num_rif_transport_species    Number of RIF species 
will be transported. 
1                       num_rif_bc0                  Number of species on 
boundary 0 (oxidizer side). 
O2  0.00000             bc0_rif                      List of species names 
and species mass fractions for the oxidizer. 
0                       num_rif_bc1                  Number of species on 
boundary 1 (fuel side). 












#  Embedding 3 
#--------------------------------------------- 
SPHERE                  embedded_type 
0.0 0.0 0.0             x_center                     The center point of the 
spherical shaped embedding. 
0.006                   radius                       The radius of the 
sphere. 
2                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
PERMANENT                                            Temporal type and cyclic 
period. 
-999999.0               start_time                   Time when embedding 
starts. Not used when temporal_type is PERMANENT. 
-999999.0               end_time                     Time when embedding 













0                       region_id 
0                       stream_id                    A unique integer 
identifier that represents a collection of regions. 
0                       solid_flag                   0=Regions in this 
stream_id are associated with the fluid phase, 1=Regions are associated with 
the solid. 
0.0 0.0 0.0             vel_init                     Initial velocity in the 
region (m/s). 
300.0                   temp_init                    Initial temperature in 
the region (K). 
101325.0                pres_init                    Initial absolute 
pressure in the region (Pa). 
1                       tke_init                     Initial turbulent 
kinetic energy in the region (m^2/s^2). 
10                      eps_init                     Initial tke dissipation 
rate in the region (m^2/s^3). 
3                       numspeciesinit               Number of initialized 
species mass fractions to follow. All others set to 0.0. 
O2 0.19687              name                         Name of species and mass 
fraction 
N2 0.74303              name                         Name of species and mass 
fraction 
C3H8 0.0601             name                         Name of species and mass 
fraction 
0                       numpassiveinit               Number of initialized 









"surface.dat"           surface_filename             The name of surface data 
file. 
1                       rstrtflg                     Flag to indicate if the 
simulation is a restart or new run: 0=new run, 1=restart. 
2                       rstrtnum                     Number added to output 
files to identify different restarts. 
1                       num_restart_files            Number of restart files 
to be saved. 
1                       restart_embed_flag           AMR restart embedding 
flag: 0=do not write AMR embedding to restart file, 1=write AMR embedding to 
restart file. 
0                       mapflag                      Flag to allow mapping in 
initial conditions: 0=do not map, 1=map (requires map.in and a data file). 
0                       ga_flag                      Flag to enable genetic 
algorithm output: 0=do not use GA output, 1=activate GA output. 
0                       ga_individual                Genetic algorithm 
individual number. 
0                       ga_generation                Genetic algorithm 
generation number. 
0                       nohydro                      Flag to indicate run 
type: 0=solve full hydrodynamics (typical), 1=no hydrodynmics--used to check 
grid. 
6                       parallel_scale               Parallel blocks level. 
100                     load_cyc                     Number of cycles between 
load balancing. 
1                       reread_input                 Flag to indicate whether 
or not to re-read inputs, 0=do not re-read, 1=re-read each time step. 
0                       screen_print_level           Screen print level. 
0                       crank_flag                   Flag to indicate time 
units: 0=seconds, 1=crank angles (used for transient engine simulations). 
0.0                     start_time                   Start time, in sec.  or 
crank angles. 
1.0                     end_time                     End time, in sec.  or 
crank angles. If gti_flag is on in boundary.in, keyword GT can be used. 
0.0001                  twrite_post                  Time interval for 
writing 3D output (s/crank angle/cycle). 
10.0                    twrite_transfer              Time interval for 
writing heat transfer output data (s/crank angle/cycle). 
0.0001                  twrite_restart               Time interval for 
writing restart output (s/crank angle/cycle). 
1e-008                  twrite_files                 Time interval for 
writing text data files (s/crank angle/cycle). 
0                       wall_output_flag             Flag to write wall 
output: 0=do not generate wall output, 1=generate wall output. 
0                       transfer_flag                Flag to generate FEA 
heat transfer data: 0=do not generate FEA data, 1=generate FEA data. 
1                       mixing_output_flag           Flag to generate mixing 
related output: 0=do not generate output, 1=generate output. 
2                       species_output_flag          Flag for output of 




0                       inter_regions_flow_flag      Flag to generate inter 
region flow output: 0=do not generate output, 1=total mass-flux output, 
2=mass-flux output for each specified species ('regions_flow.in'). 
0                       dynamic_flag                 Dynamic output options. 
1                       timeflag                     Flag for variable time-
step: 0=constant time-step (dt) 1=variable time-step (recommended). 
0.0001                  dtstart                      Time-step (dt) at the 
start of the simulation (s). 
1e-008                  dt                           Fixed time-step(s)--only 
used if timeflag=0. 
0.01                    dt_max                       Maximum time-step (dt). 
1e-008                  dt_min                       Minimum time-step (dt). 
1.5                     mult_dt_spray                Multiplier used in 
calculating maximum time-step based on spray. 
9999.0                  mult_dt_evap                 Multiplier used in 
calculating maximum time-step based on evaporation. 
0.5                     mult_dt_chem                 Multiplier used in 
calculating time-step based on chemical heat release. 
0                       dt_coll_mesh_flag            Flag for limiting time-
step based on collision mesh: 1=use collision mesh dt limiter, 0=do not use. 
1e-012                  mult_dt_coll_mesh            Multiplier used in 
calculating dt_coll_mesh. 
1.0                     max_cfl_u                    Maximum cfl number based 
on velocity. 
2.0                     max_cfl_nu                   Maximum cfl number based 
on viscosity. 
50.0                    max_cfl_mach                 Maximum cfl number based 
on speed of sound. 
0.5                     fv_upwind_factor_global      Blending factor for 
finite volume cells. 1.0=first order upwind, 0.5=second order central. 
0.5                     fv_upwind_factor_mom         Blending factor for 
momentum finite volume cells. 1.0=first order upwind, 0.5=second order 
central. 
2                       fd_order_convect             Order of upwinded finite 
difference convective stencils. 
0                       fd_skewness_convect          Skewness of upwinded 
finite difference convective stencils. 
2                       fd_order_diff                Order of central finite 
difference stencils. 
1.0                     impl                         Fraction of the solver 
that is implicit. 
0.0005                  seal_tol                     Sealing tolerance. 
0                       random_seed                  Random seed number. 
30                      itmax                        Maximum iterations 
allowed for solving transport equations using an iterative method. 
500                     itmax_pres                   Maximum iterations 
allowed for solving the pressure equation using an iterative method. 
500                     itmax_pres_ideal             Ideal number of 
iterations for pressure equation used to determine time-step control. 
1                       multigrid_flag               Pressure solver flag: 0 
=pressure is solved by SOR, 1 =pressure is solved by multigrid method. 
15                      num_multigrid_relaxations    Maximum number of 
iterations at each multigrid level. 
0.0001                  tol_u                        Convergence tolerance 
for the momentum equation. 
0.0001                  tol_sie                      Convergence tolerance 




0.0001                  tol_rad                      Convergence tolerance 
for the radiation transport equation. 
1e-008                  tol_p                        Convergence tolerance 
for the pressure equation. 
0.0001                  tol_density_transport        Convergence tolerance 
for the density transport equation. 
0.0001                  tol_species                  Convergence tolerance 
for species. 
0.0001                  tol_passive                  Convergence tolerance 
for passives. 
0.001                   tol_tke                      Convergence tolerance 
for the turbulent kinetic energy equation. 
0.001                   tol_eps                      Convergence tolerance 
for the turbulent dissipation equation. 
10.0                    mult_piso                    Convergence tolerance 
for PISO iterations. 
0.7                     omega_presrat                Under relaxation used in 
solving PISO density (pres_rat). 
1.0                     omega_u                      Under relaxation used in 
solving momentum equation. 
1.0                     omega_sie                    Under relaxation used in 
solving specific internal energy (sie) equation. 
1.0                     omega_rad                    Under relaxation used in 
solving radiation transport equation. 
1.3                     omega_p                      Under/over relaxation 
used in solving pressure equation. 
0.2                     omega_p_steady               Under/over relaxation 
used in solving steady pressure. 
1.0                     omega_density_transport      Under relaxation used in 
solving density transport equation. 
1.0                     omega_species                Under relaxation used in 
solving species. 
1.0                     omega_passive                Under relaxation used in 
solving passive. 
0.7                     omega_tke                    Under relaxation used in 
solving tke. 
0.7                     omega_eps                    Under relaxation used in 
solving eps. 
9                       max_piso                     Maximum number of PISO 
iterations. 
2                       min_piso                     Minimum number of PISO 
iterations. 
1.0                     conserve                     Fraction of the momentum 
equation in conservative form. 
1                       strict_conserve_flag          
1                       rc_flag                      Flag for rhie-chow 
model: 0 =no rhie-chow, 1 =Rhie-Chow. 
1                       finitevol_flag               Flag to indicate 
numerical scheme:0= finite difference scheme, 1=finite volume scheme. 
1                       momentum_solver              Flag to solve momentum: 
0=do not solve momentum equation, 1=solve momentum equation. 
1                       gas_compressible_flag        Gas compressibility 
flag: 0=incompressible gas flow, 1=compressible gas flow. 
0                       liquid_compressible_flag     Liquid compressibility 
flag: 0=incompressible liquid flow, 1=compressible liquid flow. 
0                       eos_flag                     Equation of state: 




0                       real_gas_prop_flag           0=Thermodynamic 
quantities are only function of T, 1=Thermodynamic quantities are only 
function of both T and P. 
6.0                     max_reduced_pres             The maximum reduced 
pressure for the departure function tables. 
133.0                   crit_temp                    Critical temperature 
used for Redlich-Kwong (K). 
3770000.0               crit_pres                    Critical pressure used 
for Redlich-Kwong (Pa). 
0.035                   acentric_factor              Acentric factor of air 
(used for advanced equations of state). 
1                       energy_solver                Flag to solve energy: 
0=do not solve energy equation, 1=solve energy equation. 
1                       species_solver               Flag to solve species: 
0=do not solve species equation, 1=solve species equation. 
0.9                     prandtl                      Turbulent Prandtl 
number. 
0.78                    schmidt                      Turbulent Schmidt 
number. 
0                       steady_solver                Flag to indicate 
transient or steady, 0=transient,1=steady pressure-based, 2=steady density-
based, 3=steady density-based on local cell time-steps. 
5000                    min_cycles_steady            Minimum number of cycles 
for steady calculations. 
10.0                    min_temp                     Minimum temperature 
allowed in the domain (K). 
60000.0                 max_temp                     Maximum temperature 
allowed in the domain (K). 
10.0                    max_visc                     Maximum turbulent 
dynamic viscosity allowed in the domain (N s/m^2). 
0.0                     gravity_x                    Gravity in X-direction 
(m/s^2). 
0.0                     gravity_y                    Gravity in Y-direction 
(m/s^2). 
0.0                     gravity_z                    Gravity in Z-direction 
(m/s^2). 
0                       spray_flag                   Flag to activate spray 
modeling: 0=do not use spray model, 1=use (requires spray.in). 
1                       turb_flag                    Flag to activate 
turbulence modeling: 0=do not use turbulence model, 1=use (requires 
turbulence.in). 
1                       comb_flag                    Flag to activate 
combustion modeling: 0=do not use combustion model, 1= use (requires 
combust.in). 
1                       source_flag                  Flag to activate user-
specifies sources: 0=do not use sources, 1=use (requires source.in). 
0.005                   dx_base                      Maximum cell size (dx) 
in X-direction (m). 
0.005                   dy_base                      Maximum cell size (dy) 
in Y-direction (m). 
0.005                   dz_base                      Maximum cell size (dz) 
in Z-direction (m). 
0                       grid_scale_file_flag         0=do not use 
gridscale.in, 1=use gridscale.in. 
0                       grid_scale                   Value of n in 




1                       amr_flag                     Flag to activate AMR: 
0=do not use AMR, 1=use AMR (requires amr.in). 
1                       embedded_flag                Flag to activate fixed 
embedding: 0=do not use fixed embedding, 1=use (requires embedded.in). 
0                       events_flag                  Flag to activate events: 
0=do not use events, 1= use (requires events.in). 
0                       composite_flag               Flag to activate 
composite species: 0=do not use composite species, 1=use (requires a 
composite.in). 
0                       wallvalue_flag               Flag to activate wall 
initial values: 0=do not use, 1=use (requires wallvalue.in). 
0                       udf_flag                     Flag to allow user-
defined functions: 0=do not use, 1=use (requires udf.in). 
0                       supercycle_flag              Supercycle flag. 0= do 
not use Supercycle, 1=use Supercycle. 
0                       vof_flag                     Flag to activate Volume 
Of Fluid method(VOF): 0=do not use VOF, 1=use (requires vof.in). 
0                       fsi_flag                     Flag to activate Fluid 
Structure Interaction(FSI) method: 0=do not use FSI, 1=use (requires fsi.in). 
0                       radiation_flag               Flag to activate 










density                 Cell density (Kg/m^3). 
pressure                Cell pressure (N/m^2). 
temp                    Cell temperature (K). 
velocity                All three components of cell velocity (m/s). 
vorticity               Vorticity (generates 3 separate scalar components) 
(1/s). 
idreg                   Cell region identification number. 
equiv_ratio             Cell equivalence ratio. 
lambda                  Cell relative air-fuel ratio. 
react_lambda            Cell lambda value for the combustion reaction 
excluding CO2 and H2O. 
react_ratio             Cell equivalence ratio that does not include CO2 and 
H2O in the calculation. 
bound_temp              Temperature at wall boundary (K). 
massfrac(N2O)           Mass fraction of species, species name must appear 
exactly as in "mech.dat" or "species.in". 
massfrac(NO2)           Mass fraction of species, species name must appear 
exactly as in "mech.dat" or "species.in". 
massfrac(NO)            Mass fraction of species, species name must appear 
exactly as in "mech.dat" or "species.in". 
massfrac(H2O)           Mass fraction of species, species name must appear 
exactly as in "mech.dat" or "species.in". 
massfrac(CO2)           Mass fraction of species, species name must appear 
exactly as in "mech.dat" or "species.in". 
massfrac(CO)            Mass fraction of species, species name must appear 
exactly as in "mech.dat" or "species.in". 
massfrac(C3H8)          Mass fraction of species, species name must appear 
exactly as in "mech.dat" or "species.in". 
massfrac(N2)            Mass fraction of species, species name must appear 
exactly as in "mech.dat" or "species.in". 
massfrac(O2)            Mass fraction of species, species name must appear 
exactly as in "mech.dat" or "species.in". 
eps                     Cell turbulence dissipation rate (m^2/s^3). 
tke                     Cell turbulent kinetic energy (m^2/s^2). 











#  Source 2 
#--------------------------------------------- 
ENERGY                  source equation              Source equation (ENERGY, 
U-EQ, V-EQ, W-EQ, TKE, EPS, [species], [passive], USER, POROUS). 
1                       source_type                  Source type (0 = Per 
unit volume per time; 1 = Total value of source; 2 = Pressure trace; 3 = Heat 
release data). 
0.0                     source_unit_volume           Unit volume. Refer the 
documentation for details. 
0.007                   source_value                 Value. 
SEQUENTIAL                                           Temporal type and cyclic 
period. 
0.0                     start_source                 The start time, in 
seconds or crank-angle-degrees, for the Source/Sink model. 
0.0005                  end_source                   The end time, in seconds 
or crank-angle-degrees, for the Source/Sink model. 
50000.0                 max_value                    Maximum value for the 
source. 
SPHERE                  source_shape                 Source shape (BOX, 
SPHERE, CYLINDER, REGION, LINE, CIRCLE). 
0.0 0.0 0.0             x_center                     The center point of the 
sphere. 
0.005                   radius                       The radius of the 
sphere-shaped source. 
0                       moving                       0 = Stationary; 1 = 
Prescribed velocity; 2 = Move with flow. 
0.0 0.0 0.0             velocity                     Velocity vector of the 
source. 
0.0                     max_displace                 Distance for the maximum 
displacement a source. 
0                       reset_source                 Displacement control(0 - 









11                      turbmodel                    Turbulence model flag 
(RANS):0=Upwinding, 1=k-eps, 2=rng k-eps, 3=rapid distortion rng k-eps. 
0.09                    cmu                          Turbulent viscosity 
coefficient. Typically 0.09 for k-eps and 0.0845 for rng k-eps. 
1.0                     rpr_tke                      Reciprocal TKE Prandtl 
number. Typically 1.0 for k-eps, 1.39 for rng k-eps. 
1.44                    ceps1                        Turbulent dissipation 
(eps) constant. Typically 1.44 for k-eps, 1.42 for rng k-eps. 
1.92                    ceps2                        Turbulent dissipation 
(eps) constant. Typically 1.92 for k-eps, 1.68 for rng k-eps. 
-1.0                    ceps3                        Turbulent dissipation 
(eps) constant. Typically -1.0 to 0.5. 
0.77                    rpr_eps                      Reciprocal turbulent 
dissipation (eps) Prandtl number. Typically 0.7692 for k-eps, 1.39 rng k-eps. 
0.012                   beta                         RNG k-epsilon constant. 
Typically 0.012. 
4.38                    eta0                         RNG k-epsilon constant. 
Typically 4.38. 
0.0                     c_s                          Turbulent spray source 
constant. Typically 0 to 1.5. 
0.03                    c_ps                         Drop turbulent 
dispersion constant. Typically 0 to 0.16. 
2.0                     c_tke_les                    LES sub-grid estimate 
constant. Typically 2.0. 
0.05                    c_tke_visc_les               LES Viscosity 
coefficient. 
1.0                     c_eps_les                    Turbulent LES 
dissipation constant. Typically 1.0. 
1                       wall_model                   LES wall model: 
0=standard law of the wall, 1=Werner and Wengle (recommended). 
11.4                    re_crit                      Law of the wall critical 
Reynolds number. 
0.15                    clw                          Law of the wall 
constant. 
0.42                    law_kappa                    Von Karman's constant. 
5.5                     law_b                        Law of wall parameter. 
10                      heatmodel                    Wall heat transfer 
model: 0=O'Rourke , 1=Han and Reitz, 2=Angelberger. 
0                       turb_stat_flag               Select turbulent 
statistics model (0=disabled). 
-999999                 turb_stat_start_time          
-999999                 mean_stat_end_time            





3. Brayton-Gluhareff Cycle Pressure Jet Simulations 
The following files were used to run the Brayton-Gluhareff Experimental (BGX) prototype 
engine presented in Chapter IV, Section D. As before, the mech.dat file necessary to model the 
chemical kinetics of combustion is not listed among these files. The mech.dat file representing the 
reduced San Diego mechanism listed in Appendix A2 was used to generate the output data 
discussed in Chapter VI, Section A. However, two versions of mech.dat are listed in full in 
Appendices A1 and A2 and either could be used (or any other mechanism in a valid mech.dat 
format). The reduced mechanism was chosen to reduce simulation runtime. Finally, as mentioned 
in the prior sections, the gas.dat and therm.dat files are not included due to their length considering 
they were unchanged from the default files and they are typically provided with or are integrated 









100                     amr_cycle_steady             Number of cycles between 
AMR calculations. 
200000                  amr_max_cells                Maximum number of cells in 
the entire domain. 
1                       amr_min_cells                Minimum number of cells in 
the entire domain. 
#============================================= 
#  AmrGroup 1 
#--------------------------------------------- 
3                       amr_num_regions              Number of AMR regions. 
1                       amr_active_region            Active AMR region. 
2                       amr_active_region            Active AMR region. 
0                       amr_active_region            Active AMR region. 
##### Velocity ##### 
1                       amr_vel_flag                 Enable AMR based on velocity 
conditions. 
3                       amr_embed_vel_scale          Maximum embedding level 
for velocity. 
1.0                     amr_vel_sgs_embed            Minimum velocity above 
which a cell will be embedded. 
PERMANENT                                            Temporal type and cyclic 
period. 
0.01                    amr_vel_start_time           Time to start the AMR. 
-999999.0               amr_vel_end_time             Time to end the AMR. 
50                      amr_parcel_embed             Maximum number of parcels 
in a cell before CONVERGE embeds a cell using AMR. 
##### Temperature ##### 
0                       amr_temp_flag                Enable AMR based on 
temperature conditions. 
5                       amr_embed_temp_scale         Maximum embedding level 
for temperature. 
2.5                     amr_temp_sgs_embed           Minimum temperature above 
which a cell will be embedded. 
SEQUENTIAL                                           Temporal type and cyclic 
period. 
0.1                     amr_temp_start_time          Time to start the AMR. 
100.0                   amr_temp_end_time            Time to end the AMR. 
##### Void fraction ##### 
0                       amr_void_flag                Enable AMR based on Void 
fraction conditions. 
3                       amr_embed_void_scale         Maximum embedding level 
for Void fraction. 
0.001                   amr_void_sgs_embed           Minimum VOF above which a 
cell will be embedded. 
PERMANENT                                            Temporal type and cyclic 
period. 
-999999.0               amr_void_start_time          Time to start the AMR. 
-999999.0               amr_void_end_time            Time to end the AMR. 
#############  Species data ############# 





3                       amr_embed_species_scale      Maximum embedding level 
for species. 
1                       amr_num_species              Number of species to 
trigger AMR. 
C3H8                    species_name                 Species name. 
0.001                   amr_species_sgs_embed        Minimum mass fraction of 
the species that will trigger AMR. 
SEQUENTIAL                                           Temporal type and cyclic 
period. 
0                       amr_species_start_time       Time to start the AMR. 
1                       amr_species_end_time         Time to end the AMR. 
#############  Passive data ############# 
0                       amr_passive_flag             Enable AMR based on passives 
conditions. 
3                       amr_embed_passive_scale      Maximum embedding level 
for passives. 
1                       amr_num_passive              Number of passives to 
trigger AMR. 
NOT_USED                passive_name                 Passive name. 
1.0e-6                  amr_passive_sgs_embed        Minimum mass fraction of 
the passive that will trigger AMR. 
PERMANENT                                            Temporal type and cyclic 
period. 
0.0                     amr_passive_start_time       Time to start the AMR. 
10.0                    amr_passive_end_time         Time to end the AMR. 
#============================================= 
#  Boundary data  
#--------------------------------------------- 
0                       amr_num_bounds               Number of boundary on which 









11   # Number of boundaries defined 
#----------------------------------------------- 
1            Injector 
INFLOW 
velocity     Neumann      0.0 0.0 0.0 
pressure     Dirichlet    [344738.0] 
temperature  Dirichlet    488.7 
species      Dirichlet    3 
O2                0.0 
N2                0.0 
C3H8              1.0 
passive      Dirichlet    0 
tke          Intensity    0.2 
eps          Length_scale 0.0001 
region       0 
#----------------------------------------------- 
2            Injector Wall 
WALL         FIXED     Stationary 
roughness    0.0       0.5 
velocity     Law_of_wall  0.0 0.0 0.0 
pressure     Neumann      0.0 
temperature  Law_of_wall  300.0 
species      Neumann      0.0 
passive      Neumann      0.0 
tke          Neumann      0.0 
eps          Dirichlet    0.0 
region       0 
#----------------------------------------------- 
3            Inlet 1 Wall 
WALL         FIXED     Stationary 
roughness    0.0       0.5 
velocity     Law_of_wall  0.0 0.0 0.0 
pressure     Neumann      0.0 
temperature  Law_of_wall  300.0 
species      Neumann      0.0 
passive      Neumann      0.0 
tke          Neumann      0.0 
eps          Dirichlet    0.0 
region       0 
#----------------------------------------------- 
4            Inlet 2 Wall 
WALL         FIXED     Stationary 
roughness    0.0       0.5 
velocity     Law_of_wall  0.0 0.0 0.0 
pressure     Neumann      0.0 
temperature  Law_of_wall  300.0 
species      Neumann      0.0 
passive      Neumann      0.0 
tke          Neumann      0.0 
eps          Dirichlet    0.0 





5            Sym_Inlet 
SYMMETRY      
region       0 
#----------------------------------------------- 
6            Ambient 
INFLOW 
velocity     Neumann      0.0 0.0 0.0 
pressure     Dirichlet    [110000.0] 
temperature  Dirichlet    300.0 
species      Dirichlet    2 
O2                0.23 
N2                0.77 
passive      Dirichlet    0 
tke          Intensity    0.02 
eps          Length_scale 0.003 
region       0 
#----------------------------------------------- 
7            Engine Wall 
WALL         FIXED     Stationary 
roughness    0.0       0.5 
velocity     Law_of_wall  0.0 0.0 0.0 
pressure     Neumann      0.0 
temperature  Law_of_wall  "EngineWallTemps.in" 
species      Neumann      0.0 
passive      Neumann      0.0 
tke          Neumann      0.0 
eps          Dirichlet    0.0 
region       1 
#----------------------------------------------- 
8            Engine Coil 
WALL         FIXED     Stationary 
roughness    0.0       0.5 
velocity     Law_of_wall  0.0 0.0 0.0 
pressure     Neumann      0.0 
temperature  Law_of_wall  "EngineWallTemps.in" 
species      Neumann      0.0 
passive      Neumann      0.0 
tke          Neumann      0.0 
eps          Dirichlet    0.0 
region       1 
#----------------------------------------------- 
9            Sym_Combustor 
SYMMETRY      
region       1 
#----------------------------------------------- 
10           Sym_Exhaust 
SYMMETRY      
region       2 
#----------------------------------------------- 
11           Outflow 
OUTFLOW 
velocity     Neumann      0.0 0.0 0.0 
pressure     Dirichlet    101325.0 0.0 
temperature  Neumann      0.0 
species      Neumann      0.0 
passive      Neumann      0.0 




eps          Neumann      0.0 
temperature  backflow Dirichlet 300.0 
species      backflow Dirichlet 2 
O2                0.23 
N2                0.77 
passive      backflow Dirichlet 0 
tke          backflow Intensity 0.02 
eps          backflow Length_scale 0.003 









C3H8                    fuel_name                    Fuel species name. 
0.25                    omega_combust_steady         Under-relaxation for 
steady-state combustion. 
1                       sage_flag                    SAGE detailed chemistry 
model flag: 0=no SAGE model, 1=activate SAGE model. 
0                       sage_ode_solver              0=CVODES with dense solver 
(recommended for up to 100 species); 1=CVODES with preconditioned iterative 
solver. 
600.0                   sage_tcut                    Minimum cell temperature 
(K) for SAGE activation. 
1e-008                  sage_hcmin                   Minimum HC+CO species mole 
fraction for SAGE activation. 
SEQUENTIAL                                           Temporal type and cyclic 
period. 
0.024                   sage_tstart                  SAGE start time in seconds 
or crank angles. 
999999.0                sage_tend                    SAGE end time in seconds 
or crank angles. 
1                       sage_region_flag             0=SAGE is not region 
dependent, 1=SAGE is region dependent. 
0                       sage_solve_temp              SAGE temperature solution 
flag. 0=do not re-solve temperature unless its change exceeds sage_delta_temp, 
1=always re-solve temperature. 
2.0                     sage_delta_temp              Magnitude of the temperature 
change (K), above which temperature will be re-solved in SAGE. 
1                       sage_analyt_jac              Flag to determine if 
Jacobian matrix is solved analytically in the SAGE solver: 0=solve Jacobian 
matrix numerically, 1=solve Jacobian matrix analytically. 
0.0001                  sage_rel_tol                 Relative iteration error 
for each species in the SAGE solver. 
1e-014                  sage_abs_tol                 Absolute iteration error 
for each species in the SAGE solver. 
1.0                     sage_reac_mult               Scaling factor of reaction 
rates in the SAGE solver. 
0                       sage_dmr_flag                Use dynamic mechanism 
reduction (sage_dmr.in is required). 
1                       multizone_flag               0=do not use multi zone 
model, 1=use multi zone model. 
2                       multizone_bin_dim            Dimension of multizone. 
5.0                     multizone_tol_temp           Temperature bin size (K) 
for multizone chemistry. 
0.05                    multizone_tol_phi            Equivalence ratio bin size 
for multizone chemistry. 
1                       multizone_nox_flag           0=default, 1=improves the 
accuracy of NOx emissions prediction in the multizone model. 
0                       multizone_output_flag        0=no additional output for 
multizone chemistry, 1=activate additional output for multizone chemistry. 
0                       multizone_hr_map_flag        Use heat release mapping. 
0                       ceq_flag                     CEQ equilibrium solver 
flag: 0=no CEQ, 1=activate CEQ, 2=activate CEQ with mixing time scale. 
0                       ceq_subsp_flag               Define CEQ species subset 




600.0                   ceq_tcut                     Minimum cell temperature 
(K) for CEQ activation. 
1e-014                  ceq_hcmin                    Minimum HC+CO species mole 
fraction for CEQ activation. 
0                       ctc_flag                     Characteristic Time 
Combustion (CTC) model flag: 0=no CTC model, 1=activate CTC model. 
-999999.0               ctc_init_time                Time for CTC model 
initialization(s/deg). 
1                       ctc_mult_scale               Multi-scale CTC model flag: 
0=single scale CTC model, 1=multi-scale CTC model. 
0.2                     tau_fraction                 Multi-scale CTC time-scale 
fraction. 
0.1                     cm2                          CTC turbulent time-scale 
constant. 
7680000000.0            denomc                       CTC chemical time-scale 
constant. 
1000.0                  tchop                        Transition temperature (K) 
for Shell/CTC models. 
0                       shell_flag                   Shell ignition model flag: 
0=no Shell model, 1=activate conserving Shell model, 2=activate original Shell 
model. 
125000.0                af04                         Shell model ignition delay 
parameter. 
0                       nox_flag                     Extended Zeldovich NOx 
model flag: 0=no NOx model, 1=activate NOx model. 
0                       soot_hiroy_flag              Hiroyasu/NSC soot model 
flag: 0=no soot model, 1=activate soot model. 
350.0                   soot_asf                     Soot formation pre-
exponential factor (1/(s bar^0.5)). 
12500.0                 soot_esf                     Soot formation activation 
energy parameter (cal/gmol). 
2.5e-006                soot_diam                    Soot particle diameter 
(cm). 
1.0                     soot_oxid_fac                Soot oxidation model 
factor. 
2.0                     soot_density                 Soot density (g/cm^3). 
0                       soot_form_flag               0=use the sum of the 
hydrocarbon species as the soot formation species, 1=use C2H2 as the soot 
formation species. 
0                       soot_mauss_mr_flag           Particle Moment Rate(PMR) 
soot model flag: 0=no PMR model, 1=active PMR model. 
2                       mauss_num_mom                Number of moments to be 
solved. 
2.25                    surfacegrowth_model          Describes the surface 
reactions soot dependence:-1=no surface reactions, 0.0=function of number 
density, 2.0=function of surface area, 2.25= d**2.25(typical for diesel), 
3.0=function of soot volume. 
0.3                     alpha_corrector              Part of sites on soot 
surface available for surface reactions. 
0                       soot_sectrate_flag           Particle Size Mimic(PSM) 
soot model flag:0=no PSM model, 1=active PSM model. 
20                      num_sootsections             Number of section(soot 
volume fraction) to be solved. 
5                       num_subsections              Number of sub-sections for 
each section. 
2.0                     sgmodel1                     Describes the surface 




2.25                    sgmodel2                     Describes the surface 
reactions soot dependence in the range of sgSizeLimit to biggestSoot. 
0.95                    alphacorr1                   Part of sites on soot 
surface available for surface reactions in the range of PAH to sgSizeLimit. 
0.3                     alphacorr2                   Part of sites on soot 
surface available for surface reactions in the range of sgSizeLimit to 
biggestSoot. 
0                       custom_soot_precursor_flag   0=Don't use soot precursor; 
1=Use soot precursor (soot_precursor.dat is required). 
0                       soot_condensation_flag       Condensation submodel flag 
for both Mauss and PSM model. 
1.0                     hr_time                      Heat release rate time 
(s/crank). 
1                       mix_frac_flag                0=do not calculate mixture 
fraction, 1=calculate mixture fraction. 
0                       mix_frac_var_flag            0=do not calculate mixture 
fraction variance, 1=calculate mixture fraction variance. 
2.0                     c_chi                        Constant used in modeling 
of the scalar dissipation in the mixture fraction variance calculation. 
0                       g_eqn_flag                   G-Eqn model flag: 0=no 
model, 1=equil. inside flame, 2=sage outside flame and equil. inside flame, 
3=sage inside and outside flame. 
-0.1                    g_eqn_init_value             Initial G-value. 
1                       g_eqn_grad_g_flag            0= Explicit method; 1= 
Sussman method. 
0                       laminar_flamespeed_flag      Laminar flamespeed flag: 
0=constant, 1=Metghalchi, 2=Gulder. 
0.0                     constant_laminar_flamespeed  Constant laminar flamespeed 
(m/s). 
298.0                   laminar_flamespeed_temp_ref  Reference temperature. 
101325.0                laminar_flamespeed_pres_ref  Reference pressure. 
0.2632                  met_bm                       Metghalchi constant 1 
(m/s). 
-0.8472                 met_b2                       Metghalchi constant 2 
(m/s). 
1.13                    met_equiv_ratio              Metghalchi ref. equivalence 
ratio. 
0.0                     g_eqn_dilution               Metghalchi dilution species 
mass fraction. 
0.4658                  gulder_omega                 Gulder coefficient for 
calculating laminar flame speed. 
-0.326                  gulder_eta                   Gulder coefficient for 
calculating laminar flame speed. 
4.48                    gulder_xi                    Gulder coefficient for 
calculating laminar flame speed. 
1.2                     g_eqn_temp_exponent          Temperature exponent 
constant. 
-0.26                   g_eqn_pres_exponent          Pressure exponent constant. 
0                       g_eqn_turb_flamespeed_flag   Turbulent flame-speed 
calculation flag:0= don't use g_prime, 1=use_g_prime. 
0.78                    st_a4                        Constant for turbulent 
flame speed calculation(a4). 
2.0                     st_b1                        Constant for turbulent 
flame speed calculation(b1). 
1.0                     st_b3                        Constant for turbulent 




2.0                     g_prime_cs                   Constant used for calculating 
g_prime equation dissipation. 
3000.0                  tcut_g_eqn                   Temperature above which G 
is initialized. 
0                       g_eqn_spark_flag             Flag for g_eqn kernel 
ignition model: 0= don't use, 1= use kernel igniton model. 
0.3                     spark_eff                    Spark efficiency used for 
kernel model. 
100                     g_eqn_num_kernel_init        Number of spark kernels 
initialized for kernel model. 
80.0                    karlovitz_ig                 Karlovitz ignition number. 
0                       g_eqn_unburned_temp_flag     0= Don't transport unburned 
temperature; 1= Transport unburned temperature. 
0                       ecfm3z_flag                  Flag for ECFM3Z model. 
0=off, 1=on. 
CYCLIC 720                                           Temporal type and cyclic 
period. 
-999999.0               ecfm3z_tstart                ECFM3Z model starting time. 
-999999.0               ecfm3z_tend                  ECFM3Z model ending time. 
0                       ecfm3z_region_flag           1=Region based the ECFM3Z 
model  (ecfm3z_region.in required). 
2.0                     ecfm3z_mix_betam             Mixing constant. 
48.0                    ecfm3z_cetaneno              Fuel cetane number of 
ignition delay prediction. 
1.6                     cfm_stretch_alpha            Constant for turbulent 
stretch introduced the surface density production term. 
0.54                    cfm_itnfs_factor             ITNFS model constant. 
1.0                     cfm_destruct_beta            Constant for the surface 
density destruction term. 
2                       auto_ignition_flag           Auto-ignition model 1=single 
stage ignition 2=double stages ignition. 
2e-005                  auto_ignition_tc             Fuel consumption 
characteristic time in the ignition model. 
0                       li_spark_flag                Laminar ignition (LI) spark 
model. 
CYCLIC 720                                           Temporal type and cyclic 
period. 
-999999.0               li_spark_tstart              LI model starting time. 
0.002                   li_init_kernel_diameter      Initial flame kernel 
diameter. 
0                       li_spark_locate_x            LI spark location x 
coordinate. 
0                       li_spark_locate_y            LI spark location y 
coordinate. 
0                       li_spark_locate_z            LI spark location z 
coordinate. 
7.0                     li_src_factor                Constant for surface 
density source from LI spark model. 
1                       ecfm3z_post_ceq_flag         Enable CEQ solver for 
burned zone. 
0                       ecfm3z_reinit_flag           1=Variables in the ECFM3Z 
model will be initialized for multiple cycle simulation (ecfm3z_reinit.in 
required). 
0                       rif_flag                     Flag for RIF model 0 is 
off, 1 is on. 




1                       rif_nproc_flamelet           Number of processors for 
each flamelet. 
1e-005                  rif_init_zmin                Minimum Z-value to 
inititialize flamelet. 
0.0                     rif_unburned_temp_offset     Offset in unburnt temperature 
(K). 
2.0                     rif_flmt_c_chi               Flamelet scalar dissipation 
constant. 
2.0                     rif_cfd_c_chi                CFD scalar dissipation 
constant. 
1000.0                  rif_chi_clip                 Max allowed value for 
scalar dissipation rate. 
1                       num_rif_flamelets            Number of flamelets. 
4                       rif_grid_type                Grid in the Z coordinate, 
Default set to 4 to use Hyperbolic grid. 
100                     rif_num_zgrids               Number of Z grids, Default 
set to 100. 
0                       rif_pdf_flag                 0 is beta pdf, 1 is clipped 
Gaussian pdf. 
0                       rif_transport_species_flag   0= all the species will be 
transported, 1= only species listed below will be transported. 
0                       num_rif_transport_species    Number of RIF species will 
be transported. 
1                       num_rif_bc0                  Number of species on 
boundary 0 (oxidizer side). 
O2  0.00000             bc0_rif                      List of species names and 
species mass fractions for the oxidizer. 
0                       num_rif_bc1                  Number of species on 
boundary 1 (fuel side). 











#  Engine Wall Surface 
 
#--------------------------------------------- 
BOUND                   embedded_type 
7                       boundary_id                  Boundary identifier (from 
boundary.in) that defines the boundary on which embedding is to be added. 
2                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
1                       num_embed                    Number of layers of 
embedding (at the specified embed_scale) to be added to the boundary. 
PERMANENT                                            Temporal type and cyclic 
period. 
0.001                   start_time                   Time when embedding starts. 
Not used when temporal_type is PERMANENT. 
1.0                     end_time                     Time when embedding ends. 
Not used when temporal_type is PERMANENT. 
#--------------------------------------------- 
#  Inlet 1 Wall Surface 
 
#--------------------------------------------- 
BOUND                   embedded_type 
3                       boundary_id                  Boundary identifier (from 
boundary.in) that defines the boundary on which embedding is to be added. 
3                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
2                       num_embed                    Number of layers of 
embedding (at the specified embed_scale) to be added to the boundary. 
PERMANENT                                            Temporal type and cyclic 
period. 
-999999.0               start_time                   Time when embedding starts. 
Not used when temporal_type is PERMANENT. 
-999999.0               end_time                     Time when embedding ends. 
Not used when temporal_type is PERMANENT. 
#--------------------------------------------- 
#  Inlet 2 Wall Surface 
 
#--------------------------------------------- 
BOUND                   embedded_type 
4                       boundary_id                  Boundary identifier (from 
boundary.in) that defines the boundary on which embedding is to be added. 
3                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
2                       num_embed                    Number of layers of 
embedding (at the specified embed_scale) to be added to the boundary. 
PERMANENT                                            Temporal type and cyclic 
period. 
-999999.0               start_time                   Time when embedding starts. 
Not used when temporal_type is PERMANENT. 
-999999.0               end_time                     Time when embedding ends. 





#  Injector Wall Surface 
 
#--------------------------------------------- 
BOUND                   embedded_type 
2                       boundary_id                  Boundary identifier (from 
boundary.in) that defines the boundary on which embedding is to be added. 
3                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
2                       num_embed                    Number of layers of 
embedding (at the specified embed_scale) to be added to the boundary. 
PERMANENT                                            Temporal type and cyclic 
period. 
-999999.0               start_time                   Time when embedding starts. 
Not used when temporal_type is PERMANENT. 
-999999.0               end_time                     Time when embedding ends. 
Not used when temporal_type is PERMANENT. 
#--------------------------------------------- 
#  Engine Coil Surface 
 
#--------------------------------------------- 
BOUND                   embedded_type 
8                       boundary_id                  Boundary identifier (from 
boundary.in) that defines the boundary on which embedding is to be added. 
3                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
2                       num_embed                    Number of layers of 
embedding (at the specified embed_scale) to be added to the boundary. 
SEQUENTIAL                                           Temporal type and cyclic 
period. 
0.001                   start_time                   Time when embedding starts. 
Not used when temporal_type is PERMANENT. 
1.0                     end_time                     Time when embedding ends. 
Not used when temporal_type is PERMANENT. 
#--------------------------------------------- 
#  Core Fineness 
#--------------------------------------------- 
BOX                     embedded_type 
0.0 0.0 0.01            x_center                     Center point of the embedded 
box. 
0.1 0.0587 0.011        x_size                       The half-size of the box. 
2                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
PERMANENT                                            Temporal type and cyclic 
period. 
0.0001                  start_time                   Time when embedding starts. 
Not used when temporal_type is PERMANENT. 
1.0                     end_time                     Time when embedding ends. 
Not used when temporal_type is PERMANENT. 
#--------------------------------------------- 
#  Injection Fineness 
#--------------------------------------------- 
CYLINDER                embedded_type 
0.0 0.225 0.0           x_center                     Center point of the first 
end of a cylinder. 





0.0 0.215 0.0           x_center                     Center point of the second 
end of a cylinder. 
0.007                   radius                       Radius of the second end 
of a cylinder. 
3                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
PERMANENT                                            Temporal type and cyclic 
period. 
-999999.0               start_time                   Time when embedding starts. 
Not used when temporal_type is PERMANENT. 
-999999.0               end_time                     Time when embedding ends. 
Not used when temporal_type is PERMANENT. 
#--------------------------------------------- 
#  Inlet 2 Fineness 
#--------------------------------------------- 
BOX                     embedded_type 
0.0 0.165 0.0058        x_center                     Center point of the embedded 
box. 
0.01 0.0075 0.006       x_size                       The half-size of the box. 
3                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
PERMANENT                                            Temporal type and cyclic 
period. 
-999999.0               start_time                   Time when embedding starts. 
Not used when temporal_type is PERMANENT. 
-999999.0               end_time                     Time when embedding ends. 
Not used when temporal_type is PERMANENT. 
#--------------------------------------------- 
#  Inlet 3 Fineness 
#--------------------------------------------- 
BOX                     embedded_type 
0.0 0.0625 0.0075       x_center                     Center point of the embedded 
box. 
0.015 0.0075 0.008      x_size                       The half-size of the box. 
3                       embed_scale                  Defines the level of 
refinement for embedding. Represents the value of n in dx_base/2^n. 
PERMANENT                                            Temporal type and cyclic 
period. 
-999999.0               start_time                   Time when embedding starts. 
Not used when temporal_type is PERMANENT. 
-999999.0               end_time                     Time when embedding ends. 








second         temperature     
0              300             
0.025          300             
0.028          310             
0.032          358             
0.034          445             
0.035          514             
0.036          622             
0.037          793             
0.038          937             
0.041          1200            
0.045          1400            
0.050          1600            
0.055          1700            
0.060          1775            
0.065          1800            









# {CYCLIC N | SEQUENTIAL | PERMANENT}      
# <REG_1  REG_2>  <OPEN/CLOSE>  <TIME>      
SEQUENTIAL               
0         1        OPEN         0.0 









1                       num_gridscale 
0.0                     gridscale_time 













0                       region_id 
0                       stream_id                    A unique integer identifier 
that represents a collection of regions. 
0                       solid_flag                   0=Regions in this stream_id 
are associated with the fluid phase, 1=Regions are associated with the solid. 
0.0 0.0 0.0             vel_init                     Initial velocity in the 
region (m/s). 
300.0                   temp_init                    Initial temperature in the 
region (K). 
110000.0                pres_init                    Initial absolute pressure 
in the region (Pa). 
1                       tke_init                     Initial turbulent kinetic 
energy in the region (m^2/s^2). 
10                      eps_init                     Initial tke dissipation 
rate in the region (m^2/s^3). 
2                       numspeciesinit               Number of initialized 
species mass fractions to follow. All others set to 0.0. 
O2 0.23                 name                         Name of species and mass 
fraction 
N2 0.77                 name                         Name of species and mass 
fraction 
0                       numpassiveinit               Number of initialized 




1                       region_id 
0                       stream_id                    A unique integer identifier 
that represents a collection of regions. 
0                       solid_flag                   0=Regions in this stream_id 
are associated with the fluid phase, 1=Regions are associated with the solid. 
0.0 0.0 0.0             vel_init                     Initial velocity in the 
region (m/s). 
300.0                   temp_init                    Initial temperature in the 
region (K). 
101325.0                pres_init                    Initial absolute pressure 
in the region (Pa). 
1                       tke_init                     Initial turbulent kinetic 
energy in the region (m^2/s^2). 
10                      eps_init                     Initial tke dissipation 
rate in the region (m^2/s^3). 
2                       numspeciesinit               Number of initialized 
species mass fractions to follow. All others set to 0.0. 
O2 0.23                 name                         Name of species and mass 
fraction 





0                       numpassiveinit               Number of initialized 




2                       region_id 
0                       stream_id                    A unique integer identifier 
that represents a collection of regions. 
0                       solid_flag                   0=Regions in this stream_id 
are associated with the fluid phase, 1=Regions are associated with the solid. 
0.0 0.0 0.0             vel_init                     Initial velocity in the 
region (m/s). 
300.0                   temp_init                    Initial temperature in the 
region (K). 
101325.0                pres_init                    Initial absolute pressure 
in the region (Pa). 
1                       tke_init                     Initial turbulent kinetic 
energy in the region (m^2/s^2). 
10                      eps_init                     Initial tke dissipation 
rate in the region (m^2/s^3). 
2                       numspeciesinit               Number of initialized 
species mass fractions to follow. All others set to 0.0. 
O2 0.23                 name                         Name of species and mass 
fraction 
N2 0.77                 name                         Name of species and mass 
fraction 
0                       numpassiveinit               Number of initialized 









"surface.dat"           surface_filename             The name of surface data 
file. 
1                       rstrtflg                     Flag to indicate if the 
simulation is a restart or new run: 0=new run, 1=restart. 
1                       rstrtnum                     Number added to output 
files to identify different restarts. 
2                       num_restart_files            Number of restart files to 
be saved. 
1                       restart_embed_flag           AMR restart embedding flag: 
0=do not write AMR embedding to restart file, 1=write AMR embedding to restart 
file. 
0                       mapflag                      Flag to allow mapping in 
initial conditions: 0=do not map, 1=map (requires map.in and a data file). 
0                       ga_flag                      Flag to enable genetic 
algorithm output: 0=do not use GA output, 1=activate GA output. 
0                       ga_individual                Genetic algorithm individual 
number. 
0                       ga_generation                Genetic algorithm generation 
number. 
0                       nohydro                      Flag to indicate run type: 
0=solve full hydrodynamics (typical), 1=no hydrodynmics--used to check grid. 
6                       parallel_scale               Parallel blocks level. 
100                     load_cyc                     Number of cycles between 
load balancing. 
1                       reread_input                 Flag to indicate whether 
or not to re-read inputs, 0=do not re-read, 1=re-read each time step. 
0                       screen_print_level           Screen print level. 
0                       crank_flag                   Flag to indicate time 
units: 0=seconds, 1=crank angles (used for transient engine simulations). 
0.0                     start_time                   Start time, in sec.  or 
crank angles. 
0.1                     end_time                     End time, in sec.  or crank 
angles. If gti_flag is on in boundary.in, keyword GT can be used. 
0.0001                  twrite_post                  Time interval for writing 
3D output (s/crank angle/cycle). 
10.0                    twrite_transfer              Time interval for writing 
heat transfer output data (s/crank angle/cycle). 
0.0001                  twrite_restart               Time interval for writing 
restart output (s/crank angle/cycle). 
1e-005                  twrite_files                 Time interval for writing 
text data files (s/crank angle/cycle). 
0                       wall_output_flag             Flag to write wall output: 
0=do not generate wall output, 1=generate wall output. 
0                       transfer_flag                Flag to generate FEA heat 
transfer data: 0=do not generate FEA data, 1=generate FEA data. 
1                       mixing_output_flag           Flag to generate mixing 
related output: 0=do not generate output, 1=generate output. 
1                       species_output_flag          Flag for output of species 
standard deviation. 
0                       inter_regions_flow_flag      Flag to generate inter 
region flow output: 0=do not generate output, 1=total mass-flux output, 2=mass-




0                       dynamic_flag                 Dynamic output options. 
1                       timeflag                     Flag for variable time-
step: 0=constant time-step (dt) 1=variable time-step (recommended). 
1e-006                  dtstart                      Time-step (dt) at the start 
of the simulation (s). 
1e-006                  dt                           Fixed time-step(s)--only 
used if timeflag=0. 
0.01                    dt_max                       Maximum time-step (dt). 
1e-010                  dt_min                       Minimum time-step (dt). 
1.5                     mult_dt_spray                Multiplier used in 
calculating maximum time-step based on spray. 
9999.0                  mult_dt_evap                 Multiplier used in 
calculating maximum time-step based on evaporation. 
0.5                     mult_dt_chem                 Multiplier used in 
calculating time-step based on chemical heat release. 
0                       dt_coll_mesh_flag            Flag for limiting time-
step based on collision mesh: 1=use collision mesh dt limiter, 0=do not use. 
1e-012                  mult_dt_coll_mesh            Multiplier used in 
calculating dt_coll_mesh. 
1.0                     max_cfl_u                    Maximum cfl number based 
on velocity. 
2.0                     max_cfl_nu                   Maximum cfl number based 
on viscosity. 
50.0                    max_cfl_mach                 Maximum cfl number based 
on speed of sound. 
1.0                     fv_upwind_factor_global      Blending factor for finite 
volume cells. 1.0=first order upwind, 0.5=second order central. 
1.0                     fv_upwind_factor_mom         Blending factor for momentum 
finite volume cells. 1.0=first order upwind, 0.5=second order central. 
2                       fd_order_convect             Order of upwinded finite 
difference convective stencils. 
0                       fd_skewness_convect          Skewness of upwinded finite 
difference convective stencils. 
2                       fd_order_diff                Order of central finite 
difference stencils. 
1.0                     impl                         Fraction of the solver 
that is implicit. 
0.0005                  seal_tol                     Sealing tolerance. 
0                       random_seed                  Random seed number. 
30                      itmax                        Maximum iterations allowed 
for solving transport equations using an iterative method. 
500                     itmax_pres                   Maximum iterations allowed 
for solving the pressure equation using an iterative method. 
500                     itmax_pres_ideal             Ideal number of iterations 
for pressure equation used to determine time-step control. 
1                       multigrid_flag               Pressure solver flag: 0 
=pressure is solved by SOR, 1 =pressure is solved by multigrid method. 
15                      num_multigrid_relaxations    Maximum number of iterations 
at each multigrid level. 
0.0001                  tol_u                        Convergence tolerance for 
the momentum equation. 
0.0001                  tol_sie                      Convergence tolerance for 
the energy equation. 
0.0001                  tol_rad                      Convergence tolerance for 
the radiation transport equation. 
1e-008                  tol_p                        Convergence tolerance for 




0.0001                  tol_density_transport        Convergence tolerance for 
the density transport equation. 
0.0001                  tol_species                  Convergence tolerance for 
species. 
0.0001                  tol_passive                  Convergence tolerance for 
passives. 
0.001                   tol_tke                      Convergence tolerance for 
the turbulent kinetic energy equation. 
0.001                   tol_eps                      Convergence tolerance for 
the turbulent dissipation equation. 
10.0                    mult_piso                    Convergence tolerance for 
PISO iterations. 
0.7                     omega_presrat                Under relaxation used in 
solving PISO density (pres_rat). 
1.0                     omega_u                      Under relaxation used in 
solving momentum equation. 
1.0                     omega_sie                    Under relaxation used in 
solving specific internal energy (sie) equation. 
1.0                     omega_rad                    Under relaxation used in 
solving radiation transport equation. 
1.3                     omega_p                      Under/over relaxation used 
in solving pressure equation. 
0.2                     omega_p_steady               Under/over relaxation used 
in solving steady pressure. 
1.0                     omega_density_transport      Under relaxation used in 
solving density transport equation. 
1.0                     omega_species                Under relaxation used in 
solving species. 
1.0                     omega_passive                Under relaxation used in 
solving passive. 
0.7                     omega_tke                    Under relaxation used in 
solving tke. 
0.7                     omega_eps                    Under relaxation used in 
solving eps. 
9                       max_piso                     Maximum number of PISO 
iterations. 
2                       min_piso                     Minimum number of PISO 
iterations. 
1.0                     conserve                     Fraction of the momentum 
equation in conservative form. 
1                       strict_conserve_flag          
1                       rc_flag                      Flag for rhie-chow model: 
0 =no rhie-chow, 1 =Rhie-Chow. 
1                       finitevol_flag               Flag to indicate numerical 
scheme:0= finite difference scheme, 1=finite volume scheme. 
1                       momentum_solver              Flag to solve momentum: 
0=do not solve momentum equation, 1=solve momentum equation. 
1                       gas_compressible_flag        Gas compressibility flag: 
0=incompressible gas flow, 1=compressible gas flow. 
0                       liquid_compressible_flag     Liquid compressibility 
flag: 0=incompressible liquid flow, 1=compressible liquid flow. 
1                       eos_flag                     Equation of state: 0=ideal 
gas, 1=Redlich-Kwong, 2=Redlich-Kwong-Soave, 3=Peng-Robinson. 
0                       real_gas_prop_flag           0=Thermodynamic quantities 





6.0                     max_reduced_pres             The maximum reduced pressure 
for the departure function tables. 
133.0                   crit_temp                    Critical temperature used 
for Redlich-Kwong (K). 
3770000.0               crit_pres                    Critical pressure used for 
Redlich-Kwong (Pa). 
0.035                   acentric_factor              Acentric factor of air 
(used for advanced equations of state). 
1                       energy_solver                Flag to solve energy: 0=do 
not solve energy equation, 1=solve energy equation. 
1                       species_solver               Flag to solve species: 
0=do not solve species equation, 1=solve species equation. 
0.9                     prandtl                      Turbulent Prandtl number. 
0.78                    schmidt                      Turbulent Schmidt number. 
0                       steady_solver                Flag to indicate transient 
or steady, 0=transient,1=steady pressure-based, 2=steady density-based, 
3=steady density-based on local cell time-steps. 
5000                    min_cycles_steady            Minimum number of cycles 
for steady calculations. 
10.0                    min_temp                     Minimum temperature allowed 
in the domain (K). 
60000.0                 max_temp                     Maximum temperature allowed 
in the domain (K). 
10.0                    max_visc                     Maximum turbulent dynamic 
viscosity allowed in the domain (N s/m^2). 
0.0                     gravity_x                    Gravity in X-direction 
(m/s^2). 
0.0                     gravity_y                    Gravity in Y-direction 
(m/s^2). 
0.0                     gravity_z                    Gravity in Z-direction 
(m/s^2). 
0                       spray_flag                   Flag to activate spray 
modeling: 0=do not use spray model, 1=use (requires spray.in). 
1                       turb_flag                    Flag to activate turbulence 
modeling: 0=do not use turbulence model, 1=use (requires turbulence.in). 
1                       comb_flag                    Flag to activate combustion 
modeling: 0=do not use combustion model, 1= use (requires combust.in). 
1                       source_flag                  Flag to activate user-
specifies sources: 0=do not use sources, 1=use (requires source.in). 
0.005                   dx_base                      Maximum cell size (dx) in 
X-direction (m). 
0.005                   dy_base                      Maximum cell size (dy) in 
Y-direction (m). 
0.005                   dz_base                      Maximum cell size (dz) in 
Z-direction (m). 
1                       grid_scale_file_flag         0=do not use gridscale.in, 
1=use gridscale.in. 
0                       grid_scale                   Value of n in dx_base/2^n 
(only used if grid_scale_file_flag=0). 
1                       amr_flag                     Flag to activate AMR: 0=do 
not use AMR, 1=use AMR (requires amr.in). 
1                       embedded_flag                Flag to activate fixed 
embedding: 0=do not use fixed embedding, 1=use (requires embedded.in). 
1                       events_flag                  Flag to activate events: 
0=do not use events, 1= use (requires events.in). 
0                       composite_flag               Flag to activate composite 




0                       wallvalue_flag               Flag to activate wall 
initial values: 0=do not use, 1=use (requires wallvalue.in). 
0                       udf_flag                     Flag to allow user-defined 
functions: 0=do not use, 1=use (requires udf.in). 
0                       supercycle_flag              Supercycle flag. 0= do not 
use Supercycle, 1=use Supercycle. 
0                       vof_flag                     Flag to activate Volume Of 
Fluid method(VOF): 0=do not use VOF, 1=use (requires vof.in). 
0                       fsi_flag                     Flag to activate Fluid 
Structure Interaction(FSI) method: 0=do not use FSI, 1=use (requires fsi.in). 
0                       radiation_flag               Flag to activate radiation: 










mach                    Cell Mach number. 
density                 Cell density (Kg/m^3). 
pressure                Cell pressure (N/m^2). 
grad_p[0]               Gradient of pressure in the cell in the i-th direction, 
1 represents x, 2 is y, and 3 is z (N/m^3). 
grad_p[1]               Gradient of pressure in the cell in the i-th direction, 
1 represents x, 2 is y, and 3 is z (N/m^3). 
grad_p[2]               Gradient of pressure in the cell in the i-th direction, 
1 represents x, 2 is y, and 3 is z (N/m^3). 
temp                    Cell temperature (K). 
velocity                All three components of cell velocity (m/s). 
volume                  Cell volume or cell pair volume if cell is paired (m^3). 
vorticity               Vorticity (generates 3 separate scalar components) 
(1/s). 
idreg                   Cell region identification number. 
equiv_ratio             Cell equivalence ratio. 
bound_flux              Heat flux at wall boundary (W/m^2). 
bound_htc               Heat transfer coefficient at wall boundary (W/m^2-K). 
bound_temp              Temperature at wall boundary (K). 
massfrac(H2O)           Mass fraction of species, species name must appear 
exactly as in "mech.dat" or "species.in". 
massfrac(CO2)           Mass fraction of species, species name must appear 
exactly as in "mech.dat" or "species.in". 
massfrac(CO)            Mass fraction of species, species name must appear 
exactly as in "mech.dat" or "species.in". 
massfrac(O2)            Mass fraction of species, species name must appear 
exactly as in "mech.dat" or "species.in". 
massfrac(C3H8)          Mass fraction of species, species name must appear 
exactly as in "mech.dat" or "species.in". 
eps                     Cell turbulence dissipation rate (m^2/s^3). 
tke                     Cell turbulent kinetic energy (m^2/s^2). 










1                       region_id                    The regions for SAGE 
calculations. The region_id must be included in “initialize.in”. 
SEQUENTIAL                                           Temporal type and cyclic 
period. 
0.024                   sage_tstart                  Starting time for SAGE 
calculation. 











#  Ignition Source 
 
#--------------------------------------------- 
ENERGY                  source equation              Source equation (ENERGY, 
U-EQ, V-EQ, W-EQ, TKE, EPS, [species], [passive], USER, POROUS). 
1                       source_type                  Source type (0 = Per unit 
volume per time; 1 = Total value of source; 2 = Pressure trace; 3 = Heat release 
data). 
10.0                    source_unit_volume           Unit volume. Refer the 
documentation for details. 
35.0                    source_value                 Value. 
SEQUENTIAL                                           Temporal type and cyclic 
period. 
0.025                   start_source                 The start time, in seconds 
or crank-angle-degrees, for the Source/Sink model. 
0.026                   end_source                   The end time, in seconds 
or crank-angle-degrees, for the Source/Sink model. 
1970.0                  max_value                    Maximum value for the 
source. 
CYLINDER                source_shape                 Source shape (BOX, SPHERE, 
CYLINDER, REGION, LINE, CIRCLE). 
0.0 0.06175 0.015       x1_center                    Center point of the first 
end of a cylinder. 
0.003175                radius1                      Radius of the first end of 
a cylinder for the cylinder-shaped source. 
0.0 0.06175 -0.001      x2_center                    Center point of the second 
end of a cylinder. 
0.003175                radius2                      Radius of the second end 
of a cylinder for the cylinder-shaped source. 
0                       moving                       0 = Stationary; 1 = 
Prescribed velocity; 2 = Move with flow. 
0.0 0.0 0.0             velocity                     Velocity vector of the 
source. 
0.0                     max_displace                 Distance for the maximum 
displacement a source. 
0                       reset_source                 Displacement control(0 - 









11                      turbmodel                    Turbulence model flag 
(RANS):0=Upwinding, 1=k-eps, 2=rng k-eps, 3=rapid distortion rng k-eps. 
0.0845                  cmu                          Turbulent viscosity 
coefficient. Typically 0.09 for k-eps and 0.0845 for rng k-eps. 
1.0                     rpr_tke                      Reciprocal TKE Prandtl 
number. Typically 1.0 for k-eps, 1.39 for rng k-eps. 
1.42                    ceps1                        Turbulent dissipation (eps) 
constant. Typically 1.44 for k-eps, 1.42 for rng k-eps. 
1.68                    ceps2                        Turbulent dissipation (eps) 
constant. Typically 1.92 for k-eps, 1.68 for rng k-eps. 
-1.0                    ceps3                        Turbulent dissipation (eps) 
constant. Typically -1.0 to 0.5. 
1.39                    rpr_eps                      Reciprocal turbulent 
dissipation (eps) Prandtl number. Typically 0.7692 for k-eps, 1.39 rng k-eps. 
0.012                   beta                         RNG k-epsilon constant. 
Typically 0.012. 
4.38                    eta0                         RNG k-epsilon constant. 
Typically 4.38. 
0.0                     c_s                          Turbulent spray source 
constant. Typically 0 to 1.5. 
0.03                    c_ps                         Drop turbulent dispersion 
constant. Typically 0 to 0.16. 
2.0                     c_tke_les                    LES sub-grid estimate 
constant. Typically 2.0. 
0.05                    c_tke_visc_les               LES Viscosity coefficient. 
1.0                     c_eps_les                    Turbulent LES dissipation 
constant. Typically 1.0. 
1                       wall_model                   LES wall model: 0=standard 
law of the wall, 1=Werner and Wengle (recommended). 
11.4                    re_crit                      Law of the wall critical 
Reynolds number. 
0.15                    clw                          Law of the wall constant. 
0.42                    law_kappa                    Von Karman's constant. 
5.5                     law_b                        Law of wall parameter. 
10                      heatmodel                    Wall heat transfer model: 
0=O'Rourke , 1=Han and Reitz, 2=Angelberger. 
0                       turb_stat_flag               Select turbulent statistics 
model (0=disabled). 
-999999                 turb_stat_start_time          
-999999                 mean_stat_end_time            
0.0001                  turb_stat_tol                 






C. MATLAB Source Codes 
The Student Edition of MATLAB r2015a was used extensively throughout this research 
effort. It was used first to run the calculations necessary to estimate a scaled engine’s approximate 
sizing. Although these parameters were not exact – they required some modification (discussed as 
the subject of Chapter II and in terms of tuning the engine in Chapter VII, Section B), construction 
of an engine at all would not have been possible without this first approximation. Next, the 
MATLAB Image Processing Toolbox was used to estimate approximate temperature distributions 
based on still images from video of the engine in operation filtered throughan IR-pass filter. This 
process is discussed in more detail in Chapter V, Section E. Lastly, MATLAB’s recently updated 
plotting tools were used to visualize mass-averaged and polled CFD data as well as data from the 
engine test standdue to its improved handling of large data sets compared to Microsoft Excel and 
even older versions of MATLAB. The source code for this was not included as it largely involved 
importing the large raw data set and simply repeating plot formatting code which is well-described 





1. Brayton-Gluhareff Cycle Approximate Sizing 
%Richard Bramlette 
%Graduate Research Assistant 
%University of Kansas 
%27 July 2010 
  
%PROGRAM TO DESIGN A GLUHAREFF PRESSURE JET ENGINES 
  
%This program will allow the user to design and size a Gluhareff Pressure 
%Jet engine based on the parameters available such as engine thrust, tank 
%pressure, etc... 
  
%Design Input Specifications 
ID0 = 0.0400;                       %Injector Inner Diameter (in.) 
Pf = 74.700;                        %Injector Feed Pressure (psia) 
Tf = 420.00;                        %Injector Feed Temp (deg F) 
Tflame = 1670.0;                    %Third Stage Flame Temp (deg F) 
  
N0 = 0.9097;                        %Injector Efficiency (per 1) 
Ni = 0.6747;                        %Inlet Efficiency (per 1) 
  
phi3 = 0.9429;                      %Third Stage Equivalency Ratio 
phi2 = 0.8068;                      %Second Stage Equivalency Ratio 
phi1 = 0.3807;                      %First Stage Equivalency Ratio 
f_stoich = 15.500;                  %Stoichiometric Air/Fuel Ratio for Fuel 
  
F15 = 639;                          %G8-2-15 Operating Frequency (Hz) 
ID15 = 0.125;                       %G8-2-15 Injector Inner Diameter (in.) 
  
%Operating Conditions 
Pamb = 14.700;                      %Ambient Pressure (psia) 
Tamb = 70.000;                      %Ambient Temp (deg F) 
g = 32.178;                         %Acceleration Due To Gravity (ft/sec^2) 
y_prop = 1.15;                      %Ratio of Specific Heats for Propane 
y_air = 1.40;                       %Ratio of Specific Heats for Air 
R_prop = 1130;                      %Propane Gas Constant (ft-lbf/slug-R) 
R_air = 1716;                       %Air Gas Constant (ft-lbf/slug-R) 
  
% Derived Specifications 
%======================== 
A0 = pi*(ID0/2)^2;                  %Injector Exit Area (sq.in.) 
Tf = Tf + 459.67;                   %Injector Temperature (Rankine) 
Tamb = Tamb + 459.67;               %Ambient Temperature (Rankine) 
rhoAMB = Pamb*144/(R_air*Tamb);     %Ambient Density (slug/ft^3) 
Tflame = Tflame + 459.67;           %Third Stage Flame Temp (Rankine) 
  
%========================================================================= 
%                        Injection Nozzle Analysis 
%========================================================================= 
%Injector Mass Flow Rate (slug/sec) 
yf = y_prop; Rf = R_prop; 
mdot0_ideal = Pf*A0*sqrt((yf/(Rf*Tf))*(2/(yf+1))^((yf+1)/(yf-1))); 





%Injector Exit Temperature (deg R) 
y0 = yf; 
T0 = Tf*(Pamb/Pf)^((y0-1)/y0); 
  
%Injector Sound Speed (ft/sec) 
R0 = Rf; 
a0 = sqrt(y0*R0*T0); 
  
%Injector Exit Density (slug/ft^3) 
R0 = Rf; P0 = Pf; 
rho0 = P0/(R0*T0); 
  
%Injector Exit Speed (ft/sec) 
V0 = N0*a0; 
  
%Injector Dynamic Pressure (psia) 
Q0 = (1/144)*(1/2)*rho0*V0^2; 
  
%Injector Kinetic Energy (slug-ft^2/sec^2) 
KE0 = (1/2)*mdot0*V0^2; 
  
%Injector (and thus engine) Operating Frequency (Hz) 
Fx = F15*(ID15/ID0); 
  
%Injector Length (Unnecessary; Ignore) 
L0 = 0; 
  
%Save All Injector Data 
Injector =  [0; N0; Fx; mdot0;   rho0;   L0; A0; ID0; V0; y0; R0;   T0-
459.67; a0; P0; Q0; 1; KE0]; 
InjectorG = [0; N0; Fx; mdot0*g; rho0*g; L0; A0; ID0; V0; y0; R0/g; T0;        
a0; P0; Q0; 1; KE0*g]; 
  
%========================================================================= 
%                        Air Intake System Analysis 
%========================================================================= 
  
% Sizing FIRST Stage Inlet 
%========================== 
f1 = phi1*f_stoich;             %Necessary fuel/air mixture 
mdot1 = f1*mdot0;               %Total mass flow for fuel/air mixture 
(slug/sec) 
  
N1 = Ni;                        %Efficiency from Injector to First Stage (per 
1) 
KE1 = N1*KE0;                   %First Stage Kinetic Energy (slug-ft^2/sec^2) 
V1 = sqrt(2*KE1/mdot1);         %First Stage Inlet Speed (ft/sec) 
  
rho1 = rhoAMB*(1-(1/f1)) + rho0*(1/f1);     %Rule of Mixtures to find rho 
A1 = 144*mdot1/(rho1*V1);       %First Stage Area needed to achieve mdot1 
(in.^2) 






Q1 = (1/144)*(1/2)*rho1*V1^2;   %First Stage Dynamic Pressure (psia) 
P1 = Pamb - Q1;                 %First Stage Static Pressure (psia) ***CHECK 
THIS*** 
  
R1 = R_air*(1-(1/f1)) + R_prop*(1/f1);      %Rule of Mixtures to find R 
y1 = y_air*(1-(1/f1)) + y_prop*(1/f1);      %Rule of Mixtures to find gamma 
Tex = P1*144/(rho1*R1);                     %Ideal Gas Law Temp (R) ***CHECK 
THIS*** 
T1 = Tamb*(1-(1/f1)) + Tex*(1/f1);          %First Stage Temperature (R) 
***CHECK THIS*** 
  
%R1 = Rf; y1 = yf; T1 = T0;     %Assuming Fuel Properties into First Stage 
%R1 = R_air; y1 = y_air; T1 = Tamb; 
  
a1 = sqrt(y1*R1*T1);            %Sound Speed in First Stage (ft/sec) 
L1 = a1/(2*Fx);                 %First Stage Inlet Length (ft) 
  
% Sizing SECOND Stage Inlet 
%========================== 
f2 = phi2*f_stoich;             %Necessary fuel/air mixture 
mdot2 = f2*mdot0;               %Total mass flow for fuel/air mixture 
(slug/sec) 
  
N2 = Ni^2;                      %Efficiency from Injector to Second Stage 
(per 1) 
KE2 = N2*KE0;                   %Second Stage Kinetic Energy (slug-
ft^2/sec^2) 
V2 = sqrt(2*KE2/mdot2);         %Second Stage Inlet Speed (ft/sec) 
  
rho2 = rhoAMB*(1-(1/f2)) + rho0*(1/f2);     %Rule of Mixtures to find rho 
A2 = 144*mdot2/(rho2*V2);       %Second Stage Area needed to achieve mdot2 
(in.^2) 
ID2 = 2*sqrt(A2/pi);            %First Stage Inner Diameter needed for Area 
(in.) 
  
Q2 = (1/144)*(1/2)*rho2*V2^2;   %Second Stage Dynamic Pressure (psia) 
P2 = Pamb - Q2;                 %Second Stage Static Pressure (psia) ***CHECK 
THIS*** 
  
R2 = R_air*(1-(1/f2)) + R_prop*(1/f2);      %Rule of Mixtures to find R 
y2 = y_air*(1-(1/f2)) + y_prop*(1/f2);      %Rule of Mixtures to find gamma 
T2 = P2*144/(rho2*R2);          %Second Stage Temperature (R) ***CHECK 
THIS*** 
  
a2 = sqrt(y2*R2*T2);            %Sound Speed in First Stage (ft/sec) 
L2 = a2/(2*Fx);                 %Second Stage Inlet Length (ft) 
  
% Sizing THIRD Stage Inlet 
%========================== 
f3 = phi3*f_stoich;             %Necessary fuel/air mixture for combustion 






N3 = Ni^3;                      %Efficiency from Injector to Third Stage (per 
1) 
KE3 = N3*KE0;                   %Third Stage Kinetic Energy (slug-ft^2/sec^2) 
  
V3 = sqrt(2*KE3/mdot3);         %Third Stage Inlet Speed (ft/sec) 
  
rho3 = rhoAMB*(1-(1/f3)) + rho0*(1/f3);     %Rule of Mixtures to find rho 
A3 = 144*mdot3/(rho3*V3);       %Third Stage Area needed to achieve mdot3 
(in.^2) 
ID3 = 2*sqrt(A3/pi);            %First Stage Inner Diameter needed for Area 
(in.) 
  
Q3 = (1/144)*(1/2)*rho3*V3^2;   %Third Stage Dynamic Pressure (psia) 
P3 = Pamb - Q3;                 %Third Stage Static Pressure (psia) ***CHECK 
THIS*** 
  
R3 = R_air*(1-(1/f3)) + R_prop*(1/f3);      %Rule of Mixtures to find R 
y3 = y_air*(1-(1/f3)) + y_prop*(1/f3);      %Rule of Mixtures to find gamma 
T3 = Tflame;                    %Third Stage Temperature (R) **ASSUMED** 
  
a3 = sqrt(y3*R3*T3);            %Sound Speed in First Stage (ft/sec) 
L3 = a3/(4*Fx);                 %Third Stage Inlet Length (ft) 
  
%Save All Inlet Data 
Inlet1 =  [1; N1; Fx; mdot1;   rho1;   L1; A1; ID1; V1; y1; R1;   T1-459.67; 
a1; P1; Q1;     f1; KE1]; 
Inlet2 =  [2; N2; Fx; mdot2;   rho2;   L2; A2; ID2; V2; y2; R2;   T2-459.67; 
a2; P2; Q2;     f2; KE2]; 
Inlet3 =  [3; N3; Fx; mdot3;   rho3;   L3; A3; ID3; V3; y3; R3;   T3-459.67; 
a3; P3; Q3;     f3; KE3]; 
  
Inlet1G = [1; N1; Fx; mdot1*g; rho1*g; L1; A1; ID1; V1; y1; R1/g; T1;        
a1; P1; Q1/144; f1; KE1*g]; 
Inlet2G = [2; N2; Fx; mdot2*g; rho2*g; L2; A2; ID2; V2; y2; R2/g; T2;        
a2; P2; Q2/144; f2; KE2*g]; 
Inlet3G = [3; N3; Fx; mdot3*g; rho3*g; L3; A3; ID3; V3; y3; R3/g; T3;        
a3; P3; Q3/144; f3; KE3*g]; 
  
Ln = L2*2;                              %Length of Nozzle/L2 = 2 (ft) 
IDcc = L3/2;                            %Diameter of Combustor/L3 = 1/2 (in.) 
Lcc = ((3.6988*ID0) + 0.8307)*L2*1.15;  %Length of Combustor (ft) 
            %Note: Trend of ratio with injector ID and adding 15% for nose 
            %section (which was not included in trend calc). 
IDn = (2/3)*IDcc;                       %IDn/IDcc = 0.66 (in.) 
ID3f = ID3*(1.25);                      %Flared slope of 8 (in.) 
  
%========================================================================= 
%                             Organize Results 
%========================================================================= 
  
%Concatenate All Data 
DATA = [Injector Inlet1 Inlet2 Inlet3]; 
DATA_G = [InjectorG Inlet1G Inlet2G Inlet3G]; 
  




fprintf('The Engine has been sized based on:\n') 
fprintf('Injector Inner Diameter = %2.4f in.\n',ID0) 
fprintf('Injector Feed Press.    = %4.1f psi\n',Pf) 
fprintf('Injector Feed Temp.     = %4.1f deg F\n',Tf-459.67) 
fprintf('Injector Efficiency     = %3.2f %%\n',N0*100) 
fprintf('Inlet Efficiency        = %3.2f %%\n',Ni*100) 
fprintf('Equivalency Ratios      = %1.4f %1.4f %1.4f\n',phi1,phi2,phi3) 
fprintf('Stoich. Air/Fuel Ratio  = %3.2f\n',f_stoich) 
fprintf('=============================================\n\n') 
fprintf('Operating Frequency = %5.1f Hz\n\n',Fx) 
fprintf('First Stage Inlet:\n') 
fprintf('===================\n') 
fprintf('Inner Diameter = %2.4f in.\n',ID1) 
fprintf('Length         = %2.4f in.\n\n',L1*12) 
fprintf('Second Stage Inlet:\n') 
fprintf('===================\n') 
fprintf('Inner Diameter = %2.4f in.\n',ID2) 
fprintf('Length         = %2.4f in.\n\n',L2*12) 
fprintf('Third Stage Inlet:\n') 
fprintf('===================\n') 
fprintf('Inner Diameter = %2.4f in.\n',ID3) 
fprintf('Flared ID      = %2.4f in.\n',ID3f) 
fprintf('Length         = %2.4f in.\n\n',L3*12) 
fprintf('Combustion Chamber:\n') 
fprintf('===================\n') 
fprintf('Inner Diameter = %2.4f in.\n',IDcc*12) 
fprintf('Length (w nose)= %2.4f in.\n\n',Lcc*12) 
fprintf('Nozzle:\n') 
fprintf('===================\n') 
fprintf('Inner Diameter = %2.4f in.\n',IDn*12) 







2. Temperature Contour Image Processing and Analysis (IMG2IR.m) 
The following source code was used with the MATLAB 2015a Student License. It depends 
on the MATLAB Image Processing Toolbox to generate apparent temperature contours from IR-
pass filtered still-images of the pressure jet engine in quasi-periodic operation. Maximum and 
minimum temperatures were experimentally measured with type-K thermocouples held to the 
engine external surface with a friction fit via an additional layer of sheet steel. The method is 
discussed in more detail in Chapter V-E. 
%Richard Bramlette 
%University of Kansas 
%Ph.D Research 
% 
%IMG2IR - Code to Read in an Image of an Object Heated to Incandescence and 
%Convert the Information to Apparent Temperature Contours Scaled Using 
%Measurements of the Actual Maximum and Minimum Temperatures 
  
%User Input Values 
Tmax = 2000;                                %Max Temperature in deg F 
Tmin = 800;                                 %Min Temperature in deg F 
dTContour = 20;                             %Contour Step Size, deg F 
  
t_start = cputime; 
%Read in User-Selected Image File 
[filename pathname filterindex] = uigetfile({'*.png;*.jpg;*.tif;*.gif'}); 
[image map alpha] = imread(filename);       %Read Image at filename 
[X Y N] = size(image);                      %Get Image Size 
fprintf('%s was read into memory (%i Pixels Tall, %i Pixels Wide)\n',... 
    filename,X,Y') 
  
%Convert Red/Green/Blue Image to Black/White 
I = rgb2gray(image);                       %Note: BW is uint8 data 
Imax = single(max(BW(:)));                 %Check Max Brightness 
Imin = single(min(BW(:)));                 %Check Min Brightness 
  
%Scale BW Data to Max and Min Temperature 
Tapp = single(BW)*((Tmax - Tmin)/(Imax - Imin)) + Tmin; 
  




imshow(filename)                            %Show Original Image 
title(sprintf('Original Image: %s',filename)) 
  






v = [Tmin:dTContour:Tmax];                  %Array of Temp. Contour Values 
[Cf,hf] = contourf(Tapp,v);                 %Show Temperature Contours 
if length(v) > 10                           %If more than 10 Contours, 
    hf.LineColor = 'none';                  %Turn Off Contour Lines 
end 
  
%Limit Plot to Image Size with no skew 
axis([0 Y 0 X],'equal') 
  
%Flip Image Y-Axis and Remove Irrelevant Pixel Numbers on Axes 
set(gca,'ydir','reverse','XTickLabel',[],'YTickLabel',[]) 
  
%Add Contour Plot Title, Colorbar, and Colorbar Title 
title(sprintf('Apparent Temperature Contours, \\DeltaT = %2.0f \\circF',... 
    dTContour)) 
Cb = colorbar('southoutside'); 
Cb.Label.String = 'Apparent Temperature (\circF)'; 
  
t_end = cputime; 
t_run = t_end - t_start; 




D. Selected Original Production Gluhareff Engine Drawings 
The following pages comprise the complete set of currently-available flat drawings 
originally sold by Eugene Gluhareff. These show the complete list of measurements drawn to scale 
by Eugene Gluhareff himself and copied from the best sources available.They include the complete 
list of parts necessary to build a pressure jet engine from raw sheet metal and tubing. The original 
engines were as much works of fine machine art as they were works of proper engineering. A 
skilled machinist and welder is recommended for attempting assembly of a new engine. 





G8-2-130 (in two parts) 
The images are intended for educational purposes only. Due to the folds in the plan sheets, 
some of the contours may be skewed. If you intend to scratch build a pressure jet engine based on 
plans, do so carefully and, if possible, work from a high resolution scan of these plans. Also 
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