We introduce a stochastic business cycle model and study the underlying stochastic Hopf bifurcations with respect to probability densities at different parameter values. Our analysis is based on the calculate of the largest Lyapunov exponent via multiplicative ergodic theorem and the theory of boundary analysis for quasi-non-integrable Hamiltonian systems. Some numerical simulations of the model are performed.
Introduction
In this work, we introduce a stochastic economy or business model and study its dynamics. Stochastic dynamical frame has become an inevitable tendency of studying economy movements. In a mathematical model describing economy movement, uncertain influential factors can be regarded as random external forcing or excitations to make the economical variables show randomness and non-determinacy. To the contrary, deterministic economy models can neither reflect the real movement of an economy system nor they are suffice to the development of an economical theory.
Let Y t denote the productive capital at time t, C t the consumption value at time t, I t and the investment at time t. Then for a closed economy system, we have that Y t = C t + I t . Samuelson and Hicks [Samuelson, 1939; Hicks, 1950] proposed a model based on "linear multiplier-accelerator theory" by assuming that the investment is proportional to the change of incomes between two previous periods and the consumption is proportional to the income in the previous period, i.e., they assume that I t = vZ t−1 , where Z t−1 = Y t −Y t−1 , and C t = (1 − s)Y t−1 , where 0 ≤ s < 1. Hence under this model, dynamics of the productive capital is described by the equation Y t = (1 + v − s)Y t−1 − vY t−2 .
The main weakness of this model is that it fails to describe the sudden changes or recession of the economy which take place in a continuous cycle. So Puu and Sushko [Puu & Sushko, 2004; Puu, 1991 Puu, , 2000 proposed an improved model by assuming linear-cubic shape for the investment function. More precisely, they assumed that:
where 0 ≤ < 1. This model takes into account the real fact that governments tend to distribute infrastructure investment counter-cyclically, partly as a means to fight depression, partly as a means to profit from lower input prices during slumps. Using equations (1a), (1b), (1c) together with the relation Y t = C t + I t , Puu and Sushko obtained the equation
which, under the rescaling ((1 + v − s)/v) 1/2 , becomes
where a = v − s > 0, v > 1 is the accelerated number and b = (1 − )s represents an eternal rate of saving [Samuelson, 1939; Hicks, 1950] .
To introduce our stochastic model, we first replace
(3) by x(t) ∈ C 2 ,ẋ, andẍ respectively, to obtain the following continuous model:
By adding an excitation Ψ(t) which may contain the change of productive capital, investment and consumption, we then obtain the following excited business cycle model:
Taking into account the randomness and non-determinacy of Ψ(t), we assume it to be a stochastic function. More precisely, we will consider the following stochastic business cycle model:
where β is a parameter, and W (t) is the Gaussian white noise with zero mean value and intensity 2D; with β and D being small numbers [Zhu, 2006] - [Huanget al., 2008] . The rest of the paper will be devoted to the dynamical study of this stochastic model, for which stability and bifurcation analysis will be conducted, along with some numerical simulations. Some concluding remarks will be made at the end.
Stability
Eq. (6) defines a so-called quasi-non-integable-Hamiltonian system [Zhu, 2006; Zhu & Huang, 1999] , i.e., it is a non-integrable Hamiltonian system subject to a weak damping and stochastic stimulation. With q = x, p =ẋ denoting the generalized displacement and the generalized momentum respectively, we obtain the stochastic differential equations as follows:
By leaving out damping and the stochastic stimulation term, the above becomes a Hamiltonian system with the Hamiltonian function
According to the properties of a quasi-non-integrable Hamiltonian system [Zhu, 2006; Zhu & Huang, 1999] , the Hamiltonian function of system (7a), (7b) converges in probability to an one-dimension diffusion process satisfying the following Itô differential equation:
where B(t) is a standard Weiner process, m(H) and σ(H) are the drift coefficient and diffusion coefficient of the process. Using the stochastic averaging method [Zhu, 2006; Zhu & Huang, 1999] of quasi-non-integrate Hamiltonian systems, we obtain
Calculation of the Largest Lyapunov Exponent
For the purpose of characterizing the local and global stability of the trivial solution of the stochastic business cycle model, we consider the largest Lyapunov exponent of the linearized system
where
, is the value of the original state. As Z(t, z 0 ) is equivalent to H(t) 1/2 , we will replace the former by the latter in (11) for computing the largest Lyapunov exponent.
2b , then the trivial solution H = 0 of system (9) is stable.
Proof. From equations (9), (10a), (10b), we can write the linearized system at H = 0 as the following linear Itô equation
It follows from (12) that
Hence the largest Lyapunov exponent reads
According to the Oseledec multiplicative ergodic theorem, the necessary and sufficient condition of asymptotic stability with probability 1, of the trivial solution of the system (9), is that the largest Lyapunov exponent λ is negative. We note that if a < 1 − Dβ 2 2b , then λ < 0. This completes the proof.
We note that the result of Theorem 1 can only judge the local stability of the trivial solution of the system. With regard to realistic meaning of the variables, it is obvious that H = 0 is meaningless. We will therefore assume that a ≥ 1 − Dβ 2 2b , and discuss whether there are any stable states under this assumption.
Analysis on the boundaries
As in [Zhu, 2006; Zhu & Huang, 1999] , we can classify the boundaries of equation (9) to distinguish the global stability of the trivial solution of the system. The global asymptotic stability, in probability, of the one-dimension diffusion process will be determined by the behaviors of the boundaries of the process: the left boundary H = 0 and the right boundary H → ∞. Case 1. The boundary H = 0. The drift coefficient m(H) and the diffusion coefficient σ(H) converge to the following expressions asymptotically when H → 0 + :
According to the classification of singular boundaries, the left boundary of Eq. (9) belongs to the first kind of singular boundary. Accordingly, the diffusion exponent α l , the drift exponent β l and the character value c l , can be calculated following [Zhu, 2006; Zhu & Huang, 1999] :
Thus we obtain the following table   Table 1 .
boundary H = 0 exclusive nature attractive nature threshold attractive nature
2b , i.e., the left boundary H = 0 is attractive in nature, this implies that as the time increases, H(t) will converge to H = 0 asymptotically. This provides another proof of Theorem 1.
Meanwhile, we find that when a > 1 − Dβ 2 2b , i.e., the left boundary H = 0 is exclusive in nature, this implies that as the time increases, H(t) will move away from H = 0 asymptotically; we will investigate this situation later. Case 2. The boundary H = +∞ (H → +∞). The drift coefficient m(H) and the diffusion coefficient σ(H) converge to the following expressions asymptotically when H → +∞:
According to the classification of singular boundaries, the right boundary of Eq. (9) belongs to the second kind of singular boundary. Accordingly, the diffusion exponent α r , the drift exponent β r and the character value c r can be calculated following [Zhu, 2006; Zhu & Huang, 1999] :
Therefore, when β r > α R − 1 and m(−∞) > 0, H = +∞ belongs to entrance boundary, it implies that with increasing time, H(t) will have a tendency to H = +∞ with some probability. It is clear that value of the probability is rather small, almost zero, for H(t) is an Itô stochastic process governed by Eq. (9) with realistic meaning in the closed business cycle. From the analysis above, we see that H(t) will move away from H = 0 asymptotically under the condition a > 1 − Dβ 2 2b , and it is impossible to have a tendency to H = +∞. In the next section, we will investigate the tendency of H(t), in order to demonstrate the movement of the closed business cycle subjected to the stochastic excitation.
Bifurcation
2b , we will analyze the transition probability density function of the process H(t), ρ(H, t | H 0 , t 0 ), in order to explain the tendency of H(t) with time increasing. From Eq. (9), H(t) is a temporally homogeneous diffusion process, ρ(H, t | H 0 , t 0 ) = ρ(H, τ | H 0 ), τ = t−t 0 . The transition probability density function ρ(H, τ | H 0 ) is governed by the Fokker-Planck-Kolmogorov equation with the initial condition as the delta function:
Furthermore, as H(t) is a stationary Markovian process, when τ → ∞, i.e. time τ is sufficiently large, ρ(H, τ | H 0 ) → ρ(H), and ∂ρ(H) ∂t = 0, so we can rewrite (19a) as
The solution of Eq. (20) can be expressed in the form:
where c is a normalizing parameter, which satisfies c = +∞ 0
, and µ = 2(a−1)b Dβ 2 . Using Eq. (8), we obtain the following expression for the joint probability density function with respect to the generalized displacement and the generalized momentum of the system:
As a consequence of a > 1 − Dβ 2 2b , we obtain µ > −1. We will now study the maximal probability of the values of the stochastic process H(t). There are two cases to discuss: Case 1. The probability ρ(H) will reach its maximum at H = 0 (or H → 0 + ), if µ ≤ 0, i.e. a ≤ 1.
Since H = 0 is equivalent to p = 0 and q = 0, it implies that under this stochastic excitation, the closed business cycle will terminate with probability. Case 2. The probability ρ(H) will reach its maximum at H * = 2(a−1) 3(a+1) , if µ ≤ 0, i.e. a > 1. Remark: Let dρ(H) dH = 0, we can obtain the unique solution H * = 2(a−1) 3(a+1) , and we also obtain
4(a−1) 2 µe µ(ln H * −1) > 0. As H * is the unique stationary point, we can find that the probability function ρ(H) has the unique maximum:
Thus we find that after a sufficiently long time, the stochastic process H(t) governed by Eq. (9) will obtain values around H * , with a probability. If a ≤ 1, ρ(H) will get its maximum at H = 0. So we see that a = 1 is not only the bifurcation point of the stability at H = 0 but also the bifurcation point of stochastic Hopf bifurcation of the system governed by (9), with probability. Since H(p, q) = 1 2 p 2 + 1 2 bq 2 , we can draw a phase graph of (q, p), and the density graph of its probability. We obtain a stochastic Hopf bifurcation with probability. We recall that q stands for Y t−1 , the productive value of last period, should be positive. We will present some numerical simulations in the next section.
Numerical simulations
We demonstrate the results of our analysis by some numerical simulations. For the sake of illustration, we will only present our numerical results for the parameter values = 0.1, s = 0.2, v = 1.88, i.e., a = 1.68, b = 0.0802, β = 0.6, D = 0.36. In Fig. 1 , we show graphs of the simulations with respect to equations (9, 19a, 19b, 21, 22) for the function H(t), including the situation H(t) ≤ 0. We observe that the values of H(t) form an elliptical belt with a high probability. Considering the realistic meaning of the variables, we know that H(t) should be positive. Without loss of generality, we assume q(t) ≥ 1 (i.e. y t−1 ≥ 1), for b > 0, so H(t) > 0, and present the results for the function H(t) and its probability function in Fig. 2 . We also compare the results of the system, with and without stochastic excitation in Fig. 3 . 
Discussions
There exist different behaviors of bifurcations between stochastic and deterministic systems. The bifurcations of the stochastic system may occur, with some probability when certain conditions caused by stochastic excitations are satisfied. However, even if these conditions are satisfied, the bifurcations will not necessarily occur. The probability of the bifurcation only reflects the possibility of the bifurcation's occurrence, from which one can learn the complexity of the stochastic business system.
According to the results of our analysis, under the stochastic excitation we assumed, we show that a is the bifurcation parameter for the stability of H(t) = 0, and is also the bifurcation parameter for the occurrence of stochastic Hopf bifurcation of the system (9), with probability.
The meaning of the stability of H(t) = 0 implies that the movement of the business cycle will stop, with high probability. Whereas the meaning of the occurrence of stochastic Hopf bifurcation implies that there exists a periodic-like behavior of this closed business cycle, with high probability. In fact, most business cycles have their own periods. The main reason why we can't predict the business period correctly is the existence of the stochastic excitations of the system and the fact that the period is not regular as shown in Fig. 3(a) ; a comparison of the deterministic and the stochastic results is shown in Fig. 3(b) . The results (a) graph of probability function ρ(H) of H(t) from from Eq. (19a, 19b) compared with the result from Eq. (21) (b) graph of H(t) corresponding to the Eq. (9) with q(t) ≥ 1 (c) graph of the probability function ρ(H) from Eq. (22) with q(t) ≥ 1 (d) graph of the probability function ρ(H) = ρ(p, q) from Eq. (19a, 19b) with q(t) ≥ 1, compared with the result from Eq. (21) Fig. 2 . Graphs of the function H(t) and its probability function ρ(H) or ρ(p, q) with parameters = 0.1, s = 0.2, v = 1.88, i.e. a = 1.68, b = 0.0802, and β = 0.6, D = 0.36, with q(t) ≥ 1.
we have obtained can be used to estimate the movement of business cycle with probability. We plan to consider other types of stochastic excitations in our further research. 
