Abstract-We examine the design of space-time codes that allow simple encoding and decoding of high and low-priority streams of data. A desirable multi-stream space-time code has the property that accurate soft bit information can be computed easily for one stream without having to decode the remaining streams. This allows, for example, a high-priority stream to be decoded optimally with complexity that is not adversely affected by the presence of a low-priority stream. Conditions that allow simple decoding are provided, and these conditions are demonstrated with some examples. We look specifically at twostream codes, and compare performance with standard singleantenna hierarchical two-stream methods.
I. INTRODUCTION
Space-time codes have made their way into wireless standards for point-to-point communications, where their potential advantages over single-antenna codes are well-understood [1] . We consider the design of space-time codes for simultaneous reception by multiple terminals.
Standard codes for simultaneous reception include codes such as the single-antenna hierarchical codes in DVB-T (Digital Video Broadcast-Terrestrial, used primarily in Europe) [2] , ISDB-T (Integrated Services Digital BroadcastingTerrestrial, used primarily in Japan) [3] , and in MediaFLO (Forward Link Only) [4] . In the simplest such code, the symbol constellation is chosen on the basis of two streams, a "highpriority" stream and "low-priority" stream. The intent is that the high-priority stream can be decoded by a large set of terminals at low signal-to-interference-plus-noise-ratio (SINR), while a lucky subset of these terminals with sufficiently high SINR can also decode the low-priority stream.
The key to success of the DVB-T codes is their simplicity. The high-priority stream can be decoded max-log-optimally with only a small complexity penalty imposed by the presence of the low-priority stream. These codes are designed generally for single-transmit-antenna systems. We wish to design a class of codes suitable for multiple-transmit-antenna systems where the high-priority stream can be decoded optimally without a large complexity penalty brought by the presence of the lowpriority stream.
The intention is to encode the data such that the highpriority stream requires less SINR to decode than the lowpriority stream. We provide conditions under which the simultaneous presence of the streams does not unduly burden demodulating and decoding either individually. We also provide design criteria to maximize the performance of these codes. Our goal is a class of simple codes that allows improved performance over the single-antenna codes that are now in common use.
II. SYSTEM MODEL AND HIERARCHICAL MODULATION

A. System Model
We provide a brief summary of our system model and notation. We suppose that there are M transmitter antennas and N receiver antennas. The channel between transmitter and receiver at a given time is
where y is the N ×1 received vector, x is the M ×1 transmitted signal vector, and w is an N ×1 additive white Gaussian noise vector with zero mean and covariance E (ww * ) = σ 2 w · I N ×N , where the notation (·)
* means "conjugate-transpose". The N × M channel matrix H has independent identically-distributed complex-Gaussian random variables with zero mean and unit variance. The transmit power constraint and SINR at the receiver are E x 2 = 1,
Suppose the channel stays constant for T = 1, 2, . . . units of time. We may describe the received signal over T units as
where Y is the N × T received matrix, X is the M × T transmitted signal matrix, and W is N × T additive noise. The matrix X is chosen from a space-time block code {X} whose cardinality |{X}| is C > 0; because we use the M transmit antennas over T units of time to encode the data, the rate, in bits per channel-use, is then (log 2 C)/T . A well-known example of such a code is described in [5] , where M = T = 2 and
and {s 1 , s 2 } are chosen from a standard PSK or QAM constellation. With N receive antennas, the receive equation 
in which the received row vector (two units of time) can be converted to an equivalent form using a column vector
where, in this case,
. . .
This paper considers space-time block codes that can be converted to equations of the form (6) for some observation vector z, equivalent channel matrix H, and transmit signal vector s.
B. Hierarchical Modulation
Hierarchical modulation as used by DVB-T is intended for single-transmit-antenna systems. We briefly describe its construction.
Hierarchical modulation in DVB-T is based on transmitting two streams, one of which has higher "priority" than the other. The priority is established by the relative constellation spacing as determined by a parameter α defined in (8) . Figure 1 gives an example called "QPSK in 64-QAM" where the highpriority stream carries two bits and the low-priority stream carries four bits [2] , [6] , [7] . The high-priority QPSK stream is marked figuratively as the four points at the centers of the four separate 16-QAM constellations that together form the 64-QAM constellation. These four points are assigned two bits according to a Gray mapping and usually carry important data that even terminals with low SINR should be able to decode. There is often some form of outer protection on these bits, in the form of a convolutional or turbo code. The act of determining the two bits in the high-priority stream is the same as determining from which of the four quadrants the transmitted signal was chosen.
While the high-priority stream determines the quadrant, the low-priority stream determines the point within the quadrant. The low-priority stream usually carries data that is lessimportant than, or a refinement of, the high-priority stream. As with the high-priority stream, the low-priority stream also has some form of outer code protection; this code is separate from the high-priority code.
The division of available power between the high and lowpriority schemes is determined by where d 2 is the minimum distance within the 16-QAM constellation and d 1 is the minimum distance between neighboring 16-QAM constellations, as illustrated in Figure 1 . DVB-T allows for three choices of α. The choice α = 1 results in a standard 64-QAM constellation, and the choices α = 2, 4 allow more power to be allocated to the QPSK constellation. As one can surmise, the SINR needed to decode the high-priority stream is comparatively lower than the lowpriority stream.
Another form of hierarchical modulation used in DVB-T is QPSK in 16-QAM. In this case, the high and low-priority streams are both QPSK. The definition of α in (8) still applies, except that d 2 is now the minimum distance within the lowpriority QPSK constellation. The choice α = 1 results in a standard 16-QAM constellation. We omit the details.
We now merge the concepts of hierarchical modulation of multiple streams and space-time coding. Some work on combining space-time coding with multiple streams can be found in [8] where the primary focus is on establishing coding "layers" which are peeled away one at time from highest priority to lowest. Our approach differs in that we are interested in being able to decode the layers simply and optimally, without error propagation from one layer to the next.
III. TWO-STREAM SPACE-TIME CODING
We now equip the model in Section II-A with two streams by modifying equation (3) . The high-priority stream is given an M ×T space-time code matrix X a comprising the elements
and the low-priority stream is given its own code X b , comprising the symbols
where A + B is the total number of symbols. Then the twostream version of (3) constructs X as follows:
and we have allowed η ∈ [0, 1] to represent a power-weighting between the high and low-priority streams. As we show, typically, η > 1/ √ 2 to reflect that the high-priority stream is generally transmitted with higher power than the low-priority stream.
Equation (6) may similarly be modified to handle two streams. In this case, the equivalent channels experienced by these two streams depend on their space-time matrices and are labeled H a and H b . Equation (6) then becomes
where z and v have length N T , H a is an N T × A matrix and H b is an N T × B matrix. We prefer to use a parameter such as η rather than α defined in (8) because α does not readily generalize to the high-dimensional constellations encountered in space-time coding. The two parameters are reconciled in Section III-A. It is straightforward to modify (11) and (12) for more than two streams; we reserve this discussion for another venue.
A. Standard hierarchical modulation
Section II-B presents the QPSK-in-64-QAM and QPSKin-16-QAM hierarchical modulations used in the DVB-T standard. The high-priority stream is chosen from a QPSK constellation, while the low-priority stream is chosen from either a 16-QAM or QPSK constellation. These modulations are intended for one transmit antenna and one unit of time (M = T = 1) and can be expressed using (12) as
where
and s a is the high-priority stream chosen from a QPSK constellation, and s b is the low-priority stream chosen from a QPSK or 16-QAM constellation. More generally, define r a and r b as the number of bits/channel-use in the high and low-priority streams. Then the total constellation size of the transmitted signal
The ratio of minimum distances α, defined in (8), can be converted to an equivalent η in (13). The details are tedious and omitted. For QPSK-in-64-QAM,
For QPSK-in-16-QAM,
We use η in our subsequent discussions.
B. Direct sum of space-time code and hierarchical modulation
We may readily combine the notions of hierarchical modulation and a space-time code in a "direct sum". The direct sum uses one space-time code for both high and low-priority streams.
For example, we may combine QPSK-in-64-QAM modulation with the space-time code (4) and construct X in (11) with
and the elements of s a are chosen from a QPSK constellation while s b is chosen from a 16-QAM constellation. This has the receiver representation
where H = H a = H b is as in (7) and the elements of s = ηs a + 1 − η 2 s b are chosen from the hierarchical constellation in Figure 1 . This direct sum of an Alamouti space-time code and the DVB-T hierarchical modulation combines the diversity features and simplicity of the code while allowing a terminal to decode to a level supported by its SINR. In this case, η retains its interpretation in Section III-A as having an equivalent α. This example readily generalizes to direct sums of other space-time codes with hierarchical modulation.
Before considering other space-time two-stream codes, we establish a performance criterion by which to judge them.
C. Performance criterion
There are some well-known high-SNR pairwise-distance metrics for designing space-time codes [9] such as
where the columns of X obey the power constraint (2) and it is assumed that T ≥ M , for otherwise the determinant is identically zero. The size of the constellation
The metric (18) does not suffice for our purposes because the construction X = ηX a + 1 − η 2 X b for a given η > 1/ √ 2 concentrates the energy in the high-priority stream and therefore tends to make the minimum determinant appear only in the low-priority stream. Maximizing (18), for a fixed η, then tries to maximize only the low-priority performance. The metric also does not indicate how to select η. We cannot use this metric to balance the high and low-priority stream performance, both of which we would like to control as much as possible. We therefore propose a new criterion.
Define a = (a 0 , . . . , a raT ) to be the high-priority bitstream and b = (b 0 , . . . , b r b T ) to be the low-priority stream. We seek
subject to
for some d > 0. This high-SNR design criterion requires a design parameter d that establishes a minimum determinant that we are willing to tolerate for the low-priority stream. The optimum codebook meets this d for the low-priority stream, but also maximizes the determinant metric for the high-priority stream. This maximization allows η to be varied as part of the design.
In the criterion (20), there is an implicit map from a and b to the final codeword X. This map is discussed now.
D. Bit mappings
Suppose that f a (·) is a bit-assignment function that assigns a to the symbols s a . This function obeys f a (a) = f a (a ) for a = a , and is used in the mapping a → s a . The space-time code then does the mapping s a → X a .
A good choice of f a (·) has the property that close neighbors X a and X a differ in as few bits as possible, where the notation X a replaces the unwieldy X a . For example,
could have minimizing a and a differ by one bit. Notice that we are ignoring the effect of the low-priority stream b in this metric. Implicitly, it is assumed that η is chosen so that ηX a + 1 − η 2 X b is closer to ηX a + 1 − η 2 X b than to ηX a + 1 − η 2 X b for any s a = s a , s b = s b , and any s b . That is, the high-priority stream has a constellation with sufficient energy that all 2 r b T − 1 nearest neighbors of X a in {X} have the same bit-assignment a. This property can be observed in the bit assignment in Figure 1 ; a figurative high-dimensional version of this is displayed in Figure 2 .
The low-priority stream is potentially a different matter. Define the bit-assignment function for the low-priority stream Figure 1 is jointly coded, but we have occasion to use independent mappings in Section IV-C, since the mapping affects decoding complexity. Independent mappings generally have lower complexity.
IV. DECODING COMPLEXITY
We discuss decoding and our metric of complexity. The success of hierarchical modulation is at least partly due to the ease with which the high and low-priority streams may be separately decoded. Since we are proposing the development and use of space-time codes for multi-stream applications, we need to assess the complexity of decoding the separate streams.
We begin by discussing the decoding complexity of standard hierarchical modulation.
A. Hierarchical modulation
Hierarchical modulation allows the high and low-priority streams to be decoded optimally separately from one another. This trait is especially useful if the receiving terminal is interested only in the high-priority data either because the terminal is impaired by low SINR or it requires only the quality-of-service offered by this stream. The presence of the low-priority data does not unduly burden the decoder of the high-priority stream. We now discuss the decoding aspect in detail.
Optimum decoding requires that soft information for each bit be computed by the demodulator. This soft information is then passed to an outer convolutional or turbo decoder. We are interested primarily in soft information suitable for a turbo decoder. Since the high and low-priority streams are encoded separately, two decoders are generally needed if both streams are desired. We focus on decoding the high-priority stream and assume that channel information is available at the terminal.
Let a = (a 0 , a 1 ) represent the bits of the high-priority stream in Figure 1 , and b = (b 0 , . . . , b 3 ) represent the lowpriority stream. Conditioned on the observation z in (13), the soft information for a 0 is
, where p(·|·) is the conditional likelihood function and it is assumed that all bits are independent and equally likely to be zero or one. It is customary to take the logarithm of this ratio and replace the sums in the numerator and denominator in this ratio with the maximum summand [10] LLR(a 0 ) = log
where, from (13),
The notation "LLR" is an abbreviation of "log-likelihood ratio". To compute LLR(a 0 ) using (23), the terminal can iterate through a 1 but does not need to iterate through the sixteen possible values of b. For example,
The computation of max b (·) in the above equation does not require iteration. Figure 1 shows that once the pair (a 0 , a 1 ) is chosen, effectively one of the four 16-QAM constellations contained in the 64-QAM constellation is also chosen. Thus, the problem of finding the maximizing b becomes the problem of 16-QAM maximum-likelihood decoding (after re-centering); this is accomplished by standard slicing/quantizing operations. We compare this complexity with the complexity of decoding a QPSK stream in the absence of an interfering (lowpriority) stream. Without an interfering stream, LLR(a 0 ) in (23) becomes
and the slicing operation of finding b is avoided. Nevertheless, we view the extra slicing effort imposed by the presence of the interfering stream as incremental and conclude that the process of decoding the high-priority stream does not become significantly more complex in the presence of the low-priority stream.
The discussion of how to decode the low-priority stream b is similar and is omitted.
B. Direct-sum codes
Direct-sum codes combine a space-time transmission scheme with hierarchical modulation. We first process the space-time aspect. The ease of decoding the space-time code is usually expressed in terms of the receiver equation (6), where the equivalent channel matrix H can be expressed in the QRdecomposition
where the N T × (A + B) matrix Q obeys Q * Q = I A+B , and R is triangular. Then a simple transformation yields
where z = Q * z and v = Q * v. The complexity of decoding s is then dictated by how "densely" R is populated. If R is diagonal (very sparsely populated), then the log-likelihood values may be computed for each symbol without iterating through the remaining symbols.
For example, with H as in (7) we can find an N T ×2 matrix Q such that Q * Q = I 2 and
Thus, computing the LLR's for the bits on the first symbol does not require an iterative search over the bits on the second symbol. The reverse is also true. In a direct-sum code, s = ηs a + 1 − η 2 s b as in Section III-B. On a per-symbol basis in s, we therefore inherit the hierarchical constellation construction decoding virtues depicted in Section IV-A. For example, with R as in (27), the decoding complexity per transmission is the same as with standard single-antenna hierarchical modulation (after processing with the Q matrix).
C. General two-stream space-time codes
The general two-stream code (12) may be re-written
where the N T × (A + B) matrix H and vector s are
We assume that N T ≥ A + B and ask the reader to forgive the fact that (28) and (6) 
H a , and R aa and R bb obey
The triangular A × A matrix R aa can be obtained as the Cholesky factorization of the right-hand side of (32). The triangular B × B matrix R bb can be obtained in a similar fashion from (33). In general, R aa = R a and R bb = R b . Proof: This lemma is proven by explicit multiplication.
Equations (32) and (33) are worth discussing briefly. We have
where U B is the N T × B matrix comprising the left singular vectors of H b corresponding to its non-zero singular values; U A is the N T × A matrix comprising the non-zero singular vectors of H a . Hence (32) projects the columns of H a onto the space orthogonal to the column-space of H b , and conversely for (33). For standard single-antenna hierarchical modulation and for the direct-sum codes of Section III-B, H a = H b , and therefore the projection (32) yields zero. It follows that R aa = 0 and
Direct-sum codes rely on the power weighting η to untangle s a and s b from the received z. In a similar fashion, R bb = 0 in (33). When R aa = 0 or R bb = 0, we also have the benefit of linear independence to help with s a and s b . Equation (28) may be transformed using a QR-factorization to
where z and v have length A + B. We examine the decoding complexity of a and b and compare with standard singleantenna hierarchical modulation. Equations (23) and (24) show that LLR(a) can be computed without iterating over b when decoding a. We also wish to avoid iterations in the general two-stream codes. Let the first A components of z in (36) be denoted z A , and the remaining B components be denoted z B . For any given a and b, the transformed observation z in (36) has probability density function (37), where f a (·) and f b (·, ·) are the bitassignment functions defined in Section III-D. For optimum decoding of a, we must compute LLR(a) as in (24), which requires us to find
where y B = z B − ηR ba s a . We see that s b appears in the likelihood function multiplied only by R b . If the space-time code corresponding to the low-priority stream H b is chosen so that R b is sparse, then finding the solution to (38) is generally simple and iteration is avoided. Hence, simple decoding of the high-priority stream a requires an appropriate choice of H b (or equivalently X b ) for the low-priority stream b.
A similar argument can be made for decoding the lowpriority stream, where another QR-factorization of (28) 
R a is sparse, the minimization in (39) could require iterating through the points of a.
A simple way to avoid this iteration is to make f b (·, ·) a function of only b. This sacrifices the potential performance improvements of a joint Gray bit-assignment, but still allows the high and low-priority streams to be given Gray assignments individually. Hence, simple decoding of the low-priority stream b requires an appropriate choice of H a (or equivalently X a ) for the high-priority stream a, and a good choice of
This leaves open the structures of R aa and R bb , which elude general analysis except for some special cases. For example, R aa = R a and R bb = R b when H * a H b = 0. In this case, the components of z in (28) corresponding to s a and s b can be separated without interference. We view this case as uninteresting since it is equivalent to having a space-time code in which the high-priority stream appears alone on some observations, and the low-priority stream appears on others. Codes that do not allow the streams to intermingle tend to have low throughput. Simple structures on R aa , R bb , R ab , and R ba can have a beneficial effect on complexity. However, we do not pursue this here, and assume that these matrices are not necessarily sparse.
We now pursue how to choose X a and X b such that R aa = 0 and R bb = 0.
D. TD-transform codes
The matrices X a and X b can be chosen freely so that R a and R b have simple structure, but we would like them to be compatible in that they have R aa = 0 in (32) and R bb = 0 in (33); they therefore exploit all the linearly independent equations available at the receiver. This form of compatibility should also translate to good determinant properties, as measured by (20) .
Let X a be chosen arbitrarily and let
where T is a unitary matrix and D is a diagonal matrix whose entries d 11 , d 22 , . . . have unit norm. The mapping in (40) indicates that X b is to be constructed by transforming X a using the equation in (40), and then s a,i is to be replaced with s b,i for i = 1, . . . , A. It is implicit that B = A in (9) and (10) . We refer to (40) as the TD-transform. These include direct-sum codes as a special case when T = I M and D = I T . This transformation can have the effect of ensuring that the column spaces of H a and H b differ and yet the simplicity of the space-time code is preserved. An example is given in the following lemma, the proof of which is omitted. Hence, when X a is an Alamouti code and X b is a TDtransform of X a ,
. A similar decomposition is obtained for R u . The proof is omitted.
V. A CODE FOR TWO TRANSMIT ANTENNAS
A two stream code can be constructed based on the code given in (4) using the TD-transform (40). This is
where T = exp(2πiθ)I 2 with θ = 0.1889. The constellation is formed by choosing η = 0.873 in (11) with the entries of s a chosen from a QPSK constellation and the entries of s b chosen from a 16-QAM constellation. These η and θ values are the result of a computer search over θ and η using the optimization in (20) with low-priority stream determinant d = 0.0023 in (22).
The value d = 0.0023 is taken from the minimum determinant value obtained for the low-priority stream in the direct sum code (16) using QPSK-in-64-QAM hierarchical modulation, where α = 1 (η = 16 21 ). Hence, we expect the low-priority stream performance at high-SNR of this directsum code to be approximately the same as the TD code (41), with the better high-priority stream performance determined by which code has the larger δ({X}) in (21).
For the direct-sum code, δ({X}) = 0.0023. For the TD code, δ({X}) = 0.0316. We therefore expect superior high-SNR performance for the TD code.
A. Uncoded Simulation Results
The symbol error probability for the high-priority stream is defined to be
where A is defined in (9) , and the error probability for the low-priority stream is
where B is defined in (10), and s a,i and s b,i are the transmitted symbols andŝ a,i andŝ b,i are the receiver estimates. Uncoded simulation results for N = 2 receive antennas for the TD code in (41) (with independent Gray code mappings on Fig. 3 . Simulation results for three schemes that carry two bits on their high-priority streams, and four bits on their low-priority streams, for N = 2 on a Rayleigh fading channel. The uncoded symbol error rates for each of hierarchical, direct-sum (16), and the TD code (41) are shown for the highpriority stream, modulated with QPSK, and the low-priority stream, modulated with 16-QAM. The low-priority streams of the direct-sum and TD code are nearly identical, as intended by design. The high-priority stream performance of the TD code shows significant improvement over that of direct-sum.
each stream) as well as the direct-sum code (16) are shown in Figure 3 , where the hierarchical modulation in the direct-sum is QPSK-in-64-QAM. These two codes utilize two transmit antennas. Also included in the figure is the QPSK-in-64-QAM standard hierarchical DVB-T code with α = 1, which uses only one transmit antenna. Each of these three coding schemes carries two bits of high-priority data and four bits of lowpriority data.
Note that the low-priority streams of the direct-sum code and TD code are nearly equivalent. They differ substantially in their high-priority stream performance. The advantage of the TD code over the direct-sum code for the high-priority stream is more than 4 dB at probability of error 10 −2 . Both the TD and direct-sum code are substantially superior to the standard hierarchical code.
B. Turbo Coded Simulation Results
Coded results are obtained by using a parallel concatenated turbo code separately on both the high and low-priority streams. Each stream utilizes a block size of 8000 bits. The constituent convolutional codes use polynomials 13 and 11 for feed forward and feedback, respectively. Max-logmap decoding is used in each of the constituent convolution decoders as well as the symbol demapping, as discussed in (23). Decoding comprises 10 turbo iterations, and a channel interleaver is used. Figure 4 considers a rate 3/4 turbo outer code as applied to the direct-sum and TD codes whose performance is described in Section V-A and Figure 3 . The coded performance largely mirrors the uncoded performance: while the low-priority stream performance of direct-sum and TD code are similar, the TD code is approximately 3 dB better than the direct-sum Fig. 4 . Rate 3/4 turbo coded simulation results for the TD and direct-sum codes with N = 2 on a Rayleigh fading channel. From left to right, the curves illustrate the TD code high-priority stream, the direct-sum high-priority stream, the TD low-priority stream, and the direct-sum low-priority stream. The TD code performs better than the direct-sum code on both streams and shows a gain of approximately 3 dB on the high-priority stream. The bit rate for both codes is 1.5 bits/channel use on the high-priority stream, and 3 bits/channel-use on the low-priority stream.
code at this particular code rate. This code rate corresponds to 1.5 bits/channel-use on the high-priority stream, and 3 bits/channel-use on the low-priority stream.
VI. CONCLUSION
In this paper, we provided a framework to merge the ideas of space-time coding with hierarchical modulation of high and low-priority streams. We provided conditions that allow for a simple decoding of the separate streams, and established a performance metric for code design and comparison. We demonstrated the performance of some two-antenna codes. The next step is generalization to any number of streams and combinations of space-time codes.
