Object detection is an important research direction in the field of computer vision. In recent years, object detection has made great advances in public datasets, and the algorithm performance is also consistently similar to human capabilities. Therefore, all improvements in this paper are based on two-stage object detection. The algorithm model in the paper has three main innovations: first, considering that the resolution of the feature map and the size of the receptive field are not very good. Therefore, in this paper, a deep dilated convolution network is added to the backbone network to replace the conventional residual module, forming our own backbone network structure-Deep_Dilated Convolution Network (D_dNet). The formation of the D_dNet greatly reduces the number of parameters of the model during the training phase, and improves the quality of feature extraction. In addition, to improve accuracy, the network structure of the second part becomes ''thick'', which increases the number of computations and reduces the detection speed. Therefore, by compressing the pretrained feature map and adding an 81-class fully connected layer to replace the original two layers, a light-weight network is formed. The light-weight network has changed the tradition of an overly thick fully connected layer, which not only makes the network lighter, but also significantly increases the corresponding detection speed. Finally, given the good hierarchy and transfer of the deep convolution neural network, this paper adds transfer learning to the training model to further optimize the model. In this paper, transfer learning is implemented to realize the transfer of weights. The training data samples are increased in disguise, there by increasing the stability of the training model. The evaluation of the entire model relies on the MSCOCO and PASCAL VOC datasets. In addition, the accuracy of the model is improved by 1.3%-2.2%.
I. INTRODUCTION
with the emergence of large amounts of data and the improvement in computing power, the research on unstructured visual data also begun to interest researchers. Object detection as the basis for image understanding and computer vision. In recent The associate editor coordinating the review of this manuscript and approving it for publication was Chao Tong. years, research on the field of object detection algorithms has focused on the following two methods: object detection algorithms based on image processing and machine learning, and object detection algorithms based on deep learning [1] . As we all know, the basis of object detection is the extraction of features. In the method of extracting artificial features, such as scale-invariant feature transform (SIFT), histogram oriented gradient (HOG) and speeded-up robust features (SURF). However, the latter's region selection strategy based on a sliding window has significant improvements in correlation, time complexity, and window redundancy. In addition, the robustness of manual extraction of features is not very good when dealing with diversity changes. While the latter gradually realizes the end-to-end object recognition and detection network from the initial R-CNN [2] , Fast R-CNN [3] to the later Faster R-CNN [4] , R-FCN [5] , Mask R-CNN [6] . The training and testing efficiency of the network has also been greatly improved, which creates considerable room for improvement in accuracy and speed in object detection, instance segmentation and object tracking in computer vision [7] .
To further improve the accuracy and speed of object detection, the Mask R-CNN network structure is taken as the basic network in this paper and improved using two main components. Part of the component is backbone network that generates the proposal regions, and the second improves the head network part-based on the candidate region reidentification process.
Improvement of the backbone network. First, considering that the residual network is easy to optimize and that its network performance can be guaranteed as the network depth increases, the classical residual network [8] (ResNet) structure of object detection is still used in this paper. Second, from the perspective of reducing the number of deep network parameters, this paper also uses the dilated convolution network(see Figure 1 ), which has nearly 17 times fewer parameters than previous models. In addition, the pretraining model of the backbone network considers that there are different sizes of objects in the image and that different objects have different features. In addition, after introducing the spatial feature Pyramid network [9] (FPN), the paper improves the performance of object detection and instance segmentation by obtaining better semantic features.
In dealing with head networks, since the fully convolutional layer [10] (FC) is computationally intensive and time consuming. This article makes the following changes: Considering that the MSCOCO [11] , [12] dataset has 80 classifications, the classification of feature maps is compressed into 10 categories in this paper. In addition, a 2048-channel FC layer is used to classify and locate the classification and regression operations.
To validate the validity of the model. MSCOCO and VOC datasets are the basic criteria for experimental evaluation. The comparison experiment results on the backbone network increased by 1.4 percentage points. The improvement of the head network is also increased by 1 percentage point. Finally, the transfer learning method is added for optimization. The performance of the improved network model has increased by 1.3%-2.2%. The detailed network framework diagram is shown in Figure 1 .
II. RELATED WORKS
In recent years, the deep learning method based on region proposals has become the mainstream method of object detection and recognition. With the development of computer vision, the mainstream methods of object detection have gradually shifted from traditional object detection methods to object detection methods based on deep learning. Of course, all the improvements in this paper are also two-stage object detection methods based on in-depth learning, and have achieved better results than predecessors.
A. INTRODUCTION TO ALGORITHM DEVELOPMENT
In 2013, RBG proposed the R-CNN network framework to provide a new idea for object detection by using simple linear operations. This has also become a pioneering work in the field of computer vision using the goal of deep learning research.
Following R-CNN, Ross Girshick introduced Fast R-CNN in 2015 years, he considered that R-CNN has several problems with time, memory consumption and too many training steps, and slow test time. The targeted improvements for the above three issues include the following. First, the convolution operation is no longer performed for each region proposal but for the entire image. Second, the input of region of interest pooling (ROI pooling) is not only the region proposal, but also the feature map output by the convolution layer 5. After ROI pooling, the author uses singular value decomposition (SVD) to simplify the FC layer's calculation. The whole object detection network is more compact and more efficient than R-CNN. Compact and improved object detection also greatly improves speed.
After the accumulation of R-CNN and Fast R-CNN, Ross Girshick et al proposed a new Faster R-CNN in 2016. The network structure framework's emergence has led to a large number of excellent and improved versions of the object detection method based on deep learning. Structurally, Faster R-CNN integrates feature extraction, region proposals, bounding box regression, and classification into a network framework, in addition to improving overall performance, especially in terms of detection speed.
At the end of 2017, He Kaiming proposed a new convolutional neural network Mask R-CNN, that is based on the previous Faster R-CNN architecture and completed the instance segmentation [13] and key point detection [14] , [15] . The proposed algorithm effectively completes the object detection and achieves high-quality semantic segmentation [16] . Simply, the Mask R-CNN algorithm adds the FCN to the object based on the Faster R-CNN algorithm to generate the object mask.
During 2019, a large number of novel algorithm models emerged, the most representative of which are KL-Loss [17] and Libra R-CNN [18] . Among them, KL-Loss proposed new boundaries The regression loss of the frame is learned from the movement of the bounding box and the position variance. This method improves the accuracy of different structure positioning without increasing the amount of calculation. However, Libra R-CNN finds that the detection performance is mainly limited during training. To this end, Libra R-CNN is proposed, which is a simple and effective framework for balanced learning in object detection.
B. THE IDEA OF OUR ALGORITHM
Therefore, the realization of this paper is inspired by this paper in many aspects [19] . First, on the backbone of the object detection framework, Mask R-CNN abandoned R-CNN's AlexNet network, Fast R-CNN and Faster R-CNN's VGG network, but select the ResNet network. The ResNet network model was chosen because it introduces a residual network structure with stronger feature representation ability, which solves the deep network degradation problem of the past. In addition, the author uses an FPN network to mine multiscale information. Second, ROIAlign is introduced on the basis of ROIpooling in the past, so that the mapping of the region of interest from the original image to the feature map directly uses bilinear interpolation without rounding. The error is much smaller than that of the direct ROIpooling operation. After the conversion, the accuracy of the corresponding original image is also higher. In addition, each class is allowed to generate an independent mask on the loss function processing to avoid interclass competition, that is, only the mask loss increase based on the loss function of Faster R-CNN. In general, from R-CNN, Fast R-CNN, Faster R-CNN, and Mask R-CNN, the deep learning-based object detection method still cannot satisfy the real-time performance. However, the process of object detection has become increasingly streamlined, with higher precision and faster speed.
III. MODEL DESCRIPTION A. OVERVIEW
The object detection algorithm has shifted in recent years from the traditional algorithm that was based on manual features to the detection technology that was based on a deep neural network [20] - [23] . The VGG network in the backbone network is replaced by a ResNet network to complete the design of the backbone network. The step size of traditional ResNet or VGG is equal to 32 (that is, the ratio of the input image to the final feature size). According to the reduction in the feature map size, the backbone network usually has five stages (P1-P5). In addition, all know that there is P6 in the FPN network, and there are P6 and P7 in RetinaNet [24] (P6 and P7 are not pretrained).
Since the larger object is predicted on the deeper feature map, and the need for receptive fields that correspond to the original image's proportion is also considerable. However, as the feature map is deepened, the definition of the edge of the object will become more and more blurred, and the border regression function of the corresponding object will also become weaker. In contrast, smaller objects are hard to see on small-resolution feature maps. Considering that the resolution of the feature map is reduced to 1/32 or less, small objects are not visible (assuming that 32 × 32 object is an existing point). Although networks such as FPN and RetinaNet use larger resolution and shallower layers to solve such problems, small object targets have disappeared in the ''deep'' network. Therefore, by adding shallow layers to deep semantics, a large part of the semantic information is also lost.
Therefore, to further maintain the resolution of the feature map and the size of the receptive field, This article introduces more phases (such as P6) on the backbone network to join the pretraining, the details are given in Section III-B.
In addition, considering that the text is based on a two-stage object detection framework, compared with the one-stage object detection framework, although the accuracy is high, but the speed is slow. This article carefully analyzes the two components of a two-stage algorithm. In the first part, the paper introduces a deep dilated convolution in the backbone network to improve the accuracy and reduce the number of calculations, achieving good results. However, looking at the entire object detection network architecture, in the traditional object detection network model, the design of the head network is relatively ''thick''. Although the detection accuracy is improved, it also leads to the improvement of computational complexity and the reduction of detection speed. In response to these problems, performing a compression operation on the output's final feature map after the pooling operation of the convolution layer's feature (the MSCOCO dataset's sample is always 81 × P × P that is compressed to 5×P×P or 10×P×P) is proposed. To ensure that the object detection task can be completed normally, a class 81 fully connected layer is added at the end to ensure that regression operations and classification can be performed normally. The details are given in Section III-C.
It is well known that a series of computer vision tasks, including object detection, need to rely on a large number of high-quality annotated data for deep neural network training, but it is difficult to obtain a large amount of good quality data in actual research. Transfer learning [25] can solve such problems very well. At the same time, due to the hierarchical nature of the convolutional neural network, it also determines the good mobility in the object detection network. Deep convolution networks with good hierarchical structures can generally learn the general features of images in the first few layers. With the increase of network depth and the deepening of image feature detection, the input of two tasks becomes more and more similar, the more common features detected by a deep convolution network, and the better the effect of transfer learning.
B. DEEP DILATED CONVOLUTIONAL NETWORK
This article retains stage 1-4 in ResNet-50 and refers to the DetNet [26] network structure. Stage 6 is added to the backbone network, and stage 5-6 are added to pretraining. In addition, in the stage 5-6, the conventional convolution residual module accumulation operation is changed, but the bottleneck network structure [27] of the dilated convolution is added. In Figure 2 , (a) is the ResNet residual module, (b) is the DetNet core module, and (c) is the network structure of the D_dNet core module, respectively. Considering that the ResNet-50 as the object detection backbone network has unique performance compared to other network structures. Therefore, the first four phases of ResNet-50 (1, 2, 3, 4) on the backbone network are retained in the design of the network model. Firstly, in order to obtain enough receptive fields in the first stage, the input image is sequentially passed through a 7 × 7 × 64 convolution operation, batch normalization (BN), activation function [28] (rectified linear unit, ReLU) and a maximum pooling layer (max pooling), which also ensures that the image passes 1/4 of the original image after one stage. At the same time, considering that the feature map acquired in the first stage is large, the corresponding operation time will be large. So the first phase of the model is only involved in the pre-training phase. In addition, each large layer in stage 2-4 is superimposed by repeated the convolution layers of the same residual module 1 × 1, 3 × 3, 1 × 1.
In the stage network layer 5-6 of the backbone network, this paper includes the DetNet network design. That is, the resolution of the feature map is maintained to ensure the perception of the size of the field, and an additional stage 6 is added to the pretraining model, as shown in Figure 3 . First, in stage 5-6, the size of the feature map is consistent and 1/16 of the original size. Compared with the corresponding properties of the original ResNet50 stage 5 feature map, which is 1/32 of the original size, the resolution of the feature map and the size of the receptive field are much better. Second, the first layer of the 5-6 phase of the backbone network consists of two branches, the primary path and the bypass. On the main road, keep three convolutional layers 1 × 1, 3 × 3, and 1 × 1 as their base modules, and add BN and ReLU operations in the middle of the convolutional layer. 1 × 1 convolution kernel can keep the feature map size stable. After BN and ReLU operations and 3 × 3 convolution layer, and set padding=1, the feature map can be further stabilized. The above operation ensures that the feature map of the feature map on the main road remains unchanged. On the bypass, in order to make the shallow feature map can fuse deep features, a 1 × 1 × 256 convolution operation is set on the bypass. Second, continue to use the residual module at levels 2-3 of stages 5-6, first a 256-dimensional layer through a 1 × 1 × 64 convolution layer, a 3 × 3 × 64 Convolution layer and a 1 × 1 × 256 convolution layer, then output it. The above operation not only reduces the number of parameters by nearly 1/9, but also greatly reduces the number of calculations and memory of the deep-expanded convolutional network module in training.
C. LIGHT-WEIGHT HEAD NETWORK
Considering how to improve the accuracy of the two-stage object detection algorithm based on deep learning, reduce its number of calculations and increase its calculation speed, we must ensure that the number of calculations in the second stage of the network framework can be neglected compared with the number of calculations in the first stage of the basic model. In other words, Minimize the impact of the second phase on the overall network model detection speed, so that the two-stage object detection algorithm can balance the detection efficiency with the one-stage in the overall complexity. In the past, the two-stage object detection algorithms designed in the head network [29] are relatively ''thick'', such as Fast R-CNN puts the computation behind the ROI operation. R-CNN puts the computation ahead of the ROI operation. Faster R-CNN uses two thick fully connected layers for feature region prediction. R-FCN designs a large scoring map and so on. These operations all introduce a large number of computations in the head network.
Therefore, according to the two decisive factors that increase the complexity of the head network: the feature map output by the pooling operation is thicker, and the classification and regression operations of the feature map are performed. In the network model of this article, taking the MSCOCO dataset as an example, the feature map output through the pooling process is compressed from 81 × P × P to 10 × P × P. In other words, the original 3,969 channels are compressed to 490 channels, which greatly reduces the amount of calculation and improves the detection speed. We will attempt to compress it to a smaller size in the future. However, since the compressed feature map is unable to perform normal classification and regression operations, before the model performs classification and regression operations, an FC with 81 classes and 2048 channels is introduced. so that the object detection task can be successfully completed, and further experimental analysis shows that the speed of this method is significantly improved to a certain extent. The head network structure design is shown in Figure 4 . First, before the feature map is input into the light-weight network, we first compress the feature map output from the pooling operation on the Mask R-CNN object detection framework based on the MSCOCO dataset from the original 81 × 7 × 7 to 10 × 7 × 7, Compress the number of channels to 490. (The size of the input feature map is 7 × 7).
In order to avoid more calculations here, RoI pooling will be used in the experiment to connect the fully connected layer. This 490-dimensional feature map is used as one of the inputs of ROI Pooling (the other input is ROI), then you can get an output of 490 channels. At this point, the feature map after pooling is already very thin. (The feature map needs to be pooled before entering FC).
Therefore, a larger convolution layer can be connected. We have selected 2048 channels of FCs through experimental comparison. This can retain more location information and will also bring a little performance improvement. (The input of tensor in FC is 490).
D. TRAINING MODEL BASED ON TRANSFER LEARNING
Generally, transfer learning refers to solving problems in different but related fields by using existing knowledge. The problem of having only a few labeled sample data in the target domain is solved by shifting the existing knowledge. If we apply transfer learning to a deep convolution neural network, the analysis found that the deep neural network continuously extracts information (weight parameters) from the upper layer through layer training, and the application of transfer learning to the deep convolutional neural network is essentially the transfer of weights.
In references [30] and [31] , transfer learning is used to achieve classification and behavior recognition. First, both of these papers use the dataset of the source task to train their convolutional neural networks. Then, the fully connected layer is redesigned according to the requirements of the target task. Finally, the convolutional layer parameters remain unchanged, and the parameters of the fully connected layer are retrained with the dataset of the target task. In addition, the research also proves that the use of transfer learning to improve performance between deep neural network models does not require a strong semantic correlation between the two.
In the network model of transfer learning, the number of neurons in the output layer can be continually modified according to the target task, and the weights of the neurons are randomly initialized. At the same time, the initialization of other network layers is performed using the MSCOCO datasets in the pre-training. Finally, the model uses the target task to train the entire network to acquire the model. The whole process is shown in Figure 5 .
Loading transfer learning in the model, in addition to the transfer of weights, significantly improves the classification accuracy of object detection. In addition, the network model of the training target task is refined in the convolutional layer to further improve the training accuracy.
IV. ANALYSIS OF EXPERIMENTAL RESULTS

A. DATASETS AND EVALUATION INDICATORS
Setting the experimental parameters. This paper mainly uses the ResNet-50 network as the benchmark network and VOLUME 7, 2019 evaluates the proposed method from local to global comprehensively on the MSCOCO dataset. Here, in this paper, the standard COCO dataset is used as the evaluation index in the experimental verification of the model. There are mainly advanced precision (AP), average recall (AR) and variant criteria of different indicators.
Considering the processor on which the model depends, each GPU processes only one image at a time. In addition to this, the region of interest of each image was set to 2000 for training, and another 1000 regions of interest were tested. This paper chooses a GPU 1080 configuration. The number of iterations here is set slightly lower, but considerable time is wasted on verification. Thus, the update frequency of the TensorBoard is higher. Second, the number of experimental validations is fine-tuned several times to prevent too much or too little training and too little to reduce the accuracy of validation. In the model training, the input image size is 1024 × 1024, and the learning rate is set to 0.01. However, considering the subsequent input to the spatial feature pyramid network, the corresponding feature size requirement is a 256 × 256. In addition, the activation function in the extended network module still uses a ReLU function that is simple and can avoid gradient disappearance, and adds BN. In this paper, the method of transfer learning is introduced into the backbone network. Mask R-CNN and ResNet, which are trained in advance, are applied to their models respectively. The size of the pooling layer is set to 7. Through transfer learning, the parameters and the results of BN in training are further revised, and the speed of experiment is improved to a certain extent.
Experimental dataset description. The selection of experimental datasets mainly relies on the currently widely used MSCOCO dataset. In the object detection direction, the dataset has 80 object categories. Among them, the training set has 80k images, and the test set and the verification set each have 40k images. Extending most of the experimental conventions, the 40k verification set will be divided into 35K and 5k datasets. The 80k training set is then combined with the 35k verification set to obtain a 115k that training set, and a 5K small verification set.
B. DEEP DILATED CONVOLUTION NETWORK EXPERIMENT
This paper extends the backbone of the ResNet-50 network and uses the feature space pyramid network as a baseline. Considering that the feature space pyramid network can be well traded off between speed and accuracy, it is often used in many visual tasks. To further verify the effectiveness of the proposed D_dNet-65 network in the feature space pyramid structure, the D_dNet-65 network is compared with the ResNet-50 network, and a deep expansion convolution network is added to the D_dNet-65 network structure. The detailed design is presented in Section III-B. Next, this paper uses the D_dNet-65 network to replace ResNet-50, but it retains the other structures of the whole network unchanged. First, the D_dNet-65 network is classified based on the MSCOCO dataset. From the analysis in Table 1 , it is found that the D_dNet-65 network has a bit error rate of 23.8%, and the corresponding complexity is 5.2G. The FPN was then trained with D_dNet-65 and compared to ResNet-50. From Table 1 , we can see that D_dNet-65 has better performance than ResNet-50 and Mask R-CNN (up to 1.7 points in mAP). Undoubtedly, as the depth of the network increases, the number of parameters of the corresponding network will also increase significantly. Therefore, as shown in Table 1 , Table 1 further validates the validity of the D_dNet-65 network structure. Therefore, according to the experimental results in [6] , the paper analyzes the influence of the ResNet-101 network on the feature space pyramid network. The experimental data give the complexity of the ResNet-101 network to 7.6G, and the result is 39.8 mAP. The ResNet-101 network model is compared with the D_dNet-65 network model in this paper. It is found from the table that the D_dNet-65 network model has lower bit error rate and complexity than the ResNet-101 network model and has higher detection accuracy. Therefore, the D_dNet-65 network model has higher performance than other network models with ResNet as the core network. In addition, the paper also compared with the current several latest object detection algorithms. From the KL-Loss model in Table 1 , we can see that although our model is slightly lower by 0.9 percentage points in accuracy comparison, the storage capacity in KL-Loss model is much higher than our model, which also highlights the advantages of this model in detection speed. Compared with the Libra R-CNN model, our model is 4% higher in accuracy, and has obvious advantages in all aspects of performance. Therefore, the model proposed in this paper has strong stability.
Therefore, the results show that D_dNet-65 is more suitable than ResNet. In addition, the paper is based on the improvement and optimization of the network framework of the document [6] . In Table 2 , the experimental results of advanced depth object detection methods are given, and the backbone network in [6] is replaced by our network for comparative experiments. From Table 2 , it is not difficult to find that although there is a certain gap between the proposed method and the most recently proposed DetNet network method proposed in 18 years, compared with the method in [6] , the proposed method has increased by 1.3 to 2.2 percentage points, and the analysis of the backbone network is indeed effective. In addition to comparing a large number of classical algorithms, two algorithms with high recent influence in the direction of object detection are added in the experiment. KL-Loss algorithm is a novel model in the border regression processing. According to Table 2 , the performance of KL-Loss algorithm model is indeed higher than our model in all aspects, which also guides the direction of the next stage. However, the performance of Libra R-CNN algorithm model is slightly lower in all aspects, which also shows that although the research of object detection algorithm is developing rapidly, our model has certain testability in time.
In addition, considering that this paper relies on the network structure of Mask R-CNN to make a series of improvements, compared with the backbone network of Mask R-CNN, it adds a sixth stage and a seventh stage were added. Therefore, in order to make the network structure more convincing, this paper performs a comparative experiment on the four main networks in Table 3 , that is, training the FPN from scratch. Here, in order to further verify the validity of the model, the D_dNet-65 network was compared with the Mask R-CNN-50 network. The comparison results are shown in Table 3 . In this paper, D_dNet-65 is compared with ResNet-50, Mask R-CNN-50 and DetNet-59 respectively. Through the analysis of experimental data, through a series of comparative experiments, it is found that the network model of this paper has good accuracy from many aspects. The model in this paper does perform better than the classical algorithms, in order to prove the time validity and performance validity of the model. Two new detection algorithms were added in the experiment for comparison. The performance of the KL-Loss model in Table 3 is less than 1 percentage point higher than the model performance in the paper. The performance of another Libra R-CNN algorithm model is significantly lower than ours, and it also reflects the superiority of the D_dNet-65 R-CNN algorithm model from the side. In addition, the paper also hopes to further track the object detection research of different size targets in the next study.
C. LIGHT-WEIGHT NETWORK EXPERIMENT
Since the compressed feature map channel impacts on the subsequent feature map extraction, a relatively simple network structure is given in the text, as shown in Figure 4 . Because the original 3969 (81 × 7 × 7) channels are modified to 490 (10 × 7 × 7) channels in this paper, it is impossible to give the final prediction result, thus a simple fully connected layer is added in the final paper.
This paper finds that the ResNet-50 network performs better than ResNet-101 from the experimental analysis of the previous stage. Therefore, the ResNet-50 network was used as the experimental backbone network in the second phase of experimental verification. The detailed design is shown in Section III-C. In the next analysis, a series of comparative experiments will be carried out on MSCOCO small datasets to verify the effectiveness of the method. Firstly, we replace the object re-identification part in the R-FCN and Mask R-CNN-50 network structure with light-weight network. Next, analyze and compare the experiments of different network models. See Table 4 for details. After adding a light-weight network to the experimental evaluation, although the accuracy of the Mask R-CNN-50 on the COCO mini-validation set is reduced by a few tenths of a percentage point, However, the corresponding training speed has been significantly improved, and it can be seen from the table that the accuracy of the R-FCN has increased by more than one percentage point. Compared with the more advanced Light-Head R-CNN method, it is a little worse. However, compared with Light-Head R-CNN, the proposed method is relatively stable in target detection. In addition, it is found from the experimental comparison results that the regression loss of the network model in the paper is much lower than the classification loss.
D. EXPERIMENT BASED ON THE TRANSFER LEARNING METHOD
To verify the effectiveness and extensibility of migration learning, transfer learning was loaded onto the training network of the ResNet-50, ResNet-101 and Mask R-CNN networks models. And verify the above training models with the verification set (the verification set is a 5K small validation sets separated from the verification set of MSCOCO dataset). The test results of classification and object detection for the above models are shown in Table 5 . From Table 5 , we can see that the model based on transfer learning has a good effect on the training accuracy of the network and the performance test of object detection. As can be seen from the table, after the Mask R-CNN-50 network is loaded with transfer learning in the training network, its performance is improved by 1% compared to [6] , while the D_dNet-65 R-CNN was compared to the improved Mask R-CNN-50 network. It is 0.4 percentage points higher. Therefore, the transfer learning method solves the problem of insufficient training samples and fine-tunes the parameters of the convolution layer when training the target task network model. These advantages have higher classification and object detection accuracy than the method of keeping the convolution layer parameters unchanged, which can better improve the performance of the model. Table 6 shows the one-stage object detection model method (SSD, YOLO) and the two-stage object detection model method (R-CNN, Fast R-CNN, Faster R-CNN, Mask R-CNN) and the comparison of the methods in this paper.
V. MODEL TRAINING AND TEST TIME ANALYSIS
Several pre-trained ImageNet basic network models and their own network models were used in the experiment. Among them, the VGG16 network model is called V 16 The training and test speeds are all based on R-CNN. In Table 6 , it is found that in several two-stage object detection methods, the performance of all aspects is improved after replacing the basic network V 16 with R 50 . Faster R-CNN The test rate is more than 600 times that of R-CNN; while the D_dNet-65 R-CNN method and the Mask R-CNN method in the paper are in the same D 65 network model, the test speed is increased by 1.5 times. Table 6 shows intuitively that in the two-stage object detection, the method in the paper achieves better results in the improvement of detection speed.
At the same time, the experimental comparison results for the one-stage object detection are also given in Table 6 . Under the same network model of R 50 , although the method in this paper is only 0.003 percentage points lower than the YOLO method in the test rate, it is a good result for the two-stage object detection. The experimental comparison shows that constructing a light-weight network model on the backbone network can greatly improve the disadvantage of slow detection of two-stage object detection.
VI. ANALYSIS OF RESULTS
In order to make our network model more interpretable, the paper makes further detailed theoretical analysis on the above series of experiments. The experiment is divided into four stages for analysis.
First, in order to verify the basic performance of the proposed D_dNet-65 network structure, preliminary experiments were carried out in the experiment through its influence on FPN and frame regression. And compared with Mask R-CNN (50, 101), the experiment found that the performance of Mask R-CNN (50, 101) network model after loading the expansion convolution network is much improved, which also explains D_dNet from the side. -65 network structure effectiveness and extensibility.
In addition, in order to further verify the performance of the improved light-weight network structure, the network models of ResNet (50,100), Mask R-CNN, D_dNet-65 are compared experimentally, and the weight is analyzed from different networks and structures.
Since the paper proposes to apply the method of transfer learning to the training of our deep expansion convolutional network, many models are tested and compared in the experimental analysis. From the experimental analysis, these network models are compared with the load transfer learning. Performance has improved before.
Finally, as shown in Figure 6 , the whole network model is compared with other models. The comparison results of the D_dNet-65 R-CNN algorithm model and various algorithm models are given in Figure 6 . The ''Inference time'' is the inference time defined according to the prediction model. In the prediction model of several algorithms, as the prediction time increases, a comparison chart of the accuracy trend of each algorithm on the MSCOCO dataset is shown. It can be seen from the figure that the model in this paper is the polyline of the red equilateral triangle (D_dNet-65 R-CNN) in the figure, and the green inverted triangle (Mask R-CNN-50) mark and the black dot (Mask R-CNN-101) mark and the black plus sign (R-FCN) mark have a much higher performance. However, it is found from the figure that the performance of the model in the text is a little worse than the black asterisk (DetNet-59) mark in the figure. The analysis found that, on the one hand, the main reason for the better performance of the DetNet-59 network model is a network model focusing on local network performance improvement, and the D_dNet-65 R-CNN network model is a global one. The network model greatly improves the detection speed under the premise of ensuring the improvement of detection performance. So the performance of this model is slightly lower than DetNet-59 is within acceptable limits.
In summary, the model proposed in this paper has obtained good results in both detection accuracy and detection speed. Therefore, D_dNet-65 R-CNN has good validity and ductility.
VII. CONCLUSION
This paper proposes a D_dNet-65 R-CNN model that is based on the two-stage object detection method, which is based on the MSCOCO dataset and consists of backbone network, head network and new transfer learning method. First, this paper adds a deep expansion convolution on the backbone network to form the D_dNet-65 network structure. It can not only ensure the resolution of feature mapping and the size of the receptive field, but also greatly reduce the number of parameters in the deep network. In addition, considering that the traditional object detection model has a thick network design in the object re-identification process, the speed of the network detection is improved in order to ensure the accuracy of detection. Finally, in order to further optimize the network model, the transfer learning method is loaded in the network training phase, and the data set is increased and the accuracy is improved by the weight transfer.
Through the comparison experiments of multiple groups, it is found that the network model of this paper has achieved good experimental results, whether it is local experimental analysis or global experimental comparison. As shown in Figure 7 , Detection_activations look for trouble signs by checking the activation of different layers. Detection_anchors generate many anchors without location information through detection. Then, according to the size of the input image, The location information of each detection object can be accurately obtained. In this paper, better detection results are obtained.
In addition, this paper also considers the next phase of research work. First, we hope to further study the object detection algorithm for multi-scale objects. In addition, it is hoped that the transfer learning applied in this paper can be applied to the research of instance segmentation and key point detection. 
