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Lazard’s theorem is a central result in formal group theory; it states that the ring
over which the universal formal group law is defined (known as the Lazard ring)
is a polynomial algebra over the integers with infinitely many generators. This ring
also shows up in algebraic topology as the complex cobordism ring. The main aim
of this paper is to show that the polynomial structure of the Lazard ring follows
from the polynomial structure of a certain subalgebra of symmetric functions with
integer coefficients. The connection between symmetric functions and the Lazard
ring is provided by a certain Hopf algebra map from symmetric functions to the
covariant bialgebra of a formal group law. We study this map by deriving formulas
for the images of certain symmetric functions; in passing, we use this map to prove
some symmetric function and Catalan number identities. Based on the above
results, we prove Lazard’s theorem, and present an application to the construction
of certain p-typical formal group laws over the integers. Combinatorial methods
play a major role throughout this paper.  1998 Academic Press
1. INTRODUCTION
The important advances in algebraic combinatorics in recent years have
led to a better understanding of various algebraic phenomena, mainly
related to representation theory. It is our belief that formal group theory,
whose relevance to contemporary mathematics lies in its applications to
topology and number theory, also provides a rich ground for applying
combinatorial methods. As in other situations, the role of combinatorics is
to provide explicit explanation in terms of certain discrete structures.
A central result in formal group theory is Lazard ’s theorem; it states that
the ring over which the universal formal group law is defined (known as
the Lazard ring) is a polynomial algebra over the integers with infinitely
many generators. By Quillen’s theorem (see [1]), the Lazard ring is
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isomorphic to the complex cobordism ring MU
*
, whence its importance to
algebraic topology, as well. There are several proofs of Lazard’s theorem
(see [1, pp. 6474; 5, pp. 2630; 11, pp. 357360, 368369]), which are
essentially existence proofs. Since they have a distinctly combinatorial
flavor, relying on binomial coefficient arithmetic, it has long been a
challenge to develop methods of proof based on certain combinatorial
structures. The aim of this paper is to develop such methods. The bonus of
our proof of Lazard’s theorem is a better understanding of it, by revealing
its connections to the algebra of symmetric functions. We construct polyno-
mial generators for the Lazard ring which are directly related to the univer-
sal formal group law itself, unlike the generators described by Hazewinkel
in [5]. We also present two combinatorial formulas (a closed formula and
a recurrence relation) for the new generators. We believe that our methods
can provide new insights into other aspects of formal group theory as well;
for instance, we are able to apply our combinatorial techniques to the con-
struction of certain p-typical formal group laws over the integers.
As we have already mentioned, the combinatorics we develop is related
to the algebra of symmetric functions with integer coefficients. In Section 2,
we construct a new basis for this algebra, and derive the polynomial struc-
ture of the subalgebra spanned by forgotten (or monomial) symmetric
functions indexed by partitions with all parts greater or equal to 2. It is the
special form of the elements of the new basis that makes induction work
nicely in the proof of Lazard’s theorem, while the polynomial structure of
the subalgebra mentioned above essentially implies the polynomial struc-
ture of the Lazard ring. Section 3 starts with a brief review of some formal
group theoretic concepts. We then define and study a certain Hopf algebra
map from symmetric functions to the covariant bialgebra of a formal group
law. We show that this map has a geometrical interpretation (in Section 4),
and derive formulas for the images of certain symmetric functions. In
passing, we use this map to prove some symmetric function and Catalan
number identities. Here, as well as in the previous section, the main com-
binatorial ingredients are Doubilet’s change of basis formulas for sym-
metric functions, which are based on Mo bius inversion on the lattice of par-
titions of a set. In Section 5, we apply our previous results by proving
Lazard’s theorem (in fact, we only need the results in Section 2 for the
proof itself), and by presenting a new approach to the construction of cer-
tain p-typical formal group laws over the integers. The forgotten symmetric
functions indexed by partitions with equal parts studied in Section 2
provide generators of the Lazard ring, which can be expressed using
combinatorial formulas. The main novelty concerning these generators
is that they are constructed in terms of the non-standard expansion of
the universal formal group law in the elementary symmetric function
basis.
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2. A POLYNOMIAL SUBALGEBRA OF SYMMETRIC FUNCTIONS
In this section, we construct a new basis for symmetric functions, and
derive the polynomial structure of a certain subalgebra. Our discussion is
in terms of the forgotten symmetric functions, rather than the monomial
ones, only because of later applications to formal group theory. The main
combinatorial ingredients for our computations are Doubilet’s change of
basis formulas for symmetric functions [2], which use Mo bius inversion on
set partition lattices.
We start by introducing our notation concerning partitions (of numbers and
sets), and symmetric functions. Given a partition I=(i1i2 } } } il)=
(1 j1, ..., n jn) of the positive integer n, we use the notations
l(I ) :=l, |I | :=i1+ } } } +il , I ! :=i1 ! } } } il !, &I& :=j1 ! } } } jn !;
l(I ) is known as the length of I, and |I | as the weight of I. If jk>0 for some
k, we write I | k for the partition (k jk).
We denote, as usual, by 6n the lattice of partitions of the set
[n] :=[1, ..., n] ordered by refinement, and by 6 (d )n the subposet of
d-divisible partitions (that is partitions with all block sizes divisible by d ).
Given _ in 6n , we denote by |_| the number of its blocks, and define its
type I(_) to be the partition of n with parts equal to the block sizes of _.
Given two partitions _? in 6n , we recall that the induced partition ?_
on the blocks of _ is the partition of _ whose blocks are the sets
[B # _ : BC] for C in ?. As usual, the Mo bius function of 6n is denoted
by +. Recall that +(_, ?)=(&1) |_|&|?| >B # ?_ ( |B|&1)!.
Given a graded commutative ring A
*
with identity, we denote by
SymA
*
=SymA
*
(X) the A
*
-algebra of symmetric functions over an infinite
set of indeterminates X=[X1 , X2 , ...]; if A=Z, we write simply Sym*. We
use the notation of Lascoux and Schu tzenberger [6] for symmetric func-
tions, which has the advantage of being compatible with the modern inter-
pretation of symmetric functions as operators on *-rings and polynomial
functors. Let us recall the standard bases for symmetric functions and the
corresponding notation. The complete symmetric function indexed by a par-
tition I is denoted by S I :=S I (X), the elementary symmetric function by
4I :=4I (X), the power sum symmetric function by 9 I :=9I (X), and the
monomial symmetric function by 9I :=9I (X).
We recall the comultiplication on SymA
*
specified by
$(P)=8&1(P(X; Y)),
where 8 is the canonical isomorphism between SymA
*
(X)SymA
*
(X) and
the algebra SymA
*
(X; Y) of symmetric polynomials over the disjoint union
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of the alphabets X and Y. In particular, [4n] and [Sn] are divided power
sequences, that is
$(4n)= :
n
i=0
4i 4n&i , (2.1)
and similarly for Sn . It is well-known that this comultiplication turns SymA*
into a Hopf algebra.
The graded dual of SymA
*
is the algebra Sym*A :=Sym*A(X) of symmetric
formal series over the same alphabet X. The complete symmetric functions
and the monomial ones form dual bases, that is (9I | SJ)=$I, J . Let us
also recall that the dual basis with respect to the elementary symmetric
functions is represented by the so-called forgotten symmetric functions (see
[9]). Alternatively, they can be defined as the images of 9I under the
standard involution on symmetric functions. Here we prefer to introduce a
new notation for the forgotten symmetric function indexed by I, namely FI ,
rather than using the *-ring formalism to express it as (&1)|I | 9I (&X).
For every partition I, we now define the symmetric function F I :=
>k FI | k , where the product ranges over the distinct parts of I. We also
consider the submodule Sym
*
2 of Sym
*
spanned by forgotten symmetric
functions indexed by partitions with all parts greater or equal to 2. It can
be shown, using one of Doubilet’s change of basis formulas in [2], that the
corresponding monomial symmetric functions form a basis of Sym
*
2
as well.
Proposition 2.2. The symmetric functions F I form a basis of Sym
*
.
The symmetric functions FI indexed by partitions I with all parts greater or
equal to 2 form a basis of Sym
*
2. Furthermore, Sym
*
2 is a subalgebra of
Sym
*
.
Proof. We will first show that the coefficients cKIJ defined by
FI FJ=:
K
cKIJFK ,
are non-zero if and only if every part of K is a part of I, or a part of J, or
a sum of two such parts. This is easy to see by a duality argument:
cKIJ=(4
K | FIFj)=($(4K) | FI Fj).
But by (2.1), we have
$(4K)= :
0k$iki
4k$1 } } } 4k$n 4k1&k$1 } } } 4kn&k$n ,
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where K=(k1 , ..., kn). Hence cKIJ is non-zero if and only if there are integers
k$i such that the partition formed by the non-zero ones is I, and the parti-
tion formed by the non-zero ki&k$i is J. This means that K must be of the
stated form.
We conclude that FI is a sum of forgotten symmetric functions indexed
by partitions which are greater or equal to I in the refinement order, and
hence also in the reverse lexicographic order. Furthermore, it is easy to see
that the coefficient of FI is 1. Indeed, we just use the above argument
repeatedly, observing that if i is greater than all the parts of the partition
I, then the coefficient of 4ni 4
I in $(4ni 4
I) is 1. Hence the transition
matrix from FI to FI is triangular with 1’s on the diagonal.
The fact that Sym
*
2 is a subalgebra of Sym
*
follows from the above
observation concerning the coefficients cKIJ . K
We now intend to show that Sym
*
2 is actually a polynomial algebra.
We define symmetric functions Gn for n2 in a non-canonical way, and
show that they are polynomial generators. If n= pt for some prime p, we
let Gn :=F( pnp) ; otherwise, we choose two distinct primes p(n), q(n)
dividing n, find integers k(n), l(n) such that k(n) p(n)+l(n) q(n)=1, and
set Gn :=(&1)np(n)k(n) F ( p(n)np(n))+(&1)nq(n)l(n) F(q(n)nq(n)) .
Theorem 2.3. Sym
*
2 is a polynomial algebra over the integers with
polynomial generators Gn , n2. In particular, for every divisor r2 of n we
have
F(r nr)=:n, rGn+decomposables in Sym*
2 , :n, r # Z; (2.4)
furthermore,
:n, r={(&1)
pt&1& ptr rp
(&1)nr r
if n= pt
otherwise.
Proof. We work in the basis [FI] of Sym
*
2 (I with all parts greater or
equal to 2), so the indecomposable basis elements of degree n are F(r nr) ,
with r2 a divisor of n. It is enough to show that any such symmetric
function can be expressed as in (2.4).
Let us first recall Doubilet’s formula
FI=
(&1) |I |&l(I)
&I&
:
?_
|+(_, ?)| 9I(?), (2.5)
where _ is an arbitrary partition in 6 |I | of type I. This formula implies
F(( js)m)= :
|I |= jm
cI \ ‘
l(I )
r=1
F(s ir)+ , (2.6)
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where j, m, s are positive integers with j, s2, ir are the parts of I, and
cI # Z is the coefficient of S I in the expansion of F( j m) in the basis [S I];
since Sr=F(1r) , we are in fact claiming that cI does not depend on s.
Indeed, we only need to express both sides of (2.6) in the basis [9I] using
(2.5), and note that the expansion of (&1) jms F(( js)m) can be obtained from
the expansion of (&1) jm F ( j m) by replacing every 9r with 9rs . Furthermore,
by looking at the coefficient of 9jms in the two sides of (2.6), we get
c( jm)=(&1)( j&1) m j.
If n= pt for a prime p, then (2.4) holds by the above observations.
Otherwise, we consider p(n), q(n), k(n), l(n) as above, r2 a divisor of n, and
let r1 :=lcm(r, p(n)), r2 :=lcm(r, q(n)). By applying (2.6) to express F(r1nr1) (in
two ways if r1=rp(n)), and multiplying through by (&1)nr+nr1 gcd(r, p(n)),
we obtain
p(n) F(rnr)=(&1)nr+np(r) rF( p(n)np(n))+decomposables in Sym*
2.
Similarly, we have
q(n) F(rnr)=(&1)nr+nq(n) rF(q(n)nq(n))+decomposables in Sym*
2.
Adding the first equality multiplied through by k(n) and the second one
multiplied through by l(n), we finally obtain (2.4) for n not a prime
power. K
Property (2.4) will play a crucial role in our proof of Lazard’s theorem.
We actually need a specific way to express F(rnr)&:n, rGn as an integer
linear combination of products of forgotten symmetric functions indexed
by partitions with equal parts. There are various ways to do this, and any
of them will do. In the above proof we obtained an identity expressing
F(r nr)&:n, rGn only in terms of forgotten symmetric functions indexed by
partitions with parts equal to p if n= pt, and r, p(n), and q(n), otherwise.
3. A HOPF ALGEBRA MAP FROM SYMMETRIC FUNCTIONS TO
THE COVARIANT BIALGEBRA OF A FORMAL GROUP LAW
We start by recalling a few facts from formal group theory (see [5]). Let
A
*
be a non-negatively graded commutative ring with identity, which we
refer to as the ring of scalars. All rings and algebras we consider are
assumed graded by complex dimension, so that products commute without
signs. We identify A&n :=HomnA*(A* , A*) with An , as it is usually done.
A (one-dimensional, commutative) formal group law over A
*
is a formal
power series f (X, Y) in A1[[X, Y]] with the following properties:
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1. f (X, 0)= f (0, X)=X;
2. f (X, Y)= f (Y, X);
3. f (X, f (Y, Z))= f ( f (X, Y), Z).
We will use the standard notation X+f Y :=f (X, Y). The third condition
in the definition of a formal group law allows us to iterate the above nota-
tion, e.g., X+f Y+f Z :=f ( f (X, Y), Z). It also makes sense to denote by
 f ( ) the formal sum of the indicated elements. Clearly,  fn Xn lies in
Sym*A . Given any composition (or partition) (i1 , ..., in), we denote by fi1, ..., in
the coefficient of X i11 } } } X
in
n (or 9(i1, ..., in)) in 
f
n Xn ; note that this is the
same as the coefficient of X i11 } } } X
in
n in X1+f X2+ f } } } +f Xn .
The contravariant bialgebra R( f )* of the formal group law f (X, Y) is the
algebra of formal power series A*[[2]] with comultiplication
$: R( f )*  R( f )*  R( f )*
specified by
$(2)= f (21, 12);
here we use a suitably completed tensor product  . The dual structure is
the covariant bialgebra of f (X, Y), which is denoted by U( f )
*
. This is con-
structed as follows: we consider the free A
*
-module spanned by elements
;n , n1, which form the dual basis to [2n]. We specify the comultiplica-
tion by
;n [ :
n
k=0
;k ;n&k ,
where ;0 :=1; this means that [;n] is a divided power sequence. We define
the multiplication by dualizing the comultiplication in R( f )*. The
covariant bialgebra of f (X, Y) is a Hopf algebra.
If the ring A
*
is torsion free, then it embeds in its rationalization
A
*
Q, which we denote by AQ
*
. In this case, the formal group law
f (X, Y) has an exp series, that is a formal power series
a(X) :=X+a1X2+a2X3+ } } } in AQ1[[X]]
satisfying
a(X+Y)= f (a(X), a(Y)). (3.1)
The substitutional inverse of a(X) is called the log series of f (X, Y), and is
denoted by
a (X) :=X+a 1 X2+a 2X3+ } } } .
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Given a prime p, the formal group law f (X, Y) is called p-typical if the only
powers of X in its log series are of the form X pk. To every sequence (or
umbra) a=(1, a1 , a2 , ...) with ai # AQ i corresponds a formal group law
with exp series a(X), namely a(a (X)+a (Y)). We denote this formal group
law by f a(X, Y), and abbreviate X+f a Y to X+a Y.
Still assuming that A
*
is torsion free, we note that we can embed the
contravariant bialgebra of f a(X, Y) in AQ*[[D]], where we identify 2
with a(D). Formula (3.1) can be easily interpreted as the formula for the
comultiplication, which can also be expressed as D [ D1+1D. On
the other hand, we can embed the covariant bialgebra of f a(X, Y) in the
binomial Hopf algebra AQ
*
[x], such that [xn] is the dual basis to
[Dnn !]. The canonical action of D on AQ
*
[x] is differentiation with
respect to x, whence the notation. The above embedding identifies the
elements ;n in U( f a)* with some polynomials ;
a
n(x). In the language of
umbral calculus, the polynomials n! ;an(x) form the associated sequence to
the delta operator 2=a(D).
Example 3.2. (1) Consider the ring k
*
:=Z[u] and the umbra
k :=(1, u2!, u23!, ...). The corresponding formal group law is the multi-
plicative one, that is f k(X, Y)=X+Y+uXY, and the polynomials ;kn(x)
are the normalized lower factorial polynomials, that is ;kn(x)=x(x&u) } } }
(x&(n&1) u)n !.
(2) Consider the ring H
*
:=Z[b1 , b2 , ...] and the umbra b=
(1, b1 , b2 , ...). Let L* be the subring of H* generated by the coefficients of
the formal group law f b(X, Y). In Section 5, we will prove that this formal
group law (over L
*
) is the universal one, and that L
*
is a polynomial
algebra. The coefficients b i of the log series of this formal group law are
traditionally denoted by mi . Now let ,n :=(n+1)! bn ; the polynomials
n! ;bn(x) are the conjugate Bell polynomials in ,1 , ,2 , ... .
The main object to be studied in this section is the map of graded Hopf
algebras d
*
: SymA
*
 U( f )
*
defined by
d
*
(Sn)=;n . (3.3)
This is indeed a Hopf algebra map, since Sn is also a divided power
sequence. For instance, the map d
*
: Symk
*
 U( f k)
*
is the well-known
specialization
Sn [
x(x&u) } } } (x&(n&1) u)
n !
.
Although it is not always necessary, we assume for the remainder of this
section that the ring A
*
is torsion free, and work with the formal group law
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f a(X, Y) corresponding to an umbra a in AQ
*
. Let us consider the trans-
pose map d*: R( f a)*  Sym*A , and its extension d*@ : AQ*[[D]] 
Sym*AQ . We denote d*(a(D)) in Sym*A by 1, and d*@ (D) in Sym*AQ by 10 .
Proposition 3.4. We have that
1= :
n1
a Xn in Sym*A , (3.5)
and
10= :
n1
a n&19n in Sym*AQ . (3.6)
Proof. We have
(d*(a(D)) | S I) =(a(D) | d
*
(S I)) =(a(D) | ;ai1(x) } } } ;
a
il(x))
=($l&1(a(D)) | ;ai1(x) } } } ;
a
il(x))= f
a
i1, ..., il ;
here $l&1 denotes the comultiplication iterated l&1 times, and I=(i1 , ..., il).
Since the dual basis to SI is 9I , we have
d*(a(D))=:
I
f aI 9I= :
n1
a Xn .
On the other hand,
(d*@ (D) | SI) =(D | ;ai1(x) } } } ;
a
il(x)) ={a i1&10
if l=1
otherwise,
whence (3.6) follows. K
Corollary 3.7. We have
:
n1
a Xn=a \ :n1 a n&1 9n+ in Sym*AQ .
We now present some combinatorial identities as applications of
Corollary 3.7. Let us first consider the formal group law corresponding to
the umbra tq in kQ
*
with
tq :=\1, [2]q2 u,
[3]q
3
u2, ...+;
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here q is an integer, and [n]q :=1+q+ } } } +qn&1. We have
tq(Z)=
1
(1&q) u
ln
1&quZ
1&uZ
, tq(Z)=
exp((1&q) uZ)&1
(exp((1&q) uZ)&q) u
for q{1, and
t1(Z)=
Z
1&uZ
, t1(Z)=
Z
1+uZ
.
The formal group law f t q(X, Y) is given by
f t q(X, Y)=
X+Y&(1+q) uXY
1&qu2XY
,
whence f t q(X, Y) # k1[[X, Y]]. It is worth mentioning that this formal
group law is relevant to algebraic topology in the following sense: the ring
homomorphism from the Lazard ring (which is isomorphic to the complex
cobordism ring) to k
*
mapping the coefficients of the universal formal
group law to the coefficients of f tq(X, Y) is precisely the Euler characteristic
for q=1, the Todd genus for q=0, and the L-genus for q=&1 (see e.g.
[10]).
Corollary 3.8. The following identity holds in Sym*kQ :
tq \ :n1
[n]q
n
9nun&1+= n1 (&1)
n&1 [n]q 4nun&1
1+q n2 (&1)
n&1 [n&1]q 4nun
.
Let us note that for q=0 we obtain the well-known identity
exp \ :n1
9n
n
un+= :n0 Sn u
n,
while for q=1 we obtain the identity
1
n0 9nu
n=
n0 (&1)
n 4nun
n0 (&1)
n&1 (n&1) 4n un
. (3.9)
The latter appears in a slightly different form in [16], Proposition 2.2, and
is attributed to I. Gessel; hence Corollary 3.8 represents the q-analogue of
(3.9).
Other types of combinatorial identities, not necessarily involving sym-
metric functions, can be derived from Corollary 3.7. For instance, let us
consider the ring H
*
and the umbra b. We view H
*
as Z[m1 , m2 , ...], and
228 CRISTIAN LENART
File: DISTL2 169611 . By:CV . Date:11:03:98 . Time:11:46 LOP8M. V8.B. Page 01:01
Codes: 2916 Signs: 1869 . Length: 45 pic 0 pts, 190 mm
consider the monomial symmetric function basis in Sym*H . The coefficient
of 9n in bi1 Xi is clearly 0. This means that we can obtain a family of
identities by computing the coefficient of mi11 } } } m
il
l 9n in b(i1 mi&19i),
where i1+ } } } +lil=n&1. The key ingredient for this computation is
Lagrange inversion, namely the fact that the coefficient of mi11 } } } m
il
l in bn&1
is equal to the number of (unlabelled) rooted plane trees with n leaves and
outdegree sequence (2i1, ..., (l+1) il) for the internal vertices (see [4]). For
instance, the coefficient of mn&11 9n provides the identity
:
n
i=Wn2X
(&1) i&1 Ci \ in&i+=0, (3.10)
where Ci=i&1( 2i&2i&1 ) is the i th Catalan number. This is a special case of an
identity in [14] Section 4.5, Problem 1(c). More generally, the coefficient
of msr9rs+1 provides a different generalization of (3.10), namely
:
s
i=W(s&1)(r+1)X
(&1) i C r+1ri+1 \ri+1s&i +=0, (3.11)
where C r+1ri+1=((r+1) i+1)
&1 ( (r+1) i+1i ) represents the number of r+1-
ary rooted plane trees with ri+1 leaves.
As far as the our application to formal group theory is concerned, the
main result about the map d
*
we need is an explicit formula for the images
of the forgotten symmetric functions. The images of other symmetric func-
tions can also be computed (for instance, the formula for the monomial
ones is similar), but we will concentrate on the forgotten symmetric func-
tions. A preliminary result concerns the images of the power sum sym-
metric functions.
Proposition 3.12. For every partition I=(i1 , ..., il) of n, we have that
d
*
(9I)=\‘
l
j=1
ija ij&1+ xl.
Proof. Since d
*
is an algebra map, it is enough to prove the result for
partitions I of length 1. Since d
*
is a coalgebra map and 9n is a primitive
element of SymA
*
, we have that d
*
(9n)=cx for some c in A*. Now
c=(D | d
*
(9n))=(20 | 9n)=na n&1;
the last equality follows from (3.6) and the well-known fact that
(9i | 9j)=i$i, j . K
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Combining this result with Doubilet’s formula (2.5), we can easily
express the images of the forgotten symmetric functions.
Proposition 3.13. Let K be a partition of n, and choose _ in 6n such
that I(_)=K. We have
d
*
(FK)=
(&1) |K|&l(K)
&K&
:
?_
|+(_, ?)| \‘
|?|
j=1
ij (?) a ij (?)&1+ x |?|,
where I(?) :=(i1(?), ..., i |?|(?)).
The following recurrence relation for the polynomials d
*
(F(r s)) will be
useful in Section 5.
Proposition 3.14. We have
d
*
(F (r s))=
1
s
:
s
i=1
(&1)(t&1) i ria ri&1x d*(F(r s&i)).
Proof. Let _ be a partition in 6rs of type (rs), and let B be a fixed
block of _. Given i with 1is, let us consider all partitions ?_ for
which the block containing B has cardinality ri. Clearly, there are ( s&1i&1)
ways of choosing this block. Therefore, when we restrict the sum in
Proposition 3.13 to the partitions ? considered above, we get
\s&1i&1+ (i&1)! (ria ri&1) x((&1)(r&1)(s&i)(s&i)! d*(F (r s&i)))
=(&1)(r&1)(s&i) (s&1)! ria ri&1 x d*(F (r s&i)).
This proves the recurrence relation. K
4. A GEOMETRICAL INTERPRETATION
In this section, we offer a geometrical interpretation for the map d
*
.
Actually, our study was motivated by this interpretation; this shows that
algebraic topology has a great deal to offer in enlightening and guiding our
understanding of symmetric functions, and of the two bialgebras associated
with a formal group law.
We refer to [1] for all information concerning generalized homology
theories. Let E*( } ) be an unreduced multiplicative cohomology theory
with complex orientation Z # E2(CP). The ring of coefficients ?
*
(E) is
denoted, as usual, by E
*
. We have isomorphisms E*(CP)$E*[[Z]] and
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E
*
(CP)$E
*
(;1 , ;2 , ...). The standard map +: CP_CP  CP classi-
fying the tensor product of the two line bundles over CP_CP determines
the multiplicative structure of E
*
(CP). The diagonal map CP 
CP_CP induces a comultiplication $: E
*
(CP)  E
*
(CP_CP)$
E
*
(CP)E
*
(CP) satisfying
$(;n)= :
n
i=0
;i ;n&i ,
which turns E
*
(CP) into a Hopf algebra. The map + induces a map
+*: E*(CP)  E*(CP_CP)$E*(CP) E*(CP). Letting +*(Z)=
f (Z1, 1Z), it is easy to show that f (X, Y) is a formal group law,
and that E*(CP) is its contravariant bialgebra, while E
*
(CP) is its
covariant bialgebra.
Now let us assume that E
*
is torsion free. Let D # H 2(CP) be the first
Chern class of the Hopf bundle over CP, and let x # H2(CP) be the
standard spherical generator. In [13] it is shown that the Boardman map
E*(CP)  H
*
(EQ) H*(CP)$EQ*[[D]]
is a monomorphism, which maps Z to the exp-series of the formal group
law f (X, Y); we denote this power series in EQ2[[D]] by
a(D)=D+a1 D2+a2D3+ } } } .
It is also shown that the Hurewicz homomorphism
E
*
(CP)  H
*
(EQ)H
*
(CP)$EQ
*
[x]
is a monomorphism, which maps ;n to ;an(x).
Now let us consider E*(BU)$E*[[c1 , c2 , ...]], where cn are the
generalized Chern classes. It is well-known that the map
E*(BU(n))  E*(CP_ } } } CP)
$E*(CP) } } }  E*(CP)
induced by the classifying map of the direct product of n copies of the Hopf
bundle over CP is a monomorphism mapping ci , with in, to the ith elemen-
tary symmetric function in Z1 } } } 1, 1Z } } } 1, ..., 11 } } } Z.
On the other hand, we have that E
*
(BU)$E
*
[b1 , b2 , ...], and that cn
is dual to bn1 with respect to the monomial basis of E*[b1 , b2 , ...]. The
multiplicative structure of E
*
(BU) is determined by the map BU_BU
 BU classifying the Whitney sum of vector bundles. The diagonal map
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BU  BU_BU induces a comultiplication $: E
*
(BU)  E
*
(BU_BU)$
E
*
(BU)E
*
(BU) satisfying
$(bn)= :
n
i=0
bi bn&i ,
which turns E
*
(BU) into a Hopf algebra. The standard inclusion
CP=BU(1)/BU induces a monomorphism E
*
(CP)/E
*
(BU)
mapping ;n to bn . The determinant map det : U  S1 defined on unitary
matrices gives rise to a map Bdet: BU  BS1=CP; furthermore, the com-
posite of the inclusion CP/BU with Bdet is the identity on CP,
whence Bdet
*
: E
*
(BU)  E
*
(CP) maps bn to ;n . Since the determinant
map is a group homomorphism, the map Bdet
*
is a ring homomorphism;
moreover, it is a Hopf algebra map.
It follows from the above considerations that we may identify E
*
(BU)
with SymE
*
and E*(BU) with Sym*E , in such a way that bn is identified with
Sn and cn with 4n ; furthermore, the map Bdet* is identified with d*. We
are now in a position to give a geometrical proof of Proposition 3.4. One
only needs to consider the composite
CP_ } } } _CP  BU(n) wwBdet CP,
where the first map classifies the direct product of n copies of the Hopf
bundle over CP. It is easy to see that the composite is precisely the map
classifying the tensor product of the n line bundles over CP_ } } } _CP;
in other words, it is the map +* iterated n&1 times.
We conclude this section by noting that Example 3.2(1), concerning the
multiplicative formal group law over k
*
, corresponds to connected
K-theory, while Example 3.2(2), concerning the formal group law f b(X, Y) over
L
*
, corresponds to complex cobordism. Furthermore, the embedding
L
*
/H
*
corresponds to the Hurewicz homomorphism MU
*
/H
*
(MU).
5. LAZARD’S THEOREM AND APPLICATIONS
Recall the ring L
*
defined in Example 3.2(2). An important ingredient
for the proof of Lazard’s theorem is the following composite map:
SymL
*
ww
d
* U( f b)
*
www
(b(D) | } )
L
*
,
which we denote by *b. Since d*(b(D)) is equal to bi Xi , which was
denoted by 1, we have *b=(1 | } ). The map *b reduces degree by 1, and
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sends the forgotten symmetric function FI to the coefficient of 4I in the
expansion of 1 in the elementary symmetric function basis. If r, s are
positive integers and r2, we denote by grs, r the image of F(r s) . For every
n2, we denote by gn the image of the symmetric function Gn defined (in
a non-canonical way) in Section 2. Clearly, gn is an integer linear combina-
tion of at most two elements grs, r . Let us note that grs, r is the coefficient
of 4sr(X1 , ..., Xr , 0, 0, ...) in the corresponding expansion of X1+b +
} } } +b Xr . On the other hand, if | is a primitive rth root of unity, then
(&1)r&1) s grs, r is the coefficient of Zrs in |Z+b } } } +b |rZ.
The definition of the Lazard ring as the ring associated with the univer-
sal formal group law quickly leads to a definition in terms of generators
and relations. It is easy to show that the Lazard ring modulo torsion is
isomorphic to L
*
(see [11] Lemma A2.1.9). Furthermore, we can use
Lazard’s comparison lemma, which is easy to prove in the non-torsion
situation, to show that L
*
is a polynomial algebra over the integers (see
[11] Lemmas A2.1.12, A2.1.13, and the remark following the latter).
However, it is much harder to prove that the Lazard ring has no torsion,
and hence is isomorphic to L
*
. We will show directly that L
*
is the Lazard
ring, in other words that the formal group law f b(X, Y) over L
*
is univer-
sal. The only preliminary results we need are Proposition 2.2 and (2.4). As
we have pointed out in the introduction, our proof has the bonus of
providing a better understanding of the structure of the Lazard ring, by
relating it to the algebra of symmetric functions. The elements gn turn out
to be a nice choice for the polynomial generators of the Lazard ring, since
they are easily expressible in terms of the generators of H
*
, by both a
closed formula and a recurrence relation (see Proposition 5.3). Unlike the
generators described by Hazewinkel in [5], whose definition does not
immediately imply that they are elements of the Lazard ring, our gener-
ators lie in the Lazard ring by definition, being directly related to the
universal formal group law itself.
Theorem 5.1 (Lazard’s Theorem). The formal group law f b(X, Y) over
L
*
is universal, in the sense that for every formal group law f (X, Y) over a
ring A
*
(commutative, with identity), there is a unique ring map from L
*
to
A
*
sending the coefficients of f b(X, Y) to those of f (X, Y). Furthermore, the
ring L
*
is a polynomial algebra over the integers with generators gn , n2.
Proof. This proof is based on a recursive construction of polynomials
with integer coefficients PI (x1 , ..., x |I | ), with the property that the coef-
ficients cI of 1 expanded in the basis dual to [FK] are given by
PI (g1 , ..., g |I | ). Note that cI=*b(FI). Also note that working with the
above expansion of the formal group law is equivalent to working with the
usual expansion in the monomial symmetric function basis.
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We base our recursive construction of the polynomials PI (x1 , ..., x |I | ) on
the following important observation. Given k2 partitions I1 , ..., Ik , we
have
*b \‘
k
j=1
FIj+=$k&1(b(D)) }  kj=1 d*(FIj)
= :
1ijl(Ij)
f bi1, ..., ik ‘
k
j=1
(b(D) ij | d
*
(FIj))
= :
1ijl(Ij)
f bi1, ..., ik ‘
k
j=1
(1 ij | FIj); (5.2)
here we have used the fact that (1 m | FI) is 0 unless ml(I ), since 1 has
no homogeneous component of degree 0. This formula tells us that the ele-
ment in the left-hand side of (5.2) is decomposable in L
*
, unless all the
partitions Ij are of the form (1, 1, ..., 1).
Now choose a partition I, and assume that we have constructed all poly-
nomials indexed by partitions of positive integers less than |I |=n2. If I
has at least two distinct parts, then *b(FI) is decomposable in L
*
, accord-
ing to the above observation. If I=(rnr) for r2, then
*b(FI)=:n, rgn+decomposables in L*,
by (2.4) and the above observation. In both cases, the decomposables in L
*
are expressed in terms of some coefficients f bJ , where |J |<n, and
(1 m | F (r s)) , where rs<n and 1ms. Now f bJ can be expressed in terms
of cK with |K|=|J | using the transition matrix from the basis dual to [FK]
to the monomial basis. On the other hand, (1 m | F (r s)) is the coefficient of
4sr in (
s
i=1 c(r i) 4
i
r)
m. Therefore, cI is a certain polynomial in g1 , ..., gn for
all partitions of n different from (1n). Finally, *b(F(1n))=0. This completes
the recursive construction of the polynomials PI (x1 , ..., x |I | ).
Let us consider a formal group law f (X, Y) over a ring A
*
, possibly with
torsion. We define a map * f similar to *b by
SymA
*
ww
d
* U( f )
*
ww(2 | } ) A
*
.
Let ha: L
*
 A
*
be the ring map sending gn to * f (Gn). We claim that the
polynomials defined above are universal, in the sense that
* f (F I)=P I (* f (G1), ..., * f (G |I | )),
where P I (x1 , ..., x |I | ) denotes the polynomial obtained from PI (x1 , ..., x |I | )
by mapping its coefficients to A
*
. Indeed, we only need to replace L
*
with
A
*
, f b(X, Y) with f (X, Y), and b(D) with 2 in the construction above.
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Hence, the map ha sends the coefficients of f b(X, Y) to the coefficients of
f (X, Y). Furthermore, a map with this property is unique, because the
image of gn is uniquely defined (recall that gn is defined in terms of the
coefficients of f b(X, Y)). This completes the proof of Lazard’s theorem. K
Let us note that induction works nicely in the above proof because of the
special form of the elements F I, which we choose as basis of symmetric
functions. For instance, one can check that none of the elements of the
usual bases ([S I], [4I], [9I], [F I]) is mapped to a decomposable ele-
ment in L
*
by the map *b.
We can use the results in the previous section to give combinatorial
formulas for the elements grs, r . At this point, it is useful to consider the
polynomial subring 8
*
of H
*
generated by ,n :=(n+1)! bn , and the
8
*
-incidence algebra 8
*
(6n) of the poset 6n (see [15]). We define the element
‘, in 8
*
(6n) by ‘,(_, ?) :=, j21 } } } ,
jn
n&1, where (1
j1, ..., n jn) is the type of the
induced partition ?_. The convolution inverse of ‘, is denoted by +,, and
is known as the Mo bius type function (see also [12], [8]). Recall that
+,(0 , ?)= ‘
B # ?
, |B|&1 ,
where ? is an arbitrary partition in 6n , and 0 is the minimum of 6n .
Proposition 5.3. (1) Let _ be a partition of [rs] with I(_)=(rs). We
have
(&1)(r&1) s grs, r =
1
s !
:
?_
|+(_, ?)| \‘
|?|
j=1
ij (?) mij(?)&1+ |?|! b |?|&1
= :
|I |=s
rl(I )l(I )!
&I& \‘
l(I )
j=1
mrij&1+ bl(I )&1
=
1
(rs)!
:
? # 6 rs
(r)
r |?| +,(0 , ?) ‘,(?, 1 ), (5.4)
where I(?) :=(i1(?), ..., i |?|(?)). In particular, gn, n=(&1)n&1 nmn&1; further-
more, the coefficient of mn&1 in gn is (&1) p
t& pt&1 p if n= pt for some prime p,
and (&1)n otherwise.
(2) The following recurrence relation holds:
grs, r=
1
s
:
s
i=1
(&1)(r&1) i rimri&1 \ :
s&i
j=0
f b1, j (1
j | F(r s&i))+ , (5.5)
where (1 j | F(r s&i)) is the coefficient of 4s&ir in (
s&i
k=1 grk, r4
k
r )
j.
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Proof. (1) The first equality follows immediately from Proposi-
tion 3.13. We now compute:
(&1)(r&1) s d
*
(F (r s))=
1
s !
:
|I |=s
s !
I ! &I& \‘
l(I )
j=1
(ij&1)! (rij) a rij&1+ xl(I )
=
1
n !
:
|I |=s
n !
(ri1)! } } } (ril(I ))! &I& \‘
l(I )
j=1
: rij&1+ (rx) l(I );
here we have used the fact that the number of partitions ? of [n] with
I(?)=I is n!(I! &I&). The first equality implies
(&1)(r&1) s d
*
(F(r s))= :
|I|=s
1
&I& \‘
l(I)
j=1
a rij&1+ (rx) l(I ),
while the second one implies
(&1)(r&1) s d
*
(F(r s))=
1
n !
:
? # 6n
(r)
+:(0 , ?)(rx) |?|.
It only remains to apply (b(D) | } ) to these two formulas.
(2) The recurrence relation (5.5) follows easily by applying (b(D) | } )
to the recurrence relation in Proposition 3.14, and using (5.2). K
Let us note that the coefficients f b1, j in (5.5) can be expressed in terms
of the mi ’s by the following well-known identity for a formal group law
f a(X, Y) (see [11], or [8] for a combinatorial proof):
:
n
i=0
(i+1) a i f a1, n&i=0, n1. (5.6)
We now present an application of our combinatorial results to the con-
struction of a family of p-typical formal group laws (where p is an arbitrary
prime). We consider an integer t1, and the p-typical formal group law
with log series
X+
u pt&1
p
X pt+
u p2t&1
p2
X p2t+ } } } in kQ2[[X]].
Apriori, this is a formal group law over kQ
*
, but we will prove that its
coefficients actually lie in k
*
. We present two new proofs of this well-
known result, based on the recurrence relation (5.5), and the closed for-
mula (5.4), respectively. Let us denote by k p, t the umbra corresponding to
the exp series of this formal group law. Let h
*
k p, t : L
*
 kQ
*
be the ring
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homomorphism mapping the coefficients of the universal formal group law
to those of f k p, t(X, Y).
Proposition 5.7. We have that
h
*
k p, t(gn, r)={(&1)
pt& pt&1 u pt&1
0
if n= pt and r= p
otherwise.
In particular, the formal group law f k p, t(X, Y) is defined over k
*
.
First Proof. From (5.4) it follows that h
*
k p, t(gn, r)=0 if r{ p, or if r= p
and pt does not divide n. The case n= pt, r= p is also clear, because the
second sum in (5.4) contains just one non-zero term after applying the map
h
*
k p, t . We prove the remaining part of the statement by induction on n,
which is assumed to be divisible by pt. Let us consider a positive integer s
for which pt&1 is a proper divisor, and set n= ps. By applying h
*
k p, t to (5.5),
we obtain
h
*
k p, t(gn, p)=
1
s
:
1pti&1s
(&1)( p&1) p
ti&1 ptik p, tpti&1
_\ :
s& pti&1
j=0
f k p, t1, j (k
p, t(D) j | d
*
(F( ps&pti&1)))+ .
We now observe the following things concerning this expression:
v the first summation ranges over 0pt(i&1)&1npt&1;
v ptik p, tpti&1= p
t&1u pti& pt(i&1)( pt(i&1)k p, tpt(i&1)&1), by examining the coef-
ficients of the log series;
v (k p, t(D) j | d
*
(F( ps&pti&1))) is the coefficient of 4s& p
ti&1
p in (
k p, t Xl) j;
hence, by induction, it is (&1)n&s+( p&1) p
ti&1 un&npt& pti+ pt(i&1) if j=npt&
pt(i&1), and 0 otherwise.
The fact that the above expression is 0 now follows by applying h
*
k p, t to
(5.6).
Second Proof. Let us assume, as before, that n= ps, where s is an
integer divisible by pt&1. Let
k$(Z) :=k p, t(Z pt&1)=Z pt&1+
u pt&1
p
Z p2t&1+
u p2t&1
p2
Z p3t&1+ } } } .
We claim that h
*
k p, t(gn, p) is equal to the coefficient of Zs in k p, t(k$(Z))=
Zpt&1 up to a factor of (&1)n&s un&npt.
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Let _ be a partition [n] such that I(_)=( ps). Given a subset Q of N, we
denote by 6 Qn the set of those partitions of [n] for which every block size lies
in Q. Now consider the sets P :=[ pti: i1] and P :=[ pti&1: i1]. According
to (5.4), we have
(&1)n&s h
*
kp, t(gn, p)
=
1
s !
:
? # 6n
P ?_
|+(_, ?)| \‘
|?|
j=1
p(t&1) ej (?)+ un&|?| |?|! k p, t|?|&1
=
1
s !
:
? # 6s
P \‘
|?|
j=1
( ptej (?)&1&1)! p(t&1) ej (?)+ un&|?| |?|! k p, t|?|&1
=
1
s !
:
? # 6s
P \‘
|?|
j=1
( ptej (?)&1)! p1&ej (?)+ un&|?| |?|! k p, t|?|&1 ;
here I(?) :=( pte1(?), ..., pte|?|(?)) if ? lies in 6 Pn , and I(?) :=( p
te1(?)&1, ...,
pte|?|(?)&1) if ? lies in 6 Ps .
Now recall from [3] the way in which substitution of formal power
series is related to convolution in the incidence algebra of the partition lat-
tice. Given two formal power series (X)=X+1X 22!+2X33!+ } } }
and %(X)=X+%1X22!+%2X33!+ } } } , the coefficient of Xnn! in (%(X))
is given by
:
_ # 6n
\ ‘B # _ % |B|&1+  |_|&1 .
According to this result, we can express the coefficient of Zs in k p, t(k$(Z))
as follows:
1
s!
:
? # 6s
P \‘
|?|
j=1
( ptej (?)&1)! p1&ej (?)+ unpt&|?| |?|! k p, t|?|&1 .
Comparing with the expression of h
*
k p, t(gn, p), the above claim follows. K
We conclude by mentioning that the classical proof of this result uses
Hazewinkel ’s generators for the ring V
*
over which the universal p-typical
formal group law is defined (which is also a polynomial algebra over the
integers). Our generators gn for the Lazard ring give rise to new generators
for V
*
by the canonical projection L
*
 V
*
. We hope to find other
applications of our combinatorial formulas concerning the generators gn .
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