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with  accurate  sensors,  automated  validation  tools,  and  verification  platforms  that  utilise  expert 
taxonomists and collective intelligence to ensure the highest level of quality possible. 	
Data curation and interoperability have been transformed in the information age. The need to collate 
data  at  continental  and  global  scales  and  across  institutions  continues  to  drive  the  formation  of 
standardised data  formats and  taxonomies.   Once  collated  these data  can be analysed using high 










Widespread  access  to  computational  and  communication  technology  is  one  of  the  defining 
characteristics of our generation, prompting talk of humanity embarking on an information revolution 
(e.g. Sliwa & Benoist, 2011; Saylor, 2012). The  implications of social media, apps,  low cost sensors, 
search engines, and predictive analytics associated with  ‘big data’ have profound  implications  for 
many  areas  of  society  including  biological  recording.   We  can  expect  a  step‐change  in  biological 
recording  as  developments  in  sensor  technologies  (LiDAR, UAVs,  acoustic  arrays,  eDNA  etc)  and 
biodiversity informatics infrastructures generate ‘big ecological data’ (Snaddon et al., 2013). Big data 
is changing the way scientists view, study, and analyse the world (e.g. National Ecological Observation 
Network; www.neoninc.org) and  it will  likely change the nature of biological recording  in terms of 
techniques, practice and the relationship between expert and non‐expert. 
The processes driving  the uptake of  technologies  in biological  recording  are  two‐fold.  Firstly,  the 
passion and curiosity  for  the natural world  that has motivated naturalists  for centuries  is  inspiring 
present  day  naturalists  to  develop  and  use  technologies  to  enhance  their  recording  activities. 
Secondly,  for many of the pressing questions  in conservation, such as  identifying species at risk of 
extinction, structured survey data are available  for only a small group of charismatic  taxa  (e.g. UK 





(Maclean & Wilson, 2011),  impacts of climate change  (Hickling et al., 2006),  informing emergency 
responses to environmental threats (Department for Environment Food and Rural Affairs, 2012), and 
reporting on the Convention on Biological Diversity (CBD) targets (Department for Environment Food 
and Rural Affairs, 2013). This has  led to an  increased  interest from data users  in the ways  in which 
technology might be able to enhance biological recording. For example, the ecosystem approach of 
the  revised  CBD  (www.cbd.int/ecosystem)  requires  data  on multi‐taxa  assemblages  of  species  as 
indicators  of  habitat  condition  or  proxies  for  ecosystem  services,  such  as  pollination  or  soil 
biodiversity.  Examples  of  projects  that  take  on  this  challenge  in  the  UK  include  PondNet 





































standardised  forms with  restricted data entry, drop down  lists,  and mapping  interfaces  that help 
assure data quality. In addition they allow the capture of any data that can be stored digitally, notably 
photographs.   Because  the need  for distributing and  collecting physical  forms has been  removed, 




computer  interaction,  is key  for  the success of biological  recording systems. Good design engages 
users, maintains their motivation and makes the process of recording and data exploration efficient 
and enjoyable. 
Xeno‐canto  (www.xeno‐canto.org)  is a website  that  successfully  leverages  the engagement of  the 
general public from across the globe to record and archive bird vocalisations with minimal needs in 
funding and centrally invested human effort. Launched less than 10 years ago and maintained by only 
4  administrators,  with  the  assistance  of  the  xeno‐canto  community,  this  website  now  contains 
recordings from more than 9000 avian species collected by more than 2000 registered users (covering 





secondary  data  relating  to  the  recorders  use  of  the  website.  The  Zooniverse  project 
(www.zooniverse.org), which deals with data classification rather than capture, is using such data to 
generate  algorithms  that  profile  users  and  automatically  present  tasks  suited  to  their  skill  and 
commitment levels, in much the same way Google targets adverts.  Such approaches could be applied 
to large‐scale biological recording schemes in the future. 







Lintott et al., 2008). Other websites  seek  to encourage volunteers  to digitise physical  records,  for 
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example  Herbaria@Home  (www.herbariaunited.org/atHome)  has  led  to  the  digitisation  of  over 
142,000  herbarium  specimens  by  volunteers, while  the  Atlas  of  Living  Australia’s DigiVol  project 




potential.  In contrast  to  traditional dichotomous keys, users of multi‐access keys can consider  the 
morphological characters of a specimen in any order. One of the benefits of this approach is that users 
can avoid characters that are absent on their specimen or which they are not confident identifying, 
however, multi‐access keys are very hard  to produce  in paper  form. Computer‐based multi‐access 
keys take advantage of the flexibility of a graphical user interface and can incorporate elements absent 
from paper versions. For example, probabilistic species matches can be provided at any point in the 














to  carry  around  computers  in  their pockets  (Saylor, 2012).    The  first mobile  computers were  the 
PalmPilots (PDAs) launched by Hewlett Packard, which were applied to biological recording in a limited 
way, notably Cybertracker (www.cybertracker.org/background/our‐story). However, the introduction 
of smartphones represented a step change  in mobile computing.   Since their  introduction 20 years 
ago smartphones, and more recently tablets, have undergone a meteoric rise in popularity and have 










used most  in biological  recording  are: GPS  chipsets  for deriving  accurate  location,  camera,  and  a 
microphone.    Some  newer  phones  also  feature  sensors  to  measure  temperature,  humidity,  air 
pressure  and movement  (gyroscopes).  These  provide  opportunities  to  add  valuable metadata  to 




a  limited  or  casual  interest  in  recording.  Examples  include  PlantTracker 
(http://planttracker.naturelocator.org/)  for crowd sourcing  location data on  invasive plant species. 






there  has  been  an  increase  in  hybrid  and  pure web  apps, which  facilitate  a  "write  once,  deploy 
anywhere" approach. This is in contrast to natively coded apps, which are specific to a particular phone 





standard. HTML5  is  the  latest  iteration  of  the  language  used  to  create websites  and  offers  new 
features such as support for touch based interaction, as is common on touch screen devices.  These 










Many apps navigate  the  issue of unreliable  internet connectivity by storing content on  the device 
rather than loading it from a server, however the storage space on smartphones is limited. Additionally 
many apps allow users attempting to submit records without an internet connection to store them on 
their  phones  for  submission  later. While  these  two  features  address  the main  issues  of  reduced 










than  that  for which  it was originally designed  ‐  it  is possible  for  citizen  science projects  that  are 
technology dependent to become  independent of  institutions who would previously have provided 
the  technology  needed.  This  provides  the  opportunity  for  technology‐dependent  citizen  science 
independent of industry or academia, however, co‐development of projects is often advantageous to 
both parties. This movement  is aided by  the relatively  low cost of electronics and computers, and 
online  communities  that  are  dedicated  to  supporting  and  sharing  information  on  repurposing 
technologies  (e.g.  instructables;  www.instructables.com  and  The  Public  Laboratory  for  Open 
Technology and Science; www.publiclab.org).  
Common technologies that are repurposed include digital cameras, UAVs (unmanned aerial vehicles) 
and  computers.  Projects  in  this  area  have  included  documenting  the  deep  horizon  oil  spill  using 
modified digital cameras attached to kites and balloons (The Public Laboratory for Open Technology 
and  Science;  www.publiclab.org/wiki/gulf‐coast),  monitoring  pollution  using  cheap  open  source 
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often  be  sparsely  distributed  and  often  form  around  geographic  regions  such  as  towns/cities  or 
counties/states. This can result in high spatial variability in recording activities. 
Many  recording  communities now have websites which  are  a  centre point  for organising  events, 
publishing news and promoting recording. These can help to unify a community in a formal way by 










groups  easily  and  instantaneously  (Box  1).  It  also  offers  established  organisations  the  ability  to 































of a nationwide Garden Bioblitz  in 2013, which has  continued  to use Twitter and  Facebook  to 
engage more people to take part, with online resources including iRecord (www.brc.ac.uk/irecord) 
and  iSpot  (www.ispotnature.org)  used  to  store  biological  records  and  provide  help  with 
identifications. The swift development of such a project, bringing together novice and experienced 




“verification”  are  often  used  to  refer  to,  respectively,  carrying  out  standardised  checks  on  the 
completeness  and  legitimacy  of  a  record’s  contents,  and  ensuring  the  accuracy  of  the  recorded 
location and taxon name (James, 2011). 
Some aspects of quality assurance  can be automated, while others  require  significant  input  from 
experts. The extent  to which emerging  technologies will be able  to augment and assist  in quality 
assurance is not yet clear, but there is scope for them to play a greater role in the future. However, it 
should  also  be  recognised  that  expert  verifiers  also  use  the  verification  process  as  a  means  of 
















short  supply.  For  example,  NBN  Record  Cleaner  (www.nbn.org.uk/Tools‐Resources/Recording‐
Resources/NBN‐Record‐Cleaner.aspx)  is  an  automated  validation  and  verification decision‐support 
tool for recorders and biodiversity data managers.  It is designed to improve the efficiency of data flow 
and ensure the quality of biodiversity datasets by enabling automated checking of large datasets in a 
variety of  formats  against  validation  and  verification  ‘rule  sets’ developed by national  taxonomic 
















also  being  extended  to  other  taxa,  including  insects,  for  example  via  the  Rana  system 









the  fact  that bird vocalisations  reside  largely  in  the same  frequency  region as human speech  (and 
hence can be recorded with cheap voice recorders and mobile devices). This has resulted in increased 
research  interest  in the application of machine  learning methods to the problem of automatic bird 






















Classification  Contest  in  2012  (www.cs.ucr.edu/~eamonn/CE/contest.htm),  the  Multi‐label  Bird 
Species  Classification  ‐  NIPS  2013  (www.kaggle.com/c/multilabel‐bird‐species‐classification‐
nips2013),  the  Machine  Learning  for  Signal  Processing  2013  Bird  Classification  Challenge 
(www.kaggle.com/c/mlsp‐2013‐birds) and  the  two bird  sound and one whale  sound  competitions 
organised  as  part  of  the  International  Conference  on  Machine  Learning  2014  (sabiod.univ‐
tln.fr/ulearnbio/challenges.html) 




refining  the number of possible matches a user needs  to consider  (Kumar et al., 2012), while  the 
Echometer touch app (www.wildlifeacoustics.com/products/echo‐meter‐touch) and the iBatsID web 
application  (www.sites.google.com/site/ibatsresources/iBatsID) aim at  identifying bat  species  from 
their  calls.  Wildlife  sound  identification  computer  software  and  mobile  apps  that  are  based  on 
proprietary algorithms are offered by private  companies  such as SoundID  (www.soundid.net) and 
Isoperla  (www.isoperla.co.uk).  Other  examples  of  recent  and  ongoing  projects  include  the 
crowdfunded  project  Warblr  (www.warblr.net)  and  the  BioSound  project 
(http://oxlel.zoo.ox.ac.uk/research/projects/biosound/) both on bird  song  identification, as well as 
the Google Impact Challenge funded collaboration between the Royal Botanic Gardens Kew and the 












There  is no doubt  that online  interactions enable people  to  learn  from  ‘the wisdom of  the crowd’ 
(Galton,  1907)  when  seeking  help  with  species  identifications.  However,  there  is  also  plenty  of 
evidence that not all such wisdom  is accurate. For the  less familiar taxon groups expert knowledge 
may be confined to few people within the crowd, and it is not easy to assess whether identifications 











UK.  To  seek  help with  identification her  father posted  a photograph on  to  the  iSpot website, 




native range  (Ansine, 2013).  It has been suggested  that the  larvae of  the moth may have been 





the  field  to  have  almost  immediate  access  to  expertise  from  a  community  of  users who may  in 
principle  be  based  anywhere  in  the  world  (Scanlon,  Woods,  &  Clow,  2014),  providing  new 
opportunities  for  learning  and  sharing  information.  A  challenge  associated  with  crowd‐sourcing 
verification  is  false‐positives;  instances where a  species  identification  is verified when  it  is  in  fact 
incorrect. Were this type of error to be prevalent we would expect a weak relationship between the 
number of  identifications per species and their difficulty to  identify. When results from  iSpot were 




potential  biases  towards  more  conspicuous  and  colourful  species  and  those  that  are  easier  to 
photograph. 










Increased participation  in biological  recording as a  result of  technological  innovation  is generating 
large  volumes  of  digital  data. While  this  does  not  currently  pose  a  problem  in  terms  of  physical 
memory space,  it  is more  important than ever to curate digital data to ensure  it  is as accessible as 
























warehouse, which  is possible using  the  Indica  toolkit  (www.indicia.org.uk).  Indicia  can be used  to 
create a centralised data warehouse which can receive data from a number of entry points. These 
include web forms that can be  implemented on the websites of many different recording schemes 
and other organisations, as well as a variety of apps. For  instance,  in  the UK  the National Garden 
BioBlitz  (www.gardenbioblitz.org),  the  PlantTracker  app  (planttracker.naturelocator.org),  and  the 
iRecord Butterflies app (www.brc.ac.uk/article/irecord‐butterflies‐mobile‐app) all feed data into the 
same data warehouse. These projects all look very different, and most people who participate in them 
will be unaware  that  they are  linked  in any way. However, behind  the  scenes,  rather  than having 
separate  data  storage  solutions  for  each  of  these  projects,  a  single  central  data  warehouse, 























in quality. Combining data  is this way  is necessary to monitor change  in biodiversity at the scale at 
which policy decisions are being made such as the European Union (EU). For example, the EU water 
framework directive  intercalibration exercise  (Water  Information System  for Europe, 2008) sort  to 
combine  data  on  the  ecological  status  of  water  bodies  across  27  member  states  by  ensuring 
comparability and consistency in classification results between members. In this case, combining data 





















The development and use of  standards  for biological  recording  is not new  (e.g. Burnett, Copp, & 
Harding, 1995), but the rapid advances in technology and changes in the focus of policy  means that 
existing  standards  need  to  be  periodically  reviewed  to  ensure  they  remain  fit  for  purpose,  and 
continue  to  facilitate  the combination of data  for analyses. New  technologies are  likely  to  lead  to 
further developments  in  standards  to  cover  things  such as  the  addition of digital photographs or 










the  internet  from  independent, heterogeneous databases using Darwin Core and ABCD  (Access  to 
Biological  Collections  Data)  schemas  respectively.  These  protocols  allow  website  and  application 
developers to access biological data programmatically, opening up new possibilities for data re‐use.  
One  of  the  challenges  of  combining  biological  records  data  is matching  up  taxonomies  between 
datasets. This process has been aided by standardised taxon dictionaries. The task of coordinating and 



















wasted effort and  loss of data quality.   Several biological  recording websites and apps have been 









mapping  services  (WMS) or use user uploaded data. Making data available via web  services, web 
feature  services  or  Open  Geospatial  Consortium  WMS,  enables  developers  to  create  their  own 
combinations  of  data  from  different  sources  for  analysis  or  dissemination  (e.g.  Plantwise; 
www.plantwise.org).   













Biological  recording  around  the  world  has  generated  hundreds  of  millions  of  observations  of 
thousands of  species, and  the  rate at which observations are being made  is ever  increasing. This 





The  increasing demand  for policy relevant  information  from data collected through citizen science 
































While the motivations of recorders  is varied,  it  is generally accepted that feedback  is motivational, 
and the sooner it is given after a record is submitted, the better. Feedback can come in many forms, 
traditionally  being  face‐to‐face  conversations  with  fellow  volunteers  or  written  feedback,  new 
technologies have opened up  the possibilities  for new mechanisms  for providing  feedback which 
utilise advances in web design and computer generated text. 







Community feedback  is an  important feature of recording websites that rely on  identifications that 
are  achieved  by  consensus.  On  these  websites  users  can  aid  each  other’s  learning  by  providing 
feedback on  identifications, adding a social element to the online recording experience. Some sites 











other  examples  include  up‐to‐date  phenologies  (e.g.  BirdTrack; 
http://blx1.bto.org/birdtrack/main/data‐home.jsp), and current recording activity (e.g. eBird).  
More  complicated  than  generating  graphical  feedback  is  creating  human  readable  text,  termed 
natural language generation (NLG). This technique takes underlying data and transforms it into text 
that reads as though it has been written by a human. This method has already been utilised by some 
biological  recording  schemes.  BeeWatch  (www.bumblebeeconservation.org/get‐
involved/surveys/beewatch) uses NLG to provide feedback to users who submit photos. When the 




was evidence  that NLG  feedback  improved  identification  skills over  time as well as  increasing  the 
number  of  records  submitted  per  user  (Blake  et  al.,  2012).  In  the  future  this  concept  could  be 












reputation  badges  in  iSpot  encourage  users  to  help  each  other  assign  species  identities  to 














Free  access  to  non‐sensitive  records,  particularly  via  real‐time  results  maps,  is  identified  as  an 
important motivation for participants in biological recording projects (Tweddle et al., 2012).  Enabling 
volunteers to visualise and explore submitted records in the context of other data, such as previous 
biological  records, environmental data,  conservation  action or  interpreted data  such  as modelled 
distribution  maps,  may  be  even  more  motivational  but  is  not  yet  widely  practised.  Map  of  Life 









user  needs  to  download  the  records  or  access  them  via  an  R  package  (cran.r‐
project.org/web/packages/rnbn/index.html). 
The rapid flow of data through recording systems as a result of online data recording allows real‐time 
analysis  and  visualisations.  The  movement  of  migrant  birds  (e.g.  British  Trust  for  Ornithology; 
www.bto.org/volunteer‐surveys/birdtrack)  and  butterflies  (e.g.  Butterfly  Conservation; 
www.butterfly‐conservation.org/612/Migrant‐watch.html) are tracked using live interactive mapping 



























citation protocols  and mechanisms,  incorporating persistent  identifiers  such  as DOIs,  are  vital  for 
encouraging more individuals and organisations to make their data openly available, as it provides a 
means to secure recognition and reward for their efforts (Costello, 2009; CODATA‐ICSTI Task Group 
on Data Citation Standards and Practices, 2013).   These developments  indicate a move  from data 
‘sharing’ via the  internet  to data  ‘publication’  in perpetuity with a citation mechanism, and  ideally 
peer review.  This is identified as an important step in providing the motivation to make biodiversity 
data publically available  (Costello et al., 2012, 2013).   Data  journals, such as  the Biodiversity Data 
Journal,  already provide  a peer‐reviewed publication mechanism  for biodiversity data,  facilitating 







For  example  incorporating  analytical  methods  within  portals  to  biological  records  data  greatly 
increases the value of the underlying data. This allows users to analyse the data in a way that answers 
their specific questions, which could prove valuable  for  local conservation practitioners, as well as 
national and  international  conservation managers. Currently  there are  few  systems  that  integrate 




and  the Catalogue of  Life, BioVeL  (www.biovel.eu)  offers  a  suite of  free  tools  for  those  studying 
biodiversity. While BioVeL and openModeller are targeted at a technical audience The Atlas of Living 
Australia has the ability to model species’ distribution using occurrence data held about Australian 




















opportunities  to  apply  technologies  to  existing  rather  than  new  processes;  or  are  we  missing 
opportunities for revolutionary approaches?” 
Websites and apps that allow data entry are an evolution of the traditional paper and pencil recording 
form,  and  many  online  recording  forms  still  retain  many  of  the  characteristics  of  these  paper 
precursors. Such developments have undoubtedly increased the accuracy and speed of data capture. 
Revolutionary  data  capture  methods,  for  example  the  automated  detection  of  cicada’s  using  a 
smartphone app (The New Forest Cicada Hunt), can be harder to place  into the standard biological 
recording  pathway,  and  the  data  generated may  be  difficult  to  analyse  in  conjunction with  data 
collected by more traditional methods. However, using technologies in novel ways is likely to open up 








only  in  modern  times  that  ‘science’  has  become  the  preserve  of  professional  researchers. 
Technologies can provide access to literature (e.g. online keys and guides) as well as individuals and 
communities (e.g. scheme websites and discussion forums) that allow anyone to gain the skills and 





active areas of  scientific  research. The  low  cost of electronics and  software now also allows non‐
professionals  to build  their own  equipment, or develop  their own platforms,  to  explore  areas of 
science  that  are  of  personal  interest.  While  data  collected  by  people  with  little  background  in 

















The  immediacy with which biological  data  are  shared  is of particular  importance  to  the  study of 



























There  are  also  areas where  technologies  can  replace  humans.  Checks  of  record  validity,  such  as 
ensuring records of terrestrial animals are not  in  the sea, are monotonous  for humans but can be 
quickly and effectively carried out by computers. Even more complex tasks such as identifying species 









properties  of  a  citizen  science  project  identified  as  important  varied  greatly  depending  on  if  the 
experts  questioned  were  end‐users  or  participants  (Pocock  et  al,  In  Press).  The  motivation  of 
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Figure 3. Schematic representation of data flow using the indicia toolkit. Data from many sources 
feed into the same data warehouse making verification and data sharing more straightforward. Solid 
arrows show data capture processes whereas dashed arrows show the flow of data post‐collection.
 
