Abstract
INTRODUCTION
denote by G(q) ∈ R np×np the diagonal matrix whose diagonal elements are such that the components, 
129
The PDM is constructed in such a way that the flow delivered at a node is determined by the 130 pressure head at that node. Denote by h m the minimum service head (which is the sum of the minimum 131 pressure head and the elevation head), and denote by h s the service head (which is the sum of the 
141
Denote by c(h) ∈ R n j the vector whose elements are the consumption functions at the n j nodes 142 of the system. It is assumed in this study, and without loss of generality, that all nodes have the same 143 values of h m and h s and the same consumption curve, γ(h). Any nodes at which the delivery is zero 144 are said to be in failure mode. Nodes at which the delivery is between zero and d are said to be in 145 partial delivery mode and nodes which have full delivery are said to be in normal mode. 
151 where a = A 2 e . A natural way to approach the solution of (1) is to use a Newton iteration based on 152 the Jacobian of f ,
154
where F (q) and E(h) are diagonal matrices which are such that (i) the terms on the diagonal of F (q)
155
are the q-derivatives of the corresponding terms in G(q)q and (ii) the terms on the diagonal of E are 
164
In what follows the Jacobian J (m) will be denoted simply by J where there is no ambiguity. The 165 iterative scheme is then formally (but not computationally) 
169 the new iterates can be computed using (4). Now, the block equations for (5) 
176
and adding (8) to (7) gives
178
Once c h is determined from this equation, the term c q can be obtained from the following rearrange-179 ment of (6):
181
Page: 8 Equations (9) and (10) are the PDM counterpart of the GGA method for the DDM problem.
182
The GGA has been widely used in the solution of the equations for DDM WDSs. independently of the energy equations as in the DDM case.
202
It is the experience of the authors and it has been reported elsewhere (see, for example, Siew & 203 Tanyimboh (2012)) that the Newton method defined by (9) and (10) for the PDM problem exhibits 204 convergence difficulties. A small example illustrates these difficulties. The network shown in Figure   205 Page: 9 1 has the parameters shown in Table 1 . The demands shown in Table 1 were magnified by a factor 206 of five (as were the demands in all the networks reported in this paper) to make the problem into a 207 PDM, rather than DDM, problem. The Newton method of (9) and (10) was applied to this network 208 with each of the four starting value schemes described later in this paper. It failed to converge in 150
209
iterations after many repetitions of the starting schemes in which there is a pseudo-random element 210 or for one application of the deterministic starting scheme.
211
The behavior exhibited in this illustrative example is typical of the experience that the authors 212 encountered in applying the simple Newton method of (9) 
DAMPING SCHEMES AND THE EXISTENCE AND UNIQUENESS OF SOLUTIONS

222
In order to address the issue of damping, four optimization problems are introduced, each of which 223 leads to the system (1). The different formulations are useful because they lead to different metrics 224 for the line search strategies which are used to achieve convergence of the Newton method.
226
Four equivalent optimization problems
227
The first optimization problem is couched in terms of the determination of the set of unknown flows. Denote by e j the j th column of an identity matrix of appropriate dimension.
229
Page: 10 Problem 1.1 Define the content function
233
The content and the co-content functions, which are co-energy, appear to have been first introduced
234
by Cherry (1951) and Millar (1951) to solve electrical network equations. They proved that solving 235 the network equations for power systems is equivalent to minimizing a co-energy function.
236
Using the identity (Parker 1955 )
the last term in (11) may be rewritten to give
The Lagrangian of this problem is, denoting by α ≥ 0 the Lagrange multiplier vector for the lower bound constraint on A 
Denote ζ by
242
But then (14) can be rewritten, showing its dependency on ζ, as
244
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whence, provided that the definition of c is extended so that c j = 0 , if h j ≤ (h m ) j , and
and this leads to the equivalent problem of finding min q max ζ L(q, ζ). Importantly, the gradient of
248
L is f (q, ζ) indicating that Eq. (1) is a necessary optimality condition and a saddle-point equation.
249
This suggests that ζ and h are identical and we can replace ζ by h to get
252
The Lagrangian or primal-dual problem is unconstrained.
253
The fact that δh is a monotonic, C 1 -differentiable function means that it is possible to express q 254 as a function of h, using the first block-equation of (1), as 
and use (12) to get the following formulation for the dual function:
262
The optimization problem associated with this formulation is then Page: 12
Solving Problem 1.3 will be referred to as using the Co-Content (CC) approach.
266
The fourth optimization problem considered here uses the energy and continuity residuals of (3).
267
Denote by W ∈ R (np+n j )×(np+n j ) a diagonal matrix of positive weights and define
269
The problem considered now is
272
Solving Problem 1.4 will be referred to as using the Weighted Least Squares (WLS) approach. The method of (4) can also be viewed as the Gauss-Newton method (Gratton et al. 2007) for the 295 WLS formulation given in Problem 1.4. This can be seen from the following argument. Recalling the
, . . . , ∂ ∂xn ) and noting that J in (2) is symmetric,
and so the Hessian H ∈ R (np+n j )×(np+n j ) for the objective function θ q (m) , h (m) can be found as
where Q involves the second-order terms. The term Q is ignored in the Gauss-Newton method and 302 so the resulting iteration scheme is
305
and this is just (4). Importantly, the term Q involves the system residuals for least squares problems The damped Newton method for (4) is
313 for some choice of step-size, σ (m+1) . Thus, when the terms, c
, and c
, of (9) and (10) have 314 been found, the new iterate can be computed as
316
In the next section the step size selection algorithm of Goldstein (1967) 
325
Let 0 < µ 1 ≤ µ 2 < 1 be chosen parameters. Define the (scalar) Goldstein index by
327
329
If µ 1 ≤ g ≤ µ 2 then the step size σ (m) is accepted. If g > µ 2 then the step length 3σ (m) /2 is proposed.
330
Otherwise, the step length σ (m) /2 is proposed. 
and so (26) simplifies, for this case, to (ii) set q (m+1) = q (m) , and
and proceed as follows:
and the Goldstein index
and, in the case of the WLS 363 formulation of the problem set q (m+1) = q (m+1) , and then increment m and go to step (a).
364
(iii) ElseIf g ψ (m) , σ (m) > µ 2 then increase step length: set σ (m) = 3σ (m) /2 and go to step 
369
It is worth noting that when using the WLS formulation of the problem, both the heads and the flows 370 are updated at each step whereas in the CC formulation only the heads are updated. Before presenting 371 results which illustrate the effectiveness of the methods, some preliminary issues are addressed. 
MODELLING CHOICES
392 z(h j ) = h j − (h m ) j (h s ) j − (h m ) j .(29)
393
The Wagner consumption function is defined by calculating an average daily use for the whole collection of houses represented by that single node.
408
Clearly, the delivery at empirically derived demands such as these are not faithfully modelled by c W (h).
409
Even where an all-pipes model is used, a formula based on the flow at a single outlet is unlikely to 410 faithfully model water consumption in a setting where showers, toilets, irrigation systems and taps 411 are all used.
412
A C 1 cubic consumption function, c C (h j ), was studied in the context of reliability analysis in 
418
Denote r(t) = t 2 (3 − 2t), t the independent variable. The cubic consumption function, c C (h j ), is defined by 
ILLUSTRATION OF THE WLS AND CC METHODS
456
In what follows, the results of applying the WLS and CC methods to eight case study networks 457 are reported in order to illustrate the viability of the methods on a variety of quite different, and 458 challenging, networks. Firstly, the case study networks are described and some implementation details 459 are given. Secondly, the convergence behaviours of the two methods are described and a comparison 460 is made of how that behaviour is affected by which of the consumption functions, c C (h j ) and c R (h j ),
461
is used. Thirdly, the differences between the solutions which result from using c C (h j ) and c R (h j ) are 462 reported.
Implementation and the details of the case studies
465
All the calculations reported in this paper were done using codes specially written for Matlab Standard and so machine epsilon for all these calculations was 2.2 × 10 −16 .
469
Columns 2, 3 and 4 of Table 2 show the numbers of pipes, n p , the numbers of nodes, n j , and even though such a small tolerance is unlikely to be required in practical applications.
481
The starting scheme described in Section (a)(ii) was used for all the tests and the same seed was . This involves recomputing the right this inversion was performed using the Matlab function fsolve in the calculations for this report.
495
The integrals were evaluated using the Matlab function integral. The impact of these differences 496 between the WLS and CC line search, or subiteration, calculations is discussed later.
497
The residuals in the objective function for Problem 1.4 should be weighted to account for significant 
Convergence behaviour
508
Columns 5-12 of Table 2 show the numbers of iterations and subiterations, or line search steps,
509
that were required to solve the eight case study networks by both the WLS and CC methods and 
522
The authors believe that WLS approach provides the preferred choice: it is easier to implement case study networks. The number of nodes for which the solution has negative pressures (i.e. for 537 which the delivery is zero) is also reported.
539
Node counts for failure, partial delivery and full delivery 540 Table 3 compares various aspects of the solutions for the two consumption functions c R (h j ) and Wagner consumption function, c R (h j ), and the cubic consumption function c C (h j ) for Network N 1 .
556
Although most heads there are very similar, some 100 of the 848 heads in that case differ by as much as 557 2 m. The variation in differences between solution heads for the two consumption functions across the 558 other case study networks is quite marked. Figure 4 shows the corresponding frequency distributions
559
Page: 25 for the flows (L/s) and shows greater agreement between the two solutions than for the heads.
Another characterization of the differences between the solution heads and flows for the two con-561 sumption functions c R (h j ) and c C (h j ) can be seen in Table 4 The Newton method PDM counterpart of the GGA for DDM problems is shown, by a small exam-571 ple, to exhibit failure to converge if no damping is used. This behaviour has been reported elsewhere.
572
It has been shown that a new (fourth) formulation of the PDM problem, the WLS optimization formu- required for solution and the differences in heads and flows between solutions obtained were compared.
585
The steady-state solution heads for c C (h) differed from those for c W (h) by as much as 5 m for some 586 nodes. The reasons for these differences were not investigated and more work is needed in order to 587 better understand the effects that the consumption function choice has on the solutions.
588
Four starting value schemes for the heads in the system (unnecessary to initiate the DDM problem paper are likely to be suitable for a wide range of PDM problems.
604
The robust solution algorithm introduced in this paper is able to deal with, amongst other condi- Figure 1 . The network has a single reservoir, Node 1, with an water surface elevation of 100 m. The demands that are shown above were magnified by a factor five to cause the problem to be a PDM, rather than DDM, problem.
Page: 34 Table 2 : Number of pipes, n p , nodes, n j , sources, n f , iterations, τ i , and subiterations, τ si , required to solve the eight case study networks by WLS and CC schemes for the two consumption functions c C (h) and c R (h). Table 4 : Differences between solution heads and flows using c R (h) and c C (h) for the case study networks N 1 to N 8 as (i) approximate intervals containing most differences and (ii) means of heads and flows differences.
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1 The small illustrative network described in Table 1 Table 1 and used to demonstrate the failure of the undamped Newton method to converge. Page: 39
