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INTEGRAL CALCULUS ON QUANTUM EXTERIOR ALGEBRAS
SERKAN KARAC¸UHA AND CHRISTIAN LOMP
Abstract. Hom-connections and associated integral forms have been introduced and studied
by T.Brzezin´ski as an adjoint version of the usual notion of a connection in non-commutative
geometry. Given a flat hom-connection on a differential calculus (Ω, d) over an algebra A
yields the integral complex which for various algebras has been shown to be isomorphic to
the noncommutative de Rham complex (in the sense of Brzezin´ski et al. [7]). In this paper we
shed further light on the question when the integral and the de Rham complex are isomorphic
for an algebra A with a flat hom-connection. We specialise our study to the case where an
n-dimensional differential calculus can be constructed on a quantum exterior algebra over an
A-bimodule. Criteria are given for free bimodules with diagonal or upper triangular bimodule
structure. Our results are illustrated for a differential calculus on a multivariate quantum
polynomial algebra and for a differential calculus on Manin’s quantum n-space.
1. Introduction
Let A be an algebra over a field K. A derivation d : A → Ω1 of a K-algebra A into an A-
bimodule is a K-linear map satisfying the Leibniz rule d(ab) = ad(b) + d(a)b for all a, b ∈ A. The
pair (Ω1, d) is called a first order differential calculus (FODC) on A. More generally a differential
graded algebra Ω =
⊕
n≥0Ω
n is an N-graded algebra with a linear mapping d : Ω → Ω of degree
1 that satisfies d2 = 0 and the graded Leibinz rule. This means that d(Ωn) ⊆ Ωn+1, d2 = 0 and
for all homogeneous elements a, b ∈ Ω the graded Leibniz rule:
(1.1) d(ab) = d(a)b + (−1)|a|ad(b)
holds, where |a| denotes the degree of a, i.e. a ∈ Ω|a| (see for example [8]). We shall call (Ω, d) an
n-dimensional differential calculus on A if Ωm = 0 for all m ≥ n. The zero component A = Ω0 is
a subring of Ω and hence Ωn are A-bimodule for all n > 0. In particular d : A→ Ω1 is a bimodule
derivation and (Ω1, d) is an FODC over A. The elements of Ωn are then called n-forms and the
product of Ω is denoted by ∧. Given an FODC (Ω1, d) over A, a connection in a right A-module
M is a K-linear map ∇0 :M →M ⊗A Ω1 satisfying
(1.2) ∇0(ma) = ∇0(m)a+m⊗A d(a) ∀a ∈ A,m ∈M.
In [4] T.Brzezinski introduced an adjoint version of a connection by defining the notion of a right
hom-connection as a pair (M,∇0), where M is a right A-module and ∇0 : HomA(Ω1,M)→M is
a K-linear map such that
(1.3) ∇0(fa) = ∇0(f)a+ f(d(a)) ∀a ∈ A, f ∈ HomA(Ω
1,M)
Here the multiplication (fa)(ω) := f(aω), for all ω ∈ Ω1, makes HomA(Ω1,M) a right A-module.
In case the FODC stems from a differential calculus (Ω, d), then a hom-connection ∇0 on M can
be extended to maps ∇m : HomA(Ωm+1,M) −→ HomA(Ωm,M) with
(1.4) ∇m(f)(v) = ∇(fv) + (−1)
m+1f(dv), ∀f ∈ HomA(Ω
m+1,M), v ∈ Ωm.
If ∇0∇1 = 0, the hom-connection ∇0 is called flat. In this paper we will be mostly interested in
the case M = A. Set Ω∗m := HomA(Ω
m, A) as well as Ω∗ =
⊕
m Ω
∗
m and define ∇ : Ω
∗ → Ω∗ by
∇(f) = ∇m(f) for all f ∈ Ω∗m+1.
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If ∇0 is flat, then (Ω∗,∇) builds up the integral complex:
· · ·
∇3−−−−→ Ω∗3
∇2−−−−→ Ω∗2
∇1−−−−→ Ω∗1
∇0−−−−→ A
It had been shown in [5, 7] that for some finite dimensional differential calculi the integral complex
is isomorphic to the de Rham complex given by (Ω, d):
A
d
−−−−→ Ω1
d
−−−−→ Ω2
d
−−−−→ Ω3
d
−−−−→ · · ·
i.e. for certain algebras A and n-dimensional differential calculi Ω =
⊕n
m=0Ω
m it had been proven
that there is a commutative diagram
Ω∗n
∇n−1
−−−−→ Ω∗n−1
∇n−2
−−−−→ · · ·
∇1−−−−→ Ω∗1
∇0−−−−→ A
Θ0
x Θ1x Θn−1x Θx
A
d
−−−−→ Ω1
d
−−−−→ · · ·
d
−−−−→ Ωn−1
d
−−−−→ Ωn
in which vertical maps are right A-module isomorphisms: In this case, we say that A satisfies the
strong Poincare´ duality with respect to (Ω, d) and ∇, following T.Brzezinski [5]. The purpose of
this paper is to provide further examples of algebras and differential calculi whose corresponding
de Rham and integral complexes are isomorphic, which contribute to the general study of algebras
with this property. The reader should be warned that the Poincare´ duality in the sense of M.Van
den Bergh [13] (see also the work of U.Kra¨hmer [10]) is different.
2. Twisted multi-derivations and hom-connections
From Woronowicz’ paper [14] it follows that any covariant differential calculus on a quantum
group is determined by a certain family of maps which had been termed twisted multi-derivations
in [7]. We recall from [7] that by a right twisted multi-derivation in an algebra A we mean a pair
(∂, σ), where σ : A→Mn(A) is an algebra homomorphism (Mn(A) is the algebra of n×n matrices
with entries from A) and ∂ : A→ An is a k-linear map such that, for all a ∈ A, b ∈ B,
(2.5) ∂(ab) = ∂(a)σ(b) + a∂(b).
Here An is understood as an (A-Mn(A))-bimodule. We write σ(a) = (σij(a))
n
i,j=1 and ∂(a) =
(∂i(a))
n
i=1 for an element a ∈ A. Then (2.5) is equivalent to the following n equations
(2.6) ∂i(ab) =
∑
j
∂j(a)σji(b) + a∂i(b), i = 1, 2, . . . , n.
Given a right twisted multi-derivation (∂, σ) on A we construct an FODC on the free left A-module
(2.7) Ω1 = An =
n⊕
i=1
Aωi
with basis ω1, . . . , ωn which becomes an A-bimodule by ωia =
∑n
j=1 σij(a)ωj for all 1 ≤ i ≤ n.
The map
(2.8) d : A→ Ω1, a 7→
n∑
i=1
∂i(a)ωi
is a derivation and makes (Ω1, d) a first order differential calculus on A.
A map σ : A →Mn(A) can be equivalently understood as an element of Mn(Endk(A)). Write
• for the product in Mn(Endk(A)), I for the unit in Mn(Endk(A)) and σT for the transpose of σ.
Definition 2.1. Let (∂, σ) be a right twisted multi-derivation. We say that (∂, σ) is free, provided
there exist algebra maps σ¯ : A→Mn(A) and σˆ : A→Mn(A) such that
(2.9) σ¯ • σT = I, σT • σ¯ = I ,
(2.10) σˆ • σ¯T = I, σ¯T • σˆ = I .
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Theorem [7, Theorem 3.4] showed that for any free right twisted multi-derivation (∂, σ; σ¯, σˆ) on
A, and associated first order differential calculus (Ω1, d) with generators ωi, the map
(2.11) ∇ : HomA(Ω
1, A)→ A, f 7→
∑
i
∂σi (f (ωi)) .
is a hom-conection, where ∂σi :=
∑
j, k σ¯kj ◦ ∂j ◦ σˆki, for each i = 1, 2, . . . , n. Moreover ∇ had
been shown to be unique with respect to the property that ∇(ξi) = 0, for all i = 1, 2, . . . , n, where
ξi : Ω
1 → A are right A-linear maps defined by ξi(ωj) = δij , i, j = 1, 2, . . . , n.
We shall be mostly interested in right twisted multi-derivation (∂, σ) that are upper triangular,
for which σij = 0 for all i > j holds. It had been shown in [7, Proposition 3.3] that an upper
triangular right twisted multi-derivation is free if and only if σ11, . . . , σnn are automorphisms of
A.
3. Differential calculi on quantum exterior algebras
Let A be a unital associative algebra over a field K. Given an A-bimodule M which is free as
left and right A-module with basis {ω1, . . . , ωn} one defines the tensor algebra of M over A as
(3.12) TA(M) = A⊕M ⊕ (M ⊗M)⊕M
⊗3 ⊕ · · · =
∞⊕
n=0
M⊗n
which is a graded algebra whose product is the concatenation of tensors and whose zero component
is A. Following [3, I.2.1] we call an n×n-matrix Q = (qij) over K a multiplicatively antisymmetric
matrix if qijqji = qii = 1 for all i, j. The quantum exterior algebra of M over A with respect to a
multiplicatively antisymmetric matrix Q is defined as∧
Q(M) := TA(M)/〈ωi ⊗ ωj + qijωj ⊗ ωi, ωi ⊗ ωi | i, j = 1, . . . , n〉.
This construction for a vector space M = V and a field A = K appears in [11, 12]. The product
of
∧Q(M) is written as ∧. The quantum exterior algebra is a free left and right A-module of rank
2n with basis
{1} ∪ {ωi1 ∧ ωi2 · · · ∧ ωik | i1 < i2 < · · · < ik, 1 ≤ k ≤ n}.
Write sup(ωi1 ∧ωi2 · · · ∧ ωik) = {i1, i2 · · · , ik} for any basis element. Given a bimodule derivation
d : A→M , we will examine when d can be extended to an exterior derivation of
∧Q(M), i.e. to a
graded map d :
∧Q
(M)→
∧Q
(M) of degree 1 such that d2 = 0 and such that the graded Leibniz
rule is satisfied.
Proposition 3.1. Let (∂, σ) be a right twisted multi-derivation of rank n on a K-algebra A with
associated FODC (Ω1, d). Let Q be an n× n multiplicatively antisymmetric matrix over k. Then
d : A → Ω1 can be extended to make Ω =
∧Q
(Ω1) an n-dimensional differential calculus on A
with d(ωi) = 0 for all i = 1, . . . , n if and only if
(3.13) ∂i∂j = qji∂j∂i, and ∂iσkj − qji∂jσki = qjiσkj∂i − σki∂j ∀i < j, ∀k.
Proof. Suppose d extends to make Ω a differential calculus on A with d(ωi) = 0. Then for all
a ∈ A and k = 1, . . . , n the following equations hold:
(3.14) d(ωka) = d(ωk)a− ωk ∧ d(a) =
n∑
j=1
−ωk ∧ ∂j(a)ωj =
n∑
i,j=1
−σki(∂j(a))ωi ∧ ωj
(3.15) d

 n∑
j=1
σkj(a)ωj

 = n∑
i,j=1
∂i(σkj(a))ωi ∧ ωj +
n∑
j=1
σkj(a)d(ωj) =
n∑
i,j=1
∂i(σkj(a))ωi ∧ ωj
Hence, as ωka =
∑n
j=1 σkj(a)ωj and ωj ∧ ωi = −qjiωi ∧ ωj for i < j, we have
(3.16) − σki∂j + qjiσkj∂i = ∂iσkj − qji∂jσki ∀i < j
4 SERKAN KARAC¸UHA AND CHRISTIAN LOMP
Furthermore d2 = 0 implies for all a ∈ A:
(3.17) 0 = d2(a) =
n∑
i,j=1
∂i∂j(a)ωi ∧ ωj =
∑
i<j
(∂i∂j − qji∂j∂i)(a)ωi ∧ ωj ,
which shows ∂i∂j = qji∂j∂i, for i < j.
On the other hand if (3.13) holds, then set for any homogeneous element aω ∈ Ωm with a ∈ A
and ω = ωj1 ∧ ωj2 ∧ · · · ∧ ωjm , with j1 < j2 < · · · < jm, a basis element of Ω
m:
(3.18) d(aω) := d(a) ∧ ω =
n∑
i=1
∂i(a)ωi ∧ ωj1 ∧ ωj2 ∧ · · · ∧ ωjm .
We will show that d : Ω→ Ω in that way, will satisfy d2 = 0 and the graded Leibniz rule. For any
aω ∈ Ωm as above:
(3.19) d2(aω) =
n∑
i,j=1
∂i∂j(a)ωi ∧ ωj ∧ ω =
n∑
i<j
(∂i∂j − qji∂j∂i)(a)ωi ∧ ωj ∧ ω = 0
Since (??) implies that ∂i(1) =
∑
j ∂j(1)σji(1) + ∂i(1) = 2∂i(1), as σji(1) = 0 if i 6= j, we have
∂i(1) = 0 and henced(ωi) = d(1) ∧ ωi = 0 for all i.
We prove the graded Leibniz rule
(3.20) d(aω ∧ bν) = d(aω) ∧ bν + (−1)maω ∧ d(bν)
inductively on the grade of ω, where ω = ωj1 ∧ · · · ∧ωjm and ν = ωi1 ∧ · · · ∧ωik are basis elements
of Ω and a, b ∈ A. For a m = 0, ie. aω = a, equation (3.20) follows from the definition and
d(ν) = 0. Let m > 0 and suppose that (3.20) has been proven for all basis elements ω of grade
|ω| ≤ m− 1. Let ω be a basis element with |ω| = m and write ω = ω′ ∧ ωk.
d(aω ∧ bν) = d(aω′ ∧ ωk ∧ bν)
=
n∑
j=1
d (aω′ ∧ σkj(b)ωj ∧ ν)
=
n∑
j=1
d(aω′) ∧ σkj(b)ωj ∧ ν + (−1)
m−1
n∑
j=1
aω′ ∧ d (σkj(b)ωj ∧ ν)
= d(aω′) ∧ ωk ∧ bν + (−1)
m−1aω′ ∧
n∑
i,j=1
∂i(σkj(b))ωi ∧ ωj ∧ ν
= d(aω) ∧ bν − (−1)maω′ ∧
∑
i<j
[∂i(σkj(b))− qji∂j(σki(b))]ωi ∧ ωj ∧ ν
= d(aω) ∧ bν + (−1)maω′ ∧
∑
i<j
[σki(∂j(b))− qjiσkj(∂i(b))]ωi ∧ ωj ∧ ν
= d(aω) ∧ bν + (−1)maω′ ∧
n∑
i,j=1
σki(∂j(b))ωi ∧ ωj ∧ ν
= d(aω) ∧ bν + (−1)maω′ ∧ ωk ∧
n∑
j=1
∂j(b)ωj ∧ ν
= d(aω) ∧ bν + (−1)maω ∧ d(bν)
which shows the graded Leibniz rule, where the induction hypothesis has been used in the third
line and where (3.13) has been used in the sixth line . 
Suppose that (∂, σ) is a free right twisted multi-derivation satisfying the equations (3.13) and
that (Ω, d) is the associated n-dimensional differential calculus over A for some n × n matrix
Q. Then, as mentioned above, ∇ : HomA(Ω1, A) → A with ∇(f) =
∑n
i=1 ∂
σ
i (f(ωi)) for all f ∈
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HomA(Ω
1, A) is hom-connection. For each 1 ≤ m < n one defines also ∇m : HomA(Ωm+1, A) −→
HomA(Ω
m, A) with
(3.21) ∇m(f)(u) = ∇(fu) + (−1)
m+1f(d(u)), ∀f ∈ HomA(Ω
m+1, A), u ∈ Ωm,
where fu ∈ HomA(Ω1, A) is defined by fu(v) = f(u∧ v) for all v ∈ Ω1. As every element u ∈ Ωm
can be uniquely written as a right A-linear combination of basis elements ω = ωi1 ∧ · · · ∧ ωim
and since ∇m(f) is right A-linear and furthermore by Proposition 3.1 d(ω) = 0 is satisfied, we
conclude that for u = ωa:
(3.22) ∇m(f)(ωa) = ∇m(f)(ω)a = ∇(fω)a+ (−1)
m+1f(d(ω))a = ∇(fω)a
holds. If ∂σi (1) = 0 for all i, the hom-connection is flat, because for any dual basis element
f = βs,t ∈ HomA(Ω2, A) with s < t, i.e. βs,t(ωi ∧ ωj) = δs,iδt,j one has
∇(∇1(f)) =
n∑
i=1
∂σi (∇1(f)(ωi)) =
n∑
i=1
∂σi (∇(fωi)) =
n∑
i=1
n∑
j=1
∂σi (∂
σ
j (f(ωi ∧ ωj))) = ∂
σ
s (∂
σ
t (1)) = 0.
Set Ω∗ = HomA(Ω, A) =
⊕n
m=0HomA(Ω
m, A) and note that ∇ induces a map of degree −1 on
Ω∗. We want to establish an isomorphism between the de Rham complex given by d : Ω→ Ω and
the integral complex given by ∇ : Ω∗ → Ω∗. More precisely we are looking for a bijective chain
map Θ : (Ω, d)→ (Ω∗,∇) such that the following diagram commutes:
A
d
−−−−→ Ω1
d
−−−−→ · · ·
d
−−−−→ Ωn−1
d
−−−−→ Ωn
Θ0
y Θ1y Θn−1y Θny
HomA(Ω
n, A) −−−−→
∇n−1
HomA(Ω
n−1, A) −−−−→
∇n−2
· · · −−−−→
∇1
HomA(Ω
1, A) −−−−→
∇
A
One attempt is to define the maps Θm via the dual basis element of Ω
n. Define
ω = ω1 ∧ · · · ∧ ωn ∈ Ω
n
for the base element of Ωn. Let β ∈ Ωn∗ be the dual basis of Ωn as a right A-module, i.e.
β(ωa) = a for all a ∈ A. For any 0 ≤ m < n define Θm : Ω
m −→ HomA(Ω
n−m, A) through
Θm(v) = (−1)m(n−1)βv for all v ∈ Ωm. Note that Θn = β. Moreover the maps Θm are right
A-linear taking into account the right A-module structure of HomA(Ω
n−m, A), namely for a ∈
A, v ∈ Ωm and w ∈ Ωn−m:
Θm(va)(w) = (−1)
m(n−1)β(va ∧ w) = (−1)m(n−1)β(v ∧ aw) = Θm(v)(aw) = (Θm(v)a)(w).
Hence Θm(va) = Θm(v)a.
For a certain class of twisted multi-derivations, extended to a quantum exterior algebra, we will
show that the maps Θm are always isomorphisms. We say that a twisted multi-derivation (∂, σ)
on an algebra A is upper triangular if σij = 0 for all i > j. By [7, Proposition 3.3] any upper
triangular twisted multi-derivation is free if and only if σii are automorphisms of A for all i. The
corresponding maps σ¯ and σˆ are defined inductively by σ¯ii = σ
−1
ii for all i, σ¯ij = −
∑i−1
k=j σ
−1
ii σkiσ¯kj
for all i > j and σ¯ij = 0 for i < j. The map σˆ is defined analogously using σ¯.
Theorem 3.2. Let (∂, σ) be a free upper triangular twisted multi-derivation on A with associated
FODC (Ω1, d). Suppose that d : A→ Ω1 can be extended to an n-dimensional differential calculus
(Ω, d) where Ω =
∧Q
(Ω1) is the quantum exterior algebra of Ω1 for some matrix Q. Then the
following hold:
(1) ωa = det(σ)(a) ω, for all a ∈ A, where det(σ) = σ11 ◦ · · · ◦ σnn.
(2) The maps Θm : Ω
m → HomA(Ωn−m, A) given by Θm(v) = (−1)m(n−1)βv for all v ∈ Ωm
are isomorphisms of right A-modules.
(3) Moreover if
(3.23) ∂σi =

∏
j
qij

 det(σ)−1∂i det(σ) ∀i = 1, . . . , n
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holds, then Θ = (Θm)
n
m=0 is a chain map, that is, A satisfies the strong Poincare´ duality
with respect to (Ω, d) in the sense of T.Brzezinski.
Proof. (1) By the definition of the bimodule structure of
∧Q
(Ω1) and by the fact that σ¯ is lower
triangular we have
aω =
∑
jn≥n
· · ·
∑
j1≥1
ωj1 ∧ · · · ∧ ωjn σ¯njn ◦ · · · ◦ σ¯1j1 (a).
By the definition of the quantum exterior algebra the non-zero terms ωj1 ∧ · · · ∧ ωjn must have
distinct indices, i.e. jk 6= jl for all k 6= l. In particular jn = n and hence inductively we can
conclude that ji = i for all i. This shows that aω = ω det(σ)
−1
(a).
(2) For every basis element of ω = ωi1 ∧ · · ·∧ωin−m of Ω
n−m, there exists a unique complement
basis element ω′ = ω′j1 ∧ · · · ∧ω
′
jm
of Ωm such that ω′ ∧ω 6= 0. Let Cω be the non-zero scalar such
that ω′ ∧ ω = Cωω Let f ∈ HomA(Ω
n−m, A) be any non-zero element and set
aω = (−1)
m(n−1)C−1ω det(σ)(f(ω))
for any basis element ω ∈ Ωn−m. Set v =
∑
aωω
′. Then
Θm(v)(ω) = (−1)
m(n−1)β(aωω
′ ∧ ω) = (−1)m(n−1)β(aωCωω) = det(σ)
−1
( det(σ)(f(ω)) = f(ω).
Hence Θm(v) = f , which shows that Θm is surjective. To prove injectivity, assume that v =∑
aωω
′ ∈ Ωm is an element such that Θm(v) is the zero function. Then for any basis element
ω ∈ Ωn−m, one has
Θm(v)(ω) = (−1)
m(n−1)β(aωω
′ ∧ ω) = (−1)m(n−1)Cω det(σ)
−1
(aω) = 0
which implies aω to be zero. Thus v = 0 and Θm is an isomorphism.
(3) We will show that (Θm)m is a chain map, i.e. that Θm+1 ◦ d = ∇n−m−1 ◦ Θm. Let
ω = ωj1 ∧ · · · ∧ ωjm be a basis element of Ω
m and let a ∈ A. For any basis element ν =
ωk1 ∧ · · · ∧ ωkn−m−1 ∈ Ω
n−m−1 we have
Θm+1(d(aω))(ν) = (−1)
(m+1)(n−1)
n∑
i=1
β(∂i(a)ωi ∧ ω ∧ ν).
On the other hand
∇n−m−1(Θm(aω))(ν) = (−1)
m(n−1)∇(β(aω ∧ ν) = (−1)m(n−1)
n∑
i=1
∂i(β(aω ∧ ν ∧ ωi)),
as d(ν) = 0. Note that Θm+1(d(aω))(ν) = 0 and ∇n−m−1(Θm(aω))(ν) = 0 if sup(ω)∩ sup(ν) 6= ∅.
Hence suppose that ω and ν have disjoint support. Then there exists a unique index i that does
not belong to sup(ω) ∪ sup(ν). Let C be the constant such that
ω ∧ ν ∧ ωi = Cω.
Recall also that by the definition of the quantum exterior algebra we have:
ωi ∧ ω ∧ ν =

∏
j 6=i
−qij

ω ∧ ν ∧ ωi = (−1)n−1C

∏
j
qij

ω.
Note that hypothesis (3.23) is moreover equivalent to
(3.24) ∂σi ◦ det(σ)
−1 =

∏
j
qij

 det(σ)−1 ◦ ∂i
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These equations yield now the following:
Θm+1(d(aω))(ν) = (−1)
(m+1)(n−1)β(∂i(a)ωi ∧ ω ∧ ν)
= (−1)m(n−1)C

∏
j
qij

β(∂i(a)ω)
= (−1)m(n−1)C

∏
j
qij

 det(σ)−1(∂i(a))
= (−1)m(n−1)C ∂σi
(
det(σ)
−1
(a)
)
= ∂σi
(
(−1)m(n−1)C β(aω)
)
= ∂σi
(
(−1)m(n−1)β(aω ∧ ν ∧ ωi)
)
= ∇n−m−1 (Θm(aω)(ν))
Thus Θm+1 ◦ d = ∇n−m−1 ◦Θm. Hence Θ is a chain map between the de Rham and the integral
complexes of right A-modules.

Remark 3.3. Let (∂, σ) be an upper-triangular twisted multi-derivation of rank n on A and let Q
be an n × n matrix with qijqji = qii = 1. The conditions to extend the multi-derivations to the
quantum exterior algebra Ω =
∧Q
(Ω1) such that the complex of integral forms on A and the de
Rham complex are isomorphic with respect to (Ω, d) are:
(1) σii is an automorphism of A for all i;
(2) ∂i∂j = qji∂j∂i for all i < j;
(3) ∂iσkj − qjiσkj∂i = qji∂jσki − σki∂j for all i < j and all k;
(4) ∂σi =
(∏
j qij
)
det(σ)−1∂i det(σ) for all i.
4. Differential calculi from skew derivations
The simplest bimodule structure on Ω1 = An is a diagonal one, i.e. if σij = δijσi for all i, j
where σ1, . . . , σn are endomorphisms of A. Moreover if σ is diagonal and (∂, σ) is a right twisted
multi-derivation on A, then the maps ∂i are right σi-derivations, i.e. for all a, b ∈ A and i:
(4.25) ∂i(ab) = ∂i(a)σi(b) + a∂i(b).
Conversely, given any right σi-derivations ∂i on A, for i = 1, . . . , n one can form a corresponding
diagonal twisted multi-derivation (∂, σ) on A. Such diagonal twisted multi-derivation (∂, σ) is
free if and only if the maps σ1, . . . , σn are automorphisms. The associated A-bimodule structure
on Ω1 = An with left A-basis ω1, . . . , ωn is given by ωia = σi(a)ωi for all i and a ∈ A. From
Proposition 3.1 we obtain the following corollary for diagonal bimodule structures.
Corollary 4.1. Let A be an algebra over a field K, σi automorphisms and ∂i right σi-skew
derivations on A, for i = 1, . . . , n and let (Ω1, d) be the associated first order differential calculus
on A.
(1) The derivation d : A → Ω1 extends to an n-dimensional differential calculus (Ω, d) where
Ω =
∧Q
(Ω1) is the quantum exterior algebra with respect to some Q such that d(ωi) = 0
for all i = 1, . . . , n if and only if
(4.26) ∂iσj = qjiσj∂i and ∂i∂j = qji∂j∂i ∀i < j
(2) If ∂iσj = qjiσj∂i for all i, j and ∂i∂j = qji∂j∂i for all i < j, then the de Rham and the
integral complexes on A are isomorphic relative to (Ω, d).
Proof. (1) Since σki = 0 for all k 6= i, equation (3.13) reduces to equation (4.26).
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(2) Note that ∂σi = σ
−1
i ∂iσi = ∂i. On the other hand by hypothesis ∂idet(σ) =
(∏
j qji
)
det(σ)∂i.
Hence 
∏
j
qij

 det(σ)−1∂i det(σ) = ∂i = ∂σi .
Thus by Theorem 3.2, A satisfies the strong Poincare´ duality with respect to (Ω, d) in the sense
of T.Brzezinski. 
5. Multivariate quantum polynomials
Let K be a field, n > 1, and Q = (qij) a n× n multiplicatively antisymmetric matrix over K.
The multivariate quantum polynomial algebra with respect to Q is defined as:
A = OQ(K
n) := K〈x1, . . . , xn〉/〈xixj − qijxjxi | 1 ≤ i, j ≤ n〉.
This means that xi and xj commute up to the scalar qij in A. Moreover every element is a linear
combination of ordered monomials xα = xα11 · · ·x
αn
n with α = (α1, . . . , αn) ∈ N
n. The set of
n-tuples Nn is a submonoid of Zn by componentwise addition. For any α ∈ Z we set xα = 0 if
there exists i = 1, . . . , n such that αi < 0. Furthermore N
n is partially ordered as follows: α ≤ β
if and only if αi ≤ βi,i = 1, · · · , n for α, β ∈ Nn. If α ≤ β, then β − α ∈ Nn and xβ−α 6= 0.
For two generic monomials xα and xβ with α, β ∈ Nn one has
(5.27) xαxβ =

 ∏
1≤j<i≤n
q
αiβj
ij

 xα+β = µ(α, β)xα+β ,
where µ(α, β) =
∏
1≤j<i≤n q
αiβj
ij . The algebra A has been well-studied by Artamonov [1, 2] as well
by Goodearl and Brown [3] and others. The Manin’s quantum n-space is obtained in case there
exists q ∈ K with qij = q for all i < j. In particular for n = 2 one obtains the quantum plane.
We define automorphisms σ1, . . . , σn and right σi-derivations of A as follows: For a generic
monomial xα with α ∈ Nn one sets
(5.28) σi(x
α) := λi(α)x
α and ∂i(x
α) := αiδi(α)x
α−ǫi
where λi(α) =
∏n
j=1 q
αj
ij , δi(α) =
∏
i<j q
αj
ij and ǫ
i ∈ Nn such that ǫij = δij . Let δi(α) =
∏
i>j q
αj
ij
and note that λi(α) = δi(α)δi(α). Since µ(α, β) = µ(α − ǫi, β)δi(β) if αi 6= 0 and µ(α, β) =
µ(α, β − ǫi)δi(α)−1 if βi 6= 0, we have:
∂i(x
αxβ) = (αi + βi)µ(α, β)δi(α+ β)x
α+β−ǫi
= αiµ(α − ǫ
i, β)δi(β)δi(α)δi(β)x
α−ǫi+β + βiµ(α, β − ǫ
i)δi(α)
−1δi(α)δi(β)x
α+β−ǫi
= αiδi(α)x
α−ǫiλi(β)x
β + xαβiδi(β)x
β−ǫi
= ∂i(x
α)σi(x
β) + xα∂i(x
β)
Let i < j and α ∈ Nn. Then δj(α − ǫi) = δj(α), while δi(α− ǫj) = δi(α)qji. Hence
(5.29)
∂j(∂i(x
α)) = αiαjδi(α)δj(α− ǫ
i)xα−ǫ
i−ǫj = αiαjqijδi(α− ǫ
j)δj(α)x
α−ǫi−ǫj = qij∂i(∂j(x
α))
Thus ∂j∂i = qij∂i∂j for all i < j.
Let i ≤ j and α ∈ Nn. Then
(5.30)
σi(∂j(x
α)) = αjδj(α)λi(α− ǫ
j)xα−ǫ
j
= αjδj(α)λi(α)qjix
α−ǫj = qjiλi(α)∂j(x
α) = qji∂j(σi(x
α)).
Hence σi∂j = qji∂jσi for all i ≤ j. By Corollary 4.1 we can conclude:
Corollary 5.1. Let A = OQ(Kn) be the multivariate quantum polynomial algebra and let Ω =∧Q(Ω1) be the associated quantum exterior algebra. Then the derivation d : A→ Ω1 with d(xα) =∑n
i=1 ∂i(x
α)ωi makes Ω into a differential calculus such that the de Rham complex and the integral
complex are isomorphic.
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6. Manin’s quantum n-space
In this section we will show that for a special case of the multivariate quantum polynomial
algebra there exists a differential calculus whose bimodule structure is not diagonal, but upper
triangular and nevertheless the de Rham complex and the integral complex are isomorphic.
Let q ∈ K \ {0}. For the matrix Q = (qij) with qij = q and qji = q−1 for all i < j and qii = 1,
the algebra OQ(K
n) is called the coordinate ring of quantum n-space or Manin’s quantum n-space
and will be denoted by A = Kq[x1, . . . , xn]. We have the following defining relations of the algebra
A
(6.31) xixj = qxjxi, i < j.
Note that for α ∈ Nn and 1 ≤ i ≤ n we have:
λi(α)x
αxi = x
α+ǫi = λi(α)xix
α,
where
λi(α) =
∏
i<j
qαj and λi(α) =
∏
j<i
q−αj .
More generally
xα+β =

n−1∏
j=1
λj(α)
βj

xαxβ = ∏
1≤s<j≤n
qαsβjxαxβ
Let µ(α, β) be the scalar such that xαxβ = µ(α, β)xα+β .
We take the following two-parameter first order differential calculus Ω1 (see [9, p.468] for the
case p = q2 and [7, Example 3.9] for the case n = 2), which is freely generated by {ω1, . . . ωn} over
A subject to the relations
(6.32) ωixj = qxjωi + (p− 1)xiωj , i < j,
(6.33) ωixi = pxiωi,
(6.34) ωjxi = pq
−1xiωj, i < j,
There exists an algebra map σ : A→Mn(A) whose associated matrix of endomorphisms σ = (σij)
is upper triangular and such that ωix
α =
∑
i≤j σij(x
α)ωj . The next lemma will characterize the
algebra map σ. For any α ∈ Nn and i = 1, . . . , n set πi(α) =
∏
s<i p
αs .
Lemma 6.1. For α ∈ Nn the entries of the matrix σ(xα) are as follows σij(xα) = 0 for i > j and
σij(x
α) = ηij(α)x
α+ǫi−ǫj where ηij(α) =


πj(α)λi(α)λj(α)(p
αj − 1) for i < j,
πi(α)λi(α)λi(α)p
αi for i = j
Proof. Fix a number i between 1 and n. We prove the relations for σij by induction on the length
of α, which by length we mean |α| = α1 + · · · + αn. For |α| = 0 the relation is clear, because
αj = 0 for all j, i.e. x
α = 1. Hence ωix
α = ωi, i.e. σij(x
α) = δij . Since p
αj − 1 = 0 for all j and
pαi = 1 the relation holds.
Now suppose that m ≥ 0 and that the relations (6.1) hold for all α ∈ Nn of length m. Let
β ∈ Nn be an element of length m + 1 and let k be the largest index j such that βj 6= 0. Set
α = β − ǫk, i.e. β = α+ ǫk. We have to discuss the three cases k < i, k = i and k > i.
If k < i, then for all i < j, αj = 0, i.e. σij(x
α) = 0. Hence
ωix
β = ωix
αxk = σii(x
α)ωixk = pq
−1σii(x
α)xkωi = pπi(α)q
−1λi(α)x
αxkωi = πi(β)λi(β)x
βωi,
since λi(α) = p
αi = 1, πi(α+ ǫ
k) = pπi(α) and λi(α+ ǫ
k) = q−1λi(α) for any k < i and α ∈ Nn.
Thus σii(x
β) = πi(β)λi(β)λi(β)p
βixβ .
If k = i, then again σij(x
α) = 0 for all j > i. Moreover λj(α) = 1 for all j > i. Thus
ωix
β = σii(x
α)ωixi = σii(x
α)pxiωi = πi(α)λi(α)p
αi+1xαxiωi = πi(β)λi(β)p
βixβωi,
since αs = βs for all s < i, i.e. πi(β) = πi(α) and λi(β) = λi(α).
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If i < k, then note that σij(x
α) = 0 for all k < j, because pαj = 1. Thus
ωix
β = σii(x
α)ωixk +
∑
i<j<k
σij(x
α)ωjxk + σik(x
α)ωkxk
= σii(x
α)[qxkωi + (p− 1)xiωk] +
∑
i<j<k
σij(x
α)[qxkωj + (p− 1)xjωk] + σik(x
α)pxkωk
= qσii(x
α)xkωi +
∑
i<j<k
qσij(x
α)xkωj +

(p− 1)σii(xα)xi + ∑
i<j<k
(p− 1)σij(x
α)xj + pσik(x
α)xk


︸ ︷︷ ︸
(∗)
ωk
Note that for any j < k we have qλj(α) = λj(β). Hence qσij(x
α)xk = σij(x
β) for all j < k.
It is left to show that the expression (∗) equals σik(xβ). Recall that λl(α)xαxl = xα+ǫ
l
. Hence
λj(α)x
α+ǫi−ǫjxj = x
α+ǫi . Note also that pαjπj(α) = πj+1(α).
(∗) = (p− 1)λi(α)

πi(α)λi(α)pαixαxi + ∑
i<j<k
πj(α)λj(α)(p
αj − 1)xα+ǫ
i−ǫjxj

+ pσik(xα)xk
= (p− 1)λi(α)

pαiπi(α) + ∑
i<j<k
πj(α)(p
αj − 1)

xα+ǫi + pσik(xα)xk
= (p− 1)λi(α)

πi+1(α) + ∑
i<j<k
(πj+1(α)− πj(α))

 xα+ǫi + pπk(α)λi(α)(pαk − 1)xα+ǫi
= (p− 1)λi(α) [πi+1(α) + πk(α) − πi+1(α)] x
α+ǫi + pπk(α)λi(α)(p
αk − 1)xα+ǫ
i
= λi(α) [(p− 1)πk(α) + pπk(α)(p
αk − 1)]xα+ǫ
i
= λi(α)(p
αk+1 − 1)πk(α)x
α+ǫi
= πk(β)λi(β)λk(β)(p
βk − 1)xβ+ǫ
i−ǫk = σik(x
β),
since λk(β) = 1 = λk(α) and πk(α) = πk(β) as α and β differ only in the kth position. 
We will define a derivation d : Kq[x1, . . . , xn] → Ω1 such that d(xi) = ωi for all i. For any
α ∈ Nn we set d(xα) =
∑n
i=1 ∂i(x
α)ωi where
(6.35) ∂i(x
α) = δi(α)x
α−ǫi and δi(α) = πi(α)λi(α)
pαi − 1
p− 1
.
for all i = 1, . . . , n. Note that for i, k we have:
δi(α) = q
∓1δi(α ± ǫ
k), if i < k and δi(α) = p
∓1δi(α± ǫ
k), if i > k.
Lemma 6.2. The pair (∂, σ) is a right twisted multi-derivation of Kq[x1, . . . , xn] satisfying the
equations (3.13) with respect to the multiplicatively antisymmetric matrix Q′ whose entries are
Q′ij = p
−1q for i < j. In particular
(6.36) ∂i∂j = pq
−1∂j∂i, ∀i < j
holds as well as for all i, k, j:
∂iσkj = pq
−1σkj∂i, i < k ≤ j
∂iσkj = pq
−1∂jσki, k < i < j
σki∂j = pq
−1σkj∂i, k < i < j
∂iσij − pq
−1∂jσii = pq
−1σij∂i − σii∂j , i < j
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Proof. Let α, β ∈ Nn. To prove that the pair (∂, σ) is a right twisted multi-derivation, we show
the following n equations hold
(6.37) ∂l(x
αxβ) =
∑
k
∂k(x
α)σkl(x
β) + xα∂l(x
β), l = 1, ..., n.
Since xixj = q
−1xjxi for i > j, we have x
αi
i x
βj
j = q
−αiβjx
βj
j x
αi
i for i > j, and hence x
αxβ =
µ(α, β)xα+β , where µ(α, β) =
∏
1≤r<s≤n q
−αsβr . We then obtain
∂l(x
αxβ) = µ(α, β)δl(α+ β)x
α+β−ǫl = πl(α+ β)λl(α+ β)
pαl+βl − 1
p− 1
µ(α, β)xα+β−ǫ
l
.
On the other hand, we compute
n∑
k=1
∂k(x
α)σkl(x
β) =
l−1∑
k=1
∂k(x
α)σkl(x
β) + ∂l(x
α)σll(x
β)
=
l−1∑
k=1
δk(α)πl(β)λk(β)λl(β)(p
βl − 1)xα−ǫ
k
xβ+ǫ
k−ǫl + pβlδl(α)πl(β)λl(β)λl(β)x
α−ǫlxβ
=
[
πl(β)
pβl − 1
p− 1
l−1∑
k=1
πk(α)(p
αk − 1) + pβlπl(α+ β)
pαl − 1
p− 1
]
λl(α+ β)µ(α, β)x
α+β−ǫl(6.38)
=
[
πl(β)
pβl − 1
p− 1
(πl(α)− 1) + p
βlπl(α+ β)
pαl − 1
p− 1
]
λl(α+ β)µ(α, β)x
α+β−ǫl
=
[
πl(α + β)
pαl+βl − 1
p− 1
− πl(β)
pβl − 1
p− 1
]
λl(α+ β)µ(α, β)x
α+β−ǫl ,
where the third equality holds because
λk(α)λk(β)x
α−ǫkxβ+ǫ
k−ǫl = λl(α)µ(α, β)x
α+β−ǫl and xα−ǫ
l
xβ = λl(β)µ(α, β)x
α+β−ǫl .
The fourth equation follows since πk(α)p
αk = πk+1(α). As we also have
(6.39) xα∂l(x
β) = δl(β)x
αxβ−ǫ
l
= πl(β)λl(α+ β)
pβl − 1
p− 1
µ(α, β)xα+β−ǫ
l
.
We can conclude, combining (6.38) and (6.39) that (6.37) holds:
(6.40)
n∑
k=1
∂k(x
α)σkl(x
β)+xα∂l(x
β) = πl(α+β)λl(α+β)
pαl+βl − 1
p− 1
µ(α, β)xα+β−ǫ
l
= ∂l(x
αxβ).
For any i < j we have:
(6.41) ∂i∂j(x
α) = δi(α− ǫ
j)δj(α)x
α−ǫi−ǫj = q−1δi(α)pδj(α− ǫ
i)xα−ǫ
i−ǫj = pq−1∂j∂i(x
α)
For i < k < j, we have ηkj(α) = pq
−1ηkj(α− ǫi). Hence
(6.42)
σkj∂i(x
α) = δi(α)ηkj(α − ǫ
i)xα−ǫ
i+ǫk−ǫj = p−1qηkj(α)δi(α)x
α−ǫi+ǫk−ǫj = p−1q∂i(σkj(x
α))
which shows that ∂iσkj = pq
−1σkj∂i for all i < k < j.
For i < k = j, we have ηjj(α) = pq
−1ηjj(α − ǫi). Thus
(6.43) ∂iσjj(x
α) = ηjj(α)δi(α)x
α−ǫi = pq−1δi(α)ηjj(α− ǫ
i)xα−ǫ
i
= pq−1σjj(∂i(x
α)),
showing ∂iσjj = pq
−1σjj∂i for i < j.
For k < i < j using ηkj(α)δi(α) = ηki(α)δj(α) we get:
∂iσkj(x
α) = ηkj(α)δi(α+ ǫ
k − ǫj)xα−ǫ
i+ǫk−ǫj(6.44)
= pq−1ηkj(α)δi(α)x
α−ǫi+ǫk−ǫj
= pq−1ηki(α)δj(α)x
α−ǫi+ǫk−ǫj
= pq−1ηki(α)δj(α+ ǫ
k − ǫi)xα−ǫ
i+ǫk−ǫj = pq−1∂jσki(x
α)
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showing ∂iσkj(x
α)− pq−1∂jσki(xα) = 0. In a similar way, the relation
pq−1σkj∂i(x
α)− σki∂j(x
α) = 0
holds for k < i < j. Lastly, we show that the equations
∂iσij(x
α)− pq−1∂jσii(x
α) = pq−1σij∂i(x
α)− σii∂j(x
α), i < j
are satisfied, because of the following equations for i < j
σii∂j(x
α) =
q−1pαi
p− 1
ηij(α)πi(α)λi(α)x
α−ǫj = q−1∂jσii(x
α)
∂iσij(x
α) =
q−1
p− 1
ηij(α)πi(α)λi(α)(p
αi+1 − 1)xα−ǫ
j
,
σij∂i(x
α) =
p−1(pαi − 1)
p− 1
ηij(α)πi(α)λi(α)x
α−ǫj ,
By using these equations we attain the equation:
∂iσij(x
α)− pq−1∂jσii(x
α) = −
q−1
p− 1
ηij(α)πi(α)λi(α)x
α−ǫj
and
pq−1σij∂i(x
α)− σii∂j(x
α) = −
q−1
p− 1
ηij(α)πi(α)λi(α)x
α−ǫj ,
which completes the proof the lemma. 
Denote by Ω =
∧p−1q
(Ω1) the quantum exterior algebra of Ω1 over Kq[x1, . . . , xn] with respect
to the matrix Q′.
Theorem 6.3. The derivation d : Kq[x1, . . . , xn]→ Ω1 extends to a differential calculus
∧p−1q(Ω1)
on Kq[x1, . . . , xn]. Furthermore the de Rham and the integral complex associated to the differential
calculus (
∧p−1q
(Ω1), d) are isomorphic.
Proof. The first statement follows from Proposition 3.1 and Lemma 6.2. We have an upper-
triangular σ = (σij) matrix by Lemma 6.1, of which the diagonal entries σii, i = 1, . . . , n are
automorphisms. Hence we construct the corresponding lower-triangular matrix σ¯ according to [7,
Proposition 3.3]. The entries of σ¯ are σ¯ij = 0 for i < j and σ¯ii = σ
−1
ii while
(6.45) σ¯ij(x
α) = qπi(α)
−1λj(α)
−1λi(α)
−1(p−αi − 1)qαj−αixα+ǫ
j−ǫi ,
for α ∈ Nn and i > j. Applying [7, Proposition 3.3] again yields the map σˆ. The entries of σˆ are
σˆij = 0 for i > j and σˆii = σii while σˆij = p
j−iσij for i < j.
By using these formulas for the entries of the matrices σ¯(xα) and σˆ(xα), we obtain an explicit
expression for
∂σi (x
α) =
∑
1≤j≤k≤i
σ¯kj ◦ ∂j ◦ σˆki(x
α).
for any fixed i = 1, . . . , n. For j < k < i we get:
σ¯kj ◦ ∂j ◦ σˆki(x
α) = −pi−kπj(α)πk(α)
−1(p− p−αk)(pαj − 1)∂i(x
α)
while for j = k < i we have:
σ¯kk ◦ ∂k ◦ σˆki(x
α) = pi−k(p− p−αk)∂i(x
α)
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Thus for any k < i we get the partial sum:
Λk =
k∑
j=1
σ¯kj ◦ ∂j ◦ σˆki(x
α)
=
k−1∑
j=1
−pi−kπj(α)πk(α)
−1(p− p−αk)(pαj − 1)∂i(x
α) + pi−k(p− p−αk)∂i(x
α)
=

1− k−1∑
j=1
πj(α)(p
αj − 1)πk(α)
−1

 pi−k(p− p−αk)∂i(xα)
= [πk(α) − πk(α) + 1]πk(α)
−1pi−k(p− p−αk)∂i(x
α) = πk(α)
−1pi−k(p− p−αk)∂i(x
α)
Similarly, for k = i we have for j < k = i: σ¯ij ◦ ∂j ◦ σˆji(xα) = −pπj(α)(pαj − 1)πi(α)−1∂i(xα)
and for j = k = i we have σ¯ii ◦ ∂i ◦ σˆii(xα) = p∂i(xα). This gives
Λi =
i∑
j=1
σ¯ij ◦ ∂j ◦ σˆii(x
α) = pπi(α)
−1∂i(x
α).
The sum of these partial sums Λk yields:
∂σi (x
α) =
i∑
k=1
Λk =
i−1∑
k=1
πk(α)
−1pi−k(p− p−αk)∂i(x
α) + pπi(α)
−1∂i(x
α)
=
[
i−1∑
k=1
πk(α)
−1pi−k(p− p−αk) + pπi(α)
−1
]
∂i(x
α)
= pλi(α)
pαi − 1
p− 1
[
1 + pi−1
i−1∑
k=1
p−k(pαk+1 − 1)
( ∏
k<s<i
pαs
)]
xα−ǫ
i
= pλi(α)
pαi − 1
p− 1
[
1 + pi−1
i−1∑
k=1
(
(p−(k−1)
( ∏
k−1<s<i
pαs
)
− p−k
( ∏
k<s<i
pαs
))]
xα−ǫ
i
= pλi(α)
pαi − 1
p− 1
[
1 + pi−1
(
πi(α)− p
−(i−1)
)]
xα−ǫ
i
= pi∂i(x
α)
In order to apply Theorem 3.2, we need to calculate det(σ) as well as
∏
j q
′
ij where Q
′ = (q′ij)
is the corresponding multiplicatively antisymmetric matrix with q′ij = p
−1q for i < j. Let α ∈ Nn.
By Theorem 3.2 it is enough to show that ∂σi (x
α) =
(∏
j q
′
ij
)
det(σ)
−1
(∂i( det(σ)(x
α))) holds, i.e.
pi∂i(x
α) =

∏
j
q′ijηjj(α)ηjj(α− ǫ
i)−1

 ∂i(xα).
By the definition of ηij we obtain p
−1qηjj(α)ηjj(α − ǫ
i)−1 = 1 for i < j and pq−1ηjj(α)ηjj(α −
ǫi)−1 = p for i > j, while ηii(α)ηii(α− ǫi)−1 = p. Hence the product of the q′ijηjj(α)ηjj(α− ǫ
i)−1
equals pi and by Theorem 3.2 Kq[x1, . . . , xn] satisfies the strong Poincare´ duality with respect to
the differential calculus (
∧p−1q
(Ω1), d).

7. Conclusion
Necessary and sufficient conditions to extend the associated FODC (Ω1, d) of a right twisted
multi-derivation (∂, σ) on an algebra A to a full differential calculus (Ω, d) on the quantum exterior
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algebra Ω of Ω1 have been presented in this paper. A chain map between the de Rham complex
and the integral complex has been defined and an criterion has been given to assure an isomor-
phism between the de Rham and the integral complexes for free right upper-triangular twisted
multi-derivations whose associated FODC can be extended to a full differential calculus on the
quantum exterior algebra. Easier criteria for FODCs with a diagonal bimodule structure have
been established and have been applied to show that a multivariate quantum polynomial algebra
satisfies the strong Poincare´ duality in the sense of T.Brzezinski with respect to some canoni-
cal FODC. Lastly, we showed that for a certain two-parameter n-dimensional (upper-triangular)
calculus over Manin’s quantum n-space the de Rham and integral complexes are isomorphic.
Future work will consist in extending our duality criteria to general FODCs having an upper-
triangular bimodule structure.
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