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Abstract
Let (M,F) be a compact foliated manifold with boundary inducing a foliation in its
boundary (V,FV ). Using recently introduced Debord-Skandalis Blup’s groupoids we study
index theory for the above mentioned geometric context. For this we consider first a blup
groupoid bH(M,F) whose Lie algebroid bF has sections consisting of vector fields tangent
to the leaves of F in the interior of M and tangent to the leaves of FV in the boundary.
In particular the holonomy b-groupoid bH(M,F) allows us to consider the appropriate
pseudodifferential calculus and the appropriate index problems.
The novelty in this paper is to further use the blup groupoids as the one above, and in
particular its functoriality properties, to actually get index theorems. For the previous
geometric situtation there are two index morphisms, one related to ellipticity and a second
one related to fully ellipticity (generalized Fredholmness). For the first one, we are able
to extend to this setting the longitudinal Connes-Skandalis index theorem and to use it to
get that a b-longitudinal elliptic operator can be perturbed (up stable homotopy within
elliptic operators but that is enough for index purposes) with a regularizing operator in
the calculus to get a fully elliptic operator if and only if a certain boundary topological
index in topological K-theory vanishes. For example in the case of a fibration (family case)
this topological obstruction is always zero.
For the second index morphism, the one related to fully elliptic operators (families of Fred-
holm operators), we restrict ourselves to the case of families of manifolds with boundary
(particular case of foliatons as above) and we prove a new K-theoretical index theorem,
i.e. construct a topological index and prove the equality with the analytic-Fredholm in-
dex, and use it to get a cohomological index formula for every fully elliptic operator. In
particular, for a perturbed (or with a choice of a spectral section) family of generalized
Dirac operators we can compare our formula with the one by Melrose-Piazza to get a new
geometric expression for the eta form of the family.
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1 Introduction
The classic Atiyah-Singer index theorems ([1, 2, 3]) have been extended and generalized
to many different situations and directions. One particular hard direction is the case when
one wants to study index theory on manifolds with singularities in a broad sense, many
authors have worked in several different cases and with very different methods. One of the
tools that have produced interesting results in the last years is the use of Lie groupoids
(Lie Manifolds, singular foliations, manifolds with corners, stratified pseudomanifolds and
implicitely in cases where there are nice integrable Lie algebroids for mention some cases).
Many of the groupoids that have been used lately (for example in many cases as the ones
mentioned above) fit in a recent construction of Blow up groupoids introduced by Debord
and Skandalis in [9] and called Blup groupoids. The Debord-Skandalis Blup’s construction
is a very natural geometric construction and benefits of very nice functorial properties.
Now, having a ”good” groupoid for a particular geometric situation is a very good first step
to start doing index theory in the sense that it allows to construct appropriate algebras of
operators (differential, pseudodifferential) and it allows to have an entire pseudodifferential
calculus. In particular one has in that situation different tools such as (K)K-theory, cyclic
cohomology and general Lie groupoid/algebroid theory. In fact, one of the main problems
when dealing with index or analytic problems for some geometric situtations is to settle a
nice and appropriate K-theoretical (cohomological) context in which one might expect to
apply classic arguments and tools from algebraic topology to get results.
In this paper, using Debord-Skandalis Blup’s groupoids, we study index theory for
foliated manifolds with boundary and obtain some new results for this geometric setting.
For this we consider first an appropriate blup groupoid whose Lie algebroid has sections
consisting of vector fields tangent to the leaves in the interior and tangent to the leaves in
the induced foliation in the boundary. In particular this groupoid allows us to consider the
appropriate pseudodifferential calculus and the appropriate index problems. The novelty in
this paper is to further use the blup groupoids, and in particular its functoriality properties,
to actually get index theorems and some geometric/analytic corollaries. Previous authors
have considered and studied index theory for the geometric situation discussed in this
paper, in particular the reader may want to see the work of Piazza and Leichtnam, for
example [16, 15], the work of Benameur and Piazza [4], and the work of Esfahani-Zadeh in
[11] for mention some of them. We will mention below some previous results and remark
some relations.
Let us explain more carefully the contents and results of the present work. Let us fix the
geometric context in this paper. Consider a compact manifold M with non empty smooth
boundary V defined by a boundary defining function. Let F ⊂ TM be a foliation on M
cutting transversally V in the sense that F |V ≈ FV ×R with respect to the decomposition
TM |V ≈ TV × R induced by the defininig function of the boundary. We have then
a foliated manifold (M,F) inducing a foliation structure on the boundary, (V,FV ). An
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interesting example of this situation is when the foliation is given by a fibration φ :M → B,
with B a smooth manifold, and restricting to a fibration φ : V → B.
In fact, there is a Lie algebroid (see below), and in particular a vector bundle
bF
pi
−→M
whose sections are tangent to the leaves of F in the interior and to that are tangent to
FV ⊂ TV . It gives as expected an integrable subbundle of the b-tangent space of Melrose.
The Lie algebroid tells us exactly which vector fields we are dealing with and who
are the induced Differential operators. We can consider the algebra of b-longitudinal
differential operators Diffb(M,F ) as the algebra of operators on M generated by sections
of bF . In fact, this algebroid arises as the Lie algebroid of some Blup groupoid
bH(M,F)⇒M
obtained by ”bluping” up the holonomy groupoid of (V,FV ) in the holonomy groupoid of
(M,F), see section 3 for more details.
By considering the b-holonomy groupoid bH(M,F) and its algebra of pseudodifferential
operators
bΨ∗(M,F ) := Ψ∗c(
bH(M,F)) (1.1)
we obtain a ”microlocalisation” of the algebra of differential operators mentioned above.
The operators in this algebra are naturally called b-longitudinal operators. As classically
we can add into the data operators acting on sections of vector bundles over M . This
kind of calculus generalizes Melrose b-calculus for manifolds with boundary and it was
introduced for the first time in [16].
Having the above Lie groupoid not only allows to have the algebra of pseudodifferential
operators but the entire pseudodifferential calculus, the C∗algebra and, as happens in
general with blup groupoids, at least two index morphisms (see for example [9]), one
measuring ellipticity and called here the b-Connes-Skandalis longitudinal analytic index
and a second one that is associated to fully elliptic operators, called here the APS-index
morphism. The first index is hence a K-theory morphism of the form
K0top(
bF ∗)
Indba // K0(C
∗
r (
bH(M,F))), (1.2)
and, as classically, given a b-longitudinal elliptic operator D, it has a principal symbol class
in K0(bF ∗)1 and the index morphism above computes an element in K0(C
∗
r (
bH(M,F)))
constructed from a parametrix of D.
The second morphism is more subtle, it is of the form
K0(C
r
∗(
bFnc)
bIndAPS// K0(C
∗
r (H(
◦
M,
◦
F))) (1.3)
where bFnc is a Lie groupoid called the noncommutative algebroid and whose K-theory is
the receptacle for noncommutative symbols of fully elliptic operators. In any case this last
index computes the longitudinal ”Fredholm” indices2. Related K-theoretical indices as
above appeared as well in Leichtnam-Piazza’s articles [16] and [15] for the case of foliated
bundles.
All this is explained in full details in section 3. Now, in section 4 we show that
the b-Connes-Skandalis analytic index morphism is equal to an index morphism, called
the topological b-Connes Skandalis index, and constructed from a neat inclusion to some
euclidian space and given as the composition of some Thom isomorphism, some Morita
1And every element in K0top(
bF ∗) arises in this way
2When the foliation in the interior
◦
M is trivial it gives indeed the Fredholm index
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equivalence induced isomorphism, a morphism induced by an open inclusion of groupoids
and a Bott (inverse) isomorphism. We state the main theorem of section 4 which gives
the equality of these two index morphisms, theorem 4.4,
Theorem 1.1 (b-Connes-Skandalis longitudinal index theorem) For a foliated com-
pact manifold with boundary as above we have an equality of K-theory morphisms
bInda =
b Indt (1.4)
In particular if we consider the boundary toplogical index morphism as the topolog-
ical index morphism above followed by the morphism induced by the restriction to the
boundary we have the following interesting corollary (see 4.6).
Corollary 1.2 [Topological obstruction for Fredholm boundary conditions] Let P ∈b Ψ∗(M,F )
be an elliptic b-longitudinal operator P ∈b Ψ∗(M,F ), then P satisfies the Homotopic stable
Fredholm Perturbation property if and only if the boundary topological index
bInd∂top([σP ]) = 0,
where [σP ] ∈ K
0
top(
bF ∗) denotes the principal symbol class of P .
In fact, the above topological obstrucion morphism is always zero in the case of families,
corollary 5.3. This case had already been treated previously, with different methods, by
Melrose and Piazza in [18] for differential operators and by Melrose and Rochon in [17]
for pseudodifferential operators. In the litterature one can also find the case of Dirac
families on foliated bundles by Leichtnam and Piazza in [15], we did not compare it with
our corollary in this case but it would be certainly interesting to see the relations.
The proof of the above corollary is based on what it seems to be a general principle
for Blup groupoids, that is, that an elliptic operator can be perturbed by a regularizing
operator (up to stable homotopy) to become fully elliptic if and only if the restriction to
the boundary of its analytic index vanishes. This has been proved in several cases, the
proof we propose here is based on the use of deformation groupoids as was done already
for the case of manifolds with corners in [7].
The APS-index in the case of families of manifolds with boundary. For
the APS-index we can for the moment give a K-theoretical index theorem for the case
of families, that is when we have a fibration φ : M → B, with B a smooth manifold,
and restricting to a fibration φ : V → B. In this case we can define a topological index
morphism and prove the equality. This is stated and proved in section 5. This index
theorem allows to obtain an interesting cohomological formula, see below. We state the
theorem (theorem 5.7):
Theorem 1.3 [K-theoretic APS for families] Let M be a manifold with boundary together
with a fibration φ :M → B as above, consider an embedding of M in RN as in the section
4. We have an equality of K-theory index morphisms
bIndφAPS =
b IndφtopAPS : K0(C
∗(bT φncM))→ K
0
top(B) (1.5)
The above theorem generalizes to families of b-pseudodifferential operators the K-
theoretical index morphism for single manifold with boundary proved in [6] and Atiyah-
Singer index theorem for families when the boundary is empty. As in ref.cit., the theorem
above allows us to obtain a cohomological formula (corollary 5.10):
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Corollary 1.4 [Cohomological Formula] For D a b-longitudinal fully elliptic operator in
bΨ∗(bH(M,φ)) we have the following equality in HevdR(B):
Ch(bIndφAPS(D)) =
∫
φN
Ch(T ([σφNC(D)])). (1.6)
where [σφNC(D)] ∈ K0(C
∗(bT φncM)) is the noncommutative symbol of D,
T : K0(C
∗(bT φncM))→ K
0
top(N
φ
sing(R
N ,M))
denotes the Connes-Thom isomorphism with values in the topological K-theory with com-
pact supports of a manifold N φsing(R
N ,M) depending on some neat embedding M →֒ RN ,
and
∫
φN
stands for integration along the fibers of a canonically associated surjective sub-
mersion φN : N
φ
sing(R
N ,M)→ B.
The manifold N φsing(R
N ,M) is some kind of blow up of the normal bundle Nφ(R
N ,M)
to bT φM in RN . It generalizes the normal singular bundle introduced in [6].
Now, from the above corollary, by picking up a differential form ωD on N
φ
sing(R
N ,M)
representing Ch(T ([σNC(D)]), we obtain:
Ch(bIndφAPS(D)) =
∫
φNφ
ωD +
∫
φNV
ωD, (1.7)
where φNφ denotes the restriction of φN to the normal bundle Nφ(R
N ,M) and φNV the
restriction φN to the complement N
φ
sing(R
N ,M) \ (Nφ(R
N ,M)| ◦
M
).
The first integral above involves the restriction of ωD to Nφ(R
N ,M), which is related
to the ordinary principal symbol of D. More precisely, the principal symbol σ(D) of D
provides a K-theory class of the b-cotangent bundle bT ∗φX, and by functoriality of both
the Chern character and Thom-Connes maps, we have
[(ωD)|Nφ ] = Ch(C T ([σpr(D)]).
The second integral can thus be viewed as a correction term, which is related to the
eta invariant form appearing in the APS formula for families (in the case of families
of Dirac operators) and which also depends on the choice of the representative ωD ∈
Ch(C T ([σD])).
To be more precise in this last statement, let /D ∈ bDiff1φ(M,E) be a family of
generalized Dirac operators. Let /DP be a fully b-elliptic operator with [σ( /D)] = [σ( /DP )]
in K0(bT ∗φM). This fully elliptic operator always exists by corollary 4.6. Then by applying
our last cohomological formula, together with the discussion and with the notations above,
we get by theorem 1 and 2 in [18], a new expression for the eta form
η /DP = −2
∫
φNV
ω /DP . (1.8)
Now, the right hand side of the formula above makes sense in general, we will discuss
elsewhere possible explicit computations and some aplications of these boundary correction
terms.
In the results above the use of the b−holonomy groupoid as a Blup groupoid is essential
at least in two aspects, in defining the topological indices and in the proofs of the index
theorems. The use of Blup groupoids in other geometric situations is certainly conceivable
as we will show elsewhere.
Acknowledgements. The authors are happy to acknowledge Claire Debord, Jean-
Marie Lescure and Georges Skandalis for very interesting discussions and explanations,
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and for their continuous support. We are also happy to acknowledge Paolo Piazza who
pointed us some important references. We would also like to thank again Claire Debord
who pointed us an important imprecision in a previous version, we learned a lot from her
comments and remarks.
2 Basics on groupoids
2.1 Preliminaries
Let us recall some preliminaries on groupoids:
Definition 2.1 A groupoid consists of the following data: two sets G and G (0), and maps
(1) s, r : G → G (0) called the source and range (or target) map respectively,
(2) m : G (2) → G called the product map (where G (2) = {(γ, η) ∈ G × G : s(γ) = r(η)}),
such that there exist two maps, u : G (0) → G (the unit map) and i : G → G (the inverse
map), which, if we denote m(γ, η) = γ · η, u(x) = x and i(γ) = γ−1, satisfy the following
properties:
(i). r(γ · η) = r(γ) and s(γ · η) = s(η).
(ii). γ · (η · δ) = (γ · η) · δ, ∀γ, η, δ ∈ G when this is possible.
(iii). γ · x = γ and x · η = η, ∀γ, η ∈ G with s(γ) = x and r(η) = x.
(iv). γ · γ−1 = u(r(γ)) and γ−1 · γ = u(s(γ)), ∀γ ∈ G .
Generally, we denote a groupoid by G ⇒ G (0). A morphism f from a groupoid H ⇒H (0)
to a groupoid G ⇒ G (0) is given by a map f from G to H which preserves the groupoid
structure, i.e. f commutes with the source, target, unit, inverse maps, and respects the
groupoid product in the sense that f(h1 · h2) = f(h1) · f(h2) for any (h1, h2) ∈ H
(2).
For A,B subsets of G (0) we use the notation GBA for the subset
{γ ∈ G : s(γ) ∈ A, r(γ) ∈ B}.
A groupoid can be endowed with a structure of topological space, or manifold, for
instance. In the case when G and G (0) are smooth manifolds, and s, r,m, u are smooth
maps (with s and r submmersions), then G is a Lie groupoid. In the case of manifolds with
boundary, or with corners, this notion can be generalized to that of continuous families
groupoids (see [25]).
A strict morphism of locally compact groupoids is a groupoid morphism which is con-
tinuous. Locally compact groupoids form a category with strict morphisms of groupoids.
It is now classical in groupoids theory that the right category to consider is the one in
which Morita equivalences correspond precisely to isomorphisms. For more details about
the assertions about generalized morphisms written in this Section, the reader can read
[28] Section 2.1, or [12, 23, 19].
We need to introduce some basic definitions, classical when dealing with principal
bundles for groups over spaces.
We recall first the notion of groupoid action. Given a l.c. groupoid G ⇒ G (0), a right
G -bundle over a manifold M is a manifold P such that:
• P is endowed with maps π and q as in
P
pi

q
!!❉
❉❉
❉❉
❉❉
❉ G
r

s

M G (0)
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• P is endowed with a continuous right action µ : P×(q,r)G → P , such that if we denote
µ(p, γ) = pγ, one has π(pγ) = π(p) and p(γ1 · γ2) = (pγ1)γ2 for any (γ1, γ2) ∈ G
(2).
Here P ×(q,r) G denotes the fiber product of q : P → G
(0) and r : G → G (0).
A G -bundle P is called principal if
(i) π is a surjective submersion, and
(ii) the map P ×(q,r) G → P ×M P , (p, γ) 7→ (p, pγ) is a homeomorphism.
We can now define generalized morphisms between two Lie groupoids.
Definition 2.2 (Generalized morphism) Let G ⇒ G (0) and H ⇒ H (0) be two Lie
groupoids. A generalized morphism (or Hilsum-Skandalis morphism) from G to H , f :
H //❴❴❴ G , is given by the isomorphism class of a right G−principal bundle over H ,
that is, the isomorphism class of:
• A right principal G -bundle Pf over H
(0) which is also a left H -bundle such that
the two actions commute, formally denoted by
H

Pf
}}}}③③
③③
③③
③③
!!❈
❈❈
❈❈
❈❈
❈
G

H (0) G (0),
First of all, usual morphisms between groupoids are also generalized morphisms. Next,
as the word suggests it, generalized morphisms can be composed. Indeed, if P and P ′ are
generalized morphisms from H to G and from G to L respectively, then
P ×G P
′ := P ×
G (0)
P ′/(p, p′) ∼ (p · γ, γ−1 · p′)
is a generalized morphism from H to L . The composition is associative and thus we
can consider the category GrpdHS with objects l.c. groupoids and morphisms given by
generalized morphisms. There is a functor
Grpd −→ GrpdHS (2.1)
where Grpd is the category of groupoids with usual morphisms.
Definition 2.3 (Morita equivalence) Two groupoids are Morita equivalent if they are
isomorphic in GrpdHS.
We also recall the following definition:
Definition 2.4 (Saturated subgroupoids) Let G ⇒M be a groupoid.
1. A subset A ⊂ M of the units is said to be saturated by G (or only saturated if the
context is clear enough) if it is union of orbits of G .
2. A subgroupoid
G1
r

s

⊂ G
r

s

M1 ⊂ M
(2.2)
is a saturated subgroupoid if its set of units M1 ⊂M is saturated by G .
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2.2 Free proper groupoids and Orbit spaces
Definition 2.5 (Free proper groupoid) Let H ⇒H (0) be a locally compact groupoid.
We will say that it is free and proper if it has trivial isotropy groups and it is proper.
Given a groupoid H ⇒ H (0), its orbit space is O(H ) := H (0)/ ∼, where x ∼ y iff
there is γ ∈ H such that s(γ) = x and r(γ) = y.
The following fact is well known. In particular in can be deduced from propositions
2.11, 2.12 and 2.29 in [27].
Proposition 2.6 If H ⇒H (0) is a free proper (Lie) groupoid, then H is Morita equiv-
alent to the locally compact space (manifold) O(H ).
In fact the Morita bibundle which gives the Morita equivalence is the unit space H (0):
H

H (0)
Id
{{{{①①
①①
①①
①①
①
pi
$$❍
❍❍
❍❍
❍❍
❍❍
❍ O(H )

H (0) O(H ),
(2.3)
It is obvious that H acts on its units freely and properly if H is free and proper, and
for the same reason O(H ) is a nice locally compact space (even a manifold if the groupoid
is Lie).
2.3 The Connes-Thom isomorphism
Let G ⇒M be a locally compact groupoid.
We consider RN as an additive group, hence a one unit groupoid. Suppose we have an
homomorphism of groupoids
G
h
−→ RN . (2.4)
This gives rise to an action (say, a right one) of G on the space M × RN and thus to
a new semi-direct groupoid:
Gh := (M × R
N )⋊ G : G × RN ⇒M × RN (2.5)
which has the following structural maps:
• The source and target maps are given by
s(γ,X) = (s(γ),X + h(γ)) and r(γ,X) = (r(γ),X)
• The multiplication is defined on composable arrows by the formula
(γ,X) · (η,X + h(γ)) := (γ · η,X).
Then it is obviously a groupoid with unit map u(m,X) = (m,X) (h(m) = 0 since h is an
homomorphism), and inverse given by (γ,X)−1 = (γ−1,X + h(γ)) (again since we have a
homomorphism, h(γ) + h(γ−1) = 0).
Remark 2.7 For the trivial homomorphism h0 = 0, the associated groupoid is just the
product groupoid
G × RN ⇒M × RN .
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If G is provided with a Haar system, then the semi-direct groupoid Gh inherits a natural
Haar system such that the C∗-algebra C∗(Gh) is isomorphic to the crossed product algebra
C∗(G ) ⋊h R
N where RN acts on C∗(G ) by automorphisms by the formula: αX(f)(γ) =
ei·(X·h(γ))f(γ), ∀f ∈ Cc(G ), (see [8], propostion II.5.7 for details). In particular, in the
case N is even, we have a Connes-Thom isomorphism in K-theory ([8], II.C)
K0(C
∗(G ))
C T
≈
// K0(C
∗(Gh)) (2.6)
which generalizes the classical Thom isomorphism, and which is natural with respect to
morphisms of algebras.
In [6] an alternative construction of Connes-Thom was proposed. More precisely we
want to work directly with the groupoid algebras C∗(Gh) without passing through the
isomorphism with C∗(G )⋊h R
N .
Given the morphism G
h
−→ RN we consider the product groupoid G×[0, 1]⇒M×[0, 1]
of the groupoid G with the space [0, 1] and we define
H : G × [0, 1] −→ RN ,
the homomorphism given by
H(γ, t) := t · h(γ).
This homomorphism gives a deformation between the trivial homomorphism and h,
more precisely there is the following lemma proved in [6].
Lemma 2.8 Denote by GH := (G × [0, 1])H the semi-direct groupoid associated to the
homomorphism H. For each t ∈ [0, 1] we denote by (GH)t the restriction subgroupoid
GH |M×{t}×RN . We have the following properties:
1. (GH )0 = G × R
N
2. (GH )1 = Gh
3. (GH )|(0,1] ≈ Gh × (0, 1] and in particular C
∗((GH)|(0,1]) ≈ C
∗(Gh × (0, 1]) is con-
tractible.
The last lemma gives rise to a short exact sequence of C∗-algebras ([12, 26]):
0→ C∗(Gh × (0, 1]) → C
∗(GH)
e0→ C∗(G × RN )→ 0, (2.7)
where e0 is induced by the evaluation at zero. This defines a deformation index morphism
Dh : K∗(C
∗(G × RN ))→ K∗(C
∗(Gh)). (2.8)
The natural map GH → [0, 1] gives to GH the structure of a continuous field of groupoids
over [0, 1] and if G is assumed to be amenable, we get by [13] that C∗(GH) is the space
of continuous sections of a continuous field of C∗-algebras. Then, the deformation index
morphism above coincides with the morphism of theorem 3.1 in [10].
Definition 2.9 Let G be a groupoid together with a homomorphism h from G to RN (with
N even). Consider the morphism in K-theory
K∗(C
∗(G ))
C T h−→ K∗(C
∗(Gh)), (2.9)
given by the composition of the Bott morphism
K∗(C
∗(G ))
B
−→ K∗(C
∗(G × RN )),
and the deformation index morphism
K∗(C
∗(G × RN ))
Dh−→ K∗(C
∗(Gh)).
We will refer to this morphism as the Connes-Thom map associated to h.
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As recalled in [6], Elliot, Natsume and Nest proved that this morphism coincides with the
usual Connes-Thom isomorphism, theorem 5.1 in [10]. We can restate their result in our
framework as follows:
Proposition 2.10 (Elliot-Natsume-Nest) Let (G , h) be an amenable continuous fam-
ily groupoid (or amenable locally compact groupoid with a continuous Haar system) to-
gether with a homomorphism on RN (N even). Then the morphism C T h : K∗(C
∗(G ))→
K∗(C
∗(Gh)) coincides with the Connes-Thom isomorphism. In particular, it satisfies the
following properties:
1. Naturality.
2. If G is a space (the groupoid equals its set of units), then C T h is the Bott morphism.
2.4 C∗-algebras and Pseudodifferential calculus for groupoids
C∗-algebras: To any Lie groupoid G ⇒ G (0) one has several C∗−algebra completions
for the *-convolution algebra C∞c (G ). Since in this paper all the groupoids considered are
amenable we will be denoting by C∗(G ) the maximal and hence reduced C∗-algebra of G .
From now on, all the groupoids are then going to be assumed amenable.
In the sequel we will use the following two results which hold in the generality of locally
compact groupoids equipped with Haar systems.
1. Let G1 and G2 be two locally compact groupoids equipped with Haar systems. Then
for locally compact groupoid G1 × G2 we have
C∗(G1 × G2) ∼= C
∗(G1)⊗ C
∗(G2). (2.10)
2. Let G ⇒ G (0) a locally compact groupoid with Haar system µ. Let U ⊂ G (0) be
a saturated open subset, then F := G (0) \ U is a closed saturated subset. The
Haar system µ can be restricted to the restriction groupoids GU := G
U
U ⇒ U and
GF := G
F
F ⇒ F , and we have the following short exact sequence of C
∗-algebras:
0 // C∗(GU )
i // C∗(G )
r // C∗(GF ) // 0 (2.11)
where i : Cc(GU ) → Cc(G ) is the extension of functions by zero and r : Cc(G ) →
Cc(GF ) is the restriction of functions.
K-theory: We will be considering theK-theory groups of the C∗-algebra of a groupoid,
for space purposes we will be denoting these groups by
K∗(G ) := K∗(C
∗(G )). (2.12)
We will use the classic properties of the K-theory functor, mainly its homotopy invari-
ance and the six term exact sequence associated to a short exact sequence. Whenever the
groupoid in question is a space (unit’s groupoid) X we will use the notation
K∗top(X) := K∗(C0(X)). (2.13)
to remark that in this case this group is indeed isomorphic to the topological K−theory
group.
ΨDO Calculus for groupoids. A pseudodifferential operator on a Lie groupoid (or
more generally a continuous family groupoid) G is a family of peudodifferential operators
on the fibers of G (which are smooth manifolds without boundary), the family being
equivariant under the natural action of G .
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Compactly supported pseudodifferential operators form an algebra, denoted by Ψ∞(G ).
The algebra of order 0 pseudodifferential operators can be completed into a C∗-algebra,
Ψ0(G ). There exists a symbol map, σ, whose kernel is C∗(G ). This gives rise to the
following exact sequence:
0→ C∗(G )→ Ψ0(G )→ C0(S
∗(G ))→ 0
where S∗(G ) is the cosphere bundle of the Lie algebroid of G .
In the general context of index theory on groupoids, there is an analytic index which
can be defined in two ways. The first way, classical, is to consider the boundary map of
the 6-terms exact sequence in K-theory induced by the short exact sequence above:
inda : K1(C0(S
∗(G )))→ K0(C
∗(G )).
Actually, an alternative is to define it through the tangent groupoid of Connes, which
was originally defined for the groupoid of a smooth manifold and later extended to the
case of continuous family groupoids ([21, 14]). The tangent groupoid of a Lie groupoid
G ⇒ G (0) is a Lie groupoid
G
tan = A(G )
⊔
G × (0, 1] ⇒ G (0) × [0, 1],
with smooth structure given by the deformation to the normal cone construction, see for
example [5] for a survey of this construction related with the tangent groupoid construc-
tion.
Using the evaluation maps, one has two K-theory morphisms, e0 : K0(C
∗(G tan)) →
K0top(AG ) which is an isomorphism (sinceK∗(C
∗(G×(0, 1])) = 0), and e1 : K∗(C
0(G tan))→
K0(C
∗(G )). The analytic index can be defined as
inda = e1 ◦ e
−1
0 : K
0
top(A
∗
G )→ K0(C
∗(G )).
modulo the surjection K1(C0(S
∗(G ))→ K0(A∗G ).
See [21, 24, 20, 14, 29] for a detailed presentation of pseudodifferential calculus on
groupoids.
2.5 Deformation to the Normal Cone and Debord-Skandalis Blup con-
struction
2.5.1 Deformation to the normal cone
The tangent groupoid is a particular case of a geometric construction that we describe
here.
Let M be a C∞ manifold and X ⊂M be a C∞ submanifold. We denote by N MX the
normal bundle to X in M . We define the following set
D
M
X := N
M
X × 0
⊔
M × R∗ (2.14)
In fact the above set has a natural C∞-structure such that M × R∗ is an open dense
submanifold (with its product structure) with closed complement N MX (with its canonical
C∞-structure). This manifold is called ”the Deformation to the normal cone of (M,X)”
and it gives a functorial construction in the following sense: let f : (M,X)→ (M ′,X ′) be
a C∞ map f : M → M ′ with f(X) ⊂ X ′. Define D(f) : DMX → D
M ′
X′ by the following
formulas:
1) D(f)(m, t) = (f(m), t) for t 6= 0,
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2) D(f)(x, ξ, 0) = (f(x), dNfx(ξ), 0), where dNfx is by definition the map
(N MX )x
dNfx−→ (N M
′
X′ )f(x)
induced by TxM
dfx
−→ Tf(x)M
′.
The following proposition is classic, for entire details on deformation to the normal
cone see for example [5].
Proposition 2.11 D(f) : DMX → D
M ′
X′ is a C
∞-map. In the language of categories, the
deformation to the normal cone construction defines a functor
D : C∞2 −→ C
∞, (2.15)
where C∞ is the category of C∞-manifolds and C∞2 is the category of pairs of C
∞-
manifolds.
The proposition allows to give Lie groupoid structures to a given inclusion of groupoids.
For instance, by applying the above construction to a Lie groupoid in which one embedds
the unit groupoid given by its units one gets the tangent groupoid, more generally we have
the following situation: Given an immersion of Lie groupoids G1
ϕ
→ G2, let G
N
1 = N
G2
G1
be
the total space of the normal bundle to ϕ, and (G
(0)
1 )
N be the total space of the normal
bundle to ϕ0 : G
(0)
1 → G
(0)
2 . Consider G
N
1 ⇒ (G
(0)
1 )
N with the following structure maps:
The source map is the derivation in the normal direction dNs : G
N
1 → (G
(0)
1 )
N of the
source map (seen as a pair of maps) s : (G2,G1)→ (G
(0)
2 ,G
(0)
1 ) and similarly for the target
map.
The deformation to the normal bundle construction allows us to consider a C∞ struc-
ture on
Gϕ :=
(
G
N
1 × {0}
)⊔
(G2 × R
∗) ,
such that GN1 ×{0} is a closed saturated submanifold and so G2×R
∗ is an open submanifold.
The following result is an immediate consequence of the functoriality of the deformation
to the normal cone construction.
Proposition 2.12 (Hilsum-Skandalis, 3.1, 3.19 [12]) Consider an immersion G1
ϕ
→
G2 as above. Let Gϕ0 :=
(
(G
(0)
1 )
N × {0}
)⊔ (
G
(0)
2 × R
∗
)
be the deformation to the normal
cone of the pair (G
(0)
2 ,G
(0)
1 ). The groupoid
Gϕ ⇒ Gϕ0 (2.16)
with structure maps compatible with the ones of the groupoids G2 ⇒ G
(0)
2 and G
N
1 ⇒
(G
(0)
1 )
N , is a Lie groupoid with C∞-structures coming from the deformation to the normal
cone.
One of the interest of these kind of groupoids is to be able to define deformation indices.
Following the terminology of Hilsum and Skandalis the Lie groupoid above is called
the normal groupoid associated to the couple (G2,G1). It will be denoted in this paper by
D(G2,G1)⇒ D(G
(0)
2 ,G
(0)
1 ).
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2.5.2 Debord and Skandalis Blup construction
The normal groupoids discussed above are already very interesting for index theory pur-
poses but one can go further and construct many more groupoids by considering simple
features of the deformation to the normal cone. In particular in a very recent paper [9],
Debord and Skandalis present a natural and general way to constructing Lie groupoids
by using the classical procedures of blowups and deformation to the normal cones. Their
constructions recover many known cases involved in index theory and geometrical analysis.
The first thing to remark is that, given a couple (M,X), there is a canonical action of
R
∗ on the deformation to the normal cone D(M,X) given by
λ · (m, ǫ) := (m,λǫ)
for ǫ 6= 0, m ∈M ; and
λ · (x, ξ) := (x, λ · ξ)
for (x, ξ) ∈ (NMX )x. As remarked by Debord and Skandalis this action is free and (locally,
refcit remark 2.5) proper on the open subset D(M,X) \ (X × R)
Definition 2.13 (Debord-Skandalis Blup) We refer as the Debord-Skandalis Blup to
the manifold Blup(M,X) := [D(M,X) \ (X × R)]/R∗.
The most important feature about the Blup is its functoriality in the following sense.
Let f : (M,X)→ (M ′,X ′) be a C∞-map of couples. The deformation to the normal cone
functorilaty passes to the quotient to give a C∞-map
Blup(f) : Blupf (M,X)→ Blup(M
′,X ′)
where Blupf(M,X) ⊂ Blup(M,X) is the quotient by the action of R
∗ on Uf := D(M,X)\
D(f)−1(X ′ × R).
We resume the funtoriality in the following proposition whose proof is a direct compu-
tation together with the functoriality of the deformation to the normal cone.
Proposition 2.14 (Debord-Skandalis Blup functoriality) Let f : (M,X)→ (M ′,X ′)
and g : (M ′,X ′)→ (M ′′,X ′′) be two morphisms of couples C∞. We have that Blupg◦f(M,X) ⊂
Blupf (M,X), Blup(f)(M,X) ⊂ Blupg(M
′,X ′) and
Blup(g ◦ f) = Blup(g) ◦Blup(f)
in Blupg◦f (M,X).
The above result is what will allow to obtain Blup Lie groupoids. Consider as above a
closed immersion of groupoids G1 →֒ G2 and the normal groupoid D(G2,G1). Let Us∩Ur ⊂
D(G2,G1), it is an open subgroupoid and the action of R
∗ on it is free and (locally) proper.
Therefore, by Debord-Skandalis Blup functoriality, the open subset
Blupr,s(G2,G1) ⊂ Blup(G2,G1)
inherits a groupoid structure over Blup(G
(0)
2 ,G
(0)
1 ) with structure maps
Blup(s), Blup(r), Blup(m), Blup(i), Blup(u).
Definition 2.15 (Debord-Skandalis Blup groupoid) The Lie groupoid
Blupr,s(G2,G1)⇒ Blup(G
(0)
2 ,G
(0)
1 ) (2.17)
is called the Debord-Skandalis Blup groupoid (or simply the Blup) associated to the couple
(G2,G1).
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3 B-longitudinal calculus. Connes-Skandalis and APS b-
longitudinal index morphisms via the b-holonomy groupoid
Let us fix the geometric context in this paper. Consider a compact manifold M with non
empty smooth boundary V defined by a boundary defining function. Let F ⊂ TM be a
foliation on M cutting transversally V in the sense that F |V ≈ FV × R with respect to
the decomposition TM |V ≈ TV × R induced by the defininig function of the boundary.
We have then a foliated manifold (M,F) inducing a foliation structure on the boundary,
(V,FV ). An interesting example of this situation is when the foliation is given by a
fibration φ :M → B, with B a smooth manifold, and restricting to a fibration φ : V → B.
Now, in practice is more confortable to suppose M is one half (let us say the positive part
with respect to the defining function) of a smooth manifold M˜ , formally one may glue two
copies of M by their common boundary V . In this paper we will assume we have already
the smooth manifold M˜ together with a defining function of a codimension 1 submanifold
V cutting big manifold in two pieces, M+ =M and M−.
In the previous geometric setting we can consider the following groupoid
Definition 3.1 (The b-holonomy groupoid) The b-holonomy groupoid associated to
the geometric data above is by definition the restriction to M of the s-connected component
of the Blup groupoid Blupr,s(H(M˜ , F˜),H(V,FV )), we denoted by
bH(M,F) := Blupcr,s(H(M˜, F˜),H(V,FV ))|M ⇒M (3.1)
where Blupcr,s(H(M˜ , F˜),H(V,FV )) is the s-connected component groupoid of
Blupr,s(H(M˜, F˜),H(V,FV )).
The b-holonomy groupoid can be decomposed within its interior and boundary components
as follows:
bH(M,F) = H(
◦
M,
◦
F)
⋃
H(V,FV )× R. (3.2)
A simply computation gives (or see Debord-Skandalis paper [9] section 5.2.2) its Lie alge-
broid, we get the vector bundle
bF
pi
−→M
whose sections are tangent to the leaves of F in the interior and that are tangent to
FV ⊂ TV . It gives as expected an integrable subbundle of the b-tangent space of Melrose.
The Lie algebroid tells us exactly which vector fields we are dealing with and who are
the induced Differential operators. We can consider the algebra of b-longitudinal differen-
tial operators Diffb(M,F ) as the algebra of operators on M generated by sections of
bF .
By considering the b-holonomy groupoid bH(M,F) and its algebra of pseudodifferential
operators
bΨ∗(M,F ) := Ψ∗c(
bH(M,F)) (3.3)
we obtain a ”microlocalisation” of the algebra of differential operators. The operators in
this algebra are naturally called b-longitudinal operators. As classically we can add into
the data operators acting on sections of vector bundles over M .
There are two kind of index problems, one related to longitudinal ellipticity and the
other related to longitudinal fully ellipticity.
Definition 3.2 (Longitudinal Ellipticity and Fully Ellipticity) Let D ∈ bΨ0(M,F)
be a b-longitudinal operator, we say that
• D is elliptic if its principal symbol σ(D) is invertible.
14
• D is fully elliptic if its full symbol σF (D) is invertible, where σF : bΨ0(M,F) −→
C(bS∗F )×V bΨ0(
bH(M,F)|V ) is the natural morphism constructed from the principal
symbol and from the restriction to the boundary.
Each problem has its own index morphism, for ellipticity we have the K−theory mor-
phism
K0(bF )
Indba // K0(C
∗
r (
bH(M,F))) (3.4)
associated to the principal symbol short exact sequence
0 // C∗(bH(M,F)) // bΨ0(M,F)
σ // C(bS∗F ) // 0 (3.5)
that can be explicitly constructed using the Connes tangent groupoid of the b-holonomy
groupoid, that is, bInda is given as the following composition
K0(bF ) K0(C
∗((bH(M,F))tan)
e1 //
e0
≈oo K0(C
∗(bH(M,F))) (3.6)
followed by the morphism induced by the canonical C∗−algebra projection
C∗(bH(M,F))→ C∗r (
bH(M,F)), (3.7)
and fits in the following commutative diagram
K1(C(
bS∗F ))
∂ //
δ ''◆◆
◆◆
◆◆
◆◆
◆◆
◆
K0(C
∗
r (
bH(M,F)))
K0(bF )
bInda
66♠♠♠♠♠♠♠♠♠♠♠♠
(3.8)
where ∂ is the connecting morphism associated to (3.5) (up to using (3.7)) and where δ is
the surjective morphism canonically associated to the vector bundle bF .
Definition 3.3 (CS b-analytic index) The index morphism bInda is called the Connes-
Skandalis b-analytic index morphism.
The second index morphism will be related to the longitudinal fully ellipticity. First
consider the Fully Elliptic deformation groupoid
(bH(M,F ))FE ⇒MFE (3.9)
defined to be the open saturated subgroupoid of bH(M,F))tan given by its restriction to
(M × [0, 1]) \ V × {1}. Then it induces a K-theory morphism
K0(C
∗(bFnc)
bIndAPS// K0(C
∗
r (H(
◦
M,
◦
F))) (3.10)
given as the composition
K0(C
∗(bFnc)) K0(C
∗((bH(M,F))FE)
e1 //
r
≈oo K0(C∗(bH(
◦
M,
◦
F))) // K0(C∗r (
bH(
◦
M,
◦
F)))
(3.11)
where bFnc ⇒MV is by definition the saturated closed subgroupoid of
bH(M,F))FE given
as the complement of the open dense saturated subgroupoidH(
◦
M,
◦
F)×(0, 1]⇒
◦
M×(0, 1].
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We will relate the above index with the full symbol σF , for this we briefly recall how this
symbol is defined. Consider the following commutative diagram of C∗−algebras
0

C∗(H(
◦
M,
◦
F))

0 // C∗(bH(M,F))

// bΨ0(M,F)
σ //

C(bS∗F ) //

0
0 // C∗(H(V,FV ))

// Ψ0(V,FV )
σ // C(bS∗FV )

// 0
0 0
(3.12)
By direct diagram chasing there is an induced short exact sequence
0 // C∗(bH(
◦
M,
◦
F)) // bΨ0(M,F)
σF // C(bS∗F )×C(bS∗FV )
bΨ0(bH(M,F)|V // 0
(3.13)
We want next to show that the connecting morphism in K-theory associated to the above
short exact sequence factorizes through the deformation index above defined by the Fully
Elliptic groupoid. For this we will define
δnc : K1(C(
bS∗F )×V bΨ0(
bH(M,F)|V )→ K0(C
∗(bFnc))
and call it the Noncommutative symbol morphism. Consider the following commutative
diagram of C∗−algebras
0

C∗((bH(M,F ))FE)

0 // C∗(bH(M,F)tan)

// Ψ0(bH(M,F)tan)
σ //

C(bS∗F × [0, 1]) //

0
0 // C∗(H(V,FV ))

// Ψ0(V,FV )
σ // C(bS∗FV )

// 0
0 0
(3.14)
that induces a short exact sequence
0 // C∗((bH(M,F ))FE) // Ψ0(bH(M,F)tan))
σ
F ′ // C(bS∗F × [0, 1])×
C(bS∗FV )
bΨ0(H(V,FV ))
// 0
(3.15)
Remember that in K−theory the evaluation at t = 1 in [0, 1] induces the indentity
K1(C(
bS∗F×[0, 1])×C(bS∗FV )
bΨ0(H(V,FV ))) −→ K1(C(
bS∗F )×C(bS∗FV )
bΨ0(H(V,FV ))).
Hence we can consider the connecting morphism of the above short exact sequence as a
map
K1(C(
bS∗F )×C(bS∗FV )
bΨ0(H(V,FV )))
∂′F−→ K0(C
∗((bH(M,F ))FE)) (3.16)
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Definition 3.4 (Noncommutative symbol) The Noncommutative symbol morphism
δnc : K1(C(
bS∗F )×V bΨ0(
bH(M,F)|V )→ K0(C
∗(bFnc)) (3.17)
is the morphism given by the composition of the connecting morphism ∂F ′ followed by the
isomorphism r : K0(C
∗((bH(M,F ))FE)) → K0(C
∗(bFnc)) induced from the restriction as
a closed subgroupoid.
By definition of fully ellipticity every Fully elliptic operator has a Noncommutative
symbol in K0(C
∗(bFnc)).
The following proposition justifies the terminology.
Proposition 3.5 The deformation index induced by the Fully Elliptic groupoid fits the
following commutative diagram
K1(C(
bS∗F )×V bΨ0(
bH(M,F)|V )
∂F //
δnc **❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
K0(C
∗
r (
bH(
◦
M,
◦
F)))
K0(C
∗(bFnc))
bIndAPS
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧
(3.18)
where ∂F is the connecting morphism associated to the full principal short exact sequence
(3.13) and δnc is the non commutative symbol constructed above.
Proof : It is enough to apply the six term short exact sequence in K-theory to the
following commutative diagram
0 // C∗((bH(M,F ))FE)
e1

// Ψ0(bH(M,F)tan))
e1

σ
F ′ //
C(bS∗F × [0, 1])×
C(bS∗FV )
bΨ0(H(V,FV ))
e1

// 0
0 // C∗(bH(
◦
M,
◦
F)) // bΨ0(M,F)
σF //
C(bS∗F )×
C(bS∗FV )
bΨ0(bH(M,F)|V
// 0
(3.19)
✷
Definition 3.6 The index morphism bIndAPS is called the APS b-analytic index mor-
phism associated to the foliation (M,F).
4 Connes-Skandalis b-longitudinal index theorem
We will first define the b-longitudinal topological index. For this, as in the classic cases,
we will use a nice embedding into an euclidien space. As we will see the topological
index we are looking for is going to be a Blup of the classic Connes-Skandalis longitudinal
topological index.
Let us start with a smooth embedding
M˜
j
→֒ RN
that embedds V in RN−1×{0} and for which we will supposeN to be even. By construction
this gives a neat embedding of the manifold with boundary M into the manifold with
boundary RN−1 × R+. Denote by
bN˜ the total space of the normal bundle to F˜ in RN
and NV the total space of the normal bundle to FV in R
N−1. Then we have that
bF˜ ⊕b N˜ ≈ M˜ × RN .
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and
bN˜ |V = NV .
Now, following Connes-Skandalis, the map bN˜ → M˜ × RN given by (x, ξ) 7→ (x, j(x) + ξ)
allows to identify N˜ with an open transversal to the foliation (M˜ × RN , F˜ × RN) and
moreover to identify, by restriction, NV with an open transversal to the foliation (V ×
R
N−1,FV ×R
N−1). In particular we can choose a tubular neighborhood U˜
pi
−→
b
N˜ of bN˜
in M˜ ×RN such that there is a Morita equivalence of groupoids
bN˜ ∼M U˜ ×pi U˜ ≈ H(M˜ × R
N ,F × RN)|U˜ . (4.1)
Now, for practical reasons let us suppose U˜
pi
−→
b
N˜ is the total space of the normal
bundle of N˜ in M˜ × RN , then a direct computation gives that
W × R ∼= U˜ |NV
pi
−→ NV
where W is the total space of the normal bundle W → NV of NV in V ×R
N−1, it can be
identified to a tubular neighborhood W
pi
−→ NV of NV in V × R
N−1 such that there is a
Morita equivalence of groupoids
NV ∼M W ×pi W ≈ H(V × R
N−1,FV × R
N−1)|W . (4.2)
Let bN :=b N˜ |M and U := U˜ |N ⊂M × R
N we have the following lemma.
Lemma 4.1 The two groupoid’s Morita equivalences, (4.1) and (4.2) above, induce a
Morita equivalence
bN ∼M (
bH(M,F)× RN )|U . (4.3)
Proof : First, because NV ⊂
b N˜ as a codimension 1 submanifold, a direct computation
allows to identify
bN˜ ≈ Blupr,s(
bN˜ ,NV ) (4.4)
where bN˜ ⇒b N˜ and NV ⇒ NV are considered as unit groupoids (source an target maps
equal to the identity).
Now, the two groupoid Morita equivalences above induce by Debord-Skandalis Blup
functoriality (see for instance section 5.2.3 in [9]) a Morita equivalence
Blupr,s(
bN˜ ,NV ) ∼ Blupr,s(U˜ ×pi U˜ ,W ×pi W × R
2) (4.5)
where W ×pi W × R
2 ≈ (U˜ ×pi U˜)|U˜ |NV
and where the component R2 ⇒ R stands for the
pair groupoid of R. The explicit Morita bi-bundle giving the above Morita equivalence is
Blupr,s(U˜ ,W × R).
Now, again by Blup functoriality applied to (4.1) and (4.2), we have the following
Blupr,s(U˜×piU˜ ,W×piW×R
2) ≈ Blupr,s(H(M˜×R
N ,F×RN)|
U˜
,H(V ×RN ,FV ×R
N)|W×R) (4.6)
where the last groupoid on the right can be written as well as
(Blupr,s(H(M˜, F˜),H(V,FV ))× R
N )|
U˜
. (4.7)
We obtain then a Morita equivalence
bN˜ ∼
M˜
(Blupr,s(H(M˜, F˜),H(V,FV ))× R
N )|U˜ (4.8)
that gives by restriction the desired Morita equivalence
bN ∼M (
bH(M,F)× RN )|U . (4.9)
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✷We can now define the topological index morphism in this setting.
Definition 4.2 (Connes-Skandalis b-topological index morphism.) Given an em-
bedding as above, we refer as the Connes-Skandalis b-topological index morphism to the
morphism in K-theory
bIndt : K
0
top(
bF )→ K0(C
∗
r (
bH(M,F ))) (4.10)
given as the composition of the following morphisms
• The Thom isomorphism K0top(
bF ∗)→ K0top(
bN),
• the isomorphism K0top(
bN)
≈
−→ K0(C
∗(bH(M,F) × RN )|U ) induced by the Morita
equivalence bN ∼ (bH(M,F) × RN )|U of Lie groupoids, see definition of U above
and the previous lemma),
• the morphism K0(C
∗((bH(M,F) × RN)|U )
j!
−→ K0(C
∗(bH(M,F ) × RN)) induced
from the open inclusion U →֒M × RN ,
• the Bott inverse isomorphism K0(C
∗(bH(M,F ) ×RN ))
B−1
−→ K0(C
∗(bH(M,F ))
• the canonical morphism K0(C
∗(bH(M,F)))→ K0(C
∗
r (
bH(M,F)))
Remark 4.3 In what follows we will be using several diagrams for different groupoids,
for keeping notation as short as possible we will often denote the K-theory group of a C∗-
algebra C∗(G ) only as K∗(G ). In fact we will mainly be using in this section maximal
C∗-algebras, if a reduced completion appears we will denote it explicitly.
We can now state and prove one of the main results of this paper.
Theorem 4.4 (b-Connes-Skandalis) For a foliated compact manifold with boundary as
above we have an equality of K-theory morphisms
bInda =
b Indt (4.11)
Proof :
Let j : M˜ →֒ RN an embedding as the one above used to define the topological index.
Following Connes approach to Atiyah-Singer index theorem we will use this embedding to
define a Lie groupoid morphism
h :b H(M,F)→ RN . (4.12)
For this, the use of Debord-Skandalis Blup’s functoriality will be essential. Indeed, consider
the Lie groupoid morphism
h2 : H(M˜, F˜)→ R
N × RN (4.13)
given by
h2(γ) := (j(s(γ)), j(t(γ))).
Since it sends the subgroupoid H(V,FV ) to the subgroupoid R
N−1 × RN−1 (where we
always consider, unless otherwise specified, that RN−1 is included in RN as RN−1 × {0}),
the Blup functoriality gives immediately a Lie groupoid morphism
Blup(h2) : Blupr,s(H(M˜, F˜),H(V,FV ))→ Blupr,s(R
N × RN ,RN−1 × RN−1) (4.14)
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We can now consider the Lie groupoid morphism
h :b H(M,F)→ RN . (4.15)
given as the composition of Blup(h2) (more precisely its restriction to Blup
c
r,s) followed
by the Lie groupoid morphism
Blupcr,s(R
N × RN ,RN−1 × RN−1)|RN−1×R+
hN−→ RN (4.16)
considered in [6] (reference (3.4) of that paper) and explicitly given by: for (x, y) ∈
R
N \ RN−1
hN (x, y) = (xN−1 − yN−1, log(
xN
yN
))
where a = (aN−1, aN ) ∈ R
N−1 × R+, and for (a, b, α) ∈ R
N−1 × RN−1 × R∗+,
hN (a, b, α) = (a− b, log(α)).
We have as well the induced morphism from the tangent groupoid
hT :
b H(M,F)tan → RN (4.17)
whose induced morphism at t = 0 we denote by h0 :
b F → RN and that it is easily seen
to be given by the differential dj and hence it is injective as a groupoid morphism.
The following diagram is trivially commutative by naturaliy of the Connes-Thom iso-
morphism
K0top(
bF )
CT ≈

K0(C
∗(bH(M,F)tan)
CT≈

e1 //
e0
≈oo
K0(C
∗(bH(M,F))
CT≈

K0(C
∗(bF ⋉h0 R
N )) K0(C
∗(bH(M,F)tan ⋉hT
R
N )
e1
//e0
≈
oo
K0(C
∗(bH(M,F) ⋉h R
N )
(4.18)
Now, the top horizontal morphism is the b-Connes-Skandalis analytic index. As we will
now check, the rest of the diagram corresponds to the topological index and this will
conclude the proof.
Let us start by left and right vertical morphisms in the diagram above. For the first
a direct computation (for example as in lemma 3.4 in [6]) shows that bF ⋉h0 R
N is a free
and proper groupoid whose orbit space is bN . By the universal properties (see for instance
proposition 2.10 and [10]) of the Connes-Thom isomorphism the composition
K0top(
bF ∗)
CT
−→ K0(
bF ⋉h0 R
N)
≈
−→ K0top(
bN)
coincides with the Thom isomorphism K0top(
bF ∗)
Thom
−→ K0top(
bN).
For the second one, we observe that the groupoid bH(M,F ) ⋉h R
N is isomorphic to
bH(M,F ) × RN via the groupoid isomorphism (γ,X) 7→ (γ, j(t(γ)) + X) at the level of
the arrows and (m,X) 7→ (m, j(m) + X) and the level of the units, and that hence the
Connes-Thom isomorphism composed with the induced isomorphism
K0(
bH(M,F ))
CT
−→ K∗(
bH(M,F )⋉h R
N ) ∼= K0(
bH(M,F )× RN )
is exactly given by the Bott ismorphism.
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It lefts to prove that the following diagram is commutative
K0(C
∗(bF ⋉h0 R
N ))
bM0 ≈

K0(C
∗(bH(M,F)tan ⋉hT
R
N )
e1
//e0
≈
oo K0(C∗(bH(M,F) ⋉h RN )
bM1≈

K0(C
∗((bH(M,F) ⋉h R
N )|U )
j!
// K0(C∗(bH(M,F)× RN )
(4.19)
where bM0 is induced from the Morita equivalences
bF ⋉h0 R
N ∼ bN ∼ (bH(M,F) ⋉h
R
N )|U and
bM1 is induced from the Morita equivalence (given by a strict isomorphism of
groupoids) bH(M,F) ⋉h R
N ∼ bH(M,F)× RN .
In fact, we have a Morita equivalence between deformation groupoids
bH(M,F )tan ⋉hT R
N ∼bM D(
bH(M,F )× RN , (bH(M,F)⋉h R
N )|U ) (4.20)
where D stands for the normal groupoid construction.
We have hence the following commutative diagram
K0(C
∗(bF ⋉h0 R
N ))
bM0 ≈

K0(C
∗(bH(M,F)tan ⋉hT
R
N )
e1
//e0
≈
oo
bM ≈

K0(C
∗(bH(M,F) ⋉h R
N )
bM1≈

K0(C
∗((bH(M,F) ⋉h R
N )|U ) K0(C
∗(D(bH(M,F )× RN , (bH(M,F) ⋉h R
N )|U ))
e1 //
e0
≈oo
K0(C
∗(bH(M,F)× RN )
(4.21)
and since the bottom line of the diagram is the shriek map j! of diagram (4.19) the proofs
follows.
✷
Definition 4.5 Let (M,F) be a closed foliated manifold with boundary V as above. The
composition map
K0top(
bF ∗)
bIndtop// K0(
bH(M,F ))
rV // K0(
bH(M,F )|V ) ∼= K1(HV ) (4.22)
given by the b-longitudinal topological index followed by the restriction to the boundary will
be called the boundary topological index morphism
K0top(
bF ∗)
bInd∂top// K1(HV ) (4.23)
We will next see that, as a corollary of the Connes-Skandalis index theorem above, the
above boundary topological index gives a obstruction to Homotopic stable Fredholm Per-
turbation property, where we recall that an elliptic b-longitudinal operator P ∈b Ψ∗(M,F )
satisfies the Homotopic stable Fredholm Perturbation property if there is a fully elliptic
b-longitudinal operator P ′ ∈b Ψ∗(M,F ) with [σ(P )] = [σ(P ′)] in K0(bF ∗). We can state
the result:
Corollary 4.6 [Topological obstruction for Fredholm boundary conditions] Let P ∈b Ψ∗(M,F )
be an elliptic b-longitudinal operator P ∈b Ψ∗(M,F ), then P satisfies the Homotopic stable
Fredholm Perturbation property if and only if the boundary topological index
bInd∂top([σP ]) = 0.
21
Proof : Consider the following morphism of short exact sequence of C∗-algebras:
0 // C∗(bHFred)
e1

iF // C∗(bHtan)
e1

rV×{1}// C∗(bHV )
Id

// 0
0 // C∗(
◦
H)
i0
// C∗(bH) rV
// C∗(bHV ) // 0
(4.24)
Remember that in K0−theory, the induced morphisms of the vertical morphisms give
• the APS b-longitudinal index morphism
K0(C
∗(bHFred)
e1−→ K0(C
∗(
◦
H))
modulo the isomorphism
K0(C
∗(bFnc))
r
≈
// K0(C
∗(bHFred)),
• the Connes-Skandalis b-longitudinal index morphism
K0(C
∗(bHtan)
e1−→ K0(C
∗(bH))
modulo the isomorphism
K0(C
∗(bF ))
e0
≈
// K0(C
∗(bHtan),
and
• the identity.
Hence, the above diagram of short exact sequence allows to relate the two different index
morphisms. Indeed, applying to this diagram the six term exact sequence for K-theory of
C∗-algebras we obtain a commutative diagram
K0(bHFred)
iF //
e1
qq
qq
q
xxqqq
qq
K0(bHtan)
r∂ //
e1
ss
ss
s
yysss
ss
K0(bH|V )
Id
qq
qq
q
xxqqq
qq

K0(
◦
H)
i0 //
K0(bH)
rb //
K0(bH|V )

K1(bH|V )
OO
K1(bHtan)
e1
yy
r∂
oo
K1(bHFred)oo
e1
qq
qq
q
xxqqq
qq
K1(bH|V )
∂1
OO
xx
Id
K1(bH)
rb
oo
K1(
◦
H)
i0
oo
(4.25)
where the front and back faces are exact and where at the top face we have the APS and
the Connes-Skandalis indices.
The result now follows by a direct chase diagram procedure together with the last
Connes-Skandalis index theorem.
✷
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5 A cohomological formula for the APS b-index for families
As usual with manifolds with boundary, the interesting index to compute is the one giv-
ing the ”Fredholm” indices. In our case we have defined the APS b-longitudinal index
morphism
IndFE : K
0(bFNC)→ K0(C
∗
r (
bH(
◦
M,
◦
F))) (5.1)
and a natural question is how to actually compute it. In [22], Moriyoshi and Piazza give a
new approach to higher index theory on geometric structures with boundary based on the
use of relative cyclic cohomology and its pairing with relative K-theory. For the case of
some foliated bundles they prove a Godbillon-Vey type formula for longitudinal operators.
It is certainly very interesting to take the relative versions of the indices above and try
to get index formulas from the relative pairings as Moriyoshi and Piazza, we will try to
study this somewhere else. In the present paper we adress a different (and complementary)
question, when does the above index morphism can be computed in topological terms?
We will give a complete answer for the case of families. We will at the end relate our
computations with the index formulas for families of Dirac operators by Melrose and
Piazza in [18] and obtain a new expression for the ”Eta” boundary term.
So let us fix the geometric setting for the rest of the paper. Let M be a compact
manifold with boundary V and together with fibration φ : M → B with B a smooth
manifold. We will denote also by φ : V = ∂M → B the induced fibration on the boundary.
In this case we have a trivial foliation whose b−holonomy groupoid will be denoted by
Γbφ(M)⇒M (5.2)
and decomposes as follows
Γbφ(M) =
◦
M ×φ
◦
M
⋃
V ×φ V × R (5.3)
over the interior part and over the boundary part.
In this case the Lie algebroid of the groupoid above gives the vector bundle bT φM →M
whose sections are vector fields tangent the boundary and to the fibers of the fibration at
the interior and at the boundary. We will denote the associated noncommutative vector
bundle by
bT φncM ⇒M∂ .
5.1 The K-theoretical APS index theorem for families
As classically, by a K−theoretical index theorem we shall mean an equality between
two index morphisms, one analytically defined and one topologically defined. With the
notations above we have already defined the APS b-analytic index for families as the
morphism
bIndφAPS : K0(C
∗(bT φncM)) −→ K0(C
∗
r (
◦
M ×φ
◦
M))) (5.4)
defined in (3.6) and giving the ”Fredholm” families index. Now, in the case of families,
we have a groupoid Morita equivalence
(
◦
M ×φ
◦
M) ∼M B (5.5)
where B stands for the space B seen as a unit groupoid B ⇒ B. We can hence consider
the APS b-analytic index for families as the morphism
bIndφAPS : K0(C
∗(bT φncM)) −→ K
0
top(B) (5.6)
given by (5.4) followed by the isomorphism induced from the Morita equivalence above.
23
The introduction of the APS topological index requires the introduction of some spaces
associated to some embeddings. These spaces will appear as orbit spaces of free proper
groupoids. Let us then take an embedding M˜
j
→֒ RN as in the Connes-Skandalis index
theorem.
Remember that by Debord-Skandalis Blup’s functoriality, as in (4.15), there is a
groupoid Lie morphism, induced from a neat embedding j : M˜ →֒ RN (N even),
Γbφ(M˜ )
h
−→ RN , (5.7)
and an induced morphism on the tangent groupoid
Γbφ(M˜ )
tan hT−→ RN . (5.8)
We have the following proposition:
Proposition 5.1 With the notations above. The groupoid Γbφ(M˜ )
tan
hT
is free and proper.
Proof : The groupoid Γbφ(M˜ )h is free and proper, indeed it is free since in the present
case the morphism h is injective (in the general case for foliations this is not the case). To
check the properness first notice that Γbφ(M˜) can be described as a closed subgroupoid of
M˜ × M˜ × R (the pair groupoid product additive group R) by
Γbφ(M˜) = {(x, y, λ) ∈ M˜ ×φ M˜ × R : ρ(x) = e
λρ(y), φ(x) = φ(y)} (5.9)
and that h is the restriction of the morphism, also denoted by h,
h : M˜ ×φ M˜ × R→ R
N−1 × R
given by (x, y, λ) 7→ (i0(y)− i0(x), λ). Now, the groupoid (M˜ ×φ M˜ ×R)h is proper (direct
trivial computation) and hence (b(M˜ ×φ M˜))h is proper as well.
The induced morphism for the corresponding Lie algebroids
bT φM˜
h0−→ RN (5.10)
defines as well a free proper groupoid (bT φM˜)h0 , injectivity of h0 for the freeness and
direct computation for the properness.
Hence, by proposition A.5 in [6], we have a free proper groupoid Γbφ(M˜)
tan
hT
.
✷
The last proposition implies that the orbit space of the Lie groupoid Γbφ(M˜)
tan
hT
has
a C∞ structure compatible with the quotient topology. Denote by BφCS this orbit space.
Since the tangent groupoid is also a differentiable family of Lie groupoids over the closed
interval [0, 1] we have a canonical parametrization of BφCS over [0, 1] given explicitely by
a C∞−projection π : BφCS → [0, 1] where
π−1((0, 1]) = Orb(Γφb (M˜)h)× (0, 1] (5.11)
and
π−1({0}) = Orb((bT φM˜)h0) (5.12)
Let us compute explicitely these two orbit spaces. Notice that the computation of
the orbit spaces in this case does not come from the computation of the orbit space of
(M˜ ×φ M˜ × R)hT since Γ
b
φ(M˜)
tan
hT
is not a saturated subgroupoid.
We have the following orbit space computation
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Proposition 5.2 With the same notations as above, we have diffeomorphisms
1. Orb(Γφb (M˜ )h) ≈ B × R
N , and
2. Orb((bT φM˜)h0) ≈ Nφ(R
N , M˜) where Nφ(R
N , M˜) is the normal bundle over M˜ given
by T
M˜
R
N/TφM˜ .
In particular BφCS can be written in the form
3 Nφ(R
N , M˜ )
⊔
B × RN × (0, 1]
Proof :
1. Let us define a C∞−map
q : M˜ × RN → B × RN
by writting an element in M˜ × RN as an element in M˜ × RN−1 × R and letting
q(x,X, Y ) := (φ(x),X − j0(x), Y ). (5.13)
A direct and elementary computation shows that q induces a bijection on the quotient
q˜ : Orb(Γφb (M˜ )h)→ B × R
N .
It is clear that q is an open surjective differentiable map inducing hence a diffe-
frentiable homemorphism q˜. Now, an explicit computation of the differentials of q˜
allows to apply a local inversion theorem argument to conclude that q˜ is indeed a
diffeomorphism.
2. Let us define a C∞−map
q0 : M˜ × R
N → Nφ(R
N , M˜)
by letting
q0(x,W ) := (x, [W ]). (5.14)
The same kind of arguments as 1) above allow to conclude that q0 induces a diffeo-
morphism
q˜0 : Orb((
bT φM˜)h0)→ Nφ(R
N , M˜ ). (5.15)
✷
Now we will pass to the boundary manifoldM , remember that the we have the tangent
groupoid
Γbφ(M)
tan := Γφ(M˜ )
tan|M .
By the two last propositions we have, by restriction, that Γφ(M)
tan is a free proper
groupoid which is Morita equivalent to its space of orbits that is manifold (with corners).
The space of orbits of this last groupoid can be written as a set as the disjoint union
Nφ(R
N ,M)
⊔
B×RN−1×R+× (0, 1] with B×R
N−1×R+× (0, 1] an open dense subset.
This orbit space computations gives a very interesting result.
Corollary 5.3 Every elliptic operator P ∈ Ψ∗(Γbφ(M)) satisfies the Homotopic stable
Fredholm Perturbation property, that is, there is a fully elliptic b-longitudinal operator
P ′ ∈b Ψ∗(M,F ) with [σ(P )] = [σ(P ′)] in K0top(
bF ∗).
3We wont need it in this paper but it is interesting to notice that in fact BφCS can be identified with
the deformation to the normal cone of M˜ in B × RN using the embedding (φ, j).
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Proof : By the orbit computation above we have that the K-theory groupK0(Γ
b
φ(M)) ≈
K0top(B ×R
N−1 ×R+) = 0 and so the b-analytic and the b-topological indices are zero in
this case for trivial reasons.
✷
The previous result unifies the family case treated first by Melrose and Piazza in [18] for
differential operators and by Melrose and Rochon in [17] for pseudodifferential operators.
Let us get back to the definition of the ”Fredholm” topological index morphism for
families. Remember that we have already introduced the Fully Elliptic groupoid
Γφ(M)FE := (Γφ(M˜ )
tan)|MF
where MF := (M × [0, 1]) \ V × {1}. Consider the induced morphism
Γφ(M)FE
hF−→ RN (5.16)
from hT above. The Fully elliptic groupoid Γφ(M)FE is by definition an open saturated
subgroupoid of Γφ(M)
tan and the same holds for the semi-direct products induced by
the actions hT and hF . In particular, with the induced topology, it is immediate, by
proposition 5.1, that (Γφ(M)FE)hF is free and proper and that it is hence Morita equivalent
to its space of orbits Orb((Γφ(M)FE)hF ).
Denote by BφAPS this space of orbits. Since (Γφ(M)FE)hF contains (
◦
M ×φ
◦
M ×
(0, 1])h(0,1] as an open saturated dense subgroupoid we get that B
φ
APS contains Orb((
◦
M ×φ
◦
M × (0, 1])h(0,1]) as an open dense subset, and by the last proposition and the discussion
above this last orbit space identifies to B×RN−1×R∗+× (0, 1]. We resume this discussion
in the following corollary:
Corollary 5.4 The Connes-Thom groupoid (Γφ(M)FE)hF is free and proper and is Morita
equivalent to the space BφAPS. Moreover we have a commutative diagram
K0(C
∗((bT φncM)h0))
≈M

K0(C
∗(((Γφ(M))FE)hE ))
≈M

r
≈
oo e1 // K0(C
∗
r ((
◦
M ×φ
◦
M)h1))
≈M

K0top(N
φ
sing(M)) K
0
top(B
φ
APS)
i∗0
≈
oo
i∗1 // K0top(B × R
N ).
(5.17)
where N φsing(R
N ,M)
i0
→֒ BφAPS is the closed complement of the open dense subset B×R
N×
(0, 1] included in BφAPS.
Definition 5.5 [Atiyah-Patodi-Singer b-topological index morphism for families of mani-
folds with boundaries] Let (M,φ) be a fibrated manifold with boundary as above. Consider
an embedding of M in RN as in the previous section. The APS b-topological index mor-
phism of (M,φ) is the morphism
bIndφtopAPS : K0(C
∗(bT φncM)) −→ K
0
top(B) (5.18)
defined as the composition of the following three morphisms
1. The Connes-Thom isomorphism C T 0 followed by the Morita equivalence M0:
K0(C
∗(bT φncM))
C T 0−→ K0(C
∗((bT φncM)h0))
M0−→ K0top(N
φ
sing(R
N ,M))
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2. The topological K-theory morphism of the deformation space BφAPS (proposition
5.9):
K0top(N
φ
sing(R
N ,M))
B
φ
APS
))
K0top(B
φ
APS)
(e0)∗
≈
oo (e1)∗ // K0top(B × R
N )
and
3. the usual Bott periodicity isomorphism: K0top(B × R
N)
Bott
−→ K0top(B).
Remark 5.6 The topological index defined above is a natural generalisation of the topo-
logical index morphism for families as defined by Atiyah-Singer.
We now prove, following [6], the index theorem.
Theorem 5.7 [K-theoretic APS for families] Let M be a manifold with boundary together
with a fibration φ :M → B as above, consider an embedding of M in RN as in the previous
section. We have an equality of index morphisms
bIndφAPS =
b IndφtopAPS (5.19)
Proof : The following diagram, in which the morphisms C T and M are the Connes-
Thom and Morita isomorphisms respectively, is trivially commutative by naturality of the
Connes-Thom isomorphism:
K0(C
∗(bT φncM))
≈CT

K0(C
∗((Γφ(M))FE)
≈CT

e0
≈
oo e1 // K0(C∗r (
◦
M ×φ
◦
M))
≈
CT

K0(C
∗((bT φncM)h0))
≈M

K0(C
∗(((Γφ(M))FE)h))
≈M

r
≈
oo e1 // K0(C∗r ((
◦
M ×φ
◦
M)h1))
≈M

K0top(N
φ
sing(M)) K
0
top(B
φ
APS)
i∗0
≈
oo e1 // K0top(B × R
N ).
(5.20)
The left vertical line gives the first part of the topological index map. The bottom
line is the morphism induced by the deformation space BφAPS and the right vertical line is
precisely the inverse of the Bott isomorphism once the Morita equivalence
◦
M ×φ
◦
M ∼ B
applied. Since the top line gives IndFE, we obtain the result.
✷
Corollary 5.8 The topological index above does not depend on the choice of the embed-
ding.
5.2 The cohomological formula
The theorem 5.7 (see also diagram (5.20)) tells us that the computation of the b-APS
index can be performed (modulo Connes-Thom and Morita) as the computation of the
index of a deformation space BφAPS:
K0top(N
φ
sing(R
N ,M)) K0top(B
φ
APS)
(e0)∗
≈
oo (e1)∗ // K0top(B × R
N )
Since these are topological K-theory morphisms given by the inclusions an explicit
computation should be possible. Indeed, the classic Stokes theorem applies exactly as in
[6] proposition 3.12 to prove
27
Proposition 5.9 The following diagram is commutative
K0top(N
φ
sing(R
N ,M))
ind
B
φ
APS
))
∫
φN
ch(·) ))❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
K0top(B
φ
APS)
(e0)∗
≈
oo (e1)∗ // K0top(B × R
N )
∫
p1
ch(·)vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
HevdR(B)
where the integrations are performed following the fibers of the canonical projections p1 :
B × RN → B and φN : N
φ
sing(R
N ,M)→ B
The following result is an immediate consequence of theorem 5.7 and of the last propo-
sition.
Corollary 5.10 [Cohomological formula] For D a longitudinal fully elliptic operator in
bΨ∗(Γbφ(M)) we have the following equality in H
ev
dR(B):
Ch(bIndφAPS(D)) =
∫
φN
Ch(T ([σφNC(D)])). (5.21)
where [σφNC(D)] ∈ K0(C
∗(bT φncM)) is the noncommutative symbol and T : K0(C
∗(bT φncM))→
K0(N φsing(R
N ,M)) denotes the Connes-Thom isomorphism followed by the Morita equiv-
alence induced isomorphism.
In particular, by picking up a differential form ωD on N
φ
sing(R
N ,M) representing
Ch(T ([σNC(D)]), we obtain:
Ch(bIndφAPS(D)) =
∫
φNφ
ωD +
∫
φNV
ωD, (5.22)
where φNφ denotes the restriction of φN to the normal bundle Nφ(R
N ,M) and φNV the
restriction φN to the complement N
φ
sing(R
N ,M) \ (Nφ(R
N ,M)| ◦
M
).
The first integral above involves the restriction of ωD to Nφ(R
N ,M), which is related
to the ordinary principal symbol of D. More precisely, the principal symbol σpr(D) of D
provides a K-theory class of C∗(A∗(Γφb (M))) or in other words of the b-cotangent bundle
bT ∗φX, and by functoriality of both the Chern character and Thom-Connes maps, we have
[(ωD)|Nφ ] = Ch(C T ([σpr(D)]).
The second integral can thus be viewed as a correction term, which is related to the
eta invariant form appearing in the APS formula for families (in the case of families
of Dirac operators) and which also depends on the choice of the representative ωD ∈
Ch(C T ([σD])).
To be more precise in this last statement, let /D ∈ bDiff1φ(M,E) be a family of
generalized Dirac operators. Let /DP be a fully b-elliptic operator with [σ( /D)] = [σ( /DP )]
in K0(bT ∗φM). This fully elliptic operator always exists by corollary 5.3. Then by applying
our last cohomological formula, together with the discussion and with the notations above,
we get by theorem 1 and 2 in [18], a new expression for the eta form
η /DP = −2
∫
φNV
ω /DP . (5.23)
Now, the right hand side of the formula above makes sense in general, we will discuss
elsewhere possible explicit computations and some aplications of these boundary correction
terms.
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