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Abstract
By using analytic tools it is shown that the variance E(Hn−EHn)2 of the height Hn of binary
search trees of size n is bounded. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let Hn denote the random variable which describes the height of binary search trees
of size n, i.e.
P[Hn6h] =
an; h
n!
;
where an; h denotes the number of permutations  ∈ Sn of n elements such that the
corresponding binary search tree has height 6h. (For a description of binary search
trees see [6]. The height of a binary tree is the maximal distance of a leaf (external
node) to the root.)
In 1986, Devroye [1] proved that the expected value EHn satis=es the asymptotic
relation EHn ∼ c log n (as n→∞), where c = 4:31107 : : : is the solution greater than
2 of the equation (2e=c)c = e: (For related work and extensions see [2, 3, 7, 9–11].)
Based on numerical data Robson conjectured that the variance VHn is bounded. Quite
recently, Reed [8] gave the =rst proof of Robson’s conjecture. He used an approach
related to that of Devroye and Reed [3], where he could also show that
EHn = c log n− 3c2(c − 1) log log n+ O(1):
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In what follows, we present a second (short) proof of Robson’s conjecture. 1 It was
found independently from that of Reed (and a little later) and is based on a completely
diJerent approach.
In order to formulate the result, we introduce the polynomials 2
yh(x) :=
∑
n¿0
P[Hn6h]xn (h¿0): (1)
Since the numbers an; h satisfy the recurrent relation
an; h+1 =
n−1∑
k=0
(
n− 1
k
)
ak; han−1−k; h (2)
with initial conditions ah;0 = 1 for h¿0 and an;0 = 0 for n ¿ 0, these polynomials are
recursively given by y0(x) ≡ 1 and by
yh+1(x) = 1 +
∫ x
0
yh(t)2 dt (h¿0): (3)
(Alternatively, we can characterize them by y′h+1(x) = yh(x)
2 and yh(0) = 1.)
Theorem. The expected value of the height Hn of binary search trees of size n is
given by
EHn = max{h : yh(1)6n}+ O(1) (n→∞): (4)
and the variance is bounded:
VHn = E(Hn − EHn)2 = O(1) (n→∞): (5)
Note that we also prove an asymptotic relation for the expected value EHn which is,
however, implicit and does not reprove the explicit asymptotic relation EHn ∼ c log n.
In view of the following proof it seems to be easier just to prove the boundedness of
VHn. (Nevertheless, by a re=ned analysis of the tools presented below, one can show
EHn = c log+O(log log n), but at the moment not more, see [4]).
2. Proof of the theorem
For convenience, we will use the abbreviation =e1=c=1:26 : : : (where c=4:31107 : : :
is the solution greater than 2 of the equation (2e=c)c = e).
We will =rst show that a speci=c (retarded) diJerential equation has a unique solu-
tion.
1 This note is a short version of a part of [5] which also contains tighter bounds, some (possible) extensions
concering the saturation level, m-ary search trees and distribution, and a review on the history of this problem
and its solution.
2 This point of view to the height of binary search trees was suggested to me by Philippe Flajolet.
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Lemma 1. There exists a unique entire solution of the di8erential equation
′(u) = − 1
2
(u=)2 (6)
with the initial condition (0) = 1. Furthermore, this solution has the following
properties for real u ¿ 0:
1. 0 ¡ (u) ¡ 1=u.
2.(u) is decreasing, u(u) is increasing.
3. u(u) = 1 + O(u−1) as u→∞.
Proof. Starting with a formal power series (u) =
∑
n¿0 cnu
n with c0 = 1 and insert-
ing it into (6) we immediately obtain the recurrence
cn+1 = −
−n−2
n+ 1
n∑
k=0
ckcn−k :
By induction, it follows that |cn|61 for all n¿0. Hence,
∑
n¿0 cnu
n represents an
analytic function for |u| ¡ 1 and thus provides an analytic solution of the functional
equation (6). Now (6) ensures that ′(u) (and consequently (u)) has an analytic
continuation to the disc |u|¡  which satis=es (6). Repeating this argument it follows
that this solution (u) can be analytically continued to an entire function. Obviously,
there is at most one entire solution.
Next, it is clear that (u) is strictly decreasing for u¿0. However, in order to prove
the other properties it seems to be necessary to introduce the auxiliary function
f(x) := e(c−1)x (1− ex(ex)) : (7)
First of all, the diJerential equation (6) translates to (note that c = 2e=)
f′(x) = c
(
f(x)− f(x − c−1))+ (c=2)2e−(c−1)xf(x − c−1)2: (8)
Since (u) = 1−−2u+O(u2) and ′(u) = −−2+O(u) as u→ 0 it follows that there
exists x0 such that f(x) is increasing for x6x0. Assume that x1 = sup{x : f′(x) ¿ 0}
is =nite. By continuity of f′ we have f′(x1) = 0. Furthermore, by de=nition f′(x) ¿ 0
for x¡x1. However, with the help of (8) this implies that f′(x1)¿ 0 which contradicts
our assumption. Thus, f(x) is increasing and positive for all x, and by de=nition (7)
this implies that u(u) ¡ 1 for all u ¿ 0.
Next, introduce the function (u) := u(u), which satis=es the diJerential equation
u′(u) = (u) − (u=)2. Since limu→0′(u) = 1 it follows that (u) = u(u) is
monotonically increasing at least for suLciently small (real) u ∈ [0; u0]. However, if
[0; u1] denotes a (maximal) interval, where (u) is increasing we have by (u) ¡ 1
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that u1′(u1) = (u1) −(u1=)2 ¿ 0 which ensures that (u) is increasing for all
u ¿ 0. This also shows that (u) ¿ 0 for all u¿0.
Now, by the monoticity of u(u) we have u(u)¿(u=)(u=) and consequently
by (6)
−′(u)6(u)2 resp: − 
′(u)
(u)2
61:
for all u¿0. Hence,
1
(u)
− 1
(0)
6u
or (u)¿1=(1 + u). Since u(u) ¡ 1, we thus get u(u) = 1 + O(u−1) as u→∞.
The most important tool for the proof of the Theorem is a set of auxiliary functions
y˜h(x) := 
h(h(1− x)) (h¿0): (9)
The properties of (u) easily translate to corresponding properties for y˜h(x).
Lemma 2. The functions y˜h(x) de:ned by (9) satisfy the following properties:
1: 0 ¡ y˜h(0) ¡ 1.
2: 1− y˜h(0) = O(−h) (h→∞).
3: y˜h(1) = 
h.
4: y˜h+r(x)¿y˜h(x) for all x¿0 and r¿0.
5: y˜′h+1(x) = y˜h(x)
2.
6: For every integer h¿0 and every real D the di8erence yh(x)− y˜h+D(x) has exactly
one zero xh;D on the positive real line. They satisfy xh+1; D ¿ xh;D.
Proof. The =rst four properties are obvious in view of Lemma 1.
Even the =fth property is easy to check. By using (6) we directly obtain
y˜′h+1(x) = 
h+1′(h+1(1− x))(−1)h+1
=−2h+2′(h+1(1− x))
= 2h(h(1− x))2 = y˜h(x)2:
The last property can be proved by induction. Set h;D(x) := yh(x) − y˜h+D(x). We
show that there exists xh;D ¿ 0 such that h;D(x) ¿ 0 for 06x ¡ xh;D and h;D(x) ¡
0 for x ¿ xh;D. Since y˜D(x) has a power series expansion at x0 = 0 with positive
coeLcients (note that sgn(k)(u) = (−1)k for u¿0) it follows that y˜D(x) is strictly
increasing and grows faster than any polynomial. Together with 0 ¡ y˜D(0) ¡ 1, this
implies that the assertion is surely true for h = 0. Now suppose that the assertion is
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true for some h¿0. Then we have
′h+1; D(x) = y
′
h+1(x)− y˜′h+1+D(x)
= yh(x)2 − y˜h+D(x)2
= h;D(x)(yh(x) + y˜h+D(x)):
Hence, h+1; D(x) is increasing for 06x¡xh;D and decreasing for x ¿ xh;D. Since
h+1; D(0) ¿ 0 and limx→∞ h+1; D(x) = −∞ there exists a unique zero xh+1; D of
h+1; D(x). Note that this proof also shows that xh+1; D ¿ xh;D.
The last property of Lemma 2 has an interesting consequence which we will use for
the proof of the theorem.
Lemma 3. For every h¿0 we have
yh+1(1)
yh(1)
¿: (10)
Proof. Set eh := c log yh(1). Then by de=nition y˜eh(1) = 
eh = yh(1), i.e. xh;eh−h = 1.
Thus, xh+1;eh+1−(h+1) = xh+1;eh−h ¿ xh;eh−h = 1 implies
eh+1 = yh+1(1) ¿ y˜eh+1(1) = 
eh+1 =  yh(1);
which proves the lemma.
Note that (10) is equivalent to eh+1¿eh + 1.
Now we directly enter the proof of the Theorem.
Proof. We start by observing that
P[Hn+16h]6P[Hn6h]; (11)
i.e. the coeLcients of yh(x) are decreasing. Since P[Hn6h] = an; h=n! we equivalently
have
an+1;h6(n+ 1)an; h; (12)
which we will prove by induction. Obviously, (12) is true for h = 0. Now suppose
that it is true for some h¿0. Then, we have for n¿0
an+1;h+1 =
n∑
k=0
(
n
k
)
ak; han−k; h =
n−1∑
k=0
(
n
k
)
ak; han−k; h + an; h
6
n−1∑
k=0
n
n− k
(
n− 1
k
)
ak; h(n− k)an−k−1;h + an; h+1
= nan; h+1 + an; h+1 = (n+ 1)an; h+1:
Since a0; h+1 = 1 and a1;h+161 we also have a0; h+16a1; h+1. This completes the proof
of (12) and consequently that of (11).
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The next step is to prove upper bounds for P[Hn6h] if n¿yh(1) and lower bounds
for P[Hn6h] if n6yh(1). As above set eh = c log yh(1), i.e. yh(1) = y˜eh(1).
First we suppose that x¿1. By (6) of Lemma 2 and (11) we get
y˜eh(x)¿yh(x)¿
n∑
k=0
P[Hk6h] xk¿P[Hn6h]
xn+1 − 1
x − 1 :
Choosing x = 1 + −eh and using the de=nition of y˜eh(x) we obtain the upper bound
P[Hn6h]6
1
(1 + −eh)n+1 − 1(−1)
1
n−eh
= −(c log n−eh); (13)
which is signi=cant for c log n¿eh, resp. for n¿yh(1).
In the same fashion we have for 0 ¡ x ¡ 1
1
1− x − y˜eh(x)¿
1
1− x − yh(x)¿
∞∑
k=n
(1− P[Hk6h]) xk
¿ (1− P[Hn6h]) x
n
1− x :
Setting x = 1− 1=n we directly get
1− P[Hn6h]1− eh−c log n(eh−c log n)−(eh−c log n) (14)
if eh¿c log n, resp. if n6yh(1). Now recall that eh+1¿eh + 1. Hence, we have
∑
h:yh(1)6n
P[Hn6h]
∑
h:eh6c log n
−(c log n−eh)

∑
j¿0
−j = O(1) (n→∞)
and
∑
h:yh(1)¿n
(1− P[Hn6h])
∑
h:eh¿c log n
−(eh−c log n)

∑
j¿0
−j = O(1) (n→∞):
These estimates are suLcient to prove the proposed expansion (4) for the expected
value EHn:
EHn =
∑
h¿0
(1− P[Hn6h]) =
∑
h:yh(1)6n
(1− P[Hn6h]) +
∑
h:yh(1)¿n
(1− P[Hn6h])
=max{h : yh(1)6n}+ O(1)−
∑
h:yh(1)6n
P[Hn6h] +
∑
h:yh(1)¿n
(1− P[Hn6h])
=max{h : yh(1)6n}+ O(1):
In view of this estimate (and the property eh+1 − eh¿1) we have for h6EHn
c log n− eh¿(EHn − h) + C1
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and for h¿EHn
eh − c log n¿(h− EHn) + C2
for suitably chosen constants C1; C2. Thus, (13) and (14) yield
P[|Hn − EHn|¿j]−j
which directly implies that
E(Hn − EHn)2
∑
j¿0
jP[|Hn − EHn|¿j] = O(1)
as n→∞. This completes the proof of the Theorem.
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