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Abstract: A (lagged) time series regression model involves the regression of scalar response time series
on a time series of regressors that consists of a sequence of random functions (curves), also known as
a functional time series. In practice, the underlying regressor curve time series are not always directly
accessible, and often need to be treated as latent processes that are observed (sampled) only at discrete
measurement locations. In this paper, we consider the so-called sparse observation scenario where only
a relatively small number of measurement locations have been observed, indeed locations that may
be different for each curve. The measurements can be further contaminated by additive measurement
error. A spectral approach to the estimation of the model dynamics is considered. The spectral density
of the regressor time series and the cross-spectral density between the regressors and response time
series are estimated by kernel smoothing methods from the sparse observations. The estimation of the
impulse response regression coefficients of the lagged regression model is regularised by means of the
ridge regression approach (Tikhonov regularisation) or the PCA regression (truncation regularisation).
The latent functional time series are then recovered by means of prediction, conditioning on all the
observed observed data. A detailed simulation study investigates the performance of the methodology
in terms of estimation and prediction for a wide range of scenarios.
AMS 2000 subject classifications: Primary 62M10; secondary 62M15, 60G10.
Keywords and phrases: autocovariance operator, lagged regression, functional data analysis, non-
parametric regression, spectral density operator.
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1. Introduction
A (lagged) time series regression model is perhaps the most basic –and certainly one of the most and
longest studied (Kolmogoroff, 1941; Wiener, 1950)– forms of coupled analysis of two time series. In a general
context, given two discrete time stationary time series {Xt} and {Zt}, the input (or regressor) and output
(or response), valued in some vector spaces H1 and H2, such a model postulates that
Zt = a+
∑
k∈Z
BkXt−k + et, t ∈ Z,
for some constant a ∈ H2, a sequence of random disturbances {et} valued in H2 and a sequence of linear
mappings Bk : H1 → H2. This linear coupling would be the typical dependence model, for instance, if
{(Xt, Zt)} were a jointly Gaussian stationary process in H1 × H2, and is also known as a time-invariant
linearly filtered time series model. The estimation problem is, then, to estimate the unknown transformations
{Bk} given the realisation of a finite stretch of the joint series {(Zt, Xt)} (a problem also known as system
identification, particularly in signal processing).
This problem is very well understood and has been extensively studied in the classical context where the
spaces Hj coincides with the Euclidean spaces of potentially different dimensions (Brillinger, 1981; Priestley,
1981; Shumway and Stoffer, 2000). Nevertheless, generalising these results to the case where either space, and
particularly the regressor space H1, may be an infinite dimensional vector space is far from straightforward,
and has been comparatively much less studied. The difficulty in this case is that one needs to manipulate
operations involving the inverses of compact or even trace-class operators, which fail to exist boundedly on the
entire codomain. Consequently, analysis of such models requires drawing on tools from functional analysis,
and developing novel methodology that incorporates suitable regularising schemes. Such a setting has only
recently been considered for functional time series regression models, for example by Ho¨rmann, Kidzin´ski
and Kokoszka (2015), who treat the problem of estimation of the filter coefficients by means of spectral
truncation regularisation (PCA regression), and Pham and Panaretos (2018), who deduce convergence rates
for the estimated coefficients when using Tikhonov regularisation (ridge regression).
While this may seem to be an artificial abstraction at first sight, such time infinite-dimensional time
series are becoming increasingly prominent for applications, since the abstraction of an infinite dimensional
(Hilbert) space, captures the scenario where the value of a series at each time is a square-integrable func-
tion, e.g. a curve. Examples include time series of DNA minicircles evolving in solution (seen as a time
series of closed curves in 3D indexed by discrete time, see e.g. Tavakoli and Panaretos (2016)) or the data
constructed by dividing a continuously observed scalar time series into segments of an obvious periodicity,
usually days. Examples of the latter form are particularly prominent in environmental applications, for ex-
ample the analysis of particulate matter atmospheric pollution (Ho¨rmann and Kokoszka, 2010; Ho¨rmann,
Kidzin´ski and Hallin, 2015; Ho¨rmann, Kokoszka and Nisol, 2016; Aue, Norinho and Ho¨rmann, 2015), traffic
data modelling (Klepsch, Klu¨ppelberg and Wei, 2017), or financial applications of intra-day trading (Mu¨ller,
Sen and Stadtmu¨ller, 2011; Kokoszka et al., 2017). Another promising financial application of functional
time series emerges in the yield curve modelling (Hays et al., 2012; Kowal, Matteson and Ruppert, 2017a;
Sen and Klu¨ppelberg, 2019).
We focus here on the case H2 = R, i.e. when the response process is scalar. This is indeed the case that is
most often studied in the literature, due in large part due to the many examples it covers, but also because
it is the simplest version of the problem that captures the essence of higher generality: the difficulty in
estimating the filter coefficients lies in the ill-possessedness of the spectral density operator inversion that
requires regularisation. For a scenario involvingH2 being infinite dimensional, i.e. with a functional response,
see Ho¨rmann, Kidzin´ski and Kokoszka (2015) confirming this difficulty.
In practice, one can never observe the regressor time series {Xt} in its “Platonic” continuum form. For
example, if H1 is a space of functions on [0, 1] and each Xt : [0, 1] → R is a curve, then one might be
able to observe evaluations of Xt(·) at various locations of its domain. In some cases, the sampled locations
are sufficiently dense, and the measurement instrumentation sufficiently precise to be free of any additional
noise contamination, so that one can disregard the effects of sampling. This is essentially the approach
taken in Ho¨rmann, Kidzin´ski and Kokoszka (2015) and Pham and Panaretos (2018) where the regressors are
treated as being fully observed as elements of H1 = L2[0, 1]. However, it may well happen that {Xt} is only
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measured at few and randomly positioned locations in its domain, indeed varying with time, and that the
measurements are themselves contaminated by noise. That is, instead of observing Xt(u) for all u in [0, 1],
we instead observe
Ytj = Xt(xtj) + ǫtj , j = 1, . . . , Nt, t = 1, ..., T.
for a sequence of point processes (xt1, ..., xtNt), t = 1, . . . , T , independent in time, and a white noise mea-
surement error sequence. This observation scheme is illustrated on Figure 1 and is exhibited, for example,
when dealing with fair weather atmospheric electricity data (Rub´ın and Panaretos, 2018; Tammet, 2009).
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Fig 1. Left: The “Theory” picture, where Xt(x), x ∈ [0, 1], is a fully observed functional datum (solid line). Right: The
“Practice” picture, where the functional datum Xt(x), x ∈ [0, 1], is latent, and one can either observe dense noiseless ob-
servations (dotted line) or sparse noisy observations (crosses) with additive noise Ytj = Xt(xtj) + ǫtj observed at locations
xtj , j = 1, . . . , 6. In the dense case, one can typically behave as if the true latent function were observed. The sparse case,
however, needs new tools.
Such a setting escapes both the methods and the theory developed at the level of continuum, and instead
requires methodology that accounts for the observation scheme, as well as theory that incorporates the
latent/emission processes explicitly. The purpose of this paper is precisely to construct such a methodology
and develop the associated asymptotic theory.
Our approach consists in estimating the complete space-time covariance structure of the data by estimating
the spectral density operator of the regressor time series, and the cross-spectral density operator between
the regressor and response time series. Our estimators are based on the kernel smoothing methods (Yao,
Mu¨ller and Wang, 2005a,b; Hall, Mu¨ller and Wang, 2006; Li and Hsing, 2010; Rub´ın and Panaretos, 2018).
Once these are estimated, one obtains estimating equations whose solution yields the estimators of the
filter coefficients. The solution of the estimating equations, however, comprises an ill-posed inverse problem,
hence regularisation is required. We offer two regularisation techniques, spectral truncation regularisation
(Ho¨rmann, Kidzin´ski and Kokoszka, 2015) and Tikhonov regularisation (Pham and Panaretos, 2018). The
forecasting of the response process is then implemented by first predicting the latent functional regressor
data (using their estimated spectral characteristics) and then plugging-in these predictions into the estimated
lagged regression model.
Sparsely observed functional time series have only recently received attention (Kowal, Matteson and
Ruppert, 2017a,b; Rub´ın and Panaretos, 2018; Sen and Klu¨ppelberg, 2019), and our results appear to be
first in the context of the lagged regression model where the regressor process is functional. A related
problem of dynamic function-on-scalar regression was studied by Kowal (2018) by the means of Bayesian
factor models.
Our presentation is organised as follows. Section 2 defines the framework of sparsely observed functional
time series as well as the functional lagged regression model and its analysis in the spectral domain. The
section explains the estimation methodology for the model components, the spectral and the cross-spectral
densities, and the regularised estimator of the filter coefficients of the lagged regression. Furthermore, the
forecasting algorithm is introduced. Section 3 presents the asymptotic results of the proposed method:
the consistency and the convergence rate are provided. Section 4 verifies the finite sample properties of the
proposed methodology on a simulation study. The proofs of the formal statements are presented in Section 5.
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2. Model and Estimation Methodology
2.1. Functional Time Series Regression Model
The regressor functional time series {Xt}t∈Z = {Xt(x), x ∈ [0, 1]}t∈Z is a sequence of smooth random
functions defined on the interval [0, 1]. The random functions are treated as random elements in the Hilbert
space H1 ≡ H = L2([0, 1]). Additionally, the regressor time series {Xt}t∈Z is assumed to be second-order
stationary in the variable t. We define the mean function µ(x) = E [X0(x)], the lag-h autocovariance kernels
RXh (x, y) = E [(Xh(x) − µ(x))(X0(y)− µ(y))] and the corresponding lag-h autocovariance operators RXh
defined by the right integration (Rhg)(x) =
∫ 1
0 Rh(x, y)g(y) dy for g ∈ L2([0, 1]). The autocovariance kernels
and operators are assumed to be summable in the supremum norm (denoted ‖ · ‖∞) and the nuclear norm
(denoted ‖ · ‖1) respectively,∑
h∈Z
‖RXh ‖∞ =
∑
h∈Z
sup
x,y∈[0,1]
|RXh (x, y)| <∞,
∑
h∈Z
‖RXh ‖1 =
∑
h∈Z
trace
{√
(RXh )
∗RXh
}
<∞. (A1)
The response time series {Zt}t∈Z is considered to be scalar. The sequence of filter coefficients {B}k∈Z con-
sists of unknown fixed (deterministic) continuous linear functionals Bk : H 7→ R. By the Riesz representation
theorem, there exist functions bk(·) ∈ H such that Bkf =
∫ 1
0 bk(x)f(x)dx for all f ∈ H.
Throughout the paper it is assumed that the filter coefficients are summable in both supremum norm and
the vector norm ∑
k∈Z
‖bk‖∞ =
∑
k∈Z
sup
x∈[0,1]
|bk(x)| <∞,
∑
k∈Z
‖Bk‖H <∞. (A2)
The response time series is then modelled by the lagged regression equation
Zt = a+
∑
k∈Z
BkXt−k + et (2.1)
where a ∈ R is a constant, called the intercept, and {et}t∈Z is a sequence of independent identically distributed
zero-mean real random variables with variance τ2 ∈ (0,∞). Our assumptions imply that the response time
series {Zt}t∈Z is also stationary.
We define the cross-covariance kernel and the cross-covariance operator between the time series {Zt} and
the time series {Xt} as
RZXh (x) = E [ZhX0(x)] , x ∈ [0, 1], RZXh = E [ZhX0] ∈ H.
We make here a few simplifying assumptions concerning the first order structure of the data, to keep focus
on the more challenging second order structure. Firstly, we assume that the regressor time series {Xt}t∈Z
is centred, i.e. µ(·) ≡ 0. If that was not the case, the mean function µ(·) could be estimated by the kernel
smoother method introduced by Rub´ın and Panaretos (2018). Secondly, we assume that the intercept is null,
i.e. a = 0. Otherwise it could be estimated using the relation a = E [Z0] −
∑
k∈Z bkµ where E [Z0] could be
estimated by the sample mean and the coefficients bk by the methods of this paper. As a consequence of the
assumption a = 0 we note that the response time series is also centred, i.e. E [Z0] = 0.
2.2. Observation Scheme
We now describe the sparse observation scheme for the regressor functional time series {Xt}t∈Z. Let Ytj be
the j-th measurement on the t-th curve at spatial position xtj ∈ [0, 1], where j = 1, . . . , Nt and Nt is the
number of measurements on the curve Xt for t = 1, . . . , T . The additive measurement errors are denoted by
ǫtj and are assumed to be independent identically distributed realisations of a mean 0 and variance σ
2 > 0
random variable. Furthermore, the measurement errors are assumed to be independent of {Xt}t∈Z as well
as the measurement locations {xtj}. The observation model can be then written as
Ytj = Xt(xtj) + ǫtj , j = 1, . . . , Nt, t = 1, ..., T. (2.2)
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The spatial positions xtj as well as their number Nt are considered random and concrete conditions on their
distributions are given in Section 3, in the context of our asymptotic theory. The response time series {Zt}t∈Z
is considered to be observed is the same time horizon, hence the observations Z1, . . . , ZT are available to us.
2.3. Spectral Analysis of Functional Lagged Regression
Under the condition (A1), Panaretos and Tavakoli (2013a) defined the spectral density kernels and spectral
density operators
fXω (·, ·) =
1
2π
∑
h∈Z
RXh (·, ·)e− iωh, FXω =
1
2π
∑
h∈Z
R
X
h e
− iωh, (2.3)
for ω ∈ [−π, π]. The sums in (2.3) converge converge in the supremum norm and the nuclear norm respectively.
Furthermore, the spectral density operator FXω is a non-negative, self-adjoint trace-class operator for all ω.
Hence it admits the spectral representation
Fω =
∞∑
m=1
λωmϕ
ω
m ⊗ ϕωm (2.4)
where ⊗ is the tensor product in H. The elements of the sequence λω1 ≥ λω2 ≥ · · · ≥ 0 are called harmonic
eigenvalues and the corresponding functions ϕωm are called harmonic eigenfunctions.
Furthermore, the lagged autocovariance kernels and operators can be recovered by the inversion formula
(Panaretos and Tavakoli, 2013a) that holds in the supremum and the nuclear norm, respectively:
RXh (·, ·) =
∫ pi
−pi
fXω (·, ·)eiωh dω, RXh =
∫ pi
−pi
F
X
ω e
iωh dω. (2.5)
Under the assumptions (A1) and (A2), Ho¨rmann, Kidzin´ski and Kokoszka (2015) defined the cross-spectral
density operator between {Zt}t∈Z and {Xt}t∈Z by the formula
F
ZX
ω =
1
2π
∑
h∈Z
R
ZX
h e
− iωh, ω ∈ [−π, π], (2.6)
and showed that this sum converges in the Hilbert-Schmidt norm, which is equal to the vector norm ‖·‖H for
the scalar response case as in the setting of this paper. Using similar ideas, one can define the cross-spectral
density kernel between {Zt}t∈Z and {Xt}t∈Z by
fZXω (·) =
1
2π
∑
k∈Z
RZXh (·)e− iωh, ω ∈ [−π, π]. (2.7)
The sum on the right-hand side of (2.7) converges in the supremum norm.
Further, Ho¨rmann, Kidzin´ski and Kokoszka (2015) introduced the frequency response operator
Bω =
∑
h∈Z
Bke− ihω, ω ∈ [−π, π].
and obtained the relation between the spectral density operators, cross-spectral density operators, and the
frequency response operators
F
ZX
ω = BωF
X
ω , ω ∈ [−π, π], (2.8)
which provides the basis for the estimation of the filter coefficients introduced in the next section. In our
case of scalar response, the Bω are in fact functionals, i.e. Bω : H → R. The filter coefficients {bk}k∈Z can
be recovered by the formula
Bk = 1
2π
∫ pi
−pi
Bωe
ihω dω, k ∈ Z. (2.9)
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2.4. Nonparametric Estimation of the Model Dynamics
Given the sparsely observed measurements {Ytj} of the underlying regressor functional time series {Xt(·)}t∈Z
we are able to estimate its second order dynamics using the methods derived by Rub´ın and Panaretos (2018).
We work with the “raw” covariances defined as GXh,t(xt+h,j , xtk) = Yt+h,jYtk for h = 0, . . . , T − 1, t =
1, . . . , T − h, j = 1, . . . , Nt+h, k = 1, . . . , Nt. Because of the independence of the additive measurement error
ǫtj , this error “contaminates” only the diagonal of lag-0 covariance kernel, hence
E
[
GXh,t(xt+h,j , xtk)|xt+h,j , xtk
]
= Rh(xt+h,j , xtk) + σ
2
1[h=0,j=k]
where 1[h=0,j=k] = 1 if the condition in the subscript is satisfied, and is equal to 0 otherwise.
The lag-0 covariance kernel Rˆ0(·, ·) is estimated by the locally linear surface smoother on [0, 1]2 over the
pooled lag-0 raw covariances when the diagonal is removed. Specifically, we set Rˆ0(x, y) = bˆ0 where
(bˆ0, bˆ1, bˆ2) = argmin
b0,b1,b2
T∑
t=1
∑
j 6=k
K
(
xtj − x
BR
)
K
(
xtk − y
BR
){
GX0,t(xtj , xtk)− b0 − b1(x− xtj)− b2(y − xtk)
}2
and where K(·) is a symmetric smoothing kernel with BC > 0 a bandwidth parameter. Throughout this
paper we work with the Epanechnikov kernel K(v) = 34 (1− v2) for v ∈ [−1, 1], and 0 otherwise, however any
other usual choice of a smoothing kernel would be appropriate.
The diagonal of the lag-0 covariance kernel with the ridge contamination V (x) = R0(x, x)+σ
2 is estimated
by the local linear smoother over the lag-0 “raw” covariances on the diagonal. Hence we set Vˆ (x) = cˆ0 where
(cˆ0, cˆ1) = argmin
c0,c1
T∑
t=1
Nt∑
j=1
K
(
xtj − x
BV
)
{Ytj − c0 − c1(x− xtj)}2 . (2.10)
The lag-h autocovariance kernel for h 6= 0 can be estimated similarly to (2.10) if the lag-h “raw” covariances
are smoothed and the diagonal is no longer required to be removed.
The estimation of the diagonal of the lag-0 covariance kernel without the ridge contamination is performed
by the local quadratic smoother along the direction perpendicular to the diagonal (Yao et al., 2003; Yao,
Mu¨ller and Wang, 2005a) setting R¯0(x) = cˆ0 where
(c¯0, c¯1, c¯2) = argmin
c0,c1,c2
T∑
t=1
∑
j 6=k
K
(
xtj − x
BR
)
K
(
xtk − x
BR
)
×
× {GX0,t(xtj , xtk)− c0 − c1(x− P (xtj , xtk))− c2(x − P (xtj , xtk))2}2
and P (xtj , xtk) is the first coordinate (which is the same as the second one) of the projection of the point
(xtj , xtk) onto the diagonal of [0, 1]
2. Having the estimates Vˆ (·) and R¯0(x), the measurement error variance
σ2 is estimated by integrating the difference
σˆ2 =
∫ 1
0
(
Vˆ (x)− R¯0(x)
)
dx. (2.11)
The spectral density kernels fˆω(·, ·) are estimated by the Bartlett’s approach (Ho¨rmann, Kidzin´ski and
Hallin, 2015) to weight down higher lags using the Barlett’s (triangular) weights. For a fixed ω ∈ (−π, π),
the spectral density kernel at frequency ω and point (x, y) ∈ [0, 1]2 is estimated as
fˆω(x, y) =
L
2π
dˆ0
where dˆ0 ∈ C is obtained by minimizing the following weighted sum of squares
6
(dˆ0, dˆ1, dˆ2) = argmin
(d0,d1,d2)∈C3
1
T
L∑
h=−L
min(T,T−h)∑
t=max(1,1−h)
Nt+h∑
j=1
Nt∑
k=1
j 6=k if h=0
∣∣GXh,t(xt+h,j , xtk)e− ihω−
− d0 − d1(xtt+h,j − x)− d2(xtk − y)
∣∣2Wh 1
B2R
K
(
xtt+h,j − x
BR
)
K
(
xtk − y
BR
)
. (2.12)
Having estimated the spectral density fˆω(·, ·), whose operator counterpart is denoted Fˆω , enables us to
estimate all autocovariance kernels and operators by the inversion formula
R˜h(·, ·) =
∫ pi
−pi
fˆω(·, ·)eihω dω, R˜h =
∫ pi
−pi
F˜ωe
ihω dω. (2.13)
In the following paragraphs we extend these kernel smoothing techniques to estimate the cross spectral
density between the response time series {Z}t∈Z and the regressor time series {Xt(·)}t∈Z.
Define the raw lagged cross covariances GZXh,t (xtj) = Zt+hYtk where h = 0, . . . , T − 1, t = 1, . . . , T − h,
and j = 1, . . . , Nt. Since E
[
GZXh,t (xtj)|xtj
]
= RZXh (xtj) we may use the raw lagged cross covariances as a
basis for estimation of the cross-spectral kernels.
Consider the Bartlett’s weight function Wh = (1 − |h|/L) for |h| < L and 0 otherwise where L ∈ N is
Bartlett’s span parameter controlling the amount of regularisation involved in the estimation of the spectral
density. Again making use of the local linear kernel smoothing techniques, we estimate the cross-spectral
density at frequency ω ∈ [−π, π] as
fˆZXω (x) =
L
2π
d¯0 ∈ C (2.14)
where d¯0 is realized as the minimizer of the following weighted sum of squares
(d¯0, d¯1) = argmin
(d0,d1)∈C2
1
T
L∑
h=−L
min(T,T−h)∑
t=max(1,1−h)
Nt∑
j=1
∣∣GZXh,t (xtj)e− ihω − d0 − d1(xtj − x)∣∣2 WhBCK
(
xtj − x
BC
)
.
(2.15)
The solution to the complex minimization problem (2.15) can be found explicitly. The formula, which is
given in Section 5.3, consists of a handful frequency independent terms, that can be pre-calculated, and thus
enables the computationally feasible evaluation of the estimator (2.14) even on a dense grid of frequencies.
Once the estimates of the spectral density {FXω }ω∈[−pi,pi] and the cross-spectral density {FZXω }ω∈[−pi,pi]
have been constructed, we turn the attention to the estimation of the frequency response operators {Bω}ω∈[−pi,pi].
Heuristically, from relation (2.8), we would like to write Bω = F
ZX
ω
(
FXω
)−1
, ω ∈ [−π, π]. This formula is
indeed only heuristic because the operator FXω , being trace class, is not boundedly invertible. The same is-
sue is present also for its empirical counterpart FˆZXω
(
FˆXω
)−1
, ω ∈ [−π, π]. Therefore, to achieve consistent
estimation, a regularisation of the inverse
(
FˆXω
)−1
is required.
Being a self-adjoint trace class operator, FˆXω admits the spectral representation
Fˆω =
∞∑
j=1
λˆωj ϕˆ
ω
j ⊗ ϕˆωj
which can be viewed as the empirical version of (2.4). The difficulty in inverting Fˆω can be seen from the
fact that
∑
j λˆ
ω
j = trace{Fˆω} <∞, implying that λˆωj decays at least as fast as j−(1+δ), δ > 0. It is the small
values of λωj that cause problems and there are two classical strategies how to overcome the issue:
1. Spectral truncation. The inverse
(
FˆXω
)−1
is formally replaced by
KωT∑
j=1
1
λωj
ϕˆωj ⊗ ϕˆωj
7
where KωT is the spectral truncation parameter that needs to grow to infinity sufficiently slowly to
allow for the consistency. It may or may not depend on the frequency ω ∈ [−π, π].
The estimator of the spectral transfer function becomes
Bˆ
trunc
ω =
KωT∑
j=1
1
λωj
〈
ϕˆωj , ·
〉
Fˆ
ZX
ω ϕˆ
ω
j , ω ∈ [−π, π]. (2.16)
This approach was adopted by Ho¨rmann, Kidzin´ski and Kokoszka (2015).
2. Tikhonov regularisation. Here, the inverse FˆXω is formally replaced by(
Fˆ
X
ω + ρTI
)−1
=
∞∑
j=1
1
λωj + ρ
ω
T
ϕˆωj ⊗ ϕˆωj
where I is the identity operator on H and the Tikhonov regularisation parameter ρT tends to zero
slowly enough to allow for the consistency. Even though the parameter ρT may depend on ω, usually
Tikhonov regularisation penalises all small values of λωj equally.
The estimator of the spectral transfer function becomes
Bˆ
Tikh
ω = Fˆ
ZX
ω
(
Fˆ
X
ω + ρTI
)−1
=
∞∑
j=1
1
λωj + ρ
ω
T
〈
ϕˆωj , ·
〉
Fˆ
ZX
ω ϕˆ
ω
j , ω ∈ [−π, π]. (2.17)
This form of regularisation is discussed in detail by Pham and Panaretos (2018).
Once the estimate of the spectral transfer operator Bˆω have been established by either of the above
regularisation techniques, the filter coefficients are estimated by
Bˆtrunck =
1
2π
∫ pi
−pi
Bˆ
trunc
ω e
− iωk dω, k ∈ Z, (2.18)
BˆTikhk =
1
2π
∫ pi
−pi
Bˆ
Tikh
ω e
− iωk dω, k ∈ Z. (2.19)
2.5. Forecasting the Response Process
In Section 2.2 we assume the data to be available up to time T for both the regressor time series {Xt(·)}t∈Z
as well as the response time series {Zt}t∈Z. It may very well happen, though, that the measurement of the
response variable is terminated at a sooner time S where 1 < S < T but the measurements of the regressor
time series {Xt(·)}t∈Z carry out further until time T . In this case it is of interest to forecast the unobserved
values of ZS+1, . . . , ZT .
It turns out that an essential building block of the response process forecasting algorithm is prediction
of the latent regressors time series (Rub´ın and Panaretos, 2018) which we outline in the following text. In
fact, our presentation covers also the out-of-sample forecasts both before the time t = 1 and beyond the
horizon t = T . Specifically, we assume that we want to predict the functional data X−M+1, . . . , XT+M , i.e.
the sample padded by M ∈ N extra functional observations at each side of the considered time span.
Denote X = [X−M+1, . . . , XT+M ] ∈ HT+2M the random element representing “stacked” curves of the
latent regressors series. Its second order structure satisfies
Var(X) ≡ S =


R0 R
⊤
1 R
⊤
2 . . . R
⊤
T+2M−1
R1 R0 R
⊤
1 . . . R
⊤
T+2M−2
...
...
...
. . .
...
RT+2M−1 RT+2M−2 RT+2M−3 . . . R0

 ∈ L(HT+2M ). (2.20)
The vector Y = (Y11, . . . , T1N1, . . . , YT,1, . . . , YT,NT ) ∈ RNT consists of all observed data of the regres-
sor time series where NT =
∑T
t=1Nt is the total number of observations up to time T . The measure-
ment errors {ǫtj} are stacked into a vector denoted E ∈ RNT1 . Due to independence, Var(E) = σ2INT1
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where INT1 is the identity matrix of size N T1 × N T1 . Further define the evaluation operators Ht : H →
RNt , g 7→ (g(xt1), . . . , g(xtNt)) for each t = 1, . . . , T and the stacked censor operator H : HT+2M →
R
NT1 , [g−M+1, . . . , gT+M ] 7→ [H1g1, . . . , HT gT ]. Hence the observation scheme (2.2) becomes Y = HX + E .
The best linear unbiased predictor of X given the observed data Y, denoted as Π(X|Y), is
Π(X|Y) = SH∗
(
HSH
∗ + σ2INT1
)−1
Y ∈ HT+2M (2.21)
where ∗ denotes the adjoint operator. The best linear predictor of each functional datum Xt, t = −M +
1, . . . , T +M given the observed data Y, denoted as Π(Xt|Y), is then given by the projection Π(Xt|Y) =
PtΠ(XT |Y) where Pt : HT+2M → H, [g−M+1, . . . , gM+T ] 7→ gt is the projection operator for t = −M +
1, . . . , T +M .
The predictor (2.21) requires the knowledge of the unknown dynamics of the regressors time series through
autocovariance operators (2.20) as well as the measurement error variance σ2. Instead of these parameters
we plug-in the estimated (2.13) and (2.11) and denote these predictors as Πˆ(·|Y).
The predictor (2.21) is extremely useful because it serves as a building block for the response time series
forecasting algorithm as the next proposition motivates.
Proposition 1. The best linear unbiased predictor of Zs given data Y, denoted as Π(Zs|Y), is equivalent to
constructing the best linear unbiased predictors of Xt given data Y, denoted as Π(Xt|Y), for all t ∈ Z and
then applying the filter coefficients {Bk}k∈Z to these predictions. Formally:
Π(Zs|Y) =
∑
k∈Z
BkΠ(Xs−k|Y) , s ∈ Z.
Proposition 1 justifies the following algorithm for prediction the values of ZS+1, . . . , ZT :
1. From the measurements Y realised on the regressor time series {Xt(·)} estimate the spectral density ker-
nels {fˆXω (·, ·)}ω∈[−pi,pi] and the measurement error variance σˆ2. Using the formula (2.13), integrate the
estimated spectral density to obtain the complete space time covariance {RˆXh (·, ·)}h∈Z of the regressor
time series {Xt(·)}.
2. From the measurements Y and the observed response times series Z1, . . . , ZS, estimate the cross-
spectral density {fˆZXω (·)}ω∈[−pi,pi]. Using either the truncation regularisation (2.16) or the Tikhonov
regularisation (2.17), estimate the spectral transfer function {Bω(·)}ω∈[−pi,pi]. By the formula (2.18) or
(2.19) integrate the spectral transfer function to obtain the filter coefficients {Bˆtrunck }k∈Z or {BˆTikhk }k∈Z.
3. Using the methodology explained at the beginning of this section predict the latent functional data
X−M+1, . . . , XT+M from the observables YT , denoted as Πˆ(X−M+1|Y), . . . , Πˆ(X−T+M |Y). This predic-
tion includes a forecast of a few curves, say M , before the time 1 and beyond the time horizon T .
The number M is chosen so that the estimated filter coefficients Bˆtrunck (or BˆTikhk ) for |k| > M are
negligible.
4. For each s = S+1, . . . , T , construct the forecast Πˆ(Zs|Y) =
∑M
k=−M Bˆtrunck Πˆ(Xs−k|Y) (or alternatively
Πˆ(Zs|Y) =
∑M
k=−M BˆTikhk Πˆ(Xs−k|Y)), depending on the chosen regularisation technique.
3. Asymptotic Results
The following conditions ensure the consistent estimation of the spectral density {fXω (·, ·)}ω∈[−pi,pi] and the
cross-spectral density {fZXω (·)}ω∈[−pi,pi]. Besides the conditions on the sampling regime and the asymptotics
of the tuning parameters, these conditions require smoothness of the spectral density and a weak dependence
of the time series realised by the cumulant-type condition.
(B1) The number of measurements Nt in time t are independent identically distributed random variables
with law N where N ≥ 0, E [N ] <∞ and P(N > 1) > 0.
(B2) The measurement locations xtj , j = 1, . . . , Nt, t = 1, . . . , T are independent random variables generated
from the density g(·) and are independent of the number of measurements (Nt)t=1,...,T . The density
g(·) is assumed to be twice continuously differentiable and strictly positive on [0, 1].
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(B3) The autocovariance kernels, Rh(·, ·), are twice continuously differentiable on [0, 1]2 for each h ∈ Z.
Moreover,
sup
x,y∈[0,1]
∣∣∣∣ ∂2∂yα1∂xα2 RXh (y, x)
∣∣∣∣
is uniformly bounded in h for all combinations of α1, α2 ∈ N0 where α1 + α2 = 2.
Recall that the 4-th order cumulant kernel of (zero-mean functional time series) {Xt} (Panaretos and
Tavakoli, 2013a) is defined as
cum (Xt1 , Xt2 , Xt3 , Xt4) (xt1 , xt2 , xt3 , xt4) = E [Xt1(xt1)Xt2(xt2)Xt3(xt3 )Xt4(xt4 )]−
− E [Xt1(xt1 )Xt2(xt2 )]E [Xt3(xt3)Xt4(xt4)]− E [Xt1(xt1 )Xt3(xt3 )]E [Xt2(xt2)Xt4(xt4)]−
− E [Xt1(xt1)Xt4(xt4)]E [Xt2(xt2 )Xt3(xt3 )]
for t1, t2, t3, t4 ∈ N and xt1 , xt2 , xt3 , xt4 ∈ [0, 1]. Compare with the 4-th order cumulant of real random
variables (Rosenblatt, 1985, p. 36).
(B4) Assume that the 4-th order cumulant kernel of {Xt} is summable in the supremum norm
∞∑
h1,h2,h3=−∞
sup
x1,x2,x3,x4∈[0,1]
|cum(Xh1 , Xh2 , Xh3 , X0)(x1, x2, x3, x4)| <∞.
(B5) Assume
∞∑
h=−∞
|h| sup
x,y∈[0,1]
∣∣RXh (x, y)∣∣ <∞.
(B6) The smoothing parameter BR for the estimation of {fXω (·, ·)}ω∈[−pi,pi] satisfies:
BR → 0, TB6R →∞,
(B7) The smoothing parameter BC for the estimation of {fZXω (·)}ω∈[−pi,pi] satisfies:
BC → 0, TB4C →∞,
(B8) Bartlett’s span parameter satisfies:
L→∞, L = o(
√
TB2R), L = o(
√
TBC).
Furthermore, we shall assume the following condition in order for the regression model (2.1) to be iden-
tifiable.
(C1) For all ω ∈ [−π, π] the operators FXω : H → H satisfy ker
(
FXω
)
= 0.
And finally, the following condition ensures that the Tikhonov regularisation parameter ρT , as function of
T , decays slowly.
(C2) The Tikhonov regularisation parameter satisfies
1
ρT
= o
(
L
1√
T
1
BC
)
, T →∞,
1
ρ2T
= o
(
L
1√
T
1
B2R
)
, T →∞.
The following result establishes the asymptotic behaviour of the cross-spectral density estimator {fˆZXω (·)}ω∈[−pi,pi].
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Proposition 2. Under the conditions (A1), (A2), (B1) — (B3), (B7), (B8), the cross-spectral density is
estimated consistently:
sup
ω∈[−pi,pi]
sup
x∈[0,1]
∣∣∣fˆZXω (x)− fZXω (x)∣∣∣ = op(1).
Assuming further the condition (B5), we obtain the convergence rate:
sup
ω∈[−pi,pi]
sup
x∈[0,1]
∣∣∣fˆZXω (x)− fZXω (x)∣∣∣ = Op
(
L
1√
T
1
BC
)
. (3.1)
The estimator of the spectral density and the cross-spectral density are essential building blocks for
the estimation of the filter coefficients. The following theorem establishes consistency of {BˆTikhk }, i.e. the
estimator of the filter coefficient by the Tikhonov regularisation (2.19).
Theorem 1. Under the conditions (A1), (A2), (B1) — (B8), (C1), (C2), the filter coefficients estimates
(2.19) constructed by the Tikhonov regularisation technique are consistent in the sense:
max
k∈Z
∥∥∥BˆTikhk − Bk∥∥∥
H
= op(1).
For the consistency of the filter coefficients estimates (2.18) by the truncation regularisation technique
some more technical assumptions are required. We will make use of a result of Ho¨rmann, Kidzin´ski and
Kokoszka (2015, Theorem 1) that allows one to deduce filter consistency as long as one has consistent
estimators of the spectral density and cross-spectral density operators with known rate of convergence, a
condition on the eigenvalue spacing, and that the spectral truncation parameterKωT grows sufficiently slowly.
In the following we review their conditions and adapt them to the setting when the spectral density kernels
and the cross-spectral density are estimated by our smoothing methods from sparse noisy observations.
Recall the spectral decomposition of the spectral frequency operator (2.4) and that its harmonic eigen-
values and harmonic eigenfunction are denoted {λωk }k≥1 and {ϕωk}k≥1 respectively. Define
αω1 = λ
ω
1 − λω2 ,
αωk = min
{
λωk − λωk+1, λωk−1 − λωk
}
, k ≥ 2.
The following condition guarantees that the eigenspaces belonging to each of the eigenvalues λωm are one-
dimensional, hence the eigenfunctions ϕωm can be identified (up to multiplication by a complex number with
modulus 1).
(C3) For all k ≥ 1 we assume infω∈[−pi,pi] αk(ω) > 0.
Furthermore the truncation parameter KωT needs to grow sufficiently slowly.
(C4) Assume
KωT ≤ min{K(i), 1 ≤ i ≤ 4}
where
K(1) = max
{
k ≥ 1 : inf
ω∈[−pi,pi]
λˆk ≥ 2LT−1/2B−2R
}
,
K(2) = max
{
k ≥ 1 : LT−1/2B−1C
∫ pi
−pi
WKλ (ω) dω ≤ 1
}
,
K(3) = max
{
k ≥ 1 :
∫ pi
−pi
(
W kλ (ω)
)2
dω ≤ L−1/2T 1/4BR
}
,
K(4) = max
{
k ≥ 1 :
∫ pi
−pi
(
W kα (ω)
)2
dω ≤ L−1/2T 1/4BR
}
and where we further define
W kλ (ω) =

 k∑
m=1
1[
λˆωm
]2


1/2
, W kα (ω) =
(
k∑
m=1
1
[αˆωm]
2
)1/2
.
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Under the above stated assumptions, the filter coefficient estimator (2.18) by the truncation regularisation
is consistent.
Theorem 2. Under the conditions (A1), (A2), (B1) — (B8), (C1), (C3), (C4), the filter coefficients esti-
mates (2.18) constructed by the spectral truncation regularisation are consistent in the sense:
max
k∈Z
∥∥∥Bˆtrunck − Bk∥∥∥
H
= op(1).
4. Numerical Experiments
4.1. Simulation Setting
In this simulation study we asses the performance of the proposed methodology on the basis of two criteria:
the estimation error of the filter coefficients estimator (2.19), the prediction error of the forecasts of the
response process (Section 2.5).
We aim to simulate the functional regressor series {Xt}t∈Z as functional linear processes. Therefore, we
first define {Et}t∈Z to be a sequence of independent zero-mean Gaussian random elements. For its covariance
kernel we consider two options:
• A non-stationary modification of the rational quadratic covariance kernel (Rasmussen and Williams,
2006, p. 86)
KnRQ(x, y) = (1 + r(x, y)
2/(2αℓ2))−α, x, y ∈ [0, 1] (4.1)
where α = 1, ℓ = 0.2 and r(x, y) = x2 − y2, x, y ∈ [0, 1].
• A stationary Gaussian kernel:
Kexp(x, y) = 5e
−(x−y)2/10, x, y ∈ [0, 1]. (4.2)
(FAR(1)) The process {Xt}t∈Z is considered to be the functional autoregressive process of order 1 (Bosq, 2012)
which is defined by the iteration
Xt+1 = AXt + Et, t ∈ Z. (4.3)
The operator A is assumed to be a Hilbert-Schmidt operator and we define its kernel as A(x, y) =
κ sin(x − y), x, y ∈ [0, 1], where κ > 0 is chosen such that ‖A‖H = 0.7. We denote the variant of
the process dynamics (FAR(1))nRQ or (FAR(1))exp if the sequence {Et} was simulated with the
covariance kernel (4.1) or (4.2) respectively.
(FMA(4)) The process {Xt}t∈Z is considered to be the functional moving average process of order 4 defined by
Xt = Et + B1Et−1 + B2Et−2 + B3Et−3 + B4Et−4, t ∈ Z. (4.4)
The operators B1, . . . ,B4 are assumed to be Hilbert-Schmidt and given by their kernels B1(x, y) =
κ1 sin(x + y), B2(x, y) = κ2 sin(1 − x + y), B3(x, y) = κ3 sin(1 + x − y), B4(x, y) = κ4 sin(2 − x −
y), for x, y ∈ [0, 1], respectively. The constants κ1 > 0, . . . , κ4 > 0 are chosen so that ‖B1‖H =
0.8, ‖B2‖H = 0.6, ‖B3‖H = 0.4, ‖B4‖H = 0.2 respectively. We denote the variant of the process dynamics
(FMA(4))nRQ or (FMA(4))exp if the sequence {Et} was simulated with the covariance kernel (4.1)
or (4.2) respectively.
The functional autoregressive process (FAR(1)), defined uniquely by the equation (4.3), and the functional
moving average process (FMA(4)) are stationary and Gaussian (Bosq, 2012). Moreover, they satisfy the
assumptions (A1), (A2), (B1) — (B5) and their spectral density operators have explicit forms (Rub´ın and
Panaretos, 2018).
Each of the above defined processes is simulated with a varying time series length T ∈ {300, 600, 900}.
The sparse observations (2.2) are generated by fixing the maximal number of observations per curve Nmax ∈
{5, 10, 20, 30}. For each curve, an integer valued random variable is drawn with uniform distribution on
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{0, . . . , Nmax} corresponding to the number of spatial locations where the Xt is observed (with measurement
error, to be defined). The measurement locations xtj are sampled as uniform random variables on [0, 1]. At
each xtj location, the measurement error is centred Gaussian with variance σ
2 > 0. The variance σ2 > 0 is
chosen so the signal-to-noise ratio is tr(R0)/σ
2 = 20.
For the functional regression model (2.1) we consider 3 settings. In each of the settings, only certain filter
coefficients bk are nonzero functions. We consider a randomized simulation study meaning that a new set of
filter coefficients are randomly drawn and kept fixed only withing each simulation run. The random non-zero
coefficients are drawn by the mechanism
b(x) = c
b˜(x)(∫
b˜(y)2 dy
)1/2 , b˜(x) =
101∑
j=1
e−jφj(x)βj , x ∈ [0, 1], (4.5)
where the functions φ1, . . . , φ101 are again the first 101 basic elements of the Fourier basis on [0, 1]; β1, . . . , β101
are independent identically distributed random variables with the distribution N(0, 1), and c > 0 is a
designated L2([0, 1]) norm. We remark that this definition of the filter functions as trigonometric functions,
in conjunction with our definition of the innovation covariances (4.1) and (4.2) and the two regressor dynamics
(4.3) and (4.4), allow us to probe the performance of our methods both when the filter coefficients admit a
parsimonious representation in the leading spectral eigenfunctions of the regressor, as well as when not.
Concretely, the considered regression models are:
(reg1) The filter coefficients b0, b1 are independently drawn random functions with norm 1, i.e. are drawn by
(4.5) with c = 1.
(reg2) The filter coefficients b0, b3 are independently drawn random functions with norm 1, i.e. are drawn by
(4.5) with c = 1.
(reg3) The filter coefficients b0, b1, b2, b3, b4, b5 are independently drawn random functions with L
2([0, 1]) norms
1, 0.9, 0.7, 0.5, 0.3, 0.1 respectively, i.e. are drawn by (4.5) with c = 1, 0.9, 0.7, 0.5, 0.3, 0.1 respectively.
The model error {et}t∈Z in (2.1) is set to be Gaussian with variance τ2 = 0.1.
For each combination of the settings, i.e. each of the two covariance kernels of {Et}, each of 2 dynamics
of {Xt}t∈Z, each of 3 length parameters T ∈ {300, 600, 900}, each of 4 sampling density parameters Navg ∈
{5, 10, 20, 30}, each of 3 regression structures, we run 200 independent simulation runs. Therefore, the entire
simulation study consists of 2 ∗ 2 ∗ 3 ∗ 4 ∗ 3 ∗ 200 = 28800 runs.
The simulations have to be obviously performed in a finite dimension. We approximate the infinite dimen-
sional dynamics of the process {Xt}t∈Z by the B-Spline basis of dimension 21. The definition of the basis as
well as the approximation procedure are explained in Rub´ın and Panaretos (2018).
Moreover, we consider also the regime of complete functional observations in the setting of Ho¨rmann,
Kidzin´ski and Kokoszka (2015) in order to compare how much information is lost due to sparse sampling.
4.2. Estimation Procedure and Evaluation Criteria
In order to assess the prediction error of the method of Section 2.5 we partition the response time series
Z1, . . . , ZT into the training set Z1, . . . , ZS and the test set ZS+1, . . . , ZT . The split is set to be 80:20 in favour
of the training set, i.e. S = 0.8T . The model components estimates as well as the predictions ZS+1, . . . , ZT
are constructed by the methodology of Section 2.5.
The selection of the bandwidth tuning parameters is performed by the K-fold cross validation, explained
more in detail in Rub´ın and Panaretos (2018). The Bartlett span parameter is set to L = ⌊2T 1/3⌋. For
the truncation based estimates (2.16) we use the method of eigenvalue thresholding (Ho¨rmann, Kidzin´ski
and Kokoszka, 2015) and set the truncation parameter KωT = argmaxm≥1
{
λˆωm > ǫT
}
, where ǫT = T
−1/3.
For the Tikhonov regularisation estimator (2.17) we set the Tikhonov regularisation parameter to ρT =
2 (T )
−1/3 (
N¯
)−1/3
for (FAR(1))nRQ and (FMA(4))nRQ, and ρT = 4 (T )
−1/3 (
N¯
)−1/2
for (FAR(1))exp
and (FMA(4))exp.
In the case of complete functional observations we use the method of Ho¨rmann, Kidzin´ski and Kokoszka
(2015) and opt for their implementation of the eigenvalue thresholding. Besides the truncation regularisation
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technique, we adopt the Tikhonov regularisation also in this case of complete functional observations. The
Tikhonov regularisation parameter is set ρT = (T )
−1/3.
The estimation error of the filter coefficients is assessed by the following relative mean square error
criterion:
δB =
∑
k∈Z
‖Bˆk−Bk‖2
‖Bk‖
2 1{‖Bk‖6=0}∑
k∈Z 1{‖Bk‖6=0}
(4.6)
The prediction relative mean square error of the forecasts ZS+1, . . . , ZT is given by
δpred =
1
T − S + 1
T∑
t=S+1
(
Zˆt − Zt
)2
Var(Z0)
. (4.7)
Moreover, we include prediction error of the oracle estimator that assumes that the dynamics of the
regressor time series {Xt}t∈Z and the filter coefficients {Bk}k∈Z are known. The oracle estimator completes
the steps 3 and 4 of the algorithm of Section 2.5 where the estimates {RˆXh (·, ·)}h∈Z and {Bˆtrunck }k∈Z (or
{BˆTikhk }k∈Z) are replaced by the true values of {RXh (·, ·)}h∈Z and {Bk}k∈Z.
4.3. Results of Numerical Experiments
Due to large number of simulation settings considered, we display the results in an aggregated form. Tables 1
and 2 present the results for the functional autoregressive process (FAR(1))nRQ and for the functional
moving average process (FMA(4))nRQ when the stochastic innovation process was generated with the
nonstationary rational quadratic covariance kernel (4.1). Tables 3 and 4 present the results for (FAR(1))exp
and (FAR(1))exp corresponding to the Gaussian covariance kernel (4.2).
An inspection of these tables suggests a different behaviour of the proposed regularization techniques
for the processes corresponding to the nonstationary rational quadratic covariance kernel (4.1) and for
the stationary Gaussian covariance kernel (4.2). Tables 1 and 2 show that for the estimation of the filter
coefficients, assessed by the error δB, Tikhonov regularization is superior to spectral truncation when the
regressor time series is generated with the nonstationary rational quadratic covariance kernel (4.1). On the
other hand, Tables 3 and 4 show that the situation is quite opposite when the stochastic innovation covariance
kernel is stationary Gaussian (4.2): indeed the truncation regularization technique dominates the Tikhonov
regularization for the filter coefficient estimation error δB. We believe that this dichotomy is because of the
following reasons (see also the discussion after Equation (4.5)):
• The stationary Gaussian covariance kernel (4.2) features trigonometric eigenfunctions due to its sta-
tionarity. Furthermore, being a smooth analytic function results into a fast decay of its eigenvalues.
Moreover, the filter coefficients are randomly generated with respect to the trigonometric basis, e.g.
(4.5). Hence, the leading eigenfunctions of the spectral density kernels are well-aligned with the cross-
spectral density, leading better performance of the truncation method.
• The nonstationary rational quadratic covariance kernel (4.1), being a non-stationary covariance, does
not feature trigonometric eigenfunctions. Therefore the the leading eigenfunctions of the spectral den-
sity may not capture all the important features of the filter functions. Since the Tikhonov regularization
does not cut off the eigenspace corresponding to any of the eigenvalues, it may achieve lower estimation
error in this non-aligned case. Moreover, the Tikhonov regularization enjoys some other advantages
such as stability to spectral eigenvalue ties (Hall and Horowitz, 2007; Pham and Panaretos, 2018).
The prediction error of the response process δpred does not reveal a clear winner between the Tikhonov
regularization and the truncation method. The process (FMA(4))nRQ is in most of the cases better predicted
using the Tikhonov regularization, the other processes are better dealt with using the truncation method.
It is especially interesting the in some cases the lower prediction error δpred with the truncation method is
realised despite the filter coefficients being estimated with higher estimation error δB. The predictions by
either of the two, the truncation and the Tikhonov regularization, feature twice to thrice greater prediction
error δpred than the oracle estimator, i.e. the prediction assuming the model of the data to be known and
the uncertainty coming only from sparse noisy sampling regime.
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Table 1
The filter coefficients estimation error δB and the prediction error δpred for the functional autoregressive process
(FAR(1))nRQ. The results sliced by sample size parameters T ∈ {300, 600, 900} and N
max ∈ {5, 10, 20, 30,∞} are aggregated
over all considered regression models (see Section 4.1). The point Nmax = ∞ represents the fully observed functional case.
The results sliced by regression model (see Section 4.1) are aggregated over all sample size parameters T ∈ {300, 600, 900} and
Nmax ∈ {5, 10, 20, 30}, excluding the fully observed functional case. The lower error of the truncation or the Tikhonov
regularisation is highlighted in bold
(FAR(1))nRQ filter coefficients estimation error δ
B prediction error δpred
truncation Tikhonov truncation Tikhonov oracle
T Nmax mean standard
deviation
mean standard
deviation
mean standard
deviation
mean standard
deviation
mean standard
deviation
300 5 0.832 (0.109) 0.794 (0.069) 0.516 (0.308) 0.579 (0.387) 0.287 (0.171)
10 0.821 (0.106) 0.788 (0.069) 0.437 (0.231) 0.488 (0.281) 0.196 (0.106)
20 0.815 (0.105) 0.775 (0.067) 0.391 (0.212) 0.416 (0.238) 0.142 (0.082)
30 0.805 (0.106) 0.763 (0.071) 0.377 (0.192) 0.405 (0.228) 0.124 (0.064)
∞ 0.672 (0.131) 0.635 (0.080) 0.218 (0.117) 0.255 (0.144) 0.077 (0.042)
600 5 0.811 (0.109) 0.769 (0.072) 0.446 (0.232) 0.488 (0.280) 0.270 (0.138)
10 0.788 (0.116) 0.759 (0.071) 0.386 (0.210) 0.433 (0.254) 0.195 (0.107)
20 0.766 (0.112) 0.745 (0.066) 0.331 (0.164) 0.378 (0.204) 0.143 (0.077)
30 0.762 (0.111) 0.741 (0.067) 0.315 (0.156) 0.355 (0.186) 0.124 (0.065)
∞ 0.645 (0.131) 0.569 (0.075) 0.192 (0.091) 0.199 (0.097) 0.076 (0.039)
900 5 0.786 (0.117) 0.739 (0.075) 0.423 (0.229) 0.457 (0.268) 0.271 (0.145)
10 0.753 (0.118) 0.736 (0.069) 0.347 (0.172) 0.397 (0.207) 0.193 (0.097)
20 0.742 (0.113) 0.732 (0.066) 0.295 (0.143) 0.345 (0.174) 0.140 (0.071)
30 0.726 (0.110) 0.721 (0.068) 0.280 (0.135) 0.334 (0.167) 0.123 (0.063)
∞ 0.638 (0.129) 0.530 (0.072) 0.189 (0.105) 0.176 (0.092) 0.078 (0.045)
regression model
(reg1) 0.750 (0.122) 0.726 (0.077) 0.389 (0.257) 0.439 (0.324) 0.191 (0.145)
(reg2) 0.749 (0.077) 0.732 (0.052) 0.343 (0.113) 0.378 (0.129) 0.158 (0.077)
(reg3) 0.844 (0.116) 0.797 (0.063) 0.368 (0.224) 0.406 (0.241) 0.160 (0.108)
Table 2
The filter coefficients estimation error δB and the prediction error δpred for the functional autoregressive process
(FMA(4))nRQ . The results sliced by sample size parameters T ∈ {300, 600, 900} and N
max ∈ {5, 10, 20, 30,∞} are aggregated
over all considered regression models (see Section 4.1). The point Nmax = ∞ represents the fully observed functional case.
The results sliced by regression model (see Section 4.1) are aggregated over all sample size parameters T ∈ {300, 600, 900} and
Nmax ∈ {5, 10, 20, 30}, excluding the fully observed functional case. The lower error of the truncation or the Tikhonov
regularisation is highlighted in bold
(FMA(4))nRQ filter coefficients estimation error δ
B prediction error δpred
truncation Tikhonov truncation Tikhonov oracle
T Nmax mean standard
deviation
mean standard
deviation
mean standard
deviation
mean standard
deviation
mean standard
deviation
300 5 0.821 (0.146) 0.765 (0.099) 0.470 (0.274) 0.471 (0.225) 0.261 (0.156)
10 0.816 (0.145) 0.762 (0.100) 0.455 (0.274) 0.445 (0.214) 0.190 (0.116)
20 0.821 (0.138) 0.755 (0.098) 0.458 (0.294) 0.430 (0.222) 0.147 (0.094)
30 0.825 (0.137) 0.748 (0.100) 0.461 (0.308) 0.416 (0.232) 0.131 (0.089)
∞ 0.650 (0.164) 0.606 (0.104) 0.246 (0.172) 0.265 (0.154) 0.075 (0.047)
600 5 0.814 (0.151) 0.735 (0.104) 0.470 (0.278) 0.443 (0.215) 0.273 (0.160)
10 0.806 (0.147) 0.739 (0.102) 0.432 (0.266) 0.408 (0.198) 0.198 (0.119)
20 0.786 (0.150) 0.726 (0.099) 0.404 (0.271) 0.376 (0.200) 0.144 (0.094)
30 0.779 (0.148) 0.717 (0.102) 0.384 (0.247) 0.355 (0.183) 0.123 (0.078)
∞ 0.599 (0.158) 0.544 (0.100) 0.208 (0.147) 0.211 (0.124) 0.078 (0.048)
900 5 0.806 (0.155) 0.716 (0.103) 0.458 (0.262) 0.423 (0.197) 0.275 (0.155)
10 0.796 (0.142) 0.723 (0.092) 0.431 (0.271) 0.396 (0.201) 0.206 (0.126)
20 0.765 (0.147) 0.713 (0.098) 0.387 (0.251) 0.368 (0.194) 0.154 (0.096)
30 0.739 (0.139) 0.704 (0.092) 0.341 (0.223) 0.336 (0.178) 0.125 (0.078)
∞ 0.534 (0.154) 0.498 (0.096) 0.171 (0.125) 0.181 (0.111) 0.077 (0.049)
regression model
(reg1) 0.767 (0.188) 0.701 (0.129) 0.494 (0.334) 0.443 (0.251) 0.209 (0.153)
(reg2) 0.772 (0.092) 0.714 (0.061) 0.351 (0.159) 0.356 (0.143) 0.144 (0.079)
(reg3) 0.839 (0.133) 0.774 (0.085) 0.418 (0.265) 0.392 (0.201) 0.161 (0.117)
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Table 3
The filter coefficients estimation error δB and the prediction error δpred for the functional autoregressive process
(FAR(1))exp. The results sliced by sample size parameters T ∈ {300, 600, 900} and Nmax ∈ {5, 10, 20, 30,∞} are aggregated
over all considered regression models (see Section 4.1). The point Nmax = ∞ represents the fully observed functional case.
The results sliced by regression model (see Section 4.1) are aggregated over all sample size parameters T ∈ {300, 600, 900} and
Nmax ∈ {5, 10, 20, 30}, excluding the fully observed functional case. The lower error of the truncation or the Tikhonov
regularisation is highlighted in bold
(FAR(1))exp filter coefficients estimation error δB prediction error δpred
truncation Tikhonov truncation Tikhonov oracle
T Nmax mean standard
deviation
mean standard
deviation
mean standard
deviation
mean standard
deviation
mean standard
deviation
300 5 0.578 (0.196) 0.648 (0.137) 0.475 (0.143) 0.550 (0.150) 0.308 (0.093)
10 0.518 (0.147) 0.625 (0.111) 0.334 (0.113) 0.430 (0.135) 0.186 (0.065)
20 0.499 (0.128) 0.608 (0.111) 0.263 (0.093) 0.355 (0.114) 0.109 (0.039)
30 0.495 (0.120) 0.599 (0.111) 0.234 (0.075) 0.317 (0.093) 0.082 (0.030)
∞ 0.310 (0.118) 0.360 (0.102) 0.096 (0.044) 0.147 (0.059) 0.022 (0.006)
600 5 0.501 (0.184) 0.581 (0.140) 0.412 (0.100) 0.491 (0.118) 0.299 (0.071)
10 0.458 (0.138) 0.576 (0.106) 0.292 (0.073) 0.380 (0.086) 0.185 (0.045)
20 0.440 (0.116) 0.563 (0.109) 0.220 (0.061) 0.298 (0.075) 0.110 (0.030)
30 0.442 (0.119) 0.562 (0.125) 0.195 (0.056) 0.267 (0.069) 0.081 (0.024)
∞ 0.263 (0.110) 0.295 (0.093) 0.063 (0.021) 0.091 (0.029) 0.022 (0.005)
900 5 0.471 (0.179) 0.547 (0.132) 0.387 (0.080) 0.460 (0.093) 0.301 (0.058)
10 0.426 (0.141) 0.545 (0.116) 0.270 (0.056) 0.349 (0.068) 0.184 (0.040)
20 0.414 (0.108) 0.542 (0.108) 0.203 (0.052) 0.275 (0.066) 0.109 (0.031)
30 0.414 (0.104) 0.537 (0.111) 0.179 (0.044) 0.243 (0.056) 0.081 (0.021)
∞ 0.222 (0.105) 0.262 (0.087) 0.051 (0.014) 0.068 (0.019) 0.022 (0.005)
regression model
(reg1) 0.389 (0.109) 0.501 (0.079) 0.276 (0.130) 0.353 (0.139) 0.173 (0.103)
(reg2) 0.406 (0.087) 0.527 (0.070) 0.304 (0.115) 0.385 (0.126) 0.171 (0.096)
(reg3) 0.620 (0.124) 0.706 (0.099) 0.286 (0.122) 0.366 (0.137) 0.165 (0.098)
Table 4
The filter coefficients estimation error δB and the prediction error δpred for the functional autoregressive process
(FAR(1))exp. The results sliced by sample size parameters T ∈ {300, 600, 900} and Nmax ∈ {5, 10, 20, 30,∞} are aggregated
over all considered regression models (see Section 4.1). The point Nmax = ∞ represents the fully observed functional case.
The results sliced by regression model (see Section 4.1) are aggregated over all sample size parameters T ∈ {300, 600, 900} and
Nmax ∈ {5, 10, 20, 30}, excluding the fully observed functional case. The lower error of the truncation or the Tikhonov
regularisation is highlighted in bold
(FMA(4))exp filter coefficients estimation error δB prediction error δpred
truncation Tikhonov truncation Tikhonov oracle
T Nmax mean standard
deviation
mean standard
deviation
mean standard
deviation
mean standard
deviation
mean standard
deviation
300 5 0.562 (0.197) 0.648 (0.240) 0.509 (0.139) 0.603 (0.500) 0.330 (0.093)
10 0.496 (0.155) 0.618 (0.116) 0.373 (0.106) 0.470 (0.117) 0.199 (0.059)
20 0.461 (0.133) 0.590 (0.119) 0.271 (0.087) 0.366 (0.106) 0.117 (0.043)
30 0.456 (0.123) 0.588 (0.127) 0.243 (0.076) 0.330 (0.092) 0.088 (0.033)
∞ 0.310 (0.118) 0.360 (0.102) 0.096 (0.044) 0.147 (0.059) 0.022 (0.006)
600 5 0.477 (0.191) 0.571 (0.137) 0.454 (0.093) 0.528 (0.109) 0.329 (0.062)
10 0.431 (0.145) 0.566 (0.120) 0.314 (0.077) 0.406 (0.089) 0.198 (0.046)
20 0.422 (0.123) 0.556 (0.117) 0.228 (0.059) 0.311 (0.072) 0.115 (0.029)
30 0.414 (0.111) 0.547 (0.124) 0.202 (0.053) 0.275 (0.064) 0.087 (0.024)
∞ 0.263 (0.110) 0.295 (0.093) 0.063 (0.021) 0.091 (0.029) 0.022 (0.005)
900 5 0.439 (0.192) 0.543 (0.154) 0.425 (0.080) 0.495 (0.085) 0.331 (0.057)
10 0.403 (0.141) 0.542 (0.124) 0.287 (0.057) 0.370 (0.067) 0.198 (0.038)
20 0.396 (0.114) 0.531 (0.127) 0.208 (0.046) 0.280 (0.055) 0.115 (0.027)
30 0.393 (0.105) 0.523 (0.122) 0.181 (0.040) 0.246 (0.050) 0.087 (0.022)
∞ 0.222 (0.105) 0.262 (0.087) 0.051 (0.014) 0.068 (0.019) 0.022 (0.005)
regression model
(reg1) 0.350 (0.089) 0.480 (0.098) 0.296 (0.134) 0.375 (0.159) 0.185 (0.107)
(reg2) 0.377 (0.080) 0.512 (0.091) 0.320 (0.126) 0.408 (0.267) 0.184 (0.104)
(reg3) 0.611 (0.127) 0.714 (0.109) 0.307 (0.134) 0.388 (0.141) 0.179 (0.107)
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5. Proofs of formal statements
5.1. Proof of Proposition 1
Proof. The proof follows directly from the formula for the best linear unbiased predictors.
Π (Zs|YT ) = Cov(Zs,YT ) (Var(YT ))−1 YT
= Cov
(∑
k∈Z
BkXs−k + es,YT
)
(Var(YT ))
−1
YT
=
∑
k∈Z
BkCov (Xs−k,YT ) (Var(YT ))−1 YT
=
∑
k∈Z
BkΠ(Xs−k|YT )
5.2. Auxiliary Lemmas
Lemma 1. Assuming (A1) and (A2), the time series {Zt}t∈Z defined by (2.1) is stationary. The cross-
covariance function between {Zt}t∈Z and {Xt(·)}t∈Z satisfies
R
ZX
h =
∑
k∈Z
BkRXh−k, (5.1)
RZXh (y) =
∑
k∈Z
∫
bk(x)R
X
h−k(x, y) dx, (5.2)
where the series converge in the vector norm and the supremum norm respectively. Furthermore∑
h∈Z
∥∥RZXh ∥∥ <∞, (5.3)
∑
h∈Z
sup
y∈[0,1]
∣∣RZXh (y)∣∣ = ∑
h∈Z
∥∥RZXh ∥∥∞ <∞. (5.4)
Assuming further (B3), the function RZXh (·) is twice continuously differentiable in y and
sup
y∈[0,1]
∣∣∣∣ ∂2∂y2RZXh (y)
∣∣∣∣ (5.5)
is uniformly bounded in h ∈ Z.
Proof. The claims (5.1) and (5.3) were proven by (Ho¨rmann, Kidzin´ski and Kokoszka, 2015, Lemma 2).
For the claim (5.2) first consider a functional A : H → R represented by a(·) ∈ H, i.e.
Af =
∫
a(x)f(x) dx, f ∈ H,
and a Hilbert-Schmidt operator T : H → H with a kernel T (·, ·). Then its composition AT is a functional
represented by a function y 7→ ∫ a(x)T (x, y) dx because
(AT f)(y) =
∫
a(x)
(∫
T (x, y)f(y) dy
)
dx
=
∫∫
a(x)T (x, y)f(y) dxdy
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=∫
(a(x)T (x, y) dx) f(y) dy
for all f ∈ H.
The convergence of the sum on the right-hand side of (5.2) and the claim (5.4) are verified analogously
to (Ho¨rmann, Kidzin´ski and Kokoszka, 2015, Lemma 2) where the Hilbert-Schmidt norm is replaced by the
supremum norm.
The second derivative of RZXh (y) is given by
∂2
∂y2
RZXh (y) =
∑
k∈Z
∫
bk(x)
(
∂2
∂y2
RXh−k(x, y)
)
dx.
The exchange of the integration-summation and the derivative is justified by the fact that the following
bound is integrable in x and absolutely summable in k
bk(x)
(
∂2
∂y2
RXh−k(x, y)
)
≤ C sup
y∈[0,1]
|bk(y)| , x ∈ [0, 1],
where C is the uniform bound from the assumption (B3) with (α1, α2) = (0, 2).
5.3. Proof of Proposition 2
The minimizer of the optimization problem (2.15), and hence the estimator (2.14), can be expressed explicitly:
fˆZXω (x) =
1
2π
Qω0S2 −Qω1S1
S0S2 − S21
(5.6)
where
Sr =
1
L
L∑
h=−L
T − |h|
T
S(h)r Wh,
S(h)r =
1
T − |h|
min(T,T−h)∑
t=max(1,1−h)
Nt∑
j=1
(
xtj − x
BC
)r
1
BC
K
(
xtj − x
BC
)
,
Qωr =
L∑
h=−L
T − |h|
T
Q(h)r Whe
− ihω,
Q(h)r =
1
T − |h|
min(T,T−h)∑
t=max(1,1−h)
Nt∑
j=1
GZXh,t (xtj)
(
xtj − x
BC
)r
1
BC
K
(
xtj − x
BC
)
.
The above quantities are defined as functions of x ∈ [0, 1] and all of the operations are understood pointwise
including the division operation.
Lemma 2. Under the conditions (B1), (B2), and (B7)
E
[
sup
x∈[0,1]
∣∣∣S(h)r −M[Sr]∣∣∣
]
≤ U 1√
T − |h|
1
BC
(5.7)
where the constant U is independent r = 0, 1, 2, T ∈ N, |h| < T , and BC , and where
M[S0] = E [N ] g(x), M[S1] = 0, M[S2] = E [N ]σ
2
Kg(x), σ
2
K =
∫
v2K(v) dv. (5.8)
Furthermore,
Sr =M[Sr] +Op
(
1√
T
1
BC
)
(5.9)
uniformly in x ∈ [0, 1].
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Proof. We have the usual bias-variance decomposition
E
[
sup
x∈[0,1]
∣∣∣S(h)r −M[Sr]∣∣∣
]
≤ E
[
sup
x∈[0,1]
∣∣∣S(h)r − ES(h)r ∣∣∣
]
+ sup
x∈[0,1]
∣∣∣E [S(h)r ]−M[Sr]∣∣∣ (5.10)
The bias term, i.e. the second term on the right-hand side of (5.10), can be developed by the Taylor expansion
of order 2 and the formulae in display (5.8) follow. Moreover
sup
x∈[0,1]
∣∣∣E [S(h)r ]−M[Sr]∣∣∣ = O(B2C) (5.11)
uniformly in x ∈ [0, 1], h, and T .
To bound the variance term, i.e. the first term on the right-hand side of (5.10), we make use of the Fourier
transform. Denote inverse Fourier transform of the function u 7→ K(u)ur as ζr(t) =
∫
e− iutK(u)urdu. Hence
S(h)r =
1
T − |h|
min(T,T−h)∑
t=max(1,1−h)
Nt∑
j=1
1
2πBC
∫
e
iu
xtj−x
BC ζr(u)du =
1
2π
∫
φr(v)e
− i vxζr(BCv)dv (5.12)
where
φr(v) =
1
T − |h|
min(T,T−h)∑
t=max(1,1−h)
Nt∑
j=1
ei vxtj .
Thanks to the above introduced notation we may separate the stochastic terms and the dependence on x:
E
[
sup
x∈[0,1]
∣∣∣S(h)r − ES(h)r ∣∣∣
]
= E
[
sup
x∈[0,1]
∣∣∣∣ 12π
∫
(φr(v)− Eφr(v)) e− i vxζr(Bv)dv
∣∣∣∣
]
≤
≤ 1
2π
E
[∫
|φr(v)− Eφr(v)ζr(Bv)dv|
]
≤
(
sup
v∈[0,1]
E |φr(v)− Eφr(v)|
)
1
2π
∫
|ζr(Bv)| dv. (5.13)
We firstly focus on E |φr(v)− Eφr(v)|. By Jensen’s inequality,
E |φr(v) − Eφr(v)| ≤
√
Var |φr(v)|, (5.14)
hence it suffices to bound the variance. By the independence of {Nt} and {xtj}
Var |φr(v)| ≤ E |φr(v)|2 ≤ 1
T − |h|E
∣∣ei vxtj ∣∣2 ≤ 1
T − |h| . (5.15)
Now we treat the integral on the right hand side of (5.13)∫
|ζr(Bv)| dv = 1
B
∫
|ζr(v˜)| dv˜ = 1
B
c (5.16)
for a constant c. Putting together (5.13), (5.15), and (5.16) yields
E
[
sup
x∈[0,1]
∣∣∣S(h)r − ES(h)r ∣∣∣
]
≤
√
1
T − |h|
1
2πB
c. (5.17)
Since the bound (5.11) is uniform, combining it with (5.17) results into the existence of the constant U for
the claim (5.7).
We now turn the attention to the claim (5.9). Since L = o(T ) we may assume L < T/2 and obtain
1/(T − |h|) ≤ 2/T for |h| < L. Noting that L−1∑Lh=−LWh = 1 we calculate
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∣∣∣∣∣ 1L
L∑
h=−L
(
T − |h|
T
WhS
(h)
r
)
−M[Sr]
∣∣∣∣∣ =
∣∣∣∣∣ 1L
L∑
h=−L
(
T − |h|
T
WhS
(h)
r −WhM[Sr]
)∣∣∣∣∣ ≤
≤ 1
L
L∑
h=−L
T − |h|
T
Wh
∣∣∣S(h)r −M[Sr]∣∣∣+ 1L
L∑
h=−L
|h|
T
WhM[Sr].
Taking the supremum norm and the expectation we bound the first term by
√
2U/(
√
TBC). The second
term is bounded by LM[Sr]/T which is a faster rate than the one above. Hence the claim (5.9).
Lemma 3. Under the conditions (A1), (A2), (B1) — (B3), and (B7)
E
[
sup
x∈[0,1]
∣∣∣Q(h)r −M[Q(h)r ]
∣∣∣
]
≤ U˜ 1√
T − |h|
1
BC
(5.18)
where the constant U˜ is independent of r = 0, 1, T , |h| < T , and
M
[Q
(h)
0 ]
= E [N ]RZXh (x)g(x), M[Q(h)1 ]
= 0. (5.19)
Proof. The standard bias-variance decomposition of the left-hand side of (5.18) yields
E
[
sup
x∈[0,1]
∣∣∣Q(h)r −M[Q(h)r ]
∣∣∣
]
≤ E
[
sup
x∈[0,1]
∣∣∣Q(h)r − EQ(h)r ∣∣∣
]
+ sup
x∈[0,1]
∣∣∣EQ(h)r −M[Q(h)r ]
∣∣∣ (5.20)
The bias therm, i.e. the second term on the right-hand side of (5.20), is treated by firstly conditioning on
xtj and then expanding in a Taylor series of order 2. The bias term is of order O(B
2
C) uniformly in |h| < T .
The Taylor expansion is justified by the claim (5.5) of Lemma 1. The formulae (5.19) follow.
Now, using similar steps as in (5.12), we obtain:
Q(h)r =
1
T − |h|
min(T,T−h)∑
t=max(1,1−h)
Nt∑
j=1
GZXh,t (xtj)
1
2πBC
∫
e
iu
xtj−x
BC ζr(u)du =
1
2π
∫
ϕr(v)e
− i vxζr(v)dv
where
ϕr(v) =
1
T − |h|
min(T,T−h)∑
t=max(1,1−h)
Nt∑
j=1
GZXh,t (xtj)e
i vxtj .
Replicating the steps of (5.13) we arrive at the inequality
E
[
sup
x∈[0,1]
∣∣∣Q(h)r − EQ(h)r ∣∣∣
]
≤
(
sup
v∈[0,1]
E |ϕr(v) − Eϕr(v)|
)
1
2π
∫
|ζr(Bv)| dv. (5.21)
The integral on the right-hand side of (5.21) is treated in (5.16). Using (5.14), it remains to bound the variance
of ϕr(v). First, remark that for an arbitrary stationary time-series {Wt} with a summable autocovariance
function {RWh }h∈Z, one has the bound:
Var
(
1
T
T∑
t=1
Wt
)
=
1
T
T−1∑
h=−T+1
RWh
(
1− |h|
T
)
≤ 1
T
∞∑
h=−∞
∣∣RWh ∣∣ .
Define Wt =
∑Nt
j=1G
ZX
h,t (xtj)e
i vxtj . This sequence of complex-valued random variables is clearly a stationary
(scalar) time series. By conditioning on Nt and xtj , and applying the law of total covariance, we can bound
the autocovariance function of {Wt} by
∣∣RWh ∣∣ ≤ E [N ] supx∈[0,1] ∣∣RZXh (x)∣∣ which is summable in h due to the
claim (5.4) of Lemma 1. Hence
Var (ϕr(v)) ≤ K
T − |h| (5.22)
for a constant K uniform in h and T . Combining (5.20), (5.21), and (5.22) yields the claim (5.18).
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Lemma 4. For r = 0, 1:
1. under the conditions (A1), (A2), (B1) — (B3), (B7), (B8)
Qωr =M[Qωr ] + op(1), (5.23)
2. if (B5) is further assumed, then
Qωr =M[Qωr ] +Op
(
L
1√
T
1
BC
)
, (5.24)
where all convergences are uniform in ω ∈ [−π, π] and x ∈ [0, 1], and where
M[Qω0 ] = 2πE [N ] g(x)f
ZX
ω (x), M[Qω1 ] = 0. (5.25)
Proof. We start with the observation that the sum
∑
h∈ZM[Q(h)r ]
converges absolutely in the supremum
norm and
∑
h∈Z M[Q(h)r ]
e− i hω =M[Qωr ]. Moreover,
∣∣Qωr −M[Qωr ]∣∣ =
∣∣∣∣∣
L∑
h=−L
(
1− |h|
T
)
Whe
− ihωQωr −
∑
h∈Z
M[Qωr ]e
− ihω
∣∣∣∣∣ ≤
≤
L∑
h=−L
(
1− |h|
T
)
Wh
∣∣∣Qωr −M[Q(h)r ]
∣∣∣+ L∑
h=−L
(
T − |h|
T
Wh − 1
)
Wh
∣∣∣M[Q(h)r ]
∣∣∣+ ∑
|h|>L
∣∣∣M[Q(h)r ]
∣∣∣ ≤
≤
L∑
h=−L
(
1− |h|
T
)(
1− |h|
L
) ∣∣∣Qωr −M[Q(h)r ]
∣∣∣+ 1
L2
L∑
h=−L
|h|2
∣∣∣M[Q(h)r ]
∣∣∣+ 2
L
L∑
h=−L
|h|
∣∣∣M[Q(h)r ]
∣∣∣+ ∑
|h|>L
∣∣∣M[Q(h)r ]
∣∣∣
(5.26)
The first term on the right hand side is bounded in the supremum by
E
[
sup
ω∈[−pi,pi]
sup
x∈[0,1]
L∑
h=−L
(
1− |h|
T
)(
1− |h|
L
) ∣∣∣Qωr −M[Q(h)r ]
∣∣∣
]
≤
≤
L∑
h=−L
(
1− |h|
T
)(
1− |h|
L
)
E
[
sup
x∈[0,1]
∣∣∣Qωr −M[Q(h)r ]
∣∣∣
]
≤ 2LU˜ 1√
T − |h|
1
BC
= O
(
L
1√
T − |h|
1
BC
)
.
The last three terms on the right-hand side of (5.26) converge uniformly to zero due to the summability of∑
h∈ZM[Q(h)r ]
in the supremum norm and by Kroncker’s lemma. Hence the claim (5.23).
If (B5) is further assumed then
∑
h∈Z |h|
∣∣∣M[Q(h)r ]
∣∣∣ < ∞ and therefore the last three terms on the right-
hand side of (5.26) are of order O(1/L), hence (5.24).
Proof of Proposition 2. (5.6) The proof follows directly from formula (5.6) and lemmas 2, 3, and 4:
Qω0S2 −Qω1S1 = 2π (EN)2 g(x)2fZXω (x)σ2K + op(1),
S0S2 − S21 = (EN)2 g(x)2fZXω (x)σ2K +Op
(
1√
T
)
uniformly in ω ∈ [−π, π] and x ∈ [0, 1]. Hence
fˆZXω (x) = f
ZX
ω (x) + op(1) (5.27)
ω ∈ [−π, π] and x ∈ [0, 1]. If the condition (B5) is further assumed, we replace op(1) by Op(L/(
√
TBC)).
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5.4. Proof of Theorem 1
Thanks to the fact that
sup
k∈Z
∥∥∥Bˆk − Bk∥∥∥ ≤ 1
2π
∫ pi
−pi
∥∥∥Bˆω −Bω∥∥∥ dω
the proof reduces to the obtention of the convergence rate of the frequency response operator Bω .
For the Tikhonov regularisation parameter ρT > 0 define
B˜ω = F
ZX
ω
(
F
X
ω + ρTI
)−1
, ω ∈ [−π, π].
Further, split the desired difference into three terms:∥∥∥Bˆω −Bω∥∥∥ ≤ ∥∥∥Bˆω − B˜ω∥∥∥+ ∥∥∥B˜ω −Bω∥∥∥ ≤
≤
∥∥∥(FZXω − FˆZXω ) (FXω + ρTI)−1∥∥∥︸ ︷︷ ︸
S1
+
∥∥∥∥FˆZXω
[(
F
X
ω + ρTI
)−1 − (FˆXω + ρTI)−1
]∥∥∥∥︸ ︷︷ ︸
S2
+
∥∥∥B˜ω −Bω∥∥∥︸ ︷︷ ︸
S3
.
We bound each of the terms S1, S2, and S3 and show the convergence of the bound to zero uniformly
in ω ∈ [−π, π]. We start with bounding S1.
S1 ≤
∥∥∥FZXω − FˆZXω ∥∥∥ ∥∥∥(FXω + ρT I)−1∥∥∥ ≤ ∥∥∥FZXω − FˆZXω ∥∥∥ 1ρT (5.28)
Now, bounding S2:
S2 =
∥∥∥∥FˆZXω
[(
F
X
ω + ρTI
)−1 (
Fˆ
X
ω −FXω
)(
Fˆ
X
ω + ρTI
)−1]∥∥∥∥ ≤ ∥∥∥FˆZXω ∥∥∥ 1ρT
∥∥∥FˆXω −FXω ∥∥∥ 1ρT (5.29)
The right-hand sides of (5.28) tend to zero uniformly in ω ∈ [−π, π] as T →∞ thanks the assumption (C2)
and Proposition 2. The right-hand side of (5.29) tend to zero uniformly in ω ∈ [−π, π] as T →∞ thanks to
the assumption (C2) and Rub´ın and Panaretos (2018, Theorem 2).
It remains to handle the deterministic term S3. Since the spectral density operator S
X
ω is self-adjoint
and trace-class, it admits the series decomposition
F
X
ω =
∞∑
j=1
λωj ϕ
ω
j ⊗ ϕωj =
∞∑
j=1
λωj
〈
ϕωj , ·
〉
ϕωj
where {λωj }j∈N and {ϕ(ω)}j∈N are harmonic eigenvalues and eigenfunctions at frequency ω ∈ [−π, π] (Panare-
tos and Tavakoli, 2013b; Ho¨rmann, Kidzin´ski and Hallin, 2015). From the relation (2.8) follow the following
series expansions
F
ZX
ω =
∞∑
j=1
λωj
〈
ϕωj , ·
〉
Bωϕ
ω
j ,
F
ZX
ω
(
F
X
ω
)−1
=
∞∑
j=1
〈
ϕωj , ·
〉
Bωϕ
ω
j ,
F
ZX
ω
(
F
X
ω + ρTI
)−1
=
∞∑
j=1
λωj
λωj + ρT
〈
ϕωj , ·
〉
Bωϕ
ω
j ,
Combining the above expansions yields
S
2
3 =
∥∥∥B˜ω −Bω∥∥∥2 ≤ ∞∑
j=1
∥∥∥∥∥
(
λωj
λωj + ρ
− 1
)〈
ϕωj , ·
〉
Bωϕ
ω
j
∥∥∥∥∥
2
≤
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≤
∞∑
j=1
(
λωj
λωj + ρ
− 1
)2 ∥∥Bωϕωj ∥∥2 = ∞∑
j=1
(
ρT
λωj + ρT
)2 ∥∥Bωϕωj ∥∥2 . (5.30)
Since
∑∞
j=1
∥∥Bωϕωj ∥∥2 =∑∞j=1 ‖Bω‖2 <∞ and ρT /(λωj + ρT )→ 0 as ρT ց 0 for each j ∈ N, the right-hand
side of (5.30) tends to zero, completing the proof.
5.5. Proof of Theorem 2
The proof of this theorem is an application of the result by Ho¨rmann, Kidzin´ski and Kokoszka (2015, Theorem
1). Their theorem requires that the spectral density operators {FXω }ω∈[−pi,pi] are estimated with a certain
rate, say (ψXT )T , and the cross-density operators {FZXω }ω∈[−pi,pi] with another rate, say (ψZXT )T . We put
ψXT = LT
−1/2B−2R and ψ
ZX
T = LT
−1/2B−1C by Rub´ın and Panaretos (2018, Theorem 2) and Proposition 2
respectively. Note that the convergence rates for the spectral density kernels {fXω (·, ·)}ω∈[−pi,pi] and the cross-
spectral density kernels {fZXω (·)}ω∈[−pi,pi] are in the supremum norm which is stronger than the operator
norm of the assumptions of Ho¨rmann, Kidzin´ski and Kokoszka (2015, Theorem 1).
We can now replicate all the steps of the proof of Ho¨rmann, Kidzin´ski and Kokoszka (2015, Theorem 1)
and see that they only require the above stated rates and the assumptions (C1), (C3), and (C4).
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