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ABSTRACT
R. J. Wirth: The effects of measurement non-invariance on parameter estimation in
latent growth models
(Under the direction of Dr. Patrick J. Curran)
Researchers are increasingly taking advantage of the latent growth modeling frame-
work to evaluate complex behaviors over time. However, many constructs in the social
sciences change in definition over the course of development. These changes may include
an item’s relationship to a construct over time (i.e., measurement non-invariance). Unfor-
tunately, the effect of changing measurement structures on latent growth model (LGM)
parameter estimates is not well understood. This paper begins with a brief introduction
to LGMs followed by the restrictions placed on the traditional measurement model used
within the LGM framework. Following this, an introduction to measurement invariance is
provided within the context of longitudinal confirmatory factor analysis (CFA). Methods
available to incorporate flexible measurement structures within longitudinal models of
growth are introduced. The various roles measurement invariance may play in the study
of stability and growth are presented. The results of a Monte-Carlo simulation are pro-
vided and generally show that when complete measurement invariance was maintained,
both mean and factor score-based methods recovered generating parameter values well.
If at least partial λ invariance was maintained, factor scores based on a single invariant
item also provided unbiased estimates of the random effects. This result was not found
using mean or factor scores based on constraining all factor loadings (within item) to
equality over time. A measurement structure that changes systematically over time led
to biased estimates of almost all parameters regardless of which scoring method was used
as well as observed non-linear trends over time. This study did find that the use of factor
iii
scores as indicators in LGMs led to consistently positively biased fit statistics. Possible
sources of this misfit are discussed. This paper concludes with a discussion of future
research and the implications of these findings in applied research.
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To my little sister, Lisa, for teaching me that family and friends are much more
important than any paper. I wish I had learned this sooner. I miss you.
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CHAPTER 1
Introduction
It has been over 20 years since Meredith and Tisak (1984) first presented their seminal
work on latent growth models (LGM). During this time the standard LGM has been
expanded to incorporate non-linear trends (Browne & Cudeck, 1993; McArdle, 1988);
measurement structures (McArdle, 1988; Sayer & Cumsille, 2001); time invariant, time-
varying, and auto-regressive parameters (Bollen & Curran, 2004); and multiple group
comparisons (see, for example, Curran & Muthe´n, 1999). However, there has been little
work exploring the effects of measurement non-invariance on LGM parameterization and
estimation.
The lack of work examining the effects of changing measurement structures with
LGMs is especially surprising given the number of substantive theories that predict ob-
servational changes in a construct’s operational definition over time (Kagan, 1980; Rutter
& Sroufe, 2000). Anxiety (Ferdinand, Dieleman, Ormel, & Verhulst, 2007), temperament
(Durbin, Hayden, Klein, & Olino, 2007), reading ability (Fergusson, Horwood, Caspi,
Moffitt, & Silvia, 1996), various aspects of personality (Caspi & Roberts, 2001; Kagan,
1980; Obradovic´, Pardini, Long, & Loeber, 2007), and antisocial behaviors (Moffitt, 1993;
Pajer, 1998) have all been suggested to change in their manifestation over the course of
development. If a theory predicts change in the manifestation of a construct over time,
that theory should also predict changes in the construct’s measurement over time.
It has been suggested that a lack of measurement invariance (i.e., an unstable mea-
surement structure) may provide greater support for a theory than maintaining invariance
(Horn, McArdle, & Mason, 1983). Yet, the LGM literature relies heavily on the mean
scores, scores that not only assume a degree of item equivalence within time, but also over
time. This is especially surprising given the intimate relationship between the operation
definition of a construct its measurement (Cronbach & Meehl, 1955).
To date much of the invariance literature has ignored the possibility of theoretically
derived, expected changes in measurement structure. This continues even when, as will
be shown later, failing to properly account for measurement non-invariance may have a
devastating effect on a researcher’s conclusions and understanding of a construct.
The current study was designed to examine the effects non-invariance on LGM func-
tional forms of change and parameter estimation in the presence of systematically in-
creasing or decreasing factor loadings and item intercepts. To meet these goals, I begin
with a brief introduction to LGMs followed by the restrictions placed on the traditional
measurement model used within the LGM framework. Following this, an introduction
to measurement invariance is provided within the context of longitudinal confirmatory
factor analysis (CFA). Factor score and Second-order LGMs available to incorporate flex-
ible measurement structures within longitudinal models of growth are introduced. The
various roles measurement invariance may play in the study of stability and growth are
presented. Specific hypotheses regarding the effects of systematic measurement non-
invariance on model parameterization and parameter estimation in LGMs are provided
followed by the results of a Monte Carlo simulation study designed to test these hy-
potheses. This paper concludes with directions for future research and a discussion of
the implications of these findings in applied research.
2
1.1 Latent Growth Models
The standard linear LGM model can be defined1 at the individual level as
yti = αi + γtβi + ti , (1.1)
with
ti ∼ N(0, σ2t ) (1.2)
where yti represents the value of the repeated measure at time t for individual i, αi
and βi are the random intercept and slope parameters, respectively, for individual i’s
trajectory, γt represents the value of the time trend variable at time t, and ti represents
the individual- and time-specific residual with mean 0 and variance σ2t across individuals.
The intercept and slopes in the LGM model are random variables (i.e., the model allows
for deviations from the population growth trajectory), that can be expressed as functions
of a mean and deviation from the mean:
αi = µα + uαi (1.3)
and
βi = µβ + uβi , (1.4)
with  uαi
uβi
 ∼ N

 0
0
 ,
 φαα
φβα φββ

 . (1.5)
The latent trajectory for individual i is held to be a function of the mean population
intercept (µα), the mean slope in the population (µβ), and individual-specific intercept
1The notation used throughout this paper has been modified slightly from the standard notation
found in the literature. This was done to allow for greater ease of presentation in later sections of the
paper as well as to reduce the frequency of matrices with changing definitions.
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and slope deviations; uαi and uβi respectively. Deviations are assumed to have mean 0,
with variances φαα and φββ and covariance φβα.
This model can be written in a more generalizable fashion using matrix notation:
y˜ = pi˜ + Γξ˜ + ˜ , (1.6)
where
ξ˜ ∼ N(µ˜ ξ,Φξξ) , (1.7)
and
˜ ∼ N(0˜ ,Θ) . (1.8)
The t-vector of repeated manifest variables in Equation 1.6 is denoted by y˜ . pi˜ is a t-
vector of intercepts that are constrained to 0 for identification (i.e., pi˜ ≡ 0) and will not
be retained in further equations. Γ is a t× k matrix of factor loadings regressing y˜ onto
the k-vector of latent growth factors ξ˜ (e.g., latent intercept and linear slopes) and µ˜ ξ
denotes a k-vector of latent means. For a standard linear LGM with a random latent
intercept (ξα) and slope (ξβ), µ˜
′
ξ = [µα µβ] and Φξξ denotes the k × k covariance matrix
of ξα and ξβ. Θ denotes the t × t (generally diagonal) covariance matrix of residuals.
Θ denotes a diagonal matrix throughout this discussion unless otherwise noted.
In this formulation both the mean,
E(y˜) = Γµ˜ ξ , (1.9)
and covariance structure, Σyy, of y,
Σyy = ΓΦξξΓ
′
+Θ , (1.10)
can be modeled.
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The functional form of the LGM is parameterized by constraining elements of Γ. For
example, a common polynomial linear change model can be parameterized as:
Γ
′
=
 1 1 1 . . . 1
0 1 2 . . . T − 1
 , (1.11)
where Γ
′
1t defines ξα’s influence on the manifest variables and Γ
′
2t defines ξβ’s influence
on the manifest variables. This parameterization allows for the estimation of the initial
mean level, µξα , at t = 1 as well as the linear change per unit of time t, µξβ . The growth
models described in this paper are assumed to be linear in the parameters (Bollen, 1989b);
alternative parameterizations of Γ allow for non-linear change to be approximated.
A popular alternative to the standard polynomial based function is to use the free-
loading LGM (McArdle, 1988). In contrast to the model presented above, the free-loading
LGM allows the data to dictate the pattern of change. The flexibility of the free-loading
LGM is obtained by estimating a subset, generally T-2, γ parameters. While the γ
values associated with the latent intercept remain unchanged, only two of the γ values
associated with change (i.e., the latent slope variable in the linear LGM) are constrained.
A common parameterization of the free-loading LGM consists of constraining γ
′
21 to 0
and γ
′
2T to unity;
Γ
′
=
 1 1 1 . . . 1
0 γ22 γ23 . . . 1
 . (1.12)
This parameterization (Equation 1.12) allows the estimated γ values to be interpreted
as the proportion of total change since Time 1 with Time T reflecting the total change.
This parameterization changes the meaning of the latent slope, the latent change variable,
such that it now represents the total change observed over T assessments.
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1.1.1 Parameter Estimation and Evaluation
There are numerous estimators available for latent variable models. With continuous,
normally distributed data, maximum likelihood (ML; Lawley & Maxwell, 1963) has a
number of desirable properties and has thus become one of the most popular methods
of parameter estimation (Bollen & Curran, 2006). For LGMs that are linear in the
parameters (i.e., Equations 1.9 and 1.10), ML estimation minimizes the fit function
FML(θ˜) = ln|Σ(θ˜)| − ln|S|+ tr[Σ(θ˜)−1S] + [y¯˜ − µ˜(θ˜)]
′
Σ(θ˜)−1[y¯˜ − µ˜(θ˜)]− p˜ , (1.13)
where y¯˜ consists of the sample estimates of the population means, µ˜ , and S is the sample
estimate of the population covariance structure, Σyy. The model implied means, µ˜(θˆ˜),
and covariance matrix, Σ(θˆ˜), are functions of the model parameter vector2 θ˜ = µα, µβ,
γt, φαα, φββ, φβα, and θtt (i.e., elements of Θ). Under a set of assumptions, as θˆ˜ → θ˜,
the model parameters approach the population values.
More specifically, for the linear LGM model, Equation 1.13 minimizes the difference
between the vector of sample means, µ˜ , and the model implied means, µ˜(θ˜),
µ˜ ≈ µ˜(θ˜) , (1.14)
such that 
µy1
µy2
...
µyT

≈

µα + γ1µβ
µα + γ2µβ
...
µα + γTµβ

, (1.15)
and the sample covariance matrix, Σyy, and the model implied covariance matrix, Σ(θ˜),
2It is standard convention to denote the vector of model parameters as θ˜. This should not be confused
with the model parameter matrix Θ with elements θtt. The vector of parameters, θ˜, is never denoted
with a subscript in this paper.
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such that
Σyy ≈ Σ(θ˜) , (1.16)
where
Σyy ≈

VAR(y1) COV(y1, y2) . . . COV(y1, yT )
COV(y2, y1) VAR(y2) . . . COV(y2, yT )
...
...
. . .
...
COV(yT , y1) COV(yT , y2) . . . VAR(yT )

, (1.17)
and Σ(θ˜) =

φαα + 2γ12φβα + γ
2
12φββ + θ11 . . . φαα + (γ12 + γ2T )φβα + γ12γ2Tφββ
φαα + (γ12 + γ22)φβα + γ12γ22φββ . . . φαα + (γ22 + γ2T )φβα + γ22γ2Tφββ
...
. . .
...
φαα + (γ12 + γ2T )φβα + γ12γ2Tφββ . . . φαα + 2γ2Tφβα + γ
2
2Tφββ + θtt

. (1.18)
With a correctly specified model (i.e., when the model is an accurate representa-
tion of the population), ML parameter estimates have a number of desirable asymptotic
properties, including being consistent, unbiased, normally distributed, and efficient (see
Bollen & Curran, 2006, for a discussion of these properties with respect to LGMs). The
asymptotic covariance matrix (ACOV) of the parameters is
ACOV(θ˜) =
2
N − 1
E
∂2FML(θ˜)
∂θ˜∂θ˜
′
−1 , (1.19)
where N is the total sample size3. Equation 1.19 can be used to obtain standard errors
and statistical significance tests for the parameter estimates when θ˜ is replaced with θˆ˜.
3The derivations of Equation 1.19 for the log likelihood can be found in Bollen (1989b, pp. 134–135).
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ML also allows for a test of the composite null hypothesis:
H0 : µ˜ = µ˜(θ˜) and Σ = Σ(θ˜) . (1.20)
The most popular test statistic for this null hypothesis is the G2 statistic:
G2 = (N − 1)FML(θ˜) . (1.21)
When the null hypothesis is true and model assumptions have been met, the G2 statistic
is χ2 distributed,
G2 ∼ χ2(df) , (1.22)
with degrees of freedom equal to (for an unconditional LGM):
df =
1
2
P (P + 3)− u , (1.23)
where u denotes the number of unconstrained parameters.
When two models are of interest and the models are nested (i.e., one model can be
obtained by constraining parameters of another model), the G2 statistic remains a useful
tool. The G2 difference test, G2∆, is a statistical test that evaluates the difference in fit
between some specified alternative model, say a free-loading LGM or Model A, and a
more constrained model, say a linear LGM or Model C, such that
G2∆ = G
2
c −G2a . (1.24)
Much like the G2 statistic, the G2∆ is χ
2 distributed (Steiger, Shapiro, & Browne, 1985),
G2∆ ∼ χ2(df∆) , (1.25)
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with
df∆ = dfa − dfc . (1.26)
Although the G2 and G2∆ statistics can provide evidence of model fit or model pref-
erence, they do have limitations. For example, data with excessive kurtosis can lead to
G2 values that are either too large or too small (Browne, 1984). Another limitation of
the G2 and G2∆ statistics is the potential of excessive power in large samples. As can be
seen in Equation 1.21, the statistic is a function of sample size. Given a large sample,
the G2 and G2∆ statistics can be significant in the presence of even trivial discrepancies
(Bollen, 1989b, p. 338).
An alternative to evaluating exact fit with the G2 statistic is to use baseline fit indices
such as the Tucker-Lewis Index (TLI; Tucker & Lewis, 1973) or the Incremental Fit Index
(IFI; Bollen, 1989a). Baseline fit indices evaluate the fit of the hypothesized model, G2h,
relative to the fit of a baseline model, G2b . Although the baseline model could be defined
as any alternative, a null model is generally used (Bollen & Curran, 2006). A null model
consists of estimating all variable variances and means while constraining all covariances
to zero. In other words, evaluating the null model consists of testing the null hypothesis
that no relationship exists between the observed variables.
Many baseline fit indices are comprised of a difference in fit ratio between the hy-
pothesized model and the baseline model. For example, the TLI is defined as
TLI =
G2b
dfb
− G2h
dfh
G2b
dfb
− 1
, (1.27)
where dfb denotes the degrees of freedom for the baseline model and dfh denotes the
degrees of freedom for the hypothesized model. The models’ degrees of freedom adjust
for the number of parameters in the hypothesized model whereby models with smaller
degrees of freedom are more “penalized” than models with larger degrees of freedom. The
TLI ranges from 0 to 1, although values outside of this range are possible. TLI values
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close to 1 (i.e., > .90) are considered to show adequate fit to the data (Hu & Bentler,
1998, 1999).
Similar to the TLI, the IFI is a baseline fit index that also ranges from 0 to 1.
However, the IFI, defined as:
IFI =
G2b −G2h
G2b − dfh
, (1.28)
adjusts for the model degrees of freedom in a slightly different fashion. The IFI incor-
porates only the degrees of freedom of the hypothesized model, dfh. By subtracting this
value from the denominator (see Equation 1.28) the IFI penalizes models with fewer
degrees of freedom. All else being equal, as dfh increases so does the IFI.
As opposed to comparing the hypothesized model to a baseline model, a stand-alone
index such as the root-mean-square error of approximation (RMSEA; Steiger & Lind,
1980), can be used. The sample point estimate of the RMSEA is defined as
RMSEA =
√
G2h − dfh
(N − 1)dfh , (1.29)
and provides an unbiased, sample size adjusted estimate of model discrepancy (see, Equa-
tion 1.13) per degrees of freedom. When the null hypothesis is true, the RMSEA equals
0. Although there are no clear cut values associated with the RMSEA, Steiger (1989) and
Browne and Cudeck (1992, 1993) suggest RMSEA values below .05 represent a “good”
fit to the data, values greater than .10 represent a “poor” fit to the data, while values
between .05 and .10 represent a moderate or adequate fit to the data4.
In sum, ML can provide parameter estimates and their associated standard errors
allowing statistical evaluation of each parameter estimate. Using ML also allows for an
asymptotically χ2 distributed test statistic of the hypothesis in Equation 1.20. When
4Tests of close fit and not-close fit are available within the structural equation modeling framework
(MacCallum, Browne, & Sugawara, 1996). While these tests are informative in practice, they are beyond
the scope of the current paper.
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two nested models are of interest, the G2∆ can be used to compare the fit of the models
5.
Unfortunately, these properties only hold when the model is properly specified. The
strict constraints placed on the LGM by the assumed measurement model may make it
difficult to meet the model’s assumptions in practice.
1.1.2 Measurement in LGMs
A key assumption in LGMs is that the measurement model for the manifest variables
(i.e, the outcomes) is invariant over time (Meredith, 1993). The use of mean or sum
scores assumes that items6 (or scales/questionnaires) measure the same construct in the
same way each time the items are used (Nunnally & Bernstein, 1994). More specifically,
manifest variables such as sum scores
yti =
J∑
j=1
yjti , (1.30)
where yti is the sum of J items for individual i at time t, or mean scores
y¯ti = J
−1
J∑
j=1
yjti , (1.31)
where y¯ti is the mean of J items for individual i at time t, equally weight all items
within and over time. Lord and Novick (1968) showed that mean score appropriate items
must be “τ -equivalent” (i.e., equal relationship to the construct within time). When τ -
equivalence holds within time and the items are invariant over time, mean scores provide
unbiased estimates of the mean (consistent with Equation 1.9), and variance of the items
5While other measures of fit are available for evaluating individual models as well as for comparing
models, these indices do not play a role in the current study and are thus not addressed here.
6The items discussed in this paper are assumed to be continuous and normally distributed. Although
many of the models, problems, and eventual conclusions discussed in this paper should generalize to
categorical response options, additional steps would have to be taken to allow for such items (see Mislevy,
1986, and Wirth & Edwards, 2007, for discussions of item-level factor analyses).
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at time t. The variance of a mean score at time t is simply the mean of the variances
and covariances of J items at time t:
σ2y¯ty¯t = (J
2
t )
−11
′
Σtt1 , (1.32)
where 1 is a J-vector of ones and Σtt is a J × J covariance matrix of time t’s item
responses. Given Equation 1.32, the t × t covariance matrix of the mean scores can be
defined as,
Σy¯y¯ =

(J2t )
−11
′
Σ111 (J
2
t )
−11
′
Σ121 · · · (J2t )−11′Σ1T1
(J2t )
−11
′
Σ211 (J
2
t )
−11
′
Σ221 (J
2
t )
−11
′
Σ2T1
...
. . .
...
(J2t )
−11
′
ΣT11 (J
2
t )
−11
′
ΣT21 · · · (J2t )−11′ΣTT1

. (1.33)
where all variables are as previously defined.
The use of sum or mean scores, although intuitive and often easy to implement, can
limit or substantially alter the information obtained from a model of growth. When
the measurement model imposed on the data does not accurately reflect the relationship
among the items in the population, the ability to accurately recover parameter estimates
is reduced (Leite, 2007). The inability to accurately recover parameter values of inter-
est may occur even when the LGM fits the data (i.e., the null hypothesis in Equation
1.20 is retained). More specifically, if the measurement model used to calculate the time-
specific scores is misspecified, the ML discrepancy function minimizes the correspondence
between the misspecified mean or sum scores and the model implied mean and covari-
ances. Even when the sum or mean measurement models are accurate representations of
the relationship among items in the population, using such scores to assess a construct
removes the ability to separate item specific measurement error from the “error free”
construct under investigation (Bollen & Lennox, 1991).
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The measurement assumptions associated with sum or mean scores cannot be tested
within the traditional LGM. While the effects of imposing inaccurate measurement struc-
tures on the items is the focus of this paper, we first turn our attention to a more
flexible measurement model and its incorporation into longitudinal models of growth.
This model, namely the longitudinal CFA model, will provide the foundation to fur-
ther explore the effects of measurement non-invariance on parameter estimates and the
functional form of growth.
1.2 Longitudinal Confirmatory Factor Models
CFA has a long history in the social sciences (see, for example, Jo¨reskog, 1969) and
offers the ability to formally model the measurement structure of a latent construct at
each time of assessment. More specifically, the CFA model can be defined as:
y˜ = τ˜ +Λη˜ + ˜ , (1.34)
with
˜ ∼ N(0˜ ,Θ) , (1.35)
and
η˜ ∼ N(µ˜η,Ψ) . (1.36)
The longitudinal CFA model predicts item responses7 by a linear combination of the
item’s intercept, a factor loading regressing the observed item’s response onto the latent
construct, and a unique score. These parameters are denoted by the p-vector y˜ , the p× t
matrix Λ, the t-vector η˜, and the p-vector ˜, respectively. Equation 1.34 implies a mean
7The longitudinal CFA can also be used with sum, mean, or any other type of composite scores. How-
ever, using such scores would introduce the same problems associated with LGMs when using composite
scores. Therefore, it is assumed here that all indicators are continuous responses to individual items.
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y11 y21 y31 y12 y22 y32 y13 y23 y33
η1 η2 η3
λ31λ21 λ52 λ62 λ83 λ93
ε11 ε22 ε33 ε44 ε55 ε66 ε77 ε88 ε99
λ11 λ42 λ73
ψ21 ψ32
ψ31
Figure 1.1: Path diagram illustrating a longitudinal CFA model of a single construct, η,
over three assessment periods (t = 3) and three, yjt, indicators (j = 3).
structure
E(y˜) = τ˜ +Λµ˜η , (1.37)
and covariance structure,
Σyy = ΛΨζζΛ
′
+Θ , (1.38)
where the p×p matrix Σyy denotes the covariance structure of p observed variables. Here
the observed variables are the repeated item responses over time.
Although the longitudinal CFA model (Equations 1.34 to 1.38) may look similar to
the LGM (Equations 1.6 to 1.11), the two models differ in an important way. Unlike the
LGM, the longitudinal CFA allows for the construct/item relationship to be evaluated at
each time of assessment. For example, Figure 1.1 provides an example of a longitudinal
CFA where three variables (y1t, y2t, y3t) are measured on three separate occasions (t = 1
to 3). Consistent with Equations 1.37 and 1.38, Figure 1.1 shows that each indicator’s
relationship to the latent construct can be evaluated at each time of assessment. More
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specifically, the parameterization of Λ in Figure 1.1,
Λ =

λ11 0 0
λ21 0 0
λ31 0 0
0 λ42 0
0 λ52 0
0 λ62 0
0 0 λ73
0 0 λ83
0 0 λ93

, (1.39)
allows each item to have a unique relationship to the latent construct within time (e.g.,
λ11 6= λ21 6= λ31) as well as for each indicator to have a unique relationship to the latent
construct over time (e.g., λ11 6= λ12 6= λ13). Incorporating these relationships can add
to the validity of the model whereby greater confidence can be had in the latent scores
being modeled over time (see Cronbach & Meehl, 1955, for a discussion of the role of
measurement in validity).
The identification of the longitudinal CFA can be obtained in a number of ways (see,
Bollen & Curran, 2006; Meredith & Horn, 2001). However, one of the most common
methods for identifying a longitudinal CFA is to constrain at least one item intercept
and factor loading at each time of assessment to some value. If the λs and τs used for
identification are set equal to one and zero, respectively (see, Bollen, 1989b, p. 247 for
CFA identification rules), the latent variable at each time of assessment is on the same
scale as the manifest variable used for identification.
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1.2.1 Identification Invariance
Constraining a particular item’s intercept and factor loading to some value at each
time of assessment for identification assumes that the intercepts and loadings of the item
are constant over time. If invariance for the identification item is maintained, the lon-
gitudinal CFA provides unbiased estimates of the latent variable’s mean and variance
at each time of assessment (Hancock, Stapleton, & Arnold-Berkovits, 2005). However,
as discussed by Hancock et al., violating this level of invariance (identification invari-
ance) can lead to biased parameter estimates and thus an inaccurate reflection of the
population.
For example, let the mean structures for Time 1 and Time 2 be defined as:

y¯11
y¯21
...
y¯j1

=

τ11 + λ11µη1
τ21 + λ21µη1
...
τj1 + λj1µη1

and

y¯12
y¯22
...
y¯j2

=

τ12 + λ12µη2
τ22 + λ22µη2
...
τj2 + λj2µη2

, (1.40)
respectively. Now, let Item 1’s intercept at Time 1 and Time 2 be equal and constrained
to the population value, τ1. Let the loading for this item also be equal and constrained
to the population value, λ1. When the intercept and factor loadings are equal in the
population and constrained for identification, an unbiased estimate of change between
Time 1 and Time 2 can be obtained. More specifically, replacing the Time 2 and Time
1 parameters with λ and τ for a single repeated item,
y¯12 − y¯11 = (τ + λµη2)− (τ + λµη1)
= λ(µη2 − µη1)
λ−1(y¯12 − y¯11) = µη2 − µη1 ,
(1.41)
demonstrates that when the intercepts and factor loadings are equivalent, the difference
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between the latent means is simply a weighted difference between the item means. If the
population value of λ is 1, Equation 1.41 simplifies to
y¯12 − y¯11 = µη2 − µη1 . (1.42)
However, when the constraint on the factor loadings does not hold in the population (i.e.,
λ11 6= λ12 6= λ1t), the weighted difference between the means is a biased estimate of the
latent difference.
Let λ11 6= λ12 in the population and λ∗ equal the ML estimate of the mean population
weights (see, Jo¨reskog, 1971) for Item 1 at Time 1 and Time 2 such that,
λ∗ =
∑T
t=1 λ1t
T
. (1.43)
Given Equations 1.41 and 1.43, the bias in latent mean estimates over time can be shown
to be equal to
B(µ∆) = (µη2 − µη1)− [λ−1∗(y¯12 − y¯11)] . (1.44)
The incorporation of τ non-invariance can increase the bias such that,
B(µ∆) = (µη2 − µη1)− {λ−1∗(y¯12 − y¯11) + [(τ1 − τ2)− τ ∗]} , (1.45)
where τ ∗ is the ML estimate of the mean of τ1 and τ2.
As with the latent means, the variances/covariance matrix is also biased when the
constrained factor loadings are non-invariant (i.e., λ11 6= λ12). More specifically, let the
implied covariance matrix for these two items be defined as
Σ(θ˜) =
 λ211φ11 + θ11 λ11λ12φ12
λ12λ11φ21 λ
2
12φ22 + θ22
 . (1.46)
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If the factor loadings are invariant, the model implied covariance matrix in Equation 1.46
is equivalent to
Σ(θ˜) =
 λ2φ11 + θ11 λ2φ12
λ2φ21 λ
2φ22 + θ22
 . (1.47)
However, if the factor loadings are not invariant, then the model implied covariance
matrix for these two items is equivalent to
Σ∗(θ˜) =
 λ2∗φ11 + θ11 λ2∗φ12
λ2∗φ21 λ2∗φ22 + θ22
 , (1.48)
where all variables are as previously defined. In cases where the item parameters used
for identification are not invariant over time, Σ(θ˜) will not equal Σ∗(θ˜) and thus Σ∗(θ˜)
will not equal Σyy or S.
These findings suggest that when the item/construct relationship used for identifi-
cation is not invariant over time, the model implied mean and covariance structure will
not accurately reflect the population or sample mean and covariance structures.
Just as with the LGM, the model parameters can be estimated using ML (Equation
1.13) and evaluated using the aforementioned measures of fit; see Equations 1.21, and 1.27
to 1.29. Much like with the LGM, the accuracy of the parameter estimates remains de-
pendent on the model being properly specified; including identification invariance. While
only identification invariance is required to obtain unbiased longitudinal CFA parameter
estimates, methodologists have suggested greater degrees of measurement invariance is
required for valid examination of a construct over time.
1.3 Measurement Invariance
Measurement invariance is a general term that subsumes a wide range of “invari-
ances.” For example, measurement invariance can refer to the invariance of intercepts,
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factor loadings, or unique variances (Meredith, 1993). Although extensive work has
be published on this topic, the majority of this work has focused on invariance across
groups, with less emphasis on exploring invariance over time. Of the work completed on
longitudinal invariance, a majority of this work has focused on CFA models.
The level of invariance depends on the model parameters that can be constrained
over time without resulting in a significant decrement in model fit to the data (testing
levels of invariance is discussed in more detail below). For example, if all item-specific
factor loadings are said to be equal over time, Equations 1.37 and 1.38 can be rewritten
as
E(y˜) = τ˜
(t) +Λµ˜
(t)
η (1.49)
and
Σyy = ΛΨ
(t)
ζζΛ
′
+Θ(t) ; (1.50)
respectively. The superscript (t) on the τ˜(t), µ˜
(t)
η , Ψ
(t)
ζζ , and Θ
(t)
 parameters denotes that
the parameters are free to take on time specific values. The lack of a superscript (t) on
Λ denotes that its elements are constrained to equality (i.e., invariant) over time. If the
model outlined in Equations 1.49 and 1.50 (i.e., constraints placed on Λ) does not result
in a significant decrement in fit to the data compared to the fit of the model outlined in
Equations 1.37 and 1.38, Λ invariance is said to hold.
Clearly a number of different constraints could be tested for any given model. For
ease of presentation a brief review of potential levels of invariance is presented. The order
of presentation is similar to the sequential model tests found in the invariance literature
(see Jo¨reskog, 1971; Meredith, 1993; Vandenberg & Lance, 2000; Widaman & Reise,
1997).
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1.3.1 Levels of Invariance
Complete covariance invariance is the null hypothesis that all time-specific covariance
structures are equal over all timepoints (i.e., Level A in Table 1.3.1). If this hypothesis
is not rejected, time of assessment exhibits exchangeability. That is, time of assessment
has no influence on the model parameters whereby all time-specific elements of Θ,
Λ, and Ψζζ can be constrained to equality over time. If, however, the null hypothesis
is rejected, further exploration must be conducted to examine the level of invariance
(Levels B through F in Table 1.3.1), or more specifically, to determine the parameters
that exhibit non-invariance8.
Configurational invariance (Thurstone, 1947), also referred to as configural (Horn
et al., 1983) or pattern invariance (Millsap, 1997) is the weakest level of invariance; see
Level B in Table 1.3.1. Simply stated, configurational invariance is maintained if the same
pattern of zero and non-zero factor loadings exists over time (Horn & McArdle, 1992).
Configurational invariance is traditionally considered the easiest to obtain in practice
(Labouvie & Ruetsch, 1995).
Metric invariance (Thurstone, 1947), also referred to as weak (Meredith, 1993) or
factor pattern invariance (Millsap, 1995), is slightly more stringent than configurational
invariance. With metric invariance the loadings (i.e., Λ) must be equal across all time-
points; see Level C in Table 1.3.1. For example, in Figure 1.1, metric invariance over time
would be satisfied if and only if λ11 = λ42 = λ73, λ21 = λ52 = λ83, and λ31 = λ62 = λ93.
It is generally accepted that, at minimum, metric invariance is desired in order to claim
that factors bear similar interpretations over time (Widaman & Reise, 1997). However,
some researchers have suggested that even higher levels of invariance are preferred to
ensure that the same theoretical construct is under study at each time of assessment
(Meredith, 1993).
8Note that no mean structure is evaluated at this level; exchangeability refers only to the time-specific
variances and covariances.
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Strong invariance (Meredith, 1993), also referred to as scalar invariance (Steenkamp
& Baumgartner, 1998), is slightly more constraining than metric invariance. Strong
invariance requires all of an indicators’ factor loadings and intercepts to remain constant
over time; see Level D in Table 1.3.1. The equality between intercepts ensures any
observed changes in mean levels of a construct are unique to the latent variable as opposed
to changes in measurement itself.
Strict invariance (Meredith, 1993), also referred to as complete invariance (Millsap,
1995), is said to exist when Λ, τ˜, and Θ are all invariant over time. Strict invariance
generally refers to the unique variances over time or across group. However, covariances
between item specific responses over time may be present. If item-specific, off-diagonal
elements are present in Θ the invariance of these parameters could also be evaluated
as part of Strict invariance.
Factor covariance and mean invariance, also referred to as error invariance
(Steenkamp & Baumgartner, 1998), have been added here for completeness. As can
be seen in Table 1.3.1 (Levels F and G), factor covariance and mean invariance are
equivalent to complete covariance invariance (Level A) and mean structure invariance.
While these last two levels are theoretically important, data consistent with either one
of these levels of invariance would suggest little, if any, change is occurring over time.
1.3.2 Partial Invariance
Meredith (1993) suggests that strict invariance is preferred when modeling a con-
struct because it ensures that the same construct is being measured at each time of
assessment. As can be seen in Table 1.3.1 (Level E), maintaining strict invariance es-
tablishes that any differences observed over time are the sole function of the means,
variances, and covariances of the construct over time. Given that many of the constructs
in the social sciences are latent, maintaining strict invariance can increase both the con-
fidence and validity of research findings (Meredith, 1993). However, maintaining strict
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invariance should only increase the validity of a construct if the construct is theorized
to manifest itself in a stable manner over time. Indeed, observing strict invariance in
practice may often be unrealistic and untenable (Hancock et al., 2005).
For models of growth and stability, factor loadings (Λy) and intercepts (τ˜y), are of
particular interest. However, the potentially unrealistic constraint of maintaining even
strong invariance has lead many methodologists to proposed that a less stringent level of
invariance is sufficient for modeling growth. Researchers such as Byrne, Shavelson, and
Muthe´n (1989) and Labouvie and Ruetsch (1995) have suggested that requiring only a
subset of the factor loadings or item intercepts to remain equal over time may provide
a more realistic criterion. Partial invariance can be maintained in a number of ways.
For example, the model in Figure 1.1 may require λ11, λ42, and λ73 to remain equal
over time while allowing the other loadings to be freely estimated over time. In doing
so, the scale of the latent construct remains constant, measurement error is taken into
consideration, and potential model misspecifications are minimized. Similar logic can be
applied to the item intercepts or a combination of loadings and intercepts. While the
level of invariance required for comparing groups or modeling change over time has been
debated for a number of years (Byrne et al., 1989; Labouvie & Ruetsch, 1995; Horn et al.,
1983; Widaman & Reise, 1997), it seems clear to the author that the level of invariance
should be dictated by substantive theory.
Relying on Theory
In their seminal work on validity, Cronbach and Meehl (1955) defined construct
validity in part by the extent to which a particular measure or set of measures, is a
proxy for a construct not otherwise “operationally defined” (Cronbach & Meehl, 1955,
p.282). This definition extends logically to include constructs for which the operational
definition and expected observed behaviors vary as a function of time.
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The successful demonstration of construct validity necessitates empirical convergent
and divergent validation (Campbell & Fiske, 1959). While much of the work in this area
has focused on the use of multitrait-multimethod matrices with varying degrees of success
(Campbell & Fiske, 1959; Schmitt & Stults, 1986; Andrews, 1984), construct validity
should also be evaluated by the extent to which a measure reflects the hypothesized
operationalization of a construct. The extent to which a measure demonstrates non-
invariance can inform researchers as to the validity of the measure (Horn et al., 1983).
Therefore, if the level of invariance is consistent with theory, the measurement tool has
the potential to be a valid representation of the construct over time.
This is not to say that the ability to regain relevant information about change from a
model is not influenced by the degree of non-invariance (e.g., the amount of change in the
parameters over time). Indeed, as was discussed above, at least identification invariance
is required to obtain accurate parameter estimates and thus a clear understanding of
a construct over time. Unfortunately, even in the presence of what would amount to
identification invariance, the ability to detect which parameters are invariant can be
difficult (Bollen & Curran, 2006).
1.3.3 Evaluating Levels of Measurement Invariance
Different degrees of invariance are traditionally specified and tested by sequentially
applying equality constraints over time on sets of model parameters. Because these mod-
els are nested in terms of parameters, determining the degree of measurement invariance
has traditionally been assessed using a series of G2∆ tests (e.g., Equations 1.24 to 1.26).
According to the forward restriction or forward addition strategy (i.e., progressing
through the levels in Table 1.3.1), equality constraints are imposed on key parameters
at each step and the resulting decrement in model fit is observed. If adding constraints
causes a significant decrement in fit or results in a poorly fitting model, the model is
deemed implausible. The logic behind this sequence of models (and similar sequences) has
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been discussed extensively elsewhere (e.g., Jo¨reskog, 1971; Meredith, 1993; Vandenberg
& Lance, 2000; Widaman & Reise, 1997).
The steps outlined in Table 1.3.1 agree very closely with those outlined by Van-
denberg and Lance (2000) in their comprehensive review of the measurement invariance
literature. Given this series of tests, Step A is the null hypothesis that all time-specific
matrices are equal. Assuming sufficient statistical power, if Step A is not rejected, then
the matrices are considered equal, and there is no need to proceed with Steps B through
E. If Step A is rejected, then the researcher can proceed with Steps B through E by speci-
fying a longitudinal CFA model with an increasing number of equality constraints until a
significant decrement in fit (i.e., a significant G2∆ value) is obtained. At this point further
models can be examined to better understand the specific measurement characteristics
(i.e., partial invariance) associated with the construct under study.
1.3.4 Conclusions
Unlike the traditional mean score model, longitudinal CFAs allow for appropriate
weighting of the item/construct relationship. However, longitudinal CFA models do not
address the same theoretical question as LGMs. The longitudinal CFA, while allowing
for a measurement model to be estimated at each time of assessment, does not allow
for the explicit modeling of individual trajectories. There are at least two methods
for incorporating the longitudinal CFA’s measurement capabilities into LGMs, factor
scores derived from longitudinal CFA results and the second-order latent growth model
(SOLGM).
1.4 Factor Scores as LGM Indicators
Factor scores are estimates of the unobserved scores theorized to underly latent
variables (Thomson, 1939). Factor scores take both the differentially weighted items
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as well as measurement error into account, thus they should provide a more accurate
estimate of individual differences and variability within and over time compared to mean
scores (Curran, Edwards, Wirth, Hussong, & Chassin, 2007).
There are a number of methods available for estimating factor scores. The regression
based factor score (rF) method outlined by Thomson (1939) and expanded by Lawley
and Maxwell (1963) minimizes the variability in score estimates. More specifically, rF
scores can be defined as
rFi = ΦΛ
′
Σ−1yy (θ) [yi − µy(θ)] + µη , (1.51)
where all variables are as previously defined. As was recently demonstrated by
Bartholomew (2007), rF scores provide point and dispersion estimates for the condi-
tional distribution of the latent variables on the observed variables. That is, rF scores
provide information about the posterior distribution of latent scores. This conceptu-
alization is very similar to scoring methods used within other measurement modeling
frameworks such as Item Response Theory (IRT); see, for example, Thissen and Wainer
(2001). However, rF scores do have a potential disadvantage when used in secondary
analysis; namely the mean and correlational structure among the scores may not accu-
rately reproduce the mean and correlational structure of the latent variables as estimated
by the scoring model (e.g., longitudinal CFA).
In recent studies by Curran et al. (2007) and Ram et al. (2005) rF score estimates
(or the closely related IRT score) were used as indicators in models of growth. The
authors of these papers were interested in constructs believed to manifest themselves
differently over time (externalizing behaviors and intelligence). They contend that by
using factor scores as opposed to mean scores to evaluate change, non-invariance in the
measurement structure should be better accounted for and thus should provide a more
accurate estimate of “true” change over time. Unfortunately, in neither study were the
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generating values known, so the extent to which rF scores were able to correct for non-
invariance is unclear.
Curran et al. (2007) did specifically compare factor and mean scoring methods. They
found a similar non-linear trend over time using both mean and factor score methods.
However, the factor score methods (rF and IRT) provided greater variability in the scores
over time compared to mean scores. Given this finding, a factor score method that
accurately reproduces the correlational structure among the time-specific measurements
may be beneficial in the examination of growth and stability.
Constrained-covariance factor scores (cF), defined as
cFi =
[
Φ1/2Λ
′
Θ−1 Σ
−1
yy (θ)Θ
−1
 ΛΦ
1/2
]−1/2
Φ1/2Λ
′
Θ−1 [yi − µy(θ)] + µη , (1.52)
and where the parameters are as defined above, differ from rF scores in that the corre-
lational structure of the estimated cF scores reproduce the correlational structure of the
scoring model exactly. More specifically, using a longitudinal CFA, if the latent variable
at Time 1 is found to have a correlation with the latent variable at Time 2 of .5, then the
cF score estimates from Time 1 and Time 2 will also correlate .5. As was pointed out by
Biesanz and Bollen (2003), the ability to maintain the structural relationships between
factors is important when using factor scores in secondary analyses.
1.4.1 Invariance and Factor Scores
Factor scores rely on a base model’s parameter estimates. In the case of longitudinal
analyses like those discussed here, that base model is a longitudinal CFA. Therefore,
the ability of factor scores to properly account for non-invariance over time relies on
the proper parameterization of the longitudinal CFA model. When the longitudinal
CFA model is properly specified and at least identification invariance holds, factor scores
should provide accurate estimates of growth over time. The degree of accuracy would
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likely depend on the factor score method used and the effects (fixed verses random) of
interest.
rF scores minimize the posterior score variability (Bartholomew, 2007). While in any
given sample rF scores may provide relatively efficient estimates of the variance structure,
due to the minimization of the latent score variance, rF scores may not accurately regain
the structure among the time specific latent variables. Of course, this assumes that the
longitudinal CFA is properly specified and the level of invariance was properly modeled.
It is unclear how unmodeled non-invariance in a longitudinal CFA model would manifest
itself in subsequent LGMs when using rF scores as indicators of growth.
cF scores are estimated to maintain the relationship between latent constructs mod-
eled in the longitudinal CFA. When the longitudinal CFA model is properly specified, cF
scores should accurately recover the variance structure of the underlying growth trajec-
tories. However, if the longitudinal CFA model is misspecified, the use of cF scores may
further propagate this misspecification throughout subsequent growth model parameter
estimates. For example, if a given longitudinal CFA model is misspecified (non-invariant
items are constrained to equality over time), the latent variance of a construct may be
biased over time. Requiring factor scores to replicate the variance structure of the lon-
gitudinal CFA results essentially ensures that the variance of the factor scores will also
be biased. This has the potential to bias further LGM estimates. Currently, it is unclear
how either of these factor score methods (rF or cF) would perform in practice when
non-invariance is unaccounted for in the base longitudinal CFA model.
1.4.2 Conclusions
Given that factor scores take into account unique item-factor relationships, they
should provide a more accurate estimate of individual growth compared to mean scores
(Curran et al., 2007; Ram et al., 2005). In fact, factor scores are theoretically consistent
with the use of SOLGMs (see below), but are less data intensive in the presences of
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large, potentially highly complex models (e.g., time-invariant or time-varying covariates,
multiple groups, autoregressive components, simultaneous analysis of multiple outcomes).
Unfortunately, while researchers have begun implementing factor score methods in models
of growth and stability, to date there is little work specifically examining their behavior
in LGMs. Indeed, much of how we expect factor scores to operate is based on our
understanding of SOLGMs.
1.5 Second-order Latent Growth Models
The SOLGM is a direct extension of the traditional LGM that incorporates the
strengths of the longitudinal CFA (Equations 1.37 and 1.38). More specifically, SOLGMs
are comprised of two types of latent variables (not including the residuals and unique
variances). The first type of latent variables are the growth parameters (e.g., the intercept
and linear slope components). These parameters allow for specific functional forms to
be tested over time as well as for inter- and intra-individual variability to be evaluated
(Curran & Wirth, 2004). The second type of latent variable is the repeated latent
construct of interest. This variable allows for the incorporation of a measurement model
at each time of assessment as well as for the evaluation of the measurement structure over
time (McArdle, 1988). The extension of a traditional or first-order LGM to a SOLGM
is straightforward and can be obtained by replacing y˜ with η˜ in Equation 1.6 such that
η˜ = ν˜ + Γξ˜ + ζ˜ , (1.53)
where ν˜ is a t-vector of latent intercepts, Γ is a t × k matrix of regression coefficients
regressing the latent construct, η˜, onto the latent growth parameters, ξ˜, and ζ˜ is a t-
vector of latent residuals. For a linear trajectory over t assessments, Γ is defined as in
Equation 1.11. The measurement models in SOLGMs are similar in form to those in
longitudinal CFAs (Equations 1.37 and 1.38), consisting of J indicators of the repeated
latent variable of interest; see Figure 1.2.
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The identification of SOLGM can be obtained in a number of ways. Much like the
identification of longitudinal CFAs, a SOLGM can be identified by constraining at least
one item intercept and factor loading at each time point to some value, usually 0 and 1,
respectively. Constraining the same item’s intercept and factor loading at each time of
assessment can help ensure that the latent variable at each time of assessment is on the
same scale (assuming identification invariance). Just as with the LGM and longitudinal
CFA, the model parameters can be estimated using ML (Equation 1.13) and evaluated
using the G2 statistic (Equation 1.21) as well as any other baseline or stand-alone fit
index.
1.5.1 Levels of Measurement Invariance in SOLGMs
Measurement models which retain configurational, metric, or strong measurement
invariance (see Table 1.3.1) are all applicable within the SOLGM framework (Chan,
1998). Given the work presented above (see, for example, Equations 1.41 and 1.47), with
at least identification invariance, the measurement model within the SOLGM can provide
unbiased estimates of the latent means and variances at each time point. Interestingly,
higher levels of invariance may cause problems within the SOLGM. For example, the
model implied variance of indicator yjt can be defined as:
VAR(yjt) = λ
2
jtVAR(ηt) + θjj , (1.54)
where the VAR(ηt) is defined as
VAR(ηt) = γ
2
αtφαα + γ
2
βtφββ + 2(γαtγβtφβα) + ζt . (1.55)
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Figure 1.2: Path diagram illustrating a second-order latent growth model over three
assessments (t = 3) with a three item (j = 3) measurement model at each assessment.
Growth factors are denoted by ξ, the latent construct is denoted by η, and observed
indicators are denoted by y.
The R2 value associated with the latent representation of the construct, ηt, at a
particular timepoint, t, can be defined as
R2ηt = 1−
ψζtζt
VAR(ηt)
. (1.56)
When factor covariance invariance is maintained, Equation 1.56 suggests R2ηt values will
go to unity as t → ∞. Note in Equation 1.56 that as time increases the denominator
continues to increase while the numerator remains unchanged.
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A similar complexity arises in the presence of strict invariance (i.e., Θ is invariant
over time). More specifically, given Equation 1.54, the R2 for indicator j at time t can
be defined as
R2yjt = 1−
θjj
VAR(yjt)
. (1.57)
As time increases the variance of the indictor, yjt, also increases. Therefore, if Θ
is constant over time, R2yjt will go to unity as t → ∞. That is, the denominator in
Equation 1.57 will continue to increase while the numerator remains constant.
Equations 1.57 and 1.56 seem to suggest that strict and factor covariance invariance
may rarely be theoretically appropriate for use in SOLGMs. However, if the variance
and covariances of the linear slopes’ values equal zero, the model implied values for the
variance of yjt and ηt remain constant. This stability also implies constant R
2 values
over time. Therefore, the lack of individual variability in change over time may be
necessary for theoretically consistent modeling of strict and factor covariance invariance
in SOLGMs.
Mean invariance can be examined slightly differently in SOLGMs. The null hypoth-
esis for the test of mean invariance is that there is no mean change in the construct over
time. In a SOLGM, all change in the latent construct, ηt, is attributed to the latent slope
factors (e.g., µβ). Given that
E(µ˜η) = Γµ˜ ξ , (1.58)
µβ must equal zero for µηt invariance to be maintained. The test of µηt invariance within
the context of a SOLGM can be conducted through the test of µβ.
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1.6 Measurement Invariance in Models of Latent
Growth
The previous section demonstrated potential effects of non-invariance and invariance
on model parameters within a SOLGM. In the presence of essentially τ -equivalent items,
a longitudinal CFA or SOLGM can be parameterized to be consistent with the mean
score model. This consistency can be achieved by constraining all intercepts to equality
within time and all item loadings to unity within and over time. Given the mean score
parameterization, the substantive results obtained from the SOLGM with a mean score
parameterization and a traditional LGM using mean scores should be functionally equiv-
alent. However, as will be further delineated below, depending on the level of invariance
in the population, the sum and mean score measurement models (Equations 1.30 and
1.31) may result not just in biased estimates of a construct, but in different functional
forms of growth (e.g., linear vs. non-linear trends over time). The effects of measurement
invariance on our ability to accurately model the population was nicely demonstrated by
Leite (2007).
More specifically, let us define a traditional four time point LGM as,

y¯1i
y¯2i
y¯3i
y¯4i

=

1 0
1 1
1 2
1 3

 α
β
+

1i
2i
3i
4i

. (1.59)
By rewriting Equation 1.31 in terms of latent variables such that,
yjti = τjt + λjtηti + jti , (1.60)
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and thus,
y¯ti = J
−1
(
J∑
j=1
(τjt + λjtηti + jti)
)
, (1.61)
where all variables are as previously defined (see Equation 1.6), y¯ti can be replaced by
Equation 1.61. Doing so results in

J−1
(∑J
j=1(τj1 + λj1η1i + j1i)
)
J−1
(∑J
j=1(τj2 + λj2η2i + j2i)
)
J−1
(∑J
j=1(τj3 + λj3η3i + j3i)
)
J−1
(∑J
j=1(τj4 + λj4η4i + j4i)
)

=

1 0
1 1
1 2
1 3

 αi
βi
+

ζ1i
ζ2i
ζ3i
ζ4i

. (1.62)
If we then suppose that all τjt’s equal 0, all λjt’s equal unity, and ¯ji equal 0 for all t,
Equation 1.59 can be written as a series of linear equations such that,

4−1 (0 + 4η1i + 0)
4−1 (0 + 4η2i + 0)
4−1 (0 + 4η3i + 0)
4−1 (0 + 4η4i + 0)

=

1 0
1 1
1 2
1 3

 αi
βi
+

ζ1i
ζ2i
ζ3i
ζ4i

, (1.63)
and thus,
η1i = (αi + ζ1i)
η2i = (αi + βi + ζ2i)
η3i = (αi + 2βi + ζ3i)
η4i = (αi + 3βi + ζ4i) .
(1.64)
As can be seen in Equations 1.61 to 1.62, when strict invariance holds, E(η˜) = Γξ˜ + ζ˜.
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This can be taken a step further and applied to the variance structure,
Σy¯y¯ = Λ
∗Ψ∗Λ∗
′
+Θ∗
=

(J211)
−11
′
(Λ11Ψ11Λ
′
11 +Θ11)1 · · · (J21T )−11′(Λ1TΨ1TΛ′1T +Θ1T )1
...
. . .
...
(J2T1)
−11
′
(ΛT1ΨT1Λ
′
T1 +ΘT1)1 · · · (J2TT )−11′(ΛTTΨTTΛ′TT +ΘTT )1

,
(1.65)
where all variables are as previously defined and ∗ denotes the mean score LGM model
parameters and the lack of ∗ denotes the population, item specific parameters.
Now suppose that strict invariance does not hold and the true parameter values of
interest only satisfy configurational invariance. If the population values are defined as
by Leite (2007):
τ˜
′
=
[
0 0 0 0 .25 .25 .25 .25 .5 .5 .5 .5 .75 .75 .75 .75
]
Λ˜
′
=

1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1.5 1.5 1.5 1.5 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 2 2 2 2 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 2.5 2.5 2.5 2.5

.
(1.66)
Following Equations 1.62 and 1.64, the new system of linear equations results in

4−1 (0 + 4η1i + 0)
4−1 (1 + 6η2i + 0)
4−1 (2 + 8η3i + 0)
4−1 (3 + 10η4i + 0)

=

1 0
1 1
1 2
1 3

 αi
βi
+

ζ1i
ζ2i
ζ3i
ζ4i

, (1.67)
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and thus,
η1i = (αi + ζ1i)
η2i = 0.67(αi + βi + ζ2i − .25)
η3i = 0.50(αi + 2βi + ζ3i − .50)
η4i = 0.40(αi + 3βi + ζ4i − .75) .
(1.68)
As demonstrated above, in the presence of a systematically changing measurement struc-
ture the relationship between the latent construct (η) and the observed scores (Y) at
two or more time points are differentially weighted. This translates into a systematic,
potentially non-linear, bias in their relationship over time. Thus, when strict invariance
fails to hold, E(η˜) 6= Γξ˜ + ζ˜ but instead
η¯t = λ¯
−1
t (y¯t − (τ¯t + ¯t)) . (1.69)
Following Equation 1.65, when at least metric invariance fails to hold (i.e., the intercepts
have no influence on the variance structure),
Σy¯y¯ = Λ
∗Ψ∗Λ∗
′
+Θ∗
6=

(J211)
−11
′
(Λ11Ψ11Λ
′
11 +Θ11)1 · · · (J21T )−11′(Λ1TΨ1TΛ′1T +Θ1T )1
...
. . .
...
(J2T1)
−11
′
(ΛT1ΨT1Λ
′
T1 +ΘT1)1 · · · (J2TT )−11′(ΛTTΨTTΛ′TT +ΘTT )1

.
(1.70)
Some effects of non-invariance on LGM parameter estimates can be fairly well pre-
dicted (see, for example, Equation 1.69). Other effects non-invariance has on LGM
parameter estimates may be more difficult to predict (see, for example, 1.70). Unfor-
tunately, how the level of invariance may effect LGM parameter estimation and model
selection in “real world” applications is even less understood.
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1.6.1 Conclusion
While the LGM has been in existence for more than two decades, there has been
surprisingly little work exploring the effects of measurement non-invariance on LGM
parameter estimates. Much of the work currently found in the literature has relied on
observed data. Moreover, the goal of many of these published papers (e.g., Curran et al.,
2007; Ferrer, Balluerka, & Widaman, 2008; Ram et al., 2005) has not been to study the
effects of measurement non-invariance, but to offer alternatives to simple mean scores.
The most extensive simulation work on the effects of measurement non-invariance
with mean scores within LGMs was done by Leite (2007). Leite examined the ability
of LGMs and freed-loading LGMs to accurately regain “population” (i.e., generating)
parameter values. The findings of his work support our analytic understanding of mea-
surement non-invariance in LGMs. However, there are potential confounds in Leite’s
work that could underestimate the true effect of measurement non-invariance in models
of growth. While Leite did incorporate various levels of λ and τ non-invariance, the
time-specific parameter values were merely random variations of the Time 1 λ and τ
values; there was no systematic change in measurement characteristics over time. Yet,
systematic change in the item parameters is precisely what may be expected in many
longitudinal applications.
The effect of an item’s (or set of items’) relationship to a construct changing over time
could greatly influence substantive conclusions. Besides the bias likely to be observed in
the growth parameters themselves, analytic work has suggested that non-linear trends
may emerge; see Equation 1.68. These non-linear trends may lead researchers to choose
functional forms of growth that are inconsistent with the population’s true pattern of
change. To date, examinations of the effects of measurement non-invariance on LGMs
have either found non-linear trends while examining observed data expected to reflect
non-linear change over time (e.g., Curran et al., 2007; Ferrer et al., 2008; Ram et al.,
2005) or have failed to address potential non-linear change completely (e.g., Leite, 2007).
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1.7 Current Study
The current study was designed to address many of the remaining questions about
the effects of measurement non-invariance on LGM parameter estimates. More specif-
ically, the effects of systematically changing measurement characteristics on parameter
estimates and the likelihood of accepting alternative functional forms was of primary
interest. Based on the findings of previous research and known analytic properties, a
Monte Carlo simulation study was chosen as the optimal method for evaluating these
effects.
Six hypotheses were proposed:
1. When using mean scores, bias in the fixed effects (intercept and slope) will
increase as the mean factor loadings or the mean item intercepts deviate
from unity and zero, respectively.
2. When using mean scores, bias in the random effects (variance/covariance of the
intercept and slope) will increase as the mean factor loadings deviate
from unity.
3. The inclusion of correlated, time-adjacent, item-specific unique variances will
bias the random effects when using mean scores, but not when using factor
scores estimated from a properly identified longitudinal CFA that
incorporate these correlations.
4. When using factor scores, bias in the fixed effects (intercept and slope) will
increase as the mean of the constrained factor loadings or the mean of the
constrained item intercepts deviate from unity and zero respectively,
but to a lesser extent compared to mean scores.
5. When using factor scores, bias in the random effects (variance/covariance of the
intercept and slope) will increase as the mean of the constrained factor
loadings deviate from unity, but to a lesser extent compared to mean scores.
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6. As the degree of unaccounted measurement non-invariance within a model
increases, the likelihood of accepting an alternative functional form also
increases.
While hypotheses 1 and 2 have been studied previously in the literature (Leite, 2007),
they have not been studied in the presence of systematically decreasing or increasing
item characteristics over time. Previous mean score research examining effects of non-
invariance on LGM parameter has not incorporated correlations among the time-adjacent,
item-specific unique variances nor has this characteristic been examined using factor score
methods; see Hypothesis 3. The use of time-specific factor scores as a way to model
measurement non-invariance (Hypotheses 4 and 5) has been addressed in the literature;
however, these studies have focused exclusively on observed data where the generating
values are unknown (Curran et al., 2007; Ram et al., 2005). Hypothesis 6 has been
alluded to in multiple studies using both simulated data (Leite, 2007) and observed data
(Curran et al., 2007; Ferrer et al., 2008). However, to date no explicit evaluation of these
issues has been published.
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CHAPTER 2
Methods
This study used a Monte Carlo simulation experiment that was designed to empiri-
cally evaluate the effects of ignoring systematic measurement non-invariance on param-
eter estimation and functional form when using mean scores or factor scores to study
change and stability over time. The hypotheses were developed from analytic theory and
prior research. However, the analytic work relied almost exclusively on asymptotic the-
ory and failed to address the behaviors of these methods in finite samples. Monte Carlo
simulations allow for exploration of these methods in finite samples. Another clear bene-
fit of Monte Carlo simulation methodology is the ability to control the value of variables
otherwise pragmatically or theoretically impossible to control in nature (e.g., parameter
values; Hartmann, 1996; Paxton, Curran, Bollen, Kirby, & Chen, 2001).
The current study varied a number of variables for the examination of LGMs when
measurement non-invariance is unaccounted for in score estimation. The conditions for
this study are:
1. Two sample sizes:
N250: N = 250
N750: N = 750
2. Two levels of item-specific, time-adjacent unique factor correlations:
C0: θjt,jt+1 = 0
C1: θjt,jt+1 = .1
3. Seven levels of λ and τ invariance over time:
iLiT: invariant λs, invariant τs
iLpT: invariant λs, partial invariant τs (six decreasing, two invariant τs)
iLmT: invariant λs, mixed direction non-invariant τs (six decreasing τs, two
increasing τs)
iLdT: invariant λs, decreasing non-invariant τs (eight decreasing τs)
pLpT: partial invariant λs, partial invariant τs (six decreasing λs & τs, two
invariant λs & τs)
mLmT: mixed direction non-invariant λs, mixed direction non-invariant τs
(six decreasing λs & τs, two increasing λs & τs)
dLdT: decreasing non-invariant λs, decreasing non-invariant τs (eight decreasing
λs & τs)
4. Five mean and factor score methods:
MSM: Mean score method
rFs: Regression-based factor scores–single constrained item
rFa: Regression-based factor scores–all items constrained
cFs: Constrained-covariance factor scores–single constrained item
cFa: Constrained-covariance–all items constrained
5. Two models of latent growth:
LGML: Linear LGM
LGMF : Free-loading LGM
These levels of manipulation resulted in a total of 280 experimental conditions. Five
hundred replications were used within each cell. Taken together these conditions covered
a wide range of data structures allowing for the optimal exploration of hypotheses.
41
2.1 Generating Models
The generating models correspond to a SOLGM with eight items at each time point
over five observations. The growth parameters were set to values consistent with those
generally found in the LGM literature. The generating growth parameters were:
µ˜ ξ =
 1
1
 and Φ =
 1 .17888545
.17888545 .2
 . (2.1)
The mean intercept and slope values are arbitrary, so values were chosen to ease in-
terpretation of results. The latent intercept and slope variances were chosen such that
the variance of the latent slope was one fifth the latent intercept’s variance (Muthe´n &
Muthe´n, 2002). The covariance between the latent intercept and slope corresponds to a
correlation of .4, a value representative of correlations often found in the LGM literature
(Leite, 2005). Time-specific unique factors were calculated such that R2ηt = .7 across all
models. Figure 2.1 provides a graphical representation of the generating model.
Unique factor variances were consistent with R2θtts = .64 across all conditions (see
Wanous, Reichers, & Hudy, 1997). Item-specific, time-adjacent correlations among
unique factors were set to either 0 in the C0 condition or .1 in the C1 condition. The
simultaneous examination of all time-adjacent, item-specific correlations results in a large
degree of freedom test and power approaching 1.0 in all C1 conditions.
2.1.1 Item Parameters
For ease of presentation, the generating λ and τ values are presented separately. Once
the generating values for each condition have been presented, the seven combinations of
λ and τ values used in this study are addressed.
Generating λ values were chosen such that in the all decreasing non-invariant λ
condition (i.e., dL), the mean λ value was unity at Time 1. These values were then
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Figure 2.1: Path diagram illustrating the generating model parameters that are constant
across all conditions. Item subscripts denote item and time.
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tested at various rates of linear decrease over the remaining time periods. The final all
decreasing non-invariant λ values were chosen once values were obtained that resulted in
a power = .8 (N = 750) when testing for λ non-invariance. With a sample size of 250,
the power estimate decreased to approximately .27. All other λ invariance conditions
were based on the pattern of non-invariance for these eight items; see Table 2.1.
The all invariant λ conditions (i.e., iL) used the same Time 1 λ values as in the all
decreasing non-invariant condition. However, in the all invariant λ conditions, the Time
1 values found in the all decreasing condition were used across all time points. In the
invariant λ conditions, there was no change in λ values over time. The partial invariance
λ condition (pL) was a combination of all invariant and all decreasing λ conditions. In
the partial invariance λ condition six of the item’s λ values were equal to those used in
the all decreasing condition across all time points. However, as can be seen in Table 2.1,
Item 4’s and Item 8’s λs were equal to their Time 1 values across all time points. That
is, in the partial λ invariance conditions there were six λ values decreasing over time
while two λ values were invariant over time. The power to detect λ non-invariance in the
partial λ invariance condition was 1.0 with N = 750 and decreased to .78 with N = 250.
In the mixed direction non-invariance λ condition (i.e., mL), the λ values for Items
1 through 6 were equal to those used in the all decreasing non-invariance λ condition.
The first six items had decreasing λ values over time; see Table 2.1. The λ values used
for Item 7 and Item 8 in the mixed non-invariance condition were the reverse of Item
7’s and Item 8’s λ values in the all decreasing condition. That is, these two items had
increasing λ values over time. More specifically, the Time 1 λ value for the all decreasing
non-invariance condition was used as the Time 5 λ value in the mixed non-invariance
condition, and vice versa. The power to detect this level of λ invariance was 1.0 regardless
of the sample size.
The generating τ values for each of the four invariance levels (iT, pT, mT, and dT)
were selected in the same way as the generating λ values, with one exception. The values
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Table 2.1: Generating λ values.
Time
Condition Item 1 2 3 4 5
A
ll
In
va
ri
an
t
1 1.250 1.250 1.250 1.250 1.250
2 1.150 1.150 1.150 1.150 1.150
3 1.050 1.050 1.050 1.050 1.050
4 1.000 1.000 1.000 1.000 1.000
5 1.000 1.000 1.000 1.000 1.000
6 0.950 0.950 0.950 0.950 0.950
7 0.850 0.850 0.850 0.850 0.850
8 0.750 0.750 0.750 0.750 0.750
λ¯t 1.000 1.000 1.000 1.000 1.000
P
ar
ti
al
N
on
-I
n
va
ri
an
ce
1 1.250 1.200 1.150 1.100 1.050
2 1.150 1.089 1.028 0.967 0.906
3 1.050 1.000 0.950 0.900 0.850
4 1.000 1.000 1.000 1.000 1.000
5 1.000 0.939 0.878 0.817 0.756
6 0.950 0.889 0.828 0.767 0.706
7 0.850 0.800 0.750 0.700 0.650
8 0.750 0.750 0.750 0.750 0.750
λ¯t 1.000 0.958 0.918 0.875 0.834
M
ix
ed
N
on
-I
n
va
ri
an
ce
1 1.250 1.200 1.150 1.100 1.050
2 1.150 1.089 1.028 0.967 0.906
3 1.050 1.000 0.950 0.900 0.850
4 1.000 0.950 0.900 0.850 0.800
5 1.000 0.939 0.878 0.817 0.756
6 0.950 0.889 0.828 0.767 0.706
7 0.650 0.700 0.750 0.800 0.850
8 0.506 0.567 0.628 0.689 0.750
λ¯t 0.945 0.917 0.889 0.861 0.834
D
ec
re
as
in
g
N
on
-I
n
va
ri
an
ce
1 1.250 1.200 1.150 1.100 1.050
2 1.150 1.089 1.028 0.967 0.906
3 1.050 1.000 0.950 0.900 0.850
4 1.000 0.950 0.900 0.850 0.800
5 1.000 0.939 0.878 0.817 0.756
6 0.950 0.889 0.828 0.767 0.706
7 0.850 0.800 0.750 0.700 0.650
8 0.750 0.689 0.628 0.567 0.506
λ¯t 1.000 0.945 0.889 0.834 0.778
Note: Invariant λs are italicized, increasing λs are underlined, and λs used for
identification (i.e., constrained to 1) in the factor score conditions are bolded. All other
values decrease over time.
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for τ in the all decreasing conditions (i.e., dT) were selected to have a mean of zero at
Time 1. It is important to note that the τ values selected maintain the same level of
power to detect τ invariance as was found in the corresponding λ conditions. Table 2.2
contains the generating τ values for all invariance conditions.
The current study only examines non-invariance conditions in which the τs or both
the λs and τs are non-invariant. At no point are non-invariant factor loadings examined
in the presence of non-invariant item intercepts. Thus, the four levels of λ invariance (iL,
pL, mL, and dL) and four levels of τ invariance (iT, pT, mT, and dT) were combined
to create the seven invariance conditions (iLiT, iLpT, iLmT, iLdT, pLpT, mLmT, and
dLdT) examined in this study.
As can be seen in Table 2.3, in the all invariant λ and τ condition (i.e, iLiT) λ¯ = 1
and τ¯ = 0 over all occasions of measurement. There was no change in either parameter
over time. In the all invariant λ and partial invariance τ condition (i.e, iLpT) λ¯ = 1, but
τ¯ decreased over time from a τ¯ = 0 at Time 1 to a τ¯ = -.44 at Time 5. The invariant λ and
mixed direction non-invariant τ condition (i.e., iLmT) presented slightly less decrease in
the τ¯s over time (τ¯1 = -.165 and τ¯5 = -.381) while the λ¯ remained equal to 1 across all
time points. The mixed direction non-invariant τ conditions are the only conditions were
τ¯ 6= 0 at Time 1. The all invariant λ and all decreasing non-invariant τ condition (i.e.,
iLdT) had the greatest degree of decrease in the τs over time. The τ¯ = 0 for the iLdT
condition at Time 1 but decreased to a value of -.546 by Time 5.
The partial invariant λ and τ condition (i.e., pLpT) had the same decrease in the
τs as were described for the iLpT condition. However, in the pLpT condition the λs
also decreased over time from a λ¯ = 1 at Time 1 to a λ¯ = .834 at Time 5. The λ¯s
in the mixed direction non-invariance λ and τ condition (i.e., mLmT) had a λ¯ of .945
at Time 1 and decreased to a λ¯ of .834 at Time 5. The mLmT condition is the only
condition where the λ¯ 6= 1 at Time 1. In the most severe non-invariance condition, the all
decreasing non-invariant λ and τ condition (i.e., dLdT), λ¯ = 1 at Time 1 and decreased
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Table 2.2: Generating τ values.
Time
Condition Item 1 2 3 4 5
A
ll
In
va
ri
an
t
1 0.2500 0.2500 0.2500 0.2500 0.2500
2 0.1500 0.1500 0.1500 0.1500 0.1500
3 0.1000 0.1000 0.1000 0.1000 0.1000
4 0.0000 0.0000 0.0000 0.0000 0.0000
5 0.0000 0.0000 0.0000 0.0000 0.0000
6 -0.1000 -0.1000 -0.1000 -0.1000 -0.1000
7 -0.1500 -0.1500 -0.1500 -0.1500 -0.1500
8 -0.2500 -0.2500 -0.2500 -0.2500 -0.2500
τ¯t 0.0000 0.0000 0.0000 0.0000 0.0000
P
ar
ti
al
N
on
-I
n
va
ri
an
ce
1 0.2500 0.0875 -0.0750 -0.2375 -0.4000
2 0.1500 -0.0250 -0.2000 -0.3750 -0.5500
3 0.1000 -0.0375 -0.1750 -0.3125 -0.4500
4 0.0000 0.0000 0.0000 0.0000 0.0000
5 0.0000 -0.1000 -0.2000 -0.3000 -0.4000
6 -0.1000 -0.2375 -0.3750 -0.5125 -0.6500
7 -0.1500 -0.3175 -0.4850 -0.6525 -0.8200
8 -0.2500 -0.2500 -0.2500 -0.2500 -0.2500
τ¯t 0.0000 -0.1100 -0.2200 -0.3300 -0.4400
M
ix
ed
N
on
-I
n
va
ri
an
ce
1 0.2500 0.0875 -0.0750 -0.2375 -0.4000
2 0.1500 -0.0250 -0.2000 -0.3750 -0.5500
3 0.1000 -0.0375 -0.1750 -0.3125 -0.4500
4 0.0000 -0.0500 -0.1000 -0.1500 -0.2000
5 0.0000 -0.1000 -0.2000 -0.3000 -0.4000
6 -0.1000 -0.2375 -0.3750 -0.5125 -0.6500
7 -0.8200 -0.6525 -0.4850 -0.3175 -0.1500
8 -0.9000 -0.7375 -0.5750 -0.4125 -0.2500
τ¯t -0.1650 -0.2191 -0.2731 -0.3272 -0.3813
D
ec
re
as
in
g
N
on
-I
n
va
ri
an
ce
1 0.2500 0.0875 -0.0750 -0.2375 -0.4000
2 0.1500 -0.0250 -0.2000 -0.3750 -0.5500
3 0.1000 -0.0375 -0.1750 -0.3125 -0.4500
4 0.0000 -0.0500 -0.1000 -0.1500 -0.2000
5 0.0000 -0.1000 -0.2000 -0.3000 -0.4000
6 -0.1000 -0.2375 -0.3750 -0.5125 -0.6500
7 -0.1500 -0.3175 -0.4850 -0.6525 -0.8200
8 -0.2500 -0.4125 -0.5750 -0.7375 -0.9000
τ¯t 0.0000 -0.1366 -0.2731 -0.4097 -0.5463
Note: Invariant τs are italicized, increasing τs are underlined, and τs used for
identification (i.e., constrained to 0) in the factor score conditions are bolded. All other
values are decrease over time.
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Table 2.3: Mean λ and τ generating values for all invariance conditions.
Time
Condition Item 1 2 3 4 5
iLiT
λ¯t 1.000 1.000 1.000 1.000 1.000
τ¯t 0.000 0.000 0.000 0.000 0.000
iLpT
λ¯t 1.000 1.000 1.000 1.000 1.000
τ¯t 0.000 -0.110 -0.220 -0.330 -0.440
iLmT
λ¯t 1.000 1.000 1.000 1.000 1.000
τ¯t -0.165 -0.219 -0.273 -0.327 -0.381
iLdT
λ¯t 1.000 1.000 1.000 1.000 1.000
τ¯t 0.000 -0.137 -0.273 -0.410 -0.546
pLpT
λ¯t 1.000 0.958 0.918 0.875 0.834
τ¯t 0.000 -0.110 -0.220 -0.330 -0.440
mLmT
λ¯t 0.945 0.917 0.889 0.861 0.834
τ¯t -0.165 -0.219 -0.273 -0.327 -0.381
dLdT
λ¯t 1.000 0.945 0.889 0.834 0.778
τ¯t 0.000 -0.137 -0.273 -0.410 -0.546
Note: iLiT: invariant λs, invariant τs; iLpT: invariant λs, partial invariant τs; iLmT:
invariant λs, non-invariant τs; iLdT: invariant λs, non-invariant τs; pLpT: partial
invariant λs, partial invariant τs; mLmT: non-invariant λs, non-invariant τs; and dLdT:
non-invariant λs, non-invariant τs.
over time to a λ¯ = .778 at Time 5. The τ values in each of these conditions were equal
to corresponding τ values used in the invariant λ conditions. All data examined in this
study were generated to be consistent with one of these seven invariance conditions.
2.2 Data Generation, Model Parameterization, and
Parameter Estimation
Data generation and parameter estimation consisted of four steps. First, the popula-
tion covariance matrix and mean vector for each condition were calculated based on the
aforementioned generating model parameters. Second, each of the population covariance
matrices and mean vectors were used as input for the generation of continuous, multi-
variate normal item level data by way of Cholesky decomposition as implemented in SAS
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IML (SAS Institute Inc., 1999). Third, mean (Equation 1.31) and factor scores (Equation
1.51 and 1.52) were estimated using SAS DATA, CALIS, and IML procedures. Fourth,
linear and free-loading LGMs were fit to 500 data sets within each condition using ML
estimation as implemented in SAS’s CALIS procedure. A maximum of 1000 iterations
were allowed for model convergence. Default values and settings in SAS were used unless
otherwise noted. No user provided start values were used in any analysis.
Factor scores in the single-item constrained conditions (rFs and cFs) were based on
the results of a longitudinal CFA where Item 4’s (see Tables 2.1 and 2.2) λs were con-
strained to unity and τs constrained to zero over time. Factor scores in the all-items
constrained conditions (rFa and cFa) were based on the results of a longitudinal CFA
where Item 4’s λs were constrained to unity, τs constrained to zero, and all other λs
and τs constrained, within item, to equality over time. Regardless of the factor score
condition, all latent variables were allowed to covary (i.e., all elements of Φ were esti-
mated). Furthermore, regardless of the time-adjacent, item-specific correlations present
in the generating model, all time-adjacent, item-specific correlations among the unique
variances were freely estimated.
LGMs were parameterized such that the latent intercept represents the mean score
at Time 1 and all subsequent time points are equally spaced; see Figure 2.2A for a
graphical representation of the LGML condition. For the LGMF condition, Time 1
and Time 2 γs were constrained to 0 and 1, respectively (see Figure 2.2B). While this
parameterization differs from the parameterization presented in Equation 1.12, it allowed
for direct comparisons to the generating model as well as to parameter estimates obtained
from the linear LGM. The convergence rates for all models estimated in this study,
including the longitudinal CFAs used for factor score estimation, were high (> 86%).
See Appendix A for a complete description of the convergence rates per modeling step.
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Figure 2.2: Path diagrams illustrating the LGMs for the LGML (A) and LGMF (B)
conditions.
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2.2.1 Data and Factor Score Validation
A subset of generating models were cross-validated using Mplus Version 5 (Muthe´n
& Muthe´n, 2007). SOLGMs were fit in Mplus using both the generating covariance
matrices and mean vectors as well as a subset of randomly selected generated data. The
data generation method was further validated by examination of the iLiT results. More
specifically, if the data were generated as intended, no fixed effects raw bias and only
marginal random effects raw bias would be observed in the this condition.
Factor scores were validated using multiple methods. Regression based factor (rF)
scores were estimated using Mplus and compared to the rF scores and constrained-
covariance factor (cF) scores obtained using SAS/IML (i.e., the scores used in this study).
The correlation among the rF scores estimated by Mplus and SAS should be near unity.
While the rF scores should have a lower correlation with the cF scores estimates, the
correlation should remain high. Both rF and cF scores were also correlated with mean
scores. These correlations should remain high.
The covariance structure of the factor scores was also compared to validate proper
factor score estimation. Recall that the primary difference between the rF and cF scores
is the treatment of the score variance. For rF scores, the variance is minimized. The cF
scores, on the other had, constrain the covariance structure of the factor scores to equal
the corresponding longitudinal CFA model’s implied covariance structure. Therefore,
comparing the covariance structure of the cF and rF scores to the corresponding longitu-
dinal CFA model’s implied covariance structure provided another avenue for factor score
validation. Properly estimated cF scores should have a covariance structure matching
the corresponding longitudinal CFA model’s covariance structure. Properly estimated rF
scores should result in lower variance estimates, on average, compared to the correspond-
ing longitudinal CFA model’s variance structure. Taken together, the results of these
comparisons can provide evidence supporting the accurate generation of data as well as
factor scores.
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Without exception, examination of the all invariant condition (iLiT), factor score
comparisons to Mplus, and factor score comparisons to the covariance structures esti-
mated with longitudinal CFA models suggested that the data and subsequent factor
scores estimates were produced as intended. A complete description of the validation
results can be found in Appendix B.
2.3 Evaluating Model Results
Three aspects of the LGM results are of primary interest. First, the ability of the
LGMLs to recover the generating growth parameters was evaluated. Second, given the
differences between the proposed population generating function and models of interest,
exact and approximate model fit was evaluated for both the LGML and LGMF condi-
tions. Third, the likelihood of accepting a non-linear trend (i.e., LGMF vs. LGML) was
examined.
2.3.1 Evaluating Parameter Estimates and Model Fit
The role of measurement non-invariance on θ = µα, µβ, φαα, φββ, φβα was evaluated
for each linear LGM condition using the raw bias statistic,
B(θc) = R
−1
R∑
r=1
(
θˆrc − θc
)
, (2.2)
where θˆrc denotes the parameter estimate of interest for replication r in condition c and
θc denotes the generating value for θ in condition c. R denotes the total number of
replications (R = 500 in all design cells).
Raw bias was augmented using relative bias. Relative bias divides the difference
between the estimated value and the generating value by the generating value and then
52
multiplies this difference by 100:
R(θc) = R
−1
R∑
r=1

(
θˆrc − θc
)
θc
× 100
 , (2.3)
where all variables are as previously defined.
The variability of the parameter estimates was evaluated using the Root Mean
Squared Error (RMSE),
RMSEθc =
√√√√R−1 R∑
r=1
(θˆrc − θc)2, (2.4)
where all variables are as previously defined.
The fit of each LGML and LGMF model was evaluated using the G
2, TLI, IFI, and
RMSEA statistics. More specifically, exact fit was evaluated using the raw bias of the
G2 statistic,
B(G2c) = R
−1
R∑
r=1
(
G2rc − E
[
G2c
])
, (2.5)
where G2rc is the observed G
2 for replication r in condition c and E [G2c ] is the expected
G2 value for condition c based on the model degrees of freedom and an α = .051. The
relative bias of G2c was estimated consistent with Equation 2.3. RMSEG2c was estimated
just as in Equation 2.4. Unlike the G2 statistic, the TLI, IFI, and RMSEA were examined
using only graphical and descriptive statistics.
Consistent with the recommendations of Skrondal (2000) and Paxton et al. (2001),
the results were formally evaluated using meta-models. Due to the nesting of scores
within condition, mixed models were used to estimate the effects of the experimental
1The expected degrees of freedom refer to what would be expected when the generating model is
unknown (i.e., in practice). For many of the models examined in this study, the true expected G2 value
may be considerably higher (i.e., degrees of freedom plus the non-centrality parameter).
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conditions on the outcomes of interest2. Given the notorious power of these models when
evaluating simulation results, a criterion for practical significance was used as a guideline
for interpreting results (see Anderson & Gerbing, 1984, and Jackson, 2001).
Unfortunately, a clearly defined effect size estimate is currently unavailable within
this modeling framework. Therefore, two different statistics were used as effect size ap-
proximations. First, the percent reduction in residual variance resulting from the addition
of an experimental condition (e.g., level of non-invariance) and its associated interactions
into a model containing all other experimental conditions and their interactions was es-
timated using nested random effects models (Raudenbush & Bryk, 2002, p. 150). More
specifically, a “full” model was estimated that included all experimental conditions and
their interactions. Following this, a “reduced” model was estimated excluding a single
experimental factor and its interactions. The change in residual variance was used to
obtain the estimate of variance accounted for by the removed experimental factor. This
process was repeated for all experimental factors.
The second effect size used in this study was relative bias. The use of relative bias
as an outcome in the meta-models allowed the meta-model parameter estimates to be on
a common and interpretable scale across all outcomes of interest. Therefore, while much
of the results presented here are done so using the raw bias statistic, the relative bias
statistic was used to focus on only the effects likely to impact a researcher’s understanding
of a construct. A relative bias of 5% was used as a guideline for “practical significance.”
However, the potential impact a particular effect may have on applied research was the
driving force behind the interpretation of all results.
2Meta-models were evaluated using the MSE as opposed to RMSE to maximize variability in the
outcome. Doing so reduced the likelihood of obtaining negative residuals or residual change.
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2.3.2 Evaluating Functional Form
The likelihood of accepting a non-linear trend (here the free-loading model) was
examined using the χ2 difference statistic (G2∆). G
2
∆ was calculated for each model pair.
Using an α = .05, if G2∆ was found to be significant, the free-loading model was deemed a
better fit to the data. The proportion of free-loading models accepted within each design
cell is presented and the ramifications of accepting the alternative models is discussed.
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CHAPTER 3
Results
As is the case with any large-scale simulation study, the volume of results can be
daunting. This chapter focuses on measures of model fit, nested model rejection rates,
and the key findings for each parameter of interest. Still, the number of results remain
large and often consist of high-level interactions. Therefore, a multi-step approach is
used to present the results of interest.
Each analysis begins with a short introduction intended to serve as an “Executive
Summary.” The key findings for the outcome of interest are presented using minimal
notation and acronyms. Following each summary, meta-model results are presented and
used to define the sub-sample of results to be presented in more detail. Results are pre-
sented in graphical form when possible. A portion of these findings are further collapsed
across conditions. Specific findings of interest are then presented in more detail. Each
section (model fit, fixed parameters, and random parameters) ends with a general con-
clusion of that sections’ results. While this structure is intended to ease the presentation
of results, the presentation of specific results remains complex and relies heavily on cross-
condition effects. Table 3.1 contains a list of acronyms and notation used in this section.
This table should allow for cross-condition interactions to be more easily interpreted.
Table 3.1: Definitions for the study condition acronyms used during the presentation of
results.
Acronym Definition
LGML: Linear LGM
LGMF : Free-loading LGM
C0: θjt,jt+1 = 0; No item-specific, time-adjacent correlations among generating
unique variances
C1: θjt,jt+1 = .1; Item-specific, time-adjacent correlations of .1 among
generating unique variances
N250: N = 250; Sample size of 250
N750: N = 750; Sample size of 750
rF: Regression-based factor scores; includes both the rFs and rFa conditions
cF: Constrained covariance factor scores; includes both the cFs and cFa
conditions
Fa: Factor scores where all items were constrained to equality (within item)
over time; includes both the rFa and cFa conditions
Fs: Factor scores where a single item was constrained to equality over time;
includes both the rFs and cFs conditions
cFa1: Constrained-covariance factor scores–all items constrained
cFs: Constrained-covariance factor scores–single constrained item
rFa: Regression-based factor scores–all items constrained
rFs: Regression-based factor scores–single constrained item
MSM: Mean score method
iLiT: invariant λs, invariant τs
iLpT: invariant λs, partial invariant τs (six decreasing, two invariant τs)
iLmT: invariant λs, mixed direction non-invariant τs (six decreasing, two
increasing τs)
iLdT: invariant λs, decreasing non-invariant τs (eight decreasing τs)
pLpT: Partial invariant λs, partial invariant τs (six decreasing, two invariant λ
& τs)
mLmT: Mixed direction non-invariant λs, mixed direction non-invariant τs (six
decreasing, two increasing λ & τs)
dLdT: Decreasing non-invariant λs, decreasing non-invariant τs (eight
decreasing λ & τs)
iL: Invariant λs; conditions: iLiT, iLpT, iLmT, and iLdT
1Note the capitalization of this acronym. cFa refers to a scoring condition. CFA refers
to a modeling framework.
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3.1 Model Fit
The outcomes of interest in this section include the raw bias, relative bias, and RMSE
estimates of the G2 statistic as well as the TLI, IFI, and RMSEA point estimates1. It is
important to note that unlike the G2 statistic, the other measures of fit do not provide
an expected value. Therefore, meaningful bias and RMSE estimates were not available
and thus were not examined using meta-models. Instead the TLI, IFI, and RMSEA are
presented in graphical and descriptive form only.
One of the goals of this paper was to examine the likelihood of accepting a free-loading
LGM over a linear LGM in the presence of a non-invariant measurement structure. This
goal is addressed at the end of this section. Therefore, to provide a basis for the nested
model analyses both the linear and free-loading LGM conditions were included in the
discussion of model fit.
3.1.1 Exact Fit: G2
While the mean score G2 statistics were generally unbiased in the presence of invari-
ant factor loadings, these became severely biased in the presence of any non-invariant
factor loadings. However, mean scores resulted in lower G2 values in almost every condi-
tion compared to factor scores. Factor scores, regardless of the factor score method (i.e.,
regression-based, constrained-covariance, or number of items constrained to equality in
the longitudinal CFA), resulted in extremely biased G2 statistics in every condition.
1Appendix C contains tables providing the the G2, TLI, IFI, and RMSEA statistics for each study
condition.
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More specifically, results of the G2 meta-models2 for relative bias indicated that the
level of invariance and LGM parameterization resulted in the largest decreases (57.9% and
52%, respectively) in the residual variance (i.e., σ2)3. Evaluation of the scoring methods
resulted in a 37.9% decrease in residual variance while sample size was associated with a
29% reduction in residual variance. Level of invariance, growth model parameterization,
sample size, and scoring model were also found to result in substantial reductions in
residual variance (48.5%, 43.5%, 31%, and 25.8% respectively) when examining MSE. At
no time did it appear that there was a meaningful impact of time-adjacent, item-specific
correlations among unique variances on the relative bias or MSE of G2 estimates (< 1.4%
reduction in residual variance regardless of outcome).
As was noted above, mean scores performed well across all iL conditions. In fact,
mean scores resulted in less raw G2 bias across all iL conditions compared to every
other scoring method. As can be seen in Figure 3.1, even within the iLiT condition,
G2 statistics for the rFs and cFs scores were twice the expected value4. As denoted in
Figure 3.1, a value of 10 in the LGML condition and 7 in the LGMF condition denote
values twice the expected G2 value or 100% relative bias5. With a sample size of 250
2The G2 distributions violated the assumptions of normality associated with meta-models used in
this study. However, adjustments to the distribution or model resulted in no meaningful changes in the
conclusions reached using the observed G2 distributions. Therefore, the results for the unadjusted G2
statistics were presented.
3Note that the reduction in residual variances within a given outcome of interest will not sum to
100%. This is due to both the estimation method used and the inclusion/removal of cross-condition
interactions during experimental condition evaluation.
4It should be noted that the true distribution of G2 under the experimental conditions in this study
is not known. In many experimental conditions the measurement model was misspecified and the test
statistic associated with the longitudinal CFA would be expected to follow a non-central χ2 distribution.
However, even in the correctly specified measurement model conditions, it is unclear whether or not
the G2 statistics examined here would follow a central χ2 distribution in the LGM conditions. All G2
bias and RMSE estimates were estimated, as would be in practice, under the assumption that the G2
statistic follows a central χ2 distribution.
5Due to the magnitude of the G2 bias, twice the expected value is presented here as a point of
reference. Values lower than this provide little information for comparing the different experimental
conditions.
59
 
 
N
 =
 7
50
 c
on
di
tio
n
 
 
N
 =
 2
50
 c
on
di
tio
n
 
 
N
 =
 2
50
 c
on
di
tio
n
N
=
75
0
co
n
di
tio
n
Figure 3.1: G2 raw bias for MSM (+), rFs (♦), rFa (•), cFs (), and cFa (©) scores for
all levels of invariance in the linear LGM (LGML), free-loading LGM (LGMF ), N250, and
N750 conditions collapsed across correlation conditions. Dashed lines denote values twice
the expected G2 statistic.
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in the LGML condition, and in the presence of partial (pLpT), mixed (mLmT), or all
decreasing (dLdT) item parameters, no scoring method resulted in a G2 statistic with
less than a raw bias6 of 7.3. With a sample size of 250, rF scores showed the greatest raw
bias when partial λ invariance or full non-invariance (i.e., mL or dL) was present (B¯ =
25.7). A similar pattern held when N = 750; rF scores resulted in the highest raw bias (B¯
= 50.9) across partial and non-invariant λ conditions. The LGMF condition also showed
severe bias. However, the level of bias was less within invariance and scoring conditions
when using a free-loading LGM compared to a linear LGM. Almost without exception,
the G2 raw bias observed in the LGMF condition was less than twice the expected value
(i.e., less than 100% relative bias). However, even the best performing factor scores (cFa)
resulted in a raw bias of 2.9 (R¯ = 41.4%).
The G2 statistics’ RMSE estimates mirrored the levels of bias almost perfectly (see
Figure 3.2) and are thus not discussed here. Instead, we turn our attention to the
empirical rejection rates.
The large bias found for the G2 statistic across all factor score conditions suggests
that a large number of models, even ones that accurately reflect the generating model
(e.g., cFa scores in the iLiT, LGML condition), would be rejected in practice. Figure 3.3
provides the proportion of models rejected by scoring method, invariance level, growth
model parameterization and sample size. Consistent with the level of bias described
above, mean scores perform adequately with an 8% rejection rate across all LGML, iL
conditions and a 9% rejection rate across all LGMF conditions
7. However, the factor
scores (cFa) showing the least G2 bias still rejected 18% of the linear LGMs in the iLiT
condition. Within the LGML, N250, iLiT condition rFa scores resulted in 74% of the
models being rejected, 55% of the models were rejected when using cFs scores, and 45%
6Because E(G2) = 10 in the LGML condition, the relative bias of G2 is obtained by multiplying the
raw bias value by 10. Therefore, relative bias is not presented for this condition.
7Note that the results have been collapsed across the correlation condition. This collapse explains,
in part, the slightly higher than expected 5% rejection rates observed using mean scores.
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Figure 3.2: G2 RMSE for MSM (+), rFs (♦), rFa (•), cFs (), and cFa (©) scores for
all levels of invariance in the linear LGM (LGML), free-loading LGM (LGMF ), N250, and
N750 conditions collapsed across correlation conditions.
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Figure 3.3: Proportion of models rejected for MSM (+), rFs (♦), rFa (•), cFs (), and
cFa (©) scores for all levels of invariance in the linear LGM (LGML), free-loading LGM
(LGMF ), N250, and N750 conditions collapsed across correlation conditions. Dashed lines
denote α = .05.
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of the models were rejected with rFa scores. As expected, the rejection rates for the
LGMF condition were, on average, lower. Little differences were found in rejection rates
within scoring model across invariance and sample size conditions within the LGMF
condition. The rejection rates associated with the factor scores within the iLiT (indeed
all iL conditions regardless of sample size) decreased trivially as the sample size increased.
It is interesting to note that the misfit within any given model or sample size condi-
tion, as measured by the G2 statistic, was consistent across all iL conditions (see Figure
3.1). Recall from the methods section of this paper, the covariance structure for a given
scoring method was essentially equivalent across all iL conditions. Thus, if the misfit was
associated with the covariance structure as opposed to the mean structure, this pattern
of results would not be surprising. Furthermore, as is clear in Figure 3.1, the level of raw
bias within any given LGMF conditions’ scoring model was consistent across all levels of
invariance and sample sizes. This suggests that the invariance present in the generating
model was potentially absorbed by the free loadings of the LGMF condition. The topic
of model misfit will be address further later in this chapter.
3.1.2 Approximate Fit: TLI, IFI, and RMSEA
Measures of approximate fit offer a possible alternative to the G2 statistic. Given the
poor performance of the G2 statistic when using factor scores, examination of alternative
indices of fit may be even more important. However, the results of this study found
that the TLI and IFI deemed all models appropriate, on average, across all conditions.
That is, neither the TLI or IFI were found, on average, to have values below .95, the
standard cut-point for “good” fitting models. This was opposite of what was found with
the G2 statistic. The RMSEA, on the other hand, was found to be more discriminating.
However, the RMSEA point estimates (and thus 90% confidence interval) were higher
than expected.
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More specifically, in the LGML condition TLI values associated with Fa scores de-
creased from the iL conditions (TLI = .99) to the pLpT (TLI = .98) condition, then
to the mLmT (TLI = .97) condition, and finally to the dLdT (TLI = .97) conditions.
The lowest single TLI value observed within any replication was .863 and was found in
the LGML, dLdT, C0, N250 condition using rFs scores. The results found with the IFI
were similar to those found using the TLI. More specifically, the IFI results suggest that,
on average, all models fit the data well regardless of experimental condition. In fact, the
lowest single IFI value observed within any replication was .949 and was found in the
LGMF , dLdT, C0, N250 condition using rFs scores. Due to the similarities between the
TLI and IFI as well as the overall high estimates, these statistics are not discussed in
further detail. Instead, we turn our attention to the RMSEA.
On average the mean RMSEA point estimates were found to vary greatly as a func-
tion of scoring method, invariance, and modeling conditions. As can be seen in Figure
3.4, the mean and cFa scores were below .05 regardless of iL or sample size condition
(RMSEA = .02 and RMSEA = .04 for the mean and cFa conditions, respectively)8.
Mean scores provided the lowest RMSEA values in every condition except the pLpT,
LGML, N750 condition where the mean and Fs scores had a mean RMSEA of .05 and .04,
respectively. Factor scores in the mLmT and dLdT LGML conditions resulted in rela-
tively high RMSEA estimates; RMSEA = .08 across all factor score methods. RMSEA
values were generally lower in the LGMF condition compared to the LGML condition.
The RMSEA point estimates for factor scores in the LGMF condition were smallest
(regardless of invariance condition) in the N750 condition.
8While providing the full distribution of observed RMSEA values would be ideal, the space con-
straints makes comparisons between all 280 conditions difficult. Therefore, the mean point estimates are
presented. The lower and upper bound estimates are not presented due to their close relationship to the
rejection rates discussed above. However, these values can be found in Appendix C
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Figure 3.4: RMSEA for MSM (+), rFs (♦), rFa (•), cFs (), and cFa (©) scores for all
levels of invariance in the linear LGM (LGML), free-loading LGM (LGMF ), N250, and
N750 conditions collapsed across correlation conditions. Dashed lines denote RMSEA
values of .05 and .08.
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3.1.3 Linear vs. Non-linear Trends
A key goal of this study was to examine the likelihood of “falsely” rejecting a linear
LGM (i.e., the generating functional form) in the presence of systematic non-invariant
item parameters. However, the bias observed in the G2 statistic complicated addressing
this issue. Generally speaking, when factor loadings were non-invariant, more than half
of all free-loading models were accepted over linear models. As the sample increased the
rates of rejecting a linear model increased to close to 100% in many of the conditions.
It is important to note that, even with all invariant factor loadings and item intercepts,
the use of factor scores greatly increased the chances of accepting a free-loading model
as opposed to a linear model.
Mean scores performed well when factor loading invariance was maintained. More
specifically, the G2∆ rejection rates were close to the expected α = .05 level for mean
scores in the iL conditions. Note that even in the iLiT condition, mean score model
assumptions were violated (i.e., unequal λs within time). As can be seen in Table 3.2,
the rejection rates for Fa scores were slightly higher than .05 in the iL conditions. What
quickly became apparent was that the factor scores based on a single item constraint
(i.e., Fs) resulted in exceptionally high rejection rates even when λ and τ invariance was
maintained. Indeed, approximately 48% of the iL models, regardless of sample size, were
rejected when Fs scores were used. Non-invariant τ parameters appeared to have little
influence on the likelihood of rejecting the linear model when λ invariance was maintained
in the generating model.
The presence of λ non-invariance in the generating model resulted in large rejection
rates regardless of the scoring or sample size condition; see Figure 3.5 for a graphical
representation of these rejection rates. While the Fs rejection rates in the pLpT condition
matched those of the Fs scores in the iL conditions, mean and Fa scores resulted in
rejection rates greater than 50% when partial λ and τ invariance was maintained. With
mLmT non-invariance, mean scores fared the best, rejecting fewer linear LGMs (27% and
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Table 3.2: Nested LGM rejection rates (proportion of linear models rejected), by sample
size, scoring model, and level of invariance
Invariance
Score iLiT iLpT iLmT iLdT pLpT mLmT dLdT
N
2
5
0
Mean .05 .05 .05 0.05 0.56 0.27 0.85
cFa .10 .10 .10 0.10 0.78 0.91 0.92
rFa .15 .15 .15 0.15 0.84 0.94 0.95
cFs .40 .40 .39 0.40 0.39 0.82 0.82
rFs .48 .48 .48 0.48 0.48 0.87 0.87
N
7
5
0
Mean .05 .04 .05 .05 .95 .68 1
cFa .07 .07 .08 .08 1 1 1
rFa .15 .15 .15 .15 1 1 1
cFs .40 .40 .40 .40 .39 .99 .99
rFs .47 .48 .47 .48 .48 .99 1
Note: iLiT: invariant λs, invariant τs; iLpT: invariant λs, partial invariant τs; iLmT:
invariant λs, non-invariant τs; iLdT: invariant λs, non-invariant τs; pLpT: partial
invariant λs, partial invariant τs; mLmT: non-invariant λs, non-invariant τs; and dLdT:
non-invariant λs, non-invariant τs.
68% rejection rates in the N250 and N750 conditions, respectively). Factor scores fared
much worse in the mLmT condition, regardless of sample size. As is evident in Table 3.2,
almost all linear LGMs were rejected in favor of free-loading LGMs regardless of sample
size or factor score method. The lowest rejection rate observed in the dLdT condition
was 82% and was obtained using cFs scores with a sample size of 250. When N = 750 in
the dLdT condition, the chance of rejecting a linear LGM in favor of a free-loading LGM
was approximately 1.0 regardless of the scoring method used.
It is important to note, as can be seen in Figure 3.6, that while the free-loading LGM
was selected as the better fit to the data at a higher rate than was expected, the model
implied trajectories (based on the LGMF fixed effects) told a somewhat different story.
More specifically, when the generating measurement structure was invariant over time
(i.e., the iLiT condition) all scoring methods regained the generating model trajectory
(top of Figure 3.6), on average. When at least partial invariance held in the generating
measurement model (i.e., the pLpT condition), factor scores based on a single invariant
68
   N = 250 condition
   N = 750 condition
Figure 3.5: Proportion of linear LGMs rejected in favor of free-loading LGMs by MSM
(+), rFs (♦), rFa (•), cFs (), and cFa (©) scores for all levels of invariance and sample
size. Dashed lines denote the expected .05 rejection rate.
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Figure 3.6: Mean trajectories for mean (+), Fa (•), and Fs (◦) scores from the LGMF
condition compared to the generating mean trajectory (grey line) for the iLiT (top),
pLpT (middle), and dLdT (bottom) conditions. Values are collapsed over correlation
(C0 and C1), sample size (N250 and N750), and factor score type (rF and cF) conditions.
70
being constrained to equality over time resulted in a model implied mean trajectory,
on average, that mirrored the generating mean trajectory (middle of Figure 3.6). Note
that in the pLpT condition, both mean scores and factor scores based on all items being
constrained to equality (within item) over time resulted in non-linear trends. The all
decreasing non-invariance condition resulted in non-linear trends regardless of the scoring
method used (bottom of Figure 3.6). The variance structure was recovered in a similar
fashion and is thus not presented here.
3.1.4 Conclusions
When the generating measurement structure was non-invariant, a free-loading LGM
was a better fit to the data than a linear LGM (based on the G2 statistic). This finding
was highlighted with the use of mean scores. While the linear model using mean scores
generally fit the data well in the presence of invariant factor loadings, the likelihood of
selecting a free-loading LGM over a linear LGM (based on the G2∆ statistic) ranged from
a 26% chance in the mixed non-invariance condition and a sample size of 250 to a 100%
chance in the all decreasing non-invariant, sample size of 750 condition. Unfortunately,
this result was also found in many cases using factor scores when the measurement
structure was invariant over time. Every factor score condition, regardless of the level of
measurement invariance, resulted in a G2∆ statistic that suggested the free-loading LGM
was better than the linear LGM more frequently that would have been expected by
chance (using an α = .05 and assuming the G2 statistic follows a central χ2 distribution).
The TLI and IFI were found to offer little help in the evaluation of model fit or
functional form selection. Indeed, both the TLI and IFI suggested all models fit the data
relatively well. The RMSEA did provide more useful information. When the sample size
was small and the the generating model had invariant or mixed direction λ values, the
RMSEAs associated with mean score linear LGMs suggested the model fit the data well.
Linear LGMs using cFa scores were also found to fit the data moderately well when λ
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invariance held in the generating model. As the sample size increased and at least partial
λ invariance held in the generating model, RMSEA values suggested that a linear LGM
using either mean or Fs scores fit the data well. Generally speaking, the RMSEA did
not support the use of a linear LGM in any scoring condition when all λs and τs were
decreasing over time in the generating model.
Overall, the models fit the data poorly. This finding was somewhat surprising. In-
deed, at least a subset of the linear LGMs (e.g., the linear, iL models) were expected to
fit the data well. This misfit may have in part led to the high number of free-loading
models deemed to be a statistically better fit to the data compared to the linear LGM.
However, examining the free-loading LGM’s model implied trajectories found that the
mean trajectories suggested a linear trend (i.e., the generating model), on average, over
time. These results suggested that the observed misfit may, in part, be a function of using
factor scores as indicators of growth as opposed to failing to recover the generating pa-
rameter values. The next section examines the bias and RMSE of the linear LGM model.
The results are intended to address the remaining hypotheses as well as potentially shed
light onto the reasons underlying the poor model fit observed in this section.
3.2 Fixed Effects
The outcomes of interest in this section include the raw bias, relative bias, and RMSE
estimates of the mean latent intercept (i.e., µα) and mean latent slope (i.e., µβ)
9. Each
subsection begins with a summary of the findings. Results of the meta-models are then
presented followed by specific Monte Carlo findings. The section concludes with a general
discussion of the fixed effect results.
9Appendices provide tables containing the bias (Appendix D) and RMSE (Appendix E) statistics,
by study condition, for µα and µβ .
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3.2.1 Bias and RMSE of µα estimates
With few exceptions, µα was found to be estimated with little (i.e., 0%-5% relative
bias) to moderate bias (i.e., 5%-10% relative bias). The RMSEs associated with µα
parameter estimates were also found to be relatively consistent across all conditions.
While no scoring method resulted in unbiased estimates of µα across all experimental
conditions, only factor scores based on a single item constraint over time resulted in
moderate to little bias across all conditions. The single item constraint factor scores also
maintained relatively small RMSE values compared to all other scoring methods.
The results of the µα meta-models highlight the effects of invariance and scoring
method conditions. More specifically, using nested models, the greatest decrease in resid-
ual variance (i.e., σ2) was observed with regard to the level of invariance. Results found
that the inclusion of invariance and its associated interactions in the meta-models re-
sulted in a 78% decrease in residual variance when modeling relative bias and a 51%
reduction in residual variance when modeling the MSE. Scoring method was found to
have the next largest reduction in residual variance whereby a 74% reduction in residual
variability was observed when examining relative bias and a 48% decrease in the residual
variance was observed when examining the MSE. The correlation and sample size condi-
tions were found to be associated with little decrease in residual variance (< 4% for any
outcome). Therefore, all subsequent µα results are presented after collapsing across the
correlation and sample size conditions.
As can be seen in Figure 3.7, when at least one λ or τ was invariant over time, factor
scores based on a single item being constrained for identification (Fs), regardless of the
type of factor score method (i.e. rF and cF) resulted in no meaningful bias. When only
non-invariant λs and τs were present in the generating model (i.e., the mLmT and dLdT
conditions), Fs scores resulted in moderate bias (B¯ = .07)10. When λ invariance was
10Because E(µα) = 1, the relative bias (R¯) for µα is obtained by multiplying the raw bias value by
100. Therefore, relative bias is not presented in this section.
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maintained, factor scores that were derived from models where all items were constrained
to equality over time (Fa), regardless of factor score method, resulted in little to moderate
raw bias. Indeed, the largest bias found in any iL condition while using Fa scores was in
the iLpT condition (B¯ = .08). The level of bias became severe when Fa scores were used
in the pLpT and dLdT conditions (B¯ = .20). Interestingly, Fa raw bias was essentially
zero in the mLmT condition. Mean scores on the other hand showed some level of bias
in four of the seven invariance conditions. When there was systematic decrease in the λs
over time (i.e., the pLpT and dLdT conditions), mean scores showed moderate positive
bias (B¯ = .06). However, when either the λs or τs showed mixed non-invariance over
time (i.e., the iLmT and mLmT conditions), the mean scores showed severe negative bias
(B¯ = -.18).
Fs RMSE estimates for µα were found to be fairly small and consistent across all
invariance levels and scoring models. While mean scores resulted in the lowest RMSE
values in the iLiT, iLpT, and iLdT conditions (RMSE = .06), mean scores resulted in the
highest RMSE values in the iLmT (RMSE = .18) and mLmT (RMSE = .20) conditions.
Fa scores resulted in the lowest RMSE value in the mLmT condition (RMSE = .07).
However, Fa scores resulted in moderately higher RMSE values in the iLpT and iLdT
condition (RMSE = .10) compared to all other scoring methods (RMSE = .07) and
much higher RMSE values in the pLpT and dLdT conditions (RMSE = .21) compared
to all other scoring methods (RMSE = .09).
3.2.2 Bias and RMSE of µβ estimates
The estimation of µβ resulted in moderate to severe bias across scoring models when
all λs and τs were non-invariant over time. Mean scores resulted in the largest degree of
bias and highest RMSEs in every condition except for when the pattern of non-invariance
included item intercepts (i.e., τs) that were either invariant over time or changed in a
mixed direction over time. Factor scores based on a single item constrained over time
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Figure 3.7: µα raw bias and RMSE for MSM (+), rFs (♦), rFa (•), cFs (), and cFa
(©) scores for all levels of invariance in in the linear LGM condition collapsed across
correlation and sample size conditions. Dashed lines in the top panel denote +/- 5% and
10% relative bias.
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resulted in the least bias and smallest RMSEs across all but the mixed item intercept
conditions.
In fact, the greatest decrease in residual variance for the µβ meta-models was observed
when examining the level of invariance (98% and 96% residual reductions in the relative
bias and MSE meta-models, respectively). Scoring method was found to have the next
largest impact on residual variance reduction for both relative bias (88% reduction) and
MSE (82% reduction). The correlation and sample size conditions were found to be
associated with little residual change (< 1%) for any outcome. The subsequent results
for µβ are presented for the LGML condition after collapsing across the the correlation
and sample size conditions.
As can be seen in Figure 3.8, with at least partial τ invariance (i.e., iLiT, iLpT,
and pLpT conditions), Fs scores were unbiased. In the presence of partial, mixed, or all
decreasing τ non-invariance it was found that Fa and mean scores exhibited moderate to
severe bias (B¯ = -.15 and B¯ = -.17, respectively)11. The largest bias (B¯ = -.39) resulted
from the use of mean scores in the dLdT condition.
The RMSE of µβ estimates were generally larger than those found for µα. However,
as can be seen in Figure 3.8, using Fs scores with at least partial λ invariance resulted
in consistently low (< .1) RMSE values. The RMSE estimates obtained with Fs scores
increased to .28, on average, in the mLmT and dLdT conditions. With the exception
of the iLiT, iLmT, and mLmT invariance levels, mean scores produced the largest µβ
RMSE estimates. The largest of which (RMSE = .39) was found in the dLdT condition.
3.2.3 Conclusion
While the parameter-specific results clearly demonstrated the bias and RMSEs asso-
ciated with each fixed effect, examining the estimates of µα and µβ independently from
11Because E(µβ) = 1, the relative bias (R¯) for µβ is obtained by multiplying the raw bias value by
100. Therefore, relative bias is not presented in this section.
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Figure 3.8: µβ raw bias and RMSE for MSM (+), rFs (♦), rFa (•), cFs (), and cFa (©)
scores for all levels of invariance in the linear LGM condition collapsed across correlation
and sample size conditions. Dashed lines in the top panel denote +/- 5% and 10% relative
bias.
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one another did not provide an easily interpretable picture of how the model implied
trajectories may appear in practice. Figure 3.9 provides the mean trajectories (based on
µα and µβ) for mean, Fa, and Fs scores in three conditions covering complete invariance
(iLiT), partial invariance (pLpT), and all decreasing non-invariance (dLdT).
When using mean scores, as the degree on λ and τ non-invariance increased so did
the observed bias in both µα and µβ. In the presence of complete invariance, mean
scores resulted in a mean trajectory, as defined by µα and µβ, that clearly reflected the
generating trajectory (top of Figure 3.9). When the generating model maintained partial
invariance over time, the mean score trajectory started at approximately the correct
location (i.e., the generating intercept) but decreases more slowly over time (middle of
Figure 3.9). A similar pattern arose when the measurement structure was completely
non-invariant over time. However, the mean score trajectory increased at an even slower
rate when all generating λs and τs were decreasing over time (bottom of Figure 3.9).
When the measurement structure was invariant overtime, Fs and Fa factor score
methods reproduced the generating trajectory (top of Figure 3.9). Similar to mean
scores, when the generating measurement structure was completely non-invariant over
time, factor scores generally produced trajectories that started at approximately the
correct location, but increased more slowly over time than the generating trajectory
(bottom of Figure 3.9). Fa scores increased more slowly than the Fs scores over time.
When the generating measurement structure maintained partial invariance, Fs scores
generally recovered the generating trajectory while Fa score increased over time at about
the same rate as mean scores.
The evaluation of parameter bias suggests that different scoring methods may be
more or less biased for any given non-invariant measurement structure. Focusing on the
RMSE of these same parameter estimates resulted in a very similar conclusion. There
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Figure 3.9: Mean trajectories for mean (+), Fa (•), and Fs (◦) scores from the LGML
condition compared to the generating mean trajectory (grey line) for the iLiT (top),
pLpT (middle), and dLdT (bottom) conditions. Values are collapsed over correlation
(C0 and C1), sample size (N250 and N750), and factor score type (rF and cF) conditions.
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was no method that was found to have a consistently lower RMSE when the associated
bias was large (or vice versa).
3.3 Random Effects
The outcomes of interest in this section include the raw bias, relative bias, and
RMSE estimates for the latent intercept variance (i.e., φαα), the latent slope variance (i.e.,
φββ), and the covariance among the latent intercept and latent slope (i.e., φβα)
12. The
experimental conditions presented for each random effect were held constant. Therefore,
for any given variance/covarinace parameter, a condition may have been deemed relevant
for discussion regardless of the parameter specific meta-model results. This was done to
ease across-parameter comparisons.
3.3.1 Bias and RMSE of φαα estimates
The use of mean scores or single-item factor scores resulted in relatively unbiased
estimates of φαα when no correlations among the unique variances were present in the
generating model. Mean scores and regression-based factor scores performed worse when
the generating model contained correlations among the unique variances. Mean scores
and factor scores relying on a single item for identification maintained fairly constant
RMSE estimates over all conditions. Factor scores derived from longitudinal CFAs with
all items constrained to equality (within item) over time resulted in both the largest
levels of bias and RMSEs.
More specifically, results of the φαα meta-models found that the level of invariance
and scoring method resulted in a substantial decrease in residual variance when examining
the MSE estimates of φαα (36% and 32% respectively). Sample size was found to result
12The appendices provide tables containing the bias (Appendix D) and RMSE (Appendix E) statistics,
by study condition, for φαα, φββ , and φβα
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in a 4% reduction in residual variance. The presence of time-adjacent, item-specific
correlations among the unique variance resulted in no meaningful reduction (< 1%) of
residual variance. Similarly, when examining relative bias, level of invariance and scoring
model were associated with relatively large decreases in residual variance (69% and 58%,
respectively). The correlation condition was found to have a small (5%), but potentially
important, impact on φαα estimation. No effect of sample size was found with regards to
the relative bias of φαα.
Figure 3.10 provides a breakdown of the raw bias of φαα by invariance, scoring
method, and correlation (i.e., C0 and C1) conditions. Examination of Figure 3.10 reveals
that, regardless of condition, cFs scores provide unbiased estimates of φαα. No other
scoring model provided estimates within +/- 5% relative bias of the generating value
across all conditions. However, mean scores never exhibit a raw bias13 greater than -.11
(see the mLmT, C0 condition in Figure 3.10). In the mixed direction non-invariance con-
dition when correlations among item-specific, time-adjacent unique variances are present
in the generating model (i.e., C1), mean score resulted in a mean raw bias of -.08. Factor
scores based on a all items being constrained to equality (within item) over time were, on
average, more biased compared to mean and factor scores based on a single item being
constrained to equality over time. Indeed, in the pLpT and mLmT conditions, regardless
of the correlation condition, Fa scores where found to be severely biased (B¯ = .31 and B¯
= -.23, respectively).
The RMSE estimates for φαα were fairly consistent across all conditions. However,
Fa scores resulted in rather large RMSE estimates when the λs of the generating model
were non-invariant over time. As can be seen in Figure 3.11, the RMSEs associated with
Fa scores were, on average, .21 points higher than the Fs RMSE estimate within the
pLpT condition, .13 points higher within the mLmT condition, and .03 points higher
13Because E(φαα) = 1, the relative bias (R¯) for φαα is obtained by multiplying the raw bias value by
100. Therefore, relative bias is not presented in this section.
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   No correlation condition
   Correlation condition
Figure 3.10: φαα raw bias for MSM (+), rFs (♦), rFa (•), cFs (), and cFa (©) scores
for all levels of invariance in the linear LGM, C0 (i.e., no correlations among the unique
variances in the generating model), and C1 (i.e., correlations among the unique variances
in the generating model) conditions collapsed across sample size conditions. Dashed lines
denote +/- 5% and 10% relative bias.
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   N = 250 condition
   N = 750 condition
Figure 3.11: φαα RMSE for MSM (+), rFs (♦), rFa (•), cFs (), and cFa (©) scores
for all levels of invariance in the linear LGM, N250, and N750 conditions collapsed across
correlation conditions.
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within the dLdT condition. There were little differences found between the other scoring
methods.
3.3.2 Bias and RMSE of φββ estimates
There was little bias observed in the estimation of φββ when the factor loadings were
invariant and no correlations existed among the unique variances. Moderate to severe bias
was observed when at least a sub-set of factor loadings (i.e., partial invariance) were non-
invariant. With few exceptions, the discrepancy between the different scoring methods
was generally small when no correlations among the unique variances were present in the
generating model. However, when correlations among the unique variance were present in
the generating model, the differences observed between the scoring models increased. In
general, constrained-covariance factor scores with a single item used for identification were
unbiased when the factor loadings were at least partially invariant. While these factor
scores based on single item constraints became severely biased when all loadings were
non-invariant, so did all other scoring methods. Little difference was observed between
RMSE estimates of φββ. However, as the number of non-invariant loadings increased, so
too did the RMSE values. When partial λ and τ invariance was present, mean scores
resulted in the largest RMSE estimates. When all item loadings were non-invariant, the
single item, regression-based factor scores resulted in the largest RMSE values.
More specifically, meta-models examining the MSE of φββ estimates found that the
level of invariance resulted in a 70% reduction in residual variance. This was much
higher than the 5% reduction associated with sample size. The scoring method was
associated with approximately a 19% reduction in residual variance. A generating model
with correlations among the item-specific, time-adjacent unique variances did not result in
substantial reduction in the residual variance. Similarly, meta-models for φββ relative bias
estimates found that level of invariance resulted in the largest decrease in residual variance
(85%). Scoring method resulted in a moderate reduction in residual variance, 36%, when
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examining relative bias. The existence of item-specific, time-adjacent correlations among
the unique variances in the generating model was found to have a small effect (7%) on
relative bias, while sample size was found to have no meaningful effect.
Overall, a greater degree of raw bias was observed in the estimates of φββ compared
to the estimates of φαα. However, as can be seen in Figure 3.12, when λ invariance
was maintained (i.e., the iL conditions) and no correlations were present among the
time-adjacent, item-specific unique variances (i.e., the C0 condition), mean scores and Fs
scores showed no meaningful bias. When correlations among the unique variances were
present in the generating model, cFs scores still provided unbiased estimates across all
iL conditions. Indeed, cFs scores provided unbiased estimates across all conditions if at
least partial λ invariance was maintained. Regardless of the scoring method, moderate
to severe raw bias was observed in the estimates of φββ within the mLmT and dLdT
conditions. cFa scores resulted in less bias compared to the other scoring methods in
the mLmT (B¯ = -.062, R¯ = -30.9%) and dLdT (B¯ = -.078, R¯ = -39%) conditions.
Mean scores resulted in slightly more bias, on average, across mLmT (B¯ = -.061, R¯
= -30.3%) and dLdT (B¯ = -.083, R¯ = -41.7%) conditions compared to the cFa scores.
Mean scores also resulted in much greater bias (B¯ = -.063, R¯ = -31.5%) in the pLpT
condition compared to any other scoring method. However, generally speaking, the rFs
scores performed worse than all other scoring methods in the presence of complete λ
and τ non-invariance (mLmT and dLdT conditions) with a mean raw bias of -.09 (R¯ =
-43.4%).
While RMSE estimates were generally lower in the N750 condition compared to the
N250 condition, the pattern of results remained consistent across sample size and thus
the results presented here are averaged across sample size conditions. As can be seen in
see Figure 3.13, little difference was found in RMSE values when full λ invariance was
maintained. While Fs scores remained consistently low in the pLpT condition (RMSE
= .03), RMSE values associated with Fa scores increased slightly; an increase of approx-
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   No correlation condition
   Correlation condition
Figure 3.12: φββ raw bias for MSM (+), rFs (♦), rFa (•), cFs (), and cFa (©) scores
for all levels of invariance in the linear LGM, C0 (i.e., no correlations among the unique
variances in the generating model), and C1 (i.e., correlations among the unique variances
in the generating model) conditions collapsed across sample size conditions. Dashed lines
denote +/- 5% and 10% relative bias.
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   N = 750 condition
   N = 250 condition
Figure 3.13: φββ RMSE for MSM (+), rFs (♦), rFa (•), cFs (), and cFa (©) scores
for all levels of invariance in the linear LGM, N250, and N750 conditions collapsed across
correlation conditions.
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imately .008 (across sample size) from the iL to the pL conditions. Mean scores were
found to produce the highest RMSEs within the pLpT condition (RMSE = .07). Within
the mLmT and dLdT conditions, rFs scores were associated with the highest RMSE es-
timates on average (RMSE = .09) but were generally not much higher than the RMSE
values associated with cFa scores (RMSE = .08). cFa scores resulted in the lowest mean
RMSE across the mLmT and dLdT conditions.
3.3.3 Bias and RMSE of φβα estimates
Estimates of φβα were generally unbiased when no correlations among the unique
variances were present in the generating model and the factor loadings were invariant.
However, when all loadings were non-invariant, all scoring methods were found to result in
severely biased estimates of φβα. Regression based factor scores with all items constrained
to equality showed the least amount of bias. The presence of correlations among the
unique variances resulted in a similar pattern of bias but with greater differences between
scoring models within any given level of invariance. It is important to note that when
correlations among the unique variances were present in the generating model, mean
scores resulted in at least moderate bias across all invariance conditions. RMSE estimates
were found to be low and consistent across scoring method when factor loadings were
invariant. However, there was a clear increase in RMSE estimates when all factor loadings
were non-invariant.
Relative bias and MSE meta-model results for φβα were similar to those for φββ.
Examining MSE estimates found that the level of invariance resulted in a relatively large
decreases in residual variance (23%) while scoring method only resulted in a 9% reduction
in residual variance. Sample size was found to result in a 7% reduction in residual
variance. Item-specific, time-adjacent correlations among the unique variance resulted in
a minor residual variance reduction (< 3%). Meta-models used to examine relative bias
found that the level of invariance and scoring method were associated with relatively large
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changes in the residual variance (66% and 29% respectively). The correlation condition
was found to be associated with a small (4%) reduction in residual variance. There was
no effect of sample size on the relative bias of φβα.
The results for φβα suggest that cFs scores produce little to no meaningful bias
within any condition in which at least partial λ invariance in maintained (see Figure
3.14). A similar result was found for rFs scores as long as no time-adjacent, item-specific
correlations among the unique variances were present in the generating model. Fa scores
showed only moderate bias in the iLpT (B¯ = .018, R¯ = 10.3%) and iLdT (B¯ = .016, R¯ =
8.9%), C0 conditions. In the pLpT, C0 condition only mean scores were found to provide
biased estimates of φβα but this bias was found to be severe (B¯ = -.06, R¯ = -30.8%).
All scores produced severely biased estimates of φβα in the mLmT and dLdT conditions
regardless of the correlational condition. While little difference was found between scoring
models within the dLdT, C0 condition (see Figure 3.14), these differences became more
pronounced in the dLdT, C1 condition with mean scores exhibiting greater bias (B¯ =
-.086, R¯ = -48.2%) than the next most biased score (cFs; B¯ = -.066, R¯ = -36.7%).
Similar to the φββ RMSE estimates, the φβα RMSE estimates were generally lower
in the N750 condition but followed a very similar pattern as those in the N250 condi-
tion (see Figure 3.15). Given the similarities across sample size, the results here are
collapsed across sample size condition. Generally speaking, the φβα RMSE estimates
were consistent across all scoring methods when λ invariance was maintained (RMSE
= .042). When there was partial or all decreasing λ non-invariance, the mean score con-
dition generally resulted in the highest RMSE estimates (RMSE = .079). cFs scores
were found to have the highest RMSE estimates in the mLmT conditions (RMSE =
.074). Interestingly, rFa scores resulted in the lowest RMSE estimates when all loadings
were non-invariant (RMSE = .055). This finding was inconsistent with the φαα and φββ
results where rFa scores generally resulted in some of the higher RMSE estimates.
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   Correlation condition
   No correlation condition
Figure 3.14: φβα raw bias for MSM (+), rFs (♦), rFa (•), cFs (), and cFa (©) scores
for all levels of invariance in the linear LGM, C0 (i.e., no correlations among the unique
variances in the generating model), and C1 (i.e., correlations among the unique variances
in the generating model) conditions collapsed across sample size conditions. Dashed lines
denote +/- 5% and 10% relative bias.
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   N = 250 condition
   N = 750 condition
Figure 3.15: φβα RMSE for MSM (+), rFs (♦), rFa (•), cFs (), and cFa (©) scores
for all levels of invariance in the linear LGM, N250, and N750 conditions collapsed across
correlation conditions.
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3.3.4 Conclusions
As with the examination of µα and µβ, it was difficult to judge the quality of the
variance estimates in isolation. Figure 3.16 provides the generating latent variance values
(not including the residual variances) as a function of time. In this figure the mean model
implied variances estimates, as defined by φαα, φββ, and φβα, for the mean, Fa, and Fs
scores in three invariance conditions (iLiT, pLpT, and dLdT) overlay the generating,
time-specific latent variance values (not including the unique variances).
As can be seen in Figure 3.16 (top), when the factor loadings are invariant over time
all scoring methods accurately regain the variance structure. When the factor loadings
maintained only partial invariance, Fs scores accurately regain the generating variance
structure but the mean and Fa scores exhibited some level of bias (Figure 3.16 (middle)).
However, when no factor loadings were invariant over time, all scoring methods resulted
in biased estimates of the generating variance structure (Figure 3.16 (bottom)).
The inclusion of item-specific, time-adjacent covariances in the generating model lead
to at least moderately biased estimates of φαα, φββ, and φβα using any score other than
cFs scores. This result was found even when the measurement structure was invariant
over time. Thus, while factor scores did provide less biased estimates of the random
effects compared to mean scores, all but one of the factor score methods still resulted in
some bias. Focusing on the RMSE of random effect estimates resulted in a very similar
conclusion. There was no method that was found to have a consistently lower RMSE
when the associated bias was large (or vice versa). Therefore, the RMSE estimates are
not discussed further.
3.4 Additional Analyses
Analyses in this section were conducted in an attempt to better understand the poor
fit of the factor score-based LGMs to the generated data. In the linear LGM, all invariant,
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Figure 3.16: Variance estimates over time for mean (+), Fa (•), and Fs (◦) scores from
the C0, LGML condition compared to the generating variances over time (grey line) for
the iLiT (top), pLpT (middle), and dLdT (bottom) conditions. Values are collapsed over
sample size (N250 and N750) and factor score method (rF and cF) conditions.
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Table 3.3: Mean fit statistics for all scoring methods in the linear LGM (LGML), full
invariance (iLiT), no correlation (C0), sample size of 250 (N250) condition.
Score Method
Mean cFa rFa cFs rFs
G2 10.49 14.25 18.66 22.27 28.55
df 10 10 10 10 10
p-valuea 0.3986 0.1618 0.0447 0.0137 0.0014
RMSEA 0.02 0.03 0.05 0.06 0.08
RMSEA 90% CI (0.00, 0.07) (0.01, 0.08) (0.02, 0.10) (0.03, 0.10) (0.04, 0.12)
RMRb 0.029 0.025 0.027 0.035 0.038
a The p-value is based on the average G2 statistic.
b RMR denotes the root mean squared residual. Definitions for all other fit statistics
can be found in the methods section of this paper.
Note: All statistics are averaged over replication.
non-time-adjacent, item-specific correlation condition (i.e., LGML, iLiT, C0 condition)
all scoring methods accurately recovered the generating model parameters. However, the
factor score models were found to fit the data, on average, poorly.
To better highlight this, the fit statistics for the LGML, iLiT, C0, N250 condition,
by scoring model, are presented in Table 3.3. As can be seen in Table 3.3, while the
mean scores perform fairly well, the Fa scores (i.e., factor scores based on all items being
constrained over time) showed some signs of misfit. The Fs scores (i.e., factor scores
based on a single item being constrained over time) fit the data very poorly. Within
the Fa and Fs constraints, the cF (i.e., constrained-covariance factor scores) generally fit
the data better than the rF scores (i.e., regression-based factor scores). These findings
were consistent across the G2 and RMSEA fit statistics. The TLI and IFI were found to
suggest a good fit to the data across all conditions and are thus not presented here. I now
turn to analyses intended to better understand these unexpected differences in model fit.
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3.4.1 Exploring Non-normality
The item level data in this study were generated to be multivariate normal. While
there was no reason to believe that estimating mean or factor scores based on multivariate
normal data would lead to multivariate non-normal data, it is known that excessive
kurtosis can lead to biased measures of fit (see, for example, Boomsma, 1983). Therefore,
as a first step in exploring the misfit observed in the all invariant condition, the normality
of the scores (mean and factor) was evaluated.
Regression-based, single-item factor scores resulted in the greatest misfit, on average,
to the data. Mean scores resulted in the best fit, on average, to the data; generally
fitting the data well. As can be seen in Figure 3.17, for a given replication there was
little difference between the time specific mean score and factor score distributions. Each
time-specific distribution appears normally distributed. While score exhibits greater
variability over time, each distribution remains approximately normal. The combination
of the time-specific score distributions would be expected to result in a multivariate
normal distribution. As can be seen in Table 3.4, the average univariate and multivariate
kurtosis levels across all samples were small regardless of scoring method. No univariate
or multivariate kurtosis value greater than one was observed for any scoring method in
the all invariant, no item-specific, time-adjacent correlation condition.
Table 3.4: Mean univariate and Mardia’s multivariate kurtosis (MMK) for each scoring
method in the iLiT, C0, N250, LGML condition.
Score Time
Method 1 2 3 4 5 MMK
Mean -0.03 -0.04 -0.03 0.01 -0.02 -0.26
cFa -0.02 -0.01 -0.02 -0.02 -0.03 -0.27
rFa -0.03 -0.03 -0.03 0.01 -0.02 -0.27
cFs -0.02 -0.01 -0.02 -0.02 -0.02 -0.27
rFs -0.03 -0.03 -0.03 0.01 -0.01 -0.27
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Table 3.5: Fit statistics from four models using ML, MLR, MLm, MLmv estimation
methods based on rFs scores (Sample ID 545) in the iLiT, C0, N250, LGML condition.
Estimation Method
ML MLRa MLmb MLmvb
G2 51.4 51.0 49.5 44.6
df 10 10 10 9
p-value < .001 < .001 < .001 < .001
RMSEA 0.13 0.128 0.126 0.126
RMSEA 90% CI (0.095,0.165)
a Provides a full information based G2 statistic and no 90% CI around the RMSEA.
b Provides an adjusted G2 statistic, an adjusted df, and no 90% CI around the RMSEA.
One additional step was taken to examine the possible effects of non-normality in
the data. More specifically, a linear LGM based on rFs scores was estimated using
various estimation methods along with G2 adjustments for non-normality. Sample 545
was selected for these analyses due to its poor fit to the data (see the ML results in Table
3.5). Using Mplus Version 5 (Muthe´n & Muthe´n, 2007), sample 545’s rFs scores (N =
250) were fit to a linear LGM. It is important to note these scores were derived from
a generating model that was all invariant and contained no item-specific, time-adjacent
correlations among the unique variances, thus the model would be expected to fit the data
well. However, as can be seen in Table 3.5, regardless of whether the standard ML, MLR
(full information ML), or adjusted ML (i.e., MLm or MLmv, see, for example, Satorra &
Bentler, 1986) estimation options were used, the model fit remained relatively unchanged.
Given that the MLm and MLmv methods adjust for non-normality in the data and the
fit of the model remained relatively unchanged, these results provided further evidence
that the cause of the model misfit was not (at least not solely) due to non-normal data.
3.4.2 Mean and Covariance Residuals
Given the flexibility of the Fs scores, one would have expected the scores to provide
a better fit to the data than the other scoring methods examined here. Possible areas
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Figure 3.17: Mean and rFs score distributions, by time point, for sample ID 545 in the
iLiT, no correlation (C0) and N = 250 condition. Note that while the y-axis values are
not provided, both scoring methods are presented on the same scale.
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Table 3.6: Mean structure mean residuals for the iLiT, C0, N250, LGML condition pre-
sented by scoring method.
Time Point
Score 1 2 3 4 5
Generating 1 2 3 4 5
Mean -0.001 0.002 -0.001 0.004 -0.003
cFa -0.001 0.002 -0.001 0.004 -0.003
rFa -0.001 0.002 -0.001 0.004 -0.003
cFs 0.000 -0.002 -0.001 0.004 0.000
rFs 0.000 -0.002 -0.001 0.004 0.001
of poor fit were examined starting with the mean structure. As can be seen in Table
3.6, all scoring methods accurately recovered the observed values. The largest mean
residual (0.0043) was found with rFa scores at the fourth time point. However, all scoring
methods had similar residual values. The only time point that produced a noticeable
difference in residual values was the fifth time point. The cFs and rFs residuals were
smaller in magnitude compared to those associated with the mean, rFa, and cFa scores.
Unfortunately, this pattern of residuals does not explain the poor fit observed in this
study.
Similar to the mean structure, the mean residuals for the variance structure presented
no obvious sources of misfit to the data. As can be seen in Table 3.7, consistent with the
RMR values above (see Table 3.3), the residuals did increase in magnitude when moving
from mean scores, to Fa scores, and finally to the Fs scores. However, there did not
appear to be a single source of misfit (e.g., a single variance component), but rather an
overall increase in the residuals across all variance/covariance parameters. This increase
in the overall magnitude of the residuals can be seen in the mean residuals (see Table
3.7).
Browne, MacCallum, Kim, Andersen, and Glaser (2002) demonstrated that under
certain conditions, a model may accurately recover the generating model (i.e., small
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Table 3.7: Lower triangular residual matrices for each scoring method in the iLiT, C0,
N250, LGML condition.
Score Time
Method 1 2 3 4 5 Mean Residual
M
ea
n
1 0.0023
0.0001
2 -0.0026 0.0121
3 -0.0157 0.0061 0.0055
4 0.0104 -0.0100 -0.0025 0.0072
5 -0.0032 0.0216 -0.0122 0.0031 -0.0204
cF
a
1 0.0019
-0.0012
2 -0.0028 0.0105
3 -0.0159 0.0057 0.0049
4 0.0090 -0.0100 -0.0032 0.0032
5 -0.0039 0.0201 -0.0120 0.0001 -0.0252
rF
a
1 0.0018
-0.0023
2 -0.0032 0.0103
3 -0.0168 0.0052 0.0033
4 0.0084 -0.0109 -0.0033 0.0014
5 -0.0044 0.0188 -0.0133 -0.0026 -0.0293
cF
s
1 0.0054
0.0156
2 0.0050 0.0239
3 -0.0112 0.0150 0.0132
4 0.0210 0.0048 0.0113 0.0386
5 0.0117 0.0451 0.0091 0.0357 0.0052
rF
s
1 0.0056
0.0152
2 0.0050 0.0247
3 -0.0115 0.0152 0.0124
4 0.0209 0.0047 0.0116 0.0376
5 0.0117 0.0444 0.0086 0.0335 0.0029
residuals) but still be found to fit the data poorly. However, this is not likely to be the
case with these data. Based on the work by Browne et al., for a model to reproduce the
data exceptionally well but still result in a poor fit (as measured by the G2 statistic) both
the unique variances and the model residuals are required to be small. As can be seen
in Table 3.3, as the root mean squared residual (RMR) increased so did the G2 statistic.
Moreover, for a given type of factor score (rF vs. cF factor scores), the relative size of the
unique variances differed little across factor score constraints (Fs vs. Fa factor scores;
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Table 3.8: Mean unique variances over time for all scoring methods in the linear LGM
(LGML), full invariance (iLiT), no correlation (C0), sample size of 250 (N250) condition.
Score Method
Time Mean cFa rFa cFs rFs
1 0.542 0.439 0.358 0.445 0.365
2 0.830 0.669 0.545 0.681 0.557
3 1.338 1.078 0.876 1.098 0.897
4 2.079 1.681 1.371 1.703 1.396
5 3.020 2.441 1.990 2.475 2.027
see Table 3.8). For example, the linear LGMs based on rFa scores generally fit the data
better than the linear LGMs based on rFs scores. However, rFa scores had, on average,
smaller residuals and smaller unique variances. These results lent little support to the
poor fit being derived from, in essence, fitting the data too well.
3.4.3 Variability/Uncertainty in Longitudinal CFA Model Pa-
rameters
Lack of evidence supporting the idea that the observed misfit using factor scores was
derived from the linear LGM directly led to an investigation of the longitudinal CFA
models. The longitudinal CFA models generally fit the data well (see the data validation
outlined in Appendix B). However, it was found that the parameter estimates varied
greatly. This was especially true in the Fs condition compared to the Fa condition.
As can be seen in Figure 3.18, both factor loading distributions, on average, ac-
curately recovered the generating factor loading value. This finding held true for all
parameters within the all invariant condition. However, as is also evident in Figure 3.18,
the variability across samples associated with the Fs factor loadings was much greater
than that of the Fa factor loadings. As sample size increased the variability in the fac-
tor loadings decreased (see Figure 3.19). The variability in the Fs factor loadings with
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Figure 3.18: Box plots of the λ distributions associated with the fifth item at Time 1 (N
= 250) for the single item constrained longitudinal CFA and the all items constrained
longitudinal CFA. The dashed horizontal line denotes the generating λ value.
a sample size of 750 was much less than the variability in the Fs factor loadings with
a sample size of 250 and this may explain the better fitting LGM models in the N750
condition compared to the N250 condition.
All else being equal, the average G2 values were lower with a sample size of 750
as compared to a sample size of 250 (see Figure 3.1). Given that the G2 statistic is
a function of sample size, this result was counterintuitive. The increased variability in
the Fs parameter estimates compared to the Fa parameter estimates suggested that the
standard error of the parameter estimates were also quite likely to be higher in the Fs
condition compared to the Fa condition. As can be seen in Figure 3.20, the standard
errors associated with a given parameter estimate (here, Item 5’s factor loading) were
much larger and variable in the Fs condition than those in the Fa condition. The larger
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Figure 3.19: Box plots of the λ distributions associated with the fifth item at Time 1 (N
= 750) for the single item constrained longitudinal CFA and the all items constrained
longitudinal CFA. The dashed horizontal line denotes the generating λ value.
standard errors associated with the longitudinal CFA model parameters suggested that
a greater degree of uncertainty was associated with the parameter estimates. Given this
greater uncertainty, the resulting factor scores were less precise estimates of the “true”
latent scores. The level of precision associated with the estimation of factor scores was
not incorporated into the linear LGM models. While the factor scores are assumed to be
comprised, in part, of measurement error, measurement error is not the same as precision
of estimation. Therefore, the LGM does not account for this potential source of error.
To further examine the role of precision in factor score estimation, a single sample
(sample ID 545) was selected from the data sets which exhibited poor model fit (linear
LGM, see Table 3.9). Using the same random number that was used to generate the
original sample of 250 for sample ID 545, a sample size of 10,000 was generated. To
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Figure 3.20: Box plots of the standard errors (SE) for Item 5’s λ value estimates at Time
1 (N = 250) for the single item (Fs) and all item (Fa) constrained longitudinal CFA.
further examine precision of estimation, the parameters from a longitudinal CFA model
consistent with Fs scores were estimated using the sample of 10,000, rFs factor scores
were estimated based on these parameter estimates, and a linear LGM was fit to the rFs
scores.
With a sample size of 250, rFs scores were found to result in the worse fitting linear
LGMs. Sample ID 545 resulted in a G2 statistic of approximately 50 on 10 degrees of
freedom in the N250 condition. However, as can be seen in Table 3.9, using the same seed
as sample ID 545 but with a sample size of 10,000, the linear LGM fit the data well. This
supported the idea that as sample size increased, the precision in the factor scores also
increased. This finding was examined further by selecting the 250 simulated subjects
used in sample ID 545 from the larger sample of 10,000 for further examination. When
103
Table 3.9: Fit statistics from Sample ID 545 when rFs scores were based on sample sizes
of 10 thousand (10k), 250 from the 10k sample and the original 250 in the iLiT, C0,
LGML condition.
Sample Size
250 10k 250
based on 250 est. based on 10k est. based on 10k est.
G2 51.4 15.2 5.3
df 10 10 10
p-value < .001 0.125 0.873
RMSEA 0.13 0.01 0.00
RMSEA 90% CI (0.095,0.165) (0.000,0.014) (0.000,0.035)
Note: All models estimated using ML.
a linear LGM was fit to the same subjects but with greater precision in the estimation
of factor scores, the linear LGM again fit the data well. Thus, using factor scores based
on longitudinal CFA model parameters estimated with a sample of 250 resulted in a
very poor fitting LGM model. Using factor scores from the same “people” but based
on longitudinal CFA model parameters estimated with a sample of 10,000 found that a
linear LGM model fit the data well.
3.4.4 Conclusion
Three possible reasons for the observed model misfit were examined. These potential
sources of misfit were: 1) violations of multivariate normality; 2) misfit in the residuals or
residuals and unique variances that were too small; and 3) the variability and precision
in longitudinal CFA model parameters. More research is needed to determine definitively
why the observed misfit occurred, but these results point to the precision associated with
the longitudinal CFA model parameter estimates as a potential source of the linear LGM
misfit.
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CHAPTER 4
Discussion
Constructs in the social sciences are often theorized to manifest themselves differ-
ently over time (Kagan, 1980; Rutter & Sroufe, 2000). Changes in the manifestation of
a construct over time can lead to corresponding changes in its measurement properties
(i.e., measurement non-invariance). Indeed, Horn et al. (1983) suggested that a changing
measurement structure may provide greater support for a theory than a stable, invariant
measurement structure. While the measurement invariance literature is vast, little work
has been published exploring the effects of measurement non-invariance on the functional
form and parameter estimation of LGMs. Moreover, the previous work that has been
completed in this area has focused almost exclusively on random variations in the mea-
surement structure. Yet, a construct that changes in its manifestation over time likely
does so in a systematic fashion. To my knowledge, this study was the first to examine the
effects of systematic measurement non-invariance on the functional form and parameter
estimation of LGMs. More specifically, the effects of systematic non-invariance over time
were examined using a Monte Carlo simulation design with 280 cells created by crossing
various levels of λ and τ invariance, scoring method, sample size, model parameteriza-
tion, and the presence of time-adjacent, item-specific correlations among the generating
measurement model’s unique variances.
In this section I first review how the results support each hypothesis. A discussion
of model fit is provided next. Limitations and directions for future research are then
provided. The paper concludes with a discussion of the impact and role these findings
may serve in applied research.
4.1 Hypotheses
Based on previous research and the analytic work presented in Chapter 1, six hy-
potheses were proposed. These hypotheses addressed the accuracy of fixed and random
effects, how various scoring methods would fair under less than ideal measurement condi-
tions, and the effects of non-invariance on model selection. Without exception, the results
examining bias and RMSE offered at least moderate support for every hypothesis. For
sake of clarity, only the results focused on bias are presented.
4.1.1 Fixed Effects
Hypotheses 1 and 4 were examined with analyses exploring the effects of systematic
measurement non-invariance on the estimation of linear LGM fixed effects. Hypothesis
1 stated, “When using mean scores, bias in the fixed effects (intercept and slope) will
increase as the mean factor loadings or the mean item intercepts deviate from unity and
zero, respectively.” Hypothesis 4 stated, “When using factor scores, bias in the fixed
effects (intercept and slope) will increase as the mean of the constrained factor loadings
or the mean of the constrained item intercepts deviate from unity and zero respectively,
but to a lesser extent compared to mean scores.” The results of the analyses examining
linear LGM fixed effects generally supported both hypotheses regardless of sample size
or the inclusion of item-specific, time-adjacent correlations among the unique variances.
As predicted, the degree of bias observed in the fixed effects corresponded directly to
the magnitude of two differences within any given measurement model: 1) the difference
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between the mean constrained generating factor loading and unity and 2) the difference
between the mean constrained generating item intercept and zero. While the estimation
of mean scores assumes essentially τ -equivalent items, as was shown in Equation 1.31,
when the mean of the generating factor loadings and item intercepts conform to the
mean score model’s item weights (i.e., one) and intercept (i.e., zero), resulting mean
scores provide an unbiased estimate of the generating scores. Indeed, the mean of the
latent intercept (µα) was relatively unbiased, regardless of scoring method, when the
mean generating factor loading at Time 1 was equal to unity, and the mean generating
item intercepts at Time 1 was equal to zero. Consistent with Hypothesis 1, when the
generating item intercepts or factor loadings at Time 1 had mean values less than zero
or one, respectively, mean scores resulted in µα estimates that were severely, negatively
biased. Mean scores derived from a generating measurement model where each item
had a unique factor loading and intercept less than one and zero, respectively, involved
overweighting each item in the mean score model (i.e., the mean score model constrains
each item weight to unity). However, if the items were derived from a measurement
model where some of the items have factor loadings and intercepts greater than one and
zero, respectively, and other items have factor loadings and intercepts less than one and
zero, respectively, the effect of the under and over weighting was essentially averaged
out. In the case where the mean of the generating factor loadings and item intercepts are
one and zero, respectively, the ill effects of the mean score model’s unit weighting were
negated.
Unlike mean scores, factor scores based on a single item being constrained to equality
over time were found to result in unbiased estimates of the mean latent intercept in every
condition except for two: the mixed and all decreasing non-invariant (i.e., mLmT and
dLdT) conditions. Single-item factor scores resulted in no more than moderate bias
in the all non-invariant conditions and were found to be less biased than mean scores,
on average, across all conditions. As was discussed by Hancock et al. (2005), when a
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measurement model is based on even a single non-invariant item, assuming there are
no model misspecifications or violations of estimator-based assumptions, the parameter
estimates of the measurement model will be unbiased. Given unbiased estimates of the
measurement model parameters, the resulting factor score estimation will also result in
relatively unbiased estimates of individual latent scores1. The degree of bias observed
in the mean latent intercept depended on the correspondence between the generating
value and the constrained item’s value. Recall, in this study the single constrained factor
loading and item intercept in the longitudinal CFA were set to one and zero, respectively.
In the all invariant and partial invariant conditions, the constrained values corresponded
to the generating item parameters. In the non-invariant conditions, the constrained item’s
factor loading was increasingly overweighted over time (i.e., the generating parameter
values decreased over time), thus the results of µα were negatively biased.
The pattern of bias observed when using factor scores based on all items being
constrained to equality (within item) over time was more complex. In the all invariant
condition, all-item constrained factor scores resulted in unbiased estimates of the mean
latent intercept. The all-items constrained factor scores resulted in moderate bias, on
average, when the generating item intercepts decreased over time and severe bias, on
average, when both the generating item intercepts and factor loadings decreased over
time. Unlike mean scores, the all-item constrained factor scores relied on the mean
factor loadings and item intercepts across all time points in the estimation of the mean
latent intercept. That is, the factor loadings and item intercepts at any single time point
were essentially the mean factor loadings and intercepts over all time points. Even if
the generating factor loadings and item intercepts had means of one and zero at Time
1, respectively, the means of the estimated constrained factor loading and item intercept
1Depending on the factor score method (e.g., regression vs. constrained-covariance) used to estimate
individual latent scores, some discrepancies between the observed factor score distribution and the hy-
pothetical latent score distribution may exist.
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at Time 1 were generally less than one and zero, respectively. Unlike the mean and
single-item constrained factor scores, the all-items constrained factor scores at Time
1 were closely associated with the factor loadings and intercepts across all time points.
Therefore, if the factor loadings or item intercepts deviate from one and zero, respectively,
over time the measurement model parameter estimates of the factor loadings and item
intercepts at Time 1 would not equal one and zero, respectively.
Bias observed in the estimation of the mean latent slope showed very similar trends to
the bias found when examining the mean latent intercept. Generally speaking, when ei-
ther the mean generating item-intercepts or factor loadings deviated from zero or one, re-
spectively, mean scores resulted in severely biased estimates of the mean latent slope. The
single-item factor loadings resulted in no observed bias when generating item-intercepts
and factor loadings maintained partial invariance over time and only moderate bias when
the constrained item intercept was non-invariant. While factor scores based on all items
being constrained to equality (within item) over time resulted in moderately to severely
biased estimates of the mean latent slope, this bias was lower in magnitude, across almost
all conditions, compared to the bias observed when using mean scores.
The results of this study found that using mean scores generally resulted in severely
biased estimates of the fixed effect estimates when the mean factor loadings and item-
intercepts deviated from one and zero, respectively. Factor scores based on all items being
constrained (within item) to equality over time resulted in slightly greater mean latent
intercept bias compared to mean scores but resulted in less, but still severe, observed bias
in the mean latent slope. With few exceptions, factor scores based on a single item being
constrained over time resulted in the least amount of fixed effect bias across invariance
conditions. It is important to note that when all factor loadings and item intercepts were
non-invariant in the generating model, all scoring methods resulted in severely biased
fixed effects. Indeed, in the mixed directional non-invariance and the all decreasing non-
invariant condition, no score accurately recovered the generating parameter values.
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The fixed effect findings of this study were fairly consistent with previous research,
but differed in one important way. To my knowledge, the sole published work in this area
was conducted by Leite (2007). Leite examined the ability to accurately regain generating
LGM parameter values in the presence of measurement non-invariance when mean scores
were used as indicators of growth. While Leite focused exclusively on mean scores, this
work found that relying on mean scores when the generating measurement model was
non-invariant over time resulted in biased estimates of the fixed effects. However, while
Leite reported bias in the fixed effects, this bias was rather marginal. Mean scores were
found to result in a much greater degree of observed bias in the current study. The
reason for this difference likely lies in the nature of the measurement non-invariance. In
Leite’s study, at least partial measurement invariance was maintained in the generating
measurement model and the non-invariant factor loadings and intercepts varied randomly
around one and zero, respectively. However, a construct that changes in its manifestation
over time likely does so in a systematic way. Therefore, in the current study, even in the
partial invariance conditions, the non-invariant item parameters decreased systematically
over time. As predicted, this systematic decrease in the mean factor loadings and item
intercepts resulted in much more severe levels of observed bias. As discussed below, a
similar pattern was found when examining the estimation of LGM random effects in the
presence of a systematically changing measurement structure over time.
4.1.2 Random Effects
Based on previous research and the analytic work presented Chapter 1, three hy-
potheses (Hypotheses 2, 3, and 5) focusing on the effects of systematic measurement
non-invariance on LGM random effects were proposed. Hypothesis 2 stated, “When us-
ing mean scores, bias in the random effects (variance/covariance of the intercept and
slope) will increase as the mean factor loadings deviate from unity.” Similarly, Hypothe-
sis 5 stated, “When using factor scores, bias in the random effects (variance/covariance of
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the intercept and slope) will increase as the mean of the constrained factor loadings devi-
ate from unity, but to a lesser extent compared to mean scores.” Hypothesis 3 focused on
the inclusion of time-adjacent, item-specific correlations among the unique variances in
the generating model. Hypothesis 3 stated, “The inclusion of correlated, time-adjacent,
item-specific unique variances will bias the random effects when using mean scores, but
not when using factor scores estimated from a properly identified longitudinal CFA that
incorporates these correlations.” While the results of this study generally supported Hy-
potheses 2 and 5, only moderate support was found for Hypothesis 3. This held across
all sample size conditions.
As was predicted, when no item-specific, time-adjacent correlations among the unique
variances were present in the generating model and factor invariance was maintained, the
use of mean scores resulted in little to no bias in the variance of the latent intercept (φαα),
variance of the latent slope (φββ), and the covariance of the latent intercept and latent
slope (φβα) parameter estimates. When the mean factor loading at Time 1 deviated
from a mean of one, bias in φαα was observed. When the mean factor loading over time
deviated from one, the use of mean scores resulted in biased estimates of φββ, and φβα.
Like the fixed effects, estimation of mean scores from items derived from a measurement
model where each item has a unique factor loading less than one involves overweighting
each item. Constraining item weights to one in the mean score model (see Equation 1.33)
over weights the item’s contribution to the variance of the latent scores. The opposite
holds true for items derived from a measurement model where each item has a unique
factor loading greater than one. Thus, if the items are derived from a measurement model
where some of the items have generating factor loadings greater than one and others have
generating factor loadings less than one, the effect of the under and over weighting in
the mean score model averages out. In the case where the mean of the generating factor
loadings is one at every time point, the mean score model’s estimate of the random effects
are unbiased.
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Focusing still on the conditions where no item-specific, time-adjacent correlations
among the unique variances were present in the generating model, factor scores based on
a single item constrained to equality over time showed little to no bias in the estimation
of φαα, φββ, or φβα when at least partial factor loading invariance was maintained. This
finding was not surprising. As was discussed by Hancock et al. (2005), when at least a
single item is constrained to equality (generally set to one as a way to identify a CFA
model) and the generating factor loading is invariant, the model is essentially correctly
specified. Thus, given that model assumptions were maintained, the random effect pa-
rameter estimates were unbiased. However, as was seen in this study, when the factor
loading constrained to equality over time was non-invariant in the generating model,
factor scores based on a single constrained item resulted in severely biased estimates of
φββ and φβα. While constraining a single item allowed the longitudinal CFA model to be
identified, the change in the equated factor loading over time resulted in a discrepancy
between the generating value and the constrained value. This discrepancy was “pushed”
into the estimates of the latent covariance structure resulting in severely underestimated
random effects.
Unlike mean scores and factor scores based on a single item constrained to equality
over time, factor scores based on all items constrained (within item) to equality over time
resulted in at least marginally biased estimates of the random effects in every condition
except the all invariant condition. In fact, in the presence of invariant factor loadings
and non-invariant item intercepts, the all-item factor scores resulted in a greater degree
of observed random effects bias compared to mean scores. This result was not predicted.
However, the all-items constrained factor scores may have resulted in longitudinal CFA
factor loadings (the basis, in part, for the factor scores) that attempted to adjust for the
misspecified variance structure as well as to correct for the misspecification in the mean
structure. While the item intercepts do not play a direct role in the estimation of the
LGM covariance structure, the longitudinal CFA factor loadings do. Constraining all
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items to equality (within item) over time in the presence of non-invariant item intercepts
appears to have resulted in enough of a misspecification to affect the resulting factor
score covariance structure.
In support of Hypothesis 3, mean scores resulted in at least moderately biased esti-
mates of φαα, φββ, and φβα across every invariance condition when item-specific, time-
adjacent correlations among unique variances were present in the generating model. As
was shown in Equation 1.33, mean scores do not appropriately account for covariance
among items over time. Unlike mean scores, factor analysis models can be parameterized
to account for time-adjacent, item-specific correlations among unique variances (see, for
example, Figure 1.1) and this information can be incorporated into factor score estimates.
Even so, for the same reasons outlined above, the use of factor scores based on all items
being constrained (within item) to equality over time resulted in at least moderately
biased random effect estimates.
The bias observed when using factor scores based on a single item being constrained
to equality over time depended in large part on the type of factor scoring method used.
The single-item regression-based factor scores generally resulted in at least moderately
biased random effect estimates when item-specific, time-adjacent correlations among the
unique variances were present in the generating model. This finding was not surprising
given that the regression based factor scores were not developed to either account for non-
independent unique variances (see Equation 1.51) or to perfectly reproduce a model’s
covariance structure (Lawley & Maxwell, 1963). Constrained-covariance factor scores,
on the other hand, were developed to perfectly reproduce a model’s covariance structure
(Grice, 2001). Therefore, it was not surprising that the single-item constrained-covariance
factor scores showed little to no random effect bias when at least partial factor loading
invariance was maintained. As would be expected given the findings of the non-correlation
condition, the random effect estimates using single-item constrained-covariance factor
scores based on non-invariant factor loadings remained severely biased.
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Similar to the observed bias in the fixed effects, the results of this study found that
the observed bias in the random effects was generally consistent with previous research.
As was discussed by Hancock et al. (2005), when a CFA model is identified by a single
invariant item, the resulting model parameters are unbiased. If this condition of invari-
ance fails to hold, the resulting model parameter estimates are biased. In the current
study, this bias was then incorporated into the estimation of factor scores resulting in
biased estimates of growth. Leite (2007) found that the random effects in the presence of
a non-invariant measurement structure were biased. However, as with the fixed effects,
Leite reported this bias to be only moderate. In the current study, even in the presence
of partial factor loading invariance; the observed bias in the random effects when using
mean scores was found to be severe. Again the greater degree of bias observed in this
study was likely due to the systematic change in the measurement structure over time
as opposed to the random fluctuations in the measurement structure over time used by
Leite (2007).
4.1.3 Functional Form
Hypothesis 6 addressed the fit of LGMs in the presence of measurement non-
invariance. It stated, “As the degree of unaccounted measurement non-invariance within
a model increases, the likelihood of accepting an alternative functional form also in-
creases.” The results of this study lent moderate support to this hypothesis.
Using mean scores as indicators of growth resulted in a free-loading LGM being
selected as the more appropriate model (significant G2 value using α = .05) approximately
5% of the time when all factor loadings were invariant over time. That is, the Type I error
rate was as expected. However, with a sample size of 250, in the mixed direction factor
loading and intercept condition, the linear LGM was rejected in favor of the free-loading
LGM in more than 26% of the comparisons. In the same mixed invariance condition, but
with a sample size of 750, more than 67% of the linear LGMs were rejected in favor of
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a free-loading LGM. When the item intercepts and factor loadings decreased over time
(even with partial invariance), linear LGMs based on mean scores were rejected in favor
of a free-loading LGM in 56% to 100% of the comparisons. These findings suggested that
as the level of non-invariance increases in the factor loadings, the likelihood of accepting
an alternative parameterization of change also increases, often times dramatically so.
The use of factor scores resulted in a similar rejection pattern. However, the propor-
tion of linear LGMs that were rejected in favor of a free-loading LGM (based on the G2
statistic) was higher in every condition compared to the rejection rates observed using
mean scores. In the all invariant conditions, factor scores based on all items being con-
strained to equality (within item) over time resulted in 7% to 15% of the linear models
being rejected in favor of a free-loading LGM. In the all invariant or partial invariance
conditions using factor scores based on a single item being constrained over time resulted
in 39% to 48% of the linear models being rejected, based on the G2 statistics, in favor
of a free-loading LGM. It was expected that the use of factor scores in these conditions
would lead to rejection rates of approximately 5% (i.e., the Type I error rate based on
an α = .05). The higher than expected rejection rate observed was likely due, at least in
part, to the overall poor fit associated with the factor score based LGMs. That is, the
apparent positive bias in the G2 statistic may have lead to a positive bias in the rate at
which the free-loading model was deemed a more appropriate fit to the data compared
to the linear LGM. Given the results of this study, it is unclear if this was the case or
simply an interesting coincidence.
Regardless of whether or not the observed proportion of free-loading models accepted
as more appropriate representations of the data are inflated due to poor model evaluation,
the story these results tell is compelling. Mean and factor scores in the presence of
systematically changing measurement properties result, on average, in non-linear trends
over time. As shown in Chapter 1 (see, for example, Equations 1.59 to 1.70) changes in
the appropriateness of the item parameters over time (i.e., how close they correspond to
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generating parameters) systematically changed the way in which items are weighted over
time. Surprisingly, the effects of measurement non-invariance on the functional forms of
growth has only been alluded to in the literature (Leite, 2007). To my knowledge, no
work has yet to be published on this topic in the SEM literature. Given the apparent
magnitude of the effect of systematic non-invariance on the function form of growth and
the potential implications this could have for applied research, this is clearly an avenue
for further research. However, before discussing potential avenues for future research,
attention is turned towards better understanding model fit.
4.2 Model Fit
The G2 and RMSEA statistics suggested that factor scores provided, on average, a
poor fit to the data. However, the results of the linear LGM conditions suggested that
growth models based on factor scores as indicators of growth recovered the generating
parameters when expected (e.g., in the all invariant factor loading and item intercept
condition). A number of possible sources of misfit were examined in this study includ-
ing violations of multivariate normality, excessively large residuals, and the precision of
longitudinal CFA parameter estimates.
The results of the additional analyses suggested that the factor score distributions
were multivariate normal. Selecting a single, poorly fitting sample for additional analyses
found that the factor score distributions resembled those of the mean scores (which
were found to fit the data). Including adjustments for possible non-normality in the
factor score based linear LGM did not meaningfully improve the model’s fit to the data.
Furthermore, examination of the mean residuals over all samples did not suggest that
the factor score based linear LGMs fit the data much worse than mean scores. However,
there were differences observed in the residual matrices. Mean scores resulted in residuals
lowest in magnitude, on average, while factor scores based on constraining all items to
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equality within item but over time resulted in residuals slightly larger than those observed
with mean scores. While the single-item factor scores resulted in linear LGM residuals
that were largest in magnitude, all residuals were close to zero. Small residuals in the
presence of small unique variances can lead to inflated model fit statistics (Browne et
al., 2002). However, the pattern of unique variances in the current study did not suggest
that this was the underlying cause of the misfit.
The degree of misfit appeared to be related to the uncertainty associated with lon-
gitudinal CFA parameter estimation. In the all invariant (i.e., iLiT) condition, LGMs
using mean scores generally fit the data well. LGMs using factor scores based on all
items being constrained (within item) to equality over time resulted in worse model fit
compared to mean scores, and factor scores based on a single item constrained to equality
over time resulted in the worst fitting models (as measured by the G2 and RMSEA statis-
tics). Mean scores rely on a single item weight therefore there was no variability in the
mean score model’s parameters estimates. Longitudinal CFA models with all items being
constrained to equality (within item) over time were found to result in less uncertainty
than longitudinal CFA parameter estimates based on a single item being constrained over
time. The pattern of variability and uncertainty in the measurement model parameter
estimates was found to directly correspond to the pattern of G2 and RMSEA fit statis-
tics. That is, as the degree of uncertainty in the longitudinal CFA parameter estimates
increased so did the poor fit of the subsequent linear LGMs.
While these findings were not hypothesized, they are not surprising. As was proposed
by Rubin (1976), one can consider the estimation of factor scores a missing data technique
(i.e., the latent scores are missing). While replacing missing data (i.e., the latent scores)
with only a single imputation (i.e., the factor scores) can lead to a complete data set,
the scores in the data set contain less precision than would be found with the true scores
(Rubin, 1987, 1996). That is, there is uncertainty associated with the estimation of
missing data. In the current study, the uncertainty was associated with the estimation
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of the longitudinal CFA model parameters. Uncertainty associated with the estimation
of missing data will not necessarily lead to biased point estimates. However, as noted
by Rubin, not accounting for the uncertainty associated with the generation of missing
data can lead to incorrect standard errors and measures of model fit. As the degree of
uncertainty decreases in the estimation of missing data (e.g., increased sample sizes in
the estimation of longitudinal CFA parameters), the need to account for the uncertainty
in the estimation of secondary models (e.g., a linear LGM) decreases.
Relying on Rubin’s (1976) missing data formulation, the missing data literature sup-
ports the pattern of results found in this study. More specifically, relying on imprecise
factor scores resulted in unbiased point estimates but inaccurate model fit. As the preci-
sion in factor score estimation increased (i.e., precision in the longitudinal CFA parameter
estimates) model fit also improved. It is important to note that the results of this study
do not provide a definitive answer as to why the linear LGMs based on factor scores fit
the data poorly. However, the results do suggest that the uncertainty associated with the
estimation of factor scores, as it pertains to model fit, may be a potentially important
avenue for future research.
4.3 Limitations and Directions for Future Research
As with any study, the current study had its share of limitations. In this section I
address three specific limitations: model estimation and evaluation, measurement model
constraints, and data characteristics. As part of this discussion, I outline potential di-
rections for research that are intended to address these limitations.
4.3.1 Model Estimation and Evaluation
The results of this study suggested that the uncertainty associated with the longitu-
dinal CFA model parameter estimates may have, at least in part, led to the high levels
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of misfit observed with the linear LGM. However, this study did not offer conclusive evi-
dence that the precision in longitudinal CFA parameter estimates was the key underlying
factor. While this aspect of the current study does not limit the generalizability of the
key findings, it does highlight the difficulties still facing the study of growth and stability.
Future research to further examine factor score-based LGMs is required. Given the
aforementioned findings and previous work conducted examining missing data (see, for
example, Dempster, Laird, & Rubin, 1977; Little & Rubin, 1987; Rubin, 1976), a logical
next step would be to examine methods that may allow the precision of factor score
estimates to be incorporated (or corrected for) in LGMs. There are at least two possible
methods that could be examined. The first method would be based in large part on
the work by Browne (1984) and include the examination of alternative weight matrices
for use in the estimation of LGM parameters. The required weight matrix for use in a
weighted least-squares (WLS) method may not be constructed based on the higher order
moments of the factor score distribution (as done with non-normal data), but instead
rely on information regarding the precision of the factor score estimation (see Yuan &
Bentler, 2000 for an example of an alternative WLS approach; see also Dempster et
al., 1977). A second avenue for research would be to examine a multiple imputation
method for estimating factor scores such as the one recently developed by Rizopoulos
and Moustaki (in press). The use of multiple imputation may allow for greater precision
in the construction of factor scores. In doing so, many of the issues (e.g., incorrect
standard errors and test statistics; Rubin, 1987, 1996) associated with single imputation
methods may be circumvented.
The results of this study (including those from the additional analyses) were found to
be consistent with the expected characteristics of data derived from a single imputation.
However, the results of this study cannot state with complete certainty that poor model fit
was caused by uncertainty associated with estimation of factor scores. While examining
methods to address the uncertainty associated with factor score estimation does appear
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to be a viable direction for future research, other aspects of the longitudinal CFA model
provide additional avenues for research.
4.3.2 Measurement Model Constraints
The current study relied on two longitudinal CFA measurement model parameter-
izations for all factor score estimation. One model constrained all factor loadings and
item intercepts for a given item to be equivalent over time. The other constrained a
single item’s factor loadings and item intercept to be equivalent over time. While the
set of measurement model constraints used in the current study reflects common CFA
identification and invariance constraints, it does not capture the full range of possible
constraints that could be placed on the longitudinal measurement model. Therefore, it
is unclear how well factor scores would have performed under alternative measurement
model parameterizations or methods for obtaining parameter estimates for use in factor
score estimation.
For example, a single, time-specific observation could be selected from each indi-
vidual’s set of repeated observations (i.e., one set of responses from one time point per
individual). Using this sub-sample, the measurement structure pooling over all time
points could be evaluated. The parameter estimates from this model could then be used
to estimate factor scores across all time points in the full sample. This method would
generally recreate the all-items constrained to equality condition studied here. However,
in the current study’s framework, using this method would have resulted in a measure-
ment model consisting of eight items as opposed to 40 (i.e., eight items over five time
points). It would be interesting to explore the effects such a method would have on
parameter variability and LGM model fit.
An additional measurement model method that provides an avenue for future re-
search is borrowed from the education literature. This method relies on a single “cal-
ibration” sample for the measurement model’s parameter estimates (see, for example,
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Thissen & Wainer, 2001). In this case, the parameter estimates of a longitudinal CFA
would be estimated using a large sample (similar to what was done in the in the N=10,000
example; see the Additional Analyses section). The results of this analysis (i.e., the pa-
rameter estimates) would then be treated as the population parameter values and all
future factor score estimates, including those with independent samples, would be based
on these estimates. Such a method offers at least two potential benefits compared to the
method used in the current study. First, if the longitudinal CFA were based on large
samples (e.g., N=10,000 as used above) the precision of the parameter estimates would
be improved. Regardless of whether or not future research finds a relationship between
precision and model fit, greater confidence could be had in the accuracy of the parameter
estimates. Second, relying on large sample estimates for future factor score estimation
allows confidence in the accuracy of the factor scores to be maintained even if future
samples are much smaller.
Understanding the effects that systematic non-invariance has on these scoring meth-
ods would provide a valuable tool to researchers. However, the choice and ability to
implement these different strategies may often rely on the characteristics of the data
themselves.
4.3.3 Data Characteristics
This study was designed to use data representative of the type encountered in applied
settings. Yet, the data examined in this study were complete (i.e., no missing), contin-
uous, and multivariate normal. These three factors are unlikely to be seen in practice
when modeling item level data.
While statistical theory does suggest that the results of this study will generalize to
“real world” applications as long as missingness occurs at random or completely at ran-
dom (Rubin, 1976; Little & Rubin, 1987), future research can examine these conditions
as well as violations of a missing at random assumption. A potentially more interesting
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question pertains to the behaviors of factor scores in the presence of missing data. Given
the previous discussion of missing data, it may be important to examine how missing data
(whether a single response or an entire observation) would impact the use of multiple
imputation methods for estimating factor score. That is, if a study experienced attrition,
a multiple imputation method may be required to obtain complete data sets (i.e., item
responses at all time points). However, it is unclear how best to use multiple imputation
when manifest and factor scores are being estimated. Similarly, the WLS methods dis-
cussed above rely heavily on complete data. To date, it is unclear how to pursue WLS
methods for factor score based LGMs in the presence of missing observations. It may be
that a combination of multiple imputation and WLS-based methods are required.
The continuous, multivariate nature of the data used in this study represents one
of this study’s greatest limitations. Rarely, if ever, are item-level responses on a con-
tinuous scale. Thus, some care must be taken when extending these findings to applied
research which most often relies on categorical data. While the examination of categorical
responses is a logical extension of the work presented in this study, additional complica-
tions arise. These complications include greater constraints on the identification of the
measurement models (Millsap & Yun-Tein, 2004), added complexity in the estimation
of categorical item-level models (Wirth & Edwards, 2007), and a not yet firm under-
standing of the variability observed in factor score estimation with ideal (i.e., complete,
continuous, and multivariate normal) data. Clearly, moving to categorical data models
will pose some challenges.
While the previous discussion of limitations is not exhaustive, I highlighted the lim-
itations that require the most immediate study. However, even with the work that
remains, the results of this study offer insights into the use of mean or factor scores as
indicators of growth in applied research.
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4.4 Recommendations for Applied Research
The results of this study lead to four recommendations for use of mean and fac-
tor scores as indicators of growth and stability. First, these results clearly suggest that
constrained-covariance factor scores based on a single item (or set of items) being con-
strained to equality over time will result in less bias, on average, across all growth param-
eters when the constrained item or items are invariant over time. This finding held across
sample size and with the inclusion of item-specific, time-adjacent correlations among the
generating unique variances. Given this finding, it is difficult to not recommend the
use of such scores in practice. However, caution must be used when employing single-
item, constrained-covariance factor scores. The second recommendation focuses on this
warning.
The second recommendation is to use factor scores as indicators of growth sparingly
unless the data set is large. The results of this study suggest large sample sizes may
be required when attempting to use factor scores as indicators within a LGM. Even
with a sample size of 750, there was greater uncertainty associated with the single-item
longitudinal CFA parameter estimates compared longitudinal CFA parameter estimates
based on more item constraints. While this study cannot provide a clear sample size
recommendation, the results suggest that the number may be much larger than 750
when examining a scale containing eight items over five time points. In psychology,
scales often consist of more than eight items, thus the minimum sample size required to
maintain confidence in the measurement model parameter estimates is not known. As
discussed above, alternative measurement model parameterizations may help reduce the
sample size requirements, but until further research can be done it is unclear by how
much this requirement may be reduced.
The third recommendation for use of mean or factor scores as indicators of growth is a
reiteration of the importance of invariance testing. In the current study parameter values
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were chosen to reflect levels of non-invariance that would be difficult to detect in small
(i.e., N = 250) samples. While measurement invariance was not directly examined in the
current study, the results suggest that ignoring measurement non-invariance can lead to
severely biased growth parameters regardless of the scoring method used. Moreover, the
likelihood of selecting a non-linear functional form greatly increases when measurement
non-invariance is not properly modeled (e.g., using mean scores with non-invariant item
parameters). Therefore, researchers interested in using these methods should plan for
rigorous tests of invariance prior to moving forward with models of change and stability.
The fourth recommendation when using mean or factor scores as indicators of growth
is to, as always, rely on theory. The finding of a non-linear trend in the data (regard-
less of scoring method) when a linear trend was hypothesized may be an indication of
unmodeled measurement non-invariance. This is not to say that all trajectories with func-
tional forms other than those hypothesized are a result of measurement non-invariance.
However, analyses that indicate an alternative functional form should be taken as an indi-
cation further measurement evaluation may be required. Reliance on a priori hypotheses
grounded in theory can help in this process by providing a framework of reference for
decisions regarding both levels of invariance and the functional form of change.
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CHAPTER 5
Appendices
5.1 Appendix A: Convergence
This study involved the estimation of different models (longitudinal CFAs, secondary
scoring models, and growth models) over the course of data generation and hypothesis
evaluation. The converge rates (percentage of converged models) are presented here in
the order in which the models were evaluated. As described below, the overall converge
rates were high and few additional data sets were required to maintain 500 replications
within each cell.
More specifically, the existence of correlated unique variances in the generating model
resulted in lower convergence rates overall. However, in almost all conditions the conver-
gence rate for longitudinal CFA models was greater than 90%. The two conditions with
converge rates below 90% were both within the N=750 sample size condition and involved
partial invariance and all decreasing non-invariance (pLpT and dLdT, respectively) mea-
surement structures. In these two conditions the convergence rates were approximately
86%.
Once the longitudinal CFA models were completed, mean and factor scores were
estimated. The parameter matrices estimated by longitudinal CFA were examined to
ensure that they were within their acceptable ranges (e.g., no negative θtt values) and
that they were admissible (e.g., positive definite Ψ) for use in factor score estimation.
Generally, it was found that if a longitudinal CFA model converged, the resulting param-
eter matrices were appropriate for use in estimating factor scores. Only one replication
failed to meet the requirements for score estimation. This replication was found within
the iLiT condition with a sample size of 250. After using the resulting longitudinal CFA
model parameters to obtain factor scores, LGMs were fit to the resulting scores in each
condition. Using only those replications that were deemed appropriate through the lon-
gitudinal CFA and scoring phases of this study, LGMs were found to have a convergence
rate of 100% across all conditions. The results of these models were then used to obtain
the outcomes of interest, namely estimates of raw bias, relative bias, RMSE (including
MSE), and model fit. The meta-models fit to these outcomes of interest were found to
have a 100% convergence rate.
The high rate of convergence across all study phases and all conditions resulted in a
total 604 replications (i.e., 104 extra data sets) being need to maintain 500 replications
within each design cell.
5.2 Appendix B: Data Validation
While validation models were examined across all conditions, the all invariant con-
dition (i.e., the iLiT condition) was of primary interest. Given the generating model,
the iLiT condition was of particular interest because it provided a condition in which all
scoring methods should have performed well.
For example, the LGML, iLiT condition was parameterized in such a way that, re-
gardless of sample size, little bias would be expected in the growth parameters. Focusing
on the the smaller of the two sample sizes (N = 250) within the C0 condition, shows
that little fixed effect raw bias resulted within any of the scoring conditions; see Table
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Table 5.1: Raw bias for the iLiT, LGML, C0, N250 condition
Para- Factor Score
meter MSM rFs rFa cFs cFa
µα 0.00 0.00 -0.00 0.00 -0.00
µβ 0.00 0.00 0.00 0.00 0.00
φαα -0.01 -0.03 -0.02 -0.02 -0.01
φβα 0.00 0.00 0.00 -0.00 0.00
φββ -0.00 -0.01 -0.03 -0.01 -0.00
5.1. Furthermore, only minor raw bias was observed in the random effects. The largest
raw bias (B¯ = -0.03) was found for φαα when regression based factor scores were used as
indicators. Thus, the largest raw bias observed was done so within the scoring condition
designed to minimize score variability.
The second step in data validation involved fitting the generating model implied
covariance matrices and mean vectors or a subset of item-level sample data to SOLGMs
(i.e., the generating model) using Mplus (Muthe´n & Muthe´n, 2004). All Mplus results
replicated those obtained using SAS. Based on these findings, there was a high degree of
confidence that the raw data were generated as intended.
The validity of factor score estimation was also examined. As can be seen in the upper
left quadrant of Figure 5.1, the rFs scores estimated for this study, collapsed across all
time points, correlated highly with those generated by Mplus using the same item-level
data (r = .99). The factor scores provided by Mplus are also regression-based. The
correlation between the rFs scores generated by Mplus and constrained-covariance factor
(cFs) scores estimated in this study also correlated highly (r = .91, see the upper right
quadrant of Figure 5.1). Differences in estimation methods suggest that the cFs and rFs
scores would not correlate perfectly. Not surprisingly, as can be seen along the lower row
of Figure 5.1, both factor score methods correlated highly with mean scores estimated
from the same item-level data (r = .99 for rFs and r = .92 for cFs). The comparison
between the factor scores estimated in this study and those estimated by Mplus (using
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Figure 5.1: Scatter plot of factor scores (from SAS and Mplus) and mean scores for a
single replication (replications 29) from the iLiT, C0, N250 LGML condition.
the same data) suggested that the scores were generated as intended. However, additional
comparisons were required to ensure the covariance structure of the factors scores were
also properly produced.
A comparison of the cFs scores and the model implied covariance structure from the
corresponding longitudinal CFA model found near perfect correspondence. As can be seen
in Table 5.2, only one discrepancy was observed and it was found in the second decimal
place. A comparison of the rFs scores to the same model implied covariance structure
found that, on average, the rFs variance estimates were smaller than the model implied.
Given that rFs score estimation minimizes score variability, this finding is consistent with
the proper estimation of regression-based factor scores. While data from only a single
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Table 5.2: ψ, cFs, and rFs variance/covariance (lower triangular) and correlation (upper
triangular) matrices for a single replication (replications 29) from the iLiT, C0, N250
LGML condition.
Time
Time 1 2 3 4 5
ψ
1 1.33 0.66 0.68 0.61 0.51
2 1.22 2.57 0.71 0.71 0.71
3 1.34 1.97 2.95 0.73 0.72
4 1.72 2.79 3.06 6.03 0.70
5 1.70 3.28 3.54 4.95 8.25
ψ
-
cF
s
1 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 -0.02
ψ
-
rF
s
1 -0.08 -0.04 -0.04 -0.04 -0.04
2 0.00 -0.15 -0.05 -0.04 -0.04
3 -0.01 0.00 -0.19 -0.04 -0.04
4 0.00 -0.01 -0.01 -0.34 -0.04
5 0.00 -0.01 -0.02 -0.03 -0.53
Note: ψ was derived from the longitudinal CFA model used in factor score estimation.
rFs and cFs denote regression based and constrained covariance factor scores,
respectively, derived from a longitudinal CFA model with a single item constrained for
identification over time. Non-italicized values are covariances. Italicized values are
correlations.
sample (replication 29) and experimental condition is presented here, all sub-samples
and model conditions resulted in comparable findings. Support obtained for the data
and subsequent scores used in this study suggested a high degree of confidence can be
maintained when examining individual outcomes of interest.
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5.3 Appendix C: Model Fit Data
This appendix provides the raw bias B¯ and relative bias R¯ for the χ2, TLI, IFI,
and the RMSEA point estimate with the 90% confidence interval’s lower (LB) and upper
bound (UB) by Invariance (Inv), Sample Size (N), Correlation condition (C), and Scoring
method. The results are presented below in table format. Each table focusing on a single
scoring method within a single LGM condition.
Table 5.3: Raw bias B¯ and Relative bias R¯ for the G2, TLI, IFI, and the RMSEA
point estimate with the 90% confidence interval’s lower (LB) and upper bound (UB)
by Invariance level, Sample Size (N) and Correlational condition (C) when using Mean
Scores in the LGML condition.
G2 RMSEA
Invariance N C B¯ R¯ TLI IFI LB Point UB
iLiT
250 0 0.49 4.92 0.99 1.00 0.00 0.02 0.071 1.29 12.92 0.99 1.00 0.00 0.02 0.07
750 0 -0.27 -2.74 1.00 1.00 0.00 0.01 0.041 2.31 23.14 0.99 1.00 0.00 0.02 0.04
iLpT
250 0 0.48 4.80 0.99 1.00 0.00 0.02 0.071 1.29 12.92 0.99 1.00 0.00 0.02 0.07
750 0 -0.31 -3.05 1.00 1.00 0.00 0.01 0.041 2.31 23.14 0.99 1.00 0.00 0.02 0.04
iLmT
250 0 0.47 4.72 0.99 1.00 0.00 0.02 0.071 1.29 12.92 0.99 1.00 0.00 0.02 0.07
750 0 -0.27 -2.71 1.00 1.00 0.00 0.01 0.041 2.31 23.14 0.99 1.00 0.00 0.02 0.04
iLdT
250 0 0.47 4.72 0.99 1.00 0.00 0.02 0.071 1.29 12.92 0.99 1.00 0.00 0.02 0.07
750 0 -0.28 -2.85 1.00 1.00 0.00 0.01 0.041 2.31 23.14 0.99 1.00 0.00 0.02 0.04
pLpT
250 0 6.71 67.08 0.98 1.00 0.01 0.05 0.091 7.93 79.35 0.98 1.00 0.01 0.05 0.09
750 0 17.84 178.41 0.99 1.00 0.02 0.05 0.071 21.71 217.08 0.99 1.00 0.03 0.05 0.07
mLmT
250 0 3.42 34.24 0.98 1.00 0.00 0.03 0.081 4.44 44.40 0.98 1.00 0.01 0.04 0.08
750 0 8.11 81.15 0.99 1.00 0.01 0.03 0.051 11.39 113.92 0.99 1.00 0.01 0.04 0.06
dLdT
250 0 12.22 122.20 0.97 0.99 0.03 0.07 0.111 13.78 137.82 0.97 0.99 0.03 0.07 0.11
750 0 34.17 341.67 0.98 0.99 0.05 0.07 0.091 39.01 390.15 0.98 0.99 0.05 0.07 0.09
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Table 5.4: Raw bias B¯ and Relative bias R¯ for the G2, TLI, IFI, and the RMSEA
point estimate with the 90% confidence interval’s lower (LB) and upper bound (UB)
by Invariance level, Sample Size (N) and Correlational condition (C) when using Mean
Scores in the LGMF condition.
G2 RMSEA
Invariance N C B¯ R¯ TLI IFI LB Point UB
iLiT
250 0 0.52 7.48 0.99 1.00 0.00 0.02 0.071 1.28 18.31 0.99 1.00 0.00 0.02 0.08
750 0 -0.13 -1.90 1.00 1.00 0.00 0.01 0.041 2.39 34.09 1.00 1.00 0.00 0.02 0.05
iLpT
250 0 0.51 7.29 0.99 1.00 0.00 0.02 0.071 1.27 18.12 0.99 1.00 0.00 0.02 0.08
750 0 -0.17 -2.49 1.00 1.00 0.00 0.01 0.041 2.37 33.83 1.00 1.00 0.00 0.02 0.05
iLmT
250 0 0.51 7.24 0.99 1.00 0.00 0.02 0.071 1.28 18.22 0.99 1.00 0.00 0.02 0.08
750 0 -0.16 -2.27 1.00 1.00 0.00 0.01 0.041 2.38 33.97 1.00 1.00 0.00 0.02 0.05
iLdT
250 0 0.49 7.07 0.99 1.00 0.00 0.02 0.071 1.26 18.07 0.99 1.00 0.00 0.02 0.08
750 0 -0.18 -2.51 1.00 1.00 0.00 0.01 0.041 2.36 33.75 1.00 1.00 0.00 0.02 0.05
pLpT
250 0 0.53 7.50 0.99 1.00 0.00 0.02 0.071 1.26 18.02 0.99 1.00 0.00 0.02 0.08
750 0 -0.15 -2.10 1.00 1.00 0.00 0.01 0.041 2.35 33.63 1.00 1.00 0.00 0.02 0.05
mLmT
250 0 0.54 7.71 0.99 1.00 0.00 0.02 0.071 1.29 18.42 0.99 1.00 0.00 0.02 0.08
750 0 -0.13 -1.88 1.00 1.00 0.00 0.01 0.041 2.40 34.35 1.00 1.00 0.00 0.02 0.05
dLdT
250 0 0.52 7.44 0.99 1.00 0.00 0.02 0.071 1.28 18.28 0.99 1.00 0.00 0.02 0.08
750 0 -0.08 -1.10 1.00 1.00 0.00 0.01 0.041 2.41 34.44 1.00 1.00 0.00 0.02 0.05
131
Table 5.5: Raw bias B¯ and Relative bias R¯ for the G2, TLI, IFI, and the RMSEA
point estimate with the 90% confidence interval’s lower (LB) and upper bound (UB) by
Invariance level, Sample Size (N) and Correlational condition (C) when using rFa in the
LGML condition.
G2 RMSEA
Invariance N C B¯ R¯ TLI IFI LB Point UB
iLiT
250 0 8.66 86.57 0.98 1.00 0.02 0.05 0.101 7.74 77.43 0.98 1.00 0.02 0.05 0.09
750 0 7.11 71.09 0.99 1.00 0.01 0.03 0.051 7.76 77.56 0.99 1.00 0.01 0.03 0.05
iLpT
250 0 8.65 86.53 0.98 1.00 0.02 0.05 0.101 7.78 77.82 0.98 1.00 0.02 0.05 0.09
750 0 7.08 70.77 0.99 1.00 0.01 0.03 0.051 7.84 78.44 0.99 1.00 0.01 0.03 0.05
iLmT
250 0 8.76 87.65 0.98 1.00 0.02 0.05 0.101 7.97 79.66 0.98 1.00 0.02 0.05 0.09
750 0 7.25 72.52 0.99 1.00 0.01 0.03 0.051 8.12 81.19 0.99 1.00 0.01 0.03 0.05
iLdT
250 0 8.62 86.23 0.98 1.00 0.02 0.05 0.101 7.77 77.70 0.98 1.00 0.02 0.05 0.09
750 0 7.09 70.88 0.99 1.00 0.01 0.03 0.051 7.81 78.06 0.99 1.00 0.01 0.03 0.05
pLpT
250 0 21.79 217.88 0.96 0.99 0.05 0.09 0.131 19.97 199.69 0.96 0.99 0.05 0.09 0.12
750 0 45.40 454.02 0.98 0.99 0.06 0.08 0.101 43.41 434.11 0.98 0.99 0.06 0.07 0.10
mLmT
250 0 31.43 314.27 0.95 0.99 0.07 0.11 0.151 27.84 278.40 0.95 0.99 0.07 0.10 0.14
750 0 73.48 734.85 0.96 0.99 0.08 0.10 0.121 66.23 662.26 0.97 0.99 0.07 0.09 0.11
dLdT
250 0 28.94 289.39 0.95 0.99 0.07 0.10 0.141 26.89 268.92 0.96 0.99 0.06 0.10 0.14
750 0 66.54 665.36 0.97 0.99 0.07 0.09 0.111 63.93 639.29 0.97 0.99 0.07 0.09 0.11
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Table 5.6: Raw bias B¯ and Relative bias R¯ for the Gi2, TLI, IFI, and the RMSEA
point estimate with the 90% confidence interval’s lower (LB) and upper bound (UB) by
Invariance level, Sample Size (N) and Correlational condition (C) when using rFa in the
LGMF condition.
G2 RMSEA
Invariance N C B¯ R¯ TLI IFI LB Point UB
iLiT
250 0 7.05 100.66 0.98 1.00 0.02 0.05 0.111 6.51 93.06 0.98 1.00 0.02 0.05 0.10
750 0 5.72 81.64 0.99 1.00 0.01 0.03 0.061 6.65 95.00 0.99 1.00 0.01 0.03 0.06
iLpT
250 0 7.02 100.34 0.98 1.00 0.02 0.05 0.111 6.52 93.15 0.98 1.00 0.02 0.05 0.10
750 0 5.64 80.57 0.99 1.00 0.01 0.03 0.061 6.70 95.69 0.99 1.00 0.01 0.03 0.06
iLmT
250 0 7.14 101.96 0.98 1.00 0.02 0.06 0.111 6.71 95.85 0.98 1.00 0.02 0.05 0.11
750 0 5.77 82.36 0.99 1.00 0.01 0.03 0.061 6.97 99.58 0.99 1.00 0.01 0.03 0.06
iLdT
250 0 6.97 99.56 0.98 1.00 0.02 0.05 0.111 6.50 92.85 0.98 1.00 0.02 0.05 0.10
750 0 5.62 80.28 0.99 1.00 0.01 0.03 0.061 6.65 95.05 0.99 1.00 0.01 0.03 0.06
pLpT
250 0 7.12 101.68 0.98 1.00 0.02 0.06 0.111 6.74 96.32 0.98 1.00 0.02 0.05 0.11
750 0 5.85 83.55 0.99 1.00 0.01 0.03 0.061 7.26 103.76 0.99 1.00 0.01 0.03 0.06
mLmT
250 0 7.88 112.58 0.98 1.00 0.02 0.06 0.111 7.78 111.10 0.98 1.00 0.02 0.06 0.11
750 0 7.33 104.65 0.99 1.00 0.01 0.03 0.061 9.46 135.15 0.99 1.00 0.01 0.04 0.07
dLdT
250 0 7.07 101.07 0.98 1.00 0.02 0.06 0.111 6.66 95.16 0.98 1.00 0.02 0.05 0.10
750 0 5.90 84.34 0.99 1.00 0.01 0.03 0.061 7.09 101.29 0.99 1.00 0.01 0.03 0.06
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Table 5.7: Raw bias B¯ and Relative bias R¯ for the G2, TLI, IFI, and the RMSEA
point estimate with the 90% confidence interval’s lower (LB) and upper bound (UB) by
Invariance level, Sample Size (N) and Correlational condition (C) when using rFs in the
LGML condition.
G2 RMSEA
Invariance N C B¯ R¯ TLI IFI LB Point UB
iLiT
250 0 18.55 185.45 0.96 0.99 0.04 0.08 0.121 15.08 150.78 0.97 0.99 0.03 0.07 0.11
750 0 16.52 165.25 0.99 1.00 0.02 0.04 0.071 15.07 150.73 0.99 1.00 0.02 0.04 0.06
iLpT
250 0 18.57 185.66 0.96 0.99 0.04 0.08 0.121 15.08 150.79 0.97 0.99 0.03 0.07 0.11
750 0 16.43 164.34 0.99 1.00 0.02 0.04 0.071 15.11 151.13 0.99 1.00 0.02 0.04 0.06
iLmT
250 0 18.54 185.41 0.96 0.99 0.04 0.08 0.121 15.08 150.78 0.97 0.99 0.03 0.07 0.11
750 0 16.61 166.09 0.99 1.00 0.02 0.04 0.071 15.12 151.16 0.99 1.00 0.02 0.04 0.06
iLdT
250 0 18.47 184.72 0.96 0.99 0.04 0.08 0.121 15.08 150.77 0.97 0.99 0.03 0.07 0.11
750 0 16.70 166.97 0.99 1.00 0.02 0.04 0.071 15.11 151.13 0.99 1.00 0.02 0.04 0.06
pLpT
250 0 18.41 184.08 0.96 0.99 0.04 0.08 0.121 15.07 150.70 0.97 0.99 0.03 0.07 0.11
750 0 16.41 164.12 0.99 1.00 0.02 0.04 0.071 15.11 151.13 0.99 1.00 0.02 0.04 0.06
mLmT
250 0 31.71 317.08 0.95 0.99 0.07 0.11 0.151 27.49 274.85 0.95 0.99 0.06 0.10 0.14
750 0 57.00 570.00 0.97 0.99 0.07 0.08 0.111 53.54 535.45 0.97 0.99 0.06 0.08 0.10
dLdT
250 0 31.89 318.86 0.95 0.99 0.07 0.11 0.151 27.48 274.84 0.95 0.99 0.06 0.10 0.14
750 0 56.52 565.22 0.97 0.99 0.07 0.08 0.111 53.54 535.41 0.97 0.99 0.06 0.08 0.10
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Table 5.8: Raw bias B¯ and Relative bias R¯ for the G2, TLI, IFI, and the RMSEA
point estimate with the 90% confidence interval’s lower (LB) and upper bound (UB) by
Invariance level, Sample Size (N) and Correlational condition (C) when using rFs in the
LGMF condition.
G2 RMSEA
Invariance N C B¯ R¯ TLI IFI LB Point UB
iLiT
250 0 10.88 155.40 0.98 1.00 0.03 0.07 0.121 9.23 131.87 0.98 1.00 0.03 0.06 0.11
750 0 9.15 130.77 0.99 1.00 0.01 0.04 0.071 9.25 132.13 0.99 1.00 0.01 0.04 0.07
iLpT
250 0 10.96 156.59 0.98 1.00 0.03 0.07 0.121 9.23 131.84 0.98 1.00 0.03 0.06 0.11
750 0 9.10 129.99 0.99 1.00 0.01 0.04 0.071 9.27 132.42 0.99 1.00 0.01 0.04 0.07
iLmT
250 0 11.04 157.75 0.98 1.00 0.03 0.07 0.121 9.25 132.14 0.98 1.00 0.03 0.06 0.11
750 0 9.16 130.93 0.99 1.00 0.01 0.04 0.071 9.29 132.65 0.99 1.00 0.01 0.04 0.07
iLdT
250 0 10.89 155.62 0.98 1.00 0.03 0.07 0.121 9.25 132.11 0.98 1.00 0.03 0.06 0.11
750 0 9.24 132.03 0.99 1.00 0.01 0.04 0.071 9.28 132.61 0.99 1.00 0.01 0.04 0.07
pLpT
250 0 10.87 155.31 0.98 1.00 0.03 0.07 0.121 9.22 131.74 0.98 1.00 0.03 0.06 0.11
750 0 9.28 132.64 0.99 1.00 0.02 0.04 0.071 9.27 132.42 0.99 1.00 0.01 0.04 0.07
mLmT
250 0 10.87 155.28 0.98 1.00 0.03 0.07 0.121 9.25 132.08 0.98 1.00 0.03 0.06 0.11
750 0 9.38 134.02 0.99 1.00 0.02 0.04 0.071 9.30 132.85 0.99 1.00 0.01 0.04 0.07
dLdT
250 0 10.95 156.39 0.98 1.00 0.03 0.07 0.121 9.25 132.09 0.98 1.00 0.03 0.06 0.11
750 0 9.19 131.25 0.99 1.00 0.01 0.04 0.071 9.30 132.82 0.99 1.00 0.01 0.04 0.07
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Table 5.9: Raw bias B¯ and Relative bias R¯ for the G2, TLI, IFI, and the RMSEA
point estimate with the 90% confidence interval’s lower (LB) and upper bound (UB) by
Invariance level, Sample Size (N) and Correlational condition (C) when using cFa in the
LGML condition.
G2 RMSEA
Invariance N C B¯ R¯ TLI IFI LB Point UB
iLiT
250 0 4.24 42.37 0.98 1.00 0.01 0.03 0.081 3.50 34.97 0.98 1.00 0.01 0.03 0.08
750 0 3.08 30.81 0.99 1.00 0.00 0.02 0.041 2.45 24.51 0.99 1.00 0.00 0.02 0.04
iLpT
250 0 4.23 42.30 0.98 1.00 0.01 0.03 0.081 3.51 35.09 0.98 1.00 0.01 0.03 0.08
750 0 3.05 30.49 0.99 1.00 0.00 0.02 0.041 2.46 24.61 0.99 1.00 0.00 0.02 0.04
iLmT
250 0 4.29 42.94 0.98 1.00 0.01 0.04 0.081 3.57 35.75 0.98 1.00 0.01 0.03 0.08
750 0 3.17 31.70 0.99 1.00 0.00 0.02 0.041 2.53 25.30 0.99 1.00 0.00 0.02 0.04
iLdT
250 0 4.21 42.12 0.98 1.00 0.01 0.03 0.081 3.51 35.09 0.98 1.00 0.01 0.03 0.08
750 0 3.06 30.63 0.99 1.00 0.00 0.02 0.041 2.46 24.56 0.99 1.00 0.00 0.02 0.04
pLpT
250 0 14.79 147.92 0.97 0.99 0.03 0.07 0.111 13.84 138.40 0.97 0.99 0.03 0.07 0.11
750 0 33.94 339.36 0.98 0.99 0.05 0.07 0.091 32.68 326.79 0.98 0.99 0.04 0.06 0.09
mLmT
250 0 22.30 222.99 0.96 0.99 0.05 0.09 0.131 19.89 198.91 0.96 0.99 0.05 0.09 0.12
750 0 56.04 560.38 0.97 0.99 0.07 0.09 0.111 50.53 505.30 0.97 0.99 0.06 0.08 0.10
dLdT
250 0 20.68 206.80 0.96 0.99 0.05 0.09 0.131 19.90 198.96 0.96 0.99 0.05 0.09 0.12
750 0 51.23 512.31 0.97 0.99 0.06 0.08 0.101 50.56 505.56 0.97 0.99 0.06 0.08 0.10
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Table 5.10: Raw bias B¯ and Relative bias R¯ for the G2, TLI, IFI, and the RMSEA
point estimate with the 90% confidence interval’s lower (LB) and upper bound (UB) by
Invariance level, Sample Size (N) and Correlational condition (C) when using cFa in the
LGMF condition.
G2 RMSEA
Invariance N C B¯ R¯ TLI IFI LB Point UB
iLiT
250 0 3.53 50.37 0.99 1.00 0.01 0.04 0.091 2.93 41.90 0.99 1.00 0.01 0.03 0.09
750 0 2.54 36.26 1.00 1.00 0.00 0.02 0.051 2.02 28.82 1.00 1.00 0.00 0.02 0.05
iLpT
250 0 3.51 50.14 0.99 1.00 0.01 0.04 0.091 2.92 41.76 0.99 1.00 0.01 0.03 0.09
750 0 2.48 35.40 1.00 1.00 0.00 0.02 0.051 2.01 28.64 1.00 1.00 0.00 0.02 0.05
iLmT
250 0 3.58 51.12 0.99 1.00 0.01 0.04 0.091 3.00 42.80 0.99 1.00 0.01 0.04 0.09
750 0 2.56 36.61 1.00 1.00 0.00 0.02 0.051 2.07 29.64 1.00 1.00 0.00 0.02 0.05
iLdT
250 0 3.47 49.61 0.99 1.00 0.01 0.04 0.091 2.92 41.67 0.99 1.00 0.01 0.03 0.09
750 0 2.47 35.25 1.00 1.00 0.00 0.02 0.051 2.00 28.52 1.00 1.00 0.00 0.02 0.05
pLpT
250 0 3.56 50.80 0.99 1.00 0.01 0.04 0.091 2.98 42.59 0.99 1.00 0.01 0.03 0.09
750 0 2.63 37.53 1.00 1.00 0.00 0.02 0.051 2.16 30.91 1.00 1.00 0.00 0.02 0.05
mLmT
250 0 4.07 58.20 0.99 1.00 0.01 0.04 0.091 3.45 49.33 0.99 1.00 0.01 0.04 0.09
750 0 3.78 53.95 1.00 1.00 0.00 0.02 0.051 3.15 44.95 1.00 1.00 0.00 0.02 0.05
dLdT
250 0 3.55 50.66 0.99 1.00 0.01 0.04 0.091 2.99 42.66 0.99 1.00 0.01 0.03 0.09
750 0 2.68 38.29 1.00 1.00 0.00 0.02 0.051 2.19 31.29 1.00 1.00 0.00 0.02 0.05
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Table 5.11: Raw bias B¯ and Relative bias R¯ for the G2, TLI, IFI, and the RMSEA
point estimate with the 90% confidence interval’s lower (LB) and upper bound (UB) by
Invariance level, Sample Size (N) and Correlational condition (C) when using cFs in the
LGML condition.
G2 RMSEA
Invariance N C B¯ R¯ TLI IFI LB Point UB
iLiT
250 0 12.27 122.72 0.97 0.99 0.03 0.06 0.101 9.78 97.78 0.97 1.00 0.02 0.06 0.10
750 0 10.67 106.73 0.99 1.00 0.01 0.03 0.061 8.71 87.08 0.99 1.00 0.01 0.03 0.06
iLpT
250 0 12.30 122.98 0.97 0.99 0.03 0.06 0.111 9.78 97.78 0.97 1.00 0.02 0.06 0.10
750 0 10.60 106.00 0.99 1.00 0.01 0.03 0.061 8.72 87.17 0.99 1.00 0.01 0.03 0.06
iLmT
250 0 12.27 122.71 0.97 0.99 0.03 0.06 0.101 9.78 97.76 0.97 1.00 0.02 0.06 0.10
750 0 10.73 107.33 0.99 1.00 0.01 0.03 0.061 8.72 87.18 0.99 1.00 0.01 0.03 0.06
iLdT
250 0 12.22 122.21 0.97 0.99 0.03 0.06 0.101 9.78 97.77 0.97 1.00 0.02 0.06 0.10
750 0 10.80 108.04 0.99 1.00 0.01 0.03 0.061 8.72 87.17 0.99 1.00 0.01 0.03 0.06
pLpT
250 0 12.17 121.73 0.97 0.99 0.03 0.06 0.101 9.77 97.71 0.97 1.00 0.02 0.06 0.10
750 0 10.54 105.39 0.99 1.00 0.01 0.03 0.061 8.72 87.17 0.99 1.00 0.01 0.03 0.06
mLmT
250 0 23.04 230.39 0.96 0.99 0.05 0.09 0.131 20.53 205.32 0.96 0.99 0.05 0.08 0.12
750 0 43.58 435.80 0.98 0.99 0.05 0.07 0.091 41.91 419.07 0.98 0.99 0.05 0.07 0.09
dLdT
250 0 23.18 231.81 0.96 0.99 0.06 0.09 0.131 20.54 205.36 0.96 0.99 0.05 0.08 0.12
750 0 43.19 431.88 0.98 0.99 0.05 0.07 0.091 41.91 419.06 0.98 0.99 0.05 0.07 0.09
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Table 5.12: Raw bias B¯ and Relative bias R¯ for the G2, TLI, IFI, and the RMSEA
point estimate with the 90% confidence interval’s lower (LB) and upper bound (UB) by
Invariance level, Sample Size (N) and Correlational condition (C) when using cFs in the
LGMF condition.
G2 RMSEA
Invariance N C B¯ R¯ TLI IFI LB Point UB
iLiT
250 0 6.59 94.14 0.98 1.00 0.02 0.05 0.101 5.29 75.52 0.98 1.00 0.01 0.05 0.10
750 0 5.27 75.22 0.99 1.00 0.01 0.03 0.061 4.28 61.08 1.00 1.00 0.01 0.02 0.05
iLpT
250 0 6.67 95.23 0.98 1.00 0.02 0.05 0.101 5.28 75.48 0.98 1.00 0.01 0.05 0.10
750 0 5.22 74.57 0.99 1.00 0.01 0.03 0.061 4.27 60.99 1.00 1.00 0.01 0.02 0.05
iLmT
250 0 6.73 96.14 0.98 1.00 0.02 0.05 0.101 5.30 75.76 0.98 1.00 0.01 0.05 0.10
750 0 5.27 75.28 0.99 1.00 0.01 0.03 0.061 4.29 61.23 1.00 1.00 0.01 0.02 0.05
iLdT
250 0 6.61 94.49 0.98 1.00 0.02 0.05 0.101 5.30 75.75 0.98 1.00 0.01 0.05 0.10
750 0 5.33 76.13 0.99 1.00 0.01 0.03 0.061 4.28 61.21 1.00 1.00 0.01 0.02 0.05
pLpT
250 0 6.60 94.30 0.98 1.00 0.02 0.05 0.101 5.28 75.39 0.98 1.00 0.01 0.05 0.10
750 0 5.34 76.29 0.99 1.00 0.01 0.03 0.061 4.27 60.99 1.00 1.00 0.01 0.02 0.05
mLmT
250 0 6.59 94.21 0.98 1.00 0.02 0.05 0.101 5.31 75.81 0.98 1.00 0.01 0.05 0.10
750 0 5.44 77.72 0.99 1.00 0.01 0.03 0.061 4.32 61.67 1.00 1.00 0.01 0.02 0.05
dLdT
250 0 6.66 95.08 0.98 1.00 0.02 0.05 0.101 5.31 75.88 0.98 1.00 0.01 0.05 0.10
750 0 5.28 75.48 0.99 1.00 0.01 0.03 0.061 4.32 61.67 1.00 1.00 0.01 0.02 0.05
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5.4 Appendix D: Raw and Relative Bias Data
This appendix provides the raw bias (B¯) and relative bias (R¯) of µα, µβ, φαα, φββ,
and φβα by Invariance (Inv), Sample Size (N), Correlation condition (C), and Scoring
method. The results are presented below in table format. Each table focusing on a single
scoring method within a single LGM condition.
Table 5.13: Raw bias (B¯) and relative bias (R¯) of µα, µβ, φαα, φββ, and φβα by Invariance
(Inv), Sample Size (N) and Correlational condition (C) when using Mean Scores in the
LGML condition.
µα µβ φαα φββ φβα
Inv N C B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯
iLiT
250 0 0.00 0.05 0.00 0.09 -0.01 -1.13 0.00 0.19 -0.00 -1.361 0.00 0.07 0.00 0.13 0.03 3.38 -0.01 -8.14 0.01 5.08
750 0 -0.00 -0.12 0.00 0.04 -0.01 -0.80 0.00 0.57 -0.00 -0.271 -0.00 -0.15 0.00 0.04 0.04 3.58 -0.01 -7.59 0.01 6.16
iLpT
250 0 0.00 0.07 -0.11 -10.90 -0.01 -1.21 0.00 0.38 -0.00 -1.561 0.00 0.07 -0.11 -10.87 0.03 3.38 -0.01 -8.14 0.01 5.08
750 0 -0.00 -0.14 -0.11 -10.99 -0.01 -0.94 0.00 0.47 -0.00 -0.321 -0.00 -0.15 -0.11 -10.96 0.04 3.58 -0.01 -7.59 0.01 6.16
iLmT
250 0 -0.16 -16.46 -0.05 -5.32 -0.01 -1.14 -0.00 -0.08 -0.00 -1.491 -0.16 -16.43 -0.05 -5.28 0.03 3.38 -0.01 -8.14 0.01 5.08
750 0 -0.17 -16.65 -0.05 -5.38 -0.01 -0.92 0.00 0.57 -0.00 -0.301 -0.17 -16.65 -0.05 -5.37 0.04 3.58 -0.01 -7.59 0.01 6.16
iLdT
250 0 0.00 0.08 -0.14 -13.54 -0.01 -1.13 0.00 0.09 -0.00 -1.451 0.00 0.07 -0.14 -13.53 0.03 3.38 -0.01 -8.14 0.01 5.08
750 0 -0.00 -0.18 -0.14 -13.64 -0.01 -0.93 0.00 0.59 -0.00 -0.331 -0.00 -0.15 -0.14 -13.62 0.04 3.58 -0.01 -7.59 0.01 6.16
pLpT
250 0 0.05 5.24 -0.30 -29.91 -0.00 -0.46 -0.06 -31.00 -0.07 -34.531 0.05 5.11 -0.30 -29.82 0.04 3.67 -0.07 -38.37 -0.06 -29.26
750 0 0.05 4.92 -0.30 -29.96 -0.00 -0.32 -0.05 -30.65 -0.07 -33.661 0.05 4.85 -0.30 -29.87 0.04 3.90 -0.07 -38.01 -0.06 -28.45
mLmT
250 0 -0.19 -18.82 -0.23 -23.39 -0.11 -11.48 -0.05 -30.31 -0.07 -33.231 -0.19 -18.90 -0.23 -23.35 -0.08 -7.52 -0.07 -37.45 -0.06 -28.17
750 0 -0.19 -19.05 -0.23 -23.44 -0.11 -11.32 -0.05 -30.00 -0.06 -32.461 -0.19 -19.12 -0.23 -23.39 -0.07 -7.38 -0.07 -36.99 -0.05 -27.46
dLdT
250 0 0.07 7.40 -0.39 -39.20 -0.00 -0.39 -0.07 -41.06 -0.09 -44.471 0.07 7.27 -0.39 -39.13 0.04 3.70 -0.09 -48.34 -0.08 -39.59
750 0 0.07 7.13 -0.39 -39.25 -0.00 -0.12 -0.07 -40.84 -0.09 -43.681 0.07 6.98 -0.39 -39.16 0.04 3.94 -0.09 -48.02 -0.08 -38.88
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Table 5.14: Raw bias (B¯) and relative bias (R¯) of µα, µβ, φαα, φββ, and φβα by Invariance
(Inv), Sample Size (N) and Correlational condition (C) when using Mean Scores in the
LGMF condition.
µα µβ φαα φββ φβα
Inv N C B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯
iLiT
250 0 0.00 0.03 0.00 0.11 -0.01 -0.93 -0.00 -0.46 -0.00 -0.771 0.00 0.09 -0.00 -0.08 0.04 3.58 -0.02 -8.91 0.01 5.19
750 0 -0.00 -0.07 -0.00 -0.17 -0.01 -0.73 0.00 0.26 -0.00 -0.491 -0.00 -0.05 -0.00 -0.40 0.04 3.64 -0.01 -8.02 0.01 5.41
iLpT
250 0 0.00 0.06 -0.11 -10.90 -0.01 -1.00 -0.00 -0.34 -0.00 -0.931 0.00 0.10 -0.11 -11.12 0.04 3.58 -0.02 -9.02 0.01 5.13
750 0 -0.00 -0.07 -0.11 -11.23 -0.01 -0.86 0.00 0.10 -0.00 -0.611 -0.00 -0.05 -0.11 -11.43 0.04 3.64 -0.01 -8.08 0.01 5.26
iLmT
250 0 -0.16 -16.47 -0.05 -5.32 -0.01 -0.93 -0.00 -0.80 -0.00 -0.881 -0.16 -16.40 -0.06 -5.50 0.04 3.58 -0.02 -8.96 0.01 5.17
750 0 -0.17 -16.59 -0.06 -5.59 -0.01 -0.85 0.00 0.23 -0.00 -0.541 -0.17 -16.55 -0.06 -5.82 0.04 3.64 -0.01 -8.04 0.01 5.34
iLdT
250 0 0.00 0.08 -0.14 -13.55 -0.01 -0.91 -0.00 -0.66 -0.00 -0.821 0.00 0.10 -0.14 -13.79 0.04 3.59 -0.02 -9.05 0.01 5.11
750 0 -0.00 -0.12 -0.14 -13.86 -0.01 -0.85 0.00 0.22 -0.00 -0.591 -0.00 -0.05 -0.14 -14.09 0.04 3.64 -0.01 -8.10 0.01 5.22
pLpT
250 0 0.00 0.12 -0.19 -19.31 -0.00 -0.23 -0.06 -30.96 -0.02 -11.751 0.00 0.16 -0.20 -19.58 0.04 4.32 -0.07 -40.41 -0.01 -5.38
750 0 -0.00 -0.09 -0.20 -19.62 -0.00 -0.28 -0.05 -29.98 -0.02 -11.661 0.00 0.01 -0.20 -19.89 0.04 4.35 -0.07 -39.40 -0.01 -5.42
mLmT
250 0 -0.22 -22.07 -0.16 -16.46 -0.11 -11.49 -0.05 -29.63 -0.04 -19.761 -0.22 -22.01 -0.17 -16.73 -0.07 -7.28 -0.07 -38.02 -0.03 -14.22
750 0 -0.22 -22.20 -0.17 -16.75 -0.11 -11.48 -0.05 -28.88 -0.04 -19.701 -0.22 -22.14 -0.17 -16.98 -0.07 -7.30 -0.07 -37.06 -0.03 -14.23
dLdT
250 0 0.00 0.12 -0.25 -24.77 0.00 0.49 -0.08 -43.47 -0.02 -12.431 0.00 0.20 -0.25 -25.13 0.05 5.19 -0.10 -53.83 -0.01 -5.77
750 0 0.00 0.00 -0.25 -25.11 0.01 0.51 -0.08 -42.43 -0.03 -12.561 0.00 0.06 -0.25 -25.43 0.05 5.19 -0.09 -52.68 -0.01 -5.97
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Table 5.15: Raw bias (B¯) and relative bias (R¯) of µα, µβ, φαα, φββ, and φβα by Invariance
(Inv), Sample Size (N) and Correlational condition (C) when using rFa in the LGML
condition.
µα µβ φαα φββ φβα
Inv N C B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯
iLiT
250 0 -0.00 -0.01 0.00 0.11 -0.02 -1.70 0.00 1.14 -0.00 -2.201 0.00 0.09 0.00 0.11 -0.05 -5.22 0.01 6.47 -0.01 -7.06
750 0 -0.00 -0.15 0.00 0.03 -0.02 -1.57 0.00 1.65 -0.00 -1.311 -0.00 -0.12 0.00 0.03 -0.05 -5.13 0.01 7.05 -0.01 -6.09
iLpT
250 0 0.08 8.42 -0.07 -7.00 0.06 5.73 0.02 9.22 0.01 4.991 0.08 7.67 -0.07 -6.97 0.02 2.10 0.03 14.82 0.00 0.02
750 0 0.08 8.26 -0.07 -7.14 0.06 5.76 0.02 9.43 0.01 6.081 0.07 7.46 -0.07 -7.07 0.02 2.17 0.03 15.45 0.00 1.06
iLmT
250 0 -0.02 -1.51 -0.04 -3.66 -0.03 -3.21 0.00 0.32 -0.01 -3.911 -0.01 -1.32 -0.04 -3.57 -0.07 -6.72 0.01 5.60 -0.02 -8.67
750 0 -0.02 -1.62 -0.04 -3.73 -0.03 -3.19 0.00 1.02 -0.01 -2.861 -0.02 -1.52 -0.04 -3.65 -0.07 -6.66 0.01 6.19 -0.02 -7.65
iLdT
250 0 0.07 7.35 -0.11 -11.06 0.05 4.56 0.01 7.58 0.01 3.881 0.07 6.68 -0.11 -11.05 0.01 0.89 0.02 13.40 -0.00 -1.12
750 0 0.07 7.13 -0.11 -11.19 0.05 4.56 0.01 8.19 0.01 4.851 0.06 6.47 -0.11 -11.14 0.01 0.98 0.03 14.01 -0.00 -0.11
pLpT
250 0 0.21 21.43 -0.18 -18.48 0.31 31.38 -0.00 -0.96 -0.02 -12.481 0.21 20.94 -0.19 -18.62 0.27 26.59 0.01 5.53 -0.04 -17.82
750 0 0.21 21.13 -0.19 -18.57 0.31 31.34 -0.00 -0.40 -0.02 -11.551 0.21 20.64 -0.19 -18.69 0.27 26.75 0.01 6.03 -0.03 -16.86
mLmT
250 0 0.00 0.14 -0.24 -23.55 -0.22 -21.82 -0.04 -21.56 -0.07 -33.221 0.00 0.04 -0.23 -23.11 -0.26 -26.12 -0.03 -17.30 -0.07 -36.72
750 0 -0.00 -0.09 -0.24 -23.60 -0.22 -21.81 -0.04 -21.19 -0.06 -32.451 -0.00 -0.20 -0.23 -23.14 -0.26 -26.11 -0.03 -16.79 -0.07 -35.96
dLdT
250 0 0.19 18.91 -0.37 -36.89 0.10 9.57 -0.06 -32.33 -0.08 -40.601 0.19 18.65 -0.37 -37.01 0.06 6.14 -0.05 -27.03 -0.09 -44.44
750 0 0.19 18.66 -0.37 -36.97 0.10 9.67 -0.06 -32.09 -0.08 -39.881 0.18 18.32 -0.37 -37.04 0.06 6.33 -0.05 -26.71 -0.09 -43.70
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Table 5.16: Raw bias (B¯) and relative bias (R¯) of µα, µβ, φαα, φββ, and φβα by Invariance
(Inv), Sample Size (N) and Correlational condition (C) when using rFa in the LGMF
condition.
µα µβ φαα φββ φβα
Inv N C B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯
iLiT
250 0 -0.00 -0.03 0.00 0.15 -0.01 -1.47 0.00 0.42 -0.00 -1.491 0.00 0.05 0.00 0.28 -0.05 -4.99 0.01 5.87 -0.01 -6.12
750 0 -0.00 -0.10 -0.00 -0.17 -0.02 -1.50 0.00 1.33 -0.00 -1.491 -0.00 -0.08 -0.00 -0.03 -0.05 -5.04 0.01 6.80 -0.01 -5.96
iLpT
250 0 0.08 8.40 -0.07 -6.96 0.06 5.99 0.01 8.38 0.01 5.851 0.08 7.63 -0.07 -6.79 0.02 2.35 0.03 14.10 0.00 1.18
750 0 0.08 8.32 -0.07 -7.36 0.06 5.85 0.02 9.03 0.01 5.841 0.07 7.50 -0.07 -7.11 0.02 2.26 0.03 15.16 0.00 1.28
iLmT
250 0 -0.02 -1.56 -0.04 -3.55 -0.03 -2.98 -0.00 -0.41 -0.01 -3.051 -0.01 -1.39 -0.03 -3.34 -0.07 -6.50 0.01 5.01 -0.02 -7.60
750 0 -0.02 -1.61 -0.04 -3.83 -0.03 -3.13 0.00 0.73 -0.01 -2.821 -0.02 -1.52 -0.04 -3.63 -0.07 -6.58 0.01 5.96 -0.01 -7.36
iLdT
250 0 0.07 7.33 -0.11 -11.04 0.05 4.82 0.01 6.69 0.01 4.721 0.07 6.65 -0.11 -10.88 0.01 1.15 0.02 12.65 0.00 0.07
750 0 0.07 7.19 -0.11 -11.41 0.05 4.64 0.01 7.79 0.01 4.621 0.07 6.51 -0.11 -11.19 0.01 1.08 0.02 13.71 0.00 0.09
pLpT
250 0 0.15 14.54 -0.05 -4.71 0.32 32.05 -0.00 -1.88 0.05 22.691 0.14 13.94 -0.05 -4.76 0.27 26.73 0.01 7.00 0.03 15.25
750 0 0.14 14.41 -0.05 -5.10 0.32 31.64 -0.00 -0.12 0.04 22.341 0.14 13.81 -0.05 -5.09 0.27 26.57 0.02 8.53 0.03 15.14
mLmT
250 0 -0.06 -5.78 -0.11 -10.74 -0.21 -21.00 -0.04 -21.62 -0.01 -6.601 -0.06 -5.67 -0.11 -11.28 -0.26 -25.88 -0.03 -15.75 -0.03 -13.89
750 0 -0.06 -5.90 -0.11 -10.94 -0.21 -21.17 -0.04 -20.62 -0.01 -6.391 -0.06 -5.81 -0.11 -11.42 -0.26 -26.04 -0.03 -14.67 -0.03 -13.56
dLdT
250 0 0.10 10.45 -0.21 -20.82 0.11 10.81 -0.06 -36.26 -0.01 -2.521 0.10 10.02 -0.21 -20.69 0.07 6.86 -0.05 -28.29 -0.02 -8.30
750 0 0.10 10.41 -0.21 -21.25 0.11 10.55 -0.06 -34.74 -0.01 -3.141 0.10 9.88 -0.21 -21.00 0.07 6.73 -0.05 -26.85 -0.02 -8.63
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Table 5.17: Raw bias (B¯) and relative bias (R¯) of µα, µβ, φαα, φββ, and φβα by Invariance
(Inv), Sample Size (N) and Correlational condition (C) when using rFs in the LGML
condition.
µα µβ φαα φββ φβα
Inv N C B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯
iLiT
250 0 0.00 0.02 0.00 0.07 -0.03 -2.61 -0.00 -0.04 -0.01 -3.211 0.00 0.01 0.00 0.16 -0.06 -5.94 0.01 5.88 -0.02 -7.64
750 0 -0.00 -0.19 0.00 0.05 -0.02 -1.96 0.00 1.27 -0.00 -1.861 -0.00 -0.17 0.00 0.04 -0.05 -5.42 0.01 6.66 -0.01 -6.32
iLpT
250 0 0.00 0.03 0.00 0.06 -0.03 -2.52 -0.00 -0.35 -0.01 -3.181 0.00 0.02 0.00 0.17 -0.06 -5.97 0.01 5.84 -0.02 -7.66
750 0 0.00 0.01 -0.00 -0.07 -0.02 -2.19 0.00 1.43 -0.00 -1.751 -0.00 -0.16 0.00 0.05 -0.05 -5.40 0.01 7.00 -0.01 -6.26
iLmT
250 0 0.00 0.03 -0.05 -4.92 -0.03 -2.58 0.00 0.42 -0.01 -3.191 0.00 0.02 -0.05 -4.84 -0.06 -5.96 0.01 5.85 -0.02 -7.67
750 0 -0.00 -0.16 -0.05 -5.03 -0.02 -2.08 0.00 1.05 -0.00 -1.731 -0.00 -0.16 -0.05 -4.95 -0.05 -5.40 0.01 7.00 -0.01 -6.26
iLdT
250 0 -0.00 -0.06 -0.05 -4.90 -0.03 -2.60 -0.00 -0.41 -0.01 -3.171 0.00 0.02 -0.05 -4.83 -0.06 -5.97 0.01 5.85 -0.02 -7.66
750 0 -0.00 -0.11 -0.05 -5.02 -0.02 -1.99 0.00 1.14 -0.00 -1.801 -0.00 -0.16 -0.05 -4.95 -0.05 -5.40 0.01 7.00 -0.01 -6.26
pLpT
250 0 0.00 0.16 0.00 0.14 -0.02 -2.46 0.00 0.18 -0.01 -3.281 0.00 0.01 0.00 0.16 -0.06 -5.95 0.01 5.84 -0.02 -7.67
750 0 -0.00 -0.18 0.00 0.08 -0.02 -1.80 0.00 1.56 -0.00 -1.371 -0.00 -0.16 0.00 0.05 -0.05 -5.40 0.01 7.00 -0.01 -6.26
mLmT
250 0 0.07 6.68 -0.28 -27.99 -0.02 -2.12 -0.06 -36.04 -0.08 -42.231 0.07 6.79 -0.28 -27.98 -0.05 -5.05 -0.06 -31.08 -0.09 -45.53
750 0 0.06 6.36 -0.28 -28.07 -0.01 -1.21 -0.06 -35.64 -0.08 -41.171 0.07 6.57 -0.28 -28.07 -0.04 -4.46 -0.05 -30.26 -0.09 -44.68
dLdT
250 0 0.07 6.74 -0.28 -27.95 -0.02 -1.96 -0.06 -36.10 -0.08 -42.051 0.07 6.80 -0.28 -27.99 -0.05 -5.03 -0.06 -31.09 -0.09 -45.54
750 0 0.06 6.47 -0.28 -28.06 -0.01 -1.41 -0.06 -35.11 -0.08 -41.111 0.07 6.57 -0.28 -28.07 -0.04 -4.45 -0.05 -30.26 -0.09 -44.68
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Table 5.18: Raw bias (B¯) and relative bias (R¯) of µα, µβ, φαα, φββ, and φβα by Invariance
(Inv), Sample Size (N) and Correlational condition (C) when using rFs in the LGMF
condition.
µα µβ φαα φββ φβα
Inv N C B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯
iLiT
250 0 0.00 0.17 -0.00 -0.28 -0.02 -2.15 -0.00 -1.33 -0.01 -2.831 0.00 0.18 -0.00 -0.10 -0.05 -5.45 0.01 4.57 -0.01 -7.04
750 0 -0.00 -0.06 -0.00 -0.36 -0.02 -1.78 0.00 0.61 -0.00 -2.241 -0.00 -0.05 -0.00 -0.19 -0.05 -5.22 0.01 6.06 -0.01 -6.33
iLpT
250 0 0.00 0.27 -0.01 -0.54 -0.02 -2.00 -0.00 -1.89 -0.01 -3.161 0.00 0.19 -0.00 -0.10 -0.05 -5.47 0.01 4.53 -0.01 -7.07
750 0 0.00 0.11 -0.00 -0.44 -0.02 -2.02 0.00 0.79 -0.00 -2.091 -0.00 -0.04 -0.00 -0.18 -0.05 -5.20 0.01 6.39 -0.01 -6.27
iLmT
250 0 0.00 0.23 -0.05 -5.38 -0.02 -2.08 -0.00 -1.00 -0.01 -3.001 0.00 0.19 -0.05 -5.09 -0.05 -5.45 0.01 4.50 -0.01 -7.03
750 0 -0.00 -0.03 -0.05 -5.42 -0.02 -1.90 0.00 0.39 -0.00 -2.111 -0.00 -0.04 -0.05 -5.18 -0.05 -5.19 0.01 6.37 -0.01 -6.26
iLdT
250 0 0.00 0.22 -0.06 -5.59 -0.02 -2.09 -0.00 -1.98 -0.01 -3.411 0.00 0.19 -0.05 -5.09 -0.05 -5.46 0.01 4.49 -0.01 -7.03
750 0 0.00 0.05 -0.06 -5.51 -0.02 -1.80 0.00 0.41 -0.00 -2.421 -0.00 -0.04 -0.05 -5.18 -0.05 -5.19 0.01 6.37 -0.01 -6.26
pLpT
250 0 0.00 0.39 -0.00 -0.42 -0.02 -1.96 -0.00 -1.33 -0.01 -3.261 0.00 0.18 -0.00 -0.10 -0.05 -5.45 0.01 4.54 -0.01 -7.07
750 0 0.00 0.03 -0.00 -0.47 -0.02 -1.60 0.00 0.81 -0.00 -2.051 -0.00 -0.04 -0.00 -0.18 -0.05 -5.20 0.01 6.39 -0.01 -6.27
mLmT
250 0 0.00 0.15 -0.15 -15.18 -0.01 -1.30 -0.07 -37.97 -0.03 -16.951 0.00 0.17 -0.15 -15.03 -0.05 -4.54 -0.06 -31.43 -0.04 -21.47
750 0 -0.00 -0.07 -0.16 -15.53 -0.01 -0.76 -0.07 -36.68 -0.03 -16.791 -0.00 -0.06 -0.15 -15.11 -0.04 -4.30 -0.05 -29.66 -0.04 -21.01
dLdT
250 0 0.00 0.25 -0.15 -15.26 -0.01 -1.12 -0.07 -38.18 -0.03 -16.911 0.00 0.17 -0.15 -15.03 -0.05 -4.53 -0.06 -31.45 -0.04 -21.47
750 0 0.00 0.03 -0.15 -15.46 -0.01 -0.95 -0.06 -36.10 -0.03 -16.571 -0.00 -0.06 -0.15 -15.11 -0.04 -4.30 -0.05 -29.66 -0.04 -21.01
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Table 5.19: Raw bias (B¯) and relative bias (R¯) of µα, µβ, φαα, φββ, and φβα by Invariance
(Inv), Sample Size (N) and Correlational condition (C) when using cFa in the LGML
condition.
µα µβ φαα φββ φβα
Inv N C B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯
iLiT
250 0 -0.00 -0.01 0.00 0.11 -0.01 -1.08 0.00 0.29 -0.00 -1.181 0.00 0.09 0.00 0.11 -0.01 -1.19 0.00 0.20 -0.00 -1.43
750 0 -0.00 -0.15 0.00 0.03 -0.01 -0.86 0.00 0.73 -0.00 -0.231 -0.00 -0.12 0.00 0.03 -0.01 -1.03 0.00 0.74 -0.00 -0.36
iLpT
250 0 0.08 8.42 -0.07 -6.99 0.06 6.42 0.01 8.26 0.01 6.161 0.08 7.66 -0.07 -6.97 0.06 6.45 0.01 8.02 0.01 6.16
750 0 0.08 8.26 -0.07 -7.14 0.07 6.56 0.01 8.38 0.01 7.301 0.07 7.46 -0.07 -7.07 0.07 6.60 0.02 8.60 0.01 7.31
iLmT
250 0 -0.02 -1.51 -0.04 -3.65 -0.02 -2.46 -0.00 -0.79 -0.01 -2.661 -0.01 -1.33 -0.04 -3.57 -0.03 -2.66 -0.00 -0.77 -0.01 -2.88
750 0 -0.02 -1.62 -0.04 -3.73 -0.02 -2.37 -0.00 -0.16 -0.00 -1.521 -0.02 -1.53 -0.04 -3.65 -0.03 -2.52 -0.00 -0.25 -0.00 -1.75
iLdT
250 0 0.07 7.35 -0.11 -11.05 0.05 5.26 0.01 6.63 0.01 4.971 0.07 6.68 -0.11 -11.04 0.05 5.18 0.01 6.70 0.01 4.92
750 0 0.07 7.13 -0.11 -11.19 0.05 5.33 0.01 7.18 0.01 6.031 0.06 6.47 -0.11 -11.14 0.05 5.35 0.01 7.26 0.01 6.03
pLpT
250 0 0.21 21.31 -0.18 -18.43 0.33 32.58 -0.01 -3.13 -0.02 -10.691 0.21 20.66 -0.18 -18.48 0.32 31.99 -0.01 -3.18 -0.02 -11.11
750 0 0.21 21.03 -0.19 -18.54 0.33 32.62 -0.00 -2.59 -0.02 -9.671 0.20 20.39 -0.19 -18.56 0.32 32.24 -0.00 -2.73 -0.02 -10.04
mLmT
250 0 0.00 0.11 -0.24 -23.54 -0.20 -20.38 -0.04 -24.19 -0.06 -31.291 -0.00 -0.19 -0.23 -22.99 -0.22 -22.21 -0.04 -23.76 -0.06 -31.43
750 0 -0.00 -0.11 -0.24 -23.60 -0.20 -20.29 -0.04 -23.91 -0.06 -30.451 -0.00 -0.42 -0.23 -23.02 -0.22 -22.12 -0.04 -23.29 -0.06 -30.58
dLdT
250 0 0.19 18.73 -0.37 -36.83 0.10 10.36 -0.06 -33.81 -0.08 -39.371 0.18 18.32 -0.37 -36.86 0.10 10.40 -0.06 -33.91 -0.08 -39.45
750 0 0.18 18.50 -0.37 -36.92 0.11 10.55 -0.06 -33.64 -0.08 -38.621 0.18 18.00 -0.37 -36.90 0.11 10.64 -0.06 -33.61 -0.08 -38.65
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Table 5.20: Raw bias (B¯) and relative bias (R¯) of µα, µβ, φαα, φββ, and φβα by Invariance
(Inv), Sample Size (N) and Correlational condition (C) when using cFa in the LGMF
condition.
µα µβ φαα φββ φβα
Inv N C B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯
iLiT
250 0 -0.00 -0.03 0.00 0.15 -0.01 -0.86 -0.00 -0.39 -0.00 -0.501 0.00 0.07 0.00 0.14 -0.01 -0.98 -0.00 -0.46 -0.00 -0.80
750 0 -0.00 -0.10 -0.00 -0.16 -0.01 -0.79 0.00 0.42 -0.00 -0.421 -0.00 -0.06 -0.00 -0.18 -0.01 -0.96 0.00 0.42 -0.00 -0.56
iLpT
250 0 0.08 8.40 -0.07 -6.96 0.07 6.66 0.01 7.45 0.01 6.971 0.08 7.65 -0.07 -6.95 0.07 6.69 0.01 7.23 0.01 6.89
750 0 0.08 8.32 -0.07 -7.36 0.07 6.64 0.01 7.99 0.01 7.041 0.08 7.52 -0.07 -7.28 0.07 6.68 0.01 8.23 0.01 7.07
iLmT
250 0 -0.02 -1.55 -0.04 -3.57 -0.02 -2.24 -0.00 -1.49 -0.00 -1.871 -0.01 -1.37 -0.03 -3.50 -0.02 -2.45 -0.00 -1.43 -0.00 -2.17
750 0 -0.02 -1.60 -0.04 -3.84 -0.02 -2.30 -0.00 -0.45 -0.00 -1.531 -0.02 -1.50 -0.04 -3.79 -0.02 -2.45 -0.00 -0.55 -0.00 -1.84
iLdT
250 0 0.07 7.34 -0.11 -11.04 0.06 5.51 0.01 5.78 0.01 5.761 0.07 6.67 -0.11 -11.04 0.05 5.42 0.01 5.87 0.01 5.66
750 0 0.07 7.19 -0.11 -11.40 0.05 5.41 0.01 6.79 0.01 5.791 0.07 6.53 -0.11 -11.36 0.05 5.43 0.01 6.88 0.01 5.76
pLpT
250 0 0.15 14.55 -0.05 -4.73 0.33 33.24 -0.01 -4.04 0.05 24.591 0.14 13.97 -0.05 -4.99 0.33 32.56 -0.01 -3.86 0.05 23.37
750 0 0.14 14.41 -0.05 -5.12 0.33 32.94 -0.00 -2.42 0.05 24.461 0.14 13.84 -0.05 -5.33 0.33 32.52 -0.00 -2.45 0.05 23.39
mLmT
250 0 -0.06 -5.75 -0.11 -10.80 -0.20 -19.56 -0.04 -24.53 -0.01 -4.431 -0.06 -5.64 -0.11 -11.45 -0.22 -21.66 -0.04 -23.68 -0.02 -7.62
750 0 -0.06 -5.88 -0.11 -10.99 -0.20 -19.63 -0.04 -23.71 -0.01 -4.081 -0.06 -5.79 -0.12 -11.60 -0.22 -21.73 -0.04 -22.71 -0.01 -7.18
dLdT
250 0 0.10 10.45 -0.21 -20.83 0.12 11.61 -0.07 -37.66 -0.00 -1.191 0.10 10.06 -0.21 -20.92 0.12 11.62 -0.07 -37.64 -0.00 -1.54
750 0 0.10 10.41 -0.21 -21.25 0.11 11.48 -0.07 -36.35 -0.00 -1.681 0.10 9.92 -0.21 -21.24 0.12 11.57 -0.06 -36.30 -0.00 -1.78
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Table 5.21: Raw bias (B¯) and relative bias (R¯) of µα, µβ, φαα, φββ, and φβα by Invariance
(Inv), Sample Size (N) and Correlational condition (C) when using cFs in the LGML
condition.
µα µβ φαα φββ φβα
Inv N C B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯
iLiT
250 0 0.00 0.02 0.00 0.07 -0.02 -1.92 -0.00 -0.88 -0.00 -2.231 0.00 0.02 0.00 0.16 -0.02 -1.93 -0.00 -0.39 -0.00 -2.01
750 0 -0.00 -0.19 0.00 0.05 -0.01 -1.22 0.00 0.35 -0.00 -0.791 -0.00 -0.16 0.00 0.04 -0.01 -1.33 0.00 0.34 -0.00 -0.59
iLpT
250 0 0.00 0.02 0.00 0.07 -0.02 -1.81 -0.00 -1.22 -0.00 -2.201 0.00 0.02 0.00 0.17 -0.02 -1.95 -0.00 -0.47 -0.00 -2.05
750 0 0.00 0.00 -0.00 -0.07 -0.01 -1.46 0.00 0.50 -0.00 -0.681 -0.00 -0.15 0.00 0.05 -0.01 -1.30 0.00 0.69 -0.00 -0.53
iLmT
250 0 0.00 0.03 -0.05 -4.92 -0.02 -1.88 -0.00 -0.44 -0.00 -2.211 0.00 0.02 -0.05 -4.83 -0.02 -1.93 -0.00 -0.45 -0.00 -2.06
750 0 -0.00 -0.16 -0.05 -5.03 -0.01 -1.35 0.00 0.12 -0.00 -0.671 -0.00 -0.15 -0.05 -4.95 -0.01 -1.31 0.00 0.68 -0.00 -0.53
iLdT
250 0 -0.00 -0.07 -0.05 -4.89 -0.02 -1.90 -0.00 -1.28 -0.00 -2.191 0.00 0.02 -0.05 -4.83 -0.02 -1.95 -0.00 -0.47 -0.00 -2.04
750 0 -0.00 -0.11 -0.05 -5.02 -0.01 -1.26 0.00 0.23 -0.00 -0.741 -0.00 -0.15 -0.05 -4.95 -0.01 -1.30 0.00 0.69 -0.00 -0.53
pLpT
250 0 0.00 0.15 0.00 0.15 -0.02 -1.76 -0.00 -0.68 -0.00 -2.301 0.00 0.02 0.00 0.16 -0.02 -1.92 -0.00 -0.43 -0.00 -2.06
750 0 -0.00 -0.18 0.00 0.08 -0.01 -1.08 0.00 0.65 -0.00 -0.321 -0.00 -0.15 0.00 0.05 -0.01 -1.30 0.00 0.68 -0.00 -0.53
mLmT
250 0 0.07 6.56 -0.28 -27.95 -0.01 -1.41 -0.07 -37.18 -0.08 -41.281 0.07 6.55 -0.28 -27.87 -0.01 -1.28 -0.07 -37.12 -0.08 -41.07
750 0 0.06 6.25 -0.28 -28.03 -0.00 -0.47 -0.07 -36.83 -0.08 -40.171 0.06 6.34 -0.28 -27.96 -0.01 -0.62 -0.06 -36.31 -0.08 -40.14
dLdT
250 0 0.07 6.62 -0.28 -27.91 -0.01 -1.25 -0.07 -37.25 -0.08 -41.091 0.07 6.56 -0.28 -27.87 -0.01 -1.26 -0.07 -37.11 -0.08 -41.08
750 0 0.06 6.36 -0.28 -28.03 -0.01 -0.67 -0.06 -36.29 -0.08 -40.121 0.06 6.34 -0.28 -27.96 -0.01 -0.62 -0.06 -36.31 -0.08 -40.14
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Table 5.22: Raw bias (B¯) and relative bias (R¯) of µα, µβ, φαα, φββ, and φβα by Invariance
(Inv), Sample Size (N) and Correlational condition (C) when using cFs in the LGMF
condition.
µα µβ φαα φββ φβα
Inv N C B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯ B¯ R¯
iLiT
250 0 0.00 0.17 -0.00 -0.28 -0.01 -1.46 -0.00 -2.16 -0.00 -1.871 0.00 0.20 -0.00 -0.24 -0.01 -1.47 -0.00 -1.67 -0.00 -1.77
750 0 -0.00 -0.06 -0.00 -0.35 -0.01 -1.04 -0.00 -0.30 -0.00 -1.171 -0.00 -0.04 -0.00 -0.34 -0.01 -1.15 -0.00 -0.28 -0.00 -0.96
iLpT
250 0 0.00 0.27 -0.01 -0.54 -0.01 -1.31 -0.00 -2.74 -0.00 -2.211 0.00 0.20 -0.00 -0.23 -0.01 -1.49 -0.00 -1.75 -0.00 -1.82
750 0 0.00 0.11 -0.00 -0.43 -0.01 -1.29 -0.00 -0.13 -0.00 -1.021 -0.00 -0.03 -0.00 -0.33 -0.01 -1.13 0.00 0.05 -0.00 -0.90
iLmT
250 0 0.00 0.23 -0.05 -5.38 -0.01 -1.39 -0.00 -1.85 -0.00 -2.051 0.00 0.20 -0.05 -5.24 -0.01 -1.46 -0.00 -1.77 -0.00 -1.82
750 0 -0.00 -0.03 -0.05 -5.41 -0.01 -1.16 -0.00 -0.53 -0.00 -1.051 -0.00 -0.03 -0.05 -5.33 -0.01 -1.13 0.00 0.03 -0.00 -0.92
iLdT
250 0 0.00 0.21 -0.06 -5.59 -0.01 -1.39 -0.01 -2.84 -0.00 -2.461 0.00 0.20 -0.05 -5.24 -0.01 -1.48 -0.00 -1.80 -0.00 -1.81
750 0 0.00 0.05 -0.06 -5.51 -0.01 -1.07 -0.00 -0.50 -0.00 -1.361 -0.00 -0.03 -0.05 -5.33 -0.01 -1.12 0.00 0.03 -0.00 -0.92
pLpT
250 0 0.00 0.39 -0.00 -0.42 -0.01 -1.26 -0.00 -2.17 -0.00 -2.311 0.00 0.20 -0.00 -0.24 -0.01 -1.46 -0.00 -1.72 -0.00 -1.83
750 0 0.00 0.03 -0.00 -0.47 -0.01 -0.88 -0.00 -0.10 -0.00 -1.001 -0.00 -0.03 -0.00 -0.33 -0.01 -1.13 0.00 0.05 -0.00 -0.90
mLmT
250 0 0.00 0.14 -0.15 -15.19 -0.01 -0.60 -0.07 -39.03 -0.03 -15.961 0.00 0.19 -0.15 -15.21 -0.00 -0.48 -0.07 -38.94 -0.03 -15.94
750 0 -0.00 -0.08 -0.16 -15.53 -0.00 -0.01 -0.07 -37.85 -0.03 -15.681 -0.00 -0.03 -0.15 -15.30 -0.00 -0.15 -0.07 -37.27 -0.03 -15.35
dLdT
250 0 0.00 0.25 -0.15 -15.26 -0.00 -0.42 -0.07 -39.24 -0.03 -15.921 0.00 0.20 -0.15 -15.21 -0.00 -0.46 -0.07 -38.92 -0.03 -15.95
750 0 0.00 0.03 -0.15 -15.46 -0.00 -0.20 -0.07 -37.27 -0.03 -15.471 -0.00 -0.03 -0.15 -15.30 -0.00 -0.15 -0.07 -37.27 -0.03 -15.35
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5.5 Appendix E: RMSE Data
This appendix provides the RMSE for µα, µβ, φαα, φββ, and φβα by Invariance
(Inv), Sample Size (N), Correlation condition (C), and Scoring method. The results are
presented below in table format. Each table focusing on a single scoring method within
a single LGM condition.
Table 5.23: RMSE for µα, µβ, φαα, φββ, and φβα by Invariance (Inv), Sample Size (N)
and Correlational condition (C) when using Mean Scores in the LGML condition.
Inv N C µα µβ φαα φββ φβα
iLiT
250 0 0.07 0.04 0.13 0.05 0.031 0.07 0.04 0.14 0.05 0.03
750 0 0.04 0.02 0.08 0.03 0.021 0.04 0.02 0.09 0.03 0.02
iLpT
250 0 0.07 0.11 0.13 0.05 0.031 0.07 0.11 0.14 0.05 0.03
750 0 0.04 0.11 0.08 0.03 0.021 0.04 0.11 0.09 0.03 0.02
iLmT
250 0 0.18 0.06 0.13 0.05 0.031 0.18 0.06 0.14 0.05 0.03
750 0 0.17 0.06 0.08 0.03 0.021 0.17 0.06 0.09 0.03 0.02
iLdT
250 0 0.07 0.14 0.13 0.05 0.031 0.07 0.14 0.14 0.05 0.03
750 0 0.04 0.14 0.08 0.03 0.021 0.04 0.14 0.09 0.03 0.02
pLpT
250 0 0.09 0.30 0.13 0.07 0.071 0.09 0.30 0.14 0.08 0.06
750 0 0.07 0.30 0.08 0.06 0.071 0.07 0.30 0.09 0.07 0.06
mLmT
250 0 0.20 0.24 0.16 0.07 0.071 0.20 0.24 0.14 0.08 0.06
750 0 0.19 0.24 0.13 0.06 0.071 0.20 0.23 0.10 0.07 0.06
dLdT
250 0 0.10 0.39 0.13 0.08 0.091 0.10 0.39 0.13 0.09 0.08
750 0 0.08 0.39 0.08 0.08 0.091 0.08 0.39 0.09 0.09 0.08
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Table 5.24: RMSE for µα, µβ, φαα, φββ, and φβα by Invariance (Inv), Sample Size (N)
and Correlational condition (C) when using Mean Scores in the LGMF condition.
Inv N C µα µβ φαα φββ φβα
iLiT
250 0 0.07 0.07 0.13 0.05 0.041 0.07 0.07 0.14 0.05 0.04
750 0 0.04 0.04 0.08 0.03 0.021 0.04 0.04 0.09 0.03 0.03
iLpT
250 0 0.07 0.13 0.13 0.05 0.041 0.07 0.13 0.14 0.05 0.04
750 0 0.04 0.12 0.08 0.03 0.021 0.04 0.12 0.09 0.03 0.03
iLmT
250 0 0.18 0.09 0.13 0.05 0.041 0.18 0.09 0.14 0.05 0.04
750 0 0.17 0.07 0.08 0.03 0.021 0.17 0.07 0.09 0.03 0.03
iLdT
250 0 0.07 0.15 0.13 0.05 0.041 0.07 0.16 0.14 0.05 0.04
750 0 0.04 0.14 0.08 0.03 0.021 0.04 0.15 0.09 0.03 0.03
pLpT
250 0 0.07 0.21 0.13 0.07 0.051 0.07 0.21 0.14 0.09 0.04
750 0 0.05 0.20 0.08 0.06 0.031 0.04 0.20 0.09 0.08 0.03
mLmT
250 0 0.23 0.18 0.17 0.07 0.051 0.23 0.18 0.14 0.08 0.05
750 0 0.23 0.17 0.14 0.06 0.041 0.23 0.17 0.10 0.07 0.03
dLdT
250 0 0.07 0.26 0.14 0.09 0.051 0.07 0.26 0.15 0.11 0.04
750 0 0.04 0.25 0.08 0.08 0.041 0.04 0.26 0.10 0.10 0.03
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Table 5.25: RMSE for µα, µβ, φαα, φββ, and φβα by Invariance (Inv), Sample Size (N)
and Correlational condition (C) when using rFa in the LGML condition.
Inv N C µα µβ φαα φββ φβα
iLiT
250 0 0.08 0.04 0.14 0.05 0.031 0.09 0.04 0.15 0.05 0.04
750 0 0.05 0.02 0.08 0.03 0.021 0.05 0.02 0.10 0.03 0.02
iLpT
250 0 0.12 0.08 0.15 0.05 0.041 0.12 0.08 0.15 0.06 0.04
750 0 0.10 0.08 0.10 0.04 0.021 0.09 0.07 0.09 0.04 0.02
iLmT
250 0 0.08 0.05 0.14 0.05 0.031 0.09 0.05 0.15 0.05 0.04
750 0 0.05 0.04 0.09 0.03 0.021 0.05 0.04 0.11 0.03 0.02
iLdT
250 0 0.11 0.12 0.15 0.05 0.041 0.11 0.12 0.15 0.06 0.04
750 0 0.09 0.11 0.10 0.03 0.021 0.08 0.11 0.09 0.04 0.02
pLpT
250 0 0.23 0.19 0.36 0.06 0.041 0.23 0.19 0.32 0.06 0.05
750 0 0.22 0.19 0.33 0.03 0.031 0.21 0.19 0.29 0.04 0.04
mLmT
250 0 0.08 0.24 0.25 0.05 0.071 0.09 0.23 0.29 0.05 0.08
750 0 0.05 0.24 0.23 0.04 0.071 0.05 0.23 0.27 0.04 0.07
dLdT
250 0 0.21 0.37 0.17 0.07 0.081 0.21 0.37 0.16 0.07 0.09
750 0 0.19 0.37 0.13 0.06 0.081 0.19 0.37 0.11 0.05 0.09
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Table 5.26: RMSE for µα, µβ, φαα, φββ, and φβα by Invariance (Inv), Sample Size (N)
and Correlational condition (C) when using rFa in the LGMF condition.
Inv N C µα µβ φαα φββ φβα
iLiT
250 0 0.09 0.08 0.14 0.05 0.041 0.09 0.08 0.15 0.05 0.04
750 0 0.05 0.04 0.08 0.03 0.021 0.05 0.04 0.10 0.03 0.03
iLpT
250 0 0.12 0.11 0.15 0.05 0.051 0.12 0.10 0.15 0.06 0.04
750 0 0.10 0.09 0.10 0.04 0.031 0.09 0.08 0.09 0.04 0.03
iLmT
250 0 0.09 0.08 0.14 0.05 0.041 0.09 0.08 0.15 0.05 0.04
750 0 0.05 0.06 0.09 0.03 0.021 0.05 0.06 0.11 0.03 0.03
iLdT
250 0 0.11 0.14 0.15 0.05 0.051 0.11 0.13 0.15 0.06 0.04
750 0 0.09 0.12 0.10 0.03 0.031 0.08 0.12 0.09 0.04 0.03
pLpT
250 0 0.17 0.10 0.37 0.07 0.071 0.17 0.10 0.32 0.07 0.06
750 0 0.15 0.07 0.33 0.04 0.061 0.15 0.07 0.29 0.04 0.04
mLmT
250 0 0.10 0.13 0.25 0.06 0.041 0.10 0.13 0.29 0.05 0.05
750 0 0.08 0.12 0.23 0.05 0.031 0.08 0.12 0.27 0.04 0.03
dLdT
250 0 0.13 0.22 0.19 0.09 0.051 0.13 0.22 0.17 0.08 0.05
750 0 0.12 0.22 0.14 0.07 0.031 0.11 0.21 0.12 0.06 0.03
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Table 5.27: RMSE for µα, µβ, φαα, φββ, and φβα by Invariance (Inv), Sample Size (N)
and Correlational condition (C) when using rFs in the LGML condition.
Inv N C µα µβ φαα φββ φβα
iLiT
250 0 0.09 0.04 0.15 0.05 0.041 0.09 0.05 0.16 0.05 0.04
750 0 0.05 0.03 0.09 0.03 0.021 0.05 0.03 0.11 0.03 0.02
iLpT
250 0 0.09 0.04 0.15 0.05 0.041 0.09 0.05 0.16 0.05 0.04
750 0 0.05 0.03 0.09 0.03 0.021 0.05 0.03 0.11 0.03 0.02
iLmT
250 0 0.09 0.07 0.15 0.05 0.041 0.09 0.07 0.16 0.05 0.04
750 0 0.05 0.06 0.09 0.03 0.021 0.05 0.06 0.11 0.03 0.02
iLdT
250 0 0.09 0.07 0.15 0.05 0.041 0.09 0.07 0.16 0.05 0.04
750 0 0.05 0.06 0.09 0.03 0.021 0.05 0.06 0.11 0.03 0.02
pLpT
250 0 0.09 0.04 0.15 0.05 0.041 0.09 0.05 0.16 0.05 0.04
750 0 0.05 0.03 0.09 0.03 0.021 0.05 0.03 0.11 0.03 0.02
mLmT
250 0 0.11 0.28 0.15 0.08 0.091 0.11 0.28 0.16 0.07 0.09
750 0 0.08 0.28 0.09 0.07 0.081 0.08 0.28 0.10 0.06 0.09
dLdT
250 0 0.11 0.28 0.15 0.08 0.091 0.11 0.28 0.16 0.07 0.09
750 0 0.08 0.28 0.09 0.07 0.081 0.08 0.28 0.10 0.06 0.09
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Table 5.28: RMSE for µα, µβ, φαα, φββ, and φβα by Invariance (Inv), Sample Size (N)
and Correlational condition (C) when using rFs in the LGMF condition.
Inv N C µα µβ φαα φββ φβα
iLiT
250 0 0.09 0.11 0.15 0.05 0.051 0.09 0.10 0.16 0.05 0.05
750 0 0.05 0.06 0.09 0.03 0.031 0.05 0.06 0.11 0.03 0.03
iLpT
250 0 0.09 0.11 0.15 0.05 0.051 0.09 0.10 0.16 0.05 0.05
750 0 0.06 0.07 0.09 0.03 0.031 0.05 0.06 0.11 0.03 0.03
iLmT
250 0 0.09 0.12 0.15 0.05 0.051 0.09 0.11 0.16 0.05 0.05
750 0 0.06 0.08 0.09 0.03 0.031 0.05 0.08 0.11 0.03 0.03
iLdT
250 0 0.09 0.12 0.15 0.05 0.051 0.09 0.11 0.16 0.05 0.05
750 0 0.06 0.08 0.09 0.03 0.031 0.05 0.08 0.11 0.03 0.03
pLpT
250 0 0.09 0.11 0.15 0.05 0.051 0.09 0.10 0.16 0.05 0.05
750 0 0.05 0.06 0.09 0.03 0.031 0.05 0.06 0.11 0.03 0.03
mLmT
250 0 0.09 0.19 0.15 0.09 0.061 0.09 0.18 0.16 0.08 0.06
750 0 0.05 0.17 0.09 0.07 0.041 0.05 0.16 0.10 0.06 0.05
dLdT
250 0 0.09 0.19 0.15 0.09 0.061 0.09 0.18 0.16 0.08 0.06
750 0 0.06 0.17 0.09 0.07 0.041 0.05 0.16 0.10 0.06 0.05
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Table 5.29: RMSE for µα, µβ, φαα, φββ, and φβα by Invariance (Inv), Sample Size (N)
and Correlational condition (C) when using cFa in the LGML condition.
Inv N C µα µβ φαα φββ φβα
iLiT
250 0 0.08 0.04 0.14 0.05 0.031 0.09 0.04 0.14 0.05 0.03
750 0 0.05 0.02 0.08 0.03 0.021 0.05 0.02 0.08 0.03 0.02
iLpT
250 0 0.12 0.08 0.16 0.05 0.041 0.12 0.08 0.16 0.06 0.04
750 0 0.10 0.08 0.11 0.04 0.031 0.09 0.07 0.11 0.04 0.03
iLmT
250 0 0.08 0.05 0.14 0.05 0.031 0.09 0.05 0.14 0.05 0.03
750 0 0.05 0.04 0.09 0.03 0.021 0.05 0.04 0.09 0.03 0.02
iLdT
250 0 0.11 0.12 0.15 0.05 0.041 0.11 0.12 0.15 0.05 0.04
750 0 0.09 0.11 0.10 0.03 0.021 0.08 0.11 0.10 0.03 0.02
pLpT
250 0 0.23 0.19 0.37 0.06 0.041 0.23 0.19 0.36 0.06 0.04
750 0 0.22 0.19 0.34 0.03 0.031 0.21 0.19 0.34 0.03 0.03
mLmT
250 0 0.08 0.24 0.24 0.06 0.071 0.09 0.23 0.25 0.06 0.07
750 0 0.05 0.24 0.22 0.05 0.061 0.05 0.23 0.23 0.05 0.06
dLdT
250 0 0.21 0.37 0.18 0.07 0.081 0.20 0.37 0.18 0.07 0.08
750 0 0.19 0.37 0.14 0.07 0.081 0.19 0.37 0.14 0.07 0.08
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Table 5.30: RMSE for µα, µβ, φαα, φββ, and φβα by Invariance (Inv), Sample Size (N)
and Correlational condition (C) when using cFa in the LGMF condition.
Inv N C µα µβ φαα φββ φβα
iLiT
250 0 0.09 0.08 0.14 0.05 0.041 0.09 0.08 0.14 0.05 0.04
750 0 0.05 0.04 0.08 0.03 0.021 0.05 0.04 0.08 0.03 0.02
iLpT
250 0 0.12 0.11 0.16 0.05 0.051 0.12 0.10 0.16 0.06 0.05
750 0 0.10 0.09 0.11 0.03 0.031 0.09 0.08 0.11 0.04 0.03
iLmT
250 0 0.09 0.08 0.14 0.05 0.041 0.09 0.08 0.14 0.05 0.04
750 0 0.05 0.06 0.09 0.03 0.021 0.05 0.06 0.09 0.03 0.02
iLdT
250 0 0.11 0.14 0.15 0.05 0.051 0.11 0.13 0.15 0.05 0.05
750 0 0.09 0.12 0.10 0.03 0.031 0.08 0.12 0.10 0.03 0.03
pLpT
250 0 0.17 0.10 0.38 0.07 0.081 0.17 0.10 0.37 0.07 0.07
750 0 0.15 0.07 0.35 0.04 0.061 0.15 0.07 0.34 0.04 0.06
mLmT
250 0 0.10 0.13 0.23 0.06 0.041 0.10 0.13 0.25 0.06 0.04
750 0 0.08 0.12 0.21 0.05 0.021 0.08 0.12 0.23 0.05 0.03
dLdT
250 0 0.13 0.22 0.19 0.09 0.051 0.13 0.22 0.19 0.09 0.05
750 0 0.12 0.22 0.15 0.07 0.031 0.11 0.22 0.15 0.07 0.03
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Table 5.31: RMSE for µα, µβ, φαα, φββ, and φβα by Invariance (Inv), Sample Size (N)
and Correlational condition (C) when using cFs in the LGML condition.
Inv N C µα µβ φαα φββ φβα
iLiT
250 0 0.09 0.04 0.15 0.05 0.041 0.09 0.05 0.15 0.05 0.04
750 0 0.05 0.03 0.09 0.03 0.021 0.05 0.03 0.09 0.03 0.02
iLpT
250 0 0.09 0.04 0.15 0.05 0.041 0.09 0.05 0.15 0.05 0.04
750 0 0.05 0.03 0.09 0.03 0.021 0.05 0.03 0.09 0.03 0.02
iLmT
250 0 0.09 0.07 0.15 0.05 0.041 0.09 0.07 0.15 0.05 0.04
750 0 0.05 0.06 0.09 0.03 0.021 0.05 0.06 0.09 0.03 0.02
iLdT
250 0 0.09 0.07 0.15 0.05 0.041 0.09 0.07 0.15 0.05 0.04
750 0 0.05 0.06 0.09 0.03 0.021 0.05 0.06 0.09 0.03 0.02
pLpT
250 0 0.09 0.04 0.15 0.05 0.041 0.09 0.05 0.15 0.05 0.04
750 0 0.05 0.03 0.09 0.03 0.021 0.05 0.03 0.09 0.03 0.02
mLmT
250 0 0.11 0.28 0.14 0.08 0.091 0.11 0.28 0.15 0.08 0.09
750 0 0.08 0.28 0.09 0.07 0.081 0.08 0.28 0.09 0.07 0.08
dLdT
250 0 0.11 0.28 0.14 0.08 0.091 0.11 0.28 0.15 0.08 0.09
750 0 0.08 0.28 0.09 0.07 0.081 0.08 0.28 0.09 0.07 0.08
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Table 5.32: RMSE for µα, µβ, φαα, φββ, and φβα by Invariance (Inv), Sample Size (N)
and Correlational condition (C) when using cFs in the LGMF condition.
Inv N C µα µβ φαα φββ φβα
iLiT
250 0 0.09 0.11 0.15 0.05 0.051 0.09 0.10 0.15 0.05 0.05
750 0 0.05 0.06 0.09 0.03 0.031 0.05 0.06 0.09 0.03 0.03
iLpT
250 0 0.09 0.11 0.15 0.05 0.051 0.09 0.10 0.15 0.05 0.05
750 0 0.06 0.07 0.09 0.03 0.031 0.05 0.06 0.09 0.03 0.03
iLmT
250 0 0.09 0.12 0.15 0.05 0.051 0.09 0.11 0.15 0.05 0.05
750 0 0.06 0.08 0.09 0.03 0.031 0.05 0.08 0.09 0.03 0.03
iLdT
250 0 0.09 0.12 0.15 0.05 0.051 0.09 0.11 0.15 0.05 0.05
750 0 0.06 0.08 0.09 0.03 0.031 0.05 0.08 0.09 0.03 0.03
pLpT
250 0 0.09 0.11 0.15 0.05 0.051 0.09 0.10 0.15 0.05 0.05
750 0 0.05 0.06 0.09 0.03 0.031 0.05 0.06 0.09 0.03 0.03
mLmT
250 0 0.09 0.19 0.15 0.09 0.061 0.09 0.18 0.16 0.09 0.06
750 0 0.05 0.17 0.09 0.07 0.041 0.05 0.16 0.09 0.07 0.04
dLdT
250 0 0.09 0.19 0.15 0.09 0.061 0.09 0.18 0.16 0.09 0.06
750 0 0.06 0.17 0.09 0.07 0.041 0.05 0.16 0.09 0.07 0.04
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