Image registration is an important problem in image processing, especially in medical imaging. It is a hard optimization problem with objective function that is not appropriate for deterministic mathematical optimization. In this paper we propose a bi-resolution algorithm for rigid image registration based on recent fireworks algorithm. We tested our approach on retinal images from standard benchmark datasets and compared the results with other approaches from literature. Our proposed algorithm succeeded in registering images in all cases, and was more accurate than other compared methods.
Introduction
Medical image processing is an important and widely researched scientific field [24] , [20] , [17] where image registration has significant applications. Image registration refers to the problem of finding a spatial relationship between two or more images, usually called reference image and floating images. This relationship can be described by linear transformations, also known as rigid transformations, or by non-linear (nonrigid, elastic) transformations.
Image registration techniques can be divided into two main groups: feature based and area based techniques [22] . Feature based techniques provide transformation which maps floating image to the reference image based on some common features between these two images. In [6] highly distinctive local feature descriptor named partial intensity invariant feature descriptor was proposed to describe a robust automatic retinal image registration. A method for automatic image registration through histogrambased image segmentation was proposed in [10] , while geometrical features were used in [8] . In [9] curvelet transform was used to extract vessels and the extracted vessels from two modalities were registered together in two stages. In [7] a method based on the block matching algorithms was proposed. General adaptive neighbourhoods were used for block similarity. The main issue that limits feature based techniques is finding reliable feature correspondence between images [14] .
Area based techniques search for optimal parameters for transformation of the floating image in order to align it with the reference image. These techniques, unlike feature based ones, operate on pixel values.
Advantage of area based techniques is that they do not need any user interaction in identifying landmarks, nor segmentation algorithms. On the other hand, they are slower but that can be improved by identifying regions of interest. Pixels outside these regions can be ignored. In [15] a general method that uses bootstrap resampling in order to estimate the uncertainty of area based image registration algorithms was presented. In [4] automatic image-to-image registration method was introduced where a topologically regular grid of tie points was imposed within the overlapping region of the images.
Intensity based similarity of two images for area based techniques can be defined in numerous ways. Some of the most commonly used similarity measurements are the sum of squared intensity differences, cross correlation, mutual information, etc. [29] . In [32] a method for the rigid registration of two CT brain bones images was proposed where mutual information and genetic algorithm were used. The main task in the area based techniques is to optimize the similarity metrics. This problem represents a hard optimization problem. In the past two decades stochastic optimization algorithms, especially swarm intelligence, were successfully used for such problems.
One of the earliest swarm intelligence algorithms was particle swarm optimization (PSO), which has been applied to the image registration problem. In [12] approach based on modified particle swarm optimization and wavelet decomposition was proposed for rigid image registration. In [19] an enhanced binary particle swarm optimization technique was used to optimize the control points collected by directional finding algorithm to retrieve the binary registered result. In [31] , particle swarm optimization algorithm was adjusted for optimization of transformation parameters with hybrid mutual information as a similarity measurement. Revised quantum-behaved particle swarm optimization and diversity-controlled quantum PSO were applied to medical image registration in [41] . In [36] a PSO algorithm was combined with sequential quadratic programming for rigid image registration. In [30] the artificial bee colony, more recent stochastic optimization algorithm, was used for rigid image registration. Another relatively new swarm intelligence algorithm, firefly algorithm, was used for searching maximal similarity measurement in [37] and [35] . Paper [5] deals with the time complexity issue by using multithreading parallel processing technique.
In this paper we propose to use one of the latest swarm intelligence algorithms, the fireworks algorithm (FWA), for finding optimal parameters of rigid transformation for retinal image registration of 2D images.
The resolution of retinal images from the used dataset is 565x584 pixels. This resolution is too large for finding the optimal parameters for wide search range so we proposed one resolution reduction in order to narrow the search range. In this paper the optimal reduction factor for retinal images as well as optimal parameters for the fireworks algorithm were empirically determined.
The rest of the paper is organized as follows. A mathematical model for image registration is presented in Section 2. In Section 3 bi-resolution image technique is explained. Section 4 provides details about fireworks algorithm. Our proposed algorithm and para-meter settings are presented in Section 5. Experimental results and comparative analysis are given in Section 6. At the end, in Section 7 conclusions and future work are presented.
Mathematical Model for Image Registration
Algorithms for image registration start with two images, one labelled as reference and one as floating image. Floating image should be transformed to align with the reference image. Next, it is necessary to choose criterion function that determines the similarity between two images.
The last step is to optimize the transformation so that the stopping criteria are satisfied. Stopping criteria can be the number of iterations for optimization algorithm or desired similarity between images.
Image registration refers to the mapping that is the best match between two or more images of the same scene taken at different times or taken by different sensors. Assuming that B is a floating image that should to be aligned with the reference image A, mathematically mapping can be defined as:
where ζ is the intensity calibration function and Tα is transformation function that maps spatial coordinates x and y to new spatial coordinates x' and y' with the transformation parameters α:
Image registration determines spatial transformation which maximizes similarity of the reference and floating images. Previous description of image registration can be represented by the following equation:
where Tα is one possible transformation and O represents the objective function which is actually the similarity measurement. In this case, represents transformation with parameters α which maximizes the value of the objective function over all possible transformations. For different purposes different transformations are used. One type of transformations T are linear transformations that include translation, rotation, scaling and other affine transformations. Common name for these transformations is rigid transformations. On the other hand, there are non-linear transformations, also called elastic or non-rigid transformations, which include radial basis functions, physical continuum models and large deformation models. Elastic transformations map curve lines to other curve lines. In this paper we used rigid transformations that include translation and rotation. These transformations are defined by two translation parameters t x and ty and angle of rotation θ .
Transformation formula can be written in the matrix form:
Finding optimal transformation depends on the chosen similarity measure. Similarity measure represents indicator of closeness between two images of feature values in the case of feature based techniques, or intensity values in the case of area based techniques. One of the simplest similarity measures is the mean of squared differences between intensity values. Another often used similarity measure is cross-correlation or normalized cross-correlation [29] . One of the most used similarity measures is mutual information that is defined by the following expression [13] : (6) where N is the number of pixels in the image and the pi is the normalized number of pixels with intensity level i. In [34] entropy correlation coefficient instead of mutual information was proposed. Also, normalized mutual information is a common choice for similarity measure. It is defined as:
Bi-resolution Image Registration
The evaluation of the similarity measurement can be computationally very expensive. In order to reduce the computational time, one often used approach is to perform registration first on images with the reduced resolution. The resulting transform is then used as a starting point for the next registration round which is performed on images of higher resolution [18] .
Including the multiresolution technique in image registration has two advantages. It increases performance and it also improves the optimization stability because it smooths out the local minimums.
The simplest version of multiresolution is bilevel resolution, where only one reduction of the resolution is done. In this paper we used images with resolution that was not very high, so there was no need for more than one reduction of the resolution. The resolution reduction can be done by simple averaging. Regions of the size n x n become one pixel whose intensity level is set to the average value of the corresponding n*n pixels. Appropriate region size was determined empirically.
In this paper we used image with reduced resolution to find the initial range for search space. The first step of the algorithm is to search for transformation parameters in wide range of possible values using the image with reduced resolution. Results of this search are used to reduce the search space for the full resolution image where fine search is done around values from the previous step.
Fireworks Algorithm
One of the latest swarm intelligence algorithms, proposed in 2010 by Tan and Zhu, is the fireworks algorithm (FWA) [25] . As a result of the wide use of the fireworks algorithm for different optimization problem, many different modifications, enhancements and hybridizations of the algorithm were proposed. Authors of the original fireworks algorithm continued to work on its improvement. The results are four upgraded versions of the FWA, enhanced FWA [39] , corporative framework for FWA [40] , FWA with enhanced interaction and the latest update is guided FWA (GFWA) [16] . In [38] they proposed another improvement of the enhanced fireworks algorithm (EFWA) based on an adaptive dynamic local search mechanism. Fireworks algorithm was used in many different applications, for example, in [28] it was used for RFID network planning, in [3] for constrained portfolio optimization problem, in [2, 26] for wireless sensor networks localization problem, in [27] for support vector machine parameters tuning, etc.
Fireworks algorithm simulates explosion of a firework that produces a shower of sparks around the place where firework is set off and this phenomenon was used as an inspiration for this algorithm. For exploitation and exploration phenomena of badly and well manufactured fireworks are used. Badly manufactured fireworks are characterized by small number of sparks scattered in space, which is used to provide exploration. On the other hand, well manufactured fireworks have a lot of sparks centralized around the place where firework was set off which corresponds to exploitation. In fireworks algorithm the number of the sparks for firework X i is calculated using the following equation [16] :
where parameter m controls the overall number of sparks generated by n fireworks, ymax=max(f(Xi)), (i=1,2,...,n) represents the worst firework in the population, f is the objective function while η represents a small constant used to avoid division by zero. It is necessary to determine the amplitude of the explosion. Explosion amplitude in iteration i is modelled for each firework by the following equation [16] :
where Â is a constant parameter which controls the explosion amplitude, ymin=min(f(Xi)), (i=1,2,...,n) represents the best firework in the population and η is a small constant used to avoid division by zero. Using the calculated amplitude, change for new position for component k will be:
When comparison with other algorithms is done it should be noted that FWA does not count the number of iterations but objective function evaluations since the number of sparks in each iteration can be very different.
The Proposed Fireworks Algorithm Adjusted for Image Registration Problem
In this paper we considered rigid transformations, translation and rotation, according to Eq. (4). For similarity measure we used normalized mutual information given by Eq. (7). Objective function for image registration that uses mutual information for similarity measurement has numerous local maxima hence global optimization search is needed [34] , [35] , [12] . Deterministic methods are powerless in such situations and swarm intelligence algorithms are state-of-the-art tools that are known to quickly produce at least good suboptimal solutions [33] . We adopted and adjusted recent swarm intelligence fireworks algorithm [16] .
Normalized mutual information for two images cannot exceed the value that is obtained when two images are equal. However, when the picture is translated by just one pixel or rotated by only 1 o , normalized mutual information changes significantly. For example, for one test image the maximal normalized mutual information was 1.000 for equal images and it dropped to 0.681 when the picture was translated along x axis by 1 pixel. Further changes are minor compared to this one and getting smaller as translation increases. For example normalized mutual information for translation along x axis by 10 pixels was 0.607 and for translation by 20 pixels was 0.590. Similar situation is for rotation, normalized mutual information from the maximum of 1.000 dropped to 0.648 for rotation of 1 o .
Such objective function is very difficult since the global optimum is hidden in a very narrow well, the rest of the search space being relatively flat with numerous local optima. The search algorithm has very little opportunity to use exploitation unless it has at least one hit in the narrow area around global optimum.
Based on these observations, the fireworks algorithm was adjusted. At the beginning, wide search is needed in order to cover search space with aim to find that narrow space where global maximum is. Number of candidate solutions (sparks) need to be much larger than for most applications in order to speedup the initial hit close to the global optimum. However, amplitude coefficient should be small since outside the narrow area of the global optimum it does not help to do exploitation, closer or wider. Once that narrow space has been found, exploitation should be very fine with small steps. In order to provide fine steps in later iterations, Eq. (10) was adjusted. Instead of changing amplitude constantly by random number from the range [-1, 1], we decrease the range depending on the evaluation (iteration) number. In the beginning, search range should be wider, but after small number of evaluations it should become much smaller. In our proposed method this was achieved by reducing the range quadratically with the progress of evaluations. We empirically established that after 20% of evaluations the range should decrease to 0.5 and after 90% of evaluations it should decrease to 0. 
where t is the number of current evaluation and tMax is the maximum number of evaluations.
Search range for transformation parameters must be wide enough to cover all possible situations. In this paper, we assumed that the search interval for tx and ty is [-100, 100], while for Ɵ is [-50, 50] . For this search range, the proposed fireworks algorithm was not able to find the optimal solution when image in full resolution was used. In Table 1 . results for registration of images shown in Fig. 1 are presented. The original image was translated for tx=60, ty=70 and rotated by Ɵ=30 o , the origin is at the top left corner. From Table 1 it can be seen that increasing the number of evaluations does not help, found solutions are far from the real values of the transformation parameters. Computational times are significant since the objective function processes the whole image and it requires about 500 times more time than standard benchmark functions. On the other hand, if the search interval is narrow, the proposed adjusted FWA finds good solutions in small number of evaluations as it can be seen in Table 2 . If the search space is narrowed to 2 ± , in only 500 evaluations transformation parameters were found with acceptable accuracy. Execution time was 76s. Accuracy between 750 iterations and 1000 iteration is almost the same. In order to narrow the search space for parameters, one resolution reduction is used. The purpose of resolution reduction is to find an approximate solution and to use it to narrow the search space for the full resolution image. When the resolution is reduced, the search is faster, but also less precise because a number of original pixels merge into one. This operation has the effect of smoothing filter and edges are attenuated. With reduced edges it is possible to use a simpler fitness function like the sum of the absolute differences: (12) where A and B are reference and floating image of the size n x m. Such similarity metrics is unusable when many edges are present since misalignment for only one pixel produces huge differences at edges. Possibility to use this simpler objective function with reduced resolution images is important since it allows for significant computation time reduction.
The reason is that when normalized mutual information objective function defined by Eq. (7) is used, execution time is not significantly reduced when the image resolution is reduced. Computation of that objective function includes only one pass through the image for building histogram. That operation depends on the resolution but it involves only one simple increment operation. After that the histogram is used, involving more complex operations and the size is fixed to 256 for single image and to 256x256 for joint entropy, regardless of the resolution. That makes significant reduction of computational time by reducing resolution impossible. Another adjustment for images with reduced resolution has been made in the proposed algorithm. Since parameters obtained by reduced images are unprecise, fine exploitation is not necessary and on the other hand more exploration is needed because of the wide search space. Based on this, instead of using Eq. (11) from the beginning of the algorithm, in the first 1000 evaluations regular FWA was used.
In Table 3 . experimental results for different resolution reductions are shown. In the case of kxk resolution reduction, transformation parameters were also reduced by k and later rescaled back for comparison. The computational time is significantly reduced by using reduced resolution and simpler objective function: 12 times for 4x4 reduction. Moreover, with the image in reduced resolution optimal parameters were found with acceptable accuracy. In Table 1 it has been shown that in full resolution the algorithm was not able to find solution. From Table 3 it can be seen that reduction 2x2 is also not enough, but reduction 4x4 gives good results. Further reduction of the resolution makes results less precise and standard deviation larger because too many pixels were merged into one.
Based on the results from Table 2 and Table 3 it can be concluded that the best combination is to use 4x4 reduction in the first step with 3000 evaluations. This will find intermediate solution such that error and 3 σ combined are less than 2.
In the second step search range for transformation parameters can be reduced to 2 ± of parameters obtained in the first step.
Parameters for the fireworks algorithm were set empirically. As usually, the number of fireworks was set to 5. Explosion amplitude was set to 40 and minimal and maximal number of sparks were set to 2 and 40, respectively. Optimization parameters were translation parameters tx and ty and angle of rotation Ɵ, all three as floating point numbers. This floating point model covers real world imaging where misalignment is continuous and also makes our results comparable to [34] .
We included few preprocessing steps. Images are of the rectangular shape and when rotation is performed some of the information from the image would be lost. Since we need to have all the information, at the beginning we extended the image by adding a black frame large enough to save all original pixels after rotation. Image background was set to be black using the appropriate threshold, so the frame was the same color as the background. Empirically determined threshold was adequate in this case but more elaborate techniques are available [11] , [1] . For images without borders (Fig. 3 and Fig. 4) we used the inner part of the image that is common to both reference and floating image.
For rotation, each square pixel can in new position partially cover up to six pixels in the original grid (four for real translation) so we attributed original pixel intensity value to all affected pixels, with appropriate weights. Such transformation is not exactly reversible.
Experimental Results
The proposed algorithm was implemented using Matlab R2016a. All experiments were performed on the platform with the following characteristics: Intel ® Core™ i7-3770K CPU at 4GHz, 8GB RAM, Windows 10 Professional OS. Parameters for fireworks algorithm were determined empirically, using theoretical guidance as explained in the previous sections.
Our proposed algorithm was tested on DRIVE dataset described in [23] publicly available at www.isi.uu.nl/Research/Databases/DRIVE/. This database contains 40 images of retina. Original images are in the RGB color model. In [14] only green channel was used because it had the highest contrast between vessels and the background. It is also possible to transform the image to grey scale. We tested both, green channel images and grey images and also concluded that the green channel image is slightly better since vessels are more pronounced. In order to test our algorithm we transformed each picture by known transformation parameters and compared parameters estimated by the fireworks algorithm to the original ones.
In [34] bacterial multiple colony chemotaxis (BMCC) was proposed as the optimization algorithm and tri-linear interpolation and partial volume distribution for elimination of local extrema. For retinal image transformed by the same parameters results were reported for three different similarity measures, entropy correlation coefficient (ECC), average of ECC obtained from tri-linear interpolation and partial volume distribution and their novel combination of these ECCs. Parameters of transformation were t x=5, ty=10 and rotation for Ɵ=20 o (Fig. 2) . The best registration was achieved with their proposed combination. In another example from [34] parameters used for making the floating image were tx=3, ty=3 and Ɵ =15 o (Fig. 3) . Best approximation was obtained using their proposed method and they reported the following transformation parameters:
tx=2 The results from [34] (BMCC) were also compared with three other optimization algorithms from the literature (chaotic particle swarm optimization (CPS), elite preservation genetic algorithm (EGA) and ant colony algorithm (ACA)) and they found that their algorithm was better. Our proposed algorithm found the best registration for the parameters tx =2.986, ty=2.999 and Ɵ=15.008 o . It can be noticed that our proposed method found slightly better results than the best results from [34] and indirectly better than other compared algorithms which are presented in Table 4 . Additionally, results in [34] were obtained using multi-resolution scheme, while our results were obtained with only one resolution reduction. For the last example transformation parameters were set to tx=-5, ty=5 and Ɵ=9 o (Fig. 4) Table 5 . we summarized results for our proposed algorithm and results from [34] for this three examples. In [21] an algorithm for retinal image registration using expectation maximization with mutual information was proposed. Integers were used for translation parameters so these parameters were reported without error. For rotation of 20 0 largest error was 1.425 while the average error was 0.204. With our proposed algorithm error For angle in all cases was less than 0.134 which means that our proposed algorithm also outperformed method proposed in [21] . Run times for our algorithm were 40s for step 1 (from Table 3 ) and 159s for step 2 (from Table 2 ) while papers [34] and [21] did not report run times. Larger values for parameters may not make physical sense considering characteristics of image producing equipment and limitations to patients position and movement, but we tested for parameters tx=50, ty=80 and Ɵ=60 o in order to prove the quality of our proposed algorithm. For this example, our proposed algorithm successfully found tx=50.0036, ty=79.9661 and Ɵ=60.0001 o with the same run time.
We tested our algorithm with same images and different transformation parameters and also with different images from the mentioned dataset and achieved perfect registration in all cases which leads to the conclusion that the proposed fireworks algorithm is completely appropriate for retinal image registrations.
Conclusion
For the hard optimization problem of rigid image registration we adjusted recent fireworks algorithm and tested it on retinal images from datasets used in literature. Since the algorithm could not find solutions using full resolution images, appropriate resolution reduction was determined that facilitates initial coarse results and parameters were tuned so that the two stages of the procedure cooperate optimally. Normalized mutual information was substituted by simpler sum of the absolute differences as objective function for reduced resolution. We compared our approach with 6 other techniques from literature and it outperformed all of them. Our algorithm succeeded in registering images in all cases, including large displacement. That establishes fireworks algorithm as a superior tool for rigid retinal image registration. We did not use the hierarchical approach with multiple resolutions so in the future that can further improve results, mostly the execution time.
