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Unitary matrices arise in many ways in physics, in particular as a time evolution operator. For a periodically
driven system one frequently wishes to compute a Floquet Hamilonian that should be a Hermitian operator H
such that e−iT H = U(T ) where U(T ) is the time evolution operator at time corresponding the period of the
system. That is, we want H to be equal to −i times a matrix logarithm of U(T ). If the system has a symmetry,
such as time reversal symmetry, one can expect H to have a symmetry beyond being Hermitian.
We discuss here practical numerical algorithms on computing matrix logarithms that have certain symmetries
which can be used to compute Floquet Hamiltonians that have appropriate symmetries. Along the way, we
prove some results on how a symmetry in the Floquet operator U(T ) can lead to a symmetry in a basis of
Floquet eigenstates.
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2I. INTRODUCTION
Unitary matrices arise in critical ways in many parts of physics, for example those representing time evolution. These are
not always constructed as an exponential U = eiH , but can be result of an integration of a differential equation or a product of
exponentials U = eiH1eiH2 · · ·eiHn .
Given a physically meaningful unitary U , one generally wants either to understand the eigenvectors and eignevalues, or to
have a single Hermitian H so that U = eiH . That is, we want a matrix logarithm iH of U . Spectral theory tells us that U has
a unitary diagonalization, since unitary implies normal. However, there is a lack of effective algorithms at present that find
orthogonal eigenvectors of normal matrices. In the unitary case, we have at least two ways to proceed. If U = eiH , then a
unitary matrix that diagonalizes H will diagonalize H. Thus if we can do a good job computing the logarithm of a unitary [8]
we have a method to unitarily diagonalize the original unitary. The other method [13] is to compute a Schur decomposition of
U and simply zero-out any stray terms about the diagonal in the triangular factor. Both methods have limitations.
Tracking symmetries in systems is critical in present-day physics, for example the symmetries corresponding to time-reversal.
The exact definition of time-reversal in a system with a time-varying Hamiltonian is more complicated than for a system with
a stationary Hamiltonian, but in any case, all manner of symmetries can wind up in the unitary that represents time-evolution.
One important symmetry for a unitary U is that it be complex symmetric, UT =U , which means there is a real symmetric H so
that U = eiH . Here the Schur decomposition does not work, at least with standard implementations.
Here we look at five symmetry classes of unitary matrices: generic unitary, real orthogonal, complex symmetric, graded
and self-dual. The previous method of using the Shur decomposition [13] works for three of these: generic, self-dual and real
orthogonal. The self-dual case uses a self-dual variation on the Shur decomposition.
The real orthogonal case was not implemented in [13]. We leave as an exercise for the reader utilizing the real form of the
Schur decomposition that reduces the problem to the two-by-two case. One must be careful, as a real logarithm is not always
possible. An exponential is in the connected component of the identify, so if K is real and skew symmetric then U = eK will
be real orthogonal with determinant one. A real orthongonal matrix U will have a real logarithm if and only if det(U) = 1. An
equivalent condition is that −1 appear in the spectrum with even multiplicity.
The Schur decomposition is very easy to use to diagonalize a unitary matrix by a unitary— one just zeros out the off-diagonal
terms as needed to turn upper-triangular into diagonal. If one wants the logarithm, one simply takes logarithm of the diagonal,
a simple task. The limitation is that, to our knowledge, the Schur decomposition has only been developed for the general
complex, real orthogonal and self-dual unitary situations. Thus we need to look for a different approach.
We look at a standard algorithm [6, Ch. 11] for computing a matrix logarithm, which takes square root several times to reduce
to the situation where something like a power series can compute the logarithm. This algorithm requires the input matrix to have
no spectrum on the negative real axis, so at first glance this will restrict us to a unitary matrix U with −1 not in the spectrum.
In practice, this is not much of a limitation.
In the algorithm, the eigenvalues at −1 are not stable, and so round-off error is sufficient to make them quickly act as if they
are not −1, unless there is some manner of a K-theory index that is non-zero that makes an eigenvalue at −1 stable. This is
fine, as the algorithm tends to fail only when the logarithm does not exist anyway.
The square-root algorithm we work with [8] was designed to work for non-unitary matrices. Indeed, the output can be far
from unitary when the input is very close to being unitary. (The exact condition UU† = I almost never holds for a matrix stored
in floating point numbers.) We make a simple modification to the algorithm so that its output is very close to unitary when the
input is very close to unitary.
We find that this modified algorithm behaves quite nicely, even when applied to most unitary matrices with −1 in the
spectrum. It will fail for a diagonal unitary matrix with−1 in the spectrum, but we hardly need a new algorithm to find a square
root of a diagonal matrix.
Then we consider unitaries that are symmetric or have a grading symmetry. The algorithm for square root can be further
modified to enforce the needed symmetry at every stage of the main iteration. We are then able to create the desired matrix
logarithm algorithm whose output has the corresponding symmetry. For example, for complex symmetric unitary matrix, we
expect, and can compute, a logarithm of the form iH with H a real symmetric matrix.
For a recent physics paper that looks at unitaries with various symmetries, and their spectrum, see [9]. For a recent physics
paper that looks at real symmetric H with e−iH = U for U a time evolution operator, see [15]. A paper which computes an
imaginary Hermitian H so that e−iH =U for an orthogonal matrix U is [10].
Our main concern is accuracy, not speed. An accurate log of a unitary will be anti-Hermitian, have exponential close to the
input matrix, and be either real or purely imaginary when appropriate. An accurate square root of a unitary U will be a matrix
V with V 2 ≈U and VV † ≈ I, and with V having an additional symmetry when appropriate.
After applying the appropriate square root algorithm to U several times, we can apply a Padé approximation, enforce the
needed symmetries, and end up with H that is Hermitian and has additional symmetries. We can apply a structured diagonal-
ization algorithm to H that then gives a structured diagonalization of U .
Several interesting results corresponding to some prior work on the subject of structured matrix logarithms computation
were reported in [3] and [4], these papers address the need to get a unitary output when computing the square root of a unitary,
although, to the best of our knowledge, the accuracy of practical applications of the methods proposed in these documents was
3not documented, and the cases of a small gaps at -1 were implicitly avoided.
The rest of the paper is organized as follows. Section II looks at how symmetries in a time-varying Hamiltonian lead to
symmetries in the unitary propagator. Section III takes a mathematical look at when structured logarithms and structured
diagonalizations exist for unitary matrices with symmetry. In Section IV some theoretical arguments and numerical methods
for the computation of symmetry preserving matrix square roots, are presented. The numerical methods for the computation of
symmetry preserving matrix logarithms are presented in Section V. In Section VI some prototypical algorithms for symmetry
preserving matrix diagonalization, that are based on the computational methods in Section V, are studied.
II. TIME EVOLUTION, WITH SYMMETRIES
A. Floquet systems
We consider very general Floquet systems, not simply the crystalline systems, but also those based on quasicrystals and
such. Thus we will not have momentum space. Given a periodically varying Hamiltonian H(t), with time period T , the
standard procedure is to consider the Floquet operator, which is the time evolution operator U(T ) =U(0,T ), and then derive a
Floquet Hamiltonian as some manner of a matrix logarithm. We define this formally as
HF =
i
T
log(U(T )). (2.1)
We are assuming here a finite Hilbert space, so there will be at least a small gap in the spectrum of U . If there are no symmetries
to consider, then one can select a suitable branch of logarithm to use as log in Equation 2.1. For many symmetries, this will not
work unless one is lucky enough to have a gap at −1. What one wants, in any case, is an operator HF such that
H†F = HF (2.2)
and
e−iT HF =U(T ). (2.3)
Our focus is on disordered, defective, amorphous or quasicrystalline systems where numerical computations will be im-
portant, so we desire effective numerical algorithms. The first step is computing the Floquet operator, by a time ordered
exponentiation, for example. We have little to add on the methods to use here. The second step is computing the matrix
logarithm of the Floquet operator. This is our focus.
Symmetries play a key role in the study of Floquet topological insulators, and arise in other aspects of physics. The definition
of a symmetry preserving Floquet system is generally defined in terms of symmetries on the periodic path of Hamiltonians H(t).
This then manifests itself as a symmetry on the Floquet operator. In theory then, the Floquet Hamiltonian HF can be chosen to
have an appropriate symmetry. The challenge we take up here is finding algorithms to compute HF from U(T ) so that HF has
appropriate symmetries and still satisfies Equations 2.2 and 2.3.
To see how symmetries percolate from the H(t) to the Floquet operator, it is convenient to use the Suzuki-Trotter expansion
U(T ) = lim
N→∞
e−i(T/N)H(T ) · · ·e−i(T/N)H(2T/N)e−i(T/N)H(T/N) (2.4)
A nice overview of the theory of periodically driven systems, including how to compute the Floquet operator, can be found in
[14]. For large N we have
e−i(T/N)H(T ) = e−i(T/N)H(0) ≈ I
and so we have also
U(T ) = lim
N→∞
e−i(T/N)H(T−T/N) · · ·e−i(T/N)H(T/N)e−i(T/N)H(0) (2.5)
which we will find useful when examining certain symmetries. In particular notice this implies
U(T )† = lim
N→∞
ei(T/N)H(0)ei(T/N)H(T/N) · · ·ei(T/N)H(T−T/N). (2.6)
4B. Time Reversal Symmetry, T 2 = I
We consider now the case where H(t) has time reversal symmetry with T 2 = I. If we perform an appropriate orthogonal
change of basis we can assume the time reversal antilinear operator T = T −1 is just conjugation of vectors. For simplicity,
we assume time-reversal symmetry about t = 0 so the assumption on the Hamiltonian is
H(−t) =T ◦H(t)◦T .
In terms of matrices, this becomes
H(−t) = H(t)∗
or
H(T − t) = H(t)∗
(The ∗ here means conjugation, so this is H(−t) = H(t) in mathematical notation.) We find then
U(T )∗ = lim
N→∞
ei(T/N)H(T )
∗ · · ·e−i(T/N)H(2T/N)∗e−i(T/N)H(T/N)∗
= lim
N→∞
ei(T/N)H(0) · · ·ei(T/N)H(T−2T/N)ei(T/N)H(T−T/N)
and so, by Equation 2.6, we have shown U(T )∗ =U(T )†. In more familiar mathematical terms, this means U(T ) is a complex
symmetric unitary matrix, so
U(T ) =U(T )> (2.7)
where > denotes transpose.
C. Time Reversal Symmetry, T 2 =−I
Should H(t) have time reversal symmetry with T 2 = −I, we can perform a similar analysis. Assume we have preformed
the appropriate orthogonal change of basis so that
T (ψ) = Zψ (2.8)
where
Z =
[
0 I
−I 0
]
.
Assuming time reversal about the origin, time reversal symmetry means
H(−t) =T ◦H(t)◦T
but this now translates to
H(−t) = ZH(t)∗Z.
Let us use the dual operation
X ] =−ZX>Z.
The dual operation is closely related to T , as explained in [11]. Time reversal symmetry now becomes
H(−t) = (H(−t))† = H(t)].
We find then
U(T )] = lim
N→∞
e−i(T/N)H(T )
] · · ·e−i(T/N)H(2T/N)]e−i(T/N)H(T/N)]
= lim
N→∞
e−i(T−T/N)H(T/N)e−i(T/N)H(T−2T/N) · · ·e−i(T/N)H(0)
which means
U(T )] =U(T ). (2.9)
Thus U(T ) is a unitary, self-dual matrix.
5D. Chiral Symmetry
A simple form of Chiral symmetry we might find for some periodic systems is
ΓH(t)Γ=−H(−t)
where Γ is a unitary matrix that squares to one. A common choice would be
Γ=
[ −IN/2 0
0 IN/2
]
(2.10)
which of course means N is even.
Assuming this symmetry, we find
ΓeXΓ= Γ
(
∑ 1n!X
n
)
Γ=∑ 1n! (ΓXΓ)
n = eΓXΓ
and
ΓU(T )Γ= lim
N→∞
ei(T/N)H(−T ) · · ·ei(T/N)H(−2T/N)ei(T/N)H(−T/N)
= lim
N→∞
(
e−i(T/N)H(−T/N)e−i(T/N)H(−2T/N) · · ·e−i(T/N)H(−T )
)†
=
(
lim
N→∞
e−i(T/N)H(T−T/N)e−i(T/N)H(T−2T/N) · · ·e−i(T/N)H(0)
)†
and finally
ΓU(T )Γ=U(T )†. (2.11)
III. SYMMETRY PRESERVING EFFECTIVE HAMILTONIANS
A. Principal logarithms
Since the Floquet operator U(T ) is unitary, in the finite dimensional case it is a normal matrix and the spectral theorem
applies. In terms of matrices the spectral theorem for normal matrices tells us
U(T ) = QDQ†
where Q is another unitary matrix and D is diagonal with diagonal entries on the unit circle. In the equivalent picture of Floquet
eigenstates the statement is that there is a orthogonal basis of ψ j with
U(T )ψ j = eiα jψ j, (−pi < α j ≤ pi).
An effective Hamiltonian is then
HF = QAQ† (3.1)
where A is diagonal with diagonal entries α1, . . . ,αN .
If we can find an additional symmetry in the orthogonal basis we should be able to find an effective Hamiltonian with the
desired symmetry. This implication does not lead us to an algorithm, but it is illuminating.
It is the possibility of −1 in the spectrum that makes even the theory more difficult. If −1 is not in the spectrum of U(T )
we can use the functional calculus which, as has been noted many times before, has a tendency to preserve symmetries. Again,
this does not lead us to an algorithm. It does provide a way to consider also non-unitary matrices, with symmetries, and how
their principal logarithms pick up related symmetries.
For a given matrix X ∈Cn×n, a logarithm L∈Cn×n of X is any matrix such that eL = X . We assume that X has no eigenvalues
on R− = (−∞,0] so that the existence of a unique principal logarithm is assured as shown in the following theorem.
Theorem 3.1. [6, Theorem 1.31.] Let X ∈ Cn×n have no eigenvalues on R−. There is a unique logarithm L of X all of whose
eigenvalues lie in the strip {z ∈ C :−pi < Im(z)< pi}. We refer to H as the principal logarithm of X and write H = log(X).
6It is easy to check (using power series) that for any X with spectrum avoiding R− that if L is the principal logarithm of X
then eL
†
= X† so uniqueness tells us
log(X†) = log(X)†. (3.2)
A useful formula for theoretical work is to express the principal logarithm via the analytic functional calculus. This works
for bounded operators just as well as for matrices. Still assuming X have no spectrum on R−, we have
log(X) =
∮
γ
log(z)(z−X)−1 dz
where γ is a positively oriented contour that encloses the spectrum of X and is within the complement of R−.
The following holds true for bounded operators on Hilbert space, provided one uses a sensible definition of transpose, the dual
operation and the unitary symmetry Γ. For matrices, these were defined in §II. In the matrix case, Theorem 3.2 is substantially
the same as [8, Theorem 3.1].
Theorem 3.2. Assume X ∈Cn×n have no eigenvalues on R− and that L is the principal logarithm of X. Then the following are
all true.
1. If X is unitary then L† =−L.
2. If X is complex symmetric then L is complex symmetric.
3. If X is real then L is real.
4. If X is self-dual then L is self-dual.
5. If ΓXΓ= X† then ΓLΓ= L†.
Proof. (1) When X is unitary, it is normal and so the holomorphic functional calculus equals the continuous functional calculus.
That is, we can compute L = log(X) as in Equation 3.1 where it is evident that L† = −L (notice in defining an effective
Hamiltonian we would use −iL).
For the other parts of the proof we need to use the holomorphic functional calculus, so select γ , a positively oriented loop
that encloses the spectrum of U and avoids R−. Then
L =
∮
γ
log(z)(z−X)−1 dz. (3.3)
(2) The transpose operation pulls inside a path integral, so
log(X)> =
∮
γ
log(z)
(
z−X>
)−1
dz = log(X>). (3.4)
Thus the assumption X> = X leads to log(X)> = log(X).
(3) Now assume X is real, so that X† = X>. Then by Equation 3.4 we have log(X†) = log(X)>, while by Equation 3.2 we
have log(X†) = log(X)†. Thus log(X)> = log(X)† and so is also real.
(4) This proof is similar to the proof of (2), relying on the formula
log(X)] =
∮
γ
log(z)
(
z−X ]
)−1
dz = log(X ]). (3.5)
(5) Now consider the additional assumption that ΓXΓ= X†. Then
ΓLΓ=
∮
γ
Γ log(z)(z−X)−1Γdz
=
∮
γ
log(z)(z−ΓXΓ)−1 dz
=
∮
γ
log(z)
(
z−X†)−1 dz
= log(X†).
Thus we have proven ΓLΓ= L†.
In the following subsections, we examine the case of a unitary with −1 in the spectrum, assuming an additional symmetry.
We limit the discussion to both cases of time reversal symmetry and Chiral symmetry.
7B. Time Reversal Symmetry, T 2 = I
If the Floquet operator U(T ) is complex symmetric, as well as unitary, we can use another variation on the spectral theorem.
If we let
X =
1
2
(
U(T )†+U(T )
)
and
Y =
i
2
(
U(T )†−U(T ))
then one can easily verify that X and Y are commuting real symmetric matrices with U(T ) = X + iY . The spectral theorem for
commuting real symmetric matrices tells us
X = QGQ>, Y = QMQ>
for some real orthogonal matrix Q and diagonal matrices G with real diagonal elements γ1, . . . ,γN and M with real diagonal
elements µ1, . . . ,µN . If we set D = G+ iM then we will have achieved
U(T ) = QDQ†
with D diagonal with diagonal entries on the unit circle and now Q a real orthogonal matrix. This means we can select the
Floquet eigenstates to be real. Also Equation 3.1 now tells us that the effective Hamiltonian can be taken to be a real symmetric
matrix.
C. Time Reversal Symmetry, T 2 =−I
If the Floquet operator U(T ) is self dual, as well as unitary, we can write U(T ) = A+ iB with A and B commuting self-dual,
Hermitian matrices. There is a spectral theorem for commuting Hermitian self-dual matrices [11, Theorem 2.4] that tells us
X = QGQ†, Y = QMQ†
for Q a unitary with Q◦T =T ◦Q and where
G =
[
G0 0
0 G0
]
, M =
[
M0 0
0 M0
]
and G0 and M0 are diagonal with real diagonals γ1, . . . ,γN/2 and µ1, . . . ,µN/2. Here the T we have in mind is as defined in
Equation 2.8. Again we set D = G+ iM and we have
U(T ) = QDQ†
for Q unitary with Q◦T =T ◦Q and
D =
[
D0 0
0 D0
]
with D0 diagonal with diagonal eiα1 . . . . ,eiαN/2 and the α j real. The condition Q ◦T = T ◦Q means that column j+N/2 of
Q is the result of T applied to column j of Q. Thus we can find an orthogonal basis of Floquet eigenstates that appear in time
reversal pairs, ψ j,T (ψ j), with
U(T )ψ j = eiα jψ j
and
U(T )T (ψ j) = e−iα jT (ψ j).
This also means we can find an effective Hamiltonian that is a self-dual, Hermitian matrix.
8D. Chiral Symmetry
Assume Γ is a unitary matrix with Γ2 = I. We only concern ourselves with the case where the +1 and −1 eigenspaces for Γ
are of the same dimension. Up to a unitary change of basis, we are able to assume then
Γ=
[
IN/2 0
0 −IN/2
]
where N is even.
The following must certainly have appeared somewhere in the literature. As the proof is short, we include it.
Theorem 3.3. Suppose U is a unitary matrix with
ΓUΓ=U†.
Then there are matrices Q and D such that
D =
[
D11 D12
D21 D22
]
has N/2-by-N/2 blocks that are diagonal, Q is unitary with
ΓQΓ= Q
and
U = QDQ†.
Moreover, we can do all the above with the added condition that the D jk are real matrices.
Proof. We will prove the first statement by induction on N. In the case case, N = 2 and we can use Q = I and D =U .
Now assume that U is a unitary with this symmetry, that N ≥ 4, and that the theorem is true for unitaries of size (N−2)-by-
(N−2). The spectral theorem for normal matrices applies to U . Thus, if
Uv = λv
for unit vector v then also U†v = λv. Thus ΓUΓv = λv which implies
UΓv = λΓv.
Of course λ must be on the unit circle.
First suppose there is some unit eigenvector v for U for which λ is not real. Then Γv is an eigenvector for λ , which is not
equal to λ , which implies that Γv is orthogonal to v. Consider the two vectors
w± =
1√
2
v± 1√
2
Γv.
These are both unit vectors, and
Γw± =±w±
so w+ is in CN/2⊕0 while w− is in 0⊕CN/2. Thus we can find an orthogonal basis of the form
b1, . . . ,bN/2,c1, . . . ,cN/2
with b1 =w+, c1 =w−, each bk in CN/2⊕0 and each ck in 0⊕CN/2. Notice that {b1,c1} spans an invariant subspace for U ,
and so also the span of
b2, . . . ,bN/2,c2, . . . ,cN/2
is an invariant subspace for U . It is also an invariant subspace for Γ, and the restriction of Γ to that subspace has still balanced
+1 and −1 eigenspaces. By the induction hypothesis, we can find a new basis
b˜2, . . . , b˜N/2, c˜2, . . . , c˜N/2
9for this subspace so that each span(b˜k, c˜k) is an invariant subspace for U . Thus
b1, b˜2, . . . , b˜N/2,c1, c˜2, . . . , c˜N/2
gives the desired basis needed to define Q.
The remaining case is where U has eigenvalues only at ±1. This means U† =U and so Γ commutes with U . Commuting
Hermitian matrices can be diagonalized by one unitary Q. Commuting with Γ means ΓQΓ = Q. Since D = Q†UQ will be
diagonal, it will certainly have the desired diagonal blocks.
To get the second statement, it suffices to understand the 2-by-2 case. Given
U =
[
a b
c d
]
with ΓUΓ=U†, since
ΓUΓ=
[
a −b
−c d
]
we see that a and d are already real, and c = b. If |γ|= 1 is the phase such that γb is real, then the equation[
1 0
0 γ
][
a b
b d
][
1 0
0 γ
]†
=
[
a γb
γb d
]
show how to alter Q to still commute with Γ but not make the blocks real as well as diagonal.
If there are no eigenvalues of U equal to±1 then the proof just given indicates how to select eigenvectors in pairs of the form
v,Γv. The eigenspaces of U for λ = ±1 need special care, and it is simply not always possible to form the pairs desired. We
need to assume more about U .
Let us now consider the λ = 1 eigenspace E+1 of U . If Uv = v then UΓv = Γv and so E+1 is an invariant subspace of Γ.
Thus we can decompose E+1 into
E+1 = E++1⊕E−+1
where Γ acts like 1 on vectors in E++1 and like −1 on vectors in E−+1. If
dim(E++1) = dim(E
−
+1)
then we can get structured eigenvectors within E+1 as follows. Take any orthonomal basis e1, . . . ,ek of E++1 and any orthonomal
basis f1, . . . ,fk of E−+1. Set
v j =
1√
2
e j +
1√
2
f j
and notice
Γv j =
1√
2
e j− 1√
2
f j.
Then v1,Γv1, . . . ,vk,Γvk is a basis of the eigenspace of U for +1.
The eigenspace for λ = −1 is dealt with similarly. The eigenvalues that are not real lead to structured pairs as discussed in
the proof of Theorem 3.3.
In practice, computing the spaces E±−1 is not a numerically stable operation. Forturnately, there is an invariant (coming from
K-theory, ultimately) that is stable to compute and that tells us if dim(E+−1) equals dim(E
−
−1) . We stick with the special case
where Γ has eigenvalues ±1 of equal multiplicity so that the obstruction for the E−1 vanishes exactly when the the obstruction
for the E+1 vanishes, and so we need only a single invariant.
This invariant uses the signature. For an invertible Hermitian matrix X , the signature of X , denoted sig(X), is the number of
positive eigenvalues of X minus the number of negative eigenvalues of X , each counted with multiplicity.
Lemma 3.4. If U is a unitary with ΓUΓ=U† then UΓ is Hermitian and invertible,
1
2
sig(UΓ) (3.6)
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is an integer, and
1
2
sig(UΓ) = 0
if and only if
dim(E+−1) = dim(E
−
−1) (3.7)
for the subspaces E±−1 defined as above.
Proof. We know ΓU† =UΓ and so
(UΓ)† = ΓU† =UΓ.
Notice UΓ is a product of unitary matrices, so is unitary, so is very much invertible. Since N is even, the signature of UΓ must
be even. We can decompose U as U = QDQ† for D with diagonal blocks and Q a unitary with ΓQΓ= Q. Then
Q†UΓQ = Q†UQΓ= DΓ.
The signature is invariant under unitary conjugation, so
1
2
sig(UΓ) =
1
2
sig(DΓ).
We can thus reduce to the case of D with diagonal blocks. As both the signature and Equation 3.7 respect direct sums, we can
reduce further to the two-by-two case.
If N = 2 then
D =
[
cos(θ) −sin(θ)
sin(θ) cos(θ)
]
for some θ in [0,2pi] or
D =
[
1 0
0 1
]
or
D =
[ −1 0
0 −1
]
.
The theorem is easy to check in all three cases.
Lemma 3.5. Suppose U is a unitary with ΓUΓ=U†. If there is a Hermitian matrix H with ΓH =−HΓ and e−iH =U then
1
2
sig(UΓ) = 0.
Proof. We note first
1
2
sig(IΓ) = 0
and that
1
2
sig(e−itHΓ)
varies continuously in t. As this is always an integer it is constant, so
0 =
1
2
sig(e−itHΓ) =
1
2
sig(UΓ).
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Remark 3.6. If a unitary U with ΓUΓ=U† has a square root V that is also a unitary with ΓVΓ=V †, then V has a structured
logarithm and so also does U. Thus 12 sig(UΓ) 6= 0 is also an obstruction to finding structured square roots.
Now we see this index gives us the only obstruction to finding a structured logarithm.
Theorem 3.7. If U is a unitary with ΓUΓ=U† and
1
2
sig(UΓ) = 0
then there is a Hermitian matrix H with ΓH =−HΓ and e−iH =U.
Proof. In the special case where−1 is not in the spectrum,we just use the standard branch of logarithm and define H = i log(U).
Theorem 3.2 tells us that H† = H and ΓHΓ=−H. If −1 is in the spectrum of U , one cannot use any other branch of logarithm
as these fail to have the correct symmetry and H will as well. We need to carefully split apart the eigenspace of −1 and assign
some parts the new eigenvalue pi , and assign other parts the eigenvalue −pi .
Once more we decompose U as U = QDQ† for D real and block diagonal, and Q a unitary with ΓQΓ= Q. We are assuming
1
2 sig(UΓ) = 0, or equivalently
1
2 sig(DΓ) = 0. Next we find K with ΓK = −KΓ and e−iK = D. This can be done in (graded)
two-by-two blocks, which we can assume only come in the form
Bθ =
[
cos(θ) −sin(θ)
sin(θ) cos(θ)
]
for various θ in (−pi,pi]. Since the index invariant is zero, by Lemma 3.4, we can combine the one-by-one blocks into Bpi and
B−pi . Since
Bθ = QθDθQ
†
θ
for
Dθ =
[
cos(θ)− isin(θ) 0
0 cos(θ)+ isin(θ)
]
and
Qθ =
1√
2
[ −i i
1 1
]
we can define
Hθ = Qθ
[ −θ 0
0 θ
]
Q†θ =
[
0 iθ
−iθ 0
]
.
Taking blocked direct sums of these and we find a block-diagonal real matrix K of the form
K =
[
0 K0
−K0 0
]
with e−iK = D. The desired H is QKQ†.
Lemma 3.8. If the Floquet Hamiltonian H(t) has chiral symmety ΓH(t)Γ = −H(−t), for Γ with eigenspaces for −1 and for
+1 of the same dimension, then
1
2
sig(U(T )Γ) = 0.
Proof. For t in [0,T/2] we have
U(t,T − t) = lim
N→∞
e−i∆H(tN) · · ·e−i∆H(t2)e−i∆H(t1)
where ∆= T−2tN and t j = t+ j∆, as well as
U(t,T − t) = lim
N→∞
e−i∆H(tN−1) · · ·e−i∆H(t2)e−i∆H(t0).
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Since
tN− j = T − t j
we find
Γe−i∆H(t j)Γ= ei∆H(−t j) = ei∆H(T−t j) = ei∆H(tN− j)
and so
ΓU(t,T − t)Γ= lim
N→∞
ei∆H(t1) · · ·ei∆H(tN−1)ei∆H(tN)
= lim
N→∞
(
e−i∆H(tN)e−i∆H(tN−1) · · ·e−i∆H(t1)
)†
=U(t,T − t)†.
Thus U(t,T − t) is a continuous path of unitaries with this symmetry. Since
1
2
sig(U(t,T − t)Γ)
is constant, we see
1
2
sig(U(T )Γ) =
1
2
sig(IΓ) = 0.
Theorem 3.9. If the Floquet Hamiltonian H(t) has chiral symmety ΓH(t)Γ=−H(−t) for Γ with eigenspaces for −1 and for
+1 of the same dimension, then there is a Hermitian matrix H with
ΓH =−HΓ
and
e−iH =U(T ).
Moreover, there is an orthonormal basis b1, . . . ,bN and unit scalars λ1, . . . ,λN with Hb j = λ jb j, for j = 1, . . . ,N, and
Γb j = bN
2 + j
,
λ j = λN
2 + j
for j = 1, . . . ,N/2.
Proof. Lemma 3.8 tells us that Theorem 3.7 applies, so there is a Hermitian matrix H so that ΓH =−HΓ and e−iH =U(T ).
The method to find a structured orthonormal basis of eigenvectors for U(T ), and hence for H, was described in the proof of
Theorem 3.3 and the discussion after the proof.
IV. SYMMETRY PRESERVING MATRIX SQUARE ROOTS
A. Matrix preserving functional calculus
A matrix X ∈ Cn×n with no eigenvalues in R− has principal square root R = X1/2 defined by applying the principal branch
of the scalar square root function via functional calculus. In particular, for a unitary U with −1 not in the spectrum, this is a
unitary V with spectrum within the open right half of the unit circle so that V 2 =U . For unitary V with −1 in the spectrum,
we can look for one of many unitary matrices V with V 2 = U and spectrum in the closed right half of the unit circle. We
start looking at an algorithm that works for unitaries with −1 not in the spectrum that tends to preserve symmetries during the
calculation.
First, a theorem that explains why it makes sense to search for a matrix square root algorithm that preserves various symme-
tries.
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Theorem 4.1. Assume X ∈ Cn×n have no eigenvalues on R− and that R is the principal square root of X. Then the following
are all true.
1. If X is unitary then R is unitary.
2. If X is complex symmetric then R is complex symmetric.
3. If X is real then R is real.
4. If X is self-dual then R is self-dual.
5. If ΓXΓ= X† then ΓRΓ= R†.
Proof. Since it is easy, using power series, to see how symmetries in a matrix lead to symmetries in the exponential of that
matrix, these are all easily proven via the formula
R = exp
(
1
2
log(X)
)
and Theorem 3.2.
There are many algorithms to compute a matrix square root [6]. One algorithm has been noted to behave well for many
symmetries [8] relies on an iteration
Yk+1 =
1
3
Yk
[
I+8(I+3ZkYk)
−1
]
, (4.1)
Zk+1 =
1
3
[
I+8(I+3ZkYk)
−1
]
Zk. (4.2)
Given the initial conditions Y0 = A and Z0 = I this leads to good convergence Yk→ A 12 for A with spectrum avoiding R−, as is
explained in [8, Section 6]. The following result shows why, in theory at least, this algorithm will return an approximate square
root that is unitary when the input is unitary, and has an additional symmetry when the input has that additional symmetry.
Theorem 4.2. Suppose Y and Z are matrices such that I−3ZY is invertible, and let
Y ′ =
1
3
Y
(
I+8(I+3ZY )−1
)
,
Z′ =
1
3
(
I+8(I+3ZY )−1
)
Z.
1. If Y and Z are unitary then Y ′ and Z′ are unitary.
2. If Y and Z are complex symmetric then Y ′ and Z′ are complex symmetric.
3. If Y and Z are real then Y ′ and Z′ are real.
4. If Y and Z are self-dual then Y ′ and Z′ are self-dual.
5. If ΓYΓ= Y † and ΓZΓ= Z† then ΓY ′Γ= Y ′† and ΓZ′Γ= Z′†.
Proof. (1) This was proven in [8]. Note that the scalar identity
1
3
(
1+
8
1+3z
)
=
3+ z
1+3z
(4.3)
shows that the function sends the unit circle to the unit circle, so for any unitary matrix U the matrix
1
3
(
I+8(I+3U)−1
)
is also unitary.
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Algorithm 1 The algorithm from [8, Section 6], applied to a unitary that might have an additional symmetry.
Input: unitary matrix U with −1 /∈ σ(U).
Output: V a unitary with V 2 ≈U with the same symmetry as U .
Y ←U
Z← I
repeat
Y0← Y
Z0← Z
C← (1/3)(I+8(I+Z0R0)−1)
Y ← Y0C
Z←CZ0
until Y ≈ Y0
return V = Y
(2) Assuming Y> = Y and Z> = Z we have
Y ′> =
1
3
(
I+8
(
(I+3ZY )−1
)>)
Y
=
1
3
(
I+8(I+3Y Z)−1
)
Y
=
1
3
Y
(
I+8(I+3ZY )−1
)
= Y ′,
where the last step uses the standard fact about the holomorphic functional calculus that f (AB)A = A f (BA) so long as f (AB)
and f (BA) make sense. The proof for Z′ is similar.
(3) This is obvious.
(4) This is similar to the proof of (2).
(5) Assuming ΓYΓ= Y † and ΓZΓ= Z† we have
ΓY ′Γ=
1
3
ΓYΓ
(
I+8
(
(I+3ΓZΓΓYΓ)−1
))
=
1
3
Y †
(
I+8
(
I+3
(
Z†Y †
))−1)
=
(
1
3
(
I+8(I+3(Y Z))−1
)
Y
)†
=
(
1
3
Y
(
I+8(I+3(ZY ))−1
))†
= Y ′†
and the proof for Z′ is similar.
We now consider Algorithm 1, which is essentially that given in [8, Theorem 6.1.]. Theorem 4.2 shows that this iterative
algorithm will respect the property of being unitary while at the same time preserve various symmetries of importance in
physics.
In practice, it is not even possible to start Algorithm 1 as it requires before it starts the condition UU† = I. This is not likely
to hold in finite-precision arithmetic. We need to deal with approximate unitaries and matrices as well as confront approximate
symmetries.
B. Enforcing symmetries
We need to confront the fact that U†U will almost never equal the identity if we are working in floating point arithmetic. It
is difficult to do a theoretical analysis on how the error in Y ′ and Z′ being unitary relates to the error in Y and Z being unitary,
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Algorithm 2 Symmetry enforcing algorithm for computing a matrix square root.
Input: matrix U with −1 not close to σ(U) and U†U ≈ I
Output: V a matrix with V †V ≈ I and V 2 ≈U with the same symmetry as U .
Y ←U
Z← I
repeat
Y0← Y
Z0← Z
C← (1/3)(I+8(I+Z0R0)−1)
Y ← Y0C
Z←CZ0
Y ← (1/2)(Y +(Y †)−1)
Z← (1/2)(Z+(Z†)−1)
Enforce any needed symmetry on Y
Enforce any needed symmetry on Z
until Y ≈ Y0
return V = Y
where these are defined as in Theorem 4.2. However, numerical experimentation with
U =
[
ei3.1415926 10−12
0 e−i3.1415926
]
quickly reveals that this is going to be a problem. Applying the iteration as in Algorithm 1 shows that that the error in Yj being
unitary grows about one order of magnitude every two iterations. One can run the supplemental file test_generic_root.m
to see this calculation. In this situation, the generic algorithm returns V with
‖V 2−U‖ ≈ 9×10−16,
which is great, except that
‖V †V − I‖ ≈ 4×10−7,
which is not so great.
Some of the symmetries and relations considered here require effort to make the algorithms match the theory. For example,
when computing structured square roots, Theorem 4.2 tells us that if Y0 and Z0 are symmetric unitaries then
Y1 =
1
3
Y0
[
I+8(I+3Z0Y0)
−1
]
is again a symmetric unitary. In practice, even if the relations
Y>0 = Y0, Z
>
0 = Z0, Y0Y
†
0 = I Z0Z0
† = I
hold exactly, numerical errors mean that we only have
Y>1 ≈ Y1, Y1Y1† ≈ I.
Left unchecked, these errors will grow as the iteration continues. A fix that works well here is to adjust the intermediate
matrices to be closer to unitary and exactly satisfy other symmetries if appropriate.
We can easily enforce symmetry. If U> is close to U we just replace a matrix U by
U ′ =
1
2
(
U +U>
)
. (4.4)
A similar averaging will enforce the symmetries such as U† = ΓUΓ. If we regard “being real” as a symmetry, this is generally
enforced by using real floating point arithmetic instead of complex floating point arithmetic.
The relation U†U = I is a bit different. To begin with, it is highly unlikely that this literally holds. The best we can hope for
is something like
∥∥U†U− I∥∥ ≤ 10−12 in a suitable norm. This error can grow as the iteration continues. In practice, we can
reduce an already small error to be even smaller by replacing in intermediate matrix V by
1
2
(
V +
(
V †
)−1)
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Figure 1. Accuracy of the new algorithm is the solid blue line with diamonds. Accuracy of standard (Matlab) algorithm is the solid red with
circles. Error in square of the root versus square of the original, the dotted blue line for the new algorithm, the dotted red line with diamonds
for the standard algorithm. This is for generic complex unitary matrices, with a gap at −1 in the spectrum of variable sizes. The test matrices
here are with N = 200.
which is one step in a basic implementation of a Newton type method for computing the polar part of an invertible matrix [7,
§3.2]. In practice, we find this suffices to compensate for the non-unitary nature of the numerical errors in the iterative algorithm
for computing a matrix square root of a unitary matrix.
The resulting algorithm is listed as Algorithm 2. We have only tested this carefully for the case of U being a generic unitary,
complex symmetric unitary or a unitary matrix with the Chiral symmetry. It should adapt to all manner of symmetry, so long
as one has an averaging formula like Equation 4.4 to enforce that symmetry.
We provide all the Matlab programs needed to recreate the data in the figures as supplementary files [12]. A basic imple-
mentation of Algorithm 2 is in supplementary file sqrtu_basic.m. This implementation does not check the input in any way.
In particular, if called on a class AIII unitary with nontrivial index it will fail.
C. Forward and Backward stability
We compare forward and backward stability of the new algorithm to the stability of a standard matrix square root algorithm,
sqrtm in Matlab. Since the standard branch of the logarithm is discontinuous at −1 we expect forward stability to lessen as the
gap at −1 closes.
Figure 1 and Figure 2 show the average, computed across ten test unitaries, of forward and backward error. One works with
generic unitary matrices, the other with symmetric unitary matrices. The matrix size and symmetry class have little effect here.
To make the task a bit more complicated, the matrices we selected have four eigenvalues at the prescribed arc distance to −1.
The square root of the matrix was formed first, then that was squared to be the input to the algorithms.
The takeaway from these tests are that our algorithm is about as good in forward and backward stability as a well-established
algorithm. The improvement is in the output being unitary, and having other desired symmetries, when the input is unitary.
D. Preservation of symmetries
We want our square roots to be unitary, and perhaps approximately satisfy an additional symmetry. In Figures 3-5 we see a
huge improvement in our algorithm relative the generic algorithm. Some of the errors in the new algorithm are zero, which get
plotted as 5×10−20 to make them show up on the log-log plot.
One might consider just taking the output V of the standard algorithm and enforce on that the extra symmetries and then
computing the polar decomposition. In cases were
∥∥VV †− I∥∥≈ 10 (happens frequently) it may be that V is singular and there
is not a well defined unitary polar part. This approach seems impossible.
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Figure 2. As in Figure 1 but now for symmetric unitary matrices, with a gap at −1 in the spectrum of variable sizes and with N = 1000.
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Figure 3. For N = 500 and symmetric unitary matrices. Blue with diamonds indicates the new algorithm, red with circles indicates a standard
algorithm from Matlab. Solid line indicates error in being unitary. The dotted lines indicate the error in being symmetric (0 is plotted as
5×10−20 to make it visible in a log-log plot.
E. Nudging away from the fixed point with disorder
We will present in §IV C data on the accuracy of Algorithm 2. The upshot is that it is very accurate, even if the spectrum of
U includes a point very close to −1.
In theory, if the input unitary U has an eigenvalue at, or extremely close to −1, then Algorithm 2 should fail to converge.
This is a rare problem, in practice, unless there is an actual obstruction as in the chiral case. It seems that round-off errors are
enough to have the effect of nudging eigenvalues away from −1. Of course, if the index in Equation 3.6 does not vanish, then
there will be always at least one eigenvalue stuck at −1. This “topological protection” will mean no structured square root
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Figure 4. Same as in Figure 3, but for N = 500 and AIII symmetric unitary matrices. The dotted lines indicate the error in the relation
ΓUΓ=U†.
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Figure 5. Same as in Figure 3, but for N = 500 and general complex unitary matrices. There is no second relation to check.
exists, so the algorithm was expected fail in this situation.
It should be easy to program so as to avoid even the rare case where numerical errors are not enough to make the eigenvalue
at −1 behave as if it is not really at −1. After a number of iterations in Algorithm 2 one could add a random matrix to R0 that
is small and mostly living in the eigenspaces for R0 near −1. Alternately, one could just re-run Algorithm 2 with a unitary that
is created as the unitary close to small random perturbation of the original unitary.
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Algorithm 3 Symmetry enforcing algorithm for computing a matrix logarithm.
Input: matrix U with −1 not close to σ(U) and U†U ≈ I
Output: H a matrix with H† =−H and exp(H)≈U with the same symmetry as U .
R←U1/32 using Algorithm 2 five times.
H← r7(R− I)
H← 12 (H−H†)
H← 32H
Enforce any needed symmetry on H
V. SYMMETRY PRESERVING MATRIX LOGARITHMS
A. Inverse scaling and squaring
In this section we will build on the ideas presented in [2, §2.3.]. We will adapt the structured inverse scaling and squaring
method proposed in [2] to derive an approximation method of log(U) for any symmetric unitary matrix U ∈ Cn×n.
Given a unitary matrix U , perhaps with an additional symmetry, the structured approximation method proposed in this section
will be obtained by taking repeated square roots via Algorithm 2, followed by applying the [n/n] Padé approximant rn of the
function log(1+ x) for a modest sized n.
In order to estimate the approximation error of the matrix logarithm computation one can apply [6, Thm. 11.6]. This states
that for any subordinate matrix norm,
‖rn(X)− log(I+X)‖ ≤ |rn(−‖X‖)− log(1−‖X‖)|.
given any matrix X with ‖X‖< 1.
After taking square root five times of a unitary U , we can expect a matrix V with spectrum on the arc between e±pii/32.
Assuming some numerical errors, we still may assume the spectrum of V will be within 0.1 of 1. A numerical plot of
x 7→ r7(−x)− log(1− x)
over the interval [−0.1,0.1] shows that the error, in the spectral norm, of applying r7(λ ) to V − I instead of log(1+λ ) will be
less than 1.3×10−16.
Our algorithm is then to apply our symmetry preserving square root algorithm five times, use r7 to get a log of that, and
rescale. One can vary this and take k root and use rn but one cannot increase both n and k by much without introducing
numerical errors that overwhelm the increase in accuracy in the Padé approximant. We shall see that the resulting logarithm
performs about as well as can be expected when using double floating point arithmetic.
Our algorithm for structured logarithms is summarized as Algorithm 3. This is implemented in the supplementary file
logsu_basic.m in [12].
B. Forward and backward stability
After the first square root is calculated, the rest of the algorithm involves computing functional calculus applied to matrices
whose spectrum stays well away from any point of discontinuity. The numerical study we preformed on Algorithm 3 gives data
that looks a lot like the data on the accuracy of Algorithm 2 so we omit most of it. See Figure 6 for a some of the data. Again,
if we ignore the need for the answer being unitary, then the new algorithm is roughly comparable to a standard algorithm,
although it does improve on the standard algorithm on backward error when the gap at −1 is small.
C. Preservation of symmetry
We want our logarithms to be anti-Hermitian, and perhaps approximately satisfy an additional symmetry. Here we see a huge
improvement in our algorithm relative the the generic algorithm. Some of the errors in the new algorithm are zero, which get
plotted as 5×10−20 to make them show up on the log-log plot. See Figures 7-9.
One might just take the output V of the standard algorithm, enforce the extra symmetries and then compute the polar decom-
position. In cases were
∥∥VV †− I∥∥≈ 10 (happens frequently) it may be that V is singular and there is not a well defined unitary
polar part. This approach seems impossible.
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Figure 6. Comparing foward and backward stability of Algorithm 3 with the built in Matlab function logm. This is for test unitaries
constructed as for the root test, with no additional symmetry for unitary matrices with N = 200.
VI. SYMMETRY PRESERVING MATRIX DIAGONALIZATION
A. Diagonalize a unitary via its log
In this section we will consider a symmetry preserving matrix diagonalization method, for unitary matrices with time reversal
and Chiral symmetry. For any unitary Q we have
QeU Q† = eQUQ
†
,
so the theory is telling us that if we do a good job finding a logarithm L of a unitary matrix U then we can diagonalize U by
diagonalizing L. We can also diagonalize H =−iL.
The advantage of working with H where eiH =U is that H will be Hermitian, and there are many available algorithms for
finding an orthogonal basis of eigenvectors of Hermitian matrices. Unfortunately, there are not easily available algorithms
available for a structured diagonalization of a Hermitian matrix with the a added symmetries corresponding to some of the
Atland-Zirnbauer symmetry classes [1]. A very adaptable method of diagonalization is the Jocobi method. Since this applies
to all normal matrices [16], one might just as well compute directly on U so we do not discuss this method further.
In the three symmetry classes we have focused on, there are rather standard methods to use on H. In the general complex
case H is just complex and Hermitian. In the complex symmetric case for U , we find H to be real and symmetric. In both cases,
there are very standard algorithms to use.
When U is in class AIII, then we find H to be odd, in that ΓH =−HΓ, as well as Hermitian. Thus
H =
[
0 A
A† 0
]
for a matrix A. There is a well known connection between the eigenvalues of H and the sigular values of A. See [5, §8.6.1], for
example. For the current setting, we know A is square. If A =UDV † for D diagonal and positive and U and V unitary, then
1√
2
[
U U
−V V
][ −D 0
0 D
](
1√
2
[
U U
−V V
])†
=
[
0 A
A† 0
]
.
Thus for H given that is Hermitian and odd, any algorithm that computes the full SVD of the top-right corner of H will give
also the a structured diagonalization of H. Specifically, Γ times the jth column of the unitary
1√
2
[
U U
−V V
]
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Figure 7. For N = 500 and symmetric unitary matrices. Blue with diamonds indicates the new algorithm, red with circles indicates a standard
algorithm from Matlab. Solid line indicates error in being antihermitian. The dotted lines indicate the error in being symmetric (0 is plotted
as 5×10−20 to make it visible in a log-log plot.
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Figure 8. Same as in Figure 7, but for N = 500 and AIII symmetric unitary matrices. The dotted lines indicate the error in the relation
ΓHΓ=−H for H the approximation to log(U).
equals the column in position j+N/2 so the orthogonal basis of eigenvectors occurs in the desired sort of pairs.
Our algorithm based on these ideas is summarized as Algorithm 4. This is implemented in the supplementary file
struct_unitary_diag.m in [12].
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Figure 9. Same as in Figure 7, but for N = 500 and general complex unitary matrices. There is no second relation to check.
Algorithm 4 Symmetry enforcing algorithm for diagonalizing a unitary matrix.
Input: matrix U with −1 not close to σ(U) and U†U ≈ I
Output: Q and D with Q structured unitary and D unitary and diagonal, such that U = QDQ†.
Compute L with eH =U , with L anti-Hermitian and with needed extra symmetries.
H←−iH
Compute Q and E with H = QEQ†, with E real symmetric and diagonal, and with Q a unitary with appropriate structure.
D← eiE
return Q,D
B. Testing the diagonalization of unitaries
We look at the quality of the diagonalization found by Algorithm 3 on random unitaries in three symmetry classes. We
compare this to applying the standard Matlab eigensolver to each unitary matrix. As that algoroithm is designed to work in
nonnormal matrices, it is not surprising it does a terrible job of finding orthogonal eigenvectors. Our results are summarized in
Figures 10-12.
Finally, we document the time needed for the structured unitary eigensolver. As expected, it behaves as roughly order N3
in time and seems to be slower than the standard algorithm by a constant factor. We show results only in the complex case, in
Figure 13, but the other cases look similar.
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Figure 10. Looking at the new diagonalization compared to a generic matrix diagonalization. Diamond markers are the new algorithm, circle
from the the generic Matlab eigensolver. Solid is accuracy of Uv = λv. Dotted is distance from the basis being orthogonal. Dashed is for
distance eigenvalues computed are away from the uni circle. This is for generic complex unitary matrices, with N = 1000.
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Figure 11. As in Figure 10 except, this is for symmetric complex unitary matrices, with N = 1000, and there are the additional plots, dash-dot,
for the distance of the basis from being real.
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Figure 12. As in Figure 10 except, this is for class AIII complex unitary matrices, with N = 1000, and there are the additional plots, dash-dot,
for the distance of the basis from being in time-reversal pairs.
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Figure 13. Time in seconds for the new eigensolver for unitary matrices, contrasted with the time needed for a generic, unstructured eigen-
solve. Here for complex unitary matrices of various sizes and gaps at −1. The large gaps are of size 10−2 and the small gaps of size 10−15.
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