Motivated by the seminal theory of Sure Independence Screening (Fan and Lv, 2008 , SIS), we investigate here another popular and classical variable screening method, namely, Forward Regression (FR). Our theoretical analysis reveals that FR can identify all relevant predictors consistently, even if the predictor dimension is substantially larger than the sample size. In particular, if the dimension of the true model is finite, FR can discover all relevant predictors within a finite number of steps. To practically select the "best" candidate from the models generated by FR, the recently proposed BIC criterion of Chen and Chen (2008) can be used. The resulting model can then serve as an excellent starting point, from where many existing variable selection methods (e.g., SCAD and Adaptive LASSO) can be applied directly. FR's outstanding finite sample performances are confirmed by extensive numerical studies.
INTRODUCTION
Modern scientific research very often encounters datasets with tens of thousands of variables. Nevertheless, only very few of them are believed to be truly relevant to the response. Thus, the problem of variable selection with an ultra-high dimensional predictor becomes a problem of fundamental importance (Fan and Li, 2006) . A lot of research efforts have been devoted to this subject during the past several years (Fan and Peng, 2004; Zou and Hastie, 2005; Candes and Tao, 2007; Huang et al., 2008; Fan and Lv, 2008; Zou and Zhang, 2008) .
Obviously, the traditional method of best subset selection is computationally infeasible for high dimensional data. As a result, various shrinkage methods have gain a lot of popularity during the past decade. Those methods include but are not limited to: the nonnegative garrotte (Breiman, 1995; Yuan and Lin, 2007) , the LASSO (Tibshirani, 1996) , bridge regression (Fu, 1998; Huang et al., 2008) , the SCAD (Fan and Li, 2001; Fan and Peng, 2004) , the elastic net (Zou and Hastie, 2005; Zou and Zhang, 2008) , the Adaptive LASSO (Zou, 2006; Zhang and Lu, 2007) , the penalized one-step estimator (Zou and Li, 2008) , and others. All those methods are very useful and can be formulated as penalized optimization problems, which could be selection consistent, if the sample size is much larger than the predictor dimension (Fan and Peng, 2004; Huang et al., 2008; Zou and Zhang, 2008) .
However, if the predictor dimension is much larger than the sample size, the story changes drastically. Consider for example those useful methods with non-convex objective functions (e.g., bridge regression, the SCAD, etc). With the predictor dimension much larger than the sample size, computationally how to optimize those non-convex objective functions remains a nontrivial task (Hunter and Li, 2005; Chen and Chen, 2008) . Efficient algorithms (Efron et al., 2004, LARS) do exist for LASSO-type meth-ods (e.g., the LASSO and the elastic net), where the objective functions are strictly convex. However, those methods are not selection consistent under a general design condition (Leng et al., 2006; Zou, 2006; Zhao and Yu, 2006; Jia and Yu, 2008) . Although the Adaptive LASSO is selection consistent under a general design condition (Zou, 2006; Zhang and Lu, 2007; Huang et al., 2007; Zou and Zhang, 2008; Zou and Li, 2008) , it requires the sample size to be much larger than the predictor dimension.
In fact, Adaptive LASSO cannot be directly implemented if the predictor dimension is larger than the sample size. This is because the adaptive weights utilized by the Adaptive LASSO rely on a consistent initial estimator for the unknown regression coefficients, which is usually not possible in the dimensional setup.
Then, how to conduct model selection in an ultra-high dimensional setup? One reasonable solution is variable screening. By doing so, the original ultra-high dimensional problem might be greatly simplified into a low dimensional one. Thereafter, many standard variable selection methods (e.g., the SCAD, the Adaptive LASSO, etc.) can be implemented easily. To this end, Fan and Lv (2008) developed the important theory of Sure Independence Screening (SIS), which is potentially useful for ultra-high dimensional data analysis.
The outstanding performance of SIS stimulates us to investigate another very popular yet classical variable screening method, i.e., Forward Regression (FR). As one type of important greedy algorithms, FR's theoretical properties have been considered in the past literature; see for example Donoho and Stodden (2006) and Barron and Cohen (2008) . Nevertheless, to our best knowledge, none of those pioneer research efforts has rigorously established FR's screening consistency, under an ultra-high dimensional setup; see (3.1) in Section 3.2 for a rigorous definition about screening consistency. In other words, we attempt to provide here a unique additional contribution to the exist-ing literature by establishing FR's screening consistency property, under an ultra-high dimensional setup. More specifically, we show that (both theoretically and numerically) FR can identify all relevant predictors consistently, even if the predictor dimension is considerably larger than the sample size. In particular, we find that, if the dimension of the true model is finite, FR might discover all relevant predictors within a finite number of steps. To practically select the "best" candidate from the models generated by FR, we find that the recently proposed BIC criterion of Chen and Chen (2008) can be used. The resulting model can then serve as an excellent starting point, from where many existing variable selection methods can be applied directly. FR's outstanding finite sample performances are confirmed by extensive numerical studies.
The rest of the article is organized as the follows. Next section introduces the model notations and the FR method. The theoretical properties are discussed in Section 3.
Numerical studies are reported in Section 4. Lastly, the article is concluded with a short discussion in Section 5. All technical proofs are left to the Appendix.
FORWARD REGRESSION METHOD

The Model and Notations
Let (X i , Y i ) be the observation collected from the ith subject (1 ≤ i ≤ n), where
is the response and
is the ultra-high dimensional predictor with d n and cov(X) = Σ. Without loss of generality, it is assumed that var(Y i ) = 1, E(X ij ) = 0, and var(X ij ) = 1. To model the regression relationship, we assume further
where
is the regression coefficient and ε i is the random noise, with mean 0 and finite variance σ
2
. X ij is referred to as a relevant (irrelevant) predictor, 
as the design matrix, X (M) is then the sub-design matrix corresponding to M. Lastly, let
be the response vector.
The FR Algorithm
Under the assumption that T exists, our main objective is to discover all relevant predictors consistently. To this end, we consider the following FR algorithm.
Step (1) (Initialization). Set S
Step (2) (Forward Regression).
(2.1) (Evaluation). In the kth step (k ≥ 1), we are given S (k−1) . Then,
, we construct a candidate model M
{j}. We then compute RSS
is a projection matrix and I n ∈ R n×n is the identity matrix.
(2.2) (Screening). We then find a k = argmin j∈F\S (k−1) RSS (k−1) j and update
Step (3) (Solution Path). Iterating Step (2) for n times, which leads a total of n nested candidate models. We then collect those models by a solution path
THEORETICAL PROPERTIES
The Technical Conditions
To gain theoretical insights about the FR algorithm, the following standard technical conditions are needed.
(C1) (Normality Assumption) Assume that both X and ε follow normal distributions.
(C2) (Covariance Matrix) λ min (A) and λ max (A) represent, respectively, the smallest and largest eigenvalues of an arbitrary positive definite matrix A. We assume that there exist two positive constant 0 Note that the normality assumption (C1) has been popularly assumed in the past literature to facilitate theory development (Zhang and Huang, 2008; Fan and Lv, 2008) .
Condition (C2) together with Condition (C1) assures the the Sparse Riesz Condition (SRC), as defined by Zhang and Huang (2008) ; see Lemma 1 in Appendix A for a more detailed discussion. One can verify that model (2.1)'s the signal-to-noise ratio
var(X i β) might diverge to infinity if β → ∞, which seems unlikely to happen in real practice. Thus, Condition (C3) requires that β ≤ C β for some constant C β .
Furthermore, Conditions (C3) and (C4) together also put a constraint on the minimal size of the nonzero regression coefficient. Intuitively, if some of the nonzero coefficients converge to zero too fast, they cannot be identified consistently; see Fan and Peng (2004) . Lastly, by Condition (C4), we allow the predictor dimension d to diverge to infinity at an exponentially fast speed, which implies that the predictor dimension can be substantially larger than the sample size n (Fan and Lv, 2008) .
The Screening Consistency
Note that, it is unrealistic to require T ∈ S, because this is not guaranteed even in the fixed dimension situation. However, it is indeed possible to have T ⊂ S (k) for some 1 ≤ k ≤ n (Fan and Lv, 2008) . Otherwise, there exists at least one relevant predictor completely missed by the solution path S. To facilitate an easy discussion, we define the solution path S to be screening consistent, if
To investigate (3.1), we define K = 2τ max νC
β , which is a constant independent of n. Let [t] be the smallest integer no less than t. Then, FR's screening consistency can be formally established by the following theorem.
Theorem 1. Under model (2.1) and conditions (C1)-(C4), we have as
By Theorem 1 we know that, with probability tending to one, the FR algorithm can detect all relevant predictors within O(n 2ξ 0 +4ξ min ) steps, which is a number much smaller than the sample size n under the Condition (C4). In particular, if the dimension of the true model is finite with ξ 0 = ξ min = 0, only a finite number of steps are needed to discover the entire relevant variable set.
A BIC Criterion
Let M be an arbitrary candidate model with |M| ≤ n. Defineσ
. As one can see, the solution path S contains a total of n models. For a real application, one
has to decide which model should be used for further variable selection. To this end, we consider the following BIC criterion (Chen and Chen, 2008) ,
which was recently proposed by Chen and Chen (2008) with sound Bayesian motivation.
Letm = argmin 1≤m≤n BIC(S (m)
) and S = S (m) . As theoretically proved by Chen and
see Theorem 1 in Chen and Chen (2008) . However, whether it is still selection consistent in a ultra-high dimensional setup with log d = O(n ξ 0 ) is unknown. Furthermore, as we mentioned before, it is even possible that T ∈ S. Thus, it is unrealistic to require S to be selection consistent, i.e., P ( S = T ) → 1. However, the following theorem says that S is indeed screening consistent.
Theorem 2. Under model (2.1) and conditions (C1)-(C4), then as n → ∞
P (T ⊂ S) → 1.
NUMERICAL STUDIES
Preliminaries
Extensive simulation studies have been conducted to evaluate the finite sample performance of FR under various stopping rules. For comparison purpose, the performances of SIS, Iterative SIS (Fan and Lv, 2008, ISIS) , and LARS (Efron et al., 2004) were also examined. Thus, we have a total of four variable screening methods (i.e., SIS, ISIS, LARS, and FR). For a given screening method and its screened model, we use NONE to represent the model without using further variable selection. In contrast, we use the notations ALASSO and SCAD to represent, respectively, the models further selected by Adaptive LASSO and SCAD with the BIC criterion (3.2). The size of the SIS model is fixed to be [n/ log n]; see Fan and Lv (2008) . For the ISIS method, a total of [log n − 1] ISIS steps are conducted and [n/ log n] variables are screened in each iterative step. The number of relevant variable kept in each step is determined by NONE, ALASSO, or SCAD, in together with the BIC criterion (3.2). Lastly, the size of both FR-NONE and LARS-NONE models are also determined by (3.2).
For each parameter setup, a total of 200 simulation replications are conducted.
be the estimator realized in the kth simulation replication, by one particular method (e.g., FR-NONE). Then, the model selected
Recall T represents the true model, we evaluate the Coverage Prob-
, which measures how likely all relevant variables will be discovered by one particular screening method. To characterizes the method's capability in producing sparse solutions, we define
To characterizes the method's underfitting effect, we further define
If all sparse solutions are correctly identified for all irrelevant predictors and no sparse solution is mistakenly produced for all relevant variables, the true model is perfectly identified, i.e., S (k) = T . To gauge such a performance, we define the Percentage of
. Lastly, to evaluate the usefulness of
) are the testing data, which are independent of the training data (X i , Y i ) but has the same sample size.
The Simulation Models
For a reliable numerical comparison, we considered the following six simulation models with the detailed results summarized in Tables 1-6 .
Example 1. (Independent Predictors) This is an example borrowed from
Fan and Lv (2008) 
where U j is a binary random variable with P (U j = 1) = 0.4 and Z j is a standard normal random variable.
Example 2. (Autoregressive Correlation) We consider in this example an autoregressive type correlation structure. Such type of correlation structure might be use-ful if a natural order exists among the predictors. As a consequence, the predictors with large distances in order are expected to be mutually independent approximately. To this end, we revise an example from Tibshirani (1996) with (n, d, d 0 ) = (200, 40000, 3).
Specifically, X i is generated from a multivariate normal distribution with mean 0 and cov(X ij 1 , X ij 2 ) = 0.5
. The 1st, 4th, and 7th components of β are given by 3, 1.5, and 2, respectively. Other components of β are fixed to be 0. 
from a standard multivariate normal distribution. 
Next, we generate
where the sample size n is fixed to be 200, 400, and 800;
Simulation Results
Based on the simulation results as summarized in Tables 1-6 , we are able to draw the following conclusions.
Firstly, in the low signal-to-noise ratio situation (i.e., Theoretical R Secondly, for all the simulation models we considered, the Coverage Probability of ISIS-NONE is always larger than that of SIS-NONE, which corroborates the numerical findings of Fan and Lv (2008 Lastly, as the signal-to-noise ratio (i.e., the Theoretical R As a cautionary note, we should not claim FR as the only good method for variable screening. However, our extensive simulation studies do confirm that FR is a very promising method, as compared with its competitors. As a consequence, it should be useful for real applications.
A Supermarket Dataset
To further demonstrate the usefulness of the FR methods in real practice, we present here a supermarket dataset with (n, d) = (464, 6398). Each record corresponds to a daily observation collected from a major supermarket located in northern China. The response of interest is the number of customers in one particular day. Each predictor corresponds to one particular product's sale volume on that day. The supermarket manager is interested in knowing which product's sale volume is mostly correlated with the number of customers, after controlling for the effect of other products. Thus, the regression model (2.1) is useful. Due to confidentiality reasons, both the response and predictors have been standardized to be zero mean and unit variance.
To compare different methods' finite sample performances, we randomly split the data into a training dataset (with 400 observations) and a testing dataset (with 64 observations). Next, denote byβ the estimator produced by one particular method (e.g., the FR-ALASSO estimator) on the training dataset. Similar to the simulation study, we evaluate its prediction accuracy by the Out-of-Sample R The detailed results are summarized in Table 7 . We find that, in terms of the prediction accuracy, the SIS-NONE demonstrated the best performance, with the mean out-of-sample R 2 = 90%. Thus, if the forecasting accuracy is the only concern, SIS-NONE is the best choice for this particular dataset. However, if interpretation is also of importance, then the model selected by SIS-NONE is less attractive. This is because simultaneously interpret a total of 67 = [400/ log 400] products (as selected by SIS-NONE) could be quite a challenging task for the supermarket manager. As a result, those models further selected by ALASSO and SCAD with much smaller sizes might be more relevant for real practice.
For those models further selected by ALASSO and SCAD, the two FR models (i.e., FR-ALASSO and FR-SCAD) achieved the best prediction accuracy with the mean outof-sample R 2 = 88%, which is a number slightly worse than 90% of the SIS-NONE.
However, the average model size is considerably smaller and can be as small as 12.
Thus, by sacrificing 2% out-of-sample R 2 , the model's interpretability can be much improved. In fact, the p-values generated from pairwise t-tests (comparing the two FR methods against SIS-NONE) can be as large as 33% (see the 5th column in Table 7 ), which indicates that such a 2% difference is not even statistically significant. Lastly, we note that the performances of ISIS-ALASSO, ISIS-SCAD, and LARS-NONE are slight worse than those of the FR methods, but also comparable, with the mean outof-sample R 2 ≥ 86%. Once again, we do not claim FR as the only good method for variable screening. However, we do find it very useful (as a high dimensional predictor screening method) for this particular dataset.
CONCLUDING REMARKS
We investigate here a very popular yet classical variable screening method, i.e, FR. We show both theoretically and numerically that FR can discover all relevant predictors consistently, even if the predictor dimension is substantially larger than the sample size. Our preliminary experience with FR is quite encouraging. Nevertheless, as we mentioned before, we should not claim FR as the only good method for variable screening. In fact, as we observed in the Supermarket Dataset, the best prediction accuracy was achieved by SIS-NONE, with of course a much larger model size. Next, how to investigate similar algorithms under a general loss function, e.g., generalized linear model (McCullagh and Nelder, 1989) , and/or a semiparametric context, e.g., single-index model (Kong and Xia, 2007) , are interesting topics for future study.
APPENDIX Appendix A. A Lemma and its Proof
To prove Theorem 1, the following lemma is needed. For convenience, we definê
X X. Lastly, recall thatΣ (M) and Σ (M) are the submatrices ofΣ and Σ (corresponding to M), respectively. .
Lemma 1. Assume Conditions (C1), (C2), (C4)
, and m = O(n 2ξ 0 +4ξ min ). Then, with probability tending to one, we have
be an arbitrary d-dimensional vector and r (M) be the subvector corresponding to M. By Condition (C2), we know immediately
Thus, the desired conclusion (A.1) is implied by
where > 0 is an arbitrary positive number. The left hand side of (A.2) is bounded by
Note that, for any M with |M| ≤ m, we have
Consequently, the right hand side of (A.3) can be bounded further by
Then, by Conditions (C1), (C2), and Lemma A3 in Bickel and Levina (2008) , there ex-
Apply this inequality back to the right hand side of (A.4). Furthermore, note that the number of models satisfying |M| ≤ m is no more than d (m+1) . Then, the right hand side of (A.4) can be further bounded by
Note that, m + 3 ≤ ν m n 2ξ 0 +4ξ min for some constant ν m > 0 by the lemma assumption, while log d ≤ νn ξ by (C4). Thus, the right side of (A.5) can be further bounded by
By Condition (C4), we have ξ + 6ξ 0 + 12ξ min < 1. Thus, the right hand side of the above equation converges to 0 as n → ∞. This proves (A.2) and completes the proof.
Appendix B. Proof of Theorem 1
The theorem conclusion can be proved in a total of d 0 (i.e., no more than νn ξ 0 ) steps. In every step, we prove that, within Kn ξ 0 +4ξ min steps, at least one new relevant predictor will be identified by the FR algorithm, conditional on those already included.
Because d 0 ≤ νn ξ 0 by Condition (C2), we thus know all relevant predictors will be identified by the FR algorithm within Kνn 2ξ 0 +4ξ min steps. Because the proof of each step is similar, we will provide details for the first step only.
For the first FR step, we have k = 0, S
= ∅, and |S
Lemma 1 can be applied. To prove the desired conclusion, we assume that no relevant predictor has been identified in the first k steps, given the existence of S (0) . We then evaluate how likely at least one relevant predictor will be discovered in the next, i.e., (k + 1)'s, step. To this end, we consider what happens if the predictor selected by the (k + 1)'s step is still an irrelevant one. We then have the following relationship
Because, we are assuming that a k+1 ∈ T , we then must have
Next, note that the right hand side of the above inequality is no less than
In what follows the two terms involved in (A.7) will be carefully evaluated separately.
Step 1. The 1st Term in (A.7). For convenience, we define
Then, the 1st term in (A.7) equals to
Thus, the right hand size of (A.8) is no less than
where (A.9) is due to the fact that
. On the other hand, note that
Apply (A.10) back to (A.9) and also (A.8), and note that max j∈T X j 2 /n ≤ τ max with probability tending to one, by Conditions (C1)-(C2) and Lemma 1. Then, we have
Under the assumption that no additional relevant predictor has been identified by FR, we have T ⊂ S (k) . Then, by Conditions (C1)-(C3), and Lemma 1, we have
with probability tending to one. Applying this result back to (A.11) and also noting the technical condition (C3)-(C4), we find that
Step 2. The 2nd Term in (A.7). Note that X
≥ nτ min by Conditions (C1)-(C2) and Lemma 1. Moreover, recall that
where m * = Kνn 2ξ 0 +4ξ min . Note that X j Q (M) E is a normal random variable with mean 0 and variance given by
. Thus, the right hand side of (A.13) can be bounded further by . Then by (C4), we have
2 n ξ+2ξ 0 +4ξ min with probability tending to one. Combining this result with (A.7) and (A.12), we find
β , we then have M t = ∅ for every 1 ≤ k ≤ Kn ξ 0 +4ξ min , which implies that at least one relevant variable will be discovered within Kn ξ 0 +4ξ min steps. This completes the proof.
Appendix C. Proof of Theorem 2
Define k min = min 1≤k≤n {k :
}. By Theorem 1, we know that, with probability tending to one, k min is well defined and satisfies k min ≤ Kνn 2ξ 0 +4ξ min . Thus, the theorem conclusion follows, if we can prove that P (m < k min ) → 0 as n → ∞. To this end, it suffices to show that
To prove (A.16), note that (A.17) under the assumption d > n. By definition, we haveσ
with probability tending to one, the right hand side of (A.17) is no less than (A.18) by the definition of Ω(k); see (A.6). Moreover, one can verify that log(1 + x) ≥ min{log 2, 0.5x} for any x > 0. Then, the right hand side of (A.18) is no less than the following quantity min log 2, 4 (A.19) according to (A.14) . Note that the right hand side (A.19) is independent of k, thus, it is a uniform lower bound for BIC(S
) with 1 ≤ k < k min . Thus, it suffices to prove the right hand side of (A.19) is positive with probability tending to one. To this end, we firstly note that log 2 − 3n
Thus, we can focus on
with probability tending to one, according to (C4). This completes the proof. 
