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Abst rac t - -A  method to treat a sharp discontinuity by the density function is proposed. The 
surface of the density function is described by one grid throughout the calculation even when the 
surface is largely distorted. This description is made possible by the CIP method combined with 
variable transformation. This scheme can be used for detecting sharp boundary of compressible fluid 
as well as incompressible fluid. Lower order schemes with the same procedure cannot reproduce the 
result. This scheme is applied to the injection of heavier fluid into lighter fluid and the roll-up of 
mushroom structure is successfully treated by the density function. The interaction of a shock wave 
with a liquid drop is an interesting but quite difficult est problem. Even in this case, the liquid mass 
is conserved within an error of 0.15%. 
Keywords--Numericai  method, Multi-fluid, Sharp interface, Conservative property, Liquid-shock 
interaction. 
1. INTRODUCTION 
A wide spectrum of strategies to deal with fluids containing discontinuities or sharp fronts such as 
vortex sheets, shocks, as well as interfaces eparating immisible flows, could be classified into two 
categories. One is to define the boundaries by a connected set of points within flows as material 
surfaces and determine the evolution of their spatial structures by shifting the surfaces with local 
velocities [1]. However, the application of these schemes, which always involves the processes 
of restructuring the interface points, is limited by complexity, especially when interfaces are 
topologically distorted. Particle tracking methods [2] can be included in this category. However, 
they may need quite a large number of particles to describe highly distorted surface. 
The alternative is to introduce a density function (named as colour function or indicating 
function in some studies) which is distinguished by different constants in different parts separated 
by the interfaces, and we can easily recognize interfaces by examining radients of the density 
function [3,4]. Generally, the density function is assumed to be governed by a certain relation, 
for example the advective process, so the development of interfaces can be obtained by only 
adding an equation concerning the density function. In this way, although interfaces are able to 
be treated logically even in the cases of breaking, intersecting and merging, the smearing of the 
density function due to the numerical diffusion of finite-difference approximations still remains a 
problem to be further investigated. 
In this paper, we propose a method to treat this density function with high accuracy in multi- 
dimensions. For this purpose, we modify the CIP (Cubic-Interpolated Propagation) method 
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recently developed by the authors [5 and references therein,6]. The CIP method can trace a 
very sharp interface. However, the CIP alone is still not sufficient for the problem which we 
are going to present. The interface must be treated by one grid over the whole calculation. By 
slightly modifying the CIP method, we have succeeded in tracing a sharp interface by one grid 
throughout the calculation. In this paper, this density function is used as a measure to detect a 
sharp interface of two fluids whose density changes in time and space. Thus, this technique can 
straightforwardly be used for compressible fluids. 
2. BRIEF REVIEW OF CIP METHOD 
Before we attempt o go forward to the inquiry of the present method, let us pause here to 
look briefly at the result with the previous CIP method. The CIP method was proposed to solve 
equations of a type: 
o-T + u~ = g, (1) 
where the repeated subscript a means the summation over three spatial directions, f and g can 
be vector quantities. Many equations can be put into this form, for example in the hydrodynamic 
equations, the nonadvection term g can include a compressional term - f  ~ ,  which is often used 
combined with advection term ua ~ in conservation form. Nonconservation forms like (1) had 
better be avoided. Otherwise, exactly conservative properties may not necessarily be preserved. 
In the CIP, however, equation (1) was daringly employed in order to keep robustness and extend- 
ability to equations of various kinds including compressible and incompressible fluid. Fortunately, 
the CIP, even with nonconservative form, proved to maintain fairly good conservation even at 
the shock front [5 and references therein]. 
In this method, equation (1) is separately solved sequentially in time. 
of = g, (nonadvection phase), (2) 
Of U Of -~  + a0--~a = 0, (advection phase). (3) 
Equation (2) can be solved either with finite difference or with finite volume method. Then, 
equation (3) is solved by shifting a cubic-interpolated profile with a local velocity ua, as will be 
described below. 
The most important point in the CIP method is a way to determine this profile. The profile is 
given by a Hermite cubic spline in any direction, that is, given by a cubic polynomial determined 
by f and °x~-  . In one dimension, for example, this profile is 
F(x) = a~ (x - x~) 3 + b~ (x - xi) 2 + f~ (x - x~) + f~, (4) 
where f~ means the value of ~ at the grid point x = x~, and a~ and bi are given in terms of f 
and f by imposing continuity of f and f among neighboring rids [5 and references therein]. 
At this stage, f~ has not yet been determined, whereas fi is given as a value at the grid point 
and is determined sequentially in time by shifting a profile. In the CIP method, we propose to 
use the spatial derivative of (1): 
0 (Of )  0 (Of )  Og Of Oua 
to determine the time evolution of spatial derivatives. Since this equation belongs to a category 
of (1), the same procedure as in (2) and (3) can be used for (5) as well. Thus, ~ is advanced 
at first by G in the nonadvection phase, and then in the advection phase a spatial derivative of 
multi-dimensional profile F(x) like (4), ~ is shifted with a local velocity. These new f and 
~-~x are used to predict profile in the next A concrete of the calculation a step. more xpression 
procedure is found in [5 and references therein,6] and Appendix A. 
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merit of this transformation? In order to demonstrate how the transformation could change the 
behavior of the solution, we propose using a tangent function for F¢, that is, 
_PC = tan[0.991r(¢ - 0.5)], (10) 
¢ = arctanF¢ + 0.5. 
0.991r 
The factor 0.99 in this transformation is to avoid the infinite value when ¢ = 0, 1. If we disregard 
this 0.99, _PC lies in the range from -~ to ~ for ¢ = 0 to 1. 
Suppose that a solution of F¢ in (9) is obtained with the CiP method. Although ¢ experiences 
a rapid change from 0 to 1 at the interface, F¢ shows a quite regular behavior. Even if F¢ is 
slightly diffusive and has undulation, ¢ is always limited to a range between 0 and 1 because of 
the characteristics of the tangent function. Furthermore, most of the values are concentrated near 
¢ = 0 and 1. Therefore, a sharp discontinuity can be described quite easily. The transforma- 
tion of this kind is effective only for the case where the value of ¢ is limited to a definite range 
throughout the calculation. We show in Figure lc how this transformation proposed in (10) dras- 
tically improves the result. Surprisingly, the shape of the function was preserved throughout the 
computation with exact conservation, and propagation velocity was very accurately reproduced. 
We should note that not all of the numerical schemes benefit from the tangent function (10). 
Lower-order schemes like the I st order upwind scheme suffer from large diffusion even in the 
inversely transformed value of ¢ with (10) as shown in Figure ld. Even with the Lax-Wendroff 
method, numerical undulation isstill present in the transformed quantities as shown in Figure le. 
Therefore, the transformation proposed by (10) can be effective only for higher-order schemes 
like the CIP. 
4. EXTENSION TO COMPRESSIBLE  FLUID 
Now we shall describe a method to extend the procedure proposed in the previous ection 
to compressible fluid system. For incompressible fluids with two uniform densities eparated by 
interface, this procedure isstraightforward because the density does not change in time and space 
except at the interface. Therefore, the density can be calculated as 
P = pA X ¢ + pB X (1--  ¢), (11) 
where ¢ = 1 represents he liquid A and ¢ = 0 represents he liquid B. Once the density is given, 
any scheme can be used to solve the incompressible Navier-Stokes equation. 
This scheme is applied to a problem used previously [10]. Initially, two fluids are placed at rest 
in contact with each other. The density of these fluids is p = 1 for 0 < x < 0.5 and p = 0.3 for 
0.5 < x. The boundary is free in the x-direction and mirrored in the y-direction. The pressure is
uniform and the velocity perturbation of incompressible mode (°u ou ov ) - ~-~ + ~ = 0 is imposed 
around the interface whose amplitude is 1.0. Figure 2a shows the density contour at t = 0.25 for 
the purely incompressible case, where the grid is equally-spaced and rectangular in shape, and 
its size is Ax = Ay = 1/180(180 x 90 grids). Since the density changes only at the interface, the 
contour lines concentrate here. Thus, the sharp interface has successfully been treated by one 
grid throughout the calculation. 
The scheme proposed here can also be used for coexisting compressible and incompressible 
fluids by using CCUP procedure [11]. In such a case, density changes in time and space, and 
hence, we cannot use a simple interpolation like (11) because PA and PB are no more constant 
and must be determined by some procedure. Here we propose to use 
pn+ 1 n n n 
p"+'  " - (1 - (p , , , , j  - p , " , : ) ,  Bi , j  = PB~j n 
(12) 
(13) 
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(a) Injection of heavier material into lighter material calculated with incompressible 
Navier-Stokes equation. Density contours at t = 0.25. 
(b) The same run as in (a) but with full Euler equations. 
\ 
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(c) The same run as in (b) but with a different initial density. 
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Figure 2. 
in two-dimensional space (i, j). Equation (12) represents the relaxation of the material density PA 
to the local density p when ¢ = 1. Similarly, PB relaxes to p when ¢ = 0, where p is calculated 
by the equation of continuity. Relaxation parameter e had better be set to a small value, for 
example, e = 0.05. If we set ~ = 1, the material density PA is set to the local density Pi,j at every 
instance. It is easily understood that this process with e = i makes the interface diffusive. Let us 
assume that PA = 1.0 and PB = 0.0 initially. If ¢ = 0.9 at the grid point around the interface, the 
local density calculated with (11) becomes 0.9. When this density p = 0.9 is directly set to PA 
in (12), p in the next step calculated with (11) is now 0.9~. For ~ < 1, this p is further reduced 
less than 0.9. Thus, the local density diffuses at the interface. In order to avoid this diffusion, 
we had better estimate the material density PA from the density averaged over neighboring cells. 
The numerical procedure, however, may be quite complicated. Instead of this, we can set e << 1 
in (12) and (13), and thereby PA is given by the density averaged over the region where the 
interface travels. This is the reason why we use e << 1. The result is rather insensitive to e. 
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Figure 3. Time evolution of density for the interaction of a shock wave with a liquid 
drop at (a) t -- 0.025, (b) 0.125, (c) 0.225. Figure (d) shows the contour of density 
function at t -- 0.225. The increment of the density is 0.05. 
Once PA and PB are defined at every point ,  we can use these values to est imate  the dens i ty  at 
the interface, which we can easily detect  by 
n n n ]¢,,~ - ¢ , . . , j ]  or I¢,~j - ¢,,~.p] > 0.5, (14) 
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where we have defined upwind grids (i,jup) and (iup, j), where iup = i - 1 for u > 0 and 
iup -- i + 1 for u < 0 and so on. 
After the density p is calculated with the CIP method in the advection phase, the density at 
the interface is replaced by that determined from (11)-(13) instead of using the value given by 
the CIP procedure. Furthermore, we must set ~ -- ~ = 0 at the interface, where ~ and ~ are 
the dependent variables defined as ~ in (8) and are used only for determining a profile. Here, 
the point (i, j) is only that detected by (14). 
A calculation similar to Figure 2a is performed by using the CCUP procedure with full Euler 
equations, where density is calculated according to the equation of continuity. In order to check 
the result, the condition is set close to the incompressible case, that is, the pressure is set to 100 
and the sound speed is about 10 times larger than fluid velocity. Therefore, we must get a result 
similar to Figure 2a even with full Euler equations. The result is depicted in Figure 2b. Even 
with the full Euler equations, we can get an accurate incompressible r sult similar to Figure 2a. 
In order to test the algorithm further, we change the initial density at x > 0.5. The density 
increases gradually from 0.2 at x = 0.5 to 0.7 at x = 1.0. Figure 2c shows the result of this case. 
Thus, the interface traveling across media with variable density was sharply tracked. 
As another test, this scheme is applied to interaction of a shock wave with a liquid drop whose 
density is 1 and radius is 20 x Ax, Ax being 1/180. An equally spaced 180 x 90 mesh is used. Gas 
of uniform density p = 0.1 and pressure p -- 1 surrounds the drop. A shock wave is generated 
by increasing the density and pressure to p = 0.5 and p = 5.0 at 170Ax < x < 180Ax. The 
sound speed of the liquid is artificially increased by 100 times to realize an incompressible fluid. 
Figure 3 shows the time evolution of the density contour. The interface between gas and liquid 
remains well defined. The conservation f liquid drop mass is quite good: the error is only 1/642, 
which is 0.15% at t = 0.225. Although the gas density modified by i l l )  may not exactly be 
conserved near the interface, this treatment is more desirable than a large increase in density 
owing to numerical diffusion across the interface. The latter becomes quite serious when gas 
density is less than liquid density by several orders. 
In summary, we have succeeded in using the new technique to treat a sharp interface both for 
incompressible and compressible fluids. This performance is beyond the capability of lower-order 
schemes like the 1 st order upwind and the Lax-Wendroff scheme. Although we have used the 
tangent function here, a sigmoid function ~b = [1 + exp (-F~/a)] -1 is an interesting alternative 
because we can control the gradient by a. We applied this method, for example, to the interaction 
of a shock wave with water surface. Other applications will be published in the future. 
APPENDIX  A 
CONSERVATIVE PROPERTY 
We should note that the CIP0 in linear propagation is exactly conservative. Let us show 
this property in two dimensions. The CIP0 procedure in advection phase (from f* to fn+l is 
written as 
f~,+l = [(Ali,j{ + A2i,j~} + A3i,j) ~ + A4i,jz} + Oxf~j] 
+ [(A5i,3r/+ A6i,~ + A7,,j) ,} + O~f~j] 'l + f~,j (A.1) 
c3xf~,? 1= (3Ali,j~ -4- 2A2ijr} + 2A3i,j) ~ + (A4i,j + A6i,jz}) ~l + Oxf~,j (A.2) 
Oufin, +1 = (3A5i,jz} + 2A6i,j~ + 2A7~,j) r/+ (A4~,j + A2~,j~) ~+ Ouf~j, (A.3) 
where ~ = -unAt ,  z} = --vnAt, Ox(y)f -- ~(~ and coefficients (A.1)-(A.7) are given in [6]. 
The global conservation of the CIP can be examined by taking the summation of (A.1)-(A.3) 
over entire space. Since ~-~i,j Ali,j = 2 ~i , j  °a-~z, ~, , j  A2i,j = 0, ~i , j  A3,,j = -3 ~i , j  ~-~x, 
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Ei, j  A4ij = 0, Ei,~ A5,j = 2 Ei,i ~'~, E,,j A6i,j = 0 and Ei,j ATi,j = -3  E id  ~ for constant 
velocities u, v, we obtain 
~'i ~,~ ~,J i,~ (A.4) 
,"÷' (1-6,, +6x') o,,,% ~=,,j = (A.5) 
i,i i,i 
" "+ '  (1 -6¢+6¢2)  E 0,f~:j, • "~J~,j = (A.6) 
i , j  i , j  
where X = -uAt /Ax  and ¢ = -vAt /Ay.  
If ~-]~ij Oxf* and ~,~,j O~f* vanish initially, they will do so throughout the calculation as derived 
from (A.5) and (A.6). Then, equation (A.4) leads to the exact conservation ~-~,,j ~,+1 = ~-~,,j f~j. 
We can start the CIP with Ozf = O~f = 0 even at the discontinuity because the spatial gradient 
at the upper and lower shelves is zero. Even if ~ ,~ O~f~,j is incorrectly set and is not zero, the 
factor [1 - 6X + 6X~I in (A.5) is less than unity for ]XI -< 1, hence, ~ , i  0zf~,i quickly converges 
to zero. The same conclusion is derived for O~f. 
In the case of spatially variable velocity, the original CIP0 is not strictly conservative. In some 
special case, however, we find a conservative form by slightly modifying the procedure. In the case 
of Figure 1, &' = 0, ~ = 0, and therefore, velocities change only in the perpendicular direction. 
In this case, we can shift a two-dimensional profile sequentially in the x and y directions and 
then the procedure becomes exactly conservative. In the concrete, we show an explicit procedure 
similar to (A.1)-(A.3). 
In the first step, we set ~ = 0 in (A.1)-(A.3) 
f~; = [(A1,j~ + A3,j) ~ + =f~,j] ~ + f~,j, (A.7) 
0 * 0=ji,j¢** = (3Ali,j~ + 2A3~j) ~ + =f~,j, (A.8) 
Ou£; = (A4i,j + A2,,j~) ~ + 0vf~i. (A.9) 
Then in the second step, we set ~ -- 0 
fs .n+l = [(A5i,jy + A7,,j) 71 + OurS*,;] 71 + f~*,;, (A.10) ,3 
vxj~,j ~ ~n+l = (A4ij + A6~,1~)~ + =Ji,j, (A.11) 
0~n+l  = (3A5~,jy + 2AT, j)  ~ % O~f~*,;. (A.12) J i , j  
A4, A5, A6 and A7 in (A.10)-(A.12) must be recalculated by using the quantities at ** given by 
equations (A.7)-(A.9). 
Since ~ is constant in the summation over i (or x) direction in (A.7)-(A.9) because ou ~-~ =O, we 
have 
i,j i i ~,i 
o .z , ;  : (1 - 6x + 6x ' )  
i , i  i 
for the first step. It is easy to prove that this process is conservative as in (A.4)-(A.6). This is 
also true for the second step. The results in Figures lb and lc were obtained by this procedure. 
In a more general case, it is not easy to find an exactly conservative form. Our experience shows, 
however, that the procedure given by (A.7)-(A.12) is very close to the exact conservation. For 
example, mass of incompressible liquid drop in Figure 3 was conserved within an error of 0.15%. 
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APPENDIX  B 
After we submitted this paper, one of the reviewers made an analysis on the method proposed 
in this paper. Since we consider the analysis to be very interesting and believe it is quite useful 
to understand the method, we dare to include it with its original form as Appendix B. 
Analys is  done by  Je remiah  Y. Brackbi l l  
Consider the numerical solution of (9) in one dimension. If one uses finite differences, the asso- 
ciated differential equations, i.e., one obtained by truncation error analysis, will almost certainly 
contain numerical diffusion, 
OF, uOF¢ 02F¢ (B.1) 
Ot + "~z = a Ox - ' ' y '  
where a is the numerical diffusivity, 
= o (~: ,  ~: ) ,  
and m and n depend upon the order of approximation. One can derive from this equation a 
differential equation for ¢, 
 ,ox: + o:j" ¢B2) 
This equation contains not only a diffusion term, but a nonlinear term in the gradient of ¢. If 
the two terms on the righthand side should cancel, there will result an exact solution to (7). 
Consider the substitution, 
Re  = tan [r (¢ - 0.5)]. (B.3) 
If one evaluates the derivative of F ,  in (B.2), one finds 
= IrF,. (B.4) 
Thus, a solution to (7) will result if the ordinary differential equation, 
42¢ 
dx 2 \ dx ] = O, (B.5) 
is satisfied. That is, only certain solutions of (7), ¢ (x -  ut), are also stationary solutions of (B.2) 
in a frame moving with velocity u. 
What are the properties of solutions of (B.5)? First, one notes that F¢ can be written 
ld  
F¢ = ~-~ lncos [~r (¢ - 0.5)1, (B.6) 
and thus, that 
~rf,~= dx lncos [r(¢ - 0.5)] ; 
or, neglecting integration constraints, 
de 
d'-'x = cos [Ir(¢ - 0.5)]. 
Equation (B.8) can be integrated by separation of variables, giving the solution, 
¢ = _2 tan-1 e~X. 
7r 
(B.7) 
(B.8) 
(B.9) 
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Figure B. 1. 
Our choice of integration constants results in a solution with the properties, ¢(x) --* 1(0) for 
x --* +c~( -oo)  and ¢(x = 0) = 0.5. When x = 0.28, ¢ = 3/4, and when x = -0.23, ¢ = 1/4, 
which gives the scale in some units of the transition. 
One can integrate (B.5) numerically. The result is shown in Figure B.1, with the substitution 
¢ = 2~b, or -1  _< ¢ _< 1. The solutions for various initial conditions all show a solution with a 
similar shape. 
These results suggest how the CIP method works but do not prove that it will, in general. 
First one notes there are no results on the stability of the solution. If  the initial conditions do 
not satisfy (B.5), will the solution to (B.2) evolve toward or away from a stationary solution? 
Second, it seems that the success of the method is due, in part, to the properties of tan(C). The 
use of tan(C) appears to map most of the transition into the neighborhood of ¢ = 0 and ¢ = 1. 
Other functions may not work as well. 
Finally, there is more intuitive interpretation of (B.2) that may serve as a guide to variants 
on this method. The nonlinear term can be interpreted as a convection term that results in an 
effective convection speed, 
With F~ = tan[lr(¢ - 0.5)], 
>u ,  ¢<0.5 ,  
u ~ =u,  ¢=0.5 ,  
< u, ¢ > 0.5. 
That  is, the effective convection com_teracts diffusion yet results in the correct speed for the 
center of the transition zone. 
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