A differential-algebraic prey-predator system with commercial harvesting on predator is proposed, where maturation delay for prey and gestation delay for predator are considered. Since commercial harvesting is dynamically influenced by variation of economic interest, we will investigate combined dynamic effects of double time delays and economic interest on population dynamics. Positivity of solutions and uniform persistence of system are studied. In the absence of time delay, by taking economic interest as bifurcation parameter, existence of singularity induced bifurcation is investigated based on differential-algebraic system theory. State feedback controllers are designed to eliminate singularity induced bifurcation and stabilize the proposed system around corresponding interior equilibrium. In the presence of double time delays, by analyzing associated characteristic transcendental equation, it is found that interior equilibrium loses local stability when double time delays cross corresponding critical values. According to Hopf bifurcation theorem for functional differential equation, existence of Hopf bifurcation is investigated as local stability switches. Based on normal form theory and center manifold theorem, directions of Hopf bifurcation and stability of the bifurcating periodic solutions are studied. Numerical simulations are carried out to show consistency with theoretical analysis.
Introduction
In recent decades, many research efforts have been put into investigation of population dynamics of prey-predator ecosystem [4, 13, 23, 25, 27] . When investigating such biological phenomena arising from prey-predator ecosystem, there are many factors which affect dynamical properties of biological and mathematical models, and one of the familiar nonlinear factors is functional response. A functional response in ecology is the intake rate of a consumer as a function of food density. It is associated with numerical response, which is reproduction rate of a consumer as a function of food density. Among widely used mathematical models in theoretical ecology, mathematical model with Holling-Tanner functional response plays a special role in view of interesting dynamics it possesses, and dynamics have been of interest to both applied mathematicians and ecologists [4, 13, 23, 25, 27] . The Holling-Tanner system is studied for its efficacy for describing prey-predator ecosystems in the real world like Canadian lynx/snowshoe hare [5] , mite/spider mite [7, 11] , vole/weasel [14] ecosystem, and the Holling-Tanner system is generally governed by following differential system (1),
where the first equation shows that prey population X(T) grows logistically with carrying capacity K and intrinsic growth rate s 1 in absence of predation, mathematical term
l 2 +X (T ) represents predation rate, number killed per predator population per time, which is also known as a Holling type II predator response [2, 4, 13, 23, 25, 27] . l 1 is the maximum number of prey population that can be eaten per predator population per time and l 2 is half saturation constant at which predation rate achieves l 2 2 . The second equation shows that predator population Y(t) grows logistically with intrinsic growth rate s 2 and carrying capacity is proportional to prey population size. l 3 denotes the number of prey population required to support one predator population at equilibrium state.
Dynamical analysis of system (1) have been studied in [4, 5, 19, 35, 36] . By using Kolmogorov's theorem, May [4] investigates local stability of interior equilibrium and existence of stable limit cycles. Along with the line of this research, method proposed in [4] is simplified by Tanner [5] . Hsu and Huang [19] discuss some general conditions under which interior equilibrium is a stable node or focus and under which the system (1) possesses a stable limit cycle. Shi et al. [35] investigate a diffusive prey-predator system with modified Holling-Tanner functional response under homogeneous Neumann boundary condition, local and global asymptotic stability of unique positive constant equilibrium are obtained. In [36] , an open question left in [19] is investigated, existence and uniqueness of stable limit cycles and Hopf bifurcations of Holling-Tanner prey-predator system are studied. Furthermore, some well known results observed and suggested from the real ecological systems in [5] are confirmed in [36] .
Recently, traditional prey-predator model, which the functional response depends on prey population density only, have been challenged by several ecologists. There is a growing explicit biological and physiological evidence [15, 17] that in many situations especially when predator population has to search for food (and therefore has to share or compete for food), a more suitable general prey-predator theory should be based on fact per capital predator population growth rate should be a function of ratio of prey to predator abundance. Based on the above analysis, a ratio-dependent prey-predator model with Holling-Tanner functional response is established in [30] , and predation rate
l 2 +X (T ) in the first equation of system (1) is replaced with Leslie-Gower term [3] +X (T ) , which is as follows:
By using following transformations:
, system (2) is non-dimensionalized as follows:
⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ẋ (t) = x(t )(1 − x(t )) − x(t )y(t) x(t ) + αy(t)
,
where α, β and r are all positive constants. Liang and Pan [30] investigate global stability property and uniqueness of limit cycle of system (3) . Generally, in order to reflect interaction and coexistence mechanism of population depending on the past history, time delay is usually incorporated into mathematical models, which can be utilized to describe the hunting delay, maturation delay and gestation delay for population within prey-predator ecosystem [6, 16, 18] . Delay differential equation models are capable of generating rich, more effective and accurate dynamics compared to ordinary differential equation models when it is necessary to capture oscillatory dynamics [6, 16, 18] . Recently, many theoreticians and experimentalists have discussed dynamical behavior of prey-predator system with Holling-Tanner functional response, it reveals that time delay may cause the loss of stability and other complicated dynamical behavior such as the periodic structure and bifurcation phenomenon [29, 31, 32, 35, 41, 44, 47] . By considering time delay for both prey and predator population, system (3) is extended in [47] , which is as follows:
⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ẋ (t) = x(t − τ )(1 − x(t − τ )) − x(t − τ )y(t) x(t − τ ) + αy(t)
, y(t ) = βy(t − τ ) r − y(t − τ )
where x(t) and y(t) represents prey population and predator population density, respectively. α, β and r are all positive constants, τ ≥ 0 denotes the time delay for both prey and predator population. It should be noted that maturation delay for prey population differs from gestation delay for predator population in the real world due to diverse biological characteristics [23] . However, difference between maturation delay for prey and gestation delay for predator are not considered in system (4), which contradicts to the observations in the real world. It is well known that harvesting has a strong impact on the dynamic evolution of a population. In recent years, there has been growing interest in the study of harvested prey-predator system with Holling-Tanner functional response [26, 28, 37] . Optimal control for harvested prey-predator system is investigated in [26] . Kar et al. [28, 37] analyze a harvested predatorprey system with a modified version of Holling-Tanner scheme, and the main results are given in terms of local stability and global stability analysis.
From the perspective of economy theory viewpoint, commercial harvesting is usually influenced by variation of economic interest. Although the harvested prey-predator system with Holling-Tanner functional response have received great attention from both theoretical and mathematical biologists, little work has been done on dynamic effect of economic interest on harvested prey-predator system with Holling-Tanner functional response.
In 1954, Gordon proposes common-property resource economic theory [1] , which studies dynamic effect of harvest effort on ecosystem from an economic perspective. In [1] , an equation is proposed to investigate the economic interest of commercial harvesting, which is as follows:
Net Economic Revenue = Total Revenue (TR) − Total Cost (TC). (5) Recently, some delayed differential-algebraic systems are constructed to discuss dynamic effect of economic interest of commercial harvesting on prey-predator system [33, 34, 38, 39, 42, 43, 45, 46] . They are established by several delayed differential equations and an algebraic equation. Especially, the algebraic equation is established based on Eq. (5). Compared with the harvested models proposed in previous related work (see [26, 28, 37] and the references therein), advantages of systems proposed in [33, 34, 38, 39, 42, 43, 45, 46] are that these models not only investigate interaction mechanism of population, but also offer a simpler way to explore dynamical behavior due to variation of economic interest of commercial harvesting. However, time delays for prey and predator population of systems proposed in [33, 34, 38, 39, 42, 43, 46] are assumed to be the same discrete value, and system with two delays in [45] is investigated by using the equivalent system with a single time delay. The biological characteristics differences between prey and predator population are not considered in the above mentioned work, which contradicts to the realistic observations in the real world.
In this paper, we will extend work in [47] by incorporating commercial harvesting on predator into system (4). It is assumed that z(t) represents commercial harvest effort amount on predator population. It is well known that unit price of harvested population is influenced by fluctuation of supply and demand for harvested population in the market, and unit cost of harvest effort depends on fecundity of harvested population. Consequently, the unit price and unit cost are not always constant, but time-varying. Assuming that there is always constant demand for predator population, then the unit price of predator population and the unit cost of commercial harvest effort in this paper can be expressed as p(t ) = a b+s (t ) and e(t ) = c y(t ) , respectively. where a, b and c are positive constants, s(t) represents supply amount of predator population into market.
Based on these assumption and system (4), supply amount of harvested predator into market can be expressed as 
where v represents economic interest of commercial harvesting.
Furthermore, we will will extend work in [47] by incorporating maturation delay for prey and gestation delay for predator into system (4) in this paper. Due to population crowding, prey population dynamics is delayed by maturation delay τ 1 ≥ 0 [44] ; negative feedback delay τ 2 ≥ 0 is assumed in gestation delay for predator population growth [29] .
Based on the above analysis, system (4) is extended by incorporating double time delays and commercial harvest effort on predator population, and a delayed differential-algebraic system is constructed as follows:
where parameters share the same interpretations mentioned in system (4) and (5), the initial conditions for system (7) take the following form,
System (7) can be transformed into matrix form as follows,
where
Remark 1.1. The algebraic equation in system (9) contains no differentiated variables, hence leading matrix A(t) has a corresponding zero row. [47] is composed of delayed differential equations, only discuss interaction and coexistence mechanism of prey and predator population. Compared with system proposed in [47] , an algebraic equation is incorporated into system (7), which focuses on economic interest of commercial harvest effort on predator. Hence, system (7) not only investigates interaction and coexistence mechanism of population, but also studies dynamical behavior due to variation of economic interest.
Remark 1.2. Dynamical system in

Remark 1.3.
The algebraic equations proposed in previous related delayed differential-algebraic bioeconomic systems [33, 34, 38, 39, 42, 43, 45, 46] also concentrate on economic interest of commercial harvesting. However, price of harvested population and cost of commercial harvesting are all constants, which are unrealistic in the real world. As introduced in system (7), price and cost considered in system (7) are expressed by time-varying function associated with fluctuation of harvested predator population density, which extend form of algebraic equations proposed in [33, 34, 38, 39, 42, 43, 45, 46] in a more realistic way.
Since commercial harvesting is dynamically influenced by variation of economic interest, we will further discuss dynamical behavior and stability switch due to variation of economic interest in this paper. As far as delayed differential-algebraic system is concerned, to author's best knowledge, combined dynamic effects of double time delays and economic interest of commercial harvesting on population dynamics have not been investigated. We aim to obtain some results which are theoretically beneficial to maintaining sustainable development of prey-predator ecosystem as well as economic interest of commercial harvesting at an ideal level.
The rest sections of this paper are organized as follows: positivity of solutions and uniform persistence of system are studied in the second section. In the third section, combined dynamic effects of double time delays and economic interest on population dynamics are discussed. In the absence of time delay, existence of singularity induced bifurcation is investigated based on differential-algebraic system theory. State feedback controllers are designed to eliminate singularity induced bifurcation and stabilize the proposed system around the corresponding interior equilibrium. In the presence of double time delays, local stability around the interior equilibrium are studied by analyzing the associated characteristic transcendental equation. Existence of Hopf bifurcation is investigated as local stability switches. Based on normal form theory and center manifold theorem, directions of Hopf bifurcation and stability of the bifurcating periodic solutions are studied. Numerical simulations are provided to support theoretical findings in this paper. Finally, this paper ends with a conclusion.
Positivity and uniform persistence
In this section, from a viewpoint of biological and economic interest perspective, positivity of solutions and uniform persistence of system (7) are discussed in the case of economic interest v > 0. Theorem 2.1. All solutions of system (7) with initial conditions (8) are positive for all t > 0.
Proof. For solutions of system (7), it is easy to show that F i : R 3+1 + → R 3 is locally Lipschitz and satisfy the condition,
Due to lemma in [21] and Theorem A.4 in [27] , any solution of system (7) 
hold, then system (7) is uniformly persistent.
Proof. Based on Taylor series expansion [22] , for u(t) and σ > 0 we have
Hence, it follows that
where τ 1 and τ 2 are introduced in system (7). Based on the first equation of system (7), it follows from Theorem 2.1 and (10) 
A standard comparison argument shows that 
If τ 1 is bounded, then Q 1 > 0 is bounded and there exists
On the other hand, from the first equation of system (7), it follows from Theorem 2.1 and (10) thaṫ
which derives there exists
According to the second equation of system (7), it follows from Theorem 2.1 and (10) 
If τ 1 , τ 2 are bounded, then Q 2 > 0 is bounded and there exists
Based on the third equation of system (7), it follows from Theorem 2.1 that
In the case of v > 0, it follows from the third equation of system (7) that
. (15) By virtue of (13) and (15), there exists
, by solving the above inequality, we have
, then it is easy to show that Q 3 > 0 is bounded and S 3 > 0.
Consequently, if τ 1 and τ 2 are bounded, e
hold, then there exist bounded Q i > 0 and
which derives that system (7) is uniformly persistent.
Qualitative analysis of system
Since biological interpretations of stable interior equilibrium are relevant to sustainable surviving of prey, predator population and commercial harvest effort on predator population, we will concentrate on dynamical analysis and control problem around interior equilibrium in this paper.
According to common-property resource economic theory [1] , there is a phenomenon of bio-economic equilibrium state when economic interest of commercial harvesting is zero, and interior equilibrium is as follows:
)), where x * satisfies the following equation
where A k , k = 1, 2, 3 are defined as follows:
.
Based on Routh-Hurwitz criterion [23] , a simple sufficient condition that Eq. (17) has at least one positive root is A 3 < 0, which derives that aα < cβ (αr + 1). (18) Furthermore, interior equilibrium P * exists if following inequality holds, α 0 < x * < 1, (19) where
In the case of v > 0, interior equilibrium can be obtained as follows:
)), and x * satisfies the following equatioñ
where B k , k = 1, 2, 3, 4, 5 are defined as follows:
Based on Routh-Hurwitz criterion [23] , a simple sufficient condition Eq. (20) has at least one positive root is B 5 < 0,
Furthermore, interior equilibriumP * exists if following inequality holds,
. The characteristic equation of system (7) aroundP * is as follows,
. . , 5 are defined as follows:
In the absence of time delay, τ 1 = τ 2 = 0, , system (7) takes the following form,
By taking economic interest of commercial harvesting v as bifurcation parameter, existence of singularity induced bifurcation and local stability switch due to variation of v will be investigated in Theorem 3.1. Proof. Let v be bifurcation parameter, D be differential operator, and
It follows simple computations that,
According to the Part A of Section IV in [20] , define
Based on the above analysis, it can be concluded that existence theorem of singularity induced bifurcation (Theorem 3
in [20] ) holds, hence system (24) has a singularity induced bifurcation around P * and the bifurcation value is v = 0.
Along with the line of the above computations, it can be obtained that,
By using similar proof, it can be obtained that
It follows from Theorem 3 in [20] , when v increase through 0, one eigenvalue of system (24) moves from C − to C + along real axis by diverging through ∞. Hence, system (24) is unstable around P * andP * in the case of zero and positive economic interest, respectively.
Remark 3.1. It has been shown recently that there are generically three types of codimension one local bifurcation associated with the differential-algebraic system, namely saddle-node bifurcation, Hopf bifurcation and singularity induced bifurcation. The singularity induced bifurcation does not occur in usual ordinary differential equation system, which has been characterized for differential-algebraic system. More introductions of singularity induced bifurcation can be found in [20] . In order to eliminate singularity induced bifurcation. State feedback controllers are designed to stabilize system (24) around P * andP * in the case of zero and positive economic interest of commercial harvesting, respectively.
In the case of v = 0, the linearized matrix of system (24) evaluated around P * is as follows,
According to the leading matrix A(t) in (24) and J P * in (29) , it can be calculated that rank(J P * , A(t )J P * , A 2 (t)J P * ) = 3. By using Theorem 2-2.1 in [12] , it is easy to show system (24) is locally controllable around P * . Consequently, a feedback controller can be applied to stabilize system (24) around P * . By using Theorem 3-1.2 in [12] , a feedback controller u(t ) = l(z(t ) − z * ) (l is a feedback gain and z * is a component of P * ) can be applied to stabilize system (24) around P * . Apply the controller u(t ) = l(z(t ) − z * ) into system (24) , and then a controlled system is as follows: 
, then system (30) is stable around P * .
Proof. Based on leading matrix A(t) in system (24) and J P * in (29) , characteristic equation of system (30) around P * is det(λA(t ) − J P * ) = 0, which can be expressed as follows:
where k , k = 1, 2 are defined as follows:
By using Routh-Hurwitz criteria [23] , sufficient and necessary condition for local stability of system (30) around P * can be concluded as follows,
In the case of v > 0, by applying controllerũ(t ) =l(z(t ) −z * ) into system (24) , and then a controlled system is as fol-
By using the similar analysis in Theorem 3.2, it is easy to conclude the design of state feedback controller in the case of 
where m 1 , n k , k = 1, 2, . . . , 5 are defined in Eq. (23).
By simple computation, it shows that λ = 0 is not a root of Eq. (32) provided that 1 + r(α − 1)(αr + 2) > 0 holds. Now substituting λ = iσ 1 (σ 1 is a positive real number) into Eq. (32) and separating real and imaginary parts, two transcendental equations can be obtained as follows: (7) 
Proof. If 1 + r(α − 1)(αr + 2) > 0 holds, then it derives that n 2 4 − (n 2 + n 5 ) 2 < 0, which guarantees that Eq. (34) has at least one positive root based on Routh-Hurwitz criterion [23] . Hence, Eq. (34) has a pair of purely imaginary roots of the form ±iσ *
1
By eliminating sin (σ 1 τ 1 ) from Eq. (33), it can be calculated that τ * 1k corresponding to σ * 1 is as follows:
where k = 0, 1, 2, . . .. By using Butler's lemma [9] , system (7) is locally asymptotically stable aroundP
Let λ = iσ * 1 represent purely imaginary root of Eq. (32), we will determine direction of motion of λ as τ 1 varies, namely,
By differentiating Eq. (32) with respect to τ 1 , it can be obtained that dλ dτ 1
By virtue of Eq. (33), it can be obtained that
, then it follows from simple computations that (m 1 + n 3 ) 2 − 2n 4 − n 2 1 > 0 holds, which implies that > 0. Consequently, transversality condition holds and Hopf bifurcation occurs when (τ 1 , τ 2 , v) 
When τ 1 = 0 and τ 2 > 0, Eq. (23) takes the following form,
By simple computation, it shows that λ = 0 is not a root of Eq. (38) provided that 1 + r(α − 1)(αr + 2) > 0 holds. Now substituting λ = iσ 2 (σ 2 is a positive real number) into Eq. (38), separating real and imaginary parts, two transcendental equations can be obtained as follows: (7) defined in (21) , G 4 and G 5 are defined as follows.
and k = 0, 1, 2, . . . , σ *
is a positive root of Eq. (40).
Proof. By using the similar proof of Theorem 3.4, it is easy to show Theorem 3.5.
Case IV:
In this subsection, τ 1 is regarded as a parameter, τ 2 is set to be a fixed valueτ 2 defined in the stable interval (0, τ
, where G 6 is defined as follows: (44) Let λ = iω 1 (ω 1 is a positive real number) be the root of Eq. (23), and two transcendental equations can be obtained as follows:
. (45) where m 1 , n k , k = 1, 2, 3, 4, 5 have been defined in Eq. (23) .
By eliminatingτ 2 from Eq. (45), it derives that
where h 1k (ω 1 ,τ 2 ), k = 0, 1, 2 are defined as follows:
It is hard to investigate properties of roots of transcendental Eq. (47) due to its complicated form. Without going detailed analysis on Eq. (47), it follows from dynamical system theory [23] , system (7) is locally asymptotically stable aroundP * if and only if each of eigenvalues have negative real parts. In order to investigate steady state when dynamical behavior aroundP * is locally unstable, the periodic oscillation of system (7) is studied by discussing existence and properties of Hopf bifurcation in the neighborhood ofP * . It should be noted that when system (7) exhibits Hopf bifurcation, the corresponding eigenvalue usually has a pair of purely imaginary roots [22] . It is easy to show that Eq. (23) has a pair of purely imaginary roots when Eq. (47) has at least two positive and simple root 0 < ω 10 < ω 11 < .
Without loss of generality, by denoting ω 1c = max{ω 1k , k = 0, 1, 2, . . .} and letting τ 1 as the bifurcation parameter, corresponding critical value τ 1c can be obtained as follows:
where φ 1c ∈ [0, 2π ) satisfies the following equation,
Furthermore, it is needed to check transversality condition to discuss existence of Hopf bifurcation. The necessary transversality condition of existence of Hopf bifurcation is critical eigenvalue crosses imaginary axis with non-zero velocity [22] . By differentiating λ with respect to τ 1 in Eq. (23), it derives that dλ dτ 1 =
where m 1 , n k , k = 1, 2, . . . , 5 are defined in Eq. (23), and
where A 1k , k = 1, 2, 3, 4 are defined as follows:
It is easy to show˜ > 0 provided A 11 A 13 + A 12 A 14 > 0. Based on dynamical system theory [23] , local stability switch of system (7) aroundP * due to variation of τ 1 is concluded as follows: 
(52) (iii) If Eq. (47) has at least two positive and simple roots 0 < ω 10 < ω 11 
In this subsection, τ 2 is regarded as a parameter, τ 1 is set to be a fixed value defined in the stable interval (0, τ * 10 ) computed in Section 3.2, i.e., (τ 1 , τ 2 , v) ∈ G 1 ∩ G 10 , where G 10 is defined as follows: 
and h 2k (ω 2 ,τ 1 ), k = 0, 1, 2 are defined as follows:
2 . 
where the corresponding critical value τ 2c can be obtained as follows:
and φ 2c ∈ [0, 2π ) satisfies the following equation,
Furthermore, A 2k , k = 1, 2, 3, 4 are defined as follows:
Proof. By using the similar proof of Theorem 3.6, it is easy to show Theorem 3.7.
Properties of Hopf bifurcation
By using normal theory and center manifold theorem [8, 22] , directions of Hopf bifurcation and stability of bifurcating periodic solutions are discussed. It follows from implicit function theorem [10] and the third equation of system (7) 
In the following, z(t) is adopted as z(t ) = (a−v)y(t)−bc+
Some symmetric analysis on z(t ) = (a−v)y(t)−bc−
can be also obtained. Hence, system (7) can be transformed as follows:
Some transformations associated withP * (x * ,ỹ * ) are given as follows:
As analyzed in the Section 3.4, for (τ 1 , τ 2 , v) ∈ G 1 ∩ G 6 , by regarding τ 1 as bifurcation parameter and τ 2 =τ 2 as the fixed value,τ 1 = μ + τ 1c , μ ∈ R, then μ = 0 is the Hopf bifurcation value of system (7).
Bars of variables are dropped for simplicity of notations, system (7) 
, where τ 1c andτ 2 is defined in (48) and (44), respectively.
According to Riesz representation theorem [18] , there exists a 2 × 2 matrix function η(θ , μ) of bounded variation for 
It follows from Lemma 7.1.1 in [22] thatT (t), t ≥ 0 is a strongly continuous semigroup of linear transformation on [0, +∞) and the infinitesimal generator A μ ofT (t), t ≥ 0 is as follows:
, the space of functions mapping the interval [−τ , 0] into R 2 which have continuous first derivative, and also define
(66) then system (63) is equivalent tȯ 
and a bilinear inner product Similarly, it follows from simple computations that eigenvector of A * corresponding to −iω 1c τ 1c , i.e., q
In order to assume q * (s), q(θ ) = 1, we need to determine the value of J in the following part. By virtue of (68), it derives that
Hence, we can chooseJ
Nextly, we will compute the coordinate to describe the center manifold C 0 at μ = 0. Let Z t be the solution of Eq. (67) when μ = 0.
On the center manifold C 0 , it derives that
χ andχ are local coordinates for C 0 in the direction of q * andq * .
For solution Z t ∈ C 0 of Eq. (67), since μ = 0, it derives thaṫ
It follows from Eqs. (69) and (70) that
By virtue of (63), (64) and (65), it derives that 
By comparing the coefficients with (71) and (73), it gives that 
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(0))
Since g 21 is associated with W 20 (θ ) and W 11 (θ ), which can be found in Appendix. Hence, the following values can be computed as follows: 
Numerical simulation
Numerical simulations are provided to understand the theoretical findings obtained in Section 3 of this paper. Parameters values of system (24) are partially taken from [47] , α = 0.7, β = 0.9, r = 0.6, a = 0.01, b = 0.001, c = 1 with appropriate unit.
In the case of zero economic interest, It follows from simple computations that (18) holds and Eq. (17) has a positive root x * = 0.5814. It can be checked that (19) holds and an interior equilibrium is obtained as follows: (0.5814, 0.3442, 0.0071).
In the case of positive economic interest, it is easy to compute that 0 < v < 0.0202 based on (21) . v = 0.0005 is utilized in the following numerical simulations, which is arbitrarily selected within the interval (0, 0.0202) and is enough to merit the theoretical analysis. By solving Eq. (7) around (0.5809, 0.3445, 0.0064) are plotted, symmetric analysis on (0.5776, 0.3464, 0.000226) can be also obtained.
When τ 1 = τ 2 = 0, By using given parameter values, it is easy to show that 1 + r(α − 1)(αr + 2) > 0. Consequently, it follows from Theorem 3.1 that system (24) has a singularity induced bifurcation around (0.5814, 0.3442, 0.0071) and v = 0 is a bifurcation value. Furthermore, system (24) Based on (35) in Theorem 3.4, system (7) is locally asymptotically stable around (0.5809, 0.3445, 0.0064) pro-
0202}. According to (36) in Theorem 3.4, it derives that system (7) undergoes Hopf bifurcation around (0.5809, 0.3445, 0.0064) when (τ 1 simple computations that system (7) is locally asymptotically stable around (0.5809, 0.3445, 0.0064
006452}. According to (42) in Theorem 3.5, it derives that system (7) undergoes Hopf bifurcation around (0.5809, 0.3445, 0.0064) when (τ 1 
When τ 1 is regarded as a parameter, τ 2 is set to beτ 2 = 0.95, which is arbitrarily selected in stable interval (0, 1.9541) obtained in Theorem 3.5. By virtue of given parameter values, it is easy to show that Eq. (47) has two positive roots and corresponding critical time delay is as follows: τ 1c = 6.3752. Hence, it follows from Theorem 3.6 that system (7) is stable around (0.5809, 0.3445, 0.0064 When τ 2 is regarded as a parameter, τ 1 is set to beτ 1 = 4.32, which is arbitrarily selected in stable interval (0, 9.6412) obtained in Theorem 3.4. By virtue of given parameter values, it is easy to show that Eq. (56) has two positive roots and corresponding critical time delay can be obtained as follows τ 2c = 1.0478. Hence, it follows from Theorem 3.7 that system (7) is stable around (0.5809, 0.3445, 0.0064) when (τ 1 
Based on the above analysis, some numerical simulations are made in the following part. System (7) with τ 1 = 3.15 < τ 1c , τ 2 = 0.95, v = 0.0005 is locally asymptotically stable around (0.5809, 0.3445, 0.0064), whose dynamical responses are plotted in Fig. 4 . System (7) with τ 1 = τ 1c = 6.3752, τ 2 = 0.95, v = 0.0005 undergoes Hopf bifurcation around (0.5809, 0.3445, 0.0064). Dynamical responses and corresponding limit cycle of system (7) are plotted in Fig. 5 . Furthermore, system (7) with τ 1 = 4.32, τ 2 = 0.51 < τ 2c , v = 0.0005 is locally asymptotically stable around (0.5809, 0.3445, 0.0064), whose dynamical responses are plotted in Fig. 6 . System (7) with τ 1 = 4.32, τ 2 = τ 2c = 1.0478, v = 0.0005 undergoes Hopf bifurcation.
Dynamical responses and corresponding limit cycle of system (7) are plotted in Fig. 7 .
It follows from Theorem 3.8 that μ 2 = 1.1925 > 0, ζ 2 = −0.7361 < 0 and T 2 = 1.2957 >. Hence, as τ 1 increases through τ 1c = 6.3752, a periodic solution caused by the Hopf bifurcation occurs, i.e., a family of periodic solutions bifurcate from (0.5809, 0.3445, 0.0064). Since μ 2 > 0 and ζ 2 < 0, the Hopf bifurcation is supercritical, the directions of Hopf bifurcation is τ 1 > τ 1c and these bifurcating periodic solutions from (0.5809, 0.3445, 0.0064) are stable.
Conclusion
It is well known that commercial harvesting is dynamically influenced by variation of economic interest, and time delays for prey and predator population can not be ignored due to intraspecific competition and population growth. In order to investigate combined dynamic impacts of economic interest and double time delays on population dynamics, an harvested bioeconomic system with double time delays is established, which extends work done in [47] from a perspective of economic viewpoint. Positivity of solution and uniform persistence of system are discussed. In the case of zero time delay, existence of singularity induced bifurcation is studied due to variation of economic interest of commercial harvesting. It reveals that there exists a singularity induced bifurcation phenomenon as economic interest increases through zero and system is unstable around interior equilibrium, which can be found in Theorem 3.1. In order to eliminate singularity induced bifurcation, state feedback controllers are designed to stabilize system around corresponding interior equilibrium in the case of zero and positive economic interest, which can be found in Theorem 3.2 and Theorem 3.3, respectively. It is of theoretical inspiration for people to maintain the sustainable development of prey-predator ecosystem as well as keep the economic interest of commercial harvesting at an ideal level. By analyzing the associated characteristic transcendental equation, it is found that interior equilibrium loses local stability when double time delays cross corresponding critical values. Furthermore, according to Hopf bifurcation theorem for functional differential equation, existence of Hopf bifurcation is investigated as local stability switches, which can be found from Theorem 3.4 to Theorem 3.7. Based on normal form theory and center manifold theorem, directions of Hopf bifurcation and stability of the bifurcating periodic solutions are studied in Theorem 3.8. Finally, numerical simulations are made to show that the differential-algebraic bioeconomic system exhibits recurrent bloom of species by Hopf bifurcation due to presences of double time delays.
In this paper, the work done in [47] is extended by discussing combined dynamic impacts of economic interest and double time delays on population dynamics. Firstly, an algebraic equation is incorporated into the system (7), which focuses on economic interest of commercial harvest effort on predator population. Hence, system (7) not only investigates interaction and coexistence mechanism of population, but also studies the dynamical behavior due to variation of economic interest of commercial harvesting. The algebraic equations proposed in previous related differential algebraic bioeconomic systems [33, 34, [38] [39] [40] 42, 43, 45, 46 ] also concentrate on the economic interest of commercial harvesting. However, the price of harvested population and cost of commercial harvesting are all constants, which is unrealistic in the real world. As introduced in the first section of this paper, price of harvested predator population and cost of commercial harvesting considered in system (7) are all time-varying function associated with fluctuation of harvested predator population density, which extends the form of algebraic equations proposed in [33, 34, [38] [39] [40] 42, 43, 45, 46] in a more realistic way.
Furthermore, time delays for prey and predator population of systems proposed in [33, 34, [38] [39] [40] 42, 43, 46, 47] are assumed to be the same discrete value, and system with two delays in [45] is investigated by using the equivalent system with a single time delay. The biological characteristics differences between prey and predator population are not considered in the above mentioned work, which contradicts to the realistic situation in the real world. By considering the biological characteristics differences between prey and predator population, two different time delays are introduced to describe maturation delay for prey and gestation delay for predator in system (7), dynamical behavior and local stability analysis around interior equilibrium are discussed due to variation of double time delays, which extends the work done in [33, 34, [38] [39] [40] 42, 43, [45] [46] [47] . 
where 
2 ) is a constant vector. 
By virtue of (63) 
Based on Grammar Law [23] , E 
