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Let F
q
be the "nite "eld of q elements with characteristic p and F
qm
its extension of
degree m. Fix a nontrivial additive character ( of F
p
. If f (x
1
,2, xn )3Fq[x1,2, xn] is
a polynomial, then one forms the exponential sum S
m
( f )"+
(x1
,2, xn)|(
Fq
m)n
((TrF
qm@
F
p
( f (x
1
,2, xn ))). The corresponding ‚ functions are de"ned by‚( f, t)"exp(+=
m/0
S
m
( f )tm/m). In this paper, we apply Dwork’s method to determine
the Newton polygon for the ‚ function ‚( f (x), t) associated with one variable
polynomial f (x) when deg f (x)"4. As an application, we also give an a$rmative
answer to Wan’s conjecture for the case deg f (x)"4. ( 2000 Academic Press1. INTRODUCTION
Let p be a prime, q"pa, and let F
q
be the "nite "eld of q elements and
F
qm
its extension of degree m. Fix a nontrivial additive character ( of F
p
. For
any Laurent polynomial f (x
1
,2, xn )3Fq[x1, x~11 ,2, xn , x~1n ] we form the
exponential sum
S*
m
( f )" +
(x1,2, xR n)|(F
*
qm)n
( (TrF
qm@Fp
( f (x
1
,2, xn ))).
If f (x
1
,2, xn) is in fact a polynomial, then one can also form the exponential
sum1Research partially supported by the Postdoctoral Science Foundation of China.
205
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m
( f )" +
(x1,2, xn)|(Fqm)n
( (TrF
qm@Fp
( f (x
1
,2, xn ))).
The corresponding ‚ functions are de"ned as follows
‚*( f, t)"expA
=
+
m/0
S*
m
( f )
tm
mB ,
‚( f, t)"expA
=
+
m/0
S*
m
( f )
tm
mB .
By the well-known theorems of Dwork, Bombieri, and Grothendieck, one
knows that the ‚ functions ‚*( f, t) and ‚ ( f, t) are rational functions. Write
‚*( f, t)"
<d1
i/1
(1!a
i
t)
<d2
j/1
(1!b
j
t)
and
‚ ( f, t)"
<d3
i/1
(1!c
i
t)
<d4
j/1
(1!d
j
t)
,
where a
i
(14i4d
1
), b
j
(14j4d
2
), c
i
(14i4d
3
), d
j
(14j4d
4
) are alge-
braic integers. Equivalently, one has
S*
m
( f )" d
2
+
j/1
bm
j
! d
1
+
i/1
am
i
and
S
m
( f )" d
4
+
j/1
dm
j
! d
3
+
i/1
cm
i
.
Thus "nding sharp p-adic estimates for the sums S*
m
( f ) and S
m
( f ) is reduced
to determining the p-adic values of the reciprocal roots a
i
(14i4d
1
),
c
i
(14i4d
3
) and the reciprocal poles b
j
(14j4d
2
), d
j
(14j4d
4
). This
question can best be described in terms of Newton polygons; see [7].
Dwork [4] and Mazur [7] conjectured that for large p and a general
hypersurface X of degree d, the Newton polygon of the interesting part of the
zeta function Z (X, t) coincides with its lower bound (the Hodge polygon).
Deligne [2] announced an l-adic proof of the Dwork}Mazur conjecture.
Recently Illusie [5] found a new proof using crystalline cohomology. In 1989,
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that under a simple condition, the generic Newton polygon of ‚ function
coincides with its lower bound. In 1993, Wan [9,10] gave a systematic
treatment of Newton polygons of exponential sums. Wan proved that the
Adolphson}Sperber conjecture is false in its full form, but true in a slightly
weaker form. Wan has also shown that the full form is true in various
important cases. As a corollary, Wan gave a p-adic proof for the
Dwork}Mazur conjecture.
DEFINITION 1.1. Let f (x)3Q[x]. If f (x)"( f
1 3 f2 32 3 fr ) (x) over Q, then
each f
i
is called composition factor of f.
In the June}July 1999 arithmetic algebraic geometry seminar, held at the
Morningside Center of Mathematics, CAS(Beijing), Wan suggested a conjec-
tural limiting behavior of the Newton polygon as the prime p varies. A vague
preliminary form of the conjecture is the following:
Conjecture 1.2. Let f (x) be a polynomial with integer coe$cients. Under
certain mild conditions on f (x), we have
lim
p?=
NP( f (x)mod p)"HP( f (x)),
where NP( f (x) mod p) means the Newton polygon of the ‚ function
‚( f (x)/F
p
; t) and HP( f (x)) means the Hodge polygon of the polynomial f (x)
which is the convex closure in R2 with vertices
Ak,
1
d
k
+
i/0
iB, 04k4deg( f (x))!1.
This conjecture is vague because the mild condition on f (x) is not precisely
given. Wan suggested that one should at least remove those polynomials f (x)
which contain either a monomial a(x#b)k#c or a Dickson polynomial
cD(x#b, a)#d as a nontrivial composition factor; see [6] for the de"nition
of the Dickson polynomial.
It is well known that the Hodge polygon is a lower bound of the Newton
polygon. In the case that p!1 is divisible by the degree, the two polygons
coincide. Thus, the lower limit of the Newton polygon when p varies is equal
to the Hodge polygon. The limit itself, however, does not exist as the
monomial example shows (the Dickson example is deeper). Conjecture 1.2
says that under the given hypothesis, the limit of the Newton polygon when
p varies exists (and hence is equal to the Hodge polygon).
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Sperber’s result (see [8]), one knows that Wan’s conjecture is true for the case
deg f (x)"3.
In the present paper, we will apply Dwork’s method to determine the
Newton polygon for the ‚ function ‚ ( f (x), t) when deg f (x)"4. As an
application, we also give an a$rmative answer to Wan’s conjecture for the
case deg f (x)"4.
The work presented here is part of the author’s 1998 Sichuan University
Ph.D. thesis. The author expresses his gratitude to Professor Qi Sun for his
guidance and encouragement. The author thanks Professor Keqin Feng for
his comments and encouragement. The author is very grateful to Daqing
Wan for his careful reading of the manuscript and for his helpful comments
and corrections. The author is also greatly indebted to the referees for their
helpful suggestions and corrections. Finally, the author thanks the Morning-
side Center of Mathematics, CAS at Beijing, for its "nancial support.
2. p-ADIC THEORY OF DWORK
In this section, following Adolphson, Sperber, and Wan, we shall present
their version of Dwork’s theory describing ‚ functions in terms of the
Fredholm determinant of a certain matrix.
Let Q
p
be the "eld of p-adic numbers and let ) be the completion of an
algebraic closure of Q
p
. Let K
a
denote the unrami"ed extension of Q
p
in ) of
degree a, where q"pa. Let n3) satisfy np~1"!p. Then )
1
"Q
p
(n) is
a totally rami"ed extension of Q
p
of degree p!1; in fact )
1
"Q
p
(f
p
), where
f
p
is a primitive pth root of unity. Let )
a
be the "eld generated by )
1
and K
a
.
Then )
a
is an unrami"ed extension of )
1
of degree a. The residue "elds of )
a
and K
a
are both F
q
, and the residue "elds of )
1
and Q
p
are both F
p
. The
Frobenius automorphism xPxp of Gal(F
q
/F
p
) lifts to a generator q of
Gal(K
a
/Q
p
), which we extend to )
a
by requiring that q (n)"n. If f is the
(q!1)st root of unity in )
a
, then q(f)"fp. Denote by &&ord’’ the additive
valuation on ) normalized by ord p"1, and denote by &&ord
q
’’ the additive
valuation on ) normalized by ord
q
q"1.
Let E(t) be the Artin}Hasse exponential series:
E (t)"expA
=
+
m/0
tpm
pmB3 (ZpWQ)[[t]].
Let c3)
1
be a root of
=
+
m/0
tpm
pm
"0
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p~1
. The series
h (t)"E (ct)" =+
m/0
B
m
tm
is a splitting function, in Dwork’s terminology, and its coe$cients satisfy
ord B
m
5 m
p!1 , Bm3),
ordB
m
" m
p!1 for 04m4p!1.
In fact,
B
m
"cm
m!
for 04m4p!1.
For real numbers b and c, 0(b4 p
p~1
, de"ne the following spaces of
p-adic functions:
L(b, c)"G +
u|Z
A
u
Xu3)
a
[[X]] DordA
u
5c#bw(u)H ,
L (b)"Z
c|R
L (b, c),
where Z is a subset of Zn50
, u"(u
1
,2, un), Xu"Xu11 2Xunn , and
w(u)"1
d
+n
i/1
u
i
, d51 is a given integer.
De"ne an )
a
-linear map t as follows:
tA +
u|Z
A
u
XuB"+
u|Z
A
pu
Xu.
Then one has t (L(b, c))-L (pb, c).
Let
fM (X)"fM (d, X)#fM (4d!1, X )" +
u|Zn50
cN
u
Xu3F
q
[X
1
,2, Xn],
where fM (d, X)"+ Du D/d cN uXu is a form of degree d"deg f
M (X),
fM (4d!1, X)"+ Du D4 cN uXu is of degree 4d!1.d~1
FFA=287=SG=VVC
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F (d, X )" <
Du D/d
h(c
u
Xu ),
F(4d!1, X )" <
Du D4d~1
h (c
u
Xu),
F (X)"<
u
h (c
u
Xu )"F (d, X )F (4d!1, X),
where c
u
3)
a
, cq
u
"c
u
, is a Teichmuller lifting of cN
u
for each u. Then it is easy
to check that the following are true:
F (d, X), F(X)3LA
1
p!1 , 0B ,
and
F (4d!1, X )3L A
d
(d!1)(p!1) , 0B .
Set
F
a
(d, X)"a~1<
j/0
Fq j (d, Xp j )3LA
p
q(p!1) , 0B ,
F
a
(4d!1, X)"a~1<
j/0
Fq j (4d!1, Xpj )3LA
pd
q (p!1)(d!1) , 0B ,
F
a
(X)"a~1<
j/0
Fq j (Xp j )3LA
p
q (p!1) , 0B .
De"ne the Frobenius maps a
a
"ta 3Fa(X) and aa(d)"ta 3Fa (d, X) which
are )
a
-linear endomorphisms of L( p
p~1
), and de"ne a
1
"q~1 3t 3F (X) and
a
1
(d )"q~1 3t 3F (d, X) which are q~1 semilinear (hence )1-linear) endo-
morphisms of L ( p
p~1
). Then the Dwork trace formula gives the following
equations:
‚*( fM (X), „ )(~1) n~1" n<
i/0
det(I!qi„a
a
) (~1) i (ni ), (2.1)
FFA=287=SG=VVC
NEWTON POLYGONS OF ‚ FUNCTIONS 211‚*( fM (d, X ), „ )(~1)n~1" n<
i/0
det(I!qi„a
a
(d )) (~1) i (ni ). (2.2)
Set
#(t)" =<
i/0
h (tpi )"expA
=
+
l/0
c
l
tplB ,
where
c
l
" l+
m/0
cpm
pm
"! =+
m/l‘1
cpm
pm
.
It then follows that c
l
3)
1
satisfy c
0
"c, ordc
0
" 1
p~1
, ordc
l
5 pl‘1
p~1
!l!1.
Set
<
u
#(c
u
Xu)"expG(X),
<
Du D/d
#(c
u
Xu)"expG (d, X),
<
Du D4d~1
# (c
u
Xu )"expG(4d!1, X).
Then G(X)"+=
l/0
c
l
f ql(Xpl), G(d, X)"+=
l/0
c
l
f ql(d, Xpl), and G(4d!1, X)"
+=
l/0
c
l
f q l (4d!1, Xpl ). Clearly one has
G(X )"G(d, X )#G (4d!1, X ).
Let E
i
"X
i
(L/LX
i
), and de"ne
D
i
"E
i
#G
i
, G
i
"E
i
G(X),
D
i
(d)"E
i
#G
i
(d), G
i
(d)"E
i
G(d, X),
D
i
(4d!1)"E
i
#G
i
(4d!1), G
i
(4d!1)"E
i
G(4d!1, X ).
Thus one has
D
i
"D
i
(d )#E
i
G(4d!1, X ),
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G
i
, G
i
(d )3LA
p
p!1 ,!1B , EiG(4d!1, X)3LA
pd
(p!1)(d!1) ,!1B .
Furthermore one can check that
E
i
G(4d!1, X )3LA
p
p!1 ,!1#
p
d (p!1)B .
The following commutative rules are easily veri"ed
qD
i 3 aa"aa 3Di ,
qD
i
(d) 3 aa(d)"aa(d) 3Di(d ),
for i"1, 2,2, n. As a consequence, the right side of (2.1) (resp. (2.2)) may be
expressed by means of the Koszul complex of commuting operators MD
i
Nn
i/1
(resp. MD
i
(d)Nn
i/1
) acting on the )
a
-space L( p
p~1
). From now on, we assume
that the D
i
form a regular sequence on L ( p
p~1
); then the Koszul complex is
acyclic except in dimension zero and
n
<
i/0
det(I!qi„a
a
) (~1) i (ni )"det(I!„aJ
a
), (2.3)
n
<
i/0
det(I!qi„a
a
(d)) (~1) i (ni )"det(I!„aJ
a
(d)), (2.4)
where aJ
a
(resp. aJ
a
(d)) is the map a
a
(resp. a
a
(d)) acting on
H
0
"L A
p
p!1BN
n
+
i/1
D
i
L A
p
p!1B
Aresp. H0 (d)"L A
p
p!1BN
n
+
i/1
D
i
(d)L A
p
p!1BB .
From Eqs. (2.1)} (2.4), one can deduce the following
THEOREM 2.1. One has
‚*( fM (X), „ )(~1)n~1"det(I!„ a
a
DH
0
),
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NEWTON POLYGONS OF ‚ FUNCTIONS 213and
‚*( fM (d, X ), „)(~1)n~1"det(I!„ a
a
(d) DH
0
(d )).
Let S"M1, 2,2, nN, and de"ne
LSA
p
p!1 , cB"G +
u|Z
A
u
Xu3LA
p
p!1 , cB Kui51, for all i3SH ,
LSA
p
p!1B"Z
c|R
LSA
p
p!1 , cB .
Then one can de"ne the quotient spaces WS and WS (d) as follows:
WS"LSA
p
p!1BNLSA
p
p!1BW
n
+
i/1
D
i
LA
p
p!1B
and
WS (d)"LSA
p
p!1BNLSA
p
p!1BW
n
+
i/1
D
i
(d )LA
p
p!1B .
Using Theorem 2.1 and [3, Theorem 4.4; 8, Theorem 2.34], one can prove the
following results:
THEOREM 2.2. One has
‚ ( fM (X ), „ )(~1)n~1"det(I!„ a
a
DWS )
and
‚ ( fM (d, X ), „ )(~1)n~1"det(I!„ a
a
(d) DWS(d )).
3. ESTIMATES FOR THE FROBENIUS MATRICES
In this section, we assume that f (x) is a deformation of a diagonal poly-
nomial. Let
fM (d, X)" n+ cN
i
Xd
i
3F
q
[X
1
,2, Xn], cN iO0,i/1
FFA=287=SG=VVC
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fM (4d!1, X)" +
u|!(4d~1)
cN
u
Xu3F
q
[X
1
,2, Xn],
where ! (4d!1)"Mu3Zn50 DcN uO0, Du D4d!1N. Set
fM (X)"fM (d, X )#fM (4d!1, X )"+
u
cN
u
Xu.
Let fM
i
(d, X) denote E
i
fM (d, X ) and let I"( fM
1
(d, X ),2, fM n(d, X )) be the
ideal they span in )
a
[[X
1
,2, Xn]]. Since cN iO0 for all i and (p, d )"1, one
can easily deduce that fM (d, X) is regular homogeneous, that is, fM (d, X),
fM
1
(d, X ),2, fM n(d, X ) have only the trivial zero in common. De"ne =S to be
the )
a
-span of monomials in )
a
[X
1
,2, Xn] divisible by X1,2, Xn . De"ne
<S to be the subspace of =S spanned by a "nite set of monomials
*S"MXu"Xu1
1
,2, Xunn D14ui4d!1, for i"1,2, nN and complement-
ary to IW=S. Then *S"MXu"Xu1
1
,2, Xunn D14ui4d!1, for
i"1, 2,2, nN is a monomial basis of <S. Let
f (X)"+
u
c
u
Xu
be the lifting of f (X) by Teichmuller units c
u
, cq
u
"c
u
. Set
F (X)"<
u
h (c
u
Xu).
Then one may write
F (X)" +
u|Zn50
F
u
Xu,
where
F
u
"+ I(Mm
i
Nn
i/1
; MluNu|!(4d~1) )
n
<
i/1
B
mi
<
u|!(4d~1)
B
lu
, (3.1)
where the sum runs over the index set
B(u)"M(Mm
i
Nn
i/1
; MluNu|! (4d~1))3Zn‘
D!(4d~1) D
50 Dui"mid
# +
u|!(4d~1)
luui , for i"1, 2,2, nN,
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1
,2, un ), u"(u1,2, un), and I (MmiNni/1 ; MluNu|!(4d~1)) is
a unit for each (Mm
i
Nn
i/1
; MluNu|!(4d~1) )3B(u) depending on the coe$cients cu
of f (X).
Let G*
i
"c
0
dXd
i
, where c
0
"c, ordc
0
" 1
p~1
. For each Xu3*S, one has
a
1
(Xu)3L( p
p~1
,!w (u)
p~1
); clearly one may write
a
1
(Xu)" +
Xv|*S
A*
vu
Xv# n+
i/1
G*
i
m*
i
, (3.2)
where m*
i
3L( p
p~1
,!w(u)
p~1
#1) and A*
vu
"q~1(F(pv!u)).
Write
a
1
(Xu)" +
Xv|*S
A
vu
Xv# n+
i/1
D
i
m
i
. (3.3)
In what follows we will give estimates for A*
vu
and A
vu
. First one proves the
following lemma.
LEMMA 3.1. ‚et d52. If m3L ( p
p~1
, c) is written
m"1*# n+
i/1
G*
i
m*
i
,
and
m"1# n+
i/1
D
i
m
i
,
where 1*, 13L( p
p~1
, c) and m*
i
, m
i
3L( p
p~1
, c#1), then
1*!13LA
p
p!1 , c#
p
d(p!1)B .
Proof. Since
G
i
(d)"E
i
G(d, X)
"E
iAc0
n
+
j/1
c
j
Xd
j
# =+
l/1
c
l
n
+
j/1
cpl
j
Xpld
j B
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0
c
i
dXd
i
# =+
l/1
c
l
cpl
i
pldXpld
i
"c
i
c
0
dXd
i A1#
=
+
l/1
cpl~1
i
c~1
0
c
l
plXd(pl~1)
i B
"c
i
G*
i
J
i
,
where J
i
"1#+=
l/1
cpl~1
i
c~1
0
c
l
plXd(pl~1)
i
. One can easily check that
J
i
3L ( p
p~1
, 0). Furthermore, one can check that J
i
is a unit in L( p
p~1
), with
J~1
i
3L ( p
p~1
, 0), for the series
=
+
j/0
A!
=
+
l/1
cpl~1
i
c~1
0
c
l
plXd(pl~1)
i B
j
is de"ned, belongs to L( p
p~1
, 0), and is an inverse to J
i
in L( p
p~1
).
Since
G
i
(d )"D
i
(d)!E
i
"D
i
!E
i
!E
i
G(4d!1, X),
one has
G*
i
"c~1
i
J~1
i
G
i
(d)"c~1
i
J~1
i
D
i
!c~1
i
J~1
i
E
i
!c~1
i
J~1
i
E
i
G(4d!1, X).
Therefore
m"1*#1@# n+
i/1
c~1
i
J~1
i
D
i
m*
i
,
where
1@" n+
i/1
(!c~1
i
J~1
i
E
i
!c~1
i
J~1
i
E
i
G(4d!1, X ))m*
i
.
Let 1"1*#1@ and m
i
"c~1
i
J~1
i
m*
i
. Then
1*!1"!1@" n+
i/1
(c~1
i
J~1
i
E
i
m*
i
#c~1
i
J~1
i
E
i
G(4d!1, X)m*
i
).
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i
3L( p
p~1
, c#1) and J~1
i
3L( p
p~1
, 0), one has c~1
i
J~1
i
E
i
m*
i
3
L( p
p~1
, c#1). Note that
E
i
G (4d!1, X)3LA
p
p!1 ,!1#
p
d (p!1)B .
Then one has
c~1
j
J~1
i
E
i
G(4d!1, X )m*
i
3LA
p
p!1 , 0!1#
p
d (p!1)#c#1B
"LA
p
p!1 , c#
p
d(p!1)B .
Since d52, p
d(p~1)
41. So
LA
p
p!1 , c#1B-LA
p
p!1 , c#
p
d(p!1)B .
Thus one has
1*!13LA
p
p!1 , c#
p
d(p!1)B .
The proof is complete.
LEMMA 3.2. ‚et d52. For A*
vu
and A
vu
as in (3.2) and (3.3), respectively,
then one has
ord(A
vu
!A*
vu
)5pw(v)!w (u)
p!1 #
p
d (p!1) .
Proof. For Xu3*S, let m"a
1
(Xu). Then the result follows immediately
from Lemma 3.1.
LEMMA 3.3. ‚et d52. Assume that p5d!1 and p,d
0
(mod d ), where
14d
0
4d!1 and (d, d
0
)"1. „hen the following estimates for A*
vu
hold:
(i) If for all i3M1, 2,2, nN, d0vi,ui (mod d ), then
ordA*
vu
"pw(v)!w (u)
p!1 ;
FFA=287=SG=VVC
218 SHAOFANG HONG(ii) If there exists i3M1, 2,2, nN such that d0viIui (mod d ), then
ordA*
vu
’pw(v)!w (u)
p!1 .
Proof. Since B
m
3)
1
"Q
p
(f
p
), by (3.1) one has
A*
vu
"+ q~1(I(Mm
i
Nn
i/1
; MluNu|!(4d~1)))
n
<
i/1
B
mi
<
u|!(4d~1)
B
lu
, (3.4)
where (Mm
i
Nn
i/1
; MluNu|!(4d~1))3B(pv!u). Then for i"1, 2,2, n, one has
pv
i
!u
i
"m
i
d# +
u|!(4d~1)
luui . (3.5)
One can deduce that
n
+
i/1
m
i
# +
u|!(4d~1)
lu"pw(v)!w(u)# +
u|!(4~1)
lu A1!
DuD
d B . (3.6)
Let
b(Mm
i
Nn
i/1
; MluNu|!(4d~1) )
"q~1(I(Mm
i
Nn
i/1
; MluNu|!(4d~1)))
n
<
i/1
B
mi
<
u|!(4d~1)
B
lu
be a term in the sum (3.4).
(i) If for all i3M1, 2,2, nN, d0vi,ui (mod d ), then
pv
i
!u
i
"m
i
d (3.7)
has a solution m
i
"1
d
(pv
i
!u
i
). Thus (3.5) has a solution (M1
d
((pv
i
!u
i
)Nn
i/1
;
M0Nu|! (4d~1) ). In this case, note that mi4p!1; then by (3.6), one has
ord b(Mm
i
Nn
i/1
; MluNu|!(4d~1))"
n
+
i/1
m
i
p!1"
1
p!1 (pw(v)!w (u)).
Then by (3.4), the result follows.
(ii) If there exist some i3M1, 2,2, nN, such that d0viIui (mod d), then
(3.7) has no solution. Otherwise, since p,d
0
(modd ), by (3.7) one has for all
i3M1, 2,2, nN, d0vi!ui,0 (mod d). This is a contradiction. Therefore (3.7)
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i
Nn
i/1
; MluNu|!(4d~1)) such that all
lu"0. In other words, for any solution (MmiNni/1 ; MluNu|!(4d~1) ) of (3.5), there
exist some u3!(4d!1) such that luO0. It then follows from (3.6) that
ord b (Mm
i
Nn
i/1
; MluNu|!(4d~1))5
n
+
i/1
m
i
p!1# +u|!(4d~1)
lu
p!1
"pw(v)!w (u)
p!1 #
1
p!1 +u|!(4d~1)
luA1!
DuD
d B
’pw(v)!w (u)
p!1 .
Therefore it follows from (3.4) that
ordA*
vu
’pw(v)!w (u)
p!1 .
This completes the proof of Lemma 3.3.
LEMMA 3.4. ‚et d52. Assume that p5d!1 and p,d
0
(mod d ), where
14d
0
4d!1 and (d, d
0
)"1. „hen the following estimates for A
vu
hold:
(i) If for all i3M1, 2,2, nN, d0vi,ui (mod d ), then
ordA
vu
"pw(v)!w (u)
p!1 ;
(ii) If there exists i3M1, 2,2, nN such that d0viIui (mod d ), then
ordA
vu
’pw(v)!w (u)
p!1 .
Proof. This lemma follows immediately from Lemmas 3.2 and 3.3.
4. NEWTON POLYGONS OF ‚ FUNCTIONS OF ONE VARIABLE
POLYNOMIALS OF DEGREE 4
In this section, we consider the case of one variable polynomial of degree 4.
Let p,1 (mod 4) and let fM (x)3F
q
[x] be a polynomial of degree 4. By
Sperber’s result (see [8, Theorem 3.11]), one then has that the ‚ function
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220 SHAOFANG HONG‚( fM (x), t) has three reciprocal zeros, u
1
, u
2
, and u
3
, which can be arranged
so that ord
q
u
1
"1
4
, ord
q
u
2
"2
4
, and ord
q
u
3
"3
4
. In what follows let
p,3 (mod 4) and let fM (x)3F
q
[x] be a polynomial of degree 4. Then
‚( fM (x), t) is of degree 3. By linear transformation, we may assume that fM (x) is
one of the following forms:
fM
aN ,bM
(x)"x4#aN x2#bM x, fM
aN
(x)"x4#aN x2, fM
bM
(x)"x4#bM x, fM
4
(x)"x4.
The Stickelberger theorem tells us that ‚ ( fM
4
(x), „ ) has three reciprocal zeros,
u
1
, u
2
, and u
3
, all satisfying, when p,3 (mod4),
ord
q
u
1
"ord
q
u
2
"ord
q
u
3
"1
2
.
It remains to consider the following cases,
fM (x)"fM
aN ,bM
(x), fM (x)"fM
aN
(x), fM (x)"fM
bM
(x),
where aN , bM 3F
q
and aN O0, bM O0.
Since n"1 and d"4, *S"Mx, x2, x3N. Thus for j"1, 2, 3, one has
a
1
(xj )"A*
1j
x#A*
2j
x2#A*
3j
x3#G*
i
m*, (4.1)
a
1
(x j )"A
1j
x#A
2j
x2#A
3j
x3#D
i
m, (4.2)
where A*
ij
"q~1(F (pi!j)), m*, m3L( p
p~1
,!u(j)
p~1
#1). Furthermore, by
Lemma 3.2 one has the following result.
LEMMA 4.1. One has
ord(A
ij
!A*
ij
)5p (i#1)!j
4(p!1) .
From Lemma 3.4, one can deduce the following result.
LEMMA 4.2. Assume that p,3 (mod4). „hen the following estimates for A
ij
hold:
(i) ordA
ij
" pi!j
4(p!1) , where i#j"4;
(ii) ordA
ij
’ pi!j
4(p!1) , where i#jO4.
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(i) For fM (x)"fM
aN ,bM
(x), if p57, then one has
ordA
11
" p#1
4(p!1) , ord A12"
p#1
4(p!1) , ordA21"
p#1
2(p!1) ,
ordA
23
" p#1
2(p!1) , ord A32"
3(p#1)
4(p!1) , ordA33"
3p!1
4(p!1) .
(ii) For fM (x)"fM
aN
(x), if p57, then one has
ord A
11
" p#1
4(p!1) , ordA125
1
2
, ordA
21
5 3p!1
4(p!1) , ord A235
3
4
,
ord A
32
5 2p!1
2(p!1) , ordA33"
3p!1
4(p!1) .
(iii) For fM (x)"fM
bM
(x), if p511, then one has
ordA
11
" p#5
4(p!1) , ord A12"
p#1
4(p!1) , ordA21"
p#1
2(p!1) ,
ordA
23
" p#3
2(p!1) , ord A32"
3p#7
4(p!1) , ordA33"
3(p#1)
4(p!1) .
Proof. (i) Since fM (x)"x4#aN x2#bM x, one has
A*
11
"q~1(F (p!1))
" +
(m,n, l)|Z350
4m‘2n‘l/p~1
q~1(B
m
B
n
B
l
anbl)
" +
(m,n, l)|Z350
4m‘2n‘l/p~1
B
m
B
n
B
l
q~1(anbl ).
" +
(m,n, l)|Z350
4m‘2n‘l/p~1
cm‘n‘l
m!n!l!
q~1(anbl).
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4
3Z. Since
p,3(mod4), one has 2n#3l,2 (mod4). Let 2n#3l"2. Then one has
that n"1, l"0. Noting that ordq~1(anbl)"0, and for 14s4p!1,
ords !"0, one has
ordA*
11
"p!1#2
4(p!1) "
p#1
4(p!1) .
Note that p57 implies p‘1
4(p~1)
( p~1
4(p~1)
# p
4(p~1)
. Thus by Lemma 4.1, one
has that
ordA
11
" p#1
4(p!1) .
For A*
12
, one has
A*
12
"q~1(F(p!2))" +
(m,n, l)|Z350
4m‘2n‘l/p~2
cm‘n‘l
m!n!l!
q~1(anbl ).
Let 4m#2n#l"p!2. Since p,3(mod4), one has 2n#3l,3 (mod4).
Solving 2n#3l"3, one gets n"0, l"1. Thus
ordA*
12
"p!2#3
4(p!1) "
p#1
4(p!1) .
Therefore it follows from Lemma 4.1 and p57 that
ordA
12
" p#1
4(p!1) .
For A*
21
, one has
A*
21
"q~1(F (2p!1))" +
(m,n, l)|Z350
4m‘2n‘l/2p~1
cm‘n‘l
m!n!l!
q~1(anbl ).
Let 4m#2n#l"2p!1. Similarly one has 2n#3l,3 (mod4). Solving
2n#3l"3, one gets that n"0, l"1. Thus
ordA*
21
"2p!1#3
4(p!1) "
p#1
2(p!1) .
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ordA
21
" p#1
2(p!1) .
Similarly, one can prove the assertions for ordA
23
, ordA
32
, and ordA
33
.
(ii) Let fM (x)"x4#aN x2. The proof is similar to (i). One has
A*
11
" +
(m,n)|Z250
4m‘2n/p~1
cm‘n
m!n!
q~1(an).
Let 4m#2n"p!1. Since p,3(mod4), n,1 (mod2). Thus
ordA*
11
" p#1
4(p!1) .
Since p57, one has
ordA
11
" p#1
4(p!1) .
For A*
12
, since p,3(mod 4), there do not exist integers m and n such that
4m#2n"p!2. Thus A*
12
"0. Similarly one can get that A*
21
"0. Then it
follows from Lemma 4.1 that
ordA
12
5 p!2
4(p!1)#
p
4(p!1)"
1
2
.
Similarly, one can prove the assertions for ordA
21
, ordA
23
, ordA
32
, and
ordA
33
.
(iii) Let fM (x)"x4#bM x. The proof is similar to (i). One has
A*
11
" +
(m, l)|Z250
4m‘l/p~1
cm‘l
m!l!
q~1(bl ).
Let 4m#l"p!1. Then m#l"p~1‘3l
4
3Z. Since p,3 (mod4), one has
3l,2 (mod 4). Thus l,2 (mod 4). Then one has
ord A*
11
"p!1#2]3
4(p!1) "
p#5
4(p!1) .
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ordA
11
" p#5
4(p!1) .
For A*
12
, one has
A*
12
" +
(m, l)|Z250
4m‘l/p~2
cm‘l
m!l!
q~1(bl ).
Let 4m#l"p!2. Then m#l"p~2‘3l
4
3Z. Since p,3 (mod4), one has
3l,3 (mod 4). Thus l,1 (mod 4). Then one has
ordA*
12
"p!2#1]3
4(p!1) "
p#1
4(p!1) .
By Lemma 4.1, one has
ordA
12
" p#1
4(p!1) .
For A*
21
, one has
A*
21
" +
(m, l)|Z250
4m‘l/2p~1
cm‘l
m!l!
q~1(bl ).
Let 4m#l"2p!1. Then m#l"2p~1‘3l
4
3Z. Since p,3 (mod 4), one has
3l,3 (mod 4). Thus l,1 (mod 4). Then one has
ordA*
21
"2p!1#1]3
4(p!1) "
2p#2
4(p!1) .
By Lemma 4.1, one has (p511)
ordA
21
" p#1
2(p!1) .
Similarly, one can prove the assertions for ordA
23
, ordA
32
, and ordA
33
.
This completes the proof of Lemma 4.3.
In what follows let A"(A
ij
) be the 3]3 matrix de"ned by (4.2).
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fM (x)"x4#aN x2, then there exists a matrix C3Gl
3
(O
=
) (where O
=
denotes the
ring of integers in T(f
p
), T is the maximal unrami,ed extension of Q
p
), such
that
CqAC~1"A
c (p‘1)@4 0
c (p~1)@2
* c (3p~5)@4 B , (4.3)
or
CqAC~1"A
c (p~1)@2 *
c (p‘1)@4
0 c (3p~5)@4 B . (4.3)@
Proof. (i) Let fM (x)"x4#aN x2#bM x. Since p57, then by Lemma 4.3 (i),
one has
ordA
11
" p#1
4(p!1) , ordA12"
p#1
4(p!1) , ordA21"
p#1
2(p!1) .
ordA
23
" p#1
2(p!1) , ordA32"
3(p#1)
4(p!1) , ordA33"
3p!1
4(p!1) .
We claim that there exists m"(m
1
, m
2
, m
3
)3O3
=
, m
1
"c mJ
1
, m
2
"c mJ
2
, m
3
"mJ
3
,
where m8
i
, i"1, 2, 3, is a unit in O
=
, such that
m qA"c (p‘1)@4m. (4.4)
Write
A
vu
"ce(v,u)A
vu
, 14v, u43,
where e (1, 1)"e (1, 2)"p‘1
4
, e (1, 3)"p~3
4
, e(2, 1)"e (2, 3)"p‘1
2
,
e(2, 2)"p~1
2
, e(3, 1)"e(3, 3)"3p~1
4
, e (3, 2)"3(p‘1)
4
, andA
vu
, 14v, u43, is
a unit in O
=
. Then the existence of m is equivalent to the existence of m8 "(m8
1
,
m8
2
, m8
3
)3O3
=
, such that
G
mJ q
1
A
11
#c (p‘1)@4mJ q
2
A
21
#c (p~3)@2mJ q
3
A
31
"mJ
1
,
mJ q
1
A
12
#c (p~3)@4mJ q
2
A
22
#c (p~1)@2mJ q
3
A
32
"mJ
2
,
mJ q
1
A
13
#c (p‘5)@4mJ q
2
A
23
#c (p~1)2mJ q
3
A
33
"mJ
3
.
(4.5)
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226 SHAOFANG HONGConsider the residue system of modulo c:
G
mN p
1
AM
11
"mN
1
,
mN p
1
AM
12
"mN
2
,
mN p
1
AM
13
"mN
3
,
(4.6)
where AM
11
, AM
12
, AM
13
3F1
p
(F1
p
denotes the algebraic closure of F
p
) are
nonzero. Clearly the system (4.6) always has a solution in F1
p
. Now let mN "(mM
1
,
mN
2
, mN
3
)3 (F1 *
p
) be a solution of (4.6). For j"1, 2, 3, let m (1)
j
3O
=
denote the
Teichmuller lifting of mN
j
3F1
p
in O
=
. Then one obtains a solution m(1)"(m (1)
1
,
m (1)
2
, m (1)
3
)3 (O*
=
)3 of system (4.5) modulo c.
Assume that for i4l, m(i)"(m (i)
1
, m (i)
2
, m (i)
3
)3 (O*
=
)3 has been constructed
such that m(i) is a solution of (4.5) modulo ci, and for j"1, 2, 3 and i(l, one
has
m (i)
j
,m (i‘1)
j
(mod ci).
One hopes to construct m(l‘1). Let
m (l‘1)
j
"m (l)
j
#cl=
j
, j"1, 2, 3,
and
AI
vu
"u(v, u)A
vu
,
where for u"1, 2, 3, u(1, u)"1; u (2, 1)"c (p‘1)@4 ; u (3, 1)"c (p~3)@2;
u(2, 2)"c (p~3)@4; u (3, 2)"c (p~1)@2 ; u (2, 3)"c (p‘5)@4; u (3, 3)"c (p~1)@2.
Then one may let
b
j
"1
cl Am (l)j !
3
+
i/1
m (l)q
i
AI
ijB3O= , j"1, 2, 3.
Therefore one has the following system of =
1
, =
2
, and =
3
:
3
+
i/1
=q
i
AI
ij
"=
j
#b
j
, j"1, 2, 3. (4.6)@
Consider the residue system of modulo c,
G
=M p
1
AM
11
"=M
1
#bM
1
,
=M p
2
AM
12
"=M
2
#bM
2
,
=M p
3
AM
13
"=M
3
#bM
3
,
(4.6)A
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11
, AM
12
, AM
13
3F1
p
are nonzero and bM
1
, bM
2
, bM
3
3F1
p
. Then the system
(4.6)A always has a solution in (F1
p
)3. Let=M "(=M
1
,=M
2
,=M
3
)3 (F1 *
p
)3 be a solu-
tion of the system (4.6)A. For j"1, 2, 3, let=(1)
j
3O
=
denote the Teichmuller
lifting of =M
j
3F1
p
in O
=
. Then one obtains a solution =(1)"(=(1)
1
, =(1)
2
,
=(1)
3
)3(O
=
)3 of the system (4.6)@ modulo c. Thus we obtain m (l‘1)"(m (l‘1)
1
,
m (l‘1)
2
, m (l‘1)
3
) such that m (l‘1) is a solution of (4.5) modulo cl‘1.
For j"1, 2, 3, take mJ
j
"lim
l?=
m (l)
j
. Thus mJ "(mJ
1
, mJ
2
, mJ
3
) is the solution as
one desired.
Let
""A
m
1
m
2
m
3
0 1 0
0 0 1 B , D""qA"~1 ;
then one has
D"A
c (p‘1)@4 0
! D(1)B ,
where !"(!
2
, !
3
)t is a 2]1 submatrix and D(1)"(D (1)
vu
)
24v,u43
is a 2]2
submatrix. Furthermore,
!
2
"A
21
m~1
1
, ord !
2
"1
2
,
!
3
"A
31
m~1
1
, ord !
3
" 3p!5
4(p!1) ,
D (1)
22
"!A
21
m~1
1
m
2
#A
22
, ordD (1)
22
"1
2
,
D (1)
23
"!A
21
m~1
1
m
3
#A
23
, ordD (1)
23
51
2 ASince ordA23"
1
2B ,
D (1)
32
"!A
31
m~1
1
m
2
#A
32
, ordD (1)
32
" 3p!1
4(p!1) ,
D (1)
33
"!A
31
m~1
1
m
3
#A
33
, ordD (1)
33
" 3p!5
4(p!1) .
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23
"0, then letD (1)
22
"c (p~1)@2R, R is a unit in O
=
. In a similar way to
solving (4.5), one can "nd a unit R@3O
=
, such that R@q. R"R@. So if let
C
1
"A
1 0 0
0 R@ 0
0 0 1 B ,
then one has that
Cq
1
DC~1
1
"A
c (p‘1)@4 0
c (p~1)@2
* D(2) B .
By the well-known functional relation, it follows that ordD(2)" 3p~5
4(p~1)
.
Furthermore, letD(2)"c (3p~5)@4R
1
, R
1
3O
=
is a unit. One can "nd R@
1
3O
=
such that R@q
1
R
1
"R@
1
. Thus if we let C
2
"(I2
0
0
R{1
)3Gl
3
(O
=
), where I
2
"(1
0
0
1
),
then let C"C
2
C
1
and C satis"es (4.3).
If D(1)
23
O0, the let r"(p!1)ordD(1)
23
!p~1
2
. We claim that there exists
d"(d
2
, d
3
)"(d@
2
, crd@
3
)3O2
=
, where d@
2
, d@
3
3O
=
are units, such that
dqD(1)"c (p~1)@2d. (4.7)
This is equivalent to the following system of equations,
G
d@q
2
d@
22
#d@q
3
d@
32
"d@
2
,
d@q
2
d@
23
#d@q
3
d@
33
"d@
3
,
(4.8)
where d@
22
and d@
23
are units in O
=
, d@
32
, d@
33
3O
=
. Just like solving (4.5), one
can solve (4.8) for (d@
2
, d@
3
). Then one gets d"(d
2
, d
3
)3O2
=
as desired.
Let
>"A
d
2
0
d
3
1 B .
Then one has
>qD(1)>~1"A
c (p~1)@2 0
* D(3)B ,
FFA=287=SG=VVC
NEWTON POLYGONS OF ‚ FUNCTIONS 229where D (3)"D (1)
33
!d3
d2
D (1)
32
. So ordD(3)"ordD (1)
33
" 3p~5
4(p~1)
. Let
C
3
"(1
0
0
Y
)". Then one has
Cq
3
AC~1
3
"A
c (p‘1)@4 0
c (p~1)@2
* D(3) B .
Furthermore, one can form a matrix C3Gl
3
(O
=
), such that C satis"es (4.3).
(ii) Let fM (x)"x4#aN x2. Consider the following cases.
Case 1. Suppose that A
12
"0 and A
32
"0. By Lemma 4.2, let
A
22
"c (p~1)@2R
2
, where R
2
3O
=
is a unit. One can "nd R@
2
3O
=
such that
R@q
2
R
2
"R@
2
. So if we let
C
4
"A
0 R@
2
0
1 0 0
0 0 1B ,
one has that
Cq
4
AC~1
4
"A
c (p~1)@2
0
*
D(4)B , where D(4)"A
A
11
A
31
A
13
A
33
B .
We claim that there exists e"( e1c (p~1)@2e3 ), where e1, e33O= are units, such that
D (4)e"c (p‘1)@4eq. This is equivalent to
G
A@
11
e
1
#c (p~3)@2A@
13
e
3
"eq
1
,
A@
31
e
1
#c (p~1)@2A@
33
e
3
"eq
3
,
(4.9)
where A
ij
"c(p~1)03$AijA@
ij
, A@
ij
is a unit, i, j3M1, 3N. In the same way as (4.5) is
solved, one can solve the system (4.9).
Let C
5
"( e1c (p~1)@2e3 01)~1. Then one has
Cq
5
D(4)C~1
5
"A
c (p‘1)@4 *
0 D(5)B ,
where D(5)"c (3p~5)@4(A@
33
c!e~q
1
eq
3
A@
13
). Furthermore, one can form
a matrix C3Gl
3
(O
=
), such that (4.3)@ holds.
Case 2. If we suppose that A
12
O0 or A
32
O0, the argument in (i) is
modi"ed as follows. Since the arguments for the case A
12
O0, A
32
"0, and
for the case A
12
"0, A
32
O0 are similar as that of the case A
12
O0, A
32
O0,
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12
O0, A
32
O0. In what follows let A
12
O0
and A
32
O0. Let r@"minM(p!1)ordA
12
#1, (p!1)ordA
32
N. We claim
that there exists m"(m
1
, m
2
, m
3
)3O3
=
, m
1
"cmJ
1
, m
2
"cr{~(p‘1)@4mJ
2
, m
3
"mJ
3
,
with m8
1
"(m8
1
, m8
2
, m8
3
) having unit coordinates in O
=
, such that (4.4) holds.
Write
A
vu
"ce(v,u)A@
vu
, 14v, u43,
where e(1, 1)"p‘1
4
, e (1, 2)"(p!1)ordA
12
, e(1, 3)"p~3
4
, e (2, 1)"3p~1
4
,
e(2, 2)"p~1
2
, e(2, 3)"3(p~1)
4
, e(3, 1)"e(3, 3)"3p~1
4
, e(3, 2)"(p!1)ordA
32
,
A@
vu
3O
=
, 14v, u43, and A@
11
, A@
12
, A@
13
, A@
22
, A@
31
, A@
32
, A@
33
are units in
O
=
. Then the existence of m is equivalent to the existence of m8 "(m8
1
, m8
2
,
m8
3
)3O3
=
, such that
G
mJ q
1
A@
11
#cr{‘(p~7)@4mJ q
2
A@
21
#c(p~3)@2mJ q
3
A@
31
"mJ
1
,
cr12mJ q
1
A@
12
#c (p~3)@4mJ q
2
A@
22
#cr32mJ q
3
A@
32
"mJ
2
,
mJ q
1
A@
13
#cr{‘(p~5)@4mJ q
2
A@
23
#c (p~1)@2mJ q
3
A@
33
"mJ
3
,
where r
12
"e (1, 2)#1!r@ and r
32
"e(3, 2)!r@ and either r
12
"0 or
r
32
"0.
In the same way as (4.5) is solved, one can solve the above system. Then
letting
") "A
m
1
m
2
m
3
0 1 0
0 0 1 B
and setting
DK "") qA") ~1
yields DK in the block form
DK "A
c(p‘1)@4 0
! DK (1)B ,
where !) "(!)
2
, !)
3
)t is a 2]1 submatrix,DK (1)"(DK (1)
vu
)
24v,u43
is 2]2 submat-
rix. Furthermore,
!)
2
"A
21
m~1
1
, ord!)
2
5 3p!5
4(p!1) ,
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3
"A
31
m~1
1
,
ord!)
3
" 3p!5
4(p!1) ,
DK (1)
22
"!A
21
m~1
1
m
2
#A
22
, ordDK (1)
22
"1
2
,
DK (1)
23
"!A
21
m~1
1
m
3
#A
23
, ordDK (1)
23
5 3p!5
4(p!1) ,
DK (1)
32
"!A
31
m~1
1
m
2
#A
32
, ordDK (1)
32
5 2p!1
2(p!1) ,
DK (1)
33
"!A
31
m~1
1
m
3
#A
33
, ordDK (1)
33
5 3p!5
4(p!1) ,
Similarly, if DK (1)
23
"0, then one can form a 2]2 matrix C such that (4.3)
holds. If DK (1)
23
O0, then one can "nd dL "(dL
2
, crdL
3
)3O2
=
, where
r"(p!1)ordDK (1)
23
!p~1
2
, such that
dL qDK (1)"c(p~1)@2dL .
Then one can form a 2]2 matrix >K "(dL 2
0
dL 3
1
) such that
>K qDK (1)>K ~1"A
c(p~1)@2 0
* DK (3)B ,
where DK (3)"DK (1)
33
!(dL
3
/dL
2
)DK (1)
32
. So ordDK (3)"ordDK (1)
33
" 3p~5
4(p~1)
. Finally,
one can form a 3]3 matrix C such that (4.3) holds.
The proof of Lemma 4.4 is complete.
LEMMA 4.5. ‚et p,3(mod4) and p511. If fM (x)"x4#bM x, then there
exists a matrix C3Gl
3
(O
=
) (where O
=
denotes the ring of integers in T(f
p
),
T is the maximal unrami,ed extension) such that
CqAC~1"A
c(p‘5)@4 0
c(p~1)@2
* c(3p~9)@4B . (4.10)
Proof. Let A
ij
"ce(i,j)A
ij
, where e (i, j)"(p!1)ordA
ij
is given by
Lemma 4.3(iii), A
ij
3O
=
is a unit, 14i, j43. We claim that there exists
m"(m
1
, m
2
, m
3
)3O3
=
, m
1
"c2 mJ
1
, m
2
"cmJ
2
, m
3
"mJ
3
, where m8
i
, i"1, 2, 3, is
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=
such that
mqA"c(p‘5)@4m. (4.11)
This is equivalent to
G
mJ q
1
A
11
#c(p~7)@4mJ q
2
A
21
#c(p~7)@2mJ q
3
A
31
"mJ
1
,
mJ q
1
A
12
#c (p~7)@4mJ q
2
A
22
#c(p~1)@2mJ q
3
A
32
"mJ
2
,
mJ q
1
A
13
#c(p‘5)@4mJ q
2
A
23
#c (p~1)@2mJ q
3
A
33
"mJ
3
.
(4.12)
One can solve (4.12) as (4.5) is solved. Then one gets m8 "(m8
1
, m8
2
, m8
3
) and
m"(m
1
, m
2
, m
3
) which satis"es (4.11).
Letting
""A
m
1
m
2
m
3
0 1 0
0 0 1 B ,
and setting
D""qA"~1,
one yields D in the block form
D"A
c(p‘5)@4 0
! D(1)B ,
where !"(!
2
, !
3
)t is a 2]1 submatrix and D(1)"(D(1)
vu
)
24v,u43
is a 2]2
submatrix. Furthermore,
!
2
"A
21
m~1
1
, ord !
2
" p!3
2(p!1) ,
!
3
"A
31
m~1
1
, ord !
3
" 3p!9
4(p!1) ,
D(1)
22
"!A
21
m~1
1
m
2
#A
22
, ordD(1)
22
"1
2
,
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23
"!A
21
m~1
1
m
3
#A
23
, ordD(1)
23
" p!3
2(p!1) ,
D(1)
32
"!A
31
m~1
1
m
2
#A
32
, ordD(1)
32
" 3p!5
4(p!1) ,
D(1)
33
"!A
31
m~1
1
m
3
#A
33
, ordD(1)
33
" 3p!9
4(p!1) ,
where one needs only to check that ordD(1)
22
"1
2
. In fact, by the proof of
Lemma 4.3(iii) one has
A
21
,c(p‘1)@2q~1(b)
(p~1
2
)!
(mod c(p‘7)@2), A
22
,c(p~1)@2
(p~1
2
) !
(mod c(p‘5)@2).
Thus
D(11)
22
,c(p~1)@2
(p~1
2
)!
(1!q~1(b)mJ ~1
1
mJ
2
) (mod c(p‘5)@2). (4.13)
It follows from (4.12) that
1!q~1(b)mJ ~1
1
mJ
2
,mJ ~1
1
mJ q
1
(A
11
!q~1(b)A
12
) (mod c).
But
A
11
,q~1(b2 )
2!(p~3
4
)!
(mod c), A
12
,q~1(b)
(p~3
4
) !
(mod c).
Therefore
A
11
!q~1(b)A
12
,!q~1(b2 )
2!(p~3
4
) !
, (mod c).
Thus one has
1!q~1(b)mJ ~1
1
mJ
2
,!mJ ~1
1
mJ q
1
q~1(b2 )
2!(p~3
4
) !
(mod c).
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D(1)
22
,!c(p~1)@2 m
J ~1
1
mJ q
1
q~1(b2)
2!(p~1
2
)! (p~3
2
)!
(mod c(p~1)@2‘1),
which implies immediately that ordD(1)
22
"1
2
.
Consequently, one can "nd d"(cd
2
, d
3
)3O2
=
, d
2
and d
3
are units, such
that
dqD(1)"c(p~1)@2d.
Then one can form a 2]2 matrix >"(cd2
0
d3
1
) such that
>qD(1)>~1"A
c(p~1)@2 0
* D(3)B ,
where D(3)"D(1)
33
! d3
cd2
D(1)
32
.
Finally, one can "nd a 3]3 matrix C such that (4.10) holds. The proof is
complete.
Now we can give the main result in this paper as follows.
THEOREM 4.6. ‚et prime p,3 (mod 4). ‚et fM (x)3F
q
[x] be a polynomial of
degree 4 and let Mu
1
, u
2
, u
3
N be the set of reciprocal roots of ‚ functions
‚( fM (x), t) satisfying
ord
q
u
1
4ord
q
u
2
4ord
q
u
3
.
(i) For fM (x)"x4#aN x2#bM x, or fM (x)"x4#aN x2, where aN O0, bM O0, if
p57, then
ord
q
u
1
" p#1
4(p!1) , ordqu2"
1
2
, ord
q
u
3
" 3p!5
4(p!1) .
(ii) For fM (x)"x4#bM x, where bM O0, if p511, then
ord
q
u
1
" p#5
4(p!1) , ordqu2"
1
2
, ord
q
u
3
" 3p!9
4(p!1) .
(iii) For fM (x)"x4, one has
ord
q
u
1
"ord
q
u
2
"ord
q
u
3
"1
2
.
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a
(resp. aN
1
) denote the map a
a
"ta 3Fa (x) (resp.
a
1
"q~1 3t 3F(x)) acting on the quotient space
WS"LSA
p
p!1BNLSA
p
p!1BW
n
+
i/1
D
i
LA
p
p!1B .
Note that aN
a
(resp. aN
1
) is an )
a
-linear (resp. q~1 semilinear) map. Let Ne be the
basis Mx
1
, x
2
, x
3
N, written as a row vector. Then the map aN
1
is given by
aN
1
Ne"NeA, where A"(A
ij
), a 3]3 matrix, is the matrix de"ned by (4.2). Since
aN
a
"aN a
1
and aN
1
is q~1 semilinear, the map aN
a
is given by
aN
a
Ne"aN a
1
Ne"aN a~1
1
NeA"aN a~2
1
NeAAq~1"2"NeAAq~12A(q~1)a~1.
Let A
a
denote the matrix of aN
a
with respect to the basis Ne . Then one has
A
a
"AAq~12A(q~1)a~1. (4.14)
It follows from Theorem 2.2 that
‚( fM (x), t)"det(I!tA
a
). (4.15)
Suppose that there exists a matrix C3Gl
3
(O
=
) satisfying
CqAC~1"A
cl1 0
cl2
* cl3B .
Then by (4.14) one has
CqA
a
(Cq )~1"A
cal1 0
cal2
* cal3B .
It follows from (4.15) that
‚( fM (x), t)"det A
1!tcal1 0
1!tcal2
* 1!tcal3B (4.16)
" 3<
i/1
(1!tcal1).
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CqAC~1"A
cl1 *
cl2
0 cl3B .
For case (i), fM (x)"x4#aN x2#bM x or fM (x)"x4#aN x. By Lemma 4.4 one
has
l
1
"p#1
4
, l
2
"p!1
2
, l
3
"3p!5
4
.
Thus the result follows immediately from (4.16).
For case (ii), fM (x)"x4#bM x. By Lemma 4.5 one has
l
1
"p#5
4
, l
2
"p!1
2
, l
3
"3p!9
4
.
Thus the result follows immediately from (4.16).
For case (iii), fM (x)"x4, the result follows from Stickelberger’s theorem on
Gauss sums.
The proof of Theorem 4.6 is complete.
Finally, from Theorem 4.6 one can immediately give a partial answer to
Conjecture 1.2 as follows.
CORROLLARY 4.7. ‚et p be a prime. ‚et f (x)3F
q
[x] and deg f (x)"4. If
f (x)O(x#a)4 for any a3F
q
, then the Newton polygon for the associated
‚ function ‚( f (x), t) approaches the Newton polygon of the ‚ function
‚( f (x), t) when p,1(mod4) in the limit when p varies in the congruence class
p,3(mod4) and pPR, namely,
lim
p?=
NP( f (x))"HP( f (x)).
5. FINAL NOTES
Let d be a positive integer and let p be a prime. Let (d, p)"1. Let N (d, p)
denote the number of distinct Newton polygons for ‚ functions associated to
one variable polynomials of degree d over "nite "elds of characteristic p. In
what follows let d and p be given. For the case that p!1 is divisible by d, it is
known that N (d, p)"1 (see [8, Theorem 3.11]). We are interested in the case
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(mod3) and p is given, one then has N(3, p)"2. By Theorem 4.6, one knows
that if p511, p,3(mod4), and p is given, one then has N (4, p)"3. For
general integer d52, and for any large "xed prime p such that p!1 is not
divisible by d, we expect to have a formula to calculate the number N (d, p).
This problem remains open. We propose the following conjecture:
Conjecture 5.1. Let d52 be a given integer. Then for any two distinct
primes p
1
and p
2
which are greater than C(d), where C (d) is a constant which
depends only on d, if p
1
,p
2
(mod d), one has N (d, p
1
)"N(d, p
2
).
Assume that the above conjecture is true. Then for given integer d52, for
any integer d
0
satisfying 14d
0
4d and (d, d
0
)"1, one can de"ne the
number N(d, dM
0
) to be any one of the numbers N (d, p), where p is a prime
greater than the constant C (d) and p,d
0
(mod d). It is clear that N (d, 1M )"1.
We de"ne the number N(d) to be the sum
d
+
d0/1
(d0,d)/1
N(d, dM
0
).
One then has that N (2)"1, N (3)"3, N(4)"4. It may be of interest to give
a formula for the number N(d) for general positive integer d. This is still an
open problem.
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