A fast multilevel wavelet collocation method for the solution of partial differential equations in multiple dimensions is developed. The computational cost of the algorithm is independent of the dimensionality of the problem and is O(N ), where N is the total number of collocation points. The method can handle general boundary conditions. The multilevel structure of the algorithm provides a simple way to adapt computational refinements to local demands of the solution. High resolution computations are performed only in regions where singularities or sharp transitions occur. Numerical results demonstrate the ability of the method to resolve localized structures such as shocks, which change their location and steepness in space and time. The present results indicate that the method has clear advantages in comparison with well established numerical algorithms. ᮊ 1997 Academic Press
INTRODUCTION
A multilevel wavelet collocation method for the solution of partial differential equations in one spatial dimension has been developed recently by Vasilyev et al. [1] . The method utilizes the classical idea of collocation with the wavelet approximation, which results in a differential-algebraic system of equations, where the algebraic part arises from boundary conditions. Liandrat and Tchiamichian [2] , Maday et al. [3] , Maday and Ravel [4] , Bacry et al. [5] , and Bertoluzza et al. [6] have shown that the multiresolution structure of wavelet bases is a simple and effective framework for spatially adaptive algorithms. In their Galerkin algorithms, they retain wavelets whose coefficients are larger than a given threshold. In order to be able to track singularities they also retain wavelets that are adjacent to such regions. This adaptive procedure, based on the analysis of wavelet coefficients, allows them to follow the local structures of the solution. In wavelet Galerkin algorithms nonlinearities can be handled using either the connection coefficients introduced by Beylkin [7] (see also [5] ) or quadrature formulae [4] . The first approach is computationally expensive, due to summations over multiple indices [8] . In the second approach the accuracy might be lost due to approximate calculations of the scalar products [9] . In contrast, the treatment of nonlinear terms in the multilevel wavelet collocation method is a straightforward task due to the collocation nature of the algorithm [1] .
Most of the wavelet algorithms for solving partial differential equations can handle periodic boundary conditions easily (see [2, 3, 5, 6] ). The effective treatment of general boundary conditions is still an open question even though different possibilities of dealing with this problem have been studied. One approach is to use wavelets specified on an interval as suggested by Meyer [10] and Andesson et al. [11] . These wavelets are constructed satisfying certain boundary conditions. The disadvantages of this approach are inconvenience of implementation and wavelet dependence on boundary conditions. A more satisfactory approach for problems with Dirichlet boundary conditions is to use the tau method [4] . This approach may lead to some ambiguities associated with the introduction of extra equations to treat boundary conditions, which in turn makes the system of equations overdetermined.
A dynamically adaptive multilevel wavelet collocation method for the solution of partial differential equations in one spatial dimension has been developed recently by Vasilyev and Paolucci [12] (hereafter referred as VP). The method extends the collocation method developed in [1] and incorporates the dynamically adaptive multilevel algorithm suggested by Liandrat and Tchamitchian [2] . The multilevel structure of the algorithm presented by VP provides a simple way to adapt computational refinements to local demands of the solution. High resolution computations are performed only in regions where sharp transitions occur. The method handles general boundary conditions. The algorithm is applied to the set of one-dimensional problems. The numerical results indicate that the method of VP is very accurate and efficient.
Despite the relative success of the adaptive multilevel wavelet collocation algorithm proposed by VP, the computational cost of calculating spatial derivatives is O(N 2 ), where N is the total number of collocation points. This is mostly due to the fact that the method utilizes matrix derivative operators. A different approach is to project the space of functional values onto the space of wavelet coefficients, and then to project it back to the space of functional derivatives. This procedure can be very costly, unless there exists a fast projection algorithm. In the present paper we present such an algorithm which requires only O(N ) operations. Furthermore, the computational cost remains of order O(N ) regardless of the dimensionality of the problem.
The main objective of the present work is to extend the dynamically adaptive collocation method of VP to multiple dimensions and to make it more computationally efficient by using the fast wavelet collocation transform. The rest of the paper is organized as follows. In Section 2 we present the fast wavelet collocation transform in the context of wavelet interpolation. Its implementation in a dynamically adaptive method for solving partial differential equations is described in Section 3. Finally, in Section 4, the method is applied to the solution of one-and two-dimensional test problems.
FAST WAVELET COLLOCATION TRANSFORM

One-Dimensional Case
Let us consider a function u(x) defined on a closed interval ⍀ ϵ [X 1 , X 2 ]. If we take 
then it can be shown [1] that there exist b 0 , L, N 1 , N 2 such that u(x ) can be approximated as
where ͕Z j : Ϫ2 LϩjϪ1 Ϫ N 1 , ..., 2 LϩjϪ1 ϩ N 2 ͖ and N 1 , N 2 are the number of external wavelets on each side of the domain ⍀. Note that levels j ϭ 0 and J correspond respectively to the coarsest and finest scales present in the approximation, and the largest scale present in approximation is determined by L.
For clarity of discussion, all wavelets whose centers are located within the domain will be called internal wavelets; the other wavelets will be called external wavelets. In addition we will call wavelets corresponding to the same j as wavelets at the j level of resolution. For notational convenience we use the superscript to denote the level of resolution and the subscript to denote the location in physical space (with the exception of a j ).
We follow [1] in defining a set of collocation points ͕x j i : i ʦ Z j ͖ in such a way that for any j (0 Ͻ j Ͻ J Ϫ 1) the following relation between the collocation points at different levels of resolution is satisfied.
This relation between collocation points of different levels enables us to have the same values of the function at different levels of resolution at the same collocation points:
Since every wavelet is characterized by its location b j k , then for internal wavelets these locations seem to be the most natural choice for collocation points, provided that wavelets are symmetric and nonzero at b j k . Nonsymmetric wavelets can also be utilized, but in this case the choice for collocation points is not clear. Collocation points for external wavelets are located as described in [1] . Briefly, at any level of resolution j, the collocation points corresponding to the external wavelets are located in the intervals [X 1 , X 1 ϩ b 0 a j ] and [X 2 Ϫ b 0 a j , X 2 ] and are taken to correspond to the collocation points of possible internal wavelets of smaller scales. The placement strategy is illustrated in Fig. 1 with two external wavelets (N 1 ϭ 2).
We enumerate the collocation points in such a way that for any
The absolute value of the wavelet coefficient c j k appearing in the approximation (2) depends upon the local regularity of u(x ) in the neighborhood of location b j k . It was shown by VP that the approximation (2) can be rewritten as a sum of two terms composed respectively of wavelets whose amplitudes are above and below a threshold ,
where
It was proved by VP that a good approximation is retained even when wavelets whose coefficients are below a certain threshold are omitted and only those wavelets are kept whose coefficients are above the threshold. Due to the collocation nature of the algorithm, we are interested in the L ȍ norm of the error and since the magnitude of wavelet j k (x) is of the order a Ϫ1/2 j , we only retain wavelets whose amplitudes satisfy the criteria
Ϫ3 , L a ϭ 1, M a ϭ 1) of wavelet collocation points used in approximating the function.
Following VP we omit collocation points associated with wavelets whose amplitude is below the given threshold. We call the grid of collocation points an irregular grid G Ն if at least one collocation point at any level of resolution is omitted. Otherwise we call it a regular grid G. Typical examples of regular and irregular grids of wavelet collocation points are presented respectively in Figs. 2(b) and 2(c). Note that the irregular grid becomes a regular one by setting the threshold parameter to zero.
If we look closely at Fig. 2 (c) we see that relation (3) between collocation points at different levels is violated. Let us define two subsets of integers Z
Ն is the set of indices of wavelets (and collocation points) at the j level of resolution, and Z is the set of indices of the ultimate set of collocation points used in the interpolation. Thus for a given threshold parameter a function u(x) can be approximated as
The next step is to determine the wavelet coefficients from values of the function at the collocation points. Following [1] and VP we start from the coarsest level of resolution and progressively move to the finest level. On each level the coefficients at the lower levels are fixed, so we only obtain the coefficients corresponding to that level. The main difference between the present algorithm and the one proposed in VP is that, instead of constructing matrix operators which map the functional values at collocation points into wavelet coefficients, we find wavelet coefficients directly via a fast algorithm which requires O(N ) operations, where N is the total number of collocation points. The construction of matrix operators is unnecessary and results in O(N 2 ) operations. Approximation (9) can be rewritten for any intermediate resolution level
Let ⌬ j (x) be the residual between approximation u J (x) at the J level of resolution and u jϪ1 (x) at the j Ϫ 1 level of resolution
Then substitution of (10) into (11) gives the relation
Rewriting (11) at x l i collocation points and using (4) it is easy to show that
Evaluating Eq. (12) at x j i collocation points and using (13) it can be shown that
where for convenience of notation we introduce the operator
which measures the contribution of wavelet M W which is defined by the wavelet support. In Fig. 3 we sketch the structure of matrices The operation count involved in obtaining functional values of the derivatives at collocation points is also O((J ϩ 1)M W N ).
Thus we can see that the total number of operations involved in the calculation of spatial derivatives of a function at given collocation points is O(N ). For a typical wavelet M W Ȃ O(10) and J Ȃ O(10). So the coefficient in front of N is of order 100. Note that the method of VP is more efficient for small size problems, i.e. when the total number of wavelets is approximately less than one hundred. The present algorithm becomes much more efficient than the one proposed by VP for large size problems; more specifically the algorithm is much more efficient in multiple dimensions, where the operation count will be seen to remain of order O(N ).
We emphasize that the present algorithm is general and does not depend on the choice of wavelet basis. In fact the algorithm is formulated for wavelet frames and consequently for orthonormal wavelet bases, since the concept of frames is more general and includes both Riesz and orthonormal bases (see [1, 13] ). What is more, the method is applicable for any suitable function, provided that it has compact or essentially compact support. In order not to cloud the discussion we will keep referring to our functions as wavelets, keeping in mind that true wavelets satisfy additional properties.
The present method becomes even more efficient if cardinal bases or wavelets are utilized. By cardinal wavelets we refer to a certain type of wavelets which satisfy the property
where ͳ i,k is the Kronecker delta symbol. For more information on cardinal wavelets we refer to [14, 15] . There are two areas where the savings are considerable. The first is in the determination of the wavelet coefficients. The use of cardinal wavelets makes the matrix almost diagonal (with the exception of collocation points associated with external wavelets) and the cost of finding wavelet coefficients at each level requires N j operations. The second saving comes from the property that if
This property allows us to omit a substantial number of wavelets and their collocation points without loss of approximation. Note that the total number of collocation points does not change, but the total number of wavelets on each level of resolution is smaller. In this case the total number of wavelets is equal to the total number of collocation points. We emphasize that due to substantial savings in computational cost, especially in multiple dimensions, the use of cardinal wavelets is very attractive.
Multidimensional Case
The generalization of the algorithm to multiple dimensions is straightforward. For simplicity we will discuss the two-dimensional case. Higher dimensions are treated in an analogous manner.
Let us consider a closed rectangular domain ⍀ ϵ ⍀ x ϫ ⍀ y , where
. For each of the two one-dimensional domains ⍀ x and ⍀ y we can define one-dimensional wavelet bases ͕ j k (x)͖ and ͕ j l ( y)͖. For clarity of presentation we use subscript x to denote that the wavelet basis and all the parameters associated with it (a x0 , a xj ,
If we need to consider wavelet basis for another domain, we use a different subscript. For example, we will use subscript y for the domain
can be constructed as a combination of two onedimensional translations and a dilation of a truly two-dimensional wavelet (x, y). Consequently, a functional element of the two-dimensional wavelet basis can be written as
Note that the two-dimensional translation and dilatation may not be uniform.
Another way of constructing a two-dimensional basis is to consider a tensor product of the two one-dimensional bases
In this case (20) can be rewritten as
Two-dimensional wavelets of type (21) are a subset of the more general twodimensional wavelets (20) . Both types of wavelets can be utilized by the present algorithm. In order to keep the algorithm as general as possible, we formulate it for the general two-dimensional wavelets of form (20) . Note that, regardless of the type of two-dimensional wavelets utilized in the algorithm, the following relations can be written
Let us consider a function u(x, y) defined in a closed rectangular domain ⍀ and let J ϭ max(J x , J y ). The function u(x, y ) can be approximated as
In light of (3) and (22) the following relation between the set of collocation points ͕(
In light of (4) and (24) we can write the following relation
Analogous to the one-dimensional case we enumerate collocation points in such a way that for any j (0 Յ j Յ J ) and (i 1 ,
Approximation (23) can be rewritten as a sum of two terms composed of wavelets whose amplitudes are above and below a certain threshold. The latter can be neglected without loss in the approximation. For the two-dimensional case we keep only wavelets whose amplitudes satisfy the criteria
Thus, for a given threshold parameter , a function u(x, y) can be approximated as
where ͕Z 2j Ն ͖ is the two-dimensional integer set which consists of indices of wavelets whose amplitude satisfy the criteria (27). We also define the two-dimensional integer set Z 2 in such a way that (
In other words, Z 2 is the set of indices of the ultimate set of collocation points used for the approximation.
Following (11) , the residual between approximations u J (x, y) at the J level of resolution and u jϪ1 (x, y) at the j Ϫ 1 level of resolution can be written as
Then substitution of (28) into (29) gives the following relation
Rewriting (29) at (x l i , y l k ) collocation points and using (25) it is easy to show that
Evaluating (30) at (
Ն and using (31) we obtain
which measures the contribution of wavelet
As in the onedimensional case, we start from the coarsest level of resolution and progressively move to the finest level. On each level the coefficients of the lower levels are fixed, so we only obtain the coefficients corresponding to that level. Knowing c jϪ1 i,k at the j Ϫ 1 level of resolution and making use of (30), the values of the residual
can be found using the recursive relation ). Analogous to the one-dimensional case, the algorithm would gain efficiency if twodimensional cardinal wavelets are utilized. By two-dimensional cardinal wavelets we refer to wavelets which satisfy the property
This makes the cost of obtaining wavelet coefficients substantially lower. What is even more attractive is that the computational cost becomes O(N j ) regardless of the problem dimensionality. Analogously, values of the derivatives of the approximate function at the collocation points can be found using the relation It is intrinsic to the algorithm due to the m-dimensional local character of the wavelet support. Nevertheless, for problems with localized structures, the total number of grid points and the storage requirements are considerably less than in conventional numerical algorithms. A particular example was given by VP, where they used less than 195 grid points to achieve more accurate results than a finite difference method with 6000 grid points. We also note that, unlike finite difference (or finite element) methods, the present algorithm, as demonstrated in [1] , yields spectral-like convergence rates. In addition, with the present method one has good control of the local error of the solution everywhere in the computational domain. This cannot be achieved easily using conventional numerical algorithms. Now we are in position to discuss the meanings of J x and J y . Let J ϭ J x ϭ J y be the finest level of resolution. In order for the approximation to resolve appropriately all scales, the inequalities
should be satisfied, where s x and s y are the smallest scales present in the function u(x, y ) in x and y directions, respectively. Using (19) the inequalities (37) can be rewritten as
If a x0 /s x ϭ O(a y0 /s y ), then the scales in both directions are resolved approximately at the same level of resolution. Without loss of generality let us consider the case when a x0 /s x ӷ a y0 /s y . Then in order to resolve appropriately all scales, it is required to have more levels of resolution in the x direction than in the y. But if we increase the resolution in both directions until all scales are resolved, then the resolution in the y direction will be much finer than necessary. Let J y be the level of resolution at which all the scales in the y directions are resolved. It is more computationally efficient to stop refining wavelet scales in the y directions for j Ͼ J y . Thus introduction of the parameter j y ϭ min( j, J y ) ensures that the approximation will not have scales finer than a J y . Consequently, in general, approximation (28) has J ϭ max(J x , J y ) levels of resolution, where the smallest scales in the x and y directions are controlled by J x and J y , respectively.
THE DYNAMICALLY ADAPTIVE ALGORITHM
One-Dimensional Case
We will demonstrate the method through its application to the solution of a second-order partial differential equation of the type
, u (2) ) for
where F is a linear or nonlinear operator and u (m) is the mth derivative with respect to x. We illustrate the method by solving (39), together with the Dirichlet boundary conditions
In order for the algorithm to resolve all the structures appearing in the solution, the basis of active wavelets and, consequently, the computational grid should adapt dynamically in time to reflect local changes in the solution. For the one-dimensional case, dynamical adaptation is done exactly as in VP. The adaptation of the computational grid is based on the analysis of wavelet coefficients. To ensure accuracy of the approximation, the basis should include wavelets whose coefficients can possibly become significant during the period of time when the basis remains unchanged. Thus at any instant of time the basis consists of wavelets belonging to an adjacent zone of wavelets for which the magnitude of coefficients satisfy criteria (8) . We say that l k (x) belongs to the adjacent zone of j i (x), if the relations
are satisfied, where L a determines the extent of which coarser and finer scales are included in the adjacent zone and M a defines the width of the adjacent zone in physical space. In Fig. 2d a typical irregular wavelet collocation grid for the function shown in Fig. 2a is obtained with L a ϭ 1 and M a ϭ 1. Note that, as discussed earlier, the irregular wavelet collocation grid shown in Fig. 2c corresponds to the case with L a ϭ 0 and M a ϭ 0. The values of L a and M a affect the total number of collocation points present in the irregular grid at any instant of time and the time interval during which the calculations can be carried out without modifying the computational grid. Note that in order to have an efficient algorithm we want to keep the number of collocation points as small as possible while at the same time for efficiency reasons we would like to minimize changes in the collocation grid.
Let us denote by G t Ն the irregular grid of wavelet collocation points that are retained to approximate the solution at time t. Following the classical collocation approach and evaluating (39) at collocation points ͕x J i : i ʦ Z ͖, at the finest level of resolution we obtain a system of nonlinear ordinary differential equations,
where i ʦ Z. The boundary conditions (40) become
Note that for Neumann or mixed boundary conditions, (43) is replaced by an algebraic relation in terms of u J i , i ʦ Z. Thus one has to solve a differential-algebraic system of equations, which can be rewritten as a system of coupled ordinary differential equations by expressing the values of the function at end points in terms of its values at the interior locations.
Functional derivatives u
J(1) i (t) and u J(2) i
(t) appearing in (42) are found using the fast wavelet collocation transform described in the previous section. We recall that the cost of finding spatial derivatives at collocation points is of the order O((J ϩ 1)M W N ). Spatial derivatives of the order m Ն 2 can be found using (17) . The alternative procedure is to consider the mth derivative as a product of m first derivatives. Numerical results indicate that latter procedure yields more accurate approximations.
Let us summarize the numerical algorithm. Assuming that a time integration scheme is chosen, the present numerical algorithm involves three steps: The basic hypothesis behind this algorithm is that during a time interval ⌬t, the domain of wavelets with significant coefficients does not move in phase space beyond the border of the irregular grid. With such an algorithm the irregular grid of wavelet collocation points is dynamically adapted in time and follows the local structures that appear in the solution. The accuracy in the adaptive multilevel wavelet algorithm depends upon the threshold parameter . In addition, other parameters such as L, J, b 0 , N 1 , N 2 and the choice of basis affect the performance of the algorithm for fixed . For a detailed discussion on influence of these parameters and the choice of wavelet on the accuracy of the numerical algorithm we refer to [1] . If all parameters are appropriately chosen, so that all the scales present in the problem are resolved, than the accuracy of the method is determined solely by .
We note that the algorithm can utilize different criteria for adaptation of the collocation grid. For example, one can compose a computational grid based on the analysis of wavelet coefficients of both function and its derivatives. If a system of equations is solved, the adaptation of the computational grid G t Ն should be based on the analysis of coefficients associated with all dependent variables. The irregular grid G t Ն is constructed as a union of irregular grids corresponding to each dependent variable. Note that the present algorithm can be easily extended to the case where each variable is treated on separate computational grids. The mapping from one grid to another can be achieved via wavelet interpolation. This may be very important for problems where scales associated with the different variables are considerably different. In such case the computational cost could be reduced substantially.
Multidimensional Case
We will demonstrate the method through its application to the solution of a second-order partial differential equation of the type Ѩu Ѩt ϭ F(t, x, y, u, u (1, 0) ,
, u (2, 0) , u (1, 1) ,
where F is a linear or nonlinear operator and u (m,n) implies mth and nth derivatives with respect to x and y, respectively. We illustrate the method by solving (44) 
where i ϭ 1, 2.
The dynamical adaptation of the computational grid follows a similar procedure as in the one-dimensional case. The computational grid consists of collocation points included into an adjacent zone of wavelets, for which the magnitude of the associated wavelet coefficients satisfy criteria (27). We say that the two-dimensional wavelet 
where L a determines the extent of which coarser and finer scales are included into the adjacent zone and M a defines the width of the adjacent zone in physical space. We also note that depending on applications M a can be taken to be different in the different spatial directions.
As was done in the one-dimensional case, let us denote by
, and the minus sign is taken for l ϭ 1 and plus for l ϭ 2. Functional derivatives u J(m,n) i, k (t) appearing in (47) are found using the fast multilevel wavelet collocation transform described in the previous section. Note that in order to take full advantage of the fast wavelet transform, cardinal wavelets should be used.
Let us summarize the numerical two-dimensional algorithm. Assuming that a time integration scheme is chosen, the present numerical algorithm involves three steps:
1. Assume we have computed the approximate solution u In order for the algorithm to be computationally efficient, J x and J y should adapt dynamically in time. In the present study J x and J y are adapted based on the analysis of the gradients in the x and y directions, respectively. Let
i, k (t)͉ be maximum gradients in the x and y directions, respectively. If both U x (t) and U y (t) are nonzero, then the scales are resolved if
We adjust the values of J x and J y based on the analysis of log 2 (U x (t)a x0 /U y (t)a y0 ). For example, if U x (t)a x0 Ն U y (t)a y0 , then we adjust J y such that
If the gradient in one of the directions is zero, then the problem becomes onedimensional, so there is no point in having wavelets at fine scales in the direction of zero gradient. In this case the number of levels in the direction of zero gradient can be taken sufficiently small, yet still large enough in order not to lose the approximation. In general the minimum number of levels of resolution is determined by , so a smaller would require more levels of resolution.
RESULTS AND DISCUSSION
In order to test the ability of the numerical algorithm to resolve rapid and localized variations in the solution, we consider five different problems. The first problem tests the ability of the method to resolve a one-dimensional shock which is fixed in space but whose gradient changes in time. The second problem tests the ability to resolve a moving one-dimensional shock. The third and fourth problems illustrate the two-dimensional aspects of the algorithm. These two problems are essentially two-dimensional versions of the first two problems, where the one-dimensional shock is inclined with respect to the axes. The differential equation describing the evolution of the two-dimensional shock is obtained by simple substitution of the operator cos (Ѩ/Ѩx) ϩ sin (Ѩ/Ѩy) for the partial derivative Ѩ/Ѩx appearing in the differential equation describing the development of the one-dimensional shock. To reflect the one-dimensionality of the problems we will refer to them as quasi twodimensional problems. The fifth test problem illustrates the ability of the algorithm to be successfully applied to more complicated problems.
To illustrate the algorithm we use the correlation function of the Daubechies scaling function ⌽(x) of order 5 and b 0 ϭ 1.0 (hereafter referred as CD5), which is shown in Fig. 5 , together with its derivative ⌽Ј(x). The choice of the correlation function of Daubechies scaling function is rather arbitrary; any suitable cardinal basis can be taken instead. Note that there is no closed-form analytical expression for CD5. Nevertheless we can compute it up to the machine precision at any dyadic point. An algorithm for the accurate evaluation of CD5 and its derivatives at dyadic points is presented in Appendix A. For two-dimensional calculations we use twodimensional basis of the type (21) which is constructed as a tensor product of two one-dimensional bases based on CD5.
Note that the convergence of the wavelet approximation with ϶ 0 should be distinguished from the refinement study. The latter is done by setting to zero and progressively refine the computational grid, i.e. increase the level of resolution J. As was mentioned in Section 3.1, the accuracy of the wavelet approximation is also affected by the choice of other parameters such as L, J, b 0 , N 1 , N 2 as well as the choice of wavelet. A detailed convergence study of the numerical algorithm in one spatial dimension for the wavelet interpolation of a function and associated derivatives is done in [1] . In the present paper we concentrate only on the adaptive part of the algorithm, which is equivalent to setting J very high and then omitting wavelets with small coefficients. By doing so we define an ''effective'' level of resolution.
The time integration algorithm can be chosen depending on the application. It can be either explicit or implicit. For some applications it can be mixed. For example in many applications in fluid mechanics, the Adams-Bashforth scheme is used for nonlinear terms and the Crank-Nicolson scheme is used for the linear terms. In our work we do not concentrate on the time integration scheme, since we want to focus on the adaptation in scale and space retaining the freedom to choose the integration algorithm which is most appropriate for the particular application. In the present work we use a fifth-order Gear implicit integration algorithm implemented in the IMSL routine IVPAG [16] . The time integrations step for the system (47) is chosen so that the truncation error associated with the time integration algorithm is less than .
The rest of the section is organized as follows. In the first subsection we discuss the problem formulations and in the second we present numerical results.
Problem Formulations
I. Burgers equation. For the first test problem we consider the Burgers equation
with initial and boundary conditions
whose analytical solution is known and given by
(see [17] ). The problem is solved for ϭ 10 Ϫ2 /ȏ and 0 Յ t Յ 1.8. Also note that the boundary conditions at the two ends are of Dirichlet type and, since the wavelets that we utilize are symmetric, we use the same number of external wavelets on each side of the domain, i.e. N 1 ϭ N 2 ϭ N. In light of (42) and (43) the problem reduces to
II. Modified Burgers equation. As a second test problem we consider the modified Burgers equation
where v is a constant. The initial and boundary conditions are
The analytical solution of this problem is a shock wave moving with the uniform velocity v given by
For numerical purposes, due to the exponential decay of the solution at infinity, the problem can be considered in a finite domain. Thus for ϭ 10 Ϫ2 , x 0 ϭ Ϫ0.25, v ϭ 1, and 0 Յ t Յ 0.75 it is legitimate to consider the problem in the domain x ʦ [Ϫ1, 1] with Dirichlet boundary conditions. As in the first test problem, we take N 1 ϭ N 2 ϭ N. In light of (42) and (43) the problem reduces to
III. Quasi two-dimensional Burgers equation.
For the third test problem we consider the quasi two-dimensional Burgers equation,
with initial and boundary conditions obtained from the analytical solution u(x, y, t), which, in turn, is derived from (53) by the transformation x Ǟ x cos ϩ y sin . The problem is solved for ϭ 10 Ϫ1 /ȏ and 0 Յ t Յ 1.8. As in the onedimensional case, we set N x1 ϭ N x2 ϭ N x and N y1 ϭ N y2 ϭ N y . Thus the problem (59) reduces to
with initial conditions
In light of (48) the boundary conditions become
IV. Quasi two-dimensional modified Burgers equation.
For the fourth test problem we consider the quasi two-dimensional modified Burgers equation,
with initial and boundary conditions u(x, y, 0) and u(Ϯ1, Ϯ 1, t) obtained from the analytical solution u(x, y, t). The analytical solution is obtained from the onedimensional solution (57) by the substitution of (
The problem is solved for the set of parameters x 0 ϭ Ϫ0.25, y 0 ϭ Ϫ0.25, v ϭ 1, ϭ 4 ϫ 10
Ϫ2
, 0 Յ t Յ 0.75. As in the third test problem, we take N x1 ϭ N x2 ϭ N x and N y1 ϭ N y2 ϭ N y . In light of (47) the problem reduces to
with the initial conditions given by
V. Nonlinear two-dimensional thermoacoustic wave problem. As a fifth problem we consider a nonlinear two-dimensional thermoacoustic wave problem. Let us briefly describe the origin of the equations. Consider a compressible ideal gas in rectangular cavity. The gas is initially quiescent at a uniform pressure and temperature. The thermoacoustic waves are generated by raising the temperature locally at the walls. We denote the nondimensional density, pressure, temperature, and velocity components in the x and y directions by , p, T, u, and v, respectively. The problem is nondimensionalized exactly the same as in [18] . The dimensionless continuity, x and y momentum, energy, and state equations that describe the twodimensional thermoacoustic waves are given by
),
.
Pr is the Prandtl number and Ͳ is the ratio of specific heats, which is assumed to be temperature independent. The nondimensional viscosity and thermal conductivity are approximated by
The initial and boundary conditions are
where T w (, t; 0 , L ) is the localized temperature disturbance given by
where A is a constant amplitude, H(t) is the Heaviside function, 0 is the location of the disturbance, and Ͱ is a parameter characterizing the localization of the disturbance. As in the previous two problems we take N x1 ϭ N x2 ϭ N x and N y1 ϭ N y2 ϭ N y . In light of (47) the problem (68), (71), and (72) reduces to
, and the minus sign is taken for l ϭ 1 and plus sign for l ϭ 2.
The problem is solved with c 1 ϭ 1.489, c 2 ϭ Ϫ0.489, c 3 ϭ 1.66, c 4 ϭ Ϫ0.66, Ͳ ϭ 1.4, and Pr ϭ , which correspond to nitrogen gas at a reference temperature of 300K. Other parameters are taken to be L x ϭ L y ϭ 100, A ϭ 1, x 1 ϭ 60, x 2 , ϭ 40, y 1 ϭ 40, y 2 ϭ 60, Ͱ ϭ 10 2 .
Numerical Results
PROBLEMS I and II. Basdevant et al. [17] presented a comparative study of spectral and finite difference methods for the solution of (51) and (52). For a small viscosity, the solution develops into a sawtooth wave at the origin for t տ 1/ȏ. The gradient at the origin reaches its maximum value ͉Ѩu/Ѩx͉ xϭ0 ͉ max ϭ 152.0051616 at time t max ϭ 1.60369/ȏ. In the second test problem, the region of large gradients moves with constant velocity v. The maximum value of the gradient is ͉Ѩu/ Ѩx͉ max ϭ 1/(2), which in our case becomes ͉Ѩu/Ѩx͉ max ϭ 50.
The numerical results indicate that the biggest errors occur in the neighborhood of the shocks. Due to finite viscosity, the shock has a finite thickness. One would except to resolve a shock properly if the scale associated with the finest level of resolution is smaller than the width of the shock. Since for our particular problem b 0 a J ϭ 2
1ϪLϪJ
, then the shock can be resolved with sufficient accuracy with L ϩ J Ն 9 in the first test problem and with L ϩ J Ն 7 in the second one. For a more thorough discussion on this issue we refer to [1] .
The dynamical adaptation of the solution and irregular grids G t Ն of wavelet collocation points are illustrated in Figs. 6 and 7 for the first and second problems, respectively. In both cases we use the dynamically adaptive multilevel collocation method with N ϭ 1 and threshold parameter ϭ 1 ϫ 10
Ϫ3
. The evolution of the solution of Burgers equation from the uniformly smooth distribution to the shock structure results in the growth of the wavelet coefficients corresponding to the smaller scales, which in turn results in the refinement of the grid. Figure 6 illustrates the progressive refinement of the irregular grid with the decrease of the shock thickness. In the second test problem we demonstrate that the algorithm dynamically adapts to the moving structure of the solution. Figure 7 shows that the region of collocation points associated with the small scales moves with the shock, thus permitting continuous proper resolution of the shock structure.
The influence of the threshold parameter on the accuracy of the solution and the required number of degrees of freedom are illustrated in Tables I and II for the first and second test problems, respectively. It can be seen from the tables, that the overall error max x,t ͉u Ϫ u J ͉ is always of the order O() until the error saturates and does not decrease anymore. This occurs when approximately reaches the value of 10
Ϫ7
. We call it an error saturation phenomenon. Vasilyev et al. [1] , in their study of nonadaptive wavelet interpolation, showed that for the case of CD5 the interpolation error of a function and its derivative is higher close to the boundary of the domain. Thus the biggest error occurs close to the boundary and then propagates to the interior of the domain. Note that at early time the actual error inside of the domain is still of the order O(). It is only after a period of time that the error close to the boundary propagates and contaminates the solution within the rest of the domain. This phenomena can be explained by the fact that the error close to the boundary is controlled by external wavelets. If we somehow knew the function outside of the domain, we could use this information in such a way that the actual error would monotonically decrease to the truncation error of the machine.
To confirm this behavior the following test study was conducted. The solution of the second test problem was considered to be known outside of the domain. The parameter L ϭ 5 and time interval 0 Յ t Յ 0.5 were chosen so that the support of the external wavelets was outside of the shock structure during the time interval for which the problem is solved. Since the solution is practically a constant function far enough from the region of the shock, only nine external wavelets at the coarsest level of resolution are required on each side of the domain. The accuracy of the solution and the required number of internal wavelets are presented in Table III . As can be seen from the results in the table, the overall error is controlled by the threshold parameter until we reach a level determined by the truncation of the machine. This result may lead to the conclusion that the accuracy of the algorithm can be increased by adding more external wavelets outside of the domain. Unfortunately, with the increase of the number of external wavelets, the matrix A j, j i, k becomes ill-conditioned, resulting in inaccurate wavelet coefficients. For more discussion on this subject we refer to [1] .
Also note that the error saturation phenomenon will not be observed for a problem with periodic boundary conditions, since then periodic wavelets would be utilized, and periodicity in them is then analogous to knowing the function outside of the domain. A loss of accuracy when applying nonperiodic conditions has also been noted by Jameson [19] while using a spline-based wavelet basis and using a different approach in dealing with boundary conditions. Despite the saturation phenomenon the present algorithm still performs reasonably well and the error resulting from the algorithm is small enough for all practical purposes. In addition the saturation phenomenon is different for various choices of bases. For example, this does not occur for Gaussian wavelets [1] . However, the Gaussian family of wavelets does not have cardinal properties and, thus, they are not as efficiently utilized in higher dimensions. The possible solution is to develop cardinal wavelet bases defined on an interval. The development of such bases is beyond the scope of the present work. Tables I and II also demonstrate the tremendous savings of the adaptive algorithm in comparison with the nonadaptive one. The efficiency of the algorithm can be measured by the reduction ratio R (1) ϭ N J max /N max , where N max is the maximum number of collocation points used by the adaptive algorithm and N J max is the total number of collocation points required for the nonadaptive algorithm to solve the same problem. The larger the reduction ratio, the more efficient is the adaptive algorithm. It can be seen from the tables that, in general, the efficiency of the algorithm increases with the decrease of the threshold parameter .
Note that the reduction ratio of the present algorithm should not be confused with commonly used matrix compression coefficient which is defined by the ratio of the total number of matrix elements to the number of nonzero entries. Since matrices A j, j i, k and A J, j i, k are banded, the matrix compression coefficient for these matrices for the fine level of resolution is C (1) n ϭ N J max /M W , which is already a large number even in the nonadaptive case. For the adaptive case the matrix compression coefficient for the finest level of resolution is then given by
n R (1) .
Thus the matrix compression coefficient for the adaptive algorithm is given by the product of the matrix compression coefficient for the nonadaptive case and reduction ratio of the adaptive algorithm. With regard to the accuracy of the solution in comparison with those obtained with other numerical algorithms, we can say that for the same accuracy the adaptive multilevel wavelet collocation method requires substantially fewer degrees of freedom than spectral, finite difference, and nonadaptive wavelet Galerkin schemes (see [1, 2] ). In comparing the adaptive wavelet Galerkin method of Liandrat and Tchamitchian [2] with the present algorithm, we observe that both require practically the same number of degrees of freedom to achieve comparable accuracy. However, the present algorithm has two clear advantages in comparison with their adaptive wavelet Galerkin algorithm. The first advantage is the simplicity in the treatment of general boundary conditions. Most of the known algorithms are applicable only for periodic boundary conditions (see [2, 3, 5, 6] ). The second is the handling of nonlinearities which requires only O(N ) operations independent of the dimensionality of the problem, while the wavelet Galerkin algorithms require O(n 2 ) operations in the one-dimensional case, where n is the total number of wavelets [4] . In multiple dimensions the cost for wavelet Galerkin algorithms will be even higher. In addition, the treatment of nonlinear terms may lead to loss of accuracy due to the approximate calculation of scalar products using quadrature rules. For a detailed discussion on the error associated with the use of quadrature formulas we refer to [9] . We also note that an adaptive wavelet Galerkin method cannot take advantage of the fast wavelet transform unless the solution is interpolated to the finest uniform grid, as done in [3] , but this procedure is even more computationally expensive. The only disadvantage of the present algorithm is the occurrence of the error saturation phenomenon, which makes it impossible to obtain accuracy up to machine precision. Nevertheless the error is small enough for all practical applications. In addition the error saturation was observed only for the CD5 basis. It has nothing to do with the general framework of the algorithm, but is related to the particular choice of wavelet basis and handling of boundary conditions. Since the present algorithm is very general and not limited to a specific wavelet, the construction of other cardinal wavelet bases may eliminate this problem.
Problems III and IV. The solutions of both quasi two-dimensional problems behave exactly the same as the corresponding ones in the one-dimensional case. Consequently, the solution of the third problem develops a shock which changes its steepness in time, while the solution for the fourth test problem is the onedimensional shock moving in the direction (cos , sin ) with uniform speed v. We note that both quasi two-dimensional problems are more computationally expensive to solve because of the larger number of degrees of freedom required to resolve one-dimensional structures in two-dimensions.
The dynamical adaptation of the two-dimensional grid G t Ն of wavelet collocation points is illustrated in Figs. 8 and 9 for the third and fourth problems, respectively. Results presented in Figs. 8 and 9 correspond to the case of ϭ 45Њ. In both cases we use the dynamically adaptive multilevel collocation method with L x ϭ 1, L y ϭ 1, N x ϭ 1, N y ϭ 1, and threshold parameter ϭ 1 ϫ 10
Ϫ3
. The dashed line appearing on these plots indicates the location of the maximum gradient. The evolution of the solution of the quasi two-dimensional Burgers equation from the uniformly smooth distribution to the shock structure results in the growth of wavelet coefficients corresponding to the smaller scales, which in turn results in the refinement of the grid. Figure 8 illustrates the progressive refinement of the irregular grid with the decrease of the shock thickness. In the fourth test problem we demonstrate that the algorithm dynamically adapts to the moving two-dimensional structure. Figure 9 shows that the region of collocation points associated with the small scale moves with the shock, thus permitting continuous proper resolution of the shock structure.
Due to the quasi one-dimensionality of the problems, the ratio of maximum functional gradients is given by U y (t)/U x (t) ϭ tan . Thus for 0 Յ Ͻ 45Њ the smallest scale in the x-direction is always smaller than the one in the y-direction. Note that as Ǟ 0 the scale in the y-direction goes to ȍ and the problem becomes one-dimensional, i.e. independent of the y-coordinate. At the same time the smallest scales in both directions become equal when Ǟ 45Њ. The values J x and J y are adjusted in correspondence with inequality (50). Thus for small we expect to have many fewer levels of resolution in the y-direction than in the x-direction. Figure FIG. 8 . Adaptation of the collocation grid for problem III with ϭ 45Њ. The dashed line indicates the location of the largest gradient.
10 illustrates the computational grid for different values of for the fourth test problem at t ϭ 0. We see that with the increase of the value of J y increases, while J x stays unchanged.
The influence of the threshold parameter on the accuracy of the solution and the required number of degrees of freedom is illustrated in Tables IV and V for the third and fourth test problems, respectively. Tables IV and V also demonstrate the savings of the adaptive algorithm in comparison with the nonadaptive one even in practically one-dimensional problems. Analogous to the one-dimensional case the efficiency of the algorithm can be measured by the reduction ratio R (2) ϭ N max are the total number of collocation points in each direction required for the nonadaptive algorithm to solve the same problem. The larger the reduction ratio, the more efficient is the adaptive algorithm. Note that the matrix coefficient for the two-dimensional case is given by 
where C max is the total number of collocation points in the i-direction required for the nonadaptive algorithm to solve the same problem. Thus the algorithm is even more efficient in multiple dimensions. Additional computational efficiency is gained by adapting J x and J y depending on the scales present in the solution. If J x and J y are adapted without the use of (50), the total number of collocation points would be considerably larger. This in turn would make the reduction ratio a factor 2 J x maxϪ J y max larger. We also note that the present algorithm is very efficient for problems where the smallest scale is considerably smaller than the size of the domain. Consequently the reduction ratio will be much larger if we solve the third and fourth test problems with smaller viscosities. In addition, in problems having truly two-dimensional localized structures the saving would be even much more substantial.
It should be noted that the choice of J x and J y affects the accuracy of the solution. In Tables IV and V to cases 1-3. The addition of extra levels of resolution in the y direction results in more accurate results. Note that in both cases J x and J y are adapted automatically with the only difference being that the right bound of inequality (50) was lowered by one for cases 4-6. Thus the right bound of inequality (50) should be changed in accordance with the required accuracy. In general it should be lowered with the decrease of the threshold parameter .
Problem V. Let us briefly discuss the evolution of the solution. The abrupt temperature change in the localized regions of the walls generates two-dimensional pressure waves which propagate away from these regions. The waves, which decay at large time due to thermal and viscous diffusion, propagate, interact with each other, and reflect from the walls creating complicated two-dimensional patterns. The process of reflection and diffusion continues until the waves die out and a quiescent thermal conduction condition is achieved.
The solution of the problem is illustrated in Figs. 11, 12 , and 13. The results are shown for the dynamically adaptive multilevel collocation method using CD5 with L x ϭ L y ϭ 1, N x ϭ N y ϭ 1, and threshold parameter ϭ 1 ϫ 10
Ϫ2
. In comparison with the previous two problems, which are described by a single equation with one dependent variable, the two-dimensional thermoacoustic wave problem involves five unknowns, four partial differential equations (continuity, x and y momentum, and energy) and one algebraic relation (equation of state). Thus the adaptation of the computational grid is based on the analysis of coefficients associated with all dependent variables. The irregular grid G t Ն of wavelet collocation points is constructed as a union of irregular grids corresponding to each dependent variable.
The dynamical adaptation of the computational grid is illustrated in Fig. 14 . With the time evolution, the computational grid adapts to the local structures appearing in the solution. There are three basic structures which require fine resolution computations. The first structure is the region of large temperature and density gradients which exist close to the region of the abrupt temperature change. The second structure is the thermoacoustic waves initially propagating radially from the region of temperature change and then reflecting from the walls. The third structure is the velocity boundary layer which appears in the neighborhood of walls due to FIG. 11 . Evolution of the temperature for the two-dimensional nonlinear thermoacoustic wave problem with t 0 ϭ L x ϭ L y ϭ 100 and A ϭ 1, using CD5.
FIG. 13.
Evolution of the velocity field for the two-dimensional nonlinear thermoacoustic wave problem with t 0 ϭ L x ϭ L y ϭ 100 and A ϭ 1, using CD5. nonslip boundary conditions (see Fig. 13 ). Finally, large gradients are also observed in the regions where the thermoacoustic waves interact with each other. Note the retention of symmetry in the solution even though the problem was solved in the complete domain.
FIG. 14.
Evolution of the collocation grid for the two-dimensional nonlinear thermoacoustic wave problem with t 0 ϭ L x ϭ L y ϭ 100 and A ϭ 1, using CD5.
CONCLUSIONS
A fast dynamically adaptive multilevel wavelet collocation method is developed for the solution of partial differential equations in multiple dimensions. The method is tested on the quasi two-dimensional Burgers and modified Burgers equations with small viscosities. The computational cost of finding spatial derivatives and handling nonlinearities is independent of the dimensionality of the problem and is of the order O( N ), where N is the total number of collocation points. The results indicate that the computational grid and associated wavelets can very efficiently adapt to the local irregularities of the solution in order to resolve regions of large gradients. The multilevel approach is essential for the present algorithm. The method can deal with general boundary conditions. The present algorithm is not only very competitive, compared with classical methods as well as with adaptive wavelet Galerkin algorithms, but in addition it has distinctive advantages in the treatment of the general boundary condition and nonlinearities when compared to the latter methods.
Future areas of research include the study of new cardinal wavelet bases with better convergence properties and the development of an effective time integration procedure which would take advantage of the multilevel nature of the algorithm. This work is currently underway.
After the present paper had been submitted, two works have appeared in the literature that are relevant to some aspects of the current work. We thank a reviewer for bringing them to our attention. Jameson [20] has also shown loss of accuracy when nonperiodic boundary conditions are applied using Daubechies-based wavelets and a boundary approach different than ours. In addition, Cai and Wang [21] introduce a one-dimensional adaptive multiresolution approach using a cubic spline wavelet-like collocation decomposition in a finite interval. Their approach is different than the one originated by Vasilyev and Paolucci [12] . 
where (x) is the scaling function which appears in the construction of compactly supported wavelets [13] and which satisfies the relations 
