Data preprocessing and quality diagnosis in deep learning-based in silico bioactivity prediction by López del Río, Ángela
DATA P R E P R O C E S S I N G A N D
Q U A L I T Y D I A G N O S I S I N D E E P
L E A R N I N G - B A S E D I N S I L I C O
B I OA C T I V I T Y P R E D I C T I O N
author: ángela lópez del río
advisor: alexandre perera lluna
A thesis by compendium of publications
submitted in fulfilment of the requirements




Centre de Recerca en Enginyeria Biomèdica
Departament d’Enginyeria de Sistemes, Automàtica i Informàtica Industrial
Universitat Politècnica de Catalunya
April 2021
This document was written with LATEX using the ArsClassica style by Lorenzo
Pantieri (lorenzo.pantieri@gmail.com), Copyright © 2008-2017
A B S T R A C T
DATA P R E P R O C E S S I N G A N D Q U A L I T Y D I A G N O S I S I N
D E E P L E A R N I N G - B A S E D I N S I L I C O B I OA C T I V I T Y
P R E D I C T I O N
ángela lópez del río
Drug discovery is a very time and resource consuming process which
involves the identification of a target and the exploration of suitable drug
candidates for it, making sure that these candidates do not bind to other
targets related to pathways with unwanted outcomes.
To streamline drug discovery, computational techniques are widely ap-
plied. They help identifying most likely molecular candidates, retaining the
ones with most desirable pharmacokinetic properties and modeling their
interactions with the target. However, these techniques are in constant im-
provement thanks to the development of more sophisticated algorithms, the
rising of hardware computational power and the growth of publicly avail-
able molecular and structural databases. Specifically, machine learning ap-
proaches fit models on publicly annotated data for biochemical properties
and target-ligand binding prediction.
Deep learning is a machine learning approach that applies multilayer neu-
ral networks to learning tasks, automatically extracting multiple levels of
representations of the data. Within the last ten years, these algorithms have
outperformed classical prediction models in most domains thanks to the
availability of large amounts of data and the maturity of Graphics Processor
Unit-accelerated computing. This kind of approach is a perfect fit for the
screening of massive compound databases, thus being increasingly applied
to drug discovery applications. Common use cases include molecular prop-
erty prediction, de novo compound generation, protein secondary structure
prediction and, especially, target-compound binding prediction.
However, the accuracy of deep learning target-compound binding predic-
tion models has been questioned lately. Different studies point out that their
reported performance could be a consequence of data bias rather than gen-
eralization capability. Although efforts are being put in order to address
this problem, it is still present in many state of the art studies, rewarding
novelty over critical assessment. Moreover, the flexibility of deep learning
derives in a lack of consensus on how to represent the input spaces, which
makes it difficult to compare models in a common benchmark. Bioactivity
data availability and quality are limited because of its associated costs and
it is often imbalanced, which could also difficult the model learning process.
The diagnosis of all these problems is not straightforward, since deep learn-
ing models are considered black boxes. This hinders the adoption of these
methodologies as the de facto solution in computer-aided drug discovery.
The present thesis aims to improve deep learning models for computa-
tional drug discovery, focusing in the representation of the input, the control
of the data bias, the correction of the data imbalance and the diagnosis of the
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models. The analyses performed are framed within the context of sequential
representation of proteins, aiming to avoid the loss of information linked to
other types of representations.
First, this thesis asseses the effect that different validation strategies have
on binding classification models, aiming to find the most realistic perfor-
mance estimates. The strategy based on clustering molecules to avoid having
similar compounds in training and test sets showed to be the most similar
to a prospective validation, and thus, more consistent than random cross-
validation (over-optimistic) or than an external test set from other database
(over-pessimistic).
Second, this thesis focuses on the pre-treatment of sequential inputs, specif-
ically on sequence padding. Padding is necessary for establishing a common
length by adding zeros to the sequence. Although zeros are usually added at
the end of the sequence, there is no formal justification behind it. Here, clas-
sical and novel padding strategies were compared in an enzyme classifica-
tion task. Results showed that the padding position of amino acid sequences
has an effect in the performance of deep learning models, so padding should
be tuned as an additional hyperparameter.
Third, this thesis studies the effect of data imbalance in protein-compound
activity classification models and the ability of resampling techniques to
mitigate it. The model performance was assessed for different combinations
of oversampling (of the minority class) and clustering. Results showed that
the proportion of actives predicted by the model for a given protein was
explained by the actual data balance of that protein in the test set, rather
than that of the training set. Data clustering, followed by data resampling in
training and validation sets, stood as the best performing strategy without
altering the test set.
To accomplish the three points above, this thesis provides a systematic way
to diagnose deep learning models, identifying the factors that govern the
model predictions and performance. Specifically, explanatory linear mod-
els enabled informed, quantitative decisions regarding input preprocessing.
This ultimately leads to more consistent and trustable results in deep learn-
ing target-compound binding prediction models.
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El descubrimiento de fármacos es un proceso que consume mucho tiempo
y recursos. Consiste en la identificación de una diana y la exploración de
posibles fármacos candidatos para ella, asegurando que estos no se unen a
otras dianas implicadas en vías biológicas con consecuencias no deseadas.
Para optimizar el descubrimiento de fármacos se aplican técnicas com-
putacionales. Estas técnicas ayudan a identificar las moléculas candidatas
más probables, a quedarse con aquellas con las propiedades farmacocinéti-
cas más deseables y a modelar sus interacciones con la diana. Sin embargo,
estas técnicas están en constante mejora gracias al desarrollo de algoritmos
más sofisticados, al incremento del poder computacional y al crecimiento
de bases de datos moleculares y estructurales disponibles de forma pública.
Específicamente, las estrategias basadas en aprendizaje automático ajustan
modelos en datos anotados públicamente para la predicción de propiedades
bioquímicas y de unión entre dianas y ligandos.
El aprendizaje profundo es una aproximación del aprendizaje automático
que aplica redes neuronales multicapa en tareas de aprendizaje. Estas re-
des son capaces de extraer de forma automática múltiples niveles de repre-
sentación de los datos. Durante los últimos diez años, estos algoritmos han
conseguido mejores resultados que los modelos de predicción clásicos en la
mayoría de dominios gracias a la disponibilidad de grandes cantidades de
datos y a la madurez de la computación acelerada por unidades de proce-
samiento gráfico. Este tipo de estrategia es perfecta para el cribado masivo
de bases de datos de compuestos, y por eso cada vez se aplica más en el
descubrimiento de fármacos. Algunos de los casos de uso más comunes son
la predicción de propiedades moleculares, la generación de compuestos de
novo, la predicción de la estructura secundaria de las proteínas y, en especial,
la predicción de la unión entre compuestos y dianas.
Sin embargo, en los últimos tiempos se ha cuestionado la precisión de
los modelos basados en aprendizaje profundo que predicen la unión entre
dianas y compuestos. Diferentes estudios apuntan a que el rendimiento re-
portado de estos modelos podría deberse más al sesgo de los datos que a
su capacidad de generalización. Aunque se están haciendo esfuerzos para
solucionar este problema, aún está presente en muchos estudios del estado
del arte, dando más peso a la novedad que a la valoración crítica. Además,
la flexibilidad del aprendizaje profundo da pie a una falta de consenso a la
hora de representar los espacios de entrada, lo cual dificulta la comparación
de modelos en un marco común. La disponibilidad y calidad de los datos de
bioactividad son limitadas debido a sus costes asociados, y a menudo estos
datos están desbalanceados, lo cual podría dificultar el proceso de apren-
dizaje del modelo. El diagnóstico de estos problemas no es sencillo, dado
que los modelos de aprendizaje profundo se consideran cajas negras. Este
hecho dificulta la adopción de estas metodologías como la solución de facto
en el descubrimiento de fármacos asistido por ordenador.
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La presente tesis tiene como objetivo mejorar los modelos de aprendizaje
profundo para el descubrimiento computacional de fármacos, centrándose
en la representación de la entrada, el control del sesgo de los datos, la cor-
rección del desbalance de los mismos y el diagnóstico de los modelos. Los
análisis llevados a cabo se enmarcan en el contexto de la representación
secuencial de las proteínas y los compuestos, con el objetivo de evitar la
pérdida de información asociada a otros tipos de representaciones.
En primer lugar, esta tesis evalúa el efecto que tienen diferentes estrategias
de validación en los modelos de clasificación de la unión diana-compuesto,
con el objetivo de encontrar las estimaciones de rendimiento más realistas.
La estrategia basada en el agrupamiento de las moléculas para evitar tener
moléculas similares en los conjuntos de entrenamiento y test demostró ser la
más parecida a una validación prospectiva, y por tanto, más consistente que
la validación cruzada aleatoria (demasiado optimista) o que un conjunto de
test externo proveniente de otra base de datos (demasiado pesimista).
En segundo lugar, esta tesis se centra en el pre-tratamiento de las entradas
secuenciales, concretamente en el relleno de secuencias. El relleno es nece-
sario para establecer una longitud común mediante la adición de ceros a la
secuencia. Aunque estos ceros se aãden normalmente al final de la secuencia,
no hay una justificación formal detrás de esta decisión. Aquí se compararon
estrategias de relleno novedosas y clásicas en una tarea de clasificación de
enzimas. Los resultados mostraron que la posición del relleno añadido a las
secuencias de amino ácidos tiene un efecto sobre el rendimiento de los mod-
elos de aprendizaje profundo, por lo que debería ser afinado como cualquier
otro hiperparámetro.
En tercer lugar, esta tesis estudia el efecto del desbalance de los datos en
los modelos de clasificación de actividad diana-compuesto, y la habilidad
de las técnicas de remuestreo para atenuarlo. Se evaluó el rendimiento de
un modelo para diferentes combinaciones de sobremuestreo (de la clase mi-
noritaria) y agrupamiento de las moléculas. Los resultados demostraron que
la proporción de activos predicha por el modelo para cierta proteína estaba
explicada por el balance de datos real de dicha proteína en el conjunto de
test, en lugar del mismo en el conjunto de entrenamiento. El agrupamiento
de los datos, seguido por su remuestreo en los conjuntos de entrenamiento
y validación, resultó ser la estrategia con mejor rendimiento sin alterar el
conjunto de test.
Para llevar a cabo los tres puntos anteriores, esta tesis proporciona una
forma sistemática de diagnosticar modelos de aprendizaje profundo, identi-
ficando los factores que rigen sus predicciones y su rendimiento. Concreta-
mente, los modelos lineales explicativos posibilitaron la toma de decisiones
informadas y cuantitativas relacionadas con el preprocesamiento de la en-
trada. En consecuencia, esto lleva a resultados más consistentes y fiables en
los modelos de clasificación de la unión diana-compuesto basados en apren-
dizaje profundo.
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“Would you tell me, please, which way I ought to go from here?”
“That depends a good deal on where you want to get to,” said the Cat.
“I don’t much care where–” said Alice.
“Then it doesn’t matter which way you go,” said the Cat.
“–so long as I get somewhere,” Alice added as an explanation.
“Oh, you’re sure to do that,” said the Cat, “if you only walk long enough.”
— Lewis Carroll, Alice’s Adventures in Wonderland, 1865
Un científico por lo menos tiene la dignidad de dedicarse a un conocimiento puro.
Un ingeniero es un ferretero de la ciencia, que lo único que busca es aplicar los
conocimientos que gente superior a él ha encontrado. Es un parásito del
conocimiento.
— Adapted from Ignatius Farray (comedian), La Vida Moderna, 2019
Sucking at something is the first step towards being sort of good at something.
— Jake the Dog, Adventure Time
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1 I N T R O D U C T I O N
1.1 drug discovery and development
Discovering and bringing a new drug to the market typically takes an
average of 14 years of research and clinical development efforts, and costs
around 2,000 million euros (DiMasi et al., 2016). Of more than 10,000 hits
tested in early drug discovery, only one may eventually lead to a drug that
reaches the market 1.
Computer-Aided Drug Design (CADD) methods are used as previous
steps to find chemical compounds that bind to the identified target of a
certain disease, the so-called hits, eventually becoming a drug candidate.
Improving and refining these previous steps in order to select hits more accu-
rately and with more precise information of their properties would imply a
small cost that would have huge impact on the time- and money-investment
of the whole process.
1.2 proteins
Proteins are macromolecules constituted by amino acid residues. These
amino acid residues are covalently attached to one another, forming long lin-
ear chains. Proteins can perform a wide range of functions within organisms,
including catalysis of metabolic reactions, deoxyribonucleic acid (DNA) syn-
thesis and reparation, response to stimuli, transport of molecules across the
cell, reception and sending of chemical signals or structural support. The
sequence of amino acids is what primarily identifies and differentiates a pro-
tein from the rest. This sequence also defines the specific three-dimensional
(3D) structures in which the protein folds, determining its activity, as seen
in Figure 1.
Proteins are the most common type of biological targets, which means
that other entities like endogenous ligands and drugs are directed and/or
bind to them. This interaction leads to changes in proteins behavior or func-
tion. In pharmaceutical research, the term target usually refers to a naturally
existing protein involved in some pathology whose activity is modified by
a drug, resulting in a specific effect. G-protein-coupled receptors (GPCRs)
and enzymes are the classes of proteins that currently predominate drug
discovery efforts (Bull and Doig, 2015).
1 https://www.abpi.org.uk/media-centre/blog/2018/august/from-molecule-to-medicin
e/. Accessed on 16/04/2020
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Figure 1: The amino acid sequence of a protein and its corresponding secondary
structure topology. Figure obtained from http://www.topsan.org/, TOP-
SAN database for structural genomics (Ellrott et al., 2011), accessed on
08/08/2017.
1.3 small molecules
Most of the currently used drugs are small molecules that interact with
proteins. Small molecules are low molecular weight organic compounds
(<900 daltons) that may help regulate biological processes. This size limit
allow molecules to easily diffuse across cytoplasmic membranes and reach
intracellular sites of action (Veber et al., 2002). In addition, this cutoff is a
necessary condition for oral bioavailability (Veber et al., 2002). As seen be-
fore, in pharmacological research this term would be restricted to a molecule
(ligand) that binds to a specific biological target (see Figure 2), altering its
activity or function. These molecules can be natural (such as secondary
metabolites) or artificial.
If a molecule binds to a certain target it is called active, and inactive if it
does not. Since a limited number of inactive molecules has been published
in literature, compounds structurally similar to actives but experimentally
not tested for biological activity are used as putative inactive molecules, also
called decoys.
1.4 deep learning basics
Deep learning (DL) is a branch of machine learning (ML) whose compu-
tational models to make data-driven predictions are composed of multiple
non-linear transformations (processing hidden layers) to yield abstract rep-
resentations of data (LeCun et al., 2015). Unlike ML methods, DL is able
to be fed with raw data, without the need of a domain expertise to a priori
engineer a set of representative features. Moreover, well-regularized deep
neural networks (DNNs) can exploit commonalities between different tasks
to transfer knowledge.
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Figure 2: Example of interaction diagram generated with PLIP software (Salentin
et al., 2015). A protein (blue) binding a molecule (ochre). Dotted lines
represent the different interactions between them. Alphanumeric codes
represent the type and position of binding amino acid residues.
DL methods have drastically improved the state-of-the-art in multiple do-
mains, including natural language processing (NLP) (Vaswani et al., 2017),
image (K. He et al., 2016) and speech recognition (Hannun et al., 2014) or
computational biology (Jones et al., 2017). Specifically in the computational
biology field, DL seems well suited since its mechanism is able to deal with
complex patterns in nature (Gawehn et al., 2016). DL has also proven to be
succesful for drug development (H. Chen et al., 2018; Dahl et al., 2014; Lusci
et al., 2013; Ramsundar et al., 2015; K. Tian et al., 2016), but this topic will
be further developed in next chapter.
Most DL algorithms are based on artificial neural networks (ANNs), an
algorithm modeled after biological neural networks used to estimate func-
tions by translating a large number of inputs into a target output. ANNs are
composed of layers, each one comprising many nodes (neurons) (see Figure
4). Each of these neurons has its own parameters, called weights w and bias
b. Every neuron accepts input values x from the previous layer, multiplies
them with its weights vector and adds its bias. The resulting value is then
mapped into a nonlinear function g(z) (see Figure 3). The output of a single
neuron z would be the following:
ŷ = g(wT ·x+ b) (1)
ŷ is then an input for the next layer in the ANN and so forth. The output
of the last layer corresponds to the objective to be predicted. Moreover, the
weights and bias of each neuron’s function is adjusted in the construction of
the model to minimize the error of the predicted value (Goh et al., 2017b).
For the construction of a DNN (i.e., ANN with multiple hidden layers,
see Figure 4) it is necessary to determine how to assign error attribution





Figure 3: Schematic representation of a neuron. Each neuron has it weights w vec-
tor and its bias b. These are multiplied and added, respectively, to the
inputs from the previous layer x. The result of passing it to a nonlinear










Figure 4: Schematic representation of a feed-forward DNN, also called fully con-
nected. Each neuron, denoted as circles, accept a series of n input values
and maps it to an output using a nonlinear function.
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output through the neural networks, which is known as backpropagation
(Rumelhart et al., 1986). During this process, an algorithm called stochastic
gradient descent is used to find the minimum in the error surface caused
by each neuron when generating a corresponding output. An error function
of the target output of the DNN is iteratively minimized and the weights of
the neurons are updated each iteration. The data in the training set may be
iterated over multiple times, being an epoch a complete pass over the data
(Goh et al., 2017b).
A key issue with backpropagation is the vanishing gradient problem: the
error signals become progressively more diffused as the signal goes back
through each hidden layer. In addition, ANNs are very susceptible to un-
dergo overfitting, i.e. learning particular cases without being able to gen-
eralize for new data. To improve the training process for ANNs, several
important regularization techniques have been developed, as will be further
explained in section 2.2. Some examples are rectified linear activation (ReLU)
function (Glorot et al., 2011), which solves the vanishing gradient problem
because of its first derivative being 1 or 0; or the dropout algorithm (N. Sri-
vastava et al., 2014), in which for each epoch of the training process, a fixed
proportion of neurons are randomly selected to be temporarily excluded
from the model, reducing overfitting.
In addition to this traditional feedforward DNN, more recent develop-
ments include alternative and more specific architectures as convolutional
neural networks (CNN) or recurrent neural networks (RNN), which will be
further explained in next chapter.
1.5 descriptors
In order to train ML-based models, it is necessary to obtain or generate fea-
tures that identify and characterize molecules and proteins. Descriptors are
the transformation of the symbolic representation of chemical information
into numbers, allowing some mathematical treatment of molecules.
1.5.1 Molecular descriptors
Currently it is possible to generate more than 3000 different types of molec-
ular descriptors (Todeschini and Consonni, 2008) describing structural and
physico-chemical features of the ligand. The information contained in a
descriptor depends on the molecular representation of the compound and
the algorithm used for the computations. Molecular descriptors are distin-
guished by their data type (e.g boolean, integers or real numbers) and the
dimensionality of the molecular representation from which they are calcu-
lated (Andersson et al., 2011). According to their dimensionality, they can be
zero-dimensional (0D), derived from the chemical formula; one-dimensional
(1D), derived from the molecule representation as a substructure list; two-
dimensional (2D), calculated from the graphical representation of the chem-
ical structure and 3D descriptors, computed from the 3D conformations
(which is unknown for most ligands) (Andersson et al., 2011). The higher
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Figure 5: Examples of the different types of molecular descriptors. Figure repro-
duced from (Rognan, 2007) with permission of John Wiley and Sons
(17/04/2020).
the dimensionality, the better they establish relationship between structure
and function but the more difficult they are to interpret. A summary of the
main types of descriptors can be seen in Figure 5.
1.5.2 Protein descriptors
For protein representation it is also possible to generate more than 1000
features from its amino acid sequence (Cao et al., 2013; Z.-R. Li et al., 2006).
Protein descriptors are divided in two types: alignment-dependent and
alignment-independent. Alignment-dependent descriptors require a dataset of
alignable proteins, so this kind of descriptors are only useful if proteins are
similar in sequence (Andersson et al., 2011). Alignment-independent descrip-
tors can be computed from the amino acid sequence, covering amino acid
composition, distribution and transition (Andersson et al., 2011). These are
easy to interpret and are mainly used to classify proteins by function or
modeling protein-ligand interaction. However, descriptors computed from
the primary structure of the protein do not take into account binding site
location since amino acid sequence has no structural information about the
protein.
2 S TAT E O F T H E A R T
2.1 chemogenomics
Chemogenomics is an emerging approach to drug discovery that lies in
the interface of biology, chemistry and informatics (Bredel and Jacoby, 2004).
Its goal is to measure the response of all gene products encoded by the
human genome (i.e. all proteins) to all available chemical compounds.
However, the size of the protein and ligand space make impossible a sys-
tematic in vitro approach to this aim: in humans, the estimated number of
proteins is more than one million (O’Donovan et al., 2001), while the number
of reasonably sized molecules that contain atoms commonly found in drugs
rises up to 1062 (Lipinski, 2000). Because of this, interaction data can only
be generated for a minute fraction of all possible protein-ligand complexes.
To overcome this bottleneck and accelerate the drug discovery process,
large collections of chemical products are virtually screened for the identi-
fication both of biological targets and biologically active compounds. Che-
mogenomics-based drug discovery approaches are traditionally classified in
three categories: methods focused on ligands, targets or the combination be-
tween ligands and targets. However, in many studies there is a combination of
different approaches.
2.1.1 Ligand-based methods
This group of methods are based on the paradigm that molecules that are
similar enough to existing annotated ligands are expected to have similar
biological activity (Rognan, 2007). Molecular descriptors from compounds
known to be active for a certain protein are computed (see Table 2). A set of
mutual characteristics of a compounds series is identified and used as molec-
Table 2: The similarity of ligands and targets can be defined using different meth-
ods or descriptors. Figure adapted from (Klabunde, 2007) with permission
of John Wiley and Sons (20/04/2020).
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ular filters, which are used to select compound for experimental evaluation,
reducing the chemical space (Ferreira et al., 2015).
The most used ligand-based approach is Quantitative Structure-Activity
Relationship (QSAR) (Sawada et al., 2014). In QSAR, one series of com-
pounds is characterized by various descriptors. Each ligand is linked to an
experimentally measured biological activity against a certain target and a
model is induced by ML methods. This model is used for prediction of bind-
ing affinity of new ligands for said target. Additionally, the analysis of the
model may provide information on which are the most relevant features for
activity prediction for the studied target.
Predictive QSAR models have been successfully used as the first step of
CADD in studies, some of them even being subsequently experimentally
validated and patented. Some examples include the discovery of anticonvul-
sants (Brown et al., 2014; M. Shen et al., 2004), HIV-1 reverse transcriptase
inhibitors (Medina-Franco et al., 2005), dopamine D1 antagonists (Oloff et
al., 2005), antitumour compounds (S. Zhang et al., 2007), beta-lactamase in-
hibitors (Hsieh et al., 2008), Trk receptor antagonists (Tammiku-Taul et al.,
2016) or human histone deacetylase inhibitors (H. Tang et al., 2009). In a re-
view of the QSAR-based therapeutic patents from 2000 to 2018 (Halder et al.,
2018) it is noted the growing presence of novel compounds for neurodegen-
erative diseases discovered by these techniques, e.g. yohimbine-derivated
anti-psychotics (S. K. Srivastava et al., 2012) or amyloid binding alcohol de-
hydrogenase inhibitors for Alzheimer’s disease (Yan and Valasani, 2017).
Another ligand-based approach is the extraction of structural features
from known ligands to generate 3D pharmacophore models, which are ab-
stract representations of the molecular properties that are necessary for the
molecular recognition from a certain target (Ferreira et al., 2015; Kutlushina
et al., 2018). This 3D models take into account important information that
2D descriptors do not seize related to the binding site and kind (whether
the molecule acts as an agonist or an antagonist). However, this approach
is limited by the sparsity of the crystallographic data (Rognan, 2007) and
by the restrictions of the available current free ligand-based pharmacophore
modeling tools (Kutlushina et al., 2018).
Nevertheless, these ligand-based approaches do not work well when there
are few ligands known for a protein of interest. Moreover, ligands usu-
ally bind to more than one target, which can be overlooked if centering the
analysis only to the interaction with one certain protein. This could cause
unwanted side effects from cross-interactions between a drug and other pro-
teins in the proteome.
2.1.2 Target-based methods
Target-based methods aim to select ligands by comparison and classifica-
tion of related targets based on ligand binding sites by using sequence motifs
or 3D structural information (see Table 2). This approach mainly focuses on
those residues known to be important for the binding.
Sequence-based approaches are centered in multiple alignments, and they
are specially useful for protein families with a lack of high-resolution struc-
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tural data, such as GPCRs (Granier and Kobilka, 2012). It has been found
that residues in the binding sites of GPCRs can be extracted an concatenated
into a short ungapped sequence which can be later used to derive a distance
matrix based on sequence identity (Surgand et al., 2005) or physicochemical
properties (Frimurer et al., 2005). This ungapped sequence reproduces per-
fectly the full sequence-based phylogenetic tree, suggesting that only a few
residues are relevant when comparing targets across a family.
An example of the application of these cavity-based trees is in Frimurer
et al., 2005, where the ligand-binding cavity of two receptors was found to
be closely resemblant with respect to the physico-chemical properties of the
residues forming the binding sites although both targets shared only a low
overall sequence homology. Several hits found by virtual screening for the
second receptor passed successfully experimental tests on the first receptor.
Structure-based methods compare structural templates of ligand-binding
sites of the targets. They require a protein 3D structure of good quality,
which is limited only to certain protein families. Moreover, this approach is
highly dependent on the structural alignment and the grid resolution, and
only targets of the same family can be compared. However, it has been suc-
cessfully applied to different protein families such as protein kinases, serine
proteases and nuclear hormone receptors (Hoppe et al., 2006; Naumann and
Matter, 2002; Pérot et al., 2010).
2.1.3 Protein-ligand interaction-based methods
Unlike the previous approaches, these methods attempt to predict ligands
for a target of interest taking into account information from both the ligand
and the target. The two dominating directions are classical physics-based
docking methods and ML-based proteochemometrics.
Prediction of protein-ligand interaction is used to screen large drug-like
compound libraries in order to get leads that will serve as input for subse-
quent phases in the CADD pipeline.
Classical physics-based techniques
The classical approach of calculating binding affinity of a small molecule
and a protein is using docking simulations (Ferreira et al., 2015) based on
physics. Molecular docking (see Figure 6) is a family of optimization-based
computational algorithms that attempt to predict the preferred orientation
and the binding affinity of one molecule to a second structure, usually a
protein. In order to make that simulation, experimental holo-structures of
the protein are needed, which leads to the main disadvantage of docking
simulations: it cannot be used for proteins whose 3D structure is unknown
(Sawada et al., 2014).
There is a variety of docking algorithms and servers available, such as
GOLD (Verdonk et al., 2003), Glide (Friesner et al., 2004), DOCK Blaster
(Irwin et al., 2009), SwissDock (Bitencourt-Ferreira and de Azevedo, 2019;
Grosdidier et al., 2011), rDock (Ruiz-Carmona et al., 2014), istar (H. Li et
al., 2014), DOCK6 (Allen et al., 2015) or the AutoDock suite (Forli et al.,
2016). Docking techniques have been also recently questioned (Y.-C. Chen
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Figure 6: Outline of the molecular docking process. A. 3D structure of the ligand;
B. 3D structure of the receptor; C. The ligand is docking into the binding
cavity of the receptor and putative conformations are explored; D. The
most likely binding conformation and the corresponding intermolecular
interactions are identified. Figure obtained from Ferreira et al., 2015 (per-
mission granted by the open access Creative Common CC BY license).
and Apostolakis, 2015). In Plewczynski et al., 2011 no correlations could
be observed between the most popular docking programs score and in vitro
binding affinities.
In the traditional workflow, once the optimal conformation of the molecule
based on the binding energy is obtained from docking simulations based
on binding energies, molecular dynamics (MD) simulations are performed
(Alonso et al., 2006). MD takes into account flexibility and motion of the tar-
get binding sites, which in some cases undertake significant conformational
changes during molecular recognition. MD is used to estimate the stabil-
ity of a ligand-receptor complex proposed by molecular docking (Salsbury
and Jr., 2010). Although not as wide as in the case of molecular docking,
there is also available a collection of algorithms to perform MD simulations,
such AMBER (Cornell et al., 1996; Salomon-Ferrer et al., 2013), CHARMM
(B. R. Brooks et al., 2009), GROMOS (Christen et al., 2005) and GROMACS
(Abraham et al., 2015).
Despite of its contributions to molecular docking, MD has some important
limitations, noting the high computation cost demanded by the simulation
of large systems and the fact that some of the conformational changes of
the target occur on time scales that exceed computational capacity (Ferreira
et al., 2015). Additionally, available force fields for MD studies have some
deficiencies, like bias towards particular amino acid residues or secondary
structures, misrepresentation of crowded environments of the cell or the




The aim of proteochemometrics, also called Quantitative Multiple Structure-
Property Relationship (QMSPR), is to model the interaction of both target
and ligand and predict a property of the interaction, usually the binding
affinity value (Andersson et al., 2011). For this, a data matrix is built, each of
its rows containing descriptors of a protein-ligand complex linked to some
experimentally measured biological activity. A statistical or ML method is
used to induce the model. The prevalent ML architectures used to this end
include linear and non-linear principal component analysis (PCA), k-means
clustering algorithms, partial least square projection to latent structures, de-
cision trees, multivariate linear regression, linear discriminant analysis, sup-
port vector machines (SVM), logistic and kernel regression, multi-layer per-
ceptrons and related neural networks approaches (Gawehn et al., 2016).
The induced model can be applied for predictions of interaction with new
proteins as well as ligands. Interpretation of the model may provide infor-
mation on which ligand or target properties are important for prediction
of biological activity. Finally, the model is validated, either in silico (cross-
validation, external test set, MD simulations) or in vitro by binding affinity
assays. The proteochemometrics modeling process is illustrated in the work-
flow diagram in Figure 7.
Proteochemometrics is a conceptual extension of QSAR (see Figure 8),
where the target protein was fixed and biological activity was predicted only
from ligand descriptors. Each row thus contains an unique combination of
protein and ligand descriptors linked to some biological activity, allowing
to build models that cover several series of ligands and targets (Qiu et al.,
2017).
Main advantages of this approach are that interaction data stored in many
different databases and in the literature can be reused; models can predict
cross-interactions of a given ligand to other proteins in the proteome; and dif-
ferent binding and interaction features missed in conventional QSAR studies
can be used for the predictions.
According to Qiu et al., 2017, proteochemometrics modelling has multiple
applications thanks to its ability to study multiple target-ligand interactions.
It is widely used to study the mechanism of molecular recognition at differ-
ent levels of interaction. It is also applied for target inhibitor screening in
pathogenic viruses and major diseases, such as cancer. Proteochemometrics
is also a common tool in other scopes such as peptide-protein interaction,
specific protein-protein interaction and antigen-antibody interaction .
Specifically, the QMSPR approach has been applied to different drug tar-
gets families such as melanocortin GPCRs (Lapinsh et al., 2003), adenosine
receptors (Kramer and Gedeck, 2011), HIV proteases (Q. Huang et al., 2012;
Lapins et al., 2008; Lapins and Wikberg, 2009), histone deacetylases (D. Wu
et al., 2012), cytochtome P450 enzymes (Kontijevskis et al., 2008) or the tar-
get proteins of Plasmodium Falciparum and Toxoplasma gondii (Paricharak et
al., 2015), among others. Also, large-scale proteochemometrics studies have
been performed screening thoroughly public databases (Dakshanamurthy et
al., 2012; Sawada et al., 2014; Strömbergsson et al., 2010).
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Figure 7: The main steps in proteochemometrics modelling process. PCM: Pro-
teochemometrics. Figure reproduced from Strömbergsson et al., 2010 with
permission of John Wiley and Sons (22/04/2020).
Figure 8: Schematic comparison between QSAR and proteochemometrics. A QSAR
model is based on one series of ligands interacting with one target,
whereas in proteochemometrics several series of ligands and proteins
are combined to build a single model. Figure reproduced from Ander-
sson et al., 2011 with permission of Bentham Science Publishers LTD
(22/04/2020).
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2.2 advancements in deep learning
In the introduction, the foundations of ANNs were introduced. These con-
cepts started to be developed in the 1940s (McCulloch and Pitts, 1943) and
made some background progress throughout the years (LeCun et al., 1998;
Rosenblatt, 1958; Rumelhart et al., 1986) but without being really adopted
by the scientific community, especially after the SVMs became the method
of choice (Cornell et al., 1996). It was not until 2012 that there was a break-
through of the ANNs, rebranded as DL networks (G. E. Hinton et al., 2006):
in the ImageNet competition, deep convolutional networks were applied to
more than a million labeled images, almost halving the error rates of the
best competing approaches (Krizhevsky et al., 2012). From this moment, DL
has experienced a resurgence to which different factors have contributed:
• Availability of large labeled datasets coupled to the outbreak of big
data (see section 2.3).
• Increase of computational power by parallel computing with Graphics
Processor Units (GPUs), traditionally associated to the computer-game
industry. GPUs pack thousands of relatively simple processing cores
on a single chip, which is suitable for the neural networks computa-
tions.
• Resolution of the vanishing gradient problem by the application of the
previously introduced ReLUs and non-saturating activation functions
in general.
• Improved architectures, which will be deepened in this section.
• Software platforms like Tensorflow (Martín Abadi et al., 2015), Theano
(Theano Development Team, 2016), PyTorch (Paszke et al., 2019) and
wrappers that run on top of these frameworks like Keras (Chollet et al.,
2015) or Lasagne (Dieleman et al., 2015), that allow to make proptotyp-
ing faster, less error-prone and automatically managing GPU comput-
ing.
• New regularization techniques that reduce overfitting, like the already
mentioned dropout, batch normalization (Ioffe and Szegedy, 2015), which
is a method to reduce internal covariate shift in neural networks or data
augmentation techniques to create more training examples by deform-
ing the existing ones.
• Robust optimizers: modifications of the stochastic gradient descent
algorithm introduced in the introduction, including the Adaptive Gradi-
ent algorithm (AdaGrad) (Duchi et al., 2010), Root Mean Square Propaga-
tion (RMSprop) (G. Hinton et al., 2012) and Adaptive Moment Estimation
(Adam) (Diederik P Kingma and Ba, 2014).
However, it must be stated that many DL improvements have been driven
by empirical performance on a standard set of benchmarks, having a limited
theoretical justification.
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In this section, more complex, specific and problem-oriented architectures
and algorithms will be presented. Different combinations of these advance-
ments constitute the state-of-the-art in DL applications.
2.2.1 Convolutional neural networks
CNNs are designed to process data in the form of multidimensional arrays.
Although CNNs are usually associated to 2D image processing (Krizhevsky
et al., 2012; LeCun et al., 1989), other data modalities come in this form,
such as 1D sequences (Alipanahi et al., 2015; Angermueller et al., 2016).
The high dimensionality of these data would result in a excessive number
of parameters for a fully connected neural network model. To avoid this,
CNNs make assumptions on the structure of the network, reducing so the
effective number of parameters to learn.
Figure 9: A. Schema of a CNN applied to the image of a cell. B. Discrete convo-
lution performed in feature maps. C. Summarization carried out by the
pooling layer. Figure obtained from Angermueller et al., 2016 (permission
granted by the open access Creative Common CC BY license).
Following the notation of Angermueller et al., 2016, a convolutional layer
is formed by multiple feature maps of the same size of the input associated
to filters of a given size (see Figure 9 A). Each neuron within a feature map is
only connected to a local patch of neurons in the previous layer, the receptive
field (local connectivity). All neurons within a feature map share the same
parameters (parameter sharing). Thus, all neurons within a feature map scan
for the same feature in the previous layer at different locations. Different
feature maps could, for instance, detect edges of different orientations in an
image or certain patterns or motifs in a sequence. The activity of a neuron
is obtained by computing a discrete convolution of its receptive field and
applying an activation function (Figure 9 B).
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If the input is represented as X and a filter as f, the mathematical expres-
sion of the operations performed to compute the activity of the neurons in
the feature map associated to f is
Z = X ∗ f. (2)
Convolutional layers imply translational invariance (Kauderer-Abrams, 2017).
Often the exact position and frequency of features is not important for the
final prediction. Under this assumption, the pooling layer summarizes adja-
cent neurons by computing, for example, the maximum or the average over
their activity (Figure 9 C). By applying the same pooling to small patches
shifted by more than one pixel, the input is effectively down-sampled, re-
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Figure 10: Comparison between 1D and 2D convolutional layer. Figure inspired
in “1D versus 2D CNN” by Nils Ackermann1, permission granted by
Creative Commons CC BY-ND 4.0.
1D convolutional layers follow the same approach as 2D convolutional
layers. The main differences are the dimensionality of the input data and
how the filter slides across it. A comparison is shown in Figure 10. In the
left there is an example of a 1D convolution with a biological sequence com-
posed of 8 elements as input. Each element is encoded in a low dimensional
representation. The filter always covers the whole codification of an element.
The size of the filter determines how many elements are considered when
training it (in this example, 2). In the right, there is an example of a 2D
convolution on an image. Each pixel is represented by its x and y position
and three values (R, G, B). The filter has a dimension of 2x2 in the example
and will slide both horizontally and vertically across the image.
A typical CNN consists of a combination of multiple convolutional and
pooling layers, to learn more abstract representations of data, followed by
one or more fully connected layers.
1 https://blog.goodaudience.com/introduction-to-1d-convolutional-neural-networks
-in-keras-for-time-sequences-3a7ff801a2cf. Accessed on 28/04/20.
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2.2.2 Recurrent neural networks
Standard neural networks rely on the assumptions of independence among
the training and test examples and inputs of the same length. After each data
point is processed, the entire state of the network is lost (Lipton et al., 2015).
For modeling data with temporal or sequential structure, varying length
inputs and outputs and long-range dependencies, RNNs are better suited
(Hopfield, 1982).
RNNs are connectionist models that selectively pass information across
sequence steps, while processing sequential data one element at a time (Lip-
ton et al., 2015), as seen in Figure 11. This allows information to persist.
Mathematically, for each timestep t, the activation At of the neural network
(sometimes also called hidden node) and the output ht are expressed as fol-
lows 2:
At = g1(wAAAt−1 +wAxxt + bA) (3)
ht = g2(whAAt + bh) (4)
where wAx, wAA, whA, bA, bh are cofficients that are shared temporally
and g1, g2 activation functions. Specifically, according to the notation of Lip-
ton et al., 2015, wAx is the matrix of conventional weights between the input
and the activation of the NN and wAA is the matrix of recurrent weights
between the activation of the NN and itself at contiguous time steps. The
vectors bA and bh are the bias parameters. These equations mean that at
time t, nodes from RNNs receive input from the current data point xt and
also from the activation values from the network’s previous state At−1 . The
output ht at each time t is calculated given the activation values At at time t.
Thus, input xt−1 at time t− 1 can influence the output ht and later through
recurrent connections (Lipton et al., 2015).
RNNs have been successfully used to model both sequential inputs and
sequential outputs as well as mappings between single data points and se-
quences (in both directions). Their main advantages are being able to pro-
cess inputs of any length and weights sharing across time. RNN models are
mostly used in the fields of NLP (K. Cho et al., 2014) and speech recognition
(Miao et al., 2015).
However, learning with RNNs has long considered to be difficult due
to their computational complexity and their problem handling long-range
dependencies (Bengio et al., 1994; Hochreiter et al., 2001). The problems of
vanishing and exploding gradients occur when backpropagating errors across
many time steps: if the weight along the recurrent network is less than one,
the contribution of the input at the first time step will decrease exponentially
fast as a function of the length of the interval in between, and vice versa.
Truncated backpropagation through time is a partial solution to the ex-
ploding gradient problem for continuously running networks (Williams and
Zipser, 1989): a maximum number of time steps is set along which error can
2 https://stanford.edu/~shervine/teaching/cs-230/cheatsheet-recurrent-neural-net
works#word-representation. Accessed on 28/04/2020
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Figure 11: In the left, a RNN at timestep t. A neural network (its activation referred
as At) looks at some data point xt and outputs a value ht. A loop allows
information to be passed from one step of the network to the next. In the
right, this process unrolled: Multiple copies of the same network, each
passing a message to a sucessor. Figure adapted from http://colah.gi
thub.io/posts/2015-08-Understanding-LSTMs/, permission granted by
the author (23/04/20).
be propagated. However, it implies the loss of its ability to learn long-term
dependencies, which is needed in most applications.
Long short-term memory networks
Long Short Term Memory networks (LSTMs) is a special architecture of
RNN capable of learning long-range dependencies (Hochreiter and Schmid-
huber, 1997). They introduce the concept of the memory cell, a unit of com-
putation that replaces traditional nodes in the hidden layer of a network.
Each memory cell contains a node with a self-connected recurrent edge of
fixed weight one, ensuring that the gradient can pass across many time steps
without vanishing or exploding (Lipton et al., 2015).
According to Lipton et al., 2015, simple RNNs have long-term memory in the
form of weights that change slowly during training, storing general knowl-
edge about the data. They also have short-term memory: ephemeral activa-
tions passing from one node to its contigous. LSTM models introduce an in-
termediate type of storage via the memory cell. A memory cell is composed
of simple nodes in a specific connectivity pattern, with novel multiplicative
nodes (represented by Π).
Since the original LSTM was introduced, several variations have been pro-
posed. Forget gates (Gers et al., 2000) provide a method by which the net-
work can learn to flush the contents of the internal state, which is especially
useful in continuous running networks. Due to their proven effectiveness,
nowadays they are standard in most modern implementations (Lipton et al.,
2015).
A schema of a LSTM memory cell with a forget gate can be seen in Figure
12. Following the notation on Lipton et al., 2015, all elements are enumer-
ated and described below (the subscript c is used to refer to an individual
memory cell):
• Input node gc: this node takes the activation from the input layer xt
at the current time step t in the standard way and from the hidden
layer in the previous timestep At1 . The summed weighted input is
then passed through a nonlinear activation function.
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Figure 12: LSTM memory cell as proposed in (Hochreiter and Schmidhuber, 1997)
with a forget gate (Gers et al., 2000). The self-connected node is the
internal state (the diagonal line indicates that it is linear). The blue
dashed line is the recurrent edge, which has fixed unit weight. Nodes
marked Π output the product of their inputs. All edges into and from
Π nodes also have fixed unit weight. Figure obtained from Lipton et al.,
2015 (permission granted by the open access Creative Common CC BY
license).
• Input gate ic: a gate is a sigmoidal unit that takes activations from the
current data point xt and from the hidden layer at the previous time
step, like the input node. The value of a gate is used to multiply the
value of another node, so if its value is 0, then flow from the other
node is cut off. If the value is 1, all flow is passed through. Thus, the
value of the the input gate multiplies the value of the input node.
• Internal state sc: it is a node with linear activation. It has a self-
connected recurrent edge with fixed unit weight. Since this edge spans
contigous time steps with a constant weight, error can flow across time
steps without vanishing or exploding. The update of the internal state
is
st = gt  it + st1 . (5)
• Forget gate fc: it has been already mentioned that they give a method
for the network to flush the internal state. With forget gates, the equa-
tion to calculate the internal state of the forward pass is
st = gt  it + ft  st1 . (6)
• Output gate oc: the final value vc produced by a memory cell is the
value of the internal state sc multiplied by the value of the output gate
oc.
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Figure 13: A BRNN as described in Schuster and Paliwal, 1997 unfolded in time.
Figure obtained from Lipton et al., 2015 (permission granted by the open
access Creative Common CC BY license).
Other types of RNNs
bidirectional recurrent neural networks
In traditional RNNs, only past input can affect the output. Bidirectional
recurrent neural networks (BRNN) are an architecture in which information
from both the future and the past is used to determine the output at any
point in the sequence, solving this issue (Schuster and Paliwal, 1997).
In this architecture (Figure 13) there are two layers of hidden nodes. Both
hidden layers are connected to input and output: the first has recurrent
connections from the previous steps, while in the second the direction of
recurrent connections is flipped, passing activation backwards along the se-
quence.
The limitations of BRNN is that it is only appropiate for prediction over a
sequence of fixed length, and never on a online setting. It must also be said
that LSTM and BRNN are not mutually exclusive and have been successfully
combined (Graves et al., 2012; Graves and Schmidhuber, 2005).
gated recurrent units
Gated recurrent units (K. Cho et al., 2014) (GRUs) are another approach for
solving the vanishing gradient problems of the classical RNNs. Compared
with LSTMs, GRUs lack of internal state and use the hidden state to transfer
information. Moreover, it only has two gates: a reset gate and an update
gate 3. The update gate combines the forget and input gates of the LSTMs,
deciding what information to keep and what information to flush. The reset
gate is also used for deciding how much information to forget. The resulting
model is more efficient computationally than standard LSTM models and
3 https://towardsdatascience.com/illustrated-guide-to-lstms-and-gru-s-a-step-by-step-
explanation-44e9eb85bf21
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Figure 14: Alignment of words in an English-French translation (Bahdanau et al.,
2014). From the annotation weights represented, it can be seen which
positions in the source sentence were considered more important when
generating the target word (permission granted by the open access Cre-
ative Common CC BY license).
obtains similar performance (Chung et al., 2014). This is the reason why
GRUs have been growing increasingly popular in the last years 4.
2.2.3 Other architectures
This section describes other DL architectures useful in the field of compu-
tational biology and chemistry. Although they are not directly applied in
this thesis, these architectures have been used to describe problems related
to those of the scope of this thesis and thus, they have been included for
completeness.
Attention mechanism
Attention mechanisms allow the network to focus only on a certain subset
of the data provided for a given task (K. Xu et al., 2016). The idea behind
these mechanisms is based in the visual attention of humans, who focus on
specific parts of their visual inputs to compute adequate responses.
Being able to distinguish between the necessary information at a specific
step of a task further reduces the amount of information that has to be pro-
cessed. The analysis of where the model focus its attention can also help to
understand the underlying structures and patterns of the information. The
attentional mechanism has had considerable relevance in the field of neural
machine translation (Bahdanau et al., 2014; Luong et al., 2015): when trans-
lating a word from one language to another, this mechanism locates those
positions in which the most relevant information of the source sentence are
concentrated (see Figure 14).
Attention mechanisms are usually used along with RNNs and CNNs (Bah-
danau et al., 2014; K. Xu et al., 2016). In some cases, a CNN generates a hid-
4 https://colah.github.io/posts/2015-08-Understanding-LSTMs/
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den representation that is fed to a RNN providing a description. Here, an
attention mechanism allows to follow the information extraction and track
the explicit spots of the input where the algorithm is looking for the answer
(LeCun et al., 2015).
However, recently there have been introduced sequence to sequence map-
ping architectures which only use the attention mechanism without recur-
rence (RNNs or LSTMs) (Vaswani et al., 2017). Specifically, they use self-
attention, an attention mechanism relating different positions of a single se-
quence in order to compute a representation of the sequence (Vaswani et al.,
2017). The resulting architecture, called Transformer, surpasses any other
NLP in both performance metrics and computational time (Devlin et al.,
2018). Due to their popularity, Transformers are starting to be applied in
many fields, including computational biology (J. Lee et al., 2019).
Unsupervised learning
As mentioned at the beginning of this section, one of the reasons of the
recent resurgence of DL is the massive increase of available data. However,
most of this information is unlabeled, i.e. there is only raw data without
extra information on their identification, properties or classification. Unsu-
pervised learning consists in the extraction of patterns from raw data and
the discovery of its underlying structure at multiple levels. In contrast to
supervised learning, unsupervised learning techniques capture all the pos-
sible dependencies between all the observed variables, with no distinction
between inputs and outputs. This is more similar to how humans learn:
extracting most of the information from simple observation. Down below,
some of the DL techniques used for inferring features from unlabelled data
are shown.
autoencoders
Autoencoders are a family of neural networks whose aim is to reproduce
the input (Baldi, 2012). They work by compressing the input into a latent
space representation, and then reconstructing the output from this repre-
sentation (Figure 15). The model tries to minimize the reconstruction error
between the input value and the reconstructed value. In order to learn use-
ful features, constraints must be added to the network, so no neuron can
learn the identity function but they will learn to project inputs in a lower
dimensional space.
A common application of autoencoders is dimensionality reduction: after
the training phase, building a new dataset of samples with lower dimensions.
This extracted compressed representation can be used for statistical analysis
of the data distribution, for a better classification or for understanding the
underlying structure of data and recognizing possible patterns.
There are different modifications of autoencoders depending on the prob-
lem to which they are addressed, for example the denoising autoencoder
(Vincent et al., 2008), which is trained to reconstruct the input from a cor-
rupted version of it. This allows the autoencoder to discover more robust
features than the ones that could be learned from the original uncorrupted






Figure 15: Simple Autoencoder architecture. It is composed by one input layer
which encodes information and one output layer which decodes it.
data. The variational autoencoders (Diederik P. Kingma and Welling, 2014)
assume that source data has an underlying probability distribution and then
attempts to find the parameters of that distribution. Their main application
is the generation of new data related to the original.
generative adversarial networks
Generative Adversarial Networks (GANs) (Goodfellow et al., 2014) con-
sist of a given training set with an underlying distribution and two com-
peting neural networks models: the generative model takes noise as input
and generates samples, and the discriminative model receives samples from
both the generative and the training data, having to be able to distinguish
between the two sources, i.e. decide if they come from the same distribution.
These two networks continuously compete: while the generative model is
learning to produce increasingly realistic samples, the discriminative model
is increasingly improving at distinguishing generated data from real data.
Both networks are trained simultaneously until the generated samples are
indistinguishable from real data (Lei et al., 2019).
Recent developments have extended the GANs to cover specific applica-
tions. InfoGAN (X. Chen et al., 2016) not only approximates the data distribu-
tion, but also generates an interpretable vector representation of the data. In
Conditional Generative Adversarial Networks, the generative model takes into
account external information such as the class label to generate a particular
type of output (Isola et al., 2016; Ledig et al., 2016; Reed et al., 2016). Deep
Convolutional Generative Adversarial Networks (Radford et al., 2016) combine
the power of both types of architectures.
2.2.4 Quality assessment in deep learning models
DL models are usually referred to as "black boxes" in which it is difficult to
interpret the reasons behind their prediction of a certain response. This lack
of an straightforward interpretation is not only a problem for the adoption
of these models by the professionals, as will be further addressed in section
2.5, but it also hinders the diagnosis of under performing models and leads
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to a model development based on trial and error (Zeiler and Fergus, 2014).
Here, the efforts to ensure the quality of DL models are grouped into two
categories: those that make sure of the input data quality, and those that
inspect the internal states of the DL model.
Input data quality
The database on which a ML model is trained can pose issues regarding
its incompleteness, noise, imbalance and potential biases, which are further
obfuscated by the black box nature of DL. This is something to take care of,
since low quality data will lead to low quality knowledge (García et al., 2016)
and thus, data preprocessing is an essential stage for building a DL model.
Missing values imputation (Köse et al., 2020), noise treatment (Soltanayev
and Chun, 2018), dimensionality reduction (Gang et al., 2018) or normaliza-
tion (Ioffe and Szegedy, 2015) are examples of classical ML preprocessing
techniques which have been also applied to DL models.
In particular high class imbalance, representative of many real-world set-
tings, can lead to a bias of the learning model to the majority class. Ef-
fective classification with imbalanced data is an important area of research
with little empirical work in the area of DL (J. M. Johnson and Taghi M
Khoshgoftaar, 2019). Many of the available studies focus on computer vision
tasks with CNNs (J. M. Johnson and Taghi M Khoshgoftaar, 2019). Some of
the tools that have been used to address this problem are applied to the
data level, for example random-oversampling or undersampling techniques
(Buda et al., 2018; H. Lee et al., 2016; Masko and Hensman, 2015) or a dy-
namic sampling method that adjusts the sampling rate to the performance
per class (Pouyanfar et al., 2018). Other methods address data imbalance by
directly modifying the algorithm, for example through new loss functions
(Ross and Dollár, 2017; Shoujin Wang et al., 2016) or cost-sensitive DNNs
(Khan et al., 2017; Ren et al., 2018; H. Wang et al., 2018; C. Zhang et al.,
2016). Other methods are hybrid, affecting both at the data-level and at the
algorithm level (Dong et al., 2018; C. Huang et al., 2016).
Model inspection
On the other hand, a collection of strategies has been developed to bet-
ter understand the behaviour of these complex models, being most of them
domain-specific (Rudin, 2019). A comprehensive review of interpretation
techniques for black box models can be found in Guidotti et al., 2018. One
approach is to build a second, more explainable model, for diagnosing a
DL model. However, due to the lack of transparency of the DL model and
the inherent inaccuracy of the secondary interpretable model, some authors
even discourage the use of black boxes for high stakes decisions and ask for
the use of interpretable models instead (Rudin, 2019). While this might be
necessary for highly sensitive settings like criminal justice or healthcare ap-
plications, not all the responses that need to be modelled can be represented
by linear or additive algorithms. Thus, the use of interpretable models is not
always possible in complex applications.
Alternatively, there are techniques that show what the model "sees" and
the areas where the model is more sensitive, through the calculation and
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Resource name Main subject Reference
ChEMBL Compounds, bioactivity data (Mendez et al., 2019)
BindingDB Compounds, bioactivity data (Gilson et al., 2016)
DUD-E Decoys, bioactivity data (Mysinger et al., 2012)
MUV Unbiased bioactivity data (Rohrer and Baumann, 2009)
DrugBank Drugs, bioactivity data (Wishart et al., 2018)
ZINC Purchasable compounds, bioactivity data (Sterling and Irwin, 2015)
UniProtKB Proteins (Consortium, 2018)
BRENDA Enzymes (Jeske et al., 2018)
Table 3: Selection of molecular databases for accomplishing the goal of chemogeno-
mics.
analysis of extra outputs, such as activation values and gradients (Mehta et
al., 2020). Besides, these techniques can be also used to evaluate the effect of
changing the models training conditions (number of iterations, different ini-
tializations, model width, addition of normalization techniques, etc.) (Mehta
et al., 2020). Nevertheless, these extra outputs scale as the product of sample
size and number of parameters of the model and consequently, often imply
a demanding computational framework (Mehta et al., 2020). Sometimes it
is enough to analyse the lower dimensional representation learned by the last
hidden layer for key samples of the input data (Mehta et al., 2020). For
2D CNNs there are specific tools to check these lower dimensional internal
representations, like network dissection (Bau et al., 2017), which scores the
semantics of the hidden units at each hidden convolutional layer and labels
them with human interpretable concepts; or a visualization with a deconvnet
(Zeiler and Fergus, 2014), which reveals the input stimuli that excite indi-
vidual feature maps at any layer in the model. Other similar interpretability
tools are Deep Visualization (Yosinski et al., 2015) or image-specific saliency
maps (Simonyan et al., 2014).
2.3 molecular databases
To get enough data to train statistical models and thus, to accomplish the
goal of chemogenomics more effectively and systematically, it is necessary to
have access to public compound libraries. These databases are composed of
a structurally diverse collection of chemical molecules and information on
their characteristics and their interaction to different biomolecules (specifi-
cally proteins). In most of databases, this protein-ligand affinity data has
been extracted from scientific publications and subsequently curated. These
binding activities need to be linked to biological entities in order to get their
amino acid sequences and their correspoding annotations. Biological data
repositories are freely accessible databases containing a large amount of in-
formation derived, among other things, from genome sequencing projects.
A selection of public repositories within the scope of this thesis are listed in
Table 3.
ChEMBL (Mendez et al., 2019) is an open-access, large-scale bioactivity
database containing information manually extracted from the scientific liter-
ature and integrated with data on approved drugs and clinical development
canditates. Biological activity data is also shared with other key public data-
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bases as PubChem BioAssay (Y. Wang et al., 2017) or BindingDB (Gilson et
al., 2016). ChEMBL covers a wide range of information on small molecules
and has many pratical applications, like the identification of chemical tools
for a target of interest, assessment of compound selectivity, training ML mod-
els, generation of drug repurposing hypotheses, integration with other drug
discovery resources, etc (Mendez et al., 2019). ChEMBL is one of the most
important bioactivity resources and there are available 15,996,368 activity
records from 13,377 targets and 1,950,765 distinct compounds 5.
Another relevant resource of biological activity data is BindingDB (Gilson
et al., 2016). BindingDB is a web-accessible database of measured binding
affinities which collects information on interactions between proteins con-
sidered to be drug-targets and small molecules. Data collection also de-
rives from scientific literature and, increasingly, from US patents. It has
cross-links with other compounds catalogues. BindingDB currently contains
about 1,854,767 binding data for 7,493 proteins and over 820,433 drug-like
molecules 6.
One of the main problems of biological activity databases comes from the
publication bias (Tripepi et al., 2008): journals are usually biased when de-
ciding on accepting studies that report the lack of activty between a protein
and a molecule and, alternatively, authors of negatives studies might not
submit them because of the low probability for these to be accepted. Thus,
there is a bias towards positive activity in public compound libraries which
can affect to models trained with this data. The Directory of Useful Decoys
- Enhanced (DUD-E) (Mysinger et al., 2012) gives means to overcome this
problem. It is a database designed to help benchmark virtual screening pro-
grams. To build this directory, 22,886 active molecules for 102 proteins were
derived from ChEMBL. For each of the actives, 50 decoys having similar
physico-chemical properties but dissimilar 2-D topology were added to the
database. These decoys are assumed to be inactive, thus effectively increas-
ing the number of inactive interactions to train with.
The composition of the training datasets in virtual screening can also have
a large influence on validation results. Rohrer and Baumann, 2009 warned
of a benchmark dataset bias in virtual screening coming from two sources. On
the one hand, the artificial enrichment caused by decoys and actives differing
on "simple" physico-chemical properties, which was addressed by the DUD-
E directory. On the other hand, the analogue bias, caused by datasets being
prone to over-representation of certain scaffolds or chemical entities, thus
inflating model performance. The Maximum Unbiased Validation (MUV)
database (Rohrer and Baumann, 2009) aimed to minimize the influence of
this benchmark dataset bias. It contains only 17 target proteins, each one
represented by 30 active molecules selected from confirmatory screening
data and 15,000 inactive molecules obtained from high-throughput screen-
ing data. The data is collected from PubChem bioactivity data (Kim et al.,
2019). This benchmark is designed to be challenging for standard virtual
screening, since the active molecules have been selected to avoid biases of
enrichment assessments and the inactives have been biologically tested on
the target protein (unlike DUD-E decoys).
5 https://www.ebi.ac.uk/chembl/. Accessed on 28/04/20.
6 https://www.bindingdb.org/. Accessed on 02/05/20.
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The databases above collect information and bioactivity on small molecules.
However, there are resources specifically focused on drugs. The most impor-
tant drug information repository is DrugBank (Wishart et al., 2018). Drug-
Bank is a large, comprehensive, drug data resource covering drug function,
formulation, mechanism and metabolism. The database contains 13,570
drug entries, including among others, 2,629 approved small molecule drugs
and 6,373 experimental (discovery-phase) drugs. Additionally, 5,252 non-
redundant protein sequences are linked to these drug entries7. DrugBank is
not only useful for model training but also for results contextualization.
Compound libraries are primarily focused on in silico activity prediction.
But there is usually a gap between in silico obtained results and their experi-
mental validation. ZINC (Zinc Is Not Comercial) (Sterling and Irwin, 2015)
is yet another free database of compounds for virtual screening, whose dis-
tinctive feature is that it contains over 120 millions purchasable drug-like
compounds. ZINC narrows the gap between biology and cheminformatics
in both ways: it makes easier to purchase a compound predicted to be ac-
tive in order to prove it experimentally and, additionally, it is also a toolset
meant for investigators that are not computer specialists. Compounds are
available in target-focused subsets. There are 3,210 gene symbols and 4,718
Uniprot codes (Sterling and Irwin, 2015).
Combining different sources of chemical structures can cause problems
due to differing representations of molecules and even the use of a single
source of data can lead to incorrect representation of compounds. For this,
molecules must be standandardized and curated: 1. removal of inorganic
molecules and mixtures; 2. structural conversion and cleaning; 3. normal-
ization of specific chemotypes; 4. analysis and removal of duplicates and 5.
manual inspection (if possible) (Fourches et al., 2010).
Up until this moment, only compound bioactivity libraries have been men-
tioned. These ligand databases have annotations on associated proteins and
genes for each molecule, but not specific information or characteristics of
these sequences is provided. This information is essential, not only for un-
derstanding data and interpreting results, but also for improving the pro-
tein analysis blocks on chemogenomics models. The UniProt Knowledge-
base (UniProtKB) (Consortium, 2018) is the most comprehensive resource
for protein sequences and annotations. It has two sections: UniProtKB/Swiss-
Prot, with 562,253 manually-annotated records of information from literature
evaluated by curators, and UniProtKB/TrEMBL, with 180,690,447 computa-
tionally analyzed records not yet reviewed 8. UniProtKB stores the amino
acid sequence, protein name or description, taxonomic data, citation, widely
accepted biological ontologies, classifications and cross-references, and indi-
cations of the quality of annotation of each protein.
Among biological macromolecules that can potentially be drug targets, en-
zymes have a prominent position because their activity is essential in many
disease processes, and because the structural determinants of enzyme catal-
ysis lend themselves well to inhibition by small compounds (Krause et al.,
2013). That is why the BRENDA Enzyme Database (Jeske et al., 2018) can
also be of interest in the context of this thesis. BRENDA is the main enzyme
7 https://www.drugbank.ca/. Accessed on 03/05/20.
8 https://www.uniprot.org/. Accessed on 04/05/20.
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and enzyme-ligand information system, with a collection of 4.3 million data
for 84,000 enzymes from the literature and prediction algorithms. It contains
disease-related data, protein sequences, 3D structures, predicted enzyme lo-
cations and genome annotations.
2.4 deep learning in computational biochemistry
In previous sections, the transformative impact of DL in most domains
has been shown along with an overview of its capabilities, shortcomings and
applications. This section will focus on the advancements of DL techniques
in the bio- and cheminformatics fields.
2.4.1 Application to biological sequences
Biological sequences play a major role in molecular and computational
biochemistry. They are studied as information-bearing entities that make
up DNA, RNA or proteins. The value of DNNs in this context is twofold
(Angermueller et al., 2016): on the one hand, classical ML methods cannot
operate on the sequence directly; they require features extracted from the
sequence based on prior knowledge, while DNNs could directly learn them
from data. On the other hand, because of their representational potential,
they can capture nonlinear dependencies in the sequence and interaction
effects, spanning wider sequence context at multiple genomic scales. DL has
the potential to provide additional understanding about the structure of the
biological data.
DL has been used in many applications in the field of biological sequences,
such as regulatory biology, variant calling and mutation detection, protein
annotation, transcriptomics, etc (Crawford and Greene, 2020). In the follow-
ing section we will see specific problems tackled with DL in this context,
along with the most popular architectures for solving them.
Deep learning architectures
In 1988, the first application of neural networks in biological sequences
was published, consisting in protein secondary structure prediction by a
feed-forward neural network. Since feed-forward neural networks cannot
handle sequential input, sequences had to be divided in windows of 13
amino acids (Qian and Sejnowski, 1988). After the breakthrough of DL, this
issue was further addressed (Spencer et al., 2015) but still not treating the
sequence as a whole, but windowing it as input of basic feed-forward net-
works. More recently, feed-forward neural networks have been also applied
to infer expression from target genes (Min et al., 2017).
Biological sequential data often contain correlated measurements of re-
lated biological activities (Eraslan et al., 2019). So instead of building a
single-task model for predicting each of those activities, a multi-task model
can be used. Based on this and with a more ambitious approach than Qian
and Sejnowski, 1988, Qi et al., 2012 built a multi-task DNN model based
on feed-forward neural networks that given a protein sequence, predicted
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different local properties such as secondary structure, solvent accessibility,
transmembrane topology or DNA-binding residues. In multi-task models,
the majority of layers are shared and branch out to task-specific layers at the
end (Eraslan et al., 2019). The advantages of this strategy are that less specific
data per task is needed and that sharing the model implies less computation
time and faster predictions. However, it can also be challenging if different
tasks have different data imbalance. In the most recent literature we can still
see this strategy: in Rifaioglu et al., 2019, a stack of multi-task feed-forward
neural networks connected to each other is used to predict Gene Ontology
terms of a given protein.
However, these previous works did not take into account the specific char-
acteristics of biological sequences. The appropriate DL architecture to man-
age this kind of data is RNN, because biological sequences have variable
lengths and their long-range sequential information has great importance.
RNNs apply the same operation to each element, thus they are invariant to
the position index in the processed sequence (Eraslan et al., 2019).
The group of Baldi et al was one of the most prolific regarding the first ap-
plications of RNNs to protein sequences. In Baldi et al., 1999, they proposed
a model for predicting the secondary structure of a protein as seen before,
but using the whole protein sequence rather than a short substring by means
of RNNs. In addition, they realized that RNNs are causal in the sense that the
output at some time point does not depend on future inputs, but biological
sequences are not temporal since the conformation and function of a region
in a sequence may strongly depend on events located both upstream and
downstream. To tackle this issue they developed a bi-directional structure
that provided a non-causal generalization of RNNs.
Similar approaches with different improvements were applied to match
protein beta-sheet partners (Baldi et al., 2000), to predict protein structure
using directed acyclic graphs (Baldi and Pollastri, 2003), to predict residue-
residue contact (Di Lena et al., 2012), to classify proteins (Min et al., 2017)
and again, to predict protein secondary structure but identifying the effect
of the contribution of local versus global information (Agathocleous et al.,
2010). In the previous section it was shown that classical RNN cannot hold
very long-range dependencies. However, in these studies the important in-
formation in the sequence was close to the prediction position.
To avoid the problems of vanishing and exploding gradients of classi-
cal RNNs, Hochreiter et al., 2007 applied LSTMs to classify amino acid
sequences into superfamilies. This model reached state-of-the-art classifica-
tion performance, but being considerably faster than other methods based in
sequence alignment. Moreover, LSTM was also able to extract characteristic
patterns of the proteins. But the LSTM used was one-directional, so it did
not consider the non-causal nature of amino acid sequences. A novel applica-
tion of LSTMs in the protein context was carried by Müller et al., 2018. They
used LSTM for combinatorial de novo peptide design. In this case, LSTM
was also one-directional, but because in sequence generation the amino acid
sequence is unknown a priori.
Sønderby and colleagues did actually consider non-causality, and used
a bidirectional LSTM to address the problem of prediction of protein sec-
ondary structure (Kaae Sönderby and Winther, 2015). They also presented a
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Figure 16: Examples of convolutional learned filters from Sönderby et al., 2015.
Shorter filters (A, B, C) focus on amino acids with specific characteris-
tics, such as positively or negatively charged. The long filter (D) seems
to focus on larger motifs from the protein. Figure permissions granted
by the open access Creative Common CC BY license.
more complex architecture composed of a convolutional layer, whose learned
filters can be used to discover new sequence motifs (see Figure 16); two com-
bined unidirectional LSTMs, one of them with the input reversed, instead of
a regular bidirectional LSTM to avoid that the backward LSTM sees only a
single position when the prediction is made; and also an attention mecha-
nism to see the importance of each position in the sequence with respect to
the prediction task. This architecture was also used by the same group to
predict subcellular locations of proteins (Almagro Armenteros et al., 2017)
and binding to major histocompatibility class II molecules (Jurtz et al., 2017).
A similar architecture was used by Quang and Xie, 2016, in this case to
build an hybrid convolutional and bi-directional LSTM framework for pre-
dicting non-coding function de novo from sequence. Convolutional layers
and a unidirectional LSTM were also combined for a hierarchical classifica-
tion of enzymes by Yu Li et al., 2018.
In genomics, RNNs have been used to aggregate the outputs of the convo-
lutional layers for predicting RNA-binding proteins junction sites (Pan et al.,
2018), gene expression regulation (Min et al., 2017), single-cell DNA methyla-
tion states, transcription factor binding and DNA accesibility (Eraslan et al.,
2019). It has also been widely applied for miRNAs sequences: prediction of
binding mRNA-miRNA sequence pairs and prediction of the occurrence of
precursor miRNAs from the mRNA sequence and the predicted secondary
structure (Eraslan et al., 2019), among others.
As shown in Figure 16, the application of 1D CNNs on biological sequen-
tial data is also very useful: the neurons in the convolutional layer scan for
motif sequences and combinations. One the first examples of this approach
can be found in DeepBind (Alipanahi et al., 2015), a software tool based
on CNNs to predict DNA- and RNA-binding protein sequences specificities.
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Since this first application, CNNs have been applied to predict various molec-
ular phenotypes on the DNA sequences alone: classification of transcription
factor binding sites, genetic variant calling or prediction of molecular phe-
notypes such as chromatin features, DNA contact maps, DNA methylation,
gene expression, translation efficiency, or microRNA targets. (Eraslan et al.,
2019). CNNs have been also applied for predicting diffraction quality crys-
tals from non-crystallizable ones from the protein sequences (Elbasir et al.,
2019) or for predicting the probability of a short sequence of DNA being
evolutionary conserved (Yi Li et al., 2017). Torng and Altman, 2017 used 3D-
CNNs to analyze amino acid micro-environment similarities and to predict
effects of mutations in proteins.
Moreover, CNNs (or, specifically, dilated convolutions, which allow for big-
ger receptive fields) can also be used to model long-range dependencies
in biological sequences, because interacting elements that are proximal in
the 3D conformations of the sequence may be distantly located on the un-
folded sequence (Eraslan et al., 2019). These dilated convolutions have been
used for predicting trascription factor-binding profiles from DNA sequences
(Crawford and Greene, 2020).
Convolutional layers of different filter sizes can be interpreted in biological
sequences as multiple position weight matrices (PWMs) (Ben-Gal et al., 2005)
scanning the sequences, although complete motifs can only be detected by
assembling multiple filters in the downstream layers (Eraslan et al., 2019).
Since DNN learn distributed representations, the patterns recognized by in-
dividual filters are often found to be partially redundant with each other
(Shrikumar et al., 2018). TF-MoDISco is a method that identify consolidated
motifs learned by the DL model using information from all the neurons in
the network (Shrikumar et al., 2018), being one of their main target applica-
tions DNA sequences (Avsec et al., 2020). However, these learned motifs are
based on the overall trained model, but one may be only interested in high-
lighting the influential parts of a given input for a model prediction (feature
importance scores) (Eraslan et al., 2019). DeepLIFT (Shrikumar et al., 2017) is
a method for decomposing the output prediction of a NN on a specific input
by backpropagating the contributions of all neurons in the network to every
feature of the input; it was tested in a synthetic regulatory DNA sequence
classification.
Multi-task learning has been previously mentioned as a way of training
a single model for performing a certain number of prediction tasks. In ge-
nomics, multi-task models have been used for predicting simultaneously
multiple molecular phenotypes (Eraslan et al., 2019) or chromatin factors
(Min et al., 2017). However, a similar approach when data is scarce is trans-
fer learning, where a model is initialized with most of the parameters from
another model which has been trained for a similar task (Eraslan et al., 2019).
In genomics, transfer learning has been used for predictive models of chro-
matin accesibility (Kelley et al., 2016).
Most of the previous examples referred to applications of supervised learn-
ing for biological sequence processing. But unsupervised methods have also
been increasingly applied to this kind of data. Autoencoders have been used
to extract gene expression signatures, to impute missing data or to detect
expression outliers in gene expression data (Eraslan et al., 2019). Stacked
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autoencoders have been also used for predicting secondary structure and
accessible surface area and torsion angles in proteins, and for anomaly clas-
sification of various cancers from microarray gene expression data (Min et al.,
2017). GANs have been used for generating protein-coding DNA sequences
and for designing DNA probes for protein binding microarrays (Eraslan et
al., 2019). A variational autoencoder has been used for building a deep
generative model able to capture higher-order correlations in biological se-
quence families. It has been applied for predicting the effects of mutations
across diverse classes of proteins and RNAs. (Riesselman et al., 2018).
Automated tools are being developed for building DL models for biolog-
ical proteins. For example, SECLAF is a web-server that allows for hierar-
chical biological sequence classification using deep neural networks; it has
been used for GO classes and protein families classification (Szalkai and
Grolmusz, 2018). However, despite the numerous applications of DL to bi-
ological sequences, there is a lack of systematic comparison of the different
architectures for the common sequence-modelling tasks (Eraslan et al., 2019).
Input representations
DNA and RNA nucleotides or amino acids are categorical features. Specif-
ically, DNA and RNA are polymers constructed from four different types of
nucleotides: {A, T, C, G} and {A, U, C, G}, respectively, and proteins are
polymers made up of 20 different types of amino acids {A, C, D, E, F, G, H,
I, K, L, M, N, P, Q, R, S, T, V, W, Y}. In both cases, elements are represented
by alphabet characters, although A, T, G and C have a different meaning
as a nucleotide than as an amino acid. Thus, they have to be numerically
encoded in order to be be interpretable by machines (Angermueller et al.,
2016) (see section 1.5). Finding the proper data representation for each task
is very important because it can have an impact on the performance of the
model (Domingos, 2012). The core idea is to infer information about struc-
ture/functions only based on sequence data (Asgari and Mofrad, 2019). In
the previous section it was shown that in the first implementations of DL in
biological sequences, input sequences were windowed (Qian and Sejnowski,
1988) or amino acids were directly embedded without taking into account
contextual information (Qi et al., 2012). Since then, the input representation
field has advanced substantially. In this section, different input representa-
tions for biological sequences are covered: from those more traditional to
the ones that avoid losing sequential information (see Figure 17).
Traditional representations of biological sequences mainly include align-
ment-dependent descriptors and vectors of physico-chemical features, as
seen in section 1.5. In Jing et al., 2019, a comprehensive review and assess-
ment on different amino acid encoding methods was performed, showing
that position specific scoring matrix (PSSM), an evolution-based position de-
pendent methodology, achieves the best performance. POSSUM (J. Wang et
al., 2017) is a popular tool for generating PSSM-based descriptors, although
they may lack the evolutionary information for more specific tasks as mod-
elling DNA or RNA-binding sites (L. Wang et al., 2010). Moreover, it is a
computationally consuming method (Ahmad and Sarai, 2005) and its appli-






























































































































































Figure 17: Main input representations for biological sequences, with an amino acid
sequence as an example. A. alignment-independent physico-chemical
descriptors, B. alignment-dependent descriptors (in the example, PSSM
stands for position specific scoring matrix), C. one-hot encoding, D. em-
beddings based on sequence k-mers (in the example, k=3)
cability is limited to those proteins with known homologous sequences (Jing
et al., 2019).
Regarding feature vectors, different properties such as a nucleotide/amino
acid composition, evolutionary signatures or bio- and physicochemical prop-
erties (Z-scales) have been usually aggregated and used as input. Several
tools have been developed to compute these properties and signatures from
a DNA/RNA sequence, like repDNA (Liu et al., 2014) or from a protein, like
PROFEAT (P. Zhang et al., 2017) or BindN+ (L. Wang et al., 2010). There are
also tools that compute properties for both DNA/RNA and amino acid se-
quences, like BioSeq-Analysis (Liu et al., 2019) or iLearn (Z. Chen et al., 2019).
These feature vectors have been used to represent biological sequences in a
wide range of studies (Lenselink et al., 2017; Meysman et al., 2012; Ström-
bergsson et al., 2010). The main issue with these descriptors is that the orig-
inal sequence is lost. This means that the underlying information related to
the position of the elements may be neglected.
Pseudo amino acid composition (PseAAC) (H.-B. Shen and K.-C. Chou,
2008) and pseudo nucleotide composition (PseKNC) (Zhou et al., 2011) for-
mulations tried to overcome this issue. PseAAC and PseKNC are a series
of correlation factors introduced along the sequence to approximately re-
flect the sequence order effect. These descriptors became very popular for
classical ML methods, which cannot handle sequential inputs (W. Chen et
al., 2015). However, since DL models are able to operate directly on the
sequence, summarizing or approximating sequence information is not re-
quired anymore.
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There is an obvious analogy between natural languages (such as English,
Spanish or Catalan) and the language of life of biological sequences (that of
DNA, RNA or proteins). A natural language is a infinite set of sentences
composed from a finite set of words, while the macromolecules of life are
unlimited polymers constructed from a certain set of smaller molecules (As-
gari and Mofrad, 2019). Similar to the syntactic and semantic rules of natural
languages, biophysical and biochemical grammars guide the formation of bi-
ological sequences (Asgari and Mofrad, 2019). Thus, classical NLP methods
have been adopted in this context to get a deeper understanding of how in-
formation is encoded within biological sequences (Asgari and Mofrad, 2019).
Specifically, one-hot encoding (Alipanahi et al., 2015; Jurtz et al., 2017; Kelley
et al., 2016; Yu Li et al., 2018; Lovino et al., 2019; Müller et al., 2018; Öztürk
et al., 2018a; Pan et al., 2018; Quang and Xie, 2016; Rifaioglu et al., 2019)
and machine-learning derived embeddings (Asgari et al., 2015; Asgari and
Mofrad, 2019; Kimothi et al., 2016; Mazzaferro, 2017; Ng, 2017; Z. Shen et al.,
2018; Trabelsi et al., 2019; K. K. Yang et al., 2018) have become very popular.
In one-hot encoding, each position of the sequence is represented by a
binary vector with all but one entries set to zero, indicating this one its
corresponding element in the alphabet. Formally, a biological sequence of
length L can be encoded as an L × n, matrix, where n is the number of
element categories (4 in the case of RNA/DNA, 20 in the case of protein
sequences). Each row in the matrix represents an element in the sequence
and consists of (n− 1) zeros and a single one, indicating which element of
the alphabet it is according to its position. One-hot encoding does not lose
sequence information because given a position, its element can be recov-
ered unambiguously, without needing to extract features based on previous
knowledge. The main problems of one-hot encoding are that it is sparse,
memory-inefficient, high-dimensional and lacks of a notion of similarity be-
tween sequence or structural elements: they are either identical, or not (K. K.
Yang et al., 2018).
Moreover, biological sequences differ in length, but all input vectors have
to be of the same size to be processed by a DL model. Researchers usually
fix this by establishing a common length for all the sequences (Jurtz et al.,
2017; Lovino et al., 2019; Müller et al., 2018; Öztürk et al., 2018a; Rifaioglu
et al., 2019). Sequences longer than this threshold are truncated, i.e. all
the elements from the limit length on are discarded. Shorter sequences are
padded, this is, they are filled with some pre-selected character (usually 0) up
until the established common length; these padding elements can be added
at any point of the sequence.
On the other hand, embedding biological sequences in a lower dimen-
sional vector space of fixed-length makes the data more suitable for ML tools,
as long as the quality of the embedding is high and captures the most mean-
ingful information of the original sequences (Kimothi et al., 2016). However,
getting a quality embedding requires training it with a large corpus of se-
quences to ensure sufficient contexts are observed (Asgari et al., 2015). This
is not always possible, because of both computational and availability rea-
sons. Increasingly, biological pre-trained embeddings are being published
(Asgari et al., 2015; K. K. Yang et al., 2018). However, the training of these
embeddings still have some limitations: in K. K. Yang et al., 2018, their em-
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bedding is trained with UniprotKB sequences shorter than 1000 amino acids.
In Asgari et al., 2015, their embedding is trained with all the annotated pro-
teins in UniProtKB/Swiss-Prot, neglecting all the unlabeled data available
in UniProtKB/TrEMBL. Up to our knowledge, to this date there are still
no pre-trained embeddings for DNA/RNA sequences. Embeddings have
great potential for encoding the input in biological sequences DL models,
but there is still room for improvement. Additionally, embedding vectors
can only partially recover input data (Song and Raghunathan, 2020).
Recent efforts are also exploring the representation of biological sequences
using pre-trained self-attention structures (Transformers). The application of
Transformers in computational biology is still very recent (J. Lee et al., 2019).
Although there have been some approaches for creating a learned represen-
tation space of proteins based on Transformers (Rao et al., 2019; Rives et al.,
2019), no large scale protein representation is yet publicly available. This
limits their adoption by the researcher community.
2.4.2 Application to cheminformatics
As seen before, QSAR and QMSPR models have been traditionally im-
plemented with ML algorithms, especially Random Forests (RF) (Breiman,
2001), SVMs (Cortes and Vapnik, 1995) and Extreme Gradient Boosting (T.
Chen et al., 2015), which are among the most predictive methods (Bruce et
al., 2007; Sheridan et al., 2016; Svetnik et al., 2005). A general task for ML
is to infer the relationship between the molecular descriptors used and the
measured activity of the compounds. However, these shallow ML models
have some issues: first, a manual design of the information that should be
provided as the input of the ML model must be carried out by a domain
expert in a difficult, time-consuming process called feature engineering; sec-
ond, traditional ML does not learn a representation of the problem, but it
simply learns how to balance in a precise way a set of input features to pro-
duce an output; and third, its expressive power grows with the number of
parameters to be fitted, and these parameters may grow exponentially if the
nonlinear transformations are wrongly chosen (Goh et al., 2017b).
As it was seen in previous sections, DL is able to map features through a
complex, optimally combined series of nonlinear functions, learning multi-
ple levels of abstract representations. These hierarchical representations are
kept in hidden units, constituting an internal state for the DL model that may
be transferred to new problems. This is important in multi-task learning, es-
pecially for those targets with very few measurements available. In addition,
in DL expressive power grows exponentially with depth (Goh et al., 2017b).
These characteristics allow to use raw data directly and therefore, make DL
appealing to a field with such complex data as it is cheminformatics.
Early work in QSAR applications used linear regression models, but these
were quickly supplanted by Bayesian neural networks, followed by RFs and
SVMs (Goh et al., 2017b). In 2012, Merck launched a QSAR ML challenge
on drug discovery and activity prediction 9. The competition was won by
multi-task neural networks which outperformed Merck’s in-house systems
9 Merck Activity Competition, 2012: https://www.kaggle.com/c/MerckActivity
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with a relative accuracy improvement of approximately 14% (Dahl et al.,
2014). 3764 molecular descriptors per molecule were generated as input
features for the neural network, developing a shared, learned feature extrac-
tion pipeline for the prediction of the different assays of the competition.
The winning team had not any chemist or biologist among them. In a sub-
sequent study published by Merck, DNNs were shown to outperform RF
as QSAR method in most proven cases, with architectures of two hidden
layers, 500-1000 neurons per layer and 75 training epochs (Ma et al., 2015).
Nowadays, DL is an standard method in cheminformatics applications. In
the following section we will show some DL strategies for solving different
cheminformatics problems.
Deep learning architectures
Neural networks began to gain importance in the field of CADD during
the nineties, thanks to their capability of recognising patterns, which was
used for predicting the mechanisms of action in a cancer drug screening pro-
gram and for fully automating a molecular design method (X. Yang et al.,
2019). However, these were isolated developments and, as seen in the intro-
duction of this section, the breakthrough of contemporary DL took place in
the 2010s decade.
Multi-task learning is an strategy that has been vastly used since the first
applications of DL to cheminformatics. As stated in section 2.4.1, the use
of multi-task DNNs provides two main advantages: it allows for multi-label
information and for sharing learned representations among prediction tasks
(Goh et al., 2017b). In 2014, an architecture of multi-task fully-connected lay-
ers (similar to the one that won the Merck challenge (Dahl et al., 2014)) was
applied for QSAR prediction on the entire curated ChEMBL database, out-
performing all the ML models with which they were compared (Unterthiner
et al., 2014). A year later, Ramsundar et al., 2015 trained the same architec-
ture with nearly 40 million experimental mesurements of binding affinities
to investigate the advantages of multi-task learning respect to single-task
learning. A similar comparison between multi-task and single-task learn-
ing but only for kinases was recently carried, obtaining comparable results
(Rodriguez-Perez and Bajorath, 2019). Multi-task feed-forward neural net-
works have been also found to perform better than single-task NNs and clas-
sical ML methods in a proteochemometrics context (Lenselink et al., 2017).
In all the previous examples, feed-forward neural networks were used
to predict binding affinities in a QSAR setting. But in the cheminformat-
ics field, convolutional architectures can also be applied to look for hid-
den representations. For example, in DeepCCI (Kwon and Yoon, 2017), 1D
CNNs are applied to predict chemical-chemical interactions from SMILES
strings. In DeepDTA, drug-kinase binding affinity is predicted from pro-
tein and compounds sequence information modeled with 1D CNNs (Öztürk
et al., 2018a). In DeepConv-DTI, convolutional filters were applied to the
entire sequence of a protein to capture local residue patterns which were
later concatenated with drug features to predict drug-target interactions (Id
et al., 2019). Duvenaud et al., 2015 extended the convolutional concept to
molecules represented as 2D molecular graphs for extracting molecular rep-
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resentation. A different approach is taken in Gomes et al., 2017; Ragoza et
al., 2017; Stepniewska-Dziubinska et al., 2018; Wallach et al., 2015, where 3D
convolutional layers are applied to grid representations of protein-ligand
interactions. In Ragoza et al., 2017, the aim is defining a scoring function to
evaluate binding poses, and in Gomes et al., 2017; Stepniewska-Dziubinska
et al., 2018; Wallach et al., 2015 they attempt to predict bioactivity.
Due to the sequential nature of some of the most used descriptors, re-
current networks are also very useful in the cheminformatics context. For
example, LSTMs have been used for processing SMILES representations of
compounds (Bjerrum, 2017; Mayr et al., 2018) and they have been stacked
for predicting drug-target interaction in a proteochemometrics context (Y. B.
Wang et al., 2020). The architecture that combines convolutional and re-
current layers and attention mechanisms has been also used in cheminfor-
matics. In section 2.4.1 we mentioned it for predicting peptides binding
to major histocompatibility class II molecules (Jurtz et al., 2017). In Deep-
Affinity (Karimi et al., 2019), they combined RNN-based autoencoders for
input representation with the 1D CNNs-RNNs and attention mechanisms
for compound-protein affinity prediction.
The Pande Group developed an open-source Python library called DeepChem
with TensorFlow implementations with the aim of democratizing the use
of DL in drug discovery (Ramsundar, 2016b). This tool was used to carry
out different analysis like comparing multi-task deep networks to random
forests (Ramsundar et al., 2017) or one-shot learning with recurrent LSTM
(Altae-Tran et al., 2017), both for bioactivity prediction. One-shot learning is a
technique to improve predictive power for tasks with sparse data, allowing
non-trivial predictors to be learned from only a few datapoints (Altae-Tran
et al., 2017).
Despite most of the studies focusing on biological activity prediction, DNNs
have been used to predict other properties of interest in CADD like the
site of reactivity of small molecules (Hughes et al., 2015b), molecule solu-
bility through RNNs (Lusci et al., 2013), formation of reactive epoxidation
and its location (Goh et al., 2017b) or all ADMET (Absorption, Distribution,
Metabolism, Excretion-Toxicity) properties (Goh et al., 2017b; Hughes et al.,
2015a; Kearnes et al., 2016; Korotcov et al., 2017; Mayr et al., 2016; Y. Xu
et al., 2015; X. Yang et al., 2019). In Goh et al., 2017c, CNNs are used for the
prediction of chemical properties (solvation, toxicity, activity). Aliper et al.,
2016 classified drugs into therapeutic categories with feed-forward NNs.
Regarding the general architecture of the models, Koutsoukas et al., 2017
showed that DL models are robust to an arbitrary amount of noise if the
number of "proper" samples is sufficiently large. Moreover, they observed
that certain hyperparameters greatly affect the performance of DNN mod-
els, including the activation function, dropout regularization, number of
hidden layers, and number of neurons per hidden layer. Other innovative
approaches that have been taken in DL-based cheminformatics are deep be-
lief networks to predict drug-target interactions (Ghasemi et al., 2017; Wen
et al., 2017); stacked autoencoders for predicting drug-target interactions
(Hamanaka et al., 2017; Y. Wang et al., 2017); or graph convolutional net-
works applied to 2D molecular graph analysis (Y.-c. Lo et al., 2018).
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One of the most prolific applications of DL in CADD nowadays is the
development of generators for reasonable de novo molecules. Different tech-
niques such as GANs, reinforcement learning (a goal-oriented ML paradigm
in which models are able to learn from their own errors) or generative ad-
versarial autoencoders have been used to create new compounds whose fea-
tures are within a pre-defined range (Born et al., 2020; Kadurin et al., 2017a;
Neil et al., 2018; Putin et al., 2018; Sanchez-Lengeling et al., 2017). Sometimes
these architectures were combined with recurrent networks in order to learn
the long-range dependencies of the SMILES representation (Hs Segler et al.,
2017; X. Yang et al., 2019). The ability of RNN-based generative approaches
to suggest molecules with similar biochemical activities to those of a tem-
plate but with novel scaffolds has been the subject of much interest (X. Yang
et al., 2019).
Input representations
Although DL is able to extract abstract representations of input data, the
model has to be fed with some kind of information in the first place. As
seen in the Introduction and in section 2.4.1, thousands of descriptors can
be computed in order to represent a molecule, but only some of them are
chosen for reasons of simplicity, computational speed, storage and to avoid
overfitting. In section 1.5, the main types of molecular descriptors were
presented (see Figure 5).
Traditionally, the most frequent data representation in drug discovery is
a fixed-length input vector of properties derived from the molecular repre-
sentation of the compound (Altae-Tran et al., 2017; Dahl et al., 2014; Mayr
et al., 2018; Ramsundar et al., 2017). The simple physicochemical properties
of a small-molecule drug candidate have a well-known impact (X. Yang et al.,
2019). However, in general, substructure descriptors (e.g., atom pairs, finger-
print descriptors (Todeschini and Consonni, 2008) seem to be more gener-
ally useful than descriptors that apply to the whole molecule (e.g., number
of donors, molecular weight or logP) (Ma et al., 2015). In molecular 2D fin-
gerprints, structural features are represented by either bits in a bit string or
counts in a count vector, which makes them computationally efficient. There
are four classes of algorithms to construct 2D fingerprints: 1. dictionary-
based, 2. topological or path-based, 3. circular and 4. pharmacophores.
Fingerprints have shown strong correlation and similar performance even
when belonging to different classes (Riniker and G. A. Landrum, 2013), al-
though topological torsions fingerprint was the only one ranked among the
top by all evaluation methods in a study comparing performance of different
fingerprints (Riniker and G. A. Landrum, 2013). In Unterthiner et al., 2014,
Extended Connectivity Fingerprints were used to feed the model, represent-
ing chemical substructures of the compounds in the first layer, with the aim
of forming pharmacophores (sets of steric and electronic properties of com-
pounds that together enable an interaction with a target) in higher layers.
The same fingerprints were used in Ramsundar et al., 2015. Other examples
of fingerprints used as model input can be seen in Kadurin et al., 2017a; Ko-
rotcov et al., 2017; Koutsoukas et al., 2017; Mayr et al., 2016; Rodriguez-Perez
and Bajorath, 2019. It used to be thought that longer fingerprints performed
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better than shorter ones (Sastry et al., 2010), but later studies showed small
effect of the length of the bit string (Riniker and G. A. Landrum, 2013).
There are many software tools for generating descriptors from molecular
structures. The most popular is RDKit10, an open source tool for cheminfor-
matics with wrappers for Python, Java and C# able to build a wide range
of descriptors and fingerprints11. Other well-known resources for build-
ing molecular descriptors for machine learning are DRAGON (Mauri et al.,
2006), which is a comercial software for the calculation of 4885 molecular
descriptors12 and OpenBabel, an open chemical toolbox that allows, among
many utilities, to compute descriptors13. It also has a Python implementa-
tion, Pybel (O’Boyle et al., 2008).
One of the major limitations derived from this type of representations is
that such vectors tend to be quite large to encode all possible substructures
without collisions, resulting in models with many learnable parameters at-
tempting to learn from relatively sparse inputs (X. Yang et al., 2019). Ad-
ditionally, they are sparse (only around 5% of the bits being nonzero) and
strong correlations can exist between different fingerprints (Ma et al., 2015).
Moreover, these representations do not allow for univoquely retrieving the
original compound, which derives in the consequent loss of information.
Instead of fixed-length vectors of properties, several studies (Jastrzebski et
al., 2018; Kwon and Yoon, 2017; Öztürk et al., 2018a) used as input a differ-
ent type of sequence: the SMILES of the molecule, which is a string notation
representing its chemical structure (Weininger, 1988). This type of represen-
tation has become especially popular in de novo molecular generation appli-
cations (Born et al., 2020; Hs Segler et al., 2017; Neil et al., 2018; Putin et al.,
2018; Sanchez-Lengeling et al., 2017). SMILES are usually one-hot encoded
and padded to be fed into the model (Hs Segler et al., 2017; Kwon and Yoon,
2017; Öztürk et al., 2018a; Sanchez-Lengeling et al., 2017). Bjerrum, 2017
showed that adding multiple SMILES representations (by scrambling ran-
domly the atom ordering of the molecule) to augment the dataset improved
QSAR models performance.
There are also more ambitious drug-target interaction prediction models
that take advantage of the 3D structure of the binding site, taking as in-
put vectorized versions of 3D grids placed within the target’s binding site
(Ragoza et al., 2017; Stepniewska-Dziubinska et al., 2018; Wallach et al.,
2015). However, these are very demanding computationally and this kind
of information is not available for all drug-proteins pairs. 2D drawings of
molecules (Goh et al., 2017c) have been also used as model inputs.
NLP methods have also influenced studies on novel ways of encoding
compounds. One example is SMILESVec (Öztürk et al., 2018b), a SMILES-
based methods to represent ligands. In this study, the proteins are defined
by the word-embeddings of the SMILES strings of their ligands. Another
example is Goh et al., 2017a, a RNN-based SMILES embedding. Self atten-
10 RDKit: Open-source cheminformatics: http://www.rdkit.org
11 List of available descriptors and fingerprints in RDKit: https://www.rdkit.org/docs/Getti
ngStartedInPython.html#list-of-available-descriptors
12 List of molecular descriptors computed by Dragon: http://www.talete.mi.it/products/dr
agon_molecular_descriptor_list.pdf
13 List of OpenBabel descriptors: https://open-babel.readthedocs.io/en/latest/Descript
ors/descriptors.html




Figure 18: The molecule toluene and its corresponding SMILES. In contrast to up-
per case C, lower case C indicates aromatic atoms. Since it is a ring struc-
ture, number 1 indicates closure labels to show connectivity between
non-adjacent atoms.
tion (Transformers)-based embeddings are also starting to be developed for
molecules. Some examples of this trend can be seen in Honda et al., 2019;
Qiu et al., 2017; Sheng Wang et al., 2019. However, as in the case of biological
sequences, the lack of available public resources limits a higher adoption of
this encoding by the community.
In addition to the molecular representations discussed above, proteochemo-
metrics models also need to encode proteins. Different combinations of
molecular descriptors and protein representations (as seen in section 2.4.1)
can be found in the literature (Hamanaka et al., 2017; Id et al., 2019; Karimi
et al., 2019; Wan and Zeng, 2016; Y. B. Wang et al., 2020; Y. Wang et al.,
2017; Wen et al., 2017). Specifically, some of the studies compared the per-
formance of different descriptor combinations (Lenselink et al., 2017; Öztürk
et al., 2018a).
2.4.3 Validation schemas
Only a small portion of the chemical space has ever been synthesized and
thus, research efforts in cheminformatics cluster near the current known
working molecules (Wallach and Heifets, 2018). As stated in Ing, 1964, it is a
traditional practice in drug discovery research to take a compound which is
known to possess some desirable pharmacological properties as a model to
study the effect of making small changes in its structure. The main advan-
tage of these studies focused on homologous series is the ease and relative
cheapness of preparating compounds with such small changes involved be-
tween them.
However, this could entail an obstacle for a machine learning model trained
for classifying molecules as active or inactive against some target. If there
are compounds with high structural similarity and they are randomly spread
between the training and test sets, over-optimistic results will likely be ob-
tained when evaluating the model. On this matter, some studies suggested
that the performance of most of the reported ligand-based prediction meth-
ods are due to overfitting to training data rather than to good prospective
accuracy (Kearnes et al., 2017; Wallach and Heifets, 2018); in Wallach and
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Heifets, 2018, they defined a bias measurement for ligand-based benchmarks
and an algorithm to reduce redundancy bias in order to solve it.
Transfer learning was explained in section 2.4.1: a model uses the parame-
ters from another model which has been trained for a similar task. It is used
when data is scarce or when working with different datasets. Transfer learn-
ing can be also a way of checking if the predictive power of a model is kept
when applied to data from a different source. For example, limited trans-
ferability was observed in Ramsundar et al., 2015 when testing models in a
database different to that in which it was trained. The same issue is found in
Altae-Tran et al., 2017, where transfer learning experiments collapsed, lead-
ing to affirm that one-shot learning methods may struggle to generalize to
novel molecular scaffolds. This hints that there could be bias across different
data sources.
Due to these facts, the validation strategy used is crucial for proving a
cheminformatics model robust, consistent and reliable. Data redundancy
must be acknowledged and it should be tested if predictive power remains
stable when applied to data that comes from different sources. In this sec-
tion, different approaches that have been taken for model validation will be
addressed.
One solution for preventing differences when evaluating drug-target inter-
action prediction models is having a common setting for comparing results.
This approach was taken by Riniker and G. A. Landrum, 2013, who created
a benchmarking platform with selected targets and their correspondent ac-
tives and decoys molecules chosen from three databases (MUV, DUD-E and
ChEMBL). With a similar motivation and trying to reproduce the impact
that ImageNet (Deng et al., 2009) or WordNet (Fellbaum, 1998) had in com-
puter science communities, MoleculeNet (Z. Wu et al., 2017) was designed.
It is a benchmark collection for molecular ML containing data on the prop-
erties of nearly 600,000 compounds from different sources. This database is
available in the previously mentioned DeepChem (Ramsundar, 2016b) pack-
age. In section 2.3, the MUV database (Rohrer and Baumann, 2009) was
explained. This benchmark was specifically designed to be challenging for
virtual screening analyses. The main objection to MUV is that only active
molecules have been selected for avoiding biases, but no inactives, which
could represent a bias by itself. It is a known problem that if the relative dis-
tances among actives properties are smaller than those between actives and
inactives properties, machine learning algorithms can exploit these trivial
similarities/differences to do the prediction (Wallach and Heifets, 2018).
Merck researchers claimed that time-split validation is more realistic than
any random validation (Ma et al., 2015) and it is common practice in the
pharmaceutical environment (Kearnes et al., 2017; Lenselink et al., 2017;
Ramsundar et al., 2017; Sheridan, 2013). QSAR models are applied prospec-
tively: first molecules assayed constitute the training set and those assayed
later are the test set. The problem with this method of validation is that it
requires the dates of testing, which are not available in most public domain
datasets. Moreover, this kind of splitting has also shown to be biased, be-
cause of the same reasons exposed previously: active compounds discovered
in the different phases would be very similar because of analogous chemical
series in drug development (Kearnes et al., 2017; Wallach and Heifets, 2018).
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Other techniques have been applied to reduce bias between training and
validation sets. In Mayr et al., 2018 and Mayr et al., 2016, compounds are
clustered based on their fingerprints distance prior to validation splitting.
This ensures that all the data points from a cluster are either on the training
or in the test set. In Xia et al., 2014, they did not only established chem-
ical diversity of ligands, but also ensured that active molecules and their
decoys were similar, so the classification model could not overfit based on
physico-chemical differences. Similar approaches are taken in Wallach et al.,
2015 (where again, unbiasing techniques only focus on redundancy between
actives), Rodriguez-Perez and Bajorath, 2019 and Ramsundar et al., 2017.
Most methods mentioned above apply only to compounds. But in pro-
teochemometrics models, the same bias problems can happen with proteins.
Proteins can share high levels of similarity, both sequential and structural,
especially when they belong to the same family. In Ragoza et al., 2017, they
clustered data based on target families, ensuring that proteins with high per-
centage of sequence identity were retained in the same fold. In Karimi et al.,
2019 they excluded some protein families from the training set to define the
test set. This way, it could be tested if the model is able to generalize to
unseen protein families. In Manica et al., 2019, they worked with cell lines
instead of targets, making sure that no cell-drug pair in the test set had been
seen before by the model. Similarly, Wan et al considered compound-protein
pairs that appeared only once in the dataset as unique and used them as test
set (Wan and Zeng, 2016).
2.5 open issues
As exposed throughout this chapter, the recent breakthrough of DL has
promoted the adoption of a wide range of models in the fields of drug dis-
covery and biological sequences analysis. Despite the rapid evolution of DL,
there are still numerous limitations and unsolved problems. This section
summarizes the open issues that will be specifically addressed in this thesis.
2.5.1 Lack of consensus on input representations
The first step when applying DL to a drug discovery problem is the deci-
sion of which input representation to use. There is no agreement on which
is the best option and thus, the choice is usually taken based on a compro-
mise between sparsity and concision, computational time and completeness
of the study, manually engineered properties and automatic abstract repre-
sentations, embedded and raw data, etc. (Qiu et al., 2017; van Westen et
al., 2011). In proteochemometrics modelling, these decisions have to be ex-
tended to both compounds and targets. There are many studies comparing
different types of input and claiming what they consider to be the optimal.
However, the optimal is application-specific rather than universal. Many
of the representations used lead to a loss of information that can affect the
model performance.
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In addition, machine learning implementations require all inputs to have
the same dimensions. This poses a problem when using raw sequence data,
given that every protein and every compound have a different composition
length. Padding and truncation are possible solutions to this matter, but
concrete steps or proper justification on the decision on how to handle it are
usually neglected (Jurtz et al., 2017; Yu Li et al., 2018; Öztürk et al., 2018a;
Rifaioglu et al., 2019). There is a lack of studies on the effect that this decision
may have on the the models performance.
2.5.2 Influence of data bias in model performance estimates
Cheminformatics models have been shown to be little generalizable, col-
lapsing when transferred to data from a different source (Altae-Tran et al.,
2017; Ramsundar et al., 2015). The bias across different data sources could
come from compounds of the same database sharing common structure or
properties.
On the other hand, there is evidence that promising performance esti-
mates of most reported ligand-based prediction models is due to overfitting
to the training data rather than to good prospective accuracy (Kearnes et
al., 2017; Wallach and Heifets, 2018). Applying a validation strategy that
does not take into account similarity between molecules can lead to over-
optimistic results (Wallach and Heifets, 2018). However, most of the studies
still perform random cross-validation (Aliper et al., 2016; Dahl et al., 2014;
Ghasemi et al., 2017; Goh et al., 2017c; Hamanaka et al., 2017; Jastrzebski
et al., 2018; Korotcov et al., 2017; Koutsoukas et al., 2017; Kwon and Yoon,
2017; Öztürk et al., 2018a; Stepniewska-Dziubinska et al., 2018; Y. B. Wang
et al., 2020; Y. Wang et al., 2017; Wen et al., 2017).
It is necessary to properly validate these models to avoid promoting nov-
elty at the expense of accuracy (X. Yang et al., 2019). A robust strategy that
considers data bias is needed to correctly evaluate cheminformatics mod-
els. Different approaches are being taken as time-split validation (Lenselink
et al., 2017), compounds clustering (Rodriguez-Perez and Bajorath, 2019) or
defining a common, robust benchmark for comparing results (Z. Wu et al.,
2017).
2.5.3 Diagnosis and interpretability of CADD models
DL models have proven to be potentially useful regarding classical physics-
based tools: they are computationally much cheaper and could help to accu-
rately constrain the protein-ligand complexes to be simulated. DL tools are
also more widely applicable than classical methods and do not require man-
ual extraction of features (X. Yang et al., 2019). The performance of DL-based
cheminformatics models is in general equivalent or superior to traditional
ML models. However, in many cases this performance lift is not as signifi-
cant when compared to the improvements that DNNs have brought to other
fields such as speech recognition or computer vision (Goh et al., 2017b). In
general, the incremental improvements in predictive accuracy are difficult to
justify in the face of increase in model complexity (Goh et al., 2017b) and
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computational cost (Ekins, 2016). All of this prevents the researchers exter-
nal to the artificial intelligence community from embracing DL methods.
In order for the cheminformatics community to adopt such complex tech-
niques, we should be able to understand their added value and to interpret
how the protein and molecule spaces are being represented. But at the mo-
ment, DL methodologies are still seen as a black box by the life sciences
researchers (Goh et al., 2017b). Thus, it is necessary to diagnose DL models
in order to identify their strenghts and caveats. Although there are some
advancements in this field (Manica et al., 2019; Shrikumar et al., 2017), there
is still no standard way of diagnosing DL models.
2.5.4 Bioactivity data imbalance and data augmentation
Another central problem in the application of DL in CADD is the scarcity
and quality of data, which despite the number of public molecular databases
seen in section 2.3, is insufficient when compared to the data availability
in other fields. Moreover, there are limited arrangements for open data-
sharing in the pharmaceutical sciences (X. Yang et al., 2019). Increasing
the size and quality of training data usually leads to a better generalization
performance, but in drug discovery this is often costly or infeasible (X. Yang
et al., 2019). A regularization technique known as data augmentation, which
consists of artificially expanding a dataset in order to train the DL model on
more examples, is highly used in other fields such as computer vision and
speech recognition to compensate for the dataset size. However, this practice
has not been widely adopted in DL-based CADD, which could be partially
related to the lack of consensus in input representation (section 2.5.1).
An important issue in this regard is that bioactivity data is usually imbal-
anced. This imbalance can happens in both ways: on the one hand, data-
bases gathering high-throughput screening results contain many more inac-
tives than actives (Korkmaz, 2020) and on the other hand, databases built
upon scientific literature have more actives than inactives because of the pos-
itive publication bias (Mlinarić et al., 2017). This imbalance can hinder the
learning of the DL algorithms, since the quantity of data of the minority
class is very limited (Korkmaz, 2020). Although the effect of data imbalance
and the utility of resampling strategies in order to ease it have been tested in
QSAR settings (Korkmaz, 2020; Zakharov et al., 2014), those have not been
studied yet in proteochemometrics modeling.

3 G OA L S
3.1 main objective
DL models have shown to be very useful for target-ligand binding pre-
diction within the context of sequential representations. However, many
concerns have arised on the presence of bias in molecular databases, which
may affect the performance of the models. Moreover, the lack of agreement
on input representations, the disregard of some preprocessing steps and
the bioactivity data imbalance could be interferring in the models behaviour.
These issues are difficult to assess due to the lack of a standard way for inter-
preting, evaluating and understanding these models. The main objective of
this thesis is the proper evaluation of DL-based models for binding affinity
prediction of protein-molecule complexes based on informed decisions re-
garding input data preprocessing. Specifically, this thesis wants to establish
a quality system for DL models in proteochemometrics applications.
3.2 detailed objectives
The main objective of this thesis will be achieved through three concep-
tual blocks. In the first block, different validation strategies are assessed to
address the data bias problem. In the second block, the effect of padding
position in amino acid sequences is evaluated. In the third block, bioac-
tivity data imbalance is analysed and its mitigation through oversampling
techniques is investigated.
3.2.1 Improvement of validation strategies
• Identify the main source of bias in protein-compound binding affinity
data.
• Assess the effect of the data bias in current validation strategies and
quantify its impact on the performance of state of the art models.
• Propose a realistic validation schema, robust to data bias.
3.2.2 Study of the effect of padding sequences
• Define a family of padding strategies for biological sequences, includ-
ing standard approaches and novel representations.
• Quantify the effect of padding position in the models performance in
a biologically relevant classification problem.
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• Understand the underlying differences between the padding strategies
through the analysis of their lower dimensional representations.
3.2.3 Analysis of data balance
• Describe the protein-wise data imbalance in the context of a proteochemo-
metrics classification problem.
• Pinpoint the main factor driving the proportion of active molecules
predicted by the model.
• Investigate whether protein-wise data oversampling approaches have
a positive impact in model performance.
3.3 expected contributions
This thesis is expected to bring two main contributions. First, a collection
of recommendations on data preprocessing for DL-based target-compound
models, providing sensible defaults for future applications. Second, a sys-
tem for evaluating and diagnosing the design choices within the black box
nature of DL models.
Every detailed objective is expected to lead to a publication in a indexed
scientific journal. To encourage open and reproducible science, when our
collaborators allow us to do so, the algorithms and models will be released
as open source.
4 VA L I DAT I O N S T R AT E G I E S
evaluation of cross-validation strategies in
sequence-based binding prediction using deep
learning
Binding prediction between targets and drug-like compounds through
Deep Neural Networks have generated promising results in recent years,
outperforming traditional machine learning-based methods. However, the
generalization capability of these classification models is still an issue to be
addressed. In this work, we explored how different cross-validation strate-
gies applied to data from different molecular databases affect to the perfor-
mance of binding prediction proteochemometrics models. These strategies
are: (1) random splitting, (2) splitting based on K-means clustering (both of
actives and inactives), (3) splitting based on source database and (4) split-
ting based both in the clustering and in the source database. These schemas
are applied to a Deep Learning proteochemometrics model and to a simple
logistic regression model to be used as baseline. Additionally, two different
ways of describing molecules in the model are tested: (1) by their SMILES
and (2) by three fingerprints. The classification performance of our Deep
Learning-based proteochemometrics model is comparable to the state of the
art. Our results show that the lack of generalization of these models is due
to a bias in public molecular databases and that a restrictive cross-validation
schema based on compounds clustering leads to worse but more robust and
credible results. Our results also show better performance when represent-
ing molecules by their fingerprints.
4.1 introduction
Proteochemometrics or quantitative multi-structure-property-relationship
modeling (QMSPR) is an extension from the traditional quantitative structure-
activity relationship (QSAR) modeling (Andersson et al., 2011; Qiu et al.,
2017; van Westen et al., 2011). In QSAR, the target protein is fixed and its
interaction with ligands (small molecules or compounds) is predicted only
from ligands descriptors. In contrast, the aim of proteochemometrics is to
predict the binding affinity value by modeling the interaction of both pro-
teins and ligands (Andersson et al., 2011). For this, a data matrix is built,
each of its rows containing descriptors of both target and ligand linked to
This chapter is a postprint of the following journal article: Angela Lopez-del Rio, Alfons
Nonell-Canals, David Vidal and Alexandre Perera-Lluna. “Evaluation of Cross-Validation
Strategies in Sequence-Based Binding Prediction Using Deep Learning”. Journal of Chemical
Information and Modeling, 59(4), 1645–1657 (2019).
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some experimentally measured biological activity. A statistical or machine
learning method is then used to induce the model. The main advantages
over QSAR are twofold: first, that the induced model can be applied for pre-
dictions of interaction with new proteins as well as ligands and second, that
it can consider the underlying biological information carried by the protein
as well as other possible cross-interactions of the ligand.
Deep learning (DL) is a branch of machine learning that stems from artifi-
cial neural networks, which are computational models inspired in the struc-
ture of the brain and the interconnection between the neurons. DL is able to
learn representations of raw data with multiple levels of abstraction (LeCun
et al., 2015). These concepts started to be developed in the 1940s (McCulloch
and Pitts, 1943) but it was not until 2012 that there was a break through of
the Deep Neural Networks (DNN) (Krizhevsky et al., 2012). Since then, DL
has been successfully applied in natural language processing (Young et al.,
2018), image recognition (K. He et al., 2016), drug discovery (Gawehn et al.,
2016) or computational biology (Angermueller et al., 2016). The increase of
computational power by parallel computing with graphics processing units
(GPU) and the improvement of optimizers (G. Hinton et al., 2012; Diederik
P Kingma and Ba, 2014) and regularization techniques (Ioffe and Szegedy,
2015; N. Srivastava et al., 2014) contributed to this resurgence, along with
the development of software platforms that allow to make prototyping faster
and automatically manage GPU computing, like Theano (Theano Develop-
ment Team, 2016) or Tensorflow (Martín Abadi et al., 2015).
DL provides a framework for the identification of both of biological tar-
gets and biologically active compounds with desired pharmacological effects
(Gawehn et al., 2016). In 2012, DNN won a QSAR machine learning chal-
lenge on drug discovery and activity prediction launched by Merck (Merck
Activity Competition 2012), outperforming Merck’s Random Forests baseline
model by 14% accuracy (Dahl et al., 2014). Since then, the application of DL
to pharmaceutical problems gained popularity (Gomes et al., 2017; Kadurin
et al., 2017a; Kearnes et al., 2017; Kwon and Yoon, 2017; Mayr et al., 2016,
2018; Neil et al., 2018; Ramsundar et al., 2015; K. Tian et al., 2016; Unterthiner
et al., 2014; Wallach et al., 2015), although it has been mainly applied to mul-
titask QSAR modeling. Regarding DL-based proteochemometrics, little has
been done except for the work of Lenselink et al (Lenselink et al., 2017),
where they compared different machine learning methods for proteochemo-
metrics, DNN being the top performer.
Independently of the machine learning technique used, a curated design
of the cross-validation strategy is critical for the proper evaluation of the
binding prediction model. The predictive power of a consistent model must
remain stable when applied to data that comes from a different source than
the training set. Moreover, possible redundancy in the data must be con-
trolled. Proteins are divided into families, which usually have similarities in
sequence or structure. Compounds might be part of the same chemical se-
ries. The performance of classification model should be tested when applied
to families of proteins or compounds with different scaffolds than those used
to train it. On the latter, Wallach and Heifets concluded that performance
of most of the reported ligand-based classification problems reflect overfit-
ting to training benchmarks rather than good prospective accuracy (Wallach
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and Heifets, 2018), mainly because of the redundancy between training and
validation sets. This issue becomes more critical when using random cross-
validation: in the pharmaceutical field, compounds are usually synthesized
serially to enhance molecular properties. This leads to training and valida-
tion sets following the same distribution, which is desirable in most machine
learning problems, but a poor estimate of reality in drug discovery (Kearnes
et al., 2017).
Time-split validation is common practice in pharmaceutical environment
to overcome this issue (Kearnes et al., 2017; Lenselink et al., 2017; Ma et
al., 2015; Sheridan, 2013). This strategy is well suited to the realistic scenario,
where we are interested in prospective performance of the models (Sheridan,
2013). However, time-split data has also shown to be biased because of the
high similarity between actives discovered in different phases (Kearnes et al.,
2017; Wallach and Heifets, 2018), so this cross-validation strategy would not
be suited for generalization across chemical classes.
Other techniques have been applied to reduce bias and data redundancy
between training and validation sets. Unterthiner et al. (Mayr et al., 2018;
Unterthiner et al., 2014) clustered compounds using single linkage to avoid
having compounds sharing scaffolds across training and validation sets. Rohrer
and Baumann designed the Maximally Unbiased Validation (MUV) bench-
mark to be challenging for standard virtual screening: actives have been
selected to avoid biases of enrichment assessment and inactives have been
biologically tested against their target (Rohrer and Baumann, 2009). Xia et
al. (Xia et al., 2014) presented a method to ensure chemical diversity of
ligands while keeping the physicochemical similarity between ligands and
decoys. Wallach et al. removed analogue bias in active molecules by clus-
tering and selected decoys to match in sets to actives with respect to some
1D physicochemical descriptors while being topologically dissimilar based
on 2D fingerprints (Wallach et al., 2015). However, these unbiasing tech-
niques only focus on redundancy between actives, overlooking the impact
of inactive-active or inactive-inactive similarity, which leads to models mem-
orizing the similarity between benchmark inactives and hence, overfitting
(Wallach and Heifets, 2018).
Another related issue is that the possible bias across the different data
sources used in some studies has not been properly studied yet (Wallach
et al., 2015). Different datasets might have different structure, affecting to
the study of the generalization of the model. A related issue is found in the
study of Altae-Tran et al (Altae-Tran et al., 2017), where after the collapse
of their transfer learning experiments it is affirmed that one-shot learning
methods may struggle to generalize to novel molecular scaffolds, and that
there is a limit to their cross-tasks generalization capability.
Analysis of bias in binding classification models have been always focused
on QSAR models, but how the inclusion of protein information could bias
the QMSPR model remains unknown. Proteins are macromolecules consti-
tuted by amino acid residues covalently attached to one another, forming
long linear sequences which identify them, defining its folding and its activ-
ity. The main value of DL in this context is that DL can directly learn from
the sequence, capturing nonlinear dependencies and interaction effects, and
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hence providing additional understanding about the structure of the biolog-
ical data.
The appropriate DL architecture to manage this kind of data are bi-di-
rectional Recurrent Neural Networks (RNN), well suited for modeling data
with a sequential but non-causal structure, variable length and long-range
dependencies (Lipton et al., 2015). Baldi et al have applied bi-directional
RNN to protein sequence for predicting secondary structure (Agathocleous
et al., 2010; Baldi et al., 1999; Baldi and Pollastri, 2003), for matching pro-
tein beta-sheet partners (Baldi et al., 2000) or for predicting residue-residue
contact (Di Lena et al., 2012). However, classical RNN cannot hold very
long-range dependencies and to overcome this issue Hochreiter et al applied
Long Short Term Memory (LSTM) networks to classify amino acid sequences
into superfamilies (Hochreiter et al., 2007). Jurtz et al applied bi-directional
LSTM to amino acid sequence for subcellular localization, secondary struc-
ture prediction and peptides binding to a major histocompatibility complex
(Jurtz et al., 2017).
Additionally, another DL architecture is specially useful when working
with biological sequences: Convolutional Neural Networks (CNN). Convo-
lutional layers imply translational invariance (Kauderer-Abrams, 2017), so
it is not needed for sequences to be aligned (not even alignable, conse-
quently). This is an advantage over traditional sequence-based target de-
scriptors which require multiple target alignment (Qiu et al., 2017). On
the other hand, these layers are useful for detecting patterns of pre-defined
lengths with biological relevance.
In this paper, we analyze and quantify the effect of different cross-validation
strategies on the performance of binding prediction DL-based proteochemo-
metrics models. In order to evaluate this problem in a exhaustive way, we
compare these DL models with baseline logistic regression (LR) models and
explore different representations for molecules.
4.2 materials and methods
4.2.1 Data





ChEMBL 50 29,986 599.7 (0.9) 16.7 % (0.1)
DUD 21 12,417 591.3 (80.5) 14.2 % (9.4)
MUV 17 9,001 529.5 (1.1) 5.7 % (0.0)
Total 88 51,404 584.1 (47.2) 13.9 % (6.1)
Unique 83 32,950 - -
Table 4: Number of targets, number of compounds, average number of compounds
per target and average percentage of actives for each source database
present in the Riniker et al dataset (Riniker and G. A. Landrum, 2013)
after adapting it for our study. SD: standard deviation.
Models were trained on the dataset generated from three different pub-
licly available sources by Riniker and Landrum (Riniker and G. A. Landrum,
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2013). The aims of this dataset are true reproducibility and comparability of
benchmarking studies. This dataset incorporates 88 targets from ChEMBL
(Bento et al., 2014), the Directory of Useful Decoys (DUD) (N. Huang et al.,
2006) and the MUV (Rohrer and Baumann, 2009). The sequence similarity
between the selected targets can be seen in Figure S40 of the Supporting
Information. The selection of ChEMBL targets was based on the 50 human
targets and actives proposed by Heikamp and Bajorath study (Heikamp and
Bajorath, 2011) and performed on ChEMBL version 14 (Riniker and G. A.
Landrum, 2013). DUD targets with more than 30 available actives were used.
All targets from MUV were used. The distribution of protein families among
the selected targets can be seen in Figure S41 of the Supporting Information.
In the Riniker and Landrum dataset the selection of actives and decoys
was conducted on drug-like molecules and in such a way as to cover the
maximum range of the chemical spectrum, based on diversity and physi-
cal properties. In the case of ChEMBL, decoys were selected from the ZINC
database (Irwin et al., 2012). For MUV and DUD, decoys came from the orig-
inal database. As a result, in the Riniker and Landrum database the number
of decoys per target was variable, ranging from 1,344 to 15,560. We randomly
selected 500 molecules from each original set of decoys in order to have
a more computationally-approachable dataset and to decrease active/de-
coy imbalance per target while keeping a plausible proportion. The list of
molecules (both active and inactive) identified by their SMILES (Weininger,
1988) was then standardized to avoid multiple tautomeric forms. Finally,
these compounds were filtered to remove salts, those with molecular weight
>900Da or >32 rotatable bonds and those containing elements other than C,
H, O, N, S, P or halides. Table 4 provides a summarized description of the
final dataset used in our study, while Table S13 of the Supporting Informa-
tion contains more detailed information for each target of the dataset (ID
and description, source database and number of actives/decoys).
4.2.2 Prospective test
We used an external test set in order to obtain an alternative estimation of
the performances of the models using a prospective design. This test set was
built from the data added in ChEMBL version 23 (May 2017) with respect to
ChEMBL version 14 for the 88 targets of Riniker and Landrum dataset, with
the aim of setting up a prospective prediction set. Only valid, conclusive
and human (or from homologous organisms, H) assays of direct interactions
(D) posterior to 2013 (year of release of ChEMBL 14) were extracted. Activity
values were log-transformed and thresholded at 6 to define active/inactive
labels. As a result, we obtained 3,118 unseen active and 787 inactive pairs
from ChEMBL 23.
In order to keep the active/inactive proportion of the original sets, decoys
from ZINC15 were added. For each molecule with an assay labeled as ac-
tive, a disjunct pool of 255 random molecules from ZINC15 was built. Two
decoys with a Dice similarity > 0.5 computed from an atom-count finger-
print (ECFC0) were chosen from each pool, following the decoys generation
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Figure 19: Schema of descriptors and encoding process of the different inputs of
the model A. Amino acid sequence is first one-hot encoded and then
padded at the end to the length of the longest target (nmax), in this case
1987. B. Compound represented by its SMILES identifier is also one-hot
encoded and then padded to the length of the longest SMILES string
(kmax), in this case 93. C. Compound described by its fingerprints is first
identified by its SMILES, from which HASHTT, FCFP6 and ECFP6 bit
strings are generated.
All the molecules followed the same standardization and filtering speci-
fied in the Data subsection. It was assured that none of the molecules of the
external common test set was also present on the original Riniker and Lan-
drum dataset. The final external common test set is composed of 8,446 pairs
of target-compound (5,856 inactive and 2,590 active from 7,991 unique com-
pounds) from 22 of the targets from the original dataset. A more detailed
description of the dataset per target is shown in Table S15 of Supporting
Information.
4.2.3 Descriptors
We tested two ways of representing input molecules: (1) as sequences of
symbols, using the SMILES notation and (2) as the combination of molecular
fingerprints (Todeschini and Consonni, 2008), where structural information
is represented by bits in a bit string. The SMILES representation as input
for a DL model was based on the DeepCCI by Kwon et al (Kwon and Yoon,
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2017). Model input has to be numerical, so SMILES notation was one-hot
encoded (Figure 19B). This means that every character of the SMILES string
was represented by a binary vector of size 35, with all but its corresponding
entry set to zero. SMILES were padded to the length of the longest string,
94.
For the fingerprints representation we selected three of them: topologi-
cal torsions (TT) fingerprint (Nilakantan et al., 1987), extended connectivity
fingeprint and functional connectivity fingerprint, both with a diameter of
6 (ECFP6 and FCFP6, respectively) (Rogers and Hahn, 2010) (Figure 19C).
TT describe four atoms forming a torsion, and the atom type includes the
element, the number of non-hydrogen neighbors and number of π electrons.
ECFP6 and FCFP6 encode circular atom environment up to radius 3. In
ECFP6, atom type includes the element, the number of heavy-atom neigh-
bors, the number of hydrogens, the isotope and ring information. FCFP6
use pharmacophoric features. All of them were generated using the RDKit
package (G. Landrum, n.d.), and defined with a length of 1024 bits, since
there is proof of a very low number of collisions with this size (Riniker and
G. A. Landrum, 2013).
For protein representation, raw amino acid sequences were fed to the
model (Figure 19A). As for SMILES strings, these sequences were converted
to numerical through one-hot encoding, only that in this case each amino
acid was represented by a binary vector of length 20. Amino acid sequences
were then padded to the length of the longest target, in this case, 1988. Due
to the translational invariance of the convolutional layers of the model, nei-
ther amino acid nor the SMILES sequences needed to be aligned.
4.2.4 Cross-validation strategies
Four different cross-validation strategies were applied to both active and
inactive Riniker dataset compounds (see Figure 20A), omitting binding tar-
gets. Potential applications of each of these strategies are discussed in Table
S14 of the Supporting Information. In all cases active/inactive proportion
was preserved for training, validation and test sets. (1) Random, where com-
pounds were randomly split 80/10/10 in training, validation and test with
no further criteria (Figure 20B). (2) Database-based, where division in train-
ing, validation and test was performed according to the source database of
the compounds (ChEMBL, MUV and DUD, as seen in Data section) (Fig-
ure 20C). (3) Clustering-based, where K-Means clustering with k=100 was
applied to the fingerprint description of molecules (see Figure S42 of the
Supporting Information). This was used to avoid having similar molecules
both in training and validation/test set and thus control for the compound
series bias (Mayr et al., 2018; Wallach and Heifets, 2018). Each cluster was
randomly assigned to one of the split sets until achieving 80/10/10 splitting
(Figure 20D). This strategy is similar to the leave-class-out method (Lom-
bardo et al., 2004). (4) Intermediate, where the previous K-Means clustering
was also applied, but only to those compounds coming from ChEMBL (Fig-
ure 20D). In order for this schema to have a test set of comparable size with










Figure 20: Different cross-validation strategies applied to the Riniker et al dataset
(Riniker and G. A. Landrum, 2013). A. Original dataset B. Random
splitting of the compounds. C. Database-based division of compounds.
D. Clustering-based splitting. E. Intermediate splitting.
it was designed to be challenging, as seen in the Introduction, while data
architectural design of the original DUD is not that well suited for this prob-
lem (Mysinger et al., 2012). In Figures S43-S46 of the Supporting Informa-
tion, the proportion of actives/inactives for each target in each splitting set
is depicted for random, clustering, database-based and intermediate cross-
validation strategies, respectively. In all cases, the training set was used to
fit the model, the validation set was used to evaluate the model fit in each
epoch and tune hyperparameters accordingly and the test set was used to
externally evaluate the final model fit.
4.2.5 Prediction models
A DL-based model was built to evaluate the effect of different cross-valida-
tion strategies on binding prediction. A LR model was also trained to have a
baseline to compare with. Besides, two different molecular representations
were tested to evaluate their performance: their SMILES string and three se-
lected fingerprints (ECFP6, FCFP6 and HASHTT). Each one of these models
was trained according to the four cross-validation strategies presented in the
previous section. As a result, a total of 16 different models were evaluated.
Logistic Regression
This baseline model consisted on two input layers concatenated, one for
the compound and one for the target, with as many neurons as the size of
the input (94 and 3072 in the case of SMILES and fingerprints, respectively
and 1988 in the case of targets) connected to a sigmoidal unit (see Figure S47
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of the Supporting Information). It is expected for this baseline model not to
be optimal to process amino acid sequences or SMILES strings.
Deep Learning models
An schematic representation of the DL predictive models used can be seen
in Figure S48 of the Supporting Information, A and B. The amino acid se-
quence analysis block is common for both models and it is a Convolutional
Recurrent Neural Network based on the one used by Jurtz et al for the pre-
diction of subcellular localization of proteins (Jurtz et al., 2017) (Figure S48C).
This architecture allows to build complex representations from both targets
and compounds for the prediction of binding, in contrast to the LR models,
which are directly fed with the input features.
The input of the model is the amino acid sequence one-hot encoded, which
is passed through a 1D CNN (Krizhevsky et al., 2012). This 1D CNN com-
prises filters of sizes 1, 3, 5, 9, 15 and 21, with the aim of detecting motifs
of different length in the amino acid sequence. Convolutional layers are
followed then by a max pooling layer. The input is then introduced to a
bi-LSTM neural network (Lipton et al., 2015). Dropout is used to prevent
overfitting (N. Srivastava et al., 2014).
The compound analysis block depends on the encoding of molecules. If
molecules are represented by their SMILES, then the compound processing
block is similar to the sequence processing block (Figure S48A). The SMILES
string is one-hot encoded and the input is passed to a bank of convolutional
filters of size 3, 4 and 5 based on the LINGO substrings analysed by Vidal et
al (Vidal et al., 2005). After that, a maximum pooling layer transfers the in-
formation to a LSTM. The LSTM is uni-directional since the SMILES strings
are causal, in the sense that they are read in only one direction. Dropout is
also used here to prevent overfitting. On the other hand, when molecules are
represented by ECFP6, FCFP6 and HASHTT fingerprints, namely a binary
vector of length 3072, the input is passed through a feed-forward neural net-
work (Ramsundar et al., 2015; Unterthiner et al., 2014) followed by dropout
(Figure S48E).
Finally, the sequence and the compound analysis blocks are merged and
the information is processed by a softmax activation unit, which quantifies
how likely the sequence-compound binding is. Binary predictions are ob-
tained by thresholding the activation at 0.5.
4.2.6 Implementation
Both models (DL and LR) were trained with Adam optimizer (Diederik P
Kingma and Ba, 2014) for 500 epochs, with a batch size of 128 for training
and 64 for validation (learning rate=5e-6 for DL models encoded by finger-
prints, 5e-5 for the rest). Decay rate was defined as learning rate/number of
epochs. The other parameters were set as proposed by Jurtz et al (β1=0.1,
β2=0.001, ε=1e-8) (Jurtz et al., 2017).
Models were implemented in Python (Keras (Chollet et al., 2015) > 2.0
using as backend TensorFlow (Martín Abadi et al., 2015) > 1.4) and run on
the GPU NVIDIA TITAN Xp and NVIDIA GeForce GTX 1070.
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4.2.7 Characterization of data structure
Each one of the cross-validation strategies is analyzed in terms of imbal-
ance and data redundancy to better understand and interpret performance
results. First, active/inactive proportion is explored for each cross-validation
schema. Then, overlap of targets and compounds between split sets is com-
puted as a percentage with respect to the total number of targets (88) and
compounds (32,950), respectively. After that, Tanimoto similarity (B. Zhang
et al., 2015) based on FCFP6 fingerprint was calculated between split sets
for each cross-validation strategy. It was computed between each pair of
compounds (in terms of compound-target pair) both inter- and intra-split
sets. An analysis of the number of similar compounds in the test set for
each compound in the training set was performed to assess model general-
ization (similarity threshold = 0.7). Lastly, distribution of chemotypes and
protein classes is explored for each strategy. For targets, this distribution is
studied for the main protein families. Since for molecules there is no such
classification, we decided to group them in terms of their Bemis-Murcko
scaffold (BMS) (Bemis and Murcko, 1996), a technique for extracting molec-
ular frameworks by removing side chain atoms which has been used for
clustering compounds (Gomes et al., 2017; Mysinger et al., 2012; Wallach
et al., 2015).
4.2.8 Performance metrics
Area under the receiver operating characteristic (ROC) curve (from now,
referred to as AUC), traditionally employed for measuring the performance
of classification models, has been reported for not being enough for evaluat-
ing virtual screening models because it is not sensitive to early recognition
and it is affected by class imbalance (Truchon et al., 2007). Thus, we com-
plement this information with partial AUC (pAUC) at 5%, which allows to
focus on the region of the ROC curve more relevant for virtual screening
(Andersson et al., 2011) (up to 5% of the False Discovery Rate), with Cohen’s
kappa coefficient (κ) (Cohen, 1960), which measures the agreement between
real and predicted classification, and with the Boltzmann-enhanced discrim-
ination of receiver operating characteristic (BEDROC), a metric proposed to
overcome the limitations of AUC (Truchon et al., 2007) increasingly popular
in the evaluation of virtual screening models. BEDROC uses an exponential
function based on parameter α and is bounded between 0 and 1, making it
suitable for early recognition. As recommended by Riniker et al (Riniker and
G. A. Landrum, 2013), we focus on AUC and BEDROC with α=20, whilst
also reporting α=100.
We implemented and trained DL and LR binding classification models.
We then selected the best training epoch in terms of F1 Score, the harmonic
mean of precision and recall, on the validation set, since it can handle class
imbalance and encourages the prediction of both actives and inactives. Fi-
nally, we tested the selected models on the corresponding test set of each
cross-validation strategy. AUC, BEDROC and pAUC were computed from
raw predicted probabilities, while κ and F1 Score were calculated from the
binarized predictions. Stratified subsampling of the 80% of the test data was
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used to sample 100 values from the performance estimates distributions (sub-
sampling estimates). Models performance was also analyzed per target and
by target family. The nonparametric Wilcoxon rank-sum test (Hollander and
Wolfe, 1999) was used to compare AUC and BEDROC(20) metrics between
all pairs of models. P-values were adjusted for multiple testing by comput-
ing the False Discovery Rate (FDR) by Benjamini-Hochberg (Benjamini and
Hochberg, 1995) for each metric.
This study explores multiple factors (i.e. validation type, cross-validation
strategy, encoding, algorithm and protein family), which makes direct com-
parisons cumbersome. To overcome this issue, the performance metrics were
described through linear models built upon those factors. Such explanatory
models, which have been previously used in other scenarios for similar pur-
poses (Picart-Armada et al., 2019), allow for a formal, quantitative statistical
comparison between the factors.
Differences in performance between the four validation strategies were
described and tested in terms of two explanatory linear models.
auc/bedroc(20) ∼ cv + encoding + algorithm (7)
Per-target analysis was handled with the following additive model, whose
family covariate took into account the target type:
bedroc(20) ∼ cv + encoding + algorithm + family (8)
Changes in performance estimates when switching to the prospective val-
idation were quantified in the model below, which included an interaction
term (represented by “:”) with the type of validation valtype (either cross-
validation or prospective).
auc/bedroc(20) ∼ cv + encoding + algorithm + valtype : cv (9)
Reference categories were: random cv, LR algorithm, fingerprints for
encoding, CY (Cytochromes P450) for family and cross-validation for valtype.
All the models were fitted on the estimated performances, rather than the
subsampling estimates. The conventional model parametrizations in the R
statistical programming language (R Core Team, 2015) were followed. Each
term represents the difference between its specified category and the refer-
ence category of that variable. The constant term of a model reflects its pre-
diction when all the categorical variables are set to their default categories.
4.3 results
4.3.1 Cross-validation strategies analysis
In Figure 21 and S50 of the Supporting Information, active/inactive im-
balance in each split set is shown for each cross-validation strategy both in
absolute and relative terms, respectively. Active/inactive proportion main-
tains for all sets.
Figure 22A shows overlap of targets between split sets for each cross-
























Figure 21: Proportion of active/inactive compounds in each set (training, validation





































































































































































*: DUD target-compound pairs are absent in this cross-validation schema as described in Figure 2.
Figure 22: A. Coverage and overlap of targets between splitting sets. Numbers in-
side tiles refer to the percentage of overlapping targets respect to the
total number of targets, 88. B. Coverage and overlap of compounds be-
tween splitting sets. Numbers inside tiles refer to the percentage of over-
lapping compounds respect to the total number of compounds, 32,950.
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Figure 23: Overlap of BMS between split sets for each cross-validation strategy.
on the three splitting sets. In intermediate we only find overlapping targets
between training and validation, since both splitting sets are built from the
ChEMBL dataset, while test corresponds to the MUV database. In database-
based, there is no overlap of targets between splitting sets.
Figure 22B shows overlap of compounds between splitting sets for each
cross-validation schema. In this case, in clustering-based there are no re-
peated compounds across groups. In database-based and intermediate there
is negligible overlap between groups, probably due to repeated inactives
for different targets. Since in random cross-validation splitting was made
randomly, there are repeated compounds in all splitting sets. In Figure S51
of the Supporting Information the same representation can be seen only for
active molecules, following the same behavior but with a smaller magnitude.
Table 5 quantifies the similarity from each molecule of the test set for all
the molecules in the training set in each cross-validation strategy. The per-
centage of similar compounds is one order of magnitude higher in random
cross-validation than in the rest of schemes. A histogram on their distribu-
tion can be found in Figure S52 of the Supporting Information. Figure S53 of
the Supporting Information shows Tanimoto similarity intra- and inter- split
sets for each cross-validation strategy.
Table 5: Number and proportion of similar compounds in the training set for each
molecule from the test set for each cross-validation strategy in terms of
protein-compound pairs. % similarity ± confidence interval 95% (com-
puted based on the formula in Daniel, 1999). Similarity threshold = 0.7.
CV: cross-validation.
CV strategy molecules in test
total similar instances
in training
molecules in test with > 1
similar instances in training
% similarity
clustering 5,301 518 236 4.45% ± 0.56
intermediate 9,001 329 127 1.41% ± 0.24
per_database 9,001 478 183 2.03% ± 0.29
random 5,141 8,203 3,273 63.66% ± 1.31
In Figure 23, Bemis-Murcko molecular scaffolds overlap between split sets
is shown. As above, in random cross-validation there are more overlap-
ping scaffolds between training, test and validation. In the other strategies
the number of overlapping scaffolds decreases significantly. Training set in
clustering-based cross-validation has the highest number of different scaf-
folds.
In Figure 24 distribution of protein families between split sets for each
validation strategy is represented. G protein coupled-receptors and protein
kinases are the most numerous families in training sets. Every group has








































Figure 24: Distribution of protein families between split sets for each cross-
validation strategy. Y-axis shows the count of all active/inactive protein-
compound pairs. CY: cytochromes P450, GR: G protein-coupled recep-
tors, IC: ion channels, NR: nuclear receptors, OE: other enzymes, PK:
protein kinases, PR: proteases, TR: transporters.
based schema which lacks some protein families (transporters, cytochromes,
G protein-coupled receptors and ion channels).
4.3.2 Models performance
AUC BEDROC(20)
cv clustering −0.087∗∗∗ (−0.133, −0.041) −0.326∗∗∗ (−0.417, −0.235)
cv perdb −0.340∗∗∗ (−0.386, −0.293) −0.726∗∗∗ (−0.817, −0.634)
cv intermediate −0.345∗∗∗ (−0.391, −0.299) −0.721∗∗∗ (−0.813, −0.630)
encoding smiles −0.066∗∗∗ (−0.098, −0.033) −0.090∗∗ (−0.154, −0.025)
algorithm dl 0.033∗ (0.0004, 0.066) 0.052 (−0.012, 0.117)
Constant 0.891∗∗∗ (0.851, 0.931) 0.850∗∗∗ (0.771, 0.930)
Observations 16 16
R2 0.972 0.972
Adjusted R2 0.959 0.958
Residual Std. Error (df = 10) 0.033 0.066
F Statistic (df = 5; 10) 70.529∗∗∗ 69.622∗∗∗
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table 6: Linear models on AUC and BEDROC(20). The reference levels were omit-
ted.
A summary of performance metrics of each model on its test set can be
seen on Table 7, whereas the models in Equation 7 that describe the perfor-
mance estimates are summarized in Table 6.
Models based on the random cross-validation schema yielded the highest
performance estimates for both DL and baseline LR algorithms. In turn, the
performance estimated through clustering was higher than that of database
and intermediate strategies, which were indistinguishable. All pairwise com-
parisons except database/intermediate were significant at p < 0.05 after ad-
justing for multiple testing, Tukey’s method, see Tables S16 and S17. The
architecture based on the fingerprints representation of compounds had a
better performance than the SMILES encoding, (p < 0.05, see Table 6). Re-
garding the algorithm, results are not conclusive on which one performs
better (p > 0.05 in Table 6).
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CV strategy Encoding Algorithm Best epoch F1 score AUC pAUC(5%) BEDROC(20) BEDROC(100) κ
Random
Fingerprints
LR 496 0.722± 0.006 0.910± 0.003 0.029± 0.001 0.868± 0.007 0.940± 0.022 0.678± 0.007
DL 392 0.859± 0.005 0.961± 0.002 0.040± 3.8 · 10−4 0.956± 0.004 0.981± 0.012 0.835± 0.006
SMILES
LR 499 0.534± 0.009 0.807± 0.006 0.018± 4.7 · 10−4 0.741± 0.009 0.973± 0.004 0.465± 0.009
DL 498 0.568± 0.008 0.824± 0.005 0.020± 4.5 · 10−4 0.763± 0.008 0.961± 0.005 0.506± 0.009
Clustering
Fingerprints
LR 491 0.409± 0.011 0.834± 0.007 0.015± 0.001 0.529± 0.012 0.532± 0.034 0.358± 0.011
DL 402 0.501± 0.010 0.852± 0.007 0.024± 0.001 0.684± 0.012 0.779± 0.029 0.460± 0.011
SMILES
LR 489 0.322± 0.011 0.727± 0.008 0.012± 0.001 0.414± 0.012 0.519± 0.022 0.277± 0.011
DL 495 0.294± 0.012 0.736± 0.008 0.011± 0.001 0.396± 0.013 0.569± 0.022 0.258± 0.013
Database based
Fingerprints
LR 22 0.033± 0.004 0.536± 0.007 0.001± 1.2 · 10−4 0.095± 0.005 0.041± 0.005 0.001± 0.004
DL 20 0.094± 0.006 0.556± 0.007 0.002± 1.8 · 10−4 0.115± 0.007 0.082± 0.011 0.030± 0.006
SMILES
LR 230 0.013± 0.004 0.497± 0.007 0.001± 1.5 · 10−4 0.081± 0.006 0.056± 0.009 2.8 · 10−4 ± 0.004
DL 492 0.075± 0.007 0.551± 0.007 0.002± 2.1 · 10−4 0.133± 0.007 0.112± 0.012 0.034± 0.007
Intermediate
Fingerprints
LR 57 0.021± 0.004 0.518± 0.006 0.001± 1.4 · 10−4 0.088± 0.005 0.050± 0.008 −0.003± 0.004
DL 268 0.123± 0.005 0.553± 0.007 0.002± 1.5 · 10−4 0.132± 0.007 0.105± 0.017 0.037± 0.005
SMILES
LR 428 0.014± 0.003 0.495± 0.010 0.001± 1.4 · 10−4 0.082± 0.006 0.060± 0.009 −3.8 · 10−5 ± 0.003
DL 475 0.064± 0.006 0.553± 0.007 0.003± 2.0 · 10−4 0.139± 0.007 0.120± 0.012 0.037± 0.006
Table 7: Summary of performance on the test set of the different cross-validation
strategies for DL and LR models, in terms of F1 score, AUC, partial AUC
(pAUC) at 5%, BEDROC(α=20) and BEDROC(α=100). Mean ± standard
deviation of the subsampling estimates. In bold, the best performance for
each CV strategy. CV: cross-validation.
In general, the best algorithm depends of the cross-validation strategy and
the compound representation, but there is a tendency of logistic regression
being better for the SMILES encoding, and deep learning for the fingerprints
representation, see Figure 25.
In Figure 25, the AUC and BEDROC(20) of the cross-validation strate-
gies are compared between them and with a random prediction. The order
of the performance estimates of the strategies from Table 6 can be appre-
ciated. Database-based and intermediate strategies have both poor perfor-
mance, comparable to that of a random prediction. The same behavior can
be seen in ROC curves of all possibilities in Figure S54 of the Supporting
Information.
The mean difference of BEDROC(20) metrics for each possible combina-
tion of models is shown in Figure 26. Differences in terms of AUROC follow
the same behavior but of a smaller magnitude (see Figure S55 of Supporting
Information). The most remarkable differences can be seen on random mod-
els versus database-based and intermediate models. There are also relevant
differences on performance between clustering-based cross-validation and
the rest of strategies.
In Figures S56-S57, mean BEDROC(20) values are represented for each
target and then grouped by their protein family. The BEDROC(20) model
from Equation 8 and confidence intervals on its predictions can be found
in Table S18 and Figure S58 from the Supporting Information. Based on
this model, the best performing families appear to be, in descending order:
IC (Ion Channels), GR (G-protein coupled receptors), TR (Transporters), OE
(Other Enzymes) and PK (Protein Kinases). The same ordering of cross-
validation schemes by performance is observed in the target-wise analysis.
4.3.3 Prospective test
Table 8 gathers the performance metrics for the prospective validation.
These are described using the model in Equation 9, see Table S19 from the
Supporting Information. Using AUC and BEDROC(20), the random cross-
validation strategy is overly optimistic whereas database and intermediate
are overly pessimistic when compared to the prospective estimates (p < 0.05
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logist ic regression m odels
deep learning m odels
random  predict ion
Figure 25: Comparison of performance of the different models, grouped by cross-
validation strategies and colored by algorithm used for the prediction.
Top row compares results in terms of AUC and bottom row in terms
of BEDROC (α = 20) score. In blue, logistic regression models metrics
are shown; in red, deep learning-based models, and in green, a set of
random prediction synthetically generated. Left column shows results
for fingerprints-encoded models and right column for SMILES-encoded
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Figure 26: Mean difference for BEDROC(20) metrics between pairs of models. Dif-
ferences are calculated subtracting column performances from rows.
Crossed tiles indicate that difference for that pair of models is not statis-
tically significant between the subsampling estimates (FDR < 0.05).
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CV strategy Encoding Algorithm F1 score AUC pAUC(5%) BEDROC(20) BEDROC(100) κ
Random
Fingerprints
LR 0.509± 0.004 0.724± 0.003 0.003± 2.4 · 10−4 0.634± 0.010 0.664± 0.035 0.303± 0.005
DL 0.513± 0.005 0.634± 0.004 0.005± 2.8 · 10−4 0.677± 0.010 0.699± 0.035 0.332± 0.006
SMILES
LR 0.498± 0.004 0.707± 0.003 0.004± 1.9 · 10−4 0.595± 0.009 0.596± 0.036 0.288± 0.006
DL 0.578± 0.004 0.797± 0.003 0.008± 2.2 · 10−4 0.734± 0.007 0.875± 0.013 0.385± 0.005
Clustering
Fingerprints
LR 0.552± 0.005 0.753± 0.003 4.2 · 10−4 ± 2.7 · 10−4 0.641± 0.121 0.657± 0.041 0.355± 0.006
DL 0.511± 0.004 0.640± 0.004 0.005± 3.0 · 10−4 0.695± 0.010 0.725± 0.034 0.324± 0.005
SMILES
LR 0.500± 0.005 0.712± 0.003 0.003± 1.6 · 10−4 0.596± 0.009 0.624± 0.033 0.288± 0.006
DL 0.547± 0.005 0.782± 0.003 0.008± 2.2 · 10−4 0.733± 0.007 0.874± 0.012 0.356± 0.006
Database based
Fingerprints
LR 0.440± 0.005 0.664± 0.004 0.006± 1.9 · 10−4 0.650± 0.008 0.802± 0.014 0.258± 0.006
DL 0.331± 0.004 0.577± 0.004 0.006± 1.6 · 10−4 0.625± 0.007 0.856± 0.012 0.148± 0.005
SMILES
LR 0.454± 0.004 0.627± 0.004 0.005± 2.1 · 10−4 0.625± 0.009 0.677± 0.025 0.259± 0.005
DL 0.486± 0.004 0.768± 0.003 0.008± 1.9 · 10−4 0.716± 0.007 0.850± 0.014 0.280± 0.005
Intermediate
Fingerprints
LR 0.436± 0.005 0.650± 0.004 0.006± 2.0 · 10−4 0.662± 0.008 0.810± 0.015 0.249± 0.006
DL 0.450± 0.004 0.604± 0.003 0.00± 0.00 0.497± 0.010 0.515± 0.038 0.153± 0.005
SMILES
LR 0.442± 0.005 0.621± 0.004 0.004± 1.5 · 10−4 0.605± 0.008 0.671± 0.027 0.238± 0.006
DL 0.477± 0.005 0.767± 0.003 0.008± 2.1 · 10−4 0.701± 0.008 0.775± 0.015 0.295± 0.006
Table 8: Summary of performance on the prospective test set of the different cross-
validation strategies for DL and LR models, in terms of F1 score, AUC,
partial AUC (pAUC) at 5%, BEDROC(α=20) and BEDROC(α=100). Mean
± standard deviation of the subsampling estimates. In bold, the best per-
formance for each CV strategy. CV: cross-validation.
in all cases adjusted by multiple testing, Tukey’s method). The clustering
strategy cannot be distinguished from the prospective validation in AUC
(p = 0.16) and is slightly pessimistic for BEDROC(20) (p = 0.0039).
In Figure S59, the AUC and BEDROC(20) of the prospective test are com-
pared between both algorithms trained under the four cross-validation strate-
gies and with a random predictor. This Figure displays the behaviour seen
on Table 8: differences between cross-validation strategies on the prospective
test are not as pronounced as in Figure 25.
4.4 discussion
4.4.1 Validation type
We performed two types of validation in this study: the cross-validation
design and the prospective one. The main thesis of this study was the estima-
tion of the generalization of the models when controlling for the chemotype
bias. For that purpose, cross-validation was modified to account for it and
provide sensible estimates. On the other hand, provided that the prospective
validation is not exempt of the chemotype bias (Kearnes et al., 2017; Wallach
and Heifets, 2018), it was used to have an alternative performance estimate
of each model in a common setting.
4.4.2 Cross-validation strategy
The choice of cross-validation strategy is the most influential factor in this
study. In general terms, random cross-validation is over-optimistic. When
adding constraints for set splitting, performance suffers a pronounced, sig-
nificant drop. Such disagreements between cross-validation strategies sug-
gest that compounds from different databases have different properties, i.e.
that different molecular databases cover different regions of chemical space.
This bias on data distribution would explain why models struggle to general-
ize between databases. On the other hand, any limitations derived from the
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data selection and benchmark construction by Riniker and Landrum might
affect the predictive power of the models.
Our results show that random cross-validation leads to the highest per-
formance estimates for all the models. Likewise, random cross-validation
shares the most proportion of compounds and proteins between the train-
ing, validation and test folds (Figures 22A and 22B). This is also true at the
molecular scaffolds level (Figure 23) and regarding Tanimoto similarity be-
tween compounds from the test and the training set (Table 5), suggesting that
shared scaffold and similarity between compounds inflate the performance
estimates. This inflation can be clearly seen in the prospective validation,
where the performance of the random strategy suffers a pronounced drop
(BEDROC(20) = 0.677± 0.010 for the fingerprints DL model on the prospec-
tive validation versus BEDROC(20) = 0.956± 0.004 on the original test set).
Despite this, random cross-validation has been traditionally used in liter-
ature to evaluate binding prediction models. Our results are in line with
previous reports suggesting that the predictivity of most published virtual
screening models is too optimistic (Kearnes et al., 2017; Wallach and Heifets,
2018).
Among the non-random cross-validation strategies, database-based and
intermediate schemes lead to models barely outperforming a random pre-
dictor in terms of AUC and BEDROC(20), see Figure 25 and Table 7. These
schemes are probably too conservative, because the protein families and
their proportions in their training, validation and test folds differ (Figure 24).
In addition, their number of scaffolds in train (respectively 10,344 and 8,947)
is smaller than random (19,066) and clustering (17,648) strategies, see Fig-
ure 23, limiting the variety of examples the models can learn from the train-
ing data. This tendency is also seen in terms of Tanimoto similarity (Table
5): for intermediate and per_database, only 127 and 183 molecules in the
test set have at least one similar molecule in the training set. Consequently,
both schemes provide overly pessimistic estimates. For instance, the SMILES
DL model has an estimated BEDROC(20) of 0.133± 0.007 and 0.139± 0.007
using database-based and intermediate strategies, whereas prospective vali-
dation reports 0.716± 0.007 and 0.701± 0.008 instead. Our results show that
clustering on its own was not enough to overcome database bias, i.e. the
model did not generalize between databases, which was the main reason for
including the intermediate strategy.
The clustering strategy allows training with more scaffolds than database-
based and intermediate strategies while keeping a similar proportion of pro-
tein families. It controls for the data redundancy issue as the number of
scaffolds shared between train and test decreases from 2,676 (random) to
275. Equally, the number of molecules from the test set with one or more
similar molecules in the training set is 3,273 for random cross-validation
but only 236 for clustering. It also leads to less optimistic performance esti-
mates than the random strategy, whereas the models still retain predictive
power. The performance from this strategy cannot be distinguished from
the prospective validation in AUC (see Tables S19 and S16), although being
slightly more pessimistic for BEDROC(20) (see Tables S19 and S59). The lat-
ter might be an indicator of the presence of some residual chemotype bias
in the prospective data. The clustering strategy proved to be a compromise
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solution, in line with the prospective validation, and was therefore chosen
as our reference, as in previous studies (Mayr et al., 2018).
4.4.3 Compound encoding
In general, models for compounds represented by their fingerprints out-
performed models for SMILES representation in clustering-based and ran-
dom strategies, for both AUC and BEDROC(20), see Figure 25 and Table 6.
This can be due to the specific architectures employed in each case: the com-
pound analysis block for SMILES-encoding is based on CNN and LSTM to
capture the sequence structure, while the compound analysis block for fin-
gerprints is based on a single feed-forward neural network. This difference
in model complexity and by extension, in the number of parameters, could
have resulted in a poorly fitted SMILES-encoded model. In the prospective
validation this improvement is not as significant comparatively (p > 0.1 for
both AUC and BEDROC(20) in the models from Equation 9, see Table S19
from the Supporting Information). However, given that fingerprints-based
models show a better performance in the cross-validation experiments, we
will focus on them from this point on.
4.4.4 Prediction algorithms
Regarding the algorithm used within the clustering strategy and FP encod-
ing, most metrics suggest that DL outperforms LR: BEDROC(20) (0.684±
0.012 versus 0.529± 0.012), pAUC(5%) (0.024± 0.001 versus 0.015± 0.001),
BEDROC(100) (0.779± 0.029 versus 0.532± 0.034), Cohen’s Kappa (0.460±
0.011 versus 0.358± 0.011) and F1 Score (0.501± 0.010 versus 0.409± 0.011)
(see Table 7). However, when describing all the cross-validation strategies
and encodings (model in Equation 7), Table 6 shows that this improvement
is negligible, if any (0.05 6 p < 0.1 for AUC and p > 0.1 for BEDROC(20)),
even though the logistic regression model is not optimal for the sequential
inputs.
On the other hand, performance of the random cross-validation finger-
prints-based DL model (BEDROC(20) of 0.956± 0.004) is similar to the other
published DL-based proteochemometrics model (Lenselink et al., 2017) (0.962).
Lenselink et al also apply a temporal split strategy that drops the BEDROC
metric 0.114 units, while our clustering strategy penalizes 0.272 units to our
DL model. This is expected as time-split cross-validation can still suffer
from chemical series bias (Kearnes et al., 2017; Wallach and Heifets, 2018).
Lenselink et al represent proteins through standard physicochemical descrip-
tors, whereas we use their amino acid sequence. The fact that amino acid-
based representations attain state-of-the-art power poses the opportunity to
gain insights into the mechanisms causing protein-ligand binding by analyz-




The imbalance in the distribution of targets between protein families (see
Figure S41) make it difficult to extract conclusions about the differences in
performance between families (Figures S56-S57, Table S18 of the Supporting
information). The supposedly best performing family, IC, has only three
targets, while the reference family (CY) and the third best performing (TR)
have only one target each. After setting aside these families of small size, the
best performing families are, in descending order: GR, OE and PK. These
results are similar to the trend reported in the review by Qiu et al (Qiu et
al., 2017): the increase of bioactivity data availability mostly happens to a
small number of protein classes and disease targets, such as GR, PK or HIV-
1 proteases (which would be classified as OE). This leads to less simulated
data for these better-studied families and consequently, a positive effect in
the prediction accuracy.
4.5 conclusions
We have benchmarked protein-compound binding models using two molec-
ular representations for compounds and two prediction algorithms under
four cross-validation strategies. We have also compared theses strategies to
a prospective validation.
One of our main findings is the existence of a database-specific bias that
challenges the generalization of machine learning models between databases.
Despite of being widely used in literature, performance estimates derived
from classical random cross-validation are overly optimistic. Instead, we rec-
ommend a clustering-based cross-validation since it addresses the chemical
series bias while providing more reliable performance estimates. For molec-
ular representation, fingerprints have led to better models than the SMILES
identification string. Regarding the prediction algorithm, deep learning
models show residual improvement over a baseline logistic regression.
Although further interpretation of the CNN-LSTM architecture could pro-
vide valuable information on the binding mechanisms, our results highlight
the importance of accompanying the Deep Learning model with a logistic
regression baseline to quantify the added value of the deep architecture.
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5 E F F E C T O F PA D D I N G S E Q U E N C E S
effect of sequence padding on the performance
of deep learning models in archaeal protein
functional prediction
The use of raw amino acid sequences as input for deep learning models
for protein functional prediction has gained popularity in recent years. This
scheme obliges to manage proteins with different lengths, while deep learn-
ing models require same-shape input. To accomplish this, zeros are usually
added to each sequence up to a established common length in a process
called zero-padding. However, the effect of different padding strategies on
model performance and data structure is yet unknown. We propose and
implement four novel types of padding the amino acid sequences. Then, we
analysed the impact of different ways of padding the amino acid sequences
in a hierarchical Enzyme Commission number prediction problem. Results
show that padding has an effect on model performance even when there are
convolutional layers implied. Contrastingly to most of deep learning works
which focus mainly on architectures, this study highlights the relevance of
the deemed-of-low-importance process of padding and raises awareness of
the need to refine it for better performance. The code of this analysis is
publicly available at https://github.com/b2slab/padding_benchmark.
5.1 introduction
Since the breakthrough of deep learning (DL) (Krizhevsky et al., 2012),
deep neural networks are being successfully applied in computational biol-
ogy (Angermueller et al., 2016; Eraslan et al., 2019). This is due to their
capacity for automatically extracting meaningful features from raw data (Le-
Cun et al., 2015). Specifically, DL is useful in the context of biological se-
quences, such as proteins or RNA, because it can learn directly from the
sequence and hence, capture nonlinear dependencies and interaction effects.
Some examples of applications of DL on biological sequences include pre-
diction of specifities of DNA and RNA binding proteins (Alipanahi et al.,
2015), DNA function quantification (Quang and Xie, 2016), de novo peptide
design (Müller et al., 2018), detection of conserved DNA fragments (Yi Li et
al., 2017), prediction of protein associated GO terms (Rifaioglu et al., 2019) or
This chapter is a postprint of the following journal article: Angela Lopez-del Rio, Maria
Martin, Alexandre Perera-Lluna and Rabie Saidi. “Effect of Sequence Padding on the Per-
formance of Deep Learning Models in Archaeal Protein Functional Prediction”. Scientific
Reports, 10, 14634 (2020)
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quantification of the impact of genetic variation on gene regulatory mecha-
nisms (Eraslan et al., 2019). The specific DL architectures able to leverage the
inner structure of sequential biological data are Convolutional Neural Net-
works (CNN) and Recurrent Neural Networks (RNN). CNNs entail transla-
tional invariance (Kauderer-Abrams, 2017) and can be used to find relevant
patterns with biological meaning (Alipanahi et al., 2015; Evans et al., 2018;
Yi Li et al., 2017; Öztürk et al., 2018a). For their part, bidirectional RNNs
(and the derived Long Short-Term Memory and Gated Recurrent Units) are
appropiate for modelling biological sequences since they are suited for data
with a sequential but non-causal structure, variable length, and long-range
dependencies (Almagro Armenteros et al., 2017; Di Lena et al., 2012; Hochre-
iter et al., 2007; Lopez-Del Rio et al., 2019). Both architectures are usually
combined, as in DEEPre (Yu Li et al., 2018), where a CNN-RNN model per-
forms a hierarchical classification of enzymes.
Proteins are long linear sequences constituted by amino acid residues at-
tached covalently. These amino acid residues are represented by letters that
cannot be directly processed by the mathematical operations used by DL
models. Choosing how to digitally encode amino acids is a crucial step
in this context, since it can affect to the overall performance of the models
(Domingos, 2012). A comprehensive review and assessment on different
amino acid encoding methods (Jing et al., 2019) shows that position specific
scoring matrix (PSSM), an evolution-based position dependent methodology,
achieves the best performance on protein secondary structure prediction and
protein fold recognition tasks. However, this type of encoding is very con-
suming computationally (Ahmad and Sarai, 2005) and its applicability is
limited to proteins with known homologous sequences (Jing et al., 2019),
which could highly decrease the generalisation capabilities of the predictor
for non evolutionary related proteins. Traditionally, proteins have also been
encoded into feature vectors (Lenselink et al., 2017; Strömbergsson et al.,
2010). These encoding features are generally aggregative and not bijective,
such as signatures, physicochemical properties or amino acid composition.
From aggregative features, the original sequence cannot be recovered, result-
ing in a loss of protein information.
The analogy between text and proteins, understood as sequences of char-
acters with a meaning, has motivated the application of Natural Language
Processing (NLP) techniques to amino acid sequences. Along these lines,
machine-learning derived embeddings (Asgari et al., 2015; Kimothi et al.,
2016; Mazzaferro, 2017; K. K. Yang et al., 2018) and one-hot encoding (Ju-
rtz et al., 2017; Yu Li et al., 2018; Lopez-Del Rio et al., 2019; Müller et al.,
2018; Öztürk et al., 2018a; Rifaioglu et al., 2019) have become very popu-
lar. Specifically, the latter method has been widely used in protein-based
DL models since neural networks are able to extract features from raw data.
A schematic explanation of one-hot encoding is shown in Fig. 27B. Every
amino acid of a protein sequence is represented by a binary vector of length
n+ 1, n being the number of different amino acids and placeholders. In this
vector, all but the corresponding entry for that amino acid is set to zero. As
a result, a protein of length L is represented by a (n+ 1)× L binary matrix.
The main problem of one-hot encoding is that each protein has a different
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Figure 27: Schematic explanation of one-hot encoding, zero-padding and trun-
cation of amino acid sequences A. Amino acid sequences of different
lengths are shaped to the common dimension of 7 by truncating or pad-
ding zeros at the end. B. Amino acid sequence at common length L is
transformed to a binary matrix (n+ 1)× L, being n the number of differ-
ent amino acids and placeholders. Each column of this matrix is full of
zeros, being one only in the position of the corresponding amino acid.
model. To overcome this issue, sequence padding and truncation are usually
applied (Lopez-Del Rio et al., 2019; Müller et al., 2018; Öztürk et al., 2018a;
Rifaioglu et al., 2019). This means establishing a common length for all
proteins and then, truncating longer proteins to that length or filling shorter
proteins with an “artificial” character up until that length (see Fig. 27A).
This process of completing a sequence is called padding and the character
used for filling could be any that is not used in the sequences themselves.
To this matter, zero character (“0”) is the most commonly used. Padding
zeros can be added at any position of the sequence, for example at the N-
and C- terminals of the sequences (Mirabello and Wallner, 2019). In practice,
they are usually added at the end (Lopez-Del Rio et al., 2019; Müller et al.,
2018). However, details on the concrete steps of sequences padding are often
omitted as they are deemed of low importance for the results of the study
(Jurtz et al., 2017; Yu Li et al., 2018; Öztürk et al., 2018a; Rifaioglu et al., 2019).
Even when this information is given, there is no proper justification on the
padding choice (Lopez-Del Rio et al., 2019; Mirabello and Wallner, 2019;
Müller et al., 2018). This is partly due to the lack of exhaustive studies on the
effect of padding the sequences. Up to our knowledge, the work of Reddy
et al, 2019 (Dwarampudi and Reddy, 2019) is the only study on the effect
of sequence padding on deep learning models. It was applied on a NLP
sentiment analysis task and only pre- and post- padding types were tested.
Since it is a different application domain and the options they test are limited,
a more comprehensive study for the case of biological sequences is needed.
Likewise, alternative types of padding to those usually implemented (zeros
at the end of the sequence, at the beginning or both) have not been yet
explored.
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Domains of application involving recurrent neural networks also make
use of mask layers, in order to inform the model to skip the padding posi-
tions in the objective function and gradients (Parikh et al., 2016). However,
masking lacks general support for convolutional, feed-forward, flatten or
pooling layers. Since many of the amino acid sequence models in the lit-
erature contain some of these layers (Jurtz et al., 2017; Yi Li et al., 2017;
Lopez-Del Rio et al., 2019; Öztürk et al., 2018a; Rifaioglu et al., 2019), and
considering that recurrent layers have been proven not to always be the best
choice in sequence-based models (Bai et al., 2018), it is still important to
evaluate the potential effects of padding.
In this paper, we report a systematic analysis on how different types of
padding affect to protein-based DL models performance. We evaluate this
effect on three different DL architectures: only feed-forward neural networks
(only_denses), feed-forward neural networks coupled with a convolutional
layer (1_conv) and feed-forward neural networks coupled with a stack of
convolutional layers (stack_conv). We also introduce four novel padding
types (mid-, strf-, rnd-, and zoom-) and we classify them along with the
known types (pre-, post- and ext-) into dense and sparse paddings. Dense
paddings are those keeping zeros together in a block (pre- at the beginning,
post- at the end, mid- in the middle and ext- at both ends), while in sparse
paddings, zeros are interspersed on the sequence (randomly in the case of
rnd- and uniformly for strf-) or amino acids are duplicated (zoom-). Finally,
we quantify the effect for each type of padding. The chosen task for this
study is a hierarchical classification of enzymes with two levels: the first is
a binary classification of proteins into enzymes/non-enzymes (task 1), and
the second is a multi-label prediction of the enzyme type (task 2).
5.2 results
5.2.1 Performance metrics
A summary of the F1-score (macro average), accuracy and Area under
the receiver operating characteristic curve (AUC from now) on test for each
architecture, each type of padding and each task (only task 1 in the case of
AUC) is shown in Table 9. Since the trends observed for these metrics are
analogous, we will focus on F1-score. Fig. 28 shows the macro F1-score on
test for each type of padding in each of the tested architectures, both for task
1 and task 2. The same figure but for accuracy can be found in Fig. S60 of
the Supporting Information. Figures S61-S66 show F1-score results per label
(non-enzyme/enzyme in the case of task 1 and 1-7 enzyme types in the case
of task 2) for each task and each of the architectures.
According to Table 9 and Fig. 28, although the different architectures
seem to have similar F1-score values, only_denses architecture is the one
that achieves the best performance for task 1 (paired Wilcoxon test, two-
sided, p= 9e−15 vs 1_conv and p= 4e−13 vs stack_conv). Regarding task 2,
we can see at Fig. 28 that the trend is not as clear as in task 1. 1_conv has the
best performance (paired Wilcoxon test, two-sided, p= 9e−4 vs only_denses,
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Padding type 1_conv only_denses stack_conv
Task 1
F1-score
aug 0.756 ± 0.041 0.900 ± 0.011 0.790 ± 0.022
ext 0.842 ± 0.022 0.896 ± 0.013 0.875 ± 0.010
mid 0.868 ± 0.016 0.911 ± 0.018 0.874 ± 0.026
post 0.873 ± 0.010 0.900 ± 0.014 0.879 ± 0.024
pre 0.858 ± 0.011 0.899 ± 0.013 0.863 ± 0.028
rnd 0.786 ± 0.014 0.896 ± 0.025 0.812 ± 0.011
strf 0.867 ± 0.008 0.930 ± 0.011 0.851 ± 0.010
zoom 0.868 ± 0.005 0.893 ± 0.021 0.862 ± 0.014
Task 2
F1-score
aug 0.536 ± 0.025 0.531 ± 0.022 0.504 ± 0.026
ext 0.554 ± 0.022 0.543 ± 0.034 0.540 ± 0.023
mid 0.558 ± 0.021 0.542 ± 0.027 0.557 ± 0.024
post 0.550 ± 0.025 0.509 ± 0.075 0.554 ± 0.024
pre 0.541 ± 0.020 0.541 ± 0.030 0.527 ± 0.028
rnd 0.452 ± 0.026 0.448 ± 0.034 0.455 ± 0.020
strf 0.550 ± 0.024 0.548 ± 0.026 0.547 ± 0.024
zoom 0.543 ± 0.019 0.456 ± 0.063 0.515 ± 0.026
Task 1
Accuracy
aug 0.758 ± 0.037 0.901 ± 0.011 0.790 ± 0.023
ext 0.843 ± 0.023 0.896 ± 0.014 0.875 ± 0.010
mid 0.868 ± 0.016 0.911 ± 0.018 0.874 ± 0.027
post 0.873 ± 0.010 0.900 ± 0.014 0.879 ± 0.024
pre 0.858 ± 0.011 0.899 ± 0.013 0.863 ± 0.028
rnd 0.790 ± 0.013 0.897 ± 0.025 0.815 ± 0.011
strf 0.868 ± 0.008 0.930 ± 0.011 0.852 ± 0.010
zoom 0.869 ± 0.005 0.893 ± 0.021 0.863 ± 0.014
Task 2
Accuracy
aug 0.548 ± 0.009 0.536 ± 0.012 0.527 ± 0.015
ext 0.539 ± 0.016 0.544 ± 0.025 0.549 ± 0.017
mid 0.539 ± 0.017 0.545 ± 0.018 0.569 ± 0.011
post 0.530 ± 0.011 0.532 ± 0.024 0.560 ± 0.016
pre 0.532 ± 0.009 0.542 ± 0.016 0.545 ± 0.018
rnd 0.455 ± 0.011 0.473 ± 0.020 0.509 ± 0.017
strf 0.556 ± 0.021 0.556 ± 0.012 0.565 ± 0.015
zoom 0.550 ± 0.014 0.528 ± 0.021 0.531 ± 0.010
Task 1
AUC
aug 0.859 ± 0.021 0.951 ± 0.010 0.891 ± 0.013
ext 0.927 ± 0.011 0.966 ± 0.003 0.949 ± 0.005
mid 0.945 ± 0.009 0.972 ± 0.006 0.952 ± 0.010
post 0.945 ± 0.007 0.969 ± 0.003 0.956 ± 0.007
pre 0.935 ± 0.006 0.967 ± 0.004 0.949 ± 0.008
rnd 0.871 ± 0.011 0.946 ± 0.014 0.891 ± 0.009
strf 0.939 ± 0.006 0.978 ± 0.003 0.927 ± 0.006
zoom 0.937 ± 0.004 0.978 ± 0.005 0.944 ± 0.005
Table 9: Summary of F1-score (macro average), accuracy and AUC on the test set.
Results are reported for all the different types of padding for both task 1
and task 2 in each one of the tested architectures (except AUC, which is
only available for Task 1). Mean ± standard deviation of the 10 folds.



















Task 2 - F1-score on test(10 holdouts)
Figure 28: Macro F1-score on test for each type of padding in each tested archi-
tecture. Each boxplot comprises 10 data points (which is the number of
folds).
p= 2e−5 vs stack_conv), while there are no statistical differences between
stack_conv and only_denses.
Regarding metrics per label, in task 1 (Figures S61, S63 and S65) best recall
results for non-enzymes were achieved in convolutional architectures, but
the opposite trend is shown for the baseline architecture (only_denses). For
task 2, classification of enzyme types 1, 4 and 6 achieved lower performance
than 2 and 5. This applies to the three architectures (Figures S62, S64 and
S66). As for enzyme type 7, results show high variability in comparison with
the other types due to the limited number of samples of this class.
Effect on input space
We studied the distribution of the activations of the 1D Convolutional
layer for the 1_conv model to analyse the effect of the padding type in the
input space by means of a Principal Components Analysis (PCA). Figure 29
displays the density plot showing the principal components (PC) 1 and 2 of
the activations from the 1D convolutional layer of the 1_conv architecture for
each type of padding on each fold in task 2. In Fig. S67 of the Supporting
Information, the same representation for task 1 is shown. Focusing on Fig.
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Figure 29: Density representation of the PCA of the activations of the convolu-
tional layer. Figure shows PC1 vs PC2 of the activations of the 1D Con-
volutional layer for the 1_conv model in task 2, for the 10 folds. This
representation comes from applying a PCA to the convolutional filter ac-
tivations after the prediction of 14 enzymatic sequences of different EC
number using each padding type. Then, the graphical representation
was stratified by padding and enzyme type. We can see that accord-
ing to the structure of the distributions, there seems to be two different
groups of enzymes: 2, 3, 4 and 1, 5, 6, 7. Regarding types of padding,
the activations for dense paddings are similar between them (two clus-
ters separated along PC1) and different from sparse paddings.
types of padding (ext-, mid-, post- and pre-). These dense activations are
grouped in two clusters separated along the PC1. Sparse paddings (rnd-,
strf-, zoom-) activations have a distribution very different to that from dense
paddings. In this case, activation points are condensed in one area, although
each one of these types of padding has its own structure. Regarding enzyme
types, according to the structure of the distributions, there seems to be two
different groups: enzyme types 2, 3 and 4 are very similar between them
and in turn, different to types 1, 5, 6 and 7. Table S28 of the Supporting
Information quantifies the effect of the enzyme and the padding types on
the PC1 of the activations using a linear model. All the terms of the model
are significant.
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5.2.2 Explanatory models
We used linear models to further explain the performance metrics and the
effect of different variables (padding type, enzyme type, architecture) to the
DL models behaviour. These explanatory models were also used to address
specific questions regarding the effect of padding.
The full additive linear model in Equation 10 describes the F1-score values
on test and it is shown on the Table S22 of the Supporting Information. It
shows that some types of padding have indeed an effect on models perfor-
mance, both for task 1 and 2. For example, for all the architectures (since
it is an additive model) in task 1, aug-, pre-, ext- and rnd- have worse per-
formance when compared to the reference padding type (post-) (p-value <
0.05). In the same setting but for task 2, rnd- and zoom have significantly
worse performance than post- (p-value < 0.01).
Figure 30 and Tables S23-S27 gather the answers to our specific questions
on the effect of padding on the different architectures and enzyme types.
The colour represents in each case the difference between each category and
the reference category of that factor. The sign of the corresponding estimate
is represented if that difference is statistically significant. The constant term
of a model (Intercept) shows the prediction when all the categorical variables
have their reference values.
A. Does padding position affect performance?
Figure 30 A and Table S23 show that the classification performance of the
baseline model (only_denses) for task 1 is the same for all the types of dense
padding, except for strf-padding, which is better than post- (predicted F1-
score of 0.926 vs 0.896). In the same way for task 2, only strf- significantly
outperforms post-padding (0.472 vs 0.432), while zoom- has a worse perfor-
mance (0.379).
B. What is the effect of switching between dense paddings?
Figure 30 B and Table S26 for task 1 show that for stack_conv, there are
no differences in performance between dense paddings. Regarding task 2,
only pre-padding is significantly worse than post-padding (0.457 vs 0.484)
for stack_conv.
C. What is the effect of changing from the standard dense padding to sparse
padding?
Figure 30 C and Table S25 show that for stack_conv in both tasks, sparse
paddings have significantly worse performances than dense paddings. For
task 1, post- significantly outperforms rnd-, strf- and zoom-padding (pre-
dicted F1-scores of 0.868 vs 0.801, 0.840 and 0.851, respectively). For task
2, post- also outperforms rnd- and zoom-padding (0.498 vs 0.400 and 0.460,
respectively).
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D. Is an ensemble of paddings beneficial?
We tested for the three architectures if data augmentation regarding pad-
ding (aug-padding) improved the performance when compared to post-padding
(representing the dense paddings) and strf-padding (representing the sparse
paddings). To quantify the changes, we used aug-padding as reference level
in padding type. Figure 30 D and Table S26 show that both post- and strf-
significantly outperform aug-padding both for task 1 and task 2.
For task 1, with the baseline architecture (stack_conv) aug-padding gets
the worst predicted F1-score (0.786), while it is 0.875 and 0.847 for post-
and strf- respectively. For the reference padding type (aug-), the stack_conv
architecture performs worse than only_denses (0.785 vs 0.895) but better
than 1_conv (0.785 vs 0.752). Interactions show that both strf- and post- have
a more positive effect on performance with respect to the baseline (aug-) for
1_conv (0.863 and 0.868 vs 0.752 from aug-) than for stack_conv (0.847 and
0.875 vs 0.786). On the contrary, changing from aug- to strf- and post- have
less performance improvement for only_denses (0.895 from aug- vs 0.926
and 0.896) than for stack_conv (0.786 vs 0.847 and 0.875), although even so
only_denses still outperforms stack_conv.
Regarding task 2, with the baseline architecture aug-padding also gets the
worst performance when compared to post- and strf-padding (0.421 vs 0.471
and 0.464). For baseline padding type, both 1_conv and only_denses signif-
icantly outperform stack_conv (0.453 and 0.449 vs 0.421). Interactions show
that 1_conv reacts the same way to changes of padding type than stack_conv.
But in the case of only_denses, changing from aug- to post-padding (0.449
vs 0.426) has less performance improvement than for stack_conv (0.421 vs
0.471), causing aug- to outperform post-.
E. Does the effect of padding type on performance depends on the enzyme
type?
We checked for all the types of architectures and for dense and sparse
paddings (represented by post- and strf-, respectively) the effect of enzyme
type on model performance (only for task 2). Results (Figure 30E and Table
S27) show that for both padding types, the performance for enzymes with
the first EC number digit 2 (0.619), 3 (0.555), 5 (0.598), 6 (0.532) and 7 (0.597)
is better than for digits 1 (0.457) and 4 (0.454). Interactions are not significant,
meaning this trend applies to all the architectures. This is consistent with the
results of the previous questions, where enzyme types 4, 1 and sometimes 6
are shown to decrease performance.
5.3 discussion
It is not the aim of this paper to study differences on performance be-
tween architectures. However, in general terms only_denses has shown to
achieve the best performance for task 1 while both convolutional architec-
tures work better for task 2 (see Tables 9, S22-S25 and S27, and Fig. 28-30).
Quantitatively, for the full additive model (eq. 10) in task 1, only_denses
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get a predicted F1-score of 0.916 vs 0.864 of stack_conv and 0.853 of 1_conv
for the baseline post-padding type. Using the same model for task 2, pre-
dicted F1-score of only_denses is 0.444 versus 0.454 of stack_conv and 0.464
of 1_conv. The reason why only_denses is the best architecture for task 1
could be that the task of classifying amino acid sequences between enzymes
and non-enzymes is more related to the presence/absence or count of cer-
tain amino acids than to their position within the sequence. In other words,
if we could consider them to be amino acid sets instead of sequences as it
happens in other fields (Vinyals et al., 2016). On the contrary, classifying
enzymes into their types is a more complex task that might imply amino
acid patterns and position information, thus a convolutional architecture is
a better choice.
Along the same lines, we have seen that task 1 has a better performance
than task 2 for all the architectures (Table 9 and Fig. 28). F1-score ranges
from 0.756± 0.041 to 0.930± 0.011 for task 1, while for task 2 it is comprised
between 0.448± 0.034 and 0.558± 0.021. Task 1 results are similar to those
obtained by DEEPre (Yu Li et al., 2018) for their equivalent Level 0 predic-
tion, but results obtained for task 2 are worse than their report for Level 1.
This was expected, since we use the same architecture for a simple binary
classification and for a multi-class classification problem. A more complex,
optimized model may improve the performance for the first digit prediction
problem, but this was out of the scope of this study. We chose the architec-
tures of both tasks to be as simple, comparable and interpretable as possible.
We have confirmed that padding type has an effect on model performance
(see Tables S22-S27 and 9, Fig. 30). In Fig. 29 and S67 we could see that
indeed, models reflect differences for each type of padding in their input
space.
In general, there are no differences between dense paddings (see Fig. 30
A and B and Tables S23-S24), neither for convolutional nor for only_denses
architectures. This applies for both task 1 and task 2, although for the latter
pre-padding underperforms the rest of dense paddings (predicted F1-score
0.457 from pre- vs 0.484 from post-). Therefore, dense paddings are inter-
changeable for fully feed-forward and dense architectures and we could stick
to the default option (post-padding).
There are differences between sparse paddings. For the baseline model
(only_denses) in both tasks (Figure 30 A and Table S23), strf_padding has
shown to outperform the rest of the paddings: for task 1, strf- has a predicted
F1-score of 0.926 vs 0.896 from post-; in task 2, strf- has an estimate of 0.472
while for post- it is 0.432; macro-average for the F1-score on test is 0.930 ±
0.011 for task 1 and 0.548 ± 0.034 for task 2 (Table 9) . This might be because
feed-forward neural networks are position-sensitive and moving a block of
zeros along the sequence (as in different types of dense padding) can alter
the way the networks process them. Strf- does not comprise a block of zeros,
but they are spread uniformly along the sequence. This distribution seems
to compensate this position sensitivity by aligning certain relative positions
of the protein where the model might be detecting abundance changes.
On the contrary, this improvement of performance caused by strf-padding
does not apply for stack_conv architecture (Figure 30 C and Table S25). In
this case, all sparse paddings perform worse than the baseline post-padding
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(except for strf- in task 2): for task 1, the predicted F1-score of post-padding
is 0.868 vs 0.840, 0.801 and 0.851 from strf-, rnd- and zoom- respectively; for
task 2, predicted F1-score is 0.498 for post- vs 0.400 and 0.459 for rnd- and
zoom-. Thus, convolutional models works better with dense paddings than
with sparse ones.
The differences in activations of the convolutional layers in Fig. 29 further
support the classification of paddings into dense and sparse and are in line
with the results that we have just reported. The activations for the dense
paddings showed to be very similar between them. This is expected due to
the translational invariance of the convolutional layers (Kauderer-Abrams,
2017): if zeros are kept together they should be processed in the same way
by the convolutional layers, no matter where they are located. In turn, the
activations of dense paddings are very different from the sparse ones (Figure
29). Sparse paddings have also a similar structure, where the activations are
condensed in only one centered group.
We have also tested if data augmentation regarding padding (i.e. artifi-
cially increasing the size of a dataset by representing one protein by different
possibilities of the padded one-hot encoded amino acid sequence) improved
model performance as in image deep learning models (Shorten and Taghi M.
Khoshgoftaar, 2019). Our results (Figure 30 D and Table S26 of the Support-
ing Information) have shown that aug-padding underperforms dense and
sparse paddings both for fully dense and convolutional architectures and
for both tasks: for stack_conv task 1 aug- achieves a predicted F1-score of
0.786 vs 0.875 and 0.847 from post- and strf-, respectively; for task 2, 0.421
from aug- vs 0.470 from post- 0.464 and from strf-. In Fig. 28 it also shows
to have the worst performance in both tasks for convolutional architectures.
Hence, an ensemble of mixed dense and sparse paddings does not improve
the performance of the models in this case. Augmented data using only
sparse paddings or only dense paddings might work better, because then
sequences would be in similar activation spaces.
We observed that models underperformed in enzyme types 1 (oxidore-
ductases) and 4 (lyases). This was noticeable by displaying the raw metrics
(Figures S62, S64 and S66) and further confirmed through the explanatory
models (Figure 30 and Table S27, the predicted F1-scores for enzymes 2, 3,
5, 6 and 7 are 0.619, 0.555, 0.598, 0.532 and 0.597, respectively, while it is
0.457 and 0.454 for 1 and 4). It does not seem to be related to the number
of samples (Figure S68 of the Supporting Information), to sequence length
(see Figure S69 of the Supporting Information) or to the distribution of the
activations (Figure 29). Therefore, we assume that this is caused because
these enzyme types are inherently more difficult to classify, as it happens in
H. B. Shen and K. C. Chou, 2007. EC number prediction can be challenging
in some cases due to divergent evolution (two enzymes with a completely
different EC may actually be very similar in sequence) (Furnham et al., 2012)
and parallel evolution of enzyme function (two completely unrelated en-
zymes catalyse the same reaction and thus, share EC number) (Holliday et
al., 2012).
In Fig. 29 there also seems to be two groups of enzymes according to
the distribution of the activations: 1, 5, 6 and 7 vs 2, 3 and 4. This could
be partly related to the sequence length: Figure S69 of the Supporting In-
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formation show that enzyme types 2, 3 and 4 are shorter than 1, 5, 6 and 7
(p = 9e−54 for Mann-Whitney-Wilcoxon test for independent samples, two-
sided); moreover, these differences are not so visible for zoom_padding, for
which models cannot count zeros. On the other hand, table S28 of the Sup-
porting Information reports negative coefficients for enzyme types 2, 3 and
4, and positive coefficients for enzymes 5, 6 and 7 (enzyme type 1 is the
reference) in the explanatory linear model for PC1, which further supports
this grouping.
The results of this study have been obtained for amino acid sequences. It
would be needed as a future work to investigate if this effect of padding on
model performance can be translated to other biological sequences that are
also one-hot encoded and padded, such as RNA (Pan and H.-B. Shen, 2018;
Shrikumar et al., 2017) and miRNA (Zheng et al., 2019) or DNA sequences
(Quang and Xie, 2016).
5.4 conclusion
The effect of padding amino acid sequences when they are one-hot en-
coded had not been comprehensively addressed in the literature yet. The
lack of this analysis has caused numerous studies to disregard this step, most
of the times taking the “default” option and in some cases, even omitting the
details around it. In this paper, we have shown that padding position has an
effect on model performance.
We have tested seven types of padding using three different deep learn-
ing architectures in a hierarchical enzyme classification problem. It is the
first study analysing the relevance of padding one-hot encoded amino acid
sequences and its impact on the performance of the studied task.
Our results show that padding the amino acid sequence has an effect on
the performance of models. Therefore, more attention should be given to
this often omitted step of data pre-processing when building deep learning
models for one-hot encoded proteins.
We propose and analyse novel ways of padding proteins when one-hot en-
coding them for machine learning models (strf-, zoom-, rnd-, mid-). Up until
our knowledge, these types have been neither mentioned in the literature nor
implemented and made publicly available. We provide the code for their ap-
plication (https://github.com/b2slab/padding_benchmark), since we have
shown that some of them could be more suited for their specific task or
architecture.
Our results on EC number classification show that there are no differences
between dense paddings. Thus, we can stick to the traditional post-padding,
which has proved to outperform the other padding types for convolutional
architectures. Regarding sparse paddings, our newly proposed strf-padding
has shown to be the best choice for fully feed-forward neural networks, out-
performing both dense paddings and the other types of sparse paddings.
Lastly, data augmentation regarding the padding (aug-padding) does not
improve performance. In contrast, it seems to add noise that causes perfor-
mance to decrease.












Table 10: Distribution of UniprotKB/Swiss-Prot database proteins for taxonomy
Archaea. Distribution is shown according to the enzyme type, which
is determined by the first digit of the EC number. Entries without EC
number are considered as non-enzymes.
This analysis has been applied to the specific task of EC number predic-
tion. Although we cannot extrapolate these results to other tasks or other
deep learning architectures, this is a starting point that highlights the need
to avoid neglecting the padding step when one-hot encoding amino acid
sequences, since we have shown that it has an effect on model performance.
5.5 material and methods
5.5.1 Material
Different types of padding were evaluated on the UniprotKB/Swiss-Prot
database (UniProt, 2017) (version 2019_05) protein entries for taxonomy Ar-
chaea. For computational reasons we established an upper threshold of 1,000
amino acids for sequence length, leaving 19,385 proteins for training the
models (more than 99% of the original entries). For the enzyme classifica-
tion task performed for the padding analysis, Enzyme Commission number
(EC number) annotation was used. EC number is a numeric classification
schema for enzymes related to the chemical reactions they catalyze. Each
EC number is constituted by 4 numbers separated by dots, being each one a
progessively more specific classification. We only used the first digit of the
EC number, which refers to the class of enzyme (1: oxidoreductases, 2: trans-
ferases, 3: hydrolases, 4: lyases, 5: isomerases, 6: ligases and 7: translocases)
and considered the entries without EC number annotation as non-enzymes.
214 entries with more than one EC number were expanded as additional
samples, having a total of 19,599 samples. Table 10 shows the enzyme type
distribution of the dataset and Fig. S68 of Supporting Information repre-
sents this distribution. Data was divided 70/15/15% in training, validation
and test sets. The training set was used to fit the model, the validation set
was used to evaluate the model fit in each epoch and tune hyperparameters
accordingly, and the test set was used to externally evaluate the final model
fit. To check the consistency of the results, this splitting was randomly per-
formed 10 times, so each model was trained and tested in each one of these
data partitions.
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5.5.2 Amino acids encoding and protein padding
Amino acids were represented by one-hot encoding. Seven different pad-
ding types were applied to those sequences shorter than 1000 amino acids
(see Fig. 31): (I) post-padding, adding zeros at the end of the sequences;
(II) pre-padding, adding zeros at the beginning of the sequence; (III) mid-
padding (middle), adding the zeros in the middle of the sequence; (IV) strf-
padding (stratified), distributing the zeros uniformly across the sequences;
(V) ext-padding (extreme), adding zeros at both ends of the sequence in a
balanced way (half of the padding pre- and half of the padding post-); (VI)
rnd-padding (random), adding zeros at random positions of the sequence;
(VII) zoom-padding, similar to stratified padding but instead of zeros, con-
tiguous amino acids are repeated; this is the only padding type that "modi-
fies" the sequence length. Additionally, (VIII) aug-padding (augmented) will
assess the use of data augmentation regarding padding: each sequence will
be represented by the seven different padding strategies.
We divided the types of padding in two groups: (1) dense paddings, those
strategies that keep the sequence to a great extent, i.e. post-padding, pre-
padding, ext-padding, mid-padding and (2) sparse paddings, which com-
prises those types of padding which repeatedly modify the structure of the
sequence by inserting elements in between: strf-padding, rnd-padding and
zoom-padding.
5.5.3 Classification task: hierarchical models
We tackled the enzyme classification task as a hierarchical problem with
a level-by-level prediction strategy, as in Yu Li et al., 2018 (see Fig. 32),
although we only approached the first two levels of the structure. This de-
cision was taken due to the data imbalance (see Fig. S68 on the Supporting
Information and Table 10) between non-enzymes and the less populated en-
zyme classes (e.g. class 7). We built two prediction models. Firstly, a binary
classification model that, given a sequence, predicts if it is an enzyme or not.
From now on, it will be referred as task 1. Secondly, a multilabel classifica-
tion model with seven outputs that, given a sequence classified as enzyme
by the first model, predicts the class of the enzyme (the first digit of the EC
number). This will be referred as task 2.
5.5.4 Models architecture
We analysed the padding effect on three DL architectures: 1. a model
with only feed-forward neural networks (it will be referred as only_denses),
2. a model with feed-forward neural networks and one 1D convolutional
layer (1_conv) and 3. a model with feed-forward neural networks and five
1D convolutional layers stacked in parallel (stack_conv). The schematic rep-
resentation of the four models can be found in Fig. S70 and S71. CNNs
from the second and third model are aimed to detect meaningful patterns
in the amino acid sequence. In all cases, dropout is used to prevent over-
fitting (N. Srivastava et al., 2014). The only_denses model was considered as
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baseline or reference model, to have the simplest reasonable deep learning
model to which we could compare against (Skiena, 2017) ; the 1_conv model
was chosen to study the effect of adding a convolution to the model and
stack_conv was taken to check the effect on a convolutional architecture of
relative complexity (Jurtz et al., 2017; Lopez-Del Rio et al., 2019). Further
details of the models and the corresponding hyperparameters can be found
in the Supporting Information file.
We tried to fit a bi-LSTM model to also test the effect of padding on this
architecture. However, this model was too complex to converge within the
range of parameters of the other three architectures (number of epochs, op-
timizer, learning rate). As stated by Li et al, 2018 (S. Li et al., 2018), LSTMs
have convergence issues when training long sequences (length > 1000). Be-
cause of this, we considered that the results of the bi-LSTM were not com-
parable to those from the other architectures and thus, decided to remove it
from the analysis.
5.5.5 Implementation
Models were trained with an Adam optimizer (Diederik P Kingma and Ba,
2014) for 200 epochs, with a batch size of 54 (learning rate = 1E-4, β1 = 0.9,
β2 = 0.999). Models were implemented in Python (Keras (Chollet et al.,
2015) 2.2.4 using as backend TensorFlow (Martín Abadi et al., 2015) 1.8.0)
and run on the GPU NVIDIA TITAN Xp and NVIDIA GeForce GTX 1070.
5.5.6 Performance metrics
The final model is that of weights corresponding to the epoch with the
maximum validation accuracy in each case. Accuracy is the proportion of
correct predictions. We tested each selected model on the corresponding test
set of that data partition. For evaluating and comparing the performance of
the different padding types, accuracy, F1-score for each label and macro F1-
score on the test set were used. F1-score is the harmonic mean of precision
(proportion of positive class predictions that actually belong to the positive
class) and recall (proportion of correct positive class predictions out of all
positive examples in the dataset). The macro F1-score is computed by cal-
culating F1-score for each label and getting their unweighted mean, hence
being insensitive to class imbalance. AUC was also computed for task 1
since it is a binary classification problem. AUC represents the probability
that the classifier will rank a randomly chosen positive sample higher than a
randomly chosen negative sample. Further details on the definition of these
metrics can be found in the Supporting Information file. AUC was com-
puted from raw predicted probabilities, while F1-score and accuracy were
calculated from the binarized predictions at threshold 0.5. To statistically
compare these metrics between architectures and types of padding, non-
parametric two-sided Wilcoxon tests for paired samples were carried out
(Wilcoxon, 1945).
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5.5.7 Effect on input space
To analyse the effect of the padding type in the input space, we stud-
ied the distribution of the activations of the 1D Convolutional layer for the
1_conv model. This layer has sixty-four filters of size 5 (see Fig. S64 of the
Supporting Information).
We randomly selected seven proteins of each type (for task 1) and two pro-
teins of each type (for task 2) from the test set. For the two tasks separately,
for each type of padding (except aug_padding) and each fold, we used the
final model to predict on those proteins. We extracted the activations of the
1D convolutional layer for each prediction and separated each one of the
sixty-four filters as a different sample. This resulted in a matrix of dimen-
sions 64× 1000 representing the activations for each prediction. Stacking the
activation data of all the predictions (10 folds ×7 types of padding ×14 en-
zymatic sequences = 980 activations matrices of size 64× 1000) separatedly
for each task, we performed a PCA to study and compare the distribution
of these activations.
5.5.8 Explanatory models
The performance metrics were further described through linear models
built upon different variables that could affect to the model behaviour. These
explanatory models have already been used for similar purposes (Lopez-Del
Rio et al., 2019; Picart-Armada et al., 2019) and provide a way of statistically
quantifying and comparing the relevance of the considered variables on the
models performance.
Differences in performance between the different types of padding for
both tasks were explained and tested in terms of the following linear model:
F1 ∼ architecture + enzyme_type + type_padding (10)
This full additive model was used as a snapshot of the general contribu-
tion of each factor to the F1-score. Reference category for enzyme type was
0 (non-enzyme) for task 1 and enzyme type 1 for task 2, only_denses for
architecture and post_padding for padding type. However, to answer more
specific questions about the effect of padding on the different architectures
and enzyme types, we built more precise, appropriate models in each case
(Equations 12, 11 and 13). Some of them included an interaction term (repre-
sented by var1 : var2) to check if the effect of var1 on the F1-score depends
on the value of var2. For example, adding type_padding : architecture
would let us identify those cases where the effect of changing the type of
padding is different between architectures. Reference category for enzyme
type was still 0 for task 1 and enzyme type 1 for task 2, but for architecture
and padding type it varies in each case. Table 11 summarizes the questions
addressed through the explanatory models, their equations and the refer-
ence levels in each case. We considered only_denses as reference in Ques-
tion A because it is the baseline model and we aimed to check if in this case,
different paddings affect differently to model performance. In questions B-E,
stack_conv is chosen as reference architecture since it is the more complex
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Questions on the effect of padding addressed through the explanatory
models.
Question Equation Architecture Padding type
A Does padding position affect
performance?
Eq. 11 only_denses
post-, pre-, mid-, ext-,
strf-, rnd-, zoom-, aug-
B What is the effect of switching
between dense paddings?
Eq. 11 stack_conv post-, pre-, mid-, ext-
C What is the effect of changing
from the standard dense pad-
ding to sparse padding?
Eq. 11 stack_conv post-, strf-, rnd-, zoom-







E Does the effect of padding type







Table 11: The explanatory model for each question is specified by the column Equa-
tion. The Architecture column and the Padding type column show the ar-
chitectures and padding types included in each comparison, respectively.
All the enzyme types are included for each question. Reference categories
are indicated in bold.
and thus, the closest to the state of the art. Question E was only applied to
task 2 results because its aim is to check the effect of enzyme types.
F1 ∼ enzyme_type + type_padding (11)
F1 ∼ architecture + enzyme_type + type_padding+
+type_padding : architecture
(12)
F1 ∼ architecture + enzyme_type + type_padding+
type_padding : enzyme_type
(13)
Linear models were built in the R statistical programming language (R
Core Team, 2015). P-values were adjusted for multiple testing by the False
Discovery Rate (FDR) by Benjamini-Hochberg (Benjamini and Hochberg,
1995).
data availability
The UniprotKB/Swiss-Prot database (version 2019_05) protein entries anal-
ysed during the current study can be accessed and downloaded through
the following link: http://ftp.ebi.ac.uk/pub/databases/uniprot/previo
us_releases/release-2019_05/knowledgebase/uniprot_sprot-only2019_0
5.tar.gz . Since this data needs further filtering to get only taxonomy Ar-
chaea, we have also uploaded data analysed in this article to the following
repository: doi.org/10.6084/m9.figshare.11985750.
The code is publicly available at https://github.com/b2slab/padding_b
enchmark.
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Task 1 Task 2
A. Does padding position affect performance?
B. What is the effect of switching between dense paddings?
C. What is the effect of changing from the standard dense padding 
     to sparse padding?
D. Is an ensemble of paddings beneficial?
E. Does the effect of padding type on performance depends on the 
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Figure 30: Linear models on F1-score for both tasks 1 and 2 focusing on five spe-
cific questions. The "No interaction" facet represent estimates of addi-
tive terms of the model, while the other facet represent the interaction
between two factors. Models regarding questions A, B and C have no
interaction terms and thus, they only have the "No interaction" facet.
Only coloured tiles correspond to model coefficients; the white ones are
outside the model specification. The colour of each category of a term
represents the value of the estimate: red tiles correspond to positive es-
timates, specified with a "+", blue tiles correspond to negative estimates,
specified by "-" and grey tiles are close to zero. Framed categories are
those that have a significant effect on each question (adjusted p-value <
0.05). An example on how to interpret this figure: in Model B task 2,
switching from post_padding (reference) to pre_padding in stack_conv
(reference) implies a decrease in performance.
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Figure 31: Different types of padding analysed in this study. Each color bin rep-
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Figure 32: Hierarchical enzyme classification with two levels. Task 1 classifies
enzyme/non-enzyme and if enzyme, task 2 classifies by the first digit of
the EC number.
6 DATA I M B A L A N C E
balancing data on deep learning-based
proteochemometric activity classification
In silico analysis of biological activity data has become an essential tech-
nique in pharmaceutical development. Specifically, the so-called proteochemo-
metric models aim to share information between targets in machine learning
ligand-target activity prediction models. However, bioactivity datasets used
in proteochemometrics modeling are usually imbalanced, which could po-
tentially affect the performance of the models. In this work, we explored
the effect of different balancing strategies in deep learning proteochemo-
metric target-compound activity classification models while controlling for
the compound series bias through clustering. These strategies were: (1) no
resampling, (2) resampling after clustering, (3) resampling before clustering and
(4) semi resampling. These schemas were evaluated in kinases, GPCRs, nu-
clear receptors and proteases from BindingDB. We observed that the pre-
dicted proportion of positives was driven by the actual data balance in the
test set. Additionally, it was confirmed that data balance had an impact
on the performance estimates of the proteochemometrics model. We rec-
ommend a combination of data augmentation and clustering in the train-
ing set (semi resampling) in order to mitigate the data imbalance effect in a
realistic scenario. The code of this analysis is publicly available at https:
//github.com/b2slab/imbalance_pcm_benchmark.
6.1 introduction
The discovery, design and bring-to-market of a novel small-molecule drug
is a very challenging process, and very expensive in terms of money, time
and effort (DiMasi et al., 2016). Computer-Assisted Drug Design (CADD)
methods can help to improve and refine the identification of hits in the first
steps of drug development, thus having a huge positive impact on the costs
of the whole process(Qiu et al., 2017). Traditionally, interactions between
ligands and targets have been predicted in CADD through a Quantitative
Structure-Activity Relationship (QSAR) approach (Hansch and Fujita, 1964).
In QSAR, a target is fixed and only information from compounds is used for
modeling and predicting binding for said target. However, the compartmen-
talized nature of QSAR does not allow for discovering new cross-interactions
This chapter is a postprint of the following journal article: Angela Lopez-del Rio, Sergio-
Picart Armada and Alexandre Perera-Lluna. “Balancing Data on Deep Learning-based Pro-




between ligand and targets for which no training data is available (Qiu et
al., 2017). Proteochemometrics modeling (PCM) is an extension of QSAR
which overcomes this drawback by combining information of both ligand
and protein descriptors on a supervised prediction model. PCM allows for
the integration of different sources of data in one model and for the general
prediction of which ligands will bind to which targets (Bongers et al., 2020).
Both PCM and QSAR usally apply machine learning (ML) techniques such
as random forests, support vector machine, logistic regression or partial least
squares (Bongers et al., 2020; Qiu et al., 2017). Following the trends in other
fields and the growing availability of data, deep learning (DL) has also been
increasingly and succesfully applied on bioactivity prediction (H. Chen et al.,
2018), specially on QSAR modeling (Ghasemi et al., 2018). The application
of DL to PCM followed, taking advantage of public databases (Lenselink et
al., 2017; Lopez-Del Rio et al., 2019; Zakharov et al., 2019) and improving
the descriptor representation (Jaeger et al., 2018; Jimenez et al., 2018).
However, an important issue for PCM and QSAR DL models is the amount
and quality of data when compared to other fields of application, since in-
creasing the number of data samples in drug discovery is expensive and thus,
often infeasible (X. Yang et al., 2019). This poses a problem, since neural net-
works require a large quantity of training data in order to actually learn.
While in other fields this problem is alleviated through data augmentation,
i.e. an artificial increase of the number of observations of the training set
to help the model generalize, this regularization technique is not yet com-
monly used in CADD. Some studies have considered different variants of
the SMILES of each molecule as a way of data augmentation (Bjerrum, 2017;
Kimber et al., 2018), but despite its proven benefits, its use is not widespread
yet. This is partly due to the lack of consensus in the input representations,
where alternatives to SMILES are often used.
Another factor highly affecting QSAR and PCM models is data imbalance,
since the class definitions based on bioactivity data can result in highly
skewed labels. In this regard, Zakharov et al (Zakharov et al., 2014) ex-
plored how data balancing affected self-consistent regression QSAR models
using highly imbalanced PubChem bioassays. The study proposed a method
including cost-sensitive learning and under-sampling approaches to obtain
more accurate predictions. Using the same data, Korkmaz explored how
data balancing affected DL-based QSAR models (Korkmaz, 2020). The study
concluded that imbalance has indeed a negative impact on the performance
of the models, but that this impact could be alleviated by applying oversam-
pling methods like SMOTE (Synthetic Minority Oversampling Technique)
(Chawla et al., 2002) on the fingeprint representations of the molecules. Be-
sides, oversampling methods could also serve the purpose of augmenting
the original dataset.
While the effect of data imbalance on model performance has been stud-
ied for shallow ML and DL QSAR, up to our knowledge, there are not analo-
gous studies yet for PCM. In PCM, modeling information between targets is
shared, which may compensate those for which activity data is very imbal-
anced. However, it is still to be proved if this compensation does happen or
if the results are actually dominated by the original imbalance of each target.
6.2 materials and methods 91
Recently it has been shown that for the validation of PCM models, it is
important to control the chemical series bias through clustering techniques
in order to get more reliable performance estimates (Lopez-Del Rio et al.,
2019; Mayr et al., 2018). This adds a complexity layer to the imbalance han-
dling, since clustering can affect the data balance in PCM. Since Korkmaz
and Zakharov et al did not consider the potential similarity between differ-
ent compounds when validating their results (Korkmaz, 2020; Zakharov et
al., 2014), its impact on data balancing is yet to be tested.
In this paper, we study the effect of different balancing strategies in DL-
based PCM target-compound activity classification models. While handling
data imbalance, we also study how to integrate the compounds clustering
in this process. We describe the behavior of model predictions and perfor-
mance according to imbalance handling.
6.2 materials and methods
6.2.1 Data
We evaluated the different balancing models on the benchmark dataset
used in DeepAffinity (Karimi et al., 2019). The original dataset contains
binding data from BindingDB (Gilson et al., 2016), merged with the amino
acid sequence information from UniRef (Suzek et al., 2014) and the SMILES
representation of compounds from STITCH (Kuhn et al., 2007). The original
dataset consisted of IC50, Ki or Kd values from 829,033 compound-protein
pairs. We classified the dataset proteins into the main protein families ac-
cording to the release 2018_09 from Uniprot (Consortium, 2018) and focused
our study on proteins of the kinase family. Our results were further val-
idated on the G protein-coupled receptors (GPCR), nuclear receptors (NR)
and proteases (PR) families (separately). Binding activities were in logarithm
form, so a threshold of 6 was applied in order to have binary labels for clas-
sification (active/inactive). Table 12 summarizes the final dataset we used in
our analysis. The same descriptive table, but for GPCR, NR and PR families,







Table 12: Summary of the kinases subdataset.
In Figures S72 and S73 from the Supporting Information, the proportion
of actives/inactives for each protein of each of the studied protein families
is represented in more detail.
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6.2.2 Descriptors
We represented compounds by their molecular fingerprints, in which struc-
tural information is represented by bits in a bit string. We used the finger-
prints from PubChem (Kim et al., 2019) provided in DeepAffinity (Karimi
et al., 2019). In these, basic substructures of compounds are encoded in a 1D
binary vector with a length of 881 bits.
We represented proteins by raw amino acid sequences transformed to one-
hot encoding. Each amino acid was represented by a binary vector of length
26. Protein sequences were then normalized to the maximum length of 1499.
Those sequences shorter than 1499 were zero-padded. According to the rec-
ommendation of our previous work (Lopez-Del Rio et al., 2020), we tuned
the padding type and obtained the best results with pre-padding (adding
zeros to the beginning of the sequence).
6.2.3 Validation strategy
A splitting strategy based on compound clustering (both of actives and
inactives) was applied to the bioactivity data, omitting target information.
Clustering-based validation strategies have been used to avoid the com-
pound series bias, making sure that there are no similar molecules both in
training, validation and test sets (Mayr et al., 2018; Ramsundar et al., 2017;
Rodriguez-Perez and Bajorath, 2019). We followed the implementation of
our previous study on cross-validation strategies in PCM (Lopez-Del Rio et
al., 2019), where K-means clustering with k = 100 was applied to the finger-
print description of the compounds. Data was divided in training, validation
(for selecting the best epoch) and test (for evaluating the performance) sets
with a proportion of 80/10/10%. This splitting was randomly performed 10
times (folds) in order to test the consistency of the results, thus training and
testing each model in 10 different data partitions. As further explained in
the next subsection, for some balancing strategies the clustering was applied
before the resampling and for others it was applied afterwards.
6.2.4 Balancing strategies
We chose an oversampling method to balance data since oversampling
was shown to improve performance in the Korkmaz study of data imbal-
ance in DL-based QSAR (Korkmaz, 2020) and in a systematic study of data
imbalance with CNNs (Buda et al., 2018). Oversampling methods increase
the number of samples in the minority class to create a balanced data set.
Specifically, we used the SMOTE oversampling technique (Chawla et al.,
2002), which creates synthetic data points of the minority class similar to
those available. Resampling with SMOTE was done in a per protein basis,
so that each protein would be balanced. Some proteins had to be discarded
in certain strategies, since there were either only active or inactive ligands, or
the number of samples in the minority class was smaller than the number of
neighbors used for constructing the synthetic samples (k = 5) and SMOTE
was not applicable.























































Figure 33: Description of the four balancing strategies that were applied to the
bioactivity data. Resampling before clustering, where resampling per
protein is applied prior to clustering and splitting; resampling after clus-
tering, where data is first clustered and split and then each protein activ-
ity data in each set is resampled; semi resampling, in which the splitting
is performed and then the test set is kept without resampling but the
training+validation set is resampled and clustered; and no resampling,
in which the imbalance of the original data is kept and clustering is ap-
plied prior to splitting. Dashed lines indicate clusters and solid lines
delineate the final splits; in the latter, training, validation and test sets
can be recognised by their shade intensity. Filled shapes illustrate the ac-
tive ratios for each of the three example proteins, in every set or cluster.
Unlike Korkmaz, that applied data balancing methods to each training set
(Korkmaz, 2020), we tested four different combinations of balancing, data
clustering and splitting (see Figure 33): no resampling, in which bioactivity
data for each protein was taken as it was, and clustering was applied in
order to perform the splitting; resampling after clustering, in which after
clustering data and splitting it into training, validation and test, each protein
activity data in each set was resampled and attained a 50% actives/inactives
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proportion; resampling before clustering, in which, opposite to the previous
strategy, resampling was applied prior to clustering and splitting, so while
the global protein-wise proportion of actives/inactives was 50%, it did not
have to be 50% within each splitting set; and semi resampling, in which
the splitting performed in the no resampling strategy was reused, the test set
was kept without resampling but the training+validation set was resampled,
re-clustered and re-split into train and validation.
The overall amount of resampling rounds, by strategy, was: 0 in no resam-
pling, 30 in resampling after clustering (in each fold, one resampling in the
training set, one in the validation set and one in the test set), 1 in resampling
before clustering (from which the 10 folds were calculated), and 10 in semi
resampling (in each fold, one resampling in the training and validation sets
combined). In turn, each resampling round consisted of oversampling each
one of the available proteins in the corresponding set. The total number
of active and inactive protein-compound pairs in each strategy, splitting set
and protein family can be seen in Table S30 of the Supporting Information.
6.2.5 Prediction models
We built a DL model for studying the impact of different data balancing
strategies in state-of-the-art PCM. Besides, a random prediction was gener-
ated to have an absolute, input-naïve baseline. Having predictions from a
random baseline served two purposes: characterising how well random pre-
dictions scored in each performance metric in a scenario with varying data
imbalance, and putting the performance of DL models in context.
Random baseline
A random baseline was computed according to the actives/inactives ratio
of the training set for each strategy and each fold. Let f be the fraction of
actives in the training samples involving a protein, and n the number of
samples to be predicted in the test set for that protein. The random baseline
is obtained by first sampling bfn+ 0.5c values from a uniform distribution
in [0.5, 1] (actives) and n − bfn + 0.5c values from a uniform distribution
in [0, 0.5] (inactives), then concatenating both and shuffling. This procedure
keeps the active/inactive balance by design while producing random activity
predictions.
Deep learning model
We studied the impact of data balancing strategies on a DL model. We fol-
lowed the Korkmaz strategy of selecting a simple, well-established architec-
ture whose complexity issues would not be a confounder of the factor under
study (Korkmaz, 2020). We refrained from using Long Short-Term Memory
networks since they have convergence issues when training sequences longer
than 1000 elements (S. Li et al., 2018). Model hyperparameters were tuned
using the validation set, choosing the simplest working architecture. As in
our previous work (Lopez-Del Rio et al., 2019), the DL PCM model consisted
of two analysis blocks. The amino acid sequence analysis block was a 1D
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convolutional neural network. The fingerprints analysis block consisted of a
feed-forward neural network. Dropout was used in both branches to prevent
overfitting (N. Srivastava et al., 2014). The representations built by the com-
pound and target analysis blocks were then merged and the information was
passed through a softmax activation unit, which quantified the ligand-target
pair activity probability. A schematic representation of the DL-based PCM
model can be found in Figure S74 of the Supporting Information, along with
further details on the optimised hyperparameters. In the training process,
the weights of the selected model were those from the epoch with the maxi-
mum accuracy (proportion of correct predictions) on the validation set. This
process was run for each strategy and fold. Then, each selected model was
used to predict on their corresponding test set.
6.2.6 Characterization of data balance
The data balancing strategy had an impact on the actual data balance,
defined as the proportion of active molecules for a protein.
Data balance (protein) = Proportion of actives (protein) = n_active_compoundsn_total_compounds
Thus, a comprehensive analysis of data balance was carried to better un-
derstand and interpret performance results. For each of the balancing strate-
gies, the original distribution of active ratios per protein was characterized.
We also compared the original imbalance of the training and test sets for
each strategy to explore possible trends, and studied the effect that other co-
variates (the protein length and the number of interactions of each protein in
its corresponding set and fold) might have on the original test set imbalance.
The next key question was to narrow down the factor driving the propor-
tion of actives in the predicted data (as opposed to the original data). The
main options under consideration were: (1) a constant, global imbalance that
the model would learn from the whole dataset; (2) the protein-wise imbal-
ance that the model would learn in the training set and (3) a test set-driven
imbalance, based on its actual imbalance. To answer this, the test set predic-
tions were binarized with a probability threshold of 0.5 and the proportion
of predicted actives was computed by protein and also compared to the ra-
tios of the original test and training sets.
6.2.7 Performance metrics
The resampling strategies were assessed with various performance met-
rics for binary classifiers and prioritisers. The selection was based on those
used by Korkmaz (Korkmaz, 2020): balanced accuracy, F1-score, Matthews
correlation coefficient (MCC) and area under the ROC curve (AUROC). All
of them are insensitive to class imbalance. In the case of F1-score, we used
the macro-average, which is computed by averaging the F1-score for the ac-
tive and inactive labels. Further details on the definition of these metrics can
be found in the Supporting Information.
The performance metrics were computed on the predictions of each se-
lected model in its corresponding test set. For each combination of resam-
pling strategy, fold and protein, we computed the performance of (1) the
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random baseline, and (2) the DL model. AUROC was computed from raw
predicted probabilities, while F1-score, balanced accuracy and MCC were
derived from the binarized predictions. We tested the significance of the dif-
ferences between strategies by means of nonparametric two-sided Wilcoxon
test for paired samples (Wilcoxon, 1945).
6.2.8 Explanatory models
Performance metrics and predicted ratios were further described through
linear models built upon the different combination of variables considered
in this analysis. Our prior work in similar scopes had found them insightful,
since they allow for a statistical analysis of the contribution of each factor un-
der study (Lopez-Del Rio et al., 2020, 2019; Picart-Armada et al., 2019). Each
of the data points used for fitting a explanatory linear model corresponded
to a different protein. Simpler claims were investigated with Pearson’s r for
linear correlation, using confidence intervals (CI) and p-values for signifi-
cance.
On the one hand, the predicted ratio of actives (rpred) was modelled
through the quasibinomial logistic model (Hardin et al., 2007) in equation
14, stratified by strategy, in order to quantify the effect of different variables
of interest.
rpred ∼ rtraining + rtest + log10(nint) + log10(nseq) + kfold (14)
Specifically, the main variables of interest in this model were the actual
ratios in the training (rtraining) and in the test (rtest) sets, both numeric
between 0 and 1. As additional covariates, the number of interactions (nint)
and the sequence length (nseq) (both numerical) and the fold number (kfold,
categorical) were also included. This model was not computed for the resam-
pling after clustering strategy, since the data balance (and thus, the predicted
active ratio) is enforced.
On the other hand, each performance metric was explained through the
linear model described by the Equation 15.
metric ∼ strategy+ log10(nint) + log10(nseq) + kfold (15)
The response was the quantitative metric of interest in each case (one
model per metric), while strategy was categorical (no resampling, resampling
after clustering, resampling before clustering, semi resampling). The same covari-
ates as in Equation 14 were added.
However, before evaluating the DL model, the performance metrics of
the baseline were characterised: the strategy variable was tested with a
type 3 analysis of variance (ANOVA) (Fisher, 1992) in order to pinpoint the
imbalance-sensitive and insensitive metrics. Metrics were called imbalance-
sensitive if the imbalance-aware random baseline exhibited different perfor-
mances between resampling strategies.
The imbalance insensitive metric models were fitted analogously to the
baseline performance models (with Equation 15). However, to address the
pitfalls of the direct comparison of metrics whose baselines might differ,
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imbalance sensitive performance metrics were defined and modelled as fol-
lows:
adj_metric = metric− baseline (16)
And thus, adjusted performance metrics were also described with the
Equation 15 but changing the response to adj_metric of Equation 16:
adj_metric ∼ strategy+ log10(nint) + log10(nseq) + kfold (17)
Note that while all the metrics but MCC were non-negative, the adjusted
metrics could show negative values when the performance of the DL model
was lower than that of the baseline.
Reference categories for categorical variables were no resampling for strat-
egy and 0 for fold. Each term of the fitted model represents the difference
between its specified category and the reference category of that variable.
6.2.9 Implementation
We trained every model with an Adam optimizer (Diederik P Kingma and
Ba, 2014) (learning rate= 5× 10−4, β1 = 0.1, β2 = 0.001, ε = 1× 10−8 and
decay rate defined as the learning rate/number of epochs) for 100 epochs,
with a batch size of 128 both for training and validation. Models were im-
plemented in Python 3.6.9 (Keras (Chollet et al., 2015) 2.3.1 using Tensor-
flow (Martín Abadi et al., 2015) 2.1.0 as backend) and run on two NVIDIA
GeForce GTX 1070 GPUs. SMOTE data balancing was applied using the
imbalanced-learn Python package (Lemaître et al., 2017). The statistical pro-
cessing of results was performed in R software (3.6.3) (R Core Team, 2015).
6.3 results
Unless stated otherwise, the results showed in this section refer to the
kinases protein family.
6.3.1 Characterization of the original data balance
Distribution of the actives ratio
Figure 34 displays the original distribution of the actives ratio in the train-
ing and test sets. Test sets tended to magnify data imbalance, creating
around 24% of the times extreme cases, i.e. all actives or all inactives, not
present in the training set. Strategy-wise, no resampling kept similar data dis-
tributions in training and test; resampling before clustering and semi resampling
led to a more balanced training set, but an imbalanced test set, and resam-






































Figure 34: Histograms of the active ratios in the training set, and in the test set
(both original and predicted by the deep learning model), within each
resampling strategy. Each histogram combines all the folds.
Training and test imbalance comparison
Figure 35 revealed both positive, negative and null trends between the
training and test protein balances, and Table S32 of the Supporting Infor-
mation quantifies these correlations. No resampling showed a positive cor-
relation between both (Pearson’s r 95% CI: [0.338, 0.400], p < 10−16), i.e.
proteins were prone to keep their (im)balance in training and test sets. Re-
sampling before clustering showed an inverse relationship (Pearson’s r 95% CI:
[−0.457,−0.398], p < 10−16), which was expected since this strategy started
from globally balanced proteins and after the clustering, an imbalance in
one direction in the training set entailed an inverse imbalance in the test set.
Semi resampling led to uncorrelated train and test balances (Pearson’s r 95%
CI: [−0.024, 0.051], p = 0.48), expected since the training set was resampled,
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breaking any correlation with the test set balance. Resampling after clustering
always kept balanced proteins, by design.
no_resampling resampling_before_clustering semi_resampling resampling_after_clustering




















Figure 35: Comparison of the training and test original active ratios, by resampling
strategy. Linear fit trends were added by strategy, and the shadowed
areas indicated the 95% CI of the expected value. Each plot combines all
the folds.
Other covariates
The effect that the number of interactions for each protein in its corre-
sponding set and fold, and the protein length (i.e. number of amino acids)
had on the test set imbalance was investigated (Figures S76-S77 and Tables
S33-S34 of the Supporting Information). Proteins with greatest imbalance
tended to be among those with the least interactions (Table S33: Pearson’s r
95% CI [−0.097,−0.026], p = 8.01 · 10−4 for no resampling and semi resampling;
[−0.307,−0.240], p < 10−16 for resampling before clustering). The sequence
length had no consistent effect on the protein imbalance (Table S34: Pear-
son’s r 95% CI [−0.052, 0.020], p = 0.37 for no resampling and semi resampling;
[−0.082,−0.009], p = 0.014 for resampling before clustering).
6.3.2 Analysis of the predicted proportions of active compounds
Figure 34 represents the ratio of predicted actives by protein and Table S35
of the Supporting Information summarizes the percentage of proteins with
all actives or inactives (extreme cases). They show that no resampling strategy
was inclined to predict everything as positives (71.6% of the time, compared
to 3.5% for predicting all negatives). Resampling before clustering and semi re-
sampling alleviated the imbalance in the predictions, but still retained a spike
of proteins where all the compounds were predicted as positives (23.4% and
29.1%) and negatives (5.5% and 4%). Resampling after clustering kept a wide
and symmetric distribution of predicted actives, with only 1.2% predicted as
all actives and 0% as all inactives.
Figure 34 also puts the ratio of predicted actives in context with the orig-
inal training and test ratios: the distribution was more similar to that of
the test proportions than to that of the training ones (except resampling after
clustering, since those proportions were constant).
Figure 36 puts the predicted ratios in context of the training ratios and
Table S36 of the Supporting Information quantifies their correlations, elu-
cidating a variety of trends: (1) no resampling shows a positive trend be-
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Figure 36: Predicted ratios, as a function of training ratios, by resampling strategy.
Linear fit trends were added by strategy, and the shadowed areas in-
dicated the 95% CI of the expected value. Each plot combines all the
folds.
tween the training and the predicted ratio (Pearson’s r 95% CI: [0.440, 0.496],
p < 10−16), but since the training and the test ratio are also positively cor-
related (Figure 35), the latter could be the one driving the predicted ratio of
positives; (2) resampling after clustering had a constant training ratio, meaning
that the predicted ratio was not explainable by differences in training ratios;
(3) resampling before clustering showed instead a negative relation between
the training and the predicted ratio (Pearson’s r 95% CI: [−0.130,−0.058],
p = 3.77 · 10−7), but since the former and the test ratio also anticorrelated
(Figure 35), the simplest explanation was that the test ratio drove the pre-
dicted test ratio; (4) semi resampling showed no apparent correlation between
the predicted ratio and the training ratio (Pearson’s r 95% CI: [−0.029, 0.045],
p = 0.68).
The models in Equation 14 that describe the predicted ratio of actives for
each balancing strategy are summarized in Tables S37-S38 of the Supporting
Information. For semi resampling and resampling before clustering (Table S37),
the original actives ratio in the test set had a positive, significant effect on
the predicted actives ratio (β = 0.945 and 0.784, both p < 10−16). However,
the original actives ratio of the training set showed no evidence of affecting
the predicted ratio (β = 0.197 and −0.446, p = 0.73 and 0.31). Conversely,
for the no resampling strategy (Table S38), both the original training (β =
8.312, p < 10−16) and test ratios (β = 1.102, p = 2.6 · 10−9) had positive,
significant effects on the predicted actives ratio. In the three models, the
number of interactions per protein had a significant, negative effect (β =
−0.391, −0.396 and −1.24, all p < 10−16), and some of the folds entailed
significant variations of the predicted ratio.
6.3.3 Performance metrics
Baseline performance
Figure 37 shows a fold-averaged picture of the metrics by protein and by
model type (DL or input-naïve baseline). Visual inspection suggested that
the F1-score, accuracy, and possibly balanced accuracy were affected by the
baseline data imbalance. To quantify this finding, the model in Equation 15






















































































































































Figure 37: Absolute performance metrics for balancing strategies and their corre-
sponding imbalance-aware random baselines. Data points correspond
to proteins, averaged over folds.
Supporting Information, the strategy term was significant (type 3 ANOVA,
p < 10−16, p < 10−16 and 5.61 · 10−11) for those three metrics, and non-
significant in AUROC and MCC (p = 0.91 and 0.82). Based on this, metrics
were divided in two types: (1) imbalance-sensitive, if the baseline was dif-
ferent between strategies, and (2) imbalance-insensitive, if the baseline was
constant.
Deep learning model
Figure 37 displays an overview of fold-averaged performances, where
strategies are paired with their baselines. Undefined metrics in edge cases
were excluded. This mainly affected AUROC, where the number of proteins
with metrics dropped around 25% for semi resampling, resampling before clus-
tering and no resampling (Table S41 of the Supporting Information). Figure 37
brought the dilemma of direct strategy comparison with imbalance-sensitive
metrics, which was especially apparent for the F1-score and its high baseline
in no resampling (quartiles: Q1 = 0.428, median of 0.611, Q3 = 0.756, Table
S39 of the Supporting Information).
absolute, baseline-naïve performance Absolute metric models (not
accounting for baselines) were fitted following Equation 15, analogously
to the baseline performance models. The strategy term would always ex-



























































































































































Figure 38: Baseline-adjusted performance metrics for balancing strategies. Data
points correspond to proteins, averaged over folds. Values are positive
when the DL model performs better than its paired imbalance-aware
baseline, and negative otherwise.
p < 10−16, see Table S42 in the Supporting Information). The models
showed different behaviour in imbalance-sensitive and insensitive metrics
(Table S43 of the Supporting Information). Pairwise comparisons of the
strategy term coefficients using Tukey’s method would point to two appar-
ently conflicting scenarios (Figure S81 of the Supporting Information), fur-
ther confirmed when prioritizing the strategies according to their expected
performance through the linear models (Figure 39 and Table S44 of the Sup-
porting Information): (a) no resampling was suggested the best strategy by
accuracy and F1-score (95% CI of expected performances: [0.701, 0.723] and
[0.754, 0.779]), but this was confounded by the fact that it also held the high-
est baselines, and (b) resampling before clustering and resampling after clustering
kept the highest performance estimates in AUROC (95% CI [0.699, 0.724] and
[0.670, 0.708]), MCC (95% CI [0.244, 0.268] and [0.296, 0.337]) and balanced ac-
curacy (95% CI [0.619, 0.640] and [0.634, 0.670]).
baseline-adjusted performance A descriptive plot of the adjusted
metrics (Figure 38) pointed to a different scenario than that of the absolute
ones (Figure 37).
Again, the strategy term was always significant (type 3 ANOVA, p-values
ranged between 2.78 · 10−9 and p < 10−16, Table S45 of the Supporting Infor-
mation). Baseline adjustment brought a unified behaviour across the models
(Table S46 of the Supporting Information), further confirmed in pairwise
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1 (0.712) 2 (0.666) 3 (0.665) 4 (0.643)
4 (0.627) 1 (0.712) 3 (0.629) 2 (0.689)
1 (0.766) 3 (0.634) 2 (0.7) 4 (0.622)
4 (0.582) 2 (0.629) 3 (0.591) 1 (0.652)
4 (0.108) 2 (0.256) 3 (0.149) 1 (0.317)
4 (0.108) 1 (0.177) 3 (0.144) 2 (0.151)
3 (0.127) 1 (0.214) 4 (0.125) 2 (0.187)
4 (0.112) 1 (0.162) 3 (0.138) 2 (0.143)
4 (0.057) 2 (0.149) 3 (0.086) 1 (0.155)
4 (0.106) 2 (0.263) 3 (0.146) 1 (0.315)

































































































each block row maximum
Lower ranks are better. Expected fold−averaged performances in brackets.
Method ranking by adjusted performance.
Figure 39: Resampling strategy ranking according to their absolute (left block) and
baseline-adjusted performances (right block), estimated through the cor-
responding linear model of each metric. For baseline-adjusted metrics,
only the improvement over the baseline is displayed. The ranking, rang-
ing from 1 (best) to 4 (worst) in each row and block, was based on the
expected performance, averaged over folds and indicated in parentheses.
The colour scale varies between the block row-wise maximum (red) and
0 (blue).
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coefficient comparison (Tukey’s method, Figure S81 of the Supporting Infor-
mation) and in their expected performance (Figure 39 and Table S47 of the
Supporting Information): resampling before clustering and resampling after clus-
tering had the highest performance estimates (expected improvements over
baseline ranging from 0.149 to 0.263 and from 0.143 to 0.315 in all metrics),
followed by semi resampling (0.086 to 0.146) and finally by no resampling (0.057
to 0.127).
6.3.4 Further validation with other protein families
We repeated all the previous analysis on three protein families to confirm
whether the claims obtained for the kinases protein family could be gener-
alized to other families. Those families were G protein-coupled receptors
(GPCR), nuclear receptors (NR) and proteases (PR). Supplements 3, 4 and
5 gather with detail the replication of the kinases analysis in GPCRs, NRs
and PRs. In general, the main observations and recommendations hold in
GPCRs, NRs and PRs.
Compared with kinases, GPCRs contained almost 60% more protein-compound
pairs, PRs were roughly even, and NRs had about 20% of their interactions.
GPCRs were more imbalanced towards the actives than kinases while NRs
and PRs kept more balanced active ratio distributions (Figure S72 of the
Supporting Information).
The distributions of active ratios and the comparison between training and
test set imbalances hold in GPCRs, NRs and PRs. The only exception was
semi resampling in GPCRs, exhibiting a slight positive correlation (Pearson’s
r 95% CI [0.029, 0.105], p = 5.91 · 10−4) between training and test balances
(see Table S48 of the Supporting Information) instead of no correlation. The
effect of the number of interactions and the sequence length on the protein
imbalance were also replicated on the GPCRs, NRs and PRs.
Kinases, GPCRs, NRs and PRs mainly agreed on the predicted active pro-
portions analyses, except for the n_interactions coefficient, non-significant in
the semi resampling strategy in GPCRs, NRs and PRs. Still, the semi resampling
model was always the clearest scenario to show that the predicted active
proportions were driven by the actual proportions in the test set, rather than
those in the training set.
Regarding performance, the explanatory linear models on GPCRs, NRs
and PRs also identified accuracy, F1 and balanced accuracy as sensitive to
data imbalance.
The analysis of absolute metrics in GPCRs was analogous to that of ki-
nases, while NRs and PRs showed some differences. Those mainly involved
which metrics place no resampling as the best strategy (accuracy, balanced ac-
curacy and F1-score for NRs; and also AUROC in PRs), and resampling after
clustering not being suggested as the best strategy anymore.
As for adjusted performances, GPCRs showed essentially the same facts
as kinases. In NRs and PRs, resampling before clustering still showed the best
performance in general, but resampling after clustering lost its shared domi-
nance with the former. This implied that augmenting the test set was not
the largest performance drive anymore, which might be explained by the
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more moderate data imbalance in NRs and PRs as compared to kinases and
GPCRs. On the other hand, our main recommendation remained unchanged,
since semi resampling still compared favourably to no resampling, with less sig-
nificant changes (especially in NRs with their sensibly reduced sample size),
but always in favour of the former if present.
6.4 discussion
The impact of clustering in final imbalance was strategy-dependent
This study is focused on the characterization of the data imbalance present
in bioactivity datasets, as well as how to address it. Bioactivity data also
poses the problem of chemical series, i.e. sets of similar molecules with
similar activities, that result in inflated performance metrics when split be-
tween training and test sets. We addressed those via a clustering prior to the
splitting, ensuring that similar molecules would belong to the same set.
The first observation was that clustering modified data imbalance in a
strategy-dependent way. When the starting set was perfectly balanced (strat-
egy resampling before clustering), clustering and splitting induced a degree of
imbalance, particularly visible in the heavier tails of the active ratios distri-
butions in the test set. Compared to training, the lower sample sizes in the
test set may also cause extreme imbalances more often. On the other end,
this effect was only moderate in no resampling, where the distribution of ac-
tives ratio was similar in train and test, but that of test had more extreme
proteins with either all actives or all inactives.
Besides the overall changes in data imbalance, strategies differed in how
the imbalance of a certain protein in the training set would translate to the
test set. The positive trend in no resampling suggests that existing data im-
balances tended to persist after the clustering and splitting. The negative
trend in resampling before clustering hints that, in the absence of imbalance,
clustering will induce it. The flat trend in semi resampling supports that the
imbalance induced with the clustering in the training set, which was bal-
anced with SMOTE beforehand, is independent from the original imbalance
in the dataset (present in the test set).
The predicted active proportion was driven by the test set rather than the
training
The original distribution of actives ratio in each of the balancing strategies
affected the predicted ratio of actives by the models. Due to the lack of
correlation between training and test ratios (Figure 35), the semi resampling
strategy was the ideal scenario to disentangle their effect on the predicted
ratio of actives (see model in table S32 of the Supporting Information). Its
additive model suggested that the original ratio of actives in test explained
the predicted proportions, rather than the training ratio. We also found
that the number of interactions per protein was a relevant factor: the more
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interactions, the less active proportion, suggesting that the extreme cases
with all predicted as actives tended to be proteins with few interactions.
Likewise, resampling before clustering showed negative correlation between
training and test ratios, also providing a reasonably good scenario to distin-
guish their effects (Table S32 from the Supporting Information). Its explana-
tory model confirmed both conclusions from the model in the semi resampling
strategy, with similar estimates (Table S37).
The explanatory model for the no resampling strategy (Table S38 of the Sup-
porting Information) suffered from the positive correlation between training
and test ratios, which could be confounded. Both original training and test
ratios showed a positive effect on the predicted fraction of actives. Although
the estimate was larger and more significant for the training ratio coefficient,
the confounding effect and the very skewed distribution of the predicted
ratios deemed this model inconclusive.
Imbalance-sensitive metrics required baseline adjustment
The prediction task studied here posed a particular challenge: data im-
balance happened on a protein basis, and the imbalance of certain pro-
teins could be extreme (very low or high), moving away from the global
actives ratio. Each resampling strategy would lead to different protein-wise
imbalance patterns. The baseline performance of some metrics (accuracy,
F1-score and balanced accuracy) was different between strategies, while it
was constant for others (AUROC and MCC). The data-driven division into
imbalance-sensitive and insensitive metrics was an important step to under-
stand the opposite conclusions reached within each metric type after direct
performance comparison between strategies (Figure 39).
The direct comparison of resampling strategies with imbalance-sensitive
metrics would be confounded by the imbalance-induced bias in the metrics
and the protein-wise imbalance differences between strategies. We found
that adjusting by the baseline metrics (see Equation 17) brought an agree-
ment in the conclusions obtained by both imbalance-sensitive and insensitive
metrics. In turn, the same conclusions were obtainable by direct comparison
of imbalance-insensitive metrics. Because of this, our recommendation is to
include imbalance-aware baselines and to adjust imbalance-sensitive metrics
when used for model selection.
Augmenting the test set was the largest performance drive
Our results showed that the largest impact in performance estimates was
the application of data augmentation to the test set: resampling before clus-
tering and resampling after clustering tended to outperform semi resampling
and no resampling. However, augmenting the test set might not faithfully
reflect new data anymore, and could artificially inflate the performance esti-
mates: models may specialize in discriminating between original and resam-
pled data points instead of actives and inactives. Our validation with other
protein families (NRs, PRs) suggested this fact might not apply when the
interaction data is more balanced.
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Resampling improved performance when keeping the original test set
On the other hand, semi resampling outperformed no resampling in four out
of five metrics (Tukey’s method, p < 0.05, Figure S81 of the Supporting In-
formation), which supported data augmentation usefulness even if the data
balance in the test set differed from that of the training set. This was con-
sistent with the observation that the main influence on the predicted actives
ratio in the test set were their actual ratios in the test set instead of the orig-
inal ratios in the training set. Combined with the less skewed distributions
of predicted active ratios of semi resampling against no resampling (Figure 34),
we recommend semi resampling for future studies.
Using external protein family datasets for validation suggests replicability
of the main guidelines
The results obtained by the kinases and those of the GPCR, NR and PR
proteins, used as external validation sets for the model fitting and evalua-
tion, pointed to the same general picture with aligned conclusions. The dif-
ferences could arise from changes in data imbalance (NRs and PRs were less
imbalanced, while GPCRs were more) and number of protein-compound
pairs (GPCRs had more interactions, while PRs had less). The variety of
scenarios under consideration suggests that the guidelines for proteochemo-
metrics models of our study provide sensible defaults to more protein fami-
lies.
Similarities with existing literature
In this paper we have confirmed that data balance has an impact in DL
proteochemometric target-compound activity models. Zakharov et al and
Korkmaz arrived to a similar conclusion in a QSAR setting (Korkmaz, 2020;
Zakharov et al., 2014), the latter also using DNN models for classification.
More specifically, Korkmaz stated that the higher the imbalance for a protein,
the worse the model performance (measured by F1-score and MCC).
These studies got the best performances by controlling data balance by
means of undersampling techniques (in the case of Zakharov) and oversam-
pling techniques (in the case of Korkmaz). We chose SMOTE for data bal-
ancing, an oversampling technique, since the settings of the Korkmaz study
were more aligned with ours and because DL models require a large quantity
of training data. Specifically, in four out of five metrics, proteins with more
interactions were better predicted (table S46 of the Supporting Information)
which was also found in the Korkmaz paper.
Within our resampling strategies, semi resampling was the most similar
to the balancing process in the Korkmaz study, in which the training and
validation sets were oversampled (per protein) while the test set was not.
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Dissimilarities with existing literature
Technical differences existed in the descriptors used in the three studies.
Zakharov et al used Quantitative Neighborhood of Atoms and biological
descriptors, whereas Korkmaz used the PaDEL software. We, on the other
hand, used the fingeprints from PubChem. The fact that the overall mes-
sages are consistent suggests a degree of independence from the input en-
coding.
More importantly, Zakharov and Korkmaz studies did not take into ac-
count the control of the compound series bias. This step is necessary for
obtaining realistic performance estimates in a real-world setting (Lopez-Del
Rio et al., 2019; Mayr et al., 2018). Not only we accounted for it, but we also
investigated if the stage in which the compound series control was intro-
duced, in combination with the data augmentation (before or after applying
SMOTE), had an impact in the outcome.
Indeed, the order had an impact in the model performance and needed
careful consideration. Resampling before clustering solved the global imbal-
ance of the dataset, but clustering after oversampling would lead again to
a protein-wise imbalance. Analogously, semi resampling resampled the train-
ing and validation sets, but imbalance returned after their clustering. On
the contrary, resampling after clustering first corrected the problem of similar
compounds, and then augmented the data to reach a protein-wise balance.
Limitations and future work
This study continues our incremental work on recommendations for DL
models regarding input encoding (Lopez-Del Rio et al., 2020) and control
of chemical series (Lopez-Del Rio et al., 2019). While this study was lim-
ited to one architecture and four protein families, it provides a foundation
to understand the basic behaviour of PCM models, insights on how to ad-
just performance metrics for a protein-wise analysis, and a first step towards
exploring more general questions. Those could include architecture-centric
analyses to confirm if the same trends are observed when changing the lay-
ers or the model structure, or using other protein families with a different
distribution of actives ratios to those studied in this analysis.
6.5 conclusion
Although the effect of data balance and resampling techniques had been
analysed for QSAR models, it had not been studied yet in the context of pro-
teochemometrics models, even if the bioactivity datasets used in this setting
are usually imbalanced. In this paper, we have tested four different combina-
tions of data oversampling (through SMOTE) and clustering for controlling
compounds similarity. While the clustering avoids overly optimistic perfor-
mance estimates, it could introduce more data imbalance (in the form of
splittings having proteins with mostly active or inactive compounds). De-
spite this potential conflict between the resampling and the clustering, we
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found that resampling was useful to improve the model behaviour and per-
formance.
Some common performance metrics were affected by the data imbalance
and yielded misleading trends. We included an imbalance-aware random
baseline and defined baseline-adjusted metrics to overcome this issue, espe-
cially in F1-score and accuracy. After baseline adjustment, the metrics pro-
vided a unified picture: the largest impact in performance estimates came
from the application of data augmentation to the test set (resampling before
clustering and resampling after clustering outperformed semi resampling and
no resampling). However, augmenting the test set may not reflect a realistic
scenario.
On the other hand, semi resampling outperformed no resampling in four
out of five adjusted metrics and provided a more equalized distribution of
predicted actives ratio. This confirmed the data augmentation usefulness
even if the data balance in the test set differed from that of the training
set. This was consistent with the finding that the predicted proportion of
positives of the proteochemometrics model was explained by the actual data
balance in the test set, rather than that of the training set. We also found that
proteins with more interactions were better predicted.
Our recommendation is thus to use the semi resampling strategy, i.e. cluster-
ing compounds to separate training and validation from test sets, resampling
training and validation and then clustering compounds again to definitely
split training and validation sets. This was carried out on the kinases pro-
tein family and further confirmed on the GPCR, NR and PR protein families.
While we cannot extrapolate these results to all the proteins and imbalance
distributions, this sets a sensible starting point for improving proteochemo-
metrics modelling and remains consistent with the corresponding data im-
balance studies on QSAR models.
6.6 data and code availability
The bioactivity data used in our analysis is publicly available in the reposi-
tory https://github.com/Shen-Lab/DeepAffinity (Karimi et al., 2019). The
code of this analysis is publicly available at https://github.com/b2slab/im
balance_pcm_benchmark.
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7 P U B L I C AT I O N S A N D D I S C U S S I O N
The results were hereby summarised, by scientific publication. The last
section presents a conceptual breakdown of the contributions as a whole.
7.1 improvement of validation strategies
Angela Lopez-Del Rio, Alfons Nonell-Canals, David Vidal, and
Alexandre Perera-Lluna (2019), “Evaluation of Cross-Validation Strate-
gies in Sequence-Based Binding Prediction Using Deep Learning”, J.
Chem. Inf. Model. 59, 4, pp. 1645-1657, doi: 10.1021/acs.jcim.8b00663
The effect of different cross-validation strategies on the performance of
proteochemometrics models was evaluated. The architecture of the DL model
was divided in a protein analysis and a compound analysis block based on
state of the art models. It was trained on a benchmark dataset generated
from three different publicly available sources (ChEMBL, MUV and DUD).
The following four different cross-validation strategies were analysed:
• Random splitting
• Splitting based on k-means clustering of the compounds fingerprints
(clustering-based)
• Splitting based on source database (database-based)
• Splitting based in both the clustering and the source database (intermediate)
These strategies were compared to a prospective validation performed
with data from a later version of ChEMBL.
Results showed that the cross-validation strategy is an influential factor
for model performance. The strategy with the highest compound overlap be-
tween splitting sets (random cross-validation) resulted to be over optimistic.
This happens because shared scaffolds and similarity between compounds
of different splitting sets inflate the performance estimates. It is a crucial
finding, since random cross-validation has been the strategy most tradition-
ally used in the literature.
Models also showed to struggle when generalizing between different da-
tabases because of data bias. This led models trained with database-based
and intermediate schemes to barely outperform a random predictor (overly
pessimistic estimates). Database-based was too conservative and intermedi-
ate showed that clustering on its own was not enough to render the models
free of the database bias.
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For its part, clustering proved to be a compromise solution, keeping pre-
dictive power without being too optimistic due to the control of data redun-
dancy and compound similarity between splitting sets.
While amino acid sequences were one-hot encoded and padded at the
end at a common length, fingerprints-based and SMILES-based representa-
tion of molecules were explored. Better performance was shown for finger-
prints, although these results were inconclusive and possibly specific to the
architecture of the predictive models. Additionally, the DL model was com-
pared with a logistic regression baseline model. Surprisingly, DL models
showed minimal improvement over the baseline logistic regression, even if
this model is not optimal for sequential inputs.
7.2 study of the effect of padding sequences
Angela Lopez-Del Rio, Maria Martin, Alexandre Perera-Lluna, and
Rabie Saidi (2020), “Effect of Sequence Padding on the Performance of
Protein-Based Deep Learning Models”, Sci. Rep. 10, p. 14634, doi: 10.
1038/s41598-020-71450-8
The evaluation of validation strategies, in which the proteins were one-
hot encoded, made us acknowledge the need of establishing a common
length for the amino acid sequences to be the input of DL models. Although
padding/truncating sequences is a required preprocessing step for most of
the available DL tools nowadays, a comparison between the effect of dif-
ferent padding positions could not be found on the literature. Although
most ML tools provide a masking feature for ignoring padded elements, it
remains unavailable for some of the most common DL layers.
Thus, we performed a systematic analysis on how different padding po-
sitions affected protein-based DL models. Specifically, commonly used pad-
ding strategies were collected (pre-, post- and ext-) and tested along with
four novel padding strategies (mid-, strf-, rnd-, and zoom-). Padding strate-
gies were classified in two groups:
• Dense paddings: zeros are kept together (pre-, post-, ext-, mid-).
• Sparse paddings: zeros are interspersed on the sequence (strf-, rnd-,
zoom-).
This analysis was carried on three different architectures: only feed-forward
neural networks, feed-forward neural networks coupled with a convolu-
tional layer and feed-forward neural networks coupled with a stack of con-
volutional layers.
The chosen task for this study was a hierarchical classification of enzymes
with two levels: a binary classification of proteins into enzymes/non-enzymes,
and a multi-label prediction of the enzyme type.
Our results showed that padding has indeed an effect on model perfor-
mance, and convolutional layers proved to activate differently for each type
of padding.
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As for the specific task we analysed, there were no differences between
dense types of padding, which have showed to perform better than sparse
paddings for convolutional architectures. Among sparse paddings, strati-
fied (distributing the zeros uniformly across the sequences) is the one that
worked better, outperforming the rest of the padding types for the dense
architecture. Finally, all the paddings were combined in an effort to achieve
data augmentation, but this strategy did not improve performance.
7.3 analysis of data balance
Angela Lopez-del Rio, Sergio Picart-Armada, and Alexandre Perera-
Lluna (2021), “Balancing Data on Deep Learning-Based Proteochemo-
metric Activity Classification”, J. Chem. Inf. Model. 61, 4, pp. 1657-1669,
doi: 10.1021/acs.jcim.1c00086
The evaluation of the validation strategies made us also realize the scarcity
and imbalance of bioactivity data used in CADD, especially when applying
DL models which require a large quantity of training data. Although data
augmentation techniques are popular in many fields of application (e.g. im-
age processing) to alleviate these problems, it is uncommon in this field. The
effect of data imbalance and traditional resampling techniques had been
tested for QSAR models but, up to our knowledge, an analogous study
was yet lacking for proteochemometrics modeling. Additionally, existing
literature did not take into account the control of the compound series bias
pointed out in section 7.1.
This study provides a comprehensive analysis of the effect of data im-
balance and oversampling in the performance of protein-compound activity
classification DL models. Data was splitted based on compound cluster-
ing (as in section 7.1) and proteins were pre-padded according to tuning
results (following recommendations in section 7.2). As opposite to section
7.2, data augmentation was used to generate synthetic compounds. Using
the SMOTE oversampling technique in a per protein basis, we tested four
different combinations of balancing, data clustering and splitting:
• Bioactivity data was clustered but not resampled (no resampling), as
in section 7.1.
• Resampling after clustering, in which each protein activity data in each
splitting set was resampled after clustering (50% actives/50% inactives
proportion).
• Resampling before clustering, in which resampling was applied prior
to clustering and splitting (proportion of actives/inactives within split-
ting set 6= 50% due to the clustering).
• Semi resampling, in which the test set was kept without resampling
but training+validation was resampled and reclustered.
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The analysis was carried on a simplified version of the two-block DL
model used in section 7.1. The study was applied to the kinases protein
family and GPCRs, NRs and proteases were used as external datasets, to
validate the conclusions.
We showed that data augmentation was indeed useful for the target-com-
pound activity classification task, improving the performance and alleviating
the protein-wise imbalance (aggravated in the no resampling model predic-
tions). We recommend the semi resampling strategy, given that its predictions
in the test set were less imbalanced than those of no resampling, while keep-
ing the original test set intact, resembling a realistic scenario.
Our study also brings light to the nature of such DL models, by showing
that their protein-wise percentage of predicted actives was driven by the
actual percentage of actives in the test set, rather than that of the training
set.
We also found that some widespread performance metrics (especially ma-
cro-averaged F1-score and accuracy) were affected by the varying degrees
of protein data imbalance. We showed how to adjust those metrics for
imbalance-aware random baselines to draw sound conclusions, in line with
imbalance-insensitive metrics (AUROC and MCC).
7.4 outcome
The scientific output has been so far divided into three main topics based
on their domain of application: data bias, proteins preprocessing and class
imbalance.
• The article Evaluation of Cross-Validation Strategies in Sequence-Based Bind-
ing Prediction Using Deep Learning analyzes how realistic different cross-
validation strategies are in DL-based proteochemometrics models. It
concludes that a strategy in which compounds are clustered according
to their properties and these clusters are not divided between the split-
ting sets achieves the most realistic performance estimates and thus, is
the best way to compensate for data bias.
• The article Effect of Sequence Padding on the Performance of Deep Learning
Models in Archaeal Protein Functional Prediction covers the complemen-
tary problem of the neglect of the padding step when using amino acid
sequences as input of DL models. This paper highlights that this often
overlooked step of data pre-processing deserves more consideration.
Padding position should be tuned as any other hyperparameter prior
to training a model.
• The article Balancing Data on Proteochemometrics Activity Classification
investigates whether bioactivity data imbalance (combined with data
clustering) could affect the DL-based protein-compound activity classi-
fication models. This paper shows that data augmentation on the train-
ing and validation sets can improve model performance and behaviour.
The varying degrees of data imbalance per protein require the ad-
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justment of imbalance-sensitive performance metrics by an imbalance-
aware baseline.
Therefore, this thesis offers a wide perspective on the evaluation and di-
agnosis of DL-based target-ligand binding prediction models. Likewise, the
use of explanatory models, present in every publication, offers a formal so-
lution to the general issue of quantitative assessment of design factors.

8 C O N C L U S I O N S
8.1 conclusion
The present doctoral thesis was motivated by the desire of improving the
preprocessing and diagnosis of DL-based target-ligand binding prediction
models.
• The first findings pointed to the need of acknowledging data bias when
validating binding prediction models, in order to report realistic per-
formance estimates. A cross-validation strategy based on clustering
similar compounds was recommended as the best option to control for
data bias.
• This work highlighted the importance of considering alternatives to
the default padding option when preprocessing amino acid sequences
in a DL model. Likewise, novel ways of padding the sequences were
presented and characterized.
• This thesis also showed that a combination of data clustering and re-
sampling in the training and validation test sets improved the perfor-
mance of binding models. The predicted proportion of actives per
protein was influenced by the actual frequencies in the test set, rather
than those of the training set, suggesting that bioactivity models can
alleviate the imbalance issue.
Besides, some diagnostic tools were established to interpret the results
derived from DL-based binding prediction models:
• The analysis of the lower dimensional representations of a DL model
through Principal Component Analysis gives insights on the underly-
ing effect that preprocessing decisions have on the model.
• Explanatory linear models allow for quantifying the contribution of
different factors to the performance estimates, such as compound en-
coding, model architecture, protein family, active/inactive proportion
per protein, padding position and cross-validation strategy.
• Imbalance-aware random baselines avoid drawing misleading conclu-
sions from imbalance-sensitive performance metrics, especially in bioac-
tivity data with highly variable protein-wise active ratios. Analogously,
logistic regression-like baselines should be used when quantifying the
added value of novel architectures for bioactivity models.
To conclude, this thesis improved the evaluation and diagnosis of DL-
based target-ligand binding prediction models. On the one hand, it pro-
vided well-founded recommendations regarding input preprocessing and
117
118 conclusions
on the other hand, it introduced different tools for the correct assessment
and diagnosis of these models.
8.2 future work
8.2.1 Cluster-based cross-validation for proteins
Cross-validation performed by clustering compound properties accounted
for certain data bias issues in performance estimates. An analogous strategy
may be explored for proteins, clustering them by sequence similarity, do-
main information or other biochemical properties. Its integration with the
compound clustering should be studied.
8.2.2 Effect of padding other biological sequences
In this thesis, we have studied the effect of padding the amino acid se-
quence on an enzyme prediction task. This analysis might be extended to
other biological sequences, such as RNA or DNA, and to other tasks. Such
an effort would potentially find optimal representations for specific data do-
mains and reveal their intrinsic biological properties.
8.2.3 Study of pharmacogenomics databases
The analyses in this thesis are framed within the context of the sequential
representation of proteins in DL-based target-compound activity prediction
models. In this setting, it might be explored how perturbations in the protein
sequences (whether they were artificial or actual mutations) could affect the
binding activity predicted by the model. Real data on activity changes for
specific compounds due to a mutation would reveal whether the DL model
can capture interaction terms.
8.2.4 Transformers for proteochemometrics
In the past year, many fields of application of DL, especially NLP, have
embraced the use of the Transformer neural network architecture. In the
context of sequential input representation, Transformers could improve the
performance of CADD models. However, training these models requires
larger datasets than other standard DL architectures, rendering them too
demanding for our existing framework. Since public pretrained Transform-
ers systems such as BERT have been published for NLP, we expect similar
resources to eventually emerge for protein and compound spaces, which
would enable their application to proteochemometrics research.
A VA L I DAT I O N S T R AT E G I E S
evaluation of cross-validation strategies in
sequence-based binding prediction using deep
learning
a.1 material and methods
Table S13: Detailed list of Riniker et al dataset adapted from (Riniker and G. A.
Landrum, 2013). It collects 88 targets with original database, target ID,
target description, number of actives and number of decoys.
Original database Target ID Description Actives Decoys
ChEMBL 100126 Serine/threonine-protein kinase B-raf 100 500
100579 Nicotinic acid receptor 1 100 500
10198 Voltage-gated potassium channel subunit Kv1.5 100 500
10378 Cathepsin B 100 500
10417 P2X purinoceptor 7 100 500
10434 Tyrosine-protein kinase SRC 100 500
10475 Neuropeptide Y receptor type 1 100 500
10498 Cathepsin L 100 500
105 Serotonin 1d (5-HT1d) receptor 100 500
10579 C-C chemokine receptor type 4 100 500
10752 Inhibitor of nuclear factor κ B kinase β subunit 100 500
10773 Interleukin-8 receptor B 100 500
10927 Urotensin II receptor 100 500
11085 Melatonin receptor 1B 100 500
11225 Renin 100 500
11265 Somatostatin receptor 5 100 500
11279 Metabotropic glutamate receptor 1 100 500
11336 Neuropeptide Y receptor type 5 100 500
11359 Phosphodiesterase 4D 100 500
11442 Liver glycogen phosphorylase 100 500
11488 Estradiol 17- β-dehydrogenase 3 100 500
11534 Cathepsin S 100 500
11536 Ghrelin receptor 100 500
11575 C-C chemokine receptor type 2 100 500
116 Oxytocin receptor 100 500
11631 Sphingosine 1-phosphate receptor Edg-1 100 500
11682 Glycine transporter 1 100 500
12209 Carbonic anhydrase XII 95 500
12252 β-secretase 1 100 500
12261 c-Jun N-terminal kinase I 100 500
126 Cyclooxygenase-2 100 500
12670 Tyrosine-protein kinase receptor FLT3 100 500
12679 C5a anaphylatoxin chemotactic receptor 100 500
12840 Macrophage colony stimulating factor receptor 100 500
12911 Cytochrome P450 2C9 100 500
12968 Orexin receptor 2 100 500
130 Dopamine receptor D3 98 500
134 Vasopressin V1a receptor 99 500
18061 Sodium channel protein type IX α subunit 100 500
20014 Serine/threonine-protein kinase Aurora-A 100 500
20174 G protein-coupled receptor 44 100 500
219 Muscarinic acetylcholine receptor M3 99 500
234 Insulin-like growth factor I receptor 99 500
237 Leukotriene A4 hydrolase 100 500
25 Glucocorticoid receptor 100 500
276 Phosphodiesterase 4A 100 500
28 Thymidylate synthase 100 500
This appendix reproduces the supplementary data of: Angela Lopez-del Rio, Alfons Nonell-
Canals, David Vidal and Alexandre Perera-Lluna. “Evaluation of Cross-Validation Strategies
in Sequence-Based Binding Prediction Using Deep Learning”. Journal of Chemical Information
and Modeling, 59(4), 1645–1657 (2019).
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36 Progesterone receptor 100 500
43 β-2 adrenergic receptor 96 500
8 Tyrosine-protein kinase ABL 100 500
DUD ace Angiotensin-converting enzyme 46 500
ache Acetylcholin esterase 99 500
ar Androgen receptor 68 500
cdk2 Cyclin-dependent kinase 2 47 500
cox2 Cyclooxygenase-2 212 500
dhfr Dihydrofolate reductase 190 500
egfr Epidermal growth factor receptor 365 500
er_agonist Estregon receptor (ER): agonists 63 500
fgfr1 Fibroblast growth factor receptor 71 500
fxa Factor Xa 64 500
gpb Glycogen phosphorylase 49 500
gr Glucocorticoid receptor 32 500
hivrt HIV-1 RT-Rnase 34 500
inha Enoyl reductase 57 500
na Neuramidase 49 500
p38 P38 MAP kinase 137 500
parp Poly(ADP-ribose) polymerase 31 500
pdgfrb Platelet-derived growth factor receptor β 124 500
sahh S-adenosylhomocysteine hydrolase 33 500
src Tyrosine-protein kinase C-SRC 98 500
vegfr2 Vascular endothelial growth factor receptor 2 48 500
MUV 466 Sphingosine 1-phosphate (S1P1) receptor 30 500
548 Protein kinase A (PKA) 30 500
600 Steroidogenic factor 1 (SF1): inhibitors 30 500
644 Rho-kinase 2 30 500
652 HIV-1 RT-Rnase H 30 500
689 Ephrin receptor A4 30 500
692 Steroidogenic factor 1 (SF1): agonists 30 500
712 Heat shock protein 90 (HSP90) 30 496
713 Estregon receptor (ER) α: inhibitors 30 500
733 Estregon receptor (ER) β 30 499
737 Estregon receptor (ER) α: potentiators 30 499
810 Focal adhesion kinase (FAK) 30 500
832 Cathepsin G 30 500
846 Factor XIa (FXIa) 30 499
852 Factor XIIa (FXIIa) 30 498
858 Dopamin receptor D1 30 500
859 Muscarinic receptor M1 30 500
Table S14: Summary of potential applications of each cross-validation strategy.
Cross-Validation Strategy Application
random Make predictions on targets and compounds that are already/similar to those in the dataset.
clustering-based Make predictions on new compounds or amino acid sequences dissimilar to those seen by the model.
database-based Transfer learning: train the model with a database and apply it to another database.



















































































































































































































































































































































































































































































































Figure S40: Sequence similarity matrix between targets of the dataset. Two targets
are considered similar (dark tiles) if E-value<0.01 and there is a two-
way sequence similarity of at least 30%. Pink tiles show one-way sim-
ilarity. MUV_600, ChEMBL_11631, MUV_737 - ChEMBL_er_agonist
and DUD_gr are not represented since they have the same sequence as
MUV_692, MUV_466, MUV_713 and ChEMBL_25, respectively.
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Figure S41: Histogram of protein families on the targets of the dataset.


























Figure S42: Fingerprints-based principal component analysis (PCA) of the most




















































































































































































































































































































































































































































































Figure S43: Distribution of active/inactive compounds for each target in training,





















































































































































































































































































































































































































































































Figure S44: Distribution of active/inactive compounds for each target in training,


























































































































































































































































































































































































































































































Figure S45: Distribution of active/inactive compounds for each target in training,


































































































































































































































































































































































































Figure S46: Distribution of active/inactive compounds for each target in training,
test and validation sets in the intermediate cross-validation strategy.
DUD targets are not represented in this distribution, since they are not



































































Figure S47: Schematic representation of the baseline logistic regression model
A. When the compound is encoded by its SMILES, both amino acid
sequence and SMILES inputs have to be flattened before entering the
neurons of the input layer. B. When the compound is represented by
its fingerprints, only the amino acid sequences have to be flattened.
Table S15: Description of the external common test set extracted from ChEMBL
23. It collects 22 of the 88 original targets,designated by the original
ID and source database in the Riniker and Landrum dataset (See Table
S13), and their number of active/inactive molecules (inactive molecules
include decoys from ZINC and true inactives from ChEMBL 23).










































































A. SMILES-BASED COMPLETE MODEL B. FINGERPRINTS-BASED COMPLETE MODEL
C. AA SEQUENCE ANALYSIS
dropout
20%




1D conv (size 3)
1D conv (size 5)
1D conv (size 9)
1D conv (size 15)
















1D conv (size 3)
1D conv (size 4)







E. FINGERPRINTS-ENCODED COMPOUND ANALYSIS
dense (128) dropout
50%
Figure S48: Schematic representation of Deep Learning models. AA: amino acids.
(#) after the name of a layer refers to the number of neurons. A. Com-
plete DL model when the compound is represented by their SMILES.
B. Complete DL model when the compound is represented by their
fingerprints. C. Amino acids sequence analysis block, a Convolutional
Recurrent Neural Network architecture adapted from the model used
by Jurtz et al (Jurtz et al., 2017). D. SMILES-encoded compound analy-
sis block., a Convolutional Recurrent Neural Network. E. Fingerprints-
encoded compound analysis block, a feed-forward deep neural net-
work.
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Figure S49: Distribution of protein families between the compound-target pairs on











































Figure S50: Percentage of active/inactive compounds in each set (training, valida-
































Figure S51: Coverage and overlap of active compounds between splitting sets.
Numbers inside tiles refer to the percentage of overlapping compounds
respect to the total number of actives, 7413.
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Figure S52: Histogram of number of similar compounds in the test set for each



























































































































































Figure S53: Tanimoto similarity between splitting sets for each cross-validation
strategy. Outliers (outside the range Q1-1.5*IQR and Q3+1.5*IQR) have
been excluded for a better representation.
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Figure S54: ROC curves of the different models and cross-validation strategies.
130 validation strategies
contrast estimate SE df t.ratio p.value
random - clustering 0.0870 0.0236 10.0000 3.6852 0.0185
random - perdb 0.3395 0.0236 10.0000 14.3741 0.0000
random - intermediate 0.3448 0.0236 10.0000 14.5970 0.0000
clustering - perdb 0.2525 0.0236 10.0000 10.6889 0.0000
clustering - intermediate 0.2578 0.0236 10.0000 10.9118 0.0000
perdb - intermediate 0.0053 0.0236 10.0000 0.2229 0.9958
Table S16: Contrast table for the model auc ∼ cv + encoding + algorithm
contrast estimate SE df t.ratio p.value
random - clustering 0.3259 0.0466 10.0000 6.9917 0.0002
random - perdb 0.7256 0.0466 10.0000 15.5664 0.0000
random - intermediate 0.7214 0.0466 10.0000 15.4782 0.0000
clustering - perdb 0.3997 0.0466 10.0000 8.5747 0.0000
clustering - intermediate 0.3956 0.0466 10.0000 8.4865 0.0000
perdb - intermediate -0.0041 0.0466 10.0000 -0.0883 0.9997
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Figure S55: Mean difference for AUROC metrics between pairs of models. Crossed
tiles indicate that difference for that pair of models is not statistically



























































Figure S56: AUC values on test set grouped by protein families for the fingerprints
models. Each data point of the figure represents a target. CY: cy-
tochromes P450, GR: G protein-coupled receptors, IC: ion channels,




























































Figure S57: BEDROC(20) values on test set grouped by protein families for the
SMILES models. Each data point of the figure represents a target. CY:
cytochromes P450, GR: G protein-coupled receptors, IC: ion channels,
NR: nuclear receptors, OE: other enzymes, PK: protein kinases, PR:
proteases, TR: transporters.
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Table S18: Linear regression: bedroc20 ∼ cv + encoding + algorithm + family
cv clustering −0.246∗∗∗ (−0.295, −0.197)
cv perdb −0.498∗∗∗ (−0.583, −0.413)
cv intermediate −0.485∗∗∗ (−0.570, −0.400)
encoding smiles −0.090∗∗∗ (−0.134, −0.046)
algorithm dl 0.018 (−0.026, 0.062)
family GR 0.281∗∗ (0.067, 0.495)
family IC 0.354∗∗∗ (0.105, 0.602)
family NR 0.069 (−0.154, 0.292)
family OE 0.238∗∗ (0.020, 0.456)
family PK 0.217∗∗ (0.003, 0.432)
family PR 0.162 (−0.057, 0.381)
family TR 0.331∗∗ (0.034, 0.628)
family unannotated 0.038 (−0.221, 0.297)




Residual Std. Error 0.303 (df = 710)
F Statistic 27.172∗∗∗ (df = 13; 710)



















































Figure S58: Confidence intervals (95%) for the predicted means using the additive
model bedroc20 ∼ cv + encoding + algorithm + family. The ’family’
covariate was averaged over its levels.
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Table S19: Linear models on the prospective AUC and BEDROC(20). The reference
levels were omitted.
AUC BEDROC(20)
cv clustering −0.087∗ (−0.175, 0.001) −0.326∗∗∗ (−0.424, −0.227)
cv perdb −0.340∗∗∗ (−0.428, −0.251) −0.726∗∗∗ (−0.824, −0.627)
cv intermediate −0.345∗∗∗ (−0.433, −0.257) −0.721∗∗∗ (−0.820, −0.623)
encoding smiles 0.001 (−0.043, 0.045) −0.031 (−0.080, 0.019)
algorithm dl 0.023 (−0.021, 0.068) 0.050∗ (0.001, 0.099)
cv random:valtype prospective −0.159∗∗∗ (−0.247, −0.071) −0.172∗∗∗ (−0.270, −0.073)
cv clustering:valtype prospective −0.065 (−0.153, 0.023) 0.162∗∗∗ (0.064, 0.261)
cv perdb:valtype prospective 0.124∗∗ (0.036, 0.212) 0.548∗∗∗ (0.450, 0.646)
cv intermediate:valtype prospective 0.131∗∗∗ (0.043, 0.219) 0.506∗∗∗ (0.407, 0.604)
Constant 0.863∗∗∗ (0.793, 0.932) 0.822∗∗∗ (0.744, 0.900)
Observations 32 32
R2 0.815 0.949
Adjusted R2 0.739 0.928
Residual Std. Error (df = 22) 0.064 0.071
F Statistic (df = 9; 22) 10.734∗∗∗ 45.131∗∗∗
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
cv contrast estimate SE df t.ratio p.value
random cv - prospective 0.1590 0.0450 22.0000 3.5347 0.0019
clustering cv - prospective 0.0653 0.0450 22.0000 1.4527 0.1604
perdb cv - prospective -0.1240 0.0450 22.0000 -2.7573 0.0115
intermediate cv - prospective -0.1307 0.0450 22.0000 -2.9055 0.0082
Table S20: Contrast table for the model auc ∼ cv + encoding + algorithm + val-
type:cv
cv contrast estimate SE df t.ratio p.value
random cv - prospective 0.1717 0.0502 22.0000 3.4189 0.0025
clustering cv - prospective -0.1622 0.0502 22.0000 -3.2296 0.0039
perdb cv - prospective -0.5481 0.0502 22.0000 -10.9149 0.0000
intermediate cv - prospective -0.5055 0.0502 22.0000 -10.0674 0.0000
Table S21: Contrast table for the model bedroc20 ∼ cv + encoding + algorithm +
valtype:cv
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Figure S59: Comparison of performance of the different models for the prospective
test, grouped by cross-validation strategies and colored by algorithm
used for the prediction. Top row compares results in terms of AUC
and bottom row in terms of BEDROC (α = 20) score. In blue, logistic
regression models metrics are shown; in red, deep learning-based mod-
els, and in green, a set of random prediction synthetically generated.
Left column shows results for fingerprints-encoded models and right
column for SMILES-encoded models. Error bars indicate standard er-
ror of the mean from subsampled estimates.
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Task 2 - Accuracy on test (10 holdouts)
Figure S60: Accuracy on test distributions for each type of padding in each tested
architecture
All linear models tables have been created with stargazer v.5.2.2 (Hlavac,
2018).
This appendix reproduces the supplementary data of: Angela Lopez-del Rio, Maria Martin,
Alexandre Perera-Lluna and Rabie Saidi. “Effect of Sequence Padding on the Performance
of Deep Learning Models in Archaeal Protein Functional Prediction”. Scientific Reports, 10,
14634 (2020).
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Task 1 - perform
ance m
etrics (10 holdouts)
Figure S61: Task 1 F1-score measurements detailed for each label (0: non-enzyme,


























































































































Figure S62: Task 2 F1-score measurements detailed for each label (1-7: enzyme
classes) in only_denses architecture.
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Figure S63: Task 1 F1-score measurements detailed for each label (0: non-enzyme,























































































































Figure S64: Task 2 F1-score measurements detailed for each label (1-7: enzyme
classes) in 1_conv architecture.































Task 1 - perform
ance m
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Figure S65: Task 1 F1-score measurements detailed for each label (0: non-enzyme,


























































































































Figure S66: Task 2 F1-score measurements detailed for each label (1-7: enzyme
classes) in stack_conv architecture.
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Table S22: Full additive linear models on F1-score. The reference levels were omit-
ted.
Task 1 Task 2
architecture1_conv −0.063∗∗∗ (−0.069, −0.057) 0.021∗∗∗ (0.011, 0.030)
architecturestack_conv −0.052∗∗∗ (−0.058, −0.046) 0.010∗∗ (0.0004, 0.020)
enz_type1 0.012∗∗∗ (0.008, 0.017)
enz_type2 0.167∗∗∗ (0.152, 0.182)
enz_type3 0.097∗∗∗ (0.082, 0.111)
enz_type4 0.008 (−0.007, 0.023)
enz_type5 0.167∗∗∗ (0.152, 0.182)
enz_type6 0.044∗∗∗ (0.029, 0.059)
enz_type7 0.100∗∗∗ (0.085, 0.115)
type_paddingaug_padding −0.069∗∗∗ (−0.078, −0.059) −0.014∗ (−0.029, 0.002)
type_paddingext_padding −0.013∗∗∗ (−0.023, −0.003) 0.008 (−0.008, 0.024)
type_paddingmid_padding 0.0001 (−0.010, 0.010) 0.015∗ (−0.001, 0.031)
type_paddingpre_padding −0.011∗∗ (−0.020, −0.001) −0.001 (−0.017, 0.015)
type_paddingrnd_padding −0.053∗∗∗ (−0.062, −0.043) −0.085∗∗∗ (−0.101, −0.069)
type_paddingstrf_padding −0.001 (−0.011, 0.009) 0.011 (−0.005, 0.027)
type_paddingzoom_padding −0.010∗ (−0.019, −0.00001) −0.033∗∗∗ (−0.049, −0.017)
Intercept 0.916∗∗∗ (0.908, 0.924) 0.444∗∗∗ (0.428, 0.460)
Observations 480 1,680
R2 0.666 0.427
Adjusted R2 0.659 0.422
Residual Std. Error 0.027 (df = 469) 0.083 (df = 1664)
F Statistic 93.390∗∗∗ (df = 10; 469) 82.834∗∗∗ (df = 15; 1664)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table S23: Linear model on F1-score to analyze if padding position affects perfor-
mance. The reference levels were omitted.
Task 1 Task 2
enz_type1 0.006 (−0.005, 0.016)
enz_type2 0.157∗∗∗ (0.130, 0.184)
enz_type3 0.060∗∗∗ (0.033, 0.087)
enz_type4 −0.013 (−0.040, 0.014)
enz_type5 0.136∗∗∗ (0.109, 0.163)
enz_type6 0.024∗ (−0.003, 0.051)
enz_type7 0.125∗∗∗ (0.098, 0.152)
type_paddingext_padding −0.004 (−0.018, 0.010) −0.014 (−0.034, 0.007)
type_paddingmid_padding −0.006 (−0.020, 0.009) 0.004 (−0.017, 0.024)
type_paddingpre_padding −0.017∗∗ (−0.031, −0.002) −0.027∗∗ (−0.047, −0.006)
Intercept 0.876∗∗∗ (0.865, 0.888) 0.484∗∗∗ (0.461, 0.507)
Observations 80 280
R2 0.083 0.538
Adjusted R2 0.034 0.523
Residual Std. Error 0.023 (df = 75) 0.062 (df = 270)
F Statistic 1.697 (df = 4; 75) 34.933∗∗∗ (df = 9; 270)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table S24: Linear model on F1-score to analyze what is the effect of switching be-
tween dense paddings. The reference levels were omitted.
Task 1 Task 2
enz_type1 0.006 (−0.005, 0.016)
enz_type2 0.157∗∗∗ (0.130, 0.184)
enz_type3 0.060∗∗∗ (0.033, 0.087)
enz_type4 −0.013 (−0.040, 0.014)
enz_type5 0.136∗∗∗ (0.109, 0.163)
enz_type6 0.024∗ (−0.003, 0.051)
enz_type7 0.125∗∗∗ (0.098, 0.152)
type_paddingext_padding −0.004 (−0.018, 0.010) −0.014 (−0.034, 0.007)
type_paddingmid_padding −0.006 (−0.020, 0.009) 0.004 (−0.017, 0.024)
type_paddingpre_padding −0.017∗∗ (−0.031, −0.002) −0.027∗∗ (−0.047, −0.006)
Intercept 0.876∗∗∗ (0.865, 0.888) 0.484∗∗∗ (0.461, 0.507)
Observations 80 280
R2 0.083 0.538
Adjusted R2 0.034 0.523
Residual Std. Error 0.023 (df = 75) 0.062 (df = 270)
F Statistic 1.697 (df = 4; 75) 34.933∗∗∗ (df = 9; 270)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table S25: Linear model on F1-score to analyze what is the effect of changing from
the standard dense padding to sparse paddings. The reference levels
were omitted.
Task 1 Task 2
enz_type1 0.022∗∗∗ (0.014, 0.029)
enz_type2 0.158∗∗∗ (0.125, 0.192)
enz_type3 0.064∗∗∗ (0.030, 0.097)
enz_type4 −0.015 (−0.048, 0.018)
enz_type5 0.132∗∗∗ (0.099, 0.165)
enz_type6 −0.001 (−0.034, 0.032)
enz_type7 0.050∗∗∗ (0.016, 0.083)
type_paddingrnd_padding −0.067∗∗∗ (−0.078, −0.056) −0.098∗∗∗ (−0.123, −0.073)
type_paddingstrf_padding −0.028∗∗∗ (−0.039, −0.017) −0.007 (−0.032, 0.018)
type_paddingzoom_padding −0.017∗∗∗ (−0.028, −0.006) −0.038∗∗∗ (−0.063, −0.013)
Intercept 0.868∗∗∗ (0.860, 0.877) 0.498∗∗∗ (0.470, 0.526)
Observations 80 280
R2 0.720 0.497
Adjusted R2 0.705 0.481
Residual Std. Error 0.017 (df = 75) 0.076 (df = 270)
F Statistic 48.257∗∗∗ (df = 4; 75) 29.692∗∗∗ (df = 9; 270)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table S26: Linear model on F1-score to analyze if an ensemble of paddings is ben-
eficial. The reference levels were omitted.
Task 1 Task 2
architecture1_conv −0.034∗∗∗ (−0.048, −0.020) 0.032∗∗ (0.007, 0.057)
enz_type2 0.166∗∗∗ (0.144, 0.188)
enz_type3 0.093∗∗∗ (0.071, 0.115)
enz_type4 0.003 (−0.019, 0.025)
enz_type5 0.154∗∗∗ (0.132, 0.176)
enz_type6 0.039∗∗∗ (0.016, 0.061)
enz_type7 0.124∗∗∗ (0.102, 0.146)
architectureonly_denses 0.110∗∗∗ (0.096, 0.123) 0.027∗∗ (0.002, 0.052)
enz_type1 0.009∗∗∗ (0.003, 0.015)
type_paddingpost_padding 0.089∗∗∗ (0.076, 0.103) 0.050∗∗∗ (0.025, 0.075)
type_paddingstrf_padding 0.061∗∗∗ (0.048, 0.075) 0.043∗∗∗ (0.018, 0.068)
architecture1_conv:type_paddingpost_padding 0.028∗∗∗ (0.008, 0.047) −0.036∗∗ (−0.071, −0.0004)
architectureonly_denses:type_paddingpost_padding −0.089∗∗∗ (−0.108, −0.070) −0.072∗∗∗ (−0.108, −0.037)
architecture1_conv:type_paddingstrf_padding 0.050∗∗∗ (0.031, 0.069) −0.029 (−0.064, 0.007)
architectureonly_denses:type_paddingstrf_padding −0.031∗∗∗ (−0.050, −0.012) −0.026 (−0.061, 0.010)
Intercept 0.786∗∗∗ (0.775, 0.796) 0.421∗∗∗ (0.399, 0.444)
Observations 180 630
R2 0.859 0.444
Adjusted R2 0.851 0.431
Residual Std. Error 0.022 (df = 170) 0.076 (df = 615)
F Statistic 114.720∗∗∗ (df = 9; 170) 35.043∗∗∗ (df = 14; 615)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Table S27: Linear model on F1-score to analyze how might enzyme type affect dif-
ferently the performances of some padding types. The reference levels
were omitted.
Task 1 Task 2
architecture1_conv 0.005 (−0.003, 0.013) −0.0002 (−0.019, 0.019)
enz_type2 0.162∗∗∗ (0.120, 0.204)
enz_type3 0.098∗∗∗ (0.056, 0.140)
enz_type4 −0.003 (−0.044, 0.039)
enz_type5 0.141∗∗∗ (0.100, 0.183)
enz_type6 0.075∗∗∗ (0.033, 0.116)
enz_type7 0.140∗∗∗ (0.099, 0.182)
architectureonly_denses 0.050∗∗∗ (0.042, 0.058) −0.022∗∗ (−0.041, −0.002)
enz_type1 0.009∗ (−0.001, 0.018)
type_paddingstrf_padding −0.006 (−0.015, 0.003) 0.030 (−0.012, 0.072)
enz_type1:type_paddingstrf_padding 0.010 (−0.004, 0.023)
enz_type2:type_paddingstrf_padding −0.006 (−0.065, 0.053)
enz_type3:type_paddingstrf_padding −0.009 (−0.068, 0.050)
enz_type4:type_paddingstrf_padding −0.036 (−0.095, 0.023)
enz_type5:type_paddingstrf_padding 0.001 (−0.058, 0.059)
enz_type6:type_paddingstrf_padding −0.047 (−0.106, 0.011)
enz_type7:type_paddingstrf_padding −0.034 (−0.092, 0.025)
Intercept 0.861∗∗∗ (0.853, 0.869) 0.457∗∗∗ (0.426, 0.489)
Observations 120 420
R2 0.629 0.405
Adjusted R2 0.613 0.383
Residual Std. Error 0.019 (df = 114) 0.082 (df = 404)
F Statistic 38.674∗∗∗ (df = 5; 114) 18.319∗∗∗ (df = 15; 404)
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Figure S67: Density representation of PC1 vs PC2 of the activations of the 1D Con-
volutional layer of1conv model for each type of padding in task 1.
In Figure S67, activations seem to be more spread along the PC space than
in Figure 29, the analogous representation for task 2. This happens for all
types of padding except for zoom-, whose distribution is very similar to that
of zoom-padding for task 2.
In order to quantify the differences observed in the first principal com-
ponent of the activations of the convolutional filters for task 2 models, we
built the explanatory model explained by Equation S18. Results can be seen
in Table S28. All terms are statistically significant, which means there are
differences for PC1 according to enzyme type and padding type. Terms for
enzyme types 2, 3 and 4 are negative while they are positive for 1, 5, 6 and
7.
PC1 ∼ enzyme_type + type_padding (S18)
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Table S28: Linear model on PC1 of the activations. The reference levels were omit-
ted.
paddingext_padding −0.007 (−0.271, 0.258)
paddingmid_padding −0.524∗∗∗ (−0.789, −0.259)
paddingpre_padding −1.181∗∗∗ (−1.445, −0.916)
paddingrnd_padding 6.355∗∗∗ (6.091, 6.620)
paddingstrf_padding 7.893∗∗∗ (7.628, 8.158)
paddingzoom_padding 6.473∗∗∗ (6.209, 6.738)
enzyme_type2 −2.425∗∗∗ (−2.690, −2.161)
enzyme_type3 −1.305∗∗∗ (−1.570, −1.041)
enzyme_type4 −1.835∗∗∗ (−2.100, −1.570)
enzyme_type5 0.960∗∗∗ (0.695, 1.224)
enzyme_type6 3.128∗∗∗ (2.864, 3.393)
enzyme_type7 1.582∗∗∗ (1.318, 1.847)




Residual Std. Error 9.041 (df = 62707)
F Statistic 1,085.138∗∗∗ (df = 12; 62707)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
b.2 data distribution
Figure S68: Distribution of enzyme types in the Archaea UniprotKB proteins.
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Figure S69: Sequence length stratified by enzyme type (according to the first digit
of the EC number). ’nan’ refers to proteins without EC number (non-
enzymes). p − value = 0.0 for Kruskal-Wallis H-test for indepen-
dent samples, so sequence length differences between different enzyme
types are significant.





















































Figure S70: Schematic representation of two of the tested architectures:
only_denses and 1_conv. Each one of the architectures comprises two
different models: task 1 and task 2.






































Figure S71: Schematic representation of stack_conv architecture. Each one of the
architectures comprises two different models: task 1 and task 2.
The set of values for the number of neurons in the feed-forward part of the
model, which is common for the four architectures, is based on the number
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of enzyme classes and subclasses. There are 7 classes of enzymes accord-
ing to the first digit of the EC number (8 if we take count non-enzymes),
76 subclasses according to the second digit of the EC number (77 with non-
enzymes) and 313 categories according to the third digit of the EC number
(314 with the non-enzymes). So the values for the feed-forward layers would
be 314, 77 and 8, respectively. These values aim to have a biological meaning
since deep neural networks are able to extract hierarchical feature represen-
tations and enzyme classification has a tree-structured label space.
We tried to fit a bi-LSTM model to also test the effect of padding on this
architecture. However, this model was too complex to converge within the
range of parameters of the other three architectures (number of epochs, op-
timizer, learning rate). As stated by Li et al, 2018 (S. Li et al., 2018), LSTMs
have convergence issues when training long sequences (length > 1000). Be-
cause of this, we considered that the results of the bi-LSTM were not com-
parable to those from the other architectures and thus, decided to remove it
from the analysis.
The description of the metrics used for evaluating and comparing the per-
formance of the different padding types is shown below. Let TP be the
number of true positive classified samples, TN the true negatives, FP the
false positives and FN the false negatives:
Accuracy =
(TP+ TN)
(TP+ FP+ TN+ FN)
.
If precision = TPTP+FP and recall =
TP
TP+FN , then F1-score can be described
as
F1 = 2 ·
precision · recall
precision+ recall
The macro F1-score calculates metrics for each label, and finds their un-
weighted mean. This does not take label imbalance into account.
The Area Under the Curve (AUC) of the Receiver Operating Characteristic
(ROC) curve measures performance in classification problems for different
thresholds. The ROC curve is a probability curve obtained by plotting the
True Positive Rate (which is the same as the recall) on y-axis against the
False Positive Rate (which is FPTN+FP ) on the x-axis. The AUC, which is the
area under this curve, quantifies how capable the model is of distinguishing
both classes.
C DATA I M B A L A N C E
balancing data on deep learning-based
proteochemometric activity classification
c.1 appendix s1 - data imbalance
c.1.1 Materials and methods
Table S29 summarizes the GPCRs, nuclear receptors and proteases sub-
datasets, used for validating the results obtained in the kinases family.
GPCR NR PR
Entity #
Compounds 120,906 18,120 58,882
Targets 498 82 319
Ligand-target pairs 200,523 26,433 92,965
Actives 153,993 16,962 57,510
Inactives 46,530 9,471 35,455
Table S29: Summary of the GPCRs, nuclear receptors (NR) and proteases (PR) sub-
datasets.
On the other hand, table S30 displays the number of active and inactive
protein-compound pairs, averaged over folds, that were available in each set
(training, validation, test) per strategy and protein family.
In Figure S72, an histogram with the proportion of actives respect to all
the interactions per protein is shown for kinases, GPCRs, nuclear receptors
and proteases. It can be seen that for both kinases GPCRs (but specially for
GPCRs) there are more actives per protein than inactives. There is a large
number of GPCR proteins for which only active interactions are reported.
For proteases the distribution is more even.
In Figure S73, the number of active and inactive interactions for each pro-
tein is represented for kinases, GPCRs, nuclear receptors and proteases. In
all cases, there are many proteins for which there are only active or inactive
interactions, thus the median is near 0. There are also many proteins (shown
as outliers) with a large number of active interactions.
As stated in the main text, proteins whose sample size in a specific fold
or strategy did not allow SMOTE upsampling were excluded. Table S31
This appendix reproduces the supplementary data of: Angela Lopez-del Rio, Sergio-Picart




Table S30: Total number of protein-compound pairs in each strategy and protein
family, displayed in the actives/inactives format. Number of actives and
inactives were averaged over the 10 folds.
protein_type strategy training validation test
kinases no_resampling 75767/23511 10970/3429 10215/3045
kinases resampling_after_clustering 76897/76897 9778/9778 8955/8955
kinases resampling_before_clustering 78102/77361 9899/10456 10374/10558
kinases semi_resampling 77951/77539 9893/10305 10215/3045
GPCRs no_resampling 121449/36876 16315/4919 16228/4734
GPCRs resampling_after_clustering 121097/121097 14355/14355 13930/13930
GPCRs resampling_before_clustering 121108/120957 15613/15307 17235/17692
GPCRs semi_resampling 122132/120912 15487/16708 16228/4734
nuclear_receptors no_resampling 13333/7479 1824/997 1804/994
nuclear_receptors resampling_after_clustering 14218/14218 1760/1760 1678/1678
nuclear_receptors resampling_before_clustering 14123/14285 1912/1856 2074/1966
nuclear_receptors semi_resampling 14372/14398 1798/1771 1804/994
proteases no_resampling 44954/28098 6314/3586 6243/3770
proteases resampling_after_clustering 50558/50558 6323/6323 6229/6229
proteases resampling_before_clustering 50891/51481 6766/6778 7217/6616
proteases semi_resampling 51091/51221 6604/6474 6243/3770
shows the number of protein kinases for which performance metrics were
computed in each case.
Table S31: Number of proteins for which performance metrics were computed. The
resampling after clustering was the most stringent strategy regarding el-
igible proteins, since the resampling was carried out after the clustering,
which introduced more imbalance.
Strategy Fold 0 Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Fold 9
no_resampling 288 282 295 303 305 305 293 307 294 301
resampling_before_clustering 271 295 284 274 298 286 301 307 302 293
semi_resampling 288 282 295 303 305 305 293 307 294 301
resampling_after_clustering 79 74 72 84 76 79 87 82 81 100
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Figure S72: Histogram of proportion of actives respect to the total number of inter-
actions for each protein for the protein kinases (PK), GPCRs, nuclear
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Figure S73: Histogram of proportion of actives respect to the total number of inter-
actions for each protein for the protein kinases (PK), GPCRs, nuclear























target analysis block compound analysis block
Figure S74: Schematic representation of the deep learning architecture. It is com-
posed of two main blocks: the protein analysis block and the com-
pound analysis block.
The schematic representation of the deep learning model is displayed in
Figure S74. The selected parameters were drop_hid=0.4, n_1=50, f1=64 and
k1=3 . As activation function, we used Rectified Linear Unit (ReLU) for the
hidden layers (LeCun et al., 2015), and softmax for the output dense (2) layer.
c.1.3 Performance metrics
The description of the metrics used for evaluating and comparing the per-
formance of the different balancing strategies is shown below. Let TP be
the number of true positive classified samples, TN the true negatives, FP the
false positives and FN the false negatives:
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Accuracy =
(TP+ TN)
(TP+ FP+ TN+ FN)
.
Since accuracy is not a proper metric when the dataset is highly imbal-











If precision = TPTP+FP and recall =
TP
TP+FN , then F1-score can be described
as
F1 = 2 ·
precision · recall
precision+ recall
The macro F1-score calculates metrics for each label, and finds their un-
weighted mean. This does not take label imbalance into account.
The Matthews correlation coefficient (MCC) is alue between -1 and +1: +1
represents a perfect prediction, 0 an average random prediction and -1 an
inverse prediction. This metric is not sensitive to imbalance, so it can be
used even if the classes are of very different sizes. It can be calculated using
the formula:
MCC =
(TP× TN− FP× FN)√
(TP+ FP)(TP+ FN)(TN+ FP)(TN+ FN)
.
The Area Under the Curve (AUC) of the Receiver Operating Characteristic
(ROC) curve measures performance in classification problems for different
thresholds. The ROC curve is a probability curve obtained by plotting the
True Positive Rate (which is the same as the recall) on y-axis against the
False Positive Rate (which is FPTN+FP ) on the x-axis. The AUC, which is the
area under this curve, quantifies how capable the model is of distinguishing
both classes.
c.1.4 Results
Description of data balance
distributions of actives ratio In Figure S75, the distributions of the
proportion of active molecules for a protein for each strategy both on train-
ing and test sets is shown.
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Figure S75: Distribution of the actives ratio in the training set and in the test set.
training and test imbalance comparison Table S32 shows the Pear-
son correlation estimate, 95% interval and p-value for each strategy (except
resampling after clustering, where ratios are constant).
Table S32: Correlations between train and test active ratios. 95% confidence inter-
vals and p-values are shown.
strategy cor ci_lower ci_upper alternative pvalue
no_resampling 0.369 0.338 0.400 two.sided 1.15e-96
resampling_before_clustering -0.428 -0.457 -0.398 two.sided 5.54e-130
semi_resampling 0.014 -0.024 0.051 two.sided 4.76e-01
resampling_after_clustering NA NA NA two.sided NA
other covariates Figure S76 shows the effect of the number of inter-
actions of each protein in its corresponding set and fold on the test set im-
balance. Figure S77 shows the effect of the protein length on the test set
imbalance.
Pearson correlation estimates, 95% interval an p-value between imbalance
and number of interactions for each strategy is shown in Table S33. The
same information but for the correlations between imbalance and sequence
length is in Table S34.
Table S33: Correlations between imbalance (as defined above) and number of inter-
actions. 95% confidence intervals and p-values are shown.
strategy cor ci_lower ci_upper alternative pvalue
no_resampling -0.061 -0.097 -0.026 two.sided 8.01e-04
resampling_before_clustering -0.274 -0.307 -0.240 two.sided 3.98e-51
semi_resampling -0.061 -0.097 -0.026 two.sided 8.01e-04
resampling_after_clustering NA NA NA two.sided NA
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no_resampling resampling_before_clustering semi_resampling resampling_after_clustering















Figure S76: Data imbalance in the test set as a function of the number of available
interactions for each protein. The imbalance was quantified as (0.5−
ratiotest)
2 in order to measure the deviation from a perfectly balanced
protein, with an actives ratio of 0.5.
no_resampling resampling_before_clustering semi_resampling resampling_after_clustering


















Figure S77: Data imbalance in the test set as a function of the protein length, in
amino acids.
Table S34: Correlations between imbalance (as defined above) and sequence length.
95% confidence intervals and p-values are shown.
strategy cor ci_lower ci_upper alternative pvalue
no_resampling -0.016 -0.052 0.020 two.sided 3.73e-01
resampling_before_clustering -0.046 -0.082 -0.009 two.sided 1.37e-02
semi_resampling -0.016 -0.052 0.020 two.sided 3.73e-01
resampling_after_clustering NA NA NA two.sided NA
Analysis of the predicted proportions
Pearson correlation estimates, 95% interval an p-value between training
and predicted test active ratios for each strategy is shown in Table S36.
In Table S35 it is shown the percentage of extreme cases for each strategy.
The quasibinomial generalized linear models describing the predicted ac-
tive ratio are depicted in Table S37 for the semi resampling and resampling
before clustering strategy and in Table S38 for the no resampling.
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Figure S78: Ratios of the prediction values, after binarization.
Table S35: Percentage of extreme cases, i.e. proteins with all actives or inactives.
strategy RatioSet all_inactives all_actives all_extremes
no_resampling ratio_test 9.2 15.5 24.7
no_resampling ratio_test_predicted 3.5 71.6 75.1
no_resampling ratio_training 0.0 0.0 0.0
resampling_before_clustering ratio_test 12.5 11.5 24.0
resampling_before_clustering ratio_test_predicted 5.5 23.4 28.9
resampling_before_clustering ratio_training 0.0 0.0 0.0
semi_resampling ratio_test 9.2 15.5 24.7
semi_resampling ratio_test_predicted 4.0 29.1 33.1
semi_resampling ratio_training 0.0 0.0 0.0
resampling_after_clustering ratio_test 0.0 0.0 0.0
resampling_after_clustering ratio_test_predicted 0.0 1.2 1.2
resampling_after_clustering ratio_training 0.0 0.0 0.0
Table S36: Correlations between train and predicted test active ratios. 95% confi-
dence intervals and p-values are shown.
strategy cor ci_lower ci_upper alternative pvalue
no_resampling 0.469 0.440 0.496 two.sided 2.79e-162
resampling_before_clustering -0.094 -0.130 -0.058 two.sided 3.77e-07
semi_resampling 0.008 -0.029 0.045 two.sided 6.78e-01
resampling_after_clustering NA NA NA two.sided NA
c.1 appendix s1 - data imbalance 163
Table S37: Explanatory models to describe the predicted active ratio for the semi
resampling and the resampling before clustering strategies. Significance
and 95% confidence intervals are included.
semi_resampling resampling_before_clustering
(1) (2)
ratio_training 0.197 (−0.903, 1.298) −0.446 (−1.296, 0.405)
p = 0.725 p = 0.305
ratio_test 0.945 (0.775, 1.114)∗∗∗ 0.784 (0.606, 0.963)∗∗∗
p = 2.460e-27 p = 1.181e-17
log10(n_interactions) −0.391 (−0.467, −0.314)∗∗∗ −0.396 (−0.466, −0.325)∗∗∗
p = 3.197e-23 p = 1.987e-27
log10(len_seq) 0.289 (0.023, 0.554)∗ −0.033 (−0.293, 0.226)
p = 0.033 p = 0.801
fold1 0.034 (−0.176, 0.245) 0.071 (−0.138, 0.281)
p = 0.748 p = 0.504
fold2 −0.651 (−0.852, −0.45)∗∗∗ 0.416 (0.196, 0.635)∗∗
p = 2.348e-10 p = 2.076e-04
fold3 0.982 (0.74, 1.224)∗∗∗ −0.436 (−0.646, −0.226)∗∗
p = 2.598e-15 p = 4.738e-05
fold4 0.665 (0.44, 0.891)∗∗∗ 0.326 (0.114, 0.538)∗
p = 8.708e-09 p = 2.609e-03
fold5 0.023 (−0.187, 0.232) 0.333 (0.118, 0.548)∗
p = 0.831 p = 2.413e-03
fold6 −0.524 (−0.725, −0.323)∗∗∗ 0.021 (−0.186, 0.229)
p = 3.457e-07 p = 0.839
fold7 0.626 (0.402, 0.849)∗∗∗ 0.377 (0.165, 0.589)∗∗
p = 4.506e-08 p = 5.045e-04
fold8 0.504 (0.283, 0.725)∗∗ 0.378 (0.165, 0.592)∗∗
p = 8.130e-06 p = 5.250e-04
fold9 −8.292e-03 (−0.215, 0.199) −0.73 (−0.938, −0.522)∗∗∗
p = 0.937 p = 7.301e-12
Constant 0.177 (−0.76, 1.113) 1.229 (0.34, 2.118)∗
p = 0.712 p = 6.796e-03
Observations 2783 2911
Note: ∗p<0.05; ∗∗p<1.000e-03; ∗∗∗p<1e-06
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Table S38: Explanatory models to describe the predicted active ratio for the no
resampling strategy. Significance and 95% confidence intervals are in-
cluded.
no_resampling
ratio_training 8.312 (7.581, 9.042)∗∗∗
p = 0.000e+00
ratio_test 1.102 (0.741, 1.464)∗∗∗
p = 2.600e-09
log10(n_interactions) −1.24 (−1.422, −1.058)∗∗∗
p = 1.330e-39
log10(len_seq) −0.949 (−1.513, −0.386)∗∗
p = 9.683e-04
fold1 −0.505 (−0.931, −0.078)∗
p = 0.021
fold2 −0.034 (−0.478, 0.411)
p = 0.881
fold3 1.063 (0.545, 1.58)∗∗
p = 5.828e-05
fold4 −0.805 (−1.21, −0.4)∗∗
p = 9.970e-05
fold5 0.917 (0.411, 1.423)∗∗
p = 3.862e-04
fold6 1.709 (1.097, 2.321)∗∗∗
p = 4.711e-08
fold7 0.169 (−0.278, 0.615)
p = 0.459
fold8 0.116 (−0.341, 0.574)
p = 0.618
fold9 0.886 (0.385, 1.387)∗∗
p = 5.365e-04
Constant 1.904 (0.269, 3.539)∗
p = 0.023
Observations 2973
Note: ∗p<0.05; ∗∗p<1.000e-03; ∗∗∗p<1e-06
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Performance metrics


























































































































































Figure S79: Performance metrics for imbalance-aware random baselines. Data
points correspond to proteins, averaged over folds.
The quartiles for the baseline F1-scores are in Table S39.
Table S39: Quartiles for the baseline F1-scores.
strategy Min. 1st Qu. Median Mean 3rd Qu. Max.
no_resampling 0.000 0.428 0.611 0.569 0.756 0.985
resampling_before_clustering 0.000 0.320 0.430 0.392 0.488 0.683
semi_resampling 0.000 0.394 0.530 0.478 0.596 0.750
resampling_after_clustering 0.290 0.481 0.500 0.497 0.518 0.727
Table S40 shows the type 3 ANOVA p-values of the strategy variable in the
explanatory linear model of Equation 2 (main text) applied to the random
baseline metrics.
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Table S40: ANOVA p-values for including the resampling strategy as a regressor.
Significant p-values imply that differences exist between resampling
strategies.
strategy variable Sum Sq Df F value Pr(>F)
acc strategy 22.2816465 3 1.36e+02 5.58e-86
auroc strategy 0.0324079 3 1.79e-01 9.11e-01
balanced_acc strategy 3.0761723 3 1.70e+01 5.61e-11
f1 strategy 53.2175335 3 2.36e+02 8.97e-148
mcc strategy 0.1219509 3 3.03e-01 8.24e-01
deep learning model Table S41 summarizes the number of proteins,
added over folds, whose metrics were computable.
Table S41: Number of computable performance measures. AUROC was undefined
for proteins with all actives or unactives in the test set, hence its lower
counts.
strategy acc auroc f1 balanced_acc mcc
no_resampling 2973 2238 2973 2973 2973
resampling_before_clustering 2911 2211 2911 2911 2911
semi_resampling 2973 2238 2973 2973 2973
resampling_after_clustering 814 814 814 814 814
Absolute, baseline-naive performance The strategy covariate was always sig-
nificant in a type 3 ANOVA (table S42). The explanatory linear models are
summarized in S43.
Table S42: ANOVA p-values for including the resampling strategy as a regressor
in the performance models.
strategy variable Sum Sq Df F value Pr(>F)
acc strategy 5.170321 3 2.37e+01 2.89e-15
auroc strategy 10.908150 3 4.78e+01 1.28e-30
f1 strategy 29.754722 3 1.09e+02 2.07e-69
balanced_acc strategy 5.464791 3 2.72e+01 1.64e-17
mcc strategy 48.559151 3 1.82e+02 7.97e-115
Pairwise comparisons of the strategy coefficients using Tukey’s method
are shown in Figure S80.
Table S44 shows the expected absolute performances by metric and strat-
egy.
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Table S43: Linear models to describe each performance metric. Standard devia-
tions in parentheses.
acc auroc f1 balanced_acc mcc
(1) (2) (3) (4) (5)
strategyresampling_before_clustering −0.046∗∗∗ 0.084∗∗∗ −0.132∗∗∗ 0.047∗∗∗ 0.148∗∗∗
(7.036e-03) (8.279e-03) (7.867e-03) (6.749e-03) (7.777e-03)
p = 8.802e-11 p = 4.087e-24 p = 1.533e-62 p = 3.584e-12 p = 1.229e-79
strategysemi_resampling −0.046∗∗∗ 1.799e-03 −0.066∗∗∗ 8.309e-03 0.041∗∗∗
(6.997e-03) (8.241e-03) (7.823e-03) (6.712e-03) (7.734e-03)
p = 3.308e-11 p = 0.827 p = 3.896e-17 p = 0.216 p = 1.524e-07
strategyresampling_after_clustering −0.069∗∗∗ 0.061∗∗∗ −0.144∗∗∗ 0.07∗∗∗ 0.209∗∗∗
(0.011) (0.012) (0.013) (0.011) (0.012)
p = 7.285e-10 p = 1.668e-07 p = 1.727e-30 p = 6.696e-11 p = 6.559e-63
log10(n_interactions) 0.098∗∗∗ 0.076∗∗∗ 0.123∗∗∗ 0.041∗∗∗ 0.114∗∗∗
(4.212e-03) (4.958e-03) (4.709e-03) (4.040e-03) (4.655e-03)
p = 0.000e+00 p = 6.946e-52 p = 0.000e+00 p = 2.529e-24 p = 0.000e+00
log10(len_seq) 0.052∗∗ 0.024 0.053∗ 0.028∗ 0.043∗
(0.015) (0.017) (0.017) (0.014) (0.017)
p = 5.105e-04 p = 0.157 p = 1.612e-03 p = 0.05 p = 9.744e-03
fold1 0.041∗ −7.487e-03 0.036∗ 0.033∗ −0.025
(0.013) (0.015) (0.014) (0.012) (0.014)
p = 1.037e-03 p = 0.617 p = 9.481e-03 p = 5.917e-03 p = 0.07
fold2 0.031∗ −0.014 0.035∗ 0.018 −0.022
(0.012) (0.015) (0.014) (0.012) (0.014)
p = 0.014 p = 0.33 p = 0.012 p = 0.13 p = 0.103
fold3 0.057∗∗ 1.904e-03 0.073∗∗∗ 0.033∗ 1.973e-04
(0.012) (0.014) (0.014) (0.012) (0.014)
p = 5.280e-06 p = 0.896 p = 1.650e-07 p = 5.870e-03 p = 0.989
fold4 4.646e-03 −5.580e-03 0.023 −0.01 −7.461e-03
(0.012) (0.014) (0.014) (0.012) (0.014)
p = 0.707 p = 0.699 p = 0.097 p = 0.384 p = 0.585
fold5 0.035∗ 0.053∗∗ 0.081∗∗∗ 0.011 0.03∗
(0.012) (0.014) (0.014) (0.012) (0.014)
p = 4.349e-03 p = 1.862e-04 p = 5.174e-09 p = 0.345 p = 0.03
fold6 0.016 −0.011 0.018 9.628e-03 6.239e-03
(0.012) (0.015) (0.014) (0.012) (0.014)
p = 0.208 p = 0.455 p = 0.182 p = 0.418 p = 0.648
fold7 0.027∗ 0.036∗ 0.066∗∗ 0.015 −2.417e-03
(0.012) (0.014) (0.014) (0.012) (0.014)
p = 0.031 p = 0.011 p = 1.775e-06 p = 0.198 p = 0.859
fold8 0.021 1.533e-03 0.056∗∗ −1.289e-03 −0.024
(0.012) (0.014) (0.014) (0.012) (0.014)
p = 0.096 p = 0.915 p = 5.076e-05 p = 0.914 p = 0.085
fold9 0.025∗ 0.015 0.021 0.014 0.018
(0.012) (0.014) (0.014) (0.012) (0.014)
p = 0.045 p = 0.307 p = 0.134 p = 0.244 p = 0.193
Constant 0.274∗∗∗ 0.347∗∗∗ 0.243∗∗ 0.378∗∗∗ −0.318∗∗∗
(0.045) (0.051) (0.05) (0.043) (0.049)
p = 7.742e-10 p = 1.421e-11 p = 1.039e-06 p = 1.020e-18 p = 1.102e-10
Observations 9671 7501 9671 9671 9671
R2 0.063 0.059 0.096 0.027 0.134
Adjusted R2 0.062 0.057 0.095 0.026 0.133















































































































































































































Figure S80: Pairwise comparison of strategy performance using Tukey method.
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Table S44: Expected absolute performances, by metric and strategy, with 95% con-
fidence intervals.
metric strategy emmean SE lower.CL upper.CL
acc no_resampling 0.712 5.614e-03 0.701 0.723
acc resampling_before_clustering 0.666 5.618e-03 0.655 0.677
acc semi_resampling 0.665 5.614e-03 0.654 0.676
acc resampling_after_clustering 0.643 9.511e-03 0.624 0.662
auroc no_resampling 0.627 6.280e-03 0.615 0.640
auroc resampling_before_clustering 0.712 6.257e-03 0.699 0.724
auroc semi_resampling 0.629 6.280e-03 0.617 0.641
auroc resampling_after_clustering 0.689 9.737e-03 0.670 0.708
f1 no_resampling 0.766 6.277e-03 0.754 0.779
f1 resampling_before_clustering 0.634 6.282e-03 0.622 0.646
f1 semi_resampling 0.700 6.277e-03 0.688 0.713
f1 resampling_after_clustering 0.622 1.063e-02 0.601 0.643
balanced_acc no_resampling 0.582 5.385e-03 0.572 0.593
balanced_acc resampling_before_clustering 0.629 5.389e-03 0.619 0.640
balanced_acc semi_resampling 0.591 5.385e-03 0.580 0.601
balanced_acc resampling_after_clustering 0.652 9.123e-03 0.634 0.670
mcc no_resampling 0.108 6.205e-03 0.096 0.120
mcc resampling_before_clustering 0.256 6.210e-03 0.244 0.268
mcc semi_resampling 0.149 6.205e-03 0.136 0.161
mcc resampling_after_clustering 0.317 1.051e-02 0.296 0.337
Baseline-adjusted performance In this case, the strategy covariate was also
always significant in a type 3 ANOVA (Table S45). The explanatory linear
models for the adjusted metrics are summarized in S46.
Pairwise comparisons of the strategy coefficients using Tukey’s method
for the adjusted metrics are shown in Figure S81.
Expected adjusted performances by metric and strategy are in Table S47.
Table S45: ANOVA p-values for including the resampling strategy as a regressor
in the adjusted performance models.
strategy variable Sum Sq Df F value Pr(>F)
acc strategy 7.228605 3 2.09e+01 1.79e-13
auroc strategy 12.123911 3 2.96e+01 4.81e-19
f1 strategy 3.665732 3 1.43e+01 2.78e-09
balanced_acc strategy 15.297979 3 4.28e+01 1.82e-27
mcc strategy 52.471976 3 7.77e+01 1.29e-49
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Table S46: Linear models to describe each adjusted performance metric. Standard
deviations in parentheses.
acc auroc f1 balanced_acc mcc
(1) (2) (3) (4) (5)
strategyresampling_before_clustering 0.07∗∗∗ 0.087∗∗∗ 0.05∗∗∗ 0.093∗∗∗ 0.157∗∗∗
(8.861e-03) (0.011) (7.628e-03) (9.002e-03) (0.012)
p = 3.431e-15 p = 3.742e-15 p = 6.971e-11 p = 1.129e-24 p = 1.213e-36
strategysemi_resampling 0.037∗∗ −2.411e-03 0.026∗∗ 0.029∗ 0.041∗
(8.966e-03) (0.011) (7.719e-03) (9.108e-03) (0.013)
p = 4.267e-05 p = 0.829 p = 7.937e-04 p = 1.332e-03 p = 1.190e-03
strategyresampling_after_clustering 0.043∗ 0.06∗∗ 0.03∗ 0.098∗∗∗ 0.209∗∗∗
(0.014) (0.016) (0.012) (0.014) (0.02)
p = 2.204e-03 p = 1.412e-04 p = 0.013 p = 9.770e-12 p = 5.834e-26
log10(n_interactions) 0.053∗∗∗ 0.079∗∗∗ 4.567e-03 0.026∗∗ 0.118∗∗∗
(5.390e-03) (6.740e-03) (4.640e-03) (5.475e-03) (7.529e-03)
p = 2.346e-22 p = 3.209e-31 p = 0.325 p = 2.408e-06 p = 9.075e-55
log10(len_seq) 0.046∗ 0.018 0.021 0.02 0.025
(0.019) (0.023) (0.016) (0.019) (0.027)
p = 0.016 p = 0.439 p = 0.2 p = 0.294 p = 0.35
fold1 0.029 −6.058e-03 7.826e-03 0.021 −0.023
(0.016) (0.02) (0.014) (0.016) (0.022)
p = 0.071 p = 0.763 p = 0.567 p = 0.183 p = 0.296
fold2 0.024 −0.026 −8.380e-03 0.014 −0.044∗
(0.016) (0.02) (0.014) (0.016) (0.022)
p = 0.126 p = 0.193 p = 0.539 p = 0.388 p = 0.046
fold3 0.049∗ −3.319e-03 0.027∗ 0.029 −0.022
(0.016) (0.02) (0.014) (0.016) (0.022)
p = 1.775e-03 p = 0.865 p = 0.046 p = 0.073 p = 0.317
fold4 9.957e-03 1.882e-03 0.013 −7.284e-04 3.653e-03
(0.016) (0.019) (0.014) (0.016) (0.022)
p = 0.527 p = 0.923 p = 0.343 p = 0.964 p = 0.868
fold5 0.024 0.057∗ 0.024 9.004e-03 0.025
(0.016) (0.019) (0.014) (0.016) (0.022)
p = 0.134 p = 3.174e-03 p = 0.079 p = 0.575 p = 0.255
fold6 2.762e-03 −0.023 3.872e-03 7.173e-04 −6.218e-03
(0.016) (0.02) (0.014) (0.016) (0.022)
p = 0.861 p = 0.248 p = 0.775 p = 0.964 p = 0.777
fold7 0.022 0.032 0.033∗ 0.013 −0.011
(0.016) (0.019) (0.013) (0.016) (0.022)
p = 0.159 p = 0.099 p = 0.015 p = 0.406 p = 0.601
fold8 7.448e-03 −3.576e-04 5.280e-03 −0.012 −0.033
(0.016) (0.019) (0.014) (0.016) (0.022)
p = 0.636 p = 0.985 p = 0.697 p = 0.457 p = 0.132
fold9 0.019 7.796e-03 −9.248e-03 9.900e-03 −2.422e-03
(0.016) (0.019) (0.013) (0.016) (0.022)
p = 0.216 p = 0.684 p = 0.493 p = 0.534 p = 0.912
Constant −0.184∗ −0.141∗ 0.03 −0.08 −0.273∗∗
(0.057) (0.069) (0.049) (0.057) (0.079)
p = 1.143e-03 p = 0.041 p = 0.534 p = 0.166 p = 5.493e-04
Observations 9473 7387 9473 9473 9473
R2 0.02 0.036 7.025e-03 0.019 0.061
Adjusted R2 0.019 0.035 5.555e-03 0.017 0.06
Note: ∗p<0.05; ∗∗p<1.000e-03; ∗∗∗p<1e-06














































































































































































































Figure S81: Pairwise comparison of strategy adjusted performance using Tukey
method.
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Table S47: Expected adjusted performances, by metric and strategy, with 95% con-
fidence intervals.
metric strategy emmean SE lower.CL upper.CL
acc no_resampling 0.108 7.116e-03 0.094 0.122
acc resampling_before_clustering 0.177 7.119e-03 0.164 0.191
acc semi_resampling 0.144 7.180e-03 0.130 0.158
acc resampling_after_clustering 0.151 1.204e-02 0.127 0.175
auroc no_resampling 0.127 8.448e-03 0.110 0.144
auroc resampling_before_clustering 0.214 8.413e-03 0.198 0.231
auroc semi_resampling 0.125 8.528e-03 0.108 0.141
auroc resampling_after_clustering 0.187 1.311e-02 0.161 0.213
f1 no_resampling 0.112 6.126e-03 0.100 0.124
f1 resampling_before_clustering 0.162 6.128e-03 0.150 0.174
f1 semi_resampling 0.138 6.181e-03 0.126 0.150
f1 resampling_after_clustering 0.143 1.036e-02 0.122 0.163
balanced_acc no_resampling 0.057 7.229e-03 0.043 0.071
balanced_acc resampling_before_clustering 0.149 7.232e-03 0.135 0.163
balanced_acc semi_resampling 0.086 7.294e-03 0.072 0.100
balanced_acc resampling_after_clustering 0.155 1.223e-02 0.131 0.179
mcc no_resampling 0.106 9.940e-03 0.086 0.125
mcc resampling_before_clustering 0.263 9.944e-03 0.243 0.282
mcc semi_resampling 0.146 1.003e-02 0.127 0.166
mcc resampling_after_clustering 0.315 1.682e-02 0.282 0.348
Further validation for other protein families
Table S48 shows the correlations between training and sets sets active ra-
tios for GPCRs.
Table S48: Correlations between train and test active ratios. 95% confidence inter-
vals and p-values are shown.
strategy cor ci_lower ci_upper alternative pvalue
no_resampling 0.594 0.572 0.616 two.sided 6.73e-320
resampling_before_clustering -0.386 -0.417 -0.354 two.sided 4.80e-98
semi_resampling 0.067 0.029 0.105 two.sided 5.91e-04
resampling_after_clustering NA NA NA two.sided NA
Table S49 shows the linear models describing the predicted active ratio for
the semi resampling and the resampling after clustering strategies.
Table S50 summarizes the linear models describing each adjusted perfor-
mance metric.
c.2 appendix s2 - model predictions and perfor-
mance (gpcrs)
c.2.1 Overview
This supplement describes the behaviour of the proteochemometrics (PCM)
deep learning model to predict protein-compound bioactivity for GPCRs.
Specifically, this includes the descriptive statistics of data imbalance: the pro-
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Table S49: Linear models to describe the predicted active ratio for the semi resam-
pling and the resampling before clustering strategies. Significance and 95%
confidence intervals are included.
semi_resampling resampling_before_clustering
(1) (2)
ratio_training −0.023 (−0.252, 0.206) 0.295 (0.142, 0.447)∗∗
p = 0.843 p = 1.544e-04
ratio_test 0.252 (0.213, 0.29)∗∗∗ 0.346 (0.305, 0.388)∗∗∗
p = 5.436e-36 p = 7.190e-58
log10(n_interactions) −0.011 (−0.032, 0.01) −0.024 (−0.043, −4.597e-03)∗
p = 0.302 p = 0.015
log10(len_seq) −0.137 (−0.288, 0.014) −0.17 (−0.316, −0.025)∗
p = 0.076 p = 0.021
fold1 0.017 (−0.032, 0.066) −0.123 (−0.17, −0.076)∗∗∗
p = 0.497 p = 2.947e-07
fold2 −0.019 (−0.068, 0.031) 0.052 (5.878e-03, 0.099)∗
p = 0.458 p = 0.027
fold3 −0.033 (−0.082, 0.017) 0.038 (−8.623e-03, 0.085)
p = 0.202 p = 0.11
fold4 −0.01 (−0.06, 0.039) 0.017 (−0.03, 0.064)
p = 0.68 p = 0.469
fold5 0.035 (−0.014, 0.084) −0.085 (−0.132, −0.037)∗∗
p = 0.158 p = 5.370e-04
fold6 −0.055 (−0.105, −6.206e-03)∗ −0.025 (−0.073, 0.022)
p = 0.027 p = 0.295
fold7 −0.171 (−0.219, −0.122)∗∗∗ 1.423e-04 (−0.046, 0.047)
p = 8.958e-12 p = 0.995
fold8 −0.2 (−0.249, −0.151)∗∗∗ −0.038 (−0.085, 9.298e-03)
p = 2.301e-15 p = 0.116
fold9 −0.148 (−0.197, −0.099)∗∗∗ 0.038 (−9.078e-03, 0.084)
p = 4.477e-09 p = 0.115
Constant 0.907 (0.495, 1.318)∗∗ 0.724 (0.338, 1.11)∗∗
p = 1.665e-05 p = 2.446e-04
Observations 2620 2741
R2 0.123 0.12
Adjusted R2 0.118 0.116
Residual Std. Error 0.287 (df = 2606) 0.28 (df = 2727)
F Statistic 28.011∗∗∗ (df = 13; 2606) 28.722∗∗∗ (df = 13; 2727)
Note: ∗p<0.05; ∗∗p<1.000e-03; ∗∗∗p<1e-06
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Table S50: Linear models to describe each adjusted performance metric. Standard
deviations in parentheses.
acc auroc f1 balanced_acc mcc
(1) (2) (3) (4) (5)
strategyresampling_before_clustering 0.111∗∗∗ 0.114∗∗∗ 0.063∗∗∗ 0.148∗∗∗ 0.202∗∗∗
(6.797e-03) (8.306e-03) (6.172e-03) (6.726e-03) (8.543e-03)
p = 4.459e-59 p = 1.574e-42 p = 1.135e-24 p = 0.000e+00 p = 0.000e+00
strategysemi_resampling 0.053∗∗∗ 0.011 0.015∗ 0.068∗∗∗ 0.061∗∗∗
(6.905e-03) (8.479e-03) (6.270e-03) (6.833e-03) (8.678e-03)
p = 1.885e-14 p = 0.188 p = 0.019 p = 5.502e-23 p = 1.966e-12
strategyresampling_after_clustering 0.057∗∗∗ 0.098∗∗∗ 0.042∗∗∗ 0.12∗∗∗ 0.235∗∗∗
(9.236e-03) (0.01) (8.387e-03) (9.140e-03) (0.012)
p = 6.266e-10 p = 2.754e-21 p = 6.864e-07 p = 3.564e-39 p = 1.186e-89
log10(n_interactions) 0.04∗∗∗ 0.038∗∗∗ 0.014∗∗ 0.014∗ 0.052∗∗∗
(4.375e-03) (6.018e-03) (3.972e-03) (4.329e-03) (5.498e-03)
p = 5.057e-20 p = 1.732e-10 p = 3.523e-04 p = 1.485e-03 p = 2.617e-21
log10(len_seq) −0.091∗ −0.034 −1.940e-03 −0.093∗ −0.027
(0.035) (0.042) (0.031) (0.034) (0.043)
p = 8.579e-03 p = 0.419 p = 0.951 p = 6.524e-03 p = 0.541
fold1 0.024∗ 2.277e-03 −0.011 0.014 0.012
(0.012) (0.014) (0.011) (0.011) (0.015)
p = 0.036 p = 0.869 p = 0.297 p = 0.215 p = 0.43
fold2 7.466e-03 0.016 9.307e-03 5.819e-03 0.012
(0.012) (0.014) (0.011) (0.011) (0.015)
p = 0.52 p = 0.26 p = 0.377 p = 0.612 p = 0.401
fold3 0.012 −6.461e-03 −6.538e-03 8.988e-03 −3.534e-03
(0.012) (0.014) (0.011) (0.012) (0.015)
p = 0.322 p = 0.648 p = 0.541 p = 0.441 p = 0.811
fold4 0.015 −8.950e-03 8.932e-03 0.014 3.821e-03
(0.012) (0.014) (0.011) (0.012) (0.015)
p = 0.2 p = 0.53 p = 0.404 p = 0.244 p = 0.797
fold5 6.087e-03 −0.012 −0.018 4.073e-03 −0.012
(0.012) (0.014) (0.011) (0.012) (0.015)
p = 0.604 p = 0.398 p = 0.087 p = 0.726 p = 0.426
fold6 0.017 3.990e-04 −0.017 0.014 0.011
(0.012) (0.014) (0.011) (0.012) (0.015)
p = 0.15 p = 0.977 p = 0.108 p = 0.239 p = 0.474
fold7 9.271e-04 3.367e-03 −0.026∗ 8.568e-03 0.01
(0.012) (0.014) (0.011) (0.012) (0.015)
p = 0.936 p = 0.809 p = 0.015 p = 0.456 p = 0.484
fold8 0.016 0.011 −0.029∗ 0.017 0.018
(0.012) (0.014) (0.011) (0.012) (0.015)
p = 0.176 p = 0.424 p = 6.887e-03 p = 0.131 p = 0.213
fold9 7.169e-03 0.011 −0.016 9.026e-03 0.011
(0.012) (0.014) (0.011) (0.012) (0.015)
p = 0.538 p = 0.435 p = 0.131 p = 0.433 p = 0.47
Constant 0.184∗ 0.077 0.049 0.205∗ −0.041
(0.09) (0.111) (0.082) (0.089) (0.114)
p = 0.041 p = 0.486 p = 0.552 p = 0.022 p = 0.719
Observations 9902 7958 9902 9902 9902
R2 0.042 0.04 0.017 0.056 0.096
Adjusted R2 0.04 0.039 0.016 0.055 0.095
Note: ∗p<0.05; ∗∗p<1.000e-03; ∗∗∗p<1e-06
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portion of actives per protein in the training and test sets during the model
fitting and the predicted proportion of actives. The model performance per
protein was also described, pinpointing the most influential factors and char-
acterising the proteins with the most extreme performances.
Four strategies (no resampling, resampling before clustering, semi resampling,
resampling after clustering) were considered. For each of those, 10 folds of
repeated holdout were run, and 5 performance metrics were computed: acc,
auroc, f1, balanced_acc, mcc. This led to a total of 10772 values of per-
formance. Since some strategies involved the upsampling method SMOTE,
proteins whose sample sizes did not allow upsampling were excluded (table
S51).
Table S51: Number of proteins for which performance metrics were computed. The
resampling after clustering was the most stringent strategy regarding el-
igible proteins, since the resampling was carried out after the clustering,
which introduced more imbalance.
Strategy Fold 0 Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Fold 9
no_resampling 347 356 359 320 332 331 342 336 341 350
resampling_before_clustering 274 275 284 277 274 256 264 286 271 280
semi_resampling 347 356 359 320 332 331 342 336 341 350
resampling_after_clustering 135 120 125 123 102 116 118 120 122 122
c.2.2 Description of data balance
The data balancing strategy had an impact on the actual data balance,
defined as the proportion of active molecules for a protein. Furthermore,
specific trends were observed in the original data in the training and test
sets, as well as in the values predicted by the deep learning model.
Distributions of the actives ratio
The histograms in figure S82 revealed trends:
• no resampling keeps similar data imbalance in training and test.
• resampling before clustering and semi resampling lead to a more
balanced training set, but not so much for the test set.
• resampling after clustering kept balanced proteins in both train-
ing and test sets.
In addition, test sets with imbalance tended to magnify it and create
extreme cases (all actives or all inactives), probably due to the combination
of the clustering and the lower sample sizes in the test sets compared to
training.
Comparing training and test imbalance
Figure S83 revealed both positive, negative and null trends between the
training and test set protein balances.
• no resampling showed a positive relation between both, i.e. proteins
were prone to keep their (im)balance in train and test.
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Figure S82: Distribution of the actives ratio in the training set and in the test set
(both original and predicted by the deep learning model).
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Figure S83: Comparison of the training and test ratios, by resampling strategy. A
linear fit line was added per strategy.
• resampling before clustering showed an inverse relationship instead.
This was expected since this strategy started from globally balanced
proteins, and after the clustering, an imbalance in one direction in the
training set entailed an inverse imbalance in the test set.
• semi resampling led to a slight positive correlation, but weaker than
no resampling.
• resampling after clustering always kept balanced proteins, by de-
sign.
Table S52 displays the Pearson correlation estimate, 95% confidence in-
terval and p-value for each strategy (except resampling after clustering,
where ratios are constant), further confirming the claims above.
Table S52: Correlations between train and test active ratios. 95% confidence inter-
vals and p-values are shown.
strategy cor ci_lower ci_upper alternative pvalue
no_resampling 0.594 0.572 0.616 two.sided 6.73e-320
resampling_before_clustering -0.386 -0.417 -0.354 two.sided 4.80e-98
semi_resampling 0.067 0.029 0.105 two.sided 5.91e-04
resampling_after_clustering NA NA NA two.sided NA
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no_resampling resampling_before_clustering semi_resampling resampling_after_clustering















Figure S84: Data imbalance in the test set as a function of the number of available
interactions for each protein.
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Figure S85: Data imbalance in the test set as a function of the protein length, in
amino acids.
Other covariates
The effect of the number of interactions of each protein in its correspond-
ing set and fold (figure S84) and the protein length in amino acids (figure
S85) on the test set imbalance was investigated:
• Proteins with greatest imbalance (i.e. where (0.5 - ratio_test)ˆ2
was greatest) tended to be among those with the least interactions.
Linear correlations were significant (table S53).
• The sequence length had no obvious effect on the protein imbal-
ance. Linear correlations were not significant (no resampling, semi
resampling) or significant but low (resampling before clustering).
Table S53: Correlations between imbalance (as defined above) and number of inter-
actions. 95% confidence intervals and p-values are shown.
strategy cor ci_lower ci_upper alternative pvalue
no_resampling -0.246 -0.277 -0.214 two.sided 3.72e-48
resampling_before_clustering -0.305 -0.338 -0.270 two.sided 5.43e-60
semi_resampling -0.246 -0.277 -0.214 two.sided 3.72e-48
resampling_after_clustering NA NA NA two.sided NA
c.2.3 Linear models on predicted proportions
The next key question was to narrow down the factor driving the pre-
dicted proportion of actives. The main options under consideration were:
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Table S54: Correlations between imbalance (as defined above) and sequence length.
95% confidence intervals and p-values are shown.
strategy cor ci_lower ci_upper alternative pvalue
no_resampling -0.028 -0.062 0.005 two.sided 9.83e-02
resampling_before_clustering -0.059 -0.097 -0.022 two.sided 1.90e-03
semi_resampling -0.028 -0.062 0.005 two.sided 9.83e-02
resampling_after_clustering NA NA NA two.sided NA
no_resampling resampling_before_clustering semi_resampling resampling_after_clustering





















Figure S86: Ratios of the prediction values, after binarization.
1. A constant, global imbalance that the model would learn from the
whole dataset.
2. The protein-wise imbalance that the model would learn in the training
set.
3. A test set-driven imbalance, based on its actual imbalance.
Distributions of the predicted ratios
After the model predictions in the test set were binarized (actives were
those whose probabilities exceeded 0.5), the ratio of predicted actives was
computed by protein. This ratio, shown in figure S86, suggested that:
• no resampling was noticeably biased to predict everything as posi-
tives.
• resampling before clustering and semi resampling alleviated the
imbalance in the predictions, but still retained a spike of proteins
where all the compounds were predicted as positives.
• resampling after clustering kept a wide and symmetric distribu-
tion of predicted actives.
Now, representing together (1) the original training and test ratios, and
(2) the predicted ratios in test (figure S87) eased a general qualitative assess-
ment: the distribution was most resemblant to that of the test proportions
to that of the training ones (except resampling after clustering, since
those proportions are constant). Table S55 displays how no resampling was
highly inclined to predict all positives, resampling before clustering
and semi resampling alleviated this phenomenon, and resampling after
clustering was essentially balanced.
Predicted ratios against training ratios
Figure S88 puts the predicted ratios in context of the training ratios, eluci-
dating a variety of trends:

































Figure S87: Distribution of the actives ratio in the training set and in the test set
(both original and predicted by the deep learning model).
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Table S55: Percentage of extreme cases, i.e. proteins with all actives or inactives.
strategy RatioSet all_inactives all_actives all_extremes
no_resampling ratio_test 8.8 23.3 32.0
no_resampling ratio_test_predicted 5.3 80.7 86.0
no_resampling ratio_training 1.8 7.6 9.4
resampling_before_clustering ratio_test 5.8 9.7 15.6
resampling_before_clustering ratio_test_predicted 4.7 10.7 15.4
resampling_before_clustering ratio_training 0.0 0.2 0.3
semi_resampling ratio_test 8.8 23.3 32.0
semi_resampling ratio_test_predicted 10.4 23.3 33.7
semi_resampling ratio_training 0.0 0.0 0.0
resampling_after_clustering ratio_test 0.0 0.0 0.0
resampling_after_clustering ratio_test_predicted 0.1 1.1 1.2
resampling_after_clustering ratio_training 0.0 0.0 0.0
no_resampling resampling_before_clustering semi_resampling resampling_after_clustering
























Figure S88: Predicted ratios, as a function of training ratios.
• no resampling: positive trend between the training and the predicted
ratio, but since the training and the test ratio also positively correlated
(figure 35), the latter could be the one driving the predicted ratio of
positives.
• resampling after clustering had a constant training ratio, meaning
that the predicted ratio was not explainable by differences in training
ratios.
• resampling before clustering showed instead a negative relation
between the training and the predicted ratio. But since the former
and the test ratio also anticorrelated (figure 35, the simplest explana-
tion was that the test ratio drove the predicted test ratio.
• semi resampling showed no apparent correlation between the pre-
dicted ratio and the training ratio.
The significance of the linear correlation backs up all the claims above
(table S56).
Table S56: Correlations between train and predicted test active ratios. 95% confi-
dence intervals and p-values are shown.
strategy cor ci_lower ci_upper alternative pvalue
no_resampling 0.561 0.538 0.584 two.sided 4.11e-278
resampling_before_clustering -0.058 -0.095 -0.021 two.sided 2.37e-03
semi_resampling 0.017 -0.021 0.056 two.sided 3.76e-01
resampling_after_clustering NA NA NA two.sided NA
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Linear models
The predicted ratio of actives rpred was modelled through the following
quasibinomial generalized linear models, stratified by strategy:
rpred ∼ rtraining + rtest + log10(nint) + log10(nseq) + kfold
The main variables of interest are the actual ratios in the training rtraining
and in test rtest, both numeric between 0 and 1. As additional covariates,
the number of interactions nint and the sequence length nseq (numerical)
and the fold number kfold (categorical) were also included.
in semi resampling or resampling before clustering Due to the
only slight correlation between training and test ratios (figure 35), the semi
resampling strategy is the ideal scenario to disentangle their effects on
the predicted ratio of actives (see model in table S57). This additive model
suggests:
• The test ratio is driving the predicted proportions, rather than the
training ratio.
• n_interactions: the term is not significant in GPCRs.
Table S57 also shows the additive model for resampling before clustering.
This strategy showed negative correlation between training and test ratios,
also providing a reasonably good scenario to distinguish their effects.
• This model confirms both conclusions from the model in the semi
resampling strategy. The ratio in training is also significant for GPCRs,
but lower significance and estimate than the ratio in test; number of
interactions slightly significant now.
in no resampling The explanatory linear model under the no resampling
strategy (table S58) suffers from the positive correlation between training
and test ratios, which can be confounded.
• Both training_ratio and test_ratio show a positive effect on the
predicted fraction of actives.
• Although the estimate is larger and more significant for training_ratio,
the confounding effect and the very skewed distribution of the pre-
dicted ratios deems this model inconclusive.
Conclusions
• Data imbalance exists in all strategies but in resampling after clustering,
where balance is enforced.
• The correlation between a protein’s ratio in train and test is positive in
no resampling, negative in resampling before clustering and null
in semi resampling and resampling after clustering.
• The main factor driving the ratio of actives in the model predictions,
per protein, is the actual ratio of positives in the test set. Their distri-
butions are resemblant, and linear models confirm the association.
All of them apply to GPCRs.
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Table S57: Linear models to describe the predicted active ratio for the semi resam-
pling and the resampling before clustering strategies. Significance and 95%
confidence intervals are included.
semi_resampling resampling_before_clustering
(1) (2)
ratio_training −0.106 (−1.147, 0.935) 1.269 (0.613, 1.926)∗∗
p = 0.842 p = 1.553e-04
ratio_test 1.093 (0.92, 1.266)∗∗∗ 1.456 (1.274, 1.637)∗∗∗
p = 3.309e-34 p = 1.501e-53
log10(n_interactions) −0.055 (−0.15, 0.04) −0.102 (−0.183, −0.021)∗
p = 0.259 p = 0.013
log10(len_seq) −0.625 (−1.315, 0.066) −0.728 (−1.347, −0.109)∗
p = 0.076 p = 0.021
fold1 0.082 (−0.145, 0.309) −0.512 (−0.711, −0.313)∗∗∗
p = 0.477 p = 4.829e-07
fold2 −0.085 (−0.309, 0.139) 0.219 (0.022, 0.417)∗
p = 0.455 p = 0.03
fold3 −0.145 (−0.371, 0.081) 0.162 (−0.037, 0.362)
p = 0.209 p = 0.11
fold4 −0.044 (−0.27, 0.183) 0.073 (−0.125, 0.271)
p = 0.706 p = 0.471
fold5 0.172 (−0.055, 0.4) −0.354 (−0.557, −0.152)∗∗
p = 0.138 p = 6.138e-04
fold6 −0.249 (−0.471, −0.027)∗ −0.106 (−0.307, 0.095)
p = 0.028 p = 0.3
fold7 −0.732 (−0.949, −0.515)∗∗∗ −1.350e-03 (−0.197, 0.195)
p = 4.372e-11 p = 0.989
fold8 −0.851 (−1.069, −0.633)∗∗∗ −0.156 (−0.355, 0.042)
p = 2.873e-14 p = 0.123
fold9 −0.638 (−0.858, −0.419)∗∗∗ 0.157 (−0.041, 0.356)
p = 1.286e-08 p = 0.12
Constant 1.848 (−0.032, 3.727) 0.961 (−0.685, 2.606)
p = 0.054 p = 0.253
Observations 2620 2741
Note: ∗p<0.05; ∗∗p<1.000e-03; ∗∗∗p<1e-06
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Table S58: Linear models to describe the predicted active ratio for the no resampling
strategy. Significance and 95% confidence intervals are included.
no_resampling
ratio_training 6.695 (5.63, 7.76)∗∗∗
p = 3.913e-34
ratio_test 1.336 (0.663, 2.009)∗∗
p = 1.011e-04
log10(n_interactions) −1.147 (−1.487, −0.806)∗∗∗
p = 4.808e-11
log10(len_seq) 3.459 (1.24, 5.679)∗
p = 2.273e-03
fold1 −1.024 (−1.928, −0.12)∗
p = 0.026
fold2 −0.455 (−1.381, 0.47)
p = 0.335
fold3 −0.879 (−1.795, 0.037)
p = 0.06
fold4 −0.221 (−1.209, 0.768)
p = 0.662
fold5 −1.02 (−1.923, −0.118)∗
p = 0.027
fold6 −1.615 (−2.481, −0.749)∗∗
p = 2.620e-04
fold7 −0.879 (−1.791, 0.034)
p = 0.059
fold8 −0.403 (−1.363, 0.557)
p = 0.411
fold9 −0.469 (−1.392, 0.454)
p = 0.319
Constant −7.999 (−13.868, −2.13)∗
p = 7.593e-03
Observations 3359


























































































































































Figure S89: Performance metrics for imbalance-aware random baselines. Data
points correspond to proteins, averaged over folds.
c.2.4 Description of baseline performance
Before evaluating the deep learning model, the performance metrics of the
baselines were characterised, in order to pinpoint imbalance-sensitive and
insensitive metrics. Metrics were called imbalance-sensitive if the imbalance-
aware random baseline exhibited different performances between resam-
pling strategies.
Descriptive plot
Figure S89 shows a fold-averaged picture of the metrics by protein. Vi-
sual inspection suggested that accuracy, F1 and possibly balanced accuracy
were affected by the data imbalance. F1 is the most apparent case, see the
quartiles in table S59.
Table S59: Quartiles for the baseline F1-scores.
strategy Min. 1st Qu. Median Mean 3rd Qu. Max.
no_resampling 0.000 0.454 0.726 0.647 0.895 1.000
resampling_before_clustering 0.000 0.394 0.457 0.430 0.501 0.653
semi_resampling 0.000 0.426 0.560 0.506 0.627 0.833
resampling_after_clustering 0.235 0.485 0.501 0.498 0.516 0.636
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Linear models
Formally, each performance metric was described with the following lin-
ear model:
metric ∼ strategy + log10(nint) + log10(nseq) + kfold
The response was the quantitative metric of interest (one model per met-
ric), while strategy was categorical with the following possibilities: no
resampling, resampling after clustering, resampling before clustering,
semi resampling. Additional covariates included the number of interactions
nint and the sequence length nseq (numerical) and the fold number kfold
(categorical). The strategy variable was tested with a type 3 ANOVA, being
significant with p < 0.05 for acc, f1 and balanced_acc (table S60).
Table S60: ANOVA p-values for including the resampling strategy as a regressor.
Significant p-values imply that differences exist between resampling
strategies.
strategy variable Sum Sq Df F value Pr(>F)
acc strategy 79.2893867 3 7.37e+02 0.00e+00
auroc strategy 0.0060204 3 6.74e-02 9.77e-01
balanced_acc strategy 15.7514288 3 1.28e+02 1.81e-81
f1 strategy 100.8229851 3 5.60e+02 0.00e+00
mcc strategy 0.0338470 3 2.34e-01 8.73e-01
Based on this, metrics were divided in two types:
• Those where the baseline was different between strategies, i.e. imbalance-
sensitive: acc, f1 and balanced_acc. Therefore, before comparing
strategies, the baseline performance needed to be accounted for.
• Those where the baseline was constant, i.e. imbalance-insensitive: auroc,
mcc. Here we could compare strategies directly.
All applies to GPCRs as well.
c.2.5 Description of deep learning model performance
An overview of fold-averaged performances is displayed in figure S90,
where strategies are paired with their baselines. This illustrates the issue
of direct strategy comparison with imbalance-sensitive metrics, which was
especially visible for the F1-score. Some metrics are undefined in edge cases
(e.g. AUROC when only actives or only inactives are available); table S61
summarizes the number of proteins, added over folds, whose metrics were
computable.
Absolute, baseline-naive performance
Anologous to the baseline performance models, absolute metric models
(not accounting for baselines) were fitted:
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Table S61: Number of computable performance measures. AUROC was undefined
for proteins with all actives or unactives in the test set, hence its lower
counts.
strategy acc auroc f1 balanced_acc mcc
no_resampling 3414 2320 3414 3414 3414
resampling_before_clustering 2741 2314 2741 2741 2741
semi_resampling 3414 2320 3414 3414 3414
resampling_after_clustering 1203 1203 1203 1203 1203
metric ∼ strategy + log10(nint) + log10(nseq) + kfold
The strategy covariate was always significant in a type 3 ANOVA (ta-
ble S62). The models, summarized in S63, showed different behaviour in
imbalance-sensitive and insensitive metrics. Pairwise comparisons of the
strategy coefficients using Tukey’s method would point to two different pic-
tures (figure S91), further confirmed when prioritizing the strategies accord-
ing to their expected performance through the linear models (table S64 and
figure S92):
• Accuracy and F1-score suggested that no resampling was the best
strategy, but this was confounded by the fact that it also held the high-
est baselines.
• AUROC, MCC and balanced accuracy showed instead that resampling
before clustering and resampling after clustering held the high-
est performance estimates.
Table S62: ANOVA p-values for including the resampling strategy as a regressor
in the performance models.
strategy variable Sum Sq Df F value Pr(>F)
acc strategy 26.661749 3 1.26e+02 2.90e-80
auroc strategy 21.408275 3 1.39e+02 1.40e-87
f1 strategy 61.491300 3 2.10e+02 2.20e-132
balanced_acc strategy 7.868812 3 4.27e+01 2.08e-27
mcc strategy 82.398075 3 4.78e+02 1.23e-291
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Table S63: Linear models to describe each performance metric. Standard devia-
tions in parentheses.
acc auroc f1 balanced_acc mcc
(1) (2) (3) (4) (5)
strategyresampling_before_clustering −0.096∗∗∗ 0.114∗∗∗ −0.182∗∗∗ 0.051∗∗∗ 0.2∗∗∗
(6.883e-03) (6.673e-03) (8.100e-03) (6.427e-03) (6.214e-03)
p = 4.956e-44 p = 8.545e-65 p = 0.000e+00 p = 1.253e-15 p = 0.000e+00
strategysemi_resampling −0.112∗∗∗ 0.013∗ −0.14∗∗∗ −0.01 0.057∗∗∗
(6.426e-03) (6.662e-03) (7.562e-03) (6.000e-03) (5.801e-03)
p = 3.801e-67 p = 0.048 p = 7.533e-76 p = 0.083 p = 1.271e-22
strategyresampling_after_clustering −0.116∗∗∗ 0.101∗∗∗ −0.171∗∗∗ 0.054∗∗∗ 0.232∗∗∗
(9.213e-03) (8.193e-03) (0.011) (8.602e-03) (8.317e-03)
p = 3.303e-36 p = 1.520e-34 p = 1.286e-55 p = 4.246e-10 p = 0.000e+00
log10(n_interactions) 0.029∗∗∗ 0.046∗∗∗ 0.081∗∗∗ −0.025∗∗∗ 0.054∗∗∗
(3.725e-03) (4.573e-03) (4.383e-03) (3.478e-03) (3.362e-03)
p = 6.242e-15 p = 2.260e-23 p = 1.546e-75 p = 2.961e-13 p = 3.935e-58
log10(len_seq) −0.084∗ −0.054 −0.019 −0.088∗ −0.019
(0.033) (0.033) (0.039) (0.031) (0.03)
p = 0.011 p = 0.108 p = 0.624 p = 4.142e-03 p = 0.519
fold1 0.014 0.012 −7.494e-03 3.971e-03 0.013
(0.011) (0.011) (0.013) (0.011) (0.01)
p = 0.203 p = 0.276 p = 0.573 p = 0.707 p = 0.195
fold2 0.015 0.021 9.361e-03 0.011 0.014
(0.011) (0.011) (0.013) (0.011) (0.01)
p = 0.193 p = 0.05 p = 0.479 p = 0.275 p = 0.176
fold3 0.011 5.610e-03 −5.323e-03 9.151e-03 2.785e-03
(0.011) (0.011) (0.014) (0.011) (0.01)
p = 0.329 p = 0.617 p = 0.694 p = 0.393 p = 0.788
fold4 0.034∗ 3.539e-03 0.017 0.028∗ 0.014
(0.011) (0.011) (0.014) (0.011) (0.01)
p = 3.126e-03 p = 0.754 p = 0.206 p = 8.064e-03 p = 0.163
fold5 0.016 −1.805e-03 −0.011 9.616e-03 −3.018e-03
(0.011) (0.011) (0.014) (0.011) (0.01)
p = 0.171 p = 0.871 p = 0.437 p = 0.37 p = 0.771
fold6 0.017 0.014 −0.019 0.014 0.021∗
(0.011) (0.011) (0.013) (0.011) (0.01)
p = 0.128 p = 0.199 p = 0.146 p = 0.183 p = 0.044
fold7 2.239e-03 0.011 −0.025 8.648e-03 0.019
(0.011) (0.011) (0.013) (0.011) (0.01)
p = 0.844 p = 0.301 p = 0.057 p = 0.415 p = 0.071
fold8 0.015 0.024∗ −0.025 0.015 0.026∗
(0.011) (0.011) (0.013) (0.011) (0.01)
p = 0.19 p = 0.03 p = 0.059 p = 0.159 p = 0.012
fold9 −4.569e-04 0.014 −0.033∗ 5.402e-03 0.01
(0.011) (0.011) (0.013) (0.011) (0.01)
p = 0.968 p = 0.198 p = 0.013 p = 0.609 p = 0.323
Constant 0.868∗∗∗ 0.596∗∗∗ 0.609∗∗∗ 0.868∗∗∗ −0.072
(0.085) (0.087) (0.101) (0.08) (0.077)
p = 3.968e-24 p = 8.565e-12 p = 1.434e-09 p = 2.065e-27 p = 0.352
Observations 10772 8157 10772 10772 10772
R2 0.039 0.067 0.076 0.015 0.169
Adjusted R2 0.037 0.065 0.075 0.014 0.168























































































































































Figure S90: Performance metrics for balancing strategies and their corresponding
imbalance-aware random baselines. Data points correspond to pro-
teins, averaged over folds.
Table S64: Expected absolute performances, by metric and strategy, with 95% con-
fidence intervals.
metric strategy emmean SE lower.CL upper.CL
acc no_resampling 0.746 5.030e-03 0.736 0.755
acc resampling_before_clustering 0.649 5.202e-03 0.639 0.659
acc semi_resampling 0.633 5.030e-03 0.624 0.643
acc resampling_after_clustering 0.629 7.660e-03 0.614 0.644
auroc no_resampling 0.597 4.861e-03 0.588 0.607
auroc resampling_before_clustering 0.711 4.831e-03 0.702 0.721
auroc semi_resampling 0.610 4.861e-03 0.601 0.620
auroc resampling_after_clustering 0.698 6.550e-03 0.685 0.711
f1 no_resampling 0.780 5.919e-03 0.769 0.792
f1 resampling_before_clustering 0.598 6.121e-03 0.586 0.610
f1 semi_resampling 0.640 5.919e-03 0.628 0.652
f1 resampling_after_clustering 0.609 9.013e-03 0.591 0.627
balanced_acc no_resampling 0.579 4.697e-03 0.569 0.588
balanced_acc resampling_before_clustering 0.630 4.857e-03 0.621 0.640
balanced_acc semi_resampling 0.568 4.697e-03 0.559 0.577
balanced_acc resampling_after_clustering 0.632 7.152e-03 0.618 0.646
mcc no_resampling 0.044 4.541e-03 0.035 0.053
mcc resampling_before_clustering 0.244 4.696e-03 0.235 0.253
mcc semi_resampling 0.101 4.541e-03 0.092 0.110
mcc resampling_after_clustering 0.277 6.915e-03 0.263 0.290

































































































































































































































































Lower ranks are better. Expected fold−averaged performances in brackets.
Method ranking by absolute performance.
Figure S92: Method ranking according to the linear model predicted performances
for each metric. Baseline metrics were ignored.
Baseline-adjusted performance
To address the pitfalls of the direct comparison of metrics whose base-
lines may differ, baseline-adjusted performance metrics were defined and
modelled analogously. Specifically:
adj_metric = metric − baseline
A descriptive plot of the the adjusted metrics (figure S93) pointed to a
scenario diffent than that of unadjusted ones (figure S90).
Adjusted performance metrics were described with the following linear
model:
adj_metric ∼ strategy + log10(nint) + log10(nseq) + kfold
Note that while all metrics but mcc were non-negative, the adjusted metrics
could show negative values when the performance of the DL model was
lower than that of the baseline.
Again, strategy covariate was always significant in a type 3 ANOVA
(table S65). Baseline adjustment brought a uniform behaviour across the
models (table S66), further confirmed in pairwise coefficient comparison
(Tukey’s method, figure S94) and in their expected performance (table S67
and figure S95):
• resampling before clustering and resampling after clustering had
the highest performance estimates, followed by semi resampling and
finally by no resampling.
• This picture was analogous to that of the non-adjusted performance
metrics that were imbalance-insensitive (AUROC, MCC).
Conclusions drawn from the baseline-adjusted performance analysis:




























































































































































Figure S93: Baseline-adjusted performance metrics for balancing strategies. Data
points correspond to proteins, averaged over folds.
Table S65: ANOVA p-values for including the resampling strategy as a regressor
in the adjusted performance models.
strategy variable Sum Sq Df F value Pr(>F)
acc strategy 18.137218 3 8.88e+01 1.12e-56
auroc strategy 21.118128 3 8.83e+01 3.59e-56
f1 strategy 6.556575 3 3.89e+01 5.40e-25
balanced_acc strategy 34.369289 3 1.72e+02 1.50e-108
mcc strategy 83.131344 3 2.58e+02 6.13e-161
• The largest impact in performance estimates was the application of
data augmentation to the test set: resampling_before_clustering
and resampling_after_clustering tended to outperform semi_resam-
pling and no_resampling (Tukey’s method, p < 0.05, figure S94). How-
ever, augmenting the test set might not faithfully reflect new data any-
more, and could artificially inflate the peformance estimates.
• semi resampling outperformed no resampling in three out of five, be-
ing the other two non-significant (Tukey’s method, p < 0.05, figure
S94), which supports data augmentation usefulness even if the data
balance in the test set differs from that of the training set. This was
consistent with the observation that the predicted proportion of posi-
tives of the PCM model was mainly driven by the actual data balance
in the test set, rather than that of the training set. Combined with the
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Table S66: Linear models to describe each adjusted performance metric. Standard
deviations in parentheses.
acc auroc f1 balanced_acc mcc
(1) (2) (3) (4) (5)
strategyresampling_before_clustering 0.111∗∗∗ 0.114∗∗∗ 0.063∗∗∗ 0.148∗∗∗ 0.202∗∗∗
(6.797e-03) (8.306e-03) (6.172e-03) (6.726e-03) (8.543e-03)
p = 4.459e-59 p = 1.574e-42 p = 1.135e-24 p = 0.000e+00 p = 0.000e+00
strategysemi_resampling 0.053∗∗∗ 0.011 0.015∗ 0.068∗∗∗ 0.061∗∗∗
(6.905e-03) (8.479e-03) (6.270e-03) (6.833e-03) (8.678e-03)
p = 1.885e-14 p = 0.188 p = 0.019 p = 5.502e-23 p = 1.966e-12
strategyresampling_after_clustering 0.057∗∗∗ 0.098∗∗∗ 0.042∗∗∗ 0.12∗∗∗ 0.235∗∗∗
(9.236e-03) (0.01) (8.387e-03) (9.140e-03) (0.012)
p = 6.266e-10 p = 2.754e-21 p = 6.864e-07 p = 3.564e-39 p = 1.186e-89
log10(n_interactions) 0.04∗∗∗ 0.038∗∗∗ 0.014∗∗ 0.014∗ 0.052∗∗∗
(4.375e-03) (6.018e-03) (3.972e-03) (4.329e-03) (5.498e-03)
p = 5.057e-20 p = 1.732e-10 p = 3.523e-04 p = 1.485e-03 p = 2.617e-21
log10(len_seq) −0.091∗ −0.034 −1.940e-03 −0.093∗ −0.027
(0.035) (0.042) (0.031) (0.034) (0.043)
p = 8.579e-03 p = 0.419 p = 0.951 p = 6.524e-03 p = 0.541
fold1 0.024∗ 2.277e-03 −0.011 0.014 0.012
(0.012) (0.014) (0.011) (0.011) (0.015)
p = 0.036 p = 0.869 p = 0.297 p = 0.215 p = 0.43
fold2 7.466e-03 0.016 9.307e-03 5.819e-03 0.012
(0.012) (0.014) (0.011) (0.011) (0.015)
p = 0.52 p = 0.26 p = 0.377 p = 0.612 p = 0.401
fold3 0.012 −6.461e-03 −6.538e-03 8.988e-03 −3.534e-03
(0.012) (0.014) (0.011) (0.012) (0.015)
p = 0.322 p = 0.648 p = 0.541 p = 0.441 p = 0.811
fold4 0.015 −8.950e-03 8.932e-03 0.014 3.821e-03
(0.012) (0.014) (0.011) (0.012) (0.015)
p = 0.2 p = 0.53 p = 0.404 p = 0.244 p = 0.797
fold5 6.087e-03 −0.012 −0.018 4.073e-03 −0.012
(0.012) (0.014) (0.011) (0.012) (0.015)
p = 0.604 p = 0.398 p = 0.087 p = 0.726 p = 0.426
fold6 0.017 3.990e-04 −0.017 0.014 0.011
(0.012) (0.014) (0.011) (0.012) (0.015)
p = 0.15 p = 0.977 p = 0.108 p = 0.239 p = 0.474
fold7 9.271e-04 3.367e-03 −0.026∗ 8.568e-03 0.01
(0.012) (0.014) (0.011) (0.012) (0.015)
p = 0.936 p = 0.809 p = 0.015 p = 0.456 p = 0.484
fold8 0.016 0.011 −0.029∗ 0.017 0.018
(0.012) (0.014) (0.011) (0.012) (0.015)
p = 0.176 p = 0.424 p = 6.887e-03 p = 0.131 p = 0.213
fold9 7.169e-03 0.011 −0.016 9.026e-03 0.011
(0.012) (0.014) (0.011) (0.012) (0.015)
p = 0.538 p = 0.435 p = 0.131 p = 0.433 p = 0.47
Constant 0.184∗ 0.077 0.049 0.205∗ −0.041
(0.09) (0.111) (0.082) (0.089) (0.114)
p = 0.041 p = 0.486 p = 0.552 p = 0.022 p = 0.719
Observations 9902 7958 9902 9902 9902
R2 0.042 0.04 0.017 0.056 0.096
Adjusted R2 0.04 0.039 0.016 0.055 0.095
Note: ∗p<0.05; ∗∗p<1.000e-03; ∗∗∗p<1e-06














































































































































































































Figure S94: Pairwise comparison of strategy adjusted performance using Tukey
method.
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Table S67: Expected adjusted performances, by metric and strategy, with 95% con-
fidence intervals.
metric strategy emmean SE lower.CL upper.CL
acc no_resampling 0.074 5.172e-03 0.064 0.084
acc resampling_before_clustering 0.185 5.210e-03 0.175 0.195
acc semi_resampling 0.127 5.278e-03 0.117 0.137
acc resampling_after_clustering 0.131 7.595e-03 0.116 0.146
auroc no_resampling 0.101 6.130e-03 0.089 0.113
auroc resampling_before_clustering 0.215 6.079e-03 0.203 0.227
auroc semi_resampling 0.112 6.232e-03 0.100 0.124
auroc resampling_after_clustering 0.198 8.222e-03 0.182 0.214
f1 no_resampling 0.074 4.696e-03 0.065 0.083
f1 resampling_before_clustering 0.138 4.731e-03 0.128 0.147
f1 semi_resampling 0.089 4.792e-03 0.079 0.098
f1 resampling_after_clustering 0.116 6.897e-03 0.102 0.129
balanced_acc no_resampling 0.012 5.118e-03 0.002 0.022
balanced_acc resampling_before_clustering 0.160 5.156e-03 0.150 0.170
balanced_acc semi_resampling 0.080 5.223e-03 0.069 0.090
balanced_acc resampling_after_clustering 0.132 7.516e-03 0.117 0.147
mcc no_resampling 0.046 6.500e-03 0.033 0.059
mcc resampling_before_clustering 0.249 6.548e-03 0.236 0.261
mcc semi_resampling 0.107 6.633e-03 0.094 0.120
mcc resampling_after_clustering 0.282 9.546e-03 0.263 0.300
healthier distributions of predicted active ratios of semi resampling
against no resampling, this made a case in favour of the former.
• In five out of five metrics, proteins with more interactions were better
predicted (table S66).
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1 (0.746) 2 (0.649) 3 (0.633) 4 (0.629)
4 (0.597) 1 (0.711) 3 (0.61) 2 (0.698)
1 (0.78) 4 (0.598) 2 (0.64) 3 (0.609)
3 (0.579) 2 (0.63) 4 (0.568) 1 (0.632)
4 (0.044) 2 (0.244) 3 (0.101) 1 (0.277)
4 (0.074) 1 (0.185) 3 (0.127) 2 (0.131)
4 (0.101) 1 (0.215) 3 (0.112) 2 (0.198)
4 (0.074) 1 (0.138) 3 (0.089) 2 (0.116)
4 (0.012) 1 (0.16) 3 (0.08) 2 (0.132)
4 (0.046) 2 (0.249) 3 (0.107) 1 (0.282)

































































































each block row maximum
Lower ranks are better. Expected fold−averaged performances in brackets.
Method ranking by adjusted performance.
Figure S95: Method ranking according to the linear model predicted adjusted per-
formances for each metric. Baseline metrics were taken into account in
the adjustment. For a direct comparison, the same ranking using the
absolute metrics was kept side by side.
c.2.6 Reproducibility
• R version 3.6.3 (2020-02-29), x86_64-pc-linux-gnu





• Running under: Ubuntu 16.04.7 LTS
• Matrix products: default
• BLAS: /usr/lib/atlas-base/atlas/libblas.so.3.0
• LAPACK: /usr/lib/atlas-base/atlas/liblapack.so.3.0
• Base packages: base, datasets, graphics, grDevices, methods, stats,
utils
• Other packages: corrplot 0.84, dplyr 0.8.3, forcats 0.5.0, ggplot2 3.3.0,
gsubfn 0.7, kableExtra 1.3.1, magrittr 1.5, proto 1.0.0, purrr 0.3.3,
readr 1.3.1, rmarkdown 1.12, stargazer 5.2.2, stringr 1.4.0, tibble 2.1.3,
tidyr 1.0.0, tidyverse 1.3.0
• Loaded via a namespace (and not attached): abind 1.4-5,
assertthat 0.2.1, backports 1.1.4, bookdown 0.12, broom 0.5.3,
car 3.0-10, carData 3.0-4, cellranger 1.1.0, cli 1.1.0, codetools 0.2-16,
colorspace 1.4-1, compiler 3.6.3, crayon 1.3.4, curl 3.3, data.table 1.12.2,
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DBI 1.0.0, dbplyr 1.4.2, digest 0.6.18, emmeans 1.5.3, estimability 1.3,
evaluate 0.13, foreign 0.8-76, fs 1.3.1, generics 0.0.2, glue 1.3.1,
grid 3.6.3, gtable 0.3.0, haven 2.2.0, highr 0.8, hms 0.5.3, htmltools 0.3.6,
httr 1.4.1, jsonlite 1.6, knitr 1.22, labeling 0.3, lattice 0.20-41,
lifecycle 0.1.0, lubridate 1.7.4, MASS 7.3-53, Matrix 1.2-18, mgcv 1.8-33,
modelr 0.1.6, multcomp 1.4-15, munsell 0.5.0, mvtnorm 1.0-11,
nlme 3.1-149, openxlsx 4.1.0.1, pillar 1.4.3, pkgconfig 2.0.2, plyr 1.8.4,
R6 2.4.0, RColorBrewer 1.1-2, Rcpp 1.0.5, readxl 1.3.1, reprex 0.3.0,
reshape2 1.4.3, rio 0.5.16, rlang 0.4.5, rstudioapi 0.10, rvest 0.3.5,
sandwich 2.5-1, scales 1.0.0, splines 3.6.3, stringi 1.4.3, survival 3.2-7,
tcltk 3.6.3, TH.data 1.0-10, tidyselect 0.2.5, tools 3.6.3, vctrs 0.2.4,
viridisLite 0.3.0, webshot 0.5.2, withr 2.1.2, xfun 0.6, xml2 1.2.5,
xtable 1.8-4, yaml 2.2.0, zip 2.0.4, zoo 1.8-6
c.3 appendix s3 - model predictions and perfor-
mance (nrs)
c.3.1 Overview
This supplement describes the behaviour of the proteochemometrics (PCM)
deep learning model to predict protein-compound bioactivity for NRs. Specif-
ically, this includes the descriptive statistics of data imbalance: the propor-
tion of actives per protein in the training and test sets during the model
fitting and the predicted proportion of actives. The model performance per
protein was also described, pinpointing the most influential factors and char-
acterising the proteins with the most extreme performances.
Four strategies (no_resampling, resampling_before_clustering, semi_resam-
pling, resampling_after_clustering) were considered. For each of those, 10
folds of repeated holdout were run, and 5 performance metrics were com-
puted: acc, auroc, f1, balanced_acc, mcc. This led to a total of 1808 val-
ues of performance. Since some strategies involved the upsampling method
SMOTE, proteins whose sample sizes did not allow upsampling were ex-
cluded (table S68).
Table S68: Number of proteins for which performance metrics were computed. The
resampling after clustering was the most stringent strategy regarding el-
igible proteins, since the resampling was carried out after the clustering,
which introduced more imbalance.
Strategy Fold 0 Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Fold 9
no_resampling 56 69 51 65 55 44 68 56 51 67
resampling_before_clustering 44 46 48 47 40 46 45 45 46 46
semi_resampling 56 69 51 65 55 44 68 56 51 67
resampling_after_clustering 19 20 19 25 16 17 20 14 21 20
c.3.2 Description of data balance
The data balancing strategy had an impact on the actual data balance,
defined as the proportion of active molecules for a protein. Furthermore,
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no_resampling resampling_before_clustering semi_resampling resampling_after_clustering
ratio_test
ratio_training















Figure S96: Distributios of the actives ratio in the training set and in the test set
(both original and predicted by the deep learning model).
specific trends were observed in the original data in the training and test
sets, as well as in the values predicted by the deep learning model.
Distributions of the actives ratio
The histograms in figure S96 revealed trends:
• no_resampling keeps similar data imbalance in training and test.
• resampling_before_clustering and semi_resampling lead to a more
balanced training set, but not so much for the test set.
• resampling_after_clustering kept balanced proteins in both train-
ing and test sets.
In addition, test sets with imbalance tended to magnify it and create
extreme cases (all actives or all inactives), probably due to the combination
of the clustering and the lower sample sizes in the test sets compared to
training.
Comparing training and test imbalance
Figure S97 revealed both positive, negative and null trends between the
training and test set protein balances.
• no_resampling showed a positive relation between both, i.e. proteins
were prone to keep their (im)balance in train and test.
• resampling_before_clustering showed an inverse relationship instead.
This was expected since this strategy started from globally balanced
proteins, and after the clustering, an imbalance in one direction in the
training set entailed an inverse imbalance in the test set.
• semi_resampling led to independent train and test balances, expected
since the train set was resampled, breaking any correlation with the
test set balance.
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no_resampling resampling_before_clustering semi_resampling resampling_after_clustering




















Figure S97: Comparison of the training and test ratios, by resampling strategy. A
linear fit line was added per strategy.
• resampling_after_clustering always kept balanced proteins, by de-
sign.
Table S69 displays the Pearson correlation estimate, 95% confidence in-
terval and p-value for each strategy (except resampling_after_clustering,
where ratios are constant), further confirming the claims above.
Table S69: Correlations between train and test active ratios. 95% confidence inter-
vals and p-values are shown.
strategy cor ci_lower ci_upper alternative pvalue
no_resampling 0.531 0.470 0.588 two.sided 6.53e-43
resampling_before_clustering -0.241 -0.326 -0.152 two.sided 2.16e-07
semi_resampling -0.033 -0.128 0.062 two.sided 4.92e-01
resampling_after_clustering NA NA NA two.sided NA
Other covariates
The effect of the number of interactions of each protein in its correspond-
ing set and fold (figure S98) and the protein length in amino acids (figure
S99) on the test set imbalance was investigated:
• Proteins with greatest imbalance (i.e. where (0.5 - ratio_test)ˆ2
was greatest) tended to be among those with the least interactions.
Linear correlations were significant (table S70).
• The sequence length had no obvious effect on the protein imbalance.
Linear correlations were not significant (resampling_before_clustering)
or significant but low (no_resampling, semi_resampling).
Table S70: Correlations between imbalance (as defined above) and number of inter-
actions. 95% confidence intervals and p-values are shown.
strategy cor ci_lower ci_upper alternative pvalue
no_resampling -0.396 -0.462 -0.325 two.sided 2.89e-23
resampling_before_clustering -0.395 -0.470 -0.314 two.sided 2.28e-18
semi_resampling -0.396 -0.462 -0.325 two.sided 2.89e-23
resampling_after_clustering NA NA NA two.sided NA
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Figure S98: Data imbalance in the test set as a function of the number of available
interactions for each protein.
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Figure S99: Data imbalance in the test set as a function of the protein length, in
amino acids.
Table S71: Correlations between imbalance (as defined above) and sequence length.
95% confidence intervals and p-values are shown.
strategy cor ci_lower ci_upper alternative pvalue
no_resampling -0.091 -0.171 -0.010 two.sided 2.81e-02
resampling_before_clustering -0.030 -0.122 0.062 two.sided 5.18e-01
semi_resampling -0.091 -0.171 -0.010 two.sided 2.81e-02
resampling_after_clustering NA NA NA two.sided NA
c.3.3 Linear models on predicted proportions
The next key question was to narrow down the factor driving the pre-
dicted proportion of actives. The main options under consideration were:
1. A constant, global imbalance that the model would learn from the
whole dataset.
2. The protein-wise imbalance that the model would learn in the training
set.
3. A test set-driven imbalance, based on its actual imbalance.
Distributions of the predicted ratios
After the model predictions in the test set were binarized (actives were
those whose probabilities exceeded 0.5), the ratio of predicted actives was
computed by protein. This ratio, shown in figure S100, suggested that:
• no_resampling was noticeably biased to predict everything as posi-
tives.
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Figure S100: Ratios of the prediction values, after binarization.
• resampling_before_clustering and semi_resampling alleviated the
imbalance in the predictions, but still retained a spike of proteins
where all the compounds were predicted as positives.
• resampling_after_clustering kept a wide and symmetric distribu-
tion of predicted actives.
Now, representing together (1) the original training and test ratios, and (2)
the predicted ratios in test (figure S101) eased a general qualitative assess-
ment: the distribution was most resemblant to that of the test proportions
to that of the training ones (except resampling_after_clustering, since
those proportions are constant). Table S72 displays how no_resampling was
highly inclined to predict all positives, resampling_before_clustering
and semi_resampling alleviated this phenomenon, and resampling_after-
_clustering was essentially balanced.
Table S72: Percentage of extreme cases, i.e. proteins with all actives or inactives.
strategy RatioSet all_inactives all_actives all_extremes
no_resampling ratio_test 11.3 19.6 30.9
no_resampling ratio_test_predicted 12.2 47.6 59.8
no_resampling ratio_training 1.8 6.1 7.9
resampling_before_clustering ratio_test 4.9 14.8 19.6
resampling_before_clustering ratio_test_predicted 5.5 14.1 19.6
resampling_before_clustering ratio_training 0.0 0.0 0.0
semi_resampling ratio_test 11.3 19.6 30.9
semi_resampling ratio_test_predicted 11.2 19.2 30.4
semi_resampling ratio_training 0.0 0.0 0.0
resampling_after_clustering ratio_test 0.0 0.0 0.0
resampling_after_clustering ratio_test_predicted 1.6 0.5 2.1
resampling_after_clustering ratio_training 0.0 0.0 0.0
Predicted ratios against training ratios
Figure S102 puts the predicted ratios in context of the training ratios, elu-
cidating a variety of trends:
• no_resampling: positive trend between the training and the predicted
ratio, but since the training and the test ratio also positively correlated
(figure 35), the latter could be the one driving the predicted ratio of
positives.

































Figure S101: Distributios of the actives ratio in the training set and in the test set
(both original and predicted by the deep learning model).
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Figure S102: Predicted ratios, as a function of training ratios.
• resampling_after_clustering had a constant training ratio, meaning
that the predicted ratio was not explainable by differences in training
ratios.
• resampling_before_clustering showed instead a negative relation
between the training and the predicted ratio. But since the former
and the test ratio also anticorrelated (figure 35, the simplest explana-
tion was that the test ratio drove the predicted test ratio.
• semi_resampling showed no apparent correlation between the pre-
dicted ratio and the training ratio.
The significance of the linear correlation backs up all the claims above
(table S73).
Table S73: Correlations between train and predicted test active ratios. 95% confi-
dence intervals and p-values are shown.
strategy cor ci_lower ci_upper alternative pvalue
no_resampling 0.705 0.661 0.744 two.sided 5.22e-87
resampling_before_clustering -0.136 -0.226 -0.045 two.sided 3.73e-03
semi_resampling 0.063 -0.032 0.158 two.sided 1.92e-01
resampling_after_clustering NA NA NA two.sided NA
Linear models
The predicted ratio of actives rpred was modelled through the following
quasibinomial generalized linear models, stratified by strategy:
rpred ∼ rtraining + rtest + log10(nint) + log10(nseq) + kfold
The main variables of interest are the actual ratios in the training rtraining
and in test rtest, both numeric between 0 and 1. As additional covariates,
the number of interactions nint and the sequence length nseq (numerical)
and the fold number kfold (categorical) were also included.
in semi_resampling or resampling_before_clustering Due to the
lack of correlation between training and test ratios (figure S97), the semi_re-
sampling strategy is the ideal scenario to disentangle their effects on the
predicted ratio of actives (see model in table S74). This additive model sug-
gests:
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• The test ratio is driving the predicted proportions, rather than the
training ratio.
• n_interactions: the term is not significant in NRs.
Table S74 also shows the additive model for resampling_before_clustering.
This strategy showed negative correlation between training and test ratios,
also providing a reasonably good scenario to distinguish their effects.
• This model confirms both conclusions from the model in the semi_resampling
strategy, with similar estimates.
Table S74: Linear models to describe the predicted active ratio for the
semi_resampling and the resampling_before_clustering strategies. Sig-
nificance and 95% confidence intervals are included.
semi_resampling resampling_before_clustering
(1) (2)
ratio_training 2.479 (−0.348, 5.307) −1.249 (−3.03, 0.533)
p = 0.086 p = 0.17
ratio_test 1.183 (0.798, 1.567)∗∗∗ 1.148 (0.722, 1.575)∗∗∗
p = 3.689e-09 p = 2.076e-07
log10(n_interactions) −0.035 (−0.251, 0.18) −0.104 (−0.308, 0.101)
p = 0.748 p = 0.322
log10(len_seq) 2.467 (1.431, 3.504)∗∗ 1.306 (0.36, 2.251)∗
p = 4.167e-06 p = 7.074e-03
fold1 0.818 (0.292, 1.344)∗ 1.257 (0.731, 1.783)∗∗
p = 2.461e-03 p = 3.795e-06
fold2 0.104 (−0.412, 0.621) 0.356 (−0.131, 0.843)
p = 0.692 p = 0.153
fold3 −0.315 (−0.84, 0.21) 0.906 (0.4, 1.412)∗∗
p = 0.24 p = 4.989e-04
fold4 0.359 (−0.153, 0.871) 0.347 (−0.169, 0.864)
p = 0.17 p = 0.188
fold5 0.468 (−0.057, 0.992) 0.623 (0.126, 1.119)∗
p = 0.081 p = 0.014
fold6 0.373 (−0.129, 0.875) 0.305 (−0.197, 0.808)
p = 0.146 p = 0.235
fold7 −0.186 (−0.686, 0.314) 0.776 (0.272, 1.28)∗
p = 0.466 p = 2.717e-03
fold8 0.51 (1.837e-03, 1.018)∗ 0.675 (0.174, 1.176)∗
p = 0.05 p = 8.564e-03
fold9 0.812 (0.288, 1.337)∗ −0.069 (−0.564, 0.427)
p = 2.557e-03 p = 0.786
Constant −8.753 (−11.857, −5.65)∗∗∗ −3.532 (−6.296, −0.769)∗
p = 5.744e-08 p = 0.013
Observations 425 451
Note: ∗p<0.05; ∗∗p<1.000e-03; ∗∗∗p<1e-06
in no_resampling The explanatory linear model under the no_resampling
strategy (table S75) suffers from the positive correlation between training
and test ratios, which can be confounded.
204 data imbalance
• Both training_ratio and test_ratio show a positive effect on the
predicted fraction of actives.
• Although the estimate is larger and more significant for training_ratio,
the confounding effect and the very skewed distribution of the pre-
dicted ratios deems this model inconclusive.
Conclusions
• Data imbalance exists in all strategies but in resampling_after_clustering,
where balance is enforced.
• The correlation between a protein’s ratio in train and test is positive in
no_resampling, negative in resampling_before_clustering and null
in semi_resampling and resampling_after_clustering.
• The main factor driving the ratio of actives in the model predictions,
per protein, is the actual ratio of positives in the test set. Their distri-
butions are resemblant, and linear models confirm the association.
All of them apply to NRs.
c.3.4 Description of baseline performance
Before evaluating the deep learning model, the performance metrics of the
baselines were characterised, in order to pinpoint imbalance-sensitive and
insensitive metrics. Metrics were called imbalance-sensitive if the imbalance-
aware random baseline exhibited different performances between resam-
pling strategies.
Descriptive plot
Figure S103 shows a fold-averaged picture of the metrics by protein. Vi-
sual inspection suggested that accuracy, F1 and possibly balanced accuracy
were affected by the data imbalance. F1 is the most apparent case, see the
quartiles in table S76.
Linear models
Formally, each performance metric was described with the following lin-
ear model:
metric ∼ strategy + log10(nint) + log10(nseq) + kfold
The response was the quantitative metric of interest (one model per met-
ric), while strategy was categorical with the following possibilities: no_resampling,
resampling_after_clustering, resampling_before_clustering, semi_resampling.
Additional covariates included the number of interactions nint and the se-
quence length nseq (numerical) and the fold number kfold (categorical). The
strategy variable was tested with a type 3 ANOVA, being significant with
p < 0.05 for acc, f1 and balanced_acc (table S77).
Based on this, metrics were divided in two types:
c.3 appendix s3 - model predictions and performance (nrs) 205
Table S75: Linear models to describe the predicted active ratio for the
no_resampling strategy. Significance and 95% confidence intervals are
included.
no_resampling
ratio_training 5.556 (4.673, 6.44)∗∗∗
p = 4.823e-31
ratio_test 2.888 (2.242, 3.534)∗∗∗
p = 2.271e-17
log10(n_interactions) −0.834 (−1.101, −0.568)∗∗∗
p = 1.616e-09
log10(len_seq) 1.202 (−0.471, 2.874)
p = 0.16
fold1 0.24 (−0.591, 1.072)
p = 0.571
fold2 −0.254 (−1.075, 0.568)
p = 0.545
fold3 −1.286 (−2.06, −0.511)∗
p = 1.206e-03
fold4 0.322 (−0.603, 1.247)
p = 0.495
fold5 0.077 (−0.791, 0.945)
p = 0.862
fold6 −0.053 (−0.883, 0.778)
p = 0.901
fold7 −0.632 (−1.465, 0.201)
p = 0.138
fold8 −0.34 (−1.183, 0.503)
p = 0.43
fold9 −0.384 (−1.186, 0.417)
p = 0.348
Constant −4.575 (−9.19, 0.039)
p = 0.052
Observations 571


























































































































































Figure S103: Performance metrics for imbalance-aware random baselines. Data
points correspond to proteins, averaged over folds.
Table S76: Quartiles for the baseline F1-scores.
strategy Min. 1st Qu. Median Mean 3rd Qu. Max.
no_resampling 0.000 0.333 0.601 0.540 0.792 1.000
resampling_before_clustering 0.125 0.403 0.465 0.443 0.493 0.597
semi_resampling 0.000 0.335 0.512 0.446 0.566 0.751
resampling_after_clustering 0.376 0.472 0.497 0.497 0.509 0.625
Table S77: ANOVA p-values for including the resampling strategy as a regressor.
Significant p-values imply that differences exist between resampling
strategies.
strategy variable Sum Sq Df F value Pr(>F)
acc strategy 6.9011780 3 5.57e+01 2.74e-34
auroc strategy 0.0137418 3 1.38e-01 9.38e-01
balanced_acc strategy 2.1662131 3 1.59e+01 3.33e-10
f1 strategy 3.3010337 3 1.53e+01 7.73e-10
mcc strategy 0.0466933 3 2.74e-01 8.44e-01
• Those where the baseline was different between strategies, i.e. imbalance-
sensitive: acc, f1 and balanced_acc. Therefore, before comparing
strategies, the baseline performance needed to be accounted for.
• Those where the baseline was constant, i.e. imbalance-insensitive: auroc,
mcc. Here we could compare strategies directly.
























































































































































Figure S104: Performance metrics for balancing strategies and their corresponding
imbalance-aware random baselines. Data points correspond to pro-
teins, averaged over folds.
All applies to NRs as well.
c.3.5 Description of deep learning model performance
An overview of fold-averaged performances is displayed in figure S104,
where strategies are paired with their baselines. This illustrates the issue
of direct strategy comparison with imbalance-sensitive metrics, which was
especially visible for the F1-score. Some metrics are undefined in edge cases
(e.g. AUROC when only actives or only inactives are available); table S78
summarizes the number of proteins, added over folds, whose metrics were
computable.
Table S78: Number of computable performance measures. AUROC was undefined
for proteins with all actives or unactives in the test set, hence its lower
counts.
strategy acc auroc f1 balanced_acc mcc
no_resampling 582 402 582 582 582
resampling_before_clustering 453 364 453 453 453
semi_resampling 582 402 582 582 582
resampling_after_clustering 191 191 191 191 191
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Absolute, baseline-naive performance
Anologous to the baseline performance models, absolute metric models
(not accounting for baselines) were fitted:
metric ∼ strategy + log10(nint) + log10(nseq) + kfold
The strategy covariate was always significant in a type 3 ANOVA (ta-
ble S79). The models, summarized in S80, showed different behaviour in
imbalance-sensitive and insensitive metrics. Pairwise comparisons of the
strategy coefficients using Tukey’s method would point to two different pic-
tures (figure S105), further confirmed when prioritizing the strategies ac-
cording to their expected performance through the linear models (table S81
and figure S106):
• Accuracy, balanced accuracy and F1-score suggested that no_resampling
was the best strategy, but this was confounded by the fact that it also
held the highest baselines .
• AUROC and MCC and showed instead that resampling_before_clustering
held the highest performance estimates.
Table S79: ANOVA p-values for including the resampling strategy as a regressor
in the performance models.
strategy variable Sum Sq Df F value Pr(>F)
acc strategy 5.8906886 3 3.01e+01 5.94e-19
auroc strategy 0.6372396 3 3.79e+00 1.01e-02
f1 strategy 5.2009857 3 1.54e+01 6.59e-10
balanced_acc strategy 0.8804841 3 4.74e+00 2.70e-03
mcc strategy 1.1138090 3 5.16e+00 1.50e-03
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Table S80: Linear models to describe each performance metric. Standard devia-
tions in parentheses.
acc auroc f1 balanced_acc mcc
(1) (2) (3) (4) (5)
strategyresampling_before_clustering −0.101∗∗∗ 0.032 −0.054∗ −0.019 0.065∗∗
(0.016) (0.017) (0.021) (0.016) (0.017)
p = 6.966e-10 p = 0.067 p = 0.011 p = 0.23 p = 1.307e-04
strategysemi_resampling −0.114∗∗∗ −0.016 −0.105∗∗∗ −0.047∗ 0.033∗
(0.015) (0.017) (0.02) (0.015) (0.016)
p = 4.598e-14 p = 0.335 p = 1.075e-07 p = 1.207e-03 p = 0.034
strategyresampling_after_clustering −0.171∗∗∗ −0.03 −0.166∗∗∗ −0.06∗ 0.017
(0.022) (0.021) (0.029) (0.022) (0.023)
p = 3.743e-14 p = 0.156 p = 1.699e-08 p = 6.135e-03 p = 0.475
log10(n_interactions) 0.035∗∗ 0.114∗∗∗ 0.057∗∗ 0.015 0.131∗∗∗
(9.064e-03) (0.011) (0.012) (8.828e-03) (9.513e-03)
p = 1.451e-04 p = 1.867e-25 p = 1.952e-06 p = 0.088 p = 5.040e-41
log10(len_seq) −0.047 0.178∗∗ 0.258∗∗ −0.077 0.074
(0.051) (0.053) (0.066) (0.049) (0.053)
p = 0.348 p = 7.888e-04 p = 1.033e-04 p = 0.118 p = 0.163
fold1 0.091∗∗ 7.686e-03 0.174∗∗∗ 0.048 0.025
(0.026) (0.028) (0.035) (0.026) (0.028)
p = 5.510e-04 p = 0.782 p = 5.102e-07 p = 0.063 p = 0.361
fold2 −4.926e-03 0.028 0.022 −0.019 0.03
(0.028) (0.029) (0.036) (0.027) (0.029)
p = 0.858 p = 0.326 p = 0.546 p = 0.478 p = 0.295
fold3 0.021 0.041 −0.013 0.016 0.036
(0.026) (0.028) (0.035) (0.026) (0.028)
p = 0.43 p = 0.148 p = 0.704 p = 0.535 p = 0.2
fold4 0.068∗ −1.440e-03 0.143∗∗ 0.055∗ −0.02
(0.028) (0.031) (0.036) (0.027) (0.029)
p = 0.014 p = 0.962 p = 8.640e-05 p = 0.042 p = 0.496
fold5 0.017 −0.026 −0.013 0.013 −0.03
(0.028) (0.03) (0.037) (0.028) (0.03)
p = 0.542 p = 0.39 p = 0.731 p = 0.641 p = 0.308
fold6 0.061∗ 0.019 0.137∗∗ 0.033 0.024
(0.026) (0.028) (0.035) (0.026) (0.028)
p = 0.02 p = 0.49 p = 8.201e-05 p = 0.195 p = 0.379
fold7 0.045 0.032 0.066 0.033 0.026
(0.027) (0.03) (0.036) (0.027) (0.029)
p = 0.1 p = 0.285 p = 0.067 p = 0.223 p = 0.364
fold8 0.09∗ 0.036 0.1∗ 0.073∗ 0.059∗
(0.028) (0.029) (0.036) (0.027) (0.029)
p = 1.066e-03 p = 0.224 p = 5.932e-03 p = 6.518e-03 p = 0.043
fold9 0.097∗∗ 0.047 0.143∗∗ 0.074∗ 0.075∗
(0.027) (0.028) (0.035) (0.026) (0.028)
p = 2.477e-04 p = 0.091 p = 3.981e-05 p = 4.380e-03 p = 6.852e-03
Constant 0.738∗∗∗ −0.155 −0.28 0.781∗∗∗ −0.423∗
(0.139) (0.145) (0.183) (0.136) (0.146)
p = 1.291e-07 p = 0.286 p = 0.125 p = 9.610e-09 p = 3.832e-03
Observations 1808 1359 1808 1808 1808
R2 0.068 0.107 0.078 0.023 0.129
Adjusted R2 0.061 0.098 0.071 0.015 0.122















































































































































































































Figure S105: Pairwise comparison of strategy performance using Tukey method.
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Table S81: Expected absolute performances, by metric and strategy, with 95% con-
fidence intervals.
metric strategy emmean SE lower.CL upper.CL
acc no_resampling 0.750 1.189e-02 0.727 0.773
acc resampling_before_clustering 0.649 1.238e-02 0.625 0.674
acc semi_resampling 0.636 1.189e-02 0.613 0.659
acc resampling_after_clustering 0.579 1.857e-02 0.543 0.616
auroc no_resampling 0.664 1.237e-02 0.640 0.688
auroc resampling_before_clustering 0.695 1.263e-02 0.671 0.720
auroc semi_resampling 0.648 1.237e-02 0.623 0.672
auroc resampling_after_clustering 0.633 1.723e-02 0.600 0.667
f1 no_resampling 0.664 1.560e-02 0.633 0.695
f1 resampling_before_clustering 0.610 1.624e-02 0.578 0.642
f1 semi_resampling 0.559 1.560e-02 0.528 0.590
f1 resampling_after_clustering 0.498 2.435e-02 0.450 0.546
balanced_acc no_resampling 0.642 1.158e-02 0.619 0.665
balanced_acc resampling_before_clustering 0.623 1.206e-02 0.600 0.647
balanced_acc semi_resampling 0.595 1.158e-02 0.572 0.618
balanced_acc resampling_after_clustering 0.582 1.808e-02 0.547 0.618
mcc no_resampling 0.162 1.248e-02 0.138 0.187
mcc resampling_before_clustering 0.227 1.300e-02 0.202 0.253
mcc semi_resampling 0.195 1.248e-02 0.171 0.220
















































Lower ranks are better. Expected fold−averaged performances in brackets.
Method ranking by absolute performance.
Figure S106: Method ranking according to the linear model predicted perfor-
mances for each metric. Baseline metrics were ignored.
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Baseline-adjusted performance
To address the pitfalls of the direct comparison of metrics whose base-
lines may differ, baseline-adjusted performance metrics were defined and
modelled analogously. Specifically:
adj_metric = metric − baseline
A descriptive plot of the the adjusted metrics (figure S107) pointed to a
scenario diffent than that of unadjusted ones (figure S104).
Adjusted performance metrics were described with the following linear
model:
adj_metric ∼ strategy + log10(nint) + log10(nseq) + kfold
Note that while all metrics but mcc were non-negative, the adjusted metrics
could show negative values when the performance of the DL model was
lower than that of the baseline.
Again, strategy covariate was always significant except for AUROC in
NRs in a type 3 ANOVA (table S82). Baseline adjustment brought a uni-
form behaviour across the models (table S83), further confirmed in pairwise
coefficient comparison (Tukey’s method, figure S108) and in their expected
performance (table S84 and figure S109):
• In NRs, resampling_before_clustering was the best performer, fol-
lowed by a technical tie between no_resampling and semi_resampling,
and resampling_after_clustering.
• In NRs the statistical significance is lower, but the general picture
in the imbalance-insensitve non-adjusted metrics remains in the ad-
justed metrics: resampling before clustering being the best performer
and no resampling being sensibly penalised .
Table S82: ANOVA p-values for including the resampling strategy as a regressor
in the adjusted performance models.
strategy variable Sum Sq Df F value Pr(>F)
acc strategy 1.4366294 3 6.41e+00 2.57e-04
auroc strategy 0.2707975 3 1.14e+00 3.31e-01
f1 strategy 2.2855264 3 1.03e+01 1.05e-06
balanced_acc strategy 1.4034456 3 6.11e+00 3.96e-04
mcc strategy 1.4303470 3 3.57e+00 1.36e-02
Conclusions drawn from the baseline-adjusted performance analysis:
• In NRs, resampling after clustering and semi resampling are tech-
nically tied, so data augmentation in the test set is not the largest
performance drive.
• In NRs, the almost six-fold reduction in number of samples com-
pared to kinases probably limited the statistical power when com-
paring semi resampling and no resampling. Tukey’s method gave
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Table S83: Linear models to describe each adjusted performance metric. Standard
deviations in parentheses.
acc auroc f1 balanced_acc mcc
(1) (2) (3) (4) (5)
strategyresampling_before_clustering 0.056∗ 0.027 0.05∗ 0.072∗∗ 0.074∗
(0.017) (0.021) (0.017) (0.018) (0.023)
p = 1.474e-03 p = 0.182 p = 4.337e-03 p = 4.886e-05 p = 1.637e-03
strategysemi_resampling 0.028 6.049e-03 −3.269e-03 0.033 0.051∗
(0.018) (0.021) (0.018) (0.018) (0.024)
p = 0.111 p = 0.774 p = 0.854 p = 0.067 p = 0.033
strategyresampling_after_clustering −0.038 −0.017 −0.084∗∗ 6.519e-03 0.033
(0.025) (0.026) (0.025) (0.025) (0.033)
p = 0.121 p = 0.516 p = 6.993e-04 p = 0.795 p = 0.323
log10(n_interactions) 0.037∗ 0.093∗∗∗ 0.025∗ 0.035∗ 0.137∗∗∗
(0.011) (0.014) (0.011) (0.011) (0.015)
p = 1.227e-03 p = 1.128e-10 p = 0.026 p = 2.006e-03 p = 4.000e-19
log10(len_seq) −4.762e-03 0.133∗ 0.098 0.023 0.059
(0.056) (0.065) (0.056) (0.057) (0.076)
p = 0.933 p = 0.039 p = 0.082 p = 0.691 p = 0.434
fold1 0.099∗∗ 0.024 0.139∗∗ 0.068∗ 0.059
(0.03) (0.034) (0.03) (0.03) (0.04)
p = 8.824e-04 p = 0.484 p = 2.766e-06 p = 0.024 p = 0.138
fold2 −1.428e-04 8.102e-03 0.028 −0.015 0.037
(0.03) (0.035) (0.03) (0.031) (0.041)
p = 0.996 p = 0.817 p = 0.349 p = 0.633 p = 0.369
fold3 0.046 0.028 0.03 0.046 0.054
(0.03) (0.035) (0.03) (0.03) (0.04)
p = 0.125 p = 0.425 p = 0.307 p = 0.128 p = 0.178
fold4 0.054 −0.021 0.071∗ 0.038 −0.012
(0.031) (0.037) (0.031) (0.031) (0.041)
p = 0.078 p = 0.574 p = 0.021 p = 0.222 p = 0.767
fold5 0.035 −0.06 0.048 0.031 −0.032
(0.031) (0.036) (0.031) (0.032) (0.042)
p = 0.259 p = 0.099 p = 0.12 p = 0.329 p = 0.438
fold6 0.05 0.019 0.081∗ 0.036 0.044
(0.03) (0.035) (0.03) (0.03) (0.04)
p = 0.092 p = 0.591 p = 6.661e-03 p = 0.235 p = 0.275
fold7 0.037 4.122e-03 0.05 0.026 0.045
(0.03) (0.036) (0.03) (0.031) (0.041)
p = 0.219 p = 0.909 p = 0.1 p = 0.398 p = 0.263
fold8 0.092∗ 0.036 0.109∗∗ 0.091∗ 0.095∗
(0.03) (0.035) (0.03) (0.031) (0.041)
p = 2.382e-03 p = 0.303 p = 3.287e-04 p = 3.253e-03 p = 0.02
fold9 0.083∗ 0.049 0.093∗ 0.07∗ 0.1∗
(0.03) (0.034) (0.03) (0.03) (0.04)
p = 5.452e-03 p = 0.151 p = 1.774e-03 p = 0.022 p = 0.012
Constant −0.014 −0.471∗ −0.31∗ −0.121 −0.422∗
(0.155) (0.177) (0.155) (0.157) (0.207)
p = 0.928 p = 7.935e-03 p = 0.045 p = 0.441 p = 0.042
Observations 1630 1277 1630 1630 1630
R2 0.031 0.049 0.042 0.03 0.077
Adjusted R2 0.022 0.039 0.033 0.022 0.069
























































































































































Figure S107: Baseline-adjusted performance metrics for balancing strategies. Data
points correspond to proteins, averaged over folds.
Table S84: Expected adjusted performances, by metric and strategy, with 95% con-
fidence intervals.
metric strategy emmean SE lower.CL upper.CL
acc no_resampling 0.124 1.338e-02 0.098 0.151
acc resampling_before_clustering 0.180 1.353e-02 0.153 0.207
acc semi_resampling 0.153 1.376e-02 0.126 0.180
acc resampling_after_clustering 0.086 2.029e-02 0.046 0.126
auroc no_resampling 0.163 1.507e-02 0.134 0.193
auroc resampling_before_clustering 0.191 1.520e-02 0.161 0.221
auroc semi_resampling 0.169 1.564e-02 0.139 0.200
auroc resampling_after_clustering 0.146 2.090e-02 0.105 0.187
f1 no_resampling 0.095 1.333e-02 0.069 0.121
f1 resampling_before_clustering 0.145 1.348e-02 0.118 0.171
f1 semi_resampling 0.092 1.370e-02 0.065 0.119
f1 resampling_after_clustering 0.011 2.021e-02 -0.028 0.051
balanced_acc no_resampling 0.079 1.356e-02 0.053 0.106
balanced_acc resampling_before_clustering 0.151 1.371e-02 0.124 0.178
balanced_acc semi_resampling 0.112 1.393e-02 0.085 0.140
balanced_acc resampling_after_clustering 0.086 2.055e-02 0.045 0.126
mcc no_resampling 0.161 1.790e-02 0.126 0.196
mcc resampling_before_clustering 0.234 1.810e-02 0.199 0.270
mcc semi_resampling 0.212 1.840e-02 0.176 0.248
mcc resampling_after_clustering 0.194 2.713e-02 0.140 0.247
no significant differences at p < 0.05. However, the model coefficient
of semi resampling was significantly greater than the reference level














































































































































































































Figure S108: Pairwise comparison of strategy adjusted performance using Tukey
method.
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1 (0.75) 2 (0.649) 3 (0.636) 4 (0.579)
2 (0.664) 1 (0.695) 3 (0.648) 4 (0.633)
1 (0.664) 2 (0.61) 3 (0.559) 4 (0.498)
1 (0.642) 2 (0.623) 3 (0.595) 4 (0.582)
4 (0.162) 1 (0.227) 2 (0.195) 3 (0.179)
3 (0.124) 1 (0.18) 2 (0.153) 4 (0.086)
3 (0.163) 1 (0.191) 2 (0.169) 4 (0.146)
2 (0.095) 1 (0.145) 3 (0.092) 4 (0.011)
4 (0.079) 1 (0.151) 2 (0.112) 3 (0.086)
4 (0.161) 1 (0.234) 2 (0.212) 3 (0.194)

































































































each block row maximum
Lower ranks are better. Expected fold−averaged performances in brackets.
Method ranking by adjusted performance.
Figure S109: Method ranking according to the linear model predicted adjusted per-
formances for each metric. Baseline metrics were taken into account
in the adjustment. For a direct comparison, the same ranking using
the absolute metrics was kept side by side.
(no resampling) in MCC (p = 0.033), but not in balanced accuracy
(p = 0.067) or accuracy (p = 0.111), despite the positive estimates}, see
table S83. This was consistent with the observation that the predicted
proportion of positives of the PCM model was mainly driven by the
actual data balance in the test set, rather than that of the training set.
Combined with the healthier distributions of predicted active ratios
of semi_resampling against no_resampling, this made a case in favour
of the former.
• In five out of five metrics, proteins with more interactions were better
predicted (table S83).
c.3.6 Reproducibility
• R version 3.6.3 (2020-02-29), x86_64-pc-linux-gnu





• Running under: Ubuntu 16.04.7 LTS
• Matrix products: default
• BLAS: /usr/lib/atlas-base/atlas/libblas.so.3.0
• LAPACK: /usr/lib/atlas-base/atlas/liblapack.so.3.0
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• Base packages: base, datasets, graphics, grDevices, methods, stats,
utils
• Other packages: corrplot 0.84, dplyr 0.8.3, forcats 0.5.0, ggplot2 3.3.0,
gsubfn 0.7, kableExtra 1.3.1, magrittr 1.5, proto 1.0.0, purrr 0.3.3,
readr 1.3.1, rmarkdown 1.12, stargazer 5.2.2, stringr 1.4.0, tibble 2.1.3,
tidyr 1.0.0, tidyverse 1.3.0
• Loaded via a namespace (and not attached): abind 1.4-5,
assertthat 0.2.1, backports 1.1.4, bookdown 0.12, broom 0.5.3,
car 3.0-10, carData 3.0-4, cellranger 1.1.0, cli 1.1.0, codetools 0.2-16,
colorspace 1.4-1, compiler 3.6.3, crayon 1.3.4, curl 3.3, data.table 1.12.2,
DBI 1.0.0, dbplyr 1.4.2, digest 0.6.18, emmeans 1.5.3, estimability 1.3,
evaluate 0.13, foreign 0.8-76, fs 1.3.1, generics 0.0.2, glue 1.3.1,
grid 3.6.3, gtable 0.3.0, haven 2.2.0, highr 0.8, hms 0.5.3, htmltools 0.3.6,
httr 1.4.1, jsonlite 1.6, knitr 1.22, labeling 0.3, lattice 0.20-41,
lifecycle 0.1.0, lubridate 1.7.4, MASS 7.3-53, Matrix 1.2-18, mgcv 1.8-33,
modelr 0.1.6, multcomp 1.4-15, munsell 0.5.0, mvtnorm 1.0-11,
nlme 3.1-149, openxlsx 4.1.0.1, pillar 1.4.3, pkgconfig 2.0.2, plyr 1.8.4,
R6 2.4.0, RColorBrewer 1.1-2, Rcpp 1.0.5, readxl 1.3.1, reprex 0.3.0,
reshape2 1.4.3, rio 0.5.16, rlang 0.4.5, rstudioapi 0.10, rvest 0.3.5,
sandwich 2.5-1, scales 1.0.0, splines 3.6.3, stringi 1.4.3, survival 3.2-7,
tcltk 3.6.3, TH.data 1.0-10, tidyselect 0.2.5, tools 3.6.3, vctrs 0.2.4,
viridisLite 0.3.0, webshot 0.5.2, withr 2.1.2, xfun 0.6, xml2 1.2.5,
xtable 1.8-4, yaml 2.2.0, zip 2.0.4, zoo 1.8-6
c.4 appendix s4 - model predictions and perfor-
mance (proteases)
c.4.1 Overview
This supplement describes the behaviour of the proteochemometrics (PCM)
deep learning model to predict protein-compound bioactivity for PRs. Specif-
ically, this includes the descriptive statistics of data imbalance: the propor-
tion of actives per protein in the training and test sets during the model
fitting and the predicted proportion of actives. The model performance per
protein was also described, pinpointing the most influential factors and char-
acterising the proteins with the most extreme performances.
Four strategies (no_resampling, resampling_before_clustering, semi_resam-
pling, resampling_after_clustering) were considered. For each of those, 10
folds of repeated holdout were run, and 5 performance metrics were com-
puted: acc, auroc, f1, balanced_acc, mcc. This led to a total of 5904 val-
ues of performance. Since some strategies involved the upsampling method
SMOTE, proteins whose sample sizes did not allow upsampling were ex-
cluded (table S85).
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Table S85: Number of proteins for which performance metrics were computed. The
resampling after clustering was the most stringent strategy regarding el-
igible proteins, since the resampling was carried out after the clustering,
which introduced more imbalance.
Strategy Fold 0 Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Fold 9
no_resampling 187 178 210 198 206 171 184 192 205 165
resampling_before_clustering 144 144 141 149 154 152 149 140 150 150
semi_resampling 187 178 210 198 206 171 184 192 205 165
resampling_after_clustering 63 53 74 62 75 57 59 68 71 57
no_resampling resampling_before_clustering semi_resampling resampling_after_clustering
ratio_test
ratio_training













Figure S110: Distribution of the actives ratio in the training set and in the test set
(both original and predicted by the deep learning model).
c.4.2 Description of data balance
The data balancing strategy had an impact on the actual data balance,
defined as the proportion of active molecules for a protein. Furthermore,
specific trends were observed in the original data in the training and test
sets, as well as in the values predicted by the deep learning model.
Distributions of the actives ratio
The histograms in figure S110 revealed trends:
• no_resampling keeps similar data imbalance in training and test.
• resampling_before_clustering and semi_resampling lead to a more
balanced training set, but not so much for the test set.
• resampling_after_clustering kept balanced proteins in both train-
ing and test sets.
In addition, test sets with imbalance tended to magnify it and create
extreme cases (all actives or all inactives), probably due to the combination
of the clustering and the lower sample sizes in the test sets compared to
training.
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no_resampling resampling_before_clustering semi_resampling resampling_after_clustering


















Figure S111: Comparison of the training and test ratios, by resampling strategy. A
linear fit line was added per strategy.
Comparing training and test imbalance
Figure S111 revealed both positive, negative and null trends between the
training and test set protein balances.
• no_resampling showed a positive relation between both, i.e. proteins
were prone to keep their (im)balance in train and test.
• resampling_before_clustering showed an inverse relationship instead.
This was expected since this strategy started from globally balanced
proteins, and after the clustering, an imbalance in one direction in the
training set entailed an inverse imbalance in the test set.
• semi_resampling led to independent train and test balances, expected
since the train set was resampled, breaking any correlation with the
test set balance.
• resampling_after_clustering always kept balanced proteins, by de-
sign.
Table S86 displays the Pearson correlation estimate, 95% confidence in-
terval and p-value for each strategy (except resampling_after_clustering,
where ratios are constant), further confirming the claims above.
Table S86: Correlations between train and test active ratios. 95% confidence inter-
vals and p-values are shown.
strategy cor ci_lower ci_upper alternative pvalue
no_resampling 0.630 0.602 0.657 two.sided 5.40e-206
resampling_before_clustering -0.359 -0.403 -0.314 two.sided 1.58e-45
semi_resampling 0.002 -0.050 0.055 two.sided 9.26e-01
resampling_after_clustering NA NA NA two.sided NA
Other covariates
The effect of the number of interactions of each protein in its correspond-
ing set and fold (figure S112) and the protein length in amino acids (figure
S113) on the test set imbalance was investigated:
• Proteins with greatest imbalance (i.e. where (0.5 - ratio_test)ˆ2
was greatest) tended to be among those with the least interactions.
Linear correlations were significant (table S87).
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no_resampling resampling_before_clustering semi_resampling resampling_after_clustering















Figure S112: Data imbalance in the test set as a function of the number of available
interactions for each protein.
no_resampling resampling_before_clustering semi_resampling resampling_after_clustering


















Figure S113: Data imbalance in the test set as a function of the protein length, in
amino acids.
• The sequence length had no obvious effect on the protein imbalance.
Linear correlations were not significant (resampling_before_clustering)
or significant but low (no_resampling, semi_resampling).
Table S87: Correlations between imbalance (as defined above) and number of inter-
actions. 95% confidence intervals and p-values are shown.
strategy cor ci_lower ci_upper alternative pvalue
no_resampling -0.289 -0.330 -0.247 two.sided 7.19e-38
resampling_before_clustering -0.294 -0.340 -0.246 two.sided 2.81e-30
semi_resampling -0.289 -0.330 -0.247 two.sided 7.19e-38
resampling_after_clustering NA NA NA two.sided NA
Table S88: Correlations between imbalance (as defined above) and sequence length.
95% confidence intervals and p-values are shown.
strategy cor ci_lower ci_upper alternative pvalue
no_resampling 0.049 0.004 0.094 two.sided 3.15e-02
resampling_before_clustering -0.035 -0.086 0.016 two.sided 1.81e-01
semi_resampling 0.049 0.004 0.094 two.sided 3.15e-02
resampling_after_clustering NA NA NA two.sided NA
c.4.3 Linear models on predicted proportions
The next key question was to narrow down the factor driving the pre-
dicted proportion of actives. The main options under consideration were:
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no_resampling resampling_before_clustering semi_resampling resampling_after_clustering
























Figure S114: Ratios of the prediction values, after binarization.
1. A constant, global imbalance that the model would learn from the
whole dataset.
2. The protein-wise imbalance that the model would learn in the training
set.
3. A test set-driven imbalance, based on its actual imbalance.
Distributions of the predicted ratios
After the model predictions in the test set were binarized (actives were
those whose probabilities exceeded 0.5), the ratio of predicted actives was
computed by protein. This ratio, shown in figure S114, suggested that:
• no_resampling was noticeably inclined to predict more positives than
negatives, and in general more extreme ratios than the real ones.
• resampling_before_clustering and semi_resampling alleviated the
imbalance in the predictions, being was quite close to the actual
distribution.
• resampling_after_clustering kept a wide and symmetric distribu-
tion of predicted actives.
Now, representing together (1) the original training and test ratios, and
(2) the predicted ratios in test (figure S115) eased a general qualitative as-
sessment: the distribution was most resemblant to that of the test pro-
portions to that of the training ones (except resampling_after_clustering,
since those proportions are constant). Table S89 displays how no_resampling
was inclined to predict more extreme cases (all positives or all negatives),
resampling_before_clustering and semi_resampling alleviated this phe-
nomenon, and resampling_after_clustering was essentially balanced.
Predicted ratios against training ratios
Figure S116 puts the predicted ratios in context of the training ratios, elu-
cidating a variety of trends:
• no_resampling: positive trend between the training and the predicted
ratio, but since the training and the test ratio also positively correlated
(figure S111), the latter could be the one driving the predicted ratio of
positives.
• resampling_after_clustering had a constant training ratio, meaning


































Figure S115: Distributions of the actives ratio in the training set and in the test set
(both original and predicted by the deep learning model).
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Table S89: Percentage of extreme cases, i.e. proteins with all actives or inactives.
strategy RatioSet all_inactives all_actives all_extremes
no_resampling ratio_test 18.4 16.9 35.3
no_resampling ratio_test_predicted 23.8 33.6 57.5
no_resampling ratio_training 4.8 5.3 10.1
resampling_before_clustering ratio_test 10.0 9.2 19.2
resampling_before_clustering ratio_test_predicted 9.6 12.8 22.4
resampling_before_clustering ratio_training 0.1 0.0 0.1
semi_resampling ratio_test 18.4 16.9 35.3
semi_resampling ratio_test_predicted 13.5 23.4 36.9
semi_resampling ratio_training 0.1 0.0 0.1
resampling_after_clustering ratio_test 0.0 0.0 0.0
resampling_after_clustering ratio_test_predicted 2.7 4.5 7.2
resampling_after_clustering ratio_training 0.0 0.0 0.0
no_resampling resampling_before_clustering semi_resampling resampling_after_clustering
























Figure S116: Predicted ratios, as a function of training ratios.
• resampling_before_clustering showed a negative but not significant
coefficient in PRs (p=0.073).
• semi_resampling showed no apparent correlation between the pre-
dicted ratio and the training ratio.
The significance of the linear correlation backs up all the claims above
(table S90).
Table S90: Correlations between train and predicted test active ratios. 95% confi-
dence intervals and p-values are shown.
strategy cor ci_lower ci_upper alternative pvalue
no_resampling 0.732 0.711 0.753 two.sided 3.35e-312
resampling_before_clustering -0.047 -0.098 0.004 two.sided 7.29e-02
semi_resampling -0.017 -0.069 0.035 two.sided 5.20e-01
resampling_after_clustering NA NA NA two.sided NA
Linear models
The predicted ratio of actives rpred was modelled through the following
quasibinomial generalized linear models, stratified by strategy:
rpred ∼ rtraining + rtest + log10(nint) + log10(nseq) + kfold
The main variables of interest are the actual ratios in the training rtraining
and in test rtest, both numeric between 0 and 1. As additional covariates,
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the number of interactions nint and the sequence length nseq (numerical)
and the fold number kfold (categorical) were also included.
in semi_resampling or resampling_before_clustering Due to the
lack of correlation between training and test ratios (figure S111), the semi_re-
sampling strategy is the ideal scenario to disentangle their effects on the
predicted ratio of actives (see model in table S91). This additive model sug-
gests:
• The test ratio is driving the predicted proportions, rather than the
training ratio.
• n_interactions: the term is not significant in PRs.
Table S91 also shows the additive model for resampling_before_clustering.
This strategy showed negative correlation between training and test ratios,
also providing a reasonably good scenario to distinguish their effects.
• This model confirms both conclusions from the model in the semi_re-
sampling strategy. The coefficient for ratio test is similar and signifi-
cant in both models; the coefficient of ratio training is non-significant
in both models.
in no_resampling The explanatory linear model under the no_resampling
strategy (table S92) suffers from the positive correlation between training
and test ratios, which can be confounded.
• Both training_ratio and test_ratio show a positive effect on the
predicted fraction of actives.
• Although the estimate is larger and more significant for training_ratio,
the confounding effect of the predicted ratios deems this model in-
conclusive. For PRs the distribution of predicted ratios is not very
skewed.
Conclusions
• Data imbalance exists in all strategies but in resampling_after_clustering,
where balance is enforced.
• The correlation between a protein’s ratio in train and test is positive in
no_resampling, negative in resampling_before_clustering and null
in semi_resampling and resampling_after_clustering.
• The main factor driving the ratio of actives in the model predictions,
per protein, is the actual ratio of positives in the test set. Their distri-
butions are resemblant, and linear models confirm the association.
All of them apply to PRs as well, except for the negative correlation in
resampling before clustering, which is non-significant in PRs.
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Table S91: Linear models to describe the predicted active ratio for the
semi_resampling and the resampling_before_clustering strategies. Sig-
nificance and 95% confidence intervals are included.
semi_resampling resampling_before_clustering
(1) (2)
ratio_training −0.193 (−1.563, 1.177) 0.872 (−0.109, 1.853)
p = 0.783 p = 0.082
ratio_test 1.149 (0.931, 1.368)∗∗∗ 1.178 (0.928, 1.428)∗∗∗
p = 5.340e-24 p = 9.248e-20
log10(n_interactions) −0.044 (−0.174, 0.086) −7.026e-03 (−0.123, 0.109)
p = 0.51 p = 0.905
log10(len_seq) −0.451 (−0.804, −0.097)∗ −0.163 (−0.5, 0.173)
p = 0.013 p = 0.342
fold1 0.324 (0.014, 0.635)∗ 0.491 (0.19, 0.792)∗
p = 0.041 p = 1.418e-03
fold2 0.421 (0.115, 0.726)∗ 0.297 (−2.457e-03, 0.597)
p = 6.999e-03 p = 0.052
fold3 0.857 (0.537, 1.177)∗∗∗ 0.914 (0.606, 1.221)∗∗∗
p = 1.839e-07 p = 6.974e-09
fold4 0.011 (−0.291, 0.312) 0.213 (−0.08, 0.505)
p = 0.945 p = 0.155
fold5 −0.182 (−0.486, 0.123) 0.015 (−0.278, 0.309)
p = 0.243 p = 0.92
fold6 −0.516 (−0.815, −0.216)∗∗ −0.343 (−0.642, −0.045)∗
p = 7.708e-04 p = 0.024
fold7 −0.509 (−0.81, −0.208)∗∗ 0.164 (−0.136, 0.463)
p = 9.439e-04 p = 0.285
fold8 0.2 (−0.102, 0.501) 0.086 (−0.208, 0.381)
p = 0.195 p = 0.567
fold9 0.413 (0.092, 0.733)∗ 0.07 (−0.236, 0.376)
p = 0.012 p = 0.655
Constant 1.12 (−0.08, 2.32) −0.641 (−1.757, 0.475)
p = 0.068 p = 0.26
Observations 1405 1452
Note: ∗p<0.05; ∗∗p<1.000e-03; ∗∗∗p<1e-06
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Table S92: Linear models to describe the predicted active ratio for the
no_resampling strategy. Significance and 95% confidence intervals are
included.
no_resampling
ratio_training 6.124 (5.564, 6.684)∗∗∗
p = 3.380e-91
ratio_test 1.491 (1.131, 1.851)∗∗∗
p = 8.721e-16
log10(n_interactions) −0.547 (−0.706, −0.388)∗∗∗
p = 2.010e-11
log10(len_seq) −0.298 (−0.831, 0.236)
p = 0.275
fold1 0.585 (0.111, 1.06)∗
p = 0.016
fold2 0.494 (0.039, 0.948)∗
p = 0.033
fold3 1.851 (1.363, 2.34)∗∗∗
p = 1.682e-13
fold4 0.522 (0.07, 0.974)∗
p = 0.024
fold5 −0.317 (−0.795, 0.161)
p = 0.193
fold6 −0.367 (−0.831, 0.097)
p = 0.121
fold7 0.486 (0.026, 0.946)∗
p = 0.038
fold8 0.383 (−0.071, 0.838)
p = 0.099
fold9 0.363 (−0.113, 0.84)
p = 0.135
Constant −1.794 (−3.288, −0.301)∗
p = 0.019
Observations 1858
Note: ∗p<0.05; ∗∗p<1.000e-03; ∗∗∗p<1e-06

























































































































































Figure S117: Performance metrics for imbalance-aware random baselines. Data
points correspond to proteins, averaged over folds.
c.4.4 Description of baseline performance
Before evaluating the deep learning model, the performance metrics of the
baselines were characterised, in order to pinpoint imbalance-sensitive and
insensitive metrics. Metrics were called imbalance-sensitive if the imbalance-
aware random baseline exhibited different performances between resam-
pling strategies.
Descriptive plot
Figure S117 shows a fold-averaged picture of the metrics by protein. Vi-
sual inspection suggested that accuracy, F1 and possibly balanced accuracy
were affected by the data imbalance. accuracy is the most apparent case in
PRs, see the quartiles in table S93.
Table S93: Quartiles for the baseline F1-scores.
strategy Min. 1st Qu. Median Mean 3rd Qu. Max.
no_resampling 0.000 0.111 0.468 0.455 0.783 1.000
resampling_before_clustering 0.000 0.314 0.454 0.406 0.501 0.684
semi_resampling 0.000 0.264 0.469 0.424 0.579 1.000
resampling_after_clustering 0.364 0.479 0.498 0.493 0.513 0.618
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Linear models
Formally, each performance metric was described with the following lin-
ear model:
metric ∼ strategy + log10(nint) + log10(nseq) + kfold
The response was the quantitative metric of interest (one model per met-
ric), while strategy was categorical with the following possibilities: no_resampling,
resampling_after_clustering, resampling_before_clustering, semi_resampling.
Additional covariates included the number of interactions nint and the se-
quence length nseq (numerical) and the fold number kfold (categorical). The
strategy variable was tested with a type 3 ANOVA, being significant with
p < 0.05 for acc, f1 and balanced_acc (table S94).
Table S94: ANOVA p-values for including the resampling strategy as a regressor.
Significant p-values imply that differences exist between resampling
strategies.
strategy variable Sum Sq Df F value Pr(>F)
acc strategy 26.3568423 3 2.18e+02 3.44e-133
auroc strategy 0.0655018 3 6.69e-01 5.71e-01
balanced_acc strategy 7.6709749 3 5.67e+01 4.59e-36
f1 strategy 5.5240885 3 2.42e+01 1.56e-15
mcc strategy 0.0668456 3 4.14e-01 7.43e-01
Based on this, metrics were divided in two types:
• Those where the baseline was different between strategies, i.e. imbalance-
sensitive: acc, f1 and balanced_acc. Therefore, before comparing
strategies, the baseline performance needed to be accounted for.
• Those where the baseline was constant, i.e. imbalance-insensitive: auroc,
mcc. Here we could compare strategies directly.
All applies to PRs as well.
c.4.5 Description of deep learning model performance
An overview of fold-averaged performances is displayed in figure S118,
where strategies are paired with their baselines. This illustrates the issue
of direct strategy comparison with imbalance-sensitive metrics, which was
especially visible for the F1-score. Some metrics are undefined in edge cases
(e.g. AUROC when only actives or only inactives are available); table S95
summarizes the number of proteins, added over folds, whose metrics were
computable.
Absolute, baseline-naive performance
Anologous to the baseline performance models, absolute metric models
(not accounting for baselines) were fitted:
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Table S95: Number of computable performance measures. AUROC was undefined
for proteins with all actives or unactives in the test set, hence its lower
counts.
strategy acc auroc f1 balanced_acc mcc
no_resampling 1896 1227 1896 1896 1896
resampling_before_clustering 1473 1199 1473 1473 1473
semi_resampling 1896 1227 1896 1896 1896
resampling_after_clustering 639 639 639 639 639
metric ∼ strategy + log10(nint) + log10(nseq) + kfold
The strategy covariate was always significant in a type 3 ANOVA (ta-
ble S96). The models, summarized in S97, showed different behaviour in
imbalance-sensitive and insensitive metrics. Pairwise comparisons of the
strategy coefficients using Tukey’s method would point to two different pic-
tures (figure S119), further confirmed when prioritizing the strategies ac-
cording to their expected performance through the linear models (table S98
and figure S120):
• Accuracy and balanced accuracy suggested that no_resampling was
the best strategy, but this was confounded by the fact that it also held
the highest baselines.
• In PRs, MCC suggested resampling before clustering and semi re-
sampling as the best strategies.
• In PRs, F1 and AUROC also suggested the no resampling strategy as
the best one, but its baselines were not higher.
Table S96: ANOVA p-values for including the resampling strategy as a regressor
in the performance models.
strategy variable Sum Sq Df F value Pr(>F)
acc strategy 17.362539 3 7.55e+01 6.14e-48
auroc strategy 1.090834 3 6.37e+00 2.65e-04
f1 strategy 2.170764 3 5.85e+00 5.54e-04
balanced_acc strategy 1.524648 3 7.34e+00 6.61e-05
mcc strategy 1.027279 3 5.16e+00 1.46e-03
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Table S97: Linear models to describe each performance metric. Standard devia-
tions in parentheses.
acc auroc f1 balanced_acc mcc
(1) (2) (3) (4) (5)
strategyresampling_before_clustering −0.109∗∗∗ −0.011 −0.045∗∗ −0.023∗ 0.028∗
(9.727e-03) (9.718e-03) (0.012) (9.248e-03) (9.053e-03)
p = 9.079e-29 p = 0.262 p = 2.456e-04 p = 0.013 p = 2.249e-03
strategysemi_resampling −0.095∗∗∗ −5.248e-03 −0.012 −0.026∗ 0.028∗∗
(8.990e-03) (9.647e-03) (0.011) (8.548e-03) (8.367e-03)
p = 5.466e-26 p = 0.586 p = 0.311 p = 1.999e-03 p = 7.070e-04
strategyresampling_after_clustering −0.164∗∗∗ −0.05∗∗ −0.048∗ −0.054∗∗ 6.680e-03
(0.013) (0.012) (0.017) (0.012) (0.012)
p = 1.868e-35 p = 2.966e-05 p = 4.330e-03 p = 1.362e-05 p = 0.585
log10(n_interactions) 0.04∗∗∗ 0.068∗∗∗ 0.121∗∗∗ 6.244e-03 0.082∗∗∗
(5.085e-03) (6.200e-03) (6.463e-03) (4.834e-03) (4.732e-03)
p = 9.245e-15 p = 1.322e-27 p = 1.553e-75 p = 0.197 p = 2.538e-66
log10(len_seq) 0.059∗ 0.011 −0.044 0.031 −0.017
(0.018) (0.019) (0.023) (0.017) (0.017)
p = 1.028e-03 p = 0.55 p = 0.055 p = 0.07 p = 0.31
fold1 0.044∗ −4.954e-03 0.035 0.031 −0.019
(0.016) (0.017) (0.021) (0.016) (0.015)
p = 7.992e-03 p = 0.769 p = 0.09 p = 0.05 p = 0.206
fold2 −0.035∗ −0.012 0.013 −0.035∗ −7.381e-03
(0.016) (0.016) (0.02) (0.015) (0.015)
p = 0.029 p = 0.463 p = 0.513 p = 0.022 p = 0.618
fold3 −0.036∗ 7.250e-03 0.057∗ −0.036∗ 2.073e-03
(0.016) (0.016) (0.02) (0.015) (0.015)
p = 0.024 p = 0.654 p = 5.524e-03 p = 0.02 p = 0.89
fold4 1.550e-03 8.425e-03 0.016 −0.015 3.890e-03
(0.016) (0.016) (0.02) (0.015) (0.015)
p = 0.922 p = 0.593 p = 0.417 p = 0.314 p = 0.792
fold5 0.024 0.037∗ 9.275e-03 0.013 0.037∗
(0.016) (0.017) (0.021) (0.016) (0.015)
p = 0.148 p = 0.024 p = 0.658 p = 0.408 p = 0.016
fold6 0.039∗ 0.022 −0.017 0.03 0.012
(0.016) (0.016) (0.021) (0.015) (0.015)
p = 0.017 p = 0.183 p = 0.404 p = 0.053 p = 0.438
fold7 1.006e-03 0.021 7.738e-03 −7.655e-04 0.015
(0.016) (0.016) (0.021) (0.015) (0.015)
p = 0.95 p = 0.193 p = 0.706 p = 0.96 p = 0.316
fold8 0.025 0.015 0.043∗ 0.01 0.011
(0.016) (0.016) (0.02) (0.015) (0.015)
p = 0.122 p = 0.354 p = 0.035 p = 0.501 p = 0.471
fold9 0.04∗ 0.039∗ 0.058∗ 0.023 0.034∗
(0.017) (0.017) (0.021) (0.016) (0.015)
p = 0.016 p = 0.019 p = 6.344e-03 p = 0.137 p = 0.027
Constant 0.438∗∗∗ 0.403∗∗∗ 0.331∗∗∗ 0.505∗∗∗ −0.082
(0.051) (0.054) (0.065) (0.048) (0.047)
p = 1.107e-17 p = 6.987e-14 p = 3.247e-07 p = 3.037e-25 p = 0.085
Observations 5904 4292 5904 5904 5904
R2 0.052 0.034 0.061 0.012 0.06
Adjusted R2 0.05 0.03 0.059 9.687e-03 0.058
Note: ∗p<0.05; ∗∗p<1.000e-03; ∗∗∗p<1e-06






















































































































































Figure S118: Performance metrics for balancing strategies and their corresponding
imbalance-aware random baselines. Data points correspond to pro-
teins, averaged over folds.
Table S98: Expected absolute performances, by metric and strategy, with 95% con-
fidence intervals.
metric strategy emmean SE lower.CL upper.CL
acc no_resampling 0.720 7.179e-03 0.706 0.734
acc resampling_before_clustering 0.611 7.476e-03 0.596 0.625
acc semi_resampling 0.624 7.179e-03 0.610 0.638
acc resampling_after_clustering 0.555 1.099e-02 0.534 0.577
auroc no_resampling 0.634 7.122e-03 0.621 0.648
auroc resampling_before_clustering 0.624 7.105e-03 0.610 0.637
auroc semi_resampling 0.629 7.122e-03 0.615 0.643
auroc resampling_after_clustering 0.585 9.500e-03 0.566 0.604
f1 no_resampling 0.566 9.125e-03 0.548 0.584
f1 resampling_before_clustering 0.520 9.503e-03 0.502 0.539
f1 semi_resampling 0.554 9.125e-03 0.536 0.572
f1 resampling_after_clustering 0.518 1.396e-02 0.491 0.546
balanced_acc no_resampling 0.610 6.826e-03 0.597 0.623
balanced_acc resampling_before_clustering 0.587 7.109e-03 0.573 0.601
balanced_acc semi_resampling 0.584 6.826e-03 0.570 0.597
balanced_acc resampling_after_clustering 0.556 1.045e-02 0.535 0.576
mcc no_resampling 0.108 6.682e-03 0.095 0.121
mcc resampling_before_clustering 0.136 6.959e-03 0.122 0.150
mcc semi_resampling 0.137 6.682e-03 0.123 0.150















































































































































































































Figure S119: Pairwise comparison of strategy performance using Tukey method.


















































Lower ranks are better. Expected fold−averaged performances in brackets.
Method ranking by absolute performance.
Figure S120: Method ranking according to the linear model predicted perfor-
mances for each metric. Baseline metrics were ignored.
Baseline-adjusted performance
To address the pitfalls of the direct comparison of metrics whose base-
lines may differ, baseline-adjusted performance metrics were defined and
modelled analogously. Specifically:
adj_metric = metric − baseline
A descriptive plot of the the adjusted metrics (figure S121) pointed to a
scenario different than that of unadjusted ones (figure S118).
Adjusted performance metrics were described with the following linear
model:
adj_metric ∼ strategy + log10(nint) + log10(nseq) + kfold
Note that while all metrics but mcc were non-negative, the adjusted metrics
could show negative values when the performance of the DL model was
lower than that of the baseline.
Again, strategy covariate was always significant in a type 3 ANOVA
(table S99). Baseline adjustment brought a uniform behaviour across the
models, except for AUROC still suggesting no resampling as the best strat-
egy in PRs (table S100), further confirmed in pairwise coefficient comparison
(Tukey’s method, figure S122) and in their expected performance (table S101
and figure S123):
• In PRs, resampling before clustering was the best performer, closely
followed by semi resampling, then no resampling, and resampling
after clustering.
• In PRs the general picture of resampling before clustering and semi
resampling being the best was already present in unadjusted MCC,
and is mostly kept in ajdusted metrics.































































































































































Figure S121: Baseline-adjusted performance metrics for balancing strategies. Data
points correspond to proteins, averaged over folds.
Table S99: ANOVA p-values for including the resampling strategy as a regressor
in the adjusted performance models.
strategy variable Sum Sq Df F value Pr(>F)
acc strategy 4.591602 3 1.82e+01 1.02e-11
auroc strategy 1.116042 3 4.09e+00 6.55e-03
f1 strategy 2.165202 3 1.01e+01 1.30e-06
balanced_acc strategy 4.523000 3 1.80e+01 1.30e-11
mcc strategy 1.024287 3 2.82e+00 3.77e-02
• In PRs, resampling before clustering performed similarly to semi re-
sampling, and better than no resampling and resampling after clus-
tering. Therefore, augmenting the test set was not the largest perfor-
mance driver.
• semi_resampling outperformed no_resampling in two out of five met-
rics, and non-significant in the remaining three (Tukey’s method,
p < 0.05, figure S122), which supports data augmentation usefulness
even if the data balance in the test set differs from that of the train-
ing set. This was consistent with the observation that the predicted
proportion of positives of the PCM model was mainly driven by the
actual data balance in the test set, rather than that of the training set.
Combined with the healthier distributions of predicted active ratios
of semi_resampling against no_resampling, this made a case in favour
of the former.
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Table S100: Linear models to describe each adjusted performance metric. Standard
deviations in parentheses.
acc auroc f1 balanced_acc mcc
(1) (2) (3) (4) (5)
strategyresampling_before_clustering 0.056∗∗∗ −6.020e-03 0.027∗ 0.069∗∗∗ 0.033∗
(0.01) (0.012) (9.460e-03) (0.01) (0.012)
p = 3.898e-08 p = 0.624 p = 4.670e-03 p = 1.650e-11 p = 8.010e-03
strategysemi_resampling 0.027∗ −0.011 0.041∗∗ 0.045∗∗ 0.023
(0.01) (0.013) (9.629e-03) (0.01) (0.013)
p = 0.011 p = 0.376 p = 1.816e-05 p = 1.482e-05 p = 0.062
strategyresampling_after_clustering −0.035∗ −0.051∗∗ −0.016 6.630e-03 4.841e-03
(0.014) (0.015) (0.013) (0.014) (0.017)
p = 0.014 p = 7.690e-04 p = 0.23 p = 0.639 p = 0.776
log10(n_interactions) 0.061∗∗∗ 0.073∗∗∗ 0.032∗∗∗ 0.044∗∗∗ 0.093∗∗∗
(6.353e-03) (8.505e-03) (5.859e-03) (6.335e-03) (7.619e-03)
p = 1.528e-21 p = 8.457e-18 p = 6.161e-08 p = 2.983e-12 p = 7.318e-34
log10(len_seq) 0.051∗ 3.223e-03 −0.037∗ 0.021 −0.025
(0.02) (0.024) (0.018) (0.02) (0.024)
p = 0.011 p = 0.894 p = 0.045 p = 0.281 p = 0.297
fold1 0.036∗ 0.02 0.041∗ 0.018 −2.052e-03
(0.018) (0.022) (0.017) (0.018) (0.022)
p = 0.045 p = 0.355 p = 0.013 p = 0.316 p = 0.924
fold2 −0.032 0.014 0.026 −0.025 0.015
(0.018) (0.02) (0.016) (0.017) (0.021)
p = 0.071 p = 0.506 p = 0.105 p = 0.145 p = 0.474
fold3 −0.015 0.042∗ 0.093∗∗∗ −0.015 0.032
(0.018) (0.021) (0.016) (0.018) (0.021)
p = 0.381 p = 0.042 p = 1.039e-08 p = 0.382 p = 0.129
fold4 0.028 0.028 0.04∗ 0.013 0.022
(0.017) (0.02) (0.016) (0.017) (0.021)
p = 0.104 p = 0.163 p = 0.014 p = 0.456 p = 0.285
fold5 0.033 0.046∗ 0.012 0.023 0.043∗
(0.018) (0.021) (0.017) (0.018) (0.022)
p = 0.069 p = 0.031 p = 0.474 p = 0.192 p = 0.046
fold6 0.063∗∗ 0.049∗ 9.638e-03 0.061∗∗ 0.043∗
(0.018) (0.021) (0.016) (0.018) (0.021)
p = 4.240e-04 p = 0.019 p = 0.556 p = 6.183e-04 p = 0.043
fold7 8.429e-04 0.031 0.015 −6.795e-04 0.018
(0.018) (0.021) (0.016) (0.018) (0.021)
p = 0.962 p = 0.143 p = 0.353 p = 0.969 p = 0.405
fold8 0.028 0.028 0.039∗ 0.02 0.04
(0.017) (0.02) (0.016) (0.017) (0.021)
p = 0.111 p = 0.168 p = 0.017 p = 0.259 p = 0.057
fold9 0.031 0.044∗ 0.041∗ 0.014 0.037
(0.018) (0.021) (0.017) (0.018) (0.022)
p = 0.09 p = 0.039 p = 0.014 p = 0.453 p = 0.085
Constant −0.235∗∗ −0.106 0.025 −0.144∗ −0.1
(0.057) (0.07) (0.052) (0.057) (0.068)
p = 3.387e-05 p = 0.127 p = 0.628 p = 0.011 p = 0.14
Observations 5355 4134 5355 5355 5355
R2 0.038 0.021 0.021 0.028 0.035
Adjusted R2 0.035 0.018 0.018 0.026 0.033















































































































































































































Figure S122: Pairwise comparison of strategy adjusted performance using Tukey
method.
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Table S101: Expected adjusted performances, by metric and strategy, with 95% con-
fidence intervals.
metric strategy emmean SE lower.CL upper.CL
acc no_resampling 0.092 7.925e-03 0.077 0.108
acc resampling_before_clustering 0.149 8.018e-03 0.133 0.165
acc semi_resampling 0.119 8.091e-03 0.103 0.135
acc resampling_after_clustering 0.057 1.171e-02 0.035 0.080
auroc no_resampling 0.138 9.147e-03 0.121 0.156
auroc resampling_before_clustering 0.132 9.093e-03 0.115 0.150
auroc semi_resampling 0.127 9.347e-03 0.109 0.146
auroc resampling_after_clustering 0.087 1.218e-02 0.063 0.111
f1 no_resampling 0.045 7.308e-03 0.030 0.059
f1 resampling_before_clustering 0.071 7.394e-03 0.057 0.086
f1 semi_resampling 0.086 7.461e-03 0.071 0.100
f1 resampling_after_clustering 0.029 1.080e-02 0.008 0.050
balanced_acc no_resampling 0.050 7.903e-03 0.035 0.066
balanced_acc resampling_before_clustering 0.119 7.996e-03 0.103 0.135
balanced_acc semi_resampling 0.095 8.068e-03 0.079 0.111
balanced_acc resampling_after_clustering 0.057 1.168e-02 0.034 0.080
mcc no_resampling 0.117 9.504e-03 0.098 0.135
mcc resampling_before_clustering 0.149 9.616e-03 0.130 0.168
mcc semi_resampling 0.140 9.703e-03 0.121 0.159
mcc resampling_after_clustering 0.121 1.404e-02 0.094 0.149
• In five out of five metrics, proteins with more interactions were better
predicted (table S100).
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1 (0.72) 3 (0.611) 2 (0.624) 4 (0.555)
1 (0.634) 3 (0.624) 2 (0.629) 4 (0.585)
1 (0.566) 3 (0.52) 2 (0.554) 4 (0.518)
1 (0.61) 2 (0.587) 3 (0.584) 4 (0.556)
4 (0.108) 2 (0.136) 1 (0.137) 3 (0.115)
3 (0.092) 1 (0.149) 2 (0.119) 4 (0.057)
1 (0.138) 2 (0.132) 3 (0.127) 4 (0.087)
3 (0.045) 2 (0.071) 1 (0.086) 4 (0.029)
4 (0.05) 1 (0.119) 2 (0.095) 3 (0.057)
4 (0.117) 1 (0.149) 2 (0.14) 3 (0.121)

































































































each block row maximum
Lower ranks are better. Expected fold−averaged performances in brackets.
Method ranking by adjusted performance.
Figure S123: Method ranking according to the linear model predicted adjusted per-
formances for each metric. Baseline metrics were taken into account
in the adjustment. For a direct comparison, the same ranking using
the absolute metrics was kept side by side.
c.4.6 Reproducibility
• R version 3.6.3 (2020-02-29), x86_64-pc-linux-gnu





• Running under: Ubuntu 16.04.7 LTS
• Matrix products: default
• BLAS: /usr/lib/atlas-base/atlas/libblas.so.3.0
• LAPACK: /usr/lib/atlas-base/atlas/liblapack.so.3.0
• Base packages: base, datasets, graphics, grDevices, methods, stats,
utils
• Other packages: corrplot 0.84, dplyr 0.8.3, forcats 0.5.0, ggplot2 3.3.0,
gsubfn 0.7, kableExtra 1.3.1, magrittr 1.5, proto 1.0.0, purrr 0.3.3,
readr 1.3.1, rmarkdown 1.12, stargazer 5.2.2, stringr 1.4.0, tibble 2.1.3,
tidyr 1.0.0, tidyverse 1.3.0
• Loaded via a namespace (and not attached): abind 1.4-5,
assertthat 0.2.1, backports 1.1.4, bookdown 0.12, broom 0.5.3,
car 3.0-10, carData 3.0-4, cellranger 1.1.0, cli 1.1.0, codetools 0.2-16,
colorspace 1.4-1, compiler 3.6.3, crayon 1.3.4, curl 3.3, data.table 1.12.2,
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DBI 1.0.0, dbplyr 1.4.2, digest 0.6.18, emmeans 1.5.3, estimability 1.3,
evaluate 0.13, foreign 0.8-76, fs 1.3.1, generics 0.0.2, glue 1.3.1,
grid 3.6.3, gtable 0.3.0, haven 2.2.0, highr 0.8, hms 0.5.3, htmltools 0.3.6,
httr 1.4.1, jsonlite 1.6, knitr 1.22, labeling 0.3, lattice 0.20-41,
lifecycle 0.1.0, lubridate 1.7.4, MASS 7.3-53, Matrix 1.2-18, mgcv 1.8-33,
modelr 0.1.6, multcomp 1.4-15, munsell 0.5.0, mvtnorm 1.0-11,
nlme 3.1-149, openxlsx 4.1.0.1, pillar 1.4.3, pkgconfig 2.0.2, plyr 1.8.4,
R6 2.4.0, RColorBrewer 1.1-2, Rcpp 1.0.5, readxl 1.3.1, reprex 0.3.0,
reshape2 1.4.3, rio 0.5.16, rlang 0.4.5, rstudioapi 0.10, rvest 0.3.5,
sandwich 2.5-1, scales 1.0.0, splines 3.6.3, stringi 1.4.3, survival 3.2-7,
tcltk 3.6.3, TH.data 1.0-10, tidyselect 0.2.5, tools 3.6.3, vctrs 0.2.4,
viridisLite 0.3.0, webshot 0.5.2, withr 2.1.2, xfun 0.6, xml2 1.2.5,
xtable 1.8-4, yaml 2.2.0, zip 2.0.4, zoo 1.8-6
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