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Abstract
We classify real six-dimensional nilpotent Lie algebras for which the corresponding Lie group
has a left-invariant complex structure, and estimate the dimensions of moduli spaces of such
structures. c© 2001 Elsevier Science B.V. All rights reserved.
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0. Introduction
Let G be a simply connected real nilpotent Lie group of dimension m. The nilpotency
is equivalent to the existence of a basis {e1; : : : ; em} of left-invariant 1-forms on G such
that
dei ∈
2∧
〈e1; : : : ; ei−1〉; 1 ≤ i ≤ m; (1)
where the right-hand side is interpreted as zero for i=1. For any such G with rational
structure constants, there is a discrete subgroup  such that M = \G is a compact
manifold [17]. In this case, the di?erential graded algebra A of left-invariant forms on
G is isomorphic to the deRham algebra of M , and the Betti numbers bi of M coincide
with the dimensions of the Lie algebra cohomology groups of g [21]. Property (1)
then implies that A provides a minimal model for M in the sense of Sullivan, and A
cannot be formal unless G is abelian and M is a torus [9,3,13,5].
Our interest arises from the imposition of extra geometrical structures on M . In
particular, suppose that m = 2n and J is a complex structure on M associated to a
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left-invariant tensor on G. We shall work mainly in the language of di?erential forms,
and a starting point for an analysis of low-dimensional examples is the observation that
in these circumstances there exists a non-zero closed (1; 0)-form. More generally, there
exists a basis (!1; : : : ; !n) of (1; 0)-forms such that d!i belongs to the ideal generated
by !1; : : : ; !i−1. This result is proved in Section 1 by dualizing the central descending
series of g, and is subsequently used to carry through arguments by induction on
dimension.
If the complex structure J makes G a complex Lie group, then the exterior deriva-
tive of any left-invariant (1; 0)-form has type (2; 0). On the other hand, the complex
structure J is ‘abelian’ if the derivative of any invariant (1; 0)-form has type (1; 1)
[2,11]. In both cases it follows that
d!i ∈
2∧
〈!1; : : : ; !i−1; H!1; : : : ; H!i−1〉; 1 ≤ i ≤ n: (2)
The properties of complex structures on nilmanifolds with a basis of (1; 0)-forms satis-
fying (2) is the subject of papers by Cordero et al. [7,8]. Our approach had its origin
in the realization that not all complex structures have a basis of this form, a fact that
makes the general theory all the more richer.
In Section 3 we embark on a determination of nilpotent Lie algebras of dimension
6 giving rise to complex nilmanifolds, without quoting general classiIcation results.
For this reason, our results are likely to serve for a fuller understanding of complex
structures on eight-dimensional nilmanifolds. The failure of (2) for i = 2 is illustrated
by the assertion that there exists a unique six-dimensional nilpotent Lie algebra (NLA)
g for which G has a left-invariant complex structure J and b1 = 2. The cases b1 = 3; 4
are more complicated and, in order to streamline the presentation, we precede the
classiIcation by a number of preliminary results in Section 2. Conformal structures are
used to construct canonical bases for subspaces of 2-forms in 4 dimensions, and this
study leads to a dichotomy in the choice of a canonical basis (Theorem 2.5).
A general classiIcation of nilpotent Lie algebras exists in dimension 7 and less,
though 6 is the highest dimension in which there do not exist continuous families.
According to published classiIcations, there are 34 isomorphism classes of NLAs over
R, of which 10 are reducible [16,12]. It is also known which of the corresponding
algebras admit symplectic structures, and in Section 4 we parametrize complex and
symplectic structures on six-dimensional NLAs, and discuss their deformation. This
part develops the approach of [1], though here we do not impose compatibility with
a metric. Proposition 4.2 concerns the inInitesimal theory, whose non-trivial nature
is illustrated by an example of an obstructed cocycle on the Iwasawa manifold. The
variety C(g) of complex structures on a Lie algebra g can be regarded as the Ibre of
a reduced twistor space over the corresponding Lie group, in the spirit of [4].
Finally, we insert our results into the classiIcation in an appendix that was inKuenced
by [8], and completes the picture given there. Our integrability equations (26) can, in
fact, be solved explicitly for the six-dimensional NLAs listed, and a more detailed
description of the spaces C(g) will appear elsewhere.
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1. Invariant dierential forms
Let g be a Lie algebra of real dimension 2n. The dual of the Lie bracket gives a
linear mapping g∗ → ∧2 g∗ which extends to a Inite-dimensional complex
0→ g∗ →
2∧
g∗ →
3∧
g∗ → · · · →
2n∧
g∗ → 0: (3)
The vanishing of the composition g∗ → ∧3 g∗ corresponds to the Jacobi identity, and,
conversely, any linear mapping d : g∗ → ∧2 g∗ whose composition with the natural
extension
∧2
g∗ → ∧3 g∗ is zero gives rise to a Lie algebra. Given a Lie algebra
g, we denote by bk the dimension of the kth cohomology space of (3), which is
isomorphic to the Lie algebra cohomology group Hk(g) [6]. This dimension equals
the kth Betti number of  \ G for any discrete cocompact subgroup , by Nomizu’s
theorem [21].
The descending central series of a Lie algebra g is the chain of ideals deIned
inductively by g0 = g and gi = [gi−1; g] for i ≥ 1. By deInition, g is s-step nilpotent if
g s = 0 and g s−1 = 0. This condition can easily be interpreted in terms of di?erential
forms as follows. DeIne subspaces {Vi} of g∗ inductively by setting V0 = {0}, and
Vi =
{
 ∈ g∗: d ∈
2∧
Vi−1
}
; i ≥ 1:
Of paramount importance is V1 = ker d, and the dimension of this equals b1.
Lemma 1.1. Vi is the annihilator of gi.
Proof. Suppose inductively that Vi = (gi)o; this is certainly true for i = 0. Then d ∈∧2 Vi if and only if d annihilates the subspace g∧gi, i.e. d(X; Y )=−[X; Y ] vanishes
for all X ∈ g and Y ∈ gi. Equivalently,  ∈ (gi+1)o.
A left-invariant almost-complex structure on a Lie group G can be identiIed with a
linear mapping J : g → g such that J 2 =−1. Such a structure determines in the usual
way the subspace
1;0 = {X − i JX : X ∈ g∗}
of the complexiIcation g∗c consisting of left-invariant (1; 0)-forms, its conjugate 
0;1,
and more generally subspaces p;q of
∧p+q
g∗c . The almost-complex structure J is said
to be integrable if
[JX; JY ] = [X; Y ] + J [JX; Y ] + J [X; JY ] (4)
for all X; Y ∈ g, and in this case the Newlander–Nirenberg theorem [20] implies that
(M; J ) is a complex manifold. We shall refer to a pair (g; J ) consisting of a Lie algebra
and an integrable almost-complex structure simply as a ‘Lie algebra with a complex
structure’. Useful references for the study of such objects are [23,14].
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Eq. (4) holds if and only if d(1;0)⊆2;0 ⊕1;1, and this condition gives rise to a
complex
0→ 0;0 → 0;1 → 0;2 → · · · → 0; n → 0; (5)
in which each map is the restriction of the ordinary H@ operator to a space of left-invariant
forms. It follows from (3) that the annihilator
g0;1 = (1;0)o ∼= (0;1)∗ (6)
has the structure of a complex Lie algebra. Only if J [X; Y ] = [JX; Y ] for all X; Y ∈ g,
or equivalently if d(1;0)⊆2;0, is g the the real Lie algebra underlying g0;1. In this
case one can unambiguously declare that g is a ‘complex Lie algebra’.
Let i denote the projection (Vi)c → 0;1, and consider the complex subspace
V 1;0i = (Vi)c ∩ 1;0 = ker i:
Observe that V 1;0i ⊕ V 1;0i is the complexiIcation of the largest J -invariant subspace
contained in Vi, namely Vi ∩ JVi. It follows that dimR(Vi) ≥ 2 dimC(V 1;0i ). Moreover,
if g is s-step nilpotent then dimC(V 1;0s ) = n.
The following result is an immediate consequence of Lemma 1.1.
Lemma 1.2. The real subspace underlying V 1;0i is the annihilator of the smallest
J-invariant subspace containing gi ; namely gi(J ) = gi + Jgi.
The subspace gi(J ) is in fact a subalgebra of g for every i. This is because [X; JY ]
belongs to the ideal gi for all X ∈ gi, and [JX; JY ] belongs to gi(J ) for all X; Y ∈ gi
by (4). It follows that the ideal in the exterior algebra generated by the real and
imaginary components of elements of V 1;0i is di?erential, i.e. closed under d. In fact,
more is true. To explain this we denote by I(E) the ideal generated by a set {E} of
di?erential forms in the complexiIed exterior algebra, and we abbreviate !i to H!i.
Theorem 1.3. An NLA g admits a complex structure if and only if g∗c has a basis
{!1; : : : ; !n; H!1; : : : ; H!n} such that
d!i+1 ∈ I(!1; : : : ; !i): (7)
Proof. Starting from a complex structure J , we construct the !i by successively
extending a basis of V 1;0j to one of V
1;0
j+1. Given !
1; : : : ; !i (or nothing if i = 0),
let j be the least positive integer (dependent on i) such that V 1;0j+1 contains an element
!i+1 for which {!1; : : : ; !i+1} is linearly independent. By hypothesis, ker j = V 1;0j
is spanned by {!1; : : : ; !r} for some r ≤ i. It follows that the kernel of the linear
mapping
2∧
j :
2∧
(Vj)c → 0;2
is a subspace of 〈!1; : : : ; !i〉 ∧ g∗c , and this space therefore contains d!i+1.
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Conversely, a basis {!1; : : : : : : ; H!n} of g∗c determines an almost-complex structure J
on g by decreeing 1;0 to be the span of the !i. The integrability of J then follows
from condition (7).
Corollary 1.4. If g is an NLA with a complex structure then V 1;01 is non-zero.
A complex structure on a Lie algebra g is called abelian if
d(1;0)⊆1;1; (8)
this is equivalent to asserting that (6) is an abelian Lie algebra [2]. Note that the
integrability condition for J is automatically satisIed; it is the special case of (4) for
which [JX; JY ] = [X; Y ] for all X; Y ∈ g.
Proposition 1.5. If g is an NLA with an abelian complex structure; then there exists
a basis {!1; : : : ; !n} of 1;0 satisfying (2).
Proof. We mimic the proof of Theorem 1.3. Suppose that {!1; : : : ; !i} has been found,
and let j be the least positive integer such that V 1;0j+1 contains an element !
i+1 with
{!1; : : : ; !i+1} linearly independent. Arguing as above, but with both projections
j : (Vj)c → 0;1; ′j : (Vj)c → 1;0;
we obtain
d!i+1 ∈ I(!1; : : : ; !i) ∩ I( H!1; : : : ; H!i):
The result follows.
2. Choice of bases
This section develops some algebra in dimensions 4 and 6 that will form the basis
for the classiIcation of complex structures in Section 3.
First, we summarize the essential properties of conformal structures on a real oriented
four-dimensional vector space D. Fix a non-zero element  ∈ ∧4D. The bilinear form
 on
∧2D deIned by  ∧  = (;  ) has signature + + + − −−. This is most
easily seen by choosing a basis {e1; e2; e3; e4} of D with  = e1234, and noting that 
is diagonalized by the basis consisting of the 6 elements:
e12 + e34; e12 − e34;
e13 + e42; e13 − e42;
e14 + e23; e14 − e23:
(Here and in the sequel, we adopt the abbreviation eijk··· for ei ∧ e j ∧ e k ∧ · · · .) This
all accords with the fact that the connected component of O(3; 3) is double-covered by
SL(4;R) [22].
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Let g (g for ‘metric’) be an inner product on D. The underlying conformal structure
is the equivalence class [g]={c g: c¿ 0}. If {e1; e2; e3; e4} is now an orthonormal basis
for g, then
2+ = 〈e12 + e34; e13 + e42; e14 + e23〉
is the +1 eigenspace of the so-called ∗ operator, and depends only on [g]. Clearly, 
is positive deInite on +, and a decomposition
2∧
D= + ⊕ − (9)
is determined by deIning − to be the annihilator of + with respect to . In fact,
the correspondence
[g]↔ + (10)
is a bijection between the set of conformal classes and the set of three-dimensional
subspaces on which  is positive deInite.
Given (9), any 2-form  equals + + − with ± ∈ 2±. The 2-form  is said to
be simple if it can be expressed as the product u ∧ v of 1-forms. This is the case if
and only if  ∧  = 0, or equivalently |+|= |−|, where the norms indicate an inner
product induced on
∧2D from one in [g]. On the other hand, ignoring the conformal
structure, any  ∈ ∧2D such that  ∧  = 0 (a ‘generic’ element) can be written
as e12 + e34 relative to a suitable basis. The distinction between simple and generic
2-forms in 4 dimensions is crucial, and the next two lemmas illustrate their respective
properties. The Irst is elementary, and its proof is omitted.
Lemma 2.1. Let ;  be linearly independent simple elements of
∧2D. If  ∧  = 0
then there exists a basis of D such that = e12 and  = e13; otherwise there exists a
basis such that  = e12 and  = e34.
To make (10) more explicit, Ix a basis {e1; e2; e3; e4} of R4, let a; b; c ∈ R; a = 0,
and set '= b2 − 4ac. Consider the three-dimensional subspace
= 〈e12 + e34; e13 + e42; ae14 + be42 + ce23〉 (11)
of
∧2 R4. Relative to the given basis of , the matrix of  is


2 0 0
0 2 b
0 b 2ac

 ;
so | is positive deInite if and only if '¡ 0.
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Lemma 2.2. Given (11); there exists a linear transformation )−; )0 or )+ of R4
(which one depends on ') such that
= )−(〈e12 + e34; e13 + e42; e14 + e23〉) if '¡ 0;
= )0(〈e12 + e34; e13; e14 + e23〉) if '= 0;
= )+(〈e12 + e34; e13; e24〉) if '¿ 0:
Proof. For convenience, set
 = e13 + e42;  = ae14 + be42 + ce23:
We shall deIne the required transformations by setting fi = )•(ei).
Suppose Irst that '¡ 0, so that it is possible to solve the equation
ax2 + bx + c = (Ax − B)2 + (Cx − D)2
over R with AD − BC = 1. DeIne
f1 = Ae1 + Be2; f4 = Ae4 + Be3;
f2 = Ce1 + De2; f3 = Ce4 + De3:
This amounts to applying a transformation in SL(2;R) simultaneously to 〈e1; e2〉 and
〈e4; e3〉, and so f12 = e12 and f34 = e34. Moreover, f13 + f42 = , and
f14 + f23 = (A2 + C2)e14 + (AB+ CD)(e13 − e42) + (B2 + D2)e23
=  − 12b:
Thus  has the form stated.
Suppose that '¿ 0; ac = 0, and let s; t be the distinct real solutions of the equation
ax2 + bx + c = 0 with t = 0. Setting
f1 = e1 + se2; f2 = e1 + te2;
f3 = e3 +
1
t
e4; f4 =
c
a
e3 + te4
gives f12 = (t − s)e12, f34 = (t − s)e34, and
f13 =  +
s
c
 ; f24 =
1
a
(c + t )
and 〈f13; f24〉= 〈;  〉, as required. The same conclusion can be veriIed if c = 0.
Suppose that b2 = 4ac, and let s=−b=(2a). This time we deIne
f1 = e1 + se2; f2 = se1 − e2;
f3 = se3 + e4; f4 = e3 − se4:
Then f12 =−(s2 + 1)e12; f34 =−(s2 + 1)e34, and
f13 =
1
2a
(−b + 2 ); f14 + f23 = (s2 + 1):
This completes the proof.
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Let g be an NLA of real dimension 6. Let {e1; : : : ; e6} be a basis of g∗ satisfying
(1), so that there exist constants cijk such that
dei =
∑
j; k¡i
cijke
jk : (12)
These equations imply in particular that e1; e2 ∈ V1 =ker d. If J is a complex structure
on g, it follows from Corollary 1.4 that we may choose the basis in such a way that
e1 + ie2 ∈ V 1;01 : (13)
It turns out that in dimensions 6 and less, one may arrange that each structure
constant cijk be equal to 0; 1 or −1. Although we do not need to assume this fact, it
will make it easy to represent the isomorphism class of a Lie algebra g by Eq. (12);
we write g as an m-tuple (0; 0; de3; : : : ; dem) abbreviating eij further to ij. This notation
is illustrated by
Proposition 2.3. A four-dimensional NLA admitting a complex structure is isomor-
phic to (0; 0; 0; 12) or (0; 0; 0; 0).
Proof. The symbol (0; 0; 0; 12) means the Lie algebra whose dual has a basis for which
dei = 0 for i = 1; 2; 3 and de4 = e12, and (0; 0; 0; 0) is simply an abelian algebra. Let
g be a four-dimensional NLA with a complex structure. We may suppose that 1;0
is spanned by a closed 1-form !1 = e1 + ie2 together with a 1-form !2 = e3 + ie4
where de3 = Ae12 and de4 = Be12 + Ce13 + De23 with A; B; C; D ∈ R. From the proof
of Theorem 1.3,
0 = !1 ∧ d!2 = (D − iC)e123;
so that D = 0 = C. The result follows by applying a linear transformation of 〈e3; e4〉.
It is well known that there is only one other NLA in 4 dimensions, a 2-step one
isomorphic to (0; 0; 12; 13), and that this does not admit a complex structure.
Returning to the case of a six-dimensional Lie algebra with complex structure, choose
a basis of g∗ satisfying (13). The annihilator h= 〈e1; e2〉o is then a subalgebra of g, as
in the proof of Lemma 1.2. Its structure can also be described in terms of the quotient
h∗ = g∗=〈e1; e2〉 with induced operators d and J , and any basis of h∗ has the form
{fi+〈e1; e2〉: 1 ≤ i ≤ 4} with fi ∈ g∗. Applying Proposition 2.3, we deduce that there
exists a basis of g∗ satisfying (12) with
dei ∈ I(e1; e2; e34); 1 ≤ i ≤ 6;
so that de6 does not involve e35 or e45. Stated more explicitly,
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Corollary 2.4. If g is a six-dimensional NLA with a complex structure; then g∗ has
a basis {e1; : : : ; e6} satisfying (13) and
de3 ∈ 〈e12〉;
de4 ∈ 〈e12; e13; e23〉;
de5 ∈ 〈e12; e13; e14; e23; e24; e34〉;
de6 ∈ 〈e12; e13; e14; e15; e23; e24; e25; e34〉: (14)
We shall repeatedly choose a basis satisfying both (13) and (14), and then exploit the
freedom of choice. In particular, we are at liberty to apply a conformal transformation
e1 → A(cos t e1 + sin t e2);
e2 → A(−sin t e1 + cos t e2) (15)
with A ∈ R, and real ‘triangular transformations’ of the form
ei →
i∑
j=1
Aije
j; i ≥ 3: (16)
Theorem 2.5. Let g be a six-dimensional NLA with a complex structure. Then there
exists a basis {e1; : : : ; e6} of g∗ satisfying (14) such that either
(I)
!1 = e1 + ie2
!2 = e3 + ie4
!3 = e5 + ie6
or (II)
!1 = e1 + ie2
!2 = e4 + ie5
!3 = e3 + ie6
is a basis of 1;0 satisfying (7); so that
d!1 = 0;
!1 ∧ d!2 = 0;
!1 ∧ !2 ∧ d!3 = 0: (17)
Proof. Given a basis {e1; : : : ; e6} of g∗ satisfying (13) and (14), set !1 = e1 + ie2 and
deIne
p= dim(〈e2; e3; e4〉c ∩ 1;0); q= dim(〈e2; e3; e5〉c ∩ 1;0):
Since the complexiIcation of a real three-dimensional subspace cannot contain two
linearly independent (1; 0)-forms, (p; q) must equal one of (1; 0); (0; 1) or (0; 0).
If p= 1, there exist real 1-forms f1; f2 ∈ 〈e2; e3〉 such that
!2 = f1 + if2 + ie4 ∈ 1;0:
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Modifying the deInition of e3; e4 using (16), we may assume that f1 = e3 and f2 =0.
There must also exist f3; f4 ∈ 〈e2; e3; e5〉 such that
!3 = f3 + if4 + ie6 ∈ 1;0
and we may modify e5; e6 so that f3 = e5 and f4 =0. This gives (I). Eqs. (17) follow
from the proof of Theorem 1.3.
In case (p; q) = (0; 1), we can modify the deInition of e3; e5 using (16) so that
e3 + ie5 ∈ 1;0. Then (17) implies that
(e1 + ie2) ∧ de5 = 0; (18)
so e1 ∧ de5 = 0= e2 ∧ de5 and de5 is a multiple of e12. This being the case, we are at
liberty to swap e4 and e5 so as to preserve (14), reducing us to Case (I).
Now suppose that p= 0 = q. There must exist f1; f2 ∈ 〈e2; e3; e4〉 such that
!2 = f1 + if2 + ie5 ∈ 1;0
and we may modify e4; e5 so that f1 = e4 and f2 = 0. There also exist f3; f4 ∈
〈e2; e3; e4〉 such that
f3 + if4 + ie6 ∈ 1;0
and we may modify e6 so that f4 =0. Modifying e3 if necessary, we may also assume
that f3 = e3 + ce4 for some c ∈ R. Then
!3 = e3 + i(e6 − ce5) = e3 + ce4 + ie6 − c!2 ∈ 1;0:
Modifying e6, this gives (II), and (17) follows as before.
3. A six-dimensional classi$cation
It is convenient to divide the following analysis into cases according to the value of
the Irst Betti number b1. Our strategy is based on Theorem 2.5, and we shall always
work with a basis {e1; : : : ; e6} as described there, satisfying (I) or (II). Observe that (I)
implies (replacing e5 by e4 in (18)) that de4 is a multiple of e12. But then a non-zero
linear combination of e3; e4 belongs to V1, and b1 ≥ 3.
Theorem 3.1. Any six-dimensional NLA with b1 = 2 and admitting a complex struc-
ture is isomorphic to (0; 0; 12; 13; 23; 14 + 25).
Proof. From the last remark, we can assume that we are in Case (II). Applying a
transformation (15) and then rescaling !2 = e4 + ie5, we may suppose that de3 = e12
and de4 = Ae12 + e13, where capital letters will always denote real coeOcients. Using
the equation d(de5) = 0, we may write
de5 = Be12 + Ce13 + De14 + Ee23:
From (17),
(C + iE − i)e123 + De124 = 0;
S.M. Salamon / Journal of Pure and Applied Algebra 157 (2001) 311–333 321
so C = D = 0 and E = 1. From (14) and the equation d(de6) = 0, we obtain
de6 = Fe12 + Ge13 + He14 + K(e15 + e24) + Le23 +Me25:
The third equation of (17) becomes
(G + Li)(e1234 + ie1235)− (2K +M i− H i)e1245 = 0;
so G = K = L= 0 and M = H . To summarize,
de5 = Be12 + e23;
de6 = Fe12 + H (e14 + e25):
Now H = 0, for otherwise de3; de6 are linearly dependent and b1 ≥ 3. Subtracting
multiples of e3 from e5 and e6, and Inally rescaling e6 completes the proof.
This illustrates the technique we adopt throughout this section. We Irst apply basis
changes that preserve the equations characterizing a hypothetical complex structure,
in order to exploit (17). If these equations are veriIed in a particular case then a
complex structure J does exist. Without further reference to J , we then apply linear
transformations so as to simplify the description of the real NLA. In the hardest cases
(b1=3; 4) it is convenient to carry out this simpliIcation before using the full force of
(17), so it remains to check which of the resulting NLAs do in fact carry a complex
structure.
Theorem 3.2. A six-dimensional NLA with b1 = 3 admitting a complex structure is
isomorphic to one of
(0; 0; 0; 12; 13; 14);
(0; 0; 0; 12; 13; 23);
(0; 0; 0; 12; 14; 24);
(0; 0; 0; 12; 13; 24);
(0; 0; 0; 12; 13 + 14; 24);
(0; 0; 0; 12; 13; 14 + 23);
(0; 0; 0; 12; 14; 13 + 42);
(0; 0; 0; 12; 13 + 42; 14 + 23);
(0; 0; 0; 12; 23; 14− 35):
Proof. In Case (II), applying (15), we may assume that de4 =Ae12 +Be13. Then (17)
implies that de5 = Ce12 + Be23. Now, B = 0 for otherwise b1 ≥ 4, and rescaling
!2 = e4 + ie5 we may assume that B= 1. Let
de6 = De12 + Ee13 + Fe14 + Ge15 + He23 + Ke24 + Le25 +Me34:
The third equation in (17) becomes
(E + iH)(e1235 − ie1234) + (F − L+ iK + iG)e1245 +M (−e2345 + ie1345) = 0;
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and so F=L, K=−G and E=H=M =0. Next, d(de6)=0 implies that G=0, whence
de6 =De12 +F(e14 + e25). The term De12 may be absorbed into Fe14 by modifying e4.
Replacing −Ce1 + Ae2 + e3 by a ‘new’ e3 gives
g ∼= (0; 0; 0; 13; 23; 14 + 25);
which is equivalent to the last one listed in the theorem.
In Case (I), rescaling !2 = e3 + ie4, we may assume that
de3 = 0; de4 = e12 (19)
(cf. (18)). From (17), de6 has no term in e15 or e25, so de5; de6 ∈ ∧2D, where
D= 〈e1; e2; e3; e4〉: (20)
Furthermore, d2 = 0 implies that neither de5 nor de6 has a term in e34. Consider the
following three cases, listed in decreasing generality:
(i) at least one of de5 ∧ de5; de6 ∧ de6 is non-zero;
(ii) de5 ∧ de5 = 0 = de6 ∧ de6 and de5 ∧ de6 = 0;
(iii) de5 ∧ de5, de6 ∧ de6 and de5 ∧ de6 are all zero.
In (i), ignoring the complex structure J (and swapping e5; e6 if necessary), there
exists a transformation of D of type (16) such that de5 = e13 + e42. Thus,
de6 = Ae12 + Be13 + Ce14 + De23 + Ee24
and if A = 0 we can eliminate Ae12 by replacing −Ae1+De3 by a ‘new’ e3. Subtracting
a multiple of e5 from e6 yields
de6 = C′e14 − E′e42 + D′e23:
We may now apply Lemma 2.2 and its proof to Ind a linear transformation of D
preserving 〈e1; e2〉 so as to conclude that g is isomorphic to one of
(0; 0; 0; 12; 13; 14 + 23);
(0; 0; 0; 12; 14; 13 + 42);
(0; 0; 0; 12; 13 + 42; 14 + 23):
The Irst of these Lie algebras is characterized by the fact that de5 ∈ ∧2 V1. Each of
them admits a complex structure with
1;0 = 〈e1 + ae2; e3 + be4; e5 + ce6〉; (21)
where c = i and a; b ∈ C solve the equation
(e1 + ae2) ∧ (e3 + be4) ∧ (de5 + c de6) = 0; (22)
by analogy to (17).
We treat (ii) and (iii) by applying Lemma 2.1 to the simple wedge products de4; de5; de6.
Since d2 = 0 and (19) holds, e34 cannot belong to d(g∗). Given (iii), it follows that
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one may apply a linear transformation of D preserving the Kag 〈e1; e2〉⊂V1, and a
transformation of 〈e5; e6〉, in order that one of the following holds:
de5 = e13; de6 = e14;
de5 = e13; de6 = e23;
de5 = e14; de6 = e24:
Given (ii), g must be isomorphic to one of the algebras
(0; 0; 0; 12; 13; 24);
(0; 0; 0; 12; 13 + 14; 24):
All Ive of these Lie algebras admit complex structures of the form (21) with a = i
and b; c ∈ C solving (22).
Theorem 3.3. A six-dimensional NLA with b1 = 4 admitting a complex structure is
isomorphic to one of
(0; 0; 0; 0; 12; 14 + 25);
(0; 0; 0; 0; 12; 13);
(0; 0; 0; 0; 13 + 42; 14 + 23);
(0; 0; 0; 0; 12; 14 + 23);
(0; 0; 0; 0; 12; 34):
If J is a complex structure on any of the last four algebras then V1 is necessarily
J -invariant.
Proof. In Case (II), we may assume that the basis {e1; : : : ; e6} constructed in the proof
of Theorem 2.5 also satisIes V1 = 〈e1; e2; e3; e4〉. Using (18) and rescaling !2, we may
assume that de5 = e12. Now let
de6 = Qe13 + Re14 + Se15 + Te23 + Ue24 + Ve25 +We34:
By applying (15) with A = 1 and rescaling e4, may suppose that U = 0. The third
equation in (17) becomes
−(Q + iT )(e1234 + ie1235) + (S − iR+ iV )e1245 +W (e1345 + ie2345) = 0;
whence Q = S = T =W = 0; R= V and we take de6 = e14 + e25, as required.
In Case (I), we may suppose that (19) holds. Applying (15), we may also suppose
that de5 has no e23-component, so that
de5 = Ae12 + Be13 + Ce14 + De24 + Ee34:
Then (17) implies that de6 ∈ ∧2D (see (20)), and we argue as in the proof of Theorem
3.2, by applying transformations of D. In case (i), we may take
de5 = e13 + e42;
de6 = C′e14 − E′e42 + D′e23:
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The condition b1 = 4 forces de4 = 0 so that V1 =D is J -invariant, and g is isomorphic
to one of
(0; 0; 0; 0; 13; 14 + 23);
(0; 0; 0; 0; 13 + 42; 14 + 23):
Cases (ii) and (iii) are similar, with g is isomorphic to one of
(0; 0; 0; 0; 12; 34);
(0; 0; 0; 0; 12; 13):
All four of these NLAs admit complex structures of the type described in [1] with
e5 + ie6 ∈ 1;0.
Proposition 3.4. A six-dimensional NLA with b1 ≥ 5 admitting a complex structure
is isomorphic to any one of
(0; 0; 0; 0; 0; 0);
(0; 0; 0; 0; 0; 12);
(0; 0; 0; 0; 0; 12 + 34):
Proof. If g is non-abelian, then b1 = 5. Choose a basis {e1; : : : ; e6} of g∗ such that
V1 = 〈e1; : : : ; e5〉 and
!1 = e1 + ie2; !2 = e3 + ie4 ∈ 1;0:
Since de6 is a real 2-form it must have type (1; 1), so that J is abelian and
de6 ∈ 〈e12; e34; e13 − e42; e14 − e23〉:
After a change of basis, we may arrange that de6 = e12 or de6 = e12 + e34.
4. Moduli of complex and symplectic structures
In this section we shall make some observations regarding the spaces of left-invariant
complex and (more brieKy) symplectic structures structures on a given nilpotent Lie
group or algebra.
Fix a Lie algebra g of real dimension 2n. Let C= {J : g → g: J 2 =−1} denote the
set of all almost-complex structures on g, and let
C(g) = {J ∈ C: [JX; JY ] = [X; Y ] + J [JX; Y ] + J [X; JY ]}
denote the set of complex structures on g. The choice of an almost-complex structure
on g gives an identiIcation
C ∼= GL(2n;R)
GL(n;C)
and in this sense C is independent of g. The space C has two connected components,
corresponding to a choice of orientation, and changing the sign of J Kips from one to
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the other if n is odd. We shall see below (Example 1) that C(g) can have more than
two components.
An element J of C is speciIed by assigning a complex n-dimensional subspace  of
g∗c such that ∩ H={0}. This realizes C as an open set of the Grassmannian Gr3(g∗c ),
and furnishes C with a natural complex structure. The subspace  corresponds to the
space of (1; 0)-forms relative to J , so that 1;0 =  and 0;1 = H.
Proposition 4.1. Let g be a non-abelian Lie algebra of dimension m = 2n. Then
C(g) =C if and only g has a basis {e0; e1; : : : ; em−1} such that [e0; ei] = ei =−[ei; e0]
for all i ≥ 1 (with all other brackets zero).
Proof. The existence of a basis as stated is equivalent to the existence of < ∈ g∗ such
that d=∧< for all  ∈ g∗c , and this clearly implies that C(g)=C. Suppose conversely
that C(g) = C. Fix  ∈ g∗c with  ∧ H = 0, and extend it to a basis {; 2; : : : ; n} for
a subspace  with  ∩ H= {0}. The integrability condition
d ∧  ∧ (2 ∧ · · · ∧ n) = 0
valid for all extensions, implies that d∧ ∧ ==0 for all = ∈ ∧n−1 g∗. It follows that
d ∧  = 0 and d =  ∧ < for some < ∈ g∗c that depends on . This is also valid for
a real  ∈ g∗, and working with a basis {e0; : : : ; em−1} of g∗, it is easy to see that it
possible to choose < ∈ g∗ such that dei = ei ∧ < for all i.
The real tangent space TJC can be identiIed with the set of endomorphims of
g that anti-commute with J . Upon complexiIcation, such a mapping reverses the
type of 1-forms, and one may identify the holomorphic tangent space T 1;0J C with
Hom(1;0; 0;1). To make this more explicit, Ix a basis {!1; : : : ; !n} of 1;0. If  i(t)
is a path in 1;0 with  i(0) = 0 and  ˙i(0) = i for each i, then
t = 〈!1 + H 1(t); : : : ; !n + H n(t)〉 (23)
is (for suOciently small t) a path in Gr3(g∗c ) with tangent vector
)˙ : !i → Hi (24)
at 0.
Given a complex structure J , (5) gives rise to another complex
0 → (0;1)∗ → Hom(1;0; 0;1)
H@→Hom(1;0; 0;2)→ · · · → Hom(1;0; 0; n)→ 0: (25)
Let K denote the J -invariant subspace of TJC underlying ker H@.
Proposition 4.2. If J is a smooth point of C(g); then the tangent space TJC(g) to
C(g) is a subspace of K .
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Proof. Suppose that
H@!i =
n∑
j=1
!j ∧ H<ij; H<ij ∈ 0;1:
The almost-complex structure deIned by (23) is integrable if and only if d(!i + H i(t))
has no (0; 2)-component for all i, or equivalently,
d(!i + H i(t)) ∧ (!1 + H 1(t)) ∧ · · · ∧ (!n + H n(t)) = 0; i = 1; : : : ; n: (26)
If )˙ is tangent to C(g), this must hold to Irst order in t, and so
 H@ Hi − n∑
j=1
Hj ∧ H<ij

 ∧ !12···n = 0; i = 1; : : : ; n:
This equation can be expressed as
H@ Hi − )˙( H@!i) = 0; (27)
which is equivalent to asserting that H@)˙= 0 in (25).
Now let g be nilpotent, and suppose that M = G= is an associated nilmanifold.
Sequence (25) is a subcomplex of the ordinary Dolbeault complex of M tensored with
the holomorphic tangent bundle T=T 1;0(M; J ). The quotient of ker H@⊆Hom(1;0; 0;1)
by H@((1;0)∗) can be identiIed with the subspace of invariant classes in the sheaf
cohomology space H 1(M;O(T )). Theorem 1.3 provides a holomorphic section !12···n
of the canonical bundle
∧n T ∗, and Serre duality implies that
Hp(M;O(T )) ∼= Hn−p(M;O(T ∗))∗ = H 1; n−p(M)∗:
It follows that the complex dimension of C(g) does not exceed
n− h1; n(g) + h1; n−1(g) = n− hn−1;0(g) + hn−1;1(g) (28)
in which the Hodge numbers are computed by tensoring the Inite-dimensional complex
(5) with p;0. For the deformation problem it is therefore important to know under
what circumstances the terms of (28) coincide with the ordinary Hodge numbers of
M , computed with forms that are not necessarily invariant.
Eq. (27) can be generalized by examining the component of the left-hand side of (26)
of type (n; 2). The latter also involves second-order terms and yields the integrability
equation
H@)= 12 [); )]
for the homomorphism ) : !i → H i(t). Both sides of the equation lie in Hom(1;0; 0;2)
and the bracket is deIned relative to holomorphic sections of T =(1;0)∗. A necessary
condition for )˙ ∈ ker H@ to represent a tangent vector to C(g) is therefore that [)˙; )˙] be
zero in cohomology (see [15, Theorem 5:1 and (5:86)]). Lemma 4.3 below exhibits a
situation in which the vanishing of this primary obstruction is not automatic, so that
dimCC(g) is strictly less than (28).
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Let A(g) denote the group of automorphisms of the Lie algebra g, so that an element
of A(g) is a bijective linear mapping f : g → g satisfying f([X; Y ]) = [f(X ); f(Y )].
Passing to the dual g∗, such an f induces a chain mapping of complex (3) relative
to the usual action of the general linear group on forms, and preserves the Iltration
(Vi). If (4) holds and f ∈ A(g) then f ◦ J ◦ f−1 satisIes (4) in place of J , and
in this way we obtain an action of A(g) on C(g). The tangent space to the orbit is
determined by applying the Lie algebra d (g) of A(g) to J . An element f of d (g)
induces a chain mapping of (3), relative now to its action as a derivation on exterior
forms. For example, if d<= ?∧ @ and f ∈ d (g), then d(f<) =f?∧ @+ ?∧f@. In the
notation of (24), the element of TJC determined by f is given by Hi = (f!i)0;1.
Now suppose that n= 3. In accordance with Theorem 1.3, we may write
H@!1 = 0;
H@!2 = !1 ∧ H<;
H@!3 = !1 ∧ H? + !2 ∧ H@;
where <; ?; @ ∈ 1;0, and
@<= 0; @? = < ∧ @; @@= 0:
Then (27) reduces to
@1 = 0;
@2 = 1 ∧ <;
@3 = 1 ∧ ? + 2 ∧ @: (29)
The solution space to these equations has dimension (28), and this provides an upper
bound for the dimension of C(g). An obvious solution is obtained by taking 1 =
2 = 0 and H3 ∈ ker H@. Indeed, if  is a closed (1; 0)-form, then the complex structure
associated to
t = 〈!1; !2; !3 + t H〉; t ∈ C;
belongs to the A(g) orbit of J . In any case, C(g) never contains isolated points.
Example 1. Let g denote the real Lie algebra (0; 0; 0; 0; 13 + 42; 14 + 23), and deIne
!1; !2; !3 by Theorem 2.5(I). Then
d!1 = 0;
d!2 = 0;
d!3 = !12
and both
J0: 1;0 = 〈!1; !2; !3〉;
J1: 1;0 = 〈!1; H!2; H!3〉 (30)
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are complex structures on g. Whilst (g; J0) is the complex Heisenberg algebra, the
integrability of J1 follows from the fact that d!3 ∈ 1;1. Theorem 3.3 asserts that any
complex structure on g must preserve V1 =D, and therefore determines an orientation
on this four-dimensional space. Both J0; J1 induce the same overall orientation on g
but di?erent ones on V1, so J0; J1;−J0;−J1 lie in distinct connected components of
C(g). It can be shown that there are no other components.
Let f ∈A(g) and suppose that f preserves the overall orientation of g. Since Im d
is spanned by the real and imaginary components of !12, the restriction of f to V1
commutes with J0, and we may write
f =
(
B ?
0 det B
)
;
where B ∈ GL(2;C) and ? ∈ C2. The orbit of J0 under A(g) is complex 2-dimensional,
whilst it is easy to check from (26) that the connected component of C(g) containing
J0 is an open subset of a smooth quadric in C7. The full deformations of J0 were
considered by Nakamura [19] who showed that the Hodge number h1;2 jumps up in
value at the point J0. This will lead to a non-trivial behaviour of the FrQohlicher spectral
sequence over the component of the moduli space C(g) containing J0.
Example 2. The stabilizer of J1 in A(g) corresponds to the subgroup S =C∗×C∗ of
diagonal matrices in GL(2;C) that Ix the individual subspaces 〈!1〉, 〈!2〉. The orbit
of J1 is thus isomorphic to the complex four-dimensional space A(g)=S, whilst the
component of C(g) containing J1 is again of complex dimension 6. On the other hand,
ker H@ has dimension 7, a situation resolved by:
Lemma 4.3. Relative to J1; the element
)˙ :


!1 → H!3;
H!2 → 0;
H!3 → 0
belongs to ker H@; but is not tangent to C(g).
Proof. Since J1 is an abelian complex structure, H@ annihilates any (0; 1)-form, and it
follows from (27) that H@)˙ = 0. By above, any complex structure on g must preserve
V1, so if )˙ were the tangent vector to a genuine deformation then )˙(!1) ∈ 〈 H!1; !2〉,
which is false.
Example 3. Let h be the Lie algebra characterized by Theorem 3.1. In the notation of
Theorem 2.5(II), h has a complex structure for which 1;0 is spanned by
d!1 = 0;
d!2 = 12 (!
1 ∧ !3 + !1 ∧ H!3);
d!3 = 12 i(!
1 ∧ H!1 + !1 ∧ H!2 − !2 ∧ H!1):
S.M. Salamon / Journal of Pure and Applied Algebra 157 (2001) 311–333 329
In the above notation, <= 12!
3, ?=− 12 i(!1 +!2) and @= 12 i!1. Now, H@(0;1)= 〈 H!13〉
and ker H@ = 〈 H!1; H!3〉. The Irst equation in (29) implies that 1 = a!1 + b!3 with
a; b ∈ C, but then the last equation gives b= 0 and 2 + a!2 ∈ 〈 H!1; H!3〉. The middle
equation gives a = 0, so that 1 = 0, which is consistent with Corollary 1.4, and the
!2 component of 3 is constrained. Hence, T 1;0J (C) ∼= C4, a fact conIrmed by the
calculation of h2;0(g) = 1 and h2;1(g) = 2.
The classiIcation of six-dimensional nilpotent Lie groups admitting left-invariant
symplectic forms has been carried out by Goze and Khakimdjanov [12] (the author
found an earlier version of this work valuable for the classiIcation given in the ap-
pendix). Let G be a Lie group of dimension 2n. A left-invariant symplectic form can
be identiIed with an element  ∈ ∧2 g∗ such that d = 0 and n = 0. The existence
question therefore reduces to an examination of
L(g) = ker
(
d :
2∧
g∗ →
3∧
g∗
)
:
Let S denote the set of non-degenerate 2-forms on g. This is an open subset of∧2
g∗, though Ixing one form gives an identiIcation
S ∼= GL(2n;R)
Sp(2n;R) :
The set
S(g) =S ∩ L(g)
of left-invariant symplectic forms on G is therefore a (possibly empty) open subset of
L(g). If  ∈ S(g) then the tangent space TS(g) can be identiIed with L(g) itself,
and
dimS(g) = b2 + rank
(
d : g∗ →
2∧
g∗
)
: (31)
Now suppose that g is nilpotent of real dimension 6. In practice, the following
observations help determine whether or not S(g) is empty. If {e1; : : : ; e6} is a basis
of g∗ satisfying (12), given  ∈S(g), we may write
 = e6 ∧ f1 + e5 ∧ f2 + A; A ∈
2∧
D (32)
with D as in (20), f1 ∈ D⊕ 〈e5〉 and f2 ∈ D. Hence,
0 = d = de6 ∧ f1 − e6 ∧ df1 − e5 ∧ df2 + =; = ∈
3∧
D
and it follows that df1 = 0. In this way, the choice of basis determines a mapping
S(g)→ V1 deIned by  → f1.
Moreover, if
de6 = e5 ∧ f3 + B; B ∈
2∧
D;
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then
df2 =−f1 ∧ f3; (33)
and
B ∧ f1 + de5 ∧ f2 ∈ d
(
2∧
D
)
:
These equations provide an informal algorithm for determining symplectic forms.
Example 4. The NLA g ∼= (0; 0; 12; 13; 14; 34 + 52) does not admit a symplectic form
. For, given  as in (32) with f1 = Ae1 + Be2 ∈ V1, (33) yields df2 = −Ae12 and
f2 = Ce1 + De2 − Ae3. But then
2Ae134 + Be234 − De124 + dA= 0;
which implies that A= B= 0, impossible. Observe that, as a consequence of Theorem
3.1, g does not admit a complex structure either.
The moduli spaces C(g) and S(g) gives rise to subsets of the homogeneous space
U ∼= GL(2n;R)
U (n)
;
that parametrizes Hermitian structures on R2n. Indeed, there is a double Ibration
and the inverse images −1(C(g)), −1(S(g)) correspond to the sets of left-invariant
Hermitian and almost-KQahler metrics, respectively, on G. When n = 3, the manifolds
C;U;S have real dimension 18; 27; 15; respectively, and the table below shows that
in some cases these inverse images each have relatively small codimension in U. On
the other hand, the fact that no non-abelian NLA can admit a KQahler metric [3,5,7]
implies that
−11 (C(g)) ∩ −12 (S(g)) = ∅;
unless g is abelian.
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Table A.1
Six-dimensional real nilpotent Lie algebras
b1 b2 6− s Structure ⊕ [16] [8] dimC C(g) dimRS(g)
2 2 1 (0; 0; 12; 13; 14 + 23; 34 + 52) 22 32 — —
2 2 1 (0; 0; 12; 13; 14; 34 + 52) 21 31 — —
2 3 1 (0; 0; 12; 13; 14; 15) 2 28 — 7
2 3 1 (0; 0; 12; 13; 14 + 23; 24 + 15) 20 30 — 7
2 3 1 (0; 0; 12; 13; 14; 23 + 15) 19 29 — 7
2 4 2 (0; 0; 12; 13; 23; 14) 11 23 — 8
2 4 2 (0; 0; 12; 13; 23; 14− 25) 18 26 — 8
2 4 2 (0; 0; 12; 13; 23; 14 + 25) 18 26 4∗ 8
3 4 2 (0; 0; 0; 12; 14− 23; 15 + 34) 16 27 — 7
3 5 2 (0; 0; 0; 12; 14; 15 + 23) 17 25 — 8
3 5 2 (0; 0; 0; 12; 14; 15 + 23 + 24) 15 24 — 8
3 5 2 (0; 0; 0; 12; 14; 15 + 24) 1 + 5 22 — 8
3 5 2 (0; 0; 0; 12; 14; 15) 1 + 5 21 — 8
3 5 3 (0; 0; 0; 12; 13; 14 + 35) 13 18 — —
3 5 3 (0; 0; 0; 12; 23; 14 + 35) 14 19 — —
3 5 3 (0; 0; 0; 12; 23; 14− 35) 14 19 4∗ —
3 5 3 (0; 0; 0; 12; 14; 24) 1+5 16 6 —
3 5 3 (0; 0; 0; 12; 13 + 42; 14 + 23) 10 15 6 8
3 5 3 (0; 0; 0; 12; 14; 13 + 42) 9 14 5 8
3 5 3 (0; 0; 0; 12; 13 + 14; 24) 8 13 5 8
3 6 3 (0; 0; 0; 12; 13; 14 + 23) 6 11 5 9
3 6 3 (0; 0; 0; 12; 13; 24) 7 12 5 9
3 6 3 (0; 0; 0; 12; 13; 14) 1 10 5 9
3 8 4 (0; 0; 0; 12; 13; 23) 3 7 6 9
4 6 3 (0; 0; 0; 0; 12; 15 + 34) 12 20 — —
4 7 3 (0; 0; 0; 0; 12; 15) 1 + 1 + 4 17 — 9
4 7 3 (0; 0; 0; 0; 12; 14 + 25) 1 + 5 9 5∗ 9
4 8 4 (0; 0; 0; 0; 13 + 42; 14 + 23) 5 5 6 10
4 8 4 (0; 0; 0; 0; 12; 14 + 23) 4 4 6 10
4 8 4 (0; 0; 0; 0; 12; 34) 3 + 3 2 6 10
4 9 4 (0; 0; 0; 0; 12; 13) 1 + 5 6 6 11
5 9 4 (0; 0; 0; 0; 0; 12 + 34) 1 + 5 3 6 —
5 11 4 (0; 0; 0; 0; 0; 12) 1 + 1 + 1 + 3 8 7 12
6 15 5 (0; 0; 0; 0; 0; 0) 1 + · · · + 1 1 9 15
Appendix
Although Section 2 contains some lemmas relevant to the theory of six-dimensional
NLAs, we have not so far resorted to their full classiIcation. However, in this appendix
we tabulate (see Table A.1) the list given by Magnin [16] (based on an earlier one of
Morosov [18]), and insert the results of this paper.
The Lie algebras appear lexicographically with respect to (b1; b2; 6− s), where bi =
dimHi(g) and s is the step length (see Section 1). It is easy to check that each entry
satisIes the Jacobi identity d2 = 0, and the choice of sign is often important. For
example, with reference to the Irst, (0; 0; 12; 13; 14 + 23; 34 − 52) does not describe
a Lie algebra since (in informal notation) d(34 − 52) = 124 − 142 = 0. The Betti
number b3 may be computed from b1; b2 by means of the formula b3 = 2(b2− b1 + 1),
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which expresses the vanishing of the Euler characteristic (for example, of an associated
nilmanifold G=). Dixmier [10] showed that any NLA has bi ≥ 2 for all i.
The column headed ⊕ indicates the dimensions of irreducible subalgebras in case g
is not itself irreducible. The numbers in the sixth column refer to the list or irreducible
algebras in [16], and those in the seventh to the table of [8]. Referring to the latter,
the pairs labelled 13, 15 and 2, 5 deIne the same Lie algebra over C as do the two
19s and the two 26s.
The number in the eighth column is the upper bound for the complex dimen-
sion dimCC(g) determined by (28). It is computed (naQTvely) by picking a partic-
ular complex structure J on g and determining the solution space to (29). When
g = (0; 0; 0; 0; 13 + 42; 14 + 23), this solution space has dimension 6, 7 for the re-
spective structures (30), though both components of C(g) have dimension 6. Indeed,
the condition that any complex structure preserves V1 imposes two linear conditions,
and the equations describing C(g) incorporate an extra quadratic constraint.
An asterisk (*) means that g does not admit a complex structure of type (I) in
Theorem 2.5, though the one with b1 = 4 does admit a structure satisfying condition
(2).
The last column lists the exact real dimension dimRS(g), which is readily computed
using (31). The latter implies that all connected components of S(g) have the same
dimension, which depends only on the structure of the Lie algebra over C. In this
sense, the symplectic case is more straightforward.
As a Inal application, we quote a result that extends Example 4.
Theorem A.1. The six-dimensional NLAs admitting neither complex nor symplectic
structures are
(0; 0; 12; 13; 14 + 23; 34 + 52);
(0; 0; 12; 13; 14; 34 + 52);
(0; 0; 0; 12; 13; 14 + 35);
(0; 0; 0; 12; 23; 14 + 35);
(0; 0; 0; 0; 12; 15 + 34):
The Irst two algebras in this list realize the minimum values bi = 2 for 1 ≤ i ≤ 6.
References
[1] E. Abbena, S. Garbiero, S. Salamon, Hermitian geometry on the Iwasawa manifold, Boll. Un. Mat. Ital.
11-B (1997) 231–249.
[2] M.L. Barberis, I.G. Dotti Miatello, R.J. Miatello, On certain locally homogeneous Cli?ord manifolds,
Ann. Glob. Anal. Geom. 13 (1995) 289–301.
[3] C. Benson, C.S. Gordon, KQahler and symplectic structures on nilmanifolds, Topology 27 (1988) 513–518.
[4] F.E. Burstall, J.H. Rawnsley, Twistor Theory for Riemannian Symmetric Spaces, Lecture Notes in
Mathematics, Vol. 1424, Springer, Berlin, 1990.
[5] F. Campana, Remarques sur les groupes de KQahler nilpotents, C.R. Acad. Sci. Paris 317 (1993) 777–780.
[6] C. Chevalley, S. Eilenberg, Cohomology theory of Lie groups and Lie algebras, Trans. Amer. Math.
Soc. 63 (1948) 85–124.
S.M. Salamon / Journal of Pure and Applied Algebra 157 (2001) 311–333 333
[7] L.A. Cordero, M. FernVandez, A. Gray, Symplectic manifolds without KQahler structure, Topology 25
(1986) 375–380.
[8] L.A. Cordero, M. FernVandez, A. Gray, L. Ugarte, Nilpotent complex structures on compact nilmanifolds,
Rend. Circolo Mat. Palermo 49 (Suppl.) (1997) 83–100.
[9] P. Deligne, P. GriOths, J. Morgan, D. Sullivan, Real homotopy theory of KQahler manifolds, Invent.
Math. 29 (1975) 245–274.
[10] J. Dixmier, Cohomologie des algebras de Lie nilpotentes, Acta Sci. Math. (Szeged) 16 (1955) 246–250.
[11] A. Fino, I.G. Dotti Miatello, Abelian hypercomplex 8-dimensional nilmanifolds, Ann. Global Anal.
Geom. 18 (2000) 47–59.
[12] M. Goze, Y. Khakimdjanov, Nilpotent Lie Algebras, Mathematics and its Applications, Vol. 361,
Kluwer, Dordrecht, 1996.
[13] K. Hasegawa, Minimal models of nilmanifolds, Proc. Amer. Math. Soc. 106 (1989) 65–71.
[14] D.D. Joyce, Manifolds with many complex structures, Quart. J. Math. Oxford 46 (1995) 169–184.
[15] K. Kodaira, Complex Manifolds and Deformation of Complex Structures, Springer, Berlin, 1986.
[16] L. Magnin, Sur les algYebres de Lie nilpotentes de dimension ≤ 7, J. Geom. Phys. 3 (1986) 119–144.
[17] A.I. Malcev, On a class of homogeneous spaces, reprinted in Amer. Math. Soc. Trans. Ser. 1 9 (1962)
276–307.
[18] V. Morosov, ClassiIcation of nilpotent Lie algebras of order 6, Izv. Vyssh. Uchebn. Zaved. Mat. 4
(1958) 161–171.
[19] I. Nakamura, Complex parallelizable manifolds and their small deformations, J. Di?erential Geom. 10
(1975) 85–112.
[20] A. Newlander, L. Nirenberg, Complex analytic coordinates in almost complex manifolds, Ann. Math.
65 (1957) 391–404.
[21] K. Nomizu, On the cohomology of compact homogeneous spaces of nilpotent Lie groups, Ann. Math.
59 (1954) 531–538.
[22] S. Salamon, Harmonic 4-spaces, Math. Ann. 269 (1984) 169–178.
[23] D. Snow, Invariant complex structures on reductive Lie groups, J. Reine Angew. Math. 371 (1986)
191–215.
