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1. INTRODUCTION 
In modeling the motion of a certain type of bacterium, one is led 
(cf. [4]) to the consideration of Markov processes (x(t), 8(t)) on 
R3 x S2 for which the backwards equation is 
$( t, x, e) + e * Vp(t, x, 0) + a(4 x, 0) q4 % 0) = 0, (1-l) 
where 
(1.2) 
and p is a probability measure on S2 with the property that it is 
invariant under rotations about some fixed reference vector 2^ E S2, 
and U, E SO(3) satisfies 0 = U& As explained in [4], the X- and 
&components of this process are related by the equation 2(t) = e(t) 
and 13(t) is a Poisson-type process on S2 whose intensity may depend 
on time, x and 0. 
The origin of the present paper is the study of the limiting behavior 
of the process x<(t) = l x(t/e2) as E ‘X 0. It is easy to see that the pair 
(4th e,(q), e,(t) = w4, is a Markov process with backwards 
equation 
gjf( t, x, e) + f e - v,~(t, X, e) + f + X, e) qt, X, e) = 0. (1.3) 
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The form of this equation is very reminiscent of equations which arise 
in the study of “random evolutions” and, in particular, the work of 
Kurtz [2]. Unfortunately, however, in order to apply Kurtz’s results, 
we have had to restrict ourselves to the case when LY. depends on x 
alone. In this situation we find that under mild assumptions on 01 and 
II, the distribution of xc(t) tends to that of the diffusion x,(t) whose 
generator is a certain constant multiple of the divergence form operator 
vz * tc l/+4> Vz) (cf. E xample (2) in Section (3)). It should be noticed 
that although none of the process x,(t) is Markovian by itself, the 
limiting process is. This phenomenon is typical of limit theorems for 
random evolutions and is discussed in some detail by Kohler and 
Papanicolau [ 11. 
In order to prove the above, we study the following situation. 
Let G be a compact metric group and p a probability measure on G. 
Consider the operator K on C(G) defined by 
Then K generates a semigroup 5’(t) on C(G), namely, 
where 
and p(n) stands for the n-fold convolution of p with itself (we take 
/L(O) = 6,). Th e b asic fact which enables us to apply Kurtz’s theorems 
is that the measures pt tend weakly to A as t -+ CO, where X is the 
normalized Haar measure on the closed subgroup of G generated by 
supp(p). It is easy to conclude from this that S(t)f(g) tends strongly 
to SfW YW as t -+ CO. In particular, if supp(p) generates a dense 
subset of G, then S(t)f --t Jf(g) dg, where a’g denotes integration with 
respect to normalized Haar measure on G. The only sophisticated tool 
that we use in proving this result is the fact that a measure on G is 
uniquely determined by its action on the finite dimensional irreducible 
unitary representations of G. 
In the next section we prove the convergence theorem about EL, . 
The last section combines this theorem with those of Kurtz and 
presents some applications which include the one to the motion of a 
bacterium. 
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2. AN ERGODIC THEOREM 
Throughout G is a compact metric group. Given a probability 
measure p on G, set 
pt = e-t $ $ p(“). (2.1) 
It is easy to check that for each t > 0, p1 is a probability measure 
on G. Moreover, one has 
P2t = Pt * Pt * (2.2) 
What we must show is that pt converges weakly as t -+ co. Indeed, 
if p1 -+ h weakly as t --t co, then, by (2.2), h is idempotent (i.e., 
h = h * A); and therefore, by [3, Theorem (3.1), p. 621, h is the nor- 
malized Haar measure of a compact subgroup. In that G is compact, 
we know that {pI: t > 0} is relatively compact in the weak topology. 
Hence we will know that pf converges weakly as t -+ co as soon as we 
show that II (P t> = S II k) ,443 converges for every finite dimensional 
irreducible unitary representation n of G. In fact, it will then follow 
that if A is any weak limit of pi as t + co, then n (A) = lim,,, I-‘l (pl), 
and therefore all weak limits of the pt coincide. 
LEMMA 2.1. Let n be a Jinite dimensional unitary representation 
of G on the complex unitary space V. Then lim,,, n (& exists and 
is equal to theprojection map P taking V onto V 5 {v E V: Ij (p) v = v} 
along the other invariant subspaces of V under n (I*). 
Proof. First note that n (Pi) = e-6en(u)t. We now apply the 
Jordan decomposition theorem to I-l (,LL) and write V = @& V, , 
where each V, is an invariant subspace of V under ~ (p) and the 
action of n (p) on V, is representable as cJ~ + Nk , Ik being the 
identity on V, and Nk being nilpotent. Since it is clear that the 
operator norm of n (CL) cannot exceed 1, we know that / ck 1 < 1. 
Clearly, on V, , lJ (pl) = e(ck-l)tlkeNkb. In that Nk is nilpotent of 
order < dim(n), eNtf cannot have norm growing faster than a 
constant time, tdim(n). Thus if Re(c,) < 1, then n (pr) -+ 0 on V, 
as t --t co. On the other hand, if ck = 1, then 
dim(n) 
W4 = c (W) Nkz 
0 
on V, . If IO is the largest I such that Nkr # 0, then there is a v. E V, 
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such that II II h) v. II g rows like tk. But we know that 11 n (pr) ~1~ I( < 
I/ ZJ~ 11, and so 1, = 0. In other words, 17 (PJ = Ik on V, if c, = 1. 
Q.E.D. 
THEOREM 2.1. Let h be the normalized Haar measure on the 
closed subgroup H generated by supp(p). Then pf tends weakly to h as 
t+ co. 
Proof. From the remarks at the beginning of this section together 
with Lemma (l.l), we know that p, tends weakly to the normalized 
Haar measure X on some closed subgroup K. Since supp(~(~)) C H 
for all n > 0, supp(& C H f or all t > 0. Hence K = supp(h) C H. 
To prove the opposite inclusion, observe that by Lemma 2.1, 
n (A) n(p) = I-J (A) for all finite dimensional unitary representations 
n. Hence X = X *p. But this means that 
1 = W = j- WP) &d = P(K), 
and therefore supp(p) C K. Thus H C K. Q.E.D. 
COROLLARY 2.2.2. If supp(p) is a set of positive Haar measure in G, 
then H is open as well as closed. In particular, if G is connected, then 
H = G. 
Proof. If supp(p) is a set of positive Haar measure on G, then H 
contains an open subset of G and is therefore open itself. Q.E.D. 
COROLLARY 2.1.2. Suppose p is absolutely continuous with respect 
to Haar measure on G. Then p, -+ X strongly (i.e., ST(~) pt,(dg) 
J v(g) A(dg) for all bounded measurable p on G). 
Proof. In view of Theorem 2.1, it is easy to see that for 9) E C(G) 
j- fdg) dg> dg - j- dd #d, 
where fl = e& CT (t”/n!) f cn) and f = dpldg. Hence if we can prove 
that {ft: t > 0} is weakly compact in Ll(dg), then our assertion will 
follow immediately. Since (/ fi l(L~(dg) ,( 1 for a11 t > 0, we will 
know that {ft : t > 0} is weakly compact in Ll(dg) once we show that 
{fi : t 3 0} is uniformly absolutely continuous with respect to dg. 
But clearly ft = f * vt , where v1 is a nonnegative measure on G with 
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total mass less than or equal to 1. Hence if E > 0 is given and 6 > 0 
is chosen so that j A 1 = fA dg < 6 implies J,J(g) dg < E, then 
j/(g) 4 = j Gw jAfW’) 4 = j @4 jAhmlfk) 4? < E 
if lA[ <6. Q.E.D. 
Remark. Even if H = G, it is easy to see that the convergence of p1 
to X will not, in general, be strong. Indeed, take G = S1 and let p be 
the unit mass at eiyr, where y is irrational. Then 
Thus if y vanishes on all the points einvs, n > 0, then J p)(g) pt(dg) = 0 
for all t > 0, and yet J v(g) dg need not vanish. This same example 
demonstrates that p cn) be itself need not converge at all as n + co. 
However, as we will see below, under slightly stronger conditions, 
CL cn) does go to Haar measure. 
COROLLARY 2.1.3. Suppose that G itself is the only closed subgroup 
containing (supp(p)) * (supp(p))-l. Th en f or any nontrivial irreducible 
unitary representation n of G, n (CL) has operator norm strictly less 
than one. Hence TV cn) tends weakly to Haar measure on G as n + co. 
Proof. Suppose 11 n(p)l/ = 1. Then the nonnegative definite 
symmetric matrix (n(p))* I-‘I (p) has one as an eigenvalue. But 
(n(p))* IJ (CL) = n (IL* *CL), where CL* is the measure induced 
from p by the inverse mapping. By assumption, supp(p* JF p) generates 
a dense subset of G. In particular, by Lemma (1. l), this means that 
lim,,, n ((p* * p)J = n (A,) has 1 as an eigenvalue, where A, is 
Haar measure, and so IJ must contain the trivial representation. This 
proves the first assertion. The second assertion is now obvious. 
Q.E.D. 
Remark. It is easy to deduce from Corollary 2.1.3 that if G is 
connected and p is absolutely continuous with respect to Haar 
measure A, on G, then p(a) tends strongly to A, . 
COROLLARY 2.1.4. Let F be a uniformly bounded, equicontinuous 
family of functions on G. Then 
lim sup Tim rpEF 1 j dg) cLt&) - j dd Wg) 1 = 0. 
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In particular, if y E C(G), then 
lim sup 
t-too geG 1 j dgh) cc&W - j dgh) Wh) 1 = 0. 
Proof. This is an immediate consequence of Theorem 2.1 above 
and [3, Theorem (6.8), p. 511. Q.E.D. 
Remark. Set 
w 90) = j d&4 PdW 
Clearly S(t) is a semigroup on the bounded measurable functions on 
G. Moreover, X is a stationary measure under S(t), since X * tag = A. 
Using the second part of Corollary 2.1.4, we see that 
as t -+ 00 for v E C(G). From these facts, together with the standard 
techniques of ergodic theory, it is easy to see that 
1 S(t) cp - j p(h) h(dh) I -+ 0 as t + co for v EL”(A), 
LP(A) 
1 < p < co, and l/T Jt S(t)g, dt + f q(h) A(dh) (a.e., A) for v ELM. 
In particular, X is ergodic under S(t). 
3. APPLICATIONS TO RANDOM EVOLUTIONS 
Let G be a compact metric group and p a probability measure 
on G. Define K = KU on C(G) by 
&G?) = j Mgh) - AdI PN9- 
Let CW: Rd -+ [0, co) be a uniformly positive, bounded measurable 
function and X: Rd x G -+ Rd be a bounded measurable function 
which is uniformly Lipschitz continuous with respect to x E Rd. 
Consider the operator 
L = x - v, + a(x)K. (3-l) 
Using the techniques outlined in [4, Section 21, it is easy to see that L 
is the generator of a Markov process (x(t), g(t)) on Rd x G, where x(t) 
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is continuous and g(t) is right continuous with left limits. In fact, 
a(t) = X(x(t), g(t)). 
What we are going to study is the limiting behavior of x6(t) = 
EX(~/+. It is easy to see that (x6(t), e,(t)) is a Markov process with 
generator 
L, =fx.o,+$Y(x)K. (3.2) 
Let T,(t) denote the semigroup generated by L, . We think of T,(t) 
acting on the Banach space c(P x G) of continuous functions on 
Rd x G which approach zero at infinity. It is not hard to see that as 
such TE(t) is strongly continuous. Next define 
S(Z) q(x, g) = e-n(z)t 2 v / q(x, gh) p(n)(dh) 
0 
(3.3) 
on e(Rd x G). Clearly S(t) is a strongly continuous semigroup on 
C?(Rd x G) whose generator is a(x)K. Furthermore, S(t)p) + 
J Y(X, gh) A(&) strongly as t -+ Go, where X is as in Theorem 2.1. 
This fact is an easy consequence of Corollary 2.1.4 and the uniform 
positivity of 01. Thus we are in exactly the sort of situation covered by 
Kurtz’s theorem in [2, Theorem 2.21. On the basis of Kurtz’s theorem 
we are now able to assert the following theorem. 
THEOREM 3.1. Assume that X has bounded continuous $rst and 
second derivatives with respect o x and that 
I 
X(x, gh) A(&) = 0 (3.4) 
and 
I X(x, gh) j&h) = Y(X, g) X(x, gh (3.5) 
where 
(2.6) 
Finally, assume that a and y have two bounded continuous derivatives 
in x. Then for q~ E f?(Rd x G/H), we have that T,(t) ~(x, g) -+ 
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T,(t) c&x, gH) uniformly, w h ere 
whose generator is 
T,,(t) is the semigroup on c(Rd x G/H) 
where 
(3.7) 
1 
aii(x,gH) = - s 1 4-4 1 - Y(X*@) X&, $4 4(x, gh) NW (3.8) 
and 
Proof. Given v E C(P x G/H) which is smooth in x, let $ solve 
According to Kurt-z’s theorem, if the operation 
P -+ s X(x> $1 - V&G gh) WI 
generates a strongly continuous semigroup T,,(t) on C(W x G/H), 
then TE(t) --t T,(t) strongly. But clearly this operation is the same as 
that of the operator L, in (2.6), and it is shown in the appendix of [6] 
that L, does indeed generate a semigroup on C(IP x G/H). Q.E.D. 
EXAMPLE 1. Let d > 2 and G = SO(d) x {I ,..., d}, where {I,..., d} 
is thought of as tie cyclic group of order d. Let p(I’ x {i}) = p&T), 
where pi > 0, x1 p, = 1, and p, < I. Further, assume that supp(p) 
generates a dense subgroup of G. Given a function c: Rd --f Rd @ Rd 
having two bounded continuous derivatives, set X(x, (0, i)) = 
(c(x)u).~ for (u, i) E G. Assume further that 
s up@J) = K6,J. 
Then H = G and 
s X&g) dg = f $ pi 1 (C(X)& da = 0. 
E=l 
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Also, 
s X(x, gk) p(dh> = $ X(x, g)* 
Since K < 1, y z Kp,/d < 1. Thus, our theorem applies and we 
find that 
1 
Lo = dY1 - r> i.k,t=l 
i Cki(d & (&- cd4 g). 
We have used here the relation 
I 1 ffki(lli da = - A,, , d 
a fact that follows easily from Schur’s lemma applied to irreducible 
real orthogonal representations. Perhaps a better way of writing L, 
is to put 
&i(x) = i cki(x) & 
k=l 
and write 
Remark. It is interesting to compare the preceding to what we get 
if everything is taken as in Example (l), only this time we set 
X(x, (a, i)) = (c(x)u)~. . If we now compute L,, , we find that the 
second order part is a constant multiple of 
where II * IIH.s. denotes the Hilbert-Schmitt norm. This contrast takes 
on greater significance when one thinks about it in terms of the 
trajectories of the processes x,(t). Indeed, in Example 1, &(t) always 
lies in the range of c(xXt)); w h ereas in the present case i,(t) can be any 
rotation of any of the rows of c(x<(t)). This difference is most strikingly 
reflected by the support of the diffusion associated with the limiting 
operator L,, . As was shown in [5], the support of the diffusion, in the 
first case, coincides with the closure of those differentiable functions 
p)(t) s&h that v(t) E Range(c(v(t)); while in the second case the support 
is the whole of C([O, co), Rd) if Ij c(3)lIu.a. never vanishes. Actually, 
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one can prove the easy part of the results in [5] from the present 
considerations. All that is needed is to show that the processes x,(a) 
are compact in C([O, co), Rd). 
EXAMPLE 2. Let G = SO(d), d 3 2, and think of SO(d - 1) as 
being the subgroup of G which leaves the unit vector e”, invariant. 
Suppose p is invariant under left multiplication by SO(d - 1) and 
take X(x, u) = ae”, . Finally, assume supp(p) generates a dense 
subgroup. Then 
I X(x, u) da = 0 
and 
s X(x, UT) dT = yu.$ , 
where y < 1. Applying Theorem (2.1), we see that Z”,(t) +. T,(t) 
where T,,(t) is generated by 
1 
41 - Y) 
vz * (&v.). 
It is easy to apply this example to the motion of the bacterium as 
described in the introduction. In fact, think of S2 as the homogeneous 
space SO(3)/SO(2). Then the motion of e(t) can be lifted to SO(3) 
and the above result applied. 
Note added in proof. The final conclusion of Corollary 2.1.3 was proved by K. It6 
and Umada (cf. the book of M. Rosenblatt: Ma&w processes; structure and asymptotic 
behavior, Springer-Verlag, Berlin-N.Y. (1971)). Indeed, the condition that supp(p) 
(supp(p))-i generate a dense subgroup is equivalent to their condition that supp(p) 
not be contained in a coset of a normal strict subgroup. 
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