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ABSTRACT
This dissertation presents the frequency response of closed- 
loop digital control systems that use conventional digital control 
algorithms. In particular, proportional-plus-integral (PI), pro­
portional-plus-integral-plus-derivative (PID), deadbeat, and non- 
minimal algorithms are investigated. The plant is approximated 
by a first order lag plus dead-time and the forcing function is a 
sinusoidal signal on the feedback path. The results are presented 
in the form of plots of the ratio of the amplitude of the controlled 
variable to the amplitude of the input signal versus frequency.
These plots show a maximum amplitude ratio at low frequencies of 
the input signal which is repeated at high frequencies due to 
sampler aliasing error, which is caused by the inability of the 
sampler to differentiate between signals that differ in frequency 
by an interger times the sampling frequency. In order to reduce 
this error, a low pass filter is proposed to attenuate high fre­
quency disturbances before they reach the sampler. A  study of the 
effect of the filter on the amplitude ratio plots indicates that a 
filter time constant of one half the sampling frequency yields the 
best filter design. Of the control algorithms investigated, the 
PI and PID algorithms with minimum ITAE parameters produce the 
lowest amplitude ratio at the resonance peak.
xiii
In an effort to obtain a better control algorithm than those 
previously described, the technique of dynamic programming is used 
to calculate optimal feedback control policies for nonlinear sys­
tems. The algorithm thus obtained is in the form of a table of 
values of the manipulated variable as a function of both the state 
of the system and the time remaining in the process. The technique 
is illustrated by calculating the optimal temperature schedule for 
a batch reactor. Analog and digital computers were used to simu­
late the systems studied.
xiv
CHAPTER I
INTRODUCTION
In the past decade, the number of applications of digital 
computers in process control has increased steadily. The range of 
these applications cover the complete hierarchy of control, from 
data gathering for management information systems, to optimization 
of the set-points of conventional analog controllers, to direct 
manipulation of the final control elements. The last two levels 
of application are known respectively as supervisory and direct 
digital control. The two main topics of this dissertation deal 
with some aspects of these two types of "digital control. The 
first of these topics to be discussed is the response of closed 
loop digital control systems to sinusoidal disturbances. The 
other topic deals with the calculation of an optimal feedback con­
trol policy for nonlinear processes using dynamic programming.
The analog simulation of a closed-loop digital control system 
is presented in Chapter II. The system being controlled consists 
of a first order lag plus dead-time (transportation lag or time 
delay). An interesting aspect of the simulation is that a pro­
portional-plus-integral-plus-derivative digital control algorithm 
is simulated on the analog computer. The analog simulation provides
1
a fast tool to observe the effect of system parameters on its 
response to sinusoidal disturbances.
The response of closed-loop digital control systems to sin­
usoidal disturbances is discussed in Chapter III. The two important 
aspects of this response are the folding of high frequency signals 
into low frequency signals by the sampler and the presence of a 
peak in the amplitude ratio versus frequency plots, which is caused 
by resonance around the loop. The effect of system parameters on 
the frequency response is discussed and the amplitude ratio plots 
for three types of digital control algorithms are presented. The 
algorithms investigated are the proportional-plus-integral (PI) 
and the proportional-plus-integral-plus-derivative (PID) algorithms 
with minimum error-integral criteria parameters (1), the set-point 
and load step input deadbeat algorithms,- and the set-point and 
load step input non-minimal algorithms proposed by Mosler and co­
workers (2). For each of these algorithms the effects of sample 
time and of system dead-time on the frequency response are investi­
gated. The PI and PID algorithms are found to be superior in the 
control of systems subject to sinusoidal disturbances than the 
deadbeat and non-minimal algorithms.
Chapter IV deals with the design of a filter to attenuate high 
frequency disturbances subject to frequency folding by the sampler. 
The design and implementation of a first order lag filter are dis­
cussed and the effect of the* filter on the amplitude ratio plots 
of PI and PID algorithms is presented. A filter time constant equal
to one half the sampling interval is found to be the best design for 
good attenuation of high frequency disturbances without much in­
crease in the amplitude ratio at the resonance peak. The effects 
of dead-time and of sampling frequency on the frequency response 
of the loop with the filter are presented, followed by a discussion 
of the effect of the filter time constant on the error-integrals of 
the response to a step change in load. A digital filter compensator 
algorithm is proposed to improve the response to a step load input, 
and is found to be successful for the PI algorithm but of little 
justification for the PID algorithm. The filter compensator causes 
an increase in the amplitude ratio at the resonance peak which is 
intolerable for the PID algorithm. The final topic of discussion 
in Chapter IV is the digital filter algorithm proposed by Goff (3) 
that uses a rate of sampling of the measured variable which is 
higher than the rate at which the control variable is updated. Both 
the arithmetic average and the first order lag digital filter al­
gorithms are discussed and their response compared with that of the 
analog filter.
While Chapters II, III and IV deal with the digital control of 
a linear system, Chapter V deals with the optimal control of non­
linear systems using dynamic programming. The optimal control prob­
lem is formulated from the dynamic programming point of view and a 
recurrence relation obtained. The technique of approximation in 
policy space is discussed as a means of obtaining the analytical 
solution to the dynamic programming equation, but it is shown to be
useless as a numerical technique. The direct numerical solution 
of the recurrence relation to obtain an optimal control table is 
discussed. This table can be used by a digital control computer 
to apply optimal feedback control to the process. This technique 
differs from the open-loop techniques discussed in the literature 
in that it is capable of maintaining optimal control in the pre­
sence of uncontrollable disturbances. The technique is then il­
lustrated with two examples: The first example is the determina­
tion of the optimum temperature schedule for a batch reactor where 
a single irreversible reaction occurs. The other example differs 
from the first in that two consecutive reactions take place in the 
reactor. In both cases the batch duration is fixed. The chapter 
ends with a discussion of the applicability of the dynamic pro­
gramming technique and its limitations. Of these, the most re­
stricting is the ''curse of dimensionality" (4) or exponential in­
crease of the size of the control table with the number of vari­
ables necessary to define the state of the system.
In summary, the purpose of this dissertation is to discuss 
two important aspects of the application of digital computers to 
the control of processes. One is the effect of sinusoidal distur­
bances on closed-loop sampled-data control systems and their fil­
tering. The other one is the development of a control table that 
will allow a digital computer to optimally control a process in the 
presence of uncontrollable and unpredictable disturbances.
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CHAPTER II
SIMULATION OF FREQUENCY RESPONSE OF DIGITAL CONTROL SYSTEMS 
Introduction
In the last decade, the digital computer has ceased to be just 
a computational tool to become the workhorse in the field of con­
trol. Apart from the more glamorous tasks of landing men on the 
moon and bringing them back, and of making the supersonic trans­
ports fly, digital computers are controlling paper and steel mills, 
complex, petroleum and chemical processes and larger than ever 
imagined power generating plants, to mention just a few of its 
many control applications. The computer has gone beyond the mere 
task of adjusting the set-points of conventional analog controllers. 
Its computational speed and its ability to time-share its func­
tions allows a digital computer to replace all of the analog con­
trollers in a plant. As the computer reads the values of the 
measured variables and adjusts the manipulated variables directly, 
this type of application is known as Direct Digital Control (DDC).
Placing the digital computer in a control loop introduces 
some difficulties. Because of the discrete nature of digital 
computation, the continuous process variables must be sampled at 
finite intervals of time in order to be input to the digital com-, 
puter. The periodic operation of the sampler introduces adverse 
characteristics in the response of digital control systems to
6
periodic and random disturbances that are not present in continuous 
control systems. The simulation described in this chapter is de­
signed for the study of the response of sampled-data (digital) con­
trol loops to sinusoidal disturbances. It is an analog simulation 
because the higher speed of the analog computer was necessary to 
observe the effect of a total of five parameters on the frequency 
response.
The description of the system to be simulated is followed by 
a discussion on the simulation of the plant. A section on the ana­
log simulation of the digital controller is then followed by two 
short sections which describe the simulation of a lag filter and 
the generation of the sinusoidal disturbance. Finally the chapter • 
comes to an end with a discussion of the reasons that led to the 
analog simulation and of its advantages.
System Description
A  block diagram of the simulated system is shown in Figure 
(II-l). In this diagram the digital computer is represented by
the block labeled "Digital Controller". It receives the signal 
*
e which is the value of the error signal e at the sampling in-
*
stant, and outputs the value of the manipulated variable, m , at 
the very same instant, assuming computation time is negligible in 
comparison with the sampling interval T. The block labeled "Zero-
•k
Order Hold" holds the value of m at each sampling instant for the 
subsequent sampling interval. This block is implemented in practice 
with a digital to analog converter. Its output signal m is piece- 
wise constant and therefore suitable for input to the plant.
o r
s •* DIGITAL r
CONTROLLER I
m* ZERO-ORDER 
HOLD +.(
+
(J —
O
k+
Figure (II-1). Block Diagram of System
9The plant or process is represented by a first order lag plus 
dead-time. This has been commonly used to approximate higher 
order systems because of its simplicity. The gain K, dead-time 
(transportation lag or time delay) 0 and time constant t are the 
only three parameters needed to represent the plant. These can be 
readily determined from the open-loop time response to a step 
input (1). The response of control valve operators, measuring 
instruments and transducers are lumped with the response of the 
plant when this type of representation is used. This model is re­
stricted to linear systems or to small deviations from the set- 
point if the system is non-linear.
The diagram in Figure (II-l) shows three possible inputs to 
the system. The set-point or reference'value r is the signal with 
which the measured variable c ' is compared in order to generate 
the error signal e. Throughout this work, r is assumed to be 
zero. There are two possible disturbance inputs into the system. 
Disturbance d^ represents load changes such as changes in through­
put rate, uncontrolled variables and the like. As in most prior 
work for process systems (2), a step input is used. Disturbance 
d2  represents periodic and random disturbances (noise) that are 
introduced by the measuring and transmitting instruments into the 
control loop. In order to study the frequency response of the 
plant to these disturbances, a sine-wave is used for d£.
The only difference between the controlled variable c and the 
measured variable c * is disturbance The former has been
called the low frequency part of the plant output (3). Since the
measured variable c 7 is the one that is displayed to the plant 
operator on the indicator or recorder it is often considered to 
be the output of the plant. However, in this simulation of the 
frequency response of closed-loop sampled-data control systems the 
controlled variable c is the one of interest as its response to 
sinusoidal disturbances was found to lead to more conclusive 
results than the response of c 7.
Simulation of the Plant
The differential equation for a first order lag of gain K 
and time constant t is well known to be:
^  [KCm+dp - c] (II-l)
where t is time and m and d^ are the inputs as shown in the block 
diagram of Figure (II-l). The dead-time is simulated on the ana­
log computer by the familiar Padde* approximation (4). In this 
work a fourth order approximation was used. The analog diagram 
used to simulate the plant is shown in Figure (II-2).
Magnitude and time scale factors are not shown in the diagram 
of Figure (II-2). Since the system simulated is linear, the mag­
nitude of its response is linearly proportional to the magnitude 
of the disturbances d^ and d£. This permits choosing a maximum 
value of unity for all of the variables and then choose the ampli­
tude of the disturbances so that this value is not exceeded by any 
of the variables. The only variable that could require different' 
scaling would be the manipulated variable m, since its value would
KC(t-e)
20
IO ,IO
50 150 100
Figure (II-2). Simulation of the Plant
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have to be very small in order to keep the controlled variable c 
less than unity when the gain K of the plant is high. A convenient 
way of avoiding this is to choose the maximum value of m as the 
reciprocal of the gain K. This makes the normalized computer 
variable Km and eliminates the need for the potentiometer of gain 
K in the diagram of the first order lag. In a similar manner the 
disturbance d^ can be scaled to Kd^ and the potentiometer on it 
eliminated also.
When making a study on the analog computer at a high number of 
solutions per second and the system response displayed on an oscil­
loscope, it is convenient to have each of the parameters of the 
system "isolated" so that only one potentiometer has to be adjusted 
to change the value of each parameter (4). This makes possible 
the study of the sensitivity of the system response to each of its 
parameters. It is this, and not the equipment savings per se, 
the motivation behind the magnitude scaling discussed in the pre­
vious paragraph. The first order lag circuit contains two more 
amplifiers than actually needed in order to isolate parameter t 
to a single potentiometer. However, this does not appear so simple 
to do with dead time 8 which appears on six potentiometers in the 
diagram of Figure II-2. There are two equivalent ways of elimi­
nating the need to adjust all those potentiometers every time that 
0 is varied. The first method is to transform the independent 
variable t into a dimensionless time (t/0) so that 0 will always 
be unity and the other time parameters x and T are defined in 
terms of their ratio to 0. The second method, perfectly equivalent
to the first one, is to choose the time scale factor, |3, inversely 
proportional to 0. This eliminates 0 from all of the potentiometers 
where it appears and makes the computer time unit proportional to 
0. The setting on the potentiometer on the first order lag cir­
cuit becomes the reciprocal of (t/9) which is the ratio of t to 
0. Both methods produce the Same result, which is the elimination 
of 0 as a parameter in the simulation.
Simulation of the Digital Controller
The controller used in this simulation is a digital version 
of the non-interacting proportional-plus-integral-plus-derivative 
(PID) controller. The equation for the continuous controller is:
... m(t) = Kc [e(t) +  ^Je(t)dt + Tj (II-2)
where m(t) is the controller output signal, e(t) is the error
signal, Kc is the proportional gain, T^ is the integral (or reset)
time and T, is the derivative time, 
a
The most straight forward discretized version of Equation 
(II-2) is given by:
T
r  * * t  * d  * * * n
tfl = m , +  K  (e -e .) +  e +  = r  (e -2e n+e 0) (II-3)
n n-1 cLv n n-1' T^ n T v n n-1 n-2'J v '
and is commonly called the velocity algorithm. The stars mean that
the variables are sampled, or pulse signals, T is the sampling
interval, and the subscript n refers to the value of the variable 
th
at the n sampling instant (t=nT). Likewise n-1 refers to the 
previous sampling instant [t=(n-l)T] and n-2 refers to the sampling 
instant previous to that [t=(n-2)T].
The analog diagram of the digital controller of Equation 
(II-3) is shown in Figure (II-3). The sampling of the error 
signals is done through two "bucket-brigade" circuits (4) made 
up of track and store (T/S) units 1 and 2, and 3 and 4. The zero 
order hold and the updating of the manipulated variable m is ac­
complished with an analog accumulator circuity made up of T/S 
units 5 and 6. The track and store units are driven by a square 
wave signal with period equal to the sampling interval T [or 
rather (T/0) in computer time units]. The two inverters and two 
summers compute the quantity in the brackets on the right hand 
side of Equation (II-3). This quantity is multiplied by the con­
troller gain Kc and added--on the analog accumulator--to the pre­
vious value of the manipulated variable m to obtain the new value 
of m at the instant at which T/S unit 5 goes into the "store" 
mode. The error signal e goes unsampled through the controller 
calculation circuit so that there is no delay in the control 
calculation. The value of e between sampling instants does not 
affect the controller'output since T/S units 5 and 6 transmit in­
formation at the sampling instant only.
When the manipulated variable m is scaled as discussed in 
the previous section, the normalized output of the controller be­
comes Km. This requires that the setting of the potentiometer in 
put to T/S unit 5 be KKc> This is the static gain of the closed 
control loop. Since this is a linear system, the response of the 
loop depends on the loop gain KKfi rather than on the individual 
gains of the controller (K ) and the plant (K). Therefore the
elt)
m(t)
-e(t) 0-1
Figure (II-3). Analog Circuit for Digital PID Controller
h-*
Kjy
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significant parameter KKc has been isolated to a single potentio­
meter by the magnitude scale technique discussed in the previous 
section.
A  timing diagram of the operation of the controller is shown
in Figure (II-4). For the sake of clarity a ramp input and a
single proportional controller (T/T^ = 0, T^/T = 0) have been used.
The sampling instants are marked by the arrows at the top of the
figure. The combined operation of T/S units 1 and 2 holds the
value of the error signal e for one sampling period, while T/S
units 3 and 4 hold the output of T/S unit 2 for one sampling
period. For example, at the sampling instant n=3, T/S unit 2
*
holds the value of e at n=2 (e , = 0.6) and T/S unit 4 holds the
n - 1  7
*
value of e at n=l (en _ 2  = 0.2)- At this instant e=1.0 and m=0.6.
The output of T/S unit 5 is:
* * * *
*3 = m2 + Kc[e3-e2]
= 0 . 6  + 1 . 0  [1 .0 -0 .6 ] (II-4)
=  1.0
which is the value the manipulated variable m has been updated too. 
In the diagram of Figure (II-4) the inversion caused by the analog 
amplifiers has not been shown in the interest of clarity.
The generation of the square wave that drives the track and 
store units was accomplished with a logic counter. This counter 
counts down from a number loaded from a pair of thumb wheel switches 
and outputs a pulse every time the count reaches zero. The contents
17
e(t)
n=4
T/S 1
e t i
T/S 2
T/S 3 
*
Gn-2
T/S 4
T/S 5
r
m
T/S 6
Figure (II-4). Time Diagram for Digital Controller
of the counter are decremented by one every time a logic pulse is 
applied to its input. The diagram of the circuit used to generate 
the square wave is shown in Figure (II-5). A  clock signal of 10 
pulses per unit time is applied to the input of the counter. The 
pulse output of the counter is connected to a bistable flip-flop 
that changes state at each input pulse. For the output of the 
flip-flop to be a square wave of period T the counter must output 
two pulses per period of time T. The period between two output 
pulses of the counter must therefore be 0.5T. The output of the 
counter is also connected back into the counter load input so 
that the value set on the thumbwheel switches is loaded into the 
counter after each count equal zero pulse. The value to be set 
on the thumbwheel switches is obtained by dividing the period 
between input pulses (0 .1 ) into the period of the ouptut pulses 
(0.5T) and substracting one from the result to account for the 
pulse that reloads the value into the counter. This value is 
therefore given by (5T-1). A  timing diagram for the generation of 
the square wave is given in Figure (II-6 ) . In order to synchronize 
the sampling process with the computer mode cycles, the counter 
and the flip-flop are cleared during the initial condition mode 
and the counter is only enabled during the operate mode.
Simulation of the Filter
The periodic nature of the sampler prevents the damping out 
of high frequency periodic disturbances in digital control system's. 
This makes it imperative to use a filter to attenuate high frequency
HOLD
OPERATE
0.1
H h - EN CLR R
1 1 1
COUNTER FF
5T-1 kJ
H T h—
PRE
Figure (II-5). Generation of Square-Wave Signal
h-»
vO
INPUT
COUNTER OUTPUT
U----------- T ------------ >
FLIP-FLOP
Figure (II-6 ) . Time Diagram for Square-Wave Generator
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disturbances before they reach the sampler. A simple solution to 
this problem is to introduce a lag filter between the point where 
the periodic disturbance enters the loop and the sampler. This 
is illustrated in the block diagram of Figure (II-7) . As shown 
by the filter transfer function, it is nothing more than a first 
order lag with a time constant t ^. The equation for such a filter 
is given by:
which is essentially the same as Equation (II-l). The circuit 
to simulate the filter is identical to the one used to simulate 
the first order lag that represents the plant, which is shown in 
Figure (II-2). The only difference is that for the lag filter 
the gain is unity and the time constant is 
Sine-Wave Generation
The sine-wave used as disturbance 6^ is generated by solving 
the linear differential equation:
(II-6)
with boundary conditions
x = A, -j-^  = 0, at t = 0 (II-7)
This is because the solution to such an equation is:
x = A  cos cut (H-8)
DIGITAL m* ZERO-ORDER
l +  TSCONTROLLER HOLD
Figure (II-7). System Block Diagram with Filter
NJ
N>
where A is the amplitude and uu is the frequency of the sine (or 
rather cosine) wave. The circuit used to generate the sinusoidal 
disturbance is commonly known.
Advantages of the Analog Simulation
The analog simulation described above was preceded by an at­
tempt to simulate the system with the digital computer. There are 
five parameters to be varied independently and for each one of 
them the frequency of the disturbance must be varied over the 
range of interest. For each frequency several cycles are neces­
sary for the initial transients to die out and then a number of 
cycles must be observed in order to get a good representation of 
the response of the system. It is not hard to see that trying 
to obtain this information from numerical printouts requires an 
inordinately large amount of computer time and printer paper. The 
availability of a digital plotter eliminates the need for the 
latter, but the amount of digital computer time required to calcu­
late the numbers remains prohibitive. This was immediately ob­
vious when the first digital plots of the frequency response of 
the sampled-data control loop showed that the response to a 
sinusoidal disturbance was not sinusoidal. Furthermore its shape 
varied drastically with the frequency of the disturbance and pos­
sibly with the other system parameters. It was then that the idea 
of the analog simulation was proposed.
The analog simulation was run at the rate of 100 solutions per 
second in order to obtain a continuous trace of the signals on the 
oscilloscope. With a computer time unit of 0.0001 seconds, each
run included 99 units of time in the operate mode, with 1 unit 
required to reset the initial conditions. This allowed to display 
a sufficient number of cycles of the different signals in the loop 
to obtain the complete response at each frequency. It was possible 
to display up to four signals simultaneously on the oscilloscope.
It was also possible to insert and remove the filter from the loop
and to switch from the sinusoidal to the step disturbance by the
use of function switches.
The analog simulation disclosed the following characteristics 
of the response, in only half a day of data runs:
(a) The response of the controlled variable c is of greater 
interest than that of the measured variable c
(b) The shape of the response signal depends only on the
frequency of the disturbance, iu, and the sampling
interval T. The other parameters affect only the 
amplitude of the response.
(c) The range of frequencies of interest was better defined.
(d) The increase in amplitude at higher frequencies caused
by the sampler was readily observed, and the range of
frequencies at which it occurred was determined.
These results guided the efforts to redesign the digital pro­
gram in order to more effeciently utilize digital computation time. 
The digital simulation was then used to mass produfce the plots of
<t
magnitude ratio versus frequency. This ,rnon-hybrid'r combination of 
the analog and digital computers resulted in a most efficient 
utilization of the author's time and computer time.
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The results obtained with the digital and analog simulations 
are presented and discussed in detail in the next two chapters.
In Chapter III, the response of the closed-loop digital control 
system to the sinusoidal disturbance d^ is discussed. The design 
of the filter to attenuate high frequency disturbances before they 
reach the sampler is discussed in Chapter IV.
. NOMENCLATURE 
A Amplitude of the sine-wave
c Controlled variable (low frequency part of system output)
c / Measured variable including sinusoidal disturbance 
d^ Load disturbance
62 Noise disturbance
e Error signal
* then Value of the error at n sampling instant
K Static gain of the plant
Kc Controller proportional gain
m Controller output signal
* th
m^ Pulsed controller output at the n sampling instant
r Reference or set-point signal 
s Laplace transform variable 
t Time
T Sampling interval or sample time
T^ Controller integral or reset time
T, Controller derivative time
d
x Output of sine-wave generator (d2 =x) 
y Filter output
0 Plant dead-time (transportation lag or time delay)
T Plant time constant
Tj Filter time constant 
0) Frequency of the sine-wave
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CHAPTER III
CLOSED-LOOP FREQUENCY RESPONSE OF DIGITAL CONTROL SYSTEMS 
Introduction
With the advent of the digital computer into the control field 
in the last decade, a number of digital control algorithms have 
been proposed in the literature (1,2). Tuning relationships for 
digital versions of conventional proportional-plus-integral (PI) 
and proportional-plus-integral-plus-derivative (PID) controllers 
have also been published (3,4). The disturbances considered in 
these studies are for the most part step inputs in set-point and 
in load. The effect of random disturbances (noise) on sampled- 
data control systems has been studied by at least one investigator 
(5,6). The work presented here deals with the effect of sinusoidal 
disturbances on closed-loop digital control systems. Three gen­
eral types of algorithms are investigated:
(a) PI and PID algorithms.
(b) Deadbeat or minimal step-input algorithms.
(c) Non-minimal step-input algorithms.
The effect of system and controller parameters on the response of 
the closed loop to sinusoidal disturbances is studied and the dif­
ferent algorithms are compared.
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A block diagram of the digital control loop is shown in 
Figure (III-l). The pulse transfer function of the digital con­
troller, D(z), varies for each of the algorithms studied. R e ­
construction "of the sampled data signal is done with a zero-order 
hold whose transfer function is shown in the diagram. The plant 
is approximated with a first-order lag plus dead-time as shown 
by the transfer function in the diagram. The three plant parameters 
are the dead-time (transportation lag or time delay) 9, the time 
constant t and the gain K. The three possible inputs to the loop 
are the set-point or reference signal R(s), the load disturbance 
D^(s) and disturbance D 2 (s). The latter is the sinusoidal dis­
turbance whose effect is studied. The error signal is sampled by 
the digital controller at intervals of time, T.
The time parameters of the loop can be referenced to the plant 
time constant t without loss of generality. It is then possible 
to study the effect of the ratios 0/t and T/t on the response of 
the system. The frequency of the input signal can also be n o n - 
dimensionalized by multiplying it by the time constant t; the 
resulting dimensionless input frequency is u>t -
After the effect of the sampler on the frequency response of 
of the loop is discussed, each of the three algorithms will be 
described in a separate section. The response to a sinusoidal 
input of each algorithm will be discussed in the corresponding 
section. Finally the relevance of the results to the selection 
and design of digital controllers will be presented.
M(z)E(z)R(s) E(s)
D(z) TS +
M(s)
Figure (III-l) . Block Diagram of the System
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Effect of Sampling
What is the effect of the sampler on the frequency response 
of closed-loop feedback control systems? For one thing it com­
plicates the theoretical frequency analysis because the sampler 
introduces harmonics of the input frequency into the response.
To avoid the complexity of the theoretical analysis, analog and 
digital simulations are used in this study.
When a sinusoidal signal is sampled at intervals of time, T,
th
as shown in Figure (III-2), the output of the sampler at the n 
sampling instant (t = nT) is:
e = sin ujnT
n (III-D
where en : output of sampler at n sampling instant, 
uo: frequency of the input signal.
If the frequency of the signal is varied to:
u/ = U) ± km s k = 1, 2, 3 (IH-2)
where uj = 2 7 7 /T is the sampling frequency in radians per second 
s
the output of the sampler is:
e^ = sin. u/nT = sin(cmT + ku)gnT) 
= sin(cunT + kn2fl)
(HI-3)
and since the product kn is an interger:
e ' = sin onT
n
(III-4)
e  = sin tot e n= sin conT
Figure (III-2) . Sampling a Sine-Wave
This shows that the output of the sampler is the same for all input
signals whose frequency differ by an interger times the sampling
frequency u) • s
Now, if is defined as:
(i)m = to ~ ku)g kcos ^ a) ^ (k+§)mg (III-5a)
m = ku)„ - cu (k-ir)u)_ ^ co ^ k m  (III-5b)Ul O ^ b S
where k is an interger, then the output of a sampler driven by a 
signal of frequency m is:
en = sin uyiT, kms <: m ^ (k+ig)m (III- 6 a)
e = -sin m nT, (k-%)m ^ m ^ km (III- 6 b)
n m * * s s ' /
When the complete series of pulses (en > n=0, 1, 2, ...) at the 
sampler output is considered, the signals represented by versions 
a and b of Equation (III- 6 ) are identical except that one is dis­
placed tj radians (180°) with respect to the other. The profile 
is a sine-wave of frequency mm *
From Equation (III-5) it can be seen that the maximum value 
of is Hence, the profile of the pulses out of the sampler
is a sine-wave with a frequency never greater than ^ms > inde­
pendent of how high the frequency of the signal input to the 
sampler is.
The effect of sampling explained above is known as "aliasing 
error" of the sampler (6 ) and is just a particular case of the
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sampling theorem (1) when applied to sinusoidal signals. The 
practical consequences to this study are:
(a) Only frequencies lower than the sampling frequency need 
be considered since the response is repeated for every 
"cycle" of the sampling frequency.
(b) The amplitude vs. frequency plot may be expected to be
symmetric--in linear coordinates--with respect to a line
at u) = id).« s
(c) When trying to eliminate the detrimental effects of 
periodic disturbances, high frequency disturbances
(u) >  -gujg) must be attenuated before they reach the sampler, 
since the sampler converts them into low frequency signals 
with the same amplitude.
PI and PID Algorithms
The computational equation that is used in this work for the 
PID algorithm is:
,e +e , v T,
m = m +  K  [(e -e .) +  = — (— x----- ) + ~ ( e  -2 e n+e „) ]
n n-1 c LV n n-1' T^\ 2 / T ' n n-1 n-2'J
(III-7)
where mn : value of output at the n ^  sampling instant.
th
e : value of the error at the n sampling instant,
n
Kc : proportional gain.
T: sampling time interval.
T^: integral (or reset) time.
T^: derivative time.
As can be seen from Equation (III-7) the PID algorithm contains 
three parameters, K , T/T. and T,/T. It requires the storage ofC X 0
the value of the error at three sampling instants: the current
(en) and each of the two previous (en _^ an<  ^ en _2  ^ sampling instants 
These values must be updated after each sample. The equivalent 
z-transform representation of the PID algorithm is given by:
D<z> - let - KC L1 + * ^  ^ 7 + T- <m -8>
where D(z): pulse transfer function of digital controller.
M.(z) , E(z): z-transforms of m^ and e^, respectively.
The second term inside the bracket of Equation (III-7) is 
the integral action, since it causes the output to change as long 
as the error is not zero. This algorithm uses the arithmetic 
average of the current and previous values of the error in the cal­
culation of the integral action. A more straight-forward version, 
presented in the previous chapter, uses just the current value of 
the error in computing the integral action. The two algorithms 
are equivalent, since for each set of values of the parameters 
of one there is a set of values of the parameters of the other 
that produces exactly the same output. The algebraic relationships 
between the parameters of the two algorithms can be readily derived 
The values of the parameters of Equation (III-7) that produce 
minimum error-integrals to step inputs in load have been reported 
by Lopez and co-workers (3). In order to avoid time consuming
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transformation of parameters in the study of the frequency response 
of minimum error integral algorithms, Equation (III-7) is used in 
this chapter.
If the derivative time in Equation (III-7) is set equal to 
zero, the computational equation for the PI algorithm is obtained:
Figure (III-3) shows a plot of the amplitude ratio versus (dimen- 
sionless) input frequency uutj for different values of 9 /t, which is 
the ratio of the system dead-time to its time constant. The ampli­
tude ratio is the ratio of the maximum amplitude of the output C to 
the amplitude of the input signal. Increasing the value of the dead­
time introduces the effect of loop resonance and increases the value 
of the amplitude ratio at the resonance frequency. This resonance 
occurs when the phase shift around the closed loop equals 77 radians 
(180°). At low values of the dead-time the 180° phase shift occurs 
at high frequencies where the amplitude of the disturbance is highly 
attenuated by the other elements of the loop. As the dead-time in­
creases, the 77 radians phase shift occurs at lower frequencies,
The PI algorithm contains only two parameters, Kc and T/T^, 
and requires the storage and update of only two values of the
error, e and e The z-transform form of Equation (III-3)
n n-i
is:
z) = = K fl + | ^-r~\ (111-10)
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Figure (III-3). Effect of Dead-Time on Frequency Response of 
PI Algorithm.
where the dynamic gain of the loop is higher. This causes a maxi­
mum peak in the amplitude ratio versus frequency plot, as the 
sinusoidal disturbance is in phase with the output when the phase 
shift of the loop is 77 radians, and the two reinforce each other.
The effect of varying the sampling interval T is illustrated 
with the amplitude versus frequency plots of Figure (III-4). A 
curve for the continuous control system (T = 0) is included. The 
tails on the right hand side of the curves illustrate the effect 
of sampler aliasing error explained above. They represent the 
start of the "mirror image" of the rest of the respective curve,
with the mirror located at 00 = = Tr/T. These "images" are
s
compressed because the frequency coordinate is logarithmic. The
loop resonance peaks are caused by the zero-order hold. The phase
lag of the zero-order hold for one cycle of sampling frequency
0 ) is identical to the phase lag of a dead-time of T/2. Hence, an 
s
increase of sampling interval T causes phase lag increases equiva­
lent to half that increase in dead-time. However, since the dy­
namic gain of the zero-order hold decreases with frequency while 
that of dead-time remains constant at unity, the over-all effect 
on the amplitude ratio plot is not identical. In any case, the 
increase on the loop resonance peak with sampling interval T is 
qualitatively similar to the increase of the peak with dead-time.
Figure (III-5) shows plots of the amplitude ratio versus 
frequency for different values of the loop gain KKc » Increasing 
the steady-state loop gain increases the amplitude ratio at all
o10
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Figure (III-4). Effect of Sampling Time on Frequency Response 
of PI Algorithm.
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frequencies, since KKfi appears in the numerator of the C/D^ 
transfer function [see Figure (III-l)]. The amplitude ratio at 
the resonance peak is increased the greatest by the loop gain since 
the reinforcement of the output and input signals is highly de­
pendent on KKc> The system remains stable as long as the dynamic 
gain of the open-loop is less than unity at the point where the 
phase lag of the entire loop is 77 radians (180°). The system 
becomes unstable when the open-loop dynamic gain is greater than 
one at 180° phase lag, as the amplitude of the output increases 
indefinitely with time. The dynamic gain is just the amplitude 
ratio of the open-loop frequency response.
The effect of integral time is illustrated with the amplitude 
ratio plots of Figure (III- 6 ) . Just as in the continuous control 
case, the integral action causes a greater increase in amplitude 
ratio at low frequencies than at high frequencies. The ampli­
tude ratio at the resonance peak is again increased more than at 
any other frequency.
It can be observed in Figures (III-5) and (III- 6 ) that, as 
the loop gain or the integral time are increased, the amplitude 
ratio at low frequencies approaches unity. This is because, at 
low frequencies, the control system is capable of following the 
sinusoidal disturbance with little attenuation and phase lag. A 
look at the block diagram of Figure (III-l) shows that the digital 
controller cannot differentiate between a sinusoidal disturbance 
D£ and a sinusoidal set-point signal R(s) of opposite sign. Hence
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the controller will force the controlled variable C(s) to follow 
the negative of disturbance *-n an eff°rt to drive the error
signal E(s) (and C'(s) since R(s) = 0) to zero at all times. This 
effort is approximately accomplished at low frequencies and the 
amplitude ratio is unity, provided that the control action is 
"tight" enough. Increasing the loop gain and the integral time 
causes the control action to be tight.
The effect of each of the system parameters for PI algorithms 
has been discussed above under the assumption that each parameter 
may be varied independently. However, in the design of digital 
control systems the control engineer may use tuning relationships 
that relate the controller parameters and T^ to the system 
parameters 8  and t and the sampling interval T. Lopez and co- 
workers (3) have presented a series of tuning relationships that 
minimize the integral of one of three different functions of 
the error, for a step change in load (D^(s) in Figure (III-l)).
The three resulting PI algorithms are labeled minimum ISE, IAE 
or ITAE according to the function of the error used in the integral
ISE: Integral of the error squared.
IAE: Integral of the absolute value of the error.
ITAE: Integral of the time weighted absolute value
of the error.
The parameters used in the following discussion are tabulated 
in Tables (III-l) and (III-2).
TABLE III-l
PI ALGORITHM PARAMETERS FOR MINIMUM ERROR-INTEGRAL CRITERIA
Source: Reference (4)
ISE
8/ T T/ t KKc t /T.
0 . 2 0 0 . 2 0 3.70 1,13
0.40 0.40 1.95 0.75
0.50 0 . 1 0 2.26 0.74
0.50 0 . 2 0 2.15 0.71
0.50 0.50 1.79 0.64
0.50 0.80 1.76 0.56
0.50 1 . 0 0 1.77 0.53
0.80 0.80 1 . 1 0 0.55
IAE ITAE
KK
c
x/T. KK
c
x/Ti
2.98 1.27 2.62 1.38
1.55 0.875 1.33 0.96
1.75 0.90 1.49 0.98
1.65 0.85 1.39 0.93
1.35 0.77 1.15 0.85
1.26 0.70 1 . 1 0 0.76
1.33 0.63 1 . 1 1 0.73
0.82 0 . 6 6 0.73 0.73
TABLE III-2
P3D ALGORITHM PARAMETERS FOR MINIMUM ERROR INTEGRAL CRITERIA 
Source: Reference (4).
Minimum ISE
0/T T/ t KK
c
t/T± VT KKc
0 . 2 0 0 . 2 0 3.09 2.60 0.16 3.00
0.40 0.40 1.56 1.62 0.32 2.49
0.50 0 . 1 0 2.27 1.73 0.32 2.18
0.50 0 . 2 0 1.67 1.64 0.36 1 . 8 8
0.50 0.50 1.37 1.43 0.43 1.33
0.50 0.80 1 . 2 2 1.29 0.60 1.19
0.50 1 . 0 0 1 . 2 2 1.13 0.59 1.19
0.80 0.80 0.84 1.08 0.62 0.82
Minimum IAE Minimum ITAE
r / T ± VT KKc r/Ti VT
1.95 0 . 1 0 2.97 1.81 0.084
1.71 0.18 1.48 1.15 0.15
1.35 0.24 2.09 1.24 0 . 2 0
1.28 0.25 1.81 1.17 0 . 2 1
1 . 1 2 0.28 1 . 2 0 1.03 0 . 2 0
1 . 0 1 0.33 1.13 0.91 0.23
0.94 0.38 1.13 0.90 0.27
0 . 8 8 0.35 0.79 0.83 0.28
4^
Ln
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The amplitude ratio plots for the three PI algorithms are 
shown in Figure (III-7) for the case where 9 = T = 0.5t. It can 
be seen that the minimum ISE algorithm produces an uncomfortably 
large resonance peak with a maximum amplitude ratio of 3.5. The 
minimum ITAE algorithm produces the lowest resonance amplitude 
ratio of 1.5 while the minimum IAE is intermediate with 1.95.
This suggests that the ISE algorithm should be avoided in loops 
that could have periodic disturbances, and that the ITAE algorithm 
would be preferred for those loops.
The effect of varying the sampling interval T is illustrated 
in Figure (III-8 ). Even though the minimum IAE algorithm is used 
the results are similar for the ISE and ITAE algorithms. The 
peak amplitude ratio does not show a definite trend with sample 
time T. This is because Lopez's algorithms are function of the 
sampling time and therefore vary to account for the change in 
sampling time. These variations are not smooth as can be observed 
from the plots in reference (3).
The effect of system dead-time is illustrated in Figure (III-9) 
using minimum IAE parameters. Both the frequency at which the 
resonance peak occurs and the amplitude ratio at that point de­
crease with increasing dead-time.
The PID algorithm contains one additional parameter, the 
derivative time T^. The effect of varying T^ is illustrated by 
the amplitude ratio plots of Figure (111-10). It can be seen that 
the derivative action has a greater effect on the high frequency 
part of the curves than on the low frequency part. Increasing
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derivative time increases the amplitude ratio at the resonance 
peak and also the frequency at which the peak occurs.
The amplitude ratio plots for Lopez's minimum ISE, IAE 
and ITAE PID algorithms are compared in Figure (III-ll), for the 
case T = 9 = 0.5t. Again the Minimum ISE algorithm causes a 
highly undersirable resonance amplitude ratio of 6.3. The ITAE 
resonance amplitude ratio is the smallest at 1.6 while the IAE 
is the intermediate at 2 .6 .
The effect of varying sampling time T is illustrated in 
Figure (111-12). Maximum resonance amplitude ratio, as was the 
case with the PI algorithms, does not show a definite trend with 
sample time T. The peak amplitude ratio is higher than for the 
PI algorithm. Of interest in the figure is the second peak on 
the T = 0.2t curve. This is a high frequency peak caused by 
derivative action and is noise amplification as the digital con­
trol system approaches the continuous control case (T -♦ 0). 
Sampler aliasing error starts in the middle of the peak, causing 
the maximum amplitude ratio to occur at gU)g .
The effect of the dead-time of the system on the amplitude 
ratio plots is illustrated in Figure (111-13) using minimum IAE 
parameters. As in the case ,of the PI algorithm, the frequency 
at which the resonance peak occurs and the amplitude ratio at the 
peak are lower the longer the dead-time. Similar results are 
obtained’ with minimum ISE and minimum ITAE parameters.
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The frequency response of PI and PID algorithms can be com­
pared by comparing Figures (III-7), (III-8 ) and (III-9) with 
Figures (III-ll), (111-12) and (111-13) respectively. In each 
case the PID algorithm produces higher over-all amplitude ratios 
at the resonance frequency and at cjd = ajg/2. This is because the 
derivative action introduces higher gain at higher frequencies.
The PI algorithm would hence be preferred over the PID algorithm 
in control loops subject to periodic disturbances.
The sensitivity of the amplitude ratio plot for the PI al­
gorithm with Lopez's parameters to the actual dead-time of the 
system can be observed in Figure (III-3). The control parameters 
used in that figure are the minimum ITAE parameters for 0 = 0.5t. 
It can be observed that even if the dead-time of the system varies 
to be 60% higher ( 0  = 0.8t) than the one used to tune the control 
algorithm, the result is a change on the peak amplitude ratio 
from 1 . 5  to 2 . 5  which is not too catastrophic for such a.large 
variation. The sensitivity to actual plant parameters is an 
important consideration in the case of nonlinear systems where 
K and 0/t vary with load. Sensitivity to the plant gain K is 
identical to the sensitivity to loop gain KKc shown in Figure 
(III-5) for the PI algorithm with minimum ITAE control parameters. 
Similar results are obtained for the PID algorithms.
Minimal or Deadbeat Algorithms
A minimal or deadbeat algorithm is one that is designed to 
drive the error at the sampling instants to. zero in a minimum
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number of sampling intervals, when a specific input is applied 
to the digital control loop. Both the type of input (step, ramp, 
etc.) and the point at which it enters the loop must be specified. 
The response is not minimal for any input other than the one for 
which the algorithm is designed.
The z-transform transfer functions of the deadbeat algorithms 
studied are shown in Table (III-3). Algorithms A and B in the 
table are designed for a step change in set-point R(s) [see 
Figure (III-l)], while algorithms C and D are designed for a step 
change in disturbance D-^(s) at a sampling instant. As can be 
seen in the table, the form of the algorithm for the case where 
the sampling interval is equal to the dead-time of the system is 
different from the case where the sampling interval is greater 
than the dead-time. A short-hand way of referring to these two 
cases is fast-sampling and slow-sampling (2 ), respectively, which 
is all right as long as the case where the sampling time is 
smaller than the dead-time is not considered.
Each of the four algorithms presented in Table (III-3) can 
be manipulated algebraically to the form'
D(Z) ' ^  -l1*-----= 2  < 1 1 1 - 1 1 )
' ' 1 +  h^z +  b.yZ
The computational equation for Equation (III-ll) is given by:
m = g e + g.e , - (h.m . +  h„m 0) (1 1 1 - 1 2 )
n &o n 6 1  n - 1  ' 1  n - 1  2  n- 2 ' v
TABLE III-3 
DEADBEAT ALGORITHMS
b = exp (-T/t)
A. Set-point Step Input, T = 0
d(2) = - J  ____
( ’ K<1-b> (l-z'bn+z"1)
B. Set-point Step Input, T >  0
D(z-) . _ i  (l-fcs--)-. -
( }  KU-d)
C. Load Step Input, T = 0
[ x . M i t b l  ,-lj
. 1 +b+b L  1 +b+b
K(i-b) (1.2-1)[1+(1+b)z"1 ]
D. Load Step Input, T >  0
[■ ■ is? ■"]
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which shows that the deadbeat algorithms of Table (III-3) require 
the storage and updating of the value of the error at the current, 
en> and previous, en _ p  sampling instants, and the storage and 
updating of the manipulated variable at the two previous sampling 
instants, m n _ 1  and mn _2 . The four parameters gQ , g , h.^  and h 2  are 
dependent on the system parameters K, 0 and t and on the sampling 
time T. The algebraic expressions for gQ , g^, h^ and can be 
readily derived by comparison of Equation (III- 1 1 ) with each of 
the z-transfer functions of Table (III-3).
For the set-point step input deadbeat algorithm, a general 
equation can be written for any value of the sampling interval by 
defining:
6  = NT + AT, 0 as A <  1.0 (111-13)
a = exp [(0-NT-T)/t ] (111-14)
The algorithm obtained is given by
D(z) - ^ 4 — r  •*---- i:— 5- <111-15)K(l-a) (1.s-(»H))(1+a ^ z-l)
where b has the same meaning as in Table (III-3). Equation (111-15) 
converts into Equation A of Table (III-3) for T = 9> since for 
this case N = 1, A = 0 and a = b. It converts into Equation B of 
the table for T >  9 since for this case N = 0 and therefore a = d.
From Equation (111-15) it can be seen that the number of values
of the error that must be stored and updated is always two, while 
the number of values of the manipulated variable that must be
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stored and updated is (N+l) when T = 9, and (N+2) when T ^ 0.
This means that the number of storage locations required by this 
algorithm increases by one for each time that the sampling inter­
val T can be divided into the dead-time 9.
For the load input deadbeat algorithm, a single equation for 
all sampling frequencies as Equation (111-15) cannot be derived.
This is because the minimal response to a step input in load is 
different for different values of T. Instead, two general equations 
can be derived, one for the case when 0 = NT (&=0, a=b) and one 
for the case when it is not. These are, for 0 = NT:
D(z) = -J-°-----------1=2--------------
V ' K(l-b) . N k , ,
(l-z-l)S <S
k = 0  j = 0
N+l . E1  ' N+l . 
S  b 3  Z b3
i - A  a _ A
(111-16)
and for 0 = NT +  AT, 0 <  A < 1:
(111-17)
The storage requirements are identical than for the step-input 
algorithms. Equation (111-16) simplifies to Equation C of Table 
(III-3) for N = 1, and Equation (111-17) simplifies to Equation D
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of the Table for N = 0, a = d.
The slow-sampling (T >  0) algorithms of Table (III-3) produce
intersample ripple. This means that even though the error at the
sampling instants is driven to zero in a minimum number of sampling
intervals, the error between samples oscillates around zero. The
decay ratio of these oscillations, defined as the ratio by which
the amplitude of the error changes after one complete cycle, is
2
given by [(d-b)/(1—d)] (2). The decay ratio must be less than
one for the intersample oscillations to die out. Since d and b 
are functions of system parameters © and t, and of the sampling 
interval T, for each set of the system parameters there is a 
range of the sampling interval T for which the decay ratio is 
greater than unity and consequently the system is unstable. This 
range is (2 ) :
6  <  T S T ln[2exp(0/t) - 1] (111-18)
Hence, the sampling time must be greater than the right hand side 
of this inequality for the system to be stable.
Figure (111-14) shows the amplitude ratio plots for the set- 
point step input deadbeat algorithms [Equations A and B of Table 
(III-3)]. The fast sampling (T=0) algorithms have a constant 
amplitude ratio of unity at all frequencies, and at all values of
0. The slow sampling algorithms shown at three different values 
of 0 /t are for a sampling time designed to give a decay ratio of 
one fourth decay ratio). The amplitude ratio is shown to
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Figure (111-14). Frequency Response of Set-Point Step Input
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increase with frequency, as if the algorithm was a pure differ­
entiator. The maximum amplitude ratio occurs at ^ uj , which is
s
the highest frequency seen by the system because of sampler 
aliasing error. Similar results are obtained with other sampling 
frequencies, with the maximum amplitude ratio decreasing as the 
sampling interval is increased.
The amplitude ratio for the fast-sampling (T=@) load-input 
algorithm is shown in Figure (111-15) for different values of 
dead-time. The amplitude ratio increases with frequency until 
aliasing error is encountered. Systems with low dead-time have 
a smaller amplitude ratio at low frequencies, but a larger maxi­
mum amplitude ratio since aliasing error occurs at higher fre­
quencies. Figure (111-16) shows the amplitude ratio plots for 
load input slow sampling (T > 0) deadbeat algorithms with \  decay 
ratio sampling interval. The peak amplitude ratios are so high 
for this algorithm that it is totally undesirable. It should not 
be used in loops that are subject to periodic disturbances. In 
general, the load-input algorithms produce higher amplitude ratios 
than the set-point input algorithms. This is because the sinusoidal 
disturbance D£ is equivalent--as explained above--to a set-point 
disturbance of opposite sign.
The most outstanding result presented in this section is that 
the fast sampling set-point input algorithm does not amplify or 
attenuate signals of any frequency. While the lack of amplification 
may be desirable, the lack of attenuation at high frequencies is
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not. This means that the amplitude of the oscillations of the 
manipulated variable must be large at high frequencies for the 
amplitude of the oscillations of the controlled variable to be 
equal to that of the disturbance, as the first order lag of the 
plant attenuates the oscillations of the manipulated variable 
at high frequencies. Since the other deadbeat algorithms amplify 
high frequency signals and never attenuate them, as shown in 
Figures (111-14), (111-15) and (111-16), they are even less de­
sirable than the fast-sampling set-point input deadbeat, for 
loops subject to periodic disturbances.
Cases in which the sampling interval is smaller than the 
dead-time (T <  0) were not investigated since that range of 
sampling intervals is not commonly used with deadbeat algorithms. 
Non-minimal Algorithms
The algorithms given in Table (III-4) have been proposed by 
Mosler and co-workers (2). Like the deadbeat algorithms, these 
are designed for specific inputs at specific points in the loop. 
However, these do not drive the error to zero in a minimum number 
of sampling intervals. Instead one or two more sampling intervals 
than the minimum are required. In exchange the non-minimal al­
gorithms produce a more stable response. No set-point input non- 
minimal algorithm is proposed for the case where T = 0 (fast 
sampling) since for this case the minimal algorithm is stable.
For the case where T >  0  the non-minimal algorithm eliminates the' 
intersample ripple produced by the minimal algorithm. This is
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TABLE III-4 
NON-MINIMAL ALGORITHMS* 
b = exp (- ”  )
, 0 - T x
d = exp ( ------ )
A. Step-Input in Setr-Point, T >  0 
D(z) =
K(l-b) -1N .. . d-b -1.
(1 -z ) ( 1  + —  z )
B. Step-Input in Load, T = 0
x [|(1 |b +  b) 2  +  i d + b ^ d - b z - ^ z ' 1 ] 
D(2) " <i-z-l)ci + i(i+b>z-1]2
C. Step-Input in Load, T >  0
D(z) = 1+b
( 1 1+b J
*  Source: Reference (2).
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not the case with the load-input slow sampling algorithm as both 
the non-minimal and the minimal produce inter-sample ripple.
The computational equation given in the previous section 
[Equation (111-12)] holds for algorithms A and C in Table (III-4). 
Algorithm B in the table requires two extra parameters and storage 
locations:
"n ' V n  + slen-l + g2en-2 ' P y V l  + h2mn-2 + <m -19>
The algebraic expressions for parameters gQ , g^, h^, h a n d
h^ can again be obtained by comparison with the algorithm in the 
table.
The amplitude ratio of the non-minimal slow sampling, set- 
point step input is unity at all frequencies, independent of the 
sampling interval T and of the dead-time 9. This indicates that, 
by taking an extra sampling interval to reduce the error to zero, 
the non-minimal algorithm succeeds in completely eliminating the 
instability of the slow-saxtpling, set-point minimal algorithm.
The non-minimal algorithm is stable even with a sampling interval 
T in the range for which the minimal algorithm is unstable.
However, as the fast sampling set-point input deadbeat algorithm, 
the slow sampling set-point non-minimal algorithm holds the 
amplitude ratio at unity for large frequencies by forcing high 
amplitude oscillations of the manipulated variable.
Figure (111-17) shows the amplitude ratio plots for the non- 
minimal fast sampling load-input algorithm. The amplitude ratio
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Figure (111-17). Frequency Response of Load Input Fast Sampling
Non-minimal Algorithm.
at low frequencies is larger the larger the dead-time of the
system, but the maximum amplitude ratio, at the resonance peak,
is larger the smaller the system dead-time, since it occurs at
a higher frequency. This indicates there is derivative type action
on this algorithm since the amplification is so much larger at
higher frequencies. This algorithm produces some attenuation
of the disturbance at high frequency with the minimum occurring
at cu = m / 2 , 
s
The amplitude ratio plots for the non-minimal slow-sampling
load input algorithm are shown in Figure (111-18) for different
values of the system dead-time and ^  decay sampling. Sampler
aliasing error starts before the resonance peak is completed
causing the maximum amplitude ratio to occur at for each
s
curve. As for the fast sampling algorithm the amplitude ratio at 
low frequencies is larger the larger the dead-time of the system, 
but the maximum amplitude ratio is larger the smaller the dead- 
time, since it occurs at a higher frequency. There is a range 
of sampling intervals for which the system is unstable because 
the decay ratio of the intersample oscillations is greater than
1. This range is the same as for the slow-sampling deadbeat 
algorithms given by Equation (111-18). This algorithm also fails 
to attenuate disturbances at any frequency.
The sensitivity to dead-time of the slow sampling set-point
non-minimal algorithm is shown in Figure (111-19), using \ decay •
sampling time. This is the only one of the minimal and non-minimal
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algorithms investigated above that did not become unstable when 
the system dead-time varied to + 607c, of the value used to calcu­
late the algorithm parameters.
Conclusions
The effect of sinusoidal disturbances on sampled-data control 
systems has been studied. The following points of interest in 
the selection and design of digital control algorithms can be ex­
tracted from the results discussed above:
(a) Sinusoidal disturbances in a certain range of frequencies 
are amplified by the digital controller because of loop 
resonance. The range of frequency where amplification 
occurs is approximately \ . l  £  (jut ^ 2 0 , and for any parti­
cular algorithm the frequency of maximum amplification
is higher the lower the ratio of dead-time to time con­
stant of the system (0/ t)-
(b) High frequency disturbances are also amplified because 
the sampler folds frequencies higher than one half the 
sampling frequency into a harmonic frequency which is
-lower than one half the sampling frequency without change 
in amplitude. This makes it imperative to place a filter 
at the input of the sampler in order to attenuate high 
frequency disturbances before they reach the sampler.
A  discussion on the design of such a filter will be
't
given in the following chapter.
(c) In selecting a PI or PID algorithm for a loop which could 
be subject to periodic disturbances, the minimum ITAE 
parameters should be preferred since they produce the 
least amplification at the resonance peak. The use of 
minimum ISE parameters is precluded because of the in­
ordinately large amplification that this algorithm is 
capable of producing. PI algorithms produce less ampli­
fication than PID algorithms.
(d) The minimal or deadbeat algorithms do not attenuate
sinusoidal disturbances even at the maximum frequency
seen by the system which is u) /2. Except for the fast
s
sampling (T = 0) set-point input algorithm, maximum amp­
lification occurs at one half the sampling frequency m •
s
This lack of attenuation is not desirable since it is 
due to large oscillations in the manipulated variable 
at high frequencies. This causes excessive movement and 
wear of the final control element. Hence, deadbeat 
algorithms are not recommended for loops subject to 
sinusoidal and random disturbances.
(e) Of the three non-minimal algorithms proposed by Mosler 
and co-workers, the fast sampling load-input algorithm
is the only one that attenuates high frequency sinusoidal 
signals. However, both the slow and fast sampling load- 
input algorithms produce high amplitude ratio at the 
resonance peak. The slow-sampling set-point input does
not amplify nor attenuate signals of any frequency. 
Therefore, these algorithms are not recommended for 
loops subject to periodic disturbances.
The effect of sampler aliasing error is quite detrimental to 
the digital control of processes subject to periodic disturbances, 
especially if these disturbances are other than sinusoidal and 
contain more than one frequency, as the high frequency components 
are amplified as much as the low frequency components. To reduce 
this effect, a low pass filter can be used to attenuate high fre­
quency signals before they reach the sampler. The design of such 
a filter is discussed in the next chapter.
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NOMENCLATURE
a Parameter defined by Equation (111-14)
b Parameter defined in Table (III-3)
C(s) Laplace transform of controlled variable
C 7(s) Laplace transform of measured variable
d Parameter defined in Table (III-3)
D(z) Pulse transfer function of digital controller
D^(s) Laplace transform of load disturbance
D 2 (s) Laplace transform of sinusoidal disturbance
E(s) Laplace transform of error signal
E(z) z-transform of sampled error signal
th
e^ Value of error signal at n sampling instant
g0 »g- ^ > 8 2  Parameters in computational equations, [Equations 
(111-12) and (111-19) ]
Parameters in computational equations, [Equations 
( 1 1 1 - 1 2 ) and (111-19) ]
IAE Time integral of the absolute value of the error
ISE Time integral of the squared error
ITAE Time integral of the time weighted absolute value
of the error 
K  Gain of the plant
K£ Controller proportional gain
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k Interger used in Equations (III-2), (III-3) and (III-5)
til
mn Value of manipulated variable at the n sampling
instant
M(z) z-transform of controller output
th,
n Interger denoting n sampling instant
N Interger number of times that the sample time T
can be divided into the dead-time 0
R(s) Laplace transform of the set-point or reference
signal
s Laplace transform variable
t Time
T Sampling interval
Controller integral (or reset) time
T, Controller derivative time
d
Ts
z z-transform variable (z = e )
A Remainder fraction of the division of T into
0(A = |  - N)
0 Dead-time of the plant
T Plant time constant
CD Frequency of the input sine-wave
uj Sampling frequency (cu = 2 7 7/T)
s s
Frequency to which the sinusoidal disturbance is 
folded by the sampler. Defined by Equation (III-5).
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CHAPTER IV
FILTER DESIGN FOR DIGITAL CONTROL LOOPS
Introduction
It has been shown in the previous chapter that, when a sinu­
soidal disturbance is applied to a digital control system, the 
sampler prevents the attenuation of the amplitude of the distur­
bance as the frequency of the input signal increases. Hence, 
high frequency disturbances that are normally attenuated in con­
tinuous -data control systems may be amplified in sampled-data 
control systems. This amplification is caused by the sampler, as 
it folds the input frequency into a frequency lower than one half 
the sampling frequency without decrease in amplitude. This low 
frequency disturbance can then be amplified by the control loop 
if the phase lag around the loop at that frequency is close to 180°, 
as loop resonance occurs. This effect, known as sampler aliasing 
error, must be eliminated if good digital control of systems that 
can be subject to high frequency disturbances is to be achieved.
One way to solve this problem is to attenuate the amplitude of the 
disturbance before it reaches the sampler with a first-order lag 
filter placed at the input of the sampler or multiplexor.
The bulk of this chapter will be dedicated to study the design 
of such a filter and its influence on the frequency and step
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response of the loop. First, a general discussion on the location 
and implementation of the filter will be given. Then, the effect 
of the filter time constant and the other loop parameters on the 
response of the system will be presented for PI and PID algorithms. 
The effect of the filter on the error integrals of the response to 
a step change in load will be discussed followed by a presentation 
of ways of compensating for the filter. Digital filter algorithms 
proposed by Goff (1) will then be presented, and the chapter will 
end with a summary of the results in the form of conclusions. 
First-Order Lag Filter
A  block diagram of the digital control loop with a first-order 
lag filter is shown in Figure (IV-1). The filter must be located 
immediately prior to the sampler in order to eliminate the possi­
bility of sinusoidal disturbances entering the loop between the 
filter and the sampler. The filter time constant T^ is the only 
parameter to be determined in the design of the filter. The steady- 
state gain of the filter is unity so that the static loop-gain is 
not affected by the presence of the filter. The reciprocal of the 
filter time constant is its breakpoint frequency cu^ . The attenuation 
produced by the filter on sinusoidal signals of frequency greater 
than cop is such that the amplitude of the signal out of the filter 
is approximately inversely proportional to its frequency. Signals 
of frequency lower than u)p are not attenuated significantly by the 
filter.
The first order lag filter can be implemented by a passive 
electrical circuit as the one shown in Figure (IV-2a). The circuit
Ke"es
T S +  I
M(s)+, C(s)
D(z)
Y(s)
+  TpS
Figure (IV-1). Block Diagram of System with First Order Lag Filter
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Figure (IV-2). Passive Circuit for First 
Order Lag Filter
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consists of a resistor of resistance R and a capacitor of capacitance 
C in series, with the output signal taken as the voltage across the 
capacitor. The transfer function for such a circuit can be obtained 
by a simple application of Ohm's law; neglecting the current drawn 
by the load, as:
C^(s) = RCs+1 (IV-l)
where the product RC, by comparison with the filter transfer func­
tion given in Figure (IV-l), can be identified as the filter time 
constant T^. When the load current is considered as in Figure 
(IV-2b), the transfer function of the circuit becomes
Y(s)- _
C *(s) RC s+1+R/Rl
(IV-2)
where R^ is the resistance of the load. Equation (IV-2) approaches
Equation (IV-l) when the ratio R/R approaches zero or equivalently
L
when the load resistance is very large. However, in order to obtain 
filter time constants of the order of seconds, the value of R must 
be of the order of 10^ ohms, since the value of C is of the order 
of 10 ^ farads. For such large values of R and reasonable load re­
sistances encountered in practice, the ratio R/R^ in Equation (IV-2) 
is not negligible, causing the steady-state gain of the transfer 
function to deviate from unity. In short, load current introduces 
an error in the gain of the passive network filter that makes it 
undesirable.
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An active circuit implementation of the first-order lag filter 
is shown in Figure (IV-3a). The use of an amplifier eliminates the 
problem of the loading current error as long as the current capacity 
of the amplifier is not exceeded. The transfer function of the 
circuit of Figure (IV-3a) is the one given by Equation (IV-l) if 
the grid (or base) voltage e^ is assumed to be very close to zero. 
The gain of the transfer function is unity as long as the two 
resistors have the same resistance. Another advantage of the 
active circuit is that, by introducing a potentiometer in the feed­
back path as shown in Figure (IV-3b), the size of the filter time 
constant is not limited by the size of available resistors and 
capacitors. The transfer function for such a circuit is given by:
where P is the potentiometer setting. The filter time constant 
can be increased by decreasing the potentiometer setting P as T^ = 
RC/P.
Filter Design
The design of the filter consists on determining the value of
the filter time constant T„. Since only those signals with fre-
J?
quencies higher than the filter breakpoint frequency, a)p = 1 /T^ ,, 
are attenuated by the filter, the filter time constant should be as 
long as possible. On the other hand, a long filter time constant 
deteriorates the response of the system to step changes in set-point
P
(IV-3)
■—o
e y(t)c'(t) b
(a) Simple Active Lag
y(t)c'(t)
(b) With Potentiometers
Figure (IV-3). Active Circuits for First 
Order Lag Filter
and in load. It would appear from this that an optimum filter time 
constant could be determined, but this would require the definition 
of a cost function or index of performance containing terms for 
the attenuation of sinusoidal inputs and for the response to step 
inputs. Such an index of performance cannot be defined in a gen­
eral study like this since the optimum would be highly sensitive 
to the relative weights given to the two terms mentioned above and 
such weights depend on the particular system and the type and fre­
quency content of its input signals.
The filter time constant is best expressed in terms of its 
ratio to the sampling interval T, since the main purpose of the 
filter is to attenuate sampler aliasing error. This error occurs 
only on signals of frequency higher than one half the sampling
frequency cm . Hence the shortest filter time constant that will at 
s
tenuate all of the signals subject to aliasing error corresponds 
to a filter breakpoint frequency equal to one-half the sampling 
frequency:
cife = §U)S = 5  (IV-4)
This gives for the shortest filter time constant of interest:
1 T
T = —  = (IV-5)
F lOp 77
A  signal of frequency cm is attenuated by the filter by a factor (2)
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X ( M _
C (jo) y< a>rF) z+ i
i
(IV-6 )
where the term on the left hand side of the equation is the absolute
value or magnitude of the filter transfer function. It is also
the dynamic gain of the filter. If the filter time constant given
by Equation (IV-5) is used, it can be calculated with Equation
(IV- 6 ) that the attenuation of signals with frequencies between
•j=ru) and u) ranges from 0.71 to 0.45. This may not be enough at- 
s s
tenuation since these signals, after being folded into low fre­
quency signals by the sampler, can be amplified as much as two or
three times by some algorithms. Hence, a filter with T = T/tt
r
may not attenuate signals in the first aliasing cycle enough to
prevent a net amplification by the control system. The filter
time constant should then be longer than T/ tt if the possibility of
amplification due to aliasing error is to be totally eliminated.
It has been proposed by Goff (1) that the point of diminishing
returns, measured in terms of the root mean square amplitude of
the response to random input signals, is attained at T„ = T/2.
r
As will be shown in the next section, this value of the filter 
time constant seems to be a good choice when the response to 
signals of any frequency is considered. However, when designing 
a specific system with disturbance signals of known frequency, a 
different filter time constant may be found to be a better choice'.
Effect of Filter on Frequency Response of PI and PIP Algorithms
The effect of the filter on the response of PI and PID al­
gorithms is discussed in this section. The amplitude ratio plots 
for different filter time constants are shown in Figure (IV-4) 
for the PI algorithm with minimum IAE parameters. The amplitude 
ratio plot without the filter is also shown for comparison. The 
attenuation on the high frequency region of the plot (urr >  6.3) 
can be observed to increase when the filter time constant is in­
creased. However, the amplitude ratio at the resonance peak also
increases with increasing T . The case where T = T/2 seems to be
r J?
the best compromise since attenuation in the first frequency range 
subject to aliasing error is good without unduly increasing the 
amplification at the resonance peak. The increase in amplifica­
tion at the resonance peak is due to the additional phase lag that 
the filter introduces to the loop, which causes the phase lag 
around the loop to become 180° at a lower frequency, at which the 
dynamic gain around the loop is higher.
The effect of filter time constant on the amplitude ratio plots 
of the PID algorithm with minimum IAE parameters is illustrated in 
Figure (IV-5). In this case increasing the filter time constant to 
T/fl- and T/2 not only increases attenuation at high frequencies but 
also decreases amplification at the resonance peak. This is be­
cause the derivative action can cause an increase in the dynamic 
gain of the open loop with increasing frequency, causing the ampli­
tude ratio at the resonance peak to decrease as the frequency at 
which it occurs is decreased by the filter. As the filter time
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89
o
-  = 0.50
o
LU
Q
o
o No filter
_jru
Q_
C E
o
o
t— i i  »' n riT 1—I TTTTo
FREQUENCY, RflDIflNS
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PID Algorithm Response.
constant is increased further to T^ = T, the frequency at which 
resonance occurs is further lowered to the region where the loop 
gain is higher and so is the amplitude ratio at the peak. This 
result cannot be generalized to all PID algorithms, since the 
presence of two peaks on the amplitude ratio plot of the open loop 
depends on the tuning parameters, which in turn depend on the error 
integral criteria used, the system parameters 0  and t , and the samp­
ling interval T. The choice of T/2 as the filter time constant 
seems to be the best compromise for PID algorithms also.
The amplitude ratio plots for different values of the sampling 
interval, T, are shown in Figure (IV- 6 ) for the PI algorithm with 
minimum IAE parameters. The filter time constant is set at T/2 
for each curve. The amplitude ratio at the resonance peak in­
creases with increasing sampling interval since the phase lag 
around the loop is increased by both the zero-order hold and the 
filter. The second peak shown by the curves at high frequencies is 
the one caused by aliasing error and would be of the same size as 
the first one had the filter not been in the loop. The attenuation 
effect of the filter can be graphically observed in this figure.
The effect of varying the sampling interval on the amplitude 
ratio plots of the PI algorithm with minimum ITAE parameters can 
be observed in Figure (IV-7). The filter time constant is again 
set at T/2 for each curve. This plot is completely analogous to 
the previous one with lower amplitude ratio at the resonance peaks 
since the minimum ITAE parameters produce lower loop gains than 
the minimum IAE parameters.
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The effect of varying the dead-time for the PI algorithm with 
minimum IAE parameters is shown in Figure (IV-8 ). The sample time 
is set equal to the dead-time 0  and the filter time constant equal 
to one half the sample time T. These curves are very similar to 
those shown in Figure (III-9) without the filter. The only dif­
ferences are the attenuation at high frequencies and the increase 
in the amplitude ratio at the resonance peak, both due to the 
presence of the filter.
The effect of varying the sample time for the PID algorithm 
with minimum IAE parameters is shown in Figure (IV-9). Figure 
(TV-10) shows the same effect for the PID-ITAE algorithm. In 
both cases the curve for which the sample interval is equal to 
the dead-time has the lowest amplitude ratio at the resonance peak. 
This is completely opposite to what is shown in Figure (111-12) 
for the case without the filter. This is because the filter shifts 
the frequency of resonance to a point of lower dynamic gain for 
the T = 0 curve, while shifting the other curves to points of 
higher dynamic gain, therefore decreasing the maximum amplitude 
ratio for the former and increasing it for the latter. This is 
caused by the high frequency peak in the dynamic gain of the open 
loop caused by the derivative action. The presence of this peak 
shows up on the closed-loop amplitude ratio plot for T = 0.2x of 
Figures (IV-9) and (IV-10). The third peak of that curve is the 
reproduction of the second by sampler aliasing error and is smaller 
in magnitude because of the attenuation of the filter.
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The amplitude ratio plots for different values of the system 
dead-time for the PID algorithm with minimum IAE criteria are shown 
in Figure (IV-11). For each curve the sample time is set equal to 
the dead-time 0  and the filter time constant equal to one half the 
sampling interval. This plot is similar to the one for the PI 
algorithms.
The effect of the filter on minimum ISE algorithms was not 
investigated since these produce high amplification of low fre­
quency signals even without the filter.
Effect of Filter on Error Integral Criteria
The PI and PID algorithms studied in this work are designed 
to minimize the integral of some function of the error when a step 
change in load is applied to the system (3). In this section the 
effect of the filter on these error integrals is analyzed.
The effect of varying the filter time constant T^ on the inte­
gral of the absolute value of the error, IAE, is shown in Figure 
(IV-12) for the PI and PID algorithms with minimum IAE parameters. 
The ordinate is the ratio of the IAE with a filter time constant
T„ to the IAE with no filter, while the abcisa is the ratio of the 
F ’
time constant T^ to the sample time T. The integral of the absolute 
error increases monotonically with the filter time constant as can 
be observed in the figure. The relative increase in IAE is not as 
high for the PID as for the PI algorithm when the filter time con­
stant is low in comparison to the sample time. The reverse is 
true when the filter time constant is high. The fact that the two
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curves seem to cross at = T is pure coincidence for the case
illustrated. Figure (IV-13) shows the effect of the filter time
constant T on the integral of the time weighted absolute value of 
r
the error (ITAE) for PI and PID algorithms with minimum ITAE pa­
rameters. This figure is similar to the previous one except for 
the greater sensitivity of the ITAE to the filter time constant.
The effect of the filter on error integral criteria at various 
values of the sample time T is shown in Table (IV-1). The filter 
time constant is set at one half the sampling time in each case.
The table illustrates that increasing the sampling interval in­
creases the detrimental effect of the filter on error integral 
criteria as the filter time constant increases with sample time.
The greater sensitivity of ITAE to the presence of the filter is 
again illustrated. PID shows less detrimental effect of the filter 
than PI for these values of the filter time constant as illustrated 
in Figures (IV-12) and (IV-13).
Compensation for Filter
In the cases illustrated above no attempt has been made to 
compensate for the filter in the digital control algorithm. One 
way to compensate for the filter is to include the filter in the 
open loop step input test when the dead-time and the time constant 
of the system are measured. The error integral obtained in this 
manner will be the minimum obtainable for the system with the filter 
but greater than the one obtainable with the original system with­
out the filter. This is because the filter will cause the dead-time
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T/t
0.10
0.50
0.80
TABLE IV-1
EFFECT OF FILTER ON ERROR INTEGRAL CRITERIA 
Tp = T/2 
0 = 0.5t
IAE (T ) / IAE ( 0) ITAE (T_,)/ITAE (0)
r r
PI PID PI PID
1.13 1.11 1.18 1.17
1.51 1.34 2.10 1.91
2.00 1.92 3.34 3.07
'r
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and the time constant of the system to be longer and Lopez's plots 
indicate that this increases the error integrals (3,4).
An alternative way to compensate for the filter is to introduce 
in the algorithm a filter compensation calculation, as shown in 
Figure (IV-14). The block diagram indicates that the compensation 
part of the algorithm is applied to the measured variable only and 
not to the reference or set-point signal. This does not involve 
the addition of a new sampler as it might appear from the block 
diagram since the reference signal is entered through the operators 
console anyway. The proposed equation for the filter compensation 
is a discretized version of the first-order lead:
X(s)
= 1 +  T_s (IV-7)Y(s) F
which is given by:
T
*n “ + <*n - W  <IV-8>
where: x^ = output of the filter compensator at the n ^  sampling
instant.
t*Vi
yn = sampled value of the output of the filter at the n 
sampling instant.
The differentiation performed by the compensator does not 
amplify back the attenuated sinusoidal signals since it is per­
formed after the sampler has folded its frequency into a lower one. 
However, it should compensate for the lag introduced by the filter 
when the system is disturbed by a step-change in load.
FILTER
COMPENSATOR
Figure (IV-14). Block Diagram of System with Filter Compensation
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The effect of the compensator on error integrals for step 
changes in load can be observed by comparing the values given on 
Table (IV-2) with the corresponding values on Table (IV-2) for which 
no compensation was used. Compensation is shown to be detrimental 
on error integral criteria for the PID algorithms when the sampling 
interval is long (T = 0.8x). For the PI algorithm and short sample 
times the filter compensator reduces the error integrals to values 
lower than the original system without filter. This is because it 
introduces derivative action and converts the PI algorithm into a 
form of PID algorithm which produces lower values of the error in­
tegral. It must be pointed out at this time that, in theory, a PID 
algorithm with Lopez's tunning parameters should produce a lower 
IAE or ITAE than the PI algorithm with the filter compensator since 
the former is designed to produce minimum IAE or ITAE as the case 
may be. This is assuming that the system parameters are determined 
with the filter in the loop as explained in the first paragraph of 
this section. The compensator does not cause as much improvement 
with the PID algorithms as with the PI algorithms. This is probably 
because the PID and the compensator form a type of PIDD (double de­
rivative) algorithm which is rarely used.
The amplitude ratio plot for the PI algorithm with minimum IAE 
parameters and with filter compensator is compared in Figure (IV-15) 
with the cases of the system without filter and of the system with 
filter without compensator. A  similar plot is shown in Figure 
(IV-16) for the PID algorithm with minimum IAE parameters.
As can be seen from the figures the compensator increases the
TABLE IV-2
EFFECT OF FILTER COMPENSATOR ON ERROR INTEGRAL CRITERIA
Tp = T/2 
0 = 0.5t
IAE ( T ) / IAE ( 0) ITAE ( T j  / ITAE ( 0)
r J?
T/ t PI PID PI PID
0 . 1 0 0.98 1 . 0 1 0.97 1.03
0.50 1.18 1.32 1.24 1.37
0.80 1.97 3.30 2.72 4.68
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amplitude at the resonance peak and shifts the frequency at which 
it occurs back to the frequency at which resonance for the system 
without filter occurs. The increase in amplitude ratio at the 
resonance peak is significant for the PID algorithm and shows up 
in the first aliasing cycle. This makes the filter compensator 
undesirable, from the frequency response point of view, for the 
PID algorithm.
Digital Filter
The analog filter discussed in the preceeding sections will 
certainly increase the cost of the control system since, for the 
long filter time constants that are necessary in practice, an 
operational amplifier must be installed on each loop that is to be 
filtered. As this amplifier is the most expensive part of the 
filter, Goff (1) has proposed that a digital algorithm be used to 
do the filtering. Since any digital computations must be done 
after the measured variable is sampled, the digital filter a l ­
gorithm must sample at a higher rate than the control algorithm if 
it is to attenuate the effect of the sampler aliasing error. Let­
ting Tg be the time interval between samples of the measured vari­
able, the ratio:
N = (IV-9)
s
must be an interger. Aliasing error will still occur, but it will
begin at a frequency N times greater than id /2, with frequency
s
folding occurring about this higher frequency of Nyj /2. The samp-
s
ling frequency < j d is still 2^/T where T is the control sampling 
s
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interval. An analog filter must still be used to eliminate the 
aliasing error of the fast sampler, but its time constant will be 
N times smaller allowing the use of a passive filter that does not 
require an amplifier. The same effect could be obtained by reducing 
the control sample time by N, but this would mean that the final 
control element (i.e. valve, governor, etc.) has to be updated N 
times faster, causing excessive wear on its mechanical moving parts 
in the presence of sinusoidal and random disturbances. A block 
diagram of the system showing the digital filter algorithm is given 
in Figure (IV-17).
Two filter algorithms are proposed by Goff: the arithmetic
average or simply averaging filter:
N-l
x = £  2 y . - (IV-10)
n N . _ ■'n-i
i=0
th
where x : value of algorithm output at n control sampling instant,
n
y^ : value of algorithm input at (n-i)th input sampling
instant.
and the first order lag or simply lag filter:
xi " xi-i + q  (yr xi-i> <IV-U)
where x^, y^ are the values of the filter output and input, re-
th
spectively, at the i input sampling instant. The parameter Q of 
the lag filter is given by:
«- l ^ y v  ( I V - l 2 )
R(s) i - e"TS M(s) /
s +  (
D1(s)
f +
■iO - C (s)
X(z)
DIGITAL
FILTER
- f a t
I + TpS
C'(s)
D2(s)
Figure (IV-17). Block Diagram with Digital Filter
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where Tg is the digital filter time constant.
Equations (IV-10) and IV-11) show that only one additional 
storage location per loop is required by the digital filter al­
gorithms. The computations involved are simple but must be per­
formed N times for each loop for each control sampling interval.
In addition the multiplexor must scan the measured variables N 
times faster for those loops that need filtering. In deciding be­
tween the digital filter algorithms and the simple analog filter 
the control engineer must weigh the cost of the analog amplifiers 
against the availability and cost of computer time and the cost 
of a faster multiplexor and analog to digital converter.
In the design of the digital average filter only one parameter 
must be chosen: the number of times the measured variable is
sampled in each control sampling interval, N. From Equation 
(IV-10) it is obvious that for N = 1 no average is taken and the 
measured variable is not filtered, since xn = y . In deciding on 
the value of N it is interesting to know what is the form of 
Equation (IV-10) when N is very large. To find out, it is first 
multiplied and divided by Tg to obtain:
1  N " 1
x = z y -T (IV-13)
n NT . _ ■'n-i s
s 1 = 0
As N is increased the period between samples Tg decreases and in
the limit approaches a differential of time dt,r This converts the
summation into an integration extending over one control sampling
period T. The product NT is constant and equal to T from
s
I
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Equation (IV-9). Equation (IV-13) converts then into:
(IV-14)
This means that the digital average filter approaches--as the 
parameter N becomes large--an analog integrator that is reset to 
zero at each sampling instant. The analog filter whose operation 
is represented by Equation (IV-14) is commonly used in the con­
trol of variables such as the thickness of the sheet produced by 
a paper machine or of the film produced by a plastic extruder that 
must be averaged across the width of the sheet or film by a scan­
ning device.
The design of the digital lag filter requires the specification 
of two parameters: T and T or Q. Even though Equation (IV-11)
S 3
requires only one parameter, Q, the rate at which the measured
variable is sampled must also be specified, by specifying either
N or T . As the value of T is decreased the value of Q--given 
s s
by Equation (IV-12)--approaches T /T . Substituting this into
&L S
Equation (IV-11) it can be shown that in the limit, as T approaches
s
dt (continuous sampling):
part of this chapter, meaning that the digital lag filter is the
discrete version of the analog lag filter. Hence, as T is decreased
s
(IV-15)
a
This equation represents the analog filter discussed in the first
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(N is increased) the response of the system with the digital lag 
filter approaches the response with the analog filter which has 
already been discussed above. Also, the parameter T of the digital
cl
lag filter has analogous effect to the parameter T of the analog
filter and may very well be choosen as T/2 as for the analog filter.
Figure (IV-18) shows the amplitude ratio plots for the PI
algorithm with minimum IAE parameters with analog filter (T = T/2),
r
digital average filter (N = 10) and digital lag filter (N = 10,
T = T/2). The digital and analog lag filters produce almostcl
exactly the same response even for N = 10. The average filter does 
a better job of attenuation at high frequencies but produces a 
higher amplitude ratio at the resonance peak. This is because the 
integration produces a greater phase lag than the first-order lag.
Variation of input sampling frequency does not have a drastic 
effect on the amplitude ratio plots for either the average or lag 
filters after N is greater than about 5. The decision on the value 
of N must be based on such considerations as the speed requirements 
on the analog signal multiplexor and digitizer, on the one hand 
and the analog filter time constant on the other. The latter con­
sideration is important because the analog filter time constant 
must be reduced enough so that it can be implemented with passive 
elements without significant loading error as has been explained 
above.
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Conclusions
The attenuation of sinusoidal disturbance signals to digital 
PI and PID algorithms by use of an analog first-order lag filter 
and digital filter algorithms has been studied. Filtering has been 
found to be effective in attenuating the effects of sampler aliasing 
error at the cost of slower control of step changes in load and of 
a slight increase in the amplification caused by loop resonance.
A good choice for the filter time constant for the analog and dig­
ital lag filters is one half the control sample time, T. However, 
other values of the filter time constant may be used in specific 
cases if the frequency of the disturbance signal is known.
The best way to compensate for the filter is to perform the 
step response tests for algorithm tuning with the filter in the 
loop. Addition of a first order lead to'the algorithm to exactly 
compensate for the filter improves the response to step-load inputs 
at high sampling rates but deteriorates it at low rates of sampling. 
It is not recommended for use with PID algorithms because it in­
creases the amplitude ratio at the resonance peak excessively.
It is hoped that the results presented here will aid in the 
understanding of the need for filtering and its implementation in 
digital control systems.
The algorithms studied in the preceeding chapters are of 
fixed form, with the parameters choosen so as to minimize some 
integral of the error or to drive the error to zero in a specific 
number of sampling intervals for a specific type of input. These 
algorithms are thus optimal within the limitations of their
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particular equations. It would appear that if the restriction of 
a pre-specified algorithm equation is lifted, lower values of the 
error-integrals could be obtained. This cannot be done however 
with the generalized linear system considered so far because the 
resulting optimal control policy would be in part on-off or "bang- 
bang" control since no penalty is included in the performance index 
for excessive control. This presupposes the definition of maximum 
and minimum values on the manipulated variable which introduces 
nonlinearity in the form of saturation in the control system. The 
introduction of a control cost in the performance index involves 
the choosing of its relative weight with respect to the error func­
tion which introduces a new parameter. To obtain a free form opti­
mal algorithm that retains the advantages of feedback control, 
dynamic programming is used in the next chapter to obtain optimal 
feedback control policies for nonlinear systems. This new algorithm 
cannot be easily compared with the fixed algorithms because of the 
difficulties just outlined. The free form algorithm produces abso­
lute optimal control (in Pontryagin's sense) and is therefore a 
standard against which the performance of other algorithms can be 
compared.
NOMENCLATURE
C
C(s)
c'(t)
C 7(s)
C'Cjoo)
D(z)
D ^ s )
D 2 (s)
eb
E(s)
E(z)
i
IAE(Tf)
ITAE'CTj
r
K
M(s)
Capacitance in farads of the capacitor used to
implement the analog first-order lag filter
Laplace transform of system output variable
Measured variable and filter input signal
Laplace transform of measured variable
Fourier transform of measured variable
Pulse transfer function of digital controller
Laplace transform of load disturbance
Laplace transform of sinusoidal disturbance
Base or grid voltage of amplifier used to implement
active analog filter (approximately zero)
Laplace transform of error signal 
z-transform of error signal
i*"*1 sampling instant of input to digital filter
Integral of the absolute value of the error for a
step input in load for a filter time constant of
Integral of the time averaged absolute value of
the error for a step input in load for a filter
time constant of T_
F
Gain of the plant
Laplace transform of the manipulated variable
n control sampling instant
Number of input samples per control samples
for the digital filter algorithms
Voltage ratio of potentiometer used with active
analog filter
Digital first-order lag filter parameter defined 
by Equation (IV-12)
Resistance in ohms of the resistor used with the 
analog filter.
Filter load resistance in ohms
Laplace transform of reference or set-point signal
Laplace transform variable
Time
Control sampling interval
Time constant of digital first-order lag filter 
algorithm
Time constant of analog filter
Input sampling interval for digital filter algorithms
th
Value of digital filter output at n control 
sampling instant or at the i ^  input sampling 
instant. Also output of filter compensator.
Laplace transform of output of first-order lead 
ss-transform of filter compensator output or of 
digital filter output
y(t) Signal output of analog filter
til
Value of analog filter output at i input 
sampling instant 
Y(s) Laplace transform of analog filter output
Y(juj) Fourier transform of analog filter output
z z-transform variable
0 System dead-time
T System time constant
0 ) Frequency of sinusoidal disturbance
U)p Analog filter breakpoint frequency (ojp = 1/Tp
UD. Sampling frequency (u)‘ = 2 7 7/T)
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CHAPTER V
OPTIMAL FEEDBACK CONTROL OF NONLINEAR SYSTEMS 
THROUGH DYNAMIC PROGRAMMING
Introduction
The purpose of this chapter is to demonstrate the use of dyna­
mic programming to obtain an optimal feedback control algorithm 
that, unlike the algorithms presented in the preceeding chapters, 
is not limited to a predetermined computational equation or re­
lationship between the manipulated variable and the current and 
previous sampled values of the measured variable. The diffi­
culties of developing this free-form algorithm for the generalized 
linear system considered in the previous chapters have been pointed 
out in the concluding paragraph of Chapter IV. A similar gener­
alized model for nonlinear systems cannot be developed because 
of the numerous different types of nonlinearities possible. In 
addition, the power of the dynamic programming technique could not 
be properly demonstrated with a general index of performance such 
as the quadratic performance index. In view of these difficulties, 
the recursive relation necessary to calculate the optimal feedback 
control policy is derived in this chapter for nonlinear systems in
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general. Then the technique is illustrated for two specific sys­
tems. The processes considered are of the fixed duration type be­
cause of the difficulty of defining an index.of performance that 
is meaningful in practice for continuous processes. Such fixed 
duration processes, if linear, are examples of the generalized 
systems considered in the preceeding chapters.
The problem of optimal control of processes has been given a 
lot of attention in the literature in the last few years. Lapidus 
and Luus (1 ) obtained the optimal control policy by direct search 
on the performance function. Rothenberger and Lapidus (2) used 
Pontryagin's Minimum Principle coupled with the techniques of 
quasilinearization and invariant inbedding. Similar techniques 
are presented by Lee (3). Evangelista and Katz used gradient 
searches in the control space (4). A common characteristic to 
all of these techniques is that they result in "open-loop" opti­
mal control policies. The control policy is optimal as long as 
the system follows the optimal trajectory. If the system drifts 
away from the optimal trajectory or if an uncontrollable distur­
bance drives it out of the optimal trajectory, the control policy 
is no longer optimal.
The technique to be presented here yields an optimal feedback 
control policy. It is based on the dynamic programming formula­
tion of the optimal control problem (5). The disadvantage of this 
technique, its high core memory requirements, has been pointed
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out in the literature (1). This is not however a disadvantage of 
the method of solution, but of the problem, as most of the infor­
mation that needs to be stored is also necessary if an optimal 
feedback control policy is to be obtained. To put it another way, 
it is not the method of calculation that requires the storage, 
it is the answers that need to be stored.
The need for storage is nevertheless a real limitation on the 
dimensionality of the problems that can be solved. Systems of 
order higher than third already require more core storage than 
that available in most computers. A computational technique 
that reduces the core memory requirements when a mass memory de­
vice is available has been presented by Larson (6 ). Techniques 
that require less storage and calculate approximate optimal con­
trol policies are discussed by Merriam (7).
The purpose of this chapter is to illustrate the use of 
dynamic programming to calculate an optimal feedback control table 
that can then be used by a digital control computer to optimally 
control a process. Time invariant systems with fixed final time 
are considered. The problem is first stated and then formulated 
from the dynamic programming point of view to derive a recursive 
relation. This derivation, for the most part, follows the one 
given by Dreyfus (8 ). Then the technique of approximation in 
policy space is introduced. This technique was originally pro­
posed in this work for the numerical solution of the dynamic pro-: 
gramming equation, but failed to show an advantage over straight 
numerical solution of the recursive relation. The numerical
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techniques used to solve for the values in the optimal control 
table are then discussed, followed by two application examples.
The first of these is the determination of the optimal temperature 
schedule for a first order batch reactor; the second example is 
similar to the first one but the reactor is second order. The 
chapter is concluded with a discussion of the applicability and 
limitations of the dynamic programming approach.
Statement of the Problem
The problem of optimal feedback control will be stated here 
in mathematical terms in order to introduce some of the mathemati­
cal notation. Given the n ^  order dynamical system:
x(t) = g[x(t), u(t)], x(0) = c (V-l)
"™* dx
where x(t) = —
x(t): n-dimensional state vector
u(t): m-dimensional control vector
c: n-dimensional initial state vector
t: time
and g[x(t), u(t)] is a non-linear vector function of the state 
and of the control. Given also the performance index:
T _  _
J = cp[x(T)] + J* h[x(t) , u(t)]dt (V-2)
o
where: J: index of performance (a scalar)
T: final time of the process
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cp[x(T) ]: scalar function of the final state
h[x(t), u(t)]: scalar function of the state and control vectors
The problem is then to determine the feedback control policy 
u(x, t) that maximizes the index of performance J. Even though 
maximization is used throughout this chapter, minimization could 
just as well have been used.
Dynamic Programming Formulation
The problem will now be reformulated from the dynamic pro­
gramming point of view. The purpose of this is to reduce the 
solution of a whole family of problems of different initial con­
ditions and duration to the solution of a single, more general, 
problem. The reformulation consists of defining the function:
f(c,T) = J - (V-3)
where f(c,T) is the (unknown) maximum value of the performance
—*
index that is obtained by using an optimal control policy u (t),
0 £ t < T, for a process with initial state c.
A process with the same initial state c but slightly longer 
duration (T + A), as diagrammed in Figure (V-l), can be considered 
to be a process of duration A and initial state c, followed by a 
process of duration T and initial state c 7 given by:
c 7 = c +  g (c, u) A (V-4)
It follows from the principle of optimality (5) that:
f(c, T + a) = {h(c,u)A + f[c +  g(c,u) A, T]} (V-5)
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c + glc,u)A
(T+A)
Figure (V-l). Process of Duration T + A
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The first term in the bracket is the performance index for the 
process of duration A and the second term is the performance index 
for the process of duration T.
Equation (V-5) is a recurrence relation that can be used to 
calculate f(c,T) for a process of any duration, starting from the 
condition that a process of zero duration has a performance index, 
from Equation (V-2):
f(c,0) = cp(c) (V-6 )
since for a process of zero duration the final state is the same 
as the initial state.
-'A* —
The optimal control policy u (c,T) is the function that maxi­
mizes the expression inside the brackets in Equation (V-5). For 
the time-invariant problem considered here, the process can be 
considered.to start anew at each instant of time, with the current 
state being the initial state and the time remaining its duration. 
This means that this formulation of the problem yields the optimal 
control policy as a function of the state and the time remaining 
at any instant of time which is the optimal feedback control policy 
of interest. It must be kept in mind, however, that for the gen­
eral case of a time dependent system the maximum performance index 
depends on the state, the current time and the final time; thus, 
an additional parameter (t) must be introduced into the formulation.
The terms in Equation (V-5) can be expended to give:
f(c,T+A) = f(7,T) +  H  (c,T)A + 0(A2) (V-7)
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f[c +  g(c,u)AjT] = f(c,T) (c,T) • g ( c ,u)A+ 0(A2) (V-8 )
Be
Substitution of Equations (V-7) and (V-8 ) into Equation (V-5) 
results, as A approaches zero, in the following first order partial 
differential equation:
“ (c,T) = M^X {h(c,u) + I(c,u) • H  (c,T) } (V-9)
with boundary condition given by Equation (V-6 ). This is the 
Hamilton-Jacobi-Bellman equation (9). Its solution is the func­
tion f(c,T) which gives the maximum value of the index of perfor­
mance as a function of the state and the duration of the process. 
From the maximization of the quantity in the brackets, the optimal 
feedback control policy u(c,T) can also be obtained. Equation (V-9) 
is non-linear because of the presence of the control vector u in 
the vector function g(c,u). Thus, an exact analytical solution 
cannot be obtained. The technique of approximation in policy 
space will be presented in the next section as means of obtaining 
an approximate solution to Equation (V-9).
Approximation in Policy Space
The technique of approximation in policy space is based on the 
fact that if a vector function
u = uq(c ,T) (V-10)
rt
is assumed and substituted into Equation (V-9), the latter becomes 
a linear partial differential equation with variable coefficients.
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It may then be possible to solve this equation to obtain a func­
tion fQ'(c,T). This function can then be substituted into Equation 
(V-9) and the maximization operation carried out to obtain a new 
control policy u^(c,T) such that
      Bf
{hCc.u^c.T) ] + gO.u^CjT)] • — ■ (c-,T)} <;
________  Sf
<; (h[c,u(c,T)] + g[c,u(c,T) ] . — (c,T)} (V-ll)
d<T
The procedure is then repeated using the new control policy
u^(c,T) and so on. Eventually the control policy converges to the
— *  —
optimal control policy u (c,T). Proof of the convergence of this 
procedure is given by Bellman (10).
The analytical solution of the linearized first-order partial 
differential equation is not simple, and, except for the simplest 
problems, becomes more complex after each iteration. In addition, 
the functions h(c,u) and g(c,u) must be differentiable with respect 
to the control vector u if an analytical expression is to be ob­
tained from the maximization of the right hand side of Equation 
(V-9). The problem is further complicated when constraints are 
imposed on the control vector u. In general, an analytical solu­
tion to Equation (V-9) is either impossible or impractical to ob­
tain even through the method of approximation in policy space.
The purpose of this study was to investigate the feasibility 
of using the technique of approximation in policy space in the 
numerical solution of Equation (V-9) to obtain the optimal control
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tables u (c,T). The result of this investigation is that approxi­
mation in policy space offers no advantage over straight dynamic 
programming for the numerical solution of Equation (V-9). The 
reason is that the boundary condition given by Equation (V-6 ) is 
a single point boundary condition; thus, starting from this condi­
tion a numerical solution to Equation (V-9) can be obtained without 
ever needing to assume a control policy. It can be shown that 
there is no need to assume a control policy either for the case 
where a target set rather than the final time is specified. Since 
there is no need to assume a control policy, approximation in policy 
space is useless as a numerical solution technique.
Numerical Solution of the Dynamic Programming Equation
To be solved numerically Equation (V-9) must be approximated 
by a finite-difference equation. This is exactly the reverse of 
the limiting process carried out to convert Equation (V-5) into 
Equation (V-9). It follows that Equation (V-5) is one of the 
finite-difference equations that approximates Equation (V-9). There 
are several advantages to using Equation (V-5) over any other finite 
difference equation that could be derived from Equation (V-9).
These advantages will be indicated as the numerical solution of 
Equation (V-5) is discussed in the remainder of this section.
The numerical solution of Equation (V-5) yields an n-dimensional 
matrix of values of the function f for each value of the process 
duration T. Each entry of this matrix represents the value of f 
at a point in the grid into which the n-dimensional state space is
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divided. In other words the matrix contains values of the maxi­
mum index of performance for each possible value of the current 
state c and of the time remaining T. The process can be thought 
of as divided into N time states, each of duration A> as shown in 
the block diagram of Figure (V-2). Each block represents a stage 
and is labeled by the amount of time remaining. The double lines 
represent vector variables while the single lines represent scalars. 
The stage labeled "0" has no decision (control) vector associated 
with it and represents the boundary condition given by Equation 
(V- 6 ) . Each stage has as inputs the state resulting from the 
previous stage and the decision or control vector u. Its outputs 
are the change in the index of performance during that interval 
of time and the state of the system after it. These outputs are 
functions of the inputs, as determined by the functions h(c,u) 
and g(c,u). Figure (V-2) is a graphical representation of the 
operations indicated by Equation (V-5).
The calculations are started at stage "lA". A  numerical 
search technique (1 1 ) is used to determine the optimum values of 
the control vector u that maximize the right hand side of 
Equation (V-5) for each possible value of the input state c.
The results are stored in m n-dimensional matrices, one for each 
component of the control vector u. The maximum value of the right 
hand side of Equation (V-5) is computed from:
Ma I rfc •—  mmm ^
f(c,A) = h(c,u ) A +  cp[c + g(c,u )A] (V-12)
S —I
0 ( c )hsA
N+l S+l
S ANA
U n Us U,
Figure (V-2). Block Diagram for Dynamic Programming Solution
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and stored in the n-dimensional matrix f(c,A). The procedure is 
then repeated for each stage in succession using Equation (V-5) as 
a recurrence relation. This recurrence relation becomes, for stage 
"sA".
f(c,s A) = {h(c,u)A+ f[c +  g(c,u) A, (s-1)A]} (V-13)
As can be seen from Equation (V-13), the values in the matrix 
f[c, (s- 1 ) A] must be interpolated to calculate the maximum value 
of the performance index resulting from the state output of stage 
nsA". One of the advantages of using Equation (V-5) is that the 
interpolation routine can be selected at will, while if a forward 
or backward difference of Equation (V-9) is used the calculations 
performed are equivalent to a crude (n+1 ) point interpolation, 
which is the minimum number of points that can be used when inter­
polating a function of n independent variables.
A forward difference is indicated in Equation (V-5), (V-12), 
and (V-13) to compute the change in the state of the system and 
in the index of performance. Another advantage of using Equation 
(V-5) is that more sophisticated integration techniques can be 
used to calculate these changes. In the present work a fourth- 
order Runge-Kutta integration technique (12) is used to calculate 
the changes in state and in index of performance.
The N x m n-dimensional matrices u(c, sA) containing the 
optimum values of the m components of the control vector for each 
value of the state c and the time remaining T = sA, constitute the
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optimal feedback control table. This table can be used in a digi­
tal control computer to perform optimal control on-line. If the 
time increment A is equal to the computer sampling interval, there 
is no need ever to interpolate in the time variable. In the 
Runge-Kutta integration mentioned above it is assumed that the con­
trol vector u remains constant during each time interval A as it 
would if a digital computer with a sampling interval A is used to 
perform the optimal control.
Sophisticated interpolation and integration techniques are 
specially needed in this type of problems since the time interval 
A and the grid size in the state space cannot be arbitrarily re­
duced because of the corresponding increase in the size of the 
matrices that must be stored. Some core storage savings are at­
tained by not storing the return function f(c, sA) for each time 
stage since only the matrices for the current and previous stage 
are required in the calculations.
The search technique used in this work is the exhaustive 
search, which is the only one that guarantees an optimum for non­
linear systems. This technique is not very efficient and is total­
ly impractical for systems where the control vector u has more than 
one component. For such systems a random search (3) will reduce 
the number of evaluations of the index of performance at the cost 
of introducing certain probability of non-optimality of the solu­
tion.
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First Order System
The dynamic programming approach discussed in the previous 
sections will now be used to calculate the optimal feedback temper­
ature schedule for a batch reactor. The case of a single first 
order reaction is considered in this section and the case of two 
consecutive reactions is considered in the next section. In both 
cases it is assumed that the reactor is equipped with the proper 
heating and/or cooling system and a temperature controller. It is 
further assumed that the response of this temperature control loop 
is fast compared with the duration of the batch so that the temper­
ature of the reacting mixture closely follows the desired optimum 
temperature.
The conversion for a first order reaction is given by:
= k[l-x(t) ], x(0) = 0 (V-14)
where x(t): conversion of limiting reactant to products
k: reaction rate coefficient
The conversion is simply the mass of reactant converted to products 
per unit mass of reactant originally charged into the reactor.
For a first order reaction it is the only variable required to define 
the state of the system and therefore the system is first order 
(n = 1 ).
The reaction rate coefficient k is a function of the tempera­
ture of the reacting mixture which is the control variable. The 
computations required to calculate k as a function of temperature
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can be avoided during the optimal control calculations if the co­
efficient k is taken as the control variable. Once the optimal 
values of k have been calculated it is a simple matter to b a c k - 
calculate the values of the temperature corresponding to them, 
since there is a one to one relationship between k and temperature. 
Physical limitations impose a maximum value on the temperature.
Let k^ be the value of k corresponding to this maximum temperature. 
Even though a minimum temperature can also be determined, it is 
convenient to use zero as the minimum value of k:
Results can be made more general by defining a dimensionless time
variable t and a dimensionless control variable u, since k has 
' ’ m
dimensions of reciprocal time:
Equation(V-18) is the dynamical system equation. The control 
vector has a single component u(m = 1 ).
0  <  k £ k (V-15)
(V-16)
k (V-17)
m
Substitution into Equations (V-14) and (V-15) results in:
x(T) = u [1-x(t>], x (0) = 0 (V-18)
(V-19)
where x ( t ) = —
dr
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The problem is to determine the optimal feedback control 
policy that will maximize the conversion for a given batch duration 
T. However, if no penalty is given to the use of maximum control, 
u = 1 , it is intuitively obvious that this is the optimum control 
and the problem is trivial. A more interesting problem results 
if a penalty for excessive control is introduced into the index 
of performance:
T
J = x(T) - J u 2 d T (V-20)
o
where T: duration of the batch.
The cost of the control is integrated over the duration of the 
batch. It is proportional to the square of the control variable 
because, if only the first power of u were used, the optimal con­
trol policy would be "bang-bang" control or switches between maxi­
mum and minimum control action.
The recurrence relation is obtained by defining the function 
f(c, T) as the maximum value of the performance index J for a pro­
cess of initial state c and duration T, obtained by using an opti- 
*
mum policy u (c,t), 0 <. x <  T. The function f(c, T+£) for a pro­
cess of initial state c and duration T+a is then given by:
f(c, T+A) = Max {-u2A +  f[c + u(l-c)A, T]} (V-21)
u
Equation (V-21) is the recurrence relation used in the solution of 
the problem. Its boundary or starting condition is obtained by 
making use of the fact that for a process of zero duration the 
maximum conversion is the current state:
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f(c, 0) = c (V-22)
The optimal feedback control table was obtained using the
recurrence relation of Equation (V-21) and starting with Equation
(V-22). The table contains 2500 entries at 50 equally spaced
values of the state c in steps of 2 per cent for each of the 50
increments of the time remaining T in steps of 0.025 (dimensionless
time). No entries are necessary for c = 1.00 since the optimal
control is always zero for this case, or for T = 0 since there
is no need to apply a control after the process is over. The
exhaustive maximization search was done over all possible values
*
of c in steps of one per cent. The function u (c, T) whose values
are given in the table is presented in graphical form in Figure
*(V-3). The optimal control u is given as function of T at con­
stant values of the state c.
The system was simulated on the digital computer by numerically 
integrating Equation (V-18), in order to test the optimal feedback 
control table. The control variable u was obtained by linear in­
terpolation of the values in the table. Figure (V-4) shows plots 
of the conversion and the control variable versus dimensionless 
time for the duration T = 1.25. The value of the index of perfor­
mance is 0.203. The system simulated is exactly the same as the 
system used to compute the optimal control table.
Figure (V-4) shows that the optimal contrpl is constant through­
out the batch. For a constant control u q , Equations (V-18) and 
(V-20) can be integrated analytically to give, assuming x(0) = c:
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Figure (V-3). Optimal Feedback Control Policy for First Order 
Reactor.
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Figure (V-4). Optimal Control and Conversion for a Batch. First 
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-u T
x(T) = 1 - (l-c)e
o
(V-23)
J = 1 - (l-c)e (V-24)
Differentiating Equation (V-24) with respect to u q and equating
the result to zero yields an equation for the optimum value of
u : 
o
The values of u obtained from Equation (V-25) are identical to
the values in the optimal control table at the corresponding values
of c and T. Equation (V-25) is therefore an implicit form of the
•k
optimal feedback control function u (c, T ) .
Second Order System
The system considered in this section is a batch reactor where 
two consecutive reactions take place:
where R: reactant
P: desired product
W: waste product
k^, k2 "- reaction rate coefficients 
The open-loop optimal control of this system has been extensively 
investigated (2,3,4). If both reactions are first order the system 
equations are given by:
(V-25)
*
(V-26)
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ffelt) _ kj^Cl-xCt)], x( 0 ) = 0
(V-27)
= k ^ l - x C t ) ]  - k2 y(t), y( 0 ) = 0
where x(t): conversion of reactant R
y(t): yield of product P
The yield is defined as the mass of product P produced per unit 
mass of reactant R originally charged into the reactor, and the 
conversion is defined as in the previous section. The reaction 
rate coefficients and k^ are functions of the temperature of the 
reacting mixture, which is the control variable. As before, un­
necessary calculations are avoided if the reaction rate coefficient 
k^ is used as the control variable. Coefficient is then a 
function of k^ since it is a function of the temperature which is 
a function of k^. Again physical limitations on the maximum at­
tainable temperature impose constraints on the reaction rate co­
efficient k^ as those given by Equation (V-15). Given the maxi­
mum value k , a dimensionless time t and a dimensionless control 
m
variable u can be defined as in Equations (V-16) and (V-17). If 
Arrhenius expressions (13) are used for the reaction rate coef­
ficients as functions of temperature, as is commonly done, it 
can be shown that:
kn
^  = gu" (V-28)
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where: R = A„An ^M 2 1 m
a  = e 2 /e 1
A p  Ag! Frequency factors for Arrhenius equation for 
and k^, respectively.
E p  E2 : Activation energies for reactions 1 and 2
respectively.
Substitution of Equations (V-16), (V-17), and (V-28) into Equations 
(V-27) results in:
x ( t ) = u [1- x ( t ) ], x( 0 ) = 0
(V-29)
y(T) = u [1- x ( t ) ] - Pu^yCx), y( 0 ) = 0  
where the dimensionless control variable u is subject to the con­
straint given by Equation (V-19). Equations (V-29) contain two 
parameters, a  and (3 , that are characteristic of the particular 
reactions under consideration. For illustration the values 
a  =  2.0, p = 3.0 are used in this example. This system is second 
order since two variables, x and y, are necessary to define the 
state of the system at any instant.
The problem is, given the system Equations (V-29), determine
*
the optimal feedback control policy u (x, y, t ) for a process of 
duration T, so that the yield of product P at the end of the batch 
is maximized. The index of performance is then:
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J = y(T) (V-30)
The recurrence relation is again obtained by defining the 
function f(c^, C 2 , T) as the maximum value of the index of per­
formance J for a process of initial state x(0) = c^, y(0) = C 2 ,
*and duration T, obtained by using an optimum policy u (c^, C2 j  t) ,
0 ^ t <  T. The function f(c^, C2 , T+A) for a process of initial 
state c^, C2 , and duration T+A is given by:
f(c 1 ,c2 ,T+A) = Maxfffc^uCl-Cj^) A,C2 +u(l-c 1 )A-pu£yc 2 A}T]} (V-31) 
u
Notice that there is no term for the process of duration A since 
this is a "final cost1' problem. Equation (V-31) is the recurrence
relation and is solved starting from the condition that for a pro­
cess of zero duration the maximum yield is the current yield:
f(c 1 5  c2 , 0) = c 2  (V-32)
The recurrence relation (V-31) starting with- condition (V-32)
*
was used to calculate the optimal feedback control table u (c^,
C 2 > T ) . The table is three dimensional and contains 5000 entries 
at ten values of the conversion c^ in steps of ten per cent for 
each of the ten values of the yield C2  in steps of ten per cent 
for each of the 50 values of the duration of the process T in steps 
of A = 0.12 (dimensionless time). More steps were used in the time 
variable to balance the truncation error of the fourth-order Runge- 
Kutta integration with the truncation error of the four-point
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interpolation formula used to interpolate in the table of values 
of f as a function of two independent variables, and c2 . The 
four-point interpolation formula used includes the two first order 
derivatives and the second derivative interaction terms:
6 1
f(ih 1 + 6 1 ,jh2 + 6 2) = f(ihlfjh2) +  ^{ f [ ( i + l ) h 1 ,jh2 ]
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- f[ih 1 5 jh2 ]} + |^-£f[ihx,<j+l)h2 ] - f[ih 1 ,jh2 ]} +
8  6
+ **?2 tf^ i+1^hl,^ +1^h2  ^ " f dh2  ^‘ f[i-h1><j+1)h2] +
+  f[ihL,jh2 3} (V-33)
where: h^, h 2  = grid size in state variables c^ and c 2
^1 * ^ 2  = ^ract:*-onal remainder of the divisions 
and c 2 /h2> respectively 
i, j = interger quotient of the divis ion an<3
C2 ^ 2 J resPectively-
The maximization of the right hand side of Equation (V-31) was 
carried out by an exhaustive search over all possible values of u 
in steps of one per cent, for each increment of the duration T and 
for each combination of the values of the state c^ and c2 » The 
result of each maximization is the entry in the table at the cor­
responding values of c^, c 2  and T. Since the table is three- 
dimensional, there is no easy way to present it here in either 
tabular or graphical form. Besides, the table is not very general
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since the values change for each combination of the values of the 
parameters a  and p. Instead, the results of the simulation of the 
reactor using interpolation in the table of optimal control values 
to obtain the value of u, are presented in Figure (V-5). The stair­
case shape of the curve of u versus time is due to the fact that 
the control u is kept constant during each sampling interval A.
The steepness of the optimal control curve at the start of the 
batch is what places some strain on the accuracy of the numerical 
integration technique. The curves for conversion x and yield y 
are also shown in the figure. These results check those presented 
in the literature for this problem (4).
Discussion
The use of dynamic programming to obtain an optimal feedback 
control policy has been illustrated. This policy has been obtained 
as a function of the state and of the time remaining for the com­
pletion of the process. Therefore, the optimal control of the sys­
tem is not affected by the presence of uncontrolled disturbances 
or of small deviations of the response of the process from the sys­
tem equations. Every time the state of the system is sampled a 
new optimal control value is obtained which depends not on the 
past history of the process, but on the present state and the time 
remaining.
The implementation of this technique on a digital control com­
puter is simple and requires a minimum of computation time. The' 
programming required is simply a table look-up and interpolation
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routine. The time required for this calculation is minimal. On 
the other hand, this technique requires core memory to store the 
table of optimal control values. The storage requirements in­
crease geometrically with the "mesh size" on the state and time 
variables. The core memory requirements can be reduced by storing 
the complete table in a mass memory device like a drum or disk 
and bringing into core only that area of the table that is needed 
at the time. This technique would not be practical if the same 
control table is used for a number of similar processes, i.e. a 
number of identical reactors. However, in this case the cost of 
core required to store the complete table can be shared by all of 
the processes.
In some cases significant areas of the optimal control table 
may never be used if the combination of. values of the state vari­
ables and duration for that part of the table cannot occurr. An 
example is the second order system considered in the previous 
section. If the charge to the reactor does not contain any pro­
duct, the yield can never be greater than the conversion. Hence 
the half of the optimal control table for which state variable 
C 2  (yield) is greater than the state variable c^ (conversion) will 
never be used. However, in order to make use of this fact to save 
core in the digital control computer, special table look-up and 
interpolation procedures must be deviced.
The technique of dynamic programming presented here requires 
no continuity or differentiability conditions on the system equations
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or the index of performance. The limitation to time invariant 
systems imposed here can be removed by the standard procedure of 
considering time as an additional state variable (14). This means 
that the dimensionality of a time dependent system is (n+ 1 ) where 
n is the order of the system.
The technique of approximation in policy space is not useful 
in the numerical solution of the dynamic programming formulation. 
Although it is useful in the analytical solution of the problem, 
the number of practical problems that can be solved analytically 
is so small, that the practical utility of this technique is 
severely limited.
NOMENCLATURE
Frequency factors for Arrhenius equations for 
reaction rate coefficients and k£, respec­
tively.
Initial state vector (n-dimensional)
Activation energies for Arrhenius equations for 
reaction rate coefficients k^ and respec­
tively
Base of natural logarithms (2.7181...)
Maximum value of the performance function J
General nonlinear vector function of x and u 
(n-dimensional)
General nonlinear function of x and u (a scalar) 
Increment size in state variable c^ and C 2 , 
respectively
Interger quotient of the division c^lb.^
Interger quotient of the division ^ 2 ^ 2
Performance index
Reaction rate coefficients
Maximum value of k and k,
1
Dimension of the control vector u 
Dimension of the state vector x
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N Number of increments in the time duration T
2
0(A ) Denotes the terms that disappear as the incre­
ment of time A approaches zero, even after being 
divided by A 
P Desired reaction product
R Reactant
til
s Denotes S increment in the process duration,
T
t Time
T Duration of the process or batch. Also, time
remaining in the process or batch, 
u Control vector (m-dimensional)
ui Optimum value of control vector (m-dimensional)
W Waste or undesired reaction product
x State vector (n-dimensional)
x(t) Conversion of limiting reactant
y(t) Yield of desired product
a  Parameter of second order system. [See Equation
(V-28) ]
P Parameter of second order system. [See Equation
(V-28) ]
8 ^, 6 2  Fractional remainders of the divisions c^/h^
and c2 ^ 2 ’ resPect^vely
'r
T Dimensionless time variable. [Defined by
Equation (V-16)]
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cp General nonlinear function of the final
state x(T)
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CHAPTER VI
CONCLUSIONS
The purpose of this dissertation has been to study the frequency 
response of closed-loop sampled-data control systems, to design a 
filter that attenuates high frequency sinusoidal signals, and to 
study the use of dynamic programming and approximation in policy 
space to develop optimal feedback control policies for nonlinear 
systems. In this chapter, the conclusions drawn from the results 
presented in the previous chapters are summarized.
The analog simulation of the closed-loop digital control sys­
tem whose frequency response is investigated has been described in 
Chapter II. The advantage of the analog over the digital simula­
tion is based on the ability of the analog computer to solve the 
problem at the rate of 1 0 0  times per second so that the effect of 
the different loop parameters on the system response can be observed 
instantly on an oscilloscope. Both the high speed of the analog 
computer and its improved man-machine communications were used to 
the fullest in this investigation to obtain an understanding of the 
effect of each of the parameters on the response. Once this was 
accomplished, the use of the digital computer to obtain the quanti­
tative answers was just a matter of convenience.
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The two characteristics of the frequency response of closed- 
loop digital control systems presented in Chapter III are the low 
frequency peak caused by resonance around the loop and sampler 
aliasing error. The latter is the short-hand name for the folding 
of sinusoidal signals of frequency higher than one half the sampling 
frequency into signals of frequency lower than it. The two effects 
combined cause the amplification by digital control systems of 
signals that would normally be attenuated by continuous-data con­
trol systems. The resonance peak was shown to increase in magni­
tude with dead-time, sampling interval and loop gain. The con­
troller algorithm producing the lowest resonance peak is the PI 
algorithm with minimum ITAE parameters, followed by the PID al­
gorithm with minimum ITAE parameters. The PI and PID algorithms 
with minimum ISE parameters, and the load-input deadbeat and non- 
minimal algorithms cause very high resonance peaks. The set-point 
input deadbeat and non-minimal algorithms cause no resonance peak, 
but also fail to attenuate sinusoidal signals of any frequency.
This means that the response of the manipulated variable for these 
algorithms contains a high resonance peak, which makes them unde­
sirable for loops that are subject to sinusoidal disturbances.
The design of a filter to attenuate high frequency disturbances 
that are subject to sampler aliasing error has been discussed in 
Chapter IV. A filter time constant of one half the sampling inter­
val was found to be the best compromise between good attenuation 
of high frequency signals and small increase in the resonance peak. 
The filter is shown to affect the response to step changes in load
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by increasing the error-integrals. The ITAE was found to be more 
sensitive to the filter time constant than the IAE. The introduction 
of a first order lead into the control algorithm to compensate for 
the presence of the filter was found to give good results at high 
sampling rates for the PI algorithm, but to be detrimental at low 
sampling rates and for the PID algorithm. The filter compensator 
causes an increase in the resonance peak of the frequency response. 
The digital filter algorithms were shown to be discrete versions of 
analog filters and to produce practically the same effect on the 
amplitude ratio plots. The decision between digital and analog 
filters is to be dictated by economics for each specific applica­
tion. The cost of the analog amplifiers is to be weighed against 
the cost and availability of computer time and multiplexor speed.
Finally, the use of dynamic programming to obtain an optimal 
feedback control table for nonlinear systems has been illustrated 
in Chapter V. The technique was shown to be very powerful and, 
unlike open-loop optimal control techniques, it is capable of 
achieving optimal control in the presence of uncontrollable distur­
bances and of small drifts of the process from its mathematical 
model. The technique of approximation in policy space was shown 
not to be useful in the solution of the problem. The difficulty 
of the optimal feedback control table is that its size increases 
exponentially with the number of variables necessary to define the 
state of the system. The additional mass or core storage require­
ments on the digital control computer may not be justified by the
the increased profit or decreased cost achieved by the use of opti­
mal control. Nevertheless, the use of the optimal control table 
may still be economical if a single table may be used for a number 
of identical systems such as batch reactors.
APPENDIX A
COMPUTER PROGRAM TO CALCULATE THE FREQUENCY RESPONSE 
OF DIGITAL CONTROL LOOPS
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T H I S  P R O G R A M  C A L C U L A T E S  T H E  F R E Q U E N C Y  R E S P O N S E  O F  C L O S E D - L 8 0 P  
D I G I T A L  C O N T R O L  S Y S T E M S
A N U M B E R  OF O P T I O N S  A R E  A V A I L A B L E  TO O B T A I N  T H E  R E S P O N S E S  
D I S C U S S E D  IN C H A P T E R S  III A N D  IV
I N P U T  D A T A
D A T A  C A R D  N U M B E R  1
I S K I P  IF 1 A P A G E  IS S K I P P E D  TO S T A R T  T H E  P R I N T O U T  F O R
E A C H  C A S E
T I T L E  T I T L E  TO BE P R I N T E D  As A H E A D I N G  F O R  T H E  P R I N T O U T
'FOR E A C H  C A S E
D A T A  C A R D  N U M B E R  2
J P R I N T  N U M B E R  OF T I M E  I N C R E M E N T S  B E T W E E N  P R I N T S  (IF N E G A T I V E
NO P R I N T )
J P L O T  N U M B E R  OF C U R V E S  IN A F I G U R E  (IF Z E R O  O R  N E G A T I V E /  NO
P L O T  )
J A L G O  D E N O T E S  T H E  C O N T R O L  A L G O R I T H M  S E L E C T E D
0 P j PI/ A N D  P I D  A L G O R I T H M S
1 S E T - P O I N T  S T E P  I N P U T  D E A D B E A T  A L G O R I T H M
2 L O A D  S T E P  I N P U T  D E A D B E A T  A L G O R I T H M
3 S E T - P O I N T  S T E P  I N P U T  N O N M I N I M A L  A L G O R I T H M
4 L O A D  S T E P  I N P U T  N O N M l N I M A L  A L G O R I T H M
J F I L T  D E N O T E S  T Y P E  OF F I L T E R
0 A N A L O G  F I R S T  O R D E R  LA-S F I L T E R
1 D I G I T A L  A V E R A G E  F I L T E R
2 D I G I T A L  F I R S T  O R D E R  L A G  F I L T E R
N C  N U M B E R  O F  I N P U T  S A M P L E S  P E R  C O N T R O L  S A M P L E • IT M U S T
BE Z E R O  OR O N E  F O R  A N A L O G  F I L T E R  OR NO F I L T E R .
J T D F  IF .g T . O  F I L T E R  C O M P E N S A T O R  IS U S E D
D A T A  C A R D  N U M B E R  3
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n n r u n s  n u m b e r  o f  r u n s  w i t h  d i f f e r e n t  f r e q u e n c i e s
S A M P L E  P E R I O D  B E T W E E N  S A M P L E S  (IF Z E R O  S E T  E Q U A L  TO D E L T )
F 0 M E 6  F I R S T  V A L U E  OF F R E Q U E N C Y  6 M E G A  (IF Z E R O  S E T  TO 0*1)
0 M A X  M A X I M U M  V A L U E  OF F R E Q U E N C Y  O M E G A  ( I F . L E . F Q M E G  S E T  TO
2 * P  I / S A M P L E  W H I C H  IS T H E  S A M P L I N G  F R E Q U E N C Y )
T M A X  M A X I M U M  T I M E  F O R  E A C H  RIJN • IF Z E R O  IT IS S E T
E Q U A L  TO 50•
T S S  T I M E  A L L O W E D  F O R  I N I T I A L  T R A N S I E N T S  TO D I E  O U T .  IF
Z E R O  IT IS S E T  E Q U A L  TO 10.
d a t a  c a r d  n u m b e r  a
I N P T  D I S T U R B A N C E  I N P U T  ( S E E  S U B R .  P L A N T  F O R  D E S C R I P T I O N )
D E L A Y  D E A D  T I M E  (TAU = 1.)
G A I N  ' P R O C E S S  G A I N  (IF Z E R O  S E T  E Q U A L  TO 1.)
C K  C O N T R O L L E R  G A I N  (IF Z E R O  S E T  E Q U A L  TO 1.)
TI I l . / T I  R E S E T  R A T E
T D D E R I V A T I V E  T I M E
F I L T  F I L T E R  T I M E  C O N S T A N T  ( T A U = 1 0
D E F A C  F A C T O R  BY W H I C H  D E L A Y  IS C H A N G E D  TO T E S T  S E N S I T I V I T Y
TO D E A D  TIME-
D A T A  I N P U T  C O N T R O L
N E X T  D E N O T E S  W H I C H  D A T A  C A R D S  A R E  TO B E  C H A N G E D  F O R  N E X T  C A S E
0 L A S T  C A S E *  S T O P  A R J E R  C O M P L E T I O N
1 R E A D  A L L  F O U R  D A T A  C A R D S  ( I N C L U D I N G  T I T L E  C A R D )
2 R E A D  D A T A  C A R D S  2/ 3 A N D  4
3 R E A D  D A T A  C A R D S  3 A N D  4
4 R E A D  D A T A  C A R D  4
C H E C K S  A R E  M A D E  SO T H A T  I N P U T  V A R I A B L E S  M A Y  BE L E F T  B L A N K  IF T H E  
O P T I O N  T H E Y  R E F E R  TO IS N O T  T A K E N ,  W I T H  O N E  E X C E P T I O N !
* * * *  C A U T I O N  * * * *  J P R I N T  M U S T  BE S E T  TO A N E G A T I V E  V A L U E  IF P R I N T O U T
OR T H E  T I M E  R E S P O N S E  IS N O T  R E Q U I R E D *  F A I L U R E  TO 
DO T H I S  W I L L  R E S U L T  IN A L A R G E  V O L U M E  OF P R I N T O U T /
n
n
n
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n
o
o
n W H I C H  IS L A R G E S T  W H E N  J P R I N T  IS L E F T  B L A N K  
A L L  T I M E  V A R I A B L E S  A R E  A S S U M E D  TO BE IN U N I T S  OF S Y S T E M  T I M E
c o n s t a n t s .  i . e«: t a u  = 1 .
D I M E N S I O N  B U ^ ( 5 0 0 0 ) / Y Y ( I O O ) / X L O G I 1 0 0 ) / X A X I S < 5 ) / Y A X I S (45 
D I M E N S I O N  T I T L E ! 12)
C O M M O N  S I S E / S I A E / S I T A E / T D F / J F I L T / N C z N A N A / G O / G 1 / G 2 / H 1 / H 2 / H 3 / J A L G 0  
c o m m o n  c K / T I T / T D / N I n C/ n q e Y / g a i n , d e l t / t s S / T m a X/ i c y c / T S U M / C M a x  
1 / C M I N  / J P R I N T / J P L O T / I N / I T  
D A T A  X A X I S / 1 8 H F R E Q U E N C Y ,  R A D I A N S  / , Y A X  I S / 1 5 H A M P L I T U D E  R A T I O  /
c a l l  p l o t s (b l j e . b o o o )
C A L L  P L O T {0 « / - 1 1 » / - 3 )
C A L L  P L O T (0 * / 3 • 5 / - 3 )
IN 3 5 
IT 3 6 
D E L T  3 .01
R E A D  I N P U T  D A T A
1 C O N T I N U E
R E A D ( I N / 100) I S K I P , T I T L E
1 0 0  F O R M A K 11/ 12A4)
N P L O T  = 1
2 R E A D ! I N / 102) J P R I  N T / J P L O T / J A L ^ O / J F I L T / N C / J T D F  
1 0 2  F O R M A T (612)
I F ( N C * L E . 0 ) N C 3 1
3 R E A D ! I N / 101) N R J N S / S A M P L E / F O m E Q / 0 M A X / T M A X / T S S
101 F O R M A T ! 1 2 / 7 F 1 0 . 0 )
I F ( T M A X « L E . Q . ) T M A X 3 50.
I F ( T S S . L F . O . )T S S 3 10 «
I F !S A M P L E . L E • 0 * ) S A M P L E = D E L T  
N A N A  = S A M P L E / ! N C # D E L T )  + 0 . 4 9 9  
N I N C  3 .NANA*NC 
S A M P L E  = N I N C * D E L T
1
6
3
I F ( F B M E G . | _ E . O >  ) F B M E G = 0 . 1  
I F ( 0 M A X . L E » F B M E 3 ) 8 M A X s 6 » 2 3 3 2 / S A M P L E  
F R U N S  = 1 . E 6 0
I F ( N R U N S * 3 T «  1 ) F R U N S  = N R U N S - 1  
D E L W  = ( 0 M A X / F 0 M E G > * * (  1 * / F R U N S )
R E A D ( I N / 101) I N P T , D E L A Y / G A I N , C K / T I I / T D / F I L T / D E F A C
I F ( G A I N • L E • 0 •) G A I N  = 1•
I F ( C K . L E . Q . > C K = 1 *
N D E Y  = D E L A Y / O E L T  + « A 9 9  
D E L A Y  = N D E Y * D E L T  
R E A D  ( IN]/ 102) N E X T
W R I T E  I N P U T  D A T A
W R I T E < I T / 1 0 0 )  I S K I P / T I T L E
W R I T E ( I T / P O O ) I W P T / D E L A Y / G A I N / S A M P L E / C K / T I I / T D / F I L T / J T D F  
I F ( j r i L T * S T * 0 ) W R I T E (I T / 2 0 5 ) J F l L T / N C / F I L T  
I F ( F I L T * G T » 0 *  ) F I LT = DEI_T/F ILT 
IF ( J F I L T  •F.D»P)FILT = 1 « - E X P ( “ N A N A * F I L T )
T D F  = 0.
I F ( ( J T D F « G T • 0 ) • A N D • ( F I L  T » G T  « 0 » ) ) T D F = D E L T / ( F I L T * S A M P L E )
C B N T R 8 L L E R  CALC'JLAT 10NS
TI I = S A M P L E * T I  I 
TD = T D / S A M P L E  
I F ( J A L G O » L T • 1 )G9 T9 11 
G 2  = 0 .
H 3  = 0.
B = E X P ( - S A M P L E )
D = E X P ( D E L A Y  - S A M P L E )
GO T 9 ( 5 / 3 / 1 2 / 1 3 ) / J A L G 9
D E A D B E A T  A L G O R I T H M S
5 C O N T I N U E  
I F ( N I N C * G T . N D E Y ) G 0  TB 6
C
S A M P L E  = D E L A Y /  S E T  P B I N T  I N P U T
C
G O  = 1 . / ( G A I N * < 1 • - B ))
G 1 = - 3 * G 0 
HI = 0.
H P  = -1.
GO TB 10
C
C * * * *  S A M P L E . G T . D E L A Y /  S E T - P S I  NT I N P U T  
C
6 G O  = l . / ( G A I N * ( 1 * - D )  )
G 1 = - B » G O
HI = ( D - B ) / ( l . - D )  - 1.
H P  = -HI - 1*
GO IB 10
8 I F ( N I N C * G T  *N D E Y ) G O  TB 9
C
S A M P L E  = D E L A Y /  L B A D  I N P U T
C
G O  = (1* + 3 * ( 1  * + B ) ) / ( G A I N * ( 1 •  -
G 1 = - B M 1 *  + 3 > / ( G A I N * ( l «  - 3 > )
HI = B
H 2  = - 1. - B
GO TB 10
C
C * * * *  S A M P L E . G T . D E L A Y /  L B A D  I N P U T  
C
9 HI = 1. - D
G O  = (1. - 3 * 0 ) / ( G A I N * H l * H l )
G1 = - B / ( G AIN * H 1)
H P  = - ( 0 - B )/H 1
HI = - HP - 1,
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G0 TO 10
M O S L E R ’S N O N M I N I M A L  A L G O R I T H M S
12 CONTINUE. 
l F ( N I N C « L E « N D E Y ) G e  TO 5
* * * *  S A M P L E . G T . D E L A Y /  S E T - P 0 I N T  I N P U T
G O  = 1./(GAIN1*( l . -B) )
G1 = - B * 30
HI = ( D - a J / ( l . - 3 )  - 1.
M 2  * - HI - 1.
GO TB 10 •
13 C O N T I N U E  
I F ( N I N C . Q T . N D E Y ) G 0  TO 14
* * * * *  S A M P L E  = D E L A Y /  L O A D  I N P U T
G O  = # 7 b * ( 1 » + B * ( » 6 6 6 6 7  + B ) ) / ( G M  N * (1 • "3) ) 
G 1 = ( 1 * + H ) * ( 1 . + B ) / ( 4 » * G A I N * ( 1 * - B ) )
G 2  » - E‘.*ni 
HI a 8
H 2  = * 2 5 * ( l . + 3 ) + < 3 - 3 . )
H 3  = - . 2 5 * ( l . + 3 ) * ( 1 » + B )
GO TO 10 
C
C * * * *  S A M P L E . G T . D E L A Y /  L O A D  I N P U T  
C
14 G O  = . ( l . + 3 ) / ( G A I N * ( l « - D >  )
G1 = - B / ( G A I M * < l . - D )  )
HI = ( D - F ) / ( l . - Q )  - I- 
H 2  = -HI - 1.
10 C O N T I N U E
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n P R  IMT S U T  D E A D B E A T  O R  M I N I M A L  A L G O R I T H M  E Q U A T I O N
W R I T E ! I T / 2 0 3 )  G 0 / G 1 / G 2 / H 1 / H 2 / H 3 / B / D
T E S T  F O R  S E N S I T I V I T Y  TO D E L A Y
I F ! D E F A C * L E « 0 . ) G 0  TO 11 
N D E Y  = N D E Y * D E F A C  + 0 - 4 9 9  
W R I T E ! I T / 2 0 4 )  N D E Y / D E F A C  
11 C O N T I N U E
C A L C U L A T I N G  T H E  F R E Q U E N C Y  R E S P O N S E
O M E G A  = F 0 M E 3
IF! J P R I N T ,  L T . O ) W R I T E ! I T / 201)
Y M A X  = - 1 . E 3 0  
DQ 15 I = 1 / N R U NS
C A L L  P L A N T (O M E G A / A M P L / F R E Q / I N P T / F I L T )
Y Y ( I ) = A M P L
X L O G ( I )  = A L B G 1 0 ! O M E G A )
I F (A M P L •GT * Y M A X )Y M A X =  A M P L  
I F ! J P R I N T , G E . C ) W R I T E ! I T / 201)
W R I T E !  I T / 202) O M E G A / A M P L / F R E Q / C M A X / C 1* I N / T S U M /  1 C Y C  
O M E G A  = O M F G A * D E L W  
15 C O N T I N U E
P L O T  OF A M P L I T U D E  R A T I O  V E R S U S  F R E Q U E N C Y
I F (J P L O T » L E • 0 ) GO TO 19 
I F (N P L 8 T •G T • 1 ) GO TO 22 
C A L L  P L O T ( 0 - / 0 » /"3)
N C Y C  = 3
XDF.LT A = N C Y C / 5  •
C A L L  L G A X I S ( O . / O . / X A X I S / - 2 0 / 5 » / 0 . / . 1 / X D E L T A )
y d e l t a  = 1.
I F (Y M A X . G T  .5.) Y D E L T A  = 2*
I F ( Y M A X . G T . 1 0 * ) Y D E L T A = 4 «
I F ( Y M A X « L T * 2 * 5 )  YDF.LTAa.5
C A L L  A X I S ( 0 . , 0 « / Y A X I S / 1 5 / 5 • / 9 0 . / 0 . / Y D E L T A )
C A L L  P L O T ( 0 » / 5 « / 3 )
C A L L  P L O T ( 5 • / 5 * / 2 )
C A L L  P L O T ( 5 * / 0 • / 2 )
22 C O N T I N U E
Y Y (N R U N S  ) = 0.
Y Y (N R U N S + 1)= Y D E L T A  
X L O G ( N R U N S )= -1»
X L O G ( N R U N S + 1 ) = X D E L T A
C A L L  F L I N E ( X L B G / Y Y , - N R U N S + 1 / 1 / 0 / 0 )
N P L O T  = KJ°LBT + 1 
I F ( N P L 9 T * G T » J P L 3 T ) G 0  T0 21 •
IF ( M E X T - 3  ) 2 / 3 / 4  
21 C O N T I N U E
C A L L  P L O T { 1 2 * / 0 • / - 3 )
19 C O N T I N U E
GO T 0 ( 1 / 2 / 3 / A / 2 0 5 / N E X T
20 C O N T I N U E
I F ( J P L 0 T * G T . O 5 C A L L  P L O T ( 0 . / 0 . / 9 9 9 )
S T B P
2 0 0  F O R N A T ( / I X / 'I N P T  = ' / 1 3 , 2 X / ' D E L A Y = ' / F 8 « 3 / 2 X / 'G A I N = '/F S • 3 / / 1 X / ’S A M P L E  
2 0 ' 0 1 = ' / F S * 3 / ? X /  ' C O N T R O L L E R  GA IN = ' , F 8  • 3/2X/ ’ 1/T I = ' / F 8  • 3 / 2 X , ' TD =  ' / F 8  • 3 
2 0 0 2 / 2 X / ’F I L T = ' / F 8 . 4 / 2 X / 'J T D F = ' / I 3 )
20 1  F 0 R M A T ( / / ' O ’/ 3 X / ' Q N E G A ' / l l X , 'A M P L ' / 1 I X / 'F R E Q ’/ 1 I X / ’C M A X ’/ l l X  
2 0 1 1 / 'CM I N ' / 1 1 X / ’T S U M ’/ 1 1 X / 1 I C Y C '/)
2 0 2  F O R M A T ( 1 X / 6 E 1 5 - 6 / I  15)
2 0 3  F O R M A T (’0 A L G O R I T H M  E Q U A T I O N ' / ’O U C N )  = '/ F 1 0 . 5 / I X / 'E (N ) +'/F10.5 
2 0 3 1 / IX/ 1E < N -1) + ' / F 1 0 . 5 / I X / ' E ( N - H )  - ( ' / F 10 * b / 1 X / 1 U (N -1) + ' / F 1 0 . 5 / l X /  
2 0 3 2  'U (N -2) + ' / F 1 0 . 5 / I X / » U ( N - 3 ) )'
2 0 3 2 / * 0  B = ’F 1 0 . 5 / 5 X / ' D = ’/ F 1 0 . 5 )
2 0 4  F O R M A T ( '0 N D E Y = ' / I 4 / 2X/ 'D E F A C = '/F S •5)
2 0 5  F O R M A T ( '0 D I G I T A L  F I L T E R ' / 1 0 X / * J F T L T = ' / I 4 / 2X/ ’T C / T S = ' / I 4 / 2 X / ’1 / Q  = '
168
2 0 5 1 / F 1 0 * 5 >
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S U B R O U T I N E  P L A N T ( 0 M E G A / A M P L / F R E Q / I N P T / F I L T )
c
C T H I S  S U B P R O G R A M  S I M U L A T E S  A F I R S T  O R D E R  l a g  P L U S  D E A D - T I M E  P L A N T
C W I T H  A D I G I T A L  C O N T R O L  A L G O R I T H M /  A F I R S T  B R D f R L A G  F I L T E R  OR
C D I G I T A L  F I L T E R  A L G O R I T H M /  A N D  A F I L T E R  C O M P E N S A T O R
C
c I NPT D E T E R M I N E S T H E  I N P U T  TO T H E  S Y S T E M  I
r 1 S T E P - I N P U T S E T - P 0 I  NT
c 2 S I N U S O I D A L I N P U T  S E T - P O I N T
c 3 S T E P - I N P U T B E F O R E  P L A N T
ro A S I N U S O I D A L I N P U T  B E F O R E  P L A N T
r 5 S T E P - I N P U T A F T E R  P L A N T
C 6 S I N U S O I D A L i n p u t  a f t e r  p l a n t
r 7 S I N U S O I D A L i n p u t  i n  f e e d b a c k
C
D I M E N S I O N  X ( I O O )
C O M M O N  S I S E / S I A E / S I T A E / T D F / J F I L T / N C / N A N A / G 0 > G 1 / G 2 / H 1 / H 2 / H 3 / j a l g o  
C O M M O N  C K . T I J / T D / N I N C ,  N D E Y / Q A I N , O E L T , T S S / T M A X /  I C Y C / T S U M / C M A X  
1 / CM IN/ J P R I N T / J P L O T / I N / I T
C
C C H O O S I N G  T H E  I N P U T
C
RA = 0 *
a d i s t = o .
B O I S T * 0 .
C D I S T = 0 .
G o T D < 1 / 1 / 3 / 3 / 5 / 5 / 7 5 / INPT 
1 R A = 1•
GO TO 8 
3 3 D  I ST = 1 *
GO TO 8 
5 A D I S T  = 1-.
GO TO 8
7 C D  IST = 1•
8 GO TO ( 2 / A / 2 / A / 2 / 4 / A ) / I N P T
M
O
O M E G A  *0*
C O N T I N U E
I N I T I A L  C O N D I T I O N S
S I S E  = 0.
SI A E = 0*
S I T A E =  0.
T S U N = 0 .
E N M 1=0*
Y N = 0 •
E N » 0 .
UN M2 = 0.
U N M 1 = 0.- 
U N = 0 *
T = 0.
Y C O S  = 1.
Y = 0.
C = 0.
DO 9 1 = 1 / 1 0 0  
X{I)=0.
K D E Y  = 1 
CF = 0 •
C M A X  = -1 •E 3 0  
C M I N «  + 1 • E 3 0  
SI G N = 0 •
T E L A P = 0 »
P E R I O D  = 0.
I C V C = 0
P R I N T  O U T  H E A D I N G  A N D  I N I T I A L  C O N D I T I O N S  F O R  T I M E  R E S P O N S E
I F (J P R I N T . L T « 0 ) 3 0  TO 10 
W R I T E ( I T / 3 0 0 )
WR I  TEC I T / 301) T / E N / U N / Y / O C F /  P E R I O D
N P R I N T  = - J P R I N T
C
C C O N T R O L  C A L C U L A T I O N S
C
10 C O N T I N U E  
U N M 3  = U N M 2  
U N M 2  = U N M l  
U N M l  = UN 
E N M 2 a E N H l  
E N M 1 *EN
C
C F I L T E R  C O M P E N S A T O R
C
Y N M 1  = Y N  
Y N = CF
ZN = YN + T D F * ( Y N - Y N M l )
E N  = R A * Y C 0 S  - ZN
C
C 'CON T R O L  A L G O R I T H M
C
I F (J A L G 0 . L T . 1 )G0 T9 11
C
C D E A D B E A T  A L G O R I T H M
C
U N  = G O * E N  + G l * E N M l  + G 2 * E N M 2  - ( H l * U N M l  + H 2 * U N M 2  + H 3 * U N M 3 )
GO T O  13
11 C O N T I N U E
C
C Pt PI A N D  P I D  A L G O R I T H M
C
U N  = U N M l  + C K * ( E N  - E N M 1  + 0 • 5 * T  I I * ( E N + E N M l  J + T D *  ( E N M 2 - E N M 1 - E N M 1  
1 + E N ) )
13 C O N T I N U E
I F ( J F I L T » E Q * 1 ) CF s Q •
DO 40 J = 1 ^ N C
ro
on
 
n
o
n
 
n
o
n
 
n
o
n
 
n
o
n
D0 25 I 3 1 / N A N A  
T 3 T + D E L T  
Y C O S  3 C 9 S ( 0 M E G A * T )
D E A D  T I M E  C A L C U L A T I O N
X I N  3 X ( K D E Y )
X ( K D E Y )  = U N  + 3 D I S T  * Y C 0 S  
K D E Y  = K D E Y  + 1 
I F ( K D E Y » G T •N D E Y )K D E Y = 1
F I R S T  O R D E R  L A G  C A L C U L A T I O N
Y 3 Y + D E L T * ( G A I N * X I N  - Y)
C 3 Y + AD I ST * Y C Q S  
C P  3 C + C D  I S T * Y C 0 S
A N A L 0 G  F I L T E R  F I L T  3 D E L T / T F  0 R  Z E R O
I F (J F I L T •G T • 0 ) GO TO 30 
l F ( F I L T ) 2 ? / 2 8 , 2 6  
2 6 CF 3 CF + F I L T * ( C P - C F )
G0 T 0 30 
28 CF = CP 
3 0  C O N T I N U E
C A L C U L A T E  E R R O R  I N T E G R A L S
A D E N  3 RA - C 
I F < A B E N « L T . Q . )A 3 E N = - A B E N  
S I S E  = S I S E  + A . B E N * A 8 E N * D E L T  
S I A E  = S I A E  + A B E N * D E L T  
S I T A E 3 S I T A E + A B E N * T * D E L T
P R I N T  G U T  T I M E  R E S P O N S E
1
7
3
I F < J P R I N T . L T . Q ) G S  T9 15 
N P R I  NT s njP R I N T  + 1 
I F ( N P R I N T  • L T * 0 ) 3 8  TO 15 
WRITE. < I T / 301) T / E N / U N , Y , C / C F , P E R I O D  
N P R I  NT = - J P R I N T  
15 C O N T I N U E
C
C C A L C U L A T I O N  OF A M P L I T U D E  A N D  F R E Q U E N C Y
C
I F ( T ® L E •T S S )39 TO 25 
I F (C •L E •C M A X )GO TO 17 
C M A X  = C 
GO TO 20 •
17 I F f C . G F . C M l N J O O  TO 20 
C M  IN = C
2 0 C O N T I N U E
T S U M  = T S U M  + D E L T  
I F (C * S I  ON 5 2 1 / 1 9 / 2 5  
19 S I G N  = C 
GO TO 25
21 I F { I C Y C * G T . O ) G O  TO 23 
T S U M  =0•
GO TO 2 A
23 P E R I O D  = P E R I O D  + T S U M  - T E L A P 
T E L A P  = T S U M
24 S I G N  = - S I G N
I C Y C  = I C Y C  + 1
25 C O N T I N U E
C
C D I G I T A L  F I L T E R  C A L C U L A T I O N
C
IF (J F I L T - 1 M 0 / 3 6 / 3 8  
C **•**•*• A V E R  A G E  F I L T E R  
36 C F  = CF + CP
G0 T0 VO 
C * * * * * F I R S T  O R D E R  L A G  F I L T E R  
38 C F  a CF + F I L T M C P  - CF)
40 C O N T I N U E
1F (J F I L T •E O • 1 ) CF = C F / N C  
I F (T »L T  •T M A X )GO TO 10 
A M P L *  0 - 5 + ( C M A X - C M l N )
I C Y C  = I C Y C  - 1 
F R E Q  = 0.
IF ( P E R  IOD. G T - 0. ) F R E Q *  I C Y C * 3 . 1 M 6 / P E R I 0 D
r e t u r n
3 0 0  F O R M A T (' 1' / 8X/ 'TI M E ' / 1 0 X / ' E R R O R ' / 1 0 X / *8 U T P U T * / I P X / *Y » / 1 4 X / * C ’/ 11X 
3 0 0 1 / ’F I L T E R ' / 1 0 X / ' P E R I O D ' / )
3 0 1  F O R M A T ( I X / 8 E 1 5 *6)
E N D
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APPENDIX B
COMPUTER PROGRAM TO CALCULATE THE OPTIMAL FEEDBACK CONTROL 
TABLE FOR A FIRST ORDER SYSTEM
n
n
n
n
n
o
n
n
o
 
n
n
o
n
n
n
n
n
n
o
n
P R O G R A M  TO C A L C U L A T E  A N D  T E S T  O P T I M A L  F E E D B A C K  C O N T R O L
P O L I C I E S  - O R  F I R S T  O R D E R  S Y S T E M S  U S I N G  D Y N A M I C  P R O G R A M M I N G
s y s t e m : x o o t  = g (x , u >> . X(C) * c
p e r f o r m a n c e  i n d e x : j  = p h T ( X ( t >> + i n t ( H ( x / U > * d t )
c o n s t r a i n t s :  o < u < 1
C O M M O N  NT IN / NC IN/ D E L T  A/ F P  ( 5 0  ) / IJ ( 50/ 5 0  )
D I M E N S I O N  F (50 5
D I M E N S I O N  X X ( 5 2 ) / Y Y ( 5 2 ) / T T ( 5 2 ) / B U F ( 5 0 0 0 ) / ' J N A M E ( 2 ) / Y N A M E ( 3 )  
D A T A  U N A M E / 6 H I J ( C / T ) / / T N A M E M h T I M E / / Y N A M E / 1 0 H U ( T ) /  X ( T ) /  
C A L L  P L O T S  ( BlJF/ 5 0 0 0  )
C A L L  P L O T ( 0 * / - 1 2 . , - 3 )
C A L L  P L O T ( 0 * / 3 » 5 / - 3 )
I N = 5 
I T = 6
I N P U T  D A T A
NT IN N U M B E R  OF T I M E  I N C R E M E N T S  (<50)
N C I N  N U M B E R  OF S T A T E  I N C R E M E N T S  (<505
D E L T A  S I Z E  OF T I M E  -INCREMENT
C I N I T I A L  S T A T E
T D U R A T I O N  O F  T H E  P R O C E S S
1 R E A D ( I N , 100) N T  I N / D E L T A  
1 0 0  F O R M A T ( I P / 7 F 1 0 . 0 )
I F ( N T I N . L E » 0 ) S 0  TO 65 
R E A D ( I N / 100) N C I N  
F C I N  = N C I N  
D E L C  s 1 • / F C I N
1
7
7
N I N C  * N C I N / 1 0
N I C  - N C I N  - N I N C  + 1
C
C I N I T I A L  C 0 N D I T I 8 N I  F < C/ 0 ) « PH I ( C )
C
DO 12 1 = 1 / N C I N  
12 F P ( I )  * ( 1 - 1 ) * D E L C
C
C T H E  F O L L O W I N G  L 0 B P  D 8 E S  C A L C U L A T I 0 N S  F 8 R  E A C H  D E L T A  I N C R E M E N T
C
DO 3 0  N = 1 / N T I N
C
C C A L C U L A T E  U C C / N * D E L T A )  3 V  E X H A U S T I V E  S E A R C H  M A X  I M I Z A T 1 0 N
C
C = 0.
DO 28 1 = 1 / N C I N  
UN = 0.
F B E S T  = 0.
U B E S T  = 0.
D0 27 J = l / 1 0 1
C A L L  S Y S T E M ( C / U N / H / G )
r
c s u b r o u t i n e  s y s t e m  ca l c u l a t e s  H * D E L T A  a n d  g * o e l t a  F R O M  c  a n d
C U F O R  E A C H  S P E C I F I C  S Y S T E M
C
F N  = H + r i P R L ( C  + G)
I F ( F N . L E . c b e s T ) 3 8  TO 27 
F B E S T  = FN 
U B E S T = UN
27 UN = U N  + .01 
U ( I / N ) = U B E S T  
F ( I ) = F B E S T
28 C = C + D E L C
W R I T E ( I T / 2 0 1 )  (FP(I )/ I = 1 / N I C / N I N C ) / F P ( N C I N )
D8 26 1 = 1 / N C I N
■^1
00
n
o
n
 
n
o
n
 
n
o
n
26 F P  < I ) = F ( I )
30 C O N T I N U E
P R I N T  O U T  C O N T R O L  T A B L E
W R I T E ( I T / 2 0 2 )
T = 0.
DO AO N = 1 / N T I N  
T = T + D E L T A  
AO W R IT E ( I T / 2 0 A )  I t  ( U ( I / N ) / I = 1 / N C IN )
P L O T  C O N T R O L  T A B L E
T K N T I N  + 1-) = 0*
T T (N T  IN + 2 ) = 0 * 2 5  
X X ( N T I N + 1 )  = 0«
X X ( N T l N + 2 )  = 0-1
C A L L  A X I S ( 0 . / Q . / T N A M E / - A / 5 * / 0 . / 0 . / 0 * 2 5 )  
C A L L  A X I S ( O . / 0 . / U N A H E / 6 / 5 « / 9 O * / O . / O . l ) 
C A L L  P L O T ( 0 * / B * /3)
C A L L  P L 0 T ( 5 • / 5 • / 2 )
C A L L  P L O T (5 * / 0 • / 2  )
DO 59 N = 1 / NT IN
59 T T (M ) = N * D E L T A
I N C R  = 0 * 2 / D E L C  + 0 * A 9 9  
I = 1
60 DO 61 N 8 1 / N T I N
61 X X ( N )  = U ( I / N )
C A L L  F L I N E ( T T / X X / - N T l N / l / 0 / 0 )
1 = 1 + I N C R  
I F ( I . L E . N C I N ) G B  TO 60 
C A L L  P L O T ( 1 2 » / 0 « / - 3 )
N O W  T H E  C O N T R O L  T A B L E  IS T E S T E D
1
7
9
n
o
n
 
o
n
o
 
n
n
n
5 0 R E A D < I N / 150) C / T  
1 5 0  F 0 R M A T ( 7 F 1 0 * 0 )
I F (T •L E  * 0 ) GO T0 1
N T I M E =  T / D E L T A  + 0 * A 9 9
W R I T E ( IT/7?50> C / T , N T I N / N T I M E , D E L T A
IF ( N T IME * G T • N T I N ) GO TO 5 0
I N I T I A L  C O N D I T I O N S
X = C 
T = 0.
C O S T  = 0.
W R I T E ! I T , 251)
S Y S T E M  S I M U L A T I O N
DO 55 J » I ,NT I ME 
N= N T I M E  + 1 • J 
U N  = U N P B L O w N )
T T (J ) = T 
X X  C J ) = X 
Y Y (J ) = UN 
T = T+ D E L T A
C O S T  = C O S T  + U N * U N * D E L T A  
C A L L  S Y S T E M ( X , U N , H / G )
X = X + G
W R I T E ! I T , 252) T , X , U N  
5 5  C O N T I N U E
C O S T  = X - C O S T  
W R I T E ! I T , 253) C O S T
P L O T  s y s t e m  R E S P O N S E
T T C N T I M E + 1 )  = 0.
T T (NT IME + 2 ) = 0 * 2 5
X
X
(
N
T
I
M
E
+
1
) 
X
X
(
NT
 
I
me
 
+ 
2
) 
Y
Y
(
N
T
I
M
E
 
+ 
J 
) 
Y
Y
(
N
T
l
M
L
+
2
)
lfil
\t
i n
H
U)
TT
y
OJ
i n x
n
z
z
X
OJ
or
<r
l_)
o  o  o  o
II li u II
•»
IP rM a.' X
cC • •-
• o 00
o u —• —• Li I
• o — IJ 1—
o 0.1 LU <c
• • 5" 1—• o -— o ►—4 C/T
o O', o o — u |„ —
- N •s •> X •*-> —
• • D o ►—* OJ X —
IP in *» a - X LO -O
*1 h - X cu •> «-
o < i — o
1 »—1 LU LU X Ll!XT xr ■*—' 0 XT Ll.
LU LU »—1 ■—i _ i 0C *—i ««37 ? : H- 1- —- — CL­ co L_ h- —
<C < Z Z CO CO O', OT • — II
2 : z — 1 1 1 1 (T> ~ t - co
> m cu r u *i •w •l •V O'! ~7 u_ II X — 1—
s •V *v X X • • «*. • cn N in iO* * • * • X > o OJ o u *► o • •* « CO
O c in m o «l r*1 o  ^ — 1— '— re - a u
•s •> % *» V- b - ■> u •X — X U o -• *. * • • 1— h - OJ # •  X—i X—I — — — Ll •»
o o o in  m — —' *—t o O  rH X X it \ m X
—■* '— —- LU Li; '— —- —- T—i T-! l < — •» *—(
cn CO i - t - H- Z "7~ h- * 1-  X \ \ X h~ o X \■—i ►—t CO cr> cd •-* D  o LU o O  xH X \ T—t - J — ,—I X
X X _ J _1_1 _ ! _ J - j  i n — \ _ j _ J  — w W- h J — — —
< < G. Cl. CL Lu U- n . Z. CL a  . t - \ - h - I-- Cs 1— h- J -
CD «—i < < < < — < < <
- j _! _J _ J  1 - 1— _ j  a .  5.: X- 7 •i L y r
- j _ ) _1 _J _ J .U z _ J CD CL a : a : he X or CL c c
< < < < <C < * V <  CD o < <  h~ CD CD o CTJ cu o CO CO
u U U o  o U o U  CO u  u U l f l L Ll Lt_ u . •V U- u Ll
«—1
in *—t OJ o o --I OJ CO
o O LT- IP IP Ip IP
OJ a ; OJ cv CVj o - OJ CU
o
z
LU
FUNCTION r I P O L (C I )
T H I S  S U I3ROUTINE I N T E R P O L A T E S  IN A O N E  D I M E N S I O N A L  A R R A Y  F P  
O N E  D I M E N S I O N A L  L I N E A R  I N T E R P O L A T I O N  .IS U S E D  
N C I N  = l . / D E L C
C O M M O N  N T I N , N C I N / D E L T A ^ F P ( b Q )  M J I 5 0 / 5 0 )
C J  = N C I N  * CI 
J = CJ
E X T R A P O L A T I O N  C H E C K S
I F ( J » L T # 0 ) J = 0
I F ( J . G T - N C I N - ? ) J = N C I N - 2
C R  = CJ - J
FI P O L  = F P (J + 1) + C R * < F P C J + P ) - F P ( J + 1 )  )
r e t u r n
E N D
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FUNCTION :JNP0L(CI/NJ
T H I S  S U B R O U T I N E  I N T E R P O L A T E S  IN T H E  C O N T R O L  T A B L E  U 
AS A F U N C T I O N  OF T H E  S T A T E
o n e - d i m e n s i q n a l  l i n e a r  I N T E R P O L A T I O N  i s  U S E D
N C I N  = l . / D E L C
C O M M O N  N T I N , N C l N ; D F L T A / F P ( b O ) , U < 5 0 , 5 0 )
C J  = N C I N * C I  
J * CJ
E X T R A P O L A T I O N  C H E C K S
I F ( J « L T . 0 ) J = 0  
I F (J • 6 T • N C I N - 2 ) J = N C I N - 2  
C R =  C J  - J
U N P O L =  U ( J + 1 , N >  + C R * ( U (  J + 2 , \ i ) - U ( J + l , N )  )
R E T U R N
E N D
S U B R O U T I N E  S Y S T E M ( C / U N / H / G >
T H I S  S U B R O U T I N E  C A L C U L A T E S  G ( C , U >  A N D  H ( C / U )  F O R  A F I S T  
O R D E R  B A T C H  R E A C T O R  S Y S T E M
X D 0 T  = U * ( l  - X)/ 0 < U < 1 *
J = X (T > - I N T ( J * U * D T )
T H I S  V E R S I O N  U S E S  R U N G E - K U T T A  I N T E G R A T I O N
C O M M O N  NT I N # V I C I N / D E L T A / F P ( b O ) j U (  5 0 / 5 0 )
U N O  = U N * D E L T  A
R K l  = U N 0 * ( 1 -  - C)
R K 2  = U N 0 * ( 1 •  - C - 0 • 5 * R K 1 )
R K 3  = U N O * (1• - C - 0 . 5 * R K 2 )
R K A  = U N D * ( 1 .  - C - R K 3 )
G = 0 . 1 6 6 6 6 7 *  { R < l + R K 2  + RK2+R'<3 + R K 3  + Ri<4)
H = - U N * J N * D E L T A
R E T U R N
E N D
1
8
4
APPENDIX C
COMPUTER PROGRAM TO CALCULATE THE OPTIMAL FEEDBACK 
CONTROL TABLE FOR A SECOND ORDER SYSTEM
n
n
n
n
n
n
o
n
n
n
n
n
 
n
n
n
n
n
n
o
n
n
n
n
n
P R O G R A M  TO C A L C U L A T E  A N D  T E S T  O P T I M A L  F E E D B A C K  C O N T R O L  P O L I C I E S  
F O R  S E C O N D  O R D E R  S Y S T E M  U S I N G  D Y N A M I C  P R O G R A M M I N G
S Y S T E M :  XDOT- = Gl(XiY/!J)i X(O) = Cl
Y D O T  = G 2 C X / Y / U ) /  Y(0> = CP
P E R F O R M A N C E  I N D E X :  J = PHI < X ( T ) / Y ( T )  ) + l N T ( H < X . » Y , U > * D T >
c o n s t r a i n t s : o < u < i
C O M M O N  N T I N / N C I N / D E L T A ,  A , B / F P (  10/ 1 0 ) / U (  10/ 1 0 / 5 0 )
D I M E N S I O N  F ( 1 0 / 1 0 )
D I M E N S I O N  B U F ( 5 0 0 0 ) / T T ( 5 P ) / X X ( 5 P ) / Y Y ( S 2 ) / Y N A M E ( 4 )
D A T A  T N A M F / 4 H T H E / ,  Y N A M E / 1 6 H X (T )/ Y ( T ) / U ( T ) /
C A L L  P L O T S ( B U F , 5 0 0 0 )
C A L L  P L O T ( 0 • / - 1 2 * / - 3 )
C A L L  P L O  T ( 0 * / 3» 5 / - 3 )
IN = 5 
IT = 6
I N P U T  D A T A
NT IN N U M B E R  OF T I M E  I N C R E M E N T S  (<50)
N C I N  N U M B E R  OF S T A T E  I N C R E M E N T S  (<10)
D E L T A  S I Z E  Or T I M E  I N C R E M E N T
A A L P H A  P A R A M E T E R  D E F I N E D  IN T E X T
B B E T A  P A R A M E T E R  D E F I N E D  IN T E X T
Cl I N I T I A L  C O N D I T I O N  O N  X F O R  S I M U L A T I O N  R U N
C 2  I N I T I A L  C O N D I T I O N  ON Y F O R  S I M U L A T I O N  R U N
T ■ d u r a t i o n  of p r o c e s s  F O R  S I M U L A T I O N  Rijn
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n
n
n
n
 
n
o
n
 
n
o
n
1 R E A D ! I N / 100) m T I N / N C I N # D E L T A / A , 3 
10 0  F O R M A T  ( SI p.* 6r io« 0)
I F ( N T I N . L E » O ) G 0  TO 60 
F C I N  = N C I N  
D E L C  = l . / F C I N
W H I T E ! I T / 200) N T  I N / N C I N / D E L T A / A / B / D E L C
I N I T I A L  C O N D I T I O N !  F ( C l / C 2 / 0  = P H K C 1 / C 2 )
DO 12 Ji*l/NCIN 
C 2  = (J — 1 ) * 0 E L C  
DO 12 1 = 1 / N C I N  
12 F P < 1 / J) = C2
DO 30 N = 1 / N T I N
C A L C U L A T E  U ( C , N * D E L T A )
Cl = 0 .
DO 28 I s i , N C I N  
C 2  = 0.
DO 27 J s l / N C I N
U N  = 0.
F B E S T  = 0.
U B E 3 T  = 0.
DO 26 < = 1 , 1 0 1
C A L L  S Y S T E M  < C 1 / C 2 / U N / H / G 1/ G 2 )
S U B R O U T I N E  S Y S T E M  C A L C U L A T E S  H * D E L T A ,  G 1 * 0 £ L T A  A N D  G 2 » D E L T A  
F R O M  Cl/ C 2  A N D  U F O R  E A C H  S P E C I F I C  S Y S T E M
F N  = H + F 2 P 9 L ( C 1 + G 1 / C 2 + G 2 )
I F ( F N . L E * c B E S T ) 3 0  TO 26 
F B E S T  = FN 
U B E S T  = UN  
26 U N  = UN + .01
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U ( I , J , N )  = UBI: ST 
F ( I , J ) = r B E S T
27 C 2  = C 2  + D E L C
28 Cl * Cl + D E L C  
DO 29 I = 1 , NCI N 
DO 29 J = 1 , N C I N
29 FP( I,J) = F ( I , J )
W R I T E ! I T , 2 0 1 ) {( F P ( I , J ) , J = l / N C l N , 2 > , I = 1 / N C I N , 2 )
30 C O N T I N U E
P R I N T  O U T  C O N T R O L  T A B L E
W R I T E ( I T , 202)
T = 0.
DO A O  N = 1 , N T I N  
T = T + D E L T A
W R I T E ! I  T , ? 0 A ) T , ( ( U < 1 / J , N ) , J » 1 , N C I N ) , I = 1 , N C I N )
AO C O N T I N U E
T E S T  OF O P T I M A L  F E E D B A C K  C O N T R O L  T A B L E
50 R E A D ( I N , 150) C l , C 2 , T  
1 5 0  F O R M A T ( 7 F 10.0)
I F !T •L E • 0 ) GO TO 1 
N T I M E  = T / D E L T A  + . 4 9 9  
W R I T E *  IT, 250) C 1, C2, T ,.NT I ME 
I F (NT I M E  * 3 T •NT I N )GO TO 50
S Y S T E M  S I M U L A T I O N
T = 0»
. TT ( N T  I Mf_'+1 ) = 0 -  
X X ( N T J M E + 1 )  = 0«
Y Y ( N T I M E + 1 )  = o.
T T ( N T I M E  + 2) = 1»2
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—  (V 
OJ •
• O
H  s
V •
• O
O  *k 
*» •
O O ' —
•s lU
• • X
in LTl »—1
•k H-
VO 2 .—
i •k OJ
•k CVJ
UJ U! o j —- X
«L_ T 00 o j
< < •k a-' 2
2 2 — .— — u X X »—i
CVJ CVJ *- > cn a ; CL — OJ X •k
• • •k •k •s "V _} on OJ •k
o  o • • • • a <t: I—r iu 1 u X
c C.' in LD o n X T~ •* OJ
1! 11 N ■s ** k. OJ •> «—■a~i a—i ~y ■y
• ■ • ■ a no a ,—r f - o j  o *—1
o o o LO in ’+ o in X + •—• * I—
cvi o j k— —' •— — ».— • a k— (V •k 1 a k^
-f + CO 00 t - h~ h- O in h- k-i LiJ <d  m 1 -  l~
L iJ u> ►—1 g G CD IT) i— II ^  ■ X o
2. >7 X X _ j _J _j it ii _J •—* V ►—< ru II _ J IIi < < CL £L CL G. — 1— x> X
J— K X X LO in 2 1 '~y _ I  _ ! _J OJ 0 J _ l i - uo it U  J Y
_ J - J _ l _ J 2 z _ l *—i i i 2 _ )
X >* < < < < < *—i ►—« < a : CO X i—t<  (-
X  >- u oj OJ OJ OJ z> OJ G 2 J 3 0 J H
*^k
—' o o
0.1 •k •k
(SI o o
•k •l •k
H k—1 k—i
2 cr> •k •k
g OJ u LU"T* •r- 2
OJ —r~ _L. N a* 1— 1 »—t
OJ u “2 O) u 1- H- k-k
•k ^7 «> 00 2 2 07
X—1 ►—>t •* »—f ~yj — l l 1
u G  OJ 0J CD •k •k •k
«k •s u ■k n . X X a
h~ X 1- 07 X > o
OJ a-l UJ ■k *«
— < OJ 2 t J — a 1— H- a
o j ■— a ■— i T-0 00 0J h - h - OJ
in _1 tH l~ J - CD o in •j k_^ — k—1
T-“J (V ru LU X — UJ CO U.! LG U'
OJ OJ O  H- 1- I— + + •k H- 2 2 1-
»— O CO CjJ 1— CO »—i i—t G  O
ll II »—« + 1 _ J  X tH OJ 2> --i > _1 _ J _ j  i n
G CO u  o 2  — 07 U. U X
— - — LU f - :l 1—* Oj
V V t— u _ J _J II II (_ I— _J _ i  i -
— —- ■—* II _1 2  —< CD _J
X X ns ►H < < —^? OJ G  X _J < < <  G
X X G h~ OJ OJ U  OJ U  S 0J OJ u  m
in
ip
u  oj u
6 0  C O N T I N U E
C A L L  p L O T (0 • . 1 2 • / - 3 )
C A L L  P L O T ( 0 - ^ Q . / 999)
S T O P
2 0 0  F O R M A T ( IX. 'NT I N * ’ I 3 . 2 X . ' N C I N * ’ I 3 . 2 X . 'O E L T A = *F 1 0 • A . 2 X . ' A = ’F 6 . 2 . 2 X  
2 0 0 1 / ’B = ' F 6 - 2 . 2 X / ’D E L C = * F 10•5)
20 1  F O R M A T (1 H 0 . ( 1 X . 5 F 1 0 . 5 )  )
2 0 2  F O R M A T  ( 1H1. ' C O N T R O L  M A T R I X ’ )
2 0 4  F O R M A T ( ’Q T = ’C 7 • 3 . / ( I X . 1 0 F 6 * 2 ) )
2 5 0  F O R M A T ( ’1 ’, 1X ( 0 ) = ’F 8 . 4 , 2 X , ’Y ( 0 ) = ’F 8 • 4 . 2 X . ’TI M E * * F 8 « 2 . 2 X / ' N T  I ME** 
2 5 0 1 . 1 3 )
251 F O R M A T ( ' 0 ' / ’0 ' . 5 X , ’TI M E ' . 7 X , » X ',9 X . ’Y «/5 X . 'C O N T R O L '/ I X  )
2 5 2  F O R M A T ( 1 X / 4 F 1 0 » 4 )
E N D
FUNCTION F2P0L(X/Y')
T H I S  S U B P R O G R A M  I N T E R P O L A T E S  IN T H E  T W O - D I M E N S I O N A L  A R R A Y  FP(X/Y) 
A F O U R  P O I N T  I N T E R P O L A T I O N  F O R M U L A  IS U S E D  
N C I N  = 1 / O E L C
C O M M O N  N T  I N , N C I N / D E L T A * A , B , F p < 1 0 / 1 0 > / U ( 1 0 / 1 0 / 5 0 )
Cl = N C I N  > X
C U  = N C I N * Y  4
I * Cl 
U = CU
N C M 2  = N C I N  - 2 
E X T R A P O L A T I O N  C H E C K S
I F ( I « L T . O ) 1=0
I F (U «LT * 0 ) U = 0 
I F ( I •GT • N C M 2 ) I = N C M 2  
I F (J •G T •N C M 2 )J = N C M 2  
CRI = Cl - I 
C R U  = C U  - J 
1 = 1 + 1 
J = J + 1 
F I J  = F P ( 1 / J)
F P U  = F P { I+ 1 / J )
F IP = FP ( I / U+l:)
F 2 P 0 L  = F T U  + CR I * (F P U  - F I U )  + C R J * ( F I P  - F I U  + CRI » (F P ( I + 1 / U + 1 ) 
1 + F I U  - c-PU - F I P )  )
R E T U R N
E N D
FUNCTION U2P0L(X/Y/N)
T H I S  S U B P R O G R A M  I N T E R P O L A T E S  IN T H E  C O N T R O L  T A B L E  U I X / Y / T )  AS  
F U N C T I 9 N  OF X A N D  Y
A F O U R  P O I N T  I N T E R P O L A T I O N  F O R M U L A  IS U S E D  
N C I N  = 1 / D E L C
C O M M O N  N T I N / N C I N / D E L T A / A / 3 / F P < 1 0 / 1 0 ) / U ( 1 0 # 1 0 / 5 0 )
Cl = N C I N  * X 
C J  = N C I M * Y  
I = Cl 
J = CJ
N C M H  = N C I N  - 2
E X T R A P O L A T I O N  C H E C K S
IF « I * L T *0)1 = 0 
I F ( J » L T * 0 ) J = 0  
I F ( I « G T * N C M 2 ) I = N C M 2  
I F ( J * G T * N C M 2 ) J = N C M 2  
CR I  * Cl - I 
C R J  = C J  - J 
1 = 1 + 1 
J = J + 1 
U I J  = U ( 1 / J / N )
U P J  = U ( I + l / J / N )
U I P  = U ( 1 / J + l / N )
U 2 P 0 L =  U I J  + CR I * (U P  J - U I J ) + CR J *  (U I P - U I J  + C R  I*( IJ ( 1 + 1 / J + l / N )  
1 U I J  - U P J  - U I P ) )
R E T U R N
E N D
n
n
n
n
n
n
n
n
n
n
n
n
n
S U B R O U T I N E  S Y S T E M ( C 1 / C 2 / U N / H / G l / G P )
T H I S  S U B R O U T I N E  C A L C U L A T E S  H ( C l / C 2 / U ) /  G K C 1 / C 2 / U )  A N D  
G 2 ( C 1 / C 2 / U )  - O R  A B A T C H  R E A C T O R  W H E R E  T W O  C O N S E C U T I V E  
R E A C T I O N S  T A K E  P L A C E
X D Q T  = U * ( 1 - X) 0 < U < 1
Y D O T  = U *  (1 - X) - 3*Y*!J**A
J = Y (T ) ( M A X I M I Z E )
T H I S  V E R S I O N  U S E S  R U N G E - K U T T A  I N T E G R A T I O N
C O M M O N  NT I N / N C I N / D E L T A /  A / B / F P (  10/ 105/'J( 10/ 1 0 / 5 0 )
U N A  = B * D E L T A + U N * * A  
U N D  = U N * D E L T A  
R K l l  = U N D * (  1» - Cl)
R K 2 1  = RKll - U N A * C 2
R K l P  = U N O * (1« - Cl - 0 » 5 * R K 1 1 )
R K 2 2  = R'< 12 - U N A * ( C 2 + 0 * b * R < 2 i )  .
R K 1 3  = U N O * (1 • - Cl - 0 • 5 * R X 12)
R K 2 3  = R K 1 3  - IJNA*(C2 + 0 . b * R ’<22)
R K l A  = U N O * (1• - Cl - R K 13)
R K 2 4  = R K 1 A - U N A * ( C 2  + R K 2 3 )
G1 = R K 12 + R K l 3
G 1 = 0 • 1 6 6 6 6 7 * ( R K l l  + Gl + G1 + P K 1 M
G 2  = R K 2 2  + P ’< 2 3
G 2  = 0 . 1 A A 6 6 7 * ( R K 2 1  + G 2  + G2 + R K 2 4 )
H = 0.
R E T U R N
E N D
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