The method of invariant manifolds was originally developed for hyperbolic rest points of autonomous equations. It was then extended from fixed points to arbitrary solutions and from autonomous equations to nonautonomous dynamical systems by either the Lyapunov-Perron approach or Hadamard's graph transformation.
Introduction
We start with an example of a stable manifold for the pendulum equatioṅ
The rest points are at kπ 0 for k ∈ Z, for the phase portrait, see 
The rest point 0 0 of (2) corresponds to the rest point π 0 of (1). A Taylor expansion of (2) 
with ξ ∈ R 2 is called the linearization of (2) and E s = span 1 −1 are invariant for the linearization (3) and are called the unstable and stable subspaces of (2) at 0 0 , respectively. They satisfy the dynamical characterization In fact, solutions in E s decay exponentially with a negative rate γ which is larger than the negative eigenvalue −1, say γ = −(1/2), i.e. each solution ξ(·) of (3) with ξ(0) ∈ E s satisfies ξ(·) ∈ C γ := ξ ∈ C 0 (R, R 2 ) : ξ γ = sup t≥0 e −γt ξ(t) < ∞ .
The local stable manifold of the nonlinear system (2) at the rest point 0 0 is then defined analogously as the set of starting values (close to the origin) of solutions which decay exponentially with rate γ, i.e. for some δ > 0 This characterization is the basis of the LyapunovPerron construction method for invariant manifolds: Let π u = (1/2) ∈ C γ be a solution of (2). Applying π s to the variation of constants formula for (2) is a solution of (2) in C γ ,
i.e. W s loc is the set of 
Whereas the Lyapunov-Perron method results in the construction of W s loc as a graph, the Hadamard graph transformation method uses (5) as a starting point for the construction of W s loc utilizing its invariance in the following form
with f x y = y sin(x) . Equation (6) is derived from the invariance relation π u x y (t, ξ + w s (ξ)) = w s (π s x y (t, ξ + w s (ξ))) by computing its time derivative at t = 0 where x y (t, ξ + w s (ξ)) denotes the solution of (2) at time t starting in ξ + w s (ξ) ∈ W s loc . w s is constructed as a fixed point of (6) in the space of Lipschitz mappings w : E s → E u with w(0) = 0. Substituting a Taylor expansion of w s into the invariance equation (6) one can compute an approximation for w s , e.g. if for ξ = η −η ∈ E s we get ξ + w s (ξ) = η + 24η 3 −η + 24η 3 + O( ξ 4 ).
In the last decades, there have been many papers generalizing classical autonomous results on hyperbolicity and invariant manifolds to nonautonomous differential equationṡ
using exponential dichotomies and the LyapunovPerron method (see e.g. [Barreira & Valls, 2005; Henry, 1981; Sell & You, 2002] and the references therein). The construction is analogous, the meaning of the real parts of the eigenvalues as growth rates for the linearization is replaced by exponential dichotomy estimates, w s then depends on both t and x. However, a disadvantage of this approach is its insensitivity to changes of (7) on intervals of finite time. For example, if a linear systemẋ = A(t)x admits an exponential dichotomy on R and is then changed arbitrarily on an interval of the form I = [a, b], a < b, then it still admits an exponential dichotomy. For example, if the evolution operator Φ(t, s) ofẋ = A(t)x satisfies an exponential dichotomy of the special form
Φ(t, s)x ≤ Ke −α(t−s) x for t ≥ s
with K ≥ 1, α > 0, then the solutions are exponentially decaying for large t and fixed s, however, the behavior of the solution, as well as a possible change of the system, on a finite time interval only results in a larger constant K. In other words, hyperbolicity and invariant manifolds based on exponential dichotomies and the LyapunovPerron method are asymptotic concepts (in t) and are in general not related to the behavior of (7) on finite intervals of time. At this point it is crucial to distinguish between two different cases:
(i) f is recurrent in the sense that for t in unbounded intervals f (t, ·) : R n → R n is related, or close in some sense, to f (t, ·) on a bounded interval t ∈ I = [a, b] . This is the case e.g. if f is periodic, quasi-periodic, almost-periodic or almost-automorphic in t (see e.g. [Berger & Siegmund, 2003] ). (ii) f is only known on the interval I = [a, b] of finite time and little or nothing can be said about f (t, ·) : R n → R n for t in unbounded intervals, e.g. if f is a physically observed or numerically computed nonstationary velocity field and the observation or computation starts at time a and ends at time b.
In case (i) the behavior of (7) for t ∈ I = [a, b] is related to the asymptotic dynamics for t → ±∞. One common method (which plays no role in this paper) is to consider a corresponding skew product flow over the Bebutov shift by encoding the recurrent properties of f into the topological properties of the hull (see e.g. [Berger & Siegmund, 2003; Sell, 1971] ). However, in case (ii) different approaches have been developed in many recent papers, often motivated by applications in fluid mechanics (see e.g. [Haller, 2005; Haller & Poje, 1998; Haller & Yuan, 2000; Ide et al., 2002; Ju et al., 2002; Lekien et al., 2006; Malhotra & Wiggins, 1998; Mancho et al., 2003 Mancho et al., , 2004 Miller et al., 1997; Ottino, 1989; Sandstede et al., 2000; Shadden et al., 2005; Wiggins, 2005] and the references therein). In [Kloeden & Siegmund, 2005 ] the bifurcations and continuous transitions of attractors serve as prototypical nonautonomous bifurcations for t ∈ R. A main goal of this paper is to provide the tools for an extension of the approach in [Kloeden & Siegmund, 2005 ] to finite time intervals, see also Sec. 6.3. To this end, one of the central questions is whether attraction, hyperbolicity and invariant manifolds have any useful meaning on a finite time interval. In this paper, we extend the notions of finite time hyperbolicity and ellipticity in [Haller, 2001a] to systems that are not necessarily fluid-mechanical and study their relation to a new notion of invariant manifolds on finite time intervals. Although some results are formulated for scalar equations and Eq. (7) in arbitrary dimension, we discuss hyperbolicity and invariant manifolds in this paper only for Eq. (7) in the plane, i.e. x ∈ R 2 . The structure of the paper is as follows.
In Sec. 2 we define attraction and repulsion on intervals of finite time by considering the rate of strain tensor of the linearized system. We prove an analog of the "Theorem of Linearized Asymptotic Stability" on finite time intervals and extend a result in [Ide et al., 2002] on the existence of attractors and repellors for scalar differential equations.
Section 3 contains the main results on hyperbolicity on finite time intervals. Using the strain acceleration tensor of the linearized system we discuss a time-varying partition of the state space R 2 into quasi-hyperbolic, hyperbolic, elliptic and degenerate points and show that this partition is preserved under time-varying orthogonal transformations. We generalize the Okubo-Weiss criterion.
Stable and unstable manifolds are introduced in Sec. 4. We show that they always exist in the hyperbolic and quasi-hyperbolic case. We extend a result in [Haller, 2001a] on sufficient conditions ensuring nonexistence in the elliptic case. We prove that if the manifolds exist then they are "tangential" to the stable and unstable manifolds of the linearized system.
In Sec. 5 we deal with Hamiltonian systems which correspond to the incompressible case in 2D fluid mechanics. Our notion of hyperbolicity and ellipticity was introduced in this context first in [Haller, 2001a] .
Section 6 contains applications to three different problems. First we prove a theorem on the location of periodic orbits for two-dimensional autonomous differential equations based on the partition introduced in Sec. 3. Next, we compute stable manifolds on finite time intervals for a heteroclinic orbit of a double gyre flow and finally we show that the merging of two-dimensional symmetric vortices can be understood as a transition of the time-varying partition from hyperbolic regions to elliptic regions.
Attraction and Repulsion
We consider a system of nonautonomous differential equationsẋ
where
To not overburden notation we assume from now on that D = I × R n for a nontrivial interval I ⊂ R and that each solution x(t, t 0 , x 0 ) starting at t 0 ∈ I in x 0 ∈ R n exists for all t ∈ I. All statements can easily be adapted to the case D I ×R n . 
is strictly decreasing for all t ∈ I with 0 < x(t, t 0 ,
Similarly µ is called finite-time repellor or repellor on I if it is repulsive on I, i.e. there exists a δ > 0 such that for t 0 ∈ I, x 0 ∈ R n the function
is strictly increasing for all t ∈ I with 0 < x(t, t 0 ,
Remark 2. We often abbreviate finite-time by ft.
If (8) is defined on I = R then common notions of attraction are pullback and forward attraction (see e.g. [Kloeden & Siegmund, 2005] and the ref-
and it is called forward attractor if
The following example shows that pullback, forward and finite-time attraction are three independent concepts describing the "past", "future" and "present" of the differential equation. with solutions x(t, t 0 , x 0 ) = x 0 e t 2 0 −t 2 and y(t, t 0 , y 0 ) = y 0 e t 2 −t 2 0 , see Fig. 2 . For both equations µ(t) ≡ 0 is a solution. Forẋ = −2tx the zero solution µ is a forward attractor but not a The systemẋ = 2|t|x combines the dynamics oḟ x = −2tx for t ≤ 0 and ofẋ = 2tx for t ≥ 0 and hence µ(t) ≡ 0 is neither a pullback nor forward attractor, see also [Kloeden & Siegmund, 2005 ].
The following example shows that an asymptotically stable solution, i.e. a solution which is stable and attractive in the sense of Lyapunov, does not need to be ft-attractive. . The zero solution µ(t) ≡ 0 is asymptotically stable. To check whether x(t, x0, y0) y(t, x0, y0) is increasing or decreasing, we compute
and observe that the solution starting in 1 0 at time 0 is increasing on a small neighborhood of t = 0, whereas the solution starting in 0 1 is decreasing, see Fig. 3 . Hence µ is neither a ft-attractor, nor a ft-repellor. 
To study attraction and repulsion in the vicinity of a fixed solution µ : I → R n of (8) we transform it into the zero solution of a new system by the transformation x → x − µ(t), i.e. we compute (8) in the new coordinatesx = x − µ(t), for notational convenience omit the˜, and geṫ
A Taylor expansion of (9) in x = 0 yieldṡ
is called the linearization of (8) along µ(t).
Remark 5
(i) A solution µ of (8) is attractive on I if and only if the zero solution of (9) is attractive on I, since the transformation x → x − µ(t) respects ft-attraction. (ii) By (i) either all solutions or no solution of a linear equationẋ = A(t)x are attractive on an interval I. We say that the systemẋ = A(t)x is attractive on I if the zero solution is attractive on I.
Motivated by the rate of strain tensor, a notion from fluid dynamics (see e.g. [Batchelor, 1967] ), we compute for an arbitrary solution ξ : I → R n of (11)
with
Definition 6 (Rate of Strain Tensor). The symmetric part
is called the rate of strain tensor of Eq. (8).
By formula (12) the rate of strain tensor describes growth and decay of solutions ξ(t) of the linearization (11). In fact the solutions of (11) are all strictly monotonically decreasing on
Using the fact that a matrix A is positive or negative definite if and only if its symmetric part S := (1/2)[A + A T ] is positive or negative definite, since ξ, Aξ = (1/2) Aξ, ξ + (1/2) ξ, Aξ = ξ, Sξ , we define the attracting and repelling regions of Eq. (8) as follows.
Definition 7 (Attracting and Repelling Region). For t ∈ I the set
is called the attracting region of Eq. (8) at t. Similarly the set 
In the scalar case n = 1 the attracting and repelling regions are of the form 
Thus the linearization is ft-attractive. Moreover, by compactness of I and continuity (13) follows.
The classical theorem of linearized asymptotic stability states that a rest point ofẋ = f (x) is asymptotically stable if its linearization is asymptotically stable. The following result is an analog of this theorem for Eq. (8) on a nontrivial compact interval I. It states that a solution is attractive on I with positive rate of attraction if the linearization is attractive on I with positive rate of attraction. 
Moreover, there exists δ > 0 such that solutions which are δ-close to µ have a positive rate of attraction, i.e. for t 0 ∈ I, x 0 ∈ R n and 0
where we take the min only for t µ(t) ) and hence S (t, µ(t) ) are negative definite. As a consequence all eigenvalues of S(t, µ(t)) are negative. Let η(t) denote the largest eigenvalue, η(t) is continuous in t ∈ I by continuity of t → S (t, µ(t) ). We define
By Remark 5(i) µ is attractive on I if and only if the zero solution of (10)
is attractive on I. Using the fact that g(t, 0) ≡ 0 and the mean value theorem, we get
and x = 0 is the only zero of g(t, x) for t ∈ I and x < δ. To prove that the zero solution of (15) is attractive on I, let ν : I → R n be a solution of (15) with 0 < ν(t) ≤ δ for some t ∈ I. Then 1 2
which implies that µ is attractive on I for the nonlinear system (8) with positive rate of attraction (14).
The converse of Theorem 10 does not hold. The zero solution µ(t) ≡ 0 ofẋ = −x 3 is attractive with positive rate of attraction (14) on any interval I = [a, b], a < b, however, µ(t) ∈ A(t) for any t ∈ I, since every solution of the linearizationξ = 0 is constant.
The following example shows that the assumption of Theorem 10 cannot be weakened. A solution of (8) does not need to be ft-attractive even if its linearization is ft-attractive. 
Every nonzero solution of the linearization at the originξ
is strictly decreasing for every nonzero solution ξ(t) and hence, by Remark 5(ii), the linearization (17) is attractive on any interval of the form I = [a, b], a < b, but not with positive rate of attraction (13). On the other hand, for δ ∈ R the solution ν(t) of (16) 
Consequently the zero solution of the nonlinear system (16) is not attractive although its linearization (17) is attractive on I.
The Wazewski principle is a topological tool to ensure the existence of solutions in given sets if only the dynamics across the boundary of that set is known [Conley, 1978; Hale, 1980; Mischaikow, 1999] . Using Wazewski type arguments and the ordering of solutions of scalar equations the following theorem provides conditions ensuring the existence of a ft-repellor, see Fig. 4 . A similar statement yields a ft-attractor.
Theorem 12 (Repellor for Scalar Equation
t ∈ I} and assume that the following conditions are satisfied:
(ii) Solutions leave the region between W − and W + transversally, i.e.
Then there exists a solution µ : I → R of (8) with
Moreover, if (w − (t), w + (t)) ⊂ R(t) for t ∈ I, then µ is a repellor on I. Proof. Let x(t, t 0 , x 0 ) denote the solution of (8) starting at time t 0 in x 0 . By continuity the set of starting values of solutions which stay between
is either a nonempty closed interval or empty. Assume that it is empty. Define the exit time
To derive a contradiction, we need the following lemma.
Assume that Lemma 13 is true, then by (19) the function
is well-defined and continuous. Consequently,
However,
and the sets W − , W + are disconnected by assumption (i), which is a contradiction. Thus, Γ is a nonempty closed interval and we can choose a solu-
and by an analog of Theorem 10 µ is a repellor on I and the proof of Theorem 12 is complete.
Proof of Lemma 13. We divide the proof into three steps.
Step 1. Solutions cross W − and W + transversally,
and similarly if x(t 0 , a, x 0 ) = w − (t 0 ). Because otherwise, there would exist a strictly decreasing sequence (t n ) n∈N with t n → t 0 and x(t n , a,
which by passing to the limit for n → ∞ leads to
Step 2. τ (·) is upper semi-continuous at x 0 , since for any ε ∈ (0, ε 0 ) by
Step 1 x(t 0 + ε, a, x 0 ) > w + (t 0 + ε) and there exists a neighborhood V of
Step 3. τ (·) is lower semi-continuous at x 0 , since for any ε ∈ (0, t 0 − a) there exists a neighborhood
A direct application of Theorem 12 yields Theorem 3.1, part 2, in [Ide et al., 2002] , about how to detect a distinguished finite time repeller for scalar equations (8) based on the location of instantaneous stagnation points (ISPs), i.e. points x sp (t) ∈ R with f (t, x sp (t)) = 0. In our situation, this theorem can be expressed as follows.
Theorem 14 [Ide et al., 2002] . Consider Eq. 
R(t).

Then there exists a solution
and µ is a repellor on I.
By continuity of f and D x f there exists ε > 0 with
Since f and D x f are uniformly continuous on compact sets there exists δ > 0 such that
the sign of f (t, x) is the sign x − x sp (t) for x close to x sp (t). As a consequence
Then assumption (18) holds with w − (t) := x min sp − δ and w + (t) := x max sp + δ and by Theorem 12
is a nonempty closed interval. Using the fact that
max sp ] for all t ∈ I} is nonempty and contains a solution µ : I → [x min sp , x max sp ] which is a repellor on I.
In the following example we give an application of Theorems 12 and 14.
Example 15. For ε ≥ 0 consider the scalar equatioṅ
3 with ν(t) = ε sin t.
A direct computation yields the ISP x sp (t) = ν(t) in the repelling region
for t ∈ R and the assumptions of Theorem 14 are satisfied on any interval I = [a, b], a < b. Hence there exists a ft-repellor. However, Theorem 12 with w ± defined as above yields a repellor on I for ε < 2/3 √ 3, i.e. Theorem 12 is stronger than Theorem 14.
Hyperbolicity and Ellipticity
In this section we extend the elliptic-parabolichyperbolic (EPH) partition in [Haller, 2001a] to systems which are not necessarily fluid mechanical (cp. also Sec. 5 on Hamiltonian systems). We consider a planar nonautonomous differential equatioṅ
x f , and I ⊂ R is a nontrivial interval. As in Sec. 2 we study the behavior of solutions in the vicinity of a fixed solution µ : I → R 2 . By x → x − µ(t) the solution µ is mapped to the zero solution of (10)
and we denote the linearization of (21) along µ bẏ
with C 1 functions a, b, c, d : I → R. We recall that by (12) the rate of strain tensor S(t) := S(t, µ(t)) describes the growth and decay of solutions ξ(t). Next we define the set of zero strain by (d/dt) ξ(t) = 0 as in [Haller, 2001a] .
Definition 16 (Zero Strain Set). For t ∈ I the set
is called the zero strain set of the linearization (22).
The next example illustrates the geometric meaning of the zero strain set. 
Its zero strain set Z(t) is independent of t ∈ R and consists of two lines ξ − = 
Proposition 18 (Characterization of Zero Strain Set). Consider system (22) with symmetric part S(t) = (1/2)[A(t) + A(t) T ]. Then the zero strain set Z(t) = Z(t, µ(t)) satisfies exactly one of the following four cases: (i) Z(t) is the origin if and only if det S(t) > 0. (ii) Z(t) consists of one line if and only if det S(t) = 0 and a(t) 2 + d(t) 2 = 0. (iii) Z(t) consists of two lines if and only if det S(t) < 0. (iv) Z(t) is the plane if and only if a(t)
Proof. The number of lines in Z(t) is the number of linearly independent solutions of the quadratic form
Remark 19. Since det S(t) depends continuously on the coefficients of (22), (i) and (iii) are open conditions whereas (ii) and (iv) do not persist under typical perturbations of (22).
A solution ξ(t) of (22) can cross a line in Z(t) only perpendicular to that line. The sign of the second order derivative of ξ(t) characterizes whether ξ(t) crosses from a region with increasing norm to a region with decreasing norm or vice versa. With
), S(t)ξ(t) = ξ (t), S(t)ξ(t) + ξ(t),Ṡ(t)ξ(t) + S(t)ξ(t) = A(t)ξ(t), S(t)ξ(t) + ξ(t),Ṡ(t)ξ(t) + S(t)A(t)ξ(t) = ξ(t), [Ṡ(t) + S(t)A(t) + A(t) T S(t)]ξ(t) .
The following notion was introduced in this context in [Haller, 2001a] , it coincides with the CotterRivlin rate of S in continuum mechanics.
Definition 20 (Strain Acceleration Tensor). The matrix
is called the strain acceleration tensor of Eq. (22), If S (t, µ(t) ) is indefinite then by Proposition 18 the zero strain set Z(t) consists of two lines ξ − and ξ + . By (24) the signs of ξ − , M(t, µ(t))ξ − and ξ + , M(t, µ(t))ξ + characterize the directions in which solutions of (22) 
is positive/ negative definite if both signs are positive/negative and it is indefinite if the signs are different. The following definition extends the EPH partition in [Haller, 2001a] . 
(ii) Repelling region:
(t) ∪ R(t) ∪ E(t) ∪ H(t) ∪ Q(t)]
Remark 23
may not be persistent under small perturbations of the system, e.g. ifẋ = 
is either semi-definite or zero).
Example 24. Consider again the pendulum equationẋ
In order to get the dynamic partition we compute
as well as (20) and (21) are mapped onto each other by this transformation. Let Q : I → R 2×2 be a continuously differentiable function of orthogonal matrices Q(t). We transform solutions of (21) into rotated solutions of a new system by the transformation x → Q(t) T x, i.e. we compute (21) in the new coordinatesx = Q(t) T x, for notational convenience omit the˜, and geṫ (22) of (20) into the linearizatioṅ
of (25) along the zero solution. Since x → Q(t) T x is a norm-preserving rotation, the corresponding dynamical partitions of (21) and (25) are mapped onto each other by this transformation. In other words, the time-dependent shift and rotation (20) and its dynamic partition into system (25) and its dynamic partition, respectively. In fact, any time-dependent shift and rotation x = Q(t)x + u(t) preserves the dynamic partition as a direct computation shows.
Proposition 25 (Dynamic Partition under Shift and Rotation). Let Q : I → R 2×2 be a C 1 function of orthogonal matrices Q(t) and u :
] is a solution of (27 ) with linearizatioṅ
and x(t) is in one of the regions A(t), R(t), E(t), H(t), Q(t) or D(t) of Eq. (22) if and only if x(t) is in the corresponding region of Eq. (27 ).
Dresselhaus and Tabor [1992] suggested to study the linearization (22) in the eigenbasis of S A (t) = (1/2)[A(t) + A(t) T ] thus factoring out that part of time dependence of A(t) that comes from the rotation of the eigenvectors of the rate of strain tensor S A (t). We therefore transform Eq. (20) 
The transformed rate of strain tensor S B (t) is diagonal if and only if the orthogonal matrix Q(t) consists of the eigenvectors of S A (t). In this case the linearization (26) of (25) is of the forṁ
with continuously differentiable functions λ 1 , λ 2 , β :
Definition 26 (Strain Coordinates). Consider Eq. (20) and a solution µ : I → R 2 . Suppose that 
and there exists a strain coordinate transformation in a neighborhood of each t 0 ∈ I. This follows from the implicit function theorem applied to
The invertibility of (∂F /∂(v, λ) )(v 0 , λ 0 , t 0 ) follows from Kellers ABCD Lemma [Keller, 1977] and the fact that the eigenvalues are distinct. To get an explicit strain coordinate transformation Q(t), consider the differentiable curve z : I → S 1 defined by
and for an arbitrary t 0 ∈ I define ω(t 0 ) ∈ [0, 2π) with (cos ω(t 0 ), sin ω(t 0 )) = z(t 0 ) and for each t ∈ I
Then the C 1 strain coordinate transformation Q(t) is of the form
Indeed, if we denote by n(t) = (∆(t))
Using the fact that the angle
As a consequence cos ω(t) = (a(t) − d(t))/ ∆(t) and sin ω(t) = −(b(t) + c(t))/ ∆(t)
, and we get (omitting the t-dependence)
i.e. the columns of Q(t) consist of eigenvectors of S A (t). A similar computation shows that the transformed linearization is of the form (28) with (29) and
The following example shows that strain coordinates do not always exist.
Example 28. The zero solution µ(t) ≡ 0 ofẋ = A(t)x with
However, the unique (up to exchanging columns) orthogonal matrix Q(t) consisting of the eigenvectors of A(t) satisfies
and therefore is not even continuous. As a consequence the system cannot be transformed into strain coordinates on [−1, 1].
For a system in strain coordinates we summarize explicit formulas for the rate of strain tensor, zero strain set and strain acceleration tensor in the following proposition. 
If S(t) is indefinite then the zero strain set is of the form
For system (20) with trace D x f (t, x) = 0 (e.g. incompressible fluids) Okubo [1970] and Weiss [1991] suggested to study the sign of det D x f (t, x) for each t to identify hyperbolic regions {x : det D x f (t, x) < 0} and elliptic regions {x : det D x f (t, x) > 0}. This so-called Okubo-Weiss criterion provides an easily testable condition to distinguish between hyperbolic and elliptic behavior provided the system is slowly varying, i.e.
D x f (t, x(t)), along a solution x(t), is "almost" independent of t [Haller, 2001a, Sec. V.A]. Hua and
Klein computed a second order correction of the Okubo-Weiss criterion in [Hua & Klein, 1998 ]. Tabor and Klapper applied the Okubo-Weiss criterion in strain coordinates and thus factored out the dependence of the Okubo-Weiss criterion on the reference frame [Tabor & Klapper, 1994] . The OkuboWeiss criterion in strain coordinates is equivalent to the EPH partition [Haller, 2001a, Sec. V.B] . The following theorem is a generalization of the Okubo-Weiss criterion in strain coordinates to general Eq. (20).
Theorem 30 (Okubo-Weiss Criterion). Consider (20) with linearization (22) and assume that D x f (t, µ(t)) is indefinite for t ∈ I. With (29) and (30) define
.
Then the following characterizations hold: (i) µ(t) ∈ E(t) if and only if |α(t)| < |β(t)|. (ii) µ(t) ∈ H(t) if and only if α(t) > |β(t)|. (iii) µ(t) ∈ Q(t) if and only if −α(t) > |β(t)|. (iv) µ(t) ∈ D(t) if and only if |α(t)| = |β(t)|.
Proof. Follows from (33) in Proposition 29 and the fact that by Proposition 25 the strain coordinate transformation respects the dynamic partition. 
Theorem 30 implies α(t) = √ −det S > 0 and as a consequence an autonomous rest point x 0 cannot be quasi-hyperbolic.
Remark 32 (Direction of Rotation in Elliptic Case). If µ(t) ∈ E(t) in Theorem 30 then rotation of solutions of (28) in strain coordinates is clockwise, if |α| < β and counter-clockwise, if |α| < −β.
This follows from the explicit formulas (32) and (33) in strain coordinates. In particular, |α| < β cor-
, see Fig. 8 . Next, we prove that zero strain set and dynamic partition of the linearization (22) at t 0 describe the behavior of solutions of the nonlinear equation (20) locally in some B δ (µ(t 0 )) = {x : x − µ(t 0 ) < δ}, δ > 0. 
Proof. We divide the proof into three steps.
Step 1 and assume that it is transformed in strain coordinates, i.e. the linearization is of the form (28)
ξ = B(t)ξ where B(t) = λ 1 (t) β(t) −β(t) −λ 2 (t)
and since h(t 0 , x) = O( x 2 ), lim x→0 k(t 0 , x) = 0 and with k(t 0 , 0) := 0 the function k(t 0 , ·) is continuous. By Remark 27, λ 1 (t 0 ), λ 2 (t 0 ) > 0. Then there exists δ 0 > 0 such that for all 0 < δ < δ 0 and
Step 2. To prove (i) and (ii) for (25) in strain coordinates we compute the nonlinear analogue {x 0 ∈ B δ (0) : (d/dt) x(t, t 0 , x 0 ) |t=t 0 = 0} of the zero strain set Z(t) consisting of those x 0 ∈ B δ (0) such that instantaneously at t 0 the norm of the solution x(t, t 0 , x 0 ) does not change. Define
. Then
C(t, x) = x, B(t)x + h(t, x)
With the two functions
we get the equivalence
From now on, we consider only F − , the arguments for F + are similar. F − (x) is C 1 in x = 0 and F − (0) = 0. To prove that F − is differentiable in x = 0 with
we compute
Thus, by applying the Implicit Function Theorem, we get an ε > 0 and a
and (ii) is proved. To show (i) we compute
and by (32) we get (i).
Step 3. To prove (iii) let x(t) ∈ graph γ − ∪ graph γ + be a solution of (25) in strain coordinates. Then, omitting t-dependencies,
m(t, x) with m(t, x) := B(t) T h(t, x) + (∂h/∂t)(t, x) + (∂h/∂x)(t, x)B(t)x.
Assume x(t 0 ) ∈ graph γ − with x(t 0 ) = 0. Then F − (x(t 0 )) = 0 and by (34) x 2 (t 0 ) = 0. Using (31) we get at t = t 0
. Now let x ∈ graph γ − tend to 0. Then by (37) the expression (x 1 /x 2 ) − λ 2 (t 0 )/λ 1 (t 0 ) converges to 0 and hence also (II) and (III) converge to 0. Since m(t 0 , x) = O( x 2 ) also (IV) converges to 0. Using the fact that
formula (33) implies that we can choose δ > 0 small enough such that for 0 < x(t 0 ) < δ the sign of (1/2x 2 2 )(
is the sign of ξ − , M(t)ξ − and the proof is complete.
Remark 34. If D x f (t, µ(t)) in Theorem 33 is indefinite for all t ∈ I then the curves γ − , γ + are C 1 also in t ∈ I. This follows by extending F − , F + in (35) as a function also of t ∈ I.
Stable and Unstable Manifolds
The classical stable and unstable manifolds of a hyperbolic rest point x 0 of an autonomous equationẋ = f (x) is defined asymptotically as starting points x of solutions which tend to x 0 as t → ∞ or t → −∞, respectively, see also introduction. Haller and Poje [1998] constructed finite-time stable and unstable manifolds for planar equations (20) 
consisting of all solutions x(t, t 0 , x 0 ) of (20) whose distance from the solution µ(t) does not exceed the initial distance x(a, t 0 , x 0 ) − µ(a) for all t ∈ I. Similarly for unstable manifolds. Whereas classical stable manifolds typically have lower dimension, the set (38) has the dimension of the extended state space I × R 2 . Haller [2000] extended the existence proof from [Haller & Poje, 1998 ] to not necessarily incompressible equations (20) and showed the existence of finite time stable and unstable manifolds of solutions µ which are uniformly hyperbolic on I in the sense of [Haller, 2000, Def. 1] . For such solutions there exists λ > 0 and a continuous time-dependent and invariant splitting R 2 = E s (t) ⊕ E u (t), t ∈ I, such that solutions ξ s (t) ∈ E s (t) and ξ u (t) ∈ E u (t) of the linearization (26) Then the set
is called the stable manifold of µ on I and By Remark 31 an autonomous linear system cannot be quasi-hyperbolic. The following nonautonomous example is quasi-hyperbolic and has stable and unstable manifolds. }, see Fig. 11 . Due to the invariance properties described in Remark 23(i) in the hyperbolic and quasihyperbolic cases (cp. also Fig. 6 ) an argument similar to the Wazewski principle can be utilized to prove the existence of stable and unstable manifolds.
Theorem 41 (Existence of Stable and Unstable Manifolds for Hyperbolic and Quasi-Hyperbolic Solutions). Let µ : I → R 2 be a ft-hyperbolic or quasi-hyperbolic solution of (20), i.e. either µ(t) ∈ H(t) for t ∈ I or µ(t) ∈ Q(t) for t ∈ I. Then both the stable and unstable manifolds of µ exist on I, i.e.
Proof. Suppose that µ(t) ∈ H(t) for all t ∈ I. We prove that W s I (t) = ∅ for all t ∈ I. By Proposition 25, it is enough to show the claim for the zero solution of Eq. (20) in strain coordinates. That is, we consider Eq. (25)ẋ = B(t)x + h(t, x), denote its solution by x(t, t 0 , x 0 ) and assume that it is transformed into strain coordinates. By Theorem 33 and Remark 34 there exists a δ > 0 such that the nonlinear zero strain set on I in B δ (0)
has fibers C(t 0 ) = {x 0 : (t 0 , x 0 ) ∈ C} which intersect the x 1 -axis and x 2 -axis only at the origin. Define the subset of the upper half plane consisting of nonincreasing solutions
We prove by contradiction that there exists a solution on I in Ψ which then lies in W s I . Thereto assume that for every x a ∈ Ψ(a) there exists a t * ∈ I such that x(t * , a, x a ) ∈ C(t * ), i.e. every solution starting in Ψ(a) leaves Ψ through the nonlinear zero strain set C. By an argument which is similar to the proof of Lemma 13 one can show that for x a in the arc Ψ(a) ∩ {x : x = δ} the exit time
is continuous in x a . Then also the mapping which maps the arc to the nonlinear strain set (τ (x a ), a, x a ) is continuous. By Theorem 33 C(a) consists of two curves γ − , γ + . Choose x − ∈ graph γ − , x + ∈ graph γ + in the upper half plane with x − = x + = δ. Then Θ maps the arc Ψ(a) ∩ {x : x = δ} to a connected set, however, Θ(x − ) = x − and Θ(x + ) = x + lie in different components of t∈I C(t), which is a contradiction. The proof for W u I is similar. An analog argument yields the claim if µ(t) ∈ Q(t) for all t ∈ I.
The following theorem gives a sufficient condition for both stable and unstable manifolds to be empty in the ft-elliptic case.
Theorem 42 (Stable and Unstable Manifolds for Elliptic Solutions). Let µ
with β and ∆ defined as in Remark 3. Then there exists a δ > 0 such that both W s I and W u I are empty in a δ-neighborhood of µ, i.e.
Proof. W.l.o.g. consider system (20) in strain coordinates (25), i.e. with linearization (28). Rewriting the system in polar coordinates x 1 = r cos θ, x 2 = r sin θ, we geṫ
By (32) and Theorem 33 on the structure of the zero strain set there exists a δ 0 > 0 such that for any solution x(t) which is contained in W s I or W u I and satisfies
There exists M ≥ 0 with k 1 (t, θ, r) ≤ Mr 2 and k 2 (t, θ, r) ≤ Mr for t ∈ I and r ≤ δ 0 . By (42) 
are nonempty for each t ∈ I. Then there exists a solution x(t) = r(t)(cos θ(t), sin θ(t)) T which is contained either in W s I (t) or in W u I (t) for all t ∈ I and satisfies sup t∈I r(t) ≤ δ. Equation (43) and the estimates for k 1 , k 2 imply that
As a consequence, we get the estimate a direct computation shows that 1/4(t 2 + 1) ≤θ ≤ 3/4(t 2 + 1), i.e. for t ∈ I
Therefore in both cones between the zero strain set there exist solutions which do not cross Z(t) and hence are contained in W s I and W u I , respectively. Assume that µ(t) is a solution of (20) 
) for some δ > 0 with the following properties: 
Proof. Assume that µ(t) ∈ H(t) for t ∈ I = [a, b].
As in Remark 23(i) we observe that ψ
is forward invariant under the solution Φ(t, t 0 )ξ of the linearization (22) on I and
By Theorem 33 ψ Since boundaries are mapped on boundaries by Φ(t 0 , b) and x(t 0 , b, ·), and using the fact that Φ is the linearization of x along µ, the claim follows. Similarly one can show the statements for the unstable manifolds. If µ(t) ∈ Q(t) for t ∈ I then the proof is analogous using
for t ∈ I then we have to use the fact that E s I (and similarly E u I ) intersects the zero strain set Z in exactly one line at time a and exactly one line at time b (cp. also Example 40).
The following example shows the approximation of a stable manifold by the stable manifold of its linearization.
Example 45. Consider the nonlinear systeṁ
The zero strain set for the zero solution is independent of t ∈ R and of the form C = {(x, y) : x = y 1 + 4y 2 }. By Theorem 44 the fibers of the stable manifold W s I are tangential to the fibers of the stable manifold E s I of the linearization, see Fig. 12 . Next we give some examples of stable manifolds on unbounded intervals. The first example shows that even if a linear system is hyperbolic on [0, ∞) then solutions in the stable manifold do not necessarily tend to 0. 
converge to the y-axis for t → ∞. Each fiber W s I (t) of the stable manifold for t ∈ I is the y-axis. However, each nonzero solution
The following example shows that even if all solutions in the stable manifold of a linear hyperbolic system on [0, ∞) converge to 0 they do not necessarily decay exponentially. is hyperbolic on I = [0, ∞) and W s I (t) is the y-axis for each t ∈ I. However, the solutions in W s I do not decay exponentially.
Remark 48
(i) Example 47 is in strain coordinates with λ 1 (t) = λ 2 (t) = 1/(t + 1). Every solution in W s I converges to 0. In fact, one can prove that this is true for any linear system in strain coordinates which is hyperbolic on [a, ∞) and satisfies
for t ∈ [a, ∞) with some m, M > 0, by using Barbalat's Lemma [1959] , see [Duc, 2006] . (ii) Example 39 is in strain coordinates with λ 1 (t) = e −4t , λ 2 (t) ≡ 1. The two lines in the zero strain set converge to the x-axis and every solution converges to a point in the x-axis. In fact, one can prove that this is true for any linear system in strain coordinates which is quasihyperbolic on [a, ∞) and satisfies
for some M ≥ 0, by using Barbalat's Lemma [1959] , see [Duc, 2006] .
Hamiltonian Systems
In this section we consider the important special case of planar Hamiltonian systemṡ
with standard symplectic matrix J = 0 1 −1 0 and Hamiltonian H : I × R 2 → R 2 on a nontrivial interval I ⊂ R, i.e. we consider the systeṁ (48) where we assume that (∂ 3 H/∂x 3 )(t, x) exists and is continuous. In fluid dynamics in the plane, the Hamiltonian case corresponds to incompressibility of the fluid and H is usually called stream function ψ. Let µ : I → R 2 be a solution of (48). The linearization along µ iṡ
where 
By Corollary 49 the zero strain set cannot be the origin. This corresponds to the fact that A(t) is neither positive definite nor negative definite. As a consequence the attracting regions A(t) and repelling regions R(t) of system (49) are empty for all t ∈ I. If we assume that A(t) is indefinite on I then by Remark 27, Eq. (48), and hence its linearization (49), can be transformed into strain coordinateṡ
with (omitting the t-dependence)
By Proposition 29
1 and
= 4λ(t) 2 ≥ 0, M Z cannot be negative definite and as a consequence the quasi-hyperbolic region Q(t) is empty for all t ∈ I. By Proposition 25 the dynamic regions are preserved by the strain coordinate transformation and we have proved the following Lemma 50 (Empty A, R, Q in Hamiltonian Case) . Consider (48). Then
Note that for Hamiltonian systems (48) the dynamic partition in Definition 22 is Haller's EPH partition [Haller, 2001a] with the minor difference that Haller's elliptic points with vanishing rate of strain tensor as well as the parabolic region are contained in the degenerate region D(t).
Theorem 30 applied to Hamiltonian systems (48) is the Okubo-Weiss criterion in strain coordinates which was originally derived for 2D incompressible fluids (cp. the discussion before Theorem 30).
Corollary 51 (Okubo-Weiss criterion for Hamiltonian Systems). Consider Eq. (48) with linearization (49) and assume that A(t) is indefinite for t ∈ I. Then, using (50), the following characterizations hold:
) ∈ E(t) if and only if λ(t) < |β(t)|. (ii) µ(t) ∈ H(t) if and only if λ(t) > |β(t)|. (iii) µ(t) ∈ D(t) if and only if λ(t) = |β(t)|.
Of course, all results on the zero strain set and approximations of E(t) and H(t) for nonlinear systems (Theorem 33) as well as all results about stable and unstable manifolds (Theorems 37, 41 and 44) also hold for Hamiltonian systems (48). However, Theorem 42 on the existence of stable and unstable manifolds in the elliptic case can be strengthened. It was first proved in [Haller, 2001a , Proposition 2 and Theorem 2]. In our situation, this theorem can be expressed as follows.
Theorem 52 [Haller, 2001a] . Let µ : I → R 2 be a ft-elliptic solution of (48), i.e. µ(t) ∈ E(t) for t ∈ I. Let ξ − (t), ξ + (t) be nonzero vectors lying on the two different lines in the zero strain set of the linearization (49). Suppose 
By Corollary 51, λ < |β| and assumption (51) can be rewritten as
The proof is now similar to the proof of Theorem 42 using the fact that (52) implies (42) with π replaced by π/2, and the lines in the zero strain set Z(t) = {ξ − , ξ + } are fixed with angles π/4 and 3π/4.
Applications
We present applications to the problem of location of periodic orbits for autonomous equations, a double gyre flow and symmetric vortex merger.
Location of periodic orbits
Consider an autonomous equation in the planė
with a C 2 function f : R 2 → R 2 . Then the dynamic partition defined in Definition 22 is independent of t ∈ R. The following theorem states that a periodic orbit is either in the elliptic region or contains a degenerate point. 
Proof. Assume that Γ ∩ D = ∅. Then the closed set Γ is contained entirely in one of the open regions A, R, E, H or Q. Sinceμ(t) = Df (µ(t))μ(t), the functionμ is a nontrivial T -periodic solution of the periodic linear equatioṅ
with symmetric part S(t) and zero strain set Z(t). Assume that Γ ⊂ A. Then µ(t) ∈ A for t ∈ [0, T ] and by Lemma 9 we get the contradiction μ(T ) < μ(0) . Similarly Γ ⊂ R yields a contradiction. Assume that Γ ⊂ H. Define the two cones Ψ − (t) := {ξ ∈ R 2 : ξ, S(t)ξ < 0} and Ψ + (t) := {ξ ∈ R 2 : ξ, S(t)ξ > 0}. Ifμ(t) ∈ Ψ − (t) for all t ∈ [0, T ] then (12) implies the contradiction μ(T ) < μ(0) . Alsoμ(t) ∈ Ψ + (t) for all t ∈ [0, T ] is impossible. That is, there exists a t 0 ∈ [0, T ] withμ(t 0 ) ∈ Z(t 0 ). But then by Remark 23(i) µ(t) ∈ Ψ + (t) for t > t 0 and we get the contradictioṅ
The following example has periodic orbits in the elliptic region. is elliptic with E = R 2 and Hamiltonian H(x, y) = 5x 2 + 6xy + 5y 2 . Every solution is periodic and contained in E.
Next we study the location of periodic orbits for a Hopf bifurcation in normal form [Chow et al., 1994, Sec. 3.2] .
Example 55. Consider the systeṁ
for λ, a, b ∈ R with λ > 0 > a and periodic orbit Γ = {(x, y) : x 2 + y 2 = −(λ/a)}. Figure 13 shows the location of Γ for λ = 10, a = −1 and b = 0 on the left for system (55) and on the right for (55) under the transformation x → D −1 x with D = 1 0 0 (5/2) . The unstable fixed point at the origin is contained in the repelling region R, the quasi-hyperbolic region Q is green and H is depicted blue, the attracting region A is unbounded. After the coordinate transformation, a red elliptic region E emerges. In accordance with Theorem 53, the periodic orbit Γ has nonempty intersection with the degenerate region D, in fact, in the left figure Γ is contained entirely in the degenerate region between A and H. To get the dynamic partition explicitly we compute the linearizationξ = A(µ(t))ξ along a solution µ by A(x, y) = λ + 3ax 2 − 2bxy + ay 2 −1 − bx 2 + 2axy − 3by 2 1 + 3bx 2 + 2axy + by 2 λ + ax 2 + 2bxy + 3ay 2 .
Using Theorem 30, a direct computation yields the dynamic partition with the following explicit formulas depending on
A direct computation shows that the periodic orbit Γ forms a degenerate region D Γ = Γ. We distinguish four different cases depending on the location of degenerate regions 
Double gyre flow
In this section we apply the previous results to a double gyre flow [Shadden et al., 2005] given by the stream function
with amplitude A > 0. The vector field is given bẏ
see Fig. 17 . Since (56) is autonomous its dynamic partition is independent of t ∈ R. The dynamic partition is determined by the linearizatioṅ ξ = B(x(t), y(t))ξ of (56) along a solution , 10] . At the degenerate point µ(0) = (1, 1/2) T the manifolds are "twisted", in fact the fibers of E s I contain the xaxis whereas the fibers of E s J contain the y-axis. We conjecture that this corresponds to the fact that the linearization along the heteroclinic solution µ does not admit an exponential dichotomy on R but only exponential dichotomies on the half-lines R − and R + .
Vortex merger
The interaction of two like-signed vortices embedded in an otherwise quiescent fluid has been the subject of intense research for the last decades (see [Velasco Fuentes, 2001 ] and the references therein). The motion of an ideal fluid in two dimensions is governed by the vorticity and Poisson equation for the vorticity (ω) and the stream function (ψ): The level curves {(x, y) ∈ R 2 : ψ(x, y, t) = c}, c ∈ R, are tangential to the velocity field (ẋ,ẏ) of the particles (x, y) in the fluid. Hencė x = ∂ψ ∂y (x, y, t),ẏ = − ∂ψ ∂x (x, y, t) .
(58) Figure 20 shows numerical solutions of Eq. (57) for one and two vortices with no-slip boundary conditions. Based on the Okubo-Weiss criterion for incompressible fluids, Corollary 51, one can compute the elliptic and hyperbolic region. Figure 21 shows the elliptic region (yellow for counter-clockwise, red for clockwise, blue for hyperbolic) and the dynamic partition for one vortex and for two vortices. The vortices are in yellow elliptic (counter-clockwise) regions, the red elliptic (clockwise) regions for two vortices are caused by so-called ghost vortices. Since we consider symmetric vortex merger, the two vortices are of the same shape and size. As a consequence, the center is a rest point, i.e.
(58) has the constant solution µ(t) ≡ (1/2, 1/2) T . Before the vortices merge the center is contained in the hyperbolic region and after the merging it is the center of the new merged elliptic vortex. In other words, there exists a time t 0 ∈ R such that µ(t) ∈ H(t) for t < t 0 and µ(t) ∈ E(t) for t > t 0 , see Fig. 22 . We say that µ bifurcates from hyperbolic to elliptic and call t 0 merging time. By the Okubo-Weiss criterion Corollary 51, the merging is described by λ(t) and β(t), i.e. the linearization along µ in strain coordinates. Before the merging, the eigenvalues of the linearization in strain coordinates are on the real axis, approach the origin as t → t 0 . At merging time t 0 they pass through the origin and after the merging the eigenvalues are on the imaginary axis. A detailed study is the topic of a forthcoming paper [Duc & Siegmund, 2008] . A snapshot of a three-dimensional velocity field of two vortices is shown in Fig. 23 . We thank T. Frisius and T. Hasselbeck for simulating these two tropical storms with the Lokalmodell of the German weather agency (DWD), see also [Frisius et al., 2006] . The left picture shows the velocity fields and particles in two layers and the right picture displays the instantaneous two-dimensional dynamic partition in these layers. The threedimensional velocity field is incompressible but the restricted dynamics in horizontal layers is not incompressible anymore and allows for attracting (white), repelling (black) and quasi-hyperbolic (green) regions. A detailed study is the topic of a forthcoming note.
Conclusion
We introduced attracting, repelling, elliptic, hyperbolic and quasi-hyperbolic regions as an extension of the EPH partition [Haller, 2001a] by studying the change of distance of neighboring solutions at a fixed time. Solutions with decreasing and increasing distance over a whole time interval form the stable and unstable manifolds, respectively. As a test that these extensions for finite time intervals be coherent in the sense that they are analogs of the classical asymptotically defined notions of attractor, repellor, hyperbolicity and invariant manifolds, we generalized results by Ide et al. [2002] on the existence of attractors and repellors, an existence result by Haller [2002] on invariant manifolds and the Okubo-Weiss criterion from fluid mechanics on finite time intervals. Theorem 53 on the location of periodic orbits as well as the Vortex Merger discussion suggest to study nonautonomous bifurcation phenomena under the aspect of a bifurcation in time of the dynamic partition (or EPH partition in the incompressible case). So far nonautonomous bifurcation theory has focused on the bifurcation of asymptotically defined objects like pullback attractors [Kloeden & Siegmund, 2005; Langa et al., 2002; Rasmussen, 2007] . The application of the dynamic partition to the problem of vortex merger in Sec. 6.3 indicates that the study of the qualitative change of the dynamic partition in dependence of time and/or parameters might be the right concept to develop a nonautonomous bifurcation theory on finite time intervals. We mention that Haller introduced elliptic and hyperbolic regions for threedimensional incompressible flows in [Haller, 2005] , see also [Berger et al., 2008] .
