This paper compares three estimation procedures -quasi-maximum likelihood (QML), Monte Carlo likelihood (MCL) and the particle filter (PF) in the estimation of interest rate volatility models. In comparing the estimation procedures, we consider alternative specifications for stochastic volatility models -AR(1), ARMA(1,1) and AR(MA)X specifications.
Introduction
Stochastic volatility (SV) models in discrete time have been traditionally applied to stock market returns as an alternative to GARCH models, although they remain largely less popular due to the difficulty in evaluating the likelihood function. In these models, volatility is defined as a random, unobserved latent variable of an underlying return series, where the log of the squared residuals is most commonly modelled as a first-order autoregression. However, exact evaluation of the likelihood function is not possible resulting in a number of different techniques to estimate it. The earliest techniques include the quasi-maximum likelihood (QML) method introduced by Harvey et al. (1994) where the assumption of a normal distribution is made when the distribution is non-normal. This less efficient method of model estimation has its advantages, the primary being the formulation of the model in a linear state space form which allows relatively straightforward algorithms for filtering and smoothing to be applied. Other more accurate techniques have been proposed including the Jacquier et al. (1994) Monte Carlo Markov Chain (MCMC) technique or the Monte Carlo Likelihood (MCL) of Sandmann and Koopman (1998) . Whilst MCMC procedures remain quite popular in the literature, they are known to be very computationally demanding and whilst efficient compared to most available estimation procedures, it is noted in Broto and Ruiz (2004) that the procedure can not be easily extended for simple modifications to the model. Broto and Ruiz (2004) also found that in terms of estimation accuracy, there is little distinguishing the MCL and MCMC procedures although the former is more computationally efficient. Alternatively, particle filters are becoming increasingly popular in financial econometrics that is also in the class of Monte Carlo estimation procedures. One of the earliest incarnations of the particle filter proposed by Gordon et al. (1994) termed the "bootstrap filter" has shown to give fairly comparable performance with MCMC methods as demonstrated in Pitt and Shepherd (1999) . With the continuing improvement in particle filtering techniques 1 and the flexibility it allows for use in general state space models, this paper provides a comparison of the particle filter to both the QML and MCL estimation procedures. Parameter estimation using these three procedures can be carried out through maximum likelihood (ML) estimation allowing for a direct comparison of both the parameter estimates as well as model selection criteria.
Modeling the term structure of interest rates is a critical component in asset pricing and has been an important topic for many years. It has been well established in the literature that interest rates, at least in the U.S., exhibit time-varying volatility where the volatility itself has been found to be volatile. Ball and Torous (1999) showed that the volatility of short term interest rates are dependent not only on the level of interest rates but by also incorporating a stochastic volatility factor in the dynamics. Following along similar lines to Ball and Torous (1999) , this paper estimates a stochastic volatility model for short term interest rates. In addition to comparing the estimation procedures, we provides a comparison of different specifications for SV models. The standard SV model applied in the literature is an AR(1) specification of the logvariance. Although incorporating an MA term to the dynamics of short term interest volatility has been mentioned in the literature, there is little in terms of applications. This paper estimates an ARMA(1,1) specification of the SV model to capture any correlation volatility has with past shocks in volaility. Additionally, Jones et al. (1998) and Ball and Torous (1999) found that shocks in the volatility of U.S. treasury bonds caused by macroeconomic announcements are not persistent. In order to capture this behaviour, the SV model is augmented to include an explanatory variable for the Federal Open Market Committee (FOMC) meeting dates. This paper demonstrates the estimation of the alternative specifications for the modelling of stochastic volatility of short term interest rates. The paper compares the validity of the different specifications through various diagnostic tests and compares the results obtained from the different estimation procedures. This paper is organized as follows -Section 2 introduces the interest rate modelling framework that incorporates stochastic volatiliy. Section 3 describes the estimation procedures used in this study. Section 4 describes the data used in this study. Section 5 outlines the empirical results and compares the estimation procedures and model specifications. Section 4 concludes the article.
Interest Rate Stochastic Volatility Model
We consider the class of short term interest rate models given by the following stochastic differential equation
where Z t is standard Brownian motion. Chan et al. (1992) showed that a discretised form of the SDE can be given by
Whilst Chan et al. (1992) assumed σ t to be deterministic, a number of subsequent empirical studies found this not to be the case. The class of discrete stochastic volatility models for short term interest rates involve specifying the log-variance as a stochastic process. The literature regarding SV models under the CKLS framework involves firstly estimating 2.2 by OLS and then estimating the SV model using the residuals. The basic SV model assumes that the log-variance evolves as an AR(1), so if we let y t = σ t r γ t−1 t and σ t = exp(x t /2), then
3)
where t and η t are assumed independent and μ is the long-term mean of the log-variance.
As an extension to the traditional AR(1) specification, this paper investigates an ARMA(1,1)
process. This gives a more general specification for the SV model allowing for the level of volatility to not only be correlated with past levels but also past shocks in volatility. In this case, when there is an increase (decrease) in volatility during a previous period, the increase (decrease) would be expected to persist for the current period. With the addition of the MA component, the transition equation becomes
In addition, if any explanatory variables are thought to impact volatility, this can be incorporated in the SV modelling framework. For instance, some studies have considered the impact of US Federal Reserve announcements on short-term interest rates as the yields on short-term bonds tend to closely track the Fed Funds rate. Das (2002) considers the effect of the Federal Open Market Committee (FOMC) meetings on the jump probability of short rates where an increase in jump probability corresponds to an increase in the volatility of the short rate. The findings suggest that the effect of 2-day FOMC meetings increased the probability of jumps occurring. Using a similar approach, we incorporate a dummy variable for the FOMC meetings to determine whether there is an impact on volatility. Denoting the FOMC dummy as f t , the value is 1 if there is an FOMC meeting during the period [t,t+1] and zero otherwise. For the SV models, this can be incorporated as follows,
In what follows, we will denote the AR(1) specification as SV-AR, the ARMA(1,1) specification as SV-ARMA and the specification augmented with an FOMC explanatory variable term as the SV-AR(MA)X model. The next section describes the estimation procedures.
Estimation
The estimation procedures introduced previously are maximum likelihood estimators based on a state space modelling framework. We thus begin this section by introducing state space models. State space models can be described by a latent state process and an observation (or measurement) process. If we consider observing a particular time-series for t = 1, · · · , T , then a linear state space model can be expressed as
where y t ∈ R n is the vector of observations, t ∈ R n is the observation noise, x t ∈ R m is the vector of states and η t ∈ R m is the state noise. The matrices Z t , d t , T t , c t , H t and Q t govern the evolution of the model.
Whilst the above specification makes the assumption that the state space model is linear and the errors are Gaussian, a more general state space model can be given by the following,
where the two functions are the mappings, h :
Here it is assumed that the state is a Markov process and that the observations are independent given the states and so the distributions of t and η t also satisfy those requirements. For most applications related to state space models, the aim is to estimate the latent state process through filtering which involves estimating the marginal distribution of x t given the observations, i.e. 
Quasi-Maximum Likelihood (QML) Estimation
If we set e t = σ t r γ t−1 t then in a manner similar to Harvey et al. (1994) , the model can be linearised as follows, log e 2 t = log σ 2 t + 2γ log r t−1 + log
If t ∼ N (0, 1), then log 2 t is known to follow a log χ 2 distribution where E[log 2 t ] = −1.2704 and V ar[log 2 t ] = π 2 /2. Under QML estimation, if it is assumed that log 2 t ∼ N (−1.2704, π 2 /2), then the system of equations are in a linear state space form allowing for estimation using the Kalman filter. Parameter estimation is conducted through maximising the likelihood obtained via the Kalman filter recursions. As the system can be estimated using the Kalman filter, its main advantage is that it is computationally efficient compared to most other proposed methods. Some studies make the comment that QML is sufficient in empirical applications involving SV models, however as will be shown later, the results can vary by a large degree depending on the estimation procedure used. For brevity, we have ommitted the steps used in performing the Kalman filter as it is widely available in a number of texts such as Harvey (1989) .
Monte Carlo Likelihood (MCL) Estimation
The MCL estimation procedure was first applied to SV models by Sandmann and Koopman (1998) on the linearised model of Harvey et al. (1994) without making the assumption of Gaussian disturbances in the observation equation. This involved estimating 3.3 where log 2 t is estimated as a log χ 2 random variable using Monte Carlo simulations through an importance sampler. However, more recent papers have considered the nonlinear form of the SV model for applications e.g. Koopman and Lee (2004) 
T is a draw from p(x 0:T ). However, this estimator is very inefficient as many of the draws from p(x 0:T ) would contribute little to p(y 1:T |x 0:T ) and hence the number of simulations needed to obtain an accurate estimate would be prohibitively large even for relatively small T. Durbin and Koopman (1997) proposed importance sampling techniques to improve the performance of Monte Carlo simulations in the estimation of nonlinear and non-Gaussian state space models. In order to estimate the likelihood, the following result is used by Durbin and Koopmann (1997) ,
where q(x 0:t |y 1:t ) is the importance density. The second step above uses Bayes' rule to give
If we consider the short rate volatility model in (2.2) and (2.4), then since both σ t and t are stochastic, the model is nonlinear. The methodology relies on approximating the model by a linear Gaussian model where both q(y 1:t |x 0:t ) and q(x 0:T ) are Gaussian. Furthermore, (2.4) allows us to set q(x 0:T ) = p(x 0:t ) as both are Gaussian and the procedure only relies on finding an importance density q(x 0:T |y 1:T ) in order to perform Monte Carlo simulations. Following
Shephard and Pitt (1997) and Durbin and Koopman (1997) , an approximating Gaussian model is constructed as follows,
where x t is defined by (2.4). The two parameters, a t and b t are chosen to provide a good match of the approximating Gaussian model and the true model. This is achieved by equating the first and second derivatives of the conditional likelihood functions so that the modes of the two distributions coincide. In general the values for a t and b t can not be analytically solved as they require knowledge of the value of the latent state variable. We provide a summary of the iterative procedure to estimate the values of a t and b t in the Appendix, but for further details see Durbin and Koopman (1997) and Lee and Koopman (2004) .
Once the importance density is found, simulations from the importance density can be performed using the simulation smoother of de Jong and Shephard (1995) or Durbin and Koopman (2002) . Utilising the simulations, an estimate of the likelihood function is given by the followinĝ
where q(y 1:T ) is the Gaussian likelihood based on the importance density q(x 0:T |y 1:T ), x
T is a draw from the importance density q(x 0:T |y 1:T ) and w(x , i = 1, . . . , N are the importance weights for each simulated sample path. Since under the SV model, y t |x t ∼ N (0, x t ) the two conditional likelihood functions are given by
The likelihood could be interpreted as the Gaussian likelihood of the approximating model scaled by a correction for the departure from Gaussian of the true likelihood. The degree by which the true likelihood deviates from the Gaussian likelihood is governed by the importance weights. In practice, the log-likelihood is maximised for parameter estimation, however Durbin and Koopman (1997) show that a bias correction is required. An unbiased estimate of the log-likelihood is given by logp(y 1:T ) = log q(y 1:T ) + logw + s 2 2Nw 2 (3.10)
wherew and s are the sample mean and standard deviation of the weights respectively. Note that when maximising the likelihood function, the same random numbers should be used in the Monte Carlo simulations for different parameter sets. This ensures the likelihood function is smooth with respect to the parameters allowing for the use of gradient-based optimization procedures and estimating the standard errors of the parameter estimates.
Particle Filter Estimation
An alternative method of estimating non-linear state space models using importance sampling techniques is the particle filter. Particle filtering techniques have become increasingly popular in the literature recently. They were developed in order to estimate and sample from the posterior distribution of nonlinear and/or non-Gaussian state space models when it is not possible to sample directly from the posterior density. As the procedure uses importance sampling, the technique is similar to MCL except that the procedure is a sequential filter where samples are iteratively computed rather than through the use of a simulation smoother in the case of MCL.
A further difference is that whilst MCL requires a Gaussian importance density due to the use of the Kalman filter and smoother in determining the approximating model, the only restriction for the particle filter is that the importance density can be simulated from. Whilst this allows for more flexibility in the applications available under the particle filter, this usually comes at the cost of efficiency in estimation as an optimal importance density is generally either not available analytically nor computationally efficient to use in Monte Carlo simulations. It should be noted that there are a number of variations to the particle filter available in the literature so we now introduce the form used in this paper.
We firsly describe the particle filter by assuming parameters are fixed and then consider its use for parameter estimation. The particle filter uses importance sampling techniques to estimate expected values of the following form
where p(x 0:t |y 1:t ) is the posterior density. As p(x 0:t |y 1:t ) may be impractical or impossible to sample from, an importance distribution that is easy to sample from is used instead. If we denote the importance density by q(x 0:t |y 1:t ) , then the expectation above can be re-expressed as follows,
q(x 0:t |y 1:t )dx 0:t using Bayes' rule and where w t (x 0:t ) are the unnormalised importance weights with
This expression can be further simplified to give
where E q(·|y 1:t ) (·) is the expectation under the importance density. An estimate for this expectation is given byÊ
. . , N is a draw from the posterior density p(x 0:t |y 1:t ).
In order to be able to sequentially update the posterior density, the importance density is assumed to be of the following form, q(x 0:t |y 1:t ) = q(x 0:t−1 |y 1:t−1 )q(x t |x 0:t−1 , y 1:t )
By making the further assumption that the states are Markov and the observations are conditionally independent given the states, the weights can be re-expressed as
This form allows the weights to be updated sequentially and the procedure is called sequential importance sampling (SIS).
The main problem with the SIS algorithm is that the variance of the weights increases every time the weights are updated. As the importance distribution governs how the weights are updated, the choice of the importance distribution is of critical importance when implementing the particle filter. The result of an increase in weight variance is that the particles may become degenerate, where the weight of one particle dominates the weights of all other particles. In effect this means only one set of particles contributes to the filter whilst all other particles are obsolete.
The optimal choice for the importance density has been shown in Doucet et al. (2000) to be q(x t |x 0:t−1 , y 1:t ) = p(x t |x t−1 , y t ) as it minimises the variance of the importance weights reducing the chance of the particles becoming degenerate. In practice, an analytical form for p(x t |x t−1 , y t ) may not exist, in which case alternative techniques must be used to reduce the variance of the importance weights.
The main technique introduced in the literature to reduce the degeneracy of the particle filter involves adding a resampling step to the algorithm. The modified algorithm is termed sequential importance resampling (SIR) in the literature. A number of resampling procedures have been proposed with the aim of propogating the filter forward with particles of high likelihood whilst eliminating the points of low likelihood. A popular yet simple resampling method which is used in this paper is the stratified sampling procedure of Kitagawa (1996) . This involves sampling N points from a U(0,1) distribution that are a distance N −1 apart and comparing the normalised weights with the sampled points. The number of times a particle is replicated is the number of points N i that lie between
t . The resampling step causes particles with a low weight to be eliminated whilst particles with a high weight are propogated forward with multiple copies.
When choosing the importance density, a popular choice is q(x t |x 0:t−1 , y 1:t ) = p(x t |x t−1 ) as it means the weight update equation simply becomes
This is the form used in Gordon et al. (1993) or the "bootstrap filter" mentioned previously.
For the interest rate SV model the prior and likelihood are given by
where E(x t |x t−1 ) can be derived from the corresponding transition equation given in Section 2.
The main drawback of this choice of proposal distribution is that the most recent observation is not considered when generating the particles. With the addition of the resampling step, this is mitigated substantially and is not considered much of an issue. However, the resampling step does introduce some difficulties in terms of parameter estimation.
In order to perform parameter estimation using particle filtering methods, we need to evaluate the likelihood function given the parameters, p(y 1:T |Θ) where Θ denotes the parameter set.
The main problem with the resampling step when computing the likelihood function is that the parameters are not smooth with respect to the parameter values. This happens because the resampling step essentially involves sampling from the discrete cdf generated by the normalized importance weights. When the parameters are changed, the importance weights will have In what follows, it is assumed that the likelihood are dependant on the parameter set but we drop Θ in the notation for simplicity. As shown in Doucet et al. (2000) , the likelihood can be decomposed as follows,
where p(y t |y 1:t−1 ) is the marginal likelihood or alternatively the log-likelihood is given by
Furthermore, it is shown in Pitt (2002) that when the importance density is the prior, the marginal likelihoods can be estimated bŷ
where w
t−1 ). However, in order to ensure the likelihood is smooth, Pitt (2002) proposed making the following modification to the resampling procedure. The methodology involves firstly sorting the sampled particles at each time step to construct an empirical cdf for the particles. Then during resampling, rather than resampling directly from the discrete empirical cdf generated by the importance weights, a smooth and continuous cdf is contructed by linearly interpolating between each particle in the discrete cdf. The particles are resampled from the smooth cdf resulting in resampled particles that are close for small changes in the parameters. An algorithm for the smooth resampling procedure can be found in Pitt (2002) and is not reproduced here. It should also be noted that the construction and resampling from the smooth cdf results in some additional computational cost over SIR as a result of sorting the particles at each time step. As sorting can be completed in O(NlogN) time, the complexity of each run of the smooth particle filter is O(TNlogN) and is found in this paper and Pitt (2002) to increase computational time only slightly. An additional note is that when estimating the likelihood function using the particle filter, due to potential computational errors associated with multiplying the marginal likelihoods, the log-likelihood is usually evaluated rather than the likelihood itself. However, taking the log of the likelihood induces a bias due to the Monte Carlo sampling error of the weights. The bias is similar to the MCL bias as shown in Pitt (2002) , however it is applied to the marginal loglikelihoods rather than the entire log-likelihood. Incorporating the bias correction, the marginal log-likelihood is given by logp(y t |y 1:t−1 ) = log 
Data
The data for the empirical analysis is obtained from DataStream. The data set consists of weekly observations of three-month constant maturity U.S. treasury bills from January 1990 to December 2006 giving a sample size of 856 observations. The FOMC meeting dates are obtained from the Board of Governors of the Federal Reserve website. The estimation procedure used in this paper follows the previous literature on stochastic interest rate volatility models (e.g. Ball and Torous (1999), Smith (2002) ) where first OLS is performed to estimate a and b in Equation (2.2). Once this is estimated, the residuals from the regression σ t r γ t−1 t are used in order to estimate the volatility process σ t . The summary statistics for the 3-month U.S. Treasury bill and residuals of the CKLS discretization can be found in Table 1 Table 1 and as expected, the estimate of b is negative indicating the the yields are mean-reverting.
On inspection of the plots of the series, Figure 1a shows that the yields exhibit periods of both steep increases and steep decreases in between periods when yields have remained relatively flat. These characteristics provide a good indication that not only is the volatility of the short rate time-varying, but it also exhibits some volatility clustering. A similar finding can be gained from Figure 1b , where a high volatility period is followed by a number of high volatility periods.
Two such periods of high volatility and steep decreases in yields can be identified as during the period surrounding the Iraq war around 1990-92 and after September 11, 2001. Looking at the summary statistics of the data in Panel B of Tabletable:summstat, it can be seen from the augmented Dickey-Fuller unit root test statistic that the yields on short-term bonds are non-stationary, whilst the residuals of the CKLS model are stationary. The short rate process exhibits some negative skewness however the Jarque-Bera statistic indicates that the series is non-normal. The residuals of the CKLS model on the other hand exhibits both negative skewness and high kurtosis whilst the Jarque-Bera statistic indicates strong non-normality.
There is strong evidence of autocorrelation in both the yields and residuals as indicated by the Ljung-Box (LB) portmanteau test statistic, however we are more interested in whether autocorrelation exists in the squared residuals. The LB test is applied to the the squared yields and residuals as well as a test for autoregressive conditional heteroskedasticity (ARCH) effects.
The results of both tests indicate that both the yields and residuals exhibit autocorrelation in the squared residuals and ARCH effects. This suggests that volatility is time-varying and that the use of stochastic volatility models may be appropriate in this case.
Empirical Results
This section compares the results of the three estimation procedures applied to the models oulined in Section 2. The models were estimated using maximum likelihood estimation and were performed using Matlab and C. We firstly compare the parameter estimates obtained under the various models and then look at whether the choice of model is affected by the choice of estimation procedure.
Comparison of Estimation Procedures

Parameter Estimates
The results of the maximum likelihood parameter estimate can be found in Tables 2 -5 . Standard errors for the parameters were calculated by the taking the negative inverse of the hessian matrix. Each table lists the parameter estimates under each of the different estimation techniques described in section 3. It is immediately clear from the tables that the parameter estimates of the three estimation procedures differ by varying degrees even though most parameters for all the models are statistically significant at the 5% level. We firstly concentrate on the estimates of the basic SV-AR specification in Table 2 . Whilst all parameter values varied to some degree, the main difference can be found in the two main parameters of the model, φ and σ η , commonly referred to as the persistence in volatility and the volatility of volatility respectively. Whilst φ governs how quickly the models revert to the long-term mean level of volatility, σ η could be considered the main driver in the stochastic nature of volatility. Differences in both these values can lead to significant differences in the conditional variances estimated. This has been discussed in Ruiz (1994) and Broto and Ruiz (2004) where it is suggested that the lower the true value of σ η , the worse QML estimation performs. The value of σ η estimated under QML was found to be around 0.95 which is substantially higher than both the MCL estimate which was around 0.68 and the PF estimate which was about 0.75. As this sample size is not small with around 855 data points, this suggests that even when the value of σ η is not low, it can be fairly inaccurately estimated under QML as opposed to more efficient procedures. The value of φ on the other hand seems to have a lower degree of inefficiency compared to both MCL and PF. Looking at μ and γ now, both are estimated very closely between MCL and PF, whilst a fairly substantial difference is evident with the QML estimate. The value of γ is around 0.59 for both MCL and PF whereas it is higher for QML at 0.65. These are quite close to a value of 0.5 which implies that the CIR model of interest rates holds when stochastic volatility is incorporated. This is consistent with Ball and Torous (1999) and provides further evidence that the original value of 1.5 estimated in CKLS is too high.
Whilst the evidence is not conclusive, it is clear from this sample that the resultant parameter estimates for the simple AR(1) specification may be biased under QML as they differ quite substantially from the more accurate estimation procedures. When comparing the MCL and PF estimates, the only differences arise from the estimates of φ and σ η although they are relatively small compared to the difference in the QML estimates. It should also be noted that when using the smooth version of the particle filter, the estimated standard errors are quite close to the standards errors estimated under MCL. This is encouraging for the smooth PF estimation procedure as whilst it is noted in Pitt (2002) Table 3 , the estimated MA value under QML is negative and not significant whereas the estimate it is significant at the 5% level for both MCL and PF with a value close to 1 even though the standard errors are quite high. This implies that the level of volatility is highly correlated with past shocks or innovations. However, the inclusion of the MA term lowers both the level of persistence in volatility and the volatility of volatility compared to the AR(1) model. Of some concern is the MA value close to 1 for both the MCL and PF estimates as it implies that the processes are close to non-invertible. However, since a non-invertible MA process is still a stationary process, this does not pose a problem for the model specification and the results remain valid.
The inclusion of the FOMC dummy to the SV model has less of an effect than an MA term on the other parameter estimates as can be seen in Table 4 and 5. It can be seen that κ is significant at the 5% level for both MCL and PF, but only significant at the 10% level for the QML estimate. The parameter estimate is positive for all estimates which indicates that FOMC meetings increases the volatility of interest rates. The value of around 0.52 estimated under MCL and PF implies that around the time of the FOMC meeting the variance of the short rate increases by a factor of over 60% or around 50% for the QML estimate of 0.42, a fairly substantial increase. This is consistent with the findings in Das (1999) where it is found that the volatility of the Fed Funds rate increases when meetings of the FOMC occur although the increase in volatility could be explained by the fact that markets are efficient and trading activity increases when new information arrives. Of particular note is that its relatively low impact on the other parameter estimates suggests that the impact of FOMC meetings on interest rate volatility is not captured by the other parameters in the model. This suggests that when modelling volatility in bond markets, the activities of central banks should be taken into account.
Model Tests
Having compared the parameter estimates using the different estimation procedures, we now Under MCL estimation the AIC value indicates that ARMAX is the best model whilst AR is the worst model and under PF it is the ARX model that is best with ARMA the worst. When comparing the BIC values, QML estimation found that the AR model was the most appropriate followed by ARX whereas both the MCL and PF procedures agree that the ARX model then the AR model was the most appropriate.
Likelihood ratio tests were also conducted where the AR model was taken as the base model and tested against each of the other specifications. In each test the null hypothesis is H 0 : θ = 0, γ = 0 whilst the restrictions are removed for each corresponding specification. For instance, testing against the ARMA specification, the alternative hypothesis is H a : θ = 0. The results of the LR tests can be found in Table 6 . The results of the LR tests are consistent with the AIC and BIC values where it is found that none of the alternative unrestricted models should be chosen under QML estimation as opposed to the standard AR(1) model. However, under both MCL and PF estimation, the LR tests indicate that both the ARX and ARMAX models are more favourable whereas it can not be rejected at the 5% level that θ = 0. A further test between the ARX and ARMAX specifications not reported in Table 6 reveals that the MA term is not a significant factor for the modelling of interest rate volatility.
We perform further goodness-of-fit tests including calculating the root mean squared error (RMSE) and Theil's inequality coefficient (TIC). Taking the absolute residuals as a proxy for volatility, these two values are computed as follows
Whilst RMSE depends on the scale, the TIC statistic is a value between 0 and 1 where a value closer to 0 indicates a better model. The results of these tests can also be found in Tables   2 -4 where it can be seen that for all model specifications, the PF is the best performing closely followed by MCL which both greatly outperform QML. Interestingly, whilst it appears PF is outperforming the other estimation procedures according to these results, there may be some degree of overfitting with the PF. Let us defineˆ t = e t /σ t r γ t−1 whereσ t = E[σ t |y t ]. If the estimates of σ t are accurate under each procedure, thenˆ should approximately follow a N(0,1) distribution. In order to test for this we use the Jarque-Bera test for normality. The standardized residuals estimated under QML can be seen to be highly non-normal. The MCL procedure is shown to be normal for the AR(1) specification at the 5% level, however the other model specifications indicate possible overfitting as while the RMSE and TIC values are better than the AR(1) specification, the JB tests reject normality at the 5% level for these models.
The JB test for the models estimated under PF show that normality is rejected at the 1% level for each of the specifications although the value of the test statistic is much lower than for QML. This indicates that whilst the RMSE and TIC values all indicate that PF is performing the best, the JB test indicates that the estimates may be overfitted. We also consider the QQplots for each estimation procedure in Figures 2 -4 as it gives a visual indication of how close the residuals are to a standard normal distribution. It can be seen that there is a significant degradation in the tails for the QML procedure, whereas the standardized residuals are much closer to a standard normal distribution for both the MCL and PF estimates. The QQ-plots in Figure 2 show that the tails of the QML standardized residuals are much more dispersed than a standard normal distribution suggesting that the estimated volatilities under QML are not high enough. The opposite case is found for both MCL and PF. The QQ-plots for both MCL and PF in Figures 3 -4 show the tails are above the standard normal line for negative values and below the standard normal line for positive values which means that the standardized residuals are less dispersed than standard normal random variables. This suggests that the models are overfitted under both MCL and PF estimation although the results of the JB tests indicate that this is higher for PF estimates.
Conclusion
This paper has conducted a comparison of three maximum likelihood estimation procedures, QML, MCL and PF, for the estimation of short term interest rate volatility models where the latter two procedures make use of importance sampling techniques. Whilst it is clear that all models can be estimated freely using the three estimation procedures, there are advantages and disadvantages between the three procedures. The consistency of the QML estimator is questionable for finite samples although it is by far computationally the most efficient and the estimator is known to be asymptotically normally distributed. From the empirical results it appears that MCL estimation provides more robust results as it relies on a simulation smoother that takes account of all observations. However, whilst the popularity of the particle filter has increased substantially recently with articles that can be found in a number of different disciplines, the same can not be said about the MCL procedure. One possible reason for this is the difficulty in estimating the importance density under MCL estimation. The importance density is intially derived through an almost trial and error procedure when attempting to match the modes of the true and importance densities. On the other hand, whilst the optimal importance density generally does not exist when using PF, there is generally no restriction on the choice of importance density. With the advent of the resampling step to reduce sampling degeneracies in the particles, the most popular choice of importance density is the prior distribution which leads to straightforward calculations when updating the weights and propogating the filter forward.
In our empirical application, it is found that QML estimation is not accurate enough when modelling stochastic volatility of interest rates with a more comparable performance exhibited between MCL and PF. The parameter estimates under QML appear to be biased whereas the estimates under MCL and PF are closer although they differ slightly in the persistence and vol-of-vol estimates. The goodness-of-fit tests show that PF performs comparably with MCL where both outperformed QML substantially. The results also indicated some slight overfitting in the PF estimates. Overall, the ARX(1) model was determined to best capture the stochastic behaviour of short term interest rate volatility indicating the importance of incorporating actions of the Federal Reserve when estimating volatility. It should be noted that although the choice of model is important, using an appropriate estimation procedure is much more important and should be an overriding factor when considering SV models. However, the choice between the MCL and PF procedures is not conclusive although the results slightly favoured the MCL procedure. 5. Simulate from the importance density q(x 0:T |y 1:T ) using a simulation smoother.
A.2 Particle Filter
When applying the smooth particle filter for parameter estimatioin, it is assumed that the importance density is the prior, q(x t |y t , x t−1 ) = p(x t |x t−1 ). The algorithm for the smooth particle filter of Pitt (2002) 
-Construct smooth empirical cdf of sorted particles using linear interpolation. Resample from smooth cdf. 
