Polynomial-time instances of the minimum weight triangulation problem  by Anagnostou, Efthymios & Corneil, Derek
Computational Geometry: Theory and Applications 3 (1993) 247-259 
Elsevier 
247 
Polynomial-time instances of the 
Minimum Weight Triangulation 
problem 
Efthymios Anagnostou and Derek Corneil 
Department of Computer Science, University of Toronto, Toronto, Ont., Canada MS IA4 
Communicated by David G. Kirkpatrick 
Submitted 27 August 1990 
Accepted 3 February 1993 
Abstract 
Given a set of points S in the plane, the Minimum Weight Triangulation (MWT) problem is to 
find a set of edges of minimum total length that triangulates S. The complexity status of the 
MWT problem remains unresolved; in fact it is one of four remaining open problems from the 
original list in the Garey and Johnson book ‘Computers and Intractability’. 
Although considerable work has been done on the development and analysis of heuristics for 
the MWT problem very few restricted instances of the problem have been shown to have a 
polynomial time algorithm. The major result of this type is the case where S is the set of points 
of a polygon. In this paper we present a polynomial time algorithm for the MWT problem 
where the points are on a constant number of nested convex hulls. This immediately provides a 
polynomial time algorithm for other related restricted instances such as the points belonging to 
a constant number of parallel lines. 
1. Introduction 
Let S be a set of n points in the plane and let L be the set of the (;) edges that 
these points define. Two edges (a, b), (c, d) cross if they share a point different 
from a, b, c, d. A triangulation T is a maximal subset of L such that no two edges 
of T intersect. A minimum weight triangulation (MWT) is a triangulation that 
minimizes the sum of the lengths of the edges among all the triangulations (see 
[2,21]). The MWT problem is to find, given a set of points S in the plane, one of 
the (possibly more than one) minimum weight triangulations. The problem first 
appeared in a numerical analysis application, Finite Element Method (FEM), 
in [6] and has remained open since then. As an indication of the difficulty of the 
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MWT problem, two common triangulations namely the Greedy Triangulation (in 
[6]) and the Delauney Triangulation (in [27]), were shown to behave badly in 
some cases (see [23] and [24]) and in fact very badly (see [18] and [20]). But in 
[22] it was proved that these two heuristics work well on average. 
As pointed out in [15] the MWT problem is one of the four remaining open 
problems from the book [12]. Although considerable attention has been given to 
the development of heuristic MWT algorithms, no such heuristic algorithm is 
known to guarantee good performance, i.e. within a constant factor from the 
optimal, on all point sets. Currently, the best heuristic [26] runs in O(n2 logn) 
time and guarantees a triangulation with cost within O(logn) from the optimal. 
Although there has been little progress on the MWT problem itself, polynomial 
time optimization algorithms have been developed for other types of triangulation 
including minimizing the maximum angle ([8]), minimizing the maximum edge 
length ([7]) d an minimizing the minimum angle ([lo]). Another variation where 
progress has been made is that of the minimum weight Steiner triangulation. A 
Steiner triangulation is a triangulation that uses new points, in addition to the 
original set of points, so that the new augmented set has a triangulation of smaller 
cost than the MWT of the original set. There exist sets of points where the 
Steiner triangulation has cost better than the MWT by a multiplicative factor of 
a(n). Eppstein ([ll]) has presented a polynomial time algorithm (O(n log n)) that 
finds a Steiner triangulation within a constant factor from the optimal. Despite 
the success, however, in Steiner and many special types of triangulation these 
approaches do not seem to help us considerably in the understanding of the 
MWT. 
Except for the MWT problem on the points of a polygon ([13, 191) little work 
has been done in identifying restricted instances for which the problem is 
polynomial; furthermore little progress has been made in identifying restricted 
instances for which the problem remains MWT-Complete (these approaches have 
been taken for other major open problems such as GRAPH ISOMORPHISM, 
see for example [3]). In this paper we follow the first direction and present a 
dynamic programming algorithm which provides polynomial time solutions for 
various non-trivial instances of the MWT problem. To the best of our knowledge 
these instances, and their variations, consist the most general cases for which 
polynomial time optimal solutions are currently known. Our dynamic program- 
ming algorithm takes advantage of the properties of these point sets and yields 
polynomial time solutions. 
Our dynamic programming algorithm employs the generalized paradigm 
developed in [17] and in [9]. Dynamic programming is based on the philosophy of 
recursively decomposing a problem into a number of smaller problems. Efficiency 
is gained by avoiding recomputation of the solution of common subproblems. 
Even though the solution to a subproblem may not be unique, standard dynamic 
programming involves situations where an arbitrarily chosen single solution to the 
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subproblem suffices for the solution of the parent problem. In some cases, 
however, some solutions to the subproblem result in a solution of the parent 
problem whereas others do not. If the subproblem has an exponential number of 
solutions, then it is computationally inefficient to calculate and store all such 
solutions. Instead one tries to partition the set of solutions into a polynomial 
number of equivalence classes where two solutions are in the same class iff they 
both result in the same solution of the parent problem. In such a situation only 
one representative from each class has to be computed and stored. It is this 
generalized paradigm of dynamic programming that is followed in this paper. 
In particular, in this paper we present a polynomial time algorithm which solves 
the MWT problem for points on a constant number of nested convex hulls. If S is 
a set of points in the plane we define the nested convex hulls (H;) to be: 
H,(S) = H(S), where H(S) is the convex hull of the point set S. 
H,(S) = H(S -jyg’ H,(S)) Vi 2 2. 
h(S) denotes the number of nested convex hulls, that is the maximum i such 
that Hi(S) # 0. For a point x of S, h(x) indicates the index of the convex hull to 
which x belongs (see Fig. 1). From now on we may omit S where there is no 
ambiguity. Note that an optimal, O(n logn), algorithm to find the nested convex 
hulls is given in [4]. 
Although the main contributions of the paper are from a theoretical point of 
view, it should be noted that there are applications in which the points lie on a 
constant number of nested convex hulls. One such application is in the use of the 
Finite Element Method in the study of fracture mechanics; in particular the 
discretization of an elliptic crack which involves the use of the Boundary Element 
a a(x)=I 
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Method (which can be seen as a FEM). This is a well-known problem for 
benchmarking and applications (see [ 141). 
The rest of the paper is organized as follows. Section 2 has an overview of the 
algorithm. In Section 3 we give some preliminary definitions. The next section 
contains the details about a decomposition which is a central part of our 
algorithm. Section 5 contains the MWT algorithm. Finally, Section 6 contains the 
proof of correctness and the analysis of our algorithm, as well as some other cases 
in which our dynamic programming algorithm yields polynomial time solutions to 
the MWT problem. 
2. Overview of the algorithm 
In this section we give an informal description of our algorithm. Assume that 
we want to find a MWT of a set S of II points in the Euclidean plane, such that 
h(S) = k, where k is some constant. The main idea is the use of a new generalized 
dynamic programming algorithm which takes advantage of the structure of our 
point set. The algorithm builds on the MWTs of various polygons, which may 
contain other points, defined by the points in S. Although the number of such 
polygons may grow exponentially with n, we show that we may restrict our 
attention to what we call legal polygons, and that the number of legal polygons 
grows polynomially with n. Since a legal polygon may contain some interior 
points, a triangulation of such a polygon refers to a triangulation of the polygon 
and the interior point set. Henceforth, the term polygon will refer to the 
boundary of the polygon together with the interior points. 
The dynamic programming algorithm works as follows. First it generates all the 
legal polygons and sorts them according to the cardinafity of their triangulation. 
The cardinality of a triangulation is defined to be the number of triangles this 
triangulation has. It is well known that each triangulation of a polygon with 6 
boundary points and i interior points has exactly 2 * (i - 1) + b triangles. Then it 
finds a MWT of all (legal) polygons with cardinality 1, then the MWT of all 
polygons with cardinality 2 and so on. The MWT of a polygon with cardinality m 
is computed by using the MWTs of polygons with smaller cardinalities. The key 
property that allows the algorithm to compute these triangulations quickly is a 
simple decomposition property that we explain in Section 4. We show that for 
every polygon P with cardinality m and for any triangulation T of P, there exists a 
partition of the triangulated polygon into an empty triangle and one or two 
polygons with cardinalities strictly less than m. In our case we can prove and use 
the fact that each such subpolygon is either legal, in which case its MWT has been 
computed, or it is of a form that allows easy computation of its MWT. This 
partition is not unique but for each legal polygon P only O(n) possibilities exist, 
so we exhaust them. The final observation is that the convex hull of S is a legal 
polygon and therefore, we obtain a MWT of the whole point set S. 
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It is important to mention here that our algorithm keeps for each legal polygon 
only one MWT (it does not matter which one) from the possibly exponentially 
many MWTs that this polygon may have. This is essential for the efficiency of the 
dynamic programming algorithm (see Introduction). 
3. Preliminaries 
Let S be a set of n points in the plane such that no three of them are collinear. 
Our algorithm has an easy extension for the case where we allow collinearities. 
Recall from the introduction the definition of the nested convex hulls (Hi), the 
number of convex hulls (h(S)) and the index of the convex hull (h(x)) for any 
point x of S. For each point x E S, let y, z be the two neighbour points of x in 
H +). We define a(x) (the angle of X) to be the set of points of S that lie in the 
reflex angle that x forms with y and z in HhCxj without including y and z (i.e., 
z, y 4 a(x)). The definition of a(x) extends in the obvious way to the case where x 
is on the interior convex hull and this convex hull consists of fewer than three 
points, in which case y and/or z do not exist. We say that the edge (x, w) is legal 
with respect (1.w.r.) to x if w E (u(x). Fig. 1 exemplifies the above definitions. 
The property that allows us to use our dynamic programming approach is that 
for any point X, x $ H(S) and in any triangulation T of S (including the MWT) 
there exists at least one edge (x, w) such that (x, w) E T and also (x, w) is 1.w.r. to 
X. This is true because in any proper triangulation there are no interior angles 
>lSO”. 
We define a legal path to be either a single point of the convex hull of S (zero 
length path where the beginning and end point coincide) or a sequence of points 
[PI, P2, . . . , pk] k Z= 2, such that p, belongs to the convex hull of S and the edge 
(pi,pi+,) l~i~k-1, is 1.w.r. to pi+,. This definition implies that h(pi) < 
h(p,+,) 1 s i =S k - 1 and hence a legal path can have at most h(S) vertices. p1 is 
considered to be the beginning point and pk to be the end point. If k = 2 the 
notions of the path [pi, p2] and the edge (p,, p2) will be used indistinguishably. 
Unless otherwise stated all paths are assumed to be legal. 
Two different paths p, q are defined to be compatible if the following conditions 
hold: 
(1) They have different end points. 
(2) The segment that joins their end points does not have any other common 
points with either p or q. 
(3) Paths p and q do not cross but they may have common points or segments. 
Fig. 2 exemplifies these definitions. Paths 1,2,3,4 and 5 are legal. Path 6 is not 
legal because edge (n, y) is not 1.w.r. to IZ. Paths 1 and 2 are not compatible 
because edge (c, X) intersects path 1. Paths 4 and 5 are not compatible because 
they cross at k. 
Let p and q be two compatible paths that have the same starting point and such 








that neither is a subpath of the other, and let i be the maximum index such that 
[PI> PZJ . * . , piI = [ql, q2, . . . , qil, i.e., the i + 1-st vertex is the first vertex 
where p and q differ. We say that path q is left of path p if a clockwise rotation of 
the segment (Pi, Pi-i) over pi (i.e., keep pi still and rotate pi-,) meets (pi, qi+,) 
before it meets (pi, pi+,). This definition is generalized in the obvious way when 
paths p and q have only the first point common. In Fig. 2 path 1 is left of path 3. 
If p and q are compatible paths and one of them is a subpath of the other, then 
the relation left of is defined by extending the smaller path with the edge that 
joins its end point with the end point of the bigger path,’ and applying the 
previous definition. 
We now indicate how two compatible paths p = [pi, . . . , pk] (k 2 l), and 
q=[q,, . . . 3 q,] (E Z= 1) may be combined to form a legal polygon P(p, q). 
1. 
2. 
If PI fq, then P(P, q) = h, P~-~, . . . , pr], [the clockwise part of the convex 
hull from p1 to q,l, [q,, q2, . . . , qrl, (qr, pd. 
If p, = ql and p is left of q, then P(p, q) is defined as in 1. Otherwise (q is left 
of P) polygon P(P, q) is defined to be [pk, D-~, . . . , pJ, [q,, q2,. . , q,], 
(41, P/c)- 
Fig. 3 shows two legal polygons P(l, 5) and P(5, l), where the paths 1 and 5 
are from Fig. 2. You can see from the previous definition that a legal polygon 
may have trivial parts. If 2 is a set of edges, then I%‘1 indicates its cost, i.e. the 
sum of their lengths. The number of legal polygons is at most (number of paths)‘. 
!But the number of legal paths is bounded by 
IHit x (l&l + I) x. . . x (If&l + 1) = O(nh). 
This is true because from each convex hull Hi (i > 1) we can choose a point in 1Hil 
’ Note that this extended path may not be legal any more. 
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Fig. 3. Legal polygons. 
ways plus one for the case where we do not choose any point from this convex 
hull. We can generate all these paths with a straightforward O(2) algorithm. We 
number the points from 1 to 12 in such a way that each point has a lower number 
than the points on higher convex hulls. On each convex hull we number the 
points consecutively as we traverse the convex hull. We assume that the paths are 
ordered lexicographically by the numbering defined above. From now on a 
traversal of a convex hull or of the boundary of a polygon will mean a clockwise 
traversal. 
For each polygon P let 6P denote the boundary of P and let P# denote the 
cardinality of P (i.e. the number of triangles in a triangulation of P). As 
previously mentioned, when we refer to a triangulation of a polygon P we mean a 
triangulation of P together with its interior points (if any). In particular MWT(P) 
denotes a MWT of such a polygon together with its interior points. 
Let p and q be two zero length paths that are defined by two points x and y 
consecutive on (in a traversal of) the H(S). The important observation is that an 
optimal triangulation of P(q, p) yields an optimal triangulation of the whole point 
set S since 6P(q, p) = H(S). 
4. Decomposing a triangulation 
In this section we show that any triangulation, including a MWT, of a legal 
polygon with cardinality m (m > 1) can be decomposed in some ‘nice’ way such 
that it allows us to solve a MWT problem for polygons with cardinality m from 
the solutions of a MWT problem for polygons with strictly smaller cardinality. If x 
and y are two points on the boundary of P we define 6P[x, y] to be the part of 
the boundary of P between points x and y (x and y included) in a clockwise 
traversal of the boundary of P. 
Let P be a (legal) polygon defined by paths p and q (P(p, q)) with cardinality 
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m > 1 and let u and Y be the end points of q and p respectively. A point x # U, u 
is a candidate (for a MWT of P) for P if: 
(1) x belongs to the boundary 6P of P or to the interior of P, 
(2) both (x, U) and (x, V) do not cross P, 
(3) the triangle Auvx is empty of points. 
This means that the edges (x, U) and (x, v) could belong to a MWT of P and 
the triangle AUXV could serve as a basis for decomposition of this MWT. When 
we want to find a MWT of some polygon P with cardinality m we know that such 
a point x exists and hence by trying all these points we are going to meet at least 
one such that Auvx belongs to a MWT and consequently will lead us to a MWT. 
Therefore, in order to find the MWT of P based on the partition induced by 
point X, we have to find a MWT of the remaining part of P after we remove 
triangle Auvx. Call this polygon P,. Since P# = m we know that P,.# = m - 1. 
The question now is whether P, is legal or not. If P, is legal, then we know its 
MWT because P,# = m - 1; however, it could be the case that P, is not legal. 
More specifically, we examine the situation where x is an interior point of P and 
then where x is on 6P: 
Case 1: n is an interior point. 
There are three general subcases to be considered. 
Subcase 1.1: Both (x, u) and (x, v) are 1. w.r. to x. 
This situation is depicted in Fig. 4(a). Let q’ be the union of path q with the 
edge (x, u). Since (x, u) is 1.w.r. to X, q’ is also a legal path. Moreover q’ is 
compatible with p and P, is defined by paths p and q’ and hence is legal. Since 
P, is legal and has cardinality m - 1 a MWT is known for it. 
Subcase 1.2: Only one of (x, u) and (x, v) is 1. w.r. to x. 
Assume WLOG that (x, U) is 1.w.r. to X. We handle this situation in the same 
way as the previous one. Notice that in the previous case we did not use the 
fact that (x, v) was 1.w.r. to x. 
‘.__ :’ ‘U  . 
. . . . . . . . b---- 
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Subcase 1.3: Neither (x, u) lzor (x, v) is 1.w.r. to x. 
This situation is depicted in Fig. 4(b). This last case is the most interesting 
because now P, is not legal. We use for this case the basic property we 
mentioned in Section 3, that is, in a MWT (in fact in any triangulation) of P, 
there exist an edge (x, w) such that w belongs to a(x). If w is an interior point 
we apply the same property to w and so on until we ‘hit’ a boundary point of P, 
(this may be part of the convex hull of S or part of q or p). In other words, we 
know that there is a legal path (say t) that ends at point x and is compatible 
with both p and q. Hence polygon P, is partitioned into two legal subpolygons 
P(p, t) and P(t, q) such that both of them are legal and have cardinality less 
than m. So their MWTs are known. In particular, the algorithm works as 
follows. It finds all legal paths t that end at x and are compatible with both p 
and q and calculates a MWT of P, with respect to this path t. The minimum of 
all these is a MWT of P,. 
Case 2: x is a boundary point. 
In this case we have to find MWTs of the two subpolygons PI = 6P[x, u], (u, x) 
and P2 = (x, u), 6P[v, x] such that both of them have cardinality less than P#. It 
is easy to see that in this case both P, and P2 are legal and hence their MWTs 
have been computed. 
5. The algorithm 
Now that we have described all the main points of our algorithm we present the 
pseudo-code. The dynamic programming algorithm first finds a MWT of all legal 
polygons P(p, q) such that P(p, q)# = 1 (these are the triangles with no interior 
points). After it has found a MWT of all the legal polygons P(p, q) with 
P(p, q)# G k, it finds a MWT of all legal polygons P(p, q) with P(p, q)# = 
k + 1. Let I be the set of points of S strictly inside the convex hull H(S). Each 
triangulation of S has exactly C = lH(S)( + 2 + (lZ1 - 1) triangles. 
First we present the preprocessing stage of the algorithm. The input to the 
algorithm is a set S of points on the Euclidean plane. 
Preprocessing 
1. Find the nested convex hulls. 
2. Enumerate the points as described previously. 
3. Find, in order, the points in each a(x). 
4. Find all (legal) paths p in lexicographic order. 
5. For each pair of paths p, q check if they are compatible and if so calculate 
P(p, q)# (say this number is m) and store the polygon P(p, q) in list m, i.e., 
the list which contains all polygons with cardinality m (16 m G C). 
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In the algorithm we use function MWT(P, X) that finds a MWT of the part of 
polygon P that remains after we remove the empty of points triangle Auvx. The 
details of this function have been presented in Section 4. Array mwt(P) holds a 
Minimum Weight Triangulation of each legal polygon P. 
Main algorithm 
0. for each polygon P(p, q) in list 1 do 
mwt(P(P, 4)) : = P(p9 4) 
1. fori:=2.*.Cdo 
2. for each polygon P’ = P(p, q) in the ith list do 
3. current-minimum : = 00 
4. ZJ := the end point of p 
5. u := the end point of q 
6. for each candidate point x for P’ do 
7. triang 1: = Axuv 
8. triang2 : = MWT(P’, x) 
9. triang : = triang 1 U triang2 
10. if Itriangl < [current-minimum1 then 
11. current-minimum : = triang 
12. end for (6.) 
13. mwt(P(p, 4)) : = current-minimum 
14. end for (1. and 2.) 
15. output mwt(s) 
Note that we do not claim that the above algorithm is practical or as efficient as 
possible; our intention is to establish the existence of a polynomial time algorithm 
for the MWT problem where the points are on a constant number of nested 
convex hulls. 
6. The main result 
The main result of the paper is summarized in the following theorem. 
Theorem 1. The problem of finding a MWT of a set of points S such that the 
points belong to a constant number of nested convex hulls belongs to P. 
Proof. The proof will have two parts. In the first we will prove the correctness of 
the previous algorithm and then we will show that it works in polynomial time. 
We remind the reader that u, v denote the end points of the paths q, p 
respectively. 
Proof of Correctness. The proof will be done by induction on the cardinality of 
the polygons that is on P(p, q)#. Basis P(p, q)# = 1. Obviously the triangula- 
tion is optimal since the polygon is an empty of points triangle. 
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Induction hypothesis: Suppose we have triangulated optimally all polygons 
P(p, q) with P(p, q)# s k, k 2 1. 
Induction step: Let P(p, q)(= P’) be a polygon with cardinality k + 1 and let T 
be a MWT of P’. Let x be the point in T such that Axuv belongs to T. Assume 
that x is an interior point and that u, u are 1.w.r. to x (all other cases are proved 
similarly). This means that T can be expressed as the union of two triangulations, 
namely that of triangle Axuv and that of the polygon (x, v), 6P’[v, u], (u, x) 
which is legal (check Subcase 1.1 of Section 4 to see why) and has cardinality k. 
Since the algorithm examines all possible points x it must encounter the x which 
leads to T or to another MWT of P’ that contains edges (x, u) and (x, v). By the 
inductive assumption all polygons with cardinality at most k have been triangu- 
lated optimally. Thus the algorithm finds MWT(P’). 
Proof of the polynomial bound. The complexity bound 0(n3h+‘) is not difficult 
to see. In fact this is much worse than the actual complexity because we made the 
exaggerated assumption that every pair of paths is compatible and that for each 
polygon all paths are compatible with the boundary paths. It is easy to see that 
the preprocessing part requires O((&)‘) = 0(n2h) time and that this requirement 
comes from step 5. It is also easy to notice that from the main algorithm the part 
that dominates the whole complexity is the for loop from lines 6. to 12. Each 
polygon is in exactly one list so the two outer loops (lines 1. and 2.) will be 
executed at most once for each polygon. Each execution will check at most O(n) 
points X, and for each such point it will check at most O(n”) paths. This worst 
case comes from Subcase 1.3 of Section 4 (function MWT). So the complexity of 
this part is O(n x n2h x n”) = 0(n3hf’ ) which dominates the complexity of the 
whole algorithm. This completes the proof of the theorem. 0 
One can see from the above calculations that the term nh actually represents 
the smaller factor flf==, (l&l + 1). So a more accurate bound for the complexity of 
the algorithm is O((nFZ1 ([Hi1 + 1))3 X n). However, to maximize the product of h 
numbers (in this case lH1l, lH21, . . . , j&I) that sum to a constant n, the product 
is maximized when each IHi1 becomes n/h. Hence our algorithm has complexity, 
as a function of h and n, bounded by 0((nlh)3h x n). The space requirement 
involves storage of the legal paths, the compatibility relation, and a MWT for 
each legal polygon. It is easy to verify that all these structures can be stored in 
0(n2n2h) space. 
6.1. Extensions 
Using the dynamic programming technique developed above, we are able to 
show that other restricted families of points also have polynomial time MWT 
algorithms. The first such case is given in Corollary 1. 
Corollary 1. The MWT problem belongs to P when the points are on a constant 
number of lines under the restriction that there is an ordering of the lines so that 
258 E. Anagnostou, D. Corned 
each line divides the plane in such a way that all points on lines of higher index are 
in one half-plane and all the points on lines of lower index are in the other 
half-plane. 
This follows immediately from Theorem 1 since the number of nested convex 
hulls is bounded by the number of lines divided by 2. We should mention here 
that Meijer and Rappaport [25], using a similar dynamic programming technique, 
have obtained an O(n “umber Of lines) algorithm for this class which is an improve- 
ment over the brute force application of our general algorithm for this case, and 
which gives an O(n 3(number Of hes)) algorithm. 
Note that this corollary includes the case where the points are on a constant 
number of parallel lines. As shown in [l] this result may be strengthened to the 
case where the points are on a constant number of parallel lines together with one 
arbitrary line. The proof of this result involves a different definition of ‘path’; the 
details are presented in [l]. 
Another interesting direction where our work could be useful is to use it in 
conjunction with the techniques described in [16] and in [5] in order to find good 
approximation heuristics for the Traveling Salesman Problem. ‘Good’ triangula- 
tions are related to the TSP problem (see [5]), and if you can find a good 
triangulation of a small subset of the points such that each triangle contains a 
small number of the remaining points then it should be possible to derive better 
heuristics for the TSP for these special point sets. 
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