Abstract-This paper investigates the minimal number of actuators required to guarantees the controllability of a system, under the condition that its state transition matrix (STM) is prescribed. It has been proved that this minimal number is equal to the maximum value of the dimension of the space spanned by left eigenvectors of the STM associated with the same eigenvalue. These results can be directly modified for the determination of the minimal number of sensors required to assure system observability. The obtained conclusions are in sharp contrast to those established for the problems of finding the sparest input/output matrix under the restriction of system controllability/observabilty, which have been proved to be NP-hard, and even impossible to be approximated within a multiplicative factor.
I. INTRODUCTION
With the development of network and communication technologies, etc., various new challenging theoretical issues arise in the analysis and synthesis of a network system, which can be regarded as one special kind of large scale systems that have attracted extensive research interests since almost half a century ago [13] , [19] , [21] . Some examples are efficient utilization of the structure information like sparsity etc., in reducing computational costs in distributed estimation and control, analysis for their stability, controllability, observability [3] , [13] , [15] , [4] , [9] , [11] , [12] , [20] . Other issues include structure identification using measurement data, parameter estimation for a power law used in sparsity descriptions, etc. [1] , [7] , [17] . Among these investigations, variable selections for insuring system controllability/observability are of extreme importance, as a brute force search is usually computationally prohibitive and controllability/observability is essential for a system to work satisfactorily [3] , [8] , [11] , [14] , [20] .
Through transforming the well known hitting set problem as a special controllability analysis problem, [10] has recently proved that the problem of finding the minimal number of directly manipulatable system states for guaranteeing system controllability, as well as the problem of finding the minimal number of directly measurable system states for insuring system observability, which are respectively called as a minimal controllability problem (MCP) and a minimal observability problem (MOP) there, are NP-hard, and are also impossible to be approximated within a multiplicative factor. It has also been observed there that a simple heuristic method usually gives an "acceptable" small amount of system states that lead to a controllable/observable system. These results are of great theoretical values, and have settled a long standing and important issue in system and control theories [16] . These problems have also been discussed under the condition that there are some restrictions on system inputs, such as worst case/average control energy, etc. Similar results have been obtained [11] , [14] .
The investigations of [10] , [11] , [14] are performed under the condition that the number of actuators/sensors is fixed and known. It is still not clear, however, that how many actuators/sensors are required to insure controllability/observability of the underlying system. In this paper, we make it clear that contrary to the MCPs and MOPs discussed in [10] , [11] , [14] , these problems can be clearly solved using an analytic form depending only on the system state transition matrix (STM), provided that there are no restrictions on a system input/output matrix. Surprisingly, in order to guarantee the controllability of a linear time invariant (LTI) system, the minimum number of actuators is simply equal to the maximum value of the maximal number of the linearly independent left eigenvectors of the system STM associated with the same eigenvalue, which can be calculated in principle. In addition, the minimum number of sensors for system observability is equal to the maximum value of the maximal number of the linearly independent right eigenvectors of the system STM associated with the same eigenvalue. These conclusions suggest that to reduce the number of actuators and/or sensors without sacrificing system controllability and/or observability, it is preferable to design a system with its STM having distinct eigenvalues.
The rest of this paper is organized as follows. In the next section, we give a description on the minimal control selection problem (MCSP) and present some preliminary results. The main results are reported in Section III, which gives a clear answer to the MCSP. The results of Section III is extended to a minimal measure selection problem (MMSP) in Section IV, using the dualities between controllability and observability of a system. Finally, Section V concludes this paper. An appendix is included to give a proof of some technical results.
The following notation and symbols are adopted in this paper. R m×n and C m×n are utilized to represent the m × n dimensional real and complex linear spaces. When m and/or n are equal to 1, they are usually omitted. Span{x i | n i=1 } stands for the space consisting of all the linear combinations of the vectors
with its i-th row block vector/matrix being x i , and diag{x i | n i=1 } a diagonal matrix with its i-th diagonal element being x i . A † denotes the Moore-Penrose inverse of the matrix A, while det(A) its determinant. 0 m and 0 m×n stand respectively for the m dimensional column vector and the m × n dimensional matrix with all elements being zero. The superscript T and H are used to denote respectively the transpose and the conjugate transpose of a matrix/vector, while · the conjugate of a complex number/variable/vector/matrix.
II. PROBLEM FORMULATION AND PRELIMINARY RESULTS
Consider a continuous LTI dynamic system Σ with the following state transition equation,
in which x(t) is the system state vector which is n dimensional and real valued, while A and B respectively a n × n dimensional real valued matrix and a n × l dimensional real valued matrix. In system designs, an interesting problem is to find the minimum number of actuators, which is equivalent to the smallest l, such that there exists a matrix B ∈ R n×l that makes the corresponding LTI system Σ controllable [16] . To clarify differences between this problem and those discussed in [10] in which the sparest matrix B is searched under the condition that the value of l is fixed, we call it the minimal control selection problem (MCSP) in this paper.
When an LTI system with its state transitions being described by Equation (1) is controllable, we sometimes also use a short expression in this paper for brevity, such as that the matrix pair (A, B) is controllable.
To investigate this MCSP, we at first need the following results on system controllability verifications. Lemma 1. A system with its state transitions being described by Equation (1) is controllable, if and only if for every complex scalar λ and every nonzero complex vector x satisfying
These two equivalent conditions are widely known in linear system theory. The former is extensively called as the PBH test, while the latter the rank test [6] , [18] , [20] .
The results of the following lemma are well known in matrix analysis [5] , and widely utilized in various engineering fields, such as signal processing, system analysis and synthesis, etc. [6] , [18] , [20] . They also play essential roles in solving the aforementioned MCSP. Lemma 2. Assume that the rank of the matrix G is equal to r, which is an element of the set C p×q . Then, there always exist a p × p matrix U and a q × q matrix V , such that
Moreover, the Moore-Penrose inverse of the matrix G can be expressed as
Furthermore, if the matrix G is of FRR (full column rank (FCR)), then, its Moore-Penrose inverse can also be equivalently expressed as
In addition, if the matrix G is real valued, then, both the matrix U and the matrix V , as well the matrix G † , are also real valued, and all the conjugate transpose operations in the above equalities can be replaced by transpose.
The following lemma clarifies conditions for the existence of a solution to a linear algebraic equation, and provides a parametrization for all the solutions when it exists [5] . All these results are given through the Moore-Penrose inverse of the coefficient matrices. Lemma 3. Let the matrices G, H and Y respectively be an element of the sets C p×q , C m×n and C p×n . Then, there exists a q × m dimensional complex matrix X satisfying the following equation GXH = Y if and only if
are simultaneously satisfied. Under the satisfaction of these conditions, all the matrix X solving the above equation can be parametrized as
In addition, if all the matrices G, H and Y are real valued, then, the matrix Z is also real valued.
III. MAIN RESULTS Note that for an arbitrary nonzero column vector, it is always possible to normalize its Euclidean norm into 1 while simultaneously to make its first nonzero element from the top positive. More precisely, assume that x is a nonzero column vector and its k-th row element, that is, x k , is the first nonzero element counting from the ceil. Then,
satisfies simultaneously these two conditions. Note also that after multiplying an eigenvector of a matrix by a nonzero constant, this vector is still an eigenvector of this matrix associated with the same eigenvalue. It can be declared that for each eigenvalue of a matrix, there exists at least one associated eigenvector, whose Euclidean norm is equal to one, while whose first nonzero element from the top is positive. Throughout this paper, it is assumed that the n × n dimen- i , which are linearly independent and spans the null space of the matrixλ
T . In addition, it is assumed that these eigenvectors are normalized such that their Euclidean norms are equal to 1, and their first nonzero element from the top is positive. Furthermore, let p max denote the maximum value among the numbers p
Note that for each element of the null space of the matrix λ
Taking conjugate transpose and noting that the matrix A is real valued, the following relation is obtained
which means that this element is a left eigenvector of the matrix A, provided that it is not equal to zero. It can therefore be declared from the adopted assumptions that the vectors
are well defined, and
for each * = r, c and i
is in fact the maximum number of the linearly independent left eigenvectors of the matrix A associated with its eigenvalue λ
On the basis of Lemma 1, the following conclusion is established, which gives a necessary and sufficient condition on an input matrix, such that the corresponding system is controllable. Theorem 1. For each * = r, c and each
Then, a system with its state transitions being described by Equation (1) is controllable, if and only if the matrix
is of FCR with every * = r, c and every
. Proof: Let the set X represent C when * = c and R when * = r. For an arbitrary nonzero vector α ∈ X i . That is, it is not a zero vector and satisfies
H . According to Lemma 1, this means that if System Σ is controllable, then
Note that the matrix B is real valued. Taking conjugate transpose of both sides of the above equation, we have that
As α is an arbitrary nonzero vector of the space X , it can therefore be declared that the matrix
is of FCR. On the contrary, assume that the matrix
[ * ] with * = r or c, but a system Σ with its state transitions being described by Equation (1) is not controllable. Then, it can be declared from Lemma 1 that there exist at least one * = r or c, and one i ∈ 1, 2, · · · , k
[ * ] , as well as one nonzero vector x in the space X n , such that
As the vectors x i . It is necessary that
which is equivalent to the existence of a nonzero vector α in the set X
Substitute this relation into the 2nd equality of Equation (7), and take conjugate transpose of its both sides, the following equation is obtained
which contradicts the assumption on the FCR of the matrix
i . Hence, the system Σ is controllable. This completes the proof. ✸ It is worthwhile to mention that a left eigenvector of a real valued square matrix may still be complex valued [5] . On the other hand, for a practically realizable system, its input matrix is usually required to be real valued. This real-complex mixture asks careful investigations about the MCSP. In order to give a clear description on the minimal l, we need a relation between the rank of a complex matrix and that of its real and imaginary parts, which is given in the next lemma. These results enable us investigating whether or not a complex matrix is of FCR through a real valued matrix. Lemma 4. Let X be a p × q dimensional complex valued matrix, and assume that X = X r + jX j with X r , X j ∈ R p×q . Then, the matrix X is of FCR over the complex field, if and only if the matrix X r −X j −X j X r is of FCR over the real field.
Proof: For an arbitrary q dimensional complex vector x, denote its real and imaginary parts respectively by x r and x j . That is, x r , x j ∈ R q and x = x r +jx j . Direct algebraic manipulations show that
Moreover,
) The conclusion can now be established, noting that the matrix X is of FCR if and only for any x = 0, Xx = 0 also.
This completes the proof. ✸ From these conclusions, the main results of this paper can be derived. Theorem 2. There exists a n × l dimensional real matrix B, such that a system with its state transitions being described by Equation (1) is controllable, if and only if l is not smaller than p max . Proof: Assume that there exists a matrix B ∈ R n×l with l < p max , such that the matrix pair (A, B) is controllable. Let I denote the set consisting of the indices of the eigenvalues of the matrix A, such that the maximum number of the associated linearly independent left eigenvectors achieves p max . That is,
[c] (11) in which,
From the definitions, it is clear that both the set I
[r] and the set I
[c] might be empty, but it is certain that they can not be simultaneously empty.
Assume that the set I
[c] is not empty. For an arbitrary positive integer i ∈ I [c] , from the definition of the matrix X given by Equation (4), we have that the dimension of the matrix B T X
[c]
i is l × p max , which can not be FCR when l < p max . This contradicts with Theorem 1. Similar arguments apply when the set I
[r] is not empty. Hence, in order to guarantee the controllability of the matrix pair (A, B) , the matrix B must have at least p max columns.
On the other hand, assume that the number of the columns of the matrix B is restricted to be equal to p max . It can be proved that there exists at least one n × p max dimensional real valued matrix B, such that the matrix pair (A, B) is controllable. Due to space considerations, a detailed derivation is deferred to the appendix. This completes the proof. ✸ Theorem 2 makes it clear that in order to construct a controllable system, the minimal number of actuators is just the maximal value of the maximum number of the left eigenvectors of the STM associated with the same eigenvalue that are linearly independent.
To illustrate the engineering significance of Theorem 2, we consider some simple and special but interesting situations, in which the STM A has n real eigenvalues λ i , i = 1, 2, · · · , n, and n linearly independent left eigenvectors x(i) which have been normalized as that in Equation (2) . Then, according to [5] , x(i) is certainly real valued for each i ∈ {1, 2, · · · , n}, and
Moreover, the inverse of the matrix T always exists. For an arbitraryB ∈ R n , define the system input matrix B as B = T −1B . Then, this matrix is also certainly real valued.
On the other hand, denote the i-th row element of the vectorB
Note that the last matrix in the last line is a Vandermonde matrix, and its determinant can be analytically expressed using [5] . Based on these results, the following conclusions are achieved.
Obviously, if all the eigenvalues of the STM A are distinct, then, for an arbitrary input matrix B witĥ
That is, the system controllability matrix is always of FRR, and the associated system is therefore always controllable according to Lemma 1. This means that under this situation, the minimal number of actuators for insuring system controllability is 1.
However, if the STM A has two or more than two eigenvalues that are equal to each other and there is just one actuator in the associated system, then, it can be declared from Equation (14) that this system can not be controllable, no matter how the input matrix B is optimized. More precisely, under such a situation, Equation (14) reveals that the determinant of the associated controllability matrix is constantly equal to 0, which means that it can not have a FCR through only adjusting the element value of the input matrix B. Therefore, a controllable system can not be constructed.
Assume now that the STM A just has two repeated eigenvalues. Then, Theorem 2 tells that two actuators can lead to a controllable system. In order to confirm this conclusion, assume without any loss of generality, that λ 1 = λ 2 , and all the other eigenvalues of the STM A are distinct and do not equal to λ 1 . Construct an input matrix B as
Note that when i, j ∈ {3, 4, · · · , n} and i = j, we have from the adopted assumptions that λ i = λ 1 and λ i = λ j . It can be directly proved that for each left eigenvector of the STM A, say x, there always exists a nonzero n dimensional real valued vector
Let e i , i = 1, 2, · · · , n, stands for the i-th canonical basis vector of the Euclidean space R n . Then, from T T −1 = I n and
}, we further have that if this eigenvector is associated with the eigenvalue λ 1 , which is equal to λ 2 , then,
Moreover, if this eigenvector is associated with the eigenvalue λ i with i ∈ {3, 4, · · · , n}, then, α i = 0 and
From the assumption that b i = 0 for each i = 1, 2, · · · , n, it can now be declared that x T B = 0 for every left eigenvector of the STM A. Hence, according to Lemma 1, the matrix pair (A, B) is controllable. That is, two actuators are sufficient to lead to a controllable system. These conclusions agree well with Theorem 2. It is interesting to note here that under the aforementioned situation, the input matrix B that makes the matrix pair (A, B) controllable is not unique. For example,
with b i = 0, i = 1, 2, · · · , n, also leads to a controllable system.
The non-uniqueness of the input matrix leaves it a space for meeting other requirements, such as its sparseness, average control energy, etc. In fact, when the parameter l of system matrices is fixed, many other interesting problems have been formulated and investigated for input matrix selections, see for example [10] , [11] , [16] and the references therein.
IV. APPLICATION TO MINIMAL OBSERVABILITY ANALYSIS
In practical applications, it is also often interesting to know that in order to construct an observable system, how many sensors are required [10] , [16] , [19] , [20] . More precisely, with respect to a continuous LTI system Σ with its state space model being
what is the minimal dimension of the output vector y(t), under the restriction that there exist an output matrix C and a direct coupling matrix D, such that the system Σ is observable.
This problem is called a minimal measure selection problem (MMSP) in this paper, and can be easily settled using the results of the previous section.
To solve this problem, we at first introduce the following results, which is also known as the PBH test, and is a counterpart of Lemma 1 in system analysis and synthesis [6] , [18] , [20] . Lemma 5. The system Σ is observable, if and only if for every complex scalar λ and every nonzero complex vector y satisfying Ay = λy, Cy = 0.
Note that all the system matrices A, B, C and D are real valued. From Lemmas 1 and 5, it is clear that the observability of the matrix pair (A, C) is equivalent to the controllability of the matrix pair (A T , B T ), which is well known in systems and control theory as the duality between system observability and system controllability [6] , [18] , [20] . In addition, observability of a system is not related to its direct coupling matrix D. These mean that the results of Section III can be directly applied to solve the above MMSP. Corollary 1. There exists a matrix C such that the system Σ is observable, if and only if the dimension of the output vector y(t) is not smaller than the maximum value of the maximal number of linearly independent right eigenvectors of the STM A associated with the same eigenvalue. Proof: From the definitions of the left eigenvector and the right eigenvector of a matrix, it is obvious that a left eigenvector of the matrix A T is also a right eigenvector of the matrix A, and vice versa. The results can be immediately obtained from Theorem 2 through a utilization of the duality between the controllability and the observability of a system. This completes the proof. ✸ It is worthwhile to mention that while only continuous systems are discussed in this paper, the results are also applicable to a discrete system, noting that the PBH tests remain the same for these two kinds of LTI dynamic systems.
V. CONCLUDING REMARKS
In this paper, we have investigated the problem about the minimal number of acutators/sensors under the requirements that there exists an input/output matrix, such that the associated linear time invariant system is controllable/observable. It has been made clear that this number is equal to the maximum value of the maximal number of linearly independent left/right eigenvectors of the state transition matrix associated with the same eigenvalue, which can be calculated in principle.
These conclusions are in sharp contrast to the minimal controllability/observability problems attacked in [10] , [11] , which have been proved to be NP-hard, and even difficult to be approximately solved within a multiplicative factor. These results suggest that as long as controllability/observability is concerned, it is preferable to construct a system with its state transition matrix having distinct eigenvalues, in the sense of hardware cost reduction.
As a further topic, it is interesting to see whether or not these results can be extended to situations in which there are some structure restrictions on the system input/output matrix, which is often met in practical applications [10] , [11] , [16] , as well as to situations in which subsystems are connected through their outputs like those discussed in [19] , [20] , [21] . The latter is thought to be a more natural way in describing dynamics of a large scale system.
APPENDIX: PROOF OF THE SUFFICIENCY OF THEOREM 2
Note that the matrix A is real valued. It is well known that if a vector x ∈ C n is a left eigenvector of this matrix associated with a complex eigenvalue λ, then, the complex numberλ is also one of its eigenvalues, and the vectorx is a left eigenvector associated with this eigenvalueλ [5] . It can therefore be declared that if k
[c] = 0, then, it is certainly an even number. Hence, it can be assumed, without any loss of generality, that λ i+k [c] /2 =λ i and
This assumption is adopted throughout this proof to avoid awkward statements.
Define an integer p as
From the definition of the matrix X
[ * ]
(i), * = r or c, and the results that left eigenvectors of a matrix associated with different eigenvalues are linearly independent [5] , it can be easily understood that the matrix X with the following definition is of FCR
This implies that n ≥ p. Moreover, from Lemma 2, we have that there exist an unitary matrix U ∈ C n×n , an unitary matrix V ∈ C p×p , and a set of positive numbers σ i , i = 1, 2, · · · , p, such that
Partition the matrices U and V as
[ * ] (i) and * = r, c. Then, the following equality can be established through comparing the right hand sides of Equations (a.1) and (a.2) for arbitrary i ∈ {1, 2, · · · , p
[ * ] (i)} and arbitrary * ∈ {r, c}.
For brevity, denote the matrix ΛU T 1 B byB. Then, it can be straightforwardly shown from Equation (a.3) that
On the other hand, from an arbitrary set of FCR matrices Y 
construct a matrixB as
From the definitions of the matrices V
[ * ] i and the assumption that the matrix V is unitary, it can be directly shown that for each i = 1, 2, · · · , k
[ * ] with * = r or c,
is defined asȲ
2 . Denote the real and imaginary parts of a complex matrix, say Z, respectively by Z r and Z j . Using this notation, direct algebraic manipulations show that
(a.7)
Define a matrix Θ 1 as
Recall that the matrix U is unitary and U = [U 1 U 2 ]. It can be declared that the matrix U 1 is of FCR. According to Lemma 4, it can be further claimed that the matrix
which is equal to the transpose of the matrix Θ 1 , is also of FCR. Therefore, the matrix Θ 1 is of FRR. On the other hand, from the definition of the matrixB and the requirement that the matrix B is real valued, we have that
Consider now the an equation defined as follows,
in which both B 1 and B 2 are restricted to be a n × p max dimensional real valued matrix. From the assumption that the matrix U = [U 1 U 2 ] is unitary, it can be straightforwardly proved that
As the matrix Θ 1 is of FRR, it can therefore be declared from Lemma 2 that
On the basis of these results, direct algebraic manipulations show that
(a.13)
.
From Lemma 2 and Equations (a.12)-(a.14), we have that Equation (a.10) always exists a solution. Moreover, all its solutions can be expressed as in which, Z is an arbitrary 2n × p max dimensional real valued matrix. From Equations (a.5), (a.6) and (a.15), it is clear that a sufficient condition for the existence of a n × p max dimensional matrix B such that the matrix pair (A, B) is controllable, is that there exists a set of FCR matrices Y Recall that the matrix U 2 is of FCR. It can be declared from Lemma 4 that the matrix U 2r U 2j −U 2j U 2r is also of FCR. From this result and the definition of the matrix Θ 2 , we can claim that the matrix Θ 1 is of FRR. Similar arguments as those for Equation (a.10) show that for an arbitraryZ ∈ R 2(n−p)×pmax , there always exists a Z ∈ R 2n×pmax such that Θ 2 Z =Z. This means that the condition of Equation (a.16) can be equivalently expressed as The proof can now be completed through noting that the matrix [−U 1j U 1r − U 2j U 2r ] is of FRR, and the matrices V , and each * = r or c. ✸
In [1] , in order to establish the conclusions, the Jordan canonical form is adopted in decomposing the state space of a system into controllable and uncontrollable subspaces. This is generally impossible, as a real square matrix may have complex eigenvalues and eigenvectors, and the state space of a system is usually real.
In [3] , the Jordan canonical form is once again adopted and the sufficiency of the condition is demonstrated only through some numerical examples. Moreover, in their construction of the input matrix B (Supplementary Note 2) , B = P Q is utilized which in general can not guarantee that the constructed matrix is real. Here, the matrix P is nonsingular that transforms the state transition matrix A into a Jordan canonical form, and the matrix Q is constructed to have the smallest number of nonzero elements.
