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Abstract
The maintanence of a case data base is very important since it helps to improve
efficiency in the Case-Based Reasoning (CBR). There are different types of main-
tenance and many algorithms, and the combination of both can make the CBR a
very powerful tool.
This Final Project consists on the implementation of different algorithms of memory
of cases maintaining those that already exist in literature and that are applied on
Case Based Reasoning systems. Specifically this project adds the following algo-
rithms to the CBR_KM library: Repeated Edited Nearest Neighbor (RENN), All
k-NN (ANN), Blame-Based Noise Reduction (BBNR) and Conservative Redundary
Reduction (CRR). All these are pre-process algorithms, which are applied before
the use of the base case in order to reduce its size removing cases that are considered
harmful or less useful. The policy of each algorithm is different and it is focused
on a particular aspect. The evaluation of algorithms will be made with different
bases of cases from the UCI Repository and the results will be evaluated taking into
account several criteria such as: final size of the case base, accuracy, rate of cases
retention and percentage of forgotten cases.
Resum
El manteniment d’una base de casos és molt important perquè ajuda a millorar
el rendiment en el Raonament Basats en Casos (CBR). Hi ha diferents tipus de
manteniments i molts algorismes. La combinació entre ells pot fer del CBR una
eina molt potent.
El projecte que es durà a terme en aquest treball de Fi de Grau consisteix en la im-
plementació de diversos algorismes de manteniment de la memòria de casos existents
a la literatura i aplicats en sistemes de Raonament Basats en Casos. En concret
s’incorporen a la llibreria CBR_KM els següents algorismes: Repeated Edited Ne-
arest Neighbor (RENN), All k-NN (ANN), Blame-Based Noise Reduction (BBNR)
i Conservative Redundary Reduction (CRR). Tots aquests algorismes són de pre-
proces, és a dir, que s’apliquen abans d’utilitzar la base de casos per tal de poder
reduir la seva mida eliminant casos que es consideren perjudicials o poc útils. La
política de cada algorisme és diferent i cadascun se centra en un aspecte determi-
nat. L’avaluació dels algorismes es farà amb diferents bases de casos provinents del
UCI repository i els resultats s’avaluaran tenint en compte diferents criteris com
ara: mida final de la base de casos, percentatge d’encerts (accuracy), percentatge
de retenció de casos i percentatge de casos oblidats.
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Resumen
El mantenimiento de una base de casos es muy importante porque ayuda a mejorar
el rendimiento en el Razonamiento Basado en Casos (CBR). Hay diferentes tipos
de mantenimiento y muchos algoritmos. La combinación entre ellos puede hacer del
CBR una herramienta muy potente.
El proyecto que se llevará a cabo en este trabajo de Fin de Grado consiste en la
implementación de diferentes algoritmos de mantenimiento de la memoria de casos
existentes en la literatura y aplicados en sistemas de Razonamiento Basado en Ca-
sos. En concreto se incorporan a la librería CBR_KM los siguientes algoritmos:
Repeated Edited Nearest Neighbor (RENN), All k-NN (ANN), Blame-Based Noise
Reduction (BBNR) i Conservative Redundary Reduction (CRR). Todos estos algo-
ritmos son pre-proceso, es decir, se aplican antes de utilizar la base de casos para así
poder reducir su tamaño eliminando casos que se consideran perjudiciales o poco
útiles. La política de cada algoritmo es diferente i cada uno se centra en un aspecto
determinado. La evaluación de los algoritmos ser hará con diferentes bases de casos
provenientes del UCI Repository y los resultados se evaluaran teniendo en cuenta
diferentes criterios como: tamaño final de la base de casos, porcentaje de aciertos
(accuracy), porcentaje de retención de casos y porcentaje de casos olvidados.
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1 Introducció
Un sistema de Raonament Basat en Casos [1] és un tipus de sistema que es ba-
sa en resoldre nous problemes utilitzant solucions obtingudes de problemes previs
resolts. Constantment ens trobem en la situació de resoldre problemes amb expe-
riències passades que ens ajuden a fer-ho. Els humans aprenem tant de les bones
experiències com de les dolentes. Si no tenim una solució per problemes específics,
ens ajudem de la nostra memòria que reten solucions de problemes més o menys
semblants al que se’ns presenta.
El CBR fa el mateix que pot fer una persona, aprèn d’experiències prèvies però
en un àmbit més extens i més divers. Juntament amb el CBR es poden implemen-
tar mètodes per poder identificar quins casos són o més o menys importants, quins
podem eliminar, quins hem d’afegir i com fer-ho.
Com es podrà veure al llarg del projecte no és bo guardar totes les experiències
ni es bo eliminar-les totes.
1.1 Motivació i àmbit del projecte
La motivació d’aquest projecte neix arrel al meu interès sobre com funciona i com
es programen els mètodes d’aprenentatge automàtic. Automatitzar processos és
una eina molt potent ja que permet fer en menys temps una tasca i a més a més
d’una forma més eficaç i eficient del que es faria normalment. En aquest cas els
sistemes de Raonament Basats en Casos són sistemes experts capaços de trobar la
solució a un problema comparant-lo amb altres problemes resolts que formen part
d’una memòria de casos existent. Aquests sistemes es van començar a estudiar a la
dècada dels 80.
L’àmbit del projecte està centrat en sistemes d’aprenentatge automàtic i en particu-
lar en algorismes d’aprenentatge lazzy i dins d’aquests en el CBR. Tot això pertany
a l’àrea d’intel·ligència artificial (AA) que té una base molt amplia en matemàtiques
i informàtica. La combinació d’aquestes es podrà veuré al llarg del projecte.
L’àrea centrada en aquest treball són els problemes de classificació identificant casos
perjudicials de diferents maneres i eliminant-los, veient si el resultat ens permet ser
igual d’eficaços i eficients.
1.2 Objectius
El principal objectiu del projecte és aplicar diferents algorismes de manteniment a
la memòria de casos per intentar reduir-la i veure de quina manera afecta això tant
en la predicció del sistema CBR com en la mida final. També es tindrà en compte
la quantitat de casos esborrats i és farà un anàlisi en profunditat dels resultats
obtinguts.
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Els sub-objectius són:
• Objectiu 1: Estudi d’algorismes de manteniment de la memòria de casos apre-
nent com funcionen.
• Objectiu 2: Implementar els algorismes pre-procés més coneguts dins de la
llibreria CBR-KM i fer proves amb ells.
• Objectiu 3: Analitzar l’impacte d’aquests algorismes en dos sistemes de Rao-
nament Basats en Casos, CBR estàndard [1] i ACBR [2].
1.3 Organització de la memòria
La memòria l’he organitzat en 6 capítols. A continuació descriuré breument el con-
tingut de cadascun d’ells.
En el capítol 2 descriuré l’estat de l’art, introduïnt el Raonament Basat en Ca-
sos, les fases que té i com funciona. També es parlarà del Raonament Basat en
Casos Adaptatiu i un primer mètode de manteniment, el RDCL. S’introduirà el
manteniment de la memòria de casos i posteriorment els algorismes en el que es
centra aquest projecte. Al capítol 3 s’explica la implementació, l’anàlisi i el disseny,
és a dir, com s’ha dut a terme el desenvolupament dels algorismes, com funcionen
exactament, com s’han programat i els paquets amb els que s’ha treballat. Al capí-
tol 4 es fa l’avaluació dels resultats explicant com s’han fet les proves, mostrant les
taules obtingudes i analitzant breument els resultats obtinguts. Al capítol 5 es fa
un anàlisi de costos del projecte, el temps dedicat a cada part en forma de gràfica.
Al capítol 6 hi han les conclusions finals. Per acabar, als dos annexos hi han els
manuals tant d’usuari com de desenvolupador, per explicar pas a pas com funciona
el codi per si es desitja canviar alguna configuració i realitzar més proves o introduir
més algorismes en un futur.
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2 Estat de l’art
2.1 Introducció al Raonament Basat en Casos
Un sistema classificador de raonament basat en casos (CBR) utilitza el coneixe-
ment específic d’experiències prèvies (casos) o memòria de casos per resoldre noves
situacions (cas nou). Aquest nou cas es soluciona trobant un cas similar passat i
reutilitzant-lo per a la nova situació problemàtica. Això fa que una nova experiència
es mantingui cada cop que un problema s’ha resolt amb èxit, quedant disponible
per a futurs problemes semblants.
El CBR per això, es guarda tant l’experiència satisfactòria com un intent fallit
de resolució, per evitar així el mateix error en un futur. És una tècnica basada
principalment en la reutilització d’experiències en problemes passats per a trobar
solucions a futurs problemes.
Tal i com es pot veure a la Figura 1, el CBR és un procés cíclic amb les següents
fases:
• RETRIEVE : Aquesta fase recupera el cas o casos més similars. Durant aquest
procés el CBR busca a la memòria de casos el cas més semblant a la situació
o problema actual (cas nou)
• REUSE : La segona fase reutilitza la informació i el coneixement en el cas
recuperat per resoldre el nou cas. Aquest procés inclou l’ús del cas recuperat
per adaptar-ho a la nova situació. Al final del procés es proposa una solució
al cas nou.
• REVISE : Aquesta tercera fase revisa la solució proposada si és necessari. Això
es fa perquè la solució proposada podria ser inadequada. Aquest procés pot
corregir la primera solució proposada.
• RETAIN : Finalment, la darrera fase serveix per emmagatzemar casos a la
memòria de casos. És la que permet aprendre noves situacions al sistema de
CBR. Bàsicament es guarda parts de l’experiència que probablement siguin
més útils per a un nou cas.
A continuació es detalla la implementació d’aquestes fases en pseudocodi a l’algo-
risme 1. Un dels inconvenients que té el CBR és que no manté la memòria de casos,
és a dir, només aprèn i incorpora noves experiències. No obstant igual d’important
que guardar en memòria és saber quins casos cal esborrar o oblidar i en aquest
aspecte el CBR és veu limitat ja que no està fet per poder-ho dur a terme.
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Figura 1: Cicle del Raonament Basat en Casos
Algorithm 1 CBR Cycle
Require: Case Base (CB), test case (cnew), funció de distància (distanceFunction),
casos retrieve (k)
1: Fase de Retrieve
2: K = Retrieve(CB, cnew, dist, k)
3: Fase de Reuse
4: csol = Reuse(k)
5: Fase de Revise
6: clas = Revise(cnew,csol)
7: Fase de Retain
8: Retain(CB, cnew, class)
2.2 Introducció al CBR Adaptatiu
L’Adaptative Case Based Reasoning (ACBR) [2] és un mètode que fa les tasques de
manteniment de la memòria de casos durant la resolució de problemes. És a dir, el
propi cicle d’ACBR incorpora el manteniment.
Les fases són les mateixes que al CBR (Figura 1) però afegeix una fase extra,
tal i com es pot veure a la Figura 2. Abans de fer la fase de Retain fa una fase nova
anomenada Review on es decideix quins casos de la memòria de casos es poden es-
borrar i si el cas pel qual es busca solució s’ha de guardar o no. L’objectiu d’aquest
nou model és doncs, desenvolupar la memòria de casos mitjançant la incorporació
de nous casos útils i oblidant els que no serveixen.
El fet de que un cas sigui útil o no va en base a un nou paràmetre anomenat
goodness que es calcula iterativament a cada cas.
Amb això s’introdueixen diverses estratègies de retenció i oblit utilitzant aquesta
mesura de goodness per a revisar els casos en la memòria de casos. La revisió de
casos es pot veure com un pas addicional en el cicle CBR, com a conseqüència d’això
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s’amplia el cicle bàsic del CBR i es redefineix com un ACBR, veure la Figura 2.
Figura 2: Cicle d’Adaptative Case-Based Reasoning
La nova fase de REVISE es divideix doncs en dues etapes principals:
• Goodnes Update: Aquesta etapa s’actualitza la goodness dels casos que s’han
recuperat a la fase de Retrieve.
• Forgetting : En aquesta etapa es decideix oblidar els casos recuperats que es
considera que no són útils.
L’actualització de la goodness es basa en l’aprenentatge per reforç (Reinforcement
Learning) i depèn d’una taxa de modificació o d’aprenentatge α i d’un valor de
recompensa. Es defineix R com el conjunt de valors de recompensa associats a tots
els casos obtinguts en la fase de Recuperació. En concret R ve donada per l’equació
2.1
R = r(ck), ck ∈ K (2.1)
La funció de recompensa r assigna 1 als casos ck tals que la seva classe coincideixi
amb la classe del cas que s’està estudiant, i assigna 0 en cas contrari.
Per actualitzar el valor de goodness dels casos recuperats s’aplica l’equació 2.2 la
qual modifica el valor de bondat de qualsevol cas c. La taxa d’aprenentatge o α
pot ser qualsevol valor, tot i que normalment α ∈ 0.1, 0.2.
goodnessj(c) = goodnessj−1(c) + α(r(c)− goodnessj−1(c)) (2.2)
Amb aquesta fòrmula de l’equació 2.2 segueix l’aprenentatge per reforç, degut
a que la recompensa es genera quan un cas ajuda a la correcta classificació, i per
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tant, la seva mesura de bondat s’incrementa. En cas contrari, es genera una retro-
alimentació negativa.
Un cop s’ha actualitzat el valor de goodness en la fase de Revise es crida a una es-
tratègia de Forget que revisa tots els casos recuperats per considerar si algun d’ells
s’hauria d’esborrar de la memòria de casos (base de casos). Un cop fet aquestes
dues fases es passa a la fase de Retain. El detall de la implementació en pseudocodi
d’aquesta fase es pot veure a l’algorisme 2.
Algorithm 2 ACBR Review Step
Require: Case Base (CB), test case (cnew), retrievedCases, forgetFunction
1: α← 0.2 (taxa d’aprenentatge)
2: for each case ∈ retrievedCases do
3: if case.class ≡ testCase.class then
4: reward ← 1
5: else
6: reward ← 0
7: end if
8: end for
9: goodness ← case.goodness + (α * (reward - case.goodness))
10: case.goodness ← goodness
11: Fem forget si s’ha demanat
Juntament amb el mètode ACBR hi han diverses estratègies de retenció que,
a part de decidir si és necessari mantenir un cas també calcula la seva bondat
associada.
• Retenció del Grau de Desacord (DD): Es basa en una mesura de des-
acord del conjunt de casos recuperats (k). Es calcula el desacord entre les
posibles solucions amb l’equació 2.3 on #casesRetrieve són els casos recupe-
rats, #sameClass és el número de casos recuperats amb la mateixa classe que
el cas solució i #classes és el número de classes de la memòria de casos.
d =
#casesRetrieve−#sameClass
(#classes− 1)#sameClass (2.3)
El fonament d’aquesta estratègia és que el desacord pot generar solucions
equivocades. És important tenir en compte que el DD és un mètode d’apre-
nentatge no supervisat. Per afegir el cas a la memòria de casos no es considera
si el cas de test s’ha classificat correctament o no, sinó simplement utilitza el
grau de desacord dels casos retornats.
• Retenció Perjudicial (DE): Compara la classe del cas solució amb la classe
majoritària per tal de decidir si el nou cas s’ha de mantenir o no. Com que
requereix saber la classe del cas es considera una estratègia d’aprenentatge
supervisat.
El principi fonamental d’aquesta estratègia és que un nou cas es reté si ha
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estat mal classificat i si la classe majoritària dels casos retornats produeix un
error de classificació.
• Retenció per Bondat Mínima (MG): és una estratègia d’aprenentatge no
supervisat que decideix si un cas ha de ser après o no sense tenir en compte
la solució del cas que s’esta estudiant. En comptes de la classe del cas de test,
MG utilitza la bondat dels casos recuperats tals que la seva classe és la classe
majoritària. És diu bondat mínima perquè es requereix un valor mínim de
bondat. Una de les utilitats d’aquesta estratègia és provar la utilitat de la
bondat.
• Retenció de l’Aprenentatge basat en la Classificació Errònia (LE):
És l’estratègia més simple, la seva regla bàsica és que si un cas està mal
classificat s’afegeix a la memòria de casos. Una vegada es decideix que un nou
cas necessita ser emmagatzemat aquesta estratègia ha d’assignar un valor de
bondat a aquest cas. Aquest valor de bondat s’agafa des del cas més proper
al cas que s’esta estudiant (cas de test) i que forma part del conjunt de casos
retornats.
• Oblit per Bondat (O): Tot i que s’ha estat parlant tota l’estona de retenció
de casos també és important oblidar casos que es consideren perjudicials o no
ens aporten cap benefici a la nostra memòria de casos. La capacitat de l’ACBR
d’oblidar es troba a la fase de Revise que considera els casos que s’eliminaran
mitjançant l’aplicació d’una estratègia d’oblit. L’estratègia d’oblit depèn de
la disminució del valor de bondat dels casos. D’aquesta manera s’eliminen els
casos que produeixen errors de classificació al principi o en diverses ocasions
durant els moments de resolució de casos. Només els casos que permeten
alguna vegada classificar bé seran els que es conservin al sistema.
2.3 Mètode RDCL
El mètode RDCL [14] és un mètode de manteniment de la memòria de casos que es
realitza abans del CBR [1], és a dir, es fa com un pre-procés i només es calcula una
vegada. Oblida part de la memòria de casos inicial. La memòria de casos resultant
serà la base de casos utilitzada en el CBR. Els casos que s’aprenen posteriorment
en el CBR no tindran oblit. La raó per la qual s’executa abans del CBR és perquè
així pot arreglar la memòria de casos esborrant aquella informació que o no és ne-
cessària (casos repetits) o que és perjudicial (casos que classifiquen incorrectament).
Per decidir esborrar o no un cas utilitzem els perfils RDCL els quals permeten fer
un anàlisi de cada cas. Fent això ens permet categoritzar els casos en funció de la
seva utilitat i l’efecte que té en la competència global de la memòria de casos.
SiguiT el conjunt d’entrenament (la memòria de casos inicials) es defineix la següent
categorització:
• Conjunt d’Accessibilitat: d’un cas t ∈ T , T és el conjunt de casos que pot
classificar correctament el cas t.
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• Conjunt de Cobertura: d’un cas t ∈ T , T és el conjunt de casos que pot
classificar correctament el cas t.
• Conjunt de Responsabilitat (Delany i Cunningham): d’un cas t ∈ T ,
T és el conjunt de casos que classifica el cas t de forma incorrecta.
• Conjunt de Dissimilitud (Delany i Cunningham): d’un cas t ∈ T , T
és el conjunt de casos que classifica el cas t de forma incorrecta.
Per tant els perfils RDCL seran els definits per les equacions 2.4, 2.5, 2.6, 2.7.
RSet(c) = c′ ∈ T | classifies(c′, c)(ReachabilitySet) (2.4)
CSet(c) = c′ ∈ T | classifies(c, c′)(CoverageSet) (2.5)
LSet(c) = c′ ∈ T | missclassifies(c, c′)(LiabilitySet) (2.6)
DSet(c) = c′ ∈ T | missclassifies(c′, c)(DissimilaritySet) (2.7)
Classifies (c,c’): Vol dir que el cas c’ contribueix a la correcta classificació.
Per tant, el cas c es correctament classificada mitjançant un classificador basat en
casos com el k-NN.
Missclassifies (c,c’): Vol dir que el cas c’ contribueix d’alguna manera a la
incorrecta classificació del cas c. Això significa que quan el cas c es classifica mala-
ment pel conjunt d’aprenentatge, el cas c’ es retorna com un veí de c però amb
una classificació diferent a c. Amb això, el cas c es un membre del conjunt de
responsabilitat de c’ mentre que c’ és un membre del conjunt de dissimilitud de c.
El conjunt de dissimilitud complementa al conjunt d’accessibilitat de manera que el
conjunt de responsabilitat complementa el conjunt de cobertura.
El perfil RDCL d’un cas deriva mitjançant una lletra inicial (R or D and/or C
and/or L) de cada un dels 4 conjunts que no estan buits. Hi han 8 combinacions
possibles. Cal tenir en compte que:
• Cas correctament classificat: ( | RSet(t) |> 0)
• Cas incorrectament classificat: ( | DSet(c) |> 0)
• Cas útil: ( | CSet(t) |> 0)
• Cas mal classificat o perjudicial: ( | LSet(t) |> 0)
- RC i R: RC són els casos correctament classificats pel conjunt d’entrenament i
que classificaran correctament als demés casos que arribin. R són casos que s’han
classificat correctament pel conjunt d’entrenament però que no seran utilitzats per
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la classificació d’altres casos.
Encara que sembli que els casos R es poden eliminar, si es fa, tot empitjorarà, el
que indica que poden haver casos atípics que són útils al cap i a la fi.
- RL i RCL: Els casos RL i RCL es classifiquen correctament pel conjunt d’entra-
ment però causen un dany global a l’hora de classificar altres casos. Cal destacar
que els casos RCL poden contribuir a la correcta classificació d’altres casos. Això
indica que aquests casos estan en el límit a l’hora d’eliminar-los o no.
- D, DC i DCL: Qualsevol cas amb D en el seu perfil serà classificat de for-
ma incorrecta, però els que tinguin una C o una L es podran utilitzar per classificar
altres casos. Degut a això tornem a tenir problemes a l’hora de decidir si s’eliminen
o no. Casos amb una D són similars als que tenen una R, es consideraran redun-
dants i no s’utilitzaran a la classificació d’altres casos, no obstant, es poden utilitzar
per classificar casos molt concrets.
Per a conjunt de dades que es separen correctament, es pot veure que els perfils RC
i R són generalment la majoria de les casos que s’esperen com a casos ben classifi-
cades i contribueixen a la bona classificació de les demés.
Hi han molts pocs casos amb D o L al seu perfil, que indicarien casos mal clas-
sificats.
Per a conjunts de dades amb una separació pobre, la proporció de casos R i RC
es considerablement inferior al número de casos que causen un dany (amb L al seu
perfil) significativament major.
A l’algorisme 3 es pot veure el cicle en pseudocodi que segueix el RDCL.
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Algorithm 3 RDCL Cycle
Require: conjunt Test(TS),conjunt Train(T),conjunt RDCL a esborrar(delRDCL)
1: S’inicialitza la base de casos CB amb els conjunts TS i T
2: CB → base de casos
3: S’executa el test RDCL per actualitzar els valors R, D, C i L dels casos de CB
4: for each case ∈ CB do
5: executeRDCL(CB, case)
6: //Crear RSet, DSet, RCSet, RLSet, DCSet, DLSet, RCLSet i DCLSet
7: if R(case)>0 and C(case)==0 and L(case)==0 and D(case)==0 then
8: RSet.add(case)
9: else if R(case)==0 and C(case)==0 and L(case)==0 and D(case)>0 then
10: DSet.add(case)
11: else if R(case)>0 and C(case)==0 and L(case)>0 and D(case)==0 then
12: RLSet.add(case)
13: else if R(case)>0 and C(case)>0 and L(case)==0 and D(case)==0 then
14: RCSet.add(case)
15: else if R(case)==0 and C(case)>0 and L(case)==0 and D(case)>0 then
16: DCSet.add(case)
17: else if R(case)==0 and C(case)==0 and L(case)>0 and D(case)>0 then
18: DLSet.add(case)
19: else if R(case)>0 and C(case)>0 and L(case)>0 and D(case)==0 then
20: RCLSet.add(case)
21: else
22: DCLSet.add(case)
23: end if
24: end for
25: S’esborra un conjunt de tots els creats
26: for each case ∈ delRDCL do
27: CB.delete(case)
28: end forreturn CB
2.4 Manteniment de la memòria de casos
L’objectiu del manteniment de la Base de Casos [8] [9] (CMB, de l’anglès Case-
Base Maintenance) és reduir el temps de cerca de cada cas i augmentar la predicció
del CBR. Això es pot duu a terme amb diferents tipus d’estratègies. La majoria
d’articles que parlen del CBM estan basats en 2 propostes:
• Partitioning of CB, que construeix i elabora una estructura de CB de mante-
niment continuu.
• CBM optimization, que utilitza un algorisme per eliminar i actualitzar la
totalitat de la CB.
Case Base Maintenance redueix el temps de cerca de casos. Hi ha 3 classes per a
classificar els algoritmes CBM:
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1. Política de partició que construeix una elaborada Base de Casos i la manté
contínuament.
2. Mètode de reducció de la Base de Casos
(a) Començar amb un conjunt buit
(b) Seleccionar un subconjunt de casos del conjunt original i ho afegim al
conjunt inicial buit.
3. Política d’eliminació basada en competència de casos per optimitzar la Base
de Casos
Es veurà més endavant però els algorismes escollits per a implementar en aquest
projecte estan dins del punt 2 i 3. Molts d’aquests algorismes s’executen com un
pre-proces anterior al executar el CBR.
2.4.1 Pre-Procés
El manteniment de la base de casos en un mode de pre-procés és el que s’executa
abans de treballar amb la CB i quan t’arriba un nou cas que has de classificar. Al
llençar-lo aconseguim reduir en major o menor grau la mida de la memòria de casos
eliminant casos que es consideren poc útils i que col·laboren indirecta o directament
en la classificació fallida d’un cas. Els algorismes utilitzats en la realització d’aquest
projecte estan tots dins d’aquest apartat, tant l’RDCL com els que introduiré a
continuació.
2.4.2 RENN - Repeated Edited Nearest Neighbor
L’algorisme RENN [5] (veure algorisme 5) neix arrel l’algorisme ENN (Edited
Nearest Neighbor), descrit a l’algorisme 4. El que fa l’ENN [5] és esborrar tots els
casos que han estat mal classificats amb el k-NN de la base de casos inicial (la base
de casos d’entrenament).
El k-NN és un mètode de classificació lazy que estima la probabilitat de que un
element pertanyi a una classe a partir de la informació proporcionada pel conjunt
de prototips. En aquest cas els exemples d’entrenaments són vectors en un espai
característic multi dimensional. Durant la fase d’entrenament de l’algoritme k-NN
es guarden els vectors característics i les etiquetes de les classes dels casos d’entre-
nament. Després es calcula la distància entre els vectors guardats i el nou vector
(nou cas) i es seleccionen els k casos mes propers. El nou cas es classificat a la classe
que més es repeteix en els casos seleccionats.
La idea de l’ENN i RENN es basa en que es poden eliminar els casos anome-
nats com ”outliers”.
RENN el que fa és aplicar l’ENN repetidament fins que tots els casos tenen la ma-
joria dels seus veïns amb la seva mateixa classe, així quan s’han de retornar els k
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veïns més propers aquests tindran quasi tots la mateixa classe que el cas de test.
Hi hauran tantes iteracions com casos hi hagi a la base de casos d’entrenament
(Training Set). A cada iteració que anomenaré t es recorreran tots els casos del
Training Set que hi ha en aquell moment T t i s’aniran eliminant els casos que aquest
T t no classifiqui bé. Quan el conjunt T t ≡ al conjunt T t−1 sortirem del bucle per-
què voldrà dir que no hi han hagut canvis entre els conjunts després de fer tota la
passada pels casos i que per tant no hi hauran més.
Algorithm 4 ENN
1: Sigui Te = Training Set
2: for each xi ∈ Te do
3: Eliminar xi del conjunt Te si aquest classifica malament xi utilitzant k-NN
4: end for
2.4.3 ANN - All k-NN
Aquest algorisme és similar amb l’ENN [5] algorisme 4 amb l’excepció que cada
valor de k és incrementat després de cada iteració. Els casos seran eliminats si amb
algun valor de k el cas es classifica de manera incorrecta. El pseudocodi es troba a
l’algorisme 6.
2.4.4 BBNR - Blame-Based Noise Reduction
Aquest mètode el que vol fer és indicar si un cas contribueix de forma positiva o
no a l’hora de classificar els altres casos de la memòria de casos. Normalment quan
es parla de reducció de soroll noise reduction els mecanismes ens els que es centra
és en esborrar els casos que estan malament classificats. No obstant un cas mal
classificat pot haver estat mal classificat degut a que els casos que s’han retornat
com més semblants (retrieved cases) han contribuït a aquesta classificació errònia.
La diferencia mes destacable al BBNR [4] es que es centra en identificar els casos que
estan causant la mal classificació i identificar així en base als conjunts de liability i
coverage quins casos podrien ser eliminats de forma eficient. Aquests dos conjunts
representen la competència local del cas i són utilitzats per a diferents tècniques
d’edició de la base de casos.
• Conjunt de Cobertura: d’un cas c ∈ T , T és el conjunt de casos que pot
classificar correctament el cas c.
• Conjunt de Responsabilitat (Delany i Cunningham): d’un cas c ∈ T
, T és el conjunt de casos que poden contribuir a la mala classificació o que
classifiquen directament malament el cas c.
CSet(c) = c′ ∈ T | classifies(c, c′)(CoverageSet) (2.8)
LSet(c) = c′ ∈ T | missclassifies(c, c′)(LiabilitySet) (2.9)
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Quan parlem del missclassifies per k = 1 el cas c’ és retornat com a neighbor del cas
c però té una classe diferent i per tant classifica el cas malament, la responsabilitat
cau sobre ell només. Quan k > 1 el cas c’ no és el responsable directe sinó que en
aquest cas contribueix a la mala classificació del cas c.
Els anomenats noisy cases són casos classificats malament per altres casos al etiquetar-
los malament. Un cas classificat malament pot no ser necessàriament un noise case
ja que pot estar mal classificat degut als casos recuperats que s’utilitzen per a la
seva classificació.
El BBNR es centra sobretot en els casos que causen errors de classificació en comptes
dels casos que han estat malament classificats. La forma de capturar la informa-
ció que utilitza el BBNR és amb el LiabilitySet. Si un cas té un LiabilitySet gran
voldrà dir que te un gran impacte en la classificació errònia d’altres casos, per tant
LiabilitySet ⇒ més probabilitat que classifiqui malament als casos de la CB.
Abans d’eliminar un cas que tingui un LiabilitySet relativament alt el que es fa
és veure si sense ell els casos que ajuda a classificar bé, és a dir, els que hi han
al seu CoverageSet es continuen classificant bé. D’aquesta manera si al eliminar
del TrainingSet un cas c els casos del seu CoverageSet deixen de classificar-se bé
(encara que sigui un només) el recuperarem i el tornarem a posar al TrainingSet.
2.4.5 CRR - Conservative Redundary Reduction
Aquest mètode consisteix en l’eliminació de casos redundants. El CRR [4] es basa
en identificar casos que estan al límit de les classes, a la frontera. Tambe són
anomenats com a outliers cases.
Figura 3: Categories Casos
La figura 3 ens indica els diferents tipus de casos. Quan tenim diverses classes
els casos que hi han a la frontera es poden arribar a solapar entre ells i per tant
se’ns pot retornar un cas com veí d’una classe que en realitat no ho és. Amb tot
això si eliminem aquests casos que no ens ajuden a classificar els altres casos de la
CB podem evitar classificacions errònies.
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El CoverageSet d’un cas ens indica si està o no als extrems de la classe. Un Co-
verageSet alt voldrà dir que el cas està situat en un clúster de casos bastant gran.
En canvi, un CoverageSet petit voldrà dir que és un cas amb pocs veïns amb la
mateixa classificació.
A l’agorisme 8 per a cada cas afegit al EditedSet els casos que aquest cas pot
utilitzar per classificar (casos que aquest cas classifica bé) s’eliminen del TSet. És
el mateix que feia McKenna & Smyth’s coverage deletion rule [10]. És una tècnica
agressiva a l’hora d’eliminar casos i això pot afectar al tant per cent d’encert.
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3 Anàlisi, Disseny i implementació
Per a la realització d’aquest projecte s’ha utiltizat el llenguatge de programació JA-
VA. Les entrades o inputs es controlen des de la classe Main que és la que gestiona
els tipus de configuracions que es duran a terme a l’hora de l’execució del programa.
Els outputs es faran en fitxers d’Excel on es podran veure els resultats de les proves
realitzades. Les rutes d’entrada i sortida de la informació són configurables i es
veuran en detall al Manual d’usuari i de desenvolupador.
Cadascun dels datasets utilitzats contenen un determinat número de casos. Aquests
estan definits per una sèrie d’atributs o característiques que poden ser tant numè-
riques com nominals. Els tests es duran a terme amb els diferents datasets.
A l’hora de programar s’ha fet amb interfícies java ja que proporcionen els següents
avantatges:
• Organitzar la programació
• Obligar a que certes classes utilitzin els mateixos mètodes (noms i paràmetres)
• Establir relacions entre classes que no estan relacionades directament
Amb tot això, en aquest projecte es vol analitzar els diferents mètodes de CBM i
veure com afecten en el rendiment d’un sistema de CBR. El cicle de CBR no s’ha
implementat ja que venia donat per un projecte fet anteriorment [1] que estava en
format web, tot i això la base amb la que s’ha pogut dur a terme aquest projecte
ha sigut amb el treball fet en [7] on es va passar el CBR de la plataforma web a un
format de projecte Java, creant una classe Main que era capaç d’executar un codi
per consola agafant dades i recuperant les solucions. També estava implementat
l’algorisme RDCL (Secció 2.2) que forma part del CBM i en particular és un mèto-
de pre-procés.
Com s’ha vist a la Secció 2.3 s’han implementat diferents algorismes de pre-procés
i es faran les proves necessàries per veure de quina manera afecten als diferents
datasets que hi han.
Per realitzar aquesta tasca de forma més automatitzada i que no s’hagi de canvi-
ar al codi o per consola la configuració del sistema cada cop es crea un fitxer de
configuració. Aquest és capaç de realitzar totes les proves amb els paràmetres que
venen en ell, podent executar per un mateix dataset diferents configuracions tant
pel tipus d’algorisme, com pels casos que es retornaran (retrieve), com pel tipus de
distància, etc.
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3.1 Diagrama de paquets de la plataforma
Figura 4: Paquets Plataforma
A la Figura 4 es pot veure amb color verd els paquets que ja estaven implementats
però en els quals s’han modificat certs aspectes per poder donar-li més funcionalitats
al programa. En color blau es mostren els paquets implementats des de zero i en
color blanc es detallen els paquets que no s’han modificat.
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3.2 Diagrama de classes de la plataforma
Figura 5: Paquets Plataforma
En aquesta figura es pot veure les classes que hi han dins dels paquets de la Figura
4. En color blau estan els programats des de 0 i en color verd els que ja existien però
que s’han modificat per alguna raó. Cada paquet té les seves classes i a part unes
classes d’interfície d’aplicació que tenen una ”I” davant del seu nom. Les interfícies
Java només contenen al seu codi declaracions de mètodes i definicions de constants
simbòliques. Serveixen per definir quins són els mètodes que han d’implementar els
objectes d’aquelles classes que implementin l’interfície.
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3.3 Disseny
Figura 6: CBR Diagrama de Seqüencia
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Figura 7: ACBR Diagrama de Seqüencia
En les Figures 6 i 7 és veu pas a pas com funciona dins l’aplicació l’execució
de l’algorisme CBR i ACBR respectivament. Apareixen les 4 fases i en el cas de
l’ACBR la fase Review. És un diagrama seqüencial i reflexa idènticament cada pas
dels algorismes. Les classes que contenen als mètodes cridats es troben a la Figura
5. I el paquet al qual pertany cada classe està a la Figura 4. El més rellevant del
diagrama és que tant el CBR com l’ACBR tenen la mateixa estructura i utilitzen
els mateixos mètodes en les fases comunes del cicle.
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3.4 Implementació
3.4.1 RENN i ANN
Com s’ha parlat a l’apartat 2.4.1 i al 2.4.2 el RENN i l’ANN són mètodes de
manteniment pre-procés i eliminen casos de la memòria de casos que han estat
mal classificats amb el k-NN. En el cas del RENN fins que el conjunt d’entrenament
no deixi d’eliminar casos no s’aturarà. L’ANN fa el mateix però va augmentat la k
per assegurar que el cas es classifica bé independentment del casos retornats en la
fase de Retrieve. A continuació es mostra el pseudocodi als algorismes 5 i 6.
Algorithm 5 RENN
1: Sigui Te = Training Set
2: repeat
3: A la iteració t, for each xi ∈ T te do
4: Eliminar xi del conjunt Te si aquest classifica malament xi utilitzant k-NN
5: until T te = T t−1e
Algorithm 6 ANN
1: Sigui Te = Training Set
2: for each xi ∈ Te do
3: set m = 1
4: while m < k+1 do
5: Eliminar xi de Te si aquest classifica malament xi utilitzant m-NN
6: m = m+1
7: end while
8: end for
Al fer els algorismes ANN i RENN es necessitava crear un altre tipus de Retrieve
ja que com s’ha explicat a l’algorisme 6 i al 5 es necessita comprovar si un cas és
classificat bé i es volia fer amb una k=3 i degut a que el CBR i l’ACBR utilitzen
un k=1 i per evitar canviar un paquet que es feia servir des de l’inici s’ha creat un
de nou. El que es fa és que quan s’utilitza una k>3 s’agafa la classe que més es
repeteix dins dels casos retornats. Amb el mètode Retrieve el que es fa és retornar
un conjunt de casos semblants, per fer-ho calcula la distància de tots els casos amb
el que està avaluant i després les ordena de forma ascendent i es queda amb els k
millors.
Amb el Reuse, de tots els casos retornats es mira la classe majoritària d’ells o
si es k=1 s’agafa la classe del cas retornat. Al tenir altres paràmetres extres, tant
de tipus com de quantitat, va millor crear un paquet nou i diferenciar-lo del Ste-
pRetrieve i el StepReuse utilitzats al CBR i ACBR.
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Figura 8: Classes Java ANN i RENN
En la Figura 8 es veu la relació de les classes i els mètodes dins del paquet que
conté tant el RENN i l’ANN. També apareixen els atributs de cada classe. Per evitar
problemes es crea un nou conjunt d’entrenament que és una còpia de l’original. La
raó per la qual es fa això és evitar modificar l’original per si sorgeixen problemes.
El que es retornarà un cop s’hagin executat els dos algorismes és un conjunt de
casos per esborrar de la memòria de casos. En aquest cas l’atribut que correspon a
aquest conjunt és el removeCases.
3.4.2 BBNR i CRR
Com s’ha explicat a l’apartat 2.4.3 i 2.4.4, amb els algorismes BBNR(7) i CRR(8)
s’aprofita el Retrieve i el Reuse creats pel RENN i ANN tot i que ara la k=1, ja que
ens interessa saber exactament quin cas classifica bé a un altre i per això posem la
k de 1.
Per crear els conjunts de Reability i Coverage hi ha una classe Java que s’encarrega
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(Figura 9). La creació d’aquests conjunts es fan calculant la distància euclidiana
entre el cas que s’està analitzant i s’ordenen de major a menor o de menor a major,
depèn del que es necessiti.
Algorithm 7 BBNR
1: Sigui Te = Training Set
2: for each c ∈ T do
3: CSet(c) ← Coverage Set of c
4: LSet(c) ← Liability Set of c
5: end for
6: Tset ← T sorted in descending order of LSet(c) size
7: for each c ∈ Tset do
8: if LSet(c) > 0 then
9: Tset ← Tset - {c}
10: misClassifiedFlag ← false
11: for each x in CSet(c) do
12: if x cannot be correctly classified by Tset then
13: misClassifiedFlag ← true
14: break
15: end if
16: end for
17: if misClassifiedFlag = true then TSet ← TSet + {c}
18: end if
19: end if
20: end for
Algorithm 8 CRR
1: Sigui Te = Training Set
2: for each c ∈ T do
3: CSet(c) ← Coverage Set of c
4: end for
5: ESet ← {}, (Edited Set)
6: TSet ← T sorted in ascending order of CSet(c) size
7: c ← first case in TSet
8: while TSet 6= {} do
9: ESet ← ESet + {c}
10: TSet ← TSet - CSet(c)
11: c ← next case in TSet
12: end while
En el cas dels algorismes BBNR i CRR també es fa una copia del conjunt d’entre-
nament i es creen uns conjunts anomenats Coverage i Liability que són unes llistes
de casos per a cada cas de la memòria de casos. Tot i que a la figura 9 no estan les
classes Retrieve i Reuse els algorismes BBNR i CRR també les utilitzen, però les
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més importants sóns les classes que generen els conjunts de Coverage i Liability. Ca-
da mètode genera o els dos conjunts o un només. Al estar en dos paquets diferents
igual que passa amb el CBR i l’ACBR es creen classes diferents per a cada algorisme
encara que alguna es pugui posar en conjunt. Així tenim paquets complets on està
la implementació d’un algorisme sencer sense dependències d’altres.
Figura 9: Classes Java BBNR i CRR
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4 Avaluació
En aquest capítol es descriurà la metodologia per realitzar les diferents proves.
També s’analitzaran els resultats d’aplicar algorismes de manteniment a la memòria
de casos veient de quina manera afecta i si milloren els resultats al combinar-los
amb el CBR i l’ACBR.
4.1 Metodologia
Per avaluar el rendiment s’agafa la base de casos amb la que es vol fer el CBR i
es divideix en una validació de 10-folds, és a dir, es parteix la base de casos en 10
trossos, d’aquests, 1 tros s’agafa com a conjunt de Test i els altres 9 seran el con-
junt de Train. Fent això podem garantir que els resultats obtinguts amb el sistema
d’aprenentatge s’acosten al valor real en l’explotació del sistema.
Els datasets utilitzats seran un total de 14 i s’han obtingut de la UCI Machine
Learning repository. Cada dataset proporciona un número determinat de casos,
atributs (nominals i numèrics) i classes, tal i com es detalla a la Figura 12
Per intentar trobar mètodes que puguin maximitzar el rendiment del cicle CBR
i que puguin minimitzar la mida de la seva memòria de casos faré diverses proves
per intentar avaluar les diferents configuracions amb els algorismes implementats.
Aquestes proves seran tant amb els algorismes ja implementats com els que s’han
introduït en aquest projecte. Es podrà veure quins són millors i pitjors amb les
diferents configuracions i els diferents datasets utilitzats.
Figura 10: CBR test
Figura 11: ACBR test
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Les figures 10 i 11 mostren com es farà el procés de les proves amb l’algorisme
CBR i ACBR respectivament.
Les proves amb el CBR i el ACBR que es fan juntament amb els algorismes de
manteniment s’han fet amb la distància de manhattan i la euclidiana. En concret
amb dos valors, k=3 i k=5. No obstant amb k=5 només tenim en compte la distàn-
cia de manhattan ja que els resultats amb euclidean i k=5 no són massa rellevants
per veure diferències notables.
La informació dels datasets utilitzats es pot veure a la Figura 12. En ella veiem
el nom del dataset, el número de casos (# casos), número d’atributs (# atributs),
número de classes (# classes).
Figura 12: Informació datasets utilitzats
Figura 13: Informació tests realitzats
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A la Figura 13 es pot veure totes les configuracions i proves que s’han realitzat
en aquest projecte per avaluar els diferents algorismes de manteniment de la base
de casos.
4.2 Anàlisi de resultats amb CBR
A les Figures 14, 15, 16 es poden veure els resultats del test del cicle CBR amb la
distància Euclidiana, Manhattan i Minkowsky amb k=1, k=3 i k=5 respectivament.
Es té en compte el número de casos finals (#casos finals) després d’aplicar el CBR
a la base de casos, el tant per cert de casos que ens queden al final és el %size i
per últim el percentatge d’encert (%accuracy) a l’hora de classificar un nou cas. En
color blau hi ha la mitja de totes aquestes dades anomenades tenint en compte tots
els datasets.
Figura 14: CBR amb distància Euclidiana
Figura 15: CBR amb distància de Manhattan
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Figura 16: CBR amb distància de Minkowsky
A l’analitzar els resultats de les taules 14, 15, 16 es veu que les configuracions que
millor funcionen són aquelles en les que només s’agafa 1 cas de Retrieve. Tot i això
els datasets que s’han provat són petits i per observacions fetes fora del projecte es
sap que s’aconsegueix un millor rendiment només agafant 3 o 5 casos de Retrieve.
Aquesta és la raó per la qual no s’agafarà la configuració amb 1 cas de recuperació.
A més de totes les distàncies utilitzades les que donen uns millors resultats són
l’euclidiana i la manhattan, per tant seran les utilitzades en els tests a partir d’ara.
Es compara primer de tot el model CBR amb tots els algorismes de manteniment
desenvolupats en aquest projecte. Els resultats es poden veure a les Figures 17, 18,
19, 20.
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Figura 17: RENN amb el CBR
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Figura 18: ANN amb el CBR
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Figura 19: BBNR amb el CBR
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Figura 20: CRR amb el CBR
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Amb les taules es pot veure que la configuració més bona és amb manhattan i
k=3. Per tant serà la que s’utilitzara a partir d’ara per realitzar les proves, ja que
en el treball previ [7] també es va concloure que una de les millors configuracions
per testejar els datasets era amb la distància de manhattan.
La Figura 21 mostra els resultats de les taules per poder comparar millor les dades
obtingudes. L’algorisme més agressiu a l’hora d’eliminar casos és el CRR, però es
veu clarament que tot i que al final d’executar-lo la memòria de casos es redueix
notablement també ho fa la seva precisió a l’hora de classificar un nou cas. Un dels
que té més precisió per classificar un nou cas és el BBNR. No obstant el RENN té
una precisió pràcticament igual al BBNR i a més la mida final de la base de casos és
més petita, per la quan cosa aquestes dècimes de diferencia entre els dos algorismes
no són el factor que el fan millor o pitjor, el que desempata en aquest cas és la mida
final de la base de casos. És millor tenir una mida més reduïda a la memòria de
casos i tenir una precisió més petita, i en aquest cas la diferència és mínima.
Figura 21: Algorismes de manteniment amb el CBR
4.3 Anàlisi de resultats amb ACBR
Per analitzar els resultats de l’ACBR veure les Figures 22, 23, 24, 25. Igual que
amb el CBR s’han agafat els resultats amb la distància de manhattan i k=3. A la
Figura 26 s’analitzen tots els algorismes i les diferents configuracions anomenades
en aquest projecte.
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Figura 22: Algorismes de manteniment amb ACBR i Retain DD
Figura 23: Algorismes de manteniment amb ACBR i Retain DE
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Figura 24: Algorismes de manteniment amb ACBR i Retain MG
Figura 25: Algorismes de manteniment amb ACBR i Retain LE
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Després d’executar l’algorisme ACBR amb tots els tipus de retain es pot veu-
re que els millors resultats s’obtenen amb l’algorisme de manteniment RENN i el
retain DE i MG. Aquesta combinació dona un accuracy i una mida equilibrada
respecte als altres algorismes de manteniment. L’algorisme que dona pitjors re-
sultats és el CRR, tot i que aconsegueix reduir la mida de la memòria de casos de
forma notable, però aquesta reducció perjudica greument el percentatge d’accuracy.
A continuació, a la Figura 26 es posen en comú tots els algorismes dels que s’-
ha parlat fins ara. S’utilitzen les mateixes configuracions pels algorismes, distància
de manhattan amb una k=3.
Les configuracions de l’RDCL s’han triat en base als resultats obtinguts a [7]. S’es-
borraran els conjunts DL i D. Els casos del conjunt D són els casos mal classificats
i els del conjunt L els perjudicials i són els que donen millors resultats. En el cas
de l’ACBR s’agafen les funcions de Retain de DE i MG que són estratègies amb
supervisió i sense supervisió respectivament. I a més són que donen uns millors
resultats com es pot veure a les Figures 22, 23, 24, 25 i com s’ha dit anteriorment.
Després de veure la Figura 26 es veu que els millors resultats s’obtenen amb l’ACBR,
l’algorisme RDCL de manteniment el qual esborrara el conjunt D o DL de casos i
després amb l’ACBR s’aplicara una Retenció de DE o MG. Totes aquestes configu-
racions que es veuen a la Figura 26 venen donades per totes les proves fetes al llarg
del projecte. Es fa la comparativa amb la que ens donen millors resultats per així
poder fer un anàlisi més concret i acotat.
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Figura 26: Comparativa algorismes manteniment CBR i ACBR
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5 Anàlisi de costos
Les diferents fases que s’han dut a terme per a la realització d’aquest projecte han
sigut les següents:
• Documentació: Abans de treballar amb el codi es va invertir un temps en
entendre que era el Raonament Basat en Casos, com funcionava, en quin àmbit
es trobava i que es volia aconseguir amb aquest Treball de Final de Grau.
• Investigació: Per tal de realitzar aquest projecte es van triar entre diferents
algorismes de manteniment a l’hora d’afegir-los a la llibreria ja existent. Per
fer-ho es va haver de buscar entre molts i llegir sobre ells per veure quins
eren els que millors resultats donaven o quins eren més diferents entre ells per
comparar els resultats finals.
• Implementació: Un cop es va entendre com funcionava cada algorisme i com
ho feia també el CBR i l’ACBR és van anar incorporant els algorismes a la
llibreria afegint o modificant els paquets necessaris per poder fer-ho.
• Proves: Per avaluar si un algorisme va millor o pitjor i quins aspectes millora
respecte a un altre es realitzen proves amb l’UCI Repository. Les proves estan
automatitzades de manera que es podien executar diferents configuracions de
cop. Tot i això el temps necessari per obtenir resultats ha estat elevat.
• Realització de la memòria
A la Figura 27 es detalla una taula amb el temps de les diferents fases anomenades.
També s’inclou el preu assignat a cada fase del projecte. La documentació, les
proves i la memòria és la part menys cara degut a que tot i que són fases molt
importants no requereixen un esforç tant gran com en la implementació. Les proves
són automàtiques i per això tenen el cost més baix. La part més cara del projecte
és la implementació i la investigació ja que són les parts més importants i a les que
es dedica més temps.
Figura 27: Taula de costos
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A la Figura 28 és pot veure el tant per cent de cada part respecte al total. I
com s’ha comentat anteriorment les parts que es consideren més important en el
projecte són les que tenen el tant per cent més alt respecte a les altres.
Figura 28: Percentatge costos
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6 Conclusions i línies futures
El problema del Raonament Basat en Casos és trobar una configuració que ens faci
disminuir la mida de la memòria de casos sense perdre precisió a l’hora de classificar
un nou cas. L’objectiu d’aquest projecte per tant era intentar trobar una combinació
òptima amb un algorisme de manteniment. En aquest treball es presenten un total
de 4 algorismes de manteniment i 8 models de raonament basat en casos nous: CBR
amb RENN, CBR amb ANN, CBR amb BBNR, CBR amb CRR, ACBR
amb RENN, ACBR amb ANN, ACBR amb BBNR, ACBR amb CRR.
A aquests models s’han de sumar als desenvolupats en un projecte anterior [7] que
són CBR amb RDCL i ACBR amb RDCL. Tots aquests models presenten un
raonament utilitzant tècniques per aprendre i oblidar d’una manera molt similar a
com ho fem els humans. La combinació amb altres tècniques ajuden a generar una
base de casos més precisa i més compacte.
Els models amb ACBR fan un manteniment de casos mitjançant estratègies de
retenció i oblit decidint així quins casos cal retenir i quins és convenient esborrar.
L’algorisme de manteniment RDCL està centrat en estratègies d’oblit de casos deci-
dint quins esborrar i quins no. El RENN, ANN, BBNR, CRR són tots algorismes de
manteniment que estan centrats igual que el RDCL en esborrar casos segons unes
pautes específiques i, en aquest projecte s’han estudiat, implementat i s’ha avaluat
el seu rendiment.
Amb les proves realitzades s’ha vist que la combinació de tots aquests algorismes
entre ells aconsegueixen un resultat al que individualment no seria possible arribar.
La combinació més potent de totes ésACBR amb RDCL tal i com s’havia arribat
a concloure en [7], tot i així la combinació que més s’apropa a ell és ACBR amb
RENN de tots els algorismes implementats en aquest projecte. La raó del bon
rendiment aconseguit té a veure amb que la base de casos s’adapta en l’ACBR de
forma continua, i com a conseqüència es manté una alta diversitat de casos i alhora
s’esborren els perjudicials. Si a aquest aspecte li sumem un algorisme extra de
manteniment és allà on sobresurt de les altres combinacions. A tot això cal a dir
que gràcies a la reducció de la base de casos es permet una recuperació més ràpida
i per tant més eficient, tot això col·labora a la millora en la precisió.
Els pitjors resultats es donen amb el CBR i en especial amb l’algorisme de man-
teniment CRR [4] ja que tot i que és amb el qual s’obté una mida final més petita
de la base de casos és també el que una pitjor precisió a l’hora de classificar un cas
nou pel que s’ha comentat al paràgraf d’abans.
Per acabar, es pot concloure que el manteniment en una base de casos és molt
efectiu en un sistema de Raonament Basat en Casos i millora la precisió del mateix,
Tot i això, queden línies obertes de treball de cara al futur. Per exemple, trobar
altres mètodes de manteniment i combinar-los amb els mètodes ja existents poden
aconseguir una millora notable de cara a un futur i amb ella un raonament basat
en casos molt més eficient que els que hi han avui en dia.
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A Annex 1: Manual d’usuari
Tot el que es descriu a continuació es refereix a com funciona i com es pot executar
el CBR en un sistema operatiu. Per començar es necessita instal·lar el progra-
ma Netbeans i Java. La millor forma de fer-ho és entrant a la pàgina web d’O-
racle http://www.oracle.com/technetwork/java/javase/downloads/index.html on hi
ha l’opció de descarregar-se les dues coses a la vegada com es pot veure a la Figura
29.
Figura 29: Netbeans amb Java
Un cop s’ha instal·lat el programari s’obre el codi del TFG. Per carregar el fitxer
de configuració i seleccionar l’ubicació correcta es posarà al següent al requadre
de la Figura 30 on posa Arguments. En el cas de Mac la ruta serà //Users//Co-
ral//Desktop//codiTFG//src//configuration.ini, en el cas de Windows la ruta serà
C:\\Users\\Coral\\Desktop\\codiTFG\\src\\configuration.ini.
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Figura 30: Càrrega del fitxer de configuració
L’únic arxiu que s’ha de modificar per tal de canviar les configuracions de l’e-
xecució de les proves és el configuration.ini que es troba dins del paquet anomenat
<default package>. Depenent del sistema operatiu la ruta per llegir els datasets i
els resultats canviarà. En la Figura 31 es pot veure les diferents rutes per a Mac i
a la Figura 32 estan les configuracions per a Windows. Només s’hauria de canviar
el nom de l’usuari i la localització si es que no està al l’escriptori.
Figura 31: Configuració Mac
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Figura 32: Configuració Windows
Les diferents configuracions i combinacions són les següents:
• typeDistance: Manhattan, Euclidean, Minkowsky
• typeRetrieve: 1, 2, 3, 4, 5... depèn dels casos que es vulguin retornar per a
trobar la solució al nou cas
• typeArrange: no, RDLC, CRR, BBNR, RENN, ANN són els diferents tipus
d’algorismes de manteniment i els que es poden utilitzar
• typeAlgorithm: CBR i ACBR
• typeRetain: 1(DifClass), 2(GoodnessDD), 3(GoodnessDE), 4(GoodnessMG),
5(RetainGoodnessLE), 6(NoRetain)
• typeForget: si, no
• resultsoutput: nom de l’arxiu excel dels resultats
iii
B Annex 2: Manual del desenvolupador
Per a modificar el codi i afegir algorismes la classe més important és la que es troba
al paquet Main. A CBR_KM.java es carreguen les diferents configuracions que es
llegeixen al fitxer configuration.ini. A la Figura 33 es pot veure com hi han diferents
for per carregar les configuracions. Hi ha un for per a cada algorisme (CBR i ACBR)
i després un per a cada algorisme de manteniment. I aixi successivament per a cada
línia de configuració que hi ha a la Figura 31
Figura 33: CBR_KM.java
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Figura 34: Afegir algorismes de manteniment
Si es vol afegir un nou algorisme s’ha de crear un paquet específic, les classes
adients i afegir una línia de codi a la classe CBR_KM.java amb el seu nom.
Per afegir paràmetres per avaluar un resultat al fitxer excel es canviaran els mètodes
escriureTitolsExcel i writeResults de la classe CBR_KM.java.
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