Resonant inelastic x-ray scattering (RIXS) was used to probe the electronic and magnetic excitations in NaOsO3 through its metal-insulator transition (MIT). Whilst local electronic excitations do not change appreciably through the MIT, well-defined, low energy magnetic excitations present in the insulating state become noticeably weakened and damped upon approaching the metallic state. Concomitantly, a broad continuum of high-energy excitations develops which is well described by the magnetic fluctuations of a nearly antiferromagnetic Fermi liquid. By revealing the continuous evolution of the quasiparticle spectrum as it changes its character from localized to itinerant, our results provide unprecedented insight into the nature of the MIT in NaOsO3. The nature of the MIT in transition metal oxides (TMOs) is of enduring interest as it represents a spectacular manifestation of competing interactions, and their effects on the most fundamental transport property of materials. Recently, considerable attention has focussed on the nature of the MIT in 5d TMOs, which have the additional ingredients of strong spin-orbit coupling and a lower degree of localization relative to their 3d counterparts [1]. New phenomenology has been revealed by experiment, including a number of MITs which are intimately entwined with the onset of magnetic order, placing them outside of the conventional Mott-Hubbard paradigm. A key and yet unsolved issue for such systems is to fully determine the nature of the magnetic quasiparticle spectrum as the electronic character evolves from itinerant to localized through the MIT.
The nature of the MIT in transition metal oxides (TMOs) is of enduring interest as it represents a spectacular manifestation of competing interactions, and their effects on the most fundamental transport property of materials. Recently, considerable attention has focussed on the nature of the MIT in 5d TMOs, which have the additional ingredients of strong spin-orbit coupling and a lower degree of localization relative to their 3d counterparts [1] . New phenomenology has been revealed by experiment, including a number of MITs which are intimately entwined with the onset of magnetic order, placing them outside of the conventional Mott-Hubbard paradigm. A key and yet unsolved issue for such systems is to fully determine the nature of the magnetic quasiparticle spectrum as the electronic character evolves from itinerant to localized through the MIT.
Magnetic interactions in materials are usually defined in terms of one of two limits [2] . In the local moment (Heisenberg) limit, magnetism is assumed to arise from unpaired electrons within an atomic picture. At some temperature T , the orientation of the magnetic moments varies, but their magnitude remains fixed at the T = 0 value. Consequently only the transverse component of the local spin density fluctuation (LSF) χ ± (q, ω) is important. This gives rise to collective spin wave excitations and is generally applicable to magnetic insulators. At the other extreme (itinerant or Stoner limit), the electrons and spin fluctuations are extended in real space (Thermodynamic properties of the system are governed by intraband electron-hole pair interactions, which have a degree of collective behaviour). At some temperature T , the orientation of the magnetic moments remains fixed, but their magnitude is reduced from the T = 0 value. In this limit, the longitudinal component χ zz (q, ω) and the temperature dependence of the LSF are important. Between these two limits, one typically observes Landau damping of spin waves by intraband particle-hole excitations. Damping is more prevalent at large momentum transfers q since there are a greater number of available states for the corresponding magnon to decay into. Such an effect has been observed in a number of materials, notably doped La 2-x Sr x CuO 4 [3] [4] [5] , and a subset of the iron pnictides [6] [7] [8] [9] [10] [11] . A summary of the behaviour in the respective limits is shown schematically in Fig. 1 .
Here we focus our attention upon materials which undergo continuous MITs with temperature, that are concomitant with the onset of long-ranged, commensurate antiferromagnetic order. Moreover, these MITs are not associated with any global symmetry change. Examples include some of the 5d 5 pyrochlore iridates R 2 Ir 2 O 7 (R = Ln 3+ ) [12, 13] , plus the 5d 3 osmates Cd 2 Os 2 O 7 [14] [15] [16] , and NaOsO 3 . The latter material has been pro- posed to be an example of a Slater insulator [17] [18] [19] [20] [21] , in which the formation of antiferromagnetic order itself at T MI = 410 K drives the formation of an insulating gap below the Néel temperature. Together with significant spin-phonon coupling [22] , one observes an unprecedented connection between the magnetic, electronic, structural, and phonon degrees of freedom in NaOsO 3 .
One would thus expect the electronic and magnetic excitations to evolve correspondingly through the MIT. Optical conductivity measurements [21] reveal a continuous opening of the electronic gap with decreasing temperature {∆ g (0) = 102(3) meV}, and an MIT in which electronic correlations play a limited role. This is consistent with an itinerant Slater picture in which interactions are mean-field like. Meanwhile previous RIXS measurements [23] showed well-defined and strongly gapped (∼ 50 meV) dispersive spin-wave excitations at 300 K. This was found to be consistent with an anisotropic nearest-neighbour Heisenberg picture for the magnetic Hamiltonian, and is suggestive of localized magnetic moments. The question remains whether either the spin or electronic excitations remain coherent through the MIT, and if there is any evidence of coupling to any of the other relevant degrees of freedom present in the system.
In this Letter, we establish that in NaOsO 3 , there is a continuous progression from localized to itinerant behaviour through the MIT. This can be directly observed through the temperature and momentum dependence of the electronic and magnetic excitations. RIXS is uniquely placed as a technique which is simultaneously sensitive to the orbital, electronic, and magnetic degrees of freedom in materials. For this reason, RIXS measurements (Os L 3 edge, E = 10.871 keV) were performed on the ID20 spectrometer at the ESRF, Grenoble. Details of the experimental setup are provided in the Supplemental Material.
We start with the orbital excitations as a function of temperature. A low resolution setup (∆E = 300 meV) was used in order to examine the orbital excitations out to large energy loss (8 eV) . Selected spectra are displayed in Fig. 2(a) . Just as in Ref. 23 , four peaks are evident in the RIXS spectra. The peak centered at zero energy loss comprises the elastic line and other low energy features such as phonons, magnons etc. The three remaining peaks refer to excitations within the t 2g manifold (A), excitations from t 2g to e g states (B), and ligand-to-metal charge transfer (C). This assignment follows the previous RIXS measurements [23, 24] on NaOsO 3 and Cd 2 Os 2 O 7 . Figure 2 (b) shows that the intensity and positions of peaks A-C appear to be essentially temperature independent. Moreover, the individual features are much broader than the instrumental resolution, indicative of a system with significant non-local character. The increased peak width with respect to the isoelectronic Ca 3 LiOsO 6 and Ba 2 YOsO 6 [25] is likely a result of the increased itineracy in NaOsO 3 . Within a simple LS-coupling model, which neglects the effects of weak octahedral distortion, peak A is comprised of two overlapping excitations centred at 3J H and 5J H (Fig. 2c ). We find that J H = 0.23(3) eV is temperature independent within experimental uncertainty. This compares well with previous estimates obtained from other 5d
3 materials [24, 25] . Moreover, high resolution (∆E = 56 meV) measurements of the RIXS spectra below 2.5 eV energy loss show similar behaviour [26] . This corroborates the observation that the MIT is not driven by structural distortion, which would manifest as a variance in the electronic excitations with temperature.
We now move to the high-resolution RIXS data; the main focus of this paper. RIXS spectra were collected at three different momentum transfers as a function of temperature: Γ (4.95, 2.95, 3.95), Γ-Y (4.75, 3, 4) , and Y (4.5, 3, 4). This reflects a progression from the Brillouin zone centre to the zone boundary. The point near Γ was chosen in order to avoid the weak magnetic Bragg peak at (5, 3, 4) . Spectra were normalized to the intensity of the intra-t 2g excitations at 1 eV energy loss.
Representative RIXS spectra collected at Γ-Y are displayed in Fig. 3(a) , for temperatures below and above the MIT. Data taken at Γ and Y , showing qualitatively similar behaviour, are given in the Supplemental Material. To better isolate changes to the spectra below 1 eV, they are shown with the elastic line and d-d contributions subtracted in Fig. 3(b) . The spectrum at 300 K is in agreement with that given in Ref. 23 , with a sharp peak evident at 60-100 meV energy loss attributable to a single magnon excitation. With increasing temperature this peak progressively weakens and broadens. Strikingly, concurrent with the diminishing of the single magnon peak, there is a continuous increase in intensity between 0.1 and 0.6 eV, whilst there is no significant change in the d-d excitations. In order to quantify these observations further, the data were fitted with Gaussians to represent the elastic line, magnon peak, broad component centred around 300 meV, and the intra-t 2g excitations. The fits in the low energy portion of the RIXS spectra were corrected to take the Bose factor into account. Prior to fitting, the model lineshape was convoluted with the experimental resolution function, which had a Pearson VII functional form. This minimal model for the lineshape was used in order to reduce the number of free parameters in the fit, whilst allowing the relevant features of the data to be captured. The result of these fits at Γ-Y is plotted in Figs. 3(c) -(e). Clearly there is a significant variation of the RIXS spectra through the MIT. We turn first to consider the various aspects of the temperature dependence of the low-energy magnon spectra captured in Fig. 3 , before considering the nature of the high energy continuum scattering.
We observe a weak variation in the energy of the magnon peak with temperature. Fig. 3(e) shows that the magnon appears to soften by about 20 meV between 300 K and 375 K. Similar behavior is observed at Γ. This would agree qualitatively with DFT+U calculations [27] , which predict a continuous reduction of the magnetic moment through the MIT due to longitudinal spin fluctuations. Yet Fig. 3(f) shows that the magnon dispersion appears remarkably constant through the MIT -within experimental resolution. It is thus unclear whether our observation is in fact an experimental artefact.
In general, there are two relevant mechanisms which may lead to magnon damping: spin-phonon coupling [28] , and the aforementioned Landau damping by intraband particle-hole (Stoner) excitations. It has already been shown [22] that there is a dramatic shift of the phonon modes in NaOsO 3 as a function of temperature, which the authors propose is due to coupling between the spin and lattice degrees of freedom. However spinphonon coupling alone does not explain the observed high-temperature damping of the magnon peak at Γ. Instead we suggest that this is a direct result of Landau damping by Stoner excitations in the itinerant limit.
In order to explain the formation of the continuum scattering centred around 0.3 eV (Fig. 3(b) ) as NaOsO 3 enters its high-temperature metallic phase, we considered possible mechanisms: two-magnon excitations, electronic interband particle-hole excitations, and Stoner excitations from a nascent Fermi liquid. Details of calculations to assess the contributions from the first two candidate mechanisms are considered in detail in the Supplementary Material. There we argue that neither of them provide an adequate description of the energy and wavevector dependences of the high-energy continuum evident in our data.
We instead propose that the bulk of the scattering at high temperatures results from paramagnetic spin fluctuations, with the other components only contributing weakly. The high temperature behaviour can be qualitatively modelled within a nearly antiferromagnetic Fermi liquid approach using self-consistent renormalization (SCR) theory [2] . The assumption is that the fluctuations are isotropic, which is reasonable given the similar magnitude of J 1 and J 2 . Moreover for simplicity we consider a pseudo-cubic unit cell, with a lattice constant a = 3.80Å given by the Os-Os distance. Following the approach of Inosov [29] and Tucker [30] , the imaginary part of the dynamic susceptibility χ ′′ (Q, E) is given by:
where ξ is the spin-spin correlation length, a is the lattice constant, γ denotes the damping coefficient arising from spin decay into particle-hole excitations (related to the electronic band structure), and χ 0 is the staggered susceptibility [31] . All of these parameters are in principle dependent upon temperature. For completeness the antiStokes (energy gain) process has also been included; this is a factor exp ( ω/kT ) weaker than the equivalent Stokes (energy loss) process. Note however that the experimental RIXS cross-section includes a number of additional contributions, which include momentum-dependent absorption and polarization effects. In our analysis we replace the equality in Eqn. 1 by a proportionality in order to reflect this phenomenologically. The interplay between the correlation length and damping governs the characteristic energy of the damped excitations. We find (Fig. 4 ) that the experimental data is fairly well described by this simple model using γ ∼ 50 meV and ξ/a ∼ 1. These two parameters are of the same magnitude as the spin wave gap (in the Heisenberg limit), and the Os-Os bond distance respectively. Hence one can argue at 450 K that the spin fluctuations are short-ranged. We note that improvements in the quantitative agreement with the experimental data could likely be made by considering anisotropic spin fluctuations, or the effect of finite momentum resolution of the spectrometer. However, there are insufficient data to perform this robustly.
The results presented here are put into context with the previously published RIXS data [23] . We argue that at 300 K, NaOsO 3 cannot be considered as a fully localized Heisenberg antiferromagnet. This is primarily due to the significant intrinsic Os-O hybridisation [20] . Within a weak coupling theory [32] , collective antiferromagnetic spin wave excitations are expected to merge into a Stoner continuum above a critical energy
, where T N = 410 K is the Néel temperature, t = 1−T /T N , α = ν e ν h / √ 4ν e ν h ≈ 1 is a dimensionless parameter relating the electron and hole band velocities, and ζ(3) is the Riemann zeta function of the third kind. Note the mean-field temperature dependence. As T → T N , the energy scale for ∆ s decreases, meaning that the collective excitations become damped over a larger proportion of the Brillouin zone ( Fig. 1(e) ). Taking α = 1, then ∆ s [T = 300 K] ≈ 60 meV, which we observe is of similar magnitude to both the spin and optical gaps (∆ g ∼ 80 meV). This argument is expected to remain valid for weak electronic correlations U , and implies that the collective excitations should be (weakly) damped at all wavevectors.
In summary, we find that at 300 K, NaOsO 3 lies close to, but not within, the Heisenberg limit. The magnetic scattering is dominated by single-magnon processes, albeit with some contribution from two-magnon and interband particle-hole excitations. With increasing temperature, one observes a continuous progression towards the itinerant limit through the MIT. At 450 K, paramagnetic spin fluctuations dominate, which can be modelled successfully within a SCR picture. Similarities can be drawn with properties seen in the doped cuprates and iron pnictides as a function of temperature and carrier doping.
These observations directly map themselves onto the discussion of the proposed Slater MIT in this material. In a simple Slater theory, insulating electronic behaviour manifests concurrently with the formation of a spindensity wave (SDW) magnetic ground state below T N . The paramagnetic spin fluctuations of a candidate SDW system have been previously shown [33] to exhibit behaviour consistent with a SCR model. The results presented here reveal the presence of magnetic correlations which require a theoretical framework beyond a meanfield type of Slater description of the MIT in NaOsO 3 . Finally we show that RIXS opens a new window on the progression of quasiparticle spectra through metal-insulator transitions.
J RIXS measurements were performed at the Os L 3 edge (E = 10.871 keV) on the ID20 spectrometer at the ESRF, Grenoble. Preliminary measurements were performed at 9-ID-B, Advanced Photon Source. For high resolution measurements a Si (6, 6, 4) channel-cut secondary monochromator was used to select the incident energy. A Si (6, 6, 4) diced spherical analyser (2 m Rowland circle radius) was used to reflect the scattered photons towards a Maxipix CCD detector (pixel size 55 µm) and discriminate the scattered photon energy. The total energy resolution was determined to be ∆E = 56 meV, based on scattering from a structural Bragg reflection (Fig. S1) . A similar value was obtained from diffuse scattering from polypropylene-based adhesive tape (not shown). For low resolution measurements, a similar setup was used, but with a Si (3, 1, 1) channel-cut secondary monochromator instead. The total energy resolution in this case was ∆E ≈ 300 meV.
A single crystal of NaOsO 3 (approximate dimensions 0.3×0.3×0.3 mm 3 ) was oriented such that the (1, 0, 1) direction was normal to the sample surface (Fig. S2) . The sample was mounted with silver paint and placed in a custom-made heater setup filled with helium exchange gas. Temperature stability was better than ±0.5 K. The scattering plane and incident photon polarisation were both horizontal (π-incident polarization) with the incident beam focussed to a size of 20×10 µm 2 (H×V) at the sample position.
Four RIXS spectra were collected for each temperature and momentum transfer (30s/pt). These spectra were each normalized to the intensity of the intra-t 2g excitations at 1 eV energy loss, cross-correlated to account for any temporal shift in the elastic line position, then averaged. Example spectra are given in Fig. S3 . We observed a variation in the elastic line intensity between successive scans at Γ, which was the first point in reciprocal space measured at each temperature. This may be due to local surface reconstruction. Nevertheless, the inelastic features remain consistent between datasets, which means that the current analysis remains valid. 
CALCULATION OF SINGLE-AND TWO-MAGNON SCATTERING CROSS-SECTIONS
In inelastic neutron scattering, the partial differential scattering cross-section is proportional to the dynamical correlation function S αα (Q, ω):
where α indexes the Cartesian direction (x, y, z) of the spin component, N is the total number of spins and the sum runs over all sites j and j ′ in the lattice. Various theoretical works [1, 2] have shown that the RIXS magnetic cross-section resembles S(Q, ω), at least in the case of the single-band Hubbard model at various filling levels. This, at least partly, justifies the use of the following approach to estimate the one-and two-magnon scattering cross-sections as a function of energy and momentum transfer. The authors note, however, that the agreement between the RIXS cross-section and S(Q, ω) may not be as complete in the itinerant limit. Calculation of the RIXS cross-section is numerically involved and remains a subject for future study.
Single magnon dispersion and cross-section
The procedure goes as follows. Just as in Ref.
3, the following minimal Hamiltonian was used to model the single magnon mode:
In Eqn 2, the first sum is over nearest neighbours (in the a-c plane), the second sum is over next-nearest neighbours (in the b-direction), and the final term represents an effective anisotropy along the c-axis. This latter term parametrizes the contributions from single-ion anisotropy or exchange anisotropy (both symmetric and antisymmetric). A full analysis should include all of these individual terms, however it was not possible to disentangle the relative contributions within the experimental energy resolution. The nearest-neighbour and next-nearest neighbour distances vary only slightly; the difference between them is due to the weak orthorhombic distortion. Thus Equation 2 is in effect an anisotropic nearest-neighbour Hamiltonian. From now on we work in a reference frame where the mean spin direction for each site appears along the z-axis for all sites. For NaOsO 3 this coincides with the laboratory reference frame.
Within linear spin wave theory (LSWT), it is assumed that spin waves occur as a result of fluctuations of the magnetic moment transverse to the ordered spin direction. The spin raising and lowering operators are rewritten in terms of boson annihilation (creation) operators a i , using a Holstein-Primakoff transformation:
where a i and b i operate on different magnetic sublattices. In the Holstein-Primakoff approximation, the square root within the spin operators is formally expanded as a Taylor series into powers of (a † i a i /2S) and (b † i b i /2S).
Neglecting magnon-magnon interactions, and taking only the leading order terms of the expansion, one obtains the approximate form of the spin operators within LSWT:
Substituting these expressions for the spin operators into the magnetic Hamiltonian (Equation 2), and then diagonalizing through a Bogoliubov transformation, one can determine the magnon dispersion relation and intensities.
The magnon dispersion relation ω(Q) is given by:
For a d 3 system like NaOsO 3 , one would expect S = 3/2. However neutron powder diffraction measurements [4] determined that the effective ordered moment in NaOsO 3 was µ eff = 1.0(1) µ B ; reduced from the theoretical moment due to spin-orbit coupling [5] . Using this value for the ordered moment S, one finds J 1 = J 2 = 21(3) meV and Γ = 2.2(4) meV. Note that these values differ from those given in Ref. [3] , however this is purely due to the value of S used. The spin-wave dispersions in the two cases are otherwise identical, since the exchange parameters are effectively renormalized.
The scattering intensity of the single magnon mode depends on the Bogoliubov operators u Q and v Q . These were used to diagonalize the Hamiltonian, and are defined as u Q = cosh θ Q and v Q = sinh θ Q , with tanh 2θ Q = B Q /A Q . The corresponding transverse spin-spin correlations S xx (Q, ω) = S yy (Q, ω) are given by [6] :
where n(ω Q ) is the Bose factor, and ∆S z = S − S z is the spin reduction due to zero-point fluctuations. In the linear spin wave approximation, the spin reduction can be calculated as:
, where N is the total number of spins, and q extends over the entire Brillouin zone. In the T = 0 limit this expression reduces to ∆S = (1/N ) q v 2 q . For NaOsO 3 , ∆S z = 0.023 at T = 0, which indicates that quantum fluctuations do not significantly renormalise the spin wave interactions. Such a result is unsurprising given the significant spin wave anisotropy and three-dimensional nature of this nominally S = 3/2 system.
Consequently to order ∆S z the single magnon partial differential cross-section is given by:
The total intensity of the transverse correlations integrated over energy and the entire Brillouin zone is given by S xx (Q, ω) + S yy (Q, ω) = (S − ∆S z )(2∆S z + 1). This fact shall be used later to correctly normalize the relative contributions to the inelastic spectra.
Two magnon cross-section
The longitudinal component of the scattering cross-section S zz (Q, ω) has two contributions: an elastic part ( ω = 0), and an inelastic part ( ω = 0). These shall be outlined in turn.
less than dispersive than the 1D and 2D cases.
The single-and two-magnon scattering cross-sections were evaluated numerically for NaOsO 3 using a weighted Monte Carlo method. This approach is similar to that used for the one-dimensional KCuF 3 [7] , as well as for the two-dimensional compounds, Cs 2 CuF 4 [8] and Cu(DCOO) 2 · 4H 2 O [9] .
The procedure for calculating the two-magnon cross-section is as follows:
• Choose two random Q vectors within the three-dimensional Brillouin zone, henceforth defined as Q 1 and Q 2 . These correspond to two separate magnon events.
• Evaluate the weight of this process W Q1,Q2 using Eqn. 7.
• Compute the ratio w = W Q1,Q2 /W max Q1,Q2 , where W max Q1,Q2 is the weight of the most likely event.
• Generate a uniformly distributed random number r between 0 and 1, and compare this to w. If w < r, then the event (Q 1 , Q 2 ) is accepted. Otherwise it is rejected.
• In the case that the event is accepted, then calculate the total energy ω tot = ω Q1 + ω Q2 and total wavevector
If Q tot lies outside the first Brillouin zone, then it is folded back via subtraction of a reciprocal lattice vector G.
This process is repeated until a large number of events are accepted. For NaOsO 3 , 1 × 10 9 iterations were performed in order to generate S xx(yy) (Q, ω), and S zz (Q, ω) as a function of momentum transfer and energy. These functions were then normalised by (S − ∆S z )(2∆S z + 1) and ∆S z (1 − ∆S z ) + uv 2 respectively, in order to obtain a direct comparison with experiment. The experimental geometry governs the relative contributions of S xx (Q, ω), S yy (Q, ω), and S zz (Q, ω) to the scattering cross-section. It is reiterated that this may not be equal to the RIXS cross-section, as orbital effects for example are neglected. Haverkort [1] proposed a simple selection rule for the measurement of single spin-flip excitations (magnons) with RIXS: Magnons can be observed with cross-polarised light for spins in the plane of the polarisation. We have almost entirely π-incident polarization (undulator source), which means that the incoming X-rays are polarized parallel to the scattering plane. The cross-polarized channel lies perpendicular to the scattering plane, given the notation σ in line with current convention. Consequently we observe those spin components which lie within the π ′ -σ ′ polarization plane, with the primes denoting the polarization of the scattered beam. For the present scattering geometry, the intensity is approximately given by the relation:
where the angle θ is defined by the rotation of the sample within the scattering plane. A small momentum-dependent tilt out of the scattering plane by < 4
• has been neglected; this contributes only weakly to the intensity.
The results of this simulation are plotted in Fig. S6(a) , assuming no spin wave damping. A clear dispersive mode can be observed between 60 and 130 meV, along with a broad continuum of states which extends up to 260 meV. These correspond to the single and two-magnon excitations respectively. Anisotropy not only induces a gap in the single magnon dispersion, but also acts to separate the single and two-magnon excitations. From Fig. S6a , it appears that the two magnon continuum is most concentrated at the zone boundaries, as expected.
Clearly the simulations qualitatively reproduce the expected behaviour for both the single magnon and two magnon continuum. Quantitative comparisons are provided in Figs. S6(b,c) at Γ and Y . The relative intensities of the single magnon peak at different momentum transfers are well described by the Monte Carlo simulation. On the other hand, the high energy spectral weight cannot be fully modelled in terms of this simple model for the two-magnon continuum. There are however two factors which have not been considered thus far that help to explain the discrepancy. The first is that the calculations assume a purely localised model (Heisenberg), and do not include the effect of spin wave damping. At 300 K, the charge gap in NaOsO 3 is approximately 80 meV [10] . Consequently one may expect that above this threshold, the magnons become Landau damped due to scattering from an intraband electron-hole continuum of states. This hypothesis is partly justified by the observation that the Monte Carlo simulations seem to slightly underestimate the experimental peak width of the zone boundary (Y ) single magnon peak at 100 meV. Such an effect would also likely apply to the two-magnon excitations.
The second factor is that the experimental RIXS spectra are the average over all outgoing polarisation channels. This means that they not only include contributions from the cross-polarised π-σ ′ channel, but also from the π-π ′ channel. The π-π ′ channel contains all non-magnetic scattering components, including electronic excitations. If the charge gap is small, then one may observe charge scattering from a broad continuum of (weakly momentum-dependent) interband particle-hole excitations. Such an effect has been previously observed via RIXS in Na 2 IrO 3 [11] , and may partly be the origin for the high-energy scattering beyond 0.3 eV. Note that any excitonic behaviour (if present) is likely to be hidden by the single-magnon peak at a similar energy.
INTER-BAND TRANSITIONS
In order to test the validity of this prediction, we performed calculations of potential dipole-allowed inter-band transitions for NaOsO 3 . The starting point was the band structure calculated by Bongjae Kim and colleagues at T N (Fig. 3c in Ref. [12] ). To simplify matters we only consider the two bands closest to the Fermi energy, which were fitted within the parabolic band approximation:
where m * x,y,z refers to the effective mass in the respective Cartesian direction, and E 0 is the energy at the band minimum located at (k x,0 , k y,0 , k z,0 ). This was assumed to be at Y . The band energies at high symmetry points (as calculated by Kim) were used to constrain the fits. The results of this fit are displayed in Fig. S7b , with all the main features of the two electronic bands reasonably reproduced.
Fig . S7a shows the results of a Monte Carlo simulation performed over 5 × 10 8 events. The general method was similar to that used to calculate the one-and two-magnon cross-section. A broad, weakly momentum dependent, continuum can be observed around 0.3 eV energy loss, which is of a similar scale to the high energy peak observed in the RIXS data. This fits with the hypothesis that there may indeed be an intrinsic electronic component present within the RIXS data. However, this conclusion suffers from a number of limitations. Fundamentally, RIXS at the L 3 edge is not a direct probe of the band structure, even in weakly correlated systems. We note that K-edge (indirect) RIXS can measure the band structure through the joint density of states (JDOS), with a more detailed discussion given in Refs. [13] and [14] . Unfortunately the Os K-edge lies at 73.9 keV, which is well above the present capabilities of any currently available RIXS instrumentation. Secondly we only considered transitions between the two bands closest to the Fermi level; there are likely to be additional contributions to the observed scattering from neighbouring bands. Moreover the calculated band structure has not been verified experimentally (via photoelectron emission spectroscopy for example), and contains a degree of fine structure which has been averaged out within the present analysis. The amplitude of the calculated interband transitions appears to decrease by a factor of two at the zone boundary (Y ), compared to the zone centre (Γ). This is not observed in the RIXS data (compare with Figs. S4c and S5c), however note that the finite momentum resolution of the spectrometer has not been taken into account when performing the interband calculations. Finally the energy scale of the continuum is considerably larger than kT N . We hence expect the scattering intensity to vary little with temperature, provided that the temperature change is not too large. This is at apparent odds with the experimentally observed behaviour.
CALCULATION OF MICROSCOPIC PARAMETERS
The magnitudes of Hund's coupling J H and the one-electron spin-orbit coupling parameter ζ can be estimated from the energies of the electronic transitions in the RIXS spectra. The starting point is a single Os 5+ cation octahedrally coordinated to six O 2− ions, assuming no distortion away from ideal octahedral symmetry. For NaOsO 3 this is not strictly true, however the distortion is sufficiently small (Dτ /Dq ≈ −0.01) that this approximation holds within experimental resolution. Assuming a spherically symmetric Coulomb interaction, and t 2g electronic wavefunctions obtained from crystal field theory which have pure d-character (i.e no hybridisation), then the Hund's coupling J H can be expressed in terms of the Racah parameters: J H = 3B + C. The Racah parameters can be directly related to Slater integrals using standard transformations: A = F 0 − 49F 4 , B = F 2 − 5F 4 , C = 35F 4 . If only differences between levels are considered, then A cancels out from all expressions. We attempted to estimate J H and ζ by fitting the orbital excitations in high-resolution (∆E = 56 meV) RIXS within two limits: Russell-Saunders (LS) coupling and intermediate coupling. These are discussed in more detail below.
LS-coupling limit
In the Russell-Saunders limit (LS-coupling), spin-orbit coupling acts as a perturbation to the electronic Hamiltonian, however is assumed to be weaker than the Coulomb repulsion. Consequently, in the strong field limit, the hierarchy of energy scales follows 10Dq > B, C > ζ. Coulomb repulsion within the t 2g and e g manifolds splits them into a series of terms, which are then split further by spin-orbit coupling into energy levels which are Kramers degenerate. These are illustrated in Fig. S8(a) and (b) .
Recall that the RIXS spectrum contains a broad peak centred at 1 eV energy loss (peak A), which was indexed as excitations within the t 2g manifold. As discussed in the main text, peak A results from the superposition of two peaks centered at 3J H and 5J H respectively in the LS-coupling limit. By fitting the high-resolution RIXS data shown in Fig. S9 , we determine J H = 0.26 (2) eV. This agrees with the value obtained from the low resolution RIXS data, and compares well to the previous estimate by Taylor [15] 
Intermediate coupling approach
Within an intermediate coupling approach, spin-orbit coupling and Coulomb repulsion are treated on equal footing. Consequently the hierarchy of interactions goes as 10Dq > ζ ∼ B, C. The electronic energy levels can be determined from diagonalizing the total energy matrix comprising the various interactions. The general method and interaction matrices used are described within Ref. 16 , and is similar to that used by Taylor et al. [15] . As shown in Fig. S8b , inclusion of spin-orbit coupling and Coulomb repulsion in the electronic Hamiltonian leads to six Kramers degenerate energy levels emerging from the t 2g manifold. Trigonal distortions away from ideal octahedral symmetry result in further separation of these levels (Fig. S8c) .
Taylor et al. performed RIXS measurements on Ca 3 LiOsO 6 and Ba 2 YOsO 6 . These materials show four resolution limited (∆E = 150 meV) peaks, corresponding to excitations from the ground state (Γ 8 ) to spin-orbit coupled levels Γ i within the t 2g manifold. Strictly speaking there should be five excitations, however for small values of B two of these excitations appear quasi-degenerate. By fitting the RIXS spectra within an intermediate coupling model, they were able to extract estimates of the Hund's coupling J H = 3B + C [17] , and the single electron spin-orbit coupling parameter ζ. They found that J H = 0.3(2) eV and ζ = 0.32(6) eV for Ba 2 YOsO 6 , with the significant uncertainty in J H arising predominantly from C.
FIG. S10. Comparison of intra-t2g excitations in d
3 osmates. Squares: 300 K RIXS spectrum of NaOsO3 obtained at Γ. The high energy peaks B and C have been subtracted from the data. Circles: RIXS spectrum of Ca3LiOsO6 (from Ref. [15] ), which was collected on a powder with a lower energy resolution (∆E = 150 meV). The purple dashed line is the spectrum obtained by replacing the four higher energy peaks Γi by Gaussians of FWHM 1 eV, whilst keeping their relative amplitudes the same. The good agreement of this curve with the NaOsO3 data suggests JH and ζ are similar for the two materials.
We attempted to apply the same method for NaOsO 3 . Unlike Ca 3 LiOsO 6 and Ba 2 YOsO 6 however, the intra-t 2g excitations are contained within a single, broad peak. The fundamental reason for this is the increased itineracy in NaOsO 3 , and a corresponding reduced lifetime of the core hole in the intermediate state. Consequently each excitation from the ground state to an excited state Γ i is broad in energy. Moreover, weak distortions away from octahedral symmetry for NaOsO 3 effectively broaden the excitations even further. Even by applying a number of constraints to reduce the parameter space (only consider four excitations, ideal octahedral symmetry, fixed peak width, fix C/B), values of J H and ζ were obtained which deviate significantly from previous studies on 5d 3 materials: J H = 0.20(2) eV, ζ = 0.46(2) eV. We note that these values are similar to those obtained by Yuan [18] for Sr 2 YIrO 6 (5d 4 ), however their simple model neglects the effect of mixing between the t 2g and e g orbitals.
Yet there is a fundamental problem with applying any sort of ligand field model to NaOsO 3 , or more broadly speaking, any system which has intrinsic itineracy. Calculating the effect of Coulomb repulsion involves the evaluation of matrix elements such as t 3 2g 4 A 2 |H|t 3 2g 4 A 2 for each of the symmetry allowed terms [19] . These matrix elements simplify into combinations of Coulomb and exchange two-electron integrals, historically denoted by J and K respectively. However these integrals can only, strictly speaking, be expressed in terms of Racah parameters A, B, Cor equivalently Slater integrals F 0 , F 2 , F 4 -if the t 2g and e g many-electron wavefunctions have pure d-character. This point was briefly touched upon earlier. Density functional theory (DFT) calculations by Jung et al. [20] attributed an effective 4.3 electrons throughout the valence d-orbitals, instead of the formal 3. This is a direct result of significant hybridisation between the osmium 5d and oxygen 2p orbitals. Consequently the many-electron wavefunctions no longer have pure d-character, and the assumptions made within ligand field theory break down. This may explain some of the differences in the fitted values of the microscopic parameters, compared to the considerably more localized Ca 3 LiOsO 6 and Ba 2 YOsO 6 .
