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Introduction 
The purpose of this paper is to give sufficient conditions for constructing non- 
i zero elements of the lower K-groups, NK_j, of the coordinate ring of a singular 
affine variety. The idea behind our main result is geometric: the non-trivial elements 
of NiK_j which we construct arise from non-trivial elements of NiK~ _j of the ex- 
ceptional divisor of a resolution of the singular variety. To prove the result, we con- 
struct a non-geometric ring whose lower K-theory we can compute, then show that, 
if the conditions are satisfied, some non-zero elements can be lifted to NiK_j of the 
variety we are interested in. We compute several examples. 
Information about lower K-groups is of interest both to topologists and algebraic 
geometers. In the arithmetic ase, Carter [3] has computed K_j(Z[G]) where G is 
a finite group, j>_ 1. We are interested here in the geometric ase when the ring is 
the coordinate ring of an affine variety. 
If the coordinate ring is regular (in the classical case this corresponds to the varie- 
ty being smooth), then Grothendieck has shown that N K_j = 0. What if the variety 
is singular? If the variety is one-dimensional, we proceed as follows. Let A be the 
coordinate ring of the variety, B its normalization and I the conductor ideal of the 
extension. Form the cartesian square 
A c ,B 
1 
A/ I  c , B/ I  
Using Milnor's Mayer-Vietoris equence for K-theory we can compute NiK_j(A). 
For example, one finds that K_ 1 of  a simple node is 7/and NK o of a cuspidal curve 
over a field k is k[ul +, the additive group of the polynomial ring. More generally, 
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one can use this technique to compute K_~ and N'Ko of one-dimensional ffine k- 
algebras and show that the other lower K-groups are zero. 
What about higher dimensional singular varieties? If we try to proceed as above 
we encounter a difficulty. When computing i N K_j of curves, it was crucial that B 
was regular (being a one-dimensional normal ring). However, in the higher dimen- 
sional case, normal rings are not necessarily regular; take, for example, the coor- 
dinate ring of a hypersurface with a codimension two singular set. We cannot invoke 
Grothendieck's result, since the ring is not regular. On the other hand, the ring is 
its own normalization, so the approach that worked for curves fails here. 
We try another tack. From the geometric point of view, normalization is one way 
of attempting to desingularize a variety. Another is blowing up. Now, in general, 
the blow-up is not an affine variety. In order to have a coordinate ring which reflects 
the underlying eometry, we must take an appropriate affine patch of the blow-up. 
After doing so, we have 
A~B 
where A is the coordinate ring of the original variety and B is the coordinate ring 
of the affine patch of the blow-up. Note that the inclusion above is birational, that 
is, there is a z e A such that A [ 1/z] = B [ 1/z]. (Here we abuse notation and identify 
elements of A with their image under the inclusion.) Unfortunately, if A is normal 
and we try to form the conductor square, we find that the conductor of the exten- 
sion is zero. We are stymied again. 
Murthy and Pedrini [9] were the first to compute the lower K-theory of a 
higher dimensional non-regular normal ring. They showed that if k=/~, then 
NKo(k[x,y,z]/(Zn-xy)) =0. Weibel and Swan [10] were the first to give examples 
of higher dimensional normal affine rings with NiK_j~ O. Their examples were of 
dimension three and higher. Bloch, Murthy and Weibel [I1] investigated the K- 
theory of the coordinate ring of the surface z2 =x 3 +yT, showing that if, for exam- 
ple, k = C or ~, then Ko, K_I,NKo and NK_I are all non-zero. Srinivas and 
Coombes [5] have shown, using the techniques of relative K-theory, that for certain 
cones over an algebraically closed field NKo of the coordinate ring is non-zero. 
Their result is also geometrically motivated: the non-triviality of NKo arises from 
the non-triviality of NK~ of twice the exceptional divisor. 
Our idea is as follows. We return to the situation where A c-.,B is birational and 
B is the coordinate ring of an affine patch of a blow-up of A. Rather than form 
the conductor square, we consider a commutative diagram 
A ¢- ~B 
I 1 
C c ~D 
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The main example we have in mind is where C is the coordinate ring of the singular 
set of A and D is the coordinate ring of the 'exceptional divisor' (actually, an affine 
piece of it). 
We cannot apply the Mayer-Vietoris equence to the diagram above, since it is 
not necessarily cartesian. Instead, we replace A by the pullback R = B x D C, to ob- 
tain the diagram 
A 
R c 
C c 
,B  
,D  
In general, R is no longer an affine k-algebra (it is not algebra-finitely-generated 
over k), but the square in our diagram is now cartesian. Therefore, we can apply 
the Mayer-Vietoris equence to obtain information about NiK_y(R). The question 
we now ask is whether we can lift a given element of NiK_j(R) via o'. to an element 
of NiK_y(A). In Section 1 we show that, under certain technical conditions, such 
a lifting is possible. 
The remainder of the paper is devoted to giving examples applying the results of 
Section 1. In Examples 2.1 and 2.2 we give infinite families of two-dimensional rings 
with K_~ S0. Bloch, Murthy and Weibel's example is generalized in Example 2.2. 
In Example 2.3 we give infinite families of rings of arbitrary dimension with 
K_~:0. Weibel and Swan's second example is one of these. In Example 2.4 we 
redo Weibel and Swan's first example, a three-dimensional normal ring with 
NK o ~ O. 
Section 1 
We begin by stating a preliminary result due to Weibel [11]. 
Theorem 1.1. Let 
A c ,B  
1 
C c ~D 
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be a cartesian square with 
M=(~ ~)~SL2(D) lifting to M '=( :  f )~M2(B) ,  
so that (e, f )  (or (f, e)) is a B-regular sequence, l f  P is the rank-2 projective obtained 
by gluing B 2 and C 2 via M, then 
(a) The B-module map (e , f ) :B2~B restricts to an A-module map q :P~A,  
whose image q(P) = I has a projective resolution 
O~A~p q--~I~O. 
I f  B is noetherian, I is a height-2 ideal. 
(b) The boundary map in Milnor's Mayer-Vietoris equence KI(D) O--~Ko(A) 
sends [M] to 2-  [P] = 1 - [I]. 
Note. Our method of gluing and the definition of  3 differs from that of Milnor [8] 
by a sign. 
Proof. (a) The module P is equal to 
Since the map from C to D is an inclusion we can identify P with the A-submodule 
ec21 " ' 
The fact that I=  q(P)c_ A follows directly. We now have an exact sequence 
q 
O~K~P , I~0  
It is the regularity of the sequence (e,f) which gives us K=A.  
Finally, assume that B is noetherian. Note that det(M')=q(_hg)eI and j= 
1 -det(M') is in the conductor ideal. Since (j) and I are relatively prime, we can 
determine ht(I) by inverting j. A L/-l] = B[j  -1] since j is the conductor. From its 
definition Ic_ (e,f)B, but ej=q((Jo)) and fc=g(°) are in / ,  so / [ j - l ]  =(e,f)B[j.-l] 
which is a height-2 ideal, since (e, f )  is regular and B is noetherian. 
(b) Follows immediately from the definition of O and the Euler characteristic. [] 
For completeness (and since we use it in Example 2.2) we state the Pic version. 
Theorem 1.2. With A, B, C, D, as above, let a e B be a non-zero divisor such that 
~t ~ D is a unit. Then 
(a) O(t~)= 1- [I] where I= aBNA. 
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(b) Let r ieB be another non-zero divisor with f leD* and let J=riBnA. If 
"~ e C*, then IJ = ariA. 
proof. (a) As in the proof of Theorem 1. l(a) we can take P, the projective obtained 
by gluing B and C via tL to be {b e B I ari e C}. Since a is a non-zero divisor, multi- 
plication by a induces an isomorphism from P onto its image, I=  aPc  A. The fact 
that A is the pullback and I=aPc_aB gives us I=aBAA.  The first statement 
follows from the definition of 0. 
(b) I J= (aBAA)(r iBAA)  c_ a f lBnA.  We claim that ar iBnA = ariA. Assume 
aflbeA; this implies aribeC, but since arieC*, beC hence beA.  To show the 
reverse inclusion, let a eA so that aari= 1. If 
i I = ari ,  Jl = aari(2 - aari), 
i2=a(aari- 1), A=ri(aar i -  1), 
then il, i2 e I, jj,./2 e J and iljl + i2J2 = aft. [] 
Remark. In case I and J are relatively prime, we could have taken 
i I = i ,  J l  ----- ar i ,  
i2 =ari, A=j  
where i + j  = 1. This is, in fact, the form we will use in Example 2.2 in conjunction 
with Lemma 1.4, below. 
We now come to the main result of the paper. 
Theorem 1.3. Let 
AC ~B 
1 
C c ~D 
be a commutative diagram of  commutative rings with A noetherian and A [z- l ] = 
B [z- 1 ]. Let R = B x D C and a: A ~ R the induced inclusion. Suppose a e NiKl _j (D) 
is representable by the matrix 
where 
D[T] =D[tl ,  . . . ,  ti, sl,s11, ... ,$j, s f  l]. 
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Suppose further that M can be lifted to M '= (eg f)  eM2(B[T] ) where 
(1) (e, f )  (or ~e) )  is a B[T]-regular sequence, 
(2) det(M' )eA[T] ,  
(3) det (M' ) -  = 1 rood zA IT]. 
Then there is a f leNiK_i(A) such that a. ( ] / )=0(a)  in NiK_i(R). 
Proof. By Theorem 1.1(b), 3(a)= 1 -  [I] and there is a resolution 
O~ R[T]~ P~ I~O 
Set J= INA[T] ,  we claim that 
(i) hd(J)<_ 1, 
(ii) J@AIT] R[T] ---1, 
(iii) for all n>0,  Torfftrl(j,R[T])=O. 
Claim (i) tells us that [J] is a well defined element of Ko(A [T]). Claims (ii) and (iii) 
tell us that tr,(1 - [Jl) = I - [I] ~-O(a). Letting B be the NiK_j component of 1 - [J], 
we are done. 
To prove the claims, it suffices to check them locally (since A is noetherian). In 
the proof of Theorem 1.2(b) we saw that det(M') ~ I. Hypotheses (2) and (3) show 
that det(M')e J and z and det(M') are relatively prime. Therefore, it is enough to 
prove the claims hold if we invert z or detM'.  But A[T][z- I ]=R[T][z -l] and 
/[Z -l ] - - J [z- l ] ;  J[det(M') -1 ] =A [T] [det(M') -1 ] and I[det(M') -1 ] =R[T][det(M') -1] 
and the claims follow immediately. [] 
We will repeatedly use the following well-known result (cf. [10, Proposition 3.7]). 
Lemma 1.4. Let I be an invertible ideal (hence a projective module) in a ring A, i.e., 
there are J c_ A and f ~ A, f a nonzero divisor, such that IJ = fA.  Therefore there are 
i a ~ I and Ja ~ J such that ~,~ = 1 iaJa =f" Under the inclusion Ko A --+K 1 (A [t, t-l]), 
[I] is sent to [(J~B+ ( t -  1)i~j~/f)], where (m~B) denotes the matrix whose (a, fl) en- 
try is maB. 
Remark. We will only use the 2 x 2 case where the matrix is 
I1 + ( t -  1) iljl 
f 
( t _ l )  "~il 
7 
2. Some examples 
All of the examples come from the following class of rings. 
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Let k be a field and f(ul,  ..., un) a polynomial. Grade B = k[ul, ..., u,,] by assign- 
ing relatively prime weights wi = wt(ui)_> 1. Write f=fo  +"" +fa as a sum of homo- 
geneous terms with farO,  and set 
af(zlW xn )~k[x l ,  ,xn, z], F(xl , . . . ,  x,, Z) = Z ' ' " "  z -~" "'" 
A = k[xl,. . . ,  Xn, Z]/(Z a+ l _ F), 
C = A/(xl, ..., xn, Z) --- k, D = B/fB. 
Then there is an injection Ac-,B sending z to f and x/to ui zwi, such that the ob- 
vious diagram commutes. Moreover, A [z -1] =B[z-1]. 
In this case, Milnor's Mayer-Vietoris equence yields K_ ~(R)=-K0(D), a fact we 
will use throughout the examples. 
We will consistently leave the routine verification of the first hypothesis of 
Theorem 1.3 to the reader. 
Example 2.1. We assume k=/<. Let f(Ul,U2)=u2f2(o)+llfl(o)+fo(O) where f is 
reduced, V(f) is smooth and fu (the partial of f with respect o u) does not vanish 
identically on V(f). Take w 1 = w 2 = 1. Then K_I(A)--*I?,o(D ). 
Proof. As always, K_ 1 (R) = Ko(D). Since k =/< and V(f) is smooth, K0(D)--- Pic(D) 
is generated by elements of the form [In]- [D], where the m range over maximal 
ideals corresponding to points in any given non-empty Zariski open subset of V(f). 
Let U be the Zariski-open subset, V(f) - V(f u). Choose a point (a, b) e U and let 
m=(u-a ,o -b )c_D.  Set 
g(u,o)= f(u, o) - f (u ,  b) 
u -b  
h(u)  = 
f(u, b) - f (a ,  b) 
u-a  
k(u)  = f (u ,  b) - f (a ,  b)  - f .  (a, b)(u - a) 
(U -- a)  2 
Then g and h are polynomials in B = k [u, o] and k is constant (since f is of degree 
2 in u). Also, 
f=  (o - b)g + (u - a)h, 
y=L(a,b)=h-(u-a)k. 
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Let n = (u -a ,  g)c_ D. The relations above show that mn c__ (u -a )  and that if 
i I = U -- a, J l  = 
(u - a) lc 
Y 
g 
6= o -b ,  j2 =-  - ,  
Y 
then i l j l  + i2J2 = u - a ,  SO in fact mn = (u - a). 
Applying Lemma 1.4, [ml -  [D] eKo(D)  is represented by 
M= I 
1 - (t - 1) (u - a)k - ( t -  1) (o - b)k]  
Y Y 
_ ( t _  1) g_ - 1 +( t_ l )  h- - 
Y Y 
t-I 
0 
l ifting M to M'eM2(B[ t ,  t - l ] )  in the obvious way, we find that 
k z det(M')  = 1 - t-~(t - 1) 2 y2 
which clearly satisfies hypotheses (2) and (3) of Theorem 1.3. Therefore [m] - [D] 
I (o(D)=_K_I(R) can be lifted to f l eK_ l (A ) .  Since the [m] - [DI generate Ko(D), the 
results follows. [] 
Example 2.2. I f  (2a, b)= 1 and char(k):~2, then K_ I (A) :#0 where 
A = k[x, y, z ] / (z  2ab+ l _ x b _y2a) .  , 
Remarks. (1) One can mimic the proof below to show that NmK_ I (A)#:O by re- 
placing 2 e k by 2 e (l-Iim= 1 t i )k[ t l , . . . ,  tin]. 
(2) If a = 1 and b = 3, we recover the example of Bloch, Murthy and Weibel [11]. 
(3) If k=/¢ and a= 1, then the non-trivial elements of /(0(D) which we lift, 
generate/(0(D), so K_I(A)--*I?,o(D). 
We do not know if the apparent failure of surjectivity for a> 1 is genuine or a 
l imitation of  our method. 
Proof.  Here f(u, o) = u b + o 2a, wl = 2a and w 2 = b. We have D = k[u, o]/(u o + o2a) 
and K_I(R)=I(o(D). To proceed, we need explicit representatives of non-trivial 
elements o f / (0(D) .  We will make two claims, but postpone their proofs until later. 
Consider the inclusion of rings 
D = k[u, o]/(u a + o 2a) c j , k[s] 
given by j (u)  = - s  2a, j (o) = s b. 
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Claim 1. The conductor of the extension above is s (2a- ~)(~-l)k[s]. We form the 
conductor square 
D = k[u, o]/(ub+ O 2a) C ' k[s] =E 
F c ~. k[s]/(s(2a-l)(b-1)) = G 
where F is a local artinian ring. 
In this case, the Mayer-Vietoris equence 
KI (E) ~ K I (F) --* KI(G) ~/(o (D) ~/~o (g) (~/~o (F) 
becomes 
k* O F*--.G*---~ I~o(D) 
so Ko(D)=cok(F * i ~G*). 
Claim 2. For each 2 ~ k*, O(1 + 2g a) is a non-trivial element of/£0(D) which is re- 
presented as an element of KI(D[t , t - l ] )  by 
M= 
I 1 +½(t -1 ) (1+2% a) 
b- I  
-½(1- t  -l ) ~ (-1)i22iu i
i=0 
t-1 
-½( t -  1)(1 +AZu) 1 
+½(1 - t - l ) (1  -Abva) J  
Assuming the claims, lift M to M'eM2(B[t,  t-l]) in the obvious way. We find 
det(M') = 1 - ¼t -l ( t -  1)22 2b(o 2a + u b) 
= 1 -¼t- l ( t  - 1)22 2b z 
which clearly satisfies hypotheses (2) and (3) of Theorem 1.3. [] 
Proof of Claim 1. Clearly the conductor is smk[s], where m is the least integer such 
that for all n>_m, there are integers k, l>0  such that n = (2a)k+ bl. The fact that 
m = (2a- 1)(b- 1) follows from a result of Herzog [6, Proposition 2. I]. 
Proof of Claim 2. We have 1 _+ A~ a e G*, since ~ is nilpotent. It is not in the image 
of i, since a cannot be written as (2a)k + bl with k, l_> 0; therefore it represents a non- 
trivial element of/(0(D). Using the notation of Theorem 1.2, we let 
a=l -As  a, f l=l  +As a, I=aEND,  J=flECID. 
Note that a,fl = 1 - ;t 2s2° = 1 + 2 2u. I and J are relatively prime, since 
b-1  
i= ½(1-- A boa)= ~(1-- )t Osab)= ½(1-- ASa) ~ 2 isai E ctENO= I, 
i=O 
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b-1 
j=½(l +AOoa)=½(l +2°sab):½(l +2s a) ~ (-1)iAisaie~END=J 
i=0 
and i+j= 1 (note that char(k):#2 and b odd are used here). Using the remark 
following Theorem 1.2, we take 
il =½(1 -)tOoa), J l  = 1 + 22//, 
i2 = 1 +22u, j2 = ½(1 +2bo a) 
and hence we have iljl + i2J2 = 1 + ;t 2u. 
Applying Theorem 1.2, a(1 +2ffa)= [D]-  [I] eK0(D) which by Lemma 1.4, ira- 
beds in Kl(D[t, t- l])  as 
I 
1 +½(t -  1)(1-2bo a) 
½i f - l )  ~ (--1)i)L2iu i 
i=0 
which is the M of the claim. 
½(t-  1)(1 +,~ 2U) 
/ 
1 +½(t -  1)(1 +2t'oa)J 
-1 
Example 2.3. Let g=g(ul, . . . ,un) be a polynomial of degree d in k[U l , . . . ,Un]  , 
chark,=2, such that k[ui,...,un]/(g 2- 1) is regular. Let f=g2_  1 +un+lun+ 2 
where we take wi=l , l<_i<n, and Wn+l=Wn+2=d. Then 
K_I(A)--~_. 
Remarks. (1) The case g(ul)=ul gives Weibel and Swan's second example [10, p. 
178] 
K_ l (kIx, y, z, w]/(z 3 + z 2 - x 2 - yw)) -~ Z. 
(2) If we replace g2_ 1 by gE_g, we can drop the condition char(k) :# 2. 
Proof. For convenience, set u = Un + 1, o = u n + 2. 
Claim./~0(D) contains a direct summand isomorphic to Z generated by [ I ] -  [D] 
where I = (g - 1)D + uD. 
Assume the claim for now. Let J=  (g+ 1)D + uD. Clearly I J c_ uD, and letting 
il= l -g ,  i2=u, 
Jl = ½u, j2 = ½(1 + g), 
we have i l J  I + i2j 2 = u, hence/ J=  uD. Applying Lemma 1.4, [I] - [D] can be repre- 
sented as an element of Kl[D[t , t- l])  by 
M=( l+½(t -1 ) ( l -g )  ½(t-1)u ~. (t0l 0 ) 
½(t-  1)o 1 +½(t -  1)(1 +g)/I " 
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Lifting M to M'~M2(B[t ,  t- l ])  in the obvious way, we find 
det(M') = 1 -¼t - l ( t  - 1)2(g 2 -  1 + uo) 
= 1 -¼t-1( t  - 1)2Z 
which clearly satisfies hypotheses (2) and (3) of Theorem 1.3. [] 
Proof of claim.We appeal to a result due to Murthy [2, pp. 56-57]: 
If S=R[u ,o ] / ( f+uo)  where f is not a zero divisor in R and R and R/ fR  are 
regular, then there is an exact sequence 
0 ~ d 
go(R) Ko(R /fR) Ko(S) ---" Ko(R) -" O 
where (i) 0 is induced by the map R-~R/ fR ;  
(ii) ~ is induced by the functor .~(R/fR)--*,4<o~(S) given by M-~M[o]e  
:¢(R/fR[v])= ,q~(S/uS) (,~o denotes the category of finitely generated projective 
modules and ,~<o~ denotes the category of modules having a finite resolution by 
finitely generated projectives); 
(iii) d is induced by the retraction S-~R given by u-~ 1, o~- f .  
Since d is induced by a retraction, the sequence splits 
0 
Ko(S) -- Ko(R) ~) cok(K0(R) - - *  Ko(R/fR)).  
We will apply the result with R=k[u l ,  ...,un], f=g2_  1 and S=D.  We obtain 
0 
Ko(D)--Ko(k[u~,.. . ,un])O)cok(Ko(k[ul, . . . ,u,]) 'K0(k[Ul, . . . ,u , ] / (g  2 -  1))). 
Now the image of Ko(k[u 1, ..., u,,]) in Ko(D) consists of the isomorphism classes of 
stably free D-modules, so 
a 
l?,o(D)=cok(Ko(k[ul,...,un] , Ko(k[Ul, . . . ,un]/(g 2 -  1))). 
Since char k:~2, we can apply the Chinese Remainder Theorem: 
Ko(k[ul,.. . ,  un]/(g 2 -  1)) 
= Ko(k[u~, ... , u , l / (g -  l )) ~) Ko(k[u~, ... , u , l / (g + 1)) 
~ 7/ t~) I(o(k[ul, ... , un l / (g -  1)) e 2v t~) l~o(k[ul, ... , un]/(g + 1)). 
Ko(k[ul,...,un])=_Z and O sends Z diagonally into the direct summand ~'q)Z. 
Hence 
/~0(D) = Z t~ K0(k[/,/l, . . . ,Un] / (g -  1))@go(kIUl, . . . ,Un]/(g + 1)) 
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and the factor, Z, is generated by 
~([k[ul, . . . ,un] / (g-  1)])= [k[Ul, . . . ,u,,  o]/(g- 1)] eKo(/¢<oo(D)). 
Consider the short exact sequence 
I= (g -  1)D + uD~ D"-* k[u I, ..., u n, o]/(g- 1). 
We have already seen, in the proof of the proposition, that I is invertible, hence pro- 
jective, so the above sequence is a projective resolution. The Grothendieck Resolu. 
tion Theorem [2, p. 23] states that the isomorphism Ko(/¢<~(D))---'Ko(/¢(D)) is in- 
duced by the Euler characteristic, so 
[k[u2,...,un, o l / (g -  1)1 ~ [D] - [I]. 
Therefore [Jr]- [D] generates the subgroup 7/in K0(D). 
Example 2.4. NKo(k [x, y, z, w]/(z 3 _ X 2 _ yw)  ~/: 0, in fact it is infinitely generated. 
Remark. This is Weibel and Swan's first example. In both Examples 2.3 and 2.4, 
whereas Weibel and Swan's proof was purely algebraic, ours is more geometric: the 
non-triviality of K_I (resp. NKo) is due to the non-triviality of/(0 (resp. NKI) of all 
affine piece of exceptional divisor. 
Proof. Here, f=S2+UO, all weights are 1, and D=k[s,u, u]/(s2+uo). Since B and 
C are regular, NKo(A) =-NKl (19). 
Claim. NKI (k[s, u, o]/(s2+ uo)) contains kit] t as a subgroup and the element f(t) 
kit] + is represented as an element of KI(D[t]) by 
tf(t)u 1 - t f ( t ) s  tf(t)uv l+t f ( t ) s /  
Assuming the claim, lift M to M'eM2(B[t])  in the obvious way. We find that 
det(M') = ( 1 - t2f( t)2(s2 + uo))( 1 - tEf( t)E(s2 + uu)) 
=(1-t2f(t)2z)2 
= 1 - 2t2f(t)2z + t4f(t)az 2eA[t l .  
which clearly satisfies hypotheses (2) and (3) of Theorem 1.3. [] 
Proof of claim. We use a result in the proof of a theorem due to Swan [10, Theorems 
3.4, 3.61. Let E= k[s]/s 2 and recall that D = k[s, u, o]/(s 2 + uo). Note that D/oD-~ 
E[u]. Applying Swan's result, we find that there is a commutative diagram 
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NK,(E) 0 2N2K1 (E) = NKI (D/vD) : NK, (Hu (D)) 
NK, (E) 1 NKI WJN_Y~I) 
where 0 is the transfer map and rr is induced by the retraction u-)0. Since 75 (NK,(EJ 
is an isomorphism, alNK,(EI is an injection. 
Now NK~(E)~{l+tsf(t)~f(t)~k[t])rk[t]~ (sinces2=0 in E). 
[ I+ Lsf(t)] E NKI (E) c NK, (E[u]) = NK, (D/vD) z NK, (iY(D/vD)). 
By the definition of the transfer map [l, p. 45 I], o([l + @f(t)]) is the Euler char- 
acteristic of a resolution of the pair (D/vD[t], 1 + tsf(t)), where the terms in the 
resolution are pairs (P, a) where P is a finitely generated D[t]-module and CY is an 
automorphism of P. Such a resolution is given by 
1 + tf(t)s tf(t) 
tf(t)uv 1 - tf(t)s >) 
- D[t] @ D[t], 
1 + tf(t)s tf (t)v 
tf(t)U 1 - tf(t)s >> 
--)) (D/vD, 1 + tf (t)s). 
Since D[t] 0 D[t] is a free D[t]-module, when we map K1(:Y(D[t]) to K,D[t], 
the Euler characteristic is mapped to 
1 +tf(t)s = ( tf(t)v H 1 - tf(t)s - tf (t) tf(t)z4 1 - tf(t)s . - tf(t)m 1 + tf(t)s > * cl 
Acknowledgements 
This paper is a revised version of the author’s thesis at Duke University. He grate- 
fully thanks his advisor, Bill Pardon, for his help in both the research and writing 
stages. He would also like to thank Charles Weibel for his permission to include 
some of his unpublished results in this paper, and the referee, who made suggestions 
which greatly improved the exposition of the paper. 
198 L. Reid 
References 
[1] H. Bass, Algebraic K-theory (Benjamin, New York, 1968). 
[2] H. Bass, Introduction to Some Methods in Algebraic K-theory, CBMS Regional Conference Series 
in Math. 20 (1974). 
[3] D. Carter, Topics in K-theory of group rings, Thesis, Columbia University. 
[4] H. Cartan and S. Eilenberg, Homological Algebra (Princeton Univ. Press, Princeton, 1956). 
[5] K. Coombes and V. Srinivas, Relative K-theory and vector bundles, to appear. 
[6] J. Herzog, Generators and relations in semigroups and semigroup rings, Manuscripta Math. 3 (1970) 
175-193. 
[7] H. Matsumura, Commutative Algebra (Benjamin, New York, 1970). 
[8] J. Milnor, Introduction to Algebraic K-theory. Annals of Math. Studies 72 (Princeton, Univ. Press, 
Princeton, 1971). 
[9] M.P. Murthy and C. Pedrini, K 0 and K I of polynomial rings, in: Algebraic K-theory II, Lecture 
Notes in Math. 342 (Springer, Berlin, 1973). 
[10] C. Weibel, K-theory and analytic isomorphisms, Invent. Math. 61 (1980) 177-197. 
[11] C. Weibel, Complete intersection points on affine surfaces, Unpublished (1981). 
