Abstract Accurate information about nature and extent of land cover changes especially in rapidly growing and new industrial cites is essential. New Burg El-Arab city, located to the west of Alexandria, Egypt has developed a new industrial community with a corresponding increase in urbanization and population. The objective of this research is to assess, evaluate and monitor the nature and extent of land cover changes in New Burg El-Arab city through the period from 1990 to 2000 using remotely sensed Landsat multispectral images. Four change detection techniques namely; post-classification, image differencing, image rationing and principal component analysis were applied. The objective is extended to examine the effectiveness of each change detection technique regarding not only the ability to differentiate changed from unchanged areas, but also the ability to classify the changed areas according to the ''from-to'' identifiers. The results indicated that the post classification change detection technique provided the highest accuracy while the principal component analysis technique gave the least accuracy. It is also found that the soil area has decreased by 37.02% while the urban and vegetation areas have increased by 16.55% and 20.50% respectively through the study period. All rights reserved.
Introduction
Timely and accurate change detection of Earth's surface features provides the foundation for better understanding relationships and interactions between human and natural phenomena to better manage and use resources. Change detection involves the application of multi-temporal datasets to quantitatively analyze the changes of land cover classes. Data from remote sensing with its synoptic and regular coverage at short interval and consistent image quality provides a viable source of updated land cover information which can be extracted efficiently and cheaply in order to inventory and monitor types and extent of environmental changes [6] . The basic premise in using remotely sensed data is that, changes in land cover must result in differences in radiance values that must be large enough with respect to radiance changes caused by other false factors such as differences in atmospheric conditions, illumination, and viewing angle.
New Burg El-Arab city, located to the west of Alexandria, Egypt has been considered as one of the new industrial communities grown rapidly with a planned urban community. So, it became important to have institutional capabilities for monitoring, assessment and control of land cover changes for this new industrial city. Moreover, the quantitative and qualitative analysis of these changes will certainly provide very important information for the prediction of the future changes which will certainly help for the decision making for economic development and resource management of New Burg El-Arab city. The objective of this research is to identify the nature and extent of land-cover changes of New Burg El-Arab city through the period from 1990 to 2000. There are several methods for mapping land cover changes using remotely sensed data [4, 6, 7, 10, 11] . In this study, four of the most commonly used change detection techniques were applied to detect the nature and extent of the land-cover changes in New Burg ElArab city using Landsat multispectral images. These techniques are; (1) post-classification, (2) image differencing, (3) image ratioing, and (4) principal component analysis. Finally, quantitative evaluations for the results of these techniques were performed to determine the most appropriate change detection technique which will provide the highest accuracy for identifying the nature and extent of land-cover changes in New Burg El-Arab city. In this study several image processing steps were conducted by the aid of PCI image processing software version 10.1 from Geomatica, Ottawa, Canada.
Study area and data sets

Study area
The study area constitutes an extension of Burg El-Arab city which is called New Burg El Arab city. It is about 60 km to the southwest of Alexandria along the western Mediterranean coast of Egypt and lies between lat. 30°45 0 N and 31°00 0 N, and long. 29°30 0 E and 29°45 0 E as shown in Fig. 1 .
Image data
Two Landsat subscenes covering the study area were used. The first subscene was acquired in 1990 by Landsat Thematic Mapper (TM) and the second subscene was acquired in 2000 by Landsat Enhanced Thematic Mapper (ETM). The study area is about 53 sq km, which is equivalent to 512 pixels by 512 pixels, 14.25 m each. Both subscenes are available in bands 7, 4, and 2 which are displayed as RGB channels respectively as shown in Fig. 2 .
Reference data
A map sheet of scale 1: 50,000, produced by the Egyptian General Survey Authority from aerial photographs taken in 1990, was used as a reference data to describe the land-cover classes of the study site in 1990. This map sheet was scanned and tied down to its coordinate system using the points of grid intersections. Its projection system is Universal Transverse Mercator Projection (UTM) and the reference ellipsoid is Helmert 1906. A subscene was cut off from Google Earth mosaic produced in 2000 and available in the web site: www.GoogleEarth.com. This subscene was registered to the 1990 reference map with 14.25 m spatial resolution using Nearestneighbor technique, and then used as the reference data to Figure 1 The study area. Figure 2 Image data of the study area.
describe land-cover classes of the study area in 2000. Fig. 3 shows the reference data. The two reference data of 1990 and 2000 were classified into soil (S), vegetation (V) and urban areas (U) using Maximum Likelihood Classifier. The classified maps dated 1990, and 2000 were compared to each other using the logical operations resulting in the classified change reference map as shown in Fig. 4a where (SV) for example, means the land cover changed from soil (S) to vegetation (V) through the period from 1990 to 2000. Then the classified changed categories were collected together to produce the change/unchange reference map as shown in Fig. 4b .
Data preprocessing
Ten well distributed GCPs were used to register each of the two data sets to the 2000 reference map since it contains more details and features. The second degree polynomial model was applied. The RMS error of GCPs in x and y directions for 1990 subscene is 0.27 and 0.40 pixels, and for 2000 subscene is 0.32 and 0.30 pixels respectively.
Before extracting information from multi-temporal data, it is essential that the changes in the objects of interest have to be due to changes of radiance values that are large compared to these caused by other factors such as variation of solar illumination conditions, atmospheric conditions, viewing geometry at different acquisition times. Therefore, it is essential to minimize these false differences so that for unchanged areas, the pixels of one subscene would take the same or close gray level values as the corresponding pixels of the other subscene. In this study, histogram matching technique was applied to radiometrically normalize the 1990 image to the 2000 image by relating the cumulative density functions of both images to each other [2] . The process of histogram matching is best looked at as consisting of two steps, first is to equalize the histogram of the 1990 image, and second is to normalize the equalized histogram of this image to the histogram of the 2000 image [8] . Evaluation of change detection techniques for monitoring land-cover changes: A case study in new Burg El-Arab area
Change detection procedures
Four of the most commonly used change detection methods were applied to the registered, normalized multi-temporal Landsat images. These methods are: (1) post-classification (2) image differencing (3) image ratioing, and (4) principal components analysis (PCA). The outputs of this stage are the change/ unchange image which identifies the total areas of change and unchange, and the classified change image which determines the changed areas from a certain class to another through the study period.
Post classification comparison
Initially, an unsupervised classification was applied to individually classify each image into six categories. The separability between these six classes was poor. So, these classes were merged together to produce eventually three land cover classes namely; soil (S), vegetation (V), and urban (U). Finally, a supervised classification using Maximum Likelihood (ML) classifier as a decision role to label each pixel as the class it most closely resembles was applied. A comparison between the two classified images of 1990 and 2000 was performed in a pixel by pixel manner. For each class of each classified image, a bitmap was created resulting in six bitmaps (three for each classified image). Each bitmap of image 1990 was compared to the three bitmaps of image 2000 using the logical operations (and, sub, or) to detect the change from a certain class to another. As a result nine categories (SS, VV, UU, SV, SU, VS, VU, US, UV) have been generated in the classified change image to describe the types of variations in land-cover classes through the investigation period. The first three categories present the unchanged areas and the other six categories present the changed areas. Collecting the areas of the first three categories resulted in the whole unchanged areas and collecting the areas of the other six categories resulted in the whole changed areas in the change/unchange image.
In order to assess the accuracy of the obtained change/unchange, and classified change images, these images have to be compared to their corresponding reference data using the traditional confusion (error) matrix for single date classification but after some modification [5] . In this study, the single classification error matrix is of dimension 3 by 3 whereas the change detection error matrix is no longer of dimension 3 by 3 but rather 9 by 9. The dimensions have changed since we are no longer looking at the error in labeling classes in a single classification but rather for the errors in the change which happened between two different classifications generated at two different dates. The classified change error matrix and the change/unchange error matrix due to applying the post classification change detection technique are derived and shown in Tables  1 and 2 respectively.
In the modified error matrix, the rows present the categories as derived from the images due to applying the post classification change detection technique, while the columns present the categories identified from the reference maps. The elements of the major diagonal indicate the agreement of the ''from-to'' categories for both the images and the reference data. The off-diagonal elements represent the disagreement of the ''from-to'' categories which indicate the confusion (omission and commission errors) that exists between the images and the reference data.
From the confusion matrix the overall accuracy was calculated by dividing the sum of the entries that form the major diagonal by the total number of examined pixels. The Kappa coefficient of agreement is also derived. The estimate of kappa is the proportion of agreement after chance agreement is removed from consideration [3, 9] . The result of performing Kappa analysis is a KHAT statistic, which can be computed by the following formula:
ðp iþ Á p þi Þ r = The number of rows in the confusion matrix. p ii = The proportion of pixels in row i and column i. p i+ = The proportion of the marginal total of row i. p +i = The proportion of the marginal total of column i. The overall accuracy of the classified change image is 66.7% and the KHAT is 0.45 while for the change/unchange image the overall accuracy is 73.90% with a KHAT of 0.48.
Image differencing
Image differencing change detection technique is performed by subtracting the digital number (DN) value of a pixel in one date for a given band from the DN value of the same pixel for the same band of another date. For each band, image 1990 was subtracted from image 2000 in a pixel by pixel manner resulting in three difference images for the three bands 7, 4 and 2. For each difference image, a threshold value based on standard deviation (SD) is required to delineate the changed pixels from the unchanged pixels. To determine the most appropriate threshold value, an iterative process was carried out by selecting different threshold values of the standard deviation (from 0.5 SD to 1.5 SD). For each difference image (7, 4, and 2) and each threshold value applied, a change/unchange image was generated and compared to the reference change/ unchange map, resulting in an error matrix. The overall accuracy and kappa coefficient of agreement were calculated for each error matrix. Since the difference image (7) has provided the highest accuracy with a threshold value of 1.0 SD, the change/unchange image has been created by subtracting band (7) in image 1990 from the same band in image 2000 in a pixel by pixel manner and a threshold value of 1.0 SD was used to delineate changed from unchanged areas. Table 3 shows the resulted error matrix of the change/unchange image due to comparing it with the change/unchange reference map. The overall accuracy of the change/unchange image is 60.00% and the KHAT is 0.24.
The results of the image differencing technique are simply the pixels that changed between the two acquisition dates. A process of classification is required to assign the appropriate ''from-to'' identifiers. To achieve that, the procedure created by Pilon et al. (1988) and adopted as the NOAA Coastal Change Analysis protocol was applied. The single date 1990 classification was used to label the pixel that the image differencing technique determined unchanged. Only the pixels that assigned changed from the image differencing technique were considered in both the 1990 and 2000 classifications. A combination of the 1990 classification and a classification of the changed pixels from both the 1990 and 2000 was used to label and generate the ''from-to'' identifiers of the changed pixels in the final classified change image due to applying the image differencing technique.
The classified change image due to applying image differencing was compared to the classified change reference map and the classified change error matrix was generated as shown in Table 4 . The overall accuracy of the classified change image is 53.56% and the KHAT is 0.20.
Image ratioing
Image ratioing change detection technique is performed by calculating the ratio of the DN values of corresponding pixels on the two images at different dates. For each band, every pixel from the 2000 image was divided by the same pixel from the 1990 image resulting in three ratioed images. For each ratio image histogram, a threshold value based on the SD from unity is required to delineate the changed from unchanged areas. To determine the appropriate threshold value, the same procedure as in image differencing technique was applied except that the threshold is from unity rather than from zero in image differencing. Since the ratio image (2) has provided the highest accuracy with a threshold value of 0.8 SD, the change/unchange image has been created by dividing band (2) in image 2000 by the same band in image 1990 in a pixel by pixel manner and a threshold value of 0.8 SD was used to delineate changed from unchanged areas. Table 5 shows the resulted error matrix of that change/unchange image due to comparing it with the change/unchanged reference map. The overall accuracy of the change/unchange image is 64.80% and the KHAT is 0.31.
Using the same procedure as in image differencing, the classified change image with ''from-to'' identifiers due to applying image ratioing technique was created and compared to the classified change reference map resulting in the classified change error matrix as shown in Table 6 . The overall accuracy of the classified change image is 57.04% and the KHAT is 0.30 
Principal component analysis (PCA)
The principal components are based on the eigenvectors of the variance -covariance matrix of the merged data set (the six bands). These eigenvectors were linearly transformed to provide the eigenstructure which specify the type of information content and the weight of which band variance loaded and involved in each principal component. Thus, the unchanged areas which have high correlation between the two examined images, i.e., areas of common variance in the two dates could be explained by the first PCs as they sought to account for the maximum possible variance of the multi-date data. In contrast, changed areas which can be interpreted as the features that are not present in either of the sets and occupy only a minor proportion of the two dates would be presented in the latter order of the principal components [1] . In this study, the three bands (7, 4, and 2) of the two dates 1990 and 2000 were grouped together to build a new six bands multi-date data. The principal components analysis was applied to the merged data resulting in the eigenstructure shown in Table 7 where; 1. PC1 is positively loaded on the visible and infrared bands of the two dates and therefore cannot account for any land-cover changes. It mainly represents the overall brightness of the two images, i.e., represents the no change features with common variance in both images. 2. PC2 is negatively loaded on the 1990 bands but positively loaded on the 2000 bands. It measures changes in brightness. Any land-cover changes between the two dates and causes an increase in brightness will be represented with a bright tone in PC2 and vice versa. So, this component is selected and considered to detect the changed areas. 3. The rest of the principal components contain little useful information for land-cover changes since they represent lower variance than the first two components and they also have a light weight of the different bands.
The same procedure, as in image differencing, was applied to determine the optimal threshold value which would be used to distinguish the changed areas from unchanged pixels in PC2. The optimal threshold value is 0.7 SD. After thresholding PC2, the change/unchange image was created and compared to the change/unchange reference map resulting in the change/unchange error matrix presented in Table 8 . The overall accuracy of the change/unchange image is 53.57% and the KHAT is 0.15.
Using the same procedure as in image differencing, the classified change image with ''from-to'' identifiers due to applying PCA technique was created and compared to the classified change reference map resulting in the classified change error matrix presented in Table 9 . The overall accuracy of the classified change image is 47.64% and the KHAT is 0.06. Table 10 summarizes the overall accuracy and the KHAT calculated from each change/unchange and classified change error matrices due to applying the four change detection techniques, it can be noted that:
Analysis of the results
1. The post-classification change detection technique has provided the highest overall accuracy compared to the other three change detection techniques, it is followed by the image ratioing and image differencing techniques and finally the principal component technique. This is because the post classification technique requires less processing steps which depend mainly on the individual classifications of the two data sets. The results proved that the overall accuracy of the classified change image (66.70%) equals the product of the overall accuracies of both individual classifications of the two original images (68.00 %, 98.00 %). 2. For all change detection techniques, the overall accuracy of the change/unchange image is always higher than that of the classified change image. This is because the errors cumulated due to the classification process to determine the ''from-to'' identifiers. 3. The principal component technique has provided the least overall accuracy and KHAT value for both of the change/unchange and classified change images. This is because of the information contained in PC2 used for the change detection process since it carries light weights of the three band variances of image 2000.
Nature and extent of changes
A quantitative study has been performed to determine the nature and extent (unchanged, lost, and gained) of the changes of the three main classes through the study period. This study is based on the results obtained due to applying the post classification change detection technique since it provided the highest accuracy. The area extent of the three main classes namely; soil (S), vegetation (V) and urban (U) were determined from the classified images of 1990 and 2000. Then, the areas of the ''from-to'' classes were also determined but from the classified change image. These areas of the ''from-to'' classes represent the nature and extent of the changes for each of the three main classes. To determine the area of any class whether it is a main class or a ''from-to'' class, a bit map was created to code and separate this class from the others, for example:
The unchanged area of soil (S) class = area of class (SS). The lost area of soil (S) class = area of class (SV) + area of class (SU). The gained area of soil (S) class = area of class (VS) + area of class (US). Table 11 summarizes the area extent of the three main classes in 1990 and 2000 in addition to the types and extent of changes (unchanged, lost, and gained) for each class during the study period. The nature and extent of the changes in land-cover classes are also shown in Fig. 5 .
From Table 11 it can be noted that, Area extent of any class in 1990 = unchanged area + lost area.
Area extent of any class in 2000 = unchanged area + gained area.
Conclusions
For both the generated change/unchange and classified change images the post-classification change detection technique has provided the highest overall accuracy (73.90%, 66.70%) and kappa coefficient of agreement (0.48, 0.45). It is followed by the image ratioing and image differencing techniques. The principal component analysis has provided the least accuracy. This can be explained by the fact that the post classification change detection technique is straightforward since its accuracy is mainly dependent upon the accuracy of the initial classifications of the two images. In the other three change detection techniques more processing stages are required such as the radiometric normalization, determining the appropriate threshold value and the ''from-to'' classifications. These additional processing steps resulted in more errors induced and consequently reduced the overall accuracy of the results obtained using these change detection techniques.
The obtained accuracy due to using the principal component technique for the change/unchange and classified change image is the lowest compared to the other used techniques. It seems that, the changed areas between the two original images are not effectively represented by the information content of PC2 since it carries light weights of the three bands of image 2000.
In the post classification change detection technique, the results proved that the overall accuracy of the classified change image (66.70%) equals the product of the overall accuracies of both individual classifications of the two original images (68.00%, 98.00%).
For each change detection technique, the overall accuracy of the resulted change/unchange image is higher than that of the classified change image. This is due to the errors induced by the ''from-to'' classification process.
The quantitative study indicated that the area of soil class has decreased from 51.95 km 2 
