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WELL-POSEDNESS OF THREE-DIMENSIONAL ISENTROPIC
COMPRESSIBLE NAVIER-STOKES EQUATIONS WITH
DEGENERATE VISCOSITIES AND FAR FIELD VACUUM
ZHOUPING XIN AND SHENGGUO ZHU
Abstract. In this paper, the Cauchy problem for the three-dimensional (3-D) isentropic
compressible Navier-Stokes equations is considered. When viscosity coefficients are given
as a constant multiple of the density’s power (ρδ with 0 < δ < 1), based on some analysis
of the nonlinear structure of this system, we identify the class of initial data admitting
a local regular solution with far field vacuum and finite energy in some inhomogeneous
Sobolev spaces by introducing some new variables and initial compatibility conditions,
which solves an open problem of degenerate viscous flow partially mentioned by Bresh-
Desjardins-Metivier [3], Jiu-Wang-Xin [11] and so on. Moreover, in contrast to the
classical theory in the case of the constant viscosity, we show that one can not obtain
any global regular solution whose L∞ norm of u decays to zero as time t goes to infinity.
1. Introduction
The time evolution of the mass density ρ ≥ 0 and the velocity u = (u(1), u(2), u(3))⊤ ∈ R3
of a general viscous isentropic compressible fluid occupying a spatial domain Ω ⊂ R3 is
governed by the following isentropic compressible Navier-Stokes equations (ICNS):{
ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u) +∇P = divT.
(1.1)
Here, x = (x1, x2, x3) ∈ Ω, t ≥ 0 are the space and time variables, respectively. For the
polytropic gases, the constitutive relation is given by
P = Aργ , A > 0, γ > 1, (1.2)
where A is an entropy constant and γ is the adiabatic exponent. T denotes the viscous
stress tensor with the form
T = µ(ρ)
(∇u+ (∇u)⊤)+ λ(ρ)divu I3, (1.3)
where I3 is the 3× 3 identity matrix,
µ(ρ) = αρδ, λ(ρ) = βρδ, (1.4)
for some constant δ ≥ 0, µ(ρ) is the shear viscosity coefficient, λ(ρ) + 23µ(ρ) is the bulk
viscosity coefficient, α and β are both constants satisfying
α > 0, and 2α+ 3β ≥ 0. (1.5)
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Let Ω = R3. Assuming 0 < δ < 1, we look for a smooth solution (ρ, u) with finite
energy to the Cauchy problem for (1.1)-(1.5) with the following initial data and far field
behavior:
(ρ, u)|t=0 = (ρ0(x) ≥ 0, u0(x)) for x ∈ R3, (1.6)
(ρ, u)(t, x) → (0, 0) as |x| → ∞ for t ≥ 0. (1.7)
In the theory of gas dynamics, the CNS can be derived from the Boltzmann equa-
tions through the Chapman-Enskog expansion, cf. Chapman-Cowling [4] and Li-Qin [16].
Under some proper physical assumptions, the viscosity coefficients and heat conductivity
coefficient κ are not constants but functions of the absolute temperature θ such as:
µ(θ) =a1θ
1
2F (θ), λ(θ) = a2θ
1
2F (θ), κ(θ) = a3θ
1
2F (θ) (1.8)
for some constants ai (i = 1, 2, 3) (see [4]). Actually for the cut-off inverse power force
models, if the intermolecular potential varies as r−a, where r is intermolecular distance,
then in (1.8):
F (θ) = θb with b =
2
a
∈ [0,+∞).
In particular, for Maxwellian molecules, a = 4 and b = 12 ; for rigid elastic spherical
molecules, a =∞ and b = 0; while for ionized gas, a = 1 and b = 2 (see §10 of [4]).
According to Liu-Xin-Yang [20], for isentropic and polytropic fluids , such a dependence
is inherited through the laws of Boyle and Gay-Lussac:
P = Rρθ = Aργ , for constant R > 0,
i.e., θ = AR−1ργ−1, and one finds that the viscosity coefficients are functions of the density
of the form (1.4) with 0 < δ < 1 in many cases.
Throughout this paper, we adopt the following simplified notations, most of them are
for the standard homogeneous and inhomogeneous Sobolev spaces:
‖f‖s = ‖f‖Hs(R3), |f |p = ‖f‖Lp(R3), ‖f‖m,p = ‖f‖Wm,p(R3), |f |Ck = ‖f‖Ck(R3),
‖f‖XY (t) = ‖f‖X([0,t];Y (R3)), H˙ι = {f : R3 → R |‖f‖2H˙ι =
∫
|ξ|2ι|fˆ(ξ)|2dξ <∞},
Dk,r = {f ∈ L1loc(R3) : |f |Dk,r = |∇kf |r < +∞}, Dk = Dk,2,
D1 = {f ∈ L6(R3) : |f |D1 = |∇f |2 <∞}, |f |D1 = ‖f‖D1(R3),
‖f‖X1∩X2 = ‖f‖X1 + ‖f‖X2 ,
∫
R3
fdx =
∫
f, X([0, T ];Y (R3)) = X([0, T ];Y ).
A detailed study of homogeneous Sobolev spaces can be found in [8].
When infx ρ0(x) > 0, the local well-posedness of classical solutions for (1.1)-(1.7) follows
from the standard symmetric hyperbolic-parabolic structure which satisfies the well-known
Kawashima’s condition, c.f. [12, 24]. However, such an approach fails in the presence of the
vacuum due to the degeneracies of the time evolution and viscosities. Generally vacuum
will appear in the far field under some physical requirements such as finite total mass in
R
3. One of the main issues in the presence of vacuum is to understand the behavior of
the velocity field near the vacuum. For the constant viscosity flow (δ = 0 in (1.4)), a
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remedy was suggested by Cho-Choe-Kim [5], where they imposed initially a compatibility
condition:
−divT0 +∇P (ρ0) = √ρ0g, for some g ∈ L2(R3),
which leads to
(
√
ρut,∇ut) ∈ L∞([0, T∗];L2)
for a short time T∗ > 0. Then they established successfully the local well-posedness of
smooth solutions with vacuum in some Sobolev spaces of R3, and also showed that this
kind of initial compatibility condition is necessary for their solution class.
For density-dependent viscosities (δ > 0 in (1.4)), the strong degeneracy of the momen-
tum equations in (1.1) near the vacuum creates serious difficulties for the well-posedness
of both strong and weak solutions. Though some significant achievements [2, 3, 7, 9, 15,
17, 20, 23, 29, 31, 32] have been obtained, however, a lot of fundamental questions remain
open, including the local well-posedness of classical solutions with finite energy in multi-
dimensions for δ ∈ (0, 1). Our result obtained in this paper has taken a first step toward
this direction.
Compared with flows of constant viscosities, the analysis of the degeneracies in the
momentum equations (1.1)2 requires some special attentions. Indeed, for δ = 0 in [5], the
uniform ellipticity of the Lame´ operator L defined by
Lu , −α△u− (α+ β)∇divu
plays an essential role in the regularity estimates on u. One can use the standard elliptic
theory to estimate |u|Dk+2 by the Dk-norm of all other terms in the momentum equations.
However, for δ > 0, the viscosity coefficients vanish in the presence of vacuum, which
makes it difficult to adapt the approach in [5] to the current case.
For the cases δ ∈ (0,∞), if ρ > 0, (1.1)2 can be formally rewritten as
ut + u · ∇u+ Aγ
γ − 1∇ρ
γ−1 + ρδ−1Lu = ψ ·Q(u), (1.9)
where the quantities ψ and Q(u) are given by
ψ ,∇ log ρ when δ = 1;
ψ ,
δ
δ − 1∇ρ
δ−1 when δ ∈ (0, 1) ∪ (1,∞);
Q(u) ,α(∇u+ (∇u)⊤) + βdivuI3.
(1.10)
When δ = 1, according to (1.9)-(1.10), the degeneracies of the time evolution and viscosi-
ties on u caused by the vacuum have been transferred to the possible singularity of the
term ∇ log ρ, which actually can be controlled by a symmetric hyperbolic system with a
source term ∇divu in Li-Pan-Zhu [18]. Then via establishing a uniform a priori estimates
in L6 ∩ D1 ∩ D2 for ∇ log ρ, the existence of 2-D local classical solution with far field
vacuum to (1.1) has been obtained in [18], which also applies to the 2-D shallow water
equations. When δ > 1, (1.9)-(1.10) imply that actually the velocity u can be governed
by a nonlinear degenerate parabolic system without singularity near the vacuum region.
Based on this observation, by using some hyperbolic approach which bridges the parabolic
system (1.9) when ρ > 0 and the hyperbolic one ut+u ·∇u = 0 when ρ = 0, the existence
of 3-D local classical solutions with vacuum to (1.1) was established in Li-Pan-Zhu [19].
4 ZHOUPING XIN AND SHENGGUO ZHU
The corresponding global well-posedness in some homogeneous Sobolev spaces has been
established by Xin-Zhu [29] under some initial smallness assumptions.
However, such approaches used in [18, 19, 29] fail to apply to the case δ ∈ (0, 1). Indeed,
when vacuum appears only at far fields, the velocity field u is still governed by the quasi-
linear parabolic system (1.9)-(1.10). Yet, some new essential difficulties arise compared
with the case δ ≥ 1:
(1) first, the source term contains a stronger singularity as:
∇ρδ−1 = (δ − 1)ρδ−1∇ log ρ,
whose behavior will become more singular than that of ∇ log ρ in [18] due to
δ − 1 < 0 when the density ρ→ 0;
(2) second, the coefficient ρδ−1 in front of the Lame´ operator L will tend to ∞ as
ρ → 0 in the far filed instead of equaling to 1 in [18] or tending to 0 in [19, 29]
Then it is necessary to show that the term ρδ−1Lu is well defined.
Therefore, the three quantities
(ργ−1,∇ρδ−1, ρδ−1Lu)
will play significant roles in our analysis on the higher order regularities of the fluid velocity
u. Due to this observation, we first introduce a proper class of solutions called regular
solutions to the Cauchy problem (1.1)-(1.7).
Definition 1.1. Let T > 0 be a finite constant. A solution (ρ, u) to the Cauchy problem
(1.1)-(1.7) is called a regular solution in [0, T ] × R3 if (ρ, u) satisfies this problem in the
sense of distribution and:
(A) ρ > 0, ργ−1 ∈ C([0, T ];H3), ∇ρδ−1 ∈ L∞([0, T ];L∞ ∩D2);
(B) u ∈ C([0, T ];H3) ∩ L2([0, T ];H4), ut ∈ C([0, T ];H1) ∩ L2([0, T ];D2),
ρ
δ−1
2 ∇u ∈ C([0, T ];L2), ρ δ−12 ∇ut ∈ L∞([0, T∗];L2),
ρδ−1∇u ∈ L∞([0, T ];D1), ρδ−1∇2u ∈ C([0, T ];H1) ∩ L2([0, T ];D2).
Remark 1.1. First, it follows from the Definition 1.1 that ∇ρδ−1 ∈ L∞, which means
that the vacuum occurs if and only in the far field.
Second, we introduce some physical quantities that will be used in this paper:
m(t) =
∫
ρ(t, x) (total mass),
P(t) =
∫
ρ(t, x)u(t, x) (momentum),
Ek(t) =
1
2
∫
ρ(t, x)|u(t, x)|2 (total kinetic energy),
E(t) =Ek(t) +
∫
P
γ − 1 (total energy).
Actually, it follows from the definition that a regular solution satisfies the conservation of
total mass and momentum (see Lemma 4.2). Furthermore, it satisfies the energy equality
(see (4.5)). Note that the conservation of momentum is not clear for the strong solution
with vacuum to the flows of constant viscosities [5]. In this sense, the definition of regular
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solutions here is consistent with the physical background of the compressible Navier-Stokes
equations.
The regular solutions select velocity in a physically reasonable way when the density
approaches the vacuum at far fields. Under the help of this notion of solutions, the
momentum equations can be reformulated into a special quasi-linear parabolic system
with some possible singular source terms near the vacuum, and the coefficients in front of
Lame´ operator L will tend to ∞ as ρ→ 0 in the far filed. However, the problem becomes
trackable through an elaborate linearization and approximation process.
Now we are ready to state the main results in this paper. First we prove the existence
of the unique regular solution with ∇ρδ−1 ∈ C([0, T ];D1 ∩D2) to (1.1)-(1.7).
Theorem 1.1. Let parameters (γ, δ, α, β) satisfy
γ > 1, 0 < δ < 1, α > 0, 2α+ 3β ≥ 0. (1.11)
If the initial data (ρ0, u0) satisfies
ρ0 > 0, (ρ
γ−1
0 , u0) ∈ H3, ∇ρδ−10 ∈ D1 ∩D2, ∇ρ
δ−1
2
0 ∈ L4, (1.12)
and the initial compatibility conditions:
∇u0 = ρ
1−δ
2
0 g1, Lu0 = ρ
1−δ
0 g2, ∇
(
ρδ−10 Lu0
)
= ρ
1−δ
2
0 g3, (1.13)
for some (g1, g2, g3) ∈ L2, then there exist a time T∗ > 0 and a unique regular solution
(ρ, u) in [0, T∗]× R3 to the Cauchy problem (1.1)-(1.7) satisfying:
t
1
2u ∈ L∞([0, T∗];D4), t
1
2ut ∈ L∞([0, T∗];D2) ∩ L2([0, T∗];D3),
utt ∈ L2([0, T∗];L2), t
1
2utt ∈ L∞([0, T∗];L2) ∩ L2([0, T∗];D1),
ρ1−δ ∈ L∞([0, T∗];L∞ ∩D1,6 ∩D2,3 ∩D3),
∇ρδ−1 ∈ C([0, T ];D1 ∩D2), ∇ log ρ ∈ L∞([0, T∗];L∞ ∩ L6 ∩D1,3 ∩D2).
(1.14)
Moreover, if 1 < γ ≤ 2, (ρ, u) is a classical solution to (1.1)-(1.7) in (0, T∗]× R3.
Remark 1.2. The conditions (1.12)-(1.13) in Theorem 1.1 identify a class of admissible
initial data that makes the problem (1.1)–(1.7) solvable, which are satisfied by, for example,
ρ0(x) =
1
1 + |x|2a , u0(x) ∈ C
3
0 (R
3), and
3
4(γ − 1) < a <
1
4(1− δ) .
Particularly, when ∇u0 is compactly supported, the compatibility conditions (1.13) are
satisfied automatically.
Second, we can also prove the existence of the unique regular solution with ∇ρδ−1 ∈
C([0, T ];Lq ∩D1,3 ∩D2) to (1.1)-(1.7).
Theorem 1.2. Let (1.11) hold, and q ∈ (3,+∞) be a fixed constant. If the initial data
(ρ0, u0) satisfies
ρ0 > 0, (ρ
γ−1
0 , u0) ∈ H3, ∇ρδ−10 ∈ Lq ∩D1,3 ∩D2, ∇ρ
δ−1
2
0 ∈ L6, (1.15)
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and the initial compatibility conditions (1.13), then there exist a time T∗ > 0 and a unique
regular solution (ρ, u) in [0, T∗]× R3 to the Cauchy problem (1.1)-(1.7) satisfying:
t
1
2u ∈ L∞([0, T∗];D4), t
1
2ut ∈ L∞([0, T∗];D2) ∩ L2([0, T∗];D3),
utt ∈ L2([0, T∗];L2), t
1
2utt ∈ L∞([0, T∗];L2) ∩ L2([0, T∗];D1),
ρ1−δ ∈ L∞([0, T∗];L∞ ∩D1,q ∩D1,6 ∩D1,∞ ∩D2,3 ∩D3),
∇ρδ−1 ∈ C([0, T ];Lq ∩D1,3 ∩D2),
∇ log ρ ∈ L∞([0, T∗];Lq ∩ L6 ∩ L∞ ∩D1,3 ∩D2).
(1.16)
Moreover, if 1 < γ ≤ 2, (ρ, u) is a classical solution to (1.1)-(1.7) in (0, T∗]× R3.
Remark 1.3. The conditions (1.15) and (1.13) in Theorem 1.2 identify a class of admis-
sible initial data that makes the problem (1.1)–(1.7) solvable, which are satisfied by, for
example,
ρ0(x) =
1
1 + |x|2a , u0(x) ∈ C
3
0 (R
3), and
3
4(γ − 1) < a <
1− 3/q
2(1− δ) .
It should be pointed out that, for such kind of initial data, when q is chosen large enough,
the range of a is wider than that of a shown in the example of Remark 1.2. However,
for general initial data, the conclusion obtained in any one of Theorems 1.1-1.2 cannot be
implied by that of the other one.
Remark 1.4. The compatibility conditions (1.13) are also necessary for the existence of
regular solutions (ρ, u) obtained in Theorems 1.1-1.2. In particular, the one shown in
(1.13)2 ((1.13)3) plays a key role in the derivation of ut ∈ L∞([0, T∗];L2(R3)) (ρ
δ−1
2 ∇ut ∈
L∞([0, T∗];L
2(R3))), which will be used in the uniform estimates for |u|D2 (|u|D3).
A natural question is whether the local solution in Theorems 1.1-1.2 can be extended
globally in time, and what the large time behavior is. In contrast to the classical theory
for the constant viscosity case [10, 22, 28], we show the following somewhat surprising
phenomenon that such an extension is impossible if the velocity field decays to zero as t→
+∞ and the initial total momentum is non-zero. First, based on the physical quantities
introduced in Remark 1.1, we define a solution class as follows:
Definition 1.2. Let T > 0 be any constant. For the Cauchy problem (1.1)-(1.7), a
classical solution (ρ, u) is said to be in D(T ) if (ρ, u) satisfies the following conditions:
(A) Conservation of total mass: 0 < m(0) = m(t) <∞ for any t ∈ [0, T ];
(B) Conservation of momentum: 0 < |P(0)| = |P(t)| < +∞ for any t ∈ [0, T ];
(C) Finite kinetic energy: 0 < Ek(t) <∞ for any t ∈ [0, T ].
Then one has:
Theorem 1.3. Let parameters (γ, δ, α, β) satisfy
γ ≥ 1, δ ≥ 0, α > 0, 2α+ 3β ≥ 0. (1.17)
Then for the Cauchy problem (1.1)-(1.7), there is no classical solution (ρ, u) ∈ D(∞) with
lim sup
t→+∞
|u(t, x)|∞ = 0. (1.18)
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According to Theorems 1.1-1.3 and Remark 1.1, one shows that
Corollary 1.1. Let (1.11) hold and
1 < γ ≤ 3
2
, δ ∈ [γ − 1, 1). (1.19)
Assume that m(0) > 0 and |P(0)| > 0. Then for the Cauchy problem (1.1)-(1.7), there is
no global regular solution (ρ, u) defined in Definition 1.1 satisfying the following decay
lim sup
t→+∞
|u(t, x)|∞ = 0. (1.20)
Moreover, according to Theorem1.3, Remark 1.1 and [5, 6, 10], for constant viscosity
flow, one can give the following example: the classical solution exists globally and keeps
the conservation of total mass, but can not keep the conservation of momentum for all the
time t ∈ (0,∞).
Corollary 1.2. Let δ = 0 in (1.4). For any given numbers M > 0, ι ∈ (12 , 1], and ρ > 0,
suppose that the initial data (ρ0, u0) satisfies
E(0) <∞, u0 ∈ H˙ι ∩D1 ∩D3, ρ
1
2
0 ∈ H1,
(ρ0, P (ρ0)) ∈ H3, 0 ≤ inf ρ0 ≤ sup ρ0 ≤ ρ, ‖u‖H˙ι ≤M,
(1.21)
and the compatibility condition
−α△u0 − (α+ β)∇divu0 +∇P (ρ0) = ρ0g4,
for some g4 ∈ D1 with ρ 12 g4 ∈ L2. Then there exists a positive constant ζ depending on
α, β, A, γ, ρ, ι and M such that if
E(0) ≤ ζ, (1.22)
the Cauchy problem (1.1)-(1.7) has a unique global classical solution (ρ, u) in (0,∞)×R3
satisfying, for any 0 < τ < T <∞,
E(t) ≤ E(0), t ∈ [0,∞); 0 ≤ ρ(t, x) ≤ 2ρ, (t, x) ∈ [0,∞) × R3; (1.23)
ρ
1
2 ∈ C([0, T ];H1); m(t) = m(0), t ∈ [0,∞); (1.24)
sup
t∈[0,T ]
(
min{1, t})3 ∫ ρ|u˙|2 ≤ 2E(0) 12 ; (ρ, P (ρ)) ∈ C([0, T ];H3); (1.25)
u ∈ C([0, T ];D1 ∩D3) ∩ L2([0, T ];D4) ∩ L∞([τ, T ];D4); (1.26)
ut ∈ L∞([0, T ];D1) ∩ L2([0, T ];D2) ∩ L∞([τ, T ];D2) ∩H1([τ, T ];D1), (1.27)
for u˙ = ut + u · ∇u, and the following large-time behavior
lim
t→∞
∫ (|ρ|b + ρ 12 |u|4 + |∇u|2)(t, x)dx = 0, for any constant b > γ. (1.28)
Furthermore, if m(0) > 0 and |P(0)| > 0, then the solution obtained above can not keep
the conservation of the momentum for all the time t ∈ (0,∞).
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Remark 1.5. Note that the classes of initial data for Corollary 1.2 is a sub-class of initial
data for the global well-posedness theory in [10]. Indeed, compared with the assumptions
on initial data in [10], additional conditions,
ρ
1
2
0 ∈ H1, m(0) > 0, and |P(0)| > 0,
are required here to keep the conservation of positive total mass, and satisfy the assump-
tions of Theorem 1.3.
Remark 1.6. Note that for the regular solution (ρ, u) obtained in Theorems 1.1-1.2, u
stays in the inhomogeneous Sobolev space H3 instead of the homogenous one D1 ∩D3 in
[5] for constant viscous flows.
It is also worth pointing out that recently, if the initial density is compactly supported,
Li-Wang-Xin [14] prove that classical solutions with finite energy to the Cauchy problem
of the compressible Navier-Stokes systems with constant viscosities do not exist in general
in inhomogeneous Sobolev space for any short time, which indicates in particular that the
homogeneous Sobolev space is crucial as studying the well-posedness (even locally in time)
for the Cauchy problem of the compressible Navier-Stokes systems in the presence of such
kind of the vacuum.
Based on the conclusion obtained in Theorems 1.1-1.2 and [14], first there is a natural
question that whether one can obtain the local-in-time existence of the classical solutions
with finite energy in inhomogeneous Sobolev space to the Cauchy problem of the compress-
ible Navier-Stokes systems with constant viscosities under the assumption that the initial
density is positive but decays to zero in the far field, or not. Second, can the conclusion
obtained in [14] be applied to the degenerate system considered here? Due to the obvious
difference on the structure between the constant viscous flows and degenerate viscous flows,
such questions are not easy and will be discussed in our future work Xin-Zhu [30].
Remark 1.7. Under the assumption inf ρ0 = 0, in Li-Xin [15], the global existence of
weak solutions to the Cauchy problem (1.1)-(1.7) has been established for the cases 3/4 <
δ < 1, 1 < γ < 6δ − 3 in the three dimensional space, and 1/2 < δ < 1, γ > 1 in the two
dimensional space.
We now outline the organization of the rest of this paper. In Section 2, we list some
basic lemmas to be used later.
Section 3 is devoted to proving Theorem 1.1. First, in order to analyze the behavior of
the possible singular term ∇ρδ−1 clearly, we enlarge the original problem (1.1)-(1.7) into
(3.2)-(3.5) in terms of the following variables
φ =
Aγ
γ − 1ρ
γ−1, ψ =
δ
δ − 1∇ρ
δ−1 =
δ
δ − 1
( Aγ
γ − 1
) 1−δ
γ−1∇φ δ−1γ−1 = (ψ(1), ψ(2), ψ(3)), u
in §3.1. Then the behavior of the velocity u can be controlled by the following equations:
ut + u · ∇u+∇φ+ aφ2eLu = ψ ·Q(u),
where a =
(
Aγ
γ−1
)−2e
, and e = δ−12(γ−1) < 0. Due to the fact that φ
2e has an uniformly
positive lower bound in the whole space, then for this special quasi-linear parabolic system,
one can find formally that, even though the coefficients aφ2e in front of Lame´ operator
L will tend to ∞ as ρ → 0 in the far filed, yet this structure could give a better a priori
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estimate on u in H3 than those of [5, 18, 19, 29] if one can control the possible singular
term ψ in D1 ∩D2. According to (1.1)2 and (3.9), ψ is governed by
ψt +
3∑
l=1
Al(u)∂lψ +B(u)ψ + δaφ
2e∇divu = 0, (1.29)
where the definitions of Al (l = 1, 2, 3) and B can be found in §3.2.1. This implies that
actually the subtle source term ψ could be controlled by a symmetric hyperbolic system
with a possible singular higher order term δaφ2e∇divu. In order to close the estimates, we
need to control φ2e∇divu in D1 ∩D2, which can be obtained by regarding the momentum
equations as the following inhomogeneous Lame´ equations:
aL(φ2eu) = −ut − u · ∇u−∇φ+ ψ ·Q(u)− δ − 1
δ
G(ψ, u) =W,
with
G(ψ, u) = αψ · ∇u+ αdiv(u⊗ ψ) + (α+ β)(ψdivu+ ψ · (∇u) + u · ∇ψ).
In fact, one has
|φ2e∇2u|D1 ≤C(|ψ|∞|∇2u|2 + |φ2e∇3u|2)
≤C(|ψ|∞|∇2u|2 + |∇ψ|3|∇u|6 + |∇2ψ|2|u|∞ + |W |D1),
(1.30)
for some constant C > 0 independent of the lower bound of the density provided that
φ2eu→ 0 as |x| → +∞,
which can be verified in an approximation process from non-vacuum flows to the flow with
far field vacuum. Similar calculations can be done for |φ2e∇2u|D2 . Thus, it seems that at
least, the reformulated system (3.2):

φt + u · ∇φ+ (γ − 1)φdivu = 0,
ut + u · ∇u+∇φ+ aφ2eLu = ψ ·Q(u),
ψt +∇(u · ψ) + (δ − 1)ψdivu+ δaφ2e∇divu = 0,
can provide a closed a priori estimates for the desired regular solution. Next we need to
find a proper linear scheme to verify the energy estimate strategy discussed above.
Second, in §3.2, we give an elaborate linearization (3.15) of the nonlinear one (3.2)-
(3.5) based on a careful analysis on the structure of the nonlinear equations (3.2), and the
global approximate solutions for this linearized problem when φ(0, x) = φ0 has positive
lower bound η are established. The choice of the linear scheme for this problem needs
to be careful due to the appearance of the far field vacuum. Some necessary structures
should be preserved in order to establish the desired a priori estimates according to the
strategy mentioned in the above paragraph. For the problem (3.2), a crucial point is how
to deal with the estimates on ψ. According to the analysis in the above paragraph, we
need to keep the two factors φ2e and ∇divu of the source term δaφ2e∇divu in equations
(1.29) in the same step. Then let v = (v(1), v(2), v(3)) ∈ R3 be a known vector and g be a
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known real (scalar) function satisfying (v(0, x), g(0, x)) = (u0, (φ0)
2e) and (3.16). It seems
that one should consider the following linear equations:

φt + v · ∇φ+ (γ − 1)φdivv = 0,
ut + v · ∇v +∇φ+ aφ2eLu = ψ ·Q(v),
ψt +
3∑
l=1
Al(v)∂lψ +B(v)ψ + δag∇divv = 0.
(1.31)
However, it should be pointed out that, in (1.31), the relationship
ψ =
aδ
δ − 1∇φ
2e
between ψ and φ has been destroyed due to the term g∇divv in (1.31)3. Then the estimates
for the linear scheme (1.31) encounter an obvious difficulty when one considers the L2
estimate on u:
1
2
d
dt
|u|22 + aα|φe∇u|22 + a(α+ β)|φedivu|22
=−
∫ (
v · ∇v +∇φ+ a∇φ2e︸ ︷︷ ︸
6=ψ
·Q(u)− ψ ·Q(v)) · u. (1.32)
The factor ∇φ2e does not coincide with δ−1aδ ψ in this linear scheme, which means that
there is no way to control the term a∇φ2e ·Q(u) in the above energy estimates. In order
to overcome this difficulty, in (3.15), we first linearize the equation of h = φ2e as:
ht + v · ∇h+ (δ − 1)gdivv = 0, (1.33)
and then use h to define ψ = aδδ−1∇h again. The linearized equations for u are chosen as
ut + v · ∇v +∇φ+ a
√
h2 + ǫ2Lu = ψ ·Q(v)
for any positive constant ǫ > 0. Here the appearance of ǫ is used to compensate the lack
of lower bound of h. It follows from (1.33) and the relation ψ = aδδ−1∇h that
ψt +
3∑
l=1
Al(v)∂lψ + (∇v)⊤ψ + aδ
(
g∇divv +∇gdivv) = 0,
which turns out to be enough to get desired estimates on ψ.
In §3.3, the a priori estimates independent of the lower bound (ǫ, η) of the solutions
(φǫ,η, hǫ,η, ψǫ,η, uǫ,η) to the linearized problem (3.15) are established. In order to deal with
the limit process from our linear problem to the nonlinear one, we need some uniform
estimates on the following new quantities:
ϕ = h−1, f = ψϕ =
aδ
δ − 1∇h/h = (f
(1), f (2), f (3)).
An observation used in this subsection is that the initial assumption (3.6) implies that
ϕ(0, x) ∈ L∞ ∩D1,6 ∩D2,3 ∩D3, f(0, x) ∈ L∞ ∩ L6 ∩D1,3 ∩D2.
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According to the definitions of (ϕ, f) and the equation of h, one can also show that (ϕ, f)
can be controlled by some hyperbolic equations without degenerate or singular source
terms. Based on these facts, we can obtain some uniform estimates on ϕ and f , which
are sufficient for the strong compactness argument used in §3.5. In §3.4, one obtains the
uniformly local-in-time well-posedness of the linearized problem when φ0 > η > 0 but
without the artificial viscosity by passing to the limit ǫ→ 0.
In §3.5, based on the above analysis for the choice of the linearization and a new
formulation of our problem (see (3.93)), the unique solvability of the classical solution
away from vacuum to the nonlinear reformulated problem (3.2)-(3.5) through an iteration
process is given, whose life span is uniformly positive with respect to the lower bound η
of φ0. Actually, the behavior of u in this subsection is controlled by the following linear
equations:
ϕ(ut + v · ∇v +∇φ) + aLu = f ·Q(v),
which is also a special quasi-linear parabolic system with some possible singular source
terms f · Q(u) near the vacuum, and the coefficients ϕ in front of the time evolution
operator u˙ = ut + u · ∇u will tend to 0 as ϕ → 0 in the far filed. However, based on the
uniform estimates on (φ, u, h, ψ) and (ϕ, f) established in §3.4, this structure can avoid
some difficulties on the strong convergence of terms such as g∇divv, and hLu in the linear
scheme (3.15). The details can be found in the proof of this subsection.
Based on the conclusions of §3.5, one can recover the solution of the nonlinear refor-
mulated problem allowing vacuum in the far field by passing to the limit as η → 0 in
§3.6. Then in §3.7, one can show that the existence result for the reformulated problem
indeed implies Theorem 1.1. Theorem 1.2 can be proved by a similar argument as used in
Theorem 1.1.
Finally, Section 4 is devoted to the proof of the non-existence theories of global regular
solutions with L∞ decay on u shown in Theorem 1.3 and Corollaries 1.1-1.2. Furthermore,
it should be pointed out that our framework in this paper can be applied to other physical
dimensions, say 1 and 2, with some minor modifications.
2. Preliminaries
In this section, we list some basic lemmas to be used later. The first one is the well-
known Gagliardo-Nirenberg inequality.
Lemma 2.1. [13] For p ∈ [2, 6], q ∈ (1,∞), and r ∈ (3,∞), there exists some generic
constant C > 0 that may depend on q and r such that for
f ∈ H1(R3), and g ∈ Lq(R3) ∩D1,r(R3),
it holds that
|f |pp ≤ C|f |(6−p)/22 |∇f |(3p−6)/22 , |g|∞ ≤ C|g|q(r−3)/(3r+q(r−3))q |∇g|3r/(3r+q(r−3))r . (2.1)
Some special cases of this inequality are
|u|6 ≤ C|u|D1 , |u|∞ ≤ C|u|
1
2
6 |∇u|
1
2
6 , |u|∞ ≤ C‖u‖W 1,r . (2.2)
The second lemma gives some compactness results obtained via the Aubin-Lions Lemma.
Lemma 2.2. [26] Let X0 ⊂ X ⊂ X1 be three Banach spaces. Suppose that X0 is compactly
embedded in X and X is continuously embedded in X1. Then the following statements hold.
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i) If J is bounded in Lp([0, T ];X0) for 1 ≤ p < +∞, and ∂J∂t is bounded in L1([0, T ];X1),
then J is relatively compact in Lp([0, T ];X);
ii) If J is bounded in L∞([0, T ];X0) and
∂J
∂t is bounded in L
p([0, T ];X1) for p > 1,
then J is relatively compact in C([0, T ];X).
The third one can be found in Majda [21].
Lemma 2.3. [21] Let r, a and b be constants such that
1
r
=
1
a
+
1
b
, and 1 ≤ a, b, r ≤ ∞.
∀s ≥ 1, if f, g ∈W s,a ∩W s,b(R3), then it holds that
|∇s(fg)− f∇sg|r ≤ Cs
(|∇f |a|∇s−1g|b + |∇sf |b|g|a), (2.3)
|∇s(fg)− f∇sg|r ≤ Cs
(|∇f |a|∇s−1g|b + |∇sf |a|g|b), (2.4)
where Cs > 0 is a constant depending only on s, and ∇sf (s > 1) is the set of all ∂ζxf
with |ζ| = s. Here ζ = (ζ1, ζ2, ζ3) ∈ R3 is a multi-index.
The following lemma is important in the derivation of the a priori estimates in Section
3, which can be found in Remark 1 of [1].
Lemma 2.4. [1] If f(t, x) ∈ L2([0, T ];L2), then there exists a sequence sk such that
sk → 0, and sk|f(sk, x)|22 → 0, as k → +∞.
The following regularity estimate for the Lame´ operator is standard in harmonic anal-
ysis.
Lemma 2.5. [27] If u ∈ D1,q(R3) with 1 < q < +∞ is a weak solution to the problem

−α△u− (α+ β)∇divu = Lu = Z,
u→ 0 as |x| → +∞,
(2.5)
then it holds that
|u|Dk+2,q ≤ C|Z|Dk,q ,
where the constant C > 0 depends only on α, β and q.
The final lemma is useful to improve a weak convergence to the strong convergence.
Lemma 2.6. [21] If the function sequence {wn}∞n=1 converges weakly to w in a Hilbert
space X, then it converges strongly to w in X if and only if
‖w‖X ≥ lim supn→∞‖wn‖X .
3. Local-in-time well-posedness of regular solutions
This section is devoted to proving Theorem 1.1. To this end, we first reformulate the
original Cauchy problem (1.1)-(1.7) as (3.2)-(3.5) below in terms of some new variables,
and then establish the local well-posedness of the smooth solution to (3.2)-(3.5). In the
end of this section, one can show that the existence result for the reformulated problem
indeed implies Theorem 1.1.
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3.1. Reformulation. In terms of variables
φ =
Aγ
γ − 1ρ
γ−1, ψ =
δ
δ − 1∇ρ
δ−1 =
δ
δ − 1
( Aγ
γ − 1
) 1−δ
γ−1∇φ δ−1γ−1 = (ψ(1), ψ(2), ψ(3)) (3.1)
and u, the system (1.1) can be rewritten as

φt + u · ∇φ+ (γ − 1)φdivu = 0,
ut + u · ∇u+∇φ+ aφ2eLu = ψ ·Q(u),
ψt +∇(u · ψ) + (δ − 1)ψdivu+ δaφ2e∇divu = 0,
(3.2)
where
a =
( Aγ
γ − 1
) 1−δ
γ−1
, and e =
δ − 1
2(γ − 1) < 0. (3.3)
The initial data is given by
(φ, u, ψ)|t=0 = (φ0, u0, ψ0) =
( Aγ
γ − 1ρ
γ−1
0 (x), u0(x),
δ
δ − 1∇ρ
δ−1
0 (x)
)
, x ∈ R3. (3.4)
(φ, u, ψ) is assumed to satisfy the far field behavior:
(φ, u, ψ) → (0, 0, 0), as |x| → +∞, t ≥ 0. (3.5)
To prove Theorem 1.1, our first step is to establish the following well-posedness to the
reformulated problem (3.2)-(3.5).
Theorem 3.1. Let (1.11) hold. If the initial data (φ0, u0, ψ0) satisfies:
φ0 > 0, (φ0, u0) ∈ H3, ψ0 ∈ D1 ∩D2, ∇φe0 ∈ L4, (3.6)
and the initial compatibility conditions:
∇u0 = φ−e0 g1, aLu0 = φ−2e0 g2, ∇
(
aφ2e0 Lu0
)
= φ−e0 g3, (3.7)
for some (g1, g2, g3) ∈ L2, then there exist a time T∗ > 0 and a unique classical solution(
φ, u, ψ = aδδ−1∇φ2e
)
to the Cauchy problem (3.2)-(3.5), satisfying
φ ∈ C([0, T∗];H3), ∇φ/φ ∈ L∞([0, T∗];L∞ ∩ L6 ∩D1,3 ∩D2),
ψ ∈ C([0, T∗];D1 ∩D2), φ−2e ∈ L∞([0, T∗];L∞ ∩D1,6 ∩D2,3 ∩D3),
u ∈ C([0, T∗];H3) ∩ L2([0, T∗];H4), φ2e∇u ∈ L∞([0, T∗];D1),
φ2e∇2u ∈ C([0, T∗];H1), φ2e∇2u ∈ L2([0, T∗];D2), φe∇u ∈ C([0, T∗];L2),
φe∇ut ∈ L∞([0, T∗];L2), ut ∈ C([0, T∗];H1) ∩ L2([0, T∗];D2),
(φ2e∇2u)t ∈ L2([0, T∗];L2), utt ∈ L2([0, T∗];L2), t
1
2u ∈ L∞([0, T∗];D4),
t
1
2ut ∈ L∞([0, T∗];D2) ∩ L2([0, T∗];D3), t
1
2utt ∈ L∞([0, T∗];L2) ∩ L2([0, T∗];D1).
(3.8)
This theorem will be proved in the subsequent four Subsections 3.2-3.6.
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3.2. Linearization. In order to solve the nonlinear problem (3.2)-(3.5), we need to con-
sider the corresponding linearized problem. Before this, it is necessary to analyze the
structure of the equations (3.2).
3.2.1. Structure of the nonlinear equations (3.2). First, due to the definition of ψ, if ψ ∈
D1,2(K) ∩D2,2(K) for any compact set K ⊂ R3, a direct calculation shows that
∂iψ
(j) = ∂jψ
(i) for i, j = 1, 2, 3
in the sense of distributions. Thus, (3.2)2 can be rewritten as
ψt +
3∑
l=1
Al∂lψ +Bψ + δaφ
2e∇divu = 0, (3.9)
where Al = (a
l
ij)3×3 for i, j, l = 1, 2, 3, are symmetric with
alij = u
(l) for i = j; otherwise alij = 0,
and B = (∇u)⊤ + (δ − 1)divuI3. This implies that the subtle source term ψ could be
controlled by the symmetric hyperbolic system (3.9).
Second, for equations (3.2)3, note that the coefficients aφ
2e in front of the Lame´ operator
L will tend to∞ as φ→ 0 in the far filed. In order to make full use of this special structure,
though system (3.2) for (φ, u, ψ) has been already a closed one, it is helpful to get some
more precise estimates by introducing two auxiliary quantities:
ϕ = φ−2e, f = ψϕ =
2aeδ
δ − 1
∇φ
φ
= (f (1), f (2), f (3)). (3.10)
Next, we will show formally the time evolution mechanisms of (ϕ, f) based on the initial
regularities (3.6) and system (3.2). On the one hand, it follows from (3.1) and (3.10) that
ψ0 =
aδ
δ − 1∇ϕ
−1
0 = −
aδ
δ − 1ϕ
−2
0 ∇ϕ0, f0 = ϕ0ψ0, (3.11)
which, along with (3.6), implies that
ϕ0 =φ
−2e
0 ∈ L∞ ∩D1,6 ∩D2,3 ∩D3, f0 =
2aeδ
δ − 1∇φ0/φ0 ∈ L
∞ ∩ L6 ∩D1,3 ∩D2. (3.12)
On the other hand, it follows from (3.1) and equations (3.2) that
ϕt + u · ∇ϕ− (δ − 1)ϕdivu =0,
ft +∇(u · f) + aδ∇divu =0. (3.13)
If f ∈ D1,2(K) ∩D2,2(K) for any compact set K ⊂ R3, a direct calculation shows that
∂if
(j) = ∂jf
(i) for i, j = 1, 2, 3
in the sense of distributions. Then (3.13)2 can be written as
ft +
3∑
l=1
Al∂lf +B
∗f + aδ∇divu = 0, (3.14)
where B∗ = (∇u)⊤. Thus f satisfies the symmetric hyperbolic system (3.14).
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It should be pointed out that a key observation here is that the structure in (3.13)-
(3.14) for (ϕ, f) makes it possible to show that the subtle term aφ2eLu is well defined in
H2 when vacuum appears in the far field.
3.2.2. Linearized problem for uniformly positive initial density and artificial viscosity. Mo-
tivated by the above observations, we will consider the following linearized problem for
(φ, u, h): 

φt + v · ∇φ+ (γ − 1)φdivv = 0,
ut + v · ∇v +∇φ+ a
√
h2 + ǫ2Lu = ψ ·Q(v),
ht + v · ∇h+ (δ − 1)gdivv = 0,
(φ, u, h)|t=0 = (φ0, u0, h0) =
(
φ0, u0, (φ0)
2e
)
, x ∈ R3,
(φ, u, h)→ (φ∞, 0, h∞), as |x| → +∞, t ≥ 0,
(3.15)
where ǫ and φ∞ are both positive constants,
h∞ = (φ∞)2e, ψ =
aδ
δ − 1∇h,
v = (v(1), v(2), v(3)) ∈ R3 is a known vector and g is a known real (scalar) function satisfying
(v(0, x), g(0, x)) = (u0, h0) = (u0, (φ0)
2e) and:
g ∈ L∞ ∩ C([0, T ]× R3), ∇g ∈ C([0, T ];H2), gt ∈ C([0, T ];H2),
∇gtt ∈ L2([0, T ];L2), v ∈ C([0, T ];H3) ∩ L2([0, T ];H4), t
1
2 v ∈ L∞([0, T ];D4),
vt ∈ C([0, T ];H1) ∩ L2([0, T ];D2), vtt ∈ L2([0, T ];L2),
t
1
2 vt ∈ L∞([0, T ];D2) ∩ L2([0, T ];D3), t
1
2 vtt ∈ L∞([0, T ];L2) ∩ L2([0, T ];D1),
(3.16)
where T > 0 is an arbitrary constant.
Now the following global well-posedness in [0, T ] × R3 of a classical solution to (3.15)
can be obtained by the standard theory ([5, 13, 21]) at least when φ0 is uniformly positive
and ǫ > 0.
Lemma 3.1. Let (1.11) hold and ǫ > 0. Assume that (φ0, u0, h0 = (φ0)
2e) satisfies
η < φ0, φ0 − φ∞ ∈ H3, u0 ∈ H3, (3.17)
for some constant η > 0. Then for any T > 0, there exists a unique classical solution
(φ, u, h) in [0, T ]× R3 to (3.15) such that
φ− φ∞ ∈ C([0, T ];H3), h ∈ L∞ ∩ C([0, T ]× R3), ∇h ∈ C([0, T ];H2),
ht ∈ C([0, T ];H2), u ∈ C([0, T ];H3) ∩ L2([0, T ];H4),
ut ∈ C([0, T ];H1) ∩ L2([0, T ];D2), utt ∈ L2([0, T ];L2), t
1
2u ∈ L∞([0, T ];D4),
t
1
2ut ∈ L∞([0, T ];D2) ∩ L2([0, T ];D3), t
1
2utt ∈ L∞([0, T ];L2) ∩ L2([0, T ];D1).
(3.18)
Remark 3.1. For the initial assumption on h0, due to
η < φ0, φ0 − φ∞ ∈ H3 and h0 = (φ0)2e,
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it holds that
h0 ∈ L∞ and ∇h0 ∈ H2.
Next we are going to establish the uniform a priori estimates independent of (ǫ, η) for
the unique solution (φ, u, h) to (3.15) obtained in Lemma 3.1.
3.3. A priori estimates independent of (ǫ, η). Let (φ0, u0, h0 = (φ0)
2e) be a given
initial data satisfying the hypothesis of Lemma 3.1, and assume that there exists a constant
c0 > 0 independent o f η such that
IN0 = 2 + φ
∞ + ‖φ0 − φ∞‖3 + |∇h0|D1∩D2 + ‖u0‖3 + |g1|2 + |g2|2
+|g3|2 + ‖h−10 ‖L∞∩D1,6∩D2,3∩D3 + ‖∇h0/h0‖L∞∩L6∩D1,3∩D2 ≤c0,
(3.19)
where
g1 = φ
e
0∇u0, g2 = aφ2e0 Lu0 and g3 = φe0∇
(
aφ2e0 Lu0
)
. (3.20)
Remark 3.2. The choice of the constant c0, independent of η, will be verified in the limit
process from the non-vacuum problem to the one with far field vacuum in Subsection §3.6
(see (3.131)).
Remark 3.3. First, it follows from (3.20), φ0 > η and the far field behavior of (φ, u, h)
shown in (3.15)5 that 

aL(φ2e0 u0) = g2 −
δ − 1
δ
G(ψ0, u0),
φ2e0 u0 → 0 as |x| → +∞,
(3.21)
where
G =αψ0 · ∇u0 + αdiv(u0 ⊗ ψ0) + (α+ β)
(
ψ0divu0 + ψ0 · (∇u0) + u0 · ∇ψ0
)
.
Then Lemma 2.5 and (3.19) imply that
|φ2e0 u0|D2 ≤ C
(|g2|2 + |G(ψ0, u0)|2) ≤ C1 <+∞,
|φ2e0 ∇2u0|2 ≤ C(|φ2e0 u0|D2 + |∇ψ0|6|u0|3 + |ψ0|∞|∇u0|2|) ≤ C1 <+∞,
(3.22)
where C1 is a positive constant depending on (c0, A, α, β, γ, δ), but is independent of (ǫ, η).
Second, due to ∇2φ2e0 ∈ L2 and (3.22), one gets easily
|φe0∇2φ0|2 + |φe0∇(ψ0 ·Q(u0))|2 ≤ C1 < +∞. (3.23)
Now we fix T > 0, and assume that there exist some time T ∗ ∈ (0, T ] and constants ci
(i = 1, ..., 5) such that
1 < c0 ≤ c1 ≤ c2 ≤ c3 ≤ c4 ≤ c5,
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and
sup
0≤t≤T ∗
‖∇g(t)‖2D1∩D2 ≤ c21, sup
0≤t≤T ∗
‖v(t)‖21 +
∫ T ∗
0
(
|v|2D2 + |vt|22
)
dt ≤c22,
sup
0≤t≤T ∗
(|v|2D2 + |vt|22 + |g∇2v|22)(t) +
∫ T ∗
0
(
|v|2D3 + |vt|2D1
)
dt ≤c23,
sup
0≤t≤T ∗
(|v|2D3 + |vt|2D1 + |gt|2D1)(t) +
∫ T ∗
0
(
|v|2D4 + |vt|2D2 + |vtt|22
)
dt ≤c24,
sup
0≤t≤T ∗
(|g∇2v|2D1 + |gt|2∞)(t) +
∫ T ∗
0
(
|(g∇2v)t|22 + |g∇2v|2D2
)
dt ≤c24,
ess sup
0≤t≤T ∗
t
(|vt|2D2 + |v|2D4 + |vtt|22)(t) +
∫ T ∗
0
t
(|vtt|2D1 + |vt|2D3)dt ≤c25.
(3.24)
T ∗ and ci (i = 1, ..., 5) will be determined later (see (3.79)), and depend only on c0 and
the fixed constants (A,α, β, γ, δ, T ).
In the following we are going to establish a series of uniform local (in time) estimates
independent of (ǫ, η) listed as Lemmas 3.2-3.7. Hereinafter, C ≥ 1 will denote a generic
positive constant depending only on fixed constants (A,α, β, γ, δ, T ).
3.3.1. The a priori estimates for φ. Now we estimate φ.
Lemma 3.2. Let (φ, u, h) be the unique classical solution to (3.15) in [0, T ] ×R3. Then
‖φ(t) − φ∞‖23 ≤ Cc20, |φt(t)|2 ≤ Cc0c2, |φt(t)|D1 ≤Cc0c3,
|φt(t)|D2 ≤ Cc0c4, |φtt(t)|2 ≤ Cc34,
∫ t
0
‖φtt‖21ds ≤Cc20c24,
(3.25)
for 0 ≤ t ≤ T1 = min(T ∗, (1 + c4)−2).
Proof. First, the stand energy estimates argument for transport equations and (3.24) give
‖φ(t)− φ∞‖3 ≤
(
‖φ0 − φ∞‖3 + φ∞
∫ t
0
‖∇v‖3ds
)
exp
(
C
∫ t
0
‖v‖4ds
)
≤Cc0 for 0 ≤ t ≤ T1 = min(T ∗, (1 + c4)−2).
(3.26)
Second, it follows from the equation (3.15)1 and (2.2) that, for 0 ≤ t ≤ T1,

|φt(t)|2 ≤ C‖v‖1(‖∇φ‖1 + |φ|∞) ≤ Cc0c2,
|φt(t)|D1 ≤ C‖v‖2(‖∇φ‖1 + |φ|∞) ≤ Cc0c3,
|φt(t)|D2 ≤ C‖v‖3(‖∇φ‖2 + |φ|∞) ≤ Cc0c4.
(3.27)
At last, using the relation
φtt = −vt · ∇φ− v · ∇φt − (γ − 1)φtdivv − (γ − 1)φdivvt,
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and the assumption (3.24), one has, for 0 ≤ t ≤ T1, that
|φtt(t)|2 ≤ C
(‖vt‖1(|φ|∞ + ‖∇φ‖2) + ‖φt‖1‖v‖2) ≤Cc34,∫ t
0
‖φtt‖21ds ≤ C
∫ t
0
(‖vt‖22(‖∇φ‖2 + |φ|∞) + ‖v‖23‖φt‖22)ds ≤Cc20c24. (3.28)

3.3.2. The a priori estimates for ψ. Next, we estimate ψ, which will be used to deal with
the degenerate elliptic operator.
Lemma 3.3. Let (φ, u, h) be the unique classical solution to (3.15) in [0, T ] ×R3. Then
|ψ(t)|2∞ + ‖ψ(t)‖2D1∩D2 ≤ Cc20, |ψt(t)|2 ≤ Cc23, |ht(t)|2∞ ≤ Cc33c4,
|ψt(t)|2D1 +
∫ t
0
(|ψtt|22 + |htt|26)ds ≤ Cc44, for 0 ≤ t ≤ T1. (3.29)
Proof. Due to ψ = aδδ−1∇h and the equation (3.15)3, ψ satisfies the following system:
ψt +
3∑
l=1
Al(v)∂lψ +B
∗(v)ψ + aδ
(
g∇divv +∇gdivv) = 0. (3.30)
First, set ς = (ς1, ς2, ς3)
⊤ (1 ≤ |ς| ≤ 2 and ςi = 0, 1, 2). Applying ∂ςx to (3.30), multiply-
ing by 2∂ςxψ and then integrating over R
3, one can get
d
dt
|∂ςxψ|22 ≤
( 3∑
l=1
|∂lAl|∞ + |B∗|∞
)
|∂ςxψ|22 + |Θς |2|∂ςxψ|2, (3.31)
where
Θς = ∂
ς
x(B
∗ψ)−B∗∂ςxψ +
3∑
l=1
(
∂ςx(Al∂lψ)−Al∂l∂ςxψ
)
+ aδ∂ςx
(
g∇divv +∇gdivv).
For |ς| = 1, it is easy to obtain
|Θς |2 ≤C
(|∇2v|2(|ψ|∞ + |∇g|∞) + |∇v|∞(|∇ψ|2 + |∇2g|2) + |g∇2v|D1). (3.32)
Similarly, for |ς| = 2, one has
|Θς |2 ≤C
(|∇v|∞(|∇2ψ|2 + |∇3g|2) + |∇2v|3(|∇ψ|6 + |∇2g|6))
+ C|∇3v|2(|ψ|∞ + |∇g|∞) + C|g∇divv|D2 .
(3.33)
It follows from (3.31)-(3.33) and Gagliardo-Nirenberg inequality that
d
dt
‖ψ(t)‖D1∩D2 ≤ Cc4‖ψ(t)‖D1∩D2 +C|g∇divv|D2 + Cc24,
which, along with the Gronwall’s inequality, implies that for 0 ≤ t ≤ T1,
‖ψ(t)‖D1∩D2 ≤
(
c0 + Cc
2
4t+ C
∫ t
0
|g∇divv|D2ds
)
exp(Cc4t) ≤ Cc0. (3.34)
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Second, according to equations (3.30), for 0 ≤ t ≤ T1, it holds that

|ψt(t)|2 ≤ C
(|v|∞|ψ|D1 + |∇v|2|ψ|∞ + |g∇2v|2 + |∇g|∞|∇v|2) ≤ Cc23,
|∇ψt(t)|2 ≤ C
(‖v‖3(‖ψ‖D1∩D2 + ‖∇g‖D1∩D2) + |g∇2v|D1) ≤ Cc24. (3.35)
Similarly, using
ψtt = −∇(v · ψ)t − aδ
(
g∇divv +∇gdivv)
t
,
for 0 ≤ t ≤ T1, one gets∫ t
0
|ψtt|22ds ≤C
∫ t
0
(|vt|26|∇ψ|23 + |∇v|2∞|ψt|22 + |v|2∞|∇ψt|22 + |ψ|2∞|∇vt|22)ds
+
∫ t
0
(|(g∇divv)t|22 + |∇g|2∞|∇vt|22 + |∇v|2∞|∇gt|22)ds ≤ Cc44.
(3.36)
Finally, it follows from (2.2) and (3.24) that
|gdivv|∞ ≤C|gdivv|
1
2
D1
|gdivv|
1
2
D2
≤ C(|∇g|∞|∇v|2 + |g∇2v|2) 12
· (|∇2g|2|∇v|∞ + |∇g|∞|∇2v|2 + |g∇2v|D1) 12 ≤ Cc 323 c 124 . (3.37)
Then, together with (3.15)3, one gets easily that for 0 ≤ t ≤ T1,
|ht(t)|∞ ≤ C(|v|∞|ψ|∞ + |gdivv|∞) ≤Cc
3
2
3 c
1
2
4 ,∫ t
0
|htt|26ds ≤ C
∫ t
0
(|v|∞|ψt|6 + |vt|6|ψ|∞ + |gt|∞|∇v|6 + |g∇vt|6)2ds ≤Cc44, (3.38)
where one has used the fact that
|g∇vt|6 ≤C
(|∇g|∞|∇vt|2 + |g∇2vt|2)
≤C(|∇g|∞|∇vt|2 + |(g∇2v)t|2 + |gt|∞|∇2v|2) ≤ Cc24.

3.3.3. The a priori estimates for two h-related auxiliary variables. In order to obtain the
uniformly a priori estimates and life span independent of the lower bound η of φ0 for the
solutions to the corresponding nonlinear problem, it is helpful to give some more precise
estimates for another two new h-related quantities ϕ and f :
ϕ = h−1, f = ψϕ =
aδ
δ − 1∇h/h = (f
(1), f (2), f (3)).
Lemma 3.4. Let (φ, u, h) be the unique classical solution to (3.15) in [0, T ] ×R3. Then
‖ϕ(t)‖2D1,6∩D2,3∩D3 + ‖f(t)‖2L∞∩L6∩D1,3∩D2 ≤Cc40,
h(t, x) >
1
2c0
,
2
3
η−2e < ϕ(t, x) < 2|ϕ0|∞ ≤2c0,
‖ϕt(t)‖2L6∩D1,3∩D2 + ‖ft(t)‖2L3∩D1 ≤Cc104 ,
(3.39)
for 0 ≤ t ≤ T2 = min{T1, (1 + Cc4)−4}.
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Proof. Step 1: Estimates on ϕ. It is easy to see that ϕ satisfies the following equation
ϕt + v · ∇ϕ− (δ − 1)gϕ2divv = 0. (3.40)
First, along with the particle path X(t;x0) defined by

d
dsX(t;x0) = v(s,X(t;x0)), 0 ≤ t ≤ T ;
X(0;x0) = x0, x ∈ R3,
(3.41)
one has
ϕ(t,X(t;x0)) = ϕ0(x0)
(
1 + (1− δ)ϕ0(x0)
∫ t
0
gdivv(s,X(s;x0))ds
)−1
, (3.42)
which, along with (3.40), implies that for T2 = min{T1, (1 + Cc4)−4},
2
3
η−2e < ϕ(t, x) < 2|ϕ0|∞ ≤ 2c0, for [t, x] ∈ [0, T2]× R3. (3.43)
Second, by the standard energy estimates for transport equations, one can obtain
d
dt
|∇ϕ|6 ≤CF (t)|∇ϕ|6 + C|ϕ|2∞
(|g∇2v|6 + |∇v|∞|∇g|6),
d
dt
|∇2ϕ|3 ≤CF (t)|∇2ϕ|3 + C|∇ϕ|6
(|∇2v|6 + |∇ϕ|6|gdivv|∞)
+ C|ϕ|2∞
(|g∇2divv|3 + |∇2g|3|∇v|∞ + |∇g|∞|∇2v|3)
+ C|ϕ|∞|∇ϕ|6
(|g∇2v|6 + |∇g|∞|∇v|6),
d
dt
|∇3ϕ|2 ≤CF (t)|∇3ϕ|2 + C
(|∇ϕ|6|∇3v|3 + |∇2ϕ|3|∇2v|6)
+ C|ϕ|2∞(|g∇3divv|2 + |∇v|∞|∇3g|2 + |∇2g|6|∇2v|3 + |∇g|∞|∇3v|2)
+ C|gdivv|∞|∇ϕ|6|∇2ϕ|3 + C|∇ϕ|26(|∇g|∞|∇v|6 + |g∇2v|6)
+ C|ϕ|∞|∇2ϕ|3(|∇g|∞|∇v|6 + |g∇2v|6)
+ C|ϕ|∞|∇ϕ|6(|∇g|∞|∇2v|3 + |∇2g|6|∇v|6 + |g∇2divv|3),
where F (t) = |∇v|∞ + |ϕ|∞|gdivv|∞. It follows from the Gronwall’s inequality that
|ϕ(t)|2D1,6 + |ϕ(t)|2D2,3 + |ϕ(t)|2D3 ≤ Cc20, for 0 ≤ t ≤ T2.
Finally, due to the equation (3.40), for 0 ≤ t ≤ T2, it holds that
|ϕt(t)|6 ≤C
(|v|∞|∇ϕ|6 + |ϕ|2∞|gdivv|6) ≤ Cc43,
|∇ϕt(t)|3 ≤C
(|v|∞|∇2ϕ|3 + |∇v|6|∇ϕ|6 + |g∇v|6|∇ϕ|6|ϕ|∞)
+ C|ϕ|2∞
(|∇g|∞|∇v|3 + |g∇2v|3) ≤ Cc43,
|∇2ϕt(t)|2 ≤C
(|v|∞|∇3ϕ|2 + |∇v|6|∇2ϕ|3 + |∇2v|3|∇ϕ|6)
+ C|ϕ|2∞
(|∇g|∞|∇2v|2 + |g∇3v|2 + |∇v|∞|∇2g|2)
+ C|ϕ|∞|∇ϕ|6(|g∇2v|3 + |∇g|∞|∇v|3)
+ C|g∇v|6
(|∇ϕ|26 + |ϕ|∞|∇2ϕ|3) ≤ Cc44.
(3.44)
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Step 2: Estimates on f . Based on the estimates obtained in Lemma 3.3 and the above
step, due to f = ψϕ, it is easy to check that for 0 ≤ t ≤ T2,
|f(t)|∞ ≤Cc20, |f(t)|6 ≤ |ψ|6|ϕ|∞ ≤ Cc20,
|∇f(t)|3 ≤C
(|∇ϕ|6|ψ|6 + |ϕ|∞|∇ψ|3) ≤ Cc20,
|∇2f(t)|2 ≤C
(|ϕ|∞|∇2ψ|2 + |ψ|6|∇2ϕ|3 + |∇ϕ|6|∇ψ|3) ≤ Cc20,
|ft(t)|3 ≤C
(|ψ|6|ϕt|6 + |ϕ|∞|ψt|3)(t) ≤ Cc54,
|∇ft(t)|2 ≤C
(|ψ|6|∇ϕt|3 + |ϕ|∞|∇ψt|2 + |∇ψ|3|ϕt|6 + |∇ϕ|6|ψt|3)(t) ≤ Cc54.

It follows from the definition that f satisfies the following equations:
ft +
3∑
l=1
Al(v)∂lf +B
∗(v)f + aδ
(
gϕ∇divv + ϕ∇gdivv)− (δ − 1)gϕfdivv = 0. (3.45)
3.3.4. The a priori estimates for u. Based on the estimates of φ and h obtained in Lemmas
3.2-3.4, we are now ready to give the lower order estimates for the velocity u as follows.
Lemma 3.5. Let (φ, u, h) be the unique classical solution to (3.15) in [0, T ] ×R3. Then
|
√
h∇u(t)|22 + ‖u(t)‖21 +
∫ t
0
(
‖∇u‖21 + |ut|22
)
ds ≤Cc40,
(|u|2D2 + |h∇2u|22 + |ut|22)(t) +
∫ t
0
(
|u|2D3 + |ut|2D1)ds ≤Cc92c3,
(3.46)
for 0 ≤ t ≤ T3 = min(T2, (1 + c4)−14).
Proof. Step 1: Estimate on |u|2. Multiplying (3.15)2 by u and integrating over R3, one
gets from Gagliardo-Nirenberg inequality, Ho¨lder’s inequality and Young’s inequality that
1
2
d
dt
|u|22 + aα|(h2 + ǫ2)
1
4∇u|22 + a(α+ β)|(h2 + ǫ2)
1
4divu|22
=−
∫ (
v · ∇v +∇φ+ a∇
√
h2 + ǫ2 ·Q(u)− ψ ·Q(v)) · u
≤C(|v|∞|∇v|2 + |∇φ|2 + |ψ|∞|√h∇u|2|ϕ| 12∞ + |ψ|∞|∇v|2)|u|2
≤Cc33|u|22 + Cc3 +
1
2
aα|
√
h∇u|22,
(3.47)
which, along with the Gronwall’s inequality, implies immediately that for 0 ≤ t ≤ T2,
|u(t)|22 +
aα
2
∫ t
0
|
√
h∇u|22ds ≤ C
(|u0|22 + c3t) exp(Cc33t) ≤ Cc20. (3.48)
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Step 2: Estimate on |∇u|2. Multiplying (3.15)2 by ut and integrating over R3, one
gets from the Gagliardo-Nirenberg, Ho¨lder’s and Young’s inequalities that
1
2
d
dt
(
aα|(h2 + ǫ2) 14∇u|22 + a(α+ β)|(h2 + ǫ2)
1
4divu|22
)
+ |ut|22
=−
∫ (
v · ∇v +∇φ+ a∇
√
h2 + ǫ2 ·Q(u) + ψ ·Q(v)) · ut
−
∫
a
h√
h2 + ǫ2
ht
(
α|∇u|2 + (α+ β)|divu|2)
≤C(|v|∞|∇v|2 + |∇φ|2 + |ψ|∞|√h∇u|2|ϕ| 12∞ + |ψ|∞|∇v|2)|ut|2
+ C|ht|∞|ϕ|∞|
√
h∇u|22 ≤ Cc34|
√
h∇u|22 + Cc43 +
1
2
|ut|22,
(3.49)
which, along with the Gronwall’s inequality, implies that for 0 ≤ t ≤ T2,
|
√
h∇u(t)|22 +
∫ t
0
|ut|22ds ≤ C(c20 + c43t) exp(Cc34t) ≤ Cc20, and |u(t)|D1 ≤ Cc
3
2
0 . (3.50)
It follows from the definitions of the Lame´ operator L and ψ that
aL(
√
h2 + ǫ2u) =a
√
h2 + ǫ2Lu−G(∇
√
h2 + ǫ2, u)
=− ut − v · ∇v −∇φ+ ψ ·Q(v)−G(∇
√
h2 + ǫ2, u).
(3.51)
Then Lemma 2.5 implies that
|
√
h2 + ǫ2u(t)|D2 ≤C
(∣∣ut + v · ∇v +∇φ− ψ ·Q(v)|2 + |G(∇√h2 + ǫ2, u)∣∣2)
≤C(|ut|2 + c 722 c 123 ),
|
√
h2 + ǫ2∇2u(t)|2 ≤C(|
√
h2 + ǫ2u|D2 + |∇ψ|3|u|6 + |ψ|∞|∇u|2|+ |ψ|2∞|u|2|ϕ|∞)
≤C(|
√
h2 + ǫ2u|D2 + c40
)
,
(3.52)
for 0 ≤ t ≤ T2, where one has used the fact that
|v · ∇v|2 ≤C|v|6|∇v|3 ≤ C|∇v|
3
2
2 |∇2v|
1
2
2 , |∇ψ|3|u|6 ≤ Cc0|∇u|2 ≤ Cc
5
2
0 .
According to (3.50) and (3.52), one gets∫ t
0
(|h∇2u|22 + |∇2u|22)ds ≤ Cc40, for 0 ≤ t ≤ T ′ = min(T2, (1 + c4)−8).
Step 3: Estimate on |u|D2 . First, applying ∂t to (3.15)2 yields
utt + a
√
h2 + ǫ2Lut = −(v · ∇v)t −∇φt − ah√
h2 + ǫ2
htLu+ (ψ ·Q(v))t. (3.53)
NAVIER-STOKES EQUATIONS 23
Second, multiplying (3.53) by ut and integrating over R
3 lead to
1
2
d
dt
|ut|22 + aα|(h2 + ǫ2)
1
4∇ut|22 + a(α+ β)|(h2 + ǫ2)
1
4divut|22
=
∫ (
− (v · ∇v)t −∇φt − a∇
√
h2 + ǫ2 ·Q(u)t
− ah√
h2 + ǫ2
htLu+ (ψ ·Q(v))t
)
· ut
≤C(|v|∞|∇vt|2 + |vt|2|∇v|∞ + |∇φt|2 + |ψ|∞|√h∇ut|2|ϕ| 12∞)|ut|2
+ C
(|ht|∞|∇2u|2 + |ψ|∞|∇vt|2 + |ψt|2|∇v|∞)|ut|2.
(3.54)
Integrating (3.54) over (τ, t) (τ ∈ (0, t)) and using Young’s inequality, one has
1
2
|ut(t)|22 +
aα
2
∫ t
τ
|
√
h∇ut(s)|22ds
≤1
2
|ut(τ)|22 + Cc44
∫ t
0
|ut(s)|22ds+ Cc24t+ Cc40, for 0 ≤ t ≤ T ′.
(3.55)
It follows from the momentum equations (3.15)2 that
|ut(τ)|2 ≤ C
(|v|∞|∇v|2 + |∇φ|2 + |(h + ǫ)Lu|2 + |ψ|∞|∇v|2)(τ), (3.56)
which, along with the assumption (3.16), Lemma 3.1 and (3.19)-(3.20), implies that
lim sup
τ→0
|ut(τ)|2 ≤C
(|v0|∞|∇v0|2 + |∇φ0|2 + |g2|2 + |Lu0|2 + |ψ0|∞|∇v0|2)
≤Cc20.
(3.57)
Letting τ → 0 in (3.55), one gets from the Gronwall’s inequality that for 0 ≤ t ≤ T ′,
|ut(t)|22 +
∫ t
0
|
√
h∇ut|22ds ≤ C(c24t+ c40) exp
(
Cc44t
) ≤ Cc40, ∫ t
0
|∇ut|22ds ≤ Cc50. (3.58)
It follows from (3.52) that for 0 ≤ t ≤ T ′,
|
√
h2 + ǫ2u(t)|D2 ≤Cc
7
2
2 c
1
2
3 , |h∇2u(t)|2 ≤ Cc
7
2
2 c
1
2
3 , |u(t)|D2 ≤ Cc
9
2
2 c
1
2
3 . (3.59)
By the classical estimates for elliptic systems in Lemma 2.5 and (3.51), one gets
|
√
h2 + ǫ2u(t)|D3 ≤C
(|ut + v · ∇v +∇φ− ψ ·Q(v)|D1 + |G(∇√h2 + ǫ2, u)|D1)
≤C(|ut|D1 + c63),
|
√
h2 + ǫ2∇3u(t)|2 ≤C
(|√h2 + ǫ2u(t)|D3 + ‖u‖2‖ψ‖D1∩D2)
+ C‖u‖1(1 + ‖ψ‖3D1∩D2)(1 + |ϕ|2∞)
≤C(|√h2 + ǫ2u(t)|D3 + c73),
(3.60)
which, along with (3.58)-(3.59), implies that,∫ t
0
(|h∇3u|22 + |h∇2u|2D1 + |u|2D3)ds ≤ Cc70,
for 0 ≤ t ≤ T3 = min(T ′, (1 + c4)−14) = min(T2, (1 + c4)−14).
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
Next some estimates on the higher order derivatives of the velocity u are established in
the following two lemmas.
Lemma 3.6. Let (φ, u, h) be the unique classical solution to (3.15) in [0, T ] ×R3. Then,
(|
√
h∇ut|22 + |ut|2D1 + |u|2D3 + |h∇2u|2D1)(t) +
∫ t
0
|ut|2D2ds ≤Cc163 ,∫ t
0
(
|utt|22 + |u|2D4 + |h∇2u|2D2 + |(h∇2u)t|22
)
ds ≤Cc110 ,
(3.61)
for 0 ≤ t ≤ T4 = min(T3, (1 + c4)−20).
Proof. Multiplying (3.53) by utt and integrating over R
3 give
1
2
d
dt
(
aα|(h2 + ǫ2) 14∇ut|22 + a(α+ β)|(h2 + ǫ2)
1
4divut|22
)
+ |utt|22
=
∫ (
− (v · ∇v)t −∇φt − ah√
h2 + ǫ2
htLu+
ah√
h2 + ǫ2
∇h ·Q(ut)
)
· utt
+
∫ ( ah√
h2 + ǫ2
ht
(
α|∇ut|2 + (α+ β)|divut|2
)
+ (ψ ·Q(v))t · utt
)
≤C(|vt|2|∇v|∞ + |v|∞|∇vt|2 + |∇φt|2 + |ht|∞|∇2u|2 + |ψt|2|∇v|∞)|utt|2
+ C
(|ψ|∞|∇vt|2 + |ψ|∞|ϕ| 12∞|√h∇ut|2)|utt|2 + C|ht|∞|ϕ|∞|√h∇ut|22.
(3.62)
Integrating (3.62) over (τ, t) shows that for 0 ≤ t ≤ T3,
|
√
h∇ut(t)|22 +
∫ t
τ
|utt|22ds ≤ C|(h2 + ǫ2)
1
4∇ut(τ)|22 + Cc144 t+ Cc34
∫ t
0
|
√
h∇ut|22ds. (3.63)
On the other hand, it follows from the momentum equations (3.15)2 that
|
√
h∇ut(τ)|2 ≤
(|√h∇(v · ∇v +∇φ+ a√h2 + ǫ2Lu− ψ ·Q(v))|2)(τ). (3.64)
Then by the assumption (3.16), Lemma 3.1, (3.19)-(3.20) and (3.22)-(3.23), one has
lim sup
τ→0
|
√
h∇ut(τ)|2 ≤C(|
√
h0∇(u0 · ∇u0)|2 + |
√
h0∇2φ0|2
+ |
√
h0∇(ψ0 ·Q(u0))|2 + |g3|2 + ǫ|∇Lu0|2)
≤C(|φe0u0|6|∇2u0|3 + |∇u0|∞|φe0∇u0|2|+ |φe0∇2φ0|2)
+C
(|φe0∇2u0|2|ψ0|∞ + |∇ψ0|3|φe0∇u0|6 + c0) ≤ Cc30,
(3.65)
which implies that
lim sup
τ→0
|√ǫ∇ut(τ)|2 ≤ lim sup
τ→0
√
ǫ|ϕ|
1
2
∞|
√
h∇ut(τ)|2 ≤ Cc
7
2
0 .
Letting τ → 0 in (3.63) and using the Gronwall’s inequality, one can obtain
|
√
h∇ut(t)|22 +
∫ t
0
|utt(s)|22ds ≤ C(c70 + c144 t) exp(Cc34t) ≤ Cc70, |∇ut(t)|22 ≤ Cc80, (3.66)
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for 0 ≤ t ≤ T3, which, along with (3.60), implies that
|
√
h2 + ǫ2u|D3 + |
√
h2 + ǫ2∇3u|2 + |h∇2u|D1 ≤ Cc73, |∇3u|2 ≤Cc83.
It follows from (3.53) that
a
√
h2 + ǫ2Lut =− utt − (v · ∇v)t −∇φt − ah√
h2 + ǫ2
htLu+ (ψ ·Q(v))t
=aL(
√
h2 + ǫ2ut) +G(∇
√
h2 + ǫ2, ut).
(3.67)
Now applying Lemma 2.5 to (3.51) and (3.67), one gets for 0 ≤ t ≤ T3,
|
√
h2 + ǫ2ut(t)|D2 ≤C
∣∣∣utt + (v · ∇v)t +∇φt − (ψ ·Q(v))t + ah√
h2 + ǫ2
htLu
∣∣∣
2
+ C|G(∇
√
h2 + ǫ2, ut)|2 ≤ C(|utt(t)|2 + c74),
|
√
h2 + ǫ2∇2ut(t)|2 ≤C(|
√
h2 + ǫ2ut(t)|D2 + ‖ψ‖D1∩D2 |∇ut|2 + |ψ|2∞|ut|2|ϕ|∞)
≤C(|
√
h2 + ǫ2ut|D2 + c84),
|(h∇2u)t(t)|2 ≤C
(|h∇2ut|2 + |ht|∞|∇2u|2) ≤ C(|utt(t)|2 + c84),
|u(t)|D4 ≤C
∣∣(h2 + ǫ2)− 12 (ut + v · ∇v +∇φ− ψ ·Q(v))∣∣D2
≤C(c20|utt(t)|2 + c104 ).
(3.68)
Using the momentum equations (3.15)2, for multi-index ξ ∈ R3 with |ξ| = 2, one has
aL(
√
h2 + ǫ2∇ξu) =a
√
h2 + ǫ2∇ξLu−G(∇
√
h2 + ǫ2,∇ξu)
=−
√
h2 + ǫ2∇ξ((h2 + ǫ2)− 12 (ut + v · ∇v +∇φ− ψ ·Q(v)))
−G(∇
√
h2 + ǫ2,∇ξu),
(3.69)
which implies that
|
√
h2 + ǫ2∇2u(t)|D2
≤C∣∣√h2 + ǫ2∇ξ((h2 + ǫ2)− 12 (ut + v · ∇v +∇φ− ψ ·Q(v)))∣∣2
+ C
(|ψ|∞|u|D3 + |∇ψ|3|∇2u|6 + |∇2u|2|ψ|2∞|ϕ|∞)
≤C(|ut(t)|D2 + c94).
(3.70)
Thus, for T4 = min(T3, (1 + c4)
−20), it holds that∫ T4
0
(|h∇2ut|22 + |ut|2D2 + |u|2D4 + |h∇2u|2D2 + |(h∇2u)t|22)dt ≤ Cc110 .

Lemma 3.7. Let (φ, u, h) be the unique classical solution to (3.15) in [0, T ] ×R3. Then,
t(|ut(t)|2D2 + |utt(t)|22 + |u(t)|2D4) +
∫ t
0
s(|utt|2D1 + |ut|2D3)ds ≤ Cc84, (3.71)
for 0 ≤ t ≤ T5 = min(T4, (1 + c5)−14).
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Proof. Now applying ∂t to (3.53) yields
uttt+a
√
h2 + ǫ2Lutt = −2vt · ∇vt − vtt · ∇v − v · ∇vtt −∇φtt − aǫ
2h2t
(h2 + ǫ2)
3
2
Lu
− ah√
h2 + ǫ2
httLu− 2 ah√
h2 + ǫ2
htLut + 2ψt ·Q(vt) + ψtt ·Q(v) + ψ ·Q(vtt).
(3.72)
Multiplying (3.72) by utt and integrating over R
3 give
1
2
d
dt
|utt|22 + aα|(h2 + ǫ2)
1
4∇utt|22 + a(α + β)|(h2 + ǫ2)
1
4divutt|22
=
∫ (
− 2vt · ∇vt − vtt · ∇v − v · ∇vtt −∇φtt − ah√
h2 + ǫ2
∇h ·Q(u)tt
)
· utt
−
∫ ( aǫ2h2t
(h2 + ǫ2)
3
2
Lu+
ah√
h2 + ǫ2
httLu
)
· utt
+
∫ (
− 2 ah√
h2 + ǫ2
htLut + 2ψt ·Q(vt) + ψtt ·Q(v) + ψ ·Q(vtt)
)
· utt
≤C(|∇vt|6|vt|3 + |∇v|∞|vtt|2 + |v|∞|∇vtt|2 + |htt|6|∇2u|3)|utt|2
+ C
(|φtt|2 + |ψ|∞|utt|2)|√h∇utt|2|ϕ| 12∞ + C|ht|2∞|ϕ|∞|∇2u|2|utt|2
+ C|ht|∞|∇2ut|2|utt|2 + C
(|ψt|3|∇vt|6 + |ψtt|2|∇v|∞ + |ψ|∞|∇vtt|2)|utt|2.
(3.73)
Multiplying both sides of (3.73) by t and integrating over (τ, t), one can get
t|utt(t)|22 +
aα
2
∫ t
τ
s|
√
h∇utt|22ds ≤ τ |utt(τ)|22 + Cc44 + Cc35
∫ t
τ
s|utt|22ds, (3.74)
where 0 ≤ t ≤ T5 = min(T4, (1 + c5)−20).
It follows from (3.66) and Lemma 2.4 that there exists a sequence sk such that
sk → 0, and sk|utt(sk, x)|22 → 0, as k → +∞.
Taking τ = sk and letting k → +∞ in (3.74), due to the Gronwall’s inequality, one has
t|utt(t)|22 +
∫ t
0
s|
√
h∇utt|22ds ≤Cc44 exp(c35t) ≤ Cc44∫ t
0
s|∇utt|22ds ≤Cc54.
(3.75)
According to (3.68), (3.70) and (3.75), it holds that
t
1
2 |∇2ut(t)|2 ≤ Cc0c24, t
1
2 |∇4u(t)|2 ≤Cc20c24. (3.76)
NAVIER-STOKES EQUATIONS 27
Then it follows from Lemma 2.5 and (3.67) that for 0 ≤ t ≤ T5,
|
√
h2 + ǫ2ut(t)|D3 ≤C
∣∣∣utt + (v · ∇v)t +∇φt − (ψ ·Q(v))t + ah√
h2 + ǫ2
htLu
∣∣∣
D1
+ C|G(∇
√
h2 + ǫ2, ut)|D1
≤C(|∇utt|2 + c104 + c4(|vt|D2 + |ut|D2)),
|
√
h2 + ǫ2∇3ut(t)|2 ≤C
(|√h2 + ǫ2ut|D3 + |ut|∞|∇2ψ|2 + |∇ut|6|∇ψ|3
+ |∇2ut|2|ψ|∞ + |∇ut|2‖ψ‖2D1∩D2 |ϕ|∞ + |ut|2|ψ|3∞|ϕ|22
)
,
(3.77)
which, along with (3.61) and (3.75)-(3.77), implies that∫ T5
0
t
(|√h2 + ǫ2ut|2D3 + |h∇3ut|22 + |∇3ut|22)dt ≤ Cc74. (3.78)

Then by Lemmas 3.2-3.7, for 0 ≤ t ≤ T5 = min(T ∗, (1 + Cc5)−20), one has
(‖φ− φ∞‖23 + ‖φt‖22 + |φtt|22)(t) + ∫ t
0
‖φtt‖21ds ≤Cc64,
‖ψ(t)‖2D1∩D2 ≤ Cc20, |ψt(t)|2 ≤Cc23,
|ht(t)|2∞ ≤ Cc33c4, h(t, x) >
1
2c0
, |ψt(t)|2D1 +
∫ t
0
(|ψtt|22 + |htt|26)ds ≤Cc44,
2
3
η−2e < ϕ,
(‖ϕ‖2L∞∩D1,6∩D2,3∩D3 + ‖f‖2L∞∩L6∩D1,3∩D2)(t) ≤Cc40,(‖ϕt‖2L6∩D1,3∩D2 + ‖ft‖2L3∩D1)(t) ≤Cc104 ,
|
√
h∇u|22 + ‖u(t)‖21 +
∫ t
0
(
‖∇u‖21 + |ut|22
)
ds ≤Cc40,
(|u|2D2 + |h∇2u|22 + |ut|22)(t) +
∫ t
0
(
|u|2D3 + |h∇2u|2D1 + |ut|2D1
)
ds ≤Cc92c3,
(|ut|2D1 + |√h∇ut|22 + |u|2D3 + |h∇2u|2D1)(t) +
∫ t
0
|ut|2D2ds ≤Cc163 ,∫ t
0
(
|utt|22 + |u|2D4 + |h∇u|2D1 + |h∇2u|2D2 + |(h∇2u)t|22
)
ds ≤Cc110 ,
t
(|ut|2D2 + |utt|22 + |u|2D4)(t) +
∫ t
0
(s|utt|2D1 + s|ut|2D3)ds ≤Cc84.
Therefore, defining the time
T ∗ = min(T, (1 + C
357
2 c5760 )
−20)
and constants
c1 = C
1
2 c0, c2 = C
1
2 c20, c3 = C
11
2 c180 , c4 = C
89
2 c1440 , c5 = C
357
2 c5760 , (3.79)
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one can obtain (‖φ− φ∞‖23 + ‖φt‖22 + |φtt|22)(t) + ∫ t
0
‖φtt‖21ds ≤c25,
‖ψ(t)‖2D1∩D2 ≤ c21, |ht|2∞ + |ψt(t)|2 ≤c24,
|ψt(t)|2D1 +
∫ t
0
(|ψtt|22 + |htt|22)ds ≤c25,
h >
1
2c0
,
2
3
η−2e < ϕ,
(‖ϕ‖2L∞∩D1,6∩D2,3∩D3 + ‖f‖2L∞∩L6∩D1,3∩D2)(t) ≤c22,(‖ϕt‖2L6∩D1,3∩D2 + ‖ft‖2L3∩D1)(t) ≤c35,
|
√
h∇u|22 + ‖u(t)‖21 +
∫ t
0
(
‖∇u‖21 + |ut|22
)
ds ≤c22,
(|u|2D2 + |h∇2u|22 + |ut|22)(t) +
∫ t
0
(
|u|2D3 + |h∇2u|2D1 + |ut|2D1
)
ds ≤c23,
(|√h∇ut|22 + |ut|2D1 + |u|2D3 + |h∇u|2D1 + |h∇2u|2D1)(t) +
∫ t
0
|ut|2D2ds ≤c24,∫ t
0
(
|utt|22 + |u|2D4 + |h∇2u|2D2 + |(h∇2u)t|22
)
ds ≤c24,
t
(|ut|2D2 + |utt|22 + |u|2D4)(t) +
∫ t
0
(s|utt|2D1 + s|ut|2D3)ds ≤c25,
(3.80)
for 0 ≤ t ≤ T ∗. In another word, given fixed c0 and T , there are positive constants T ∗,
ci (i = 1, 2, 3, 4, 5), depending only on c0 and T , such that if (3.24) holds for (g, v), then
(3.80) holds for the classical solution to (3.15) on [0, T ∗]× R3.
3.4. Passing to the limit ǫ → 0. With the help of the (ǫ, η)-independent estimates
established in (3.80), we now establish the local existence result for the following linearized
problem without artificial viscosity (i.e., ǫ = 0) under the assumption φ0 ≥ η,

φt + v · ∇φ+ (γ − 1)φdivv = 0,
ut + v · ∇v +∇φ+ ahLu = ψ ·Q(v),
ht + v · ∇h+ (δ − 1)gdivv = 0,
(φ, u, h)|t=0 = (φ0, u0, h0) =
(
φ0, u0, (φ0)
2e
)
, x ∈ R3,
(φ, u, h)→ (φ∞, 0, h∞ = (φ∞)2e), as |x| → +∞, t > 0.
(3.81)
Lemma 3.8. Let (1.11) hold. Assume that the initial data (φ0, u0, h0 = (φ0)
2e) satisfies
the hypothesis of Lemma 3.1, and there exists a positive constant c0 independent of η such
that (3.19) holds. Then there exist a time T ∗ > 0 independent of η, and a unique classical
solution (
φ, u, h, ψ =
aδ
δ − 1∇h
)
NAVIER-STOKES EQUATIONS 29
in [0, T ∗]×R3 to (3.81) satisfying (3.18) with T replaced by T ∗. Moreover, (φ, u, h) satisfies
the estimates in (3.80) independent of η.
Proof. We shall prove the existence, uniqueness and time continuity in two steps.
Step 1: Existence. First, it follows from Lemmas 3.1–3.7 that for every ǫ > 0 and
η > 0, there exist a time T ∗ > 0 independent of (ǫ, η), and a unique strong solution
(φǫ,η, uǫ,η, hǫ,η)(t, x) in [0, T ∗]×R3 to the linearized problem (3.15) satisfying the estimates
in (3.80), which are independent of (ǫ, η).
Second, using the characteristic method and the standard energy estimates for transport
equations, and (3.15)3, one gets easily that
‖hǫ,η(t)‖L∞∩D1 + |hǫ,ηt (t)|2 ≤ C(η, α, β, γ, δ, T, φ0 , u0), for 0 ≤ t ≤ T ∗. (3.82)
Then, by virtue or the uniform estimates in (3.80) independent of (ǫ, η), estimates in
(3.82) independent of ǫ, and the compactness in Lemma 2.2 (see [26]), one gets that for
any R > 0, there exists a subsequence of solutions (still denoted by) (φǫ,η, uǫ,η, hǫ,η), which
converges to a limit (φη , uη, hη) in the following strong sense:
(φǫ,η, uǫ,η, hǫ,η)→ (φη , uη, hη) in C([0, T ∗];H2(BR)), as ǫ→ 0. (3.83)
Again, due to the uniform estimates in (3.80) independent of η and the estimates in
(3.82) independent of ǫ, there exists a subsequence (of subsequence chosen above) of so-
lutions (still denoted by) (φǫ,η, uǫ,η, hǫ,η), which converges to (φη, uη , hη) as ǫ → 0 in the
following weak or weak* sense:
(φǫ,η − φ∞, uǫ,η)⇀ (φη − φ∞, uη) weakly* in L∞([0, T ∗];H3),
(φǫ,ηt , ψ
ǫ,η, hǫ,ηt )⇀ (φ
η
t , ψ
η , hηt ) weakly* in L
∞([0, T ∗];H2),
uǫ,ηt ⇀ u
η
t weakly* in L
∞([0, T ∗];H1),
(φǫ,ηtt ,∇3ϕǫ,η,∇2f ǫ,η)⇀ (φηtt,∇3ϕη ,∇2fη) weakly* in L∞([0, T ∗];L2),
(∇2ϕǫ,ηt ,∇f ǫ,ηt )⇀ (∇2ϕηt ,∇fηt ) weakly* in L∞([0, T ∗];L2),
t
1
2 (∇2uǫ,η, uǫ,ηtt ,∇4uǫ,η)⇀ t
1
2 (∇2uη, uηtt,∇4uη) weakly* in L∞([0, T ∗];L2),
(∇2ϕǫ,η,∇ϕǫ,ηt ,∇f ǫ,η, f ǫ,ηt )⇀ (∇2ϕη,∇ϕηt ,∇fη, fηt ) weakly* in L∞([0, T ∗];L3),
(∇ϕǫ,η, ϕǫ,ηt , f ǫ,η)⇀ (∇ϕη, ϕηt , fη) weakly* in L∞([0, T ∗];L6),
(hǫ,η, hǫ,ηt , ϕ
ǫ,η, f ǫ,η)⇀ (hη, hηt , ϕ
η , fη) weakly* in L∞([0, T ∗];L∞),
∇uǫ,η ⇀ ∇uη weakly in L2([0, T ∗];H3),
uǫ,ηt ⇀ u
η
t weakly in L
2([0, T ∗];H2),
φǫ,ηtt ⇀ φ
η
tt weakly in L
2([0, T ∗];H1),
(ψǫ,ηtt , h
ǫ,η
tt , u
ǫ,η
tt )⇀ (ψ
η
tt, h
η
tt, u
η
tt) weakly in L
2([0, T ∗];L2),
t
1
2 (∇uǫ,ηtt ,∇3uǫ,ηt )⇀ t
1
2 (∇uηtt,∇3uη)t) weakly in L2([0, T ∗];L2),
(3.84)
which, along with the lower semi-continuity of weak or weak* convergence, implies that
(φη, uη , hη) satisfies also the corresponding estimates in (3.80) and (3.82) except those
weighted estimates on uη.
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Collecting the uniform estimates on (φη, uη , hη) obtained above, together with the strong
convergence in (3.83) and the weak or weak* convergence in (3.84), one obtains that
√
hǫ,η(∇uǫ,η,∇uǫ,ηt )⇀
√
hη(∇uη,∇uηt ) weakly* in L∞([0, T ∗];L2),
hǫ,η∇2uǫ,η ⇀ hη∇2uη weakly* in L∞([0, T ∗];H1),
(hǫ,η∇2uǫ,η)t ⇀ (hη∇2uη)t weakly in L2([0, T ∗];L2),
hǫ,η∇2uǫ,η ⇀ hη∇2uη weakly in L2([0, T ∗];D1 ∩D2),
(3.85)
which, along with the lower semi-continuity of weak or weak* convergence again, implies
that (φη, uη , hη) satisfies also the uniform weighted estimates on uη.
Now we are going to show that (φη, uη, hη) is a weak solution in the sense of distribution
to (3.81). First, multiplying (3.81)2 by test function w(t, x) = (w
1, w2, w3) ∈ C∞c ([0, T ∗)×
R
3) on both sides, and integrating over [0, t)× R3 for t ∈ (0, T ∗], one has∫ t
0
∫ (
uǫ,η · wt − (v · ∇)v · w + φǫ,ηdivw
)
dxds
=−
∫
u0 · w(0, x) +
∫ t
0
∫ (√
(hǫ,η)2 + ǫ2Luǫ,η · w − ψǫ,η ·Q(v) · w
)
dxds.
(3.86)
It follows from the uniform estimates obtained above, the strong convergence in (3.83),
and the weak convergences in (3.84)-(3.85) that and letting ǫ→ 0 in (3.86) yields∫ t
0
∫ (
uη · wt − (v · ∇)v · w + φηdivw
)
dxds
=−
∫
u0 · w(0, x) +
∫ t
0
∫ (
hηLuη · w − ψη ·Q(v) · w
)
dxds.
(3.87)
Second, one can use the similar argument to show that (φη, hη) satisfies also the equations
in (3.81)1 and (3.81)3 and the initial data in the sense of distribution. So it is clear that
(φη, uη , hη) is a weak solution in the sense of distribution to the linearized problem (3.81),
satisfying the following regularities
φη − φ∞ ∈ L∞([0, T ∗];H3), hη ∈ L∞([0, T ∗]× R3), ∇hη ∈ L∞([0, T ∗];H2),
hηt ∈ L∞([0, T ∗];H2), uη ∈ L∞([0, T ];H3) ∩ L2([0, T ∗];H4),
uηt ∈ L∞([0, T ∗];H1) ∩ L2([0, T ∗];D2), uηtt ∈ L2([0, T ∗];L2),
t
1
2uη ∈ L∞([0, T ∗];D4), t 12uηt ∈ L∞([0, T ∗];D2) ∩ L2([0, T ∗];D3),
t
1
2uηtt ∈ L∞([0, T ∗];L2) ∩ L2([0, T ∗];D1).
(3.88)
Therefore, this weak solution (φη, uη, hη) of (3.81) is actually a strong one.
Step 2: Uniqueness and Time continuity. Due to the estimate hη > 12c0 , the uniqueness
and the time continuity of the strong solution obtained above can be proved via the
completely same arguments as in Lemma 3.1, so details are omitted.

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3.5. Construction of the nonlinear approximation solutions away from vacuum.
In this subsection, based on the assumption that φ0 > η, we will prove the local-in-time
well-posedness of the classical solution to the following Cauchy problem


φt + u · ∇φ+ (γ − 1)φdivu = 0,
ut + u · ∇u+∇φ+ aφ2eLu = ψ ·Q(u),
ψt +∇(u · ψ) + (δ − 1)ψdivu+ δaφ2e∇divu = 0,
(φ, u, ψ)|t=0 = (φ0, u0, ψ0) =
(
φ0, u0,
aδ
δ − 1∇(φ0)
2e
)
, x ∈ R3,
(φ, u, ψ) → (φ∞, 0, 0), as |x| → +∞, t ≥ 0,
(3.89)
whose life span is independent of η.
Theorem 3.2. Let (1.11) hold and φ∞ be a postive constant. Assume that the initial data
(φ0, u0, h0 = (φ0)
2e, ψ0 =
aδ
δ−1∇(φ0)2e) satisfies the hypothesis of Lemma 3.1, and there
exists a positive constant c0 independent of η such that (3.19) holds. Then there exist a
time T∗ > 0 and a unique classical solution
(
φ, u, h = φ2e, ψ =
aδ
δ − 1∇h
)
in [0, T∗]× R3 to the Cauchy problem (3.89) satisfying (3.18) and
φ−2e ∈ L∞([0, T∗];L∞ ∩D1,6 ∩D2,3 ∩D3), ∇φ/φ ∈ L∞([0, T∗];L∞ ∩ L6 ∩D1,3 ∩D2),
where T∗ is independent of η. Moreover, if the initial data satisfies (3.19), then estimates
(3.80) hold for (φ, u, h) with T ∗ replaced by T∗, and are independent of η.
The proof is given by an iteration scheme based on the estimates for the linearized
problem obtained in Sections 3.2-3.4. As in Section 3.3, we define constants ci (i = 1, ..., 5).
Let (φ0, u0, h0) be the solution to the following Cauchy problem


Xt + u0 · ∇X = 0 in (0,+∞)× R3,
Yt − Z△Y = 0 in (0,+∞) × R3,
Zt + u0 · ∇Z = 0 in (0,+∞)× R3,
(X,Y,Z)|t=0 = (φ0, u0, h0) = (φ0, u0, φ2e0 ) in R3,
(X,Y,Z)→ (φ∞, 0, h∞ = (φ∞)2e) as |x| → +∞, t > 0.
(3.90)
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Choose a time T ∗∗ ∈ (0, T ∗] small enough such that
sup
0≤t≤T ∗∗
‖∇h0(t)‖2D1∩D2 ≤ c21, sup
0≤t≤T ∗∗
‖u0(t)‖21 +
∫ T ∗∗
0
(
|u0|2D2 + |u0t |22
)
dt ≤c22,
sup
0≤t≤T ∗∗
(|u0|2D2 + |u0t |22 + |h0∇2u0|22)(t) +
∫ T ∗∗
0
(
|u0|2D3 + |u0t |2D1
)
dt ≤c23,
sup
0≤t≤T ∗∗
(|u0|2D3 + |u0t |2D1 + |h0t |2D1)(t) +
∫ T ∗∗
0
(
|u0|2D4 + |u0t |2D2 + |u0tt|22
)
dt ≤c24,
sup
0≤t≤T ∗∗
(|h0∇2u0|2D1 + |h0t |2∞)(t) +
∫ T ∗∗
0
(
|(h0∇2u0)t|22 + |h0∇2u0|2D2
)
dt ≤c24,
ess sup
0≤t≤T ∗∗
t
(|u0t |2D2 + |u0|2D4 + |u0tt|22)(t) +
∫ T ∗∗
0
t
(|u0tt|2D1 + |u0t |2D3)dt ≤c25.
(3.91)
Proof. The existence, uniqueness and time continuity can be proved as follows.
Step 1: Existence. Let the beginning step of our iteration be (v, g) = (u0, h0). Thus
one can get a classical solution (φ1, u1, h1) of problem (3.81). Inductively, one constructs
approximate sequences (φk+1, uk+1, hk+1) as follows: given (uk, hk) for k ≥ 1, define
(φk+1, uk+1, hk+1) by solving the following problem:


φk+1t + u
k · ∇φk+1 + (γ − 1)φk+1divuk = 0,
uk+1t + u
k · ∇uk +∇φk+1 + ahk+1Luk+1 = ψk+1 ·Q(uk),
hk+1t + u
k · ∇hk+1 + (δ − 1)hkdivuk = 0,
(φk+1, uk+1, hk+1)|t=0 = (φ0, u0, φ2e0 ),
(φk+1, uk+1, hk+1)→ (φ∞, 0, h∞ = (φ∞)2e), as |x| → +∞, t ≥ 0.
(3.92)
This problem can be solved from (3.81) by replacing (v, g) with (uk, hk), and (φk, uk, hk)
(k = 1, 2, ...) satisfy the uniform estimates (3.80).
Denote
ψk+1 =
aδ
δ − 1∇h
k+1, fk+1 = (hk+1)−1ψk+1 =
aδ
δ − 1∇h
k+1/hk+1, ϕk+1 = (hk+1)−1.
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Then problem (3.92) can be rewritten as


φk+1t + u
k · ∇φk+1 + (γ − 1)φk+1divuk = 0,
ϕk+1
(
uk+1t + u
k · ∇uk +∇φk+1) = −aLuk+1 + fk+1 ·Q(uk),
fk+1t +
3∑
l=1
Al(u
k)∂lf
k+1 +B∗(uk)fk+1 + aδ(ϕk)−1ϕk+1∇divuk
= −aδϕk+1∇hkdivuk + (δ − 1)(ϕk)−1ϕk+1fk+1divuk,
ϕk+1t + u
k · ∇ϕk+1 − (δ − 1)(ϕk)−1(ϕk+1)2divuk = 0,
(φk+1, uk+1, fk+1, ϕk+1)|t=0 =
(
φ0, u0, φ
−2e
0 ψ0, φ
−2e
0
)
,
(φk+1, uk+1, fk+1, ϕk+1)→ (φ∞, 0, 0, (φ∞)−2e), as |x| → +∞, t ≥ 0.
(3.93)
Step 1.1: Strong convergence of (φk, uk, fk, ϕk). Now we are going to prove that the
whole sequence (φk, uk, fk, ϕk) converges to a limit (φ, u, f, ϕ) in some strong sense. Set
φ
k+1
= φk+1 − φk, uk+1 = uk+1 − uk, fk+1 = fk+1 − fk, ϕk+1 = ϕk+1 − ϕk.
Notice that
(ϕk)−1ϕk+1∇divuk =ϕk+1hk∇divuk +∇divuk,
ϕk+1∇hkdivuk =δ − 1
aδ
fkdivuk
(
1 + ϕk+1hk
)
,
(ϕk)−1ϕk+1fk+1divuk =fk+1divuk
(
1 + ϕk+1hk
)
,
(ϕk)−1(ϕk+1)2divuk =ϕk+1ϕk+1hkdivuk + ϕkdivuk + ϕk+1divuk.
Then it follows from (3.93) that


φ
k+1
t + u
k · ∇φk+1 + uk · ∇φk + (γ − 1)(φk+1divuk + φkdivuk) = 0,
ϕk+1
(
uk+1t + u
k · ∇uk + uk · ∇uk−1)+ ϕk+1∇φk+1 + ϕk+1∇φk + aLuk+1
= −ϕk+1(ukt + uk−1 · ∇uk−1) + fk+1 ·Q(uk) + fk+1 ·Q(uk−1),
f
k+1
t +
3∑
l=1
Al(u
k)∂lf
k+1
+B∗(uk)f
k+1
+ aδ∇divuk = Υk1 +Υk2 +Υk3 ,
ϕk+1t + u
k · ∇ϕk+1 + uk · ∇ϕk + (1− δ)(ϕkdivuk + ϕk−1divuk +Υk4) = 0,
(3.94)
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where Υki (i = 1, ..., 4) are defined respectively as:
Υk1 =(1− δ)
(
f
k
divuk + fk−1divuk + ϕk+1fkhkdivuk − ϕkfk−1hk−1divuk−1
)
,
Υk2 =−
3∑
l=1
(Al(u
k)−Al(uk−1))∂lfk − (B∗(uk)−B∗(uk−1))fk
− aδ(ϕk+1hk∇divuk − ϕkhk−1∇divuk−1),
Υk3 =(δ − 1)
(
fk+1divukϕk+1hk − fkdivuk−1ϕkhk−1 + fk+1divuk + fkdivuk
)
,
Υk4 =ϕ
k+1ϕk+1hkdivuk − ϕkϕkhk−1divuk−1 + ϕk+1divuk − ϕkdivuk−1.
For φ
k+1
, multiplying (3.94)1 by 2φ
k+1
and integrating over R3 give
d
dt
|φk+1|22 ≤C
(|∇uk|∞|φk+1|2 + |uk|6|∇φk|3 + |∇uk|2|φk|∞)|φk+1|2. (3.95)
Then, applying derivative ∂ζx (|ζ| = 1) to (3.94)1, multiplying by 2∂ζxφk+1 and integrat-
ing over R3, one gets
d
dt
|∂ζxφk+1|22 ≤C
(|∇uk|∞|∇φk+1|2 + |∇φk|∞|∇uk|2 + |uk|6|∇2φk|3)|∇φk+1|2
+ C
(|∇2uk|3|φk+1|6 + |∇uk|2|∇φk|∞ + |φk|∞|∇divuk|2)|∇φk+1|2,
which, along with (3.95), implies that for t ∈ [0, T ∗∗],
d
dt
‖φk+1(t)‖21 ≤ Cσ−1‖φk+1(t)‖21 + σ‖∇uk(t)‖21, (3.96)
where σ ∈ (0, 1) is a constant to be determined.
For f
k+1
, multiplying (3.94)3 by 2f
k+1
and integrating over R3 yield
d
dt
|fk+1|22 ≤C|∇uk|∞|f
k+1|22 + C
( 3∑
i=1
|Υki |2 + |∇2uk|2
)
|fk+1|2
≤Cσ−1|fk+1|22 + C‖ϕk+1‖21 + σ(‖∇uk‖21 + ‖ϕk‖21 + |fk|22),
(3.97)
where one has used the fact that
|Υk1 |2 ≤C
(|fk|2|∇uk|∞ + |∇uk|2|fk−1|∞ + |fk|∞|ϕk+1|2|hk∇uk|∞)
+ C|fk−1|∞|hk−1∇uk−1|∞|ϕk|2,
|Υk2 |2 ≤C
(|∇fk|3|uk|6 + |fk|∞|∇uk|2)
+ C
(|ϕk+1|6|hk∇divuk|3 + |ϕk|6|hk−1∇divuk−1|3),
|Υk3 |2 ≤C
(|fk+1|∞|ϕk+1|2|hkdivuk|∞ + |fk|∞|hk−1divuk−1|∞|ϕk|2)
+
(|∇uk|∞|fk+1|2 + |fk|∞|∇uk|2).
(3.98)
In the rest of the proof of this subsection, set
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Rk(t) =(|∇uk|∞ + |ϕk+1|∞|hk∇uk|∞), Sk(t) = (|ukt |3 + |uk−1|∞|∇uk−1|3),
Mk(t) =(|fk|∞ + |fk−1|∞)|hk−1divuk−1|∞.
(3.99)
Then for ϕk+1, multiplying (3.94)4 by 2ϕ
k+1 and integrating over R3 lead to
d
dt
|ϕk+1|22 ≤CRk(t)|ϕk+1|22 + C|uk|3|∇ϕk|6|ϕk+1|2
+ C
(|∇uk|2|ϕk−1|∞ + |ϕk|2|∇uk|∞)|ϕk+1|2 + CRk−1|ϕk|2|ϕk+1|2. (3.100)
Then, applying ∂ζx (|ζ| = 1) to (3.94)4, multiplying by 2∂ζxϕk+1 and integrating over R3,
one has
d
dt
|∂ζxϕk+1|22
≤C(Rk + |hk∇uk|6|∇ϕk+1|6 + |ϕk+1|∞|hk∇2uk|3 + |∇2uk|3)|∇ϕk+1|22
+ C
(|∇ϕk−1|6|∇uk|3 + |ϕk+1|2|ϕk+1|∞|ψk|∞|∇uk|∞))|∇ϕk+1|2
+ C
(|uk|6|∇2ϕk|3 + |∇2uk|3|ϕk|6 + |∇uk|∞|∇ϕk|2)|∇ϕk+1|2
+ C
(|∇uk|3|∇ϕk−1|6 + |ϕk−1|∞|∇2uk|2)|∇ϕk+1|2
+ C(Rk−1 + |ϕk|∞|ψk−1|∞|∇uk−1|3 + |∇2uk−1|3)|∇ϕk|2|∇ϕk+1|2
+ C
(|ϕk|∞|hk−1∇2uk−1|3 + |∇ϕk|6|hk−1∇uk−1|6)|∇ϕk|2|∇ϕk+1|2,
which, along with (3.100), implies that for t ∈ [0, T ∗∗]
d
dt
‖ϕk+1(t)‖21 ≤ Cσ−1‖ϕk+1(t)‖21 + σ
(‖∇uk‖21 + ‖ϕk‖21). (3.101)
For uk+1, multiplying (3.94)2 by 2u
k+1 and integrating over R3 yield
d
dt
|√ϕk+1uk+1|22 + 2aα|∇uk+1|22 + 2a(α+ β)|divuk+1|22
=
∫ (
ϕk+1t |uk+1|2 − 2ϕk+1
(
uk · ∇uk + uk · ∇uk−1) · uk+1)
+ 2
∫ (
− ϕk+1(ukt + uk−1 · ∇uk−1)− ϕk+1∇φk+1 − ϕk+1∇φk
)
· uk+1
+ 2
∫ (
fk+1 ·Q(uk) + fk+1 ·Q(uk−1)
)
· uk+1 =
9∑
j=1
Jj .
(3.102)
Now the terms on the right-hand side of (3.102) can be estimated as follows:
J1 =
∫
ϕk+1t |uk+1|2 ≤ C|uk|∞|ϕk+1|
1
2
∞|∇uk+1|2|√ϕk+1uk+1|2
+C
(|∇uk|∞ + |hk∇uk|∞|ϕk+1|∞)|√ϕk+1uk+1|22, (3.103)
36 ZHOUPING XIN AND SHENGGUO ZHU
and
J2 + J3 =
∫
−2ϕk+1(uk · ∇uk + uk · ∇uk−1) · uk+1
≤C|ϕk+1|
1
2
∞|√ϕk+1uk+1|2
(|∇uk|2|uk|∞ + |uk|6|∇uk−1|3),
J4 + J5 =− 2
∫
ϕk+1(ukt + u
k−1 · ∇uk−1) · uk+1
≤CSk(t)|ϕk+1|2|uk+1|6,
J6 + J7 =− 2
∫ (
ϕk+1∇φk+1 + ϕk+1∇φk
)
· uk+1
≤C|ϕk+1|
1
2
∞|√ϕk+1uk+1|2|∇φk+1|2 + C|ϕk+1|2|∇φk|3|uk+1|6,
J8 + J9 =2
∫ (
fk+1 ·Q(uk) + fk+1 ·Q(uk−1)
)
· uk+1
=2
∫ (
ϕk+1ψk+1 ·Q(uk) + fk+1 ·Q(uk−1)
)
· uk+1
≤C|ϕk+1|
1
2
∞|√ϕk+1uk+1|2|ψk+1|∞|∇uk|2 + C|fk+1|2|∇uk−1|3|uk+1|6,
(3.104)
where one has used the equation (3.93)4 for the term ϕ
k+1
t .
It then follows from (3.102)-(3.104) and Young’s inequality that
d
dt
|√ϕk+1uk+1|22 + 2aα|∇uk+1|22 + 2a(α + β)|divuk+1|22
≤Cσ−1|√ϕk+1uk+1|22 + σ|∇uk|22 + C
(‖φk+1‖21 + ‖ϕk+1‖21 + |fk+1|22). (3.105)
Next multiplying (3.94)2 by 2u
k+1
t and integrating it over R
3 show that
2|√ϕk+1uk+1t |22 +
d
dt
(
α|∇uk+1|22 + (α+ β)|divuk+1|22
)
=2
∫ (
− ϕk+1(uk · ∇uk + uk · ∇uk−1) · uk+1t )
+ 2
∫ (
− ϕk+1(ukt + uk−1 · ∇uk−1)− ϕk+1∇φk+1 − ϕk+1∇φk
)
· uk+1t
+ 2
∫ (
fk+1 ·Q(uk) + fk+1 ·Q(uk−1)
)
· uk+1t =
17∑
j=10
Jj .
(3.106)
Now the terms on the right-hand side of (3.106) admit the following estimates
J10+J11 = 2
∫
−ϕk+1(uk · ∇uk + uk · ∇uk−1) · uk+1t
≤C|ϕk+1|
1
2
∞|√ϕk+1uk+1t |2
(|∇uk|2|uk|∞ + |uk|6|∇uk−1|3), (3.107)
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and
J12+J13 = −2
∫
ϕk+1(ukt + u
k−1 · ∇uk−1) · uk+1t
=− 2 d
dt
∫
ϕk+1(ukt + u
k−1 · ∇uk−1) · uk+1
+ 2
∫ (
ϕk+1(ukt + u
k−1 · ∇uk−1))
t
· uk+1
≤− 2 d
dt
∫
ϕk+1(ukt + u
k−1 · ∇uk−1) · uk+1
+ C|ϕk+1|3|uk+1|6
(|uktt|2 + |uk−1t |2|∇uk−1|∞ + |uk−1|∞|∇uk−1t |2)
+ C|uk+1|6
(|uk|∞|∇ϕk+1|2 + |uk|3|∇ϕk|6 + |∇uk|∞|ϕk|2)Sk(t)
+ C|uk+1|6
(|ϕk+1|2Rk(t) + |ϕk|2Rk−1(t) + |ϕk−1|∞|∇uk|2)Sk(t),
J14 =− 2
∫
ϕk+1∇φk+1 · uk+1t dx ≤ C|ϕk+1|
1
2
∞|√ϕk+1uk+1t |2|∇φ
k+1|2,
J15 =− 2
∫
ϕk+1∇φk · uk+1t = −2
d
dt
∫
ϕk+1∇φk · uk+1
+ 2
∫
ϕk+1t ∇φk · uk+1 + 2
∫
ϕk+1∇φkt · uk+1
≤− 2 d
dt
∫
ϕk+1∇φk · uk+1dx+ C|ϕk+1|3|∇φkt |2|uk+1|6
+ C|uk+1|6|∇φk|3
(|∇ϕk+1|2|uk|∞ + |uk|2|∇φk|∞)
+ C|uk+1|6|∇φk|3
(|ϕk|2|∇uk|∞ + |ϕk−1|∞|∇uk|2)
+ C|uk+1|6|∇φk|3
(|ϕk+1|2Rk(t) + |ϕk|2Rk−1(t)),
J16 =2
∫
fk+1 ·Q(uk) · uk+1t ≤ C|ϕk+1|
1
2
∞|√ϕk+1uk+1t |2|ψk+1|∞|∇uk|2,
J17 =2
∫
f
k+1 ·Q(uk−1) · uk+1t = 2
d
dt
∫
f
k+1 ·Q(uk−1) · uk+1
− 2
∫
f
k+1 ·Q(uk−1)t · uk+1dx− 2
∫
f
k+1
t ·Q(uk−1) · uk+1
≤2 d
dt
∫
f
k+1 ·Q(uk−1) · uk+1dx+ C|∇uk+1|2|∇uk|2|∇uk−1|∞
+ C|∇uk+1|2|∇uk|2|∇2uk−1|3 +C|fk+1|2|∇uk+1|2|∇uk|6|∇uk−1|6
+ C|fk+1|2|∇uk+1|2
(|uk|6|∇2uk−1|6 + |uk|∞|∇uk−1|∞)
+ C|fk+1|2|uk+1|6
(|∇uk−1t |3 + |∇uk|6|∇uk−1|6)
+ C|uk+1|6|∇uk−1|3
(|uk|6|∇fk|3 + |fk|∞|∇uk|2)
+ C
(|ϕk+1|2|hk∇divuk|∞ + |ϕk|2|hk−1∇divuk−1|∞)|∇uk−1|3|uk+1|6
+ C|∇uk−1|3|uk+1|6
(|∇uk|∞(|fk|2 + |fk+1|2) + (|fk|∞ + |fk−1|∞)|∇uk|2)
+ C
(
Mk(t)|ϕk|2 +Mk+1(t)|ϕk+1|2
)|∇uk−1|∞|uk+1|2,
(3.108)
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where one has used the fact that

f
k+1
t = −
3∑
l=1
Al(u
k)∂lf
k+1 −B∗(uk)fk+1 − aδ∇divuk +Υk1 +Υk2 +Υk3,
ϕk+1t = −uk · ∇ϕk+1 − uk · ∇ϕk − (1− δ)(ϕkdivuk + ϕk−1divuk +Υk4).
It follows from (3.106)-(3.108) and Young’s inequality that
|√ϕk+1uk+1t |22 +
d
dt
(
aα|∇uk+1|22 + a(α+ β)|divuk+1|22
)
≤J18 + Ekσ(t)|∇uk+1|22 + C|∇uk|22 + σ
(|ϕk|22 + |fk|22)
+C
(‖φk+1‖21 + ‖ϕk+1‖21 + |fk+1|22),
(3.109)
where
J18 =− d
dt
∫ (
ϕk+1
(
ukt + u
k−1 · ∇uk−1 +∇φk)+ fk+1 ·Q(uk−1)) · uk+1,
and Ekσ(t) satisfies ∫ t
0
Ekσ(s)ds ≤ C + Cσ−1t, for 0 ≤ t ≤ T ∗∗. (3.110)
Hence, (3.96)-(3.97), (3.101), (3.105), (3.109)-(3.110) and the Gronwall’s inequality im-
ply that
d
dt
(
|√ϕk+1uk+1|22 + ‖φ
k+1‖21 + ‖ϕk+1‖21 + |f
k+1|22
+ aαν|∇uk+1|22 + a(α+ β)ν|divuk+1|22
)
+
(
aα|∇uk+1|22 + ν|
√
ϕk+1uk+1t |22
)
≤νJ18 + (Nkσ (t) + ν)
(|√ϕk+1uk+1|22 + aα|∇uk+1|22 + ‖φk+1‖21 + ‖ϕk+1‖21 + |fk+1|22)
+ C(ν + σ)aα|∇uk|22 + Cσ
(‖φk‖21 + |∇2uk|22 + (1 + ν)(‖ϕk‖21 + |fk|22)),
(3.111)
where ν ∈ (0, 1) is a sufficiently small constant, and Nkǫ (t) satisfies∫ t
0
Nkσ (s)ds ≤ C + Cσ−1t, for 0 ≤ t ≤ T ∗∗. (3.112)
For J18, one has ∫ t
0
J18ds ≤ C
(|uk+1|22 + ‖ϕk+1‖21 + |fk+1|22). (3.113)
For the term ∇2uk, according to equations (3.94)2 and Lemma 2.5, one has
|uk|D2 ≤ C
(|√ϕkukt |2 + |∇uk−1|2 + ‖φk‖1 + ‖ϕk‖1 + |fk|2). (3.114)
Finally, define
Γk+1(t, ν) = sup
0≤s≤t
‖φk+1(s)‖21 + sup
0≤s≤t
‖ϕk+1(s)‖21 + sup
0≤s≤t
|fk+1(s)|22
+ sup
0≤s≤t
|√ϕk+1uk+1(s)|22 + aν sup
0≤s≤t
(α|∇uk+1(s)|22 + (α+ β)|divuk+1(s)|22).
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Then it follows from (3.111)-(3.114) that
Γk+1(t, ν) +
∫ t
0
(
aα|∇uk+1|22 + ν|
√
ϕk+1uk+1t |22
)
ds
≤C
(∫ t
0
(
aα(σ + ν)(|∇uk|22 + |∇uk−1|22) + σ|
√
ϕkukt |22
)
ds+ σtΓk(t, ν)
)
exp
(
C + Cσ−1t
)
.
Now, choose ν = ν0 ∈ (0, 1), σ = σ0 ∈ (0, 1), and T0 > 0 consecutively so that
Cν0 expC ≤ 1
32
,
Cσ0 expC ≤ ν0
32
,
(
T∗ + 1) exp
(
Cσ−10 T∗
) ≤ 4.
Then one gets easily
∞∑
k=1
(
Γk+1(T∗, ν0) +
∫ T∗
0
(
aα|∇uk+1|22 + ν0|
√
ϕk+1uk+1t |22
)
≤ C < +∞. (3.115)
Thanks to (3.115) and the local estimates (3.80) independent of k, one has
lim
k 7→+∞
|fk+1|6 + lim
k 7→+∞
|ϕk+1|∞ = 0. (3.116)
Thus, by (3.115)-(3.116), one concludes that the whole sequence (φk, uk, fk, ϕk) converges
to a limit (φ, u, f, ϕ) in the following strong sense: for any s′ ∈ [1, 3),
φk − φ∞ → φ− φ∞ in L∞([0, T∗];Hs′(R3)), fk → f in L∞([0, T∗];L6(R3)),
ϕk → ϕ in L∞([0, T∗];L∞(R3)), uk → u in L∞([0, T∗];D1 ∩Ds′(R3)).
(3.117)
Again by virtue of the local estimates (3.80) independent of k, there exists a subsequence
(still denoted by (φk, uk, fk, ϕk, ψk)) converging to the limit (φ, u, f, ϕ, ψ) in the weak or
weak* sense. According to the lower semi-continuity of norms, the corresponding estimates
in (3.80) for (φ, u, f, ϕ, ψ) still hold except those weighted estimates on u. Thus, (φ, u, f, ϕ)
is a weak solution in the sense of distributions to the following Cauchy problem:

φt + u · ∇φ+ (γ − 1)φdivu = 0,
ϕ
(
ut + u · ∇u+∇φ
)
= −aLu+ f ·Q(u),
ft +
3∑
l=1
Al(u)∂lf +B
∗(u)f + aδ∇divu = 0,
ϕt + u · ∇ϕ− (δ − 1)ϕdivu = 0,
(φ, u, f, ϕ)|t=0 =
(
φ0, u0, φ
−2e
0 ψ0, φ
−2e
0
)
,
(φ, u, f, ϕ)→ (φ∞, 0, 0, (φ∞)−2e), as |x| → +∞, t ≥ 0.
(3.118)
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Step 1.2: Strong convergence of ψk and the existence to the problem (3.89). However,
the conclusions obtained in Step 1.1 are still insufficient to show the desired existence of
the strong solution to the Cauchy problem (3.89).
For this purpose, one first needs to check the strong convergence of ψk:
|ψk+1 − ψk|6 =
∣∣∣fk+1ϕk − fkϕk+1
ϕk+1ϕk
∣∣∣
6
≤ C(|ϕk|∞|fk+1|6 + |fk|6|ϕk+1|∞), (3.119)
which, along with (3.117), implies that
ψk → ψ in L∞([0, T∗];L6(R3)). (3.120)
Next, one needs to show the relation f = ψϕ still holds for the limit functions. Due to
|fk − ψϕ|6 ≤ C
(|ϕk − ϕ|∞|ψk|6 + |ψk − ψ|6|ϕ|∞)→ 0, as k →∞, (3.121)
then it holds that
f(t, x) = ψϕ(t, x), a.e. on [0, T∗]× R3. (3.122)
Next to vertify the relations
f =
2aeδ
δ − 1
∇φ
φ
, ϕ = φ−2e and ψ =
aδ
δ − 1∇φ
2e, (3.123)
we denote
f∗ = f − 2aeδ
δ − 1
∇φ
φ
and ϕ∗ = ϕ− φ−2e.
Then it follows from the equations (3.118)1 and (3.118)3-(3.118)4 that

f∗t +
3∑
l=1
Al(u)∂lf
∗ +B∗(u)f∗ = 0,
ϕ∗t + u · ∇ϕ∗ − (δ − 1)ϕ∗divu = 0,
(f∗, ϕ∗)|t=0 =
(
0, 0
)
,
(f∗, ϕ∗)→ (0, 0), as |x| → +∞, t ≥ 0,
(3.124)
which, together with a standard energy method, implies that
f∗ = 0 and ϕ∗ = 0 for (t, x) ∈ [0, T∗]× R3.
Then the first two relations in (3.123) have been verified, and the last one follows easily
from the relation (3.122).
Moreover, denoting h = ϕ−1, one needs to show the following weak convergence:
hk∇2uk ⇀ ϕ−1∇2u weakly* in L∞([0, T∗];H1) ∩ L2([0, T∗];D1).
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Indeed, due to the uniform positivity for ϕk ≥ η > 0 and ϕ ≥ η, (3.117), and the upper
bounds of the norms of (φ, u, ϕ, f), one has∫ T∗
0
∫
R3
(
hk∇2uk − ϕ−1∇2u
)
wdxdt
=
∫ T∗
0
∫
R3
((ϕ− ϕk
ϕkϕ
)
∇2uk + ϕ−1(∇2uk −∇2u)
)
wdxdt
≤C(η)
(
sup
0≤t≤T∗
|ϕk − ϕ|∞ + ‖∇2uk −∇2u‖L∞([0,T∗];L2)
)
T∗ → 0, as k → +∞
(3.125)
for any test functions w(t, x) ∈ R3 and w(t, x) ∈ C∞c ([0, T ∗)× R3), which implies that
hk∇2uk ⇀ ϕ−1∇2u weakly* in ∈ L∞([0, T∗];H1). (3.126)
Similarly, one can also obtain that
√
hk(∇uk,∇ukt )⇀
√
h(∇u,∇ut) weakly* in L∞([0, T ∗];L2),
hk∇2uk ⇀ ϕ−1∇2u weakly in L2([0, T∗];D1 ∩D2),
(hk∇2uk)t ⇀ (ϕ−1∇2u)t weakly in L2([0, T∗];L2).
(3.127)
Then the corresponding weighted estimates for u shown in the a priori estimates (3.80)
still hold for the limit functions.
Based on the estimates (3.80), strong convergences shown in (3.117), (3.120), (3.126)-
(3.127) and relations (3.122)-(3.123), it is obvious that functions
(
φ, u, h = φ2e, ψ =
aδ
δ − 1∇φ
2e
)
satisfy (3.89) in the sense of distributions. The a priori estimates (3.80) hold for (φ, u, h),
and
φ− φ∞ ∈ L∞([0, T∗];H3), ψ ∈ L∞([0, T∗];D1 ∩D2),
2
3
η−2e < ϕ ∈ L∞ ∩D1,6 ∩D2,3 ∩D3, f ∈ L∞ ∩ L6 ∩D1,3 ∩D2,
u ∈ L∞([0, T∗];H3) ∩ L2([0, T∗];H4), ut ∈ L∞([0, T∗];H1) ∩ L2([0, T∗];D2),
utt ∈ L2([0, T∗];L2), t
1
2u ∈ L∞([0, T∗];D4),
t
1
2ut ∈ L∞([0, T∗];D2) ∩ L2([0, T∗];D3), t
1
2utt ∈ L∞([0, T∗];L2) ∩ L2([0, T∗];D1).
Step 2: Uniqueness. Let (φ1, u1, h1) and (φ2, u2, h2) be two strong solutions to the
Cauchy problem (3.89) satisfying the uniform estimates in (3.80). Set
ϕi =(hi)
−1, ψi =
aδ
δ − 1∇hi, fi =
aδ
δ − 1∇hi/hi = ψiϕi for i = 1, 2,
φ =φ1 − φ2, u = u1 − u2, f = f1 − f2, ϕ = ϕ1 − ϕ2.
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Then it follows from (3.118) that

φt + u
1 · ∇φ+ u · ∇φ2 + (γ − 1)(φdivu1 + φ2divuk) = 0,
ϕ1ut + ϕ1u1 · ∇u+ ϕ1∇φ+ Lu
= −ϕ((u2)t + u2 · ∇u2)− ϕ1u · ∇u2 − ϕ∇φ2 + f ·Q(u) + f ·Q(u2),
f t +
3∑
l=1
Al(u1)∂lf +B
∗(u1)f + aδ∇divu = Υ1 +Υ2,
ϕt + u1 · ∇ϕ+ u · ∇ϕ2 + (δ − 1)(ϕdivu1 + ϕ2divu) = 0,
(3.128)
where Υ1 and Υ2 are defined as
Υ1 = −
3∑
l=1
(Al(u1)∂lψ2 −Al(u2)∂lψ2), Υ2 = −(B(u1)ψ2 −B(u2)ψ2).
Set
Φ(t) = ‖φ(t)‖21 + ‖ϕ(t)‖21 + |f(t)|22 + |
√
ϕ1u(t)|22 + |∇u(t)|22.
In a similar way for the derivation of (3.96)-(3.111), one can show that
d
dt
Φ(t) + C
(|∇u(t)|22 + |√ϕ1ut|22) ≤ H(t)Φ(t), (3.129)
where ∫ t
0
H(s)ds ≤ C, for 0 ≤ t ≤ T∗.
It follows from the Gronwall’s inequality that φ = ϕ = 0 and f = u = 0. Thus the
uniqueness is obtained.
Step 3. The time-continuity follows easily from the same procedure as in Lemma 3.1.

3.6. Taking limit from the non-vacuum flows to the flow with far field vacuum.
Based on the local (in time) estimates in (3.80), now we are ready to prove Theorem 3.1.
Proof. We divide the proof into four steps.
Step 1: The locally uniform positivity of φ. For any η ∈ (0, 1), set
φη0 = φ0 + η, ψ
η
0 =
aδ
δ − 1∇(φ0 + η)
2e, hη0 = (φ0 + η)
2e.
Then the initial compatibility conditions can be given as

∇u0 = (φ0 + η)−egη1 , Lu0 = (φ0 + η)−2egη2 ,
∇
(
a(φ0 + η)
2eLu0
)
= (φ0 + η)
−egη3 ,
(3.130)
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where gηi (i = 1, 2, 3) are given as

gη1 =
φ−e0
(φ0 + η)−e
g1, g
η
2 =
φ−2e0
(φ0 + η)−2e
g2,
gη3 =
φ−3e0
(φ0 + η)−3e
(
g3 − aη∇φ
2e
0
φ0 + η
φe0Lu0
)
.
Then it follows from the the initial assumption (3.6)-(3.7) and (3.12) that there exists a
η1 > 0 such that if 0 < η < η1, then
1 + η + ‖φη0 − η‖3 + |ψη0 |D1∩D2 + ‖u0‖3 + |gη1 |2 + |gη2 |2 + |gη3 |2
+‖(hη0)−1‖L∞∩D1,6∩D2,3∩D3 + ‖∇hη0/hη0‖L∞∩L6∩D1,3∩D2 ≤c0,
(3.131)
where c0 is a positive constant independent of η. Therefore, for initial data (φ
η
0, u
η
0 , ψ
η
0),
the problem (3.89) admits a unique classical solution (φη , uη, ψη) in [0, T∗]×R3 satisfying
the local estimates in (3.79)-(3.80) with c0 replaced by c0, and the life span T∗ is also
independent of η.
Moreover, the following property holds:
Lemma 3.9. For any R0 > 0 and η ∈ (0, 1], there exists a constant aR0 such that
φη(t, x) ≥ aR0 > 0, ∀ (t, x) ∈ [0, T∗]×BR0 , (3.132)
where aR is independent of η.
Proof. It suffices to consider the case when R0 is sufficiently large.
First, due to the initial assumptions on φ and ψ:
φ0 ∈ H3, ψ0 = δ
δ − 1
( Aγ
γ − 1
)−2e
∇φ2e0 ∈ D1 ∩D2,
one has ∇φ2e0 ∈ L∞. Therefore, the initial vacuum does not occur in the interior point
but in the far field, and for every R′ > 2, there exists a constant CR′ independent of η
such that
φη0(x) ≥ CR′ + η > 0, ∀ x ∈ BR′ . (3.133)
Second, let x(t;x0) be the particle path starting from x0 at t = 0, i.e.,
d
dt
x(t;x0) = u(t, x(t;x0)), x(0;x0) = x0. (3.134)
Then denote by B(t, R′) the closed regions that are the images of BR′ under the flow map
(3.134):
B(t, R′) = {x(t;x0)|x0 ∈ BR′}.
It follows from (3.2)1 that
φη(t, x) = φη0(x0) exp
(
−
∫ t
0
(γ − 1)divuη(s;x(s;x0))ds
)
. (3.135)
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According to (3.79)-(3.80), it holds that for 0 ≤ t ≤ T∗,∫ t
0
|divuη(t, x(t;x0)|ds ≤
∫ t
0
|∇uη|∞ds
≤
∫ t
0
‖∇uη‖2ds ≤ t
1
2
(∫ t
0
‖∇uη‖22ds
) 1
2 ≤ c3T
1
2
∗ .
(3.136)
Thus, by (3.133) and (3.136), one can obtain that for 0 ≤ t ≤ T∗,
φη(t, x) ≥ C∗(CR′ + η) > 0, ∀ x ∈ B(t, R′), (3.137)
where C∗ = exp
(− (γ − 1)c3T 12∗ ).
At last, it follows from (3.134) and (3.79)-(3.80) that
|x0 − x| = |x0 − x(t;x0)| ≤
∫ t
0
|uη(τ, x(τ ;x0))|dτ ≤ c3t ≤ 1 ≤ R′/2,
for all (t, x) ∈ [0, T∗]×BR, which implies BR′/2 ⊂ B(t, R′). Thus, one can choose
R′ = 2R0, and aR0 = C
∗CR′ .

Step 2: Existence. First, since the estimates (3.80) are independent of η, then there
exists a subsequence (still denoted by (φη , uη, ψη)) converging to a limit (φ, u, ψ) in weak
or weak* sense:
(φη − η, uη)⇀ (φ, u) weakly* in L∞([0, T∗];H3),
uη ⇀ u weakly in L2([0, T∗];H
4),
ϕη → ϕ weakly* in L∞([0, T∗];L∞ ∩D1,6 ∩D2,3 ∩D3),
fη → f weakly* in L∞([0, T∗];L∞ ∩ L6 ∩D1,3 ∩D2),
ψη ⇀ ψ weakly* in L∞([0, T∗];D
1 ∩D2),
φηt ⇀ φt weakly* in L
∞([0, T∗];H
2),
(uηt , ψ
η
t )⇀ (ut, ψt) weakly* in L
∞([0, T∗];H
1),
ϕηt ⇀ ϕt weakly* in L
∞([0, T∗];L
6 ∩D1,3 ∩D2),
fηt ⇀ ft weakly* in L
∞([0, T∗];L
3 ∩D1).
(3.138)
Then the lower semi-continuity of weak convergences implies that (φ, u, f, ϕ, ψ) satisfies
the corresponding estimates (3.80) except those weighted estimates on u.
Second, for any R > 0, due to the Aubin-Lions Lemma (see [26]) (i.e., Lemma 2.2),
there exists a subsequence (still denoted by (φη , uη, ψη)) satisfying
(φη − η, ψη , ϕη)→(φ,ψ, ϕ) in C([0, T∗];H1(BR)),
uη →u in C([0, T∗];H2(BR)),
(3.139)
where BR is a ball centered at origin with radius R.
Here, the following relations hold for the limit functions:
f =
2aeδ
δ − 1
∇φ
φ
, ϕ = φ−2e and ψ =
aδ
δ − 1∇φ
2e, (3.140)
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which can be proved by the same argument used in the proof of (3.123).
Let h = ϕ−1. According to estimates (3.80) except those weighted terms of u, Lemma
3.9, the weak or weak* convergences shown in (3.138) and the strong convergences shown
in (3.139), in a similar way for proving (3.126), one can obtain that
√
hη(∇uη,∇uηt )⇀
√
h(∇u,∇ut) weakly* in L∞([0, T ∗];L2),
hη∇2uη ⇀ h∇2u weakly* in L∞([0, T∗];H1),
hη∇2uη ⇀ h∇2u weakly in L2([0, T∗];D1 ∩D2),
(hη∇2uη)t ⇀ (h∇2u)t weakly in L2([0, T∗];L2).
(3.141)
Then the corresponding weighted estimates for u shown in the a priori estimates (3.80)
hold also for the limit functions.
Thus it is easy to show that (φ, u, ψ) solves the Cauchy problem (3.2)-(3.5) in the
sense of distributions. Moreover, in this step, even though vacuum appears in the far
field, ψ satisfies ∂iψ
(j) = ∂jψ
(i) (i, j = 1, 2, 3) and solves the following positive symmetric
hyperbolic system in the sense of distributions:
ψt +
3∑
l=1
Al∂lψ +Bψ + δaφ
2e∇divu = 0. (3.142)
Step 3. The uniqueness follows easily from the same procedure as that for Theorem
3.2.
Step 4: Time continuity. The time continuity of φ and ψ can be obtained via the
similar arguments as used in Lemma 3.1.
For the velocity u, the a priori estimates obtained above and Sobolev’s imbedding
theorem imply that
u ∈ C([0, T∗];H2) ∩ C([0, T∗]; weak-H3) and φe∇u ∈ C([0, T∗];L2). (3.143)
Then equations (3.2)3 yield
ϕut ∈ L2([0, T∗];H2), (ϕut)t ∈ L2([0, T∗];L2),
which implies that ϕut ∈ C([0, T∗];H1). Together with classical elliptic estimates and
aLu = −ϕ(ut + u · ∇u+∇φ− ψ ·Q(u)),
one gets u ∈ C([0, T∗];H3) immediately.
Next for h∇2u, due to
h∇2u ∈ L∞([0, T∗];H1) ∩ L2([0, T∗];D2) and (h∇2u)t ∈ L2([0, T∗];L2),
and the classical Sobolev imbedding theorem, one gets quickly that
h∇2u ∈ C([0, T∗];H1).
Then the time continuity of ut follows easily. 
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3.7. The proof for Theorem 1.1. With Theorem 3.1 at hand, now we are ready to
establish the local-in-time well-posedness of the regular solution to the original Cauchy
problem (1.1)-(1.7) shown in Theorem 1.1.
Proof. The proof is divided into two steps.
Step 1. It follows from the initial assumptions (1.12)-(1.13) and Theorem 3.1 that
there exists a time T∗ > 0 such that the problem (3.2)-(3.5) has a unique regular solution
(φ, u, ψ) satisfying the regularity (3.8), which implies that
φ ∈ C1([0, T∗]× R3), (u,∇u) ∈ C((0, T∗]× R3). (3.144)
Set ρ =
(
γ−1
Aγ φ
) 1
γ−1
with ρ(0, x) = ρ0. It follows from the proof of Theorem 3.1 (in
particular, the proofs of (3.123) and (3.140) ) that the following relations hold:
f =
2aeδ
δ − 1
∇φ
φ
, ϕ = φ−2e and ψ =
aδ
δ − 1∇φ
2e, (3.145)
which implies that
f = aδ∇ log ρ, ϕ = aρ1−δ and ψ = δ
δ − 1∇ρ
δ−1.
Due to the above regularities and relations of the solution (φ, u, ψ), then multiplying
(3.2)1 by
∂ρ
∂φ
(t, x) =
1
γ − 1
(γ − 1
Aγ
) 1
γ−1
φ
2−γ
γ−1 (t, x),
yields the continuity equation in (1.1), while multiplying (3.2)2 by ρ(t, x) gives the mo-
mentum equations in (1.1).
Thus we have shown that (ρ, u) satisfies problem (1.1)-(1.7) in the sense of distributions
and has the regularities shown in Definition 1.1 and (1.14). Finally, ρ(t, x) > 0 for (t, x) ∈
[0, T∗]× R3 follows from the continuity equation.
In summary, the Cauchy problem (1.1)-(1.7) has a unique regular solution (ρ, u).
Step 3. Now we show that, if γ ∈ (1, 2], the regular solution obtained in the above
step is indeed a classical one within its life span.
First, due to 1 < γ ≤ 2, one has
(ρ,∇ρ, ρt, u,∇u) ∈ C([0, T∗]× R3).
Second, it follows from the classical Sobolev embedding result:
L2([0, T ];H1) ∩W 1,2([0, T ];H−1) →֒ C([0, T ];L2), (3.146)
and the regularity (1.14) that
tut ∈ C([0, T∗];H2), and ut ∈ C([τ, T ]× R3). (3.147)
Finally, it remains to show that ∇2u ∈ C([τ, T∗]×R3). According to Step 1 above, the
following elliptic system holds
aLu = −φ−2e(ut + u · ∇u+∇φ− ψ ·Q(u)) = φ−2eM. (3.148)
The regularity (1.14) implies that
tφ−2eM ∈ L∞([0, T∗];H2). (3.149)
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Note that
(tφ−2eM)t =φ
−2e
M+ tφ−2et M+ tφ
−2e
Mt ∈ L2([0, T∗];L2). (3.150)
So it follows from the classical Sobolev imbedding theorem:
L∞([0, T ];H1) ∩W 1,2([0, T ];H−1) →֒ C([0, T ];Lq), (3.151)
for any q ∈ [2, 6), and (3.148)-(3.150) that
tφ−2eM ∈ C([0, T∗];W 1,4), t∇2u ∈ C([0, T∗];W 1,4).
Again the Sobolev embedding theorem implies that ∇2u ∈ C((0, T∗]× R3).

Theorem 1.2 can be proved by the similar argument used in Theorem 1.1 under some
slight modifications, so the details are omitted.
4. Non-existence of global solutions with L∞ decay on u
4.1. Proof of Theorem 1.3. Now we are ready to prove Theorem 1.3. Let T > 0 be any
constant, and (ρ, u) ∈ D(T ). It follows from the definitions of m(t), P(t) and Ek(t) that
|P(t)| ≤
∫
ρ(t, x)|u|(t, x) ≤
√
2m(t)Ek(t),
which, together with the definition of the solution class D(T ), implies that
0 <
|P(0)|2
2m(0)
≤ Ek(t) ≤ 1
2
m(0)|u(t)|2∞ for t ∈ [0, T ].
Then one obtains that there exists a positive constant Cu =
|P(0)|
m(0) such that
|u(t)|∞ ≥ Cu for t ∈ [0, T ].
Thus one obtains the desired conclusion as shown in Theorem 1.3.
4.2. Proof of Corollary 1.1. Let (ρ, u)(t, x) in [0, T ]×R3 be the regular solution defined
in Definition 1.1. Next we just need to show that (ρ, u) ∈ D(T ).
First, it is easy to show that (ρ, u) has finite total mass m(t), finite momentum P(t),
finite total energy E(t).
Lemma 4.1. Let (1.11) and (1.19) hold, and (ρ, u) be the regular solution defined in
Definition 1.1, then
m(t) + |P(t)|+ E(t) < +∞ for t ∈ [0, T ].
Proof. Indeed, due to 1 < γ ≤ 32 , one has
m(t) =
∫ (
ργ−1
) 1
γ−1 ≤ C|ργ−1|22 <+∞,
P(t) =
∫
ρu ≤ C|ρ|1|u|∞ <+∞,
E(t) =
∫ (1
2
ρ|u|2 + P
γ − 1
)
≤ C(|ρ|∞|u|22 + |ρ|γ−1∞ |ρ|1) <+∞.
(4.1)

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Second, the conservation of the total mass and momentum can be verified.
Lemma 4.2. Let (1.11) and (1.19) hold, and (ρ, u) be the regular solution defined in
Definition 1.1. Then
P(t) = P(0) and m(t) = m(0) for t ∈ [0, T ].
Proof. The momentum equations (1.1)2 imply that
Pt = −
∫
div(ρu⊗ u)−
∫
∇P +
∫
divT = 0, (4.2)
where one has used the fact that
ρu(i)u(j), ργ and ρδ∇u ∈W 1,1(R3) for i, j = 1, 2, 3.
Similarly, we can show the conservation of the mass. 
According to Theorem 1.3 and Lemmas 4.1-4.2, one obtains the desired conclusion in
Corollary 1.1.
Remark 4.1. First, under the assumptions of Corollary 1.1, the regular solution (ρ, u)
satisfies also the energy equality. Indeed, the continuity equation (1.1)1 and the definition
of P give
Pt + u · ∇P + γPdivu = 0, (4.3)
While the momentum equations (1.1)2 and (4.3) yield that
Et +
∫
ρδ
(
α|∇u|2 + (α+ β)|divu|2)
=− 1
2
∫
div(ρu|u|2)− γ
γ − 1
∫
div(uP ) +
∫
div(uT).
(4.4)
Due to the definition of the regular solution, (1.11) and (1.19), one gets that
ρu|u|2, uP and uT ∈W 1,1(R3),
which, along with (4.4) implies the desired energy equality:
E(t) +
∫ t
0
∫
ρδ
(
α|∇u|2 + (α+ β)|divu|2)dxds = E(0). (4.5)
Second, for the flows of constant viscosities [5, 10] (δ = 0), it is not clear to verify the
conservation of momentum for the strong solutions with vacuum for the Cauchy problem.
The reason is that one is not sure whether T ∈W 1,1(R3), or not.
4.3. Proof of Corollary 1.2. For the convenience of the proof, set:
F , (2α+ β)divu− P (ρ), ω , ∇× u,
where F is the effective viscous flux, and ω is the vorticity.
Proof. The proof is divided into three steps:
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Step 1: Local-in-time well-posedness. It follows easily from the initial assumption
(1.21) and arguments in [5, 6] that there exists a time T0 > 0 and a unique classical
solution (ρ, u) in (0, T0)×R3 to the Cauchy problem (1.1)-(1.7) satisfying
(ρ, P (ρ)) ∈ C([0, T0];H3), ρ
1
2 ∈ C([0, T0];H1), (4.6)
u ∈ C([0, T0];D1 ∩D3) ∩ L2([0, T0];D4), ut ∈ L∞([0, T0];D1) ∩ L2([0, T0];D2). (4.7)
Step 2: Global-in-time well-posedness. It follows from the local-in-time well-posedenss
obtained in Step 1, the smallness assumption (1.22) and the argument in [10] that the
Cauchy problem (1.1)-(1.7) has a unique global classical solution (ρ, u) in (0,∞) × R3
satisfying (1.23) and (1.25)-(1.28) for any 0 < τ < T <∞. It remains to show (1.24).
First, the continuity equation (1.1)1 implies that ρ
1
2 satisfies the following equation
ρ
1
2
t + u · ∇ρ
1
2 +
1
2
ρ
1
2divu = 0, (4.8)
which, along with the standard energy estimates argument for transport equations and
(1.26), yields that
‖ρ 12 (t)‖1 ≤‖ρ
1
2
0 ‖1 exp
(
C
∫ t
0
‖u‖D1∩D3ds
)
<∞ for 0 < t ≤ T, (4.9)
where C > 0 is constant, and T is any positive time. This, together with (4.6), shows
ρ
1
2 ∈ C([0, T ];H1). (4.10)
Then (4.10) yields the conservation of the mass, since
d
dt
∫
ρ = −
∫
div(ρu) = 0, for 0 < t ≤ T,
due to ρu ∈W 1,1(R3).
Step 3: Verification of the large time behavior on u. First, by the Gagliardo-Nirenberg
inequality in Lemma 2.1, and Lemma 2.3 in [10] , one has
|u|∞ ≤C|u|
1
2
6 |u|
1
2
6 ≤ C|∇u|
1
2
2 (|F |
1
2
6 + |ω|
1
2
6 + |P |
1
2
6 )
≤C|∇u|
1
2
2 (|ρu˙|2 + |P |6)
1
2 ,
(4.11)
which, together with (1.23), (1.25) and (1.28), implies that
lim sup
t→+∞
|u(t, x)|∞ = 0. (4.12)
Finally, according to (4.12), and Theorem 1.3, if m(0) > 0 and |P(0)| > 0, the global
solution obtained in Step 2 above can not keep the conservation of momentum for all the
time t ∈ (0,∞). 
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