Abstract In this note, we consider Jensen's inequality for the nonlinear expectation associated with backward SDEs driven by G-Brownian motion (G-BSDEs for short). At first, we give a necessary and sufficient condition for G-BSDEs under which one-dimensional Jensen inequality holds. Second, we prove that for n > 1, the n-dimensional Jensen inequality holds for any nonlinear expectation if and only if the nonlinear expectation is linear, which is essentially due to Jia (Arch. Math. 94 (2010), 489-499). As a consequence, we give a necessary and sufficient condition for G-BSDEs under which the n-dimensional Jensen inequality holds.
Introduction
It's well known that backward stochastic differential equations (BSDEs in short) play a very important role in stochastic analysis, finance and etc. We refer to a survey paper of Peng [20] for more details of the theoretical studies and applications to, e.g., stochastic controls, optimizations, games and finance.
Peng [13] - [19] defined the G-expectations, G-Brownian motions and built Itô's type stochastic calculus. As to the classic setting, it's important to study BSDEs under G-expectation, i.e. BSDEs driven by G-Brownian motions (G-BSDE for short). By Hu et al. [7] , a general G-BSDE is to find a triple of processes (Y, Z, K), where K is a decreasing G-martingale, satisfying
(1.1)
When the generator f in (1.1) is independent of z and g = 0, the above prolem can be equivalently formulated as
The existence and uniqueness of such fully nonlinear BSDE was obtained in Peng [14, 16, 19] . Soner, Touzi and Zhang [22] have proved the existence and uniqueness for a type of fully nonlinear BSDE, called 2BSDE, whose generator can contain Z-term.
For the general G-BSDE (1.1), Hu et al. proved the existence and uniqueness in [7] , and studied comparison theorem, nonlinear Feynman-Kac formula and Girsanov transformation in [8] . He and Hu [5] obtained a representation theorem for the generators of G-BSDEs and used the representation theorem to get a converse comparison theorem for G-BSDEs and some equivalent results for the nonlinear expectations generated by G-BSDEs. Peng and Song [21] introduced a new notion of G-expectation-weighted Sobolev spaces (G-Sobolev space for short), and proved that G-BSDEs are in fact path dependent PDEs in the corresponding G-Sobolev spaces.
In this note, we study Jensen's inequality for G-BSDEs. For Jensen's inequality for gexpectation associated classical BSDEs, we refer to Briand et al. [1] , Chen et al. [2] , Jiang and Chen [12] , Hu [6] , Jiang [11] , Fan [3] , Jia [9] , Jia and Peng [10] and the references therein.
Recently, Guessab and Schmeisser [4] considered the d-dimensional Jensen inequality
where T is a functional, ψ is a convex function defined on a closed convex set K ⊂ R d , and f 1 , · · · , f d are from some linear space of functions. Among other things, the authors showed that if we exclude three types of convex sets K, then Jensen's inequality holds for a sublinear functional T if and only if T is linear, positive, and satisfies T [1] = 1, i.e. T is a linear expectation.
The rest of this note is organized as follows. In Section 2, we give some preliminaries about G-expectation and G-BSDEs. In Section 3, we consider Jensen's inequality for the nonlinear expectation driven by G-BSDEs. In Subsection 3.1, we follow the method of Hu [6] and apply the comparision theorem, the converse comparison theorem in He and Hu [5] to give a necessary and sufficient condition for G-BSDEs under which one-dimensional Jensen inequality holds. In Subsection 3.2, we prove that for n > 1, the n-dimensional Jensen inequality holds for any nonlinear expectation if and only if the nonlinear expectation is linear, which is essentially due to Jia [9] , and as a consequence, we give a necessary and sufficient condition for G-BSDEs under which the n-dimensional Jensen inequality holds.
Preliminaries
In this section, we review some basic notions and results of G-expectation, the related spaces of random variables, and G-BSDE. The readers may refer to [19] , [7] and [8] for more details. 
denotes the space of all bounded and Lipschitz functions on R n .
Definition 2.3 In a sublinear expectation space (Ω, H,Ê), a random vector Y ∈ H
n is said to be independent of another random vector
Here, the letter G denotes the function
where
Peng [18] proved that X = (
, is the solution of the following G-heat equation:
, which implies that there exists a bounded, convex, and closed subset Γ ⊂ S
where S + d denotes the collection of nonnegative elements in S d . In this note, we only consider nondegenerate G-normal distribution; that is, there exists some
It is clear that
L ip (Ω t ) ⊆ L ip (Ω T ) for t ≤ T . We also set L ip (Ω) := ∞ n=1 L ip (Ω n ). Let G : S d → R be
a given monotonic and sublinear function. G-expectation is a sublinear expectation defined bŷ
, where without loss of generality we suppose
For each fixed a,ā ∈ R d , the mutual variation process of B a and Bā is defined by 
We consider the following type of G-BSDEs (in this note we always use Einstein convention):
satisfy the following properties:
(H1) There exists some β > 1 such that for any y, z, f (·, ·, y, z),
and f and g ij satisfy (H1) and (H2) for some β > 1. A triplet of processes (Y, Z, K) is called a solution of (2.2) if for some 1 < α ≤ β the following properties hold:
Theorem 2.8 ( [7] ) Assume that ξ ∈ L β G (Ω T ) and f and g ij satisfy (H1) and (H2) for some
In this note, we also need the following assumptions for G-BSDE (2.2) (see He and Hu [5] ).
(H3) For each fixed (ω, y, z) ∈ Ω T ×R×R d , t → f (t, ω, y, z) and t → g ij (t, ω, y, z) are continuous.
Jensen's inequality for G-BSDEs
We consider the following G-BSDE:
where g ij = g ji , and f and g ij satisfy the conditions (H1)-(H5). 
One-dimensional Jensen inequality
Proof. The idea of the proof comes from Theorem 3.1 of [6] .
(i) ⇒ (ii) : For fixed λ = 0 and µ, we define a convex function h(
is the unique solution of the following G-BSDE:
where f ′ (t, y, z) = λf (t,
Then we have by (3.5)
. By the converse comparison theorem [5, Theorem 15] , we obtain that
Hence (ii) holds.
(ii) ⇒ (i) : First, take a linear function h(x) = λx + µ where λ = 0. Let (Y t , Z t , K t ) be the unique solution of G-BSDE (3.1), and denote
i,j=1 )(t, y, z) ≤ 0 q.s., which together with the comparision theorem [5, Proposition 13] implies that
For any convex function h, there exists a countable set D in R 2 , such that
By (3.6) and (3.7), we havẽ
i.e. (i) holds. 
, then the condition of (3.3) becomes f (t, λy + µ, λz) ≥ λf (t, y, z), q.s.
(3.8)
Taking λ = 1, then f (t, y + µ, z) ≥ f (t, y, z), q.s., which implies that f is independent of y. Thus (3.8) becomes f (t, λz) ≥ λf (t, z), q.s. This is just the condition in Hu [6, Theorem 3.1] .
Multi-dimensional Jensen inequality
At first, we prove a result for any nonlinear expectation, which is essentially due to Jia (see [9, Theorem 3.3] 
Proof. The proof of [9, Theorem 3.3] can be moved to this case. For the reader's convenience, we spell out the details.
Taking λ 1 > 0, λ j = 0, j = 2, · · · , n, we get that
which together withÊ[0] = 0 (by (ii) in Definition 2.1) implies thatÊ is positively homogeneous. Put λ 1 = 1, λ 2 = −1 and λ 1 = λ 2 = 1 respectively, and put λ j = 0 for j > 2 in (3.10), we get
HenceÊ is homogeneous and thus it's linear.
, by (a) and (ii) in Definition 2.1, we havê
For any convex function h : R n → R, there exists a countable set D ⊂ R n+1 such that
By (3.11) and (i) in Definition 2.1, for any (λ 1 , · · · , λ n , µ) ∈ D, we havê
which together with (3.12) implies (b). (ii) the n-dimensional Jensen inequality forẼ t holds, i.e. for each X i ∈ H(i = 1, · · · , n) and convex function h : R n → R, if h(X 1 , · · · , X n ) ∈ H, theñ
Proof. By [8, Theorem 5.1 (1)(2)], we know thatẼ t satisfies monotonicity and constant preserving. Then all the proof of the above theorem can be moved to this case.
Corollary 3.5 Assume that n > 1. Then the following two claims are equivalent: (i) for any t ∈ [0, T ], the n-dimensional Jensen inequality forẼ t holds, i.e. for each X i ∈ H(i = 1, · · · , n) and convex function h : R n → R, if h(X 1 , · · · , X n ) ∈ H, theñ
(ii) for any t ∈ [0, T ], y, y ′ ∈ R, z, z ′ ∈ R d , λ ≥ 0,
, and f (t, λy, λz) − λf (t, y, z) = 2G (λg ij (t, y, z) − g ij (t, λy, λz))
= −2G (g ij (t, λy, λz) − λg ij (t, y, z))
Proof. By Proposition 3.4, we know that (i) holds if and only if for any t ∈ [0, T ],Ẽ t is linear. Then by [5, Proposition 17 (2)(4)], we obtain that (i) and (ii) are equivalent.
