Myriad of graph-based algorithms in machine learning and data mining require parsing relational data iteratively. These algorithms are implemented in a large-scale distributed environment to scale to massive data sets. To accelerate these large-scale graph-based iterative computations, we propose delta-based accumulative iterative computation (DAIC). Different from traditional iterative computations, which iteratively update the result based on the result from the previous iteration, DAIC updates the result by accumulating the ''changes'' between iterations. By DAIC, we can process only the ''changes'' to avoid the negligible updates. Furthermore, we can perform DAIC asynchronously to bypass the high-cost synchronous barriers in heterogeneous distributed environments. Based on the DAIC model, we design and implement an asynchronous graph processing framework, Maiter. We evaluate Maiter on local cluster as well as on Amazon EC2 Cloud. The results show that Maiter achieves as much as 60Â speedup over Hadoop and outperforms other state-of-the-art frameworks.
INTRODUCTION
T HE advances in data acquisition, storage, and networking technology have created huge collections of highvolume, high-dimensional relational data. Huge amounts of the relational data, such as Facebook user activities, Flickr photos, Web pages, and Amazon co-purchase records, have been collected. Making sense of these relational data is critical for companies and organizations to make better business decisions and even bring convenience to our daily life. Recent advances in data mining, machine learning, and data analytics have led to a flurry of graph analytic techniques that typically require an iterative refinement process [1] , [2] , [3] , [4] . However, the massive amount of data involved and potentially numerous iterations required make performing data analytics in a timely manner challenging. To address this challenge, MapReduce [5] , [6] , Pregel [7] , and a series of distributed frameworks [8] , [9] , [10] , [7] , [11] have been proposed to perform large-scale graph processing in a cloud environment.
Many of the proposed frameworks exploit vertex-centric programming model. Basically, the graph algorithm is described from a single vertex's perspective and then applied to each vertex for a loosely coupled execution. Given the input graph GðV; EÞ, each vertex j 2 V maintains a vertex state v j , which is updated iteratively based on its in-neighbors' state, according to the update function f:
where v k j represents vertex j's state after the k iterations, and v 1 ; v 2 ; . . . ; v n are the states of vertex j's in-neighbors. The iterative process continues until the states of all vertices become stable, when the iterative algorithm converges.
Based on the vertex-centric model, most of the proposed frameworks leverage synchronous iteration. That is, the vertices perform the update in lock steps. At step k, vertex j first collects v kÀ1 i from all its in-neighbors, followed by performing the update function f to obtain v k j based on these v kÀ1 i . The synchronous iteration requires that all the update operations in the ðk À 1Þth iteration have to complete before any of the update operations in the kth iteration start. Clearly, this synchronization is required in each step. These synchronizations might degrade performance, especially in heterogeneous distributed environments.
To avoid the high-cost synchronization barriers, asynchronous iteration was proposed [12] . Performing updates asynchronously means that vertex j performs the update at any time based on the most recent states of its in-neighbors. Asynchronous iteration has been studied in [12] , [13] , and [14] . Bypassing the synchronization barriers and exploiting the most recent state intuitively lead to more efficient iteration. However, asynchronous iteration might require more communications and perform useless computations. An activated vertex pulls all its in-neighbors' values, but not all of them have been updated, or even worse none of them is updated. In that case, asynchronous iteration performs a useless computation, which impacts efficiency. Furthermore, some asynchronous iteration cannot guarantee to converge to the same fixed point as synchronous iteration, which leads to uncertainty. More background introduction of the iterative graph processing can be found in Section 1 of the supplementary file which is available in the Computer Society Digital Library at http://doi.ieeecomputersociety. org/10.1109/TPDS.2013.235.
In this paper, we propose DAIC, delta-based accumulative iterative computation. In traditional iterative computation, each vertex state is updated based on its in-neighbors' previous iteration states. While in DAIC, each vertex propagates only the ''change'' of the state, which can avoid useless updates. The key benefit of only propagating the ''change'' is that, the ''changes'' can be accumulated monotonically and the iterative computation can be performed asynchronously. In addition, since the amount of ''change'' implicates the importance of an update, we can utilize more efficient priority scheduling for the asynchronous updates. Therefore, DAIC can be executed efficiently and asynchronously. Moreover, DAIC can guarantee to converge to the same fixed point. Given a graph iterative algorithm, we provide the sufficient conditions of rewriting it as a DAIC algorithm and list the guidelines on writing DAIC algorithms. We also show that a large number of well-known algorithms satisfy these conditions and illustrate their DAIC forms.
Based on the DAIC model, we design a distributed framework, Maiter. Maiter relies on Message Passing Interface (MPI) for communication and provides intuitive API for users to implement a DAIC algorithm. We systematically evaluate Maiter on local cluster as well as on Amazon EC2 Cloud [15] . Our results are presented in the context of four popular applications. The results show that Maiter can accelerate the iterative computations significantly. For example, Maiter achieves as much as 60Â speedup over Hadoop for the well-known PageRank algorithm.
The rest of the paper is organized as follows. Section 2 presents DAIC, followed by introducing how to write DAIC algorithms in Section 3. In Section 4, we describe Maiter. The experimental results are shown in Section 5. We outline the related work in Section 6 and conclude the paper in Section 7.
DELTA-BASED ACCUMULATIVE ITERATIVE COMPUTATION (DAIC)
In this section, we present delta-based accumulative iterative computation, DAIC. By DAIC, the graph iterative algorithms can be executed asynchronously and efficiently. We first introduce DAIC and point out the sufficient conditions of performing DAIC. Then, we propose DAIC's asynchronous execution model. We further prove its convergence and analyze its effectiveness. Under the asynchronous model, we also propose several scheduling policies to schedule the asynchronous updates.
DAIC Introduction
Based on the idea introduced in Section 1, we give the following 2-step update function of DAIC:
k ¼ 1; 2; . . . is the iteration number. v k j is the state of vertex j after k iterations. Dv k j denotes the change from v kÀ1 j to v k j in the 'È' operation manner, where 'È' is an abstract operator. P n i¼1
. È x n represents the accumulation of the ''changes'', where the accumulation is in the 'È' operation manner. The first update function says that a vertex state v k j is updated from v kÀ1 j by accumulating the change Dv k j . The second update function says that the change Dv kþ1 j , which will be used in the next iteration, is the accumulation of the received values g fi;jg ðDv k i Þ from j's various in-neighbors i. The propagated value from i to j, g fi;jg ðDv k i Þ), is generated in terms of vertex i's state change Dv k i . Note that, all the accumulative operation is in the 'È' operation manner.
However, not all iterative computation can be converted to the DAIC form. To write a DAIC, the update function should satisfy the following sufficient conditions.
The first condition is that,
. . . ; v kÀ1 n Þ can be written in the form:
where g fi;jg ðv i Þ is a function applied on vertex j's inneighbor i, which denotes the value passed from vertex i to vertex j. In other words, vertex i passes value g fi;jg ðv i Þ (instead of v i ) to vertex j. On vertex j, these g fi;jg ðv i Þ from various vertices i and c j are aggregated (by 'È' operation) to update v j .
For example, the well-known PageRank algorithm satisfies this condition. It iteratively updates the PageRank scores of all pages. In each iteration, the ranking score of page j, R j , is updated as follows:
where d is a damping factor, jNðiÞj is the number of outbound links of page i, ði ! jÞ is a link from page i to page j, and E is the set of directed links. The update function of PageRank is in the form of Equation (3), where c j ¼ 1 À d, 'È' is 'þ', and for any page i that has a link to page j, g fi;jg ðv kÀ1
To derive Dv k j we pose the second condition: . function g fi;jg ðxÞ should have the distributive property over 'È', i.e., g fi;jg ðx È yÞ ¼ g fi;jg ðxÞ È g fi;jg ðyÞ.
Further, let us pose the third condition:
. operator 'È' should have the commutative property, i.e., x È y ¼ y È x;
. operator 'È' should have the associative property, i.e., ðx È yÞ È z ¼ x È ðy È zÞ.
Then we can combine these g fi;jg ðv kÀ2 i Þ, i ¼ 1; 2; . . . ; n, and c j in Equation (5) to obtain v kÀ1 j . Considering Equation (4), the combination of the remaining g fi;jg ðDv kÀ1 i Þ, i ¼ 1; 2; . . . ; n in Equation (5) , which is P n i¼1 Èg fi;jg ðDv kÀ1 i Þ, will result in Dv k i . Then, we have the 2-step DAIC as shown in (2) .
To initialize a DAIC, we should set the start values of v 0 j and Dv 1 j . v 0 j and Dv 1 j can be initialized to be any value, but the initialization should satisfy v 0
. . È g fn;jg ðv 0 n Þ È c j , which is the fourth condition. The PageRank's update function as shown in Equation (4) satisfies all the conditions. g fi;jg ðv kÀ1
i jNðiÞj satisfies the second condition. 'È' is 'þ', which satisfies the third condition. To satisfy the fourth condition, v 0 j can be initialized to 0, and Dv 1 j can be initialized to 1 À d. Besides PageRank, we have found a broad class of DAIC algorithms, which are described in Section 3 of the supplementary file available online.
To sum up, DAIC can be described as follows. Vertex j first updates v k j by accumulating Dv k j (by 'È' operation) and then updates Dv kþ1 j with P n i¼1 Èg fi;jg ðDv k i Þ. We refer to Dv j as the delta value of vertex j and g fi;jg ðDv k i Þ as the delta message sent from i to j. P n i¼1 Èg fi;jg ðDv k i Þ is the accumulation of the received delta messages on vertex j since the kth update. Then, the delta value Dv kþ1 j will be used for the ðk þ 1Þth update. Apparently, this still requires all vertices to start the update synchronously. That is, Dv kþ1 j has to accumulate all the delta messages g fi;jg ðDv k i Þ sent from j's in-neighbors, at which time it is ready to be used in the ðk þ 1Þth iteration. Therefore, we refer to the 2-step iterative computation in (2) as synchronous DAIC.
Asynchronous DAIC
DAIC can be performed asynchronously. That is, a vertex can start update at any time based on whatever it has already received. We can describe asynchronous DAIC as follows, each vertex j performs:
receive :
Whenever receiving m j ;
For any h; if g fj;hg ðDv j Þ 6 ¼ 0;
where m j is the received delta message g fi;jg ðDv i Þ sent from any in-neighbor i. The receive operation accumulates the received delta message m j to Dv j . Dv j accumulates the received delta messages between two consecutive update operations. The update operation updates v j by accumulating Dv j , sends the delta message g fj;hg ðDv j Þ to any of j's outneighbors h, and resets Dv j to 0. Here, operator 'È' should have the identity property of abstract value 0, i.e., x È 0 ¼ x, so that resetting Dv j to 0 guarantees that the received value is cleared. Additionally, to avoid useless communication, it is necessary to check that the sent delta message g fj;hg ðDv j Þ 6 ¼ 0 before sending.
For example, in PageRank, each page j has a buffer DR j to accumulate the received delta PageRank scores. When page j performs an update, R j is updated by accumulating DR j . Then, the delta message dðDR j =jNðjÞjÞ is sent to j's linked pages, and DR j is reset to 0.
In asynchronous DAIC, the two operations on a vertex, receive and update, are completely independent from those on other vertices. Any vertex is allowed to perform the operations at any time. There is no lock step to synchronize any operation between vertices.
Convergence
To study the convergence property, we first give the following definition of the convergence of asynchronous DAIC.
Definition 1. Asynchronous DAIC as shown in (6) converges as long as that after each vertex has performed the receive and update operations an infinite number of times, v 1 j converges to a fixed value v Ã j . Then, we have the following theorem to guarantee that asynchronous DAIC will converge to the same fixed point as synchronous DAIC. Further, since synchronous DAIC is derived from the traditional form of iterative computation, i.e., Equation (1), the asynchronous DAIC will converge to the same fixed point as traditional iterative computation.
The formal proof of Theorem 1 is provided in Section 2 of the supplementary file available online. We explain the intuition behind Theorem 1 as follows. Consider the process of DAIC as information propagation in a graph. Vertex i with an initial value Dv 1 i propagates delta message g fi;jg ðDv 1 i Þ to its out-neighbor j, where g fi;jg ðDv 1 i Þ is accumulated to v j and a new delta message g fj;hg ðg fi;jg ðDv 1 i ÞÞ is produced and propagated to any of j's out-neighbors h. By synchronous DAIC, the delta messages propagated from all vertices should be received by all their neighbors before starting the next round propagation. That is, the delta messages originated from a vertex are propagated strictly hop by hop. In contrast, by asynchronous DAIC, whenever some delta messages arrive, a vertex accumulates them to v j and propagates the newly produced delta messages to its neighbors. No matter synchronously or asynchronously, the spread delta messages are never lost, and the delta messages originated from each vertex will be eventually spread along all paths. For a destination node, it will eventually collect the delta messages originated from all vertices along various propagating paths. All these delta messages are eventually received and contributed to any v j . Therefore, synchronous DAIC and asynchronous DAIC will converge to the same result.
Effectiveness
As illustrated above, v j and v j both converge to the same fixed point. By accumulating Dv j (or Dv j ), v j (or v j ) either monotonically increases or monotonically decreases to a fixed value v Ã
In this section, we show that v j converges faster than v j .
To simplify the analysis, we first assume that 1) only one update occurs at any time point; 2) the transmission delay can be ignored, i.e., the delta message sent from vertex i, g fi;jg ðDv i Þ (or g fi;jg ðDv i Þ), is directly accumulated to Dv j (or Dv j ).
The workload can be seen as the number of performed updates. Let update sequence represent the update order of the vertices. By synchronous DAIC, all the vertices have to perform the update once and only once before starting the next round of updates. Hence, the update sequence is composed of a series of subsequences. The length of each subsequence is jV j, i.e., the number of vertices. Each vertex occurs in a subsequence once and only once. We call this particular update sequence as synchronous update sequence. While in asynchronous DAIC, the update sequence can follow any update order. For comparison, we will use the same synchronous update sequence for asynchronous DAIC.
By DAIC, no matter synchronously and asynchronously, the propagated delta messages of an update on vertex i in subsequence k, i.e., g fi;jg ðDv k i Þ (or g fi;jg ðDv i Þ), are directly accumulated to Dv kþ1 j (or Dv j ), j ¼ 1; 2; . . . ; n. By synchronous DAIC, Dv kþ1 j cannot be accumulated to v j until the update of vertex j in subsequence k þ 1. In contrast, by asynchronous DAIC, Dv j is accumulated to v j immediately whenever vertex j is updated after the update of vertex i in subsequence k. The update of vertex j might occur in subsequence k or in subsequence k þ 1. If the update of vertex j occurs in subsequence k, v j will accumulate more delta messages than v j after k subsequences, which means that v j is closer to v Ã j than v j . Otherwise, v j ¼ v j . Therefore, we have Theorem 2. The formal proof of Theorem 2 is provided in Section 2 of the supplementary file available online.
Theorem 2. Based on the same update sequence, after k subsequences, we have v j by asynchronous DAIC and v j by synchronous DAIC. v j is closer to the fixed point v Ã j than v j is, i.e., jv Ã j À v j j jv Ã j À v j j.
Scheduling Policies
By asynchronous DAIC, we should control the update order of the vertices, i.e., specifying the scheduling policies. In reality, a subset of vertices are assigned to a processor, and multiple processors are running in parallel. The processor can perform the update for the assigned vertices in a round-robin manner, which is referred to as roundrobin scheduling. Moreover, it is possible to schedule the update of these local vertices dynamically by identifying their importance, which is referred to as priority scheduling.
In [16] , we have found that selectively processing a subset of the vertices has the potential of accelerating iterative computation. Some of the vertices can play an important decisive role in determining the final converged outcome.
Giving an update execution priority to these vertices can accelerate the convergence.
To show the progress of the iterative computation, we quantify the iteration progress with L 1 norm of v, i.e.,
Asynchronous DAIC either monotonically increases or monotonically decreases jvk 1 to a fixed point kv Ã k 1 . According to (6) , an update of vertex j, i.e., v j ¼ v j È Dv j , either increases kvk 1 by ðv j È Dv j À v j Þ or decreases kvk 1 by ðv j À v j È Dv j Þ. Therefore, by priority scheduling, vertex j ¼ arg max j jv j È Dv j À v j j is scheduled first. In other words, The bigger jv j È Dv j À v j j is, the higher update priority vertex j has. For example, in PageRank, we set each page j's scheduling priority based on jR j þ DR j À R j j ¼ DR j . Then, we will schedule page j with the largest DR j first. To sum up, by priority scheduling, the vertex j ¼ arg max j jv j È Dv j À v j j is scheduled for update first.
Theorem 3 guarantees the convergence of asynchronous DAIC under the priority scheduling. The proof of Theorem 3 can be found in Section 2 of the supplementary file available online. Furthermore, according to the analysis presented above, we have Theorem 4 to support the effectiveness of priority scheduling.
Theorem 3. By asynchronous priority scheduling, v 0 j converges to the same fixed point v Ã j as v j by synchronous iteration converges to, i.e., v 01
Theorem 4. Based on asynchronous DAIC, after the same number of updates, we have v 0 j by priority scheduling and v j by round-robin scheduling. v 0 j is closer to the fixed point v Ã j than v j is, i.e., jv Ã j À v 0 j j jv Ã j À v j j.
WRITING DAIC ALGORITHMS
In this section, we provide the guidelines of writing DAIC algorithms. Given an iterative algorithm, the following steps are recommended for converting it to a DAIC algorithm.
. Step1: Vertex-Centric Check. Check whether the update function is applied on each vertex, and write the vertex-centric update function f. If not, try to rewrite the update function. . Step2: Formation Check. Check whether f is in the form of Equation (3)? If yes, identify the senderbased function g fi;jg ðv i Þ applied on each sender vertex i, the abstract operator 'È' for accumulating the received delta messages on receiver vertex j. . Step3: Properties Check. Check whether g fi;jg ðv i Þ has the distributive property and whether operator 'È' has the commutative property and the associative property? . Step4: Initialization. According to (2) , initialize v 0 j and Dv 1 j to satisfy v 1 j ¼ v 0 j È Dv 1 j , and write the iterative computation in the 2-step DAIC form. . Step5: Priority Assignment (Optional). Specify the scheduling priority of each vertex j as jv j È Dv j À v j j for scheduling the asynchronous updates.
Following the guidelines, we have found a broad class of DAIC algorithms, including single source shortest path (SSSP), PageRank, linear equation solvers, Adsorption, SimRank, etc. Table 1 shows a list of such algorithms. Each of their update functions is represented with a tuple ðg fi;jg ðxÞ; È; v 0 j ; Dv 1 j Þ. In Table 1 , matrix A represents the graph adjacency information. If there is an edge from vertex i to vertex j, A i;j represents the edge weight from i to j, or else A i;j ¼ 0. More details of these DAIC algorithms are described in Section 3 of the supplementary file available online.
MAITER
To support implementing a DAIC algorithm in a large-scale distributed manner and in a highly efficient asynchronous manner, we propose an asynchronous distributed framework, Maiter. Users only need to follow the guidelines to specify the function g fi;jg ðv i Þ, the abstract operator 'È', and the initial values v 0 j and Dv 1 j through Maiter API (Maiter API is described in Section 4 of the supplementary file available online). The framework will automatically deploy these DAIC algorithms in the distributed environment and perform asynchronous iteration efficiently.
Maiter is implemented by modifying Piccolo [11] , and Maiter's source code is available online [17] . It relies on message passing for communication between vertices. In Maiter, there is a master and multiple workers. The master coordinates the workers and monitors the status of workers. The workers run in parallel and communicate with each other through MPI. Each worker performs the update for a subset of vertices. In the following, we introduce Maiter's key functionalities.
Data Partition
Each worker loads a subset of vertices in memory for processing. Each vertex is indexed by a global unique vid. The assignment of a vertex to a worker depends solely on the vid. A vertex with vid j is assigned to worker hðjÞ, where hðÞ is a hash function applied on the vid. Besides, preprocessing for smart graph partition can be useful. For example, one can use a lightweight clustering algorithm to preprocess the input graph, assigning the strongly connected vertices to the same worker, which can reduce communication.
Local State Table
The vertices in a worker are maintained in a local inmemory key-value store, state table. Each state table entry corresponds to a vertex indexed by its vid. As depicted in Fig. 1 , each table entry contains five fields. The 1st field stores the vid j of a vertex; the 2nd field stores v j ; the 3rd field stores Dv j ; the 4th field stores the priority value of vertex j for priority scheduling; the 5th field stores the input data associated with vertex j, such as the adjacency list. Users are responsible for initializing the v fields and the Dv fields through the provided API. The priority fields are automatically initialized based on the values of the v fields and Dv fields. Users read an input partition and fills entry j's data field with vertex j's input data.
Receive Thread and Update Thread
As described in (6), DAIC is accomplished by two key operations, the receive operation and the update operation.
In each worker, these two operations are implemented in two threads, the receive thread and the update thread. The receive thread performs the receive operation for all local vertices. Each worker receives the delta messages from other workers and updates the Dv fields by accumulating the received delta messages. The update thread performs the update operation for all local vertices. When operating on a vertex, it updates the corresponding entry's v field and Dv field, and sends messages to other vertices.
Scheduling within Update Thread
The simplest scheduling policy is to schedule the local vertices for update operation in a round robin fashion. The update thread performs the update operation on the table entries in the order that they are listed in the local state table and round-by-round. The static scheduling is simple and can prevent starvation.
However, as discussed in Section 2.5, it is beneficial to provide priority scheduling. In addition to the static roundrobin scheduling, Maiter supports dynamic priority scheduling. A priority queue in each worker contains a subset of local vids that have larger priority values. The update thread dequeues the vid from the priority queue, in terms of which it can position the entry in the local state table and performs an update operation on the entry. Once all the vertices in the priority queue have been processed, the update thread extracts a new subset of high-priority vids for next round update. The extraction of vids is based on the priority field. Each entry's priority field is initially calculated based on its initial v value and Dv value. During the iterative computation, the priority field is updated whenever the Dv field is changed (i.e., whenever some delta messages are received).
The number of extracted vids in each round, i.e., the priority queue size, balances the tradeoff between the gain from accurate priority scheduling and the cost of frequent queue extractions. The priority queue size is set as a portion of the state table size. For example, if the queue size is set as 1 percent of the state table size, we will extract the top 1 percent high priority entries for processing. In addition, we also use the sampling technique proposed in [16] for efficient queue extraction, which only needs OðNÞ time, where N is the number of entries in local state table.
Message Passing
Maiter uses OpenMPI [18] to implement message passing between workers. A message contains a vid indicating the message's destination vertex and a value. Suppose that a message's destination vid is k. The message will be sent to worker hðkÞ, where hðÞ is the partition function for data partition, so the message will be received by the worker where the destination vertex resides.
A naive implementation of message passing is to send the output messages as soon as they are produced. This will reach the asynchronous iteration's full potential. However, initializing message passing leads to system overhead. To reduce this overhead, Maiter buffers the output messages and flushes them after a timeout. If a message's destination worker is the host worker, the output message is directly applied to the local state table. Otherwise, the output messages are buffered in multiple msg tables, each of which corresponds to a remote destination worker. We can leverage early aggregation on the msg table to reduce network communications. Each msg table entry consists of a destination vid field and a value field. As mentioned in Section 2.1, the associative property of operator 'È', i.e., ðx È yÞ È z ¼ x È ðy È zÞ, indicates that multiple messages with the same destination can be aggregated at the sender side or at the receiver side. Therefore, by using the msg table, Maiter worker combines the output messages with the same vid by 'È' operation before sending them.
Iteration Termination
To terminate iteration, Maiter exploits progress estimator in each worker and a global terminator in the master. The master periodically broadcasts a progress request signal to all workers. Upon receipt of the termination check signal, the progress estimator in each worker measures the iteration progress locally and reports it to the master. The users are responsible for specifying the progress estimator to retrieve the iteration progress by parsing the local state table. After the master receives the local iteration progress reports from all workers, the terminator makes a global termination decision in respect of the global iteration progress, which is calculated based on the received local progress reports. If the terminator determines to terminate the iteration, the master broadcasts a terminate signal to all workers. Upon receipt of the terminate signal, each worker stops updating the state table and dumps the local table entries to HDFS, which contain the converged results. Note that, even though we exploit a synchronous termination check periodically, it will not impact the asynchronous computation. The workers proceed after producing the local progress reports without waiting for the master's feedback.
Fault Tolerance
The fault tolerance support for synchronous computation models can be performed through checkpointing, where the state data is checkpointed on the reliable HDFS every several iterations. If some workers fail, the computation rolls back to the most recent iteration checkpoint and resumes from that iteration. Maiter exploits Chandy-Lamport [19] algorithm to design asynchronous iteration's fault tolerance mechanism. The checkpointing in Maiter is performed at regular time intervals rather than at iteration intervals. The state table in each worker is dumped to HDFS every period of time. However, during the asynchronous computation, the information in the state table might not be intact, in respect that the messages may be on their way to act on the state table. To avoid missing messages, not only the state table is dumped to HDFS, but also the msg tables in each worker are saved. Upon detecting any worker failure (through probing by the master), the master restores computation from the last checkpoint, migrates the failed worker's state table and msg tables to an available worker, and notifies all the workers to load the data from the most recent checkpoint to recover from worker failure. For detecting master failure, Maiter can rely on a secondary master, which restores the recent checkpointed state to recover from master failure.
EVALUATION
This section evaluates Maiter with a series of experiments.
Preparation

Frameworks for Comparison
We pick a few popular frameworks for comparison, including Hadoop [6] , memory-based iMapReduce (iMR-mem) [20] , file-based iMapReduce (iMR-file) [20] , Spark [21] , file-based PrIter (PrIter-mem) [16] , file-based PrIter (PrIterfile) [16] , Piccolo [11] , and GraphLab [8] . The GraphLab framework provides both synchronous execution engine (GraphLab-Sync) and asynchronous execution engine. Moreover, under the asynchronous execution engine, GraphLab supports both fifo scheduling (GraphLab-AS-fifo) and priority scheduling (GraphLab-AS-pri). To evaluate Maiter with different scheduling policies, we consider the round robin scheduling (Maiter-RR) as well as the priority scheduling (Maiter-Pri). In addition, we manually add a synchronization barrier controlled by the master to let these workers perform DAIC synchronously. We call this version of Maiter as Maiter-Sync. More details of these frameworks can be found in Section 5.1 of the supplementary file available online.
Experimental Cluster
The experiments are performed on a cluster of local machines as well as on Amazon EC2 Cloud [15] . The local cluster consisting of 4 commodity machines is used to run small-scale experiments. Each machine has Intel E8200 dual-core 2.66 GHz CPU, 3 GB of RAM, and 160 GB storage. The Amazon EC2 cluster involves 100 medium instances, each with 1.7 GB memory and 5 EC2 compute units.
Applications and Data Sets
Four applications, including PageRank, SSSP, Adsorption, and Katz metric, are implemented. We use Google Webgraph [22] for PageRank computation. We also generate synthetic massive data sets for PageRank and other applications. The details of synthetic data sets can be found in Section 5.2 of the supplementary file available online.
Running Time to Convergence
Local Cluster Results
We compare different frameworks on running time in the context of PageRank computation. Due to the limited space, the termination approach of PageRank computation is presented in Section 5.3 of the supplementary file available online. Fig. 2 shows the PageRank running time on Google Webgraph on our local cluster. Note that, the data loading time for the memory-based systems (other than Hadoop, iMR-file, iMR-mem) is included in the total running time.
By using Hadoop, we need 27 iterations and more than 800 seconds to converge. By separating the iteration-variant state data from the static data, iMR-file reduces the running time of Hadoop by around 50 percent. iMR-mem further reduces it by providing faster memory access. Spark, with efficient data partition and memory caching techniques, can reduce Hadoop time to less than 100 seconds. PrIter identifies the more important nodes to perform the update and ignores the useless updates, by which the running time is reduced. As expected, PrIter-mem converges faster than PrIter-file. Piccolo utilizes MPI for message passing to realize fine-grained updates, which improves the performance.
GraphLab variants show their differences on the performance. GraphLab-Sync uses a synchronous engine and completes the iterative computation within less than 100 seconds. GraphLab-AS-fifo uses an asynchronous engine and schedules the asynchronous updates in a FIFO queue, which consumes much more time. The reason is that the cost of managing the scheduler (through locks) tends to exceed the cost of the main PageRank computation itself. The cost of maintaining the priority queue under asynchronous engine seems even much larger, so that GraphLab-AS-pri converges with significant longer running time. More experimental results focusing on demonstrating the difference between GraphLab and Maiter can be found in Section 5.4 of the supplementary file available online.
The framework that supports synchronous DAIC, Maiter-Sync, filters the zero updates ðDR ¼ 0Þ and reduces the running time to about 60 seconds. Further, the asynchronous DAIC frameworks, Maiter-RR and Maiter-Pri, can even converge faster by avoiding the synchronous barriers. Note that, our priority scheduling mechanism does not result in high cost, since we do not need distributed lock for scheduling asynchronous DAIC. In addition, in priority scheduling, the approximate sampling technique [16] helps reduce the complexity, which avoids high scheduling cost.
EC2 Results
To show the performance under large-scale distributed environment, we run PageRank on a 100-million-node synthetic graph on EC2 cluster. Fig. 3 shows the running time with various frameworks. We can see the similar results. One thing that should be noticed is that Maiter-Sync has comparable performance with Piccolo and PrIter. Only DAIC is not enough to make a significant performance improvement. However, the asynchronous DAIC frameworks (Maiter-RR and Maiter-Pri) perform much better. The result is under expectation. As the cluster size increases and the heterogeneity in cloud environment becomes apparent, the problem of synchronous barriers is more serious. With the asynchronous execution engine, Maiter-RR and Maiter-Pri can bypass the high-cost synchronous barriers and perform more efficient computations. As a result, Maiter-RR and Maiter-Pri significantly reduce the running time. Moreover, Maiter-Pri exploits more efficient priority scheduling, which can achieve 60Â speedup over Hadoop. This result demonstrates that only with asynchronous execution can DAIC reach its full potential.
To show that Maiter can support more applications, we also run other applications on EC2 cluster. We perform SSSP, Adsorption, and Katz metric computations with Maiter-Sync, Maiter-RR, and Maiter-Pri. We generate weighted/unweighted 100-million-node synthetic graphs for these applications respectively. Fig. 4 shows the running time of these applications. For SSSP, the asynchronous DAIC SSSP (Maiter-RR and Maiter-Pri) reduces the running time of synchronous DAIC SSSP (Maiter-Sync) by half. For Adsorption, the asynchronous DAIC Adsorption is 5Â faster than the synchronous DAIC Adsorption. Further, by priority scheduling, Maiter-Pri further reduces the running time of Maiter-RR by around 1/3. For Katz metric, we can see that Maiter-RR and Maiter-Pri also outperform Maiter-Sync.
Efficiency of Asynchronous DAIC
As analyzed in Section 2.4, with the same number of updates, asynchronous DAIC results in more progress than synchronous DAIC. In this experiment, we measure the number of updates that PageRank and SSSP need to converge under Maiter-Sync, Maiter-RR, and Maiter-Pri.
To measure the iteration process, we define a progress metric, which is P j R j for PageRank and P j d j for SSSP. Then, the efficiency of the update operations can be seen as the ratio of the progress metric to the number of updates.
On the EC2 cluster, we run PageRank on a 100-millionnode synthetic graph and SSSP on a 500-million-node synthetic graph. Fig. 5a shows the progress metric against the number of updates for PageRank. In PageRank, the progress metric P j R j should be increasing. Each R 0 j is intialized to be 0 and each DR 1 j is initialized to be 1 À d ¼ 0:2 (the damping factor d ¼ 0:8). The progress metric P j R j is increasing from Fig. 5b shows the progress metric against the number of updates for SSSP. In SSSP, the progress metric P j d j should be decreasing. Since d j is initialized to be 1 for any node j 6 ¼ s, which cannot be drawn in the figure, we start plotting when any d j G 1. From Figs. 5a and 5b, we can see that by asynchronous DAIC, Maiter-RR and Maiter-Pri require much less updates to converge than Maiter-Sync. That is, the update in asynchronous DAIC is more effective than that in synchronous DAIC. Further, Maiter-Pri selects more effective updates to perform, so the update in Maiter-Pri is even more effective.
Scaling Performance
Suppose that the running time on one worker is T . With optimal scaling performance, the running time on an n-worker cluster should be T =n. But in reality, distributed application usually cannot achieve the optimal scaling performance. To measure how asynchronous Maiter scales with increasing cluster size, we perform PageRank on a 100-millionnode graph on EC2 as the number of workers increases from 20 to 100. We consider the running time on a 20-worker cluster as the baseline, based on which we determine the running time with optimal scaling performance on different size clusters. We consider Hadoop, Maiter-Sync, Maiter-RR, and Maiter-Pri for comparing their scaling performance. Fig. 6 shows the scaling performance of Hadoop, Maiter-Sync, Maiter-RR, and Maiter-Pri. We can see that the asynchronous DAIC frameworks, Maiter-RR and Maiter-Pri, provide near-optimal scaling performance as cluster size scales from 20 to 100. The performance of the synchronous DAIC framework Maiter-Sync is degraded a lot as the cluster size scales. Hadoop splits a job into many fine-grained tasks (task with 64 MB block size), which alleviates the impact of synchronization and improves scaling performance.
More experimental results, such as the communication cost and the scaling performance when increasing input size, are provided in Sections 5.5 and 5.6 of the supplementary file available online.
RELATED WORK
The original idea of asynchronous iteration, chaotic iteration, was introduced by Chazan and Miranker in 1969 [12] . Motivated by that, Baudet proposed an asynchronous iterative scheme for multicore systems [13] , and Bertsekas presented a distributed asynchronous iteration model [14] . These early stage studies laid the foundation of asynchronous iteration and have proved its effectiveness and convergence. Asynchronous methods are being increasingly used and studied since then, particularly so in connection with the use of heterogeneous workstation clusters. A broad class of applications with asynchronous iterations have been correspondingly raised [23] , [24] , such as PageRank [25] , [26] and pairwise clustering [27] . Our work differs from these previous works. We focus on a particular class of iterative algorithms and provide a new asynchronous iteration scheme, DAIC, which exploits the accumulative property.
On the other hand, to support iterative computation, a series of distributed frameworks have emerged. In addition to the frameworks we compared in Section 5, many other synchronous frameworks are proposed recently. HaLoop [28] , a modified version of Hadoop, improves the efficiency of iterative computations by making the task scheduler loop-aware and employing caching mechanisms. CIEL [29] supports data-dependent iterative algorithms by building an abstract dynamic task graph. Pregel [7] aims at supporting graph-based iterative algorithms by proposing a graph-centric programming model. REX [30] optimizes DBMS recursive queries by using incremental updates. Twister [31] employs a lightweight iterative MapReduce runtime system by logically constructing a reduce-to-map loop. Naiad [9] is recently proposed to support incremental iterative computations. All of the above described works build on the basic assumption that the synchronization between iterations is essential. A few proposed frameworks also support asynchronous iteration. The partial asynchronous approach proposed in [32] investigates the notion of partial synchronizations in iterative MapReduce applications to overcome global synchronization overheads. GraphLab [33] supports asynchronous iterative computation with sparse computational dependencies while ensuring data consistency and achieving a high degree of parallel performance. PowerGraph [34] forms the foundation of GraphLab, which characterizes the challenges of computation on natural graphs. The authors propose a new approach to distributed graph placement and representation that exploits the structure of power-law graphs. GRACE [35] executes iterative computation with asynchronous engine while letting users implement their algorithms with the synchronous BSP programming model. To the best of our knowledge, our work is the first that proposes to perform DAIC for iterative algorithms. We also identify a broad class of iterative algorithms that can perform DAIC.
CONCLUSION
In this paper, we propose DAIC, delta-based accumulative iterative computation. The DAIC algorithms can be performed asynchronously and converge with much less workload. To support DAIC model, we design and implement Maiter, which is running on top of hundreds of commodity machines and relies on message passing to communicate between distributed machines. We deploy Maiter on local cluster as well as on Amazon EC2 cloud to evaluate its performance in the context of four iterative algorithms. The results show that by asynchronous DAIC the iterative computation performance is significantly improved. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
