The objective of this paper is to present a fast parallel incompressible Navier Stokes (NS) simulator that has enough versatility to apply to various endovascular situations with ease in medical image integration. Our long term goal is to bring NS simulation to surgeons as an additional routine image modality that can complement existing medical imaging channels. Given a medical image describing the geometry of an artery, we are able to simulate the blood flow through an artery close to clinical conditions. To achieve this goal, our interface relies on the combination of the L 2 penalty method to deal with complex geometry for solving the NS equations. We present here a high performance portable domain decomposition solver based on a tuning of the fastest linear solver depending on the subdomain and the processor architecture. This paper provides a detailed proof of concept in the two dimensional case. The three dimensional results will be reported in a companion paper.
INTRODUCTION AND MOTIVATION
To make clinical progress, it is important to accumulate a large data base of hemodynamic studies and get fast patient specific simulations. Our goal is to provide to medical doctors (MD) a computational environment that may bring hemodynamic simulation at the same level as medical imaging, (i.e, a modality that can be used routinely in clinical environment). Current simulators relying on the finite element method provide blood flow simulations but it usually takes several hours to get the results. Mesh generation and Finite Element (FE) [18, 3] solution procedures are time consuming and require tuning for each specific situation. This delay may not be acceptable to incorporate the flow data into the pretreatment planning process.
We present an integrated approach to quickly compute an incompressible Navier Stokes (NS) flow in a section of a large blood vessel using medical imaging data. The goal is essentially to provide a first order approximation of some main quantities of interest in cardiovascular disease: the shear stress and the pressure on the wall. While there is a large number of parameters influencing blood flow conditions, those quantities seem to be critical in the understanding of aneurysm formation, plaque building, and wall plasticity. The set of incompressible NS equations seems to be an acceptable level of approximation to build shear stress and pressure indicators for large artery flow in clinical conditions, while the non Newtonian flow model should definitively be used for smaller vessels [7] .
The NS solver presented in this paper relies on the L 2 penalty approach pioneered by Caltagirone [2] and co-workers and combines nicely with a level set method based on the Mumford-Shah energy model [6] . The discretization grid can be a Cartesian grid no matter the complexity of the artery shape. We can use fast domain decomposition solvers such as the Aitken-Schwarz method [10] to get portable performance on a wide range of parallel computer architectures. A general description of the method developed in the context of Matlab-MPI was published in [12] . This paper further discusses toward real time simulation. We present here a systematic way to optimize the choice of the subdomain solver that can be borrowed from any existing numerical libraries. The fastest subdomain solver on modern scalar processors is not always the one that has the least arithmetic complexity. Thanks to our Domain Decomposition (DD) framework, we can get performance portability by switching automatically from one numerical library to another based on systematic preprocessing tests and/or track records of previous runs. A surface response technique complements the design of our adaptive software by modeling a posteriori the performance as a function of the rectangular subdomain size, choice of algorithm and processor type. This paper is a proof of concept based on a two dimensional incompressible NS solver that provides close to real time simulation for arbitrary shaped geometry. Preliminary results for carotid bifurcation in three space dimensions are reported in [11] . This simulator is part of a global hemodynamic software suite that has a data base and web interface to make the system as easy and practical as possible for MDs [15] .
The plan of this paper is as follows. We describe in section 2 the formulation of the problem and the method. In section 3, we present the adaptive DD elliptic solver for the pressure equation. Section 4 reports on the performance portability of this elliptic solver. In section 5, we discuss the parallel efficiency of our blood flow simulator. Section 6 is our conclusion.
METHOD
In this section, we describe the penalization method, discretization and time stepping of the incompressible NS code.
PDE Formulation
We consider the velocity pressure formulation of the NS equations in a rectangular domain :
U(x, y, t) stands for the velocity with its x and y component respectively u and υ. We denote p(x, y, t) as the pressure of the fluid, ν represents the kinematic viscosity of the fluid.
Considering an immersed boundary approach, the domain Ω is decomposed into a fluid subdomain Ω f and a wall subdomain Ω w . In the L 2 penalty method the right hand side f is a forcing term that contains a mask function Λ Ω w and is defined as follows U w is the prescribed velocity of the moving wall and η is a small positive parameter.
A formal asymptotic analysis helps us to understand how this penalty method matches the no slip boundary condition on the interface . Let us define the following asymptotic expansion:
Formally we obtained at leading order, that is
The leadind order terms U 0 and p 0 in the fluid domain Ω f satisfy the standard set of NS equations:
.
where Further the wall motion U w must be divergence free. At next order we have in Ω w , , with div (U 1 ) = 0.
In the simplest situation where U w ≡ 0, we observe that the motion of the flow is driven by the pressure following a classical Darcy law. η stands for a small permeability. To summarize as η → 0, the flow evolution is dominated by the NS equations inside the artery, and by the Darcy law with very small permeability inside the wall. This actually corresponds to a standard multiscale model of blood flow in the main arteries. From the analytical point of view it was shown in [1] for fixed wall, i.e. U w ≡ 0, that the convergence order of the penalty method is of order , in the fluid domain, and in the wall.
The mask function ΛΩ w is obtained directly by a level set method based on the Mumford-Shah Model [6] that deliver the image segmentation. We refer to [12] for more details. Because this Mask function is approximated on a regular Cartesian grid, the method can be only first order in space. Let us introduce now the discretization of the PDE problem.
Discretization & Time Stepping
The discretization of the NS equations is done with finite differences on a Cartesian grid following the standard staggered grid method as described in Figure 1 .
The grid approximation for velocity and pressure are defined as follows
.( ).
in Ω on the staggered mesh, of space step
Regarding the resolution of the equation, we use a standard projection method [8] as follows :
• Step 1: prediction of the velocity by solving either explicitly: (2) or implicity
in (0, L x ) × (0, L y ) with the boundary condition = g on ∂Ω We have in (2) or (3) a first order approximation in time of the total derivative. The convective term is taken care by the term u k, * that is obtained from the method of characteristics. We use a second order interpolation scheme in space and a backward Euler scheme in time to reconstruct the root of the characteristic. This technique satisfies a maximum principal and the emphasis is on the robustness of the method. 
These two steps of the NS solver have very uneven weight in the simulation elapsed time. In the explicit scheme (2), the momentum equations are readily solved. The implicit version (3) requires few steps of a relaxation scheme or possibly a multigrid algorithm, because the corresponding Helmholtz operator is close to the identity operator. Overall Step 1 of the projection scheme has order N x × N y complexity.
In theory one can solve the Poisson problem thanks to full multigrid with the same arithmetic linear complexity. In practice things are very different on parallel system. It is generally agreed that the most time consuming routine in the code is the resolution of the linear problem for pressure. We will now concentrate on this practical issue and present a solver that scales on parallel systems quasi linearly.
ELLIPTIC SOLVER FOR DOMAIN DECOMPOSITION
In this section, we will recall first the Aitken-Schwarz decomposition technique [10] that is at the core of the method.
Aitken-Schwarz Algorithm
This DD solver for elliptic problems that was first introduced in [14] provides a framework to build high performance algorithms that are tolerant to low bandwidth and high latency. This technique can be combined with standard DD that scales well on uniform parallel architecture, where CPU power is well balanced by network performance. Our method post-processes standard blockwise relaxation schemes such as the Schwarz method, [17, 21, 22] with Aitken like acceleration of the sequences of interfaces produced by the Schwarz method. We briefly describe the numerical ideas behind the Aitken-Schwarz (AS) method. We refer to [10] for a detailed description of this method. Let us give an overview of this algorithm with a problem that corresponds to the pressure correction (4). We apply homogeneous Dirichlet boundary conditions along the vertical sides and homogeneous Neumann boundary conditions on the horizontal sides of the rectangular domain. 
As described in Figure 2 , the domain is decomposed into a unidirectional partition of overlapping domains.
For simplicity, we describe the algorithm with a domain Ω decomposed into two overlapping subdomains:
. The Additive Schwarz algorithm consists of repeating the following iteration until convergence:
Because we have homogeneous Neumann boundary conditions on the horizontal sides of the domain, a cosine expansion of the trace of the solution on the interface provides a diagonalization of the trace transfer operator :
The Poisson problem decomposes into a set of independent two point boundary value problems:
(
,
We denote T k as the trace transfer operator for each wave component of the interface:
The operators T k are linear and the sequences and have linear convergence. This is expressed by the set of linear equations, (10) where and are the so called damping factors associated with each subdomain Ω 1 and Ω 2 . These damping factors are computed analytically from the eigenvalues of the operators. We apply an Aitken acceleration separately to each wave coefficient in order to get the exact limit of the sequence on the interfaces based on the first Schwarz iterate. It consists of simply solving the 2 × 2 linear system (10) where n = 0, of unknown . Finally, the exact solution at the artificial interfaces Γ i , is reconstructed in physical space from its discrete trigonometric expansion.
For the non-homogeneous mixed boundary conditions a preprocessing step is added which consists of solving the zero mode equation with appropriate boundary conditions: (11) This method is easily generalized for an arbitrary number of subdomain and the matrix of the linear system corresponding to (10) has a pentadiagonal structure [10] .
Here are the steps of the Aitken Schwarz algorithm:
• Step 1: Compute analytically each damping factor for each wave number.
This need to be done only once. • Step 2: Solve the zero mode equation (11) . 
To adapt this DD solver to a broad variety of computer architectures, one needs to adapt the choice of the subdomain solver for each type of processor configuration. We present in the next section a methodology for this purpose.
Interface to Subdomain Solver
There are many different classes of elliptic solver based either on direct methods or iterative methods that perform differently depending on the grid size, the architecture of the processor and eventually the physical parameters of the problem.
We have written an interface software [13] to reuse a broad variety of existing linear algebra softwares such as LU factorization, Krylov methods with an Incomplete LU preconditioner and Geometric or Algebraic multigrids solvers. Most of these methods have been implemented respectively in Lapack, Sparskit [20] and Hypre [9] and are gathered in this interface.
We will restrict ourselves to these three libraries that are representative of the state of the art for the resolution of a linear system. It is usually a cumbersome exercise for the programmer to call theses libraries in his code, because of the multiplicity of available options for each iterative solver, and because each of these softwares has a different language and/or style of coding with different storage. This explain somewhat the success of metalanguages like Matlab, that speed up dramatically the code development and hide the complexity of the library calls, but at the expense of performance.
Our interface assumes that each subdomain has regular data structure with n x × n y grid points, and therefore that the discrete operator has a sparse multidiagonal structure. This is a dramatic simplification that makes the software development easy. But it is a relevant assumption for applications based on immersed boundary technique on Cartesian grids. This interface has the simplicity of Matlab command since it is based on single function calls to solve the subdomain problem with the appropriate parameters and it keeps the efficiency of the original Fortran or C solver library. The main focus is to help the user speed up his code without painful programming. In particular our friendly user interface can guide the user to configure the choice of solver that he wants to fill in a transparent way the numerous parameters that the original linear library function call requires.
For our NS application, the dimension of the subdomain obviously depends on the number of processors used in a run. The method of choice for the subdomain solution process should then depend on the number of processors as well.
We have used a simple surface response methodology [19] to model the performance of each subdomain solver available through our interface as a function of the subdomain dimension and processor type. The idea is to use the surface response to predict for each parallel run what is the best solver, and obtain performance portability.
We have shown in [13] that a least square quadratic approximation of the elapsed time as follows, .
based on a dozen of different configurations runs n x × n y with n x , n y ∈ (10,200) is sufficient enough to predict with few percent accuracy the performance of Lapack and Sparskit solvers with subdomains in that range of dimensions. Unfortunately this is not true with Hypre, because the algebraic multigrid implementation might be very sensitive to the grid size. It can be noticed that one should use statistical sampling methods to estimate a posteriori the reliability of the surface response model.
We report extensively in the following on the performance of the subdomain solvers that we observed in the framework of our application.
Performance Evaluation of Subdomain Solver
We give the descriptions of the machine used for our performance evaluation in Table 1 .
Altix, Marvin and Iroise are shared memory machines while Atlantis, Darwin and Stokes are distributed memory machines with nodes interconnected by a giga-bit Ethernet network.
In order to compare the different solvers, we performed the surface response analysis of Sect 3.2 on each system. Figures 3 and 4 are for Iroise. It shows a two dimensional color map in the two dimensional space (nx, ny), where nx on the horizontal axis and ny on the vertical axis are the dimensions of the rectangular grids of the domain. For each map, we compare two methods: each color corresponds to the region where one method is better than the other. From these results, we can notice that LU performs well for small size, while, iterative solvers such as Bicgstab (Krylov method) and Amg-Gmres (multigrid method) give the fastest results for large grid size. (direct) solver. We clearly see the difference of the region of the area where LU is faster than the iterative method. We can build a lower order approximation of the interface position in the (nx, ny) plan that separates these two areas, and have therefore a simple criterion to select the best solver as a function of the grid size.
Through these experiments, the optimum choice of the solver for each subdomain, i.e., the solver that processes the subdomain in the shortest elapsed time, depends on the type of subdomain, the fact that we reuse or not the same preconditioner or decomposition of the operator, the architecture of the processor and the size of the problem. One can document the performance of the subdomain solver for every configuration by using systematic testing in batch procedure to construct meaningful surface response.
Thanks to the surface response model, and consequently a low order approximation of the interface between the best performances area in Figures 5  and 6 , we can compress dramatically the information we need to select which one of the subdomain solver is the best for a specific run configuration. The performance model is built with a limited number of runs per processor configuration. Statistical sampling can build confidence intervals on the surface response model. Let us now study the parallel performances of the AS solver. BICGSTAB is faster than LU decomposition LU decomposition is faster than BICGSTAB Figure 6 . Comparison between Bicgstab and LU decomposition on Atlantis.
PARALLEL ELLIPTIC SOLVER
In this section, we will present the parallel performance of the AS algorithm by reporting on the speedup and the scalability of the parallel elliptic solver for the pressure correction problem. Furthermore, we will show that the model presented in the previous section may not be valid for multidomain and that the performance model depends on the number of processors . Finally, we will compare our method with existing parallel libraries such as PETSc and SuperLU.
Parallel Performances
The parallel performances of the AS method are based on the Poisson equation in a rectangular domain with Dirichlet boundary conditions. Thanks to our use of immersed boundary techniques we can stick to that simple academic problem.
Speedup
First, let us look at the behavior of the speedup.
We note from Figures 7 and 8 that AS performs very well on different size problems since we observe a quasi linear speedup close to the ideal one. Further, the Krylov method seems to be more sensitive to the cache memory effect, since we have a superlinear speedup.
We run the code on different clusters described previously in Table 1 . Figures  9 and 10 show respectively the elapsed time in seconds for a medium size problem (480 by 240 unknowns) and a large size problem (640 by 320 unknowns).
From Figure 11 , one observes that the speedup obtained on different machines are very consistent. Although the machines are different, the AS algorithm keeps a linear and ideal speedup behavior with the LU solver.
Scalability
In this section, we do a scalability test that consist to increase the size of the problem linearly with the number of processors. To be more precise we keep the exact subdomain size no matter the number of processors. This may not be realistic in applications because the aspect ratio of the overall domain will change with the number of processors. This will be addressed inSection 5 . It is however a good test to detect the overhead induces by the Aitken acceleration process. To simplify the presentation we present here a scalability test on Stokes and Atlantis with two extremes configurations that are respectively 2 and 36 processors -see Table 2 . The number of unknowns per processors is 200 × 200.
We notice that, while the distributed memory system is running a Gigabit ethernet with significant latency, we still get almost perfect efficiency. We are now going to examine how our single processor performance model behaves in parallel runs. 
On the Limit of the Single Subdomain Solver Performance Modeling
In this section, we check the impact of the choice of the subdomain solver on the overall performance. The goal here is not to obtain the best subdomain solver from all existing methods, but rather to use the best solver from Sparskit(Krylov solver tool developed by Saad [20] ) or Lapack only. Of all existing computational algorithms a full multigrid algorithm should be, in theory, the optimum. The performance modeling on a single processor of the Poisson subdomain solver is given in Figure 12 . We checked that the elapsed time with four successive runs stays consistent. Horizontal axis and vertical axis of the figure correspond to the dimension of the subdomain in each space direction. The dark blue region indicates where Sparskit (GMRES) is faster than Lapack (LU decomposition) while the light blue shows where Lapack is faster than Sparskit.
Let us compare this prediction model on a single processor and the performance of the AS algorithm with a fixed size of the subdomain per processor that corresponds to the red points in figure 12 . We test the scalability Figure 11 . Speedup on 5 machines for a domain with 640 × 320 unknowns. of the AS algorithm, that is: we fix the size of the subdomain per processor once for all, and let the number of processors grows. The global size of the problem grows linearly with the number of processors. Table 3 gives the total elapsed time to solve the problem and the number in red gives the best elapsed from both options, i.e., Lapack or Sparskit. These results have been performed on Stokes.
We can notice that the prediction of the best subdomain solver according to Figure 12 , is that one should use Sparskit (respectively Lapack) for the first space dimension above 160 (respectively below 160). This prediction is correct for the 2 processors computation. However, as the number of processors grows, this prediction is incorrect, and one should favor the Krylov solver.
Indeed Figures 13, 14 and 15 show the dependence of the surface response pattern on the number of processors and confirm our statement. Krylov solver is faster than LU decomposition LU decomposition is faster than Krylov solver Figure 12 . Comparison between Krylov Solver (GMRES) and LU decomposition (Lapack). The dark blue shows the region where the Krylov solver is faster than LU decomposition, and the light blue shows the region where LU is faster. Overall, we observe that • While the communication schedule in the parallel code is extremely regular, the performance of the parallel code is non monotonic with respect to the global size of the problem. The optimum choice of the solver is then dependent on the number of processors used.
• If one selects the best of the two subdomain's solvers for each configuration, the scalability of the code is excellent: For the smallest problems, the total elapsed time does not increase significantly as the number of processors grow while the problem size per processor stays constant. For large problems, the elapsed time decreases. We conclude that the optimum choice of the subdomain solver should use a surface response model that includes as a third dimension the number of processors.
Some Comparison with Existing Parallel Software Libraries
There are several parallel software available to solve elliptic problems. We decided to compare our AS for the pressure correction with two high end scientific libraries, PETSc -http://www-unix.mcs.anl.gov/petscand SuperLU -http://crd.lbl.gov/~xiaoye/SuperLUthat is a general purpose library for the direct solve of linear system. The results in this section are performed for PETSc with the distributed memory systems Stokes, and for SuperLU, with the shared memory system Marvin with the optimization level -O3 for all runs. The idea is not to state that our method is better than the two others software methods: our method has been designed specifically for the pressure correction in the context of immersed boundary method on Cartesiangrid while both libraries PETSc and SuperLU are general purpose libraries. But it is not enough to show that our method scales well. We should also compare the elapsed time with modern software libraries on parallel clusters.
PETSc
PETSc [4] is an excellent general purposes software for comparison purpose. PETSc consists of a variety of libraries which include many linear solvers such as Lapack, Krylov solver and multigrid solver [5] .
In Figure 16 , we report on the speedup performance of PETSc and AS on the same graphic, while in Figure 17 , we give the elapsed time. We choose to run PETSc using V-cycle multigrid with 3 levels which seems to be the fastest method to solve the Poisson problem. The preconditioner is of Richardson type to get traditional (non-Krylov accelerated) multigrid. One has two pre and two post smoothing steps of SSOR (running independently on each process) and direct LU on the coarsest grid. To be accurate the option in the PETSc code is: -dmmg_nlevels 3 mg_levels_ksp_type richardson -mg_levels_pc_type sor -mg_levels_pc_sor_lits 2 -mg_levels_pc_sor_local_symmetric PETSc, as expected, is faster than AS with two processors and also for 3 processors. We should have used PETSc to solve the subdomain problem in AS then. However as the number of processors increases, one can observe that the multigrid solver of PETSc does not speed up well, while our method performs better. Eventually for more than three processors, AS gives a better elapsed time than the multigrid solver and PETSc break down for 5 processors. The fact that PETSc does not have a good speedup is explained by the fact that PETSc is very sensitive to the performance of the network. The Gigabit Ethernet network we use has the same latency as fast ethernet.
We could raise the speedup and scalability of PETSc by solving a much larger problem, but the size of the problem is in principle imposed by the application rather than by the performance result. The comparison was done here with an iterative parallel solver. We will do the comparison with the parallel implementation of a direct parallel solver in the next section.
SuperLU
SuperLU [16] is a general purpose library for the direct solution of large, sparse, non-symmetric systems of linear equations on high performance machines.
SuperLU contains a collection of three related subroutine libraries: sequential SuperLU for uniprocessors, the multithreaded version SuperLU -MT for medium-size SMPs, and the MPI version SuperLU -DIST for large distributed memory machines.
In Figure 18 , we used the implementation for shared memory parallel machines SuperLU-MT, with three different test cases. The small one with a domain discretized into 100 × 800, the medium with 200 × 800 and the larger grid with 300 × 800 points. We compared the elapsed time between SuperLU and AS with either LU or GMRES depending on the number of processors and for small, medium and large size problem. For SuperLU, we compute the factorization and the resolution time.
From these results, we notice that for the small grid size problem, AS is faster than SuperLU and the more processors we have, the better AS performs with either GMRES or LU. For larger problems on the same number of processors we observe the opposite. Regarding the middle size, for 2 and 4 processors, SuperLU is faster however, with more than 6 processors, AS combined to GMRES is faster. With 8 processors, the AS is faster than SuperLU even with LU.
The conclusion so far is that our AS software equipped with the adaptive choice of the subdomain solver provides a fairly competitive parallel solver for the pressure correction in an immersed boundary implementation of a NS code.
We are going to investigate in the next section how this conclusion holds for the complete NS code.
PARALLEL PERFORMANCES OF THE NS CODE
The benchmark problem is for an arbitrary artery tree embedded into a rectangular box. To provide a performance result independent of the exact test case under consideration, we will restrict our performance analysis to the LU subdomain solver in AS. The operation count for the pressure correction will depend only on the size of the domain and number of processors. In the same spirit we will use the explicit scheme (2) for the momentum equation.
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A fast navier stokes flow simulation tool for Image based CFD Figure 18 . Comparison of the Elapsed time between SuperLU and AS with either LU or GMRES depending on the number of processor and for small, medium and large size problems.
A number of steady and unsteady, two dimensional as well as three dimensional problems have been benchmarked in [12, 11, 15] and compared for verification with a finite element simulation run with the commercial code ADINA. Figures 19 to 21 show an example of a simple artificial stenose steady calculation. The velocity profile in the inlet of the pipe corresponds to a Poiseuille flow with a velocity of maximum value one. The length of pipe is 70 mm , the width is 10 mm. The obstacle is located at the first third of the pipe and covers 70% of the diameter of the pipe. The Reynolds number is of the order of 200.
In Table 4 , we report on the average elapsed time per time step with the NS code running on the 8 Way Opteron system Marvin. Figure 22 shows the speedup of this code with different grid sizes. This two dimensional code is extremely fast and can provide in practice the simulation of a cardiac cycle every few seconds.
The scalability of the NS code is very similar to what we obtained for the pressure solver. In Figure 23 we keep the aspect ratio of the grid the same: Figure 24 , we obtain a very good scalability of the code no matter the subdomain solver. Compared to the MatlabMPI code implementation of [12] , the Fortran code presented in this paper is much faster. We obtain an acceleration by a factor 7 for the medium size problem (400 by 100) that fits the average application needs. This Fortran application is not only faster but it allows a resolution of a larger grid size which is essential for either solution verification and/or three Table 4 . Elapsed time for one step time depending on the number of processors.
Nx × Ny p = l p = 2 p = 3 p = 4 p = 6 p = 8 dimensional simulation. Figure 25 shows encouraging results for two dimensional large problems. We obtain a linear speedup on Atlantis up to 80 processors for a 4000 × 400 problems. This simulation might be used to have accurate results with a larger Reynolds number than usual in endovascular cases. In the next section we will conclude this study.
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CONCLUSION
We have presented a versatile and robust engineering solution for the simulation of the incompressible set of Navier Stokes equation in the context of blood flow application. This paper was focussed on the design of the algorithm and software to obtain high performance and portability on a broad spectrum of computer architecture. The results obtained in this paper are a proof of concept, since they have been restricted to two space dimensions. Our preliminary results in [11, 15] seems to show that the conclusion of this paper carry on with true three dimensional space unsteady simulation and complex geometry such as the carotid bifurcation in the neck. However realistic blood flow simulation requires more attention to inlet/outlet boundary condition and uncertainty assessment than we had in this paper. As a matter of fact there is a lot of variability on blood flow conditions even for the same individual during a short period of time and depending on his level of metabolic activity. We believe that the ability to run close to real time hemodynamic simulation is an important
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A fast navier stokes flow simulation tool for Image based CFD part of the simulation, since one isolated simulations is often meaning less and statistic on dozen of simulation with variable input are really what it is needed.
