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ABSTRACT
This study applied random forest (RF) and empirical mode decomposition (EMD) techniques to exchange rate forecasting. The
aim of this study is to examine the feasibility of the proposed EMD-RF model in exchange rate forecasting. For this purpose,
the original exchange rate series were first decomposed into a finite, and often small, number of intrinsic mode functions
(IMFs) and one residual component. Then, a random forest model is constructed to forecast these IMFs and residual value
individually, and then all these forecasted values are aggregated to produce the final forecasted value for exchange rates. The
daily USD/NTD, USD/JPY, USD/HKD and USD/AUD exchange rates were employed as the data set. The experimental
results are that MAPE for the four data sets are, respectively, 0.278%, 1.143%, 0.153% and 5.944%, which shows good
performance according to the 10% threshold suggested by Lewis.
Keywords: Random forest, empirical mode decomposition, Hilbert–Huang Transform, intrinsic mode functions, exchange rate
forecasting.

INTRODUCTION
Financial time series forecasting is one of the most important and challenging tasks due to its inherent nonlinearity and
nonstationary characteristics. In the past decades, this issue has attracted increasing attention by many academic researchers
and some forecasting approaches have been developed for dealing with such data. The most popular approach is artificial
neural network (ANN) due to their excellent nonlinear modeling capability [2-5]. However ANN models have several
limitations, such as local optimization, slow speed of training, and low efficiency, thus have a poor generalization ability.
Constructing ANN model would contain a great many parameters. These parameters were always judged by experience, so the
model was hard to be established [6].
Recently, there has been a lot of interests in “ensemble learning methods” that generate many classifiers and aggregate their
results. Two well-known methods are boosting [7] and bagging [8] of classification trees. In boosting, successive trees give
extra weights to points incorrectly predicted by earlier predictors. In the end, a weighted vote is taken for prediction. In
bagging, successive trees do not depend on earlier trees － each is independently constructed using a bootstrap sample of the
data set. In the end, a simple majority vote is taken for prediction. Breiman proposed random forests (RF), which add an
additional layer of randomness to bagging [9]. In addition to constructing each tree using a different bootstrap sample of the
data, random forests change how the classification or regression trees are constructed. This somewhat counterintuitive strategy
turns out to perform very well [9]. Diana et al. demonstrated that RF can exhibit better accuracy of prediction and
outperformed ANN [10]. In addition, it is very user-friendly in the sense that it has only two parameters (the number of
variables in the random subset at each node and the number of trees in the forest).
On the other hand, for better performance, hybrid models have been used. For example, Wang, Yu and Lai developed a hybrid
artificial intelligent (AI) system framework by means of a systematic integration of ANN and rule-based expert system, with
web text mining [11]. Amin-Naseri and Gharacheh proposed a hybrid AI approach integrating feed-forward neural networks,
genetic algorithm, and k-means clustering and obtain satisfactory results [12]. The basic idea of the above hybrid methods is to
overcome the drawbacks of individual models and to generate a synergetic effect in forecasting.
Motivated by hybrid methodologies, this study attempts to apply the “divide-and-conquer” principle to construct a novel
exchange rate forecasting methodology. In this study, the generic idea of “divide-and-conquer” principle can be understood as
“decomposition-and-ensemble”. The main aim of decomposition is to simplify the forecasting task, while the goal of ensemble
is to formulate a consensus forecasting on original data. In terms of the above ideas, an empirical mode decomposition (EMD)
based random forest ensemble learning is proposed for tourism demand forecasting. EMD based on Hilbert–Huang Transform
(HHT), a new technique in dealing with noise and nonlinearity data, will be applied to decompose tourism demand series into a
finite and often small number of intrinsic mode functions (IMF). An IMF is defined here as any function having the same
number of zero-crossing and extrema, and also having symmetric envelopes defined by the local maxima, and minima
respectively. The IMF also thus admits well-behaved Hilbert transforms. The main advantage of selecting EMD as a
decomposition tool is very suitable for decomposing nonlinear and nonstationary time series; it has been reported to have
worked better, in describing the local time scale instantaneous frequencies, than the wavelet decomposition and Fourier
decomposition[13]. In wavelet decomposition, it needs to determine a filter function before decomposition, while in Fourier
decomposition, a time series (either linear or nonlinear) can be decomposed into a set of linear components. As the degree of
nonlinearity and nonstationarity in a time series increases, the Fourier decomposition often produces large sets of physically
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meaningless harmonics, when it is applied to nonlinear time series decomposition [13].

THE PROPOSED MODEL
The proposed hybrid approach for exchange rate forecasting, namely, EMD-RF, combines EMD and RF, are described as
follows.
Step 1. The original time series x(t), t = 1, 2,…,N is decomposed into n IMF components, cj(t), j = 1, 2, …, n, and one residual
component rn(t) by using EMD.
Step 2. The decomposed datasets are divided into two datasets, namely training datasets and testing datasets. The training
datasets are used to build RF models.
Step 3. Forecasting model is set up for each IMFs, and the residue by using RF, respectively. The final prediction results are
obtained by compositing the prediction values. In the following F is RF predictor function. The final forecasting result
n 1
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The flow chart of the proposed EMD-RF model is shown in Figure. 1.

Figure 1 Flow Char of the proposed EMD-RF predictor model

EXPERIMENTAL RESULTS
Daily values of exchange rates USD/NTD, USD/JPY, USD/HKD and USD/AUD extracted from Datastream provided by
Morgan Stanley Capital International (MSCI) were used in this study. The whole data set covers the period from January 1,
2007 to December 31, 2013, a total of 2557 observations. The data set is for the period of January, 2001–December, 2010, for
a total 2352 observations. In addition, the data are divided into training and testing sets with the ratio 9:1.
To measure the forecasting performance, one criterion is used for evaluation of level prediction forecasting. We select the mean
absolute percentage error (MAPE) as the evaluation criterion of level prediction. Typically, the MAPE can be defined by
^
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where x(t ) is the actual value, x ^ (t ) is the predicted value, and N is the number of predictions. The criterion measures the
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correctness of a prediction in terms of levels and the deviation between the actual and predicted values. The smaller the values,
the closer the predicted time-series values will be to the actual values.
The experimental results are that MAPE for the four data sets are, respectively, 0.278%, 1.143%, 0.153% and 5.944%, which
shows good performance according to the 10% threshold suggested by Lewis [1]. Figure 2 provides a graphical presentation of
forecasting value for the four data sets as following.

(a) USD/NTD

(b) USD/JPY

(c) USD/HKD

(d) USD/AUD

Figure 19 Forecasting value for the four exchange rates
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