4
Design D does not have optimal block breakdown number. The design is robust against the 50 loss of any one block, but the loss of blocks 9 and 10 results in design breakdown, since no 51 comparisons can be made between a treatment in set {1, 2, 3, 4, 5} and one in {6, 7, 8, 9, 10} 52 from the remaining eight blocks. Thus D has t * = 2 < r. This demonstrates that having 53 optimal block breakdown number is a stronger robustness property than the property of being 54 robust against the loss of r − 1 observations.
55
Ghosh (1982) established that all BIBDs have t * = r. For binary incomplete block 56 designs, not necessarily with equal treatment replication, robustness against the loss of whole This work makes a significant contribution to the knowledge on PBIBD(2)s by 67 establishing that all designs in some categories of PBIBD(2) have optimal block breakdown 68 number. Furthermore, for the only sub-class of the group divisible designs containing some 69 members that do not have optimal block breakdown number, simple conditions for t * = r are 70 developed.
71
The paper is organised as follows. Section 2 contains preliminary results. In Section 3, 72 bounds based on the E-value are used to establish t * = r for all designs in two categories of 73 PBIBD(2), and a condition is given for optimal breakdown number for regular group divisible 74 designs with λ 1 > λ 2 . As a corollary, all regular designs with λ 1 − λ 2 = 1 are shown to 75 have t * = r. Since this design sub-class contains designs known to be optimal with regards 76 to various criteria and has concurrences differing only by one, it is an appealing source of 
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82
Every design in a D υ,b,k with υ < 2k has t * = r. See Theorem 1 of Godolphin & 83 Godolphin (2015) for details. Therefore, it is assumed throughout that υ ≥ 2k. E-optimal in the class. Godolphin (2016) derived a lower bound for t * in terms of µ:
where x denotes the ceiling of x and
In this work, D is taken to be a PBIBD(2) in D υ,b,k . Each treatment has n 1 first 89 associates and n 2 second associates. Fundamental identities are: 
and 100 designs.
115
From the association structure it follows that n 1 = 2(n − 2) and n 2 = (n − 2)(n −
116
3)/2. To complete the association structure:
Use of (5), (6) and (7) gives,
Theorem 1. Every PBIBD(2) with triangular association scheme has optimal block 120 breakdown number.
121
Proof: The approach that is applied in this proof focusses on a lower bound for T . The cases 122 λ 1 < λ 2 and λ 1 > λ 2 are considered separately.
values of the block size k within the range [2, υ/2 = n(n − 1)/4], the maximum value of 2k + n(n − 1)/k is 4 + n(n − 1)/2, which is achieved for k = 2 and for k = n(n − 1)/4, when the latter term is an integer. Thus,
. As above, the 126 maximum value of 2k + n(n − 1)/k is 4 + n(n − 1)/2. Thus,
Thus, for both λ 1 < λ 2 and λ 1 > λ 2 , it has been shown that T > r. Hence, t * = r from
128
(1), establishing that all PBIBD(2)s with triangular association scheme have optimal block 129 breakdown number. From Clatworthy (1973) , the association structure for a PBIBD(2) in the L i (n) category 143 is completed by:
From (5), (6) and (8), the non-zero eigenvalues of the information matrix are
Theorem 2. Every PBIBD(2) with an L i (n) association scheme has optimal block 147 breakdown number.
148
Proof: For λ 1 < λ 2 , the E-value is µ = µ 1 = {r(k − 1)
kn(n − 1)(n − i + 1) ,
, from (4). Further-150 more, since 2 ≤ i ≤ n − 1 and n ≥ 3 and for k ∈ [2, υ/2 = n 2 /2] the maximum value of
For λ 1 > λ 2 , the E-value is µ = µ 2 = {r(k − 1) + (i − n)(λ 1 − λ 2 ) + λ 2 }/k and (2) gives:
, from (4). With the same approach as that used for λ 1 < λ 2 :
Thus T > r for both λ 1 < λ 2 and λ 1 > λ 2 . From (1) t * = r, which establishes that all 154 PBIBD(2)s with L i (n) association scheme have optimal block breakdown number. n 2 = n(m − 1) and the association structure is completed by:
The condition λ 2 > 0 is required for connectivity. Bose & Connor (1952) Proof: From (6) and (9), regular designs with λ 1 > λ 2 have µ = µ 2 = {r(k − 1) − (n − 179 1)λ 1 + nλ 2 }/k and hence, from (2),
Furthermore (4) gives r(k − 1) = (mn − 1)λ 2 + α(n − 1) and, since λ 2 ≥ 1,
Substitution of (11) in (10) gives
By elementary calculus, for k ∈ [2, mn/2], the minimum value of (k − 1)(mn − k)/k is 183 (mn − 2)/2, achieved when k = 2 and, if mn is even, when k = mn/2. Thus
From (1) a sufficient condition for D to have t * = r is given by T > r − 1. From (12) this condition is satisfied if
as required.
186
The condition specified in Theorem 3 is intuitively sensible since it suggests that for 187 regular designs with λ 1 > λ 2 , those designs with smaller λ 1 − λ 2 tend to be more robust 188 against experiencing breakdown in the event of observation loss than designs with larger 189 λ 1 − λ 2 . Thus the concurrence difference α can be thought of as an indicator of robustness.
190
Significant consequences of Theorem 3 are summarised in two corollaries.
Corollary 1. Every regular design with α = 1 has t * = r.
Proof: Consider the right hand side of (13):
since m, n ≥ 2. Thus the right hand side of (13) exceeds one for all regular designs with λ 1 > λ 2 , and so the condition specified in Theorem 3 is satisfied for all regular designs with 194 α = 1, confirming that every such design has t * = r.
195
This result adds to the existing body of knowledge associating these designs with optimal 
201
The second corollary can be used to confirm the optimal breakdown number for many 202 series of regular designs with λ 1 > λ 2 .
203
Corollary 2. Every regular design with m ≥ 3 and 1 ≤ α ≤ m has t * = r.
204
Proof: From the right hand side of (13): 
