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Abstract 
Acute Lymphoblastic Leukaemia (ALL) is a common form of blood cancer, usually affecting 
children under 15 years of age. Chemotherapy treatment for ALL is delivered in three phases 
viz. induction (to achieve initial remission), intensification (to kill the majority of abnormal 
cells), and finally, maintenance. The maintenance phase involves oral administration of the 
chemotherapy drug 6-Mercaptopurine (6-MP) in varying doses to destroy any remaining 
abnormal cells and prevent reoccurrence. A key side effect of the treatment is a reduction in 
neutrophil counts that can result in a condition known as neutropenia, i.e. reduced immune 
system. This carries a risk of secondary infection and has been linked to 60% of ALL fatalities. 
Current practice aims to control neutrophil counts by varying 6-MP dosages on a weekly basis 
based on blood counts. However, its success is varied.  
This thesis proposes a number of intelligent prediction methods to more accurately predicting 
neutrophil counts one week ahead using blood count data and corresponding 6-MP dosing 
regimens. Firstly, a well-known and robust neural network (Nonlinear Autoregressive 
Exogenous) is applied to blood count data to provide an initial assessment of the feasibility of 
such an approach. A comparative analysis of a series of more complex algorithms is then 
considered for more advanced, in-depth analysis viz. Multi-Layer Perceptron (MLP) and 
Support Vector Machines (SVM). Both methods are shown to have a prediction accuracy of 
around 60% on the first sample period, with the MLP also having a prediction accuracy of more 
than 60% in the second sample period in seven out of ten blood data points (there was 10 time-
series blood data predictions). However, in comparison the accuracy of SVM is relatively low. 
Finally, an incremental learning-based approach is proposed to increase the accuracy of the 
system and provide a realistic framework for real-time implementation. The accuracy is shown 
to improve considerably as more data is added, and the predicted neutrophils data is shown to 
follow the trend of the actual neutrophil counts.  
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Nomenclature  
𝑥 d-dimensional continuous data vector in 
Gaussian distribution 
𝜇𝑘  
d-dimensional mean vector in Gaussian 
distribution 
𝑐𝑘  𝑑 × 𝑑 covariance matrix 
𝑝𝑘  
Set of mixed parameters in Gaussian 
distribution  
𝑘 Number if components in Gaussian distribution  
𝑓𝑘(𝑥|𝜇𝑘 , 𝑐𝑘) 
Probability density function in Gaussian 
distribution  
𝑆𝑡 Markov state sequence  
𝑌𝑡 Non-Markovian output process 
𝑦𝑖 Dependent variable in linear regression  
𝑥𝑖  
Independent variable in linear regression that 𝑦𝑖 
is dependent of. 
𝑘 Explanatory variable in linear regression  
𝛽0 Constant term in multi linear regression  
𝛽𝑖 
Coefficients relating 𝑘 to the variables of 
interest in multi linear regression  
𝑒𝑖 Error term in multi linear regression  
H Hypothesis in ANOVA 
𝜇 Population means in t-test 
𝑛1, 𝑛2 Sample sizes in t-Test 
𝑥1̅̅̅, 𝑥2̅̅ ̅ Means of samples in t-test  
𝑠𝑝 Pooled standard deviation in  
𝑠1, 𝑠2 Standard deviation of samples in t-test 
?̅? 
Difference before and after measurements in t-
test 
𝑠𝑑 
Standard deviation of  
?̅? 
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𝑛 
Sample number and number of nodes in 
Hopfield neural networks  
𝑓(𝑥) Liners function in SVR 
𝑤 Weight vector in ANN and the margin in SVR 
𝑏 
Bias value in SVR, found by calculating the 
average prediction error 
𝐶 Constant parameter in SVR 
𝜉+, 𝜉− 
Two nonzero slack variables in both directions 
in SVR 
𝜑 
Kernel function in SVM and activation 
function in NN 
𝜃 Threshold in ANN 
𝑥𝑛 System inputs  
𝑦𝑛 System outputs  
𝐻, ℎ 
Hidden layers in NN 
𝐿 
Set of connection links in Hopfield neural 
network  
𝑂1,𝑖 Membership grade of the input nodes 
𝐴𝑖 Linguistic label associated with the input node 
𝑢𝑡  
Input data for linear block at time 𝑡 in 
Hammerstein- Wiener Model  
𝑧𝑡 
Output data from the linear block at time 𝑡 in 
Hammerstein- Wiener Model 
𝐵
𝐹
 
Linear transfer function in in Hammerstein- 
Wiener Model 
𝑓, ℎ 
Nonlinear functions in in Hammerstein- Wiener 
Model 
𝐹𝑡 Sequence of 𝑣 × 𝑣 matrices in Kalman filters  
𝑊𝑡 Process disturbance in Kalman filters 
𝑍𝑡  𝑤  dimensional observations in Kalman filters 
𝑋𝑡 𝑣  dimensional state variable in Kalman filters  
𝑉𝑡 Measurement noise in Kalman filters  
𝐺𝑡 Sequence of 𝑤 × 𝑣 matrices in Kalman filters 
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𝛿 Orthogonal transformation in PCA 
𝑇𝑚 Orthonormal axes in PCA 
𝜇 Sample mean in PCA 
𝑆 Eigenvectors of the covariance matrix in PCA 
𝑉𝑝 Eigenvalues of 𝑥 in PCA 
𝑐𝑗  Contributions of features to the output 
𝑎 Arbitrary sample in PCA 
𝑥𝑖  Input candidate  
𝑌 Regression target  
𝑛 
Number of samples when calculation the mean 
errors in MLP and SVR 
𝑦?̂? 
Desired value of the output when calculating 
the errors  
𝑦𝑖 Response model when calculating the errors  
?̅? Average of all model responses (average of 𝑦𝑖) 
𝛾 Gaussian kernel parameter in SVR 
𝐶 Penalty parameter in SVR 
∅(𝑥) Kernel function in SVR 
𝛼 Steepness of the activation function 
𝛿 Local gradient in MLP  
𝑁𝐻 Lower sum of neurons used in MLP 
𝑁𝐼 
Number of neuronal network inputs in MLP for 
calculating 𝑁𝐻  
𝑁𝑠 
Number of training samples in MLP for 
calculating 𝑁𝐻 
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1.1 Introduction to leukaemia and treatment regimes  
The term leukaemia refers to cancers of the white blood cells (WBC). Leukaemia usually starts 
in the bone marrow, the soft material in the centre of most bones, where blood cells are formed 
[1]. The average human adult body contains more than 5 litres of blood. Through the circulatory 
system, blood adapts to the body: when one is exercising, the heart pumps harder to provide 
more blood to the body, and therefore more oxygen. Moreover, during infections, the blood 
delivers immune cells to the site of infection where they aim to destroy harmful cells. However, 
in the case of leukaemia, a large number of abnormal cells (Lymphoblasts in Acute 
Lymphoblastic Leukaemia, considered in this thesis) crowd the bone marrow and flood the 
bloodstream, meaning they can no longer perform their proper role of protecting the body 
against diseases [2].  
There are many types of leukeamia with some forms being more common in childern.  They 
can be broadly categorised into two main groups [2]: 
1. Acute (rapidly developing) forms, including: 
i. Acute lymphoblastic leukaemia (ALL) 
ii. Acute myeloid leukaemia (AML) 
2. Chronic (slowly developing) forms 
This thesis is the acute variant. Acute leukaemia means the condition progresses rapidly and 
aggressively, and therefore necessitates immediate treatment to facilitate a good prognosis. If 
the types of white blood cells affected are lymphocytes, which are mostly used to fight viral 
infections, the condition is called Acute Lymphoblastic Leukaemia (ALL). If the types of white 
cells affected are myeloid cells, which fight bacterial infections, then the condition is called 
Acute Myeloid Leukaemia (AML). The ALL form, in general, occurs in young children aged 
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between 2 and 8 years, whereas AML typically occurs before the age of 2 and during teenage 
years.  This research focuses specifically on ALL.  
The protocol of treating ALL lasts 2 years for girls and 3 years for boys and has three phases 
viz Induction, Intensification and Maintenance [3]. During the Induction phase the patient 
receives intravenous (IV) chemotherapy in an attempt to achieve initial remission. This means 
that leukaemia cells are no longer found in bone marrow samples; the normal marrow cells 
return, and the blood counts become normal. Children with standard ALL receive three drugs 
during this phase of treatment: chemotherapy drug L-asparagine and Vincristine and the steroid 
drug Dexamethasone. A fourth drug is also sometimes administered for some high-risk 
children, usually Daunorubicin [3]. After this phase of treatment is complete, the aim is for the 
patient to have less than 5% of abnormal cells, at which point there is a break in treatment until 
the initiation of the next phase. The Intensification phase, which usually takes between 3 and 4 
months, is aimed at destroying the remaining leukaemia cells. The final Maintenance phase 
aims to kill any remaining cells and prevent reoccurrence.  
The Maintenance phase usually lasts 18 months for girls and 30 months for boys. During this 
phase, the patient receives the oral chemotherapy drug 6-Mercaptopurine (6-MP), with weekly 
blood counts taken in order to monitor the impact of the prescribed dosage on neutrophil counts. 
Weekly dosages of the drug are then modified (normally 50% or 100% of the maximum dosage 
based on the patient’s weight) in an attempt to minimise the risk of neutropenia, i.e. where the 
patient is considered to have no immune system.  
Vincristine and a corticosteroid drug (typically Dexamethasone) are often added to the 
maintenance therapy. Vincristine is administered every four weeks, followed by 
dexamethasone for five days [4].  6-MP is an anti-cancer oral chemotherapy drug and is taken 
at the same time each day [5]. The drug works by damaging the RNA or DNA that tells the cell 
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how to copy itself during division. 6-MP is very similar to normal substances within the cell. 
When cells incorporate these substances into the cellular metabolism, they are unable to divide. 
If cells are unable to divide, they die. The substances are called Purin Antagonism [5]. It is 
important to note that 6-MP acts as an immunosuppressant, supressing the production of white 
and red blood cells. During treatment, the aim is to achieve neutrophil counts between 1 −
1.5 × 109 neutrophils per litre of blood. A count lower than 0.5 × 109 is classed as neutropenia 
- no immune system. The main issue of the current dosing regime is the difficulty in accurately 
predicting neutrophil counts leading to frequent periods of neutropenia, and increased risk of 
secondary infection and periods off-treatment. The ability to predict counts more accurately is, 
therefore, extremely significant, leading to improved patient care and treatment outcomes, and 
reduced treatment costs. 
This study proposes a series of intelligent system-based approaches to predict 6-MP response 
in ALL patients, using clinical data, in order to support clinical dosing decisions. Due to the 
novelty of the research, the main objective is to investigate the limitations and challenges of 
forecasting neutrophil counts in leukaemia (which involves the analysis of highly nonlinear 
time series data), and to seek ways to overcome them, leading to a realistic and robust 
forecasting methodology.  
Specifically, this thesis proposes a number of intelligent prediction methods to more accurately 
predict neutrophil counts one week ahead using blood count data and corresponding 6-MP 
dosing regimens. Firstly, a well-known and robust neural network- Nonlinear Autoregressive 
Exogenous (NARX) is applied to blood count data in order to investigate the feasibility of such 
an approach. A comparative analysis of a series of more complex algorithms is then considered 
for more advanced, in-depth analyses. 
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Finally, an incremental learning-based approach is proposed to increase the accuracy of the 
system and provide a realistic framework for real-time implementation. The study first 
considers algorithms that have the potential of predicting neutrophil counts based on 
performance against a series of metrics. A small selection of these is taken forward for further 
analysis and development. Online learning is also considered for the development of an 
adaptive system in order to reduce the reliance on historical data and thereby better reflect how 
such an approach could be used in practice.  
Ultimately it is shown that by predicting the neutrophil counts in childhood leukaemia using 
these machine learning techniques, a support tool for medical professionals can be provided to 
inform their decisions on 6-MP drug dosage.  
 
1.2  Introduction to blood data constituents 
Blood data has an extremely complex system of constituents all of which have a non-linear 
influence on the body. A clinical dataset from the maintenance phase treatment of one female 
ALL patient is used in this study. Data consists of multiple full blood counts and blood 
differentials along with corresponding 6-MP dosages. Table I shows the ranges of input 
variables in the dataset. Figure 1 shows the raw neutrophil counts over the time period of 588 
days. For completeness, Figures 2 to 14 also show the corresponding hemoglobin, white cell 
count, platelets, red cell count, mean cell count, hematocrit, MCH, MCHC, lymphocytes, 
monocytes, eosinophils, basophils and 6-marcaptopurine during the maintenance phase over 
588 days.   
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Table I Input parameters in maintenance phase 
Input Range 
Days of treatment [1-588] 
Hemoglobin  (g/dL) [78-169] 
White Cell Count (10*9/L) [0.4-11.9] 
Platelets (10*9/L) [87-507] 
Red Cell Count (10*12/L) [2.03-5.05] 
Mean Cell Volume (fL) [89-104] 
Hematocrit  [0.134-0.496] 
MCH (pg) [28.9-34.6] 
MCHC (g/dL) [315-354] 
Lymphocytes (10*9/L) [0.25-2.83] 
Monocytes (10*9/L) [0-1.2] 
Eosinophils (10*9/L) [0-0.4] 
Basophils (10*9/L) [0-0.1] 
6-marcaptopurine (mg) [0-80] 
Neutrophil counts (10*9/L) [0-8.43] 
 
 
 
Figure 1 Neutrophil counts during the maintenance 
phase 
 
Figure 2 Hemoglobin during the maintenance phase 
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Figure 3 White cell counts during the maintenance 
phase 
 
 
 
Figure 4 Platelets during maintenance phase 
 
Figure 5 Red cell counts during the maintenance 
phase 
 
 
 
Figure 6 Mean Cell Volume during the maintenance 
phase 
 
Figure 7 Haematocrit during the maintenance phase 
 
Figure 8 MCH during the maintenance phase 
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Figure 9 MCHC during the maintenance phase 
 
 
 
Figure 10 Lymphocytes during maintenance phase 
 
 
Figure 11 Monocytes during maintenance phase 
 
Figure 12 Eosinophils during maintenance phase 
 
 
Figure 13 Basophils during maintenance phase 
 
 
Figure 14 6-marcaptopurine during maintenance 
phase 
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1.3 Study objectives  
The main objective of this research is to develop and apply algorithm or algorithms to blood 
data to predict neutrophil counts at least one week ahead in order to support the clinicians 
decision of how much 6-marcoptopurine drug to give patience. With the purpose of achieving 
this objective, smaller objectives are proposed, which are: 
- Data pre-processing  
- Proposal of the methodology for selecting the input parameters for short term neutrophil 
count prediction  
- Comparison of different algorithms appropriate for this data kind  
- Analysis and further development of algorithms for solving the problem of short-term 
prediction  
- Development and application of modified algorithms for short-term online prediction 
 
1.4 Thesis organization  
The thesis is organised as follows: 
 
Chapter 1 explains the motivation behind the study and the overall objectives of the research. 
The problem is defined along with an introduction to the data set used throughout the study.  
 
Chapter 2 presents a broad review of machine learning techniques that are identified in 
literature as being used in similar research problems.  
 
Chapter 3 provides an overview of the patient’s data used in the analysis, along with selected 
pre-processing techniques viz. the normalization and interpolation of data. This chapter also 
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looks at identifying the most important blood constituents to provide neutrophil predictions 
using principal component analysis (PCA).   
 
Chapter 4 presents an initial feasibility study on neutrophil prediction (one-day ahead) using a 
NARX neural network structure.  
 
Chapter 5 identifies other techniques that may be suitable for this kind of prediction problem 
and provides a relative appraisal of each.  Following the appraisal, the most relevant techniques 
identified for this specific application are selected for further investigation. Specifically, SVM 
and MLP, which are both then applied and appraised. 
 
In Chapter 6 more advanced multi-step ahead neutrophil prediction methodologies are 
considered viz. the Support Vector Machines (SVMs), and subsequently in Chapter 7, the 
Multi-Layer Perceptron (MLP). 
 
Chapter 8 extends the work of Chapter 7 and proposes an on-line incremental learning 
methodology based on the MLP algorithm to increase prediction accuracy and provide a 
realistic framework for real-time implementation.  
Chapter 9 presents conclusions and further work. 
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Chapter II – Review of Relevant Machine Learning 
Methods 
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2.1 Introduction  
The problems addressed in this thesis lie at the intersection of machine learning and time series 
forecasting. Machine learning is relatively fledgling field that has evolved in the science 
community and is so-termed to distinguish it from human learning. Learning from data consists 
of using a set of observations to expose an underlying process. Different types of learning have 
been considered in the literature depending on the type of data involved in the learning process. 
Examples include supervised learning, unsupervised learning and online learning methods. 
Alternative examples involve regression, clustering and classification algorithms.  
 
2.2 Time series prediction  
Time series modelling is a dynamic research field that has attracted considerable attention from 
the researcher community over the past few decades. The main aim is to carefully collect and 
rigorously study past observations of a time series to develop an appropriate model that 
describes the inherent underpinning structure of the series. The resulting model is then used to 
generate future predictions expected from the series. Different types of learning techniques have 
been considered in the literature include statistical and probabilistic methods, neural network-
based methods and other regression models. A summary of relevant machine learning methods 
is given in Figure 15, which is used as a seed for further discussion.  
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Figure 15 Candidate machine learning methods 
 
 
2.3  Statistical and probabilistic parametric methods for prediction 
Parametric methods are a classification of statistical methods based on prior assumptions about 
the distribution of the underlying population from which the sample was taken, for instance, 
whether the data are normally distributed. A primary disadvantage of all such techniques is they 
can be insensitive to small changes in system behaviour, thereby leading to inaccurate results 
[6] [7]. The two most commonly used methods are the Gaussian Mixture Model (GMM) and 
Hidden Markov Model (HMM). Although these are not directly applicable for the type of Multi-
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Input-Single-Output (MISO) system consider in this thesis, an appraisal of their features is 
given below to highlight the relevance of other methods.  
2.3.1 Gaussian Mixture Model 
The Gaussian Mixture Model (GMM) is a statistical parametric probability density function 
represented as a weighted sum of component densities called Gaussians. Gaussian mixture 
models are used in pattern recognition problems [8], prediction [9], monitoring [10], 
segmentation [11], discrimination [12], clustering [13], fusion [14] [15] and supervised learning 
of multimedia data [16]. GMM parameters are usually estimated using a training process based 
on the data series using the Expectation-maximization (EM) algorithm [17].  However, EM 
algorithms are not used when the number of data attributes or the dimensions of the vectors is 
large since the parameter accuracy of the model deteriorates.  
The structure of the Gaussian model can be represented by [18]: 
𝑔(𝑥|𝜆) = ∑ 𝑝𝑘
𝑚
𝑘=1
𝑓𝑘(𝑥|𝜇𝑘, 𝑐𝑘) = 𝐿(𝜆|𝑥) 
 
( 1 )  
 
where 𝑥 is a D-dimensional continuous data vector, 𝑝𝑘 are the mixture weights and 𝑓𝑘(𝑥|𝜇𝑘, 𝑐𝑘) 
are the compound Gaussian densities. 𝐿(𝜆|𝑥) is considered as the likelihood function and the 
aim is to estimate a set of parameters 𝜆 such that 𝐿 is maximised. Each compound density is a 
D-variate Gaussian function of the form:                                                    
 
𝑓𝑘(𝑥|𝜇𝑘, 𝑐𝑘) =
1
(2𝜋)
𝑑
2|𝑐𝑘|
1
2
𝑒𝑥𝑝 {−
1
2
(𝑥 − 𝜇𝑘)
𝑇𝑐𝑘
−1(𝑥 − 𝜇𝑘)}  ( 2 )  
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Equation (2) has d-dimensional mean vector 𝜇𝑘, and the 𝑑 × 𝑑 covariance matrix 𝑐𝑘 is called 
the component density function CFD of the GMM and 𝑝𝑘 is a set of mixing parameters that 
satisfy the following condition: 
𝑝𝑘 ≥ 0, ∑ 𝑝𝑘 = 1
𝑛
𝑘=1
 
 
( 3 ) 
 
When using high dimensional vectors, there is usually insufficient data for accurate estimation 
of the parameters of the covariance matrix. This has been the focus of much GMM related 
research over recent years and many precise parameter estimation methods have been proposed 
that can improve their accuracy; see for example [19] and [20]. Others have also proposed 
methods for reducing the number of parameters by regarding the small eigenvalues of the 
sample covariance matrix as constant [21].  
GMM are typically useful when trying to determine natural groupings in data, whilst their value 
for input-output system modelling is limited.  
2.3.2 Hidden Markov Model 
The Hidden Markov Model (HMM) is a tool for modelling time series data and has the type of 
structure shown in Figure 16. HMM is a parametric statistical model following a Markov 
process but with “hidden” states. HMMs are a generalization of Markov chains in which the 
underlying Markov state sequence, 𝑆𝑡, is observed through a channel, leading usually to a non-
Markovian output process,  𝑌𝑡.  They have been used in many applications of temporal pattern 
recognition from the mid-1970s, with the first applications being in speech recognition [22] 
[23] [24] [25], and then bioinformatics [26] [27] [28], data compression [29], and artificial 
intelligence [30] [31]. Figure 16 shows a typical HMM layout. 
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HMMs have two main properties [32]: 
 They assume that the observation at time 𝑡 is generated by a process whose state, 𝑆𝑡, is 
hidden from the observer  
 They assume that the state of its hidden process is such that, when given a value of 𝑆𝑡−1, 
the current state 𝑆𝑡 is independent of all the states prior to t-1. This is a first-order Markov 
property and that 𝑛𝑡ℎ order Markov processes are where 𝑆𝑡 is given by 𝑆𝑡−1 …𝑆𝑡−𝑛 and it is 
independent for 𝑆𝜏 for 𝜏 < 𝑡 − 𝑛.   
When taken together, these Markov properties mean that the joint distribution of a sequence of 
states and observations can be factored in the following manner [32]: 
𝑃(𝑆1:𝑇, 𝑌1:𝑇) = 𝑃(𝑆1)𝑃(𝑌1|𝑆1)∏𝑃(𝑆𝑡|𝑆𝑡−1)𝑃(𝑌𝑡|𝑆𝑡)
𝑇
𝑡=2
 
 
( 4 ) 
 
HMMs aim to model systems that are based on these two assumptions, 1: Markov model chain 
emits a sequence of observable outputs and, 2: the latest output depends only on the current 
state of the system, and allow (amongst other things) the following [25]: 
Figure 16 Hidden Markov Model 
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 Conclusion of the most likely sequence of states that produce a given output sequence. 
 Calculation of the most likely next state, i.e. predicting the next output. 
 The ability to calculate the probability that a given sequence of outputs is created from 
the system. 
A variable can only be predicted using this model if there exists some information about the 
present and everything used in the past is unimportant. The term ‘hidden’ refers to the fact that 
states are not directly observable, but that the output is dependent on the state values [33]. 
 
2.3.3 Multiple linear regression  
Multiple linear regression is the most common form of linear regression analysis.  As a 
predictive analysis technique, multiple linear regression is used to fit a single line through a 
scatter plot, as shown in the example of Figure 17.  
 
Figure 17 Example of Multiple Linear Regression 
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When using multiple linear regression, there exist 𝑘 explanatory variables, and the relationship 
between the dependent variable and the explanatory variables is represented by the following 
equation:  
𝑦𝑖 = 𝛽0 + 𝑥𝑖1𝛽1 + 𝑥𝑖𝑘𝛽𝑘 + 𝑒𝑖          𝑖 = 1,2, … , 𝑛  
 
 ( 5 )  
where: 𝛽0 is the constant term and 𝛽1 to 𝛽𝑘 are the coefficients relating the 𝑘 explanatory 
variables to the variables of interest. In (5), 𝑦𝑖 is considered as the dependent variable whose 
value depends on the covariates 𝑥𝑖. Parameters 𝛽𝑖 are unknown and are typically variances to 
be estimated from the data. Error terms are normally distributed and denoted as 𝑒𝑖  [34]. 
A multiple linear regression model is underpinned by five basic assumptions concerning the 
way in which the data are generated [35]: 
1. The dependent variable can be calculated as a linear function of the covariates, plus an error 
term. Thus, it should have the form of Equation 5.  
Issues about this assumption:  
• Wrong regressors - absence of relevant covariates and presence of irrelevant 
covariates. 
 • Nonlinearity - the relationship between the dependent variable and the covariates is 
not linear. 
2. Expected value of the error term is zero. An estimator with the expected value of zero is 
called unbiased.  
3. The error terms all have the same variance and are not correlated with one another.  
Issues about this assumption:  
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• Heteroscedasticity - the error terms do not have the same variance.  
4. Covariates can be considered fixed in repeated samples, which means it is possible to redraw 
the sample with the same values for the covariates.  
Issues about this assumption:  
• Errors in variables - errors in measuring the covariates.  
• Auto regression - using a lagged value of the dependent variable as a covariate.  
5. The number of dependent variables is greater than the number of covariates and that there is 
no exact linear relationship between the covariates.  
Issues about this assumption: 
 • Multicollinearity - two or more covariates are approximately linearly correlated in the 
sample data.  
 
2.3.4 ARIMA  
Among common time series models, a fundamental variant is the autoregressive integrated 
moving average (ARIMA) model (Hamilton 1994) [36], developed from the autoregressive 
model (AR) and the moving average model (MA). Theoretically, if there is no missing data 
(Weigend 1994) [37] for a stationary time series, then this model can learn an identified 
underlying process to mimic observations for predicting future data points. In practice, ARMA 
can describe the behaviour of a noisy linear dynamical system and is able to represent several 
different types of time series due to its flexible modelling capability.  
Despite its great value and successful application, ARMA assumes the underlying model is 
linear, which hinders its applications to many challenging real-world time series problems. 
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Moreover, when their relative performance is compared in literature with models such as neural 
networks, neural networks almost always outperform them. For instance, Yao et al. [38] 
compared stock forecasting performance of ANN and ARIMA models and showed that the 
ANN model obtained better returns than the conventional ARIMA. Similarly, Hansen et al. [39] 
compared the prediction performance of ANNs and ARIMA on time series prediction to show 
that the ANNs outperformed ARIMA in predicting stock movement direction, as the former 
was able to detect hidden patterns.  
 
2.3.5 Hypothesis Testing 
T-test and Analysis of Variance (ANOVA) are two parametric statistical techniques used to test 
a hypothesis. They are based on common assumptions that: the population from which sample 
is drawn is normally distributed, homogeneity of variance, random sampling of data, 
independence of observations.  
Analysis of variances (ANOVA) is a parametric statistical modelling method developed by R. 
A. Fisher [40] in the 1920’s and 1930’s and is therefore also known as Fisher’s analysis of 
variances or Fishers ANOVA. Analysis of variance is used when comparing means between 
three or more separate independent groups. There are a few variations of ANOVA that can be 
used to test differences between samples: 
1. One-way ANOVA 
2. Two-way ANOVA 
3. Three-way ANOVA 
4. MANOVA 
However, before exploring the details of ANOVA, it is first necessary to understand the 
differences between a Factor and Factor Levels. Factor is the characteristics under consideration 
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that are believed to influence the measured observation. Factor levels are values of the vector. 
If the calculation uses one-way ANOVA, it means that the sample only has a single factor. 
Conversely, when two-way ANOVA is used, a second factor is added, and so on.  A MANOVA 
(Multivariate analysis of variances) is also a type of ANOVA, where one is able to analyse two 
or more related dependent variables. The first three ANOVA described test the difference in 
means, whereas MANOVA tests the difference of two or more vectors in means.  
Considering one-way (factor) ANOVA the following assumptions are made [41]: 
o Independence: the observations are obtained independently and randomly from the 
populations defined by the factor levels. 
o Normality: the population at each factor level is normally distributed. 
o Homogeneity of variances: these normal populations of factor level have a common 
variance, 𝜎2. 
A null hypothesis and an alternative hypothesis are also required, which assume there will be 
no differences between groups that are tested (therefore no significant results will be revealed) 
and there will be a difference between groups as indicated by the ANOVA on the data collected, 
respectively. Hypotheses that are tested are [41]: 
𝐻0: 𝜇𝑖 = 𝜇     All     𝑖 = 1,2, … , 𝑘 
𝐻1: 𝜇𝑖 ≠ 𝜇     Some     𝑖 = 1,2, … , 𝑘 
where 𝜇𝑖 is the population mean for level 𝑖.  
Hypothesis is important for understanding ANOVA. For example, if two groups of 50 people 
are considered, with the aim of identifying a particular difference between the two groups, i.e. 
which group performs better in different circumstances, one can simply summarize the data 
collected, compare the performance achieved and conclude on that basis. However, this has 
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limited appeal as the result only applies to the particular people in the groups. If another set of 
a different 50 individuals, the study may show different results. Therefore, in Hypothesis 
testing, the people in the study are samples and the large group they represent is the population. 
Using this technique, it can be established whether a conclusion extends beyond the samples 
into the wider population.  
ANOVA has been used in many applications. For instance, the social sciences use ANOVA to 
identify what factors influence peoples’ opinions and behaviours. Analysis of variances has 
also been used in drug prediction (albeit rarely), for example, in machine learning prediction of 
cancer cell sensitivity to drugs based on genomic and chemical properties by M. P. Menden et 
al. [42].  ANOVA has also been applied in the identification of drug-to-oncogene associations 
[43].  
ANOVA is an efficient method for analysing experimental data. One-way ANOVA is 
characterised by simple calculations. However, two-way ANOVA is more advantageous as it 
reduces random variables. In research, using a two-variable design offers many advantages over 
using a one-variable design. The first advantage is increased efficiency. Another advantage is 
that the interaction of two variables in the design can be analysed. However, when comparing 
ANOVA with T-test (discussed next) it is found to be generally more applicable. For instance, 
if two data means are compared, ANOVA will offer the same results as the subsequently 
discussed T-test. ANOVA is a method to compare two or more means and therefore it simplifies 
T-test to more than two groups. ANOVA compares all means simultaneously and maintains the 
type 1 error probability at the designated level. Type 1 errors occur when the null hypothesis 
(𝐻0) is true but it is rejected.  
Although ANOVA is an effective method for analysis of experimental data, it can also be 
complex as it has got many varieties that can apply in different experimental contexts. 
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Therefore, a ‘wrong type’ of ANOVA can inadvertently be applied (especially when dealing 
with large data sets) leading to erroneous conclusions from an experiment. Another 
disadvantage of this technique is that when it determines the differences between the groups it 
is not clear which one is considered the variant. 
T-test is a parametric statistical technique used when comparing means between two 
distinct/independent groups. The technique identifies differences between two groups based on 
some variable of interest, and it is used when comparing two quantitative measurements taken 
from the same individual. For instance, it can be used to compare the average shopping time of 
women with that of the average shopping time for men over a year, when considered as a 
continuous variable. T-test uses the t-statistic (test statistic), t-distribution and the degree of 
freedom to determine a probability value (𝑝) that is used to describe whether the population 
means differ [44]. As with ANOVA, it firstly defines the null hypothesis and an alternative 
hypothesis which correspond to the underlying question of interest. There are two types of t-
test groups: Independent Sample T-test (information of one sample does not provide any details 
about the second sample) and Paired Sample T-test (information of one sample gives some 
details about the other sample). The evaluation of both types is shown below:  
Independent Sample T-test 
The steps for this test are: 
 Find the hypostases 𝐻0 and 𝐻1 with using the Greek letter 𝜇 to refer in differences in 
population  
 Find the standard error 
 Calculate the t-test statistic with Equations (6) and (7): 
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𝑡 =
𝑥1̅̅̅ − 𝑥2̅̅ ̅
√𝑠𝑝2 (
1
𝑛1
+
1
𝑛2
)
 
 
 
( 6 )  
𝑠𝑝 = √
(𝑛1 − 1)𝑠1
2 + (𝑛2 − 1)𝑠2
2
𝑛1 + 𝑛2 − 2
 
  
( 7 )  
 
where 
 𝑥1̅̅̅ − 𝑥2̅̅ ̅ is the difference of the mean  
 𝑛1 and 𝑛2 are the sample sizes 
 𝑠1 and 𝑠2 are the standard deviations of sample  
 𝑠𝑝 is the pooled standard deviation  
 
The assumptions that need to be met to ensure test validity are [45]: 
 One variable is continuous and the other one is dichotomous  
 Two distributions have equal variances 
 Observations are independent  
 Two distributions are normally distributed 
 
Paired Sample T- test  
The difference in analysing Paired-Sample T-test from Independent Sample T-test is that this 
T-test tests the null hypothesis that the mean difference between the before and after test score, 
is zero. The pair t-test statistic is calculated using: 
𝑡 =
?̅?
𝑠𝑑/√𝑛
 
 
( 8 ) 
 
43 
 
where 𝑑 is the difference between before and after measurments, and 𝑠𝑑 is the standard 
deviation of those differences. Considering the t-test, the assumption of homogeneous variances 
does not apply as it is based only on one variable, 𝑑. This test is not recommended since 
undertaking multiple two sample t- tests results in an increased chance of committing a type 1 
error, as explained previously. 
 
2.4  Statistical and probabilistic non-parametric methods 
E. Walsh [6] states “Statistical procedure is of nonparametric type if it has properties which are 
satisfied to a reasonable approximation when some assumptions that are at least of a moderately 
general nature hold.” Non-parametric is a classification of statistical procedures that do not rely 
on assumptions about the shape and parameters.  The advantage of non-parametric tests is that 
they make fewer assumptions about the distribution of measurements in the data. However, 
there two main disadvantages: 
 Less statistically powerful: there is a smaller probability that the procedure will tell us 
that two variables are associated with each other when they in fact are. The procedure requires 
a relatively large sample size to have the same performance as a parametric test. 
 Results are not readily interpolated as they usually use rankings of the values in the data 
and not the actual data—with knowledge that the difference in mean ranks between two groups 
is 5 does not really assist in understanding the characteristics of the data. However, knowing 
that the neutrophil count of patients taking a drug was 0.2 lower than the mean neutrophil count 
from previous week/s of patients on a different treatment, is both intuitive and useful [6] [7].  
 
2.4.1 k-Nearest Neighbour  
K-Nearest Neighbour (k-NN) is a nonlinear, non-parametric forecasting method. It can be used 
for both classification and regression predictive problems. 
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It is based on the concept that pieces of time series in the past resemble patterns of the future. 
The algorithm locates such patterns as “nearest neighbours”, typically using the Euclidean 
distance.  
k-NN is a relatively simple algorithm based on feature similarity. How closely out-of-sample 
features resemble the training set determines how a given data point is classified. Figure 18 
shows an example of a k-NN classification problem. The test sample (green circle) should be 
classified either to the first class of blue triangles or to the second class of red squares. If 𝑘 =
 3 it is assigned to the second class as there are 2 squares and only 1 triangle inside the inner 
circle. If 𝑘 =  5 it is assigned to the first class as there are 5 blue triangles and only 4 red 
squares inside the circle.  
 
Figure 18 Example of k-NN in classification 
The k-NN algorithm more often used in hybrid algorithms. However, models based on k-NN 
are widely used. As previously discussed, a major attraction of the nearest neighbour procedure 
is its relative simplicity. For realisation, they require only a measure of distance in the sample 
space, along with samples of training data, hence their popularity as a starting point for 
refinement, improvement and adaptation.  
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The basic algorithm was extended by Y. Qin et al. [46] for improving the processing of complex 
nonlinear data sets with a novel clustering method based on a hybrid k-NN which shows a 
significant improvement in performance over existing nonlinear clustering methods.  
The algorithm’s advantages are that no prior assumptions are required about the characteristics 
of the model and complex concepts can be readily learned using relatively simple procedures.  
 
2.4.2 SVM  
Support Vector machines (SVM) was introduced in 1979 by Vapnik and subsequently used in 
1995 for regression and classification [47]. SVMs are a supervised machine learning method 
where training data is mapped and separated into two classes by a hyperplane calculated from 
the results of quadratic programming. The hyperplane is then re-mapped back into the input 
space allowing a non-linear separation of the input data. However, the main drawback of this 
methodology is that it is only applicable to two-class problems. 
SVM’s have mainly been applied to classification and regression problems, termed respectively 
SVC (Support Vector Clustering) and SVR (Support Vector Regression). SVM has become 
popular for pattern recognition problems, particularly for binary classification. SVMs are useful 
in the analysis of many complicated real-life problems with relatively small data sets [48] [49]. 
The objective is to find the state in which the distance between the two classifications is 
maximum [50] and thereby find a hypothesis that minimizes the experimental error [47].  
Minimizing the error is equivalent to finding the hyperplane that is at the maximum distance 
from the closest training sample for the two classes, as shown by S. Bernhard et al. [51]. 
Classification can be achieved by a linear or non-linear separating surface in the input space. 
SVM for classification is illustrated in Figure 19. 
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Support vectors are the data points from the +𝑣𝑒 and −𝑣𝑒 classes that are closest to the 
separating hyperplane. For instance, in Figure 19 many hyperplanes can divide the red and blue 
classes into two, but only one hyperplane uniquely identifies with the support vectors. This 
hyperplane passes midway through the support vectors. A support vector is to be termed a +𝑣𝑒 
support vector if it is from the positive class, otherwise it is termed a −𝑣𝑒 support vector. 
Hyperplanes that pass through the support vectors are called margin lines. There is two margin 
lines, one that passes through the −𝑣𝑒 support vector and one that passes through the +𝑣𝑒 
support vector. The distance between the two is called the margin. In Figure 19, a two-
dimensional graphical illustration of support vectors, margin lines and the margin is shown.  
 
Figure 19 Graphical illustration of Support Vectors and Margin for SVM 
 
Although SVMs have mainly been used for classification purposes, their underlying principles 
can be extended to regression and time series prediction, as demonstrated by Thissen et al. [52]. 
Support Vector Regression (SVR) uses similar principles as the SVM for classification with 
only a few minor differences. In the case of regression, a margin of tolerance () is set and the 
objective is to minimize the error, identifying the hyperplane that maximizes the margin.  
SVR uses the -insensitive loss function as depicted graphically in Figure 20 [53]. 
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Figure 20 -insensitive loss function for a SVR [53] 
 
An advantage of using this function is that it can provide a tolerance against noise. SVR 
approximates a linear function f(x) with the following form: 
𝑓(𝑥) = 𝑤𝑇𝑥 + 𝑏  ( 9 )  
 
where the coefficients w and b are weight vector and bias terms, respectively. Constraints can 
be placed on the function to form the following optimisation problem: 
min
1
2
||𝑤||
2
+ 𝐶 ∑𝜉+ + 𝜉− 
 ( 10 )  
 
where ξ +, ξ − are the two nonzero slack variables. The bounded area aims at fitting the data 
with an admissible parameter .  The constant parameter, C > 0, allows a trade-off between 
complexity (flatness) of the function and the amount up to which deviations larger than  are 
tolerated. Data samples outside of the bounded zone within the distance of slack variables are 
the support vectors. 
In recent years extensive research has been undertaken to extend and apply SVM for time series 
forecasting. As a result, many different SVM forecasting algorithms have been derived, for 
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example, the Critical Support Vector Machine (CSVM) [54] algorithm, and the Least Square 
Support Vector Machine (LS-SVM) [55] [56] algorithm.  
 
Least Square Support Vector Machines (LSSVM) is a least square version of SVM, Suykens, 
et al [57], and is a further adaptation of Vapnik’s [47] original SVM formulation for solving 
pattern recognition problems. LS-SVM is a quadratic programming technique with an infinite 
number of unknown parameters and constraints. However, the constraints can be solved using 
Lagrange multipliers by transforming the primal space into a dual space, and therefore the 
problem of having an infinite number of unknown parameters can be avoided. During the 
transformation, the Mercer’s condition for mapping low-dimensional space to high-
dimensional space is applied [58]. The advantage of LS-SVMs over SVMs is not only that they 
solve an optimization problem using equality constraints rather than inequity constraints, but 
that it is easier to design a modified version of LS-SVM due to its simpler formulation; for 
instance, as with the weighted LS-SVM for improving the robustness in nonlinear function 
estimation by Suykens et al. [59] in 2002. Furthermore, the SVM is only used for static 
problems, where LS-SVM can be applied to both static and dynamic problems.  
 
RVM (shown in Figure 21) is identical in form to SVR.  However, by reforming the support 
vector solution with ‘expectation maximisation learning’, the Relevance Vector Machine is 
created. A Bayesian framework is used for RVM, thereby providing posterior probabilistic 
outputs, that typically provide much sparser solutions than SVR; both of which are desirable 
qualities (as described in [60]).  
The RVM is a special case of a sparse linear model, where the basis functions are formed by a 
kernel function  centred at the different training points [61]: 
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𝑓(𝑥) = ∑𝑤𝑖𝜙(𝑥 − 𝑥𝑖)
𝑁
𝑖=1
 
 
( 11 )  
 
While this model is similar in form to the support vector machines (SVM), the kernel function 
does not need to satisfy Mercer’s condition, which requires  to be a continuous symmetric 
kernel of a positive integral operator. 
The benefit of using RVM over SVM is that there is no requirement to determine any 
parameters after training. However, this benefit also has a penalty – namely, that the training 
procedure involves the solution of a non-convex optimisation problem. When training an RVM 
(and neural networks), it is therefore possible to converge on local minima. 
Compared to SVM, RVM is found to be advantageous in several aspects, including [61]:  
1) The number of relevance vectors can be much smaller than that of support vectors;  
2) RVM does not require tuning of a regularization parameter (𝐶 ) as in SVM during the training 
phase. A drawback, however, is that the training phase of RVM typically involves a highly 
nonlinear optimization process. 
 
Figure 21 Example of relevance vector machine 
 
Training 
examples 
Chosen 
relevance 
vectors  
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2.4.3 Decision Trees 
Decision trees for regression or classification problems in terms of a tree structure.  They 
separate the data into smaller parts. A simple decision tree is shown in Figure 22.  
 
Figure 22 Simple decision tree example [62] 
 
In the above example, a decision node (outlook) has 3 branches (sunny, overcast, and rainy) 
each representing values for the attribute tested. Leaf node (hours played) represents a decision 
on the numerical target. 
Decision Trees typically incur low memory usage and are readily interpreted. They also provide 
a rapid methodology for fitting and prediction, and can be applied to categorical prediction 
problems. Their main drawback is that they often provide prediction of lower accuracy 
compared to alternative algorithms [63].  
 
2.4.4 Bayesian networks 
Bayesian networks are an example of a non-parametric graphical model (GM) for representing 
conditional independencies between sets of random variables. A simple Bayesian network is 
shown in Figure 23. 
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In Figure 23, the condition of the sky (whether it’s rainy or sunny) will influence whether the 
sprinklers are on or off. And both rain and sprinklers influence whether the grass is wet. In a 
Bayesian network, a connection between A and B can be informally interpreted as A “causes” 
B [64].  
Early research on the use of Bayesian networks for prediction includes dynamic network 
models [13], with, for example, a clinical application to predicting sleep apnoea [14]. There is 
also a reported application of Bayesian networks for clinical time series analysis, where data is 
analysed from chronic obstructive pulmonary disease (COPD) patients to construct a model to 
predict the occurrence of exacerbation events, such as episodes of decreased pulmonary health 
status. However, these networks are more suitable for multi-input-multi-output systems and are 
not appropriate for the non-linear characteristics that blood constituents have on the body, as 
studies here.  
 
2.5 Neural Network-based models for prediction 
2.5.1 Introduction  
Artificial Neural Networks (ANNs) consist of simple processing elements-neurons whose 
design is motivated by the structure of the human brain [65]. The application of ANN’s have 
Sky 
Rain SPRINKLERS 
Wet 
grass 
Figure 23 A simple Bayesian network [64] 
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become increasingly popular in recent years for analysing complex problems, including those 
in finance, medicine, physics and engineering. There is no standardised definition of a neural 
network, but those most recognized are: 
 “A neural network is a system composed of many simple processing elements operating 
in parallel whose function is determined by network structure, connection strengths and 
the processing performed at computing elements or nodes”- By DARPA Neural 
Networks Study (1988) [66] 
 “A neural network is a massively parallel distributed processor that has a natural 
propensity for storing experiential knowledge and making it available for use. It 
resembles the brain in two respects: 
1. Knowledge is acquired by the network through a learning process. 
2. Interneuron connection strengths known as synaptic weights are used to store 
the knowledge”, Haykin (1994) [67] 
 
2.5.2 From Biological to Artificial Neurons    
The capability of the brain to solve complex nontrivial problems that remain impossible even 
using the most recent computer technology. Recognition of the brain's impressive capabilities 
has led to increasing interest in the development of ANNs [68] based on a basic model of a 
brain neuron, as shown in Figure 24 [69]. 
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Figure 24 Basic features of biological neurons [69] 
 
Most neurons comprise of three fundamental parts: i) dendrites which act as receptive zones 
and collect inputs from other neurons, or from external stimulus, ii) a soma (cell body) which 
imparts a nonlinear process, and finally ii) an axon, a cable like wire along which the output 
signal is transmitted to other neurons further down the processing chain. The connection site 
between two neurons is called a synapse. Synapses are elementary structural and functional 
units that mediate the interconnections between neurons. The signal source of most real neurons 
is chemical and impart short bursts of electrical activity. In Artificial Neural Networks, this 
electrical activity is modelled by a continuous variable Xj which can be considered as a 
temporally average pulse. The majority of neurons encode their outputs as a series of brief 
voltage bursts. A biological neuron can have as many as 10,000 different inputs, and may send 
its output to many other neurons (up to 200,000). The same mechanism and function exist in 
ANNs. They have many very simple processors, each possibly having a local memory, which 
are organized in layers and are connected by weighted links. To achieve good performance, 
ANN employ a mass interconnection of simple computational cells, referred to as 'processing 
units'.  
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2.5.3 Components of Neural Networks  
As previously described, the transmission of a signal from one neuron to another through 
synapses releases specific transmitter substances. The outcome is to lower or raise the electrical 
potential inside the receiving cell. Once the electrical potential reaches some threshold, the 
neuron will fire. This is the same principle that an Artificial Neuron is based on. In this way 
neural networks can realise a random mapping of one vector space onto another vector space 
[70].  
A typical structure of an Artificial Neuron is shown in Figure 25 [71] [72]. 
 
Figure 25  Artificial Neuron Structure 
 
As shown, the neuron has n inputs symbolized with 𝑖1, 𝑖2, 𝑖𝑗 … 𝑖𝑛 , which are connected to the 
neuron via multiplicative weights,  𝑤1𝑗, 𝑤2𝑗, 𝑤3𝑗 …𝑤𝑛𝑗. The activation function represents a 
graded potential given by: 
 
𝜑 = ∑𝑤𝑗𝑢𝑗
𝑛
𝑗=0
+ 𝜃 
 
( 12 )  
 
where, 𝜃 is the threshold level of the artificial neuron.  
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To realise functions that a single artificial neuron cannot perform alone, a chain of artificial 
neurons is created where the output of some neurons are connected to the input of others - 
forming a neural network. When designing such a network, equation (16) is modified by 
expressing the activation function of the 𝑛𝑡ℎ neuron as: 
 
𝜑𝑖 = ∑𝑤𝑗𝑖𝑥𝑗
𝑁
𝑗=0
+ 𝜃𝑖 
 ( 13 )  
 
where, 𝑥𝑗 is either the output of another neuron or an external input. Neural Networks are 
formed in layers, with the first layer termed the input layer, the last layer is termed the output 
layer and all layers between them are called hidden layers. When there is only an input layer 
and a single layer of neurons constituting the output layer, it is called a single layer network. If 
there exist one or more hidden layers, they are called multilayer networks [71] [72]. The output 
of a neuron is set +1 if the weighted sum is >= 0, and -1 if the weighted sum is < 0. 
An advantage of employing ANNs is that they can be considered as a “black box”, and it is not 
necessary to have detailed a-priori information about the system. It also has the ability to 
manage large amounts of data using ‘binning’ to remove information of minor importance to 
the overall network model. The major advantage of neural networks is that they are able to 
make accurate models using unknown information hidden in the data. This process is termed 
‘network training’.  There are two main training processes i) supervised and ii) unsupervised 
training. Training is considered as Supervised when the neural network has knowledge of the 
desired output and adjusts the weights so that the outputs are as close as possible to what is 
desired. Training is considered Unsupervised learning when the actual output is unknown and 
the system is provided only with a set of generic facts [73] [74].  
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2.5.4 Different structures of Neural Networks  
There are various ways to categories neural networks, one of them being based on the technique 
used during the learning process.  Furthermore, the interconnection architecture can be very 
different, and this provides another method to categorize them [68]. Different types of neural 
networks each have their relative merits for a particular application. It is widely acknowledged 
that there is no single method, statistical or neural network, which gives the best result for all 
types of problems. Generally, neural network architectures are classified as being either 
feedforward or recurrent. However, the underlying principles are similar. Each neuron in the 
network receives input signals and is connected to at least one neuron, with the connection 
being evaluated by a real number or ‘weight’. The weights reflect the degree of importance of 
the given connection. In a feedforward network, signals are unidirectional, from input to output, 
whereas in a recurrent network each signal can be bidirectional by introducing feedback loops 
or cycles into the network structure.  
 
2.5.5 Architecture of neural networks  
 Feedforward networks  
Neural networks are often arranged in layers such that the connections only exist between 
consecutive layers, all in the same direction. Such architectures are termed feedforward neural 
networks. They can possess any number of layers, units per layer, network inputs, and network 
outputs. Input signals propagate through the network in a forward direction, on a layer-by-layer 
basis, hence the term feedforward. The output is only a function of the current input, not of the 
past or future inputs or outputs. Node equations are therefore memoryless.  
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As can be seen from Figure 26, the neural network is built from input layers (𝑥1 and 𝑥2), hidden 
layers (ℎ1and ℎ2), bias layers (𝑏1 and 𝑏2) and a single output layer (𝑦1). Each of the layers also 
carries a weight (w). This weight changes as the neural network is trained. The output is 
calculated using: 
 
𝑦1 = 𝑎((𝑥1 ∙ 𝑤1) + (𝑥2 ∙ 𝑤2) + 𝑤3             ( 14 )  
 
 Recurrent Neural Network 
A recurrent Neural Network (RNN) is considered as an enhanced ANN architecture, and thus 
a variant of Elman’s and Jordan’s network. The ability to form more complex calculations than 
the static feed forward network is the reason behind adopting the RNN algorithm. Furthermore, 
the capability of learning temporal pattern sequences which are context or time-dependent is 
also an advantage of utilising the method. Embodying a short-term memory by activating a 
feedback network is also one of the main features of a simple Recurrent Neural Network (RNN). 
According to Tenti [75], requiring more substantial memory and connections in simulations, in 
comparison with a backpropagation network, is one of the main disadvantages of RNN, and 
Figure 26 Feed-forward Neural Network 
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leads to relatively high computational overhead. However, utilising a RNN can yield better 
results. 
The RNN can be fully or partially connected. In a fully connected RNN all the units are 
connected recurrently, whereas in partially RNN the recurrent connections are only partial. 
Fully connected RNNs use unconstrained fully interconnected architectures and learning 
algorithms that can deal with time-varying input and/or output in non-trivial ways (Omlin and 
Giles [76]). Full RNNs, have both feedforward and feedback connections, all of which are 
trainable. The network can take on any arbitrary topology as any node in the network may be 
linked with any other node, including the node itself. The only requirement to be made is that 
the network should have clearly defined input and output nodes. In [76] partial and full RNNs 
are used to classify strings with arbitrary length. Meanwhile, research done by Moody et al. 
[77] used a full RNN model to perform a spatial delayed matching to sample a task. 
Partial RNNs are a type of feedforward network with the incorporation of a 'context unit' which 
stores the output from the hidden or output layers. Connections in partial RNNs are mainly 
feedforward but include a carefully chosen set of feedback connections. This network has all 
its feedforward connections trainable, whereas the feedback connections are fixed. Recurrence 
in partial RNNs allows the network to store cues from the recent past but does not appreciably 
complicate the structure and training of the whole network. Several models of partial RNNs 
exist, including the Jordan network (first introduced by Jordan in 1986) [78], and the Elman 
network (first introduced by Elman in his paper in 1990) [79]. Two types of local feedback are 
used in partial RNNs; the activation feedback (mainly applied in the Elman network), and 
output feedback (used in the Jordan network). Figures 27 (a) and (b) show the architecture of 
the Elman and the Jordan networks, respectively. The Elman network is a two-layer network 
with feedback from the hidden layer to the input layer, as depicted in Figure 27 (a). This 
recurrent connection allows the Elman network to both detect and generate time-varying 
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patterns. The input layer is divided into two parts; actual input units, and context units. Context 
units are connected to the forward direction with weights fixed to unity and are not trainable. 
The presence of this simple loop implies that the activation of hidden units at time [t] can 
influence the activations of the hidden units at time [𝑡 + 𝑛]. Recurrent connections allow the 
network's hidden units to see its own previous output, so that the subsequent behaviour can be 
shaped by previous responses—effectively giving the network memory. In the case of the 
Jordan network, the architecture is realized by adding recurrent links from the network's output 
layer to a set of context units which form a context layer. Additionally, the context units are 
connected to each other and with themselves. This allows their next state to be calculated as a 
function of the current net output, their current state, and the current state of the other state 
units. The self-connections in the context layer give the context units some individual memory, 
or inertia. Hence, the Jordan network can be trained to recognize and distinguish between 
different input sequences [80]. 
 
Figure 27 Neural network structures a) Elman b) Jordan 
 
 
Another example of the recurrent neural network is the Hopfield variant [81]. Hopfield’s 
approach provides a network structure where all the artificial neurons are fully connected. Like 
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every other neural network, HNN’s have N inputs, each with an associated weight. A simplified 
structure of the Hopfield Neural network is shown in Figure 28. 
 
Figure 28 Simple structure of Hopfield Network [82] 
 
Its architecture consists of a two-dimensional connected neural network in which the linking 
strengths between neurons, which are binary threshold neurons, are determined based on the 
constraints and solution criteria of the optimization problem to be solved. Each unit is connected 
to all other units except itself, and as a result, avoids a permanent feedback of its own state 
value [82]. 
This type neural network has two forms of learning rules in order to train the network’s weights, 
1) Asynchronously- where the weighted input sum is calculated and updated immediately, and 
2) Synchronously- when the weighted input sums of all neurons are calculated without the 
update of neurons.  
The original model used two-state threshold neurons where each neuron has two states 
characterized by the output of the neuron [81]. This output takes values of 0 or 1. Hopfield 
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derived Lyapunov functions for the network to check for stability and used it as a content-
addressable memory. A discrete model of the neurons is as follow: 
 
𝑋𝑖𝑗(𝑘) = 𝑋𝑖𝑗(𝑘 − 1) + ∆𝑡 [∑ ∑𝑊𝑖𝑗𝑘𝑙𝑌𝑘𝑙(𝑘 − 1) + 𝐼𝑖𝑗
𝑁
𝑙=1
𝑁
𝑘=1
]             ( 15 )  
 
where 𝑛 is the number of nodes, 𝐿 is the set of connecting links in the network, 𝑊 is the weight 
of links, where 𝑋𝑖𝑗(𝑘) is the internal state or local voltage of neuron,  𝑌𝑘𝑙(𝑡) is the output voltage 
of neuron (i, j) in the network and 𝑖 ≠ 𝑗means there is no neuron on diagonal locations.  
HNN’s have found application for modelling, optimization, pattern recognition, signal 
processing, image processing and optical networks [83] [84] [85] [86].  
 
Another recurrent neural network is based on Self-Organizing Maps (SOMs). Self-organizing 
networks or self-organizing maps were first reported by Teuvo Kohonen, in 1982 [87]. SOM 
training is usually considered unsupervised as there are no known target outputs associated with 
each input pattern—it processes the input patterns and clusters them through the adjustments 
of weights. 
 Neuron Models 
Neurons from adjacent layers have weighted connections between them and can employ one of 
a variety of transfer functions f to generate their outputs. In multilayer feed-forward networks, 
commonly used transfer functions are log sigmoid (logsig) transfer function, tan-sigmoid 
(tansig) transfer function and the linear transfer function (purelin) [58], as shown in Table II.  
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Table II Mathematical Definitions of the activation function 
Function Definition Range 
Log-sigmoid 𝑓(𝑥) =
1
1 + 𝑒−𝑥
 (0, +1) 
Tan-sigmoid 𝑓(𝑥) =
𝑒𝑥 − 𝑒−𝑥
𝑒𝑥 + 𝑒−𝑥
 (−1,+1) 
Linear 𝑓(𝑥) = 𝑥 (−∞,+∞) 
 
 
i. Log-sigmoid transfer function  
Figure 29 shows that the output generated by the function logsig is between 0 and 1, while the 
neuron’s input range can be . 
 
Figure 29 Logsig function in neural networks 
 
ii. Tan-sigmoid transfer function  
On the other hand, tan-sigmoid (or hyperbolic tangent) transfer function, which is shown in 
Figure 30, can be applied on the neurons to generate an output between -1 and +1 while the 
neuron’s input range that can again be . 
𝛼 = 𝑙𝑜𝑔𝑠𝑖𝑔(𝑛) 
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Figure 30 Tansig function in neural networks 
 
iii. Linear Transfer function  
As seen in Figure 29 and 30, the output value will be limited within a certain range when logsig 
or tansig transfer functions are applied on the last layer of networks. However, when using a 
linear transfer function purelin, shown in Figure 31, the network outputs can take on any value.  
 
Figure 31 Purelin function in neural networks 
 
The three described transfer functions are the most commonly used for back-propagation 
networks. However, there are other alternatives that can be used. 
 
 Back-propagation training algorithm  
To facilitate the production of meaningful forecasts, a neural network has to be trained using a 
procedure to perform the learning process. Back-Propagation (BP) has emerged as the most 
popular algorithm for supervised learning.   
𝛼 = 𝑡𝑎𝑛𝑠𝑖𝑔(𝑛) 
𝛼 = 𝑝𝑢𝑟𝑒𝑙𝑖𝑛(𝑛) 
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The underlying principle is to calculate the influence of each weight in the network using an 
iterative process based on gradient descent, where weights are adjusted in the steepest descent 
direction (negative of the gradient). Training of the network is performed in such a way that the 
weights are adjusted after the presentation of each single, or batch of training example(s). 
During the iterative process, two sets of signals are passed through the networks:  
 Function signals: the input examples propagate through the hidden units and are 
processed by their activation functions, emerging as an output.  
 Error signals: the errors at the output nodes are propagated backward layer-by layer 
through the networks, so that each node returns its error back to the nodes in the previous 
layer 
The weights are determined using backpropagation by building connections among the nodes 
based on training data, producing a least-mean-square error measure of the actual or desired 
values from the output of the neural network. Initial values are assigned for the connection 
weights. To update the weights, the error between the predicted and actual output values is back 
propagated via the network [88]. Figure 32 illustrates the architecture of a backpropagation 
network, where 𝑥𝑗 (j = 1, 2... n) represent the input variables; 𝑧𝑖 (i = 1, 2... m) represent the 
outputs of neurons in the hidden layer; and 𝑦𝑡 (t = 1, 2... n) represent the outputs of the neural 
network [89]. In theory the neural network has the ability to simulate any kind of data pattern 
given sufficient training.  
65 
 
 
Figure 32 A three-layer feed-forward back propagation neural network [89] 
 
2.6  Other regression techniques  
2.6.1 ANFIS 
The Adaptive Neuro-Fuzzy Interface System (ANFIS) was first proposed by Jang [90] in the 
1990s. It is a multilayer feed-forward network that combines the qualities of a fuzzy-inference 
system and artificial neural network (ANN) to develop models with optimized rules and 
membership functions.  
The Takagi-Sugeno (T-S) fuzzy system is a powerful tool for modelling and control in complex 
systems and has proven to be an efficient solution for non-linear system modelling [91]. An 
ANFIS is a hybrid algorithm that combines the high-level reasoning capability of Fuzzy 
Inference Systems (FIS), and the high-level power of pattern recognition of Artificial Neural 
(AN) Networks.  
The ANFIS architecture consists of 5 layers with each layer performing a specific action. An 
example architecture with two inputs and one output is shown in Figure 33.  
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Figure 33 ANFIS architecture of two inputs and nine rules [92] 
 
Layer 1 contains the data inputs. Layer 2 is the ‘If’ layer, that converts any inputs to fuzzy 
inputs and generates the membership function (MF) for each of the inputs. The MF used in this 
study is gbellmf. The output of each node in this layer is given by Equation (16), 
𝑂1,𝑖 = 𝜇𝐴𝑖(𝑥)         𝑓𝑜𝑟 𝑖 = 1,2..                      𝑂1,𝑖 = 𝜇𝑏𝑖−2(𝑥)     𝑓𝑜𝑟 𝑖 = 3,4.. ( 16 )  
 
where, 𝑂1,𝑖 is the membership grade of the input nodes, 𝑥1 and 𝑥2. In layer 3, each output 
generated from the second layer is normalized and the nodes are fixed. Layer 4 contains fixed 
nodes that calculate the ratios of the firing strengths of the rules.  Finally, the total of all neurons 
in layer 4 form the output in layer 5. MFs are tuned using a hybrid algorithm that combines 
gradient descent and least square methods. The hybrid learning algorithm is used to identify 
variables in the ANFIS architecture and is split into two parts (forward pass and backward pass). 
The forward pass applies the least-squares method to find the consequent parameters in Layer 
4. During the backward pass, the error signals propagate backward and the premise variables 
are updated by gradient descent [90].  
𝑥1 
𝑥2 
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ANFIS’s main advantages are that it has the ability to capture nonlinear structures of a process, 
along with possessing an adaption capability and rapid learning capacity.  
 
2.6.2 Hammerstein- Wiener Model  
A useful and general class of nonlinear dynamical models are so-called block-oriented models 
that consist of configurations of linear dynamic blocks and nonlinear memoryless blocks. The 
simplest examples in this class are cascaded systems with the nonlinear block either preceding 
(Hammerstein model) or following (Wiener model) the linear block. The Hammerstein model 
was first discussed in [93], while the Wiener model has its roots in Wiener’s interest in 
nonlinear system using Volterra expansions [94]. Recently, Hammerstein-Wiener models have 
been used in biomedical applications such as estimation of muscle force from 
electromyography signals [95].  
A model where a nonlinear block both precedes and follows a linear dynamic system is called 
a Hammerstein-Wiener model and is illustrated in Figure 34 [96]. 
 
Figure 34 The general Hammerstein-Wiener model structure, which consists of sandwiching a linear time 
invariant system between memoryless nonlinearities 𝒇𝒇 and 𝒇𝒉 [96] 
Equation (17) is a nonlinear function that maps input data 𝑢𝑡: 
𝑢𝑡 = 𝑓(𝑥𝑡)  ( 17 )  
 
And for the second block: 
u(t) 
u(t)  x(t) 
    
z(t) y(t) 
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𝑧𝑡 =
𝐵
𝐹
 (𝑢𝑡) 
 ( 18 )  
 
For outputs and inputs, the linear block is a transfer function matrix containing entries: 
𝐵𝑗𝑖(𝑞)
𝐹𝑗𝑖(𝑞)
                                                                                        
 ( 19 )  
 
where: 
𝑗 = 1,2,3…𝑛𝑦 
𝑖 = 1,2,3…𝑛𝑢 
𝑞 is the time shift operator 
  
 
Finally, the third block:  
𝑦𝑡 = ℎ(𝑧𝑡)  ( 20 )  
is a nonlinear function that maps the output of the linear block to the system output. Since f acts 
on the input port of the linear block, this function is called the input nonlinearity. Similarly, 
since h acts on the output port of the linear block, this is called the output nonlinearity. If the 
system contains several inputs and outputs, functions f and h for each input and output signal 
are defined. 
When a model contains only the input nonlinearity f, it is called a Hammerstein model. 
Similarly, when the model contains only the output nonlinearity h, it is called a Wiener model.  
The Hammerstein-Wiener method calculates the output y in three stages [96]:  
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1. Calculate u(t)= f (x(t)) from the input data. The input nonlinearity is a static 
(memoryless) function, where the value of the output at given time 𝑡 depends only on 
the input value at time 𝑡. The input nonlinearity can be set as a sigmoid network, wavelet 
network, saturation, dead zone, piecewise linear function, one dimensional polynomial, 
or a custom network. It is possible to remove the input nonlinearity.  
2. Calculate the output of the linear block using u(t) and initial conditions. Configuration 
of the linear block is accomplished by specifying the numerator 𝐵 and denominator 𝐹 
orders.  
3. Calculate the model output by transforming the output of the linear block using the 
nonlinear function ℎ. 
The main benefit of these structures is to introduce fewer parameters to be estimated. Moreover, 
the polynomial representation has the advantage of providing additional flexibility and being 
easier to use. 
2.6.3 Kalman filters 
The Kalman filter, proposed by Kalman in 1960 [97] allows a unified approach for prediction 
of all processes that can be given a state space representation. A state space model is generally 
represented in two equations: Equation (21) is called the state equation which determines the 
state 𝑋𝑡+1 at time (𝑡 +  1) using the previous state 𝑋𝑡 and a noise term, as shown below:  
𝑋𝑡+1 = 𝐹𝑡  𝑋𝑡 +𝑊𝑡    ,   𝑡 =  1, 2…   ( 21 )  
where 𝐹𝑡 is a sequence of 𝑣 ×  𝑣 matrices and 𝑊𝑡 is the process disturbance.  
The Equation (22) is the observation equation which expresses the 𝑤 dimensional observation 
𝑍𝑡 as a function of a 𝑣 dimensional state variable 𝑋𝑡, and noise. Thus:  
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𝑍𝑡  =  𝐺𝑡 𝑋𝑡  + 𝑉𝑡 , 𝑡 =  1, 2 …   
 
 ( 22 )  
where 𝑉𝑡 models measurement noise, 𝐺𝑡  is a set of 𝑤 ×  𝑣 matrices and 𝑊𝑡 and 𝑉𝑡 are assumed 
uncorrelated. 
If the underlying system is known, Kalman filters have successfully been used in a wide variety 
of application fields, for example, for predicting traffic flows [98] [99]. 
 
2.7 Summary  
Of the methods reviewed it is important to select candidates specifically to address the problem 
of predicting neutrophil counts. The proceeding chapters now identify key characteristics that 
will be required of a candidate technique.  
Due to the lack of information relating to the underlying system physics in neutrophil count 
prediction, and the highly non-linear characteristics of the system, Artificial Neural Networks 
are likely to provide an appropriate candidate for prediction. However, since this is a new 
prediction field, an initial feasibility study of other techniques is carried out for this application.  
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Chapter III – Blood data pre-processing  
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3.1 Introduction  
 
The blood-count dataset consists of inconsistence measures of constituent parts, and therefore 
requires some pre-processing to provide a consistent range of data values for the algorithms and 
importantly identify the most relevant blood constituents that are responsible for affecting 
neutrophil counts. The three methods used to pre-process the data are: 
1. Normalising (scaling)- Different methods can handle only specific samples, for 
example, neural networks can only handle data that lie between 0 and 1. Therefore all 
data is scaled between 0 and 1.  
2. Principal Component Analysis is used to remove unwanted characteristics in the data 
set (e.g. noise).  It also provides a means of selecting the constituent blood variables that 
are most relevant to neutrophil counts. 
3. The data is interpolated to provide more samples for training and testing.    
3.2 Data interpolation  
 
For this study, blood measurements are taken on a weekly basis and interpolation (using a cubic 
spline) is used to provide sufficient data to formulate a predictive model. The spline function 
consists of polynomial pieces on subintervals joined together using continuity conditions. The 
available measurement points are termed knots, and f(x) is a piecewise cubic function between 
consecutive knots 𝑥𝑖 given by 
𝑓(𝑥) = {
𝑎1𝑥
3 + 𝑏1𝑥
2 + 𝑐1𝑥 + 𝑑1          𝑥𝜖[𝑥0, 𝑥1]
𝑎2𝑥
3 + 𝑏2𝑥
2 + 𝑐2𝑥 + 𝑑2          𝑥𝜖[𝑥0, 𝑥1]
𝑎𝑛𝑥
3 + 𝑏𝑛𝑥
2 + 𝑐𝑛𝑥 + 𝑑𝑛         𝑥𝜖[𝑥0, 𝑥1]
 
 ( 23 )  
 
For f(x) to provide a cubic spline, the following conditions need to be satisfied: 
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1) Function values are equal at interior knots. 
2) The first and last functions pass through the end points. 
3) First and second derivatives are equal at interior knots. 
4) The second derivative is zero at the first point. 
From 𝑥, 𝑓(𝑥) is solved for unknown values to provide a function that is smooth but without 
overfitting the data (unlike polynomial interpolation) [100].  
 
3.3 Data normalization  
Normalization is used to enhance the performances of certain processes that are sensitive to 
differences to the range of certain variables. For example, PCA (below) aims to capture the 
greatest proportion of variances, and as a result will give more weight to variables that exhibit 
the largest variances if feature normalization is not initially performed. Moreover, algorithms 
such as neural network can only work with variables that are in range between 0 and 1. 
Consequently, normalization is done to have the same range of values for each of the inputs to 
the artificial neural network model. This can promote the stable convergence of weights and 
biases.  
Therefore, the measurement set of each variable in Table I is normalized in the range [0, 1] 
according to,  
 ?̂? = ?̂?𝑚𝑖𝑛 +
𝑥 − 𝑥𝑚𝑖𝑛
𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
(?̂?𝑚𝑎𝑥 − ?̂?𝑚𝑖𝑛)           
( 24 )  
 
where, 𝒙𝒎𝒊𝒏 and 𝒙𝒎𝒂𝒙 are taken from the data extrema. ?̂?𝒎𝒊𝒏 and ?̂?𝒎𝒂𝒙 are 𝟏𝟎
−𝟓 and 0.9 
respectively to avoid zeros in the data. 
To go back to non-normalized data, following formula is used: 
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y = y𝑚𝑖𝑛 +
?̂? − ?̂?𝑚𝑖𝑛
?̂?𝑚𝑎𝑥 − ?̂?𝑚𝑖𝑛
(𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛)         
( 25 )  
where, 𝒚𝒎𝒊𝒏 and 𝒚𝒎𝒂𝒙 are taken from the data extrema. ?̂?𝒎𝒊𝒏 and ?̂?𝒎𝒂𝒙 are 𝟏𝟎
−𝟓 and 0.9 
respectively to avoid zeros in the data. ?̂? is the point we are changing back into non-normalized 
datum point.  
The reason Equations (24) and (25) are used is to normalize the data between (0.0001 and 0.9). 
Normalization of data within a uniform range is essential for two reasons:  
(i) To prevent larger numbers from overriding smaller ones  
(ii) To prevent premature overload of hidden nodes, which impedes the learning process. 
This is especially important when actual inputs take large values.  
This normalization between slightly offset values will prevent slow or no learning. 
3.4 Principal Component Analysis (PCA)  
 
3.4.1 Introduction  
Principal component analysis (PCA) is central to the study of multivariate data. Although it is 
one of the earliest multivariate techniques, it continues to be the subject of much research, 
ranging from new model-based approaches to algorithmic ideas from neural networks. It is 
extremely versatile, with applications in many disciplines [101] such as in QSAR (Quantitative 
structure-activity relationship) studies [102], in an evaluation of molecular lipophilicity [103], 
exploration of molecular structure-property relationships [104], use in organic chemistry [105], 
in chromatography [106], in biodegradation relationships [107], and for clustering in amino 
acids [108]. 
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3.4.2 PCA for the blood constituents  
It is important to focus on blood constituents that have the most effect on neutrophil counts.  
However, using too few variables will reduce information about the time series, while too many 
variables will impart greater noise, leading to distortion of the time series. 
PCA is therefore applied to identify the input variables that are related to Neutrophil counts one 
day ahead. A superficial selection of variables might exclude data of significance, thereby 
denying the resulting model of valuable information on the input-output mapping.  
 
3.4.3 Underlying Principle 
The main purpose of PCA is to remove excessive variables from further analysis. In short, PCA 
is a statistical procedure that uses orthogonal transformation to convert a number of observed 
variables into a smaller number of artificial variables, called principal components [101]. The 
resulting principal components are used for subsequent analyses. An orthogonal transformation 
is a linear transformation  which preserves a symmetric inner product. An orthogonal 
transformation preserves lengths of vectors and angles between vectors, 
(𝑣, 𝑤) = (𝑇𝑣, 𝑇𝑤)  ( 26 )  
 
Orthogonal transformations may be represented using orthogonal matrices. 
The set of orthonormal transformations forms the orthogonal group, and an orthonormal 
transformation can be realized by an orthogonal matrix. Any linear transformation in three 
dimensions [109]: 
𝑥1
′ = 𝑎11𝑥1 + 𝑎12𝑥2 + 𝑎13𝑥3 
𝑥2
′ = 𝑎21𝑥1 + 𝑎22𝑥2 + 𝑎23𝑥3 
𝑥3
′ = 𝑎31𝑥1 + 𝑎32𝑥2 + 𝑎33𝑥3 
  ( 27 )  
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satisfying the orthogonally condition 
𝑎𝑖𝑗𝑎𝑖𝑘 = 𝛿𝑗𝑘  ( 28 )  
 
where 𝛿 is a Kroncker delta, is an orthogonal transformation. 
 
For a given p-dimensional data set X, the m principal axes 𝑇1, 𝑇2, … , 𝑇𝑚, where 1 ≤ 𝑚 ≤ 𝑝, are 
orthonormal axes onto which the retained variances is a maximum in the projected space [110]. 
A matrix TT (‘T’ denoting the transpose operator) is constructed by noting the m leading 
eigenvectors of the sample covariance matrix: 
 
𝑆 =
1
𝑁
∑ (𝑥1 − 𝜇)
𝑇(𝑥1 − 𝜇)
𝑁
𝑖=1                 ( 29 )  
 
where 𝑥1 ∈ 𝑋, 𝜇 is the sample mean and N is the number of samples, such that, 
𝑆𝑇𝑖 = 𝑉𝑖𝑇𝑖, 𝑖 ∈ 1, … ,𝑚                   ( 30 )  
 
where 𝑉𝑖 is 𝑖
𝑡ℎ largest eigenvalue of S. The m principal components of a given observation 
vector 𝑥 ∈ 𝑋 are then given by,     
𝑦 = [𝑦1, 𝑦2, … , 𝑦𝑚] = [𝑇1
𝑇𝑥, 𝑇2
𝑇 , … , 𝑇𝑚
𝑇] = 𝑇𝑇𝑥    ( 31 )  
                   
3.4.4 Description and results of the proposed method  
The propose method uses PCA to perform feature selection. The same as feature extraction, 
feature selection has the same goal which is dimension reduction. If we say that x is an 
eigenvector of a covariance matrix of PCA, we know that the feature extraction result of an 
arbitrary sample a is [111]: 
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𝑧 = 𝑎𝑇𝑆 
 
 ( 32 )  
Where 𝑆 = [𝑥1 …𝑥𝑁]
𝑇 , 𝑎 = [𝑎1 …𝑎𝑁]
𝑇  and N is the dimension of sample vectors.  
The absolute value of 𝑥𝑖 is able to statical evaluate the contribution, to the feature extraction 
results, of the 𝑖𝑡ℎ feature component of samples. The smaller the value of 𝑥𝑖 the less the 
contribution of the 𝑖𝑡ℎ feature component samples. If this absolute number is small enough, 
removing it does not effect on the feature extraction results. If the feature components is small 
enough and has little importance for feature extraction, we can also speculate that in the original 
space this feature is also not important. Therefore, after calculating the covariance matrix using 
the original samples, eigenvalues and eigenvectors are found. The eigenvectors corresponding 
to the first largest eigenvalues are selected. The contribution is calculated to the feature 
extraction results using: 
𝑐𝑗=∑|𝑉𝑝𝑗|
𝑚
𝑝=1
 
 ( 33 )  
 
Where 𝑉𝑝𝑗 denotes the 𝑗
𝑡ℎ entry of 𝑉𝑝 which is the eigenvalue. Calculations of equation (33) is 
sorted in a descending order and we store this order in 𝑑𝑗. If 𝑐𝑣 is the largest among them, then 
we donate 𝑑1 = 𝑣, which means that the 𝑣
𝑡ℎ feature component of the original sample is the 
most important feature. Therefore last one will be the least important and this one can be 
deleted. Since this is not the usual approach, it has also been proven with using Pearson’s 
correlation in 3.4.5. 
Table IV shows the ranking of which variables have got the most importance on neutrophil 
counts one day ahead, with 1 being the most and 14 the least. Therefore, the most relevant data 
values to neutrophil counts are: 
 White blood cells 
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 Neutrophils day before  
 6-MP 
 Platelets  
Those 4 are chosen, as they have the most correlation to the output data (neutrophil counts).  
Table III Contribution to the neutrophil count prediction of all blood constituents 
 
 
 
 
 
 
 
 
3.4.5 Pearson correlation criteria  
One of the simplest criteria that is used widely for feature selection is Pearson correlation 
criteria. This is a good way to select variables from the input which can efficiently describe the 
input data while reducing effects from noise or irrelevant variables. This method is measuring 
the relevance of each feature with the output label, in this case neutrophil counts. Pearson 
correlation criteria is defined by: 
𝑅𝑖 =
𝑐𝑜𝑣(𝑥𝑖, 𝑌)
√𝑣𝑎𝑟(𝑥𝑖) ∗ 𝑣𝑎𝑟(𝑌)
 
 ( 34 )  
Where 𝑥𝑖 ∈ 𝑋 is the candidate feature and regression target 𝑌. A good individual feature is 
highly correlated with the target so correlation measures can be used for ranking or subset 
selection. The results of this method can be found in Table IV.  
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Table IV Pearson correlation 
 
Pearson's r can range from -1 to 1. An r of -1 indicates a perfect negative linear relationship 
between variables, an r of 0 indicates no linear relationship between variables, and an r of 1 
indicates a perfect positive linear relationship between variables. Looking at Table IV, the 
Pearson’s correlation confirms the results of PCA which showed that the most important inputs 
are white blood cells, neutrophils day before, 6-mercaptopurine and platelets. 
Another simple method called the backward elimination was used to prove the most influential 
factors as inputs by removing different factors from the input set, then training and testing a 
simple neural network (in this case NARX). If removing a particular input does not affect the 
output prediction accuracy, the input is removed. Removing the most significant features 
resulted in the biggest decline in prediction accuracy. This also showed that the most influencer 
inputs are the once also chosen by PCA and Pearson correlation criteria. This is not a method 
that should be used as an only method as taking inputs out will change the architecture of the 
neural network too. However, it’s a good way to re-assuring the inputs chosen are correct.  
3.5 Summary  
 
Normalization and interpolation of data is undertaken to ensure that all blood count constituents 
receive equal importance and to make sure there is sufficient data for the training and testing of 
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the algorithms. In this case, PCA is used to reduce a set of 15 original variables to four main 
components viz. white blood cells, neutrophils day before, 6-mercaptopurine and platelets. The 
choice of PCA was also confirm using Pearson correlation criteria and backward elimination.  
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Chapter IV – Initial feasibility study to predict 
neutrophil counts using NARX 
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4.1 Introduction  
 
Predicting neutrophil counts is a non-trivial task due to the intrinsic complexity of the human 
body and associated blood data. While many time series may be approximated with a high 
degree of confidence, blood data are considered among the most difficult to be analysed and 
predicted. Furthermore, no previous work on neutrophil prediction exists in the literature. The 
underpinning non-linearity relates to the fact that blood data are affected by many highly 
interrelated factors, and these factors interact with each other in a very complex manner.  
The motivation of this chapter is to present initial results using a relatively simple and well-
known neural network architecture to determine whether neutrophil count prediction in 
leukaemia is feasible.  
Various methods and techniques for the prediction of time series have been developed based 
on statistics and artificial intelligence.  However, most prediction methods are complex with no 
inherent learning. Neural networks are powerful forecasting tools that draw on the most recent 
developments in artificial intelligent research. They are nonlinear models that can be trained to 
map past and future values of time series data and thereby extract hidden structures and 
relationships that govern the data [112]. Using neural networks, complex relationships between 
input and output variables can be learned by machines without requiring a human to specify the 
nature of the relationship. Neural networks have appeared as a powerful learning technique to 
perform complex task in highly nonlinear dynamic environments of time series. The application 
of neural networks in time series prediction has shown better performance in comparison to 
statistical methods because of their inherent ability to accommodate nonlinearities. In addition, 
it has been shown that neural networks are universal approximates and have the ability to 
produce complex nonlinear mappings [113].  The neural network algorithm chosen for this 
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initial investigation is the Nonlinear Autoregressive Exogenous (NARX) as it is one of the 
simplest and more robust techniques.   
 
4.2 NARX Model Description  
This section constitutes the first application of prediction algorithms to neutrophil counts. A 
recurrent neural network architecture is used based on NARX models. A three-layer NARX 
model is proposed for the application of predicting short-term (day ahead prediction) neutrophil 
counts in ALL childhood cancer.                           
NARX Neural Networks provide a general, practical method for learning discrete-valued, real-
valued, and vector valued functions from example data. In what follows, the output signal of 
the network is derived from the input vector of the network using delay operators. The 
mathematical formulation of the output is expressed as:  
𝑦(𝑛 + 1) = 𝑓[𝑦(𝑛), 𝑦(𝑛 − 1),…, 
𝑦(𝑛 − 𝑑𝑦 + 1);  𝑥(𝑛), 𝑥(𝑛 − 1),…,  
𝑥(𝑛 − 𝑑𝑥 + 1)] = 𝑓[𝑦(𝑛); 𝑥(𝑛);𝑊] 
  
( 35 )  
 
where 𝑥(𝑛) and 𝑦(𝑛) are the components of the input and output vector, respectively, and 𝑑𝑥 
and 𝑑𝑦 are delays, 𝑊 is the matrix of the adjustable weights and 𝑓 is the unknown nonlinear 
function.  
4.3 NARX architecture topology and parameters 
To design an effective topology the following parameters need to be selected: the number of 
layers (more exactly the number of hidden layers, as the input and output layer is given); 
number of neurons in each layer, and the connections between neurons from different layers.  
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NARX is a recurrent dynamic network, with feedback connections enclosing several layers of 
the network. Where the next value of the dependent output signal is regressed on previous 
values of the output signal and previous values of an independent (exogenous) input signal. 
NARX model can be implemented by using a feed-forward neural network to approximate the 
function, and using the delays if a multi-step ahead prediction is done. The output can be 
considered of the NARX network to be an estimate of the output of some nonlinear dynamic 
system is modelled. The output is fed back to the input of the feed-forward neural network as 
part of the standard NARX architecture- parallel architecture. However, as the true output is 
available during the training of the network, series-parallel architecture is created, in which the 
true output is used instead of feeding back the estimated output, as shown in the Fig.  
 
Figure 35 NARX Series-parallel architecture 
 
Therefore, a series-parallel NARX architecture is used since the known output is available and 
it can be used instead of feeding back the estimated output. This form combines the features of 
a feed-forward network and dynamic networks. Static back-propagation is used to train the 
network to identify the underpinning nonlinear model. 
The NARX model begins as a ‘black box’ with no information. Provisional tests were therefore 
undertaken to identify appropriate structural characteristics. It has been found that incorporating 
two hidden layers provide a good starting point for the proposed NARX neural network. The 4 
inputs, as identified earlier using PCA, (WBC, platelets, 6MP and current neutrophil counts) 
are used as input to the series-parallel NARX network, whereas the next day neutrophil counts 
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are used as the actual outputs, so that the training process is more rapid and accurate. The 
network is fully connected, i.e. every unit is connected to each unit from the next layer. More 
connections (degrees of freedom) would allow the network to adapt to noise, but overlearning 
decreases the generalization capabilities.  
The number of epochs used is 1000. To prevent overfitting, 6 validation checks were used, i.e. 
the learning stops if the error over the validation set increases. Periodically, while training on 
the learning data set the network is tested for performance on the cross validation set. If the 
network begins to over-train on the training data, the validation performance will begin to 
degrade. Thus, the validation data set is used to determine when the network has been trained 
as well as possible without overtraining. 
4.4 Daily prediction results 
To improve results it is traditionally recommended to use as much data as possible for training 
and testing. In the case of the daily observations, approximately four months of training data 
has been found to be the minimum threshold for training the NARX ANN.  
In this case, 70% of the data is used for training and the remaining 30% is used for testing the 
performance of the resulting system. Half of the testing data is also used for cross-validation. 
Training datasets of this size have been used to produce all the results in the following graphs 
and tables. Specifically, three different training datasets were created from the normalized blood 
test data in the 4 months preceding days 113, 233 and 352.  Figures 36, 37 and 38 graph the 
predictions of the subsequent 7 days one step ahead prediction. The dashed lines show the 
ANN’s prediction of future values and the expected (known) values.  
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Figure 36 Normalized neutrophil counts. Prediction period: 7 days 
 
Figure 37 Normalized neutrophil counts. Prediction period: 7 days 
 
Figure 38 Normalized neutrophil counts. Prediction period: 7 days 
 
The mean errors of the outputs from the NARX models are given in Table V for each of the 
three cases studies.    
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Table V NARX error calculation 
 
Normalized error 
Error in Neutrophil prediction and 95% 
confidence intervals 
Prediction algorithm 103 MSE 
102 
RMSE 
Lower Mean (109 / L) Upper 
NARX 2.87 5.36 -0.27 0.00523 0.285 
 
 
4.5 Summary  
This chapter has presented results of an initial investigation into the application of a NARX 
model to predict blood neutrophil counts. The results show effective one step ahead prediction 
performance using only modest training datasets (4 months historic data).  
Predicting neutrophil counts with sufficient accuracy a week or more ahead is highly desirable 
and will be discussed in the next chapter. The potential is significant: aiding clinicians in 
reducing the risk of neutropenia thereby facilitating improved treatment success and reducing 
the number of Acute Lymphoblastic Leukaemia deaths brought about as a result of secondary 
infections. 
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Chapter V – Model identification for multi-step 
ahead time series prediction of Neutrophil counts  
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5.1 Introduction  
Here, the performance of various prediction methods are investigated and appraised. Whilst a 
large number of algorithms exist that have demonstrated high reliability for the future prediction 
of measurements, states or events, difficulties can arise when attempting to model systems that 
are highly non-linear, such as in drug prediction.  
A simple test to show the non-linearity is used by getting a relationship between Neutrophils 
and WBC’s, and Neutrophils and Platelets, using program “Eureqa”. The relationship between 
two variables can only be described by using non-linear equations.  
The formula that describes relationship between neutrophils and WBC is shown in (33), this 
equation however only describes 5% of the whole data, but it’s the best fit found.  
 
𝑁𝑒𝑢𝑡𝑟𝑜𝑝ℎ𝑖𝑙𝑠 = 𝑊𝐵𝐶 + 0.026 cos (
6.47𝑊𝐵𝐶
cos(𝑊𝐵𝐶) − 0.502
) ( 36 )  
 
And formula that describes relationship between neutrophils and platelets is shown in (34). This 
formula describes 12% of data points.  
𝑁𝑒𝑢𝑡𝑟𝑜𝑝ℎ𝑖𝑙𝑠 =  0.0701987087278242 +  0.310135918060874 × 𝑃𝑙𝑎𝑡𝑒𝑙𝑒𝑡𝑠
× 𝑃𝑙𝑎𝑡𝑒𝑙𝑒𝑡𝑠𝑐𝑜𝑠(3.82618170062113×𝑃𝑙𝑎𝑡𝑒𝑙𝑒𝑡𝑠) × 𝑐𝑜𝑠(2.02084747948388
× 𝑃𝑙𝑎𝑡𝑒𝑙𝑒𝑡𝑠 × 𝑐𝑜𝑠(6.80393520184117 × 𝑐𝑜𝑠(4.10370940933091
× 𝑃𝑙𝑎𝑡𝑒𝑙𝑒𝑡𝑠))) 
( 37 )  
Both (36) and (37) show that the data is not linearly correlated. Therefore, non-linear model 
estimation is needed.  
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Since, to the best of the author’s knowledge, time series prediction has never been previously 
undertaken for neutrophil counts, a performance comparison of various techniques is now 
initially undertaken.  
5.2 Comparison set-up 
The data is initially divided into a training set and the model estimation set. However, unlike 
for the previous NARX case, the data set has now to be re-organized in a manner so that the 
prediction is given for 𝑦𝑡+7, i.e. provides a 1-week ahead prediction.  
Algorithms are initially considered according to their application to neutrophil prediction 
problem based on the following criteria: 
 They can cater for Multi-input, single-output systems (system has multiple inputs, i.e. 
blood count data, but a single output, i.e. neutrophil count). 
 Prediction without a priori system models (no information on underlying system physics 
or physiology is assumed). 
 Accuracy without the need for large amounts of training data (a practical system must 
provide high prediction accuracy without the need for a significant training period). 
 Speed of training  
 𝑝 value when ℎ = 𝑜 (The T-test is used to determine the significance of differences in 
prediction accuracy. The null hypothesis is that the algorithm in question is not 
significantly different in performance to other algorithms. If the 𝑝 -value is lower than the 
significance level (5%) as chosen, then the null hypotheses is rejected in favour of the 
alternative hypothesis. If the 𝑝 -value is greater than or equal to the significance level, then 
the null hypothesis is failed to be rejected.  Thus, if h is 1, the test rejects the null hypothesis 
at a 5% significance level in this case, and when h is 0 the null hypothesis is confirmed. 
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This technique only shows whether there is difference among the model’s performance 
or not).  
 
5.3 Results of comparison of different prediction algorithms 
For this study, many algorithms are identified and trialled in order to select those most suitable 
e.g. Artificial Neural Networks (ANNs), Support Vector Machine (SVM), Relevance Vector 
Machine (RVM), k-Nearest Neighbour (kNN), Autoregressive Integrated Moving Average 
(ARIMA), Analysis of Variances (ANOVA), regression trees, clustering techniques and 
bilinear models. Each algorithm is trained using the same programming language and 
environment – coded and analysed using MATLAB m-files and the MATLAB statistical 
toolbox. The ability for the algorithm to deal with Multi-input-single-output (MISO) systems, 
with unknown system dynamics are considered the most critical criterion, and those that do not 
address these are not considered further.  The outcomes can be seen in Table VI. 
 
Table VI Algorithms comparison 
 Objectives 
Methods 
MISO 
system* 
Without 
known 
system* 
Prediction 
error 
Speed 
p value when 
h=o 
NARX Neural 
Network 
  0.50 1 minute 80% 
Feed forward 
propagation 
Neural 
Network 
  0.62 1 minute 66% 
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MLP Neural 
Network 
(code) 
  0.82 1 minute 75% 
MLP Neural 
Network 
(toolbox) 
  0.38 1 minute 97% 
Elman Neural 
Network 
  1.00 1 minute 43% 
Cascade- 
forward 
backrop NN 
  1.56 1 minute 38% 
Competitive 
Kohonen NN 
  N/A N/A N/A 
Hopfield NN   N/A N/A N/A 
Layer 
recurrent NN 
  0.81 1 minute 74% 
Self-
organizing 
maps 
  N/A N/A N/A 
SVM/SVR   0.40 3 minutes 86% 
RVM/RVR   0.69 2 minutes 51% 
LSSVM   0.64 1 minute 60% 
K-NN   1.39 1 minute h rejected 
Gaussian 
Mixture 
Regression 
  N/A N/A N/A 
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Kalman Filter   N/A N/A N/A 
ARIMA   N/A N/A N/A 
LWPR   0.80 1 minute 27% 
Gradient 
Boosting 
Decision Tree 
  0.38 1 minute 25% 
Regression 
Tree 
  0.52 1 minute 62% 
Multiple linear 
regression 
  0.66 1 minute 64% 
Hidden 
Markov Model 
  N/A N/A N/A 
ANFIS   0.75 4 minutes 9% 
Hammerstein-
Wiener Model 
  0.88 1 minute 20% 
Bayesian 
network 
  N/A N/A N/A 
 
Results of the T-test are shown in Table VI. It can be seen that MLP and SVM have the lowest 
prediction error and the highest p value and hence these are taken forward for further 
development. The structure of both, MLP and SVM is defined in the next two chapters.  
Prediction performance comparison using error metrics   
Having identified the favourable properties of MLP and SVM, their performance is compared 
by validating the models on two alternative data sets. These data is obtained from the same data 
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set but they are not seen by the algorithms before. First set is obtained at the beginning of the 
data and second set later on in the data. Graphic methods (which are figures in the three 
chapters) enable visual comparison of model responses and measured values as well as giving 
an initial insight of overall model quality. Numerical methods quantify the deviation of the 
model from the actual, desirable values, by means of statistical quality measures that can be 
basically divided into absolute and relative.  
When evaluating the performance of the models, 14 measures were considered as metrics: 
 Four absolute measurements: mean squared error (MSE), root mean square error 
(RMSE), sum squared error (SSE), the average absolute error (mean absolute error, 
MAE); 
 Three relative measurements: Pearson coefficient (𝑟) and coefficient of determinance 
(𝑟2) and index of agreement (D) and potential error (PE) that is used to calculate index 
of agreement. PE represents the biggest possible error that can occur for one period of 
model prediction and real values of modelled variables.  
 
5.3.1 Absolute model quality metrics 
Absolute quality measures add the differences between model responses and actual values with 
the result expressed in units of the modelled variables, and thus accurately express the deviation 
of the model from the ideal, and possible estimates of average deviation or total deviation. In 
both cases adding individual error values with positive and negative polarity results in their 
cancelation and can thereby give wrong information on model quality. Therefore, absolute or 
square values of individual errors are used, and then aggregated (or averaged). Most commonly 
used absolute measures are the mean square error (MSE), the root of the square quadratic error 
(RMSE), sum of square error (SSE) and mean absolute error (MAE). 
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The sum of the square error (SSE), defined in (38), measures the total deviation responds to the 
model in relation to the measured data, counting the first individual error for each sample (𝑖) as 
the difference between actual, measured, desired value (𝑦?̂?) and response model (𝑦𝑖), and then 
summing the squares of individual errors or the whole set of available data (𝑛). 
𝑆𝑆𝐸 = ∑(𝑦?̂? − 𝑦𝑖)
2
𝑛
𝑖=1
 ( 38 )  
The Mean Square Error (MSE), defined by the expression (39) is also based on square error, 
and account an average error for a set of N members available. 
MSE is given with the following formula:  
𝑀𝑆𝐸 =
1
𝑛
∑(𝑦?̂? − 𝑦𝑖)
2
𝑛
𝑖=1
 ( 39 )  
This is one of the most widely used error measures. The main advantages of MSE are:  
 Its fast and easy to compute 
 Its continuous  
 It is very intuitive in that its simply an average error  
As with all error metrics, MSE has its drawbacks. The first problem is that only the difference 
between the actual and the predicted values enters into the computation of MSE. The direction 
of the difference is ignored. For instance, consider a model being developed to predict the 
neutrophil counts a month from now. The clinician is intending to use this prediction to 
determine whether to increase or decrease 6-MP intake. If the model predicts a significant move 
in one direction, but the neutrophil counts move in the opposite direction, this is a significant 
error. This error correctly registers with MSE. However, other errors contributing to MSE are 
possible, and these errors may be of little or no consequence to this kind of prediction and would 
be more useful to consider in predictions such as price movements etc. Another drawback of 
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MSE is the squaring operation, which emphasizes large errors at the expense of those that are 
smaller.  
SSE and MSE are considered quality measures as they express a deviation of the square of the 
modelled variables. For model estimation the most commonly used metric is the root mean 
square error (RMSE), defined in (40) and mean absolute error (MAE), (41). 
𝑅𝑀𝑆𝐸 =
1
𝑛
∑√(𝑦?̂? − 𝑦𝑖)2
𝑛
𝑖=1
 ( 40 )  
 
𝑀𝐴𝐸 =
1
𝑛
∑|𝑦?̂? − 𝑦𝑖|
𝑛
𝑖=1
 ( 41 )  
 
In general, the lack of quality measures used by squaring an individual error, as in the case of 
SSE, MSE and RMSE, makes higher individual errors have a greater significance in the results. 
By contrast, the MAE calculates the mean value of the absolute error according to (41) and thus 
the same importance is given to errors of all values.  
Using absolute quality metrics can measure the performance of the models and get accurate 
information on how much the model output deviates from the actual value of the variable that 
is being modelled, i.e. whose value is being predicted.  
5.3.2 Relative model quality metrics  
In order to be able to set general conditions of acceptable and unacceptable qualities of model 
performance, relative quality measures are also used.  In particular, the Pearson coefficient (𝑟) 
and the coefficient of determination (𝑟2) and the index of agreement (𝐷) and potential error 
(PE). Output values of each of the methods, as defined  in (42-45), range from a minimum 0 to 
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∞ and represent the measure of correlation between the measured values (𝑦?̂?) and the response 
of the model or the predicted values (𝑦𝑖)—the exception is (40) which gives a percentage output 
where the higher the percentage the better the prediction.  
R-Squared is inversely related to MSE. The advantage of R-squared over MSE lies purely in 
its interpretation. It is calculated by expressing the MSE as a fraction of the total variance of 
the dependent variable, then subtracting this fraction from 1.0, as shown in Equation (36).  
𝑅2 = 1 −
∑ (𝑦?̂? − 𝑦𝑖)
2𝑛
𝑖=1
∑ (𝑦𝑖 − ?̅?)2
𝑛
𝑖=1
 
( 42 )  
?̅? =
1
𝑛
∑𝑦𝑖
𝑛
𝑖=1
 
( 43 )  
 
If a model is completely naive, always using the mean as its prediction, the numerator and 
denominator of (42) will be equal, and R-squared will be zero. If the model is perfect, always 
predicting the correct value of the dependent variable, the numerator will be zero, and R-
squared will be one. This normalization to the range between zero and one makes interpreting 
R-squared easy, although pathologically poor predictions can result in this quantity being 
negative [114], and in reality, the values for R-squared can range from −∞ for the worst and 
+1 for the best.  
The values of the linear correlation coefficient (𝑟) range from 0 to +1, with positive values 
implying the existence of positive correlation between the variables considered and their 
proportional change, or when the value of one variable decreases (or increases), the same 
happens with the other variable. Negative values of correlation coefficients imply the existence 
of negative correlation between the variables considered, which means that the change of the 
variables values is inversely related.  
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The index of agreement (D) is defined in (44), where PE is the potential error defined by the 
(45) and represents the largest possible error that can occur for a pair of predictions of the model 
and real values of modelled variables. Index of agreement (D) takes values to set [0, 1], with 
higher values pointing to a better matching of the model response to the actual values. 
𝐷 = 1 −
∑ (𝑦?̂? − 𝑦𝑖)
2𝑛
𝑖=1
∑ (|𝑦𝑖 − ?̅?| + |𝑦?̂? − ?̅?|)2
𝑛
𝑖=1
= 1 − 𝑁 ∙
𝑀𝑆𝐸
𝑃𝐸
 ( 44 )  
𝑃𝐸 = ∑(|𝑦𝑖 − ?̅?| + |𝑦?̂? − ?̅?|)
2
𝑛
𝑖=1
 ( 45 )  
 
Percentage error is one of the most common used methods for judging the quality of the model 
prediction and is given in (46). The range of percentage error varies from 0% for a very precise 
prediction to +∞ for very poor predictions. 
𝑝𝑒𝑟𝑐𝑒𝑛𝑡 𝑒𝑟𝑟𝑜𝑟 =
|(𝑦?̂? − 𝑦𝑖)|
𝑦?̂?
𝑥 100% ( 46 )  
 
5.4 Summary 
This chapter has presented a review of candidate prediction algorithms that appear in the 
literature, comparing them according to the five metrics. All algorithms are trained with 5 
months of data. Out of all the algorithms, only 2 classes were considered effective candidates 
based on the criteria viz. MLP neural network, and SVR. For completeness, Table VII (for 
SVR) and Table IX (for MLP) show both of the algorithms considered, and their relative merits.  
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6.1 Introduction to support vector machines  
The Support Vector Machine (SVM) algorithm is a supervised learning technique which uses 
a hyperplane to separate classes of training data. The support vector method represents a 
classification model that is characterized by good generalization capabilities and the ability to 
successfully classify large dimensional data. Its theoretical basis is based on the statistical 
theory of learning (statistical learning theory) [47]. If there is no linear boundary, kernel 
functions are used (kernel functions) gain transformation into linearly separable space. The 
most commonly used kernel functions are: linear, polynomial and radial bases (radial base 
function, RBF), although any function that satisfies Mercer's condition can be used [115]. 
Due to the robustness of the model, SVM gains popularity in recent research and has been 
applied to environmental modeling, credit rating and consumer credit assessment, bank 
forecasting, bankruptcy forecasting, financial forecasts. Even though SVMs were developed to 
solve the classification problem, recently they have been extended to the domain of regression 
problems. The term SVR is typically used to describe regression with support vector methods. 
6.2 Calculation and learning of SVM algorithm  
The training data consists of input objects and desired outputs. The Support Vector Regression 
(SVR) machine uses the same principles as SVM, but the output is a real number. SVR relies 
on a kernel function to map training data into a high-dimensional space. In this case, a radial 
basis (Gaussian) function is used instead of the typical linear dot product 𝑥1′𝑥2 with Gaussian 
function as shown in (47):  
 𝐺(𝑥1, 𝑥2) = exp(−‖𝑥1 − 𝑥2‖
2)                    ( 47 )  
 
101 
 
The SVM model has been developed using a MATLAB toolbox. To train a model that 
accurately describes the dataset, experiments using different model hyper-parameters are 
initially undertaken. In the case of SVR, these parameters are the penalty parameter C, the 
Gaussian kernel parameter 𝛾 and the epsilon value, which is chosen to be as small as 0.04.       
Let 𝑥(𝑖, 𝑗) and 𝑦(𝑖) be the training predictor features and output response samples, respectively. 
In terms of SV regression, the goal is to find a function that has at most a deviation 𝜖 from the 
actual values 𝑦(𝑖). The problem can be configured as an optimization problem:  
min
1
2
𝑤𝑇 . 𝑤 
𝑠. 𝑡. {
𝑦𝑖 − (𝑤
𝑇 . ∅(𝑥) + 𝑏) ≤ 𝜖
(𝑤𝑇 . ∅(𝑥) + 𝑏) − 𝑦𝑖 ≤ 𝜖
 
( 48 )  
    
where ∅(𝑥) is the kernel function, w is the margin and 𝑏 is the bias value. Moreover, the 
principal of SVR is similar to SVM, in that, once trained the SVR will generate predictions 
using the following formula:  
𝑓(𝑥) ≡ ∑ 𝜃𝑖∅(𝑥, 𝑥𝑖) + 𝑏
𝑙
𝑖=1   ( 49 ) 
 
 
 
6.3 Results of SVM  
The blood count data set is divided into two parts.  The beginning of the data is used first with 
4 months of training plus 7 days ahead 10 times, and then data in the middle with the same 
principle- 4 months of training data with 7 days ahead predictions 10 times.  
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6.3.1 SVR simulation and error results 
The relative accuracy of a model must be checked on a set of data that was not used during the 
training phase. The model is evaluated based on its prediction errors. The error measures used 
for SVM are: % error, MSE, RMSE and R-squared (for their explanation refer to Chapter V). 
The resulting SVM performance prediction is summarized in Figure 39, where it can be seen 
that maximum prediction errors occur in week 4 and the minimum prediction error in weeks 1, 
2 and 5. The overall average accuracy of the algorithm is ~60%. 
 
Figure 39 Normalized neutrophil counts prediction (a) using SVM NN. Prediction period: 7 days ahead 
 
However, when training and measuring the performance on a later data set, Figure 40, it can be 
seen that the results are not as accurate.  
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Figure 40 Normalized neutrophil counts prediction (b) using SVM NN. Prediction period: 7 days ahead 
 
The errors are shown in Table VII and VIII, from which it can be concluded that SVM does not 
perform well with sufficient reliability.   
 
Table VII Error calculation for SVR models 
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Weeks  1 2 3 4 5 6 7 8 9 10 Mean 
For (a)  
APE  
35.28 43.24 58.44 70.28 16.92 41.91 41.11 62.19 33.41 56.50 45.93 
SSE 
0.0016 0.0017 0.0079 0.0091 0.0012 0.2645 0.0020 0.0007 0.0002 0.0011 0.0052 
For (b) 
 
 
 
 
 
APE 
364.9 71.87 50.38 63.13 8.567 28.74 16.17 888.5 43.43 58.90 159.5 
SSE 
0.0075 0.0574 0.1875 0.0734 0.0004 0.0081 0.0023 0.0696 0.0015 0.0112 0.4189 
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Table VIII Error calculation for SVR models 
 𝑹𝑴𝑺𝑬 𝑴𝑺𝑬 𝑴𝑨𝑬 𝑹^𝟐  𝑫 
SVM (a) 0.0583 0.0053 0.0583 0.4466 0.7794 
SVM (b) 0.1597 0.0419 1.5976 0.2216 0.6779 
 
It is clear that the first testing of SVM outperforms the second one. However, more generally 
looking at them both as a unit, it can be concluded that the % error is quite high. SSE is low in 
case (a) but high in (b), this might be because the data in general is higher in that set of data. 
The same counts for MSE and RMSE, which are the mean of SSE and the square root of that 
mean, respectively. The closer the 𝑅2 is to 1 or −1 the better the fit of the model. In this case, 
again, SVM seems a little unreliable. When looking at the value of D, here again the number 
nearer to 1 is better, and this value agrees with  𝑅2. All the error measurements are showing 
consistent results.  
 
6.3.2 Confidence Interval for SVM 
When calculating confidence intervals, it is clearly beneficial to have the confidence interval as 
narrow as possible for any specified probability.  In the cases presented here, the confidence 
interval is obtained using the following:  
1. Find the mean of the differences between predicted and actual neutrophil counts  
2. Calculate the standard deviation  
3. Calculate the standard error by dividing the standard deviation by the square root 
of the sample size (√10) 
4. Multiply the standard error by 1.96 
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5. Calculate the confidence interval by a) adding the margin of error to the mean 
(finding the upper limit) and b) subtracting the margin of error from the mean 
(finding the lower limit) 
The 95% confidence interval for SVM is shown in Table IX and Figure 41. 
Table IX Confidence interval for SVR prediction 
  
Error in Neutrophil prediction and 95% 
confidence intervals 
 
 
Prediction algorithm 
 
 
Lower 
 
Mean (109 / L) 
 
Upper 
 
SVR (a) 
 
 
0.03199 
 
 
0.05833 
 
0.08466 
 
SVR (b) 
 
 
0.08046 
 
 
0.15976 
 
0.23906 
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Figure 41 Confidence interval for SVR prediction 
 
 
6.4 Summary for SVR prediction  
In this chapter, a novel approach to ALL drug dosing is proposed. SVR-based prediction models 
were chosen based on their relative merit from a suite of alternative techniques.  The results 
show predictions of neutrophil counts over successive 7-day horizons using modest training 
datasets, and resulting in prediction accuracies of up to 60% in the first instance. However, in 
the second data set, the performance declines.  Consequently, an alternative method, MLP is 
investigated in the next chapter in an attempt to improve prediction accuracy.    
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Chapter VII – Neutrophil count prediction using 
MLP 
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7.1 Introduction to Multi-layer perceptron 
The MLP neural network has a feed-forward architecture that uses back-propagation for 
training, entailing a forward pass and a backward pass through all layers of the network. In the 
forward pass, the input is applied to the network, and its effect is circulated through each layer, 
ultimately producing an output. This output is subtracted from the actual output to produce an 
error. The effects of the error then propagate backwards through the network in order to reduce 
the error by adjusting the weights.  
 
7.2 Parameters Settings of MLP 
As described in the previous chapters there is the choice of three activation functions for the 
neurons. Here, the sigmoidal neuron activation function is used with sloping factor α in the 
output layer:  
𝜑 =
1
1 + 𝑒−𝛼𝑗
                                   ( 50 )  
                            
The coefficient α is related to the steepness of the sigmoidal function.  With increasing α, the 
sigmoidal function defined by (50) approaches a hard limit. Initially, α is chosen to be 1, but as 
the training phase progresses, this changes as a result of updates from the error. 
For the hidden layers, the tanh activation function was used with steepness parameter 𝛼:  
𝜑 = tanh (𝛼𝑗)                             ( 51 )  
This combination of sigmoidal and tanh function was chosen as the optimum combination after 
trying many.  
An optimal number of hidden neurons was considered to be the smallest number of neurons 
that allowed the network to correctly model the relationship between input and output data. 
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However, a generic method to determine the minimum required number of neurons has yet to 
be reported, and so trial and error, or rules of thumb are generally used. It is recommended to 
consider the lower 𝑁𝐻 sum of the inequalities in (52) and (53), where 𝑁𝐼 denotes the number of 
neuronal network inputs, and 𝑁𝑆 indicates the number of training samples. 
𝑁𝐻 ≤ 2𝑁𝑖 + 1  ( 52 )  
𝑁𝐻 ≤
𝑁𝑠
𝑁𝑖 + 1
 
 ( 53 )  
 
Equation (52) is used as the number of training samples increases with time. Since for this 
application there are 4 input, (52) gives us a maximum number of neurons in the first hidden 
layer as 9, and in the second layer as 19. After trial executions with different number of neurons 
in each hidden layer, the following architecture was chosen: one input layer (with 4 inputs), 
two hidden layers (with 6 neurons in first hidden layer and 3 neurons in second hidden layer), 
one output layer (with one output) and 3 biases, each connected to the input and hidden layers, 
as shown in Figure 42.  
 
Figure 42 MLP architecture 
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In the feedforward pass, the weighted sums are calculated using [116],  
𝑘1 [
𝑣1
1
⋮
𝑣6
1
] = [(
𝑤1,1
1 ⋯ 𝑤1,7
1
⋮ ⋱ ⋮
𝑤6,1
1 ⋯ 𝑤6,7
1
)] [
𝑥1
⋮
𝑥6
1
]
𝜑
→
[
 
 
 
𝑦1
1
𝑦2
1
⋮
𝑦6
1]
 
 
 
=  [
𝜑(𝑣1
1)
⋮
𝜑(𝑣6
1)
]                                                ( 54 )  
 
 𝑘2 [
𝑣1
2
⋮
𝑣3
2
] = [(
𝑤1,1
2 ⋯ 𝑤1,7
2
⋮ ⋱ ⋮
𝑤3,1
2 ⋯ 𝑤3,7
2
)] [
𝑦1
1
⋮
𝑦6
1
1
]
𝜑
→ [
𝑦1
2
𝑦2
2
𝑦3
2
]  =  [
𝜑(𝑣1
1)
⋮
𝜑(𝑣3
1)
]                       ( 55 )  
 
 𝑘0[𝑣1
0] = [(𝑤1,1
0 … 𝑤1,4
0 )] [
𝑦1
2
⋮
𝑦3
2
1
]
𝜑
→ [𝑦1
0] = [𝜑(𝑣1
0]      
                 
( 56 )  
 
where, 𝑤𝑗𝑖 represents the synaptic weight connecting the output of neuron i to the input of 
neuron j, and y represents the outputs. 
The error function or the cost function is used to measure the distance between the target and 
the output of the network. The weights of the network are updated in the direction that makes 
the error function minimum.  
In the feedback pass, gradient-descent optimisation is used to minimise the output error, where, 
𝑒 = 𝑦?̂? − 𝑦𝑖                                 ( 57 )  
 
and,                                 
𝐸 =
1
2
∑𝑒2                                    ( 58 )  
 
                                         
where 𝑦?̂? is the desired output of the network and 𝑦𝑖  is the actual output that the network has 
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been provided with. The aim of the training algorithm is to minimize E, by using a gradient 
descent is used to update the weights.  
 
 
Figure 43 Basic principle of gradient descent 
 
Figure 43 shows the behaviour of error E with respect to one weight w. In order to decrease the 
value of the error function E, the Back-propagation algorithm performs gradient descent in the 
reverse direction of the error gradient (slope). If the gradient of E is negative, w must be 
increased to move forward towards the minimum. If E is positive, w must decrease to move 
backward towards the minimum. By repeating this process, E ‘travels downhill' until a 
minimum is reached. 
The local gradient 𝛿𝑗 for a hidden neuron j is given by, 
[𝛿𝑗
0] =̂ [𝑒][𝜑(𝑣𝑗
0] = [𝑒𝜑(𝑣𝑗
0)]                    ( 59 )  
                  
and the weight corrections are calculated using,  
𝑤1𝑥4(𝑘 + 1) = 𝑤1𝑥4
0 (𝑘) + η[𝛿1
0][𝑦1
2 … 𝑦3
2    1] ( 60 )  
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[
𝛿1
2
⋮
𝛿3
2
] = {[
𝑤1,1
0
⋮
𝑤1,3
0
] [𝛿1
0]} [
𝜑(𝑣1
2)
⋮
𝜑(𝑣3
2)
]                     
 
( 61 )  
𝑤3𝑥7(𝑘 + 1) = 𝑤3𝑥7
2 (𝑘) + η [
𝛿1
2
⋮
𝛿3
2
] [𝑦1
1 … 𝑦6
2    1] ( 62 )  
  
[
𝛿1
1
⋮
𝛿6
1
] =̂ {[
𝑤1,1
2 … 𝑤3,1
2
⋮ ⋱ ⋮
𝑤1,6
2 … 𝑤3,6
2
] [
𝛿1
2
⋮
𝛿3
2
]} [
𝜑(𝑣1
1)
⋮
𝜑(𝑣6
1)
]            
( 63 )  
 
𝑤6𝑥5(𝑘 + 1) = 𝑤6𝑥5
1 (𝑘) + η [
𝛿1
1
⋮
𝛿6
1
] [𝑥1 … 𝑥5   1] 
( 64 )  
        
7.3 Process of learning MLP algorithm 
Using the MLP model, training is carried out using all available data until the prediction error 
is minimized to ≤ 10−5. Firstly, optimum weights in the feed-forward part of the network are 
found, and then tested in the backpropagation part. If a large error emerges as a result of back-
propagation, the algorithm is retrained to provide new weights.  Prediction is carried out by 
using only the feedforward part of MLP.  
The process of training the MLP algorithm is shown in Figure 44. Algorithm performance is 
achieved in five steps, as follow: 
1. The network is initialized by inputting the generated training pairs  
2. Initialize weights, 𝑤, at random 
3. Select an appropriate error function (𝑒) and sum of the square are calculated (𝑆𝑆𝐸), defined 
in this thesis by the expression (57 and 38, respectively). 
4. Apply the weighted change, Δ𝑤 to each weight, 𝑤 for each training pattern- with maximum 
of 1000 epochs. (Note: One set of updates for all the weights for all the training patterns is 
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called one epoch of training.) Repeat this step until the network error function is small 
enough or until all 1000 epochs are executed, whichever one comes first. 
5. Apply the feedforward test to generate the predicted output 
 
The first 133 days of data are as the initial training data set. This training set will predict the 
147th day as the 140th day is used as a test set to predict 7 days ahead. This highlights an issue 
that must be accommodated because when the independent variables used as predictors by the 
model are calculated, the application almost always looks back in history and defines the 
predictors as functions of recent data. In addition, when the algorithm calculates the dependent 
variable that is predicted, it typically looks ahead and bases the variable on future values of the 
time series. At the boundary between a training period and a test period, these two regions can 
overlap, resulting in what is commonly termed future leak. In effect, future test-period 
behaviour of the time series leaks into the training data, providing information to the training 
and test procedures that would not be available in real life [114].   In this case, to prevent future 
leak, 7 data points are ignored.  
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Up to 
1000 
iterations  
Figure 44 MLP flowchart 
 
Weight corrections using 
equations (60-62) 
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7.4 Results of MLP  
7.4.1 MLP prediction results  
Figure 45 shows the neutrophil count prediction results, with the performance accuracy 
summarised in Table IX.  
 
Figure 45 Normalized neutrophil counts prediction (a) using MLP NN. Prediction period: 7 days ahead 
 
Considering the percentage error, the accuracy of MLP in this instance is, on average, over 
60%. Data set (b) is used for the purpose of validating the algorithm again. The same model is 
on the chronologically later data and the results are shown in Figure 46.  
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Figure 46 Normalized neutrophil counts prediction (b) using MLP NN. Prediction period: 7 days ahead 
 
 
Finally, the data were used with a MLP model from the neural networks toolbox in Matlab—
considered as case c). It can be seen from Figure 47 that performance of the matlab variant is 
very poor, as is also evident from the results of Table X and Table XI.  
 
 
Figure 47 Normalized neutrophil counts prediction (c) using MLP NN. Prediction period: 7 days ahead 
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Table X Error calculation for MLP models 
 
 
Table XI Error calculation for MLP models 
 𝑹𝑴𝑺𝑬 𝑴𝑺𝑬 𝑴𝑨𝑬 𝑹^𝟐  𝑫 
MLP (a) 0.0440 0.0040 0.0440 0.9866 0.8356 
MLP (b) 0.1069 0.0258 1.0688 0.5197 0.8082 
MLP (c) 0.0910 0.0135 0.0919 -0.4422 0.5431 
 
Even though in some cases MLP (b) errors are worse than MLP (c). it is clear by the graphs 
and by 𝑅2 and D that this is not the case. The MLP (b) that is the same as MLP (a) just tested 
on different part of data, does have a larger MAPE but this is only the case because MAPE does 
let the outlier dominate the final mean error. It is also clear that the MLP a and b do outperform 
the toolbox MLP (c). Since this is the best performing algorithm so far, it will be taken forward 
to modify it to real-time usage.  
7.4.2 Confidence interval for MLP 
The confidence interval is determined using the same procedure as for the previous SVM 
prediction case.  
Weeks 
For (a) 
1 2 3 4 5 6 7 8 9 10 Mean 
APE 
12.73 17.08 35.60 1.49 15.25 34.59 112.2 123.9 11.02 11.78 37.5 
SSE 
0.0002 0.0003 0.0029 4E-6 0.0009 0.0180 0.0151 0.0028 2E-5 4E-5 0.0040 
For (b)   
APE 
34.17 88.44 41.12 3.029 38.63 2.462 0.167 578.1 79.91 29.95 89.6 
SSE 
0.0001 0.0868 0.1249 0.0002 0.0089 5E-5 2E-7 0.0295 0.0051 0.0029 0.02584 
For (c)   
APE  
23.53 30.35 75.73 17.77 30.63 43.04 107.6 610.5 99.55 121.2 116 
SSE 
0.0007 0.0008 0.0132 0.0005 0.0039 0.0279 0.0139 0.0675 0.0021 0.0051 0.013 
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The standard error is calculated and used to produce 95% confidence interval (CI), Table XII 
and Figure 48. From this analysis it can be concluded that both MLP predictions are good since 
both of their mean points lie near the zero axes and the upper and lower boundaries are not far 
apart.  
Table XII Confidence interval for MLP prediction 
  
Error in Neutrophil prediction and 95% 
confidence intervals 
 
 
Prediction algorithm 
 
 
Lower 
 
Mean (109 / L) 
 
Upper 
 
MLP (a) 
 
 
0.01561 
 
0.04440 
 
 
0.07239 
 
MLP (b) 
 
 
0.03448 
 
 
0.10688 
 
0.18131 
 
 
 
Figure 48 Confidence interval for MLP prediction 
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0
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Errors in 
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prediction 
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7.5 Summary for MLP prediction  
The results show predictions of neutrophil counts over successive 7-day horizons, resulting in 
prediction accuracies of up to 63%.  The study shows that the MLP model produces marginally 
greater overall prediction accuracy compared to SVR counterparts. Further research to improve 
the algorithm and incorporate adaptive features into the developed MLP model, with a view to 
further improving prediction accuracy, is given in the next chapter.  
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Chapter VIII – Continuous (incremental) learning 
multi-step prediction for neutrophil counts  
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8.1 Introduction  
Machine learning algorithms can be classified into batch and continuous learning algorithms. 
Batch learning as described at the beginning of this thesis, is used when full data is available, 
and the prediction is made using the whole data set. Batch learning in the cases considered here 
changes the system weights as each 7 days of data become available. Online methods are those 
that “process one datum at a time”. Continuous learning updates the weights whenever new 
data becomes available. Informally, non-incremental learning assumes that the world is closed. 
Although this can be theoretically convenient, it certainly does not hold in everyday life, where 
information, however much of it is available, is generally uncertain, incomplete and comes in 
continuously rather than all of it being available. If all the data relevant to the problem at hand 
is indeed available a-priori, then the world may be assumed closed. Otherwise, there is a need 
for special learning mechanisms that invalidate portions of knowledge, while not affecting the 
rest. Off-line learning such as the one mentioned, attempts to minimize the error and once the 
training cycle is completed, the network is put into operation. No further learning is permitted 
when the network is in the operating mode in order to preserve the learning knowledge base. 
This was the assumption for the previous investigations in Chapters 4-7, where batch data has 
been provided.  However, in real life this will not be the case. The biggest drawback of off-line 
learning is that when the network is presented with previously unseen data samples, there is no 
built-in mechanism for the network to absorb new information into its knowledge base. To 
accommodate new information, the network needs to be retrained using the new data sample 
together with previous samples. 
A word of caution is in order before discussing earlier work on continuous learning. This is 
because the phrase “continues learning” has been used rather loosely with widely different 
meanings in the pattern recognition and artificial learning literature, where the term refers to 
122 
 
diverse concepts such as incremental network growing, on-line learning, constructive learning, 
lifelong learning, and evolutionary learning. 
The fact that the data considered in this research, and in other normal environments, will 
actually be updated periodically, means that there is a demand for developing a continuous 
sequence learning methodology.  
It has long been argued that self-adaptation is a prerequisite for general intelligence and that 
learning, in particular, involves the ability to improve performance over time. Clearly, humans 
acquire knowledge over time, i.e., incrementally, since all of the information necessary to learn 
many concepts is rarely available a-priori. Rather, new pieces of information become available 
over time, and knowledge is constantly revised (i.e., evolves) based on newly acquired 
information [117]. 
In this chapter the previously proposed MLP is extended to be capable of dealing with new 
incoming data without retraining using the whole set of previous training data. It is shown that 
the resulting continuous MLP achieves better prediction accuracy compared to the batch 
learning MLP variant presented in the previous chapter.  
A data streaming forecasting system for regression with continuous data streams, is developed.  
A key difficulty in dealing with time series representing blood counts is their non-stationery 
characteristics, i.e. the underlying data production mechanism (age of patient for example) 
changes over time and that new data is only available once per week.  
In summary, a continuous learning algorithm should possess the following main three 
properties:  
1. It does not require learning from the start  
2. A large scale forgetting of previous data does not occur once new data is learned  
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3. It is able to obtain additional information from the new data to improve its performance.  
8.2 Continuous learning Neural Network Design  
The use of a continuous data multi-layer perceptron technique is now presented for predicting 
neutrophil counts. Weights of the network are updated after processing each unit of the training 
data. Subsequently, updated weights are used to process the next unit of training data.  
The encouraging results of experiments from the previous chapters provide a motivation to 
apply this type of modelling with the developed MLP neural network since it outperformed 
both the SVR and MATLAB-based MLP model variants.  
The aim of the proposed algorithm is to learn from new data without losing prior knowledge. It 
modifies the weights of the MLP neural network architecture. The algorithm involves 
“growing” the network incrementally using the new data without requiring re-training using old 
data.  
A flowchart showing the formulation of the proposed algorithm is shown in Figure 49.  The 
addition of new training data to an already trained MLP incurs the following requirements:  
 The trained MLP model 
 Weights and biases of MLP  
 MLP parameters 
 New sample  
The MLP then performs an update of the weights and bias while adhering to the constraints set 
initially, and returns the following outputs: 
 New trained MLP model  
 Updated weights  
124 
 
 
 
 
 
 
 
 
                                 Yes                    
 
 
 
 
 
 
 
 
 
 
 
 
 
Set input, output 
and input test 
data 
Run M file containing 
weights (w1, w2 and w0) 
and variable a set to 0 
Set number of neurons in 
each layer  
a==0 
Keep the weights 
from M file Set weights to 
initial random 
numbers  
 
No 
a=ndata+7 
a=1 
Update weights 
with steepest 
gradient 
algorithm 
Save M a w0 w1 w2 
Does the 
prediction 
satisfy error 
target? 
No Yes 
Figure 49 Continuous MLP flowchart 
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To satisfy the above requirements, the algorithm must execute the following tasks, (i) add new 
knowledge from incoming label data throughout time and (ii) predict the output of all new data 
inputs.  
Task (i) refers to updating the weight parameters; in the proposed algorithm the principal graph 
is updated each time a new 7 days of data is presented. The updating procedure consists of 
introducing a new M.mat (seen bellow) file with a variable ‘a’ that represents the start of the 
counter (beginning at 0).  Each time a set of 7 new data points arrive, the counter increases by 
7. Task (ii) corresponds to predicting new data. In the proposed algorithm this task is performed 
by updating the M.mat file as the M.mat file also includes three variables of all three weights 
for the hidden layers that also start from 0 and every time the MLP is run with a prediction 
made, it remembers the new weight values of previous calls. The M.mat file loads in each new 
call with saved data from the previous call and finally rewrites the new results.  
%M.mat 
>> a=0; w1=0; w2=0; w0=0; 
>> save M a w1 w2 w0 
 
8.3 Prediction results and discussion  
This section presents results from the proposed incremental algorithm. The same data set as in 
previous chapters, is used. The algorithm begins training using just 14 data points with one 
unlabelled datum point that is actually the 21st day. Every additional data set has seven new 
data points plus one unlabelled datum point.  
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In the following example, the data sets are presented one at a time in an interposed manner, i.e. 
every labelled set has one unlabelled one. The results are represented by the error percentage in 
predicting the unlabelled datum. 
Initial training begins with random parameters, and for each generation, each individual has 
new random initial weights drawn. The aim is to evolve the various network parameters to 
produce networks with better incremental learning abilities. 
The value of being able to forward predict online can be seen in Figure 50. 
 
Figure 50 Incremental MLP prediction 
 
From Figure 50, it can be seen that the prediction is generally very good as it follows the 
underlying characteristic well on the whole.  Nevertheless, low prediction accuracy can be seen 
at some points, such as week 48. This could be due to underlying data quality—missing values 
were not considered problematic since normalisation and interpolation, from earlier were used 
in order to effectively fill the data that is missing. The data set had mostly weekly data except 
when patient was neutropenic. In this period blood was taken every day. In order to have the 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1 3 5 7 9
1
1
1
3
1
5
1
7
1
9
2
1
2
3
2
5
2
7
2
9
3
1
3
3
3
5
3
7
3
9
4
1
4
3
4
5
4
7
4
9
5
1
5
3
5
5
5
7
5
9
6
1
6
3
6
5
6
7
6
9
7
1
7
3
7
5
7
7
7
9
8
1
N
o
rm
il
iz
ed
 N
eu
tr
o
p
h
il
 C
o
u
n
ts
Weeks (data points)
Continuous learning MLP for neutrophil counts
Actual Neutrophil Counts
Predicted neutrophil
Counts
127 
 
whole data set as daily points, interpolation is used. However, some missing data could have 
led to inaccuracies propagating. Moreover, at this stage, no consideration of the effects of 
outliers [118] has been made. 
A summary of comparative performance of the original batch MLP, with the newly proposed 
incremental updating variant, is shown in Figure 51, for weeks 1 to 10.  Only during weeks 2 
and 7 does the incremental variant outperform the original MLP.  
Obtaining predictions from both models using data between weeks 40 to 50 provides the results 
shown in Figure 52. In this case it is clear that the incremental variant significantly outperforms 
the batch processing variant. Only weeks 4 and 10 are identified otherwise, albeit in week 4 the 
difference is only 2%. 
 
Figure 51 Percentage error original batch learning MLP (a) vs continuous MLP 
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Figure 52 Percentage error original batch learning MLP (b) vs continuous learning MLP 
 
Success of the model is also looked at from a different prospective because this model is only 
used on one data set and 100% accurate prediction is an unrealistic expectation by the very 
nature of the model. To relax the model’s fitting requirement might be a good idea as in the 
data the dependent variable can occasionally have unusual values, and these unusual values 
might be due to heavy-tailed noise. And in this case, a single poor prediction can cause 
considerable damage. A standard performance indicator, is called the success factor. This is 
computed by dividing the sum of the successes by the sum of the failures, as shown in Equation 
(65) [114].  
𝑠𝑢𝑐𝑐𝑒𝑠𝑠 𝑓𝑎𝑐𝑡𝑜𝑟 =
∑ 𝑥𝑖𝑥𝑖>0
−∑ 𝑥𝑖𝑥𝑖<0
 ( 65 )  
 
Using the Equation the success factor is given as: 
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However, what is a success and what is failure in our prediction. In the above calculation, 70% 
and above prediction accuracy is used as a success and anything below that is a failure, even if 
it’s 1 or 2% less than 70%. Problem with the online MLP, seven out of 10 first predictions are 
much lower than the 70% accuracy mark. If first 10 predictions are taken out a success factor 
of 6.30 is obtained. A bigger number shows better success factor. 6.30 says that in every 6 good 
prediction only one bad prediction is made.  
When this performance criteria is used, it is often important that some additional minimal 
performance constraint be imposed, such as the ones seen previously and not only rely on the 
success factor. Nevertheless, it is useful to put it into this kind of, different, perspective.   
8.4 Summary  
While learning in neural networks can be either off-line (batch) or online (continuous), online 
learning neural networks are beneficial to undertaking problems in non-stationary environments 
such as the weekly blood data stream. In this chapter, the online (continuous) learning 
implementation into the MLP network is highlighted and their ability how to solve problems is 
discussed. 
A continuous learning system started from scratch and gained knowledge from examples given 
one at a time over time. As a result, the quality of its predictions improved over time. 
Characteristic in this is the fact that the system is not very trustworthy early on. Hence, although 
the system can make predictions at any time, one must be cautious with the predictions earlier 
on. Furthermore, it is hard to judge at what point has the continuous learning learned enough. 
The feasibility of the approach has been validated on one real-world databases of a female 
leukaemia patient. It shows very promising results in learning new data.  New parameters are 
implemented to a MLP as the base algorithm.  
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The algorithm has additional desirable qualities. Which are: 
 It is intuitive and simple to implement  
 It is applicable to a diverse set of neutrophil counts data and other input blood 
constituents.  
 It can be trained very quickly.  
However continuous learning has some disadvantages. The main drawback of this algorithm 
are: 
 Frequent model updated can cause unwanted model output fluctuations  
 models are generally more difficult to maintain, as online models can become unstable 
or corrupted due to contaminated data 
 Need for continually monitoring of data and model quality  
 Longer time to do the initial training with appropriate prediction 
 Seems to have difficulties with unknown data more than an offline model.  
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Chapter IX – Conclusion and further work 
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9.1 Introduction  
This chapter summaries the final conclusions that can be derived from this research 
investigation. The novel contribution of this research work and possible research directions for 
use in the future are discussed.  
9.2 Main conclusion derived from this research study  
A relative appraisal of alternative candidate algorithms is given, and their performance 
compared for determining future neutrophil counts. Their strengths and capabilities for input-
outputs modelling have been discussed. One candidate technique came as the most 
computationally efficient and capable of complex nonlinear modelling of data from a female 
ALL patient—the multi-layer perceptron, with some tuning of the parameters in the network. 
The network has been trained and tested on 10 sets of time series data points using 4 months of 
training data.  
This thesis explained the fundaments of neutrophil count prediction, addressing the difficulties 
in neural networks and traditional forecasting approaches, particularly nonlinear prediction. A 
review of literature detailing the practical applications of many algorithms for time series 
prediction is given. Attention was given to pre-processing methods to reduce the number of 
blood constituent variables used for predictions. The design of neural networks to successfully 
predict non-linear time series has been presented. The methodology of constructing the network 
prediction model, as well as performance measures, has also been discussed. After data pre-
processing, a detailed appraisal of two candidate algorithms was undertaken, and their 
performance compared.  Finally, the technique showing the best performance, the MLP, was 
extended so that it can adaptively accommodate incremental learning when new data arrives. 
This online network has been trained and tested on 225 days of data from one female patience 
and shows improving accuracy as more data becomes available to learn from.  
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9.3 Research contribution  
Despite being successfully applied in signal prediction, pattern recognition, data classification, 
function approximation and financial time series prediction, there was no research being carried 
out on neutrophil, on in that matter, any medical support prediction, using MLP or any other 
neural network. The main contributions drawn from this research are: 
- Data pre-processing was done using normalization and scaling in order to increase the 
data points  
- Feature selection of input data was carried out using PCA, Fishers score and backward 
elimination, which showed the main 4 inputs that contribute to an accurate neutrophil 
count prediction the most viz. White blood cells, Neutrophils day before, 6-MP and 
Platelets  
- Application of NARX algorithm for one day ahead prediction  
- Comparison of 20 algorithms was carried out finding the best two for this kind of data- 
MLP and SVM  
- Batch learning of MLP and SVM to predict 7 days ahead prediction with 63% accuracy 
was computed using MATLAB  
- MLP algorithm was modified to continuously learn the data as it comes making it a 
more real-time prediction.   
Given the current findings, the study should provide significant motivation for further research 
as it suggests that algorithms can be effectively used to better inform medical forecasting.  
9.4 Future work  
Due to limitations of experiments, more tests and research is required to define and 
quantitatively evaluate the performance of the algorithms.  
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The method which was proposed and presented in this research work can be viewed as starting 
points for future research direction, since the potential of algorithms predicting neutrophil 
counts is by far not exploited yet. More research is needed with the use of MLP and online MLP 
to give more accurate results in terms of predicting human cell count in order to moderate the 
intake of drugs more efficiently. Based on the conclusions of this thesis and the lack of other 
research in this area, the following continuations of this research work are suggested:  
 More data – it is obvious, the more data the algorithm has the better it will perform. 
The concept proves high possibility of MLP being able to predict neutrophils in 
childhood cancer in order for the patients not to reach neutropenia. However, this is only 
proven on one female patient’s data, and it would be highly recommended to gather 
more data to train the algorithms further. Also, in our study the assumption is made that 
all the information needed in order to predict the neutrophil counts time series is 
included in the input-output series. But is this assumption valid or are there other forms 
of input data that can offer extra information to our model? Such as age of the patient, 
sex of the patient etc. 
 Algorithms and noise reduction  
The algorithm comparison could be done in more detail. In order to be certain that they 
cannot find patterns in the neutrophil counts time series the case of tracing patterns has 
to be examined in smaller time periods than the ones used and also use it on different 
parts of data. However, this was not feasible in the time frame of the project. However, 
as the SVR experiment shown, the algorithm preforms well in one part of data and very 
poorly in the other part- this could have been a case of some other algorithms.  
It is also considered that the daily patients’ blood data is highly noisy data. Therefore, 
it is believed that in future studies there needs to be a way of reducing the noise of the 
data the model is been fed with. One way in which this can be achieved is by moving 
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from daily data to weekly or monthly data, this way the trends that exist in the data 
would be clearer and thus easier to be traced by the prediction models and no assumption 
would be made by interpolating the data. This again can only be achieved if there was 
more data.  
 Optimization- one of the options would be to optimize the current algorithm. This 
might be possible for the original MLP and the online MLP. Algorithms such as genetic 
algorithms are most probably the easiest ones to implement into neural network 
architecture. Genetic Algorithms (GAs) are search and optimization techniques based 
on the stochastic approach enhanced by the principles of biological evolution in nature 
[119]. The GA is a well-known meta-heuristic algorithm, following the natural 
evolution processes. GAs work using the idea of chromosome, which encodes the 
genetic information of an individual. The chromosomes are evaluated on the objective 
function, which is the desired objective of the problem.  
  However, GAs are not guaranteed to find the optimal solution like other meta-heuristic 
algorithms. The GA starts by defining optimization variables, objective functions and 
control algorithms [120]. They have been widely used in forecasting financial markets. 
In this case, they have been used to find the best combination value of parameters. The 
biggest advantage for this case - they can also be built into ANN models. GA is created 
mathematically using vectors [121].  
  If genetic algorithm is to be used as an optimization procedure in the algorithm for 
prediction. The way this can be achieved is to firstly choose parameters to optimize and 
determine chromosomal representation of parameters. Then, fitness needs to be 
evaluated of each individual. Random behaviour and selection rules will select the next 
“population”.  
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 Hybrid-model – Other way to make the prediction better is to introduce hybrid models.  
 Bio-modelling – System biology can also be done in this research as it will show more 
of the medical side.  
 User friendly interface system- Another task is to make the MATLAB codes more 
use friendly- create a user interface that will allow the medical professionals to only 
choose the algorithm and everything else runs in the background. 
 
9.5 Summary  
This research work underlines an important contribution of the proposed MLP algorithms: 
namely their elegant ability to approximate nonlinear time series. This superior property held 
by this algorithm could promise more powerful applications in many other real-world problems 
associated with drug delivery such as schizophrenia. To conclude, this research has started 
something new, using promising intelligent computational technology, in order to predict the 
drug dosage of one ALL patient.  The batch learning MLP gives promising results but the 
prediction algorithm based on self-learning MLP neural network has higher predictive accuracy 
and is more stable.  
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