Abstract. Let T (R p,q (K)) be the T-ideal of the polynomial identities of the algebra of upper block triangular (p + 2q) × (p + 2q) matrices over a field K of characteristic zero with diagonal consisting of p copies of 1 × 1 and q copies of 2 × 2 matrices. We give an algorithm which calculates the generating function of the cocharacter sequence χ n (R p,q (K)) = λ⊢n m λ (R p,q (K))χ λ of the T-ideal T (R p,q (K)). We have found the explicit form of the multiplicities m λ (R p,q (K)) and their asymptotic behaviour for small values of p and q.
Introduction
We fix a field K of characteristic 0 and consider unital associative algebras over K only. For a background of PI-algebras and details of the results we refer to the book [13] . For a survey on the results related to our paper see [8] . Let R be a PI-algebra and let T (R) ⊂ K X = K x 1 , x 2 , . . . be the T-ideal of its polynomial identities, where K X is the free associative algebra of countable rank. One of the most important objects in the quantitative study of the polynomial identities of R is the cocharacter sequence of R. The n-th cocharacter χ n (R) is equal to the character of the representation of S n acting on the vector subspace P n ⊂ K X of the multilinear polynomials of degree n modulo the polynomial identities of R: χ n (R) = λ⊢n m λ (R)χ λ , n = 0, 1, 2, . . . , where the summation runs on all partitions λ = (λ 1 , . . . , λ n ) of n and χ λ is the corresponding irreducible character of S n . The explicit form of the multiplicities m λ (R) is known for few algebras only, among them the Grassmann algebra E (Krakowski and Regev [22] , Olsson and Regev [28] ), the 2 × 2 matrix algebra M 2 (K) (Formanek [17] and Drensky [12] ), the algebra U 2 (K) of the 2 ×2 upper triangular matrices (Mishchenko, Regev and Zaicev [27] , based on the approach of Berele and Regev [6] , see also [13] ), the tensor square E ⊗E of the Grassmann algebra (Popov [29] , Carini and Di Vincenzo [9] ), the algebra U 2 (E) of 2×2 upper triangular matrices with Grassmann entries (Centrone [10] ).
One of the possible ways to calculate the cocharacter sequence of R is the following. The general linear group GL d = GL d (K) acts on the d-generated free subalgebra K X d = K x 1 , . . . , x d ⊂ K X and its ideal of the polynomial identities in d variables of R is GL d -invariant. The relatively free algebra of rank d the problem is to compute the multiplicity series M(R; T d ) and to find its coefficients. This problem was solved in [15] for rational symmetric functions of special kind and in two variables. Berele [4] , see also Berele and Regev [7] and Berele [5] , suggested an approach involving the so called nice rational functions. But the approach of [4, 7, 5] does not give explicit algorithms to find the multiplicities of the irreducible characters. One can apply classical algorithms to find the multiplicity series of a given symmetric function based on a method of Elliott [16] , improved by MacMahon [25] in his "Ω-Calculus" or Partition Analysis, with further improvements and computer realizations, see Andrews, Paule and Riese [1] and Xin [33] .
Formanek [18] expressed the Hilbert series of the product of two T-ideals in terms of Hilbert series of the factors. Berele and Regev [6] translated this result in the language of cocharacters. Hence, in principle, if we know the Hilbert series of F d (R 1 ) and F d (R 2 ), we can find the multiplicities of the cocharacter series of T (R) = T (R 1 )T (R 2 ). By a theorem of Maltsev [26] the T-ideal of the algebra U k (K) of k × k upper triangular matrices with entries from the field K is
where T (K) is the commutator ideal of the free algebra. Boumova and Drensky [8] developed methods to express the multiplicity series of the cocharacters of T U k (K) and evaluated them for small k.
In the present paper we consider the algebra R p,q (K) of upper block triangular matrices, with p blocks of size 1 × 1 and q blocks of size 2 × 2 on the main diagonal. We present a formula for the Hilbert series
For small values of p and q, we calculate the multiplicity series and the explicit form of the multiplicities. We have handled the following cases:
• For p = 1, q = 1 the multiplicity series in any number of variables and the multiplicities for arbitrary partitions; • For p = 0, q = 2 for three variables and partitions in three parts; • For p = 0, q = 3 and p = 0, q = 4 for two variables and partitions in two parts.
In all these cases we determine the asymptotic behaviour of the multiplicities m λ (R p,q ). A key role in our considerations is the calculation of the multiplicity series of the powers of the symmetric function
which has the following simple multiplicity series
The results of this paper are part of the Master Thesis [21] of the second-named author defended in 2011 at the Faculty of Mathematics and Informatics of the University of Sofia and supervised by the firstnamed author.
Hilbert series
To simplify the notation, sometimes we shall omit the variables T d in the formal power series. For example, we shall write
We use the following result of Formanek [18] , see Halpin [20] for the proof. Theorem 1.1. Let R 1 , R 2 and R be P I-algebras such that T (R) = T (R 1 )T (R 2 ). Then the Hilbert series of T (R 1 ), T (R 2 ) and T (R) are related by
Corollary 1.2. (i) In the notation of the previous theorem
(ii) (Berele and Regev [6] ) If χ n (R 1 ) and χ n (R 2 ), n = 0, 1, 2, . . ., are, respectively, the cocharacter sequences of the algebras R 1 and R 2 , then the cocharacter sequence of the algebra R with T-ideal
where ⊗ denotes the "outer" tensor product of characters.
The first part of the corollary follows immediately from Theorem 1.1 taking into account that
and similarly for R 1 and R 2 . In the second part of the corollary, the outer product of irreducible characters corresponds to the LittlewoodRichardson rule for products of Schur functions. If
We obtain the following corollary.
The Hilbert series of the relatively free algebra F d (R) is given by the formula
(ii) For a permutation σ ∈ S n let R σ be an algebra with T-ideal
(iii) If R 1 = · · · = R n , then the above formula has the form
Proof. The equation in (i) follows directly applying several times Corollary 1.2 (i). Part (ii) is an obvious consequence of (i). To derive (iii), we note that the number of summands H(
Let R 1 and R 2 be PI-algebras and let M be an R 1 -R 2 -bimodule. Then the polynomial identities of the algebra
Lewin [23] found conditions which guarantee that T (R) = T (R 1 )T (R 2 ). A nontrivial consequence of the result of Lewin is the following result of Giambruno and Zaicev [19] which is crucial for our subsequent considerations. 
where 
Now let us consider the algebra
. . , d p+q ) with diagonal consisting of p copies of 1 × 1 and q copies of 2 × 2 blocks only.
Proof. By Proposition 1.4 we conclude that
where p of the integers d i are equal to 1 and the other q are equal to 2. Corollary 1.3 (ii) implies that
Hence the Hilbert series of F d (R p,q ) is the same as the Hilbert series of
q . Then by Corollary 1.2 (i) we have
To complete the proof we use Corollary 1.3 (iii) taking into account that
Symmetric functions
For a background on symmetric functions see the book by Macdonald [24] . Recall that one of the ways to define the Schur function S λ = S λ (T d ) is as a fraction of determinants of Vandermonde type
It is well known that Schur functions form a basis of the algebra of symmetric polynomials
S d is a symmetric function in d variables which is a formal power series, then
We associate with f (T d ) its multiplicity series
We consider also the subalgebra 
Then the multiplicity series M(f ; T d ) can be written as
and the mapping
Similarly we define the series
where the summation is on all
(ii) The formal power series
Usually, it is difficult to find M(f ; T d ) if we know f (T d ). But using Lemma 2.1 (ii) it is very easy to check whether a formal power series is equal to the multiplicity series. This argument can be used to verify the computational results on multiplicities.
Below we shall summarize some methods to compute the multiplicity series of symmetric functions of special type.
If two symmetric functions f (T d ) and g(T d ) are related by
can be decomposed using the Young rule. This is a translation of the notion of Young derived sequences of S ncharactres introduced by Regev [32] . Let Y be the linear operator in
which sends the multiplicity series of the symmetric function g(T d ) to the multiplicity series of its Young derived f (T d ):
Example 2.2. The multiplicities of the cocharacter sequence of the 2 × 2 matrix algebra M 2 (K) and the Hilbert series of the relatively free algebra
were computed by Procesi [30] , Formanek [17] and Drensky [12] , see also [13] . Following [12, 13] we have
By the Young rule we have
and hence
we express the multiplicity series of M 2 (K) as
Example 2.3. By Boumova and Drensky [8] the multiplicity series of the algebra U k (K) of k × k upper triangular matrices with entries from the base field is
where d λ is the degree of the irreducible S n -character χ λ .
The combination of Proposition 1.5 and Example 2.2 immediately gives the explicit form of the Hilbert series of the algebra R p,q .
Corollary 2.4. The Hilbert series H(F
Remark 2.5. In the next section we shall use Corollary 2.4 for concrete computations with the multiplicities of the algebra R p,q for small p and q. In the spirit of Example 2.3, we may express the multiplicity series of R p,q applying on the multiplicity series of the symmetric functions
powers of the operator Y and the operators Y (1) and
The following proposition shows the action of the operator Y in the language of multiplicity series. Proposition 2.6. (Drensky and Genov [14] 
where the summation runs on all ε 2 , . . . , ε d = 0, 1.
The decomposition of the product S µ S (1) is given by the Branching theorem which a special case of the Young rule. It states that
where the summation is on all partitions λ of |µ| + 1 such that
In the language of Young diagrams, this means that the diagram of λ is obtained by adding a box to the diagram of µ. We shall state it in terms of the multiplicity series
The result can be easily restated in terms of the operator Y (1) defined in Remark 2.5.
Lemma 2.7.
Proof. It is sufficient to prove the lemma for f (
where
and the sum runs on those i with µ i > µ i+1 , adding the case i = 0. (We may add a box to the first row of the diagram of µ and to the (i + 1)-st row, if the boxes on the i-th row of the diagram of µ are more than the boxes of the (i + 1)-st row.) In the language of multiplicity series this
d (adding a box to the first row of the diagram of µ) and of those
with p i > 0 (to add a box to the (i + 1)-st row we need µ i > µ i+1 ). This completes the proof because
can be decomposed using the Young rule. The result is the sum of S λ (T d ) such that |λ| = |µ| + 3 and the diagram of λ is obtained from the diagram of µ by adding three boxes to pairwise different rows. We can establish an analogue of Lemma 2.7 which relates the multiplicity series of the symmetric functions g(T d ) and g(T d )S (1 3 ) (T d ) (which gives a formula for the action of the operator Y (1 3 ) ) but the expression is more complicated. For our computations in the next section we do not need the general form of the action of Y (1 3 ) . It is defined for d ≥ 3 and we apply it for d = 3 only. Since
we obtain immediately that
Finally, to compute M(R p,q ) we need the multiplicity series of the symmetric function n≥0 S (n,n) j . We give the results for small j.
.
Proof. The expression for M ′ (f ; V d ) follows immediately by the definition of the operator M ′ :
By
This expression can be obtained also from the well known equality
where ν = (ν 
and the product
contains the summands with ν 2 > 0. Now the equalities in the statement of the lemma can be verified applying Lemma 2.1 (ii). We shall calculate once again M(f 2 ) using the Littlewood-Richardson rule. Recall that a lattice permutation is a sequence of integers such that in every initial part of the sequence any number i occurs at least as often as the number i+1. We fix a partition λ of 2k. We consider all possible pairs (m, n) such that the diagram of λ contains the diagram of the partition (m, m). We have to count semistandard λ − (m, m) tableaux filled in with n numbers 1 and n numbers 2 in such a way that reading its entries from right to left and from top to bottom we have a lattice permutation.
Combining the semistandard and lattice permutation properties of the tableau, we see that the only possibilities for the first two rows are as given in the figure. Since for the first two rows we have used λ 1 − m numbers 1 and λ 2 − m numbers 2, we have left n − (λ 1 − m) numbers 1 and n − (λ 2 − m) numbers 2 to fill in the third and the fourth rows. It is easy to see that the only possibility is as given in the figure which implies the condition λ 1 − λ 2 = λ 3 − λ 4 . The number of all possibilities is λ 2 − λ 3 + 1 (we can fill in with 2 part of the boxes of the second row under which there are no boxes of the third row). Therefore
4 , where the summation runs over all λ = (λ 1 , λ 2 , λ 3 , λ 4 ) with λ 1 − λ 2 = λ 3 − λ 4 . Hence,
Remark 2.9. The formula for M ′ (f 3 ; V 4 ) in Lemma 2.8 is given by an "ansatz", and then proved by direct verification. To find it, we have used a method which is a version of the Xin algorithm [33] for the Ω-Calculus of MacMahon [25] adapted to work with rational symmetric functions. This method has been applied to solve problems in the theory of PI-algebras and classical invariant theory, see [2] .
Results
Using Corollary 2.4, we have calculated the multiplicity series of the algebra R p,q for small values of p and q. In most of the cases we give the results for d = 2 or d = 3 only. Then we have expanded M ′ (R p,q ; V d ) to obtain the explicit form of the multiplicities m λ (R p,q ) and their asymptotics. Since the formulas for the multiplicities are quite complicated, in the paper we present the asymptotics only. The multiplicity series have been computed as suggested in Remark 2.5, using standard functions of Maple. But, once we have their explicit form, we can easily prove that this is the true expression for M ′ (R p,q ; V d ) applying Lemma 2.1 (ii). We state the results of our computations as a series of theorems. In view of the above comments, we omit the proofs. In order to simplify the notation, we make the convention that λ = (λ 1 , . . . , λ d ) is a partition of n and define n i = λ i − λ i+1 , for i = 1, . . . , d − 1 and
Although most of the results are quite technical, we believe that they can be used as an "experimental data" for future investigations. 
;
, where
n 1 n 3 n 4 + n 1 n 2 n 4 + n 2 n 3 n 4 + n 1 n 2 n 3 2
, where λ 5 > 0 and 
where P = 1−89v (ii) The multiplicities m λ (R 0,2 ) for λ = (λ 1 , λ 2 ) = (n 1 + n 2 , n 2 ) are
We have computed also M ′ (R 1,1 ; V 3 ), the multiplicities m λ (R 1,1 ) when λ is a partition in three parts but, besides the expression for M ′ (R 1,1 ; V 3 ), we give the asymptotics of the multiplicities for n 3 ≥ n 1 only. 
; 10 , where 4 , where
and we have that 
; 
(ii) The multiplicities m λ (R 1,1 ) when λ is a partition in three parts and n 3 ≥ n 1 are 
; 8 , where 
