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Abstract. We study the well-posedness of non-autonomous nonlinear delay equations
in Hilbert spaces. We present a construction of solving operators (non-autonomous case)
or nonlinear semigroups (autonomous case) for a large class of ordinary delay equations.
The main idea can be easily extended for certain PDEs with delay. Our approach has
lesser limitations and much more elementary than some previously known constructions
of such semigroups and solving operators based on the theory of accretive operators. We
also study differentiability properties of such semigroups, which allow to apply various
dimension estimates using the Hilbert space geometry. However, obtaining effective di-
mension estimates for delay equations is a non-trivial problem, which seems to be ignored
by many authors. We discuss some nuances showing this non-triviality. We extend results
from our previous work on the existence of invariant topological manifolds by showing
their differentiability, exponential attraction and establish dimension estimates using a
Riemannian metric, which naturally arises from our construction of the inertial manifold.
1. Introduction
In this paper we consider the following class of nonlinear non-autonomous delay differen-
tial equations in Rn:
x˙(t) = A˜xt + B˜F (t, C˜xt), (1.1)
where xt(θ) := x(t + θ), θ ∈ [−τ, 0], denotes the history segment; τ > 0 is a constant;
A˜ : C([−τ, 0];Rn) → Rn, B˜ : Rm → Rn and C˜ : C([−τ, 0];Rn) → Rr are bounded linear
operators1 and F : R × Rr → Rm is a nonlinear continuous function such that for some
constant Λ = Λ(t) > 0, which is bounded in t from compact intervals, we have
|F (t, y1)− F (t, y2)| ≤ Λ(t)|y1 − y2| for all y1, y2 ∈ Rr, t ∈ R. (1.2)
Here and below by | · | we denote the Euclidean norm. For t ≥ s we put Λts := sups≤θ≤t Λ(θ).
From the classical theory (that is the application of the Banach fixed point theorem), it
follows that for any φ0 ∈ C([−τ, 0];Rn) and t0 ∈ R there exists a unique classical solution
x(·) = x(·, t0, φ0) : [t0 − τ,+∞) → Rn such that xt0 ≡ φ0, x(·) ∈ C1([t0,+∞);Rn) and x(·)
satisfies (1.1) for t ≥ t0. We define the family of solving operators U˜(t, s) : C([−τ, 0];Rn)→
C([−τ, 0];Rn), where t ≥ s, given by U˜(t, s)φ0 := xt(·, s, φ0), where xt(θ, s, φ0) = x(t +
θ, s, φ0) for θ ∈ [−τ, 0].
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1Our well-posedness theorem holds also for certain equations with time-varying delays, i. e. when C˜ =
C˜(t). See Remark 1.
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2 MIKHAIL ANIKUSHIN
Consider the Hilbert space H := Rn×L2(−τ, 0;Rn) with the usual norm, which we denote
by | · |H, and the operator A : D(A) ⊂ H→ H given by
(x, φ)
A7→
(
A˜φ,
d
dθ
φ
)
, (1.3)
where (x, φ) ∈ D(A) := {(x, φ) ∈ H | φ(0) = x, φ ∈ W 1,2(−τ, 0;Rn)}. The bounded linear
operator B : Rm → H is defined as Bξ := (ξ, 0) and we define the unbounded linear operator
C : H → Rr as C(x, φ) := C˜φ. Now (1.1) can be written as an abstract evolution equation
in H:
v˙(t) = Av(t) +BF (t, Cv(t)), (1.4)
for which we will study the question of well-posedness.
We put E := C([−τ, 0];Rn) and consider the embedding E ⊂ H given by φ 7→ (φ(0), φ).
We identify the elements of E and H under such an embedding. For any T > 0 let HT be
the set of continuous functions v : [0, T ] → H such that there exists a continuous function
x : [−τ, T ]→ Rn with the property v(t) = (x(t), xt) for all t ≥ 0. We will also make the use
of the following property, which is, in fact, the main ingredient of our proofs.
(MES) There is a constant MC > 0 such that for all T > 0 the inequality∫ T
0
|Cv(t)|dt ≤MC
(|v(0)|H + ‖v(·)‖L1(0,T ;H)) . (1.5)
is satisfied for all v(·) ∈ HT .
To explain it, consider, for example, the case of n = 1 and r = 1. Let v(t) = (x(t), xt) and
C˜φ := φ(−τ). Then we have∫ T
0
|Cv(t)|dt =
∫ T
0
|x(t− τ)|dt =
∫ 0
−τ
|x(t)|dt+
∫ T−τ
0
|x(t)|dt ≤
≤ τ (|v(0)|H + ‖v(·)‖L1(0,T ;H)) . (1.6)
In fact, one can use the uniform boundedness principle and the density of δ-functionals in
the weak-* topology of C([−τ, 0];R) to show that (MES) holds for any C˜ and a similar
arguing in the case n ≥ 1, r ≥ 1 (see Lemma 1 below). This simple observation besides the
results contained in the present paper also led to a complete version of the frequency theorem
for delay equations [3]. A L2-version of (MES) helps to prove the quasi-differentiability of
delay semigroups (see Section 3 ).
Remark 1. The statement of Theorem 1 below still holds if we consider a more general case
of time-dependent operators C = C(t), which corresponds to variable delays in (1.1). For
this one should use (MES) with the constant MC = MC(T ) possibly depending on T .
The main theorem of this paper is the following.
Theorem 1. Suppose for (1.1) that F satisfies (1.2). Then for any t0 ∈ R and v0 ∈ H there
is a unique generalized solution v(t) = v(t, t0, v0) to (1.4), which is a continuous function
[t0,+∞)→ H. This solution is uniquely determined by the property that the family of solving
operators U(t, s)v0 := v(t, s, v0), t ≥ s, in H agrees with the family U˜(t, s) on E. Moreover,
the following properties are satisfied
(LIP) For any T > 0 and s ∈ R there are constants M1 = M1(T,ΛTs ) > 0 and κ =
κ(T,ΛTs ) > 0 such that for all t ∈ [s, s+ T ] and v1, v2 ∈ H we have
|U(t, s)v1 − U(t, s)v2|H ≤M1eκ(t−s)|v1 − v2|H. (1.7)
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(EMB) For all t ≥ s+τ we have U(t, s)H ⊂ E and for any T ≥ τ , s ∈ R and t ∈ [s+τ, s+T ]
we have
‖U(t, s)v1 − U(t, s)v2‖E ≤M1eκ(t−s)|v1 − v2|H. (1.8)
(COM) The map U(t, s) : H→ H is compact for t ≥ s+ 2τ .
(REG) For v0 ∈ D(A) the generalized solution v(t) = v(t, t0, v0), t ≥ t0, is a classical
solution to (1.4), i. e. we have v(·) ∈ C1([t0,+∞);H), v(t) ∈ D(A) and v(t) satisfies
(1.4) for all t ≥ t0. Moreover, v(·) ∈ C([0,+∞);E).
Remark 2. For our further investigations it is important that if the constant Λ(t) from (1.2)
can be chosen independently of t, then the constants from (LIP) depend only on T (or
t− s), but not on s.
The proof of Theorem 1 is given in the next section. Note that Lp-versions of (MES)
can be used to provide the well-posedness in Rn × Lp(−τ, 0;Rn).
Our approach is very simple and it is based on three steps. The first one is the well-
posedness of the linear problem in H, including exponential estimates and the variation of
constants formula. Such results for (partial) delay equations are given in [7]. The second
step is the existence of classical solutions (in the space of continuous functions E) for the
nonlinear problem, which give rise to classical solutions of the non-linear problem in H. This
is well-known for ordinary delay equations [14] and for partial delay equations [11, 7]. The
third step is the derivation of elementary a priori estimates for the norm of classical solutions
in H with the use of the variation of constants formula, estimates for the linear problem,
(1.2) and (MES). This allows us to obtain generalized solutions by the continuity. Thus,
the conclusion of Theorem 1 can be easily extended to some partial differential equations
with delay (see Remark 3 below for a discussion).
The well-posedness of nonlinear autonomous and non-autonomous (partial) delay equa-
tions in Banach spaces was studied in several papers, for example, [13, 30, 31]. The main
approach in these papers is based on applications of the theory of accretive operators. Be-
sides the fact that the theory itself is non-elementary and its applications require pages and
pages of various estimates, the given applications have huge restrictions. For example, in
applications of the results from [30, 31] to ODEs with delay, the number of “independent”
discrete delays, roughly speaking, cannot exceed n that is unnatural. In [31] there is also
assumed some smoothness of the right-hand side in t, which is linked with the construction
of a family of equivalent norms to obtain the accretiveness condition. In [13] only the case
of non-autonomous delay differential equations in Rn is considered and the main restriction
is posed on the nonlinear part that must be everywhere defined in H (i. e. no discrete delays
can appear in the nonlinear term) and some smoothness in t is also assumed. However, the
authors of [13] considered a non-autonomous linear part and showed the well-posedness for
the linear problem, but their assumptions on the linear part in our context allows to consider
it as a nonlinear part of (1.1), i. e. (1.2) and (MES) are satisfied. Thus, our Theorem 1
covers in most and largely extends the final result of [13] as well as results from [30, 31].
Moreover, if we put A˜ = 0 in (1.1), then the generation of a C0-semigroup for the operator
A is easier to obtain. Now, if we make F (t, C˜xt) to be a linear function of xt for each t,
then Theorem 1 can be considered as a well-posedness theorem for linear non-autonomous
delay equations in H. There are other papers on the question of well-posedness for various
delay equations and some adjacent problems (many references are collected in [8]), but none
of them entirely covers the result of Theorem 1 and cannot compete with the simplicity of
its proof.
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Theorem 1 is convenient for studying the differentiability of semigroups generated by delay
equations (Section 3) and the differentiability of inertial manifolds (Section 5). We do not
explicitly state these results in this introduction because strict formulations will require long
preparations. Here we should mention another paper [12], which studies inertial manifolds
for delay equations. However, our approach has some delicateness in applications, where
the frequency theorem [3] is used. It should also be mentioned that results of Section 5 and
Appendix A show that the inertial manifolds theory developed by C. Foias, R. Temam and
others [29, 23, 21], where the so-called spectral gap condition is used, can be embedded into
the abstract context of [1] (with some remarks given in Appendix A) and, consequently,
these manifolds can be constructed in a purely geometric way. The spectral gap condition
is a particular case of the frequency-domain condition arising in various versions of the
frequency theorem [3, 17, 18]. Moreover, the constant used in the spectral gap condition
from [29, 23] is not optimal (and it is also not effective) and the optimal constant is nothing
more than the Lipschitz constant of the nonlinearity [22]. The use of the frequency theorem
immediately leads to this optimal condition.
The consideration of delay equations in Hilbert spaces is rarely seen in the works on
dynamical systems. Recent monographs on infinite-dimensional dynamical systems [9, 11]
treat the delay equations in the classical context, i. e. in the space of continuous functions.
However, posing delay equations in a proper Hilbert space setting sometimes has advantages.
The first advantage is dimension estimates, which uses the Hilbert space geometry. There
are few works [20, 27], where this is done for delay equations2. In this direction we prove
(in Section 3) the quasi-differentiability property for the semigroup in H given by (1.1),
which allows to apply well-known dimension estimates [10, 15, 29] (see Section 3). However,
obtaining effective dimension estimates is a non-trivial problem for delay equations and we
discuss its non-triviality. Some recent advantages are given by the present author. In [3] it
is proved a version of the frequency theorem (a theorem on the solution of special operator
inequalities [17, 18, 2]), which covers equations with discrete delays and leads to an extension
of the well-known circle criterion for the global asymptotic stability of delay equations or
existence of almost periodic solutions (see also [5, 6] for applications of the frequency theorem
to study the existence and dimensional-like properties of almost periodic solutions to almost
periodic ODEs). Essential parts of the proof are the Hilbert space geometry and a similar
to (MES) assumption. In [1, 4] the present author unified and generalized the results of
R. A. Smith [26, 25] concerning the Poincare´-Bendixson theory, convergence theorems and
construction of inertial manifolds for infinite-dimensional dynamical systems. For (partial)
delay equations the application of these results is possible if we consider them in a proper
Hilbert space setting and apply the frequency theorem to obtain a special operator.
This paper is organized as follows. In Section 2 we prove Theorem 1. In Section 3 we prove
a theorem on quasi-differentiability of the semigroup given by (1.4) in the autonomous case
(Theorem 2). Here we also consider the problem of obtaining effective dimension estimates
(see Problem 1) and discuss its non-triviality. In Section 4 we consider the Suarez-Schopf
model for El Nin˜o given by a scalar delay equation and pose the problem linked with the
dimension estimates. In Section 5 we consider invariant manifolds, obtaining by the methods
of our previous work. We show their C1-differentiability (Theorem 6) and obtain dimension
estimates using a Riemannian metric change (Theorem 7). In Section 6 we continue our
2However, the pioneering paper [20] has the lack of explanation as to how one should obtain semigroups
in H from delay equations and why they should be C1-differentiable in the usual sense. It seems that the
result from [20] concerning delay equations should be clarified, using the theory from the present paper.
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investigation of the Suarez-Schopf model and obtain conditions for the existence of one-
dimensional and two-dimensional inertial manifolds (Theorem 8). In Appendix A we present
a generalization of our main result from [1], which is, in particular, convenient for delay
equations. In Appendix B we state an auxiliary lemma on the differentiability of Lipschitz
mappings.
2. Construction of delay semigroups
At first we state here a lemma from [3], which in particular shows that (MES) is satisfied
for any operator C˜. Let T > 0 and consider the subspace ST ⊂ C([0, T ];C([−τ, 0];Rn) of all
continuous functions φ : [0, T ]→ C([−τ, 0];Rn) such that there exists a continuous function
x : [−τ, T ] → Rn with the property φ(t) = xt for all t ≥ 0. The following lemma is Lemma
8 from [3].
Lemma 1. Let C˜ : C([−τ, 0];Rn) → Rr be a bounded linear operator. Then there exists a
constant M = M(C˜) > 0 such that for all T > 0, p ≥ 1 and any φ ∈ ST we have(∫ T
0
|Cφ(t)|pdt
)1/p
≤MC˜ ·
(
‖φ(0)‖pLp(−τ,0;Rn) + ‖x(·)‖
p
Lp(0,T ;Rn)
)1/p
. (2.1)
Using Lemma 1 with p = 1, we get that (MES) with MC := τMC˜ is satisfied for C
corresponding to C˜ from (1.1).
The following lemma is Theorem 3.23 from [7].
Lemma 2. The operator A given by (1.3) is the generator of a C0-semigroup G(t), t ≥ 0,
in H. In particular, there are constants M0,κ0 > 0 such that
|G(t)v0|H ≤M0eκ0t|v0|H for all t ≥ 0 and v0 ∈ H. (2.2)
The following lemma is a particular case of Lemma 3.6 from [7].
Lemma 3. Let x : [−τ,∞) → Rn be a function such that x ∈ W 1,2loc ([−τ,∞);Rn). Define
the history function3 φ(t) := xt for t ≥ 0. Then φ ∈ C1([0,+∞);L2(−τ, 0;Rn)) and for all
t ≥ 0 we have φ(t) ∈W 1,2(−τ, 0;Rn) and
φ˙(t) =
d
dθ
φ(t) in L2(−τ, 0;Rn). (2.3)
An immediate corollary of Lemma 3 is the following.
Corollary 1. Let x(t) = x(t, t0, φ0) be the classical solution to (1.1) such that φ0 ∈W 1,2(−τ, 0;Rn).
Then the function v(t) = (x(t), xt), t ≥ t0, is a classical solution to (1.4) with v0 := v(t0) =
φ0 (or, more precisely, v(t0) = (φ0(0), φ0)). Moreover, if we put ξ(t) := F (Cv(t)), then v(·)
also satisfies the inhomogeneous equation
v˙(t) = Av(t) +Bξ(t) (2.4)
and, in particular, the variation of constants formula for t ≥ t0
v(t) = G(t− t0)v0 +
∫ t
t0
G(t− s)BF (Cv(s))ds (2.5)
is valid.
3Here, as in the previous section, xt(θ) := x(t+ θ) for θ ∈ [−τ, 0].
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Remark 3. An analog of Lemma 2 for parabolic or hyperbolic equations can also be proved
(see, for example, Theorem 3.29 in [7]). To proceed from Lemma 3 to Corollary 1 we have
to establish the well-posedness (=existence of classical solutions) in the space of continuous
functions. This is also well-studied for partial delay equations. See, for example, [9, 11].
Now we can give a proof of Theorem 1.
Proof. Let xj(t) = xj(t, t0, φ0,j), where t ≥ t0 and j = 1, 2, be two classical solutions to (1.1)
and put vj(t) := (x(t), xt). If we suppose that φ0,j ∈ W 1,2(−τ, 0;Rn), then vj(·) satisfies
(2.5). From this, (2.2), (1.2) and (MES) we get
|v1(t)− v2(t)|H ≤
≤M0eκ0(t−t0)|v1(t0)− v2(t0)|H +M0ΛTt0‖B‖
∫ t
t0
eκ0(t−s)|C(v1(s)− v2(s))|ds ≤
≤ (M0 +M0MCΛTt0‖B‖)eκ0(t−t0)|v1(t0)− v2(t0)|H+
+M0MCΛ
T
t0‖B‖eκ0(t−t0)
∫ t
t0
|v1(s)− v2(s)|Hds.
(2.6)
Putting M1 := (M0 + M0MCΛ
T
t0‖B‖), κ := (M0MCΛTt0‖B‖ + 1)eκ0T and applying the
Gronwall lemma, we get
|v1(t)− v2(t)|H ≤M1eκ(t−t0)|v1(t0)− v2(t0)|H for all t ∈ [t0, t0 + T ]. (2.7)
From (2.7) for any t0 ∈ R, v0 ∈ H we can define a generalized solution v(t, t0, v0), t ≥ t0, by
the continuity and density of W 1,2(−τ, 0;Rn) in E and H. Indeed, let v0,k ∈W 1,2(−τ, 0;Rn)
tend to v0 in H. Then (2.7) shows that vk(t) = vk(t, t0, v0,k), t ∈ [t0, t0+T ], is fundamental in
H for any T > 0. Its limit is the generalized solution v(t, t0, v0), t ≥ t0, which is independent
on the choice of v0,k. This proves the initial statement of Theorem 1 and (LIP). Moreover
for T ≥ t ≥ t0 + τ we have
‖v1(t)− v2(t)‖E ≤ sup
θ∈[−τ,0]
|v1(t+ θ)− v2(t+ θ)|H ≤M1eκ(t−t0)|v1(t0)− v2(t0)|H. (2.8)
This proves that, in fact, the sequence vk(t), t ∈ [t0, t0 +T ], defined above is fundamental in
E and therefore v(t, t0, v0) ∈ E for t ≥ t0 + τ . This proves the property stated in (EMB).
In particular, the map U(t, s) for t ≥ s+ τ takes bounded sets in H into bounded sets in E,
where U(t, s) coincides with U˜(t, s). From the Arzela´-Ascoli theorem, the map U˜(t, s) for
t ≥ s+ τ takes bounded sets in E into precompact sets in E. Consequently, U(t, s) : H→ E
is compact for t ≥ s + 2τ . This shows (COM). Summarizing the above, it is clear that
(REG) is also satisfied. The proof is finished. 
3. Differentiability of delay semigroups
In this section we suppose that (1.1) is autonomous, i. e. F is independent of t. We
suppose also that F ∈ C1(Rr;Rm). Note that from (1.2) it immediately follows that F ′ is
bounded. Let the assumptions of Theorem 1 hold. Then there is a semi-flow ϕt : H → H
given by equation (1.4), i. e. it is defined as ϕt(v0) := v(t, 0, v0) for all t ≥ 0 and v0 ∈ H. For
v0 ∈ E one can formally write from (1.4) the linearized along the trajectory ϕt(v0) equation
V˙ (t) = [A+BF ′(Cϕt(v0))C]V (t) (3.1)
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Putting F˜ (t, y) := F ′(Cϕt(u0))y, we see that (3.1) is of the form (1.4) with F changed to
F˜ . Thus, we have the following well-posedness result for (3.1), which immediately follows
from Theorem 1.
Lemma 4. For any v0 ∈ H and ξ0 ∈ H equation (3.1) has a unique generalized solution
V (t) = V (t; ξ0; v0) such that V (0) = ξ0. For ξ0 ∈ D(A) the solution V (t) = V (t; ξ0; v0) is
a classical solution, i. e. V (·) ∈ C1([0,+∞);H) ∩ C([0,+∞);E), V (t) ∈ D(A) and V (t)
satisfies (3.1) for all t ≥ 0.
There is, in fact, a continuous dependence of solutions to (3.1) on v0 ∈ E (see Lemma 9).
Let K ⊂ H be an invariant compact set, i. e. ϕt(K) = K for all t ≥ 0. From the
smoothing property in (EMB) and the fact that a compact invariant set consists of complete
trajectories we have the inclusion K ⊂ D(A). Let us formulate the following property.
(MES*) There is a constant M∗C > 0 such that for all T > 0∫ T
0
|Cv(t)|2dt ≤M∗C
(
|v(0)|2H + ‖v(·)‖2L2(0,T ;H)
)
. (3.2)
for all v(·) ∈ HT .
From Lemma 1 with p = 2 we get that (MES*) with M∗C := (MC˜)
2 is satisfied for any C
corresponding to C˜ from (1.1).
Lemma 5. Suppose that F ∈ C2(Rr;Rm). Then for any set B ⊂ D(A), which is bounded
in E, and every T > 0 there exists Md > 0 such that
|ϕt(v2)− ϕt(v1)− V (t; v1; v2 − v1)|H ≤Md|v1 − v2|2H (3.3)
for all t ∈ [0, T ] and v1, v2 ∈ B.
Proof. Let us consider the set BT := ∪s∈[0,T ]ϕs(B). From the Lipschitz property of F we
get that the set BT is also bounded in E. Put δ(t) = ϕt(v2)−ϕt(v1)−V (t; v1; v2−v1). Since
v1, v2 ∈ B ⊂ D(A) and v2− v1 ∈ D(A), we may apply the variation of constants formulas to
get the representations
ϕt(vj) = G(t)vj +
∫ t
0
G(t− s)BF (Cϕs(vj))ds, for j = 1, 2 (3.4)
and for V (t) = V (t; v1; v2 − v1)
V (t) = G(t)(v2 − v1) +
∫ t
0
G(t− s)BF ′(Cϕs(v1))CV (s)ds. (3.5)
Thus, we may write δ(t) as
δ(t) =
∫ t
0
G(t− s)B[
∫ 1
0
F ′(C(αϕs(v2) + (1− α)ϕs(v1)))C(ϕs(v2)− ϕs(v1))dα
−F ′(Cϕs(v1))CV (s)]ds.
(3.6)
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Since V (s) = ϕs(v2)− ϕs(v1)− δ(s), we have
δ(t) =
∫ t
0
G(t− s)B[
∫ 1
0
(F ′(C(αϕs(v2) + (1− α)ϕs(v1)))
−F ′(Cϕs(v1)))C(ϕs(v2)− ϕs(v1))dα]ds+
∫ t
0
G(t− s)BF ′(Cϕs(v1))Cδ(s)ds
=
∫ t
0
G(t− s)B[
∫ 1
0
∫ 1
0
(F ′′(C(βαϕs(v2) + β(1− α)ϕs(v1)) + (1− β)ϕs(v1)))
αC(ϕs(v2)− ϕs(v1))dα]C(ϕs(v2)− ϕs(v1))ds+
∫ t
0
G(t− s)BF ′(Cϕs(v1))Cδ(s)ds
(3.7)
Note that the argument of F ′′ lies in the closure of the convex hull of CBT that is a compact
set since BT is bounded and C has a finite-dimensional range. Thus, there is a constant
M = M(B, T ) > 0 such that
|δ(t)|H ≤M
∫ t
0
|C(ϕs(v2)− ϕs(v1))|2ds+M
∫ t
0
|Cδ(s)|ds. (3.8)
From (MES*) and (LIP) we get that there is a constant M ′ = M ′(B, T ) > 0 such that∫ t
0
|C(ϕs(v2)− ϕs(v1))|2ds ≤M ′|v1 − v2|2H. (3.9)
Since δ(0) = 0, from (MES) we get that
∫ t
0
|Cδ(s)|ds ≤MC
∫ t
0
|δ(s)|H. From this, (3.8) and
the Gronwall inequality, we get the existence of Md = Md(B, T ) > 0
|δ(t)|H ≤Md|v1 − v2|2H for all t ∈ [0, T ]. (3.10)
The proof is finished. 
Let K be a compact invariant set. As in [29, 10], we say that the family ϕt is quasi-
differentiable on K w. r. t. the family of quasi-differentials L(t; v) ∈ L(H), t ≥ 0 and v ∈ K,
if for all t ≥ 0
sup
v1,v2∈K
|v1−v2|H≤ε
|ϕt(v2)− ϕt(v1)− L(t; v1)(v2 − v1)|H
|v1 − v2|H
→ 0 as ε→ 0+ (3.11)
and the following properties are satisfied
(QD1) sup
t∈[0,1]
v∈K
‖L(t; v)‖ <∞;
(QD2) L(t+ s; v) = L(t;ϕs(v))L(s; v) for all t, s ≥ 0 and v ∈ K.
Theorem 2. Suppose that F is independent of t, F ∈ C2(Rr;Rm) and F ′ is bounded.
Consider a compact set K ⊂ H, which is invariant w. r. t. the semi-flow ϕt, t ≥ 0, given
by equation (1.4). Then the family ϕt is quasi-differentiable w. r. t. the family of quasi-
differentials L(t; v) given by
L(t; v0)ξ := V (t; v0; ξ), (3.12)
where V (t) = V (t; v0; ξ) is the solution to (3.1) with V (0) = ξ. Moreover, the map v0 7→
L(t, v0) is continuous as a map from K to L(H) for all t ≥ 0.
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Proof. If the linear operator L(t; v) : H → H is defined as in 3.12, from Lemma 5 we have
that (3.11) is satisfied for all t ≥ 0. From (LIP) of Theorem 1 it follows that L(t; v) is a
bounded linear operator and (QD1) is satisfied. The property in (QD2) is equivalent to
V (t+ s; v; ξ) = V (t;ϕs(v);V (s; v; ξ)) for all t, s ≥ 0, v ∈ K, ξ ∈ H, (3.13)
but this is just the uniqueness of solutions to (3.1) given by Lemma 4. To show that the
map K 3 v0 7→ L(t; v0) ∈ L(H) is continuous for every t ≥ 0 we define δ(t) := L(t; v2)ξ −
L(t; v1)ξ = V (t; v2; ξ)− V (t; v1; ξ). Suppose that ξ ∈ D(A). Then δ(·) satisfies the equation
δ(t) =
∫ t
0
G(t− s)B(F ′(Cϕs(v2))CV (t; v2; ξ)− F ′(Cϕs(v1))CV (t; v1; ξ))ds =
=
∫ t
0
G(t− s)B(F ′(Cϕs(v2))− F ′(Cϕs(v1)))CV (t; v1; ξ))ds+
+
∫ t
0
G(t− s)BF ′(Cϕs(v2))Cδ(s)ds.
(3.14)
Using the Gronwall lemma argument as above, one can show that v2 → v1 implies that
δ(t) → 0 uniformly in ξ ∈ D(A) with |ξ|H ≤ 1. But this gives the desired continuity. The
proof is finished. 
The continuity of the map v0 → L(t; v0) plays an important role in dimension estimates.
It is shown by V. V. Chepyzhov and A. A. Ilyin [10] that this property is the only missing
ingredient that makes the Hausdorff dimension estimate obtained by Constantin, Foias and
Temam [29] hold for the fractal dimension also. This property is also essential for Theorem
3 below.
Note that any invariant compact K, thanks to (EMB), must lie in E and the topologies
of E and H on K coincide. Moreover, from (EMB) we get that K is an image of itself
under the Lipschitz map ϕ2τ . Therefore, the Hausdorff and fractal dimensions of K w. r. t.
the metrics of H and E coincide. Now we can present a generalization of a theorem of
J. Mallet-Paret [20] as follows.
Theorem 3. Under the hypotheses of Theorem 2 the Hausdorff dimension of K is finite.
The proof of this theorem requires some modifications and clarifications of the main result
from [20], where C1-differentiability of a proper map is used. The key observation is that
one can still follow the arguing from [20] using the quasi-differentiability, compactness of the
quasi-differentials L(t; v) for t ≥ 2τ , which follows from Theorem 1, and their continuous
dependence on v ∈ K stated in Theorem 2. The nuances and a simplified proof are given by
the present author in the monograph [15]. Moreover, from [10] we can show the finiteness
of the fractal dimension that is not less than the Hausdorff dimension.
For a compact linear operator L : H → H let α1 ≥ α2 ≥ α3 ≥ . . . be its singular values.
For d = k + s, where k is a non-negative integer and s ∈ (0, 1], we consider the singular
value function of L defined as
ωd(L) := α1 · . . . · αk · αsk+1 = ω1−sk ωsk+1. (3.15)
From Theorem 2.1 in [10] applied to the map ϕt for some fixed t ≥ 2τ we get the following
theorem.
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Theorem 4. Under the hypotheses of Theorem 2 suppose that for some t ≥ 2τ and d > 0
we have
sup
v∈K
ωd(L(t; v)) < 1. (3.16)
Then for the fractal dimension of K in H we have dimF K ≤ d.
The main result of [10] and the above definitions can be also formulated for the case of a
non-compact operator L [29]. In our situation, the compactness of L(t; v) for t ≥ 2τ allows
us to stay in the compact context, which is simpler. Since L(t; v) is a compact operator
for t ≥ 2τ , its singular values tend to zero and therefore ωd(L(t; v)) < 1 is satisfied for
all sufficiently large d > 0. Using the compactness of K and the continuity of L(t, v) (and,
consequently, ωd(L(t; v))) w. r. t. v ∈ K, one can show that for every t ≥ 2τ the inequality in
(3.16) is satisfied for some sufficiently large d > 0. Thus, we immediately have the following
theorem, which strengthens Theorem 3.
Theorem 5. Under the hypotheses of Theorem 2 the fractal dimension of K is finite.
In particular, from Theorem 5 and the Lipschitz property of the semi-flow we immediately
have the finiteness of the topological entropy of ϕt restricted to K (see, for example, [15]).
However, it is interesting to obtain effective dimension estimates and this seems to be a
non-trivial problem. Let us start a discussion by formulating the following analog of the
Liouville trace formula for (3.1).
Lemma 6. Under the hypotheses of Theorem 2 let k > 0 be an integer and v0 ∈ H be fixed.
Then for any ξj ∈ D(A) and Vj(t) = V (t; v0, ξj), where j = 1, . . . , k and t ≥ 0, we have
|V1(t) ∧ . . . ∧ Vk(t)|∧k H = |ξ1 ∧ . . . ∧ ξk|∧k H exp
(∫ t
0
Tr((A+BF ′(Cϕs(v0))C) ◦Π(s))ds
)
,
(3.17)
where Π(s) is the orthogonal projector onto Span(V1(s), . . . , Vk(s)).
Here
∧k H denotes the k-th exterior product of H endowed by the inner product | · |∧k H,
which is given for η1 ∧ . . . ∧ ηk ∈
∧k H by the k-dimensional volume of the parallelepiped
with edges η1, . . . , ηk (for a more precise treatment see, for example, [29]). Since ξj ∈ D(A)
we have that Vj(·) is a classical solution of (3.1) and, in particular, Vj(t) ∈ D(A) for all
t ≥ 0. Thus, the operator under Tr is bounded, has finite range and continuously depend on
t. In particular, its trace is well-defined. After these explanations Lemma 6 can be proved
in a standard way (see, for example, Subsection 2.3 of Chapter V from [29]).
As above, let L : H → H be a compact operator. It is well-known (see Proposition 1.4
from Subsection 1.3 of Chapter V in [29]) that for any integer k > 0 we have
ωk(L) = sup
ξ1,...,ξk∈H
|ξj |H≤1∀j
|Lξ1 ∧ . . . ∧ Lξk|∧k H = sup
ξ1,...,ξk∈D(A)
|ξj |H≤1∀j
|Lξ1 ∧ . . . ∧ Lξk|∧k H , (3.18)
where the last inequality is due to the density of D(A) in H.
Using (3.18) and Lemma 6 one usually provides some estimates for the trace of the
operator in (3.17), which makes it possible to apply Theorem 4. In the case of parabolic
problems there is a general estimate for the trace of a positive self-adjoint operator (see
Chapter VI in [29]), which in some cases overrides the effect of the nonlineary (that is F
in our case) and makes it possible to obtain some concrete dimension estimates. Linear
operators corresponding to delay equations are not self-adjoint in general and thus it is not
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obvious how one may derive effective dimension estimates with the use of Theorem 4 in the
general case. As we will see below, a naive approach motivated by parabolic equations and
ODEs does not work here. The author is familiar with only one paper (by J. W-H. So and
J. Wu [27]), where dimension estimates for delay equations through the trace estimates are
considered (in [27] some parabolic equations with delay are studied). However, [27] ends
with an abstract application of Constantin-Foias-Temam estimate and, as the authors said
in the introduction, its concrete realizations are left for forthcoming papers, but none of such
papers seems to be appeared. Another monograph [9], which in particular treats dimension
estimates, contains a chapter devoted to delay equations, but there is no any disscusion of
dimension estimates for such equations. Thus, the following problem is of interest.
Problem 1. How to obtain effective dimension estimates for delay equations?
A partial solution to the above problem can be given by construction of inertial manifolds
[1, 4, 12, 29]. However, the existence of an inertial manifold only gives an integer estimate
given by its dimension and such an estimate is usually too rough to apply, for example,
some criteria of non-existence of periodic orbits based on dimension estimates [24, 16].
These criteria can be mixed with various developments of the Poincare´-Bendixson theory
for infinite-dimensional dynamical systems [4, 19, 25, 26] to obtain convergence properties.
On the other hand, the existence of smooth inertial manifolds at least theoretically gives
a certain ODE given by a smooth vector field (the so-called, inertial form [21]), which
describes the dynamics on the manifold. The linearized vector field can be symmetrized to
obtain effective dimension estimates.
Let A : D(A) ⊂ H→ H be a closed linear operator. Let L ⊂ D(A) be a finite dimensional
subspace and ΠL be the orthogonal (in H) projector onto L. The trace of A on L is the
value Tr(A ◦ΠL). Let us define the numbers β1(A), β2(A), . . . defined by induction from the
relations
β1(A) + . . .+ βk(A) = sup
L⊂D(A)
dimL=k
Tr(A ◦ΠL). (3.19)
In the case when A is self-adjoint, A−1 is compact and A has a finite number of positive
eigenvalues, the values βj(A) coincide with the eigenvalues of A arranged in non-increasing
order [29]. If H is finite-dimensional, then these numbers coincide with the eigenvalues of the
symmetrized operator (A+ A∗)/2. As we will see below, the numbers βk(A) are too rough
in the case of operators corresponding to delay equations. Namely, they do not depend on
the delay value and their sum can never be negative. This also seems to be connected with
the eigenvalues of the operator (A + A∗)/2, which usually has a huge null subspace (see
Remark 4 below).
Let us consider for α ∈ (0, 1) and τ > 0 the operator A in H = R×L2(−τ, 0;R) given by
(x, φ) 7→
(
φ(0)− αφ(−τ), ∂
∂θ
φ
)
. (3.20)
Its domain D(A) consists of all (x, φ) ∈ H such that φ ∈W 1,2(−τ, 0;R) and φ(0) = x. Such
an operator arises in the example from Section 4.
Lemma 7. For the operator A given by (3.20) we have β1(A) =
3+α2
2 and βk(A) = 0 for
all k ≥ 2.
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Proof. Let L ⊂ D(A) be any k-dimensional subspace. Let ei = (φi(0), φi(·)) ∈ D(A), where
i = 1, 2, . . . , k, be an orthonormal basis for L. Then we have
Tr(A ◦ΠL) =
k∑
i=1
(Aei, ei)H =
k∑
i=1
(
3
2
φi(0)
2 − αφi(−τ)φi(0)− 1
2
φi(−τ)2
)
. (3.21)
Let us consider the case k = 1. From (3.21) we have
β1(A) = sup
(
3
2
φ(0)2 − αφ(−τ)φ(0)− 1
2
φ(−τ)2
)
=
= supφ(0)2 ·
(
3
2
− αφ(−τ)
φ(0)
− 1
2
·
(
φ(−τ)
φ(0)
)2)
,
(3.22)
where the first supremum is taken over all φ ∈W 1,2(−τ, 0;R) such that |φ(0), φ(·)|H = 1 and
the second has the additional constraint φ(0) 6= 0. Since φ(0)2 ≤ 1 and the maximum value
of the quadratic polynomial −1/2x2 − αx+ 3/2 is (3 + α2)/2, we have β1(A) ≤ (3 + α2)/2.
But it is easy to construct a sequence of functions φ(·) showing that (3 + α2)/2 is indeed
the value of β1(A).
In the case k = 2 let us observe that the orthonormal basis e1, e2 for L can be always
chosen such that φ1(0) = 0. Then from (3.21) we have
β1(A) + β2(A) = sup
(
−1
2
φ1(−τ)2 + 3
2
φ2(0)
2 − αφ2(−τ)φ2(0)− 1
2
φ2(−τ)2
)
, (3.23)
where the supremum is taken over all φ1, φ2 ∈W 1,2(−τ, 0;R) such that φ1(0) = 0,
|φi(0), φi(·)|H = 1 and
∫ 0
−τ φ1(θ)φ2(θ)dθ = 0. It is clear that the supremum do not exceed
(3 + α2)/2. But it is not hard to construct a sequence of functions (assuming also that
φ1(−τ) = 0), which shows that it is in fact equal to (3 + α2)/2. Thus, β2(A) = 0.
If k ≥ 2 then we can choose the orthonormal basis e1, . . . , ek in such a way that φi(0) = 0
for i = 1, . . . , k−1. From similar as above arguments we have that βk(A) = 0 for k ≥ 2. 
Although for A being self-adjoint, the supremum in (3.19) is achieved on some eigenspace,
it is seen from the proof of Lemma 7 that for the operators corresponding to delay equations
the supremum in (3.19) is not achieved on any nice subspace and the limiting subspace
consists of discontinuous functions. Thus, the numbers βk(A), which were used for parabolic
problems and ODEs, are not appropriate for delay equations.
Remark 4. Suprisingly, the numbers βk(A) calculated in Lemma 7 coincide with the eigen-
values of the operator (A+A∗)/2, which in this case is given by
(x, φ) 7→
(
3 + α2
2
x, 0
)
for all (x, φ) ∈ H. (3.24)
We do not know how common this phenomenon is. Note that if we proceed from (3.21) as
Tr(A ◦ΠL) =
k∑
i=1
(Aei, ei)H =
k∑
i=1
(
1
2
(A+A∗)ei, ei
)
(3.25)
in order to apply the variational principle for self-adjoint operators as in [29], we must have
ei ∈ D(A) ∩ D(A∗). Although A + A∗ sometimes defined on a larger than D(A) ∩ D(A∗)
domain, D(A) ∩ D(A∗) is not dense in D(A) and (3.25) cannot be extended by continuity.
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4. An example
We consider the Suarez-Schopf model for El Nin˜o [28], which is given by the following
scalar delay equation:
x˙(t) = x(t)− αx(t− τ)− x3(t), (4.1)
where α ∈ (0, 1) and τ > 0 are parameters. Let us put γ := √1 + α and define the sets
CR := {φ ∈ C([−τ, 0];R) | ‖φ‖∞ ≤ γ +R} for R > 0. We also use C˚R to denote the interior
of CR. If a semi-flow in C([−τ, 0];R) is given, by ω(φ0) we denote the omega-limit set of
φ0 ∈ C([−τ, 0];R) w. r. t. this semi-flow.
It should be noted that from a theorem of J. Mallet-Paret and G. R. Sell [19] it follows that
for (4.1) the ω-limit set of any point φ0 satisfies the Poincare´-Bendixson trichotomy, i. e. it
can be either a stationary point, either a periodic orbit or a union of a set of stationary points
and homoclinic and heteroclinic orbits connecting them. However, a numerical analysis in
[28] shows that there is a region, for which there are no periodic orbits. An elementary
analysis shows that there are three stationary states φ+, φ0 and φ−, where φ+ is positive,
φ0 is zero and φ− is negative. There is also a one-dimensional unstable manifold for φ0 for
any parameters α ∈ (0, 1) and τ > 0. When α and τ are relatively small, the stationary
states φ+ and φ− are asymptotically stable. These parameters correspond to a stability
region in [28], for which there was no periodic orbits observed.
Let us show that (4.1) is dissipative. This is contained in the following lemma.
Lemma 8. The set CR is positively invariant w. r. t. solutions of (4.1). In particular,
(4.1) generates a semi-flow ϕt, t ≥ 0, in C([−τ, 0];R). Moreover, ω(φ0) ⊂ C0 for all
φ0 ∈ C([−τ, 0];R).
Proof. Since the closure of a positively invariant set is positively invariant and the intersec-
tion of positively invariants sets is also positively invariant, it is sufficient to show that C˚R is
positively invariant for all R > 0. Suppose the opposite, i. e. there exist an initial condition
φ0 ∈ C˚R and a time t > 0 such that xs ∈ C˚R for all s ∈ [0, t) and |x(t)| = γ +R. From (4.1)
we have {
x˙(t) ≤ γ +R+ α(γ +R)− (γ +R)3 < 0, if x(t) = R+ γ,
x˙(t) ≥ −(γ +R)− α(γ +R) + (γ +R)3 > 0, if x(t) = −(R+ γ). (4.2)
that leads to a contradiction.
Since any solution does not leave CR for some R ≥ 0, it remains bounded and therefore
can be extended for times up to +∞ [14]. Thus, (4.1) generates a semi-flow in C([−τ, 0];R).
Now suppose there is φ0 ∈ C([−τ, 0];R) such that ω(φ0) 6⊂ C0. Then there is R > 0 such
that ω(φ0) ⊂ CR and ω(φ0) 6⊂ CR−ε for all ε > 0. Since ω(φ0) cannot entirely lie on the
boundary of CR, we can find ε1 > 0 and φ1, φ2 ∈ ω(φ0) such that φ1 ∈ CR−ε1 and φ2 ∈ CR
with ‖φ2‖ = γ + R. Then there is a time moment t0 > 0 for which ϕt0(φ0) is close to
φ1, namely, ϕ
t0(φ0) ∈ CR−ε0 for some ε0 < ε1. But since CR−ε0 is positively invariant we
have that ϕt(φ0) is separated from φ2 for all t ≥ t0 that contradicts to φ2 ∈ ω(φ0). Thus,
ω(φ0) ⊂ C0 and the proof is finished. 
Thus, there is a global attractor K ⊂ C0 for the semi-flow generated by (4.1). To make our
theory applicable let g : R→ R be a function, which coincides with x3 on [−(γ +R), γ +R]
for some R > 0 and suppose g is smoothly extended outside of [−(γ + R), γ + R] in such
a way that g ∈ C2(R;R) and g′ is bounded. The set K will be also invariant for the semi-
flow generated by (4.1) with x3 changed to g(x). As before, we consider K as a subset of
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H = R × L2(−τ, 0;R) and K is also invariant w. r. t. the corresponding semi-flow in H,
which we also denote by ϕt.
Let v0 ∈ K, where v0 = (x0, φ0). Let x(t) = x(t, 0, x0) be the classical solution of (4.1)
with x(0) = x0. For ξ ∈ D(A), where ξ = (z0, φ0) such that φ0 ∈ W 1,2(−τ, 0;R) and
φ0(0) = z0, we consider the solution V (t) = V (t, v0, ξ) of (3.1), which in our case can be
described as a solution to
z˙(t) = z(t)− αz(t− τ)− 3y2(t)z(t),
φ˙(t) =
∂
∂θ
φ(t).
(4.3)
Here V (t) = (z(t), φ(t)) and V (0) = (z0, φ0).
Let L(t, v), where t ≥ 0 and v ∈ K, be the quasi-differentials given in Theorem 2 for ϕt.
It is clear that the zero stationary point belongs to K. From (4.3) one may suggest that the
squeezing of d-dimensional volumes at φ0 (where y(t) = 0) is the worst possible. However,
the presence of delay makes it not so obvious.
The roots of the linear part of (4.1) are given by
1− αe−τp − p = 0. (4.4)
It can be verified that if α ∈ (0, 1) and τ > 0 then there are always a one positive real root
λ1, a one negative real root λ2 and the others roots are located to the left from λ2. From
the dichotomy of autonomous linear systems [14] it follows that λ1 + λ2 < 0 indicates the
squeezing of 2-dimensional volumes at the zero stationary state φ0.
Problem 2. Let λ1 = λ1(α, τ) and λ2 = λ2(α, τ), where α ∈ (0, 1) and τ > 0, be the
positive and the negative real roots of (4.4). Is it true that if λ1 + λ2 < 0 then there are no
periodic orbits and homoclinics in (4.1)?
The inequality λ1 + λ2 < 0 indicates a large region in the space of parameters (α, τ),
which is included (but strictly smaller) in the stability region from [28].
5. Inertial Manifolds
For v ∈ E and t ≥ 0 let us define ψt(v, ξ) := L(t, v)ξ, where L(t, v)ξ, as in Section 3, is
a solution to the linearized equation (3.1). From the variation of constants formula (2.5)
for (3.1) and straightforward estimates, which we already used in Section 3, we immediately
have the following lemma.
Lemma 9. Let F ∈ C1(Rr;Rm) and F ′ be bounded. Then the map (t, v, ξ) 7→ ψt(v, ξ) is
continuous as a map from R+ × E×H to H.
Now let A ⊂ E be an invariant w. r. t. the semi-flow ϕ from Section 3 finite-dimensional
topological manifold such that the semi-flow is invertible on A and, consequently, in virtue
of the Brower theorem on invariance of domain, it defines a dynamical system on A. We
also put ϑt(v) := ϕt
∣∣
A
(v) for t ∈ R, v ∈ A and Q := A. Then (Q, ϑ) is a dynamical system.
It is obvious that we have the cocycle property satisfied as
ψt+s(v, ξ) = ψt(ϑs(v), ψs(v, ξ)), for all t, s ≥ 0, v ∈ A, ξ ∈ H. (5.1)
From this and Lemma 9 it follows that ψ is a cocycle in H over the base flow ϑ = ϕ in
Q = A. Using the standard fixed point argument one may show that ψ is also a cocycle in
E. The latter allows us to apply results from Appendix (A).
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Now we suppose that F ∈ C2 with F ′ bounded and the semi-flow ϕ (the same as in the
Section 3) satisfies conditions (H1),(H2) and (H3) from Appendix A, i. e. there exists an
operator P ∈ L(E;E∗) such that for V (v) := 〈v, Pv〉 and some δ > 0, ν > 0 we have for all
v1, v2 ∈ E and r ≥ 0 that
e2νrV (ϕr(v1)− ϕr(v1))− V (v1 − v2) ≤ −δ
∫ r
0
e2νs|ϕs(v1)− ϕr(v2)|2Hds (5.2)
and there exists a splitting E = E+⊕E− with dimE− = j and such that P is positive on E+
and negative on E−. Moreover, E+ and E− can be assumed to be V -orthogonal in the sense
that V (v) = V (v+) + V (v−) for all v ∈ E, where v = v+ + v− is the unique decomposition
v = v+ + v− with v+ ∈ E+ and v− ∈ E− (see Appendix A). Such an operator P can be
obtained with the aid of the frequency theorem (see [3] for a proof and detailed discussion,
which especially concerns delay equations).
We will use the V -orthogonal projector Π: E→ E− defined by Pv := v−. From Theorem
1 we have properties (EMB) and (COM) satisfied for ϕ and thus we may apply Theorem
A.1 to get an invariant j-dimensional topological manifold A ⊂ E, on which the flow is
invertible4. Our aim is to show that we may pass to the limit in (5.2) to get the corresponding
inequality for the cocycle (ψ, ϑ) given by the linearization of ϕ on A.
Lemma 10. Let the semi-flow ϕ satisfy (H1),(H2) and (H3) as in (5.2). Then for every
ξ ∈ E, v ∈ A and r ≥ τ we have
e2νrV (L(r; v)ξ)− V (ξ) ≤ −δ
∫ r
0
e2νs|L(s; v)ξ|2Hds. (5.3)
Proof. Let ξ ∈ E and v ∈ A be fixed. From Lemma 5 we have that there exists a constant
Md = Md(r, ξ) > 0 such that for t ∈ [0, r] and all h ∈ [0, 1] we have
|ϕt(v + hξ)− ϕt(v)− hL(t; v)ξ)|H ≤Md|h|2. (5.4)
If r ≥ τ , this gives that
‖ϕr(v + hξ)− ϕr(v)− hL(r; v)ξ)‖E ≤Md|h|2. (5.5)
Now consider (5.2) with v1 := v+hξ and v2 := v, divide both sides by h
2 and take it to the
limit as h→ 0 to get (5.3). The lemma is proved. 
Thus, the cocycle ψ, which was obtained through the linearization of ϕ on A, also satisfies
the hypotheses of Theorem A.1, which gives us a family of amenable sets for v ∈ A, which
we denote by A′(v). Clearly, A′(v) is a j-dimensional subspace of E. Let us consider the
maps Φ: E− → E and Φ˜ : A×E− → E, where Φ(Πv) = v for all v ∈ A and Φ˜(v,Πξ) = ξ for
all v ∈ A and ξ ∈ A′(v). Clearly, Φ˜(v, ζ) is linear in ζ so we will usually write Φ˜(v)ζ instead
of Φ˜(v, ζ). One should think of A′(v) as a tangent space to A at v and think of Φ˜(v) as the
differential of Φ at ζ = Πv. Below we have to justify this. However, this is not so obvious
and our proof will be based on a delicate application of the Rademacher theorem and some
ideas from our previous work [1].
For l = 1, 2, . . . let the spaces Fl := Cl([−τ, 0];Rn) (endowed with the usual norm) be
embedded in H in the same way as E. Since we assumed that F is C1-smooth (and even
C2-smooth), it is clear that A lies in F2 and A′(v) lies in F1.
4This follows from the fact that an amenable trajectory passing through a given point on A is unique
[1]. Note that the continuity of the inverse to ϕt can be also shown without any appealing to the Brower
theorem on invariance of domain (see [4]).
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Now our aim is to prove the following theorem.
Theorem 6. Let the semi-flow ϕ satisfy5 (H1),(H2) and (H3) as in (5.2). Then Φ: E− →
F1 is C1-differentiable and Φ′(ζ) = Φ˜(Φ(ζ)) for all ζ ∈ E−. Moreover, A is a C1-smooth
submanifold in F1 (in particular, in E or H); its tangent space at any point v ∈ A is given
by A′(v); the flow ϕ on A is C1-smooth and the differential of ϕt at v ∈ A is given by the
map L(t; v) : A′(v)→ A′(ϕt(v)) for all t ∈ R.
Our theory from [1, 4] and Appendix A) gives a unification and generalization of several
papers of R. A Smith (see, for example, [25, 26]). In [26] R. A. Smith considered certain
parabolic problems and posed a question whether the invariant manifold A is smooth and
normally hyperbolic. The ideas contained in our proof of Theorem 6 seem to be applicable
in the context of [26] and some other problems. In [26] it is also shown that A attracts
compact semi-trajectories exponentially fast. However, methods of [26] are based on some
direct estimates rather than on the use of some operator P as in (H3) (although the fre-
quency condition from [26] guarantees the existence of P such that (H1),(H2) and (H3)
are satisfied [4]). In our case the exponential attraction of A follows from Theorem A.3,
which also generalizes the result of R. A. Smith for parabolic equations (however, the proof
remains almost the same). Another property of interest is the asymptotic completeness of
A [21]. So, we state here the following two unsolved problems.
Problem 3. When the manifold A is normally hyperbolic?
Problem 4. When the manifold A is asymptotically complete?
Before giving a proof of Theorem 6 we have to establish several lemmas. Two of them,
which are concerned with properties of abstract Lipschitz maps, are presented at Appendix
B.
Lemma 11. Let the semi-flow ϕ satisfy (H1),(H2) and (H3) as in (5.2). Then there are
constants C1, C2 > 0 such that
1. ‖Φ(ζ1) − Φ(ζ2)‖F1 ≤ C1‖ζ1 − ζ2‖E for all ζ1, ζ2 ∈ E−. Moreover, Φ: E− → F2 is
locally Lipschitz.
2. ‖Φ˜(v)η‖F1 ≤ C2‖η‖E for all η ∈ E− and v ∈ A. Moreover, Φ˜ : A × E− → F1 is
continuous and the map A 3 v 7→ Φ˜(v) ∈ L(E−;F1) is continuous.
Proof. 1. Let ζ1, ζ2 ∈ E− and v1(·), v2(·) be two amenable trajectories of ϕ passing through
Φ(ζ1) and Φ(ζ2) respectively, i. e. v1(0) = Φ(ζ1) and v2(0) = Φ(ζ2). Then from (5.2) and
the amenability of v1(·) and v2(·) (see Lemma 1 in [1]) we have
δ−1 · ‖P‖ · ‖ζ1 − ζ2‖E ≥
∫ 0
−∞
e2νs|v1(s)− v2(s)|2Hds ≥
∫ −4τ
−5τ
e2νs|v1(s)− v2(s)|2Hds. (5.6)
By the mean value formula, for some t0 ∈ [−5τ,−4τ ] we have
∫ −4τ
−5τ e
2νs|v1(s)− v2(s)|2Hds =
e2νt0 |v1(t0) − v2(t0)|2H. Using (EMB) from Theorem 1 we have a constant C˜1 > 0, which
is independent of ζ1, ζ2 and t0 (see Remark 2), such that |v1(t0) − v2(t0)|2H ≥ C˜1‖v1(s) −
v2(s)‖2E for all s ∈ [−3τ, 0]. Since v1(·), v2(·) are complete trajectories there are two classical
5Here and below, when speaking of ϕ, we always assume that the nonlinearity F is C2-smooth and its
derivative F ′ is bounded.
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solutions of (1.1), say x1(·), x2(·) ∈ C1(R;Rn), such that v1(t) = (x1(t), x1,t(·)) and v2(t) =
(x2(0), x2,t(·)) for all t ∈ R. In particular, we must have for all θ ∈ [−2τ, 0]
x˙1(θ)− x˙2(θ) = A˜(x1,θ − x2,θ) + B˜(F (C˜x1,θ)− F (C˜x2,θ)). (5.7)
Since F ′ is bounded, for a proper constant C1 > 0 we have
‖v1(0)− v2(0)‖F1 = ‖Φ(ζ1)− Φ(ζ2)‖F ≤ C1‖ζ1 − ζ2‖E. (5.8)
From this and since F ∈ C2, to show that Φ: E− → F2 is locally Lipschitz one should
differentiate (5.7).
2. Let v ∈ A and η ∈ E− be fixed and consider the amenable trajectory ξ(·) of the cocycle
ψ passing trough Φ˜(v)η at v, i. e. ξ(0) = Φ˜(v)η and ξ(t+ s) = ψt+s(ϑs(v), ξ(s)) for all t ≥ 0
and s ∈ R. From (5.3) we get the inequality
δ−1 · ‖P‖ · ‖η‖E ≥
∫ −2τ
−3τ
e2νs|ξ(s)|2Hds. (5.9)
Repeating the same arguments as above, for some constant C2 > 0 (independent of η and
v) we get that ‖Φ˜(v)η‖F1 ≤ C2‖η‖E. Applying Theorem A.2 (see Remark 5), we get the
continuity of Φ˜ as a map from A × E− → E. In particular, Φ˜(v) depend continuously on
v ∈ A in the norm of L(E−;E). Let us show that the continuous dependence in fact holds in
the norm of L(E−;F1). Let vk ∈ A, where k = 1, 2, . . ., be a subsequence converging to some
v ∈ A. Since E− is finite-dimensional and the norms of Φ˜(v) in L(E−;F1) are uniformly
bounded, for our purposes it is sufficient to show the pointwise convergence Φ˜(vk)η → Φ˜(v)η
as k → ∞ in the norm of F1 for all η ∈ E−. If we suppose the opposite, then there are
δ > 0 and η ∈ E− such that for some subsequence (we keep the same index) we have
‖Φ˜(vk)η − Φ˜(v)η‖ ≥ δ > 0 for all k = 1, 2, . . .. Let ξk(·) be the unique amenable trajectory
passing through Φ˜(vk)η = ξk(0) at Φ(vk)η and let ξk(t) = (yk(t), yk,t) for some classical
solutions (to the linearized version of (1.1)) yk(·) ∈ C1(R;Rn). Then we have for θ ∈ [−τ, 0]
y˙k(θ) = [A˜+ B˜F
′(Cϕθ(vk))C]yk,θ (5.10)
From this we see that the second derivative y¨k(θ) is uniformly (in k and θ ∈ [−τ, 0]) bounded
and, consequently, by the Arzela´-Ascoli theorem, the sequence Φ˜(vk)η is precompact in F1.
Any of its limit points must coincide with Φ˜(v)η (since we know that Φ˜(vk)η → Φ˜(v)η in
E) that leads to a contradiction. Thus, the map A 3 v 7→ Φ˜(v) ∈ L(E−;F1) is continuous.
In fact, this is equivalent to the continuity of the map A × E− 3 (v, η) → Φ˜(v)η since the
norms of Φ˜(v) in L(E−;F1) are uniformly bounded. 
The following lemma describes the dynamics of ϕ on A and its linearization L(t; v) on
A′(v) by ordinary differential equations in E−. The equation (5.11) is called the inertial
form of ϕ on A [21, 23].
Lemma 12. Let the semi-flow ϕ satisfy (H1),(H2) and (H3) as in (5.2). Then
1. There is a one-to-one correspondence between the trajectories of the flow ϕ on A and
the solutions to the following ODE in E−:
ζ˙(t) = Π [AΦ(ζ(t)) +BF (CΦ(ζ(t)))] =: f(ζ(t)), (5.11)
where the vector field f : E− → E− is globally Lipschitz. This correspondence is given by
the identities Φ(ζ(t; ζ0)) = ϕ
t(Φ(ζ0)) and Πϕ
t(Φ(ζ0)) = ζ(t; ζ0) for all t ∈ R and ζ0 ∈ E−.
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Moreover, the vector field f is C1-smooth and f ′(ζ) = AL(Φ(ζ)) (defined in (5.12)) provided
that Φ is C1-smooth and Φ′(ζ) = Φ˜(Φ(ζ)) for all ζ ∈ E−.
2. There is a one-to-one correspondence between the trajectories of the cocycle ψ and the
solutions to the following ODE in E−:
η˙(t) = Π[A+BF ′(Cϕt(v))C]Φ˜(ϕt(v))η(t) =: AL(ϕt(v))η(t), (5.12)
where the linear operator AL(v) : E− → E− depend continuously on v ∈ A and norms of
AL(v) are uniformly bounded in v ∈ A. This correspondence is given by the identities
Φ˜(ϕt(v))η(t; η0; v) = L(t; v)Φ˜(v)η0 and ΠL(t; v)Φ˜(v)η0 = η(t; η0; v) for all t ∈ R, v ∈ A and
η0 ∈ E−.
Proof. 1. Let ζ0 ∈ E−. Let v(·) be given as v(t) := ϕt(Φ(ζ0)) for t ∈ R. Since v(·) is a
complete trajectory, it is E-differentiable and, consequently, we have for all t ∈ R
d
dt
(Πϕt(Φ(ζ0))) = Πv˙(t) = Π [Av(t) +BF (Cv(t))] . (5.13)
If we put ζ(t; ζ0) := Πϕ
t(Φ(ζ0)), we get that ζ(·) satisfies (5.11). Suppose for a moment that
we have proved the Lipschitz continuity of f . Then we have that any solution to (5.11) is
unique and defined on R. From this we will immediately have that Φ(ζ(t; ζ0)) = ϕt(Φ(ζ0))
that shows the one-to-one correspondence. Now let us prove that f is Lipschitz. For a given
ζ ∈ E− let Φ(ζ) = (φ(0), φ(·)) for some φ ∈ C1([−τ, 0];Rn). Since Φ(ζ) ∈ A, we must have
that
AΦ(ζ) +BF (CΦ(ζ)) =
(
A˜φ+ B˜F (C˜φ),
d
dθ
φ
)
(5.14)
lies in E. In particular, ‖AΦ(ζ) +BF (CΦ(ζ))‖E = supθ∈[−τ,0] |φ′(θ)|. From this and item 1
of Lemma 11 we have that the map E− 3 ζ → AΦ(ζ)+BF (CΦ(ζ)) ∈ E is globally Lipschitz.
Thus, since Π ∈ L(E;E−), f is globally Lipschitz.
Now suppose that Φ: E− → F1 is continuously Fre´chet differentiable and Φ′(ζ) = Φ˜(Φ(ζ))
for all ζ ∈ E−. In order to show that f is C1-smooth it is sufficient to show that for all
ζ, h ∈ E− we have
AΦ(ζ + h) +BF (CΦ(ζ + h)) = [AΦ(ζ) +BF (CΦ(ζ))]+
+[AΦ′(ζ)h+BF ′(C(Φ(ζ)))CΦ′(ζ)h] + [o(h)],
(5.15)
where the smallness of o(h) should be understanded in the norm of E. Note that each term
in square brackets in (5.15), thanks to the definition of Φ and Φ′(ζ) = Φ˜(Φ(ζ)), lie in E.
Let Φ(ζ + h) = (φh(0), φh(·)) and Φ(ζ) = (φ(0), φ(·)) for some φh(·), φ(·) ∈ C1([−τ, 0];Rn).
From Φ(ζ + h) = Φ(ζ) + Φ′(ζ)h+ o(h), where the smallness of o(h) should be understanded
in the C1-norm, we get
d
dθ
φh =
d
dθ
φ0 +
d
dθ
Π2Φ
′(ζ)h+
d
dθ
o(h), (5.16)
where Π2 is the projector on the second component in H = Rn × L2(−τ, 0;Rn). This gives
(5.15). Since Π: E→ E− is Lipschitz, we have that f is C1-smooth and f ′(ζ) = AL(Φ(ζ)),
where AL is defined in (5.12).
2. Using item 2 of Lemma 11 and repeating similar as above arguments, we get that
the norms of AL(v) are uniformly bounded and the mentioned correspondence between
solutions of (5.12) and amenable trajectories of the cocycle ψ holds. To show that AL(v)
depend continuously on v it is sufficient to show that for every sequence vk ∈ A converging
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to some v ∈ A and every η ∈ E we have AL(vk)η → AL(v)η. This follows from item 2 of
Lemma 11 that gives us the continuity of Φ˜ : A× E− → F1. The lemma is proved. 
Let CV denote the set of all v ∈ E such that V (v) ≤ 0. By the construction of A and
A′(v) we have A ⊂ CV and A′(v) ⊂ CV for all v ∈ A (see Lemma 1 in [1]). The set CV is
a closed j-dimensional quadratic cone in E in the sense that CV is closed, αv ∈ CV for any
α ∈ R and v ∈ CV and j is the maximal dimension of a linear subspace, which entirely lies
in CV .
Lemma 13. Suppose that for some ζ0 ∈ E− there exists the Fre´chet derivative Φ′(ζ0) ∈
L(E−;E). Then we have
1. dim Φ′(ζ0)E− = j and Φ′(ζ0)E− ⊂ CV . Moreover, h = ΠΦ′(ζ0)h for all h ∈ E−.
2. If Φ′(ζ0)E− ⊂ A′(Φ(ζ0)) then Φ′(ζ0) = Φ˜(Φ(ζ0)).
Proof. 1. By assumptions, we have
Φ(ζ0 + h)− Φ(ζ0) = Φ′(ζ0)h+ o(h) (5.17)
for all h ∈ E−. Taking Π on both sides of (5.17), we get h = ΠΦ′(ζ0)h + o(h) or, since
all the maps are linear and bounded, we get h = ΠΦ′(ζ0)h for all h ∈ E−. Thus, Φ′(ζ0) is
injective. Now for a fixed η ∈ E− put h = tη, where t > 0, in (5.17) to get as t→ 0
Φ(ζ0 + tη)− Φ(ζ0)
t
= Φ′(ζ0)η + o(1). (5.18)
Note that the left-hand side of (5.18) lies in the cone CV . Taking it to the limit as t → 0,
we get that Φ′(ζ0)η ∈ CV .
2. Since h = ΠΦ′(ζ0)h for all h ∈ E−, we get that Π is the left inverse of Φ′(ζ0) on the
image Φ′(ζ0)E−. If Φ′(ζ0)E− ⊂ A′(Φ(ζ0)), then it immediately follows from item 1 that
Φ′(ζ0)E− = A′(Φ(ζ0)) and since, by definition, Π is also the left-inverse for Φ˜(Φ(ζ0)) on
A′(Φ(ζ0)), we get the identity Φ′(ζ0) = Φ˜(Φ(ζ0)). 
For convenience sake, let us put Eζ := Φ′(ζ)E− if the Fre´chet derivative Φ′(ζ) ∈ L(E−;E)
is well-defined. Although our goal is to show that Eζ = A′(Φ(ζ)), we do not know this at
the present moment.
Lemma 14. Suppose that for some ζ0 ∈ E− there exists the Fre´chet derivative Φ′(ζ0) ∈
L(E−;E). Then for all t ≥ τ there also exists the Fre´chet derivative Φ′(ζ(t, ζ0)) ∈ L(E−;E)
and L(t; Φ(ζ0)) : Eζ0 → Eζ(t;ζ0) is an isomorphism.
Proof. Firstly, we will show that L(t; Φ(ζ0)) is injective on Eζ0 for t ≥ 0. Let t ≥ τ be fixed.
For ξ ∈ Eζ0 from (5.3) we have
− e2νtV (L(t,Φ(ζ0))ξ) + V (ξ) ≥ δ
∫ t
0
e2νs|L(s; Φ(ζ0))ξ|2Hds. (5.19)
By item 1 of Lemma 13 we have V (ξ) ≤ 0 and, consequently, V (L(t,Φ(ζ0))ξ) ≤ 0. Since
the projector Π is V -orthogonal (see Appendix A), we have −V (L(t,Φ(ζ0))ξ) ≤ ‖P‖ ·
‖ΠL(t; Φ(ζ0))ξ‖2E. From this and (5.19) we get
δ−1e2νt‖P‖ · ‖ΠL(t; Φ(ζ0))ξ‖2E ≥
∫ t
0
e2νs|L(s; Φ(ζ0))ξ|2Hds (5.20)
that immediately shows that L(t; Φ(ζ0)) is injective for t ≥ τ . In virtue of the cocycle
property for L, we have that L(t; Φ(ζ0)) is injective for all t ≥ 0. Put E(t) := L(t; Φ(ζ0))Eζ0
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that is a j-dimensional subspace of E. From (5.20) it is also follows that Π is injective on
E(t). Let Πt denote the restriction of Π onto E(t). Our aim is to show that Φ′(ζ(t; ζ0)) is
given by the inverse of Πt for t ≥ τ .
From Lemma 5 for a fixed t ≥ τ and h˜ ∈ E− we get that
ϕt(Φ(ζ0 + h˜))− ϕt(Φ(ζ0)) = L(t; Φ(ζ0)Φ′(ζ0)h˜+ o(h˜), (5.21)
where the smallness of o(h˜) should be understanded in the norm of E. Put
h := ΠtL(t; Φ(ζ0))Φ
′(ζ0)h˜. (5.22)
Then from (5.21), (5.22) and the Lipschitz property of Φ we have
Φ(ζ(t; ζ0) + h)− Φ(ζ(t; ζ0)) = Φ(Πϕt(Φ(ζ0)) + h)− Φ(Πϕt(Φ(ζ0))) =
= Φ(Πϕt(Φ(ζ0 + h˜) + o(h˜))− Φ(Πϕt(Φ(ζ0))) = ϕt(Φ(ζ0 + h˜))− ϕt(Φ(ζ0)) + o(h˜) =
= L(t; Φ(ζ0))Φ
′(ζ0) [ΠtL(t; Φ(ζ0))Φ′(ζ0)]
−1
h+ o(h) =
= Π−1t h+ o(h).
(5.23)
Thus, there exists the Fre´chet derivative Φ′(ζ(t, ζ0)) ∈ L(E−;E) and equals to Π−1t for all
t ≥ τ . The lemma is proved. 
The following lemma gives a criterion to determine the identity Φ′(ζ0) = Φ˜(Φ(ζ0)) and it
highly relies on the ideas from the proof of Theorem 1 in [1]. This is our final ingredient.
Lemma 15. Suppose that for some ζ0 ∈ E− and a sequence tk → −∞ there exists the
Fre´chet derivative Φ′(ζ(tk; ζ0)) ∈ L(E−;E) for all k = 1, 2, . . .. Then there also exists the
Fre´chet derivative Φ′(ζ0) ∈ L(E−;E) and Φ′(ζ0) = Φ˜(Φ(ζ0)).
Proof. At first note that Φ′(ζ0) exists thanks to Lemma 14. Let h ∈ E be fixed. Our aim
is to show that Φ′(ζ0)h ∈ A′(Φ(ζ0)). For this we will construct an amenable trajectory
ξ(·) of the cocycle (ψ, ϑ) passing through Φ′(ζ0)h at Φ(ζ0) (see Appendix A) and such that
Πξ(0) = h. Let us for every k = 1, 2, . . . define the trajectory ξk(t) for t ≥ tk as
ξk(t) := L(t− tk;ϕtk(Φ(ζ0)))ξk,0, (5.24)
where ξk,0 ∈ Eζ(tk;ζ0) is chosen in such a way that Πξk = h. Such ξk,0 exists and unique due
to Lemma 14. Note that V (ξk(t)) ≤ 0 for all t ≥ tk. As in the proof of Theorem 1 from [1],
from the estimate
δ−1‖P‖ · ‖h‖2E ≥
∫ 0
tk
e2νs|ξk(s)|2Hds (5.25)
we can obtain a subsequence of ξk(·) (we keep the same index) such that ξk(t) converges
in E to some ξ(t) uniformly in t from compact intervals. It is clear that ξ(t + s) =
L(t;ϕs(Φ(ζ0)))ξ(s) for all t ≥ 0 and s ∈ R, i. e. ξ(·) is the complete trajectory at Φ(ζ0),
which is amenable since V (ξ(t)) ≤ 0 for all t ∈ R (see Lemma 1 in [1]). Since Πξk(0) = h,
we have Πξ(0) = h. Moreover, ξ(0) ∈ Eζ0 since ξk(0) ∈ Eζ0 . Therefore, by item 1 of Lemma
13 we must have ξ(0) = Φ′(ζ0)h and, consequently, Φ′(ζ0)h ∈ A′(Φ(ζ0)). Now item 2 of
Lemma 13 gives us the identity Φ′(ζ0) = Φ˜(Φ(ζ0)). 
Proof of Theorem 6. Let us consider the space W := W 2,2(−τ, 0;Rn) endowed with the
usual Sobolev norm, which is embedded into H as E. Clearly, we have the continuous
embeddings F2 ⊂ W ⊂ F1. By Lemma 11 the map Φ: E− → F2 is locally Lipschitz and,
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consequently, it is locally Lipschitz as a map Φ: E− → W. Since Hilbert spaces satisfy the
Radon-Nikodym property, by the Rademacher theorem there exists the Fre´chet derivative
Φ′(ζ0) ∈ L(E−;W) for almost all ζ0 ∈ E−. In particular, we have the differentiability of
Φ: E− → F1 for almost all ζ0 ∈ E−.
It is easy to see that for almost all ζ0 ∈ E− for the sequence tk = −k we have the
conditions of Lemma 15 satisfied. Indeed, let us suppose that Φ′(ζ0) ∈ L(E−;F1) exists
for all ζ0 ∈ B, where B is a Borel set of full measure. For k = 1, 2, . . . consider the sets
Bk := ζk(B), where ζt(·) := ζ(t; ·) is the flow given by solutions of (5.11). Clearly, for
all ζ0 ∈ Bk there exists the Fre´chet derivative Φ′(ζ(−k; ζ0)) ∈ L(E−;F1). Since the map
ζ0 7→ ζ(t; ζ0) is a bi-Lipschitz homeomorphism of E−, Bk is a Borel set of full measure.
Therefore, the intersection
⋂∞
k=1 Bk is also a set of full measure.
Thus, Lemma 15 gives us the equality Φ′(ζ0) = Φ˜(Φ(ζ0)) for almost all ζ0 ∈ E−. From
item 2 of Lemma 11 and Lemma 17 we have that Φ: E− → F1 is continuously differentiable
with Φ′(ζ0) = Φ˜(Φ(ζ0)) for all ζ0 ∈ E−.
From above it immediately follows that A is a smooth submanifold in F1 (in particular,
in E or H 6) and the tangent space at v ∈ A is given by A′(v). By item 1 of Lemma 12
the vector field f is C1-smooth and, consequently, the flow ϕ on A is C1-smooth. The
differential of ϕt at v ∈ A is given by L(t; v) : A′(v) → A′(ϕt(v)) due to item 2 of Lemma
12. Thus, the theorem is proved. 
The following theorem is a generalization of Corollary 2.2 from [24], where the case of
ODEs in Rn with j = n is considered. The main idea is to use the quadratic form −V (·)
restricted to each tangent space A′(v) as a Riemannian metric on A. Condition (5.3) gives
a lower bound for the singular values of L(t; v) : A′(v) → A′(ϕt(v)) in this metric. This
lower bound can be used to estimate a product of the first l < j singular values through the
product of all j singular values, which, in turn, can be estimated through the trace that is
independent of metric changes.
Theorem 7. Let the semi-flow ϕ satisfy (H1),(H2) and (H3) as in (5.2). Suppose that
K is an invariant compact and for some d ∈ [0, j] we have
(j − d)ν + Tr(AL(v)) < 0 for all v ∈ K, (5.26)
where AL(·) is defined in (5.12). Then dimFK < d.
Proof. It is sufficient to estimate the fractal dimension of ΠK, which is an invariant compact
w. r. t. the flow given by (5.11) in E−. From Theorem 6 and Lemma 12 it follows that
the vector field f : E− → E− from (5.11) is C1-smooth and its derivative at ζ ∈ E− is
given by AL(Φ(ζ)). For any t ≥ 0 and ζ0 ∈ E− put L˜(t; ζ0) := ΠL(t; Φ(ζ0))Φ′(ζ0). Clearly,
L˜(t; ζ0) : E− → E− is the differential at ζ0 of the map E− 3 ζ0 7→ ζ(t; ζ0) ∈ E−. Let us
endow the space E− with any scalar product. Let σ1(t; ζ0) ≥ . . . ≥ σj(t; ζ0) denote the
singular values of L˜(t; ζ0) w. r. t. this scalar product. From the Liouville trace formula for
(5.12), we have
σ1(t; ζ0) · . . . · σj(t; ζ0) ≤ exp
(∫ t
0
TrA(ϕs(Φ(ζ0)))ds
)
. (5.27)
Now for a fixed t ≥ 0 and ζ0 ∈ E− let us consider the scalar products in E− defined trough
the quadratic forms (η, η)1 := −V (Φ′(ζ0)η) and (η, η)2 := −V (Φ′(ζ(t; ζ0))η) for all η ∈ E−.
6The topologies of F1,E and H coincide on A due to (EMB) from Theorem 1.
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Let E1 and E2 be the space E− endowed with scalar products (·, ·)1 and (·, ·)2 respectively.
Let σ′1(t; ζ0) ≥ . . . ≥ σ′j(t; ζ0) denote the singular values of L˜(t; ζ0) : E1 → E2. By the
CourantFischerWeyl min-max principle, we have for k = 1, . . . , j that
(σ′k(t; ζ0))
2
= sup
Wk⊂E−
inf
η∈Wk,η 6=0
(L˜(t; ζ0)η, L˜(t; ζ0)η)2
(η, η)1
, (5.28)
where the supremum is taken over all k-dimensional subspaces Wk of E−. From (5.3) with
ξ := Φ′(ζ0)η, r := t and v := Φ(ζ0) we have
(L˜(t; ζ0)η, L˜(t; ζ0)η)2
(η, η)1
≥ e−2νt. (5.29)
From this and (5.28) we have σ′k(t; ζ0) ≥ e−νt. Moreover, from (5.28) and the min-max
principle for σk it is also clear that there exists a constant C = C(t; ζ0) > 0 such that
σk(t; ζ0) ≥ C(t; ζ0)σ′(t; ζ0) for all t ≥ 0 and ζ0 ∈ E−. Moreover, since K is compact and
Φ′(ζ0) depend continuously on ζ0, there exists a constant CK > 0 such that σk(t; ζ0) ≥
CKσ′k(t; ζ0) ≥ CKe−νt for all t ≥ 0 and ζ0 ∈ ΠK. From this and (5.27) for any k = 1, . . . , j
we have
σ1(t; ζ0) · . . . σk(t; ζ0) = σ1(t; ζ0) · . . . · σj(t; ζ0)
σk+1(t; ζ0) · . . . · σj(t; ζ0) ≤
≤ C−(j−k)K exp
(∫ t
0
[(j − k)ν + Tr(A(ϕs(Φ(ζ0))))] ds
)
.
(5.30)
Not let d = k + δ, where k is a non-negative integer and δ ∈ (0, 1]. Since
σ1(t; ζ0) · . . . · σk(t; ζ0) · σsk+1 =
= (σ1(t; ζ0) · . . . · σk(t; ζ0))1−δ · (σ1(t; ζ0) · . . . · σk+1(t; ζ0))δ ,
(5.31)
from (5.30) we have
σ1(t; ζ0) · . . . · σk(t; ζ0) · (σk+1(t; ζ0))δ ≤
≤ C−(j−d)K exp
(∫ t
0
[(j − d)ν + Tr(A(ϕs(Φ(ζ0))))] ds
)
.
(5.32)
If (5.26) is satisfied then the right-hand side of (5.32) tends to 0 as t → +∞. But this
implies that dimF ΠK < d (see Theorem 2.1 from [10]) and since K = Φ(ΠK) and Φ is a
Lipschitz map, we get dimFK < d. 
6. An Example (continued)
Let us consider again the Suarez-Schopf model (4.1). Here we will provide conditions for
the existence of one-dimensional and two-dimensional inertial manifolds. These manifolds
will lie in the set CR for all sufficiently small R > 0. Let us consider the so-called transfer
function given by
W (p) =
1
1− αe−τp − p (6.1)
and the Lipschitz constant of Λ of x3 on [−√1 + α,√1 + α] that is Λ = 3 + 3α.
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Figure 1. A numerically obtained region in the space of parameters (τ, α)
of system (4.1), for which there exists a one-dimensional (blue) or a two-
dimensional (orange) inertial manifold.
Theorem 8. Suppose that there exists a number ν > 0 such that (4.4) does not have roots
with Re p = −ν and have exactly j roots with Re p > −ν. Moreover, let the frequency-domain
condition
|W (iω − ν)| < Λ−1 for all ω ∈ R (6.2)
be satisfied. Then there exists a j-dimensional smooth invariant manifold A, which attracts
exponentially fast every solution with initial conditions from CR for all sufficiently small
R > 0.
The conditions of Theorem 8 shows that the semi-flow ϕ generated by (4.4), where the
nonlinearity x3 changed to some C2-smooth function g(·), which coincides with x3 on CR
for a sufficiently small R > 0 and prolonged outside of CR preserving the Lipschitz constant,
satisfies (H1),(H2) and (H3) (see Section 5 of [3]). The conclusion of Theorem 8 follows
from Theorem 6 applied to ϕ and the invariance of sets CR.
On Fig. 1 it is shown a numerically obtained region in the space of parameters (τ, α),
where the conditions of Theorem 8 are satisfied with j = 1 or j = 2. One can see from it
that for sufficiently small parameters (τ, α) the dynamics is one-dimensional and there are
indeed no periodic orbits or homoclinics. However, both regions displayed on Fig. 1 are
contained in the larger region λ1 + λ2 < 0 considered in Problem 2, for which the absence
of periodic orbits and homoclinics is expected.
Appendix A. An addition to the reduction principle
Let Q be a metric space and ϑt : Q → Q, where t ∈ R, be a flow on Q. Let E be a real
Banach space. We say that the family of maps ψt(q, ·) : E→ E, where q ∈ Q and t ≥ 0, is a
cocycle in E over the driving system (Q, ϑ) if
1. ψ0(q, v) = v and ψt+s(q, v) = ψt(ϑs(q), ψs(q, v)) for all t, s ≥ 0, v ∈ H and q ∈ Q.
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2. ψt(q,E) ⊂ E for all t ≥ 0, q ∈ Q and the map (t, q, v) 7→ ψt(q, v) is continuous as a
map R+ ×Q× E→ E.
Now suppose that E is continuously embedded into some real Hilbert space H. We identify
elements of E and H under such an embedding. Let 〈v, f〉 denote the dual pairing between
v ∈ E and f ∈ E∗. If we identify H with its dual, then we may consider the dual (w. r. t.
E ⊂ H) embedding H ⊂ E∗. In this sense we also identify the elements of H and E∗. If
f ∈ H, then the pairing 〈v, f〉 coincides with the scalar product (v, f) in H.
Let P : E → E∗ be a bounded linear operator, i. e. P ∈ L(E;E∗). We say that P is
symmetric if 〈v1, Pv2〉 = 〈v2, Pv1〉 for all v1, v2 ∈ E. For a subspace L ⊂ E we say that
P is positive (respectively, negative) on L and write P
∣∣
L > 0 (respectively, P
∣∣
L < 0) if〈v, Pv〉 > 0 (respectively, 〈v, Pv〉 < 0) for all v ∈ L with v 6= 0.
(H1) There is P ∈ L(E;E∗), which is symmetric and such that E splits into the direct
sum of some subspaces E+ and E−, i. e. E = E+ ⊕ E−, such that P ∣∣E− < 0 and
P
∣∣
E+ > 0.
(H2) For some integer j > 0 we have dimE− = j.
(H3) For V (v) := 〈v, Pv〉 and some numbers δ > 0, ν > 0, τV ≥ 0 we have
e2νrV (ψr(q, v1)− ψr(q, v2))− e2νlV (ψl(q, v1)− ψl(q, v2)) ≤
≤ −δ
∫ r
l
e2νs|ψs(q, v1)− ψs(q, v2)|2Hds, (A.1)
for every u, v ∈ E, q ∈ Q and 0 ≤ l ≤ r such that r − l ≥ τV .
Note that due to the cocycle property it is sufficient to require that (H3) holds for l = 0
and any r ≥ τV .
Let the assumptions (H1) and (H2) be satisfied. Since E− is finite-dimensional and V (·)
is of constant sign on it, one can find the V -orthogonal complement of E− in E, which is
defined as follows. The symmetric bilinear form 〈v1,−Pv2〉 defines an inner product in E−.
Every v ∈ E gives rise to a continuous linear functional on E− as 〈·,−Pv〉. By the Riesz
representation theorem there exists a unique element Πv ∈ E− such that 〈·, Pv〉 = 〈·, PΠv〉.
Clearly, Π ∈ L(E;E). Put E⊥,V := Ker(I −Π). It is easy to verify that E = E⊥,V ⊕E− and
P is positive on E⊥,V . Thus, we can always assume that the subspaces E+ and E− from
(H1) are V -orthogonal in the sense that V (v) = V (v+) + V (v−), where v = v+ + v− is
the unique decomposition with v+ ∈ E+ and v− ∈ E−. We say that Π is the V -orthogonal
projector onto E−. For E = H this construction of V -orthogonal projectors also allows to
avoid the use of the continuous functional calculus for bounded self-adjoint operators in [1].
Let v(·) : R→ E be a continuous function. We say that v(·) is a complete trajectory of the
cocycle if there exists q ∈ Q such that v(t+ s) = ψt(ϑs(q), v(s)) for all t ≥ 0 and s ∈ R. In
this case we say that v(·) is passing through v(0) at q (or simple, v(·) is a complete trajectory
at q). Under (H3) a complete trajectory v(·) is called amenable if∫ 0
−∞
e2νs|v(s)|2Hds < +∞. (A.2)
Let us consider the following assumption.
(EMB) There is a number temb ≥ 0 such that ψt(q,H) ⊂ E for all q ∈ Q and there is a
constant Cemb > 0 such that
‖ψtemb(q, v1)− ψtemb(q, v2)‖E ≤ Cemb|v1 − v2|H for all q ∈ Q and v1, v2 ∈ H. (A.3)
NONLINEAR SEMIGROUPS FOR DELAY EQUATIONS 25
Note that for the case E = H (as in [1]) we have (EMB) satisfied with temb = 0 and
Cemb = 1. If (EMB) is satisfied, then for any amenable trajectory we, in fact, have∫ 0
−∞
e2νs‖v(s)‖2Eds < +∞. (A.4)
In the construction of invariant manifolds by the methods of [1] a compactness assumption
is required as follows
(COM) There exists tcom > 0 such that the map ψ
tcom(q, ·) : E→ E is compact for all q ∈ Q.
Let A(q) be the set of all amenable trajectories at q. A generalization of Theorem 1 from
[1] can be given as follows.
Theorem A.1. Let the cocycle ψ in E satisfy (H1),(H2), (H3), (EMB) and (COM).
Let Π be the V -orthogonal projector onto E−. If A(q) is not empty for some q ∈ Q, then
the map Πq := Π
∣∣
A(q)
: A(q)→ E− is a homeomorphism.
A proof can be given following the same arguments as in [1] and using the above remarks.
Note that we also considered a number τV ≥ 0 in (H1) (in [1] there was no such a number).
Such cocycles (with τV > 0) may appear after the linearization of semi-flows satisfying
(H3) on the invariant manifold given by Theorem (A.1). See Section 5 for an example.
Convergence theorems for periodic cocycles given in [1] can be also generalized to this
setting. Along with the frequency theorem from [3], which covers delay equations and
allows to construct operators as in (H3), this completely solves Problem 2 in [1].
Let the conditions of Theorem A.1 be satisfied. Then we can consider the map Φ: Q ×
E− → E defined as Φ(q, ζ) := Π−1q (ζ). For every fixed q the map Φ(q, ·) is a homeomorphism
between E− and A(q) due to Theorem A.1. In [1] it was posed a problem (see Problem 1
therein), whether the map Φ: Q×E− → E is continuous. Here we present a partial answer,
which extends the case of semi-flows and periodic cocycles studied in [1] and covers many
interesting cases arising in practise (see Remark 5 below).
Theorem A.2. Under the hypotheses of Theorem A.1 suppose in addition that for any
q ∈ Q there is a bounded complete trajectory wq(·) at q and there exists a constant M > 0
such that supt∈R |wq(t)|H ≤ M for all q ∈ Q. Let the map Φ(q, ·) be uniformly compact in
the sense that Φ(C,B) is precompact in H for any precompact C ⊂ Q and bounded B ⊂ E−.
Then the map Φ: Q× E− → E is continuous.
Proof. Let qk, q ∈ Q and ζk, ζ ∈ E−, where k = 1, 2, . . ., and qk → q, ζk → ζ as k → +∞. Let
vk(·), v(·) be amenable trajectories at qk and q respectively and such that Φ(qk, ζk) = vk(0)
and Φ(q, ζ) = v(0). Then from (H3) for l ≤ −τV we have
V (vk(0)− wqk(0))− e2νlV (vk(l)− wqk(l)) ≤ −δ
∫ 0
l
e2νs|vk(s)− wqk(s)|2Hds. (A.5)
If k is fixed, a subsequence lm, m = 1, 2, . . ., lm → −∞ as m → +∞ can be chosen7 such
that e2νlmV (vk(lm)− wqk(lm)) → 0 as m → +∞. Putting l = lm in (A.5) and taking it to
the limit as m→ +∞, we get
− δ−1V (vk(0)− wqk(0)) ≥
∫ 0
−∞
e2νs|vk(s)− wqk(s)|2Hds (A.6)
7Since vk(·) and wqk (·) are amenable, we have
∫ 0
−∞ e
2νs‖vk(s)−wqk (s)‖2Eds < +∞. To get lm one may
apply the mean value formula to the previous integral on [l − 1, l] for l = −1, 2, . . ..
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Since E+ and E− are V -orthogonal, we have −V (vk(0)− wqk(0)) ≤ ‖Π‖ · ‖ζk −Πwqk(0)‖2E.
Using the uniform boundedness of wqk we have(∫ 0
−∞
e2νs|vk(s)− wqk(s)|2Hds
)1/2
≥
(∫ 0
−∞
e2νs|vk(s)|2Hds
)1/2
−
−
(∫ 0
−∞
e2νs|wqk(s)|2Hds
)1/2
≥
(∫ 0
−∞
e2νs|vk(s)|2Hds
)1/2
− M
2ν
.
(A.7)
From this and (EMB) there exists a constant M˜ (independent of k) such that
M˜ ≥
∫ 0
−∞
e2νs‖vk(s)‖2Eds. (A.8)
Now suppose that Φ(qk, ζk) = vk(0) does not converge in E to v(0) = Φ(q, ζ). Then for a
subsequence (we keep the same index) we have that |vk(0)− v(0)|E is separated from zero.
Let us for every k consider the integral in (A.8) on segments [l− 1, l], where l = −1,−2, . . ..
Using the mean value theorem, we get a family of numbers t
(l)
k ∈ [l − 1, l] such that vectors
vk(t
(l)
k ) are bounded in E uniformly in k and the bound depends on l. Taking a subsequence,
if necessary, we may assume that t
(l)
k → tl as k → +∞ for some tl ∈ [l − 1, l]. For a fixed
l let us consider C := {ϑt(l)k (qk) | k = 1, 2, . . .} and B := {Πvk(t(l)k ) | k = 1, 2, . . .}. Clearly,
C is precompact and B is bounded. Then vk(t(l)k ) lies in the precompact (in H) set Φ(C,B).
Thus, there exist a converging subsequence. Using Cantor’s diagonal argument, we may
assume that vk(t
(l)
k ) converges in H to some vl ∈ H as k → +∞ for all l = −1,−2, . . .. Let
us define vl(t) := ψ
t−tl(ϑtl(q), vl) for t ≥ tl. From (EMB), we have that vk(t) → vl(t) as
k → +∞ for t > tl + temb. This implies that vl−1(t) = vl(t) for all l and all t > tl + temb.
For any t ∈ R define v∗(t) := vl(t), where l such that t > tl + temb. Then v∗(·) is a complete
trajectory at q and vk(t) → v∗(t) in E for all t ∈ R. From (A.8) it follows that v∗(·) is
amenable. Since Πvk(0) = ζk → Πv∗(0) and ζk → ζ, we must have Πv∗(0) = ζ. But since
v(·) and v∗(·) are both amenable at q and Πq is a homeomorphism, we must have v ≡ v∗
and, consequently, thanks to (EMB), vk(0)→ v(0) in E. This leads to a contradiction. 
Remark 5. Let us discuss the conditions of Theorem A.2. The existence of bounded complete
trajectories at each q ∈ Q is natural in the following two cases. The first one is when (Q, ϑ)
is a minimal almost periodic (in the sense of Bohr) flow. In this case this condition will
be satisfied if there is a bounded in the future semi-trajectory at some q, i. e. when the
limit dynamics is non-trivial. The second case is when the cocycle is linear (as in Section
5). Here the zero trajectory at each q satisfies the required property. The assumption of
uniform compactness for Φ is linked with some smoothing properties of the cocycle. It will
be satisfied, for example, if there is a Banach space F, which can be compactly embedded in
H and contains all the complete trajectories of the cocycle (under such an embedding), and
the estimate ‖Φ(q, ζ)‖F ≤ R(‖ζ‖E) is satisfied for some continuous function R : R+ → R+
and for all ζ ∈ E− and q ∈ Q (as in Lemma 11).
Now we proceed further to show that the family of sets A(q) has properties of inertial
manifolds.
(ULIP) Under (EMB) for any T > 0 there exist constants C ′T > 0 and C
′′
T > 0 such that
for all t ∈ [temb, temb + T ], q ∈ Q and v1, v2 ∈ H we have
‖ψt(q, v1)− ψt(q, v2)‖E ≤ C ′T |v1 − v2|H. (A.9)
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and for all v1, v2 ∈ E and t ∈ [0, T ].
‖ψt(q, v1)− ψt(q, v2)‖E ≤ C ′′T ‖v1 − v2‖E. (A.10)
Lemma 16. Under the hypotheses of Theorem A.1 suppose in addition that (ULIP) is
satisfied. Let A(q) be non-empty for some q ∈ Q. Then Φ(q, ·) : E− → E is Lipschitz
uniformly in q ∈ Q. In particular, A(q) is a Lipschitz submanifold in E.
The exponential attraction is also a natural feature of the family A(q) and it is linked
with the following assumption.
(RATE) There is α ∈ (0, ν) such that (H1), (H2), (H3) are satisfied with ν changed to
ν − α, the same j and τV , but with a possibly different operator P and the number
δ.
In applications, the operator P from (H3) is obtained from various versions of the so-
called non-singular frequency theorem [3], which conditions include a certain strict inequality
(the so-called frequency inequality or frequency condition) with a continuously depending
on ν function [1, 4, 3, 25, 26]. In this case there is always a possibility of taking ν smaller.
It turns out that the parameter α > 0 from (RATE) estimates the rate of attraction by the
family of Lipschitz manifolds A(q). The following theorem is a generalization of Corollary 2
from [26], where the case of certain autonomous parabolic equations is considered.
Theorem A.3. Under the hypotheses of Theorem A.1 suppose in addition that Q is compact
and (ULIP) is satisfied. Suppose that A(q) is not empty for all q ∈ Q. Then for α > 0 from
(RATE) there exists a constant Mα > 0 such that for any set B ⊂ E, which is bounded in
E, and for any v0 ∈ B and q ∈ Q such that v(t) = ψt(q, v0) lies in B for t ≥ 0, we have
distE
(
ψt(q, v0),A(ϑ
t(q))
) ≤ diamE(B)Mαe−αt for all t ≥ 0. (A.11)
Proof. Let v1,0, v2,0 ∈ E be fixed. Considering (H3) for v1(t) = ψt(q, v1,0) and v2(t) =
ψt(q, v2,0), we get for all r = t ≥ τV + temb + 1
δ−1‖P‖e−2νt‖v1(0)− v2(0)‖2E + δ−1‖P‖ · ‖Π(v1(t)− v2(t))‖2E
≥
∫ t
0
e2ν(s−t)|v1(s)− v2(s)|2Hds ≥
∫ t−temb
t−temb−1
e2ν(s−t)|v1(s)− v2(s)|2Hds.
(A.12)
Applying the mean value theorem to the last integral and using (ULIP) we get that there
exists constants C1, C2 > 0 (independent of v1,0, v2,0) such that
‖v1(t)− v2(t)‖2E ≤ C1e−2νt‖v1(0)− v2(0)‖2E + C2‖Π(v1(t)− v2(t))‖2E. (A.13)
Not let v0 ∈ B and suppose that v(t) = ψt(q, v0) lies in B for t ≥ 0. Without loss of
generality, we may assume that B is closed. Let us fix t as above and consider the amenable
trajectory v∗1(·) at q and such that Πv∗1(t) = Πv(t). Using (A.12) with v1(·) = v(·) and
v2(·) = v∗1(·), we get
distE(v(t),A(ϑ
t(q))) ≤ ‖v(t)− v∗1(t)‖E ≤
√
C1e
−νt‖v(0)− v∗1(0)‖E. (A.14)
Since Q is compact, v(t) lies in B and (COM) is satisfied, the ω-limit set of the trajectory
v(·) is not empty and its fibres lie in B. Thus, there exists an amenable trajectory v∗2(·) at
q, which lies in this ω-limit set and, in particular, in B. Since V (v∗1(s) − v∗2(s)) ≤ 0 for all
s ∈ R due to the amenability (see Lemma 1 in [1]), from (H3) we get∫ t
−∞
e2νs|v∗1(s)− v∗2(s)|2Hds ≤ δ−1‖P‖ · e2νt · ‖v∗1(t)− v∗2(t)‖2E. (A.15)
28 MIKHAIL ANIKUSHIN
Estimating the integral from below by the integral on [−temb − 1, 0] and using the mean
value theorem along with (ULIP), we get that for some constant M > 0 we have
‖v∗1(0)− v∗2(0)‖E ≤Meνt‖v∗1(t)− v∗2(t)‖E. (A.16)
However, we need a modification of the latter inequality. Due to (RATE) we may apply
Theorem A.1 to the cocycle satisfying (H3) with the parameter ν changed ν′ = ν − α and
with possibly different operator P and number δ. It is not hard to see that Theorem A.1
gives the same family of sets A(q) (one-side inclusion is obvious from the definition and
their coincidence follows from the coincidence of dimensions). Thus, we may repeat the
same arguments as in deducing (A.16) to get a constant M ′α > 0 such that
‖v∗1(0)− v∗2(0)‖E ≤M ′αe(ν−α)t‖v∗1(t)− v∗2(t)‖E. (A.17)
Since v∗1(0) ∈ B, it is clear that ‖v(0)− v∗2(0)‖E ≤ diamE(B). We also have that v∗1(t), v∗2(t)
belongs to the set Φ(ϑt(q),ΠB). From the Lipschitz property of Π and, thanks to Lemma
16, uniform (in q) Lipschitz property of Φ(q, ·) there is a constant C˜ > 0 such that ‖v∗(t)−
v∗2(t)‖E ≤ C˜ diamE(B). From this, (A.17) and (A.14) we get
distE(v(t),A(ϑ
t(q))) ≤
√
C1e
−νt (‖v(0)− v∗1(0)‖E + ‖v∗1(0)− v∗2(0)‖E) ≤
≤
√
C1e
−νt
(
diamE(B) + C˜M ′αe(ν−α)t diamE(B)
)
≤
≤
√
C1(1 + C˜M
′
α)e
−αt diamE(B).
(A.18)
Note that we assumed that t ≥ τV + temb + 1. Using the second part of (ULIP), we can
get the corresponding inequality for all t ≥ 0 by changing the constant if necessary. So, the
theorem is proved. 
Appendix B. A lemma on the differentiability of Lipschitz mappings
In what follows E denotes an arbitrary real Banach space. Since we do not assume that E
satisfies the Radon-Nikodym property (and, in fact, the space E from Section 5 is the space
of continuous functions, for which it is known that this property is not satisfied), it is not a
priori known that a Lipschitz function F : Rj → E is differentiable almost everywhere. So,
we postulate this differentiability as an additional hypothesis. Our interest is to apply the
lemma below to the function F := Φ, where Φ is defined in Section 5.
Lemma 17. Let F : Rj → E be a Lipschitz function such that its Fre´chet derivative F ′(x) ∈
L(Rj ;E) exists for almost all x ∈ Rj. Assume in addition that there exists a continuous
function F˜ : Rj → L(Rj ;E) such that F ′(x) = F˜ (x) for almost all x ∈ Rj. Then F is
continuously differentiable and F ′(x) = F˜ (x) for all x.
Proof. Let us start with the case j = 1. The Lipschitz continuity implies that F is absolutely
continuous and, consequently, for all x ∈ R we have
F (x)− F (0) =
∫ x
0
F ′(y)dy =
∫ x
0
F˜ (y)dy. (B.1)
Since the function on the right-hand side is continuously differentiable with its derivative
F˜ (x), the same holds for F (·).
Now let us consider, for simplicity of notation, the case j = 2 (the case j > 2 can be
considered analogously). Let D denote the unit disk and S1 denote the unit circle in R2. Our
aim is to show that for all x ∈ R2 there is a dense subset of ξ ∈ (S1 + x) for which we have
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F (x+ tξ)−F (x) = tF˜ (x)ξ+ o(t) as t→ 0+, where t ∈ [0, 1]. Without loss of generality, we
may assume that x = 0. Let D˜ denote the set of all y ∈ D for which we have F ′(y) = F˜ (y).
By assumption, λ2(D˜) = λ2(D) = pi, where λ2(·) denotes the two-dimensional Lebesgue
measure. Consider the partition of D onto closed unit segments Iα by the angle α ∈ [0, 2pi],
i. e. I0 := {(x1, 0) ∈ R2 | x1 ∈ [0, 1]} and Iα is given by the rotation of I0 by α. From the
Fubini theorem we have
pi = λ2(D˜) = 1
2
∫ 2pi
0
λ1(Iα ∩ D˜)dα, (B.2)
where λ1 denotes the one-dimensional Lebesgue measure. Consider the set Ck of all α ∈
[0, 2pi] such that λ1(Iα ∩ D˜) ≥ 1 − 1/k. From (B.2) it immediately follows that Ck is a
set of full measure in [0, 2pi]. Then the set
⋂∞
k=1 Ck is also a set of full measure in [0, 2pi].
In particular, there is a dense set of α ∈ [0, 2pi], for which F ′(y) exists and F ′(y) = F˜ (y)
for almost all y ∈ Iα. Let ξα ∈ Iα be the unique unit vector, i. e. Iα =
⋃
t∈[0,1]{tξα}.
Then for such α the derivative of the Lipschitz function Fα(t) = F (tξα) exists and coincides
with F˜ (tξα)ξ for almost all t ∈ [0, 1]. From the previous case (j = 1), we have that Fα is
differentiable at t = 0 and F (tξα)− F (0) = tF˜ (0)ξα + o(t).
Now we will prove that F (x + h) − F (x) = F˜ (x)h + o(h) as h → 0. Let ε > 0 be fixed.
Our aim is to find δ > 0 such that for some C > 0 (independent of δ)
‖(F (x+ h)− F (x)− F˜ (x)h)‖E ≤ Cε|h| (B.3)
provided that |h| < δ. Let ξl, where l = 1, 2, . . . , L for some L > 0 be an ε-net on S1 such
that F (tξl)− F (0) = tF˜ (0)ξl + o(t) as t→ 0 for any l. Then we can find δ > 0 such that if
|t| < δ then
‖F (tξl)− F (0)− tF˜ (0)ξl‖E < ε|t|. (B.4)
for all l. For any h ∈ R2 we put ξ := h|h| . Then h = |h|ξ, where ξ ∈ S1. Let 1 ≤ l0 ≤ L be
such that |ξl0 − ξ| < ε. Since F is Lipschitz and F˜ (x) is bounded, there exists a constant
C > 0 such that
‖(F (x+ h)− F (x)− F˜ (x)h)‖E ≤ ‖F (x+ h)− F (x+ |h|ξl0)‖E+
+‖F (x+ |h|ξ)− F (x)− |h|F˜ (x)ξl0‖E + ‖F˜ (x)(|h|ξl0 − h)‖E ≤ Cε|h|
(B.5)
provided that |h| < δ. This gives the desired differentiability. Thus, F ′(x) = F˜ (x) for all
x ∈ R2 and the lemma is proved. 
Note that the Lipschitz condition in Lemma 17 is essential. The Cantor staircase function
shows that at least the absolute continuity should be required in the case j = 1. When j > 1
the proof highly relies on the Lipschitz continuity.
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