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log ht = α(t) + δ(t) log ht−1 + ut, ut = συt, t = 1, · · · , T
rt ≡ (εt, ut)





其中P (α(t) = α1, δ(t) = δ1) = p, P (α(t) = α2, δ(t) = δ2) = 1− p, t = 1, . . . , T . 这
个模型引入了相关误差,而且它的系数是随机变动的，因此此模型可以看成是随
机系数随机波动模型,或者是马尔科夫随机波动模型的一个特例. 我们利用贝叶

















The basic stochastic volatility model specifies that conditional volatility follows a
log-normal auto-regressive model with innovations assumed to be independent of the
innovations in the conditional mean equation. Since the practical methods for inference
in the basic volatility model, it has been observed that the basic model is too restrictive
for many financial series. In this paper, we propose a new model: Mixture stochastic




log ht = α(t) + δ(t) log ht−1 + ut, ut = συt, t = 1, · · · , T
rt ≡ (εt, ut)





where P (α(t) = α1, δ(t) = δ1) = p, P (α(t) = α2, δ(t) = δ2) = 1 − p, t = 1, . . . , T .
The coefficients of MSV are stochastic, thus this model can be viewed as a random
coefficient stochastic volatility model, or a special case of Markov stochastic volatility
model. Using the Bayesian Markov Chain Monte Carlo method, we show the details of
the MCMC algorithm about MSV and the results of simulation.
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出了自回归条件异方差(ARCH:Auto Regressive Conditional Heteroskedasticity)模
型. ARCH模型的核心思想是, 某一特定时期的随机误差的方差不仅取决于以





GARCH)模型,以及Zhang, Li, Yuan(2006)推广的MGARCH(Mixture GARCH)模型
等等.
目前, 用来描述异方差的模型一般有两类: 其一为我们在上文中提到





易量的联合分布特征时引入的. Hull , White(1987)引入连续的SV模型, 他们采
用几何布朗运动将Black-Scholes公式推广到时变波动时的情形. 在这之后人们
将基本的SV模型推广为有重尾的和有相关误差的SV模型, 以更好的描述金融
时间序列的特性. Jacquier, Polson, Rossi(1994)(简记为JPR)利用了贝叶斯MCMC















































i=1 αipi(x),其中诸αi > 0,
∑n
i=1 αi = 1, pi(x)是








2.2 Markov Chain Monte Carlo(MCMC)方法
























2.2 Markov Chain Monte Carlo(MCMC)方法







这便是Monte Carlo积分,当X1, · · · , Xn是平稳分布π(x)的Markov过程的样本时，
有:
f̂n




设X = (X1, · · · , Xn)的密度函数为π(x), 任意固定T ⊂ N ,在给定X−T =









































元素Gibbs抽样(single-site Gibbs sampler), 单元素Gibbs抽样是最简单的MCMC.
当T = {i}时, 单元素Gibbs抽样是在给定x1, · · · , xi−1, xi+1, · · · , xn下, 由xi关













(2) · · · · · ·























(4) · · · · · ·







1 , · · · , x
(t)






) = π(x1|x2, · · · , xn)π(x2|x
′
1, x3, · · · ,
xn) · · ·π(xn|x
′







任意选择一个不可约转移概率q(., .)以及一个函数α(., .), 0 < α(., .) ≤ 1,对任
意组合(x, x
′
)(x ̸= x′) ,定义
p(x, x
′








此方法的实施比较直观: 如果链在t时刻处于状态x，即X(t) = x, 则首先
由q(.|x)产生一个潜在的转移x −→ x′ , 然后根据概率α(x, x′)决定是否转移. 也
就是说,在潜在的转移点x′找到后,以概率α(x, x′)接受x′作为链在下一时刻的状
态值, 而以概率1 − α(x, x′)拒绝转移到x′ , 从而链在下一时刻仍处于状态x. 一




































































证明: 若x = x′ ,显然(2.2)式成立. 设x ̸= x′ ,则
π(x)p(x, x
′
















































































































































Gibbs抽 样 是 一 种 单 元 素Metropolis-Hastings算 法, 它 是 取q(x′ −→
x)为π(xi|x−i), 此时α(x

















金融时间序列常常都表现出以下几个特点: 1.重尾分布性(heavy tailed): 金
融资产价格不服从正态分布, 其分布的峰度远远大于正态分布; 2. 波动聚类
性(volatility clustering): 金融时间序列的方差随时间变化, 并表现出一定的相关
















j=1 βjht−j, t = 1, · · · , T
其中q, p ≥ 0的整数, α0 > 0, αi, βj ≥ 0. εt, ht相互独立. εt ∼ N(0, 1), εt i.i.d, t =
1, · · · , T .
在GARCH模型中, 最流行的为GARCH(1,1)模型, 既当p = 1, q = 1时, 这
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