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LetA be an algebra andM be anA-bimodule. Let X be inA and
δ :A→M be a linear map which satisﬁes δ(AB) = δ(A)B + Aδ(B)
for all A,B ∈Awith AB = X . It is shown that δ is a Jordan derivation
if δ is continuous and X is left (or right) invertible. Also, it is shown
that δ is a derivation if X is idempotent such that for M ∈M the
condition XA(I − X)M = 0 implies (I − X)M = 0 and the condition
MXA(I − X) = 0 impliesMX = 0.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
LetA be an algebra andM be anA-bimodule. A linear map δ :A→M is called a derivation if
δ(AB) = δ(A)B + Aδ(B) (1.1)
for all A,B ∈A. Also, a linear map δ :A→M is called a Jordan derivation if δ(A2) = δ(A)A + Aδ(A) for
all A ∈A. The standard problem is to ﬁnd conditions implying that a Jordan derivation is actually a
derivation. A number of papers studied this problem, see [2] and references therein.
Observe that a Jordan derivation is a linear mapwhich satisﬁes the derivation equation (1.1) when-
ever A = B. Recently, there has been a growing interest in the study of linear maps which satisfy the
derivation equation for special pairs of A and B. For example, papers [3,4,7,10,11] studied linear maps
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which satisfy the derivation equation whenever AB = 0. Papers [12,13,14] studied linear maps which
satisfy the derivation equation when AB is a ﬁxed invertible element.
In the present note, we pursue this line of investigation for Banach algebras. We shall study two
types of linear maps. One of them are continuous linear maps from a Banach algebra into its Banach
bimodule which satisfy the derivation equation when AB is a ﬁxed left (or right) invertible element.
Another are linear maps from a Banach algebra into its bimodule satisfying the derivation equation
when AB is a ﬁxed idempotent which is faithful (see Definition 2.5). We show that the former is a
Jordan derivation and the latter is a derivation. The key is a simple observation: given an element A in
a unital Banach algebra, I − λA is invertible for all λ ∈ Cwith |λ| < 1‖A‖ .
2. Results and proofs
We begin with a definition.
Deﬁnition 2.1. Suppose thatA is a Banach algebra andM is anA-bimodule. Let W be inA. We
say thatW is a left (or right) separating point ofM if the conditionWM = 0 (orMW = 0) forM ∈M
impliesM = 0.
It is easy to see that left (right) invertible elements inA are left (right) separating points ofM.
Theorem 2.2. LetA be a Banach algebra with unity I andM be a unital BanachA-bimodule. Suppose
that W inA is a left or right separating point ofM. Let δ :A→M be a continuous linear map. Then the
following are equivalent.
(1) δ(AB) = δ(A)B + Aδ(B) for all A,B ∈A with AB = W .
(2) δ is a Jordan derivation and satisﬁes that δ(WA) = δ(W)A + Wδ(A) and δ(AW) = δ(A)W + Aδ(W)
for all A ∈A.
Proof. First suppose that the condition (1) holds. Since IW = WI = W , it follows that δ(W) = δ(I)W +
Iδ(W) and δ(W) = δ(W)I + Wδ(I). So δ(I)W = Wδ(I) = 0 and hence δ(I) = 0.
Let A be inA. For scalars λwith |λ| < 1‖A‖ , I − λA is invertible inA. Indeed, (I − λA)−1 =
∑∞
n=0 λnAn.
It is obvious that (I − λA)((I − λA)−1W) = W . So
δ(W) = δ(I − λA)((I − λA)−1W) + (I − λA)δ((I − λA)−1W)
= −λδ(A)
∞∑
n=0
λnAnW + (I − λA)δ
( ∞∑
n=0
λnAnW
)
= −
∞∑
n=0
λn+1δ(A)AnW + (I − λA)
∞∑
n=0
λnδ(AnW)
= δ(W) +
∞∑
n=1
λn(δ(AnW) − δ(A)An−1W − Aδ(An−1W)).
In the third equality the continuity and linearity of δ are used. So
∞∑
n=1
λn(δ(AnW) − δ(A)An−1W − Aδ(An−1W)) = 0
for all scalars λ with |λ| < ‖A‖−1. Consequently,
δ(AnW) − δ(A)An−1W − Aδ(An−1W) = 0
for all n = 1, 2, . . .. In particular, we have
δ(AW) = δ(A)W + Aδ(W)
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and
δ(A2W) = δ(A)AW + Aδ(AW).
Hence
δ(A2W) = δ(A)AW + A(δ(A)W + Aδ(W))
and
δ(A2W) = δ(A2)W + A2δ(W).
Comparing last two equalities, we get
(δ(A2) − δ(A)A − Aδ(A))W = 0.
IfW is a right separating point ofM, the above equation gives δ(A2) − δ(A)A − Aδ(A) = 0.
Similarly, using Eq. (W(I − λA)−1)(I − λA) = W we get
δ(WA) = δ(W)A + Wδ(A)
and
δ(WA2) = δ(WA)A + WAδ(A).
Hence
W(δ(A2) − δ(A)A − Aδ(A)) = 0.
IfW is a left separating point ofM, the above equation gives δ(A2) − δ(A)A − Aδ(A) = 0.
Now suppose that the condition (2) holds. Let A and B be inAwhich satisfy AB = W . Then
δ(BW) = δ(BAB) = δ(B)AB + Bδ(A)B + BAδ(B)
= δ(BW) − Bδ(W) + Bδ(A)B + BAδ(B)
and
δ(WA) = δ(ABA) = δ(A)BA + Aδ(B)A + ABδ(A)
= δ(A)BA + Aδ(B)A + δ(WA) − δ(W)A.
So B(δ(W) − δ(A)B − Aδ(B)) = 0 and (δ(W) − δ(A)B − Aδ(B))A = 0. HenceW(δ(W) − δ(A)B − Aδ(B)) = 0
and (δ(W) − δ(A)B − Aδ(B))W = 0. In either cases thatW is a left or right separating point ofM, there
holds δ(W) − δ(A)B − Aδ(B) = 0.
The proof is complete. 
An immediate but noteworthy corollary to Theorem 2.2 is:
Corollary 2.3. LetA be a Banach algebra with unity I andM be a unital BanachA-bimodule. Let δ :
A→M be a continuous linear map. Then δ satisﬁes the condition δ(AB) = δ(A)B + Aδ(B) for all A,B ∈A
with AB = I if and only if δ is a Jordan derivation.
Remark 2.4. If every continuous Jordan derivation fromA intoM is a derivation, then every contin-
uous linear map fromA intoM which satisﬁes the derivation equation when AB is a ﬁxed left (or
right) separating point ofM is a derivation. This is case whenA is a C∗-algebra [8], or a CSL algebra
[9]. However, there exist continuous Jordan derivationswhich are not derivations [1,2,8]. This together
with Corollary 2.3 tells us that continuous linear maps which satisfy the derivation equation when
AB = I are not necessarily derivations.
We now turn to another type of maps which are necessary derivations.
Deﬁnition 2.5. LetA be a Banach algebra with unity I andM be anA-bimodule. An idempotent P
inA is called faithful with respect toM if one of the following holds.
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(1) For M ∈M, the condition (I − P)APM implies PM = 0 and the condition PA(I − P)M = 0 im-
plies (I − P)M = 0.
(2) For M ∈M, the condition MPA(I − P) implies MP = 0 and the condition M(I − P)AP = 0 im-
pliesM(I − P) = 0.
(3) For M ∈M, the condition (I − P)APM implies PM = 0 and the condition M(I − P)AP = 0 im-
pliesM(I − P) = 0.
(4) ForM ∈M, the condition PA(I − P)M = 0 implies (I − P)M = 0 and the conditionMPA(I − P)
impliesMP = 0.
It is evident that if an idempotent P is faithful then I − P is also faithful.
Theorem 2.6. LetA be a Banach algebra with unity I andM be anA-bimodule. Suppose that P is a
non-trivial idempotent element inAwhich is faithful with respect toM. Let δ :A→M be a linear map
which satisﬁes δ(AB) = δ(A)B + Aδ(B) whenever AB = P for A,B ∈A. Then δ is a derivation.
Proof. We assume that Definition 2.5 (4) holds. The proof for other cases is completely analogous.
First we reduce our discussions to the case δ(P) = 0. Since PP = P, it follows that δ(P) = δ(P)P +
Pδ(P). From this, we get that Pδ(P)P = (I − P)δ(P)(I − P) = 0. Then δ(P) = Pδ(P)(I − P) + (I − P)δ(P)P.
Let T = Pδ(P)(I − P) − (I − P)δ(P)P. For A ∈A, deﬁne (A) = δ(A) − (AT − TA). Then  is a linear map
onAwhich satisﬁes the condition that δ satisﬁes. Moreover (P) = 0. Clearly, δ is a derivation if and
only if  is a derivation. So in the sequel, we assume that δ(P) = 0.
Nextwedescribe theproperties of δ(I). Since IP = P, Iδ(P) + δ(I)P = 0. So δ(I)P = 0. Similarly, Pδ(I) =
0. Moreover, δ(I − P)P = Pδ(I − P) = 0 since δ(P) = 0.
Let P1 = P and P2 = I − P1. For 1 i, j  2, writeAij = PiAPj andMij = PiMPj . ThenA =A11 +
A12 +A21 +A22. This is so-called the Peirce decomposition ofA. Our ﬁrst step is to show that each
Aij is left invariant by δ in some sense.
Step 1. δ(Aij) ⊆Mij , 1 i, j  2, and δ(I) = 0.
We take four substeps.
Step 1.1. The goal is to show that δ(A11) ⊆M11.
Let A11 be inA11. For a scalar λ with 0 < |λ| < 1‖A11‖ , the elements P1 and P1 − λA11 are invertible
inA11. Thus A11 is a linear combination of two invertible elements inA11. Now, by the linearity of δ,
we may suppose that A11B11 = B11A11 = P1 for some B11 inA11. Then we have
δ(A11)B11 + A11δ(B11) = 0 (2.1)
and
δ(B11)A11 + B11δ(A11) = 0. (2.2)
Since A11(B11 + P2) = P1, it follows that
δ(A11)(B11 + P2) + A11δ(B11 + P2) = 0.
This together with Eq. (2.1) and the fact that P1δ(P2) = 0 gives δ(A11)P2 = 0. Similarly since (B11 +
P2)A11 = P1, it follows that
δ(B11 + P2)A11 + (B11 + P2)δ(A11) = 0.
This together with Eq. (2.2) and the fact that δ(P2)P1 = 0 gives P2δ(A11) = 0. Consequently, δ(A11) =
P1δ(A11)P1 ∈M11, reaching the goal.
Step 1.2. The goal is to show that δ(A12) ⊆M12 and δ(I) = 0.
Let A12 be inA12. Since (P1 + A12)P1 = P1, it follows that
δ(P1 + A12)P1 + (P1 + A12)δ(P1) = 0.
This together with the fact δ(P1) = 0 gives δ(A12)P1 = 0. On the other hand, since (P1 + A12)(I − A12) =
P1, we have
δ(P1 + A12)(I − A12) + (P1 + A12)δ(I − A12) = 0.
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Hence since δ(P1) = δ(A12)A12 = 0, we have
δ(A12) + (P1 + A12)δ(I − A12) = 0. (2.3)
From this, we see that P2δ(A12) = 0. Consequently, δ(A12) = P1δ(A12)P2 ∈M12.
Now Eq. (2.3) becomes A12δ(I) = 0 for all A12 ∈A12. Since we have assumed that Definition 2.5 (4)
holds, it follows that P2δ(I) = 0. This together with P1δ(I) = 0 obviously gives δ(I) = 0.
Step 1.3. The goal is to show that δ(A21) ⊆M21.
Let A21 be inA21. Since P1(P1 + A21) = P1, it follows that
P1δ(P1 + A21) + δ(P1)(P1 + A21) = 0.
This together with the fact δ(P1) = 0 gives P1δ(A21) = 0. On the other hand, since (I − A21)(P1 + A21) =
P1, we have
δ(I − A21)(P1 + A21) + (I − A21)δ(P1 + A21) = 0.
Since δ(P1) = P1δ(A21) = 0, we have
δ(A21) + δ(I − A21)(P1 + A21) = 0.
Fromthis,wesee that δ(A21)P2 = 0.Consequently, δ(A21) = P2δ(A21)P1 ∈M21, completing this substep.
Step 1.4. The goal is to show that δ(A22) ⊆M22.
Let A22 be inA22. Since (P1 + A22)P1 = P1(P1 + A22) = P1, we have
δ(P1 + A22)P1 + (P1 + A22)P1 = 0
and
δ(P1)(P1 + A22) + P1δ(P1 + A22) = 0.
From those, we see that δ(A22)P1 = P1δ(A22) = 0. So δ(A22) = P2δ(A22)P2 ∈M22.
The proof of the step 1 is complete.
In the next step,we shall complete the proof of the theorem. LetA =∑2i,j=1 Aij and B =∑2i,j=1 Bij . Our
aim is to show that δ(AB) = δ(A)B + Aδ(B). It is obviously sufﬁcient to show that δ(AijBkl) = δ(Aij)Bkl +
Aijδ(Bkl). When j /= k, from the step 1 we know that both sides of the above equation are zero. So we
need to verify the equation only for j = k.
Step 2. δ(AijBjl) = δ(Aij)Bjl + Aijδ(Bjl),Aij ∈Aij ,Bjl ∈Ajl , 1 i, j, l  2.
We shall take eight substeps to exhaust all probabilities. In what follows, when we write Aij , it
indicates that Aij ∈Aij .
Step 2.1. The goal is to show that δ(A11B12) = δ(A11)B12 + A11δ(B12).
As in Step 1.1, we only consider the invertible A11. A simple computation shows that (A11 + A11B12)
(A−1
11
+ B12 − P2) = P1. It follows that
δ(A11 + A11B12)(A−111 + B12 − P2) + (A11 + A11B12)δ(A−111 + B12 − P2) = 0.
Hence noting that δ(A11)A
−1
11
+ δ(A11)A−111 = 0 (as A11A−111 = P1) and δ(P2) = 0, we get δ(A11)B12 −
δ(A11B12) + A11δ(B12) = 0.
Step 2.2. The goal is to show that δ(A21B11) = δ(A21)B11 + A21δ(B11).
As in Step 1.1, we only consider the invertible B11. A simple computation shows that (B
−1
11
+ A21 −
P2)(B11 + A21B11) = P1. It follows that
δ(B−1
11
+ A21 − P2)(B11 + A21B11) + (B−111 + A21 − P2)δ(B11 + A21B11) = 0
Hence noting that δ(B11)B
−1
11
+ δ(B11)B−111 = 0 (as B11B−111 = P1) and δ(P2) = 0, we get δ(A21)B11 −
δ(A21B11) + A21δ(B11) = 0.
Step 2.3. The goal is to show that δ(A12B21) = δ(A12)B21 + A12δ(B21).
Since (P1 + A12)(P1 − A12B21 + B21) = P1, we have
δ(P1 + A12)(P1 − A12B21 + B21) + (P1 + A12)δ(P1 − A12B21 + B21) = 0.
From this, we get δ(A12)B21 − δ(A12B21) + A12δ(B21) = 0.
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Step 2.4. The goal is to show that δ(A11B11) = δ(A11)B11 + A11δ(B11).
For C12 ∈A12, we have
δ(A11B11C12)=δ(A11B11)C12 + A11B11δ(C12) and
δ(A11B11C12)=δ(A11)B11C12 + A11δ(B11C12)
=δ(A11)B11C12 + A11(δ(B11)C12 + B11δ(C12)).
From those, we get δ(A11B11)C12 = (δ(A11)B11 + A11δ(B11))C12 for all C12 ∈A12. Hence by the property
of P, δ(A11B11) = δ(A11)B11 + A11δ(B11).
Step 2.5. The goal is to show that δ(A12B22) = δ(A12)B22 + A12δ(B22).
Since (P1 + A12)(P1 + B22 − A12B22) = P1, it follows that
δ(P1 + A12)(P1 + B22 − A12B22) + (P1 + A12)δ(P1 + B22 − A12B22) = 0.
From this, we get δ(A12B22) = δ(A12)B22 + A12δ(B22).
Step 2.6. The goal is to show that δ(A22B21) = δ(A22)B21 + A22δ(B21).
Since (P1 + A22 − A22B21)(P1 + B21) = P1, it follows that
δ(P1 + A22 − A22B21)(P1 + B21) + (P1 + A22 − A22B21)δ(P1 + B21) = 0.
From this, we get δ(A22B21) = δ(A22)B21 + A22δ(B21).
Step 2.7. The goal is to show that δ(A21B12) = δ(A21)B12 + A21δ(B12).
For any C12 ∈A12, we have
δ(C12A21B12)=C12δ(A21B12) + δ(C12)A21B12 and
δ(C12A21B12)=δ(C12A21)B12 + C12A21δ(B12)
= (δ(C12)A21 + C12δ(A21))B12 + C12A21δ(B12).
It follows thatC12δ(A21B12) = C12(δ(A21)B12 + A21δ(B12)) forallC12 ∈A12.Hence, δ(A21B12) = δ(A21)B12 +
A21δ(B12).
Step 2.8. The goal is to show that δ(A22B22) = δ(A22)B22 + A22δ(B22).
For C12 ∈A12, we have
δ(C12A22B22)=C12δ(A22B22) + δ(C12)A22B22 and
δ(C12A22B22)=C12A22δ(B22) + δ(C12A22)B22
=C12A22δ(B22) + (δ(C12)A22 + C12δ(A22))B22.
It follows thatC12δ(A22B11) = C12(δ(A22)B22 + A22δ(B22)) forallC12 ∈A12.Hence δ(A22B22) = δ(A22)B22 +
A22δ(B22).
The proof is complete. 
Finally, we give an application of the above theorem to nest algebras. The following definitions and
results can all be founded in [5] and we refer reader to this source for more general information on
nest algebras.
Recall that a nest is a complete subspace lattice of totally ordered self-adjoint projections on a
Hilbert space; Associated to a nestL, the nest algebra denoted by AlgL is the set of all bounded
linear operators left invariant by each projection inL. Given a nestL on a HilbertH, it is clear that
B(H) is an AlgL-bimodule. Moreover, for a non-trivial projection Q inL and an operator X in B(H),
idempotents Q + QX(I − Q ) and I − Q − QX(I − Q ) in AlgL satisfy conditions (4) and (3) in Definition
2.5, respectively, and so they are faithful. Therefore, the following result, which generalizes the main
result in [14], is an immediate consequence of Theorem 2.6.
Theorem 2.7. LetL be a nest on a Hilbert spaceH. Suppose that Q is a non-trivial projection inL and X
is an operator in B(H). Let P = Q + QX(I − Q ) or I − Q − QX(I − Q ). Let δ : AlgL→ B(H) be linear map
which satisﬁes that δ(AB) = δ(A)B + Aδ(B) for all A,B ∈ AlgL with AB = P. Then δ is a derivation.
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