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A great deal of theoretical and experimental efforts have been devoted in the last decades to
the study of long-wavelength photodetection mechanisms in field-effect transistors hosting two-
dimensional (2D) electron systems. A particularly interesting subclass of these mechanisms is in-
trinsic and based on the conversion of the incoming electromagnetic radiation into plasmons, which
resonantly enhance the photoresponse, and subsequent rectification via hydrodynamic nonlineari-
ties. In this Article we show that such conversion and subsequent rectification occur well beyond the
frequency regime in which hydrodynamic theory applies. We consider the nonlinear optical response
of generic 2D electron systems and derive pseudo-Euler equations of motion for suitable collective
variables. These are solved in one- and two-dimensional geometries for the case of graphene and
the results are compared with those of hydrodynamic theory. Significant qualitative differences
are found, which are amenable to experimental studies. Our theory expands the knowledge of the
fundamental physics behind long-wavelength photodetection.
I. INTRODUCTION
In a series of seminal papers1–4, which appeared in
the mid nineties, Dyakonov and Shur (DS) proposed a
very elegant mechanism that yields a finite dc response
to an oscillating radiation field. Technologically, this is
clearly extremely helpful since it means that one can de-
tect rapidly oscillating electromagnetic fields (e.g. Tera-
hertz fields) by carrying out a dc measurement.
The DS photodetection mechanism is based on the
fact that a field-effect transistor (FET) hosting a two-
dimensional (2D) electron gas (EG) acts as a cavity for
plasma waves. (Plasma waves are collective oscillations
that occur in a gated 2DEG, whereby the long-range tail
of the Coulomb interaction among electrons is screened
by the presence of a metal gate.) When these are weakly
damped, i.e. when a plasma wave launched at the source
can reach the drain in a time shorter than the momentum
relaxation time τ , the detection of radiation exploits con-
structive interference of the plasma waves in the cavity,
which results in a resonantly enhanced response. This
is the so-called resonant regime of plasma-wave photode-
tection.
DS showed3 that the photovoltage response of the
2DEG in a FET, i.e. the electric potential difference be-
tween drain and source, contains a dc component even if
the incoming field is ac, and thus provides rectification
of the signal. In the resonant regime, the dc photore-
sponse is characterized by peaks at odd multiples of the
fundamental plasma-wave frequency. This rectification
mechanism is intrinsic, i.e. it is not related to other rec-
tification mechanisms (occurring, for the example, at the
contacts) which could also be present in a real device.
Note that rectification of the signal is necessary to de-
tect incoming radiation that exceeds the typical cutoff
frequencies of circuit elements. The DS mechanism is
therefore particularly useful to detect Terahertz (THz)
radiation.
The DS mechanism relies on the following two facts:
1) The reflection symmetry corresponding to the ex-
change of source with drain in the FET channel
is broken by the DS boundary conditions. These
boundary conditions are unusual because DS fixed
the value of the current at the drain and the value
of the potential at the source (instead of operat-
ing the device by fixing the current or the potential
both at the source and at the drain, as is more
customary).
2) The fact that the photovoltage averaged over a cy-
cle of the oscillating radiation field is finite ulti-
mately stems from the nonlinearity of the equa-
tions of motion describing transport in the FET
channel. DS used the continuity and Navier-Stokes
equations. When only the nonlinear terms in the
former are considered (while the equation of motion
for the velocity is purely of the Drude linear form),
rectification arises as a result of the gate modulat-
ing both the electron density and the drift veloc-
ity in the channel. The Navier-Stokes equation5,6,
however, strictly speaking is valid in a crystal when
two conditions are satisfied. First, the mean free
path for electron-electron (e-e) collisions `ee needs
to be much smaller than the device size L and the
mean free path for momentum-non-conserving col-
lisions, `, i.e. the following inequality must hold
true: `ee  `, L. Second, during a cycle of oscil-
lation of the electromagnetic field, electrons need
to have enough time to reach a state of local ther-
mal equilibrium, i.e. the following inequality must
also hold true: ωτee  1, where ω is the angular
frequency of the external field and τee = `ee/vF is
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2the mean free time for e-e collisions, vF being the
Fermi velocity.
Despite the solid experimental evidence of hydrodynamic
flow in solid-state devices that has recently appeared
in the literature in a variety of material systems7–13,
DS theory is limited in that it puts a severe constraint
on the range of frequencies of the external electromag-
netic field—see point 2) above. For example, for the
case of graphene, τee at typical carrier densities (n =
1.0× 1012 cm−2, say) and temperature T = 300 K is on
the order of14,15 0.15 ps and therefore hydrodynamic the-
ory is strictly applicable at finite ω only for frequencies
ν = ω/(2pi) 1 THz.
In this Article we transcend DS theory in that we
do not assume that the above hydrodynamic inequali-
ties hold true. In full generality, we simply acknowledge
that the 2DEG in the FET channel has a frequency-
dependent nonlinear optical response of intrinsic but un-
specified origin, parametrized via nonlinear conductiv-
ity tensors. From the nonlinear optical response of the
2DEG we derive a generalized Euler equation (which we
term “pseudo-Euler” equation) of motion for the velocity
field v(r, t) ≡ j(r, t)/n(r, t), where n(r, t) and j(r, t) are
the number density and the charge current density flow-
ing in the FET channel, respectively, which are related
by the continuity equation. Physical parameters related
to the particular material of which the FET channel is
made, e.g. GaAs, graphene, etc, enter our theory only
through the nonlinear conductivity tensors.
As a concrete example of our theory, we focus on
the specific case of graphene, restricting ourselves to
second-order nonlinearities and using results available in
the literature16 for the second-order conductivity ten-
sor σ
(2)
ijk(q, q1, q2, ω, ω1, ω2). In this case, we derive and
solve the pseudo-Euler equation of motion that emerges
for v(r, t) and discuss qualitative and quantitative dif-
ferences with respect to the canonical Euler equation of
hydrodynamic theory.
Our Article is organized as follows. In Sect. II we
present a derivation of a general pseudo-Euler equation
of motion from nonlinear optics. In Sect. III we apply our
theory to graphene. Analytical and numerical results for
the related dc photoresponse in the case of one- and two-
dimensional geometries are presented in Sects. IV and V,
respectively. A summary and a brief set of conclusions
are reported in Sect. VI. Relevant details are included
in two Appendices. In Appendix A we show that the
canonical Euler equation of hydrodynamic theory can be
derived from our general theory when the hydrodynamic
second-order nonlinear conductivity tensor21 is used. Fi-
nally, in Appendix B we summarize the main algebraic
steps that are needed to simplify the last term of Eq. (65).
II. DERIVATION OF THE PSEUDO-EULER
EQUATION FROM NONLINEAR OPTICS
To describe nonlinear electron flow in a FET channel
hosting a generic 2DEG we employ a set of equations
of motion for two collective variables, i.e. the number
density n(r, t) and the charge current j(r, t). These are
related by the continuity equation
−e∂tn(r, t) +∇ · j(r, t) = 0 , (1)
where −e < 0 is the electron charge. When an electric
field Eext(r, t) is applied to the system, the current re-
sponds according to [see, e.g., Refs. 17–19]
ji(q, ω) =
∑
j
σ
(1)
ij (q, ω)Ej(q, ω)
+
1
2
∑
q1,q2
∑
ω1,ω2
∑
j,k
σ
(2)
ijk(q, q1, q2, ω, ω1, ω2)
× Ej(q1, ω1)Ek(q2, ω2) + . . . . (2)
Terms of higher-order in the electric field are not explic-
itly written down in Eq. (2) but their inclusion is straight-
forward. In Eq. (2), Latin indices i, j, k = x, y denote the
Cartesian components of the vectors j(q, ω) and E(q, ω),
which are the Fourier components of the current j(r, t)
and total electric field E(r, t) = Eext(r, t)−∇U(r, t), re-
spectively. Here U(r, t) is the “gate-to-channel swing”20
U(r, t) = U0 − e
∫
dr′V (r − r′)δn(r′, t) . (3)
In this equation U0 is the potential at the metallic gate
20,
V (r − r′) is the appropriate e-e interaction, which de-
pends on the details of the configuration of dielectrics and
gates surrounding the 2DEG, whereas δn(r, t) is the devi-
ation of the electronic density n(r, t) from its equilibrium
value n0. The latter is determined by the geometrical ca-
pacitance per unit area C of the device (see also below)
as n0 = −CU0/e. From the above discussion, it is clear
that the quantities σ
(1)
ij (q, ω) and σ
(2)
ijk(q, q1, q2, ω, ω1, ω2)
in Eq. (2) are therefore the proper22 first- and second-
order non-local conductivities, which can be calculated
microscopically for a given 2DEG Hamiltonian (see, e.g.,
Refs. 16, 19, 23–34). These encode the response to the
total electric field E(r, t) which is the sum of Eext(r, t)
and −∇U(r, t). Self-sustained collective excitations in
the charge channel22 (e.g. plasmons, plasma waves, etc)
are described by the nontrivial solutions of the problem
posed by Eqs. (1)-(3) whenEext(r, t) = 0. We stress that
the description so far is completely general and applies
to FETs made with any 2DEG and any configuration of
gates and dielectrics. Information on the material form-
ing the FET channel enters the problem only through
the expressions of the proper conductivities σ
(1)
ij (q, ω),
σ
(2)
ijk(q, q1, q2, ω, ω1, ω2), etc.
We now come to the crucial point of our theory. To
make contact with the standard DS formulation, we re-
cast Eq. (2) in the form of generalized Euler equation
3of motion. This task is achieved by inverting Eq. (2)
order-by-order in the nonlinearities, rewriting it as
Ei(Ω) = ρ
(1)
ij (Ω)jj(Ω)−
1
2
ρ
(2)
ijk(Ω,Ω1,Ω2)jj(Ω1)jk(Ω2)
+ . . . . (4)
To lighten the notation, we introduced frequency-
momentum variables Ωi ≡ (ωi, qi) and adopted Ein-
stein’s summation convention on repeated indices, as well
as on Ω1 and Ω2. The minus sign in front of the second
term on the right-hand side of Eq. (4) has been intro-
duced for convenience. Eq. (4) is the most important
result of this Section. A generalized Euler differential
equation can be obtained by finding the coefficients ρ
(1)
ij ,
ρ
(2)
ijk, etc., and Fourier transforming to real space and
time.
The quantities ρ
(1)
ij , ρ
(2)
ijk, etc. can be found as follow-
ing. We first rewrite Eq. (2) as
ji(Ω) = λσ
(1)
ij (Ω)Ej(Ω) +
+
λ2
2
σ
(2)
ijk(Ω,Ω1,Ω2)Ej(Ω1)Ek(Ω2)
+ . . . . (5)
Here, we momentarily introduced the book-keeping di-
mensionless parameter λ, which we use to keep track of
the order of nonlinearity and we will set to one once inver-
sion is performed. By plugging Eq. (4) into Eq. (5), and
collecting terms containing the first, second, etc. power
of λ we find
σ
(1)
im (Ω)ρ
(1)
mj(Ω) = δij (6)
and
σ
(1)
ij (Ω)ρ
(2)
jmn(Ω,Ω1,Ω2) =
σ
(2)
i`k(Ω,Ω1,Ω2)ρ
(1)
`m(Ω1)ρ
(1)
kn (Ω2) , (7)
and so on. Eqs. (6)-(7) can be solved iteratively, and give
ρ
(1)
ij (Ω) =
[
σ(1)(Ω)
]−1
ij
(8)
and
ρ
(2)
ijk(Ω,Ω1,Ω2) =
σ
(2)
mn`(Ω,Ω1,Ω2)ρ
(1)
mi(Ω)ρ
(1)
nj (Ω1)ρ
(1)
`k (Ω2) , (9)
and so on.
As a reality check, in Appendix A we show that the
procedure outlined in this Section leads to the canonical
Euler equation when the hydrodynamic nonlinear con-
ductivity tensor is used for σ
(2)
ijk.
III. PSEUDO-EULER EQUATION FROM THE
BALLISTIC SECOND-ORDER CONDUCTIVITY:
THE CASE OF GRAPHENE
In general17,18, slowly-varying currents induced in
a medium by an electric field can be related to the
derivatives of the electric polarizability P (t), the elec-
tric quadrupole tensor Q(r, t), and the magnetic dipole
moment M(r, t). Defining the local polarization cur-
rent, jP(t) = ∂tP (t), and the non-local quadrupole and
magnetization currents, jQ(r, t) ∝ ∂t∇ · Q(r, t) and
jM(r, t) ∝ ∇ ×M(r, t), we can write the total current
as j(r, t) ≈ jP(t) + jQ(r, t) + jM(r, t). This expression
is valid for currents which vary slowly in both space and
time, for which higher-order derivatives can be neglected.
Each of the three currents, jP(t), jQ(r, t) and jM(r, t) is
a nonlinear function of the external electric field.
To linear order in the applied field, and in the ab-
sence of a magnetic field, j
(1)
P (t) and j
(1)
Q (r, t) are finite,
whereas j
(1)
M (r, t) vanishes
22. Since j
(1)
P (t) is finite, when
considering long-wavelength properties of the system we
can neglect j
(1)
Q (r, t).
In centro-symmetric systems such as pristine graphene,
the nonlinear (second-order) polarization current
j
(2)
P (t) = ∂tP
(2)(t) vanishes by symmetry. Therefore,
the first nontrivial contribution to j(2)(r, t) is due to
the non-local j
(2)
Q (r, t) and j
(2)
M (r, t) originating from
the second-order electric quadrupole tensor Q(2)(r, t)
and magnetic dipole moment M (2)(r, t). Note that
j
(2)
M (r, t) is in general nonzero: magnetic fields are
generated through the curl of the non-uniform electric
field [see Eq. (11) below]. Therefore, the total current
is j(r, t) ≈ j(1)P (t) + j(2)Q (r, t) + j(2)M (r, t). From this
expression, it is then clear that the leading contribution
to the second-order conductivity of a centro-symmetric
system is linear in the wave vector16,19,36, i.e.
σ
(2)
ijk(Ω,Ω1,Ω2) = δΩ1+Ω2,Ω
∑
β
{
q1,βdijkβ(ω, ω1)
+ q2,βdikjβ(ω, ω2)
}
, (10)
where dijkβ(ω, ω1) is a rank-4 tensor. Following the
discussion above, dijkβ(ω, ω1) can be split into electric-
quadrupole and magnetic-dipole contributions, denoted
by d
(Q)
ijkβ(ω, ω1) and d
(M)
ijkβ(ω, ω1), respectively. Note
that Eq. (10) makes explicit the permutation symmetry
σ
(2)
ijk(Ω,Ω1,Ω2) = σ
(2)
ikj(Ω,Ω2,Ω1).
In the case of graphene (D6h point group sym-
metry), only a few tensor elements are indepen-
dent, i.e. dxxyy(ω, ω1), dxyxy(ω, ω1), dxyyx(ω, ω1)
and dxxxx(ω, ω1) = dxxyy(ω, ω1) + dxyxy(ω, ω1) +
dxyyx(ω, ω1). Further permutation symmetries discussed
in Ref. [16] and Ref. [19] lead to the symmetry rela-
tion d
(Q)
xyyx(ω, ω1) = d
(Q)
xxyy(ω, ω1) and to the vanishing
of all d
(M)
ijkβ(ω, ω1) except for d
(M)
xxyy(ω, ω1). Considering
all these symmetry constrains we get19
j(Ω) = σ(1)(ω)E(Ω)
+
∑
Ω1
{
2d(Q)xxyy(ω, ω1)
[
E(Ω2) · q1
]
E(Ω1)
+
[
d(M)xxyy(ω, ω1)− d(Q)xxyy(ω, ω1)
][
q1 ×E(Ω1)
]×E(Ω2)
4+ d(Q)xyxy(ω, ω1)
[
q1 ·E(Ω1)
]
E(Ω2)
}
. (11)
In Eq. (11), σ(1)(ω) is the first-order local conductivity
which can be calculated, as customary, from the con-
tinuum massless-Dirac-fermion (MDF) model35. Here-
after, we drop the superscript “(1)” in σ(1)(ω) to lighten
the notation, and we set h¯ = 1. In the MDF model,
σ(ω) = in0e
2f(ω)/(mω), where n0 is the equilibrium
density, m = kF/vF the effective mass, kF =
√
4pin0/NF
the Fermi wave number, NF = 4 the number of fermion
flavors, vF ≈ 1.0 × 106 m/s the Fermi velocity, and, fi-
nally, the function f(ω) accounts for the contribution of
inter-band transitions for ω < 2EF:
f(ω) = 1 +
mω
16pin0
ln
∣∣∣∣2EF − ω2EF + ω
∣∣∣∣ . (12)
Such logarithmic singularity in the imaginary part of the
linear conductivity is due to Pauli blocking. Since in-
terband transitions are forbidden (allowed) for ω < 2EF
(ω > 2EF), the real part of the linear conductivity must
jump from zero to a finite value at ω = 2EF. Peculiar to
graphene, the real part of the linear conductivity is also
constant for ω > 2EF, i.e. <eσ(1)(ω) ∝ Θ(ω−2EF).35 Its
imaginary part is obtained by a Kramers-Kronig trans-
form22 and, given the form of <eσ(1)(ω), must exhibit a
logarithmic singularity at ω = 2EF. Note that the sin-
gularity is peculiar to the zero-temperature limit, and is
cured by thermal fluctuations.
Similarly, the calculation of the electric quadrupole
and magnetic dipole contributions to dijkβ(ω, ω1)
16,19,36
within the MDF model yields35:
d(Q)xxyy(ω, ω1) =
8E2Fd0
ω21ω2ω
ω21ω − 2ω2E2F
[ω21 − 4E2F] [ω2 − 4E2F]
, (13)
d(Q)xyxy(ω, ω1) =
16E2Fd0
ω21ω2ω
E2F(2ω1 + 3ω2)− ω21ω
[ω21 − 4E2F] [ω2 − 4E2F]
, (14)
and
d(M)xxyy(ω, ω1) =
8E2Fd0
ω1ω2ω
ω(2ω + ω1)− 4E2F[
ω2 − 4E2F
][
ω21 − 4E2F
] . (15)
Here, d0 = n0e
3/m2. In passing, we note that it is possi-
ble to calculate the electric-quadrupole d
(Q)
ijkβ(ω, ω1) con-
tributions in the scalar potential gauge16, whereas the
magnetic-dipole d
(M)
ijkβ(ω, ω1) contributions require the
evaluation of the electrical response in the presence of
an inhomogeneous vector potential19,36. The divergences
in Eqs. (13)-(15) have the same physical origin of the
logarithmic singularity of Eq. (12), i.e. Pauli blocking
in the zero-temperature limit. Similarly, they are cured
by the inclusion of thermal broadening. Note that the
latter will not wash them out completely, since these sin-
gularities are too strong (i.e. ∝ 1/x) to disappear in the
presence of a sufficiently small broadening. Thus, the en-
hancement of the DS rectified potential we discuss below,
which relies on the singularities of Eqs. (13)-(15), will be
observable in a well defined temperature window.
Inverting Eq. (11), as explained in Sect. II, we find
−iωσ(ω)E(Ω) = −iωj(Ω) +
∑
Ω1
iω
σ(ω1)σ(ω2)
{[
d(M)xxyy(ω, ω1)− d(Q)xxyy(ω, ω1)
][
q1 × j(Ω1)
]× j(Ω2)
+ 2d(Q)xxyy(ω, ω1)
[
j(Ω2) · q1
]
j(Ω1) + d
(Q)
xyxy(ω, ω1)
[
q1 · j(Ω1)
]
j(Ω2)
}
. (16)
Fourier transforming Eq. (16) to real space we find the appropriate pseudo-Euler equation for a graphene FET channel:
−iωσ(ω)E(r, ω) = −iωj(r, ω) +
∑
ω1
ω
σ(ω1)σ(ω2)
{[
d(M)xxyy(ω, ω1)− d(Q)xxyy(ω, ω1)
][∇× j(r, ω1)]× j(r, ω2)
+ 2d(Q)xxyy(ω, ω1)
[
j(r, ω2) ·∇
]
j(r, ω1) + d
(Q)
xyxy(ω, ω1)
[∇ · j(r, ω1)]j(r, ω2)} . (17)
We now consider the problem of rectification of radia-
tion by the intrinsic nonlinearities of the system. We will
study two cases:
i) In the first one, following Refs. 1–4, we consider a
one-dimensional (1D) geometry, i.e. a gated FET
channel where the source contact oscillates at fre-
quency ω while the drain is left fluctuating (i.e. no
current flows through it). In this case, we generalize
the DS theory to arbitrary frequencies, fully tran-
scending the assumption ωτee  1. Our theory re-
duces to the standard DS one in the low-frequency
limit. In the high-frequency regime, instead, we
find that the dc photoresponse is enhanced when
the radiation frequency is close to the threshold of
inter-band absorption, i.e. when ω → 2EF.
ii) In the second one, we study a 2D geometry,
whereby oscillating or fluctuating contacts are con-
nected to all edges of the channel and can be used
to impose arbitrary boundary conditions. This ge-
ometry and its flexibility allow to highlight the im-
5pact of beyond-hydrodynamics terms contained in
our pseudo-Euler equation (17). We find in fact
that, even in the low-frequency limit (ω  2EF),
beyond-hydrodynamic corrections to the canonical
Euler equation produce new qualitative features in
the dc photoresponse.
To calculate the rectified photoresponse of a FET chan-
nel, each quantity in Eqs. (1) and (17) is expanded as
O(r, t) = O0 +O1(r, t) +O2(r, t) + . . ., where O0 is the
equilibrium value, O1(r, t) is the deviation from the equi-
librium value which is linear in the fields and currents,
while O2(r, t) is the first nonlinear contribution. To sim-
plify the calculations, we assume that a gate is placed in
close proximity to the 2DEG, so that the density n(r, t)
and the gate-to-channel swing U(r, t) are linearly related
by the so-called local-capacitance approximation1,20:
U(r, t) = − e
C
n(r, t) , (18)
i.e. we approximate V (r − r′) = δ(r − r′)/C in Eq. (3).
Here, C is a suitable geometrical capacitance for the FET
of interest, which will not be specified any further for
the sake of generality. The local capacitance approxi-
mation (18) captures the relevant physics and agrees, at
least qualitatively, with experiments. The presence of
a metal gate, both in the theory and in experiments,
screens the long-range part of the Coulomb interaction,
making it effectively short-ranged. The interaction in
the presence of the gate decays exponentially at large
distances, with a typical length scale controlled by the
distance between the channel and the gate (dg−c). The
shorter the distance (in comparison to the typical wave-
length of density oscillations λp), the more short-ranged
is the effective interaction. Eq. (18) represents therefore
the screened Coulomb interaction in the limit of negligi-
ble dg−c/λp. A more complete discussion can be found
in Ref. 20.
The potential U(r, t) oscillates around its equilibrium
value U0, which is homogeneous, static and defines the
equilibrium channel density n0 = −CU0/e, around which
n(r, t) fluctuates. We first solve the linear problem, to
find the plasmon field U1(r, t) and the electron velocity
v1(r, t). These are then used to determine the nonlinear
rectified potential, averaged over a period of oscillation,
which will be denoted by U2(r).
IV. THEORY OF PHOTODETECTION IN 1D
GEOMETRIES
We now consider a channel of finite length L in the xˆ
direction, with contacts located at x = 0 and x = L, and
infinitely long in the yˆ direction. In this case, all func-
tions are independent of y and the photodetection prob-
lem becomes effectively 1D. Using the local-capacitance
relation (18), Eqs. (1) and (17) read
C∂tU(x, t) + ∂xj(x, t) = 0 , (19)
and
−iωσ(ω)E(x, ω) = −iωj(x, ω) +
∑
ω1
ω
σ(ω1)σ(ω2)
×d(Q)xxxx(ω, ω1)j(x, ω2)∂xj(x, ω1) , (20)
where16 d
(Q)
xxxx(ω, ω1) = 2d
(Q)
xxyy(ω, ω1) + d
(Q)
xyxy(ω, ω1) and
E(x, ω) = −∂xU(x, ω). We now define
g(ω, ω1) =
16E4F
[(h¯ω1)2 − 4E2F] [(h¯ω)2 − 4E2F]
, (21)
which allows to rewrite Eq. (20) as
n0e
2
m
f(ω)E(x, ω) = −iωj(x, ω)− 1
n0e
∑
ω1
g(ω, ω1)
f(ω1)f(ω2)
×[j(x, ω2)∂xj(x, ω1)− iωej(x, ω2)δn(x, ω1)] . (22)
Recall that the function f(ω) has been defined in
Eq. (12), and that δn(x, ω) is related to U(x, ω) − U0
via Eq. (18). To obtain an explicit Euler-like equa-
tion, we now introduce the velocity field v(x, t) from
j(x, t) ≡ −en(x, t)v(x, t). Its Fourier transform is
j(x, ω) = −en0v(x, ω)− e
∑
ω1
δn(x, ω1)v(x, ω2) .(23)
The product in time domain becomes in fact a convolu-
tion over the frequency. Using Eq. (23), Eq. (22) becomes
− e
m
f(ω)E(x, ω) =
(
−iω + 1
τ
)
v(x, ω) +
∑
ω1
v(x, ω2)∂xv(x, ω1)
+
∑
ω1
[
g(ω, ω1)
f(ω1)f(ω2)
− 1
] [
v(x, ω2)∂xv(x, ω1) + iω
δn(x, ω1)
n0
v(x, ω2)
]
. (24)
In Eq. (24) we added a phenomenological damping term,
by replacing −iω → −iω + 1/τ in the prefactor of the
first term of Eq. (22). At the same time, replacing the
current with the velocity field, the continuity equation
becomes
∂tU(x, t) + ∂x
[
U(x, t)v(x, t)
]
= 0 . (25)
6We now determine the rectified potential, subject to the
asymmetric DS boundary conditions
U(x = 0, t) = U0 + Uext cos(ωt) ,
v(x = L, t) = 0 , (26)
i.e. for an external electric potential oscillating at fre-
quency ω applied between source and gate, while the
drain is left fluctuating and no current flows through it.
The problem can be solved in two steps, as in the stan-
dard case of DS theory3. First, the potential and velocity
field are written as
U(x, t) = U0 + U1(x, t) + U2(x, t) ,
v(x, t) = v0 + v1(x, t) + v2(x, t) , (27)
where U0 = −en0/C and v0 = 0 represent their equi-
librium properties. Next, we determine the eigenmodes
of the linear problem defined by plugging Eq. (27)
into Eqs. (24)-(25) and neglecting all terms containing
U2(x, t), v2(x, t), as well as products of U1(x, t) and
v1(x, t). Hence U1(x, t) and v1(x, t) are used to solve
the linear problem and determine its eigenmodes.
The last step consists in (i) isolating all nonlinear terms
in U1(x, t) and v1(x, t) in Eqs. (24)-(25), together with
those linear in U2(x, t) and v2(x, t), and (ii) solve such
equations for U2(x, t) and v2(x, t). We therefore obtain
the potential and velocity field resulting from the non-
linear interaction between linear eigenmodes. These con-
tain both terms oscillating at frequency 2ω and a rectified
part. We will focus on the latter one, which is singled out
by integrating the nonlinear Eqs. (24)-(25) over a period
of oscillation of the external field, a procedure which ef-
fectively produces equations for time-averaged quantities.
A. Eigenmodes of the linear problem
We look for solutions of the form
U1(x, t) = U˜1(x, ω)e
iωt + U˜∗1 (x, ω)e
iωt , (28)
whose Fourier transform is
U1(x, ω˜) = U˜1(x, ω)δω˜,ω + U˜
∗
1 (x, ω)δω˜,−ω . (29)
Similarly, for v1(x, ω˜),
v1(x, ω˜) = v˜1(x, ω)δω˜,ω + v˜
∗
1(x, ω)δω˜,−ω . (30)
The linearized versions of Eqs. (24)-(25) for each of the
two components on the right-hand sides of Eqs. (29)-(30)
read
−iωU˜1(x, ω) + U0∂xv˜1(x, ω) = 0 ,
e
m
f(ω)∂xU˜1(r, ω) =
(
−iω + 1
τ
)
v˜1(x, ω) . (31)
The solution of these equation with the DS boundary
conditions (26) reads as following:
U˜1(x, ω) =
Uext
2
(
eiκx
1 + e2iκL
+
e−iκx
1 + e−2iκL
)
. (32)
Note that the function inside the round brackets goes to
one at x = 0. U˜1(x, ω) therefore satisfies the DS bound-
ary condition for the potential given in the first line of
Eq. (26). In Eq. (32),
κ =
ω
s
√(
1 +
i
ωτ
)
f−1(ω) , (33)
and s =
√−eU0/m. Note that the plasmon wavevector is
logarithmically suppressed for ω → 2EF. From Eq. (32),
the velocity field is readily determined as
v˜1(x, ω) =
ω
κ
Uext
2U0
(
eiκx
1 + e2iκL
− e
−iκx
1 + e−2iκL
)
. (34)
Note that the function inside the round brackets goes
to zero at x = L. v˜1(x, ω) therefore satisfies the DS
boundary condition for the velocity given in the second
line of Eq. (26).
B. The rectified potential
We start again from Eqs. (24) and (25), and we now
isolate their nonlinear terms. Eq. (24) gives
∂tU2(x, t) + ∂x
[
U0v2(x, t) + U1(x, t)v1(x, t)
]
= 0 ,(35)
whose Fourier transform is
iω˜U2(x, ω˜) = ∂x
[
U0v2(x, ω˜)+
∑
ω1
U1(x, ω˜−ω1)v1(x, ω1)
]
.
(36)
Since we are interested in the rectified nonlinear quanti-
ties, we consider equation for quantities averaged over a
period 2pi/ω of oscillation of the external field. This cor-
responds to evaluate Eq. (36) at ω˜ = 0. Using Eqs. (29)-
(30), the convolution on the right-hand side of Eq. (36)
is readily evaluated. We get
∂x
[
U0v2(x, 0)+U˜
∗
1 (x, ω)v˜1(x, ω)+U˜1(x, ω)v˜
∗
1(x, ω)
]
= 0 .
(37)
Solving Eq. (37) with the DS boundary conditions (26)
on the velocity at x = L, which implies v˜1(L, ω) =
v˜∗1(L, ω) = v2(L, 0) = 0, we get
v2(x, 0) = − U˜
∗
1 (x, ω)v˜1(x, ω) + U˜1(x, ω)v˜
∗
1(x, ω)
U0
. (38)
Following similar steps, the nonlinear part of Eq. (25)
becomes
e
m
∂xU2(x, 0) =
v2(x, 0)
τ
+
g(0, ω)
f(ω)f(−ω)
× [v(x, ω)∂xv∗(x, ω) + v∗(x, ω)∂xv(x, ω)] .
(39)
Note that the last term on the second line of Eq. (24)
yields no contribution to Eq. (39). There, in fact, ω → ω˜
[using the same notation of Eq. (36)], and therefore such
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FIG. 1. (Color online) Panel (a): the schematics of the
1D setup. A layer of graphene is placed on a substrate in
close proximity to a metal gate and contacted at its ends.
This defines a channel of length L homogeneous in the trans-
verse direction. The potential between the source and the
bottom gate oscillates at the frequency ω with amplitude
Uext. The drain is left fluctuating, i.e. no current flows
though it. Panel (b): the dimensionless rectified potential
∆U¯rec ≡ U0∆U2/U2ext given by Eq. (42) is plotted (solid line)
as a function of the rescaled frequency ω/ω0, where ω0 = s/L.
For comparison, the standard DS result, obtained by setting
K(ω) = 1 in Eq. (42), corresponds to the the dashed curve.
Numerical results in this plot have been obtained by setting
EF = 12ω0 and τ = ω
−1
0 .
term vanishes in the limit ω˜ → 0. We note that the
rectified potential is defined as
∆U2 =
∫ L
0
dx ∂xU2(x, 0) , (40)
which allows to determine it by integrating Eq. (39), after
having replaced the first term on the right-hand side with
Eq. (38). Defining
K(ω) ≡ g(0, ω)
f(ω)f(−ω) , (41)
κ1 = <e(κ), and κ2 = =m(κ), we finally find
∆U2 =
U2ext
4U0
{
1− 2
cos(2κ1L) + cosh(2κ2L)
+
[
1 +K(ω)
] ωτ√
1 + (ωτ)2
cosh(2κ2L)− cos(2κ1L)
cos(2κ1L) + cosh(2κ2L)
}
.
(42)
We remind the reader that the functions f(ω) and
g(ω, ω1) are defined in Eqs. (12) and (21), respectively.
Eq. (42) is the most important result of this Section
on photodetection in 1D geometries with DS bound-
ary conditions. The standard result of DS theory3 is
recovered by setting K(ω) = 1. In our pseudo-Euler
theory this value is achieved only in the low-frequency
(ω  2EF) regime, as limω→0K(ω) = 1. At large fre-
quencies, ω ∼ 2EF, however, we find a strong enhance-
ment of the rectified signal as compared to DS theory,
since limω→2EF K(ω) = +∞.
As discussed after Eq. (15), the enhancement of the
nonlinear conductivity, which is at origin of the increased
rectified signal for ω → 2EF, is a robust physical feature
of the theory. We therefore expect it to be observable
in a well-defined temperature window. A determination
of such interval would require the inclusion of thermal
broadening in the expressions for the nonlinear conduc-
tivity, which is beyond the scope of the present paper. We
however observe that thermal broadening remains negli-
gible (and therefore singularities well defined) as long as
the temperature is small compared to the Fermi temper-
ature. In graphene, for typical doping concentrations,
the latter is of the order of ∼ 1000 K. Therefore, the en-
hancement of the rectified signal we predict could extend
very well up to room temperature.
A plot of the rectified potential ∆U2 (solid line), in
units of U2ext/U0, is given in Fig. 1 as a function of the
frequency ω of the external drive (measured in units of
ω0 = s/L). The result is compared with the usual DS
one3 (dashed line), which, once again, is obtained by set-
ting K(ω) = 1 in Eq. (42).
V. THEORY OF PHOTODETECTION IN 2D
GEOMETRIES: THE LOW-FREQUENCY LIMIT
We now switch to the case of a 2D graphene photode-
tector. For the sake of simplicity, we focus only in the
low-frequency ω  2EF regime. We start again from
Eq. (16), where now σ(ω)→ in0e2/(mω), while
d(M)xxyy(ω, ω1)→ −
2d0
ωω1ω2
,
d(Q)xxyy(ω, ω1)→ −
d0
ωω21
,
d(Q)xyxy(ω, ω1)→
d0(2ω1 + 3ω2)
ωω21ω2
. (43)
After few straightforward algebraic manipulations we get
8n0e
2
m
E(Ω) = −iωj(Ω)− 1
n0e
∑
Ω1
{
iq1
[
j(Ω1) · j(Ω2)
]− iω1eδn(Ω1)j(Ω2)− iω2eδn(Ω1)j(Ω2)}
− 1
n0e
∑
Ω1
{(
ω2
ω1
− 1
)[
iq1 × j(Ω1)
]× j(Ω2)− (1 + 2ω2
ω1
)
(iq1)×
[
j(Ω1)× j(Ω2)
]}
. (44)
In this equation, we separated the non-hydrodynamic
terms stemming from the microscopic form of
σ
(2)
ijk(Ω,Ω1,Ω2) from those that would appear in
the canonical Euler equation, which are collected in the
first line. This makes clear that, if j(Ω1) and j(Ω2)
are longitudinal currents that propagate in the same
direction (as in the 1D photodetection setup discussed
in Sect. IV), all terms on the second line of Eq. (44)
disappear. We conclude that, in the low-frequency
regime, there is no difference between our pseudo-Euler
theory and an approach a` la DS based on the standard
hydrodynamic Euler equation. We now show that,
even in the low-frequency regime, qualitative differences
emerge when one retains the last line of Eq. (44).
To this end, we manipulate the last line of Eq. (44) as
following. We define α(q, ω) such that
j(q, ω) = −iω(−en0)α(q, ω) , (45)
which in the real-time domain implies that
j(r, t) = −en0∂tα(r, t) . (46)
Fourier transforming to real space and time Eq. (44), we
get
n0e
2
m
E(r, t) = ∂tj(r, t)− 1
n0e
{∑
i
ji(r, t)∇ji(r, t) + e∂tδn(r, t)j(r, t) + eδn(r, t)n0e
2
m
E(q, ω)
}
+
1
n0e
{[∇× j(r, t)]× j(r, t) + [j(r, t) ·∇]j(r, t)− [∇ · j(r, t)]j(r, t)}
+
n0e
2
m
{[∇×α(r, t)]×E(r, t)− 2[E(r, t) ·∇]α(r, t) + 2[∇ ·α(r, t)]E(r, t)]} . (47)
In this equation we used that, to the order we are working, in the nonlinear terms we can replace ∂tj(r, t) =
n0e
2E(r, t)/m. We now recast it in an Euler-like form. As usual, we define j(r, t) = −en(r, t)v(r, t) where clearly at
linear order v(r, t) = ∂tα(r, t). Dividing by −en(r, t), and neglecting higher-order nonlinear terms, Eq. (47) finally
becomes
− e
m
E(r, t) = ∂tv(r, t) +
1
τ
v(r, t) +
1
2
∇v2(r, t)− λ
{
2
[∇× v(r, t)]× v(r, t) + [v(r, t)×∇]× v(r, t)}
+
eλ
m
{[∇×α(r, t)]×E(r, t) + 2[E(r, t)×∇]×α(r, t)} . (48)
This is the main result of this Section. The first four
terms on the first line of Eq. (48) reproduce the canoni-
cal Euler equation, with the addition of the phenomeno-
logical damping term v(r, t)/τ . All other terms are en-
tirely new and stem from the microscopic nonlinear op-
tical properties of graphene. Note that we introduced
the book-keeping parameter λ, which allows to inter-
polate between the hydrodynamic (λ = 0) and non-
hydrodynamic (λ = 1) regimes. Within the local-
capacitance approximation, Eq. (48) is to be solved to-
gether with
∂tU(r, t) +∇ ·
[
U(r, t)v(r, t)
]
= 0 , (49)
as well as appropriate boundary conditions. Concrete nu-
merical results will be obtained for a rectangular sample
with sides of length Lx and Ly. We will show results for
two cases:
a) An electrode, placed at the side x = 0, oscillates
at frequency ω, while all other sides of the rect-
angle are left fluctuating. Hence, no current flows
through them and
U(0, y, t) = U0 + Uext cos(ωt) ,
vx(Lx, y, t) = vy(x, 0, t) = vy(x, Ly, t) = 0 . (50)
See also Fig. 2(a). This case reproduces the stan-
dard DS results and serves as a test of the proce-
dure, as well as of the numerical implementation.
b) Three electrodes, at the sides x = 0, y = 0 and
y = Ly, oscillate with frequency ω, whereas the
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FIG. 2. (Color online) Schematics of the 2D setup. A layer
of graphene is placed on a substrate in close proximity to
a gate (not shown) and contacted on all four sides. This
defines a channel of length Lx and width Ly. The rightmost
contact is left fluctuating in both cases, whereas the leftmost
oscillates at the frequency ω. The rectified potential is always
measured between the contacts at x = 0 and x = Lx. The
other two contacts (y = 0, y = Ly) are either left fluctuating
[panel (a)] or they are oscillating at the external frequency ω
[panel (b)]. These two configurations correspond to the two
boundary conditions studied in the main text in Sect. V.
last one is left fluctuating. Hence,
U(0, y, t) = U(x, 0, t) = U(x, Ly, t)
= U0 + Uext cos(ωt) ,
vx(Lx, y, t) = 0 . (51)
See also Fig. 2(b). In this truly 2D case we will be
able to appreciate qualitative differences between
the standard hydrodynamic approach (λ = 0) and
our pseudo-Euler theory (λ = 1).
For the sake of simplicity, numerics will be carried out
for Lx = Ly = L.
A. Eigenmodes of the linear problem
When we linearize Eqs. (48)-(49) we get
∂tU1(r, t) + U0∇ · v1(r, t) = 0 ,
∂tv1(r, t) +
1
τ
v1(r, t) =
e
m
∇U1(r, t) , (52)
which results in the equation
∂2tU1(r, t) +
1
τ
∂tU1(r, t)− s2∇2U1(r, t) = 0 . (53)
The frequency ω is fixed, so we attempt a solution of the
type
U1(r, t) = U1(r, ω)e
−iωt + U∗1 (r, ω)e
iωt , (54)
which gives
∇2U1(r, ω) = −q2ωU1(r, ω) ,
∇2U∗1 (r, ω) = −(q∗ω)2U∗1 (r, ω) , (55)
where
qω =
ω
s
√
1 +
i
ωτ
,
q∗ω =
ω
s
√
1− i
ωτ
. (56)
The harmonic problem posed by Eqs. (55) can be solved
analytically or numerically with the appropriate bound-
ary conditions at (50) or (51). Eq. (52) implies that, at
the contacts oscillating at frequency ω,
U1(r, ω)
∣∣∣
bound
=
Uext
2
, (57)
whereas at the fluctuating contacts
∂nˆU1(r, ω)
∣∣∣
bound
= 0 , (58)
where “∂nˆ” denotes the gradient in the direction orthog-
onal to the boundary.
Once U1(r, ω) and U
∗
1 (r, ω) have been determined, the
velocity field is found as
v1(r, t) = v1(r, ω)e
−iωt + v∗1(r, ω)e
iωt , (59)
where
v1(r, ω) =
e∇U1(r, ω)/m
−iω + 1/τ ,
v∗1(r, ω) =
e∇U∗1 (r, ω)/m
iω + 1/τ
, (60)
where α1(r, ω) = iv1(r, ω)/ω and α
∗
1(r, ω) =
−iv∗1(r, ω)/ω.
In Fig. 3 we show representative velocity fields, v1(r, 0)
for both cases defined by the boundary conditions in
Eqs. (50) and (51). In the former case the problem is
effectively 1D, since velocities and potentials are all ho-
mogeneous in the yˆ direction. Note that, in this plot,
we need not to distinguish between hydrodynamic and
non-hydrodynamic regimes: the extra terms only impact
the nonlinear part of the problem and the final rectified
potential.
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FIG. 3. (Color online) The velocity profile v1(r, 0) for the
boundary conditions in Eq. (50) [panel (a)] and (51) [panel
(b)], in units of sUext/U0. The color of the arrow corresponds
to the value of U1(r, 0)/Uext. In panel (a), ω = 4.5ω0, whereas
in panel (b) ω = 3.5ω0. Numerical results in both panels
have been obtained by setting τ = ω−10 and Lx = Ly = L.
(Due to the chosen scalings, these are the only quantities that
matter for making the plots.) As can be seen from Fig. 4, the
frequencies of both plots are chosen to be close to a resonant
frequency of the purely hydrodynamic FET (i.e. when λ = 0).
B. The rectified potential
Once the solution of the harmonic problem posed by
Eq. (55), with the boundary conditions (50) or (51), has
been analytically or numerically determined, we can solve
the nonlinear problem. We now guide the reader through
the steps of the solution.
First, we collect all the nonlinear terms in Eqs. (49)
and (48), which give the equations
∂tU2(r, t) +∇ ·
[
U0v2(r, t) + U1(r, t)v1(r, t)
]
= 0 (61)
and
e
m
∇U2(r, t) = ∂tv2(r, t) + 1
τ
v2(r, t) +
1
2
∇v21(r, t)
− λ[v1(r, t)×∇]× v1(r, t)
− 2eλ
m
[∇U1(r, t)×∇]×α1(r, t) . (62)
Here, we used the solution of the linear problem, which,
due to Eq. (60), has the following properties: ∇ ×
v1(r, t) = 0 and ∇ × α1(r, t). Averaging Eqs. (61)-(62)
over one period of the external oscillating field as
〈A(r, t)〉 = ω
2pi
∫ 2pi/ω
0
dt A(r, t) , (63)
we find the equations for the rectified quantities
∇ · [U0〈v2(r)〉+ 〈U1(r, t)v1(r, t)〉] = 0 (64)
and
e
m
∇〈U2(r, t)〉 = 1
τ
〈v2(r, t)〉+ 1
2
∇〈v21(r, t)〉
− λ〈[v1(r, t)×∇]× v1(r, t)〉
− 2 e
m
〈[∇U1(r, t)×∇]×α1(r, t)〉 .
(65)
As shown in Appendix B, Eqs. (64) and (65) can be
rewritten as
∇ · [U0v2(r) + U∗1 (r, ω)v1(r, ω) + U1(r, ω)v∗1(r, ω)] = 0
(66)
and
∇φ(r) = 2iλ
ωτ
∇× [v∗1(r, ω)× v1(r, ω)]
+
U0v2(r) + λ
[
U∗1 (r, ω)v1(r, ω) + U1(r, ω)v
∗
1(r, ω)
]
U0τ
,
(67)
where
φ(r) ≡ e
m
U2(r)− (1 + λ)v1(r, ω) · v∗1(r, ω)
− λ s
2
U20
U∗1 (r, ω)U1(r, ω) , (68)
U2(r) ≡ 〈U2(r, t)〉, and v2(r) ≡ 〈v2(r, t)〉. Eqs. (66)-
(67) are written in a form that allows for an efficient and
stable numerical evaluation. It is in fact now possible
to take the divergence of Eq. (67) and then, by using
Eq. (66), we get
∇2φ(r) = λ− 1
U0τ
∇·[U∗1 (r, ω)v1(r, ω)+U1(r, ω)v∗1(r, ω)] .
(69)
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FIG. 4. (Color online) The spatially-averaged dimension-
less rectified potential ∆U¯rec ≡ U0∆Urec/U2ext calculated from
Eq. (72) is plotted as a function of the frequency of the ex-
ternal drive, in units of ω0 = s/L. Panel (a) [(b)] is obtained
by imposing the boundary conditions in Eq. (50) [(51)]. In
panel (a) we compare the numerical result to the analytical
one. Panel (b) highlights the qualitative differences between
hydrodynamic (λ = 0) and non-hydrodynamic (λ = 1) theo-
ries. Numerical results in this figure have been obtained by
setting τ = ω−10 and Lx = Ly = L.
The boundary condition of zero velocity across any
boundary can be translated, by using Eq. (67), into a
boundary condition on the normal derivative of φ(r) as
∂nˆφ(r)
∣∣∣
bound
=
2iλ
ωτ
nˆ·{∇×[v∗1(r, ω)×v1(r, ω)]} . (70)
On any other boundary, it is sufficient to impose that
U2(r) = 0, which according to Eq. (68) gives
φ(r)
∣∣∣
bound
= −(1 + λ)v1(r, ω) · v∗1(r, ω)
− λ s
2
U20
U∗1 (r, ω)U1(r, ω) . (71)
Once φ(r) has been determined, the spatially-averaged
rectified potential ∆Urec is obtained by inverting Eq. (68)
for U2(r) and then calculating
∆Urec ≡ 1
Ly
∫ Ly
0
dy
[
U2(Lx, y)− U2(0, y)
]
. (72)
In Fig. 4(a) we show a representative plot of ∆Urec,
in units of U2ext/U0, for the case obtained by imposing
the boundary conditions (50) for λ = 0, 1 (as explained
above, the two solutions coincide). The numerical result
is compared with the analytical one, given by Eq. (42)
with K(ω) = 1. The excellent agreement shows that the
numerical finite-element code we use, to solve the lin-
ear and nonlinear problems posed by Eqs. (55) and (69)
respectively, is stable and reliable.
In Fig. 4(b) we show instead a plot of ∆Urec, always
in units of U2ext/U0, for the case in which the boundary
conditions are given by Eq. (51), for both λ = 0 and
λ = 1. In this case, as expected, the two results not only
do not coincide but display large qualitative differences.
In particular, note that the rectified potential calculated
with our pseudo-Euler equation shows wild sign changes
as a function of ω.
These qualitative differences between hydrody-
namic and non-hydrodynamic regimes can potentially
be probed experimentally by using antenna-coupled
graphene THz photodetectors similar to those fabricated
in Refs. 37–40. To this end, one needs to minimize
thermoelectric contributions41,42 to the dc photovoltage
by making sure that the FET channel is as homogeneous
as possible, mitigating the impact of gradients of the
Seebeck coefficient. We further note, that while the
detection of THz radiation enabled by conventional
hydrodynamic nonlinearities remains to be observed,
resonant (plasmon-assisted) THz photoresponse in
graphene FETs has been recently reported at cryogenic
temperatures40, well below those required for the onset
of hydrodynamic electron transport7,10. Importantly,
the resonances were well-pronounced even for the case
of uniform channel doping, where the thermoelectric
contribution to the responsivity is suppressed41. This
suggests that the pseudo-Euler nonlinearity addressed
in detail in this Article may be one of the mechanisms
responsible for the rectification of the high-frequency ac
field into a dc photovoltage in Ref. 40.
VI. SUMMARY AND CONCLUSIONS
In this Article we have revisited the Dyakonov-Shur
theory3 of photodetection of long-wavelength radiation
assisted by plasmons whereby a resonantly-enhanced dc
photovoltage appears between the source and drain con-
tacts of a field-effect transistor hosting a two-dimensional
electron gas in response to an oscillating electromagnetic
field. In this theory, rectification occurs because of hydro-
dynamic nonlinearities. Here, we have shown that this
intrinsic mechanism is much more general and occurs,
with some intriguing qualitative differences, well beyond
the frequency regime in which hydrodynamic theory ap-
plies.
The idea is that, on general grounds, the two-
dimensional electron gas in the field-effect transistor
channel has a nonlinear optical response of microscopic
origin. We have shown that the latter yields a pseudo-
Euler equation of motion for a collective velocity field,
which is compactly reported in Eq. (4). Combining this
new equation with the continuity equation one can calcu-
late the dc photovoltage induced by an electromagnetic
field well beyond the regime of frequencies where hydro-
12
dynamic theory applies.
As a reality check, we have first used our formalism
to derive the standard Euler equation of hydrodynamic
theory—see Appendix A—by employing recent results21
on the second-order nonlinear conductivity of a hydrody-
namic electron fluid. We have then combined analytical
and numerical work to illustrate differences between ordi-
nary hydrodynamic theory and our pseudo-Euler formal-
ism. For the sake of definiteness, we have used graphene
as an example. For the latter material, our pseudo-Euler
equation is reported in Eq. (17). Concrete results for
the dc photovoltage one should expect in one- and two-
dimensional photodetector geometries are presented and
discussed in Sections IV and V. Significant qualitative
differences between our theory and conventional (i.e. hy-
drodynamic) Dyakonov-Shur theory are clearly visible in
Figs. 3 and 4 and, quite interestingly emerge both in the
low- and high-frequency regimes, where, for the case of
graphene, the natural frequency scale to keep in mind is
the threshold for inter-band transitions, ω = 2EF/h¯, EF
being the Fermi energy. These differences are amenable
to experimental studies and greatly expand the knowl-
edge of the fundamental physics behind intrinsic long-
wavelength photodetection.
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Appendix A: Derivation of the Euler equation from
the hydrodynamic nonlinear conductivity
We start the reconstruction of the standard Euler
equation by considering the hydrodynamic conductivity
tensors21. The linear one reads
σ
(1)
ij (Ω) = δij
in0e
2
ωm
, (A1)
where n0 is the equilibrium electron density and m the
electron mass. In the case of graphene, the mass m in
Eq. (A1) needs to be interpreted as an effective density-
dependent mass—see main text and Ref. 35. The second-
order nonlinear conductivity in the hydrodynamic regime
reads as following21
σ
(2,Hy)
ijk (Ω,Ω1,Ω2) = δΩ1+Ω2,Ω
∑
β
[
q1,βd
(Hy)
ijkβ (ω, ω1, ω2)
+ q2,βd
(Hy)
ikjβ (ω, ω2, ω1)
]
, (A2)
where δΩ1+Ω2,Ω ≡ δq1+q2,qδω1+ω2,ω and
d
(Hy)
ijkβ (ω, ω1, ω2) = d0
ω1δiβδjk + ωδjβδik
ωω21ω2
. (A3)
Here
d0 ≡ n0e
3
m2
. (A4)
Plugging Eqs. (A1)-(A2) into Eqs. (8)-(9) we find
ρ
(1)
ij (Ω) = −δij
iωm
n0e2
(A5)
and
ρ
(2,Hy)
ijk (Ω,Ω1,Ω2) = δΩ1+Ω2,Ω
imω
n20e
3
(
qi
ω
δjk +
q1,j
ω1
δik
+
q2,k
ω2
δij
)
. (A6)
Using these expressions, Eq. (4) becomes
n0e
2
m
E(Ω) = −iωj(Ω)− iω
2n0e
∑
Ω1
{
q
ω
[
j(Ω1) · j(Ω2)
]
+
q1 · j(Ω1)
ω1
j(Ω2) +
q2 · j(Ω2)
ω2
j(Ω1)
}
.(A7)
Here it is understood that ω2 = ω− ω1 and q2 = q − q1.
Using the continuity equation and the symmetry prop-
erties of Eq. (A7) by exchange of ω1 ↔ ω2 and q1 ↔ q2
we rewrite it as
n0e
2
m
E(Ω) = −iωj(Ω) + 1
n0e
∑
Ω1
{
− iq1
[
j(Ω1) · j(Ω2)
]
+ iω1eδn(Ω1)j(Ω2) + iω2eδn(Ω1)j(Ω2)
}
.
(A8)
Fourier-transforming back to real space and time the pre-
vious equation we then get
n0e
2
m
E(r, t) = ∂tj(r, t)− 1
n0e
{∑
i
ji(r, t)∇ji(r, t)
+ e∂tδn(r, t)j(r, t) + eδn(r, t)∂tj(r, t)
}
.
(A9)
We now further manipulate this expression. First, we
rewrite the last term on the second line of Eq. (A9) using
that, to the order of nonlinearity to which we are working,
∂tj(r, t) =
n0e
2
m
E(r, t) . (A10)
Hence, after few straightforward manipulations, Eq. (A9)
becomes
e2
m
n(r, t)E(r, t) = ∂tj(r, t)− 1
n0e
{∑
i
ji(r, t)∇ji(r, t)
+ e∂tδn(r, t)j(r, t)
}
, (A11)
13
where n(r, t) ≡ n0 +δn(r, t). Next, to rewrite this as the
standard Euler equation, we introduce the velocity field
v(r, t) as
j(r, t) ≡ −en(r, t)v(r, t) . (A12)
Plugging this into Eq. (A11), after few straightforward
manipulations we get
n(r, t)∂tv(r, t)+n0vi(r, t)∇vi(r, t) = − e
m
n(r, t)E(r, t) ,
(A13)
where we retained terms up to second order in nonlin-
earities. Consistently with the order at which we are
working, we can now: (i) replace n0 → n(r, t) in the
last term on the left-hand side of Eq. (A13), and divide
everything by n(r, t). Using well-known vector calculus
identities, we rewrite Eq. (A13) as
∂tv(r, t) +
[
v(r, t) ·∇]v(r, t)− [∇× v(r, t)]× v(r, t)
= − e
m
E(r, t) . (A14)
This is almost Euler’s equation, except for the third term
on the right-hand side. We now manipulate it by using
that, according to Faraday’s equation,
∇×E(r, t) = 1
c
∂tB(r, t) , (A15)
which allows to rewrite the time-derivative of the vortic-
ity as
∂t
[∇× v(r, t)] = − e
mc
∂tB(r, t) . (A16)
Integrating this equation and setting the time-
independent constant equal to zero (which is consistent
with the fact that no external time-independent magnetic
field is present), and plugging the result in Eq. (A14) we
finally get
∂tv(r, t) +
[
v(r, t) ·∇]v(r, t) + e
mc
B(r, t)× v(r, t)
= − e
m
E(r, t) , (A17)
which is the Euler equation in the presence of a Lorentz
force due to the self-induced magnetic field B(r, t).
Appendix B: Simplification of the last term of
Eq. (65).
In this Section we detail a few algebraic steps that
we have carried out to manipulate the last term on the
right-hand side of Eq. (65).
By using the second of Eqs. (52) we rewrite it as
g(x, y) ≡
〈[
v1(r, t)×∇
]× v1(r, t) + 2 e
m
[∇U1(r, t)×∇]×α1(r, t)〉
=
〈[
v1(r, t)×∇
]× v1(r, t) + 2 [(∂t + 1
τ
)
v1(r, t)×∇
]
×α1(r, t)
〉
. (B1)
Using the fact that 〈. . .〉 is an integral over time between 0 and 2pi/ω (i.e. an average over one cycle of the external
oscillating field), we now integrate the second term on the last line of Eq. (B1) by parts. Since all functions are
periodic, boundary contributions cancel. We get
g(x, y) =
〈[
v1(r, t)×∇
]× v1(r, t) + 2
τ
[v1(r, t)×∇]×α1(r, t)− 2 [v1(r, t)×∇]× ∂tα1(r, t)
〉
=
〈
2
τ
[v1(r, t)×∇]×α1(r, t)− [v1(r, t)×∇]× v1(r, t)
〉
. (B2)
Here we used that ∂tα1(r, t) = v1(r, t). We now perform the integration. Using the definitions in Eq. (59) we find
g(x, y) =
2
τ
[
v1(r, ω)×∇
]×α∗1(r, ω) + 2τ [v∗1(r, ω)×∇]×α1(r, ω)
− [v1(r, ω)×∇]× v∗1(r, ω)− [v∗1(r, ω)×∇]× v1(r, ω)
= −
{(
1 +
2i
ωτ
)[
v1(r, ω)×∇
]× v∗1(r, ω) + (1− 2iωτ
)[
v∗1(r, ω)×∇
]× v1(r, ω)}
= −
{[
v1(r, ω)×∇
]× v∗1(r, ω) + [v∗1(r, ω)×∇]× v1(r, ω)}
− 2i
ωτ
{[
v1(r, ω)×∇
]× v∗1(r, ω)− [v∗1(r, ω)×∇]× v1(r, ω)} . (B3)
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Here we used that
α1(r, ω) = i
v1(r, ω)
ω
. (B4)
We now consider the two terms in Eq. (B3) separately. We start from the second one, which can be rewritten as
g2(x, y) ≡ − 2i
ωτ
{[
v1(r, ω)×∇
]× v∗1(r, ω)− [v∗1(r, ω)×∇]× v1(r, ω)}
= − 2i
ωτ
{
v1,i(r, ω)∇v∗1,i(r, ω)− v1(r, ω)
[∇ · v∗1(r, ω)]− v∗1,i(r, ω)∇v1,i(r, ω) + v∗1(r, ω)[∇ · v1(r, ω)]}
= − 2i
ωτ
{[
v1(r, ω) ·∇
]
v∗1(r, ω)− v1(r, ω)
[∇ · v∗1(r, ω)]− [v∗1(r, ω) ·∇]v1(r, ω) + v∗1(r, ω)[∇ · v1(r, ω)]}
= − 2i
ωτ
∇× [v∗1(r, ω)× v1(r, ω)] . (B5)
In passing from the second to the third line we used that[∇× v∗1(r, ω)]× v1(r, ω) = [v1(r, ω) ·∇]v∗1(r, ω)− v1,i(r, ω)∇v∗1,i(r, ω) = 0 , (B6)
and similarly for its complex conjugate.
Similarly,
g1(x, y) ≡ −
{[
v1(r, ω)×∇
]× v∗1(r, ω) + [v∗1(r, ω)×∇]× v1(r, ω)}
= −
{
v1,i(r, ω)∇v∗1,i(r, ω)− v1(r, ω)
[∇ · v∗1(r, ω)]+ v∗1,i(r, ω)∇v1,i(r, ω)− v∗1(r, ω)[∇ · v1(r, ω)]}
= −
{
∇[v1(r, ω) · v∗1(r, ω)]+ v1(r, ω) iωU∗1 (r, ω)U0 − v∗1(r, ω) iωU1(r, ω)U0
}
. (B7)
In the last line we used that −iωU1(r, ω) + U0∇ · v1(r, ω) = 0 and its complex conjugate.
g1(x, y) = −
{
∇[v1(r, ω) · v∗1(r, ω)]+ (iω − 1/τ)U∗1 (r, ω)v1(r, ω)− (iω + 1/τ)U1(r, ω)v∗1(r, ω)U0
+
U∗1 (r, ω)v1(r, ω) + U1(r, ω)v
∗
1(r, ω)
τU0
}
= −
{
∇[v1(r, ω) · v∗1(r, ω)]− emU0 [U∗1 (r, ω)∇U1(r, ω) + U1(r, ω)∇U∗1 (r, ω)]
+
U∗1 (r, ω)v1(r, ω) + U1(r, ω)v
∗
1(r, ω)
τU0
}
= −
{
∇
[
v1(r, ω) · v∗1(r, ω) +
s2
U20
U∗1 (r, ω)U1(r, ω)
]
+
U∗1 (r, ω)v1(r, ω) + U1(r, ω)v
∗
1(r, ω)
τU0
}
. (B8)
Therefore, Eq. (65) reads
∇ · [U0〈v2(r)〉+ U∗1 (r, ω)v1(r, ω) + U1(r, ω)v∗1(r, ω)] = 0 , (B9)
and
e
m
∇U2(r) = 1
U0τ
{
U0v2(r) + λ
[
U∗1 (r, ω)v1(r, ω) + U1(r, ω)v
∗
1(r, ω)
]}
+∇
[
(1 + λ)v1(r, ω) · v∗1(r, ω) + λ
s2
U20
U∗1 (r, ω)U1(r, ω)
]
+
2iλ
ωτ
∇× [v∗1(r, ω)× v1(r, ω)] . (B10)
Defining
φ(r) ≡ e
m
U2(r)− (1 + λ)v1(r, ω) · v∗1(r, ω)− λ
s2
U20
U∗1 (r, ω)U1(r, ω) , (B11)
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Eq. (B10) reduces to
∇φ(r) = 1
U0τ
{
U0v2(r) + λ
[
U∗1 (r, ω)v1(r, ω) + U1(r, ω)v
∗
1(r, ω)
]}
+
2iλ
ωτ
∇× [v∗1(r, ω)× v1(r, ω)] . (B12)
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