We describe an extension procedure for constructing new standardized time series procedures from existing ones. The approach is based on averaging over sample paths obtained by permuting path segments. Analytical and empirical results indicate that permuting improves standardized time series methods. We compare permuting to an alternative extension procedure known as batching. We demonstrate the permuting method by applying it to estimators based on the maximum and the area of a normalized path. 1. Introduction. The goal of many steady-state simulations is to estimate and construct confidence intervals for the steady-state mean of a stochastic process. Under mild conditions, the time average of a process converges to with probability one, so constructing a point estimator for is straightforward: run a long simulation of the process, and use the time average of the process over the simulation as a point estimate for . Time averages often satisfy a central limit theorem, but the autocorrelations typically present in simulation output make constructing confidence intervals for based on a central limit theorem a delicate undertaking. A number of techniques have been developed to do this under various assumptions; e.g., see Law and Kelton [10, §9.5].
1. Introduction. The goal of many steady-state simulations is to estimate and construct confidence intervals for the steady-state mean of a stochastic process. Under mild conditions, the time average of a process converges to with probability one, so constructing a point estimator for is straightforward: run a long simulation of the process, and use the time average of the process over the simulation as a point estimate for . Time averages often satisfy a central limit theorem, but the autocorrelations typically present in simulation output make constructing confidence intervals for based on a central limit theorem a delicate undertaking. A number of techniques have been developed to do this under various assumptions; e.g., see Law and Kelton [10, §9.5] .
One such approach is to apply a standardized time series (STS) technique (Schruben [11] ). The validity of STS methods depends on the simulated process satisfying a functional central limit theorem (e.g., Billingsley [1] ); that is, a suitably centered and scaled version of the process converges to a Brownian motion as the run length grows large. One implements an STS method by applying a "scaling function" b to a standardized version of the original process. Glynn and Iglehart [7] generalize the class of STS methods, study some of their theoretical asymptotic properties, and provide references that establish sufficient conditions under which a functional central limit theorem holds.
If we break the original path into a fixed number m of (nonoverlapping) batches, then each of the batches also satisfies a functional central limit theorem if the original process does. Hence, we can apply an STS method to each of the batches independently, and then combine the results using a p-norm, p ≥ 1. Proposed by Schruben [11] , this approach, which we call batching, is thus a way to take a given STS scaling function and derive new ones from it. Although batching is asymptotically valid (as run lengths grow to infinity), in practice, finite sample sizes can significantly degrade the performance (e.g., lower coverage) compared to no batching for the same basic STS scaling function. Because each batch is much shorter than the entire run length, the Brownian approximation will typically be worse for each batch than it is for the entire sample path.
In this paper, we introduce an approach for developing new STS methods from existing ones. The idea is based on dividing a sample path into segments and averaging an estimator over all paths obtained by permuting the path segments. (This is similar to an approach we developed for regenerative processes in Calvin and Nakayama [3, 4] .) Specifically, suppose that the sample path is split into m equal-length segments, m ≥ 2. Then, permuting the segments and piecing them together yields another sample path, which satisfies a functional central limit theorem if the original process does. (Note that we differentiate between the terms segments and batches.) We apply a scaling function b to each permuted sample path, and we obtain the permuted scaling functionb m p by combining the values of b over all m! permutations using a p-norm, p ≥ 1.
When permutations are combined with the 1-norm (i.e., p = 1), the expected value (respectively, variance) ofb m p applied to the Brownian limit is the same as (respectively, no greater than) that for the nonpermuted scaling function b (see Theorem 5.1). Theorem 5.1 also shows that when p = 2, the mean (respectively, variance) ofb m p applied to the Brownian limit is no less than (respectively, no greater than) that for the nonpermuted scaling function b. However, because the expected width of the limiting confidence interval also depends on an appropriate quantile point, as well as the expected value of the scaling function applied to the Brownian limit, the results in Theorem 5.1 do not tell the entire story about expected asymptotic confidence-interval widths. But we present theoretical and empirical results showing that permuting typically leads to smaller and less variable confidence intervals compared to the regular (i.e., nonpermuted and nonbatched) STS estimator. While empirical evidence shows that there is some degradation in coverage of confidence intervals based on permuted STS estimators (compared to the regular STS confidence intervals) when sample sizes are small, the effect is less pronounced than for batching for each value of m. We demonstrate our approach by applying it to two examples of STS methods: the maximum estimator and the area estimator (Schruben [11] ). We derive a simple representation of the permuted maximum estimator with m = 2 segments and p = 1. We also consider the case of the permuted maximum estimator for m > 2 and p = 1, but the resulting estimator requires a summation over m! terms, thus limiting the size of m that is feasible in practice. For the permuted area estimator with m ≥ 2 and p = 2, we derive a representation that does not require explicitly summing over m! terms, and Calvin and Nakayama [6] present the same for the permuted version of Goldsman and Schruben's [9] weighted area estimator.
For the maximum estimator, analytical calculations show that permuting with m = 2 segments and p = 1 results in roughly a 25% reduction in the mean asymptotic half width of 90% confidence intervals, relative to that of the regular maximum estimator. We also compare analytically the expected asymptotic half widths when permuting m = 2 segments and batching with m = 2 batches, each with p = 1, and show that permuting leads to a slight reduction in expected half width. The asymptotic variability of the half widths is also reduced.
In addition, we show that asymptotically, the permuted area estimator (m ≥ 2, p = 2) is equal in distribution to a function of two independent chi-square random variables. We use simulation to estimate the quantile points needed for constructing confidence intervals.
We also ran experiments with our estimators. For the maximum estimator, empirical results for up to m = 5 batches or segments indicate that permuting gives rise to shorter and less variable confidence intervals, compared to the regular maximum, but with virtually no loss in coverage. In contrast, batching also leads to shorter and less variable intervals than the regular maximum, but there is significant degradation in coverage. For the area and weighted area estimators, permuting and batching also improve on the regular estimator, but now with some loss in coverage for both. However, for each value of m ≥ 2, batching consistently suffers worse degradation in coverage than permuting (with about the same average and variance of half width), so it appears that permuting outperforms batching in the small-sample context.
The maximum estimator we study has apparently not been considered before in the literature. Schruben [11] developed a similar approach, the standardized maximum, which is based on the maximum of a function divided by a function of the location at which the maximum occurs. In contrast, the maximum estimator we study is based only on the value of the maximum. Tokol et al. [13] propose an STS method based on the maximum of the absolute value.
Our permuting approach can also be used with other STS methods not considered here, but the main purpose of this paper is to introduce and illustrate the use of permuting and to compare properties of the resulting permuted scaling function to the original and batched scaling functions.
The rest of this paper is organized as follows: In §2, we review the general method of standardized time series. We introduce the maximum estimator in §3, and discuss in §4 the general approach of batching. In §5, we present the permuted STS approach and apply it to the maximum estimator (m ≥ 2, p = 1). We also study some asymptotic properties of the permuted maximum for the special case when m = 2, and compare it to the batched maximum for m = 2. We derive the permuted area estimator (m ≥ 2, p = 2) in §6. Empirical results are discussed in §7, and we give concluding comments in §8. An appendix contains some of the longer proofs. Calvin and Nakayama [5] presents some of the results from this paper without proofs.
2. Background on standardized time series. In this section, we summarize some facts about standardized time series; see Schruben [11] or Glynn and Iglehart [7] for additional details. Let Y = Y t t ≥ 0 be a realvalued right-continuous stochastic process with left limits representing the output of a simulation experiment. For each n ≥ 1, define the scaled process Y n , n ≥ 1, by
Note that Y n 1 is the sample mean of the process Y up to time n. Let 0 be the space of continuous real-valued functions x on the unit interval that vanish at 0, and let 00 denote x ∈ 0 x 1 = 0 .
Suppose that there is a real number and a positive number such that if we define a sequence of processes X n , n ≥ 1, by
in 0 endowed with the uniform metric as n → , where W is a standard Brownian motion, and → denotes convergence in distribution. Note that Y n , X n , and W are elements of 0 , although Y need not be. The functional central limit theorem (FCLT) (1) has been shown to hold under a variety of assumptions. Often the conditions require a type of asymptotic independence in the form of mixing conditions, which assert that two events far apart in time are almost independent (Billingsley [1] ). We are interested in constructing confidence intervals for the unknown parameter , the steady-state mean of Y . One way of accomplishing this is to apply a technique from the class of standardized time series methodologies, which we now describe.
Let be the projection from 0 onto 00 given by
for x ∈ 0 . For ∈ and y ∈ 0 defined by y t = t, 0 ≤ t ≤ 1, y = 0. Let B denote a standard Brownian bridge process on 0 1 , and note that W = B, where = denotes equality in distribution. The limit theorem (1) implies that
as n → . Let + be the nonnegative real numbers. An STS method is based on a continuous function b 00 → + satisfying the following conditions:
(i) b x = b x for ∈ with > 0 and x ∈ 00 , (ii) P b B > 0 = 1. We call any continuous function b satisfying the conditions above a scaling function. Glynn and Iglehart [7] present several examples of scaling functions b, including ones for the area estimator, the standardized maximum, and the method of batch means.
When (1) holds and b is a scaling function,
as n → , where b x = b x . In the second equality we used the scaling property (i) of b and the linearity of , and the convergence follows from the continuity of b and (2). Let
, is the distribution function of a standard normal), 
, and note that H is a symmetric distribution. Then, as the run length n → , the interval
is an asymptotic 100 1 − % confidence interval for . The half width of the confidence interval is L n ≡ X n n ≥ 1 is uniformly integrable (e.g., see Billingsley [1] 
Note that depends only on the original process Y and not on the choice of the function b, so we will use
as a measure of the limiting expected half width of a 100 1 − % confidence interval obtained using the STS method based on scaling function b. We also consider
as a measure of the asymptotic variability of the confidence interval half width.
3. Standardized time series based on maximum. Define b max 00 → + by
Because the maximum of a Brownian bridge is almost surely positive, b max defines an STS scaling function. The distribution function H of W 1 /b max B is given in the following result.
Proposition 3.1. For the maximum scaling function b max defined in (6) ,
The distribution of the maximum of the Brownian bridge is given by
e.g., see Breiman [2, p. 290]. Thus, for x > 0, we have
w dw G dy
Also, (7) implies
Setting H b max 1− /2 = 1 − /2 and solving for b max 1− /2 , we obtain the critical points of the distribution H for b max as
The values of the critical points for 1 − = 0 90, 0 95, and 0 99 are given in the first row of Table 1 . (The parameters m and p, which are used in batching and permuting, will be defined later.) Table 2 gives the limiting expected half-width measure 1 and the limiting variance measure 2 for various confidence levels. 4. Batching. We now describe a standard way to extend standardized time series methods to multiple "batches." The idea is rather than approximate the entire sample path by a single Brownian bridge, we break up the path into m (nonoverlapping) batches and approximate each batch by a Brownian bridge. The scaling function b is then applied to each centered and scaled batch, and we combine the m b-function values to come up with the overall estimator. We now discuss in detail this approach, which is discussed in Schruben [11] and Glynn and Iglehart [7] .
We describe first how to break up a sample path into m batches, and then discuss (8) which is the batched scaling function for m batches using the p-norm constructed from scaling function b. In this paper, we consider the case of p = 1 2, but other values of p, or more generally, any norm, can be used.
The following result compares some of the moments of batched and unbatched scaling functions applied to the Brownian limit.
Proposition 4.1. Suppose that b is a scaling function. Then, for any number of batches
Proof. Parts (i) and (ii) follow from (8) and the fact that i m B , i = 1 m, are independent and identically distributed (i.i.d.) standard Brownian bridges. Part (iii) holds by Hölder's inequality, and using (i) and (iii) with p = 2 yields (iv). 
which is the process over the ith batch, shifted to start at the origin, and set 
which is the permuted scaling function with m segments using scaling function b and the p-norm.
A slightly different way of looking at the permuted scaling function is as follows. Let x ∈ 00 . For a fixed number of segments m, let x m = T x ∈ S m be the set of m! permuted paths that can be constructed from x. Let P · x denote the uniform probability distribution on x m ; i.e., P · x assigns probability 1/m! to each T x ∈ x m . Let E · x and Var · x denote the corresponding expectation and variance, respectively, and let X be a random draw from x m under distribution P · x . Then, we can write the permuted scaling functionb m p applied to path x asb
Now replace x with a Brownian bridge B, so B m = T B ∈ S m is the set of permuted paths of B for m segments. Let B be a random sample path in 00 obtained by first sampling a sample path of B and then uniformly randomly selecting a path from B m . Because T B = B for each ∈ S m , it follows that B = B. Let P · B , E · B , and Var · B denote the conditional probability, expectation, and variance, respectively, given B.
We now use this framework to study the moments of regular and permuted scaling functions applied to B. First, suppose that p ≥ 1. Then,
because B = B. Moreover, a variance decomposition yields
Therefore, when p = 2, (10) and (12) 
While Theorem 5.1 (also see Proposition 4.1) compares some of the moments of the limiting permuted estimatorb m p B to those of the asymptotic regular estimator b B , these results do not allow us to directly determine the impact of permuting on the mean and variance of the widths of the limiting confidence interval. As seen in (4) and (5), these measures of confidence-interval width also depend on the quantile points b m p 1− /2 and b 1− /2 , whose values Theorem 5.1 does not address. However, we later provide theoretical and empirical results for specific STS methods (see also Calvin and Nakayama [5, 6] ) showing that permuting appears to reduce both the mean and variance of confidence-interval widths compared to the regular estimator. 
For general m > 2, it appears that this cannot be simplified further to avoid the sum over the m! terms in S m , thereby limiting the size of m that can be used in practice. However, in the case when m = 2, the permuted estimator has a simple form, which we now describe. For x ∈ 00 , let x be the sample path obtained by swapping the two halves of x. Specifically, let x = x t 0 ≤ t ≤ 1 , and definex = x t 0 ≤ t ≤ 1 such that
But x 1 = 0 for x ∈ 00 , sox t = x t − x 1/2 , where
Hence, for any scaling function b, the corresponding permuted scaling function when m = 2 and p = 1 is
For the maximum function b max defined in (6), note that b max x − x 1/2 = b max x − x 1/2 for x ∈ 00 . Hence, the permuted maximum scaling function with m = 2 and p = 1 is
Applying this to the limiting Brownian bridge B, we get
and we can view the permuted estimator in the limit as the original minus a control variate, B 1/2 /2, because E B 1/2 = 0. From the representation (14) we see that the additional work to compute the permuted estimator is just subtracting half the midpoint of the normalized process. The proof of the following proposition appears in the appendix.
Proposition 5.1. For b max defined as in (6) and permuting with m = 2 segments and p = 1,
Var b max 2 1 B = 7 − 2 16 Some of the critical points of the distribution H forb max 2 1 are given in the last row of Table 1 . These values were calculated numerically. Table 2 provides the limiting half widths' means and variabilities of the corresponding confidence intervals.
For the sake of comparison, we now consider the batched maximum estimator. The proof of the following proposition appears in the appendix. 
The values of the critical points for 1 − = 0 90, 0 95, and 0 99 are given in the second row of Table 1 , and Table 2 gives the limiting half widths and variabilities of the corresponding confidence intervals. Comparing in Table 2 the various maximum estimators in terms of limiting expected half widths and variabilities of half widths, we see that when p = 1, permuting with m = 2 is better than not permuting, and permuting with m = 2 segments slightly outperforms batching with m = 2 batches.
In §7, we empirically compare coverages of the regular, batched, and permuted maximum confidence intervals. Also, we compare batching and permuting for up to m = 5.
We now compare our maximum estimator with Schruben's standardized maximum estimator, which is based on the scaling function
where t * = inf t ≥ 0 x t = M and M = max x t 0 ≤ t ≤ 1 . Schruben [11] showed that W 1 /b sm B = t 3 / √ 3, where t d is a student-t random variable with d degrees of freedom. Thus, it can be shown that E b sm B = 2 √ 2/ . Consequently, the mean half width of a 90% confidence interval corresponding to the maximum estimator is asymptotically about 19% larger than that for the standardized maximum. However, empirical results in Calvin and Nakayama [5] seem to indicate that the coverage of confidence intervals constructed using the maximum method is closer to the nominal level than those for the standardized maximum.
6. Area estimators. In this section, we apply the permutation method to the STS method based on the integral of the Brownian bridge. Known as the "area" estimator (Schruben [11] ), the method has scaling function (22), we average the square of (26) over all m! permutations ∈ S m to get
because ∈S m Z j x = 0 for each j. But, as we show below, this last expression equals
which yields (23). To see why (27) is the same as (28), observe that because
and so
Thus,
thereby establishing the equality of (27) and (28). We now evaluate (29) (23), we see that for a simulation of length n and with m segments, the permuted estimator can be computed in time n + m , which is similar to that for the batched estimator for m batches. Thus, it seems reasonable to choose m = o n so that the computational overhead is negligible as n → . as m → . Hence, the batched and permuted area estimators applied to the Brownian limit become asymptotically equivalent in distribution as the number m of batches and segments grows large. We now discuss some connections between the permuted area and batch means estimators. Glynn and Iglehart [7] show that the batch means method with m ≥ 2 batches has scaling function 
as m → by (32). Thus, (30) and the representation in (34) show that the permuted area estimator applied to a Brownian bridge becomes more and more like the batch means estimator, appropriately scaled, as m gets large.
7. Numerical experiments. We ran simulations to study the coverages, as well as average and variance of half width, of 90% confidence intervals based on the methods discussed in this paper. The model simulated is the embedded discrete-time Markov chain of the number of customers in an M/M/1/100 queue, i.e., an M/M/1 queue on a truncated state space S = 0 1 2 100 . For each experiment, we ran 10 5 independent replications, each time selecting the initial state using the steady-state distribution.
For the first set of experiments, we used traffic intensities = 0 3, 0.5, 0.7, and 0.9. We considered three methods: the regular maximum (i.e., with no permuting and no batching), the permuted maximum, and the batched maximum. The permuted estimators were constructed using m = 2 segments and the batched estimator with m = 2 batches, and both with p = 1. In each replication, the run length n corresponds to the number of transitions, which we varied between 500 and 5,000. Figure 1 shows the observed coverages for the confidence intervals. Note that the coverages for the regular maximum and for permuting are always about the same, and the coverage for batching is consistently less. Moreover, as increases, the difference between batching and the other two methods grows larger. Figure 2 shows the average half widths of the confidence intervals. For all values of , permuting and batching lead to smaller intervals than the regular maximum. For small values of , permuting and batching perform about equally. However, for larger , batching yields smaller intervals, but as we see in Figure 1 , the coverage for batching is significantly compromised. Thus, it appears that the higher autocorrelations for large result in batching producing confidence intervals that are too short, which causes poor coverage. Figure 3 displays similar results for the variability of the half widths. We chose to run simulations with short run lengths so that we can easily discern differences in coverage. We also ran the same experiments with run lengths varying between 10 5 and 10 6 transitions (results not included in this paper), and the results are similar to the ones discussed above, except that it is difficult to discern differences in coverage because they then are all close to the nominal level. Also, for the longer run lengths, the results for the average and variance of half width when = 0 9 are in line with those for the smaller values of .
We also performed experiments with the M/M/1/100 model with traffic intensity = 0 8 to compare constructed 90% confidence intervals using permuted and batched estimators as the number m of batches and segments increases with the same fixed total run length. The run length in all experiments was n = 10 4 transitions, and we varied m from 1 to 5, where m = 1 corresponds to the regular maximum. Tables 3 and 4 give the results for the maximum and area estimators, respectively. Also, Table 5 presents experimental results applying batching and permuting to Goldsman and Schruben's [9] weighted area STS method with weighting function q t = √ 840 3t 2 − 3t + 1/2 . (See Calvin and Nakayama [6] for other empirical results using this estimator.) The critical points for the regular maximum, permuted maximum with m = 2, and batched maximum with m = 2 are given in Table 1 . From Proposition 6.1, the critical points for the batched area estimator with m batches are just those of a student-t m distribution multiplied by √ 12. Goldsman and Schruben [9] show that the critical points of the batched weighted area estimator have a similar form. For all of the other estimators, we estimated the critical points using simulations with 10 6 independent replications. In each replication, we generated samples of appropriately distributed random variables, and substituted these into the appropriate formulae. In most cases, the random variables were multivariate normals with an appropriate covariance structure, but for the maximum estimators, we generated observations from the distribution of the maximum of a Brownian bridge, which can be determined from Shepp [12] . For the maximum estimators (Table 3) , there is almost no degradation in coverage for permuting as m increases, at least up to 5, but there is significant degradation for batching. For each m, batching always gives confidence intervals whose widths are smaller and less variable than permuting. However, comparing permuting with m = 3 and batching with m = 2, the average half widths are roughly the same, but permuting has less variable half widths and better coverage. Now looking at the results for the area estimators (Table 4) , we see that as m increases, coverages for both permuting and batching decrease. The reason for this is that as the number m of segments, or batches, increases, the estimators are based on more values of the process, so the Brownian approximation for both permuting and batching becomes more sensitive. This suggests that in practice, one should not choose m too large. However, coverage degrades more rapidly for batching than for permuting. As with the maximum estimators, for each m, batching yields confidence-interval half widths that are smaller and less variable than those for permuting. But choosing different values of m for batching and permuting so that the average half widths are roughly the same (e.g., m = 3 for batching and m = 4 for permuting), we see that permuting yields better coverage and less variability.
The results for the weighted area estimators (Table 5) are mostly similar to those of the area estimators (Table 4) , but with some slight differences. Comparing batching for the area and weighted area scaling functions, we see that the batched weighted area estimators have slightly better coverages, but the intervals are slightly wider on average and more variable. Comparing the results for the area and weighted area estimators (Tables 4  and 5 ) with those for the maximum estimators (Table 3) , we see that the area estimators consistently have higher coverage but also larger and more variable half widths.
For comparison, we also include in Table 6 empirical results for the same simulation runs when applying batch means, which has scaling function given in (31). For each m, batch means seems to give slightly better coverage than either permuting or batching with the area and weighted area estimators, but this is at the expense of larger and more variable confidence intervals.
In all of our experiments, permuting outperforms batching in terms of coverage. This may be due to the fact that when permuting, we apply the scaling function b to each entire permuted sample path, whereas batching applies the b function to each of the smaller batches individually. Thus, under batching, b is applied to shorter pieces of the sample path, which requires that the Brownian approximation implied by the FCLT in (1) holds for each of the smaller batches. But for permuting, because b is applied to each entire permuted path, the FCLT approximation is based on a larger sample. We also reran the experiments in Tables 3-6 with n = 2 × 10 5 transitions, which we now discuss but do not include the explicit results here. As one might expect, the coverages for the area, weighted area, and batch means confidence intervals, which were already fairly close to the nominal level with the shorter run length of n = 10 4 , are now all just about at the nominal level, and it is difficult to discern differences. Moreover, the results for the average and variance of half width for these methods with the longer run length exhibit the same trends that we see in Tables 4-6 .
In our experiments with the maximum estimator for the longer run length, the coverages are much closer to the nominal level than what Table 3 shows. There are still distinguishable differences in coverage, and the qualitative results are similar to those in Table 3 . In addition, the average half widths for batching and permuting for each m are now much closer (within 6% of each other). Finally, for the longer run length, permuting leads to less variability in half width than batching for each m, which is the opposite of what Table 3 shows. One reason for this may be that for batching, the asymptotics were not yet in effect for the shorter run length, as seen by the low coverages in Table 3 , and this led to intervals that were too small and having low variability.
Conclusions.
In this paper, we showed how to construct a new STS method from an existing one by averaging the STS scaling function over all paths obtained by permuting path segments. Analytical results and numerical experiments indicate that permuting improves on the original STS method on which they are based. Compared to batching, an alternative extension procedure, permuting seems to always yield confidence intervals with better coverage. We carried out our analyses on three STS methods: a new maximum estimator, Schruben's [11] area estimator, and Goldsman and Schruben's [9] weighted area estimator. Permuting can also be applied to other STS methods, but the main purpose of this paper is to introduce and illustrate the use of permuting on a few examples and to show that it can improve upon existing STS methods.
There are several possible directions for future work. While we were able to derive representations of the permuted area and permuted weighted area estimators that avoid explicitly summing over all permutations, we could only provide an expression for the permuted maximum estimator for m > 2 segments that sums over m! terms. It would be interesting to develop a characterization for when an arbitrary STS method will admit an efficient representation for its permuted scaling function. Also, if certain permuted estimators do not have an efficient representation, can significant benefits still be obtained by averaging over only a subset of the permutations? 
