The parameter selection for diffusion MRI experiments is dominated by the "k-q tradeoff" whereby the Signal to Noise Ratio (SNR) of the images is traded for either high spatial resolution (determined by the maximum kvalue collected) or high diffusion sensitivity (effected by b-value or the q vector) but usually not both. Furthermore, different brain regions (such as gray matter and white matter) likely require different tradeoffs between these parameters due to the size of the structures to be visualized or the length-scale of the microstructure being probed. In this case, it might be advantageous to combine information from two scans -a scan with high q but low k (high angular resolution in diffusion but low spatial resolution in the image domain) to provide maximal information about white matter fiber crossing, and one low q but high k (low angular resolution but high spatial resolution) for probing the cortex.
Introduction
Broadly speaking, conventional High Angular Resolution Diffusion Imaging (HARDI) style imaging studies of the brain make a tradeoff between the image resolution and the diffusion encoding, since increasing either comes at a cost in image Signal to Noise Ratio (SNR). We refer to this tradeoff as the k-q tradeoff. A high-k examination would use high resolution in the image space, likely at the expense of diffusion weighting, while a high-q examination would use a high b-value for increased angular resolution of white-matter fibers. Trying to do both in the same examination would lead to insufficient image SNR.
Despite that both high-k and high-q are desired imaging capabilities, they are not always equally needed for different anatomical structures in the brain. For example, the major white matter (WM) fiber bundles in the brain consist of axons which are coherently aligned along the bundle and thus relatively smooth spatially. The challenges for tracking them lie in the regions where they cross other tracts, such as in the centrum semiovale (Jeurissen et al., 2013) . A number of HARDI methods (Anderson, 2005; Tournier et al., 2004; Tuch et al., 2002) have been developed to address these crossings, and high bvalue data have been shown to help resolve the individual fiber orientations (Fan et al., 2014 White and Dale, 2009) .
In contrast, cerebral cortex is relatively thin (2-3 mm) and extensively folded into gyral and sulcal patterns. Intra-cortical axonal fibers are primarily radial to the cortical surface, which has been widely seen in optical imaging studies [see (Magnain et al., 2014b) and (Zilles et al., 2016) for examples]. The same phenomenon was also reported in recent diffusion MRI (dMRI) studies in ex vivo animal brains (Reveley et al., 2015) , ex vivo human brains (McNab et al., 2009; Miller et al., 2011) , as well as in vivo human brains (Heidemann et al., 2012; Kleinnijenhuis et al., 2015; McNab et al., 2013b; Song et al., 2014) . At the intersection between cerebral gray matter (GM) and the underlying WM, peri-cortical axonal fibers take sharp turns when branching off from their bundles and bend abruptly to align radially to the cortical ribbon. These finer details of intra-cortical and peri-cortical axonal fibers will heavily rely upon high imaging resolution to be resolved.
In this study, we propose the HIgh b-value and high Resolution Integrated Diffusion (HIBRID) imaging method. 1 Instead of picking one k-q balance that is a compromise for both WM and GM, we acquired two complementary datasets, each of which pushes to the limit of either k-or q-space sampling by compromising the other. In the similar spirit, the RubiX (Resolutions Unified for Bayesian Inference of Xings) method (Sotiropoulos et al., 2013 ) models singleshell signal of a high resolution (1.5 mm) scan and a high SNR scan (3.0 mm) to improve local fiber orientation estimates, where some imaging parameters (i.e., TR/TE, echo spacing, etc.) need to be kept the same in order to model the MR signal explicitly. More recently, the model has been extended to allow joint analysis of HCP datasets of different spatial resolutions (1.25 mm and 1.05 mm) and b-values (up to 3000 and 2000 s/mm 2 ) that are acquired on multiple platforms (3 T and 7 T). Although the spatial resolution and b-values of the two datasets are not remarkably different, the joint analysis was shown to gain complementary spatial and angular information from the two datasets to benefit the fiber orientation estimates in both white matter and gray matter.
Our approach proposes to sample a larger range of k-and q-space. We study the advantages and limitations inherent to each of the complementary datasets, and aim to provide the best informative data for local fiber orientation estimates given what imaging capabilities (kor q-) are most needed for the local structures. Half of the high k-and half of the high q-datasets were used to generate the HIBRID data so that the total acquisition time is approximately matched with the high k-and high q-datasets standing alone. We assessed the quality of the HIBRID data obtained, explored its potential significance in improving diffusion tractography, and discussed the rationale of the method and intriguing ideas for future investigations.
Materials and methods

Data acquisition
Data were acquired from four healthy adult subjects on the 3 T MGH-USC Connectome Scanner (MAGNETOM Skyra CONNECTOM, Siemens Healthcare), using a gradient system that is capable of generating up to 300 mT/m gradient strength (McNab et al., 2013a; Setsompop et al., 2013) . A custom-made 64-channel head coil was used for signal reception. All participants gave written informed consent, and the experiments were carried out with approval from the institutional review board of Partners Healthcare.
A spin-echo Echo Planar Imaging (EPI) sequence was used to acquire diffusion weighted (DW) MRI data. A high b-value dataset was acquired with b=8000 s/mm 2 and 2 mm isotropic voxel size (the 2.0 mm, b=8k dataset), TR/TE=3000/60 ms, G max =200 mT/m, where 120 DW directions were sampled. A high resolution dataset was acquired with b=1500 s/mm 2 and 1 mm isotropic voxel size (the 1.0 mm, b=1.5k dataset), TR/TE=6700/69 ms, where 60 DW directions were sampled. Both datasets were acquired twice: one with the phase encoding (PE) direction along R > > L and the other with PE direction along L > > R to allow corrections of geometric distortions . The field of view (FOV) =180×164 mm (AP×RL), nominal echo spacing=0.95 ms, partial Fourier factor=7/8 for both acquisitions. The echo spacing and the FOV along the PE direction were set to be the same in the two datasets, to keep the EPI geometric distortions identical, yielding a maximum readout gradient strength of 31.05 mT/m and 14.38 mT/m for the 1.0 mm, b=1.5k and 2.0 mm, b=8k datasets respectively. A Generalized Autocalibrating Partially Parallel Acquisition (GRAPPA) factor of 3 was used for in-plane acceleration, along with a blipped-CAIPI simultaneous multi-slice/multiband (Feinberg et al., 2010; Feinberg and Setsompop, 2013; Larkman et al., 2001; Setsompop et al., 2012a Setsompop et al., , 2012b factor of 2 for slice acceleration (CAIPI FOV shift factor=2), for both acquisitions. A Fast Low angle Excitation Echo Train (FLEET) technique (Polimeni et al., 2015) was used to suppress GRAPPA reconstruction artifacts due to breathing and head motions during the Auto-Calibration Signal (ACS) acquisition. Four b≈0 images were acquired at the beginning of the scan, and, thereafter, one b≈0 image was interspersed at every 12 DW images, yielding eight b≈0 images per 60 DW images. The total acquisition time for the diffusion MRI scans was approximately 36 min, where about 17 min was spent on the 2.0 mm, b=8k dataset and about 19 min on the 1.0 mm, b=1.5k dataset. A Multi-Echo Magnetization-Prepared Rapid Acquisition Gradient Echo (MEMPRAGE) (van der Kouwe et al., 2008) image was also acquired (T acq ≈6 min) to provide an anatomical reference. The MEMPRAGE parameters are: matrix and FOV (read, phase, partition)=256×256×176, 256×256×176, TI/ TR/TE/flip=1100 ms/2530 ms/1. 15, 3.03, 4.89, 6 .75 ms/7°, readout BW=651 Hz/pixel.
Two additional datasets were acquired in one of the 4 subjects to assess the influence of spatial resolution at matched b-value of 1500 s/ mm 2 ; one with 1.5 mm and one with 2.0 mm isotropic resolution. For these two additional datasets, the TR/TE was 4000/56 ms and 4000/ 51 ms, respectively. Acquisition time was approximately 12 min for each resolution.
Data processing
All images were corrected for gradient nonlinearity. For diffusion MRI data, the interspersed b≈0 images with reversed PE directions were used to correct for susceptibility distortions. With all the b≈0 images, a field map was estimated using the TOPUP tool (Andersson et al., 2003) in the FSL package (Jenkinson et al., 2012; Smith et al., 2004) . The TOPUP tool also estimated bulk head motions between the b≈0 images. The field maps were then used to correct for susceptibility distortions in the DW images, where the DW data were divided into groups, each starting with an interspersed b≈0 image, and the unwarping was applied to each pair of data groups which were acquired with identical DW encoding but reversed PE directions, using 'applytopup'. We found it helps to improve the tolerance to head motion that occurred between interleaved b≈0 images, by grouping the DW data and apply susceptibility unwarping with the corresponding head motion estimates. Thus, each pair of DW datasets with identical DW encoding but reversed PE directions yields one DW dataset after the TOPUP step.
The average b≈0 image of the 2.0 mm, b=8k dataset was registered to the average b≈0 image of the 1.0 mm, b=1.5k dataset, using the Boundary Based Registration tool (bbregister) (Greve and Fischl, 2009) in the FreeSurfer package V5.3.0 (Fischl, 2012) with 6 degrees of freedom (DOF). The transformation was then applied to the entire 2.0 mm, b=8k dataset with the spline interpolation using the 1.0 mm b≈0 image as a reference volume, and thus yielding an up-sampled high-b dataset with a 1.0 mm voxel size. The rotation component of the transformation was extracted and used to rotate b-vectors of the 2.0 mm, b=8k dataset accordingly. The two datasets were then concatenated prior to eddy current correction for a joint eddy current correction using EDDY . A joint modeling of multi-shell data was found to result better corrections, likely because the Gaussian process is able to make use of the information from one shell when making predictions about another shell .
To match for scan time, we used only the R > > L phase encoded images to generate the HIBRID datasets (T acq ≈18 min), so that half of high k-and high q-datasets were used, without undersampling the diffusion directions. The preprocessing for this dataset is identical to the procedures above, except that only the R > > L phase encoded data 1 The acronym of HIBRID sounds similar to the name of Hybrid Diffusion Imaging (HYDI) (Wu and Alexander, 2007) , which is a distinct technique. We would like to make a note to avoid confusions.
were used in the step of 'applytopup'.
The preprocessing for the spatial resolution comparison with matched b-value (1500 s/mm 2 ) was performed differently. To avoid confounds from smoothing during interpolations and resampling, the corrections were performed separately in their native spatial resolutions. The TOPUP results were not applied to images but were saved and used as input to eddy. Then, the susceptibility, motion and eddy current corrections were corrected in one step (http://fsl.fmrib.ox.ac. uk/fsl/fslwiki/eddy/UsersGuide).
Data analyses
2.3.1. "Laminar" cortical depth analysis
The MEMPRAGE data was input to FreeSurfer for an automatic cortical surface reconstruction and anatomical parcellation, which calculates the pial and white-gray boundary (WGB) surfaces Fischl et al., 1999) . Intermediate surfaces between the pial surface and the WGB were generated at intervals of 20% of cortical thickness (Polimeni et al., 2010 ). An additional surfaces was created inside the WM at a depth of 20% of the cortical thickness below the WGB. Therefore, 7 surfaces were generated in total: pial, WGB, 4 intermediate surfaces within cortical GM, and the surface inside the WM.
The average of the b≈0 images from the 1.0 mm, b=1.5k dataset after susceptibility correction was registered to the T1w MEMPRAGE image using the Boundary Based Registration tool in FreeSurfer with 6 DOF to account for head movements, which comprises of translational and rotational components. The inverse transformation was used to calculate the coordinates of the surface meshes in the DW EPI image space. The local primary diffusion direction (PDD, i.e., the primary eigenvector of diffusion tensor) was sampled at every vertex on the surfaces, using the trilinear interpolation. Since the polarity of the PDD is physically meaningless (i.e., [0 0 1] is identical to [0 0 −1]), when performing the interpolation, the PDDs in the neighborhood were assigned the polarity that places it in maximal alignment with the local surface normal (i.e., so its angle w.r.t. surface normal is < 90°angle, otherwise signs will be flipped). The radiality was then defined as the dot product of the PDD at each vertex and the surface normal (McNab et al., 2013b) , so that a radiality value of 1 indicates the PDD is locally radial to the given cortical surface, and a radiality value of 0 indicates it is locally tangential to the surface. The radiality indices were measured at the location of all 7 surfaces, and were compared between the 1.0 mm, b=1.5k dataset and the 2.0 mm, b=8k dataset.
For the comparison where b-value was fixed and voxel size was varied, the vertices of the surface mesh were further divided into three groups based on their local mean curvature (H) on the WGB surface: (i) H < −0.15 mm −1 for gyral crowns; (ii) |H|≤0.15 mm −1 for sulcal walls;
and (iii) H > 0.15 mm −1 for sulcal fundi, similar to previous analyses (McNab et al., 2013b) .
HARDI characteristics of two datasets q-ball
ODFs (Descoteaux et al., 2007) were reconstructed for the two datasets. For the 2.0 mm, b=8k dataset, a maximum Spherical Harmonic order (L max ) of 10 with a Laplace-Beltrami regularization parameter (λ) of 0.001 yields a good balance between preserving high frequency components in ODF without severely sacrificing stability (see results of Jackknife resampling below). For the 1.0 mm, b=1.5k dataset, a regularization of λ=0.006 was used, and L max was lowered to 4 to reflect the modest degree of diffusion weighting in the data (i.e., lower b-value). The ODF calculation used here neglects solid angle correction, which will cause some degree of artificial blurring. The calculation of the correction factor usually relies upon an approximation of mono-exponential signal decay (Aganj et al., 2010; Tristan-Vega et al., 2009) , which is less appropriate for higher b-values. For this reason, we stick to the more widely used ODF calculation in the current work.
High-b and high-resolution diffusion data integration
The fusion of the two datasets was performed on the ODFs themselves. Explicitly, a HIBRID ODF was calculated as the weighted sum of the ODFs obtained from the two datasets separately. The weights were calculated as follows.
2.3.3.1. The global normalization. Before fusing the data, the ODFs were globally normalized between the two datasets. The global normalization factor was determined by comparing the histograms of the amplitudes of the largest peaks in the ODFs. The histograms were obtained from voxels within a 2 mm distance from the WGB. The chosen scale factor minimized the L 2 -norm difference between the histograms. This forces the ODF peak amplitudes of the two datasets to match near the WGB.
We prefer the global normalization to the voxel-wise min-max normalization because in tissue with low anisotropy (such as CSF or subcortical GM), a min-max normalization will impose a larger amplification factor than the highly anisotropic voxels in WM. The over-amplified spurious peaks may lead to a higher chance of erroneous streamlines, if the "peak-heights" are used as part of the thresholding criteria in the fiber tracking step.
2.3.3.2. The spatially variant weights. For each voxel in the brain, the three-dimensional Euclidean distance to the WGB surface was calculated, and used to generate the relative weighting factor between the two datasets at that location. In general, closer to the cortex, the ODFs obtained from the 1.0 mm, b=1.5k dataset were more heavily weighted, and further into WM, the ODFs obtained from the 2.0 mm, b=8k dataset were more heavily weighted.
Rationale for this weighting scheme is provided below. First of all, inside the cerebral cortex, we set the weighting on the 1.0 mm, b=1.5k dataset to 1, to maximally preserve the spatial resolution in the 1.0 mm, b=1.5k dataset. In deep white matter, we found the 2.0 mm, b=8k dataset alone yields ODFs of the best angular resolution for crossing structures (see Fig. 7 ), presumably because averaging with the 1.0 mm, b=1.5k dataset deteriorates the apparent angular resolution. Thus, it is helpful to set a large weight on the 2.0 mm, b=8k dataset to preserve the high angular resolution. Lastly, we choose the exponential function due to its mathematical convenience of gradually decreasing to zero, because a smooth transition between cortical GM (fully weighted by the 1.0 mm b=1.5k dataset) and deep WM (strongly weighted by the 2.0 mm b=8k dataset) might be helpful, especially for tractography. In the subjacent WM, we use the linear function to promote slightly higher weighting on the high resolution dataset because we expect fewer crossing fibers here. Therefore, the final weighting, w, is the composite of these two functions, which is written as a function of the distance (d) from the center of the voxel to the WGB surface ( Fig. 1) ,
where d represents the range of subjacent WM, which is related to The weighting on the 2.0 mm, b=8k dataset is then defined as 1 − w, and the combined ODF was calculated as the weighted summation of the ODFs calculated separately from the two datasets. The ODFs generated with the distance-based weighting (referred to as "Distance-W") was later compared with the individual datasets and to the ODFs generated with equally weighting between the two (referred to as "Half-Half").
Contrast to noise ratio estimates
A Jackknife resampling ("delete-d-observations") analysis was performed to assess the reliability of the resulting ODFs from the 2.0 mm, b=8k dataset, the 1.0 mm, b=1.5k dataset, and the HIBRID datasets (Half-Half and Distance-W), respectively. Each time 20% of directions were randomly drawn and left out, and thus each Jackknife sample was comprised of 80% of total DW directions. A total number of 200 Jackknife samples were drawn. According to Shao and Tu (1995) , the variance across the 200 evaluations of ODF, Var ,
where r is the number of data points included, d is the number of data points left out, m is the number of Jackknife samples drawn, and T r S , t is the ODF evaluated with the t th sample S t .
The Contrast-to-Noise Ratio (CNR) was defined as the ODF amplitude over the square root of variance, averaged across all Fig. 1 . The spatial weighting for the high resolution (1.0 mm, b=1.5k) dataset. Closer to the cortex, the high-resolution dataset is weighted more, while further away from the WGB, the high-b dataset is weighted more. In this case, d 1 =4 mm, d 2 =2 mm. The white contour in the left figure represents the WGB surface. Fig. 2 . Exemplary b≈0 images before and after susceptibility distortion correction. A central axial slice of the b≈0 image is shown (a-f, 1.0 mm; g-l, 2.0 mm). The circled areas are zoomed in to appreciate the distortions with a PE direction of (a, d, g, j) R > > L or (b, e, h, k) L > > R, compared to (c, f, i, l) the corrected image. The yellow line shows the pial surface, which were calculated from the T1w MEMPRAGE image in FreeSurfer.
2 By "SJACK d − " we refer to a sub-collection of Jackknife samples. A complete deleted-Jackknife-resampling requires N C n d = ( , ) evaluations, where n is the total number of DW directions, and d is the number of directions to be left out, i.e., n r d = + . The computational burden of a complete resampling is extensive. For example, consider a dataset of 120 DW directions. If 24 directions are left out, there are C (120,24) ≈ 10 25 unique subsets. So a sub-collection of Jackknife samples was used to (footnote continued) approximate the variance of the ODF estimates, Var SJACK-d . According to previous analyses (Shao and Tu, 1995) , the number of samples drawn, m, needs to be greater than n to get an efficient approximation of Var SJACK d
− . In our case, m=200, n=60 or 120. For more details, see "random subsampling of the delete-d Jackknife" in Shao and Tu (1995) . sampling directions. Specifically,
where T r is the mean ODF across 200 Jack-knife samples, I i is the ODF amplitude above baseline in the i th sampling direction, and N dir is the total number of ODF sampling directions.
Fiber tracking
The fiber tracts and the Tract Density Imaging (TDI) maps (Calamante et al., 2010) were calculated using the deterministic streamline fiber tracking tool in DSI Studio (Yeh et al., 2013) . The threshold of peak amplitude was automatically calculated for each dataset by default (Otsu, 1979) . Other fiber tracking parameters include: a maximum turning angle of 60°, a step size of 0.5 mm, a minimum and maximum length threshold of 30 mm and 200 mm respectively. A spherical region of interest (ROI) was manually drawn in the centrum semiovale, and 10,000 streamlines passing through the ROI were selected to appreciate the difference in the trajectories of the tracts. For TDI maps, 2 million streamlines were generated for each dataset, and the maps were obtained using the TDI calculation tool in DSI Studio. The TDI maps were calculated on 0.25 mm isotropic grids.
Results
Distortion correction and registration
A b≈0 image is shown before and after the susceptibility distortion corrections for both 1.0 mm and 2.0 mm acquisitions (Fig. 2) . Different phase encoding directions yield different EPI-based distortions and neither of the images lines up well with pial surface (yellow contour) calculated from the T1w MEMPRAGE image. After the TOPUP correction, the pial surface is well aligned with EPI images. Results also indicate the 6 DOF boundary based registration is sufficient for the registration between T1w image and the corrected b≈0 image. The influence of the local susceptibility-induced signal dropout and residual distortions in the most challenging brain region (inferior temporal) is minimal to the global registration (Supplementary material, Fig. S6a) . A GIF file was included in the Supplementary Material (Video 3) that automatically flips through the 1.0 mm b≈0 image and 2.0 mm b≈0 image before and after the motion correction.
3.2. Impact of spatial resolution on resolving cortical structures Fig. 3 shows the PDDs calculated from the 1.0 mm, b=1.5k dataset and the 2.0 mm, b=8k dataset. Differences are mainly found in cortical sulcal walls, where the PDDs radial to the cortical surface are better revealed in the 1.0 mm, b=1.5k dataset. The partial volume effect with adjacent WM fiber bundles, leading to a reduction in radiality within the GM, is more prominent in the 2.0 mm, b=8k dataset.
The PDDs are sampled from 20% of cortical thickness inside WM to 60% of cortical thickness into GM to appreciate the transition of the PDD from being tangential to radial with respect to cortical depth. As illustrated in Fig. 4 , this transition was found to be slower in the lowresolution data than in the high-resolution data. For example, the 2.0 mm, b=8k dataset shows primarily tangential PDDs in deep GM (e.g., as shown by the red line-segments representing the PDDs at 20% cortical thickness into GM in Fig. 4a ). In comparison, the 1.0 mm, b=1.5k dataset (Fig. 4b) shows larger angles between the PDDs and the surface at the same depth, which are comparable to the PDDs seen at the depth of 40% or 60% cortical thickness into GM (as shown by the blue and yellow line-segments in Fig. 4a ) in the 2.0 mm, b=8k dataset by visual inspection. A similar phenomenon is also observed on the whole-brain radiality map below (Figs. 5 and 6), which is presumably responsible for the "belated turns" with respective to cortical depth in fiber tracking.
The radiality results of four subjects are shown in Fig. 5 . In the 1.0 mm, b=1.5k dataset, the radiality values on the pial surface were found to be lower than the intermediate surfaces (i.e., 20-80% of cortical thickness). At middle depths, such as 40% and 60% of cortical thickness, both datasets reveal a stripe of lower radiality in the somatosensory cortex. These results are in close agreement with previous findings (McNab et al., 2013b) . In addition, the radiality values on the intermediate surfaces between (but not including) WGB and pial were found to be universally higher in the 1.0 mm, b=1.5k dataset than the 2.0 mm, b=8k dataset. Specifically, increased radiality on the deeper surfaces (for example, 20% of cortical thickness) was consistently seen in all subjects over the entire brain, which will improve the capability in capturing the sharp turning features of the peri-cortical axonal fibers. Right hemisphere shows identical results (Supplementary material, Fig. S4 ). Fig. 6 shows radiality histograms at different spatial resolutions (2.0 mm, 1.5 mm, and 1.0 mm) and different locations relative to cortical folds at matched b-value (1500 s/mm 2 ). In gyral crowns, the histograms of different spatial resolutions overlap with each other throughout cortical depths, except for the pial surface (the gyral crown is defined by a range of curvature value, and thus a range of radiality values were seen on deeper surfaces). In gyral walls and fundi, different spatial resolutions were found to differ for the intermediate depths. In general, as the spatial resolution increases, the measured radiality values increase, likely due to reduced partial volume with WM. The difference between different resolutions is most remarkable on surfaces that are relatively deep in the cortex, e.g., the surfaces of 20% and 40% of cortical thickness into GM (also see Fig. S7 in Supplementary material). This observation agrees with a previously described model (Van Essen et al., 2014) whereby the fibers go into the cortex without bending at the crowns, but have to bend to enter the sulcal walls and fundi, and adds to the supportive experimental evidence reported in previous studies (McNab et al., 2013b; Reveley et al., 2015; Sotiropoulos et al., 2016) . In brief, by increasing the spatial resolution from 2.0 mm to 1.0 mm, we are better able to resolve the radial diffusion pattern immediately across the WGB in the deep cortex, which better reflects the known microanatomical features of the cerebral cortex.
HARDI Characteristics
The q-ball reconstruction of the 1.0 mm, b=1.5k and the 2.0 mm, b=8k datasets are visually inspected (Fig. 7) . The crossing structures in WM regions are better revealed with the 2.0 mm, b=8k dataset ( Fig. 7a  and b ). Within cortex, the primary ODF peaks of the 2.0 mm, b=8k dataset are largely tangential to the cortical ribbon (Fig. 7c) , likely reflecting the partial volume contamination of tangentially oriented WM just beneath the WGB. The primary ODF peaks in the 1.0 mm, b=1.5k dataset are more radial (Fig. 7d) . This finding was consistent with the DTI results (Fig. 3) . The radial components emerged in the secondary peaks at middle to superficial depths of the cortex in the 2.0 mm, b=8k dataset, but the tangential fiber directions are still . The primary diffusion directions evaluated at various cortical depths. The surface at 20% cortical thickness into WM (green), the WGB surface (orange), and the surfaces at 20% (red), 40% (blue) and 60% (yellow) of cortical thickness into GM are shown for (a) the 2.0 mm, b=8k dataset and (b) the 1.0 mm, b=1.5k dataset respectively. (c) An OCT image of an ex vivo sample of human temporal cortex is shown for an anatomical reference (Magnain et al., 2014a . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article).
present, again, likely a reflection of the partial volume effects between WM and GM (Fig. 7c) . The radial fiber direction was not clearly seen at the WGB, indicating the signal was strongly dominated by underlying WM at this depth. Similar results were found when L max =8 and λ=0.006 was used for both datasets ( Supplementary material, Fig. S2 ), suggesting the observed differences in ODFs are not driven by the difference in ODF analysis parameters.
Reliability and sensitivity assessment using Jackknife resampling
The results from the Jackknife analysis are shown in Fig. 8 . The average ODFs of the 200 Jackknife samples is displayed in opaque color, and errors (3 times standard deviations, SDs) are shown in transparent gray. The low SDs of the 2.0 mm, b=8k dataset indicate high reliability in WM, but in superficial cortical GM the reliability dropped dramatically and spurious peaks are commonly seen in the average ODFs. The 1.0 mm, b=1.5k dataset shows better reliability in cortical GM as well as in WM voxels with only a single fiber compartment, but in centrum semiovale voxels with crossing fibers peaks with small crossing angles merge into one amorphous blob, reflecting a deficiency in resolving crossing structures. The deficiency of the 1.0 mm, b=1.5k data is also reflected in the larger SDs estimates compared to the 2.0 mm, b=8k dataset. The performance of the HalfHalf HIBRID dataset is somewhere in between judging by the angular resolution in WM crossing region, the spatial resolution in cortical GM, as well as the overall reliability. The Distance-W HIBRID dataset demonstrates reasonable reliability and preserves both of the angular and spatial resolution advantages in individual datasets.
The CNR maps derived from Jackknife resampling are shown in Fig. 9 . Overall, the 2.0 mm, b=8k dataset shows the best CNR. The Half-Half HIBRID data showed better CNR than the 1.0 mm, b=1.5k data in WM, which was mainly benefited by the 2.0 mm, b=8k dataset. The Half-Half weighting somewhat deteriorates the CNR in WM, as compared to the 2.0 mm, b=8k dataset alone. The HIBRID data using the Distance-W method largely retained the CNR in the 2.0 mm, b=8k dataset. We also noticed some inhomogneuity in the CNR map, because the top of the head (vertex) has a greater number of Rx elements contributing and thus the high SNR pattern extends a bit deeper than at the temporal lobes. Also, we move the subjects head up until it touches, but there is some space in the LR direction, which would place their temporal lobes farther from the coil elements. Fig. 10 shows the trajectory streamlines passing through a spherical ROI (diameter=11 mm) manually drawn in the centrum semiovale. Fig. 10 also shows a zoomed region where the streamlines enter cortical GM. For the 2.0 mm, b=8k dataset the streamlines proceed straight towards the gyral crowns and do not bend into gyral walls. The HIBRID datasets (Half-Half and Distance-W) both show streamlines curving into cortex from the WM near the gyral walls, as expected based on the known microanatomy. The Distance-W method shows slightly sharper turns. The 1.0 mm, b=1.5k dataset also shows streamlines curving into the cortex along gyral walls, but does not show the fibers penetrating the crossing region in deep WM (see arrows in Fig. 10 ) compared to the higher b-value datasets. This is presumably a result of the reduced Fig. 5 . The radiality map on the flattened brain surfaces in four subjects (left hemisphere). Every two rows correspond to one subject. The results from the 1.0 mm, b=1.5k dataset are shown in the upper row, and the 2.0 mm, b=8k dataset in the lower row. From left to right, the radiality indices are from deep to superficial depths. Specifically, they are evaluated at the surface of 20% cortical depth into WM (−20%), the WGB surface, the surfaces of 20%, 40%, 60% and 80% of cortical thickness into GM, and the pial surface, respectively. The radiality values on the intermediate surfaces between the WGB and the pial surface are found to be universally higher in the 1.0 mm, b=1.5k dataset than the 2.0 mm, b=8k dataset. angular resolution seen in Fig. 8 . In contrast, both of the HIBRID datasets (Half-Half and Distance-W) show contralateral connections through this crossing region, while the Distance-W HIBRID data reveals slightly more tracts in the superior longitudinal/arcuate fasciculus. Overall, the fiber tracking trajectories obtained using the Distance-W HIBRID data appear to best represent the known WM anatomy.
Tractography-based assessments
The TDI maps are shown in Fig. 11 . The 1.0 mm, b=1.5k dataset fails to recover streamlines in deep WM regions with multiple crossing fiber bundles (Fig. 11b) . Thus, the streamlines obtained are shorter in length and the overall "tract density" is lower (Fig. 11a) , since the total number of streamlines is fixed in the analysis. The major WM tracts are largely consistent between the 2.0 mm, b=8k and the HIBRID datasets (Fig. 11a) , while more streamlines were found in the 2.0 mm, b=8k dataset and the Distance-W HIBRID dataset than the Half-Half HIBRID dataset (Fig. 11b) . Between the 2.0 mm, b=8k dataset and the Distance-W HIBRID dataset (Fig. 11c) , the latter reveals more streamlines extending across the WGB into the cortical GM. A group TDI maps averaged across all four subjects is included in Supplementary materials (Fig. S5) .
Discussion
In this study, we demonstrate a framework to acquire and integrate the complementary benefits of high b-value diffusion imaging data and high spatial resolution imaging data. We use the distance from the WGB surface to determine the weighting between a high b-value but low spatial resolution dataset and a high spatial resolution but low bvalue dataset, to provide a smooth transition between the two datasets and to allow a combination that depends on the imaging capability most needed to resolve local structures. The quality of the resulting HIBRID data was assessed using ODF metrics, which demonstrates reasonable reliability and CNR in both cortical GM and deep WM regions. Fig. 6 . The radiality histograms of gyral crowns, walls and fundi at various cortical depths. The most remarkable differences due to spatial resolutions were found in gyral walls and fundi deeper in the cortex, i.e., at 20% and 40% cortical depth, indicating that extra spatial features are obtained by increasing the spatial resolution from 2.0 mm to 1.0 mm. Results are consistent between left hemisphere (LH) and right hemisphere (RH). Results of three different imaging resolutions are shown: 2.0 mm (blue), 1.5 mm (green) and 1.0 mm (red). The vertices on the WGB surface are color-coded (left bottom) to illustrate: the gyral crowns (cyan), walls (gray), or fundi (yellow). A transition zone is seen from tangential (to the WGB) diffusion to radial at the depth of~20% of cortical thickness for voxels in the sulcal walls and fundi.
Several recent methods have been described which attempted to achieve a similar goal to the HIBRID method. The RubiX method was extended from its single shell model (Sotiropoulos et al., 2013) to allow the fusion of 1.05 mm 7 T data (b=1000, 2000 s/mm 2 ) with 1.25 mm with high angular resolution 3 T data (b=1000, 2000, 3000 s/mm 2 ). The extended RubiX allows more flexibility in data acquisition and reported improved tractography in both cerebral WM and cortex. Alexander et al. (2015) demonstrated that a number of desired features (such as high spatial resolution and multi-shell diffusion contrasts) can be learned from high quality data using a machine learning approach and then transferred to a shorter MRI scan that is independent from the training data.
In comparison, our approach samples a larger range of k-and qspace, each of which pushes to the limit of either k-or q-space sampling by compromising the other. The cortical ribbon and the distance from the white-gray boundary was used as a natural coordinate system to provide approximate guidance of what imaging capability is most needed to resolve local structures. We aim to resolve local structures with the best informative data, and the distance-based weighted function gives a very clear description of how much of the information comes from each dataset. We used half of the high k-and half of the high q-datasets to generate the HIBRID data so that the total acquisition time is approximately matched with the high k-and high q-datasets standing alone. The q-ball ODF was used to illustrate the framework, because it is a "model-free" approach to reveal the diffusion contrasts inherent to the acquired data, which would be an intuitive way to motivate the method. The RubiX method (Sotiropoulos et al., , 2013 uses generative models of the data to fuse datasets, while the data fusion approach presented in the current study combines ODFs directly. Both data fusion strategies have potential advantages and disadvantages that would be important to investigate in a subsequent study. The smoothly decaying relative weighting from the WGB surface used in the current study is a pragmatic simplification of the neural anatomy, but seems to be effective in facilitating improvements in fiber orientation estimates without requiring dedicated data mining procedures.
To assess the performance of alignment between the 1.0 mm, b=1.5k dataset and the 2.0 mm, b=8k dataset, we: qualitatively check the anatomical features using grayscale images (i.e., b≈0 image and FA maps) to confirm that the two datasets overlap well; and quantitatively examine the directional consistency inside WM regions (Supplementary material, Fig. S1 ), which shows good alignment between the two datasets. To minimize anatomical misalignments, we made every effort to control the geometric distortions including fixing the echo spacing and FOV along the PE direction. Yet, it is suboptimal from the SNR perspective to match the echo spacing. On a conventional scanner when SNR becomes more deprived in the high b-value acquisition, it would be more practical to minimize the echo spacing to shorten TE. The concern on geometric misalignment is minimal if the distortions are properly corrected in the preprocessing step (see Appendix A in Sotiropoulos et al. (2016) ). The optimization of HIBRID on conventional scanner is beyond the scope of this study, but we acquired an additional dataset with G max =80 mT/m (equivalent to Siemens Prisma) to demonstrate the feasibility of HIBRID on more widely available research scanners (Supplementary material, Fig. S3) .
A simultaneous improvement in both WM and cortical GM tractography will be beneficial in improving the spatial specificity of connectivity measurement in neurobiological research . Several ODF and tractography metrics were shown to exemplify the complementary advantages in the fused HIBRID data. The the advantages of the Distance-W method over the Half-Half weighted method are only marginal near the WGB (Fig. 10) , although the Distance-W dataset has a better reliability and spatial resolution in cortical GM (Fig. 8 ) and higher CNR in WM (Fig. 9) on the ODF level. This is likely because fiber tracking algorithms assume smoothness between consecutive steps, and the fiber direction is determined from an interpolated neighborhood. As a result, the high spatial resolution information at tissue boundaries (e.g., the WGB) is smoothed out. Intelligent strategies to handle the 90°turns properly are required before more striking benefits can be gained, and recent work (Cottaar et al., 2016) has shed a light towards this goal. The inhomogeneous SNR leads to some inhomogneuity in the ODF-based CNR map (Fig. 9) . For tractography, it likely places importance on smarter, data-driven (CNR driven) threshold choices. The tractography results were assessed by visual inspection in this study, partly due to lack of goldstandard information. It will be helpful to find out a quantitative measure of tractography performance in the future.
The current work can be further improved. First of all, the weighting function for data integration is based on the distance from the WGB, which is based on a simplified representation of brain anatomy. Weighting one of the datasets to zero essentially eliminates some of the data. As bad as that sounds, it may well be the right thing to do. Close to the WGB, the partial volume effects and signal loss at high b-value are substantial barriers to studying intra-cortical structures. Results show that the 2.0 mm, b=8k dataset reveals only tangential diffusion in deep GM (Fig. 8) . In this scenario, incorporating the high b-value data barely adds any benefits but introduces partial volume artifacts. In deep white matter, the angular resolution and reliability of the 1.0 mm, b=1.5k dataset are much lower than the 2.0 mm, b=8k dataset (Fig. 8) , and thus the relative weighting on the 1.0 mm, b=1.5k was also set to be much lower. Nevertheless, it would be helpful to investigate an explicit data-driven weighting strategy. For example, the length scale of local structures can be inferred by examining the coherence (e.g., of ODFs) among neighboring voxels and between two datasets, which can be used to refine the weighting accordingly. The current weighting function neglects the preferences of subcortical structures. For studies with a focus on subcortical-cortical connectivity, modifications of the imaging parameters or pulse sequences should be considered to increase the SNR in the subcortical region, and the weighting function should be adjusted accordingly.
Second, the EPI distortion correction step involves image interpolation and un-warping, which effectively decreases the intrinsic spatial resolution. This distortion correction is mainly needed to bring the cortical surfaces generated from a minimally distorted T1w MEMPRAGE image into geometric correspondence with the EPI-based diffusion data. We can alternatively generate the required surfaces from a T1w image data using the same EPI readout and thus generating the same image distortions as the diffusion data (Renvall et al., 2016) Fig. 8 . The Jackknife resampling of q-ball ODFs. An ROI in centrum semiovale and cortical GM is zoomed in respectively, to examplify the reliability across 200 Jackknife samples. The average ODFs (opaque) ± 3 SDs (transparent) were shown. To facilitate visualization, the average ODFs are min-max normalized to 0-1. The Distance-W HIBRID dataset demonstrates reasonable reliability and preserves both of the angular and spatial resolution advantages in individual datasets.
to avoid the interpolation in image un-warping step. Additionally, newly developed super high resolution techniques (Chang et al., 2015; Guhaniyogi et al., 2016; Haldar et al., 2016; Setsompop et al., 2017) also look promising for improving the data quality of high spatial resolution diffusion imaging, especially of relevance to cerebral cortex studies.
Also, the preprocessing pipeline is suboptimal. Ideally, TOPUP would be run on the two datasets, saving but not applying the distortion fields. Then the field map together with motion estimates would be input to EDDY and all the warping (eddy current+suscept-ibility distortions) would be corrected in one step (http://fsl.fmrib.ox. ac.uk/fsl/fslwiki/eddy/UsersGuide). In the current study, the two datasets are of different spatial resolutions by design, and thus TOPUP was performed and applied separately for each before the two datasets were concatenated for a joint eddy current correction, which introduced extra steps of interpolation. Future improvement will incorporate a composite warp field that integrates all spatial transformations and nonlinear warps, which can be applied to the initial unprocessed images directly. To elucidate the potential confounds from preprocessing procedures, in the spatial resolution comparison with the fixed b-value of 1500 s/mm 2 (Fig. 6) , the preprocessing was performed in their native resolutions, the TOPUP results were input to EDDY and both corrections were applied in one step. Results evidenced that the differences seen between spatial resolutions are intrinsic to the data rather than driven by preprocessing procedures. In general, it will always be beneficial to improve the sensitivity of the diffusion acquisition to allow increases in spatial resolution or diffusion angular resolution, or both. Methods that might allow this include fundamental improvements in coil Wiggins et al., 2006) as well as high field technology (Heidemann et al., 2012) , or sequence innovations such as Simultaneous MultiSlice (Larkman et al., 2001 ) with blipped-CAIPI (Setsompop et al., 2012a (Setsompop et al., , 2012b . Improvements in overall sensitivity of high b-value scans come with improved gradient technology (McNab et al., 2013a; Setsompop et al., 2013) .
In practice, these experimental feasibilities altogether will determine the specific acquisition limits. The goal of HIBRID is a spatially varying tradeoff which allows local regions to be more heavily weighted by the most informative dataset, and thus each dataset will represent roughly the practical acquisition limits for either spatial resolution or b-value accordingly. For different acquisitions, it will be beneficial to adjust the analysis methods accordingly as well. For example, the spherical deconvolution method (Anderson, 2005; Dell'Acqua et al., 2007; Tournier et al., 2004 ) is known to be able to resolve crossing structures at a lower b-value compared to QBI, if the deconvolution kernel can be properly estimated for different tissues (see Jeurissen et al., 2014 for example). Similar model-based HARDI methods can Fig. 9 . The ODF CNR map based on Jackknife resampling on q-ball ODF. The yellow contour represents the WGB surface. Compared to the 2.0 mm, b=8k dataset, the Half-Half weighting somewhat deteriorates the CNR in WM. The HIBRID data using the Distance-W method largely retained the high CNR in the 2.0 mm, b=8k dataset.
hence potentially enhance the feasibility of extending the HIBRID method into clinical applications. In patient populations, cortical lesions may yield poor grey-white contrasts and cause errors in the surface reconstructions. These errors usually can be semi-manually corrected during the FreeSurfer pipeline and thus will not preclude the feasibility of the HIBRID method in patient populations.
Conclusions
The HIBRID method is motivated by the tradeoff between k and q resolution forced by the finite availability of SNR in diffusion MRI experiments. The brain is composed of different anatomical structures by nature, some of those features are best captured by high-k acquisitions, and others more high-q acquisitions. Here we demonstrated the advantages of acquiring two datasets, each of which roughly represents the practical acquisition limits of the high-k and high-q capabilities, so that a spatially varying tradeoff can be used to allow local regions to be more heavily weighted by the most informative dataset. Results show remarkable improvements in ODF and tractography metrics without intensive data mining procedures. We discussed the flexibility of incorporating improvements and/or adjustments in the HIBRID framework, which may improve its significance and feasibility in neurobiological studies. Fig. 10 . Streamline trajectories. In cortical GM, the streamlines proceed straight towards gyral crowns in the 2.0 mm, b=8k dataset and do not bend towards gyral walls. In deep WM, some tracts fail to survive the fiber crossing regions in the 1.0 mm, b=1.5k data. Both HIBRID datasets demonstrate the complementary benefits of high b-value and high spatial resolution compared to the two separate datasets alone. Overall, the Distance-W HIBRID data best represents the known microanatomy. The transparent white-color surface in the top row shows the spherical ROI. Fig. 11 . TDI maps generated from the individual and combined datasets. (a) The TDI maps in three orthogonal views. (b) The 1.0 mm, b=1.5k demonstrates a deficiency in recovering streamlines passing through centrum semiovale. Overall, the Distance-W HIBRID and the 2.0 mm, b=8k datasets perform identically well in finding crossing structures in deep WM (b). Near cerebral cortex, the Distance-W HIBRID dataset reveals more streamlines that pass across the WGB and extend into cortical regions compared to the 2.0 mm, b=8k dataset (c).
