Abstract-In multiuser diversity systems, the impact of largescale fading on the total system performance such as link quality and system power has not been widely addressed. Considering large-scale fading, we propose an adaptive multiuser scheduling to minimize the total system power while reducing the effect of large-scale fading on the system bit error rate. The number of active users is adapted to every shadow variation, which varies slower than small-scale fading. We consider the two widely used multiuser systems (i.e., delay-tolerant, and delay-sensitive multiuser systems). Closed-form expressions for the bit error rate are derived. The selection procedure for the minimum number of users is introduced for guaranteed performance of the above multiuser systems. The impact of adaptive multiuser diversity gain on the system power and bit error rate is illustrated over large-scale fading channels by numerical results.
I. INTRODUCTION
In multiuser wireless systems, the system performance is severely affected when unfavorable large-scale fading (LSF) or small-scale fading (SSF) conditions occur. While the system performance over SSF (e.g., multipath fading) channels has been well addressed in the literature (e.g., [1] , [2] ), the impact of LSF has not been widely discussed.
For multipoint-to-point communication systems, multiuser diversity (MUDiv), inherent in multiuser (MU) wireless systems, was introduced in [1] . The MUDiv has been recognized as an effective method to improve the system performance such as the spectral efficiency and quality of service over multipath fading channels [2] . The impact of shadow fading on individual outage capacity and multiuser scheduling gain has been discussed in [3] . However, the relationship between the MUDiv gain, the total system power, and LSF has not been widely addressed. Thus, it is important to devise multiuser scheduling schemes over LSF channels that can improve not only the efficiency in using the limited system power, but also can satisfy the system bit error rate (BER) requirements.
In this paper, we propose an adaptive multiuser resource scheduling strategy over LSF channels. Our goal is to minimize the limited total system power over large area while maintaining the system BER within a target level. Tracking the behavior of MUDiv gain with LSF, our main idea is to adapt the number of active users to the LSF conditions. This work is supported in part by the Natural Science and Engineering Research Council (NSERC) of Canada and the Alberta Ingenuity Foundation, Alberta, Canada.
Thus, for LSF channels, we investigate how much multiuser diversity gain is needed to satisfy the system BER and power requirements.
We focus on two widely used multiuser systems, i.e., delaytolerant and delay-sensitive multiuser systems. Considering LSF, we derive closed-form expressions for system BER in MU systems. Using the derived BER expressions, selection procedure on the optimal number of active users is introduced for the above two MU systems. We define the total system consumption power as a sum of data transmission power and scheduling power. Besides achieving adaptive MUDiv gain, our optimal selection of the number of active users provides sufficient immunity of the proposed system to LSF effects and reduces its power consumption. These benefits are obtained without additional hardware complexity (e.g., power control and constellation adaptation) on link-ends.
II. CHANNEL MODEL AND MAIN IDEA

A. Channel Model
Suppose thatK mobile users within a cell communicate with the base station (BS). Since the complexity affordable at the mobile devices is limited, a single antenna at each mobile user is assumed. In other words, we consider an MU system with single-input single-output (SISO) wireless channel from each user to the BS. Our focus is mainly on the uplink scenario, but our results can be also extended to the downlink straightforwardly.
Suppose that LSF is independent of SSF, and varies slower than SSF. The received signal from the kth user to the BS can be represented by
where the information-bearing symbol transmitted by the kth user, denoted by s k , is a Gray-coded quadrature amplitude modulation (QAM) modulated symbol from a fixed constellation size of M . Also, v k is the additive complex valued zero-mean white Gaussian noise with variance N o , i.e.,
The channel from the kth user to the BS is denoted by
where h k,w ∼ CN (0, σ 2 k = 1) stands for the SSF, and ω k models the LSF. It is assumed that h k,w for all k is independently and identically distributed (i.i.d.) [2] . Both shadowing and path loss are modeled by
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where the shadowing is represented by an independent log-normal distributed random variable l k with mean μ and standard deviation σ, d k is the distance between the kth user and the BS, and γ represents the path loss exponent, typically between 3 and 5 [4] . Without loss of generality, we exclude the path loss effect and assume i.i.d. ω k , ∀k. When ω k is a constant for all k, h k in (1) addresses only the SSF.
When perfect channel knowledge from users is available at the BS, the received SNR from the kth user, denoted by ρ k , is defined as
where λ is the transmitted SNR. Note that normalization of each channel by its average makes LSF coefficients for all channels equal, i.e., ω k = ω, ∀k, that corresponds to the case of homogeneous networks [2] , [5] . Therefore, assuming homogeneous network or normalizing LSF coefficients in the case of heterogeneous network, we can drop, for simplicity, user index k in ω. The conventional scheduling approaches (e.g., the random access (RA) scheduling in [5] , and greedy access (GA) scheduling in [1] ) are to choose a single user for a given time slot. In the GA scheduling, the best user, whose index is k
, is scheduled to transmit a symbol at any time slot. The GA produces the post-processing SNR ρ G = ρ k * while the post-processing SNR of RA scheduling is ρ R = ρ k [5] . Recall that the GA scheduling is the well-known sum capacity achieving strategy over SSF channels in MU SISO systems [1] . We use the generic GA as a benchmark to compare the performance of our proposed system.
B. Main idea
Two MU systems (i.e., delay-tolerant, and delay-sensitive MU systems) are considered. We wish to develop a scheduling strategy which aims at minimizing the total system power for every shadow variation while maintaining the total system BER below the target level. Assume that the LSF information ofK users is available at the BS. The main idea is to adapt the random subset of size K(ω) ∈ [1,K] to ω. Hereafter, the notation K is used instead of K(ω) for simplicity, but it is always assumed that K is a function of ω. Intuitively, there areK(≥ K) available users, but if channel is in a favorable condition, even a small subset of the available users will be sufficient to satisfy the system BER requirements. Moreover, using the fact that the total system energy is limited in practice, the smallest possible subset of available users would be optimal in terms of minimization of the total system power.
In order to choose the number of active users appropriately, one needs to know how the system BER and total power are affected by the number of active users. Thus, expressions for the BERs are first derived under the assumption that the generic GA scheme is exploited for a given number of active users with LSF components. Then, based on these expressions, a procedure for optimal selection of the number of active users is introduced.
III. CONDITIONAL MULTIUSER SCHEDULING ON LSF
The performance of multiuser scheduling schemes (i.e., GA and RA scheduling schemes) conditioned on LSF components is analyzed in this section.
For every shadow variation, we first derive conditional expressions for the exact, upper bound (UB), and approximate BERs. As a part of the figures of merit, the exact average BER expressions provide the high accuracy for adapting K to ω. These exact expressions, however, may require intense computations for selecting K, especially in real-time. Here, we find simple UB expressions on BER. When choosing K, the use of the UB expression instead of the exact BER expression would guarantee that the system BER is satisfied. The resulting K, however, may be larger than needed. Approximate BER expressions, which provide the minimum computations, are also derived for completeness.
Inherent in multiuser diversity systems, there is another aspect of system power consumption which is the scheduling power. Considering K users, the scheduling power is spent between K users and the BS to select the best user for every scheduling state. For large values of K, the scheduling power may affect the total system consumption power over large areas. Once providing the figures of merit, we come to the point of introducing adaptation rules on K in Section IV.
A. Exact BER expression with LSF components
An exact BER for Gray-coded square M-QAM scheme over AWGN channels is considered [6] :
where Θ M is the number of summation terms, and (C M,i , c M,i ) is a pair of mode dependent constants. Conditioned on ω, the average BER of a scheduling scheme over SSF channels is represented by
where ρ G and ρ R define ρ for GA and RA, respectively, and p ρ (·) is the probability density function (pdf) of ρ.
1) Greedy access scheduling: Note that if μ and σ are the same for all ρ k , k = 1, · · · ,K, then ρ k , ∀k are i.i.d. Using this fact and applying higher order statistics, p ρ G (y) can be found, for a given K, as
where Ω ωλ addresses multipath channel gain with LSF components, and γ (1, x) (
2 θ dθ and (4), the average BER for GA can be written as
where [7, p.305] after some algebraic manipulations, we obtain the following closed form expression for (5) with LSF components
where B(x, y) 2) Random access scheduling: Note that conditioned on ω, ρ R is simply a chi-square distributed random variable. Thus, using p ρ R (y) = e −y/Ω /Ω in (3), it is straightforward to find the average BER for RA as
It is easy to see from (7) that RA does not benefit from the MUDiv gain. Please note that (7) is the same as the average BER in point-to-point communications over LSF channels. Considering LSF components, (7) will be used for comparisons with the performance of the proposed system.
B. Upper bound expression on BER with LSF components
Note that the minimum value of g θ in (5) and (7) with θ = π/2 eliminates the finite range of integral.
1) Greedy access scheduling: Substitution θ = π/2 in (5) provides the UB expression for (6) with g u c M,i /2 (Chernoff bound) as
2) Random access scheduling: Similarly, the UB expression for (7) for RA is represented by
In Section V, our numerical results verify that these UB expressions are quite accurate within 0.5 dB from the exact BER as Ω increases.
C. Approximate BER expression with LSF components
The approximate BERs are found by using an approximate BER expression for the Gray-coded square M-QAM scheme over AWGN channels [8] :
−gaρ where b 0.2 and g a 1.5/(M − 1). 1 The adaptation procedure for K is introduced in Section IV.
1) Greedy access scheduling:
Inserting the aforementioned approximation into (3), the approximate BER expression with LSF components for GA is represented by
(10) 2) Random access scheduling: Similarly, the approximate BER with LSF components for RA can be found as
Compared to the aforementioned exact and UB BER expressions, it is easy to see that the derived approximate BER expressions (10) and (11) require the minimum computations.
D. Total system consumption power with LSF components
The power consumed from the kth user to the BS per transmission is defined as
where P s,k denotes the power spent per scheduling (scheduling power), P d,k stands for the power used for data transmission, and 1(k = k * ) denotes the indicator function which equals to 1 if k * th user is selected for data transmission and 0 otherwise. Then, the total system consumption power can be represented as the sum of P T,k in (12) for all users
where P s K P s,k and P d,k * denotes the data transmission power from the user selected at scheduling. Thus, the overall system power includes both scheduling and data-transmission powers, where scheduling power scales linearly with the number of users. Indeed, P d,k * can remain constant at a system level by applying a power control scheme over SSF channels (e.g., [5] , [9] ). From a system performance point of view, it is interesting to study the relationship between P T (i.e., system power) and P b (i.e., MUDiv gain) w.r.t. K. Then, the optimal selection procedure on K can be developed by observing the tradeoff between the MUDiv gain and the system power.
IV. OPTIMAL SELECTION OF THE NUMBER OF USERS
A common objective for the design of MU systems is the minimization of the total system power. On the other hand, an MU system is capable of recovering properly the transmitted information as long as the system BER is less than or equal to a desired level over LSF channels. Observing that over LSF environments, there is a tradeoff between (6) and (13) as K increases, we would like to adapt K to minimize P T in (13) while maintaining P b in (6) below some P e where P e is the system requirements on BER. Please recall that K is a function of ω in this paper.
A. Optimization problems
For the following optimization problems, P T in (13) is maintained to be less than or equal to P T for GA.
1) Delay tolerant systems:
The constrained optimization problem for finding an optimal K can be written as
where the number of available usersK is the upper limit on K. Note that for a given Ω, P b (·) and P T (·) are decreasing and increasing monotonically w.r.t. K, respectively. Thus, among the active users which satisfy P b (K, Ω) ≤ P e , the smallest number of users will minimize P T (K, Ω).
If K 1 does not satisfy the system BER requirements, then K * dt = 0. Otherwise, the smallest K i ≤ K 1 which satisfies the system BER requirements can be searched efficiently over several iterations with the index i by using, for example, the binary search algorithm. When K * dt = 0, the system may allow delays in order not to waste the system consumption power. Given a finite amount of system power, this optimal selection on K may affect the system coverage.
2) Delay sensitive systems: Such systems allow data transmission even when P b (K, Ω) > P e . Then, the corresponding constrained optimal problem is
(15) Similarly, this optimization problem requires the same steps as the one for the DT MU systems. The only difference is that K * ds =K even when K 1 is not sufficient to satisfy P b (·) ≤ P e . To find the solution of the optimization problems (14) and (15), the BER expressions derived in Section III are used. Since the derived expressions are not trivial to obtain the corresponding inverse expressions, the optimal number of active users K * is found numerically.
B. Computational complexity and system power
As shown in Section III, each of the BER expressions comes with a tradeoff between the accuracy and the computational complexity. If (6) is used, the true values of K * is found by the price of high computational complexity. On the other hand, (8) is useful to find the UB on K * with an intermediate computational complexity, which is less, and greater than the cases of using P b,e , and P b,a , respectively. Thus, using the UB in (10), the resulting K * guarantees the system performance, but may not be optimal in the sense of consumed power. Approximate K * can be found by using (10) with the minimum computational complexity.
Assuming no adaptation on the number of active users, the GA scheduling is not designed to minimize P T , but P b . Regardless of ω, thus, the maximum amount of system power is always used in the GA scheme, and P T for the GA depends onK. However, the proposed scheduling is designed to minimize P T as long as P b is acceptable. In the proposed scheduling, P T depends on K * ≤K for every ω. Thus, the proposed scheduling improves the system power efficiency over the GA scheduling, which is illustrated in Section V.
V. NUMERICAL RESULTS
Consider a multiuser system with the Gray-coded square M-QAM of a fixed constellation size of M = 4, and LSF components with μ = 1 and σ = 5. To keep the exposition simple, we assume K ∈ [1,K = 100]. The path loss effects are excluded, which produces the LSF channels in (1) as shadowing channels. We denote P b (·) and P T (·) of the proposed system as P 's of the two important applications, i.e., the delay tolerant (DT), and the delay sensitive (DS) MU systems.
Assuming no LSF components, Fig. 1 illustrates the derived exact, UB, and approximate expressions for the BER of GA (i.e., (6) , (8) , and (10)) and RA (i.e., (7), (9) , and (11)) withK = 1, 10, 50. It can be seen that the derived UB and approximate BERs are good enough within 0.5 dB to the exact BERs for both GA and RA. Assuming LSF channels (i.e., only shadowing channels in this case), Fig. 2 illustrates the impact of the LSF on the approximate average BERs for GA and RA over LSF channels. The average P without LSF components are also depicted for comparison. It can be seen that the LSF components fade the BER of general multiuser scheduling schemes. Thus, the average P G b,a over LSF (i.e., shadowing) channels is diminished over the cases of no LSF components (i.e., no shadowing). Interestingly, the average P G b,a for GA becomes more sensitive to LSF components (i.e., shadowing) rather than the average P R b,a for RA (see Fig. 2 ). Using P b,a , the approximate values of K * are found at each LSF, and are used to obtain the average P AG b,a in Fig. 3. Fig. 3 illustrates the average BER of the proposed system P AG b,a whenK = 100, P e = 10 −2 and 10
−3
while maintaining P AG T ≤ P T for GA. For comparison, we also depicted the average P b of GA with and without LSF components whenK = 100. First, considering the DT MU systems, the average P
