This paper uses the qualitative theory of differential equations to analyse/design the dynamic behaviour of control systems. In particular, the Poincaré compactification and the Poincaré-Hopf theorem are used for analysing the local dynamics near the finite and infinite equilibrium points. As an application, a large signal characterisation of a Boost type power converter in closed loop, including its equilibrium/bifurcation points and its global dynamics, which depends upon the value of the load resistance, is studied.
Introduction
In general, after selecting a controller for a dynamic system, it is desirable to have a globally stable closed-loop behaviour. The Lyapunov approach is commonly invoked to demonstrate the stability of a control system, see for instance Khalil (2000) . Under this approach, if x = 0 is an equilibrium point forẋ = f (x) and D ⊂ R 2 , then given a continuously differentiable candidate function V : D → R, such thatV < 0 along the solutions ofẋ = f (x) in D\{0} then x = 0 is asymptotically stable. That is, all trajectories ofẋ = f (x) contained in D converge to the origin x = 0.
For a dynamic linear control system, this technique explains if such a system is stable or not. For a nonlinear system, however, the procedure for obtaining the candidate function is difficult, implies trial and error, and in many cases no such function exists. A simple example is a nonlinear differential equation with two or more equilibrium points. Under these circumstances, it is not possible to resort to using the Lyapunov approach to analyse the global dynamics of the system and defining the boundary of the attraction zone of a locally stable equilibrium point is a major control problem. In view of the above, the use of the qualitative theory of differential equations is emphasised in order to achieve this purpose. In particular, the Poincaré compactification method for studying the dynamics of the system near infinity will be considered, and together with the Poincaré-Hopf theorem the local dynamics at the equilibrium points, finite and infinite, will be analysed. * Corresponding author. Email: marios@ula.ve The Poincaré compactification method introduced by Poincaré (1881) has been referenced for instance in Andronov, Leontovich, Gordon, and Maier (1973) and Dumortier, Llibre, and Artés (2006) . This method was used in Dickson and Perko (1970) to characterise the phase portrait of bounded quadratic systems.
A fast introduction to the Poincaré compactification is let S 2 be the 2-dimensional sphere of radius one centred at the origin of coordinates (x, y, z) = (0, 0, 0) of R 3 . The Poincaré compactification method consists in doing two copies of a polynomial differential system flow in R 2 , which is identified with the tangent plane to the sphere S 2 at its north pole (0, 0, 1).
These two copies are obtained through central projections of this tangent plane, one to the open northern hemisphere of S 2 and another to the open southern hemisphere. Let S 1 be the equator of S 2 . The flow defined in S 2 \ S 1 is extended to the equator S 1 , which corresponds to the infinity of the tangent plane R 2 . Finally, using the projection (x, y, z) → (x, y) the closed northern hemisphere is equivalent to a closed unit disc, called the Poincaré disc. This extension allows studying the flow of a polynomial differential system in a neighbourhood of the infinity. The plane and the infinity of R 2 are identified with the interior of the Poincaré disc and with the boundary disc S 1 , respectively. This technique will be used to explain the behaviour of a Boost power converter near the infinity. 
Dynamics of the Boost power converter
A Boost DC-DC power converter is also known as the step-up converter because it increases the output voltage with respect to the power supply. This converter is ideal to operate in electric and electronic equipment. Figure 1 shows an electric diagram. Using Kirchoff and Ohm laws, it is possible to obtain the average model of the Boost power converter which is given by
where the variable i represents the inductor current, v is the capacitor voltage or output voltage, and u ∈ [0, 1] is the control action. The parameters are L the inductance, C the capacitance, E the power supply and R the load resistor. This system may be written in terms of a normalised representation using the following change of coordinates:
the normalised representation takes the form
where Q = R √ C/L corresponds to the equivalent load. On the other hand, the control action is selected based upon the exact error dynamics passive output feedback (Sira-Ramírez, Spinetti-Rivera, & Fossas-Colet, 2007; Spinetti, Fossas, & Biel, 2009) given as
where V d is the desired output voltage value for the capacitor; the bar on the variables indicate steady state values, thus x is the inductance current value,ȳ is the capacitor voltage value,ū is the control value and γ is the feedback factor.
When the control loop is closed, the resistance value in the controller is fixed to R 0 and is called nominal resistance load, whereas the circuit resistance remains as R. These two values allow setting Q 0 as the equivalent nominal load and Q as the equivalent load. Then the closed-loop normalised system representation is given asẋ
wherexȳγ QQ 0 = 0. Note that the normalised system depends on the four parametersȳ, γ , Q and Q 0 .
When Q 0 = Q, the feedback controller makes the equilibrium point globally asymptotically stable, (see SiraRamírez & Silva-Ortigoza, 2006, p.287) ; but when Q 0 = Q, the closed-loop dynamics have many different behaviours. The qualitative analysis of closed-loop dynamic systems considered in this work is based on the study of the local dynamics at the finite and infinite equilibrium points.
Infinite equilibrium points
Using the Poincaré compactification method (see subsection 1.2 of Appendix 1 for a complete definition) it is possible to describe the phase portrait of system (5) at infinity and near infinity. System (5) is a polynomial differential system in the variables x and y in R 2 of degree d = 2. The Poincaré disc, which corresponds to the orthogonal projection of the closed northern hemisphere of the Poincaré sphere S 2 into the plane (x, y), is represented in Figure 2 . The interior of the Poincaré disc is identified with the plane R 2 where system (5) is defined. The boundary of the Poincaré disc, the circle S 1 , corresponds to the infinity of the mentioned plane R 2 . In Figure 2 , the shadowed open half-discs correspond to the restriction of the local charts U 1 and U 2 ,
Figure 2. Local charts U 1 , U 2 , V 1 and V 2 projected on the Poincaré disc. and the open complements of these shadowed open halfdiscs correspond to the restriction of the local charts V 1 and V 2 .
Theorem 1: System (5) has two infinite equilibrium points which are a pair of diametrally opposite saddle-nodes, see Figure 3 .
From Theorem 1 it follows that system (5) has no trajectories which reach the infinity in forward time, such systems are called bounded systems. For more details on bounded systems, see Dickson and Perko (1970) and Dumortier, Herssens, and Perko (2000) .
Proof of Theorem 1. In the local chart U 1 , the coordinates (u, v) are defined by x = 1/v and y = u/v. From Appendix1, the equations of system (5) in this chart arė
This system has a unique equilibrium point on v = 0 (i.e. at infinity) given by (u, v) = (Q 0 /ȳ, 0), which is a semi-hyperbolic equilibrium. The local phase portrait at this equilibrium point may be studied using theorem 2.19 in Dumortier et al. (2006) . Thus, it is required to transform this system into the formẋ = A (x, y) ,ẏ = λy + B (x, y). Therefore, the equilibrium point is moved to the origin of coordinates through a variable change (u, v) → (U, V) defined by u = Q 0 /ȳ + U, v = V , which results in the following system representation:
The system representation given in Equation (7) may be written in the normal form using the linear change of
which is suitable for using the semi-hyperbolic theorem. This way, the normal form representation results iṅ
The local phase portrait at the equilibrium (u, v) = (Q 0 /ȳ, 0), given in Figure 3 , may be obtained from theorem 2.19 of Dumortier et al. (2006) applying it at the origin of system (8), to obtain that such equilibrium point is a semi-hyperbolic saddle-node having the saddle part in the northern hemisphere of S 2 and its nodal part in the southern hemisphere when γ > 0. By taking the symmetry with respect to the centre of the sphere S 2 , the nodal part in the southern hemisphere pass to the northern hemisphere for the diametrically opposite equilibrium to (Q 0 /ȳ, 0). For more details, see Figure 3 for γ > 0. Similar arguments prove the case for γ < 0.
In order to complete the proof of the theorem, it remains to show that the origin of the local chart U 2 is not an equilibrium point. Indeed, system (5) in the local chart U 2 has the expressioṅ
Sinceȳ 2 γ /Q 0 = 0, the origin of U 2 is not an equilibrium, this completes the proof of the theorem.
Finite equilibrium points
From system (5), an equilibrium point (x, y) must satisfy the following algebraic equations:
The discriminant, in Gelfand, Kapranov, and Zelevinsky (1994) , of the cubic equation f = 0 is
If f < 0, there are two imaginary roots and one real root. If f = 0, there exists a double real root and a simple real root, or a triple root, and if f > 0 f has three real roots. On the other hand, the discriminant of the cubic equation
Since Q = Q 0 it follows f and g have the same sign, hence in what follows denotes the discriminant f or g . Therefore, if f = 0 or g = 0 has a unique real root, it is possible to prove that it is a global attractor, see the proof in Spinetti et al. (2009) . It is also possible to describe the global dynamics with two or three equilibrium points if ≥ 0. This result is provided in Spinetti-Rivera, Olm, Biel, and Fossas (2013) using the Dickson and Perko classification of bounded quadratic systems subjected to a convenient affine transformation. However, the study of the case ≥ 0 needs a long and complex analysis. Here, using the Poincaré-Hopf theorem (see for instance theorem 6.30 of Dumortier et al. (2006) or subsection 1.1 of Appendix1) and the Poincaré index formula (see proposition 6.32 of Dumortier et al. (2006) or subsection 4.1 of the appendix), some of the results presented in Spinetti et al. (2013) can be obtained in a less complex manner. Theorem 2 provides all the information about the equilibrium points of system (5), which can be obtained using the theory of the topological index. For instance, the fact that an equilibrium point of index zero of statement (c) is a saddle-node can be determined studying the eigenvalues associated with this equilibrium point; showing that one is zero and the other one is different from zero. Then, such an equilibrium point must be semi-hyperbolic, and the unique semi-hyperbolic equilibrium with index zero must be a saddle-node, see theorem 2.19 of Dumortier et al. (2006) .
It should be pointed out that the index theory does not provide information about the stability or instability of the equilibrium points and it does not distinguish from local phase portrait among points with the same index. For analysing the stability or instability of these equilibrium points, it is necessary to compute their eigenvalues when both eigenvalues are not zero. When both eigenvalues are zero, the local phase portrait can be studied by doing changes of variables called blow-ups, for more details see chapters 2 and 3 in Dumortier et al. (2006) .
Proof of Theorem 2.
From the Poincaré-Hopf theorem, since at infinity (i.e. on the equator S 1 of S 2 ) there are only two equilibrium points, which are saddle-nodes then the sum of all topological indices of the equilibrium points of system (5) in the Poincaré sphere S 2 is 2. The sum of the indices of the equilibrium points at infinity is zero; and consequently the sum of the indices of the equilibrium points at each open northern and southern hemisphere is one. But, since in these two open hemispheres there is a copy of system (5) in R 2 , it follows that the sum of the indices of the finite equilibrium points must be one. This proves statement (1).
Suppose that the discriminant satisfies < 0. Then there is a unique equilibrium point in R 2 of system (5).
Since the roots of Equation (10) are simple ones, it is easy to check by direct computations that at the equilibrium point (x, y) associated to the unique real roots of f = 0 and g = 0, the determinant of the linear part is non-zero, see Arnold, Gusein-Zade, and Varchenko (2012) for details. Therefore, this equilibrium is either a node, or a focus, or a centre (see theorem 2.15 of Dumortier et al. (2006) ). This completes the proof of statement (2). Now suppose > 0. Then system (5) has three real equilibrium points in R 2 , one for each real root of the cubic polynomials f = 0 and g = 0. Again, since the roots of this polynomial are simple ones, it follows that the determinant of the linear part, at these equilibrium points, is non-zero. Therefore, the index of such equilibrium points is ±1. Moreover, since the sum of these three indices must be equal to one, they must be 1, 1 and −1. So, by theorem 2.15 of Dumortier et al. (2006) , it follows that two of them must be either nodes, or foci, or centres, and the remainder equilibrium point must be a saddle. Hence statement (4) is proved. Finally, if = 0 then the cubic polynomials f = 0 and g = 0 have either a real triple root, or a double real root and a simple one. Since for > 0 there are three equilibrium points with indices 1, 1 and −1, and for < 0 there is only one equilibrium point with index 1, then by continuity the two equilibrium points which exist for > 0 must have indices 1 and 0. This proves statement (3).
Theorem 3: If system (5) has a unique finite equilibrium point this is a global attractor.
In the proof of Theorem 3, four affine transformations will be used; starting with the differential system (1) to end with a Dickson-Perko system, where the eigenvalues of its unique equilibrium point are calculated to verify that on one hand, corresponds to a local attractor, and on the other hand, from Dickson and Perko (1970) , is a global attractor.
Proof of Theorem 3. The first affine transformation is a normalisation of the differential system (1), which is converted to Equation (3) through Equation (2). System (3) corresponds to the open-loop dynamics. The control law (4) is applied to Equation (3), and the closed-loop system (5) is obtained, which is characterised by the parameters γ , Q, Q 0 andȳ.
The second transformation is performed by the following set of changes of variables:
where λ > 0 and k > 0. The equilibrium ratiox =ȳ 2 Q of the differential system (1) and the change of variable (13) are used to obtain the relationX = λȲ 2 . Using Equation (13), the differential system (5) becomeṡ
System (14) is referenced in Spinetti et al. (2013) and its equilibrium points are (X,Ȳ ), whereȲ satisfies
Doing the translation (e X , e Y ) = (X −X, Y −Ȳ ), system (14) is written aṡ
The final affine transformation is given by
where q 11 , q 12 , q 21 and q 22 are constants. Substituting Equation (18) into Equation (17) yields a differential system foṙ X andẎ in terms oḟ 
Writing system (19) into the form (20) results in b 13 = 0, b 14 = 0, b 15 = 1, b 23 = 0, b 24 = −1, and the coefficients q 11 , q 12 , q 21 and q 22 must be
Thus, system (19) becomes the Perko-Dickson systeṁ
Taking into account Equations (15), (16), (20) and (21), the coefficients of system (20) are
and since λ > 0 then a 11 < 0. The eigenvalues of system (20), obtained from the Jacobian matrix evaluated at the origin (0, 0) are 
For studying the finite equilibrium point, it is necessary to analyse the real roots of the polynomial p(Ȳ ). The single real valued root of Equation (15) is
where z = 3 2α 3 − 9α 2 λ + 27α 2 λ 2 + 4(−α 2 + 3αλ) 3 + (2α 3 − 9α 2 λ + 27α 2 λ 2 ) 2 .
Restrictions set by the unique real valued equilibrium pointȲ 1 and parameters λ, α are analysed 
, (4)Ȳ 1 < 0, λ > 0, α < 0 three conditions which must be fulfilled arise
where ∨ stands for 'or' and ∧ stands for 'and'.
Assumptions (3) imply that if α > 0 thenȲ 1 > 0, and assumptions (4) imply that if α < 0 thenȲ 1 < 0. It is known that if there is only one real equilibrium point, then restrictions apply on the eigenvalues λ 1 and λ 2 of the linear part at this equilibrium. As a result, four possible cases appear.
Case 1. If both eigenvalues are positive then the only finite equilibrium point is a repeller. For this, the restrictions λ 1 + λ 2 > 0 and λ 1 λ 2 > 0 must be satisfied. These two restrictions and the condition of existence of a unique equilibrium point given by Equation (24) are possible if the following inequalities are satisfied:
(1) a 22 > 0, (2) (a 12 + a 21 ) 2 − 4a 11 a 22 < 0.
To show that the equilibrium point is not a repeller, it suffices to show that a 22 ≯0. For this, Equation (22) For α < 0, the restrictions α < 0 →Ȳ < 0, a 22 = − λ 1+k 2 − α k 2 + λȲ Ȳ > 0 and < 0 are used, which allows to show that there is no solution. Thus, it is concluded that if α < 0 →Ȳ < 0 and λ > 0, k > 0, then a 22 ≯0. Therefore the only equilibrium point is not a repeller because a 22 ≯0.
Case 2. If an eigenvalue is negative and the other positive the only equilibrium point is a saddle. From Equation (23) it results that λ 1 λ 2 = a 11 a 22 − a 12 a 21 < 0. This condition is sufficient for the existence of a saddle point together with the condition of existence of a real valued equilibrium point given in Equation (24) (20) will not have a saddle equilibrium point, if c = 0. Case 3. If both eigenvalues are negative, then the equilibrium point is an attractor. The restrictions λ 1 + λ 2 < 0 and < 0 must be satisfied. The following two conditions must be fulfilled:
(1) a 22 < 0, (2) (a 12 + a 21 ) 2 − 4a 11 a 22 > 0.
Now it is left to prove (2) for α > 0. Condition (2) is satisfied when
. On the other hand, if α < 0 →Ȳ < 0, then conditions (1) and (2) hold true, if
where η = − 
4 .
The radicand of the above equation is equal to
If α > 0 →Ȳ > 0 and since λ > 0 and k > 0, then it will never be able to satisfy the condition A = 0. On the other hand, if α < 0 →Ȳ < 0, then with the restrictions B r < 0, λ > 0 and k > 0, it is also not possible to satisfy the condition A = 0. Consequently, since it is not possible to make A = 0 y B = 0, the only equilibrium point cannot be a centre. In short, if there is a single equilibrium point, it is an attractor. Corollary 1: If system (5) has a unique equilibrium point, then there exist two zones, which depend on the sign of α where the attractor operates.
The existence of a single real root is described by the discriminant ofȲ 1 , which is given by = 4( − α 2 + 3αλ)
The discriminant defines two ranges according to the sign of α. 
Conclusions
This work has considered the analysis and design of nonlinear second-order dynamic systems behaviour using the qualitative theory of differential equations.
The Poincaré compactification method and the Poincaré-Hopf theorem constitute a reasonable way to obtain qualitative information of a system of differential equations. They help for characterising both finite and infinite equilibrium points and the direction of the flow lines in a neighbourhood of infinity.
This work has analysed the qualitative behaviour of a closed-loop power Boost converter in terms of its equilibrium points. The analysis, which has concentrated on a unique real valued equilibrium point case, has shown that this equilibrium point corresponds to an attractor.
The proposed method of analysis, which involves only algebraic manipulations, has the potential to accurately describe the dynamic trajectories that may be found in many types of complex nonlinear systems.
The methodology proposed in this work is not intended for obtaining a control law. Rather, it uses a controller previously synthesised and allows to show the behaviour of the system; including a map of the equilibrium points, finite and infinite, and the system flows in a phase plane diagram. The methodology also facilitates the analysis to account for changes in parameters of the system, but does not include the analysis to external perturbations. A classic example where the proposed approach is able to provide answers about the behaviour of the system is the Boost power converter with a PI controller. From the theoretical point of view, the existing techniques give information in the neighbourhood of the equilibrium point, but do not provide information about infinity. Applying the proposed approach, it is possible to address the behaviour of the system including from the vicinity of the infinite to the finite equilibrium behaviours.
The technique can be extended by including in the mathematical models the inherent physical characteristics of the materials, in order to obtain more accurate dynamic responses, from a practical standpoint.
The topological index of an equilibrium point
Each isolated equilibrium point of a 2-dimensional differential system has associated in a unique way an integer number called its (topological) index. For more details and information on the topological index, see for instance chapter 6 of Dumortier et al. (2006) .
Any isolated equilibrium point of a 2-dimensional analytic differential system is either a centre, or a focus, or a finite union of elliptic, hyperbolic or parabolic sectors, see for more details Andronov et al. (1973) , or chapters 2 and 3 of Dumortier et al. (2006) . There are four types of possible sectors at an equilibrium point q (see Figure A1 ):
• Attractor parabolic sector: all trajectories of the vector field in the sector tend in forward time to q. • Repeller parabolic sector: all trajectories of vector field in the sector tend in backward time to q. Figure A1 . Possible sectors at an equilibrium point of an analytic differential system.
