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We use the tensor network algorithm to show evidences of a non-uniform chiral spin-liquid (CSL)
ground state in a frustrated spin-1/2 model on a square lattice, in the regime of moat-like band
structure of the lattice, i.e., a band with infinitely degenerate energy minima attained along a closed
contour in the Brillouin zone. The analytical description of the state is given by the effective field
theory of a topological square-lattice fermionic Chern insulator coupled to the Chern-Simons gauge
field. The observed non-uniform CSL has a substantial effect on a nearby free-fermion environment.
We show that, in the presence of arbitrarily small spin exchange interaction, the CSL can endow
a gauge-field-modulated effective interaction between the environmental fermions. The induced
effective interaction can be attractive within a significant parameter region, leading to an instability
towards d-wave superconductivity in the fermionic bath.
PACS numbers:
Introduction.– Superconductivity, discovered by
Kamerlingh and Onnes in 1911, is one of the paradig-
matic phases of strongly interacting quantum many-
electron systems. Variety of mechanisms of the pairing
of electrons were extensively studied over decades, since
the first experimental observation. Much of our under-
standing of the phenomenon comes from the celebrated
Bardeen-Cooper-Schrieffer (BCS) theory developed in
19571. For traditional BCS superconductors (SCs), it
is well accepted that the electron-phonon interaction
is responsible for the formation of Cooper pairs. For
high-Tc superconductors, though still being debated,
many different theories of the pairing mechanism have
been put forward2–36.
Another fascinating example of complex phases of
strongly interacting quantum many-body systems is the
quantum spin liquid – a Mott-insulator with strong quan-
tum fluctuations that suppress ordering down to the low-
est temperatures. A characteristic property of quantum
spin-liquids is that they support fractionalization of low-
lying excitations while their analytical description im-
plies the formation of gauge fields and a topological order
of the low-energy effective theories.
An interesting though exotic theoretical framework for
the interplay of quantum spin-liquids and superconduc-
tivity was proposed in Refs. 13,21,37 in the context of
high-Tc systems, where the origin of the U(1) gauge field
was related to the spin-overlap on adjacent Cu atoms in
the CuO2 planes. This is the so-called resonating valence-
bond picture of cuprates, where superconductivity was
proposed to be triggered upon carrier doping of the dis-
ordered magnet38–44.
In this paper, we consider the interplay between a
quantum spin-liquid with spontaneously broken time-
reversal symmetry (TRS) and superconductivity, yet
from a distant perspective. A key representative of such
spin-liquids is the CSL45–79, which is close in its nature
to the quantum Hall state: it is gapped in bulk, and si-
multaneously supports massless chiral edge excitations.
Deviating from the standard approach to similar prob-
lems, where one considers the effect of carriers on the spin
system80, we ask the opposite question: if one starts with
a CSL state and couples it to an external, free-electron
bath, how will the state of the Mott-insulator affect the
free-electron environment?
The focus of the present article is twofold. Firstly,
we numerically show that a non-uniform CSL81 – a state
where Ising antiferromagnetic (AFM) order coexists with
CSL69–72,81–83 – can be stabilized on a square lattice as
the ground state of a spin-1/2 XY model with compet-
ing interactions. This happens in the broad parameter
regime where the lattice band structure exhibits an en-
ergy minimum along a closed line – dubbed the moat –
in the Brillouin zone. As the next step, we identify the
low-energy effective field theory describing the state, that
can be understood as a square-lattice fermionic Chern
insulator coupled to the Chern-Simons gauge field. It
is shown that the mean-field treatment of the topologi-
cal field theory yields results which are in a good agree-
ment with the numerically observed CSL, in terms of the
phase diagram, the Ising order, and the chirality order
χr,r′,r′′ = 〈Sr · (Sr′ × Sr′′)〉
73. Secondly, we demonstrate
the existence of an unexpected “proximity effect” of the
non-uniform CSL, when it is coupled with a free-electron
bath. Even at arbitrarily small spin exchange coupling,
the CSL can induce pairing of electrons in the environ-
mental bath, giving rise to a d-wave superconducting
state for a significant parameter region. The pairing of
electrons is attributed to the CS gauge field inherited
from the CSL. Similar to the classical picture where two
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FIG. 1: (color online). The typical hardcore boson spec-
trum for (a) J2/J1 < 0.25 and (b) J2/J1 > 0.25. (c)
Tensor network results of Mx,y ≡
∑
r
√
〈Sxr 〉2 + 〈S
y
r 〉2/N ,
Mz ≡
∑
r
|〈Sz
r
〉|/N , and the chirality order χ as a function of
J2/J1 at virtual dimension D = 4. Insets schematically show
the spin orders for the three phases. χ is plot with a weak
perturbation84 β = 0.01.
opposite magnetic fluxes generate opposite in-plane cy-
clotron motion of two electrons and thus an attractive
Ampere force between them, the staggered CS gauge field
from CSL can result in an effectively attractive interac-
tion between electrons and thus a superconducting state
in the bath. Furthermore, gapless nodes of the SC gap
with sign changes are found along the Fermi surface, in-
dicating a dx2−y2 pairing symmetry. We show that this is
mainly due to the square lattice symmetry as well as the
pi-flux gauge field inherited by the non-uniform CSL from
the planar Ne´el AFM parent state at the weak frustration
regime.
Model Hamiltonian.– The total Hamiltonian under
consideration consists of the frustrated spin s = 1/2 sys-
tem, the fermionic environment, and a coupling term be-
tween them, Htot = Hsys + Henv + Hc. For the spin
system we consider the J1-J2-J3 AFM XY model on the
square lattice:
Hsys =
∑
r,r′
Jr,r′(S
x
r
Sx
r′
+ Sy
r
Sy
r′
), (1)
with the nearest-neighbor (NN) interaction J〈r,r′〉 = J1,
next-NN (NNN) J〈〈r,r′〉〉 = J2, and next-NNN (NNNN)
J〈〈〈r,r′〉〉〉 = J3. The Hamiltonian Henv describes a free
environmental bath with spinful fermions, {c
(†)
rσ }, σ =↑, ↓,
hopping on the square lattice:
Henv = −t
∑
〈r,r′〉
c†
rσcr′σ + h.c. (2)
The latter is assumed to be coupled to the spin system
Hsys through the XY spin-exchange interaction
Hc = Jc
∑
r
c†
rα(S
x
r
σxαβ + S
y
r
σyαβ)crβ , (3)
where σ is the Pauli matrix denoting the spin degrees of
freedom of c-fermions. Throughout this work, we assume
the weak coupling condition with Jc ≪ t, Ji, (i = 1, 2, 3).
The model Htot offers a unique opportunity to both ex-
plore the frustration-induced stabilization of the CSL and
an unambiguous signal of formation of d-wave supercon-
ductivity in the free-fermion bath.
Non-uniform CSL on a square lattice.– We firstly study
Hsys, with Jc being ”turned off”. Using the hardcore
boson representation of spin-1/2 operators84, we obtain
the single-particle spectrum, as shown in Fig.1(a)-(b),
where J3 = J2/2. It is found that for J2/J1 < 0.25,
the energy minimum of the spectrum resides at the M -
point in the reciprocal space, while once J2/J1 > 0.25,
an infinitely degenerate nodal loop emerges, consisting of
energy minima surrounding the M -point85.
Near the moat bottom energy, Ec, the single-particle
density of states diverges as (E−Ec)
−1/2, resembling the
one-dimensional (1D) Tonks-Girardeau case86–89, moti-
vating the possibility of statistical transmutation and ab-
sence of in-plane magnetic orders82. This suggests a pos-
sible nontrivial ground state for J2 > 0.25. To probe the
many-body nature of the ground state, we use the tensor-
network ansatz90–92, in which, the many-body wavefunc-
tion is constructed by local tensors, and the quantum en-
tanglement is controlled by the virtual bond-dimension
D of these tensors. We apply an update93,94 based on
the Trotter-Suzuki expansion, and a real space coarse-
graining procedure95, known as the higher-order ten-
sor renormalization group96, for the evolution of ground
state and the calculation of order parameters.
The ground state expectation of spin operators, 〈Sir〉,
with i = x, y, z are obtained, which suggest three dif-
ferent phases with varying J2/J1. As shown in Fig.1(c),
for 0.33 & J2/J1, the expected planar Ne´el AFM or-
der is found with 〈Sx
r
〉 6= 0 and 〈Sz
r
〉 = 0, ∀r. For
0.44 & J2/J1 & 0.33, the planar spin ordering vanishes,
stabilizing a phase that is completely disordered in the
XY-plane with 〈Sx,yr 〉 = 0, ∀r. Moreover, we observe an
unexpected out-of-plane Ne´el AFM Ising ordering with
〈Szr 〉 6= 0, ∀r. For J2/J1 & 0.44, the out-of-plane Ising
order is again replaced by a planar magnetic ordering
with the nesting vector (pi/2, pi). What is even more in-
triguing, with introducing a weak TRS-breaking phase-
perturbation to Hsys, namely by replacing the NN in-
teraction term by H1 → J1
∑
〈r,r′〉
(
e±iβpiS+
r
S−
r′
+ h.c.
)
97
with an infinitesimal β, we obtain a strong chirality order
χr,r′,r′′ in the region 0.44 & J2/J1 & 0.33, with r, r
′, r′′
3being the three NN sites in the elemental plaquette. In
sharp contrast, χr,r′,r′′ always remains zero in the ordered
states at 0.33 & J2/J1 and J2/J1 & 0.44 even in the pres-
ence of a finite β. Furthermore, a linear scaling behavior
of χr,r′,r′′ with β is found in 0.44 & J2/J1 & 0.33, which
is an inherent property of CSL84,98. The spontaneous
TRS breaking is further supported by our density ma-
trix renormalization group calculations on a cylinder ge-
ometry, which identifies the interchange of ground state
between two degenerate topological sectors with the adi-
abatic evolution of the twisted angle67 from 0 to 2pi96.
The above observations suggest the emergence of a chi-
ral state which (a) is disordered in XY plane (b) has
an out-of-plane Ising ordering (c) spontaneously breaks
TRS81–83.
To describe these findings analytically, we fermion-
ize the hard-core bosons using the Chern-Simons flux
attachment82,83, similar to the approaches in fractional
quantum Hall (FQH) systems. The lattice version of CS
fermionization99–103 is formulated as S±
r
= f±
r
Uˆ±
r
, with
the string operator Uˆ±r = e
±i
∑
r
′ 6=r arg[r−r
′]n
r
′ and the
spinless CS fermion operator fr. The nonlocal string op-
erators ensure the SU(2) algebra of the spins. In this rep-
resentation, nearby string operators will combine to gen-
erate the CS gauge field Ar =
∑
r˜
nr˜∇rarg(r− r˜). Simi-
larly, the CS phases are defined as Ar,r′ =
∑
r˜
nr˜[arg(r−
r˜) − arg(r′ − r˜)]. In the following, we introduce the no-
tation Al,l
′
r,r′ (with l, l
′ = a, b) to denote the CS phases
on bond 〈r, r′〉 and from sublattice l to l′. Let us note in
passing that the number operator of CS fermions satisfies
nr = S
z
r
+ 1/2.
The generated CS gauge field Ar obeys the “Stocks
theorem”81, Br =
∮
dr ·Ar = 2pinr. To implement this
constraint condition104, we introduce a Lagrangian mul-
tiplier A0
r
. Hsys is then mapped to a field theory describ-
ing spinless fermions coupled to the CS gauge field,
Ssys =
∫
dt[
∑
r
f †r (i∂t −A
0
r)fr +
1
2pi
∑
r
A0rBr
−
∑
r,r′
Jr,r′f
†
rfr′e
iA
r,r′ − h.c.].
(4)
The bipartite spin model allows for two different sub-
lattices a, b. The sublattice degrees of freedom, in the
fermionic representation, are translated as the staggered
NN CS gauge fields104, indicated by the yellow arrows in
Fig.2(b), where we work under the gauge that the NN
phases only reside on horizontal bonds, with Aa,br,r+ex =
Aa,b
r,r−ex = −A
b,a
r,r+ex = −A
b,a
r,r−ex = φ/2, where ex, ey
are the lattice vectors of the square lattice. Guided by
the numerical observation of the Ising ordering in 0.44 &
J2/J1 & 0.33 which is translated as the density wave or-
der of the CS fermions with nAr −n
B
r 6= 0, we shall look for
mean-field states allowing for broken symmetry between
A and B sublattices. We restrict ourselves to the simplest
but general choice with Aa,ar,r+ex+ey = A
b,b
r,r+ex−ey = γ2,
Aa,a
r,r+ex−ey = A
b,b
r,r+ex+ey = γ1, as shown by the orange
澻濴澼 澻濵澼
FIG. 2: (color online). (a) The unit cell with a (white site)
and b (red site) sublattice, and with NN (J1), NNN (J2),
NNNN (J3) interaction. CS fluxes associated with sponta-
neous TRS breaking are shown. (b) The NN, NNN CS gauge
fields on the square lattice.
and green arrows in Fig.2(b) respectively. These NNN
CS phases generate the staggered CS fluxes in a unit cell
in Fig.2(a), with ∆γ = γ2 − γ1 and −∆γ in the left and
right triangle, respectively.
The CS fermions are Gaussian in Eq.(4) and one can in-
tegrate them out to obtain the fermionic free energy func-
tional, Seff = W [A
0, φ, γ1, γ2] +
1
2pi
∑
r
A0Br[φ, γ1, γ2],
where A0 is the antisymmetric Lagrangian multiplier
defined as combinations of A0
r
at a, b sites in a unit
cell A0 =
(
A0r,a −A
0
r,b
)
/2, and the symmetric compo-
nent has been gauged out at half-filling81. The free en-
ergyW [A0, φ, γ1, γ2] =
∑
k,n∈occEn(k, A
0, φ, γ1, γ2) with
En(k) being the energy of the n-band CS fermions and
the sum over all occupied states. By minimizing Seff
with respective to the CS phases and A0, we obtain
the mean-field solution84 (A0,∆γ, φ). The evolution of
(A0,∆γ, φ) upon increasing J2/J1 is represented by the
red dashed curve in Fig.3(a). (A0,∆γ, φ) starts from
the (0, 0, pi) point in the 3D order parameter space, and
moves along the direction of the arrows with gradually
enlarging J2/J1. For J2/J1 ≤ 0.5, the trajectory lies in
the horizontal plane, φ = pi, while it jumps to φ = 0 plane
澻濴澼 澻濵澼
FIG. 3: (color online) (a) The self-consistently calculated tra-
jectory of CS phases with increasing J2/J1. (b) φ, ∆γ and A
0
versus J2/J1 . The inset shows the CS fermion spectrums for
the pi-flux state, which ends up with planar Ne´el AFM order
with further taking into account the fluctuation of gauge field.
4for J2/J1 ≥ 0.5. The φ = 0 plane is topologically triv-
ial with Chern number C = 0, whereas we find that the
φ = pi plane has both a topologically trivial (C = 0) and
a nontrivial region (C = 1), as denoted by the yellow and
grey area respectively. Interestingly, the trajectory firstly
evolves into the trivial phase, then crosses the boundary
into the nontrivial phase at J2/J1 ≃ 0.3, which persists
until J2/J1 ≃ 0.5.
More details are included in Fig.3(b). For 0.3 & J2/J1,
the mean-field theory puts the system into a pi-flux state
with gapless Dirac cones105 (see the inset to Fig.3(b)).
The pi-flux state describes a planar Ne´el AFM state af-
ter taking into account the fluctuation of the CS gauge
field104. Remarkably, at J2/J1 = 0.25, when the moat
begins to form (Fig.1(b)), we observe a strong growth
of ∆γ and A0. Note that the A0 term breaks the sub-
lattice symmetry while ∆γ violates TRS. They are two
competing masses both working towards gapping out the
pi-flux state at small J2/J1. For 0.3 & J2/J1 > 0.25, A
0
has stronger effect, giving rise to a trivial insulator state
with C = 0. Whereas, for J2/J1 & 0.3, ∆γ dominates
and results in the band inversion that is responsible for
a Chern insulator state with C = 1. This reminds one of
the celebrated Haldane model on honeycomb lattice106;
however, the state here is originated from strong frustra-
tion allowing for fractionalized quasi-particles. Finally,
we find that the Chern insulator is destabilized, towards
a spin density wave (SDW) state for J2/J1 ≥ 0.50, as a
result of the emergence of a new Fermi pocket in the CS
spectrum84.
The identified Chern insulator on square lattice for
0.5 & J2/J1 & 0.3 agrees well with our tensor network
calculation in Fig.1(c): (A) It is a gapped state in bulk,
ensuring the absence of in-plane magnetic ordering of any
sort including 〈Sx,y
r
〉 = 0; (B) C = 1 validates the viola-
tion of the TRS and the nonzero chirality order χ; (C)
The staggered CS flux ∆γ accurately accounts for the
out-of-plane Ne´el Ising order; (D) The analytical CSL re-
gion 0.5 & J2/J1 & 0.3 agrees well with the numerical one
0.44 & J2/J1 & 0.33. These results suggest stabilization
of a non-uniform CSL81, supporting both semionic (flux
flips) and fermionic low-energy excitations, on a square
lattice.
Proximity induced d-wave superconductivity. – We now
turn on Jc and examine Htot, with the focus on the re-
gion 0.5 & J2/J1 & 0.3 where the spin system found
itself in the CSL state. The spins in Hsys are composite
objects represented by CS f-fermions and fluxes. There-
fore, the spin exchange interaction, Hc, represents a hy-
bridization between the environmental c-fermions and f-
fermions. One can integrate out the Gaussian f-fermions
in S = Ssys+Sc to obtain an action describing the renor-
malization effect that CSL has on the fermionic bath:
δS = −J2c
∫
dt
∑
rr′
c†rασ
+
αβcrβVˆr,r′c
†
r′ρσ
−
ρσcr′σ, (5)
where Vˆr,r′ = Gˆr,r′e
−iA
r,r′ , with Gˆ−1
r,r′ = (i∂t−A
0
r
)δr,r′ −
Jr,r′e
iA
r,r′ . The action δS consists of a retarded on-site
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FIG. 4: (color online) (a) The self-consistently calculated SC
order parameter ∆ for 0.25 < J2/J1 < 0.5. Jc = 0.05. (b)
The calculated |∆(k, θ)| along the Fermi surface (the dot-
ted square in the right lower inset). Gapless points with
|∆(k, θ)| = 0 are found. The right upper inset explicitly shows
the dx2−y2 paring symmetry.
as well as an off-site interaction between c-fermions. The
former could lead to charge orders when there is the
Fermi surface nesting but this is not our focus in this
work. The latter,
VN =
∑
r,r′
J2c
Jr,r′
e−2iAr,r′ c†
r↑cr′↑c
†
r′↓cr↓, (6)
describes the microscopic process where a c-fermion hy-
bridizes with a f-fermion at r, then the f-fermion propa-
gates to r′ and hybridizes with another c-fermion at r′.
A phase factor e−iAr,r′ is accumulated by the f-fermion
during the propagation, whereas another phase factor
e−iAr,r′ arises during two hybridization processes, gen-
erating a total phase e−2iAr,r′ .
The interaction vertex VN can be a relevant opera-
tor responsible for the SC instability even for Jc → 0.
The CS phase e−i2Ar,r′ , e.g., pi/2 < 2Ar,r′ < 3pi/2, con-
tributes a negative real component and therefore an at-
tractive term between c-fermions at r and r′. This is
further quantified by making the Hubbard-Stratonovich
transformation and introducing bosonic fields ∆r′,r =
〈cr′↓cr↑〉 with respect to VN . Neglecting the spatial fluc-
tuation of the bosonic field, we arrive at the mean-field
Hamiltonian and determine the SC order parameter ∆
self-consistently84.
The calculated ∆ as a function of J2/J1 is shown in
Fig.4(a). We find that a SC state with ∆ 6= 0 is sta-
bilized for 0.4 > J2/J1 > 0.3, where a negative con-
densation energy is generated84. We also calculate the
SC gap function |∆(k)| along the Fermi surface of c-
fermions (inset to Fig.4(b)). Gapless nodes of ∆(k) with
sign changes are found, which are located at the centers
between X-points, as shown by Fig.4(b). The pairing
symmetry can be analytically inferred from the NN pair-
ing term84, V1
∑
〈r,r′〉∆e
−2iA
r,r′ cr↓cr′↑. With the NN CS
phases in Fig.2(b), one obtains a k-dependent SC gap
∆(k) = 2∆(eiφ cos kx + cos ky). Note that φ = pi for
the whole CSL region (Fig.3(b)), the gap function is re-
duced to ∆(k) = 2∆(cos ky − cos ky) with the standard
5dx2−y2 symmetry. Thus, it becomes clear that the d-wave
pairing symmetry is attributed to (i) the square lattice
symmetry and (ii) the pi flux state inherited from the
Ne´el AFM order at small J2/J1.
Summary.–We have numerically and analytically
found that the TRS can be spontaneously broken in the
J1 − J2 − J3 AFM square lattice XY model, stabilizing
a non-uniform CSL whose low-energy behavior is equiv-
alent to a Chern insulator in terms of CS fermions on a
square lattice coupled to the Chern-Simons gauge field.
Based the non-uniform CSL, we reveal a proximity effect
when it is coupled to nearby free-fermions, which further
demonstrates a new superconducting mechanism arising
from the interplay between frustrated magnets and itin-
erant fermions on square lattices. Furthermore, being of
XY nature, the spin model under consideration is a plau-
sible candidate to be realized using ultra-cold atoms. The
work thus also opens up possibilities to study the inter-
play between CSLs and SCs in experiments with cold
atoms in regular optical lattices.
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1Supplemental material for: D-wave superconductivity induced by proximity to the
non-uniform chiral spin liquid on a square lattice
I. DISPERSION OF HARDCORE BOSONS
The spin-1/2 operators fulfill the following commutation rules,
[
S+
r
, S−
r′
]
= 2δr,r′S
z
r
and [S±
r
, Sz
r′
] = ∓δr,r′S
±
r
,
where S±r = S
x
r + iS
y
r . Moreover, they also must satisfy the following constraint conditions: S
+
r S
−
r + S
−
r S
+
r = 1 and
(S+
r
)2 = (S−
r
)2 = 0. One can introduce a set of bosonic operators that exactly satisfy all the above conditions, i.e.,
S+r = br, S
−
r = b
†
r, and S
z
r = 1/2− b
†
rbr. In order to satisfy the on-site exclusion rule of spin operators, one still needs
to require the hardcore condition for the bosons with the occupation number per site to be restricted to either 0 or
1. This is achieved by introducing an infinite on-site Hubbard repulsion with U →∞.
Using the hardcore representation, we can map the spin-1/2 J1−J2−J3 AFM XY model to a bosonic Hamiltonian.
The single-particle sector without considering the Hubbard repulsion then reads as
Hboson =
1
2
∑
r,r′
Jr,r′(b
†
r
br′ + h.c.), (S1)
where the interaction Jr,r′ is defined up to the NNNN interaction, the same as in the main text. The single-particle
dispersion of the hardcore bosons can be readily obtained by diagonalization of Eq.(S1).
II. SCALING OF THE CHIRALITY ORDER
We calculate the scaling of the chirality order with respect to β and plot it in the following figure. For the CSL
region 0.44 & J2/J1 & 0.33 (Figure 1a), the scaling behavior is found to be nearly linear, which is an inherent feature
of CSL. The magnitude of χ in the CSL region is much larger than that in the magnetic order region, which is
vanishingly small (∼ 10−5)in the latter, see Figure 1b.
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FIG. S1: (color online) Scaling of the chirality order as a function of β in (a) the CSL region (b) the magnetic order region.
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FIG. S2: (color online) The CS fermion dispersion along ky = kx with turning off all the CS gauge fields at (a) J2/J1 = 0 (b)
J2/J1 = 0.25 and (c) J2/J1 = 0.5.
III. MEAN-FIELD THEORY OF THE NON-UNIFORM CSL
Inserting the CS representation to Hsys, the Hamiltonian is cast in the form,
Hsys = J1
∑
rj
f †
r
fr+ej e
i
∑
r˜
φr˜;r,r+ejnr˜ + J2
∑
rj
f †
r
fr+aje
i
∑
r˜
φr˜;r,r+ajnr˜ + J3
∑
rj
f †
r
fr+bj + h.c., (S2)
where we define ej, aj and bj as NN, NNN and NNNN bond vectors. φr˜;r,r+ej is defined as φr˜;r,r+ej = arg(r− r˜)−
arg(r+ ej − r˜) , i.e., the angle of the bond 〈r, r + ej〉 seen by the site at r˜, similarly for φr˜;r,r+aj and φr˜;r,r+bj . The
CS phase in a loop centered at site r can be obtained as Br = φloop = 2pinr. A Lagrangian multiplier A
0
r is then
introduced to ensure this condition, leading to the path integral action describing the spinless CS fermions coupled
to fluctuating CS gauge field,
Ssys =
∫
dt[
∑
r
f †r (i∂t −A
0
r)fr +
1
2pi
∑
r
A0rBr − J1
∑
rj
f †rfr+eje
iAr,r+ej − J2
∑
rj
f †rfr+aje
iAr,r+aj
− J3
∑
rj
f †rfr+bj − h.c.],
(S3)
where we have defined the gauge field on bond as Ar,r+ej =
∑
r˜
φr˜,rr+ejnr˜. A
0
r
is the Lagrangian multiplier field
introduced to satisfy the “Stocks theorem” of CS gauge fields.
The above action is bilinear in terms of CS fermions fr. After integrating out the CS fermions exactly, the fermionic
free energy functional can be obtained as Seff =W [A
0
r , φ, γ] +
1
2pi
∑
r
A0rBr[φ, γ], where Br is the field that depends
on the CS flux φ and γ. The mean-field equations are obtained by taking variation over A0
r
and Br, i.e., δA0
r
Seff = 0
and δBrSeff = 0. The flux configuration of Fig. 2 of the main text should be taken into account in the above
action. With gauging out the symmetric component of the gauge field, which is gauge equivalent to zero due to the
periodicity of 2pi, the term A0r becomes, i.e.,
1
2pi
∑
r
A0rBr =
N
2piA
0∆γ, since BAr − B
B
r = γ2 − γ1 = ∆γ as shown by
Fig.2(a). Moreover, the term
∑
r
f †A0
r
fr becomes a staggered chemical potential that breaks sublattice symmetry,
i.e.,
∑
r
f †A0rfr =
∑
r
[f †
rAA
0frA − f
†
rBA
0frB].
Here, we also plot the dispersion of the CS fermions (along ky = kx) with turning off all the gauge fields. As shown
in Figure 2 above, with increasing J2/J1 from 0 (Fig.2(a)) to J2/J1 = 0.25, the dispersion at the energy bottom
becomes more and more flat. After J2/J1 > 0.25 a moat-shape band is formed around Γ point, corresponding to
the moat band in the hardcore boson representation. Interestingly, when J2/J1 = 0.5, a new Fermi pocket begins to
emerge at the Fermi surface (around the Γ point) as shown by Fig.2(c). This is the reason for the instability to a spin
density wave (SDW) order for J2/J1 > 0.5.
IV. SUPERCONDUCTING INSTABILITY OF THE FERMION BATH
After turning on Jc, we have shown that the non-uniform CSL generates effective interactions between fermions.
The total effective Hamiltonian describing the fermionic environment then becomes,
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FIG. S3: (color online) Plot of calculated Ec as a function of J2/J1. A region 0.3 ≤ J2/J1 ≤ 0.4 is found where Ec > 0,
stabilizing a SC order in the fermionic environment. The left inset shows the details for the Ec > 0 region, and the right inset
shows the self-consistent values of φ, |γ2 + γ1| and |γ2 − γ1|.
H = −t
∑
〈r,r′〉
c†
rσcr′σ +H.C. + V1
∑
〈r,r′〉
e−2iAr,r′ c†
r↑c
†
r′↓cr↓cr′↑ + V2
∑
〈〈r,r′〉〉
e−2iAr,r′ c†
r↑c
†
r′↓cr↓cr′↑
+ V3
∑
〈〈〈r,r′〉〉〉
c†
r↑c
†
r′↓cr↓cr′↑,
(S4)
where Vi = J
2
c /Ji with i = 1, 2, 3. Ar,r′ are the CS gauge phases inherited from the CSL state, as shown by Fig.2
in the main text. Then we solve the Hamiltonian using the self-consistent mean-field theory. In the particle-particle
channel, we introduce Hubbard-Stratonovich bosonic field, ∆r′,r = 〈cr′↓cr↑〉 for pairing term on the neighbour bonds
〈r, r′〉.
Before proceeding, we note that the V3 term is different in nature from V1 and V2 due to the absence of the NNNN
CS gauge field of the CSL state. Hence, the V3 coupling between c-fermions is simply a repulsive exchange interaction.
Without the CS gauge field, the interaction is always repulsive between NNNN c-fermions and unable to generate any
SC instability. Indeed, if one introduces the Hubbard-Stratonovich field ∆3r′,r = 〈cr′↓cr↑〉 for NNNN pairing with r,
r
′ ∈ 〈〈〈r, r′〉〉〉, one will not be able to find any nontrivial solutions with ∆3r′,r 6= 0. As we focus on the SC instability
of Eq.(S4), the effect of V3 term becomes negligible. Further neglecting the fluctuation of the Hubbard-Stratonovich
field, we obtain the following mean-field Hamiltonian,
H = −t
∑
〈r,r′〉
c†rσcr′σ +H.C.+ V1
∑
〈r,r′〉
∆e−2iAr,r′ cr↓cr′↑ +H.C. + V2
∑
〈〈r,r′〉〉
∆e−2iAr,r′ cr↓cr′↑ +H.C.
− V1∆
2
∑
〈r,r′〉
e2iAr,r′ − V2∆
2
∑
〈〈r,r′〉〉
e−2iAr,r′ .
(S5)
Upon inserting the CS flux configuration of Fig.2 of the main text, transforming the Hamiltonian to the lattice
momentum space, and then minimizing the free energy, one will self-consistently determine the order parameters ∆
for different Vi.
Interestingly, after taking into account the fluxes, the two constant terms of Eq.(S5) become −V1∆
2
∑
〈r,r′〉 e
2iA
r,r′ =
−4NV1∆
2(1 + cosφ) and −V2∆
2
∑
〈〈r,r′〉〉 e
−2iA
r,r′ = −2NV2∆
2 cos(γ1 + γ2) cos(γ2 − γ1). Let us compare them
4with that of the standard BCS theory. Based on the reduced BCS Hamiltonian with a negative interaction
−Veff
∑
kk′
c†
k′
c†−k′c−kck, and Veff > 0, a constant term is obtained as N∆
2/Veff . When the coefficient N/Veff is
larger than zero, the standard mean-field theory always gives a self-consistent nonzero solution of ∆ as there forms a
free energy minimum at ∆ 6= 0 (if N/Veff < 0, it means the interaction term −Veff
∑
kk′
c†
k′
c†−k′c−kck is repulsive
and therefore no SC order will be generated). Comparing with the theory here, we find the following correspondence,
1
Veff
∼ Ec = −4V1(1 + cosφ)− 2V2 cos(γ1 + γ2) cos(γ2 − γ1). (S6)
Through the above correspondence, one can conclude that for Ec > 0 there will be a nontrivial SC order developed
from the mean-field Hamiltonian Eq.(S5), while ∆ = 0 for Ec ≤ 0. Furthermore, Ec is a function of the CS gauge
field φ, γ1 and γ2, which have been self-consistently determined (see main text). As shown by Fig.3 above, we find a
region 0.3 ≤ J2/J1 ≤ 0.4 with Ec > 0 (the left inset), stabilizing a nontrivial SC order in the fermionic environment.
Furthermore, for the CSL region 0.3 < J2/J1 < 0.5, we obtain φ = pi and |γ1 + γ2| = pi as shown by the right inset
to Fig.3 above, Eq.(S6) is thus reduced to 1Veff ∼ Ec = 2V2 cos(γ2 − γ1). Therefore, we analytically find out the
transition point between the Fermi liquid and the superconductivity, i.e., |γ2 − γ1| = pi/2, in the mean-field level.
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