The square of an undirected graph G is the graph G 2 on the same vertex set such that there is an edge between two vertices in G 2 if and only if they are at distance at most 2 in G. The k'th power of a graph is de ned analogously. It has been conjectured that the problem of computing any square root of a square graph, or even that of deciding whether a graph is a square, is NP-hard. We settle this conjecture in the a rmative.
Introduction
We consider the problem of deciding whether a graph is a perfect square. Informally, the square of an undirected graph is obtained by placing an edge between two vertices which are at a distance of two or less. It is easy to see that the adjacency matrix of the square graph is the square (under boolean matrix multiplication) of the original adjacency matrix. Our main result is that the problem of deciding whether a graph is a square graph is NP-complete. We start by providing a formal de nition of the power of a graph. Let G(V; E) be an undirected graph on n vertices with m edges. The distance between two vertices u and v in G is denoted by d(u; v). The k'th power of the graph G is de ned as follows.
De nition 1.1: For any positive integer k, the graph G k (V; E k ) has an edge (u; v) if and only if d(u; v) k. If we assume that G has a self-loop on all the vertices, then it is clear that taking the k'th power of the adjacency matrix of G gives the adjacency matrix of G k . We will call G a k'th-root of the graph G k . In particular, G 2 is the square of the graph G and G is a square root of the graph G 2 . Powers of graphs have been studied extensively in graph theory. For example, it is well-known that the square of a 2-connected graph has a Hamiltonian cycle 2], and the Hamiltonian cycle Part of this research was done while this author was a student at the University of California at Berkeley, supported by NSF PYI Grant CCR-8896202.
can be found in polynomial time 6]. Furthermore, Sekanina 11] showed that for any non-trivial connected graph G, the graph G 3 is Hamiltonian. Our main motivation for studying the complexity of checking squareness of a graph comes from distributed computing. In this application 8], the t'th power of a graph G represents the possible ow of information during t rounds of communication of a distributed network of processors organized according to G. Our motivation in studying this problem was the question posed by Nati Linial of characterizing the class of graphs that are t'th powers, in the hope that this would facilitate the study of distributed algorithms for graph problems. Our result implies that there does not exist any good (polynomially veri able) characterization of even the square graphs. Several attempts have been made at characterizing the class of square graphs. Mukhopadhyay 9] showed 
This is not a polynomial characterization in that it does not lead to a polynomial time algorithm for recognizing square graphs. Similar characterizations were provided for the squares of directed where G is a tree, and where G 2 is planar. They also presented several polynomial-time algorithms for problems which are NP-complete in general, when restricted to the special case of graphs that are k'th powers. Lin & Skiena conjectured that the problem of recognizing square graphs is NP-complete { we settle this conjecture in this paper. We believe that the square-testing problem remains NP-complete even when restricted to the special case of squares of bipartite graphs, but our proof does not seem to extend to this problem. An important related problem that remains open is the issue of nding square roots of matrices under eld operations. These questions bear upon the construction of block designs and related combinatorial structures.
Preliminaries
Throughout this paper will represent a 3-CNF formula on n variables x 1 ; ; x n with m clauses. The n variables give 2n literals and we will use l 1 ; ; l 2n to denote them.
De nition 2.1: A 3-CNF formula has a not-all-equal satisfying assignment, if there exists an assignment to the variables x 1 ; ; x n such that each clause of has at least one TRUE literal and at least one FALSE literal. 
Intuitive description of the reduction
This section describes the basic ideas and tools that set up the reduction from NAESAT to SQUARE. The reduction starts o by trying to set up a graph H which represents a satisfying assignment to a 3-CNF formula such that its square G would e ectively hide all information about the assignment. Furthermore, the reduction would try to maintain that any square root of G gives a satisfying assignment to the formula. One of the most important insights into the problem is obtained by looking at a very simple graph { the path on 4 vertices (P 4 , see Figure 1 ). The square of this graph is the complete graph on 4
vertices from which one edge is missing. Associate with the endpoints of this path the literals l and l, and associate with the two inner vertices the constants TRUE and FALSE. This association can be used to represent an assignment to the variable l : l is TRUE if and only if l is adjacent to TRUE. In the square of this graph the literals l and l are both connected to the constants TRUE and FALSE, so the square no longer contains any information of the assignment to l. At the same time, The next step would be to force the assignment to be a not-all-equal satisfying assignment for a set of clauses C. This is achieved by creating for each clause a vertex c which is adjacent in H to all literals contained in the clause. The fact that the clause contains at least one and at most two TRUE literals, implies that in G, c will be connected to both TRUE and FALSE.
Lastly we need a gadget which can be used to enforce some nice properties of any square root of the square of a xed graph H. One such property might be to ensure that some vertex v has the same neighborhood in any square root of H 2 as in H. This is enforced by adding to v, in H, a tail, which is a sequence of vertices v 3 $ v 2 $ v 1 where v 1 is adjacent only to v (see Figure 2 ). It can be argued by looking at H 2 that in any square root of H 2 , v 3 is adjacent only to v 2 , which in turn is adjacent only to v 1 and so on, nally enabling one to exactly pin down the neighborhood of v.
The next section gives the complete and exact details of the reduction, along with a formal proof of its correctness.
The Reduction
Let c j be the set of literals in clause j and let C = fc j j1 j mg. The graph G is constructed as follows :
Vertices of G The important thing about G is that it can be constructed without any knowledge of the satis ability of . At the same time G contains all the information of . The next two subsections show that G is a square if and only if is satis able in a not all equal manner.
Satis ability implies squareness
Here we prove that if 2 NAESAT, then G is a square. Consider an assignment to the variables x 1 ; ; x n , such that every clause of contains at least one true and one false literal. A square root of G , say H, can be constructed as follows :
Edges of H Edges of X and the tail of X : t 3 $ t 2 , t 2 $ t 1 , t 1 $ X and X $ TRUE; FALSE. Edges of clause vertex C j and its tail : C 3 j $ C 2 j , C 2 j $ C . All other vertices get connected mainly because they either share a common neighbor in TRUE or FALSE, or because of the existence of the literal pair vertices. We have omitted some details for the sake of clarity, but these can be easily veri ed. 
Squareness implies satis ability
We now show that if G is a square, then 2 NAESAT. First we derive a property of the \tails" which are crucial to our construction. Corollary 6: If H is a square root of G then C j is adjacent only to L i1 ; L i2 and L i3 in H where c j = fl i1 ; l i2 ; l i3 g (besides neighbors in its own tail). Corollary 5 forces H to be an assignment. Since every literal vertex is adjacent to X in G , every literal must be adjacent to at least one of TRUE or FALSE in H . But no literal vertex is adjacent to its complementary vertex in G . Thus every literal vertex must be adjacent to exactly one of TRUE and FALSE and its complement must be adjacent to the other vertex. This forces H to look like an assignment. Now Corollary 6 can be used to force this to be a not-all-equal satisfying assignment. Every clause vertex sees both TRUE and FALSE in G but it sees only its own literals in H . Therefore at least one of the literals that a clause sees must be true and at least one must be false. This implies that the assignment given by H is a not-all-equal satisfying assignment.
This completes the proof that G is a square if and only if 2 NAESAT.
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