We present two approximate versions of the proximal subgradient method for minimizing the sum of two convex functions (not necessarily differentiable). At each iteration, the algorithms require inexact evaluations of the proximal operator, as well as, approximate subgradients of the functions (namely: the ǫ-subgradients). The methods use different error criteria for approximating the proximal operators. We provide an analysis of the convergence and rate of convergence properties of these methods, considering various stepsize rules, including both, diminishing and constant stepsizes. For the case where one of the functions is smooth, we propose an inexact accelerated version of the proximal gradient method, and prove that the optimal convergence rate for the function values can be achieved. Moreover, we provide some numerical experiments comparing our algorithm with similar recent ones.
Introduction
Given a Hilbert space H and convex functions f : dom f ⊆ H → ]−∞, ∞] and g : dom g ⊆ H → ]−∞, ∞], not necessarily differentiable, the problem of interest consists of min
where C ⊆ H is a convex and closed set. The wide variety of applications of problem (1) involving optimization problem, physics, image processing, statistics, engineering, economy, and mathematics, in general, can be explored in [7, 8, 22, 33] and references therein. As a special case of problem (1) we have the extensively studied constrained convex minimization problem min x∈C f (x) (2) (obtained simply by taking g ≡ 0 in (1)). † Federal Institute of Goiás, Goiâna, Brazil ‡ IME Federal University of Goiás, Goiâna, Brazil , rdiazmillan@gmail.com. § Universidade Federal da Bahia, Bahia, BA, Brazil, majentcha@gmail.com.
Splitting algorithms for solving optimization problems, variational inequalities, inclusion and equilibrium problems have been exhaustively studied in the last years, see [5, 6, 11, 16, 17, 20, 23] and references therein. The idea is ancestral: divide et impera (divide and conquer). When we have difficult and structured problems, splitting is one of the most important and systematic techniques for the development of efficient algorithms for solving them.
Several splitting algorithms have been used to solve problem (1) . One of the most famous is the proximal subgradient method, or forward-backward method, which was proposed by Lions and Mercier [24] and Passty in [32] , for the more general problem of finding a zero of the sum of two point-to-set operators. For the case of solving the constrained minimization problem (2) , the proximal subgradient method reduces to the well-known projected subgradient method. Subgradient methods were originally developed by Shor and others in the 1970s and, since then, they have been extensively studied due to their applicability to a wide variety of problems and efficient use of memory. A basic reference on subgradient methods is Shor's book [36] . For the general problem (1), the proximal subgradient method has been recently studied, see for instance [7, 8, 9] 1 for the finite dimensional case, and [4] for infinite dimensional Hilbert spaces. Recently, the reference [40] studied the problem through a non-Euclidean proximal distance of Bregman type.
The proximal subgradient method combines at each iteration a subgradient step of f with a proximal step of g. The highest drawback in implementing this method is the calculation of the proximal (or resolvent) operator, which in the case of (2) is exactly the projection operator onto the set C. The difficulty lies in the fact that the proximal operator is in general not available in exact form or its computation may be very demanding. Hence, with the view of improving the computational behavior of the proximal subgradient method, one may consider relaxed procedures to compute this operator. One of our goals in this work is to relax the proximal subgradient method by allowing approximated evaluations of the resolvent operators, and to analyze the convergence of these modified schemes.
We point out that there are some works in the literature dealing with inexact calculations of the resolvent operator in proximal subgradient methods. For instance, in [10] it was introduced an inexact projected gradient method for solving (2) and in [35] it was presented an inexact proximal gradient method for problem (1) . However, these works only consider the case where the function f is differentiable.
Another difficult task in applying the proximal subgradient method could be the necessity of finding a subgradient of some complicated non-differentiable function. Hence, in some context, it may be convenient to use an approximation of the subgradient. The introduction in the literature of the ǫ-subdifferential concept in [12] has been of great importance for the development of computationally more efficient algorithms. Several algorithms were implemented using this approximation of the subgradient. Probably the most studied are the ǫ-subgradient and projected ǫ-subgradient methods, which extend subgradient methods to solve (2) . A large number of articles have been published on this subject, see [13, 21, 19, 37] and references therein.
In this paper, we present two inexact algorithms for solving (1) , which will be referred to as inexact proximal ǫ-subgradient methods (Pǫ-SMs). Our schemes follow the ideas of the ǫ-subgradient and inexact proximal point methods [34, 38] . Using these two techniques we relax the known schemes in the literature, see [4, 7, 8] for similar problems. Since our problem is implemented for non-smooth functions, the calculus of the subdifferential is substantially enhanced by using the ǫ-subdifferential. The inexact Pǫ-SMs proposed here differ basically in the way they calculate an approximation of the proximal operator. The first method uses an absolute summable error criterion, which was introduced in [34] by Rockafellar for the proximal point algorithm. Our second method employs the relative error criterion proposed in [38] , where a hybrid extragradient proximal point algorithm was studied. Several rules for the stepsize are presented. For both methods we consider constant and diminishing stepsizes and also the Polyak stepsize rule, introduced in [33] . These different ways to choose the stepsizes give us interesting behaviors for the sequences generated by the algorithms.
We will show that the inexact Pǫ-SMs have a convergence rate of O(1/ √ k), which is the same slow speed of convergence exhibited by projected subgradient methods. Since Nesterov showed in [31] that the projected subgradient method is optimal for the general problem (2) (when f is non-differentiable), we cannot expect a better convergence rate for the general problem (1). However, if f is differentiable then proximal gradient methods have a convergence rate of O(1/k) for solving the composite problem (1) . Furthermore, these methods can be accelerated using Nesterov techniques [29, 2, 30 ] to achieve the optimal convergence rate of O(1/k 2 ). As discussed before, since the proximal operator may not have an analytic solution, or it may be very expensive to compute exactly, there is an interest in the study of the convergence of accelerated proximal gradient methods with inexact calculation of the resolvent mapping (see [35, 41] ).
Our second goal in this work is to present an inexact accelerated proximal gradient method (PGM) for solving (1) , and to show that it achieves the optimal convergence rate. The main difference between our method and the algorithms proposed in [35] and [41] is the inexactness notion used to evaluate the proximal operator. Indeed, we use the relative error criterion proposed in [39] for maximal monotone operators. This could bring an advantage in practice when compared to the absolute error criteria proposed in [35] and [41] , since in our method we fix a tolerance in advance rather than requiring the errors decrease in a certain way. Of course, to confirm this assertion it is needed an exhaustive numerical verification with a large sample of problems, and this verification is not the goal of our work. However, in subsection 7.2, we present preliminary computational experiments which suggest an advantage in using relative error criterion over absolute error criterion.
The manuscript is organized as follows. In Section 2 we introduce the notation and some preliminaries that will be used in the remainder of the paper. In Sections 3 and Section 4 we introduce the inexact Pǫ-SMs based on absolute and relative error criteria, respectively. The convergence analyses of these two algorithms with different stepsize rules are presented in Section 5. In Section 6 an inexact accelerated version in the Nesterov's sense is presented. Section 7 presents numerical examples and comparisons. In Section 8 we present some conclusions.
Preliminaries
In this section we describe some classic definitions and results that will be needed along this work.
First of all, we present the notation. Throughout this paper, we let H denote a Hilbert space with inner product and induced norm denoted by ·, · and ||·||, respectively. We also define the spaces R + and R ++ as R + := {x ∈ R : x ≥ 0} and R ++ := {x ∈ R : x > 0}.
We denote by S ⋆ and s ⋆ the solution set and optimal value of problem (1), respectively. Given a non-empty convex closed set C ⊂ H, we let P C (·) denote the projection operator onto C.
Given an extended real valued convex function f : H → ]−∞, ∞], the domain of f is the set dom f := {x ∈ H : f (x) < ∞}. Since f is a convex function, it is clear that dom f is convex. We say that function f is proper if dom f = ∅. Furthermore, we say that f is closed if it is a lower semicontinuous function.
The set of all subgradients of f at x is denoted by ∂f (x). The operator ∂f , which maps each x to ∂f (x), is called the subdifferential map associated with f .
It can be seen immediately from the definition that x ⋆ is a global minimizer of f in H if and only if 0 ∈ ∂f (x ⋆ ). The subdifferential mapping of a convex function f has the following monotonicity property: for any x, x ′ , v and v ′ ∈ H such that v ∈ ∂f (x) and
Definition 2. Given any convex function f :
The set of all ǫ-subgradients of f at x is denoted by ∂ ǫ f (x), and ∂ ǫ f is called the ǫ-subdifferential mapping.
It is trivial to verify that ∂ 0 f (x) = ∂f (x), and ∂f (x) ⊆ ∂ ǫ f (x) for every x ∈ H and ǫ ≥ 0. The proposition below lists some useful properties of the ǫ-subdifferential that will be needed in our presentation. 
Proof. Statements (i) and (ii) are classical results which can be found, for example, in [22] .
Given α > 0, the proximal operator (or resolvent operator ) [27] associated with ∂f is defined as
The fact that prox αf : H → H is an everywhere well defined function, if f is a proper closed convex function, is a consequence of a fundamental result due to Minty [25] .
For evaluating prox αf it is necessary to solve a strongly convex minimization problem. Since this problem could be hard to solve exactly, for instance, if f has a complicated algebraic expression, it is desirable to allow approximate evaluations of the proximal operator. Several notions of inexactness of the resolvent operator have been proposed in the literature. In this work we are interested in three different criteria for approximating prox αf . The first general criterion we treat here was proposed in [34] by Rockafellar for the proximal point algorithm for maximal monotone operators.
Definition 3. Given r > 0, a point x ∈ H is called an r-approximate solution of prox αf at z, if there exists v ∈ ∂f (x) such that
We note that if x is an r-approximate solution of prox αf at z, then the distance between x and prox αf (z) is less than r. Indeed, defining y = prox αf (z), by the firstorder optimality condition of the minimization problem in (4), we have that there exists w ∈ ∂f (y) such that αw + y = z. Thus,
where the inequality above is due to the monotonicity property of the subdifferential map ∂f (see equation (3)). Therefore, we conclude that ||x − prox αf (z)|| ≤ r. The other criteria we employ for approximating (4) were introduced in [38] and [39] , where inexact versions of the proximal point algorithm were proposed. In this work, we actually use optimization versions of these relative error criteria, where an inclusion in terms of the ǫ-enlargement of a maximal monotone operator is replaced by an inclusion in terms of the ǫ-subdifferential of a proper closed convex function.
Before presenting these notions of inexact solution we observe that evaluating prox αf (z) is equivalent to solving the proximal system: find a pair x, v ∈ H such that
Definition 5.
We observe that if (x, v) is the exact solution of (6), then taking ǫ = 0 the triplet (x, v, ǫ) satisfies the approximation criteria (7) and (8) for all σ ∈ [0, 1[. Conversely, if σ = 0 only the exact solution of (6), taking ǫ = 0, will satisfy (7) and (8) . For σ ∈ ]0, 1[ system (6) has at least one, and typically many, approximate solutions in the sense of Definitions 4 and 5.
The convergence analysis of a wide range of optimization algorithms relies on the notions of quasi-Fejér and Fejér convergence, which were originated in [18] in the context of sequences of random variables. We finish this section by introducing these concepts, and two important properties of quasi-Fejér convergent sequences that will be needed in our presentation. For more insight on this subject we refer the reader to [15] . Definition 6. Let S be a non-empty set of H. A sequence (x k ) k∈N is quasi-Fejér convergent to S if for all x ∈ S there is a sequence (r k ) k∈N ∈ ℓ 1 (R) such that ||x k+1 − x|| 2 ≤ ||x k − x|| 2 + r k , for all integer k ≥ 0. If r k = 0 for all k ∈ N, we say that (x k ) k∈N is Fejér convergent to S.
(ii) (x k ) k∈N converges weakly to some point in S if and only if all weak accumulation points of (x k ) k∈N belong to S.
An inexact Pǫ-SM with absolute error
In this section, we propose an inexact Pǫ-SM for solving problem (1) that uses absolute summable error criteria. Algorithm 1 below generalizes the proximal subgradient method by allowing, at each iteration k, prox α k g to be approximately evaluated, where α k > 0, provided that the inexact solution satisfies Definition 3 for a predefined r k . This algorithm also includes the use of ǫ-subgradients of function f rather than just subgradients.
In what follows we assume that:
Algorithm 1. Pick an initial point x 0 ∈ C, a square summable sequence (r k ) k∈N ⊂ R + , and sequences (α k ) k∈N ⊂ R ++ and (ǫ k ) k∈N ⊂ R + . For all k = 0, 1, . . .
Compute
2. Compute x k and w k such that w k ∈ ∂g(x k ) and
Several remarks are in order. First, we note that Algorithm 1 is well defined since x k ∈ C for every k ≥ 0, therefore ∂f (x k ) = ∅ by assumptions A.1 and A.2.
Second, we observe that Proposition 1(ii) implies, for all
Thus, Algorithm 1 can be seen as an ǫ-subgradient projected method [7] applied to the sum f + g. However, we stress here that our convergence analysis for Algorithm 1 does not use this relation.
Third, we note that Algorithm 1 actually recovers the proximal subgradient methods introduced in [4, 8, 9] for solving problem (1) . Indeed, assuming that C = dom g, if we take r k = 0 and ǫ k = 0 for all k ∈ N, then we have that u k ∈ ∂f (x k ) and step 2 above implies α k w k + x k − y k = 0. Hence, x k = prox α k g (y k ) and step 3 in Algorithm 1 yields x k+1 = x k . Thus, steps 1-3 above reduce exactly to the set of recursions of the methods in [8] (when m = 1) and [4] .
We now present two technical results that will be needed in our convergence analysis in section 5. Lemma 1 below establishes an important feature of the sequence (x k ) k∈N generated by Algorithm 1. It is similar in spirit to key results on which the convergence of subgradient and proximal subgradient methods relies (see [4, 
and (w k ) k∈N are the sequences generated by Algorithm 1, then, for all k ∈ N and x ∈ C, we have
for any w k ∈ ∂g(x k ).
Proof. Since x k+1 = P C (y k − α k w k ), it follows from the non-expansion property of the projection operator P C (·) that, for any
Now, we note that
where the last equality above follows from a simple manipulation. Moreover, using the definition of y k in step 1 of Algorithm 1 we have
Hence, combining equation above with (11) and rearranging the terms, we obtain
Next, we observe that assumptions u k ∈ ∂ ǫ k f (x k ) and w k ∈ ∂g(x k ) imply, respectively, that
Thus, equation (10), together with (12) and (13), yields
We now combine the equation above with the error criterion in step 2 of Algorithm 1 and the relation
to deduce that
Adding and subtracting g(x k ) on the right-hand side term of the equation above, and taking w k ∈ ∂g(x k ), which exists due to the fact that x k ∈ C and hypothesis A.2, we obtain
Finally, by straightforward calculations in the last inequality above we deduce that
which implies equation (9) .
It is to be expected that Algorithm 1 is not a descent method since it recovers the classical subgradient method, and it is well known that an iteration of this method can increase the objective value of the function. Therefore, as in subgradient methods, we will keep track of the best point found so far, i.e. the one with the smallest function value. For this purpose, we define recursively the sequence of functional
We observe that ((f + g) k best ) k∈N is a decreasing sequence, therefore it has a limit, which can be −∞.
The following result is a consequence of Lemma 1 and it presents a general convergence rate for the sequence of the best objective values (15). Lemma 2. Let (x k ) k∈N be the sequence generated by Algorithm 1 and ((f + g) k best ) k∈N be the sequence defined in (15) . If S ⋆ = ∅, then, for all integer k ≥ 0, it holds that
where d 0 is the distance of x 0 to S ⋆ , c k := max j=0,...,k ||u j + w j || 2 and w j ∈ ∂g(x j ).
Proof. We define x ⋆ := P S ⋆ (x 0 ) and take x = x ⋆ in Lemma 1 to obtain
Now, applying recursively the equation above we have (16) follows from a simple manipulation of the equation above and the definitions of (f + g) k best and c k .
An inexact Pǫ-SM with relative error
In this section, we derive an inexact algorithm for solving (1) with theoretical bases similar to Algorithm 1, but with a relative error criterion. Specifically, Algorithm 2 below differs from the inexact Pǫ-SM proposed in the previous section in the way that the approximation of the proximal operator is calculated. In the following algorithm, it is used the notion of approximate solution of a resolvent operator presented in Definition 4. Also, the ǫ-subdifferential is present in both functions f and g, in contrast with Algorithm 1 which only considers ǫ-subgradients of f .
3. Set
We observe that the methods of [4, 8, 9] are also particular cases of Algorithm 2. Indeed, by choosing C = dom g, σ = 0 and ǫ k = 0 for all k ∈ N, it can be seen that steps 1-3 above are precisely the iterations of the proximal subgradient methods in [4] and [8] (when m = 1).
We also note that Algorithm 2 does not specify how to find x k , w k and ǫ k as in step 2. The algorithm used to perform this computation will depend on the particular implementation of the method and the properties of the operator ∂g.
Next result will be fundamental for developing the convergence analysis of Algorithm 2. It is of the same nature as Lemma 1 and may be proven in much the same way.
Lemma 3. Let (x k ) k∈N , (u k ) k∈N and (w k ) k∈N be the sequences generated by Algorithm 2 and x ∈ C. Then, for all k ∈ N, it holds that
Proof. We first observe that the sequences calculated by Algorithm 2 satisfy equations (10) and (12) of Lemma 1. Therefore, for any x ∈ C and k ∈ N, we have
From hypotheses
Hence, combining (19) with (18) we have
Now, we use the error criterion of step 2 in Algorithm 2 to obtain
Substituting (14) into the equation above, and adding and subtracting g(x k ), we have
Next, we take a subgradient w k ∈ ∂g(x k ), which exists since x k ∈ C ⊆ int(dom g), to obtain
Inequality above clearly implies
Finally, we observe that the error criterion in step 2 of Algorithm 2 yields
and combining the two relations above we obtain (17) .
Associated with the sequence (x k ) k∈N computed by Algorithm 2, we can also define the sequence of functional values ((f + g) k best ) k∈N by equation (15), for keeping track of the current best functional value. Furthermore, we can obtain convergence rate results for Algorithm 2 similar to those established in Lemma 2.
Lemma 4. Let (x k ) k∈N be the sequence generated by Algorithm 2 and ((f + g) k best ) k∈N be its associated sequence of best functional values defined as in (15) . If S ⋆ = ∅, then for all integer k ≥ 0, it holds that
Proof. By a similar argument to that used in Lemma 2, we have that Lemma 3, with
Manipulating the above equation and using the definitions of (f + g) k best andc k , we deduce inequality (20) .
Convergence analysis
This section is devoted to the convergence analysis of Algorithms 1 and 2. The convergence results obtained below will depend on the stepsize rule that is chosen for the methods. The stepsize selection schemes we use here are very similar to the rules usually employed for the subgradient method. Specifically, we will consider three different strategies for choosing the stepsize sequence (α k ) k∈N : (a) constant stepsize, (b) diminishing stepsize, (c) a stepsize based on a subgradient step length choice due to Polyak. With these rules we will obtain various types of convergence results for Algorithms 1 and 2. For instance, it will be proven convergence in the objective values and convergence to a neighborhood of the optimal set. The convergence analyses of the two methods share underlying elements and we present them in a unified way.
We remark that, as in subgradient methods, the convergence properties of Algorithms 1 and 2 will hinge on monitoring the distance of the iterates to the optimal set, which can be achieved through Lemmas 1 and 3. Indeed, if for example we assume that there exists an optimal solution x ⋆ ∈ S ⋆ , then Lemma 1 with x = x ⋆ implies that the sequence (x k ) k∈N , calculated by Algorithm 1, satisfies
provided that the stepsize α k is such that
Similarly, if (x k ) k∈N is the sequence generated by Algorithm 2, then by Lemma 3 we have
Hence, in the case of choosing α k such that it belongs to the interval determined by (21) (resp. (22)) we can guarantee that the sequence (x k ) k∈N , calculated by Algorithm 1 (resp. Algorithm 2), is quasi-Fejér (resp. Fejér) convergent to S ⋆ . Furthermore, if for Algorithm 2 we select α k such that it satisfies the inequalities in (22) , then the distance of the current iterate to x ⋆ is reduced.
However, we observe that these rules for selecting the stepsize have as a practical disadvantage that they require prior knowledge of the optimal value s ⋆ , which is usually not available. Moreover, if we want to use rule (22) for Algorithm 2, we also need to know, at the beginning of iteration k, the ǫ k -subgradient w k of g at x k , which is only calculated in step 2 of the method, and this calculation obviously depends on the stepsize α k . Thus, in the case of Algorithm 2, we cannot use this scheme to choose α k .
One alternative, assuming that there is a constant c > 0 such that ||w k || ≤ c for all k ∈ N, is to select α k such that
Note that by Lemma 3, choosing α k by (23) also guarantees that the distance of the current iterate to the optimal solution set is reduced.
In our convergence analysis of Algorithms 1 and 2, we will assume the following condition: (A.3) there exists c > 0 such that max{||w k ||, ||w k ||, ||u k ||} ≤ c for every k ∈ N and some w k ∈ ∂g(x k ).
Assumption A.3 has been used in several recent works. As well as we know, the first time this assumption appears was in [28] . Others works that had used it are [5, 9, 17] . Note that when H is finite-dimensional and C ⊆ int(dom f ∩ dom g), assumption A.3 is automatically satisfied. Also, when the functions f and g are polyhedral (i.e., f and g are the pointwise maximum of a finite number of affine functions) the assumption is satisfied.
Constant stepsize
In this subsection, we study the convergence of Algorithms 1 and 2 when the sequence of stepsizes (α k ) k∈N is fixed at some positive scalar α. For this case, it can be ensured that (x k ) k∈N can get to within an O(α)-neighborhood of the ǫ-optimal set, where ǫ = lim k→∞ ǫ k . The proof presented below follows the lines of the proof of convergence of the subgradient methods presented in [7] . Theorem 1. Let (x k ) k∈N be the sequence generated by any one of the Algorithms 1-2 and c > 0 be given in A.3. Assume that α k ≡ α, where α > 0, and lim k→∞ ǫ k = ǫ. Then, the following statements hold.
(ii) If s ⋆ > −∞ and (x k ) k∈N is the sequence calculated by Algorithm 1, then
(iii) If s ⋆ > −∞ and (x k ) k∈N is the sequence calculated by Algorithm 2, then
where
Proof. We first prove (i) and (ii) simultaneously. We assume that (x k ) k∈N is the sequence generated by Algorithm 1 and denote l ∞ = lim inf k→∞ (f + g)(x k ). Now, we suppose by contradiction that there exists η > 0 such that
Since s ⋆ = inf x∈C (f + g)(x), from equation above it follows that there isx ∈ C such that
and by the definition of l ∞ we have that there exists k 0 large enough satisfying
Adding the two inequalities above we obtain
Now, we apply Lemma 1 with x =x and combine with the equation above to obtain
where the second inequality above follows from assumption A.3. Since ǫ k → ǫ, we can assume that k 0 is large enough such that
Therefore, substituting equation above into (24) we have
for all integer k ≥ k 0 . Since (r k ) k∈N ∈ ℓ 2 (R), it follows that equation above cannot hold for k sufficiently large, hence we arise to a contradiction. We now assume that (x k ) k∈N is calculated by Algorithm 2 and prove item (i) and (iii) for this case. Since the proof is very similar to the previous one, we will only indicate the necessary modifications.
We define l ∞ := lim inf k→∞ (f + g)(x k ) and suppose by contradiction that there exists η > 0 such that
Therefore, using the definition of l ∞ , Lemma 3 and hypothesis A.3, in place of equation (24), we have that there existx ∈ C and k 0 ∈ N such that
for all k ≥ k 0 . Since ǫ k → ǫ, as before, we can take k 0 large enough such that (25) holds. Combining these equations, in analogy with (26), we obtain
for all integer k ≥ k 0 , which cannot hold for k sufficiently large. Thus, we have a contradiction.
Next result establishes complexity bounds for Algorithms 1 and 2 to reach a given level of optimality up to the threshold tolerance of the preceding theorem. We note that the complexity estimates for Algorithm 1 will depend on the sequence (r k ) k∈N .
Lemma 5. Assume that S ⋆ = ∅ and ǫ k ≡ ǫ, where ǫ ≥ 0. Define d 0 := dist x 0 , S ⋆ and r := ||(r k ) k∈N || 2 . Then, the following statements hold.
(i) If (x k ) k∈N is the sequence generated by Algorithm 1, then for all δ > 0 there exists
(ii) If (x k ) k∈N is the sequence calculated by Algorithm 2, then for all δ > 0 there is an
Proof.
(i) We observe that, since α k ≡ α, Lemma 2 implies
where it was used in the inequality above that c k ≤ 4c 2 for all k ∈ N. The assertion follows as a direct consequence of equation above and the definition of the sequence of the best functional values.
(ii) Sincec k ≤ c 2 C σ and α k = α for all k ∈ N, Lemma 4 yields
Thus, the statement follows immediately from the definition of the sequence ((f +g) k best ) k∈N and the above inequality.
Diminishing stepsize
In this subsection, we analyze the convergence of the inexact Pǫ-SMs presented in sections 3 and 4, when the sequence of stepsizes (α k ) k∈N satisfies lim k→∞ α k = 0 and ∞ k=0 α k = ∞. In this case, we are able to establish (under suitable assumptions) exact convergence for the sequences calculated by Algorithms 1 and 2, provided that there exists a solution of problem (1). Otherwise, we will have that (x k ) k∈N is an unbounded sequence. Theorem 2. Let (x k ) k∈N be the sequence generated by any one of the Algorithms 1-2.
Suppose that the sequences (α k ) k∈N and (ǫ k ) k∈N are such that lim k→∞ α k = 0,
In addition, assume that S ⋆ = ∅,
(ii) (x k ) k∈N is quasi-Fejér convergent to the solution set S ⋆ ;
(iii) (x k ) k∈N is bounded;
(iv) ǫ = 0, lim k→∞ (f + g)(x k ) = s ⋆ and the sequence (x k ) k∈N is weakly convergent to a point x ⋆ ∈ S ⋆ .
(i) It can be proven with analysis similar to that in the proof of Theorem 1, and for the sake of brevity we omit its proof.
(ii) Follows by assumption A.3 and taking x = x ⋆ ∈ S ⋆ in Lemmas 1 and 3.
(iii) It is a direct consequence of the previous item (see Proposition 2(i)).
(iv) Since we are assuming that
α k = ∞ and lim k→∞ ǫ k = ǫ, it is clear that we necessarily have ǫ = 0. Hence, from item (i) it follows that lim inf k→∞ (f +g)(x k ) ≤ s ⋆ , which implies lim inf k→∞ (f + g)(x k ) = s ⋆ . Now, we assume that (x k ) k∈N is the sequence computed by Algorithm 1, and define
We take x ⋆ ∈ S ⋆ and apply Lemma 1 with x = x ⋆ to have
. .
Rearranging the terms in the inequality above we obtain
Hence, we apply [1, Proposition 2] to the sequences (β k ) k∈N and (α k ) k∈N to conclude that lim k→∞ β k = 0, which directly implies lim k→∞ (f + g)(x k ) = s ⋆ For Algorithm 2, we define the sequence (β k ) k∈N as before and apply Lemma 3 to obtain
Therefore, from inequality above we have
and applying [1, Proposition 2] to the sequences (β k ) k∈N and (α k ) k∈N we deduce that lim k→∞ β k = 0, which yields lim k→∞ (f + g)(x k ) = s ⋆ . Thus, we have that the sequence (x k ) k∈N calculated by any one of the Algorithms 1-2 satisfies that lim k→∞ (f +g)(x k ) = s ⋆ . To conclude the proof we takex a week accumulation point of (x k ) k∈N , which exists by item (ii), and (x j k ) k∈N a subsequence such that x j k ⇀x as k → ∞. Since f + g is a closed function, it follows that
Hence, we deduce thatx ∈ S ⋆ and becausex was arbitrary we have that all weak accumulation points of (x k ) k∈N belong to S ⋆ . Due to item (ii) and Proposition 2(ii), we conclude that the sequence (x k ) k∈N converges weakly to some point in the solution set S ⋆ .
Theorem 3. Assume the hypotheses of Theorem 2. In addition, suppose that ǫ = 0 and S ⋆ = ∅. Then, the sequence (x k ) k∈N generated by any one of the Algorithms 1-2 is unbounded.
Proof. Suppose by contradiction that (x k ) k∈N is a bounded sequence and take a subsequence (x j k ) k∈N such that lim k→∞ (f + g)(x j k ) = lim inf k→∞ (f + g)(x k ). Refining (x j k ) k∈N if necessary, we may assume that it converges weakly to some pointx ∈ C. Since f + g is closed, it follows that
where the last inequality above follows from item (i) in Theorem 2 and the assumption that ǫ = 0. Equation above clearly implies thatx ∈ S ⋆ , which is a contradiction.
Polyak stepsize
In [33] Polyak suggested a stepsize for subgradient methods that can be used when the optimal value of the problem is known. Since in practical problems this data is usually not available, other modifications of Polyak rule have been proposed that replace the unknown optimal value with an estimate, see for instance [7] . In this subsection, we present stepsize rules for Algorithms 1 and 2 that are inspired in Polyak's step rule, and we analyze the convergence of these methods. We consider both cases, when s ⋆ is known and replacing it with an estimate.
We observe that the rules considered in this subsection can also be motivated by equations (21) and (23) . Indeed, if we replace the estimate s k by s ⋆ in equations (27) and (28) below, then these choices of α k satisfy the desired inequalities in (22) and (23), which guarantees the quasi-Fejér convergence of (x k ) k∈N to S ⋆ . If x k is the iterated calculated with Algorithm 1 at iteration k, we fix w k ∈ ∂g(x k ) such that it satisfies condition A.3, and then we define the stepsize α k as
Similarly, if x k is the current iterated generated by Algorithm 2, then we choose w k ∈ ∂g(x k ) satisfying A.3 and define the stepsize α k by
In equations (27) and (28) we are assuming that 0 < γ ≤ γ k ≤ γ < 2 for all k ∈ N, and (s k ) k∈N is a monotone decreasing sequence that converges to somes and such that
To analyze the convergence of Algorithms 1 and 2 with α k given by (27) and (28), respectively, we will first consider the case wheres ≥ s ⋆ . Theorem 4. Let (x k ) k∈N be the sequence generated by Algorithm 1 with α k as in (27) and assume that lim k→∞ ǫ k = ǫ. Define the level set
and suppose that L f +g (s) = ∅. Then, the following statements hold.
In addition, if ǫ = 0, then (iii) (x k ) k∈N is weakly convergent to some point in L f +g (s).
(i) We takex ∈ L f +g (s) and apply Lemma 1 with x =x to obtain
where the second inequality above follows from the assumption (f + g)(x) ≤s ≤ s k , and the equality is due to the definition of α k in (27) . Since γ k ∈ [γ, γ], we have
Thus, item (i) follows directly from equation above and Definition 6.
(ii) We combine (30) with the fact that γ, γ ∈ ]0, 2[ and ||u k + w k || 2 ≤ 4c 2 for all k ∈ N, to obtain
Applying recursively the equation above and rearranging the terms, we have
Since inequality above holds for all k ∈ N and (r k ) k∈N ∈ ℓ 2 (R), we conclude that
From which we deduce item (ii).
(iii) Assuming now that ǫ = 0, from item (ii) we have lim k→∞ (f + g)(x k ) =s. Moreover, item (i), together with Proposition 2(i), yields that (x k ) k∈N is a bounded sequence. Therefore, takingx a weak accumulation point of this sequence and (x j k ) k∈N a subsequence such that x j k ⇀x as k → ∞, it follows that lim k→∞ (f + g)(x j k ) =s. Since f + g is a closed function, we have
Hence,x ∈ L f +g (s) and becausex was an arbitrary accumulation point of (x k ) k∈N , we conclude the proof using Proposition 2(ii).
Similar results to those presented in Theorem 4 can be established for the sequence generated by Algorithm 2 with stepsize defined by (28) , as it is shown in the following result. The theorem below may be proven in much the same way as Theorem 4.
Theorem 5. Let (x k ) k∈N be the sequence generated by Algorithm 2 with α k as in (28) . Suppose that the level set L f +g (s) defined in (29) is non-empty and lim k→∞ ǫ k = ǫ. Then, the following statements hold.
Proof. Takingx ∈ L f +g (s) and using Lemma 3 and (28) , in place of (30), we obtain
The rest of the proof runs as before.
In the special case where s ⋆ is known and finite, and we take ǫ k ≡ 0, we can define the stepsize α k by
for Algorithms 1 and 2, respectively. Hence, as a consequence of Theorems 4 and 5 we can prove convergence to a solution of problem (1).
Corollary 1.
Let (x k ) k∈N be the sequence generated by any one of the Algorithms 1-2 with α k given by (33) , and assume that S ⋆ = ∅. Then, the following statements hold.
(i) (x k ) k∈N is quasi-Fejér convergent to S ⋆ (if (x k ) k∈N is calculated by Algorithm 2, then the sequence is actually Fejér convergent to S ⋆ );
(iii) (x k ) k∈N is weakly convergent to some point in S ⋆ .
Proof. The corollary is a direct consequence of Theorems 4 and 5 fixing s k ≡ s ⋆ ,s = s ⋆ and ǫ k ≡ 0.
We now establish convergence rates for the functional values for Algorithms 1 and 2, using Polyak stepsize rules (27) and (28) . It is clear that the number of iterates generated by Algorithm 1 will depend on the ℓ 2 -norm of the sequence (r k ) k∈N .
Theorem 6. Assume that L f +g (s) = ∅ and ǫ k ≡ ǫ. Then, the following statements hold.
(i) Let (x k ) k∈N be the sequence generated by Algorithm 1 with stepsize given by (27) .
Then, for every k ∈ N, we have
where r := ||(r k ) k∈N || 2 .
(ii) Let (x k ) k∈N be calculated by Algorithm 2 with α k defined by (28) . Then, for all k ∈ N, we have
where the first inequality above is due to the assumption that s k ≥s for all k ∈ N. Using inequality above and the definition of (f + g) k best we have
from which follows the desired estimate.
(ii) Analysis similar to that in the proof of item (i) holds for this case. Indeed, applying recursively equation (32) withx = P L f +g (s) (x 0 ) and rearranging the terms, we obtain
Since σ 2 c 2 (1 − σ 2 ) + ||u j + w j || 2 ≤ c 2 C σ and s j ≥s for all j ∈ N, we combine these relations with the definition of (f + g) k best and the above equation to conclude the proof.
It may seem that the complexity bounds obtained in the above theorem are worse than those derived in Lemma 5 for constant stepsizes, but this is not the case. For instance, if we analyze the complexity for Algorithm 2 with constant stepsize α, according to Lemma 5(ii), if ǫ = 0, to achieve a cost function value within O(δ) of the optimal, α must be of order O(δ). Therefore, the number of necessary iterations needed to guarantee this level of optimality is of order O(1/δ 2 ), which is the same type of estimate as for Algorithm 2 obtained in Theorem 6(ii).
We finish this subsection by analyzing the convergence of Algorithms 1 and 2 using rules (27) and (28), for the case where the sequence of estimates (s k ) k∈N satisfies lim k→∞ s k = s < s ⋆ .
Theorem 7.
Let (x k ) k∈N be the sequence generated by Algorithm 1 or 2 with α k given by (27) or (28), respectively. Assume that S ⋆ = ∅, ǫ k ≡ 0 ands < s ⋆ . Then, we have
f has full domain (i.e., dom f = R n ), it is a differentiable function and ∇f is Lipschitz continuous, i.e. there is L > 0 such that
for all x, y ∈ dom f . In this section we will discuss inexact accelerated versions of the proximal gradient method (PGM). Inexact accelerated PGMs were proposed in [35] and [41] . These works use different concepts of approximation of the proximal operator. In [41] , the authors employ a notion of inexactness based on the ǫ-subdifferential, which is indeed a relaxation of the optimality condition of the minimization problem in (4). Work [35] uses an approximation criterion based on an error in the calculation of the proximal objective function. To guarantee that these accelerated PGMs achieve the optimal 1/k 2 convergence rate for the functional values, the errors have to satisfy a sufficiently fast decay condition (see [35] and [41] for more details).
Here we will consider the notions of inexactness presented in Definitions 3 and 5, in order to approximate the resolvent operators. For accelerating the PGM using the approximation criterion of Definition 3, it can be used the accelerated framework presented in [35] . This is due to a relation, which will be proven below, that can be established between Definition 3 and the concept of inexactness considered in [35] .
We now briefly discuss the inexact accelerated framework presented in [35] and how to use it to accelerate the PGM when the resolvent operators are inexactly calculated via Definition 3.
Fixing y ∈ R n and α > 0, a point x ′ is an e-optimal solution of prox αg (y) [35] , and we write x ′ ≈ e prox αg (y), if
The algorithm presented in [35] generates sequences (x k ) k∈N and (y k ) k∈N by the recursion
where the stepsize α = 1/L is fixed and (β k ) k∈N is the sequence defined by β k = k −1/k −2, for all k. In order to this method achieve the optimal O(1/k 2 ) rate, it is necessary that the sequence (k √ e k ) k∈N be summable (see [35, Proposition 2] ).
The following lemma gives a link between approximations in the sense of Definition 3 with those in the sense of (35).
Lemma 6. Given y ∈ R n , α > 0 and r > 0. If x ′ is an r-approximate solution of prox αg at y, then x ′ ≈ e prox αg (y), where e = (1/2α)r.
Proof. Since x ′ is an r-approximate solution of prox αg at y, there exists w ∈ ∂g(x ′ ) such that ||αw + x ′ − y|| ≤ r. From the definition of the subdifferential we have that
where z := prox αg (y). Now, adding and subtracting (1/2α)||z − y|| 2 on the right-hand side of the inequality above, we obtain
Form the definition of prox αg in (4) and noting that it does not change if we multiply by 1/α, we have that
Next, we observe that
where v ∈ ∂g(z) is such that z + αv = y. Combining the three equations above we obtain the desired estimate
where the second inequality above follows from (5).
According to the above lemma, if we replace in (36) the condition that x k is an e koptimal solution by x k is an r k -approximate solution, we have an inexact accelerated PGM that uses the approximation criterion in Definition 3 to evaluate the proximal operators inexactly. By the convergence analysis of [35] , this inexact accelerated PGM achieves the convergence rate of O(1/k 2 ), provided that the sequence (k √ r k ) k∈N is summable.
We now focus on accelerating the PGM using a relative error criterion for approximating the resolvent operator. We observe that we were not able to establish the convergence of an inexact accelerated PGM with the criterion in Definition 4. Instead, we will consider the notion of inexactness presented in Definition 5. Algorithm 3 below is based on the ideas presented in [26] , where inexact accelerated hybrid extragradient proximal methods were proposed. Algorithm 3. Choose x 0 , x 0 ∈ R n and σ 2 ∈ [0, 1/2[. Set t 0 = 0 and α = σ 2 /L. Then, for all k = 1, 2, . . .
Define
and set y k =x k − α∇f (x k ).
Compute a triplet
We make several remarks on Algorithm 3. First, we note that the maximum tolerance for the relative error in the resolution of (37) is 1/2, instead of 1 as in Definition 5. Second, we observe that if for all k ≥ 1 we define
(see for instance [31] ). Third, from Proposition 1(i) and the previous observations it follows that w k +∇f (x k ) ∈ ∂ ǫ k +ǫ k (f + g)(x k ). Therefore, by step 2 of Algorithm 3 and rearranging the terms in the left-hand side of the inequality in (37), we have that the triplet (x k , w k + ∇f (x k ), ǫ k + ǫ k ) satisfy the Definition 5 of approximate solution of (6) (with f + g) at (α,x k ).
Fourth, if we define the linear approximation of f + g at x k , for all k ≥ 1, i.e. the function ℓ k :
and the affine functions L 0 ≡ 0 and
In order to establish the convergence rate of Algorithm 3 we need the following technical result, which is in the spirit of [26, Lemma 3.3] . For the sake of completeness, we include its proof here.
Lemma 7.
For all x ∈ R n and k ≥ 1 the following inequality holds
Proof. We consider the following minimization problem
and observe that the first-order optimality condition for this convex optimization problem yields that its minimizer x ′ satisfies
Therefore, the solution of (41) 
. Substituting x ′ into the function in the minimization problem (41) we have, for all x ∈ R n , that
where the inequality above follows from the error criterion in step 2 of Algorithm 3, (38) and the definition of α. Combining the two relations above we conclude.
The following result yields the convergence rate of the accelerated Algorithm 3. The proof of this convergence result is similar to the proof of Lemma 3.4 of [26] . For the sake of completeness, we provide its proof in the Appendix.
Proposition 3. The sequences (t k ) k∈N , (x k ) k∈N and (x k ) k∈N generated by Algorithm 3 satisfy the following inequality for any k ≥ 1
Corollary 2. For every integer k ≥ 1, we have As the results show, we can see that the PǫSM1 has competitive results compared with Algorithm PSS in [4] . The main advantage relies on the function-valued once the algorithm stops. For higher dimensional spaces, greater than 1000, the CPU time of our algorithm is worst than the compared one. In compensation, the value of the function is much better, which is an improvement.
Example for Algorithm 2
In the sequel, an application of the PǫSM2 to an image deblurring problem is considered. The main goal of this experiment is to illustrate the performance of the relative error criterion considered in the PǫSM2 for approximately calculating the proximal operator.
The Total Variation deblurring problem seeks to estimate an unknown original image x ∈ R N ×N from an observed blurred image b ∈ R N ×N , by solving the minimization problem
where ∇ : R N ×N → R N ×N × R N ×N is the discrete gradient operator (see [14] for the precise definition), τ > 0 is a regularization parameter, || · || 2 is the Euclidean norm in R 2 and A : R N ×N → R N ×N is a linear operator that represents some blurring operator. To solve the problem (43) via the PǫSM2, we take
In step 1, since f is differentiable, we take ǫ k = 0 and u k = ∇f (x k ) for all iteration k. In order to obtain a triplet (x k , w k , ǫ k ) such that the relative error condition in step 2 of the PǫSM2 is met, we use the dual approach presented in [41] , which we briefly discuss here.
First, we observe that g(x) = ω(∇x), where ω :
Also, we note that by definition, for finding prox αg (y) it is necessary to solve the optimization problem min
where ω * is the Fenchel-Legendre conjugate [22] of ω, and the duality gap is G(x, v) = Φ α (x) + Ψ α (v). In [41, Proposition 2.2], it was proved that if
Moreover, if (v l ) l∈N is a minimizing sequence for Ψ α , then z l = y − α∇ * v l is such that z l → prox αg (y) and G(z l , v l ) → 0 (see [41, Theorem 6.1] ). Now, we observe that if at each iteration k we have a sequence (v l ) l∈N ⊂ R N ×N and we take
, then from (45) it follows that w l ∈ ∂ ǫ l g(x l ). Therefore, for each l we have an available triplet (x l , w l , ǫ l ) to test the error condition in step 2 of the PǫSM2. Moreover, if (v l ) l∈N is a minimizing sequence for the dual function Ψ α k , then, whenever y k is not a fixed point of prox α k g , we have that there exists a finite l(k) such that (x l(k) , w l(k) , ǫ l(k) ) satisfies the inequality in step 2 of the PǫSM2.
Since C = R N ×N , the update rule in step 3 of the PǫSM2 is reduced to x k+1 = y k − α k w k = x k , where the second equality is due to the choice of x k and w k discussed above.
To provide a comparison, we also implemented the inexact proximal gradient method (IPGM) proposed in [35] , which is the method described in (36) with β k = 0 for all k. In order to obtain at each iteration k an approximate solution of prox α k g in the sense of (35), we can also use the dual approach of [41] . Indeed, if v is such that the first inequality in (45) holds, then taking x ′ = y − α∇ * v, from the inclusion in (45) we have that equation (35) holds with e = ǫ 2 2α . Thus, if at each iteration k we have a minimizing sequence (v l ) l∈N for Ψ α k , for a given e k > 0 there exists a finite l(k) such that
We observe that, due to the choice of x k and the fact that f is differentiable and C = R N ×N , the only difference between the PǫSM2 and the IPGM to solve the problem (43) is how the approximation of the proximal operator is calculated, and this is the dominant computation at each iteration of both methods. Therefore, these experiments are actually comparing the performances of the relative error criterion and the absolute error criterion considered, respectively, in each method.
We implemented both methods in Matlab code. In our implementation, at each iteration k we use the fast iterative shrinkage-thresholding algorithm (FISTA) of [2] to minimize the dual function Ψ α k , as suggested in [41] (see (6.8) of [41] ). For the PǫSM2, we stop the inner method when either the relative error condition of step 2 is satisfied or it reaches a maximum number of iterations. For the IPGM, we choose a sequence (e k ) k∈N and, at each iteration k, we stop the inner algorithm when either the duality gap is less than e k or it reaches a maximum number of iterations. According to the convergence analysis of [35] , we consider sequences of errors of type √ e k = O(1/k q ) with q > 1, which guarantees the convergence of the IPGM, see [35, Proposition 1] and the comments below. We set as 3000 the maximum number of iterations for FISTA, in both algorithms.
In the numerical simulations, we consider the 256 × 256 Cameraman test image blurred by a 4 × 4 Gaussian blur with standard deviation 2 followed by an additive normal noise with zero mean and standard deviation 10 −4 . The regularization parameter τ was set to 10 −4 . We fix α k = α = 1/L, where L = ||A * A||, and we choose x 0 = b. The stopping criterion for the PǫSM2 and IPGM is that they either reach 5000 iterations or the relative difference ||x k − x k−1 ||/||x k || is less than 10 −4 . We test the PǫSM2 for various values of σ 2 chosen between 0.1 and 0.9. For the IPGM we consider two sequences of error, √ e k = 1/k q and √ e k = C/k q , with q chosen between 1.1 and 1.9. In the computational experiments, we refer to the variant of IPGM with √ e k = 1/k q as IPGM1, and with √ e k = C/k q as IPGM2. The coefficient C is chosen by solving the equation G(y 0 −α∇f (y 0 ), 0) = C 2 /(2α), following [41] . Table 2 displays the results of the experiments. The columns mean: Method, the algorithm used (PǫSM2 with the corresponding value of σ and IPGM with the corresponding sequence of error and value of q); RelDiff, the relative difference at the last iterate; CPU time, the time (in seconds) needed to reach the desired accuracy for the relative difference; FuncVal, the function value at the last iterate; ExtIt, the number of external iterations; and IntIt, the total number of inner iterations. We observe that all methods executed the same number of external iterations and they reached similar functional values. We also observe that the fastest method was the IPGM2 with q = 1.1. However, it is not much faster than the PǫSM2 with σ 2 = 0.9. In addition, we note that as we increase the precision for the error criterion of the PǫSM2, the time to reach the desired accuracy gradually increases. Furthermore, the PǫSM2 with the highest accuracy (σ 2 = 0.1) is just two times slower than with the smallest accuracy (σ 2 = 0.9). In contrast, the performance of the IPGM depends greatly on the precision for the error criterion. Indeed, we observe that the processing time of the IPGM2 with accuracy q = 1.3 is almost twice the processing time with accuracy q = 1.1, and the IPGM2 with the highest accuracy (q = 1.9) is at least nine times slower than with the smallest accuracy (q = 1.1).
This difference in performance is less evident in the IPGM1 where, while the processing time with q = 1.3 is also twice the processing time with q = 1.1, the processing time with the highest accuracy is less than five times the processing time with the smallest accuracy. However, as we observed in the numerical experiments, this was due to the fact that for the IPGM1 with greater precisions, in the majority of iterations, FISTA was stopping because it reached the maximum number of iterations instead of by the stopping rule given by the duality gap. Indeed, for instance, we observe that the ratio between the internal and external iterations for q = 1.9 is 2648 and for q = 1.7 is 2458. Thus, these experiments suggest that the relative error criterion of the PǫSM2 is less sensitive to the accuracy of the error, while maintaining the overall efficiency of the method. Finally, we would like to point out the difference in performance between the IPGM1 and the IPGM2. Whereas the IPGM2 with q = 1.1 was the fastest method, the IPGM1 with the smallest accuracy q = 1.1 is slow, even slower than the PǫSM2 with the highest precision σ 2 = 0.9. This evidences the great sensitivity of the IPGM to the choice of the sequence of errors for the absolute error criterion, which must be chosen in advance.
Conclusions
In this paper, we present three inexact algorithms for solving the constrained optimization problem when the objective function is the sum of two convex functions. The main difference between the algorithms is a way of computing the inexact proximal operator. Also, for relaxing the known schemes in the literature, we consider the enlargement of the subdifferential in each case. The first two methods, considered in Hilbert spaces, present three different strategies for choosing the step size, with particular behavior in each case. The last algorithm, considered in the finite-dimensional Euclidean spaces, is an accelerated version, in the sense of Nesterov's scheme, for improving the convergence properties. In all cases, the convergence analysis is studied.
Our preliminary numerical experiments show that our algorithms have a competitive performance with respect to similar algorithms in the literature and suggest an advantage in the use of relative error criteria for computing approximations of the proximal operator. To confirm these hypotheses, the next step should be to experiment with a larger sample of problems.
The motivation of relaxing the existing methods in the literature comes from the large applicability in practical problems. and prove that η k+1 − η k ≥ t k+1 (f + g)(x k+1 ) − t k (f + g)(x k ). To do this, we observe that
where the first equality above follows from the last relation in (39) , and the second equality is a consequence of the definition of L k . Next, we note that the definition of η k , together with the fact that the function in the minimization problem in (46) is quadratic, implies that
Therefore, combining this latter relation with (47) we obtain
