A unified theory of variational and quantum Monte Carlo methods and
  beyond by Vaezi, Mohammad-Sadegh & Vaezi, Abolhassan
A unified theory of variational and quantum Monte Carlo methods and beyond
Mohammad-Sadegh Vaezi1, 2 and Abolhassan Vaezi3, 4, ∗
1Pasargad Institute for Advanced Innovative Solutions, Tehran, Iran
2Department of Physics, Washington University, St. Louis, MO 63160, USA
3Department of Physics, Stanford University, Stanford, CA 94305, USA
4Stanford Center for Topological Quantum Physics, Stanford University, Stanford, California 94305-4045, USA
We present a unified theory of the variational Monte Carlo (VMC) and determinant quantum Monte Carlo
(DQMC) methods using a novel density matrix formulation of VMC. We introduce an efficient algorithm for
VMC to compute correlation functions and expectation values based on the auxiliary field Hirsch-Hubbard-
Stratonovic transformation. We show that this new approach to VMC converges significantly faster than its
traditional implementations. Furthermore, we generalize the Trotter-Suzuki decomposition to finite imaginary
time steps τ ∼ O(1) and develop a variational quantum Monte Carlo (VQMC) method accordingly, which is
more accurate than VMC and can incorporate quantum fluctuations more efficiently. The two extreme limits of
the VQMC method, namely infinitesimal and infinite imaginary time steps, correspond to the DQMC and VMC
techniques, respectively. We demonstrate that our VQMC allows us to access lower temperatures in comparison
with the conventional DQMC before the sign problem comes into play. We finally show that our VQMC can also
enhance the accuracy of the projector Monte Carlo methods by providing better and less biased candidates for
the trial wave functions, requiring shorter projection times for a given accuracy and alleviating the sign problem
further.
I. INTRODUCTION
The exact solution of quantum mechanical problems is in
general highly nontrivial and in most cases intractable, mainly
due to the exponential growth of the Hilbert space dimen-
sion with the system size. This obvious fact entails for reli-
able though approximate solutions of quantum problems. In
the past, several reliable approaches capable of solving non-
integrable models with arbitrary accuracy have been devel-
oped. For example, it has been shown that the ground-state
of local (quasi-)one-dimensional gapped Hamiltonians can
be obtained through the density-matrix-renormalization group
and related quantum entanglement based methods with a fi-
nite computational effort independent of the system size [1–
4]. Furthermore, quantum Monte Carlo (QMC) methods can
solve several non-integrable models in higher dimensions,
e.g., the Hubbard model on bipartite lattices at half-filling [5–
13]. Nevertheless, these popular methods are inapplicable
in most cases. For example, DMRG fails to solve higher-
dimensional problems [2–4], or QMC away from half-filling
or on frustrated lattices is plagued by the notorious fermionic
sign problem [14–19]. The average sign of fermion determi-
nants in these situations vanishes as exp (−V f/T ), where V
denotes the size of system, T temperature, and f is a con-
stant dependent on the interaction strength. Since the num-
ber of required Monte Carlo Samplings for a given accuracy
scales as 1/ 〈sign〉2, the QMC approach becomes infeasible
at low temperatures or for large systems for generic mod-
els [20–23]. In this paper, we try to ameliorate the sign prob-
lem by first reformulating the variational Monte Carlo (VMC)
method [24–27] (which does not capture quantum fluctuations
efficiently) using a density matrix approach. We then gen-
eralize our VMC formulation to incorporate quantum fluc-
tuations as well. The resulting variational quantum Monte
Carlo (VQMC) unifies the determinant QMC (DQMC), and
VMC methods as the two extreme limits of a single computa-
tional approach. Finally, we demonstrate that our VQMC can
yield highly accurate results when combined with the projec-
tor QMC (PQMC) method [7, 15] through providing better
approximate trial ground states.
In this paper, we first show that our density matrix for-
mulation of VMC allows an auxiliary field implementation.
Based on this observation we introduce a more efficient al-
gorithm for VMC. The resulting implementation converges
faster than its conventional counterparts in coordinate space.
Furthermore, we show that measuring correlation functions
and expectation values of various operators is more conve-
nient within this new framework. We then discuss our VQMC
approach, in which we introduce a generalized Trotter-Suzuki
decomposition associated with finite imaginary time steps.
The resulting decomposition can be interpreted as a renormal-
ization group transformation along the imaginary time direc-
tion. We demonstrate that such coarse graining operations will
renormalize various coupling constants of the model Hamil-
tonian. For example, using the Hubbard model to benchmark
our VQMC approach, we show that the onsite Hubbard cou-
pling U flows to weaker values upon considering larger imag-
inary time steps. We show that our VQMC yields ground-
state properties with a higher accuracy compared to VMC.
Furthermore, we argue that VQMC captures low energy quan-
tum fluctuations and despite suffering from the fermioinic
sign problem (similar to DQMC), the onset of the sign prob-
lem emerges at lower temperatures. Having achieved a bet-
ter ansatz for the ground-state density matrix through ap-
plying VQMC, we can feed it into the PQMC machinery
as its trial/guiding state and achieve ground-state properties
with high confidence using considerably shorter projection
times. The latter observation can potentially circumvent the
fermionic sign problem.
In this paper, we study the Hubbard model [28] on the
square lattice defined as H = HK + HU , where its kinetic
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2part: Hk = −t1
∑
〈ij〉,σ c
†
i,σcj,σ and the interaction part:
HU = U
∑
i,σ ni,↑ni,↓. In these expressions, 〈ij〉 denotes
nearest neighbors, ci,σ electron annihilation operator on site
i with spin σ, and ni,σ = c
†
i,σci,σ the corresponding electron
number.
II. A UNIFIED THEORY OF VARIATIONAL, PROJECTOR
AND QUANTUM MONTE CARLO METHODS
In this section, we present a unified formulation of the
variational and (determinant) quantum Monte Carlo methods.
Based on the acquired knowledge we establish a novel tech-
nique dubbed as variational quantum Monte Carlo that paves
the way between VMC and DQMC. We finally demonstrate
that our VQMC-PQMC hybrid approach can outperform all
existing QMC methods through providing more accurate ini-
tial density matrix (trial state) in the PQMC method.
A. Density matrix formulation of the VMC method
In the conventional VMC approach, we try to come up with
a guess for the ground-state wave function. Let us denote the
true ground-state by |ΨG〉, and the trial one by |ΦT 〉. The
guessed/trial wave function |φT 〉 contains a number of vari-
ational parameters, which are tuned to minimize the expecta-
tion value of the model Hamiltonian with respect to |ΦT 〉. The
variational wave function is usually defined through a non-
interacting fermion wave function projected by a Gutzwiller-
Jastrow operator, namely: |ΦT 〉 = Z−1/2PG |Φ0〉, where Z is
a normalization factor, and the (partial) Gutzwiller projection
operator is defined as
PG =
∏
i
(
1− g˜ni,↑ni,↓
)
= e−
g
2
∑
i ni,↑ni↓ , (1)
in which g = −2 log(1 − g˜) serves as a variational pa-
rameter (which controls the onsite double occupancy). The
non-interacting fermionic wave function |Φ0〉 is the ground-
state of a variational quadratic fermion Hamiltonian HM =
−∑ij ψ†iMijψj , where ψi = (ci,↑, c†i,↓)T denotes the spinor
fields (in Nambu space). Therefore, HM can in general ac-
commodate pairing terms as well. The main task in VMC
is to minimize the expectation value of the Hubbard Hamil-
tonian w.r.t. the variational wave function, i.e., to minimize
Eg,M = 〈ΦT |H |ΦT 〉 functional, from which g and ele-
ments of the variational hopping matrix M can be obtained.
In the conventional implementation of VMC, the variational
wave function is written in real space using Slater determi-
nants and the expectation values are computed using Monte
Carlo algorithm in which electron coordinates are sampled via
Metropolis-Hasting importance sampling [29, 30]. In this ap-
proach, even for g = 0, we need to sample thousands of con-
figurations to achieve a fair estimate of the expectation value
of various operators.
In this paper, we take a different route and instead of work-
ing with wave function and Slater determinants, we work with
density matrix operators. Our main observation is the follow-
ing identity:
ρVMC = |ΦT 〉 〈ΦT | =
1
Z
PG |Φ0〉 〈Φ0|PG
=
1
Z
e−
g
2
∑
i ni,↑ni,↓
(
lim
β→∞
e−βψ
†Mψ
)
e−
g
2
∑
i ni,↑ni,↓ ,(2)
where we have used the fact that the density matrix associ-
ated with noninteracting electrons is unique and identical to
the Boltzmann operator when T = 1/β → 0. The above
seemingly trivial identity has a profound implication. Indeed,
it suggests the following approximate generalization of the
Trotter-Suzuki decomposition for gigantic time steps:
VMC : e−β(HK+HU ) ≈ e−βHUeff /2e−βHM e−βHUeff /2,
(3)
where Ueff = g/β is the renormalized onsite Hubbard cou-
pling. Although the above relation is clearly an approximation
and very far from being accurate, it is the basis of the VMC
method and all of its successes as well as limitations. We are
now prepared to utilize Monte Carlo methods to evaluate the
approximate VMC density matrix ρVMC. To this end, simi-
lar to DQMC, we first use the discrete Hubbard-Stratonovic
transformation introduced by Hirsch [31] using the following
identity:
e−
1
2 gni,↑ni,↓ =
1
2
e−
g
4 (ni,↑+ni,↓)
∑
si=±1
eλsi(ni,↑−ni,↓), (4)
where cosh (λ) = exp (g/4). The above Hubbard-
Stratonovic transformation can be employed to rewrite the
VMC density matrix in terms of an ensemble of noninteract-
ing (i.e., quadratic) density matrices over the right and left
Hubbard-Stratonovic auxiliary binary fields as follows:
ρVMC(β) ∝
∑
{sLi }
∑
{sRj }
exp(−λ
∑
i,σ
σsLi ni,σ)
× exp (−βψ†HMψ) exp(−λ∑
j,σ
σsRj nj,σ). (5)
Now, we can employ the Metropolis-Hasting algorithm to
sample important configurations of the Hubbard-Stratonovic
fields. In our calculations we consider large values of β and
extrapolate to β →∞. Computing expectation values is more
convenient using the above algorithm compared to the con-
ventional VMC implementations. For example, in a single
step, we can easily obtain any expectation value for g = 0
while the conventional implementation of the VMC method
requires thousands of sweeps for the same parameters. On the
contrary, our density matrix based method converges faster
and expectation values can be obtained with high accuracy by
sweeping over Hubbard-Stratonovic fields only a few thou-
sand times even at the large U limit. We would like to stress
that the above scheme is spin-problem free due to the fact that
the renormalized Hubbard coupling, i.e., Ueff = g/β, is neg-
ligible (since g/U ∼ O(1)) and it is known that such weak
couplings do not lead to sign problem (see Figs. 3 and 6 ).
3B. Variational Quantum Monte Carlo
As we argued above, the VMC method can be viewed
as a generalized Trotter-Suzuki decomposition for very large
imaginary time steps (see Eq. 3). In this section, we general-
ize VMC and find a smooth path connecting VMC to DQMC.
Our main tool to achieve this goal is the following generalized
Trotter-Suzuki decomposition for finite imaginary time steps
τ ≡ β/N :
e−τ(HK+HU ) ≈ ρeffτ ≡ e−
τ
2Hse−
τ
2Hce−τHM e−
τ
2Hce−
τ
2Hs ,
(6)
where HM = ψ†Mψ denotes our variational quadratic
Hamiltonian, and Hc = 1/2
∑
r Vrnini+r and Hs =∑
r Jrsi.si+r are two body density-density and spin-spin in-
teractions with variational couplings Vr and Jr, respectively.
The above transformation must recover the original Trotter-
Suzuki decomposition for infinitesimal time steps which re-
quires τ → 0 : HM → HK , V0 → U and all other com-
ponents of V and J to vanish. Instead, for finite τ ∼ O(1),
we consider longer range two body interactions to improve
the accuracy. Indeed, the long range density-density inter-
action considered above is a second quantized representation
of the Jastrow factors known in the studies of the Bose gas.
In this work, we truncate such long range terms to keep the
discussion and calculations simple. The above generalized
Trotter-Suzuki decomposition can be interpreted as a renor-
malization group transformation along the imaginary time di-
rection where we coarse grain infinitesimal time steps all the
way to the desired imaginary time scale τ ∼ O(1). The im-
mediate consequence of the above generalized Trotter-Suzuki
decomposition is the following trivial identity:
e−βH =
(
e−τH
)N ≈ ρVQMC ≡ N∏
i=1
ρeffτ , τ = β/N. (7)
Now, similar to the DQMC algorithm, we can apply the dis-
crete Hubbard-Stratonovic transformation (see Eq. 4) for each
ρτ component, and rewrite the total density matrix as a path
integral over the Hubbard-Stratonovic auxiliary fields. There
are several methods to find the variational parameters consid-
ered in Eq. 6. The most straightforward one is to minimize
the expectation value of the Hubbard Hamiltonian for large β
(at which entropic terms are negligible).
There are four reasons to advocate for the above VQMC
method: (i) It unifies two important tools in computational
physics namely VMC and DQMC and identifies them as two
extreme points of a unique method where DQMC corresponds
to τ → 0, and VMC corresponds to τ = β  1. (ii) It
is more accurate than VMC when N > 1. This is due to
the fact that we have kept quantum fluctuations by partition-
ing the imaginary time direction into N slices. (iii) Conse-
quently, VQMC allows measuring unequal (imaginary) time
correlation functions and by using analytic continuation [32]
we can achieve useful insights for the real time dynamic of
our system. More specifically, in this scheme we can define
Matsubara frequencies as ωn = 2piβ n, where n = 1, · · ·N ,
thus we have kept and considered quantum fluctuation up to
ωmax =
2pi
τ energy scale. (iv) Similar to DQMC, consider-
ing N  1 time slices leads to fermionic sign problem, even
for τ ∼ O(1). However, the onset of β above which the sign
problem becomes significant is substantially larger than that
of the conventional DQMC (see Figs. 1 and 6). This allows
us to study the ground-state properties before the sign problem
comes into play.
We now argue that although VQMC suffers from the
fermionic sign problem in general, which is a consequence
of taking quantum fluctuations into account, it does not show
up down to extremely low temperatures. This is mainly due
to the fact that the renormalized onsite Hubbard interaction is
notably weaker than its bare value for τ ∼ O(1) as shown
in Figs. 2 and 3. This pivotal observation along with its
higher accuracy and potentials, suggests the VQMC method
as a competitive tool for studying strongly interacting fermion
systems, especially when combined with the projector quan-
tum Monte Carlo as will be explained in detail later in this
section.
To demonstrate the absence of the sign problem down to
low enough temperatures, we consider the half filled Hubbard
model in this paper. Although the Hubbard model at half fill-
ing and on the bipartite lattices does not suffer from the no-
torious fermionic sign problem, the average sign of spin up
(or down) determinants is not positive definite and fluctuates
strongly at low temperatures and strong interactions. The ab-
sence of the overall sign problem just implies that the sign of
spin up determinant equals that of the spin down ones for each
realization of the Hubbard-Stratonovic field configuration. In-
deed, the emergence of the sign problem and it severity can be
readily studied and predicted by studying the average sign of
spin up/down determinants at half filling. Thus, in the follow-
ing we consider the average sign of spin up/down determi-
nants as a metric for measuring the severity of the (product)
sign problem in the general case and away from half filling.
C. Beyond VQMC: variational projector quantum Monte Carlo
We now demonstrate that our VQMC can yield highly
accurate results when combined with the projector quan-
tum Monte Carlo (PQMC) method while mitigating the sign
problem as a corollary. The main idea of the PQMC is
the observation that we can achieve the ground state(s) via
|ΨG〉 = limβ1→∞ Z−1/2e−β1H/2 |ΦT 〉 relation for any trial
wave function |ΦT 〉 that has nonzero overlap with the true
ground state wave function i.e., 〈ΨG|ΦT 〉 6= 0. Practically,
this identity still holds for finite but large enough β1. How-
ever, the convergence speed, i.e., the threshold for β1 be-
yond which the identity holds up to a given accuracy, depends
on |〈ΨG|ΦT 〉|2 overlap which measures the distance between
the trial and exact ground states. The main advantage of the
PQMC method is that the sign problem becomes less severe as
we discuss below. It is mostly a consequence of starting with a
4good trial wave function which can impose certain constraints
on the Hubbard-Stratonovic fields (see section IV).
Similar to our derivation of Eq. 2, the density matrix in
PQMC can also be represented as:
ρPQMC ≡ |ΨG〉 〈ΨG| ∝ e−β1H/2 |ΦT 〉 〈ΦT | e−β1H/2 ∝
e−β1H/2ρT (β2) e
−β1H/2, (8)
where ideally β1,2 →∞ though in practice we consider finite
β1,2. Furthermore, we can utilize the original Trotter-Suzuki
decomposition to write the outer components as: e−β1H/2 =(
e−τ1H
)N
1
, and e−τ1H ≈ e−τ1HU/2e−τ1HKe−τ1HU/2 for
τ1  1/
√
Ut1. This decomposition enables us to employ the
Hubbard-Stratonovic transformation and borrow other tech-
niques from DQMC to evaluate various correlation functions
(see section IV). It is a common practice to first obtain a good
trial wave-function |ΦT 〉 using the mean-field or Hartree-Fock
approximations and feed it in the above expression. Alterna-
tively, in this paper we suggest using our VMC or VQMC
methods to obtain a better trial density matrix ρT (β2) at tem-
perature T2 = 1/β2  1. Using these alternative approaches,
and in particular when τ2 ∼ O(1), leads to a shorter threshold
for the projection time (i.e., β1/2) due to the intrinsic higher
accuracy of our VMC/VQMC than the mean-filed or Hartree-
Fock approximations (see Fig. 4). More importantly, in this
framework we have the choice to use the ergodic form of
VQMC where we impose all symmetries of the model Hamil-
tonian on HM in Eq. 6. Alternatively, we could allow sym-
metry breaking terms inHM but instead consider an ensemble
over all possible degenerate ground-states.
Intuitively, we can estimate the threshold for β1 such that
0 ≤ E − EG < , where E and EG are the estimated and
exact ground-state energies, respectively as follows. Let us
assume the average energy of our trial density matrix ρT (β2)
is E2. Furthermore, let us assume that we could reach E2
in the usual finite temperature DQMC by considering an ef-
fective inverse temperature β∗. This suggests the follow-
ing approximation: ρT (β) ≈ e−β
∗H , which in turn im-
plies: ρPQMC (β1, ρT (β2)) = e−β1H/2ρT (β2) e−β1H/2 ≈
e−(β1+β
∗)H = ρDQMC (β1 + β
∗). Thus, the density
matrix of the PQMC method is related to that of the
DQMC at a higher effective inverse temperature β1 +
β∗. Now, suppose that in the usual finite temperature
DQMC method we could reach the desired accuracy 
in ground-state energy estimation by considering β ≥
βth (,DQMC). Consequently, the threshold for β1 in
PQMC is βth (,PQMC) = βth (,DQMC) − β∗. Thus,
βth (,PQMC) < βth (,DQMC). This observation sug-
gests that the average sign of fermion determinants in PQMC
is comparable to that of the DQMC method at a reduced in-
verse temperature, shifted down by β∗, and therefore the sign
problem is less significant in PQMC and has an exponentially
larger average sign assuming ρT (β2) does not aggravate the
sign problem. Indeed, symmetry breaking choices of ρT (β2)
can elevate the average sign since they suppress quantum fluc-
tuation/tunneling between degenerate ground-states.
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Figure 1. DQMC results for the half-filled Hubbard model. (a)
Ground-state energy per site obtained by DQMC at β = 20 for
a 16 × 4 square lattice as a function of onsite Hubbard interaction
strength U . These values provide the exact energies for the ground-
state (up to 0.0005 statistical error bar) due to the absence of (overall)
sign problem. (b) The average sign of spin up determinants for the
same parameters. Although the overall sign problem is absent at half
filling, the average sign of spin up fermion determinants is highly
fluctuating especially at strong couplings.
Considering the above argument, our main message in this
paper is that using VQMC with τ2 ∼ O(1) leads to the highest
possible value for β∗ without causing sign problem up to large
enough values of β2. As a result, it minimizes βth (,PQMC)
and maximizes the average sign better than all other existing
algorithms. Therefore, it allows us to unravel previously un-
explored ground-state properties of models that suffer from
the sign problem.
III. IMPLEMENTATION OF OUR UNIFIED QMC
ALGORITHM
In this section, we comment on the implementation of our
single recipe which unifies several Monte Carlo approaches,
namely VMC, its generalization VQMC, DQMC, and PQMC
methods. Our starting point is the following identity which
was derived before: |ΨG〉 〈ΨG| = limβ1,2→∞ ρ, where ρ is
5defined as:
ρ ≡ e−(β1+β2)H = e−β1H/2e−β2He−β1H/2. (9)
In the following, we consider β1  β2 limit. We now break
β1 (β2) into N1 (N2) time steps and arrive at the following
trivial expression for ρ:
ρ =
(
e−τ1H
)N1/2 (e−τ2H)N2 (e−τ1H)N1/2 . (10)
Now, we consider τ1 (τ2) imaginary time steps to be infinites-
imal (finite). Therefore, we can employ the conventional
Trotter-Suzuki decomposition for e−τ1H as follows:
τ1  1 : e−τ1H ≈ e−τ1HU/2e−τ1HKe−τ1HU/2 +O
(
τ31
)
,
(11)
while for e−τ2H we have to use the generalized Trotter-Suzuki
decompositions introduced in Eq. 6. Again, for simplicity,
we assume that Vr>0 = Jr>0 = 0. At the end of this sec-
tion, we comment on how to include them in our algorithm.
The above expression for ρ corresponds to different QMC ap-
proaches depending on the values of (β1, β2), and (τ1, τ2).
More specifically, (a) DQMC corresponds to β1 > 0, β2 = 0
(note that τ1 → 0, (b) VMC corresponds to β1 = 0, β2 > 0,
and τ2 = β2 (i.e., N2 = 1). (c) VQMC corresponds to
β1 = 0, β2 > 0, and N2 > 1, and (d) PQMC corresponds
to β1 > 0, β2 > 0.
Having achieved the above (generalized) Trotter-Suzuki de-
compositions, we can employ the Hubbard-Stratonovic trans-
formation (see Eq. 4) after which the total density matrix ρ
can be written as an ensemble over non-interacting fermion
density matrices subject to space-time dependent auxiliary bi-
nary fields. Accordingly, we obtain the following expression
for Z = Trρ
Z =
∑
{s1,L}
∑
{s1,R}
∑
{s2,L}
∑
{s2,R}
Z↑
({s1,L}, {s1,R}, {s2,L}, {s2,R})Z↓ ({s1,L}, {s1,R}, {s2,L}, {s2,R}) , (12)
in which
Zσ
({s1,L}, {s1,R}, {s2,L}, {s2,R}) = Tr [Fˆ (s1,LN1 , s1,RN1 , λ1, σ) · · · Fˆ (s1,LN1/2+1, s1,RN1/2+1, λ1, σ)×
Gˆ
(
s2,LN2 , s
2,R
N2
, λ2, σ
)
· · · Gˆ
(
s2,L1 , s
2,R
1 , λ2, σ
)
Fˆ
(
s1,LN1/2, s
1,R
N1/2
, λ1, σ
)
· · · Fˆ
(
s1,L1 , s
1,R
1 , λ1, σ
)]
, (13)
where Fˆ and Gˆ operators are defined as follows:
Fˆ
(
s1,Ll , s
1,R
l , λ1, σ
)
= e−λ1τ1s
1,L
i,l σni,σe−HKτ1e−λ1τ1s
1,R
i,l σni,σ , cosh (λ1) = e
Uτ1/4. (14)
Gˆ
(
s2,Ll , s
2,R
l , λ2, σ
)
= e−λ2τ2s
2,L
i,l σni,σe−HMτ2e−λ2τ2s
2,R
i,l σni,σ , cosh (λ2) = e
Ueffτ2/4. (15)
Using standard relations for the product of fermion Gaussian forms, individual contributions to the partition function can be
evaluated as:
Zσ
({s1,L}, {s1,R}, {s2,L}, {s2,R}) = det(1 +BσN1 · · ·BσN1/2+1AσN2 · · ·Aσ1BσN1/2 · · ·Bσ1 ) , (16)
where imaginary time dependent Aσl , and B
σ
l matrices are
defined as:
Aσl = e
−σλ1τ1diag(s1,Li,l )e−τ1K
1,σ
e−σλ1τ1diag(s
1,R
i,l ). (17)
Bσl = e
−σλ2τ2diag(s2,Li,l )e−τ2K
2,σ
e−σλ2τ2diag(s
2,R
i,l ). (18)
In the above expression,K1,↑ = K2,↓ denote the hopping ma-
trices associated with the model Hamiltonian (Hubbard model
in our example), and K2,σ denotes the variational hopping
matrix. Here, for simplicity we have assumed explicit BCS
pairing is absent (as well as spin conservation), though it is
straightforward to take them into consideration and generalize
the above relations. The fermion Green’s function associated
with a fixed Hubbard-Stratonovic binary field configuration
(s) is:
Gσf (s) =
BσN1 · · ·BσN1/2+1AσN2 · · ·Aσ1BσN1/2 · · ·Bσ1
1 +BσN1 · · ·BσN1/2+1.AσN2 · · ·Aσ1BσN1/2 · · ·Bσ1
.
(19)
We are now able to use Monte Carlo methods (such as
the Metropolis-Hasting algorithm) to sample the Hubbard-
Stratonovic fields by considering
∣∣Z↑ (s)Z↓ (s)∣∣ as the weight
of configuration s. Moreover, we can employ the Sherman-
Morrison-Woodbury identity [33, 34] to efficiently update de-
terminants and temporal Green’s function. Also, it is well
known that the product of exponential forms in Eq. 16 is nu-
merically unstable and one has to utilize QR decomposition
to stabilize them [35]. Since each component of the density
matrix ρ (i.e., for a fixed Hubbard-Stratonovic configuration
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Figure 2. Results of one and two-parameter families of VMC and
VQMC methods. (a) Gourd-state energy estimation of Free fermions
(with square Fermi surface) as well as VMC and VQMC ansatz with
one variational parameter Ueff (relative to the exact ground-state en-
ergy shown in Fg. 1). Here, we considered β2 = 80 (40) for VMC
(VQMC). (b) The corresponding optimal values of Ueff . (c) and (d)
plot similar quantities but now by optimizing two variational parame-
ters: Ueff andm. These figures show that VMC provides an improve-
ment over the noninteracting mean-field approximation, and VQMC
improves VMC results further via taking quantum fluctuations into
account. Also, considering more variational parameters yields more
accurate results.
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Figure 3. Renormalized onsite Hubbard interaction as a function of
imaginary time steps (by optimizing one variational parameter only)
for U = 4. As this figure shows, Ueffτ approaches a constant for
τ ≥ 1/2.
s) is Gaussian and noninteracting, we can use the above re-
lation for the two-point functions to compute four-point and
higher order correlation functions by applying Wick’s theo-
rem for the corresponding realization of auxiliary fields. By
sampling enough important field configurations and averag-
ing over them we can achieve the correlation functions for the
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Figure 4. Ground-state energy estimated by PQMC with several dif-
ferent choices for the trial state. These results correspond to U = 4
and 16 × 4 rectangular system. Note that PQMC converges faster
than DQMC (which can be imagined as a PQMC with identity trial
density matrix i.e. infinite temperature limit) even by starting from
Fermi surface. Using VQMC with two parameters, τ = 1/2, and
β2 = 20 as the trial density matrix yields an accurate energy estima-
tion even for a projection time as short as β1/2 = 1/2.
interacting problem.
Let us now briefly comment on how to handle Hs terms in
Eq. 6. We expect the renormalized coupling constants for the
Heisenberg interaction Jij to be small as their bare values are
all zero. More precisely, we expect τJij  1. Therefore,
it is justified to use the conventional Trotter-Suzuki expan-
sion: e−τ
∑
ij JijSi.Sj ≈ ∏ij e−τJijSi.Sj + O ((τJij)2).
Now, recall that Si.Sj can be decomposed in the hopping
channels as: Si.Sj = − 12 χˆ†ijχˆij + 14ninj + 12ni, where
χˆij ≡
∑
σ c
†
i,σcj,σ . The second term can be absorbed into
the density-density interactions via Vij → Vij + Jij/4 ad-
justment. Likewise, the third term can be absorbed into the
chemical potential term. When Jij > 0, the resulting decom-
position is an attractive interaction in terms of χˆij . Hence,
we can employ the Hubbard-Stratonovic transformation and
rewrite e1/2τJij χˆ
†
ij χˆij using an ensemble over continuous or
discrete auxiliary fields coupled to fermion hopping opera-
tors χˆij . For the sake of completeness, we would like to
add that Si.Sj can also be decomposed in the pairing chan-
nel as follows: Si.Sj = − 12∆ˆ†ij∆ˆij + 14ninj , where ∆ˆij ≡
ci,↑cj,↓ − ci,↓cj,↑. This decomposition allows an alternative
Hubbard-Stratonovic transformation.
IV. BEHAVIOR OF THE SIGN PROBLEM
In this section, we briefly discuss the origin of fermionic
sign problem in DQMC and related methods and argue that
our VQMC as well as our modified PQMC combined with
VQMC can alleviate the sign problem. The sign problem sim-
ply means Zσ (s) defined in Eq. 16 can take negative values
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Figure 5. Spin-spin correlation function along x direction obtained by (a) mean-field, (b) VMC-2, (c) VQMC-2, and (d) the hybrid of PQMC
and VQMC-2 methods. The solid blue line provides the exact values for reference. Again, we have considered U = 4 and 16× 4 dimensions.
The hierarchy of accuracies can be seen from these plots. Again, VQMC (at β2 = 20) outperforms VMC (at β2 = 80) as a result of handling
quantum fluctuations better. On the other hand, VQMC can help the PQMC method to achieve satisfactory results even at β1 = 2.
as well depending on the s auxiliary field realization. Since,
Zσ (s) = Tr
(
e−c
†
i,σh
N
ij,σcj,σ · · · e−c†i,σh1ij,σcj,σ
)
it might seem
surprising why the product of individually positive definite
terms can give rise to negative values. To understand why
that can happen, we must note that there exists heffσ such that
e−c
†
i,σh
N
ij,σcj,σ · · · e−c†i,σh1ij,σcj,σ = e−c†i,σheffij,σcj,σ , (20)
where eh
eff
σ = eh
N
σ · · · eh1σ . However, it is clear that heffσ is
not necessarily self-conjugate unless htσ =
(
hN−tσ
)†
which
is not true in general as all Hubbard-Stratonovic fields are
independent random binary numbers. Therefore, there is no
guarantee that heffσ contains real eigenvalues in its SVD de-
composition, and thus Tr
(
e−c
†
σh
eff
σ cσ
)
= det
(
1 + e−h
eff
σ
)
can have a complex phase. However, for real Hamiltonians
the complex phase can be either 1 or −1. Another way to un-
derstand the sign problem is to consider the following imag-
inary time evolution operator: Uσt ≡
∏t
l=1 e
−c†σhlσcσ [21],
and its instantaneous many-body lowest right eigenstate de-
noted as |ψ (t)〉. This many-body eigenstate has t depen-
dence and when t varies slowly, we can define the Berry
phase for two consecutive instantaneous eigenstates, namely
eiδθB(t) = 〈ψ (t+ 1) |ψ (t)〉. Since, htσ depends on the
Hubbard-Stratonovic fields which take different values from
one imaginary time slice to another, |ψ (t)〉 can have a dif-
ferent phase from its ensuing one. The sign problem occurs
when 〈ψ (N) |ψ (1)〉 (which is correlated with the total Berry
phase θB =
∑
t δθB(t)) may take negative values. When the
(renormalized) interaction strength Ueff (τ) is weak, random
parts of htσ can be neglected, hence the instantaneous eigen-
states are close and are all negligible and as a result δθB (t)
are infinitesimal. However, when N = β/τ  1, the sum
of individual contributions may add up to pi and cause nega-
tive signs. The chance of such events increase exponentially
with β, and that is another reason why the average sign dies
off as e−βV f with β. However, there are two other effects
that can ameliorate the sign problem. For instance, as we dis-
cussed previously and Figs. 3 and 6 suggest, Ueff  1 for
τ ∼ O(1) and beyond. Additionally, when symmetry break-
ing terms such as staggered magnetization are allowed, the
random onsite Hubbard-Stronovic fields are masked by the
mean-field terms and their chance to negate the partition func-
tions is exponentially suppressed. Moreover, as Fig. 2 shows,
it is energetically favorable to consider such symmetry break-
ing terms for finite imaginary time steps though their strength
is attenuated upon decreasing τ .
To summarize, there are two reasons to push down the on-
set temperature for the emergence of the sign problem in our
VQMC and PQMC methods. Firstly, considering imaginary
time steps larger than that of the DQMC method surpasses the
renormalized onsite Hubbard coupling Ueff as τ−1. Secondly,
for finite imaginary time steps, we find a non-vanishing opti-
mal value for the staggered magnetization at half filling and
other symmetry breaking terms in general. These two obser-
vations hand in hand ameliorate the sign problem and keep
the average sign high. As a result, in PQMC, the VQMC
trial density matrix part of the method is nearly sign free and
the sign problem is entirely due to the projection part namely
e−β1H/2 factor. Thus, despite its remarkable performance
and accuracy, the sign problem behaves as e−β1V f instead of
e−(β1+β2)V f . Finally, since the VQMC ansatz was already
close to the exact ground-state, the minimum required projec-
tion time β1/2 can be surprisingly short (see Fig. 4).
V. RESULTS
In this section we first benchmark our unifying VQMC al-
gorithm, which encompasses VMC and DQMC as its two ex-
treme limits (upon varying imaginary time steps τ ), and later
employ it to feed PQMC and present the corresponding re-
sults. In this paper, we focus on the half-filled Hubbard model
on the square lattice with
(
Nx, Ny
)
= (16, 4) linear dimen-
sions. We consider U ∈ [1, 6] range for the onsite Hubbard
interaction. For these model Hamiltonians, the finite tempera-
ture DQMC method is sign-free and can provide exact results
up to any desired accuracy by considering large β and sam-
pling over enough Hubbard-Stratonovic field configurations.
In our simulations, we have assumed the following imagi-
nary time steps: τ = (1/20, 1/2, 1, 2, 4, 8, β), and considered
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Figure 6. Average sign of spin up determinants versus U and inverse
temperature β. This figure provides useful insight for the behavior
of average overall sign away from half-filling. (a) Average sign ver-
sus U at β2 = 20 for different choices for imaginary time step τ .
Here, we have plotted our results for VQMC with one tuning param-
eter. The average sign does not fluctuate at β2 = 20 for VQMC
when we allow two variational parameters, i.e., staggered magneti-
zation besides Ueff . (b) Average sign versus β at U = 4. This plot
shows that the average sign is most severe for DQMC. In PQMC
(with a VQMC-2 input) we can already probe ground-state proper-
ties around β1 = 2 (see Fig. 3 ) at which the average sign is well
behaved. The average sign for VQMC-2 is constant within the con-
sidered temperature range.
β ≤ 80 (in units of t−11 = 1). These time steps correspond
to (i) VMC for τ = β, (ii) DQMC for τ = 1/20 (iii) VQMC
for τ = (1/2, 1, 2, 4, 8) values, respectively. To gain a better
insight on how accurate our VMC and VQMC methods are,
we also present the mean-field estimations for various quan-
tities besides exact results obtained from DQMC. We finally
present our results for the PQMC method with a trial density
matrix obtained through the VQMC method.
For simplicity, in this work we only consider up to two
variational parameters. More explicitly, we have considered
Jr = 0, Vr 6=0 = 0, and kept V0 which denotes the renormal-
ized onsite Hubbard interaction. Moreover, motivated by the
mean-field approximation we consider the following form of
the kinetic term which contains one variational parameter m
associated with the staggered magnetization:
HM = −t1
∑
〈ij〉,σ
c†i,σcj,σ −m
∑
i,σ
(−1)ix+iy σni,σ. (21)
In fact, one can go beyond the above simple sparse form of
the variational parameters and improve the accuracy of our
results by considering additional variational terms e.g., further
neighbor hoppings, nearest neighbor Heisenberg and density-
density interactions.
In the following computations, we have considered enough
spacetime sweeps over the Hubbard-Stratonovic fields to en-
sure the statistical error in energy estimation remains below
0.005. In our plots, VMC-1 (VQMC) denotes our VMC
(VQMC) ansatz with one tuning parameter, and VMC-2
(VQMC-2) indicates those with two variational parameters.
In Fig. 1(a) we present the estimated ground-state energies
obtained via the standard finite temperature DQMC method
for β = 20. We consider them as exact values for the ground-
state energy through verifying their stability against decreas-
ing temperature (increasing β) further. Furthermore, to have
an idea how bad the sign problem can be, we report the av-
erage sign of spin up determinants within DQMC at β = 20
in Fig. 1(b). Note that the average sign diminishes as we in-
crease U .
In Fig. 2(a) we compare the estimated ground-state energy
(extrapolated to β = ∞) relative to the ground truth for a
range of U values obtained through applying various meth-
ods. In this figure we have set m = 0, and only Ueff can
vary. In Fig. 2(b) we plot the optimal values of Ueff for these
models given m = 0 constraint. Similarly, Figs. 2(c) and
2(d) present estimations for the ground-state energy (relative
to the exact one) and the corresponding renormalized onsite
Hubbard interaction by optimizing both variational parame-
ters namely Ueff and m. These two figures suggest a consid-
erable improvement to the mean-field approximation by con-
sidering VMC. Furthermore, VQMC improves the results ob-
tained from VMC further which was achieved by taking quan-
tum fluctuations into consideration.
In Fig. 3, we plot the renormalized onsite Hubbard interac-
tions as a function of τ for U = 4. As we expect, Ueff = U
for τ = 1/20 (i.e., in DQMC), while it decays as 1/τ for
τ ≥ 1/2.
In Fig. 4, we compare the estimated ground-state energy
of the PQMC method through considering various choices for
the trial state/density matrix. This result suggests the VQMC
as the best choice for the trial density matrix to feed in PQMC,
since a projection time (β1) as short as 1 can already result in
a highly accurate estimation for the ground-state energy. For
the mean-field trial state on the other hand, we must consider
β1 = 3 to reach that accuracy. We would like to stress that all
these results are obtained by allowing at most two variational
parameters in VQMC. Using more variational parameters can
reduce the threshold of β1 (βth (,PQMC)) further.
Fig. 5, compares the spin-spin correlation functions for
U = 4 obtained via different approaches. Again, we see that
VQMC yields satisfactory results by comparing it with those
of the DQMC. Also, PQMC achieves a highly accurate result
even though we have considered β1 = 1.
Finally, Fig. 6 presents the average sign of spin up fermion
determinants for U = 4 versus temperature as well as average
energy of the system. These plots show how the average sign
(for spin up fermions) can increase exponentially using our
modified PQMC (fed by VQMC as its trial density matrix)
despite its remarkably high accuracy. This result suggests that
our modified PQMC can uncover the ground-state properties
of the doped Hubbard model by allowing to access and probe
lower temperatures.
VI. SYMMETRY BREAKING, COMPETING ORDERS, AND
ERGODICITY
The quadratic Hamiltonian considered in Eqs. 3 and 21
can host terms that break various symmetries associated with
the Hubbard model. For example, the staggered magnetiza-
tion term breaks the spin SU(2) symmetry down to its Z2
9subgroup. It also breaks the lattice translation as well as
C4 rotational symmetries and enlarges the unit cell accord-
ingly. However, we would like to stress that considering such
terms are not necessary in general. For instance, considering
a nonzero value for the J1 term in Eq. 6, we can compensate
the effects of staggered magnetization considered in Eq. 21. It
can also take quantum fluctuations (such as Goldstone modes)
around the symmetry breaking terms into consideration for
free. This however, depends on how stable that symmetry
breaking phase is compared to other potentially competing
orders. If the estimated ground-state energies of those com-
peting symmetry breaking phases are well separated, we may
simply consider a symmetry breaking quadratic form. Other-
wise, it will be more reasonable to keep the quartic Heisen-
berg terms to allow for more complicated spin phases, e.g.,
spin liquids.
VII. SUMMARY AND DISCUSSION
In this work we presented a unified framework for several
QMC approaches. We demonstrated that they all can be un-
derstood using our generalized Trotter-Suzuki decomposition
(see Eq. 6). Based on this understanding we developed a novel
technique dubbed as VQMC which paves the way between
VMC and DQMC and interpolates between them by smoothly
varying imaginary time steps from zero to infinity. We showed
that this novel method is more accurate than VMC, captures
important (low energy) quantum fluctuations, and can give ac-
cess to low temperature due to its better behavior for the sign
problem. We showed that our VQMC can serve as the best
available trial state for the PQMC upon which we can achieve
ground-state properties even after short projection time. We
investigated various aspects of these related techniques.
There are still several important steps to be taken in future.
In this paper, we focused on the unfrustrated Hubbard model
at half filling to benchmark our algorithm since we can find
the exact solutions using the conventional DQMC algorithm.
However, such proposals are more needed away from half fill-
ing or for frustrated Hamiltonians that suffer from fermionic
sign problem. Hence, it is interesting to see what we can
learn from this new approach when applied to doped Hub-
bard model whose reliable solution (even approximate) is still
absent.
In this work, we considered two variational parameters at
most, and achieved satisfactory results. However, the VQMC
itself can be significantly improved by allowing more varia-
tional terms in Eq. 6 such as the longer range Jastrow density-
density or Heisenberg spin-spin interactions. We have already
seen that considering two variational parameters gives rise to
much more accurate results than a single variational parameter
(see Fig, 2 for example).
It is worth noting that our algorithm can be useful for the
finite temperature DQMC as well. It obviates the need to ex-
trapolate to τ → 0 to kill the Trotter errors. Instead, we
need to consider short enough (imaginary) time steps (e.g.,
τ = 1/4 or τ = 1/8) and optimize Ueff which will turn out to
be slightly less than U . Fig. 3 shows that even for τ = 1/4,
Ueff 6= U . For example, we observed that for U = 4 and
τ = 0.25, considering Ueff ≈ 3.5 yields results closer to those
of τ = 0.05 than Ueff = 4.
Finally, we would like to mention that our two-
time representation in Eq. 10 can be straightfor-
wardly generalized to more general situations such as
e−β1H/2e−β2H/2e−β3He−β2H/2e−β1H/2, where β1  β2 
β3 and then consider generalized Trotter-Suzuki decomposi-
tion for τ1  1, τ2 ∼ O(1), and τ3  1 imaginary time
steps. Such additional decorations can enhance the computa-
tional time, accuracy, and improve the average sign further.
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