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Introduction
Ultrasound (US) enables low cost non-invasive imaging of the carotid arteries for identifying carotid atherosclerotic plaque [10] and investigating the carotid artery geometry, which are associated with vascular events. Carotid arteries are most frequently imaged using a 2D free-hand US probe; using a tracking device it is possible to compound a series of 2D US images into a 3D volume [6] . Methods for automated lumen segmentation of 3D US data would enable the investigation of carotid artery geometry and the narrowing of the vessel caused by the presence of plaque [1] . However, segmenting the lumen in US is a difficult task, due to image noise, shadows and speckle inside the lumen. Another problem is that in US images the vessel boundary parallel to the US beam is not visible.
Ukwatta et al. [9] proposed a semiautomatic carotid segmentation method on 3D US data using a level set based method. Although their segmentation results are good, this method requires considerable user interaction, as anchor points on transverse slices where the evolving curve must pass through need to be indicated. In addition, they only segment the common carotid artery. A complete segmentation of the carotid artery based on level sets is proposed by Hossain et al. [7] . However, the user has to initialize boundary points for every slice.
Graph-based methods have been used for vessel segmentation in CTA and MRI obtaining promising results [5, 2] . Surface-based graph methods such as [2] as opposed to voxel based methods [5] make it possible to enforce topology constraints and incorporate a shape prior of the arteries. In this paper we propose a method based on surface graph cuts to segment the complete carotid artery lumen in 3D free-hand US images with minimal user interaction. Following the method presented by Arias et al. [2] for segmenting the carotid artery wall on MRI, we define the graph columns traced from a coarse initial segmentation, which is approximated by a morphological dilation of the lumen centerline. Each graph column is associated with a point on the sought surface and represents the set of possible solutions. As such graph columns do not intersect each other, this enables accurate, non self-intersecting segmentation across high curvature areas such as the carotid bifurcation [2] . Finally, to deal with errors or variability induced by the initialization, this procedure is iterated several times.
Method
Centerline Extraction and Initial Segmentation The graph is constructed from a coarse initial segmentation of the carotid vessel lumen, obtained from its centerline. We adapted the US centerline extraction algorithm presented in [4] . This method tracks lumen centerlines in US through ellipse fitting in transversal 2D cross-sections of the artery. The input of the algorithm are three user defined seed points in the lumen, positioned at the beginning of the internal, external and common carotid artery (ICA, ECA and CCA) respectively. From each seed point, rays are traced in all directions of the cross-section checking the pixel intensity at each position. In [4] , the ray stops when an intensity above a certain threshold is found, indicating that the border of the vessel has probably been reached. We modified this criterion in order to make it more robust against pixel intensity variations in the lumen. In our approach, directional derivatives are calculated along each ray. The third quartile of all the directional derivatives for all rays is selected as the threshold y th . This is represented as x≤y th P y (x) = 0.75 where P y represents the estimated probability distribution of the directional derivatives y : Ω r → R given by y(x x x) = ∂I(r r rx x x (t)) ∂t , Ω r is the set of image positions indicated by the rays in the cross-section, I is the image intensity, and r x : R → R 2 is the ray trajectory at position x . Thereafter, all steps are similar to [4] but considering the directional derivatives instead of the intensities.
The centerline is subsequently smoothed to reduce the influence of noise. The centerline in the CCA is then connected to the centerline in the ICA and the ECA. Finally, the centerline is dilated with a 2mm diameter spherical structuring element to obtain a coarse approximation of the lumen. This rough segmentation acts as an input for the segmentation method.
Graph Construction Based on this initial rough segmentation, a graph is constructed. The surface graph approach proposed in this paper is an adaptation of the method presented by Arias et al. [2] . To construct the graph, first the graph columns have to be traced in the image. Each graph column represents a set of possible solutions for a point in the sought surface. Hereto, the coarse initial segmentation is converted to a surface mesh with vertices V B at the centers of each face on the surface of the voxelized initial segmentation. These graph vertices V B represent the starting points of the columns. A schematic of a coarse initial segmentation of the carotid vessel lumen and its mesh conversion is shown in Figures 1(a) and 1(b), respectively.
The graph columns are traced from all V B , and follow the direction of the flow lines f : R → R 3 of the gradient vector field obtained by Gaussian smoothing of the initial segmentation φ: R 3 → R [2, 8] , this is represented by the equation ∂f ∂t (t) = ∇φ(f (t)) with initial value given by f (0) ∈ V B . An example of a gradient vector field of a smoothed segmentation φ is shown in Figure 1 (c). The flow lines traced along this gradient vector field, starting from the graph vertices located at the mesh surface are indicated by the red lines in Figure 1(d) . From the figure it can be seen that the graph columns defined by flow lines traced along the gradient of φ are smooth and non-intersecting. Because in a graph cut method each column is cut once, this results in non-self-intersecting surfaces [8] .
Graph columns construction based on flow lines. Graph columns are generated from an initial coarse segmentation as shown in (a). This initial segmentation is converted to a surface mesh, where vertices of the graph columns are at the center of each surface voxel face as depicted in (b) by black dots. Subsequently, the coarse initial segmentation is smoothed and a gradient vector field is computed, see (c). Finally, (d) shows the graph columns represented by red lines which trace this gradient field from the vertices located at the mesh surface.
The remaining column vertices V of the graph, which represent all possible lumen surface segmentation points, are sampled at regular intervals δ along the flow-lines. The length of each column varies, and is defined by the position where the smoothed segmentation φ vanishes. Finally, source s and sink t vertices are added to the graph, representing the innermost and outermost vertices respectively. A representation of the vertices in the graph is given in Figure 2 (a) by the black dots.
Next, the edges E of the surface graph G = (V, E) need to be defined. The edge set consists of intra-column edges E intra and edges between columns E inter [2, 8] . The intra-column edges are associated to the likelihood that a vertex in a column is part of the lumen surface, while the edges between columns E inter penalize irregularities on the final segmentation, ensuring smooth surfaces. To model this behavior on the surface graph G, the intra-column edges E intra associated with a cost w ∈ R are represented by directed edges connecting each vertex to the next vertex in an outward direction in the same column [2] . In addition, the source vertex s is connected to all innermost vertices in the graph, and all outermost vertices are connected to the sink vertex t. A representation of the intra-column edges is provided in Figure 2 (a). In our surface graph cut method, the main aim is to find a cut that minimizes the cost of the edges that are being cut. Therefore, the cost w is associated to the inverse of the likelihood that the edge being cut belongs to the sought surface. As in [2] , this cost is inversely proportional to the first order derivative along the graph column given by ∂I(f (t)) ∂t , where I is the image intensity. This leads to low costs for strong dark to bright transitions that are typically present at the lumen border in US. The true vessel surface may be slightly inward or outward of the image intensity edge position along the column. Therefore, we adjust the position of the lowest value of w along the graph column by adding the second order derivative to the first order derivative. This linear combination is represented by
where α is a parameter representing the contribution of the second order derivative.
In many columns, the position of the lumen boundary will not be clear due to image noise or shadows caused by nearby vessels. To determine the position of the surface in these columns, information from neighboring columns with better contrast in the intensity profiles must be used. Therefore, we add edges between neighboring columns E inter , which linearly penalize jumps between the columns. This way, the local image information associated to the intra-column edges is integrated into a global and smooth segmentation solution. An example of these inter-column edges is depicted in Figure 2(b) . In the figure, the edges between columns are depicted by blue arrows. The cut cost associated to the edges between columns is linearly proportional to the number of edges that are being cut.
Finally, a 3D segmentation is obtained by solving the graph cut minimization problem. The vertices located directly inside of the optimal cut represent the sought surface. This minimization is solved by applying a min-cut/max-flow optimization algorithm [3] .
Iterative approach Owing to the presence of noise in the image, the extracted initial centerline may present irregularities. Therefore, the coarse initial segmentation may still deviate from the sought lumen surface. Examples of a coarse initial segmentation and the segmentation result after one iteration of the method in image slices are shown in Figure 3 . From the figure, we can observe that in some sections the initial segmentation contour is far from the lumen contour. With standard column lengths defined by the smoothing scale σ of the initial segmentation, the graph columns may not reach the lumen border resulting in an under segmentation, as is the case in Figure 3 . To obtain a correct segmentation in the cases that the initialization is far from the lumen surface, we proposed and evaluated two possible solutions. First, the length of the graph columns can be extended. This is achieved by smoothing the initial segmentation with a higher scale σ, such that the gradient vector field can be traced further, resulting in longer columns. However, these longer columns may intersect edges of other vessels close to the carotid artery possibly resulting in a wrong segmentation. A second option is to apply an iterative approach. Here, the computed segmentation is used as initialization for a new graph. This may work in cases with wrong initialization because if some sections are segmented correctly then the optimal graph cut solution approaches the lumen surface thanks to the smoothness constraint. Example results of the iterative approach are shown in Figure  3 , indicating that after every iteration the segmentation results were improved. 
Experiments and Results
To validate our method, we segment the carotid lumen in 20 carotid arteries of ten subjects, six healthy volunteers and four patients with a moderate carotid artery stenosis. Each image was acquired using free-hand US on the carotid section of the neck of the subject. A 3D volumetric representation was obtained with the help of an external software, which correlates the position of a magnetic tracking sensor attached to the US probe and the US machine coordinates [6] . We used a Philips iU-22 US scanner with a L9-3 US probe, acquiring signals of 4cm depth on one patient and of 3cm depth on the remaining subjects. After exporting the data to a volumetric representation, the voxels dimension have 0.16mm 3 for probe depth of 3cm, and 0.21mm 3 for probe depth of 4cm. After, we obtain the centerline with the proposed method, to standardize the data, we cropped centerline points that are outside a 2cm radius from the bifurcation point. The proposed centerline extraction method was able to track the centerline in all cases and estimate the bifurcation point. All images were manually annotated. The manual segmentation was performed by annotating the lumen at each five to ten 2D slices. Thereafter, the lumen surface was interpolated based on these contours. We used eight carotid arteries from four subjects (three healthy volunteers and one patient) to optimize the parameters of the method: the smoothing scale σ, the weighting parameter α that weights the influence of the first and second order derivatives of the edge cost w, the edge cost between columns p, and the number of iterations N. The sampling vertex distance δ was fixed to the voxel spacing 0.16mm. We performed an exhaustive joint parameter search to find the optimal set of parameters, which optimizes the Dice Segmentation Coefficient (DSC). We obtained the highest DSC using σ = 10, α = 0.5, p = 10, 000, and N = 4. Figure 4 show the effect of variations in the four parameters. The smoothing scale σ has little effect on the end results, while iterating the method clearly improves results. We tested our method using 3D US images of twelve carotid arteries of three healthy volunteers and three patients. A 3D visualization of the segmentations compared with the manual annotations for a volunteer and a patient are shown in Figure 5 figure 5(d) . Here, the obtained average DSC for four iterations is 66.7% ± 8.3%. 
Discussion and Conclusion
In this paper, we propose a new method to segment the carotid artery lumen, including the bifurcation area, in 3D free-hand US images using little user interaction. The obtained results showed good agreement with manual segmentation for healthy arteries, obtaining a DSC of 84% for healthy volunteers. However, the segmentation was less good in patient arteries, with a DSC of an average 66.7%. In this paper, only two diseased arteries were included during the parameter tuning. We expect that including more patient data in the parameter tuning set would lead to a graph model that can describe plaque sections better, resulting in improved performance for these cases.
We proposed an improved centerline extraction method for US image based on [4] which was able to track the centerline and estimate the bifurcation point in all images described in [4] , while the method proposed by Carvalho et al. [4] failed in three cases. We also proposed a novel iterative surface graph cut approach based on [2] . As observed in Figures 5(c) and 5(d) in most of the cases the iterations improve the results.
Compared to the method proposed by Ukwatta et al. [9] , who obtained an average DSC of 92%, we obtained lower DSC. However, in contrast to [9] , our method can segment the lumen bifurcation, which may be relevant to predict vascular events. In addition, our method requires less user interaction, which makes it more suitable for large scale studies and for use in clinical practice. Hossain et al. [7] reported a method that can segment the complete carotid artery, including the bifurcation area. However, this method also requires substantial user interaction; the user has to locate initialization points on the boundary for every slice. In addition, they reported a processing time of about 40min, whereas our method computes a segmentation in under 3min using an Intel core 2 duo processor with 8 GB of RAM. In summary, the main advantages of our method are the ability to segment the complete carotid artery, fast and with little user interaction.
