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Abstract
We present a new point of view on the quantization of the massive gravitational field,
namely we use exclusively the quantum framework of the second quantization. The Hilbert
space of the many-gravitons system is a Fock space F+(Hgraviton) where the one-particle
Hilbert space Hgraviton carries the direct sum of two unitary irreducible representations of
the Poincare´ group corresponding to two particles of massm > 0 and spins 2 and 0, respec-
tively. This Hilbert space is canonically isomorphic to a space of the type Ker(Q)/Im(Q)
where Q is a gauge charge defined in an extension of the Hilbert space Hgraviton generated
by the gravitational field hµν and some ghosts fields uµ, u˜µ (which are vector Fermi fields)
and vµ (which are vector field Bose fields.)
Then we study the self interaction of massive gravity in the causal framework. We
obtain a solution which goes smoothly to the zero-mass solution of linear quantum gravity
up to a term depending on the bosonic ghost field. This solution depends on two real
constants as it should be; these constants are related to the gravitational constant and
the cosmological constant. In the second order of the perturbation theory we do not need
a Higgs field, in sharp contrast to Yang-Mills theory.
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1 Introduction
The quantization of gravity is an old standing problem of quantum field theory. The solution
of this problem in full generality is a highly non-trivial problem which seems to be extremely
complicated. (See however the papers of Ashtekar and collaborators [1], [32]). In [13] and
[14]-[17], [29] this problem was addressed for the linear gravitational field of zero mass. Among
the pioneering works in this approach we mention [33], [8], [26], [19], [23], [24]. Using the result
of this analysis many computations have been done in the literature (see [3], [20], [4], [36], [35]).
One possible way to perform the quantization of the asymptotic gravitational field is to
linearize the classical theory of gravitation using the so called Goldberg variables [10], [18] and
then to apply straightforward quantization of the resulting free field theory. Because of the
gauge invariance of the theory (which in this case is the invariance under general coordinates
transformations) one obtains a constrained system and one tries to use a Bleuler-Gupta type
formalism, that is to start with a Hilbert space endowed with a sesquilinear non-degenerate
form and select the physical states as a subspace of the type QAΦ = 0, A = 1, . . . , N .
A related idea is to extend the Fock space to an auxiliary Hilbert space Hgh including
some fictitious fields, called ghosts, and construct a gauge charge (i.e. an operator Q verifying
Q2 = 0) such that the physical Hilbert space is Hphys ≡ Ker(Q)/Im(Q) (see for instance [24]
and references quoted there). As a result of this procedure, it is asserted that the graviton, i.e.
the elementary quantum particle must be a massless spin 2 particle. The construction of the
gauge charge relies heavily on classical field theory arguments, because one tries to obtain for
the quantum gauge transformations expressions of the same type as the general coordinates
transformations appearing in general relativity. This invariance is then promoted to a quantum
gauge invariance which should be implemented by the commutator with the gauge charge Q.
It is an interesting problem to consider the case of massive gravity. This case was analyzed
many times ago [5], [34]. In [5] it is argued that even the quantization of the massive spin 2
field is problematic in the sense that no smooth limit m 7→ 0 exists. Some recent interest on
this problem exists [2], [25], [27] ,[21] and [6].
We will show here that one can perform the quantization in such a way that this limit is
smooth. One finds out that the massive graviton has a scalar partner of the same mass m. The
construction is done in the spirit of [13].
We also mention that a rigorous construction of the Hilbert space of the many-gravitons
system is indispensable for the construction of the corresponding S-matrix in perturbation
theory in the sense of Bogoliubov. This construction emphasizes the basic roˆle of causality
in quantum field theory. We obtain a solution for the interaction Lagrangian (the first-order
chronological product) which goes smoothly for mց 0 into the solution appearing in [29].
The solution we obtain, up to second order of the perturbation theory, coincides with the
result of the perturbative development of the Einstein-Hilbert Lagrangian with cosmological
constant, if we make the identification Λ = 2m2 and use Goldberg variables (see the Conclu-
sions). We remark that in the second order of the perturbation theory we do not need a Higgs
field as in the case of Yang-Mills theory. For this reason it seems to be impossible to find our
massive spin 2 gauge theory by means of the conventional Higgs mechanism.
1
2 The Quantization of the Asymptotic
Massive Gravitational Field
One defines the graviton as a certain unitary irreducible representation of the Poincare´ group
corresponding to zero mass and helicity 2. In the case of massive gravity one should use the
representation of positive mass m and spin 2. These representation can be explicitely described
using the formalism of Hilbert space bundles, as presented for instance in [34], ch. VI.7 thm 6.20.
Let us denote by H
(m)
gr the one-particle Hilbert space of the graviton of mass m. The ensemble
of many gravitons is usually described by the associated Fock space Fgraviton = F (+)(H(m)gr )
where the upper + sign indicates that the gravitons are assumed to be Bosons according the
the well-known spin-statistics theorem. The Hilbert space Fgraviton is not very suitable for the
construction of the perturbative series of the scattering matrix S in the sense of Bogoliubov.
The way out is to construct a larger Hilbert space H where unphysical degrees of freedom are
present. In this Hilbert space a (gravitational) gauge charge Q acts which should be chosen
such that it squares to zero Q2 = 0; in this case it makes sense to consider the factor space
Hphys ≡ Ker(Q)/Im(Q) which should be canonically isomorphic to Fgraviton.
Let us describe this construction. We use in this paper the following notations. The upper
hyperboloid of mass m ≥ 0 is by definition X+m ≡ {p ∈ R4| ‖p‖2 = m2}; it is a Borel set with
the Lorentz invariant measure dα+m(p) ≡ dp2ω(p) . Here the conventions are the following: ‖·‖ is the
Minkowski norm defined by ‖p‖2 ≡ p·p and p·q is the Minkowski bilinear form: p·q ≡ p0q0−p·q;
by ηµν we denote the corresponding flat Minkowski matrix with diagonal elements 1,−1,−1,−1.
If p ∈ R3 we define τ(p) ∈ X+m according to τ(p) ≡ (ω(p),p), ω(p) ≡
√
p2 +m2.
First we consider the zero mass case m = 0 [13], [29].
• One generates the Hilbert space H by applying on the vacuum the fields Hµν , uρ, u˜ρ,Φ
(the rigorous construction is based on the Borchers algebra); these fields are of null mass:
∂2Hµν(x) = 0 ∂
2uρ(x) = 0 ∂
2u˜ρ(x) = 0 ∂
2Φ(x) = 0 (2.1)
• Hµν is symmetric and traceless:
Hµν = Hνµ H
µ
µ = 0 (2.2)
• The field Φ is scalar and Hµν , uρ, u˜ρ have obvious tensor and vector properties
• The fields Hµν ,Φ are Bosons and uρ, u˜ρ are Fermions
• The causal commutation relations of these fields are
[Hρσ(x), Hλω(y)] = − i
2
(
ηρλησω + ηρωησλ − 1
2
ηρσηλω
)
D0(x− y)× 1
{uµ(x), u˜ν(y)} = i ηµν D0(x− y)1
[Φ(x),Φ(y)] = i D0(x− y)1 (2.3)
2
and the other (anti)commutators are zero; in particular all Bose fields commute with all
Fermi fields. Here
Dm(x) = D
(+
m (x) +D
(−)
m (x) (2.4)
is the Pauli-Jordan distribution of mass m ≥ 0 and D(±)m (x) are given by:
D(±)m (x) ≡ ±
i
(2π)3/2
∫
X+m
dα+m(p)e
∓ip·x. (2.5)
• In this Hilbert space there exists a sesqui-linear form (not positively defined) < ·, · > such
that we have
H†µν = Hµν u
†
µ = uµ u˜
†
µ = −u˜µ Φ† = Φ (2.6)
where by † we mean the adjoint with respect to < ·, · >
• The operator Q is well defined through the relations
QΩ = 0 (2.7)
[Q,Hµν ] = − i
2
(
∂µuν + ∂νuµ − 1
2
ηµν∂ρuσ
)
[Q,Φ] =
i
2
∂ρuρ
{Q, uµ} = 0, {Q, u˜µ} = i
(
∂νHµν +
1
2
∂µΦ
)
. (2.8)
In these conditions one can prove that:
• The operatorQ is well defined; for this one has to check the validity of the Jacoby identity:
[b(x), {f(y), Q}] + {f(y), [Q, b(x)]} = 0 (2.9)
where b and f are generic Bose (resp. Fermi) fields.
• The following relations are verified:
Q2 = 0 (2.10)
UgQ = QUg, ∀g ∈ P. (2.11)
From (2.10) we have
Im(Q) ⊂ Ker(Q) (2.12)
so it makes sense to consider the factor space Ker(Q)/Im(Q). One can prove that
the sesqui-linear form < ·, · > induces a strictly positively defined scalar product on
Ker(Q)/Im(Q) and we have a canonical isomorphism Ker(Q)/Im(Q) ∼ Fgravition.
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The preceding construction presented in detail in [13] justifies the consideration of the auxiliary
Hilbert space H as a lay-ground for the perturbation theory. The fields uρ, u˜ρ,Φ are called ghost
fields and the operator Q is the gauge charge. A simplification of the preceding formalism is
the consideration of the new field
hµν ≡ Hµν + 1
2
ηµνΦ (2.13)
which is self-adjoint in the sense
hµν(x)
† = hµν(x) (2.14)
but is not traceless anymore and the causal commutation relations are:
[hρσ(x), hλω(y)] = − i
2
(ηρλησω + ηρωησλ − ηρσηλω) D0(x− y)× 1. (2.15)
We can easily prove that the preceding definition of the gauge charge is equivalently de-
scribed by (2.7) and:
[Q, hµν ] = − i
2
(∂µuν + ∂νuµ − ηµν∂ρuρ)
{Q, uµ} = 0, {Q, u˜µ} = i ∂νhµν (2.16)
so one can consider that the Hilbert space H is generated by the fields hµν , uρ, u˜ρ with the
properties described above.
We now turn to the massive gravitational field. One notices from the very beginning that
in the case m > 0 the gauge charge defined by (2.16) does not square to zero anymore. One
can try to correct this feature as in the case of the massive vector field (see for instance [29]) by
introducing a new ghost field vµ which is a vector field. The one modifies the preceding scheme
as follows:
• One generates the Hilbert space H by applying on the vacuum the fields hµν , uρ, u˜ρ, vµ;
all these fields are of mass m:
(∂2 +m2)hµν(x) = 0 (∂
2 +m2)uρ(x) = 0 (∂
2 +m2)u˜ρ(x) = 0 (∂
2 +m2)vµ(x) = 0
(2.17)
• hµν is symmetric:
hµν = hνµ (2.18)
• The fields hµν , uρ, u˜ρ, vµ have obvious tensor and vector properties
• The fields hµν , vµ are Bosons and uρ, u˜ρ are Fermions
• The causal commutation relations of these fields are
[hρσ(x), hλω(y)] = − i
2
(ηρλησω + ηρωησλ − ηρσηλω)Dm(x− y)× 1
{uµ(x), u˜ν(y)} = i ηµν Dm(x− y)1
[vµ(x), vρ(y)] =
i
2
Dm(x− y)1 (2.19)
and the other (anti)commutators are zero
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• In this Hilbert space there exists a sesqui-linear form (not positively defined) < ·, · > such
that we have
h†µν = hµν u
†
µ = uµ u˜
†
µ = −u˜µ v†µ = vµ (2.20)
where by † we mean the adjoint with respect to < ·, · >
• The operator Q is well defined through the relations(2.7 ) and
[Q, hµν ] = − i
2
(∂µuν + ∂νuµ − ηµν∂ρuσ) [Q, vµ] = −im
2
uµ
{Q, uµ} = 0, {Q, u˜µ} = i (∂νhµν +mvµ) . (2.21)
In these conditions one can prove that the operator Q is well defined because of the validity
of the Jacobi identity (2.9) and we also have (2.10) and (2.11), so again it makes sense to
consider the factor space Ker(Q)/Im(Q). One can prove in this case also that the sesqui-
linear form < ·, · > induces a strictly positively defined scalar product on this factor space.
However, in this case a modification of the zero mass scheme appears. The one-particle Hilbert
corresponding to Ker(Q)/Im(Q) is H[m,2] ⊕ H[m,0] i.e. it describes two particles of mass m,
one of spins 2 and one of spin 0, respectively. In other words we have Ker(Q)/Im(Q) =
Fgravition ⊕ Fscalar. It seems impossible to construct a gauge structure such that the scalar
partner of the graviton is eliminated, so in this paper we will accept that such a particle does
exists. It remains to be investigated whether the scalar partner of the graviton with a tiny
mass leads to phenomenological problems.
Sometimes it is convenient to generalize the expression of the new field (2.13) in the sense:
h(α)µν ≡ Hµν +
1
2
α ηµνΦ (2.22)
with α ∈ R∗. The causal commutation relations are for this field:
[
h(α)ρσ (x), h
(α)
λω (y)
]
= − i
2
(
ηρλησω + ηρωησλ − 1 + α
2
2
ηρσηλω
)
Dm(x− y)× 1. (2.23)
We can prove that the definition of the gauge charge is equivalently described by (2.7) and:
[Q, h(α)µν ] = −
i
2
(
∂µuν + ∂νuµ − 1 + α
2
ηµν∂ρu
ρ
)
, (2.24)
{Q, uµ} = 0, {Q, u˜µ} = i
(
∂νh(α)µν +
1− α
4α
∂µh
(α) +mvµ
)
(2.25)
and
[Q, vµ] = −im
2
uµ; (2.26)
here
h(α) ≡ ηµν h(α)µν . (2.27)
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The choice (2.13) correspond to α = 1. Let us consider the choice α = −1. Then the
preceding relations for
hˆµν = h
(−1)
µν (2.28)
become: [
hˆρσ(x), hˆλω(y)
]
= − i
2
(ηρλησω + ηρωησλ − ηρσηλω)Dm(x− y)× 1. (2.29)
[Q, hˆµν ] = − i
2
(∂µuν + ∂νuµ) , (2.30)
{Q, uµ} = 0, {Q, u˜µ} = i
(
∂ν hˆµν − 1
2
∂µhˆ +mvµ
)
(2.31)
and
[Q, vµ] = −im
2
uµ. (2.32)
This choice seems to appear naturally in the classical framework of gravity with an non-zero
cosmological constant, if one expands the metric gµν around Minkowski background in the form
gµν = ηµν + κhˆµν
(see the Conclusions). However, from the quantum point of view the value of α is irrelevant:
all choices are good for the description of the physical Hilbert space.
We remark also that the massless limit problem mentioned in [5] has a very simple expla-
nation according to the preceding observation: in [5] one uses different values of the parameter
α for the case m = 0 and m > 0 respectively. The correct procedure is to use the same value
of α in both cases.
The construction of observables can be done in the usual way. We denote by W the linear
space of all Wick monomials on the Fock space Hgh i.e. containing the fields hµν(x), uµ(x),
u˜µ(x) and vµ(x). If M is such a Wick monomial, we define by gh±(M) the degree in u˜µ (resp.
in uµ). The total degree of M is
deg(M) ≡ gh+(M) + gh−(M). (2.33)
The ghost number is, by definition, the expression:
gh(M) ≡ gh+(M)− gh−(M). (2.34)
If M ∈ W let us define the operator:
dQM ≡: QM : −(−1)gh(M) :MQ : (2.35)
on monomials M and extend it by linearity to the whole W. Then dQM ∈ W and
gh(dQM) = gh(M)− 1. (2.36)
The operator dQ : W → W is called the gauge variation; the properties of this object are
summarized in the following relations:
d2Q = 0 (2.37)
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dQhµν = − i
2
(∂µuν + ∂νuµ − ηµν∂ρuρ)
dQuµ = 0 dQu˜µ = i (∂
νhµν +mvµ)
dQvµ = −im
2
uµ(x). (2.38)
dQ(MN) = (dQM)N + (−1)gh(M)M(dQN), ∀M,N ∈ W. (2.39)
If O : Hgh →Hgh verifies the condition
dQO = 0 (2.40)
then it induces a well defined operator [O] on the factor space Ker(Q)/Im(Q).
Moreover, in this case the following formula is true for the matrix elements of the factorized
operator [O]:
([Ψ], [O][Φ]) = (Ψ, OΦ). (2.41)
This kind of observables on the physical space will also be called gauge invariant observables.
An operator O : Hgh →Hgh induces a gauge invariant observables if and only if it verifies:
dQO|Ker(Q) = 0. (2.42)
Not all operators verifying the condition (2.40) are interesting. In fact, the operators of the
type dQO are inducing a null operator on the factor space; explicitly we have:
[dQO] = 0. (2.43)
In the framework of perturbative quantum field theory the axiom of factorization in the
adiabatic limit is: XX
lim
ǫց0
dQ
∫
R4
dx Tn(x1, . . . , xn)g(ǫx)|Ker(Q) = 0, ∀n ∈ N∗. (2.44)
If infrared divergences cannot be avoided, the one can consider the preceding relation at the
heuristic level and impose the postulate:
dQTn(x1, . . . , xn) = i
n∑
l=1
∂
∂xµl
T µn/l(x1, . . . , xn), ∀n ∈ N∗ (2.45)
as it is done in [28]. In particular we have for n = 1
dQT1(x) = i
∂
∂xµ
T µ(x) (2.46)
for some Wick polynomials T µ(x). The derivation of the most general expression of T1 can be
done in the original variables Hµν ,Φ, uµ, u˜µ, vµ or with h
(α)
µν for any values of α. If we change the
fields, we must correspondingly change the expression of the operator dQ and the final result
should be the same. In formulae:
dQT1(Hµν , . . .) = i
∂
∂xµ
T µ(Hµν , . . .) ⇔ dQT1(h(α)µν , . . .) = i
∂
∂xµ
T µ(h(α)µν , . . .) (2.47)
for any α.
7
3 First Order Gauge Invariance
In view of the discussion from the preceding Section it is natural to discard from the interaction
Lagrangian (the first-order chronological product T1) expressions of the type
dQB + ∂µB
µ, gh(B) = −1, gh(Bµ) = 0; (3.1)
we call such an expression a trivial coupling. If the difference of two couplings is a trivial one
then we call them equivalent. In this Section we prove the following
Theorem 3.1 Let us consider the most general Wick polynomial T tri-linear in the fields
Hµν ,Φ, uµ, u˜µ, vµ verifying the following conditions:
UgT = TUg, ∀g ∈ P
gh(T ) = 0
3 ≤ deg(T ) ≤ 5 (3.2)
and the gauge invariance condition (2.46). Then T is equivalent to the following expression:
T = a T (a) + b T (b) a, b ∈ R (3.3)
where
T (a) ≡ [−2Hµν(∂µHρσ)(∂νHρσ)− 4Hµν(∂αHρµ)(∂ρHαν) + 2Φ(∂µHρσ)(∂ρHµσ)
+4ΦHρσ(∂ρ∂
νHνσ) + Φ
2(∂µ∂νH
µν) + (∂µΦ)(∂νΦ)Hµν + 4H
µνuρ(∂µ∂ν u˜ρ)
+4(∂µH
µν)uρ(∂ν u˜ρ) + 4(∂µH
µν)uρ(∂ρu˜ν) + 2(∂
µΦ)uρ(∂ρu˜µ) + 4H
µν(∂µvρ)(∂νv
ρ)]
−4m(∂µvν)uµu˜ν +m2
(
2
3
HµνHµρH
·ρ
ν +
1
2
HµνHµνΦ− 3
4
Φ3 − Φuµu˜µ + Φvµvµ
)
(3.4)
and
T (b) ≡ −Hµν(∂µvρ)(∂νvρ) + 2Hµν(∂µvν)(∂ρvρ)− 2Hµν(∂µvρ)(∂ρvν)
+m[Hµν(∂ρHµν)v
ρ − 2Hµν(∂νHµρ)vρ +Hµν(∂µΦ)vν + (∂ρvρ)uµu˜µ − 1
2
(∂µvν)u
µu˜ν
+(∂νvµ)u
µu˜ν + vνuµ(∂ν u˜µ) + vµu
µ(∂ν u˜µ)− 1
2
vνuµ(∂µu˜ν) + 2vµvν(∂
µvν)]
+m2
(
−1
3
HµνHµρH
·ρ
ν −Hµνuµu˜ν +
3
2
Hµνvµvν
)
. (3.5)
The preceding expression has a smooth limit m→ 0.
Proof: We make a list of all Wick monomials verifying the conditions (3.2). The condition
of Lorentz invariance depends essentially on the dimension of the space-time. In other dimen-
sions than 4 the list below changes drastically. Also the fact that Hµν is traceless is useful in
eliminating many terms. First we have terms which do also appear for the massless case i.e.
without the ghost field vµ namely:
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T (1) = c(1)HµνHµρH
·ρ
ν
T (2) = c(2)HµνHµνΦ
T (3) = c(3)Φ3
T (4) = c(4)Hµνuµu˜ν
T (5) = c(5)Φuµu˜µ
T (6) = c
(6)
1 H
µν(∂µHρσ)(∂νH
ρσ) + c
(6)
2 H
µν(∂ρHρσ)(∂σH
µν) + c
(6)
3 H
µν(∂µH
ρσ)(∂ρHνσ)
+c
(6)
4 H
µν(∂µHρν)(∂σH
σρ) + c
(6)
5 H
µν(∂ρHρµ)(∂
σHσν) + c
(6)
6 H
µν(∂αHρµ)(∂ρHαν)
+c
(6)
7 ǫµραλH
µν(∂λHρ·ν)(∂βH
αβ) + c
(6)
8 ǫµραλH
µν(∂λHρσ)(∂σH
α
·ν)
+c
(6)
9 ǫµραλH
µν(∂λHρσ)(∂νH
α
·σ)
T (7) = c
(7)
1 Φ(∂µH
µσ)(∂νHνσ) + c
(7)
2 Φ(∂
µHρσ)(∂ρHµσ) + c
(7)
3 ǫµνραΦ(∂
µHρσ)(∂νHα·σ)
T (8) = c(8)ΦHρσ(∂ρ∂
νHνσ)
T (9) = c(9)Φ2(∂µ∂νH
µν)
T (10) = c(10)(∂µΦ)(∂νΦ)Hµν
T (11) = c
(11)
1 (∂µH
µν)uν(∂ρu˜
ρ) + c
(11)
2 (∂µH
µν)uρ(∂ν u˜ρ) + c
(11)
3 (∂µH
µν)uρ(∂ρu˜ν)
+c
(11)
4 (∂
ρHµν)uµ(∂ν u˜ρ) + c
(11)
5 (∂
ρHµν)uρ(∂µu˜ν)
+c
(11)
6 ǫµρασ(∂
ρHµν)uα(∂σu˜ν) + c
(11)
7 ǫµραβ(∂
ρHµν)uα(∂ν u˜
β) + c
(11)
8 ǫµσαβ(∂νH
µν)uα(∂σu˜β)
T (12) = c
(12)
1 (∂
ρ∂νH
µν)uµu˜ρ + c
(12)
2 (∂
ρ∂νH
µν)uρu˜µ + c
(12)
3 (∂µ∂νH
µν)uρu˜ρ
+c
(12)
4 ǫµραβ(∂
ρ∂νH
µν)uαu˜β
T (13) = c
(13)
1 H
µνuµ(∂ν∂ρu˜ρ) + c
(13)
2 H
µνuρ(∂
ρ∂ν u˜µ) + c
(13)
3 H
µνuρ(∂µ∂ν u˜ρ)
+c
(13)
4 ǫµραβH
µνuα(∂ρ∂ν u˜β)
T (14) = c
(14)
1 (∂
µΦ)uµ(∂ρu˜
ρ) + c
(14)
2 (∂
µΦ)uρ(∂ρu˜µ) + c
(14)
3 ǫµναβ(∂
µΦ)uα(∂ν u˜β)
T (15) = c(15)Φuµ(∂
µ∂ν u˜ν)
T (16) = c(15)(∂µ∂νΦ)uµu˜ν ; (3.6)
then we have the terms containing at least one factor vµ namely:
U (1) = d(1)Hµνvµvν
U (2) = d(2)Φvµvµ
U (3) = d
(3)
1 H
µν(∂αHµν)A
α + d
(3)
2 H
µν(∂αHµα)vν
+d
(3)
3 H
µν(∂νHµα)v
α + d
(3)
4 ǫµραβH
µν(∂αHρ·ν)v
β
U (4) = d(4)Hµν(∂µΦ)vν
U (5) = d(5)Φ(∂νHµν)vµ
U (6) = d(6)Φ(∂αΦ)vα
U (7) = d
(7)
1 (∂αv
α)uµu˜
µ + d
(7)
2 (∂µvν)u
µu˜ν + d
(7)
3 (∂νvµ)u
µu˜ν + d
(7)
4 ǫµναβ(∂
αvβ)uµu˜ν
9
U (8) = d
(8)
1 v
αuµ(∂αu˜µ) + d
(8)
2 vµu
µ(∂ν u˜
ν) + d
(8)
3 v
νuµ(∂µu˜ν) + d
(8)
4 ǫµναβv
αuµ(∂β u˜ν)
U (9) = d(9)vµvν(∂
µvν)
U (10) = d
(10)
1 H
µν(∂µvα)(∂νv
α) + d
(10)
2 H
µν(∂µvν)(∂βv
β) + d
(10)
3 H
µν(∂µvρ)(∂
ρvν)
+d
(10)
4 ǫµραβH
µν(∂ρvν)(∂
αvβ) + d
(10)
5 ǫµραβH
µν(∂ρvα)(∂νv
β)
U (11) = d
(11)
1 H
µνvα(∂µ∂νvα) + d
(11)
2 H
µνvν(∂µ∂βv
β) + d
(11)
3 H
µνvρ(∂µ∂ρvν)
+d
(11)
4 ǫµαρβH
µνvα(∂ρ∂νv
β)
U (12) = d
(12)
1 Φ(∂αv
α)2 + d
(12)
2 Φ(∂
µvα)(∂αvµ) + d
(12)
3 ǫµναβΦ(∂
µvα)(∂νvβ)
U (13) = d(13)Φvα(∂α∂βv
β)
U (14) = d
(14)
1 v
α(∂βvβ)(∂α∂νv
ν) + d
(14)
2 v
α(∂αvβ)(∂
β∂νvν)
+d
(14)
3 ǫµναβv
α(∂µvβ)(∂
ν∂ρvρ) + d
(14)
4 ǫµναβvρ(∂
µvβ)(∂ν∂ρvα)
+d
(14)
5 ǫµναβv
α(∂µvρ)(∂ν∂ρv
β)
U (15) = d(15)vαvβ(∂α∂β∂µv
µ). (3.7)
We have discarded a lot of terms because up to a total derivatives they are of the type
already considered. As a general strategy, we have eliminated all terms with derivatives on
the ghost fields uµ. It is somewhat more complicated to prove that one can make c
(6)
3 = 0 if
one subtracts a total divergence and redefines c
(6)
4 , c
(6)
5 , c
(6)
6 , and c
(6)
9 = 0 if one subtract a total
divergence and redefines c
(6)
7 , c
(6)
8 .
Also because
(∂2 +m2j )fj = 0, j = 1, 2, 3 =⇒
(∂µf1)(∂µf2)f3 =
1
2
(m21 +m
2
2 −m23) f1f2f3 +
1
2
∂µ
[
(∂µf1)f2f3 + f1(∂
µf2)f3 − f1f2(∂µf3)
]
(3.8)
we can eliminate many terms by subtracting a total divergence and redefining other terms of
lower canonical dimension.
Now we can put to zero some of the constants above if we subtract from T a coboundary
i.e. an expression of the form dQB where we take B to be a Wick polynomial with the following
properties:
UgB = BUg, ∀g ∈ P
gh(T ) = −1
2 ≤ deg(T ) ≤ 4. (3.9)
We have the following admissible expressions:
First we have terms which do also appear for the massless case i.e. without the ghost field
vµ namely:
B(1) = b
(1)
1 H
µν(∂ρHµν)u˜
ρ + b
(1)
2 H
µν(∂µHµρ)u˜
ρ
+b
(1)
3 H
µν(∂ρHµρ)u˜ν + b
(1)
4 ǫµραβH
µν(∂αHρ·ν)u˜
β
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B(2) = b(2)Φ(∂µH
µν)u˜ν
B(3) = b(3)ΦHµν(∂µu˜ν)
B(4) = b(4)Φ2∂µu˜µ
B(5) = b
(5)
1 u
µu˜µ(∂ρu˜
ρ) + b
(5)
2 u
µu˜ν(∂µu˜ν) + b
(5)
3 u
µu˜ν(∂ν u˜µ) + b
(5)
4 ǫµνρσu
µu˜ν(∂ρu˜σ); (3.10)
then we have the terms containing at least one factor vµ namely:
V (1) = f (1)Hµνvµu˜ν
V (2) = f (2)Φvµu˜µ
V (3) = f
(3)
1 v
α(∂µvα)u˜
µ + f
(3)
2 vµ(∂
αvα)u˜
µ + f
(3)
3 vν(∂
νvµ)u˜µ + f
(3)
4 ǫµναβv
α(∂νvβ)u˜µ. (3.11)
We have discarded some terms because up to a total derivatives they are of the type already
considered. Now one can prove that:
• One can use B(1) to make c(6)2 , c(6)4 , c(6)5 , c(6)7 equal to zero. In this way one redefines
T (7), T (8), T (11), T (12), T (13).
• One can use B(2) to make c(7)1 equal to zero. In this way one redefines T (9), T (11), T (12),
T (14), T (15), T (16).
• One can use B(3) to make c(13)2 equal to zero. In this way one redefines T (8) − T (11),
T (14), T (15).
• One can use B(4) to make c(15) equal to zero. In this way one redefines T (9), T (14).
• One can use B(5) to make c(12)1 , c(12)2 , c(12)3 , c(12)4 equal to zero. In this way one redefines
T (11), T (14), T (16).
• One can use V (1) to make d(3)2 equal to zero. In this way one redefines T (4), U (1), U (4),
U (7), U (8).
• One can use V (2) to make d(5) equal to zero. In this way one redefines T (5), U (2), U (6),
U (7), U (8).
• One can use V (3) to make XX d(7)1 , d(7)2 , d(7)3 , d(7)4 equal to zero. In this way one redefines
U (7) − U (10), U (12), U (13).
One can count that we are left with 37 coefficients of type c(j) and 23 coefficients of type
d(j). So we have 60 free parameters which should be fixed by the condition of gauge invariance.
Now one considers the coupling
T =
16∑
j=1
T (j) +
13∑
j=1
U (j) (3.12)
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and computes the expression dQT . It is convenient to follow the same strategy as above and
eliminate, up to a divergence, the derivatives on the ghost fields uµ. One gets by a straightfor-
ward but tedious computation the following result:
dQT = i ∂µX
µ + i uµ Yµ + i Z4 + i Z6 (3.13)
where the expressions Xµ, Y µ do not contain ghost fields and the expressions Zj are tri-linear
in the ghost fields of canonical dimension j = 4, 6. The explicit expression of Xµ and Zj are not
important for the moment. The expression of Y µ is rather long: we group the various sectors:
Yµ =
22∑
j=1
Y jµ (3.14)
where
Y 1µ ≡
[
3c(1) +m2c
(6)
6 −
1
2
md
(3)
3
]
Hνρ(∂νHµρ) +
[
3c(1) − c(4) +m2c(6)6
]
Hµν(∂ρH
νρ)
−
[
3
2
c(1) + c(2) +m2c
(6)
1 +
1
2
md
(3)
1
]
Hνρ(∂µHνρ) +
1
2
md
(3)
4 ǫµνρσH
σλ(∂ρHν·λ) (3.15)
Y 2µ ≡
[
2c(2) − c(5) +m2c(7)2 −m2c(8) +
1
2
m2c
(11)
1
]
Φ(∂νHµν) (3.16)
Y 3µ ≡
[
2c(2) − 1
2
c(4) +m2c
(7)
2 −
1
2
m2c(8) +
1
2
m2c
(13)
1 −
1
2
md(4)
]
Hµν(∂νΦ) (3.17)
Y 4µ ≡ −
[
3c(3) +
1
2
c(5) +
3
2
m2c(9) +m2c(10) − 1
2
m2c
(14)
1 +
1
2
md(6)
]
Φ(∂µΦ) (3.18)
Y 5µ ≡
1
2
c
(6)
1 (∂µ∂νHρσ)(∂
νHρσ) +
[
−2c(6)1 + c(6)6 − c(11)4
]
(∂ν∂
ρHνσ)(∂σHµρ)
−
[
2c
(6)
1 + c
(11)
2
]
(∂σ∂
ρHµρ)(∂νH
νσ) +
[
−2c(6)1 + c(6)6
]
(∂σ∂ρHµρ)(∂
ρHνσ)
−
[
1
2
c
(6)
6 + c
(7)
2
]
(∂µ∂ρHνσ)(∂
σHνρ)− c(6)6 (∂ρ∂σHµν)(∂σHνρ)− c(6)6 (∂ρ∂σHνρ)(∂σHµν)
−
[
1
2
c
(6)
6 +
1
2
c(8) + c
(11)
5
]
(∂ν∂νH
νσ)(∂µH
ρσ)−
[
c
(6)
6 + c
(11)
3
]
(∂µ∂
ρHρσ)(∂νH
νσ)
+2c
(6)
8 ǫνρσλ(∂ν∂τH
σ
·µ)(∂
λHρτ ) + 2c
(6)
8 ǫµρσλ(∂ν∂
λHρτ )(∂τH
νσ)
+
[
2c
(6)
8 + c
(11)
7
]
ǫµαβρ(∂ν∂λH
λβ)(∂ρHνα) +
[
2c
(6)
8 − c(7)3
]
ǫαβρλ(∂µ∂
λHνβ)(∂ρHα·ν)
+
[
c
(6)
8 − c(11)3
]
ǫµραλ(∂σ∂
λHρσ)(∂νH
αν)− c(11)1 (∂ρ∂σHρσ)(∂νHµν)
−c(11)6 ǫµσαρ(∂σ∂λHνλ)(∂ρHαν) (3.19)
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Y 6µ ≡ −
[
2c
(6)
1 + c
(13)
3
]
Hνσ(∂ν∂σ∂
ρHµρ)− 1
2
[
c
(6)
1 + c
(8)
]
Hνσ(∂µ∂ν∂
ρHρσ)
+
[
c
(6)
8 − c(13)4
]
ǫµραλH
να(∂σ∂ν∂
λHρσ)− c(13)1 Hµν(∂ν∂ρ∂σHρσ) (3.20)
Y 7µ ≡ −
[
c
(7)
2 +
1
2
c
(11)
4
]
(∂ρ∂σΦ)(∂σHµρ) +
[
−c(7)2 +
1
4
c(8) + c(10) − 1
2
c
(11)
5
]
(∂σ∂ρΦ)(∂µHρσ)
+
[
1
2
c
(7)
2 +
1
2
c(8) + c(10) − 1
2
c
(11)
2 −
1
2
c
(11)
3 − c(16)
]
(∂µ∂νΦ)(∂ρH
νρ)
+
[
c
(7)
3 −
1
2
c
(11)
6 −
1
2
c
(11)
7
]
ǫµνρβ(∂
ν∂σΦ)(∂
βHρσ) (3.21)
Y 8µ ≡
[
−c(7)2 +
1
2
c(8)
]
(∂σΦ)(∂
ρ∂σHµρ) +
[
−3
2
c
(7)
2 + c
(8) + c(10) − c(14)2
]
(∂ρΦ)(∂σ∂µH
ρσ)
+
[
1
2
c
(7)
2 − c(9) − c(14)1
]
(∂µΦ)(∂ν∂ρH
νρ) +
[
c
(7)
3 + c
(13)
4
]
ǫµνρβ(∂
νΦ)(∂σ∂
βHρσ) (3.22)
Y 9µ ≡
[
−1
2
c
(7)
2 +
1
2
c(8) − c(9)
]
Φ(∂µ∂ν∂ρH
νρ) (3.23)
Y 10µ ≡
[
1
4
c(8) + c(10) − 1
2
c
(13)
3
]
Hρσ(∂µ∂ρ∂σΦ) (3.24)
Y 11µ ≡
1
2
[
c(10) − c(14)2 − c(16)
]
(∂νΦ)(∂µ∂νΦ) (3.25)
Y 12µ ≡ −
[
mc(4) +md(1) +
1
2
m2d
(3)
3
]
Hµνv
ν (3.26)
Y 13µ ≡ −
[
mc(5) +md(2) +
1
2
m2d(4) − 1
2
m2d
(8)
2
]
Φvµ (3.27)
Y 14µ ≡ −
[
mc
(11)
1 + d
(3)
1 +
1
2
d
(3)
3 + d
(7)
1 −
1
2
md
(10)
2
]
(∂νHµν)(∂αv
α)
−
[
mc
(11)
2 + d
(3)
3 + d
(7)
3 −md(10)1
]
(∂ρH
νρ)(∂νvµ)
−
[
mc
(11)
3 −
1
2
d(4) + d
(7)
2 −
1
2
md
(10)
3
]
(∂ρH
νρ)(∂µvν)
−
[
mc
(11)
4 +
1
2
d
(3)
3 −
1
2
md
(10)
3
]
(∂ρHµν)(∂
νvρ)
−
[
mc
(11)
5 −
3
4
d
(3)
3 −
1
2
d(4) − 1
2
md
(10)
2
]
(∂µHρσ)(∂
ρvσ)
+
1
2
d
(3)
3 (∂νHµρ)(∂
νAρ) +
[
c
(11)
6 −
1
2
md
(10)
4
]
ǫνραβ(∂
ρHαν)(∂βvν)
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+[
c
(11)
7 −
1
2
d
(3)
4 −
1
2
md
(10)
5
]
ǫµραβ(∂
ρHαν)(∂νv
β)
−
[
c
(11)
8 −
1
2
d
(3)
4 + d
(7)
4 −
1
2
md
(10)
5
]
ǫµασβ(∂νH
αν)(∂σvβ)
−1
2
[
3d
(3)
4 +md
(10)
4
]
ǫαρνβ(∂
αHρ·µ)(∂
νvβ) (3.28)
Y 15µ ≡ −
[
mc
(13)
1 + d
(3)
1 +
1
2
d
(3)
3 −
1
2
md
(10)
2 −
1
2
md
(10)
3
]
Hµν(∂
ν∂αvα)
−
[
mc
(13)
3 +
1
2
d
(3)
3 −md(10)1
]
Hρσ(∂ρ∂σvµ)
+
1
2
[
1
2
d
(3)
3 + d
(4) +md
(10)
2 +md
(10)
3
]
Hνρ(∂µ∂νvρ)
−
[
mc
(13)
4 −
1
2
md
(3)
4 −md(10)5
]
ǫµαρβH
αν(∂ν∂
ρvβ) (3.29)
Y 16µ ≡ −
[
mc
(14)
1 −
1
2
d(4) − 1
2
d(6) +
1
2
d
(7)
1 −md(12)1 +
1
2
md(13)
]
(∂µΦ)(∂
αvα)
−
[
mc
(14)
2 +
1
4
d(4) +
1
2
d
(7)
2 −md(12)2 +
1
2
d(13)
]
(∂αΦ)(∂µvα)
+
1
2
[
d(4) − d(7)3
]
(∂νΦ)(∂νvµ)
+m
[
c
(14)
3 −
1
2
d
(7)
4 + d
(12)
3
]
ǫµναβ(∂
νΦ)(∂αvβ) (3.30)
Y 17µ ≡ −
[
mc(16) − 1
4
d(4) +
1
2
d
(8)
1 +
1
2
d
(8)
3 +
1
2
md(13)
]
(∂µ∂νΦ)v
ν (3.31)
Y 18µ ≡
[
d(1) −md(7)1 −md(8)2 +
1
2
md(9) − 1
2
m2d
(10)
2
]
vµ(∂
αvα)
+
[
d(1) −md(7)3 −md(8)1 −
1
2
m2d
(10)
3
]
vα(∂αvµ)
−
[
1
2
d(1) + d(2) +md
(7)
2 +md
(8)
3 +
1
2
md(9) +m2d
(10)
1
]
vα(∂µvα)
−m
[
d
(7)
4 + d
(8)
4 +
1
2
md
(10)
5
]
ǫµναβv
ν(∂αvβ) (3.32)
Y 19µ ≡
[
1
2
d
(3)
3 +
1
2
d(4) − d(8)3
]
vρ(∂µ∂νHνρ)−
[
1
2
d
(3)
3 + d
(8)
1
]
vρ(∂
ν∂ρHµν)
−
[
1
2
d
(3)
3 + d
(8)
2
]
vµ(∂µ∂ρH
νρ)−
[
d
(3)
4 + d
(8)
4
]
ǫµαρβv
β(∂α∂νH
νρ) (3.33)
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Y 20µ ≡
[
1
2
d(6) +md
(12)
1 +md
(12)
2 −md(13)
]
Φ(∂µ∂νv
ν) (3.34)
Y 21µ ≡
1
2
d
(10)
1 (∂
νvα)(∂µ∂νvα) +
1
2
[
d
(10)
2 + d
(10)
3 − d(13)
]
(∂µvν)(∂
ν∂ρvρ)
+
1
2
d
(10)
2 (∂νvµ)(∂
ν∂ρvρ) +
1
2
d
(10)
3 (∂
νvρ)(∂ν∂ρvµ)
−d(12)1 (∂νvν)(∂µ∂ρvρ)− d(12)2 (∂βvα)(∂µ∂αvβ)
+
1
2
d
(10)
4 ǫµραβ(∂
αvβ)(∂ρ∂νvν) +
1
2
d
(10)
4 ǫµραβ(∂
ρvν)(∂ν∂
αvβ)
+
[
1
2
d
(10)
4 + d
(12)
3
]
ǫρναβ(∂
αvβ)(∂µ∂
ρvν) +
1
2
d
(10)
5 ǫµραβ(∂νv
β)(∂ν∂ρvα) (3.35)
Y 22µ ≡ −
1
2
d(13)vα(∂µ∂α∂βv
β). (3.36)
We now impose the gauge invariance condition (2.46). It is sufficient to take T µ a tri-linear
expression in the fields Hµν ,Φ, uµ, u˜µ, Aµ verifying the following conditions:
UgT
µU−1g = Λ
µνTν , ∀g ∈ P
gh(T ) = 1
3 ≤ deg(T µ) ≤ 5. (3.37)
If we define
T˜ µ ≡ T µ −Xµ (3.38)
then we get from (2.46) and (3.13):
uµ Yµ + Z4 + Z6 = ∂µT˜
µ. (3.39)
The generic form for T˜ µ is
T˜ µ = uν T
µν + (∂ρuν) T
µνρ + (∂ρ∂σuν) T
µνρσ + d0u
µuν u˜ν + d1ǫ
µνρσuνuρu˜σ + S
µ (3.40)
where the expressions T µν , T µνρ, T µνρσ are bi-linear in the fields Hµν ,Φ, Aµ, the expression S
µ
is tri-linear in the ghost fields and of canonical dimension 5 and d0, d1 are constants. We have
by direct computation:
∂µT˜
µ = uν (∂µT
µν) + (∂ρuν) (T
ρν + ∂µT
µνρ) + (∂ρ∂σuν) (∂µT
µνρσ + T σνρ)
+(∂µ∂ρ∂σuν) T
µνρσ + d0 [(∂µu
µ)uν u˜ν + u
µ(∂µu
ν)u˜ν + u
µuν(∂µu˜ν)]
+d1ǫ
µνρσ [2(∂µuν)uρu˜σ + uνuρ(∂µu˜σ)] + ∂µS
µ. (3.41)
Let us write
T µνρσ = T µνρσ1 + T
µνρσ
2 (3.42)
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where the tensor T µνρσ1 does not contain terms with the factors η
µρ, ηµσ, ηρσ and T µνρσ2 collects
all terms containing at least one of these factors. The terms with the factor ηµρ can be discarded
if we redefine T µν . It follows that the generic form is
T µνρσ2 =
1
2
(ηµρT νσ2 + η
µσT νρ2 ). (3.43)
We also write
T µνρ = T µνρ1 + η
µρT ν (3.44)
where T µνρ1 collects all terms without the factor η
µρ.
Then we obtain from (3.41)
∂µT˜
µ = uν (∂µT
µν −m2T ν) + (∂ρuν) (T ρν + ∂µT µνρ1 + ∂ρT ν −m2T ρν2 )
+(∂ρ∂σuν) (∂µT
µνρσ
1 + T
σνρ
1 + ∂
ρT σν2 ) + (∂µ∂ρ∂σuν) T
µνρσ
1
+d0 [(∂µu
µ)uν u˜ν + u
µ(∂µuν)u˜
ν + uµuν(∂µu˜ν)]
+d1ǫ
µνρσ [2(∂µuν)uρu˜σ + uνuρ(∂µu˜σ)] + ∂µS
µ. (3.45)
It follows that the equation (3.39) is equivalent to the following system:
Sµρσ(T µνρσ1 ) = 0
T µνρ1+ = −∂σT σνρµ1 −
1
2
(∂ρT µν2 + ∂
µT ρν2 )
T ρν = −∂µT µνρ1 − ∂ρT ν +m2T ρν2
Y ν = ∂µT
µν −m2T ν
dQ [(∂µu
µ)uνu˜ν + u
µ)(∂µuν)u˜
ν + uµuν(∂µu˜ν)]
+d1ǫ
µνρσ [2(∂µuν)uρu˜σ + uνuρ(∂µu˜σ)] + (∂µS
µ)4 = Z4
(∂µS
µ)6 = Z6. (3.46)
Here we have written
T µνρ1 = T
µνρ
1+ + T
µνρ
1− (3.47)
where the two pieces have the following symmetry properties:
T µνρ1ǫ = ǫT
ρνµ
1ǫ ∀ǫ = ±. (3.48)
The expression (∂µS
µ)j contains the terms of canonical dimension j = 4, 6 of ∂µS
µ; the
expression (∂µS
µ)4 is proportional to the mass, so is zero in the massless case.
From the first four equations of the system (3.46) we obtain
Y ν = (∂2 +m2)(∂µT
µν
1 − T ν), (3.49)
so Yµ has the generic form
Yµ =
1
2
(∂2 +m2)Zµ (3.50)
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where Zµ is a Wick polynomial bilinear in the fields Hµν ,Φ, Aµ and verifies the following con-
ditions:
UgZ
µU−1g = Λ
µνZν , ∀g ∈ P
gh(T ) = 0
2 ≤ deg(T µ) ≤ 3. (3.51)
The generic form of Zµ is
Zµ = f1Φ(∂µΦ) + f2H
αβ(∂µHαβ) + f3Φ(∂
νHµν) + f4Hµν(∂
νΦ) + f5Hµν(∂ρH
νρ)
+f6H
νρ(∂ρHµν) + f7ǫµναβH
αρ(∂νHβ·ρ) + f8Φvµ + f9Hµνv
ν + f10vµ(∂αvα)
+f11v
α(∂µvα) + f12v
α(∂αv
µ) + f13ǫµναβv
α(∂νvβ). (3.52)
The basic equation (3.50) becomes now
Yµ = f1(∂
νΦ)(∂µ∂νΦ) + f2(∂
νHαβ)(∂µ∂νHαβ) + f3(∂ρΦ)(∂
ν∂ρHµν) + f4(∂ρHµν)(∂
ν∂ρΦ)
+f5(∂
σHµν)(∂ρ∂σH
νρ) + f6(∂
σHνρ)(∂ρ∂σHµν) + f7ǫµναβ(∂
σHαρ)(∂ν∂σH
β
·ρ)
+f8(∂
νΦ)(∂νvµ) + f9(∂ρHµν)(∂
ρvν) + f10(∂νvµ)(∂
ν∂αvα)
+f11(∂
νvα)(∂µ∂νvα) + f12(∂
νvα)(∂ν∂αv
µ) + f13ǫµναβ(∂
ρvα)(∂ρ∂
νvβ)− 1
2
m2Zµ.(3.53)
If we substitute here the expressions (3.14) - (3.36) we get the a system of equations of
78 equations for 73 the unknowns c(j), d(j), fj (37 + 23 + 13 = 73). One can solve this system
explicitly, the only non-zero coefficients are:
c(1) =
2
3
m2a− 1
3
m2b c(2) =
1
2
m2a c(3) = −3
4
m2a c(4) = −m2b c(5) = −m2a.
c
(6)
1 = −2a c(6)6 = −4a c(7)2 = 2a c(8) = 4a c(9) = a
c(10) = a c
(11)
2 = 4a c
(11)
3 = 4a c
(13)
3 = 4a c
(14)
2 = 2a
d(1) =
3
2
m2b d(2) = m2a d
(3)
1 = mb d
(3)
3 = −2mb d(4) = mb
d
(7)
1 = mb d
(7)
2 = −4ma−
1
2
mb d
(7)
3 = mb d
(8)
1 = mb d
(8)
2 = mb d
(8)
3 = −
1
2
mb
d(9) = 2mb d
(10)
1 = 4a− b d(10)2 = 2b d(10)3 = −2b (3.54)
and
f1 = −1
2
a f2 = −a f4 = −2a f5 = 4a f6 = 4a;
f9 = −mb f10 = b f11 = 2a− 1
2
b f12 = −b. (3.55)
here a, b ∈ R are arbitrary parameters. Now we can determine the expression Z6 i.e. the terms
tri-linear in the ghost fields and of canonical dimension 5:
Z6 = 4a u
α(∂µuν)(∂µ∂ν u˜α) (3.56)
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and the last equation of the system (3.46) admits a (non-unique) solution. One can choose the
“minimal” solution:
Sµ = 2a [uν(∂
µuρ)(∂
ν u˜ρ) + uν(∂
µuρ)(∂
ρu˜ν)− uνuρ(∂µ∂ν u˜ρ)] . (3.57)
Finally we consider the fifth equation (3.46). First we have the explicit expression:
Z4 ≡ −1
2
[
c(4) +md
(7)
2
]
(∂µuν)uµu˜ν − 1
2
[
c(4) +md
(7)
3
]
(∂νuµ)uµu˜ν
+
1
2
[
1
2
c(4) + c(5) − 1
4
m2c
(11)
2 −
1
2
m2c
(13)
3 −md(7)1
]
(∂νuν)uµu˜
µ
+
1
2
[
m2c
(11)
2 −m2c(11)3 −md(8)1 +md(8)3
]
uµuν(∂µu˜ν). (3.58)
It follows easily that we can take d1 = 0 in the expression (3.40) of T˜
µ. Then we get from
the fifth equation (3.46):
d0 = −2m2a− 3
4
m2b, (3.59)
so we get the result from the statement. 
We remark that the basic idea of solving the gauge invariance problem was to use the
equation (3.50) instead of the original gauge invariance condition (2.46); the equation (3.50) is
simpler because we do not need an ansatz for T µ; only an ansatz for Zµ is necessary.
The solution T (a) gives in the massless limit the usual gravity theory [29] plus the new term
4Hµν(∂µvρ)(∂νv
ρ). The usual choice is a = −1
4
.
One can re-express T (a) using the variables from (2.13); we have
Proposition 3.2 In the variables
hµν ≡ Hµν + 1
2
ηµνΦ h ≡ hµ·µ = 2Φ (3.60)
the expression T (a) from the preceding theorem is equivalent to:
T = hµν(∂µh)(∂νh)− 2hµν(∂µhρσ)(∂νhρσ)− 4hµν(∂ρhµσ)(∂σhνρ)
−2hµν(∂ρhµν)(∂ρh) + 4hµν(∂σhµρ)(∂σh·ρν )
+4(∂µh
µν)uρ(∂ρu˜ν)− 4hµν(∂µuρ)(∂ν u˜ρ) + 4hµν(∂µvρ)(∂νvρ)
−4m(∂µvν)uµu˜ν +m2
(
−4
3
hµνhµρh
·ρ
ν + h
µνhµνh− 1
6
h3
)
. (3.61)
In these conditions one can take in (2.46)
T (a)µ = u
ν [−(∂µh)(∂νh) + 2(∂µhρσ)(∂νhρσ)− 4(∂ρhρσ)(∂νhµσ)
+4(∂νh
ρσ)(∂ρhµσ)− 4(∂µvρ)(∂νvρ)]
+uµ
[
1
2
(∂νh)(∂
νh)− (∂νhρσ)(∂νhρσ)− 2(∂ρhνσ)(∂σhνρ) + 2(∂νvρ)(∂νvρ)
]
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+(∂ρuν)[4hρσ(∂
σhµν) + 4hµσ(∂νh
σ
·ρ) + 2hνρ(∂µh)− 4hρσ(∂µhσ·ν)]
−4(∂ρuµ)hνσ(∂νhρσ) + (∂ρuρ)[−h(∂µh) + 2hνσ(∂µhνσ)]
+2[uν(∂µu
ρ)(∂ν u˜ρ) + u
ν(∂νu
ρ)(∂µu˜ρ)− uµ(∂νuρ)(∂ν u˜ρ)]
+m2uµ
(
hνρhνρ − 1
2
h2
)
. (3.62)
Proof: It is convenient to start from the expression T above and make the substitution
Hµν ≡ hµν − 12ηµνΦ h ≡ 2Φ. Then one makes the transformations described at the begin-
ning of the proof of the preceding theorem, namely we get rid of derivatives appearing on uρ
subtraction total divergences. We also note that the fourth and the fifth terms from the expres-
sion of T can be eliminated if we use the identity (3.8) but have been included such that the
linear approximation of the Hilbert Lagrangian is reproduced [29]. We obtain the expression
T (a) from the statement of the theorem.
The computation of T
(a)
µ is not very difficult and provides an impressive check that the
preceding computations are right. It is not hard to obtain by direct computation that
dQT = i[uµt
µ + (∂νuµ)t
µν + (∂ν∂ρuµ)t
µνρ + s] (3.63)
where the expressions tµ, tµν , tµνρ are bi-linear in the fields hµν , vµ and s is tri-linear in the
ghost fields. We note that we have a certain freedom in choosing the expression tµνρ if we
do not impose symmetry in ν, ρ. Now, as in the proof of the preceding theorem, one makes
“integrations by parts” and rewrites the preceding expressions as follows:
dQT = i(u
µyµ + ∂
µxµ + s) (3.64)
where
yµ = tµ − ∂νtµν + ∂ν∂ρtµνρ; (3.65)
and
xµ = u
νxµν + (∂
ρuν)xµνρ
xµν ≡ tνµ − ∂ρtνρµ xµνρ ≡ tνµρ. (3.66)
By direct computation we can prove that
yµ = 0 (3.67)
It remains to prove that the expression sµ from the statement is such that s = ∂
µsµ and the
expression dQT above is exhibited as the total divergence from the statement. 
In the same way one can also re-express T (b) using the variables from (3.60); we have
Proposition 3.3 The expression T (b) from the preceding theorem is equivalent to:
T = −hµν(∂µvρ)(∂νvρ) + 2hµν(∂µvν)(∂ρvρ)− 1
2
v(∂ρv
ρ)2
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−2hµν(∂µvρ)(∂ρvν) + 1
2
h(∂µvρ)(∂
ρvµ)
+m
[
hµν(∂ρhµν)v
ρ − 1
2
h(∂ρh)v
ρ − 2hµν(∂νhµρ)vρ + hρν(∂νh)vρ
+
1
2
h(∂µhµρ)v
ρ + (∂ρv
ρ)uµu˜
µ − 1
2
(∂µvν)u
µu˜ν + (∂νvµ)u
µu˜ν + vνuµ(∂ν u˜µ)
+vµu
µ(∂ν u˜ν)− 1
2
vνuµ(∂µu˜ν) + 2vµvν(∂
µvν)
]
+m2
(
−1
3
hµνhµρh
·ρ
ν +
1
4
hµνhµνh− 1
24
h3 − hµνuµu˜ν
+
1
4
huµu˜µ +
3
2
hµνvµvν − 1
4
hvµvµ
)
(3.68)
In these conditions one can take in (2.46)
T (b)µ = u
ν
{
(∂µvρ)(∂νv
ρ)− (∂νvµ)(∂ρvρ)− 1
2
(∂µvν)(∂ρv
ρ)
+(∂νvρ)(∂
ρvµ) +
1
2
(∂µvρ)(∂
ρvν) +
1
2
vν(∂µ∂ρv
ρ)− 1
2
vρ(∂µ∂ρvν)
+m
[
−(∂ρhµρ)vν − hµν(∂ρvρ) + hµρ(∂νvρ) + hνρ(∂ρvµ)− 1
2
v(∂νvµ)
−(∂ρhµν)vρ + (∂νhµρ)vρ + 1
2
(∂µhνρ)v
ρ − 1
4
(∂µh)vν
−1
2
(∂νh)vµ +
1
4
h(∂µvν)− 1
2
hνρ(∂µv
ρ)
]
+m2
(
−5
2
vµvν + hµρh
·ρ
ν −
1
2
hµνh
)}
+uµ
{
−1
2
(∂νvρ)(∂
νvρ) +
1
2
(∂ρvρ)
2 − 1
2
(∂νvρ)(∂
ρvν)
+m
[
−hρσ(∂ρvσ) + 1
2
h(∂ρv
ρ) +
1
2
(∂ρh)v
ρ − 1
2
(∂ρhρσ)v
σ
]
+m2
(
−1
4
hρσh
ρσ +
1
8
h2 +
1
2
vνvν
)}
+m(∂ρuν)hµρvν
−1
2
(∂µuν)
[
vν(∂ρvρ)− vρ(∂ρvν)−m
(
hνρvρ − 1
2
hvν
)]
−3
4
m2uµuνu˜
ν . (3.69)
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4 Second Order Gauge Invariance
In this Section we consider the second order gauge invariance. For this we must construct
the chronological products T (x, y) and Tµ(x, y) such that the identity (3.39) is verified. The
construction procedure is well-known: one computes first the corresponding causal commuta-
tors [T (x), T (y)] and [Tµ(x), T (y)] and makes the substitution Dm(x − y) 7→ DFm(x − y) i.e.
one substitutes the causal Pauli-Jordan distribution by the corresponding Feynman propagator
and similar substitutions for the loop graphs; one obtains the expressions T F (x, y) and T Fµ (x, y)
which verify all Bogoliubov axioms but might spoil second order gauge invariance. To restore
it we must annihilate some anomalies and make finite renormalizations. These finite renormal-
izations must also preserve the power counting theorem which in this case says [29] that the
expressions T (x, y) and T µ(x, y) should be of the form
T (x, y) =
∑
j
tj(x− y)Wj(x, y) (4.1)
where Wj are Wick polynomials and tj are distributions such that one has
ω(tj) + deg(Wj) ≤ 6. (4.2)
The origin of the anomalies is explained in [12], [29]. One starts from the identity
dQ[T (x), T (y)] = i
∂
∂xµ
[T µ(x), T (y)] + i
∂
∂yµ
[T (x), T µ(y)] (4.3)
which follows from first order gauge invariance. If one substitutes expressions of the type (4.1)
for the causal commutators
D(x, y) =
∑
j
dj(x− y)Wj(x, y) (4.4)
then the preceding identity reduces to some identities verified by the distributions dj. When we
make the causal splitting of the these distributions, preserving the degree of singularity, some
of these identities are lost and we get anomalies. From tree Feynman graphs we get the identity
(∂2 +m2)Dm = 0, (4.5)
which cannot be split causally preserving the degree of singularity; indeed it is well known that
(∂2 +m2)DFm = δ(x− y). (4.6)
From loop graphs we get the identities
∂µD
µ
m1,m2
= −m22Dm1,m2 + ηµνDµνm1,m2 (4.7)
∂µD
µν
m1,m2
= −m21Dνm2,m1 + D˜µm1,m2 (4.8)
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∂µD˜
µν
m1,m2
= −m22Dνm1,m2 + D˜µm1,m2 (4.9)
where we have introduced the following distributions with causal support:
Dm1,m2 ≡ D(+)m1 D(+)m2 −D(−)m1 D(−)m2
Dµm1,m2 ≡ D(+)m1 ∂µD(+)m2 −D(−)m1 ∂µD(−)m2
Dµνm1,m2 ≡ ∂µD(+)m1 ∂νD(+)m2 − ∂µD(−)m1 ∂νD(−)m2
D˜µνm1,m2 ≡ D(+)m1 ∂µ∂νD(+)m2 −D(−)m1 ∂µ∂νD(−)m2 .
D˜µm1,m2 ≡ ∂νD(+)m1 ∂µ∂νD(+)m2 − ∂νD(−)m1 ∂µ∂νD(−)m2 . (4.10)
It is easy to prove that one can use the arbitrariness of the causal splitting of these distributions
such that one can eliminate all anomalies of the Ward identities (4.7) - (4.9). So it follows that
only tree Feynman graphs can produce anomalies.
We apply this strategy to the quantum gravity model from the preceding Section.
First we consider the theory given by the interaction Lagrangian T = T (a).
Theorem 4.1 The Lagrangian T = T (a) gives a theory gauge invariant in the second order
of the perturbation theory if we perform convenient finite renormalizations of the second-order
chronological products
T (x, y) = T F (x, y) + i δ(x− y)N(x) Tµ(x, y) = T Fµ (x, y) + i δ(x− y)i Nµ(x) (4.11)
where N and Nµ are some Wick polynomials. In particular:
N = 16hµνhρσ(∂ρhµν)(∂σh)− 8hµνhρσ(∂αhµν)(∂αhρσ)− 32hµνhνρ(∂αhρβ)(∂βhµα)
−32hµνhρσ(∂µhρα)(∂νhσ ·α) + 32hµνhνρ(∂αhµβ)(∂αhρβ) + 16hµνhρσ(∂αhµρ)(∂αhνσ)
−16hµνhνρ(∂αhµ·ρ)(∂αh) + 16uρ(∂ρu˜ν)uσ(∂σu˜ν)
+2m2
( 1
12
h4 − hµνhµνh2 + 8
3
hµνhνρh
ρ
·µh+ h
µνhµνh
ρσhρσ − 4hµνhνρhµσhρσ
)
. (4.12)
Proof: As it is known, the first step is to compute the causal commutator [T µ(x), T (y)].
The anomalies are produced by two types of terms in T µ(x) : (a) with the index µ appearing
in a derivative ∂µ; (b) with the index µ appearing in the combination hµρ. Inspecting the
expression from prop. 3.2 we have
Tµ = T1(∂µh) + T
αβ
2 (∂µhαβ) + T
ν
3 (∂µu˜ν) + T
ν
4 (∂µuν) + T
ν
5 (∂µvν)
+Sνρ(∂νhµρ) + S
ρhµρ + · · · (4.13)
where by · · · we mean terms which do not produce anomalies and we have defined:
T1 ≡ −uν(∂νh)− (∂ρuρ)h+ 2(∂ρuν)hνρ
T αβ2 ≡ 2
[
uλ(∂
λhαβ) + (∂λuλ)h
αβ − (∂λuα)hλβ − (∂λuβ)hλα
]
T ν3 ≡ 2uρ(∂ρuν)
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T ν4 ≡ −2uρ(∂ρu˜ν)
T ν5 ≡ −4uρ(∂ρvν)
Sνρ = 4
[
−uν(∂σhρσ) + uσ(∂σhνρ) + (∂σuρ)hνσ
]
Sρ = 4(∂σuλ)(∂
λhρσ); (4.14)
here we have imposed the symmetry condition
T ρσ2 = (ρ↔ σ). (4.15)
It is also convenient to denote
T2 ≡ T2;αβηαβ (4.16)
with the explicit expression
T2 = −2T1. (4.17)
One has to compute the commutator of ∂µh, ∂µhαβ, ∂µu˜ρ, ∂µuρ, ∂µAρ with the 12 linear
independent Wick monomials which appear in the expression of the total coupling T . Using
the causal (anti)commutation relations from Section 4 we get :
[∂µh(x), T (y)] = i ∂µDm(x− y)D1(y) + i ∂µ∂νDm(x− y)Dν1(y)
[∂µH
αβ(x), T (y)] = i ∂µDm(x− y)Dαβ2 (y) + i ∂µ∂νDm(x− y)Dαβ;ν2 (y)
[∂µu˜
ρ(x), T (y)] = i ∂µDm(x− y)Dρ3(y) + i ∂µ∂νDm(x− y)Dρ;ν3 (y)
[∂µu
ρ(x), T (y)] = i ∂µDm(x− y)Dρ4(y) + i ∂µ∂νDm(x− y)Dρ;ν4 (y)
[∂µv
ρ(x), T (y)] = i ∂µDm(x− y)Dρ5(y) + i ∂µ∂νDm(x− y)Dρ;ν5 (y) (4.18)
where
D1 = −(∂ρh)(∂ρh) + 2(∂ρhαβ)(∂ρhαβ)− 4(∂αhβλ)(∂βhαλ)
−4(∂ρuσ)(∂ρu˜σ) + 4a (∂ρvσ)(∂ρvσ) (4.19)
Dν1 = −4hνρ(∂ρh) + 8hρσ(∂ρhνσ) + 2h(∂νhσ)− 4uρ(∂ρu˜ν). (4.20)
Dαβ2 = Dαβ2 +D2ηαβ, (4.21)
where
Dαβ2 = −(∂αh)(∂βh) + 2(∂αhσλ)(∂βhσλ) + 4(∂ρhσα)(∂σhρβ)
+2(∂ρhαβ)(∂ρh)− 4(∂ρhσα)(∂ρhβ·σ) + 2(∂αuρ)(∂β u˜ρ) + 2(∂βuρ)(∂αu˜ρ)
−4(∂αvρ)(∂βvρ) + 2m2
(
2vραhβ·ρ − vαβh
)
(4.22)
and
D2 = −1
2
(∂ρh)(∂ρh) + (∂
ρhαβ)(∂ρhαβ)− 2(∂αhβλ)(∂βhαλ)− 2(∂ρuσ)(∂ρu˜σ)
]
+2(∂ρvσ)(∂ρvσ) +m
2
(
−hαβhαβ + 1
2
h2
)
, (4.23)
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Dαβ;ν2 = Dαβ;ν2 + ηαβDν2 (4.24)
with
Dαβ;ν2 = −4(∂ρhαβ)hνρ − 4(∂αhνσ)hβ·σ − 4(∂βhνσ)hα·σ
−2hαβ(∂νh) + 4hαρ(∂νhβ·ρ) + 4hβρ(∂νhα·ρ) + 2ηανuρ(∂ρu˜β) + 2ηβνuρ(∂ρu˜α) (4.25)
Dν2 = 4(∂
ρhνσ)hρσ + h(∂
νh)− 2hρσ(∂νhρσ)− 2uρ(∂ρu˜ν)
]
(4.26)
Dρ3 = −4
[
(∂σhλσ)(∂
ρu˜λ)−m(∂ρvσ)u˜σ
]
(4.27)
Dρ;ν3 = −4hνσ(∂σu˜ρ) (4.28)
Dρ4 ≡ 4m(∂σvρ)uσ (4.29)
Dρ;ν4 ≡ 4
[
(∂σh
ρσ)uν − hνσ(∂σuρ)
]
(4.30)
Dρ5 ≡ 0 (4.31)
Dρ;ν5 ≡ 2
[
−2hνσ(∂σvρ) +muν u˜ρ
]
. (4.32)
One also has:
[hµρ(x), T (y)] = i ∂µDm(x− y)Eρ(y) + · · ·
[∂νhµρ(x), T (y)] = i ∂µ∂νDm(x− y)Eρ(y) + · · · (4.33)
with
Eρ = 2u
σ(∂σu˜ρ). (4.34)
From these formulæ we obtain
[T µ(x), T (y)] = i ∂µDm(x− y)A(x, y) + i ∂µ∂νDm(x− y)Aν(x, y) + · · · (4.35)
where
A(x, y) ≡ T1(x)D1(y) + T αβ2 (x)D2;αβ(y) +
5∑
j=3
T νj (x)Dj;ν(y) + S
ρ(x)Eρ(y) (4.36)
and
Aν(x, y) ≡ T1(x)Dν1(y) + T2;αβ(x)Dαβ;ν2 (y) +
5∑
j=3
Tj;ρ(x)D
ρ;ν
j (y) + S
νρ(x)Eρ(y) (4.37)
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where
D1 ≡ D1 − 2D2
Dν1 ≡ Dν1 − 2Dν2 . (4.38)
From formula (4.35) we get the anomaly
a(x, y) = δ(x− y)A(x) + [∂νδ(x− y)]Aν(x, y) (4.39)
By integration by parts we can rewrite this as follows:
a(x, y) = δ(x− y)A(x)− ∂yν
[
δ(x− y)Aν(y)
]
(4.40)
with
A(x) ≡ A(x) + ∂yνAν(x, y)|y=x
Aν(x) ≡ Aν(x, x) (4.41)
From the preceding formulæ we get
A = T1D˜1 + T2;αβD˜αβ2 +
5∑
j=3
Tj;ρD˜
ρ
j + S
ρEρ + S
νρ(∂νEρ) (4.42)
where
D˜j ≡ Dj + ∂νDνj j = 1, 2
D˜j ≡ Dj + ∂νDνj j = 3, 4, 5, 6 (4.43)
The total anomaly comes from the two commutators [T µ(x), T (y)] + [T µ(y), T (x)] and is
A(x, y) = a(x, y) + a(y, x). (4.44)
Now, the second-order gauge invariance condition (2.45) for n = 2 is fulfilled iff one can write
this anomaly as follows:
A(x, y) = 2idQN(x, y) + ∂xµNµ(x, y) + ∂yµNµ(y, x) (4.45)
where N(x, y) and Nµ(x, y) are quasi-local Wick polynomials. One can show rather easily that
this condition is equivalent to:
A = idQN + ∂µNµ (4.46)
for some Wick polynomials (in one variable) N and Nµ of ghost number 0 and resp. 1; here A
is given by the first formula (4.41). From power counting considerations (4.2) one also has the
limitations
deg(N), deg(Nµ) ≤ 6. (4.47)
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The condition (4.46) is the basic condition which we will investigate from now on; it splits
in distinct conditions for different sectors.
a) We consider first the part Auhhh of the anomaly which is linear in uµ and tri-linear in
the field hαβ . From the expression of the anomaly we have
Auhhh = uµAµ + (∂µuµ)A+ (∂νuµ)Aµν (4.48)
where
Aµ ≡ −(∂µh) D˜1 + 2(∂µhαβ) D˜hh2;αβ
A ≡ −hD˜1 + 2hαβD˜hh2;αβ
Aµν ≡ 2hµνD˜1 − 4h·ρµ D˜hh2;νρ. (4.49)
By the symbol hh as an index means that we consider only the bi-linear part in hαβ of the
corresponding expression. We want to find out if it is possible to write
Auhhh = idQN1 + ∂µNµ1 (4.50)
for some Wick polynomials N1 and N
µ
1 of ghost numbers 0 and resp. 1. We will not consider
the generic form of N1 and N˜
µ
1 ; instead, we make the following ansatz
N˜µ1 = uν t
µν + (∂ρuν) t
µνρ (4.51)
where the expressions t··· are tri-linear in the fields hαβ , have null ghost number and are limited
by the power counting conditions
deg(tµν) ≤ 5, deg(tµνρ) ≤ 4; (4.52)
we will also suppose that the expression tµνρ does not contain terms with the factor ηµρ.
If we consider in N1 only terms of the type hh(∂h)(∂h) and hhhh, we have the following
generic expressions of dQN1:
i dQN1 = (∂
νuµ) Bµν + (∂ν∂ρuµ) Bµνρ (4.53)
where the expressions B··· are tri-linear in the fields hαβ , have null ghost number and are limited
by the power counting conditions
deg(Bµν) ≤ 5, deg(Bµνρ) ≤ 4; (4.54)
we can suppose that the expression Bµνρ is symmetric in ν, ρ.
The explicit expressions for B... follow from the generic ansatz for N1; they depend on some
unknown coefficients which are to be determined. We substitute everything in the equation
(4.50) and get the following system:
Aµ = ∂νt
νµ
Aµν + ηµνA = Bµν + tνµ + ∂ρtρµν
Bµνρ + Sνρtνµρ = 0 (4.55)
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From the last equation we can determine tµνρ (if we suppose that it is symmetric in µ and
ρ). We substitute in the second equation of the system and determine tµν . Finally we substitute
this in the first equation of the system; it turns out that the system is consistent iff the following
equation is true:
Aµ − ∂νAµν − ∂µA = −∂νBµν + ∂ν∂ρBµνρ. (4.56)
This is the basic equation which we now analyze. The expressions from the left hand side
can be computed explicitly from the formulæ (4.49). The general strategy is to make an ansatz
for N1, compute the expressions B... and compute the right hand side of the equation. Then we
get a system for the unknown coefficients of the finite renormalization N1.
The ansatz for N1 can be guessed analyzing different contributions appearing in Auhhh and
it is
N1 = f1h
µνhρσ(∂ρhµν)(∂σh) + f2h
µνhρσ(∂αhµν)(∂
αhρσ)
+f3h
µνhνρ(∂
αhρβ)(∂βhµα) + f4h
µνhρσ(∂µh
ρα)(∂νhσ
·α)
+f5h
µνhνρ(∂
αhµβ)(∂αh
ρβ) + f6h
µνhρσ(∂αhµρ)(∂
αhνσ)
+f7h
µνhνρ(∂
αhµ
·ρ)(∂αh) + f8h
4 + f9h
µνhµνh
2
+f10h
µνhνρh
ρ
·µH + f11h
µνhµνh
ρσhρσ + f12h
µνhνρhµσh
ρσ; (4.57)
after performing the computation of dQN1 we see that the expression Bµνρ does not have terms
with the factor ηνρ so tµνρ = −Bνµρ does not have terms with the factor ηµρ; this is consistent
with the ansatz we have made for tµνρ. The consistency equation (4.56) gives after long but
straightforward computations:
f1 = 8 f2 = −4 f3 = f4 = −16 f5 = 16 f6 = 8 f7 = −8
f8 =
1
12
m2 f9 = −m2 f10 = 8
3
m2 f11 = m
2 f12 = −4m2. (4.58)
b) We consider now the contribution Auuu˜h of the anomaly which is tri-linear in the ghost
fields and linear in the field hαβ. The explicit expression is:
Auuu˜h = 8
[
uλ(∂
λhαβ) + (∂λuλ)h
αβ − (∂λuα)hλβ − (∂λuβ)hλα
]
×
[
(∂αuρ)(∂β u˜
ρ) + (∂αuρ)(∂
ρu˜β) + u
ρ(∂α∂ρu˜β)
]
−8uλ(∂λuν)
[
(∂σh
ρσ)(∂ν u˜ρ) + (∂σh
ρσ)(∂ρu˜ν) + h
ρσ(∂ρ∂σu˜ν)
]
−8uλ(∂λu˜ν)
[
(∂ρ∂σhνσ)uρ + (∂
σhνσ)(∂ρu
ρ)− (∂ρhρσ)(∂σuν)− hρσ(∂ρ∂σuν)
]
+8(∂νuλ)(∂
λhνρ)uσ(∂σu˜ρ)
+8
[
−uν(∂λhρλ) + uλ(∂λhνρ) + (∂λuρ)hνλ
]
×
[
(∂νu
σ)(∂σu˜ρ) + u
σ(∂ν∂σu˜ρ)
]
. (4.59)
We want to write this expression in the form
Auuu˜h = i(dQN2)uuu˜h + ∂µNµ2 . (4.60)
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We make the ansatz
N2 = f13u
ρ(∂ρu˜
ν)uσ(∂σu˜ν). (4.61)
It is convenient to re-write the preceding formula (using “partial integration”) as follows:
Auuu˜h − i(dQN2)uuu˜h = ∂µNµ2 + hαβUαβ (4.62)
where Uαβ is tri-linear in the ghost fields. One can obtain after some computations that one
can fix the constant f13 such that U
αβ = 0; namely we must have
f13 = 16. (4.63)
c) The contribution linear in the field vµ of the anomaly is
Av = 8m
[
uσ(∂σuν) + (∂σu
σ)uν
]
(∂νvρ)u˜ρ. (4.64)
We have to subtract from this expression the contribution linear in vµ from dQN2. The
result is a divergence:
Av = i(dQN2)v + ∂µNµ3 Nµ3 ≡ 8muµuν(∂νvρ)u˜ρ. (4.65)
d) Now we consider the contribution bi-linear in the field vµ; we have
Avv = −8
[
uρ(∂
ρhαβ) + (∂ρuρ)h
αβ − (∂ρuα)hρβ − (∂ρuβ)hρα
]
(∂αvσ)(∂βv
σ)
+16uρ(∂
ρvν)
[
(∂λh
λσ)(∂σvν) + h
λσ(∂λ∂σvν)
]
. (4.66)
One can write this expression as a total divergence:
Avv = ∂µNµ4
Nµ4 ≡ −8
[
uµhαβ(∂αvρ)(∂βv
ρ)− 2uρhµν(∂ρvσ)(∂νvσ)
]
. (4.67)
This finished the proof of the theorem. 
We now consider the general case (i.e. b 6= 0). It is sufficient to consider the first two
sectors. The sector uhhh modifies only the values of the coefficients fj . The anomaly Auhhh
acquires the following expression: in (4.48) + (4.49) we have
D˜1 = · · ·+ 1
2
m2b
(
hρσh
ρσ − 1
2
h2
)
D˜αβ;HH2 = · · ·+m2b
(
hαρhρ
·β − 1
2
hαβh
)
(4.68)
where by · · · we mean the corresponding expressions from the case a = 1, b = 0 multiplied by
a2. If we perform the same computations as in the preceding theorem we obtain the new values
of the coefficients fj:
f1 = 8a
2 f2 = −4a2 f3 = f4 = −16a2 f5 = 16a2 f6 = 8a2 f7 = −8a2
f8 =
1
12
(
a2 +
1
4
ab
)
m2 f9 = −
(
a2 +
1
4
ab
)
m2 f10 =
8
3
(
a2 +
1
4
ab
)
m2
f11 =
(
a2 +
1
4
ab
)
m2 f12 = −4
(
a2 +
1
4
ab
)
m2. (4.69)
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The sector uuu˜h gives the following expression of the anomaly:
Auuu˜h = · · ·+m2abA1 + 1
16
m2b2A2 (4.70)
where
A1 ≡ 1
2
[
−uλ(∂λh)− (∂λuλ)h+ 2(∂λuν)hλν
]
uρu˜ρ
+2
[
uλ(∂
λhαβ) + (∂λuλ)h
αβ − (∂λuβ)hλα − (∂λuα)hλβ
]
uαu˜β
+2uλ(∂
λuρ)
(
hρσu˜
σ − 1
4
hu˜ρ
)
−2uλ(∂λu˜ρ)
(
hρσu
σ − 1
4
huρ
)
, (4.71)
A2 ≡ h
[
uρ(∂λuλ)u˜ρ − 2uρ(∂λuρ)u˜λ)− 2uρ(∂ρuλ)u˜λ)
]
−2hρσ
[
uσ(∂
λuλ)u˜ρ − 2uσ(∂λuρ)u˜λ)− 2uσ(∂ρuλ)u˜λ)
]
, (4.72)
where by · · · we mean the expression (4.59) multiplied by a2. If we try to write the total
anomaly as a total divergence + coboundary, we obtain in the end: b = 0.
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5 Conclusions
The evidence for a dark energy in our Universe motivates the introduction of the cosmological
constant Λ into Einstein’s equations. The corresponding Einstein - Hilbert Lagrangian is given
by
LE = − 2
κ2
√−g(R− 2Λ), κ2 = 32πG (5.1)
where G is Newton’s constant and g = det(gµν). We want to expand this in powers of κ. For
this purpose it is convenient to use the so-called Goldberg variables
g˜µν =
√−ggµν , g˜µν = (−g)−1/2gµν . (5.2)
Now we write this metric tensor as
g˜µν = ηµν + κhµν (5.3)
g˜µν = ηµν − κhµν + κ2hµαhα·ν − κ3hµαhαβhβν + . . .
= ηµλ(δ
λ
ν − κhλ·ν + κ2hλ·αhα·ν − κ3hλ·αhαβhβν + . . .) (5.4)
Then we can expand the determinant g and the Ricci scalar R in (1) in powers of κ; details
can be found in [29], Sect.5.5.
The first four orders in κ, i.e. O(κ−2, . . . O(κ2) come out to be:
LE =
4Λ
κ2
+
2
κ
(∂2h− ∂α∂βhαβ + Λh)
+
1
2
(∂γhαβ)(∂
γhαβ)− 1
2
∂γh)(∂
γh) + (∂αh
αβ)(∂βh)− (∂γhαβ)(∂αh·γβ )
+Λ
(1
2
h2 − hαβhαβ
)
+κ
[
L(1) + 4Λ
(1
6
hαβhβγh
γ
·α −
1
8
hαβhαβh+
1
48
h3
)]
+κ2
{
L(2) + 4Λ
[ 1
32
(
hαβhαβ
)2
+
1
12
hhαβhβγh
γ
·α −
1
32
h2hαβhαβ +
1
4!
h4
16
− 1
8
hαβhβγh
γνhνα
]}
(5.5)
Here the terms L(1) and L(2) without Λ are the same as in the ordinary massless gravity:
L(1) ≡ −1
4
hαβ(∂αh)(∂βh) +
1
2
hµν(∂µh
αβ)(∂νh
αβ) + hαβ(∂νh
αµ)(∂µh
βν)
+
1
2
hµν(∂αh
µν)(∂αh)− hµν(∂ρhαµ)(∂ρhαν) (5.6)
L(2) ≡ −hαρhρ·β(∂νhαµ)(∂µhβν)−
1
2
hρβh
β
·γ(∂αh
ργ)(∂αh)
−1
4
hµν(∂αh
µν)hργ(∂
αhργ) +
1
2
hµν(∂αh
µν)hαβ(∂βh)− hαρ(∂µhρ·γ)(∂νhαγ)hµν
+hρβh
β
·γ(∂µh
αρ)(∂αh
γ
·α) +
1
2
hαρhβγ(∂µh
αγ)(∂µhβρ). (5.7)
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The terms O(κ−2) and O(κ−1) in the Lagrangian (5.5) are irrelevant because they give no
equation of motion. The term O(κ0) and quadratic in h
L(0) ≡ 1
2
(∂µhαβ)(∂µhαβ)− (∂µhαβ)(∂βhµ·α)−
1
4
(∂αh)(∂
αh) + Λ
(h2
2
− hαβhαβ
)
(5.8)
gives the following Euler-Lagrange equation
∂2hαβ − ∂µ(∂βhαµ + ∂αhβµ)− 1
2
ηαβ∂2h− Λ(ηαβh− 2hαβ) = 0. (5.9)
Taking the trace we find
∂µ∂αh
αµ = −1
2
∂2h− Λh. (5.10)
Differentiating (5.9) by ∂α and substituting (5.10) we derive the Hilbert gauge condition
∂αh
αβ = 0. (5.11)
Then (5.10) reduces to the Klein-Gordon equation
∂2h + 2Λh = 0 (5.12)
and from (5.9) we obtain the Klein-Gordon equation for the tensor field
∂2hαβ + 2Λhαβ = 0 (5.13)
This means the graviton becomes massive with mass
m2 = 2Λ. (5.14)
Taking the current value of Λ one finds a tiny mass (≈ 10−32 eV) for the graviton, so that
our massive theory passes all direct tests of general relativity. However, gravitational radiation
requires a thorough investigation.
The cubic part O(κ1) in (5.5) gives the coupling. Using (5.14) this agrees exactly with the
pure graviton coupling terms in (3.61), if we multiply with an overall factor −4. Similarly,
the pure graviton couplings in the quartic part O(κ2) agree with (4.12) without the ghost
terms, if we multiply by 16. This shows that our massive gravity is the quantum gauge theory
corresponding to classical gravity with a cosmological term. Of course, the ghost couplings
cannot be derived from the simple Lagrangian above. To guess the right Lagrangian with ghost
fields (fermionic and bosonic) is not quite straightforward. The best way to deduce the full
theory is quantum gauge invariance, instead of some classical heuristics.
In spin 1 gauge theories with massive gauge fields a Higgs field is necessary to ”generate”
the masses. In the framework of quantum gauge theory it is simply needed to restore gauge
invariance to second order [29]; first order gauge invariance holds without the Higgs couplings.
It was a surprise for us when we found that massive gravity is gauge invariant to first and
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second order without a Higgs field. In a way this is even disappointing because a gravitational
Higgs field would be a nice candidate for the non-barionic dark matter.
A last remark is concerned with the mass zero limit of our theory. As noticed above, in
the limit m → 0 the bosonic ghost vµ does not completely decouple from the graviton. In
fact, the term 4hµν(∂µvρ)(∂νv
ρ) survives in (3.61). That means the resulting massless theory is
not identical with usual quantum gravity as discussed in [29], for example. This leads to the
conclusion that there exists at least two different quantum gauge theories which correspond to
classical (massless) general relativity, one with an additional Bose field vµ and one without.
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