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Abst rac t - - In  this paper, a nonautonomous predator-prey model with diffusion and continuous 
time delay is studied, where all parameters are time-dependent. The system, which is composed of 
two Lotka-Volterra patches, has two species: one can diffuse between two patches, but the other is 
confined to one patch and cannot diffuse. It is proved that the system is uniformly persistent under 
appropriate conditions. Furthermore, sufficient conditions are established for global stability of the 
system. 
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1. INTRODUCTION 
One of the most interesting questions in mathematical biology concerns the survival of species 
in ecological models. In this paper, we consider a nonautonomous system composed of two 
species predator-prey with diffusion and continuous time delay. For general O.D.E.s without ime 
delay, Levin [1] first established this kind of model for the autonomous Lotka-Volterra system. 
Furthermore, Kishimoto [2] and Takeuchi [3] also studied these kinds of models, but all the 
coefficients inthe system they studied are constants. Song and Chen [4] extended the autonomous 
Lotka-Volterra system to a two-species nonantonomous diffusion Lotka-Volterra system, but still 
without time delay, and investigated persistence of the populations and periodic behavior of 
the system. Since time delays occur so often in nature, a number of models in ecology can be 
formulated as a system of differential equations with time delays. One of the most important 
problems for this type of system is to analyse the effect of time delays on the stability of the 
system. From the literature on ecological models with time delays, we have known that for some 
systems [5,6], the stability switches many times and the system will eventually become unstable 
when time delays increase. While for other systems [7], there will be no change in uniform 
persistence or permanence of the system when the time delays vary. Uniform persistence or 
permanence oncerning the long time survival of a population is a more important concept of 
stability from the viewpoint of mathematical ecology. 
In this paper, we extend the system of [4] to the system with time delay. Thus, the model 
includes not only the dispersal processes, but also some of the past states of the system. We 
investigate the effect of both spatial and time delay factors on the stability of the system. We 
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determine sufficient conditions on the parameters of the model that ensure uniform persistence 
and global asymptotic stability of the system. 
2. MODEL AND BACKGROUND CONCEPT 
In this paper, we consider the following Lotka-Volterra population model: 
Xl = Xl (al(t) -- bl(t)Xl - c(t)y) + Dl(t) (x2 - Xl), 
±2 = x2 (a2(t) - b2(t)x2) + O2(t) (Xl - x2), 
= y (-d(t) + q(t)  - [ °  k(s)y(t + 
\ J-r / 
(2.1) 
where x 1 and y are the population density of prey species x and predator species y in patch 1, 
and x2 is the density of prey species x in patch 2. Predator species y is confined to patch 1, while 
the prey species x can diffuse between two patches. Di(t)(i = 1, 2) are diffusion coefficients of 
species x. 
Now we let f l  = inf{f(t) : t • R} and fm= sup{f (t) : t • R}, for a continuous and bounded 
function f(t). 
In system (2.1), we always assume the following. 
ASSUMPTION (HI). ai(t),bi(t), D~(t) (i = 1, 2) c(t),d(t), e(t), q(t), and ~(t) are continuous and 
strictly positive functions, which satisfy 
min (a~,b~, ~,Izji, cl ,el ,a'l, ql,]gl } > O, 
i----1,2 " 
m Tr$ max {a i , b i , D i , c m, d m, e m, qm, ]gm} < oo. 
i=1,2 
ASSUMPTION (H2). k(s) > 0 on [-r, 0], (0 <_ r < oo), and k(s) is a piecewise continuous and 
normalized function such that fo r k(s) ds = 1. 
We adopt the following notations and concepts throughout this paper. 
Le tx=(x l ,  x2, y )•R~={x•R3:x i _>0( i= l ,2 ) ,  y_>0}. Denotex>0i fx• In tR  3. 
For ecological reasons, we consider system (2.1), only in Int R 3. 
Let C + = C([-r,0]; R 3) denote the Banach space of all nonnegative continuous functions 
with 
[[¢[[ = sup [¢(s)[, for ¢ • C +. 
s6[-r,0] 
Then, if we choose the initial function space of system (2.1) to be C +, it is easy to see that, for 
anY ¢ = (¢1, ¢2, ¢3) • C + and ¢(0) > 0, there exists a • (0, oo) and a unique solution x(t, ¢) 
of system (2.1) on [-r ,  a), which remains positive for all t • [0, a), such solutions of system (2.1) 
are called positive solutions. Hence, in the rest of this paper, we always assume that 
¢ • c +, #(0) > o. (2.2) 
DEFINITION. System (2.1) is said to be uniformly persistent if there exists a compact re ,  on 
D C f(R~) such that every solution x(t) = (zl(t), x2(t), 9(t)) of system (2.1) with initial condi- 
tion (2.2) eventually enters and remains in the reg/on D. 
In this paper, a positive solution of (2.1) is called globally asymptotically stable if it is stable 
and attracts all positive solutions. 
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3. UNIFORM PERSISTENCE 
LEMMA 3.1. Let z(t) = {xl(t), x2(t), y(t)} denote any positive solution of system (2.1) with the 
initial conditions (2.2). Then there exists a T > 0 such that 
x~(t)<_M1, (i = 1,2), y(t)<_M2, [ort>_T, (3.1) 
where  
PROOF. We define 
MI > M~, M2 > M~, 
; a~ a~ } emM~ 
M~=max [ 51' bt2 ' M~= at 
(3.2) 
V(t) = max{xt(t), x2(t)}. 
Calculating the upper-right derivative of V along the positive solution of system (2.1), we have 
the following. 
(P1). If xl(t) > x2(t) or xl(t) = x2(t) and ±l(t) > ±~.(t), 
D+V(t )  = Xl ( t )  ---~ Xl (a l ( t )  -- bl(t)Xl  - c(t)y)  + Dl ( t )  (x2 - X l )  
_< x l ( t ) [a l ( t )  - bl( t )x l ( t ) ]  
<_ Xl (t)[a~' - b~ z l  (t)]. 
(P2). If xl(t) < x2(t) or xl(t) = x2(t) and ±l(t) < ±2(t), 
D+V(t )  = ±2(t) = x2 (as(t)  - b~(t)x2) + D2(t)  (x l  - x2) 
<_ z:(t) [a2(t) - b2(t)z2(t)] 
< ~(t )  [a~ - b~( t ) ] .  
From (P1) and (P2), we derive 
D+V(t) <_ xi(t) [a? - b~xi(t)] , (i = 1 or 2). (3.3) 
From (3.3), we can obtain the following. 
(I) If max{xl(0), x2(0)} _< M1, then max{xl(t), x2(t)} _< M1 t _> 0. 
(II) If max{xl(t),x2(t)} > M1, and let -a  = max~=l,2{Ml(a~ n -b[M1)} (a > 0), we consider 
the following three possibilities: 
(i) V(0) = xl(0) > M1, (xl(0) > x2(0)); 
(ii) Y(0) = x2(0) > M1, (xx(0) < x2(0)); 
(iii) V(0) = xl(0) = x2(0) > M1. 
If (i) holds, then there exists e > 0, such that i f t  6 [0,e), V(t) > M1, and we have 
D+V(xl(t),x2(t)) = ~l(t) < -a  < O. 
If (ii) holds, then there exists e > 0, such that if t 6 [0, e), V(t) = x2(t) > M1, and also we 
have 
D+Y(xt (t), x2(t)) = ±2(t) < -a  < 0. 
If (iii) holds, then there exists e > 0, such that if t 6 [0,e), V(t) = Xl(t) > M1 or V(t) = 
x2(t) > M1. Similar to (i) and (ii), we have 
D+V(zl(t), x2(t)) -- ±i(t) < -a  < 0, (i = 1 or 2). 
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From investigating the above (i), (ii), and (iii), we can conclude that if V(0) > 11/1, then V(t) is 
strictly monotone decreasing with speed at least a, so there exists T1 > 0 if t > T1, we have 
V(t) = max{xl(t), x2(t)} _<: M1. 
In addition, from the third equation of system (2.1), we obtain 
jr(t) <_ y(t) (emMl - qly(t)) . (3.4) 
Suppose y(t) is not oscillatory about (emM1)/q l, that is, there exists a 7"2 > O, such that 
or  
emM1 
y(t) > qZ ' for t > T2 (3.5) 
e~M1 
y(t) < ql ' for t > T2. (3.6) 
If (3.6) holds, then (3.1) follows. 
Suppose (3.5) holds; we can choose M2, such that y(t) > M2 > 9ernM1)/q I > M~ and emM1 - 
qIM2 < 0, if we let -13 = M2(emMl - qlMa) (/~ > 0), then ~(t) < -f~ < 0. Hence, in this case, 
y(t) is strictly monotone decreasing with speed at least/~. So there exists T2 > 0, such that 
y(t) < !1/I2, if t >_ T2. 
Suppose that y(t) is oscillatory about (emM1)/qZ; let y(t) denote an arbitrary local maximum 
of y(t). It is easy to see from (3.4) that 
0= dy(~;) < y(~) (emM 1 _qly(~))  
dt - 
(3.7) 
and this implies 
em M1 
y (i) < q--T- (3.8) 
Since y(t) is an arbitrary local maximum of y(t), we can conclude that y(t) < M2 holds eventually. 
Let T = max(T1, T2 }; then 
xi(t) <_ 3//1, (i = 1, 2), y(t) <_ M2, for t _> T. 
The proof is complete. 
We let m~ = min((a I - cmM~)/b~, al2/b~}. 
THEOREM 1. Suppose that system (2.1) satisfies the following. 
ASSUMPTION (Ha). (alql)/(cme m) > M~. 
ASSUMPTION (H4). elm~ > d m + 13mM~. 
Then system (2.1) is uniform/y persistent. 
PROOF. Suppose z(t) = (xl(t), x2(t), y(t)) is a solution of system (2.1) which satisfies (2.2). 
According to the first two equations of system (2.1) and Lemma 3.1, if t > T, we can obtain 
~1 _> ~1 (a~ - e"'M~ - bT~, )  + D , ( t )  (~  - ~,), 
b'~ ±2 >_ x2 (a~ - 2 x2) + D2(t)(Xl - -  X2) .  
(3.9) 
From (3.2) and (Ha), we know a~ - cmM~ > 0 holds. Also from the proof of Lemma 3.1, we 
obtain that M2 can be chosen close to M~ enough to make a~ - craM2 > 0 hold. 
Let m~ min{(azl cmM~)/b~, I m . = - a2/b 2 }, we choose ml as 0 < ml < m~. 
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Define Vl(t) = min(xl(t), x2(t)}. Then calculating the lower-right derivative of Vt(t) along 
the positive solution of system (2.1), similar to the discussion for the inequality (3.3), it is easy 
to obtain 
f xl(t) [all - cmM~ - b~nxl(t)], (i = 1), 
D+VI(t) ±~(t) > (3.10) 
- ]. x2(t) [hi2 - b~x2(t)], (i = 2), for t _> T. 
From (3.10), we can derive the following. 
(I) If VI(0) = min{xl(0), x2(0)} > ml, then min{xl(t), x2(t)} _> ml t > 0. 
(II) If VI(0) = min{xy(0), x2(0)} < ml, and let # = min{xl(0)(atl-CmM2-b~ml),  x2(0)(a~- 
b~ml)},  there are three cases: 
(i) v (0) = Zl(0) < ml,  (xl(0) < z2(0)); 
(ii) 111(0) =- x2(0) < ml, (x2(0) < Xl(0)); 
(iii) VI(0) = xl(0) = x2(0) < ml. 
If (i) holds, then there exists e > 0, such that if t E [0, e), we have Vl(xl(t),  x2(t)) = xl(t), and 
D+VI(t) = ±l(t) > # > 0. 
If (ii) holds, similar to (i), there exists [0, e), such that if t 6 [0, e), we have Vl(xl(t) ,x2(t))  = 
x2(t), and D+VI(t) = ±2(t) >/z > 0. 
If (iii) holds, in the same way also, there exists [0, e), such that if t E [0, e), we have 111 (t) = 
xi(t) (i = 1 or 2), and D+VI(t) = ±~(t) > # > 0 (i = 1 or 2). 
From (i), (ii), and (iii), we know that if VI(Zl(0), x2(0)) = min{xl(0), x2(0)} < ml,  Vl(t) will 
strictly monotonously increase with speed #. So there exists T1 > T > 0, such that if t > T1, we 
have 
Vl(xl(t),  x2(t)) = min{xl(t), x2(t)} _> ml. 
From the third equation of system (2.1) and Lemma 3.1, we know that there exists T2 _> T1 +7, 
such that 
2(t) > y(t) [-dm + elm1 - qrny(t) - j3mM2] 
= y(t) [e ml - (d + ZmM2) - qmy(t)]. 
From (3.2) and (H4), the inequality elm~ -(d'n+jO'nM;) > 0 holds, we know that ml can be close 
to m~ and M2 can be close to M~ sufficiently to make the inequality elm1 - (dm + t3mM2) > 0 
holds. 
Suppose y(t) is not oscillatory about 
elm1 - (din + ~mM2) (> 0), 
qm 
then either 
or 
y(t)  < e lml  -- (din +/3"~M2), for t _ > T2 (3.11) 
qm 
y(t) > elml - (din + ~mM2), for t > _ T2. (3.12) 
q~ 
If (3.11) holds, then there exists a constant m2, (0 < m2 < M~ = ( e~ml - (dm +/yrnM2))/q'~ ) 
such that y(t) < m2 and elml - (d rn + ~nM2) - m2q m > 0; thus, let A = elm1 - (el m +/~mM2) - 
rn2qrn~ we obtain 
~(t) > ~ > 0. 
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This implies y(t) strictly monotone increasing with speed A. Hence, there exists "£3 > ~72, such 
that 
y(t) > m2, for t > 'r3. 
If (3.12) holds, then 
y(t) > M~ > m2, for t > ~72. 
Suppose now that y(t) is oscillatory about M~; let y(t*) (t* >_ T2) denote an arbitrary local 
minimum of y(t), and it is easy to see from system (2.1) that 
0 = dy (t*) > Y (t*) [-dm + elml - ~mM2 - qmy (t*)] 
dt - 
and this implies 
m2 < M~ <_ y(t*), for t* > T2. 
Since y(t*) is an arbitrary local minimum of y(t), we conclude that 0 < m2 < M~ g y(t) 
eventually. 
Finally, we let 
D = {(xl(t), x2(t), y(t)) : ml  < x~(t) < M1 (i = 1, 2), m2 < y(t) < M2}. 
Then D is a bounded compact region in R~_ which has positive distance from coordinate hyper- 
planes. Let T = max{T2, T3}; then from the proof above, we obtain that if t > ~', then every 
positive solution of system (2.1) with the initial condition (2.2) eventually enters and remains in 
the region D. The proof is complete. 
4. GLOBAL ASYMPTOTIC  STABIL ITY 
In this section, we derive sufficient conditions which guarantee that any positive solution of 
system (2.1) is globally asymptotically stable. 
THEOREM 2. In addition to (H1)-(Ha), assume [urther that system (2.1) satisfies the following. 
D_~ qt c m ~,~. D_y._ b~ > > + Then any positive solution of ASSUMPTION (Hs). b~ > em-4 - m; '  m; '  
system (2.1) is globally asymptotically stable. 
PROOF. For two arbitrary nontrivial positive solutions x(t) = (xl(t) ,x2(t) ,y(t))  and u(t) = 
(ul(t) ,u2(t) ,v(t))  of system (2.1), we have from uniform persistence of system (2.1) that there 
exist positive constants mi and Mi, (i = 1, 2) such that for all t > t* (t* sufficient large), 
0 < ml <_ xi(t) _< M1, (i = 1,2), 
O < ml  < ui(t) < M1, ( i=1 ,2) ,  
0<m2 ~y( t ) _~U2,  
0<m 2 <v( t )  _~ U2. 
We define 
~(t) = Inxi(t), ~(t) = Iny(t), fii(t) = Inu~(t), ¢¢(t) = Inv(t) (i = 1,2). 
Consider the following Lyapunov functional: 
2 
vct) = ~ l~(t) - ~(t)l + ly(t) - vCt)l + ~"  kCs) ly(e) - v(e)l dOds. 
/=1  s 
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Now we calculate and estimate the upper-right derivative of V(t) along the solutions of sys- 
tem (2.1). 
D+V(t )  < - (b~ - era) Ixdt) - U l ( t ) [  - bl2 Ix2(t) - u2(t)l - (ql _ c m)  lu(t) - v(t)l 
/2 /o × j3 m k(s) ]y(t + s) - v(t + s)l ds - B m k(s) [y(t + s) - v(t + s)l ds 
T 
; + ~'~ k(s) ly(t) - v(t)l ds + 15~(t) + 152(t), 
T 
where 
I)l(t) = Dl(t) (x2(t) u2(t)h 
\Xl(t) ~l(t)/sgu(xi(t) - ~l(t)), 
52(t ) = D2(~ ) ~g2(t)(Xl($) u2(~ )ul t)> sgn(x2(t ) - u2(t)). 
There are the following three cases to consider for Dl(t). 
(i) If xl(t) > Ul(/;) and t > t*, then 
Dl(t) n~ 
51(t) __< ~ (x2Ct) -- U2(t)) __< ~ml Ix2(t) - -2(t)l. 
(ii) If Xl(t) < ut(t) and t > t*, then 
Dl(t) D~ n 
b l ( t )  _< z -~ (u2(t )  - ~2(~)) _< --m~ 1~2(t) - u2( t ) l .  
(iii) If xl(t) = ul(t),  similar to the above argument, we can derive the same conclusion as (i) 
and (ii). 
From (i), (ii), and (iii), we have 
b~Ct) <_ D__~? Ix2(t) - u2( t ) l ,  fo r  t >_ t * .  ml 
Consider for D2(t) in the same way we can obtain 
D2(t) <_ D.__~ [xl(t) - ul(t) l .  
ml 
Hence, we have 
D+V(t)  < - (b~ -e  m-  - -  
\ 
From the proof of Theorem 1, we know that ml can be close to m~ sufficiently, so according 
to Assumption (Hs), we have 
b~ > e m + D~,  b~ > D~,  ql > c re+am,  
ml ?TI,1 
so there exists c~ > 0 such that 
D+V(t )<- -a (~- -~ lx~( t ) -u~( t ) l+ lY ( t ) -v ( t ) l )  " = 1  (4.1) 
_ (q, _ cm _ Ore) ly(t)  - v ( t ) l .  
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Integrat ing both sides of (4.1) leads to 
V( t )+a [x i ( s ) -u i ( s ) ]+ ly (s ) -V (s ) l  ds<V( t* )< +oo, 
i= l  
which leads to 
Therefore, 
2 
E Ixi(t) - ui(t)] + ly(t) - v(t)l 6 L 1 (t*, +co) .  
(±,,,<,>_ ,:, + ly(s) - v(s)l) ds <_ V(t*)a 
Hence, 
for t > t*, 
<oo.  
lim Ixi(t) - ui(t)[ = 0, (i = 1, 2), 
t =--)OO 
lim [y(t) - v(t)l  = O. 
t - - )oo 
This result implies that  any posit ive solution of system (2.1) is stable and at t racts  all posit ive 
solut ions of (2.1). The proof is complete. 
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