Mesoscopic density functional theory for inhomogeneous mixtures of sperical particles is developed in terms of mesoscopic volume fractions by a systematic coarse-graining procedure starting form microscopic theory. Approximate expressions for the correlation functions and for the grand potential are obtained for weak ordering on mesoscopic length scales. Stability analysis of the disordered phase is performed in mean-field approximation (MF) and beyond. MF shows existence of either a spinodal or a λ-surface on the volume-fractions -temperature phase diagram. Separation into homogeneous phases or formation of inhomogeneous distribution of particles occurs on the low-temperature side of the former or the latter surface respectively, depending on both the interaction potentials and the size ratios between particles of different species. Beyond MF the spinodal surface is shifted, and the instability at the λ-surface is suppressed by fluctuations. We interpret the λ-surface as a borderline between homogeneous and inhomogeneous (containing clusters or other aggregates) structure of the disordered phase. For two-component systems explicit expressions for the MF spinodal and λ-surfaces are derived. Examples of interaction potentials of simple form are analyzed in some detail, in order to identify conditions leading to inhomogeneous structures.
I. INTRODUCTION
One of the main problems that arise in theoretical description of complex fluids is the role of density fluctuations on the mesoscopic length scale. Such fluctuations are not important in the case of simple fluids, and for this reason simple liquids can be accurately described by the liquid theories [1] which focus on the microscopic length scale, whereas the long-range fluctuations are treated via mean-field (MF) approximation. An exception is the critical region where the long-range fluctuations dominate. Universal features of the critical phenomena are described by the phenomenological Landau-Ginzburg-Wilson (LGW) theory [2, 3] , because the field-theoretic methods allow for more accurate treatment of the dominant long-wavelength density fluctuations. In the LGW theory the microscopic structure is entirely neglected, however -the pair correlation function in the LGW theory decays monotonically. The two approaches (i) accurate description of the microscopic length scale and rough approximation for the long-wavelength fluctuations, and (ii) accurate description of the long-wavelength fluctuations with neglected microscopic structure are complementary.
Both, used separately, give satisfactory description of simple fluids. Exact theories that are capable of description of nonuniversal features of phase transitions were also developed [4] [5] [6] [7] [8] [9] , but so far these theories were applied to homogeneous phases.
When there are competing tendencies in the interaction potentials, then self-assembly into different aggregates, living polymers, clusters, micelles or another objects ('supermolecules' having characteristic size) may occur. A notable example of such interactions is the effective short-range attraction long-range repulsion (SALR) potential [10] [11] [12] [13] [14] [15] [16] . In addition to the liquid order on the microscopic length scale (described by the pair distribution function) ordering on the mesoscopic length scale may be present in such systems. This additional ordering is associated with packing of the 'supermolecules' in the lyotropic liquid crystalline phases. In the liquid theories, designed for description of the microscopic structure, the presence of such additional ordering is manifested by a lack of solutions of the associated equations [10, [13] [14] [15] . On the other hand, in the Landau theory modified by Brazovskii the dominant fluctuations of the order parameter (OP) are of finite wavelength [17] . The functional of the form postulated by Brazovskii was used for a description of various amphiphilic systems [18] [19] [20] [21] [22] [23] , since the dominant finite-wavelength fluctuations of the abstract order parameter (OP) can represent in particular the density fluctuations on the mesoscopic length scale. Indeed, when the values of the phenomenological parameters in the functional are properly adjusted, the LB theory predicts stability (or metastability) of lyotropic liquid crystalline phases observed in amphiphilic systems [18, [20] [21] [22] [23] . One should note that in the LB theory fluctuations of the OP lead to a change of the continuous transition between disordered and lamellar phases obtained in MF to weakly first order transition [17] which occurs at lower temperature. The long-wavelength fluctuations in the LGW theory just modify the critical exponents, whereas the order of the transition remains the same.
The Landau-Brazovskii (LB) functional is quite general (the OP can have different physical meaning), and is expressed in terms of phenomenological parameters (coupling constants) whose precise relation to measurable quantities is not known -it should be derived from more fundamental microscopic theory. Because the LB theory correctly describes the qualitative properties of systems self-assembling on the mesoscopic length scale, it is desirable to find a relation between the Brazovskii theory and the exact statistical mechanics. The A natural theory to start with is the density functional theory (DFT) [24] which allows for description of inhomogeneous systems and in principle is exact. However, the exact form of the grand potential functional is not known. In the widely used versions of the DFT the contribution to the grand potential associated with interactions is of the MF type. This approximation works well for a description of the microscopic structure and away from the critical point. However, more accurate approximation for the grand potential functional is desirable when the mesoscopic scale fluctuations dominate and may affect the order and location of the phase transition to a liquid crystalline phase. On the other hand, we have to make simplifying assumptions to make the theory tractable.
Since we need a description of the ordering on the mesoscopic length scale, we may introduce mesoscopic density that describes the distribution of particles less accurately than the microscopic density, but more accurately than the average density. Such an approach was proposed in Ref. [25] for a one component system of spherical particles. The meso-scopic density is defined as the microscopic density averaged over regions larger than the molecules and smaller than the characteristic length of ordering (for example, the size of the clusters). Precise definition is given for multicomponent systems in the next section. Probability of spontaneous appearance of particular mesoscopic density field was derived from the statistical mechanics by integrating the probability distribution over all microscopic states under the constraint of fixed mesoscopic density field under consideration. This method is analogous to integrating the probability distribution over all microscopic states under the constraint of fixed average density in macroscopic parts of the system. The only difference is that the constraint imposed on the microscopic density has a form of the field which varies on the mesoscopic length scale. The grand potential functional of the mesoscopic density field derived in Ref. [25] consists of two terms. The first term contains contributions from fluctuations on the microscopic length scale under the constraint of fixed mesoscopic densityρ(r). This term resembles standard DFT. The second contribution is associated with mesoscopic fluctuations φ(r) that can occur in the system when the constraintρ(r) is removed.
In the MF approximation the contribution to the grand potential associated with mesoscopic-length scale fluctuations is neglected. In this version of MF the average density is approximated by the most probable mesoscopic density [25] . However, in parts of the phase diagram that are close to microphase separation the fluctuation contribution can be comparable to the first term, and the average density can be significantly different from the most probable mesoscopic density. In such cases the fluctuations cannot be neglected.
It is worthwhile to note that the relation between the systems with and without the constraint on the mesoscopic density distribution resembles the relation between the canonical and the grand canonical ensembles. There is some loose analogy between the system in the presence of the mesoscopic constraint imposed on the microscopic density distribution, and a macroscopic system with fixed number of particles N = N 0 , described by the canonical ensemble. When the constraint of compatibility between the microscopic density distribution and the mesoscopic fieldρ(r) is removed and φ(r) = 0, then the system is analogous to the open system with fluctuating N such that N = N 0 (grand canonical ensemble). The canonical and grand canonical ensembles with N 0 = N are equivalent only far from phase transitions, when the fluctuations are small, (N −N 0 ) 2 ∝ χ T N 0 . Close to phase transitions the compressibility χ T is large (diverges at the transition), and fluctuations cannot be ne-glected. At the phase coexistence the most probable density distribution in the open system corresponds to either the gas ρ g or the liquid ρ l density in an absence of any constraints or external fields. However, in the grand canonical ensemble the ensemble average in an absence of any constraints or external fields yields a constant density (ρ g + ρ l )/2, although homogeneous microscopic states with such density occur with negligible probability. The difference between this case and microphase separation concerns the extent of the regions having different density (or composition) -mesoscopic rather than macroscopic parts of the system -and in turn the time scale associated with displacements of these regions, i.e. with the mesoscopic rather than macroscopic fluctuations. While it is justified to neglect macroscopic fluctuations in studies of coexisting homogeneous phases, in the case of microphase separation the mesoscopic fluctuations influence the experimentally observed properties of the system.
The fluctuation contribution to the grand potential reduces to the form similar to the LB theory in the case of weak ordering on the length scale significantly larger than the molecular size [25] . Such kind of ordering occurs in soft-matter systems, and the results of Ref. [25] confirm validity of the LB theory for soft matter. The fluctuation contribution can be treated by field-theoretic methods, and in the theory developed in Ref. [25] the DFT and field-theoretic methods are both used.
The theory developed in Ref. [25] is restricted to a one-component system, whereas the soft-matter systems are usually multicomponent. The size of solvent molecules can be several orders of magnitude smaller than the size of proteins, nanoparticles or colloids, and the solvent molecules can be taken into account only via solvent-mediated effective interactions between solute particles [26, 27] . However, the effectively one-component system might lead to incorrect predictions when the size ratio is not very large, and when mesoscopic fluctuations of the solvent are important. The purpose of this work is an extension of the mesoscopic DFT to the case of multicomponent systems of particles of arbitrary sizes.
In sec.2 general framework of the theory for multicomponent systems is introduced by a systematic coarse-graining procedure. Mesoscopic volume fractions are defined, and expressions for the grand potential and correlation functions are derived in the same section.
In sec.3 approximate theory for weak ordering is developed, and the role of mesoscopic fluctuations for stability of the disordered phase is discussed. We consider an n-component mixture of nearly spherical particles, with the components labeled by Greek letters. The diameter of the hard core of the particle of the specie α is denoted by σ α . A microscopic state is defined by the positions of the centers of mass of
where r α i denotes the position of the i-th particle of the α-th specie, and N α denotes the number of particles of the α-th specie in the considered microstate. Microscopic density of the α-th specie is given by the standard definition,
For particles of different sizes, for example for a mixture of nanoparticles and small molecules, it is convenient to introduce microscopic density that takes into account distribution of matter inside the molecules, and instead of (2) we introducê
where spherically-symmetric structure of molecules is assumed, r f α (r) = v α with v α = πσ 3 α /6 denoting the volume of the particle of the specie α, and f α (r) describes distribution of matter inside such particle at the distance r from its center. For brevity we shall use the notation r ≡ dr, indicating the integration region S by r ′ ∈S when necessary. For constant density inside the particle Eq.(3) reduces to the microscopic volume fraction defined bŷ
where θ(r) is the Heaviside unit step function. Integration ofζ α (r, M) over the system volume gives the volume occupied by the particles. The interaction energy for a pair of particles i, j of the α, β species with the centers at r α i and r β j respectively is
Summation convention for repeated Greek indexes is assumed above and in the whole article.
V αβ (r, r ′ )drdr ′ is the interaction potential between the infinitesimal volumes dr and dr ′ around the points r and r ′ inside the particles α and β. The energy of the system in the microstate defined by (3) or (2) can be written as
B. Mesoscopic density and mesoscopic volume fraction
Let us choose the mesoscopic length scale R and consider spheres S R (r) of radius R and centers at r that cover the whole volume V of the system. In order to describe ordering on the length scale λ, we should choose R < λ. We define the mesoscopic density of the specie α by an extension of the definition introduced for a one-component system in Ref. [25] ρ α (r) :
where V S = 4πR 3 /3 is the volume of the sphere S R (r). Similarly, the mesoscopic volume fraction of the specie α at r is defined by
For an illustration, the mesoscopic density and the mesoscopic volume fraction are shown in Fig. 1 for a one-component system, when a single particle is located at r = 0, for three different mesoscopic length scales R. In this case the center of the particle is inside (outside) the sphere S R (r) for r < 2R/σ α (r > 2R/σ α ), therefore for r = 2R/σ α the number density (7) has a discontinuity (Fig.2) . For increasing length scale of coarse-graining, the difference between ζ and ρv decreases. (8) and (7) are functions of the distance r from the center of the hard sphere. In each case r ζ(r) = v. The distance r is in σ/2 units, ζ and ρv are dimensionless. For a chosen length scale R the mesostate can be defined by {ζ} = {ζ 1 (r), ..., ζ n (r)} or by {ρ} = {ρ 1 (r), ..., ρ n (r)}. Note that Eq. (7) or Eq.(8) describes a constraint imposed on the microscopic states, and {ζ} is equivalent to the constraint (8) imposed on all the components.
For a chosen length scale R all microscopic states can be separated into disjoint subsets, such that the microstates belonging to a particular subset are compatible with the same constraint (Eq. (8)). Microstates belonging to different subsets are compatible with different constraints, i.e. with a different form of {ζ} or {ρ}.
Probability density of a spontaneous occurrence of the mesostate {ζ} is given by
where
and (10) is over all mesostates {ζ}, which is indicated by the prime. In analogous way we can consider mesoscopic theory based on the mesoscopic density.
We obtain a mesoscopic theory with the same structure as the standard statistical mechanics. The integration over all microstates is replaced in Eq. (10) by the integration over all mesostates. The Hamiltonian is replaced in Eq. (9) and (10) by the grand potential in the presence of the constraint of compatibility with the given mesostate that is imposed on the microstates. The above formulas are exact. So far we just rearranged the summation over microstates. The reason for doing so is the possibility of performing the summation over the mesostates and over the microstates compatible with a particular mesostate by different methods.
Grand potential in the presence of the mesoscopic constraint can be written in the form
where U, S and N α are the internal energy, entropy and the number of molecules of the specie α respectively in the system with the constraint (8) imposed on the microscopic densities.
U is given by the expression
r 12 = |r 1 − r 2 |, and
is the microscopic pair correlation function for the volume fraction, in the presence of the constraint (8) imposed on the microscopic states. U co αβ (r 1 − r 2 ) is given by an expression analogous to Eq. (14), with g ζco αβ replaced by g co αβ , the standard pair correlation function in the presence of the constraint (7) . Note that the above functions differ from each other.
In particular, for g ζco αβ smooth increase from zero is expected for r 12 increasing from zero, whereas the correlation function for the microscopic density (Eq. (2)) vanishes for r 12 < σ αβ .
The advantage of ζ α (r) is its continuity (see Fig.1 ). In addition, ζ α (r) ≤ ζ cp for all r, where ζ cp is the close-packing volume fraction, and the gradient of ζ is small, |∇ζ| < 1/R.
The disadvantage of ζ α (r) is the expression for the energy (13) in terms of the pair correlation function for the volume fraction, Eq. (15), which was not studied. The mesoscopic density (7) has discontinuities (see Fig.1 ), and for significantly different sizes of particles the number densities for different components may differ by several orders of magnitude. On the other hand, the expression for the energy (13) has a standard form in terms of the well known correlation function. When the ordering occurs on the length scale significantly larger than the size of the particles, we can make the approximation (see Fig.1 )
Inserting the above expression for ρ α into Eq.(13), yields
It is important to remember that the approximation (17) is only valid when the ordering occurs on the length scale significantly larger than the size of particles.
We further assume that the entropy S satisfies the relation −T S = F h , where F h is the free-energy of the hard-sphere reference system with the constraint (8) imposed on the microscopic volume fractions.
C. Grand-potential functional and mesoscopic correlation functions
Let us introduce external fields {J} = {J 1 (r), ..., J n (r)} and the grand-thermodynamic potential functional
−βΩ[βJ] is the generating functional for the (connected) correlation functions for the mesoscopic volume fractions,
We introduce the notation
The relation between the mesoscopic and the microscopic correlation functions resulting from the definition of the mesoscopic volume fraction (8) is given by
with analogous relation for the correlation functions for the microscopic and the mesoscopic densities. Note the difference between the micro-and the mesoscopic correlation functions resulting from the integration of the former over mesoscopic volumes. In particular, for 2R > σ αβ the mesoscopic two-point correlation function for densities, analogous to Eq.(21),
does not vanish for r 1 = r 2 . This is because for r ′ ∈ S R (r 1 ) and r ′′ ∈ S R ((r 1 ), such that |r ′ −r ′′ | > σ αβ , the corresponding microscopic correlation function on the RHS of an equation analogous to Eq.(21) does not vanish and contributes to the integral. We should stress that in Ref. [25] the theory is based on the mesoscopic density, but for significantly different sizes of particles the volume fraction is more convenient, as discussed in the previous subsection.
Let us introduce the Legendre transform
whereζ
is the average field (volume fraction) for given {J}. The equation of state takes the form
In generalζ may differ from any mesostate defined in Eq. (8) . We extend the functional Ω co beyond the set of the mesostates. Let the extension be defined in Eq. (12) on the Hilbert space of fields that fulfill the restrictions following from the properties of the mesostates, and let us keep the notation Ω co for this extension. The key restriction on the mesoscopic volume fraction is the magnitude and the gradient. In Fourier representation we shall consider the functions that vanish for k > π/R, where k is the wave number. As discussed in Ref. [25] , the fields with magnitudes exceeding the close packing (such fields belong to the Hilbert space, but do not represent any mesostate) are irrelevant, since the corresponding Boltzmann factor is very small. We introduce the functional βF [{ζ}] of the form
where φ α (r) is the local fluctuation of the volume fraction of the component α, and
We introduced the notation {φ} = {φ 1 (r), ..., φ n (r)}. From Eqs. (22) and (18) it follows that the functional (25) equals the grand potential, when {ζ} = {ζ}, with {ζ} determined from Eq. (24) . By definition φ α = 0 when {ζ} = {ζ}.
Note that from Eq. (25) it follows that the inverse correlation functions (related to the direct correlation functions) defined by
consist of two terms: the first one is the contribution from the fluctuations on the microscopic length scale (< R) with frozen fluctuations on the mesoscopic length scale. This term is
The second term is the contribution from the fluctuations on the mesoscopic length scale (> R). From Eqs. (18)- (27) we obtain equations relating the inverse correlation functions with the many-body correlation functions. In the lowest nontrivial order beyond the meanfield approximation and for J α = 0 we obtain (see [25] )
and
Eq. (29) is the minimum condition for the grand potential. In the MF approximation the second term in Eq. (29) is neglected. Since there may exist several local minima, the solution corresponds to a stable or to a metastable phase when the grand potential assumes the global or the local minimum respectively. The solution of Eq.(29) corresponding to the global minimum gives the average density for given µ and T in the lowest nontrivial order beyond MF.
In order to obtain the two-point inverse correlation function from Eq. (30), H f luc [{ζ}, {φ}] in Eq. (26) is expanded in φ α , and the expansion is truncated. Since the volume fractions are less than unity, the corresponding fluctuations are small and such an expansion is justified.
In this way an equation relating the two-point inverse correlation function with many-body correlation functions is obtained. Approximate equation that can be solved in practice will be derived in the next section. From Eqs. (24), (23) and (19) we obtain the analog of the Ornstein-Zernike equation
D. Periodic structures
Let us consider periodic density profiles
and P = 
where V u is the unit cell of the periodic structure, whose volume is denoted by V u . In the case of periodic structures
where ∆r = r 1 − r 2 ∈ R 3 and r 2 ∈ V u . We introduce the inverse correlation function averaged over the unit cell by 
We decompose H f luc into two parts,
The first term in the above equation is given by
whereC i (k) andψ i (k) are the eigenvalues and the eigenmodes respectively of the matrixC with the elementsC αβ (k), and summation convention for i is used. For brevity we introduced
In the next step we make an assumption that ∆H[ζ, φ] can be treated as a small perturbation. When such an assumption is valid, we obtain [22, 28] 
where ... G denotes averaging with the Gaussian Boltzmann factor e −βH G . Eqs. If ordering in the system occurs on a length scale larger than the size of particles, the local density approximation can be applied, and we assume
where f h (ζ 1 (r), ..., ζ n (r)) is the free-energy density of the hard-sphere system in which the volume fractions in the infinitesimal volume dr at r are ζ 1 (r), ..., ζ n (r) .
In this approximation we obtain the functionals
(r 12 ) is defined in Eq. (13) and
depends on the (local) composition of the mixture, but is independent of temperature. (32)). In the case of 'soft' crystalline phases the functional (40) can be approximated by
,
respectively, with the element (α, β) of the former given bỹ
where ζ 0 α + Φ α (r) characterizes local volume fraction of the α-th component in the inhomogeneous ordered phase, andC
In the disordered phase Φ α (r) = 0 for each component α, andC
Recall that by construction of the mesoscopic theory on the length scale R, the cutoff ∼ π/R is present in the integral in Eq.(48). Recall also that from Eq.(21) and discussion in sec.2.1 it follows that kG αβ (k) = G αβ (0) differs from the microscopic correlation function at zero distance and is finite. Since the mesoscopic length scale is larger than the size of molecules and smaller than the length scale of the ordering but otherwise it is arbitrary, the above approximate version of the theory is valid as long as the R-dependent terms in Eq.(48) are negligible compared to the dominant contribution.
When Φ α ≪ ζ 0 α , Eq.(42) can be approximated by the expression (26) and (43)) at the term O(φ 4 ). Next, the four-and six-point correlation functions are approximated by products of two-point correlation functions, and after some algebra we obtain the approximate result, valid for periodic structures
where I is the unitary matrix (I αβ = δ Kr αβ ), and the (α, β) element of the matrix A is
Note that A is independent of k. Finally, the (α, β) element of the matrix P is
+ βf
When P is neglected in Eq.(51), then we obtain a simple equation forC(k), analogous to the self-consistent Hartree approximation and Brazovskii theory [17] generalized for mixtures (linear approximation with respect to βf h α 1 ...αn ), The homogeneous system is unstable with respect to an infinitesimal fluctuationψ i (k) whenC i (k) < 0. The instability occurs when the fluctuationψ i (k) is excited and at the same timeψ j (k) = 0 for j = i. The boundary of stability of the homogeneous phase is given
where k b corresponds to the highest temperature for which any instability occurs for given composition of the mixture {ζ 0 }. Since the temperature at the instability with respect to the concentration waveψ i (k) with the wave-number k, T (k), is given by detC(k) = 0, the (local) maximum condition dT /dk = 0 is equivalent to andṼ co αβ (k) are independent of T ). There are up to n solutions for T for fixed composition and k, depending on the interaction potentials. In the one-component system there is one such solution, and if it corresponds to k b > 0, the corresponding line T (ζ) is known as the λ-line [25, 29, 30] . In multicomponent system we should speak about λ-surface.
In the mesoscopic theory the probability of a deviation from the average composition {ζ 0 } on the mesoscopic length scale, {φ(r)}, is proportional to exp(−βΩ co [{φ(r) +ζ 0 }]). Inhomogeneous distribution of the particles on the mesoscopic length scale can be more probable than the homogeneous states when βΩ co does not assume a minimum for {φ(r) = 0}, i.e.
when detC 0 (k b ) < 0. As discussed in Refs. [25, 29, 31] , at the λ-line (or λ-surface) a change from locally homogeneous to locally periodic structure occurs, because for detC The open question for a multicomponent system is whether solutions of Eqs. (55) and (56) exist beyond MF. To answer this question let us focus onC ( Eqs. (54), (46) and (52)), and note that the matrix A is a linear combination of the integrals of the correlation functions,
detC(k) can be Taylor expanded near the minimum at k b ,
and from Refs. [17, 25, 32] we obtain
The cases k b = 0 and k b > 0, corresponding to macro-and micro-phase separation respectively, are significantly different. In the case of separation into two homogeneous phases the temperature at the instability is shifted compared to the MF result, because the matrix elements of A are finite. Since A αβ ∝ π/R, the shift depends on the scale of coarse-graining.
This approximation is oversimplified for precise determination of the spinodal line for the macroscopic phase separation. We can determine the upper bound of the shift, because R ≥ σ αβ . When the interaction potentials are such that Eq. (56) 
IV. TWO-COMPONENT MIXTURE
The general results of the previous sections apply in particular to two-component mixtures. Two component mixtures were studied in Ref. [9] within the method of collective variables [5] under the assumption of hmomgeneous structure. Here we ara mainly interested in inhomogeneous fluids. In the first step we need to determine the inverse correlation functions in MF approximation, and this is a subject of this section. The form of the free energy for hard spheres in two-component systems is known [33] , and was used recently in the case of ionic systems with size asymmetry of ions [34, 35] . Hence, we can perform more detailed analysis within the framework developed above, still for arbitrary form of the interaction potentials.
It is convenient to introduce
As a length unit we choose σ 12 , and the wave-numbers are in σ −1 12 units. We shall use the index α = 1 for the larger, and the index α = 2 for the smaller particle. The asymmetry of the size of the particles can be characterized by
where 0 ≤ δ ≤ 1; δ = 0, 1 for identical sizes of the particles and for point-like smaller particles respectively. We also introduce volume fraction of both components,
We shall consider dimensionless correlation functions for local deviations of the volume fractions from the space-averaged values, Φ α (r) = ζ α (r) − ζ 0 α .
A. Mean field approximation for arbitrary interaction potentials
The partial inverse correlation functions in the disordered phase in MF approximation, C 0 αβ (k), are given in Eq.(46). Explicit expressions for dimensionless partial derivatives of the free-energy density for hard-sphere reference system, f * αβ (ζ 1 , ζ 2 ) = σ 3 12 βf h αβ (ζ 1 , ζ 2 ), are given in Appendix. In the case of ordering on the mesoscopic length scale we make the approximation (17) for the interaction potentials in Eq. (14) . When the microscopic structure is disregarded, the microscopic correlation function takes the form
and we approximate the interaction-potential density by
Eqs. (55) and (56), from which the temperature at the boundary of stability of the disordered phase can be obtained, for the two-component mixtures take the forms
where the prime denotes a derivative with respect to k, and we have introduced
ByṼ * (k) and F we denote the matrices with the (α, β) element given byṼ * αβ (k) and f * αβ respectively. D can be directly calculated from F given in Appendix, and for any size ratio has the simple form
Let us discuss conditions under which solutions of Eq.(65) for 1/β, (ii) The case ofŨ (0) > 0 corresponds, in particular, to stronger attraction (first moment of the interaction potential) between like particles than between particles of different kinds.
ForŨ(k) > 0 the necessary condition for an instability with respect to a density wave with the wavelength k isK(k) < 0, because forK(k) > 0 the solutions of Eq.(65) for β, if exist, are negative. Another condition that must be satisfied for existence of solutions of Eq. (65) isK(k) 2 − 4DŨ (k) > 0. The higher temperature is for the solution k B T 2 .
In order to determine what kind of inhomogeneities appear in the system beyond the boundary of stability of the homogeneous phase we focus on the eigenvalues and eigenvectors ofC 0 (k). The eigenvalues depend on the wave-number k in a nontrivial way,
with
The corresponding eigenmodes have the forms
The above expressions differ from the corresponding expressions derived for the primitive model of ionic systems in Ref. [34] , because here we consider volume fractions rather than number densities. Note that as the fluctuating field either the local number density or the local volume fraction can be chosen, and the physical properties like phase transitions should be independent of this choice. By changing ζ α → ρ α we should simultaneously rescalẽ (76) and (75)
Since B(k) ± A(k) > 0, we have
Let us consider planar waves 
B. Examples
For an illustration we consider here three simple examples of different types of interaction potentials, leading to different behavior.
In this case it follows from Eq.(65) that at the instability with respect to the k-mode the temperature is
and the instability occurs only ifṼ * 11 (k) < 0. The boundary of stability of the disordered phase corresponds to the minimum ofṼ * 11 (k) (maximum of −Ṽ * 11 (k)). When V * 11 (r) < 0 for all r, then the minimum ofṼ * 11 (k) is assumed for k = 0, becauseṼ * 11 (0) = r V * 11 (r). However, for potentials that are positive for some distances and negative for another distances, like the SALR potential, the minimum ofṼ * 11 (k) may be assumed for k > 0 [25] . In the former case the macroscopic separation into phases rich-and poor in the first component occurs. 
Again, the boundary of stability of the disordered phase corresponds to the minimum of 
It is instructive to consider a particular form ofṼ * 12 (k). We choose square-well potential where a > 1 is the range of the potential and r is in σ 12 units. In Fourier representation we Fig.3 for a = 2. For this potential the MF instability is given in Eq.(83), in the upper or in the lower line for k = 0 or for k b ≈ 2.78 (the first maximum ofṼ * 12 (k)) respectively. In the first caseC 0 12 (0) < 0 andΦ 2 (0)Φ 1 (0) > 0, hence the gas-liquid separation occurs. In the second caseC This example is at the boundary of applicability of the mesoscopic description.
For equal sizes gas-liquid separation occurs for low volume fractions, and for higher volume fractions the liquid phase undergoes periodic ordering. The MF instability with respect to periodic ordering signals tendency for formation of an "ionic" crystal, where nearest-neighbors are of different kind [36] . For large size ratio the phase-separation is found for temperatures lower than the temperature at the λ-surface for all volume fractions.
Below the λ-surface the system is inhomogeneous. Studies beyond MF are necessary to clarify whether transition between gas and lyotropic liquid crystal preempts the gas-liquid separation, or the transition between inhomogeneous fluids (containing clusters or other aggregates) occurs.
Let us summarize the above examples. When the interaction potentials between like particles are attractive for some distances and repulsive for different distances, and the Fourier transform assumes a negative minimum for k > 0, then the system is inhomogeneous below the λ-surface. Such behavior was found already in one-component systems. In addition, inhomogeneous structures can occur when particles of different kind attract each other and the Fourier transform of the interaction potential assumes positive maximum for k > 0.
Periodic ordering is enhanced when the size asymmetry increases, and the system becomes inhomogeneous even for low volume fractions for δ > 0.9. Increasing tendency for clustering with increasing size asymmetry was observed in ionic systems, in mesoscopic theory [34] and in simulation studies [37, 38] .
C. Beyond MF stability analysis
In order to calculate the phase diagram and structure we need to calculate the correlation functions beyond MF. The explicit expressions for the inverse correlation functions in MF in principle allow for obtaining the correlation functions in the Brazovskii-type approximation by self-consistent solutions of Eq.(54). In practice this is less trivial than in the one-component case [32] . 
The LGW and LB theories correspond to k b = 0 and k b > 0 respectively. In original LB theory the second term in Eq.(86) is proportional to (k 2 −k 2 b ) 2 , but for k ≈ k b , i.e. for dominant wave-numbers, we have (
From the theory developed in Ref. [25] either the LGW or the LB theory is obtained as a further approximation, depending on the form of the interaction potential. We are not aware of extensions of the phenomenological LB theory to mixtures. From the theory developed in this work we can determine whether the system can separate in homogeneous phases, or whether inhomogeneous structures appear on low-temperature side of the λ-surface. This information can be obtained from the form of interaction potentials and from the size ratio of the particles, by performing stability analysis of the homogeneous phase (secs.3 and 4). In Landau-type theories separation into homogeneous phases or periodic ordering is an apriori assumption. 
