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Abstrakt
Pra´ce se zaby´va´ na´vrhem optima´lnı´ rozhodovacı´ strategie jednoduche´ho Markovske´ho
rozhodovacı´ho procesu, jehozˇ parametry nejsou prˇesneˇ zna´my. Optima´lnı´ strategii hle-
da´mena za´kladeˇ bayesovske´ teorie.Optimalizacˇnı´ proces se pak skla´da´ ze dvouvza´jemneˇ
propojeny´ch cˇa´stı´, na´vrhu strategie a aktivnı´ho ucˇenı´ (zı´ska´va´nı´ a vyuzˇı´va´nı´ novy´ch in-
formacı´ o syste´mu). Takovy´to zpu˚sob rˇı´zenı´ se nazy´va´ dua´lnı´ rˇı´zenı´.
Klı´cˇova´ slova: Markovsky´ rozhodovacı´ proces, bayesovska´ statistika, dua´lnı´ rˇı´zenı´
Abstract
This thesis is engaged in design of optimal decision strategy of simple Markov deci-
sion process, whose internals aren’t known exactly. The optimal strategy is designed
using Bayesian statistics. Thus, the optimization procedure is taken as consisting of two
interconnected parts, strategy design and active learning (acquiring and using new infor-
mations about the system). This control method is reffered to as a dual control.
Keywords: Markov decision process, Bayesian statistics, dual control
Seznam pouzˇity´ch zkratek a symbolu˚
θ – parametr
f(θ) – apriornı´ hustota parametru θ
f(θ|x) – aposteriornı´ hustota parametru θ
P (x|y) – podmı´neˇna´ pravdeˇpodobnost x za popdmı´nky y
t – diskre´tnı´ cˇasovy´ okamzˇik
xt – hodnota velicˇiny v cˇase t
t : T – cˇasova´ posloupnost (t, t+ 1, ..., T )
xt:T – posloupnost velicˇin (xt, xt+1, ..., xT )
:= – definicˇnı´ rovnost
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51 U´vod
Tato pra´ce se zaby´va´ na´vrhem optima´lnı´ rozhodovacı´ strategie pro jednoduchy´ diskre´tnı´
na´hodny´ rozhodovacı´ proces, jehozˇ parametry prˇesneˇ nezna´me. Prˇı´kladem takove´hoto
procesu mu˚zˇe by´t opakovany´ hod mincı´. Obvykle se setka´va´me s tvrzenı´m, zˇe pravdeˇ-
podobnost hodu panny cˇi orla je stejna´, ve skutecˇnosti je vsˇak hod mincı´ deterministicky´
proces urcˇeny´ mnoha okolnostmi pru˚beˇhu dane´ho hodu. Teˇmito okolnostmi mu˚zˇe by´t
naprˇ. poloha mince prˇed hodem, sı´la, kterou minci vrhneme, velikost mince a mnoho
dalsˇı´ch.
My vsˇak budeme uvazˇovat jednodusˇsˇı´ prˇı´klad na´hodne´ho procesu. Budeme se zaby´-
vat opakovany´mi hodynesymetrickoumincı´, jejı´zˇ vy´sledekhodu (padnepannaneboorel)
bude za´viset na tom, v jake´ poloze byla mince prˇed hodem (vstup) a jak dopadl poslednı´
hod (pameˇt’). Tento proces budeme reprezentovat pomocı´ Markovske´ho rozhodovacı´ho
procesu.
Parametrymince, tedy pravdeˇpodobnosti hodu panny, resp. orla, pro jednotlive´ kom-
binace vstupu a pameˇti, na´m prˇitom nebudou zna´my, poprˇı´padeˇ budou zna´my pouze
cˇa´stecˇneˇ.
Nasˇı´m cı´lem potom bude tento proces rˇı´dit, tedy najı´t optima´lnı´ rozhodovacı´ strategii
(posloupnost funkcı´ prˇirˇazujı´cı´ch v kazˇde´m cˇase optima´lnı´ vstup k posloupnosti prˇed-
chozı´ch vstupu˚ a vy´stupu˚) tak, abychom v urcˇite´m cˇasove´m horizontu zı´skali naprˇ. co
nejveˇtsˇı´ pocˇet hodu˚ panny (u´speˇch), resp. minimalizovali pocˇet hodu˚ orla (ztra´ta).
Vzhledem k tomu, zˇe nezna´me prˇesneˇ parametry nasˇı´ mince, bude vy´beˇr optima´lnı´ho
vstupu o to slozˇiteˇjsˇı´. V tomto prˇı´padeˇ hovorˇı´me o tzv. rozhodova´nı´ za nejistoty. V tako-
ve´m prˇı´padeˇ je vhodne´ pouzˇı´t tzv. bayesovskou teorii. Vy´hodou pouzˇitı´ te´to strategie je
to, zˇe samotny´ pru˚beˇh rˇı´zenı´ nejen minimalizuje ocˇeka´vanou ztra´tu, ale rovneˇzˇ zı´ska´va´ o
procesu co nejvı´ce informacı´, na za´kladeˇ ktery´ch minimalizuje budoucı´ ztra´ty. Takovy´to
zpu˚sob rˇı´zenı´ se nazy´va´ dua´lnı´ rˇı´zenı´ [10], tj. rˇı´zenı´, ktere´ kombinuje samotne´ rˇı´zenı´ s
procesem ucˇenı´.
Rozhodovacı´ strategii za neurcˇitosti pak budeme hledat pomocı´ dynamicke´ho progra-
mova´nı´, ktere´ navrhl americky´ matematik Richard Bellman [9]. Jedna´ se o metodu, ktera´
s vyuzˇitı´m zpeˇtne´ho chodu minimalizuje hodnotu ocˇeka´vane´ ztra´tove´ funkce. Prˇı´ma´
aplikace tohoto postupu je vsˇak bohuzˇel i u pomeˇrneˇ jednoduchy´ch syste´mu˚ znacˇneˇ
komplikovana´ svou slozˇitostı´ vy´pocˇtu. K rˇesˇenı´ rea´lny´ch u´loh je proto vhodne´ pozˇı´t
aproximacˇnı´ch metod.
V pru˚beˇhu pra´ce si nejdrˇı´ve v kapitole 2 nadefinujeme Markovsky´ rˇeteˇzec a Markov-
sky´ rozhodovacı´ proces. V kapitole 3 si prˇiblı´zˇı´me neˇktera´ rozdeˇlenı´ pravdeˇpodobnosti,
ktera´ budeme v tomto textu pouzˇı´vat. V kapitole 4 se sezna´mı´me s Bayesovskou teoriı´ a
dynamicky´m Bayesovsky´m rozhodovacı´m procesem a nakonec v kapitole 5 aplikujeme
nasˇe znalosti na konkre´tnı´ prˇı´klad.
6Pozna´mka 1 (pozna´mka ke znacˇenı´) Nenı´-li da´le v textu prˇedem rˇecˇeno jinak, pak prˇi znacˇenı´:
• Nerozlisˇujeme hodnotu na´hodne´ velicˇiny a samotnou na´hodnou velicˇinu. Vy´znam bude
vzˇdy zrˇejmy´ z kontextu.
• Nerozlisˇujeme na´hodnou velicˇinu a na´hodny´ vektor.
• Hustoty pravdeˇpodobnosti jsou zapisova´ny bez explicitneˇ uvedeny´ch na´hodny´ch velicˇin, ty
jsou jednoznacˇneˇ urcˇeny argumenty dane´ hustoty.
• Zpravidla neuva´dı´me integracˇnı´ obory. Integra´ly jsou vzˇdy urcˇite´ prˇes obor hodnot prˇı´slusˇne´
na´hodne´ velicˇiny.
72 Markovske´ rˇeteˇzce
2.1 Markovsky´ rˇeteˇzec jako na´hodny´ proces
Na´hodny´ (stochasticky´) proces je zobrazenı´, ktere´ kazˇde´ hodnoteˇ t ∈ T , T ∈ R, prˇirˇadı´
na´hodnou velicˇinu Xt, kde t ma´ obvykle vy´znam cˇasu. Cˇas t pak mu˚zˇe by´t spojity´ nebo
diskre´tnı´. V diskre´tnı´m prˇı´padeˇ je pak T ∈ N.
Markovsky´ rˇeteˇzec je takovy´ na´hodny´ proces, ktery´ obvykle (a take´ v nasˇem prˇı´padeˇ)
pracuje s diskre´tnı´m cˇasem - tzn., zˇe je definova´n pouze v okamzˇicı´ch tvorˇı´cı´ch (potenci-
a´lneˇ nekonecˇnou) rostoucı´ posloupnost, mezi teˇmito okamzˇiky se pak nic nedeˇje (poprˇ.
deˇje, ovsˇem v Markovske´m rˇeteˇzci toto nenı´ zaznamena´no).
Definice 1 Meˇjme mnozˇinu stavu˚ S, kde S = {1, 2, ..., n}, n ∈ N. Oznacˇme prˇechod z jednoho
stavu do druhe´ho jako krok. Markovsky´ rˇeteˇzec je na´hodny´ proces, ktery´ splnˇuje tzv. Markovskou
vlastnost, ktera´ rˇı´ka´, zˇe pravdeˇpodobnost prˇechodu ze stavu i, i ∈ S, do stavu j, j ∈ S, neza´visı´
na tom, ve ktery´ch stavech se rˇeteˇzec nacha´zel prˇed vy´chozı´m stavem i, tedy
P (xt = j|xt−1 = i, xt−2 = kt−2, . . . , x0 = k0) = P (xt = j|xt−1 = i),
pro libovolna´ i, j, k0, . . . , kt−2 ∈ S.
Markovsky´ rˇeteˇzec nazveme homogennı´, pokud pro neˇj platı´, zˇe pravdeˇpodobnosti pij neza´visı´
na cˇase t.
Nehomogennı´miMarkovsky´mi rˇeteˇzci, tedy takovy´mi, jejichzˇ pravdeˇpodobnosti prˇe-
chodu jsou za´visle´ na cˇase, se v te´hle pra´ci nebudeme zaby´vat.
Pozna´mka 2 (Znacˇenı´) Necht’se rˇeteˇzec pra´veˇ nacha´zı´ ve stavu i (i ∈ S), pak pravdeˇpodobnost
toho, zˇe rˇeteˇzec v na´sledujı´cı´m kroku prˇejde do stavu j (j ∈ S), znacˇı´me pij , tj.:
pij = P (xt = j|xt−1 = i).
2.2 Prˇechodova´ matice
Pravdeˇpodobnosti prˇechodu pij mu˚zˇeme usporˇa´dat do cˇtvercove´ stochasticke´ matice.
Takovou matici pak nazy´va´me prˇechodovou maticı´ prˇı´slusˇne´ho Markovske´ho rˇeteˇzce.
Definice 2 Meˇjme matici P = (pij). Matice P se nazy´va´ stochasticka´, platı´-li:
(1.) ∀i, j : pij ∈ ⟨0, 1⟩
(2.) ∀i :
j
pij = 1
80 1
0.5
0.50.5 0.5
Obra´zek 1: Markovsky´ rˇeteˇzec prˇedstavujı´cı´ hod pravidelnou symetrickou mincı´.
2.3 Absorpcˇnı´ rˇeteˇzec
Absorpcˇnı´ rˇeteˇzec je takovy´ Markovsky´ rˇeteˇzec, ktery´ obsahuje alesponˇ jeden absorpcˇnı´
stav. Absorpcˇnı´ stav je pak takovy´ stav i, pro ktery´ platı´, zˇe pravdeˇpodobnost setrva´nı´ v
tomto stavu je rovna 1, tedy
pii = P (xt = i|xt−1 = i) = 1.
Protozˇe platı´ 
j
pij = 1,

j,j ̸=i
pij = 1− pii,

j,j ̸=i
pij = 0,
∀j, j ̸= i : pij = 0,
tak se Markovsky´ rˇeteˇzec po dosazˇenı´ absorpcˇnı´ho stavu i jizˇ z tohoto stavu do jine´ho
nedostane.
2.4 Prˇı´klady Markovske´ho rˇeteˇzce
Prˇı´klad 1 Uvazˇujme hod pravidelnou symetrickou mincı´, tzn. pravdeˇpodobnost, zˇe padne panna
nebo orel, je stejna´, tedy 50%. Pak na´hodny´ proces prˇedstavujı´cı´ hod touto mincı´ mu˚zˇeme popsat
na´sledujı´cı´m Markovsky´m rˇeteˇzcem (viz take´ obra´zek 1).
Necht’t ∈ N prˇedstavuje porˇadı´ pokusu hodu touto mincı´ a na´hodna´ velicˇinaX vy´sledek jejı´ho
hodu. Necht’
xt =

0, padne-li panna
1, padne-li orel
A tedy
P (xt = 1|xt−1 = c) = P (xt = 0|xt−1 = c) = 0, 5
pro libovolne´ c ∈ {0, 1}. Tedy pravdeˇpodobnost P (xt|xt−1) neza´visı´ na xt−1, to znamena´, zˇe xt a
xt−1 jsou neza´visle´ na´hodne´ velicˇiny.
90 1
0.5
0.5 2
0.5
0.5 3
0.5
0.5 4
0.5
0.51 1
Obra´zek 2: Markovsky´ rˇeteˇzec prˇedstavujı´cı´ jednoduchou hru o body.
P (xt = 1) = P (xt = 0) = 0, 5
I prˇesto vsˇak mu˚zˇeme tento specia´lnı´ (trivia´lnı´) prˇı´pad modelovat Markovsky´m rˇeteˇzcem.
Prˇechodova´ matice tohoto Markovske´ho rˇeteˇzce vypada´ na´sledovneˇ (pro prakticke´ u´cˇely inde-
xujme tuto matici od 0)
P =

0, 5 0, 5
0, 5 0, 5

.
Prˇı´klad 2 Uvazˇujme jednoduchou hru mezi dveˇma hra´cˇi. Na zacˇa´tku te´to hry ma´ kazˇdy´ hra´cˇ 2
body a ha´zı´ si pravidelnou symetrickou mincı´ z prˇedchozı´ho prˇı´kladu. Pokud padne panna, pak
vyhra´va´ prvnı´ hra´cˇ a zı´ska´va´ jeden bod od sve´ho souperˇe, pokud padne orel, tak vyhra´va´ hra´cˇ druhy´
jeden bod od prvnı´ho. Hra koncˇı´ v prˇı´padeˇ, kdy jeden z hra´cˇu˚ nema´ k dispozici zˇa´dny´ bod.
Pakmu˚zˇeme tuto hru z pohledu jednoho z hra´cˇu˚ modelovat na´sledujı´cı´mMarkovsky´m rˇeteˇzcem
(viz obra´zek 2), kde mnozˇina stavu˚ S = {0, 1, 2, 3, 4}, kde kazˇdy´ stav prˇedstavuje pocˇet bodu˚,
ktere´ tento hra´cˇ vlastnı´.
Stav 0, resp. 4, je absorpcˇnı´ stav, po jeho dosazˇenı´ hra koncˇı´ prohrou, resp. vı´teˇzstvı´m, tohoto
hra´cˇe.
Prˇechodova´ matice tohoto Markovske´ho rˇeteˇzce vypada´ na´sledovneˇ (pro prakticke´ u´cˇely inde-
xujme tuto matici od 0)
P =

1 0 0 0 0
0, 5 0 0, 5 0 0
0 0, 5 0 0, 5 0
0 0 0, 5 0 0, 5
0 0 0 0 1
 .
2.5 Markovsky´ rozhodovacı´ proces
Markovsky´ rozhodovacı´ proces je takovy´ Markovsky´ rˇeteˇzec, ktery´ rˇı´dı´me volbou akcı´,
jenzˇ ovlivnˇujı´ chova´nı´ tohoto procesu. V kazˇde´m cˇasove´m okamzˇiku zvolı´me akci a na
jejı´m za´kladeˇ proces reaguje.
Oproti Markovske´mu rˇeteˇzci je v Markovske´m rozhodovacı´m procesu pravdeˇpodob-
nost prˇechodu v cˇase t ze stavu i v prˇedchozı´m cˇase t − 1 do stavu j tedy za´visla´ nejen
na stavu i (Markovska´ vlastnost), ale navı´c take´ na zvolene´ akci a v cˇase t. Oznacˇme tuto
pravdeˇpodobnost pat,ij , pak tedy platı´:
pa,ij = P (xt = j|xt−1 = i, at = a),
10
kde a ∈ Ai, kdeAi je mnozˇina vsˇech mozˇny´ch akcı´ dane´ho Markovske´ho rozhodovacı´ho
procesu nacha´zejı´cı´ho se aktua´lneˇ ve stavu i. Zpravidla je vsˇak mnozˇina Ai na stavu i
neza´visla´.
Prˇı´klad 3 (Jednoduchy´ Markovsky´ rozhodovacı´ proces) Uvazˇujme hodnesymetrickoumincı´,
u ktere´ pravdeˇpodobnost hodu panny nebo orla je za´visla´ na tom, v jake´ poloze se mince nacha´zı´
prˇed provedenı´m samotne´ho hodu a na prˇedchozı´m vy´sledku hodu touto mincı´.
Necht’pro tuto minci platı´:
xt =

0, padne-li panna
1, padne-li orel
a necht’
at =

0, je-li mince prˇed hodem otocˇena´ pannou vzhu˚ru,
1, je-li mince prˇed hodem otocˇena´ orlem vzhu˚ru.
Necht’ je da´le pravdeˇpodobnost hodu panny cˇi orla za´visla´ na tom, jak ma´me minci prˇed hodem
otocˇenou a jak dopadl prˇedchozı´ hod touto mincı´, naprˇ. takto:
P (xt = 0|xt−1 = 0, at = 0) = 0, 5,
P (xt = 1|xt−1 = 0, at = 0) = 0, 5,
P (xt = 0|xt−1 = 1, at = 0) = 0, 75,
P (xt = 1|xt−1 = 1, at = 0) = 0, 25,
P (xt = 0|xt−1 = 0, at = 1) = 0, 7,
P (xt = 1|xt−1 = 0, at = 1) = 0, 3,
P (xt = 0|xt−1 = 1, at = 1) = 0, 25,
P (xt = 1|xt−1 = 1, at = 1) = 0, 75.
Tedy naprˇ. pravdeˇpodobnost, zˇe padne panna, je-li prˇedchozı´ vy´sledek hodu orel a zvolı´me-li akci
otocˇenı´ mince orlem vzhu˚ru, je trˇikra´t mensˇı´, nezˇ zˇe padne orel, ale pokud bychom zvolili opacˇnou
akci, tedy pokud bychom minci otocˇili prˇed hodem pannou nahoru, byla by zase pravdeˇpodobnost
hodu panny trˇikra´t vysˇsˇı´, nezˇ pravdeˇpodobnost hodu orla.
Pro tento prˇı´klad mu˚zˇeme prˇechodove´ pravdeˇpodobnosti zapsat formou dvojice stochasticky´ch
matic, pro kazˇdou akci jednu. Matici P0 pro pravdeˇpodobnosti prˇechodu˚ prˇi zvolene´ akci 0
P0 =

0, 5 0, 5
0, 75 0, 25

a matici P1 pro akci 1
P1 =

0, 7 0, 3
0, 25 0, 75

.
Tento Markovsky´ rozhodovacı´ proces je zna´zorneˇn na obra´zku 3.
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0 1
0.5 pro a=0
0.3 pro a=1
0.75 pro a=0
0.25 pro a=1
0.25 pro a=0
0.75 pro a=1
0.5 pro a=0
0.7 pro a=1
Obra´zek 3: Markovsky´ rozhodovacı´ proces zna´zornˇujı´cı´ hod nesymetrickou mincı´.
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3 Vybrana´ rozdeˇlenı´ pravdeˇpodobnosti
Rozdeˇlenı´ na´hodne´ velicˇinyX je prˇedpis charakterizujı´cı´ pravdeˇpodobnost jevu˚, jenzˇ lze
touto na´hodnou velicˇinou popsat. Pro diskre´tnı´ na´hodnou velicˇinu je tı´mto prˇedpisem
obvykle pravdeˇpodobnostnı´ funkce, pro spojitouna´hodnouvelicˇinu je prˇedpisemnaopak
distribucˇnı´ funkce, poprˇ. hustota pravdeˇpodobnosti.
V te´to kapitole si prˇedstavı´me neˇktera´ rozdeˇlenı´ pravdeˇpodobnosti, ktery´mi se bu-
deme da´le v te´to pra´ci zaobı´rat.
3.1 Alternativnı´ rozdeˇlenı´
Necht’je da´na na´hodna´ velicˇinaX , ktera´ naby´va´ pouze dvou hodnot, 0 a 1. Obvykle tato
na´hodna´ velicˇina popisuje vy´sledek na´hodne´ho pokusu, prˇi ktere´m sledujeme vy´skyt
urcˇite´ho na´hodne´ho jevu, prˇicˇemzˇ na´hodna´ velicˇina naby´va´ hodnoty 1, pokud dany´
na´hodny´ jev nastane (veˇtsˇinou oznacˇova´no jako u´speˇch), a naopak hodnoty 0, pokud
nenastane.
Pravdeˇpodobnostnı´ funkce na´hodne´ velicˇinyX s alternativnı´m rozdeˇlenı´m s parame-
trem θ, kde θ je pravdeˇpodobnost u´speˇchu, vypada´ na´sledovneˇ
f(x) =

θ, pro x = 1,
1− θ, pro x = 0.
Vhodneˇjsˇı´ je vsˇak pracovat s pravdeˇpodobnostnı´ funkcı´ v na´sledujı´cı´m tvaru
f(x) = θx(1− θ)1−x.
To, zˇema´ na´hodna´ velicˇinaX alternativnı´ rozdeˇlenı´ s parametrem θ, znacˇı´meX ∼ Alt(θ).
Strˇednı´ hodnota tohoto rozdeˇlenı´ je
µ = θ
a rozptyl
σ2 = θ(1− θ).
3.2 Binomicke´ rozdeˇlenı´
Na´hodna´ velicˇina popisujı´cı´ cˇetnost vy´skytu na´hodne´ho jevu v n neza´visly´ch pokusech, v
nichzˇ ma´ tento jev sta´le stejnou pravdeˇpodobnost θ, ma´ binomicke´ rozdeˇlenı´ s parametry
n, θ. To budeme znacˇit X ∼ Bi(n, θ).
Pravdeˇpodobnostnı´ funkce binomicke´ho rozdeˇlenı´ je
f(x) =

n
x

θx(1− θ)n−x,
strˇednı´ hodnota
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µ = nθ,
a rozptyl
σ2 = nθ(1− θ).
Povsˇimneˇme si, zˇe alternativnı´ rozdeˇlenı´ je vlastneˇ specia´lnı´m prˇı´padem binomicke´ho
rozdeˇlenı´ s parametrem n = 1.
3.3 Rovnomeˇrne´ rozdeˇlenı´
Necht’ je da´n interval (a, b), kde −∞ < a < b < ∞. Rovnomeˇrne´ rozdeˇlenı´ je rozdeˇlenı´,
jehozˇ hustota pravdeˇpodobnosti je konstantnı´ na intervalu (a, b) a vsˇude jinde je nulova´.
Tedy
f(x) =

1
b−a , pro x ∈ (a, b)
0, jinde.
To, zˇema´na´hodna´ velicˇinaX rovnomeˇrne´ rozdeˇlenı´ na intervalu (a, b), znacˇı´meX ∼ R(a, b).
Strˇednı´ hodnota vypocˇteme jako
µ =
a+ b
2
a rozptyl
σ2 =
(b− a)2
12
.
Diskre´tnı´ rovnomeˇrne´ rozdeˇlenı´, ktere´ popisuje na´hodnou velicˇinu naby´vajı´cı´ n hodnot,
pak prˇirˇazuje vsˇem teˇmto hodnota´m stejnou pravdeˇpodobnost 1n .
3.4 Beta rozdeˇlenı´
Na´hodna´ velicˇinaX (naby´vajı´cı´ hodnot z intervalu (0, 1)) ma´ beta rozdeˇlenı´ s parametry
α, β, znacˇı´me X ∼ Be(α, β), jestlizˇe je jejı´ funkce hustoty pravdeˇpodobnosti
f(x) =
xα−1(1− x)β−1
B(α, β)
,
kde
B(α, β) =
1
0
tα−1(1− t)β−1dt.
je tzv. beta funkce vystupujı´cı´ jako normalizacˇnı´ konstanta. Beta funkci B(α, β)mu˚zˇeme
zapsat pomocı´ podı´lu gama funkcı´
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Be(0.5,0.5)
Be(1,1)
Be(2,2)
Be(4,1)
Be(4,2)
Be(2,4)
Obra´zek 4: Pru˚beˇh funkce hustoty pravdeˇpodobnosti beta rozdeˇlenı´ pro ru˚zne´ parametry.
B(α, β) =
Γ(α)Γ(β)
Γ(α+ β)
.
Pro gama funkci platı´
Γ(t+ 1) = tΓ(t).
Strˇednı´ hodnota beta rozdeˇlenı´ s parametry α a β je
µ =
α
α− β
a rozptyl
σ2 =
αβ
(α+ β)2(α+ β + 1)
.
Na obra´zku (4) je zna´zorneˇna hustota pravdeˇpodobnosti pro beta rozdeˇlenı´ o ru˚zny´ch
kombinacı´ch parametru˚ α a β.
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Rozdeˇlenı´ pravdeˇpodobnosti Znacˇenı´ f(x) kde
Norma´lnı´ X ∼ N(µ, σ2) 1
σ
√
2π
e−
(x−µ)2
2σ2 µ ∈ R, σ ∈ R+
Poissonovo X ∼ P (θ) θxx! e−θ θ ∈ R+
Gama X ∼ G(α, β) βαxα−1e−βxΓ(α) α, β ∈ R+
Tabulka 1: Dalsˇı´ rozdeˇlenı´ pravdeˇpodobnosti
3.5 Dalsˇı´ rozdeˇlenı´ pravdeˇpodobnosti
Dalsˇı´ rozdeˇlenı´ pravdeˇpodobnosti jsou uvedena v tabulce 1. Jsou v textu zmı´neˇny jen
okrajoveˇ, proto je zde uvedeno pouze jejich znacˇenı´ a hustota pravdeˇpodobnosti, poprˇ.
pravdeˇpodobnostnı´ funkce. Vı´ce o teˇchto rozdeˇlenı´ch pravdeˇpodobnosti najdete naprˇ. v
[8].
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4 Bayesovske´ metody
Oproti klasicke´mu statisticke´mu prˇı´stupu je nezna´my´ parametr θ rozdeˇlenı´ na´hodne´ ve-
licˇinyX prˇi Bayesoveˇ prˇı´stupu cha´pa´n takte´zˇ jakona´hodna´ velicˇina. Za´kladnı´mna´strojem
tohoto prˇı´stupu je Bayesova veˇta, jejı´zˇ autorem je Thomas Bayes (1701 - 1761).
Tato veˇta na´m da´va´ na´vod, jak ze znalosti pravdeˇpodobnosti jevu A za podmı´nky B
spocˇı´tat pravdeˇpodobnost jevu B za podmı´nky A.
Veˇta 1 (Bayesova) Necht’B1, B2, ..., Bn tvorˇı´ u´plny´ syste´m disjunktnı´ch jevu˚, tj.
i
Bi = Ω,
kde Ω je jisty´ jev, a
∀i, j, i ̸= j : Bi ∩Bj = ∅,
a necht’
∀i ∈ {1, 2, ..., n} : P (Bi) > 0.
Necht’A je libovolny´ na´hodny´ jev ze stejne´ho pravdeˇpodobnostnı´ho prostoru takovy´, zˇe P (A) > 0.
Pak pro vsˇechna i ∈ {1, 2, ..., n} platı´
P (Bi|A) = P (A|Bi)P (Bi)n
j=1
P (A|Bj)P (Bj)
.
4.1 Bayesu˚v vzorec
Necht’
• θ je na´hodna´ velicˇina s hustotou f(θ), θ ∈ Θ
• X je na´hodna´ velicˇina s podmı´neˇnou hustotou f(x|θ) prˇi dane´m parametru θ,
tedy
P (θ ∈ B, x ∈ C) =

B

C
f(x|θ)dx
 f(θ)dθ,
kde B a C jsou libovolne´ meˇrˇitelne´ mnozˇiny.
Veˇta 2 (Bayesu˚v vzorec) Pro podmı´neˇnou hustotu f(θ|x) na´hodne´ho vektoru θ prˇi dane´m x
platı´
f(θ|x) = f(x|θ)f(θ)
Θ
f(x|θ)f(θ)dθ (1)
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Hustotu f(θ) v (1) nazy´va´me apriornı´ hustotou, tato hustota vyjadrˇuje informaci o para-
metru θ jesˇteˇ prˇed samotnou realizacı´ na´hodne´ velicˇinyX . Naopak podmı´neˇnou hustotu
f(θ|x) nazy´va´me hustotou aposteriornı´, ktera´ reprezentuje znalost o parametru θ.
Pak tedy k za´veˇru˚m o parametru θ pouzˇijeme aposteriornı´ hustotu f(θ|x), ta v sobeˇ
zahrnuje jak apriornı´ informaci o parametru θ, tak i informaci plynoucı´ z realizace X .
Pozna´mka 3 Existujı´-li funkce h1(θ, x) a h2(x) takove´, zˇe
f(θ)f(x|θ) = h1(θ, x)h2(x),
pak aposteriornı´ hustotu f(θ|x) mu˚zˇeme upravit do tvaru
f(θ|x) = h1(θ, x)
h1(θ, x)dθ
Du˚sledek 1 Z pozna´mky 3 plyne, zˇe nahradı´me-li v (1) veˇty 2 f(θ) funkcı´ cf(θ), kde c ∈ R, c >
0, pak se aposteriornı´ hustota f(θ|x) nezmeˇnı´.
Tohoto du˚sledku vyuzˇijeme v kapitole 4.2.2.
Strˇednı´ hodnotu na´hodne´ velicˇiny Xi vypocˇteme jako
EXi = Eθ[E[Xi|θ]] =
 
Xif(x|θ)dx

f(θ)dθ.
Na za´veˇr te´to kapitoly jesˇteˇ uved’me nepodmı´neˇnou hustotu na´hodne´ velicˇiny X ,
f(x) =

f(x|θ)f(θ)dθ.
4.2 Volba apriornı´ho rozdeˇlenı´
Jak jsme jizˇ zmı´nili v prˇedchozı´ kapitole, k za´veˇru˚m o parametru θ pouzˇijeme kromeˇ
na´hodne´ velicˇinyX take´ informaci (byt’neu´plnou) o parametru θ neza´vislou na realizaci
X . Tuto informaci nazy´va´me apriornı´ informace.
Apriornı´ informace mu˚zˇe mı´t bud’ objektivnı´ (naprˇ. informace zı´skana´ z podobne´
u´lohy), nebo subjektivnı´ charakter (naprˇ. na´zor cˇi zkusˇenost neˇjake´ho subjektu). Nasˇe
apriornı´ informace o parametru θ by pak meˇla odra´zˇet apriornı´ hustota f(θ).
Chceme-li pouzˇı´t bayesovsky´ prˇı´stup, rˇesˇı´me proble´m volby apriornı´ho rozdeˇlenı´.
Podobneˇ jako prˇi klasicke´m prˇı´stupu da´va´me prˇednost pra´ci s hustotami f(θ) urcˇite´ho
funkciona´lnı´ho typu. Pouzˇı´va´me naprˇ. tzv. syste´my konjugovany´ch rozdeˇlenı´ (viz kapi-
tola (4.2.1)) nebo typy rozdeˇlenı´ odpovı´dajı´cı´ tzv. principu neurcˇitosti (viz kapitola (4.2.2)),
ktery´ pouzˇı´va´me v prˇı´padeˇ, kdy nema´me o parametru θ informaci zˇa´dnou. V prˇı´padeˇ,
kdy nema´me k dispozici zˇa´dnou apriornı´ informaci, mu˚zˇeme pouzˇı´t take´ tzv. Jeffreysovu
neinformativnı´ hustotu (viz kapitola (4.2.3)).
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4.2.1 Konjugovane´ syste´my hustot
Necht’X = (X1, ..., Xn) je na´hodny´ vy´beˇr z rozdeˇlenı´ s hustotou f(x|θ).
Definice 3 Necht’F znacˇı´ syste´m hustot f(x|θ) pro ru˚zne´ parametry θ, tj.:
F = {f(x|θ), θ ∈ Θ}.
Syste´m P apriornı´ch hustot f(θ) nazveme syste´mem konjugovany´m se syste´mem hustot F, pokud
pro vsˇechna f ∈ F a kazˇde´ apriornı´ rozdeˇlenı´ z P patrˇı´ i aposteriornı´ hustota π(θ|x) jakozˇto
hustota θ do syste´mu P.
Prˇı´kladem konjugovane´ho syste´mu hustot mu˚zˇe by´t naprˇ. mnozˇina vsˇech mozˇny´ch
rozdeˇlenı´ na Θ. To vsˇak nenı´ prˇı´lisˇ prakticke´ a vhodne´ je pouzˇı´t konjugovany´ syste´m
s konecˇny´m pocˇtem rozdeˇlenı´. Vy´hodou takove´ho konjugovane´ho syste´mu hustot pak
je jejı´ jednoduchy´ prˇechod z apriornı´ na aposteriornı´ hustotu - a to pouhou zmeˇnou
prˇı´slusˇny´ch parametru˚.
Konjugovany´ syste´m hustot mu˚zˇeme sestavit naprˇı´klad pomocı´ metody vyuzˇı´vajı´cı´
postacˇujı´cı´ statistiky.
Definice 4 Uvazˇujme statisticky´ model f(x|θ) na´hodne´ velicˇiny X s hodnotami v X. Necht’pro
T : X→ Rn, n ∈ N platı´
f(x|T (X) = t, θ) = f(x|T (X) = t),
pak T nazy´va´me postacˇujı´cı´ statistikou modelu f(x|θ).
Pozna´mka 4 Postacˇujı´cı´ statistika nese stejnou informaci o θ jako na´hodna´ velicˇina X .
Du˚kaz: Necht’t = T (x). Pak
f(θ|x) = f(θ|x, t) = f(x, t|θ)f(θ)
f(x, t|θ)f(θ)dθ =
f(x|t, θ)f(t|θ)f(θ)
f(x|t, θ)f(t|θ)f(θ)dθ =
=
f(x|t)f(t|θ)f(θ)
f(x|t)  (t|θ)f(θ)dθ = f(t|θ)f(θ) f(t|θ)f(θ)dθ = f(θ|t),
kde prvnı´ rovnost mu˚zˇeme pouzˇı´t, protozˇe postacˇujı´cı´ statistika neprˇina´sˇı´ o θ zˇa´dnou
informaci navı´c oproti na´hodne´ velicˇineˇ X .
Tedy f(θ|x) = f(θ|t). 
Prˇı´klad 4 (Postacˇujı´cı´ statistika alternativnı´ho rozdeˇlenı´) Dokazˇme, zˇe statistika
Tn(X1, ..., Xn) =
n
i=1
Xi
je postacˇujı´cı´ statistikou prˇı´slusˇı´cı´ alternativnı´mu rozdeˇlenı´.
Necht’na´hodny´ vy´beˇrXn = (X1, . . . , Xn)′ pocha´zı´ z alternativnı´ho rozdeˇlenı´ s parametrem
θ ∈ (0, 1), tj. Xi ∼ A(θ). Necht’
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Sn =
n
i=1
Xi.
Pak
Sn ∼ Bi(n, θ)
Necht’xn = (x1, . . . , xn)′ je realizace na´hodne´ho vy´beˇru. Uvazˇujme podmı´neˇnou pravdeˇpodob-
nost pro libovolneˇ, ale pevneˇ zvolene´ t ∈ R:
P (X1 = x1, . . . , Xn = xn|Sn = t).
Pro
n
i=1 xi ̸= t je tato podmı´neˇna´ pravdeˇpodobnost rovna nule.
Necht’
n
i=1 xi = t. Pak
P (X1 = x1, . . . , Xn = xn|Sn = t) = P (X1 = x1, . . . , Xn = xn)
Pθ(Sn = t)
=
=
n
i=1 P (Xi = xi)
P (S = t)
=
=
θ
n
i=1 xi(1− θ)n−
n
i=1 xi
n
t

θt(1− θ)n−t =
=
1
n
t
 .
(2)
Atedy tato podmı´neˇna´ pravdeˇpodobnost neza´visı´ na θ, takzˇe statistikaSn =
n
i=1Xi je postacˇujı´cı´
statistikou alternativnı´ho rozdeˇlenı´. 
Pozna´mka 5 Necht’ Tn(X1, ..., Xn) znacˇı´ postacˇujı´cı´ statistiku prˇı´slusˇı´cı´ syste´mu hustot F =
{
n
i=i
f(xi|θ); θ ∈ Θ}. Prˇedpokla´dejme, zˇe existuje n0 takove´, zˇe pro vsˇechna n ≥ n0 existujı´
neza´porne´ funkce gn a hn takove´, zˇe
n
i=i
f(xi|θ) = gn(Tn(x), θ)hn(x),
Oznacˇme Sn mnozˇinu vsˇech bodu˚ t, ktery´ch mu˚zˇe naby´vat na´hodny´ vektor Tn(X).
Sn = {t; t = Tn(X)}.
Pak (dle [4]), za prˇedpokladu
0 <

gn(t, θ)dθ < +∞,
je syste´m hustot
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{fn,t(θ); t ∈ Sn, n ≥ n0},
kde
fn,t(θ) =
gn(t, θ)
gn(t, θ)dθ
, (3)
syste´m konjugovany´ s F.
Prˇı´klad 5 (Konstrukce konjugovane´ho syste´mu hustot) Meˇjme alternativnı´ rozdeˇlenı´ s pa-
rametrem θ ∈ ⟨0, 1⟩. Sestavme si pomocı´ metody pro konstrukci konjugovane´ho syste´mu hustot
vyuzˇı´vajı´cı´ postacˇujı´cı´ statistiky konjugovany´ syste´m hustot prˇı´slusˇı´cı´ tomuto rozdeˇlenı´.
Necht’pro postacˇujı´cı´ statistiku alternativnı´ho rozdeˇlenı´
Tn(X1, ..., Xn) =
n
i=1
Xi
oznacˇı´me Sn mnozˇinu vsˇech mozˇny´ch hodnot, ktery´ch mu˚zˇe na´hodna´ velicˇina Tn naby´vat, tedy
Sn = {1, 2, ..., n}.
Vzhledem k (1) je
fn(y, θ) = θ
y(1− θ)n−y, y ∈ Sn,
hn(x) =
n
i=1

1
xi

.
Odtud a z (3) plyne, zˇe
fn,t(θ) =
θy(1− θ)n−y
B(y + 1, n− y + 1) .
Pak konjugovany´ syste´m hustot prˇı´slusˇı´cı´ alternativnı´mu rozdeˇlenı´ je beta rozdeˇlenı´ s parametry
(y + 1) a (n − y + 1), kde y ∈ S. Takovy´to syste´m se nazy´va´ prˇirozeny´ konjugovany´ syste´m.
Cˇasto vsˇak pracujeme s bohatsˇı´m syste´mem, v tomto prˇı´padeˇ by se jednalo o syste´m beta rozdeˇlenı´
s parametry α a β, kde α > 0, β > 0, takovy´ syste´m nazy´va´me obvykly´ konjugovany´ syste´m.
Je-li apriornı´ rozdeˇlenı´ beta rozdeˇlenı´ s parametry α, β, je aposteriornı´ rozdeˇlenı´ beta rozdeˇlenı´
s parametry (α+
n
i=1Xi), (β + n−
n
i=1Xi).
Prˇı´klady konjugovany´ch apriornı´ch hustot pro neˇktere´ dalsˇı´ modely je zobrazeno v
tabulce 2. V te´to tabulce je vzˇdy parametr θ nezna´my´, vsˇechny dalsˇı´ parametry jsou pak
zna´me´.
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Model Rozdeˇlenı´ X Konjugovane´ rozdeˇlenı´ θ
Norma´lnı´ N(θ, σ2) N(µ, ϵ2)
Norma´lnı´ N(µ, 1θ ) G(α, β)
Poissonovo P (θ) G(α, β)
Gama G(v, θ) G(α, β)
Binomicke´ Bi(n, θ) B(α, β)
Tabulka 2: Konjugovane´ apriornı´ hustoty neˇktery´ch modelu˚
4.2.2 Princip neurcˇitosti
Necht’ f(x|θ) je podmı´neˇna´ hustota na´hodne´ velicˇiny x prˇi dane´ hodnoteˇ parametru
θ ∈ Θ. Pokla´da´me-li θ za na´hodnou velicˇinu, o nı´zˇ vı´me jen to, zˇe θ ∈ Θ, vznika´ proble´m
jak volit apriornı´ rozdeˇlenı´.
Nasta´va´ mozˇnost volit za apriornı´ rozdeˇlenı´ θ rovnomeˇrne´ rozdeˇlenı´ na Θ. Prˇı´slusˇ-
nou hustotu budeme znacˇit f0(θ). Tento prˇı´stup je (naprˇ. v [4]) oznacˇova´n jako princip
neurcˇitosti.
Pokud je Θ nanejvy´sˇ spocˇetna´ mnozˇina, pak jde o hustotu vzhledem k cˇı´tacı´ mı´rˇe.
Pokud ma´ Θ kladnou Lebesgueovu mı´ru, je f0 hustotou vzhledem k Lebesgueoveˇ mı´rˇe.
V obou teˇchto prˇı´padech je f0 identicky rovna kladne´ konstanteˇ. Pro u´cˇely vy´pocˇtu
aposteriornı´ho rozdeˇlenı´ ji mu˚zˇeme polozˇit rovnu 1, viz du˚sledek pozna´mky 3 (kdy c
polozˇı´me rovno 1f0 ).
Nakonec, je-li Θ nekonecˇna´ spocˇetna´, poprˇ. je-li jejı´ Lebesgueova mı´ra nekonecˇna´,
volı´me za hustotu f0(θ) tzv. nevlastnı´ hustotu. Nevlastnı´ hustota je definovana´ jako
neza´porna´ meˇrˇitelna´ funkce (nemusı´ by´t integrovatelna´).
4.2.3 Jeffreysova hustota
V prˇı´padeˇ, kdy nema´me k dispozici zˇa´dnou vhodnou apriornı´ informaci, mu˚zˇeme vyuzˇı´t
tzv. neinformativnı´ch apriornı´ch rozdeˇlenı´. Jednou z nejcˇasteˇji pouzˇı´vanou je Jeffreysova
hustota.
Uvazˇujme statisticky´ model f(x|θ), θ ∈ Θ. Fisherova informace I(θ) pro Θ ∈ R je
definova´na vztahem
I(θ) = E

∂lnf(x|θ)
∂θ
2 θ

I(θ) vyjadrˇuje mnozˇstvı´ informace, ktere´ o parametru θ prˇinese pozorova´nı´ x. Tato infor-
mace je za´visla´ na θ.
Jeffreysova apriornı´ hustota pro model f(x|θ) je rovna funkci (I(θ)) 12 . Tato hustota
by´va´ cˇasto nevlastnı´ (tedy nema´ konecˇny´ integra´l).
Pro alternativnı´ rozdeˇlenı´ je Jeffreysova hustota beta rozdeˇlenı´ s parametry 1/2 a 1/2.
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4.3 Statisticke´ rozhodovacı´ funkce
U´loha rozhodova´nı´ nasta´va´ v prˇı´padeˇ, kdy se musı´me rozhodnout mezi alesponˇ dveˇma
ru˚zny´mi mozˇnostmi, ktere´ oznacˇujeme jako akce. Krite´riem vy´beˇru dane´ho rozhodnutı´,
ktere´ prˇijmeme, je veˇtsˇinou zalozˇeno na posouzenı´ vy´sledku˚ vsˇech uvazˇovany´ch akcı´.
Rozhodova´nı´ pak cha´peme jako neˇjaky´ druh optimalizace.
Pokudnejsme schopni urcˇit vy´sledkyvsˇechuvazˇovany´ch akcı´ prˇesneˇ, je vy´beˇr nejlepsˇı´
akce o to komplikovaneˇjsˇı´. Hovorˇı´me pak o tzv. rozhodova´nı´ za nejistoty. Nejistotou pak
mu˚zˇe by´t jizˇ zminˇovana´ neu´plna´ znalost o parametru θ. Pro tento u´cˇel je vhodne´ pouzˇı´t
pra´veˇ Bayesovsky´ prˇı´stup.
4.3.1 Ztra´tova´, rozhodovacı´ a rizikova´ funkce
Necht’
• X je na´hodna´ velicˇina s hustotou f(x|θ) naby´vajı´cı´ hodnot v X,
• θ ∈ Θ je parametr, Θ je nepra´zdna´ borelovska´ podmnozˇina Rk.
• A znacˇı´ mnozˇinu mozˇny´ch rozhodnutı´,
• a ∈ A je akce (rozhodnutı´).
Nynı´ oznacˇme L(θ, a) ztra´tovou funkci,
L : Θ×A→ [C,+∞], (4)
kde C ∈ R. Ztra´tova´ funkce cˇı´selneˇ vyjadrˇuje ztra´tu, kterou utrpı´me, jestlizˇe skutecˇna´
hodnota parametru je θ a jestlizˇe prˇijmeme rozhodnutı´ a.
Zobrazenı´ δ, δ : X→ A, nazveme rozhodovacı´ funkcı´. Hodnota δ(x), x ∈ X, prˇedsta-
vuje rozhodnutı´ (za´veˇr) pro X = x.
Strˇednı´ ztra´tu zpu˚sobenou volbou rozhodovacı´ funkce δ, je-li skutecˇna´ hodnota para-
metru rovna θ, nazveme rizikem, oznacˇı´me R(θ, δ) a definujeme jako
R(θ, δ) = E [L(θ, δ(x))|θ] =

L (θ, δ(x)) f(x|θ)dx. (5)
Necht’∆ znacˇı´ mnozˇinu takovy´ch rozhodovacı´ch funkcı´ δ, pro neˇzˇ platı´
∀θ ∈ Θ : R(θ, δ) < +∞.
Pak funkci R : Θ×∆→ R, definovanou vztahem (5), nazy´va´me rizikovou funkcı´.
Statisticky´m rozhodovacı´m proble´mem budeme rozumeˇt trojici (Θ,∆, R).
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4.3.2 Usporˇa´da´nı´ a ekvivalence na mnozˇineˇ ∆
Necht’δ1, δ2 ∈ ∆. Pak platı´:
Rozhodovacı´ funkce δ1 je R-lepsˇı´ (tj. lepsˇı´ vzhledem k rizikove´ funkci R) nezˇ rozho-
dovacı´ funkce δ2, jestlizˇe
R(θ, δ1) ≤ R(θ, δ2), ∀θ ∈ Θ
a jestlizˇe alesponˇ pro jedno θ platı´ tato nerovnost ostra´.
Rozhodovacı´ funkce δ1 je R-ekvivalentnı´ rozhodovacı´ funkci δ2, jestlizˇe
R(θ, δ1) = R(θ, δ2), ∀θ ∈ Θ.
Optima´lnı´ rozhodovacı´ funkcı´ by zrˇejmeˇ byla funkce δ∗ ∈ ∆ takova´, zˇe
min
δ∈∆
R(θ, δ) = R(θ, δ∗), ∀θ ∈ Θ.
Takova´ rozhodovacı´ funkce vsˇak existuje jen vy´jimecˇneˇ.
4.3.3 Bayesovske´ riziko
Prˇi bayesovske´m prˇı´stupu prˇedpokla´da´me, zˇe je parametr θ na´hodna´ velicˇina s hustotou
f(θ).
Definice 5 Pro f(θ) a δ ∈ ∆ definujeme Bayesovskou rizikovou funkci jako
ρ(f, δ) = E [R(θ, δ)] =
 
L(θ, δ(x))f(x|θ)dx

f(θ)dθ.
Optima´lnı´ bayesovskou rozhodovacı´ funkci δ∗(f) definujeme jako
min
δ∈∆
ρ(f, δ) = ρ(f, δ∗) (6)
Oznacˇme ρ∗(f) = ρ(f, δ∗). Cˇı´slo ρ∗(f) nazy´va´me bayesovske´ riziko.
Bayesovska´ rozhodovacı´ funkce δ∗ (6) za´visı´ na volbeˇ ztra´tove´ funkce a apriornı´m
rozdeˇlenı´ parametru θ.
Meˇjme dveˇ ztra´tove´ funkce L1 a L2, mezi nimizˇ platı´ vztah
L1(θ, d) = aL2(θ, d) + b
pro vsˇechna (θ, d) ∈ Θ × D a neˇjake´ a > 0, b ∈ R. Pak bayesovske´ rozhodovacı´ funkce
odpovı´dajı´cı´ L1 a L2 jsou shodne´, cozˇ vzhledem k prˇedpokladu omezenosti ztra´tove´
funkce zdola (viz (4)) vede k tomu, zˇe bez u´jmy na obecnosti mu˚zˇeme prˇedpokla´dat
neza´pornost ztra´tove´ funkce.
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4.3.4 Princip minimaxu
Jine´ rˇesˇenı´ rozhodovacı´ho proble´mu poskytuje naprˇ. principminimaxu, prˇi ktere´m za op-
tima´lnı´ rozhodovacı´ funkci budeme povazˇovat rozhodovacı´ funkci δ0 s vlastnostı´
min
δ∈∆
max
θ∈Θ
R(θ, δ) = max
θ∈Θ
R(θ, δ0).
Rozhodujeme se tedy pro alternativu, ktera´ minimalizuje nasˇe nejvysˇsˇı´ mozˇne´ na´klady.
Princip minimaxu pouzˇı´va´me naprˇ. v prˇı´padeˇ, kdy o parametru θ vı´me jen to, zˇe θ ∈ Θ.
4.4 Dynamicky´ Bayesovsky´ rozhodovacı´ proces
Obdobny´ prˇı´stup volby optima´lnı´ho rozhodnutı´ jako v prˇedchozı´ kapitole, tedy minima-
lizace ocˇeka´vane´ ztra´ty, lze aplikovat i na dynamicke´ rozhodovacı´ u´lohy, tedy u´lohy, kdy
se rozhodnutı´ generuje sekvencˇneˇ v cˇase.
Meˇjme syste´m, ktery´ je popsa´n posloupnostı´ na´hodny´ch velicˇin (at, θt, xt)t∈t∗ , kde
• t∗ je rozhodovacı´ horizont, t∗ = {1, 2, ..., T}, kde T ∈ N, T > 1, prˇedstavuje cˇas,
do ktere´ho je rozhodova´nı´ prova´deˇno,
• θt je parametr ovlivnˇujı´cı´ chova´nı´ syste´mu (pro dany´ cˇas t),
• akce at rozhodnutı´ ucˇineˇne´ na´mi v ra´mci rozhodovacı´ho proble´mu (v dane´m cˇase t)
• a xt znacˇı´ vy´stup, tedy samotnou realizaci (v cˇase t).
Platı´, zˇe pro dany´ cˇasovy´ okamzˇik t nejprve zvolı´me akci at, na´sledneˇ se generuje novy´
parametr θt a azˇ pote´ je v za´vislosti na nich realizova´n vy´stup xt.
Pozna´mka 6 (Znacˇenı´) Necht’
• xt1:t2 znacˇı´ posloupnost na´hodny´ch velicˇin (xt1 , ..., xt2) pro dane´ t1, t2 ∈ t∗, obdobneˇ
pro akce at, at1:t2 := (at1 , ..., at2),
• data dt := (at, xt) znacˇı´ vektor akcı´ at a vy´stupu˚ xt pro dany´ cˇasovy´ okamzˇik t,
• trajektorie syste´mu je posloupnost realizacı´ vsˇech uvazˇovany´ch velicˇin od zacˇa´tku do konce
dane´ho rozhodovacı´ho horizontu, tj. (a1:T , θ1:T , x1:T ), dle nasˇeho znacˇenı´ tedy (a1:T , θ1:T , x1:T ) :=
(a1, θ1, x1, ..., aT , θT , xT ),
• at naby´va´ hodnot v At, tedy at ∈ At, pak a1:T ∈ A1:T := A1 × . . . × AT , obdobneˇ
x1:T ∈ X1:T a θ1:T ∈ Θ1:T
Abychom byli schopni popsat dany´ syste´m, potrˇebujeme jakozˇto jeho uzˇivatel zvo-
lit na´sledujı´cı´ distribucˇnı´ funkce, jenzˇ prˇedstavujı´ nasˇi vstupnı´ informaci reprezentujı´cı´
znalost o syste´mu:
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1. Model pozorova´nı´, cozˇ je posloupnost podmı´neˇny´ch distribucˇnı´ch funkcı´

f(xt|at, d1:t−1, θ1:t−1)

t∈t∗ ,
ktere´ modelujı´ za´vislost vy´stupnı´ promeˇnne´ na vsˇech prˇedesˇly´ch velicˇina´ch. Prˇed-
pokla´da´me, zˇe je tento model zvolen tak, zˇe pro aktua´lnı´ akci at a prˇedcha´zejı´cı´
data d1:t−1 je vy´stupnı´ promeˇnna´ xt za´visla´ pouze na aktua´lnı´m parametru θt, tedy
dosta´va´me

f(xt|at, d1:t−1, θt)

t∈t∗ . (7)
2. Model vy´voje v cˇase

f(θt|at, d1:t−1, θ1:t−1)

t∈t∗
modeluje vy´voj nezna´my´ch parametru˚. Obdobneˇ jako u modelu pozorova´nı´ prˇed-
pokla´da´me, zˇe pro danou akci at a prˇedcha´zejı´cı´ data d1:t−1 je parametr θt za´visly´
jizˇ pouze na prˇedesˇle´m parametru θt−1. Model tedy mu˚zˇeme zapsat jako

f(θt|at, d1:t−1, θt)

t∈t∗ .
3. Apriornı´ rozdeˇlenı´
f(θ0),
jenzˇ prˇedstavuje nasˇi pocˇa´tecˇnı´ znalost o nezna´me´m parametru θ0.
Cı´lem rozhodova´nı´ je pak usporˇa´dat vsˇechny mozˇne´ trajektorie tak, abychom byli
schopni neˇkterou trajektorii uprˇednostnit prˇed jinou. K tomu na´m poslouzˇı´ ztra´tova´
funkce
L : A1:T × X1:T ×Θ1:T → [C,+∞], (8)
pro neˇjake´C ∈ R. Pomocı´ ztra´tove´ funkce prˇirˇadı´me kazˇde´ trajektorii hodnotu, cˇı´mmensˇı´
hodnotu ztra´tove´ funkce dana´ trajektorie ma´, tı´m spı´sˇe ji uprˇednostnı´me.
Na za´kladeˇ vstupnı´ch informacı´ (modelu a apriornı´ho rozdeˇlenı´) a ztra´tove´ funkce,
ktera´ reprezentuje nasˇe cı´le, pak hleda´me rozhodovacı´ strategii.
Rozhodovacı´ strategiı´ je pak posloupnost zobrazenı´ (indexovany´ch cˇasem t) prˇirˇa-
zujı´cı´ prˇedcha´zejı´cı´m datu˚m d1:t−1 konkre´tnı´ hodnotu akce at (nebo distribucˇnı´ funkci
akce at). Rozhodovacı´ strategii prˇedstavuje posloupnost podmı´neˇny´ch distribucˇnı´ch
funkcı´ 
f(at|d1:t−1)

t∈t∗ .
Jednotlive´ podmı´neˇne´ distribucˇnı´ funkce f(at|d1:t−1) nazy´va´me rozhodovacı´m pravi-
dlem.
26
Rozhodovacı´ strategie tedy generuje akce at v za´vislosti na prˇedchozı´ch datech d1:t−1.
Z toho plyne, zˇe akce at a parametry θ1:t−1 jsou podmı´neˇneˇ neza´visle´ prˇi dany´ch datech
d1:t−1 (tzv. prˇirozene´ podmı´nky rˇı´zenı´ [6]), tj.
f(at|d1:t−1, θ1:t−1) = f(at|d1:t−1). (9)
Prˇı´my´m du˚sledkem (9) je i podmı´neˇna´ neza´vislost
f(θt−1|at, d1:t−1) = f(θt−1|d1:t−1).
Dle kapitoly 4.3.2 pak hleda´me optima´lnı´ rozhodovacı´ strategii
OR :=

Of(at|d1:t−1)

t∈t∗ ,
jako strategii minimalizujı´cı´ ocˇeka´vanou ztra´tu
E

L(a1:T , x1:T , θ1:T )

vzhledem ke sdruzˇene´ hustoteˇ pravdeˇpodobnosti na mnozˇineˇ vsˇech mozˇny´ch trajektoriı´
f(a1:t, x1:t, θ1:t) =
=
 t∗
t=1
f(xt|at, d1:t−1, θt)f(θt|at, d1:t−1, θt−1)f(at|d1:t−1)f(θ0)dθ0.
(10)
Postup optimalizacemu˚zˇe by´t cha´pa´n tak, zˇe se skla´da´ ze dvou vza´jemneˇ propojeny´ch
cˇa´stı´ - fa´ze ucˇenı´ a na´vrhu samotne´ optima´lnı´ strategie. Cı´lem ucˇenı´ je zı´skat informace
o nezna´my´ch parametrech θt z jizˇ dostupny´ch dat. Prˇı´ na´vrhu rozhodovacı´ strategie pak
konstruujeme rozhodovacı´ strategie s ohledem na vy´sledky zı´skane´ pra´veˇ z fa´ze ucˇenı´.
Ucˇenı´
V libovolne´m cˇase t je vesˇkera´ nasˇe dostupna´ znalost o nezna´my´ch parametrech
(pocˇa´tecˇnı´ i zı´skana´ z dat d1:t) zastoupena podmı´neˇnou distribucˇnı´ funkcı´
f(θt|d1:t).
Jejı´ vycˇı´slenı´ je cı´lem fa´ze ucˇenı´.
Vy´pocˇet provedeme rekurzivneˇ, prˇicˇemzˇ rekurzi zacˇneme v cˇase t = 0 za pouzˇitı´
apriornı´ hustoty f(θ0).
1. Cˇasova´ aktualizace
f(θt|at, d1:t−1) =

f(θt|at, d1:t−1, θt−1)f(θt−1|at, d1:t−1)dθt−1 =
=

f(θt|at, d1:t−1, θt−1)f(θt−1|d1:t−1)dθt−1
(11)
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2. Datova´ aktualizace
f(θt|d1:t) = f(xt|at, d
1:t−1, θt)f(θt|at, d1:t−1)
f(xt|at, d1:t−1) , (12)
kde
f(xt|at, d1:t−1) =

f(xt|at, d1:t−1, θt)f(θt|at, d1:t−1)dθt. (13)
Podmı´neˇnou distribucˇnı´ funkci f(xt|at, d1:t−1) z poslednı´ rovnice obecneˇ nazy´va´me vy´-
stupnı´m modelem syste´mu. Tato distribucˇnı´ funkce predikuje chova´nı´ syste´mu v dane´m
cˇase pro konkre´tnı´ historii dat a akci v tomto cˇase zvolenou.
Na´vrh optima´lnı´ strategie
Optima´lnı´ strategie, tj. minimalizace (8), je konstruova´na rekurzivneˇ pomocı´ tzv. Bell-
manovy´ch funkcı´ Vt : (d1:t)∗ → R,
Vt(d
1:t) = min
f(at|d1:t)
E

Vt+1(d
1:t)|d1:t−1 . (14)
Rekurze je prova´deˇna zpeˇtny´m zpu˚sobem, zacˇı´na´ v cˇase t = T a pocˇa´tecˇnı´ funkce VT+1
je definova´na jako
VT+1(d
1:T ) = E

L(a1:T , x1:T , θ1:T )|d1:T  . (15)
K jejı´mu vycˇı´slenı´ potrˇebujeme podmı´neˇnou hustotu f(θ1:T |d1:T ) danou na´sledujı´cı´m
rekurzivnı´m vztahem
f(θ1:t|d1:t) = f(xt|at, d
1:t−1, θt)f(θt|at, d1:t−1, θt−1)
f(xt|at, d1:t−1) f(θ
1:t−1|d1:t−1),
kde f(xt|at, d1:t−1) je da´no vztahem (12). Rekurze zacˇı´na´ s apriornı´m rozdeˇlenı´m f(θ0).
Ocˇeka´vanou hodnotu ve vztahu (14) pocˇı´ta´me vzhledem k
f(dt|d1:t−1) = f(xt|at, d1:t−1)f(at|d1:t−1),
urcˇenou vy´stupnı´m modelem syste´mu z fa´ze ucˇenı´ (13) a prˇı´slusˇny´m rozhodovacı´m pra-
vidlem f(at|d1:t−1). Optima´lnı´ strategie OR pak spocˇı´va´ v minimalizaci argumentu˚ (14),
tj.
Of(at|d1:t−1) ∈ argmin
f(at|d1:t−1)
E

Vt+1(d
1:t)|d1:t−1 . (16)
Of(at|d1:t−1) z te´to rovnice nejsou urcˇeny jednoznacˇneˇ. Nicme´neˇ, vzhledem k tomu, zˇe
vsˇechny minimalizace v (16) vedou ke stejne´ ocˇeka´vane´ ztra´teˇ, mu˚zˇeme rozhodovacı´
pravidla Of(at|d1:t−1) volit libovolneˇ. Protozˇe E

Vt+1(d
1:t)|d1:t−1 v (14) za´visı´ linea´rneˇ
na f(at|d1:t−1), je zrˇejme´, zˇe Of(at|d1:t−1) je jaka´koliv distribucˇnı´ funkce, ktera´ prˇirˇazuje
mnozˇineˇ
argmin
at∈a∗
E

Vt+1(d
1:t)|at, d1:t−1

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pravdeˇpodobnost 1 a optima´lnı´ rozhodovacı´ strategie mu˚zˇe by´t vzˇdy vybra´na jako nena´-
hodna´.
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5 Formulace proble´mu
V te´to kapitole aplikujeme dynamicke´ rozhodova´nı´ za neurcˇitosti popsane´ v kapitole 4.4
na konkre´tnı´ proces. Tı´mto procesem bude hod mincı´ reprezentovany´ pomocı´ Markov-
ske´ho rozhodovacı´ho procesu (viz kapitola 2.5).
5.1 Model
Meˇjme da´n na´sledujı´cı´ diskre´tnı´ na´hodny´ proces s pameˇtı´ a rˇı´dı´cı´mi vstupy zaznamena´-
vajı´cı´ opakovane´ hody nesymetrickou mincı´, pro ktery´ platı´, zˇe vy´sledek hodu (vy´stup)
za´visı´ na
• poloze mince prˇed hodem (akce, vstup)
• a na vy´sledku prˇedchozı´ho hodu (pameˇt’).
Skutecˇne´ parametry mince, tj. pravdeˇpodobnosti hodu panny (resp. orla) pro jednotlive´
kombinace vstupu a pameˇti, na´m prˇitom nejsou (u´plneˇ) zna´my. Poznamenejme navı´c,
zˇe jednotlive´ pravdeˇpodobnosti vy´sledku hodu mince jsou za´visle´ pouze na vstupu a
pameˇti, tedy jsou naprˇ. neza´visle´ na cˇase.
Oznacˇme strany mince na´sledovneˇ:
• panna =: 0,
• orel =: 1.
Necht’ da´le t, t ∈ {1, 2, ..., T}, kde T ∈ N, T > 1, je diskre´tnı´ cˇas nasˇeho procesu.
Pak xt, xt ∈ {0, 1}, znacˇı´ vy´stup v cˇase t a at, at ∈ {0, 1}, zase vstup v cˇase t. Oznacˇme
dt := (at, xt) vektor vstupu a vy´stupu pro dany´ cˇas t.
Oznacˇme pravdeˇpodobnost
P (xt = i|xt−1 = j, at = k) =: θi|jk.
Tj. θi|jk znacˇı´ pravdeˇpodobnost, zˇe v cˇase tpadne i zapodmı´nky, zˇe v prˇedchozı´m cˇase t−1
padlo j, prˇicˇemzˇ jsme zvolili akci k.
Pak ∀j, k platı´
θ0|jk + θ1|jk = 1.
Hod touto mincı´ prˇedstavuje Markovsky´ rozhodovacı´ proces, viz obra´zek (5).
Oznacˇme si noveˇ a da´le pro jednoduchost pouzˇı´vejme pravdeˇpodobnost hodu 1 jako
θjk := θ1|jk
a vektor teˇchto pravdeˇpodobnostı´
θ := (θ00, θ01, θ10, θ11).
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Obra´zek 5: Na´sˇ uvazˇovany´ model jako Markovsky´ rozhodovacı´ proces, kde pravdeˇpo-
dobnosti prˇechodu za´visı´ na zvolene´ akci.
5.2 Rozhodovacı´ u´loha
Necht’v nasˇem prˇı´padeˇ hod panny znamena´ u´speˇch a naopak. Nasˇı´ cı´lem je navrhnout
takovou strategii volby vstupu˚ (tedy polohy mince prˇed hodem), ktera´ povede pra´veˇ
k nejveˇtsˇı´mu mozˇne´mu pocˇtu u´speˇchu˚, tedy hodu˚ panny, prˇicˇemzˇ prˇesneˇ nezna´me pa-
rametry te´to mince. Rozhodovat se budeme nejle´pe azˇ do konce cˇasove´ho horizontu T ,
tedy na T kroku˚ (hodu˚) doprˇedu.
Rˇesˇı´me tedy u´lohu, ve ktere´ hleda´me rozhodovacı´ strategii
f(at|d1:t−1)
T
t=1
takovou, aby ocˇeka´vana´ ztra´ta
E

L(d1:T )

byla co nejmensˇı´, prˇicˇemzˇ
L(d1:T ) =
T
t=1
l(xt) (17)
je tzv. aditivnı´ ztra´tova´ funkce, kde
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l(xt) = xt.
Tzn., zˇe ztra´ta v dane´m hodu je za´visla´ jen na jeho vy´sledku a celkova´ ztra´ta je rovna
soucˇtu ztra´t v kazˇde´m hodu, tedy hodı´me-li pannu, ztra´ta je nulova´ a celkova´ ztra´ta
se nezveˇtsˇı´, hodı´me-li orla, je rovna 1 a celkova´ ztra´ta se zveˇtsˇı´ o 1.
Poznamenejme take´, zˇe nasˇe ztra´tova´ funkce (17) je jednodusˇsˇı´ nezˇ ztra´tova´ funkce
(8), protozˇe je za´visla´ pouze na datech d1:T , nikoliv na nezna´my´ch parametrech θ.
Tuto u´lohu budeme rˇesˇit jako dynamicky´ Bayesovky´ rozhodovacı´ proces (viz kapi-
tola (4.4)).
5.3 Aplikace vlastnostı´ modelu na rozhodovacı´ u´lohu
Parametry mince jsou neza´visle´ na cˇase, platı´ tedy, zˇe
f(θt|at, d1:t−1, θt−1) = δ(θt − θt−1),
kde δ je tzv. Diracova δ-funkce a tedy
∀t ∈ {1, ..., T} : P (θt = θ0) = 1.
Protozˇe parametry mince neza´visı´ na cˇase, mu˚zˇeme pouzˇı´t na´sledujı´cı´ znacˇenı´
θ := θt.
Tı´mto na´m vypada´va´ krok cˇasove´ aktualizace (11) z fa´ze ucˇenı´ a datova´ aktualizace (12)
se zjednodusˇı´ (prˇi pouzˇitı´ 9) na
f(θ|d1:t) = f(dt|d
1:t−1, θ)f(θ|d1:t−1)
f(dt|d1:t−1) =
=
f(xt|at, d1:t−1, θ)f(at|d1:t−1, θ)f(θ|d1:t−1)
f(xt|at, d1:t−1, θ)f(at|d1:t−1, θ)f(θ|d1:t−1)dθ =
=
f(xt|at, d1:t−1, θ)f(at|d1:t−1)f(θ|d1:t−1)
f(at|d1:t−1)

f(xt|at, d1:t−1, θ)f(θ|d1:t−1)dθ =
=
f(xt|at, d1:t−1, θ)f(θ|d1:t−1)
f(xt|at, d1:t−1, θ)f(θ|d1:t−1)dθ ,
(18)
kde f(θ|d1:t−1) je aposteriornı´ rozdeˇlenı´ v cˇase t− 1.
Podmı´neˇne´ hustotymodelu pozorova´nı´ (7) nasˇı´ mince splnˇujı´Markovskou vlastnost, tedy
f(xt|at, d1:t−1, θ) = f(xt|at, xt−1, θ).
Pro zjednodusˇenı´ vy´pocˇtu volı´me konjugovanou apriornı´ hustotu. Protozˇe mu˚zˇeme
prˇedpokla´dat neza´vislost nezna´my´ch parametru˚ θ00, θ01, θ10, θ11, budeme v nasˇem prˇı´-
padeˇ za apriornı´ rozdeˇlenı´ bra´t soucˇin beta rozdeˇlenı´ (vı´ce viz prˇı´klad 5 z kapitoly 4.2.1).
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Pro parametr θ = (θ00, θ01, θ10, θ11)′, kde
θjk = P (xt = 1|xt−1 = j, at = k) ∼ Be(αjk, βjk)
je apriornı´ hustota
f(θ) =

jk
θ
αjk−1
jk (1− θjk)βjk−1
B(αjk, βjk)
.
Pak pro konkre´tnı´ trajektorii d1:t je aposteriornı´ hustota
f(θ|d1:t) ∝

t
τ=1
f(xτ |aτ , xτ−1, θ)

f(θ) =
=
 t
τ=1

j,k
θ
δ(xτ ,1)δ(aτ ,k)δ(xτ−1,j)
jk (1− θjk)δ(xτ ,0)δ(aτ ,k)δ(xτ−1,j)
 f(θ) =
=

j,k
θ
t
τ=1
δ(xτ ,1)δ(aτ ,k)δ(xτ−1,j)
jk (1− θjk)
t
τ=1
δ(xτ ,0)δ(aτ ,k)δ(xτ−1,j)
 f(θ).
Oznacˇı´me-li
Ajk(t) =
t
τ=1
δ(xτ , 1)δ(aτ , k)δ(xτ−1, j)
a
Bjk(t) =
t
τ=1
δ(xτ , 0)δ(aτ , k)δ(xτ−1, j),
pak
f(θ|d1:t) =

jk
θ
αjk+Ajk(t)−1
jk (1− θjk)βjk+Bjk(t)−1
B(αjk +Ajk, βjk +Bjk)
, (19)
tedy
θjk|d1:t ∼ Be(αjk +Ajk(t), βjk +Bjk(t)),
kde Ajk(t) je pocˇet prˇeskoku˚ v dane´ trajektorii d1:t z xτ−1 = j prˇi aτ = k do xτ = 1 pro
vsˇechna τ ∈ {1, ..., t} a Bjk(t) pocˇet teˇchto prˇeskoku˚ do xτ = 0.
Obecneˇ mu˚zˇe ztra´tova´ funkce za´viset na akcı´ch at, pozorova´nı´ch xt a nezna´my´ch
parametrech θt. V nasˇem prˇı´padeˇ vsˇak nenı´ ztra´tova´ funkce (17) na nezna´my´ch paramet-
rech za´visla´. To znamena´, zˇe se jinak slozˇite´ vycˇı´slenı´ Bellmanovy funkce (15) v cˇase T + 1
zjednodusˇuje na
33
VT+1(d
1:T ) = L(d1:T ).
Nakonec vyuzˇijeme jesˇteˇ toho, zˇe pouzˇı´va´me aditivnı´ ztra´tovou funkci (17). Pak pro
Bellmanovy funkce platı´
Vt+1(d
1:t) = min
(f(at′ |d1:t′−1))
T
t′=t
E[L(d1:T )|d1:t] =
= min
(f(at′ |d1:t′−1))
T
t′=t
E

T
τ=1
xτ
 d1:t

=
= min
(f(at′ |d1:t′−1))
T
t′=t
E

t
τ=1
xτ +
T
τ=t+1
xτ
 d1:t

=
=
t
τ=1
xτ + min
(f(at′ |d1:t′−1))
T
t′=t
E

T
τ=t+1
xτ
 d1:t

,
protozˇe suma
t
τ=1
xτ
za´visı´ pouze na datech d1:t a neza´visı´ na zna´hodneˇny´ch rozhodnutı´ch
f(at′ |d1:t′−1)
T
t′=t
.
Stacˇı´ na´m proto definovat Bellmanovy funkce jako minimum ocˇeka´vane´ho prˇı´ru˚stku
aditivnı´ ztra´tove´ funkce, tedy
Vt+1(d
1:t) = min
(f(at′ |d1:t′−1))
T
t′=t
E

T
τ=t+1
xτ
 d1:t

.
Nynı´ hleda´me optima´lnı´ rozhodovacı´ strategii
O

f(at|d1:t−1)
T
t=1
∈ argmin
(f(at|d1:t−1))Tt=1
E

T
t=1
xt

.
Protozˇe platı´
E

T
t=1
xt

= E

E

T
t=1
xt
 d1:T−1

= E

T−1
t=1
xt + E

xT | d1:T−1

,
mu˚zˇeme psa´t, zˇe
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min
(f(at|d1:t−1))Tt=1
E

T
t=1
xt

= min
(f(at|d1:t−1))T−1t=1
min
f(aT |d1:T−1)
E

T
t=1
xt

=
min
(f(at|d1:t−1))T−1t=1
min
f(aT |d1:T−1)
E

T−1
t=1
xt + E[xT |d1:T−1]

. (20)
Vnitrˇnı´ strˇednı´ hodnotu pocˇı´ta´me vzhledem k f(dT |d1:T−1), vneˇjsˇı´ pak vzhledem k
f(d1:T−1). Vneˇjsˇı´ strˇednı´ hodnota tedy neza´visı´ na zna´hodneˇne´ volbeˇ aT , proto mu˚zˇeme
rovnost (20) da´le upravit
min
(f(at|d1:t−1))Tt=1
E

T
t=1
xt

= min
(f(at|d1:t−1))T−1t=1
E

T−1
t=1
xt + min
f(aT |d1:T−1)
E[xT |d1:T−1]

. (21)
Oznacˇme nynı´
VT (d
1:T−1) = min
f(aT |d1:T−1)
E[xT |d1:T−1],
pak
Of(aT |d1:T−1) ∈ argmin
f(aT |d1:T−1)
E[xT |d1:T−1].
Dosad’me nynı´ VT (d1:T−1) do (21) a pokracˇujme v u´prava´ch
min
(f(at|d1:t−1))T−1t=1
E

T−1
t=1
xt + VT (d
1:T−1)

=
= min
(f(at|d1:t−1))T−2t=1
min
f(aT−1|d1:T−2)
E

E

T−1
t=1
xt + VT (d
1:T−1)
 d1:T−2

=
= min
(f(at|d1:t−1))T−2t=1
min
f(aT−1|d1:T−2)
E

T−2
t=1
xt + E[xT−1 + VT (d1:T−1)|d1:T−2]

=
= min
(f(at|d1:t−1))T−2t=1
E

T−2
t=1
xt + min
f(aT−1|d1:T−2)
E[xT−1 + VT (d1:T−1)|d1:T−2]

Nynı´ oznacˇme
VT−1(d1:T−2) = min
f(aT−1|d1:T−2)
E[xT−1 + VT (d1:T−1)|d1:T−2],
pak
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Of(aT−1|d1:T−1) ∈ argmin
f(aT−1|d1:T−2)
E[xT−1 + VT (d1:T−1)|d1:T−2].
Takto bychom pokracˇovali azˇ po t = 1 a zı´skali tak rekurzivnı´ vztah pro vy´pocˇet Bellma-
novy´ch funkcı´. Definujeme-li pro t = T + 1
VT+1(d
1:T ) = 0, (22)
mu˚zˇeme rekurzivnı´ vztah zapsat jako
Vt(d
1:t−1) = min
f(at|d1:t−1)
E

xt + Vt+1(d
1:t)|d1:t−1 (23)
a
Of(at|d1:t−1) ∈ argmin
f(at|d1:t−1)
E[xt + Vt+1(d
1:t)|d1:t−1].
Bellmanovy funkce a za´rovenˇ jednotlive´ podmı´neˇne´ hustoty tvorˇı´cı´ rozhodovacı´ strategii
tedy pocˇı´ta´me zpeˇtny´m zpu˚sobem, tzn. od konce cˇasove´ho horizontu po jeho zacˇa´tek.
Strˇednı´ hodnotu v (23) pocˇı´ta´me vzhlem k
f(dt|d1:t−1) = f(xt|at, d1:t−1)f(at|d1:t−1) = f(at|d1:t−1)

f(xt|at, d1:t−1, θ)f(θ|d1:t−1)dθ,
kde f(at|d1:t−1) je rozhodovacı´ pravidlo, ktere´ hleda´me, a f(xt|at, d1:t−1) vyja´drˇı´me po-
mocı´ modelu a aposteriornı´ hustoty (19), prˇicˇemzˇ parametry θjk jsou vzhledem k aposte-
riornı´ hustoteˇ neza´visle´:
f(xt = 1|at = k, xt−1 = j, at−1, d1:t−2) =

θjkf(θjk|d1:t−1)dθjk =
=

θjk
θ
αjk+Ajk(t)−1
jk (1− θ
βjk+Bjk(t)−1
jk )
B(αjk +Ajk(t), βjk +Bjk(t))
dθjk =
=
Γ(αjk +Ajk(t) + 1)Γ(βjk +Bjk(t))
Γ(αjk +Ajk(t) + 1 + βjk +Bjk(t))
Γ(αjk +Ajk(t) + βjk +Bjk(t))
Γ(αjk +Ajk(t))Γ(βjk +Bjk(t))
=
=
(αjk +Ajk(t))Γ(αjk +Ajk(t))Γ(αjk +Ajk(t) + βjk +Bjk(t))
(αjk +Ajk(t) + βjk +Bjk(t))Γ(αjk +Ajk(t) + βjk +Bjk(t))Γ(αjk +Ajk(t))
=
=
αjk +Ajk(t)
αjk +Ajk(t) + βjk +Bjk(t)
.
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5.4 Konkre´tnı´ prˇı´klad
5.4.1 Zada´nı´
Uvazˇujmemodel zkapitoly 5.1.Necht’jsou skutecˇne´ pravdeˇpodobnosti θprohod jednicˇky
touto mincı´ rovny
θ =

θ00 = 0, 3
θ01 = 0, 5
θ10 = 0, 2
θ11 = 0, 25
 .
Prˇedpokla´dejme, zˇe ma´me o tomto syste´mu apriornı´ informaci takovou, zˇe pravdeˇpo-
dobnosti hodu 1, tedy θjk, reprezentujeme z nasˇı´ znalosti tak, zˇe majı´ beta rozdeˇlenı´
s parametry αjk, βjk, kde 
α00 = 3 β00 = 3
α01 = 3 β01 = 4
α10 = 2 β10 = 5
α11 = 1 β11 = 2
 .
Tato apriornı´ informace odpovı´da´ prˇiblizˇneˇ 19 prˇedchozı´m pozorova´nı´m hodu˚ touto
mincı´, uvazˇujeme-li jako vy´chozı´ apriornı´ hustotu Jeffreysovu apriornı´ hustotu (viz 4.2.3).
Nalezneˇme pro 8 kroku˚ doprˇedu rozhodovacı´ strategii
f(at|d1:t−1)
8
t=1
takovou, aby ocˇeka´vana´ ztra´ta
E

8
t=1
xt

byla co nejmensˇı´.
5.4.2 Algoritmus
Pro implementaci algoritmu hleda´nı´ optima´lnı´ rozhodovacı´ strategie jsme pouzˇili skrip-
tovacı´ programovacı´ jazyk Python1 rozsˇı´rˇeny´ o balı´cˇek NumPy2 pro operace s maticemi.
Nynı´ si popı´sˇeme cˇa´sti algoritmu.
Nejprve programu zada´me vstupy, jedna´ se o
• de´lku rozhodovacı´ho horizontu T ,
1Dostupny´ z www.python.org.
2Dostupny´ z www.numpy.org.
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• parametry apriornı´ho rozdeˇlenı´, reprezentovanou maticı´ apri, kterou zada´va´me
ve tvaru:
apri = np.matrix( ′α00, β00;α01, β01;α10, β10;α11, β11 ′);
• a pocˇa´tecˇnı´ pameˇt’x0 pro cˇas t = 1 (vy´chozı´ stav, vy´sledek hodumince prˇed prvnı´m
hodem rozhodovacı´ho proble´mu).
Na jejich za´kladeˇ si program vypocˇte pocˇet mozˇny´ch trajektoriı´ a vytvorˇı´ pocˇet v, ktery´
naplnı´ vektory, jeden pro kazˇdy´ cˇasovy´ okamzˇik, slouzˇı´cı´mi pro ukla´da´nı´ hodnot Bell-
manovy´ch funkcı´ pro jednotlive´ trajektorie.
T = 8; # rozhodovaci horizont
#apri = np.matrix (’1,2;2,4.01;3,3;3,3’) ;
apri = np.matrix( ’ 3,3;3,4;2,5;1,2 ’ ) ; # apriorni rozdeleni
x0 = 0; # pocatecni vstup, xprev pro t=1
v = []; # list pro ukladani Bellmanovych funkci
for i in range(T+1):
TT = 4∗∗(i+1);
v.append(np.zeros(TT));
Vy´pis 1: Vstupnı´ parametry algoritmu pro hleda´nı´ optima´lnı´ strategie
Velikost vektoru v pro cˇas t je rovna pocˇtu vsˇech mozˇny´ch trajektoriı´, ktery´mi mu˚zˇe
syste´m prˇi sve´m chodu projı´t. Kazˇdy´ index tedy reprezentuje jednu konkre´tnı´ trajektorii.
Vektor v pro cˇas T + 1 je vytvorˇen jako vektor samy´ch 0, cozˇ je pocˇa´tecˇnı´ hodnota
Bellmanovy funkce pro danou trajektorii v cˇase T + 1, viz (22). Na´sledujı´cı´ funkce na´m
slouzˇı´ k tomu, abychomprodany´ index a cˇas t zı´skali trajektorii ve tvaru (a1, x1, ..., at, xt)′.
def get trajectory (index, t ) :
”””
index − index trajektorie
t − cas
vystupem trajektorie jako retezec a1,x1,a2,x2 ,..., at , xt
”””
n = t∗2;
out = str(bin(index)) [2:]. zfill (n);
return out;
Vy´pis 2: Funkce pro prˇevod indexu vektoru v pro cˇas t na trajektorii
Na´sledujı´cı´ funkce reprezentuje fa´zi ucˇenı´, slouzˇı´ k vy´pocˇtu parametru˚ aposteriornı´ho
rozdeˇlenı´ pro danou trajektorii a cˇas.
def get aposteriorno(index, t ,x0,apriorno) :
”””
index − index trajektorie
t − cas
x0 − pocatecni vstup
apriorno − parametry apriornihorozdeleni
vystupem parametry aposteriorniho rozdeleni v case t
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”””
t0 = t−1;
traj = get trajectory (index,t0) ;
if t0 == 0:
apo = np.copy(apriorno);
else:
apo = np.copy(apriorno);
for i in range(t0):
if i == 0:
xprev = x0;
at = int ( traj [0]) ;
xt = int ( traj [1]) ;
if xprev == 0:
apo[at ][0] += xt;
apo[at ][1] += (1−xt);
else:
apo[2+at][0] += xt;
apo[2+at][1] += (1−xt);
else:
ii = 2∗i ;
xprev = int ( traj [ ii−1]);
at = int ( traj [ ii ]) ;
xt = int ( traj [ ii +1]) ;
if xprev == 0:
apo[at ][0] += xt;
apo[at ][1] += (1−xt);
else:
apo[2+at][0] += xt;
apo[2+at][1] += (1−xt);
return apo;
Vy´pis 3: Funce ucˇenı´ pocˇı´tajı´cı´ parametry aposteriornı´ho rozdeˇlenı´
A zde jizˇ samotna´ fa´ze na´vrhu optima´lnı´ strategie spocˇı´vajı´cı´ ve vy´pocˇtu Bellmano-
vy´ch funkcı´.
for i in range(T):
t = T−i;
j = (4∗∗t) /2;
for y in range(j):
index = y∗2;
traj = get trajectory (index, t ) ;
apo = np.copy(get aposteriorno(index,t,x0,apri ) ) ;
if t == 1:
xprev = x0;
else:
xprev = int ( traj [( t∗2)−1]);
at = int ( traj [( t∗2)−2]);
a = v[ t ][( index∗4)];
b = v[ t ][( index∗4)+2];
vmin1 = min(a,b);
c = v[ t ][( index∗4)+4];
d = v[ t ][( index∗4)+6];
vmin2 = min(c,d);
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if xprev == 0:
loss = float (float (apo[at ][0]) /( float (apo[at ][0]) +float(apo[at ][1]) ) ) ;
v[ t−1][index] += (loss + ((1−loss)∗vmin1) + (loss∗vmin2));
else:
loss = float (float (apo[2+at ][0]) /( float (apo[2+at ][0])+float(apo[2+at ][1]) ) ) ;
v[ t−1][index] += (loss + ((1−loss)∗vmin1) + (loss∗vmin2));
Vy´pis 4: Algoritmus hleda´nı´ optima´lnı´ strategie
5.4.3 Optima´lnı´ strategie
Pro dana´ vstupnı´ data navrhl program za optima´lnı´ strategii posloupnost akcı´
a1 = 0, a2 = 1, pro x1 = 0, a2 = 0, pro x1 = 1, ...,
atd.
Simulujme nynı´ vy´sledky hodu˚ touto mincı´, prˇicˇemzˇ zvolı´me posloupnost rozhodo-
vacı´ch pravidel navrzˇenou optima´lnı´ strategiı´. Hody budeme simulovat celkem 1000kra´t.
Samotnou simulaci vy´sledku hodumince jsme provedli pomocı´ na´sledujı´cı´ho tvrzenı´.
Necht’θ znacˇı´ pravdeˇpodobnost hodu jednicˇky, tedy
P (x = 1) = θ.
Necht’u je na´hodna´ velicˇina z rovnomeˇrne´ho rozdeˇlenı´ na intervalu (0, 1)
u ∼ R(0, 1)
Pak na´hodny´ jev
u < θ
prˇı´slusˇı´ vy´sledku hodu mince x = 1 a
u ≥ θ
naopak x = 0. Pak
P (x = 1) = P (u < θ) = θ
a tedy mu˚zˇeme tyto na´hodne´ jevy povazˇovat za totozˇne´.
Simulace je realizova´na pomocı´ na´sledujı´cı´ho ko´du.
p = 1000; # pocet realizaci
a = np.copy(apri) ;
theta = [0.3,0.5,0.2,0.25]; # skutecne pravdepodobnosti hodu 1
realizace = np.zeros(shape=(p,T)); # vektor pro vysledky realizace p v case t
ztrata = np.zeros(p); # vektor pro ukladani ztraty realizace p
def min2(a,b):
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a = hodnota Bellmanovy funkce pro akci 0
b = hodnota Bellmanovy funkce pro akci 1
vystup = akce 0/1 dle mensi z hodnot
”””
min = 0;
if b < a:
min = 1;
return min
# samotna realizace
for i in range(p):
index = 0;
for j in range(T):
if j == 0:
xprev = x0;
at = min2(v [0][0], v [0][2]) ;
else:
xprev = realizace[ i ][ j−1];
at = min2(v[j ][ index],v[ j ][ index+2])
if xprev == 0:
pst = theta[at ];
else:
pst = theta[2+at ];
u = np.random.uniform(0,1);
if u < pst:
realizace[ i ][ j ] = 1;
else:
realizace[ i ][ j ] = 0;
if at == 0:
if realizace[ i ][ j ] == 0:
index += 0;
else:
index += 1;
else:
if realizace[ i ][ j ] == 0:
index += 2;
else:
index += 3;
index = index∗4;
ztrata [ i ] = np.sum(realizace[i]) ;
# vypocet prumerne ztraty
celkova = np.sum(ztrata);
print ’ Ztrata : ’ ;
print celkova;
prumer = celkova / p;
print prumer;
Vy´pis 5: Simulova´nı´ vy´sledku˚ hodu˚ mincı´
Prˇi realizaci a dodrzˇova´nı´ navrzˇene´ optima´lnı´ strategie dosˇlo k pru˚meˇrne´ ztra´teˇ 2, 671.
Na obra´zku 6 jsou zobrazeny ztra´ty jednotlivy´ch pozorova´nı´, na obra´zku 7 pak cˇetnosti
jednotlivy´ch ztra´t prˇi 1000 realizacı´.
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Obra´zek 6: Ztra´ty optima´lnı´ strategie v jednotlivy´ch pokusech pro 1000 simulacı´.
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Obra´zek 7: Cˇetnosti ztra´t v 1000 simulovany´ch pokusech optima´lnı´ strategie.
43
5.4.4 Porovna´nı´ se suboptima´lnı´ strategiı´
Vzhledem k tomu, zˇe hleda´nı´ optima´lnı´ strategie mu˚zˇe i pro jednoduchy´ syste´m ve´st k
vy´pocˇetneˇ na´rocˇny´m u´loha´m, aproximujeme danou rozhodovacı´ u´lohu hleda´nı´m subop-
tima´lnı´ch strategiı´.
Uvazˇujme suboptima´lnı´ strategii, ktera´ se rozhoduje takte´zˇ s ohledem na vsˇechny
trajektorie azˇ do konce cˇasove´ho horizontu, ovsˇem prˇi na´vrhu strategie nevykona´va´ fa´zi
ucˇenı´, tedy prˇi rˇı´zenı´ nebere v potaz informace, ktere´ o syste´mu zı´ska´.
Porovnejme optima´lnı´ strategii s touto suboptima´lnı´, ktera´ prˇi sve´m rˇı´zenı´ nebere v
u´vahu fa´zi ucˇenı´ se o syste´mu. Rozdı´l v algoritmu suboptima´lnı´ strategie oproti algo-
ritmu optima´lnı´ strategie 5.4.2 je ten, zˇe ocˇeka´vany´ prˇı´ru˚stek ztra´ty v dane´m cˇase pro
danou trajektorii pocˇı´ta´ mı´sto vzhledem k aposteriornı´mu rozdeˇlenı´ naopak vzhledem k
apriornı´mu rozdeˇlenı´.
Prˇi pouzˇitı´ te´to suboptima´lnı´ strategie je pak navrzˇena posloupnost akcı´
a1 = 1, a2 = 1, pro x1 = 0, a2 = 1, pro x1 = 1, ...,
atd.
Prˇi simulaci hodu˚mincı´ s ohledemna volbu akcı´ navrzˇeny´ch suboptima´lnı´ strategiı´ by
nasˇe pru˚meˇrna´ ztra´ta byla o neˇco vysˇsˇı´, a to 3, 272. Ztra´ty jednotlivy´ch pokusu˚ prˇi volbeˇ
te´to strategie jsou zobrazeny na obra´zku 8, na obra´zku 9 jsou pak cˇetnosti jednotlivy´ch
ztra´t prˇi 1000 realizacı´. Srovna´nı´ cˇetnostı´ ztra´t pro optima´lnı´ a suboptima´lnı´ strategie jsou
pak na obra´zku 10. Z poslednı´ho obra´zku je patrne´, zˇe optima´lnı´ strategie je o pozna´nı´
lepsˇı´.
5.5 Optima´lnı´ strategie navrhujı´cı´ kra´tkodobeˇ nevy´hodna´ rozhodnutı´
Vzhledem k povaze dua´lnı´ho rˇı´zenı´ se mu˚zˇe sta´t, zˇe rˇı´dı´cı´ syste´m v urcˇity´ch cˇasech
navrhne rozhodnutı´, ktere´ je z kra´tkodobe´ho hlediska nevy´hodne´. To znamena´, zˇe prav-
deˇpodobnost hodu panny je pro navrzˇenou akci v dane´m okamzˇiku nizˇsˇı´, nezˇ pro akci
jinou. Zato vsˇak o syste´mu zı´ska´ cennou informaci, ktera´ mu˚zˇe zlepsˇit rˇı´zenı´ v na´sledujı´-
cı´ch krocı´ch a celkoveˇ ve´st k lepsˇı´mu zisku, resp. k mensˇı´m ztra´ta´m.
Cı´lem te´to kapitoly je nale´zt takovou apriornı´ distribuci, ktera´ povede k tomu, zˇe
optima´lnı´ strategie navrhne pra´veˇ takova´to kra´tkodobeˇ nevy´hodna´ rozhodnutı´.
Poznamenejme vsˇak, zˇe na´sledujı´cı´ postup slouzˇı´ pouze k ilustrova´nı´ vy´sˇe popsane´
situace, v prakticky´ch u´loha´ch nema´ volba apriornı´ho rozdeˇlenı´ na´sledujı´cı´m zpu˚sobem
uplatneˇnı´.
Nalezneˇme takovou apriornı´ distribuci pro rˇı´dı´cı´ syste´m navrhujı´cı´ optima´lnı´ strategii
na dva kroky doprˇedu, tedy T = 2, tak, aby se optima´lnı´ strategie rozhodla v prvnı´m
kroku jinak, nezˇ strategie, ktera´ neuvazˇuje fa´zi ucˇenı´.
Necht’
• θ = (θ00, θ01, θ10, θ11)′ je pravdeˇpodobnost hodu 1,
• θjk ∼ Be(αjk, βjk), kde ∀j, k : αjk, βjk ∈ R+
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Obra´zek 8: Ztra´ty suboptima´lnı´ strategie v jednotlivy´ch pokusech pro 1000 simulacı´.
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Obra´zek 9: Cˇetnosti ztra´t v 1000 simulovany´ch pokusech suboptima´lnı´ strategie.
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Obra´zek 10: Srovna´nı´ cˇetnostı´ ztra´t v 1000 simulovany´ch pokusech optima´lnı´ a subopti-
ma´lnı´ strategie.
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• f(θ) ∝
ij
θ
αij−1
ij (1− θβij−1ij )
• a x0 = 0.
Pro jednoduchost prˇedpokla´dejme, zˇe
α10 = β10 = α11 = β11.
Nynı´ chceme, aby prˇi volbeˇ akce 0 v cˇase t = 1 byla pravdeˇpodobnost ztra´ty, pokud
neuvazˇujeme ucˇenı´, veˇtsˇı´, nezˇ prˇi volbeˇ akce 1, tedy
α00
α00 + β00
+

1− α00
α00 + β00

min

α00
α00 + β00
,
α01
α01 + β01

+
α00
α00 + β00
1
2
>
>
α01
α01 + β01
+

1− α01
α01 + β01

min

α00
α00 + β00
,
α01
α01 + β01

+
α01
α01 + β01
1
2
.
Jednoduchy´mi u´pravami
3
2

α00
α00 + β00
− α01
α01 + β01

> min

α00
α00 + β00
,
α01
α01 + β01

α00
α00 + β00
− α01
α01 + β01


3
2
−min

α00
α00 + β00
,
α01
α01 + β01

α00
α00 + β00
− α01
α01 + β01

> 0,
a protozˇe ∀α00, β00, α01, β01 ∈ R+ platı´
3
2
−min

α00
α00 + β00
,
α01
α01 + β01

> 0,
dospeˇjeme k za´veˇru, zˇe musı´ platit podmı´nka
α00
α00 + β00
>
α01
α01 + β01
. (24)
Zvolme α00, β00 libovolneˇ. Abychom splnili podmı´nku (24), volı´me
α01 = kα00,
β01 = kβ00 + ε,
kde k ∈ R+, ε ∈ R+. Omezme se na ε ∈ (0, 1), aby platilo, zˇe
min

α00
α00 + β00 + 1
,
α01
α01 + β01

=
α00
α00 + β00 + 1
. (25)
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Z prˇedpokladu (24) zrˇejmeˇ plyne
min

α00
α00 + β00
,
α01
α01 + β01 + 1

=
α01
α01 + β01 + 1
. (26)
Nynı´ chceme, aby celkova´ ocˇeka´vana´ ztra´ta optima´lnı´ strategie na 2 kroky doprˇedu
byla prˇi volbeˇ akce 0 v prvnı´m kroku nizˇsˇı´, tedy (vyuzˇijeme-li (25), (26))
α00
α00 + β00
+

1− α00
α00 + β00

α00
α00 + β00 + 1
+
α00
α00 + β00
1
2
<
<
α01
α01 + β01
+

1− α01
α01 + β01

α01
α01 + β01 + 1
+
α01
α01 + β01
1
2
.
Dosadı´me za α01 a β01 a dosta´va´me
α00
α00 + β00
+

1− α00
α00 + β00

α00
α00 + β00 + 1
+
α00
α00 + β00
1
2
<
<
α00
α00 + β00 +
ε
k
+

1− α00
α00 + β00 +
ε
k

α00
α00 + β00 +
ε
k +
1
k
+
α00
α00 + β00 +
ε
k
1
2
.
Tedy pro ε→ 0mu˚zˇeme volit k > 1.
5.5.1 Uka´zka na konkre´tnı´m prˇı´kladu
Do programu zadejme na´sledujı´cı´ parametry apriornı´ho rozdeˇlenı´ (beta) pro pravdeˇpo-
dobnosti hodu jednicˇky
apri =

α00 = 1 β00 = 2
α01 = 2 β01 = 4, 01
α10 = 3 β10 = 3
α11 = 3 β11 = 3
 ,
ktere´ splnˇujı´ podmı´nky urcˇene´ drˇı´ve v te´to kapitole.
Program urcˇı´ jako optima´lnı´ posloupnost akcı´
a1 = 0, a2 = 0, pro x1 = 0, a2 = 0, pro x1 = 1.
V prvnı´m kroku se zrˇejmeˇ rozhodl z kra´tkodobe´ho hlediska nevy´hodneˇ, protozˇe pravdeˇ-
podobnost hodu 1 je prˇi zvolene´ akci 0 vysˇsˇı´:
α00
α00 + β00
=
1
3
>
2
6, 01
=
α01
α01 + β01
.
Rozhodl se vzhledemk tomu, zˇe se o syste´mu jizˇ poprvnı´ realizaci naucˇil novou informaci,
ktera´ ho s ohledem na budoucı´ vy´voj donutı´ toto kra´tkodobeˇ nevy´hodne´ rozhodnutı´
prove´st.
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Skutecˇne´ p-sti hodu 1 Parametry apriornı´ho rozdeˇlenı´
(θ00; θ01; θ10; θ11) (α00, β00;α01, β01;α10, β10;α11, β11) PZO PZS
(0, 4; 0, 6; 0, 6; 0, 3) ( 4, 6; 6, 4; 6, 4; 3, 7) 3, 882 3, 919
(0, 4; 0, 6; 0, 6; 0, 3) ( 13, 17; 17, 10; 7, 3; 10, 25) 3, 791 3, 800
(0, 4; 0, 6; 0, 6; 0, 3) ( 51, 74; 60, 42; 55, 36; 47, 70) 3, 863 3, 866
(0, 4; 0, 6; 0, 6; 0, 3) ( 45, 57; 60, 43; 50, 35; 35, 75) 3, 901 3, 868
(0, 7; 0, 3; 0, 4; 0, 8) ( 6, 3; 4, 8; 6, 5; 3, 1) 4, 186 4, 229
(0, 7; 0, 3; 0, 4; 0, 8) ( 2, 1; 1, 4; 2, 2; 3, 1) 4, 153 4, 267
(0, 7; 0, 3; 0, 4; 0, 8) ( 20, 10; 10, 40; 20, 20; 30, 10) 4, 208 4, 234
(0, 6; 0, 7; 0, 5; 0, 4) ( 4, 6; 4, 2; 5, 2; 2, 7) 4, 420 4, 485
Tabulka 3: Pru˚meˇrne´ ztra´ty optima´lnı´ strategie (PZO) a suboptima´lnı´ strategie (PZS) pro
ru˚zne´ skutecˇne´ parametry mince a zvolene´ parametry apriornı´ho beta rozdeˇlenı´.
Suboptima´lnı´ strategie, kterou jsme uvazˇovali i v prˇedchozı´ podkapitole, tedy neucˇı´cı´
se strategie, navrhne naopak strategii
a1 = 1, a2 = 1, pro x1 = 0, a2 = 1, pro x1 = 1.
5.6 Dalsˇı´ prˇı´klady
V tabulce 3 jsou zobrazeny pru˚meˇrne´ ztra´ty optima´lnı´ a suboptima´lnı´ strategie pro ru˚zne´
skutecˇne´ parametry mince a ru˚zneˇ zvolene´ parametry apriornı´ho beta rozdeˇlenı´.
Strategie jsou konstruova´ny pro T = 8 a pru˚meˇrna´ ztra´ta vypocˇtena z 1000 simulova-
ny´ch realizacı´.
Z dat obsazˇeny´ch v te´to tabulce mu˚zˇeme vycˇı´st, zˇe ve veˇtsˇineˇ prˇı´padu˚ vede optima´lnı´
strategie k alesponˇ mı´rneˇ mensˇı´ pru˚meˇrne´ ztra´teˇ. Prˇi prˇesneˇjsˇı´m apriornı´m rozdeˇlenı´
(reprezentujı´cı´ho naprˇ. vı´ce apriornı´ch testovacı´ch pokusu˚ hodu˚ mincı´) se pak rozdı´l v
pru˚meˇrne´ ztra´teˇ mezi optima´lnı´ a suboptima´lnı´ strategiı´ zmeˇnsˇuje. V jednom prˇı´padeˇ
se suboptima´lnı´ strategie projevila jako stejneˇ dobra´ a dokonce i mı´rneˇ lepsˇı´. Du˚vodem
mu˚zˇe by´t neprˇesnost apriornı´ informace, minima´lnı´ rozdı´l pak mu˚zˇe za´viset i na na´hodeˇ
prˇi konkre´tnı´ch simulacı´ch.
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6 Za´veˇr
V pru˚beˇhu te´to pra´ce jsme se sezna´mili s problematikou rozhodova´nı´ za neurcˇitosti.
Zı´skane´ znalosti jsme pote´ uplatnili prˇi sestavenı´ algoritmu hledajı´cı´ho optima´lnı´ rozho-
dovacı´ strategii jednoduche´ho Markovske´ho rozhodovacı´ho procesu za´visle´ho na kom-
binaci vstupu a pameˇti. Tento proces jsme reprezentovali opakovany´mi hody nesyme-
trickou mincı´, kde neurcˇitost byla da´na nasˇı´ neprˇesnou znalostı´ parametru˚ te´to mince,
tedy pravdeˇpodobnostı´ vy´sledku˚ hodu˚ touto mincı´ pro jednotlive´ kombinace vstupu a
pameˇti.
Optima´lnı´ strategii jsme pote´ na pa´r konkre´tnı´ch prˇı´kladech porovnali s konkre´tnı´
suboptima´lnı´ strategiı´. A to tak, zˇe jsme simulovali hody touto mincı´ prˇi dodrzˇova´nı´
navrzˇene´ optima´lnı´ a suboptima´lnı´ strategie.Na vy´sledcı´ch teˇchto simulacı´ lze pozorovat,
zˇe je optima´lnı´ strategie skutecˇneˇ lepsˇı´ nezˇ zvolena´ suboptima´lnı´ strategie.
Vzhledem k tomu, zˇe jsou prˇi hleda´nı´ optima´lnı´ strategie uvazˇova´ny vsˇechny mozˇne´
trajektorie, ktery´mi mu˚zˇe syste´m projı´t, cˇelı´me proble´mu s vy´pocˇetnı´ slozˇitostı´ algoritmu
a jeho na´roky na pameˇt’. I pro na´sˇ relativneˇ jednoduchy´ model mince pak mu˚zˇe syste´m v
konkre´tnı´m cˇase t projı´t celkem 4t ru˚zny´mi trajektoriemi. Pro kazˇdou trajektorii je pak v
kazˇde´m cˇase pocˇı´ta´na Bellmanova funkce.
Optimalizace algoritmu tı´m zpu˚sobem, zˇe bychom zohlednili trˇı´dy ekvivalencı´ jed-
notlivy´ch trajektoriı´, by vedla ke snı´zˇenı´ na´roku˚ na potrˇebnou pameˇt’. Jednotliva´ trˇı´dy
ekvivalence by pak tvorˇily takovou mnozˇinu trajektoriı´, ktere´ obsahujı´ stejny´ pocˇet kon-
kre´tnı´ch prˇeskoku˚ rˇeteˇzce a ktere´ koncˇı´ stejny´mvy´stupem, resp. vstupempro dalsˇı´ cˇasovy´
okamzˇik.
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