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Abstract 
This paper provides necessary conditions and sufficient conditions for the 
(global) Input-to-State Stability property of simple uncertain vehicular-traffic 
network models under the effect of a PI-regulator. Local stability properties for 
vehicular-traffic networks under the effect of PI-regulator control are studied as 
well: the region of attraction of a locally exponentially stable equilibrium point 
is estimated by means of Lyapunov functions. All obtained results are illustrated 
by means of simple examples. 
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1. Introduction 
 
There are a number of relatively simple controlled processes within vehicular-traffic networks or water networks, 
which share the following characteristics: 
 
• The kernel of the process is some sort of “reservoir” (e.g. an urban road network, a freeway stretch, a water 
reservoir or basin) which accumulates inflows and outflows; the reservoir features a limited storage capacity. 
• There is a controllable but constrained inflow; the inflow may be released at some distance from the 
reservoir, in which case it reaches the reservoir with a corresponding time-delay. 
• There may be additional uncontrollable inflows. 
• The outflow depends on the reservoir storage in a nonlinear way; there may be some modeling uncertainty in 
the related function. 
• The control goal is to operate the system near a pre-specified storage level.  
 
Examples of such controlled processes include local freeway ramp metering [13], gating control of urban network 
parts [9], merging traffic control [14], variable speed limit control on freeways [4], water level and water flow control 
[11,12]. In some cases, these elementary systems may be interconnected to form bigger composite systems, as, e.g., in 
the cases of multiple urban network parts [1] or irrigation networks [3]. 
 
    The mentioned characteristics indicate that these elementary processes may be modeled as discrete-time time-
delayed constrained nonlinear first-order systems. A PI-type regulator is usually employed for system control in 
practice; whereby the regulator parameters are selected after model linearization around the desired set-value, using 
classical linear sample-data concepts. It should be noted that, in the case of traffic systems, the nonlinear function 
connecting the outflow with the reservoir storage is typically a concave uni-modal function featuring a maximum, 
which usually corresponds to the desired operation state.  
 
    Although these systems are usually operating reasonably well in practice, it is interesting to have a second look at 
them from a nonlinear analysis point of view. Specifically, we are interested in deriving local and global stability 
results for the PI-controlled nonlinear models, which is the main scope of this paper (albeit without consideration of 
possible input delays). Eventually, we are interested in deriving nonlinear stabilizers and, finally, in considering 
control of bigger composite systems. 
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   Consider the following 1-dimensional discrete-time control system, which is representative for all examples of 
elementary practical systems mentioned earlier (without input delay): 
 
( )
+
+
ℜ∈∈∈∈
−++−=
vDdbbuax
xavuxdfxx
,,],[,],0[
,min),(
maxmin
                                                (1.1) 
 
where ℜ⊆D  is a compact set, 0>a , maxmin0 bb <≤  are constants and 
 
( )ℜ×∈ ];,0[0 aDCf  with xxdf ≤≤ ),(0  for all ],0[),( aDxd ×∈ .                            (1.2) 
 
System (1.1) describes the time evolution of a traffic (or water) system, where ],0[ ax∈  is the current number of 
vehicles (storage) in the network, ),( xdf  is the (uncertain) outflow function, 0>a  is the capacity of the network 
and +ℜ∈v  is the input that reflects the uncontrollable inflow. System (1.1) under assumption (1.2) is a well-defined 
control system which satisfies ],0[ ax ∈+  for all +ℜ×××∈ Dbbavdux ],[],0[),,,( maxmin .   
 
In order to state the control problem, we assume that: 
 
(H1) There exists +∗∗∗ ℜ××∈ ),(),0(),,( maxmin bbavux  such that ∗∗∗∗ −<+= xavuxdf ),(  for all Dd ∈ .  
 
In other words, we assume that ),0( ax ∈∗  is an equilibrium point for system (1.1) with ∗≡ vv  and ∗≡ uu .  
 
     The PI regulator is the dynamic feedback law that is given by the equation: 
 
( ) ( )( )( )∗−−−−−−= xtxktxtxktubbtu )()1()()1(,min,max)( 21maxmin                               (1.3) 
 
where 21,kk  are constants. The closed-loop system (1.1) with (1.3) is described by the 3-dimensional discrete-time 
system:  
 
( )
( ) ( )( )( )max21min ,min,max
,min),(
bxxkyxkwbu
uw
xy
xavuxdfxx
∗
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+
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−−−−=
=
=
−++−=
                               (1.4) 
 
with state space ℜ×= 2],0[ aS  (i.e., ℜ××∈ ],0[],0[),,( aawyx ) and inputs Ddv ×ℜ∈ +),( . The point 
),(),0(),,( maxmin
2 bbauxx ×∈∗∗∗  is an equilibrium point of system (1.4). In this work, we answer the following 
questions concerning the PI regulator: 
 
1) What are the conditions that guarantee the (global) Input-to-State Stability (ISS) property with respect to the 
external input +ℜ∈v  uniformly in Dd ∈  for system (1.4)?  
2) What are the conditions that guarantee local exponential stability for the equilibrium point 
),(),0(),,( maxmin
2 bbauxx ×∈∗∗∗  in the disturbance-free case, i.e., when ),( xdf  is independent of Dd ∈  
and ∗≡ vv ? 
3) What is the region of attraction when the equilibrium point ),(),0(),,( maxmin
2 bbauxx ×∈∗∗∗  is locally 
exponentially stable in the disturbance-free case? 
 
    As expected, the answers to the above questions are related. The notion of ISS for discrete-time systems was 
studied in [7] and this notion is adopted here, although the system that we study (namely system (1.4)) evolves in a 
restricted state space (in ℜ×= 2],0[ aS ) and not in 3ℜ  (all the results in [7] are for discrete-time systems evolving in 
nℜ ). When the ISS property is applied to system (1.4) with ∗≡ vv , then it becomes identical to the notion of the 
Robust Global Asymptotic Stability (see [8]). Stability properties for discrete-time systems with restricted state 
spaces are studied in [17].  
 
 3
    The structure of the paper is as follows: Section 2 is devoted to the answer of questions (2) and (3) above, while 
Section 3 addresses question (1) above. All obtained results are illustrated by means of some simple examples in 
Section 4. Finally, the concluding remarks of the present work are provided in Section 5.      
 
Notation. Throughout this paper, we adopt the following notation:  
 
∗  ),0[: +∞=ℜ+ .   
∗  By );(0 ΩAC , we denote the class of continuous functions on nA ℜ⊆ , which take values in mℜ⊆Ω . By   
);( ΩAC k , where 1≥k  is an integer, we denote the class of functions on nA ℜ⊆  with continuous derivatives of 
order k , which take values in mℜ⊆Ω . 
 
 
2. Local Results 
 
This section is devoted to the analysis of local exponential stability for the disturbance-free version of the closed-loop 
system (1.1) with (1.3). The local stability analysis of the disturbance-free version of the closed-loop system (1.1) 
with (1.3) is equivalent to the stability analysis of the following system: 
 
( )
ℜ×∈
−−−+−+=
−++−=
∗∗+
∗+
],0[),(
)(),min()(
),min()(
2
awx
xxkxavwxfwPw
xavwxfxx
σσ                                         (2.1) 
 
where ( )ℜ∈ ];,0[1 aCf  satisfies (H1), 21 kk +=σ  and  
 ( )( )maxmin ,min,max)( bxbxP = , for all ℜ∈x                                              (2,2) 
 
Indeed, it should be noticed that the solution ))(),(),(( twtytx  of (1.4) satisfies equations (2.1) for 1≥t , since the 
equations  
 
))(,)(min())(()()1( tyavtwtyftyty −++−=+ ∗  ( )))(())(,)(min())(()()1( 2 ∗∗ −−−+−+=+ xtyktyavtwtyftwPtw σσ  
 
hold for 1≥t . The equilibrium point ),( *ux∗  of (2.1) is in the interior of the region { }max2min )()()1(,:],0[),( bxxkvxfwbvaxwawx ≤−−−+−≤−≤+ℜ×∈ ∗∗∗ σσσ  (recall (H1); notice that the right 
hand side of (2.1) is continuously differentiable on the interior of the previously mentioned region), and therefore it 
follows that the equilibrium point ),( *ux∗  of (2.1) is locally exponentially stable if and only if all roots of the 
equation  
 
0))(1())(2( 2
2 =+−′−+−′−− ∗∗ kxfsxfs σσ                                               (2.3) 
 
are strictly inside the unit ball (see Chapter 5 in [16], Chapter 4 in [10] and the necessary extensions to the case of 
local exponential stability). In other words, one of the following conditions is equivalent to local exponential stability 
of the equilibrium point ),( *ux∗  of (2.1): 
 
(I) 4))(1(4))(2( 2
2 <+−′−<−′− ∗∗ kxfxf σσ  (complex roots) 
 
(II) 2)(2 <−′− ∗ σxf  and ( )
4
)(2)(11)(2
2
2
σσσ −′−≤+−′−<−−′−
∗∗∗ xfkxfxf  (real roots). 
 
    In order to give an estimation of the region of attraction of the equilibrium point ),( *ux∗  of (2.1), we need to 
perform a Lyapunov analysis. The Lyapunov function for the case of a two dimensional linear discrete-time system 
with characteristic polynomial 02 =++ cbss  and real roots strictly inside the unit ball is the function 
 4
ξξξ
2
bMV ++= +  for an appropriate constant 1>M , where ξ  is the deviation of any state of the system from its 
equilibrium value. Therefore, the following function 
 
))(1()(:),( ∗∗∗ −−+−++−= xxgxfvwMxxwxV , for all ℜ×∈ ],0[),( awx        (2.4) 
 
where 1>M  and ℜ∈g  with 1<g  are constants to be determined, is a candidate Lyapunov function for (2.1). An 
estimation of the region of attraction ℜ×⊆ ],0[ aA  of the equilibrium point ),( *ux∗  of (2.1) is the sublevel set 
 { } AwxVawx ⊆<ℜ×∈=Ω ρρ ),(:],0[),(                                             (2.5) 
 
where 0>ρ  is a constant, for which the inequality ),(),( wxVwxV <++  holds for all ρΩ∈),( wx  (see Chapter 4 in 
[10] and [5]).  
 
     The following proposition gives an estimation of the region of attraction for certain regions in the parameter space 
21,kk .  
 
Proposition 2.1: Suppose that the equilibrium point ),( *ux∗  of (2.1) is locally exponentially stable. Moreover, 
suppose that ( )222 11 −−<− qqk , where )2,0(2 )( ∈′+=
∗xfq σ  and 21 kk +=σ . Let 0>η  be a constant for 
which { } Lxxaxxfxf =≤−∈′−′ ∗∗ η,],0[:)()(max  and such that Lxfxf <′−′ ∗ )()( , for all ],0[ ax∈  with 
η<− *xx , where ( )
qq
qkq
L −−+
−−−−=
11
11
:
2
2
2
. Define  
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M
xfq
buubηρ                             (2.6) 
 
where ( ) 2211
11
qkqq
qq
M −+−−
−−+= . Consider the solution ℜ×∈ ],0[))(),(( atwtx  of (2.1) with initial condition 
{ }ρρ <−+−++−ℜ×∈=Ω∈ ∗∗∗ )()(:],0[),())0(),0(( xxqxfvwMxxawxwx . Then ),())(),((lim *uxtwtxt ∗+∞→ = . 
 
 
     Proposition 2.1 does not provide an estimation of the region of attraction for all pairs of values of the parameters 
21,kk , for which the equilibrium point ),(
*ux∗  of (2.1) is locally exponentially stable. This is clearly shown in 
Figure 1 below.  
 
      Proposition 2.1 provides a conservative estimation of the region of attraction. In order to obtain a less 
conservative estimation of the region of attraction, we can also use the following proposition. Proposition 2.2, which 
delivers a different region of attraction. Specifically, Proposition 2.2 can be applied to values of the parameters 
21,kk , for which Proposition 2.1 can be applied as well, and the overall estimation of the region of attraction 
corresponds to the union of the regions of attraction resulting from each proposition (see Example 4.2 below).  
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Fig. 1: The triangle in the parameter space 2ks − , where 21)(1 kkxfs −−′−= ∗ , for which the equilibrium point 
),( *ux∗  of (2.1) is locally exponentially stable. The grey region is the region in the parameter space 2ks −  for which 
Proposition 2.1 can be applied.  
 
Proposition 2.2: Suppose that the equilibrium point ),( *ux∗  of (2.1) is locally exponentially stable. Moreover, 
suppose that 20 2 << k  and 
22
2
1 11
11
1)(
kk
k
kxf −−+
−−<+−′ ∗ . Let 0>η  be a constant for which 
{ }
22
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1 11
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xxaxkxf −−+
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1)(
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],0[ ax∈  with η<− *xx . Define  
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Consider the solution ℜ×∈ ],0[))(),(( atwtx  of (2.1) with initial condition 
⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ <−+−+−−++−ℜ×∈=Ω∈ ∗∗∗ ρρ )()(11:],0[),())0(),0(( 2
2
22 xxkxfvw
k
kk
xxawxwx . Then 
),())(),((lim *uxtwtx
t
∗
+∞→ = .  
 
The proofs of Proposition 2.1 and Proposition 2.2 are based on the following facts.  
 
FACT I: Suppose that there exist constants 0>η , ℜ∈F , 0>L , such that **)()()( xxLxxFxfxf −≤−−− ∗ , 
for all ],0[ ax∈  with η≤− *xx . Let ℜ∈g  and 1≥M  be constants and define 
))(1()(:),( ∗∗∗ −−+−++−= xxgxfvwMxxwxV  for all ℜ×∈ ],0[),( awx . If 
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1
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σσ
η  then max2min )()()1( bxxkxfvwb ≤−−+−−≤ ∗∗ σσσ  
and ∗+=−+ vwxavw ),min( * .  
 
Proof of Fact I: Indeed, the inequality ( )
⎟⎟
⎟⎟
⎟
⎠
⎞
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inequality: 
 ( ) ( )minmax2 )(),(min)1)(1())(1()(1 bvxfxfvbxxFgkLxxgxfvw −−−+≤−−−−+++−−+−+− ∗∗∗∗∗∗∗ σσ . 
 
The above inequality in conjunction with the fact that **)()()( xxLxxFxfxf −≤−−− ∗ , for all ],0[ ax∈  with 
η≤− *xx , implies the following inequality: 
 ( ) ( )
( )min*max
2
)(),(min
)()1)(1()()()())(1()()1(
bvxfxfvb
xxFgkxxFxfxfxxgxfvw
−−−+≤
−−−−+−−−−+−−+−+−
∗∗∗
∗∗∗∗∗ σσ
 
 
which directly gives: 
 ( ) ( ) )()()1)(1()()())(1()()1()( max2min ∗∗∗∗∗∗∗∗ −+≤−−−+−−+−−+−+−≤−+ xfvbxxgkxfxfxxgxfvwxfvb σσ . 
 
The above inequality is equivalent to the inequality max2min )()()1( bxxkxfvwb ≤−−+−−≤ ∗∗ σσσ . 
 
On the other hand, the inequality ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−−++
−−−≤
∗∗∗
gFL
xuvawxV
11
,min),( η  implies the inequality:   
 ( ) ∗∗∗∗∗ −−−≤−−−+++−−+−+ uxvaxxgFLxxgxfvw *11))(1()( . 
 
The above inequality in conjunction with the fact that **)()()( xxLxxFxfxf −≤−−− ∗ , for all ],0[ ax∈  with 
η≤− *xx , implies the following inequality: 
 
∗∗∗∗∗∗
∗∗∗
−−≤−−−+−+−+−+
−+−−+−+
xvaxxgFxxFxfxfxfv
xxxxgxfvw
*))(1()()()()(
))(1()(
 
which directly gives: 
 
∗∗ −−≤−+ xvaxxw * . 
 
The above inequality implies the inequality *vaxw −≤+ , or equivalently, ∗+=−+ vwxavw ),min( * .        
 
 
FACT II: Suppose that there exist constants 0>η , ℜ∈F , 0>L  such that yxLyxFyfxf −≤−−− )()()( , for 
all ],0[, ayx ∈  with η≤− *xx , η≤− *xy . Let ℜ∈g  with 1≤g  and 1≥M  be constants and define 
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))(1()(:),( ∗∗∗ −−+−++−= xxgxfvwMxxwxV  for all ℜ×∈ ],0[),( awx . If 
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1
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,min),(
2
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σσ
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( )
( ) *2
*
1)1)(1(
))(1()(21
xxgMLggFkMg
xxgxfvwMLFgMV
−−+−−−−+++
−−+−++−−−+≤ ∗+
σ
σ
                                (2.8) 
 
where ( )( ))()(),min(),,min()( 2 ∗∗∗+ −−+−+−−++−= xxkxfxavwwPxavwxfxVV σσ .  
 
Proof of Fact II: First notice that, by virtue of Fact I, we get ( ) )()()1()(),min()( 2*2 ∗∗∗ −−+−−=−−−+−+ xxkxfvwxxkxavwxfwP σσσσσ  and ∗+=−+ vwxavw ),min( * . 
Using the definition ))(1()(:),( ∗∗∗ −−+−++−= xxgxfvwMxxwxV   and the triangle inequality, we get: 
 
( ) )()()1)(2(1)2(
))(1()(
))(())(1())()(1()2(
)(
21
*
1
*
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*
2
*
zgzxfzxfzggkgzgM
xxgxxgxfvw
vwxfxfvxxkgvxfgwgM
xwxfvxV
++−++−−−−−−+−−+
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σσ
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for all ℜ×∈ ],0[),( awx  with ( )
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,min),(
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σσ
η , where 
*
1 xxz −= , ))(1()( *2 xxgxfvwz −−+−+= ∗ . Since 1≤g , 1≥M , it follows from definition 
))(1()(:),( ∗∗ −−+−+−= xxgxfwMxxwxV : 
 
η≤=+≤+≤+ ),(212121 wxVzMzzzgzgz  and η≤=+≤ ),(211 wxVzMzz . 
 
Consequently, it follows from the fact that yxLyxFyfxf −≤−−− )()()( , for all ],0[, ayx ∈  with η≤− *xx , 
η≤− *xy : 
 
2121121 )1()1()()( zzgLFzzgFzxfzgzxf +−≤−−−+−++ ∗∗ .                              (2.10) 
 
Inequality (2.8) is a direct consequence of (2.9) and (2.10).        
 
 
FACT III: Suppose that there exist constants 0>η , ℜ∈F , 0>L , such that yxLyxFyfxf −≤−−− )()()( , for 
all ],0[, ayx ∈  with η≤− *xx , η≤− *xy . Let ℜ∈g  with 1<g  and 1>M  be constants with 
gLggFk
g
M
FgL −+−−−−+
−<<−−−−− 1)1)(1(
1
21
1
2 σσ  and define 
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))(1()(:),( ∗∗ −−+−+−= xxgxfwMxxwxV  for all ℜ×∈ ],0[),( awx . If 
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⎠
⎞
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⎜⎜
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⎝
⎛
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−−−
⎟⎟⎠
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⎜⎜⎝
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,
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1
max
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σσ
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 ),( wxVV λ≤+                                                         (2.11) 
 
where ( )( ))()(),min(),,min()( 2 ∗∗∗+ −−+−+−−++−= xxkxfxavwwPxavwxfxVV σσ  and ( ) 11)1)(1(,2max: 21 <−+−−−−+++−−−+= − gMLggFkMgLFgM σσλ .  
 
Fact III is a direct consequence of Fact II.  
 
We are now ready to provide the proofs of Proposition 2.1 and Proposition 2.2.  
 
Proof of Proposition 2.2: Selecting 11 kF −= , we notice that the assumption 
22
2
1 11
11
1)(
kk
k
kxf −−+
−−<+−′ ∗  
guarantees that yx
kk
k
yxFyfxf −−−+
−−≤−−−
22
2
11
11
)()()( , for all ],0[, ayx ∈  with η≤− *xx , η≤− *xy , 
where 0>η  is the constant that satisfies { }
22
2
1 11
11
,],0[:1)(max
kk
k
xxaxkxf −−+
−−=≤−∈+−′ ∗ η  and 
22
2
1 11
11
1)(
kk
k
kxf −−+
−−<+−′ , for all ],0[ ax∈  with η<− *xx .  
 
Let ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ <−+−+−−++−ℜ×∈=Ω∈ ∗∗∗ ρρ )()(11:],0[),())0(),0(( 2
2
22 xxkxfvw
k
kk
xxawxwx , where ρ  is 
defined by (2.7). Since ( )ℜ∈ ];,0[1 aCf  and since 
2
11)( 1 <+−′ kxf , for all ],0[ ax∈  with η<− *xx , there exists 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−−+
−−∈
22
2
11
11
,0
kk
k
L  such that { }η~,],0[:1)(max: 1 ≤−∈+−′= ∗xxaxkxfL , where 
ρη <−+−+−−++−= ∗∗∗ ))0(())0(()0(11)0(~ 2
2
22 xxkxfvw
k
kk
xx . Consequently, we get 
yxLyxFyfxf −≤−−− )()()( , for all ],0[, ayx ∈  with η~* ≤− xx , η~* ≤− xy . Proposition 2.2 follows directly 
from Fact III with 
2
22 11
k
kk
M
−−+=  and 21 kg =− . Indeed, by using induction and (2.11) we get: 
 
))0(),0(())(),(( wxVtwtxV tλ≤ , for all 0≥t  
 
where ( ) 11,max: 1 <−++= − gMLgLMλ .           
 
 
 
Proof of Proposition 2.1: The proof of Proposition 2.1 is the same with the proof of Proposition 2.2, with the only 
difference that we use Fact III with )( ∗′= xfF , qg −=1  and ( ) 2211
11
qkqq
qq
M −+−−
−−+= .           
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3. Global Results  
 
This section is devoted to the study of the (global) Input-to-State Stability (ISS) of system (1.4) with respect to the 
input +ℜ∈v  (uncontrollable inflow). More specifically, we study system (1.4) under the assumption: 
 
abvx <++ ∗ max*                                                              (3.1) 
 
We also assume that the uncertain function ),( xdf  satisfies the following assumption: 
 
(H2) There exist constants 
max
min
bxva
ubr −−−
−≤ ∗∗
∗
 with 20 21 <++< rkk , )1,0[∈iλ , )1,0( ii λγ −∈  ( 2,1=i ), 
)1,0[∈L , ]1,0(∈q , ),1( +∞∈M ,  such that the following inequalities hold: 
 
( ) ( ) 0),(,max)1( *1 *minmin*111 ≤−+≤+ −−+−++−++− −
∗
−
−
axxdf
M
xvabubxx
M
LMk
β
λλ
β  
     for all ],[),( max abvaDxd −−×∈ ∗                                                                          (3.2) 
 ( )( ) ( )( ) maxmin*111* )1(),( bbuxxkLMMaxxdf λλβ −−−+−−≤−−+ ∗−−  
for all ],[),( max abvaDxd −−×∈ ∗                                                               (3.3) 
 ( ) ))(1(),()())(1( *1***11 xxvxdfxxruPxxq −−≤+−−+≤−+− ∗− λλ , 
for all ],[),( minbvaxDxd −−×∈ ∗∗                                                              (3.4) 
 
( ) ( ) )())((),()(1 *1**1*** xxuxxkvxdfxxruP −≤−−−−−+−+− γββββ , 
for all ],[),( minbvaxDxd −−×∈ ∗∗                                                               (3.5) 
 ( ) ( ) ( )*2***2 )1(),()()1( xxqvxdfxxruPxx −+−≤+−−+≤−− ∗ λλ , ],0[),( ∗×∈∀ xDxd               (3.6) 
 
( ) ( ) *2**1** ))((),()(1 xxquxxkvxdfxxruP −≤−−−−−+−+− ∗ γββββ , ],0[),( ∗×∈∀ xDxd            (3.7) 
 
where rkk ++= 21:β  and ℜ→ℜ:P  is defined in (2.2). 
 
Assumption (H2) is a set of sector-like conditions for the uncertain function ),( xdf . Figure 2 shows the allowable 
values for the uncertain function ),( xdf , as determined by assumption (H2) for 10* =x , 1* =u , 678794.2=∗v , 
8.16=a , 1== qβ , 98.0−=r , 9.01 =k , 08.12 =k , 99.0=L , 025.1=M , 6.02 =λ , 39.02 =γ , 82.01 =λ , 
17.01 =γ , 0min =b  and 1.3max =b .  
 
Assumption (H2) allows us to prove the following technical result. 
 
Lemma 3.1: Let 0>a , maxmin0 bb <≤  be constants and let ( )ℜ×∈ ];,0[0 aDCf  be a function satisfying (1.2) for 
which assumptions (H1), (H2) and inequality (3.1) hold. Let +ℜ→× ],[],0[: maxmin bbaV  be the function defined by 
 ( ) ))((:),( ** ∗−+−+−= xyruPwMxygwyV                                   (3.8) 
 
where 1>M  is the constant involved in assumption (H2) and +ℜ→ℜ:g  is the function defined by xxg =:)(  for 
0≥x  and qxxg −=:)(  for 0<x . Then the following inequality holds for all 
],[],0[),,,( maxmin bbaDwyvd ××ℜ×∈ + : 
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( ) ( )( )( )( )
∗
∗
−+≤
−−−+−++−++−
vvwyV
xykyavwydfkkwPyavwydfyV
γλ ),(
)(,min),()(,,min),( 221
          (3.9) 
 
where ( )⎟⎠
⎞⎜⎝
⎛ +−+=
=
−
ii
i
MLM γλβλ
2,1
1 max,,1max:  and rMkkM +++= 211:γ .  
 
 
 
Fig. 2: The grey area shows the allowable values for the uncertain function ),( xdf , as determined by assumption 
(H2) for 10* =x , 1* =u , 678794.2=∗v , 8.16=a , 1== qβ , 98.0−=r , 9.01 =k , 08.12 =k , 99.0=L , 
025.1=M , 6.02 =λ , 39.02 =γ , 82.01 =λ , 17.01 =γ , 0min =b  and 1.3max =b . 
 
 
Proof: Let arbitrary ],[],0[),,,( maxmin bbaDwyvd ××ℜ×∈ +  and define: 
 
( ) ( )( )( )( )( ) ( )( )( )( ))(,min),()(,,min),(:~ )(,min),()(,,min),(: 2*21* 221 ∗
∗+
−−−+−++−++−=
−−−+−++−++−=
xykyavwydfkkwPyavwydfyVV
xykyavwydfkkwPyavwydfyVV
.         (3.10) 
 
In what follows, we make extensive use of the inequalities: 
 
yxyPxP −≤− )()( , for all ℜ∈yx,                                    (3.11) 
 
wuyawyau −≤−−− ),min(),min( , for all ℜ∈ywu ,,                     (3.12) 
 
yxygxg −≤− )()( , for all ℜ∈yx, .                                   (3.13) 
 
Definitions (3.8), (3.10) imply that: 
 
( ) ( )( )( )( )
( )( )
( )( )( ) ( )( )( )∗∗
∗
∗+
−−++−+−−−−+−++
+−−++−=
−−−+−++−++−=
xyavwydfyruPxykyavwydfkkwPM
xyavwydfyg
xykyavwydfkkwPyavwydfyVV
,min),()(,min),()(
,min),(
)(,min),()(,,min),(
*
221
221
  (3.14) 
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( ) ( )( )( )( )
( )( )
( )( )( ) ( )( )( )∗∗
∗
∗
−−++−+−−−−+−++
+−−++−=
−−−+−++−++−=
xyavwydfyruPxykyavwydfkkwPM
xyavwydfyg
xykyavwydfkkwPyavwydfyVV
,min),()(,min),()(
,min),(
)(,min),()(,,min),(~
**
2
*
21
*
2
*
21
*
 
       (3.15) 
Using (3.12) and (3.13) we obtain: 
 ( )( )
( )( ) ( ) ( )
( )( ) .,min),(
,min,min,min),(
,min),(
*
*
∗∗
∗∗
∗
−+−−++−≤
−+−−++−−++−≤
−−++−
vvxyavwydfyg
yavwyavwxyavwydfyg
xyavwydfyg
                 (3.16) 
 
Using (3.11), (3.12) and (3.13) we obtain: 
 
( )( )( ) ( )( )( )
( )( )( ) ( )( )( )
( )( )( ) ( )( )( )
( )( )( ) ( )( )( )
( )( )( ) ( )( )( )
( ) ( ) ( )
( )( )( ) ( )( )( )
( ) .
,min),()(,min),()(
,min,min
,min),()(,min),()(
,min),(,min),(
)(,min),()()(,min),()(
,min),()(,min),()(
,min),()(,min),()(
21
*
221
21
*
221
**
221221
*
221
*
221
∗
∗∗∗∗
∗
∗∗∗∗
∗∗∗
∗∗∗
∗∗∗∗
∗∗
−+++
−−++−+−−−−+−++≤
−+−−++++
−−++−+−−−−+−++≤
−−++−+−−−++−++
−−−+−++−−−−+−+++
−−++−+−−−−+−++≤
−−++−+−−−−+−++
vvrkk
xyavwydfyruPxykyavwydfkkwP
yavwyavwrkk
xyavwydfyruPxykyavwydfkkwP
xyavwydfyruPxyavwydfyruP
xykyavwydfkkwPxykyavwydfkkwP
xyavwydfyruPxykyavwydfkkwP
xyavwydfyruPxykyavwydfkkwP
 
(3.17) 
 
Combining (3.14), (3.15), (3.16) and (3.17) we get: 
 ( ) ∗+ −++++≤ vvrMkkMVV 211~                                                (3.18) 
 
We next evaluate V~ . We distinguish three different cases. 
 
 
CASE 1: yavw −≥+ ∗ . 
 
Consider first the case yavw −≥+ ∗ , which necessarily implies maxbvay −−≥ ∗ . Since yayavw −=−+ ∗ ),min( , 
we obtain from (3.15) (using (3.11)): 
 ( ) ( ) **221* ))((),()(),(~ uxyrkayydfrkkwMxydfagV −−+−−+++++−−≤ .             (3.19) 
 
Since 
max
min
bxva
ubr −−−
−≤ ∗∗
∗
 and maxbvay −−≥ ∗ , we get min** )( bxyru ≤−+ . By virtue of (3.1) and the fact that 
maxbvay −−≥ ∗ , we conclude that *xy ≥  and consequently ( ) ** xyxyg −=− . The two previous observations in 
conjunction with definitions (2.2), (3.8) imply that: 
 
( )min),( bwMxywyV −+−= ∗ .                                               (3.20) 
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The right hand side inequality (3.2) directly implies that  
 ( ) ** ),(),( xydfaxydfag −−=−− .                                              (3.21) 
 
By virtue of (3.20) and (3.21), the inequality  
 ( ) ( ) ),())((),()(),( **221* wyLVuxyrkayydfrkkwMxydfag ≤−−+−−+++++−−          (3.22) 
 
is equivalent to the two following inequalities: 
 
( ) ( ) ( )*1min*1**1 ),()())((),( xydfaMbwLxyLMuxykayydfw −−−−+−≤−−−−−++ −−ββ  
 
and 
 
( ) ( ) ( )*1min*1**1 ),()())((),( xydfaMbwLxyLMuxykayydfw −−+−−−−≥−−−−−++ −−ββ . 
 
Since maxmin ),max( bwyvab ≤≤−− ∗  we conclude that the two above inequalities hold, provided that the two 
following inequalities hold: 
 
( ) ( )( ) ( )*1min*11*max ),(),()1( xydfaMLbxyLMkuayydfbL −−−−−+−≤−−++− −−ββ         (3.23a) 
 
and 
 ( ) ( ) ( )( ) ( )*1min*11**min ),(),(,max)1( xydfaMLbxyLMkuayydfyvabL −−++−−−≥−−++−−+ −−ββ  (3.23b) 
 
The fact that inequalities (3.23) hold, is a direct consequence of inequalities (3.2) and (3.3). Thus inequality (3.22) 
holds. Combining inequalities (3.19) and (3.22), we obtain: 
 
),(~ wyLVV ≤ .                                                                           (3.24) 
 
CASE 2: yavw −≤+ ∗  and ∗≥ xy . 
 
Inequality yavw −≤+ ∗  necessarily implies minbvay −−≤ ∗ . Since ∗∗ +=−+ vwyavw ),min( , we obtain from 
(3.15) (using (3.11)): 
 ( ) *1* ))((),()1(),(~ uxykvydfwMxvwydfygV −−−−−+−+−++−≤ ∗∗∗ ββββ .                      (3.25) 
 
Inequality (3.13) in conjunction with (3.25) implies the following inequality: 
 ( )( )
( )
( ) ( ).)(11
))((),()()1(
)(),(~
*
*
1
**
**
∗
∗∗
∗∗
−+−−++
−−−−−+−+−+
−+++−−≤
xyruPwM
uxykvydfxyruPM
xyruPvydfxygV
β
ββββ                       (3.26) 
 
Using inequality (3.5) in conjunction with inequality (3.26), we obtain: 
 ( )( )
( ) ( ).)(11
)(),(~
*
1
*
∗
∗∗∗∗
−+−−++
−+−+++−−≤
xyruPwM
xyMxyruPvydfxygV
β
γ
                      (3.27) 
 
Inequality (3.4) in conjunction with the fact that ∗≥ xy , directly implies that  
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 ( )( ) ∗∗∗∗ −≤−+++−− xyxyruPvydfxyg 1* )(),( λ .                                 (3.28) 
 
Using inequalities (3.27), (3.28) in conjunction with the fact that ∗≥ xy  (which implies that ( ) ∗∗ −=− xyxyg ) and 
definition (3.8), we get: 
 ( ) ),(1,max~ 111 wyVMMV βγλ −++≤ − .                                         (3.29) 
CASE 3: yavw −≤+ ∗  and ∗≤ xy . 
 
Since ∗∗ +=−+ vwyavw ),min( , we obtain (3.25) from (3.15) (using (3.11)). Inequality (3.13) in conjunction with 
(3.25) implies inequality (3.26). Using inequality (3.7) in conjunction with inequality (3.26), we obtain: 
 ( )( )
( ) ( ).)(11
)(),(~
*
2
*
∗
∗∗∗∗
−+−−++
−+−+++−−≤
xyruPwM
xyqMxyruPvydfxygV
β
γ
                            (3.30) 
 
Inequality (3.6) in conjunction with the fact that ∗≤ xy , directly implies that  
 ( )( ) ( )∗∗∗∗ −≤−+++−− xygxyruPvydfxyg 2* )(),( λ .                                  (3.31) 
 
Using inequalities (3.30), (3.31) in conjunction with the fact that ∗≤ xy  (which implies that ( ) ∗∗ −=− xyqxyg ) and 
definition (3.8), we obtain: 
 ( ) ),(1,max~ 122 wyVMMV βγλ −++≤ − .                                         (3.32) 
 
Combining inequalities (3.18), (3.24), (3.29) and (3.32), we obtain inequality (3.9) with 
( )⎟⎠
⎞⎜⎝
⎛ +−+=
=
−
ii
i
MLM γλβλ
2,1,0
1 max,,1max:  and rMkkM +++= 211:γ .  The proof is complete.       
 
 
   The following result provides sufficient conditions for the ISS property with respect to the external input +ℜ∈v  
uniformly in Dd ∈  for the closed-loop system (1.4). Notice that the gain of the external input +ℜ∈v  is linear and is 
explicitly given. Moreover, for ∗≡ vv  we have exponential convergence with rate which is explicitly estimated.  
 
Theorem 3.2: Let 0>a , maxmin0 bb <≤  be constants and let ( )ℜ×∈ ];,0[0 aDCf  be a function satisfying (1.2) for 
which assumptions (H1), (H2) and inequality (3.1) hold. Consider system (1.4) and suppose that  
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −<−⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+ == i
i
ii
i
i γ
λβγ
λ 1
min1
1
min1
2,12,1
,  ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −<<−− = i
i
i
M γ
λ
β
1
min
11
1
2,1
                          (3.33) 
 
where rkk ++= 21:β . Then the following estimate holds for the solution of (1.4) corresponding to arbitrary inputs 
∞=∈ 0})({ iDid  and ∞=+ℜ∈ 0})({ iiv :  
 ( )
( ) ( )∗
−=
∗
∗∗
−−+−+−+−+++
≤−−
vivuwxyxxkkrM
xtxtxxq
ti
t )(max
1
)0()0()0()1(
)(,))((max
1,...,0
**
21 λ
γλ , for all 1≥t   (3.34) 
 
where ( )⎟⎠
⎞⎜⎝
⎛ +−+=
=
−
ii
i
MLM γλβλ
2,1
1 max,,1max:  and rMkkM +++= 211:γ . 
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Proof: Consider the solution of (1.4) corresponding to arbitrary inputs ∞=∈ 0})({ iDid  and ∞=+ℜ∈ 0})({ iiv . It follows 
that the following equations hold for all 1≥t : 
)1()(,)1()( −=−= tutwtxty                                                          (3.35) 
 
))(),1()1(min())(),1(()()1( tyatvtutytdftyty −−+−+−−=+                                    (3.36) 
 ( )))(()))(),1()(min())(),1(()(()()1( 221 ∗−−−−+−−++=+ xtyktyatvtwtytdfkktwPtw .           (3.37) 
 
Using the results of Lemma 3.1, we conclude that the following inequality holds for 1≥t : 
 
( ) ∗−−+≤++ vtvtwtyVtwtyV )1())(),(()1(),1( γλ                                (3.38)  
 
with ( )⎟⎠
⎞⎜⎝
⎛ +−+=
=
−
ii
i
MLM γλβλ
2,1
1 max,,1max:  and rMkkM +++= 211:γ . Inequalities (3.33) imply that 
( ) 1max,,1max
2,1
1 <⎟⎠
⎞⎜⎝
⎛ +−+=
=
−
iii
MLM γλβλ .                                         (3.39) 
 
Using induction and inequality (3.38), we conclude that the following inequality holds for all 1≥N : 
( ) ∑−
=
∗−− −+≤++
1
0
1 )())1(),1(()1(),1(
N
i
iNN vivwyVNwNyV λγλ .                            (3.40) 
Equations (3.35) in conjunction with definition (3.8) and inequality (3.40) imply the following estimate for all 1≥N : 
 
( ) ( )∗
−=
∗ −−+≤− vivuxVxNxg Ni
N )(max
1
))0(),0(()(
1,...,0λ
γλ .                            (3.41) 
 
Inequality (3.34) is a direct consequence of estimate (3.41) and definition (3.8). The proof is complete.       
 
 
Remark 3.3: Theorem 3.2 guarantees the ISS property for system (1.4) with respect to the input +ℜ∈v  uniformly in 
Dd ∈ . However, since we are most interested in the component x  of the solution of (1.4) we have provided only 
estimate (3.34). Similar Sontag-like estimates hold for all components of the solution of (1.4).    
 
Remark 3.4: Saturation of traffic systems is a very important phenomenon, which must be avoided. It is reasonable 
to adopt the following definition for the saturation phenomenon of the traffic system (1.1) under the effect of the PI-
regulator (1.3): 
 
“We say that the traffic network becomes saturated for inputs ∞=∈ 0})({ iDid , ∞=+ℜ∈ 0})({ iiv  and 
initial condition ℜ×∈ 2],0[))0(),0(),0(( awyx  if for every 1≥N  there exists Nt ≥  such that the 
corresponding solution of (1.4) satisfies atx =)( .” 
 
Estimate (3.34) guarantees that: 
“for every pair of inputs ∞=∈ 0})({ iDid , ∞=+ℜ∈ 0})({ iiv  with ( ) aviv
i γ
λ−<− ∗
≥
1)(sup
0
 and for every 
initial condition ℜ×∈ 2],0[))0(),0(),0(( awyx , the traffic network cannot become saturated, provided 
that the assumptions of Theorem 3.2 hold.” 
 
Thus, Theorem 3.2 allows us to estimate the range of values for the uncontrollable inflow ∞=+ℜ∈ 0})({ iiv , for which 
the traffic network cannot become saturated for any initial condition and for any uncertainty ∞=∈ 0})({ iDid .  
 
    Finally, we end this section by providing a set of necessary conditions for the input-to-state stabilizability by means 
of the PI regulator. 
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Theorem 3.5: Let 0>a , maxmin0 bb <≤  be constants and let ( )ℜ×∈ ];,0[0 aDCf  be a function satisfying (1.2). 
Suppose that (3.1) holds and that there exist constants 0>M , )1,0(∈λ  and 0≥γ ,  such that inequality (3.34) holds 
for the solution of (1.4) corresponding to arbitrary inputs ∞=∈ 0})({ iDid  and ∞=+ℜ∈ 0})({ iiv . Then 02 >k  and the 
following properties hold for every Dd ∈ :  
 
“either the equation ),min(),( max yavbydf −+= ∗  has no solution ],0[ ay∈   
or all solutions ],0[ ay∈  of the equation ),min(),( max yavbydf −+= ∗  are in ],( * ax ”           (3.42) 
 
“all solutions ],0[ ay∈  of the equation ),min(),( min yavbydf −+= ∗  are in ),0[ *x .”              (3.43) 
 
Proof: As in the proof of Theorem 3.2, we consider the solution of (1.4) with ∗≡ vv  corresponding to constant input 
Ddid ∈≡)( . It follows that the following equations hold for all 1≥t :  
 
)1()(,)1()( −=−= tutwtxty                                                      (3.44) 
 
))(,)(min())(,()()1( tyavtwtydftyty −++−=+ ∗                                 (3.45) 
 ( )))(()))(,)(min())(,()(()()1( 221 ∗∗ −−−+−++=+ xtyktyavtwtydfkktwPtw        (3.46) 
 
   Suppose that the system of equations 
),min(),( yavwydf −+= ∗ ; ( ))(2 ∗−−= xykwPw                                  (3.47) 
 
admits a solution ],[],0[),(),( maxmin bbawywy ×∈= ∗∗  other than ),( ** ux . Then the solution of (1.4) with ∗≡ vv  
corresponding to constant input Ddid ∈≡)(  starting from any initial condition ℜ×∈ 2],0[))0(),0(),0(( awyx  with 
∗= yx )0( , ( )( )max2211min ,)()0()0(min,max bxkykkykwbw ∗∗∗ ++−+=  would satisfy ∗= ytx )(  for all 0≥t , 
which contradicts (3.34) (which implies ∗= xtx )(lim ). However, notice that, for each fixed ],0[)0( ay ∈ , there exists 
at least one ℜ∈)0(w  for which ( )( )max2211min ,)()0()0(min,max bxkykkykwbw ∗∗∗ ++−+= . Therefore, the 
system of equations (3.47) must have a unique solution, which necessarily is the equilibrium point 
],[],0[),(),( maxmin bbauxwy ×∈= ∗∗ .   
 
   Consequently, we cannot have a solution ],[],0[),( maxmin bbawy ×∈  of the system of equations (3.47) for which 
minbw = . This means that either the equation ),min(),( min yavbydf −+= ∗  has no solution ],0[ ay∈  or that every 
solution ],0[ ay∈  of the equation ),min(),( min yavbydf −+= ∗  satisfies 0)(2 <− ∗xyk . Clearly, the latter means 
that 02 ≠k  and that all solutions ],0[ ay∈  of the equation ),min(),( min yavbydf −+= ∗  must be either in ),0[ *x  
or in ],( * ax . However, there exists at least one solution ),0( *xy∈  of the equation ),min(),( min yavbydf −+= ∗ : 
the existence of such a solution follows from the inequalities ∗∗∗∗ +>+= vbvuxdf min),(  and 
∗+<= vbdf min0)0,( , which imply that there exists ),0( *xy∈  for which ∗+= vbydf min),(  (and since (3.1) holds, 
we get yaxabv −<−≤+∗ *min  and consequently ),0( *xy∈  is a solution of ),min(),( min yavbydf −+= ∗ ). 
Therefore, we conclude that all solutions ],0[ ay∈  of the equation ),min(),( min yavbydf −+= ∗  must be in ),0[ *x  
and that 02 >k . 
 
   Similarly, we cannot have a solution ],[],0[),( maxmin bbawy ×∈  of the system of equations (3.47) for which 
maxbw = . This means that either the equation ),min(),( max yavbydf −+= ∗  has no solution ],0[ ay∈  or that every 
solution ],0[ ay∈  of the equation ),min(),( max yavbydf −+= ∗  satisfies 0)(2 >− ∗xyk . Since 02 >k , the latter 
means that all solutions ],0[ ay∈  of the equation ),min(),( max yavbydf −+= ∗  must be in ],( * ax . 
 
The proof is complete.            
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Remark 3.6: The existence of a solution ],( axy ∗∗ ∈  of the equation ),min(),( min yavbydf −+= ∗  for certain 
Dd ∈  implies the existence of an equilibrium point for system (1.4), which cannot be removed by the control action 
of the PI-regulator, no matter what the values of 21,kk  are (namely the equilibrium point ),,( minbyy
∗∗ ). The reader 
should notice that the existence of a solution ],( axy ∗∗ ∈  of the equation ),min(),( min yavbydf −+= ∗  depends 
only on the properties of the outflow function ),( ydf  and the parameters min,,, baxv
∗∗ . Therefore, since the control 
practitioner cannot change the properties of the outflow function ),( ydf  and the parameters min,,, baxv
∗∗  (they are 
characteristic of the given traffic system), global stabilization (in the sense of [6[) cannot be achieved in this case, no 
matter what the values of 21,kk  are.    
 
 
4. Illustrative Examples 
 
All examples in this section assume that the outflow function ),( xdf  is not uncertain (i.e., )(),( xfxdf = ) and is of 
the form: ( )δcxpxxf −= exp)(  
 
where ]1,0(∈p , 0, >δc  are constants. This is the most usual form for the outflow function ),( xdf  for traffic 
systems.   
 
Example 4.1: Consider system (1.4) with ( )10/exp)( xxxf −= , 10* =x , 1* =u , 678794.2=∗v , 8.16=a , 
9.01 =k , 08.12 =k , 0min =b  and 1.3max =b . The regions of attractions of the corresponding system (2.1) as 
predicted by Propositions 2.1 and 2.2 are shown in Figure 3. The size of the resulting region of attraction may be not 
sufficiently big for particular application; in this case, the estimated region of attraction may provide the necessary 
basis for a numerical elaboration of the exact region of attraction, see [2,5,15] for details. 
 
 
w
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-0,5
0
0,5
1
1,5
2
2,5
8 8,5 9 9,5 10 10,5 11 11,5x
 
Fig. 3: The red line and the black line show the boundaries of the regions of attraction for system (2.1) with 
⎟⎠
⎞⎜⎝
⎛−=
10
exp)( xxxf , 10* =x , 1* =u , 678794.2=∗v , 8.16=a , 9.01 =k , 08.12 =k , 0min =b  and  
1.3max =b , as predicted by Proposition 2.2 and Proposition 2.1, respectively.  
 
 
On the other hand, we can use Theorem 3.2 and check whether we have global exponential stability. Indeed, the 
allowable values for the outflow function )(xf , as determined by assumption (H2) for 10* =x , 1* =u , 
678794.2=∗v , 8.16=a , 1== qβ , 98.0−=r , 9.01 =k , 08.12 =k , 99.0=L , 025.1=M , 6.02 =λ , 39.02 =γ , 
82.01 =λ , 17.01 =γ , 0min =b  and 1.3max =b  was shown in Figure 2. Figure 4 shows that in this case the graph of ( )10/exp)( xxxf −=  lies completely in the area of the allowable values for the outflow function )(xf . Therefore, 
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Theorem 3.2 guarantees global exponential stability of system (1.4) with ( )10/exp)( xxxf −= , 10* =x , 1* =u , 
678794.2=≡ ∗vv , 8.16=a , 9.01 =k , 08.12 =k , 0min =b  and 1.3max =b .  
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Fig. 4: The graph of ( )10/exp)( xxxf −=  is shown in red color.  
 
 
    In this example, the estimation of the region of attraction by means of Propositions 2.1 and 2.2 is very 
conservative. The reason of the conservatism lies in the saturation effects of the input and the inflow: in this example 
the saturation effects of the input and the inflow are strongly stabilizing. On the other hand, Propositions 2.1 and 2.2 
are based on estimates for which no saturation effects of the input and the inflow are present and, consequently, 
cannot take advantage of the nonlinear stabilizing nature of the saturation effects.          
 
 
Example 4.2: Consider system (1.4) with ( )10/exp)( 2xxxf −= , 3* =x , 219709.0* =u , 1=∗v , 20=a , 0min =b  
and 3max =b . For this system one cannot hope for global stabilization by means of the PI-regulator, since there exists 
a solution )6.3,5.3(∈∗y  of the equation )20,1min()( yyf −=  (recall Remark 3.6). However, we can apply the PI-
regulator for local stabilization. Indeed, the selection 121 == kk  guarantees local exponential stabilization. The 
regions of attractions of the corresponding system (2.1) as predicted by Propositions 2.1, 2.2 are shown in Figure 5.  
 
 
w
-0,6
-0,4
-0,2
0
0,2
0,4
0,6
0,8
1
2,5 2,6 2,7 2,8 2,9 3 3,1 3,2 3,3 3,4 3,5x
 
Fig. 5: The red line and the black line show the boundaries of the regions of attraction for system (2.1) with ( )10/exp)( 2xxxf −= , 3* =x , 219709.0* =u , 1=∗v , 20=a , 121 == kk , 0min =b   
and 3max =b  as predicted by Proposition 2.2 and Proposition 2.1, respectively.  
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     In this case, the estimate of the region of attraction for system (2.1) provided by Proposition 2.2 is not 
conservative: the existence of a solution )6.3,5.3(∈∗y  of the equation )20,1min()( yyf −=  (and consequently the 
existence of the equilibrium point )0,( ∗y  for system (2.1)) implies that the constant 0>ρ  involved in the estimate 
of the region of attraction  ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ <−+−+−−++−ℜ×∈=Ω ∗∗∗ ρρ )()(11:],0[),( 2
2
22 xxkxfvw
k
kk
xxawx  cannot 
exceed the number 6.0 , while the constant 0>ρ  computed by (2.7) is 439418.0 .             
 
 
 
5. Concluding Remarks 
 
This work has provided necessary conditions and sufficient conditions for the (global) Input-to-State Stability 
property of simple uncertain vehicular-traffic networks under the effect of a PI-regulator controller (Theorem 3.2 and 
Theorem 3.5). We have also studied the local stability properties for vehicular-traffic networks under the effect of PI-
regulator control: the region of attraction of a locally exponentially stable equilibrium point was estimated by means 
of Lyapunov functions (Proposition 2.1 and Proposition 2.2). The obtained results were illustrated by means of two 
simple examples. 
 
   More remains to be done. One research direction is the application of PI-regulator control to traffic systems with 
uncertain input delays. Another research direction is the application of nonlinear feedback stabilizers to traffic 
systems. Both research directions will be the topic of future works.  
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