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ABSTRACT 
Throughout over 100 years of research into the effect of practice on performance 
a consistent finding has been that performance improves with practice (e.g., Bryan & 
Harter, 1899; Crossman, 1959; Sturman, 2007). Skill acquisition has often been 
examined using mathematical modelling, and researchers aiming to understand and 
predict performance have sought to determine the specific functional form of the effect 
of practice, often comparing power and exponential functions (e.g., Heathcote, Brown, 
& Mewhort, 2000; Newell & Rosenbloom, 1981). However, minimal research has 
expanded this approach to modelling change in the underlying processes of skill 
acquisition, such as subtask learning or strategy change. There is a need to understand 
how the effect of practice differs across task components, if at all, and to reconcile the 
often observed abrupt changes in strategy use (e.g., Delaney, Reder, Staszewski, & 
Ritter, 1998; Rickard, 2004) with gradual changes in performance. Researchers have 
also been interested in modelling the effect of stable traits such as cognitive ability on 
performance and how this effect can vary over skill acquisition (e.g., Deadrick & 
Madigan, 1990; Zyphur, Bradley, Landis, & Thoresen, 2007). However, existing 
modelling approaches have several shortcomings including a failure to model non-
normal distributional features of performance, non-linear effects of practice, and more 
realistic mappings of ability on skill acquisition. In contrast, Bayesian hierarchical 
models have the potential to provide a flexible modelling framework that can overcome 
these limitations (e.g., Aguinis & O'Boyle, 2014; Rouder, Sun, Speckman, Lu, & Zhou, 
2003).  
Thus, this thesis sought to address these theoretical and methodological 
limitations by advancing knowledge of the decomposition of skill acquisition (Objective 
1) and demonstrating the flexibility and strength of Bayesian hierarchical modelling 
(Objective 2). These objectives were addressed through 4 key aims: (1) comparing 
power and exponential models of skill acquisition while accounting for multiple sources 
of model complexity, (2) examining the consistency of subtask learning and how 
strategy use relates to subtask learning, (3) assessing whether strategy change can be 
abrupt and understanding how abrupt strategy shifts can underlie gradual performance 
change, and (4) examining whether the relationship between cognitive ability and 
performance changes over practice for different measures of ability.  
To achieve these aims, three substantive studies were conducted that were all 
based on one large underlying skill acquisition study. The underlying study used an 
 vi 
updated version of the Wynton-Anglim Booking (WAB) Task. This task is based on a 
booking program used by swimming schools and was created to examine subtask 
learning and strategy use by recording all participant actions. It is sufficiently complex 
to allow for decomposition into underlying processes while being simple enough to 
show changes in performance over a single experimental session. Adult participants (n = 
163) completed a single experimental session of approximately 2 hours. The first half of 
the session involved the administration of a battery of ability tests. Participants then 
spent approximately 1 hour completing trials of the WAB Task.  
Study 1 addressed the first two aims by examining the functional form of skill 
acquisition and the consistency of subtask learning. In a replication of a previous, 
smaller study (Anglim & Wynton, 2015), Study 1 used some of the multiple methods of 
model comparison made available by the Bayesian approach to compare the fit of power 
and exponential functions within a hierarchical model of skill acquisition. In support of 
the original study, it was found that while both functions provided similar fit to the data 
the power function performed slightly better, due to a higher penalty assigned to the 
exponential function for being overly complex. The consistency of subtask learning was 
explored in this study by evaluating the fit of constrained and unconstrained models of 
subtask learning.  Unlike past studies (e.g., F. J. Lee & Anderson, 2001), this study 
examined the effect of two constraints, (1) constraining the rate parameter to be equal 
across subtasks and (2) constraining the ratio of final to initial performance to be equal. 
The unconstrained function was found to more accurately capture the data compared to 
the constrained, indicating inconsistency in subtask learning. This suggested that 
performance on the overall task involved more than just understanding how to complete 
the underlying subtasks. 
Study 2 addressed Aim 3, by examining the abruptness of strategy shifts and 
exploring how these changes underlie gradual performance change. This study tested a 
new hypothesis, that use of a single strategy (e.g., applying a simple filter) often 
changes abruptly at a single point, but an aggregated measure of overall task completion 
method will generally change gradually over practice, similar to performance change. 
Strategy change was measured at three levels of aggregation and, at each level, step (i.e., 
abrupt) and power models of change were compared within a Bayesian hierarchical 
framework. At a component level (e.g., shifting to ignore a single piece of information) 
the step function often fit better, suggesting strategy change can be abrupt at this level. 
However, each component strategy shifted at a different point in practice, leading to a 
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more gradual shift in the overall method of task completion. Furthermore, as most 
changes in component strategy use occurred early in practice, changes in global strategy 
efficiency exhibited power function like change over practice, reflecting changes seen in 
performance.  
Finally, Study 3 addressed Aim 4, examining the effect of practice on ability–
performance relationships. This final study also provided guidelines for researchers on 
how to build and estimate Bayesian hierarchical models of skill acquisition that 
integrate measures of stable trait variables. The analysis followed the guidelines by first 
building and evaluating a model of skill acquisition. Models were then compared that 
integrated three measures of cognitive ability (general mental ability, perceptual speed 
ability and psychomotor ability) in three different ways. Model 1 implied a dynamic 
relationship, where each measure of ability had a separate relationship with each 
learning curve parameter. Model 2 implied that while each ability measure related to the 
entire process of learning, the relationship did not differ between parameters. Finally, 
Model 3 implied that ability only related to overall performance, and not the process of 
learning. The use of the flexible Bayesian approach allowed non-linear functions to be 
employed to describe skill acquisition while also providing multiple measures of model 
comparison. Contrary to past research this analysis suggested that the relationship 
between ability and performance did not change over practice, as Model 2 best captured 
the data. Furthermore, model coefficient estimates and examination of variance 
explained in learning curve parameters suggested that none of the ability measures 
related to rate of skill acquisition.  
Overall, this thesis showed that performance on a complex task can be 
decomposed into component processes that are affected by practice. However, the 
changes in these underlying processes that occur over practice do not always mirror the 
changes seen in overall task performance. Component task performance can decrease 
over practice and changes in strategy use can be abrupt, suggesting that complex task 
performance includes changes in underlying processes and changes in how these 
processes are combined. Furthermore, the effect of ability on performance appeared to 
remain consistent over practice although it did relate to the entire process of skill 
acquisition, suggesting further research needs to be conducted to understand the 
conditions under which dynamic ability–performance relationships can be observed. By 
employing Bayesian hierarchical modelling within each study this thesis also showed 
the importance of accounting for all forms of model complexity and considering the 
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distribution of individual differences. By providing guidelines for building these models 
and including a discussion of the challenges of implementing Bayesian hierarchical 
models as well as advice for overcoming these challenges, it is hoped that this thesis 
helps encourage the use of Bayesian methods within psychology in general, and skill 
acquisition research in particular. 
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CHAPTER 1: INTRODUCTION 
1.1 Research Area 
Researchers have long sought to understand the factors and processes that 
underlie performance change and individual differences in performance (e.g., 
Ackerman, 1988; Ackerman & Cianciolo, 2002; Aguinis & O'Boyle, 2014; Crossman, 
1959; Hunter, 1986; O’Boyle & Aguinis, 2012; Thorndike, 1908). Decomposing 
performance and examining the underlying processes from both group and individual 
levels should allow for a deeper understanding of the effect of practice on performance 
and why performance change may differ between individuals and tasks. Furthermore, a 
greater understanding of these processes should lead to more directed methods for 
training and recruitment in organizations. In the past researchers have decomposed 
performance by examining component or subtask performance (e.g., F. J. Lee & 
Anderson, 2001; M.-H. Sohn, Douglass, Chen, & Anderson, 2005), and by analysing the 
methods or strategies used by the individual to complete a job or task (e.g., Crossman, 
1959; Haider & Frensch, 1996; Logan, 1988; Siegler & Stern, 1998).  Researchers have 
also sought to further understand why performance differs between individuals by 
examining the influence of stable measures of individual differences, such as cognitive 
ability or personality, on performance (e.g., Hunter & Hunter, 1984; Kanfer, Wolf, 
Kantrowitz, & Ackerman, 2010; Voelkle, Wittmann, & Ackerman, 2006).  
Performance and skill acquisition research has often been conducted by applying 
mathematical modelling techniques. Mathematical modelling of psychological processes 
can help to build our understanding of many psychological phenomena by linking 
unobserved processes to observable behaviour (e.g., Averell & Heathcote, 2011; 
Bogacz, Brown, Moehlis, Holmes, & Cohen, 2006; S. D. Brown & Heathcote, 2008; M. 
D. Lee, 2004). These techniques have been utilized when examining many aspects of 
skill acquisition including subtask learning (e.g., F. J. Lee & Anderson, 2001), strategy 
use (e.g., Gaschler, Marewski, & Frensch, 2014) and the relationship between cognitive 
ability and performance (e.g., Eyring, Johnson, & Francis, 1993; Voelkle et al., 2006).  
In order to ensure that the models are accurately capturing the process of performance 
change, researchers have also explored which functions best describe the effect of 
practice on performance and the best methods for estimating and evaluating these 
models (Anglim & Wynton, 2015; Delaney et al., 1998; Heathcote et al., 2000; Newell 
& Rosenbloom, 1981).  
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1.2 Objectives and Aims 
This thesis had two broad objectives (one theoretical and one methodological) 
and four specific aims relating to the functional form of performance and strategy 
change at component and aggregate levels as well as the combined effect of cognitive 
ability and practice on performance.  
1.2.1 Objectives 
1.2.1.1 Theoretical objective. Although substantial research has been conducted 
in an attempt to understand how practice effects performance and how measures of 
cognitive ability relate to performance over practice, there are still several gaps that 
could be addressed. While these gaps will be explored in more detail throughout this 
thesis, in general two key overarching theoretical gaps are addressed in this thesis. First, 
while research shows that skill acquisition can be decomposed into component 
processes, understanding how these processes change and how these changes relate to 
skill acquisition is limited. Second, research into ability–performance relationships show 
that cognitive ability is a strong predictor of individual differences in performance, 
however, the effect of practice on this relationship is less clear. Thus, the overall 
theoretical objective of this thesis was to address these gaps.   
Objective 1: To examine skill acquisition by assessing the effect of practice on 
overall task performance, subtask performance, strategy use and ability–
performance relationships. 
1.2.1.2 Methodological objective. Throughout the skill acquisition literature 
mathematical modelling has been utilized to examine different areas including, the 
effect of practice on performance at overall task and subtask levels (e.g., Heathcote et 
al., 2000; F. J. Lee & Anderson, 2001; Newell & Rosenbloom, 1981), the effect of 
practice on strategy use (e.g., Gaschler, Marewski, & Frensch, 2015; F. J. Lee & 
Anderson, 2001) and the combined effect of practice and ability on performance (e.g., 
Voelkle et al., 2006; Yeo & Neal, 2004; Zyphur et al., 2007). These studies have been 
mixed in the level at which the analysis was conducted (e.g., individual, group or both) 
as well as the models utilized (e.g., linear and non linear). However, the methods used to 
estimate and compare these models have been limited and thus have often failed to 
capture all aspects of skill acquisition, such as non-linear performance change, 
asymptotic performance and non-normal distributions of individual differences. 
 Researchers modelling forgetting curves (e.g., the effect of time on recall 
accuracy) have encountered similar limitations and challenges to those found when 
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modelling skill acquisition. Averell and Heathcote (2011) and M. D. Lee (2004) showed 
that Bayesian analysis can help to overcome these limitations when modelling forgetting 
curves and retention functions. Bayesian modelling, and in particular, Bayesian 
hierarchical modelling has many advantages that make it useful for modelling 
psychological processes, particularly the processes underlying skill acquisition and 
individual differences in performance. These advantages include the flexibility to easily 
incorporate non-normal performance distributions and non-linear functions as well as 
more informative methods of model evaluation and comparison. While many 
researchers have advocated the use of Bayesian methods within psychology (e.g., 
Averell & Heathcote, 2011; Kruschke, Aguinis, & Joo, 2012; O’Boyle & Aguinis, 2012) 
and the use of Bayesian analysis has increased in recent years (e.g., Anglim, Weinberg, 
& Cummins, 2015; Anglim & Wynton, 2015; Averell & Heathcote, 2011; M. D. Lee, 
2011), the difficulties involved in conducting Bayesian analysis (e.g., large computing 
power, mathematical evaluation and model specification) has meant that many 
researchers still avoid this approach. The advantages of Bayesian methods, its success in 
addressing limitations in forgetting curve research and the lack of its use in skill 
acquisition led to the methodological objective for this thesis.  
Objective 2: To demonstrate the flexibility and strength of a Bayesian 
hierarchical modelling approach when analysing skill acquisition. 
In the current thesis Bayesian hierarchical modelling was used to address all key 
aims. This was done to show how Bayesian analysis is flexible and can be used to 
answer different types of research questions and test different hypotheses. It also 
allowed for a demonstration of the different model evaluation methods possible within a 
Bayesian analysis, and why these are important. Furthermore, the final study of this 
thesis also presented guidelines for implementing a Bayesian approach. This included 
steps to instruct future researchers on how to build a Bayesian model of skill acquisition 
that can be estimated and evaluated using popular free software and open access 
sampling algorithms. Finally, in the discussion chapter, the challenges of Bayesian 
modelling are explored and methods for addressing these challenges are discussed.  
1.2.2 Aims 
The theoretical and methodological objectives of this thesis were achieved by 
addressing four key aims. 
1.2.2.1 Modelling the effect of practice on performance. Mathematical 
modelling techniques (such as hierarchical linear modelling and non-linear modelling of 
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individual curves) have often been used to examine skill acquisition, and thus 
substantial research has been dedicated to determining the most accurate mathematical 
description of the effect of practice on performance. After examining multiple skill 
acquisition data sets, Newell and Rosenbloom (1981) concluded that a power function 
provided an accurate quantitative description of skill acquisition, calling it the Power 
Law of Practice. However, several arguments against the “Power Law” have been raised 
(see Lacroix & Cousineau, 2006 for a summary). Some researchers have found instances 
where the power function does not explain the data (e.g., Kirsner & Speelman, 1996; 
Rickard, 1997), while others have noted several technical and statistical limitations of 
the analyses conducted by Newell and Rosenbloom (e.g., Haider & Frensch, 2002; 
Heathcote et al., 2000). Specifically, researchers have argued that the reliance on group 
level data as well as Newell and Rosenblooms (1981) use of a four-parameter power 
function created artificial support for the power law. Several competing functions to the 
power have been proposed, with the most common being the exponential function 
(Heathcote et al., 2000). However, much of the research showing support for the 
exponential over the power has focused only on individual level data (Ghisletta, 
Kennedy, Rodrigue, Lindenberger, & Raz, 2010; Heathcote et al., 2000), which can lead 
to preference for a given model based on its ability to capture noise rather than the data-
generating function.  
 Power and exponential models of skill acquisition are very similar, they both 
predict an approach to asymptote with infinite practice and are often both specified with 
three parameters (Heathcote et al., 2000). The traditional methods utilized to compare 
power and exponential models of skill acquisition have often been limited in their ability 
to account for different forms of model complexity (Pitt & Myung, 2002). Ensuring that 
the most accurate model of skill acquisition is used is important as these models are 
often used to examine individual differences, predict performance and evaluate theories 
of skill acquisition. Compared to traditional methods for model estimation and 
evaluation, Bayesian methods have more options for model evaluation that consider 
multiple sources of model complexity. These methods provide a better evaluation of 
which model is better as well as a deeper understanding of why one model is capturing 
the data better. Thus, the first aim was as follows,  
Aim 1: To compare the ability of power and exponential functions in explaining 
skill acquisition while accounting for individual variation and model 
complexity 
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1.2.2.2 Subtask learning. Most tasks, depending on their complexity, can be 
decomposed into smaller, component tasks or subtasks. Some theories suggest that 
learning the overall task is equivalent to learning these components and thus skill on the 
overall task can be acquired by practicing the subtasks in isolation (e.g., Carlson, Khoo, 
& Elliott, 1990; F. J. Lee & Anderson, 2001; Newell & Rosenbloom, 1981). 
Researching performance change at a subtask level can provide a deeper understanding 
of how performance change occurs at the overall task level. Furthermore, as the simple 
tasks often used within performance research have processes similar to the subtasks of 
complex task, analysing performance at a subtask level can provide deeper 
understanding of how findings from studies of these simple tasks relate to performance 
on complex tasks. Finally, some methods of training involve breaking complex tasks 
down into smaller components and training individuals in these components (e.g., Goettl 
& Shute, 1996; Klapp, Martin, McMillan, & Brock, 1987; Lim, Reiser, & Olina, 2009; 
Wickens, Hutchins, Carolan, & Cumming, 2013). If subtask learning differs to overall 
task learning, these methods of training could be inefficient and thus a clearer 
understanding of why subtask learning may differ to overall task learning is needed. 
One specific hypothesis often examined within subtask learning research is the 
reducibility hypothesis. This hypothesis proposes that learning the component tasks is 
sufficient to acquire skill on the overall task (Anderson et al., 2011; F. J. Lee & 
Anderson, 2001; M.-H. Sohn et al., 2005). F. J. Lee and Anderson (2001) tested this 
hypothesis by examining the consistency of subtask learning, concluding that as the rate 
of learning did not significantly differ between the subtasks in their study, the 
reducibility hypothesis was supported. However, other research suggests that acquiring 
skill on a complex task requires understanding the component tasks and how to apply 
strategies to trade off between the subtasks to complete the overall task (Anglim & 
Wynton, 2015). Given the relative lack of research into subtask learning consistency 
compared to other areas of skill acquisition, as well as limitations in the methods and 
samples utilized, there is a need to more deeply understand whether subtask learning can 
differ to overall task learning and why these processes may differ. Thus, the second aim 
of this thesis was as follows,  
Aim 2: To examine the effect of practice and strategy use on subtask 
performance and test the consistency of subtask learning.  
1.2.2.3 Practice and strategy use. The strategy, or method, an individual uses to 
complete a task, or an aspect of the task often changes over practice. Strategy use also 
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differs between individuals and relates strongly to performance, at both the overall task 
and subtask level (e.g., Anglim & Wynton, 2015; Crowley, Shrager, & Siegler, 1997; 
Hertzog, Cooper, & Fisk, 1996; Rogers, Hertzog, & Fisk, 2000; Siegler & Stern, 1998; 
Touron, Hertzog, & Frank, 2011). Given the strong link between strategy use and 
performance researchers have also explored the form of strategy change over practice. 
While some research indicates gradual changes in strategy use similar to the changes 
that occur in performance (F. J. Lee & Anderson, 2001), other research has suggested 
that changes in strategy use occur abruptly (Haider & Frensch, 2002; Rickard, 2004). 
The form of strategy change observed appears to be related to the task, sample and 
strategy being examined.  
Knowing that strategy change can be abrupt researchers has then attempted to 
understand and explain how abrupt changes in strategy use could underlie gradual 
changes in performance. However, these theories often have limited support within the 
literature. For instance, Haider and Frensch (2002) hypothesised that individual-level 
performance trajectories display abrupt changes when shifts in strategy use occur and 
that aggregation over individuals leads to gradual performance changes at the group 
level. However, several studies have shown that, even at the individual level, 
performance trajectories are gradual when shifts in strategy use occur (Anglim & 
Wynton, 2015; Ghisletta et al., 2010). Research into the form of strategy change has 
been hampered by a limited ability to accurately capture and model strategy change, 
particularly at an individual level. However, Bayesian methods provide the flexibility to 
fit both abrupt and gradual functions while also providing strong model comparison 
methods to evaluate them. Thus the third aim of this thesis was as follows,  
Aim 3: To examine whether the relationship between practice and strategy use 
can be abrupt and understand how these abrupt changes can underlie the 
gradual relationship between practice and performance. 
1.2.2.4 Ability–performance relationships. In order to understand and predict 
individual differences in performance researchers have examined the relationship 
between cognitive ability and performance and how this changes over practice. 
Cognitive ability, (hereafter referred to as ability) can be defined in multiple ways and 
often refers to different measures of abilities, such as general mental ability or 
perceptual speed ability. A single measure of general mental ability has been shown to 
be one of the strongest predictors of several measures of performance, including task 
performance and job performance (e.g., Ackerman, 1992; Hunter, 1986; Kanfer & 
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Ackerman, 1989; Schmidt & Hunter, 1998). As performance changes over practice 
researchers have also examined whether the relationship between ability and 
performance changes over practice. Findings regarding the combined effect of practice 
and ability on performance have been mixed. While some research suggests that these 
relationships can increase over practice or remain stable depending on the task and 
measure of ability (e.g., Ackerman, 1988, 1992), a meta-analysis indicated that the 
relationship between ability and performance degrades over practice for all tasks and 
ability measures (e.g., Keil & Cortina, 2001). Furthermore, in order to understand the 
how ability relates to the process of skill acquisition researchers have explored the 
relationship between ability and rate of skill acquisition, finding predictive validity for 
some measures of ability (e.g., Eyring et al., 1993; Voelkle et al., 2006).  
Modelling approaches have been used to explore ability–performance 
relationships, however researchers have struggled to integrate measures of ability into 
models of skill acquisition. The inflexibility of traditional methods of model estimation 
has led researchers to fail to incorporate some of the complexities involved in models of 
skill acquisition, such as the non-linear nature of performance change or the non-normal 
distributions of individual differences. However, a Bayesian approach is flexible and the 
building of a Bayesian hierarchical model forces the researcher to consider their 
assumptions, improving the ability of the model to capture the effect of cognitive ability 
and the complexity of the learning curve. This allows for a better understanding of how 
the predictive validity of ability changes over practice while also capturing how ability 
relates to the entirety of the learning curve. Thus, the final aim of this thesis was as 
follows, 
Aim 4: To demonstrate how to integrate ability measures into hierarchical 
models of skill acquisition and test for changes in ability–performance 
relationships over practice. 
1.3 General Method 
To address the objectives and aims identified above a large skill acquisition 
study was conducted. One hundred and sixty three individuals were recruited to 
complete a set of ability tests and a computer based skill acquisition task. Specifically, 
this study utilized a relatively new task, the Wynton-Anglim Booking (WAB) Task 
(Anglim & Wynton, 2015), which is based on a real world program used to make 
bookings in swim schools. This task involves perceptual, motor and cognitive demands 
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and was created specifically to examine skill acquisition, subtask learning and strategy 
use. Within this task participants were required to book children in for swimming 
lessons by obeying rules about class sizes and ages, gathering information about the 
child and selecting the correct class from a timetable. Previous research with this task 
showed that performance changes over approximately 1 hour of repetitive practice 
follow the expected monotonically decreasing and decelerating task completion times. 
The complexity of the task, the processes involved in completing the task and the 
incorporation of several ability tests provided a rich dataset that could be analysed 
multiple ways. The task itself could be broken up and explored by examining 
performance on three separate subtasks, which involved different strategies such as 
learning which questions were irrelevant, memorizing rules and applying filters to the 
timetable. Furthermore, the ability testing captured three measures of ability, general 
mental ability, perceptual speed ability and psychomotor ability, allowing examination 
of how the predictive validity of each measure changes over practice.  
Over a two-hour session participants completed individual difference testing 
(demographics, cognitive ability and self-efficacy) and then 15 three-minute blocks of 
trials on the WAB Task. This data set provided the basis for the three substantive studies 
that used Bayesian hierarchical modelling to decompose skill acquisition and understand 
how practice effects performance on component tasks and the processes underlying 
performance (i.e., strategies), as well as the combined effect of ability and practice on 
performance. Furthermore, the hierarchical nature of the models allowed examination of 
individual differences in performance over practice and how strategy use and ability 
related to these differences. Throughout each study, the flexibility of the Bayesian 
hierarchical approach was explored and the advantages demonstrated.  
 Study 1 examined whether the power or exponential function provided a more 
accurate model of skill acquisition (Aim 1) and tested whether subtask learning on the 
WAB Task was consistent (Aim 2). In addressing these aims a previous study with a 
smaller sample size was replicated (Anglim & Wynton, 2015). Here, power and 
exponential models of overall and subtask performance over practice were compared to 
determine which function is a more accurate and parsimonious description of skill 
acquisition. In order to test subtask learning consistency, models that allowed 
parameters to vary across subtasks were compared to models that constrained 
parameters to be equal. These models also incorporated strategy use to test for the 
relationship between strategy use and subtask performance. Within this study, the use of 
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Bayesian methods provided several advantages. For example, model complexity was 
evaluated both in terms of the number of parameters and the functional form of the 
models, allowing for a better evaluation of which model was more accurate. 
Furthermore, model recovery simulations were conducted allowing greater 
understanding of how well the models and the model evaluation method could 
determine the underlying data generating function. Finally, when examining the models 
of subtask learning the Bayesian approach provided greater flexibility when fitting these 
complex models and a greater understanding of the failures of the different models 
through the use of posterior predictive checks. 
Study 2 examined the effect of practice on strategy change (Aim 3). Strategy use 
was examined at three levels of decomposition, global (the overall method of task 
completion), domain (e.g., retrieving all pieces of information from memory) and 
component (e.g., memorizing a single piece of information). By comparing power and 
abrupt models of strategy use at each level of decomposition this analysis tested the 
hypothesis that while abrupt changes in strategy use could occur at the level of 
component strategies, changes in the global level, or the overall method of task 
completion would occur more gradually, as not all component strategies would shift at 
the same time. In this study the flexibility of the Bayesian approach allowed for 
estimation of abrupt and power models of a binary variable while the superior model 
evaluation provided rich information regarding the differences in model fit.  
Study 3 examined the relationship between ability and skill acquisition while 
providing step-by-step guidelines for building and estimating Bayesian hierarchical 
models of skill acquisition that integrate stable predictors of individual differences (Aim 
4). This study examined whether the relationship between ability and performance 
changed over practice on this task for three different ability measures. Specifically, the 
study assessed a well-known theory of changing ability–performance relationships 
proposed by Ackerman (1988, 1992) that relates three measures of ability to three 
phases of skill acquisition. Furthermore, this study examined whether each ability 
measure related to rate of skill acquisition. This study highlights some advantages and 
challenges of the Bayesian hierarchical approach to modelling and understanding 
individual differences.   




Performance and performance change has been explored within several domains, 
including job performance (e.g., Aguinis & O'Boyle, 2014; Hunter, 1986; O’Boyle & 
Aguinis, 2012), academic performance (e.g., Leeson, Ciarrochi, & Heaven, 2008; 
Poropat, 2009), and performance on cognitive and psychomotor tasks of varying 
complexity (e.g., Haider, Frensch, & Joram, 2005; Hertzog et al., 1996; F. J. Lee & 
Anderson, 2001; Touron & Hertzog, 2009). Furthermore within each of these domains 
‘time’ has been measured in different ways, such as weeks/months/years of job 
experience or amount of repetitive practice. The studies in this thesis are based on data 
from a single task and thus the findings could be limited only to tasks of a similar 
content and complexity, and thus not generalise to other measures of time or 
performance. However, the studies in this thesis explore the underlying processes of 
skill acquisition, and therefore, the key conclusions should generalise other task, or jobs, 
that involve similar concepts such as multiple strategy changes and subtasks trade-offs. 
Furthermore, the methodological goal of this thesis was to demonstrate the advantages 
of the approach, one of which is its flexibility. Future research could use the approach 
demonstrated here, following the guidelines set out in the final study, to analyse 
performance on other tasks, or the effect other stable traits such as personality or self-
efficacy. 
1.5 Thesis Structure 
This thesis consists of a further six chapters. Chapter 2 provides a theoretical 
review of the literature examining skill acquisition, ability–performance relationships 
and strategy use. Chapter 3 then reviews the common methodological approaches used 
when analysing skill acquisition This chapter explores the limitations of these methods 
and then discusses a method of analysis that would address many of these limitations, 
Bayesian hierarchical modelling. This chapter includes a general overview of Bayesian 
methods, a discussion of the advantages of hierarchical modelling and Bayesian 
methods, and a short review of previous literature in psychology using hierarchical 
Bayesian modelling. Chapters 4-6 are empirical chapters that present the three studies 
discussed above. Specifically, Chapter 4 presents Study 1, Chapter 5 presents Study 2 
and Chapter 6 presents Study 3. Each empirical chapter includes a separate introduction, 
which discusses key past findings as well as gaps and limitations in the literature as well 
as the aims of the study, a methods section, a results section and a discussion. As each 
study utilises the same data set, most of the data collection process is described in 
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Chapter 4 while the aspects focused on by each specific study are described in their 
respective chapters. Finally, Chapter 7 contains a general discussion linking the three 
chapters, and discussing how the aims have been addressed, and how the findings relate 
to key themes within the literature. Furthermore, this final chapter explores the 
advantages of Bayesian hierarchical modelling that were discovered while conducting 
the analyses as well as the challenges identified and methods for addressing these 
challenges in future research. 
 
 




CHAPTER 2: THEORETICAL LITERATURE REVIEW 
2.1 Overview 
Understanding the effect of training, time or practice on performance has been 
a focus within psychological research for over a century (e.g., Bryan & Harter, 1897; 
Bryan & Harter, 1899; Newell & Rosenbloom, 1981). To understand these effects 
more clearly as well as explore and predict individual differences in performance, 
researchers have often explored the processes that underlie performance change, such 
as subtask performance (e.g., Anglim & Wynton, 2015; F. J. Lee & Anderson, 2001; 
M.-H. Sohn et al., 2005) and strategy use (e.g., Hertzog et al., 1996; Touron & 
Hertzog, 2004; Touron & Hertzog, 2009; Yechiam, Erev, & Parush, 2004). This 
research has involved examining the effect of practice on subtask performance and 
strategy use and how these in turn relate to performance. Individual differences in 
performance and skill acquisition have been further explored by examining the 
influence of cognitive ability on performance (Hunter, 1986; Hunter & Hunter, 1984; 
Schmidt & Hunter, 1998) and how this relationship changes over practice (e.g., 
Ackerman, 1992; Fleishman, 1960; Zyphur et al., 2007).  
The aim of this chapter is to review the literature examining subtask learning, 
strategy use and the effect of cognitive ability on performance over practice. This 
review presents key findings, discusses specific studies and the methods or analyses 
used. The literature was searched using keywords such as skill acquisition, 
performance, learning, subtasks, component learning, strategy use, individual 
differences and cognitive ability. Following the identification of several key studies 
snowball analysis was used to find other important and relevant studies. This chapter 
begins by discussing initial research into the relationship between practice and 
performance and the form of performance change. Following this, the relationship 
between practice and performance is decomposed and research into subtask 
performance and subtask learning is reviewed. Next, findings related to strategy use, 
its influence on performance and the form of strategy change over practice is 
discussed. Finally, this review examines research into the stability of ability–
performance relationships over practice.  
2.2 Skill Acquisition 
While performance has been measured in multiple ways throughout the 
literature, it has consistently been shown to be dynamic. Whether performance is 




measured as the time taken to complete a task, the score on an academic test or a 
formal assessment of on the job performance, research has consistently shown that 
performance changes with time, experience, or practice. For instance, for decades 
researchers have noted a simplex (or quasi-simplex) pattern in performance 
correlations where the correlation between measures of performance decreases as the 
time between measurements increases (Humphreys, 1960). In a review of dynamic 
job performance research, Sturman (2007) concluded that while some researchers 
suggest that performance only appears to change due to changes in job requirements, 
performance measures, or error, “the answer to the question ‘‘is performance 
dynamic?’’ has been resolved. The answer is a resounding ‘‘yes’’; job performance 
does change over time” (pg. 101). 
2.2.1 The Learning Curve 
Although fatigue, motivation, ageing, and contextual factors can lead to a rich 
set of dynamics, research strongly supports the claim that practice leads to substantial 
improvement in skill and performance, and that for most tasks, this improvement will 
exhibit a lawful functional form (e.g., Wright, 1936; Yelle, 1979). These consistent 
improvements have been seen in the performance of organizations and groups (e.g., 
Hirschmann, 1964; Newell & Rosenbloom, 1981; Wright, 1936) as well as the 
performance of individuals (e.g., Anglim & Wynton, 2015; Heathcote et al., 2000; 
Kjerstad, 1919; Ployhart & Hakel, 1998). Given the shape of changes in performance 
often follows a curve, researchers have often referred to this as the “learning curve” 
(e.g., Gaschler, Progscha, Smallbone, Ram, & Bilalić, 2014; Hirschmann, 1964; 
Thurstone, 1919).  
While change in performance is generally observed across domains (e.g., in 
academic performance, job performance, task performance), psychological 
researchers have most often focused on the effect of repetitive practice on task 
completion time, as it is easily measured under experimental conditions. In general, 
the research shows that repetitive practice leads to substantial reduction in task 
completion time early in practice. Following this, smaller reductions are seen before 
performance approaches an asymptote, as changes in completion time become 
negligible. This pattern has been observed in multiple tasks including simple tasks; 
considered simple as they generally involve a single action or yes/no response to 
target. Simple tasks examined include, the noun-pair lookup task, which involves 
participants determining whether target noun-pair exists in a given list (e.g., Hertzog 




et al., 1996; Rogers, Fisk, & Hertzog, 1994; Rogers et al., 2000), and the alphabet 
verification task which involves determining whether an alpha-numeric string is 
correct (e.g., Gaschler & Frensch, 2007; Haider & Frensch, 1996, 1999). This pattern 
of performance changes has also been observed in complex tasks, that involve 
multiple actions, such as air traffic controller tasks which are based on real world 
tasks used to train air traffic controllers (e.g., Ackerman & Kanfer, 1993; F. J. Lee & 
Anderson, 2001). Furthermore, some research has also observed this pattern when 
exploring performance changes on different components of the task (e.g., Ackerman 
& Cianciolo, 2002; F. J. Lee & Anderson, 2001). Finally, when examining the effect 
of repetitive practice on accuracy researchers have again noticed a similar pattern, 
however, while completion time reduces over practice, accuracy increases, 
substantially at first before approaching an asymptote at perfect scores (Anderson, 
Conrad, & Corbett, 1989; Anderson & Fincham, 1994; Logan, 1988).  
In order to examine this consistent relationship more clearly, researchers have 
attempted to determine the mathematical model that best captures this relationship, 
generally focusing on modelling task completion time, rather than accuracy (e.g., 
Crossman, 1959; Heathcote et al., 2000; Newell & Rosenbloom, 1981). The power 
function was one of the earliest suggested mathematical descriptions of skill 
acquisition (e.g., Stevens & Savin, 1962). Newell and Rosenbloom (1981) conducted 
an influential analysis where they examined the effect of repetitive practice on task 
completion time for a mix of simple and complex tasks. They found that a power 
function could accurately describe the decrease in task completion time over practice 
on most, if not all tasks. Newell and Rosenbloom (1981) thus referred to it as the 
“Power Law of Practice”. While the power function can include 2, 3 or 4 parameters, 
in its most utilized 3-parameter form the function describes expected task completion 
time as a function of practice,  and parameters representing amount of change,  θ
(1) , 
rate of change,  θ
(2)  and asymptotic performance,  θ
(3) : 
 






Skill acquisition research conducted in the aftermath of the research by Newell and 
Rosenbloom (1981) often assumed that the power function represented the underlying 
process involved in learning and used this function to test and validate different 
theories of skill acquisition (e.g., F. J. Lee & Anderson, 2001; Logan, 1988, 1992).  
 x




More recently however, researchers suggested that the finding of a ‘Power 
Law of Practice’ was an artefact of the use of aggregated data (data that has been 
averaged over multiple individuals) in analyses (Haider & Frensch, 2002; Heathcote 
et al., 2000). While researchers have long been aware of the bias involved in 
examining aggregated data (S. Brown & Heathcote, 2003; Estes, 1956; M. D. Lee & 
Pope, 2003; Myung, Kim, & Pitt, 2000), this bias has often been ignored. When 
analysing data at an individual level, researchers have examined the fit of several 
other functions, including 2- and 4-parameter versions of the power function, APEX 
functions and mixed functions that allow for abrupt shifts in performance (e.g., 
Donner & Hardy, 2015; Ghisletta et al., 2010; Haider & Frensch, 2002; Rickard, 
1997). One of the most utilized alternative functions is the exponential function, 
shown below in its 3-parameter form:  
 
E( yij ) = θ i
(1) exp θ i
(2) (x j −1)( ) +θ i(3).  
Research has shown that this function is often superior to the power function, 
particularly at the individual level (e.g., Ghisletta et al., 2010; Heathcote et al., 2000). 
While the power and exponential functions imply slightly different relationships 
between practice and performance (see Heathcote et al., 2000 for discussion), they 
both include an approach to asymptotic levels of performance. While the exact 
functional form is still under debate researchers agree that the form of the learning 
curve is general non-linear and involves an approach to asymptotic performance.  
2.2.2 Theories of Skill Acquisition 
In order to understand the effect of practice on performance, researchers have 
defined and explored the cognitive processes and changes that underlie skill 
acquisition. One early theory proposed by Crossman (1959) suggested that 
performance improves over practice as individuals select more superior methods for 
completing the task. Mathematically, Crossman (1959) modelled how the probability 
of a given method being used was influenced by the speed of that method when 
compared to the current average speed. However, Newell and Rosenbloom (1981) 
noted that while this theory had merit, it did not predict power function speed up in 
task completion time. They further noted that several other theories in circulation at 
the time of their analyses also did not fully account for the power function speed up in 
performance seen in most tasks. Instead, in an attempt to explain the Power Law of 
Practice, they described a theory of chunking. The theory of chunking proposes that 




each step required to complete a task can be seen as a chunk, and with practice 
individuals combine small steps, or chunks, into increasingly larger chunks. Speed up 
in task completion time is theorized to occur as the time taken to complete each chunk 
is less than the sum of its parts (see Newell, 1990 for discussion).  
 More generally, several theories similarly conceptualize skill acquisition as 
following several phases. While the specifics of each theory, as well as the 
terminology they use, differs across the theories, the general structure is similar in that 
they propose three stages to skill acquisition (e.g., Anderson, 1982, 1983; Fitts, 1964; 
Fitts & Posner, 1967; Schneider & Shiffrin, 1977; Shiffrin & Schneider, 1977; 
Tenison, Fincham, & Anderson, 2016). The first phase is the cognitive phase. During 
this phase performance is slow and error prone as individuals apply cognitive effort to 
learn and understand the aspects of a novel task. In the second phase, the associative 
phase, stimulus-response patterns for the task are refined and strengthened. Thus, 
speed and accuracy improve. The final phase, the autonomous phase, is characterized 
by fast and automatic performance and, generally, performance levels reach their peak 
during this stage. These stages are the same across several theories, however, these 
theories differ in how they propose individuals move between the phases. 
One popular theory that describes skill acquisition in three phases is the 
Adaptive Control of Thought (ACT) model (Anderson, 1982), which was later 
expanded to the Adaptive Control of Thought–Rational (ACT-R) model (Anderson, 
1996). The ACT models make reference to declarative knowledge and procedural 
knowledge when describing the transition between the three phases. Declarative 
knowledge consists as chunks of information while procedural knowledge consists of 
knowledge about how to do things. The transition between the three phases of skill 
acquisition involves a transition from declarative knowledge to procedural knowledge 
which occurs due to processes such as proceduralisation, when rules become more 
task specific, and composition, when a single procedural rule is used instead of 
several. In most tasks this transition occurs as individuals move from following 
several steps to retrieving responses or answers from memory. In this theory, task 
completion time decreases as the stimulus becomes more closely associated with the 
response and thus retrieval from memory is faster (Anderson, 1983, 1992, 1996; 
Anderson et al., 1989).  
Similar to the ACT models, many theories of skill acquisition focus on how 
individuals shift from using calculations or rules to retrieving information from 




memory, or simply “knowing” the answer. For example, the Instance Theory of 
Automaticity describes skill acquisition as an accumulation of memory traces 
(Compton & Logan, 1991; Logan, 1988, 1992). On each encounter with a problem a 
new memory trace is created. Each trace then races against the others and the 
algorithm to reach the solution and the “winner” provides the response. The 
Exemplar-Based Random Walk (EBRW) model is a similar model referring to a race 
between different completion strategies that refers to the accumulation of memory 
traces (Palmeri, 1997). However, in this theory, the speed of each trace is proportional 
to its similarity to the presented item and all traces provide evidence regarding the 
appropriate answer. The time taken to complete the task is based on the amount of 
time it takes to accumulate enough evidence for a response, thus as traces accumulate 
the speed of responding quickens (Nosofsky & Palmeri, 1997; Palmeri, 1997, 1999). 
Using simulations, research has shown that both these theories predict power function 
speed up in performance with practice, indicating that they are reasonable models of 
often observed changes in performance (Compton & Logan, 1991; Logan, 1988, 
1992; Logan & Etherton, 1994; Nosofsky & Palmeri, 1997; Palmeri, 1997, 1999). 
However, Palmeri (1997, 1999) noted that while both the Instance Theory and the 
EBRW model predict power function changes in the mean and standard deviation of 
task completion time across individuals, they differ in the relationship between these 
values. The Instance Theory claims that the exponent of the power function (i.e., rate 
of change) is equal for the mean and standard deviation values, but the EBRW model 
allows for the means and standard deviations to differ, which better aligns with 
observed changes in standard deviations.  
In contrast to the Instance theory and the EBRW model, the Component 
Power Laws (CMPL) is a competition model (instead of a race model) that suggests 
that a single memory trace is created on first encountering the problem. Each 
subsequent encounter then strengthens this trace (Rickard, 1997, 2004). On 
encountering the problem individuals must choose whether to apply the algorithm or 
retrieve the answer from memory. Speed up occurs due to the reduction in steps 
required to use retrieval as well as quantitative changes in performing calculation and 
retrieving the solution from memory. Therefore, Rickard (1997) suggested that the 
relationship between practice and performance is best represented by two power 
functions, one driving changes in calculation time and one driving changes in retrieval 




time (see also, Delaney et al., 1998; Donner & Hardy, 2015; Haider & Frensch, 
2002).  
Finally, Siegler (1988b, 1991) and Shrager and Siegler (1998) more 
specifically described the reduction in task completion time as being the result of a 
change in attention. That is, as the amount of practice increases, individuals shift from 
using all their attention to calculate the answer to using minimal attention to retrieve 
the answer. Individuals can then focus attention on removing irrelevant strategies 
from their repertoire, thus reducing response time. Similarly, other theories have 
suggested that speed up occurs as individuals alter their visual attention, only taking 
in information relevant to the task, and ignoring that information which they have 
discovered is not required to complete the task (Haider & Frensch, 1996, 1999). 
In general, the theories described above all propose that performance improves 
over practice due to changes in how the task is perceived (e.g., changes in attention) 
or changes in how the task is completed (e.g., chunking aspects of the task). However, 
the theories differ in which mechanisms they propose underlie these changes. To 
further understand the relationship between practice and performance and explore the 
mechanisms proposed by different theories of skill acquisition, researchers have 
decomposed skill acquisition on complex tasks and explored the effect of practice on 
subtask performance.  
2.3 Subtask Performance 
2.3.1 Task Decomposition 
A substantial portion of skill acquisition research has focused on exploring 
how individuals acquire simple skills (e.g., alphabet verification tasks, Frank, Touron, 
& Hertzog, 2013; Haider & Frensch, 1999; simple multiplication tasks, Siegler & 
Lemaire, 1997; and noun-pair lookup tasks, Touron et al., 2011).  Examining task 
decomposition and subtask learning has allowed researchers to understand how these 
findings, and the above theories of skill acquisition, generalise to more complex tasks 
(Anglim & Wynton, 2015; Carlson, Khoo, & Elliott, 1990; F. J. Lee & Anderson, 
2001; M.-H. Sohn et al., 2005). For example, a popular complex task utilized in skill 
acquisition research is the Terminal Radar Approach Controller (TRACON) task, a 
modified version of a task used to train air traffic controllers (e.g., Ackerman, 1992; 
Voelkle et al., 2006). Overall performance on this task is generally measured using 
total points scored. However, researchers have also decomposed this task and 




examined scores on components of the task such as the number of arrivals, departures 
or overflights handled (e.g., Ackerman, 1992; Ackerman, Kanfer, & Goff, 1995). 
Some of the findings in these studies suggest that the effect of practice can differ 
between these components and that the changes in component performance do not 
always mirror changes seen in performance of the overall task.  
While multiple methods could be used to decompose these complex skills, 
researchers generally use a form of hierarchical decomposition. Hierarchical task 
analysis suggests that complex tasks should be broken up according to a hierarchy 
with the overall task at the top broken down into smaller and smaller sub goals 
(Adams, Rogers, & Fisk, 2012, 2013). Card, Moran, and Newell (1983) described a 
specific method of hierarchical task analysis, unit-task analysis. In unit-task analysis, 
complex skills are broken up into three increasingly specific levels. At the first level 
are unit tasks. Unit tasks are generally large enough that participants would recognise 
them as sub goals. These are then broken up into functional-level goals and 
keystroke-level goals. 
Generally, an ability to perform the subtasks is required in order to be able to 
complete the overall task. For example, Gagne (1962; see also Gagne & Paradise, 
1961) examined how individuals acquired skill on a linear algebra task. The results of 
these studies indicated that completion of the final skill was dependent on individuals 
being able to complete component skills such as identifying patterns of symbols and 
numbers, and locating and identifying numbers in tables. Similarly, Carlson and 
colleagues (Carlson, Khoo, & Elliott, 1990; see also Carlson, Khoo, Yaure, & 
Schneider, 1990) examined component performance within a problem-solving skill. 
In these studies participants were required to solve a chain of equations using Boolean 
logic functions. The findings showed how performance on the overall task could be 
explored by examining performance on single Boolean functions. The studies 
discussed here show how tasks can be decomposed and highlight how component 
performance is an important aspect to overall task performance. However, the 
findings also suggested that practicing the task components in isolation did not always 
lead to improved fluency on the overall task and thus performance on the overall task 
involved more than understanding the components of the task.  
2.3.2 The Reducibility Hypothesis and Subtask Learning Consistency 
To further understand subtask performance and how it relates to overall task 
performance, researchers have examined the effect of practice on different task 




components. One hypothesis often tested, the reducibility hypothesis, states that 
learning a complex skill is equivalent to learning the subtasks within the complex skill 
and thus, changes in performance at the overall task level result from changes in 
subtask performance (Anderson et al., 2011; Carlson, Khoo, & Elliott, 1990). While 
some researchers refer to this hypothesis as the decomposition hypothesis, for clarity 
this thesis differentiates between the two hypotheses. Thus, in this thesis, the 
decomposition hypothesis relates to the idea that tasks can be decomposed into 
smaller components while the reducibility hypothesis relates to the idea that 
competence in the subtasks leads to competence in the overall task.  
Researchers have noted that the reducibility hypothesis implies that learning 
on the overall task is equivalent to learning on the subtasks and that learning on these 
subtasks follows basic principles of learning (F. J. Lee & Anderson, 2001; M.-H. 
Sohn et al., 2005). From a modelling perspective, the researchers note that 
equivalence between learning the subtasks and the overall task is reflected in the form 
of the learning curve across underlying component tasks. For instance, if one of the 
component tasks displays slower or more rapid learning, this implies that one subtask 
is showing less improvement over time than the overall task and thus is not driving 
the improvement in overall learning. In order to test the reducibility hypothesis in a 
modelling context, researchers have examined subtask learning consistency (Anglim 
& Wynton, 2015; F. J. Lee & Anderson, 2001). According to Sohn, Douglass, Chen 
and Anderson (2005) if the reducibility hypothesis is true, subtask learning should be 
consistent and the effect of practice should be equivalent across subtasks. If subtasks 
are consistent, it should be possible to estimate learning curves for different subtasks 
at different levels of decomposition using the same exponent, or rate of learning 
parameter.  
One key study in this area examined subtask learning on the Kanfer-Ackerman 
Air Traffic Controller (KA-ATC) task analysing data from a previous study by 
Ackerman (1988), in addition to 10 cases of original data collected. Similar to the 
TRACON task the KA-ATC task is a modified version of a task used to train air 
traffic controllers (F. J. Lee & Anderson, 2001). This task involves acting as an air 
traffic controller, paying attention to plans and the fuel status, queuing them, placing 
them in different hold levels in preparation for landing and landing them in the correct 
order to avoid any accidents. In this study F. J. Lee and Anderson (2001) used Card, 
Moran and Newell’s (1983) unit-task analysis to decompose the task. Thus, the KA-




ATC task was decomposed into unit-level goals, which included moving planes 
between hold levels, landing planes and shifting planes from a queue to a hold level. 
These unit-tasks were then broken up into functional-level goals. Subtask learning at 
each level of analysis was modelled using a three-parameter power function. In order 
to test for consistency, F. J. Lee and Anderson (2001) used chi-square analysis to 
evaluate and compare models where all three power function parameters were free to 
vary across subtasks to models where either the rate or asymptote parameter were 
constrained to be equal across subtasks. They concluded that the rate of learning was 
equal across subtasks and the reducibility hypothesis was supported as, in general, 
constraining the rate parameter did not lead the model to significantly deviate from 
the data. A smaller study by Sohn, Douglass, Chen and Anderson (2005), also found 
support for the reducibility hypothesis. This study utilized a task of similar 
complexity to the KA-ATC task, the Georgia Tech Aegis Simulation Program (GT-
ASP), a computer game that simulates tasks similar to those of anti-air-warfare U.S 
Navy ships. In support of the reducibility hypothesis, they found consistency across 
the subtasks and concluded that overall task learning for the GT-ASP is a result of 
learning at the lower (i.e., subtask) level.  
While the above studies indicate strong support for the reducibility hypothesis, 
several limitations to these studies can be noted. First, a careful examination of the 
results from F.J. Lee and Anderson’s (2001) study indicates that for the functional-
level goals there were cases where the constrained model deviated significantly from 
the data, suggesting some level of inconsistency. Second, these studies were limited 
by small sample size. Rouder, Lu, Speckman, Sun, and Jiang (2005) noted that in 
order to properly fit models to data, a large number of observations are needed and 
therefore modelling studies benefit from larger sample sizes. Finally, there were 
several methodological limitations to the studies including a reliance on aggregated 
data, which can be biased towards the power function, the use of a single constraint, 
which still allows substantial flexibility within a power function and the use of the 
chi-square statistic to compare models, which does not take into account all forms of 
model complexity.  
Conversely, some research has shown that on some tasks, the relationship 
between practice and performance varies for different task components (e.g., 
Ackerman, 1992; Ackerman et al., 1995; Anglim & Wynton, 2015; Bryan & Harter, 
1899). Data collected in studies by Ackerman and colleagues (Ackerman, 1992; 




Ackerman et al., 1995) hint at the possibility of inconsistent learning between 
subtasks. These studies examined learning on the TRACON task to determine the 
relationship between task performance and cognitive ability. While these studies 
mostly focused on overall task performance, component performance (such as number 
of arrivals handled, or number of overflights) was also measured. These studies did 
not involve explicit models of subtask learning curves that were compared to test for 
consistency, however plots of the data suggested that the rate of learning varied across 
components. Meanwhile, Bryan and Harter (1897, 1899) examined learning and 
performance for sending and receiving Morse code transmissions. They found that the 
relationship between practice and performance differed for sending and receiving.   
In response to the methodological limitations of the study by F. J. Lee and 
Anderson (2001) and the evidence of some cases of inconsistency, Anglim and 
Wynton (2015) created a new task in order to examine subtask learning consistency. 
The Wynton-Anglim Booking (WAB) task is a computer task based on a booking 
program used by swimming schools. In this case, participants need to determine the 
correct class for a child by asking questions of the simulated parent and then select 
this class from a large timetable that can be reduced by applying filters. Similar to the 
study by F. J. Lee and Anderson (2001), Anglim and Wynton (2015) compared the fit 
of constrained and unconstrained three-parameter power models of subtask learning. 
However, in this case Bayesian methods were used to estimate, evaluate and compare 
the models. Furthermore, Anglim and Wynton (2015) examined the effect of 
constraining two parameters, as they reasoned this was a stronger test of subtask 
consistency. They found that, for this task, modelling the data with only one 
parameter free to vary between subtasks significantly damaged model fit, indicating 
that the rate of skill acquisition differed between the subtasks. Anglim and Wynton 
(2015) noted that the differences in learning rate they found was likely due to the 
differences in the processes required to complete each subtask. For this task the 
processes required to complete each subtask differed and spending more time on one 
subtask could reduce completion time on another. Thus, they concluded that subtask 
learning on the WAB task is inconsistent and that while learning on the overall task is 
a product of learning the subtasks, it is also important that individuals learn how to 
combine the different subtasks effectively. As this study was conducted using data 
from only one task and with a small sample it is not known if these results would 
generalise to other tasks or larger samples.  




A further significant finding from studies into subtask learning is the 
importance of strategy use in skill acquisition. For example, studies by F. J. Lee and 
Anderson (2001) and M.-H. Sohn et al. (2005) noted how the amount of time 
participants spent fixating on some aspects of the screen changed over practice. 
Meanwhile, Anglim and Wynton (2015) noted that the inconsistency in subtask 
learning seen on the WAB task could be explained, in part, by the use of strategies 
that related differently to each of the subtasks. Thus, research into strategy use and 
change is important in understanding skill acquisition and subtask learning. 
2.4 Strategy Use, Practice and Performance 
2.4.1 Defining Strategy Use  
In order to understand the component processes underlying skill acquisition, 
researchers have examined strategy use, exploring how it changes over practice and 
influences performance. In general, strategy use can be defined as an optional method 
of task completion (Crossman, 1959) and research shows that differences in strategy 
use within and between individuals relates to differences in performance (e.g., Haider 
& Frensch, 1996; Haider & Frensch, 1999; F. J. Lee & Anderson, 2001). While many 
different strategies can be used on different tasks and different changes can be 
observed over practice, this review focuses on three common changes in strategy use 
discussed in the literature (and that will be examined within this thesis) including 
reducing the time spent fixating on irrelevant information (e.g., Haider & Frensch, 
1996; F. J. Lee & Anderson, 2001), shifting from using an algorithm-based strategy to 
using a memory-based strategy, referred to as the shift to memory retrieval (e.g., 
Hertzog et al., 1996), and discovering aspects of the task (e.g., different buttons, 
shortcuts) that can improve performance (e.g., Siegler & Lemaire, 1997; Yechiam et 
al., 2004).  
2.4.1.1 Algorithm retrieval shift. Many of the theories discussed earlier that 
link the acquisition of skill to strategy use have focused on examining how tasks that 
include a consistent mapping of stimuli to response allow for a shift to memory 
retrieval. For example, the Instance Theory of Automaticity (e.g., Logan, 1988), and 
other related theories such as the Exemplar Based Random Walk theory (e.g., 
Nosofsky & Palmeri, 1997; Palmeri, 1997, 1999) and Component Power Law model 
(e.g., Rickard, 1997), focus on how, with consistent practice, individuals learn the 
responses to specific stimuli presented within the task. Following enough exposure to 




the stimuli-response pairing, individuals are then able to retrieve this information 
from memory in order to complete the task, rather than using more effortful algorithm 
based strategies. This effect has been noted in several simple tasks including counting 
tasks (Siegler, 1987), alphabet verification tasks (Frank et al., 2013), lexical decision 
tasks, and alphabet arithmetic tasks (Logan, 1988), as well as in a complex task, the 
Wynton-Anglim Booking (WAB) task (Anglim & Wynton, 2015).  
A task often used for examining algorithm-retrieval shifts is the noun-pair 
lookup task (e.g., Ackerman & Woltz, 1994; Touron & Hertzog, 2004; Touron et al., 
2011). This task requires participants to determine whether a target noun-pair exists 
within a presented list (see Ackerman & Woltz, 1994). In the consistent mapping 
format of this task, the list of noun-pairs remains stable throughout trials while the 
target noun-pair varies. Research has shown that with practice on this task, 
individuals move from using a strategy where they scan the list, searching for the 
target noun-pair, to retrieving the list, or knowledge of which targets are in the list, 
from memory (Ackerman & Woltz, 1994; Rogers et al., 2000). This effect has been 
found by examining strategy use reports (Touron & Hertzog, 2004) and by examining 
eye movements through the use of eye tracking software (Touron et al., 2011). 
Similarly, research into mathematical learning in children has shown that initially 
children use counting strategies when performing addition, but with enough exposure 
to a particular problem they will shift to retrieving the answer from memory (e.g., 
Shrager & Siegler, 1998; Siegler, 1988b).  
 Initially, research and theory suggested that the shift to memory retrieval 
predicted power function speed up in performance (e.g., Logan, 1988; Logan, 1992; 
Palmeri, 1997, 1999). However, some researchers propose that there are abrupt shifts 
in performance seen when the retrieval strategy is first utilized and instead two power 
functions underlie performance change, one describing the speed up in performance 
of the algorithm and the other describing speed up in memory retrieval (e.g., Delaney 
et al., 1998; Donner & Hardy, 2015; Rickard, 1997). Furthermore, debate remains 
about the level of choice involved in shifting to a retrieval strategy. While most of the 
studies described here imply that the shift to retrieval is an automatic outcome of the 
change in the speed and confidence of the retrieval strategy, other researchers note 
that there is choice involved as even when all indicators suggest an individual could 
use the retrieval strategy, they still employ a computational or lookup strategy (e.g., 
Haider et al., 2005; Speelman & Muller Townsend, 2015; Touron, 2015). 




While the research may differ in how individuals make the shift to memory 
retrieval, it has been shown that use of this strategy leads to better performance. 
Studies have shown that compared to individuals using a look-up or algorithmic 
strategy, those using a memory retrieval strategy have faster task completion times 
(e.g., Logan, 1988; Rogers et al., 2000). Furthermore, when examining performance 
changes within individuals across practice, research shows that task completion time 
is reduced when individuals shift to using the memory retrieval strategy (e.g., 
Nosofsky & Palmeri, 1997; Siegler & Lemaire, 1997).  
2.4.1.2 Information reduction. Information reduction is the process of 
shifting from paying attention to all aspects of the task to ignoring aspects of the task 
that are not relevant for completing the task, thus reducing the amount of information 
taken in (Haider & Frensch, 1996, 1999, 2002). This effect has been found when 
exploring the effect of practice on a task a specifically created task, the alphabet 
verification task (AVT) (Haider & Frensch, 1996). In this task participants determine 
whether an alphabet string where some letters are replaced with a number (e.g., A B C 
D [4] J), is correct. In one version of the task all the errors are contained within the 
triplicate, the letter-number-letter (D [4] J) combination. When examining 
performance on this version of the task, research has consistently shown that, with 
practice, participants eventually ignore most of the string and only check the triplicate 
for errors (Frank et al., 2013; Haider & Frensch, 1996, 1999). Similarly, on a more 
complex task, the KA-ATC task, Lee and Anderson (2001) examined eye-tracking 
data and found that 85% of the speed-up in this task involved reductions in the time 
spent focusing on irrelevant regions of the task screen. Studies have shown that 
information reduction has an impact on performance both within and between 
individuals. Task completion time changes depending on how much irrelevant task 
information is attended to (Frank et al., 2013; Gaschler et al., 2015; Haider & 
Frensch, 1996, 1999) 
Studies of expert performance also show how visual attention, or visual 
strategies change over practice and influence performance. For example, Helsen and 
Pauwels (1993) compared expert and novice soccer players, noting that the 
information attended to differed between the two groups. Meanwhile, Shapiro and 
Raymond (1989) found that individuals trained in efficient visual movement 
performed better than those not employing visual movement strategies. Finally, 
Ericsson and Lehmann (1996) conducted a review of expert performance and found 




that in domains such as sport and chess, experts have improved visual strategies when 
compared to novices. That is, experts are more aware of what aspects of the task, 
board or field are relevant at given points in the task or game and pay less attention to 
the irrelevant parts, leading to better performance by experts. 
2.4.1.3 Insight. Compared to strategy shifts such as the shift to memory 
retrieval and or a change in visual attention, insight based strategies are broader, 
harder to define and have received less attention within the literature. Insight 
strategies require the individual to first discover the strategy and then apply it. 
Furthermore, for tasks that involve insight, individuals tend to be less accurate when 
estimating their ability to complete a task than those involving more obvious 
strategies such as memory recall or calculation (Metcalfe, 1986; Metcalfe & Wiebe, 
1987). Occasionally, the complexity of these strategies means that shifting initially 
leads to a decrease in performance, even when the new strategy is objectively more 
efficient. For example, Yechiam et al. (2004) examined strategy use on a number-
letter replacement task. This task could be completed in one of three ways; through 
manual replacement, by using an easy double click strategy or by using a difficult, but 
more effective, script-based strategy. Yechiam et al. (2004) found that shifting to the 
more difficult, script based strategy led to an initial decrease in performance, as 
individuals learnt how to use this strategy. However, once individuals had experience 
with the strategy, performance significantly improved. They also found that when 
participants were taught the difficult strategy at the start of practice, most participants 
utilized this strategy effectively within the first few trials and continued to use it even 
when the easy strategy was explained to them, suggesting that the difficult strategy is 
more effective. However, when participants were taught the easy strategy first, very 
few went on to use the difficult strategy when it was taught to them.  
Several variables appear to be related to an individuals’ reluctance to shift 
strategies. For instance, Charman and Howes (2003) explored the barriers to strategy 
shift, noting that some shifts in strategy use are delayed due to the higher goal 
structure of the task. Furthermore, Yechiam, Erev, Yehene, and Gopher (2003) 
showed how the type of training given to individuals influenced whether efficient 
strategies were employed post training. Finally, McNamara and Scott (2001) showed 
that instructing individuals on a particular strategy lead to enhanced performance on a 
working memory task, but only minimally influenced performance on short term 
memory task.  




Overall, shifts in all types of strategies generally occur as a result of repetitive 
practice as individuals gain experience with the task and determine the best methods 
of task completion. However, the findings of these studies also show that strategy use 
and change differs between individuals.  
2.4.2 Individual Differences in Strategy Use and Performance.  
Individuals differ in their use of strategies as well as their execution of 
strategies (Anglim & Wynton, 2015; Frank et al., 2013; Hertzog et al., 1996; Rogers 
et al., 2000; Touron et al., 2011). For example, in studies utilising the noun-pair 
lookup task, older individuals reported using a memory retrieval strategy less often 
than did younger adults (Touron & Hertzog, 2004; Touron et al., 2011). The results of 
these studies also suggested that shifts to using a memory retrieval strategy occurred 
later in practice for older adults (Touron et al., 2011) and that older adults reported 
lower confidence in their memory of noun-pairs (Touron & Hertzog, 2004). In order 
to determine if these results reflected a general reluctance to shift strategies or a 
specific avoidance of memory retrieval, Frank et al. (2013) examined strategy use on 
the alphabet verification task in situations that allowed for algorithm-retrieval shifts, 
shifts to ignoring irrelevant information or both. They found that while older adults 
did avoid shifting to a memory retrieval strategy their use of, and shift to, a selective 
attention strategy was not significantly different to that of younger adults.  
Meanwhile, Siegler and Lemaire (1997) discovered that, despite general 
assumptions regarding older adults reluctance to use new technology, there were no 
age differences in the frequency of use of calculators to solve multiplication 
problems. However, they did find that younger adults were better than older adults at 
executing the different strategies available for completing the problems. Other 
research suggests that the effect of age on strategy use and change may be mediated 
by other variables. For example, Hertzog, Touron, and Hines (2007) showed that 
older participants underestimated how long it took to apply a scanning strategy as 
well as the difference in response times between the two strategies. Furthermore, 
when these participants were given correct feedback about the time taken to execute 
the strategies, the delay in shift to retrieval was minimised. Thus, it appears that an 
individuals ability to estimate correctly the speed of different strategies influences the 
shift to memory retrieval and older individuals often have difficulty estimating this 
time correctly and thus avoid shifting to memory retrieval. Similarly, Hines, Hertzog, 
and Touron (2012) showed that choice is an important factor in strategy use as while 




prelearning all items for the noun-pair lookup task leads to the expected shift to 
memory retrieval early in practice, learning half the items does not, as older 
individuals choose to apply the lookup strategy in the presence of unlearned items.  
Other variables such as gender and processing speed have also been shown to 
relate to individual differences in strategy change. Imbo and Vandierendonck (2007) 
examined children’s strategy selection and efficiency when completing arithmetic 
tasks and found that while working memory capacity was not related to strategy use, 
gender, processing speed, arithmetic skill and math anxiety were. Siegler (1988a) on 
the other hand found that while gender was unrelated to differences in strategy use, 
scores on standardised tests of ability were. In this study children were grouped based 
on the type of strategy they used and the efficiency of their strategy use. The results 
showed that scores on standardised tests reliably predicted the strategy groupings.  
Overall, the findings indicate that many factors appear to contribute to shifts in 
strategy use other than just experience with the task, and thus many factors can affect 
how strategy use changes over practice. 
2.4.3 Form of Strategy Change 
Overall, the research shows that each strategy type discussed above changes 
over practice, and thus, similar to performance changes, researchers have explored the 
form of strategy change over practice. In general the effect of practice on strategy use 
appears to be less consistent than the effect of practice on performance. Across 
several studies, Rickard (1997, 2004) showed that, at an item level, shifts from 
algorithmic or lookup strategies to memory retrieval strategies occurred abruptly. 
While other factors such as memory confidence, interference and forgetting may lead 
individuals to shift back and forth between algorithm use and memory retrieval, these 
changes are generally abrupt and do not align with the gradual changes generally 
observed when examining performance change. Similarly, some research into 
information reduction has shown that the shift to ignoring a single piece of irrelevant 
information often happens abruptly at a single point in practice (e.g.,Haider & 
Frensch, 2002; Haider et al., 2005). The shift to memory retrieval generally occurs at 
different points in practice for different items, as individuals need exposure to each 
item to commit the response to memory. However, changes in the amount of 
information attended to generally occur at the same point for all items, or trials, as the 
irrelevant information is the same across all items and trials (Gaschler et al., 2015) 
For example, in the noun-pair lookup task individuals will shift to retrieving a single 




noun pair from memory but still use the lookup strategy for other noun pairs (Bajic & 
Rickard, 2011; Rickard, 2004). However, in the AVT, once individuals shift to 
ignoring letter outside the triplicate, they do this for all strings, not just ones they have 
been exposed to (Haider & Frensch, 1999; Haider et al., 2005).  
On the other hand, at a task level, research suggests that the effect of practice 
on strategy use is much more gradual, leading to learning curve like changes in 
strategy use. For example, using an air traffic controller task, F. J. Lee and Anderson 
(2001) showed that the relationship between practice and irrelevant fixation time on 
the whole task screen was similar to the relationship between practice and 
performance and could be well modelled by a power function with the same rate of 
change as the learning curve. Furthermore, when examining how the use of memory 
retrieval changes over practice for several items the average use of memory retrieval 
across items often appears to change gradually over practice (Haider & Frensch, 
2002). However, even at the task level abrupt changes in strategy use have been 
noted, particularly when individuals receive specific instructions regarding the task or 
strategy (e.g., Alibali, 1999; Wilkins & Rawson, 2011; Yechiam et al., 2004). 
In a related area, researchers have examined whether strategy change involves 
top-down processing (i.e., choosing to apply a strategy to all future trials) or bottom-
up processing (i.e., applying the strategy to specific situations) (e.g., Doane, Sohn, & 
Schreiber, 1999; Gaschler & Frensch, 2007). The type of processing appears to be 
related to the type of shift being examined. That is, shifts to memory retrieval tend to 
involve bottom-up processes occurring at the item-level, as individuals accumulate 
more and more experience with specific instances of the task, they shift to using 
memory retrieval (e.g., Rickard, 2004; Touron, 2006). However, insight strategies and 
information reduction strategies often involve a top-down process to apply the new 
strategy to all instances of the task, at the task-level (e.g., Gaschler et al., 2015; 
Haider et al., 2005; Rehder & Hoffman, 2005).  
In general, this research suggests that under different conditions strategy 
change can be abrupt or gradual and, given the strong connection between strategy 
use and performance, there is a need to reconcile abrupt changes in strategy use with 
gradual changes in performance. Rickard (1997, 2004) argued that item-level changes 
in performance are also abrupt when strategy shifts occur, and aggregation over items 
leads to the appearance of gradual changes in performance. On the other hand, Haider 
and Frensch (2002) argued that it is due to aggregation over individuals and that while 




group-level learning curves appear gradual, individual-level learning curves would be 
abrupt. They used simulations to show how aggregating over separate discontinuous 
curves can lead to smooth changes at a group level. While these theories have been 
shown to explain the relationship between abrupt strategy change and gradual 
performance change in some studies, other research has shown that changes in 
performance at the individual level can be gradual (e.g., Anglim & Wynton, 2015; 
Ghisletta et al., 2010). Thus the theory of aggregation over individuals or trials does 
not explain the link between abrupt strategy change and gradual performance change 
for all tasks or all data sets. Similar to individual differences in strategy use, form of 
strategy change may be related to stable measures of individual differences, such as 
measures of cognitive ability, which has been shown to be strongly related to 
individual difference in performance. 
2.5 Ability–Performance Relationships 
In order to understand and predict individual differences in performance 
researchers have often explored the relationship between different measures of ability 
and performance. Studies have consistently shown that one measure of cognitive 
ability, general mental ability, correlates with different types of performance. For 
example, general mental ability has often been shown to be one of the strongest 
predictors of job performance (Hunter & Hunter, 1984; Schmidt & Hunter, 1998). 
Furthermore, other studies have shown that general mental ability, when measured 
using ability test batteries, relates to performance on visual comparison tasks (Y. W. 
Sohn, Doane, & Garrison, 2006), memory search tasks (Hertzog et al., 1996), school 
achievement (Rohde & Thompson, 2007), job performance (Judge, Jackson, Shaw, 
Scott, & Rich, 2007) and reading ability (Beaujean et al., 2011).  
While cognitive ability could be measured in many ways, this review focuses 
on studies that have utilized a componential description. When examining how ability 
relates to individual differences in performance researchers have often looked at 
cognitive ability as consisting of multiple components (e.g., Ackerman, 1992; Eyring 
et al., 1993; Voelkle et al., 2006). While several frameworks exist (such as the Cattell-
Horn-Carroll (CHC) framework (McGrew, 2009)), several studies looking at the 
relationship between cognitive ability and skill acquisition have used measures 
similar to that of Ackerman (1986, 1992). The components examined within this 
framework include general ability, perceptual speed ability and psychomotor ability. 




General ability (also referred to as general and broad content ability) refers to abilities 
that are nonspecific and cognitive in focus. Meanwhile, perceptual speed ability 
relates to the speed at which individuals can compare numbers, letters, pictures, 
objects or patterns. Finally, psychomotor ability relates to abilities that are primarily 
movement oriented and generally measure how quickly an individual can respond to 
basic stimuli. 
Given the dynamic nature of performance, researchers have explored whether 
the strong link between ability and performance remains stable or changes across 
practice (Murphy, 1989; Rabbitt, Banerji, & Szymanski, 1989; Zyphur et al., 2007). 
Fleishman and colleagues (Fleishman, 1960, 1972; Fleishman & Hempel Jr, 1955; 
Fleishman & Quaintance, 1984) suggested that ability–performance relationships 
change with practice and the way they change is dependent on the ability being 
measured. Findings from their studies indicated that ability–performance relationships 
for measures of general ability were initially high but declined with practice while 
ability–performance relationships for task-specific abilities started low and increased 
with practice. Ackerman (1987, 1988) however, noted some gaps in this theory, and 
suggested that findings in support of this theory were based on limited statistical 
analyses. Thus, Ackerman (1987), using more recent statistical techniques, reanalysed 
Fleishman’s data and while the results of this reanalysis showed support for the 
decreasing relationship between general ability and performance over practice, the 
concept of increasing relationships between task specific abilities and performance 
was not fully supported. For this reason Ackerman (1988) proposed a different theory 
relating different components of cognitive ability to the three phases of skill 
acquisition.  
Ackerman’s (1988) theory of dynamic validity proposes that, for consistent 
tasks (where the mapping of stimuli to response is consistent across trials), the 
correlation between general ability and performance would be high during the 
cognitive (first) phase of skill acquisition, as the cognitive demands of a task are 
generally high during this phase. However, this correlation should decrease with 
practice, as the cognitive demands decrease. Second, the relationship between 
perceptual speed ability and performance is proposed to follow an inverted U shape, 
displaying low correlations early in practice that increase to a peak in the associative 
phase of skill acquisition before decreasing in the final, autonomous phase. Finally, 
early on, in the cognitive and associative (second) phases, the correlation between 




psychomotor ability and performance is proposed to be low, as performance is 
dominated by cognitive processing. However, as the cognitive demands decrease and 
the importance of speeded responding increases this measure is theorized to be the 
strongest predictor of performance during the autonomous (final) phase.  
Ackerman’s (1986, 1987, 1988) theory has received some empirical support. 
For example, when examining performance on consistent tasks, several studies have 
found that ability–performance correlations change over practice in line with the 
theory (e.g., Ackerman, 1988; Ackerman, 1992; Ackerman et al., 1995; Hertzog et al., 
1996; Rogers et al., 1994). Furthermore, the theory also proposes that as the cognitive 
demands required to complete a task with inconsistent processing demands (e.g., a 
task that changes drastically from trial to trial) remain high over practice, ability–
performance relationships should remain stable over practice for these tasks. This 
aspect of the theory has also been supported within the literature (e.g., Ackerman et 
al., 1995). However, more recently, Ackerman and Cianciolo (2000) proposed that 
past research into the theory of dynamic validity was limited in three key ways.  
Specifically they suggested that (1) there was insufficient task practice in these 
studies, so asymptotic performance was potentially not reached, (2) the studies and 
tasks used were not complex enough to properly test the theory and (3) the ability 
tests used did not comprehensively assess each ability component.  
Thus, Ackerman and Cianciolo (2000) conducted a more rigorous test of the 
theory by examining ability-performance relationships on two similar air traffic 
controller tasks, the KA-ATC task (a consistent task) and the TRACON task (an 
inconsistent task) over long practice sessions using diverse ability test batteries. 
Findings from this study showed some support for Ackerman’s (1988) theory, as, for 
the inconsistent task, ability–performance relationships remained stable throughout 
practice for all ability measures. Also, in support of the theory of dynamic validity, 
the relationship between general ability and performance decreased over practice 
while the relationship between psychomotor ability and performance increased over 
practice for the consistent task. However, Ackerman and Cianciolo (2000) could not 
find evidence of the increasing and then decreasing relationship between perceptual 
speed and performance as proposed by the theory, instead this relationship remained 
stable over practice. They concluded by suggesting that a limitation of their study, and 
past studies, was that the statistical techniques were not sophisticated enough to 
determine whether results were influenced by the common variance between the 




ability predictors. Meanwhile, Keil and Cortina (2001) conducted a meta-analysis that 
showed decreasing correlations between ability and performance across multiple 
tasks, measures of ability and measures of performance.  
More recently, researchers explored the effect of ability on the rate of 
performance change. These studies have shown that individual differences exist in 
rate of change but the predictors of these differences may be different to the 
predictors of performance at a single point in practice. For example, Voelkle et al. 
(2006) reanalysed data from Ackerman et al. (1995) and found that while spatial-
numeric ability predicted performance at the beginning of practice, perceptual speed 
was the stronger predictor of performance change. Similarly, Zyphur et al. (2007) 
explored the effect of conscientiousness and cognitive ability on performance over 
practice, showing that while both measures had a positive effect on initial 
performance, only conscientiousness directly predicted performance change.  
2.6 Conclusion 
Overall, the literature exploring performance and skill acquisition is quite 
broad, covering topics from performance of entire organizations to the ability of an 
individual to acquire simple tasks. However, when focusing on the effect of repetitive 
practice on task performance the findings consistently show that performance 
improves over practice in a predictable pattern that can be captured by a non-linear 
mathematical function. Furthermore, researchers have acquired greater understanding 
of skill acquisition by decomposing tasks and understanding how component 
processes such as subtask performance and strategy use relate to overall performance. 
Specifically, the research shows that subtask performance and strategy use strongly 
influences overall performance, but the effect of practice on these subtask 
performance and strategy use is less consistent across studies than the effect of 
practice on overall task performance. Finally, both performance and skill acquisition 
differ between individuals and researchers have examined the predictors of these 
differences, often finding that the relationship between ability and performance 
changes over practice. However, given the relative limitations of the techniques often 
used to analyse data in this area, many questions remain under debate and thus there 
is a need to consider how more recent, flexible modelling techniques, such as 
Bayesian hierarchical modelling, could be used to analyse skill acquisition data.  
 
 





CHAPTER 3: ANALYTICAL LITERATURE REVIEW 
3.1 Overview 
Throughout the literature, multiple analytical methods have been used to 
examine skill acquisition, subtask learning, strategy use and ability–performance 
relationships. These methods have ranged from basic correlational or comparative 
analyses (e.g., Ericsson, 2007; Ericsson & Ward, 2007), to sophisticated techniques 
such as hierarchical linear modelling (e.g., Deadrick, Bennett, & Russell, 1997; 
Zyphur et al., 2007) or two-step analysis of non-linear performance curves (Eyring et 
al., 1993; Ghisletta et al., 2010). The use of these more sophisticated techniques has 
increased in recent years, indicating a desire to more accurately capture all aspects of 
skill acquisition including non-linear performance change and individual differences. 
Meanwhile, in other areas of psychology the use of Bayesian methods to estimate and 
compare models (instead of more traditional methods like maximum likelihood 
estimation) has been steadily increasing (e.g., Anglim et al., 2015; M. D. Lee, 2004, 
2008, 2011; Rouder et al., 2003). The advantages of the Bayesian approach, such as 
improved and more informative model evaluation techniques and the flexibility to 
employ different functions and distributions of individual differences makes it 
particularly suited for analysing skill acquisition. However, minimal research has 
adopted a Bayesian methodology when analysing areas such as skill acquisition, 
subtask learning and strategy use due to the difficulties involved in implementing the 
approach, such as the large computational effort required and the number of decisions 
involved in setting up the model, and the difficulty involved in modelling these 
processes, such as nonlinear change.  
The aim of this chapter is to examine the approaches used to analyse skill 
acquisition in the past and discuss how Bayesian methods could enable researchers to 
create more complex and sophisticated models to better capture and examine the 
processes underlying skill acquisition. The chapter begins by exploring initial 
approaches to analysing performance such as correlations and comparative 
approaches. After noting the limitations of these initial approaches, this chapter then 
reviews the use of more sophisticated modelling approaches including hierarchical 
linear modelling and the use of non-linear models. Again, the limitations of these 
approaches are discussed and the need for more flexible approaches noted. Finally, 
the proposed approach, Bayesian hierarchical modelling is discussed, and the 





advantages of this approach are described. This section also provides a review of 
Bayesian methods within psychology, identifying the reasons researchers chose to 
utilize a Bayesian approach. 
3.2 Early Comparative and Modelling Approaches 
3.2.1 Basic Comparative Analyses 
Initial research into many areas of performance and skill acquisition, 
including, performance change, strategy use and ability–performance relationships, 
utilized basic approaches such as comparing groups or examining correlations. First, 
the effect of practice or experience on performance has often been explored by 
examining the simplex (or quasi-simplex) pattern of performance correlations 
(Humphreys, 1960). This pattern shows how the correlation between performance 
measured at two time points decreases as the time between the points increases, 
indicating changes in performance over time. Similarly, some researchers have 
explored performance change by comparing experts and novices, showing that experts 
have more practice and generally perform better than novices (e.g., Ericsson, 2002; 
Ericsson, Whyte IV, & Ward, 2007; Reingold, Charness, Pomplun, & Stampe, 2001). 
Second, research into strategy change has often been conducted by comparing the 
strategies of experts and novices, or comparing strategy use by an individual at two 
different times throughout practice (Haider et al., 2005; Touron et al., 2011; Yechiam 
et al., 2004). These comparisons show that experts tend to utilise different strategies 
to novices, and an individual will often use a different strategy at the end of practice 
than one they were using at the beginning. Third, when examining the effect of 
strategy use on performance researchers have again employed a comparative 
approach, examining differences in performance between individuals employing 
different strategies or comparing the performance of an individual across practice 
utilizing different strategies (e.g., Haider & Frensch, 1996; Hertzog et al., 1996; 
Touron & Hertzog, 2004, 2009). This research has again enhanced our understanding 
of these relationships, showing that performance differs within and between 
individuals depending on the strategy used. Finally, when determining the strength of 
ability–performance relationships initial research focused on examining correlations 
between measures of ability and measures of performance. Often, linear models were 
used to capture the change in ability–performance correlations over practice (e.g., 
Ackerman, 1992; Ackerman & Kanfer, 1993; Ackerman & Woltz, 1994).  





While the basic comparative approaches described above have shown that 
performance, strategy use and ability–performance relationships can change over 
practice, the conclusions that can be drawn from these types of analyses are limited 
for several reasons. For instance, these approaches often involve an accumulation of 
noise or error. All analyses and measurements involve error. For example, in a 
correlational approach, there is error in the measurement of performance at each 
point, error in the correlation and error in the linear model fit to the correlations. 
While this error is to be expected, the correlational approach does not accurately 
calculate the effect of these different sources of error (see Voelkle et al., 2006 for 
discussion). Furthermore, while making multiple comparisons over time allows for 
some measure of change these approaches do not include a single objective measure 
of the effect of practice, making it difficult to explore individual differences in this 
effect.  
3.2.2 Modelling Approaches 
Modelling approaches provide several advantages over comparative 
approaches and address some of the key limitations of those approaches. For example, 
when exploring the effect of practice on performance, modelling allows for 
examination of the whole process of change, rather than just changes between points 
(Voelkle et al., 2006). Furthermore, modelling approaches capture this process by 
providing objective measures of the effect of practice, allowing researchers to more 
clearly examine the effect of practice and how this differs between individuals.  
Over the years the mathematical modelling techniques used by skill 
acquisition researchers have gotten more sophisticated, as researchers attempt to 
determine the most accurate model of the effect of practice and find ways to 
incorporate measures of strategy use or stable predictors of individual differences. 
Although linear functions have often been employed when modelling skill acquisition 
(e.g., Deadrick et al., 1997; Zyphur et al., 2007), early on it was noted that the effect 
of practice was non-linear and thus researchers begun exploring non-linear models of 
performance such as the power function. Newell and Rosenbloom (1981) examined 
the effect of practice on performance across multiple tasks and found that the power 
function was best able to describe skill acquisition for most, if not all, tasks. However, 
several researchers (S. Brown & Heathcote, 2003; Heathcote et al., 2000) noted that 
this analysis had been conducted on group level data, which generally does not reflect 





individual level processes. Thus, several researchers (e.g., Ghisletta et al., 2010; 
Heathcote et al., 2000) examined models of skill acquisition at the individual level, 
with the results often suggesting that the exponential function provides superior fit at 
the individual level. However, by fitting models to the data from each individual 
separately these researchers also encountered limitations due to the strong influence 
of noise in the data, which is more prominent at the individual level.  
In an attempt to address the limitations of only analysing data at one level 
(group or individual), researchers have attempted to combine group and individual 
level analysis in different ways. Eyring et al. (1993) conducted a two-step analysis, 
where the effect of practice on performance was modelled at an individual level and 
then stable trait variables were used to predict individual differences in the parameters 
of these models. However, as the parameters were estimated separately this analysis 
was still limited by the high level of noise involved in fitting individual curves. On 
the other hand, several researchers have used methods such as hierarchical linear 
modelling (HLM) or latent growth curve modelling (LGCM) which allow researchers 
to simultaneously model group and individual level data. For example, Deadrick and 
Madigan (1990) utilized HLM to examine longitudinal measures of job performance 
over time, noting that this enabled measurement of within and between person 
differences in performance. By using a hierarchical model they were able to 
simultaneously model the linear within person trend of performance change and the 
influence of ability measures on individual differences. Similarly, after noting several 
limitations of using correlational analyses to examine ability–performance 
relationships over time and Voelkle et al. (2006) utilized a LGCM approach. They 
noted that the latent growth curve approach is superior as it allows the measurement 
of actual skill acquisition and provides substantial flexibility allowing for better 
understanding of individual differences. Other researchers have also used latent 
growth curve or hierarchical linear modelling to analyse performance change and 
predictors of individual differences (Deadrick et al., 1997; Zyphur et al., 2007), often 
noting similar advantages such as the ability to capture the entire process of learning.  
While the studies using HLM and LGCM approaches analysed different tasks, 
measures of performance and predictor variables, the functions they used to describe 
the effect of practice on performance within the hierarchical structure of the model 
were similar. In general the learning curve function used by these models has a 





parameter that describes initial or final performance and then one or two parameters 
to describe change, often a linear effect of practice and a quadratic effect of practice. 
Studies using these methods have addressed the limitations of relying on a 
comparative or correlational approach and contributed to our understanding of the 
effect of practice on performance, showing how the variables predicting performance 
change often differ to those predicting initial or final performance. However, the 
reliance on a linear approximation of non-linear performance change has limited the 
conclusions that can be drawn from these analyses. Other studies have implemented 
non-linear models of performance, such as power or exponential functions (e.g., 
Eyring et al., 1993; Ghisletta et al., 2010). However, these studies have generally only 
fit these functions to individual level skill acquisition data. Thus, the conclusions 
from these studies are again limited to due the higher impact of noise seen when 
fitting models to individuals separately. 
Mathematical modelling techniques have also been used to analyse strategy 
use and change. The use of more sophisticated methods such as HLM, LGCM or non-
linear modelling is less common than seen in modelling performance change, 
however, there are some notable examples. F. J. Lee and Anderson (2001) examined 
strategy use within their study of subtask learning consistency. They analysed the 
effect of information reduction by modelling the effect of practice on the amount of 
time spent fixated on irrelevant information using a power function. This allowed 
them to compare strategy use between individuals and evaluate whether changes in 
strategy use were similar to changes in performance. Similarly, Gaschler et al. (2015) 
tested the abruptness of strategy change by comparing the fit of the power function to 
that of an step function (which indicates abrupt shifts in strategy use), showing that 
the step function provided better fit. This provided a more objective test of abrupt 
versus gradual shift than comparing strategy use at two time points. However, these 
two studies where limited by their use of only individual or group level data, rather 
than combining the two in a hierarchical approach. For instance, by modelling only 
group level data F. J. Lee and Anderson (2001) were modelling change in the average 
fixation time across all individuals, rather than modelling change in each individuals 
fixation time. These approaches were further limited by using methods of parameter 
estimation and model comparison that do not fully account for uncertainty or model 
complexity, which could be addressed by using Bayesian methods. 





3.3 Bayesian Hierarchical Modelling 
3.3.1 Advantages and Challenges of Hierarchical Modelling  
Hierarchical modelling allows researchers to model individual level 
trajectories while incorporating the idea that individuals are connected by describing 
how performance trajectories are distributed amongst individuals. Furthermore, as the 
models incorporate parameters that capture individual differences, predictor variables 
of these differences can also be integrated into the models to explore their effect on 
performance over practice. As noted above, the use of hierarchical modelling has 
been increasing steadily within psychological and organizational research (e.g., 
Deadrick et al., 1997; Zyphur et al., 2007). Researchers have noted that longitudinal 
data, including skill acquisition data, is implicitly multilevel and thus hierarchical 
models should be used when analysing longitudinal data in order to simultaneously 
examine differences within- and between-individuals (e.g., Bryk & Raudenbush, 
1987; Deadrick et al., 1997). However, there are challenges when modelling skill 
acquisition that researchers implementing HLM or similar approaches often ignore, 
such as the non-linear nature of performance changes. 
In general, the aim of any model should be to capture the data as accurately as 
possible while ensuring that any new data predicted would be within any bounds 
constraining the true data. For instance, models of accuracy should not predict data 
beyond 100% and predicted supervisor ratings should not be outside the rating scale. 
In regards to the effect of repetitive practice on task completion time, researchers 
have noted several features that should be captured. These features include a non-
linear effect of practice and non-zero task completion time after infinite practice (e.g., 
Heathcote et al., 2000; Rouder et al., 2005). Furthermore, researchers have shown that 
individual differences in task completion time, or reaction time, are often not 
normally distributed (e.g., Aguinis & O'Boyle, 2014; Rouder et al., 2005). O’Boyle 
and Aguinis (2012) examined the distribution of individual performance across 
multiple performance domains showing that the distribution of individual 
performance often follows a Pareto or Power distribution. They also noted that 
assuming, or forcing, a normal distribution on individual performance restricts the 
ability of models to explain or predict the performance of star performers 
 Common methods for parameter estimation, such as maximum likelihood 
estimation, often lack the flexibility to capture some of these important features when 





modelling skill acquisition. To date, studies that attempt to capture both individual 
and group level learning curves by examining hierarchical models have approximated 
the relationship between practice and performance with linear or quadratic functions 
(e.g., Deadrick et al., 1997; Voelkle et al., 2006; Zyphur et al., 2007). These functions 
fail to capture important the non-linear change and asymptotic performance seen in 
skill acquisition. For example, models with a single linear slope could predict task 
completion times of or below zero, while quadratic functions would predict a decline 
in performance at the end of practice. Furthermore, many approaches assume, 
implicitly or explicitly that individual differences in performance are distributed 
normally, potentially limiting their ability to account for all individuals. Thus, while 
traditional methods such as maximum likelihood estimation may lead to suitable 
models with some data sets, the inflexibility of these approaches and their reliance on 
linear models and normal distributions of individual differences means they are likely 
not suitable for all data sets.  
3.3.2 Bayesian Modelling 
Bayesian methods offer a flexible approach to model estimation that allow 
researchers to capture more complex concepts and processes such as non-normal 
distributions over individuals or non-linear changes. Bayesian analysis further 
provides other advantages over traditional methods including better methods of model 
evaluation and comparison and full posterior distributions of parameter estimates.  
Bayesian data analysis is a method for analysing data based on the laws of 
probability. Within this framework probability is defined as a measure of belief and 
Bayesian analysis uses probability rules to update the researchers prior belief in 
something (e.g., a parameter value) based on observed data. Specifically, estimation 
of parameter values within Bayesian analysis is based on Bayes rule, 
 p(θ | y) ∝ p( y |θ ) p(θ ).  
The rule states that the value being estimated, the probability of a specific parameter 
value (θ ), given the data we have observed ( y ), p(θ | y)  , is proportional to (∝ ) the 
probability of the data given the hypothesis is true (or the likelihood), multiplied by 
our prior belief in the plausible parameter values ( p(θ ) ). 
When estimating a model with Bayesian methods the researcher first 
quantifies their prior belief in each parameter by setting prior distributions for each 
parameter. These priors can be informative, indicating confidence in the researchers 





beliefs, potentially based on prior evidence, or uninformative, suggesting the 
researcher has minimal, or no, prior knowledge of what the true underlying value of 
the parameter may be. After collecting the data the researcher would then use Bayes 
rule to mathematical update these priors to create a posterior distribution for each 
parameter. However, depending on the prior used and the likelihood specified by the 
researcher it is often difficult to mathematically evaluate the posterior distributions. In 
these cases several methods are available for sampling from the distribution, such as 
Markov-Chain Monte Carlo (MCMC) sampling. With enough samples, the posterior 
can be estimated with high levels of accuracy. While these techniques can be 
computationally intensive, statistical programs are available that can run these 
sampling algorithms with minimal input by the researcher.  
As noted above Bayesian methods have several advantages that make them 
superior to other methods of model estimation, particularly when estimating 
hierarchical non-linear models like those used in this thesis. First, traditional analyses 
find a single value for each parameter that maximizes the likelihood of the data. This 
value must then be carefully interpreted to find a range of likely values for each 
parameter. Bayesian analysis on the other hand estimates the probability of each 
parameter value, thus making determination of likely parameter values clearer. 
Second, the flexibility of the Bayesian approach makes incorporating non-linear 
functions and non-normal distributions into a hierarchical model easier. Third, a 
common method of model comparison within Bayesian analysis, deviance 
information criterion (DIC) (Spiegelhalter, Best, Carlin, & Van Der Linde, 2002), 
accounts for different sources of model complexity. Thus, this method identifies a 
model as a better description of the data if it more accurately captures the data 
generating process, rather than capturing the noise in the data. A full discussion of 
DIC and other methods of model comparison is beyond the scope of this thesis 
(although see Vehtari & Ojanen, 2012 for a review). DIC is calculated by examining 
the deviance of the model and penalising a model based on the number of effective 
parameters, accounting for both the total number of parameters and the relationship 
between the parameters. Both these values can be calculated mathematically and 
monitored within statistical programs running MCMC chains. Mathematically, 
 DIC = D(θ )+ 2 pD,  





where,  D(θ ) captures the posterior mean deviance of the model and  pD  captures the 
penalty, which can be interpreted as the ‘posterior mean deviance’ – ‘the deviance of 
posterior means’ (Spiegelhalter et al., 2002): 
 
D(θ ) = −2log p( y |θ )⎡⎣ ⎤⎦ + 2log f ( y)⎡⎣ ⎤⎦
pD = D(θ )− D(θ ).
 
Finally, Bayesian models are fully data generating in that they capture 
uncertainty at all levels of analysis. This means that data generated from the model 
incorporates estimates of this uncertainty. 
3.3.3 Previous Uses of Bayesian Methods 
Bayesian methods have been utilized in research outside of psychology for 
many years, however recently use of these methods in psychological research has 
become common (Averell & Heathcote, 2011; Jaeger, Moulding, Anglim, Aardema, 
& Nedeljkovic, 2015; Oravecz & Muth, 2017; Pedersen, Frank, & Biele, 2017; 
Ravenzwaaij, Moore, Lee, & Newell, 2014; Turner & Van Zandt, 2018). In the past 
the complexity in fitting Bayesian models, including the computer power required to 
estimate the parameters or the mathematical difficulty in computing posterior 
distributions, had limited its use. However, advances in computing technology and 
sampling programs have made estimation easier and led to an increase in the use of 
Bayesian methods within psychological research. A recent review of Bayesian 
methods within psychology was conducted by Van de Schoot, Winter, Ryan, 
Zondervan-Zwijnenburg, and Depaoli (2017). Between 1990 and 2015 they found 
1,579 papers published within psychological journals that utilized Bayesian methods. 
They concluded that the use of Bayesian methods has been increasing within 
psychological research and that these studies covered a wide variety of topics. 
Numerous articles highlighting the advantages of the Bayesian approach in 
relation to examining psychological phenomena have further driven this increase in 
the use of Bayesian methods. Many of these discussions stem from the argument that 
while traditional methods work as expected under certain conditions (e.g., large data 
sets and variables that vary according to basic distributions), they can be insufficient 
and even misleading when these conditions are not met (Jaynes, 2003). M. D. Lee and 
Wagenmakers (2005) note that Bayesian is philosophically different to traditional 
methods, allowing it to answer questions traditional methods can not. Furthermore, 
some have noted that the reliance of traditional analyses on p values and confidence 





intervals had led to misinterpretations of what these values represent (Wagenmakers, 
2007). Specifically, they noted that while researchers often interpret a 95% 
confidence interval around an estimate to mean that there is a 95% chance the true 
value lies within the interval, this interpretation is not correct. Instead the percentage 
value of a confidence interval relates to the probability of creating an interval that 
captures the true value. On the other hand, the 95% credible interval calculated within 
a Bayesian analysis does provide a set of values with 95% of chance of containing the 
true value. Finally, researchers have noted that traditional methods are inherently 
flawed as they depend on data that does not exist. That is, a p value is calculated 
based on the probability of observing data by chance as extreme, or more extreme, 
than that seen in the study and thus involves considering data that doesn’t exist (e.g., 
Jeffreys, 1961; Wagenmakers, 2007). While these flaws of traditional approaches are 
important reasons to consider other approaches to statistical analysis, the focus of this 
thesis is on highlighting how Bayesian analysis addresses the limitations of past 
approaches in fitting and evaluating sophisticated hierarchical models while providing 
informative parameter estimates. 
To explore the use of Bayesian data analysis in psychology in recent years a 
brief literature review was conducted. The literature was searched using the keyword 
groupings (1) ‘Bayesian’, ‘Psychology’ and ‘modelling,’ (2) ‘Bayesian’ and ‘skill 
acquisition’, (3) ‘Bayesian’, ‘Psychology’, ‘hierarchical’ and ‘modelling’, and (4) 
‘Bayesian’, ‘skill acquisition’, ‘hierarchical’ and ‘modelling’. Table 3.1 presents a 
summary of some of the studies found through this search highlighting the topics 
studied and the journals publishing them. Studies were included in this table if they 
were published in a well known psychological journal and the authors utilized 
Bayesian methods as the main method of data analysis (as opposed to exploring 
Bayesian cognition, or applying Bayesian methods in a subsequent analysis) while 
providing reasons for utilizing Bayesian methods, or a tutorial on implementing 
Bayesian methods. To limit the size of the table, inclusion was also limited to studies 
published after 2010 with at least one citation (according to Scopus) at time of 
writing. The table first highlights which studies specifically contain a tutorial in some 
aspect of Bayesian analysis and the remaining studies are grouped based on the key 
word searches.  





Within these studies, researchers provided several reasons for employing the 
Bayesian approach, often referring to the advantages noted above or specific 
advantages compared to null hypothesis significance testing (NHST). For example, 
within NHST evidence in favour of the null can not be evaluated, but it can in a 
Bayesian framework (Donkin, Chan, & Tran, 2015; Kruschke et al., 2012). Thus 
rather than only being able to say that the null can not rejected, a Bayesian analysis 
can show how likely it is that the null is true. Furthermore, NHST determines results 
through imagining what could have happened if a process was repeated, whereas 
Bayesian involves the reallocation of belief based on actual data and thus allows for 
the accumulation of knowledge (Kruschke et al., 2012; Oravecz & Muth, 2017). 
Several researchers point to the informativeness of the posterior distribution, as the 
reason for applying a Bayesian approach as it can be directly understood and 
interpreted and makes explicit the uncertainty in parameter estimates (Kruschke & 
Vanpaemel, 2015; Rupp, Dey, & Zumbo, 2004).  
Of particular interest to the current area, many researchers have noted that 
model comparison methods in Bayesian analysis balance goodness of fit and model 
complexity (e.g., M. D. Lee & Vanpaemel, 2008; Pratte & Rouder, 2011; 
Scheibehenne & Studer, 2014) and that prediction of new data is easily 
accommodated within a Bayesian framework (Pooley, Lee, & Shankle, 2011). 
Furthermore, Bayesian model evaluation often involves the use of posterior predictive 
checks (PPCs). PPCs examine the probability that the data arose by chance based on 
the model while incorporating uncertainty in the parameter estimate, which have 
several advantages over standard fit statistics as a wide range of statistics can be 
defined (e.g., Lynch & Western, 2004; Stringer, Borsboom, & Wagenmakers, 2011). 
Finally, Bayesian methods are considered superior to other methods (e.g., maximum 
likelihood estimation) when modelling, as hierarchical models are naturally 
formulated in a Bayesian framework, particularly when employing non-linear 
functions (e.g., Pooley et al., 2011; Rouder & Lu, 2005; Vandekerckhove, Tuerlinckx, 
& Lee, 2011).  
3.4 Conclusion 
Overall, while the current methods employed in performance research have 
been steadily improving and increasing in sophistication, there is room for more 
improvement, particularly in order to fully capture the non-normal distribution of 





performance over individuals and the non-linear nature of performance change. The 
use of hierarchical modelling has enhanced researchers ability to capture individual 
differences in performance, while avoiding overfitting and similar issues do to the 
noise involved in fitting models to individuals separately. However, estimating and 
evaluating these models with Bayesian techniques would add further improvement 
and allow for more precise models with better estimates of uncertainty. Furthermore, 
using Bayesian methods would provide more complete methods of model evaluation 
that penalize models based on the number of parameters and how these parameters are 
related. This is particularly important in skill acquisition as the models being 
compared (i.e., power and exponential) often have a similar number of parameters. 
Thus, the overarching methodological objective of this thesis is to highlight these 
advantages by applying Bayesian methods to several areas of skill acquisition within 
the three studies.  





Table 3.1. Topics Examined in Psychology Using Bayesian Analysis 
Topic Author Journal 
Tutorial   
Tutorial in signal detection, used simulations to demonstrate 
effects of unmodelled variability on nonlinear model. Rouder and Lu (2005) 
Psychonomic bulletin 
and review 
Tutorial in latent class analysis and Gibbs sampling Li, Lord-Bessen, Shiyko, 
and Loeb (2018) 
Multivariate 
Behavioral research  
Demonstrating approach for Bayesian within-subjects mediation 
analysis 




Introduces Bayesian inference and illustrate with worked 
examples 
Etz and Vandekerckhove 
(2018) 
Psychonomic 
Bulletin and Review 
Demonstrate and illustrate popular Bayesian software packages Matzke, Boehm, and 
Vandekerckhove (2018) 
Psychonomic 
Bulletin and Review 
Explanation and comparison of Bayesian posterior intervals and 
Bayes factors 
Rouder, Haaf, and 
Vandekerckhove (2018) 
Psychonomic 
Bulletin and Review 
Demonstrating JAGs estimation of Bayesian latent variable 
models  Merkle and Wang (2018) 
Psychonomic 
Bulletin and Review 
Explaining Bayesian alternatives to traditional analysis  Kruschke and Liddell 
(2018) 
Psychonomic 
Bulletin and Review 
Tutorial on using the Save-Dickey method to compute Bayesian 
hypothesis tests 
Wagenmakers, 




Compared traditional and Bayesian approaches to cognitive 
models and demonstrated fitting a model of decision making 






Introduction to Bayesian with an example in developmental 
research 
Van de Schoot et al. 
(2014) Child Development 
Comparing Bayesian and maximum likelihood estimation of 
multilevel models 
Moeyaert, Rindskopf, 




Introduces fundamental ideas of Bayesian analysis and 
demonstrates fitting regression models 




Demonstrate the application of Bayesian structural equation 
modelling in sport psychology  
Stenling, Ivarsson, 
Johnson, and Lindwall 
(2015) 
Journal of Sport and 
Exercise Psychology 
Introduces Bayesian hierarchical modelling with examples in 
baseball batting averages and attention allocation of individuals 
with eating disorders 
Kruschke and 
Vanpaemel (2015) 




Hierarchical Modelling of Skill Acquisition   
Assessing a new “law of practice” that implies slower-faster-
slower rate of learning 
Evans, Brown, Mewhort, 
and Heathcote (2018) 
Psychological 
Review 
Examining the consistency of subtask learning and the effect of 
strategy change 
















Hierarchical modelling   
Combining models of reinforcement learning and decision 
making Pedersen et al. (2017) 
Psychonomic 
Bulletin and Review 
Introducing methods for distinguishing serial and parallel 




Examined the relationship between rate of learning, reward 
outcomes and attentional capture 
Jahfari and Theeuwes 
(2017) 
Psychonomic 
Bulletin and Review  




Modelling individual differences in choices that involve trade-off 
between the reward amount and delivery delay 
Chávez, Villalobos, 













Assessing the efficacy of the Iowa Gambling Task in detecting 
cognitive differences in older adults 
Smart and Krawitz 
(2015) Neuropsychology 
Examining the shape of response time distributions of visual 
search paradigms 




Applying a hierarchical approach to analysing individual 
differences in use of recognition heuristic 










Bulletin and Review 
Bayesian models of stop-signal reaction times 






Examining contrast effects in category learning Voorspoels, Storms, and Vanpaemel (2012) 
Quarterly Journal of 
Experimental 
Psychology 
Present and demonstrate software for graphical modelling of 
working memory capacity Morey and Morey (2011) 
Behavior Research 
Methods 
Exploring complex models and theories of working memory 




Presenting and demonstrating an approach to examining 
individual differences in the response to treatments Kim and Seltzer (2011) 
Psychological 
Methods 
Demonstrate how Bayesian methods can be used for RT 
sequences 
Craigmile, Peruggia, and 
Van Zandt (2010) Psychometrika 
Skill acquisition    
Analysing the characteristics and predictors of the vocational 
expertise of air traffic controllers 
Pylväs, Nokelainen, and 
Roisko (2015) 
Journal of Workplace 
Learning 
Discuss Bayes factors for ANOVA and how they can be used in 
examining laws of skill acquisition 
Rouder, Morey, 





Modelling   









Comparing estimation methods of multiple regression models Zhang and Wang (2017) Psychological Methods 
Markov modelling of longitudinal data de Haan-Rietdijk et al. (2017) 
Multivariate 
Behavioral Research  




Examining the emotional regulation of athletes in teams 
Tamminen, Gaudreau, 
McEwen, and Crocker 
(2016) 
Journal of Sport and 
Exercise Psychology 
Comparing Bayesian and maximum likelihood estimation of 
multilevel latent contextual models 
Zitzmann, Lüdtke, 




Inferring individual differences in multidimensional scaling 




Describe a Bayesian method for the analysis of single-case 
designs 
Swaminathan, Rogers, 
and Horner (2014) 
Journal of School 
Psychology 
Examining the impact of personalized review on student 
knowledge retention 
Lindsey, Shroyer, 




Modelling how people make choices when considering future 
outcomes 
Scholten, Read, and 
Sanborn (2014) Cognitive Science 
Examining the use of Bayesian methods for determining prior 
distribution 
Vanpaemel and Lee 
(2012) 
Psychonomic 
Bulletin and Review 
Modelling individual differences in category learning using a 
Bayesian mixture approach 
Bartlema, Lee, Wetzels, 








Examining models of decision making  Ravenzwaaij et al. (2014) Cognitive Science 
Modelling individual differences in the effect of time and 
affective experiences on emotion 
Kuppens, Oravecz, and 
Tuerlinckx (2010) 
Journal of Personality 
and Social 
Psychology 
Practical exposure to fitting growth curve models in a Bayesian 
framework 
Oravecz and Muth 
(2017) 
Psychonomic 
Bulletin and Review 
Application of Bayesian hierarchical diffusion modelling to 
examine reaction time distributions 
Krypotos, Beckers, 




Application of Bayesian to fMRI models of decision making 
Ahn, Krawitz, Kim, 
Busemeyer, and Brown 
(2013) 
Decision 
Examined models of how people predict the next outcome in a 
sequence 
Scheibehenne and Studer 
(2014) 
Psychonomic 
Bulletin and Review 





Examining sequential effects in decision making Donkin et al. (2015) 
The Quarterly Journal 
of Experimental 
Psychology 
Comparing single and continuous process models of recognition 




Examined the role of feared-self beliefs and obsessional doubt in 
OCD relevant contexts Jaeger et al. (2015) 
Journal of Social and 
Clinical Psychology 





Fitting a drift diffusion model of recognition memory with drift 
rates derived from likelihood ratios 




Compared maximum likelihood and Bayesian methods of 
estimating models of human reasoning  Stringer et al. (2011) 
Behaviour Research 
Methods  
Modelling rate bias and variability when rating response test 
items 





Examining how individuals with ADHD respond to disruptions to 
learned behaviour 
Weigard, Huang-Pollock, 
and Brown (2016) 
Neuropsychology 
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CHAPTER 4: HIERARCHICAL MODELS OF SUBTASK LEARNING 
4.1 Introduction 
This chapter presents Study 1 which addresses the first two aims of the thesis 
by examining models of the effect of practice on task completion time at the overall 
task and subtask level. In particular, this study replicates a previous study by Anglim 
and Wynton (2015) that utilized a flexible modelling approach to compare power and 
exponential models of skill acquisition and evaluate the consistency of subtask 
learning, with the aim of determining whether the findings from the original study 
generalize to a new data set with a larger sample. Furthermore, this chapter acts as a 
foundation for the remainder of this thesis in two ways. First, this chapter introduces 
the task and data set analysed throughout this thesis, the notation used to describe the 
Bayesian hierarchical models and the method used to estimate and evaluate these 
models. Secondly, the findings in this chapter serve as a starting point for subsequent 
chapters by exposing the shape of skill acquisition for this data set and some of the 
processes underlying skill acquisition on this task. Before presenting the aim, method 
and results of this study, past findings regarding mathematical models of performance 
and subtask learning consistency are discussed.  
4.1.1 Power vs. Exponential Law of Practice 
Substantial research has shown that performance improves over practice 
across multiple measures of performance and practice (Ackerman, 1986, 1992; 
Humphreys, 1960; Newell & Rosenbloom, 1981). Research examining the effect of 
repetitive task practice on task completion time shows a consistent pattern, where 
performance improves substantially early in practice and approaches an asymptote as 
it becomes automatic with extended practice (Anderson, 1982; Deadrick et al., 1997; 
Schneider & Shiffrin, 1977; Sturman, 2007). Over the past few decades researchers 
have attempted to discover the true functional form of this relationship (Heathcote et 
al., 2000; Newell & Rosenbloom, 1981; Rickard, 1997; Sturman, 2007). Newell and 
Rosenbloom (1981) proposed the "Power Law of Practice", showing that across 
several sets of skill acquisition data the power function ( 
θ (1)x j
−θ ( 2 ) +θ (3) ) was the best 
mathematical description of skill acquisition. On the other hand, some research has 
indicated the possibility of different functions, such as the APEX function (Heathcote 
et al., 2000), discontinuous functions (Haider & Frensch, 2002), or separate power 
functions (Donner & Hardy, 2015; Rickard, 1997). Most notably, Heathcote et al. 
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(2000) argued for the exponential function (
 
θ (1) exp θ (2) (x j −1)( ) +θ (3) ), showing that 
even when a power function fits best at the group level, the exponential function  
provided superior fit at the individual level. They analysed 40 data sets at an 
individual level, finding that 80% were better captured by an exponential function 
than a power function.  
Other areas of research in psychology have used power and exponential 
functions to describe the effect of time. Similar to research into skill acquisition, 
studies of memory and forgetting showed that time had a predictable effect on 
accuracy, where recall accuracy consistently decreased over time across multiple 
studies (e.g., G. D. Brown, Neath, & Chater, 2007; Wixted & Ebbesen, 1991, 1997). 
In determining the most accurate mathematical model of this “forgetting curve” 
researchers have often compared power and exponential functions (Averell & 
Heathcote, 2011). Averell and Heathcote (2011) noted that previous research on the 
forgetting curve was limited in two aspects. First, much of the research used data that 
had been averaged over individuals, which often hides the true shape of individual 
curves (S. Brown & Heathcote, 2003; Estes, 1956), and second, the methods used for 
model comparison often failed to fully account for model complexity. Averell and 
Heathcote (2011) addressed these limitations in forgetting curve research by utilizing 
Bayesian hierarchical modelling. Hierarchical modelling combines group and 
individual level analysis by allowing model parameters to vary between individuals 
while constraining them to come from a single distribution, addressing the issue of 
reliance on group level analysis. Meanwhile, along with several other advantages, 
Bayesian analysis utilizes a method of model comparison, deviance information 
criterion (DIC) that automatically penalizes multiple sources of model complexity. 
The researchers found that while the exponential function appeared to be a better 
model of forgetting at the individual level due to lower deviance from the data, 
comparing the models while penalizing complexity suggested that the power function 
was superior.  
The two key limitations in forgetting curve research identified by Averell and 
Heathcote (2011) can also be seen as limitations within studies attempting to 
determine the functional form of skill acquisition. First, most research into the 
learning curve utilizes group level data. While some researchers have addressed this 
by analysing skill acquisition at an individual level (Ghisletta et al., 2010; Heathcote 
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et al., 2000), it has been argued that determining functions for each individual 
separately can be inaccurate as individual level data involves multiple sources of 
noise that effect model estimation, especially when estimating complex models, such 
as those involving non-linear change (Averell & Heathcote, 2011; Deadrick et al., 
1997; Rouder et al., 2005). Second, while the methods used by the researchers to 
evaluate and compare models of skill acquisition often penalize complexity in the 
models by considering the number of parameters in the model, this is not the only 
source of model complexity. Pitt and Myung (2002) noted that researchers should also 
consider functional form complexity, that is, how the parameters are related in the 
model, and incorporate this when comparing models. Furthermore, they stated that 
penalizing complexity in model comparison is necessary as noise comes from many 
sources in human research and thus when complexity is not penalized methods often 
prefer models that overfit the data rather than capture the underlying process.  
In an attempt to address the limitations of past research Anglim and Wynton 
(2015) compared power and exponential models of skill acquisition using Bayesian 
hierarchical modelling. They pointed to similar advantages to those highlighted by 
Averell and Heathcote (2011), noting the superior model comparison methods and the 
importance of analysing both group and individual level data. Their findings 
suggested that the power function was the better model of learning, despite the higher 
flexibility of the exponential model. However, the sample in this study was relatively 
small when compared to other studies of skill acquisition. Thus, the first aim of this 
study was to determine whether the same results would be seen when analysing a 
larger data set.  
4.1.2 The Reducibility Hypothesis 
In order to gain a deeper understanding of skill acquisition, researchers have 
decomposed complex tasks and analysed how individuals perform and learn the 
component tasks, or subtasks, underlying them (Anderson et al., 2011; Carlson, Khoo, 
& Elliott, 1990; Charness & Campbell, 1988). These studies have often examined the 
reducibility hypothesis, which states that acquiring skill on a complex task is the same 
as acquiring the simple subtasks that make up that task (Anderson, 2002; Carlson, 
Khoo, & Elliott, 1990; F. J. Lee & Anderson, 2001). One key study in this area was 
conducted by F. J. Lee and Anderson (2001) who tested the reducibility hypothesis by 
examining subtask learning consistency. They analysed performance on a popular 
skill acquisition task, the Kanfer-Ackerman Air Traffic Controller (KA-ATC) task 
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(Kanfer & Ackerman, 1989) which is a simplified version of a task used to train air 
controllers. Following guidelines set out by Card et al. (1983), F. J. Lee and Anderson 
(2001) decomposed the KA-ATC task into unit-level goals and functional-level goals. 
Subtask learning consistency was then tested by analysing the effect of constraining 
the rate parameter of the learning curve function, in this case a power function, to be 
equal across subtasks. F. J. Lee and Anderson (2001) concluded that the results 
supported their hypotheses, as constraining the rate parameter of the learning curve 
did not significantly alter the fit of the subtask learning models. 
While F. J. Lee and Anderson (2001) concluded that their findings supported 
the reducibility hypothesis, several limitations to their study have been noted (Anglim 
& Wynton, 2015). Specifically, F. J. Lee and Anderson (2001) only constrained a 
single parameter of the power function (either the rate parameter or the asymptote 
parameter) leaving two parameters free to vary. These two parameters still provide 
much flexibility for the overall model and thus a single constraint is unlikely to 
provide a strong test of consistency. Furthermore, their analyses were conducted 
predominantly on group level data, ignoring the importance of individual differences. 
Finally, while F. J. Lee and Anderson (2001) examined strategy change and its 
relation to performance by examining fixations on aspects of the task that were less 
relevant for completing the task quickly, they did not specifically explore how 
strategy use related to potential differences in performance and learning across 
subtasks. Strategy change (i.e., a change in the method, or methods, used to complete 
the task, or task components) has been shown to relate to performance (Crossman, 
1959; Hertzog et al., 1996; Touron et al., 2011) and thus could play an important role 
in subtask learning.  
Several other studies have been conducted that touch on the concept of subtask 
learning. For instance, a small study using a similar method to that of F. J. Lee and 
Anderson (2001) also found consistency in subtask learning, and concluded that the 
reducibility hypothesis was supported (M.-H. Sohn et al., 2005). Meanwhile, 
Ackerman (1992) explored performance on different task components and the plots of 
the data suggested that the effect of practice differed between these components. 
However, these studies either did not fully explore subtask learning consistency or 
were hampered by the same limitations as the study by F. J. Lee and Anderson (2001).  
Anglim and Wynton (2015) addressed these limitations in a recent study, 
using a new task specifically designed to explore subtask learning and strategy use. 
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4.1.3 Anglim and Wynton (2015) 
Anglim and Wynton (2015) created and examined subtask performance on a 
new task, the Wynton-Anglim Booking (WAB) task, analysing the data using 
Bayesian hierarchical modelling. A copy of this paper is attached as an appendix (see 
Appendix A). The WAB task is similar in complexity to the KA-ATC task (Ackerman 
& Kanfer, 1993), in that it is more complex than many simple tasks used in skill 
acquisition studies, but simple enough that changes in performance can occur within 
short periods. The task is based on a program used to make bookings at swim schools, 
and consists of three key subtasks, gathering information, applying filters to reduce 
scanning time, and finding and selecting the correct class from the timetable. This 
study examined subtask learning consistency using a method similar to that of F. J. 
Lee and Anderson (2001), while addressing some of the limitations of that study.  
First, F. J. Lee and Anderson (2001) constrained either the asymptote ( θ
(3) ) 
parameter or the rate ( θ
(2) ) parameter to be equal across subtasks. However, subtasks 
could have the same learning curve pattern but different asymptotes and thus, Anglim 
and Wynton (2015) argued that constraining the asymptote was not an appropriate test 
of consistency. Instead, they examined the effect of (1) constraining the rate 
parameter to be equal across subtasks or (2) constraining the ratio of asymptote to 
initial performance to be equal across subtasks, referred to as a gamma constraint         
( θ
(3) = γθ (1) ). The gamma constraint implied that the difference in performance 
between subtasks should be similar at the beginning and end of practice. Furthermore, 
they argued that a single constraint was not sufficient to constrain the shape of the 
curve, as having two parameters free to vary still allows substantial flexibility in the 
model. Thus, they examined the effect of applying each constraint separately and the 
effect of applying each constraint simultaneously, allowing only one parameter to 
vary across subtasks. To address the issues with relying on fitting models to group- or 
individual-level only, Anglim and Wynton (2015) used hierarchical modelling. 
Furthermore, these models were estimated and compared using Bayesian modelling, a 
flexible approach that accounts for model complexity when evaluating model fit.  
Finally, this study also incorporated measures of strategy use in the models of subtask 
learning in order to examine how strategy use related to subtask performance and 
subtask learning consistency. 
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There were several important key findings from the study by Anglim and 
Wynton (2015). First, the exponential and power functions provided similar fit to both 
overall task and subtask performance. However, the DIC value (a penalized measure 
of model fit) for the power function was slightly lower than the DIC value for the 
exponential function, indicating that the power function was a more accurate model of 
skill acquisition. Furthermore, the exponential function had a lower deviance than the 
power function, but had a higher penalty, indicating it was a more complex model. 
Further analysis indicated that this penalty was warranted due to the flexibility of the 
exponential function enabling it to mimic the power function. Second, the subtask 
analysis showed that constraining parameters to be equal across subtasks significantly 
damaged model fit, suggesting inconsistency in subtask learning. Furthermore, while 
applying one of the two constraints reduced the fit of the model, applying both 
constraints simultaneously reduced model fit by a factor greater than the sum of the 
reduction cause by each constraint separately. In line with their hypotheses regarding 
the limitations of F. J. Lee and Anderson (2001) study, this suggests that allowing two 
parameters to vary freely by only constraining one still provided substantial 
flexibility. Finally, the study also showed that strategy change was related to subtask 
performance and inconsistency in subtask learning. Measures of strategy use related 
to performance on each of the subtasks and the models that included measures of 
strategy use were less influenced by constraints than the models without strategies.  
While Anglim and Wynton (2015) addressed the limitations of past research, 
their study was limited in some aspects. Specifically, the task examined was new, and 
thus further research using this task is needed to ensure that the effect of practice on 
performance is consistent across samples. Furthermore, this study was conducted with 
a sample of 25 participants. As the analysis used hierarchical methods, the sample 
was large enough to address the aims of the study. However, this could still be 
considered a small sample, particularly when compared to most other studies of skill 
acquisition using tasks of similar complexity (e.g., 65 (Ackerman, 1988), 201 
(Hertzog et al., 1996)). Thus, there is a need to replicate the study with a larger 
sample, to determine whether the findings would be obtained with a larger sample. 
Furthermore, subtask learning consistency is a relatively unexplored area within skill 
acquisition research and given the findings of Anglim and Wynton (2015) differed to 
the other key study in this area and could be due to differences in sample size or 
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natural variation between studies, there is a general need to replicate this study and 
confirm that the findings are supported with a new data set.  
4.1.4 The Current Study 
This study replicates the study by Anglim and Wynton (2015) and uses 
Bayesian hierarchical modelling to address two aims; (1) evaluate the fit of power and 
exponential models of overall and subtask performance over practice and (2) examine 
the consistency of subtask learning by comparing constrained and unconstrained 
models of subtask performance over practice. Furthermore, within this study, a 
different method than the original study was used to combine trials into blocks due to 
the need to take within task measurements of other variables (not examined within 
this thesis). Thus, this study also explores whether the form of the learning curve or 
the consistency of subtask learning is influenced by the method used to block trials 
together.  
Based on the findings of the original study, there were several hypotheses for 
the current study. First, it was hypothesized that the exponential and power functions 
would provide similar fit at both the overall and subtask level, but that the power 
function would perform marginally better (H1). Second, imposing a single constraint 
was hypothesized to damage model fit (H2), however, the damage to model fit was 
expected to be larger when both constraints were applied, indicating subtask learning 
inconsistency (H3). Finally, it was hypothesized that strategy change would be related 
to subtask performance (H4) and that inclusion of strategy covariates within the 
models would lessen the effect of constraints on model fit (H5).  
4.2 Method 
4.2.1 Participants 
One hundred and sixty-two participants, recruited from an Australian 
University and surrounding business, completed the study. The majority of 
participants were university students or relatives of university students. Initially 163 
participants were recruited, however only 162 (64% female) completed all blocks of 
the task and were thus included in the analysis. The participants were aged 18-51 (M 
= 25.3, SD = 8.2). All participants received a AUD$25.00 gift card as a thank you for 
their participation. Participants were required to be fluent in English and have normal, 
or corrected to normal, vision. The Deakin University Faculty Human Ethics 
Advisory Group granted ethics approval for this study.  




4.2.2.1 Demographics, ability and self-efficacy testing. As part of this study 
all individuals completed a survey of demographics (measuring age, gender, English 
speaking, computer experience, vision (see appendix B.1)) as well as a battery of 
measures to assess different aspects of cognitive ability and self-efficacy. The results 
of the ability tests were not utilized in this study and are reported in more detail in 
Chapter 6, while the results of the self-efficacy tests were not utilized within this 
project.  
4.2.2.2 The WAB task. The Wynton-Anglim Booking (WAB) task is a 
simplified version of a booking program used by swimming schools and was created 
in Microsoft Excel. The task was created specifically to examine subtask learning and 
strategy use. Figure 4.1 presents the task screen as seen by the participants (another 
image of the task can be seen in appendix B.2). 
 




Figure 4.1. The WAB task main screen as seen by participants.  
The blue speech bubbles at the bottom are the questions participants can ask of the 
parent to gather information and pressing one opens a message box with the answer. 
The orange “show all class level information button” opens a message box displaying 
the class rules. The filters are all off by default (i.e., all levels, teachers, etc. selected) 
except for class size, which has “no restriction” by default. The red “show timetable 
button” opens the timetable in accordance with the filters selected. 
 
On each trial of the task the participant is required to book a child in for 
swimming lessons by selecting the correct class from the timetable. The correct class 
is determined by (a) the age of the child (which determines which level they are in), 
(b) the availability of the class (each level has a maximum number of bookings) and 
(c) the day, time, and teacher requirements of the parent. The participant can gather 
information regarding the age of the child and the requirements of the parent by 
asking questions (in speech bubbles). When the participant selects one of the 
questions a message box opens displaying the answer to the question. The responses 
to the questions were randomized, however the response to “what level is your child?” 
was set to “I don’t know” 80% of the time and thus participants generally had to 
determine the level of the child by accessing the class rules and then determining the 
level from the child’s age.  To continue with the task the participants must close this 
message box by clicking “ok”. Similarly, clicking the “show all class level 
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information” button opens a message box with the class level information. For each 
level this box displays the maximum number of bookings allowed and the age range 
of children that belong in that level. Again, this box must be closed by clicking “ok” 
to continue the task. The “show timetable” button opens a larger message box that 
displays the timetable. To continue the participant must select the correct class or 
close the timetable. In its full, unfiltered form the timetable displays 120 classes 
arranged by day and time and is longer than the length of the screen, meaning 
participants would need to scroll to see all the classes. Participants could apply filters 
by specifying the level, teacher, day, time or number of bookings already made they 
want displayed on the table, reducing the number of classes displayed and potentially 
decreasing time spent scanning the table.  
The WAB Task records all user actions enabling measurement of task 
completion time, subtask completion time and strategy use. While the task could 
potentially be decomposed into subtasks in different ways, for the current study it was 
decomposed on one level into three subtasks. First, the information gathering subtask 
involves asking questions of the parents and examining the class rules. Second, the 
filtering subtask consists of applying different filters to minimize the number of 
classes presented on the timetable. Finally, the timetabling subtask includes scanning 
the timetable and selecting a class. Other decompositions could involve skipping 
some subtasks by going straight to trial and error selection of classes from the 
timetable, or looking at the specific questions or filters applied. However, the 
decomposition used here provides enough detail to test consistency and the 
reducibility hypothesis while allowing measurement of the effect of strategy use.  
Each subtask involves a mix of different processes, some of which can be 
linked to strategy change. Furthermore, while some of these strategies relate similarly 
to each subtask, others show subtask specificity. For example, subtask completion 
time for each subtask could be altered through faster reading times, or mouse clicking 
speed. However, learning which questions are irrelevant (e.g., the name of the child is 
not needed to make the booking) and retrieving class rules from memory mainly 
influences information gathering time only, while applying only the most efficient 
filters and using the deselect all button when applying the level filter should mainly 
reduce filtering time. These processes are examined and incorporated into the models 
by measuring three key strategy groups; the proportion of irrelevant questions asked 
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(e.g., the name of the student), how often the class rules are accessed and which filters 
are applied and how they are applied (e.g., whether the deselect all button was used).  
4.2.3 Procedure 
Participants were tested in small groups and seated far enough apart to 
minimize interaction. All components of the study were presented on computers 
running Windows 7 with LCD screens and resolution of at least 1,680 x 1,050 pixels. 
The computers were set up to initially display the plain language statement and 
statement of consent (see appendix B.3) on the screen. If the participant consented by 
clicking “Next”, the session would begin with the demographics questionnaire. The 
ability and self-efficacy testing followed this questionnaire. This first section was all 
administered using Inquisit (Draine, 1998). The final screen instructed participants to 
raise their hand upon completion.  
When participants had completed the demographics questionnaire, the ability 
tests and the self-efficacy tests they were given the instructions for the WAB task (see 
appendix B.4). These instructions explained the aim of the task (to identify and select 
the correct class as quickly as possible), the rules (i.e., what determines a correct 
class) and the purpose of all the buttons. Once participants indicated they had read the 
instructions, the experimenter entered the participant identifier and initialized the task. 
The first trial was a practice trial and this was indicated by the word “practice” on the 
screen. The instructions informed participants that the first trial was a practice trial 
and that performance on this trial would not be recorded.  
The task was presented in 15 three-minute blocks. After completing the 
practice trial, the timer for block one would begin. In each trial, after selecting the 
correct class, participants needed to indicate that they were ready to begin a new trial 
by clicking “Next”. If the timer for the current block was over three minutes when the 
participant triggered a new trial, the block would end. At the end of each block 
participants were informed of their average task completion time for that block and 
then required to fill out a task specific self-efficacy scale.   
4.2.4 Data Analysis 
The current study utilized the same models as the study being replicated which 
are described below. Some decisions made regarding the exact parameterization and 
specifications of the models (i.e., not including a shift parameter) were described in 
detail in the original study (Anglim & Wynton, 2015) and are thus not explored here.  
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4.2.4.1 Overall task performance. First, this study examined the effect of 
practice on overall task completion time by fitting power and exponential functions 
within the hierarchical framework outlined below. In general, the full model below 
states that expected task completion time for participant,  i (i = 1,...,n) , on block 
 j ( j = 1,..., Ji ) , is distributed ( ~ ) according to a gamma distribution. This gamma 
distribution can be described by shape, α , and rate, β , parameters. However, to make 
interpretation easier these have been reparameterised and described by mean, µ , and 
standard deviation, σ , parameters. The mean of this Gamma distribution could then 
be defined by any number of functions. Here the mean is described by a power or 
exponential function. As the model is hierarchical the parameters of the power or 
exponential function (denoted θ ) are estimated separately for each individual, but 
assumed to come from a parent distribution. The parent distributions are defined by 
hyperparamters that describe how the model parameters are distributed across 
individuals. While several distributions could be used here (such as Normal or 
Wiebull) Gamma distributions were used to ensure that estimates of task completion 
time, model parameters and variance parameters did not go below 0. The model is as 
follows: 
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and an exponential function is 
 
θ i
(1) exp θ i
(2) (x j −1)( ) +θ i(3).  
4.2.4.2 Subtask learning. A similar hierarchical model to that described 
above was used to model subtask performance and test for subtask learning 
consistency. Subtask completion time for participant  i  on block  j  for subtask  k  
(where  k  = 1 for information gathering,  k  = 2 for filtering and  k  = 3 for timetabling, 
also denoted I, F and T respectively) was modelled as follows: 
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In general, the parameters and structure of the above model is the same as for 
the overall task model (e.g., expected task completion time for an individual follows a 
gamma distribution with a mean captured by some function), with the added index for 
subtasks. However, for this model the mean of an individual’s performance 
distribution is defined by a mathematical function describing the effect of practice 
multiplied by a function of strategy use (if strategy use is contained in the model). 
Here, 
 
zijp  measures strategy use (as a proportion) by participant  i  on block  j  and the 
regression coefficients, 
 
λ pk , capture the effect of each strategy,  p  on each subtask,  k . 
The exponent of the sum over strategies was taken to ensure that the learning curve 
function was multiplied by a positive number, again to avoid subtask completion 
times below 0. The effect of strategy use could then be evaluated by exploring models 
with and without strategy covariates. Within the subtask models 
 
f (θ i ,xij )  was also 







(3) ,  
and an exponential function: 





(1) exp θ ik
(2) (x jk −1)( ) +θ ik(3).  
In order to test the consistency of subtask learning, two constraints were 
applied to both the power and exponential functions of subtask learning. First, the rate 
constraint involved constraining  θ ik
(2)  to be constant across subtasks ( θ ik
(2) = θ i
(2)  for all 
 k ). Second, the gamma constraint described in the introduction was applied, where 
 θ ik
(3) = γ iθ ik
(1)  for all  k , implying that the difference in completion time between the 
subtasks in the final practice block should be the same as the difference seen in the 
initial block. This relationship implies that the rate of learning is equivalent between 
the subtasks, as the proportion of improvement is equal. This is the same implication 
as the rate constraint, but by applying both constraints the flexibility of the model is 
reduced, allowing a stronger test of consistency. For both functions model fit was 
examined with each constraint applied separately and with both constraints applied 
simultaneously.  
4.2.4.3 Bayesian modelling. Several methods could be used to estimate and 
evaluate the above models (such as maximum likelihood estimation). However, this 
study utilises Bayesian methods, as Bayesian modelling provides a useful and flexible 
framework for fitting complex hierarchical models. Furthermore, as described in 
Chapter 3, Bayesian methods of model comparison account for multiple sources of 
model complexity when evaluating model fit and have been utilized effectively within 
psychological research in recent years.  
In this study, parameters and model fit statistics were estimated using 
sampling methods. Specifically, the overall task and subtask models were fit using 
Markov Chain Monte Carlo (MCMC) sampling in JAGS (Plummer, 2003). Four 
MCMC chains of 20,000 iterations with a burn in of 1,000 were used. Each chain was 
thinned by 10 to deal with any correlation between samples. Inspection of traceplots 
suggested these specifications led to sufficient exploration of the parameter space and 
convergence of the chains. Several methods were used to evaluate and compare the 
models including (1) examining plots of fits to the data, (2) interpreting parameters, 
(3) examining deviance and DIC, (4) running model recovery simulations and (5) 
conducting posterior predictive checks.  
DIC (deviance information criterion) is a popular method of model evaluation 
and comparison within Bayesian analysis that evaluates the deviance of the model 
from the data while penalizing models based on the number of parameters in the 
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model and how these parameters are related. While other methods of model 
comparison are available such as WAIC (Watanabe, 2010) that other researchers 
consider more appropriate (Andrew Gelman, Hwang, & Vehtari, 2014), DIC was used 
in this chapter (and throughout this thesis) for several reasons. For example, DIC is 
easily implemented within the software used to analyse data in this thesis, despite 
some limitations it is still a widely used method for model comparison that shows 
advantages over more basic methods, and it was not the only method of model 
comparison applied. Model recovery simulations and posterior predictive checks are 
also methods commonly used within Bayesian analysis to compare models. Model 
recovery simulations test the ability of models to mimic each other by fitting each 
model to data simulated by the other. Meanwhile, posterior predictive checks allow 
researchers to evaluate models by testing their ability to recover specific features of 
the data.  
Uniform priors were used with a lower bound of zero to keep estimates 
positive. Upper bounds from the original study were retained for most model 
parameters (see Anglim & Wynton, 2015 for futher discussion of priors); however for 
 θ
(2)  in the subtask model the upper bound was increased to four as initial trace plots 
suggested the bound of two as used in the previous study was too low, leading to 
stuck chains that were unable to fully explore the parameter space. In general upper 
bounds on priors were set after examining plots of the data, the bounds were set 
higher than the maximum value implied by data, (i.e., average task completion time in 
the final block was 14.2 seconds which was well under the 30 seconds used as the 
upper bound for the mean of the asymptote parameter), traceplots were examined to 
check the appropriateness of the priors and sensitivity checks were conducted to 
ensure the exact specifications did not effect the conclusions of the analysis 
4.2.4.4 Differences to original study. As this study was a replication of the 
study by Anglim and Wynton (2015) it is important to note how this study differs 
from the original. First, a noted limitation of the original study was its small sample 
size, thus the current study utilized a larger sample, approximately 6.5 times larger 
(25 Vs. 162). Second, this study included ability testing before completing the task 
and thus individuals in the current study may have experienced more fatigue related 
effects, due to the longer experimental session. Third, due to the fact that individuals 
differ in performance and skill acquisition, as this data comes from a new sample, the 
data should have natural variations from the original study. Finally, the key difference 
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between the studies was the method used to group trials into blocks. Due to the 
inclusion of within task self-efficacy measurement in the current study, the blocking 
structure was different. In the original study, participants completed as many trials as 
they could within 50 minutes and then the trials were equally divided among 15 
blocks. However, for the current study the blocking structure was hard coded into the 
task structure. Rather than completing as many trials as possible in 50 minutes, the 
participants completed 15 blocks of three minutes each. Thus, while original study 
had an equal number of trials per block no matter how long a trial was. In the current 
study the number of trials in a block depended on the length of the trials (e.g., if two 
trials took more than 1.5 minutes each the block would consist of two trials but if 
trials were less than 1 minute a block could consist of more than three trials). Often 
the first block would contain a very small number of trials, as initial trials could take 
close to three minutes to complete. 
4.3 Results 
4.3.1 Overview 
The results section is set out into several sections as follows. Plots of the data 
are presented first so the form of changes in overall task performance, subtask 
performance and strategy use can be explored. Following this, the rest of the results 
are ordered according to the five hypotheses. The fit of power and exponential models 
to overall and subtask performance over practice is explored first. Then, the effect of 
strategy use on subtask performance is explored. Finally, consistency of subtask 
learning is examined by analysing the effect of constraints and strategy measures on 
model fit. This structure is similar to that used in the study by Anglim and Wynton 
(2015) to enable easier comparison between the studies. At the end of each section the 
current findings are compared to what was seen in the original study. 
4.3.2 Overall Task Performance 
For overall task completion time the relationship between practice and 
performance is displayed at the group level in Figure 4.2. The points on this graph 
represent mean task completion time over individuals in each block while the error 
bars represent two standard errors above and below the mean. The lines on the graph 
represent mean estimates of task completion time from both the power and 
exponential function, which will be discussed in a later section. This graph displays 
the expected pattern of monotonically decreasing and decelerating task completion 
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times. The average time taken to complete the task in the final block was less than 
half the average time taken to complete the task in the initial block. 
 
Figure 4.2. Group level task completion time by block.  
The points represent average task completion time within each block while the error 
bars represent two standard deviations above and below the mean. The lines 
represent model fit. 
 
 Figure 4.3 displays the relationship between practice and overall task 
completion time for 25 illustrative participants (plots for all participants can be seen 
in the appendix (Figures C.1 and C.2). Similar to the group level plot, these graphs 
include lines representing model fit, which will be discussed in a later section. Again, 
these graphs show the expected pattern of changes in task completion time over 
practice with final task completion time often less that half what was seen in the 
initial blocks. However, these graphs also show substantial variations between 




































Figure 4.3. The relationship between task completion time and practice block at the 
individual level for 25 representative individuals. 
Points represent each individuals task completion time while the lines represent the 
power and exponential model fits. Some participants had task completion times over 
80 seconds, however, for ease of viewing the scale of these graphs has been cut at 80 
and so any blocks with task completions times over 80 seconds are not displayed. 
 
4.3.2.1 Comparison to original study. Overall, the general pattern of changes 
in overall task performance over practice was similar to that seen in the original study 
at both the group and individual level. However, on some blocks group level task 
completion time was different in the current study, particularly in the earlier stages of 
practice where task completion time was often longer, leading to a slightly steeper 
change in performance over the first few practice blocks. While longer task 
completion times could be due to natural variation between the samples, it is likely 
this occurred as a result of the change in blocking methodology. Given that task 
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study task completion time in the early blocks would be the average of a small 
number of longer trials, while in the original study the equal blocking structure would 
lead to averaging over more trials, some of which could have been much shorter. The 
error bars displayed in Figure 4.2 were shorter than those in the original study, 
showing that the standard error was smaller due to less influence from individuals 
with outlier task completion times. The individual level graphs show similar 
differences to those at the group level, with longer initial task completion times.  
4.3.3 Performance at the Subtask Level 
Subtask completion time over practice for each of the three subtasks is 
presented at the group level in Figure 4.4. The graph has been replicated four times in 
order to show model fits for four different models. Model fits are displayed for 
constrained and unconstrained power models, with and without strategy measures and 
will be discussed in a later section.  




Figure 4.4. Subtask completion time by block at the group level.  
Each cell presents the average subtask completion time for each block. Constrained 
and unconstrained power function model fits with and without strategy use for each 
strategy are presented.  
 
For each subtask, average completion time in the final block was less than half 
the completion time in the initial block. The plots also indicate differences in the 
pattern of task completion time between the subtasks. For example, the difference in 
subtask completion time between block 1 and block 15 was larger for information 
gathering than for the other two subtasks. Furthermore, due to this larger difference 
over practice, the learning curve for information gathering also seems to be steeper 
than for the other two subtasks.  
Figure 4.5 represents subtask completion time over practice at the individual 
level for four example participants (plots for all individuals can be seen in the 
appendix (Figures C.3 and C.4)). Again, to show the fit of different models, each 
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graph has been replicated four times, and the lines represent model fit for constrained 
and unconstrained models with and without strategy use, which will be discussed in a 
later section. These graphs show variation in subtask learning across individuals but 
suggest the general pattern of change is similar to that seen at the group level.  
 
Figure 4.5. Subtask completion time over practice for 4 representative individuals 
and the fit of constrained and unconstrained models with and without strategy 
covariates. 
  
4.3.3.1 Comparison to original study. The differences between the subtasks 
appears to be similar between the two studies, with information gathering taking 
longer than the other subtasks, and involving more change over practice. However, 
initial subtask completion time is longer for all subtasks in the current study. Similar 
to the differences seen at the overall task level, this is likely the result of the blocking 
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4.3.4 Strategy Use over Practice 
Analysis of strategy use in this study focused on six strategies identified as 
having the greatest potential to influence overall task or subtask completion time. The 
relationship between practice and strategy use for these six strategies is presented at 
the group level in Figure 4.6 (individual level plots can be seen in the appendix 
(Figures C.5, C.6, C.7 and C.8). The points on the graph represent the proportion of 
trials within a block on which individuals applied the given strategy.  
 
Figure 4.6. Strategy use over practice for 6 strategies.  
The graph shows the average proportion of use of each strategy within each practice 




In general, the graph suggests that the use of each strategy changed over 
practice but the pattern of changes differed between the strategies. Accessing class 
rules and asking irrelevant questions, the two strategies most related to information 
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gathering, showed substantial decreases in use over practice. The use of time and day 
filters which have minimal impact on task completion time, also decreased over 
practice. Meanwhile, the graph suggests that use of the most effective filter, the level 
filter, was relatively high and stable across practice. Finally, use of the deselect all 
button increased over practice. This increase was likely due to the level of discovery 
involved in implementing this strategy. Participants had to first realize that a child can 
only ever be in one level and that the number of mouse clicks required to filter on that 
level could be reduced by first deselecting all levels and then selecting the level 
relevant for that specific trial. While this group level graph suggests that changes in 
the use of strategies occurs gradually over practice, as strategy use is measured as a 
proportion this gradual change could be due to gradual changes in the proportion of 
individuals employing the strategy, rather than a gradual change in use by each 
individual. An examination of the individual level graphs in the appendix suggests 
that for some individuals, and some strategies, abrupt changes in strategy use over 
practice can be observed.  
4.3.4.1 Comparison to original study. At the group level, strategy change for 
the current study was similar to the original study. The use of information gathering 
strategies reduced substantially over practice while use of filters remained relatively 
stable and the use of the deselect all button increased. However, there were some 
minor differences. In the current study average strategy use on block one was slightly 
higher than that in the original study. Again this is likely due to the blocking structure. 
Use of inefficient strategies tended to be higher in earlier trials, but decreased quickly. 
Thus, with fewer trials in the initial block to average over, initial strategy use 
appeared higher in the current study. Furthermore, use of the day and time filters 
reduced slightly over practice in the current study, whereas in the original study use of 
these filters was more stable across practice. Given the substantial variation in 
strategy use and change between individuals this difference is likely due to the natural 
variation between samples. At the individual level, the larger sample size of the 
current study emphasized the substantial amount of variation between individuals in 
the pattern of strategy change over practice. 
4.3.5 Power Vs. Exponential Functions 
4.3.5.1 Overall task performance. Table 4.1 presents the means and 95% 
credible intervals (CI) for the Bayesian posterior estimates as well as the model fit 
statistics for both power and exponential models of overall task performance.  








M [95% CI] 
Exponential 




 39.61 (36.49, 42.95) 34.43 (31.54, 37.55) 
 
µ
θ ( 2 )




 11.48 (10.68, 12.34) 15.56 (14.72, 16.45) 




 20.42 (17.81, 23.50) 18.91 (16.49, 21.81) 
 
σ
θ ( 2 )




 4.17 (3.47, 5.02) 5.10 (4.41, 5.89) 
σσ  2.10 (1.79, 2.46) 1.97 (1.69, 2.32) 
Deviance 11,767 12,006 
Penalty 652 741 
DIC 12,419 12,747 
Note. These estimates are from the overall task model; no measures of subtasks or strategies were 
included in this model 
In general, the parameter estimates for both power and exponential models are 
sensible given the data (e.g., the graphs suggest change in task completion time is 
approximately 35 seconds, and the estimates of  θ
(1)  for both models are close to this 
value). However, the estimates do differ slightly between the two functions. For 
example, the asymptote parameter for the power function is lower than that for the 
exponential function and implies that asymptotic performance has not yet been 
reached (as the graphs indicate that performance in the final blocks was above this 
estimate). The estimate for amount of change was also larger for the power function, 
partially due to the lower estimate of asymptotic performance. The asymptote 
represents expected task completion time after infinite practice and while the last few 
blocks of practice exhibit minimal change in performance, infinite practice on this 
task could potentially lead to further reductions in task completion time and thus 
either the power or exponential estimate may be more representative of the true 
asymptotic level of performance.  
The model fits for group- and individual-level data are presented in Figures 
4.2 and 4.3 respectively. At the group level, the lines representing model fit show 
general convergence to the data for both models. However, the power function 
appears to capture performance more accurately on several blocks. Similarly, the 
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individual-level plots show that both functions can capture the diverse range of 
individual performance trajectories. The similarity in fit between the models was 
supported by the deviance and DIC estimates (see Table 4.1), which were similar 
between the models. However, the lower deviance and DIC of the power function 
suggested that this model more accurately and concisely describes the data. 
Furthermore, the penalty of the exponential model was higher than that of the power 
model, indicating higher flexibility in the exponential function. To ensure that these 
models outperform more simple models used in some skill acquisition research, a 
linear model was fit to the data inside the same hierarchical structure. This linear 
model returned a DIC of 19,581, substantially higher than both the power and 
exponential models, suggesting it is a poor model of the data in comparison. 
DIC is just one method for model comparison and some have noted it can be 
flawed (Andrew Gelman et al., 2014; Vehtari, Gelman, & Gabry, 2017). Thus, the 
ability of DIC to differentiate between data generated from power and exponential 
functions was tested using data model recovery simulations were conducted by 
simulating data from both the power and exponential functions. First, 10 data sets of 
overall task learning were generated from both the power and exponential models. 
Then, the power and exponential functions were fit to all 20 data sets. The results of 
this analysis indicated that DIC reliably identified which function was used to 
generate the data. When data was generated from the power function, the DIC for the 
power model was less than the DIC for the exponential model 100% of the time 
(DICexp – DICpower: M = 197.47, SD = 132.23). When the data was generated from the 
exponential function the DIC for the exponential model was less than the DIC for the 
power model 100% of the time (DICpower – DICexp: M = 300.77, SD = 143.54). As the 
DIC was lower for the data-generating model 100% of the time, even though the 
difference was quite small, this simulation shows that DIC is able to correctly identify 
the data-generating model under the circumstances of the current data set. 
Furthermore, the difference in DIC was smaller when the data was generated from the 
power function, suggesting that the exponential model is better at modelling power 
data than the power function is at modelling exponential data. This effect highlights 
the flexibility of the exponential function.  
4.3.5.2 Subtask performance. Power and exponential functions were also 
used to model subtask performance. Table 4.2 presents model fits for constrained and 
unconstrained power and exponential models with and without strategy measures. 
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Meanwhile, Table 4.3 presents the parameter estimates for four of these models, the 
power and exponential models with no constraints applied and the power and 
exponential models with both the rate and gamma constraints applied. While all 16 
models will be discussed in more detail later, to compare the ability of power and 
exponential models in capturing subtask learning, the fit of power and exponential 
models in general are evaluated here.  
 
Table 4.2. Model Fit Statistics for Models of Subtask Completion Time by Block 
With and Without Strategies and Constraints 
Model 
Without strategies DIC 
(penalty, deviance) 
With strategies DIC 
(penalty, deviance) 
Exponential 
     No constraints 33906 (10384, 23522) 27882 (6410, 21472) 
   Rate constraint 28783 (4062, 24721) 24943 (2956, 21987) 
   Gamma constraint 28141 (3071, 25070) 24696 (1998, 22698) 
   Both constraints 30527 (1240, 29288) 26017 (1088, 24929) 
Power 
     No constraints 36277 (13040, 23237) 29637 (8208, 21429) 
   Rate constraint 28461 (4097, 24363) 23474 (1244, 22230) 
   Gamma constraint 28490 (4344, 24147) 23559 (1591, 21969) 
   Both constraints 30178 (1090, 29089) 25893 (1011, 24881) 




Table 4.3. Parameter Estimates for Models of Subtask Completion Time by Block 
Parameter 
Power unconstrained  
M  [95%CI] 
Exp unconstrained 
M  [95%CI] 
Power constrained 
M  [95%CI] 
Exp constrained 



















































0.28 (0.25, 0.32) 0.54 (0.50, 0.59) 
 
µ
θ ( 2 )
 
  
1.00 (0.89, 1.12) 0.74 (0.65, 0.84) 



















































0.15 (0.11, 0.19) 0.25 (0.21, 0.29) 
 
σ
θ ( 2 )
 
  
0.63 (0.54, 0.75) 0.54 (0.44, 0.65) 
σσ  1.23 (1.05, 1.45) 1.19 (1.02, 1.40) 1.74 (1.48, 2.03) 1.81 (1.55, 2.13) 
 
 
The DIC results suggest that at the subtask level the exponential function 
provided superior fit, as this value was lower for the unconstrained exponential 
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function. However, the estimates of model deviance and penalty show that the power 
function fit deviates from the data less than the exponential function but has a much 
higher penalty, leading to the higher DIC seen for the power function. This is 
inconsistent with the findings at the overall level, which indicated a higher penalty for 
the exponential function. Interestingly, when the constraints were applied, the 
difference between the power and exponential function was more consistent with the 
overall level, with a higher deviance, penalty and DIC for the exponential function, 
suggesting that the power function is a more accurate model of subtask learning. The 
parameter estimates (focusing on the unconstrained models) were similar between the 
models, although the estimates of asymptote for each subtask were lower for the 
power model, similar to what was seen at the overall task level. 
4.3.5.3 Comparison to original study. Overall, the finding that the power 
function is a better model of skill acquisition at the overall task level supports the 
findings of the original study. However, in the study by Anglim and Wynton (2015) 
the exponential function had a lower deviance than the power function, with the 
higher DIC caused by its larger penalty, while in the current study the exponential 
model of data with unequal trials per block had a higher deviance, penalty and DIC. 
The parameter estimates in the current study for overall performance and subtask 





estimate for mean amount learnt, was larger in the current study for both power and 
exponential models of overall task and subtask learning. Similar to the higher initial 
task completion time seen in the graphs, this is likely due to the unequal blocking 
structure. Finally, as noted above, in the current study while model deviance values at 
the subtask level suggested the power function deviated from the data less than the 
exponential function, the power function had a substantially higher penalty and DIC, 
thus suggesting the exponential function was a better model of skill acquisition at the 
subtask level, contrary to the findings of the original study. 
To determine whether the differences between the current study and the 
original study were due to natural variation between different data sets or to the 
change in blocking structure, models were fit to the current data after the same 
blocking structure from the original study (i.e., equal trials per block) was applied. 
Table 4.4 displays the parameter estimates and model fit statistics for the overall task 
for both the power and exponential functions with the equal trial blocking structure 
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and Table 4.5 displays the model fit statistics for the eight subtask models described 
earlier for both the power and exponential functions, for a total of 16 models.  
 
Table 4.4 Parameter Estimates and Model Fit for Power and Exponential Functions of 
Overall Task Performance with an Equal Number of Trials Per Block 
Parameter 
Power 
M [95% CI] 
Exponential 




 25.16 (23.47, 26.97) 21.74 (20.30, 23.29) 
 
µ
θ ( 2 )




 12.30 (11.49, 13.15) 15.02 (14.23, 15.87) 




 10.65 (9.27, 12.25) 9.18 (8.01, 10.57) 
 
σ
θ ( 2 )




 4.46 (3.79, 5.24) 5.09 (4.46, 5.82) 
σσ  1.43 (1.22, 1.67) 1.39 (1.19, 1.63) 
Mean deviance 10,635 10,858 
Penalty 645 719 
Penalized deviance 11,281 11,577 
 
 
Table 4.5. Model Fit Statistics for Subtask Completion Time by Block With and 
Without Strategies and Constraints for Data with Equal Trials per Block  
Model 
Without strategies DIC 
(penalty, deviance) 
With strategies DIC 
(penalty, deviance) 
Exponential   
   No constraints 21638 (1578, 20060) 19237 (1414, 17822) 
   Rate constraint 22362 (1429, 20932) 19609 (1286, 18323) 
   Gamma constraint 22671 (1485, 21186) 20433 (1398, 19035) 
   Both constraints 25936 (1056, 24880) 21699 (1013, 20686) 
Power   
   No constraints 21212 (1386, 19826) 19168 (1305, 17863) 
   Rate constraint 21876 (1310, 20566) 19530 (1216, 18314) 
   Gamma constraint 21784 (1314, 20470) 19962 (1239, 18723) 
   Both constraints 25638 (989, 24649) 21445 (929, 20515) 
 
 
The model fit statistics at the overall task level show that, even with an equal 
blocking structure, the deviance value for the power model of overall task learning is 
lower than that for the exponential, suggesting this difference to the original study 
was not an artefact of the blocking structure. This could suggest that in the original 
CHAPTER 4:  SUBTASK LEARNING 
 
80 
study having fewer individuals required more flexibility to fit the data, as there were 
fewer points of similarity, and thus the higher flexibility of the exponential function 
led to a lower deviance estimate than that of the power function in the original study.  
Meanwhile, the values in Table 4.5 suggest that the larger penalty applied to the 
power function within the unconstrained models of subtask learning was related to the 
blocking structure. When the trials were blocked equally, the exponential function had 
a higher deviance, penalty and DIC than the power function for both constrained and 
unconstrained models with and without strategies, mirroring the results seen at the 
overall level and suggesting the power function is a better model of skill acquisition at 
the subtask level, supporting the findings from the original study. 
The parameter estimates (Table 4.4) point to differences between blocking 




, the estimate for 
mean amount learnt, was much lower when trials were blocked equally, than when 
there were unequal trials per block, due to longer task completion times in the initial 




was lower when the trials were blocked equally, 
as individuals become more similar in performance with practice. To further explore 
the effect of blocking structure, graphs of the relationship between practice and 
subtask performance were examined at the trial level with both blocking structures for 
those individuals with outlier trials (above 100 seconds) (see appendix D.10). The 
graphs show how the unequal blocking structure leads to more abrupt changes in 
performance than the equal blocking structure, particularly between blocks 1 and 2. In 
regards to the differences between the studies, after implementing the same blocking 
structure to the original study, differences in parameter estimates between the two 









lower than those in the original study. This is likely due to the larger sample being 
less influenced by outlier (i.e., long) trials by one or two individuals at the beginning 
of practice.  
4.3.6 Strategy Use and Subtask Performance 
Table 4.6 presents the parameter estimates for the strategy coefficients. These 
estimates come from the unconstrained power model and describe how performance 
on each subtask is influenced by the use of each of the strategies.  
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Table 4.6. Parameter Estimates (exp(λ )) for Strategy Coefficients for Each Subtask or 
the Unconstrained Power Model 
Parameter 
Information gathering 
M  [95%CI] 
Filtering 
M  [95%CI] 
Timetabling 
M  [95%CI] 
1. Filter level 0.85a (0.78, 0.94) 2.61a (2.25, 2.99) 0.39a (0.34, 0.46) 
2. Irrelevant questions 1.77a (1.70, 1.85) 1.11a (1.05, 1.17) 1.14a (1.01, 1.28) 
3. Access rules 1.57a (1.51, 1.62) 1.10a (1.06, 1.14) 1.06 (0.99, 1.13) 
4. Filter day 1.16a (1.13, 1.20) 1.73a (1.66, 1.80) 0.86a (0.80, 0.93) 
5. Deselect all level filter 0.97 (0.94, 1.00) 0.76a (0.73, 0.78) 0.92a (0.87, 0.98) 
6. Filter time 1.11a (1.08, 1.14) 1.39a (1.33, 1.44) 0.93 (0.86, 1.01) 
Note. a 95% credible interval does not include one.  
 
 
The values in the table represent the factor by which expected subtask 
completion time is multiplied when that strategy is used. Thus, values less than one 
indicate that subtask completion time is reduced by using the strategy while values 
above one indicate that subtask completion time is increased by using the strategy. 
For example, applying the level filter increases filtering completion time by a factor 
of 2.61 but decreases timetabling time by a factor of 0.39. As expected, the effect of 
strategies varied across the subtasks. These varying patterns highlight the strategy 
specificity and subtask trade-offs present in the WAB task. For instance, use of the 
deselect all button had the strongest impact on filtering time while asking irrelevant 
questions and accessing the class rules were more strongly related to information 
gathering time, indicating subtask specificity. Meanwhile, using the three filters 
(level, day and time) increased filtering time while decreasing timetabling time, 
indicating a subtask trade-off. It is interesting to note that the increase in time spent 
filtering when using the filtering strategies is more than the decrease in time spent on 
the timetabling subtask.  
4.3.6.1 Comparison to original study. As the strategy covariates represent 
between person differences, having a larger sample increased the power of the current 
study to find significant relationships, and thus more of the strategy covariates 
reached significance. Aside from this, the estimates were very similar between the 
two studies. However, in the current study the magnitude of the effect of using the 
level filter was lower for filtering completion time and higher for timetabling 
completion time when compared to the original study, most likely due to random 
variation in strategy use between the samples.  
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4.3.7 Effect of Constraints on Model Fit 
The following section examines the consistency of subtask learning by 
comparing the subtask model fits presented in Table 4.2. Firstly, the effect of 
constraining parameters is examined by comparing the fit of the four power models 
without strategies and the four exponential models without strategies. Following this, 
the influence of strategy covariates on the effect of constraints is explored.  
4.3.7.1 Models without strategy covariates. Focusing first on the DIC values 
for the models without strategy covariates the values suggest that the hypotheses were 
not supported. The values suggest that applying either the rate or gamma constraint 
reduced the DIC, indicating improved model fit. Furthermore, while applying both 
constraints led to higher DIC than one constraint alone, the DIC was still lower than 
that for the unconstrained model, indicating that the fully constrained model was a 
better model of subtask learning than the unconstrained model. This was the case for 
both power and exponential functions and was contrary to the current hypotheses and 
the findings of the original study. However, looking at the deviance values instead of 
DIC values suggests a pattern of findings more in line with the hypothesis. For both 
power and exponential functions applying either the rate or gamma constraint 
increased the deviance of the model and applying both constraints simultaneously 
increased model deviance more than the sum of the increase caused by each 
individual constraint (i.e., for the power function applying a single constraint 
increases model deviance by 1,126 and 910 for the rate and gamma restraint 
respectively, however, applying both constraints increases deviance by 5,852). Thus, 
the deviance values indicated that the unconstrained model was better than all the 
constrained models for both power and exponential functions, in line with the 
hypotheses. For both the exponential and power functions the penalty was much 
higher for the unconstrained function than the constrained. While a higher penalty for 
the unconstrained model was expected due to its extra flexibility, the size of this 
penalty, particularly when compared to what was found in the original study, suggests 
that the fit of the models needed to be explored further. Thus, plots of model fits were 
inspected, parameter estimates were explored and posterior predictive checks were 
conducted.  
Figure 4.4 displayed plots of subtask performance over practice at the group 
level with power function model fits overlaid. Focusing on the models without 
strategies, these plots indicate that the constrained model struggles to capture group 
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level subtask performance in the final blocks, underestimating completion time for 
filtering and overestimating completion time for information gathering and timetable 
use. Furthermore, the constrained model also struggles to capture group level initial 
subtask completion times, underestimating completion time for all subtasks. Figure 
4.5 shows the same data for four representative participants. Again, focusing on the 
models without strategies, these plots show that while both the constrained and 
unconstrained models fail to capture some of the block level variation at the 
individual level, the constrained model struggles more to capture the initial and final 
task completion times, when compared to the unconstrained. For example, for 
participant 120, the constrained model underestimates initial completion time for 
information gathering and overestimates initial completion time for filtering while the 
unconstrained model appears to capture both these values. 
The parameter estimates (shown in Table 4.3) indicate why the constrained 
model struggles to capture some aspects of the data. In the unconstrained model, 
while the rate of learning was similar between the timetabling and filtering subtasks, it 
was substantially higher for the information gathering subtask. However, in the 
constrained model, this value was forced to be equal across the three subtasks, leading 
to higher deviance from the data. Furthermore, by incorporating the gamma constraint 
the estimates for amount of learning were forced to be more consistent across 
subtasks. For example, in the constrained model the estimate for amount of learning 
was lower for information gathering and higher for filtering than it was in the 
unconstrained model.  
Posterior predictive checks (PPCs) allow for testing specific model failures by 
examining the ability of models to recover features of the data. Accurate models of 
the data should produce simulated statistics that are close to the real values. If the 
statistics chosen are important aspects of the data and the model fails to capture them, 
this indicates a bad model of the data. In line with the original study, the models in 
this study were tested on their ability to capture 16 key features of the data. From each 
of the four power models (constrained, with and without strategies, and unconstrained 
with and without strategies) 8,000 data sets were simulated. The 16 statistics were 
then calculated from each simulated data set and from the experimental data set. Table 
4.7 presents each statistic calculated from the experimental data as well as the mean, 
0.025 and 0.975 quantiles from the simulated data for each model.  
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Statistics 1-6 measure the change in task completion time over practice for 
each of the subtasks. For each subtask, for each individual, the difference in 
completion time from block 1 to block 15 was calculated. Statistics 1 to 3 give the 
mean of this value across individuals for each subtask while statistics 4 to 6 give the 
standard deviation across individuals for each subtask. Focusing on the models 
without strategies, the table shows that the mean estimate from each model did not 
match the value from the data exactly for any of these statistics. However, the 
unconstrained model captures the data value within the 95% quantiles for four of 
these statistics (e.g., for statistic 1 the value in the data was 26.86 which is inside the 
95% interval for the unconstrained model without strategies (25.64 - 26.88)), but the 
constrained model does not capture any. 
Statistics 7 and 8 index subtask consistency. First, the ratio of block 15 to 
block 1 task completion time was calculated. Then, for each individual, the standard 
deviation of this ratio across subtasks was calculated. Here larger standard deviations 
would imply greater levels of inconsistency in subtask learning, as larger standard 
deviations indicate larger differences in the amount of change between subtasks. 
Statistic 7 gives the mean of this value across individuals while statistic 8 gives the 
standard deviation across individuals. While both models fail to recover the mean 
value (statistic 7) the unconstrained model performs slightly better. However, both 
models are similarly able to capture the standard deviation (statistic 8). For instance, 
the low end of the 95% interval for the unconstrained model without strategies was 
0.02 away from the actual value while the low end of the 95% interval for the 
constrained models was 0.03 away from the true value.  
Statistics 9 and 10 also index subtask consistency by capturing the correlations 
between performance on each subtask. For each individual the correlation between 
performance on each pair of subtasks (i.e., I with F, I with T, and F with T) over 
practice was calculated. The mean correlation between subtask pairs was then 
calculated. Statistic 9 gives the mean of this value across participants while 10 gives 
the standard deviation across participants. Similar to statistics 7 and 8, both models 
are able to capture the correlations with some degree of accuracy, however, the 
constrained model does slightly better for both. 
The final 6 statistics assess the ability of the models to capture individual 
variation in performance. For each subtask, for each block, the standard deviation and 
10th percentile were calculated. The mean standard deviation (statistics 10-13) and 
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10th percentile (statistics 14-16) was then calculated across all blocks for each subtask. 
Both models are able to capture the mean standard deviation for information gathering 
and time tabling, however, the unconstrained model captures this value for filtering, 
while the constrained model does not. Furthermore, while both models struggle to 
recover the mean 10% quantile for all subtasks, the unconstrained model performs 
slightly better. 
Overall, the PPCs suggest that while the unconstrained model fails to recover 
some statistics and there are cases where the constrained model outperforms the 
unconstrained, in general, the unconstrained model is better at recovering key features 
of the data. When considered alongside the deviance estimates and model fits (i.e., 
Figures 4.4 and 4.5), these results suggest that subtask learning on this task is not 
consistent as constraining learning to be equal across subtasks resulted in damage to 
the fit of the model.  
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Table 4.7. Posterior Predictive Checks for Power Models of Subtask Learning With 
and Without strategies and Constraints 
   Without strategies With strategies 
Statistic Equation 
Actual 
dataa Unconstrainedb Constrainedb Unconstrainedb Constrainedb 
1. Mean RT improvement 








26.86 26.27 (25.64 - 26.88) 
20.33 
(19.36 - 21.29) 
26.48 
(25.92 - 27.03) 
24.68 
(23.90 - 25.45) 
2.Mean RT improvement 








6.78 5.84 (5.20 - 6.50) 
9.47 
( 8.66 - 10.25) 
6.38 
(5.83 - 6.90) 
5.60 
(4.91 - 6.30) 
3. Mean RT improvement 








11.79 11.23 (10.57 - 11.86) 
8.27 
(7.44 - 9.06) 
8.46 
(7.82 - 9.09) 
7.37 
(6.59 - 8.15) 
4. SD RT improvement 
     (information gathering)  
sdi yi,1,I − y1,15,I( )  19.88 19.58 (18.58 - 20.74) 
16.30 
(15.07 - 17.63) 
19.71 
(18.72 - 20.75) 
17.24 
(15.97 - 18.60) 
5. SD RT improvement 
     (filtering)  
sdi yi,1,F − y1,15,F( )  11.5 9.30 (8.28 - 11.38) 
8.69 
(7.36 - 10.50) 
11.49 
(9.75 - 13.18) 
6.69 
(5.42 - 8.54) 
6. SD RT improvement 
     (timetabling)  
sdi yi,1,T − y1,15,T( )  16.85 16.82 (16.07 - 17.81) 
9.02 
(7.90 - 10.52) 
10.65 
(9.75 - 11.93) 
7.84 
(6.85 - 9.15) 
7. Mean of the SD of the 
     subtask final/initial 
















0.2 0.23 (0.22 - 0.25) 
0.16 
(0.14 - 0.17) 
0.24 
(0.22 - 0.25) 
0.21 
(0.20 - 0.23) 
8. SD of the SD of the 
     subtask final/initial 



















0.12 0.13 (0.12 - 0.14) 
0.11 
(0.10 - 0.13) 
0.13 
(0.12 - 0.14) 
0.13 
(0.12 - 0.14) 
9. Mean of mean 
     intercorrelations 
     between subtasks 




cor yi ,.,k1, yi ,.,k2( )














0.67 0.51 (0.48 - 0.53) 
0.56 
(0.53 - 0.58) 
0.49 
(0.46 - 0.51) 
0.49 
(0.46 - 0.52) 
10. SD of mean 
     intercorrelations 
     between subtasks 





cor yi ,.,k1, yi ,.,k2( )












0.25 0.30 (0.28 - 0.32) 
0.26 
(0.24 - 0.28) 
0.30 
(0.28 - 0.32) 
0.25 
(0.23 - 0.27) 
11. Mean of block RT SDs 
     (information gathering)  
1
15





6.53 6.20 (5.90 - 6.56) 
6.67 
(6.28 - 7.14) 
6.24 
(5.98 - 6.55) 
6.76 
(6.39 - 7.20) 
12. Mean of block RT SDs 
     (filtering)  
1
15





3.59 3.74 (3.43 - 4.18) 
4.48 
(4.04 - 5.07) 
3.93 
(3.66 - 4.28) 
4.13 
(3.75 - 4.65) 
13. Mean of block RT SDs 
     (timetabling)  
1
15





4.8 4.67 (4.34 - 5.08) 
4.87 
(4.42 - 5.43) 
4.09 
(3.80 - 4.43) 
4.49 
(4.10 - 4.99) 
14. Mean of block RT 10th 
     percentiles (information 









5.98 5.83 (5.70 - 5.96) 
5.79 
(5.63 - 5.95) 
5.86 
(5.74 - 5.97) 
5.75 
(5.61 - 5.88) 
15. Mean of block RT 10th 
     percentiles (filtering)  
1
15





2.39 2.24 (2.09 - 2.40) 
1.65 
(1.48 - 1.82) 
2.33 
(2.19 - 2.47) 
2.09 
(1.93 - 2.24) 
16. Mean of block RT 10th 
      percentiles (timetabling)   
1
15





1.64 1.39 (1.32 - 1.47) 
1.21 
(1.13 - 1.30) 
1.37 
(1.30 - 1.45) 
1.35 
(1.27 - 1.43) 
Note. a Statistic calculated on actual data b Mean, 0.025 quantile and 0.975 quantile of the statistic 
calculated on simulated data.
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4.3.7.2 Models with strategy covariates. Overall, inclusion of strategy 
covariates in the models improved model fit and reduced the damage to model fit 
caused by adding constraints. To examine the combined effect of constraints and 
strategies the four power function models were compared, the two unconstrained 
models (with and without strategies) and the two fully constrained models (both the 
gamma and rate constraints, with and without strategies). Including strategy 
covariates in the model improved model fit for both the unconstrained (DICdiff = 
6,640) and constrained (DICdiff = 4,285) models. Furthermore, the difference in model 
fit between the unconstrained and constrained models was less for the models with 
strategy covariates (DICdiff = 3,744) than the models without (DICdiff = 6,099). 
Contrary to the hypotheses, the differences in DIC values suggest the constrained 
model is better than the unconstrained. However, as noted above, the deviance values 
suggest that applying the constraints does damage fit, and the inclusion of strategies 
minimized this damage (without strategies: Devdiff = 5852, with strategies Devdiff = 
3452), suggesting that the inconsistency in subtask learning can be explained, in part, 
by strategy use.  
Similar to the evaluation of the effect of constraints, the fit of the models with 
and without strategies were further explored by examining model fits and conducting 
PPCs. The models fits overlaid on Figure 4.4 and Figure 4.5 show how adding the 
strategy variables improved the ability of the models (both constrained and 
unconstrained) to account for variance between subtasks and individuals. For 
example, at the group level, the addition of strategies improved the ability of the 
models, particularly the constrained model, to predict performance during the final 
blocks. While this model still did not accurately predict initial performance, it is more 
accurate than the model without strategies.  
Returning to the PPCs in Table 4.7 it can be seen that the addition of strategy 
covariates increased the ability of the constrained model to simulate features of the 
data. For example, the constrained model without strategies underestimated the mean 
amount learnt on information gathering by 6.53 seconds. However, when measures of 
strategy use were included in the model, this statistic was underestimated by only 2.18 
seconds. 
4.3.7.3 Model recovery simulation. Similar to the comparison of power and 
exponential functions at the overall level, model recovery simulations were conducted 
to evaluate the ability of the models to identify the data-generating function 
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(constrained or unconstrained). For both the constrained and unconstrained power 
models (without strategy covariates) 20 data sets were simulated and then all four 
power subtask models (unconstrained without strategies (UWOS), unconstrained with 
strategies (UWS), constrained without strategies (CWOS) and constrained with 
strategies (CWS)) were fit to each data set. When the unconstrained model was the 
generating function, the unconstrained function provided better fit than the 
constrained model 100% of the time (DICcwos – DICuwos: M = 695.74, SD = 226.50; 
DICcws – DICuws: M = 564.75, SD = 228.82). Similarly, when the data were simulated 
from the constrained function the constrained model provided better fit 90% of the 
time (DICuwos – DICcwos: M = 48.47, SD = 15.50; DICuws – DICcws: M = 41.98, SD = 
24.31). The smaller differences in DIC values for constrained generated data suggest 
that the flexibility of the unconstrained function meant it was able to mimic the 
constrained function. The effect of strategy use was examined within the model 
recovery simulation by comparing the difference between constrained and 
unconstrained DIC with and without strategies when fit to each simulated data set: 
DICdiff = (DICcwos – DICuwos) – (DICcws – DICuws). 
The results showed that the DICdiff was positive 100% of the time when data 
was generated from the unconstrained model (DICdiff: M = 130.99, SD = 55.75). 
However, when the data was generated from the constrained model, the DICdiff was 
positive only 40% of the time, and was generally quite minimal (DICdiff: M = -6.49, 
SD = 17.53). This suggests that the inclusion of strategies improves the ability of the 
constrained model to estimate unconstrained data but has minimal impact on the 
ability of the unconstrained model to predict constrained data, as the flexibility of the 
unconstrained model meant it was already able to relatively accurately capture data 
generated from the constrained model. 
4.3.7.4 Comparison to original study. Overall, the finding that constraining 
parameters damages model fit and that including strategy covariates minimizes this 
damage, is consistent with the previous study. However, in the original study the 
estimates for both DIC and deviance indicated the unconstrained model was better, 
while in the current study only the deviance values (and the model fit statistics and 
PPCs) suggested the unconstrained model was more accurate. To determine whether 
the differences between the two studies were an artefact of the new blocking structure 
the analyses above were reproduced on the current data after applying a similar 
blocking structure to the original study. The model fit statistics for these models were 
CHAPTER 4:  SUBTASK LEARNING 
 
89 
presented in Table 4.5. Supporting the initial results, the values in this table indicated 
lower deviance for the unconstrained power and exponential functions with and 
without strategies compared to the deviance values for the constrained models.  
However, in this case, the superior fit of the unconstrained models was further 
supported by the DIC values. While the penalty for these unconstrained models was 
higher than the constrained models, the DIC values were lower, supporting the 
hypotheses and the findings of the original study. These values suggest that the large 
penalty applied to the unconstrained models seen in Table 4.2 was related to the 
unequal blocking structure.  
There were still some differences in the model fit estimates at the subtask level 
between the two studies. In the current study the values for deviance, penalty and DIC 
with equal blocking were approximately six times larger than the values seen in the 
original study, due to the difference in sample size. 
4.4 Discussion 
This study replicated a previous study of skill acquisition and subtask learning 
and addressed the first two aims of this thesis; (1) to examine whether a power or 
exponential function best describes skill acquisition and (2) to test whether the effect 
of practice or strategy use differed between subtasks. These aims were addressed by 
following the method of the original study and utilising Bayesian hierarchical 
modelling to compare power and exponential functions of skill acquisition and 
compare constrained and unconstrained models of subtask learning on the WAB task. 
Overall, this study supported the findings of the original study. As 
hypothesized (H1) the results indicated that while the power and exponential models 
provided similar fit at the overall task level, the power function performed slightly 
better. This was shown through the lower deviance and DIC of the power function as 
well as the graphs of group-level and individual-level performance over practice. The 
second hypothesis was partially supported, as imposing either a gamma or rate 
constraint increased model deviance. Furthermore, the deviance from the data was 
higher for the model with both constraints and graphs indicated that the unconstrained 
model captured the data better, thus providing some support for the third hypothesis. 
These two hypotheses were also supported by the secondary analyses where the data 
was blocked equally, similar to the original study, showing that the DIC values were 
lower for unconstrained functions, when compared to functions with a single or 
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double constraint. Finally, also as hypothesized, strategy use was related to subtask 
performance (H4) and strategy use explained, in part, the inconsistency in subtask 
learning (H5). This was shown through the significant values of the covariates and the 
reduction in damage to model fit between the constrained and unconstrained models 
when strategy use was accounted for in the model.  
Differences between the current study and the original study were further 
explored by examining the specific effect of changing the blocking structure. In the 
current study, having blocks of set time rather than blocks of equal numbers of trials 
led to longer initial task completion times. This had minimal impact at the overall task 
level; the parameter estimates were slightly different, particularly for the amount of 
learning parameter, and the model fit statistics were slightly larger for data that had 
unequal blocking. However, at the subtask level the blocking structure substantially 
influenced model fit, particularly affecting the penalty of the unconstrained functions. 
This led to a preference for an exponential model of subtask learning over a power 
model and suggested that the constrained model was better than the unconstrained 
model. To understand the effect of blocking and separate out changes due to natural 
sampling variation trial level data from the current study was grouped into blocks 
using the same methods as the original study and the fit of the models on this data was 
evaluated. This substantially reduced the penalty of the power functions and the 
unconstrained models, and the pattern of results more closely mirrored those of the 
original study. 
4.4.1 Power Vs. Exponential 
At the overall task level, the power function was slightly better at capturing 
the data than the exponential function, supporting the original study. The results at the 
subtask level were more complex. Initially, the model fit statistics suggested that, for 
unconstrained models the exponential function was superior, despite a lower deviance 
for the power function. However, the model fit statistics with the same blocking 
structure as the original study (equal number of trials per block) suggest that this 
preference for the exponential function was an artefact of how the trials are blocked. 
These results indicated that with equal trials per block the power model of subtask 
learning was a better model as it had a lower deviance, penalty and DIC estimate than 
the exponential model. 
The preference for the power function supports the original study and the 
original findings by Newell and Rosenbloom (1981) that a power law accurately 
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captures quantitative change in performance over practice. Furthermore, the DIC 
values, penalty estimates and model recovery simulations suggested that, even though 
the power and exponential functions had the same number of parameters, the 
exponential function was more flexible. This suggests that the superiority of the 
exponential function found by Heathcote et al. (2000) may have been due to the 
flexibility of this model, rather than an improved ability to capture the data generating 
process, as individual-level data often involves more noise. However, other 
explanations for these differences are possible, Heathcote et al. (2000) used a 
different task and different model specifications. Furthermore, other researchers have 
recently shown that after adding a parameter to capture initial slow improvement to 
both the power and exponential function, the exponential function performed 
substantially better than the power function. Therefore, while the power function 
performed better in the current study, this does not suggest support for a “power law 
of practice”, instead, researchers should consider the data, questions and method and 
compare multiple models rather than assuming the functional form of their data.  
Multiple researchers have suggested that the power law often observed in 
studies of skill acquisition occurs as a result of aggregating over component processes 
that follow exponential or discontinuous power functions (e.g., Haider & Frensch, 
2002; Heathcote et al., 2000; Rickard, 1997). The current findings partially support 
this, showing that learning on the overall task is made up of learning component tasks 
that change differently to performance on the overall task. However, the current 
findings show that, for subtasks, while the pattern of changes may not exactly mirror 
the changes seen at the overall level, these processes do change in line with a power 
function, not an exponential function. Furthermore, the current study explored why 
learning on these components may differ, showing the presence of subtask trade offs 
and strategy use. 
4.4.2 Subtask Learning Consistency 
Overall the findings from the current study regarding subtask learning 
consistency support the original study and the hypotheses, suggesting that subtask 
learning within the WAB task is inconsistent and does not necessarily mirror changes 
seen at the overall task level. Furthermore, while these findings are different to those 
of F. J. Lee and Anderson (2001), they are in line with findings from some smaller 
studies that examined component tasks and found that performance change can differ 
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between these components (e.g., Ackerman, 1992; Ackerman et al., 1995; Bryan & 
Harter, 1899). 
Initially the findings of this study suggested that subtask learning was 
consistent as when trials were grouped into blocks unequally, the penalized model fit 
suggested that the constrained models were more accurate models of subtask learning. 
Closer inspection of plots of model fits, deviance estimates and PPCs did not support 
this initial conclusion however, as these analyses suggested the unconstrained model 
was better at capturing the data. Furthermore, in the follow up analyses where trials 
were blocked equally, the DIC values suggested that the unconstrained models better 
captured the data. Thus, the preference in DIC values for the constrained models seen 
initially appeared to be due to the unequal blocking structure leading to a high penalty 
being applied to the unconstrained functions, and not due to true subtask consistency 
in the data. Future research could explore why blocking structures may affect model 
fit statistics in this way. 
In one aspect this study supports the reducibility hypothesis and the findings 
from F. J. Lee and Anderson (2001) as changes in subtask performance, particularly 
at the group level, display a monotonic decrease to asymptotic levels of performance 
that can be modelled by the same function as overall task performance. However, the 
current findings (and those of the original study) suggest a refinement to the 
reducibility hypothesis that states that while the overall task can be decomposed into 
component tasks that change in a similar pattern, rate of learning can differ between 
the subtasks. This implies that acquiring a complex skill may involve more than just 
learning the component tasks.  
The task and analyses used in this study (and the original) differ in several key 
ways from the study by F. J. Lee and Anderson (2001) that may explain the 
differences in results. First, the current study utilized hierarchical modelling, which 
incorporates individual differences. Research has often shown that aggregating over 
individuals can hide the true shape of the individual curve (e.g., S. Brown & 
Heathcote, 2003; Estes, 1956). The graphs of skill acquisition at the individual level 
support this; while minimal differences in model fit can be seen between the 
constrained and unconstrained functions at the group level, the individual-level plots 
showed more detail about how the constrained function struggles to capture specific 
aspects of the data. Second, applying two constraints provided a tougher test of 
consistency. With two parameters free to vary (as applied by F. J. Lee and Anderson 
CHAPTER 4:  SUBTASK LEARNING 
 
93 
(2001)) the power function still has the flexibility to model most curves with different 
shapes. However, the constrained model with only one parameter free to vary used in 
the current study would only provide equal fit with the unconstrained function for 
truly consistent subtasks. Furthermore, in the current study the reduction in model fit 
caused by applying two constraints simultaneously was greater than the sum of the 
reduction due to applying each constraint separately, supporting the hypothesis that 
having two parameters free to vary still provides high levels of flexibility. Finally, the 
decomposition of the two tasks was different. In F. J. Lee and Anderson’s (2001) 
study the subtasks defined were relatively similar, requiring similar processes. 
However, in the current study the WAB Task was decomposed into subtasks that 
required different processes, such as committing information to memory, or searching 
for a certain class. Having these different processes and the possibility of subtask 
trade-off, (i.e., spending more time filtering could reduce timetabling time) led to 
subtask learning inconsistency in the current study.  
4.4.3 Strategy Use and Subtask Performance 
The different processes underlying the subtasks in the current study were 
explored by adding strategy covariates to the models. These results showed that 
strategy use was related to subtask performance and subtask learning consistency as 
including strategy covariates in the model reduced the damage to model fit caused by 
constraining parameters across subtasks. This supports research showing the strong 
relationship between strategy use and performance both between and within 
individuals (Frank et al., 2013; Rogers et al., 2000; Siegler & Lemaire, 1997).  
Furthermore, within the current study each strategy measure related differently 
to the three subtasks and captured the subtask trade-offs present in the WAB Task. 
Specifically, use of the level filter, which appeared consistent across practice, 
increased time spent filtering and decreased timetabling time. However, the finding 
that the increase in filtering time was greater than the decrease in timetabling time 
suggests that using filters may not be optimal. Instead, their continued use may 
indicate other benefits such as reduction in the need to hold information in memory. 
For example, after asking the day/time requirements of the parent the participant 
could apply these filters and then remove the need to retain this information in 
memory while scanning the timetable.  
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4.4.4 Effect of blocking structure 
The results of this study indicate that the way trials are grouped into blocks 
can influence model fit. Often in skill acquisition studies participants complete a set 
number of trials (Ackerman, 1992; Ackerman & Kanfer, 1993; Haider et al., 2005). 
However, in the current study there was no time limit to trials, and thus while some 
individuals could complete a trial under 10 seconds, others could take over 2 minutes. 
Therefore, to control the length of experimental sessions, participants in the current 
study (and the original) completed as many trails as possible in a set amount of time. 
The blocking structure of the current study meant that there was an unequal number 
of trials in each block and early blocks were often averaging over only 1 or 2 trials. 
However, the blocking structure from the original study (where trials were evenly 
distributed among 15 blocks) was more similar to that of other skill acquisition 
studies (e.g., Ackerman, 1988; Day, Arthur, & Shebilske, 1997; Haider & Frensch, 
1999; Voelkle et al., 2006). Thus, after noting the difference between the current 
findings and those in the original study the analyses were rerun on the current data 
with both blocking structures and the effect of blocking structure on model fit was 
examined.   
Several effects of blocking structure were noted. First, the parameter estimates 
at the overall task level differed. Specifically, the estimates for amount learnt were 
generally larger for unequal blocking. This was mainly due to the number of trials in a 
block. With the unequal blocking structure there were less trials in the initial block 
and more in the final blocks. This led to longer task completion times on the initial 
blocks. Model fit statistics were also affected by the blocking structure, with lower 
deviance and DIC for the equal blocking structure, suggesting better convergence 
with both power and exponential descriptions of skill acquisition. The largest 
difference between the blocking structures was seen in the penalty of the 
unconstrained models at the subtask level. This value was substantially higher when 
trials were blocked unequally. These differences highlight the need to consider the 
effects of aggregation over trials, particularly when exploring differences in similar 
functions (such as power and exponential). Furthermore, where possible researchers 
should utilize other methods of model comparison, such as examining plots of model 
fits and running posterior predictive checks.  
Some researchers (Ghisletta et al., 2010; Rickard, 1997, 2004) suggest 
analysing data at a trial level, rather than aggregating to blocks. However, this was not 
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done in the current study for two key reasons. First, due to the conditions of the study, 
the participants did not complete an equal number of trials and this presents 
challenges when modelling. Furthermore, the conditions for the experiment, including 
long session times, trial-to-trial variation in task specifications and the need to take 
breaks throughout the session to measure other variables, led to higher levels of noise. 
Overly flexible functions are often able to capture this noise better than others. 
However, ability to capture noise does not necessarily reflect ability to capture the 
true data generating function, and thus blocking was used, to combat the effect of 
noise and better represent the true effect of practice.  
4.4.5 Limitations and Directions for Future Research 
While the current study addressed the limited sample size of the original 
study, it still utilized the same task and thus it is not known if subtask learning 
inconsistency would be observed in other tasks or in job performance. However, the 
results suggest that any task or job that involves subtasks with different underlying 
processes or subtask trade offs (similar to those seen in the current task), will likely 
display inconsistency in subtask learning. Future research could explore this further 
with more complex tasks or job performance. Furthermore, research could also 
explore the effect of different blocking structures, or examine trial level performance 
to understand how these aspects relate to model comparison. 
While it was concluded that the reason this study found a preference for the 
power function while recent work shows a preference for the exponential was due to 
the use of a better measure of model complexity, more recent research suggests this 
may not be the case (Evans et al., 2018). Instead this difference may be related to 
differences in the way the models were built and estimated or in the complexity of the 
task and subtasks. For instance, previous researchers exploring subtask consistency 
have decomposed the task down to the keystroke level (i.e., a single action) (F. J. Lee 
& Anderson, 2001), which was not done in the current study. If the task used in the 
current study had been decomposed further exponential changes may have been 
found. However, the current findings still show that power functions can involve an 
aggregation of power functions, not exponential. Furthermore, the timetabling subtask 
involves simple single actions, more similar to simple tasks, and displayed power 
function changes (although in a combined model). Future research could explore 
other decompositions, exploring how power and exponential functions fit different 
levels of subtasks and whether the type of subtask influences model fit. Finally, this 
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study highlighted the importance of strategy use to both overall and subtask 
performance and noted that patterns of strategy change differ depending on the 
strategy being measured. Future research could determine how strategy use changes 
over practice, and how this differs between strategy types, while also noting how 
these changes relate to changes in performance at overall and subtask levels. 
4.5 Conclusion 
 This chapter addressed the first two aims of the thesis. By replicating a 
previous study, this chapter showed that both power and exponential functions 
provide sufficient fit to skill acquisition data at overall and subtask levels. The results 
suggests that the power function was slightly better and that previous preference for 
the exponential function in other studies may be due to its flexibility and ability to 
model noise. However, the preference for exponential functions in previous studies 
could also be due to differences in model specification and task complexity and thus it 
is not the suggestion of this study that there is a “power” or “exponential” “Law of 
practice”, instead the researcher should test different models rather than assuming 
power or exponential is the correct functional form. Furthermore, this chapter 
suggests a refinement to the reducibility hypothesis. While changes in subtask 
completion time follow a similar pattern to each other and changes in overall task 
performance, rate of learning is not consistent and thus performance at the overall 
level is a function of learning the subtasks and learning how to effectively combine 
them. Through use of new data this study showed that having a larger sample 
increases confidence in parameter estimates and increases deviance and DIC 
estimates by approximately the same factor as the increase in sample size. Finally, the 
different blocking structure of the current study led to differences in parameter 
estimates and model penalty that suggest the need for future research to consider how 
data has been blocked and test model fit through more that just a single mathematical 
estimate of model fit, such as DIC.  
In regards to the overarching goals of this thesis, the current study showed 
how skill acquisition can be decomposed and explored as changes in underlying 
processes, in this case subtasks. Furthermore, the study identified how the pattern of 
change for these processes does not necessarily mirror those seen at the overall level, 
as overall task performance is made up of performing and combining these subtasks. 
That is, in order to perform the overall task with a high level of skill an individual 
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must complete the different subtasks well but also understand how to effectively and 
efficiently combine them, or trade-off between them. The use of Bayesian methods 
provided the flexibility to fit multiple complex hierarchical models and compare these 
with a method of model comparison that considers multiple sources of model 
complexity. Through this, the current study identified that one potential explanation 
for past findings of preference for an exponential “Law of Practice” at an individual 
level may be due to its flexibility and ability to mimic a power function. Furthermore, 
the Bayesian framework enabled alternative methods of model comparison (PPCs, 
model recovery simulations) to enhance analyses and understand why certain models 
were better or worse at fitting the data.  
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CHAPTER 5: HIERARCHICAL MODELS OF STRATEGY CHANGE1 
5.1 Introduction 
This Chapter presents Study 2 of the thesis, examining the abruptness of 
strategy change and how it relates to gradual performance change (thesis Aim 3). The 
time it takes to complete a cognitive or psychomotor task generally decreases 
gradually with practice (e.g., Newell & Rosenbloom, 1981; Thorndike, 1908). One 
way that individuals improve with practice is by adopting more efficient strategies 
(e.g., Crossman, 1959; F. J. Lee & Anderson, 2001; Logan, 1988; Tenison & 
Anderson, 2016). Some research suggests that gradual changes in performance are an 
artefact of group-level analysis and that individual-level learning curves may show 
discontinuities when abrupt changes in strategy use occur (Gaschler et al., 2015; 
Haider & Frensch, 2002; Rickard, 1997, 2004). However, even at the individual-level, 
learning curves rarely display abrupt changes (Anglim & Wynton, 2015; Heathcote et 
al., 2000). Thus, there remains a need to reconcile how abrupt changes in strategy use 
can co-occur with gradual changes in task completion time. One explanation is that 
tasks involve multiple strategy components. Some component strategies may change 
abruptly, while others change gradually; the timing of abrupt strategy changes may 
also vary between components. Thus, the effect of practice on overall strategy 
efficiency may be more gradual and begin to mirror the functional forms typically 
seen for task completion time. This study investigates this theory using novel methods 
for comparing abrupt and gradual strategy change on a complex task. 
5.1.1 Practice, Strategy Use, and Performance 
Strategy use influences performance and strategy change partially explains the 
effect of practice on performance (e.g., Anglim & Wynton, 2015; F. J. Lee & 
Anderson, 2001; Logan, 1988). While strategy use can be defined as an optional 
method of task completion, for the present study we focus on three types of strategies 
linked to faster task completion times: memory retrieval, information reduction, and 
insight. Memory retrieval involves retrieving a solution from memory instead of 
applying a multi-step algorithm (e.g., Bajic & Rickard, 2009, 2011; Compton & 
                                                
1 Note: this chapter is adapted from a published study (Wynton & Anglim, 2017). The paper is 
reproduced here in its entirety with minor changes to the wording of the aim, introduction and 
discussion to bring them in line with the rest of the thesis. Furthermore an image of the task is removed 
as it was presented in a previous chapter. 
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Logan, 1991; Crowley et al., 1997; Logan, 1988; Logan & Etherton, 1994; Rickard, 
1997; Siegler, 1988b; Tenison & Anderson, 2016). Information reduction involves 
ignoring task-irrelevant information (see, for example Haider & Frensch, 1996, 1999; 
F. J. Lee & Anderson, 2001). Finally, insight strategies involve discovery where the 
key to using the strategy is knowing that it exists, and then choosing to use it (e.g., 
Anglim & Wynton, 2015; Blessing & Anderson, 1996; Yechiam et al., 2004).  
Research suggests that practice can lead to both abrupt and gradual changes in 
strategy use at the individual level. Abrupt changes seem to be more prevalent when 
strategy change involves an insight or simple discrete change. For example, the 
transition to memory retrieval may occur abruptly on a single item but not on set of 
items (Rickard, 2004), and learning to ignore a single irrelevant piece of information 
(Haider & Frensch, 2002) can occur more abruptly than a gradual refinement of how 
visual attention is allocated on a complex computer-based task (F. J. Lee & Anderson, 
2001). Formal instruction may also increase the prevalence of abrupt strategy shifts 
(Alibali, 1999).  
Some researchers have explicitly sought to reconcile abrupt strategy shifts 
with models of the learning curve. Haider and Frensch (2002) noted that if the timing 
of strategy shifts differ across individuals, group-level learning curves would appear 
gradual even when individual-level curves show discontinuities. While some research 
has obtained abrupt changes in performance when strategy shifts occur (Gaschler et 
al., 2015; Haider et al., 2005; Rickard, 2004), most studies show that even for tasks 
that involve abrupt changes in strategy use, individual-level learning curves remain 
gradual (e.g., Anglim & Wynton, 2015; Heathcote et al., 2000). Second, several 
researchers have suggested that learning curves are strategy-specific (Delaney et al., 
1998; Palmeri, 1999; Siegler, 1987), meaning that individuals get faster at 
implementing a particular strategy with practice. This suggests that the performance 
benefits of a strategy change may take time to accrue. Third, for some tasks, strategy 
change is an item-specific process (e.g., memory retrieval on multiplication 
problems). Thus, for tasks that include multiple items, performance may improve 
gradually due to different item-specific timings for strategy change (e.g., Palmeri, 
1997; Rickard, 2004).  
5.1.2 A Theory of Strategy Aggregation and Change 
We propose that on complex tasks changes in task completion time will be 
influenced by multiple component strategies. These component strategies will often 
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change abruptly with practice; that is, individuals will abruptly shift to retrieving one 
item from memory, ignoring a single piece of irrelevant information, or using a 
particular short-cut that makes task completion more efficient. These component level 
strategies can then be aggregated to domains and to an overall level of strategy 
efficiency. In line with research that shows that aggregated curves smooth over 
discontinuities in underlying processes (Estes, 1956; Haider & Frensch, 2002; 
Heathcote et al., 2000), we propose that when examined at the global level, strategy 
change will be gradual at the individual level. Furthermore, because strategy change 
is a driving factor of performance change, we propose that when there are a 
reasonable number of component strategies, changes in global strategy efficiency 
should broadly mirror changes in performance; i.e., they should follow a learning 
curve similar to a power function.  
5.1.3 Bayesian Hierarchical Models of Strategy Change 
While several researchers have fit mathematical models of the effect of 
practice on strategy use (e.g., Gaschler et al., 2015; F. J. Lee & Anderson, 2001), this 
literature generally shares limitations with research examining practice and 
performance. First, many studies have analysed strategy change at the group level 
(e.g., Touron & Hertzog, 2009; Touron et al., 2011). Group-level curves can, and 
often do, have distinct functional forms to individual-level learning curves (Estes, 
1956; Haider & Frensch, 2002; Heathcote et al., 2000), and individual-level curves 
are of most relevance when developing a psychological theory of skill acquisition. 
Issues of aggregation are greater for strategy curves because individual differences in 
functional form are greater than they are for performance; and when strategy use 
shifts abruptly, the timing of the shift varies across individuals, which can yield 
smooth power-like functions at the group level (Haider & Frensch, 2002). Second, 
researchers have rarely mathematically modelled both gradual and abrupt functions to 
assess which fits best to the data, although see Gaschler et al. (2015) for an exception. 
Third, researchers have rarely used formal statistical models of individual differences 
in strategy change. Researchers have often relied on descriptive statistics (John & 
Lallement, 1997; Siegler, 1988a, 1988b, 1991) and piece-wise analyses where models 
are fit separately for each individual (e.g., Gaschler et al., 2015). This often overfits 
the data, fails to pool parameter estimates over individuals, and does not model 
individual differences in strategy change. Finally, studies have rarely used methods 
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that enable an appropriate penalization for sources of model complexity (see Pitt & 
Myung, 2002 for discussion of sources of model complexity).  
Bayesian hierarchical methods are particularly well-suited to overcoming the 
above limitations related to modelling the effects of practice on strategy use and 
performance (for further discussion and recent applications, see, Anglim et al., 2015; 
Anglim & Wynton, 2015; Averell & Heathcote, 2011; Dennis, Lee, & Kinnell, 2008; 
S. Farrell & Ludwig, 2008; Jaeger et al., 2015; M. D. Lee, 2008; M. D. Lee, 2011; 
Wasserman, 2000). Bayesian methods are flexible. It is easy to incorporate non-linear 
functions such as the power function and non-normal distributions suitable for skewed 
response time distributions and binary strategy use data. Bayesian methods also offer 
several approaches to model comparison including measures of model fit such as DIC 
that penalize different forms of model complexity, and measures of data recovery 
such as posterior predictive checks, that are well-suited to comparing abrupt and 
gradual models of strategy change.  
5.1.4 The Current Study 
In summary, little research has formally modelled both component and overall 
strategy change on a complex task at the individual level; little research has formally 
tested competing models of gradual and abrupt strategy change; and finally, little 
research has sought to reconcile abrupt changes in strategy use with gradual changes 
in performance. Thus, the current study aimed to examine whether the relationship 
between practice and strategy use could be abrupt and tests a theory of how these 
abrupt changes could lead to gradual performance change over practice. Furthermore, 
this study also aimed to highlight the flexibility of a Bayesian approach in fitting 
abrupt and gradual models within a hierarchical structure. To achieve these aims, 
participants practiced a computer-based timetable booking task. The task permitted 
objective strategy measurement on each trial. Task analysis identified a range of 
component-level strategies that could be aggregated up to domains and global levels. 
Bayesian hierarchical modelling was used to model abrupt and gradual functions of 
the effect of practice on strategy use at the individual level. In particular, the models 
tested our theory of strategy aggregation whereby strategy efficiency may be abrupt at 
the component level, but approximate a power-function at the global level. 





A sample of 162 participants (64% female) aged 18-51 years (M = 25.3, SD = 
8.2) completed the study. Participants were recruited through an Australian university 
and received a AU$25 gift card for their participation. From an original sample of 163 
participants, data for one participant was removed due to not completing all practice 
blocks. Ethics approval for this study was granted by Deakin University Faculty 
Human Ethics Advisory Group. 
5.2.2 The Task 
This study used the Wynton-Anglim Booking (WAB) Task (Anglim & 
Wynton, 2015).  The version used in the present study is available at 
<https://osf.io/5krfq>. This computer-based task is designed to be more complex than 
simple cognitive tasks but simple enough for meaningful learning to take place in a 
lab setting. The task is a simulated version of that performed in swimming schools. 
The participant plays the role of a receptionist whose job it is to book children into 
swimming lessons that meet the requirements of the parent and child.  
As described in Study 1, each trial requires the participant to identify an 
appropriate class for a given child. Appropriate classes need to meet three criteria: (a) 
each level can only contain a certain number of children, so classes cannot be 
overbooked, (b) the class must adhere to the day, time, and teacher requirements of 
the parent, and (c) the child must be booked into the right level for their age. There 
are six levels, Beginner (ages 0-3), Tadpole (ages 4-6), Seals (ages 7-9), Dolphins 
(ages 10-12), Advanced (ages 13-16) and Squad (17-21). If participants ask the parent 
what level the child is, 80% of the time the answer is “I don’t know”, so participants 
typically identify the level by asking for the child’s age and looking up the 
appropriate level in the class rules. There are 22 different answers to “How old is your 
child?” that range from 6 months to 21 years.  
The main task screen as seen by participants was presented in Study 1 
(Chapter 4, Figure 4.1). This screen allows participants to ask questions of the parent, 
view the class rules (information regarding number of bookings allowed per level and 
the age requirements for each level), apply filters and view the timetable. The 
timetable consisted of 120 classes (unfiltered) arranged in five columns by day, 
Monday to Friday, and sorted in rows by time. This also appears as a pop-up window 
that must be closed (or the correct class selected) before another action can be 
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performed. If filters are applied, the timetable will only display classes consistent with 
the specified filters.  
Because the WAB Task records all participant actions, strategy use can be 
measured objectively. Strategy use was represented in terms of global, domain, and 
component levels. Component level strategy use was calculated as the proportion of 
trials within each block that a component strategy was used. Domain and global 
strategy use was calculated as the mean of included component strategies. Task 
performance was measured as the average time taken to complete a trial within a 
block, so shorter times represent better performance. To align performance and 
strategy metrics so that lower strategy values indicated faster performance and more 
efficient strategy use, all strategy variables represented the proportion of trials in the 
block that an inefficient strategy was used. If the action was an efficient strategy, then 
inefficient strategy use was the proportion of trials where the strategy was not used. 
Thus, inefficient strategy use ranged from 0 (efficient) to 1 (inefficient). Figure 5.1 
presents a hierarchical aggregation of task strategies. For the current study, we 
aggregated component strategies to domain levels based on strategy type. Inefficient 
information gathering reflects the amount of irrelevant information being processed, 
inefficient filtering reflects a lack of insight into the task, and accessing rules reflects 
the use of a look-up rather than a memory-retrieval strategy. Inefficient information 
gathering and inefficient filtering each consisted of several component-level 
strategies.  
Figure 5.1. Hierarchical aggregation of strategy use.  
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For inefficient information gathering there were three questions that 
individuals could ask parents for which the information provided was of no relevance 
to the task. Thus, we expected that over practice participants would stop asking these 
questions. Inefficient filtering was broken down into two separate measures of insight. 
The filters reduce the number of classes displayed on the timetable and therefore the 
amount of time participants spend scanning the timetable for the correct class. While 
all the filters reduced the number of classes displayed, the day/time filters had less 
impact on scanning time, because the timetable is already organized by day and time. 
Therefore, the first component measure of inefficient filtering was not using the level 
filter, as the level filter has the largest impact on the number of classes displayed on 
the timetable. Because the default for the level filter is to have all levels selected, 
filtering for a specific level requires five mouse clicks to deselect all but one level. 
However, a participant can reduce this to two clicks by pressing “deselect all” and 
then the desired level. Therefore, our second measure of inefficient filtering was not 
using the deselect all button.  
Accessing rules was also defined as a domain-level strategy as the age of the 
student, and thus the item-level memory retrieval required, differs from trial-to-trial. 
These item-level shifts reflect component-level shifts. However, as the age of the 
simulated child was random and the number of trials completed in a block differed 
between individuals, we did not examine these shifts within the models. Instead, these 
item-level memory retrieval shifts were examined separately (see Appendix E.2).  
The WAB Task was created using Visual Basic programming with Microsoft 
Excel. The task was delivered on desktop computers running Windows 7. The 
computers had LCD screens with a resolution of at least 1,680 x 1,050 pixels.  
5.2.3 Procedure 
Participants completed the study in a computer laboratory in small groups and 
were seated apart to prevent any interactions. Before completing the task, participants 
completed measures of individual differences that are not the focus of the present 
study. The skill acquisition task first involved reading instructions about the task. 
Participants were instructed to identify a class for each child in the shortest amount of 
time. Participants then completed 15 3-minute blocks of trials. In each block 
participants completed as many trials as possible. Blocks ended once trial completion 
coincided with the passage of at least three minutes since the beginning of the block. 
At the end of each block, participants were given feedback on their average trial 
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completion time for that block. Trial characteristics such as the age of the child, 
teacher preferences, and time preferences were randomized according to a schedule 
(for more information on the task see Anglim & Wynton, 2015).  
5.2.4 Bayesian Models 
All models were estimated using Bayesian methods. The recent increase in 
Bayesian methods within psychology has been facilitated by increases in computer 
processing capabilities, software that simplifies Bayesian analysis, and the publication 
of introductory textbooks and tutorial papers (e.g., A Gelman, Carlin, Stern, & Rubin, 
2014; A Gelman & J Hill, 2007; Kruschke, 2010a). In this section we first set out the 
model of task completion time, followed by the model of strategy use.  In broad 
terms, task completion time was modelled using a three-parameter power function 
with parameters that varied over individuals. Strategy use was modelled using both an 
abrupt and a power function. The abrupt function involved a single step (e.g., from 
always using a strategy to not using a strategy), and the power function was broadly 
equivalent to the model of task completion time. Various technical details were 
required to capture the positively skewed nature of task completion time and the use 
of proportions for strategy use. However, the important point is that the abrupt and 
power functions provide an empirical test of whether strategy change was abrupt or 
gradual. 
The models state that an individual's expected task completion time or 
expected strategy use on a particular block comes from a distribution. The mean of 
the distribution is then defined using a function that describes the effect of practice. 
Each function includes parameters that reflect specific features of the change (i.e., in 
the power function  reflects the amount of change). All models are hierarchical in 
that each individual has his or her own function parameters and these parameters are 
assumed to be drawn from a population distribution. This population distribution can 
then be described using means and standard deviations (called hyperparameters) to 
characterize how the practice–performance (or practice–strategy) relationship varies 
over individuals. In Bayesian analysis, the probability of every potential value for 
each hyperparamter is calculated, providing a full posterior distribution. 
5.2.4.1 Practice and performance. In order to check that the relationship 
between practice and performance was similar to that of previous research with this 
and other tasks, the fit of a power function was examined. In the model below, 
 θ
(1)
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expected task completion time, 
 
yij , for participant  i (i = 1,..., I )  on block 




βij . The Gamma distribution has characteristics suitable for modelling task 
completion time, in that it is strictly positive and can readily incorporate a positive 
skew. For ease of interpretation these parameters were reparameterized into mean, 
 
µij
, and standard deviation,  σ i . The mean is modelled as a power function where  xij  
represents block number. Each power function parameter ( θ
(q) , where  q ∈(1,2,3)  and 
indexes the parameter number) has a Gamma distribution that is also reparatermized 
to be described by mean and standard deviation hyperparameters that describe the 
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The effect of inefficient strategy use on performance was then examined by 
comparing the fit of the above model to a model where 
 





(3)( ) + γ zij  





zij  represents global inefficient strategy use for individual  i  on block  j  and γ  
is a parameter representing the influence of inefficient strategy use on performance.  
5.2.4.2 Practice and strategy use. To provide a formal test of the degree to 
which strategy change was abrupt or gradual, abrupt and power models were fit for 
each strategy. For descriptive purposes, we focus on the observed proportion of trials 
that a participant,  i , used a given strategy,  zij , in a particular block,  j . However, 
because trial-level strategy use was a binary variable, we modelled the number of 
times a strategy was used 
 
z 'ij  using a binomial distribution. In this way we are 
modelling the latent probability of strategy use, 
 
µij , rather than the observed 
proportion, which includes error. In the model below, 
 
wij  represents the number of 
trials in the block, and  k  represents the number of strategy components (for example, 
for inefficient filtering,  k  = 2). Strategy use was modelled as  
 
z 'ij ~ Binomial µij ,kwij( )
zij = z 'ij kwij
µij = f θ i ,xij( ),
 





(a1) , xij ≤θ i
(a2)
θ i







and the power function was 
 
µij = θ i
( p1)x j
−θi




and where the  a  and  p  in the parameter index indicates abrupt and power parameters 
respectively. To ensure that 
 
µij  remained within the bounds of a proportion (i.e., 
between 0 and 1), constraints were placed, for both power and abrupt functions, on 
the population distributions for  θ i
(1)  and  θ i
(3)  to ensure that  0 <θ i




0 < θ i
(1) +θ i
(3)( ) <1. The asymptote parameters for each function were drawn from 
a beta distribution (which only includes values between 0 and 1), i.e., 
 
θ i
(3) ~ Beta α
θ ( 3)
,β
θ ( 3)( )  where  αθ(3)  and  βθ(3)  are hyperparameters describing the 
distribution over individuals. All beta distributions were truncated 0.001 and 0.999 to 
prevent numerical estimation issues. Parameters representing amount of change for 
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both functions,  θ i
(1) , were equal to  λi(1−θ i
(3) ) , where 
 
λi ~ Gamma(αγ ,βγ ) . Because 
individuals could not shift strategy before the first block or after the last block, the 
distribution of the shift point for the abrupt function was distributed on a truncated 
normal constrained to be between 1.5 and 14.5, i.e., 
 
θ i
(a2) ~ Nc(µθ ( a 2 ) ,σθ ( a 2 ) )∈(1.5,14.5) . The rate parameter for the power function,  θ i
( p2) , 
was  1.5×θ i
( p2) , where  θ i
( p2)  was drawn from a beta distribution, i.e., 
 
θ i
( p2) ~ Beta(α
θi
( p 2 ) ,βθi( p 2 ) ) , and thus the values of  θ i
( p2)  ranged from 0 to 1.5. 
Constraining the upper bound of  θ i
( p2)  limited the ability of the power function to 
mimic abrupt changes in the first few blocks of practice, thus ensuring it mirrored the 
learning curve function rather than an abrupt, or rapid, shift. 
Estimating Bayesian models requires the specification of priors on the 
hyperparameters. Relatively uninformative priors were used that respected natural 
constraints of the problem domain. Hyperparameters for amount of change and 
asymptotic performance in both abrupt and power functions had gamma priors: 
 αλ ~ Gamma(4,1) ,  βλ ~ Gamma(4,4) ,  αθ ( 3) ~ Gamma(4,4) , and  βθ ( 3) ~ Gamma(4,1).
These priors are relatively uninformative but also suggest that strategy use in the first 
block is closer to one, and asymptotic strategy use is close to zero. The priors on 
hyperparameters for the change point in the abrupt function were uniform: 
 
µ
θ ( a 2 )
~ Unif (1,15) , 
 
σ
θ ( a 2 )
~ Unif (0,7) . Priors for the hyperparameters for the rate 
parameter in the power function were gamma: 
 
α
θ ( p 2 )
~ Gamma(3,1) , 
 
β
θ ( p 2 )
~ Gamma(3,3) . Additional analyses where priors were varied suggested that 
results were broadly robust to the exact choice of prior. Model fitting was conducted 
using MCMC methods in JAGS with 4 chains of 20,000 iterations, each thinned by 10 
with a burn-in of 8000. Model evaluation and comparison was done by inspecting the 
DIC of each model, examining the plots of model fits and running posterior predictive 
checks. DIC is a measure of model fit based on how much the model deviates from 
the data after applying a penalty for model complexity (Spiegelhalter, Best, Carlin, & 
Linde, 2014). Thus, lower DIC values represent better fit. We also performed model 
recovery simulation where we generated simulated strategy data from either a power 
or abrupt function. Results indicated that when data was generated using a power 
CHAPTER 5: STRATEGY ACQUISITION 
 
109 
function, DIC was lower for the power model than the abrupt model, and similarly the 
abrupt model had a lower DIC for data generated from an abrupt function (see 
Appendix E.1).  
5.2.5 General Data Analytic Approach 
The results section is structured as follows. First, to ensure that performance 
on the WAB Task was similar to most skill acquisition tasks, the relationship between 
practice and task completion time was examined graphically and by analysing the fit 
of a power function. Second, we examined the relationship between global inefficient 
strategy use and performance using a second power function with an extra parameter 
representing inefficient strategy use. Third, we examined plots of the relationship 
between practice and strategy use at each level of strategy decomposition at the group 
and individual level and examined the fit of the Bayesian models. Finally, we 
conducted posterior predictive checks to further assess the abruptness of strategy 
change and model fit.  
5.3 Results 
5.3.1 Practice and performance 
Average task completion time by block is shown at the group level in Figure 
5.2 and at the individual level for a random sample of nine participants in Figure 5.3 
(see Appendix C for individual-level plots for additional participants). Both figures 
overlay power function model fits.  






































Figure 5.3. Individual-level task completion time by block with power function model 
fits for nine example individuals.  
Some individuals took longer than 60 seconds on block one, however, for ease of 
viewing the y-axis was truncated. 
 
As expected the figures show that task completion time decreased 
substantially in the first few blocks and that the rate of change tended to decrease with 
practice approaching an asymptote. The individual-level graphs show that the general 
pattern of monotonically decreasing and decelerating task completion time applied 
across individuals. However, there was variation between individuals in initial 
performance, rate of speed-up and block-to-block variation in performance. Table 5.1 
presents parameter estimates and model fits for the power function models of task 
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Table 5.1. Parameter Estimates and Model Fit Statistics for Models of Task 
Completion Time 
 
Power Function Without 
Strategy 
M [95% CI] 
Power Function With 
Strategy 
M [95% CI] 
Parameters   




 39.61 [36.50, 42.99] 30.08 [27.08, 33.38] 




 20.41 [17.83, 23.47] 19.18 [16.54, 22.36] 
   Mean rate of learning 
 
µ
θ ( 2 )
 1.06 [0.98, 1.14] 1.35 [1.22, 1.50] 
   SD rate of learning 
 
σ
θ ( 2 )
 0.46 [0.40, 0.54] 0.66 [0.55, 0.80] 




 11.50 [10.67, 12.37] 10.49 [9.83, 11.19] 




 4.22 [3.52, 5.06] 3.42 [2.89, 4.03] 
   Mean standard deviation µσ  3.38[3.05, 3.75] 3.22 [2.90, 3.58] 
   SD standard deviation σσ  2.10 [1.80, 2.47] 2.05 [1.74, 2.42] 
   Effect of inefficient strategy use γ   17.68 [16.08, 19.22] 
   
Fit statistics   
   Deviance 11735 11439 
   Penalty 658 647 
   DIC 12393 12087 
Note: For each parameter we present mean and 95% credible intervals for their 
respective posterior distributions. 
 
The model fits superimposed on the data show that the power function 
provides reasonable fit for this data. Parameter estimates indicate that the expected 
change in task completion time from the first block to asymptotic levels was 39.6 
seconds and average asymptotic task completion time was 11.5 seconds. They also 
indicate that there was more variability between individuals in amount of learning 
than asymptotic performance.  
Several analyses were conducted to examine the relationship between strategy 
use and performance. First, adding global strategy inefficiency as a predictor 
improved the power function model of task completion time (DIC went from 12393 
without strategy to 12087 with strategy; see Table 5.1). The strategy parameter, γ , 
indicates that task completion time was predicted to be 17.7 seconds faster when 
strategy use was the most efficient (i.e., global strategy inefficiency = 0) compared to 
when it was least efficient (i.e., global strategy inefficiency = 1). Second, when 
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strategy inefficiency and task completion time were averaged over the 15 blocks for 
each participant, a strong correlation was obtained between these two variables r = 
.70, p < 0.001. Thus, participants who used more efficient strategies tended to 
complete the task more quickly.  
5.3.2 Practice and Strategy Use 
The effect of practice on strategy use for each strategy is shown at the group 
level in Figure 5.4, and at the individual level in Figure 5.5 for six random 
participants (see Appendix C for individual-level plots for additional participants). 
Both figures have model estimates from abrupt and power functions overlaid.  
 
Figure 5.4. Group-level strategy inefficiency by block for the nine strategies with 
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Figure 5.5. Individual-level strategy inefficiency by practice block for the nine 
strategies with abrupt and power function model fits for six sample participants. 
Global = inefficient strategy use, Info = inefficient information gathering, Filt = 
inefficient filtering, Rules = accessing rules, Name = asking for name, Exp = asking 
about experience, Spec = asking about special needs, Level = not using the level 
filter, Desel = not using the deselect all button. 
 
As expected, group-level strategy change was smooth. While the rate and 
amount of change varied between strategies at the group level, all strategies showed 
monotonic reduction and monotonic deceleration in inefficiency. The individual-level 
data, however, displayed substantial variation between individuals and between 
strategies, with many instances of abrupt shifts. In particular component-level strategy 
use typically changed abruptly at a single point in practice while global measures 
tended to change more gradually.  
Table 5.2 presents model fit statistics for the abrupt and power function for 
each measure of strategy use.  
























































































































































































































































































































































































Table 5.2. Model Fit Statistics for Abrupt and Power Functions of the Practice-
Strategy Use Relationship 
  Power  Abrupt  Difference 
Strategy Deviance Penalty DIC  Deviance Penalty DIC  DIC 
Global          
    Inefficient strategy 
        use 12479 309 12788  12314 866 13180  -392 
Domain 
   
 
   
  
    Inefficient 
      information gathering 7159 263 7422  5701 604 6305  1117 
    Inefficient filtering 6297 215 6511  4080 305 4385  2126 
    Accessing rules 8652 201 8853  7525 641 8165  688 
Component 
   
 
   
  
    Asking for name 2665 207 2872  1295 352 1647  1225 
    Asking about 
      experience 3063 217 3279  1955 414 2369  910 
    Asking about special 
      needs 4525 230 4755  2911 539 3450  1305 
    Not using the level 
      filter 1040 128 1168  781 150 931  237 
    Not using deselect all 4880 174 5054  1531 283 1814  3240 
Note: Lower DIC values indicate better model fit. DIC difference was calculated by subtracting abrupt 
DIC from power DIC. Thus, a positive DIC difference indicates that the abrupt model fit better than the 
power function and a negative DIC difference indicates that the power function fit better than the 
abrupt function.  
 
The power function provided a better fit for global strategy use (DIC 
difference of -392) while the abrupt function fit better at the component and domain 
levels. Among the component strategies, the largest difference in DIC was seen for 
the deselect all strategy and the smallest difference in DIC observed for the level filter 
strategy. The similar fit of power and abrupt functions for the level filter strategy may 
be due to the large proportion of participants who either always or never used the 
level filter (76%). At the domain level, the largest DIC difference was observed for 
inefficient filtering. Due to the consistency of not using the level filter, changes in this 
domain measure often reflected changes in not using deselect all. The smallest DIC 
difference at the domain level was observed for accessing rules. The graphs for this 
strategy indicate that although changes were generally gradual, they do not follow a 
power function.  
5.3.3 Posterior Predictive Checks 
To evaluate the degree to which the competing models captured features of 
strategy change in the data, posterior predictive checks were performed (for general 
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discussion, see Anglim & Wynton, 2015; A Gelman et al., 2014; Lynch & Western, 
2004). Posterior predictive checks involve defining sample statistics of interest and 
then assessing how well a model is able to generate simulated data that captures these 
statistics. We assessed two sample statistics: (a) mean shift point and (b) proportion 
abrupt. To obtain the first statistic we calculated the point of greatest change between 
two blocks. Shift point was defined as the block before this point. We then calculated 
the mean shift point across individuals. Proportion abrupt provided a sample estimate 
of the proportion of individuals engaging in an abrupt strategy shift. To obtain this 
statistic, we first identified the block after which the greatest change in strategy use 
occurred. Here, we define the shift point as half way between this block and the next. 
We then obtained the variance in strategy use before and after the shift point, 
weighted by the number of blocks in each half (within variance), as well as the total 
variance. If the ratio of within variance to total variance was less that 0.15 then that 
participant was considered to have shifted strategies abruptly. Excluding participants 
who did not change strategies at all during practice, we then calculated the proportion 
classified as abrupt shifters. 
 To calculate posterior predictive checks, 1000 simulated datasets were 
generated for both abrupt and power models and for each strategy. These data sets 
were generated by fitting each model with 50,000 iterations of 1 chain. Every 50th 
estimate was saved, thus generating 1000 datasets. Then, the sample statistics for the 
actual dataset and the mean, .025 quantile, and .975 quantile for the simulated 
statistics were calculated. 
 Table 5.3 presents the results of the posterior predictive checks for both 
statistics. The data statistics show that the shift point varied substantially between 
component strategies.  
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Table 5.3. Posterior Predictive Checks – Proportion Abrupt Average Block of 
Greatest Strategy Change Across Individuals for Collected Data (Dataset) and Data 




Mean Shift Point 
Strategy Dataset Power Abrupt 
 
Dataset Power Abrupt 
Inefficient strategy use .30 .11 .43*  2.73 2.56* 4.39 
Domain        
    Inefficient information 
gathering .61 .30 .69*  2.12 2.16* 3.06 
    Inefficient filtering .68 .15 .34*  4.07 3.88* 4.62 
    Accessing rules .06 .03* .16  6.94 5.65 6.73* 
Component        
    Asking for name .89 .25 .66*  2.10 3.07* 3.16 
    Asking about experience .70 .27 .65*  2.36 2.62* 2.81 
    Asking about special needs .64 .25 .62*  2.86 2.74* 3.34 
    Not using the level filter .38 .14 .24*  3.69 5.30 4.98* 
    Not using deselect all .77 .16 .58*  4.20 4.07* 5.13 Note: Values presented here for the simulated data are the mean across the 1000 
simulated datasets. The asterisk (*) highlights the most successful model at 
reproducing the sample statistic. 
 
This explains how aggregating over these components leads to more gradual 
changes. Table 5.3 also shows that both the abrupt and power functions are able to 
recover the mean shift point with some accuracy. However, data produced by the 
abrupt function tends to shift later in practice than what is seen in the actual data. This 
later shift could be the result of the truncation applied to the distribution of the shift 
parameter for the abrupt function. 
The proportion of individuals classified as abrupt was lowest for the global 
measure of inefficient strategy use as well as for the domain measure of accessing 
rules. This low proportion for accessing rules supports the assertion that while 
changes in this measure are not better modelled by a power function, they still occur 
gradually rather then abruptly. The highest values for proportion abrupt were 
observed for three of the component measures, supporting the assertion that at least 
some component strategy changes are abrupt. Generally, the power function 
underestimates the proportion abrupt and is thus only superior to the abrupt function 
at capturing this statistic for accessing rules. When the proportion of abrupt shifters in 
the actual data was low, the proportion was overestimated by the abrupt function. 
However, when the proportion of abrupt shifters in the actual data was high, the 
proportion was underestimated by the abrupt function. It could be suggested that the 
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statistics used here for comparison would favour the abrupt function as they capture 
abruptness in strategy change, this was not seen as a limitation of this study as they 
were only a part of the model comparison process, other aspects of which also showed 
support for the abrupt function. Furthermore, the values of abruptness in the data 
indicated that strategy shifts were more abrupt than gradual, supporting the 
conclusions made here. 
5.4 Discussion 
The second study addressed Aim 3 of this thesis by examining the abruptness 
of strategy change at component and aggregate levels. It sought to reconcile how 
abrupt changes in strategy use can coexist with gradual changes in task completion 
time. Consistent with past research (Anglim & Wynton, 2015; Newell & 
Rosenbloom, 1981), performance improvement on the WAB Task was gradual and 
well modelled by a power function, and strategy use was strongly correlated with 
performance. In particular, including global strategy use as a predictor in a model of 
the effect of practice on performance resulted in improved model fit. Importantly, the 
relationship between practice and strategy use varied greatly between individuals and 
between strategies. However, Bayesian hierarchical modelling was able to capture 
whether changes were generally abrupt or gradual while incorporating individual 
differences. Supporting expectations, component strategies often displayed abrupt 
shifts. Because these shifts typically varied in timing within individuals, changes in 
global strategy efficiency were relatively gradual and were often well approximated 
by a power function. Thus, the differential timing of component strategy shifts at the 
individual level provides one explanation for why abrupt strategy shift can co-occur 
with gradual power function learning.  
5.4.1 Practice, Strategy and Performance 
 Overall, the results are consistent with a multi-faceted explanation for how 
abrupt strategy shifts can co-occur with gradual power function learning. First, for a 
given individual the timing of abrupt changes in component strategies varies across 
components, which when aggregated to a global-level can lead to gradual strategy 
change. Second, the timing of strategy shifts was broadly distributed like a power-
function where the probability of a strategy change decreased with practice. When 
strategy changes occur at the beginning of practice they coincide with a wide range of 
other learning processes, and variance in task completion time is also greater at the 
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start of practice. Thus, the effect of a single strategy shift is harder to distinguish from 
other sources of variation early in practice. Third, some component strategy changes 
are less abrupt, which amplifies the gradual nature of global strategy change. Fourth, 
although not the focus on the present study, individuals can improve in how they 
execute a strategy (e.g., Delaney et al., 1998; Siegler, 1987); thus, the performance 
benefits of a new strategy may take time to accrue. Finally, performance metrics like 
task completion time are not direct reflections of latent skill. Variations in task 
features, chance, and the noise that accompanies executing cognitive, perceptual and 
motor processes leads to variations in task performance. In contrast, many of the 
strategies examined in this study are relatively discrete and deterministic choices. 
Thus, even if the strategy shift leads to an abrupt change in latent skill, the noise in 
performance execution will often obscure the latent change.  
Our results support theories that suggest that the overall learning curve is 
composed of multiple component learning processes that have different functional 
forms to the overall learning curve. Research has shown that task performance can be 
decomposed into subtasks and strategies, and that the functional form of changes on 
subtasks and strategies does not necessarily reflect the trial-to-trial changes in overall 
task performance (e.g., Anglim & Wynton, 2015; Delaney et al., 1998; Kirsner & 
Speelman, 1996; F. J. Lee & Anderson, 2001; Rickard, 1997). Often these studies 
have shown how the power function can occur as a result of summing components 
that change exponentially (e.g., Heathcote et al., 2000; Neves & Anderson, 1981; 
Rickard, 1997). More generally, several seminal papers have outlined the 
mathematics of how changes in component processes can yield a power function 
(Crossman, 1959; Haider & Frensch, 2002; Newell & Rosenbloom, 1981). The 
present study extends this past theorizing by measuring and formally modelling the 
changes in component strategies that underlie performance change. While 
mathematical modelling has shown what is possible, the present study provides, for a 
given task, an empirical estimate of the prevalence of the functional forms of several 
component learning processes.  
The present study also contributes to an understanding of the factors that 
moderate the effect of practice on strategy use.  Results suggest that abrupt strategy 
shifts are more likely when the strategy involves a single clear insight that is 
consistently useful across trials of a task. For example, for the current task, 
recognizing that certain questions never provide useful information could be derived 
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from experience or an understanding of the task. Thus, the shift to using these 
strategies tended to happen early and abruptly. In contrast, use of a memory retrieval 
strategy, implied by not accessing the class rules, required knowledge that varied 
across trials (i.e., the age of the child determined the level). While supplementary 
analyses suggested that the shift for a given age tended to be abrupt, the large number 
of possible ages, meant that the overall shift to memory retrieval was less abrupt. This 
is similar to other studies examining item-level shift to memory retrieval (e.g., 
Palmeri, 1997, 1999; Rickard, 2004; Touron, 2006).  
More generally, it is interesting to consider the broader context and the 
relevance of factors such as practice structure, task complexity, and strategy features 
on the generalization of the present results. First, the present study involved strategies 
that were clearly useful and easy to apply; in some cases new strategies can be 
difficult to apply (e.g., using a script to automate a task) and can lead to decreases in 
performance as the individual learns how to appropriately apply a new strategy 
(Yechiam et al., 2004). Second, simple tasks commonly studied in cognitive 
psychology, such as the noun-pair lookup task (e.g., Hertzog et al., 1996) and the 
alphabet verification task (e.g., Haider & Frensch, 1996; Haider & Frensch, 1999) 
may not have the same multi-component structure as the current task. Skill acquisition 
on these simple tasks is defined more by the large number of stimulus-response pairs 
that need to be memorized in order to transition to a more efficient retrieval strategy. 
Similarly, very complex tasks such as chess, computer programming, or using 
sophisticated computer software may involve hundreds or thousands of component 
strategies. Finally, the structure of practice should influence the abruptness of strategy 
shift. The present study used massed practice on a highly repetitive task. When 
practice involves greater spacing, processes relating to forgetting may yield more 
gradual strategy acquisition and reversions to simpler or less memory-demanding 
strategies.  
5.4.2 Modelling Strategy Change 
The present study sought to show the benefits of a Bayesian approach to 
modelling skill acquisition, in general, and strategy use, in particular. Previous 
modelling approaches have had various limitations (Crossman, 1959; Gaschler et al., 
2015; F. J. Lee & Anderson, 2001). In addition to the benefits to statistical inference 
(see Wagenmakers, 2007; Wetzels et al., 2011; Zyphur & Oswald, 2013), the present 
study illustrates the flexibility of the Bayesian approach, particularly in performing 
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multilevel modelling of non-linear functions with non-normal data. The Bayesian 
approach also provided a more objective metric for judging the degree to which 
strategy changes were abrupt or gradual, and provided a means for integrating 
strategy use into models of the learning curve.  
The formality of the modelling approach also helped to identify challenges in 
modelling strategy change at the individual level. First, component level strategy use 
is more discrete than task completion time. At a trial level an individual either does or 
does not apply a strategy. This requires models that incorporate the natural constraints 
of probabilities. In earlier modelling efforts, we considered employing a logistic 
transformation, but this led to issues such as the power function being able to mirror 
the abrupt function. In addition, while the binomial distribution provided a formal 
model of counts of block-level strategy use, data often implied probabilities of 
strategy use close to zero or one. Second, the substantial variability in individual-level 
strategy change makes summarizing individual-level patterns more challenging. In 
particular, the aim of a task is to optimize performance (e.g., completion time); 
strategy use is typically subservient to this goal, which can lead to multiple functional 
forms of strategy change including constant strategy use (which we saw in this study 
could be approximated by the power and abrupt functions) and back and forth 
shifting, particularly for strategies with a weaker relationship with performance.  
While we focused on abrupt and power functions, and these worked quite well given 
the nature of the strategies being studied and the focus on differentiating between 
rapid or abrupt changes and learning curve changes, future research could consider a 
broader range of strategy change functions. Future research could also attempt to 
identify subgroups of individuals or component strategies that change in a similar 
pattern across practice and fit a range of different models to each subgroup, then 
identify the individual-level factors that could explain the different groupings. The 
modelling of strategy use is further complicated by differences in strategy type. For 
instance, researchers have noted that performance on insight based tasks are harder to 
predict due to the level of discovery involved (Metcalfe & Wiebe, 1987), thus future 
research could also focus on evaluating whether different models, or modelling 
approaches, are more appropriate for different types of strategy change.  




In summary, this study represents the first instance of the use of hierarchical 
models to examine strategy change at different levels of aggregation and contributes 
to the study of strategy change and how it relates to task completion time. The models 
allowed for a formal test of abruptness in individual-level strategy change. The task 
used mirrored many real world tasks where strategy use could be examined at 
component, domain, and global levels. Results showed that the Power Law of Practice 
holds at the group and individual level even when abrupt shifts occur in strategy use. 
This is partially because the changes in global strategy efficiency that underlie speed-
up in task completion time occur gradually even when component strategy changes 
are abrupt. In relation to the overarching objectives of this thesis, this study, similar to 
Study 1 highlighted how performance can be decomposed into underlying processes 
(in this case strategy use) and the effect of practice on these components does not 
necessarily mirror the changes seen in overall task performance. Furthermore, the use 
of Bayesian modelling demonstrated the flexibility of this approach, enabling power 
and abrupt models of a binary variable such as strategy use, allowing for a stronger 
test of abrupt and gradual strategy change.  
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CHAPTER 6: ABILITY–PERFORMANCE MODELLING 
6.1 Introduction 
This chapter presents the final study of this thesis, Study 3 and addresses Aim 
4, to demonstrate a method for integrating measures of individual differences into 
models of performance and examine how measures of individual differences in ability 
relate to skill acquisition. Predicting individual differences in performance and skill 
acquisition captures a broad range of research questions and domains. This range is 
captured in the diverse ways that time and performance are defined and measured. 
Time may be synonymous with chronological time or it may index the amount of 
accumulated practice or experience. Furthermore, timeframes can span several hours 
in the context of skill acquisition experiments that involve repetitive task practice 
(Ackerman & Cianciolo, 2002; Frank et al., 2013; Kanfer et al., 2010; Touron & 
Hertzog, 2009) or months and years in the context of job experience and expertise 
research (Deadrick et al., 1997; Deadrick & Madigan, 1990; J. N. Farrell & 
McDaniel, 2001; Keil & Cortina, 2001). Meanwhile, performance measures can differ 
even within the same domain. For example, when examining job performance, 
researchers have looked at supervisor or colleague ratings (Barrick, Stewart, & 
Piotrowski, 2002; J. N. Farrell & McDaniel, 2001; McCloy, Campbell, & Cudeck, 
1994) as well as production earnings or sales performance (Deadrick et al., 1997; 
Ployhart & Hakel, 1998). Similarly, task performance in lab settings has been 
measured as score (Voelkle et al., 2006), accuracy (Ghisletta et al., 2010), or task 
completion time (Anglim & Wynton, 2015; Hertzog et al., 1996; F. J. Lee & 
Anderson, 2001). In order to capture all these diverse domains with a consistent 
approach there is a need for flexible modelling approaches that can capture these 
varying measures of time and performance. The aim of this study is to introduce and 
demonstrate an approach to modelling skill acquisition flexible enough to capture a 
broad range of performance and time or practice metrics while also incorporating 
predictors of individual differences. 
Individual differences in performance have been explored by examining the 
relationship between different stable trait variables and performance, as well as how 
these relationships change over time (e.g., Ackerman, 1992; Ackerman et al., 1995; J. 
N. Farrell & McDaniel, 2001; Keil & Cortina, 2001; Voelkle et al., 2006). While the 
method proposed is flexible enough to model different measures of time or 
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performance and different trait variables, the analyses of this chapter and thus the 
discussion of literature focus on examining how measures of cognitive ability (e.g., 
general mental ability, perceptual speed) influence task completion time over 
repetitive task practice. The relationship between cognitive ability and performance 
and how this changes over practice has received substantial attention within the 
literature, however the findings have, in some cases, been inconclusive (e.g., 
Ackerman, 1992; Ackerman & Cianciolo, 2002; Eyring et al., 1993; Voelkle et al., 
2006). Thus, this study focuses on the methodological limitations of past analyses into 
ability–performance modelling and utilises the proposed method to address these 
limitations and explore the effect of cognitive ability on task performance. 
Furthermore, before applying the current method this study offers advice and 
guidelines for future researchers when modelling and predicting individual 
differences in skill acquisition. 
While the modelling of ability–performance relationships has become more 
sophisticated in recent years, current approaches are insufficiently flexible to address 
all the questions and capture the complexities involved in these relationships. 
Specifically, early research into the relationship between cognitive ability and skill 
acquisition typically focused on how correlations between cognitive ability and 
performance changed over time longitudinally (e.g., Ackerman, 1992; Fleishman, 
1960) or cross-sectionally (J. N. Farrell & McDaniel, 2001). More recently, 
researchers have used hierarchical linear modelling (HLM), mixed effects modelling, 
latent growth curve modelling (LGCM), or two-step modelling (e.g., Ghisletta et al., 
2010; Voelkle et al., 2006; Zyphur et al., 2007). However, although these methods 
provide several advantages to comparing correlations over practice, they are limited 
in flexibility and thus the models do not always accurately capture the process of 
change.  
This study proposes that Bayesian hierarchical modelling could overcome 
many of the limitations of past approaches as it provides a flexible framework for 
analysing the combined effects of ability and practice on performance. Past reviews of 
dynamic performance research have suggested that Bayesian hierarchical modelling 
may provide a superior approach for examining and predicting individual differences 
in performance (e.g., O’Boyle & Aguinis, 2012; Sturman, 2007). However, there is a 
paucity of guidelines and practical examples of how such models should be 
implemented and evaluated in the context of dynamic performance. Thus, after 
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reviewing existing approaches to modelling dynamic performance, this chapter 
introduces and provides guidelines on implementing Bayesian hierarchical models. 
This is followed by a demonstration of the approach and a discussion of implications 
for future research.  
6.1.1 Predicting Individual Differences in Performance and Skill Acquisition 
The changing nature of performance identified in past research (see Sturman, 
2007 for review) and described in previous chapters of this thesis poses a problem for 
researchers attempting to explain and predict individual differences in performance. 
That is, a variable that relates to performance when an individual first encounters a 
task or begins a new job, may not predict performance after extended practice on the 
task or years of on the job experience. Thus, researchers have examined whether the 
effect of different predictor variables (e.g., self-efficacy, personality) changes over 
time or practice (e.g., Kanfer & Ackerman, 1989; Keil & Cortina, 2001; Murphy, 
1989). Cognitive ability has been found to be one of the strongest predictors of 
performance (Hunter, 1986) and thus substantive research has examined how ability–
performance relationships change over practice.  
Cognitive ability (hereafter referred to as ability) is a term that has been used 
in multiple ways throughout the literature. In this study it is used as an umbrella term 
for multiple variables that measure aspects of general and specific ability (e.g., 
memorization ability, psychomotor ability). Under this umbrella term, general 
cognitive ability is often used as a single measure of ability and has been shown to be 
strongly related to academic performance (e.g., Beaujean et al., 2011; Leeson et al., 
2008; Rohde & Thompson, 2007), job performance (e.g., Hunter, 1986; Hunter & 
Hunter, 1984; Schmidt & Hunter, 1998) and task performance (e.g., Ackerman, 1992; 
Y. W. Sohn et al., 2006; Taatgen, 2002). For example, meta-analyses have indicated 
that general cognitive ability predicts job performance with a correlation of .53 
(Hunter & Hunter, 1984), and that the correlation between similar measures of 
general cognitive ability and task performance ranges from .26  to .66 depending on 
the complexity of the task (Chen, Casper, & Cortina, 2001). On the other hand, 
several researchers have proposed frameworks of ability. For instance, the Cattell-
Horn-Carroll (CHC) framework is a combination of theories defining ability across 
three levels. Within this framework g or general intelligence, analogous to general 
cognitive ability, is broken down into broad domains such as visual processing, 
psychomotor abilities, and general (domain-specific) knowledge, however, not all 
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measures of these broad domains load onto the global g variable. These broad 
domains are then broken down into specific narrow abilities (McGrew, 2009). 
Meanwhile Ackerman (1986, 1987, 1988, 1992) focused on three specific ability 
measures, general mental ability (equivalent to g in the CHC framework), perceptual 
speed ability and psychomotor ability. It is important to note that across these 
definitions ability measures are distinct from skills acquired through deliberate 
practice. Skills are gained through a term of deliberate specific practice in a particular 
area (i.e., a single sport or task) while measures of abilities refer to innate traits or 
abilities gained through years of general education. 
Across different measures of ability and performance, research has shown that 
the predictive validity of ability can change over practice (Ackerman, 1988, 1992; 
Ackerman & Cianciolo, 2000, 2002; Day et al., 1997; J. N. Farrell & McDaniel, 
2001). For instance, Keil and Cortina (2001) conducted a meta-analysis across 
different measures of ability and performance criterions which indicated that 
relationship between ability and performance decreased over practice for all these 
measures. Meanwhile, Ackerman (1986) theorized that changes in the relationship 
between ability and performance occurs as the resources required to complete a task 
change as performance becomes automatic. Thus, he proposed that the strongest 
predictor of performance would depend on the phase of skill acquisition and the 
resources required to complete the task at that point in practice.  
Researchers have also explored predictors of individual differences in 
performance change by examining growth models of performance, or learning curves. 
Variables such as age, ability and personality have all been shown to relate to 
performance change (e.g., Ghisletta et al., 2010; Thoresen, Bradley, Bliese, & 
Thoresen, 2004; Voelkle et al., 2006; Yeo & Neal, 2004). Furthermore, this research 
often shows that the variables that predict differences in performance at a single point 
in time or practice are often different to those that predict performance change.  For 
example, Eyring et al. (1993) examined performance on an air traffic controller task 
and found that general mental ability, self-efficacy and task familiarity predicted 
learning rate, while only self-efficacy predicted asymptotic performance. Meanwhile, 
Deadrick et al. (1997) found that higher general mental ability predicts faster learning 
for sewing machine operators while psychomotor ability predicted initial 
performance. Finally, Thoresen et al. (2004) found that conscientiousness and 
extraversion had different relationships with overall performance and performance 
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change. Overall, as noted by Eyring et al. (1993) and Sturman (2007), this research 
shows the importance of analysing the entire process of performance change, rather 
than only examining performance at a single point, in order to predict performance. 
6.1.2 Existing Approaches to Analysing Dynamic Validity 
The evolution of the methods used to analyse ability–performance 
relationships over practice and the limitations of these approaches highlight the need 
for a more flexible and general approach to modelling skill acquisition and predicting 
performance over time. Initially, researchers often collected longitudinal performance 
data and examined how the correlation between trait variables and performance 
changed at each time point (Ackerman & Cianciolo, 2002; Day et al., 1997; Deadrick 
& Madigan, 1990; Keil & Cortina, 2001), often fitting a polynomial function (e.g., 
linear, quadratic, cubic) to the correlations (Ackerman, 1988, 1992). However, this 
approach is limited in several ways. For example, while a change in correlation over 
time may imply a relationship between predictors and performance change, the 
correlational approach offers no explicit test of this relationship. Furthermore, the 
prediction of performance at different points in practice is difficult with this 
technique, as there is no explicit measure of the effect of practice on performance. 
Improving on the correlational approach, researchers investigated how 
predictors relate to mathematical descriptions of skill acquisition. This has often 
involved the application of approaches such as LGCM, HLM or multilevel modelling. 
(Deadrick et al., 1997; Ghisletta et al., 2010; Thoresen et al., 2004; Voelkle et al., 
2006; Yeo & Neal, 2004; Zyphur et al., 2007). These methods are hierarchical and 
thus the parameters of the skill acquisition model and the coefficients for predictors 
are estimated simultaneously, thus informing each other. These models typically 
involve a polynomial learning function with intercepts, linear, and quadratic terms 
that are allowed to vary across participants. Variables such as ability, personality and 
self-efficacy are then used to predict individual differences in these parameters. 
Similarly, other researchers (e.g., Eyring et al., 1993) have used a two-step approach 
by fitting models of skill acquisition separately to each individual and then examining 
the correlation between parameter estimates and predictor variables. 
The use of modelling to explore the combined effect of predictor variables and 
practice has increased in recent years and the sophistication of these approaches has 
improved, indicating a desire to more clearly and accurately understand and predict 
human performance. Furthermore, multiple researchers have noted the importance of 
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analysing the entire learning curve as it allows for a simultaneous test of the effect of 
practice and individual differences in both performance and the effect of practice on 
performance (e.g., Eyring et al., 1993; Ployhart & Hakel, 1998; Voelkle et al., 2006). 
However, the methods used to estimate and compare models often make assumptions 
(either implicit or explicit) about the functional form of performance change and the 
distribution of individual differences in performance. For example, these methods 
often approximate performance trajectories with linear and quadratic functions or 
assume a normal distribution accurately captures individual differences in 
performance. However, learning curve theory suggests that time has a non-linear 
effect on performance where performance eventually approaches an asymptote (e.g., 
Bryan & Harter, 1897; Newell & Rosenbloom, 1981; Thorndike, 1908; Wright, 
1936). Furthermore, research has indicated that individual differences in performance, 
particularly in performance involving more than simple cognitive processing, are 
often not normally distributed (e.g., Aguinis & O'Boyle, 2014; Aguinis, O'Boyle, 
Gonzalez‐Mulé, & Joo, 2016; O’Boyle & Aguinis, 2012). For instance, O’Boyle and 
Aguinis (2012) found that a Pareto distribution more accurately captured individual 
differences in job performance while and Rouder et al. (2005) showed a Weibull 
model was appropriate. While data can be transformed to approximate a normal 
distribution and some analyses are robust to violations of normality with large enough 
sample sizes, using a non-normal distribution that more accurately describes the data 
should improve the ability of a model to create more realistic simulated data and 
explain individual differences in performance (see O’Boyle & Aguinis, 2012 for 
discussion).  
6.1.3 Improving Dynamic Performance Modelling 
Overall, the described limitations of current modelling approaches highlight a 
need for a more general and flexible approach that can be used for different function 
types and different distributions of individual differences, without a need to transform 
data or remove outliers that may represent real data points. Importantly, diverse 
definitions of performance give rise to a range of performance distributions. Thus, 
while in some cases using a normal distribution to model individual differences in 
performance may be accurate, models should be flexible enough to allow researchers 
to explicitly set this distribution and test its accuracy rather than utilising an approach 
that automatically utilises a normal distribution. Furthermore, the approach should be 
flexible enough to allow different learning curve functions, both linear and non-linear, 
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depending on the data. Unfortunately, estimating non-linear functions and non-normal 
performance distributions becomes difficult using the aforementioned approaches, 
particularly when implementing these within a hierarchical structure (Rouder & Lu, 
2005). Several researchers have suggested that Bayesian methods of estimation and 
evaluation are more flexible than most traditional methods and could be utilized 
within performance research (e.g., Aguinis & O'Boyle, 2014; Kruschke et al., 2012; 
Rouder & Lu, 2005; Rouder et al., 2005; Sturman, 2007). 
Bayesian methods provide several advantages over past approaches when 
modelling individual differences in performance and skill acquisition. First, the 
flexibility of Bayesian analysis means that non-linear functions, non-normal 
distributions, and different integrations of predictor variables can be readily specified 
within a hierarchical structure. Furthermore, within a Bayesian model, each level of 
the model needs to be specified by the researcher. That is, it forces the researcher to 
consider assumptions about how the data is distributed and then specify this 
distribution. Second, Bayesian models incorporate uncertainty around parameter 
estimates at each level of analysis, making the models fully data generating. This 
means that when simulating new data, the hierarchical Bayesian model takes into 
account the variance between and within individuals as well as the modelling error of 
both these variances. Third, as Bayesian models are data generating and provide 
posterior distributions of parameter values, several methods are available to compare 
model fits. In particular, posterior predictive checks allow researchers to define and 
assess several fit statistics while accounting for uncertainty in parameter estimates 
(Lynch & Western, 2004). Finally, while critics of Bayesian analysis claim it is 
subjective due to the use of prior distributions, it is possible to check how subjective 
judgments about the priors could be influencing the results. In more traditional 
analyses, the subjectivity involved and the assumptions inherent in the analysis can be 
hidden and therefore are not always addressed by the researcher. 
Bayesian analysis is a method for analysing data based on probability rules. 
Researchers begin by specifying their prior belief about parameter values and then 
update these beliefs with the data. The process of updating provides a posterior 
distribution that describes the probability of each plausible parameter value after 
considering the data. In the past researchers, particularly psychological researchers 
have avoided using Bayesian analysis as the estimation can be complex and often 
involves substantial computing power. However, the recent introduction of programs 
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such as WinBUGS (Lunn, Thomas, Best, & Spiegelhalter, 2000), JAGS (Plummer, 
2003), and Stan (Carpenter et al., 2017), and the publication of textbooks and tutorial 
papers (e.g., A Gelman et al., 2014; Kruschke, 2010a, 2011; M. D. Lee, 2011) have 
made Bayesian analysis more accessible, which has subsequently led to increased 
uptake in psychological research (e.g., Anglim et al., 2015; Anglim & Wynton, 2015; 
Dennis et al., 2008; Horn et al., 2015; M. D. Lee, 2004; Scheibehenne & Studer, 
2014). While several researchers have advocated the use of Bayesian methods within 
performance modelling, minimal studies have provided guidelines for implementing a 
Bayesian model of skill acquisition that incorporates predictors of individual 
differences. Thus, the following section of this chapter sets out suggested steps to 
build a hierarchical Bayesian model, including advice for each step. Following this a 
demonstration in ability–performance modelling that follows these guidelines is 
provided.  
6.1.4 Guidelines for Implementing a Bayesian Hierarchical Model 
The process for implementing Bayesian hierarchical models to analyse 
individual differences in performance and skill acquisition involves four general 
steps.  
6.1.4.1 Step 1: Specify the performance distribution. The diverse ways that 
performance can be measured leads to a wide range of empirical distributions of 
performance. Thus, the first step to building a model of performance is to specify the 
distribution of performance. This includes considering the potential limits to 
performance (e.g., reaction time cannot go below 0, supervisor ratings may be 
constrained by the response scale). Visual inspection of the data can be useful in 
determining the distribution of individual differences in performance. By plotting the 
performance of each individual at a single point in practice, or the mean performance 
of each individual over practice, appropriate distributions can be identified. 
Traditional analyses tend to assume the data is normally distributed and thus often the 
default is to model data using a normal distribution. However, even if a researcher 
implemented constraints on the normal (e.g., truncated to only positive numbers when 
performance is measured as time taken to complete the task), the distribution could 
still be inaccurate. 
 In an analysis of 198 sets of performance covering multiple jobs, time frames 
and measures of performance, O’Boyle and Aguinis (2012) suggested that a Pareto 
(power law) distribution more appropriately captured the performance distribution. 
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Meanwhile, as reaction times must be greater than zero and are generally skewed, 
some researchers suggest using Gamma distributions as they are easily specified 
(Anglim & Wynton, 2015; Rouder et al., 2005). Similarly, other researchers have 
suggested Weibull or Ward distributions are more appropriate distributions of 
reaction times (Heathcote, 2004; Ida, 1981; Rouder, Tuerlinckx, Speckman, Lu, & 
Gomez, 2008). Furthermore, utilizing non-normal distributions will improve a models 
ability to capture “star performers” rather than assuming outliers are cases of bad data 
within the sample that need to be removed or corrected (Aguinis & O'Boyle, 2014). 
Overall, the correct distribution and any bounds on the distribution will depend on the 
measure of performance and the data being examined and thus should be determined 
for each data set separately, and where possible should be tested by comparing the fit 
of different distributions.  
6.1.4.2 Step 2: Specify the learning function. The next step is to determine 
the mathematical function that best describes how performance changes over time. 
When examining repetitive tasks, performance typically shows rapid initial 
improvement, followed by smaller performance gains later in practice (Newell & 
Rosenbloom, 1981; Zickar & Slaughter, 1999). An important feature of such change 
is asymptotic performance, as most tasks have limits to performance. For example, as 
noted by Heathcote et al. (2000), even for experts, task completion time is limited by 
factors such as neural integration time and motor response time. Thus using methods 
that allow for task completion times of zero would not capture the true process of skill 
acquisition and therefore researchers examining performance more recently (e.g., 
Anglim & Wynton, 2015; F. J. Lee & Anderson, 2001; Newell & Rosenbloom, 1981) 
often utilize non-linear functions, such as power or exponential models. Meanwhile, 
when measuring performance as an individuals score or accuracy (such as manager 
performance rating at work or the score on a computer game) researchers have often 
noted a similar learning curve to that of task completion time, where the individuals 
score improves rapidly early in practice or job experience with smaller gains later on 
(Donchin, 1995; Erickson et al., 2010). However, in these cases an individuals 
performance can reach perfect, therefore there is no asymptote and thus models 
should be able to capture this, while not predicting scores above perfect. In general, 
commonly used polynomial functions often fail to capture these complex processes as 
a linear function may assign probability to the impossible (RT below zero, scores 
above perfect). Furthermore, while a quadratic function can help avoid predicting 
CHAPTER 6: ABILITY–PERFORMANCE MODELS 
 
132 
impossible scores, it implies a decrease in score or increase in RT towards the end of 
practice, which, although possible due to fatigue effects, may not always occur. Non-
linear functions, particularly when combined with non-normal distributions often 
more closely align with reality, especially with regards to predicting beyond the range 
of the data. 
Another factor to consider in selecting the correct model of skill acquisition is 
what parameters to use. The number of parameters in a function influences the 
complexity of the model, more parameters lead to more complex models. Often a 
more complex model will show less deviance from the data, due to increased 
flexibility. However, this lower deviance could be due to the flexibility of the model 
allowing it to mimic the true underlying functional form of the data while also 
capturing some noise (see Anglim & Wynton, 2015; Averell & Heathcote, 2011). 
Thus it is important to balance complexity and parsimony when specifying models 
and, as discussed later, this complexity should be considered when evaluating and 
comparing the fit of models. While any number of model parameters could be 
specified, in the past researchers have employed models with two, three or four 
parameters. The specific number chosen for a model will depend on the data and the 
purpose of the model (prediction or explanation). In determining the best number of 
parameters researchers should examine past research using similar tasks or measures 
of performance, or studies asking similar questions. Furthermore, researchers should 
consider fitting models with different parameterizations and then comparing the fit of 
these models.  
The meaning of the parameters should also be considered when building a 
model of performance change over practice. In some studies the meaning of the 
parameters may not be important (for instance, if the focus of the analysis is on 
prediction). However, if the study is attempting to understand and explain individual 
differences in performance or performance change, the meaning of parameters should 
be considered. For example, in the current study demonstration the aim is to examine 
how ability relates to the process of skill acquisition, so the parameters of the learning 
curve map onto specific processes, such as rate of learning or initial performance.  
6.1.4.3 Step 3: Specify the integration of predictor variables. The next step 
is to decide on how to integrate measures of ability (or other predictors) into the skill 
acquisition model. The way variables are integrated into the model will depend on the 
task, the model and the questions being asked. Past researchers using HLM, LGCM 
CHAPTER 6: ABILITY–PERFORMANCE MODELS 
 
133 
and piecewise analysis have examined the relationship between each predictor 
variable and each separate learning curve parameter. Depending on the model and 
number of parameters used to describe skill acquisition, this mapping can provide 
information about how variables relate to asymptotic performance, initial 
performance, amount of learning, or rate of learning. For example, predicting each 
parameter of a power model of skill acquisition would provide information regarding 
how each predictor relates to amount of learning, rate of learning and asymptotic 
performance. Furthermore, this integration, or mapping of predictors to learning curve 
parameters, would also allow the effect of each predictor to differ across time, in line 
with theories of dynamic validity.  
While mapping predictor variables to each learning curve parameter can 
provide important information regarding the relationship between predictor variables 
and performance, the addition of the extra coefficients also increases the complexity 
of the model. If the effect of a predictor is constant across the process of skill 
acquisition, a separate coefficient for each learning curve parameter could be 
unnecessarily complex. Instead, another option for mapping predictor variables to 
skill acquisition models is to include one extra parameter in the model that accounts 
for the effect of each predictor across the entire learning curve. The method by which 
this extra parameter is integrated into the skill acquisition model will determine 
whether the predictor variable relates to all aspects of the learning process, or just the 
asymptote. Furthermore, comparing models with different mappings of predictors to 
skill acquisition models will enable testing of whether the predictor criterion 
relationship changes over time or remains stable. 
6.1.4.4 Step 4: Interpretation. Interpreting the results involves two parts, 
model evaluation and comparison as well as parameter interpretation. Model 
evaluation and comparison should ideally be conducted at two points. First, models 
should be evaluated after step 2 (specifying the learning function) to ensure that the 
model of performance and performance change is capturing the data. Secondly, 
models should then be evaluated after step 3 to examine the combined effect of 
practice and predictors on performance. Comparing different models will generally 
provide information about which model of the combined effect of predictors and 
practice best captures the performance data.  
Within Bayesian modelling, several methods can be used to evaluate and 
compare models. However, first, it is important to check that the models have been 
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properly estimated. A common approach is to examine traceplots of the posterior 
samples. Traceplots display the sampling process, showing the values sampled by 
each sampling chain over the sampling period. Thus, if each chain is converging on a 
similar estimate of the posterior density, then this suggests that the chains are centring 
on the same posterior distribution and the model has been properly estimated. Initial 
checks of model fit can be done by examining plots of the observed data with model 
fits overlaid for both individual and group level data. If the data predicted from the 
model aligns with the plotted data this suggests that the model is capturing the data 
with some accuracy. In Bayesian analysis, this can be done by saving the posterior 
distribution of expected task completion time for each individual across skill 
acquisition and plotting the mean of the distribution at each point in practice. 
Furthermore, similar to maximum likelihood and other methods of model fitting, 
measures of how the model deviated from the data should be used to give a 
mathematical estimate of model fit. A common measure used for model comparison 
in Bayesian analysis is deviance information criterion (DIC), which provides a 
measure of penalised model deviance. An important consideration when comparing 
deviance is model complexity. Models that are more complex are also more flexible 
and often able to mimic other models and model noise in the data as well as true 
performance. While many measures of model fit penalise models for being complex 
based on the number of parameters in the model, DIC also considers how the 
parameters are related in the model, improving its ability to detect unnecessary 
flexibility and identify the underlying data-generating function. 
Finally, Bayesian analysis often involves conducting posterior predictive 
checks. This involves sampling parameters from the posterior distribution and using 
these to simulate new data from the model. Statistical properties of the actual data and 
the simulated data can then compared. For example, features of interest might include 
auto-correlation, asymptotic behaviour, sample correlations, changes in variance and 
more. The accuracy with which a model reproduces the defined statistics will indicate 
how good the model is at capturing the data.  
Models can be interpreted further by examining the parameter estimates. In 
Bayesian analysis, a distribution is provided that captures the posterior belief about 
the value of each parameter. The mean of this distribution is commonly used as a 
point estimate of the parameter and credible intervals for these parameters can be 
obtained by taking relevant quantiles of the posterior sample of each parameter. For 
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example, for a 95% credible interval, the .025 and .0975 quantiles would be taken (A 
Gelman et al., 2014). The coverage of credible intervals represents uncertainty in the 
parameter estimates and can be used to quantify confidence in parameter estimates 
(Kruschke et al., 2012). Furthermore, transformations of parameters can readily be 
created to test specific hypotheses. For example, to test whether one predictor is 
stronger than another, the difference between the two parameters at each iteration of 
the sampling chain can be obtained and a posterior density can be obtained on this 
difference to determine whether the difference is statistically significant. A similar 
approach could be employed to determine the indirect effects of different predictors. 
6.1.5 Prior Distributions 
Within Bayesian analysis, prior distributions must be specified for each model 
parameter. In many cases, it is common practice to choose a relatively uninformative 
prior, which will largely allow the likelihood component of the model, the data, to 
determine posterior belief. Common examples include the uniform distribution for 
linear model coefficients, or the normal exponential distribution for performance. The 
prior can also assist in preventing the model from making predictions outside the 
range of possible values. For example, given that each learning curve parameter has to 
be above zero, uniform priors can be used that assign probability to values above zero 
only. Furthermore, where there exists strong prior information about the type of data 
being analysed this should be considered when building prior distributions. 
Researchers have noted that a strength of using prior distributions, and in particular, 
informative prior distributions, is that they allow for accumulation of knowledge over 
studies (e.g., Kruschke et al., 2012). However, it is important to also conduct prior 
sensitivity checks. By running the models with different plausible priors researchers 
can assess whether any substantive interpretations of the model are robust to the 
choice of prior. 
6.1.6 Demonstration: Analysing Dynamic Validity 
To address the theoretical aim of this study and demonstrate the proposed 
methodological approach for integrating measures of stable traits into models of skill 
acquisition, the following sections applies the proposed method to evaluating a 
popular theory of dynamic validity.  
Ackerman (1988, 1992) proposed an influential theory of how ability–
performance relationships change over practice that suggested that the relationship 
between ability and performance for consistent tasks depended on the measure of 
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ability. The theory is based on the three factor model of ability described earlier 
(general ability, perceptual speed and psychomotor ability) and states that correlations 
between general ability and performance should decrease over practice while 
correlations between psychomotor ability and performance should increase over 
practice. Meanwhile, the correlations between perceptual speed and performance are 
proposed to follow an inverted-U shape, with low correlations early in practice that 
increase before decreasing again towards the end of practice. While this theory has 
received some support in the literature (e.g., Ackerman & Cianciolo, 2000; Ackerman 
et al., 1995; J. N. Farrell & McDaniel, 2001; Kanfer et al., 2010), other research 
suggests different effects of ability and practice on performance, including decreasing 
correlations over practice across all measures of ability (e.g., Deadrick et al., 1997; 
Keil & Cortina, 2001). However, this research has generally been conducted using 
correlational analyses, HLM or LGCM methods, which, as noted above, are often 
flawed, and do not provide consistent information about how ability measures relate 
to the process of skill acquisition.  
When examining the relationship between ability and performance researchers 
have also explored whether measures of ability relate to how performance changes 
over time. Zyphur et al. (2007) used LGCM to examine the effect cognitive ability 
and conscientiousness on performance and performance change. The findings showed 
that while both variables predicted initial performance only conscientiousness directly 
predicted performance change. Meanwhile, Voelkle et al. (2006) found that 
perceptual speed was a significant predictor of performance change, showing that 
between ability measures and gender approximately 40% of the variance in skill 
acquisition rate was explained. In both these studies the model used was linear and the 
effect of practice was captured by linear and quadratic terms. The use of two terms to 
quantify the effect of practice makes a subjective determination of the combined 
effect of practice and ability on performance difficult. Therefore, the current 
demonstration uses a non-linear function with a single parameter representing the 
effect of practice, thus allowing a clearer determination of how ability predicts 
performance change.  
The aim of this analysis is to apply the Bayesian approach to determine 
whether ability–performance relationships are dynamic, whether these relationships 
differ for different ability measures and how these ability measures relate to the 
overall process of skill acquisition. Following a description of the data used, the 
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guidelines above will be followed to build a hierarchical Bayesian model of ability, 
practice and performance to test dynamic validity and how ability relates to the 
process of learning. As the data used in this demonstration is the same as that used in 
Chapters 4 and 5, the description of the data here is mostly a summary of that 
provided in the previous chapters. However, the measures of ability are explained in 
more detail in this chapter, as they were not examined in previous chapters.  
6.2 Method 
6.2.1 Participants 
Data from 161 participants was used in this study. As noted in Chapter 4 there 
were initially 163 participants. However, two cases were excluded from the analysis 
in this study. One case was excluded, as the participant did not complete all blocks of 
the criterion task. The second case was removed as the participants time on of the 
ability tests was long enough to indicate that they were not concentrating during this 
portion of the experiment.  
6.2.2 Ability Testing  
As the analyses in this study follow Ackerman’s (1992) theory three 
components of ability were measured: general mental ability, perceptual speed ability 
and psychomotor ability. Each ability was measured using one or more tests. These 
tests were adapted for computer administration using Inquisit (Draine, 1998) and were 
administered in the order they are presented below. Measurement of each of the three 
abilities involved (a) converting each test associated with that ability to z-scores, (b) 
taking the sum of component test z-scores, (c) converting this sum to a z-score for 
each ability. A factor analysis on the 8 tests broadly supported division into three 
separate factors. Correlations between the ability measures can be seen in Appendix 
F. 
General mental ability (GMA). General mental ability was measured using the 
Extended Range Vocabulary, Inference, and Cube Comparison tests (Ekstrom, 
French, Harman, & Derman, 1976). The extended vocabulary test included 48 items 
divided into two parts. For each item participants had to identify the meaning of a 
given target word that is not common (i.e., “cottontail”). The inference test included 
20 items presented in two parts. Each item required participants to read a statement 
(e.g., “More fatal accidents occur on highways after dark than during daylight 
hours.”) and then select the correct inference that follows from that statement out of 
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four presented options (e.g., “The chance of being killed in an automobile accident is 
lower during the day than it is at night.”). The vocabulary and inference tests were 
scored as the proportion of trials correctly answered, with a penalty of -1/4 for 
incorrect answers. Finally, the cube comparison test included 42 items, presented in 
two parts. For this test participants had to judge whether two cubes with letters with 
different faces showing were the same or different. This test was also scored as the 
proportion of trials correctly answered however, the penalty for an incorrect answer 
was -1.  
Perceptual speed ability (PSA). Perceptual speed was measured using the 
Number Sort and Number Comparison tests (Ekstrom et al., 1976). The Number 
Comparison Test consisted of 96 items presented in two parts. Participants were 
required to identify whether two numbers of equivalent length were the same or 
different. Participants scores were calculated as the proportion of trials correctly 
answered with a penalty for incorrect answers of -1. The Number Sort Test included 
50 items presented in two parts. In part one participants had to identify which of five 
presented numbers was the largest, and in part two they had to identify which of the 
five presented numbers was the lowest. Participants scores were calculated as the 
proportion of trials correctly answered with a penalty for incorrect answers of -1/4. 
Psychomotor ability (PMA). Psychomotor ability was measured using a simple 
reaction time test and a four-choice reaction time test. The simple reaction time test 
included 80 trials where participants had to respond as quickly as possible to a single 
stimulus by pressing the space bar. After removing reaction times more than two 
standard deviations above the mean, the mean latency was calculated for each 
participant. The four-choice reaction time test included 40 trials that required 
participants to correctly respond to a target stimulus amongst four options. The score 
for each individual was calculated as the mean latency of correct responses. Reaction 
times on the simple and four-choice reaction time tests less than 100ms were removed 
before analysis as they indicate guesses rather that a true reaction to the stimulus.  
6.2.3 Performance Task 
Skill acquisition was measured using a computer based task, the Wynton-
Anglim Booking (WAB) task (Anglim & Wynton, 2015). This task is more complex 
than those often used in task-based performance research (e.g., alphabet verification 
task, noun-pair lookup task), but still simple enough that performance improvements 
can be observed within relatively short (e.g., 1 hour) experimental sessions. Based on 
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a real-world task used in swimming centres, this task requires participants to assume 
the role of a receptionist and book children in for swimming classes, as was described 
fully in Study1. Research has shown that over a single 1-hour experimental session, 
the time it takes an individual to complete the task decreases (Anglim & Wynton, 
2015). While the exact specifications (i.e., the age of the child and the requirements of 
the parents) differ from trial-to-trial the aim and steps to follow remain the same, 
suggesting the task aligns with Ackerman’s (1986, 1987) definition of a consistent 
task.  
6.2.4 Procedure 
The experimental session took approximately two hours and participants 
completed the session in small groups. The study consisted of two main sections: (a) 
individual differences, and (b) skill acquisition. Both sections were delivered on 
desktop computers with Windows 7 installed. The computers had LCD screens with a 
resolution of at least 1,680 x 1,050 pixels. Participants were seated away from each 
other, where they first completed a demographics questionnaire followed by the 
ability tests (and tests of self-efficacy not examined in this thesis). This first section 
took approximately one hour to complete.  
Participants where then provided with instructions to read before completing 
the skill acquisition task. The instructions explained the aim of the study as well as 
the rules and the purpose of the different buttons. Once participants had indicated they 
had finished reading the instructions they were required to complete 15 blocks of the 
task. Each block ended when the participant indicated they had completed a trial and 
the internal clock of the task indicated it had been three minutes or more since the 
block began.  
6.2.5 Model Description 
In analysing the data the guidelines presented earlier were followed. This 
analysis utilized non-normal distributions of performance and non-linear functions to 
describe the effect of practice. The functions used to describe the learning curve were 
chosen by visualizing the data as well as considering past research using this task and 
similar tasks.  
6.2.5.1 Practice and performance. First a model was fit to performance data 
without integrated ability measures. The following section describes the structure of 
the full hierarchical model. In a basic hierarchical model the learning curve (in this 
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case a power function) is fit separately to each individual, however, the parameters for 
each individual are assumed to be related to the parameters for other individuals: 
 






θ (q) ~ N (µ
θ ( q )
,σ




where expected task completion time, 
 
E( yij ) , for participant  i  in block  j  is a 
function of practice 
 
x j  and parameters representing amount of learning, rate of 
learning and asymptotic performance respectively. These person-level parameters are 
modelled in terms of a distribution, and the mean and standard deviation of this 
distribution (referred to as hyperparameters) provide a basis for interpreting trends in 
the data. This model can then be expanded to include an error term that expresses how 
much individuals vary from the model: 
 
E( yij ) ~ N (µij ,σ ) ,
 
where the mean of this distribution is defined by the power function described above. 
Past research into skill acquisition suggests that individuals differ not only in their 
performance at different times but also in how their performance varies over time. 
Thus, rather than estimating a single variance parameter for all individuals, the 
distribution was altered so that each individual had their own variance parameter: 
 
E( yij ) ~ N (µij ,σ i )
σ i ~ Gamma(ασ ,βσ ) .
 
Next, appropriate distributions for expected performance and model 
parameters must be chosen. Above a normal distribution is presented (except for the 
distribution of SD as this value must be positive) as it is well understood, and 
generally applied by default. However, as discussed earlier, individual performance 
does not necessarily follow a normal distribution. For example, a normal distribution 
allows for values below zero. Given that task completion times can not be below zero, 
other distributions may be more appropriate, such as truncated normal, Weibull, or 
Gamma (see A Gelman et al., 2014 for more discussion of distributions). The current 
approach employs a Gamma distribution. Previous research has shown this to be an 
appropriate distribution for reaction time in general and for the current task in 
particular (Anglim & Wynton, 2015). Rather than mean and standard deviation 
parameters, Gamma distributions utilize shape (α ) and rate (β ) parameters. 
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However, it is possible to mathematically reparameterize these into mean and 
standard deviation parameters to make interpretation easier. At this point the full skill 
acquisition model looks like this: 
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Note that gamma distributions have been applied for the learning curve parameters 
and variance as well. This is done as the learning curve parameters have specific 
interpretations (e.g., amount of learning, asymptotic performance) that also cannot be 
below zero, and variance should always be positive.  
6.2.5.2 Integrating ability measures. Step two of the current approach 
involves integrating stable traits into the model of dynamic performance. In this study 
three different mappings were examined that imply different effects of the three 
abilities (GMA, PSA, and PMA) on skill acquisition. The first mapping involves 
predicting the mean of the distribution of each learning curve parameter from each of 
the abilities separately. A basic approach to this might be 
 
µ
θ ( q )
= β0 + β1zgma + β2zpsa + β3zpma ,  
where  z  represents the respective ability scores and β  represents the coefficient for 
each respective ability measure. However, this linear model does not respect the 
constraints that the means of each of the parameters should be greater than zero (e.g., 
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asymptote must be greater than zero; and if learning has occurred, so must the other 
parameters). Thus, an exponential transformation was used to ensure that the 
predicted learning curve parameters remained positive: 
 
µ
θ ( q )
= exp(β0 + β1zgma + β2zpsa + β3zpma ).  
This model, hereafter referred to as the fully parameterized model, implies that ability 
predicts amount of learning, asymptotic performance and rate of learning separately. 
This allows the relationship between each ability measure and each parameter to be 
different.  
The second and third models add an extra parameter to the learning curve 
model that represents the influence of ability on performance. The first of these 
models, referred to as the multiplication model, implies that ability predicts the entire 




−θ ( 2 ) +θ (3) ) 2×
exp(γ i )





γ i ~ N (µγ ,σγ )
µγ = β1zgma + β2zpsa + β3zpma .
 
In this case a logistic transformation is imposed on the effect of ability to ensure that 
the overall effect is a proportion between zero and one (smaller times indicate 
improved performance). The final model, referred to as the addition model, more 
simply implies a general shift up or down in the learning curve or, just a shift in the 
asymptote: 
 





(3) )+ γ i
γ i ~ N (µγ ,σγ )
µγ = exp(β1zgma + β2zpsa + β3zpma ).
 
Again, an exponential transformation has been used to ensure that task completion 
times below zero cannot be estimated. There may be other ability mappings that could 
be used that imply different relationships between ability and skill acquisition. 
However, the three presented provide an appropriate starting point to demonstrate the 
current approach and to examine the relationship between ability and skill acquisition, 
as they represent three possible relationships between ability and performance; (1) a 
relationship between each ability measure and each learning curve parameter where 
each ability measure may relate differently to each learning curve parameter, 
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implying dynamic validity, (2) a relationship between each ability measure and each 
learning curve parameter where each ability measure has the same effect on each 
learning curve parameter, implying a consistent relationship between ability and 
performance and, (3) a relationship where each ability measure only relates to the 
asymptote parameter, implying that ability only relates to an individuals maximum 
performance.  
6.2.6 Parameter estimation and model comparison. 
The complexity of the above models means that the posterior distributions of 
the parameters and the posterior predictive distributions cannot be mathematically 
evaluated. Thus, fitting these models requires iterative sampling from the posterior in 
order to approximate its shape. Many methods exist for sampling from posterior 
distributions and a discussion of these and the mathematical algorithms underlying 
them is beyond the scope of this thesis (see A Gelman et al., 2014 for more detail). 
A popular method for sampling from posterior distributions is known as 
Monte Carlo Markov Chain (MCMC) and can be employed with statistical software 
through the use of a Gibbs sampling program known as JAGS (Plummer, 2003). All 
the models specified above were estimated using this sampling method. Convergence 
was assessed using traceplots of the MCMC samples. The appropriate number of 
chains and samples within a Bayesian analysis varies depending on the posteriors 
being estimated. A discussion of these different specifications and the choice of those 
used here is beyond the scope of this chapter and this thesis. In the current study each 
model was estimated using four chains of 20,000 iterations to sample from the 
posterior. Examination of the traceplots showed that these specifications led to 
appropriate sampling, convergence of the chains and, thus, good approximation of the 
posterior. 
Several methods where then used to evaluate and compare the models. First, 
DIC values were calculated to evaluate the fit of the models based on how much they 
deviated from the data and how complex they were. Hierarchical models, such as the 
ones being used here, model individual level data and incorporate parameters that 
capture the variance in learning curves between individuals. This means that the 
deviance between the data and the model is generally caused by an inability to capture 
trial-to-trial variance and specific data points rather than variation between 
individuals. Therefore, changing how variance between individuals is captured (i.e., 
changing the specification of ability coefficients) will not significantly alter model fit 
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within a hierarchical model as the ability to capture trial-to-trial variance will not be 
altered. Thus, comparing DIC values for each of the three different ability–
performance models that include ability coefficients to explain variance between 
individuals as well as parameters to capture variance not explained by ability 
coefficients would lead to inconclusive results. Therefore, for the DIC comparison in 
this study, separate models fit where variance other than that explained by ability was 
not incorporated in the model, and thus the models would be evaluated based on how 
well the different integration of ability captures variance between individuals. 
In order to formally measure how well variation in each learning curve 
parameter was predicted by ability the proportion of variance in each parameter 
explained by the three models was calculated. For each learning curve parameter the 
hierarchical model estimates mean and standard deviation hyperparameters, where the 
standard deviation is a measure of how the parameter varies across individuals. As the 
analysis is Bayesian it produces a distribution of plausible values for each 
hyperparameter, its posterior distribution. Thus, for each parameter the standard 
deviation values within the posterior were all squared to transform them into variance 
values, producing posterior distributions of variance, instead of standard deviations. 
These variance distributions were also calculated for the parameters of the skill 
acquisition model with no ability coefficients (the base model). The values of each 
distribution from each ability model were compared to those of the base model 
distributions for each parameter creating a distribution of variance explained by each 
integrated model for each learning curve parameter.  
The next method used to compare the models involved predicting performance 
from ability only. That is, the full dataset was passed into the model but the predicted 
values saved were only based on the ability scores and the prior distributions. This 
provided a set of posterior distributions of performance predicted by ability in each 
block and all the values from each distribution were correlated with observed 
performance in each block, producing a distribution of correlations between actual 
performance and performance predicted by ability. 
 Finally, posterior predictive checks were conducted to determine how well 
each model was able to recover important aspects of the data. For this study, an 
important feature for the models to capture was the correlation between performance 
and ability. This correlation was examined by using two separate measures. For the 
first statistic the typical correlation between performance and each ability measure 
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was calculated using the average task completion time over practice. For the second 
statistic the change in correlation between ability and performance in block 1 and 
block 15 was determined. Both these statistics were calculated for each ability 
measure for the raw data as well as data simulated from each of the three models (for 
each model we simulated 10,00 data sets). 
6.2.7 Priors 
The prior distributions for each parameter for all models are presented in 
Table 6.1. For the power function with no ability measures mildly informative priors 
were used that reflected an understanding that performance is above zero. 
Furthermore, as data from this task has been analysed using Bayesian methods 
previously (Anglim & Wynton, 2015), the posterior estimates from past analyses were 
used to help impose upper bounds on the current priors. Generally, the estimates for 
the learning curve parameters in the ability models are made a bit wider to allow more 
flexibility in these parameters to account for the influence of ability. For the ability 
coefficients, mildly informative priors based on the correlations between ability and 
performance were used. However, these priors were rather wide distributions so as to 
not impose much restriction on the influence of ability. For the fully parameterized 
model, due to the exponential transformation, Normal prior distributions were 
required for the ability coefficients and intercept for each parameter. 
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Table 6.1. Prior Distributions for All Models 
Parameter No Ability Fully 
Parameterized 
Multiplication Addition 
Amount of learning     
     Intercept ( β0θ
(1) )  N (0,1)   
     GMA coefficient ( β1θ
(1) )  N (0,1)   
     PSA coefficient ( β2θ
(1) )  N (0,1)   
     PMA coefficient ( β3θ
(1) )  N (0,1)   




) U (0, 50)  U (0, 80) U (0, 70) 




) U (0, 50) U (0, 50) U (0, 50) U (0, 60) 
Rate of learning     
     Intercept ( β0θ
(2) )  N (0,1)   
     GMA coefficient ( β1θ
(2) )  N (0,1)   
     PSA coefficient ( β2θ
(2) )  N (0,1)   
     PMA coefficient ( β3θ
(2) )  N (0,1)   
     Mean (
 
µ
θ ( 2 )
) U (0, 2)  U (0, 5) U (0, 10) 
     SD  (
 
σ
θ ( 2 )
) U (0, 2) U (0, 10) U (0, 5) U (0, 10) 
Asymptotic performance     
     Intercept ( β0θ
(3) )  N (0,1)   
     GMA coefficient ( β1θ
(3) )  N (0,1)   
     PSA coefficient ( β2θ
(3) )  N (0,1)   
     PMA coefficient ( β3θ
(3) )  N (0,1)   




) U (0, 30)  U (0, 20) U (0, 60) 




) U (0, 30) U (0, 10) U (0, 10) U (0, 10) 
Ability Parameter     
     GMA coefficient ( γ 1 ) 
  U (-10, 5) U (-10, 
10) 
     PSA coefficient ( γ 2 ) 
  U (-10, 5) U (-10, 
10) 
     PMA coefficient ( γ 3 ) 
  U (-10, 5) U (-10, 
10) 
     SD (σγ )   U (0, 5)  
Mean standard deviation ( µσ ) U (0, 20) U (0, 10) U (0, 10) U (0, 10) 
SD standard deviation (σσ ) U (0, 10) U (0, 10) U (0, 10) U (0, 10) 
Note: GMA = general mental ability, PSA = perceptual speed ability, PMA = 
psychomotor ability, SD = standard deviation, N = normal distribution, U = uniform 
distribution. 




6.3.1 Preliminary Analyses 
 The means, standard deviations, reliability and intercorrelations of all ability 
measures are presented in the appendix (see Appendix F). Mean task completion time 
by practice block is shown in Figure 6.1.  
 
Figure 6.1. Boxplot of task completion time over practice.  
Some task completion times were longer than 80 seconds, but for clarity the graph is 
restricted to 80 seconds 
 
The figure shows that, on average, performance improvements are greatest earlier in 
practice and reach an asymptote towards the end of practice. The standard deviation 
over individuals also decreased over practice in a similar pattern to mean. Thus, 
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6.3.2 Bayesian Hierarchical Modelling 
The parameter estimates for the power function without ability measures are 
presented in Table 6.2. Meanwhile, Figure 6.2 presents a representative sample of 
individual-level plots with model fit. The estimates of standard deviation presented in 
the table differ between the learning curve parameters, implying that the amount of 
individual variation is different 
 
Table 6.2. Parameter Estimates for Power Function Without Ability Measures 
Parameter M [95% CI] 




 39.66 [36.49, 43.04] 




 20.50 [17.90, 23.57] 
Mean rate of learning 
 
µ
θ ( 2 )
 1.06 [0.98, 1.15] 
SD rate of learning
 
σ
θ ( 2 )
 0.46 [0.40, 0.54] 




 11.43 [10.62, 12.29] 




 4.13 [3.44, 4.97] 
Mean standard deviation	   µσ  3.40 [3.06, 3.77] 
SD standard deviation σσ  2.11 [1.79, 2.48] 
Note: SD = standard deviation. For each parameter we present mean and 95% 
confidence intervals of the distribution 





Figure 6.2. Plot of task completion time over practice for a random selection of 9 
participants with power function model fits.  
 
The graphs suggest that the model provides a reasonable representation of the 
data capturing relevant aspects of initial performance, rate of change, and final 
performance. While the guidelines presented earlier suggest multiple models of skill 
acquisition should be compared, this was not done here as the model fit statistics and 
plots suggest the power model is accurate and the previous study (Chapter 4) 
suggested that the power was superior to an exponential model of performance. 
The parameter estimates for all three integrated ability–practice–performance 
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Table 6.3. Parameter Estimates for Fully Parameterised, Multiplication and Addition 
Integrated Ability–Performance Models 
Parameter Fully Parameterised 
M [95% CI] 
Multiplication 
M [95% CI] 
Addition 
M [95%CI] 
Amount of learning    
     Intercept  β0θ
(1)  3.67 [3.59, 3.75]   
     GMA coefficient  β1θ
(1)  -0.06 [-0.13, 0.01]   
     PSA coefficient  β2θ
(1)  -0.02 [-0.1, 0.05]   
     PMA coefficient  β3θ
(1)  -0.12 [-0.2, -0.03]   




  40.08 [37.00, 43.44] 39.43 [36.32, 42.81] 




 19.26 [16.86, 22.14] 17.68 [14.95, 20.81] 20.29 [17.71, 23.38] 
Rate of learning    
     Intercept  β0θ
(2)  0.06 [-0.02, 0.14]   
     GMA coefficient  β1θ
(2)  0.02 [-0.05, 0.09]   
     PSA coefficient  β2θ
(2)  -0.01 [-0.08, 0.06]   
     PMA coefficient  β3θ
(2)  0.01 [-0.09, 0.11]   
     Mean 
 
µ
θ ( 2 )
  1.07 [0.99, 1.15] 1.07 [0.99, 1.15] 
     SD 
 
σ
θ ( 2 )
 0.45 [0.39, 0.53] 0.45 [0.39, 0.53] 0.46 [0.39, 0.53] 
Asymptotic performance    
     Intercept  β0θ
(3)  2.44 [2.38, 2.51]   
     GMA coefficient  β1θ
(3)  -0.09 [-0.17, -0.02]   
     PSA coefficient  β2θ
(3)  -0.07 [-0.14, 0.00]   
     PMA coefficient  β3θ
(3)  -0.1 [-0.18, -0.02]   




  11.85 [11.15, 12.57] 11.78 [11.03, 12.54] 




 3.4 [2.81, 4.09] 1.98 [0.28, 3.31] 3.69 [3.03, 4.47] 
Ability Parameter    
     GMA coefficient  γ 1   -0.21 [-0.32, -0.10] -0.80 [-1.29, -0.14] 
     PSA coefficient  γ 2   -0.11 [-0.23, 0.00] -0.17 [-0.74, 0.22] 
     PMA coefficient  γ 3   -0.32 [-0.49, -0.15] -0.24 [-0.82, 0.25] 
     SD σγ   0.43 [0.28, 0.57]  
Mean standard deviation µσ  3.41 [3.07, 3.78] 3.41 [3.08, 3.79] 3.41 [3.08, 3.79] 
SD standard deviation σσ  2.11 [1.80, 2.48] 2.11 [1.80, 2.48] 2.12 [1.81, 2.50] 
Note: GMA = general mental ability, PSA = perceptual speed ability, PMA = psychomotor ability, SD 




The parameter estimates can be difficult to interpret due to the exponential and 
logistic transformations required to ensure estimates were within expected bounds. 
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However, the value of the coefficients and the size of credible intervals suggest that 
some measures of ability predict performance at different points in practice. Thus, the 
parameter estimates in Table 6.3 suggest that, for the full model, psychomotor ability 
is a predictor of asymptotic performance and amount of learning; and general mental 
ability is a predictor of asymptotic performance. Meanwhile the parameter estimates 
for the multiplication model imply that general mental ability and psychomotor ability 
are significant predictors of performance at all points along the learning curve and the 
parameters of the addition model suggest that general mental ability is the only 
predictor of performance. 
As described in the method section, DIC values for each model were 
calculated after removing parameters that accounted for variance not explained by 
ability. In this case new models were fit to the data that did not have extra variance 
parameters, thus the ability integration that was best able to captured the individual 
variation would have a lower DIC. These DIC values are presented in Table 6.4. The 
deviance values indicate that the multiplication model deviates less from the data than 
the other two models. Furthermore, after accounting for complexity, the DIC value 
was lower for the multiplication model also suggesting this model is a more accurate 
integrated model of ability and skill. Interestingly, the multiplication model received a 
higher penalty for complexity than the fully parameterized model, despite having less 
parameters. 
 
Table 6.4. Model Comparison-DIC Estimates for Models Without Extra Variance, 
Variance Explained and Correlations Between RT Predicted Using Ability and Raw 
RT for Each Block  
Model Comparison Method Fully Parameterised Multiplication Addition 
DIC    
     Deviance 16767 15078 16972 
     Penalty 14 157 10 
     Penalized Deviance 16781 15234* 16982 
Explained Variance    
     Amount of Learning  θ
(1)  0.12 [0.11, 0.12] 0.26 *[0.23, 0.30] 0.01 [0.01, 0.01] 
     Rate of Learning  θ
(2)  0.04 * [0.03, 005] 0.04 *[0.03, 0.04] 0.02 [0.02, 0.03] 
     Asymptotic  Performance  θ
(3)  0.31 [0.31, 0.32] 0.72 *[0.56, 0.94] 0.21 [0.19, 0.22] 
Correlation 
   (predicted RT with observed RT) 0.15 [0.00, 0.31]	   0.29 *[0.13, 0.45]	   0.07 [-0.08, 0.23]	  
Note: DIC = Deviance information criterion. For the correlation between predicted RT and observed 
RT the mean and 95% confidence interval of the posterior distributions for the mean correlation across 
15 practice blocks are presented. For explained variance the mean and 95% confidence intervals of 
posterior distributions are presented * Indicates the best performing model for each model evaluation.  
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To further assess model fit, for each learning curve parameter the mean and 
95% credible interval of the distribution of variance explained (as described in the 
method) was calculated and is presented in Table 6.4. Generally, each model 
explained a significant amount of variance in each learning curve parameter, as the 
95% credible intervals did not include zero. The amount of variance explained 
differed between the learning curve parameters and the models. Each model explained 
more variance in the asymptote parameter than the amount of learning parameter. 
Meanwhile, the amount of variance explained in the rate of learning parameter was 
low for each model. The multiplication model explained more variance in amount of 
learning and asymptotic performance than both the fully parameterized and addition 
models. As the credible intervals do not overlap, this difference can be considered 
significant, thus suggesting the multiplication model is a better model of individual 
differences in learning curve parameters.  
Finally, Table 6.4 also presents the mean correlation between actual 
performance and performance predicted from ability only across all blocks for each 
model. As this was done for each set of estimates from the posterior distribution, the 
values presented in Table 6.4 are the mean and 95% credible intervals of these 
distributions. For all three models the correlations between observed task completion 
time and predicted task completion time were moderately low. The correlations for 
the multiplication model were slightly higher than for the other models, however, the 
95% intervals for each model overlap so this difference is not considered significant.  
The results of the posterior predictive checks (PPCs) are presented in Table 
6.5. This shows the six statistics described in the method calculated from the raw data 
and from simulated data. For the simulated data the mean and 95% interval calculated 
from the 10,000 data sets are presented. In calculating these PPCs the simulated data 
was built from the models after removing parameters that account for variance not 
explained by ability, thus ensuring models were compared on how well they captured 
the data and how well the ability integration accounted for individual differences. All 
models underestimated the typical correlations, however both the fully parameterized 
model and the multiplication model contained the raw data estimate within their 95% 
interval for each measure of ability, suggesting that these models are better than the 
addition model. All the models capture the true value of change in correlation for each 
measure of ability within the 95% interval of their posterior distribution.  




Table 6.5. Posterior Predictive Checks 
  Simulated data 
Statistic Data Fully Parameterised Multiplication Addition 
Typical  
   Correlation     
     GMA -0.41 -0.27 [-0.44, -0.08] -0.28* [-0.41, -0.13] -0.14 [-0.32, 0.05] 
     PSA -0.33 -026 [-0.43, -0.07] -0.28* [-0.41, -0.13] -0.09 [-0.26, 0.07] 
     PMA -0.38 -0.29 [-0.47, -0.09] -0.30* [-0.46, -0.15] -0.07 [-0.26, 0.10] 
Change in  
   Correlation     
     GMA -0.09 -0.04* [-0.25, 0.16] 0.03 [-0.12, 0.18] -0.10 [-0.29, 0.09] 
     PSA -0.07 -0.02 [-0.23, 0.18] 0.02* [-0.12, 0.18] -0.07 [-0.25, 0.11] 
     PMA -0.01 0.02* [-0.19, 0.23] 0.03 [-0.13, 0.19] -0.05 [-0.24, 0.13] 
Note: GMA = general mental ability, PSA = perceptual speed ability, PMA = psychomotor ability. 
Typical correlation refers to the mean correlation between each ability measure and performance across 
15 practice blocks. Change in correlation refers to the difference between correlations in block one and 
correlations in block 15. For the simulated data we present mean and standard deviation across 10,000 
simulated data sets. * highlights the model that has best captured the statistic 
 
 
Overall the results of the model comparison suggest that all three models were 
similarly able to capture different features of the data to some extent, although the 
multiplication and fully parameterized models were often better than the addition 
model. However, the multiplication model explained more of the variance in learning 
curve parameters and provided better fit than the fully parameterized model according 
to the DIC values.  Thus, the results in general suggest that the multiplication model is 
the best integrated model of ability and skill acquisition (of those models examined).  
6.4 Discussion 
The aim of this study was to demonstrate a method for integrating ability 
measures into models of skill acquisition and examine how different measures of 
ability relate to performance over practice. In general the results suggest that ability 
does predict performance, but only for measures of general mental ability and 
psychomotor ability, as perceptual speed ability was not a significant predictor in any 
of the models. The results also indicated that the effect of ability was consistent across 
practice as separate coefficients were not required to explain the effect of ability on 
different aspects of skill acquisition. Furthermore, none of the ability measures related 
to or explained much variance in the rate parameter of the learning curve, suggesting 
that for this data, ability does not predict rate of performance change. Finally, by 
following guidelines set out in the introduction the analysis showed how the Bayesian 
hierarchical approach allows for clear examination of the relationship between ability 
and skill acquisition.  
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6.4.1 Implications for Theory 
Overall, the results suggest a consistent relationship between ability and 
performance over practice. A single scale parameter predicted by ability was 
sufficient to explain the combined effect of ability and practice on performance as 
shown by the increased fit of the multiplication model over the addition and fully 
parameterized models. The superior fit of the multiplication model compared to the 
fully parameterised model implies that the effect of ability is similar at all points in 
practice, as separate coefficients were not required to explain individual differences in 
the different aspects of performance over practice. This is further supported by the 
parameter estimates from the full model as the confidence intervals for the 
coefficients for amount of learning and asymptotic performance overlapped, 
indicating no significant difference in the effect of ability. Finally, when conducting 
the posterior predictive checks the change in correlation from block 1 to block 15 
seen in the experimental data was less than 0.1 for all measures of ability, further 
supporting some level of consistency in the effect of ability over practice.  
This finding of stable ability–performance relationships over practice differs 
to findings from other studies that suggest that ability–performance relationships 
change over practice (Ackerman, 1988; Ackerman & Cianciolo, 2002; Eyring et al., 
1993; Voelkle et al., 2006; Yeo & Neal, 2004). The current findings could be 
considered to support one aspect of Ackermans’ (1988, 1992) theory, that ability–
performance correlations often do remain stable for tasks that are inconsistent, that is, 
tasks where the information processing demands change each trial. However, as the 
goal of the current task, as well as the steps needed to reach this goal remain the same 
throughout practice, this task can be described as consistent and thus, the current 
finding of stable ability–performance relationships over practice is inconsistent with 
the theory. These inconsistent results could be due to the processes involved in the 
current task. The current findings support the conclusions of Ackerman and Cianciolo 
(2002) who suggested that it is the content rather than the consistency of the task that 
determines whether ability–performance relationships change. Future research could 
attempt to determine how the content of a task influences ability–performance 
relationships, potentially by analysing these relationships at a subtask level (see 
Ackerman & Cianciolo, 2002; Ackerman & Kanfer, 1993; Anglim & Wynton, 2015). 
The current study also found no significant relationship between any measure 
of ability and rate of learning. Past research in this area has been inconclusive, while 
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some research is similar to the current findings, showing no relationship (Yeo & Neal, 
2004; Zyphur et al., 2007), other studies show a positive relationship (Deadrick et al., 
1997; Voelkle et al., 2006) while still others show a negative relationship (Eyring et 
al., 1993). These past studies utilized different measures of ability and often described 
the effect of practice on performance as linear (or linear and quadratic). The current 
results improve on this by examining three measures of ability and using a non-linear 
parameter to represent practice effects. While all three models in the current study 
explained some variance in the learning rate parameter, this proportion was minimal 
and none of the ability measures were significantly related to this parameter in the 
fully parameterised model. This contradicts the findings from Eyring et al. (1993), 
who also utilized a non-linear learning function. However, in that study, the 
researchers estimated a separate parameter for each individual and then examined 
correlations between the learning rate parameter and ability measures. As described in 
the introduction, this two-step approach is limited as it can be influenced by noise. In 
the current study this effect of noise was avoided by using a hierarchical approach and 
the use of the non-normal distribution meant the models were more able to accurately 
capture the distribution of learning rate across individuals and thus could have led to 
the different results observed in the current study. The flexibility of the method used 
in this study should allow it to be employed in future research and thus enable 
consistency in the analytical techniques used.  
6.4.2 Implications for Modelling 
Within the demonstration, the use of Bayesian hierarchical modelling 
provided several advantages over past approaches to analysing this relationship by 
addressing some key limitations. The use of Bayesian analysis incorporated 
uncertainty at all levels. Thus, the analysis produced clear 95% credible intervals (the 
posterior distributions) of each parameter, rather than point estimates that needed to 
be carefully interpreted to create confidence intervals that are influenced by the 
intentions of the researcher. In the current study these posterior distributions were 
utilized to gain further insight into the relationship between ability and performance 
over practice as well as provide evidence regarding the fit of the models. The 
flexibility of the Bayesian approach allowed the use of more sophisticated 
distributions to describe individual differences and functions to describe the effect of 
practice. The use of Gamma distributions to describe individual differences in 
parameter estimates more accurately captured the true distributions of performance 
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compared to the normal distribution often used, or assumed by, past approaches. 
Meanwhile, the use of non-linear functions and different integrations of ability 
measures, enabled examination of how different ability measures relate to the entire 
learning process as well as performance at different points in practice, while capturing 
the true shape of performance changes.   
Importantly, the flexibility of the current approach means it can be altered or 
expanded to examine other predictor-criterion relationships. For example, the results 
of the current study implied that perceptual speed was not a predictor of performance, 
as no significant relationship was found between this measure and any aspect of the 
learning curve. However, this minimal impact may be due to correlation between 
ability measures, and thus even though this measure of ability may not specifically 
relate to an aspect of the learning curve, its inclusion in the model may still be 
important. Thus, by comparing models with and without perceptual speed as a 
predictor future research could determine more clearly whether perceptual speed 
ability is important to overall model fit and therefore important for predicting 
performance. Furthermore, several researchers have been interested in the dynamic 
relationship between self-efficacy and performance, testing whether performance 
influences self-efficacy or vice versa (e.g., Bandura, 1977; Bandura & Locke, 2003; 
Vancouver & Kendall, 2006; Vancouver, Thompson, Tischner, & Putka, 2002). Thus, 
the current approach could be used to compare models that imply different 
interactions between performance, self-efficacy and practice. The different model 
evaluation and comparison techniques described within this chapter could then be 
used to understand which model is most accurate and why, potentially increasing our 
understanding of the complex relationship. Bayesian hierarchical modelling could 
also be expanded to involve more complex interactions, such as the interactions 
between general mental ability and motivation or personality, and how these combine 
with each other and practice to influence ability.  
The approach presented here could also be useful in organizational settings, 
particularly for predicting performance over time. Analysing performance trajectories 
improves upon analysis of performance at a single point in time or correlations over 
time as it captures the effect of individual differences as well as time. The use of a 
hierarchical structure means that group-level and individual-level performance 
trajectories can be estimated simultaneously and as they are estimated simultaneously, 
they inform each other, improving the estimates of both (see S. Farrell & Ludwig, 
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2008 for discussion). Furthermore, this means that data can be predicted or simulated 
for individuals, teams or organizations as a whole. While some past approaches have 
used hierarchical models to examine performance trajectories (Thoresen et al., 2004; 
Yeo & Neal, 2004, 2006; Zyphur et al., 2007), the flexibility of the Bayesian 
approach allows researchers to implement and examine models with different 
functional forms that may more accurately describe the distribution of performance 
over individuals and the performance trajectory. This is particularly important when 
trying to predict performance as the correct distribution and trajectory will provide 
more accurate predictions. As noted, research suggests that individual performance is 
not distributed normally, and there are often “star” performers (those who perform 
substantially better than the others) (Aguinis & O'Boyle, 2014; O’Boyle & Aguinis, 
2012; Rouder et al., 2005). Having a flexible approach that allows for these other 
distributions means the model will be more able to capture our uncertainty around 
outlier estimates, and potentially better predict the performance of star performers. 
Predictors of individual performance known to be important to a task or job could 
then be integrated into models to further improve the predictive validity of the 
models. 
The use of Bayesian to estimate model parameters also allowed the inclusion 
of prior information. While some researchers argue that the use of prior distributions 
makes Bayesian analysis too subjective, altering them and examining how the 
posterior distribution changes following these alterations can test the influence of 
priors. Furthermore, if prior information is well supported by research, incorporating 
it into the estimation of the model could improve the prediction as well as increase 
confidence in predictions and model parameters (see Rouder et al., 2005 for 
discussion). As the Bayesian approach is probabilistic and incorporates uncertainty at 
all levels of analysis, it captures uncertainty in the data as well as uncertainty in the 
model. Simulation and prediction of new data that takes into account uncertainty is 
therefore automatic with Bayesian analysis. This involves taking random draws from 
the posterior distributions of the parameters and then using these values to create new 
data. Within the current study this method of simulation was used to test the ability of 
the models to capture important features of the data (PPCs) as well as how well 
measures of ability predicted performance under each of the models.  
While the Bayesian methods were flexible enough to allow non-normal 
distributions of performance and non-linear models of performance change, these 
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models and distributions did complicate the integration of predictor variables. In the 
current study this was shown through the need for logistic and exponential 
transformations to ensure predicted task completion time remained positive, which in 
turn made parameter interpretation more difficult. Furthermore, this exponential 
transformation meant the effect of each measure was combined with the effect the 
other measures, making understanding the differential effect of each separate measure 
difficult. However, the aims of this study were mostly addressed by comparing the 
different ability integrations and examining the credible intervals of the parameter 
estimates, thus the exact interpretation of parameters was not important for this study. 
The modelling approach used here could be used by future research to examine the 
differential effects of different ability measures by comparing models that only have a 
single ability measure.  
6.4 Conclusion 
In conclusion, this study aimed to examine the relationship between ability 
and skill acquisition while demonstrating how to use Bayesian methods to estimate 
and compare integrated models of ability, practice and performance. The results 
suggested that two measures of ability related to skill acquisition but that the 
influence of ability remained stable across practice. Furthermore, the study showed 
how the use of a flexible approach allowed the analysis of different integrations of 
ability measures into models of skill acquisition, while incorporating non-linear 
descriptions of performance and capturing uncertainty in parameter estimates. The 
Bayesian approach provided the ability to utilise a more realistic representation of 
performance that forces researchers to more seriously consider assumptions about 
performance distributions and the effects of time while the flexibility of this approach 
allows researchers to ask more complex questions in both pure and applied contexts. 
In relation to the theoretical objective of this thesis, the analysis provided information 
about how ability relates to individual differences in performance over practice. 
Meanwhile, the methodological objective of this thesis was explored in this study by 
again highlighting the flexibility of the approach while also providing guidelines for 
future researchers to encourage the use of this approach.  
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CHAPTER 7: DISCUSSION 
7.1 Overview 
This thesis decomposed skill acquisition on a complex task to examine 
learning and individual differences in performance while introducing Bayesian 
hierarchical modelling as a method for analysing skill acquisition. Specifically, there 
were two overarching objectives. Theoretically the objective was to understand the 
component processes underlying skill acquisition and how practice may influence the 
predictive validity of stable trait variables. Methodologically the objective was to 
demonstrate how Bayesian hierarchical modelling provides a flexible approach for 
examining multiple aspects of skill acquisition while addressing the limitations of past 
approaches. Within these overarching goals, four key aims were addressed, through 
three studies. Study 1 examined whether a power or exponential function more 
accurately captured the functional form of the learning curve (Aim 1) and examined 
the consistency of subtask learning (Aim 2). Study 2 examined how strategy use 
changed over practice and related to changes in performance (Aim 3). Finally, Study 
3 examined the combined effect of practice and cognitive ability on performance 
(Aim 4), while providing guidelines for building and estimating a Bayesian 
hierarchical model.  
The three studies were conducted using data from a large underlying skill 
acquisition study utilizing a relatively new cognitive-perceptual-motor task. Overall, 
the analyses of these studies showed that skill acquisition on a complex task can be 
decomposed and understood as changes in component processes. However, the 
changes in these component processes that occur over practice do not necessarily 
mirror the changes seen in the overall task. For example, Study 2 showed that strategy 
change often occurred abruptly over practice and Study 1 showed that subtask 
performance occasionally increased over practice, rather than decreasing like overall 
task performance. Finally, Study 3 showed that the processes involved in the current 
task led to a stable relationship between ability and performance over practice. 
Furthermore, the analyses showed that Bayesian methods are flexible enough to 
model performance, strategy use and the combined effect of practice and stable trait 
variables on performance. While other methods could have been used to estimate 
these models, transformations of data would likely have been required and model 
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comparison methods would not have fully captured and accounted for the complexity 
of the models. 
The main aim of this chapter is to explore how the current findings relate to 
several themes within skill acquisition research, and thus avoids repeating the content 
from the discussion of each distinct study. However, before discussing the themes, the 
key findings from each study are briefly summarised, in order to link them to the 
themes later on. The discussion of each theme following the exploration of key 
findings includes a definition of the theme, a discussion of previous research and how 
the current findings relate to the theme, as well as identification of the direction future 
research could take when examining the theme. Following the discussion of the 
different themes the generalizability of these findings of this thesis to other tasks and 
measures of performance is discussed. Finally, this chapter presents a discussion of 
the methodological implications of the current thesis. Given the novelty of the 
approach used in this thesis, both the advantages and challenges of the approach are 
discussed. Furthermore, advice is offered for how this approach can be applied in 
future studies of skill acquisition 
7.2 Key Findings  
The aim of Study 1 (Chapter 4) was to examine whether a power or 
exponential function best described skill acquisition and whether the effect of practice 
on performance differed between different task components. To address these aims, a 
previous study exploring subtasks and strategy use was replicated. While initial 
results suggested the findings contradicted those of the original study, follow up 
analyses indicated that the inconsistencies between the findings were caused by the 
difference in how the trials were grouped into blocks. When the blocking structure of 
the original study was replicated with the current data the findings supported the 
original study. Overall, the results of Study 1 showed a minor preference for the 
power function over the exponential function in describing skill acquisition at both 
the overall and subtask level. This study also found subtask learning to be inconsistent 
as the rate of learning was not equal between the components of the task. The findings 
further indicated that some of this inconsistency was explained by the use of different 
strategies between the subtasks. From this it was concluded that learning the overall 
task requires more than just learning the component tasks. Individuals also had to 
learn how to allocate resources among the subtasks and when to trade of between the 
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subtasks by using different strategies that may increase completion time for one 
subtask while decreasing it for another. Finally, the results also showed how 
increasing the sample size decreases uncertainty in parameter estimates and increases 
DIC, and how blocking structure can influence model fit and parameter estimates, 
particularly at the subtask level.  
The findings of this thesis do not firmly conclude that the power function is 
always superior to the exponential and thus the most accurate mathematical 
description of skill acquisition is still under debate. However, while completing this 
thesis a study was published by Evans et al. (2018) that attempted to refine the law of 
practice. These researchers noted performance often improves slowly in the very early 
stages of practice, before improving at a faster rate. Thus they compared power and 
exponential functions with an extra parameter to capture this initial slow 
improvement. They found support for a widespread “Delayed Exponential Law of 
Practice” showing that the exponential function with the extra parameter fit better 
than the power function in the majority of cases. Furthermore, they noted that future 
research should not use the power function, as it does not accurately capture initial or 
asymptotic performance (while the exponential does), which could suggest that some 
of the findings in this thesis may be inaccurate due to the use of a power function. 
However, this thesis used similar methods of model comparison to those used by 
Evans et al. (2018) and found that the power function captured the data more 
accurately than the exponential. Furthermore, the main conclusion from study 1 
regarding inconsistency in subtask learning was driven by findings from both the 
power and exponential models. Thus, while the finding of a better fit of the power 
function may be called into question by this new study, the overall conclusions 
regarding subtask learning consistency and how this relates to overall performance 
stand up.  
Study 2 (Chapter 5) examined the effect of practice on strategy use. The aim 
of this study was to understand whether changes in strategy use could be abrupt and, 
if so, how these abrupt changes could lead to gradual changes in performance. The 
results showed that when examining strategy use from the level of a single action 
(e.g., retrieving a single piece of information from memory, ignoring a single piece of 
information), changes often occurred abruptly during practice. However, as complex 
tasks involve several strategies, when examined from the perspective of an average 
(i.e., overall method of task completion) changes in strategy use occurred more 
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gradually. Furthermore, as the shifts in component strategy use often occurred earlier 
in practice, the changes in overall strategy use were in line with the power like 
changes seen in task performance. Similar to the findings from Study 1, this suggests 
that the processes that underlie performance change do not always change in the same 
way as performance.   
Finally, Study 3 (Chapter 6) addressed the final aim of the thesis by examining 
the relationship between cognitive ability and skill acquisition. By building and 
examining integrated models of ability and skill acquisition, this chapter explored the 
combined effect of ability and practice on performance and provided guidelines for 
how to build fully data-generating, integrated models of dynamic performance. The 
results suggested that, for this task, while ability related to performance, the predictive 
validity of ability did not change over practice, and ability did not relate to rate of 
skill acquisition. The finding of a stable ability–performance relationship across 
practice differed to past research suggesting that tasks with consistent processing 
demands can have stable ability–performance relationships over practice and thus it 
may be the content of the task influencing the dynamic nature of ability–performance 
relationships as well as, or instead of, the consistency of the task.  
In each study of this thesis a power function was fit to the relationship 
between practice and performance. This process was repeated in each study to allow 
comparison between this base model and other models in the study. For instance, in 
Study 2 the power model of skill acquisition was compared with and without a global 
measure of strategy use in order to examine the influence of strategy use, while in 
Study 3 the base model of skill acquisition was used as a comparison to evaluated the 
influence of different ability measures. In general the parameter estimates from these 
power functions were the same across studies, although some minor differences can 
be seen. This consistency supports the use of the sampling procedure in estimating the 
models and suggests that the chosen number of sampling chains and iterations was 
sufficiently exploring the parameter space.  
7.3 Major Theoretical Themes 
While each study addressed specific research questions and aims, the findings 
from each study also related to several themes within skill acquisition research. The 
below section describes four themes, discusses past research that has explored the 
theme and then examines how the current findings relate to the theme. Each section 
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also discusses the limitations and gaps left by thesis and how future research could 
expand on each theme by addressing these gaps.  
7.3.1 Levels of analysis in cognition 
Analysis of cognitive processes (such as those underlying performance and 
skill acquisition) can occur across multiple levels and researchers examining 
cognitive processes have often noted the importance of the level of analysis at which 
research is conducted. For example, Griffiths, Vul, and Sanborn (2012) discuss the 
three levels of analysis referred to by Marr (1982); the computational level, where the 
problem and its ideal solution are modelled probabilistically, the algorithmic level, 
where the processes involved in arriving at a solution are explored and the 
implementation level, where the physical processes underlying the algorithm are 
explored, potentially through analysis of brain regions. Griffiths et al. (2012) noted 
that instead of focusing on a single level, research should instead be aiming to bridge 
different levels of analysis, and understand the cognitive processes that link these 
levels of analysis. Similar hierarchies have been explored such as Newell’s (Newell, 
1990) ‘bands of cognition’, which explores four different levels.  
Specifically, one way that research into skill acquisition relates to levels of 
analysis in cognition is the level at which the analysis is conducted, group or 
individual. When exploring performance and skill acquisition researchers have 
examined what occurs at the group level (e.g., Crossman, 1959; F. J. Lee & Anderson, 
2001; Newell & Rosenbloom, 1981) and what occurs at the individual level (e.g., 
Ghisletta et al., 2010; Haider & Frensch, 2002; Heathcote et al., 2000). These findings 
have shown that the patterns and relationships seen at the group level often differ to 
those seen at the individual level. More recently, the attempt to combine these levels 
has come in the form of hierarchical modelling (e.g., Deadrick et al., 1997; Rouder et 
al., 2005; Voelkle et al., 2006) which allows researchers to explore group level 
patterns while incorporating the idea that individuals differ and explicitly measuring 
these differences. There are several advantages to combining levels of analysis in this 
way. For example, it supports the modelling of individual differences while pooling 
information to reduce the effect of noise. Furthermore, measures of stable trait 
variables could be incorporated that allow researchers to understand which factors 
relate to inter-individual differences in performance and which relate to intra-
individual differences. 
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Skill acquisition research has also explored levels of analysis in cognition by 
examining how changes in performance relate to changes in the processes underlying 
performance or changes in brain regions associated with cognitive processing. For 
instance, Newell (1990) referred to 4 bands of cognition. The lowest level is the 
biological level comprising of millisecond events that occur at a neural level. The 
cognitive level consists of deliberate acts such as completing components of a task. 
The rational level relates to completing whole single tasks, and, finally, the social 
level encompasses large educational events, such as learning new aspects of human 
behaviour. In a review of past research, Anderson (2002) examined three theories 
relating to the bands of cognition, the decomposition, relevance, and modelling 
theses. The findings of this review provided substantial support for the decomposition 
theory, showing that skill in the social level band could be decomposed into skill 
within each of the other three bands. Furthermore, the findings showed some support 
for the relevance and modelling theories, showing changes occurring in the lower 
bands were often relevant for changes occurring at the higher bands and that 
modelling these processes allowed clearer understanding of how they link together. 
Throughout skill acquisition research there is substantial evidence for the 
decomposition thesis, with many studies showing that tasks can be decomposed into 
smaller subtasks (Ackerman, 1992; Anderson et al., 2011; Card et al., 1983). 
However, some researchers exploring this have also looked at the reducibility 
hypothesis, which postulates that not only can tasks be decomposed into smaller 
components but that these components change over practice in a similar pattern to the 
overall behaviours and thus learning the components is sufficient to learn the overall 
task (F. J. Lee & Anderson, 2001; M.-H. Sohn et al., 2005). For instance, F. J. Lee 
and Anderson (2001) examined the reducibility hypothesis by decomposing a 
complex task and fitting power functions to subtask performance over practice. They 
concluded that as the rate of learning between the subtasks was similar, the 
reducibility hypothesis was supported. Meanwhile, Anglim and Wynton (2015) 
conducted a similar study, finding significant differences in the rate of learning 
between subtasks, contrary to the reducibility hypothesis. While the research in this 
area is minimal, many researchers and theories suggest, implicitly at least, that 
changes in the component processes underlying performance, do, or should, mirror 
changes in the overall task. For example, upon noting that changes in strategy use are 
often abrupt, researchers attempted to show that changes in performance must 
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therefore also be abrupt, just hidden due to aggregation over individuals (e.g., Haider 
& Frensch, 2002; Rickard, 1997).  
The current this thesis explored and expanded on this theme in several ways. 
Firstly, by employing a hierarchical analysis this thesis was able to bridge the group- 
and individual-levels of analysis. While past research (e.g., Deadrick et al., 1997; 
Voelkle et al., 2006) has employed a hierarchical approach before, the current thesis 
used a more flexible model estimation approach and thus was able to retain some 
important individual level features of performance and skill acquisition, such as the 
shape of the learning curve and the non-normal nature of individual performance 
distributions. Furthermore, the flexibility of the approach meant stable measures of 
individual differences could be easily incorporated into the model without 
transformation of data. This allowed a better examination of how these predictors 
relate to the process of skill acquisition, rather than just performance at a single point 
in time. Finally, examining group and individual level change in the underlying 
processes of subtask learning and strategy use highlighted the importance of 
considering both group- and individual-level data, as substantial variation in change 
over practice could be seen at the individual level for these measures, even more than 
that seen in overall task performance.  
The current thesis further explored levels of analysis by modelling change 
over practice at several levels of task decomposition including, overall task 
performance, subtask performance and strategy use. The findings showed support for 
Andersons (2002) three hypotheses. First, in support of the decomposition thesis, 
performance at the overall level could be decomposed into separate components (such 
as subtasks and strategies). Second, changes in these components, especially strategy 
use, were strongly related to performance on the overall task, supporting the relevance 
thesis. Finally, in support of the modelling thesis, the use of modelling at each of 
these levels led to increased understanding of each level and further understanding of 
how these levels link together. However, the findings also expanded on this theme by 
showing that, contrary to the reducibility hypothesis, changes in the component 
processes do not necessarily mirror those at the overall level. By modelling strategy 
change at different levels of aggregation, this thesis showed that, through aggregation 
of different strategies, abrupt changes in the use of different strategies combined to 
lead to gradual changes in performance. Furthermore, use of a flexible modelling 
approach showed that rate of learning could differ across different levels of analysis 
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such as subtask versus overall task. That is, some subtasks may show a much faster 
rate of improvement over practice, while others have slower learning rates, combining 
to lead to the rate seen at the overall level.  
Overall, this thesis showed that changes over time can exhibit a different 
pattern across different levels of analysis (e.g., subtasks and strategy use) particularly 
when explored at an individual level. Furthermore, by modelling change at these 
different levels the findings showed how the changes in these component processes 
combined, through aggregation and trade offs, to produce the pattern seen at the 
overall level. However, while this thesis touched on why the effect of practice may 
differ between tasks components and strategies, this was not fully explored within the 
studies of this thesis. Given that some past studies have found consistency in patterns 
of change across levels of analysis (e.g., Anderson et al., 2011; F. J. Lee & Anderson, 
2001), future research could examine other tasks and decompositions to understand 
more clearly the factors that lead to inconsistency in component change. For example, 
the WAB task could potentially decomposed further into smaller subtasks, or filtering 
and timetabling tasks could be combined into one subtask. Furthermore, the current 
thesis examined how performance on components taking seconds related to 
performance on a task that takes minutes to complete. However, Anderson (2002) 
also described longer bridges, where components taking seconds could relate to 
performance and skill that takes years to fully acquire. Thus, future research could 
explore some of these longer bridges by utilising methods similar to those employed 
within this thesis to examine how strategies or subtasks relate to motor movement and 
how brain activity or completion of simple tasks relates to overall job performance.  
7.3.2 The Effect of Practice 
Practice can influence many factors, including performance and variables that 
have been shown to relate to individual differences in performance, such as self-
efficacy or motivation. Across jobs, tasks and academic situations, practice has been 
shown to have a significant impact on performance (Sturman, 2007). However, 
practice has also been shown to have an effect on variables such as motivation, effort 
and self-efficacy (e.g., Heggestad & Kanfer, 2005; Kanfer, 1990; Vancouver, 
Gullekson, Morse, & Warren, 2014; Vancouver & Kendall, 2006; Yeo & Neal, 2004). 
Furthermore, studies show that complicated relationships can exist between all these 
variables. For instance, self-efficacy has been shown to have a cyclical relationship 
with performance whereby self-efficacy predicts initial performance, but changes in 
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performance then lead to changes in self-efficacy, which can lead to further changes 
in performance (Vancouver et al., 2014; Vancouver & Kendall, 2006; Vancouver, 
Thompson, & Williams, 2001). Thus, while it is clear that practice leads to substantial 
changes in many variables, particularly performance, the drivers of this change are 
less clear.  
As described in the introduction multiple researchers have attempted to 
understand how changes in underlying skill acquisition processes lead to the 
predictable speed up in performance. For instance, Newell and Rosenbloom (1981) 
explored chunking as the underlying process; as individuals practice a task or skill 
they chunk the aspects of knowledge or steps into progressively larger pieces, leading 
to faster completion times. Similarly, in his ACT-R theory, Anderson (Anderson, 
1996; Anderson et al., 2004) refers to knowledge compilation, which groups 
sequences of productions (steps or knowledge) into single productions. Other 
researchers focus on how individuals shift to retrieving information from memory 
(e.g., Bajic & Rickard, 2011; Logan, 1988; Logan & Etherton, 1994) or how they 
change the aspects of the task they pay attention to (e.g., Frank et al., 2013; Haider & 
Frensch, 1996; Haider & Frensch, 1999).    
In the current thesis the effect of practice was explored by examining changes 
in component task performance and changes in the use of different strategies over 
practice. As performance on component tasks generally improved over practice and 
strategy use significantly correlated with performance, it was concluded that both 
these processes were drivers of overall performance change. However, the effect of 
practice differed across the components and differed to the effect seen in overall task 
performance, suggesting that subtask performance and strategy use are not the only 
drivers of change. Unlike performance on the overall task, component performance is 
not optimised by the individual and thus the findings suggest that performance 
improvements are driven by determining the best way to combine the component 
tasks, completing only the necessary subtasks and trading off between the subtasks, 
spending more time on one subtask to reduce the time taken to complete another 
subtasks.  
Similarly, the current findings suggest that changes in strategy use involve 
more that just shifting to the most optimal strategy for each aspect of the task at a 
single point in practice. Instead, some optimal strategies can be employed from the 
beginning of practice provided individuals understand all aspects of the task, others 
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require experience with the task and some need high levels of insight for an individual 
to utilise them. Furthermore, while some strategies may seem more optimal on paper, 
the execution of these strategies may slow down performance. For instance, on the 
task examined in this thesis, it might appear that applying all filters would be the most 
efficient method, as it would substantially reduce the number of classes displayed. 
However, as the classes were already organised by day and time, the time taken to 
apply these filters is greater than the reduction in time spent scanning the timetable 
caused by applying them, making it more optimal not to use them. The findings in this 
thesis further suggest that changes in strategy use differ depending on the type of 
strategy under examination. For instance, the results suggest that strategies relying on 
memory retrieval tend to shift slower over practice, with participants often shifting 
back and forth between algorithm and retrieval as participants tested their ability to 
remember the rules or as their confidence in their memory changed. On the other 
hand, those strategies requiring insight or those related to changes in the amount of 
irrelevant information attended to often only shifted once, generally early in practice. 
Thus it appears that, for some tasks, practice leads to improved performance through 
an improvement in how the task is completed (e.g., the way subtasks are combined 
and the strategies used). However, the effect of practice on these underlying processes 
varies depending on what is required to discover or complete them.  
While the current thesis explored both strategy use and component task 
performance, and touched on the link between the two, future research could expand 
on this by more further exploring how strategy use influences component 
performance. Furthermore, the current thesis measured the effect of practice over 
blocks, not trials. While this was done in order to minimise the amount of noise and 
increase ability to capture the effect of practice in models, the effect of practice on 
strategy use may be different at a trial level, particularly for aspects of a task that 
involve more inconsistent processing, such as remembering different pieces of 
information trial-to-trial. Future research could explore this by examining strategy 
change and change in component performance at a trial level, while using modelling 
techniques such as those used in this thesis. Finally, when examining the relationship 
between strategy use, component performance and overall task performance future 
research could explore how instructed strategy shifts influence both component and 
overall task performance. 
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7.3.3 Stability of Predictors of Individual Differences 
Substantial literature has examined how the influence of stable trait variables 
on performance changes over practice, often exploring how the predictive validity of 
ability changes over repetitive task practice. Ackerman’s (1986, 1988, 1992) theory of 
dynamic validity proposed that measures of general ability would be important in 
predicting initial performance and task specific measures of ability would be 
important in predicting practiced performance. More specifically, Ackerman (1986, 
1988, 1992) theorized about how three measures of ability (general mental ability, 
perceptual speed ability and psychomotor ability) related to the three phases of skill 
acquisition (Schneider & Shiffrin, 1977; Shiffrin & Schneider, 1977). Ackerman 
(1986, 1988, 1992) also theorised that for tasks with inconsistent processing demands 
(i.e., tasks that require different processing on each trial) the relationship between 
performance and all measures of ability would be consistent across practice, with 
general ability being the strongest predictor, as individuals do not move through the 
three phases on learning in these tasks. While this theory has received support 
(Ackerman, 2007; J. N. Farrell & McDaniel, 2001; Kanfer et al., 2010; Voelkle et al., 
2006), a review of the research suggests deteriorating validities over practice for all 
ability measures and tasks (Keil & Cortina, 2001). The inconsistent findings in the 
past literature could be due to differences in the tasks examined, however, this has 
been difficult to determine due to the varying methodologies used to explore these 
relationships (e.g., correlational analysis, latent growth curve modelling, hierarchical 
linear modelling) and the limitations of these approaches, such as the lack of a single 
parameter describing the effect of practice.  
In this thesis, the theory of dynamic validity was examined using a method 
that addressed many of the limitations of past approaches, Bayesian hierarchical 
modelling. The results showed that a single parameter was sufficient to capture the 
effect of ability over practice, suggesting that, contrary to Ackerman’s theory and the 
review by Keil and Cortina (2001), the effect of ability can be consistent across 
practice for some tasks. It may be that this task is not as consistent as first thought or 
that the experimental session was not long enough for the effect of ability to change 
by the end of practice. However, performance on this task changed over practice, at 
both the overall task and subtask level, as did strategy use. Furthermore, performance 
changes followed a pattern similar to that seen in most tasks and performance 
approached an asymptote towards the end of practice. Thus, the results suggested that 
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participants had moved through at least the first two phases of learning and thus some 
change in the relationship between ability and performance was expected.  
The findings from this thesis may indicate that the relationship observed 
between ability and performance is dependent on how the data is analysed. Multiple 
approaches have been used in the past, such as comparing correlations between ability 
and performance at different points in practice, fitting linear models to correlations 
over time or modelling the combined effect of practice and ability on performance 
with linear or non-linear functions. Thus, differences between studies may be an 
artefact of the analytical tool used rather than due to actual differences in the 
influence of ability on performance over practice. Future research could explore this 
further by examining a single data set with multiple approaches, comparing the 
findings to evaluate the effect of the different methods. Furthermore, researchers 
should carefully consider their research question and aims when deciding upon a 
method of analysis. For example, a correlational approach may be best if the aim is to 
actually determine how correlations change over practice, but modelling might be 
better for prediction of performance after practice.  
While the different findings in the current thesis may be the result of using a 
different method, they may also indicate that some tasks, despite having consistent 
processing demands over practice, may not show changing ability–performance 
correlations. The findings of this thesis suggest that, in the current task, having 
multiple strategies and different component tasks led to a more consistent influence of 
ability. Thus, future research could attempt to further understand what drives 
changing and stable ability performance relationships. This could be done by 
exploring different amounts of practice, determining at what length of practice 
ability–performance correlations change. Furthermore, researchers could attempt to 
determine what characteristics of a task drive stable or changing correlations by 
examining the relationship between ability and performance over practice for 
different subtasks. As different subtasks often involve different processes, even 
though it is the same task, analysing ability–performance relationships over practice 
at a subtask level will enhance understanding of how these processes drive ability–
performance relationships. Furthermore, future research could determine whether 
other factors or variables moderate the relationship between ability and performance 
and how this changes over practice. For example, in this thesis, strategy use was 
shown to be strongly related to performance and past research has shown that several 
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variables relate to individual differences in strategy use and change (e.g., Hertzog et 
al., 1996; Rogers et al., 1994). Future research could employ the integrated modelling 
techniques presented here to determine whether ability measures relate to individual 
differences in strategy use and whether strategy change moderates the relationship 
between ability and performance. 
7.3.4 Selection, Recruitment and Training   
Research into performance and skill acquisition is important for recruitment 
and training in the workplace. Understanding how stable trait variables predict 
performance over time should inform recruitment processes while understanding the 
effect of practice on performance and the component processes underlying 
performance can enhance training programs. Given the previous research noted above 
suggesting that the variables predicting initial performance are often different to those 
predicting practiced performance or rate of improvement with practice (e.g., Voelkle 
et al., 2006; Zyphur et al., 2007), professionals using psychometric testing as part of 
recruitment need to consider what is important in the given job space and base any 
testing around this. This is also relevant for training, as testing could identify 
individuals likely to have low initial but better practiced performance and could be 
identified as being likely to benefit from extra training. Thus, a clear understanding of 
how the validity of predictors changes over practice and the factors influencing how 
they change is important. 
Past research has explored whether part task or whole task training is more 
beneficial to gaining skill. Some research suggests that breaking a complex skill into 
its component tasks and training in these separately leads to better performance on the 
component tasks and the overall task (e.g., Wickens et al., 2013). On the other hand, 
some research has shown that, without knowledge of how the component tasks are 
combined in the overall task, part task training, while enhancing component 
performance does not necessarily lead to improved performance on the overall task 
(e.g., Anderson et al., 2011; Goettl & Shute, 1996; Lim et al., 2009). Wickens et al. 
(2013) refer to the importance of the structure of the component tasks. When the 
components need to be performed in sequence on the overall task, their findings 
showed that part task training is beneficial. However, when the components needed to 
be performed in parallel within the overall task, they found part task training to be 
less beneficial. Similarly, studies show that tasks with separate independent 
components benefit more from part task training than those tasks with integrated, 
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connected components, which benefit more from whole task training (Naylor & 
Briggs, 1963).  
The research suggests that training programs should also consider strategy use. 
The strategy employed by an individual can have a substantial effect on performance 
(Hertzog et al., 1996; F. J. Lee & Anderson, 2001). Thus, providing an individual 
with the opportunity to discover a more efficient strategy or instructing them in a new 
strategy could lead to improved performance. However, individuals are often 
reluctant to shift strategies, especially when the new strategy requires more effort to 
apply, or more confidence in ones ability or memory (Hertzog et al., 1996; Touron & 
Hertzog, 2004, 2009). For example, Yechiam et al. (2004) compared the use of a 
more efficient complex strategy to a less efficient, easier strategy on a text editing 
task. They found that individuals taught the easy strategy first continued using this 
strategy even after being taught the more complex and efficient strategy, as they were 
more comfortable with this strategy. However, when individuals were taught the 
difficult strategy on first being presented with the task, the results showed that they 
persisted with this strategy even when the easier strategy was presented to them. 
Furthermore, studies show that the ease with which a new strategy is adopted and the 
individual differences in strategy change appears to be related to the type of strategy. 
For instance, Frank et al. (2013) found that while age was related to the point at which 
individuals shifted to a memory retrieval strategy, it was not related to the point at 
which individuals shifted to ignoring irrelevant task information.   
The current thesis informs this theme by adding understanding of what factors 
are important when predicting performance or providing training. While the majority 
of past research in this area suggests that the validity of ability predictors should 
change over practice, unless a task is inconsistent (e.g., Ackerman, 1992; Keil & 
Cortina, 2001), the current thesis supports the smaller number of studies suggesting 
that on some tasks the content of the task or the processes involved could lead to a 
more consistent relationship between ability and performance over practice 
(Ackerman & Cianciolo, 2002). Thus, recruiters and trainers should consider both the 
consistency and the content of the task when determining which predictors to 
consider. Furthermore, this thesis provided guidelines for implementing a flexible 
model of performance over practice that integrates measures of individual differences 
and incorporates uncertainty at multiple levels. Thus, this method could be employed 
by future researchers to understand how other predictors, such as personality or age 
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influence performance over practice. Finally, researchers could also use the approach 
set out within this thesis to understand how different predictors of individual 
differences interact with training protocols, such as whole task or part task training, to 
influence performance. 
In regards to methods of training, the current findings support past research 
suggesting that tasks with connected components would likely not benefit from part 
task training. By showing inconsistency in subtask learning the current thesis suggests 
that component skill is not the same as overall skill, and thus improved performance 
on the overall task would not likely result from training on components alone. 
Furthermore, the current findings suggest that inconsistency in subtask leaning is due, 
in part, to subtask trade offs that may be present in some tasks. For instance, in this 
task increasing the time filtering would decrease the time taken to scan, but applying 
all the filters (which may appear to be the most efficient strategy) would increase 
filtering time by a greater ratio than the decrease in timetabling time. Thus an 
understanding of the task and how the components link together would be necessary 
in order to perform the overall task to ‘peak performance’. In order to understand the 
effect of part task training and when it is likely to lead to better performance future 
research could compare different decompositions of given tasks. This would enable 
them to determine what level of connection between subtasks leads to ineffectiveness 
of part task training. Furthermore, as subtask inconsistency was partly driven by the 
strategy specificity of each subtask, the findings of this study showed a strong 
connection between subtask learning and strategy use. Thus future research could 
explore how training in different strategies improves component versus overall 
performance. 
In regards to the effects of strategy use, the current thesis emphasised the 
importance of strategy use to performance, showing a strong link between strategy 
use and overall task performance as well as between strategy use and subtask 
performance. Furthermore, the findings suggested that individuals could achieve 
similar levels of task performance at the end of practice using different strategies. 
This implies that for certain tasks there might not be one ‘best way’ to complete the 
task. Instead, the most efficient combination of strategies for a given individual may 
depend on the individual and the amount of practice. Thus, any training programs 
should consider individual differences before instructing an individual in a certain 
strategy. Rather than instructing all individuals on the objectively most efficient 
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strategy, the different methods of task completion and their relative effectiveness 
could be explained to each individual. Furthermore, in order to examine how 
individual differences relate to strategy use and performance, future research could 
explore how instructing individuals in different combinations of strategies, at different 
points in practice, influences strategy change and performance.  
Overall, this thesis explored the relationships among several important 
variables and processes within skill acquisition that are important for recruitment and 
training. However, these relationships were generally explored in isolation (e.g., the 
relationship between strategy use and practice was examined separately to the 
relationship between performance and cognitive ability). To further understand the 
interaction between these variables and how this may effect selection and training, 
future research could examine these combined relationships in more detail. For 
instance, measures of ability could help identify which individuals will perform better 
with different strategy combinations, or the use of different strategies may mediate 
ability–performance relationships as ability may influence when and how individuals 
shift strategies, which in turn influences performance. Furthermore, as noted by 
Ackerman and Cianciolo (2002) future research could explore how ability relates to 
subtask learning. That is, ability might predict individual differences in the 
consistency of subtask learning, or how strategies are used to combine different 
subtasks. This enhanced understanding of interactions could indicate to professionals 
how to determine which individuals would perform best on certain jobs or tasks, and 
which training programs would lead to the best performance for certain individuals  
7.3.5 Scope and Generalisation 
Despite being based on data gained from an experiment utilising a single task, 
the findings from the studies in this thesis should generalise to other tasks, measures 
of performance and measure of practice. The task was designed to capture several 
processes common to many tasks. For example, by involving different types of 
strategy change the task can be seen to reflect the changes in processing that occur on 
simple tasks such as the noun-pair lookup or alphabet verification tasks. Similarly, 
any task consisting of multiple subtasks has the capacity to display inconsistency in 
subtask learning, especially if the components are completed in parallel or involve 
different strategy changes. Furthermore, the aims of this thesis were often related to 
showing how differences in the process of skill acquisition can occur across tasks, 
despite consistent performance changes. For instance, in exploring strategy change 
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the focus of this thesis was to show that abrupt strategy change can underlie gradual 
performance, and thus show that when abrupt strategy shifts are observed on any task, 
abrupt changes in performance will not necessarily follow. Furthermore, the 
examination of ability–performance relationships showed that these relationships do 
not necessarily change over practice, even for tasks with consistent processing 
demands. The findings here suggest that while ability–performance relationships may 
generally change over practice on consistent tasks, there are conditions where these 
relationships may be stable.  
The studies in this thesis could also be seen as limited due to a reliance on 
blocked data rather than trial-level data. As noted in this thesis and by other 
researchers (S. Brown & Heathcote, 2003; Haider & Frensch, 2002; Rickard, 1997), 
aggregation can lead to distortion of learning curves and thus bias the findings of the 
study. Therefore, the findings from this study may not generalise to trial-level 
processes. However, blocking was used here as conducting the analyses would have 
required much more complicated models, and the trial-to-trial variation in 
performance, particularly in experimental conditions more likely represents fatigue, 
distraction, or boredom rather than the processes underlying performance being 
examined within this thesis. As noted in chapter 4, the way trials are blocked does 
appear to influence parameter estimates and model fit statistics, however, full 
exploration of this concept is beyond the scope of this thesis. Future research could 
focus more clearly on this concept, exploring different modelling techniques with 
trial-level data and data that has been blocked with different methodologies. 
Finally, the overall methodological objective of this thesis was to introduce 
Bayesian hierarchal modelling as a flexible method for analysing skill acquisition 
data. The flexibility of this approach means that the guidelines and suggestions noted 
throughout this thesis can be applied to attempts at modelling performance on other 
tasks, measures of performance and measures of practice.  
7.4 Methodological Contribution 
7.4.1 Summary 
In the above section key theoretical findings from each study were 
summarised, however, each study also had key methodological findings. In Study 1, 
when comparing power and exponential functions the analysis showed that even 
though the two functions had the same number of parameters the exponential function 
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was more flexible than the power function and was thus able to mimic power like 
changes over practice. This suggests that researchers should ensure that the method 
they use to compare similar models such as these incorporate a penalty based on 
functional form complexity as well as the number of parameters. Researchers should 
also consider using alternative methods for model evaluation and comparison such as 
model recovery simulations and posterior predictive checks. This would allow them 
to more clearly evaluate and compare the fit of the models and examine any specific 
model failures to ensure that one model is considered better based on its ability 
capture the data generating process rather than to due to its flexibility and ability to 
mimic the other model. Furthermore, when examining the consistency of subtask 
learning in Study 1, the use of posterior predictive checks enabled better identification 
of how models that enforced consistency of subtask learning failed to accurately 
capture the data. These analyses also allowed deeper exploration of the models to 
understand why the initial measure of model fit may have contradicted the 
hypotheses.  
 Study 2 represented one of the first attempts to mathematically model strategy 
change at an individual level (a similar study was conducted by Gaschler et al. (2015). 
This study showed how the use of a modelling approach allows for a more formal test 
of whether changes in strategy use are abrupt or gradual. Furthermore, examining 
strategy change at an individual level highlighted the substantial variation in the 
functional form of strategy change between individuals and thus emphasised the need 
to consider individual differences when exploring strategy use and change. Finally, 
Study 3 showed how a flexible hierarchical structure is able to easily integrate 
measures of predictor variables into models of skill acquisition. Analysing the data 
with this method allowed for an understanding of how the different abilities related to 
the entire process of skill acquisition while also understanding how each ability 
measure related to specific aspects of learning, such as initial performance or rate of 
learning. 
Aside from the specific contribution of each study, overall this thesis 
highlighted the importance of hierarchical modelling within skill acquisition research, 
and psychological research as well as the flexibility and strengths of Bayesian 
methods when estimating and comparing these models.  
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7.4.2 Integrated Hierarchical Modelling 
For over a century mathematical modelling has been utilized within 
psychological research, particularly when analysing changes over time (e.g., Deadrick 
et al., 1997; Nair, Czaja, & Sharit, 2007; Newell & Rosenbloom, 1981; Ravenzwaaij 
et al., 2014; Tenison & MacLellan, 2014; Zickar & Slaughter, 1999). Mathematical 
modelling is useful within psychological research as it quantifies the observed data 
and allows mapping of observable behaviours to latent processes (see Shiffrin, Lee, 
Kim, & Wagenmakers, 2008 for discussion). However, hierarchical modelling has 
only been used in more recent years (e.g., Anglim et al., 2015; Deadrick et al., 1997; 
Zyphur et al., 2007). From an analytical perspective hierarchical modelling is useful 
in any analysis as it allows analysis of individual data and patterns while utilizing the 
pooling advantages of group level modelling to reduce the effect of noise that often 
limits the findings of individual level only analysis.  
While many studies have used hierarchical modelling (or similar techniques 
such as latent growth curve modelling) to explore skill acquisition (e.g., Deadrick et 
al., 1997; Voelkle et al., 2006; Zyphur et al., 2007), this thesis represents one of only 
a handful of studies employing hierarchical models to examine subtask learning and 
strategy use. Furthermore, unlike the majority of previous research using hierarchical 
modelling, the current thesis captured the effect of practice by utilising a non-linear 
function, which is generally a more accurate measure of the effect of practice as it 
predicts an approach to asymptotic performance, which is a key feature of skill 
acquisition when performance is measured as the time taken to complete a task. By 
employing hierarchical modelling, the current thesis could examine the underlying 
group level trend of changes in overall task performance, component task 
performance and strategy use while incorporating individual differences. 
Furthermore, through examination of hyperparameter estimates, the hierarchical 
models enabled understanding of how the parameter values varied across individuals, 
and measures of ability were easily integrated into these models in an attempt to 
explain this individual variation.  
7.4.3 Bayesian Methods of Estimation and Evaluation  
Multiple methods could have been used to estimate the models in this thesis, 
however Bayesian methods were used to highlight their flexibility in modelling 
complex processes like skill acquisition while accounting for non-normal distributions 
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of individual differences, and non-linear patterns of change. In applying this approach 
to different research questions, several more advantages were noted. 
First, Bayesian analysis allowed the simulation of datasets that incorporated 
uncertainty across multiple levels. These simulated data sets were useful for 
conducting model recovery simulations, which provided information about how well 
data simulated from one competing model was captured by another, and for 
conducting posterior predictive checks, which provided information about specific 
failures of given models. These methods provide substantially more information 
regarding model fit than typical model fit statistics. For example, the model recovery 
simulation in Study 1 suggested that the exponential model is more flexible than the 
power function and better able to capture data generated by a power function than 
vice versa. This may be why researchers fitting models to individual level data have 
found a preference for the exponential function. Individual level data is more highly 
influenced by noise and thus the increased flexibility of the exponential function 
enables it to capture this noise more accurately. Furthermore, the use of model 
recovery simulations when exploring the second aim in Study 1 provided further 
detail about why the constrained models of subtask learning failed to capture the data 
generating process. These simulations also showed how strategy use explained some 
of the inconsistency in subtask learning, as the constrained model with strategy 
covariates was better at capturing data generated from the unconstrained model than 
the constrained model without strategies. 
 Meanwhile, throughout this thesis posterior predictive checks (PPCs) were 
used to determine specific failures of each model and thus provided more detail about 
which model most accurately captured the underlying process of skill acquisition. 
Past research has used PPCs in several ways. For example, Ng, Ntoumanis, 
Thøgersen‐Ntoumani, Stott, and Hindle (2013) used PPCs to test model fit when 
exploring the ability of individuals to predict and support the psychological needs of 
significant others trying to manage their weight. Meanwhile, Vandekerckhove et al. 
(2011) used PPCs to determine how well their model captured patterns in the data, 
such as the 10th, 30th, 50th, 70th, and 90th percentiles of RT distributions.  
Posterior predictive checks can be extremely useful, however it is important to 
choose the right statistics for a given problem and data set. No model of psychological 
processes is perfect and all models will fail to accurately capture some aspect of the 
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data. Thus researchers should use PPCs to compare models based on their ability to 
capture aspects of the data deemed important to answering the given research 
question or hypothesis. Furthermore, understanding which model captures important 
statistics better could separate two models that both appear to fit the data with similar 
accuracy. For example, in the current thesis, the models in the Study 1 were used to 
determine the consistency of subtask learning and thus PPCs were used to compare 
the models based on their ability to capture statistics relating to how performance 
varies between component tasks. In Study 3 however, the models examined were 
exploring the relationship between ability and performance and thus the PPC statistics 
used to compare the models were related to how well they captured the impact of 
ability on performance. Furthermore, similar to how Vandekerckhove et al. (2011) 
used PPCs in their study, the first study of the thesis explored how well the models 
captured percentiles and standard deviations. While these statistics did not relate 
specifically to the aim of the study (evaluating the consistency of subtask learning), 
they are important for any model of skill acquisition as capturing these values 
indicates the model is accurately capturing the amount of individual variation in the 
data.  
There are other advantages to the Bayesian approach not explored here and 
not used in this thesis. For instance, having a posterior predictive distribution that 
incorporates uncertainty allows prediction of new values outside the data that takes 
into account this uncertainty and provides estimates of this uncertainty alongside the 
predictions. Furthermore, Bayesian methods can be used to test specific hypotheses 
about parameter values. While this was briefly employed in Study 3 to test hypotheses 
about parameters by looking at the measures of ability, future research could make 
better use of this. By determining where a given value sits in the distribution, 
Bayesian modelling can suggest whether a given value such as 0 is a likely value for 
that parameter. 
7.4.4 Challenges and Suggestions for Implementing Bayesian Methods  
Despite the numerous benefits of Bayesian modelling identified and explored 
throughout this thesis, several challenges were also encountered. However, while 
completing the analyses in this thesis, methods for addressing these challenges and 
minimising their impact were also discovered. 
7.4.4.1 Model specification. Implementing models, particularly hierarchical 
models that integrate measures of stable trait variables, within a Bayesian framework, 
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requires the researcher to fully specify the model and the priors. This process can be 
difficult and often requires the researcher to make several subjective decisions. 
However, this can be seen as an advantage as it requires researchers to consider their 
beliefs, assumptions and the form of the data. All analyses have assumptions that 
should be considered before conducting them, however, in many traditional analyses 
these assumptions are not always made explicit and the researcher would need to test 
these are met before they could conduct their analysis. If the assumptions are not met, 
the researcher may need to utilise a different analysis, or transform their data to fit the 
given assumptions. By making assumptions explicit, Bayesian methods make it easier 
for a researcher to ensure they have considered their assumptions and also allows the 
researchers to test how their assumptions influence their findings. Statistical programs 
and packages such as R, JAGS and Stan are available that can also make this process 
easier and some even allow for simpler estimation. Furthermore, while determining an 
appropriate prior for a model can be difficult, there are ways to simplify this process. 
For instance, the prior could be based around the bounds of the data and be informed 
by past findings. Furthermore, conducting prior sensitivity checks by changing the 
specifications of the prior and examining any changes to the posterior allows 
researchers to understand the effect their prior is having on the posterior and 
determine whether a different less informative, or more informative, prior is required.  
 7.4.4.2 Model estimation. In some cases, simple Bayesian models can be 
estimated mathematically, by combining the prior and the likelihood and calculating 
the posterior. However, most models, particularly complex ones such as those used 
here require other methods of estimation, such as sampling from the posterior. Again, 
software and programs are available that can make the process of sampling simpler, 
however, it can still often be quite intensive and require hours or days of sampling to 
accurately capture the posterior distribution. Fortunately, the rapid improvement in 
computer processing power is making this process faster and within this thesis 
separate models and MCMC chains were run using parallel computing, greatly 
decreasing the time taken to run the analyses.  
A problem encountered several times within this thesis was the best way to 
determine whether the sampling process had been run long enough to accurately 
sample from the posterior and to debug the models. Often the error messages 
provided by the statistical program did not sufficiently describe the problem and had 
to be further investigated. Through doing this we came up with several steps that are 
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important when building models. First, although several chains and iterations are 
needed to accurately approximate the posterior through sampling, initially models 
should be run on a “quick” setting to ensure that no obvious errors occur. Then, in 
order to check that the sampling algorithm is sufficiently sampling from the posterior, 
trace plots of the chains can be examined. These should look like “fuzzy caterpillars”. 
There are also mathematical tests (not used in the current thesis) that can be used to 
determine whether chains have converged (see Brooks & Gelman, 1998; Cowles & 
Carlin, 1996; Plummer, Best, Cowles, & Vines, 2006).  
Furthermore, often sampling chains can get ‘stuck’ when sampling, fail to 
accurately sample from the entire parameter space and therefore don’t converge 
toward a single value. This occurred in Study 2 of this thesis when estimating the 
models of strategy change. These models involved logarithmic modelling due to the 
nature of the data. In this case when the chain reached exactly 1 or 0, it would get 
stuck. This problem could be overcome by altering the prior slightly so that values of 
exactly 0 and 1 could not be sampled. For interpretation and prediction 0.001 and 
0.999 are equivalent to 0 and 1 respectively and thus could be used as placeholders.  
The current thesis relied on DIC as the main method of model evaluation and 
comparison, which has been highlighted in recent years a being flawed. Specifically, 
the authors of the original paper introducing DIC (Spiegelhalter et al., 2002) 
summarised these issues in a recent paper (Spiegelhalter et al., 2014). The common 
issues highlighted include, the penalty varies with reparameterization, there is a lack 
of consistency, it has weak theoretical justification and it is not based on a fully 
predictive criterion. While other methods may have been more appropriate (Vehtari et 
al., 2017) to use within the current analyses, given the ease of examining DIC using 
JAGS the other methods were considered out of scope for this thesis. Furthermore, 
model recovery simulations showed DIC was able to reliably identify the data-
generating model and was not used in isolation. Posterior predictive checks and plots 
of model fits also supported the conclusions from the DIC.  
Finally, an advantage of the Bayesian approach highlighted at the start of this 
thesis was that the flexibility of the approach meant no transformations of data were 
required in order to fit models. However, in the final chapter, the ability measures 
underwent an exponential transformation. Unlike traditional methods where data are 
transformed (often to fit a normal distribution) in order to satisfy assumptions in 
model fitting, and or where linear functions are used to approximate non-linear 
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learning curves, the transformations employed in the current thesis were used to 
ensure that any data predicted from the model was within the bounds of reality. 
7.5 Conclusion 
Overall, the findings from the three studies presented in this thesis contributed 
to skill acquisition research both theoretically and methodologically. Theoretically, 
the findings suggested that complex tasks can be decomposed by examining 
performance on subtasks and exploring the strategies used to complete the task. The 
findings further suggest that the effect of practice is not consistent across these 
processes. Practice can lead to abrupt changes in strategy used or decreases in subtask 
performance. Aggregation over these different changes then leads to the gradual 
increase in performance seen over practice on the overall task. Furthermore, these 
different processes underlying performance led to a more stable effect of ability on 
performance over practice than often seen in tasks showing similar performance 
changes. Methodologically, the use of Bayesian hierarchical modelling enabled the 
incorporation of non-normal distributions of performance and non-linear models of 
skill acquisition while also providing more informative measures of model evaluation 
and comparison. This thesis provides a stepping stone for future research, highlighting 
the need for more research to understand the aspects of jobs or tasks that lead to 
different relationships between subtask performance, strategy use, cognitive ability 
and performance over practice. Furthermore, the advice and guidelines presented in 
this thesis, as well as within tutorial papers highlighted in Chapter 3 should allow 
researchers to take advantage of the substantial benefits of Bayesian methods, and in 
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Abstract. The current study used Bayesian hierarchical methods to challenge 
and extend previous work on subtask learning consistency. A general model of 
individual-level subtask learning was proposed focusing on power and exponential 
functions with constraints to test for inconsistency. To study subtask learning, we 
developed a novel computer-based booking task, which logged participant actions, 
enabling measurement of strategy use and subtask performance. Model comparison 
was performed using DIC, posterior predictive checks, plots of model fits, and model 
recovery simulations. Results showed that while learning tended to be monotonically 
decreasing and decelerating, and approaching an asymptote for all subtasks, there was 
substantial inconsistency in learning curves both at the group- and individual-levels. 
This inconsistency was most apparent when constraining both the rate and the ratio of 
learning to asymptote to be equal across subtasks, thereby giving learning curves only 
one parameter for scaling. The inclusion of six strategy covariates provided improved 
prediction of subtask performance capturing different subtask learning processes and 
subtask trade-offs. In addition, strategy use partially explained the inconsistency in 
subtask learning. Overall, the model provided a more nuanced representation of how 
complex tasks can be decomposed in terms of simpler learning mechanisms. 
Keywords. learning, practice, skill acquisition, Bayesian hierarchical 
modeling, Power Law of Practice 
 
1. Hierarchical Bayesian Models of Subtask Learning 
Researchers have been modeling the effect of practice on task performance for 
over a century  (Bryan & Harter, 1899; Heathcote et al., 2000; Newell & 
Rosenbloom, 1981; Snoddy, 1926).  F. J. Lee and Anderson (2001) extended such 
research to modeling the effect of practice on subtask performance. They examined 
how improvement in overall task performance could be understood in terms of 
improvements on subtask performance. Thus, they  tested the often tacit assumption 
that basic research findings in cognitive psychology could be used to explain learning 
of complex real-world skills. In particular, they raised the question of whether the 
relationship between practice and subtask performance was consistent across 
subtasks. 
Initial studies have suggested that subtask learning is often consistent (e.g., F. 
J. Lee & Anderson, 2001; M.-H. Sohn et al., 2005); however, we propose several 
improvements to modeling subtask learning that have the potential to challenge this 
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finding. First, previous studies have analyzed learning data at the group-level, rather 
than the psychologically more meaningful individual-level. Second, there is a need to 
refine how subtask learning consistency has been parameterized. Third, studies have 
not formally incorporated strategy use into models of subtask learning consistency. In 
particular, Bayesian hierarchical modeling provides a flexible approach for estimating 
complete probabilistic models of individual-level subtask performance with strategy 
covariates. It also provides a useful model comparison framework, supporting data 
driven evaluation of model complexity. 
To advance understanding of subtask learning consistency, we first developed 
a new task designed to measure strategy use and subtask performance. We then 
applied Bayesian hierarchical modeling to examine competing models of the effect of 
practice on overall and subtask performance at the individual-level. To apply such an 
approach we proposed several novel models of subtask learning and the effects of 
strategy use. Before describing the task and presenting the models, we review 
literature on the relationship between practice and performance first at the overall 
level and then at the subtask level. 
1.1 Overall task learning 
There are many mathematical models of the relationship between practice and 
task completion time (for reviews, see Heathcote et al., 2000; Lane, 1987; Newell & 
Rosenbloom, 1981). Newell and Rosenbloom (1981) analyzed many skill acquisition 
datasets finding that with practice, task completion time decreased monotonically, 
decelerated monotonically, and approached an asymptote. They found that learning 
data was well modeled by a power function, which they influentially labeled the 
‘Power Law of Practice’. In its most commonly used three parameter form (hereafter 
referred to as the power function), the Power Law states that 
     
E( y j ) = θ
(1)x j
−θ ( 2 ) +θ (3)  
where expected task completion time, 
 
y j , on trial  j = 1,..., J , is a function of amount 
of practice, 
 
x j  
( x1 = 1), and parameters representing amount to be learnt  θ
(1) , rate of 
learning  θ
(2) , and asymptotic task completion time  θ
(3) . 
Despite extensive use of the three parameter power function, researchers have 
continued to debate the merits of alternative models. Some alternatives include two 
and four parameter versions of the power function, the APEX function (Heathcote et 
al., 2000), and even models that imply discontinuous jumps in performance (e.g., 
Haider & Frensch, 2002). A particularly notable alternative is the three parameter 
exponential function (hereafter referred to as the exponential function) 
 
E( y j ) = θ
(1) exp(−θ (2) (x j −1))+θ
(3) . 
Heathcote et al. (2000) compared the power and exponential functions across 
a wide range of datasets. Importantly, they noted that most previous evaluations of the 
power function had been performed on group-level data rather than individual-level 
data. While group-level data is relevant to managing groups of workers, individual-
level data is relevant to understanding the psychological learning process of particular 
individuals. As a result Heathcote et al. (2000) fit the power and exponential functions 
separately for each individual across a range of experimental tasks using ordinary 
least squares minimization. They found that while the power function provided better 





Despite the importance of individual-level analysis, Bayesian hierarchical 
modeling offers several advantages over fitting learning functions separately 
(Kruschke, 2010b). In particular the Bayesian approach allows data to be modeled 
jointly. Also, Bayesian model comparison approaches such as DIC and model 
recovery simulations allow for data driven penalties to model fit based on flexibility 
(for a textbook introduction, see Andrew Gelman et al., 2013). Averell and Heathcote 
(2011) used hierarchical Bayesian analysis to compare power and exponential 
functions in the context of the forgetting curve. They found that while the exponential 
model had a smaller deviance, the power model had better fit after incorporating a 
penalty for model complexity. Thus, as a secondary aim, this paper assesses whether a 
similar finding applies to Bayesian models of the relationship between practice and 
task completion time. 
1.2 Subtask Learning 
Many prominent theories of learning and cognition are concerned with 
relating different levels of processing (e.g., Anderson, 2002; Newell, 1994). F. J. Lee 
and Anderson (2001) noted the importance of understanding how the learning 
mechanisms studied in simple cognitive tasks relate to learning more complex tasks. 
In many performance domains, tasks can be decomposed into subtasks often using 
hierarchical approaches (e.g., Card et al., 1983).F. J. Lee and Anderson (2001) 
proposed the reducibility hypothesis that states that learning complex tasks can be 
understood in terms of learning many smaller subtasks.  
To study this hypothesis F. J. Lee and Anderson (2001) studied subtask 
learning on the Kanfer-Ackerman Air-Traffic Controller (KA-ATC) Task. The overall 
task was to land planes, which could be decomposed into subtasks which included 
moving, landing, and queuing planes. To test whether subtask learning was consistent, 
they fit power functions to group-level data on subtask completion time over practice. 
They argued that if constraining the rate parameter  θ
(2)  to be constant across subtasks 
did not significantly damage the fit to the data, then subtask learning was consistent 
across subtasks. Although there were some instances of inconsistent rates, they 
concluded that in general, subtask learning appeared to be consistent. 
Despite being the first paper to our knowledge to model the consistency of 
subtask learning, there is substantial scope to build on the methods that they 
employed. First, their study analyzed group-level data, when individual-level data is 
more psychologically meaningful (for discussion, see Heathcote et al., 2000). In 
particular, group-level data is well known to smooth over a wide range of variation at 
the individual-level. Second, F. J. Lee and Anderson (2001) focused mostly on 
constraining the rate parameter across subtasks. Presumably this was an attempt to 
distinguish scale from shape, and only constrain shape. Third, the model was not a 
formal probabilistic model of the data generating process; instead, point estimates of 
parameters were estimated using least squares.  Finally, the study did not explicitly 
model individual differences in strategy use, which are known to exist on the KA-
ATC Task (John & Lallement, 1997). As will be discussed, such strategy changes 
may influence the consistency of subtask learning at the individual-level. 
There are several reasons why subtask learning may be inconsistent, 
particularly at the individual-level. First, tasks differ in underlying learning 
mechanisms and scope for learning. For example, for some subtasks learning involves 
an obvious insight, whereas for others it will be the gradual accumulation of 
knowledge. Second, some strategy shifts alter the subtask structure of a task such that 
less time needs to be allocated to a particular subtask. Third, there may be subtask 




different subtask. While participants are generally asked to minimize overall task 
completion time, minimizing subtask completion time is not a goal in itself. Thus, 
part of learning a task is learning how to coordinate and allocate effort across 
subtasks.  
Inconsistency in subtask learning may be related to strategy use. These include 
the coding of information into memory (Ackerman, 1992; Hertzog et al., 1996), 
improvements in keyboard accuracy or mouse clicking speed (F. J. Lee & Anderson, 
2001), a reduction in the time spent fixating on task irrelevant information (Haider & 
Frensch, 1999; M.-H. Sohn et al., 2005), and the use of better, or more efficient, 
strategies (Yechiam et al., 2004). Within a complex task it is possible that learning is 
impacted by all of these processes, but they contribute differently to each subtask. 
Processes that contribute differently to different subtasks may explain why subtask 
learning is sometimes inconsistent.  
1.3 The Task 
 In order to obtain relevant data for studying the consistency of subtask 
learning, we created a new task, the Wynton-Anglim Booking (WAB) Task. The task 
represents a simplified version of a task used in actual swimming schools. The task's 
complexity was designed to be  similar to the KA-ATC Task; i.e., more complex than 
a simple cognitive task, but not so complex that it would limit experimental study. 
The aim of the task was to book a child into a suitable swimming class. To complete 
the task, participants were required to (1) ask a simulated parent questions about their 
child, (2) filter a large timetable to show relevant times, and (3) select a time that 
conforms with task rules and meets the parent's needs. To correctly select a class from 
the timetable, participants had to follow three rules: (1) the class level must align with 
the child's age; (2) the class must not already be fully booked, where the number of 
children permitted in a class varies by level; and (3) the class must satisfy the 
requirements of the parent which could include day, time, or teacher limitations.  
Figure 1 shows the main screen used for asking questions, accessing task 
rules, filtering the timetable, and triggering the display of the timetable. The timetable 
screen displayed available class times that also were consistent with any active filter. 
Classes were arranged in a grid with five columns for the days Monday to Friday and 






Figure 1. Task screen as viewed by participants. The speech bubbles at the 
bottom represent questions that can be asked. The five columns of check boxes 
correspond to the timetable filters. The SHOW TIMETABLE button would display 
the timetable consistent with the specified filters.  
The task was designed to enable studying of subtask learning; thus, all mouse 
presses were recorded and were assigned to one of three subtasks. The first subtask 
was information gathering (I) which included asking questions and viewing the class 
rules. Each of these actions would bring up a modal dialog box with information. The 
participant would need to click to close this dialog box. The task was designed so that 
questions were either always relevant (age and day-time), sometimes relevant (level 
and teacher), or always irrelevant (name, experience, and special needs). The second 
subtask was filtering (F). There were five filters which when applied would alter the 
subsequent display of the timetable to only show classes that met the restrictions 
implied by the filters. The five filters were teacher, level, day, time, and class size. In 
the case of teacher, level, day, and time filters, the default status was for all options to 
be selected. Options could be deselected either one at a time or by pressing a button to 
deselect all and then selecting the one or more options of relevance. The class size 
filter defaulted to no restriction and participants could select a desired size restriction. 
The third subtask was timetabling (T). This involved pressing the show-timetable 
button and selecting a class from the timetable list. Depending on the degree of 
filtering applied, various degrees of visual scanning would be required. When a class 
was selected, it could be correct or incorrect. If it was correct, then the trial would end 
and feedback on trial completion time would be presented. If it was incorrect, then 
one of several error messages would be displayed. If the participant overfilled a class 




the reason for the error. If the class did not meet a parent requirement (i.e., wrong 
time, day, or teacher), then the error message simply indicated that the class did not 
suit the parent. 
The task could be performed in a variety of ways. We identified six strategies 
of particular relevance. In relation to information gathering, there was the proportion 
of the three possible irrelevant questions that the participant asked on a trial. By 
carefully following task instructions or through experience, participants were 
expected to learn not to ask the irrelevant questions. The second information 
gathering strategy was whether the rules were accessed on the trial. The rules stated 
how the age of the child related to the appropriate class level and stated the maximum 
number of children permitted in a class for the level. Thus, with sufficient exposure, 
participants were expected to be able to retrieve the rules from memory. This is 
analogous to the learning that occurs in many algorithm-retrieval studies of skill 
acquisition (e.g., Delaney et al., 1998). We also examined four filtering strategies: use 
of the level, time, and day filters, and whether, when selecting the level filter, the 
deselect all option was used. With regards to the filters, the level filter was assumed to 
be the most useful for simplifying timetable search. In contrast, day and time filters 
were considered to be less relevant, as the timetable was already arranged into days as 
columns and sequentially by time. In general, each of these three filters was expected 
to increase the time spent on filtering and reduce time spent on timetabling. In 
contrast, using the deselect-all level-filter button was expected to reduce the time 
required to apply the level filter. Instead of having to deselect the five levels that did 
not apply, using deselect-all required only two mouse clicks, one on deselect all, and a 
second to select the appropriate level.  
Overall, subtasks differed in terms of how they were learnt and whether trade-
offs were present. Information gathering required many more gradual learning 
processes to understand task rules and identify irrelevant information. Filtering 
involved some aspects of efficiency, but also required an appreciation of the optimal 
amount of filtering in order to facilitate subsequent timetabling. Finally timetabling 
was a relatively simple subtask, if information gathering and filtering had been 
performed effectively. It only required basic skills in scanning the timetable that 
would presumably be acquired fairly rapidly. Thus, the task enabled the measurement 
of overall and subtask performance along with strategy measurement to support the 
modeling of individual differences in learning. 
1.4 Models 
We now present our proposed models of overall and subtask performance. In 
simple terms, the models state that expected performance is a function of practice. 
The functions have parameters that describe important characteristics of the learning 
curve such as final performance, amount of learning, and rate of learning. Observed 
performance deviates from expected performance, and these deviations are also 
incorporated into the model and quantified. The models are hierarchical in that 
individuals have their own parameters (i.e., individuals vary in amount learnt, rate of 
learning, final performance, and variability around expected performance) and these 
parameters (the lower level) are assumed to be drawn from a distribution with 
hyperparameters (the upper level). Means and standard deviations of these 
distributions can then characterize the way that individuals vary in their learning 
curves (e.g., typical rate of learning, variation in rate of learning, etc.). For a useful 




Overall task performance. Overall task completion time 
 
yij  for participant  i  
 (i = 1,...,n) , at time point  j   ( j = 1,..., Ji ) , where  Ji = 15  for all individuals in the 
present study was modeled as follows: 
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xij  is the practice block number indexed  1,2,…,  and  θ i  is a vector of 
parameters for each individual  i . The formula  yij ~ Gamma(α ij ,βij )  states that  yij  is 
distributed (~) according to a Gamma distribution with parameters 
 
α ij  and  βij
. The 
Gamma distribution was used because it is strictly positive and is well suited to 
modeling task completion times. A shift parameter on the Gamma distribution was 
not necessary given that minimum task completion times were expected to be well 
above zero. A common parameterization of the Gamma distribution involves α  
(shape) and β  (rate) parameters. We reparameterize the Gamma distribution (i.e., 
 α = µ
2 /σ 2  and  β = µ /σ
2 ) in terms of means µ  and standard deviations σ , which 
better aligns with theoretical properties of interest (i.e., expected performance and 
variability around expected performance). 
We focus on two variants of this model based on the choice of learning 
function 
 
















The learning curve parameters correspond to the amount of learning  θ i
(1) , the rate of 
learning  θ i
(2) , and asymptotic performance  θ i
(3)




indexed  q = 1,…,Q , varies over individuals and is assumed to be drawn from a 
Gamma distribution. In addition, the standard deviation of scores around expected 
scores  σ i  is assumed to be Gamma distributed across individuals. 
Subtask performance. We propose a similar model for the effect of practice 
on subtask performance time: 
                  










µijk = f (θ ik ,xijk )× exp(
p=1
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yijk  is subtask completion time for participant  i  on block  j  for subtask  k   
 (k = 1,..., K ) , where  K = 3  in this study ( k = 1 for information gathering,  k = 2  for 
filtering, and  k = 3  for timetabling, also denoted,  I ,  F , and  T , respectively), and 
 
zijp  denotes scores on  P  strategy time-varying covariates  ( p = 1,..., P)  for individual 




λ pk  allow the effect of  zijp  
to vary over covariates and 
subtasks. This parameterization of strategy covariates ensures that predicted subtask 
completion time does not go below zero. It also expresses our expectation that 
strategy effects will be greater when expected subtask completion time is longer. 
While it would be possible to estimate separate strategy covariate parameters for 
amount learnt and asymptote parameters, preliminary analyses suggested that this led 
to identification issues and reduced interpretability. 
The parameter  σ i  was allowed to vary over individuals, but was held constant 
over subtasks within individuals. Variation over individuals was allowed in order to 
capture the effect of differential numbers of trials per block and the large overall 
amount of individual differences.  Variation was held constant over subtasks because 




having a separate  σ ik  for each subtask resulted in estimation issues. Note that  σ i  in 
the subtask model is distinct from the corresponding parameter in the overall task 
model.  
We also examine 
 
f (θ ik ,xijk )  
in terms of a power function 








and an exponential function  




(2) (xijk −1))+θ ik
(3)
. 
We note that participants are asked to optimize overall performance and not 
subtask performance. Also, some strategy shifts can lead to increased time spent on 
one subtask in order to improve overall performance. This could occasionally result in 
some non-standard relationships between practice and subtask completion time, such 
as abrupt or gradual increases. Thus, an aim of this paper is to highlight the 
limitations of traditional functions in modeling subtasks, and test whether the 
inclusion of strategy covariates can capture these non-monotonically improving 
subtask learning curves. 
To examine subtask learning consistency, we examine the effect of two 
constraints applied to both the power and exponential functions. First, we define a rate 
constraint which constrains  θ ik
(2)  to be equal across subtasks (i.e.,  θ ik
(2) = θ i
(2)
 for all  k
). Second, we define a gamma constraint whereby  θ ik
(3)
 is a constant proportion of  θ ik
(1)  
(i.e.,  θ ik
(3) = γ iθ ik
(1)
 for all  k ). One or both of these constraints can be applied to both 
power and exponential functions. For example, both constraints applied to the power 






+ γ iθ ik
(1)
. 
The constraints in the above model differ somewhat from those applied in F. J. Lee 
and Anderson (2001). Whereas they constrained rate  θ
(2)  and asymptote  θ
(3)  
parameters to be equal across subtasks, we think that constraining the asymptote is 
inappropriate when subtasks are on different time scales. Instead we prefer to 
constrain the ratio of learning to asymptote (i.e., the gamma constraint). Combining 
the rate and gamma constraints allows the shape of subtask learning curves to be 
consistent while allowing the scale to vary over subtasks. Thus, if learning is 
consistent, then a subtask that initially takes twice as long as another subtask, should 
still take twice as long after practice, even if task completion time is dramatically 
reduced. While it is interesting to study the effect of each constraint separately, 
showing that applying a single constraint does not substantially damage fit, may not 
be a particularly strong claim given the degree of flexibility that remains for two 
parameters to adapt to any monotonic decreasing, decelerating data. Thus, applying 
both constraints provides a stronger test of subtask learning consistency.  
1.5 Bayesian Modeling 
The above models go by various names including hierarchical, mixed, and 
random-effects models. They provide a complete specification of the likelihood. 
Thus, they are superior to procedures that only model the mean function using 
optimization criteria such as least squares. They also explicitly model the variation in 
parameters across individuals, making them superior to approaches that model each 




Bayesian methods provide an effective framework for estimating parameters 
for such hierarchical models, and have been increasingly adopted in psychology 
(Averell & Heathcote, 2011; M. D. Lee, 2011; Scheibehenne, Rieskamp, & 
Wagenmakers, 2013; Scheibehenne & Studer, 2014; Shiffrin et al., 2008). This 
reflects a transition in many fields from reliance on frequentist methods to an 
appreciation of the benefits of Bayesian inference. The transition in psychology has 
been aided by several factors. Introductory texts (Andrew Gelman & Jennifer Hill, 
2007; Kruschke, 2010a; M. D. Lee & Wagenmakers, 2012; Shiffrin et al., 2008) have 
been written; computers have increased in power; and algorithms required for 
estimating Bayesian models have become more accessible using various high level 
modeling languages such as WinBUGS, OpenBUGS, JAGS, and Stan. Bayesian 
hierarchical modeling is particularly suited to understanding repeated measures 
psychological data as demonstrated in recent studies on the forgetting curve (Averell 
& Heathcote, 2011) and reasoning (M. D. Lee, 2008). 
The Bayesian approach provides several advantages for the present study. 
First, Bayesian modeling permits clear and direct inferences about parameter 
uncertainty. Second, parameter estimates incorporate the uncertainty in all other 
parameters. Third, Bayesian modeling is a very flexible framework. Thus, 
modifications can easily be incorporated such as allowing error variance to vary 
across individuals or modeling data or individual parameters using non-normal 
distributions. Finally, Bayesian modeling provides tools for model comparison that 
incorporate model flexibility and complexity.  
1.6 The Current Study 
The current study examined the effect of practice on overall and subtask 
performance on the WAB Task. First, we tested the relative support for power and 
exponential functions to model learning on overall and subtask performance. Second, 
we estimated the effect of strategy use on subtask performance to evaluate the 
presence of subtask trade-offs and specificity. Third, we assessed the degree of 
subtask learning consistency at the individual-level. Finally, we assessed the degree to 
which strategy use could explain the inconsistency in subtask learning. 
2. Method 
2.1 Participants 
Twenty-five adult participants (17 female (68%), 8 male (32%)), aged 18-51 
(M=24.2, SD=7.8) completed the study. Participants were recruited through an 
Australian university and from workers at a local IT firm.  As an incentive all 
individuals who participated were placed in a draw to win one of ten AUD$100 gift 
cards. All participants reported spending at least 5 hours per week using a computer. 
2.2 Wynton-Anglim Booking (WAB) Task 
The WAB Task was developed using Microsoft Excel and VBA. The task was 
run on desktop computers with the Windows 7 operating system and LCD displays (at 
least 1680 x 1050 pixels). The task can be obtained from Figshare, "Wynton-Anglim 
Booking Task (The WAB Task)", http://dx.doi.org/10.6084/m9.figshare.938242 for 
use and modification by other researchers. 
Each trial involved a different random configuration of the timetable, question 
responses, and correct answers. The timetable always included 120 classes with 24 
classes per day and   with three classes scheduled every 30 minutes between 3pm and 
7pm. The three classes at a given time were each taught by one of the three teachers. 
Class level was randomly drawn from the set of possible levels. The number of 
existing bookings was drawn randomly from one to the maximum possible bookings 




Answers to parent questions were randomly drawn from a weighted 
probability distribution. If there were not at least five correct classes in the timetable, 
the answers to parent questions were regenerated. For teachers, 70 percent of the time 
any teacher was sufficient, 15 percent of the time a specific teacher was required, and 
15 percent of the time the teacher could be one of two possible teachers. For child 
age, the responses were evenly distributed across the age requirements for the classes. 
For time of day, 19 percent could be any time, 8 percent was one specific time, with 
the remainder reflecting various constrained time ranges.  For day of the week 
(Monday to Friday), 20 percent was any day, 20 percent was a specific day, and the 
remainder was a subset of days. For the level question, 80 percent of the time the 
parent indicated that they did not know, for the remainder a level response was 
provided consistent with the child's age. The program logged every user action, the 
time since the previous action, and characteristics of the trial.  
Trials commenced by pressing the next trial button and ended when the 
participant selected an appropriate class from the timetable. The time between actions 
was assigned to the action following it. Trial level subtask measurement was the sum 
of time spent on that subtask. Trial level strategy use was coded zero if the strategy 
was not used, and one if it was used, with the exception of the irrelevant questions 
strategy which was coded as the proportion of the three irrelevant questions asked. To 
equate time across participants, trials for each participant were grouped into one of 
fifteen blocks. This blocking strategy emphasizes time as the unit of practice, and is 
analogous to the method used in F. J. Lee and Anderson (2001). Block completion 
time and strategy use were the arithmetic mean of the corresponding included trial 
measures.  
2.3 Procedure 
Participants completed the study in small groups and were seated so as to 
prevent interaction with other participants. After completing a demographics 
questionnaire, participants read through general task instructions. They then 
completed as many trials of the task as they could within 50 minutes. The first trial of 
the task was considered a practice trial and the data from this trial was not used in 
analysis. Based on density plots, trials longer than 100 seconds were treated as 
outliers and removed (14 trials; 0.5% of all trials).  
2.4 Data Analysis 
All raw data and data analysis code will be made available on Figshare, 
"Analysis for Hierarchical Bayesian Models of Subtask Learning", 
http://dx.doi.org/10.6084/m9.figshare.938243 . All models were estimated using 
Bayesian methods. Diffuse uniform priors with a lower bound of zero were used to 
model the µ  and σ  hyperparameters of each Gamma distribution. Specifically upper 
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 = 30, µσ =20, σσ =10, µγ =5, and 
σγ =5. Upper bounds were chosen that were well above the range of plausible values 
so that they did not substantively truncate the likelihood. The prior on strategy 
covariates was a normal distribution with a mean of zero and standard deviation of 
one. A normal distribution is relatively uninformative for the strategy covariates given 
that the effect of strategy covariates is being exponentiated. 
Model comparison was performed using DIC, posterior predictive checks, and 
plots of model fits against the data. Posterior parameter estimates and DIC 




were run. Trace-plots of MCMC sampling were examined to identify any model 
estimation issues and determine an appropriate burn-in period. Four chains of 25,000 
iterations each were used to sample from the posterior, which ensured that results did 
not change substantively from one simulation to the next. Model recovery simulations 
were run to assess the degree to which models could reliably recover specified 
parameters, and to assess the power of the DIC to discriminate between competing 
models. For plotting purposes, model fits were estimated as the expected value 
integrating over the posterior density of all parameters. 
2.3 Results and Discussion 
3.1 Overview of Results 
First, we present plots of the raw data for overall performance, subtask 
performance and strategy use at the group- and individual-levels. The results are then 
structured around our four research questions: (1) Does a power or exponential 
function provide a better fit to the effect of practice on overall and subtask 
performance? (2) What are the effects of strategy use on subtask performance? (3) 
What effect do subtask parameter constraints have on model fits? (4) How does the 
inclusion of strategy covariates influence the effect of constraints on model fits?  
Overall task performance. The relationship between practice and overall task 
completion time is shown at the group-level in Figure 2 and at the individual-level in 
Figure 3. The group-level plot shows the usual monotonically decreasing and 
decelerating completion times. The group on average took a little less than half the 
time to complete trials in the final block relative to the first block. The individual-
level plots show that almost all participants show meaningful learning. There are 
substantial individual differences in average performance. In some cases, much of this 
learning occurred between the first and second blocks. In other cases, the learning was 
more gradual. Longer times are associated with greater trial-to-trial variance, but this 
is largely attributable to the blocking structure whereby time of the experiment was 
fixed and thus, participants who completed fewer trials, have blocks that aggregate 
over fewer trials.  
 
Figure 2. Overall task completion time by block at the group-level with power and 







































Figure 3. Overall task completion time by block at the individual-level with power 
and exponential model fits. 
 
Subtask performance. Subtask completion time by block for each subtask is 
shown in each cell of Figure 4 for the group-level. Despite a little noise, the group-
level plot shows how task completion time for each subtask decreased monotonically. 
The group-level plot also shows how subtask completion time for filtering declined 
less with practice than for the other subtasks. Information gathering and timetabling 
show a similar ratio of time spent from initial block to final block, although speed-up 
on timetabling appears to be a little more rapid.   
Figure 5 shows four illustrative cases at the individual-level along with model 
fits to be discussed later. At the individual-level, there is some diversity in the relative 
shape of subtask performance data. A feature of the individual data is that 
performance over time was mostly monotonically decreasing. However, filtering was 
fairly flat in several cases and two participants showed systematic increases in 
filtering time with practice. Clearly, traditional monotonically decreasing exponential 
and power functions will provide a poor fit for these two cases. However, these two 
participants also increased their use of filtering strategies suggesting that a model that 
included strategies should capture this increase in subtask completion time. Taken 
together the data hints at the expected trade-off whereby time spent filtering reduced 
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Figure 4. Subtask completion time by block at the group-level for models using the 
















































































Figure 5. Subtask completion time by block at the individual-level for four illustrative 
participants (i.e., the four rows) with model fits overlaid for four models (i.e., the four 
columns) from models with and without strategies and with and without constraints. 
 
Strategy use. The relationship between practice and strategy use is presented 
in Figure 6. At the group-level, all strategies changed with practice and appeared to 
decelerate and approach an asymptote. In particular, asking irrelevant questions and 
accessing the rules decreased substantially with practice while use of the deselect-all 
button on the level filter increased substantially with practice. Meanwhile, the other 
filtering strategies either showed a small increase or remained fairly stable. Consistent 
with the expected benefits of the level filter, it was used more than the other filters. 
Theoretically, using the deselect-all button made applying a level filter more efficient, 
but this was not necessarily obvious.  
While the group-level relationships between practice and strategy use were 
smooth and monotonic, the relationships at the individual-level were highly varied. 











































































































































































































individuals changed gradually on a strategy, others changed abruptly. Thus, at this 
low level of methods of task execution, many diverse learning processes were taking 
place. As will be shown, the model suggested that many of these changes translated 
into small changes in task performance. It also highlights how optimizing time per 




Figure 6. Strategy use by block at the group-level. 
 
3.2 Power versus Exponential Models 
Overall task performance. At the overall task level, power and exponential 
models had similar fits with a slightly better penalized fit for the power. Table 1 
reports Bayesian posterior means and 95% credible intervals for model parameters 
along with DIC for models of overall task performance, while Figure 2 and Figure 3 
present model fits for group- and individual-level data respectively. Plots of model 



































shift parameter on the distribution of overall task completion times was not required 
we estimated the probability implied by the model for obtaining a task completion 
time less than one second. Over the 25 cases × 15 blocks (375) the maximum 
probability was .00010 suggesting that a shift parameter was not required. While the 
individual-level plots show some diversity in the learning curves, power and 
exponential fits were both able to model these diverse learning curves. The power 
function provided a slightly better DIC than the exponential function. This larger DIC 
was due to the larger penalty for model complexity and in spite of the mean deviance 
for the exponential being lower than for the power. This larger penalty for the 
exponential is interesting given that both the power and exponential ostensibly have 
the same number of random coefficients. However, as Pitt and Myung (2002) 
observe, even when two models have the same number of parameters, models can 
differ in functional form complexity. Furthermore, the hierarchical nature of the 
models also influences the functional form complexity. Thus, the greater penalty for 
the exponential model may indicate that it is more flexible in fitting learning curve 
data than the power model. 
Given that calculation of penalty and DIC are based partly on the mean 
deviance, we also examined the distribution of deviance values for non-normality or 
outliers. Skewness (power=0.25; exp=0.27) and kurtosis (power=0.12; exp=0.09) 
were close to zero and similar for both power and exponential models. This suggested 
that it was not the distributional form of the deviances that was causing the larger DIC 
for the exponential model. 
 
Table 1 
Parameter Estimates and Model Fit for Overall Task Completion Time by Block at 
the Individual-Level 
  Power Exponential 





33.05 (26.45, 41.46) 27.92 (22.60, 34.73) 
 
µ
θ ( 2 )




 13.32 (11.14, 16.10) 17.08 (14.78, 20.48) 




 17.59 (11.96, 26.27) 13.83 (9.14, 21.08) 
 
σ
θ ( 2 )




 3.97 (2.06, 7.49) 5.03 (2.59, 9.12) 
σσ  2.52 (1.65, 3.95) 2.50 (1.63, 3.93) 
Mean Deviance 1919 1911 
Penalty 101 116 
DIC 2020 2027 
 
While providing similar model fits, there were some notable differences in 




θ ( 3)  
and a much larger mean amount of learning parameter 
 
µ
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 showed similar differences between 
power and exponential functions. The asymptote for the exponential model was only 
slightly less than mean performance on the final block, whereas the asymptote for the 
power model predicted that substantial improvement remained to be attained after the 
final block. A good model of practice should accurately predict performance 
improvements beyond the range of practice explicitly studied. While improvements in 
observed performance in the final blocks were very small relative to improvements in 
earlier blocks (see Figure 2), the asymptotic prediction relates to expected 
performance after infinite practice. The power model implies that greater gains would 
be attained after infinite practice. Given that performance after infinite practice can 
not readily be predicted, differences in the power and exponential asymptotes can not 
easily be used as evidence for the superiority of the power or exponential model. 
To examine whether the models were over-parameterized (see Scheibehenne & 
Pachur, 2014), we examined the correlations of the posterior density estimates of the 
hyperparameters shown in Table 1 for both power and exponential functions. Each 
correlation between µ  and σ  for a given learning curve parameter [i.e.,  θ1 ,  θ2 ,  θ3 , 
σ ; e.g., 
 
cor(µθ1 ,σθ1 ) ,  
cor(µθ2 ,σθ2 )  ] was large (mean r for exponential was .72 and 
for power was .74). Correlations across learning curve parameters were generally 
either close to zero or fairly small: 
 
cor(µθ1 ,µθ2 )  -.09 (power) and .01 (exponential), 
 
cor(µθ1 ,µθ3 )  -.12 (power) and -.25(exponential),  
cor(µθ2 ,µθ3 )  .28 (power) and .12 
(exponential). This suggests that the models are not over-parameterized.  
Subtask performance. The relative support for power and exponential 
models at the subtask level was similar to that at the overall task level. Fits were 
similar for power and exponential models with a slightly better penalized fit for the 
power function. Table 2 reports fit statistics and Table 3 reports parameter estimates 
for subtask models but for now we focus on comparing power and exponential 
functions for unconstrained models without strategies. DIC for the power function 
(DIC=3862) was lower than for the exponential function (DIC=3885). This difference 
is somewhat larger than what was seen at the overall task level. However, as with 
models of overall task performance, the exponential function had lower mean 
deviance but greater model complexity than the power function. This is very similar 
to the findings that Averell and Heathcote (2011) found when studying forgetting 
curves (i.e., a monotonically decreasing function), where deviance was less for the 
three parameter exponential, but after penalizing for complexity, the power had the 
better fit. Also, similar to the overall task, asymptotes were larger and amount of 







Model Fit Statistics for Models of Subtask Learning with and without Strategy 
Predictors 
Model Without Strategies 
DIC (Penalty; Deviance) 
With Strategies 
DIC (Penalty; Deviance) 
Exponential   
No Constraints 3885 (226, 3659) 3506 (239, 3267) 
Rate constraint 3937 (207, 3730) 3538 (218, 3320) 
Gamma constraint 3963 (211, 3752) 3602 (223, 3379) 
Both constraints 4497 (177, 4320) 3794 (183, 3611) 
Power   
No Constraints 3862 (196, 3666) 3507 (214, 3293) 
Rate constraint 3915 (185, 3730) 3527 (198, 3330) 
Gamma constraint 3907 (188, 3719) 3562 (206, 3356) 
Both constraints 4486 (156, 4329) 3807 (164, 3642) 
 
To assess the power of the DIC comparison procedure to distinguish between 
power and exponential models in the present sample, a model recovery simulation 
was run. First, we simulated 20 datasets each from unconstrained power and 
unconstrained exponential models using obtained parameter estimates. Second, we fit 
both unconstrained power and exponential models to each of the 40 datasets. Finally, 
we obtained a DIC difference where for the power generated data we subtracted DIC 
power from DIC exponential, and for the exponential generated data we subtracted 
DIC exponential from DIC power.  
The simulation showed that DIC reliably identified whether the data was 
generated from a power or an exponential model. DIC power was less than DIC 
exponential in 100% of simulations when data was generated from the power model 
(DICexp - DICpower : M = 181.3, SD=91.8). Likewise, DIC exponential was less than 
DIC power in 100% of simulations when data was generated from the exponential 
model (DICpower - DICexp: M = 271.2, SD=134.0). Furthermore, mean (DICpower - 
DICexp) was substantially larger than mean (DICexp - DICpower ). This indicates that the 
exponential model is better at fitting power data than the power model is at fitting 
exponential data. This further supports the validity of the increased complexity 
penalty that DIC applies to the exponential model. 
Finally, to ensure that our results were robust to the choice of prior, we 
conducted a prior sensitivity analysis. Specifically, we examined the effect of 
multiplying the upper bound of the uniform distributions on the hyperparameters by 
factors of 2 and 10 for both exponential and power models. Altering the prior did not 
substantively change parameter estimates or differences in DIC between power and 
exponential models.  
Thus, in summary, power and exponential models provide a reasonable basis 
for examining subtask learning. Exponential and power functions share the core 
features of being monotonically decreasing, monotonically decelerating, and 
approaching an asymptote. Both power and exponential models provided flexibility to 
fit different rates, initial levels, and asymptotes. More fundamentally, there was 
minimal visual evidence for discontinuities in learning, and both the power and 
exponential functions provided a reasonable basis for assessing subtask consistency. 
Given the slightly better fits for the power function, subsequent analysis of the effect 





















































( 3)  2.42 (2.13, 2.80) 2.88 (2.50, 3.45)   
µγ    0.43 (0.28, 0.67) 0.77 (0.62, 0.99) 
 
µ
θ ( 2 )
   0.70 (0.48, 1.03) 0.76 (0.41, 1.32) 




































( 3)  0.41 (0.11, 0.85) 0.75 (0.40, 1.36)   
σγ    0.28 (0.09, 0.64) 0.32 (0.17, 0.53) 
 
σ
θ ( 2 )
   0.51 (0.29, 0.91) 0.92 (0.42, 1.82) 





3.3 Effect of Strategy Use on Subtask Performance 
Table 4 reports the parameter estimates for the effect of the six strategy 
covariates on performance for each subtask when estimated as part of the 
unconstrained power model. The  exp(λ)  parameters indicate the amount to which 
subtask completion time in seconds is expected to be multiplied when the strategy is 
used. Thus, a value less than one indicates faster and a value greater than one 
indicates slower completion times when using the strategy. So for example, the level 
filter increased filtering time by a factor of 3.09 , but reduced timetabling by a factor 
of 0.59. 
Overall, parameters for the strategy covariates showed a meaningful pattern of 
differential effects across subtasks. The effects included a mix of subtask specificity 
and subtask trade-offs. For instance, the magnitude of the effect of accessing rules and 
irrelevant questions was much greater for information gathering than for other 
subtasks. Also, use of the deselect all level filter specifically benefitted filtering. 
Interestingly, use of the three filters (level, day, and time) led to an increase in 
filtering time that was greater than the decrease in timetabling time. While use of 
these filters appears to be sub-optimal, there may have been cognitive benefits that 
justified their use. In particular using filters reduced the need for participants to store 
parent requirements in working memory. Filters also reduced the need to visually scan 
the timetable and may have reduced errors in timetable selection. 
 
Table 4 
Parameter Estimates ( exp(λ) ) for Strategy Covariates by Subtask for Unconstrained 
Power Model of Subtask Performance 
 
Information 
Gathering Filtering Timetabling 
Parameter M (95% CI) M (95% CI) M (95% CI) 
1. Filter level 0.97 (0.78, 1.19) 3.09* (2.45, 3.99) 0.59* (0.44, 0.80) 
2. Irrelevant questions 1.45* (1.32, 1.60) 1.20* (1.04, 1.36) 1.31* (1.02, 1.69) 
3. Access rules 1.51* (1.40, 1.62) 1.10 (1.00, 1.20) 1.24* (1.06, 1.46) 
4. Filter day 1.18* (1.10, 1.27) 1.54* (1.39, 1.70) 0.97 (0.81, 1.18) 
5. Deselect all level filter 1.05 (0.97, 1.13) 0.82* (0.76, 0.89) 0.96 (0.83, 1.11) 
6. Filter time 1.01 (0.94, 1.08) 1.25* (1.13, 1.38) 0.79* (0.67, 0.95) 
Note.  exp(λ)  values represent the predicted multiple of subtask completion time that 
results from using the strategy. Strategy use increases subtask completion time when 
 exp(λ) >1 , decreases when  exp(λ) <1 , and has no effect when  exp(λ) = 1 . 
* 95% credible interval does not include one.   
3.4 Effect of Constraints on Model Fit without Strategies 
Overall, for models without strategies applying either constraint on its own 
damaged fit somewhat and applying both constraints led to a major damage to fit. The 
application of two constraints provided a more challenging, and arguably more valid, 
test of subtask learning consistency. When both constraints were applied, only one 
parameter remained for scaling with shape parameters constrained to be equal across 
subtasks within individuals. By this reasoning, subtask learning was inconsistent. 
Table 2  presents DIC values for all subtask models and for now we focus on 
the power models without strategies. Constraining  θk




(i.e., the rate constraint) noticeably decreased fit as did constraining  θk
(3)  to be an 
individually varying multiple of  θk
(1)
 (i.e., the gamma constraint). The gamma 
constraint resulted in a greater damage to fit than did the rate constraint. However, 
applying both constraints increased DIC more than the sum of the increase in DIC 
that occurred for each of the single constraints. For example, for the power model 
without strategies, a model with both constraints increased DIC by 624 (i.e., 4486-
3862) whereas the models with a single constraint only increased DIC by 53 for the 
rate constraint (3915-3862) and 45 for the gamma constraint (3907-3862). As an 
aside, the same pattern of results emerged for the exponential model without 
strategies.  
We now compare plots of fits, parameters estimates and posterior predictive 
checks to understand the features of the data not captured by the constrained model 
(i.e., the model with both constraints). The discrepancy between model fits and data in 
Figure 4 and Figure 5 show how the constrained model without strategies fails to 
adequately predict performance on the initial and final blocks. Specifically, task 
completion time for the constrained model on the initial block is under predicted for 
information gathering and timetabling, and over predicted for filtering, and the 
asymptote is particularly over predicted for information gathering. In contrast, the 
unconstrained model does not have these problems. 
The parameters for the constrained and unconstrained power models (see 
Table 3) reveal several reasons for the inconsistency in subtask learning. For the 
power model, the three subtasks have quite different mean learning rate parameters of 
1.00, 0.32, and 1.64 yet when constrained it was 0.70 for all subtasks. Likewise, the 
mean ratio of amount of learning to asymptote also varied substantially across 
subtasks (6.01/20.67=.29; 4.02/5.42=.74; 2.42/10.13=.24) yet when constrained it was 
0.43 for all subtasks. This was reflected in the data (see Figure 4 and Figure 5) where 
speed up in task completion is gradual and extensive for information gathering, 
gradual and minimal for filtering, and rapid and extensive for timetabling. 
In order to investigate the capacity of subtask models to capture important 
features in the data, we preformed posterior predictive checks. We simulated 10,000 
datasets for each model where parameter values were sampled from the posterior 
distribution. For the real data and each simulated dataset, we calculated 16 statistics. 
These statistics along with the results of the posterior predictive checks are shown in 
Table 5. We then calculated the mean and 0.025 and 0.975 quantiles for each statistic 
in the simulated datasets. To index the convergence of a given statistic to the sample 
data, we calculated a posterior predictive p-value (Andrew Gelman et al., 2013). We 
first calculated the proportion of simulated statistics that were (a) less than sample 
statistic, and (b) greater than the sample statistic. The posterior predictive p-value was 
defined as two times the smaller of these two proportions. Thus, small p-values (e.g., 
p < .01) indicate that the model is failing to capture the feature of the data captured by 
the statistic.  
We present Figure 7 to graphically illustrate the meaning of posterior 
predictive checks using the statistic of block 15 minus block 1 filtering task 
completion time. A density is shown for each of the four models and a vertical line 
indicates the sample data. If the distribution indicates that the sample statistic is 
unlikely, this suggests a limitation with the model. So for example, when data is 
generated from the unconstrained model without strategies, the proportion of mean 




posterior predictive p-value is .295 ×  2 = .59. This indicates that this model captures 
the sample statistic reasonably well (i.e., posterior predictive p > .05). 
 
Figure 7. Density plots of mean filtering improvement based on simulated data from 
the posterior distribution of the four models (with and without strategies; constrained 
and unconstrained). The dotted line indicates the value of the sample statistic for the 
data. 
 
Table 5 presents the equations for the 16 posterior predictive check statistics. 
Statistics 1 to 3 capture the mean amount of learning (block 1 to block 15) on each 
subtask respectively. A good model should be able to capture the diversity of amount 
of learning across the three subtasks. Statistics 4 to 6 capture the standard deviation of 
amount of learning (block 1 to 15) on each subtask respectively. A good model should 
also be able to capture the degree to which individuals vary in how much they learn 
across each subtask. Statistics 7 and 8 start by calculating the ratio of final completion 









































time block 15 = 5 seconds; Filtering time block 1 = 10 seconds; the ratio is 5/10=0.5). 
We then calculate the standard deviation of this ratio for each individual over subtasks 
(e.g., information gathering: 15/20 = .75; filtering: 5/10 = .50; timetabling = 2/10 = 
.20; SD(.75, .50, .20) = .28). A larger standard deviation of ratios indicates greater 
inconsistency between subtasks. Thus, Statistics 7 and 8 capture the mean and 
standard deviation over individuals of these standard deviations of ratios. Statistics 9 
and 10 start by calculating the correlation of task completion time over blocks for 
each individual between each pair of subtasks (i.e., correlations between IG and F, IG 
and T, and F and T). We then obtain the mean of these three correlations for each 
individual. This statistic provides another index of the consistency of subtask learning 
curves, but also captures transient fluctuations in performance that affect all subtasks. 
Thus, Statistics 9 and 10 capture the mean and standard deviation of these mean 
correlations over individuals. Statistics 11 to 16 are included to assess the ability of 
the models to capture the variability in the data. Statistics 11 to 13 start by calculating 
the standard deviation of task completion time at each block for each subtask. We 
then take the mean of these 15 standard deviations to get a measure of average task 
completion time variability for each subtask. Statistics 14 to 16 operate similarly 
except that instead of calculating the standard deviation of each block, they calculate 
the 10th percentile of each block. Overall, Statistics 1 to 10 index subtask learning 
consistency and Statistics 11 to 16 index the distribution of performance.  
Focusing initially on the models without strategies, the posterior predictive 
checks show that the constrained model fails to capture several important features of 
the data.  Notably, the inclusion of constraints led to a failure to capture differences in 
how the amount of learning varies across subtasks. For instance, Statistics 1 to 3, 
which capture the mean amount learnt on each subtask respectively, are reproduced 
by the unconstrained model, but not the constrained model. Likewise the constrained 
model does not capture the mean standard deviation of the ratio of block 15 
performance to block 1 performance over subtasks (see statistic 7) yet the 
unconstrained model does. This is likely due to the constrained model failing to 
capture the variability in amount learnt relative to the scale of subtask completion 
time.  Statistics 4 to 6 relating to the standard deviation of amount learnt were 
captured by both constrained an unconstrained models. This may be due to variation 
in standard deviations relative to the mean being fairly similar on this particular task. 
Interestingly, Statistic 9 indicated that the correlation between subtask performance 
over time was slightly greater in the data than was implied by either the constrained or 
unconstrained model. This may be due to a range of factors including transient effects 
that effect multiple subtasks (e.g., changes in effort, distraction, etc.) and systematic 
learning not captured by the power function. Overall, it seems that the constrained 
model fails to capture several statistics relating to subtask learning consistency. 
Statistics 11 to 16 all focus on the variability in the data and are relevant to 
appraising the distributional assumptions of the models. Overall, both constrained and 
unconstrained models did reasonably well in capturing the distribution of task 
completion times. The main failure to reproduce the data occurred on the filtering 
subtask. The constrained model overestimated the standard deviation of filtering, and 
the unconstrained model overestimated the 10th percentile. These two statistics are 
connected because for a given mean, larger standard deviations will predict lower 
10th percentiles. These statistics highlight the challenge of modeling the diversity of 
learning curves that can occur at the subtask level. It is likely that a few outlier 








Posterior Predictive Checks for Power Models of Subtask Learning with and without 
Strategy Predictors and with and without Constraints 
   Without Strategies With Strategies 

















∑yi,1,I − yi,15,I 	   15.93 15.96 
(14.27 - 17.65) 
p= 0.97 
11.76 
( 9.86 - 13.61) 
p= 0.00 
15.84 
(14.27 - 17.39) 
p= 0.92 
14.28 








∑yi,1,F − yi,15,F 	   1.99 2.35 (0.81 - 3.90) 
p=0.59 
6.10 
(4.37 - 7.75) 
p=0.00 
1.99 
(0.57 - 3.39) 
p=0.99 
2.60 








∑yi,1,T − yi,15,T 	   8.05 7.49 (5.79 - 9.16) 
p=0.53 
5.11 
(3.34 - 6.84) 
p=0.00 
8.04 
(6.47 - 9.60) 
p=0.99 
6.69 
(5.05 - 8.27) 
p=0.09 





sd i( yi,1,I − yi,15,I ) 	   9.21 
 9.81 
( 7.82 - 12.08) 
p= 0.59 
 8.95 
( 6.69 - 11.38) 
p= 0.80 
 9.68 
( 7.79 - 11.84) 
p= 0.65 
 8.60 
( 6.65 - 11.02) 
p= 0.55 
5. SD RT 
Improvement 
(Filtering)  
sd i( yi,1,F − yi,15,F ) 	   4.38 
4.01 
(2.33 - 8.61) 
p=0.49 
5.33 
(3.56 - 9.68) 
p=0.48 
4.20 
(2.66 - 8.35) 
p=0.56 
4.45 
(2.89 - 8.52) 
p=0.74 
6. SD RT 
Improvement 
(Timetabling)  
sd i( yi,1,T − yi,15,T ) 	   6.40 
5.52 
(3.93 - 8.15) 
p=0.35 
5.31 
(3.49 - 8.03) 
p=0.31 
5.39 
(3.92 - 7.81) 
p=0.28 
5.25 
(3.65 - 7.65) 
p=0.24 
7. Mean of the 












) 	   0.27 0.27 
(0.23 - 0.31) 
p=0.84 
0.19 
(0.15 - 0.23) 
p=0.00 
0.27 
(0.24 - 0.31) 
p=0.68 
0.24 
(0.20 - 0.27) 
p=0.13 
8. SD of the SD 
of the subtask 
final/initial 
ratios  












	   0.13 0.12 (0.09 - 0.14) 
p=0.55 
0.12 
(0.09 - 0.15) 
p=0.78 
0.12 
(0.10 - 0.15) 
p=0.85 
0.13 
(0.10 - 0.15) 
p=0.93 





Table 5 continued... 
 

































	   0.54 
0.40 
(0.34 - 0.47) 
p=0.00 
0.42 
(0.36 - 0.48) 
p=0.00 
0.42 
(0.36 - 0.48) 
p=0.00 
0.41 
(0.35 - 0.47) 
p=0.00 






















	   0.29 
0.27 
(0.22 - 0.32) 
p=0.35 
0.28 
(0.22 - 0.33) 
p=0.86 
0.30 
(0.25 - 0.34) 
p=0.06 
0.30 
(0.25 - 0.35) 
p=0.24 
11. Mean of block 





sd i( yij ,I )
j=1
15
∑  9.30 9.22 (8.34 - 10.17) 
p= 0.85 
9.28 
(8.41 - 10.24) 
p= 0.95 
9.23 






12. Mean of block 




sd i( yij ,F )
j=1
15
∑  3.37 3.72 (3.30 - 4.53) 
p=0.13 
3.96 
(3.50 - 4.76) 
p=0.01 
3.61 
(3.24 - 4.37) 
p=0.30 
3.80 
(3.36 - 4.60) 
p=0.06 
13. Mean of block 




sd i( yij ,T )
j=1
15
∑  6.42 5.71 (4.79 - 6.73) 
p=0.16 
5.81 
(4.90 - 6.83) 
p=0.23 
5.58 
(4.70 - 6.55) 
p=0.08 
5.73 
(4.83 - 6.72) 
p=0.17 
14. Mean of block 





10th percentile( yij ,I )
j=1
15
∑  6.07 6.02 (5.65 - 6.38) 
p=0.81 
5.93 
(5.52 - 6.35) 
p=0.52 
6.07 
(5.73 - 6.38) 
p=0.98 
6.00 
(5.65 - 6.35) 
p=0.73 
15. Mean of block 




10th percentile( yij ,F )
j=1
15
∑  0.84 1.44 (0.92 - 2.01) 
p=0.02 
1.16 
(0.70 - 1.67) 
p=0.20 
1.62 
(1.11 - 2.15) 
p=0.00 
1.49 
(1.02 - 2.01) 
p=0.00 
16. Mean of block 




10th percentile( yij ,T )
j=1
15
∑  2.09 1.90 (1.69 - 2.10) 
p=0.06 
1.75 
(1.50 - 2.01) 
p=0.01 
1.94 
(1.76 - 2.11) 
p=0.10 
1.85 
(1.66 - 2.05) 
p=0.02 
       
Note. sdi(.) indicates the calculation of the sample standard deviation over subscript i. 
Posterior predictive p-values less than .05 indicate failure of the model to recover the 
sample statistic and are bolded. RT=Task completion time; I=information gathering; 
F=Filtering; T=Timetabling; 
 
yij =block task completion time for individual i in block 
j. 
aStatistic calculated on the actual data. 
bMean, 0.25 quantile, 0.975 quantile, and posterior predictive p-value of the statistic 
when applied to data simulated from the posterior from the given model.  
 
3.5 Effect of Constraints on Model Fit with Strategies 
Inclusion of strategies in subtask models improved model fit and reduced the 
damage to fits caused by constraints. To examine the influence of strategies on the 
effect of constraints on model fits we compared four power models: unconstrained 
without strategies (UWOS), constrained without strategies (CWOS), unconstrained 
with strategies (UWS), and constrained with strategies (CWS). As seen in Table 2 
including strategy covariates in the unconstrained model substantially improved 
model fits even after incorporating the penalty for additional model parameters (i.e.,  




constraints was less when strategies were included (DICCWS − DICUWS = 3807-
3507=300) than when they were not included (DICCWOS − DICUWOS  = 4486-
3862=624). This suggests that the inconsistency of subtask learning is partially 
explained by changes in strategy use, and their differential effects across subtasks.] 
To assess the statistical power of the differential reduction in DIC, we 
performed another model recovery simulation. First, we simulated 20 datasets each 
from the UWS and CWS models. Then, we fit all four models (UWOS, CWOS, 
UWS, and CWS) to each of the 40 datasets.  
The simulation showed that DIC reliably identified whether the data was 
generated from a constrained or unconstrained model. When data was generated from 
the unconstrained model, DIC was less for the unconstrained than for the constrained 
model both when the estimator was with strategies (DICCWS > DICUWS : 100%; 
DICCWS − DICUWS : M = 579.7, SD=194.9) and without strategies (
DICCWOS > DICUWOS : 100%; DICCWOS − DICUWOS : M = 672.9, SD=225.2). Similarly 
when data was generated from the constrained model, DIC was less for the 
constrained model than for the unconstrained model both when the estimator was with 
strategies (DICUWS > DICCWS : 90%;DICUWS − DICCWS : M = 34.8, SD=23.2) and 
without strategies (DICCWOS > DICUWOS : 100%; DICCWOS − DICUWOS : M = 39.0, 
SD=15.8) .  
Importantly, the model recovery simulation showed that the increase in DIC 
resulting from the application of constraints was reliably reduced when strategies 
were included in the model. For both estimators we calculated the increase in DIC 
caused by constraints and the effect of strategies on reducing this damage, 
    DICDIFF = (DICCWOS − DICUWOS)− (DICCWS − DICUWS) .  
Results indicated that DICDIFF  was systematically positive when the generator was 
unconstrained (DICDIFF > 0 : 100%; DICDIFF : M=93.2, SD=69.2). In contrast, DICDIFF  
was not systematically different from zero when the generator was constrained (
DICDIFF > 0 : 42.1%; DICDIFF : M=4.2, SD=21.5). Thus, if data was generated from a 
constrained model, then inclusion of strategy variables would not affect differences in 
fit between unconstrained and constrained models. 
The fits superimposed on group- and individual-level data in Figure 4 and 
Figure 5, reinforce the findings above. At the group-level inclusion of strategies in the 
constrained model somewhat reduced problems with capturing the asymptote and 
initial block performance. At the individual-level, while the UWOS model was able to 
model the data well, the error around the model would normally be seen as random 
variation. However, the UWS model was able to capture many of these non-
monotonic features in the data and showed that some of the seemingly random 
variation was actually due to changes in strategy use. For example, changes in 
strategy use captured filtering times for participant 9 and 10. Also, participant 10, had 
a very abrupt shift in timetabling completion time that was not captured in the 
constrained model.  
The posterior predictive checks (see Table 5) show how by including 
strategies, the CWS model removed several problems present in CWOS model in 
capturing features of the data. Specifically, the CWOS model had seven statistics with 
a p-value less than .05 compared to the CWS model which only had three. In 
particular, the CWS model was able to recover Statistics 1, 2, 3 and 7 which were 




results show that strategy use partially explained the inconsistency in subtask 
learning.  
4. General Discussion 
The main aim of this study was to examine the consistency of subtask learning 
at the individual-level. To address this question we proposed and tested several 
Bayesian hierarchical models of overall and subtask performance on a novel 
computer-based task. Overall, power and exponential models both provided a good fit 
for the data; this was true both at the overall and the subtask level. However, the 
power function provided a slightly more parsimonious model using DIC at overall 
and subtask levels. Both at the individual- and group-level, subtask learning curves 
showed a degree of inconsistency. Even after adjusting for general scaling, the 
relative amount of speed up and the rate of that speed up with practice varied across 
subtasks. Incorporating strategies in the model partially explained the inconsistency in 
subtask learning. In general these results suggest a refinement to the Lee and 
Anderson's (2001) reducibility hypothesis. In particular, our results suggest that 
subtask learning consistency is unlikely to hold at the individual-level, and does not 
hold on the present task. 
4.1 Power versus Exponential Models 
The present study makes several contributions to the debate about the relative 
merits of power and exponential functions in modeling learning data. First, we 
evaluated the two models using a hierarchical Bayesian approach which overcomes 
issues both with the mostly group-level analysis of Newell and Rosenbloom (1981), 
and the fitting of models separately by individuals as was done in Heathcote et al. 
(2000). Furthermore, the use of DIC and model recovery simulations allowed for 
more nuanced penalties for model flexibility. Second, our findings suggest that the 
superior unadjusted fit of the exponential as compared to the power model to 
individual-level data found by Heathcote et al. (2000) may be due to the exponential 
model's greater flexibility. This finding that the exponential model has lower mean 
deviance but slightly higher DIC was also found by Averell and Heathcote (2011) 
when studying the forgetting curve. Thus, this may be a more fundamental feature of 
the exponential model. To investigate the generality of this finding it would be 
interesting for future research to re-examine existing learning datasets using Bayesian 
hierarchical modeling to see whether the exponential model would still have the best 
fit after a penalty for model flexibility was incorporated. It may also be useful to 
study longer periods of practice in order to more substantially sample asymptotic 
performance. 
4.2 Inconsistency in Subtask Learning Curves 
Building on the work of F. J. Lee and Anderson (2001), our study makes 
several contributions to understanding subtask learning consistency. Our findings 
present a multi-layered perspective on consistency. At a basic level, subtask 
performance showed consistency at the broadest level whereby it was generally 
monotonically decreasing and decelerating, and approaching an asymptote. However, 
constraining parameters across subtasks presented a more nuanced perspective, 
highlighting substantial inconsistencies. In particular, by constraining two parameters 
to be equal across subtasks and only allowing one parameter to capture variation in 
scale, the substantial inconsistency could be observed.  
Our study suggests several reasons for subtask learning inconsistency. First, 
subtasks can involve different learning processes leading to variation in the rate of 
learning and the amount to be learnt. Second, overall task learning requires learning 




individuals aim to optimize performance on the overall task, not the subtask; as such, 
subtask trade-offs mean that greater performance on one subtask can be achieve by 
poor performance on another subtask. Third, it is likely that similar mechanisms 
which cause between-person variability in learning parameters may also cause within-
person variability in subtask learning parameters.  
Our findings contrast with Lee and Anderson's (2001) findings that subtask 
learning was consistent. Our study and their study differed in several ways. First, they 
modeled data at the group-level, we modeled data at the individual-level. Second, 
they used least squares estimation with chi-square model comparison, whereas we 
used Bayesian methods with DIC model comparison. Third, they applied rate  θ
(2)  
and asymptote  θ
(3)  constraints whereas we applied rate  θ
(2)  and gamma (i.e., ratio of 
 θ
(3)  to  θ
(1) ) constraints. Finally, they studied subtask learning consistency using an 
air traffic control task whereas we used a booking task.  
Our task had quite prominent subtask trade-offs, whereby failing to spend 
sufficient time gathering information and filtering could substantially increase time 
spent on the timetabling subtask. It is unclear whether the KA-ATC Task involved 
subtask trade-offs, although trade-offs were not obviously present in group-level 
learning curves. Nonetheless, it seems that many tasks have some degree of trade-off 
between subtasks.  In many tasks, strategy shifts can alter the subtask structure or 
importance of different subtasks. Likewise, often activities such as planning, 
gathering information, and checking can make subsequent tasks more accurate and 
efficient. Therefore, task structure will influence the degree of subtask trade-off, and 
these trade-offs are typically amplified at the individual-level. 
4.3 Strategies: Explaining Subtask Inconsistency 
Results suggest that the six strategies are influenced by several different 
learning processes. The reduction in accessing rules occurs as a result of memorizing 
the task rules; learning which questions and filters are most useful occurs by 
reasoning about the task or through acquiring experience of their effectiveness; in 
contrast the deselect all level filter requires a degree of insight to discover. Execution 
of these strategies are also driven by broader meta-strategies including (1) filtering 
versus scanning, (2) certainty versus trial and error, and (3) actively trying to 
memorize class rules versus acquiring memory gradually over time.  
A final aim of this paper was to examine whether strategies could explain 
inconsistency in subtask learning. Strategy coefficients showed meaningful 
differential prediction of subtask performance consistent with the interpretation that 
strategies were measuring different learning processes. Some strategies captured 
learning on a particular subtask, whereas others captured  trade-offs, including trade-
offs between subtask performance, and trade-offs regarding the use of cognitive 
resources. Thus, incorporating strategy use improved prediction of subtask 
performance. More importantly, this improvement in prediction was greater for the 
constrained model. This supports the claim that strategy use partially explains 
inconsistency in subtask learning. 
4.4 Conclusion 
In summary, the present study makes several core contributions to the 
literature. First, we developed and applied Bayesian hierarchical modeling to 
individual differences in the effect of practice and strategy on subtask performance. 
The present study joins several others (e.g., Averell & Heathcote, 2011; M. D. Lee, 
2008) in highlighting how longstanding questions in cognitive psychology can be 




developed for studying subtask performance, of which the task, the data, and the 
analysis code will be made available for other researchers to use. Third, the study 
refined conceptions of and methods for evaluating subtask learning consistency. The 
results challenge and extend previous findings by showing that subtask learning can 





APPENDIX B: EXPERIMENTAL DOCUMENTS	  
B.1 Demographic Survey 
Age in years: 
18 to 25 
26 to 30 
31 to 40 
41 to 50 






Motor Control, Vision, and Language 
What is the quality of your vision? 
Normal or corrected to normal 
Slightly impaired 
Severely impaired  
 
Do you have normal motor control in your hands? 
Yes, normal motor control in hands 
Severe deficit of motor control in hands 
Mild deficit of motor control in hands 
 








Do you have difficulties understanding written or verbal instructions in English? 



















Would you describe yourself as a power-user of computers? 












In a typical week, how many hours would you spend using a computer? 
Less than 1 hour 
1 to 5 hours 
5 to 10 hours 
11 to 20 hours 
20 or more hours 
 
How skilled are you with using a mouse? 




What is your approximate typing speed? 
Less than 10 words per minute (i.e., minimal typing skills) 
10 to 30 words per minute (i.e., basic typing skills) 
30 to 50 words per minute (i.e., reasonable functional typing skills) 






B.2 Image of WAB Task 
 
Figure B.1. The timetable participants would see after clicking the “show timetable” 
button.  




B.3 Plain Language Statement and Consent Form 
PLAIN LANGUAGE STATEMENT 
 
TO:  Participants 
 
Full Project Title: Bayesian models of individual differences in the effect of ability 
and self-efficacy on task performance on a computerized booking task 
Principal Researcher: Dr. Jeromy Anglim  
Student Researchers: Sarah Wynton, Annie Tran, Maria Sulaiman, Jacqueline Ho 
You are invited to participate in the following student research project at Deakin 
University. 
AIMS: This study aims to improve scientific understanding of skill acquisition. In 
particular, the study aims to expand on previous research that has compared skill 
acquisition at the task and subtask level by investigating the relationship between 
practice and performance at individual-level of analysis. We will also be investigating 
how the use of different strategies within the program change with practice and 
influence performance on the task.  
The study also involves ability and self-efficacy measures in order to examine the 
influence of individual differences on task and subtask performance. 
WHAT PARTICIPATION INVOLVES: If you choose to participate, you will first 
complete a few background demographic and computer experience questions. These 
include questions such as gender, age, English language experience, and skills in 
using a computer.  
Next you will be asked to complete a set of ability measures and self-efficacy 
measures. The ability measures are designed to assess different aspect of your 
cognitive and perceptual abilities, they will be presented to you on the computer, 
including instructions for completing each task. There are three self-efficacy 
measures, a general measure to test your base level of efficacy, a computer-based 
measure to test your level of self-efficacy with computers, and a task specific 
measure. This final measure is presented before the task and after each 3 minute 
block. Prior to completing this measure the first time you will be given information 
regarding the average results from a pilot study utilizing the same task.  
You will then perform a simulated online booking program for around one hour. 
Before beginning the task you will be informed of how the program works and the 
rule you must follow when booking ‘children’ into classes. The task involves booking 
‘children’ into classes using a visual scheduler (timetable) presented on the screen. 
The task will be divided into many trials. These will be grouped into 15 blocks of 
around 3 minutes each. At the end of each three minute block you will received 
feedback on your performance and be asked to complete another task specific self-
efficacy measure. Your task is to use the timetable and questions presented on the 
screen to gather information to book that ‘child’ into the correct class. During each 
trial your responses and performance will be measured. The computer will record all 
mouse clicks and keyboard presses for data collection and analyses.  
DATA STORAGE:  There will be no links between your identifiable information 
and the demographic and task performance data that you generate through your 
participation. In the future the data may be uploaded to a scientific database to enable 
other researchers to further analyze the data. All record of your participation will be 
kept securely and separately from the research data. 
BREAKS: If you feel the need to take a break, please do so at any time. In particular, 




ETHICS: This research has received ethical approval and both the primary and 
student researchers have been trained in ethics and can ensure that the study is being 
conducted in an ethical manner.  
CONSENT: You have the right to withdraw from the study at any point before or 
during the data collection session. However, following data collection, data will be 
non-identifiable. This means that you will not be able to withdraw any information 
you provided during your data collection session. 
MORE INFORMATION: If you wish to know more details about the study or you 
wish to obtain a copy of results (which will be available in November) please contact 
the principal researcher at jeromy.anglim@deakin.edu.au (03 9244 3056). Note that 
any summary of results will be about group level results. No individual feedback will 
be provided. 
COMPLAINTS: If you have any complaints about any aspect of the project, the way 
it is being conducted or any questions about your rights as a research participant, then 
you may contact:  The Manager, Research Integrity, Deakin University, 221 Burwood 
Highway, Burwood Victoria 3125, Telephone: 9251 7129, Facsimile: 9244 6581;  






B.4 Participant instructions 
Task instructions 
The task begins with a practice trial. This first trial will not be recorded and so you 
should use it to explore the task interface and how to utilize the buttons on the screen. 
Following completion of this practice trial you will be required to complete a task-
specific self-efficacy scale. This will be similar to the scales you completed during the 
first part of the experiment. To assist you in completing this scale you will be given 
information regarding the time taken for last years participants to complete a trial of 
the task. After you complete this first self-efficacy scale the timed part of the task will 
begin. 
The task you are about to engage in is broken up into 15 blocks of around 3 minutes. 
When you complete a trial during which the 3 minute timer ticked over you will be 
presented with information regarding your average trial time for that block. You will 
then have to complete the task specific self-efficacy measure you completed at the 
start of the task. Below is a description of the task, the aim, and what all the buttons 
do. These instructions will not tell you exactly how to complete a trial or the best 
method/strategy, this is for you to learn as you work through the task. Please do not 
write anything on paper or use the computer screen for anything else other than the 
task while you are working on the task.  
You are to imagine you are working at the reception desk of a small, private 
swimming school. The school has set up a time table where every half hour 3 classes 
run (each taught by a different teacher) with the first class at 3:30 and the last class at 
6:30. There are 6 different levels the child could go in to, each level has its own 
maximum number of bookings and age range.  
A parent has come to you who wishes to book their child in for swimming lessons. 
The aim of the task is to find the right class for the child in the least amount of time. 
To find the correct class you need to follow certain rules: 
Each child needs to be booked into the right level for their age  
Classes cannot be overbooked. Each level can only hold a certain number of children.  
Parents may prefer certain days, times or teachers so you must book the child into 
the class that suits the parents preferences.  
When a trial begins you will be presented with a screen with several options. There 
are several ways you can interact with the task and they will be described now. 
  
Each of the blue speech bubbles like the one above is a question you can ask the 
parent. When you ask a question a pop up box will appear with the parents answer, 
you will not be able to do anything else on the task until you confirm you have read 
this answer by pressing the ‘ok’ button. You will not be able to access the timetable 
until you know what level the child is; either by being told the level by the parent or 





The orange button above will open a pop up box showing the class rules; this tells you 
the maximum number of students that can be booked into each level as well as which 
level a child should be in given their age. Like the parent response pop ups you will 





The above red ‘show timetable’ button will open the timetable. There are a total of 
120 classes. Each class runs for half an hour. All the important information regarding 
the class is on each class button including the time, the level, the teacher, and the 
number of children already booked into that class. You can’t access the main screen 
while the timetable is open. When you click on a class you will be ‘suggesting’ that 
class to the parent. If the class you have selected is correct (it satisfies all of the above 
rules) a congratulations message will appear telling you that you have completed this 
trial. When you ‘ok’ this message the timetable will close automatically and a ‘next’ 
button will appear on the main screen. This button ends the trial you are on and will 
either start the next trial, bring up the self-efficacy measure or end the session 
depending on the tasks internal timer. DO NOT PRESS THIS BUTTON UNTIL 
YOU ARE READY TO START THE NEXT TRIAL. As soon as you push this 
button the timer for the new trial will start. Try not to take breaks between trials, 
instead take them between blocks; that is, after you have completed the self-efficacy 
measure. 
If you select the wrong class an error message will appear. There are three types of 
messages that will appear: 
If you have booked the child into the wrong level you will get a message from your 
boss, telling you off. You need to know the level (remember age determines level) of 
the child to find the right class.  
If you have attempted to book the child into a class that is already full a system error 
will appear letting you know that class is already full  
If you have selected a class that does not suit the parents’ wishes for day, time, or 
teacher a ‘parent’ error message will appear informing you that that class does not suit 
the parent, but will not tell you why it does not suit.  








These filters will change the appearance of the    timetable. The default is 
to have all levels, teachers, days, and times selected so every class is 
shown on the timetable. If you unselect all the levels except one then    
when you open the timetable only classes for that level will be shown. 
The same will happen when you change the filters for time, day and 
teacher. All the filters are automatically applied when you click the 
‘show timetable’ button. 



























If you have understood all the above instructions please raise your hand and wait for 




The class size filter is used when you want the timetable when you want the 
timetable to only show classes of a certain size. Remember each level has a 
maximum number of students and you cannot over book a class and so this 
filter can be used so that you only see classes that have vacancies. 
It is your decision what questions you ask and the order in which you ask 





B.5 Debriefing Statement 
Bayesian models of individual differences in the effect of ability and self-efficacy on 




Thank you for taking the time to participate in this study. Your participation will help 
further psychological research into learning.  
 
The computer program used to create the task you just completed recorded the time 
you took to complete each trial, the buttons you pressed and at what time you pressed 
them. This enables us to determine the time you took to complete each trial as well as 
each part of the trial. Your performance on the ability measures and your answers to 
the self-efficacy questionnaires have also been recorded and the ID numbers will 
enable researchers to link all this information together.  
 
Data from the booking task will be aggregated into a learning curve for each 
participant as well as a group learning curve showing the average learning of all 
participants. This curve will show the improvement in completion times over practice.  
 
The task data can also be broken down into three sub tasks; time spent on the 
timetable, time spent using the filters and time spent gathering information. 
According to previous research if the time spent on the overall task decreases as a 
function of practice then the amount of time spent on each of these sub tasks should 
decrease as a function of practice as well. However, the researchers of this study 
hypothesize that in the previous research use of group data hid possible 
inconsistencies that may occur at the individual level. By examining the data from 
this study at the individual level researchers hope to discover some of these 
inconsistencies. 
 
Within this task there were a few different strategies that participants could have 
discovered and used. The filters could be used to restrict the amount of information 
displayed on the timetable to reduce time spent scanning, the ‘select all/deselect all’ 
buttons could be used to decrease time spent filtering and the number of questions 
asked could also be considered a strategy. It is hypothesized that how these strategies 
are used will affect the time to complete the overall task and the time spent on each of 
the subtasks.  
 
Previous research has also shown that individual differences in cognitive and 
perceptual abilities as well as levels of self-efficacy influence rate of learning and/or 
performance. The current research aims to be able to use the information from these 
measures to create more complete and informative models of learning at both the task 
and subtask level. 
 
If you wish to learn about the results of the study, you are welcome to contact any of 
the researchers towards the end of 2014. 
 
Thank you,  
Dr Jeromy Anglim (jeromy.anglim@deakin.edu.au) 




APPENDIX C: Individual Level Plots 
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Figure C.9. Subtask completion time by block for participants who exhibited overall 
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Figure C.10. Subtask completion time by block for participants who exhibited overall 
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APPENDIX E: STUDY 2 SUPPLEMENTAL MATERIAL 
E.1 Model Recovery Simulation 
To ensure our models were able to distinguish between abrupt and learning 
curve data, we conducted a model recovery simulation. This involves generating data 
from the two functions and ensuring that the model fitting and comparison process is 
able to identify the generating function (A Gelman et al., 2014). To do this we fit each 
model using 10,000 iterations of one MCMC chain to inefficient strategy use data. 
Using the thinning function we saved every 1000th sample. This produced 10 data sets 
generated by each model for a total of 20 simulated datasets. Both abrupt and power 
functions were then fit to each simulated dataset, and the DIC values calculated. Then 
we calculated a DIC difference. For data generated from the power function we 
subtracted DIC power from DIC abrupt and for data generated from the abrupt 
function we subtracted DIC abrupt from DIC power.  For power generated data the 
DIC for the power function was lower than for the abrupt for all 10 datasets (DICabrupt 
– DICpower: M = 2094.6, SD = 123.1) and for the abrupt generated data the DIC for the 
abrupt function was lower than for the power function for all 10 datasets (DICpower – 
DICabrupt: M = 3994.4, SD = 133.7). This suggests that the DIC is able to identify the 
data-generating model. The mean DIC difference for the power generated data was 
lower than the mean difference for abrupt generated data. This suggested that the 
abrupt function is better at capturing power data than the power is at fitting abrupt 
data.  
E.2 Decomposing Accessing Rules 
Within our task analysis we defined accessing the class rules as a domain level 
strategy. Although accessing the rules requires a single action on each trial (clicking 
on the “Show all class level information” button and reading the rules), the rule 
participants must use differs on each trial depending on the age of the simulated child 
for that trial. Thus, accessing rules could not be easily decomposed into component 
strategies measured on each trial. However, as noted by Rickard (2004) a true 
understanding of memory retrieval can best be achieved by examining this strategy at 
the item-level. Therefore, we examined how the use of memory retrieval changed 
over practice as a function of experience with each specific stimulus response pairing, 
the correct level for each age. Furthermore, we examined how memory retrieval 




associated with at least three ages). This enabled us to determine if participants were 
trying to remember a specific rule, or were just automatically remembering the 
stimulus-response pairing.  
As the number of trials an individual completes in a block depends on how 
quickly they are completing the trials, and the age of the child on a particular trial was 
random, all individuals had a different level of experience with each rule and 
stimulus. Thus, using hierarchical modelling to test for abrupt and gradual changes in 
component learning would have resulted in challenges in estimation. Instead, the 
mathematical function used in the posterior predictive checks to calculate the 
proportion of individuals classified as abrupt shifters, was used to assess the degree of 
abruptness of shift in memory retrieval. Only 6% of individuals were classified as 
abrupt shifters using this function when accessing rules was examined as an 
aggregated measure (see Table 5.3). For item-level shifts there were 22 different 
answers to the age question (i.e., 22 different stimulus-response pairings). We 
calculated the proportion of participants classified as abrupt for each question, which 
ranged from 0.38 to 0.87 (M = 0.61, SD = 0.14). Furthermore, when we examined 
how memory retrieval changed as a function of experience with each specific level we 
found a much lower proportion of abruptness ranging from 0.07 to 0.20 (M = 0.13, 
SD = 0.05). Thus, participants often shifted abruptly from algorithm to memory 
retrieval based on their experience with a certain stimulus but when stimuli were 
grouped together into specific levels or all the rules together gradual change was 
observed. 
While some research has suggested that volition is involved in using a 
previously created memory trace (Wilkins & Rawson, 2011), minimal research has 
examined whether volition is involved in creating the memory. In the current task, 
individuals could remember which class a child should be in based on their age either 
by (a) reading the rules, noticing the pattern and committing the entire set of rules to 
memory, (b) committing each rule to memory, or (c) encoding each age-level pairing 
to memory. As abrupt shifts were mainly seen at the component level, our results 
suggest that it is likely that participants were not choosing to remember the rules but 




APPENDIX F: CORRELATIONS OF ABILITY MEASURES	  
Table F.1. Means, Standard Deviations, Reliability and Intercorrelations of 
Ability Tests 
Ability M SD Rel 1 2 3 4 5 6 
1. Simple Reaction 
    Time (sec) 265.49 26.44 0.98 -      
2. 4-Choice Reaction 
    Time (sec) 458.69 66.47 0.91 0.41* -     
3. Inference 0.44 0.25 0.60 0.00 -0.01 -    
4. Vocabulary 0.27 0.17 0.69 0.09 0.15 0.58* -   
5. Cube Comparison 0.32 0.27 0.65 -0.04 -0.25* 0.26* 0.10 -  
6. Number 
    Comparison 
0.44 0.11 0.83 -0.20* -0.33* 0.11 -0.11 0.35* - 
7. Number Sort 0.56 0.17 0.58 -0.08 -0.29* 0.28* 0.07 0.37* 0.41* 
Note: Tests 3 through 7 are scored as number correct – number of incorrect/number of 
questions. Rel = split half reliability * signifies a significant correlation at p < 0.05 
