On the Long-Range Dependence of Mixed Fractional Poisson Process by Kataria, K. K. & Khandakar, M.
ar
X
iv
:1
91
0.
05
85
4v
1 
 [m
ath
.PR
]  
13
 O
ct 
20
19
ON THE LONG-RANGE DEPENDENCE OF MIXED FRACTIONAL
POISSON PROCESS
K. K. KATARIA AND M. KHANDAKAR
Abstract. In this paper, we show that the mixed fractional Poisson process (MFPP)
exhibits the long-range dependence (LRD) property. It is proved by establishing an as-
ymptotic result for the covariance of inverse mixed stable subordinator. Also, it is shown
that the increments of the MFPP, namely, the mixed fractional Poissonian noise (MFPN)
has the short-range dependence (SRD) property.
1. Introduction
The most commonly used point process for modelling counting phenomenon is the Pois-
son process. This Le´vy process is characterized by the light-tailed distribution of its waiting
times. However, it fails to model the random phenomenon possessing long memory. It is
observed that the process with power law decay offers a better model for such phenome-
non. The recent increasing interest on random time-changed and subordinated processes
has resulted in the construction of such processes.
Several authors have considered the time-changed stochastic processes whose one di-
mensional distributions satisfy certain fractional differential equations (see Beghin and
Orsingher (2009), Meerschaert et al. (2011), Orsingher and Polito (2012), etc). These
subordinated processes are known as the fractional Poisson processes (FPP). Biard and
Saussereau (2014), Maheshwari and Vellaisamy (2016) have studied the long-range depen-
dence (LRD) and short-range dependence (LRD) properties for certain FPP and their in-
crements. Beghin (2012) and Aletti et al. (2018) introduce and study the mixed fractional
version of homogeneous Poisson process known as the mixed fractional Poisson process
(MFPP). It is obtained by considering independent random time-change of Poisson process
with inverse mixed stable subordinator.
The main aim of this paper is to show that the MFPP has the long-range dependence
(LRD) property. For this purpose, an asymptotic result for the covariance of the inverse
mixed stable subordinator is obtained. The corresponding asymptotic results for inverse
stable subordinator obtained by Leonenko et al. (2014) follow as particular cases of our
results. Also, it is shown that the increments of the MFPP which we call as the mixed
fractional Poissonian noise (MFPN) has the short-range dependence (SRD) property. As
LRD and SRD properties have many known applications, we expect the results obtained
in this paper to have potential applications in the field finance, hydrology, econometrics,
etc.
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2. Preliminaries
Here, we give some known results about the Mittag-Leffler function and its generaliza-
tions, the theory of subordinator and its inverse. Also, the common definition of LRD and
SRD properties for a non-stationary process is given.
2.1. Mittag-Leffler function. The two-parameter Mittag-Leffler function Eα,β(.) is de-
fined as (see Mathai and Haubold (2008))
Eα,β(x) :=
∞∑
k=0
xk
Γ(kα + β)
, α > 0, β > 0, x ∈ R. (2.1)
It reduces to one-parameter Mittag-Leffler function for β = 1. It has been generalized to
three-parameter Mittag-Leffler function as (see Mathai and Haubold (2008))
Eγα,β(x) :=
1
Γ(γ)
∞∑
k=0
Γ(k + γ)xk
k!Γ(kα + β)
, α > 0, β > 0, γ > 0, x ∈ R. (2.2)
When γ = 1, it reduces to two-parameter Mittag-Leffler function. The following asymptotic
result holds for Eγα,β (−λx
α), λ > 0, 0 < α < 2, as x→∞ (see Garra and Garrappa (2018)):
Eγα,β (−λx
α) ∼
1
Γ(γ)
∞∑
k=0
(−1)kΓ(k + γ)
k!Γ(β − α(k + γ))
λ−γ−kx−αγ−k. (2.3)
Moreover, we have (see Kilbas et al. (2004), Kataria and Vellaisamy (2019)):
dn
dxn
(
xβ−1Eα,β(µx
α)
)
= xβ−n−1Eα,β−n(µx
α), µ ∈ R, (2.4)
E
(n)
α,β(x) = n!E
n+1
α,nα+β(x), n ≥ 0, (2.5)
where E
(n)
α,β(x) =
dn
dxn
Eα,β(x). The following result will be used later (see Eq. (2.24), Kilbas
et al. (2004)):∫ x
0
(x− t)µ−1Eρ,µ (ω(x− t)
ρ) tν−1Eρ,v (ωt
ρ) dt = xµ+v−1E2ρ,µ+v (ωx
ρ) , (2.6)
where E2ρ,µ+v(.) is the generalized Mittag-Leffler function defined in (2.2).
2.2. Subordinator and its inverse. A one-dimensional Le´vy process with non-decreasing
sample paths is called a subordinator. We denote it by L = {L(t)}t≥0. It is characterized
by its Laplace transform which is given by
E
(
e−sL(t)
)
= e−tφ(s), s ≥ 0.
The Laplace exponent φ is
φ(s) = µs+
∫ ∞
0
(
1− e−sx
)
ℓ(dx),
where µ ≥ 0 is the drift coefficient and ℓ is the Le´vy measure. A driftless subordinator
(µ = 0) with Laplace exponent φ(s) = sα is called an α-stable subordinator. We denote it
by Lα, 0 < α < 1, for more details we refer the reader to Applebaum (2004).
The first-hitting time of L is a process Y = {Y (t)}t≥0 called an inverse subordinator. It
is defined as follows:
Y (t) = inf {s ≥ 0 : L(s) > t} , t ≥ 0, (2.7)
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which is a non-decreasing process. The inverse α-stable subordinator Yα, 0 < α < 1,
is the first-hitting time of Lα. If L is strictly increasing then the sample paths of Y is
almost surely continuous. The Laplace transform of the renewal function U(t) = E (Y (t))
is obtained by Veillette and Taqqu (2010a), (2010b) as∫ ∞
0
U(t)e−st dt =
1
sφ(s)
.
The covariance of inverse subordinator Y is given by (see Veillette and Taqqu (2010a))
Cov (Y (s), Y (t)) =
∫ s∧t
0
(
U(s− τ) + U(t− τ)
)
dU(τ)− U(s)U(t), (2.8)
where s ∧ t := min{s, t}.
2.3. The LRD and SRD properties. For a non-stationary stochastic process {X(t)}t≥0
the long-range dependence and short-range dependence properties are defined as follows
(see D’Ovidio and Nane (2014), Kumar et al. (2019)):
Definition 2.1. Let s > 0 be fixed and t > s. Suppose that a stochastic process {X(t)}t≥0
has the correlation that satisfies
Corr(X(s), X(t)) ∼ c(s)t−h, as t→∞, (2.9)
for some constant c(s) whose value depends on s. We say that {X(t)}t≥0 has the LRD
property if h ∈ (0, 1) and the SRD property if h ∈ (1, 2).
3. Mixed Fractional Poisson Process
In this section, we first give brief details on mixed fractional Poisson process (MFPP)
introduced and studied by Beghin (2012) and Aletti et al. (2018). The theory of mixture
of independent stable subordinators plays a crucial role in its construction. Moreover, we
require some of these results for establishing the LRD and SRD properties of MFPP and
MFPN.
The mixed stable subordinator Lα1,α2 = {Lα1,α2(t)}t≥0 is the process characterized by its
Laplace transform
E
(
e−sLα1,α2 (t)
)
= e−t(C1s
α1+C2sα2), s ≥ 0, (3.1)
where C1 + C2 = 1, C1 ≥ 0, C2 ≥ 0 and α2 < α1.
Let Lα1 and Lα2 be two independent stable subordinators such that 0 < α2 < α1 < 1. It
is known that
Lα1,α2(t)
d
= (C1)
1
α1 Lα1(t) + (C2)
1
α2 Lα2(t), t ≥ 0, (3.2)
where
d
= means equal in distribution. In general, Lα1,α2 is not a self-similar process. For
α1 = α2, the process Lα1,α2 reduces to stable subordinator (up to a constant) in which case
it becomes self-similar.
The inverse mixed stable subordinator Yα1,α2 = {Yα1,α2(t)}t≥0 is defined as
Yα1,α2(t) = inf {s ≥ 0 : Lα1,α2(s) > t} , t ≥ 0. (3.3)
For C2 = 0, the inverse mixed stable subordinator Yα1,α2 reduces to inverse stable subordi-
nator Yα1. Similar result holds for C1 = 0.
3
Beghin (2012) and Leonenko et al. (2014) obtained the following expression for Uα1,α2(t) =
E (Yα1,α2(t)) using different techniques:
Uα1,α2(t) =
tα1
C1
Eα1−α2,α1+1
(
−C2t
α1−α2/C1
)
, (3.4)
where Eα1−α2,α1+1(.) is the two-parameter Mittag-Leffler function defined in (2.1).
Using (2.4) for n = 1, we get
d
dt
Uα1,α2(t) =
tα1−1
C1
Eα1−α2,α1
(
−C2t
α1−α2/C1
)
. (3.5)
The following asymptotic result for Uα1,α2(t) was obtained by Veillette and Taqqu (2010b):
Uα1,α2(t) ∼


tα1
C1Γ (1 + α1)
, t→ 0,
tα2
C2Γ (1 + α2)
, t→∞.
(3.6)
The covariance of inverse mixed stable subordinator has been obtained by Veillette and
Taqqu (2010a) in the following form:
Cov (Yα1,α2(s), Yα1,α2(t)) =
∫ s∧t
0
(
Uα1,α2(s−τ)+Uα1,α2(t−τ)
)
dUα1,α2(τ)−Uα1,α2(s)Uα1,α2(t).
(3.7)
On putting s = t, we get
Var(Yα1,α2(t)) =
∫ t
0
2Uα1,α2(t− τ) dUα1,α2(τ)− U
2
α1,α2
(t)
=
2
C21
∫ t
0
(t− τ)α1τα1−1Eα1−α2,α1+1
(
−C2(t− τ)
α1−α2/C1
)
.Eα1−α2,α1
(
−C2τ
α1−α2/C1
)
dτ − U2α1,α2(t), (using (3.4) and (3.5))
=
2t2α1
C21
E2α1−α2,2α1+1
(
−C2t
α1−α2/C1
)
− U2α1,α2(t), (using (2.6)) (3.8)
=
2t2α1
C21
E
(1)
α1−α2,α1+α2+1
(
−C2t
α1−α2/C1
)
− U2α1,α2(t), (using (2.5))
=
2t2α1
C21
E
(1)
α1−α2,α1+α2+1
(
−C2t
α1−α2/C1
)
−
t2α1
C21
(
Eα1−α2,α1+1
(
−C2t
α1−α2/C1
))2
,
by using (3.4). Leonenko et al. (2014) obtained the above expression for the variance of
mixed stable subordinator using Laplace transform. For more details on inverse mixed
stable subordinator we refer the reader to Beghin (2012).
3.1. Mixed fractional Poisson process. The mixed fractional non-homogeneous Pois-
son process (MFNPP) denoted by Nα1,α2Λ is defined as
Nα1,α2Λ = {N
α1,α2
Λ (t)}t≥0 = {N (Λ (Yα1,α2(t)) , 1)}t≥0 ,
where the homogeneous Poisson process {N(t, 1)}t≥0 and the inverse mixed stable subor-
dinator Yα1,α2 are independent. For t ≥ 0, let Λ(t) denote a non-negative deterministic
function which is both non-decreasing and right-continuous. Also, Λ(0) = 0, Λ(∞) = ∞
and Λ(t)− Λ(t−) ≤ 1.
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The mixed fractional Poisson process (MFPP) is defined as follows:
Nα1,α2 = {Nα1,α2(t)}t≥0 = {N (Yα1,α2(t), λ)}t≥0 ,
where the homogeneous Poisson process {N(t, λ)}t≥0 and the inverse mixed stable subor-
dinator Yα1,α2 are independent. For more details on MFPP we refer the reader to Aletti et
al. (2018). Next, we show that the MFPP is indeed a particular case of MFNPP.
For λ > 0, choose Λ(t) = λt. Thus, we have
Pr{N (Λ(Yα1,α2(t)), 1) = k} =
∫ ∞
0
Pr{N(x, 1) = k}fΛ(Yα1,α2(t))(x) dx
=
∫ ∞
0
e−xxk
k!
fλYα1,α2 (t)(x) dx
=
∫ ∞
0
e−xxk
λk!
fYα1,α2(t)
(x
λ
)
dx
=
∫ ∞
0
e−λy(λy)k
k!
fYα1,α2 (t)(y) dy
= Pr{N (Yα1,α2(t), λ) = k}.
The mean, variance and covariance of MFPP are given by (see Aletti et al. (2018))
E (Nα1,α2(t)) = λUα1,α2(t), (3.9)
Var (Nα1,α2(t)) = λUα1,α2(t) + λ
2Var (Yα1,α2(t)) , (3.10)
Cov (Nα1,α2(s), Nα1,α2(t)) = E
(
Nα1,α2(s ∧ t)
)
+ λ2Cov (Yα1,α2(s), Yα1,α2(t)) . (3.11)
Next, we show that the MFPP exhibits LRD property.
3.1.1. Long-range dependence property of MFPP.
Proposition 3.1. Let C1 ≥ 0, C2 ≥ 0 such that C1 + C2 = 1 and 0 < α2 < α1 < 1. For
fixed s ≥ 0, the covariance of inverse mixed stable subordinator has the following limiting
behaviour:
Cov (Yα1,α2(s), Yα1,α2(t)) ∼
s2α1
C21
E2α1−α2,2α1+1
(
−C2s
α1−α2/C1
)
, t→∞. (3.12)
Proof. For a fixed s ≥ 0 and large t, that is, s ≤ t. Using covariance formula (3.7), we get
Cov (Yα1,α2(s), Yα1,α2(t))
=
∫ s
0
(
Uα1,α2(t− τ) + Uα1,α2(s− τ)
)
dUα1,α2(τ)− Uα1,α2(t)Uα1,α2(s)
=
1
C1
∫ s
0
(
Uα1,α2(t− τ) +
(s− τ)α1
C1
Eα1−α2,α1+1
(
−C2(s− τ)
α1−α2/C1
) )
.τα1−1Eα1−α2,α1
(
−C2τ
α1−α2/C1
)
dτ − Uα1,α2(t)Uα1,α2(s), (using (3.4) and (3.5))
=
1
C1
∫ s
0
Uα1,α2(t− τ)τ
α1−1Eα1−α2,α1
(
−C2τ
α1−α2/C1
)
dτ − Uα1,α2(t)Uα1,α2(s)
+
1
C21
∫ s
0
(s− τ)α1Eα1−α2,α1+1
(
−C2(s− τ)
α1−α2/C1
)
τα1−1Eα1−α2,α1
(
−C2τ
α1−α2/C1
)
dτ
= I(s, t) +
s2α1
C21
E2α1−α2,2α1+1
(
−C2s
α1−α2/C1
)
− Uα1,α2(t)Uα1,α2(s), (3.13)
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where in the last equality we used (2.6). Here,
I(s, t) =
1
C1
∫ s
0
Uα1,α2(t− τ)τ
α1−1Eα1−α2,α1
(
−C2τ
α1−α2/C1
)
dτ. (3.14)
On using (3.6), as t→∞, we have
I(s, t) ∼
1
C1
∫ s
0
(t− τ)α2
C2Γ(1 + α2)
τα1−1Eα1−α2,α1
(
−C2τ
α1−α2/C1
)
dτ
=
1
C1C2Γ(1 + α2)
∫ s
0
∞∑
k=0
((−C2/C1)τ
α1−α2)k
Γ(k(α1 − α2) + α1)
τα1−1(t− τ)α2 dτ, (using (2.1))
=
1
C1C2Γ(1 + α2)
∞∑
k=0
((−C2/C1))
k
Γ(k(α1 − α2) + α1)
∫ s
0
τk(α1−α2)+α1−1(t− τ)α2 dτ
=
1
C1C2Γ(1 + α2)
∞∑
k=0
(−C2/C1)
ktk(α1−α2)+α1+α2
Γ(k(α1 − α2) + α1)
∫ s/t
0
zk(α1−α2)+α1−1(1− z)α2 dz,
(substituting τ = tz)
=
1
C1C2Γ(1 + α2)
∞∑
k=0
(−C2/C1)
ktk(α1−α2)+α1+α2
Γ(k(α1 − α2) + α1)
B(k(α1 − α2) + α1, α2 + 1; s/t),
(3.15)
where B(a, b; x) :=
∫ x
0
ya−1(1 − y)b−1 dy, a > 0, b > 0, is the incomplete Beta function.
Using the following result (see Leonenko et al. (2014)):
B(a, b; x) =
xa
a
+ (1− b)
xa+1
a+ 1
+O
(
xa+2
)
as x→ 0,
and in the view of s/t→ 0 as t→∞, we get
I(s, t) ∼
1
C1C2Γ(1 + α2)
∞∑
k=0
(−C2/C1)
k
Γ(k(α1 − α2) + α1)
tk(α1−α2)+α1+α2
(
(s/t)k(α1−α2)+α1
k(α1 − α2) + α1
−
α2(s/t)
k(α1−α2)+α1+1
k(α1 − α2) + α1 + 1
+O
(
(s/t)k(α1−α2)+α1+2
))
=
1
C1C2Γ(1 + α2)
∞∑
k=0
(−C2/C1)
k
Γ(k(α1 − α2) + α1)
tα2sk(α1−α2)+α1
(
1
k(α1 − α2) + α1
−
α2(s/t)
k(α1 − α2) + α1 + 1
+O
(
(s/t)2
))
(3.16)
∼
tα2sα1
C1C2Γ(1 + α2)
∞∑
k=0
(−C2/C1)
k
Γ(k(α1 − α2) + α1 + 1)
sk(α1−α2)
=
tα2
C2Γ(1 + α2)
sα1
C1
Eα1−α2,α1+1
(
−C2s
α1−α2/C1
)
, (using (2.1))
=
tα2
C2Γ(1 + α2)
Uα1,α2(s). (3.17)
6
As t→∞, we substitute (3.17) in (3.13) and use (3.6) to obtain
Cov (Yα1,α2(s), Yα1,α2(t)) ∼
s2α1
C21
E2α1−α2,2α1+1
(
−C2s
α1−α2/C1
)
.
This completes the proof. 
Remark 3.1. For C1 = 1 and C2 = 0, the inverse mixed stable subordinator Yα1,α2 reduces
to inverse stable subordinator. The corresponding asymptotic result for the inverse stable
subordinator Yα, 0 < α < 1, is obtained on taking C1 = 1 and C2 = 0 in (3.12), and it is
given by
Cov (Yα(s), Yα(t)) ∼
s2α
Γ(2α + 1)
,
which agrees with the result obtained in Leonenko et al. (2014).
Proposition 3.2. Let C1 ≥ 0, C2 ≥ 0 such that C1 + C2 = 1 and 0 < α2 < α1 < 1.
For large t, the variance of inverse mixed stable subordinator has the following limiting
behaviour:
Var(Yα1,α2(t)) ∼
t2α2
C22
(
2
Γ(2α2 + 1)
−
1
(Γ(α2 + 1))
2
)
. (3.18)
Proof. For 0 < α < 2, β > 0, γ > 0, it follows from (2.3) as t→∞ that
Eγα,β (−λt
α) ∼
λ−γt−αγ
Γ(β − αγ)
. (3.19)
Using (3.6) and (3.19) in (3.8) for large t, we get
Var(Yα1,α2(t)) ∼
2t2α2
C22
1
Γ(2α2 + 1)
−
t2α2
(C2Γ(α2 + 1))
2 ,
which completes the proof. 
Remark 3.2. The corresponding asymptotic result for the inverse stable subordinator Yα,
0 < α < 1, is obtained on taking C1 = 0 and C2 = 1 in (3.18), and it is given by
Var(Yα(t)) ∼ t
2α
(
2
Γ(2α+ 1)
−
1
(Γ(α + 1))2
)
,
which agrees with the result obtained in Leonenko et al. (2014).
Theorem 3.1. The MFPP Nα1,α2 has the LRD property.
Proof. For fixed s ≥ 0 and large t, we get
Corr(Nα1,α2(s), Nα1,α2(t))
=
Cov (Nα1,α2(s), Nα1,α2(t))√
Var (Nα1,α2(s))
√
Var (Nα1,α2(t))
=
E
(
Nα1,α2(s)
)
+ λ2Cov (Yα1,α2(s), Yα1,α2(t))√
Var(Nα1,α2(s))
√
λUα1,α2(t) + λ
2VarYα1,α2(t)
, (by (3.10) and (3.11))
∼
λUα1,α2(s) +
λ2s2α1
C21
E2α1−α2,2α1+1 (−C2s
α1−α2/C1)
√
Var(Nα1,α2(s))
√
λtα2
C2Γ(1 + α2)
+
λ2t2α2
C22
(
2
Γ(2α2 + 1)
−
1
(Γ(α2 + 1))
2
)
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∼ c(s)t−α2 ,
where in the penultimate step we used (3.6), (3.9), (3.12) and (3.18). This shows that the
MFPP has the LRD property as 0 < α2 < α1 < 1. 
4. Mixed Fractional Poissonian Noise
For a fixed δ > 0, the increments Zα1,α2δ (t), t ≥ 0, of the MFPP N
α1,α2 is defined as
Zα1,α2δ (t) = N
α1,α2(t + δ)−Nα1,α2(t). (4.1)
The process denoted by Zα1,α2δ = {Z
α1,α2
δ (t)}t≥0 is called the mixed fractional Poissonian
noise (MFPN).
We claim that MFPN exhibits the SRD property. To establish this we require the
following asymptotic result for the covariance of MFPP.
Proposition 4.1. For fixed s ≥ 0, we have
Cov (Nα1,α2(s), Nα1,α2(t)) ∼ λL(s)− λ2tα2−1K(s), as t→∞, (4.2)
where L(s) and K(s) are constants depending on s.
Proof. From (3.13), we have
Cov (Yα1,α2(s), Yα1,α2(t)) =
s2α1
C21
E2α1−α2,2α1+1
(
−C2s
α1−α2/C1
)
− Uα1,α2(s)Uα1,α2(t) + I(s, t),
where I(s, t) is given in (3.14). Using (3.16), we obtain the following for large t:
I(s, t) ∼
tα2sα1
C1C2Γ(1 + α2)
∞∑
k=0
(−C2/C1)
ksk(α1−α2)
Γ(k(α1 − α2) + α1 + 1)
−
α2t
α2−1sα1+1
C1C2Γ(1 + α2)
∞∑
k=0
(−C2/C1)
ksk(α1−α2) (k(α1 − α2) + α1)
Γ (k(α1 − α2) + α1 + 2)
∼ Uα1,α2(s)Uα1,α2(t)− t
α2−1K(s),
where the last step follows from (2.1), (3.4) and (3.6). Note that
K(s) =
α2s
α1+1
C1C2Γ(1 + α2)
∞∑
k=0
(−C2/C1)
ksk(α1−α2) (k(α1 − α2) + α1)
Γ (k(α1 − α2) + α1 + 2)
.
Thus,
Cov (Yα1,α2(s), Yα1,α2(t)) ∼
s2α1
C21
E2α1−α2,2α1+1
(
−C2s
α1−α2/C1
)
− tα2−1K(s). (4.3)
Substituting (4.3) in (3.11), we get
Cov (Nα1,α2(s), Nα1,α2(t)) ∼ λUα1,α2(s)+
λ2s2α1
C21
E2α1−α2,2α1+1
(
−C2s
α1−l/C1α2
)
−λ2tα2−1K(s).
On setting
L(s) = Uα1,α2(s) +
λs2α1
C21
E2α1−α2,2α1+1
(
−C2s
α1−α2/C1
)
,
the proof follows. 
Theorem 4.1. The MFPN Zα1,α2δ has the SRD property.
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Proof. Let s ≥ 0 be fixed such that 0 ≤ s+ δ ≤ t. From (4.1) and (4.2), we have
Cov(Zα1,α2δ (s), Z
α1,α2
δ (t)) = Cov (N
α1,α2(s+ δ)−Nα1,α2(s), Nα1,α2(t+ δ)−Nα1,α2(t))
= Cov (Nα1,α2(s+ δ), Nα1,α2(t + δ)) + Cov (Nα1,α2(s), Nα1,α2(t))
− Cov (Nα1,α2(s+ δ), Nα1,α2(t))− Cov (Nα1,α2(s), Nα1,α2(t + δ))
∼ λ2(tα2−1K(s+ δ) + (t + δ)α2−1K(s)− (t + δ)α2−1K(s+ δ)− tα2−1K(s))
= λ2(K(s+ δ)−K(s))(tα2−1 − (t+ δ)α2−1)
= λ2(K(s+ δ)−K(s))tα2−1
(
1−
(
1 +
δ
t
)α2−1)
∼ (1− α2)δλ
2(K(s + δ)−K(s))tα2−2. (4.4)
From (3.13), we have
Cov (Yα1,α2(t), Yα1,α2(t + δ)) =
t2α1
C21
E2α1−α2,2α1+1
(
−C2t
α1−α2/C1
)
−Uα1,α2(t)Uα1,α2(t+δ)+I(t, t+δ),
(4.5)
where
I(t, t+ δ) =
1
C1
∫ t
0
Uα1,α2(t + δ − τ)τ
α1−1Eα1−α2,α1
(
−C2τ
α1−α2/C1
)
dτ.
As we have obtain the asymptotic result (3.15) for I(s, t), along the similar lines we get
I(t, t+ δ) ∼
∞∑
k=0
(−C2/C1)
k(t + δ)k(α1−α2)+α1+α2
C1C2Γ(1 + α2)Γ(k(α1 − α2) + α1)
B
(
k(α1 − α2) + α1, α2 + 1;
t
t + δ
)
∼
∞∑
k=0
(−C2/C1)
k(t+ δ)k(α1−α2)+α1+α2
C1C2Γ(k(α1 − α2) + α1 + α2 + 1)
=
(t + δ)α1+α2
C1C2
Eα1−α2,α1+α2+1
(
−C2(t+ δ)
α1−α2/C1
)
, (4.6)
where in the penultimate step we used the following result for large t:
B
(
k(α1 − α2) + α1, α2 + 1;
t
t+ δ
)
∼ B (k(α1 − α2) + α1, α2 + 1) .
From (3.11), we have
Cov(Nα1,α2(t), Nα1,α2(t + δ))
= λUα1,α2(t) + λ
2Cov (Yα1,α2(t), Yα1,α2(t+ δ))
∼ λUα1,α2(t) + λ
2
(t2α1
C21
E2α1−α2,2α1+1
(
−C2t
α1−α2/C1
)
− Uα1,α2(t)Uα1,α2(t+ δ)
+
(t+ δ)α1+α2
C1C2
Eα1−α2,α1+α2+1
(
−C2(t+ δ)
α1−α2/C1
) )
, (4.7)
where we have used (4.5) and (4.6). Substituting δ = 0 in (4.7), we get
Var(Nα1,α2(t)) ∼ λUα1,α2(t) + λ
2
(t2α1
C21
E2α1−α2,2α1+1
(
−C2t
α1−α2/C1
)
− U2α1,α2(t)
+
tα1+α2
C1C2
Eα1−α2,α1+α2+1
(
−C2t
α1−α2/C1
) )
. (4.8)
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Using (4.7) and (4.8), we have
Var(Zα1,α2δ (t)) = Var(N
α1,α2(t+ δ)) + Var(Nα1,α2(t))− 2Cov (Nα1,α2(t), Nα1,α2(t+ δ))
∼ λ (Uα1,α2(t+ δ)− Uα1,α2(t)) + λ
2
(
2Uα1,α2(t)Uα1,α2(t+ δ)− U
2
α1,α2
(t)
− U2α1,α2(t + δ)
)
+ λ2
(
(t+ δ)2α1
C21
E2α1−α2,2α1+1
(
−C2(t+ δ)
α1−α2/C1
)
−
t2α1
C21
E2α1−α2,2α1+1
(
−C2t
α1−α2/C1
)
+
tα1+α2
C1C2
Eα1−α2,α1+α2+1
(
−C2t
α1−α2/C1
)
−
(t + δ)α1+α2
C1C2
Eα1−α2,α1+α2+1
(
−C2(t + δ)
α1−α2/C1
))
∼
λ
C2Γ(1 + α2)
((t+ δ)α2 − tα2)−
λ2
C22(Γ(1 + α2))
2
((t+ δ)α2 − tα2)2 ,
(using (3.6) and (3.19))
=
λtα2
C2Γ(1 + α2)
((
1 +
δ
t
)α2
− 1
)
−
λ2t2α2
C22 (Γ(1 + α2))
2
((
1 +
δ
t
)α2
− 1
)2
∼
λα2δ
C2Γ(1 + α2)
tα2−1 −
λ2α22δ
2
C22 (Γ(1 + α2))
2
t2α2−2
∼
λα2δ
C2Γ(1 + α2)
tα2−1. (4.9)
Finally, from (4.4) and (4.9), we get
Cov (Zα1,α2δ (s), Z
α1,α2
δ (t))√
VarZα1,α2δ (s)
√
VarZα1,α2δ (t)
∼
(1− α2)δλ
2(K(s+ δ)−K(s))tα2−2√
VarZα1,α2δ (s)
√
λα2δ
C2Γ(1 + α2)
tα2−1
, as t→∞.
Thus,
Corr (Zα1,α2δ (s), Z
α1,α2
δ (t)) ∼ d(s)t
−(3−α2)/2, as t→∞.
As 1 < (3− α2)/2 < 1.5, the result follows using the definition of SRD. 
5. Concluding Remarks
The LRD property for a non-stationary process, namely, the MFPP has been established.
This is achieved by proving an asymptotic result for the covariance of inverse mixed stable
subordinator. Also, we have shown that the increments of MFPP exhibits the SRD prop-
erty. As LRD and SRD properties have applications in various fields we expect the result
obtained here to have potential applications.
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