The boundary condition (1.2) simply means that no neutrons are entering the System from outside.
In this paper, we shall be only concerned with the spatial discretizaiion of problem (1.1), (1.2) . Thus, we shall assume that the angular direction (y,v) is fixed and we shall consider the reduced problem : Given a function f defined over fi , find a function u defined over fi such that and Hill ' [17] and which appears to be very effective in practice.
Other finite élément methods for solving the neutron transport équation have been introduced by several authors (cf. for instance [10] , [14] ' , [15] ,[l6j). We refer to ;
[l2] for a mathematical discussion of some of them.
An outline of the paper is as follows. In § 2 , we study a discontinuous Galerkin method for ordinary differential équations using polynomials od degree k . This Galerkin method is shown to be strongly A-stable and ôf order 2k + 1 .In § 3 , we introduce the finite élément method as a generalization of the discontinuous 
-A DISCONTINUOUS SALERKIN METHOD FOR ORDINARY DIFFERENTIAL EQUATIONS
We begin by studying the numerical solution of the ordinary differential équation
on a finite interval f x , x + a 1 by a discontinuous Galerkin method.
F°r continuous Galerkin methods and related collocation methods, we refer for instance to Axelsson [ 1 ] , de Boor and Swartz [ 2 ] , Hulme [ 9 ] • Let x = x + nh , 0 < n < N (Nh • a) be a uniform mesh for the no sake of simplicity. Then, we may approximate u on each subinterval f x , x .1 by a kth degree polynomial u . We require that u 1 n n+1 * -n n satisfies on each subinterval [x , x . ] , 0 < n < N-l :
where dénotes the space of ail polynomials of degree < k . Notice that the function u t is discontinuous in gênerai at the mesh points x h 51 -n
To obtain a computational form of (2. Notice that k+1 < p < 2k+l . Then (2.2) becomes :
Let us now show that the discrète Galerkin method (2.3), (2.6) is équivalent to some implicit Runge-Kutta method. We define
We introduce the Lagrange interpolation coefficients k+1 x-Ç. (2.8)
A. ( X ) = n i , 2 < i < k+1 . u . « u + h 2 a.. f(x . , u .) , 1 < i < k+1 , n,i n j =1 ij n,j n,j
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Jo Proof Let us introduce the basics { v. } of the space
By replacing successively in (2.6) v by v^ , we find that an équivalent form of (2.6) is given by .
and by (2.11)
n,j h n,j Taking x * x * x . in (2.12) , substituting this expression in n n, 1 the 1 st équation (2.11) and using (2.7) , we obtain k+1 (2.13)
On the other hand, we may write for 2 < i < k+1 
The équations (2.13) -(2.15) are identical to the équations (2.9),(2.10). We then have proved that the discrète Galerkin method leads to the one-step method (2.9), (2.10). Conversely, the RungeKutta method (2.9), (2.10) can be clearly viewed as a discrète Galerkin method. 
Using (2.10) , we have
and by the previous relations
Finally, let us show that conditions (2.18) hold . We begin by noticing that
On the other hand, following Crouzeix [ 7 ] , we may write for ail
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Taking € P k _j , we obtain for k+Jt < p-1 .
This implies k+1 i?
For investigating the stability properties of the one-step method (2.9) , we consider the differential équation Since a^ j = bj , 1 < i < k+1 , we get from Cramer's rule
where Pj(a) is a polynomial of degree k whose leading coefficient is bj' det(a") , P^(») , 2 < i < k+1 , are polynomials of degree < k-1 and where Q(E) is a polynomial of degree k+1 whose leading coefficient is det(a")
Using ( This complètes the proof of the theorem. We provide L (fi) with the usual norm
Given any integer m > 0 , let
be the usual Sobolev space provided with the norm
We shall also use the following semi-norm
Let us introduce the operator We then consider the finite-dimensional space
It is worthwhile to notice that in gênerai a function v G V, does -n not satisfy any continuity requirement at the interelement boundaries.
Let K a^d let 3K be the boundary of K • We set : In the triangular case (resp. in the quadrilatéral case) , the side -^^""^ j for some j < i (r=3 in Fig.4) . Next, we replace the set Q by r Sl^Çl n ( U K.) and we repeat the process ... i=î 1 We are now able to prove o Theorem 4 Assume that f e L (Jî) and that condition (3.7) holds.
Thgn, there exists a unique function ^ e v h which satisfies équations (3.11) and (3.12) for ail K € <^h . 
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Taking v * u^ and using Green ! s formula 
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Using (3.7) and (3.10) , we obtain u^ = 0 in . Therefore, using an induetive argument, we get u^ = 0 in fi . °
In practice, the computation of the approximate solution u^ e goes along the following lines : Given a référence élément K , we define II to be the orthogonal projection operator in L (K) upon P . For any K € ,
Then, for any v é L (fi) , we define II^v to be the function in such that (4.14)
Let us now state some standard results which can be easily proved by using the techniques of Ciarlet & Raviart [4 ] , [5 ] . dinates (0^ , 0^) , 1 < i,j < k+1 .
• 
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We now use the following essential lemma which will be proved later. 
