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ABSTRACT
With the proliferation of distributed energy resources (DERs) in the power
grid, new operational challenges have emerged. By coordinating these DERs
effectively, one can provide services to mitigate these effects and provide
value to the grid. One such service is frequency regulation, which is among
the ancillary services provided in the open market management of the grid,
and which has high value as it is important to maintain stability in the grid.
This thesis presents a hardware-in-the-loop platform for testing the effec-
tiveness of different coordination schemes for providing frequency regulation
services. While coordination of these DERs is usually done in a centralized
manner, in our testbed we aim to show the effectiveness of distributed con-
trol algorithms, which are used along with local controls to coordinate these
DERs and achieve the frequency regulation objective. We first elaborate on
frequency regulation and the provision process, then present an overview of
our hardware testbed. We then proceed to present the various parts that
make up this testbed on both the hardware and software level, describing in
detail the distributed algorithm used and how it is developed on our software
platform. Finally we present various experiments that showcase the use of
our hardware testbed and the results that follow.
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Over the past few years, electric power networks have undergone a stark
transformation due to environmental concerns and the desire to improve
reliability and sustainability. Proliferation of distributed energy resources
(DERs) have played a major role and have led to additional complexity in
the bulk grid which in turn has led to embedding intelligence in the power
network in order to tackle the new challenges. One such challenge is the
frequency fluctuation caused by random changes in demand as well as the
presence of DERs such as photovoltaic (PV) units, wind turbines, fuel cells,
and energy storage elements.
By effectively integrating and coordinating DERs, ancillary services can
be provided which can help tackle some of these challenges. The successful
coordination of DERs can be realized through microgrids, which are small-
scale power systems composed of DERs. These microgrids are autonomous
systems with dedicated control systems that guarantee good power quality,
where the primary sources of energy of these DER units are interfaced to
the microgrid either through conventional means like rotating machines or
through power electronic converters. This system could either be DC, AC or
hybrid DC/AC, but in our work we focus on an AC microgrid system with
inverter-based sources. AC microgrids are common since AC distribution
systems are the standard choice for commercial power systems and most
loads operate with AC power supply [1]. Such microgrids operate either
in islanded or grid-connected mode based on the desired objective. When
in islanded mode, the microgrid is disconnected from the bulk grid so the
frequency and voltage need to be controlled by the DER interfaces in order
to maintain microgrid stability while power is actively controlled in order
to meet the load requirements in the system. In grid-connected mode, the
microgrid behaves as a single controllable generator connected to the larger
electrical system through the point of common coupling (PCC).
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In order for the microgrid to perform effectively, it requires a sophisti-
cated control architecture in order to maintain stability and provide neces-
sary services promptly. Unlike conventional power systems, the structure of a
microgrid is unique in that it allows the implementation of a distributed con-
trol architecture where the decision making is distributed among the DER
controllers [2]. This means that rather than relying on a central proces-
sor to compute control signals for the DERs, control is achieved locally by
exchanging information among neighboring controllers, which increases reli-
ability since there is not a single point of failure.
In order to test the performance of this architecture, a Hardware-in-the-
Loop (HIL) Simulator [3] can be used to replace the physical electric AC
system composed of DERs which are connected to actual controller hardware
with wireless capabilities that allow the implementation of the distributed
control algorithm. In a HIL simulation, a real-time computer acts as a virtual
representation of a plant model (microgrid) which can interface with the
actual controller hardware though various communication interfaces such as
analog/digital I/Os or Ethernet. The power and control hardware-in-the-
loop simulation systems are two HIL applications used to develop and test
complex real-time embedded systems [4].
The power HIL setup is used when the controller is implemented in the
simulator and connected via I/O interfaces to the actual controlled object
while in the control HIL setup, the virtual controlled object is implemented
in the real-time simulator which is connected to an actual controller. The
control HIL setup is usually used when focusing on the effectiveness of control
algorithms in practice and is the focus of this thesis.
In this work, we choose to use a control HIL setup as it is a great way to
test the effectiveness of our control algorithms in early stages of prototyping.
With this setup, our control algorithms can be rapidly tested without risking





As mentioned in Chapter 1, one of the challenges faced in today’s power sys-
tems is frequency fluctuations which can lead to grid instability. In order to
synchronize generation assets for electrical grid operation and maintain sta-
bility, the alternating frequency must be held within tight bounds which can
be achieved by providing frequency regulation services. Figure 2.1 shows the
difference in the load with and without regulation and emphasizes the need
to provide frequency regulation services. This frequency regulation is mainly
provided by the ramping up/down of a set of generation assets. This is the
case due to the strong relationship between active power and frequency of
the electric network which is a result of how synchronous generators, which
make up a large percentage of power generation, react to changes in demand.
Thus, when frequency fluctuations occur due to random changes in demand,
generation assets known as regulating units correct for the unintended fluc-
tuations by adjusting their power output. This helps to maintain frequency,
manage differences between actual and scheduled power flows between con-
trol areas, and match generation to load within the control area. Control
areas do not require perfect balance between generation and demand but
must satisfy the permissible imbalance limits established by NERC. These
regulating units take part in the real-time regulation market with the PJM
Regulation Market being one such example.
PJM Interconnection is a regional transmission organization (RTO) in the
United States that coordinates the movement of wholesale electricity in all
or parts of 13 states and the District of Columbia. It operates an ancil-
lary services market with regulation being one such service. In its real-time
regulation market, it provides two different regulation signals:
• RegD: Fast, dynamic signal that requires regulation units to respond
almost instantaneously; and
3
Figure 2.1: System Load With and Without Regulation [5]
• RegA: Slower signal that is meant to recover larger, longer fluctuations
in system conditions.
We focus on the RegD signal because it is better suited to microgrid appli-
cations which are composed of DERs, such as energy storage, units that can
respond almost instantaneously.
The RegD signal corresponds to a required change in power output (with
respect to some baseline power) of the microgrid application at the point of
common coupling (PCC) and changes every 2-4 seconds. The main goal of
this signal is to keep the system’s area control error (ACE) within acceptable
bounds, where ACE is the difference between scheduled and actual electrical
generation accounting for variations in system frequency. Since individual
DERs may not meet the size or performance requirement needed to partic-
ipate in frequency regulation provision, a group of DERs is aggregated to
satisfy the requirements. So in the case of a grid-connected microgrid ap-
plication which is composed of individual DERs, the requirements are aptly
met. Specifically, an aggregator is used to act as an intermediary between the
microgrid and the system operator or RTO, sending an offer bid for providing
4
Figure 2.2: Frequency Regulation Provision Process
frequency regulation services to the RTO based on the microgrid’s regula-
tion capacity, and receiving a clearing price as well as regulation signals over
a 5 minute period from the RTO; the microgrid must then determine the
setpoints for the DERs in order to follow the regulation signal. The regu-
lation signal data is normalized using the maximum regulation capacity of
the microgrid, if the RegD signal is positive, and it is normalized using the
minimum regulation capacity of the microgrid, if the RegD signal is nega-
tive. Figure 2.2 better illustrates the frequency regulation provision process.
We implement this process by creating a hardware-in-the-loop testbed that
allows us to show the coordination of DERs in a microgrid in response to




Our hardware-in-the-loop (HIL) testbed is composed of two layers: the physi-
cal layer and the cyber layer. The physical layer is represented by a microgrid
modeled in the Typhoon HIL simulator [3]. The DERs in the microgrid are
DC sources interfaced by inverter modules, and electrically connected to each
other via distribution lines. This microgrid is connected to an infinite bus
(stiff voltage source), which acts as the bulk grid (i.e., we assume the mi-
crogrid operates in grid-connected mode). The cyber layer is composed of
hardware controllers, which are assigned to a unique DER, that communi-
cate wirelessly based on the associated communication graph of the cyber
layer. Along with this, there is also a computing platform which acts as the
aggregator and sends regulation signals obtained from the RTO. This setup
is better illustrated in Figure 3.1. In our setup, we ignore the interaction be-
tween the RTO and aggregator in real time and instead use pre-determined
regulation signal data over a certain period of time obtained from the PJM
Interconnection for our experiments. The regulation signal in this case cor-
responds to a fraction of the microgrid’s regulation capacity, which needs to
be provided to the bulk grid, and lies between 0 and 1 (0 ≤ RegD ≤ 1).
The frequency regulation provision process in our experiments takes place
as follows: The computing platform, acting as the aggregator, sends reg-
ulation signals to the hardware controller acting as the leader. The other
hardware controllers in the network act as followers that wait on the leader
to begin the coordination process. Upon receiving this signal, the leader
initiates a distributed control algorithm referred to as ratio-consensus [6]
(discussed in detail in Chapter 5.3) by first synchronizing with the other
controllers in the cyber network via the algorithm proposed in [7]. Syn-
chronization is necessary due to the requirements of ratio consensus and the
algorithm to achieve this will also be discussed in more detail later. Once
synchronization is complete, the ratio-consensus process is executed over a
6
Figure 3.1: System Overview
certain period of time based on the set parameters, and is used to determine
how much regulation power each DER provides. The results from the ratio-
consensus process are then sent by the hardware controllers to their assigned
DER in the microgrid model via Ethernet communication. Each DER in the
model has a local power controller which uses the power reference value to
determine the setpoints of the inverter modules and ultimately adjust their
power output in order to meet the desired regulation objective. The testbed
used in our experiments is shown in Figure 3.2.




For research purposes, rather than go through the time and cost-intensive
process of building a microgrid, one can model it in a virtual environment.
In our case, we use the Typhoon HIL 402 hardware-in-the-loop system [8],
shown in Figure 4.1, as the virtual environment where we create our microgrid
model. The HIL 402 is a compact, extremely powerful system with four
core processors and is able to communicate with external devices via its
analog/digital I/O pins, USB or Ethernet interface.
Figure 4.1: Typhoon HIL 402
Each DER in the microgrid is composed of a constant DC source, three-
phase inverter, LCL filter, and power controller with phase locked loop. The
three-phase inverter converts the voltage and current from DC to AC via the
on and off time sequences of the transistors, which are controlled through
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a modulation technique, such as pulse width modulation (PWM) [9]. The
LCL filter is present to get rid of undesired switching frequency components.
The power controller, the block diagram of which is shown in Figure 4.2,
consists of an outer power loop and inner current feedback loop structure
which tracks the real and reactive power references [10]. The inner current
feedback loop maintains the inductor current value and is performed in the
direct-quadrature-zero (DQZ) reference frame. This relies on the outer power
control loop to provide the inductor current reference value, which is calcu-
lated by using the real or reactive power references as well as the output
voltage in the DQZ reference frame. The phase locked loop provides the
reference angle for the DQZ reference frame.
Figure 4.2: Power Controller
Each DER has its own local power controller (emulated in the Typhoon
HIL), and receives its power reference signal via a modbus device configured
such that it receives information from a dedicated hardware controller in the
cyber layer.
Figure 4.3: Typhoon HIL Modbus Communication Interface
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This modbus device as shown in Figure 4.3 is provided as one of the com-
ponents in the Typhoon library, and is an effective means of communication
with our external hardware controllers. An example configuration of this
modbus device is shown in Figure 4.4. This is based on the modbus TCP
protocol discussed in detail in Chapter 5.





To show the effectiveness of our distributed control algorithm in a practical
setting, we establish a cyber network of hardware controllers each with wire-
less capabilities that allow each DER controller to exchange information with
other DER controllers in the network. Each hardware controller is assigned
to a dedicated DER created in the Typhoon HIL system (physical layer).
The communication network interconnecting these hardware controllers is
defined by a direct graph G = {V,E}, where V := 1, 2, ...n is the vertex set
with each vertex or node corresponding to a DER, and where E ⊆ V ∗V is the
edge set, with the ordered pair (i, j) ∈ E if node i can receive information
from node j. Since this is a directed graph, an out-neighborhood and in-
neighborhood of node i are defined; out-neighborhood of node i, N+i := {j ∈
V : (j, i) ∈ E}, refers to the nodes that can receive information from node
i while in-neighborhood of node i, N−i := {j ∈ V : (i, j) ∈ E}, refers to
the nodes that can send information to node i. Note that this also includes
self-loops; thus node i is a member of its out-neighborhood as well as its in-
neighborhood, i.e. i ∈ N+i and i ∈ N−i ,∀i ∈ V . Furthermore, the cardinality
of the out-neighborhood of node i, referred to as the out-degree, is denoted
as D+i := |N+i |. The out-degree is important because it determines how
node i distributes information among its neighbors in the network. The ring
graph model of a four-node network with bidirectional communication links
is shown in Figure 5.1 as an example. In this work, we assume the directed
graph is strongly connected; i.e., for any node i and j in V , there is a path
from i to j.
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Figure 5.1: Communication Network Graph
5.2 Hardware
Each node in the communication network is comprised of an Arduino Mega
2560 microcontroller board, W5100 Ethernet shield, and a MaxStream XB24-
DMCIT-250 revB XBee module via a SparkFun Electronics XBee shield as
shown in Figure 5.2. The Arduino Mega is a microcontroller board based
on the ATmega 2560. It has 54 digital I/O pins, 16 analog inputs, 4 uni-
versal asynchronous receiver transmitter (UART) ports, a 16 MHz crystal
oscillator, a USB connection, and a power jack. The W5100 Ethernet shield
is connected to the microcontroller board using long wire tap headers, which
extend through the shield, and communicates with the Arduino using the
SPI bus. The shield has an embedded Wiznet W5100 Ethernet chip which
provides a network (IP) stack capable of both TCP and UDP. This allows
connection to the internet via Ethernet, but in the case of our application, it
is used to establish a TCP connection with the Typhoon HIL system. It has
a connection speed of 10/100 MB/s. The XBee shield is stacked on top of
the Ethernet shield and provides 3.3 V power supply required by the XBee
module. The XBee is an embedded RF module with a built-in chip antenna
operating at 2.4 GHz that allows for wireless communication using the Zigbee
12
protocol. Each XBee has a unique fixed address that distinguishes it from
the others in the network, and to communicate wirelessly they must have the
same personal area network (PAN) address and operate on the same channel;
this can be configured over a set range.
Figure 5.2: Hardware Controller
5.3 Cyber Layer Software
The hardware controllers rely on developed algorithms and protocols that are
essential for the testbed to operate effectively. These are: a communication
protocol that allows data transfer between the aggregator and the hardware
controller acting as the leader, the ratio-consensus algorithm that is used
to distribute the resource requested by the aggregator among all the nodes
in the network, clock synchronization protocol where all nodes are synchro-
nized to a common time reference, and a modbus TCP protocol that allows
data transfer between controllers and the Typhoon HIL system. Figure 5.3
shows a flow diagram highlighting how these protocols and algorithms are
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used together to achieve our experiments objective. Next, we discuss these
algorithms and protocols in more detail.
Figure 5.3: Cyber Layer Flow Diagram
5.3.1 USB Communication Protocol
The computing platform, which acts as the aggregator, makes use of Pro-
cessing [11], a flexible software sketchbook, to send regulation signals to the
hardware controller acting as the leader via USB communication. In order
for this to take place, the leader first sends a command signal to establish
a connection with the aggregator, after which an acknowledgement signal is
sent in response. Once this process is complete, the aggregator remains on
standby until the leader node sends a data request command which prompts
the retrieval of a datapoint from a dataset of regulation signals obtained
from PJM. This datapoint is sent through a USB port at a data rate of
38400 bits per second. This process is repeated throughout the duration of
the experiment until the dataset of regulation signals is empty.
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5.3.2 Ratio-Consensus Algorithm
We use a distributed algorithm known as ratio-consensus (see, e.g. [6]) which
relies on two linear iterations executed in parallel by the local controller of
each DER appropriately initialized based on the requirements of the problem.
In the case of this work, it is used to achieve power sharing between DERs in
the microgrid proportional to their capacities in order to provide frequency
regulation services to the power grid.
The local controller of each DER i participating in the ratio-consensus pro-
cess has two internal states, yi and zi. Each state is independently updated
per iteration to a linear combination of its previous state and the previous
states of DERs in its in-neighborhood as follows:













where D+j is the out degree of DER j that lies in the in-neighborhood of DER












To show the effectiveness of the ratio consensus algorithm, we present an
example in a MATLAB simulation setting for a 10-node (DER) case with a
random communication graph as shown in Figure 5.4.
Based on the aforementioned communication graph, there is an associ-
cated weight matrix based on the out-degree of each node in the graph (self-
loops are included) which determines how much information is distributed
to each node’s neighbors. The initial values of y and z are set to y[0] =
[0.8, 0.7, 0.5, 0.4, 0.35, 0.25, 0.45, 0.55, 0.65, 0.85] and z[0] = [1, 1, 1, 1, 1, 1, 1, 1, 1, 1]





= 0.55, in less than 50 iterations.
15
Figure 5.4: Random Communication Graph
Figure 5.5: Evolution of γ for All 10 Nodes
5.3.3 Robust Ratio-Consensus Algorithm
While the ratio-consensus algorithm works as expected in simulation tests,
that is not the case when it is applied in a distributed communication network
as is the case with our application. The issue lies in network packet drops
inherent in these networks which affect the convergence of the ratio-consensus
algorithm. Accordingly, we use a modified version of ratio-consensus [12]
whereby each node instead sends the sum of the weighted sums up to and
including the current iteration. This modification takes advantage of the
iterative process by accumulating information as time progresses such that
16
even if packet drops occur at one iteration, information is preserved and can
be delivered at the next successful iteration, as follows:



















States are then updated as follows:






(vij[k + 1]− vij[k]),






(τij[k + 1]− τij[k])
vij[k + 1] =
µj[k + 1], (packet received)vij[k], (packet not received)
τij[k + 1] =
 σj[k + 1], (packet received)τij[k], (packet not received).
(5.5)
In our software implementation of this algorithm, each node executes ratio-
consensus over a certain number of iterations m, with each iteration lasting
for a certain period of time ∆t. The iteration period ∆t is chosen such that
the probability of packet collisions resulting from nodes broadcasting their
packets concurrently is reduced while the iteration count m is chosen such
that convergence to the same γ is possible. At the start, only the leader
node is aware of m and ∆t. These parameters are distributed to the follower
nodes along with the start time ts for the iterative process.
Figure 5.6: Ratio-Consensus Process per Iteration
At the given start time, all nodes in the network begin ratio-consensus
simultaneously. At each iteration k, each node has two functions: (1) At
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some random time t within ∆t, a node i sends a packet to its neighbors
containing µi[k + 1] and σi[k + 1]; and (2) the rest of the time within ∆t, it
listens and receives packets from its neighbors. This process is illustrated in
Figure 5.6.
5.3.4 Clock Synchronization Protocol
The ratio-consensus algorithm relies on the update of two internal states, yi
and zi, as discussed earlier. We assume that all participating nodes update
their states in unison. However, in an actual implementation of this algorithm
on a distributed communication network this assumption is not necessarily
true, and considering this is a one-way form of communication (participating
nodes do not send an acknowledgement packet once they receive a packet
from its neighbors), there is no way to confirm each node’s states are updated
at the same iteration k.
Although the robust ratio consensus provides tolerance to packet drops, it
does not account for this issue which could lead to convergence to an inaccu-
rate solution or no convergence at all. To prevent this, all nodes need to be
synchronized to a common time reference before the algorithm is executed.
The synchronization protocol used in our hardware testbed is based on a
hierarchy referencing time synchronization protocol [7]. This protocol is a
three-step process that allows nodes to synchronize to a common clock ref-
erence. In the case of our hardware testbed, each node has a microcontroller
with its own internal clock and we use the internal clock of the leader node
as the common clock reference.
The leader node initiates the synchronization process by broadcasting a
SYNC packet to all the follower nodes in the network at time t1. This SYNC
packet contains the time the packet is sent, t1, as well as the address of a
target node which it randomly chooses among its neighbors. The follower
nodes not chosen as the target node (non-target node) receive this packet
and take note of the time it was received, i.e. tj2, j → non-target node. The
target node which receives the packet at some time t2, is defined by
t2 = t1 + d1 + d2, (5.6)
where d1 is the message propagation delay and d2 is the local clock offset
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between the target node and the leader node. The target node acknowledges
that it received the packet by sending an ACK packet to the leader node at
time t3. This ACK packet contains the times t2 and t3. The leader node
then receives this packet at some time t4 defined as
t4 = t3 + d1 − d2. (5.7)
The purpose of the first two steps of communication was to determine the
unknown variables d1 and d2. With the information the leader node now has,
it can estimate these unknown variables as follows:
d1 =




(t2 − t1)− (t4 − t3)
2
. (5.9)
Note that we assume the message propagation delay d1 is the same in both
steps, but that is not the case in a communication network. The difference
though is quite small so we choose to ignore it in our calculations. The leader
node then broadcasts the final packet, which contains d2 and t2, to all the
follower nodes in the network. The follower nodes determine the offset of their
clocks from that of the leader node, which acts as the reference clock. The
target node offset is simply d2 while the nontarget follower nodes determine
their offset as follows:
offsetj = d2 + t
j
2 − t2 (5.10)
where the difference between the leader node, target node and nontarget
nodes is taken into account. Figure 5.7 illustrates this process for a simple
two-node case.
5.3.5 Modbus TCP Protocol
Between the hardware controllers and Typhoon HIL system we establish a
client/server communication architecture connected on an Ethernet TCP/IP
network. On this Ethernet TCP/IP network, we use the modbus TCP pro-
tocol due to its compatibility with the external communication features of
Typhoon HIL and its popularity as an industrial serial communication proto-
col standard [13]. Modbus TCP operates using the client/server architecture
19
Figure 5.7: Synchronization Process for Two-Node Case
where clients can willingly write and read information to registers on a server
but the server is unable to do that and simply waits on the client to request an
action. The clients in this case are the hardware controllers while the server
is the Typhoon HIL system as illustrated in Figure 5.8. This setup was
ideal since the hardware controllers work independently from the Typhoon
HIL and only communicate when they have completed the ratio-consensus
process and the computed results are ready to be sent.
Figure 5.8: Communication Architecture
Each hardware controller is assigned an IP address, while within the Ty-
phoon HIL system there is an assigned modbus device for each controller
with its own unique IP address. Thus, if a controller sends a modbus TCP
packet to the Typhoon HIL system, its IP address is known as the source
address while the assigned modbus device IP address will be the destination
address. The modbus TCP packet takes the form of either a request packet
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(sent by client) or response packet (sent by server), and is encapsulated in
the form of an application data unit (ADU) as shown in Figure 5.9. The
MBAP header contains the transaction identifier, protocol identifier, length,
and unit identifier. The transaction identifier is used for transaction pair-
ing between client and server, the protocol identifier is used for intra-system
multiplexing (set to 0 for modbus protocol), the length field is a byte count
for the following fields, and the unit identifier is used for intra-system routing
but is not necessary for our application.
Figure 5.9: Application Data Unit
There are 4 types of registers defined in the modbus protocol as shown in
the Table 5.1. With these registers, there are a set of functions that can be
used to read/write data as defined in Table 5.2.
Table 5.1: Modbus Register Types
Register Type Access Size
Coil (Discrete Ouptut) read/write 1 bit
Discrete Input read 1 bit
Input Registers read 16 bits
Holding Registers read/write 16 bits
Table 5.2: Function Codes
Function Code Function Name
1 Read Coil
2 Read Discrete Input
3 Read Holding Registers
4 Read Input Registers
5 Write Single Coil
6 Write Single Holding Register
15 Write Multiple Coils
16 Write Multiple Holding Registers
In the Typhoon HIL system we configure each modbus device to have a
certain number of registers with each register having a specific address. On
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the hardware controller end, we define an array of 16-bit registers where
stored information can be sent to the registers on the Typhoon HIL system
using the function codes mentioned above with specified addresses. This
allows us to send 32-bit integer data from the controllers to the Typhoon
HIL system. Once the ratio-consensus process is complete, the final result is
a floating point value that lies between 0 and 1. This is converted to a 32-bit
integer by scaling it with a base value and then is sent from the controllers
as a modbus request packet using two 16-bit registers with the 32-bit integer
broken into two 16 bit values (upper 16 bits and lower 16 bits). Function code
16 is used to write this information to two 16-bit registers on the Typhoon
HIL system which it then reconstructs to the original floating point value.
After the assigned modbus device on the Typhoon HIL system has received
the request packet, it then sends a response packet confirming it has received
the packet. The general transaction process is illustrated in Figure 5.10.




6.1 Resource Allocation for 4-Node Case
In this experiment, we first show the effectiveness of our distributed algorithm
implemented in our hardware testbed for a 4 node case by sending a single
regulation signal used to adjust the active power setpoints of the DERs in
the microgrid model. Then, we stream a set of regulation signals (4 seconds
per regulation signal) over a 40 minute period.
We have a 4-node network set up as a ring communication graph, as illus-
trated in Figure 6.1. Each node has its own capacity limits, which determine
resource distribution among nodes.
Figure 6.1: 4 Node Communication Graph
The initial values of y and z for each node are set to
y[0] = [0.5, 0, 0, 0],
z[0] = [0.35, 0.25, 0.2, 0.2],
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Figure 6.2: Evolution of γ for 4 nodes (Hardware Testbed)
where yi[0] and zi[0] correspond to the initial values of DER (node) i. The
term y1[0] represents the required regulation power to be provided while zi[0]
represents capacity limits of node i; both values are normalized based on
the total regulation capacity of the microgrid. The initial setpoints of the
DERs in the microgrid are set to zero so the maximum and minimum total










= 0.5; this is
shown to be the case in Figure 6.2 where the plotted results of γi from our
hardware testbed are illustrated.
Using these results, the resource contribution by each DER is determined
as follows:
∆Pi = γi ∗ zi[0]. (6.1)
When compared to the MATLAB simulation results as shown in Figure
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6.3, it is apparent that it takes longer to converge in our hardware testbed.
This is due to the effect of packet drops which slow down the algorithm,
but because we use the robust ratio-consensus algorithm we are still able to
achieve convergence.
Figure 6.3: Evolution of γ for 4 Nodes (Simulation)
In the second case each node has the same capacity (35 kW) and we con-
tinuously stream regulation signals (updated every 4 seconds) to the leader
node over a 40 minute period. Figure 6.4 illustrates the frequency regulation
provision process.
Figure 6.4: RegD Signal vs. DER Power Output
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6.2 Resource Allocation for 6-Node Case
In this experiment, we first show the effectiveness of our distributed algorithm
implemented in our hardware testbed for a 6-node case and then show the
frequency regulation provision process for a certain period of time. In this
case, however, our physical layer is not the same microgrid model as discussed
earlier due to the processing constraints of the Typhoon HIL 402 system and
specific requirements. With regard to the specific requirements, each cyber
node needs to control 5 HIL simulated power nodes which goes beyond what
the Typhoon HIL 402 can handle. Instead each power node is represented
by a signal controlled voltage source connected to a fixed impedance. When
the regulation power is distributed accordingly in the cyber layer, each cyber
node distributes the power to be provided evenly by changing the voltage.
We have a 6-node network set up as a ring communication graph, as illus-
trated in Figure 6.5. Each node has its own capacity limits which determine
resource distribution among nodes.
Figure 6.5: 6-Node Communication Graph
The initial values of y and z for each node are set to
y[0] = [0.72, 0, 0, 0, 0, 0],
z[0] = [0.5, 0.35, 0.25, 0.2, 0.1, 0.1],
where yi[0] and zi[0] correspond to the initial values of node i. The term
y1[0] represents the required regulation power to be provided, while zi[0]
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Figure 6.6: Evolution of γ for 6 nodes (Hardware Testbed)
represents capacity limits of node i; both values are normalized based on
the total regulation capacity of the microgrid. The initial setpoints of the
DERs in the microgrid are set to zero so the maximum and minimum total










= 0.48; this is
shown to be the case in Figure 6.6 where the plotted results of γi from our
hardware testbed are illustrated.
Using these results, the resource contribution by each node is determined
as follows:
∆Pi = γi ∗ zi[0]. (6.2)
In the second case, we continuously stream regulation signals to the leader
node which initiates the ratio-consensus process in the network. This exper-
iment lasts for around 1400 seconds where at each round of ratio consensus,
27
a new regulation signal is received by the leader node. Figures 6.7 - 6.12
illustrate the reference tracking by each cyber node. Upon observation, one
will see that each node has the same distribution but at different scales due
to the capacities of the different cyber nodes.
Figure 6.7: Node 1 Reference
Tracking
Figure 6.8: Node 2 Reference
Tracking
Figure 6.9: Node 3 Reference
Tracking
Figure 6.10: Node 4 Reference
Tracking
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Figure 6.11: Node 5 Reference
Tracking
Figure 6.12: Node 6 Reference
Tracking
6.3 Resource Allocation to Minimize System Losses
In our previous experiments, we allocate resources based on capacity limits
but neglect system losses that occur in our microgrid. Thus we are not pro-
viding the full regulation power requested. In this experiment, our objective
is to minimize incremental total network losses [14], which are approximated
by a linear function of the incremental changes in active power provided by






j=1(1− Λj)xj = X,
xj ≤ xj ≤ xj,∀j ∈ X .
(6.3)
In (6.3), X = {1, · · · , N} denotes the set of DERs in the microgrid; X
denotes the regulation signal received from the aggregator; xj, denotes the
regulation power provided by DER j; xj and xj denote the minimum and
maximum values of xj respectively; and Λj < 1 is the loss factor associated
with DER j. This loss factor is defined to be the partial derivative of the total
network losses with respect to active power injection from DER j evaluated
at the operating point corresponding to the DER’s nominal active power
outputs. This value is obtained via a measurement-based approach (see, e.g.
[15]), but in this experiment, we assume the nodes already know their loss
factors for a given operating point.
A centralized solution is presented first, followed by the distributed version
29
which is implemented in our hardware testbed.










(1− Λj)xj −X), (6.4)







where fj(µ), ∀j, is a piecewise linear function of the following form:
fj(µ) =
{
(1− Λj)xjµ− Λjxj, µ ≤ µj,




1−Λj , j ∈ X , and defines a multiset M = {µ1 · · · , µN}.
If the primal problem is feasible then, by strong duality, there exists a
solution µ∗ that solves (6.5) which we show below. Let h(µ) :=
∑N
j=1 hj(µ),
where hj(µ) is a two-valued step function defined as follows:
hj(µ) =
{
(1− Λj)xj, if µ ≤ µj,
(1− Λj)xj, if µ > µj.
(6.7)
Under the assumption that (6.3) is feasible, we can compute µ∗ as follows:






Given µ∗, we can then determine the optimal solution to the primal problem.
First, partition X as follows:
X+ = {j ∈ X : µj > µ∗},
X 0 = {j ∈ X : µj = µ∗},
X− = {j ∈ X : µj < µ∗}.
(6.9)
The DERs in X+ (X−) are the more (less) “costly” units (also referred to as
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the non-marginal DERs), and their outputs are set as follows:
x∗j =
xj, ∀j ∈ X
+,
xj, ∀j ∈ X−.
(6.10)
The DERs in X 0 are referred to as the marginal DERs. If X 0 is a singleton, it
follows from the equality constraint in (6.3) that the output of DER j ∈ X 0











If there is more than one marginal DER, then the solution may not be unique.
Thus we introduce a fair splitting policy where resource allocation among
marginal DERs takes place as follows:











(1− Λl)(xl − xl)
. (6.13)
Thus solving this optimization problem requires two main steps: first find-
ing µ∗ using equation (6.8), then computing xj, ∀j ∈ X using (6.10) and
(6.12).
When solving this problem using our distributed communication network,
we assume that Λ1 to ΛN , and correspondingly M, are known to all nodes.
Then to determine which µ ∈ M is the optimal choice, we use (6.8). To
do this on our distributed communication network, each node needs to know
h(µ)
X
for ∀µ ∈M to determine which µ minimizes | h(µ)
X
−1 |. This is achieved
using a slightly modified version of the ratio consensus algorithm where
y
(i)
j [0] = hj(µi),∀i ∈ X ,
z1[0] = X,
zj[0] = 0,∀j ∈ X \ {1}.
(6.14)
Thus instead of just having two internal states, each node has j + 1 internal





















Once the optimal µ has been determined, we now know the marginal and
non-marginal DERs. We then proceed to calculate α as shown in equation
(6.13) for the marginal DERs by using the normal ratio consensus process as
follows:
y1[0] = X − (1− Λ1)x1, if 1 ∈ X+ ∪ X 0,
y1[0] = X − (1− Λ1)x1, if 1 ∈ X−,
yj[0] = −(1− Λj)xj,∀j ∈ X+ ∪ X 0,
yj[0] = −(1− Λj)xj,∀j ∈ X−,
zj[0] = (1− Λj)(xj − xj),∀j ∈ X 0,
zj[0] = 0, ∀j /∈ X 0.
(6.16)
We now show an experiment for a 4-node ring communication graph where
resource allocation to minimize system losses is achieved.
The DER maximum regulation power and minimum regulation power are
as follows: x1 = 0.3, x2 = 0.8, x3 = 0.5, x4 = 0.4, and x1 = −0.3, x2 = −0.8,
x3 = −0.5, x4 = −0.4. The LFs are as follows: Λ1 = 0, Λ2 = 0.01, Λ3 = 0.02,





}. And the leader node receives a
regulation signal, X = 1.8, from the aggregator. The consensus results when














converge to −1.0922,−0.7590, 0.1210, 0.6660, respectively, after 35 iterations.
Figure 6.13: Evolution of Ratio-Consensus when Node 1 Computes µ∗
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Figure 6.14: Evolution of Ratio-Consensus when Computing α
Based on this result, all nodes will agree on the value of µ∗ to be 1
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. This
result is indeed intuitively correct since DER 4 has the largest LF, yet the
maximum total regulation power provided by DERs 1 - 3 cannot meet the
regulation requirement. Thus after each node learns µ∗, the regulation power
of DERs 1 to 3 will be set to their corresponding maxima while DER 4, which
is the marginal DER, will set its regulation power based on the second round
of ratio-consensus which essentially computes α as discussed earlier. The
consensus results when computing α is shown in Figure 6.14.
All nodes reach an agreement on the value of α to be 0.7840 after 38
iterations. As such, the regulation power of DER 4 will be set to 0.2272,
which is computed based on (6.12). It can be easily verified that the total
provided regulation power in the presence of losses is 1.8 when DERs set




In this thesis, we presented a hardware-in-the-loop platform used to test the
effectiveness of distributed algorithms for coordinating the response of DERs
so as to provide a certain service to the bulk grid. We first discussed one
such service, frequency regulation, highlighting the benefits it provides and
how an entity participates in the frequency regulation provision process. We
then presented an overview of our hardware testbed, showing how the dif-
ferent components are integrated together and giving a general idea of the
experimental process. This hardware testbed is broken down into two as-
pects: physical layer and cyber layer. The physical layer is represented by a
microgrid modeled in the Typhoon HIL system. A description of the DERs
in the microgrid is provided along with the communication interface that
connects the DER to a dedicated hardware controller which exists in the
cyber layer. Within the cyber layer, there is a computing platform acting
as the aggregator which communicates via USB with a hardware controller
known as the leader node. This leader node is just one of many other con-
trollers (known as follower nodes) which are all linked wirelessly and form a
network that enables the application of a distributed control scheme. The
components that make up each hardware controller are described appropri-
ately with their individual functionality highlighted. The software used in
these hardware controllers is discussed, with special emphasis placed on the
distributed control algorithm and its implementation in software.
Using this hardware testbed, we show the effectiveness of a distributed
algorithm referred to as ratio-consensus in coordinating DERs to provide
frequency regulation services. In our experiments, we discuss several results
showing resource allocation among the DERs through practical convergence
of ratio-consensus along with power reference tracking of the DERs in order
to meet the regulation objective. We also present resource allocation among
DERs where the goal is to minimize system losses in order to better satisfy
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the regulation objective. In conclusion, we are able to use our hardware-
in-the-loop platform to provide frequency regulation services and show the
benefits our application can provide to the bulk grid.
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