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In Computational aeroacoustics, hybrid approaches frst resolve the source and nearfeld
regions of the fow feld by employing Reynolds Averaged Navier-Stokes (RANS) equations, Large Eddy Simulations (LES) or Direct Numerical Simulations (DNS). The source
region data is used to form source terms, which are, in turn, applied to either empirical
models or equations linearized around a mean fow. An acoustic analogy type of model is
used to propagate the acoustics to the farfeld regions.
The aim of this research is two-fold: to introduce and test a hybrid acoustic analogy,
based on a coupling between the Navier-Stokes equations, applied in the source region, and
the Non-linear Euler (NLE) equations applied in the acoustic propagation region; and to
test and validate a recently derived generalized acoustic analogy theory in the framework
of jet noise with acoustic source information obtained from RANS or LES.
In the frst part, the coupling between the Navier-Stokes and the NLE equations is accomplished via a buffer region, which is used to interpolate and penalize the fow variables

of interest from the source region. The penalized fow variables are then applied as source
terms in the NLE equations, to calculate the acoustic propagation. The non-linear Euler
equations, discretized using high-accurate dispersion-relation preserving schemes constitute a very effcient approach for jet noise predictions in complex environments, especially
for supersonic and hypersonic jets, where nonlinearities may propagate over long distances.
In the second part, a RANS- or LES-informed model, which is used to provide data for
Goldstein’s generalized acoustic analogy, is presented. The generalized acoustic analogy
of Goldstein is considered, wherein the effects of non-parallelism are taken into account
and an asymptotic expansion is utilized to simplify the adjoint Green function equations.
The use of the adjoint Green’s function leads to a simple model for jet noise predictions for
low frequencies and small observation angles, in the linear regime. Both approaches are
extensively tested and validated against numerous benchmark problems and applications.

Key words: jet noise, LES, RANS, buffer region, Nonlinear Euler (NLE) equations, Goldstein’s generalized acoustic analogy
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CHAPTER I
INTRODUCTION

The origins of classical acoustics date back to the age of Pythagoras. According to
the legend, the Greek mathematician, inspired by the sounds produced by a blacksmith’s
hammers, formed the Pythagorean tuning, one of the frst and most important systems of
diatonic tuning, used my musicians all over the world up to the 16th century. Ancient
Greeks and Romans studied the acoustic capabilities of the theaters and developed theories
which gave the amphitheatric topology used widely ever since. In the following centuries,
acoustics would claim and get their characterization as an interdisciplinary concept dealing
with the generation and propagation of mechanical waves and their effects in many areas
of research.
The feld of aeroacoustics draws a constantly increasing interest from the scientifc
community in the last 60 years. As a branch of classical acoustics, the foundations of
which lay back in the 6th century BC, the contemporary discipline of aeroacoustics formally manifested itself in the early 1950s. It was then when the British mathematician Sir
Michael James Lighthill derived his famous acoustic analogy, in an effort to understand
the mechanisms of noise generation and propagation from powerful jet engines. Lighthill’s
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work represented the cornerstone of aeroacouctic research in the following decades, when
noise generation by turbulence and aerodynamic phenomena were studied extensively.
Aeroacoustic research is mainly focused on the generation and propagation of sound
in fuids. Despite the word ”aero”, aeroacoustics are not restricted to fows where air is
the surrounding medium, but also investigate sound phenomena in other fuids. Primarily,
aeroacoustics are concerned with noise generated by aerodynamic forces and turbulent motion. In general, they include any interaction between a background fow and its associated
acoustic feld.
The Acoustical Society of America methodically formed the categories of today’s
acoustical reasearch in an appendix published in 2010. The main categories are: general
linear acoustics, nonlinear acoustics, underwater sound, ultrasonics, quantum acoustics,
and physical effects of sound, transduction, structural acoustics and vibration, noise, architectural acoustics, measurements and instrumentation, acoustic signal processing, physiological acoustics, psycological acoustics,speech production, perception and communication, music and instruments, bioacoustics, and aeroacoustics and atmospheric sound. It
is obvious that acoustics, both sound generation and propagation, affect many aspects of
everyday life.
The next two sections of this introductory chapter give a brief overview of jet noise and
computational aeroacoustics. The last section of the chapter presents the contributions of
this dissertation to jet noise research.
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1.1

An overview of jet noise
Today most of the commercial and military applications are powered by jet engines.

The turbofan engine has been the main choice for airlines since the 1980s and fight at
supersonic speeds was always desirable. However, since the Soviet Tupolev Tu-144 and
the British-French Concorde were grounded at the beginning of the 21st century, no supersonic, civilian, jet-powered aircraft is active, while the turbojet, ramjet and scramjet
designs are extensively used in military and defense applications. Space fight is gaining
increased attention from both the private and public sectors with the revival of the interest
for low earth orbit missions and planet exploration. Despite the fundamental differences
in conceptual design, principles, demands and operating regimes of the aforementioned
applications, noise is the characteristic that all share.
From an ordinary turbofan engine operating at subsonic conditions for a quick domestic
fight to launch vehicles driving spacecrafts and satellites, noise generation and propagation is a crucial design aspect that affects both performance and structural integrity and
cannot, by any means, be neglected. Nowdays, federal regulations impose restrictions in
terms of the level of noise that is emitted by an aircraft, making noise an additional component in the design process. Civilian complaints regarding noisy airports have played an
important role in the advancement of air vehicle design. The frst achievements of aeroacoustic research were based solely on experiments; free feld measurements and anechoic
chambers were used to measure noise from existing desings and their improved versions.
These measurement techniques had specifc drawbacks: frst, they were expensive, provided the technological means at the time; then, the data was at low resolution, and some
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quantities were diffcult to measure. Finally, they were focused on improvement via quantitative examination of the noise products. The different candidates of a proposed design
must be built and tested. However, for revolutionary changes to occur, the main goal is
not to only measure noise, but also to be a able to predict it. Both aspects are important:
simulations are cheaper than measurements, they can be easily repeated and fow quantites
that are not accesible by experiments can be calcualted, leading in to accurate predictions.
High-quality measurements validate the predictions and can give feedback on how to improve the computational models. The branch of computational aeroacoustics (CAA) is
greatly assisting the completion of this goal.
Understanding and modeling the mechanisms of jet noise generation and propagation,
including the ambient air and any surroundings, are critical aspects for making decisions
regarding the design of the vehicle, and for determining its performance and the conditions
under which it will operate. The task is particularly challenging and demanding; the operating conditions of high-speed jets correspond to extremely turbulent fows, the chaotic,
yet deterministic character of which are still under research. Moreover, the jet plume is
usually operating in complex environments, especially for launch vehicles or vertical takeoff and landing (VTOL) aircrafts. The appropriate model should take into account the
phenomena of sound refection, refraction and diffraction. In addition, in hypersonic jets,
high-temperature fows are developed where non-equilibrium chemistry and dissociation
of air molecules take place. Modeling the physics of each part and their coupling is of
crucial importance for the accuracy of the predictions of the computational method. Today
jets are used in a variety of applications ranging from marine and automotive to aeronautics
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and space applications. Consequently, the interest for accurate and effcient computational
noise prediction tools has surged, both due to military purposes and civilian regulations.
The problem of understaning how noise is generated in both subsonic and supersonic
jets is rather complex. In the subsonic regime, the complexity comes from the development of turbulence and the mixing of the fow exiting the nozzle with the surrounding
medium. A popular approach is that in subsonic jets sound originates from wavepackets
convecting in the mixing shear layer. Wavepackets are groups of waves with localized effects (Towne[90], Jordan[51]). However, what drives the generation of wavepackets is still
unclear.
Turbulence is an important, if not the most crucial, contributor to jet noise. The fact that
it is not fully understood hinders the understanding of how jet noise is generated and propagated. High-speed jets, both subsonic and supesonic are turbulent in nature. Turbulence is
the main contributor to noise generation in subsonic and supersonic jets. A near-exit view
of a jet and the developed turbulent structures is illustrated in Figure 1.1, reproduced from
Karabasov[53].
Tubulent eddies are formed in the shear-mixing layer as a result of instabilities that
are propagating from the nozzle lip. These eddies are convected by the mean fow and
greatly affect the radiated sound. Also, the mean jet velocity refracts the radiated sound,
thus modifying the propagation of sound from the sources to the farfeld. High-speed
jets present yet another characteristic. As illustrated in many numerical and experimental
studies, the noise levels vary greatly between small and large observation angles, due to
the anisotropic way that turbulence manifests itself in high-speed jets. Another crucial
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factor, associated with the mixing in the shear layer is the development and excitation of
the Kelvin-Helmoltz instability waves due to the velocity shear between the plume and the
ambient air. For most cases, the fow right at the nozzle exit can be separated into two parts:
the laminar core and the boundary layer developed close to the nozzle walls. The boundary
layer can be either turbulent or laminar. Even in the case of a turbulent boundary layer
along the nozzle walls, the thickness is usually very small compared to the jet diameter,
so no large turbulent structures are observed inside the nozzle (Tam[87]). The shear layer
at the nozzle lip is a natural continuation of the boundary layer inside the nozzle. In the
case of a laminar boundary layer, the shear layer is excited by freestream disturbances
and atmospheric effects. If the boundary layer is turbulent, the instabilities originate from
inside the nozzle and, along with the aforementioned freestream disturbances, initiate the
excitement of the shear layer. The growth of the Kelvin-Helmoltz instabilities begins right
at the exit of the nozzle and in the mixing layer, due to shear effects. As the instabilities
grow they form large coherent structures, which propagate over long distances in the axial
direction. These structures remain coherent until they are fully mixed with the ambient air
and dissipate into heat. Thus, the noise generated by the mixing layer can then be separated
into noise due to fne-scale turbulence mixing and noise due to the convection of these large
coherent structures (Tam[86]). The potential core of the jet remains laminar. In the case of
supersonic jets, especially when the jet is not perfectly expanded, the shock-cell diamond
formation is observed due to consecutive expansion and compression waves refected on
the shear layer formed around the potential core. Figure 1.2 gives a visual example of
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this shock-cell diamond formation. The noise associated with these shock-cells can be
separated into broadband and tonal components.

Figure 1.1
Near-jet exit view of a transitional jet from Van Dyke, illustrating the turbulent lenght
scales, the Kevin-Helmoltz instabilities and the high levels of anisotropy (reproduced
from Karabasov[53]).

The underlying phenomena become even more complicated when chemistry is taken
into account. Oxygen from the air burns with the exhaust gases coming from the plume
at the outer mixing layer, enhancing the effects of turbulence. In the case of high supersonic and hypersonic jets, the fow is reacting. The chemistry is not ”frozen” any more.
Non-equilibrium and dissociation effects take place. Also, for launch vehicles, the plume
diameter and length can be several times larger than the diameter and length of the vehicle’s propulsion system. These chemical reactions play an important role in the energy
potential of the jet and should be carefully taken into account.
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Figure 1.2
Shock-cells and expansion waves formed in the potential core of a non-ideally expanded
jet (reproduced from ZMEScience[96]).

1.2

An overview of computational aeroacoustics
Despite being a relatively young discipline, especially when compared to computa-

tional fuid dynamics (CFD), computational aeroacoustics has made great progress in providing a set of approaches, both simple and sophisticated, to examine the generation and
predict the propagation of noise in an accurate manner. The existing methods can be
broadly split into two main categories, based on the spatial and time scales that they are
able to resolve, and whether they consider or not the usteady fow phenomena: direct computation of sound and hybrid/indirect approaches, respectively.

1.2.1

Direct computation of sound

In the direct computation of sound, the unsteady phenomena and the generated sound
are computed altogether from the compressible Navier-Stokes equations. The domain must
be suffciently large, including the source region, the nearfeld and at least a portion of the
farfeld. The computational mesh should provide the necessary spacing to resolve both the
fow and acoustic scales. The approach involves a large computational cost. However it can
provide excellent insight into the underlying mechanisms of sound generation, leading to
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the development and testing of other models. If the direct approach is capable of capturing
all the physical scales, the method is termed direct numerical simulation (DNS). In Large
Eddy simulations (LES), the next level of approximation, only the large turbulent structures
(eddies) are resolved, while the fne scales are accounted for by sub-grid scale models.
For both the DNS and LES direct approaches, the nearfeld sound is calculated based on
the resolved structures. According to the available computational resources, the domain
may extend far from the intense turbulent region, with adequate resolution to capture the
acoustic wavelengths of interest. Since the direct approach only has been carried out in
simple applications, domain extension techniques have been employed to calculate the
farfeld sound propagation. Some examples are the the integral formulations of Kirchhoff,
and Ffowcs-Williams and Hawkings, which are both based on the analytical theory of the
wave equations, or a simpler set of equations e.g. the linearized Euler equations (LEE).

1.2.2

Hybrid approaches

Hybrid/indirect approaches involve decoupling sound generation and propagation, allowing the use of an appropriate numerical algorithm for each. First the source-feld region
of the fow feld is resolved by employing DNS, LES or Reynolds averaged Navier-Stokes
simulations (RANS). The fow information from the source region is used to construct
source terms, which are, in turn, applied to empirical models, acoustic analogy models or
equations linearized around a mean fow (LEE).
In the past, hybrid predictions were mainly based on RANS simulations that were employed to predict the noise-generating source fow. Inherently designed for steady-state
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simulations, RANS-based approaches face diffculties in treating the unsteady phenomena of sound generation and propagation. The predictions are based on a RANS-informed
empirical source model coupled with a stochastic model to account for fow fuctuations,
including parameters that must be tuned for maximum effciency. Recently, interest has
shifted towards using LES for noise predictions. LES is capable of predicting the unsteady
behavior of the fow and noise phenomena and can inform a source-based approach more
effciently and accurately than RANS. Both RANS- and LES-informed approaches then
make use of an acoustic analogy method to propagate the acoustics to farfeld regions.
Figure 1.3 gives a schematic representation of the hybrid/indirect approaches.

Figure 1.3
Schematic of the hybrid/indirect approach.

1.2.3

Spatial discretization

Compared to traditional computational fuid dynamics (CFD), computational aeroacoustics faces specifc numerical challenges, mainly as a result of the disparity between
the fow and acoustic scales, the slow decay of acoustic waveforms propagating over long
distances and the fow domain contamination from spurious waves refected back in the
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domain from improperly defned boundaries. To address these issues, several spatial discretization schemes have been proposed and tested over the years.
Regarding spatial discretization, compact schemes based on the Pade[72] approximant
and high-order, optimized fnite difference schemes have received most of the attention([61],
[84, 87]). The combination of increased accuracy, low numerical dispersion, computational
effciency, implementation diffculties, boundary conditions imposition, parallelization and
treatment of complex geometries has shown that fnite difference schemes are the prefered
choice for most CAA applications. One of the main advantages of the fnite difference
schemes is that they can easily be elevated to high-order accuracy, especially for structured
grids. In any case, the spatial scheme employed in CAA should feature appropriate low
numerical dispersion and dissipation errors. For instance, dispersion-relation-preserving
(DRP) schemes (Tam[84]) aim to maintain the numerical dispersion relation as close as
possible to the dispersion relation ω = ck, where ω, c and k correspond to the frequency,
phase velocity and wavenumber of the wave, respectively. If the Fourier components of
a solution retain their shape during propagation, the resulting superimposed waveforms
are called non-dispersive. When different Fourier components travel with different phase
speeds, the waveforms comprised of a superposition of modes no longer retain their shape
and the system is dispersive. However, groups of waves whose Fourier components have
the same wavenumber k, propagate at a group velocity proportional to the derivative of ω
over k. The numerical scheme should account for the dispersion relation and also be dissipative to the extent that complex frequencies with imaginary numbers will be suffciently
attenuated. Thus, numerical dispersion and dissipation should be carefully considered.
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Two other important types of errors that concern CAA methods are the aliasing and the numerical anisotropy (e.g. Sescu[82]). If the wavelength of a wave is smaller than two spatial
steps, the waveform is underresolved and aliased back inside the fundamental range of the
grid. Numerical anisotropy occurs in multidimensional problems where spatial derivatives
are not discretized the same way in all directions. This results in waves propagating with
different phase or group velocities in different directions. Research is focused on reducing
the numerical anisotropy of multidimensional schemes while preserving their dispersion
and dissipation characteristics.

1.2.4

Temporal discretization

Temporal discretization schemes play an important role, especially for DNS, LES and
LEE. The main approaches are the semi-discrete and the discrete forms. In the latter approach, the numerical scheme includes both spatial and temporal discretizations of the
governing equations. In the semi-discrete formulation, the spatial discretization frst takes
place and then a time-marching scheme is used to advance the solution in time. The most
popular time-marching schemes are the Linear Multistep (LM) and high-order RungeKutta (RK) methods. LM methods employ a number of previous time instances to construct a linear combination of the solution and the associated derivatives on each timestep.
The number of the previous timesteps used depends on the desired order of accuracy. This
poses a problem since a different time-marching scheme should be employed for the calculation of the solution at the frst steps. The RK methods have the advantage that they
depend only on one previous time instance to advance the solution. They employ interme12

diate stages (the number of which depends on the order of the RK method used) to converge
the solution for a given timestep. Their stability and accuracy characteristics render RK
methods the most favored option for aeroacoustic problems.

1.2.5

Boundary conditions

Specifcation of well-posed boundary conditions (BCs) is crucial in computational
aeroacoustics problems, because of the existence and propagation distance of acoustic
waves. Infow/outfow, solid (viscous, inviscid, impedance) and freestream boundaries
should be specifed in a way that spurious refections are avoided and the desired accuracy
is maintained. Generally, there are two categories: linearized and nonlinear boundary conditions. The linearized boundary conditions have been mostly used in the LEE approaches.
Several examples include: non-refecting BC, based on the method of characteristics and
local decomposition of the fow into waves entering/exiting the domain (e.g. Giles[39],
Thompson[88, 89]), radiation BC considering asymptotic solutions of the waves exiting
the domain[84], and the perfectly matched layer (e.g. Berenger[8], Hu[47]), surrounding
the computational domain and attempting to rapidly dissiapate outgoing waveforms. All
have specifc advantages and disadvantages with regards to accuracy, implementation and
complex nature problems where the effects of turbulence and sound propagation coexist.
Their common drawback is that they do not provide accurate non-refectivity in general
non-uniform fows, leading to signifcant artifcial refections from even the smallest pressure gradients. In addition, they do not behave well at boundaries where nonlinear effects
are present. Thompson’s approach [88, 89] and sponge layer techniques have been devel13

oped for nonlinear treatment of the boundaries. Thompson proposed a characteristic BC
for the multidimensional case based on Riemann invariants and the conservative form of
the Euler equations. The main difference with the characteristic BC discussed above for
LEE is that now the characteristics are not constrained to update the disturbances only,
but the entire boundary fow. Moreover, the classifcation of the waveforms as incoming
or outgoing is dynamically and more effciently updated at any given time instance and
boundary. The techniques employing sponge layers aim to address the problems arising
when applying linear- or nonlinear BCs to complex fow felds involving strong gradients,
persistent nonlinearities and viscosity. Sponge layer methods are applied as extensions to
the computational domain and attempt to modify the fow in such a way that the effciency
of an already applied BC is enhanced or no BC needs to be applied at all. In the latter,
damping functions and artifcial dissipation are used to dissipate the outgoing waves, avoid
refection from the layer itself to the computational domain and insure smooth transition
of the characteristics.

1.3

Contributions
The main contributions of this dissertation can be summarized as follows:
i) Development of a novel hybrid acoustic analogy (LES-NLE) approach that provides

the communication between the acoustic source region, where sound is generated, and the
acoustic farfeld, where the sound is propagated, while taking into account wave interaction
and nonlinear wave propagation.
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ii) Introduction of a penalization technique for computational aeroacoustics, based on
buffer layers / sponge regions, to effectively create accurate acoustic source terms for the
NLE solver and damp artifcial waveforms that may contaminate the fow.
iii) Development and validation of a RANS/LES-GSA approach for jet noise predictions based on Goldstein’s generalized acoustic analogy, where RANS/LES jet simulations
are performed to obtain mean fow turbulent statistics (e.g. turbulent kinetic energy k, turbulence dissipation rate , specifc turbulence dissipation rate ω) and use it as input to an
adjoint Green’s function model, capable of predicting the low-frequency sound, generated
by cold and heated jets in high subsonic and low supersonic Mach numbers.
An extensive set of benchmark problems and realistic cases have been investigated in
order for the approaches to be validated in a consistent fashion.
This dissertation is structured as follows: Chapter 2 presents a literature review on hybrid methods for computational aeroacoustics. This literature review covers both the LES
- NLE approach and the RANS/LES - GSA approach. However, since the two approaches
follow different paths, their mathematical formulations, numerical implementations and
results are reported separately. In Chapters 3 and 4 the numerical framework and results
of the LES-NLE method are discussed respectively, while Chapters 5 and 6 cover the formulation and fndings of the asymptotic theory applied on Goldstein’s acoustic analogy. In
Chapter 7 an epilogue serves the purpose of discussing the fndings and future directions
of the presented research.
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CHAPTER II
LITERATURE REVIEW ON HYBRID METHODS AND ACOUSTIC ANALOGIES

A comprehensive literature review, presenting the previous work, upon which the motivation and ideas of this dissertation were based, follows in this chapter. The frst section
includes the development and application of hybrid methods informed by LES, while the
second section is focused on the generalized acoustic analogy of Goldstein and how this
was used over the years to provide jet noise predictions. Advantages and disadvantages of
all approaches listed here are illustrated in order to clearly show the obstacles this dissertation is attempting to tackle and the potential its fndings have.

2.1

Hybrid approaches for jet noise predictions
The main objective of this dissertation is to develop, test and validate an effcient hy-

brid approach for jet noise predictions that can be applied in subsonic, supersonic and
hypersonic (with a suitable reacting chemistry model) Mach number regimes. One of the
key motives, and probably the most demanding, is the necessity to accurately predict the
vibroacoustic environment developed during the lift-off stages of launch vehicles. During
these stages, the noise levels produced by the propulsion system and its interactions with
the ground and the surrounding structures may exceed 150-160 dB, levels which are wellbeyond the threshold of pain. In fact, pressure waves associated with sound pressure levels
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of this magnitude may affect not only humans but also the integrity of the vehicle itself,
the vehicle payloads, the avionics systems and the surrounding structures. In the case of
launch vehicles, the main noise source is the supersonic rocket plume, where small but suffcient amounts of propulsive energy are converted into acoustic energy, radiating from the
outer boundaries of the plume. Results from computational fuid dynamics (CFD) calculations predict that the waves of the highest acoustic intensity occur right before the vehicle
clears the launch tower. In his paper Tsutsumi[91] identifes Mach waves generated by the
large-scale structures of the unsteady exhaust plume as the main noise source. These Mach
waves, interact with the surrounding structures, the fame trench and the launch tower, and
are turned towards the vehicle via refection, resulting in an increase of the acoustic loads.
He also identifes the plume as the dominant noise source inside the fame trench. The demands and the challenges faced when simulations of launch vehicles are carried out are of
critical importance for the aerospace industry. Most state-of-the-art hybrid methods either
neglect or are incapable of capturing the plume interaction and wave interactions with the
surroundings. However these interactions are very important since they lead to refection,
refraction and diffraction of the pressure waves, which, in turn, affect the vehicle. On the
other hand, DNS and DNC of an application of that scale is not a realistic, pragmatic goal
at the moment due to compuational demands and limitations. The following paragraphs
discuss some characteristic examples from simple cases where DNS were conducted.
DNC has been applied to simple fow confgurations and idealized cases. Mitchell [69]
studied the sound from a compressible co-rotating vortex pair, using the unsteady com-
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pressible Navier-Stokes equations and a domain that extended to two acoustic wavelengths
in all directions.
Colonius [24] investigated the roll up and pairing of vortices in a two-dimensional
compressible mixing layer. He also solved the acoustic analogy due to Liley, using the
acoustic sources determined from the nearfeld data of DNS. Noise predictions based on
the quadrupole form of the source terms, as derived by Goldstein[41], were found to be in
excellent agreement with the DNS data; however, the presence of fow-acoustic interactions
illustrates the sensitivity of the acoustic feld predicted by the acoustic analogy to small
changes in the description of the source.
Freund carried out direct numerical simualtions for a supersonic [33] and a subsonic
jet [34] and their associated near acoustic felds. Instead of a nozzle, he imposed turbulent
infow data generated in a separate jet simulation. The predicted pressure feld is highly
directional and dominated by sound waves. Freund states that, for the supersonic jet, the
nonlinear effects are still present away from the jet but suffciently captured by the linear
theory. However, the fow Mach number is 1.92 and there is no presence of obstacles. For
higher Mach numbers and in realistic environments, as described earlier, the linear theory
cannot adequately take into account the nonlinear effects.
Ran [74] studied the acoustic feld radiated by a turbulent vortex ring using the DNS
framework. He employed the fully compressible, three-dimensional Navier-Stokes equations with stochastic disturbances to force the turbulent transition of the ring. He also
investigated the connections with jet noise by modeling the jet as a de-correlated train of
vortex rings.
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Rowley [77] performed DNS to examine the resonant instabilities of a two-dimensional
subsonic cavity fow. Again, the compressible Navier-Stokes equations were used. As
stated by the author, the computational domain was large enough to directly resolve a
portion of the radiated acoustic feld.
In his work, Lui [66, 67] focused on the sound generation mechanism of broad-band
shock-associated noise, using a three-dimensionally perturbed shear layer and an isolated,
oblique compression-expansion wave. He concluded that shock-associated noise is generated by the scattering of the shock wave by the streamwise velocity fuctuations that
origanate in the structures of the shear layer.
The last example of DNS-associated work presented in this literature review is a supersonic shear layer with a lip investigated by Barone[7]. He employed high-order fnite
difference schemes and overset grids to solve the compressible Navier-Stokes equations,
and then solved the unsteady scattering problem in the frequency domain using a time- harmonic version of the Linearized Euler equations (LEE). The result of that study contributed
to the evaluation of the feedback and receptivity of shear fows.
The cases presented in the previous paragraphs briefy illustrate the capabilities and
drawbacks of direct numerical simualtions as jet noise predictions tools. The main disadvatage is the computational cost of a simulation incorporating a grid fne enough to support
all turbulent scales and wavelengths, especially over long distances. Next, a discussion on
hybrid / indirect approaches follows.
Within hybrid/indirect approaches, the sound generation and sound propagation are
decoupled and different mathematical models are utilized to address each of them. The
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generation of sound in the source region is accompanied by production of acoustic energy,
and the propagation of sound in the farfeld modifes its character (Colonius and Lele [25]).
First, the fow feld in the source region is computed using time-accurate, turbulent simulations to obtain the space-time histories. DNS, LES and unsteady Reynolds-averaged
Navier-Stokes (URANS) equations can be used for that purpose. The data from the source
region acquired using these numerical tools, can then be applied in the framework of integral methods or other acoustic analogy equations with source terms to calculate the farfeld
sound. Since the present work follows an LES-based approach, examples of hybrid approaches employing LES are given in the next paragraphs.
The famous, well-established acoustic analogy developed by Lighthill [62, 63], has
been widely used over the years as a means of farfeld noise calculations. In his seminal
paper, Lighthill decomposed the Navier-Stokes equations into a wave operator on the left
hand side and a source term on the right hand side, modeling the nonlinear fow. Based
on Lighthill’s acoustic analogy, Ffowcs-Williams and Hawkings [35] proposed a generalization of the acoustic analogy, capable of taking into account arbitrary rigid surfaces,
moving or open. In the studies of Uzun [93] and Gamet [36], the prediction of the farfeld
noise is carried out by frst computing the noise sources and then using surface integral
methods, namely Kirchhoff’s and Ffowcs Williams-Hawkings approaches, to propagate
the acoustics. Kirchhoff and Helmoltz, in their original work, showed that the radiation of
sound from a source region can be predicted by enclosing the source region by a surface
(Kirchhoff surface) and, by following the theory of wave equation, compute the sound feld
on both inside and outside the surface with the use of monopoles and dipoles. Kirchhoff’s
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integral method [68] has been proven reliable and is widely used. The main idea of both
methods is to avoid the calculation of volume integrals. Surface intregrals of monopole
and dipole sources are computed instead. The difference between the two methods is that
the FW-H approach is derived directly from the Navier-Stokes equations using Lighthill’s
acoustic analogy and not from the wave equation. The two methods become equivalent
when applying Kirchhoff’s linear theory assumptions to the FWH approach. The numerical implementation of these acoustic analogy approaches is not an intuitive/trivial task,
especially when taking into account that the acoustic sources may be affected by the transient fow (Dowling [28], Goldstein [40]). Moreover, the aforementioned approaches do
not accommodate physical obstructions that may exist in the fow domain. This is a major
drawback in the case of launch vehicles, where numerous obstacles do affect the fow feld.
In order to effectively treat acoustic wave interactions with obstacles, approaches such
as the Linearized Euler Equations (LEE) with source terms and the Boundary Element
Method (BEM) have been used. Bailly and Juve [5] studied the two-dimensional Euler
equations, linearized around a stationary mean fow. They used a sum of random Fourier
modes to model the turbulent velocity feld and form the source terms for the linearized Euler equations in order to predict the noise from subsonic fows. Billson et al. [10] attempted
to capture the sound feld of a high Reynolds number, high Mach number subsonic jet using
the information given from a RANS solution to generate a time dependent velocity source
feld. This feld was used to evaluate source terms for the linearized Euler Equations, which
would, in turn provide the acoustic feld. Bogey et al. [11] made use of the linearized Euler
equations forced with aerodynamic sources to compute farfeld noise. They applied their
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approach on model problems that were frst solved using the Navier-Stokes equations, and
concluded that the method is appropriate for free sheared fows. Ewert et al. [30, 31])
investigated the sound feld of a cylinder immeresed in a laminar fow of Ma 0.3. The
acoustic feld is simulated using linearized perturbation equations which are excited by
sources determined from the unsteady compressible near feld fow.
The Boundary Element Method (BEM) (Estorff [29]) is another popular alternative
for solving problems of acoustics. The main idea is to use the integral equation as an
exact solution to the equations of fuid motion and apply boundary values into the integral
equation, rather than apply values throughout the computational space. BEM is applicable
to problems for which the Green’s function can be calculated, as in the the second approach
discussed in this dissertation.
Both the LEE and BEM methods involve linear approximations of the governing equations. In the former, the fow variables are decomposed into a mean component and a
disturbance component, and the Euler equations are linearized about a mean fow that is either constant or calculated in a previous simulation; various source terms have to be added
to the equations to impose the acoustic waves generated by the source. De Cacqueray et
al. [20] and de Cacqueray and Bogey [21] showed in their studies that acoustic waves
may propagate in a nonlinear way, even in regions far from the source. Consequently,
approaches based on linearized approximations may result in predictions of reduced accuracy. In their approaches, boundary conditions were used to transfer the information from
the source region to the acoustic region.
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DNC in both the near- and farfeld regions may be the most viable solution to date, but
it is still beyond the reach of current computational resources. In this proposed research,
a different approach is introduced that is capable of predicting acoustic and Mach waves
propagating to the farfeld, as well as treating their interactions with obstacles that may exist. The physics of the fow are separated into two distinct parts: the source region, where
the fow is governed by the full time-dependent compressible Navier-Stokes equations that
may include equations for species when the Mach number is large; and the acoustic region
involving the propagation of linear or nonlinear acoustic or Mach waves to the farfeld. The
separation of the problem into a source region and a high-fdelity acoustic propagation region allows the use of the most appropriate physical and numerical modeling approaches.
Unlike in most hybrid approaches, the full NLE equations are used to accommodate for
the nonlinearities propagating from the source region over long distances. A penalization
technique aimed at transferring the fow variables from the source region to the acoustic
propagation region is applied as a source term in the nonlinear Euler equations. Other
techniques employed a one-way communication by applying infow boundary conditions
for the injection of data from the source region to the acoustic propagation region (see, for
example, Harris et al.[45, 46], Redonnet et al. [75, 76]. For the method presented here, a
penalization method is employed to transfer the fow variables of interest from the source
region to the acoustic region. The method establishes a one-way communication between
the source region and the acoustic region. Structured meshes have been used for the purposes of this research, however the approach can be easily implemented in an unstructured
mesh framework. Penalization techniques or sponge layers specifcally designed to work
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for fow imposition have been used previously in CFD and CAA, in various circumstances
(see, for example, Freund [32], Bodony [13], Kim et al. [57, 58]). While the penalization
method used here has no major differences with the aforementioned ones, the previous
studies have mostly applied the technique in the framework of linear waves. Also, the
coupling of the Navier-Stokes equations and the NLE equations through a penalization
region was not considered. The work of Cacqueray and Bogey [21] introduced such a coupling, by using farfeld extrapolation at the interface between the two domains, which may
generate spurious refections when waves may return to the penalization region (unless
appropriate nonrefecting boundary conditions are implemented at the interface). In the
approach presented here any returning waves are absorbed by the buffer region. Because
the grid resolutions in the two regions are different, the fow variables are frst interpolated
and then penalized to provide the source terms for the NLE equations.

2.2

Acoustic analogies for jet noise predictions
Acoustic analogies are a fundamental tool of computational aeroacoustics. They were

one of the frst computational approaches, well-founded on the analytical theory. The main
idea behind acoustic analogies is to separate the mean fow variables and their associated
sources, and the acoustic variables, by assuming that the sources are known or can be
modeled using the necessary approximations. More specifcally, the approach begins by
rearranging the full, compressible Navier-Stokes equations into linearized wave equations.
The form of the acoustic wave equation differs between the various acoustic analogy approaches. The linearization is carried out about a mean fow. These equations include
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source terms, formed by velocity and pressure disturbances and turbulent fuctuations, and
correspond to the acoustic sources in the fow.
There are mainly two characteristics that acoustic analogies have in common: in order
to calculate the farfeld sound, a volume integral must be computed over the source terms;
and the sensitivity to the compactness of the source, especially in supersonic fows. For
the latter, the acoustic wavelength is proportional to a characteristic length (e.g. the jet
diameter D) and inversly proportional to the Mach number. In order for the acoustic source
to be compact, the characteristic length of the source should be much smaller than the
acoustic wavelength. As Tam [84], stated, near the jet exit, the average boundary layer
thickness is in the order of 0.1D whereas acoustic wavelegth is two to three diameters
long. For subsonic fows, the dominant sound sources are associated with small-scale
turbulence. In the case of supersonic fow however, the acoustic wavelength decreases,
becomes directly comparable to the characteristic length of the sound source. Also, the
dominant sound sources are the large-scale turbulent structures convecting downstream.
The sound sources associated with the small-scale turbulence are still compact, but no
longer dominant, and the retarted-time effect should be taken into account.
Lighthill’s acoustic analogy was the frst succesful attempt to idenify sound sources in
a quiscent medium and calculate the associated sound feld. As discussed in the previous
section, it is a well-known technique applied in hybrid/indirect approaches. It employs
distributions of quadrupole sources to account for the fow perturbation. It is applicable to
free, unobstracted fows. As Lighthill[62, 63] stated in his work, the basis of his analogy is
the demonstration of an exact analogy between the density fuctuations of any real fow and
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those produced by a quadrupole source in a stationary acoustic medium. Despite its ability
to capture the gross features of the radiated sound from jets, the needs of the aerospace
industry for tools capable of predicting the effects of even small mean fow changes on
the sound feld demanded improvements to Lighthill’s theory. The frst step towards this
directions was direct, empirical corrections to Lighthill’s predictions. Phillips[73] and
Liley[64] derived wave equations for an inhomogeneous moving medium to address the
problem.
In Liley’s work, the source term contains the fow velocity in quadratic form, which allows for a decomposition into mean and fuctuating components and translates into linear
and nonlinear (quadratic) terms. He argued that there is no sound radiation from the linear components and, from that perspective, neglected them from the source terms, taking
into account only the quadratic terms, ”the true sources of sound” (Goldstein[42]), when
calculating the sound feld. However, Liley’s approach resulted in a source term that is not
intuitive and physically expected, consisting of quadratic dependencies of a quadrupole on
velocity fuctuations and a linear growth of dipole strength with temperature. Goldstein[41]
showed that there is a direct way of reconstructing Liley’s source term without any approximations, by choosing the appropriate fow variable (pressure in that case). He concluded
that there is ”an exact analogy between pressure fuctuations in any real fow and the corresponding linear fuctuations in this quantity produced by a quadrupole plus a temperature
dipole source in an arbitrary ideal, transversely sheared mean fow”.
Over the years, different researchers developed their own analogies. Curle[26] derived an analogy which can be applied in fows where solid surfaces are present. Curle’s
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analogy is considered a formal solution for Lighthill’s acoustic analogy. Ffowcs Williams
and Hawkings extended the acoustic analogy of Lighthill by taking into account moving surfaces and open cavities. The acoustic analogy upon which this work is founded is
the generalized acoustic analogy (GAA) developed by Goldstein, which frst appeared in
2003[42].
Goldstein showed that the full Navier-Stokes equations could be transformed, after the
necessary mathematical manipulation, into a set of inhomogeneous, linearized Euler equations with source terms equivalent to the ones occuring due to external shear-stress and
energy-fux disturbances. One of the crucial factors for the success of GAA is the linearization of the equations about an appropriate base fow. The motivation that empowered
his work was the development of a generalized tool for accurate acoustic predictions, independent of the geometry and the surrounding environment under investigation. In the early
2000s, the most technologically advanced industrial approach was the Mani-Gliebe-Balsa
(MGB) method developed by Balsa et al. [6], based on an improved version of Lilley’s
equation, which was capable of predicting the sound feld from round jets, but could not
take into account any modifcations or devices used for noise reduction, thus failing to qualitatively and quantitatively measure their effciency. DNS required, then as much as today,
a large amount of grid points (1013 for a typical jet fow) to resolve the turbulent length
scales, rendering that option unavailable at the time. Goldstein’s general set of inhomogeneous, LEE with the previously decribed source terms are equaivalent to the linearized
Navier-Stokes equations, with a Reynolds stress disturbance and an enthalpy fux replacing the viscous stress and heat fux perturbations, respectively. By appropriately choosing
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a base fow that accurately represents the fuid motion, Goldstein’s equations constitute a
powerful tool for sound source identifcation and modeling.
Goldstein’s formulation has been used as a basis for jet noise prediction models. Karabasov
et al.[52] developed a jet noise acoustic analogy model informed by LES. Their work falls
under the category of hybrid/indirect approaches, but it is referenced here because of the
use of GAA in modeling sound generation. They included a Gaussian function model for
calculating the two-point, cross-correlation of the fourth-order velocity fuctuations in the
acoustic source. Bodony[12] derived a statistical subgrid scale noise model. He employed
an adjoint formulation to associate the space-time correlations of the source terms to the
farfeld density fuctuations power spectral density. Bodony uses a rearrangement of the
generalized acoustic analogy equations to obtain the source terms necessary for his model.
He also used the method proposed by Tam and Auriault[85] to relate the space-time correlations of the nearfeld source with the farfeld statistics.
The research presented in this dissertation is based on Goldstein’s generalized acoustic
analogy and mainly, the work of Goldstein, Sescu and Afsar (GSA)[44], where the effects
of non-parallel mean fow on Green’s function for the prediction of the sound feld of
turbulent jets are examined. GSA is discussed in detail in Chapter 5.
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CHAPTER III
NUMERICAL FRAMEWORK OF THE LES - NONLINEAR EULER APPROACH

In this chapter the numerical framework and implementation of the LES-Nonlinear
Euler (NLE) approach is presented in detail and discussed.

3.1

Buffer region / sponge layer
In a hybrid approach, the different physical processes associated with sound generation

and propagation are treated distinctly. The acoustic energy generated by the fow itself or
by its interactions with physical obstructions, is calculated and provided for the relevant
sound propagation predictions of near- and farfeld locations. From a mathematical point
of view this can be implemented within the governing equations by splitting various terms
into an acoustic operator, which can be either linear (classical wave operator or the LEE)
or nonlinear (Euler equations), and an acoustic source term, including the necessary information from the source region. If we consider the generic fow solution φ as a vector of
velocities and thermodynamic variables, satisfying the compressible fow equations

∂t φ = N (φ),

(3.1)

then in a hybrid approach the problem is re-formulated by rearranging this equation as
follows
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∂t φ + L(φ0 ) = S(φ),

(3.2)

where the left hand side is a wave propagation operator that may involve the original vector
of variables (φ0 = φ), only some of the variables, or the perturbations; S(φ) is the nonlinear
acoustic source, which is assumed to be local in space. Assuming the fow is known in the
source region (determined using a time dependent fow solver, such as DNS or LES), the
inversion of (3.2) provides the acoustic data. As an example, the frst such decomposition
of the Navier-Stokes equations was introduced by Lighthill [62, 63] in his pioneering work
on the acoustic analogy:

2
∂ 2 Ti,j
∂ 2ρ
2 ∂ ρ
−
c
=
,
0
∂xi ∂xi
∂xi ∂xj
∂t2

(3.3)

where Ti,j = ρui uj + τij − δij c20 ρ is the Lighthill stress tensor and τij is the stress tensor
including pressure and viscous stress contributions. Other decompositions based on splitting the fow variables into a mean and a perturbation component and separating the linear
from the nonlinear terms have been derived over the years (see, for example, Billson et al.
[10], Bogey et al. [11], Ewert et al. [30, 31]).
An alternative technique incorporates sponge or penalization layers to impose a given
fow. Buffer layers, or sponge regions, have been widely used in computational fuid dynamics as means of boundary treatment, by absorbing and/or minimizing numerical artifacts that may refect on the boundaries of the computational domain and contaminate the
solution. A second, less famous application of buffer layers is a) to impose forcing terms
to the right-hand-side of the governing equations in order to introduce disturbances into
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a calculation and b) to extend the simulation from one computational domain to another,
in order to investigate different fow physics and phenomena by exploiting the grid capabilities and the numerical solver available for each of the two domains. In the present
work, buffer layers are employed to impose disturbances from a frst domain, where the NS
equations are solved to account for the jet physics, to a second domain, where the nonlinear
equations are used to propagate the acoustics and predict jet noise.
The theory behind sponge regions is well established and documented, and can be directly related to the penalty method applied in fnite element analysis. The advantages
offered by buffer layers in jet noise predictions, which is the main scope of this dissertation, are of great signifcance. For jet noise simulations, it is a usual technique to impose
fow disturbances to excite the natural transition of the jet to turbulence, otherwise the jet
may remain laminar, thus providing misleading results. The imposition of disturbances
should be performed in a very cautious manner, to avoid the generation of spurious waveforms. Sponge regions have been proven to be very effective in imposing these necessary
disturbances in the fow by adding the product term of equation 3.5 to the right-hand-side
of the equations.
Figure 3.1 briefy describes the use of the buffer region and the penalization technique
as means to form the source terms for the nonlinear Euler equations. Although sponge
layers have been designed to work in the proximity to outfow or farfeld boundaries, they
are also used as means to force prescribed disturbances into a fowfeld (as demonstrated
by Bodony [13]). The capabilities of sponge layers to smooth and damp outgoing waves,
thus reducing numerical refections, make them an attractive choice for the treatment of
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the outfow boundaries. The generic form of a penalization term applied to a prognostic
equation (3.1) is given by

∂t φ = N (φ) + H(φ, φ̄),

(3.4)

where, in general

H(φ, φ̄) = α(x)

Z th

i

h

φ(x, t0 ) − φ̄(x, t0 ) dt0 + σ(x) φ(x, t) − φ̄(x, t)

i

(3.5)

0

φ(x, t) is the instantaneous variable, φ̄(x, t) is the imposed variable (such as acoustic, vorticity or entropy waves added to the mean fow), and α(x) and σ(x) are functions that make
the transition from the penalization region to the fow region of interest. More specifcally,
σ(x) represents the strength of the sponge and, in most cases, is a function of space only. In
their pioneering work [50], Israeli and Orszag found “exponential point-wise convergence
between the forced and the actual solutions for acoustic wave propagation”.
Bodony [13] conducted a systematic analysis of sponge layers as applied to linear equations, concluding that the rate of convergence between the instantaneous variables and the
imposed fow is proportional to the inverse of the sponge strength. Freund [32] proposed a
simple method for computing farfeld sound in the framework of jet noise nearfeld aeroacoustic computations. He replaced the right-hand side of the Lighthill non-homogeneous
wave equation with a sponge term as
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−
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= −σ
−
0
2
∂xi ∂xi
∂t
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(3.6)

Figure 3.1
Nonlinear hybrid approach with buffer region.

where ρN S is the density from the Navier-Stokes solution in the source region. Freund
[32] showed that the only input necessary from the fow computation is the density. However, this result is only valid in the linear regime, while in this work the nonlinear case is
considered, wherein all fow variables need to be transferred from the source region to the
acoustic region in the framework of full Euler equations.

3.2

Governing equations and numerical implementation
The concept of Large Eddy Simulation (LES) has been widely used in the feld of

computational fuid dynamics, especially for simulating fows involving large turbulent
motions. The advantages of the approach, namely computational effciency and reduced
implementation complexity, made it very popular for high Reynolds’ number, compressible fow simulations. In contrast to Direct Numerical Simulation (DNS), which comes
with great accuracy but also requires large computational resources, in LES the Kolmogorov scales are not resolved, leading to computational costs in essence independent
33

of the Reynolds number of the fow. Compared to Reynolds-Averaged Navier Stokes
(RANS) equations, where statistical techniques are followed, the level of abstraction in
LES is lower, thus making the approach very attractive for fow domains involving a wide
range of spatial and temporal scales.
Within the LES framework, the Navier-Stokes equations are numerically solved on a
grid that has suffcient resolution to resolve only part of the range of the turbulent fow
scales that appear in the fow feld. The large turbulent scales that are resolved provide
a representation of the energy-containing fow structures with adequate details for most
practical engineering applications, where the unresolved, high-frequency fuctuations are
of minor interest. However, the nonlinear interaction between the large, resolved turbulent
fow scales and the non-resolved, high-frequency scales still remain, due to the information
carried by the smaller scales being important to the growth and convection of the large eddies. The main principle upon which the method is founded is the use of low-pass fltering
operators. Formally, a flter is represented mathematically as a convolution function of a
cut-off scale Δ (also known as flter width). When applied to a fow domain, it attenuates the high-frequency fow scales that are smaller than the cut-off scale, while leaving
the low-frequency, large turbulent scales unchanged. This results in a decomposition in to
unresolved / sub-flter and resolved components. At this point, it has merit to distinguish
between the sub-flter scales (SFS) and the sub-grid scales (SGS): SFS are the scales that
are not resolved when applying the fltering function, in other words, scales smaller than
Δ. SGS are the scales that are not resolved due to the grid resolution and the computational
stencil of each numerical scheme.
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The fltering procedures broadly separate LES in to two main categories: Explicit LES
and Implicit LES (ILES), each carrying specifc advantages and disadvantages. In the case
of explicit fltering, a pre-defned flter function (Gaussian, box) is explicitly applied to the
discretized NS equations. The truncation error is reduced and the flter function shape is
known a priori. The main drawback is the loss of resolution. The simulation time scales
with the 4th power of the grid spacing, so in order to preserve the same space resolution as
an implicit flter, more grid points are required. On the contrary, implicit fltering assumes
that the grid spacing is the low-pass flter, thus taking full advantage of the numerical grid
resolution. The flter function shape, which can be useful for some numerical methods,
is not known, and also the truncation error can become an issue. Both explicit and ILES
have strong supporters in the community and are widely used. In this work, an ILES
approach is implemented and used, while exploiting the capabilities of fltering also in
shock capturing and stabilization. The common ground between explicit and implicit LES
is the need to model the sub-grid scales. SGS modeling is a feld of active research. SGS
models generally accounts for the range of scales that are not resolved / supported by the
discretization schemes. This results in a direct dependence between the SGS model and
the truncation error of the numerical scheme. On average, SGS models are dissipative.
The numerical algorithms used in the implementation of an ILES approach allow for
effective modeling of the unresolved fow scales without mandatory application of explicit
SGS turbulence models. The absence of any explicit parameters holds the promise of
increased predictiveness in simulations. Further, the ILES approach offers a constructive
approach to modeling more general systems of equations and coupled physics processes.
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The governing equations consist of the full, compressible Navier-Stokes and Euler
equations written in curvilinear coordinates and conservative form. The Navier-Stokes
equations are solved within an implicit LES framework, where numerical fltering is applied to account for the missing subgrid scale energy. A generalized curvilinear coordinate transformation in the three-dimensional space ξ = ξ (x, y, z) , η = η (x, y, z) , ζ =
ζ (x, y, z), is considered, where ξ, η and ζ are the spatial coordinates in the computational
space, and x, y and z are the spatial coordinates in physical space. In conservative form,
the Navier-Stokes equations are written as

Qt + Fξ + Gη + Hζ = S.

(3.7)

The vector of conservative variables is given by

Q=

1
{
J ρ,

ρui ,

T
E } , i = 1, 2, 3

(3.8)

where ρ is the density of the fuid, ui = (u, v, w) is the velocity vector in physical space,
and E is the total energy. The fux vectors, F, G and H, are given by
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i

The contravariant velocity components are given by
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U = ξ xi u i ,

V = η xi u i ,

W = ζ xi u i

(3.12)

with the Einstein summation convention applied over i = 1, 2, 3, the shear stress tensor
and the heat fux are given as

µ
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(3.13)

(3.14)

respectively, and S is the source vector term. The pressure p, the temperature T and the
2
. Other notations
density of the fuid are combined in the equation of state, p = ρT /γM∞

include the dynamic viscosity µ, Reynold’s number Re = ρV∞ L/µ based on a characteristic velocity V∞ , and a characteristic length L, the free-stream Mach number M∞ = V∞ /a
(with a being the speed of sound), Prandtl’s number P r = Cp µ/k (where k is thermal
conductivity, the specifc heat at constant pressure is Cp and the ratio between the specifc heats is γ. The Jacobian of the curvilinear transformation from the physical space
to computational space is denoted by J. The derivatives ξx , ξy , ξz , ηx , ηy , ηz , ζx , ζy , and
ζz represent grid metrics. The variables are non-dimensionalized by their respective freestream variables, except for pressure which is non-dimensionalized by ρV∞ . The dynamic
viscosity and thermal conductivity k are linked to the temperature using the Sutherland’s
equations in dimensionless form,
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µ = T 3/2

1 + C1 /T∞
;
T + C1 /T∞

k = T 3/2

1 + C2 /T∞
,
T + C2 /T∞

(3.15)

where for air at sea level, C1 = 110.4K, C2 = 194K, and T∞ is a reference temperature.
Euler equations can be simply obtained from the above equations by taking τij = 0 and
Θi = 0.
The time integration is performed using either a low-dissipation, low-dispersion RungeKutta scheme (Berland et al. [9]) or a third-order, total-variation-diminishing (TVD)
Runge-Kutta method (Liu et al. [65]). More specifcally, the individual acoustic and
vorticity waves tests, along with the acoustic scattering problem, make use of the lowdissipation, low-dispersion Runge-Kutta scheme, while the jet cases make use of the thirdorder TVD Runge-Kutta method. The spatial derivatives are discretized using either a
dispersion relation preserving scheme (Tam and Webb [84]) or a high-resolution, 9-point
dispersion-relation-preserving optimized scheme (Bogey and Baily [16]). High-order spatial flters, as developed by Kennedy and Carpenter [55] and optimized by Bogey et al.
[14], are used to damp out the unwanted high wavenumber waves from the solution. The
numerical fltering is also used to account for the missing turbulent scales in implicit LES,
which is employed here to avoid the addition of sub-grid scale (SGS) terms to the governing equations. Thus, the effect of the small turbulent structures is accounted for by
the explicit fltering that removes high wavenumber energy from the fow. The dissipation
from the explicit fltering provides a mechanism for the turbulence energy to be dissipated
at scales that cannot be accurately represented. Besides providing more effciency in terms
38

of the computational time, one other advantage of implicit LES is that it allows a seamless
transition from LES to direct numerical simulation (DNS) as the grid is refned.
Nonrefecting boundary conditions (Kim and Lee [56]) are used at the infow and outfow boundaries, and radiation boundary conditions (Tam and Webb [84]) are used at other
farfeld boundaries. Sponge layers are imposed in the proximity of the farfeld boundaries,
regions that are outside the fow domain of interest; these sponge layers are designed to
damp out the waves of all wavenumbers leaving the domain or refecting back from the
farfeld boundaries (Sescu et al. [80, 81]).
At supersonic speeds, shock capturing techniques are necessary to avoid unwanted
oscillations that may propagate from discontinuities. Here, we apply a shock capturing
methodology that was proven to work effciently for high-order, nonlinear computations
by Bogey et al. [14]. Since in the present work high-order, central-difference schemes
are used to achieve increased resolution of the propagating sound waves, a straightforward
approach that could have been employed is a model which would introduce suffcient numerical viscosity in the area of the discontinuities and negligible artifcial viscosity in the
rest of the domain. Instead, a shock-capturing technique, suitable for simulations involving central differences in space and low-dissipation time marching, is applied, based on the
general implicit fltering framework that is followed throughout this research. The technique introduces selective fltering at each grid vertex to minimize numerical oscillations,
and shock-capturing in the areas where discontinuities are present. In order to properly account for the shock waves in the fow, the shock-capturing fltering is implemented in a 2nd
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order, conservative form. Its strength is dynamically adjusted to avoid lack of resolution in
areas of linear propagation and turbulence fuctuations.
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CHAPTER IV
RESULTS AND DISCUSSION OF THE LES - NONLINEAR EULER APPROACH

In this section, results from different cases[78, 79] are presented to demonstrate the
effectiveness of the coupled CFD/CAA (Navier-Stokes/Euler) solvers for treating wave
generation and propagation in applications ranging from simple acoustic and vorticity disturbances to nonlinear jet noise phenomena.

4.1

Acoustic pulse in 2D
Waves generated by a sinusoidal, two-dimensional (2D) acoustic pulse immersed in

a baseline fow of Mach 0.1 are frst examined. Navier-Stokes and Euler simulations are
carried out, although the Navier-Stokes solver behaves like the Euler solver due to the lack
of viscous effects. The two simulations ran synchronously on the same grid. The fow
variables of interest are frst calculated using the Navier-Stokes equations, penalized in the
buffer region and applied as source terms to the Euler equations. Since the grids used by
the two solvers are the same, there is no need to interpolate the data; a point-to-point data
transfer takes place. The main objective of this simple setup is to test the effectiveness
of the buffer region in penalizing the fow obtained from the frst solver and accurately
applying the desired fow variables as source terms. The acoustic pulse is introduced in the
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energy equation in the form of a source term SE (x, y, t) = p0 (x, y, t)/(γ − 1) (the velocity
disturbances associated with the acoustic pulse are neglected), where

(x − x0 )2 + (y − y0 )2
p (x, y, t) = p0 exp −
sin ωt,
σ2
"

#

0

(4.1)

p0 is the amplitude of the pulse, and (x0 , y0 ) defnes the location of the pulse. Nonrefecting and radiation boundary conditions, as mentioned in section 3.2, along with sponge
layers, have been applied at the boundaries to damp and smooth outgoing waves, thus preventing numerical refections. Results of both linear and nonlinear waves are presented
in Figure 4.1, in terms of pressure contours. Linear waves are generated using a low amplitude acoustic pulse, whereas, for the nonlinear case, a high amplitude acoustic pulse is
used. The left column shows results from the frst simulation, obtained by solving the Euler
equations for an acoustic pulse generating linear (Figure 4.1 top left) and nonlinear (Figure 4.1 top right) acoustic waves. The fow variables, computed during the frst simulation,
are penalized in a buffer region of annular shape between r1 = 1 and r2 = 3. The bottom
left and bottom right parts of Figure 4.1 show the propagation of the linear and nonlinear
waves, respectively, predicted in the second simulation by solving the Euler equations with
source terms.
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Figure 4.1
Pressure disturbance contours for an acoustic pulse in a Mach 0.1 fow. Top left: linear
wave generated by an acoustic pulse; bottom left: linear wave imposed with penalty; top
right: nonlinear wave imposed with pulse; bottom right: nonlinear wave imposed with
penalty. The buffer region is radially located between radii 1 and 3 where the maximum
radius is 6.
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In Figure 4.2, the spatial distribution of the pressure disturbance is plotted along y = 0
line for both the linear and the nonlinear cases. The buffer region is identifed by a dotted
line resembling the functional form

1
σ(x) = Ps [tanh(β1 (r − r1 )) − tanh(β2 (r − r2 ))],
2

(4.2)

where Ps is the strength of the penalty term, β1 and β2 are coeffcients controlling the
smoothness of the transition from the buffer to the acoustic region (as βi → ∞ the hyperbolic tangent function goes to the step function), and r1 and r2 are the locations where the
transition from the penalization region to the fow domain of interest is made. The penalty
term serves two purposes: it is used as a means to impose given disturbances in the fow
and, at the same time, to damp out unwanted waves coming from the fow domain or refecting from the boundaries. The top part of Figure 4.2 shows the waveforms of the linear
acoustic wave. It is evident that the original waveform, obtained in the frst simulation,
is accurately transferred and imposed to the Euler solver through the buffer region, where
the penalization takes place. Similarly, the nonlinear waves, illustrated in the bottom part
of Figure 4.2, are also successfully transmitted through the buffer region. Small amplitude spurious acoustics can be noted in the solution of the nonlinear case, occurring due
to the absence of a shock capturing scheme in this set of simulations. Nevertheless, the
technique is proven to be accurate for both the linear and nonlinear acoustic waves, with
indistinguishable differences between the original and the imposed waveforms.
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Figure 4.2
Pressure distribution along y = 0 line for the acoustic pulses shown in Figure 4.1. Top:
linear wave; bottom: nonlinear wave.
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4.2

Vorticity disturbances
An isentropic vorticity wave is introduced in the fow using an initial condition with

the tangential and radial velocities given by

uθ (r) = Mv re

1−r 2
2

,

ur = 0,

(4.3)

respectively (Inoue and Hattori [49]), where Mv is an amplitude that controls the strength
of the vortex, r =

q

(x − xv )2 + (y − yv )2 /rc , (xv , yv ) is the initial location of the vortex,

and rc is the critical radius at which the vortex has the maximum strength. The density and
pressure are determined from the isentropic relations as

1
γ − 1 2 1−r2
Mv e
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γ
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,

(4.4)

1
γ−1

.

(4.5)

This isentropic vortex is an exact solution of the Euler equations, so theoretically it
should not generate any sound waves. Again, two inviscid simulations are performed. The
vorticity wave is introduced in the fow via initial conditions in the frst solver, and then
it is transferred to the second solver through the buffer region using penalization. In this
case, the buffer region has the form

1
σ(x) = Ps [1 − (1 + tanh(β(x − x1 ))].
2
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(4.6)

In contrast to the case where an acoustic pulse was imposed and where a buffer region surrounding the source region was applied, here a buffer region that entirely covers
the source region is employed. With this proposed confguration, vorticity waves only
exit the buffer region. Numerical tests showed that vorticity waves entering the penalization region generate spurious acoustic waves that may contaminate the fow domain. A
buffer that entirely covers the source region does not allow vorticity waves to enter the
penalization region, thus preventing the generation of spurious waves. Figure 4.3 shows a
small amplitude vorticity wave convected by a Mach 0.2 mean fow from left to right (the
top part shows the initial condition). Since the amplitude is small, the wave is convected
without any shape alterations. The middle and bottom parts show instants of the vorticity
wave, as it is convected by the frst solver and the second solver, respectively. Figure 4.4
presents velocity (left) and pressure distributions (right), for different instances in time,
along y = 0. The buffer function (4.6) is plotted using a dotted line. No spurious waves or
numerical oscillations are observed. Both the contour plots and the velocity and pressure
distributions confrm that the proposed technique accurately predicts the propagation of the
vorticity wave.
Next, a large amplitude vorticity wave is introduced in the fow to test the capacity of
the penalty method to deal with nonlinear vorticity waves. Velocity magnitude contours
for the nonlinear vorticity wave are presented in Figure 4.5. Similar to the small-amplitude
vorticity wave, the top part of Figure 4.5 shows the initial condition of the simulation. In
contrast to the linear case, the shape of the nonlinear wave is signifcantly altered during
the convection by the mean fow. The middle and bottom parts of Figure 4.5 show results of
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the two synchronous solvers, downstream of the buffer exit. The middle part of Figure 4.5
corresponds to the frst simulation, from which the source is obtained, while the bottom
part of Figure 4.5 corresponds to the second simulation, where the penalization technique
is applied. Figure 4.5 along with the velocity and pressure distributions of Figure 4.6, show
that the method is capable of accurately and effectively treating simple linear and nonlinear
wave propagation, while preserving all the relevant details.
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Figure 4.3
Velocity magnitude contours for a vorticity wave moving with a uniform mean fow
(Mach 0.2). Top: initial condition; middle: original Euler run; bottom: imposed using
penalty with the buffer region extended from the left boundary and up to x = 2 .
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Figure 4.4
Velocity distribution along y = 0 line for a vorticity wave moving with a uniform mean
fow (Mach 0.2) for different instances in time (linear case).
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Figure 4.5
Velocity magnitude contours for a vorticity wave moving with a uniform mean fow
(Mach 0.2). Top: initial condition; middle: original Euler run; bottom: imposed using
penalty with the buffer region extended from the left boundary and up to x = 2.
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Figure 4.6
Velocity distribution along y = 0 line for a vorticity wave moving with a uniform mean
fow (Mach 0.2) for different instances in time (nonlinear case).
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4.3

Acousting scattering from two cylinders
In this section the two-cylinder, acoustic scattering problem, as presented in the Fourth

Computational Aeroacoustics (CAA) Workshop on Benchmark Problems[27], is examined
to further verify the capabilities of the penalization technique. The analytical solution data
is courtesy of Sherer, obtained through private communication. The transient source term,
added on the right-hand side of the pressure equation, is given by
(x − x0 )2 + (y − y0 )2
p (x, y, t) = exp −ln(2)
sin ωt,
σ2
"

#

0

(4.7)

where b=0.2 and ω=8π. An annular buffer of the form given in equation 4.2 is employed
to transfer the acoustic waves from the frst to the second solver. The annulus has an inner
radius r1 =1 and outer r2 =2. Since the goal of this example is to test the effectiveness of the
penalization technique, the same grid and the same solver were used for both domains. In
Figure 4.7 contours of pressure are presented in greyscale. The top part of the fgure shows
the acoustic source and the relative acoustic waves. The bottom part shows the annulus
inner and outer perimeter (in purple). There is no acoustic source imposed in the second
solver. The acoustic waves are imposed and penalized in the annular buffer region. Waves
refected by the cylinders can be observed in the second domain, as expected, where the
acoustic source is located in the frst domain. The results for the acoustic waves of the frst
solver and the ones imposed by the buffer region are in good agreement. No loss of detail
is observed. The top part of Figure 4.8 shows a comparison between the non-dimensional
pRM S pressure along the centerline, the analytical solution and the ones obtained from
the frst and second solver. A smooth transition, due to the use of the buffer region, is
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observed from the frst to the second domain. The refected waves in the second domain,
in lieu of the acoustic pulse, can also be observed. A detailed view is provided (bottom
part of Figure 4.8 to further highlight the results. Similar to the contour plots, the pRM S
curves of all the analytical, frst-solver and second-solver solutions agree, thus verifying
the effectiveness of the penalization technique in transferring the disturbances from one
domain to another.
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Figure 4.7
Contours of pressure for the two-cylinder acoustic scattering problem: acoustic equations
applied in the source region (top); acoustic equations with penalization term, applied in
the region inside the purple annulus (bottom).
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Figure 4.8
Comparison of the non-dimensional pRM S pressure along the centerline, between the
analytical solution and the ones obtained from the frst and second solver for the
two-cylinder acoustic scattering problem. Full view (top) and detailed view (bottom).
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4.4

Two-dimensional jet
In this section, the hybrid approach is tested for the prediction of noise generation and

propagation from a two-dimensional (2D) heated jet. Two fow confgurations are considered: jets embedded in free space and jets impinging on a wall perpendicular to the jet axis.
Three grids of different resolution covering the same fow domain are employed; they correspond to the acoustic source simulation, modeled via the Navier-Stokes (NS) equations,
the farfeld acoustic wave propagation simulation modeled via the Euler equations, and the
direct noise computation (wherein both the acoustic source and the acoustic wave propagation are predicted), and modeled via the NS equations, respectively. In the nearfeld,
the grid resolution for the NS solver is higher than the resolution of the grid used by the
Euler solver. This is based on the assumption that the wavelengths of the acoustic waves
are much larger than the wavelengths associated with the fuctuating fow. As an example,
Tam[87] mentions that close to the nozzle exit the averaged shear layer thickness is about
0.1D (D being the jet diameter), while the acoustic wavelengths can be two or more jet
diameters long, resulting in an order of magnitude difference between these characteristic
length scales. In the farfeld, however, the resolution of the Euler grid is larger than the resolution of the NS grid since here the acoustic waves have to be accurately predicted using
the Euler solver. Detailed views of the NS and Euler domains are depicted in Figure 4.9.
The third grid, used for the DNC simulation, features high grid resolution in both the nearand farfeld. A buffer region that covers the entire jet region (ranging from four diameters
below and four diameters above the jet axis) is considered. Figure 4.10 depicts nearfeld
and farfeld probes used for jet noise spectra and pressure signals calculation. A different
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meshing and interpolation strategy that would increase effciency and computation times
is described in Appendix B.
Interpolation is employed in the buffer region to transfer the fow variables from the
source region (as calculated from the NS solver) to the acoustic propagator (Euler solver):
all conservative variables are interpolated from the NS grid to the Euler grid. The buffer
region, where the penalization is applied, covers a good portion of the jet including the
nozzle exit and the core region (the jet region in the far downstream, beyond 40 jet diameters from the exit, is not included in the buffer region). The transition from the buffer
region to the nearfeld is made using hyperbolic tangent functions (see equations (4.8) and
(4.6)). The Reynolds number based on the nozzle diameter and jet exit velocity is equal to
200,000, and the ratio between the jet temperature and the ambient temperature is 1.6.
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Figure 4.9
Grid resolution details in the near- and farfeld (all images have the same scale, and the
gray areas are interstices between two adjacent blocks). Top left: nearfeld grid for the
Navier-Stokes solver; top rigth: nearfeld grid for the Euler solver; bottom left: farfeld
grid for the Navier-Stokes solver; bottom right:s farfeld grid for the Euler solver.
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Figure 4.10
Pressure (gray) and velocity magnitude (color) contours for M=2.0 jet in free space (the
two locations where sound pressure spectra were calculated are shown); the long nozzle is
shown in purple.
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4.4.1

Two-dimensional jet embedded in free space

The frst set of results are for a high subsonic (Mach 0.9), as shown in Figure 4.11 and
Figure 4.12, and a supersonic (Mach 2.0) jet embedded in free space (Figure 4.13, Figure 4.14). In the latter case, Mach waves propagating mostly in the downstream direction
coexist with acoustic waves that are moving in all directions. The left parts of Figure 4.11
and Figure 4.13 show contour plots of pressure (in gray) and isolines of velocity magnitude (in color) for the NS solver which is used to predict the fow in the acoustic source
region. One can notice that the pressure is resolved in the nearfeld region only, while in
the farfeld the acoustic waves are rapidly dissipated (at least the high wavenumber range)
since the coarseness of the grid is not able to support all the wavelengths. The middle parts
of Figure 4.11 and Figure 4.13 show contour plots for the Euler solver, where the buffer
region boundaries are highlighted in purple. Radiation boundary conditions are used on
the left, top and bottom boundaries, and an outfow condition coupled with a sponge layer
is used on the right boundary. Both the acoustic and vorticity waves are transferred from
the NS solver to the Euler solver in the buffer region and pass smoothly through the boundaries of the buffer region. The acoustic waves in the farfeld are resolved by the grid. The
right parts of Figure 4.11 and Figure 4.13 show contour plots for the direct noise computation simulation, for which the grid has high resolution in both the near- and farfeld
regions. Qualitatively, the acoustic waves in the farfeld seem to be resolved in the same
way by both Euler and direct noise computation solvers. This statement is validated by
Figure 4.12 and Figure 4.14, where SPL spectra for all three cases are plotted against the
Strouhal number (calculated with respect to the jet diameter and exit velocity). It is evident
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that the SPL spectra for both the Euler and the direct computation results are almost the
same, while the spectrum corresponding to the NS results is highly under-resolved for the
farfeld probe location. The left parts of Figure 4.12 and Figure 4.14 show SPL spectra
corresponding to a nearfeld point, while the right parts of Figure 4.12 and Figure 4.14
give the spectra in the farfeld. As expected, all spectra have the same wavenumber content
since the grids employed have the required grid resolution to resolve the acoustic waves.
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Figure 4.11
High subsonic (Mach 0.9) jet in free space. Contours of pressure (gray) and isolines of
velocity magnitude (color). Left: Navier-Stokes solver applied in the source region;
middle: Euler equations with a penalization term (applied in the region inside the purple
rectangle); right: Direct noise computation using full Navier-Stokes equations.
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Figure 4.12
High subsonic (Mach 0.9) jet in free space. Sound pressure level spectra as a function of
the Strouhal number. Left: a nearfeld location (close to the jet axis) and right: a farfeld
location.
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Figure 4.13
Supersonic (Mach 2.0) jet in free space. Contours of pressure (gray) and isolines of
velocity magnitude (color). Left: Navier-Stokes solver applied in the source region;
middle: Euler equations with a penalization term (applied in the region inside the purple
rectangle); right: Direct noise computation using full Navier-Stokes equations.
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Figure 4.14
Supersonic (Mach 2.0) jet in free space. Sound pressure level spectra as a function of the
Strouhal number. Left: a nearfeld location (close to the jet axis) and right: a farfeld
location.
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4.4.2

Two-dimensional jet impinging on a wall

Unlike other jet fow confgurations that have been considered previously in the literature, the wall is placed further away from the jet exit, where the effect from turbulence
were considerably reduced. The wall is located at 40 diameters downstream of the jet exit,
perpendicular to the jet axis. In this case, the acoustic and Mach waves are refected from
the wall and propagate back to the source region.
In Figure 4.15, results for the high subsonic (Mach 0.9) jet impinging on a vertical wall
are shown, in an analogous manner to the previously described jets embedded in free space.
The contour plots of acoustic pressure show that signifcant attenuation takes place when
the jet is solved on the frst Navier-Stokes grid with stretching applied to the farfeld. In the
middle and left parts of Figure 4.15, corresponding to the acoustic propagation solver and
the DNC solver, respectively, it is shown that the acoustic felds are qualitatively the same.
The SPL spectra corresponding to the nearfeld probe location (left part of Figure 4.16)
have the same SPL and frequency content, since the grids employed by both solvers have
the required grid resolution to resolve the acoustic waves. On the other hand, for the
farfeld location (right part of Figure 4.16), it is evident that the SPL spectra for both the
Euler and the direct noise computation simulations are almost the same, while the spectrum
corresponding to the Navier-Stokes results is under-resolved because the grid resolution in
that region is inadequate. Similar results are reported for the low supersonic (Mach 2.0)
jet, presented in Figure 4.17, except there are additional Mach waves propagating to the
farfeld. The high wavenumber content for the Euler and the direct noise computation
SPL spectra are almost the same for both the nearfeld and farfeld locations (Figure 4.18),
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whereas the spectra obtained from the Navier-Stokes simulation are in good agreement
with the ones of the direct noise computation only in the nearfeld.
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Figure 4.15
High subsonic (Mach 0.9) jet impinging on vertical wall. Contours of pressure (gray) and
isolines of velocity magnitude (color). Left: Navier-Stokes solver applied in the source
region; middle: Euler equations with a penalization term (applied in the region inside the
purple rectangle); right: Direct noise computation using full Navier-Stokes equations.
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Figure 4.16
High subsonic (Mach 0.9) jet impinging on vertical wall. Sound pressure level spectra as
a function of the Strouhal number. Left: a nearfeld location (close to the jet axis) and
right: a farfeld location..
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Figure 4.17
Supersonic (Mach 2.0) jet impinging on vertical wall. Contours of pressure (gray) and
isolines of velocity magnitude (color). Left: Navier-Stokes solver applied in the source
region; middle: Euler equations with a penalization term (applied in the region inside the
purple rectangle); right: Direct noise computation using full Navier-Stokes equations.

71

Figure 4.18
Supersonic (Mach 2.0) jet impinging on vertical wall. Sound pressure level spectra as a
function of the Strouhal number. Left: a nearfeld location (close to the jet axis) and right:
a farfeld location.
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4.4.3

Three-dimensional jet embedded in free space

The case of a 3D jet, embedded in free space, was selected to demonstrate the effcacy
of the penalization technique in modelling noise generation and propagation phenomena.
Here, an axisymmetric cold jet, embedded in free space, with a nozzle exit Mach number
of 3.0 is presented. At frst, the Navier-Stokes equations are solved in the plume region to
calculate the noise sources. Infow boundary conditions are used at the nozzle inlet. Since
the focus is not on the effect of nozzle boundary layers on the jet, a constant radius nozzle
is considered with slip boundary conditions imposed on the walls to avoid friction effects
on the fow inside the nozzle. A cylindrical buffer is employed to transfer the acoustic and
vorticity waves from the Navier-Stokes solver to the nonlinear Euler solver. The cylindrical
buffer region is implemented as:
1 1
1 1
1 1
σ(x) = Ps [ − tanh(βr (r − r1 ))][ + tanh(βx (x − x1 ))][ − tanh(βx (x − x2 ))],(4.8)
2 2
2 2
2 2
where one can notice the radius r1 of the cylinder and its axial limits x1 ,x2 . The βi coeffcients are the radial and axial smoothing parameters. The buffer region length is equal to
15 nozzle diameters, while the radius is equal to 3 nozzle diameters. The NLE solver is
informed through the buffer region of the fow physics occuring in the plume region. No
infow boundaries are considered in the second domain.
Next, qualitative and quantitative comparisons between the Navier-Stokes and the nonlinear Euler solvers are given. In Figure 4.19, contours of pressure (greyscale) and isosurfaces of vorticity magnitude, colored by velocity magnitude are presented for the Mach
3.0 jet embedded in free space. The top part corresponds to the Navier-Stokes solution,
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while the bottom part corresponds to the nonlinear Euler solver. The ability of the penalization technique to accurately transfer the conserved variables through the buffer and
in to the nonlinear Euler domain is evident from the very good agreement of the results
of the two domains. Similar justifcation comes from observing the temperature contours
in Figure 4.20. A quantitative argument is made in Figure 4.21 where pressure histories
(top) and sound pressure level spectra (bottom) are given for a nearfeld (left column) and
a farfeld (right column) probe. It is observed that the pressure histories and spectra of
the nonlinear Euler domain (red lines) are in very good agreement with their counterparts
from the Navier-Stokes domain (black lines) in both the nearfeld and farfeld locations.
The agreement in the nearfeld demonstrates the effciency of the penalization technique,
while, as discussed earlier, the agreement in the farfeld comes from maintaining the same
grid resolution in both domains to facilitate comparison.
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Figure 4.19
Supersonic (Mach 3.0) jet in free space. Contours of pressure (gray) and isosurfaces of
vorticity, colored by velocity magnitude. Top: DNC using the full NS equations; bottom:
NLE equations with penalization term.
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Figure 4.20
Supersonic (Mach 3.0) jet in free space. Contours of temperature. Top: DNC using the
full NS equations; bottom: NLE equations with penalization term.
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Figure 4.21
Supersonic (Mach 3.0) jet in free space. Sound pressure level spectra as a function of the
Strouhal number and pressure histories, respectively, for a nearfeld location (left column)
and a farfeld location(right column).
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4.4.4

Three-dimensional jet impinging on a wall

This section presents results to illustrate the ability of the method to deal with threedimensional wave interactions, generated by the impingement of a Mach 3.0 jet on a wall
perpendicular to the jet axis. As stated in the analysis of the two-dimensional jet, unlike
most cases in the literature, the wall is placed far away from the jet, at a distance of 22
nozzle diameters from the jet exit. Both acoustic and Mach waves are expected to be
refected from the wall back to the fow domain. A cylindrical buffer is employed to transfer
the acoustic, vorticity and entropy waves from the Navier-Stokes solver to the nonlinear
Euler solver and penalize the fow variables. The buffer region covers the area between
the nozzle exit and the wall. Its radius is equal to 4 nozzle diameters. The buffer region is
expected to act as a sponge layer, where the returning waves are absorbed properly without
generating unwanted spurious waves. The penalization source term in the Euler equations
represents the only mechanism responsible of correctly receiving the jet fow information
from the Navier-Stokes solver. Thus, there is no infow boundary condition in the Euler
fow domain.
In Figure 4.22, contours of pressure (in gray) and isosurfaces of SPL at 145 dB for a
cold jet of Mach number 3.0 are displayed. The top part corresponds to the Navier-Stokes
solution, while the bottom part corresponds to the nonlinear Euler solver. Both acoustic
and Mach waves are generated by the jet, travel to the farfeld, and interact with the wall;
the waves are refected back in to the domain. Figure 4.23 gives the SPL signature on the
plane of impingement, where one can notice the almost symmetrical way that the corresponding compression and expansion waves are propagating, due to the impingement plane
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being vertical with respect to the jet axis. The boundaries of the recirculation bubble in the
near wall region and on the wall, due to the impact, can also be observed. Contours of
temperature and pressure (in grey) and isosurfaces of the Q-criterion, revealing the instantaneous turbulent structures of the fow, are given in Appendix A.1 (Figures A.1 and A.2
respectively). It has merit to emphasize on the differences of the size of the vortices, which
are smaller in the jet plume, and increase in size on the vertical wall. As mentioned in the
discussion for the SPL signature on the impingement plane, here the vortices are aligned
in the azimuthal direction, due to the impact of the jet plume on the wall and the radial
stretching in this area. By qualitatively comparing the contour plots, the fow quantities
are properly recovered and propagated by the Euler solver, to the order of accuracy of the
DNC, without noticable variation of details.
In Figure 4.24, pressure histories (top) and SPL spectra versus the Strouhal number
(bottom) are plotted for two probe locations, at the nearfeld (left column) and at the farfeld
(right column). The results obtained from the NLE solver and the DNC simulation are in
good agreement for both locations. Especially for the farfeld probe, where differences are
expected between the full Navier-Stokes equations and the NLE equations, the pressure
signals and spectra are very similar due to the high mesh density of the DNC domain.
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Figure 4.22
Supersonic (Mach 3.0) jet impinging on a wall. Contours of pressure and isosurfaces of
SPL=145 dB. Top: DNC using the full NS equations. Bottom: NLE equations with
penalization term.
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Figure 4.23
Supersonic (Mach 3.0) jet impinging on a wall. Contours of SPL on the impingement
plane. Top: DNC using the full NS equations. Bottom: NLE equations with penalization
term.
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Figure 4.24
Supersonic (Mach 3.0) jet impinging on a wall. Sound pressure level spectra as a function
of the Strouhal number and pressure histories, respectively, for a nearfeld location (left
column) and a farfeld location(right column).
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4.4.5

Three-dimensional jet impinging on an inclined wall

The last set of cases presents results of a supersonic, Mach 1.8 jet and a high subsonic,
Mach 0.9 jet, both impinging on an inclined wall of 45o . Practical examples of jet impingement on complex surroundings are jet impingement during rocket launch, initial stage of
launch abort, multi-stage rocket separation, jet-engine exhaust impingement and powered
Vertical Take-Off and Landing (VTOL) aircrafts. The wall is placed at a distance of 5
diameters from the jet exit, as in similar test cases from the literature [17, 92].
It has merit to mention at this point that, in NASA Special Report 8072[48] acoustic
waves during lift-off of launch vehicles were considered to occur only from sources along
the jet centerline. However, Tsutsumi et al. [91] showed that even a slight modifcation
of the defector geometry can signifcantly alter the acoustic feld at a launch pad. It is
of crucial importance that any defection from the surroundings will not direct the acoustic
waves towards the vehicle. Despite the wide relevance, there are only few studies analyzing
jet noise for non-vertical jet impingement [17].
The physics of a supersonic jet impinging on an inclined wall decompose the fow feld
to the following regions: the free jet, impingement and wall jet regions. Previous studies
have pointed out a recirculation fow in the impingement region and a formation of expansion, compression and shock waves on the impingement surface due to the jet rapidly
expanding after impinging. The acoustic waves can be classifed into three types: i) Mach
wave radiation originated from the mixing layer and the Kevin-Helmholtz instabilities of
the free jet, ii) acoustic waves from the impingement region, and iii) Mach wave radiation
from the wall jet moving at supersonic speeds. The most signifcant component, poten83

tially affecting the integrity of the payload and/or the avionics system of the vehicle under
consideration, is the acoustic waves from the impingement region propagating upwards.
Studies [92] have shown that Mach wave radiation from either the free or the wall jet is the
most signifcant noise source for frequencies up to St 0.4. For St>0.5, the acoustic waves
due to impingement manifest themselves as an important noise source, while the Mach
waves from the wall jet still contribute to the noise spectrum.
Here a supersonic, Mach 1.8 jet is considered. The jet is ideally expanded and the ratio
of the total temperature over the ambient conditions is unity. Figures 4.25 - 4.27 present
results from both the DNC and the NLE approaches. The cylindrical buffer employed here
covers the area between the nozzle exit and the wall. Its radius is equal to 4 nozzle diameters. In Figure 4.25, contours of pressure and isosurfaces of vorticity colored by velocity
magnitude are given. The acoustic waves due to impingement can be readily observed.
In Figure 4.26 the directivity of the SPL signature can be observed and compared directly
to the vertical wall case. Due to the impingement plane being inclined, the fow follows
the slope of the wall downstream, resulting in an asymmetric fow and wave propagation,
which can be seen in all the contour plots (see also Appendix A.2, Figures A.3-A.5). Despite the fact that impingement fows are generally extremely complex, the key feature of
the jet fow is a plate shock near the impingement wall. Between the plate shock and the
wall, regions of sub- and transonic fows are formed, similar to the shock layer produced
by a blunt body in supersonic fow. The plate shock is responsible for the regions of high
compression shown in Figure 4.26.
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Figure 4.27 presents noise spectra and pressure histories for a near and a farfeld location. In the nearfeld location the penalization technique, coupled with the NLE approach,
is in very good agreement with the DNC simulation. Differences can be observed however for the results obtained at the farfeld probe: both in the spectrum and in the pressure
history, the NLE approach better describes the amplitudes of the propagating waves, as
expected, due to the fact that it is less dissipative compared to its LES counterpart.
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Figure 4.25
Supersonic (Mach 1.8) jet impinging on inclined wall. Contours of pressure (gray) and
isosurfaces of vorticity, colored by velocity magnitude. Top: DNC using the full NS
equations, bottom: NLE approach..

86

Figure 4.26
Supersonic (Mach 1.8) jet impinging on an inclined wall. Contours of SPL on the
impingement plane. Left: DNC using the full NS equations, right: NLE approach.
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Figure 4.27
Supersonic (Mach 1.8) jet impinging on inclined wall. Sound pressure level spectra as a
function of the Strouhal number and pressure histories, respectively, for a nearfeld
location (left column) and a farfeld location (right column).
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For completeness, results from the case of the high subsonic, Mach 0.9 are presented
in Figures 4.28-4.30 (see also Appendix A.3, Figures A.6-A.8). Here, the dominant noise
sources are the direct impingement of the jet on the inclined plate and the turbulent structures propagating downstream. Similar to the supersonic case, the acoustic waves due to
the impingement propagating upwards are the most important noise component affecting
the surrounding structures.
Figure 4.30 gives the sound level spectra and the pressure histories of two probes in the
nearfeld and in the farfeld. Compared to the supersonic case, the results obtained with the
NLE and the LES-based approaches are in very good agreement for both locations.
Both qualitatively and quantitatively, it is shown that the approach proposed is able to
capture the important jet fow physics, use the buffer to transfer and penalize the conserved
variables and employ the NLE solver to propagate the acoustics with very good agreement
with a DNC simulation.
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Figure 4.28
High subsonic (Mach 0.9) jet impinging on inclined wall. Contours of pressure (gray) and
isosurfaces of vorticity, colored by velocity magnitude. Top: DNC using the full NS
equations, bottom: NLE approach.
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Figure 4.29
High subsonic (Mach 0.9) jet impinging on an inclined wall. Contours of SPL on the
impingement plane. Left: DNC using the full NS equations, right: NLE approach.
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Figure 4.30
High subsonic (Mach 0.9) jet impinging on inclined wall. Sound pressure level spectra as
a function of the Strouhal number and pressure histories, respectively, for a nearfeld
location (left column) and a farfeld location (right column).
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4.4.6

Comparison between LEE and NLE acoustic predictions for three-dimensional
jet embedded in free space

The approach presented in this work aims to contribute in the ivestigation of nonlinear
wave propagation. For that reason, and to illustrate the importance of the nonlinear waves,
especially in the supersonic regime, a comparative assesment is carried out between the
NLE approach and a Linearized Euler Equations (LEE) solver.
The governing Linearized Euler equations (from Laftte et al. [59]) are written in vector
form as:

~ t + F~x + G
~y + H
~ z = S,
~
U

(4.9)

where U is a vector comprised of fuctuating (u0 ) and mean (ũ) primitive variables (i.e.
u = ũ + u0 ).
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˜ )+
p ⎪
2

γ−1

where ρ is density, p is pressure, T is temperature, u, v and w are the velocity components,
p is pressure.
~ and H
~ are the fux vectors,
F~ , G
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ρ0 ũ + ρ̃u0
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⎪
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ρ0 ũṽ + ρu
˜ 0 v˜ + ρ˜
˜uv 0
˜ 0 w˜ + ρ˜
˜uw0
ρ0 ũw̃ + ρu
u0



1
ρ̃ũ2k
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+
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+ ũ ρ̃ũk u0k + 12 ρ0 ũ2k +

ρ0 vũ
˜ + ρv
˜ 0 u˜ + ρ˜
˜vu0
2ρ̃vv
˜ 0 + ρ0 v˜2 + p0
˜ + ρv
˜ 0 w˜ + ρ˜
˜vw0
ρ0 vw̃
v0
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γ
p̃
γ−1





+ ṽ ρ̃ũk u0k + 12 ρ0 ũ2k +
ρ0 w̃ + ρ̃w0

ρ0 w̃ũ + ρw
˜ 0 u˜ + ρ˜wu
˜ 0

~ =
H
⎪
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⎪
⎪
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⎪
⎪
⎪
⎪
⎪
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⎪
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γ
p̃
γ−1

ρ0 ṽ + ρv
˜ 0

~ =
G
⎪
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⎪
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⎪
⎪
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⎪
⎬

ρ0 w̃ṽ + ρw
˜ 0 v˜ + ρ˜wv
˜ 0
2ρ̃w̃w0 + ρ0 w̃2 + p0
w0



1
ρ̃ũ2k
2

+

γ
p̃
γ−1





+ w̃ ρ̃ũk u0k + 21 ρ0 ũk2 +

⎪
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⎪
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⎪
 ⎪
⎪
⎪
γ
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⎭
p
γ−1
⎫
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⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎬

,

(4.11)

,

(4.12)
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⎪
⎭
p
γ−1
⎫
⎪
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⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
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⎪
⎪
⎬

,

(4.13)

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
 ⎪
⎪
⎪
γ
0 ⎪
⎭
p
γ−1

where
ũ2k = ũ2 + ṽ 2 + w̃2
˜ 0 + vv
˜ 0 + ww
˜ 0
ũk u0k = uu
In the Laftte et al. paper , the following source term [59] is included
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(4.14)

~=β
S

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎫
⎪
⎪
⎪
⎪
0
⎪
⎪
⎪
⎪
⎪
⎪
⎪
∂
∂
∂
0 0
0 0
0 0 ⎪
⎪
˜ u + − ∂y ρu
˜ v + − ∂z ρu
˜ w ⎪
− ∂x ρu
⎪
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

⎪
⎪
⎪
∂
∂
∂
0 0
0 0
0 0 ⎪
⎪
− ∂x ρw
˜ u + − ∂y ρw
˜ v + − ∂z ρw
˜ w ⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎭
0

∂
∂
∂
− ∂x
ρv
˜ 0 u0 + − ∂y
ρv
˜ 0 v 0 + − ∂z
ρv
˜ 0 w0 ⎪ ,
⎪
⎪

(4.15)

where the fuctuating variables come from LES and β is a parameter to adjust the level of
the sources.
This form of the equations can be obtained from the conservative form by substituting
in different forms of the continuity equation to replace time derivatives in terms of spatial
~.
derivatives. This removes some variables from U
Another formulation of the governing Linearized Euler equations (from Bogey et al. [15])
is written in vector form as:

~ t + F~x + G
~y + H
~z + M
~ = S,
~
U

(4.16)

T
~ = { ρ0 ρu
U
˜ 0 ρv
˜ 0 ρw
˜ 0 p0 } ,

(4.17)

~ is:
where U

~ and H
~ are the fux vectors,
F~ , G
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⎪
0
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ρ̃ũw
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⎪
⎪
⎪
⎪
⎪
⎪
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0 ⎪
⎪
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ρ̃ṽw
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⎪
⎪
⎪
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˜ ⎭
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⎪
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⎪
⎪
ρ0 w̃ + ρ̃w0 ⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
0
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⎪
ρ̃w̃u
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⎪
⎪
⎪
⎬
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⎪
⎪
⎪
⎪
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⎪
⎪
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⎪
⎪
⎪
⎪
⎪
⎩

⎪
⎪
⎪
⎪
⎪
⎪
0
0 ⎪
⎪
ρ̃ww
˜ +p ⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
0
0 ⎪
wp
˜ + γ pw
˜ ⎭

F~ = ⎪
⎪
⎪

,

(4.18)

~ =
G
ρ̃vv
˜ 0 + p0 ⎪ ,
⎪
⎪
⎪
⎪
⎪

(4.19)

~ =
H
⎪
⎪
⎪

ρ̃˜
uv 0

0

ρ˜wv
˜ 0

,

(4.20)

~ being the vector removed for simlifcation. It contains refraction and meanwith M
fow derivatives that can excite instabilities in the LEE solutions. Bogey et al. [15] remove
this term.
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~ =
M
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⎪
⎪
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⎪
⎪
⎪
⎩

(ρ̃u0 + ρ0 ũ) ∂∂xu˜ + (ρ̃v 0 + ρ0 ṽ) ∂∂yu˜ + (ρ̃w0 + ρ0 w̃) ∂∂zu˜
∂ṽ
∂ṽ
(ρ̃u0 + ρ0 u)
˜ ∂x
+ (ρ̃v 0 + ρ0 v)
˜ ∂y
+ (ρ̃w0 + ρ0 w)
˜ ∂ṽ
∂z

,

(4.21)

∂ũ ∂ṽ ∂w̃
∂p̃
∂p̃
∂p̃
+
+
) − (γ − 1)(u0
+ v0
+ w0 )
∂x ∂y
∂z
∂x
∂y
∂z

(4.22)

0

0

(ρ̃u + ρ

(γ − 1)p0 (

⎫
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎬

ũ) ∂∂xw˜

0

0

+ (ρ̃v + ρ

ṽ) ∂∂yw˜

0

0

+ (ρ̃w + ρ

(γ − 1)p0 r · ~ũ − (γ − 1)u~0 · rp̃

w̃) ∂∂zw˜

⎪
⎪
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⎪
⎪
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⎪
⎪
⎭

In Bogey et al. [15], the following source term is included
⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎫
⎪
⎪
⎪
⎪
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⎪
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⎪
˜
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S1 − S1 ⎪
⎪
⎪
⎪
⎪
⎬

~ = β S − S˜
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S
2 ⎪
⎪ 2
⎪
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⎪
⎪
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⎪
⎪
⎪
⎪
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⎪
⎩

S3 − S˜3
0

(4.23)

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎭

where

∂ρu0i u0j
Si =
∂xj

(4.24)

and

S̃i = (

g0 u0
∂ρu
i j
)
∂xj

(4.25)

where the fuctuating variables come from LES and β is a parameter to adjust the level of
the sources. The term ρ can be instantaneous ρ = ρ̃ + ρ0 , but the term ρ0 u0 v 0 is negligible,
so ρ̃ can simply be used.
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The equations are transformed into generalized curvilinear coordinates to obtain an
accurate representation of complex wall and fow geometries. The transformation in chainrule curvilinear form is:

τ = τ (t)
ξ = ξ (x, y, z, t)

(4.26)

η = η (x, y, z, t)
ζ = ζ (x, y, z, t) ,

with the transformed equations given in non-conservative form as

~ t + ξt Q
~ ξ + ξx F~ξ + ξy G
~ ξ + ξz H
~ξ
Q

(4.27)

~ η + ηx F~η + ηy G
~ η + ηz H
~η
+ ηt Q

(4.28)

~ ζ + ζx F~ζ + ζy G
~ ζ + ζz H
~ ζ = S.
~
+ ζt Q

(4.29)

A high-order numerical algorithm, involving dispersion-relation-preserving schemes
for spatial discretization and low-dissipation and low-dispersion Runge-Kutta schemes for
time marching, is applied for both NLE and LEE solvers.
The comparison is performed for the supersonic, Mach 3.0 jet, embedded in free space.
Figure 4.31 shows contours of temperature for the isothermal (top part of each fgure) and
the heated jet (bottom part of each fgure). The bottom fgure shows a detailed view of the
domain close to the nozzle exit.
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Figure 4.32 presents the locations of the probes where the noise spectra are calculated
for the comparison of the two approaches. Probes 1, 3, 5 and 7 are located at a distance d
of 60 jet radii (rj ) from the jet exit, while probes 2, 4 and 6 are located at a distance d of
120rj from the jet exit. Probes 1 and 2 are placed at an angle φ of 30o with respect to the
jet centerline, probes 3 and 4 at an angle of 45o , probes 5 and 6 at and angle of 60o while
probe 7 is placed at 90o relative to the jet centerline. These locations are carefully selected.
The nonlinear propagation effects depend on the radiation angle and the distance from the
jet exit [38].
Figures 4.33 - 4.36 present SPL spectra and pressure fuctuations, respectively, obtained using the NLE and LEE approaches at the nearfeld and farfeld probes for both
the isothermal and heated jets. The subscript H in the fgures denotes the heated cases.
A frst conclusion that can be readily drawn is that the heated jet is ”quiter” compared
to the isothermal one, as expected. At probe 1 (φ=30o ,d=60rj ), the spectra between the
LEE and NLE approaches do not present great differences, except for the lower frequency
range, where there is a slight overprediction for the LEE approach. The pressure signals,
however, show differences between the two approaches, even at that location which is relatively close to the jet exit. The most important conclusions from the comparison of the
two approaches are illustrated by examining the spectra and the pressure signals at probe
2 (φ=30o ,d=120rj ). First, the noise spectra present differences of approximately 10dB and
12dB for the isothermal and heated cases respectively. Then, the pressure signals illustrate signifcant differences between the LEE and NLE approaches. The N -shaped waves
shown in the signals calculated with the NLE approach are not present in the LEE signals.
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Probes 1 and 2 were selected to be close to the peak directivity angle, where the nonlinear effects are more signifcant. By observing the spectra and pressure signals of probes
3(φ=45o ,d=60rj ), 5(φ=60o ,d=60rj ) and 7(φ=90o ,d=60rj ), it is evident that the differences
between the results from the two approaches become smaller as the angle increases. Probes
4(φ=40o ,d=120rj ) and 6(φ=45o ,d=120rj ) are shown here to illustrate the capabilities of the
NLE approach to sustain the effects of the buffer region and grid stretching. Both probes
are located inside the sponge layer used at the top boundary of the domain. While the linear
character of the LEE approach leads to rapid absorption of the signals and erreoneous noise
spectra, the NLE approach gives more reliable results even if these locations are contained
in the buffer.
The major conclusion that should be kept from this comparative assessment is that up
to the peak directivity angle and as the distance from the jet exit increases, the nonlinear
effects are very important. The nonlinear effects accumulate as the distance increases, and
along with the N -shaped waves, cause great distortion of the acoustic signals. The peak
noise is reduced and is located at lower Strouhal numbers. Additionally, a higher noise
level is observed for the high frequencies of the nonlinear spectrum, due to the energy
transfer from the mid to high frequencies. The LEE approach does not account for these
effects and, consequently, leads to overpredictions. With further increase of the angle
above the peak directivity value, the nonlinear effects become less signifcant.
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Figure 4.31
Supersonic (Mach 3.0) jet in free space. Contours of temperature for the isothermal (top
part of each fgure) and the heated jet (bottom part of each fgure).
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Figure 4.32
Probe locations for the supersonic (Mach 3.0) jet in free space.
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Figure 4.33
Supersonic (Mach 3.0) jet embedded in free space. Sound pressure level spectra
comparison (probes 1, 2, 3 and 4).
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Figure 4.34
Supersonic (Mach 3.0) jet embedded in free space. Sound pressure level spectra
comparison (probes 5, 6, and 7).
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Figure 4.35
Supersonic (Mach 3.0) jet embedded in free space. Pressure signals comparison (probes
1, 2, 3 and 4).
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Figure 4.36
Supersonic (Mach 3.0) jet embedded in free space. Pressure signals comparison (probes
5, 6, and 7).
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CHAPTER V
NUMERICAL FRAMEWORK OF THE GSA APPROACH

In this chapter a reduced-order model, based on the generalized acoustic analogy theory
of Goldstein[42], for jet noise prediction at low frequency and small observation angles is
described and tested.

5.1

Goldstein’s generalized acoustic analogy and the asymptotic theory
It has merit to describe at this point the derivation of the approach in order to illustrate

the role of the adjoint Green’s function. Starting from the full, compressible Navier-Stokes
equations in conservation form, a linearization is performed by splitting the dependent
variables in to mean and residual components. By following Goldstein’s analysis, the
dependent variables of the linearized Navier-Stokes equations can be modifed in a convenient form. The viscous stress and heat fux perturbations are replaced by the generalized
Reynolds stress and the generalized stagnation enthalpy fux respectively. The farfeld
sound is then determined by the volume integral of an inner product of the propagator and
the Reynolds stress auto-covariance tensors[41]. This approach has proven to be successful
for a number of test cases involving axi-symmetric round jets at a variety of acoustic Mach
numbers and observation angles. It has also shed light on what impact the mean fow feld
has on the farfeld radiated sound for both heated and unheated fows.
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Since the system of equations is now essentially linear, it can be formally solved by using the vector Green’s function through the superposition principle. In the present research,
a reciprocity relation is used to substitute the original, direct Green’s function with the adjoint Green’s function[3]. Tam and Auriault[85] state that the use of the adjoint Green’s
function facilitate the numerical computations. However, the adjoint Green’s function is
employed here mainly because it allows for the farfeld expansion to be carried out before
solving the governing equations, thus greatly simplifying the analysis.
Goldstein, Sescu and Afsar[44] (GSA) constructed an asymptotic solution to the adjoint
vector Green’s function problem in the GAA equations. As opposed to low-frequency
asymptotics in a parallel fow, they considered a slowly diverging jet fow in which the
spread rate, , is an asymptotically small parameter,   O(1). GSA determined that the
only distinguished limit that could produce leading order changes to the acoustic spectrum
is when the Strouhal number is of the same order as the jet spread rate. The resulting
adjoint vector Green’s function was different from the parallel fow result everywhere in
the jet, not just in the critical layer, as reported in Goldstein and Leib[43]. Non-parallelism
appeared in the analysis at supersonic speeds and only affected the solution within a thin
critical layer where the adjoint vector Green’s function is singular for the locally parallel
mean fow.
Following GSA, Afsar et al.[2] assessed the predictive capability of the asymptotics
by using a Reynolds-averaged Navier-Stokes (RANS) mean fow solutions to calculate the
adjoint Green’s function and the low-frequency asymptotically dominant propagator term
in the GAA equations. Their main numerical result confrmed that an accurate prediction of
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the farfeld sound can be made using this asymptotic approach. The predictions generally
break down (i.e., rapidly decrease), however, above the peak Strouhal number (at St = 0.5
or so), but that is not altogether unexpected owing to the low-frequency applicability of the
theory.
I focus on approximating the propagator tensor by determining an appropriate asymptotic solution for the adjoint vector Green’s function that it depends on, by using an asymptotic approach at all frequencies of interest for jet noise prediction. The Green’s function is
then rationally approximated by a composite formula in which the GSA non-parallel fow
Green’s function asymptotic solution is used at low frequencies and the O(1) frequency
parallel fow Green’s function is used for all frequencies thereafter. The former solution
uses the fact that non-parallelism will have a leading order effect on the Green’s function
everywhere in the jet under a distinguished scaling in which the jet spread rate is of the
same order as the Strouhal number for a slowly-diverging mean fow expansion. Since this
solution, however, is expected to apply up to the peak frequency, the latter O(1) frequency
Green’s function in a parallel fow must be used at frequencies thereafter. I investigate the
predictive capability of the composite Green’s function for the prediction of axisymmetric
round jets at different jet Mach numbers and temperature ratios (isothermal and heated)
using RANS / LES data.
The details here follow from Goldstein [42], Goldstein and Leib[43] and GSA. Suppose
that all lengths have been normalized by the nozzle radius, rj , and all velocities by the mean
jet exit velocity, Uj . Let the pressure p, density ρ, enthalpy h, and speed of sound c satisfy
the ideal gas law equation of state p = ρc2 /γ and h = c2 /(γ − 1), where γ denotes the
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ratio of specifc heats. Afsar et al. [2] applied the GSA asymptotic theory within the GAA
formalism to show that the low-frequency acoustic spectrum at the observation point x
due to momentum transfer by the fuctuating Reynolds stress in an axi-symmetric round
turbulent jet fow of volume V (y) is given by the algebraic result
(x)
I LOW
ω

→



!2

2c∞ |x|

|G̃12 (y|x; ω)|2 Φ1212 (y; ω)

(5.1)

as |x| → ∞. In the above formula, where  is the jet spread rate, G̃12 (y|x; ω) is the
propagator component and Φ1212 is the spectral tensor component. The cylindrical polar
coordinates y = (y1 , r, ψ) are defned with respect to an origin at the nozzle exit plane.
Equation (5.1) will continue to hold in heated jets when mean fow quantities and turbulence parameters are appropriately defned.

5.2

The propagator solution
The adjoint Green’s function enters through the propagator component, G̃12 (y|x; ω),

defned as
˜ 12 (y|x; Ω) = ∂G̃1 − G̃4 ∂U
G
∂r
∂r

(5.2)

for the Favre-averaged mean fow ṽ = ρv/ρ̄ = (U, Vr )(y) that depends on y1 through the
slow streamwise coordinate Y = y1 = O(1) for a jet of an asymptotically small spread
rate,   O(1). The mean fow then is divided into an inner region, given by slowly
varying mean fow expansion formulae, e.g. equations (13) –(17) in [2], where r = |yT | =
q

y 22 + y 23 = O(1), and an outer region at radial distances, R = r = O(1) . The propagator

component G̃12 (y; Ω) is then defned at the particular scaled temporal frequency, Ω =
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ω/ = O(1), shown by GSA to be where mean fow non-parallelism changes the leadingorder structure of the adjoint Green’s function solution everywhere in the fow (and not just
in the critical layer at supersonic speeds as in the solution from Goldstein and Leib [43])
and at O(1) Mach numbers. This distinguished limit follows supposing that the spacetime adjoint vector Green’s function variable, g aν4 (y, τ |x, t), depends on time, τ , through
the O(1) slowly breathing time T = τ [95]. Therefore, the Strouhal number, St, is of
the order of the jet spread rate, , in the solution of Fourier transform of g aν4 (y, τ |x, t)
(equations 7-9 in [2]).
The asymptotic structure of the adjoint Green’s function is then identical to the mean
fow in that it also distinguishes between an inner solution in the region where the radial distance r = O(1) and into an outer solution in the region where R = r = O(1).
The richest inner equations are found by the non-trivial dominant balance of g aν4 (y, τ |x, t).
The scaled Fourier transform of g aν4 (y, τ |x, t) for ν = (1, 4, 5) then satisfes the equations for the leading-order azimuthal mode expansion since higher-order azimuthal modes
produce an asymptotically small (i.e., o()) correction to these inner equations. However, tremendous simplifcation can be achieved by taking (Y, U ) rather than (Y, r) as the
independent variables of choice. The implicit function theorem shows that y = (Y, r)
can be implicitly related to the feld space y = (Y, U (Y, r)) and that the Green’s func˜ 4 )(y|x; Ω) then depends on (y; Ω) through feld space
tion variable G̃i (y|x; Ω) = (G̃1 , G
(Y, U (Y, r); Ω) ≡ (Y, r; Ω). GSA showed that the one-to-one transformation of indepen-
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dent variables, (Y, r) → (Y, U ), can be used together with the chain rule to combine the
inner equations to the second-order hyperbolic partial differential equation
ce2

∂
∂U



2
1 ¯
˜ 1 ∂ ν̄ = 0,
ν̄
+
X
D
0
∂U 2
ce2



(5.3)

in which Y = const., dU/dY = X̃1 /U are characteristic curves ([37], pp. 121-122). This
equation requires that ce2 (Y, r) = f (U ) and satisfes Crocco’s relation, and for a composite
Green’s function variable ν = ce2 G̃4 +G̃5 . But the Crocco-Busemann relation (see equation
2.4c in [60]), which applies when the jet fow is heated, shows that the mean speed of
sound is still a function of U (Y, r). Therefore, Eq. (5.3) will continue to be valid in such a
case. The advantage of solving this equation to determine the low-frequency structure of
the adjoint linearized Euler equations is clear. The hyperbolic structure of equation (5.3)
shows that it is unnecessary to impose a downstream boundary condition. GSA illustrate
how information propagates to both the left and the right from the U = 0 boundary and
that no boundary conditions are required on the Y = 0 and Y → ∞ boundaries (i.e., no
infow boundary condition is required here). Hence, the solution for the composite variable
ν(Y, U ) is now uniquely determined by the outer boundary conditions (i.e., by matching to
the inner limit of the outer solution using the [94] rule)
ν(0, Y ) → −iΩc2∞ e−iΩY cos θ/c∞

(5.4)

∂ν
(0, Y ) → −iΩc∞ cos θe−iΩY cos θ/c∞
∂U

(5.5)

on the non-characteristic curve U = 0, with Y ≥ 0 (where, as indicated above, U → 0
corresponds to outer limit, r → ∞ ). The coeffcient X̃1 is the streamwise component of
¯ 0 = iΩ + U ∂/∂Y .
the mean fow advection vector and D
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The inner solution ν(U, Y ) is then induced by incoming waves in the outer wave equation. For the O(Ω0 ) solution, any infuence of the nozzle (i.e., via the scattered wave
contribution to the outer solution) can be neglected because the inner solution, which generates the scattered waves, will not behave logarithmically as r → ∞ when matched to the
outer solution. The logarithmic behavior of the axi-symmetric mode of the scattered solution follows from the small argument expansion for the solution to the two-dimensional
Helmholtz equation[70] in the outer region. Using Van Dyke’s rule, this expansion shows
that ν(0, Y ) will not match onto the transcendental lnR behavior as R → 0 at O(Ω0 ).

5.3 Turbulence modeling
The turbulence enters the acoustic spectrum formula, Eq. (5.1), through the spectral
tensor component Φ1212 (y; ω) defned by the space-time Fourier transform

Φ1212 (y; ω) =

Z ∞
1 Z
R1212 (y, η; τ )ei(k.η−ωτ ) dη dτ,
2π V (η) −∞

(5.6)

where the R1212 (y, η; τ ) component of the Reynolds stress auto-covariance tensor is given
by the time-average

1
R1212 (y, η; τ ) = lim
T →∞ 2T

Z T h
−T

i

h

i

ρv 01 v 02 − ρv 01 v 02 (y, τ ) ρv 01 v 02 − ρv 01 v 02 (y + η, τ + τ0 ) dτ0 .
(5.7)

Construction of R1212 (y, η; τ ) using an exponential model with algebraic characteristics and the subsequent calculation of Φ1212 (y; ω) is given in detail in [2], and their fnal
result is used here:
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Φ1212 (y; ω) = 2πA1212 (y)
h



l0 l 1 l2 l 3
χ2 Uc



×

(a0 − a1 − a2 ) + (a1 ω̃ 2 − k̄1 (ω̃(a1 − a2 )(l1 /l0 ) − a1 k¯1 ))(4/χ)

(5.8)
i

(5.9)

where χ(ω̃, k̄1 ) = k¯21 + ω̃ 2 + 1 = (k1 − ω̃(l1 /l0 ))2 + ω̃ 2 + 1 and ω̃ = (ωl0 /Uc ) is the
normalized temporal frequency where Uc is the convection velocity of the turbulence. The
length scales in Eq. (5.9) are taken to be proportional to the local turbulent kinetic energy
k(y) and the rate of energy dissipation ˜(y) as li (y) = ci (k 3/2 /˜)(1y) for i = 0, 1, 2, 3. The
mean fow is obtained from the either LES or RANS calculations.
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CHAPTER VI
RESULTS AND DISCUSSION OF THE GSA APPROACH

To investigate the applicability of the GSA asymptotics under the effect of heating
and supersonic fow, LES and RANS of axisymmetric round jets are employed. For the
purposes of this work, results from LES are reported[3], while RANS simulations were
performed explicity. Acoustic spectra are also presented based on RANS / LES simulations
of four axisymmetric round jets at a fxed jet Mach number. The LES solutions were
reported in Bres [18] (see also Bres et al. [19]) and identifed by the designations B118 and
B122[83] for the unheated and heated confgurations, respectively. The RANS solutions
are referred to as SP 90 (courtesy of Stewart Leib) and SP 49 [54], for the unheated and
heated jets, respectively. The operating conditions are summarized in Table 6.1. The two
sets have been selected to have either the same jet exit Mj (B118 and B122) or the same
acoustic Ma (SP 90 and SP 49).
Case
B118
B122
SP90
SP49

Description
Mj
isothermal ideally-expanded 1.5
heated ideally-expanded
1.5
isothermal ideally-expanded 1.8
heated ideally-expanded
0.9
Table 6.1
LES and RANS test cases.
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T R Ma
1.0 1.5
1.74 1.98
1.0 1.5
2.7 1.5

6.1

RANS / LES Simulations in Flowpsi and Ansys Fluent
RANS / LES simulations are employed to obtain the mean fow needed for the jet noise

predictions using the GSA theory. Figure 6.1 shows contours of density for the axisymmetric, isothermal jet B118, courtesy of Stanford, CTR. Figure 6.2 present the grid (top:
full grid, bottom: detailed view of the nozzle) used for the isothermal jet SP 90. The grid
consists of 59,600 cells. Figure 6.3 shows contours of Mach, temperature, turbulent kinetic
energy and speed of sound, obtained within the RANS framework. In an analogous way,
Figure 6.4 and Figure 6.5 depict the grid, which consists of 297,536 cells, and contours for
the heated jet SP 49. Both grids employ grid stretching towards the farfeld boundaries.
Total conditions are used at the nozzle infow, while no-slip boundary conditions are used
for the nozzle walls. As expected, the potential core of the heated case is shorter compared
to the one of the isothermal case, as a result of the more effcient mixing mechanisms due
to the temperature differences. The simulations were performed using Ansys Fluent[4] and
Flowpsi[22]. Flowpsi is an open source, ideal gas fow solver that is developed utilizing
the Loci framework, which provides for automatic parallelization and logical consistency
checks simplifying the design of highly parallel numerical solvers for partial differential
equations. The Loci framework was developed by Professor Edward Luke at Mississippi
State University. It is a high level rule-based specifcation language which uses a combination of declarative single-assignment semantics and domain specifc mapping operators
as an approach to reduce the complexity of simulation software [23].
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Figure 6.1
Contours of density for jet B118, courtesy of Stanford, CTR.
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Figure 6.2
Grid used for RANS simulations of SP90: full grid (top) and detailed view (bottom).
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Figure 6.3
Contours of Mach, temperature, k and speed of sound for SP90.
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Figure 6.4
Grid used for RANS simulations of SP49: full grid (top) and detailed view (bottom).
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Figure 6.5
Contours of Mach, temperature, k and speed of sound for SP49.
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To point out the reliability of the simulations for SP 90 and SP 49, the results were compared with NASA PIV and RANS data (performed by NASA using the code OVERFLOW[71]).
Figure 6.6 shows line plots of the centerline velocity along the jet axis for SP 49. As observed, the RANS simulations of Flowpsi, Fluent and NASA agree on the location of the
end of potential core of the jet, however, all differ compared to the NASA PIV data. From
the potential core end location and on, NASA RANS is in good agreement with the PIV
data. The data from Fluent closely follow the trend and slightly underpredicts the centerline velocity, while the Flowpsi data also follows the trend but considerably overpredicts.
This can be explained by the boundary conditions employed to reconstruct the total conditions at the jet reservoir. Noise spectra are given in the following sections using RANS
data from both Flowpsi and Fluent.
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Figure 6.6
Centerline velocity comparison between Flowpsi, ANSYS Fluent, NASA RANS and
NASA PIV for SP49.
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6.2

Streamwise development of mean fow and Reynolds stress auto-covariance using LES
In Figure 6.7, the Favre-averaged mean fow felds U , Vr is shown as a two-dimensional

feld for both B118 (cold) and B122 (hot) jets. The LES data was averaged over a time span
of 0.032 s for the B118 case and 0.0176 s for the B122 case (corresponding to 321 and 168
time units D/Uj , respectively) to obtain a converged mean fow, which was then averaged
over each 24-azimuthal plane to obtain an azimuthally averaged mean fow. Comparison
of the top parts of Figure 6.7 shows that heating slightly reduces the potential core length
while increasing the magnitude of the radial velocity Vr (bottom parts of Figure 6.7) and
localizing it closer to the nozzle lip line. However, given these differences, the distribution
of the mean fow advection operator X̃1 in Figure 6.8 appears to be relatively unchanged
in shape; its magnitude associated with the heated jet (right part of Figure 6.8) is slightly
higher in the vicinity of the nozzle lip.
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Figure 6.7
Mean fow contours. Top left : B118, U (Y, r); top right: B122, U (Y, r); bottom left:
B118, Vr (Y, r); bottom right: B122, Vr (Y, r).
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Figure 6.8
Spatial distribution of X̃1 . Left: B118; right: B122.
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Figure 6.9 shows the contours of G̃12 at the peak frequency of St = 0.2 for B118 and
B122 jets. The convergence of the numerical algorithm applied to Eq. (5.3) was analyzed
in GSA and [2], and it was found to be within 5% at almost all regions of the jet, with only
slight differences in results coming near the inner boundary as U → 1. The peak noise
source lies near y1 ∼ 6 or Y ∼ 1. The absolute magnitude of the acoustic spectrum is
greater with heating (at fxed Mj ), which is consistent with the noise measurements of a
heated fow at constant jet Mach number that shows an increase in noise of almost 10dB
with heating.

Figure 6.9
Contours of |G̃12 |. Left: B118; right: B122.
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6.3

Jet noise predictions
Investigation of the parameters of the model showed that it is possible to achieve re-

markably accurate noise predictions of both unheated and heated jets at small observation
angles and relatively low frequency, with (a0 , a1 , a2 ) = (1.0, 0, 0) in Eq (5.9); i.e., a purely
positive correlation that is consistent with the very small (if not negligible) de-correlation
in R1212 with time delay and spatial separation. Hence, only three parameters are needed in
the turbulence model, namely the length scale parameters in Eq (5.9). Since very little difference is observed in the streamwise space-time structure of R1212 , (c0 , c1 ) = (0.15, 1.0)
are maintained in both cases and only c2 varies (where c2 = c3 = c⊥ ), relating to the
transverse length scales. Specifcally, we set c2 = 0.17 for B118 and c2 = 0.09 for B122.
Remarkably, these parameter values provide accurate predictions for the cold jet up to
St ∼ 0.5, which is beyond what was obtained by [2].
In Figure 6.10 and Figure 6.11 the acoustic spectrum (dB) is shown for B118 and
B122, respectively, and compared against experimental data (see[83], Bres[18, 19]). The
spectrum for the observation angle θ = 30 deg shows very promising agreement with
experimental and LES results at low frequencies (almost up to St = 0.6). When the
same set of parameters are used for larger angles (θ = 45, 60 deg), the acoustic spectrum
predictions (shown in Figure 6.10) are no longer in agreement, but this is not surprising
since the theory in its current form is supposed to provide accurate predictions at small
observation angles. In Figure 6.11 the senstivity of the 30◦ prediction for B122 (heated)
jet at various values of parameter c2 is presented. Any predictions in the heated case must
be interpreted as a frst approximation since Eq.(5.1) does not include auto-variances and
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co-variances associated with enthalpy fux and momentum fux/enthalpy fux coupling,
respectively ([1]).
Figure 6.12 gives the acoustic spectra obtained for SP 90 and SP 49 with Flowpsi and
Fluent. Two angles are presented: 30o and 45o . The top part of Figure 6.12 shows the
spectra for SP 90, compared with experimental, courtesy of NASA. It is observed that,
for the 30o , the approach closely follows the experimental data up to the peak frequency,
while considerable differences are observed for higher frequencies. For the 45o there is
promising agreement for the low frequencies.
The bottom part of Figure 6.12 presents the result for the heated case. Once again,
for the 30o , the spectra obtained from Flowpsi and Fluent are in very good agreement and
follow the trend of the heated case B122. However, for the 45o , the spectrum rapidly
decays after St 0.15. The approach gives reasonably good results for low frequencies and
small angles, with its greater advantage been the very low computational cost and time.
By improving the modelling of the spectral tensor, it is expected that the accuracy of the
predictions will be improved for the higher frequencies and angles.
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Figure 6.10
Acoustic spectra for B118: θ = 30 (top) θ = 45 and 60 (bottom).
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Figure 6.11
Acoustic spectra for B122: θ = 300 (top) and sensitivity to c2 (bottom).
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Figure 6.12
SPL spectra comparison between Flowpsi, Fluent and NASA PIV data for SP90 (top) and
SP49 (bottom).
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CHAPTER VII
EPILOGUE

7.1

Conclusions and discussion
Jet noise predictions of turbulent fows in complex environments pose numerous and

interesting problems to CFD / CAA research. The main challenges emerge from the complexity of the high Reynolds number turbulent fows, governed by the Navier-Stokes equations, the disparity of the length scales between the mean fow quantities and the acoustic
disturbances, multidisciplinary phenomena that may take place in the fow feld of interest
and large computational costs. Direct numerical simulations (DNS) and direct noise computation (DNC) solutions are very expensive for realistic applications and, so far, only few
problems have been investigated from that perspective.
Simplifcations to the equations lead to more feasible approaches, such as Reynolds
Averaged Navier-Stokes equations (RANS) that solve for mean fow and a limited number
of turbulent statistics and model the Reynolds stresses, or Large Eddy Simulations (LES)
that solve for the large turbulent structures and model the smaller eddies.
On one hand, the modelling uncertainties introduced by LES could be overcomed by
the development of new or improved subgrid scale (SGS) models and the next generation of
high performance computing (HPC), which will mitigate the computing and storage issues
associated with DNS. On the other hand, the boundary and initial conditions imposed
133

on each problem should be improved to account for both realistic turbulence and more
accurate representation of wave interaction effects.
The main objective of this research is to provide numerical tools for accurate and effcient jet noise predictions. This objective is pursued in two ways: frst, a penalization
technique applied to the nonlinear Euler (NLE) equations is developed and coupled with
LES framework to predict jet noise in complex environments. The challenges here are the
complexity of the problem due to wall surfaces surrounding the jet, the size of the computational domain, which requires massive parallelization, and the strong nonlinear waves
propagating over long distances, thus affecting the noise spectra. Second, a noise prediction model based on Goldstein’s Generalized Acoustic Analogy (GAA) and the adjoint
Green’s function solution is proposed to compute noise spectra from slowly diverging free
jets. GAA is a rather complex, but exact, theory for jet noise predictions. This research
contributed to the improvement of the modelling of the spectral and propagator tensors in
an effort to reduce the empirical nature of the initial formulation. Both implementations
showed good and promising results that can, depending on the problem under investigation,
provide accurate jet noise predictions.

7.2

Future directions
The work presented in this dissertation provides interesting aspects and a fair amount

of contributions to the advancements of CFD / CAA algorithms for jet noise predictions.
The research followed two distinct directions: the frst direction aimed to contribute to
the efforts to predict jet noise in complex environements, by successfully developing and
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evaluating a coupled implicit LES - nonlinear Euler (NLE) equations approach, where a
penalization technique is proposed to account for the noise sources and the NLE equations
are employed to properly propagate the acoustics. The use of buffer regions / sponge layers
has been also extensively investigated in various fow conditions, as they play a key role in
the implementation of the penalization technique. The second direction contributed to jet
noise predictions by improving and testing a complex but exact theory based on Goldstein’s
Generalized Acoustic Analogy (GAA) and employing this theory to benchmark and validate a numerical algorithm formulated upon the adjoint Green’s function solution, leading
to reduced-order and accurate noise predictions of free jets in the linear regime.
To the author’s knowledge, high-accurate jet noise predictions is a very demanding
task, representing an open area of active research. The increasing complexity of the problem, the multiphysics/multiscales character of the fow felds and the need to obtain highquality vibro-acoustic predictions have led to the development of various approaches over
the last 30 years. However, the area remains a rather esoteric feld, the advancements of
which is closely related to turbulence research and improvements in effciency of the numerical algorithms. Up to this day, a full, 3D, Direct Noise Computation (DNC) of the
vibro-acoustic feld generated during a realistic application (e.g. aircraft approach phase,
rocket noise during lift-off) is not viable in terms of computational costs and effciency. In
order for CAA tools to be able to assist in the design phase, assumptions and heuristics
based on the physics of sound generation and propagation are employed to ease the burden
on the computing side. No matter how accurate, these assumptions pose uncertainties in
the predictions that should be treated with caution, until DNC becomes a realistic option.
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The importance of infow and outfow boundary conditions, turbulence physics and
wave phenomena should be highlighted when addressing realistic fows. Special treatment
is required to avoid spurious refections from the boundaries of the domain. Turbulence
scales contributing to sound generation are dependent on fltering, subgrid scale (SGS)
models and turbulence modelling. Wave refection, refraction and diffraction along with
wave nonlinearities propagating over long distances, especially at supersonic Mach numbers, are typical in complex fow felds of aerospace applications. All the above, if not
addressed in a proper manner, result in ambiguities that could render noise predictions
useless. Boundary conditions including combinations of acoustic, vortical and entropy
waves, oriented at different angles with respect to the boundaries, are still under research.
Accurate turbulence representation, based on the state-of-the-art tools and hardware would
be another step towards the improvement of the predictions.
Another direction of this research, emerging from the LES-NLE approach, is the simulation of a full, realistic application such as an aircraft or a rocket, where separate buffers
would be applied in the areas of the domain where secondary noise generation sources
occur (not only in the jet plume). This would require, aside from very large computational
resources and optimized parallel algorithms, a dynamic fow feature detection algorithm
which will provide the location of the secondary noise sources as the simulation advance
in time, similar to an adaptive mesh refnement (AMR) approach.
Regarding the GAA approach, the dependence on the empirical choice of shape parameters can be avoided by a more complete model of the spectral tensor. The full computation
of the tensor, based on the available RANS / LES data and turbulent correlations is a very
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demanding problem, but the advantage of the simplicity of the prediction model can balance the scales and remove empirical ambiguities.
Finally, no matter the problems yet to be solved, the feld of CFD / CAA offers numerous and exciting research endeavours that an engineer should pursue passionately. We
should be always ready and inspired to serve the purpose of the greater good by giving
solutions that work with the available tools of each era.
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APPENDIX A
FIGURES FROM THE ANALYSES OF JETS IMPINGING ON WALL
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A.1

Supersonic Jet Impinging on Wall

This section shows results from the case of the supersonic, Mach 3.0 jet, impinging on
a vertical wall. Contours of temperature and isosurfaces of Q-criterion are presented. The
dominant noise sources are the direct impingement of the jet on the plate and the Mach
wave radiation.

Figure A.1
Supersonic (Mach 3.0) jet impinging on a wall. Contours of temperature. Left: DNC
using the full NS equations, right: NLE equations with penalization term.
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Figure A.2
Supersonic (Mach 3.0) jet impinging on a wall. Contours of pressure (gray) on the
impingement plane and isosurfaces of Q-citerion. Left: DNC using the full NS equations,
right: NLE equations with penalization term.
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A.2

Supersonic Jet Impinging on Inclined Wall

This section shows results from the case of the supersonic, Mach 1.8 jet, impinging on
an inclined wall. Contours of temperature and isosurfaces of SPL and Q-criterion are presented. The most signifcant component, potentially affecting the integrity of the payload
and/or the avionics system of the vehicle under consideration, is the acoustic waves from
the impingement region propagating upwards.

Figure A.3
Supersonic (Mach 1.8) jet on inclined wall. Contours of temperature. Left: DNC using
the full NS equations, right: NLE approach.
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Figure A.4
Supersonic (Mach 1.8) jet impinging on inclined wall. Contours of SPL and isosurfaces
of SPL=145 dB. Top: DNC using the full NS equations, bottom: NLE approach.
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Figure A.5
Supersonic (Mach 1.8) jet impinging on inclined wall. Contours of pressure (gray) on the
impingement plane and isosurfaces of Q-citerion. Left: DNC using the full NS equations,
right: NLE approach.

151

A.3

Subsonic Jet Impinging on Inclined Wall

This section shows results from the case of the high subsonic, Mach 0.9 jet, impinging
on an inclined wall. Contours of temperature and isosurfaces of SPL and Q-criterion are
presented. The dominant noise sources are the direct impingement of the jet on the inclined
plate and the turbulent structures propagating downstream. Similar to the supersonic case,
the acoustic waves due to the impingement propagating upwards are the most important
noise component affecting the surrounding structures.

Figure A.6
High subsonic (Mach 0.9) jet on inclined wall. Contours of temperature. Left: DNC using
the full NS equations, right: NLE approach.
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Figure A.7
High subsonic (Mach 0.9) jet impinging on inclined wall. Contours of SPL and
isosurfaces of SPL=145 dB. Top: DNC using the full NS equations, bottom: NLE
approach..
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Figure A.8
High subsonic (Mach 0.9) jet impinging on inclined wall. Contours of pressure (gray) on
the impingement plane and isosurfaces of Q-citerion. Top: DNC using the full NS
equations, bottom: NLE approach.
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APPENDIX B
EMPLOYMENT OF HOLLOW BUFFERS IN JET APPLICATIONS

155

The Appendix describes an effcient meshing, interpolation and buffer implementation
strategy for jet applications using a hollow cylindrical or box buffer.

B.1

Employment of hollow buffers in jet applications
The results presented in the main body of this dissertation were obtained by using

cylindrical or box buffers that entirely covered the source region of the plume. Also, as
mentioned in the problem discription of the jet cases, the NLE domain had reduced but
similar mesh density, compared to the NS domain where the noise sources are computed.
A different approach that can be followed is to use an NLE domain with signifcantly
reduced resolution in the source region; the source region is then surrounded (and not entirely covered) by a hollow cylinder or box, in an analogous way with the ring buffer that
was employed in the investigation of the acoustic scattering from two cylinders in 2D. An
example of this strategy can be found in Figure B.1. The inner and outer boundaries of
the hollow buffer are shown in pink. By following this implementation, both the point
search-and-detect and interpolation times can be improved, as well as the total computation times, without loss of details, as the important jet physics are still resolved in a high
resolution NS domain and their products are transmitted via the hollow buffer to the NLE
domain, where the acoustic propagation takes place in an increased resolution grid in the
farfeld region. Also, by employing the NS equations in a grid with high resolution in the
source region, rapidly coarsened in the farfeld, and solving the NLE equations with source
terms, informed by the buffer, in a grid of suffcient resolution to propagate the acoustics,
can increase the overall simulation effciency, due to the fact that the full, compressible
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NS equations are much more computationally expensive compared to the NLE equations,
and they are also need to be employed in the source and/or nearfeld regions, where the
important jet physics take place.

Figure B.1
Nearfeld view of the NLE domain and employment of hollow buffers.
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