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Many popular techniques for determining a securities firm’s value at risk are based upon the 
calculation of the historical volatility of returns to the assets that comprise the portfolio, and of the 
correlations between them. One such approach is the J.P. Morgan RiskMetrics methodology using 
Markowitz portfolio theory. An implicit assumption underlying this methodology is that the volatilities 
and correlations are constant throughout the sample period, and in particular that they are not 
systematically related to one another. However, it has been suggested in a number of studies that the 
correlation between markets increases when the individual volatilities are high. This paper 
demonstrates that this type of relationship between correlation and volatility can lead to a downward 
bias in the estimated value at risk, and proposes a number of pragmatic approaches that risk managers 
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1.  Introduction 
 The calculation of a securities firm or bank’s value at risk (VaR) has become one of the key 
indicators employed for the assessment of the risk inherent  in the firm’s trading book. Broadly 
speaking, value at risk is an estimation of the probability of likely losses which could arise from 
changes in market prices. More precisely, it is defined as the money-loss in a portfolio that is expected 
to occur over a pre-determined horizon and with a pre-determined degree of confidence. The roots of 
VaR’s popularity stem from the simplicity of its calculation, its simplicity of interpretation, and from the 
fact that VaR can be suitably aggregated across an entire firm to produce a single number which 
broadly encompasses the risk of the positions of the firm as a whole; see Jorion (1996b) or Dowd 
(1998) for thorough introductions to value at risk. 
 
Broad agreement now exists among both securities firms and regulatory bodies of the usefulness of 
VaR as a risk measurement tool, but there is far less agreement on the issue of how it should be 
calculated. For example, value at risk can be calculated using the “Standard/Internal” approach of the 
Basle Accord, the “Building Block” approach of the original EC Capital Adequacy Directive (CAD), 
the “Comprehensive Approach” of the US SEC, the “Pre-Commitment Approach” of the Federal 
Reserve Board, or by using the “portfolio approach” of the UK’s Securities and Futures Authority 
(see Dimson and Marsh, 1995 & 1997 for an extensive description of and comparison between of 
these methods). Until recently, securities firms in Europe were not permitted to employ internal risk 
management models (IRMMs), being bound by CAD I, which required them to use the Building Block 
Approach. However, under a revised version of CAD, imaginatively entitled CAD II, the use of 
IRMMs for the calculation of capital risk requirements is now permitted in Europe
1. 
 
Even within the sphere of internal risk management modelling, there are still a wide variety of issues in 
estimation, which could result in substantial differences in calculated VaRs, that have yet to be 
resolved. For example, no agreement exists on the appropriate sample size or econometric 
methodology that should be employed, while various models exist (including, but not limited to: simple 
                                                                   
1 See Clifford Chance (1998) for a disucssion of the implications of CAD II. Discussion Papers in Finance: 2000-01 
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averages, exponentially weighted moving averages, GARCH, simulation-based methods). Moreover, 
there are surprisingly few academic studies that address this important topic. One of the few 
exceptions is the study by Jackson et al. (1998), which assesses the empirical performance of various 
models for value at risk using historical returns from the actual portfolio of a large investment bank. 
They find that non-parametric, simulation-based techniques yield more accurate measures of the tail 
probabilities than parametric models based on a normal distribution. Alexander and Leigh (1997) offer 
an analysis of the relative performance of equally weighted, exponentially wei ghted moving average 
(EWMA), and GARCH model forecasts of volatility, evaluated using traditional statistical and 
operational adequacy criteria. The GARCH model is found to be preferable to EWMA in terms of 
minimising the number of exceedences in a backtest, although the simple unweighted average is 
superior to  both
2.  
 
Another aspect of value at risk technology that has been the subject of more academic research is that 
of fat tails in asset return series - that is, the tendency of such series to exhibit  higher numbers of 
extreme movements than would be the case if the data were truly normally distributed. Fat tailed 
return distributions will lead the delta-normal model to understate the true value at risk (see, Jorion, 
1996a or Husisman et al., 1998). For example, a 5% daily loss is observed to occur approximately 
once every two years, while if returns were normally distributed, such a change would be expected 
only once every 1000 years (Johansen and Sornette, 1999). A number of methods to incorporate the 
fat tails have been proposed, most importantly the use of extreme value distributions for returns (e.g. 
Embrechts et al., 1999). Eberlein et al. (1998) propose a new class of models, known as hyperbolic 
models, which they argue provide a good fit to the observed, fat-tailed unconditional distribution of 
stock returns data. Hull and White (1998) also tackle the fat-tails problem by offering a model for VaR 
which allows the researcher to define a class of probability distributions that can be transformed into a 
multivariate normal.  
 
                                                                   
2 Statistical discrepancies in VaR estimation can have serious ramifications. Ju and Pearson (1999), for example, 
show that traders, who know the possible errors in value at risk estimates, can select portfolios which 
deliberately understate the true value at risk relative to the measured VaR. Discussion Papers in Finance: 2000-01 
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However, the focus of this paper is another issue that could have a profound impact on some methods 
for calculating value at risk, and which seems as yet to have received no attention in this growing 
literature. A broad consensus has emerged from various strands of the finance literature that not only 
are volatilities and correlations time-varying, but also the relationship between them varies in a partially 
systematic fashion. Specifically, it has been documented that when markets are individually volatile (so 
that return variances are high), the correlation between the returns of the various different markets 
increases. For example, Karolyi and Stulz (1996) use 1988-92 data from American Depository 
Receipts (ADRs) of Japanese stocks traded on the New York Stock Exchange and a matched sample 
of US stocks, and find that comovements are high when contemporaneous absolute returns of the 
national market indices are high. Ang and Bekaert (1999) go further to suggest that equity market 
correlations increase more in volatile bull than volatile bear markets. 
 
A positive correlation between volatility and correlation potentially presents a large problem for value 
at risk methodologies which rely on them, and for investors. If the two are positively related, the 
benefits of diversification which are imputed from a given correlation matrix will be overstated. More 
fundamentally, the benefits of diversification will run away from portfolios just when investors need 
them the most. This problem is likely to have the strongest impact on risk measurement systems that 
are broadly based upon the estimation of volatilities and correlations, such as the J.P.Morgan 
RiskMetrics™ (1996) approach. Of course, an increase in correlations will only present a problem for 
portfolios that are long the component assets
3.  
 
Chow et al. (1999) adopt a similar procedure to the one we advocate below by splitting the data into 
sub-samples for “stressful” and “normal” periods, in the context of the determination of mean-
variance efficient portfolios. They define outliers to be those observations that fall outside of the centre 
of the distribution (those in the outer 25% tails), for a portfolio comprising 8 asset classes. Chow et al. 
observe the optimal portfolios to be quite different during stressful and normal conditions. Moreover, 
                                                                   
3 On the other hand, a financial institution can also run into difficulties if it has short positions and correlations 
unexpectedly fall; see Jorion (1999), who dis cusses this issue in the context of the failure of Long Term Capital 
Management. Discussion Papers in Finance: 2000-01 
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they observe that the normal portfolio performs rather poorly during times of extreme market 
movements, and that equally, the stressful portfolio performs poorly under normal market conditions. 
Their solution is to estimate separate covariance matrices for the assets under normal and stressful 
market conditions, and to blend them, weighting the normal and stressful covariances according to the 
investor’s degree of risk aversion. 
 
This paper seeks to extend recent studies on these issues in a number of ways. First, the paper 
documents further evidence in favour of the conjecture that correlation and volatility are positively 
related, in both bull and bear markets. Second, we investigate the effect of this phenomenon on value 
at risk models which are based upon the volatilities and correlations approach, and compare those 
effects with an approach based upon full portfolio revaluation at each time step. Finally, we propose 
methods for allowing volatilities and correlations to be time-varying and co-dependent, one of which is 
based upon multivariate GARCH models, while the other represents a simple modification to the 
volatilities and correlations approach. Using out of sample tests of model adequacy, our proposed 
methodologies yield smaller numbers of exceedences of estimated values at risk than the traditional 
volatility/correlation approach. The study is conducted in the context of returns to Southeast Asian 
stock market indices, an issue of substantial research interest, given recent turmoil in these markets, 
although the results are likely to be applicable to any portfolio of financial assets. 
 
The remainder of the paper is organised as follows. Section 2 presents a description of the data 
employed, while the methodologies used for the calculation of values at risk are given in section 3. 
Section 4 discusses our results, while section 5 concludes. 
 
2. The Data 
The analysis undertaken in this paper is based on daily closing prices of five Southeast Asian stock 
market indices: the Hang Seng Price Index, Nikkei 225 Stock Average Price Index, Singapore Straits 
Times Price Index, South Korea SE Composite Price Index and Bangkok Book Club Price Index. The 
data, obtained from Primark Datastream, runs from 1 January 1985 to 29 April 1999, giving a total of Discussion Papers in Finance: 2000-01 
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3737 observations
4. All subsequent analysis is performed on daily log returns, with the summary 
statistics being given in Table 1. All five returns series exhibit the standard property of asset return 
data in that they have ‘fat-tailed’ distributions as indicated by the significant kurtosis coefficients; this 
characteristic is also shown by the highly significant Jarque Bera normality test statistics. Bank 
holidays are not excluded from the analysis, since the markets considered are closed on different days 
from one to another, and hence the removal of bank holiday days from the sample would lead to non-
synchronous observations, which would present a large problem for correlation estimation. Instead, the 
previous day’s trading price is carried forward for a bank holiday, so that the return on the bank 
holiday day for that market which is closed will be zero. It should be noted that this practice is likely to 
lead to a modest downward-bias in risk estimates. 
 
We also form, and perform subsequent analysis on, an equally weighted portfolio consisting of the five 
indices listed above. The advantage of diversification is clearly recognised in this case: the variance of 




The final six rows of Table 1 presents the number of observations (and percentage of the total number 
of observations in parentheses) outside of ±1.645s, and between ±1.645s for each series. Although 
such a criterion would not normally be employed to define a stock market “crash”, this represents the 
definition used in this paper. Thus both large positive and large negative market movements are 
considered as “crashes”, since they represent large losses for short and long positions respectively. 
We conjecture that the results presented in this paper would be even stronger if we had considered 
events that were in the first percentile of the return distribution, but we prefer to concentrate analysis 
on the fifth percentile since it can be estimated considerably more accurately and there are a sufficient 
number of observations in the tail according to this definition that we can compute all the statistics that 
we wish. In fact, when an extreme observation is defined as one lying outside of ±1.645s, this 
                                                                   
4 The first 3486 observations are used for estimation, while the remainder are used for out of sample testing. 
5 Throughout, we assume a long position, and it is therefore the left hand tail of the return distribution which 
constitutes the losses of interest. Discussion Papers in Finance: 2000-01 
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constitutes between 1.5% and 4.1% of the total number of observations, depending on the series. 
 
3. Correlations and Market Crashes 
The simple correlations between the five series using all observations are presented in Panel A of 
Table 2. The strongest relations seem to be between the Japanese, Singapore and  Hong Kong 
markets, whereas correlations between the Korean market index returns and other markets in 
Southeast Asia are all less than 10%. Assessing statistical significance is difficult in this instance due 
to the non-normality of the series, although overlooking this and as a general indicative measure, a 
simple Fisher test can be calculated. The test suggests that correlations of more than 0.18 are 
significant at the 5% level, while those of more than 0.21 are significant at the 1% level, for samples 
of this size. Overall, then, the markets of Southeast Asia seem, as one would expect, to be quite 
strongly correlated. 
 
In order to gain an insight into the effect of volatility upon the correlations, we split the samples into 
“positive crashes” (returns in e xcess of 1.645s) “negative crashes” (returns smaller (i.e. more 
negative) than  -1.645s) and “no crashes” (returns between  -1.645s and +1.645s), and the 
correlations are re-computed. Of course, it is not necessarily the case that in every instance all 
markets will experience large market movements on the same days, and therefore, we can define the 
extreme movements as being generated by any of the 5 markets. Thus panels B to F of Table 2 show 
the correlations when we normalise, or use that market to define the extreme event days for Japan, 
Hong Kong, Singapore, Korea and Thailand, respectively. Sub-panels (i), (ii), and (iii) present the 
correlations for the positive crashes, the negative crashes, and the sample with extreme movements 
removed, respectively. T he result demonstrate a number of relevant features which suggest that 
correlation and volatility are correlated. First, which ever country we use to determine where the 
extreme movements occur, the correlation between the five asset returns series increases 
substantially. For example, for the Japan normalisation (Panel B), the correlation between Singapore 
and Hong Kong increases from less than 45% to over 66% for the large positive movements and over 
76% for the large negative movements. The effect is most noticeable when Thailand is used to Discussion Papers in Finance: 2000-01 
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determine when the large changes occur; in this case the correlation increases from 22% for all 
observations to 45% for positive crashes and 53% for negative crashes; the correlation never falls for 
the crash sub-samples compared to the whole series.  
 
A second interesting and highly intuitive result is that large negative movements lead to greater 
increases in correlation than large positive movements. For example, when we use Korea to determine 
the timing of the movements, the correlation between the Hong Kong and Korean market movements 
is 8% for large positive moves and 28% for large negative moves. This result confirms the predictions 
of Ang and Bekaert (1999) that correlations are higher during bear than bull runs in equity markets. 
 
A final noteworthy related feature of the results in Table 2 is the degree to which the correlations 
between the series falls when the extreme observations are removed from the sample. For instance, 
for all observations, the correlation between movements in the Hong Kong and Singapore markets is 
45%, while when the extreme movements according to the Hong Kong series (Panel C(iii) of Table 2) 
are removed, this correlation falls to 31%.  
 
To further see how correlations increase as one moves out into the tail of the distribution, consider 
figure 1, which plots the correlation between the returns on the Japanese and Thai equity indices as 
data from the right hand tail of the distribution are removed one observation at a time, when ordered 
according to the Japanese equity returns. So, starting from the left of the plot, the correlation is 
estimated over all of the data, then as we move from left to right, the highest remaining return is 
removed, and the correlation re-estimated over the remaining sub-sample, until only the last 10 smallest 
(most negative) returns remain. The correlation estimate remains roughly constant at around 8%-15% 
until approximately the top 88% of the distribution is removed to leave the bottom 12%. Thereafter, 
the correlation rises to 20% by the fifth percentile, and then increases rapidly, until it reaches over 
50% inside the lowest percentile of returns. The upshot is that the correlation has increased by at least 
5-fold in the lower tail, compared with that in the whole of the distribution.  
 Discussion Papers in Finance: 2000-01 
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However, an important recent paper by Boyer et al. (1999), argues that the “correlation breakdown” 
observed in many papers could be an entirely spurious statistical artefact, resulting from the manner in 
which researchers split their samples into “stressful periods” and “normal conditions”. Specifically, 
they argue that higher correlations would be expected in the tails of a distribution which has been split 
via its fractiles than in the centre, purely as a result of the fact that the tail deciles are wider and have 
larger variances, even if the underlying distributions concerned are mutlivariate normal with constant 
correlation coefficient. Boyer et al. (1999, p15) argue that a valid method of testing for changing 
correlations should “… begin with a data-coherent model of the data generating process that builds the 
possibility of structural changes, estimate the model parameters, and only then decide whether the 
estimated parameters imply changing correlations”. This challenge has b een taken up by Kim and 
Finger (2000), who introduce a new test for correlation breakdown which they term the “broken arrow 
stress test”.  
 
Theorem 1 of Boyer  et al. shows the relationship between the conditional and unconditional 
correlations for two bivariate normal random variables, x and y, when conditioning restricts one of the 
variables. Denoting an event which restricts sub-set of all observations as A, the unconditional variance 
as Var (•), and the unconditional correlation as r, then the correlation for observations conditional on 


















A x x Var
x Var
A r r r r           (1) 
 In order to investigate whether the differences in correlations between the central and tail portions of 
the data shown in Table 2 of this paper are likely to have resulted from the manner in which the data 
are split into the tails and the central part, we compute the value of rA from equation (1), for each pair 
of series, split so that A represents (separately) the tails, and the centre of the distribution, and with 
fixed correlations equal to those given in Panel A of Table 2. The conditional correlation that would be 
expected for two bivariate normally distributed, stationary random variables with these correlations are 
presented in Table 3. As is evident from the table, in virtually no cases can the manner in which the 
samples are split be seen as leading to the degree of increase in correlation in the tails that is observed Discussion Papers in Finance: 2000-01 
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in the actual data. For example, the unconditional correlation between the Japanese and Hong Kong 
equity returns is 24%, while the observed correlation in the lower tail is 44%, compared with an 
expected lower tail correlation under a DGP of bivariate normality with fixed correlation of 28%. 
Thus, the actual correlation observed for the tails (in every single case for the lower tail and in the 
majority of cases for the upper tail) cannot be explained purely by reference to the way in which the 
samples were split. Boyer et al. also argue that a virtually identical pattern would be observed if the 
data were distributed as a bivariate GARCH with constant contemporaneous correlation, a more 
realistic data generating process for stock returns. We would thus conclude from this, as Boyer et al. 
concede in their abstract, that correlation breakdown during stressful periods, does still exist, although 
testing for it can be troublesome. 
 
4. Calculating the Value at Risk 
The VaR for each individual index was estimated, using the simple 5% “delta-normal” approach 
proposed in the literature
6, i.e., 
VaR Marked Positionof Asset Sensitivityto iceMove Adverse iceMove Per Day = · · Pr Pr   
(2) 
The sensitivity to price movements is taken to be 1 since we study equities which are linear 
instruments; the adverse price move per day is equal to  1645 . s  where s  is the estimated standard 
deviation of the asset returns over the sample period. The VaRs were estimated using four sample 
periods - (i) using the whole sample period, (ii) the period corresponding to “positive” crashes, (iii) the 
period corresponding to “negative” crashes, and finally (iv) the period with the extreme observations 
removed altogether. In each case, the standard deviation is computed around the unconditional mean 
of the whole series (and not around the mean of the sub-sample). 
 
As well as calculating the value at risk for the individual assets, we calculate the VaR of an equally 
weighted portfolio comprising the five returns series. The historical simulation on the portfolio approach 
for the estimation of the portfolio’s VaR is identical to that above; in other words, we calculate the 
                                                                   
6 Again, we focus on the fifth percentile of the returns distribution by convention and since it can be more Discussion Papers in Finance: 2000-01 
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returns that would accrue to the portfolio, and calculate the VaR of this series. On the other hand, the 
RiskMetrics Approach makes use of the Markowitz Portfolio Theory, whereby for an  N-asset 
portfolio (N = 5 in this study), the value at risk can be calculated by using the following formula: 
  VaR a VAR a a VARVAR p i i
i
N
i j ij i j
j i j i
N
= +





          (3) 
where VaR p is the value at risk of the portfolio, ai and aj are the weights given to each of the assets i 
and j respectively in the portfolio, VaR i and VaR j are the values at risk of the individual series i and j, 
and rij is the estimated correlation between the returns to i and j.  
 
The calculated values at risk are presented in Table 4 for the four sub-samples described above, with 
extreme market movements defined by Japan in Panel A, by Hong Kong in Panel B, by Singapore in 
Panel C, by Korea in Panel D, and by Thailand in Panel E. The values at risk for the portfolio is given 
in the last two rows of each panel of the Table for the historical simulation on the portfolio and 
RiskMetrics approaches respectively. When calculated using all the observations the difference 
between the two is substantial - in fact the historical simulation on the portfolio VaR is almost double 
that of the volatilities and correlations approach, a result echoed by the big change sub-samples. 
Interestingly, for the sub-samples with the crash observations removed, the two approaches give 
similar answers; indeed the RiskMetrics methodology gives slightly larger value at risk estimates. The 
multivariate GARCH model will yield variances and covariances, and therefore value at risk estimates, 
which will vary over time – both for the in-sample estimation period, and also for the out-of-sample 
forward testing period. It is therefore not possible to present comparable estimates from the 
multivariate GARCH model in Table 4, but we note that the in-sample average VaR is 1.65% of the 
value of the marked position. This figure is comparable to that obtained from the whole sample 
estimated using historical simulation on the portfolio (1.58%). 
 
In order to assess further the likely effects of this phenomenon on value at risk calculations, we 
conduct a simple Monte Carlo study, the results of which are presented in Table 5. We use the 
                                                                                                                                                                                                                 
accurately determined than the first percentile required by the Basle Committee rules. Discussion Papers in Finance: 2000-01 
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correlation estimates based separately on: the whole sample, for all crashes only (defined by the 
Japanese market), and with crash observations removed. We generate sets of standard normal 
variates (that is, zero mean and unit variance) with these correlations using the Cholesky factorisation 
(see Jorion, 1996b, pp. 241-243 or RiskMetrics, 1996). In this fashion, we have isolated the effect of 
increased correlation, whilst keeping the sample sizes for the three sets of artificially generated data, 
and the volatilities of the individual series constant and independent of the correlations. In the first 5 
rows of Table 5, we observe that the sample values at risk are, to two decimal places, virtually 
identical for the whole sample and for the samples with correlations estimated from the “all crash 
observations” and “crash observations removed” data. This is entirely expected since we are currently 
determining the VaR of each series in isolation, which will thus be unaffected by the size of the 
correlations.  
 
On the other hand, the last two rows of Table 5 present the VaR of the portfolio, estimated using the 
3,486 observations on an equally weighted portfolio comprising the returns with correlations estimated 
as described in the previous paragraph. The VaR for the portfolio with the larger correl ations (“all 
crash correlations”) is of course higher than that when the correlations between non-extreme events 
are used. But the important finding here is that the historical simulation on the portfolio and 
RiskMetrics approaches give exactly the same answer, in contrast to the analysis presented above 
using the real data. This supports our conjecture that the positive correlation between volatility and 
correlation is behind the discrepancy between the RiskMetrics and historical simulation on the portfolio 
methods. Our results also demonstrate empirically that the correlation breakdowns which were 
observed in Table 2 could not be entirely spurious and due to the splitting of the data into extreme and 
normal observations, for if this were the case, we may expect the results of the historical simulation on 
the portfolio and the RiskMetrics approach to give identical, or very similar VaR estimates on the 
actual data as well.  
 
The discrepancy between the two methods when applied to the real data could arise from empirical 
distributions that are time-varying, or non-additive. It is also not the case that an exact relationship will Discussion Papers in Finance: 2000-01 
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necessarily hold when we move into the realms of forecasting. For example, a VaR estimate based 
upon the forecast of the conditional variance of a portfolio, derived from estimation of a univariate 
GARCH model on that portfolio, could be quite different from a VaR estimate based upon forecasts of 
the conditional variances of the component assets and the forecasted covariances between them.  
The next section proposes two practical methods which could be employed by risk managers for 
revising the volatilities and correlations approach in order to allow for the comovement of these two 
quantities, whilst still allowing the general approach to be retained. 
 
5. Simultaneous forecasting of correlation and volatility 
There has been a substantial academic literature on forecasting volatility (see, for example, Akgiray, 
1989; Day and Lewis, 1992; Brooks, 1998), which broadly argues that volatility forecasts derived from 
the prices of traded options are more accurate than, but do not completely encompass, those obtained 
using econometric models, such as GARCH, or those forecasts calculated using simple averages. 
Equally, there is a small but rapidly growing parallel literature on the prediction of correlations (e.g. 
Walter and Lopez, 1997; Champa and Chang, 1998) using methods based on simple historical 
averages, exponentially weighted moving average correlation models (proposed, for example, in J.P. 
Morgan RiskMetrics, 1996), correlations derived from multivariate GARCH models, and implied 
correlations imputed from the values of traded options. 
 
However, if correlations and volatilities are correlated, then, as has been demonstrated above, it is 
important that both are forecast together for use in the calculation of value at risk. The first method we 
propose for estimating value at risk is based upon a multivariate GARCH model. This study employs 
the BEKK version of the multivariate GARCH model due to  Engle and Kroner (1995). This 
formulation is a highly parsimonious quadratic form, and its development was motivated by the 
difficulty in checking or imposing the restriction that the variance-covariance matrix of residuals, Ht, be 
positive definite for general versions of the model, such as the vec specification or the diagonal model 
of Bollerslev, Engle and Wooldridge (1988). The matrix Ht comprises the conditional variances on the Discussion Papers in Finance: 2000-01 
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leading diagonal, and the conditional covariances elsewhere.  The BEKK parameterisation may be 
expressed as 
H C C A A B H B t t t t = ¢ + ¢ ¢ + ¢ - - - 0 0 1 1 1 1 1 1 1 e e          (4) 
where C0, A1, and  B1 are parameter matrices to be estimated, et-1 is a vector of lagged errors.
 
The 
BEKK parameterisation requires estimation of only 35 free parameters in the conditional variance-
covariance structure (compared with 255 in the unrestricted vec model)
7, and guarantees H t positive 
definite. The model is estimated for the five series under investigation, and the fitted values for the 
conditional variances and covariances are noted. The value at risk can then be estimated using a 
generalisation of (3) above, where the conditional correlations are calculated by dividing the conditional 
covariances with the products of the conditional standard deviations. 
 
It is well known that practitioners have not embraced the employment of GARCH modelling to the 
extent of their academic counterparts. Much of their disapproval stems from estimation difficulties, 
and in particular, the huge computational burden of estimating multivariate GARCH models for 
portfolios with large numbers of assets. The number of parameters increases at such a fast rate with 
the number of assets such that the use of M-GARCH quickly becomes infeasible. 
 
A much simpler method of allowing for the correlation between volatility and correlation which can be 
calculated using a spreadsheet is as follows. First, sort one of the series of returns in ascending order, 
starting with the most negative returns at the top, and ending with the largest positive movements at 
the bottom. Also arrange all of the other series of returns on the assets in the portfolio in parallel 
according to that series so that the time index across the series is preserved. Next, split the re-ordered 
samples of returns to each individual asset into the extremes (e.g. the 10th and 90th percentile, as 
above
8) and the central part (e.g. the middle 80%) of the distribution. Split each of the extremes into 
                                                                   
7 The BEKK model comprises 5 parameters for the intercepts in the conditional variance/covariance equations, 
plus 15 parameters for each of the lagged squared errors and conditional variance/covariance matrices. The vec 
model, on the other hand requires greatly more parameters since separate equations are required for the 
conditional covariances. For a 5 · 5 system, 15 equations are thus required, leading to 15 intercept parameters in 
the conditional variances and covariances, plus 120 parameters for each of the lagged squared errors and 
conditional variances / covariances.  
8 Note that we are estimating a 5% VaR, and not a 10% VaR. Rather, we are using the 10
th percentile as a Discussion Papers in Finance: 2000-01 
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smaller samples, for example, the 1st, 2nd, 3rd,  10th percentile, and the 90th, 91st, …, 99th percentile 
of the return distributions
9. Figure 1 has shown that, roughly speaking, it is the outer 10% of the return 
distribution in each tail where the correlation is markedly different from that for the remainder of the 
observations
10. Next, calculate the correlations,  the volatilities and hence the value at risk separately 
for each of the sub-samples. The purpose of this step is to try to capture the relationship between 
volatility and correlation by estimating these quantities separately for the extremes and the remainder 
of the data. The VaR for the extreme event sub-samples is almost certain to be larger, reflecting the 
reduction in diversification benefits on those days. Finally, take a weighted average of the value at risk 
estimates, where the weights correspond to the number of observations in that sub-sample: 











j p j centre centre
K
i





1         (5) 
where K
- and  K
+ represent the number of sub-samples in the left- and right-hand tails, Ti and  Tj 
represent the number of observations in each of these sub-samples, and VaRp,i and VaR p,j represent 
the value at risk estimates for the portfolio using only the data points corresponding to the extremes in 
that sub-sample. Each component  VaRp,k ( k =  i, j) still employs the 5% one-sided normal critical 
value. 
 
The results of using such an approach are given in Table 6. We use 14 sub-samples of 25 observations 
for each of the tails, plus the remaining sample comprising the central 80% of the ordered 
observations. We also employ 10 sub-samples of 35 observations for the tails, 7 sub-samples of 50 
observations, 2 sub-samples of 175 observations, and 1 sub-sample of 350 observations, for each tail. 
Using the notation of equation (5), we set K
+ = K
- = K and Ti = Tj = Ttail with K = 14, Ttail = 25; K = 
10, Ttail = 35; K = 7, T tail = 50; K = 2; Ttail = 175; K = 1, Ttail = 350. One can immediately see that, 
whichever country is used to define the large market movements, one obtains a very similar value at 
                                                                                                                                                                                                                 
convenient place to split the data into the tail and central parts. 
9 In order to capture as much of the variation in correlation as one moves further into the tails, these samples 
should be as small as possible. 
10 Initially, we used only 3 samples - 10% in each tail and the central 80% of the ordered observations. However, it 
may prove useful to further split the tails in order to achieve sufficient granularity to capture the  
 
dramatic increase in correlation as we reach the first percentile. Discussion Papers in Finance: 2000-01 
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risk estimate as a percentage of the initial value of the portfolio - approximately 1.46%. These values 
are close to the historical simulation on the portfolio figure of 1.57%, and far higher than that of the 
standard RiskMetrics approach (0.81%). We can also see that the number of sub-samples used in 
each tail has a minimal impact upon the results; the VAR reduces only very slightly if the number of 
sub-samples in each tail is reduced. The important point is therefore to separate the tail portion from 
the centre of the distribution in VaR calculation. 
 
In order to determine whether the estimated value at risk would have been sufficient to cover realised 
losses for our sample data, we perform backtests (in-sample tests) and forward (out-of-sample) tests 
on the last 250 observations of the in-sample estimation period and a 250 day hold-out sample 
respectively. The nominal coverage rate is 95%, and we do not scale the VaR estimates nor update 
them on a quarterly basis as the Basle Committee rules require, so that any deviations from the 
expected coverage rate can be easily discerned. The adequacy of the calculated position risk 
requirements calculated using the historical simulation on the portfolio approach, the standard 
RiskMetrics approach, the multivariate GARCH approach, and the proposed weighted RiskMetrics 
method are given in Panel A of Table 7 for backtests and Panel B of Table 7 for forward tests. 
 
In both back- and forward tests, the inadequacy of the standard RiskMetrics approach is evident. The 
values at risk from this approach were considerably smaller than those from the historical simulation on 
the portfolio method, and consequently, the percentage of exceedences is higher than the nominal 5% 
level. For example, a securities firm with a long position would have expected to exceed the capital 
risk requirement on 12 or 13 days in the 250 trading day (1 year) post-sample validation period, 
whereas the number of days on which the RiskMetrics approach would have implied insufficient 
coverage is 46. Even with the Basle scaling factor of 3, such a difference could cause a firm to move 
from the green to the yellow or red zones, and place it on the regulators watch list for costly increases 
in the mutliplier. The performance of the volatilities and correlations method is relatively worse in bear 
markets (where those with a long position lose) than in bull markets (where those with a short position 
lose), which again is anticipated since correlations between asset markets have been observed to be Discussion Papers in Finance: 2000-01 
©ISMA Centre, The Business School for Financial Markets.  16  
stronger in bear than bull markets 
 
On the other hand, both of the new proposed methods of allowing for correlations to change with 
volatility lead to numbers of exceedences closer to both the nominal 5% rule and to the historical 
simulation on the portfolio approach, with slightly fewer than 5% in the backtests and slightly more in 
the forward tests. In f act, the multivariate GARCH model proves to be the best method for the 
calculation of VaR when measured in this way, for it produces less than 5% violations in the backtests 
and only slightly more than the nominal 5% in the out of sample tests. 
 
6. Conclusion 
This paper has investigated whether the volatilities of financial markets are related to the correlations 
between them, in the context of five Southeast Asian stock market indices. An indication of the 
existence of such a relationship was found, and an important downward bias in value at risk estimates 
based upon correlations and volatilities resulting from this phenomenon was highlighted. The historical 
simulation on the portfolio approach is not affected, since by its very nature, when the markets crash 
together, the value of the portfolio investing in those markets will fall correspondingly. However, the 
volatilities and correlations approach to calculating value at risk has a number of attractive features, 
not the least of which that it does not require the portfolio values to be recalculated at every time 
interval. Two methods for allowing for this anomaly were proposed. The first uses time-varying 
conditional covariances and conditional standard deviations from a multivariate GARCH model. The 
second allows the volatilities and correlations methodology to be retained in a slightly modified fashion, 
which involved isolating the extreme observations, calculating their value at risk, and also the value at 
risk of a sub-sample with those extremes removed, and a weighted average is taken.  
 
Although there is no doubt that many other methods that could have been employed, both the methods 
proposed here were found to mitigate the downward bias and to out-perform the standard volatilities 
and correlations approach. Given the current popularity and widespread usage of VaR, and that the 
employment of internal risk management models for calculating position risk requirements is now Discussion Papers in Finance: 2000-01 
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permitted in Europe under the Second Capital Adequacy Directive (CAD-II), it is clearly important 
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  Hong Kong  Japan  Singapore  Korea  Thailand  Portfolio 
Mean 
 
0.00079*  0.00019  0.00039  0.00058  0.00046  0.00048* 
Variance 
 
0.00030  0.00018  0.00020  0.00027  0.00030  9.16e-05 
Skewness 
 
-2.263*  0.109*  -1.175*  0.427*  0.175*  -0.609* 
Kurtosis 
 
51.674*  10.043*  44.338*  5.478*  9.815*  14.463* 
JB Test Statistic  
 
418844*  15706*  306884*  4784*  15014*  32791* 
Number (%) 









































Notes: Summary statistics are presented for a sample of daily returns from 1 January 1985 to 29 April 1999, giving 
a total of 3737 observations, with extreme observations defined as those lying outside – 1.645s, where s is the 
standard deviation of the whole sample of data; * denotes a statistic which is significant at the 5% level. 
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Table 2: Correlation Between Countries 
 
Panel A: All Observations 
  Japan  Singapore  Korea  Thailand 
Hong Kong  0.242  0.448  0.054  0.217 
Japan  -  0.329  0.048  0.132 
Singapore  -  -  0.093  0.296 
Korea  -  -  -  0.107 
Panel B(i): Japan “Positive” Crashes 
Hong Kong  0.390  0.661  0.071  0.356 
Japan  -  0.499  0.061  0.197 
Singapore  -  -  0.142  0.428 
Korea  -  -  -  0.128 
Panel B(ii): Japan “Negative” Crashes 
Hong Kong  0.444  0.763  0.249  0.464 
Japan  -  0.659  0.268  0.438 
Singapore  -  -  0.304  0.577 
Korea  -  -  -  0.256 
Panel B(iii): Japan “No” Crashes 
Hong Kong  0.183  0.359  0.026  0.197 
Japan  -  0.191  0.025  0.067 
Singapore  -  -  0.062  0.248 
Korea  -  -  -  0.094 
Panel C(i): Hong Kong “Positive” Crashes 
  Japan  Singapore  Korea  Thailand 
Hong Kong  0.472  0.747  0.058  0.237 
Japan  -  0.392  0.083  0.253 
Singapore  -  -  0.206  0.513 
Korea  -  -  -  0.101 
Panel C(ii): Hong Kong “Negative” Crashes 
Hong Kong  0.559  0.789  0.167  0.539 
Japan  -  0.593  0.410  0.465 
Singapore  -  -  0.297  0.569 
Korea  -  -  -  0.329 
Panel C(iii): Hong Kong “No” Crashes 
Hong Kong  0.186  0.309  0.031  0.163 
Japan  -  0.303  0.032  0.100 
Singapore  -  -  0.071  0.240 
Korea  -  -  -  0.088 
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Ranel D(i): Singapore “Positive” Crashes 
  Japan  Singapore  Korea  Thailand 
Hong Kong  0.409  0.750  0.286  0.324 
Japan  -  0.504  0.248  0.484 
Singapore  -  -  0.365  0.468 
Korea  -  -  -  0.222 
Panel D(ii): Singapore “Negative” Crashes 
Hong Kong  0.422  0.796  0.351  0.476 
Japan  -  0.773  0.382  0.634 
Singapore  -  -  0.420  0.589 
Korea  -  -  -  0.264 
Panel D(iii): Singapore “No” Crashes 
Hong Kong  0.191  0.362  0.021  0.154 
Japan  -  0.200  0.006  0.040 
Singapore  -  -  0.040  0.208 
Korea  -  -  -  0.085 
Panel E(i): Korea “Positive” Crashes 
  Japan  Singapore  Korea  Thailand 
Hong Kong  0.247  0.718  0.076  0.289 
Japan  -  0.398  0.064  0.348 
Singapore  -  -  0.113  0.469 
Korea  -  -  -  0.264 
Panel E(ii): Korea “Negative” Crashes 
Hong Kong  0.604  0.757  0.276  0.357 
Japan  -  0.610  0.169  0.395 
Singapore  -  -  0.312  0.485 
Korea  -  -  -  0.334 
Panel E(iii): Korea “No” Crashes 
Hong Kong  0.213  0.408  0.029  0.209 
Japan  -  0.306  0.030  0.108 
Singapore  -  -  0.064  0.278 
Korea  -  -  -  0.050 
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Panel F(i): Thailand “Positive” Crashes 
  Japan  Singapore  Korea  Thailand 
Hong Kong  0.351  0.793  0.095  0.451 
Japan  -  0.434  0.098  0.341 
Singapore  -  -  0.235  0.496 
Korea  -  -  -  0.212 
Panel F(ii): Thailand “Negative” Crashes 
Hong Kong  0.359  0.831  0.195  0.534 
Japan  -  0.745  0.344  0.439 
Singapore  -  -  0.311  0.498 
Korea  -  -  -  0.264 
Panel F(iii): Thailand “No” Crashes 
Hong Kong  0.211  0.430  0.038  0.169 
Japan  -  0.237  0.023  0.070 
Singapore  -  -  0.060  0.191 
Korea  -  -  -  0.083 
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Table 3 
Correlation Between Countries Expected from Bivariate Normally Distributed Data with 
Constant Unconditional Correlations Equal to those Given in Panel A of Table 2 to show the 
effect of sorting. 
 
Panel A(i): Japan “Positive” Crashes 
Hong Kong  0.279  0.504  0.063  0.251 
Japan  -  0.376  0.056  0.153 
Singapore  -  -  0.165  0.339 
Korea  -  -  -  0.124 
Panel A(ii): Japan “Negative” Crashes 
Hong Kong  0.277  0.502  0.062  0.249 
Japan  -  0.374  0.056  0.152 
Singapore  -  -  0.164  0.338 
Korea  -  -  -  0.124 
Panel A(iii): Japan “No” Crashes 
Hong Kong  0.177  0.339  0.039  0.158 
Japan  -  0.243  0.035  0.095 
Singapore  -  -  0.103  0.218 
Korea  -  -  -  0.077 
 
 
Panel B(i): Hong Kong “Positive” Crashes 
  Japan  Singapore  Korea  Thailand 
Hong Kong  0.330  0.575  0.076  0.298 
Japan  -  0.439  0.067  0.184 
Singapore  -  -  0.197  0.399 
Korea  -  -  -  0.149 
Panel B(ii): Hong Kong “Negative” Crashes 
Hong Kong  0.332  0.577  0.076  0.299 
Japan  -  0.441  0.068  0.184 
Singapore  -  -  0.198  0.400 
Korea  -  -  -  0.150 
Panel B(iii): Hong Kong “No” Crashes 
Hong Kong  0.160  0.309  0.035  0.143 
Japan  -  0.220  0.031  0.086 
Singapore  -  -  0.093  0.197 
Korea  -  -  -  0.070 
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Panel C(i): Singapore “Positive” Crashes 
  Japan  Singapore  Korea  Thailand 
Hong Kong  0.414  0.674  0.098  0.375 
Japan  -  0.536  0.087  0.236 
Singapore  -  -  0.253  0.492 
Korea  -  -  -  0.192 
Panel C(ii): Singapore “Negative” Crashes 
Hong Kong  0.439  0.701  0.105  0.399 
Japan  -  0.564  0.094  0.253 
Singapore  -  -  0.271  0.519 
Korea  -  -  -  0.206 
Panel C(iii): Singapore “No” Crashes 
Hong Kong  0.159  0.308  0.035  0.142 
Japan  -  0.219  0.031  0.086 
Singapore  -  -  0.092  0.196 
Korea  -  -  -  0.069 
 
Panel D(i): Korea “Positive” Crashes 
  Japan  Singapore  Korea  Thailand 
Hong Kong  0.223  0.418  0.050  0.200 
Japan  -  0.305  0.044  0.121 
Singapore  -  -  0.131  0.274 
Korea  -  -  -  0.098 
Panel D(ii): Korea “Negative” Crashes 
Hong Kong  0.239  0.443  0.053  0.214 
Japan  -  0.325  0.047  0.130 
Singapore  -  -  0.140  0.292 
Korea  -  -  -  0.106 
Panel D(iii): Korea “No” Crashes 
Hong Kong  0.178  0.342  0.039  0.159 
Japan  -  0.245  0.035  0.096 
Singapore  -  -  0.103  0.219 
Korea  -  -  -  0.078 
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Panel E(i): Thailand “Positive” Crashes 
  Japan  Singapore  Korea  Thailand 
Hong Kong  0.270  0.491  0.061  0.243 
Japan  -  0.365  0.054  0.148 
Singapore  -  -  0.159  0.329 
Korea  -  -  -  0.120 
Panel E(ii): Thailand “Negative” Crashes 
Hong Kong  0.278  0.503  0.063  0.250 
Japan  -  0.375  0.056  0.153 
Singapore  -  -  0.164  0.339 
Korea  -  -  -  0.124 
 
Panel E(iii): Thailand “No” Crashes 
Hong Kong  0.165  0.318  0.036  0.147 
Japan  -  0.227  0.032  0.089 
Singapore  -  -  0.096  0.203 
Korea  -  -  -  0.072 
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Table 4: VaR as a Percentage of the Marked Position 
Panel A: Japan 
  All Obs.  “Positive” Crash  “Negative” Crash  “No” Crash 
Japan  1.553  2.526  2.611  1.542 
Hong Kong  2.859  4.334  7.713  2.465 
Singapore  2.281  2.834  5.943  1.993 
Korea  2.495  3.305  3.664  2.424 
Thailand  2.666  4.620  4.735  2.522 
HS on Portfolio  1.575  2.172  3.089  0.725 
Portfolio - RiskMetrics  0.811  1.226  1.741  0.730 
Panel B: Hong Kong 
  All Obs.  “Positive” Crash  “Negative” Crash  “No” Crash 
Japan  1.553  4.042  2.946  1.462 
Hong Kong  2.859  4.009  8.844  1.857 
Singapore  2.281  4.800  4.519  1.995 
Korea  2.495  4.445  4.995  2.376 
Thailand  2.666  5.756  4.522  2.507 
HS on Portfolio  1.575  2.642  3.095  0.767 
Portfolio - RiskMetrics  0.811  1.624  2.130  0.782 
Panel C: Singapore 
  All Obs.  “Positive” Crash  “Negative” Crash  “No” Crash 
Japan  1.553  3.683  4.538  1.506 
Hong Kong  2.859  5.307  9.728  2.296 
Singapore  2.281  4.152  6.822  1.484 
Korea  2.495  4.087  4.450  2.400 
Thailand  2.666  5.908  5.925  2.449 
HS on Portfolio  1.575  2.790  3.516  0.811 
Portfolio - RiskMetrics  0.811  1.704  2.534  0.814 
Panel D: Korea 
  All Obs.  “Positive” Crash  “Negative” Crash  “No” Crash 
Japan  1.553  2.639  3.526  1.517 
Hong Kong  2.859  3.758  4.719  2.755 
Singapore  2.281  3.513  3.497  2.195 
Korea  2.495  2.289  2.462  1.808 
Thailand  2.666  3.867  3.869  2.568 
HS on Portfolio   1.575  2.166  2.611  0.776 
Portfolio - RiskMetrics  0.811  1.189  1.621  0.915 
Panel E: Thailand 
  All Obs.  “Positive” Crash  “Negative” Crash  “No” Crash 
Japan  1.553  3.396  4.555  1.509 
Hong Kong  2.859  4.233  8.899  2.434 
Singapore  2.281  3.993  6.360  1.935 
Korea  2.495  3.782  3.972  2.433 
Thailand  2.666  3.002  3.101  1.787 
HS on Portfolio  1.575  2.468  3.682  0.698 
Portfolio - RiskMetrics  0.811  1.416  2.356  0.848 Discussion Papers in Finance: 2000-01 
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Table 5: VaR as a Percentage of the Marked Position for Artificially Generated Data with 
Given Correlations and Multivariate Normal Distributions 
 
  All Observations  
Correlations 




Japan  1.661  1.665  1.655 
Hong Kong  1.618  1.623  1.616 
Singapore  1.634  1.654  1.633 
Korea  1.631  1.646  1.623 
Thailand  1.650  1.654  1.643 
       
HS on Portfolio   0.987  1.230  0.932 
Portfolio - RiskMetrics  0.987  1.230  0.932 
 
 
Table 6: Modified RiskMetrics VaR for Equally Weighted Portfolio as a Percentage of 
Marked Position 
 










Japan  1.449  1.435  1.434  1.434  1.433 
Hong Kong  1.468  1.467  1.465  1.464  1.465 
Singapore  1.454  1.446  1.446  1.445  1.443 
Korea  1.496  1.487  1.485  1.485  1.485 
Thailand  1.472  1.470  1.470  1.470  1.470 
Note:  K refers to the number o f sub-samples used in each tail, while Ttail refers to the number of 
observations in each sub-sample 
 
Table 7: Backtesting and Forward Testing of VaR Estimated for the Equally Weighted 
Portfolio 
Panel A: Backtesting 
  Long Position  Short Position 
HS on portfolio  5.6%  4.4% 
RiskMetrics  8.8%  6.0% 
Multivariate GARCH(1,1)  4.8%  4.4% 
Modified RiskMetrics  5.6%  4.4% 
Panel B: Forward Testing 
  Long Position  Short Position 
HS on portfolio  6.4%  6.0% 
RiskMetrics  9.2%  6.8% 
Multivariate GARCH(1,1)  6.0%  5.2% 
Modified RiskMetrics  6.4%  6.0% 
Note: Cell entries show the percentage of exceptions in a 250 day in-sample and a 250 day hold-out sample 
respectively. Modified RiskMetrics model refers 14 sub-samples of 25 observations for each tail and a single 
calculation for the 80% centre of the distribution. Discussion Papers in Finance: 2000-01 
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Figure 1: The Correlation between the Returns on the Japanese and Thai Equity Indices 
as Data from the Right Hand Tail of the Distribution are Removed Successively 
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