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1. INTRODUCTION 
Recent papers dealing with the clock synchronization problem in dis- 
tributed networks include those of Dolev et al. (1984), Halpern et al. 
(1984, 1985), Lundelius and Lynch (1984), Lynch and Lundelius (1985), 
and Lamport and Melliar-Smith (1984). In all these papers the message 
transmission times (called, for short, delays) are assumed to be determin- 
istic, and the performance of algorithms is measured by the worst case 
with respect to delays. The following negative result is due to Lynch and 
Lundelius (1985). Even for a completely connected network with k pro- 
cessors, k 1 2, and with delays taking away values between L and H, no 
algorithm can synchronize the clocks better than 6 2 (H - L)(k - 1)/k, no 
matter how many messages are sent. Since (H - L)/2 5 6 5 H - L, it is 
impossible to synchronize the clocks if H - L is large. 
In this paper we study the clock synchronization problem with random 
delays. Our work is motivated by the concluding section of the paper by 
Halpem et al. (1985) which states, “In practice, of course, message trans- 
mission times are best viewed as being randomly chosen from a probabil- 
ity distribution. . . . Finding the best strategy for processors to follow to 
achieve optimal precision as a function of the probability distribution on 
message delivery time remains a completely open problem.” 
As in (Halpern et al., 1985; Lynch and Lundelius, 1983, we view a 
network as an indirect strongly connected graph with nodes representing 
processors, and edges representing communication links. Each processor 
Pi has a local nondrifting clock Di running at the rate of real time. Thus, 
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Q(t) = t + Xi, where the constants Xi are unknown. The problem is to find 
an algorithm which “shifts” the clocks so that the error, i.e., the largest 
difference between any two shifted clocks, is possibly small. 
To synchronize the clocks, processors communicate by sending local 
clocks readings. We assume that the time to transmit a message is a 
random variable with a known probability distribution; say uniform on the 
interval [L, H]. By the average error of an algorithm we mean the ex- 
pected difference between any two shifted clocks. Obviously, the more 
messages sent, the smaller the error. On the other hand, each message 
costs. Thus, there is a trade-off between the error and the cost. We 
therefore analyze the following problem: 
l For a network with k processors and ajxed number II, what is the 
minimal average error among all algorithms that use n messages.? 
l What is the algorithm whose average error is minimal? 
Such an algorithm is called optimal and its (average) error, denoted by 
error(n, k), is called the nth minimal error. 
We now discuss the results beginning with the simple case of k = 2. We 
begin with the case where delays are uniformly distributed. 
For the uniform distribution, the nth minimal error equals 
error@, 2) = H-L 
V2(n + I)(n + 2)’ 
The optimal algorithm is simple to implement. Since it uses unidirec- 
tional messages, it is free of deadlocks. It uses only n additions and at 
most 2n - 2 comparisons and can be implemented so that all messages 
except one are single bit messages. Furthermore, this algorithm is robust 
in the following sense: If nl messages are lost, the average error of the 
algorithm is equal to the (n - ni)th minimal error. 
Similar results hold for k = 2 with arbitrary symmetric distributions of 
delays. More precisely, for an arbitrary symmetric distribution, the opti- 
mal algorithm uses unidirectional messages, and is equal to the Pitman 
estimator (see Ferguson, 1967, and Section 2 of this paper). 
We now turn to the more general case of k processors. 
Let the network have k processors and an arbitrary topology. Then for 
an arbitrary symmetric distribution of delays, the nth minimal error, error 
(n, k), is boundedfrom below by the [nl(k - I)]th minimal errorfor two 
processors, i.e., 
error(n, k) 2 error([&l, 2). 
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For the uniform distribution, we have 
error@, k) L 
(H - L)(k - 1) 
d2(n + k - l)(n + 2k - 2)’ 
In Section 3 we exhibit an almost optimal algorithm ‘p*. This algorithm 
is defined in terms of a minimal diameter tree T that spans the network, 
and its expected error depends on the diameter, diam(T), of T. 
The expected error of the algorithm ‘p* equals 
error( l&J, 2) XGiGVj. 
Thus, 
error([&], 2) 5 error(n, k) YS error([&], 2) m. 
The ga between the lower bound on error(n, k) and the error of PO* is at 
most + diam(T) i m. This means that ‘p* is almost optimal for small 
k. For certain networks the gap is even smaller. Indeed, for a completely 
connected network one can choose T with m = V’?, and for a 
square array network one can choose T with v = m. 
As for the case of two processors, the algorithm (o* is free of deadlocks, 
is robust in the sense described before, and it can be implemented so that 
all messages except k - 1 are single bit messages. This algorithm is fully 
parallelizable; its running time in parallel is proportional to 
([&I - 1) x (bit delivery time) 
+ height(T) x (full message delivery time). 
2. Two PROCESSORS 
In this section we discuss a network with two processors, PI and P2, 
only. Each processor has its local clock D,(t) = t + xi. The problem is to 
synchronize the clocks, i.e., to find numbers zi such that D,(t) - zi is as 
close to &(t) - z2 as possible. Thus, for every x = [xi, x;?] E R*, we want 
to find an approximation z = [zr, ZZ] E !R2, z = z(x), so that 
dist(x, z) = 1(x, - zi) - (~2 - z2)1 is small. 
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In order to synchronize the clocks, processors need to gather some 
information about the network. We now define what we mean by informa- 
tion. 
2.1. Information 
The values xi are unknown (even the ith processor does not know its xi 
number). Processors can read their local clocks any time, they can re- 
ceive readings from their neighbor, and they can send their local times to 
the neighbor. More specifically, suppose that at some moment tl, P2 sends 
its clock reading D2(tI) to P,. Next P2 sends another reading D2(t2), and so 
on. Each reading D2(ts) is received by PI at time i, = ts + e,, where e, is a 
delay in transmitting the message D2(ts). PI knows neither t, nor ;, nor e,. 
Instead, it can read its local clock at ?$. Thus, information about x pos- 
sessed by PI consists of pairs (Di(i,), D2(ts)), where is = t, + e,. Assuming 
that PI received n1 messages, the information which PI knows about the 
network is provided by nl such pairs, (D,(i,s), D2(ts)): s = 1, 2, . . . , nl. 
Thus, the shift of the first processor is computed based on these pairs. Let 
1 
Ys = NJ - D2(ts) = XI - x2 + es, S=l ). . .,r2]. 
Since t, and i, are unknown, it is intuitively obvious that the shifts which 
minimize the worst or average errors (see a definition below) depend on ys 
only; a formal proof of this is very straightforward. Thus without loss of 
generality we shall assume that the information available to the first pro- 
cessor consists of y, = el + h, . . . , yn, = e,, + h, where h = xl - x2. 
Similarly we define the information of the second processor. Namely, 
information of the second processor consists of 122 = II - IZ] numbers 
ys = &(k) - h(t,> = es - h, s=nr+l,. . .,n, 
with h = xl - x2 as above. 
2.2. Algorithms and Their Errors 
We now discuss the concept of an algorithm. By an algorithm we mean 
the way each processor combines its information to compute the shifts zI 
and 22. Thus, an (idealized) algorithm that uses given information in a pair 
of mappings, 
(0 = LPI, 921 and ZI := cpl(el + h, . . . , e,, + h), 
22 := p2(en,+, - h, . . . , e, - h). 
In this paper we assume the delays to be independent random variables 
with a given probability distribution. For simplicity we shall consider only 
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distributions which are concentrated on the interval [L, H], and are abso- 
lutely continuous with respect to Lebesgue measure, i.e., 
Prob(e E A) = 1, y(e) de for any measurable A c 8. 
Here y is the density function of the delay probability measure, i.e., 
y>O and I :y(e) de = 1. 
We also assume that y is symmetric with respect to (H + L)/2. Under this 
assumption, the proofs of all results are simple. The case of nonsym- 
metric delay distributions will be reported in the future. 
The (average) error of an algorithm cp is defined by 
l/2 
dist(x, ~YI, . . . , Y,))~ -y(el) . . . r(e,,) de . 
Thus, the error of an algorithm is defined as the distance between clocks, 
averaged with respect to delays, and then maximized with respect to the 
initial values x1 and x2. Obviously, the square of the error equals 
;~~~j,n Ih - cpdel + h, . . . , en, + h) 
+ &&,+l - h, . . . , e, - h)12 y(eJ . . . y(e,) de. 
As stated in the Introduction, we want to synchronize the clocks with 
the minimal error provided the total number n of messages is fixed. Thus, 
we study the following problem: 
8 Given n, find the algorithm ‘p* whose expected error is minimal, 
error(cp*) = inf,error(cp). 
In particular, we would like to know what is the best split of II, IZ = nl + 
n2, i.e., how many messages should be sent to processor P1 and how many 
to P2. 
This minimal error is denoted by error(n, 2); n indicates the total num- 
ber of messages, and 2 stresses that there are only two processors in the 
network. We shall call error(n, 2) the nth minimal error. 
2.3. Optimal Algorithm 
In this subsection we exhibit an optimal algorithm ‘p* for arbitrary 
information. 
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We begin with the simplest case of unidirectional messages, i.e., n1 = n 
and n2 = 0. This means that II messages are sent from P2 to PI; no 
messages are sent to P2. In this case, we can set 
p* = L&T 01, (2.1) 
where q$ is a solution to the following minimization problem 
inf sup J 1 ‘+‘I hE!N ‘” 
h - qq(el + h, . . . , e, + h)J2 r(e,> . . . y(e,> de. 
This is a well-known parameter estimation problem in statistics (see, e.g., 
Ferguson, 1967), and 
&Y,, . . . , Y,,) = Y,, - A*(YI - Y,,, . . . 7 Y,,-I - Y,,) (2.2) 
with 
A*(tj, . . . 9 t,,) = 
1 ‘,i e,,yk,,Ml + e,,) . . . rU,,-I f e,J de,, 
I ‘,I r(e,Mtl + e,,) . . . ~(t,,-~ + err) de,, ’ 
The function cp: is called in the statistical literature the Pitman estimator. 
We summarize this in the following 
PROPOSITION I. For unidirectional messages (i.e., n 1 = n and nz = 0), 
the algorithm ‘p* provided by the Pitman estimutor is optimal. In particu- 
lar, 
errorb*) = {LNn (en 
Ii2 
- A*(el - e,, . . . , e,-1 - e,))* r(el) . . . r(e,,) de 
u 1 112 = !,I,, ((p:(eI, . . . , e,,))” y(el) . . . y(e,,) de . 
We now list some additional properties of Pitman estimators which we 
shall need later. Since A* depends on y; - y,,, 
~(YI + h, . . . , Y,, + h) = h + &IYI, . . . 9 Y,,), 
Vy E !W, Vh E !li. (2.3) 
Since yi - Y,~ = ei - e,,, A* is the Bayes estimator for e,,, given eI - 
e,, . . . , en-I - e,. Hence 
h - &YI, . . . 9 y,), as a function of the ei’s, is a random variable 
with zero mean and covariance error(cp*)2, and is independent of h. 
(2.4) 
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We end the analysis of unidirectional messages by the following 
EXAMPLE (Uniform Distribution). Suppose that the delay distribution 
is uniform on [L, HI. Then 
QT(Yl, * . . 5 Y,) = 
maxi yi + min; yi - (H + L) 
2 
(see, for instance, Ferguson, 1967, pp. 190). Furthermore, 
{ 
H - LN2(n + l)(n + 2), ifn 2 1, 
error(cp*) = 
Co, ifn = 0. 
We prove this only for n 2 2. Since (~7 depends only on maxi yi and mini yi, 
n(n - 1) H ff 
error( = (H _ Ly L c, I/( 
e1 + e* ; H - L)I(I:,I de)f-* de2de, 
n(n - 1) H fi el + e2 - H - L ’ 
= (H - L)” L P, lli 2 1 
(e2 - eJ-* dezdel 
(H - L)* 
= 2(n + l)(n + 2)’ 
as claimed. 
We now show that unidirectional messages are optimal. 
THEOREM 1. The information consisting of unidirectional messages is 
optimal, and the optimal algorithm that uses such information is given by 
the Pitman estimator. 
Proof. Let nl, n2 > 0, and let Q = [Q,, cp2] be an algorithm that uses 
such information. Then for every h, 
I Ji,~ [h - cpdel + k . . . , err, + h) + QZ@,,,+, - h, . . . , e,, - h)l* 
X y(ed . . . r(eJ 44 = ‘,~,, I L h - cp~(e~ + h, . . . , e,,, + h) 
H+L 
+ Q2 ___ - 2 
(e ,I,+, + h), . * . I y - (e, + h))]I 
x r(e t) . . . y(e,) 44 
since y is symmetric. Letting tj2(tn,+,, . . . , t,) = cpz((H + L)/2 - 
t ?I,+13 * * * 3 (H + I.)/2 - t,J, we have an algorithm @ = [Q,, Q2] that uses 
unidirectional messages, and whose error is equal to the error of the al- 
8 G. W. WASILKOWSKI 
gorithm q. This proves optimality of unidirectional messages, and to- 
gether with Proposition 1, completes the proof. n 
3. GENERAL NETWORK WITH k PROCESSORS 
We now study the synchronization problem for an undirect network. 
Without loss of generality we assume the network to be strongly con- 
nected, since otherwise the error of any algorithm is infinite. As before, 
we want to compute clocks’ shifts zi so that the expected difference 
between the shifted clocks ((Di(t) - z;) - (oj(t) - zj)l is as small as 
possible in the worst case with respect to all pairs i,j. 
The information of the ith processor consists of ni messages received 
from the neighbors. Denoting by ni,j the number of messages received by 
the ith processor from the jth one, we have 
k 
n; = C ni,j. 
j=l 
As before, the total number of messages sent in the network is denoted by 
n. Hence 
n = C ni. 
i=l 
By an algorithm cp that uses such information we mean a k-tuple of 
mappings (0 = [(or, . . . , C,LQ], with the understanding that the shift zi of the 
ith processor is computed by 
Zi := Cpi(Xi - Xl + el, . . . , Xi - XI + e, ,,,, . . . , Xi - Xk + en,). 
Assuming independent identically distributed delays, the error of an algo- 
rithm q~ is defined by 
error(q) = max sup 
ISi,jSk xl....,xrt!N u ‘,i,~ (Xi - Z; - (Xj - Zj))* y(er) . . . de,) de}“‘. 
Optimality of q~* that uses given information, and optimality of informa- 
tion are defined similarly as in Section 2. By error-h k) we denote the nth 
minimal error, i.e., the minimal error among all algorithms that use n 
messages for the network with k processors. This minimal error depends 
ACLOCKSYNCHRONIZATION PROBLEM 9 
heavily on the topology of the network. However, for simplicity we indi- 
cate only the number of processors. 
3.1. Lower Bound 
We have the following lower bound. 
THEOREM 2. For an arbitrary network with kprocessors, the nth mini- 
mal error, error(n,k), is bounded from below by the [n/k - 11th minimal 
error for two processors, i.e., 
error(n, k) L error ([&I, 2). (3.1) 
Proof. Consider arbitrary information. It is easy to observe that there 
exist two different indices (1 and 2, without loss of generality) such that 
ii = nI + rql 5 k ” 1 . I 1 (3.2) 
Note that for the optimal algorithm p* that uses such information, error 
((p*) is not smaller than the minimal expected error between the synchro- 
nized clocks of the first two processors. We estimate error(cp*) from be- 
low even further, assuming that Xj = x2 for-j L 3 and 
error(cp*)2 = inf sup 
QI.Q2 XlJ@ I 
‘31” (XI - z1 - (x2 - ~2))~ r(eJ . . . r(e,) de. 
For Xj = x2, information used to compute ZI is equivalent to information 
consisting of n1 messages received from the second processor. Informa- 
tion of the second processor consists of n2,1 messages received from the 
first processor, and of n2 - n2,1 messages which are equal to delays. Since 
the delays are independent, these n2 - n2,1 messages are irrelevant, and 
therefore the shift z2 depends only on the first n2,1 messages. Hence, the 
optimal shifts for synchronizing only the first two clocks depend only on fi 
messages which are equivalent to messages sent between processors P, 
and P2. This completes the proof. n 
3.2. Upper Bound 
We now exhibit an almost optimal algorithm ‘p* and information whose 
error is close to the nth minimal error. 
Let T be a tree which spans the graph representing the network. With- 
out loss of generality we assume that n is divisible by k - 1. Let 
ti=-&. 
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Starting from the root of the tree T, processors send ri messages to their 
sons. Each son, using the optimal algorithm for two processors, computes 
the shift so to synchronize its clock with the clock of its father. Next, sons 
send fi messages to their sons, and so on. Note that after termination, 
each two neighbors (with respect to T) have their clocks synchronized 
with the expected error equal to error(fi, 2). Let diam(T) denote the 
diameter of the tree T. 
THEOREM 3. The expected error of the algorithm ‘p* equals 
error(&. 2) VdGZO. (3.3) 
Furthermore 
error&J-l-, 21 5 error@, k) 5 error&, 2) VdiG@). (3.4) 
Proof. We only prove (3.3) since (3.4) follows immediately. Take i 
andjfrom(1,. . . , k}. Let the processors between Pi and Pj be labeled by 
indicesi+l,. . .,j-l.Since 
j-l 
(X; - Zi) - (Xj - Zj) = C ((Xs - Z,T) - tx,r+l - &+I))* 
v=i 
and since the random variables (x, - z,) are independent identically dis- 
tributed with zero mean, see (2.4), the expected value of the square of 
(Xi - zi) - (Xj - zj) is equal to the sum of the expected values of the square 
of (x, - z,) - (CC,+, - zs+,). Hence the expected error between ith and jth 
clocks is equal to error@, 2)m. Since j - i % diam(T), and since there 
are two processors with j - i = diam(T), the proof is complete. n 
4. OPEN PROBLEMS 
We list some open problems for clock synchronization. 
l As we mentioned before, there is a gap between the lower and 
upper bounds on the nth minimal error. We would like to narrow this gap. 
In particular, we would like to know optimal algorithms for networks of 
commonly used topologies including linear, ring, and array networks. 
l We assumed the delays to be identically distributed on each com- 
munication link. We want to investigate the networks with distributions 
depending on the links. 
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l What is the optimal algorithm when distributions of the delays are 
not known exactly, and instead we have only a partial knowledge of the 
distributions? 
l We assumed that the clocks do not drift. In practice, however, one 
has to cope with drifting clocks. The average case of the clock synchroni- 
zation problem with drifting clocks should be analyzed. 
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