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Son varios los aspectos y factores que inciden en el desempeño y gestión de la cadena de 
suministro, esto ha motivado a los investigadores en la búsqueda  y solución de problemas 
de diversa índole, realizando aportes  en la formulación y solución con modelos y 
herramientas algorítmicas muy variadas, y aportes significativos que han contribuido  al 
mejoramiento, u optimización, de una  parte o de la totalidad de los problema que afectan el 
desempeño o eficiencia de un sistema  de abastecimiento. 
 
Un primer aspecto está relacionado con la dinámica misma e incertidumbre de los 
mercados, un segundo aspecto tiene que ver con la complejidad para articular todos y cada 
uno de los eslabones o procesos que conforman toda la red de abastecimiento –producción 
y distribución, de bienes o productos terminados, y un tercer aspecto, hace referencia  con 
la globalización de la economía.  
 
Por otro lado, esta globalización ha provocado  la disminución de barreras y en muchos 
casos la pérdida de fronteras comerciales, obligando a las organizaciones a aunar esfuerzos 
y a repensar lo negocios de forma colaborativa, ya sea para mantener los mercados que se 
han ganado y enfrentar la competencia, o  también con el fin de ganar otros espacios, y 
aumentar su participación comercial. En cualquiera de las situaciones, esto ha inquietado a 
investigadores y organizaciones para buscar y desarrollar de forma integrada, estrategias, 
métodos, filosofías  y modelos que mejoren sus ventajas competitivas y les permita dar 
respuesta a muchos problemas que resultan complejos y que  indudablemente limitan y 
dificultan  la toma de decisiones  y  la gestión misma de todo un sistema o de una cadena  
de suministro.  
 
Estas investigaciones abarcan toda una  gama de situaciones, desde modelos 
determinísticos simples, con pocos actores o niveles en la cadena de abastecimiento (pocos 
distribuidores, productos y redes de suministro), hasta modelos matemáticos más 
complejos, que involucran otros  factores,  como la incertidumbre y el modelamiento 




enfocan en los tiempos de entrega, más específicamente para el área de aprovisionamiento 
y servicios. En fin pueden concebirse diferentes tipos de modelos; matemáticos,  no 
matemáticos, estocásticos y de simulación, que abarcan uno o varios factores  relevantes de 
estudio en sus diseños,  y de los  cuales algunos explican el comportamiento parcial de  una 
cadena de suministro, con  muy pocas excepciones el comportamiento ampliado o  general 
de todo el sistema. 
 
Por otro lado, los altos niveles de competitividad a la que están sometidas hoy en día las 
organizaciones, exige el uso de estrategias y de factores diferenciadores para la 
sostenibilidad y éxitos de los negocios. No es suficiente para las empresas la integración de 
los procesos internos, se hace necesario que el concepto de integración pase las fronteras 
empresariales, con el propósito de fortalecer  las relaciones con proveedores y clientes, y de 
esta forma aumentar la ventaja competitiva a todos los eslabones que conforman esa cadena 
de suministro.  
 
Sin embargo, esta integración esta mediada por factores y variables que inciden en la 
eficiencia y desempeño de todo el sistema.  Entre los más relevantes se encuentran, la 
gestión y mantenimiento de los niveles de inventario, las cantidades óptimas de pedido de 
materiales, las relaciones de colaboración y cooperación entre los agentes que conforman la 
cadena de abastecimiento, así mismo los sistemas de información y comunicación, y la 
incertidumbre de la demanda. Y un último factor que por su importancia  ha sido objeto de 
estudio en los últimos años,  está relacionado con los tiempos de entrega o LEAD TIME a 
nivel de proveedores y nivel operativo. Pero este factor,  que se encuentra presente en la 
cadena de suministro aguas arriba (suministro producción) o aguas abajo (clientes), puede 
tener un impacto positivo o negativo por su inestabilidad o variabilidad, y aumenta su 
complejidad cuando interactúa  y está afectada por otras variables o factores  que hacen 
parte del sistema. 
  
En el presente estudio, se hace énfasis principalmente en analizar y estudiar el impacto  y 
desempeño  de los  Tiempos de Entrega (Lead Time) aguas arriba de la cadena de 




sometido a cambios o fluctuaciones, que son características o condiciones mismas del 
sistema. Además de la variabilidad inherente aguas arriba,  el desempeño del sistema está 
condicionado  también  por los aspectos relacionados con las etapas de operaciones o de 
producción, para este caso por la estructura del producto y la lista de materiales. 
Considerando que la cadena de suministro es de tipo multinivel,  la demanda del mercado 
por su variabilidad, se presenta como otro factor igualmente importante que incide 
directamente en el desempeño y eficiencia del sistema, además de afectar y guardar una 
estrecha interacción con el proceso de suministro y  los tiempos de entrega por parte de 
proveedores, razón fundamental para considerarlo en la presente investigación.  
 
De acuerdo a  esa inestabilidad en el mercado y a la estructura del producto, con su 
respectiva lista de materiales, es importante preguntarnos por el efecto y los resultados que  
se esperan en las variables  de costos, niveles de servicio, y las repercusiones que esto 
representa en la complejidad del sistema, o cuando la variable tiempos de entrega, presenta 
incertidumbre o se trabaja con tiempos amplios  o reducidos. Es importante resaltar que se 
requieren más  estudios e investigaciones donde se analice y se muestren resultados sobre el 
impacto en estas variables, se refleje la magnitud del impacto y orienten la decisión para  
trabajar con tiempos de entrega cortos. O  las implicaciones que se tiene en el sistema, en 
los costos y en los niveles de servicio cuando se trabajan con tiempos de entrega muy 
largos.  
 
De cualquier forma, el impacto del lead time puede tener impactos positivos o negativos  en 
el desempeño del sistema, además de la relación con  otros factores que interactúan y que  
forman parte de la cadena de suministro, entre ellos; los costos, la planificación de la 
producción, los niveles de inventarios, la rotación de inventarios, los tamaños de lote, los 
tiempos de entrega a distribuidores, y tiempos de entrega por suministro.  Por esta razón es 
preciso ahondar en estudios o simulaciones  e investigaciones en esta área, con el fin de 
plantear  estrategias,  o modelos que orienten la toma de decisiones y la gestión en una 
cadena de suministro, cuando se trabaja bajo incertidumbre en la demanda y se interactúe  




En resumen es importante determinar  el impacto y la forma como se afectan otros  factores 
y parámetros de una cadena de suministro, cuando se presentan variaciones en  los tiempos 
de entrega, más aun, a qué medida deben operar los Lead Time cuando se desea un nivel de 
servicio especificado y competitivo, y además se requieran minimizar los costos y optar por  
un desempeño eficiente en el sistema. 
 
1.2 DESCRIPCION DEL PROBLEMA 
La logística  tradicional se relaciona solamente con el movimiento físico de 
materiales y con las áreas anexas como Compras o Producción, Comercial o Ventas, 
quienes definen su ámbito de actuación1. Además la función logística se centra en aspectos 
relacionados  con las compras o  la producción, las cuales se traducen en superficies para 
almacenar (“guardar”) los materiales. Para las áreas comerciales o de ventas, la misión de la 
logística tradicional es mover los productos, dentro de los marcos establecidos, hacia los 
clientes. 
 
El entorno actual de la cadena de suministro, está enfocado a priorizar en cuatro 
aspectos básicos2; la globalización de los mercados; Cambios en las necesidades de los 
consumidores; concentración; y los nuevos bloques económicos. Ahora bien, las tendencias 
han marcado  un hito en cuanto a la transformación de la logística empresarial al concepto 
de la cadena de suministro con el fin de mejorar muchos aspectos o factores que  tienen 
influencia en su  desempeño y eficiencia.  
 
Uno de estos factores, está relacionado con la rapidez en los tiempos de entrega 
(Lead Time), mejoras en el servicio al cliente y los costos ocasionados por la gestión 
corriente y arriba y corriente abajo, pasando por el flujo de materiales hasta llegar al cliente 
final. Estas fluctuaciones estadísticas que se presentan  en los tiempos de entrega, e 
inherentes a; los procesos de abastecimiento, programas de producción, planes de pedido y 
entrega, los cuales aunados a las incertidumbres del mercado, aumentan considerablemente  
la complejidad en el sistema.  
                                                 
1 Michael Nickl, Director Gerente Miebach Logística Ltda., Revista Virtual Pro, Edición 43, 2008 




Esta complejidad se ve reflejada en la inestabilidad del sistema y replanificación de 
actividades, producto de las condiciones y variabilidad  de los elementos que caracterizan al 
eslabón primario. Se requiere de la identificación de un  modelo que resuelva el problema 
de la planificación del  programa de producción, en definir niveles óptimos de inventario, 
en el cumplimiento de los programas de pedido, en la planificación del programa de 
despacho y entrega  y en las cantidades optimas a fabricar,  en fin en todos aquellos 
aspectos en el cual  está implícito el factor de tiempos de entrega, y que de una u otra forma  
influyen notoriamente en el desempeño y gestión de la cadena de suministro.  
 
Por esta razón, en esta revisión de artículos, se hace énfasis en el factor tiempos  de 
entrega (Lead Time), se resalta además la relevancia y la interacción con otros factores y 
variables que hacen parte de la cadena, también igual de importantes, la planificación, la 
gestión y optimización de los procesos. 
 
En el presente estudio, nos enfocaremos principalmente en describir el  impacto de 
la complejidad de los Lead Time (LT) en una cadena de suministro, y evaluación de los 
desempeños en términos de costos, nivel de servicio, y la misma complejidad de todo el 
sistema. 
 
 De acuerdo con este criterio, se establecen algunas consideraciones y se identifican 
varios factores de entrada, que se someten a un proceso de simulación con varios niveles de 
operación, con el propósito de estudiar y evaluar el comportamiento de varias variables de 
salida. Estas variables de salida que serán objeto de estudio nos aportaran los elementos 











1.3  Objetivos 
1.3.1 Objetivo General 
 
Analizar el impacto del lead time en una cadena de suministro con diferentes estructuras de 
productos e incertidumbre en la demanda por medio de la simulación en un horizonte 
rodante de planificación. 
 
1.3.2 Objetivos Específicos 
 
 Efectuar una revisión bibliográfica con el fin de conocer el estado actual y las 
tendencias en el estudio e impacto de los tiempos de entrega en un sistema multinivel.  
 
 Plantear una metodología para planificar el proceso de producción en un horizonte 
rodante, y su resultado sea el insumo para la  aplicación  del Modelo de Optimización 
GMOP, con el fin de  indagar el impacto del Lead Time, el desempeño en términos de 
costos y la eficiencia en una cadena de suministro.  
 
 Aplicar el modelo matemático GMOP integrado de una cadena de suministro, con el fin 
de medir el desempeño del sistema,  debido al impacto que ocasiona la variabilidad en 
los tiempos de entrega, a la forma y  estructura  del producto y la incertidumbre en la 
demanda, para la gestión y la toma de decisiones en una cadena de suministro estable. 
 
 Realizar pruebas experimentales, con el propósito de conocer los efectos e interacciones 
entre  el factor tiempos de entrega, y  otros  factores  relevantes  de la cadena de 











Se propone una metodología de tipo exploratoria y descriptiva. 
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2 MARCO TEÓRICO 
2.1 Impacto Del Lead Time En La Cadena De Suministro 
La cadena de suministro se compone de todas las etapas en el cumplimiento de una 
solicitud del cliente (Chopra y Meindl, 2006). Estas etapas son el suministro, fabricación y 
venta al por menor, así como al transporte, y distribución de los productos. 
 
Cada producto debe pasar a través de todas estas etapas con el fin de estar 
disponible para el consumidor final. Uno de los intereses de los directivos, es la eliminación 
de los residuos en toda la cadena de abastecimiento, lo que resulta en el desarrollo de 
múltiples estrategias para mejorar el desempeño, disminuir costos y aumentar eficiencias. 
Sin embargo, debido a la complejidad del medio ambiente, la consecución de dicha 
eliminación se vuelve más difícil. (Kamal & Hafar, 2010).  Sin embargo otras tendencias de 
las Cadenas Suministro, han evolucionado  para que estas cadenas de abastecimiento sean 
más agiles flexibles y sensibles. (Dmitry , Boris , & Joachim , 2009). A través de un nuevo 
marco conceptual, plantea  un modelo de  gestión, mediante la planificación de cadenas de 
suministro con estructuras múltiples y operaciones con consideraciones  de estructuras 
dinámicas. 
 
Bajo este enfoque las cadenas de suministro  se pueden componer de estructuras 
múltiples, las cuales pueden operar  mediante las herramientas a fin a cada tipo de 
estructura, destacándose los procesos de negocios, procesos tecnológicos, procesos 
técnicos, topológicos, procesos de información y financieros.  De tal forma que los cambios 
o adaptaciones  que  se aprecian en una estructura, terminan influyendo e interactuando con 
la demás estructuras. (Dmitry &  Joachim , 2009) 
 
Por otro lado, sostiene (Kamal & Hafar, 2010) que dentro de esa complejidad 
inherente en las cadenas de suministro (Supply Chain), el parámetro tiempos de entrega 




principales que afectan el desempeño y la competitividad de  la cadena,  y hace que el 
proceso de gestión y coordinación de la Supply Chain (SC), sea más  complejo. Analizando 
el flujo de los materiales dentro de una cadena de suministro corriente arriba y de acuerdo a 
la teoría de inventario, el tiempo de entrega afecta a este parámetro y por consiguiente  los 
costos por el mantenimiento de ese inventario. De la corriente abajo, y de acuerdo a la 
teoría de inventario se conoce también que el tiempo de entrega (LT)  afecta otros  
parámetros, como la posesión y tamaño del inventario, el nivel de disponibilidad de los 
productos y las decisiones de compra. Por lo tanto, se puede concluir que el LT afecta el 
rendimiento general  de la SC a través del inventario y de los sistemas de pedidos. (Kamal 
& Hafar, 2010). 
 
De acuerdo a la investigación desarrollada por (Kamal & Hafar, 2010), establece 
que el Tiempo de entrega (LT) se convierte en un factor que no se puede separar al 
momento de gestionar la cadena de suministro. Y como factor inseparable, también 
presenta un grado de incertidumbre. Esta incertidumbre se asocia principalmente a las 
políticas de suministro de pedidos, a los niveles de inventario y el nivel de disponibilidad 
del producto. 
 
Estudios  realizados  por  (Hua, Wang, & Cheng, 2010), destacan la importancia de 
la toma decisiones en cuanto al precio de los productos y el  LT en las cadenas de 
abastecimiento con doble canal de venta, es decir, utilizando el tradicional canal minorista 
y un canal directo online.  
 
El objetivo de la investigación consiste en presentar un marco analítico para la toma 
de decisiones en forma óptima del fabricante y el minorista. Con base en el tiempo de 
entrega y los precios,  la técnica de optimización de dos etapas y un modelo de juegos 
Stackelberg,  se examinan los impactos de los plazos de entrega y la aceptación del cliente 
de un canal directo. (Hua, G., et al., 2009). 
 
El trabajo desarrollado por ( Li, Xu, & Ye , 2011), propone dos modelos; un modelo 




cadena de suministro, con resultados positivos en los costos del inventario debido a la  
reducción de los tiempos de entrega. 
 
La investigación de Li, C. y Liu, S. (2012)  para mejorar la gestión de la cadena de 
suministro, propone un modelo de optimización robusta para reducir el “efecto látigo”, 
dentro de un entorno con incertidumbre, y teniendo en cuenta factores tales como la 
demanda, procesos de producción, estructura de la cadena de abastecimiento, políticas de 
inventario y en especial los retrasos de los proveedores en el tiempo de entrega de las 
órdenes de pedido. El estudio de Li et al (2012), busca entre otros minimizar el efecto 
negativo de las incertidumbres descritas (fluctuaciones o interferencias externas) para evitar 
la aparición del “efecto bullwhip”. 
 
La eficacia y la flexibilidad del método fueron verificadas a través de un estudio de 
simulación. Los resultados arrojan que los retrasos en los plazos de entrega para la 
colocación de pedidos de los proveedores, desempeñan un papel importante en la dinámica 
de la cadena de suministro y contribuyen a la turbulencia y la volatilidad, en otras palabras, 
inducen el “efecto bullwhip” (Li, C. y Liu, S., 2012).  
 
Otras investigaciones refuerzan la afirmación, de que el tiempo de entrega ya sea 
determinista o estocástico, es uno de los factores que exacerban el efecto bullwhip inflando 
la varianza de  la demanda en los niveles aguas arriba de la cadena de suministro ( Kim , 
Chatfield , Harrison, & Hayya, 2006). Se utilizaron técnicas de control de ingeniería 
(funciones de transferencia, respuesta de frecuencia, el análisis espectral) y métodos 
estadísticos con el objetivo de cuantificar el “efecto látigo” (bullwhip), teniendo en cuenta 
lead time (LT) estocásticos y en otros casos considerando el intercambio de información, y 
sin posibilidad al intercambio de la información. Los resultados arrojaron que la 
variabilidad del Lead Time es la que más contribuye a la aparición del  efecto látigo. Kim , 
et al (2006). Sin embargo ( Lee, Klassen, Furlan, & Vinelli, 2014), sostienen que el efecto 
látigo durante mucho tiempo ha sido reconocido como uno de los factores críticos que 
afecta la SC, más específicamente amplificando la variabilidad de la demanda a través de 




Otros Investigadores en el área de la cadena de suministro como,  (De Treville, Shapiro 
& Hameri,  2002) establecen que “Para mejorar el rendimiento de la demanda de la 
cadena de suministro, es mejor para las partes,  concentrarse primero en la reducción 
del tiempo de espera,  en lugar de concentrarse en mejorar la transferencia 
de información de la demanda aguas arriba en la cadena.” (De Treville et al, 2002). En 
esta investigación realizada por (De Treville et al, 2002),  ahonda y reconoce  la 
importancia de los tiempos de  entrega o los Lead  Time, ya sea en el flujo de los 
materiales (corriente abajo) o los tiempos de entrega en  relación a la demanda, son uno 
de los factores claves para establecer la ventaja competitiva y mejorar el rendimiento de 
los procesos. De Treville (2002), proponen un modelo de investigación empírica. Y en 
sus resultados expresa,  que la experiencia y lo que se conoce por parte de los gerentes 
en muchas empresas es que la reducción de los Tiempos de Entrega es difícil y además 
costosa para su implementación. De tal manera que  las decisiones  se apoyan más en 
los sistemas de información, actuando como un mecanismo para provocar que la 
reducción de los tiempos de entrega sea más fácil.  Sin embargo esta decisión que no 
está fundamentada totalmente, terminaba fracasando (De Treville et al, 2002). 
 
 A pesar de que la teoría de la oferta y gestión de la demanda en la cadena de 
suministro, indica que la reducción del tiempo de entrega es un antecedente para el uso de 
la mediación en el mercado (es decir, ajustar la producción para satisfacer la demanda del 
cliente actual), y también para  reducir la incertidumbre de transacción de la cadena. Por lo 
tanto el tiempo de espera  puede ser considerado  el objetivo principal para una correcta  
gestión de la SC. 
 
En los estudios realizados por Bozarth, C, (2009), en la cadena de suministro para 
los procesos de fabricación, resalta la importancia del factor “Tiempos de entrega” (LEAD 
TIME),  y la forma como este incide en el rendimiento de los procesos, o de los sistemas de 
producción.  
Además de definir la complejidad de la cadena, Bozarth, (2009), aclara que, 




ascendente en la cadena de suministro, interna en la planta de fabricación, y aguas abajo de 
la planta de fabricación.” 
 
2.2 Impacto del Lead Time en el Sistema de Inventario y Punto de Pedido 
Se ha observa do que las condiciones  de competencia han obligado a los 
productores a buscar nuevas formas de reducir su inventario, como se observa en el trabajo   
Bjork & Carlsson, 2007, que estudia el impacto del Lead  Time sobre los sistemas de 
inventario, los niveles de stock, y los puntos de pedidos.   
 
Según Bjork ( 2007 ) la flexibilidad es de gran importancia en una red de 
producción-distribución. Y la falta de claridad acerca de quién  debe proporcionar la 
flexibilidad ( Bjork & Carlsson, 2007 ) proponen que esta flexibilidad debe ser en  forma de 
tiempos de entrega flexibles hacia el productor y no entre los distribuidores, como la  
tradición lo establece.  
 
A partir de esta reflexión, Bjork ( 2007) propone dos conjuntos de modelos mixtos 
de programación lineal entera con un horizonte de tiempo fijo: una producción combinada 
y el modelo de inventario (para el productor) con plazos de entrega fijos y uno con los 
plazos de entrega flexibles.  Igualmente (Glock, 2012), propone métodos alternativos para 
reducir el tiempo de entrega y su impacto sobre el stock de seguridad, y un sistema 
continuo para control de los inventarios. 
 
Otro trabajo relacionado con el impacto del Lead Time en los inventarios es 
desarrollado por Taleizadeh, Akhavan, & Makui, (2011), los cuales plantean en su  
investigación un entorno multi-producto, con varias restricciones, un único proveedor y 
múltiple compradores, donde el problema del inventario está determinado por una  
demanda que sigue una distribución uniforme y el tiempo de entrega o LEAD TIME, se 
supone que varía linealmente con respecto al tamaño del lote y además la pérdida de venta, 
debido a la combinación entre escasez del inventario y los pedidos de los clientes.  
El objetivo consiste en determinar el punto de re-orden y la cantidad de pedido de 




los costos totales de la cadena. El modelo de este problema es una mezcla de tipo entero de 
programación no lineal.  Dada su complejidad en la solución, y con el fin de resolverlo, se 
utiliza el método heurístico de optimización  Particle Swarm Optimizatión (PSO). Además 
para validar los resultados de la heurística “Optimización de Enjambres de Partículas”, se 
aplicó un Algoritmo Genético para resolver el problema. Los resultados obtenidos con los 
dos algoritmos y comparándolos con tres ejemplos numéricos para problemas de inventario, 
muestran que el enfoque PSO, presenta mejores resultados y tiene un mejor rendimiento  
que el Algoritmo Genético (GA), en calidad de los resultados, y el tiempo de 
procesamiento.(Taleizadeh et al  2011). 
 
Paralelamente en el trabajo desarrollado por Taleizadeh, et al ( 2011), y la influencia 
que ejerce el Lead time en la combinación entre escasez del inventario y el pedido de los 
clientes, (Chandraa & Grabisb, 2008) consideran otro enfoque relacionado con en el Lead 
Time, y establecen que una reducción en la reposición en el tiempo de entrega del 
inventario, permite reducir los requisitos de seguridad de stock y mejora el servicio al 
cliente. Sin embargo, esta alternativa puede incrementar los costos de adquisición debido a 
un aumento de las tarifas  impuestas por los proveedores, incluso mayores costos de 
transporte.  
 
(Warren Liao & Chang, 2010) Analizan el impacto de los pronósticos de la 
demanda,  y el tiempo de entrega (Lead time - LT) en la política de inventarios de la cadena 
de suministro. Para evitar la pérdida de ventas y manejar una variedad de incertidumbres, el 
inventario es llevado habitualmente en los negocios pero con la desventaja que produce un 
costo de almacenamiento asociado a él.  
 
Con la investigación, los autores proponen el uso de modelos meta-heurísticos, 
específicamente con optimización basada en Colonias de Hormigas (híbrido) – ACOR. Para 
la prueba, se consideraron 15 series de tiempo mensual y 15 trimestral tomando como base 






Otros investigadores como Li, Y., Xu, X., & Ye , F. (2011),  proponen un modelo 
para la coordinación óptima de la cadena de suministro (SC) con Lead Time (LT) 
controlables y restricciones en el nivel de servicio, pero enfocándose básicamente en el 
análisis de los modelos de inventario. El objetivo de la investigación fue  analizar el modo 
en que el tiempo de entrega (lead time - LT) y la restricción del nivel de servicio afectan la 
elección del modelo de inventario en la cadena de suministro.  Maheut & Garcia-Sabater, 
2011 proponen  un modelo matemático bajo el concepto de Stroke y Skus, con el propósito 
de minimizar también los inventarios y los  costos por almacenamiento. 
 
2.3 El Lead Time y Su Impacto en el Sistema de Costos  
Otros estudios, enfocan su atención en el impacto que tiene el Lead Time en el 
sistema de costos de la cadena de suministro, y el sistema de costos- inventarios. Sarker B., 
& Coates E. (1996), estudian el impacto del Lead Time en los costos de las instalaciones 
para los inventarios, o en los modelos que determinan la cantidad económica de pedidos y 
la cantidad de económica de fabricación (EMQ). El objetivo de la investigación se centra 
en dos áreas fundamentales, en primer lugar en la reducción de los costos de instalación, 
cuando el Lead Time se presenta en el modelo en un entorno variable. (EOQ). (Sarker & 
Coates, 1997). En segundo lugar, previa a la reducción de los costos de instalación, se 
asume que hay algún tipo de relación continua, entre el monto de la inversión y la 
reducción de los costes de instalación. (Sarker & Coates, 1997). 
 
Los resultados esperados en la investigación,  es desarrollar un modelo de inventario 
de cantidad económica de fabricación (EMQ) de rango finito, con  variabilidad en los  
tiempos de entrega y capaces de desarrollar o establecer  relaciones para el tamaño óptimo 
de lote, y  el punto óptimo para  configurar el setup o costo de  instalación. (Sarker & 
Coates, 1997). 
 
Sin embargo Maheut  & Sabater (2010), enfocan su investigación en la flexibilidad 
de las operaciones y de las diferentes estructuras posibles de productos o rutas alternativas 
para la fabricación, dependiendo  de las  listas de los materiales, de los niveles del producto 




investigación parte con el  modelo matemático Generic Materials & Operations Planning 
(GMOP), al cual se le introduce el parámetro  tiempo de entrega(LEAD TIME), además 
considera las recepciones programadas, el empleo y análisis de cuatro matrices que buscan 
entre otros, facilitar la implementación del modelo matemático basado en el concepto de 
Stroke y Skus. 
 
El modo de construcción y la interpretación de dicha estructura,  basada en tres o 
cuatro matrices, permite la planificación de las operaciones en estricto nivel de igualdad a 
la de requerimientos de materiales. Maheut  (2010). 
 
Además,  la investigación presenta una evolución del modelo GMOP, en el que se 
introducen las recepciones programadas, debidos a los Strokes, que ya se están ejecutando 
al principio  del horizonte de planificación. Se aborda explícitamente el problema de 
planificación de una red de suministro multi-sitio. (Maheut et al 2010) 
 
El resultado esperado de esta investigación es proponer el modelo matemático  
Generic Materials & Operations Planning (GMOP), de forma ampliada, donde se 
consideran los Lead Time. Para resolver el problema de planificación de las operaciones y 
de los materiales mediante el uso, del concepto de STROKE, se considera para ello un 
método y operaciones alternativas para la fabricación. (Maheut et al 2010) 
 
El estudio del Lead Time y su impacto en la cadena de suministro, ha merecido la 
atención de otros investigadores, (Glock, 2012) estudia métodos alternativos o estrategias  
para reducir el tiempo de entrega y su impacto sobre  factores como: el stock de seguridad y 
los costos totales esperados en el sistema, bajo el modelo de revisión continúa para el 
inventario. En la a investigación desarrollada por  (Glock, 2012) este centra su modelo en 
un solo vendedor , y un solo comprador, con demanda estocástica, el tamaño del lote 
depende del tiempo de entrega, además el tiempo de entrega se compone de el tiempo para 
producción y puesta en marcha, y el tiempo de transporte. Como resultado esperado y 
mediante el modelo matemático  de revisión continua, se evalúa el impacto y la relación 




disminución del tamaño de lote, adicionalmente la investigación resalta la importancia que 
representa  para los costos totales esperados, una disminución entre el tiempo de instalación 
y el tiempo de producción. (Glock, 2012).  
 
Whicker, Bernon, Templar, y Mena, (2006), sostiene la investigación que: 
 “En el mercado global competitivo de hoy, el costo total de abastecimiento, la 
fabricación y entrega de productos, es un factor importante de ventaja competitiva. 
Sin embargo, el verdadero costo de las operaciones en muchas organizaciones es a 
menudo confusa o engañosa, porque los procesos de la cadena de suministro debe 
trascender las fronteras funcionales de la empresa y las limitaciones asociadas con los 
sistemas tradicionales de costos y la  presentación de informes”. (Whicker, et al., 
2006). 
 
Sostiene además Whicker (2006), que dentro de los enfoques alternativos para 
mejorar el desempeño  de la cadena de suministro, se encuentra la reducción de los tiempos 
basados en los métodos. Básicamente consiste en mejorar la eficiencia, identificando y 
eliminando las zonas o tareas donde no hay actividad o que no añaden valor a los procesos 
de la cadena de suministro. Además Whicker (2006), en su investigación aclara que: 
 
“Aunque el tiempo como una medida puede ser un método eficaz para aumentar el 
valor en la cadena de suministro, se conoce poco de la relación entre tiempo y costo a 
través de la cadena de suministro.” 
 
El tiempo, como una medida de rendimiento de la cadena, ha sido utilizado con 
éxito completo para identificar las áreas que no aportan valor agregado en los procesos. 
El objetivo del trabajo presentado por Whicker L., (2006), es el de mostrar como el análisis 
de los tiempos, puede proporcionar un mecanismo para analizar los costos de la cadena de 
suministro. Además explora los beneficios que se obtienen al equilibrar y combinar las 







2.4 El Lead Time y Su Impacto en el Sistema de Producción   
Además del impacto del lead time en los inventario y en la medida de los costos, 
otros estudios demuestran que el tiempo de entrega, también impacta los sistemas de 
producción, y los sistemas de colas en las estaciones de trabajo. En la investigación 
desarrollada por (Kim & Tang, 1997) este se centra en dos medidas de rendimiento 
fundamentales, el tiempo de fabricación y el tiempo de respuesta. Asumiendo que el tiempo 
de fabricación, es la suma del tiempo de procesamiento para convertir la materia prima en 
productos terminados, más  el tiempo de espera  del producto en los buffers. El tiempo de 
respuesta es el tiempo  que transcurre desde el momento en que el cliente hace un pedido y 
el cliente  recibe el pedido. Kim et al ( 1997) 
 
El objetivo  de la investigación de (Kim & Tang, 1997) es desarrollar un modelo de 
optimización de colas para producción, con un Buffer de almacenamiento  para la  materia 
prima, un procesador que realiza las operaciones de fabricación y un buffer de salida que 
mantiene el inventario de productos terminados. El fin es, buscar un equilibrio entre el 
tiempo de  fabricación y el tiempo de respuesta, mediante un sistema de control  que 
permita examinar el impacto del tiempo de entrega en el sistema de producción. De acuerdo 
con el trabajo de investigación realizado por ( Lindsley & Blackburn, 1991), la mayoría de 
los fabricantes han cambiado sus estrategias de fabricación de costo y calidad a la velocidad 
en la entrega. (Kim & Tang, 1997). 
 
Investigaciones más específicas y relacionadas con los sistemas de producción, es el 
trabajo  realizado por ( Habchi & Labrune, 1995), quienes investigaron los efectos del 
tamaño de lote en el rendimiento de los sistemas Job shop, teniendo en cuenta que ello 
constituye una problemática real en los talleres de producción discretos, sobre todo cuando 
se adopta una estrategia de Just in Time. Para ello es necesario considerar un tamaño de 
lote pequeño y un alto rendimiento en las operaciones. A lo anterior Habchi et al (1995) 
propone   responder a las necesidades de los clientes en el momento adecuado, en las 
cantidades demandadas  y en el lugar requerido. En la investigación se precisa y se plantea  




cambio, también con diferentes lotes de productos y principalmente  lead time  (LT) cortos 
para mejorar el impacto en los sistemas de  producción. ( Habchi & Labrune, 1995) 
 
El modelo y las pruebas se hicieron a través de la simulación, con la herramienta de 
lenguaje de propósito general "Siman", en primer lugar en la fabricación de un solo 
producto sin tiempo de preparación (tiempo de setup) y luego en la fabricación multi-
producto con cruces en las rutas y tiempos de cambio. Para ambos casos se tuvieron en 
cuenta los flujos de las órdenes con demanda constante y variable. (Habchi, G. y Labrune, 
Ch., 1995) 
 
Los resultados según ( Habchi & Labrune, 1995), demuestran que el tamaño de lotes 
tiene un efecto muy importante sobre el rendimiento del sistema Job shop. Cuando aumenta 
éste valor por encima del óptimo, aumentan los plazos de entrega e inventarios en proceso, 
disminuyen,  la producción total y las tasas de utilización del sistema.  
 
Otros estudios que resaltan el impacto del Lead Time, es la investigación 
desarrollada por (Weng, 1996),  plantea un modelo matemático para resolver problemas de 
planificación en el tiempo de producción,  desde que se genera la orden de fabricación hasta 
que el producto alcanza el estado de terminado, con dos tipos de demanda. (Weng, 1996) 
plantea ademas un tipo de demanda sensible a Lead time de producción, en el cual, el 
aumento de los precios prevalecerá para los Lead Time cortos, y el otro tipo de demanda es 
con lead time no sensible. El objetivo del estudio es maximizar el beneficio esperado. 
(Weng, 1996). 
 
Otros estudios relacionados con el Lead Time en los procesos de producción, son 
los adelantados por Ozturk, Kayalýgil, y Ozdemirel, (2005), los cuales hacen uso de la 
minería de datos para estimar los tiempos de entrega en los procesos de manufactura. Para 
ello, emplean el enfoque del árbol de regresión como el método especifico de minería de 
datos. “Se generan datos de entrenamiento y de prueba a partir de las variaciones de un 





La minería de datos  con los atributos seleccionados  se compara con la recta de 
regresión y otros modelos de estimación de tiempos. Los tres medios de control para el 
trabajo en una tienda para fabricación a la medida son: tiempo de espera de fabricación, la 
estimación para la revisión y liberación, y el trabajo de control de flujo a través del envío. 
Estos constituyen los instrumentos para una gestión eficaz de los recursos y de los costos 
con una calidad de servicio al cliente. (Ozturk et al, 2006).  
 
El objetivo de la investigación es demostrar y analizar la aplicabilidad y el mérito 
que tiene la Minería de Datos (DM) como herramienta para extracción de  conocimiento e 
información acerca de la estimación de los Lead Time. Al momento de compararla con 
otros métodos de la literatura, la minería de datos es un método eficiente, para la difícil 
tarea de gestionar  y estimar los Lead Time, con el fin de planificar las actividades de taller.  
 
La investigación realizada Ozturk (2006), en el uso de la minería de datos como 
sistema de información para determinar los tiempos de entrega, (Slotnick & Sobel, 2005), 
sostienen que el retraso de la producción por información incorrecta en los flujos de 
producción es una de las principales causas de las demoras en las entregas, lo cual puede 
resultar en multas y pérdida de reputación para la compañía.  
 
Se pone de manifiesto nuevamente la relación que existe entre los tiempos  de 
entrega (Lead Time) corriente abajo y la eficiencia de la cadena de suministro corriente 
arriba al momento de la distribución del producto al cliente final, independiente al canal de 
distribución empleado. (Slotnick & Sobel, 2005). Lo anterior concuerda con el trabajo 
realizado ( Kim , Chatfield , Harrison, & Hayya, 2006), el cual sostiene que el tiempo de 
entrega e independiente si es deterministico o estocastico, es considerado como uno de los 
factores que exacerban el efecto bullwhip.  
 
 Es evidente la importancia que estas investigaciones dan a la gestión y 
planificación de los tiempos de entrega a lo largo del flujo del proceso. Además  resulta de 




largo de toda la cadena de abastecimiento con el propósito de  reducir los tiempos de 
entrega en cada etapa del proceso para maximizar el rendimiento de todo el sistema. 
 
En el trabajo desarrollado por (Sanajian & Balcıoglu, 2009), proponen explotar la 
ley de distribución de Little, para obtener la función de distribución  en estado estable de la 
cantidad de clientes en un sistema  de colas  GI/G/1, con fabricación para stock. Igualmente 
(Sanajian & Balcıoglu , 2009), sostiene  que,  “Al proporcionar una solución numérica de la 
GI/G/1, en la fabricación para stock, se observó el impacto  de la variabilidad del tiempo de 
producción sobre las políticas óptimas de control de inventario”.  Los resultados numéricos 
demuestran el grado de errores  en los resultados si la distribución del tiempo de servicio 
exponencial se asume en lugar de la distribución real. (Sanajian N, et al., 2009). 
 
En la investigación realizada por Orcuna,  Uzsoyb  y Kempfc (2008),  proponen un 
modelo de producción de  planificación integrada,  dependiente de la carga,  con los plazos 
de entrega y las existencias de seguridad.  
 
Orcuna S., (2008), argumenta que,  “En lo últimos años se han presentado 
divergencias y paradigmas diferentes de investigación desarrollando un amplio conjunto de 
técnicas para abordar el problema de la planificación de la producción”. Lo particular es 
que cada uno de estos paradigmas se enfoca en situaciones o aspectos particulares del 
problema práctico, y como consecuencia a esta situación los resultados de las 
investigaciones  no proporcionan una solución completa al problema general. 
 
Por otro lado la mayor parte de los enfoques propuestos desconocen la dependencia 
y el tipo de dependencia entre factores que pueden resultar lineales o no lineales, como la 
utilización de recursos, los plazos de entrega  y los stocks de seguridad.  
 
El modelo propuesto por Orcuna (2009) plantea y formula un modelo de 
programación no lineal  con programas y fechas de lanzamiento de órdenes de trabajo, 
garantizando además un nivel de servicio especificado, cuando se presenta incertidumbre 




una heurística que resuelve una aproximación relajada del problema de programación 
lineal, y en  cada iteración se determina el perfil de los plazos de entrega  con el fin de 
programar los niveles de stock de seguridad. 
 
2.5 El  Lead Time y Su Impacto en el Desarrollo de Productos 
Otro estudio de gran interés es el realizado por (Tyagi , Yang, Tyagi , & Dwivedi, 
2011), quienes desarrollaron un modelo con lógica fuzzy y programación por metas,  para 
la optimización del tiempo de entrega (Lead Time - LT) y el costo en proyectos para 
desarrollo de productos, usando un enfoque de Optimización basada en Enjambre de 
Partículas con filtrado Gaussiano Adaptable (GA-PSO). En este sentido el fin de la 
investigación es presentar una metodología para minimizar el tiempo de entrega (LT) y el 
costo en el desarrollo de productos, teniendo como base modelos para estimar la cantidad 
óptima de superposición de etapas (ingeniería concurrente) y la política de comunicación. 
Tyagi et al (2011). 
 
Por otro lado (Yeu-Shiang Huang., Wei-Jun Su, & Zu-Liang Lin, 2010),  se enfocan 
precisamente en aquellos productos que se deterioran rápidamente. En la reciente 
investigación, “Un estudio sobre la coordinación de descuento en los plazos de entrega para 
los productos de deterioro”, propuesto por Yeu-Shiang H, (2010), establece, que existen 
muchos bienes que fluyen a través de las cadenas de suministro y que estos suelen 
deteriorarse (productos perecederos). Estos productos o bienes que se deterioran 
rápidamente con el tiempo, provocan la caída de sus valores o limitan la capacidad de la 
entrega y el despacho entre los diferentes clientes de la cadena.  
 
El estudio de (Yeu Shiang H., 2010),  se centra en la coordinación de los tiempos de 
entrega de las cadenas de suministro con productos de deterioro, adicionalmente concluye 
que la cooperación y las relaciones de los miembros, facilita e incrementa los beneficios  en  
todo el sistema. 
 
Sin embargo la investigación se centra  básicamente en materiales o productos 




suministro con dos niveles  un solo proveedor y un solo minorista. Además el modelo no 
contempla la incertidumbre y la variabilidad en la demanda para cada periodo, y el riesgo 
implícito ocasionado por el comportamiento  estocástico de alguno de los parámetros en la 
cadena de suministro. 
 
2.6 El Impacto  de los Tiempos de Entrega en la Programación de la Producción 
Además de revisar el impacto del Lead Time en la planificación de la producción   
Selcuk, & De Kok, (2004), enfoca su investigación sobre la importancia en  mostrar el 
efecto de la actualización de los plazos de entrega (Lead Time) en el desempeño de un 
sistema de planificación de dos niveles jerárquicos. Los tiempos de entrega se 
actualizan mediante la adopción de la retroalimentación periódica de la información más 
reciente del entorno de producción y el uso de esta información en la estimación de los 
plazos de entrega para la programación de las órdenes de producción en el futuro. (Selcuk, 
et al.,  2004). 
 
Además Selcuk (2004), para su estudio emplea un modelo de simulación sobre la 
base de planificación de varias etapas y un ambiente de programación de la producción 
donde algunos componentes se fabrican en un taller de trabajo y los productos finales se 
fabrican en un taller de flujo. 
 
“Los resultados demuestran que bajo ciertas condiciones, las frecuentes 
actualizaciones de los plazos dará lugar a sistema de producción no controlado, con tiempos 
de entrega errática y muy largos” (Selcuk, et al., 2006). 
 
El objetivo fundamental de la investigación es proporcionar la información 
cualitativa y cuantitativa, acerca de cómo actualizar  los  plazos de entrega en cada etapa, 
dado que la nueva etapa de planificación, puede afectar al rendimiento  el sistema de 





 La investigación realizada por (Orcuna,  Uzsoyb  y. Kempfc (2008), propone “Un 
modelo de producción de planificación integrada, dependiente de la carga con los plazos o 
tiempos de  entrega y las existencias  de seguridad.” 
 
En resumen, esta labor de coordinación entre los flujos de los  procesos de 
producción; el suministro y entrega de materiales, la demanda del mercado y la atención de 
los clientes, relacionándolos con los Lead Time, garantizarían en buena medida una 




























3 REVISIÓN DE LA BASE CONCEPTUAL DE LA INVESTIGACIÓN 
En este capítulo se amplia  sobre los aspectos conceptuales  más relevantes que  se 
tendrán en cuenta en la  presente investigación,  para  a medir el impacto de los Lead Time 
(LT) por parte de proveedores en el suministro de partes. Se ha considerado para ello  el 
tipo de estructura del producto, el plan de producción  (MPS), en horizonte rodante,  el  
plan de Requerimientos de Materiales  MRP, con su respectiva lista de materiales y 
recursos empleados para fabricación.  
 
La lista de materiales  (lista BOM o Bill of Materials), indica los materiales y 
componentes que integran cada producto, su secuencia de montaje y las cantidades 
necesarias de cada uno de ellos (Miranda, Rubio, Chamorro, & Bañegil, 2005). 
  
Además la  lista de materiales, define un producto basado en su estructura, en ella se 
muestra los  requerimientos y materiales para cada componente (Heizer, J. & Render B., 
2009). Así mismo, la lista de materiales contempla la información necesaria para realizar el 
cálculo de requerimientos de materiales y materia primas, además de considerar los LT de  
producción  o de compras.  
  
Oras consideraciones para abordar la investigación  se relaciona con el horizonte de 
planificación y el periodo de replanificación bajo el concepto de horizonte rodante, con  
incertidumbre en la demanda. Esta variabilidad en la demanda  está influenciada además 
por dos factores, un coeficiente de variación dependiendo de la media de los datos, y un 
factor de heterogeneidad de la demanda.  Adicionalmente a las consideraciones para medir 
el impacto del  Lead Time  y el desempeño del sistema se emplea  el modelo matemático 
GMOP, cuyo objetivo es  minimizar los costos de Setup, los Costos de Inventario, y los 
Costos de planificación de los Stroke, producto de los parámetros y variables que 
intervienen en el modelo, entre ellos, los niveles de inventario, la demanda del producto, y 




considerados en la investigación y por las características mismas del modelo de 
optimización, se deriva la complejidad en el sistema. Como se explicó anteriormente, esta 
complejidad se deriva de la incertidumbre en los LT, y de la variabilidad en la demanda. 
Por consiguiente, es importante precisar los  conceptos que formaran la base para abordar  
la presente investigación.  
3.1     Base conceptual del Plan Maestro de Producción (MPS) 
Normalmente el Plan Maestro de Producción o por sus siglas en inglés, Master 
Production Scheduling (MPS),  es un plan que determina la cantidad de ítems a producir y 
en qué tiempo (Zukui 2010).  
 
La Planificación de la producción y la programación pertenecen a uno de los niveles 
de toma de decisiones más importantes en la industria de procesos (Zukui 2010). 
Al momento de elaborar un plan de producción y ventas para una  cadena de suministro, es 
muy común distinguir en la literatura entre tres niveles  de planificación con los diferentes 
horizontes de tiempo. (Glomvik Rakke , y otros, 2009). Los niveles de planificación 
estratégica, táctica y operacional. 
 
La planificación de las cadenas de suministro a nivel estratégico  son decisiones a 
largo plazo importantes para la planificación táctica y operativa, y tienen un alto espectro 
en los próximos años, incluyen los activos físicos asociados a la planta, además  “consiste  
en determinar la configuración de la red, el número de socios en la cadena, la ubicación, la 
capacidad y la tecnología de las entidades participantes” (Maheut 2010). 
A nivel táctico  es considerada de un año con algunas extensiones de un año y medio. El 
objetivo es determinar el calendario  óptimo de fabricación, incluyendo las fechas de 
entrega o tiempos de entrega (Lead  Time), dependiendo también de la demanda, de los 
pedidos de los clientes y de los niveles de inventarios. (Glomvik et al 2009). 
 
A nivel operativo las actividades se programan hasta tres meses. Incluye entre otros 
la programación de personal y de materiales, así  como la programación de lotes  y 




La clasificación  de la cadena de suministro  (CS) en los  niveles: Estratégico, 
Táctico y Operativo, efectuada por  (Chopra & Meindl, 2006), ( Landeghema, & Vanmaele, 
2002), y otros autores clasifican las tareas de planificación de acuerdo al horizonte de 
planificación y la importancia de las decisiones, en: planificación de largo plazo, 
planificación de medio plazo y planificación de corto plazo. (Calderon Lama, 2011). En la 
Tabla 1 se muestra la relación entre el “horizonte de planificación” y “proceso de la CS”.  
 
Tabla 1 Relación entre horizonte  y proceso de la CS 
 
 
Además, el plan maestro de producción (MPS) es una decisión táctica-operativa de 
la dirección relacionada  con las órdenes de trabajo, y la cantidad de sub-ensambles y 
ensambles (Operaciones-Stroke) que deben programarse y ser fabricadas en el siguiente 
período. También debe considerar los resultados de los periodos anteriores y la estimación 
de los próximos periodos, con el fin de asegurar la disponibilidad de los materiales y 
recursos  que se requieren en el horizonte de planificación. 
 
El Plan Maestro de Producción (Master Production Scheduling, MPS) es un enlace 
entre las estrategias generales de la compañía y los planes tácticos que le permite alcanzar 
sus metas. El MPS proporciona información esencial para áreas funcionales, tales como 
operaciones, marketing y finanzas, e insumo para preparar  un plan detallado de producción. 
El  MPS parte de las estimaciones de la demanda y del plan agregado de producción, 
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es determinar las cantidades exactas de fabricación y el tiempo de entrega para los 
productos terminados o sub-ensambles. Además debe tener en cuenta las restricciones de 
fabricación, de capacidad y los inventarios de cada periodo en el horizonte del MPS.  
 
El problema de la planificación se resuelve  de predecir los objetivos de producción 
y flujo de materiales sobre un horizonte de planificación, para satisfacer la demanda de los 
clientes. Los problemas de planificación de la producción tratados en toda la SC son 
generalmente complejos. Lai et al. (2002) y Joseph (2002), recomiendan dividir los 
modelos y analizarlos como sub-problemas. Algunos autores afirman que el plan maestro 
de producción se obtiene desagregando el plan agregado de producción de acuerdo con los 
principios de la planificación jerárquica de la producción. 
 
(Lee H. L., 2002) Propone un enfoque híbrido combinando la programación lineal 
con la simulación para solucionar problemas de producción-distribución de nivel táctico-
operativo en la cadena de suministro. Consideran el problema de producción-distribución, 
bajo el concepto de multietapa, multiperiodo, multiproducto, multinivel y multitaller. 
(Calderón et al 2008). 
 
En la Figura-1, se muestra la relación existente entre el plan MPS, el MRP y algunas 
consideraciones, entre variables y parámetros a tener en cuenta en la investigación. El plan 
MPS, debe operar en un horizonte rodante, esto implica la replanificación de los niveles de 
inventario, y por consiguiente los costos respectivos, los cuales dependen de la 
incertidumbre y variabilidad presente en  la demanda. Se muestras además otras relaciones 
como son: el tipo de estructura del producto o lista de materiales, y la capacidad preliminar 
de las operaciones y los productos, los cuales se reflejaran en el modelo matemático bajo el 
concepto de Stroke y Skus, conceptos que serán ampliados más adelante.   En el siguiente 








3.2 Aspectos Conceptuales Para el MPS en Horizonte Rodante 
El  plan Maestro de Producción (MPS),  como lo establece  (Xie, Zhao, & Lee, 2003), es 
una actividad muy importante para el proceso de planificación y control de la producción. 
 
 
Figura 1. Proceso de Planificación de la producción. 
Fuente: Elaboración propia, a partir de: Calderón et al 2008. 
 
La rigurosidad y calidad con la que se elabora el MPS,  pueden influir significativamente en 
el costo total,  en los tiempos de planificación, y en la inestabilidad del nivel de servicio y 
de los inventarios de un sistema de producción. 
 
Por otro lado Xie et al. (2003),  propone que el  MPS impulsa la planificación de 
requerimientos de materiales (MRP) y el sistema  proporciona el vínculo importante entre 
la previsión o pedidos realizados por los cliente  y las actividades de planificación de la 
producción por un lado, y por otro lado la planificación detallada que establece la 
programación de componentes y materias primas. Cobra especial relevancia  también los 
ajustes frecuentes realizados al MPS, los cuales  pueden inducir a cambios importantes en 
la programación detallada del MRP, lo que originaría alteraciones en los planes, y por 
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consiguiente aumento en el  nerviosismo del sistema, tema que será tratado ampliamente 
más adelante. Estos cambios pueden dar lugar a: 
· Aumentos en la producción.  
· Variabilidad en los costos de inventario y deterioro. 
· Cambios en el nivel de servicio al cliente.  
Este fenómeno se conoce como la inestabilidad en la programación y los tiempos o     
nerviosismo del MRP.  
Para la planificación de MPS en un horizonte rodante, el período de planificación se   
divide en dos partes, Ver Fig. 2. La primera parte es el periodo de planificación  de 
negocios, la segunda parte es  el período de planificación con anticipación. La solución de 
esta parte se utiliza solo para determinar un escenario anticipado. (Bredstom, et al 2010). 
 
En un entorno de horizonte móvil, lo primero que se debe resolver en el problema es 
el periodo T1, como la solución del periodo. La demanda se conoce en el primer periodo y 
con incertidumbre en los  límites inferior y superior para los periodos restantes. Luego se 
congela esta etapa y la nueva información del MPS se actualiza  para formular un nuevo 
modelo, este se fija, con un nuevo periodo de programación en el extremo derecho. Este 
nuevo segundo periodo se repite de forma continua. (Bredstom, et al 2010). En la Figura 2 
se muestra el horizonte de planificación, el periodo de congelamiento y el periodo de 
replanificación. 
 
Figura 2. Proceso de Planificación de la producción con horizonte rodante. 
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En la investigación realizada por, (Zhao & Lee, 1996), se  estudió el impacto que 
tiene la congelación de los parámetros de MPS en el desempeño de los sistemas de 
producción de varios artículos de un solo nivel y  restricción única de recursos, con 
demanda de tipo determinista. Zhao et al. (1996) encontraron que algunas de las 
conclusiones no se podían generalizar en un modelo y aplicarlos a entornos realistas, sin 
incluir las limitaciones de capacidad. En la  investigación realizada por,  (Xie, Zhao, & Lee, 
2003), encontraron que una de las limitaciones en Zhao et al. (1996), no tenía en  cuenta la  
incertidumbre en la demanda. En el estudio planteado por Xie et al. (2003), propone un 
modelo que incluye el impacto del congelamiento del MPS en un entorno con múltiples 
productos, con una sola limitación en los recursos, pero con incertidumbre en la demanda. 
Para la presente investigación se tienen en cuenta las limitaciones de capacidad y de 
recursos, las cuales se incluyen en el modelo matemático GMOP,  se considera también la 
incertidumbre de la demanda, en un entorno multiproducto, con un sistema de planificación 
desde un horizonte rodante, con periodos de replanificación y congelamiento, 
 
Debido a ello Xie et al. (2003), sostienen que el  desarrollo y mantenimiento MPS 
bajo las restricciones de capacidad e incertidumbre en la demanda es mucho más complejo  
para trabajar, que bajo ninguna de las limitaciones de capacidad y de incertidumbre en la 
demanda. Tanto las limitaciones de capacidad e incertidumbre en la demanda pueden 
influir significativamente en la selección  de los parámetros de congelación del MPS. 
 
Por otro lado, y  dada  la importancia y dificultad  de mantener un MPS estable, y  el 
mantener un equilibrio en los costos durante el horizonte de planificación, además de 
programar la inestabilidad y el nivel de servicio al cliente, y la toma de decisiones del 
periodo de congelamiento del MPS, investigadores como Blackburn et al. (1987), proponen 
cinco estrategias diferentes para reducir el nerviosismo del MRP. Entre ellas, propone la 
congelación  del MPS, como  una de las estrategias  más eficaces para reducir el impacto en 
los costos, en los horarios y tiempos, y en el mejoramiento de los  niveles de servicio. Xie 






3.3 Parámetros, Variables y Función Objetivo, del Modelo Matemático GMOP 
 
3.3.1 Justificación del Modelo GMOP. 
Como se mencionó anteriormente, el propósito  de la presente investigación es el 
estudio y análisis del impacto de los tiempos de entrega, evaluar el comportamiento  del 
sistema bajo un ambiente simulado controlable. Condicionado a operar con parámetros, 
variables y factores que describan de la manera más acertada  posible la funcionalidad de 
una cadena de suministro y su entorno productivo. 
 
Para ello es preciso trabajar con un  modelo que  planifique el MRP y  a través de su 
función objetivo permita medir este impacto en términos de costo, más específicamente  el 
impacto de los tiempos de entrega en los costos totales del sistema y los costos  de Setup. 
En ese sentido  se propone el modelo matemático Generic Materials & Operations Planning 
(GMOP), que adicional  al estudio de los costos de setup, permite evaluar, aspectos como 
los costos y niveles de Inventario, los costos y volúmenes de producción, además de las 
órdenes o pedidos atrasados, y con la variante que trabaja bajo el concepto de Stroke y 
SKUs,  lo cual lo diferencia de otros modelos  para planificar el MRP.   
 
Este modelo al igual que los sistemas MRP, también incluye la restricción  de 
capacidad del proceso, así como el manejo de situaciones complejas que involucran un 
buen número de estructuras de productos y sus respectivos niveles de productos. Existen 
algunos problemas que se presentan en los sistemas MRP tradicionales, los cuales tienen 
que ver con la correcta parametrización del sistema, la  falta de integración entre estaciones 
de trabajo, los tiempos de entrega a corto plazo por producto, y la inestabilidad del sistema 
por las permanentes reprogramaciones, generando con ello inventario de productos 
innecesarios.  
 
3.3.2 Antecedentes y Aspectos Básicos del Modelo GMOP.  
La gestión de requerimientos de materiales con varios niveles en la estructura del 




metodología  conocida como Material Requirement Planning (MRP), está basada en  la 
planificación de la lista de materiales. ( Maheut & Garcia-Sabater, 2011). 
Billington et al. (1983) propusieron plantear el MRP con restricciones de capacidad,  
mediante programación matemática. El planteamiento de los autores consistía en asignar 
una única lista de materiales y una lista única de recursos a cada producto susceptible de ser 
ensamblado. Esta estructura se ha mantenido en la literatura desde entonces sin 
modificaciones. ( Maheut & Garcia-Sabater, 2011). 
 
Maheut et al. (2011). Propone el uso de una nueva estructura  que reemplaza la 
tradicional lista de materiales y recursos empleada en el MRP. La construcción y la forma 
de interpretar la nueva estructura de lista de materiales,  basándose  en el modelo  (GMOP), 
el cual emplea  cuatro matrices, para la planificación de las operaciones y bajo el mismo 
esquema a la establecida en el MRP. La diferencia estriba en las diferentes alternativas o 
estructuras posibles que se pueden concebir para la fabricación del producto. Este esquema 
presenta rutas alternativas en materiales y estructura para la fabricación, dando con ello a 
nuevas posibilidades de mejora en los servicios y costos del MRP. Estas alternativas se 
basan específicamente en las operaciones que están relacionadas con el aprovisionamiento, 
con los procesos de transformación y los procesos de transporte y redes de suministro de 
tipo multi-sitio. En este punto se incluyen las diferentes opciones y efectos de Lead Time. 
Maheut et al. (2011). 
 
Además Maheut et al. (2011), en su investigación presenta una doble contribución. 
En una primera instancia presenta modelo Generic Materials & Operations Planning 
(GMOP), incorporándole  las recepciones programadas, bajo el concepto de Stroke y Skus, 
en todo el  horizonte de planificación. En esta misma instancia se considera además el 
problema de planificación en una red de suministro  de tipo multi-sitio, con la 
incorporación también de las recepciones programadas, y las restricciones en los recursos 
empleados. 
 
Por otro lado Maheut et al. (2011), proponen una nomenclatura diferente para 




producto, se define además su embalaje, la ubicación de cada artículo  y la cantidad de 
unidades(Skus) en cada embalaje. 
 
El segundo aporte es la implementación y análisis de matrices, que son empleadas  
para facilitar la  utilización del  modelo,  que aplica como herramienta el concepto de 
Stroke. 
Maheut et al. (2011), estable que los productos que se trabajan en el modelo GMOP, 
pueden ser SKU(Stock Keeping Units). Explicados de manera simple, corresponde a 
productos en su embalaje  y su ubicación, ademas considerando los recursos que se 
requieren en el proceso y que se tienen que planificar. Por otro lado, Maheut et al. (2011), 
asume que cada stroke puede requerir un producto o un conjunto de productos, en su 
embalaje y localización, que se solicita y se consume en un stroke determinado, a este 
elemento se le conoce como stroke out-put.  
 
En el siguiente diagrama Figura 3 se muestra la relación entre el mercado y la 
instalación de producción. El plan de producción debe especificar las cantidades de cada 
producto final, los sub-ensambles identificados en el modelo GMOP como Stroke  output, 
las partes compradas o materiales que se requieren en distintitos puntos del horizonte de 
planificación, denominados SKUs y dependen  de la estructura multinivel  del producto o 
lista de materiales. (Maheut et al., 2011).  
 
3.3.3 Modelo Matemático GMOP. 
La notación del modelo GMOP, se presenta en la tabla -2. El objetivo del modelo, 
como se expresó anteriormente consiste, en minimizar los costos de setup  de los Stroke, y 
de los costos de almacenamiento. La ecuación 2 y 3 del modelo representa la cantidad de 
flujo de los materiales, la ecuación -3 indica que si se presenta un Stroke en el periodo t, 
entonces se presenta costo de preparación, la restricción -4 representa,  limitación en la 
capacidad, de cada recurso en cada periodo. De acuerdo a lo anterior se puede inferir que el 
modelo anterior es un modelo NP-Hard. ( Maheut & Garcia-Sabater, 2011). El modelo 





Estimación de la demanda, 
de productos o partes
PROCESO DE PLANIFICACION DE LA PRODUCCION 
Y EL MODELO GMOP
Capacidad Preliminar 
(cp)
Plan Maestro de la 
Producción(MPS)
Horizonte rodante  n=(1….t 
Periodos
Planeación Requerimientos 








             Modelo GMOP
Conjuntos
· Periodos  t =(1,…,t)
· Recursos r=(1,….,m)
· Stroke k=(1,…….n) 
· SKUs i=(1,…...p)
Parámetros:
· Demanda en SKUs=dit
· Costos.
· Tiempo de Setup..
· Tiempo de Operación.
· LT=Tiempo de entrega
Variables
· Cantidad de Strokes= Zkt
· Nivel del inventario SKU
 
Figura 3. Proceso de Planificación de la producción. 
Fuente: Elaboración propia, a partir de: Calderón et al 2008. 
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d Demanda en SKU i durante en el periodo t
h Coste de almacenar una unidad de SKU i durante el periodo t
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st Tiempo de setup del stroke k en el recurso r
p Coste de planificar la ejecución de una unidad de stroke k durante el periodo t
f Coste de setup del stroke k durante el periodo 
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Iio Nivel inicial de inventario del SKU i
Y cepciones planificadas en SKUs i durante el periodo t
K Capacidad disponible del recurso r durante el periodo t
SO Número de unidades de SK             (   )
                      (   )ik
Us i resultado de la ejecución de una unidad de stroke k stroke output factor
SI Número de unidades de SKUs i que se consumen durante la ejecución de una unidad de stroke k stroke input factor




3.3.4 Modelo Matemático Ajustado GMOP. 
Para efectos de programación fue necesario adaptar el modelo general  al modelo ajustado, 
para ello se incluyeron otras restricciones y parámetros que facilitaran la interpretación  y 
análisis del modelo, los parámetros  y variables  del modelo. 
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3.4  Los Niveles y Tipo de Estructura Del Producto 
3.4.1 Referente conceptual estructura de producto.  
Para definir las estructuras del producto y sus respectivos niveles (listas Boom o 
modelo de Gozinto), se parte de la investigación de (Prasad & Krishnaiah, 2001) el cual 
trabaja con un algoritmo genético para resolver el problema del tamaño de lote en un 




estructuras de productos  con su respectivo índice de Gozinto. Además  utiliza cuatro 
variables para el caso de estudio; La estructura del producto, el horizonte de planificación, 
los tamaños de lotes con y sin periodo de congelamiento y los patrones de demanda. 
(Prasad & Krishnaiah, 2001). De acuerdo a la investigación de Prasad et al(2001), en la 
Figura-4 se detallan las cinco estructuras basica de productos considerados para la 
simulación, que posteriormente se redefinen y se adaptan los mismos niveles teniendo en 
cuenta el concepto de Stroke y SKUs del  modelo  GMOP. Por  otro lado (Blackburn, 
Kropp, & Millen, 1985) utiliza dos estructuras de productos con diferentes niveles en la 
lista de materiales (Bill of Materials) y varias relaciones de componentes de padres(Figura-
4). La primera estructura(producto -1) refleja el tipo puro de proceso de fabicación, y  la 




Figura 4. Estructuras  de productos puras. 
Fuente: Blackburn et al, (1985). 
 
3.4.2 Estructuras básicas  de productos. 
Prasad et all (2001), propone cinco tipos de estructuras, una estructura pura de proceso y 
una estructura pura de ensamble , y tres estructuras que combinan procesos y ensamble. 
Para el presente estudio se trabaja con  las cinco estructuras propuestas por  Prasad et al 
(2001). Bajo el nuevo enfoque que resalta las tendencias  para la gestión de las cadenas de 
suministro de tipo multiestructural, en  la investigación propuesta por (Dmitry , Boris , & 
Joachim , 2009),  establece  que y una de las principales características de la cadena de 
suministro es el diseño de  estructuras múltiple y la variabilidad de los parámetros 











ciclo de vida de la cadena. En otras palabras, la dinámica de las estructuras de ASC son  
constantemente encontradas en la práctica.  En ese sentido las principales estructuras que 
conforman una cadena de suministro dinamicas son ; la estructura del producto (lista de 
materiales ), la estructura  funcional (estructura de las funciones de gestión y procesos de 
negocio), la de organización (estructura de instalaciones, empresas, gestores y 
trabajadores), la estructura técnica y tecnológica (estructura de las operaciones tecnológicas 
para la producción de productos y la estructura de las máquinas, la estructura  topológica  
(geográfica), la estructura de información informacional (estructura de los flujos de 
información ), y la estructura financiera (estructura de costos de la cadena de suministro y 
centros de beneficio). Según (Dmitry , & Joachim , 2009), si el cambio y la dinámica de las 
estructuras mencionadas anteriormente  están presentes en la SC, estas pueden considerarse 
como estados y pasar de estado 
( ) .....o kS S
 
, estos cambios  de las estructuras de un estado a 
otro generan cambios también en otras estructuras. En ese sentido es importante evaluar la 
incertidumbre de la demanda o cuando se añaden nuevos productos, el poder  identificar el 
estado más favorable para operar la SC. En la tabla 1 se simplifican las estructuras que 
conforman una SC. 
 
 
Tabla  1 Estructuras  y estados variables de la SC 
Fuente: (Dmitry , Boris , & Joachim , 2009) 
 
Con relación a las  estructuras de la Figura 5, las cuales se basan en el concepto de 
Gozinto, estas deben ser adaptadas al concepto de Stroke y SKUS, en el aparte 7.2 se 








Figura 5. Estructuras básicas de productos. 















































4. ORGANIZACIÓN Y DISEÑO METODOLOGICO DE LA SIMULACIÓN 
 
4.1 Caracterización de las Instancias para la simulación 
 En este aparte se relacionan las características que son comunes a las diferentes 
instancias,  los datos o parámetros empleados en cada  problema, el horizonte de 
planificación, y los periodos de replanificación que se requieren para la simulación. 
 
4.1.1 Datos y parámetros del sistema. 
  
 En cuanto a la parametrización del sistema MRP, existen muchos factores que 
afectan el rendimiento del MRP. La configuración de estos parámetros está relacionada con  
el modelo GMOP, las cinco estructuras propuestas y los 10 productos con diseños 
diferentes por cada estructura, para un total de i=50 productos. Además los factores de 
entrada y las variables de salida, que operando bajo condiciones  de incertidumbre, de 
alguna forma afectan e inciden en la eficiencia del sistema. Los datos empleados para esta  
simulación, fueron obtenidos directamente  de la literatura y de otros estudios relacionados.  
Mediante la simulación,  y las variables en estudio, entre ellas; el impacto de los Lead 
Time, en los costos de setup, en los  costos totales, y en el plan de MRP, que se ve reflejado 
en  las cantidades de Stroke y Skus, son  resultados del  modelo GMOP.  La Figura 6, nos 
muestra de forma muy general, el proceso metodológico de la investigación. Inicialmente 
se definen 5 factores de entrada, que operan en diferentes niveles, posteriormente en una 
segunda etapa se describe el proceso de planificación de la producción simulado, con dos 
características especiales. La primera característica define el ámbito o el horizonte rodante 
de planificación para, 52 t  periodos, con dos elementos claves en este proceso.  
 El primero es el periodo de congelamiento,  (Sridharan, Berry, & Udayabhanu, 
1987) sugieren dos métodos para este parámetro; el primero es un método basado en el 
periodo, y el segundo método está basado en el número de órdenes. Para este estudio se 




como  ( 1Pc  ). A pesar que el método basado en  órdenes tiene mejor comportamiento, 
que el método basado en el periodo, sin embargo el método basado en ordenes no es 
ampliamente utilizado por los usuarios del MRP, dado que este método cuando se trabaja 
con varios elementos y demanda incierta puede generar diferentes periodos de congelación 
para cada artículo, luego de la replanificación de cada ciclo, generando con ello confusión 
en el sistema (Sridharan, Berry, & Udayabhanu, 1987). El segundo elemento clave está 
relacionado con el periodo de  replanificación ( Pr =8). En esta misma etapa de la 
simulación, se optimizan las  variables de salida del modelo GMOP, entre ellas; 
 
=          ktZ Cantidad de strokes k que empiezan durante el periodo t  
=           itI Nivel de inventario del SKU i al final del periodo t  
   F Costos totales del Setup . 
 
 Según las variables de salida del modelo GMOP, y otros parámetros del mismo 
modelo, es posible determinar otros resultados que son objeto de estudio en esta 
investigación, y que se definen en este capítulo, como resultados o variables dependientes  
del sistema. 
 
 Nos enfocaremos en detalle en  este capítulo, con los cinco factores de evaluación y 
los respectivos niveles que se utilizaran en el proceso de simulación. Además de las 
matrices de operaciones y de parámetros utilizadas por el modelo GMOP, y por último, los 
resultados de la simulación como se muestran en la Figura-6. Estos resultados de la 
simulación serán empleados en el diseño experimental, con el propósito de medir el 






Figura 6. Parámetros y Factores de la Simulación. 
Fuente: Elaboración propia.  
 
4.1.2 Datos de la Matriz de Operacion,  basados en el modelo GMOP. 
La matriz de operacion y recursos es la matriz que asigna a cada Stroke los 
diferentes recursos que se inmovilizan o se utilizan.  Esta matriz se construye en función de 
una matriz de asignación  de recursos a Strokes que se denota como R
s  
( Maheut & Garcia-
Sabater, 2011). 
 
Para efectos de la simulación se han considerado 120 problemas por cada replica,  por  
cada problema se han diseñado las respectivas matrices de operaciones, costos y tiempo 
dependiendo de cada estructura del producto. A modo de ejemplo  solo se mostrara la 
configuración y caracteristicas de las matrices correspondiente  al primer  problema.  Cada 
problema, asi como los costos y parametros estan relacionados con los factores de 
evaluación, por consiguiente los detalles para este primer problema son:Estructura -1, Lead 
Time Bajo,  Sin comunalidad  en los materiales , un coeficiente de variación bajo, y la 
heterogeneidad de la demanda es baja. Las configuaciones y caracteristicas del resto de 
problemas , asi como las matrices o parametros de costos, tiempo, y de operaciones  para 
los 120 problemas no se detallan dada la magnitud de los datos, en el anexo 55 se detalla 
demanera completa los datos y matrices  para el problema-1.  A continuación se muestran 
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4.1.2.1 Matriz de Demanda por producto. 
La demanda de cada producto con replanificación para cada periodo y por cada 
estructura, donde cada estructura, se conforma por productos finales y sub-productos para (
50i  ), y el horizonte de planificación se definido para ( 52t  ) periodos. La demanda por 
producto expresado en (SKUs), durante el periodo t, se define como itd .  
 
Tabla 2 Demanda por producto y periodo. 
 
Fuente: Maheut et al, 2011 
 
Los parametros para generación de demanda independiente  para los diez productos de 
cada estructura, se relacionan en la tabla 3. Estos siguen una demanda constante con 
media igual a 50 unidades. La variabilidad de la demanda esta determinada por el 
factor coeficiente de variación. 
 


















1 0 0 0 50 0
2 0 0 0 50 0
3 0 0 0 50 0
4 0 0 0 50 0
5 0 0 0 50 0
6 0 0 0 50 0
7 0 0 0 50 0
8 0 0 0 50 0
9 0 0 0 50 0
10 0 0 0 50 0
. . . . . .
. . . . . .
. . . . . .
48 0 0 0 0 0
49 0 0 0 0 0
50 0 0 0 0 0
DATOS
    
    
   












4.1.2.2 Costo de Almacenamiento de una unidad.  
El Costo de almacenamiento por periodo se define como itH , también  para 50i 
productos. 
 
Tabla 4 Costo de Almacenamiento por producto y periodo. 
 
 
Fuente: Maheut et al, 2011 
 
Los parámetros a emplear en el modelo para los costos de Almacenamiento por unidad para 
un periodo se definen en la tabla 4. 
 
Tabla 5 Parámetros Costo de Almacenamiento. 
 
 
4.1.2.3 Tiempo de operación para la ejecución de una unidad de Stroke. 
 
 El tiempo de ejecución de cada Stroke (k), está determinado por el recurso 
empleado en cada nivel. Cada  estructura puede tener niveles diferentes, pero los recursos 
aplicados a cada nivel son compartidos por cada Stroke que conforma ese nivel, por cada 
estructura se asignan ( 50k  ). El cual incluye Stroke de compra y Stroke de operación o 
producción. El tiempo de operación por cada unidad de Stroke se define como, krOt   
 




























Tabla 6 Tiempo de  Operación. 
 
 
Fuente: Maheut et al, 2011. 
 
En la tabla-6 se relacionan los parámetros a emplear en el modelo para los tiempos 
de ciclo de cada Stroke de operación. Los tiempos para el Stroke de compra, están 
definidos como los tiempos de entrega.  
 
Tabla 7 Tiempo de  Operación para cada Stroke. 
 
 
4.1.2.4 Tiempo de Setup del ,  Stroke k , en el  Re ,curso r  ( 3r  ).  
 Se plantean 3 tipos de recursos y capacidad para ser empleados en la ejecución de 
cada Stroke de operación. El tiempo de Setup de cada Stroke por recurso se define como

































Tabla 8 Tiempo de Setup. 
 
 
Fuente: Maheut et al, 2011 
 
En la tabla-8 se relacionan los parámetros a emplear en el modelo para los tiempos 
de Setup de cada Stroke de operación. Los tiempos para el Stroke de compra, están 
definidos como los tiempos de entrega. 
 
Tabla 9 Tiempo de Setup. 
 
 
4.1.2.5 Costo de Planificar la ejecución de una unidad de  ( )Stroke k  durante el 
periodo t . El Costo de Planificación de cada Stroke por periodo se define como  ktP  
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Los parámetros a emplear en el modelo para los costos de Planificación por Stroke 
de Producción por periodo se definen en la siguiente tabla-10 
 




4.1.2.6 Costo de Setup de una unidad de  ( )Stroke k  durante el ( )Periodo t  .  
El Costo de Setup por cada unidad de Stroke en el periodo t , se define como ktF . 
 
Tabla 12  Costo de Setup de  un Stroke por periodo. 
 
 
Fuente: Maheut et al, 2011 
 
Los parámetros a emplear en el modelo para los Costos de Setup se definen en la tabla 12 
 
 




















  Prktp Costos de oduccón































4.1.2.7 Nivel inicial del inventario de  SKUs , para toda i . 
El nivel del inventario para los SKUs  de productos finales y SKUs  requeridos para 
ejecutar un Stroke, se define como 0iI . 
Tabla 14 Nivel del Inventario inicial 0iI . 
 
 
Los parámetros a emplear en el modelo para el Inventario Inicial por producto se 
definen en la tabla-14. 
Tabla 15 Parámetros Inventario inicial 0iI . 
 
4.1.2.8 Capacidad disponible del recurso ( r ),  durante el periodo t .  
La Capacidad disponible del recurso r  durante el periodo t , se define como rtCd . 
 




La capacidad disponible para cada recurso ( r =2) utilizado para el Stroke de operación 



























    iI o Nivel inicial del inventario SKUs














4.1.2.9 Número de unidades SKUs, como resultado de un Stroke. 
Esta matriz, denominada también matriz sparse, identifica el número de unidades de 
SKUs (productos), que resultan por la  ejecución de una unidad de  ( )Stroke k . El Número 
de unidades de SKUs  resultante por unidad de  ( )Stroke k se define como ikSo . 
 
Tabla 18 Unidades de SKUS por ejecución del Stroke. 
 
 
Fuente: Maheut et al, 2011 
 
La matriz sparse, muestra la cantidad de unidades en SKUs requeridas para fabricar 
una unidad de Stroke. En la Figura 7, se muestra un ejemplo para la estructura -1. 
 
             
Figura 7. Stroke y SKUs para la estructura-1. 





 del RecursortK Capacidad
































Para  el Stroke -1 de la Figura anterior, se requieren  cuatro unidades de SKUs, esto 
son parte 11,12,13,14 respectivamente. La matriz correspondiente para representar la 
cantidad de SKUs  que como resultado se obtienen por la ejecución de una unidad de 
Stroke, se requieren para ejecutar los 10 Stroke, para este caso el Stroke-1, genera el 
producto-1(SKUs), y el Stroke 11, genera el SKUs -11(o producto 11), el resto de datos se 
muestran en la tabla-18. De manera similar se procede con el resto de estructuras, con 
variaciones en los tiempos de entrega y en la comunalidad del producto para obtener las 
diferentes matrices. 
 




4.1.2.10 SKUs  consumidos por cada Stroke. 
  Puede considerarse también como una matriz sparse, compuesta de  0 y 1. Se 
identifica el número de unidades de SKUs , que se consumen durante la ejecución de una 






Productos 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 . . . 47 48 49 50
1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
. 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
. 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
. 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
Nuemero de Stroke




Tabla 20 Unidades de SKUS  que se consumen por ejecución del Stroke. 
 
 
Fuente: Maheut et al, 2011 
De la Figura-7, la cual representa la estructura del producto -1, se aprecia tambien 
que las unidades en SKUs  que se consumen por la ejecución de una unidad de Stroke. De 
tal manera que la ejecución del stroke-1, demanda las unidades 11,12,13,14 o partes en 
SKUs . La matriz correspondiente para representar la cantidad de SKUs , que se demandan 
se muestran en la  tabla 20. De manera similar se procede con el resto de estructuras, con 
variaciones en los tiempos de entrega y en la comunalidad del producto. 
 
Tabla 21 Unidades de SKUS por ejecución del Stroke, estructura de producto -1 
 
4.1.2.11 En la tabla 22, se presenta un esquema general del Tiempo de entrega de un 












ikSi ikSi ikSi ikSi
ikSi
ikSi
Productos 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 . . . 47 48 49 50
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
11 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
13 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
14 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
16 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
17 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
18 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
19 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
20 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
21 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
22 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
. 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
. 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
. 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
47 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
48 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
49 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
50 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Numero de Strokes




Tabla 22 Lead Time de un Stroke. 
 
 
Fuente: Maheut et al, 2011 
El Tiempo de Entrega como parametro, se han definido para 0LT  , 1LT   y 2LT   
periodos y  , ,i t k .  
 
4.1.3 Las estructuras de productos basadas. en Stroke y SKUs . 
Como se expuso en el literal  3.4,2,  las cinco  5 tipo de estructuras basicos, que 
corresponden a 5 niveles, los cuales deben ser adaptados al concepto de stroke y SKUs  ( 
Maheut & Garcia-Sabater, 2011). A continuación,  se presenta una notación general de las 
estructura y un esquema para identificar mas claramente el concepto de SKUs  y Stroke. 
 
Cada estructura esta conformada por productos finales, sub-productos y las 
correspondientes listas de materiales basadas en el concepto de Stroke, los cuales estan 
representados en operaciones de produccón, compras o transporte y los SKUs , estan 
representados en productos intermedios o sub-productos y productos finales( Maheut & 
Garcia-Sabater, 2011). 
 
A continuación se estable la notación general para los cinco tipos de estructuras: 
Pr      
      
   ( 1,......110)
 (n = 1,......150)
   (k = 1,......11)









C Stroke de compra j
P Sub productos
OP Stroke de operación






















La clasificacion para cada tipo de estructura y su correspondientes productos finales 
( iPF ), los sub-productos( nP ), representados en SKUs ,  los Strokes de compra ( jC ), y los 
Strokes de operación( kOP ), se detallan en la tabla-3 
1
            11,......50
            n = 11,......50
     k =   1,......10
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2
            31,......50
            n = 11,......50
     k = 31,......50
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            n = 11,......50
     k =   1,......30
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            31,......50
            n = 11,......50
     k =   1,......30
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            n =  11,......50
     k =    1,......40






C Stroke de compra j
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En  el siguiente esquema  de dos niveles se aprecia la diferencia entre la tradicional 
lista de gozinto y el enfoque basado en Stroke y SKUs . 
 
 
Figura 8. Planificación de la Simulación. 




























Cada estructura estará representado por 10 productos, con lista de materiales 
independientes o materiales comunes. La lista de materiales para la estructura 1 y los 10 
productos correspondientes, segun el concepto de Stroke y SKUs , se muestra en la  figura 
9. 
4.1.3.1 Tipo de estructura-1, con 10 productos y lista de materiales.  
 
 
Figura 9. Estructura tipo- 1, con diez productos. 






















































































































4.1.3.2 La estructura Tipo-2, con 10 productos y su respectiva lista de materiales. 
 Se muestra en la Figura 10. 
 
-  
Figura 10. Estructura tipo- 2, con diez productos. 
Fuente: Elaboración propia, a partir de: Maheut et al, (2011). 
 
4.1.3.3 Tipo de estructura-3, con 10 productos y su respectiva lista de materiales. 








































































































































Figura 11. Estructura tipo- 3, con diez productos. 
Fuente: Elaboración propia, a partir de: Maheut et al, (2011). 
 
Figura 12. Estructura tipo- 3, con diez productos. 
Fuente: Elaboración propia, a partir de: Maheut et al, (2011). 
 
4.1.3.4 Tipo de estructura-4, con 10 productos y su respectiva lista de materiales. 
 Se muestra en la Figura  13, 14, 15. 
 
Figura 13. Estructura tipo- 3, con diez productos. 
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Figura 14. Estructura tipo- 3, con diez productos. 
Fuente: Elaboración propia, a partir de: Maheut et al, (2011). 
 
 
Figura 15. Estructura tipo- 4, con diez productos. 
Fuente: Elaboración propia, a partir de: Maheut et al, (2011). 
 
4.1.3.5 Tipo de estructura-5, con 10 productos y su respectiva lista de materiales. 
 Se muestra en la Figura  16. 
 
Figura 16. Estructura tipo- 5, con diez productos. 


































































































































































































































4.2 Sistema de Planificación de la Cadena de Suministro 
Como se expresó en la identificación del problema, el presente estudio, se  enfoca 
principalmente en medir y describir el impacto de la complejidad de los Tiempos de 
Entrega en una cadena de suministro, desde el punto de vista del proveedor. Expresamos 
también algunas consideraciones bajo las cuales se realiza la investigación mediante 
eventos simulados. La primera consideración es la incertidumbre de la demanda, mediante 
la variabilidad del coeficiente de variación. La segunda consideración es el enfoque de las 
matrices de operaciones y materiales considerando el concepto de Stroke y Skus, y el 
empleo del modelo GMOP. Mediante este modelo es posible controlar algunos parámetros 
del sistema MRP, entre ellos, el enfoque de capacidad finita, para los recursos del sistema,  
los parámetros de costos y los parámetros de tiempos como se encuentra establecido en el 
modelo.  Bajo estas consideraciones, se determinan para la fase1 los factores de entrada, 
que se someten a un proceso de simulación desde varios niveles de operación con  el 
propósito de optimizar y estudiar el comportamiento de las variables de salida. De tal forma 
que esta información nos arroje elementos para el estudio, evaluación y conclusiones del 
comportamiento del Lead Time en un ambiente simulado y bajo unas características muy 
específicas. Sin duda estos resultados confirmaran las hipótesis planteadas y orientaran el 
proceso para la toma de decisiones, y a revaluar la correcta parametrización de una cadena 
de suministro.  
 
Para el proceso de preparación y planificación de la producción, se considera  que el 
plan de producción se programa en un horizonte rodante, con 52t   periodos, se 
establecen los periodos de replanificación y congelamiento, y el empleo del modelo de 
optimización GMOP, con algunas variantes en el plan de requerimientos de materiales 
MRP, que pasan de la tradicional estructura de Gozinto, a  las matrices de operaciones y 
materiales. Por otro lado del concepto de productos y operaciones se trabaja con el 
concepto de Stroke y SKUs. Adicionalmente en esta misma fase, se estudia el 
comportamiento y la variabilidad de la demanda y de su impacto en el comportamiento del 





En esta fase, se ejecuta el proceso de simulación para cada uno de los factores con 
sus respectivos niveles, con el fin de obtener los resultados para las variables de salida que 
son objeto de estudio en esta investigación.  Para conseguir  los resultados de la simulación, 
se corre un generador de escenarios en java, empleando el modelo matemático GMOP, y el 
optimizador Gurobi, con los respectivos parámetros, y matrices de operaciones para cada 
problema o instancia. Las instancias a correr y el número de repeticiones por cada problema 
dependerán del diseño experimental y de las interacciones en estudio.   
 
4.2.1 Metodología general de la simulación para determinar el impacto del 
LT.  
 En la Figura 17 y Figura 18 se muestra un esquema general del proceso 
metodológico mediante el cual se efectuara la simulación que evalúa el impacto del Lead 
Time para una cadena  de suministro. 
 Se parte entonces de un plan desagregado de producción  por producto, y  para los 
cuales se trabaja con diferentes tipos de demanda. La siguiente etapa es la  planificación de 
la producción multinivel en horizonte rodante de los productos finales y de los  MRP 
optimizados, detallados en SKUs y Stroke. Para hacer posible la planificación en horizonte 
rodante, de 52t   periodos, se deben tener en cuenta, el periodo de congelamiento, para 
este caso 1Tc  , y el periodo para replanificación  8h  . El proceso inicia para el periodo-
1, con 8h   periodos, en ella se especifican los parámetros de los factores de entrada y el 
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Figura 17. Modelo en horizonte rodante, optimizado basado en el modelo GMOP. 
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Ns Nivel de Servicio
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En la  etapa-2, se congela el periodo 1t  , y se actualiza el  h  para ocho  periodos más  y 
nuevamente se recalcula  el MRP optimizado, el algoritmo se detiene para el problema-1, cuando 




4.2.2 Supuestos experimentales comunes a todos los problemas. 
Adicionalmente la presente investigación se enfocará principalmente en los niveles tácticos 
y operacionales, considerando que en el modelo matemático a utilizar GMOP (Generic 
Materials & Operations Planning)  a mediano plazo  para el proceso de aprovisionamiento, 
involucra el tipo de recurso a emplear, y a corto plazo, el  pedido de materiales con las 
recepciones programadas. En el proceso de producción, con un horizonte a mediano plazo, 
se determina el plan maestro de producción (MPS), las recepciones programadas y  
proveedores con diferentes tiempos de entrega (Lead Time). Los  productos, están 
representados en unidades SKUs . Los recursos,  representados en máquinas y mano de 
obra, y los diferentes sub-ensambles o tamaños de lotes, están representados en Stroke- 
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i oductos por estructura
T Horizonte de planificación
t Periodos de planificación
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input y Stroke- output, además los productos finales, dependen de la estructura del producto 
o niveles de fabricación. En el proceso de producción con un horizonte a corto plazo, se 
cuantifican los niveles de inventario para los SKUs y los diferentes Stroke.   
 
 
Figura 18. Factores de entrada y resultados de la Simulación. 
Fuente: Elaboración propia. 
 
Además el modelo de optimización (GMOP) emplea algunas particularidades  que lo 
diferencia de la tradicional lista de materiales o lista de Gozinto, estas características 
diferenciadoras resaltan su importancia, además de los resultados multi-objetivos que en 
concordancia con  otros parámetros en estudio, lo convierten en una herramienta que 
proporciona insumos para la toma de decisiones en una cadena de suministro. Entre estas 
características el modelo básico GMOP presenta la variante de flexibilidad en las 
operaciones al considerar  diferentes estructuras, o diferentes rutas de proceso. Este 
concepto está basado en el estudio de los sistemas de manufactura celular (CMS) efectuado 
por  ( Hachicha, Masmoudi, & Haddar , 2008). De acuerdo a ello la manufactura celular 
tiene dos categorías, para la primera categoría existe una sola ruta de proceso o 
enrutamiento, posibilidad para cada parte. Para la segunda categoría tiene en cuenta la  
flexibilidad en los procesos, o la presencia de múltiples rutas  para producir un mismo 
conjunto de productos (alternative routing), y de esta forma poder cambiar una secuencia o 
lista de Boom, ya preestablecida.  Hachicha et al. (2008) 
 
Según este esquema, debe ser capaz de producir nuevos productos con coste de 
lanzamientos bajos, apoyados además en el concepto de Stroke, y en remplazo a la  
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Los datos de entrada para efectuar las simulaciones en el modelo, son tomados  
directamente de investigaciones previas y casos de estudios de la literatura, entre ellos 
podemos resaltar; (Xie, Zhao, & Lee, 2003), EL cual propone, los parámetros del horizonte 
rodante, el periodo de congelamiento, el ciclo de planificación y los costos de setup. (Zhao 
& Lee, 1996), y (Prasad & Krishnaiah, 2001), complementan los parámetros para los costos 
de setup también utilizados para generar los respectivos escenarios. Ahora teniendo en 
cuenta las estructuras de productos, estas muestran diversas etapas de una cadena de 
suministro y  están basada en los trabajos de (Blackburn & Millen, 1982; Zhao & Xie, 
1998). Los datos de los costes de almacenamiento, setup, stroke (Producción, compra o 
transporte), y el factor Gozinto que se presentan en la Tabla 23 son una adaptación de los 
valores de los trabajo de (Krishnaiah Chetty & Prasad, 2001; Zhao & Xie, 1998). Estas 
adaptaciones se hicieron en la tesis doctoral de (Coronado-Hernández, 2015). 
 
Tabla 23 Costos del Modelo. 








1 1 8000 2 - 
2 0,1 4000 1 1 
3 1 18000 5 1 
4 2 4000 1 1 
5 0,1 1800 0,5 1 
Nota: El coste de faltante/retraso para todos los componentes es 2300. 
 
Se consideran procesos que tienen M etapas o partes, numeradas del 1 al M; la etapa 
1 es el producto final . Como se observa en la Figura 18. Así por ejemplo, la estructura P1 
muestra una cadena de suministro de dos niveles; en el primer nivel se genera un producto 
final a partir de un Stroke de fabricación que consume cuatro componentes; los 
componentes del último nivel son comprados, es decir son generados por un Stroke de 
compra.  
Para cada etapa de la cadena de suministro  hay un recurso productivo por nivel de 




como se muestra en la Tabla 24. El ultimo nivel de las estructura se supone que son 
operaciones de compra. 
 
Tabla 24 Nivel de cada recurso. 
Recurso R1 R2 R3 R4 
Tiempo de Stroke por unidad 1 1 1 1 
Tiempo de Preparación 5 5 5 5 
Capacidad en Tiempo 2000 2000 2000 2000 
Nota: solo hay como máximo 4 recursos porque el último nivel siempre es compra. 
 
Los datos de demanda para cada producto se determinarán  basados en los patrones 
utilizados por (Omar & Bennell, 2009). En la siguiente figura se puede apreciar la 
metodología para generar los escenarios y los resultados, al aplicar el modelo GMOP, en 





Proceso para Generación de 

































Figura 19 Generación de Escenarios 
 
Mediante estos parámetros es posible  generar los escenarios y los resultados para su 
posterior análisis según el diseño experimental, y la interpretación de la de los Lead Time y 






4.3 Estudio de los Factores 
 
Se han considerado cinco factores principales que de alguna forma afectan  el 
desempeño del sistema e interactuan con la variable principal Lead Time, los factores que 
se han tenido en cuenta para esta investigación son los siguientes; Estructura del producto, 
Lead Time, Comunalidad , la Heterogeneidad de la Demanda y el Coeficiente de variación, 
de la demanda. 
 
 
Figura 20. Aspecto metodológico de la investigación. 
Fuente: Elaboración propia. 
 
4.4 Estudio de los Factores 
 
Se han considerado cinco factores principales que de alguna forma afectan  el 
desempeño del sistema e interactuan con la variable principal Lead Time, los factores que 
se han tenido en cuenta para esta investigación son los siguientes; Estructura del producto, 
Lead Time, Comunalidad , la Heterogeneidad de la Demanda y el Coeficiente de variación, 
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4.4.1 Factor estructura del producto. 
 
Descrito ampliamente en el numeral 3.1.4, conformada por cinco niveles, 
correspondiente a 5 estructuras básicas, La estructura-1, hace referencia a la estructura pura 
de ensamble, la estructura 5, se refiere a una estructura pura de procesos (Prasad & 
Krishnaiah, 2001) y un nivel de representado por la combinación de las estructuras puras. 
Las cinco estructuras de los productos, se refieren a la explosión del producto para 
determinar el plan de requerimientos de materiales, basados en el concepto de Stroke y 
SKUs . En la  tabla 23 se resume, el factor Estructura del Producto con sus respectivos 
niveles. 
 
Tabla 25 Estructura del producto y sus niveles. 
 
Estructura del producto 
Tipo de Estructura Código Nivel  Valores 
Estructura-1 ES-1 1 1 
Estructura-2 ES-2 2 2 
Estructura-3 ES-3 3 3 
Estructura-4 ES-4 4 4 
Estructura-5 ES-5 5 5 
 
4.4.2 Factor lead Time. 
Como se ha expresado a lo largo de este trabajo el objetivo fundamental de esta 
investigación es estudiar y analizar el impacto del LEAD TIME en una cadena de 
suministro, que sujeta a algunas consideraciones,  e involucrando una serie de factores que 
por su comportamiento y el nivel de operación, es posible medir el desempeño y 
comportamiento de todo el sistema. 
 
Retomando alguna de las apreciaciones formualdas por (Kamal & Hafar, 2010), 
2010), el cual establece que “El tiempo de Entrega (LT) se convierte en un factor que no se 
puede separar al momento de gestionar la cadena de suministro, y como factor inseparable, 




incertidumbre se asocia principalmente a “las políticas de suministro de pedidos, a los 
niveles de inventario y al nivel de disponibilidad del producto”. 
 
Como se observa, la incertidumbre del Lead Time en el suministro de pedidos no solo 
afecta los niveles de inventario  de los materiales, si no que afecta ademas la disponibilidad 
del producto final,  con las consecuencias  que esto genera en el  plan de producción.  
Dentro del proposito de esta investigación, com se ha expresado anteriormente, y ademas 
de la complejidad inherente del Lead Time( Lt ),este factor presenta tambien incertidumbre  
en el sumnistro de pedidos por parte de proveedores. Nos enfrentamos entonces al efecto 
Bullwhip, cuando corriente abajo un factor, que por su incertidumbre afecta y desestabiliza 
a todo el sistema corriente arriba. En la  Figura 20 se muestran los diferentes niveles para el 
Lt , y su afectación aguas arriba  
 
 
Figura 21. La cadena de suministro y el LEAD TIME. 
Fuente: Elaboración propia. 
 
Esta incertidumbre, nos conduce al estudio de tres niveles para este factor. El primer 
nivel el, 0Lt   , se considera que las entrega se efectuan de manera instantenea o justo a 
tiempo. En el segundo nivel el  1Lt   periodos, y el tercer nivel, 2Lt   periodos . En la 
tabla 24, se resume el factor Lead time con sus respectivos niveles. Ver tabla 24 
 
Tabla 26 Lead Time  y sus niveles. 
LEAD TIME 
Variación del Lead Time Código Nivel  Valores 
Lead Time-Bajo LT-B Bajo 0 
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Lead Time-Medio  LT-M Medio 1 
Lead Time-Alto LT-A Alto 2 
 
4.4.3 Comunalidad. 
El  factor de comunalidad ha sido ampliamente estudiado como se resalta en la 
literatura revisada, investigadores como (Zhoua & Grubbstrom, 2003), establecen que son 
características comunes, cuando se utiliza el mismo tipo de componentes en una estructura 
o lista de materiales y por lo general se encuentra en la industria manufacturera. Se 
considera además que el uso de componentes comunes puede reducir el nivel de inventario, 
además de disminuir el tiempo de respuesta del mercado, disminuir los tiempos de 
preparación y por consiguiente aumentar la productividad y mejorar la flexibilidad (Zhoua 
& Grubbstrom, 2003). Por otro lado la homogeneidad de componentes, según (Mohebbi & 
Choobineh , 2004), “Interactúa significativamente con la existencia de la demanda, las 
incertidumbres de la cadena de suministro, y los beneficios de componentes comunes son 
más pronunciados cuando existen las incertidumbres”. Por otro lado al aumentar la 
variedad de los componentes, y de los tiempos de entrega es posible que se incremente la 
escasez de  componentes. Esta escasez a menudo resulta en pérdidas de capacidad de 
producción, y en la pérdida del nivel servicio hacia los clientes por la falta de entrega de 
productos a tiempo. (Mohebbi et al., 2004). Se refleja entonces la relación e importancia 
entre el tiempo de entrega variable,  y el factor de comunalidad. Cabe señalar que bajo el 
concepto de comunalidad, se reducen costos, el numero de componentes variados puede 
utilizarse para fabricar una amplia gama de productos, lo que puede conducir a mejorar la 
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Figura 22. Estructura de producto tradicional sin comunalidad. 
Fuente: Vakharia , Parmenter, & Susan, ( 1995). 
 
En ese mismo sentido (Zhoua et al, 2003) manifiesta que el costo de producción 
puede ser mayor debido a una gran variedad de componentes, y de funciones, sin embargo 
es importante buscar un equilibrio entre las ventajas y desventajas por la coincidencia  de 
los componentes. (Vakharia , Parmenter , & Susan , 1995), tambien investigan y analizan el 
impacto en una empresa de fabricación que trabaja con un sitema MRP, cuando se opera  
con y sin comunalidad. Ver figura 21 
Es por ello que  (Vakharia et al, 1995), experiementa con un factor de variabilidad de 
la demanda para analizar el impacto de la  comunalidad con dos niveles; alta comunalidad y 
baja comunalidad. Ver Figura 22 
 
 
Figura 23. Estructura de producto tradicional con comunalidad. 
Fuente: Vakharia , Parmenter, & Susan, ( 1995). 
 
Cada estructura estara representado por 10 productos, con lista de materiales   comunes. La 
lista de materiales para la estructura-1 y los 10 productos correspondientes, segun el 
concepto de Stroke y SKUs, se muestra en la  Figura 23. 
 
4.4.3.1 Tipo de estructura-1, con 10 productos y lista de materiales con 
comunalidad.
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Figura 24. Estructura tipo- 1, con diez productos y comunalidad. 
Fuente: Elaboración propia, a partir de: Maheut et al, (2011). 
 
 
4.4.3.2 La estructura Tipo-2, con comunalidad para 10 productos y su respectiva 





















































































































Figura 25. Estructura tipo- 2, con diez productos y comunalidad. 
Fuente: Elaboración propia, a partir de: Maheut et al, (2011). 
 
4.4.3.3 Tipo de estructura-3, con comunalidad para 10 productos y su respectiva 











































































































































Figura 26. Estructura tipo- 3, con diez productos y comunalidad. 
Fuente: Elaboración propia, a partir de: Maheut et al, (2011). 
 
4.4.3.4 Tipo de estructura-4, con comunalidad para 10 productos y su respectiva 
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Figura 27. Estructura tipo- 4, con diez productos y comunalidad. 
Fuente: Elaboración propia, a partir de: Maheut et al, (2011). 
 
4.4.3.5 Tipo de estructura-5, con comunalidad para 10 productos y su respectiva 











































































































































4.4.4 Heterogeneidad de la Demanda. 
La heterogeneidad de la demanda está basada como medida, en el coeficiente de Gini, el 
cual normalmente se utiliza para medir la desigualdad en los ingresos pero puede usarse 
además para tratar cualquier distribución que tenga un comportamiento  desigual. Tabla 25. 
 
Figura 28. Estructura tipo- 4, con diez productos y comunalidad 
Fuente: Elaboración propia, a partir de: Maheut et al, (2011) 
 
Tabla 27 Heterogeneidad de la Demanda. 
 
Heterogeneidad de la demanda 
Tipo de Heterogeneidad Código Nivel  Valores 
Heterogeneidad Baja HD-B BAJO 0 
Heterogeneidad Alta HD-A ALTO 88,5% 
 
 
4.4.5 Coeficiente de variación de la demanda. 
A través de este factor se desea medir el  impacto  que sobre los costos totales, los 
costos de Setup los costos del inventario y los costos de producción,  tiene, la variabilidad 
de la demanda y el tiempo de entrega.  Esta variabilidad se puede expresar por cambio en el 

















































































































































caso CV  es igual a cero, y segundo cuando la demanda presenta alta variabilidad, 
determinado con un coeficiente CV  del  50%. Ahora bien, si el valor esperado de la media 
(  ), y la desviación estándar ( ), es una variable aleatoria iX , entonces el coeficiente de 
variación (CV ), se define mediante CV


 , donde 0  . Igualmente se puede expresar 
el CV  en términos porcentuales:  *100CV


 . De esta forma el estimador del coeficiente  




 , donde X  es la media muestral,  
y, S es la desviación estándar muestral. En la siguiente tabla se resume, el factor 
Coeficiente de variación, con sus respectivos niveles. Tabla 26 
 
Tabla 28 Coeficiente de Variación y sus niveles. 
 
Variabilidad  de la demanda 
Coeficiente de variación  Código Nivel Valores 
Coeficiente  Bajo CV-B BAJO 0 
Coeficiente Alta CV-A ALTO 50% 
 
4.4.6 Resumen de los factores. 
En la tabla 27, se presenta un resumen de los factores en estudio, así como sus 
niveles, el código y los respectivos valores   de tipo categóricos o numéricos  por cada 
nivel. Tabla 29 Resumen de  los factores. 
 
4.5 Variables de Respuesta 
Las variables de salida definidas en la presente investigación, son consideradas 
dentro de la cadena de suministros y el sistema MRP, elementos fundamentales, para la 
       




1 Estructura 𝐸𝑝 6 𝐸𝑝1,𝐸𝑝2,𝐸𝑝3,𝐸𝑝4,𝐸𝑝5 
2 Lead Time 𝐿𝑡 3 0,1,2 
3 Comunalidad 𝐶𝑚 2 0; 0,5 
4 Heterogeneidad 𝐻𝑑 2 0%; 88,5% 
5 Coeficiente de 
Variación 





toma de decisiones. En esta investigación y a partir del comportamiento de la variabilidad 
del Lead Time, como factor principal y objeto de estudio en esta investigación, se desea 
indagar y analizar los resultados para determinar el, impacto e interacciones presentes entre 
factores, además del comportamiento de cada una de las variables de salida. En la Figura -
18 puede apreciarse de manera general un esquema de factores y variables de respuesta 
para este proceso.  
 
4.5.1 Costos totales.  
Los costos totales del sistema, están determinados en el modelo GMOP, por los 
costos de Setup del Stroke, los costos de Stock, y los costos de planificación, para cada 
estructura y durante todo el horizonte de planificación. En la siguiente expresión se muestra 




 totales= ( * ) ( * * )
T
it it kt kt kt
t i p k s





   . 
 
4.5.2  Costos de Setup.  
 Los costos totales, expresados en la ecuación anterior, están definidos por el costo 
de Setup por producto ktf , y la ejecución del Stroke kt  para cada periodo en el horizonte 
de planificación 52T   periodos. En la siguiente expresión se muestra la ecuación que 













   
4.5.3  Costos de stock O Almacenamiento 
 Los costos de Stock, están sujetos a los niveles de inventario de los sub-productos, 
y de los productos finales representados en SKUs , y el costo de almacenamiento por cada 
unidad de SKUs  (productos) para cada periodo t. En la expresión siguiente se muestran los 














   
 
4.5.4 Costos por faltantes.  
 Los costos por Faltantes, hacen referencia a las unidades no servidas durante un 
periodo t, de forma explícita, es la diferencia entre la demanda real del producto final itd
para cada periodo, y el número de unidades de SKUs, resultado de la ejecución de una 
unidad de Stroke K, para cada periodo t durante el horizonte de planeación T. En la 
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4.5.5 Nivel de servicio. 
 El nivel de servicio (fill rate) se define como la fracción de la demanda que se 
satisface directamente de estante (Guijarro, Cardós, & Babiloni, 2011). Muchos de los 
trabajos que relacionan o estudian esta métrica de servicio, se efectúa mediante el uso o 
aproximación, que calcula la tasa de servicio como el complemento del cociente, entre la 
demanda insatisfecha esperada, y la demanda esperada por ciclo de reposición.  (Guijarro, 
Cardós, & Babiloni, 2011).  
Durante los últimos sesenta años, varios trabajos han sugerido métodos para estimar la tasa 
de servicio en diferentes contextos. Sin embargo, no hay ningún método exacto y general 
para estimar la demanda discreta. Guijarro, et al (2011). 
 
El enfoque a utilizar para el cálculo del fill rate, se denomina aproximación 
tradicional, denotada como 
Approx , como la exigencia que no se satisface, en lugar de 





El cálculo del fill rate como complemento del cociente entre la demanda 
insatisfecha esperada por ciclo de reposición y la demanda total esperada por ciclo de 
reposición se expresa de la siguiente manera. (Guijarro, Cardós, & Babiloni, 2011). 
 
(      )
1-
(      )
Approx
E Demanda insatisfecha por ciclo de reposición
E Demanda total por ciclo de reposición
  . 
 
Considerando el horizonte de planificación para 52T  , el fill rate se expresa de la 
siguiente forma. 
1
(      )
1-




E Demanda insatisfecha por ciclo de reposición








4.5.6 Nerviosismo del sistema (ordenes de producción). 
El problema de  la inestabilidad en la planeación de la producción, o comúnmente 
llamado  “NERVIOSISMO DEL SISTEMA”, fue empleado por primera vez por Daniel 
Steele (1975)- Entre las posibles  causas que afectan el  nerviosismo del sistema,  se debe 
primordialmente a los cambios continuos que se presentan en el MPS y a la replanificación 
del MRP. Estos cambios que con frecuencia se dan en el MPS, son consecuencia de la 
actualización de los pronósticos dada su incertidumbre, y de otros factores que afectan su  
estabilidad.  Es el caso de  Lead Times  tardíos, e interrupciones en la entrega de los 
materiales,  debido a horarios poco realistas, más la revisión frecuente de los planes de 
producción, son síntomas comunes del fenómeno que en la literatura se conoce como 
inestabilidad o nerviosismo del sistema (Erkan Kabak & Ornek, 2009 ).  
 
En la literatura se encuentra que uno de los primeros estudios para medir la 
inestabilidad fue propuesto por (Blackburn, Kropp, D. H, & Millen, R. A, (1986). El 
nerviosismo del sistema MRP, lo define comúnmente como cambios significativos en la 
planificación del MRP y de sus necesidades, los cuales  se producen, por cambios menores 
en los registros del MRP en el nivel superior o en el plan maestro de producción. Según 
(Blackburn, Kropp, & Millen, 1985), establece que hay dos causas básicas de la estabilidad 




suministro de componentes) y la segunda causa debida a las variaciones que se presentan en 
el tamaño de lote. Sin embargo los errores en la estimación de la demanda de los productos 
finales pueden causar también cambios en la programación o nerviosismo en el sistema 
(Blackburn et al. 1985). 
Los cambios en  la planificación pueden afectar la cantidad o la programación de las 
órdenes o los pedidos que ya están programados. (Blackburn et al .1986). 
 
Otro aspecto importante para mencionar, relacionado con el “Nerviosismo del  
Sistema, tiene que ver con los métodos para reducir el nerviosismo y la forma de medirlo. 
Uno de los métodos más conocidos en la literatura para reducir el nerviosismo del sistema 
es el empleo de “Congelamiento del Plan Maestro de Producción –MPS”.  
 
Ahora, con relación a la medición de la inestabilidad en la programación  
(Blackburn et al .1986) propone un método para medir esa inestabilidad en el MPS.  En su 
estudio, la inestabilidad se mide contando las órdenes no planificadas y las ordenes 
modificados en el primer período del horizonte de planificación cuando el programa se 
realiza en horizonte rodante. 
 
De forma similar (Sridharan, Berry, & Udayabhanu, 1987)  desarrollaron un 
metodo, un método medir la inestabilidad en el MPS, y así estudiar el impacto del 
congelamiento del MPS sobre los costos del inventario, y en sistemas que operan bajo 
demanda determinística. Posteriormente extendieron sus estudios hasta considerar  
demanda estocástica. En ese sentido (Sridharan, Berry, & V., (1987)  los cuales definen la 
inestabilidad del MRP, como el promedio ponderado de los cambios de  la  programación  
en la  cantidad ordenada, sobre la  orden de los  ciclos de planificación posteriores. Con 
esta medida, Sridharan et al. (1987), se refiere como la métrica SBU, se aplica un 
procedimiento de ponderación a los cambios en la programación;  los pesos decrecientes se 
utilizan para representar el aumento de capacidad y poder  responder al aumento de la 
incertidumbre de las demandas.   
Por otro lado  (Ho, 1989).  Calcula  el  nerviosismo del MRP, como el número total 




Según (Zhao & Lee, 1996) el problema del nerviosismo o inestabilidad en los 
sistemas de planificación de requerimientos de materiales (MRP)  ha sido identificado y 
reconocido ampliamente por autoridades y profesionales de los sistemas MRP. Además 
propone el uso de dos variables para evaluar el desempeño del sistema MRP, bajo varias 
situaciones. 
La primera tiene que ver con los costos del inventario total, la suma de los costos de 
mantenimiento de inventario para todos los elementos o ítems y dentro de longitud de las 
corridas de la simulación. La otra variable dependiente está relacionada con la inestabilidad 
en la programación (Nerviosismo del sistema), y para la cual propone la siguiente ecuación, 
que es considerada en esta investigación para medir el nerviosismo del sistema.  
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4.5.7 Complejidad del  Sistema. 
La evolución y las exigencias a que las organizaciones están sometidas hoy en día, 
por su sostenibilidad, es clave que se deba acudir a estrategias que les permitan 
diferenciarse  y marcar diferencias competitivas. Como lo establece ( Sivadasan, Efstathiou 
, & Calinescu , 2004) las organizaciones manufactureras que operan en entornos 
competitivos, la capacidad de respuesta del sistema se ha convertido en un elemento 
altamente diferenciador, que puede asegurar competitividad en  precios y calidad. Esta 
capacidad de respuesta consiste en el seguimiento y la gestión de la incertidumbre en la 
información, y los flujos de los materiales en un sistema proveedor-cliente. En la medida en 
que la incertidumbre del sistema de información y los flujos de los materiales aumentan en 
una cadena de suministro, el sistema se hace más complejo para controlarlo y gestionarlo. 
(Sivadasan, et al., 2004). 
 
Las cadenas de suministro como sistemas, presentan las características de los 
sistemas complejos, dado el número de empresas que operan de forma simultánea, con 
muchos socios de proveedores, e interactuando a través de una variedad de información y 
flujos de materiales que presenta incertidumbre. (Beamon, 1998, 1999; Christopher, 2000; 
Harland, 1996; Kehoe et al, 2001). 
 
Bajo este enfoque podemos definir la complejidad de sistema como la interacción 
del número de elementos y sus relaciones  dentro de ese sistema  (Bozarth, Warsing, Flynn 
et al., 2009). 
 
Adicionalmente la complejidad puede estar asociada con los sistemas que son 
difíciles de comprender, describir, predecir o controlar, así mismo es difícil definir la 
complejidad en un sentido formal y preciso. Como la ha señalado  Scuricini (1987, p 96.) 
Quien afirma que: La complejidad es una cualidad subjetiva. 
 
De acuerdo al concepto de complejidad, se pueden definir dos clases; La 
Complejidad estructural, y Complejidad operativa (Frizelle, G., 1998). La complejidad 




dimensiones de diseño, que son estáticas en el sistema. La complejidad operativa se define 
como la incertidumbre del comportamiento del sistema, con respecto a un nivel 
especificado de control (Frizelle, G., 1998). En esta investigación nos enfocaremos en la 
complejidad estructural del sistema. Para calcular la complejidad estructural, nos basamos 
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Donde 
ijp  representa la probabilidad de que el recurso j , se encuentre en el estado 
i , en la misma ecuación i , puede representar el número de recursos productivos, los 
pronósticos de demanda u órdenes, y j  nos representa los posibles estados del sistema, 
entre ellos, Setup, Producción, y Tiempo ocioso. 
 
Para analizar la complejidad del  sistema se puede partir de la planificación de las 
operaciones, en la Figura 28,  se muestra un ejemplo de un sistema de operaciones que tiene 
cinco tipo de estructuras de productos, con sus respectivos componentes; entre ellos los 
niveles por cada estructura, recursos de máquinas, tiempos de setup, tiempos de 
producción, las operaciones y sus productos finales representados en   Stroke y  SKUs.  
La notación correspondiente se establece así: 
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PF oducto final i I
OP Stroke de operación k K nivel
P Sub productos n N
OP Stroke de operación m M nivel






      (   1....... )
       Pr (   1....... )




TS Tiempo de Setup t T
TP Tiempo de oducción t T









Las estructuras de la Figura 28  establecen que el producto iPF , se fabrica en la 
operación kOP , empleando el recurso del centro de trabajo 1R , y los componentes 
individuales o combinados nP . El sub-producto nP , se fabrica en la operación mOP , 
empleando el recurso del centro de trabajo 2R  , y utilizando de forma individual o 
combinada de los materiales lP , que se adquieren con el proveedor jC . 
 
Para calcular la complejidad del sistema anterior, se estable el horizonte de 
planificación para 1.....t T , periodos y se determina la probabilidad o situación de  los 
recursos 1  R2R y  que operan en los centros de trabajo 1 y 2 respectivamente. 
 
Para hallar las probabilidades del estado de cada recurso, se deben identificar los 
parámetros  del modelo de optimización, en el caso específico,  se trabaja con el modelo 
GMOP, como se ha descrito a lo largo de esta investigación. 
 
 
Figura 29. Estructura tipo- 1, 2, 3, 4, 5, con centro de trabajo y recursos. 


































































Es así como se deben identificar los tiempos de Setup que se emplean en cada 
centro de trabajo, con el correspondiente  recurso. Además del tiempo total empleado en 
cada programa de producción, y el tiempo disponible por cada recurso o tiempo disponible 
para producir. Con  estos resultados es posible determinar el tiempo libre de producción y 
calcular la complejidad para cada recurso y por consiguiente la complejidad total del 
sistema.  
Tabla 30 Tabla para cálculo de la complejidad. 
 
 
En la tabla 28, se muestran los parámetros, variables, y los cálculos requeridos, para 
hallar la probabilidad del estado de cada recurso. La complejidad estructural del sistema, es 
la sumatoria de las complejidades de cada recurso, para este caso la definimos como sigue: 
( ) ( 1) ( 2)Estr Estr EstrH S H R H R   
 
4.6 Diseño del Experimento 
Con el propósito de medir el impacto del LEAD TIME, en los costos y en el 
desempeño del sistema,  más específicamente en los costos totales, en los costos de Stock, 
costos de  Setup, costos de faltante, en los costos de Stroke de producción, y para el 
desempeño en el nivel de servicio o fill-rate,  en el nerviosismo del sistema, y en la 
complejidad del mismo, se recurre al diseño experimental  y análisis de varianza con cinco 
factores(ANOVA) en Statgraphics.   
Bajo esas consideraciones en la Figura 29 se  muestra la estructura principal, con los 
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Para el diseño del modelo, se consideran los cinco factores de evaluación y sus 
respectivos niveles. Para este experimento se trabajaran tres replicas para cada tratamiento, 




Figura 30. Factores y resultados esperados para el diseño experimental 
Fuente: Elaboración propia. 
 
4.6.1 Hipótesis del modelo. 
Con los cinco factores de entrada, se desea conocer principalmente el impacto del 
factor  Lead time con cada uno de sus niveles sobre el comportamiento de las variables de 
respuesta, por consiguiente la hipótesis del modelo se plantea de la siguiente forma.   
0 1 2 3: .... 0
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4.6.2 Diseño del modelo estadístico. 
Teniendo en cuenta el número de factores y sus respectivos niveles se plantea el 
diseño factorial general con ,   , , ,....f factores A B C K  y niveles , , .....a b c k (
     para k que representa el , f esimo ) o último factor a estudiar, con ello es posible 
construir el diseño factorial general ....axbxc xk  que consiste de ....axbxc xk   tratamiento o 
corridas experimentales. Para el caso específico de este estudio se  trabaja con el diseño,





























4.Incertidumbre de la Demanda








Además de estudiar el impacto del Lead Time en tres niveles y las interacciones con 
otros factores, se quiere confirmar si existe un efecto cuadrático  o efectos de curvatura en 
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Efecto del nivel l del factor tiempo de congelamiento
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4.6.3 Arreglo experimental. 
Las corridas experimentales o problemas,  se estructuran teniendo en cuenta los 
factores experimentales. Para este arreglo se tienen cinco factores principales y sus 
respectivos niveles abreviados, el diseño se resume en la tabla 29.  
 
Tabla 31 Tabla para arreglo experimental. 
 
Factores y Niveles COMUNALIDAD 
  ReijklmY Variable de spuesta
 CM-B CM-A 
3ml   
Repeticiones 
HD-B HD-A HD-A HD-B 
Estructura Lead Time CV-B CV-A CV-B CV-A CV-B CV-A CV-B CV-A 
EP-1 
LT0 3ml   
       
LT1  3ml   
      
LT2   3ml   
     
EP-2 LT0    3ml   




LT1     3ml   
   
LT2      3ml   
  
EP-3 
LT0       3ml   
 
LT1        3ml   
LT2         
EP-4 
LT0         
LT1         
LT2         
EP-5 
LT0         
LT1         



























5. ANÁLISIS DEL EXPERIMENTO 
Para medir el impacto del LEAD TIME, en una cadena de suministro,  se han 
considerado en el diseño  cinco factores principales con sus respectivos niveles  y 8 
variables de respuesta.  De manera más específica, de las ocho variables en estudio, cinco 
evalúan los costos más relevantes del sistema y las otras tres variables miden su 
desempeño.  
 
5.1     Arreglo o Corridas Experimentales Para los Cinco Factores 
Con lo esbozado en el diseño del modelo estadístico, literal 4.5.2, se planteó la 
necesidad de correr un diseño 
3  (5 3 2 )Factorial general x x , y tres repeticiones por 
tratamiento. En la tabla 30, se observa un resumen del diseño del experimento con los 
factores, código, niveles, y niveles abreviados. Basándonos en el punto anterior, el número 
de tratamientos está definido por un factorial general, que equivale a 120 tratamientos o 
problemas por cada replica,  para un total de 360 tratamientos para las tres replicas.  El 
arreglo  o el diseño del experimento para estos 5 factores y sus respectivos niveles con 
todas las corridas experimentales se puede apreciar en al Anexo-1. 
 
Tabla 32 Factores, niveles y códigos del diseño experimental. 
 
 




































5.2 Factores Experimentales y las Variables de Respuesta para el Análisis de 
Varianza 
Para esta primera fase de análisis, y basándonos en los cinco factores 
experimentales, se desea saber cuál de ellos se encuentran activos o resultan significativos y 
que impacto o efecto tiene cada factor  sobre  cada  variables de salida o de respuesta. De 
las primeras cinco variables de respuesta en estudio y como se explicó en el párrafo 
anterior, se evalúan algunos de los costos en que  incurre el proceso de planificación de la 
producción. Entre ellos tenemos; El Costo Total, el Costo de Inventario, El Costo de 
Faltante, el Costo de Stroke de Producción, y los Costos de Setup. Para el segundo grupo de 
tres variables,  se ha considerado  la medición del desempeño del sistema, mediante los 
indicadores de; Complejidad del Sistema, El Nivel de Servicio, y el Nerviosismo del 
Sistema. En ese sentido la primera variable de respuesta a analizar es el “Costo Total”, 
donde se incluye el análisis del  efecto principal para cada uno de estos cinco factores, así 
como, las  interacciones dobles entre el factor Lead Time (LT) y el factor Estructura del 
Producto (EP), que son de interés para esta investigación. En la tabla 31 se resumen las 
variables de respuesta en estudio. 
 
5.3 Consideraciones Generales  para el Análisis de Varianza 
Para efecto de análisis y construcción de análisis de la tabla  ANOVA, se consideran 
los aspectos relacionados con la suma de cuadrados SC por tratamiento, los grados de  
libertad por tratamiento o factor, y de los cuadrados medio por tratamiento y para el error se 
trabaja con  los estadísticos de prueba basados en la distribución F, y el valor prefijado para 
la significancia,  se establece con 5%  . El nivel de confianza se fija en un 95% 
mediante la prueba de Fisher LSD. 
 


















Costo de Faltantes 




5.4 Verificación de los supuestos del Modelo 
 
Los resultados obtenidos para cada variable de salida están sujetos a que la muestra 
de los residuos eij cumpla con los supuestos del modelo. En términos de los residuos estos 
supuestos son: Los eij siguen una distribución normal con media cero, los eij son 
independientes entre sí, y los residuos de cada tratamiento tienen la misma varianza. Para 
verificar el supuesto de normalidad en cada variable de respuesta, se aplica la prueba de 
Shapiro-Wilks, además para comprobar  que los tratamientos tienen la misma varianza 
constante, se trabaja con  la gráfica de los predichos contra los residuos y para verificar el 
supuesto de independencia  en los residuos se utiliza la gráfica que muestra el orden en que 
se recolectaron los datos contra los residuos correspondientes.  
 
5.5 Análisis de Varianza para Cinco Factores Experimentales e Interacciones 
Triples. 
5.5.1 Analisis de varianza para los “Costos Totales”. 
Con base en las consideraciones anteriores y de los resultados obtenidos en  la tabla  
ANOVA de la significancia los cinco  factores principales  sobre  la variable de respuesta, 
Costo Total (TCR) se aprecia que él  valor p , para cada uno de los efectos principales 
Estructura del Producto(EP), Comunalidad(CM), Heterogeneidad de la Demanda(HD) y 
Coeficiente de Variación(CV), resultan estadísticamente activos y con impacto en la 
variable de respuesta, TCR, excepto para el factor “Lead Time” (LT), cuyo valor p
=0,4356, estadísticamente no significativo o activo y menor que el  nivel  de significancia 
prefijado.  
Se concluye entonces que de acuerdo al análisis de varianza para la variable de respuesta 
“Costo total”,  se acepta la hipótesis nula  µ1=µ2=….µk, para el factor “Lead Time”, y se 
rechaza la hipótesis alternativa HA: µi ≠ µj,  para todo i ≠ j.  En  el Anexo 50 se pueden 
apreciar los resultados del análisis de varianza (ANOVA) para los factores principales  que 
se encuentran activos.  
Teniendo en cuenta el valor-P, es mayor que el nivel alfa prefijado, y debido a la falta de 
significancia del factor LT para la variable de respuesta “Costo Total,  se puede concluir 




consiguiente se infiere que variaciones  en los niveles de 0, 1, y 2 periodos para el factor 
LT, no afecta significativamente la variable “Costos Totales”. Ver Anexo 51 grafica de 
medias para LT y la variable de respuesta “Costo Total”. 
 
5.5.2 Analisis de Varianza para “Costos de Inventario”. 
De los resultados de la tabla ANOVA, se observa que él  valor p , para cada uno de 
los efectos principales, Estructura del Producto(EP), Lead Time(LT), Comunalidad(CM), 
Heterogeneidad de la Demanda(HD) y Coeficiente de Variación(CV), resultan 
significativos o activos y mayores que el   nivel  de significancia prefijado.  
Se concluye entonces que de acuerdo al análisis de varianza para la variable de respuesta 
“Costo de  Inventario”(HCR),  se rechaza la Hipótesis nula µ1=µ2=….µk,  para los factores 
EP, LT, CM, HD y CV,  se acepta la hipótesis alternativa HA: µi ≠ µj para todo  i ≠ j donde  
estos factores principales, estadísticamente se encuentran activos o son significativos.  En  
el Anexo 52, se puede observar la diferencia de medias para el factor Lead Time. Sin 
embargo y a  pesar de que el factor LT, resulta activa para  la variable “Costos de 
Inventario “,  aun con ajuste  de algunos datos atípicos, la variable HCR, no cumple el 
supuesto de Normalidad. Ver Anexo 52, prueba de normalidad Shapiro –Wilks para HCR.  
 
5.5.3 Analisis de Varianza para las variables  BCR, PCR, SCR, HSR, NSR  e 
ISR 
De manera similar se procede con el  Analisis de Varianza para cada variable de 
respuesta, con el respectivo análisis de significancia mediante el valor –P, para el factor 
Lead Time (LT) y la validación del modelo según la prueba de hipótesis.  De acuerdo al 
anova para cada variable BCR, PCR, SCR, HSR, NSR  se observa que el factor LT resulta 
no significativo, esto es el  Valor-P, es mayor que el nivel de significancia prefijado. Ver 
Anexos 53. 
Se concluye entonces que de acuerdo al análisis de varianza para la variable de respuesta 
BCR, PCR, SCR, HSR, NSR,  se acepta  la Hipótesis nula µ1=µ2=….µk,  para el principal 
factor de interés  LT,  y se rechaza la hipótesis alternativa HA: µi ≠ µj para todo  i ≠ j donde  





Tabla 34 Significancia y Normalidad para LT 
 






Normalidad Varianza Independencia 
Costos Totales(TCR) NO NO NO SI NO 
Costo Inventario(HCR) SI SI NO si si 
Faltantes (BCR) NO NO NO SI SI 
Costo Producción(PCR) SI SI NO NO si 
Costo de Setup(SCR) NO NO NO SI NO 
Complejidad HSR) NO NO NO NO SI 
Nivel de Servicio(NSR) NO NO NO SI SI 
Nerviosismo (ISR) SI NO NO SI SI 
 
 
Con base en el estudio para los cinco factores, y considerando solo el factor de interés 
principal Lead Time  y las ocho variables de respuesta, en la tabla 32  se puede observar la 
no significancia para  alguna de ellas y la falta de normalidad en otras. Debido  a lo anterior 
se decide revisar el impacto que tiene cada factor en los resultados de cada variable, se 
deduce entonces  que el factor Coeficiente de Variación (CV) afecta significativamente los 
resultados cuando trabaja con los dos niveles, alto y bajo, esto es un coeficiente de 
variación en cero y otro coeficiente con variación de 50%.  Por lo anterior y para el 
siguiente análisis se fija el Coeficiente de variación en el nivel alto, esto es la demanda 
presenta alta variabilidad.  
Se infiere que un comportamiento constante de la  demanda,  para la variabilidad en el 
factor  Tiempo de Entrega (LT) no tiene efectos significativos en las variables de respuesta  
TCR, BCR, PCR, SCR, HSR, NS.  
 
5.6 Análisis de Varianza para Cuatro Factores Experimentales e Interacciones 
Triples 
En esta segunda fase de análisis, y considerando  cuatro factores experimentales, se 
desea saber cuál de ellos se encuentran activos o resultan significativos y que impacto o 
efecto causan en las variables de salida. En ese sentido la primera variable de respuesta a 




así como, las  interacciones dobles entre el factor Lead Time (LT) y el factor Estructura del 
Producto (EP).  
 
Además de la significancia de los factores principales que resultan activos, se 
analizan  las  interacciones dobles entre los factores EP y LT, y únicas de interés para este 
estudio, se considera también que el coeficiente de variación para la demanda opera 
siempre en un nivel alto. 
 
5.7 Análisis de  Varianza de los “Costos Totales”(TCR) 
5.7.1 Supuestos del modelo. 
Supuesto  de Normalidad. Basados en la  prueba grafica de los residuos para la 
variable de respuesta TCR, se observa que la distribución normal ajusta bien los datos de 
los residuos. Desde el punto de vista analítico, el valor-p para la prueba de Shapiro-Wilk= 
0,810863, debido a que el valor-p es mayor que 0,05 no se puede rechazar la hipótesis de 
que los residuos proviene de una distribución NORMAL. En la Figura 30 se observa el 
comportamiento de los residuos de la variable TCR se distribuyen normalmente muy a 
pesar de algunos datos atípicos. 
 
Figura 31. Grafica Normalidad para residuos  TCR 
 
Gráfica de Probabilidad Normal para RESIDUOS TCR





















Gráfica Cuantil-Cuantil -Residuos TCR























Supuesto de varianza constante. Como se aprecia en la Figura 31, predichos y 
residuos, no se observa  ningún patrón, se toma como señal de que se cumple con  el 
supuesto de que los tratamientos tienen igual varianza. 
 
Figura 32. Grafica predichos Vs residuos para varianza constante. 
 
En el Anexo 3 se muestra la gráfica de  los residuos por factor con sus respectivos  
niveles para la Estructura del Producto y Lead Time, se confirma que existe alguna 
similitud en la dispersión que indican los datos,  por consiguiente, se cumple con el 
supuesto de que los tratamientos para estos dos factores presentan igual varianza.  
 
5.7.2 Supuesto de independencia. 
De la Figura 32 que registra el orden en que se tomaron los datos contra los 
respectivos residuos, se puede apreciar gráficamente que no se evidencia .tendencia o 
patrón que este claramente definido, por ende no se identifica una correlación entre los 
errores y se confirma que el supuesto de  independencia se cumple. 
 
5.7.3 Resultados del análisis de varianza y la variable de respuesta “Costo 
Totales”. 
Con base en los resultados de la variable de respuesta “Costos Totales”(TCR), en el 
Anexo  4, se muestra  el  ANOVA para los cuatro factores principales, Estructura del 
Producto (EP), Lead Time (LT), Comunalidad (CM), y Heterogeneidad de la Demanda 





















(HD) de tal forma que  él  valor p , para cada uno de los cuatro efectos principales, EP,  
LT, CM y  HD, resultan ser estadísticamente significativos o factores activos y con 
valor p  menores que el nivel de significancia prefijado 
 
Figura 33. Grafica de independencia para residuos  TCR. 
 
 El  factor LT, presenta un valor p =0,0000, igualmente para el factor EP, presenta 
un valor p =0.000, el factor CM, con valor p =0,0000, y el factor HD, con un 
valor p =0,0000,  respectivamente. 
 
5.7.4 Análisis de medias para los factores “Estructura del producto (EP) y el 
factor Lead Time (LT) y la variable de respuesta TCR. 
De los resultados del análisis de varianza para la variable de respuesta TCR y a la 
gráfica de medias de la  Figura 33, se rechaza la Hipótesis nula 0 1 2: ..... kH     para los 
factores EP, LT, CM y  HD, y  se acepta la hipótesis alternativa :A i jH   para todo 
i j , se puede concluir que estadísticamente  no hay igualdad  entre las medias 
poblacionales para los diferentes niveles de los factores en estudio, por consiguiente existe 
un impacto significativo por cambio de nivel del factor Lead Time y del factor Estructura 
del  Producto, sobre los Costos Totales(TCR). 
Mediante la prueba de rangos múltiples, se confirma que para el factor LT, el  
contraste entre los niveles LT0 y LT1, el contraste LT0 y LT2, y en  el contraste LT1 y LT2 




















se presentan diferencias significativas entre sus medias y sin grupos homogéneos  para un 
nivel de confianza del 95% 
 
Figura 34. Grafica de medias para los factores  LT y EP  y variable TCR. 
 
 
Igualmente, para los contrastes  resultantes del factor y  los cinco niveles del factor 
se evidencian diferencias significativas en las medias para cada nivel de EP, y sin grupos 
homogéneos. Los resultados se reflejan en el Anexo 5, prueba de rangos múltiples para LT 
y EP. 
 
Se puede observar también que el Costo Total (TCR)  se incrementa para las 
estructuras EP2 y EP5 y el  Lead Time opera en un nivel alto (LT2), para este caso cuando 
el Stroke de transporte, tiene una demora  igual a dos periodos. De manera similar, el TCR 
disminuye en la medida que el tiempo de entrega cambia de nivel de LT1 a LT0 periodos. 
Si la tendencia de una disminución o incremento en los costos totales por cambio operados 
en el LT, se mantiene, se infiere entonces, que en la medida en que el tiempo de entrega 
(LT) se hace mayor, los Costos Totales se incrementan. Por otro lado el TCR disminuye 
para la estructura del producto-1(EP1), esto corresponde a un Tiempo de entrega del nivel 
LT0, para este caso, cuando los tiempos de entrega por parte del proveedor presentan una 
demora  igual a cero  periodos.  
Se concluye entonces que ampliar los plazos de entrega de cero a dos periodos,  se 
manifiesta  en un incremento en los Costos Totales. 
LT0 LT1 LT2











Grafica de Medias y 95,0% de Fisher LSD

















5.7.5 Análisis de las interacciones dobles para los factores EP , LT y la 
variable de respuesta “Costo Total (TCR)”.  
 
De los datos de interacciones dobles (Anexo-4), para los factores “Estructura del producto” 
(Factor- A) y “Lead Time” (Factor B), se observa que estadísticamente resultan 
significativa las interacción AB, con un valor p de 0,0000,  menor que el nivel de 
significancia prefijado, igualmente resultan estadísticamente significativas las interacciones  
BC, con un valor p de 0,0074, y la interacción BD,  con un valor p de 0,0000. 
 
Figura 35. Interacciones para el Factor   EP, LT y la  VR, TCR 
 
Se puede concluir también, que de acuerdo a la significancia de  los factores Lead 
Time (LT), y Estructura del Producto (EP) y el efecto  de interacción (AB), ampliamente 
significativo  para la variable de respuesta TCR,  el costo más alto se observa para la 
estructura del producto EP2, y  la estructura EP5, y con alguna disminución leve en el costo 
total cuando el LT pasa de un nivel alto a un nivel bajo (LT2 a LT0),  es decir cuando el 
LT0 =0 periodo, o el tiempo de entrega de los materiales para compra se realiza justo a 
tiempo.  
Por otro lado, el costo total más bajo se presenta en la estructura EP1 (Estructura 
pura de ensamble), de tal forma que un cambio del Lead Time, del nivel LT0 al nivel LT2, 
que corresponde a una variación de dos periodos para  entrega por parte del proveedor, se 
traduce en un incremento moderado en el Costo Total. 






































Con relación a la interacción del factor Lead Time (LT) y el  factor Comunalidad 
(CM)  Figura 35, el Costo Total se incrementa cuando se trabaja con alta comunalidad en 
los materiales, y  disminuye cuando los materiales tienen baja comunalidad, de lo anterior 
se desprende que un  leve incremento en los Costos Totales, cuando el Tiempo de Entrega 
se amplia. 
 
Figura 36. Interacciones para el Factor   LT y CM  para  la  VR, TCR 
 
 
5.8 Análisis de Varianza de los “Costos de Inventario”(HCR) 
5.8.1 Supuestos del modelo. 
Supuesto  de Normalidad. Basados en la prueba grafica de los residuos para la 
variable de respuesta Costos de Inventario (HCR), se observa que la distribución normal 
ajusta bien los datos de los residuos. Desde el punto de vista analítico el valor-p para la 
prueba de Shapiro-Wilk= 0,078608 debido a que el valor-p es mayor que 0,05 no se puede 
rechazar la hipótesis de que los residuos provienen de una distribución NORMAL. En la 
Figura 36 se observa el comportamiento de los residuos y como la variable HCR se 
distribuyen normalmente, a pesar de algunos datos atípicos no influyen en la normalidad 
del a variable. 






















Figura 37. Grafica de Normalidad para residuos HCR 
 
Supuesto de varianza constante. Como se aprecia en la Figura 37, predichos y 
residuos, no se observa  ningún patrón en los datos de los residuos de la variable HCR, se 
toma como señal de cumplimiento con  el supuesto de que los tratamientos tienen igual 
varianza. 
 
Figura 38. Predichos contra residuos para el Factor, Costo  de Inventario. 
 
En el Anexo 7, se muestra la gráfica de los residuos para los factores, Estructura del 
Producto y Lead Time para la variable de respuesta HCR, se confirma que existe alguna 
similitud en la dispersión que indican los datos,  por consiguiente se cumple también con el 
supuesto de que los tratamientos para este factor presentan igual varianza.  
 
 
5.8.2 Supuesto de Independencia. 
De la Figura 38 que registra el orden en que se tomaron los datos contra los 
respectivos residuos, se puede apreciar que no se evidencia .tendencia o patrón que este 
claramente definido, por consiguiente no se identifica una correlación entre los errores y se 
Gráfica de Probabilidad Normal para RESIDUOS  HCR























































confirma que el supuesto de  independencia se cumple para la variable Costos de 
Inventario. (HCR) 
 
Figura 39. Orden de los datos contra residuos para HCR. 
 
 
5.8.3 Resultados del análisis de varianza y la variable de respuesta “Costo de 
Inventario”. 
Con base en los resultados de la variable de respuesta “Costos de Inventario”(HCR), 
en el Anexo  8, se muestra  el  ANOVA para los cuatro factores principales, Estructura del 
Producto (EP), Lead Time (LT), Comunalidad (CM), y Heterogeneidad de la Demanda 
(HD),  de tal forma que  él  valor p , para cada uno de los cuatro efectos principales, EP,  
LT, CM y  HD, resultan ser estadísticamente significativos o factores activos y con 
valor p   menores que el nivel de significancia prefijado. El  factor LT, presenta 
resultados  con un valor p =0,0000, igualmente para los factores EP, con valor p
=0.000, el factor CM, con un valor p =0,0000, y el factor HD, con un valor p =0,0000,  
respectivamente. 
 
5.8.4 Análisis de medias para los factores “Estructura del producto (EP) y el 
factor Lead Time (LT) y la variable de respuesta HCR. 
Basándonos en el análisis de varianza para la variable de respuesta HCR y a la gráfica 
de medias de la  Figura 39 se rechaza la Hipótesis nula 0 1 2: ..... kH     para los 
factores EP, LT, CM y  HD, y se acepta la hipótesis alternativa :A i jH   para todo i j , 

















se puede concluir que estadísticamente no hay igualdad  entre las medias poblacionales 
para los diferentes niveles de los factores en estudio, se concluye entonces que existe un 
impacto significativo por cambio de nivel del factor Lead Time y del factor Estructura del  




Figura 40. Grafica de Medias  para el Factor   EP, LT y la  VR, HCR 
 
De acuerdo con la prueba de rangos múltiples para la variable de respuesta HCR, se 
confirma que para el factor LT, el  contraste entre los niveles LT0 y LT1, el contraste LT y 
LT2, y en  el contraste LT1 y LT2 se presentan diferencias significativas entre sus medias, y 
sin grupos homogéneos para un nivel de confianza del 95%, paralelamente, para los 
contrastes entre los cinco niveles del factor EP, se evidencian diferencias significativas en 
las medias para cada nivel de EP. Los resultados se reflejan en el Anexo 9, prueba de 
rangos múltiples para LT y EP. 
 
Se confirma además que el Costo del Inventario (HCR) se incrementa cuando se 
opera con la estructura pura de ensamble EP1 y el Lead Time se encuentra en el nivel bajo 
LT0, para este caso cuando el Stroke de transporte, se realiza justo a tiempo o no presenta 
demora. Por otro lado HCR disminuye en el nivel EP5, esto corresponde a un tiempo de 
entrega en el nivel LT2, lo que es igual, cuando el Stroke de transporte, presenta una 
demora igual a dos periodos.  
 








































Se infiere entonces, que el cambio de nivel, o en la medida que el Tiempo de 
Entrega se hace menor se refleja en un incremento en los “Costos de Inventario”, debido al 
aumento en el número de pedidos y a la alta rotación de los materiales. Además, los 
“Costos del Inventarió”  representan solo el 3% de los Costos Totales, una participación 
bastante baja, considerando que los Costos de Inventario pueden jugar un papel importante 
dentro de los Costos Totales. En el Anexo 11, se puede apreciar el porcentaje de 
participación de los Costos de Inventario sobre los Costos Totales. 
 
5.8.5 Análisis de las interacciones dobles para los factores EP y LT y la 
variable de respuesta “Costo del Inventario (HCR)”.  
 
De los datos de interacciones dobles (Anexo 8) para los factores “Estructura del 
producto” (Factor- A) y “Lead Time” (Factor B) se observa que estadísticamente resulta 
significativa la interacción  AB, con un valor p de 0,0000,  menor que el nivel de 
significancia prefijado (Figura 40), igualmente resultan estadísticamente significativas las 
interacciones BC, con un valor p de 0,0000, y la interacción BD,  con un valor p de 
0,0012. 
 
Se puede concluir también que de acuerdo a la significancia de  los factores Lead 
Time (LT), y Estructura del Producto (EP) y el efecto de interacción (AB), ampliamente 
significativo  para la variable de respuesta HCR, el costo más alto se observa para la 






Figura 41. Interacción doble para el Factor  LT y EP y la  VR, Costos de Inventario. 
 
Además cuando el Lead Time pasa del nivel alto a un nivel bajo (LT2 a LT0), esto 
es, el plazo de entrega, disminuye a cero periodos, entonces el Costo de Inventario se 
incrementa para todas las estructuras, sin embargo en la  estructura EP1, se experimenta 
una mayor variación en los Costos de Inventario con el 51%. 
  
Por otro lado, el Costo de Inventario más bajo se presenta en la estructura EP5 
(Estructura pura de proceso), de tal forma que un cambio del Lead Time, del nivel LT0 al 
nivel LT2, que corresponde a dos periodos, se traduce también en una  disminución en el 
costo del inventario para EP5, pero de manera moderada, además la estructura EP5 y EP3, 
son las que presentan menor variación en los costos del inventario,  con el 29,5% y 29,2% 
respectivamente (ver Anexo 11). Para resumir, cuando el Lead Time pasa de una entrega 
con demora de cero periodos a dos periodos los “Costos de Inventario” (HCR) disminuyen 
para todas las estructuras del producto y con mayor variación para la estructura EP1. Los 
resultados de la interacción se muestran para la Figura 40. 
 
De los registros y de las gráficas de interacción entre el factor Lead Time (LT) y el  
factor Comunalidad (CM)  Figura 41, se demuestra que el Costo de Inventario se 
incrementa independientemente si la comunalidad es baja o alta, cuando los plazos  de 
entrega se reducen  de dos a cero periodos (LT2 a LT0). Análogamente se infiere también  
que si la tendencia de  disminuir  el plazo de entrega (LT2 a LT0)  se infiere también que el 
operar con comunalidad baja, tiene mejor impacto, representado en una reducción en los  
Costos del Inventario hasta  32%. En ese mismo sentido la variación reflejada en los Costos 







































































del Inventario cuando se trabaja Comunalidad Alta es del 23%. De lo anterior se deriva, 
que el ampliar los plazos de entrega de LT0 a LT2, se refleja  un mejor comportamiento 
reduciendo los Costos de Inventario cuando se trabaja con Alta Comunalidad en los 
materiales. 
 
Figura 42. Interacción doble para el Factor  LT y EP y la  VR, CM. 
 
 
5.9 Análisis de Varianza para  los  “Costos de Faltantes”(BCR) 
5.9.1 Supuestos del modelo. 
Supuesto  de Normalidad. Basándonos en la prueba grafica de los residuos para la 
variable de respuesta Costos de Faltantes (BCR), se observa que la distribución normal 
ajusta bien los datos de los respectivos residuos. Desde el punto de vista analítico el valor-p 
para la prueba de Shapiro-Wilk= 0,585398 debido a que el valor-p es mayor que 0,05 no se 
puede rechazar la hipótesis de que los residuos provienen de una distribución NORMAL. 
En la Figura 42 se observa el comportamiento de los residuos de la variable BCR se 
distribuyen normalmente, muy a pesar de algunos datos atípicos. Ver Anexo 14 Caja y 
Bigote. 


































Figura 43. Grafica de Normalidad para residuos BCR 
 
Supuesto de varianza constante. Como se aprecia en la Figura 43, predichos y 
residuos, no se observa  ningún patrón en la gráfica de residuos para los Costos de 
Faltantes y se toma como señal de que se cumple con  el supuesto de que los tratamientos 
tienen igual varianza. 
 
Figura 44. Predichos contra residuos para el Factor, Costo de Faltantes 
 
En el Anexo 15, se muestra la gráfica de los residuos para los factores, Estructura del 
Producto y Lead Time para la variable de respuesta BCR, se confirma entonces que existe 
alguna similitud en la dispersión que indican los datos, se desprende también que  se 
cumple también con el supuesto de que los tratamientos para este factor presentan igual 
varianza.  
 
5.9.2 Supuesto de Independencia. 
De la Figura 44, que registra el orden en que se tomaron los datos contra los 
respectivos residuos, no se tiene evidencia de tendencia o patrón que este claramente 
Gráfica de Probabilidad Normal para RESIDUOS( BCR)


























































definido, por consiguiente no se identifica una correlación entre los errores y se confirma 
que el supuesto de  independencia se cumple, para la variable Costos de Faltantes. 
 
5.9.3 Análisis de varianza para la  variable de respuesta “Costos de 
Faltantes”. 
Con base en los resultados de la variable de respuesta “Costos de Faltante”(BCR),  
Anexo  15, se muestra la tabla ANOVA para los cuatro factores principales, de tal forma 
que él valor p , para cada uno de los cuatro efectos principales, EP, LT, CM y HD, 
resultan ser estadísticamente significativos o factores activos y con valor p  menor que el 
nivel de significancia prefijado. 
 
 
Figura 45. Orden de los datos contra residuos para el Factor, BCR. 
 
 
El  factor LT, presenta resultados con un valor p =0,0000, igualmente para los 
factores EP, con valor p =0.000, el factor CM, con un valor p =0,0000, y el factor HD, 
con un valor p =0,0000,  respectivamente. 
 
5.9.4 Análisis de medias y contrates para los  factores  LT,  EP y la variable 
de respuesta BCR. 
De acuerdo al análisis de varianza para la variable de respuesta BCR y a la gráfica 
de medias de la  Figura 45 se rechaza la Hipótesis nula 0 1 2: ..... kH     para los 


















factores EP, LT, CM y  HD, y se acepta la hipótesis alternativa :A i jH   para todo i j , 
se puede concluir que estadísticamente no hay igualdad  entre las medias poblacionales 
para los diferentes niveles de los factores en estudio,  esto indica, que existe un impacto 
significativo por cambio de nivel del factor Lead Time y del factor Estructura del  
Producto, sobre los Costos de Faltantes (BCR).Ver Anexo 16. 
 
Figura 46. Grafica de Medias  para el Factor   EP-LT y  VR, BCR. 
 
Mediante la prueba de rangos múltiples, se confirma que para el factor LT, el  
contraste entre los niveles LT0-LT1, el contraste LT0-LT2, y en el contraste LT1-LT2 se 
presentan diferencias significativas entre sus medias, y sin grupos homogéneos, igualmente, 
para los contrastes del factor EP resultantes entre los cinco niveles del factor se evidencian 
diferencias significativas en las medias para cada nivel de EP, con excepción del contraste 
EP2-EP5 que presenta homogeneidad. Los resultados se reflejan en el Anexo 17, prueba de 
rangos múltiples para LT y EP. 
 
Se puede observar también que el Costo de Faltantes (BCR) se incrementa para las 
estructuras EP2 y EP5 y el  Lead Time opera en un nivel alto (LT2), para este caso cuando 
el Stroke de transporte, tiene una demora igual a dos periodos. De manera similar, el BCR 
disminuye en la medida que el tiempo de entrega cambia de nivel de LT2 a LT0 periodos. 
Si la tendencia de una disminución o incremento en los costos totales por cambio operados 
en el LT, se mantiene, se infiere entonces, que en la medida en que el tiempo de entrega 
(LT) se hace mayor o menor los Costos de Faltantes igualmente se incrementan o 
disminuyen según el caso. Por otro lado la estructura EP1, refleja  el BCR más bajo, 
similarmente cuando el Tiempo de entrega se encuentra en el nivel LT0, o cuando el Stroke 




















































de transporte, tiene una demora  igual a cero  periodos, se  puede afirmar que el Costo de 
Faltante es bajo. Además, los “Costos de Faltantes”,  representan con el 86,33% la mayor 
parte de los Costos Totales, una participación bastante alta, considerando que los Costos de 
Faltantes afectan significativamente el nivel de servicio. En el Anexo 11, se puede apreciar 
el porcentaje de participación de los Costos de Faltante  sobre los Costos Totales. 
 
5.9.5 Interacciones dobles para los factores EP y LT y la variable de 
respuesta “BCR”. 
  
De los datos de interacciones dobles, para los factores “Estructura del producto” 
(Factor- A) y “Lead Time” (Factor B) se observa que estadísticamente resulta significativa 
la interacción  AB, con un valor p de 0,0000,  menor que el nivel de significancia 
prefijado, igualmente resultan estadísticamente significativas las interacciones BC, con un 
valor p = 0,0064, y la interacción BD,  con un valor p de 0,0000.  
 
 
Figura 47. Interacción doble para el Factor  LT, EP y la  VR, BCR. 
 
 
Se puede concluir también que de acuerdo a la significancia de  los factores Lead 
Time (LT), y Estructura del Producto (EP) y el efecto de interacción (AB), ampliamente 
significativo  para la variable de respuesta BCR, el costo más alto se observa para la 
estructura del producto EP5, y cuando el LT0 =0 periodo, es decir la entrega se realiza justo 
a tiempo, se reflejan en costos más bajos por faltantes. Además cuando el Lead Time pasa 
del nivel bajo a un nivel alto (LT0 a LT2), esto es de dos periodos a cero periodos, el Costo 





































































de Faltantes se incrementa para todas las estructuras, sin embargo la  estructura EP1 
experimenta una mayor variación en los BCR con el 24,5%(ver Anexo 18). De lo anterior 
puede afirmarse teóricamente, que la estructura EP1, es más sensible a la variación de los 
Lead Time (LT0 a LT2), para los Costos de Inventario y los Costos de Faltantes, 
representado en 86,36% de los Costos Totales (ver Anexo 11). 
Con relación a la interacción del factor Lead Time (LT) y el  factor Comunalidad 
(CM)  Figura 44, el Costo de Faltante se incrementa de manera considerable cuando se 
trabaja con alta comunalidad en los materiales, independiente del tiempo de entrega para 
LT=0,1,o 2 periodos. De manera similar el BCR disminuye cuando los materiales tienen 
baja comunalidad, con una leve diferencia cuando el Tiempo de Entrega pasa del nivel LT0 
a LT2. 
 
Figura 48. Interacción doble para el Factor  LT, CM y la  VR, BCR. 
 
 
5.10 Análisis de Varianza para  los  “Costos de Stroke de Producción”(PCR) 
5.10.1 Supuestos del modelo. 
Supuesto  de Normalidad. Basados en la prueba grafica de los residuos para la 
variable de respuesta Costos de Producción (PCR), se observa que la distribución normal 
ajusta bien los datos de los residuos. Desde el punto de vista analítico el valor-p para la 
prueba de Shapiro-Wilk= 0,0518471dado que el valor-p es mayor que 0,05 no se puede 
rechazar la hipótesis de que los residuos provienen de una distribución NORMAL. En la 
Figura 48 se registra como los residuos de la variable PCR se distribuyen normalmente, 





















considerando además que el comportamiento atípico de algunos residuos no afecta la 
normalidad de la variable. Ver Anexo 19(Datos atípicos) 
 
Figura 49. Grafica de Normalidad para residuos PCR 
 
Supuesto de varianza constante para  PCR. Como se aprecia en la Figura 49, de 
predichos y residuos, no se observa  ningún patrón en la gráfica, este comportamiento, se 
toma como señal de que se cumple con  el supuesto de que los tratamientos tienen igual 
varianza. 
 
Figura 50. Predichos contra residuos para la variable, Costo  de Stroke de Producción. 
 
 
5.10.2 Supuesto de independencia para PCR. 
De la Figura 50 que registra el orden en que se tomaron los datos contra los 
respectivos residuos, no se tiene evidencia de tendencia o patrón que este claramente 
Gráfica de Probabilidad Normal para RESIDUOS PCR
































































definido, por consiguiente no se identifica una correlación entre los errores y se confirma 
que el supuesto de  independencia se cumple. Ver Anexo 20(Dispersión por factor). 
 
Figura 51. Orden de los datos contra residuos para el Factor, Costo Stroke de Producción. 
 
 
5.10.3 Resultados del análisis de varianza de la  variable de respuesta “Costos 
de Stroke de Producción”. 
 
Con base en los resultados que arroja la tabla ANOVA para la variable de respuesta 
“Costos de Producción” (PCR), Anexo 16, se muestra el  valor p , para cada uno de los 
cuatro efectos principales, EP, LT, CM y HD, los cuales resultan ser estadísticamente 
significativos o factores activos y con valor p  menor que el nivel de significancia 
prefijado. El  factor LT, presenta  un valor p =0,0000, paralelamente el factor EP, con 
valor p =0.0011, el factor CM, con un valor p =0,0001, y el factor HD, con un 
valor p =0,0000,  respectivamente. Ver Anexo 23.  
 
5.10.4 Análisis de medias para los factores “Estructura del producto (EP),  el 
factor Lead Time (LT) y la variable de respuesta PCR. 
Con base en el análisis de varianza para la variable de respuesta PCR y a la gráfica 
de medias de la  Figura 51 se rechaza la Hipótesis nula 0 1 2: ..... kH     para los 
factores EP, LT, CM y  HD, y se acepta la hipótesis alternativa :A i jH   para todo i j , 
se puede concluir que estadísticamente no hay igualdad  entre las medias poblacionales 




















para los diferentes niveles de los factores en estudio, por lo tanto el cambio de nivel del 
para los factores Lead Time y Estructura del Producto, impactan significativamente los 
Costos de Stroke de Producción (PCR). 
 
 
Figura 52. Grafica de medias para el Factor  LT y EP y la  VR, PCR. 
 
Apoyados en la prueba de rangos múltiples, se confirma que para el factor LT, el  
contraste entre los niveles LT0 y LT1, el contraste LT0 y LT2, y en el contraste LT1y LT2 se 
presentan diferencias significativas entre sus medias, sin embargo se refleja un grupo 
homogéneo en el contraste LT0 y LT2, paralelamente, para los contrastes del factor EP 
resultantes entre los cinco niveles del factor se evidencian diferencias significativas en las 
medias para cada nivel de EP. Los resultados se reflejan en el Anexo 24, prueba de rangos 
múltiples para LT y EP. 
 
De igual modo en la Figura 51 se puede afirmar  que el Costo de Producción (PCR) 
más bajo se consigue con las estructuras EP1 y el costo más alto se presenta para las 
estructuras EP2 y EP5,  cuando el Lead Time opera en un nivel bajo LT0 o LT2 (ver Anexo 
grupos homogéneos), que para este caso cuando el Stroke de transporte, tiene una demora 
igual a cero periodo. De manera similar, el PCR disminuye en la medida que el tiempo de 
entrega cambia de nivel de LT0 a LT1 periodos.  
 
Por otro lado, los “Costos de Stroke de Producción”  representan solo el 0,23% de 
los Costos Totales, una participación bastante baja, considerando que los Costos de 
producción están afectados por los parámetros de,  costos de utilización del recurso y por 




























































los tiempos de ciclo de las operaciones, todos estos parámetros afectan el Costo de Stroke 
de Producción, sin embargo es importante una revisión de estos costos para  estructuras de 
productos con más niveles o explosiones de material más grandes, o diferentes índices de 
Gozinto. Es posible una revisión para indagar con más profundidad el impacto del tiempo 
de entrega en los Costos de Producción considerando parámetros reales de costos  y 
verificando además otros que afecten el sistema. En el Anexo 11  se puede apreciar el 
porcentaje de participación de los Costos de Producción sobre los Costos Totales. 
 
5.10.5 Análisis de las interacciones dobles para los factores EP, LT y la 
variable de respuesta “Costos de Stroke de Producción” (PCR). 
 
De los datos de interacciones dobles, para los factores “Estructura del producto” 
(Factor- A) y “Lead Time” (Factor B) se observa en la Figura 52, que estadísticamente 
resulta no significativa la interacción  AB, con un valor p de 0,1781,  mayor que el nivel 
de significancia prefijado, igualmente resultan estadísticamente no significativas las 




Figura 53. Interacción  para el Factor  LT, EP y la  VR, PCR. 
 
Se puede concluir también que a pesar de la significancia de  los factores Lead Time 
(LT), y Estructura del Producto (EP), no existe  efecto de interacción (AB), cualquier 
cambio en los tiempos de entrega de LT0 a LT2 no refleja variaciones en los Costos de 
Producción, para cualquiera de las estructuras de los productos. En resumen el PCR no 
presenta diferencias o variaciones para alguna de los niveles de cada estructura EP1, EP2, 































































EP3, EP4 o EP5, por operar con LT bajos o altos. Para ilustrar mejor, de la gráfica de 
Interacciones Figura 52, se puede observar que para la estructura EP1, el Costo de 
Producción en LT0=1,03E+05,  para  LT1=1,01E+05, y para LT2 el costo =1,02E+05, 
como se observa la variación más alta entre los diferentes niveles es solo del 1,5%, se 
corrobora entonces que los cambios de LT no inciden significativamente en los costos de 
los niveles de la EP1.Ver Anexo 25 Variabilidad de los costos de producción. 
 
Por otro lado, el Costo de Producción  más bajo se presenta en la estructura EP1 
(Estructura pura de proceso), del mismo modo el costo de producción más alto se refleja  
para la estructura  EP5, esta diferencia entre el costo más bajo y el costo más bajo entre 
EP1 y EP5, constituye una variación del 152%. 
 
Con relación a la interacción del factor Lead Time (LT) y el  factor Comunalidad 
(CM), en el Anexo 25, se muestra la interacción BC con valor p =0,7363, de ello se 
deriva que esta interacción resulta no significativa, o que reflejo de cambios importantes en 
los Costos de Producción debido a las variaciones  del factor  LT, cuando se opera con 
comunalidad alta o baja.  
 
5.11 Análisis de Varianza para  los  “Costos de Setup” (SCR). 
5.11.1 Supuestos del modelo. 
Supuesto  de Normalidad. Nuevamente basándonos en la prueba grafica de los 
residuos para la variable de respuesta Costos de Setup (SCR), se observa que la distribución 
normal ajusta bien los datos de los residuos. Efectuando el análisis desde el punto de vista 
analítico se advierte que el valor-p para la prueba de Shapiro-Wilk= 0,605667,  es mayor  
que 0,05 no se puede rechazar la hipótesis de que los residuos provienen de una 
distribución NORMAL. En la Figura 53 se observa el comportamiento de los residuos de la 
variable BCR, la cual se distribuyen normalmente, muy a pesar de algunos datos atípicos. 





Figura 54Grafica de Normalidad para residuos SCR. 
 
Supuesto de varianza constante. Como se registra en la Figura 54, predichos y 
residuos, no se observa  ningún patrón en la gráfica de residuos para los Costos de Setup y 
se toma como señal de que se cumple con  el supuesto de que los tratamientos tienen igual 
varianza. 
 
Figura 55. Predichos contra residuos para el Factor, Costo de Setup. 
 
De la gráfica del Anexo 27, se refleja  que los residuos para los factores, Estructura 
del Producto y Lead Time, para la variable de respuesta SCR, se confirma que existe alguna 
similitud en la dispersión que indican los datos,  como breve conclusión se puede inferir 
que también se cumple también con el supuesto de que los tratamientos para este factor 
presentan igual varianza.  
 
Supuesto de Independencia. De la Figura 55, que registra el orden en que se 
tomaron los datos contra los respectivos residuos, no se tiene evidencia de tendencia o 
patrón que este claramente definido, por consiguiente no se identifica una correlación entre 
Gráfica de Probabilidad Normal para RESIDUOS SCR



































los errores y se confirma que el supuesto de  independencia se cumple, para la variable 
Costos de Setup. 
 
Figura 56. Orden de los datos contra residuos para el Factor, SCR. 
 
 
5.11.2 Resultados del análisis de varianza para  la  variable de respuesta 
“Costos de Setup” 
Para la variable de respuesta Costos de Setup”(SCR), en el Anexo 28, se muestra  el  
ANOVA para los cuatro factores principales, de tal forma que él valor p , para cada uno 
de los cuatro efectos principales de las variables, EP, LT, CM y HD, resultan ser 
estadísticamente significativos o factores activos con valor p  menor que el nivel de 
significancia prefijado. El  factor LT, presenta resultados con un valor p =0,0000, 
igualmente para los factores EP, con valor p =0.000, para el factor CM el valor p
=0,0000, y para el factor HD, el valor p =0,0000,  respectivamente. 
 
5.11.3 Análisis de medias para los factores “Estructura del producto” (EP),  el 
factor Lead Time (LT) y la variable de respuesta SCR. 
De acuerdo al análisis de varianza para la variable de respuesta SCR y a la gráfica 
de medias de la  Figura 56, se rechaza la Hipótesis nula 0 1 2: ..... kH     para los 
factores EP, LT, CM y  HD, y se acepta la hipótesis alternativa :A i jH   para todo i j , 
se puede concluir que estadísticamente no hay igualdad  entre las medias poblacionales 
para los diferentes niveles de los factores en estudio, se corrobora entonces que existe un 


















impacto significativo por cambio de nivel de los  factores Lead Time y del factor Estructura 
del  Producto, sobre los Costos de Setup (SCR). 
.      
Figura 57. Grafica de medias  para el Factor  LT y EP y la  VR, SCR. 
 
Se confirma que para el factor LT, y sus diferentes contrastes (LT0 y LT1), (LT0 y 
LT2) y (LT1 y LT2),  existe  una diferencia significativa entre la medias. De igual manera en 
el analisis para el factor EP,  los contrastes resultantes entre los cinco niveles del factor, se 
evidencian diferencias significativas en las medias para cada uno de esos contrastes, 
paralelamente no se registran grupos homogéneos. Los resultados se reflejan también en el 
Anexo 29 de rangos múltiples. 
 
Se deduce también que  los Costos de Setup(SCR) más bajos se presentan cuando se 
opera con la Estructura pura de proceso (EP1) y el  Lead Time se encuentra en el nivel 
(LT2), para este caso cuando el Stroke de transporte, tiene una demora  igual a dos 
periodos. Por otro lado el SCR se incrementan  en el nivel  EP5 y EP2, y para cuando el 
Lead Time se encuentra en el nivel LT0,  esto corresponde, cuando el Stroke de transporte 
tiene un tiempo de entrega igual a dos  periodos.  
Se concluye entonces que un cambio de nivel en los Tiempos de Entrega, de cero a 
dos periodos se refleja en una disminución en los Costos de Setup SCR, principalmente para 
las estructuras de productos EP1 y EP4, los cuales representan los Costos de Setup más 
bajo. Los resultados se aprecian en la Figura 56. Se infiere también que en la medida que 
los Tiempos de Entrega se incrementen se refleja en una disminución de los Costos de 
Setup, los cuales representan el 13,4% de los costos totales. 





















































En resumen, una reducción en los tiempos de entrega, se traduce en una 
disminución para los Costos de Faltantes y los Costos de Setup, los cuales representan 
dentro de los Costos Totales el 99,77%. Ver Anexo 11 y 12.  
 
5.11.4 Análisis de las interacciones dobles para los factores EP, LT y la 
variable de respuesta “Costos de Setup” (SCR). 
 
De los datos de interacciones dobles, para los factores “Estructura del producto” 
(Factor- A) y “Lead Time” (Factor B) se observa que estadísticamente resulta también 
significativa, la interacción  AB, con un valor p de 0,000, menor que el nivel de 
significancia prefijado, igualmente resulta significativa la interacción relacionada con el 
factor Lead time BC, con valor p =0,0033, y  la interacción BD, con valor p = 0,00, 
mayor que el nivel de significancia prefijado.  
      
Figura 58. Interacción  para el Factor  LT y EP y la  VR, SCR. 
 
 
Se puede concluir también que de acuerdo a la significancia de  los factores Lead 
Time (LT), y Estructura del Producto (EP) y el efecto de interacción (AB), cuando  se 
amplían los ´plazos de entrega (LT0 a LT2), esto es de cero a dos periodos, se evidencia  
que esta interacción afecta más a la estructura EP5 con una variación en los Costos de Setup  
del 9,8% por cambio de nivel del LT, y una variación muy leve para el resto de estructuras, 
cuando se amplía o se reduce el Tiempo de Entrega. En resumen la variación en los tiempos 
de entrega, tienen muy poco o ningún impacto sobre las estructuras  EP1, EP2, EP3 o EP4 
(ver Anexo 30). 
 





































































De lo anterior puede afirmarse teóricamente también, que la estructura EP5, es más 
sensible a la variación de los Lead Time (LT0 a LT2), para los Costos de Stroke de 
Producción y los Costos de Setup, los cuales representan solo el 13,64% de los Costos 
Totales (ver Anexo 11). 
 
Con relación a la interacción del factor Lead Time (LT) y el  factor Comunalidad 
(CM), el valor –p= 0,0033,  menor que el nivel de significancia prefijado (Anexo 28) se 
observa que las variaciones en el  LT, tienen un impacto leve sobre los costos de setup 
cuando se trabaja con alta o baja comunalidad para los materiales. Por otro lado cuando se 
trabaja con Comunalidad Baja (CMB),  la variación en los SCR cuando el Lead Time 
cambia de LT0 a LT2 es solo del  2,1% y de 1,9% para Comunalidad Alta (CMA). 
 
Por otro lado, puede confirmarse que el Costo de Setup es más bajo cuando se 
trabaja con  Comunalidad Alta, se reduce paulatinamente  cuando el LT pasa de LT0 a LT2, 
esto es, el tiempo de entrega se incrementa de cero a dos periodos. Se infiere entonces que 
en la medida en que el número de materiales en la Estructura del Producto se reduce, el 
Costo de Setup también disminuye. 
 
En este mismo contexto y basándonos en la interacción entre el factor LT y 
comunalidad, se puede observar que en la medida en que los plazos de entrega se 
incrementan pasando de cero a dos periodos de demora en la entrega por parte del 
proveedor, entonces los Costos de Setup tienden a decrecer ya sea para materiales con Alta 
Comunalidad o Baja Comunalidad. De manera similar el SCR se incrementa,  cuando el 
Tiempo de Entrega pasa del nivel LT0 a LT2, independientemente si los materiales tienen 
baja o alta comunalidad. En ese mismo sentido se registra en la gráfica de interacciones, 
Figura 58, que teóricamente cuando los materiales presentan Alta Comunalidad los SCR 
son más bajos, que cuando se trabaja con productos  que operan  con Baja Comunalidad  en 





Figura 59. Interacción  para el Factor  LT y CM y la  VR, BCR. 
 
5.12 Análisis de varianza para  la   “Complejidad del Sistema”(HSR) 
 
5.12.1 Supuestos del modelo. 
Supuesto  de Normalidad. Basados en la prueba grafica de los residuos para la 
variable de respuesta Costos de Inventario (HSR), se observa que la distribución normal 
ajusta bien los datos de los residuos. Desde el punto de vista analítico el valor-p para la 
prueba de Shapiro-Wilk= 0,660097 debido a que él valor p  es mayor que 0,05 no se 
puede rechazar la hipótesis de que los residuos provienen de una distribución NORMAL. 
En la Figura 59 se observa el comportamiento de los residuos de la variable HSR se 
distribuyen normalmente, muy a pesar de algunos datos atípicos. (Ver Anexo 31). 
 
 
Figura 60. Grafica de Normalidad para residuos HSR. 
 
 

















Gráfica de Probabilidad Normal para RESIDUOS HSR



















Supuesto de varianza constante. Como se aprecia en la Figura 60, predichos y 
residuos, no se observa  ningún patrón, se toma como señal de que se cumple con  el 
supuesto de que los tratamientos tienen igual varianza. 
 
En el Anexo 33, se muestra la gráfica de los residuos para los factores, Estructura 
del Producto y Lead Time para la variable de respuesta  HSR, se confirma que existe 
alguna similitud en la dispersión que indican los datos,  por consiguiente se cumple también 
con el supuesto de que los tratamientos para este factor presentan igual varianza. 
 
 
           Figura 61. Predichos contra residuos para el Factor, HSR. 
 
 
5.12.2 Supuesto de independencia. 
De la Figura 61, la cual registra el orden en que se tomaron los datos contra los 
respectivos residuos, no se tiene evidencia de .tendencia o patrón que este claramente 
definido, se advierte entonces que no se identifica una correlación entre los errores y se 
confirma que el supuesto de  independencia se cumple para la variable Complejidad del 
Sistema (HSR). 
 
5.12.3 Análisis de varianza de la variable de respuesta “Complejidad del 
Sistema”. 
Con base en los resultados de la variable de respuesta “Complejidad” (HSR), en el 
Anexo  33, se muestra  el  ANOVA para los cuatro factores principales,   de tal forma que 


















él valor p , para cada uno de los factores principales, EP,  LT, CM y  HD, resultan ser 
estadísticamente significativos o factores activos  con valor p   menores que el nivel de 
significancia prefijado. 
El  factor LT, presenta resultados  con un valor p =0,0000, igualmente para los factores 
EP, el valor p =0.0045, para el factor CM, el valor p =0,0000, y para el factor HD, el  
valor p =0,0000,  respectivamente. 
 
 
Figura 62.Orden de los datos contra residuos para el Factor, HSR. 
 
 
5.12.4 Análisis de medias para los factores EP,  LT y la variable de respuesta 
HSR. 
De igual modo en el análisis de varianza para la variable de respuesta HSR y a la 
gráfica de medias de la  Figura 62 se rechaza la Hipótesis nula 0 1 2: ..... kH     para los 
factores EP, LT, CM y  HD, y se acepta la hipótesis alternativa :A i jH   para todo i j , 
se puede concluir desde un punto de vista estadístico que no hay igualdad  entre las medias 
poblacionales para los diferentes niveles de los factores en estudio, se corrobora entonces él  
un impacto significativo por cambio de nivel del factor Lead Time y del factor Estructura 
del  Producto, sobre la variable  Complejidad del Sistema(HSR). 
Para ilustrar mejor lo anterior nos basamos en la prueba de rangos múltiples y  la 
variable de respuesta HCR, se desprende entonces que para el factor LT, el  contraste entre 


















los niveles LT0 y LT1, el contraste LT0 y LT2, se presenta un grupo homogéneo indicando 
que este par de tratamientos tienen medias muy similares. Ver Anexo 36. 
 
 
Figura 63. Grafica de medias  para el Factor  LT y EP y la  VR, HSR. 
 
 
El efecto  de este par de tratamiento sobre la variable de Complejidad, es muy 
similar, cuando el tiempo de entrega varía de LT1 a LT2. Paralelamente,  para los 
contrastes entre los cinco niveles del factor EP, se evidencian diferencias significativas en 
las medias para cada nivel de EP. Los resultados se reflejan en el Anexo 34, prueba de 
rangos múltiples para LT y EP. De estos resultados se deriva también que la Complejidad 
del Sistema se incrementa cuando se opera con la Estructura pura de proceso (EP5) y el  
Lead Time se encuentra en el nivel (LT0), para este caso cuando el Stroke de transporte, 
tiene una demora  igual a cero periodos. Por otro lado HSR disminuye en el nivel  EP1, y el 
Lead Time se encuentra en el nivel (LT2), esto corresponde, cuando el Stroke de transporte 
tiene un plazo de entrega igual a dos periodos.  
Se concluye entonces que una variación en los Tiempos de Entrega, de  LT2 a LT0, 
se refleja en un impacto significativo aumentando la Complejidad del Sistema, 
principalmente para la estructura de productos EP5. Por otro lado HSR disminuye en el 
nivel EP1, esto corresponde a un tiempo de entrega en el nivel LT0, lo que es igual, cuando 
el Stroke de transporte, se realiza justo a tiempo. Los resultados se aprecian en la Figura 62. 
 
Se infiere entonces, que en la medida que el Tiempo de Entrega se reduce, se refleja 
en un incremento en la  “Complejidad del Sistema”, considerando que el cálculo de la 













































complejidad  guarda relación con el Setup, con la producción, el tiempo ocioso  y los 
recursos disponibles. 
 
5.12.5 Análisis de las interacciones dobles para los factores EP y LT y la 
variable de respuesta “Complejidad del Sistema” (HSR). 
De los datos de interacciones dobles, Anexo 34 para los factores “Estructura del 
producto” (Factor- A) y “Lead Time” (Factor B) se observa que estadísticamente resulta no  
significativa la interacción  AB, con un valor p = 0,2314,  mayor que el nivel de 
significancia prefijado,  igualmente resultan estadísticamente no significativas las 
interacciones BC y BD, con  valor p  mayores también que el nivel de significancia 
prefijada. 
    
Figura 64. Interacción  para el Factor  LT y EP y la  VR, HSR. 
 
Se puede concluir también, que a pesar de la falta de interacción entre los factores 
AB, Figura 63, para la variable de respuesta HSR, la complejidad del sistema es mayor para 
la estructura del producto EP5 y la HSR más baja se experimenta con el nivel de la 
estructura EP1, independientemente del nivel donde opere el Tiempo de Entrega. En 
resumen la variación en los plazos de Entrega o del LT no afecta la Complejidad del 
Sistema para cualquiera de las Estructura de los Productos. 
 
De acuerdo a la gráfica de interacción para los factores Lead Time (LT) y el  factor 
Comunalidad (CM), se infiere entonces que la interacción BC, resulta significativa con un 
valor p  mayor que el nivel de significancia (ver Anexo 35), se infiere entonces que las 























































variaciones del Lead Time no afectan de manera significativa la complejidad del sistema 
pero cuando se trabaja con alta o baja Comunalidad. 
 
5.13 Análisis de Varianza para el Nivel de Servicio (NSR) 
 
5.13.1 Supuestos del modelo. 
Supuesto de Normalidad. De acuerdo a la gráfica de residuos para la variable de 
respuesta NSR, se observa que la distribución normal ajusta bien los datos. Desde el punto 
de vista analítico el valor-p para la prueba de Shapiro-Wilk= 0,489357(ver Anexo 37) 
debido a que el valor-p es mayor que 0,05 no se puede rechazar la hipótesis de que los 
residuos provienen de una distribución normal. En la Figura 64 se observa que el 
comportamiento de los residuos de la variable NSR se distribuye normalmente, muy a pesar 
de algunos datos atípicos. Ver Anexo 38 
 
Figura 65. Grafica de Normalidad para residuos NSR. 
 
Supuesto de varianza constante. Como se aprecia en la Figura 65, predichos y 
residuos, no se observa  ningún patrón en la gráfica de residuos y predichos, se toma como 
señal de que se cumple con  el supuesto de que los tratamientos tienen igual varianza. 
Gráfica de Probabilidad Normal para RESIDUOS(NSR)























Figura 66. Predichos contra residuos para, NSR. 
 
En el Anexo 39, se muestra la gráfica de los residuos para los factores, Estructura 
del Producto y Lead Time para la variable de respuesta NSR, se constata que existe alguna 
similitud en la dispersión que indican los datos,  por consiguiente se cumple también con el 
supuesto de que los tratamientos para este factor presentan  varianza similar.  
 
5.13.2 Supuesto de independencia(NSR) 
De la Figura 66 que registra el orden en que se tomaron los datos contra los respectivos 
residuos, no se tiene evidencia de tendencia o patrón que este claramente definido, se 
corrobora entonces que no se identifica una correlación entre los errores se puede afirmar 
que el supuesto de  independencia se cumple. 
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5.13.3 Análisis de varianza de la variable de respuesta “Nivel de Servicio” 
(NSR). 
De los resultados de la tabla Anova para la variable de respuesta NSR, Anexo 40, se    
observa que  él  valor p , para cada uno de los cuatro variables  principales, resultan ser 
estadísticamente significativos o factores activos y mayores que el nivel de significancia 
prefijado. El  factor LT, presenta resultados con un valor p =0,0000, igualmente para los 
factores EP, con valor p =0.000, el factor CM, con un valor p =0,0022, y el factor HD, 
con un valor p =0,0000,  respectivamente.  
 
5.13.4 Análisis de medias para los factores LT, EP,  y la variable de respuesta 
NSR. 
Con base en el análisis de varianza para la variable de respuesta NSR y a la gráfica de 
medias de la  Figura 67 se rechaza la Hipótesis nula 0 1 2: ..... kH     para los factores 
EP, LT, CM y  HD, y se acepta la hipótesis alternativa :A i jH   para todo i j , se 
puede concluir que estadísticamente no hay igualdad  entre las medias poblacionales para 
los diferentes niveles de los factores en estudio, por consiguiente existe un impacto 
significativo por cambio de nivel del factor Lead Time y del factor Estructura del  
Producto, sobre el Nivel de Servicio(NSR)  
 
 
Figura 68. Grafica de medias  para el Factor  LT y EP y la  VR, NSR. 
 
 






































Con base en la diferencia de medias para el  factor LT, se confirma que en el 
análisis de los contrastes LT0 y LT1, no se presentan  diferencias significativas, se infiere 
que este par de tratamientos tiene el mismo resultado en el nivel de servicio. Sin embargo 
para los contrastes (LT0 y LT2),  (LT1 y LT2) se presentan diferencias  significativas y sin 
que se reflejen grupos homogéneos para este par de contrastes. De igual manera en el 
análisis para el factor EP, los contrastes resultantes entre los cinco niveles del factor, se 
evidencian  diferencias significativas para alguno de los contrastes, sin embargo el 
contraste para las estructuras EP2 y EP3, resultara no significativo. Ver Anexo 41 
 
Se deduce también que el  “Nivel de Servicio” presenta un mejor desempeño cuando 
se opera con la estructura pura de ensamble (EP1) y el Lead Time,  presenta una demora de 
cero o un periodo. Por otro lado, el desempeño para el Nivel de Servicio disminuye, cuando 
se opera con la estructura pura de proceso (EP5)  y los plazos de entrega (LT) se amplían 
hasta el nivel  más alto (LT2). 
 
 Se puede inferir también que los incrementos en los tiempos de entrega afectan de 
manera negativa el nivel de servicio, Expresándolo de manera diferente se concluye que si 
se mantiene una tendencia de disminución  en los LT o en los Stroke de compra, las 
entregas se realizan justo a tiempo, se refleja en un incremento en el nivel en el  Nivel de 
Servicio. Ahora bien, si se reduce el  Lead Time o las entregas se realizan justo a tiempo 
(LT0), implica también un incremento en los Costos del Inventario. Ver Figura 67.  
 
Para resumir,  cualquier variación en los LT como aumento, disminuye los Costos 
de Inventario, pero afecta el Nivel de Servicio, por el contrario una disminución en los LT, 
contribuye a mejorar el Nivel de Servicio, pero incrementa los Costos de Inventario. 
 
5.13.5 Interacciones dobles para los factores EP y LT y la variable de 
respuesta NSR. 
De los datos de interacciones dobles, Anexo 39 para los factores LT y EP se observa 
que estadísticamente resulta significativa la interacción  AB, con un valor p de 0,0000,  




estadísticamente significativas las interacciones BC, con un valor p de 0,0000, y no 
significativa la interacción BD,  con un valor p de 0,4300. 
 
De los resultados de significancia de este factor y de las  interacciones dobles  AB y 
BC, que  resultaran activas,  se concluye que un  cambio de nivel del factor Lead Time de 
LT0 a LT2, tiene un  impacto negativo leve en el  “Nivel  de Servicio”  para la  estructuras 
del  producto  EP1 a EP4. 
 
El mejor nivel de servicio se observa en la EP1, cuando el LT es bajo, pero en la 
medida en que el tiempo de entrega se incrementa o cambia del nivel LT0 a LT2, el Nivel 
de Servicio disminuye paulatinamente para las otras estructuras. 
 
De igual modo el Nivel de Servicio más bajo se registra para la estructura EP5 
(Estructura pura de proceso) con variaciones muy leves, cuando el LT cambia de nivel. Esta 
interacción se observa en la Figura 68 
 
 
Figura 69. Interacción  para el Factor  LT y EP y la  VR, NSR. 
 
 
Con relación a la interacción del factor Lead Time (LT) y el  factor Comunalidad (CM)  
Figura 69, el Nivel de Servicio presenta mejor comportamiento cuando se trabaja con Baja 
Comunalidad en los materiales en la medida que el  tiempo de entrega se hace cero, o sea 
pasa de LT2 a LT0. Sin embargo si el LT se incrementa a dos periodos (LT2), se  tiene 































































entonces que el nivel de servicio presenta de forma moderada un mejor comportamiento 
cuando los materiales presentan  Alta Comunalidad. 
 
Figura 70. Interacción  para el Factor  LT , CM y la  VR, NSR. 
 
5.14 Análisis de Varianza para  el   “Nerviosismo del Sistema”(ISR) 
5.14.1 Supuestos del modelo. 
Supuesto  de Normalidad. De acuerdo a la gráfica de residuos para la variable de 
respuesta ISR, se observa que los datos no se ajustan a una distribución Normal 
Desde el punto de vista analítico el valor-p, para la prueba de Shapiro-Wilk= 
0,0000,  debido a que el valor-p es menor que 0,05 no se puede aceptar  la hipótesis de que 
los residuos provienen de una distribución NORMAL. En la Figura 70 se observa que el 
comportamiento de los residuos de la variable ISR no se distribuye normalmente, 
ocasionado por los resultados o  datos atípicos en el problema. Con base en ello y de la 
Figura 71, caja y bigote se identifican los datos atípicos del problema, para su 
replanteamiento. 
 
Figura 71. Prueba de Normalidad para residuos ISR. 
 















Gráfica de Probabilidad Normal para Nerviosismo
RESIDUOS-ISR





















Resumen Estadístico para Residuos de ISR.  Las medidas de interés para 
corroborar que los datos de la variable ISR,  provienen de una distribución normal, se 
verifica mediante el sesgo estandarizado y la curtosis estandarizada, Los valores 
estadísticos para este rango deben estar entre 2 y -2. De acuerdo a los datos de la tabla 33 se 
comprueba que el sesgo se encuentra dentro los parámetros establecidos, Sin embargo la 
curtosis viola el rango establecido para asumir que los datos provienen de una distribución 
normal.   
 




Desviación estándar 995,853 




Sesgo estandarizado -1,55749 




De acuerdo a los datos y a la violación del supuesto de normalidad, de  la  Figura 
71, caja y bigote se identifican los datos atípicos y datos aberrantes (máximo fila 36, igual a  




Figura 72. Caja y bigote para residuos de la variable  ISR. 
 
Gráfica de Caja y Bigotes-Nerviosismo
RESIDUOS -ISR





Datos Atípicos  para  la variable Nerviosismo (ISR). 
 
Con base en  la violación supuesto de Normalidad para la variable Nerviosismos del 
Sistema, se efectúan se pruebas de ajuste, transformando  los datos de la variable ISR con el 
fin de validar el supuesto de normalidad. En la tabla 34 se muestran los datos atípicos y 
aberrantes de los residuos para la variable ISR. 
 
Tabla 36 Datos atípicos para ISR 
Fila Residuo Dato 
36 -7430,33 11990 
60 -2067,00 19535 
156 6567,92 25898 
155 6043,02 25878 
64 1949,92 30794 
40 -177,33 22666 
131 -177,33 22666 
 
5.15 Análisis de Varianza de la variable  “Nerviosismo” (ISR). 
 
5.15.1 Supuestos del modelo. 
Supuesto  de Normalidad. Basados en la prueba grafica de los residuos para la 
variable de respuesta Nerviosismo (ISR), se observa que la distribución normal ajusta bien 
los datos de los residuos. Desde el punto de vista analítico el valor-p para la prueba de 
Shapiro-Wilk= 0,0599759 debido a que el valor-p es mayor que 0,05 no se puede rechazar 
la hipótesis de que los residuos provienen de una distribución NORMAL. En la Figura 71 
se observa el comportamiento de los residuos para la variable ISR se distribuyen 
normalmente, a pesar de que aún se presentan  datos atípicos, como se muestra en el Anexo 
46 gráfica de caja y bigote,  pero estos  no afectan en la normalidad de la variable. Ver 






Figura 72. Prueba de Normalidad para residuos ISR. 
 
Figura 73. Prueba de Normalidad Cuantil-Cuantil para  ISR. 
 
Supuesto de varianza constante. Como se aprecia en la Figura 74, predichos y 
residuos, no se observa  ningún patrón en la gráfica de residuos para la variable 
Nerviosismo del Sistema  y se toma como señal de que se cumple con  el supuesto de que 
los tratamientos tienen igual varianza. 
 
 
Figura 74. Supuesto de varianza para  ISR. 
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En el Anexo 47, se muestra la gráfica de los residuos para los factores, Estructura 
del Producto y Lead Time para la variable de respuesta ISR, se constata que existe alguna 
similitud en la dispersión que indican los datos,  por consiguiente se cumple también con el 
supuesto de que los tratamientos para este factor presentan igual varianza. 
 
Supuesto de independencia. 
De la Figura 75 que registra el orden en que se tomaron los datos contra los respectivos 
residuos, no se tiene evidencia de tendencia o patrón que este claramente definido, se 
corrobora entonces que no se identifica una correlación entre los errores se puede afirmar 
que el supuesto de  independencia se cumple. 
 




5.15.2 Analisis  de medias para los factores LT, EP y la VR  ISR. 
Con base en el análisis de varianza para la variable de respuesta ISR y a la gráfica de 
medias de la  Figura 67 se rechaza la Hipótesis nula 0 1 2: ..... kH     para los factores 
EP, LT, CM y  HD, y se acepta la hipótesis alternativa :A i jH   para todo i j , se 
puede concluir que estadísticamente  no hay igualdad  entre las medias poblacionales para 
los diferentes niveles de los factores en estudio, por consiguiente existe un impacto 
significativo por cambio de nivel del factor Lead Time y del factor Estructura del  
Producto, sobre el Nerviosismo del Sistema(ISR). 
 





















 Figura 736. Grafica de medias  para el Factor  LT y EP y la  VR, ISR. 
 
 
Considerando la diferencia de medias para el  factor LT, se observa que en el 
análisis de los contrastes (LT0 y LT1), (LT0 y LT2) y (LT1 y LT2 se presentan  diferencias 
significativas, se infiere que este par de tratamientos inciden de manera diferente en  el 
resultado para la variable Nerviosismos del Sistema. Y sin que se verifique la presencia  de 
grupos homogéneos para cada par de contrastes. Ver Anexo 49. De igual manera en el 
análisis para el factor EP, los contrastes resultantes entre los cinco niveles del factor, se 
evidencian diferencias significativas para todos los contrastes. Ver Anexo 50. 
 
Se deduce también que el  “Nerviosismo del Sistema” presenta un mejor desempeño 
cuando se opera con la estructura  (EP2) y el Lead Time,  presenta una demora de dos 
periodos.  Por otro lado, el desempeño para el Nerviosismo del Sistema  se incrementa, 
cuando se opera con la estructura pura de ensamble  (EP1)  y los plazos de entrega (LT) se 
realizan justo a tiempo esto es cuando LT es igual a cero  periodos. 
 
Se puede inferir entonces que cuando el  LT aumenta, esto es el LT pasa  de cero 
periodos a dos periodos se traduce en una disminución en el Nerviosismo del Sistema 
(ISR),  se concluye que si se mantiene una tendencia de incremento en los LT o en los 
Stroke de compra, el índice ISR refleja un mejor comportamiento en el sistema. Ahora 
bien, si se reduce el  Lead Time o las entregas se realizan justo a tiempo (LT0), implica un  
incremento en Nerviosismo del Sistema. Ver Figura 76. 
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Comparando los resultados con otra variable de, se infiere que  en la medida en que 
el tiempo de entrega  disminuya, para este caso cuando el LT=0, el  Nerviosismo del 
sistema presenta un mejor comportamiento, y los Costos Totales decrecen, en ese sentido  
el Costo Total más bajo se presenta,  cuando LT=0. 
 
5.15.3 Interacciones para factores EP y LT y la variable de respuesta ISR. 
De los datos de interacciones dobles, Anexo 47 para los factores LT y EP se observa 
que estadísticamente resulta significativa la interacción  AB, con un valor p de 0,0000,  
menor que el nivel de significancia prefijado (Figura 77), igualmente resultan 
estadísticamente significativas las interacciones BC, con un valor p de 0,0000, y no 
significativa la interacción BD,  con un valor p de 0,000. 
 
Figura 747. Interacciones  para el Factor  LT y EP y la  VR, ISR. 
 
Se presenta un alto Nerviosismo del Sistema, cuando se trabaja con la estructura 
EP1 o estructura pura de ensamble y se presenta un efecto de interacción  y un incremento 
en el nerviosismo cuando el tiempo de entrega pasa del nivel  LT0 a LT2 para esta misma 
estructura Por otro lado cuando  el tiempo de entrega se incrementa o cambia del nivel LT0 
a LT2, el Nerviosismo del Sistema disminuye paulatinamente para las otras estructuras, 
exceptuando la estructura  EP5 la cual presenta un aumento en el nerviosismos cuando el 
tiempo de entrega pasa de LT1 a LT2. Los efectos de interacción se aprecian en la Figura 
77. 






















































Figura 758. Interacciones  para el Factor  LT, CM y la  VR, ISR. 
 
Con relación a la interacción del factor Lead Time (LT) y el  factor Comunalidad (CM)  
Figura 78, el Nerviosismo del Sistema  presenta comportamiento similar cundo se trabaja 
con Baja Comunalidad o Alta Comunalidad en los materiales en la medida que el  tiempo 
de entrega se incrementa esto es, pasa de LT0 a LT2. Sin embargo si el LT disminuye  a 
LT0, se  tiene entonces que el ISR,  de forma moderada  es mayor, cuando los materiales 
presentan  Baja  Comunalidad. 
 
6. CONCLUSIONES  Y RECOMENDACIONES. 
 
6.1 Conclusiones. 
Del análisis anterior se desprenden y se corroboran aspectos conceptuales relacionados con 
la operatividad  de una cadena de suministros y del impacto que se deriva sobre el sistema 
por la variación de los tiempos de entrega,  que van desde una entrega realizada justo a 
tiempo, hasta demoras en la entrega, representadas en Stroke de compra de 0 a 2 periodos 
en un horizonte de panificación de 52 periodos. En ese sentido se resaltan aquellas 
situaciones considerados más relevantes, como resultados específicos y puntuales que dan 
respuesta a los objetivos de la  investigación.  
  
1.  Las fluctuaciones de los Lead Time, o cuando se trabaja con un Lead Time variable 
por parte de los proveedores, si tiene un impacto y con variaciones considerables  en los 
Costos Totales (TCR), el cual es conformado por los costos de inventario , costos de 
















































faltantes, los costos de Stroke de producción y los costos de setup. De acuerdo a lo anterior 
observamos que  cuando las órdenes de pedidos de  materiales se realizan justo a tiempo, 
los costos totales tienden a disminuir, pero en la medida en que el tiempo de entrega se 
incrementa los costos totales también tienden a elevarse. 
 
 2. La estructura que presenta mejor comportamiento en cuanto a los costos totales más 
bajos es la estructura EP1, paralelamente los costos más altos se reflejan en la estructura de 
productos EP2 y EP5. Sin embargo Los cambios  o variaciones en los tiempos de entrega, 
se reflejan con un incremento en los Costos Totales para todas las estructuras de los 
productos, pero con mayor incidencia para las estructuras EP1 y EP5, en las cuales se 
evidencia un incremento en los Costos Totales entre el 18,2% y el 10,4% respectivamente. 
 
3.  Cuando los tiempos de entrega varían de  LT2 a LT0, para este caso el tiempo de 
entrega por parte de los proveedores se hace menor, y  como se explicó anteriormente el 
costo total tiende a incrementarse, sin embargo  este incremento en los Costos Totales 
(TCR), tienen un impacto positivo en el nivel de servicio, cabe señalar que  trae consigo una 
mejora significativa en el indicador  cuando el Lead Time se realiza justo a tiempo (LT0). 
Ver Figura 74. 
 
4.  De los resultados de los Costos de Inventario (HCR) se puede afirmar entonces, que 
el cambio de nivel, o en la medida que el Tiempo de Entrega se hace menor, esto es el Lead 
Time pasa de una entrega con demoras de dos periodos a una entrega justo a tiempo (LT2 a 
LT0) se refleja en un incremento en los “Costos de Inventario”. Se puede inferir entonces 
que una entrega justo a tiempo para un LT=0 periodo, tiene un efecto en la acumulación y 
manejo del  inventario. Ver Figura 48 
 
5.  Análogamente para los Costos de Inventario  de la Figura 48, se puede afirmar 
también que el costo más bajo se presenta cuando el Lead Time presenta una demora de dos 
periodos. Paralelamente el costo del inventario representa solo el  3% del costo total,  




mayores a cero periodos lo que indudablemente tienden a disminuir el costo del inventario, 
o puede verse influenciado por la misma parametrización del sistema. Ver Anexo 12 
 
6.  Con relación a los Costos de Inventario(HCR) y analizando las diferentes 
estructuras de productos, se puede  afirmar que el costo de inventario más bajo se presenta 
cuando se trabaja con una estructura pura de proceso (EP5), dado que por el tipo de 
estructura los materiales no necesariamente deben estar disponibles para producción de 
manera inmediata, contrario a la estructura pura de ensamble(EP1) la cual refleja el costo 
más alto de inventario, y por la naturaleza de su estructura, el requerimiento de materiales 
debe realizarse de manera simultánea. Ver Figura 48 
 
7.  Por otra parte, para los costos de inventario y su efecto de interacción entre   LT y EP 
en los  Costos de inventario se puede afirmar también que las variaciones en LT del nivel 
LT0 al nivel LT2, impactan positivamente con una reducción en los costos de inventario 
para las a las cinco estructura de productos, EP1, EP2, EP3, EP4 Y EP5.  
 
8. En este mismo contexto se concluye también que en la medida que el tiempo de 
entrega pasa de cero a dos periodos(LT0 a LT2),  los Costos de Inventario también bajan, 
de manera análoga esta tendencia en los tiempos de entrega se mantiene, entonces 
teóricamente se puede afirmar que los costos de setup tienden a disminuir. Se infiere y se 
corrobora entonces que a menor inventario, los Costos de Setup  también tienden a 
reducirse.  
 
9. De acuerdo a la variable Costos de Inventario, y al efecto de interacción entre el 
Lead Time y  la Comunalidad  de los materiales, se puede concluir  que cuando el tiempo 
de entrega se hace justo a tiempo,  y luego se incrementa a dos periodo, es decir una 
demora en la entrega equivalente a de cero periodo a dos periodos , se refleja en un impacto 
en los costos del inventario, los cuales independientemente del tipo de comunalidad,  
experimentan el mismo costo de inventario pero con variaciones del 47% en los costos, 
cuando que se trabaje con Baja Comunalidad  y del 30,5% cuando se trabaja  Alta 





10. Teniendo en cuenta que los Costos por Faltantes representan el 86,33%  de los 
Costos Totales, con esta  participación bastante alta, se hace necesario reconsiderar y 
efectuar estudios y análisis más detallados sobre esta variable así como su parametrización 
y modelamiento, y demás factores que la afecten, dado que cualquier cambio en la Variable 
Costos de Faltantes, tiene repercusiones en los Costos Totales. En ese sentido se puede 
concluir, cuando los Lead Time por parte de los proveedores  se hacen mayores, pasando de 
una demora en la entrega de cero periodo a dos periodos (LT0 al nivel LT2), esto  impacta 
significativamente, reflejándose en un incremento  en los BCR. 
 
11. Del efecto de interacción de la Figura 65, entre el factor Lead Time (LT) y 
Comunalidad (CM), se aprecia que los incrementos en los tiempos de entrega por parte del 
proveedor, entonces los Costos de Setup tienden a decrecer ya sea para materiales con Alta 
Comunalidad o Baja Comunalidad. De manera similar el BCR se incrementa,  cuando el 
Tiempo de Entrega pasa del nivel LT0 a LT2, independientemente si los materiales tienen 
baja o alta Comunalidad. Con base en lo anterior y teniendo en cuenta los efectos de 
interacción entre LT y CM,  teóricamente se puede afirmar que los Costos por Faltantes 
decrecen cuando se trabaja con Alta Comunalidad, en ese mismo sentido los BCR se 
incrementan cuando se trabaja con productos  que operan  con Baja Comunalidad  en los 
materiales.   
 
12.  Además del impacto del Lead Time sobre los Costos de Faltante , se concluye 
también que dado el efecto de interacción entre LT y el factor EP, se puede afirmar que las 
variaciones cuando el Tiempo de Entrega cambia de LT0 a LT2 impactan también a los 
costos por faltantes para cada estructura( EP1, EP2, EP3, EP4 y EP5). Estos incrementos 
que para alguna estructuras tiene mayor incidencia, van desde 3.0 % para la estructura EP4, 
hasta un incremento del 24,5% en los Costos por Faltantes para la estructura EP1.Ver 
Anexo 18. 
 
13. Si la tendencia de una disminución o incremento en los Costos de Faltantes por 
cambios operados en el LT se mantiene, se infiere entonces, que en la medida en que el 




incrementan o disminuyen según el caso. De lo anterior se puede afirmar teóricamente 
también que  la estructura EP1, representa el  BCR más bajo de todas las estructuras y más 
sensible a la variación de los Lead Time cuando el Tiempo de entrega se encuentra en el 
nivel LT0, o cuando el Stroke de transporte, tiene una demora  igual a cero  periodos. 
 
14. Ahora bien, se puede determinar también teóricamente, que en la medida en que los 
Tiempos de Entrega mantienen una tendencia de incremento o sea pasan de un nivel (LT0 a 
LT2), los costos por faltante asimismo se incrementan para todas las estructuras, en ese 
mismo sentido si se analiza el comportamiento de la variable de respuesta Nivel de Servicio 
(NSR) cuando paralelamente los LT presentan esa misma tendencia, entonces el Nivel de 
servicio decrece moderadamente. Ver Figura 74 
 
15. Del efecto de interacción entre los factores Comunalidad (CM) y el Lead Time (LT)  
para la variable de respuesta Costos de Faltantes (BCR), se puede concluir   que  cuando el 
Tiempo de Entrega cambia de LT0 a LT2, esto es la entrega se realiza justo a tiempo,  y 
luego se incrementa a dos periodo, se refleja en un incremento en los Costos de Faltantes, 
para cuando se trabaja con alta o baja comunalidad. Sin embargo cuando se pasa de 
Comunalidad baja  a una Comunalidad alta en los materiales el costo por faltante de 
materiales crece significativamente con una variación para LT0, LT1 y LT2 de 140%, 
139% y 112% respectivamente. Ver Anexo 40 
 
16. Se puede concluir también que a pesar de la significancia de  los factores Lead Time 
(LT), y Estructura del Producto (EP), no existe  efecto de interacción (AB), cualquier 
cambio en los tiempos de entrega de LT0 a LT2 no refleja variaciones en los Costos de 
Producción, para cualquiera de las estructuras de los productos. En resumen el PCR no 
presenta diferencias o variaciones para alguna de los niveles de cada estructura EP1, EP2, 
EP3, EP4 o EP5, por operar con LT bajos o altos. 
 
17. Con relación a los Costos de Setup, se puede concluir que en la medida en que los 
Tiempos de Entrega se incrementen, de cero a dos periodos se refleja en una disminución 




mismo contexto se resalta que los costos de Faltantes (BCR) y los Costos de Setup (SCR) 
están representando el 99.74% de los Costos Totales. 
 
18. Se puede advertir también que del análisis realizado y del comportamiento de las 
cinco variables de costos, se puede inferir  teóricamente (Anexo 40), que la estructura EP1 
que representa a la estructura pura de ensamble,  refleja  el mejor comportamiento.   De lo 
anterior se infiere que para la Estructura de Productos (EP1) los Costos Totales, los Costos 
de Faltantes, los costos de Produccion y los Costos de Setup tienden a bajar cuando el LT 
pasa de un nivel alto a un nivel bajo. Sin embargo para los Costos de Inventario (HCR) 
sucede  todo lo contrario, en la medida en que el LT pase de un nivel alto un nivel bajo 
(LT2 a LT0) entonces los Costos de Inventario se incrementan. 
 
19. Así como se presentó la  incidencia que tiene cada tipo de estructura (EP1, EP2, 
EP3, EP4, y EP5), sobre cada una de las variables de costo, de tal forma que para cada fue 
posible determinar los cuales determinarían el comportamiento de cada estructura en 
términos de costos. De manera similar se procede con los indicadores de Gestión. Del 
Anexo 42 se aprecia en resumen  dos  de las tres variables empleadas para medir el 
desempeño del sistema, HSR y NSR. En ese sentido  y al analizar los valores, se encuentra 
que de todas las  estructuras la estructura EP1, muestra mejor desempeño en la variable 
complejidad del Sistema. De igual forma se procede para la variable de respuesta Nivel de 
servicio, la cual el mejor comportamiento de esta variable está representado también por la 
estructura EP1. Se concluye entonces que la Estructura de Producto (EP1) o estructura pura 
de ensamble, teóricamente refleja  mejores resultados en cuanto a  elementos de costos  e 
indicadores de desempeño se refiere. 
 
20. Para concluir,  cualquier incremento en el Tiempo de Entrega (LT), disminuye los 
costos de inventario, pero afecta el nivel de servicio, por el contrario una disminución en  








6.2 Recomendaciones y Posibles Investigaciones 
 
Investigaciones que se pueden derivar del presente trabajo, están  relacionadas con el 
impacto y efectos que algunos factores, vistos desde aguas arriba o aguas abajo, pueden 
tener sobre la Cadena de Suministro. Especialmente aquellos derivados del eslabón 
primario o fuentes de abastecimiento, y con especial significancia e importancia, aquellos 
factores que de alguna manera pueden exacerbar el efecto Bullwhip y por consiguiente el 
desempeño de todo  el sistema. Los posibles títulos son los siguientes:  
 
 Que  impacto tiene los tiempos de entrega variables en el sistema de costos, en los 
niveles de inventarios, cuando se trabaja con un nivel  de servicio especificado o se desee 
disminuir el efecto  látigo. 
 
 Medir el impacto de los tiempos de entrega y  según el modelo de simulación 
empleado cuando se trabaja con un factor de demanda estocástica, o empleando  modelos 




 Identificar  otras variables que  puedan afectar el sistema  de costos, producción y 
los niveles de servicio,  con el fin de  consolidar otros elementos relevantes de la SCM, y 
plantear mediante esta metodología  un sistema de información que facilite la toma de 
decisiones, planificación de  los  recursos y la minimización de los costos. 
 
 Minimizar la incertidumbre, generando o involucrando en el modelo de simulación, 
el inventario de seguridad, además del  impacto sobre los Costos de Almacenamiento. 
 
 Una vez validado el modelo de simulación con los impactos de los tiempos de 
entrega,  y definiendo otros factores que sean relevantes para la SCM: Variable de 




con situaciones y parámetros reales, con el fin de optimizar recursos o mejorar los niveles 
de servicio. 
 
 Medir impacto de los tiempos de entrega y otros factores relevantes cuando se 
trabaja con múltiples distribuidores con  tiempos de entrega variable y demanda estocástica. 
 
 Contrastar el modelo de simulación y los factores de evaluación  utilizando diseño 
robusto para   con el fin de  optimizar la  variable de respuesta, y el mejor nivel de cada 
variable controlable y no controlable. 
 
 Efectuar el diseño experimental, mediante un análisis  MULTIVARIANTE o 
MANOVA, con el fin de medir correlaciones e identificar si las variaciones en las variables 
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Anexo 2 Resultados Experimentales 
 
EP LT CM HD CV TRA EP LT CM HD CV TRA EP LT CM HD CV TRA EP LT CM HD CV TRA EP LT CM HD CV TRA
1 B B B B 1 2 B B B B 25 3 B B B B 49 4 B B B B 73 5 B B B B 97
1 B B B A 2 2 B B B A 26 3 B B B A 50 4 B B B A 74 5 B B B A 98
1 B B A B 3 2 B B A B 27 3 B B A B 51 4 B B A B 75 5 B B A B 99
1 B B A A 4 2 B B A A 28 3 B B A A 52 4 B B A A 76 5 B B A A 100
1 B A B B 5 2 B A B B 29 3 B A B B 53 4 B A B B 77 5 B A B B 101
1 B A B A 6 2 B A B A 30 3 B A B A 54 4 B A B A 78 5 B A B A 102
1 B A A B 7 2 B A A B 31 3 B A A B 55 4 B A A B 79 5 B A A B 103
1 B A A A 8 2 B A A A 32 3 B A A A 56 4 B A A A 80 5 B A A A 104
1 M B B B 9 2 M B B B 33 3 M B B B 57 4 M B B B 81 5 M B B B 105
1 M B B A 10 2 M B B A 34 3 M B B A 58 4 M B B A 82 5 M B B A 106
1 M B A B 11 2 M B A B 35 3 M B A B 59 4 M B A B 83 5 M B A B 107
1 M B A A 12 2 M B A A 36 3 M B A A 60 4 M B A A 84 5 M B A A 108
1 M A B B 13 2 M A B B 37 3 M A B B 61 4 M A B B 85 5 M A B B 109
1 M A B A 14 2 M A B A 38 3 M A B A 62 4 M A B A 86 5 M A B A 110
1 M A A B 15 2 M A A B 39 3 M A A B 63 4 M A A B 87 5 M A A B 111
1 M A A A 16 2 M A A A 40 3 M A A A 64 4 M A A A 88 5 M A A A 112
1 A B B B 17 2 A B B B 41 3 A B B B 65 4 A B B B 89 5 A B B B 113
1 A B B A 18 2 A B B A 42 3 A B B A 66 4 A B B A 90 5 A B B A 114
1 A B A B 19 2 A B A B 43 3 A B A B 67 4 A B A B 91 5 A B A B 115
1 A B A A 20 2 A B A A 44 3 A B A A 68 4 A B A A 92 5 A B A A 116
1 A A B B 21 2 A A B B 45 3 A A B B 69 4 A A B B 93 5 A A B B 117
1 A A B A 22 2 A A B A 46 3 A A B A 70 4 A A B A 94 5 A A B A 118
1 A A A B 23 2 A A A B 47 3 A A A B 71 4 A A A B 95 5 A A A B 119
1 A A A A 24 2 A A A A 48 3 A A A A 72 4 A A A A 96 5 A A A A 120
Arreglo o diseño factorial para 120 tratamientos por replica
CV  de  Baja a Alta
CM de Baja a Alta
Lead Time de Bajo a Medio
Lead time de Medio a alto
OBSERVACIONES
Lead Time Bajo 



















REPLICA-1 SECUENCIA EP LT CM HD CV TCR HCR BCR PCR SCR HSR NSR ISR
1 1 B B B B 4630560 26760 0 99000 4504800 1,662442436 1 11910
2 1 B B B A 21295720,75 33987,75 16628425 103558 4529750 1,718170383 0,774105 29970,825
3 1 B B A B 4632921,6 29121,6 4,9E-11 99000 4504800 1,239262203 1 9351,6
4 1 B B A A 19458715,5 36474 14543475 103366,5 4775400 1,30706822 0,764553 29792,675
5 1 B A B B 4580000 26400 0 99000 4454600 1,662771462 1 12300
6 1 B A B A 91283126,2 33367,45 86675500 102958,75 4471300 1,72500685 0,168875 25765,675
7 1 B A A B 4580000 26400 0 99000 4454600 1,234596657 1 12300
8 1 B A A A 20335966,28 37059,9 15614125 105831,375 4578950 1,319998842 0,749398 28835,525
9 1 M B B B 4756800 22800 0 94000 4640000 1,662771462 1 11300
10 1 M B B A 22531949,98 28667,6 17704250 102032,375 4697000 1,7101104 0,75954 25188,65
11 1 M B A B 4725592 22800 0 93992 4608800 1,233334147 1 11299
12 1 M B A A 23788604,52 29929,1709 18705332 99443,25 4953900 1,297741177 0,697166 26751,17966
13 1 M A B B 4627200 22800 0 94000 4510400 1,662771462 1 11300
14 1 M A B A 92856652,9 28948,65 88179125 100929,25 4547650 1,704803859 0,200147 23582,275
15 1 M A A B 4627200 22800 0 94000 4510400 1,234596657 1 11300
16 1 M A A A 23994568,3 29341,3773 19056066 99361,25 4809800 1,296916098 0,684477 26240,47136
17 1 A B B B 4879200 16800 0 96000 4766400 1,659131876 1 11715
18 1 A B B A 26342605,75 22698,75 21380225 103382 4836300 1,714981643 0,711592 22637,525
19 1 A B A B 4831744 14176 5,92E-08 95968 4721600 1,224483515 1 11809,4
20 1 A B A A 27895788,99 21806,3301 22654702 100430,383 5118850 1,296069854 0,637263 19716,83448
21 1 A A B B 4735200 17200 0 96000 4622000 1,662771462 1 11700
22 1 A A B A 93144408,13 28814,25 88476975 102068,875 4536550 1,717401513 0,205859 23468,9
23 1 A A A B 4718980 17200 3,68E-11 95980 4605800 1,234171415 1 11697,5
24 1 A A A A 30824626,08 21944,1448 25722175 100056,561 4980450 1,300899356 0,585416 21012,76314
25 2 B B B B 15186300 8800 0 217500 14960000 4,902617365 1 11950
DATOS GENERALES DEL EXPERIMENTO






26 2 B B B A 61886513,15 17389,775 46615825 244198,375 15009100 5,204294119 0,369169 20234,925
27 2 B B A B 15201890,4 8798,4 0 217492 14975600 3,644866903 1 11948,4
28 2 B B A A 51409514,46 17657,3805 36069759 227597,754 15094500 3,837480037 0,427109 20164,54693
29 2 B A B B 15024300 8800 0 217500 14798000 4,902617365 1 11950
30 2 B A B A 127977180,5 17113,216 1,13E+08 242067,25 14771900 5,174908502 0,543085 18237,35903
31 2 B A A B 15017095,2 8799,2 0 217496 14790800 3,643783439 1 11949,2
32 2 B A A A 130755171,9 20066,15 1,16E+08 236155,75 14153450 3,951376216 0,599479 19816,2243
33 2 M B B B 15256500 6600 0 217900 15032000 4,902617365 1 12030
34 2 M B B A 63215071,5 14630,125 47914750 242041,375 15043650 5,17318223 0,346583 18332,95
35 2 M B A B 15256502 6600 0 217902 15032000 3,643783439 1 12030,4
36 2 M B A A 52969950,17 16546,8728 37601456 225047,247 15126900 3,827960612 0,383392 18950,22218
37 2 M A B B 15062200 6600 4,31E-09 218000 14837600 4,902617365 1 12050
38 2 M A B A 132107507,7 13498,7 1,17E+08 245159 14830600 5,231109013 0,579827 16946,15
39 2 M A A B 15062196,5 6600 0 217996,5 14837600 3,643783439 1 12049,3
40 2 M A A A 136550656,8 16467,95 1,22E+08 239513,875 14019200 3,968636734 0,686467 17884,8
41 2 A B B B 15361320 4470 0 216850 15140000 4,902617365 1 11820
42 2 A B B A 66009863,38 11210,125 50635650 242353,25 15120650 5,179023085 0,314736 16949,625
43 2 A B A B 15361353,6 4475,6 0 216878 15140000 3,643783439 1 11825,6
44 2 A B A A 56074705,14 12261,5103 41409993 226900,793 14425550 3,792518372 0,32622 17954,03015
45 2 A A B B 15118500 4500 0 217000 14897000 4,902617365 1 11850
46 2 A A B A 131041658 14346,075 1,16E+08 241686,875 14834000 5,181993879 0,5826 16939,525
47 2 A A A B 15118426,8 4487,8 0 216939 14897000 3,643783439 1 11837,8
48 2 A A A A 135391440,9 16294,475 1,21E+08 238921,375 14013050 3,960988619 0,667272 18135,8
49 3 B B B B 8340410 11060 0 121350 8208000 4,829420625 1 11870
50 3 B B B A 36181111,5 18070,875 27815625 131265,625 8216150 5,028147243 0,619393 21652,3
51 3 B B A B 8383265 11052 1,77E-08 121413 8250800 3,563833489 1 11883,1
52 3 B B A A 35080606,53 18490,0433 26494852 130264,714 8437000 3,788640678 0,579756 21641,86747
53 3 B A B B 8266855 11030 0 121425 8134400 4,831937432 1 11885
54 3 B A B A 107963109,5 18288,85 99764800 131770,625 8048250 5,053699555 0,361534 18754,575





56 3 B A A A 112194313,2 19150,2 1,04E+08 134088 8210450 3,910796226 0,38956 21044,425
57 3 M B B B 8407040 8690 0 121950 8276400 4,829420625 1 11990
58 3 M B B A 39389096,78 14611,025 30963175 133560,75 8277750 5,082841934 0,582995 20095,725
59 3 M B A B 8388964,2 8678,2 1,07E-08 121886 8258400 3,561755638 1 11977,7
60 3 M B A A 34841848,85 16335,0021 26149344 127920,181 8548250 3,758154522 0,588283 21167,69969
61 3 M A B B 8246870 8695 0 121975 8116200 4,829420625 1 11995
62 3 M A B A 108049852,9 15567,1805 99805625 130810,75 8097850 5,024519373 0,367308 18300,68403
63 3 M A A B 8248700 8700 0 122000 8118000 3,562023203 1 12000
64 3 M A A A 116710291,6 16764,475 1,08E+08 132402,125 8167300 3,877119187 0,471442 19278,1
65 3 A B B B 8481050 6600 5,75E-09 122450 8352000 4,829420625 1 12090
66 3 A B B A 42677110,9 11975,275 34230900 132735,625 8301500 5,069963203 0,535632 18634
67 3 A B A B 8493389 6600 0 122389 8364400 3,562794575 1 12078,3
68 3 A B A A 40930353,86 12896,9775 32326207 131699,744 8459550 3,797392039 0,49188 19443,60773
69 3 A A B B 8286200 6600 8,63E-08 122000 8157600 4,829420625 1 18600
70 3 A A B A 104410904,2 16270,729 96163817 129216,875 8101600 4,982417397 0,332254 18374,975
71 3 A A A B 8286200 6600 0 122000 8157600 3,562023203 1 18600
72 3 A A A A 116016076,1 15038,6 1,08E+08 136962,5 8128050 3,91716939 0,427591 19424,35
73 4 B B B B 6500550 17800 0 108750 6374000 3,2941602 1 11800
74 4 B B B A 39687844,23 25011,225 33107925 120308 6434600 3,475937494 0,55644 23666,625
75 4 B B A B 6539345 17847,5 0 109497,5 6412000 2,447817072 1 11949,5
76 4 B B A A 33870785,7 27073,2161 27098438 111624,876 6633650 2,559076933 0,548722 24764,66164
77 4 B A B B 6406345 17920 0 108625 6279800 3,296317474 1 11775
78 4 B A B A 116299694,5 25686,625 1,1E+08 117557,875 6272800 3,44039744 0,493034 21401,18563
79 4 B A A B 6375349,2 17851,7 1,13E-09 109497,5 6248000 2,446374087 1 11949,5
80 4 B A A A 116899066 26692,775 1,1E+08 116023,25 6542650 2,646739046 0,498449 22666,775
81 4 M B B B 6586900 14400 1,42E-06 108500 6464000 3,2941602 1 11750
82 4 M B B A 38472398,58 22274,2 31819350 116124,375 6514650 3,408084207 0,563354 21872,875
83 4 M B A B 6579703,2 14393,2 0 108510 6456800 2,446374087 1 11752
84 4 M B A A 33448014,95 25282,3348 26533257 107875,98 6781600 2,526880905 0,545995 22540,87078
85 4 M A B B 6436370 15295 0 109675 6311400 3,295957936 1 11985





87 4 M A A B 6431037,2 15295,7 0 109741,5 6306000 2,448171823 1 11998,3
88 4 M A A A 38231874,94 23102,1535 31507675 116998,014 6584100 2,608268966 0,50965 24737,16073
89 4 A B B B 6674350 11100 0 109250 6554000 3,2941602 1 11900
90 4 A B B A 40988655,28 17635,275 34228600 116670 6625750 3,423950947 0,529261 18910,5
91 4 A B A B 6703591,9 11087,9 0 109104 6583400 2,447815482 1 11870,8
92 4 A B A A 37752292,59 20065,0884 30801579 112598,603 6818050 2,555683812 0,494215 20163,41759
93 4 A A B B 6447785 16460 0 109125 6322200 3,295957936 1 11875
94 4 A A B A 109995416,3 23814,3 1,04E+08 118002 6338650 3,450190449 0,394746 20849,80588
95 4 A A A B 6479842,2 11090,2 0 109152 6359600 2,446374087 1 11880,4
96 4 A A A A 45326353,93 16902,2983 38498912 118739,647 6691800 2,631581801 0,404355 20945,37612
97 5 B B B B 16929000 3300 0 229700 16696000 6,48508614 1 12040
98 5 B B B A 74173407,35 10615,475 57490800 259091,875 16412900 6,96668361 0,220334 22166,4
99 5 B B A B 16929022,5 3300 0 229722,5 16696000 4,823767898 1 12044,5
100 5 B B A A 79220738,95 15093,075 64230375 251270,875 14724000 5,289139087 0,091305 20499,71923
101 5 B A B B 16842600 3300 0 229700 16609600 6,48508614 1 12040
102 5 B A B A 106571866,2 10959,95 90072025 258881,25 16230000 6,961902456 0,223431 21766,9
103 5 B A A B 16842601 3300 0 229701 16609600 4,823767898 1 12040,2
104 5 B A A A 106297637,3 13278,575 91608426 253832,25 14422100 5,321787813 0,272542 19693,825
105 5 M B B B 16981400 2150 0 229250 16750000 6,48508614 1 11950
106 5 M B B A 71721218,93 9914,05 55018875 252779,875 16439650 6,849543051 0,232491 21244,75
107 5 M B A B 16981400 2150 0 229250 16750000 4,823767898 1 11950
108 5 M B A A 80571349,05 13869,8 66372825 246204,25 13938450 5,212578518 0,068251 19284,925
109 5 M A B B 16873400 2150 0 229250 16642000 6,48508614 1 11950
110 5 M A B A 102664095 9728,375 86070600 253766,625 16330000 6,87256353 0,182727 21123,275
111 5 M A A B 16873400 2150 0 229250 16642000 4,823767898 1 11950
112 5 M A A A 115632063 11677,075 1,02E+08 255885,875 13504400 5,330676647 0,406025 19533,35
113 5 A B B B 17124350 1100 0 229250 16894000 6,48508614 1 11950
114 5 A B B A 82443636,75 7315,875 65813350 259520,875 16363450 6,956466409 0,106452 23115,65
115 5 A B A B 17460500 0 0 228500 17232000 4,806159785 1 11850





117 5 A A B B 16958750 1100 0 229250 16728400 6,48508614 1 11950
118 5 A A B A 106175068,3 8961,8 89631000 258506,5 16276600 6,95926549 0,216045 21465,925
119 5 A A A B 16958750 1100 0 229250 16728400 4,823767898 1 11950
120 5 A A A A 127421423,7 9920,075 1,13E+08 271053,625 13771150 5,427333967 0,470104 19535,55
REPLICA-2 121 1 B B B B 4630560 26760 0 99000 4504800 1,662442436 1 11910
122 1 B B B A 20605433,65 33635,4 15941300 103398,25 4527100 1,708869184 0,782784 29075,875
123 1 B B A B 4632921,6 29121,6 4,9E-11 99000 4504800 1,239262203 1 9351,6
124 1 B B A A 17920195,45 37321,95 13036400 98873,5 4747600 1,282716972 0,782882 29281,575
125 1 B A B B 4580000 26400 0 99000 4454600 1,662771462 1 12300
126 1 B A B A 90685805,53 34006,9 86082675 102273,625 4466850 1,710926585 0,172978 26509,7
127 1 B A A B 4580000 26400 0 99000 4454600 1,234596657 1 12300
128 1 B A A A 19384589,78 35808,025 14671700 105481,75 4571600 1,313299078 0,760118 30794,775
129 1 M B B B 4756800 22800 0 94000 4640000 1,662771462 1 11300
130 1 M B B A 23831848,13 28538,625 19037100 102659,5 4663550 1,714762052 0,744196 25227,2
131 1 M B A B 4725592 22800 0 93992 4608800 1,233334147 1 11299
132 1 M B A A 23582302,62 30537,8499 18493726 100239 4957800 1,292364025 0,693274 27708,94929
133 1 M A B B 4627200 22800 0 94000 4510400 1,662771462 1 11300
134 1 M A B A 93316393,28 28830,65 88639125 101387,625 4547050 1,709576011 0,210925 24831,125
135 1 M A A B 4627200 22800 0 94000 4510400 1,234596657 1 11300
136 1 M A A A 24508831,07 28352,5969 19548287 103941 4828250 1,320652439 0,694923 24661,4623
137 1 A B B B 4879200 16800 0 96000 4766400 1,659131876 1 11715
138 1 A B B A 27398157,1 22644,35 22439950 102762,75 4832800 1,717576133 0,695364 22232,575
139 1 A B A B 4831744 14176 5,92E-08 95968 4721600 1,224483515 1 11809,4
140 1 A B A A 32077154,94 20469,7741 26791507 103127,878 5162050 1,310112185 0,582459 19827,28468
141 1 A A B B 4735200 17200 0 96000 4622000 1,662771462 1 11700
142 1 A A B A 94411857,8 28014,175 89730475 104018,625 4549350 1,733726303 0,197215 23603,95
143 1 A A A B 4718980 17200 3,68E-11 95980 4605800 1,234171415 1 11697,5
144 1 A A A A 30903364,29 22138,1404 25742627 100499,434 5038100 1,300915919 0,586797 20303,00121
145 2 B B B B 15186300 8800 0 217500 14960000 4,902617365 1 11950





147 2 B B A B 15201890,4 8798,4 0 217492 14975600 3,644866903 1 11948,4
148 2 B B A A 55951399,77 17087,0635 40547290 232922,576 15154100 3,868102965 0,357974 21247,8248
149 2 B A B B 15024300 8800 0 217500 14798000 4,902617365 1 11950
150 2 B A B A 129359658,2 16703,216 1,14E+08 244388,375 14787750 5,208203615 0,546375 18149,05
151 2 B A A B 15017095,2 8799,2 0 217496 14790800 3,643783439 1 11949,2
152 2 B A A A 136138425,3 17711,375 1,22E+08 247363,875 14198750 4,047623902 0,647089 19473,75
153 2 M B B B 15256500 6600 0 217900 15032000 4,902617365 1 12030
154 2 M B B A 61941312,85 14140,85 46617550 242222 15067400 5,182435277 0,365853 17750,65
155 2 M B A B 15256502 6600 0 217902 15032000 3,643783439 1 12030,4
156 2 M B A A 55496951,9 16099,1562 40128709 227543,627 15124600 3,83335149 0,355966 19372,29642
157 2 M A B B 15062196,5 6600 0 217996,5 14837600 3,643783439 1 12049,3
158 2 M A B A 130842587,8 14552,2 1,16E+08 241410,625 14824750 5,176850993 0,58581 16968,5
159 2 M A A B 15062196,5 6600 0 217996,5 14837600 3,643783439 1 12049,3
160 2 M A A A 142303921,2 15146,825 1,28E+08 245874,375 13972000 4,008318928 0,722881 18056,825
161 2 A B B B 15361320 4470 0 216850 15140000 4,902617365 1 11820
162 2 A B B A 67929468,8 10808,425 52558450 244360,375 15115850 5,205986199 0,286864 16970,775
163 2 A B A B 15361353,6 4475,6 0 216878 15140000 3,643783439 1 11825,6
164 2 A B A A 62043014,45 11455,5695 47301180 233578,75 14496800 3,823995027 0,251261 18580,92219
165 2 A A B B 15118500 4500 0 217000 14897000 4,902617365 1 11850
166 2 A A B A 131781920 14438,85 1,17E+08 241581,125 14829650 5,180853522 0,590041 17065,15
167 2 A A A B 15118426,8 4487,8 0 216939 14897000 3,643783439 1 11837,8
168 2 A A A A 138045591,9 15803,35 1,24E+08 242313,5 14007800 3,99156672 0,691193 18034,325
169 3 B B B B 8340410 11060 0 121350 8208000 4,829420625 1 11870
170 3 B B B A 36296097,9 18291,025 27932925 131231,875 8213650 5,027397791 0,618415 21619,25
171 3 B B A B 8383265 11052 1,77E-08 121413 8250800 3,563833489 1 11883,1
172 3 B B A A 34748503,03 18044,5198 26209596 129762,345 8391100 3,784096749 0,587935 21517,51595
173 3 B A B B 8266855 11030 0 121425 8134400 4,831937432 1 11885
174 3 B A B A 106822551,8 18511,5 98636650 130490,25 8036900 5,016849196 0,355045 19087,375
175 3 B A A B 8216279,6 11025,6 0 121454 8083800 3,562023203 1 11890,8





177 3 M B B B 8407040 8690 0 121950 8276400 4,829420625 1 11990
178 3 M B B A 39034047,28 14636,525 30596325 133135,75 8289950 5,075803996 0,587779 19838,375
179 3 M B A B 8388964,2 8678,2 1,07E-08 121886 8258400 3,561755638 1 11977,7
180 3 M B A A 32056502,4 17186,1622 23408052 125363,776 8505900 3,729860611 0,60695 19871,81053
181 3 M A B B 8246870 8695 0 121975 8116200 4,829420625 1 11995
182 3 M A B A 109199929,9 14881,9174 1,01E+08 133948 8091450 5,095151221 0,356582 18417,43348
183 3 M A A B 8248700 8700 0 122000 8118000 3,562023203 1 12000
184 3 M A A A 116568806,2 15504,325 1,08E+08 134001,875 8135300 3,90007645 0,443784 19340,1
185 3 A B B B 8481050 6600 5,75E-09 122450 8352000 4,829420625 1 12090
186 3 A B B A 42467206,6 12497,35 34009525 131934,25 8313250 5,052874603 0,534769 18519,9
187 3 A B A B 8493389 6600 0 122389 8364400 3,562794575 1 12078,3
188 3 A B A A 43617506,63 11456,2151 35085946 135854,084 8384250 3,826845592 0,471952 19650,42041
189 3 A A B B 8286200 6600 8,63E-08 122000 8157600 4,829420625 1 18600
190 3 A A B A 110708451,6 14677,6424 1,02E+08 135499 8082350 5,129009085 0,36805 18659,60277
191 3 A A A B 8286200 6600 0 122000 8157600 3,562023203 1 18600
192 3 A A A A 110006502,2 17396,075 1,02E+08 129006,125 8169050 3,841475408 0,419218 19569,05
193 4 B B B B 6500550 17800 0 108750 6374000 3,2941602 1 11800
194 4 B B B A 41154094,2 25071,075 34565550 120823,125 6442650 3,493010114 0,537936 24407,525
195 4 B B A B 6539345 17847,5 0 109497,5 6412000 2,447817072 1 11949,5
196 4 B B A A 35580401,06 26325,7149 28793112 114013,5 6646950 2,591374794 0,53126 25182,98974
197 4 B A B B 6406345 17920 0 108625 6279800 3,296317474 1 11775
198 4 B A B A 115270344,5 25679,9 1,09E+08 117389,625 6310250 3,439080942 0,479087 21353,07767
199 4 B A A B 6375349,2 17851,7 1,13E-09 109497,5 6248000 2,446374087 1 11949,5
200 4 B A A A 38585821,29 25053,5246 31938375 118442,479 6503950 2,614928043 0,486943 25202,09324
201 4 M B B B 6586900 14400 0 108500 6464000 3,2941602 1 11750
202 4 M B B A 39829868,28 21377,275 33199925 118566 6490000 3,447739507 0,550321 21930,125
203 4 M B A B 6579703,2 14393,2 0 108510 6456800 2,446374087 1 11752
204 4 M B A A 35043615,21 21968,6841 28112097 113649,871 6795900 2,581184702 0,540193 21556,1351
205 4 M A B B 6436370 15295 0 109675 6311400 3,295957936 1 11985





207 4 M A A B 6431037,2 15295,7 0 109741,5 6306000 2,448171823 1 11998,3
208 4 M A A A 35823655,43 23477,0455 29123241 114337,133 6562600 2,589113944 0,524603 24406,00682
209 4 A B B B 6674350 11100 0 109250 6554000 3,2941602 1 11900
210 4 A B B A 41344729,73 17506,1 34605225 116848,625 6605150 3,423004504 0,527787 18968,11905
211 4 A B A B 6703591,9 11087,9 0 109104 6583400 2,447815482 1 11870,8
212 4 A B A A 36378109,84 21089,197 29413150 110120,326 6833750 2,554769389 0,50919 19225,03739
213 4 A A B B 6551950 11100 0 109250 6431600 3,297396065 1 11900
214 4 A A B A 111956358,1 23876,825 1,05E+08 119206,25 6347350 3,472226646 0,428865 20708,96175
215 4 A A A B 6479842,2 11090,2 0 109152 6359600 2,446374087 1 11880,4
216 4 A A A A 41729086,04 17363,0093 34956076 116146,965 6639500 2,59851344 0,440531 20414,99741
217 5 B B B B 16929000 3300 0 229700 16696000 6,48508614 1 12040
218 5 B B B A 72887478,03 10916,775 56223500 257061,25 16396000 6,929402191 0,228201 22056,575
219 5 B B A B 16929022,5 3300 0 229722,5 16696000 4,823767898 1 12044,5
220 5 B B A A 83236769,43 14360,175 68235250 256009,25 14731150 5,344051021 0,077767 21078,55591
221 5 B A B B 16842600 3300 0 229700 16609600 6,48508614 1 12040
222 5 B A B A 107861788,2 10074,175 91334725 262789 16254200 7,033483559 0,225556 22057,125
223 5 B A A B 16842601 3300 0 229701 16609600 4,823767898 1 12040,2
224 5 B A A A 115294752,9 13173,225 1,01E+08 260554,625 14319550 5,373960082 0,348043 20835,79811
225 5 M B B B 16981400 2150 0 229250 16750000 6,48508614 1 11950
226 5 M B B A 72672037,83 9732,825 55925650 254255 16482400 6,880319311 0,226911 21381,825
227 5 M B A B 16981400 2150 0 229250 16750000 4,823767898 1 11950
228 5 M B A A 94843738,45 11120,325 80610400 266518,125 13955700 5,378538483 0,070236 19458,55
229 5 M A B B 16873400 2150 0 229250 16642000 6,48508614 1 11950
230 5 M A B A 108159601,5 9283,85 91633150 258867,625 16258300 6,963842675 0,236814 21584,125
231 5 M A A B 16873400 2150 0 229250 16642000 4,823767898 1 11950
232 5 M A A A 110218285,6 13856,725 96221075 248753,875 13734600 5,24872475 0,329274 19087,675
233 5 A B B B 17124350 1100 0 229250 16894000 6,48508614 1 11950
234 5 A B B A 78808386,15 7488,025 62116675 256923,125 16427300 6,914416289 0,147994 22559,075
235 5 A B A B 17460500 0 0 228500 17232000 4,806159785 1 11850
236 5 A B A A 99520120,83 11450,45 87160800 256570,375 12091300 5,260228477 0,187178 21717,1





238 5 A A B A 110011110,8 6751,55 93703725 260884,25 16039750 6,987167017 0,262286 22727,05
239 5 A A A B 16958750 1100 0 229250 16728400 4,823767898 1 11950
240 5 A A A A 126878865,1 9641,475 1,14E+08 263873,625 12322950 5,322104971 0,54272 21642,95
REPLICA-3 241 1 B B B B 4630560 26760 0 99000 4504800 1,662442436 1 11910
242 1 B B B A 21705277,95 34096,325 17070600 103731,625 4496850 1,716674276 0,769522 29712,6
243 1 B B A B 4632921,6 29121,6 4,9E-11 99000 4504800 1,239262203 1 9351,6
244 1 B B A A 20865320,45 36496,95 15947625 106998,5 4774200 1,322394954 0,752454 31259,35
245 1 B A B B 4580000 26400 0 99000 4454600 1,662771462 1 12300
246 1 B A B A 90356835,98 33576,975 85773325 101784 4448150 1,707442553 0,17043 26472,075
247 1 B A A B 4580000 26400 0 99000 4454600 1,234596657 1 12300
248 1 B A A A 18508959,4 36976,525 13785625 99207,875 4587150 1,289934605 0,768709 28602,25
249 1 M B B B 4756800 22800 0 94000 4640000 1,662771462 1 11300
250 1 M B B A 22894298,03 28917,4 18073975 101905,625 4689500 1,707229738 0,752724 25656,1
251 1 M B A B 4725592 22800 0 93992 4608800 1,233334147 1 11299
252 1 M B A A 25529608,43 28721,5499 20428600 102786,876 4969500 1,313741843 0,681992 26903,34968
253 1 M A B B 4627200 22800 0 94000 4510400 1,662771462 1 11300
254 1 M A B A 91987951,8 28726,05 87299375 101900,75 4557950 1,715792114 0,186448 23868,925
255 1 M A A B 4627200 22800 0 94000 4510400 1,234596657 1 11300
256 1 M A A A 26038871,3 29444,0404 21082949 103278,125 4823200 1,316988332 0,661651 25667,96376
257 1 A B B B 4879200 16800 0 96000 4766400 1,659131876 1 11715
258 1 A B B A 28339298,05 21723,925 23376050 105524,125 4836000 1,740172981 0,68861 22413,4
259 1 A B A B 4831744 14176 5,92E-08 95968 4721600 1,224483515 1 11809,4
260 1 A B A A 27649188,66 20925,9893 22418549 100313,562 5109400 1,292577742 0,64187 20027,68313
261 1 A A B B 4735200 17200 0 96000 4622000 1,662771462 1 11700
262 1 A A B A 91744854,78 24189,9 86967025 100489,875 4653150 1,691874171 0,205001 21400,475
263 1 A A A B 4718980 17200 3,68E-11 95980 4605800 1,234171415 1 11697,5
264 1 A A A A 31123824,84 23367,7419 26025397 99110,3134 4975950 1,291544504 0,579499 20558,52045
265 2 B B B B 15186300 8800 0 217500 14960000 4,902617365 1 11950
266 2 B B B A 61606711,2 17523,325 46399625 243262,875 14946300 5,1904933 0,373959 20055,575





268 2 B B A A 58645859,9 16983,607 43180775 234251,307 15213850 3,907563833 0,331336 21416,33986
269 2 B A B B 15024300 8800 0 217500 14798000 4,902617365 1 11950
270 2 B A B A 133232086,3 17032,6964 1,18E+08 245453,625 14780650 5,221274228 0,600596 18363,46874
271 2 B A A B 15017095,2 8799,2 0 217496 14790800 3,643783439 1 11949,2
272 2 B A A A 138730992,3 18059,325 1,24E+08 250033 14096150 4,037894688 0,657247 19930,75
273 2 M B B B 15256500 6600 0 217900 15032000 4,902617365 1 12030
274 2 M B B A 61802563,7 14444,95 46512900 241518,75 15033700 5,168249622 0,364159 18156,55
275 2 M B A B 15256502 6600 0 217902 15032000 3,643783439 1 12030,4
276 2 M B A A 60689633,05 14921,4414 45385412 234299,617 15055000 3,884117233 0,28409 20167,81257
277 2 M A B B 15062200 6600 4,31E-09 218000 14837600 4,902617365 1 12050
278 2 M A B A 130754677,7 14239,525 1,16E+08 241188,125 14827650 5,174122063 0,590299 17041,225
279 2 M A A B 15062196,5 6600 0 217996,5 14837600 3,643783439 1 12049,3
280 2 M A A A 134586980,1 17966,1 1,2E+08 231764 13963300 3,916154361 0,687866 18006,075
281 2 A B B B 15361320 4470 0 216850 15140000 4,902617365 1 11820
282 2 A B B A 69571392,63 11165 54191450 244327,625 15124450 5,207518997 0,264777 17001,9
283 2 A B A B 15361353,6 4475,6 0 216878 15140000 3,643783439 1 11825,6
284 2 A B A A 71343352,62 10275,1724 56685135 242392,501 14405550 3,88411189 0,133021 19083,37997
285 2 A A B B 15118500 4500 0 217000 14897000 4,902617365 1 11850
286 2 A A B A 137228681,7 10586,85 1,22E+08 247044,875 14934200 5,260174567 0,631069 16169,7
287 2 A A A B 15118426,8 4487,8 0 216939 14897000 3,643783439 1 11837,8
288 2 A A A A 146971221,1 11451,625 1,33E+08 247619,5 13263850 3,994813596 0,787506 16876,6
289 3 B B B B 8340410 11060 0 121350 8208000 4,829420625 1 11870
290 3 B B B A 40119560,48 17207,6 31738850 135552,875 8227950 5,129466768 0,5765 21703,725
291 3 B B A B 8383265 11052 1,77E-08 121413 8250800 3,563833489 1 11883,1
292 3 B B A A 35848146,87 19631,1176 27289495 129570,844 8409450 3,775044365 0,559475 22816,54629
293 3 B A B B 8266855 11030 0 121425 8134400 4,831937432 1 11885
294 3 B A B A 107673561,8 17743,5295 99446825 132043,25 8076950 5,057752987 0,351284 19188,775
295 3 B A A B 8216279,6 11025,6 0 121454 8083800 3,562023203 1 11890,8
296 3 B A A A 108133953 18288,825 99763650 132114,125 8219900 3,874105536 0,352046 20336,9





298 3 M B B A 37200170,4 15363,9 28794850 130456,5 8259500 5,009408287 0,603997 19847,2
299 3 M B A B 8388964,2 8678,2 1,07E-08 121886 8258400 3,561755638 1 11977,7
300 3 M B A A 34086135,74 18040,0378 25442981 124264,795 8500850 3,712059753 0,589546 20422,77528
301 3 M A B B 8246870 8695 0 121975 8116200 4,829420625 1 11995
302 3 M A B A 111540077,9 15004,7475 1,03E+08 134223,125 8102450 5,103023011 0,38553 18211,32101
303 3 M A A B 8248700 8700 0 122000 8118000 3,562023203 1 12000
304 3 M A A A 113026885,6 17686,475 1,05E+08 130611,625 8130550 3,856087113 0,448119 20498,85
305 3 A B B B 8481050 6600 5,75E-09 122450 8352000 4,829420625 1 12090
306 3 A B B A 41504694,28 12147,775 33048125 132121,5 8312300 5,054161885 0,547463 18443,975
307 3 A B A B 8493389 6600 0 122389 8364400 3,562794575 1 12078,3
308 3 A B A A 34731815,36 14954,2601 26165442 124169,19 8427250 3,704139338 0,563354 19017,71794
309 3 A A B B 8286200 6600 8,63E-08 122000 8157600 4,829420625 1 18600
310 3 A A B A 111973029 15322,1543 1,04E+08 131831,875 8121750 5,055187328 0,413715 25878,92273
311 3 A A A B 8286200 6600 0 122000 8157600 3,562023203 1 18600
312 3 A A A A 113515236 16514,225 1,06E+08 129021,75 7860650 3,813467632 0,456055 25898,25
313 4 B B B B 6500550 17800 0 108750 6374000 3,2941602 1 11800
314 4 B B B A 36006849,08 25946,825 29460125 115927,25 6404850 3,397210065 0,595328 24475,7
315 4 B B A B 6546787 17650,5 8,17E-11 109736,5 6419400 2,448350588 1 12017,1
316 4 B B A A 34738470,89 26652,7419 27962824 112944,003 6636050 2,561309171 0,534714 24479,90953
317 4 B A B B 6406345 17920 0 108625 6279800 3,296317474 1 11775
318 4 B A B A 113985825,6 25348,375 1,08E+08 117802,25 6312500 3,448583133 0,466289 21454,33246
319 4 B A A B 6375349,2 17851,7 1,13E-09 109497,5 6248000 2,446374087 1 11949,5
320 4 B A A A 34143799,57 26516,2866 27518363 112020,129 6486900 2,564729377 0,550838 25336,70123
321 4 M B B B 6586900 14400 0 108500 6464000 3,2941602 1 11750
322 4 M B B A 38717931,85 21581,35 32075225 117475,5 6503650 3,430992675 0,562494 21610,95
323 4 M B A B 6579703,2 14393,2 0 108510 6456800 2,446374087 1 11752
324 4 M B A A 34858943,88 23085,8415 27952584 112323,958 6770950 2,56740867 0,533626 22367,60794
325 4 M A B B 6447785 16460 0 109125 6322200 3,295957936 1 11875
326 4 M A B A 106150877 24370,6 99683150 116006,375 6327350 3,413491369 0,373577 21430,275
327 4 M A A B 6459762 16456 0 109506 6333800 2,44853136 1 11951,2






329 4 A B B B 6674350 11100 0 109250 6554000 3,2941602 1 11900
330 4 A B B A 44789041,7 17098,2 38008650 119193,5 6644100 3,472710048 0,489161 19209,375
331 4 A B A B 6703591,9 11087,9 0 109104 6583400 2,447815482 1 11870,8
332 4 A B A A 35418140,59 19826,7461 28487789 111575,31 6798950 2,5482449 0,532958 18980,09465
333 4 A A B B 6551950 11100 0 109250 6431600 3,297396065 1 11900
334 4 A A B A 109012430,5 17883,483 1,02E+08 116505,375 6424300 3,430439371 0,386956 18363,75903
335 4 A A A B 6479842,2 11090,2 0 109152 6359600 2,446374087 1 11880,4
336 4 A A A A 36409159,69 20401,6838 29611235 110723,033 6666800 2,552800396 0,502364 19841,51781
337 5 B B B B 16929000 3300 0 229700 16696000 6,48508614 1 12040
338 5 B B B A 74059719,5 10354,25 57383850 259615,25 16405900 6,97377984 0,216034 22299,55
339 5 B B A B 16929022,5 3300 0 229722,5 16696000 4,823767898 1 12044,5
340 5 B B A A 83930271,6 11771,85 68925825 264424,75 14728250 5,393542205 0,079342 20624,81592
341 5 B A B B 16842600 3300 0 229700 16609600 6,48508614 1 12040
342 5 B A B A 102743593,9 10893,175 86178125 255125,75 16299450 6,903191121 0,182745 21609,375
343 5 B A A B 16842601 3300 0 229701 16609600 4,823767898 1 12040,2
344 5 B A A A 118199589,5 10114,65 1,04E+08 270724,875 14385400 5,474730799 0,335475 20312,76544
345 5 M B B B 16981400 2150 0 229250 16750000 6,48508614 1 11950
346 5 M B B A 74311568,1 8835,475 57562675 257407,625 16482650 6,940129399 0,214985 21554,75
347 5 M B A B 16981400 2150 0 229250 16750000 4,823767898 1 11950
348 5 M B A A 82174769,53 11301,4 67988575 254993,125 13919900 5,302820804 0,055971 19079,375
349 5 M A B B 16873400 2150 0 229250 16642000 6,48508614 1 11950
350 5 M A B A 106480909,1 8716,075 89900100 260493 16311600 6,997339233 0,214597 21653,225
351 5 M A A B 16873400 2150 0 229250 16642000 4,823767898 1 11950
352 5 M A A A 116912514,2 13058,475 1,03E+08 255005,75 13687250 5,309391762 0,418144 19335,8
353 5 A B B B 17124350 1100 0 229250 16894000 6,48508614 1 11950
354 5 A B B A 78881991,6 7229,475 62215000 257462,125 16402300 6,924289403 0,144887 22688,125
355 5 A B A B 17460500 0 0 228500 17232000 4,806159785 1 11850
356 5 A B A A 98421832,9 13263,9 85979750 250919 12177900 5,198351429 0,194992 22222,05




358 5 A A B A 106990926,8 7855,75 90634375 256146 16092550 6,905468208 0,238871 22125,975
359 5 A A A B 16958750 1100 0 229250 16728400 4,823767898 1 11950










Anexo 4 Análisis de varianza para TCR-Sum de cuadrados tipo -III. 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:EP 8,90852E16 4 2,22713E16 2603,55 0,0000 
 B:LT 9,86549E14 2 4,93274E14 57,66 0,0000 
 C:CM 1,09799E17 1 1,09799E17 12835,71 0,0000 
 D:HD 6,4536E15 1 6,4536E15 754,43 0,0000 
INTERACCIONES      
 AB 3,20687E14 8 4,00859E13 4,69 0,0000 
 AC 1,68088E16 4 4,20221E15 491,24 0,0000 
 AD 1,8786E16 4 4,6965E15 549,03 0,0000 
 BC 8,67595E13 2 4,33797E13 5,07 0,0074 
 BD 1,83209E14 2 9,16045E13 10,71 0,0000 
 CD 6,50648E15 1 6,50648E15 760,62 0,0000 
 ACD 1,48303E16 4 3,70758E15 433,42 0,0000 
RESIDUOS 1,24036E15 145 8,55422E12   




Anexo 5 Prueba de rangos múltiples y contrastes para TCR  y los factores LT y EP. 
 
LT Casos Media LS Sigma LS Grupos Homogéneos 
LT0 59 7,11289E7 415233, X 
LT1 60 7,24908E7 411142,  X 
LT2 60 7,66385E7 411142,   X 
 
Contraste Sig. Diferencia +/- Límites 
LT0 - LT1 * -1,36189E6 1,15467E6 
LT0 - LT2 * -5,50964E6 1,15467E6 
LT1 - LT2 * -4,14775E6 1,14894E6 
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EP Casos Media LS Sigma LS Grupos Homogéneos 
EP1 36 4,13645E7 530782, X 
EP4 35 5,64396E7 539556,  X 
EP3 36 7,41494E7 530782,   X 
EP5 36 9,72279E7 530782,    X 
EP2 36 9,79154E7 530782,    X 
 
Contraste Sig. Diferencia +/- Límites 
EP1 - EP2  * -5,65509E7 1,48328E6 
EP1 - EP3  * -3,27848E7 1,48328E6 
EP1 - EP4  * -1,50751E7 1,49559E6 
EP1 - EP5  * -5,58634E7 1,48328E6 
EP2 - EP3  * 2,37661E7 1,48328E6 
EP2 - EP4  * 4,14758E7 1,49559E6 
EP2 - EP5  687559, 1,48328E6 
EP3 - EP4  * 1,77097E7 1,49559E6 
EP3 - EP5  * -2,30785E7 1,48328E6 
EP4 - EP5  * -4,07882E7 1,49559E6 
 
 
ANEXOS PARA HCR 
 
Anexo 6 Grafica de Caja y Bigotes para residuos de HCR. 
 
 
Anexo 7 Gráfico de residuos  para HCR (LT y EP) Dispersión por factor 
Gráfica de Caja y Bigotes







Anexo 8 Analisis de varianza para HCR 
 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:EP 7,59589E9 4 1,89897E9 1497,62 0,0000 
 B:LT 1,10897E9 2 5,54486E8 437,29 0,0000 
 C:CM 2,0913E7 1 2,0913E7 16,49 0,0001 
 D:HD 6,61073E7 1 6,61073E7 52,14 0,0000 
INTERACCIONES      
 AB 3,14621E8 8 3,93276E7 31,02 0,0000 
 AC 1,40501E7 4 3,51253E6 2,77 0,0300 
 AD 3,74791E7 4 9,36978E6 7,39 0,0000 
 BC 3,29127E7 2 1,64564E7 12,98 0,0000 
 BD 1,79914E7 2 8,99568E6 7,09 0,0012 
 CD 7,09285E6 1 7,09285E6 5,59 0,0195 
 ABC 2,41251E7 8 3,01564E6 2,38 0,0202 
 ABD 4,3486E7 8 5,43575E6 4,29 0,0001 
 ACD 2,09574E7 4 5,23935E6 4,13 0,0035 
 BCD 1,10834E7 2 5,5417E6 4,37 0,0146 
RESIDUOS 1,62303E8 128 1,26799E6   
TOTAL (CORREGIDO) 9,47799E9 179    
 
 
Anexo 9 Prueba de Normalidad -Shapiro Wilk para  HCR 
 
Pruebas de Normalidad 
Prueba Estadístico Valor-P 





Anexo 10 Prueba de rangos Múltiples  y contrastes para HCR y los factores LT y EP 
 
LT Casos Media LS Sigma LS Grupos Homogéneos 
LT2 60 15726,8 145,373 X 
LT1 60 18868,6 145,373  X 
LT0 60 21805,6 145,373   X 
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Contraste Sig. Diferencia +/- Límites 
LT0 - LT1  * 2936,92 406,792 
LT0 - LT2  * 6078,79 406,792 




Casos Media LS Sigma LS Grupos Homogéneos 
EP5 36 10635,1 187,675 X 
EP2 36 15100,7 187,675  X 
EP3 36 16242,2 187,675   X 
EP4 36 22843,1 187,675    X 
EP1 36 29180,6 187,675     X 
 
Contraste Sig. Diferencia +/- Límites 
EP1 - EP2  * 14079,9 525,166 
EP1 - EP3  * 12938,4 525,166 
EP1 - EP4  * 6337,45 525,166 
EP1 - EP5  * 18545,5 525,166 
EP2 - EP3  * -1141,55 525,166 
EP2 - EP4  * -7742,48 525,166 
EP2 - EP5  * 4465,59 525,166 
EP3 - EP4  * -6600,93 525,166 
EP3 - EP5  * 5607,14 525,166 
EP4 - EP5  * 12208,1 525,166 
 







Estructura y niveles TCR HCR BCR PCR SCR
1 1.489.122.957 1.050.501 1.313.744.343 3.679.113 170.649.000
A 541.855.129 278.737 481.725.658 1.221.784 58.628.950
B 452.405.947 422.808 395.770.775 1.237.464 54.974.900
M 494.861.880 348.956 436.247.910 1.219.865 57.045.150
2 3.524.955.715 543.624 2.987.099.501 8.643.040 528.669.550
A 1.213.432.310 150.097 1.035.817.733 2.893.081 174.571.400
B 1.148.261.590 210.872 967.948.941 2.892.377 177.209.400
M 1.163.261.814 182.655 983.332.827 2.857.583 176.888.750
3 2.559.913.003 580.781 2.259.856.319 4.697.853 294.778.050
A 803.094.761 167.209 704.410.112 1.552.340 96.965.100
B 865.114.597 221.990 764.611.943 1.574.813 98.705.850
M 891.703.646 191.582 790.834.265 1.570.699 99.107.100
4 2.110.578.319 822.353 1.870.021.975 4.160.992 235.573.000
A 691.099.774 233.462 610.045.832 1.386.330 79.434.150
B 756.222.997 311.058 676.889.262 1.394.876 77.627.800
M 663.255.549 277.832 583.086.881 1.379.786 78.511.050
5 3.500.203.593 382.862 2.951.662.451 9.285.529 538.872.750
A 1.239.363.830 110.163 1.063.623.500 3.111.217 172.518.950
B 1.124.477.613 141.605 935.917.726 3.109.381 185.308.900
M 1.136.362.150 131.094 952.121.225 3.064.931 181.044.900
Total general 13.184.773.587 3.380.121 11.382.384.590 30.466.526 1.768.542.350














ANEXOS PARA BCR 
 






Tipo de estructura TCR HCR BCR PCR SCR
1 1.489.122.957 1.050.501 1.313.744.343 3.679.113 170.649.000
2 3.524.955.715 543.624 2.987.099.501 8.643.040 528.669.550
3 2.559.913.003 580.781 2.259.856.319 4.697.853 294.778.050
4 2.110.578.319 822.353 1.870.021.975 4.160.992 235.573.000
5 3.500.203.593 382.862 2.951.662.451 9.285.529 538.872.750
Total general 13.184.773.587 3.380.121 11.382.384.590 30.466.526 1.768.542.350
% de participación 
del total de TCR
0,03% 86,33% 0,23% 13,41%
Resumen de los costos por estructura y % de participación en el costo total
HCR
ESTRUCTURA MAYOR MENOR VARIACION %
EP1 35236 23193 0,5192515 51,9%
EP2 25882 19430 0,33206382 33,2%
EP3 18569 14376 0,29166667 29,2%
EP4 17387 12333 0,40979486 41,0%
EP5 11795 9107 0,29515757 29,5%
HCR
ESTRUCTURA MAYOR MENOR VARIACION %
LT0 35236 11688 2,01471595 201,5%
LT1 29322 11043 1,65525672 165,5%
LT2 22871 9322 1,45344347 145,3%
VARIACION DE LOS COSTOS PARA CADA EP
COSTOS
COSTOS
VARIACION DE LOS COSTOS PARA CADA EP
Gráfica de Caja y Bigotes( BCR)












Anexo 16 Análisis de varianza para BCR 
 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:EP 5,90083E16 4 1,47521E16 1664,34 0,0000 
 B:LT 1,05186E15 2 5,25928E14 59,34 0,0000 
 C:CM 1,10886E17 1 1,10886E17 12510,25 0,0000 
 D:HD 5,90717E15 1 5,90717E15 666,45 0,0000 
INTERACCIONES      
 AB 3,84291E14 8 4,80364E13 5,42 0,0000 
 AC 1,70519E16 4 4,26298E15 480,95 0,0000 
 AD 2,03379E16 4 5,08448E15 573,63 0,0000 
 BC 9,28262E13 2 4,64131E13 5,24 0,0064 
 BD 2,24537E14 2 1,12269E14 12,67 0,0000 
 CD 6,44366E15 1 6,44366E15 726,98 0,0000 
 ACD 1,49451E16 4 3,73627E15 421,53 0,0000 
RESIDUOS 1,28523E15 145 8,86364E12   
TOTAL (CORREGIDO) 2,38045E17 178    
 
 
Anexo 17 Prueba de rangos múltiples y contrastes para BCR  y los factores LT y EP 
. 
LT Casos Media LS Sigma LS Grupos Homogéneos 
LT0 59 6,10213E7 388282, X 
LT1 60 6,24271E7 384353,  X 
LT2 60 6,67226E7 384353,   X 
 
Contraste Sig. Diferencia +/- Límites 
LT0 - LT1  * -1,40579E6 1,07983E6 
LT0 - LT2  * -5,70138E6 1,07983E6 
LT1 - LT2  * -4,2956E6 1,07432E6 
 
EP Casos Media LS Sigma LS Grupos Homogéneos 
EP1 36 3,64929E7 496198, X 
EP1 EP2 EP3 EP4 EP5
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EP4 35 4,97266E7 504623,  X 
EP3 36 6,57665E7 496198,   X 
EP5 36 8,19906E7 496198,    X 
EP2 36 8,2975E7 496198,    X 
 
Contraste Sig. Diferencia +/- Límites 
EP1 - EP2  * -4,64821E7 1,38694E6 
EP1 - EP3  * -2,92736E7 1,38694E6 
EP1 - EP4  * -1,32337E7 1,39877E6 
EP1 - EP5  * -4,54977E7 1,38694E6 
EP2 - EP3  * 1,72085E7 1,38694E6 
EP2 - EP4  * 3,32483E7 1,39877E6 
EP2 - EP5  984362, 1,38694E6 
EP3 - EP4  * 1,60398E7 1,39877E6 
EP3 - EP5  * -1,62242E7 1,38694E6 
EP4 - EP5  * -3,2264E7 1,39877E6 
 
 






ANEXOS PARA PCR 
 
Anexo 19 Caja y Bigote, datos atípicos para (PCR). 
 
HCR
ESTRUCTURA MAYOR MENOR VARIACION %
EP1 4,04E+07 3,24E+07 0,24535848 24,5%
EP2 8,59E+07 8,02E+07 0,07194532 7,2%
EP3 6,79E+07 6,34E+07 0,07123591 7,1%
EP4 5,09E+07 4,94E+07 0,0304597 3,0%
EP5 8,86E+07 7,82E+07 0,13234726 13,2%
HCR
ESTRUCTURA MAYOR MENOR VARIACION %
LT0 7,76E+07 3,24E+07 1,39257357 139,3%
LT1 7,91E+07 3,65E+07 1,16608017 116,6%
LT2 8,86E+07 4,04E+07 1,19275709 119,3%
VARIACION DE LOS COSTOS PARA CADA EP
COSTOS
VARIACION DE LOS COSTOS PARA CADA LT
COSTOS
Gráfica de Caja y Bigotes PCR





Anexo 20 Gráfico de residuos  para PCR (LT y EP) Dispersión por factor. 
 
Anexo 21 Tabla Anova para los efectos principales e interacciones no activas, para la variable de respuesta 
PCR. 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:EP 7,67586E11 4 1,91896E11 16790,30 0,0000 
 B:LT 1,73416E8 2 8,67079E7 7,59 0,0008 
 C:CM 2,04432E8 1 2,04432E8 17,89 0,0000 
 D:HD 3,60279E8 1 3,60279E8 31,52 0,0000 
INTERACCIONES      
 AB 1,33539E8 8 1,66923E7 1,46 0,1781 
 AC 1,80487E8 4 4,51216E7 3,95 0,0047 
 AD 2,17427E8 4 5,43566E7 4,76 0,0013 
 BC 7,01566E6 2 3,50783E6 0,31 0,7363 
 BD 4,18434E7 2 2,09217E7 1,83 0,1645 
 CD 2,29003E8 1 2,29003E8 20,04 0,0000 
 ABC 3,77971E7 8 4,72463E6 0,41 0,9112 
 ABD 6,95826E7 8 8,69783E6 0,76 0,6376 
 ACD 1,0783E8 4 2,69574E7 2,36 0,0569 
 BCD 1,46469E6 2 732346, 0,06 0,9380 
RESIDUOS 1,45148E9 127 1,1429E7   
TOTAL (CORREGIDO) 7,74987E11 178    
 
Anexo 22 Grafica de Interacciones no significativa factores LT y EP para PCR 
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 Anexo 23 Tabla Anova  para los efectos principales y la variable de respuesta PCR. 
 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:EP 7,70468E11 4 1,92617E11 16815,91 0,0000 
 B:LT 1,62788E8 2 8,13941E7 7,11 0,0011 
 C:CM 1,96054E8 1 1,96054E8 17,12 0,0001 
 D:HD 3,4927E8 1 3,4927E8 30,49 0,0000 
INTERACCIONES      
 AC 1,76352E8 4 4,4088E7 3,85 0,0051 
 AD 2,27184E8 4 5,6796E7 4,96 0,0009 
 CD 2,2015E8 1 2,2015E8 19,22 0,0000 
RESIDUOS 1,84417E9 161 1,14544E7   
TOTAL (CORREGIDO) 7,74987E11 178    
 
 
Anexo 24 Prueba de rangos múltiples y contrastes para PCR  y los factores LT y EP. 
 
LT Casos Media LS Sigma LS Grupos Homogéneos 
LT1 59 167996, 440,957 X 
LT2 60 169874, 436,93  X 
LT0 60 170149, 436,93  X 
 
Contraste Sig. Diferencia +/- Límites 
LT0 - LT1  * 2152,72 1225,9 
LT0 - LT2  274,118 1220,26 
LT1 - LT2  * -1878,6 1225,9 
  
EP Casos Media LS Sigma LS Grupos Homogéneos 
EP1 36 102198, 564,074 X 
EP4 36 115583, 564,074  X 
EP3 36 131266, 564,074   X 
EP2 36 240084, 564,074    X 
EP5 35 257567, 572,712     X 
 
Contraste Sig. Diferencia +/- Límites 
EP1 - EP2  * -137887, 1575,35 
EP1 - EP3  * -29068,1 1575,35 
EP1 - EP4  * -13385,5 1575,35 
EP1 - EP5  * -155369, 1587,46 
EP2 - EP3  * 108819, 1575,35 
EP2 - EP4  * 124501, 1575,35 
EP2 - EP5  * -17482,6 1587,46 
EP3 - EP4  * 15682,6 1575,35 
EP3 - EP5  * -126301, 1587,46 
















ANEXOS PARA COSTOS DE SETUP (SCR) 
 





Anexo 27 Variabilidad de los Costos de Setup (SCR). 
   
 
Anexo 28 Tabla Anova modificada para los efectos principales y la variable de respuesta SCR. 
 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:EP 2,75299E15 4 6,88248E14 302180,30 0,0000 
HCR
ESTRUCTURA LT0 LT1 LT2 MAYOR MENOR VARIACION %
EP1 1,03E+05 1,01E+05 1,01E+05 1,03E+05 1,01E+05 1,50E-02 1,5%
EP2 2,41E+05 2,38E+05 2,41E+05 2,41E+05 2,38E+05 1,28E-02 1,3%
EP3 1,31E+05 1,31E+05 1,31E+05 1,31E+05 1,31E+05 0,00E+00 0,0%
EP4 1,16E+05 1,15E+05 1,16E+05 1,16E+05 1,15E+05 7,49E-03 0,7%
EP5 2,60E+05 2,54E+05 2,60E+05 2,60E+05 2,54E+05 2,25E-02 2,2%
VARIACION DE LOS COSTOS PARA CADA EP Y LT (eje)
COSTOS VARIACIONESDATOS
Gráfica de Caja y Bigotes
-13 -8 -3 2 7 12 17
(X 10000,0)RESIDUOS
EP1 EP2 EP3 EP4 EP5






































 B:LT 1,0605E12 2 5,30251E11 232,81 0,0000 
 C:CM 2,78859E12 1 2,78859E12 1224,35 0,0000 
 D:HD 1,13318E13 1 1,13318E13 4975,31 0,0000 
INTERACCIONES      
 AB 5,82537E12 8 7,28171E11 319,71 0,0000 
 AC 8,81433E11 4 2,20358E11 96,75 0,0000 
 AD 4,38236E13 4 1,09559E13 4810,27 0,0000 
 BC 2,72475E10 2 1,36237E10 5,98 0,0033 
 BD 2,06175E12 2 1,03088E12 452,61 0,0000 
 CD 2,48342E11 1 2,48342E11 109,04 0,0000 
 ABC 1,55711E11 8 1,94639E10 8,55 0,0000 
 ABD 4,20069E12 8 5,25086E11 230,54 0,0000 
 ACD 6,33941E11 4 1,58485E11 69,58 0,0000 
 BCD 1,25638E11 2 6,28188E10 27,58 0,0000 
RESIDUOS 2,80146E11 123 2,27761E9   
TOTAL (CORREGIDO) 3,26118E15 174    
 
 
Anexo 29 Prueba de rangos múltiples y contrastes para SCR  y los factores LT y EP. 
 
LT Casos Media LS Sigma LS Grupos Homogéneos 
LT2 55 9,70232E6 7419,04 X 
LT1 60 9,87662E6 6161,18  X 
LT0 60 9,89711E6 6161,18   X 
 
Contraste Sig. Diferencia +/- Límites 
LT0 - LT1  * 20498,3 17247,3 
LT0 - LT2  * 194793, 19089,3 
LT1 - LT2  * 174295, 19089,3 
 
 
EP Casos Media LS Sigma LS Grupos Homogéneos 
EP1 36 4,74025E6 7954,05 X 
EP4 36 6,54369E6 7954,05  X 
EP3 35 8,24474E6 8108,57   X 
EP2 35 1,47033E7 8108,57    X 
EP5 33 1,48947E7 10155,1     X 
 
Contraste Sig. Diferencia +/- Límites 
EP1 - EP2  * -9,96309E6 22483,5 
EP1 - EP3  * -3,50449E6 22483,5 
EP1 - EP4  * -1,80344E6 22266,2 
EP1 - EP5  * -1,01545E7 25533,4 
EP2 - EP3  * 6,4586E6 22690,4 
EP2 - EP4  * 8,15965E6 22483,5 
EP2 - EP5  * -191380, 25626,6 
EP3 - EP4  * 1,70105E6 22483,5 
EP3 - EP5  * -6,64998E6 25626,6 














ANEXOS PARA HSR 
 
 












ESTRUCTURA LT0 LT1 LT2 MAYOR MENOR VARIACION %
EP1 4,56E+06 4,69E+06 4,82E+06 4,82E+06 4,56E+06 5,66E-02 5,7%
EP2 1,48E+07 1,48E+07 1,46E+07 1,48E+07 1,46E+07 1,48E-02 1,5%
EP3 8,22E+06 8,22E+06 8,22E+06 8,22E+06 8,22E+06 0,00E+00 0,0%
EP4 6,45E+06 6,45E+06 6,62E+06 6,62E+06 6,45E+06 2,67E-02 2,7%
EP5 1,54E+07 1,51E+07 1,41E+07 1,54E+07 1,41E+07 9,79E-02 9,8%
VARIACION DE LOS COSTOS PARA CADA EP Y LT (eje)
COSTOS DATOS VARIACIONES
Gráfica de Caja y Bigotes HSR





Anexo 33 Variabilidad de la Complejidad (HSR). 
 
Anexo 34 Tabla Anova para  la variable de respuesta HSR. 
 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:EP 433,15 4 108,288 76699,53 0,0000 
 B:LT 0,0160031 2 0,00800154 5,67 0,0042 
 C:CM 0,0535197 1 0,0535197 37,91 0,0000 
 D:HD 52,4966 1 52,4966 37183,10 0,0000 
INTERACCIONES      
 AB 0,0150515 8 0,00188144 1,33 0,2314 
 AC 0,0295648 4 0,00739121 5,24 0,0006 
 AD 7,63059 4 1,90765 1351,18 0,0000 
 BC 0,000487589 2 0,000243795 0,17 0,8416 
 CD 0,0360854 1 0,0360854 25,56 0,0000 
RESIDUOS 0,213188 151 0,00141184   
TOTAL (CORREGIDO) 497,681 178    
 
Anexo 35 Tabla Anova modificada para  la variable de respuesta HSR. 
 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:EP 433,545 4 108,386 76286,65 0,0000 
 B:LT 0,0159014 2 0,00795071 5,60 0,0045 
 C:CM 0,0540141 1 0,0540141 38,02 0,0000 
 D:HD 52,503 1 52,503 36953,76 0,0000 
INTERACCIONES      
 AC 0,0295289 4 0,00738224 5,20 0,0006 
 AD 7,62845 4 1,90711 1342,30 0,0000 
 CD 0,0364884 1 0,0364884 25,68 0,0000 
RESIDUOS 0,228745 161 0,00142078   




Anexo 36 Prueba de rangos múltiples y contrastes para HSR  y los factores LT y EP. 
 
LT Casos Media LS Sigma LS Grupos Homogéneos 
EP1 EP2 EP3 EP4 EP5

































LT1 60 3,91898 0,00486617 X 
LT2 59 3,92446 0,00491102 X 
LT0 60 3,94109 0,00486617  X 
 
Contraste Sig. Diferencia +/- Límites 
LT0 - LT1  * 0,0221172 0,0135903 
LT0 - LT2  * 0,0166295 0,013653 
LT1 - LT2  -0,00548777 0,013653 
 
EP Casos Media LS Sigma LS Grupos Homogéneos 
EP1 36 1,5092 0,0062822 X 
EP4 36 3,00915 0,0062822  X 
EP3 36 4,43762 0,0062822   X 
EP2 36 4,55741 0,0062822    X 
EP5 35 6,12751 0,00637841     X 
 
Contraste Sig. Diferencia +/- Límites 
EP1 - EP2  * -3,04822 0,017545 
EP1 - EP3  * -2,92843 0,017545 
EP1 - EP4  * -1,49995 0,017545 
EP1 - EP5  * -4,61831 0,0176798 
EP2 - EP3  * 0,119791 0,017545 
EP2 - EP4  * 1,54827 0,017545 
EP2 - EP5  * -1,57009 0,0176798 
EP3 - EP4  * 1,42848 0,017545 
EP3 - EP5  * -1,68989 0,0176798 
EP4 - EP5  * -3,11836 0,0176798 
 
ANEXOS PARA NSR 
 
 
Anexo 37 Prueba Normalidad de rangos múltiples y contrastes para HSR  y los factores LT y EP. 
 
Prueba Estadístico Valor-P 
Estadístico W de Shapiro-Wilk 0,982027 0,489357 
 






Gráfica de Caja y Bigotes NSR









Anexo 40 Tabla Anova para  la variable de respuesta NSR. 
 
EFECTOS PRINCIPALES      
 A:EP 2,44965 4 0,612412 662,38 0,0000 
 B:LT 0,0261656 2 0,0130828 14,15 0,0000 
 C:CM 0,00901678 1 0,00901678 9,75 0,0022 
 D:HD 0,207949 1 0,207949 224,91 0,0000 
INTERACCIONES      
 AB 0,0825932 8 0,0103241 11,17 0,0000 
 AC 2,113 4 0,52825 571,35 0,0000 
 AD 0,257178 4 0,0642945 69,54 0,0000 
 BC 0,0428664 2 0,0214332 23,18 0,0000 
      
 BD 0,00157086 2 0,00078543 0,85 0,4300 
 CD 0,497684 1 0,497684 538,29 0,0000 
 ABC 0,0348874 8 0,00436092 4,72 0,0000 
 ABD 0,0857625 8 0,0107203 11,59 0,0000 
 ACD 0,347329 4 0,0868323 93,92 0,0000 
RESIDUOS 0,120194 130 0,000924567   
TOTAL (CORREGIDO) 6,27585 179    
 
 
Anexo 41 Prueba de rangos múltiples y contrastes para NSR  y los factores LT y EP. 
 
LT Casos Media LS Sigma LS Grupos Homogéneos 
LT2 60 0,436868 0,00392549 X 
LT0 60 0,461565 0,00392549  X 
LT1 60 0,46324 0,00392549  X 
 
Contraste Sig. Diferencia +/- Límites 
LT0 - LT1  -0,00167489 0,010983 
LT0 - LT2  * 0,0246976 0,010983 
LT1 - LT2  * 0,0263725 0,010983 
 
EP Casos Media LS Sigma LS Grupos Homogéneos 
EP5 36 0,231207 0,00506778 X 
EP3 36 0,479991 0,00506778  X 
EP2 36 0,480322 0,00506778  X 
EP1 EP2 EP3 EP4 EP5






































EP4 36 0,502901 0,00506778   X 
EP1 36 0,575034 0,00506778    X 
 
Contraste Sig. Diferencia +/- Límites 
EP1 - EP2  * 0,0947114 0,0141789 
EP1 - EP3  * 0,0950424 0,0141789 
EP1 - EP4  * 0,0721327 0,0141789 
EP1 - EP5  * 0,343827 0,0141789 
EP2 - EP3  0,000331004 0,0141789 
EP2 - EP4  * -0,0225787 0,0141789 
EP2 - EP5  * 0,249116 0,0141789 
EP3 - EP4  * -0,0229097 0,0141789 
EP3 - EP5  * 0,248785 0,0141789 




Anexo 42 Porcentaje de participación de cada estructura por tipo de costo. 
 
 
Tipos de Costos 
Tipo de 
estructura TCR HCR BCR PCR SCR 
1 11% 31% 12% 12% 10% 
2 27% 16% 26% 28% 30% 
3 19% 17% 20% 15% 17% 
4 16% 24% 16% 14% 13% 
5 27% 11% 26% 30% 30% 









Anexo 44 Porcentaje de participación por estructura. 
  
Estructura 
Producto  HSR  NSR 
1 8% 25% 
2 23% 21% 
3 23% 22% 
HCR
ESTRUCTURA LT0 LT1 LT2 MAYOR MENOR VARIACION %
CMB 3,58E+07 3,68E+07 4,27E+07 4,27E+07 3,58E+07 1,92E-01 19,2%
CMA 8,59E+07 8,80E+07 9,06E+07 9,06E+07 8,59E+07 5,44E-02 5,4%
VARIACION LT 1,40E+00 1,39E+00 1,12E+00
VARIACION % 140% 139% 112%





4 15% 22% 
5 31% 10% 




ANEXOS PARA ISR (Nerviosismo) 
 
Prueba de Normalidad para los residuos de la variable ISR 
 
Anexo 45 Prueba Shapiro  Wilk  ISR 
 
Prueba Estadístico Valor-P 
Estadístico W de Shapiro-Wilk 0,972005 0,0599759 
 
 
Anexo 46 Grafica de caja y bigote para ISR 
 
 
Anexo 47 Grafica residuos para ISR, factor  LT y EP 
 
 
Anexo 48 Anova para Nerviosismo del Sistema 
 
Análisis de Varianza para NERVIOSISMO - Suma de Cuadrados Tipo III 
Gráfica de Caja y Bigotes
-1300 -800 -300 200 700 1200
RESIDUOS
EP1 EP2 EP3 EP4 EP5






































Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:EP 8,97414E8 4 2,24353E8 997,67 0,0000 
 B:LT 2,34442E8 2 1,17221E8 521,27 0,0000 
 C:CM 1,80204E7 1 1,80204E7 80,13 0,0000 
 D:HD 9,0793E6 1 9,0793E6 40,37 0,0000 
INTERACCIONES      
 AB 2,02128E8 8 2,5266E7 112,35 0,0000 
 AC 1,13222E7 4 2,83056E6 12,59 0,0000 
 AD 4,97015E7 4 1,24254E7 55,25 0,0000 
 BC 1,83022E7 2 9,15112E6 40,69 0,0000 
 BD 8,79945E6 2 4,39973E6 19,56 0,0000 
 CD 4,09568E6 1 4,09568E6 18,21 0,0000 
 ABC 1,39755E7 8 1,74694E6 7,77 0,0000 
 ABD 3,22472E7 8 4,0309E6 17,92 0,0000 
 ACD 6,93603E6 4 1,73401E6 7,71 0,0000 
 BCD 4,40894E6 2 2,20447E6 9,80 0,0001 
RESIDUOS 2,72102E7 121 224878,   
TOTAL (CORREGIDO) 1,56146E9 172    
 
 
Anexo 49 Pruebas de Múltiple Rangos para NERVIOSISMO  y LT 
LT Casos Media LS Sigma LS Grupos Homogéneos 
LT2 55 19969,4 65,9382 X 
LT1 60 21210,3 61,2206  X 
LT0 58 22888,0 62,6626   X 
 
Contraste Sig. Diferencia +/- Límites 
LT0 - LT1  * 1677,76 173,437 
LT0 - LT2  * 2918,61 180,235 





Anexo 50 Pruebas de Múltiple Rangos para NERVIOSISMO por EP 
 
EP Casos Media LS Sigma LS Grupos Homogéneos 
EP2 36 18465,3 79,0355 X 
EP3 33 19816,9 86,2075  X 
EP5 35 21221,3 80,5665   X 
EP4 35 22015,0 80,5653    X 
EP1 34 25261,0 81,9794     X 
. 
Contraste Sig. Diferencia +/- Límites 
EP1 - EP2  * 6795,68 225,444 
EP1 - EP3  * 5444,1 235,748 
EP1 - EP4  * 3246,05 227,457 
EP1 - EP5  * 4039,73 227,66 
EP2 - EP3  * -1351,58 231,543 
EP2 - EP4  * -3549,64 223,437 
EP2 - EP5  * -2755,95 223,438 
EP3 - EP4  * -2198,06 233,681 




EP4 - EP5  * 793,687 225,606 
* indica una diferencia significativa. 
 
 
Anexo 51 Análisis de Varianza para COSTO TOTAL (TCR) 
 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:EP 6,43188E16 4 1,60797E16 217,78 0,0000 
 B:LEAD TIME 1,23079E14 2 6,15395E13 0,83 0,4356 
 C:CM 5,41932E16 1 5,41932E16 733,98 0,0000 
 D:HD 3,42537E15 1 3,42537E15 46,39 0,0000 
 E:CV 3,56176E17 1 3,56176E17 4824,00 0,0000 
INTERACCIONES      
 




Anexo 53 Gráfico de medias y Normalidad (SW), para el Factor LT y EP y la VR Costo de inventario  
 
Análisis de Varianza para COSTO INVENTARIO - Suma de Cuadrados Tipo III 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:EP 1,48963E10 4 3,72407E9 10590,50 0,0000 
 B:LEAD TIME 1,9383E9 2 9,69152E8 2756,08 0,0000 
 C:CM 1,22391E7 1 1,22391E7 34,81 0,0000 
 D:HD 4,81941E7 1 4,81941E7 137,05 0,0000 
 E:CV 5,2759E9 1 5,2759E9 15003,61 0,0000 

















































Pruebas de Normalidad Ajustado para Costo de Inventario (HCR) 
Prueba Estadístico Valor-P 




Anexo 54 Analisis de Varianza para BCR, SCR, HSR Y NSR 
 
Análisis de Varianza para FALTANTES (BCR) 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:EP 2,85166E16 4 7,12915E15 97,38 0,0000 
 B:LEAD TIME 1,28848E14 2 6,44242E13 0,88 0,4159 
 C:CM 5,51309E16 1 5,51309E16 753,08 0,0000 
 D:HD 3,13619E15 1 3,13619E15 42,84 0,0000 
 E:CV 3,59885E17 1 3,59885E17 4915,97 0,0000 
INTERACCIONES      
 
Análisis de Varianza para COSTO SETUP (SCR) 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:EP 7,32629E15 4 1,83157E15 60000,61 0,0000 
 B:LEAD TIME 6,42883E10 2 3,21441E10 1,05 0,3503 
 C:CM 4,07041E12 1 4,07041E12 133,34 0,0000 
 D:HD 6,33042E12 1 6,33042E12 207,38 0,0000 
 E:CV 1,0965E13 1 1,0965E13 359,20 0,0000 
INTERACCIONES      
 
Análisis de Varianza para COMPLEJIDAD DEL SISTEMA (HSR) 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:EP 800,532 4 200,133 34396,88 0,0000 
 B:LEAD TIME 0,0292532 2 0,0146266 2,51 0,0828 
 C:CM 0,00569832 1 0,00569832 0,98 0,3232 
 D:HD 105,839 1 105,839 18190,47 0,0000 
 E:CV 5,35504 1 5,35504 920,37 0,0000 
INTERACCIONES      
 
 
Análisis de Varianza para NIVEL DE SERVICIO (NSR) 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:EP 1,2434 4 0,310851 146,52 0,0000 
 B:LEAD TIME 0,00515878 2 0,00257939 1,22 0,2981 
 C:CM 0,00136722 1 0,00136722 0,64 0,4228 
 D:HD 0,12434 1 0,12434 58,61 0,0000 
 E:CV 26,5295 1 26,5295 12504,36 0,0000 


















DATOS PARA EL MODELO








1 R1 1 Numero de productos NumI 50
2 Pv 1 Numero de recursos NumR 2
3 Numero de Strokes NumK 50
4 Numero de periodos NumT 52
5
6 Horizonte Planificación H 52
7 Periodos h 8
8 Replanificacion RP 1






1 0 0 0 50 0
2 0 0 0 50 0
3 0 0 0 50 0
4 0 0 0 50 0
5 0 0 0 50 0
6 0 0 0 50 0
7 0 0 0 50 0
8 0 0 0 50 0
9 0 0 0 50 0
10 0 0 0 50 0
. . . . . .
. . . . . .
. . . . . .
48 0 0 0 0 0
49 0 0 0 0 0
50 0 0 0 0 0
PARAMETROS PARA GENERAR DEMANDA
DATOS
    
    
   


































































PARAMETROS COSTOS DE ALMACENAMIENTO
Productos por 
estructura





















































































































PARAMETROS COSTOS DE SETUP
Stroke 
compra
































































PARAMETROS COSTOS DE PRODUCCIÓN
























































PARAMETROS TIEMPO DE CICLO

































































PARAMETRO TIEMPO DE SETUP
 de SetupkrSt Tiempos
PARAMETRO, INVENTARIO INICIAL

























































PARAMETRO, NUMERO DE UNIDADES SKUs COMO RESULTADO POR STROKE
Productos 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
44 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
Strokes




























PARAMETRO, NUMERO DE UNIDADES SKUs QUE SE CONSUMEN POR STROKE
Productos 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
11 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
13 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
14 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
16 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
17 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
18 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
19 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
20 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
21 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
22 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
23 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
24 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
25 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
26 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
27 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
28 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
29 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
30 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
31 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
32 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
33 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
34 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
35 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
36 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
37 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
38 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
39 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
40 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
41 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
42 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
43 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
44 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
45 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
46 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
47 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
48 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
49 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
50 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Strokes
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    KLT Lead Time de un Stroke
