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Abstrat
We onsider a branhing system onsisting of partiles moving aording to a Markov family in R
d
and
undergoing subritial branhing with a onstant rate V > 0. New partiles immigrate to the system a-
ording to homogeneous spae-time Poisson random eld. The proess of the utuations of the resaled
oupation time is studied with very mild assumptions on the Markov family. In this general setting a
funtional entral limit theorem is proved. The subritiality of the branhing law is ruial for the limit
behaviour and in a sense overwhelms the properties of the partiles' motion. It is for this reason that the
limit is the same for all dimensions and an be obtained for a wide lass of Markov proesses. Another
onsequene is the form of the limit - S ′(Rd)-valued Wiener proess with a simple temporal struture and
a ompliated spatial one. This behaviour ontrasts sharply with the ase of ritial branhing systems
(f. more detailed desription in Introdution).
AMS subjet lassiation: primary 60F17, 60G20, seondary 60G15
Key words: Funtional entral limit theorem; Oupation time utuations; Branhing partiles sys-
tems with immigration; subritial branhing law
1 Introdution
In this paper, we onsider the following branhing partile system with immigration. Partiles evolve
independently in Rd aording to a time-homogeneous Markov family (ηt, Px)t≥0,x∈Rd . The lifetime of a
partile distributed exponentially with a parameter V > 0. When dying the partile splits aording to
a binary branhing law, determined by the generating funtion
F (s) = qs2 + (1− q), q < 1/2. (1)
This branhing law is subritial (i.e. number of partiles spawning from one is stritly less then 1).
Eah of the new-born partiles undertakes movement aording to the Markov family η independently
of the others, branhes, and so on. New partiles immigrate randomly to the system aording to a
homogeneous Poisson random eld in R+ × Rd (i.e. time and spae) with the intensity measure Hλd+1,
H > 0 (where λd+1 denotes d + 1 dimensional Lebesgue measure). Beause of immigration the initial
1
distribution of partiles does not aet the system in long term. For the sake of simpliity, we hoose
it to be a Poisson random eld in Rd with intensity Lλd, L > 0. All random objets, the evolution of
partiles, the immigration and the initial distribution are (onditionally) independent.
The evolution of the system is desribed by (and in fat an be regarded to be idential with) the empirial
(measure-valued) proess (Nt)t≥0, where Nt(A) denotes the number of partiles in the set A ⊂ Rd at
time t. We dene the utuations of the resaled oupation time proess by
XT (t) =
1
FT
Z Tt
0
(Ns − ENs)ds, t ≥ 0, (2)
where T is a saling parameter whih aelerates time (T → +∞) and FT is a proper deterministi
norming. XT is a signed-measure-valued proess, but it is onvenient to regard it as a proess in the
spae of tempered distributions S′(Rd). The objetives are to nd suitable FT , suh that XT onverges
in law as T → +∞ to a non-trivial limit and to identify this limit.
We will disuss some of the related work on the utuations of the resaled oupation time rst as it will
make it easier to understand our result. The series of papers [5, 6, 7, 8, 16, 17, 18, 19℄ is devoted to the
study of systems with partiles moving aording to a symmetri α-stable Lévy motion and with ritial
branhing (suh systems will be referred to as the ritial systems, ontrary to the subritial systems of
this paper). The results therein split roughly into three lasses depending on the dimension of the state
spae R
d
• low dimensions  the system suers loal extintion. The diret study of the utuations of the
resaled oupation time does not make sense (exept from the systems with immigration in [18℄)
• intermediate dimensions  the limit has a simple spatial struture (Lebesgue measure) and a
ompliated temporal one (with long range dependene property).
• large dimensions  the limit has a ompliated spatial struture (S ′(Rd)-valued random eld) and
a simple temporal one (proess with independent inrements).
We study the utuations of the resaled oupation time proess for systems with subritial branhing,
whih has never been done before. The main result is the funtional limit theorem ontained in Theorem
2.1. The funtional setting makes the result more interesting and muh harder to prove. Moreover, we
emphasise that the lass of systems overed by this theorem is very broad as the restritions imposed on
the Markov family (ηt,Px)t≥0,x∈Rd are mild and natural - f. Remark 2.1 (this is ontrary to the ritial
systems where the proofs rely heavily on the ne properties of a α-stable Lévy motion). In order to
apprehend the theorem we turn our attention to three aspets of the result.
Firstly, the theorem is a lassial funtional entral limit theorem as the normalising fator is FT = T
1/2
and the limit is Gaussian, namely a Wiener proess. Therefore the temporal struture of the limit is
simple - the inrements of the proess are independent. This ontrasts sharply with the spatial struture,
whih is a S ′(Rd)-valued random eld of the form depending on the properties of the Markov family
(ηt,Px)t≥0,x∈Rd .
Seondly, the subritiality of the branhing law is ruial for the long-term behaviour of the system. The
limit if of the same nature in all dimensions, making this ase muh dierent from the ritial systems,
where the phenomenon of phase transition between intermediate and large dimensions is observed.
The main reason for this are, roughly speaking, the properties of the movement of partiles (reurrene
vs. transiene). In ontrast, in the subritial system the life-span of the family desending from one
partile is short (its tail deays exponentially) hene the properties of the movement plays muh smaller
2
rle. Moreover a partile hardly ever visits the same site multiple times whih explains the similarity
of the result to the one for the ritial systems in large dimensions (i.e. the transient ase). It also
sheds some light on the origin of the temporal and spatial strutures. If we onsider two disjoint intervals
whih are far away, it is very likely that the inrements of the oupation time are ontributed by distint
families. This results in independent inrements. On the other hand the life-span of a family is too short
to even out the grains in whih, in turn, gives rise to the ompliated spatial struture. We stress that
the subritiality of the branhing law inuenes the limit muh more then the immigration. The results
for an analogous immigration system but with ritial branhing [18℄ are muh dierent and adhere to
the sheme for ritial systems presented above. See Remark 2.1 for further explanation.
Finally, notie that the systems onsidered in the paper do not suer from the loal extintion in low
dimensions (due to immigration eah set of positive measure is being populated in arbitrarily large
times). As it was mentioned already, the limit is of the same nature as in the other dimensions ases.
It is interesting to ompare this results with [11℄. High density tehnique applied there enables to
study the oupation time utuations in low dimensions, whih led to a similar limits as in the ase of
intermediate dimensions.
To make our paper more omprehensive we present also two illustrative examples in the results setion.
The example one presents perhaps the most important appliation of Theorem 2.1 to the system of
partiles moving aording to a Lévy motion. It an be regarded as a subritial ounterpart of the
ritial systems onsidered in earlier papers (it should be stressed however, that we admit muh larger
lass of proesses ompared to a symmetri α-stable motion previously onsidered). The resemblane to
the "large dimensions" ase is even more pereptible here - f. Remark 2.5. In the seond example we
onsider a system with partiles moving aording to the Ornstein-Uhlenbek proess. It is intriguing
beause of the ompetition of partiles attration towards the origin (aused by the Ornstein-Uhlenbek
proess) and their disappearane (aused by the subritiality of the branhing law) - f. Remark 2.7
Reently, oupation time proesses have been intensively. Further to the results mentioned previously
[9, 10℄ presents results for systems with inhomogeneous starting distributions. One should also mention
[2, 3℄ where similar problems are onsidered in disrete setting (lattie Zd). Interesting results were also
obtained for superproesses for example [13℄ and [12℄. In [12℄ the authors onsider a model very similar to
ours, namely subritial superproess with immigration. They only examine the spaial struture (whih
is tehnially muh easier) obtaining a similar result of Gaussian random eld. One should also mention
[14℄ whih was pioneering papers in the eld of systems with immigration.
The proof tehnique is similar to the one from previous papers of Bojdeki et al. However, the subritial
ase required developing new equations and dealing with a general Markov family. This required some
of the tehnial arguments to be rened, as the utuations of the oupation time of systems with
subritial branhing was studied for the rst time.
The paper is organized as follows. In Setion 2 we present assumptions and the general theorem (i.e.
Theorem 2.1). Next we give the examples mentioned above. Finally, Theorem 2.1 in Setion 3 and 4.
2 Results
2.1 Notation
Before presenting the results announed in Introdution we lear out a few tehnial points. S ′(Rd) is
a spae of tempered distributions i.e. a nulear spae dual to the Shwartz spae of rapidly dereasing
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funtions S(Rd). The duality will be denoted by 〈·, ·〉.
By (Tt)t≥0, A we will denote, respetively, the semigroup and the innitesimal operator orresponding to
the Markov family (ηt,Px)t≥0,x∈Rd presented in Introdution. Sometimes instead of writing Exf(ηt) we
write Ef(ηxt ).
For brevity of notation we also denote the semigroup
T Qt f(x) := e−QtTtf(x) (3)
and the potential operator orresponding to it
UQf(x) =
Z +∞
0
T Qt f(x)dt. (4)
In the whole paper
Q = V (1− 2q), (5)
whih intuitively denotes intensity of dying - reall that V is the intensity of branhing and 2q is the
expeted number of partiles spawning from one partile. Clearly, subritiality of the branhing law
implies Q > 0.
Three kinds of onvergene are used. The onvergene of nite-dimensional distributions is denoted by
→fdd. For a ontinuous, S ′(Rd)-valued proess X = (Xt)t≥0 and any τ > 0 one an dene an S ′(Rd+1)-
valued random variable D
X˜τ ,Φ
E
=
Z τ
0
〈Xt,Φ(·, t)〉dt, (6)
If for any τ > 0 X˜n → X˜ in distribution, we say that the onvergene in the spae-time sense holds
and denote this fat by →i. Finally, we onsider the funtional weak onvergene denoted by Xn →c
X. It holds if for any τ > 0 proesses Xn = (Xn(t))t∈[0,τ ] onverge to X = (X(t))t∈[0,τ ] weakly in
C([0, τ ],S ′(Rd)) (in the sequel without loss of generality we assume τ = 1). It is known that →i and
→fdd do not imply eah other, but either of them together with tightness implies →c. Conversely, →c
implies both →i , →fdd.
By c, c1, . . . , C, C1, . . . we will denote generi onstants.
2.2 General ase
Firstly, we present the restritions imposed on the Markov family (ηt,Px)t≥0,x∈Rd . Not only are they mild
and quite natural but also are easy to hek in a onrete ases (see Setion 2.3). First denote quadrati
forms
T1(ϕ) :=
Z
Rd
UQ
“
ϕ(x)UQϕ(x)
”
dx, ϕ ∈ S(Rd), (7)
T2(ϕ) :=
Z
Rd
Z +∞
0
UQ
h
T Qs ϕ(·)T Qs UQϕ(·)
i
(x)dsdx, ϕ ∈ S(Rd), (8)
also, slightly abusing notation, we will denote by T1 and T2 the bilinear forms orresponding to them.
Assumptions 1
(A1) We assume that the Markov family (ηt,Px)t≥0,x∈Rd is almost uniformly stohastially ontinuous
i.e.
∀n sup
x∈(−n,n)
Px(ηs, B(x, ǫ))→ 1, as s→ 0, (9)
where B(x, ǫ) denotes a ball of radius ǫ with the enter in x. Additionally, we assume that for any
x trajetories of proess are almost surely bounded on any nite interval.
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(A1') Instead of (A1) one an assume stronger but a more natural ondition as follows. We assume that
the Markov family (ηt,Px)t≥0,x∈Rd is uniformly stohastially ontinuous i.e.
sup
x
Px(ηs, B(x, ǫ))→ 1, as s→ 0, (10)
where B(x, ǫ) denotes a ball of radius ǫ with the enter in x.
(A2) Denote by DA the domain of the innitesimal operator A. We assume
S(Rd) ⊂ DA. (11)
(A3) Let ϕ ∈ S(Rd). We assume that the semigroup (T ϕt )t≥0 given by
T ϕt f(x) = Ex exp

−
Z t
0
ϕ(ηs)ds
ff
f(ηt), (12)
is a Feller semigroup for any ϕ.
(A4) For any ϕ ∈ S(Rd)
T1(ϕ) < +∞, T2(ϕ) < +∞. (13)
(A5) For any ϕ ∈ S(Rd)
T 3/2
Z
Rd
T QT ϕ(x)dx→ 0. (14)
Assumptions 2
(A6) There exists ǫ > 0 suh that for any ϕZ
Rd
T Qt ϕ(x)dx ≤ c
`
1 ∧ t−1−ǫ´ . (15)
(A7) There exists ǫ > 0 suh that for any ϕ and for all h, lZ
Rd
T Qt
h
T Qh ϕ(·)T Ql ϕ(·)
i
(x)dx ≤ c `1 ∧ t−1−ǫ´ . (16)
Now we are ready to formulate the theorem whih is the main result of the paper.
Theorem 2.1. Let XT be the resaled oupation time utuations proess given by (2). Assume that
FT = T
1/2
and assumptions (A1)-(A5) are fullled. Then
XT →i X, and XT →fdd X, (17)
where X is a generalized S ′(Rd)-valued Wiener proess with ovariane funtional
Cov(〈Xt, ϕ1〉 , 〈Xs, ϕ2〉) = H (s ∧ t) (T1(ϕ1, ϕ2) + V qT2(ϕ1, ϕ2)) .
if, additionally, assumptions (A6)-(A7) are fullled then
XT →c X. (18)
Remark 2.1. Assumptions (A1),(A2),(A3) are typial tehnial restritions when dealing with Markov
proesses. We stress that they are mild and fullled easily by any "well-behaving" Markov proess.
Condition (A4) is natural, as it states only that the limits is well dened (if it is not fullled normalization
larger then FT = T
1/2
is required). Finally to analyse (A5) let us notie thatZ t
0
Z
Rd
T Qs 1A(x)dxds, (19)
5
is the average number of partiles in set A for the system starting from the null measure. Intuitively,
the aim of (A5) is to prevent gathering innite number of partiles in any set. Taking this explanation,
(A5) seems to be too strong as T−1−ǫ for any ǫ > 0 should be suient.
To sum up we state questions whih raise naturally for further investigation. Firstly, the gap between
(A5) and T−1−ǫ is somehow unpleasant. A natural onjeture is that Theorem 2.1 holds also with this
weaker ondition. Another, less likely in the author's opinion, possibility is that the gap an be explained
in probabilisti manner. Any result in this eld would possibly give Theorem 2.1 even more elegant form.
Seondly, assumptions (A3),(A4),(A5) impose a ertain regime of behaviour on the system, in whih the
subritiality suppress the ontribution of the motion to the limit. By relaxing them the ontribution of
the motion inreases. Rough alulations suggest that this in turn results in an inrease of the norming
fator FT and in the limit with a ompliated temporal part. However, with the motion playing larger
rle, this ase it is not likely to be aptured as generally and elegantly as in Theorem 2.1. The reader is
also referred to Remark 2.7 for more detailed explanation in a partiular example.
Remark 2.2. Assumptions (A4),(A5) are learly tehnial. It is not obvious whether they are neessary.
This question have not reeived enough attention yet, as the main goal of this paper was to identify the
limits. Finding neessary onditions for tightness seems not to be easy, however.
Remark 2.3. As it was mentioned in Introdution the limit is a S ′(Rd)-valued Wiener proess with
a simple time struture and a ompliated temporal one in all dimensions. This result resembles the
result for the system with ritial branhing in large dimensions. The main reason of this is a short
(exponentially-tailed) life-span of a family desending from one partile. On the one hand it leads to
independent inrements in the limit (as there are no related partiles in long term). On the other hand
the movement is not strong enough to smooth out the spae struture.
Another remarkable, yet not suh unexpeted, feature is that the limit an be obtained for "low di-
mensions". Due to immigration the system no longer suers from loal extintion and the limit an be
obtained without speial tehniques, like high density limits of [11℄.
Remark 2.4. Analogous systems but with ritial branhing were studied in [18℄. The results there
are muh dierent from Theorem 2.1 and adhere to the sheme observed for other ritial systems (as
desribed in Introdution). This proves learly that the subritiality inuenes systems muh more then
the immigration, at least with respet to the limit behaviour of the utuations of the oupation time.
2.3 Examples
The theorem in the previous setion is quite abstrat. Now we will present two illustrative examples.
Lévy motion Reall the desription of the systemN from Introdution. In this example the movement
of partiles will be given by a Lévy proess - we keep the notation, by (ηt)t we denote the Lévy motion
starting from 0. Its harateristi funtion is
E
h
eizηt
i
= exp
 
tΨ(z)
!
, (20)
where Ψ is the Lévy-Khinhine exponent i.e.
Ψ(z) = i 〈z, a〉 − 1
2
〈Kz, z〉+
Z
R\{0}
`
ei〈z,x〉 − 1− i 〈θ, x〉1|x|<1
´
µ(dx), x ∈ Rd, (21)
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where a ∈ Rd (drift term), K is non-negative dened n× n matrix (ovariane of the Gaussian part) and
µ is a (spetral) measure obeying ondition
R
R\{0}
(x2 ∧ 1)dx < +∞.
Let us now hek that the Lévy motion fulls Assumptions 1. It is a spae homogeneous proess hene to
hek (A1') it sues to show that ηt →P 0 whih follows diretly from the harateristi funtion. (A2)
is slightly more diult - let us take ϕ ∈ S(Rd); one an hek thatdTtϕ(z)− bϕ(z)
t
→L1 iΨ(z)bϕ(z).
whih implies
Ttϕ(z)− ϕ(z)
t
→sup i ̂Ψ(z)bϕ(z).
Hene ϕ ∈ DA.
We skip the proof of (A3) whih is as an easy onsequene of the spae homogeneity and Lebesgue's
dominated onvergene theorem.
Reall that λ is an invariant measure of the Lévy motion. We have
T1(ϕ) =
Z
Rd
UQ
“
ϕ(x)UQϕ(x)
”
dx =
1
Q
Z
Rd
ϕ(x)UQϕ(x)dx. (22)
It an be heked that ÛQϕ(z) = bϕ(z)(Q−Ψ(z))−1. Applying the Fourier transform to (7) we obtain
T1(ϕ) =
1
(2π)d
1
Q
Z
Rd
|bϕ(z)|2
Q−Ψ(z)dz. (23)
T2 an be treated in a similar way
T2(ϕ) =
1
(2π)d
1
Q
Z
Rd
|bϕ(z)|2
(Q−Ψ(z))2 dz. (24)
The real part of Ψ is non-positive hene learly both T1(ϕ) and T2(ϕ) are nite, therefore (A4) holds.
The assumption (A5) follows easily from alulations belowZ
Rd
T QT ϕ(x)dx = e−QT
Z
Rd
TTϕ(x)dx = ce−QT .
Finally (A6)-(A7), an be proved in the same way. Utilising Theorem 2.1 we obtain
Theorem 2.2. Let XT be the oupation time utuation proess given by (2) for a system of partiles
moving aording to a Lévy motion. Then
XT →c X, as T → +∞,
where X is a generalized S ′(Rd)-valued Wiener proess with ovariane funtional
Cov (〈Xs, ϕ1〉 , 〈Xt, ϕ2〉) =
(s ∧ t)H
Q
1
(2π)d
Z
Rd
„
1
Q−Ψ(z) +
V q
(Q−Ψ(z))2
« bϕ1(z)bϕ2(z)dz, ϕ1, ϕ2 ∈ S “Rd” . (25)
Remark 2.5. Formally the result resembles the result for the ritial branhing systems in "large dimen-
sions". Indeed, by onverging with branhing law to a ritial one (i.e. q → 0) and dereasing intensity
of immigration (i.e. H → 0) appropriately in the rhs of the expression above, one gets
(s ∧ t) 1
(2π)d
Z
Rd
„
1
−Ψ(z) +
V q
Ψ2(z)
« bϕ1(z)bϕ2(z)dz, (26)
whih exatly the limit in theorem [6, Theorem 2.1℄ (with Ψ(z) = −zα for the symmetri α-stable Lévy
motion onsidered there). The question if this onvergene has any probabilisti meaning is natural but
has not been addressed yet.
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Remark 2.6. Denote the spaial part of the limit by Y . It easy to notie that it is a homogeneous
(generalized) Gaussian random eld. The measure
µ(dz) :=
„
1
Q−Ψ(z) +
V q
(Q−Ψ(z))2
«
dz, (27)
is alled the spetral measure of Y . It is well-known (see e.g. [15, Preposition 1℄) that Y is "lassial"
i.e. is funtion-valued random eld if and only if its spetral measure is nite. For the system onsidered
in this setion this translates to the onditionZ
Rd
1
Q−Ψ(z)dz < +∞. (28)
In the most important ase when the partiles move aording to the symmetri α-stable Lévy motion
the ondition is true if and only if d = 1 and α ∈ (1, 2].
Ornstein-Uhlenbek proess In this example the movement of partiles is governed by the Ornstein-
Uhlenbek proess. The Ornstein-Uhlenbek proess is the solution of stohasti equation
dXt = −θXt dt+ σ dWt, θ > 0, σ 6= 0. (29)
Its semigroup is given by
Ttf(x) =
`Sou(t)f´ (xe−θt) (30)
where S is the semigroup of Wiener proess and ou(t) = (1− e−2θt)/(2θ), OU(t) = (e2θt − 1)/(2θ).
Assumptions (A1),(A2) i (A3) an be heked easily from the following representation of the Ornstein-
Uhlenbek proess
Xxt = xe
−θt +
σ√
2θ
W (e2θt − 1)e−θt.
Reall denition 5. We assume also that Q > θ (this assumption is ruial and will be explained later in
Remark 2.7). We have Z
Rd
T Qt f(x)dx = e−(Q−θ)t
Z
Rd
f(x)dx.
Using this equation (A4)-(A6) an be easily veried.
Using the Fourier transform we an alulate T1 and T2 in more expliit form. Namely, by (30) and the
fat that the Lebesgue measure is an invariant measure of S we have
T1(ϕ) =
Z
Rd
UQ
“
ϕ(x)UQϕ(x)
”
dx =
1
Q
Z
Rd
ϕ(x)UQϕ(x)dx.
Using the Fourier transform we get
T1(ϕ) =
1
(2π)d
1
Q
Z +∞
0
e−(Q−θ)t
Z
Rd
bϕ(z)e−OU(t)|z|2 bϕ(eθtz)dz
Similar alulations for T2 give
T2(ϕ) =
1
(2π)d
1
Q
Z +∞
0
Z +∞
0
e−(Q−θ)(2s+u)
Z
Rd
bϕ(eθsz)e−2OU(s)|z|2 bϕ(eθtz)e−OU(u)|eθsz|2 bϕ(eθ(s+u)z)dzduds.
(Reall that quadrati forms T1 and T2 indue orresponding bilinear forms). Assumptions (A6), (A7)
an be easily veried this entitles us to use Theorem 2.1.
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Theorem 2.3. Let XT be the resaled oupation time utuation proess given by (2) for a system of
partiles moving aording to the Ornstein-Uhlenbek proess. Assume that Q > θ. Then
XT →c X, as T → +∞,
where X is a generalized S ′(Rd)-valued Wiener proess with ovariane funtional
Cov (〈Xs, ϕ1〉 , 〈Xt, ϕ2〉) = (s ∧ t)H
Q
1
(2π)d
“
T1(ϕ1, ϕ2) + V qT2(ϕ1, ϕ2)
”
, ϕ1, ϕ2 ∈ S
“
R
d
”
.
Remark 2.7. This example is interesting beause we an observe struggle of two antagonisti fores. One
is the exponential attration of partiles from the whole spae to the proximity of 0 by the Ornstein-
Uhlenbek proess the other is dying out of partiles beause of the subritialty of the branhing law.
More preisely, denote ϕ = 1B(0,r) thenZ
Rd
T Qt ϕ(x)dx = e−Qt
Z
Rd
`Sou(t)ϕ´ (xe−θt)dx = e−(Q−θ)t|B(0, r)|.
is the average number of partiles in the ball B(0, r) for the subritial system (without immigration)
starting out from the homogeneous Poisson eld. The ondition Q > θ an now be easily interpreted -
the subritiality is strong enough to prevent gathering of partiles (near 0).
This observation raises a natural question what happen when Q = θ i.e. when the fores are in the perfet
balane. Rough alulations suggest that norming fator is greater ( FT = T ) and the properties of the
motion aet the temporal part of the limit (it is not longer proess with independent inrements).
3 Proofs
3.1 Sheme
To make the proof learer we present a general sheme here and defer details to separated setions.
Although the proesses XT are signed-measure-valued it is onvenient to regard them as proesses with
values in S ′(Rd). In this spae one may employ a spae-time method introdued by [4℄ whih together
with Mitoma's theorem onstitute a powerful tehnique in proving weak, funtional onvergene.
Convergene From now on we will denote by X˜T (τ = 1) a spae-time variable (reall (6) with τ = 1)
dened for XT . To prove onvergene of X˜T we will use the Laplae funtional
LT (Φ) = Ee
−〈X˜T ,Φ〉, Φ ∈ S(Rd+1),Φ ≥ 0. (31)
For the limit proess X denote
L(Φ) = Ee−〈X˜,Φ〉, Φ ∈ S(Rd+1),Φ ≥ 0.
One we establish onvergene
LT (Φ)→ L(Φ), as T → +∞,∀Φ∈S(Rd+1),Φ≥0. (32)
we will obtain week onvergene X˜T ⇒ X˜ and onsequently XT →i X. Two tehnial remark should be
made here. We onsider only non-negative Φ. The proedure how to extend the onvergene to any Φ is
explained in [5, Setion 3.2℄. Another issue is the fat that
D
X˜T ,Φ
E
is not non-negative (whih is a usual
ondition to use the Laplae transform). The usage of the Laplae transform in this paper is justied by
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the speial (Gaussian) form of the limit. For more detailed explanation one an hek also [5, Setion
3.2℄.
As explained in [7℄ due to the speial form of the Laplae transform onvergene (32) implies also nite-
dimensional onvergene.
Detailed alulations for this part of sheme will be onduted in Setion 3.3 and Setion 4.1.
Tightness Using additional assumptions the tightness an be proved utilizing the Mitoma theorem
[20℄, whih states that tightness of {XT }T with trajetories in C([0, 1],S ′(Rd)) is equivalent to tightness
of 〈XT , φ〉, in C([0, τ ],R) for every φ ∈ S(Rd). We adopt a tehnique introdued in [6℄. Reall a lassial
riterion [1, Theorem 12.3℄, i.e. a proess φ ∈ S(Rd) is tight if for all t, s ≥ 0
E(〈XT (t), ϕ〉 , 〈XT (s), ϕ〉)4 ≤ C(t− s)2. (33)
Following the sheme in [6℄ we dene a sequene (ψn)n in S(R), and χn(u) =
R 1
u
ψn(s)ds in a suh way
that
ψn → δt − δs,
0 ≤ χn ≤ 1[s,t]. (34)
Denote Φn = ϕ⊗ ψn. We have
lim
n→+∞
〈XT ,Φn〉 = 〈XT (t), ϕ〉 − 〈XT (s), ϕ〉
thus by Fatou's lemma and the denition of ψn we will obtain (33) if we prove (C is a onstant independent
of n and T ) that
E
D
X˜T ,Φn
E4
≤ C(t− s)2.
From now on we x an arbitrary n and denote Φ := Φn and χ := χn. By properties of the Laplae
transform we have
E
D
X˜T ,Φ
E4
=
d4
dθ4
˛˛˛˛
θ=0
Eexp
“
−θ
D
X˜T ,Φ
E”
Hene the proof of tightness will be ompleted if we show
d4
dθ4
˛˛˛˛
θ=0
Eexp
“
−θ
D
X˜T ,Φ
E”
≤ C(t− s)2. (35)
Further alulations are deferred to Setions 3.4 and 4.2.
3.2 Auxiliary fats and one-partile equation
In this Setion we will prove an equation for one partile whih will play a key rle in the rest of the
proof. Before that we reall a general Feynman-Ka formula whih is ruial for its proof.
Let A be a (unbounded) linear operator with domain DA. We dene a problem(
∂
∂t
w(t, x) = Aw(t, x) + c(x)w(t, x),
w(0, x) = f(x),
(36)
where w(·, t), f ∈ DA.
Proposition 3.1 (Feynman-Ka formula). Let (Xt, Px) be a uniformly stohastially ontinuous Markov
family (f. assumption (A1)) with values in R
d
with innitesimal operator A. Assume also then c is a
uniformly ontinuous and bounded. Then
w(t, x) = Ex exp
Z t
0
c(Xs)ds
ff
f(Xt), t ≥ 0, x ∈ E,
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is a solution of (36). It is the only solution in the lass of funtions w suh that supx |x(x, t)| ≤ eαt, ∀t
for α ∈ R.
Reall that F denotes generating funtion of the branhing law (1). We dene G(s) = F (1−s)−(1−s)
so in our ase
G(s) = qs2 + (1− 2q)s. (37)
Behavior of the system starting o from a single partile at x is desribed by the funtion
vΨ (x, r, t) = 1− E exp

−
Z t
0
〈Nxs ,Ψ(·, r + s)〉 ds
ff
,Ψ ≥ 0, (38)
where Nxs denotes the empirial measure of the partile system with the initial ondition N
x
0 = δx. More
preisely Nx is a system in whih partiles evolve aording to the dynamis desribed in Introdution
but without immigration.
The lemma gives the announed equation
Lemma 3.1. Assume that Ψ ≥ 0 and assumptions (A1)-(A3) are fullled then
vΨ ∈ [0, 1], (39)
and vΨ satises equation
vΨ (x, r, t) =
Z t
0
Tt−s [Ψ (·, r + t− s) (1− vΨ (·, r + t− s, s))− V G (vΨ (·, r + t− s, s))] (x)ds. (40)
Formally, this equation is the same as [5, (3.22)℄. We have to rene the proof as in this paper we
onsider a more general ase hene
Proof. (39) follows diretly from the denition (38).
Now we proeed to the proof of (40). Denote
wΨ(x, r, t) := 1− vΨ(x, r, t)
In the rst step we expand (A3) to a slightly more general semigroup. For Ψ ∈ S(Rd+1), r ≥ 0 dene
T Ψ,r
T Ψ,rt f(x) = E exp

−
Z t
0
〈ηxs ,Ψ(·, r + s)〉 ds
ff
f(ηxt )
We laim that T Ψ,r is also Feller.
Dene Ψn(x, t) =
Pn
k=1Ψ(x, tk)1[tk−1,tk)(t) where tk = tk/n. Indutive argument (with respet to n)
implies easily that T Ψn,rf(x) is ontinuous when f is ontinuous. Indeed one an write
T Ψn,rf(x) = Ex exp

−
Z t1
0
Ψ(ηs, r + t1)
ff
exp

−
Z tn
t1
Ψn(ηs, r + s)ds
ff
. (41)
Using the Markov property we have
T Ψn,rf(x) = Ex exp

−
Z t1
0
Ψ(ηs, r + t1)
ff
T Ψn,r+t1t−t1 f(ηt1) = T
Ψ(·,t1+r)
t1
T Ψn,r+t1t−t1 f(x). (42)
By indution we an assume that T Ψn,r+t1t−t1 f(x) is ontinuous and by the Feller property of T
Ψ(·,t1+r)
t1
(assumption (A3)) we get asserted laim. It is obvious that T Ψn,rt f → T Ψ,rf uniformly hene T Ψ,rf is
ontinuous.
In the next step we will prove that this fat implies the ontinuity of wΨ. Denote by T the spae of
anestor trees i.e. a spae of binary trees with nodes and leafs labeled by the splitting and death times
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of partiles respetively. The splitting dynamis desribed in Introdution indues a probability measure
on them - ν. Let us notie that in our ase the trees are nite almost surely. For a given anestor tree τ
we an alulate wτ,Ψ given by
wτ,Ψ(x, r, t) := E exp

−
Z t
0
〈Mxs ,Ψ(·, r + s)〉 ds
ff
,
where Mx is the branhing partile system with the branhing dynamis enoded by τ . Let |τ | denotes
the height of τ . By indution with respet to the height of the tree we an prove that wτ,Ψ is ontinuous.
For trees of height 1 it is obvious from the ontinuity of z. Let τ be a tree suh that n = |τ |. Removing
the root splits τ into two sub-trees τ1, τ2. By t1 we denote the label of the root i.e. the time of the rst
branhing (or death if the root is a leaf). If t1 > t the ontinuity if obvious hene we are remain only
with the situation when t1 < t. One an write
wτ,Ψ(x, r, t) = E exp

−
Z t1
0
〈ηxs ,Ψ(·, r + s)〉 ds
ff
(wτ1,Ψ(η
x
t1 , r + t1, t− t1)wτ2,Ψ(ηxt1 , r + t1, t− t1)) .
Now ontinuity of wτ,Ψ(·, r, t) follows from the indution hypothesis and Feller property of T Ψ,r. Further,
it an be easily proved that wτ,Ψ is in fat ontinuous as a funtion of three variables. This property infer
ontinuity of wΨ whih is justied by the formula
wΨ(x, r, t) =
Z
T
wτ,Ψ(x, r, t)ν(dτ ).
and Lebesgue's dominated onvergene theorem (reall 0 ≤ wτ,Ψ ≤ 1 and ν is a probability measure).
Conditioning on the time of the rst branhing we get
w (x, r, t) =e−V tE
„
−
Z t
0
Ψ(ηxs , r + s)ds
«
+ V
Z t
0
e−V sE exp
„
−
Z s
0
Ψ(ηxu, r + u)du
«
F (w (ηxs , r + s, t− s)) .
Let us introdue funtions h i k
h (x, r, t) := e−V tE exp

−
Z t
0
Ψ(ηxs , r + s) ds
ff
,
ks (x, r, t) := e
−V t
E exp
„
−
Z t
0
Ψ(ηxu, r + u)du
«
F (w (ηxt , r + t, s)) .
Now w an be written as
w (x, r, t) = h (x, r, t) + V
Z t
0
ks (x, r, t− s) ds. (43)
The ruial step of the proof is appliation of Feynman-Ka formula. Assume for a moment that the
Markov family fulls (A1') instead of (A1). Let Θ ∈ S(Rd+1) and dene
lΘ(x, r, t) = E exp
„
−
Z t
0
Ψ(ηxu, r + u)du
«
Θ(ηxt , r + t).
Assumptions (A1'), (A2) assert that we an use Proposition 3.1 (one have to prove that Θ belongs to the
domain of the innitesimal operator of Markov family t → (Xxt , r + t) - we skip this simple step) hene
lΘ(x, r, t) is solution of (
∂
∂t
lΘ(x, r, t) =
`
∆α +
∂
∂r
−Ψ(x, r)´ lΘ(x, r, t),
lΘ(x, r, 0) = Θ(x, r).
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Let us denote
kΘ(x, r, t) = e
−V tlΘ(x, r, t). (44)
Diret omputations yield(
∂
∂t
kΘ(x, r, t) =
`
∆α +
∂
∂r
´
kΘ(x, r, t)− (Ψ(x, r) + V ) kΘ(x, r, t),
kΘ(x, r, 0) = Θ(x, r).
This is an evolution equation whih has an integral form
kΘ(x, r, t) = TtΘ(x, r + t)−
Z t
0
Tt−s [(Ψ(·, r + t− s) + V ) kΘ(·, r + t− s, s)] (x)ds. (45)
Now dene τn = inf{t : |ηxt | > n} and proesses ηn,xt := ηxτn∧t. Clearly they are Markov and eah of them
fulls (A1) and (A2). We know so far that
knΘ(x, r, t) = T nt Θ(x, r + t)−
Z t
0
T nt−s [(Ψ(·, r + t− s) + V ) knΘ(·, r + t− s, s)] (x)ds, (46)
where T n, knΘ denote respetively semigroup and equation (44) dened for Markov proess ηx,n. It easy
to show that kn → k (point-wise) and onsequently using Lebesgue dominated onvergene theorem show
that (45) is fullled for any Markov family satisfying (A1).
Clearly F (w(·, ·, s)) is ontinuous hene there exists a sequene (Θn)n, Θn ∈ S(Rd) onvergent uniformly
to F (w(·, ·, s)). Applying this to denition (44) we obtain point-wise onvergene
kΘn(x, r, t)→ ks(x, r, t).
Now we use dominated Lebesgue's onvergene theorem (kΘn ≤ supΘn < c) to the right side of (45)
ks(x, r, t) = TtF (w(x, r + t, s))−
Z t
0
Tt−s [(Ψ(·, r + t− s) + V ) ks(·, r + t− s, s)] (x)ds. (47)
Analogously
h(x, r, t) = 1−
Z t
0
Tt−s [(Ψ(·, r + t− s) + V )h(·, r + t− s, s)] (x)ds. (48)
We put the obtained equations in (43)
w (x, r, t) = 1−
Z t
0
Tt−s [(Ψ(·, r + t− s) + V )h(·, r + t− s, s)] (x)ds+
V
Z t
0
Tt−sF (w(x, r + t− s, s))ds−
V
Z t
0
Z t−s
0
Tt−s−u [(Ψ(·, r + t− s− u) + V ) ks(·, r + t− s− u, u)] (x)duds.
We substitute u→ u− s and hange the order of integration
w (x, r, t) = 1−
Z t
0
Tt−s [(Ψ(·, r + t− s) + V )h(·, r + t− s, s)] (x)ds+
V
Z t
0
Tt−sF (w(x, r + t− s, s))ds−Z t
0
Tt−u (Ψ(·, r + t− u) + V )
»
V
Z u
0
ks(·, r + t− u, u− s)ds
–
(x)du.
Finally we apply (43) to the seond and fourth term
w (x, r, t) = 1−
Z t
0
Tt−s [(Ψ(·, r + t− s) + V )w(·, r + t− s, s)] (x)ds+
V
Z t
0
Tt−sF (w(x, r + t− s, s))ds.
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Reall that 1− w = vΨ,. Finally trivial omputations yield asserted (40).
We onsider the ase of subritial branhing (q < 1/2) in (1). Reall equation (37) and Q = V (1−2q),
putting this to equation (40) gives
vΨ (x, r, t) =
Z t
0
Tt−s [Ψ (·, r + t− s) (1− vΨ (·, r + t− s, s))−
QvΨ (·, r + t− s, s)− V qvΨ (·, r + t− s, s)2
˜
(x) ds. (49)
vΨ is quite umbersome to deal with hene we will approximate it with v˜Ψ dened in the following way
v˜Ψ(x, r, t) =
Z t
0
T Qt−sΨ(·, r + t− s)ds, Ψ ∈ S(Rd+1), x ∈ Rd, r, t ≥ 0. (50)
It an be easily heked that this funtion fullls the equation
v˜Ψ(x, r, t) =
Z t
0
Tt−s [Ψ(·, r + t− s)−Qv˜Ψ(·, r + t− s, s)] (x)ds. (51)
Intuitively v˜Ψ was obtained by dropping quadrati terms in (49) whih do not play rle when Ψ is small.
The quality of the approximation is expressed in terms of funtion u
uΨ := v˜Ψ − vΨ. (52)
We have
Lemma 3.2. Let Ψ ≥ 0, then uΨ satises the equation
uΨ(x, r, t) =
Z t
0
T Qt−s
ˆ
Ψ(·, r + t− s)vΨ(·, r + t− s, s) + V qv2Ψ(·, r + t− s, s)
˜
ds. (53)
Proof. Subtrating equations (49) and (51) we obtain
uΨ(x, r, t) =
Z t
0
Tt−s
ˆ−QuΨ(·, r + t− s, s) + Ψ(·, r + t− s)vΨ(·, r + t− s, s) + V qv2Ψ(·, r + t− s, s)˜ ds.
(54)
Although we do not know solution of (49) we may treat vΨ as a known funtion. It is easy to hek
that (53) solves (54). Standard appliation of the Banah ontration priniple proves that that it is
unique.
Notation For now on we x non-negative Φ and prove onvergenes announed in the sheme in
Setion 3.1. To make the proof shorter we will onsider Φ of a speial form
Φ(x, s) = ϕ(x)ψ(s), ϕ ∈ S(Rd), ψ ∈ S(R), ϕ ≥ 0, ψ ≥ 0. (55)
We also denote
ϕT (x) =
1
FT
ϕ (x) , χ(s) =
Z 1
s
ψ(u)du, χT = χ
„
t
T
«
. (56)
We write
Ψ(x, s) = ϕ(x)χ(s),
ΨT (x, s) =
1
FT
Ψ
“
x,
s
T
”
= ϕT (x)χT (s). (57)
note that Ψ and ΨT are positive funtions. In the sequel, we also write
vT (x, r, t) = vΨT (x, r, t) and vT (x) = vT (x, 0, T ), (58)
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and
v˜T := v˜ΨT , uT := uΨT .
It is obvious now that uΨ ≥ 0 whih together with equations (52) and (50) implies
0 ≤ vT ≤ v˜T ≤ CΨ
FT
. (59)
We will also use the following simple estimation
uT (x, r, t) ≤ C
F 2T
. (60)
Fix Ψ and denote
v(θ) = vθΨ (61)
In the sequel we will need derivatives of v with respet to θ. It is easy to alulate by (49) that (we omit
arguments and integration variables)
v′(θ) =
Z t
0
Tt−s
ˆ
Ψ(1− v(θ))− θΨv′(θ)−Qv′(θ)− 2V qv(θ)v′(θ)˜ . (62)
When θ = 0 then
v′(0) =
Z t
0
Tt−s
ˆ
Ψ−Qv′(0)˜ . (63)
It is easy to notie that it is the same equation as (51) hene v˜ = v′(0) (note that the above alulation
is not quite rigorous as one have to justify dierentiation under integral in (62)).
3.3 Laplae transform
In this setion we alulate the Laplae transform of the spae-time variable X˜T . Let us reall that the
initial distribution is given by a Poisson random eld with intensity Lλ,L > 0 and the immigration is
determined by a Poisson random eld on R+ × Rd with intensity H (λ⊗ λ) , H > 0. We an split the
system N into two independent parts
Nt = N
0
t +N
Imm
t ,
where N0 onsists of partiles being in the system at time t = 0 and their ospring while NImm is the
immigration part with partiles whih appeared in the system after t = 0 and their desendants.
The rst step is alulating the Laplae transform of the spae-time variable orresponding to resaled
oupation time proess Y˜ . It is easy to hek thatD
Y˜T ,Φ
E
=
T
FT
»Z 1
0
〈NTs,Ψ(·, s)〉ds
–
=
»Z T
0
〈Ns,ΨT (·, s)〉 ds
–
. (64)
Denote (reall (57) for the relation between Ψ and Φ)
KT (Φ) = Eexp
“
−
D
Y˜T ,Φ
E”
= Eexp
„
−
»Z T
0
〈Ns,ΨT (·, s)〉ds
–«
. (65)
We an write
KT (Φ) = Eexp

−
Z T
0
˙
N0s ,ΨT (·, s)
¸
ds
ff
Eexp

−
Z T
0
D
NImms ,ΨT (·, s)
E
ds
ff
. (66)
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Firstly evaluate the term with NImm. Conditioning with respet to Imm, using independene of evolution
of partiles (branhing Markov property) and equation (38) we obtain
E
„
exp

−
Z T
0
D
NImms ,ΨT (·, s)
E
ds
ff˛˛˛˛
Imm
«
=
Y
(t,x)∈Îmm
Eexp

−
Z T
t
〈Nxs−t,ΨT (·, s)〉 ds
ff
=
Y
(t,x)∈Îmm
(1− vΨT (x, t, T − t)) , (67)
where Îmm is a (random) set suh that
P
(t,x)∈Îmm
δ(t,x) = Imma.s. and δ(t,x) orresponds to a partiles
whih immigrate to the system at time t to loation x. Hene we have
Eexp

−
Z T
0
D
NImms ,ΨT (·, s)
E
ds
ff
= Eexp {〈Imm, log(1− vT (·, ⋆, T − ⋆)〉},
where ·,⋆ denote integration with respet to spae and time, respetively. Taking into aount distribution
of Imm we obtain
Eexp

−
Z T
0
D
NImms ,ΨT (·, s)
E
ds
ff
= exp

−H
Z T
0
Z
Rd
vΨT (x, T − t, t)dxdt
ff
.
The rst term is easier and an be treated similarly - we have
Eexp

−
Z T
0
˙
N0s ,ΨT (·, s)
¸
ds
ff
= exp

−L
Z
Rd
vΨT (x, 0, T )dx
ff
. (68)
Finally we have
KT (Φ) = exp

−H
Z T
0
Z
Rd
vΨT (x, T − t, t)dxdt− L
Z
Rd
vΨT (x, 0, T )dx
ff
(69)
By the properties of the Laplae transform we have (reall also that v′T (0) = v˜T - see (63) and v(0) = 0)
E
D
Y˜T ,Φ
E
=
d
dθ
˛˛˛˛
θ=0
KT (θΦ) = −H
Z T
0
Z
Rd
v˜ΨT (x, T − t, t)dxdt− L
Z
Rd
v˜ΨT (x, 0, T )dx.
Now we an alulate the Laplae transform of X˜T . Using denition of uT (52), simple fat that X˜T =
Y˜T − EY˜T we obtain
LT (Φ) = Eexp
n
−
D
X˜T ,Φ
Eo
= exp

L
Z
Rd
uT (x, 0, T )dx
ff
exp

H
Z T
0
Z
Rd
uT (x, T − t, t)dxdt
ff
. (70)
Now the task is to show limit of (70). Using (53) one obtains
E exp
n
−
D
X˜T ,Φ
Eo
= exp {L (A1(T ) + A2(T )) +H (A3(T ) +A4(T ))} , (71)
where
A1(T ) =
Z
Rd
Z T
0
T QT−s [ΨT (·, T − s)vT (·, T − s, s)] (x)dsdx, (72)
A2(T ) = V q
Z
Rd
Z T
0
T QT−sv2T (x, T − s, s)dsdx, (73)
A3(T ) =
Z
Rd
Z T
0
Z t
0
T Qt−s [ΨT (·, T − s)vT (·, T − s, s)] (x)dsdtdx, (74)
A4(T ) = V q
Z
Rd
Z T
0
Z t
0
T Qt−sv2T (x, T − s, s)dsdtdx. (75)
The rst part of Theorem 2.1 will be proved one we have established
A1(T )→ 0, A2(T )→ 0, as T → +∞. (76)
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A3(T )→
Z 1
0
χ(1− s)2
Z
Rd
UQ
h
ϕ(·)UQϕ(·)
i
(x)dxds, as T → +∞. (77)
A4(T )→ 2V q
Z 1
0
χ(1− v1)2
Z +∞
0
Z
Rd
UQ
h
T Qs ϕ(·)T Qs UQϕ(·)
i
(x)dxdsdv1, as T → +∞. (78)
In the next setion we will prove (77), (78). The poofs of (76) are simpler and are left to the reader.
3.4 Tightness
Reall that we ontinue the proof aording to the sheme in Setion 3.1. First, we will ompute the left
hand side of (35). We adopt the following notation - denote Φθ,T = θΦT and Ψθ,T = θΨT = θϕT ⊗ χT
related to Φθ,T by equation (57). Additional parameter θ will indiate that a partiular quantity is
alulate for Φθ,T or Ψθ,T . Hene using (71) we an write (we additionally assume that L = 0,H = 1,
the proof without this assumptions goes exatly the same lines but is longer)
E exp
n
−
D
X˜T , θΦ
Eo
= exp {A3(θ, T ) + A4(θ, T )} . (79)
For sake of onsisteny we denote
v(θ) := v(θ)(x, r, t) = vΨθ,T (x, r, t),
Dierentiating (49) and evaluating at θ = 0 yields (we skip arguments and integration variables)
v(0) = 0,
v′(0) =
Z u
0
Tu−s
ˆ
ΨT −Qv′(0)
˜
,
v′′(0) =
Z u
0
Tu−s
ˆ−2ΨT v′(0)−Qv′′(θ)− 2V qv′(0)2˜ ,
v′′′(0) =
Z u
0
Tu−s
ˆ−3ΨT v′′(0)−Qv′′′(0)− 5V qv′′(0)v′(0)˜ .
These equations an be solved (we skip detailed alulations)
v′(0)(x, r, t) =
Z t
0
T Qt−sΨT (x, r + t− s)ds. (80)
v′′(0)(x, r, t) = −2
Z t
0
T Qt−s
ˆ
ΨT (x, r + t− s)v′(0)(x, r + t− s, s) +
V qv′(0)(x, r + t− s, s)2˜ ds, (81)
v′′′(0)(x, r, t) = −
Z t
0
T Qt−s
ˆ
3ΨT (x, r + t− s)v′′(0)(x, r + t− s, s) +
5V qv′′(0)(x, r + t− s, s)v′(0)(x, r + t− s, s)˜ds.
Dierentiating equations (74) and (75) and evaluating at θ = 0 one gets (in the last expression we skip
arguments)
A3(0, T ) = 0, A
′
3(0, T ) = 0,
A
(i)
3 (0, T ) = i
Z
Rd
Z T
0
Z t
0
T Qt−s
h
ΨT (x, T − s)v(i−1)(0)(·, T − s, s)
i
(x)dsdtdx, i ≥ 2.
A4(0, T ) = 0, A
′
4(0, T ) = 0,
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A′′4 (0, T ) = 2V q
Z
Rd
Z T
0
Z t
0
T Qt−sv(0)′(x, T − s, s)2dsdtdx. (82)
A
(IV )
4 (0, T ) = V q
Z
Rd
Z T
0
Z t
0
T Qt−s
`
v(0)′′′v(0)′ + (v(0)′′)2
´
dsdtdx. (83)
Now we are ready to dierentiate (79)
d4
dθ4
˛˛˛˛
θ=0
exp {A3(θ, T ) +A4(θ, T )} = AIV3 (0, T ) +AIV4 (0, T ) + 3(A′′3 (0, T ) + A′′4 (0, T ))2
Now in order to show (35) it sues to prove
AIV3 (0, T ) ≤ c(t− s)2, AIV4 (0, T ) ≤ c(t− s)2, (84)
A′′′3 (0, T ) ≤ c(t− s), A′′′4 (0, T ) ≤ c(t− s). (85)
Example omputations will be shown in Setion 4.2
4 Calulations
4.1 Calulations - onvergene
Convergene of A3 Firstly, we replae v with v˜. Seondly, we alulate the limit for suh expression.
In the end we will prove that the hange do not aet the limit
A˜3(T ) =
Z
Rd
Z T
0
Z t
0
T Qt−s [ΨT (·, T − s)v˜T (·, T − s, s)] (x)dsdtdx.
Using equation (50) and Fubini's theorem we get
A˜3(T ) =
Z
Rd
Z T
0
Z t
0
Z s
0
T Qt−s
h
ΨT (·, T − s)T Qs−uΨT (·, T − u)
i
(x)dudsdtdx.
Using (57) and Fubini's theorem one more one an write
A˜3(T ) =
Z T
0
Z t
0
Z s
0
χT (T − s)χT (T − u)
Z
Rd
T Qt−s
h
ϕT (·)T Qs−uϕT (·)
i
(x)dxdudsdt.
Changing variables t→ T t, s→ Ts, u→ Ts and using (56) we have
A˜3(T ) =
T 3
F 2T
Z 1
0
Z t
0
Z s
0
χ(1− s)χ(1− u)
Z
Rd
T QT (t−s)
h
ϕ(·)T QT (s−u)ϕ(·)
i
(x)dxdudsdt.
Changing the order of integration and hanging u→ s− h one obtains
A˜3(T ) =
T 3
F 2T
Z 1
0
Z s
0
χ(1− s)χ(1− s+ h)
Z 1
s
Z
Rd
T QT (t−s)
h
ϕ(·)T QThϕ(·)
i
(x)dxdtdhds.
Finally hanging t→ t+ s we obtain
A˜3(T ) =
T 3
F 2T
Z 1
0
Z s
0
χ(1− s)χ(1− s+ h)
Z 1−s
0
Z
Rd
T QTt
h
ϕ(·)T QThϕ(·)
i
(x)dxdtdhds.
Now it is obvious that
A˜3(T ) = A˜31(T ) + A˜32(T ), (86)
where
A˜31(T ) =
T 3
F 2T
Z 1
0
χ(1− s)2
Z s
0
Z 1−s
0
Z
Rd
T QTt
h
ϕ(·)T QThϕ(·)
i
(x)dxdtdhds.
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A˜32(T ) =
T 3
F 2T
Z 1
0
χ(1− s)
Z s
0
[χ(1− s+ h)− χ(1− s)]
Z 1−s
0
Z
Rd
T QTt
h
ϕ(·)T QThϕ(·)
i
(x)dxdtdhds.
Reall FT = T
1/2
and hange integration variables t→ t/T and h→ h/T
A˜31(T ) =
Z 1
0
χ(1− s)2
Z Ts
0
Z T (1−s)
0
Z
Rd
T Qt
h
ϕ(·)T Qh ϕ(·)
i
(x)dxdtdhds.
Fubini's and Lebesgue's monotone onvergene theorems imply immediately
A˜31(T )→
Z 1
0
χ(1− s)2
Z
Rd
UQ
h
ϕ(·)UQϕ(·)
i
(x)dxds, as T → +∞. (87)
Notie also that by assumption (A5) the integral is nite. For a δ > 0 one an hoose ǫ > 0 suh that
suph∈(0,ǫ) |χ(1− s+ h)− χ(1− s)| < δ we have
|A˜32(T )| ≤ δ T
3
F 2T
Z 1
0
Z ǫ
0
Z 1−s
0
Z
Rd
T QTt
h
ϕ(·)T QThϕ(·)
i
(x)dxdtdhds+
T 3
F 2T
Z 1
0
Z s
ǫ
Z 1−s
0
Z
Rd
T QTt
h
ϕ(·)T QThϕ(·)
i
(x)dxdtdhds
.
By virtue of onvergene (87) we know that the rst integral is nite the seond an be written as
T 3
F 2T
Z 1
0
Z +∞
0
1(ǫ,s)(h)
Z +∞
0
1(0,1−s)(t)
Z
Rd
T QTt
h
ϕ(·)T QThϕ(·)
i
(x)dxdtdhds =
Changing integration variables h→ h/T and t→ t/T and using FT = T 1/2 we haveZ 1
0
Z +∞
0
Z +∞
0
Z
Rd
1(Tǫ,Ts)(h)1(0,T (1−s))(t)T Qt
h
ϕ(·)T Qh ϕ(·)
i
(x)dxdtdhds
The integrand onverges point-wise to 0 and is dominated by T Qt
h
ϕ(·)T Qh ϕ(·)
i
(x) (whih by virtue of
previous argument is integrable) hene by Lebesgue's theorem the integral onverges to 0. δ an be hosen
arbitrarily small, onsequently
A˜31(T )→ 0. (88)
The last step is to estimate the dierene A˜3(T )− A3(T ). Be denition (52) we have
A˜3(T )− A3(T ) =
Z
Rd
Z T
0
Z t
0
T Qt−s [ΨT (·, T − s)uT (·, T − s, s)] (x)dsdtdx.
We an utilize inequality (60) hene
A˜3(T )− A3(T ) ≤ c1
F 2T
Z
Rd
Z T
0
Z t
0
T Qt−sΨT (x, T − s)(x)dsdtdx.
Using notation (57) we have
A˜3(T )− A3(T ) ≤ c2
F 3T
Z
Rd
Z T
0
Z t
0
T Qt−sϕ(x)dsdtdx.
By assumption (A5) it is straightforward to hek that this onverges to 0 as T → +∞.
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Convergene of A4 Similarly as for A3 we replae v with v˜ and alulate the limit for suh hanged
expression. In the end of the setion we will prove that the hange do not aet the limit
A˜4(T ) = V q
Z
Rd
Z T
0
Z t
0
T Qt−s
ˆ
v˜2T (·, T − s, s)
˜
(x)dsdtdx. (89)
Firstly we use equation (50)
A˜4(T ) = V q
Z
Rd
Z T
0
Z t
0
Z s
0
Z s
0
T Qt−s
h
T Qs−v1ΨT (·, T − v1)T
Q
s−v2
ΨT (·, T − v2)
i
(x)dv2dv1dsdtdx.
Using (57) and Fubini's theorem yield
A˜4(T ) = V q
Z T
0
Z t
0
Z s
0
Z s
0
χT (T − v1)χT (T − v2)
Z
Rd
T Qt−s
h
T Qs−v1ϕT (·)T
Q
s−v2
ϕT (·)
i
(x)dxdv2dv1dsdt.
We substitute t→ T t, s→ Ts, v1 → Tv1, v2 → Tv2 and use (56)
A˜4(T ) = V q
T 4
F 2T
Z 1
0
Z t
0
Z s
0
Z s
0
χ(1−v1)χ(1−v2)
Z
Rd
T QT (t−s)
h
T QT (s−v1)ϕ(·)T
Q
T (s−v2)
ϕ(·)
i
(x)dxdv2dv1dsdt.
Next we hange the order of integration and use symmetry
A˜4(T ) = 2V q
T 4
F 2T
Z 1
0
Z v1
0
χ(1− v1)χ(1− v2)Z 1
v1
Z 1
s
Z
Rd
T QT (t−s)
h
T QT (s−v1)ϕ(·)T
Q
T (s−v2)
ϕ(·)
i
(x)dxdtdsdv2dv1.
Let us now substitute v2 → v1 − h, s→ s+ v1, t→ t+ s
A˜4(T ) = 2V q
T 4
F 2T
Z 1
0
Z v1
0
χ(1− v1)χ(1− v1 + h)Z 1−v1
0
Z 1−s−v1
0
Z
Rd
T QTt
h
T QTsϕ(·)T QT (s+h)ϕ(·)
i
(x)dxdtdsdhdv1.
Now it is obvious that
A˜4(T ) = A˜41(T ) + A˜42(T ), (90)
where
A˜41(T ) = 2V q
T 4
F 2T
Z 1
0
χ(1− v1)2
Z v1
0
Z 1−v1
0
Z 1−s−v1
0
Z
Rd
T QTt
h
T QTsϕ(·)T QT (s+h)ϕ(·)
i
(x)dxdtdsdhdv1,
A˜41(T ) = 2V q
T 4
F 2T
Z 1
0
Z v1
0
χ(1− v1)(χ(1− v1 + h)− χ(1− v1 + h))Z 1−v1
0
Z 1−s−v1
0
Z
Rd
T QTt
h
T QTsϕ(·)T QT (s+h)ϕ(·)
i
(x)dxdtdsdhdv1.
Reall that FT = T
1/2
and substitute h→ h/T , t→ t/T , s→ s/T
A˜41(T ) = 2V q
Z 1
0
χ(1− v1)2
Z Tv1
0
Z T (1−v1)
0
Z T (1−s−v1)
0
Z
Rd
T Qt
h
T Qs ϕ(·)T Q(s+h)ϕ(·)
i
(x)dxdtdsdhdv1,
Lebesgue's monotone onvergene theorem implies
A˜41(T )→ 2V q
Z 1
0
χ(1− v1)2
Z +∞
0
Z +∞
0
Z +∞
0
Z
Rd
T Qt
h
T Qs ϕ(·)T Q(s+h)ϕ(·)
i
(x)dxdtdsdhdv1,
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This an be written a bit shorter with potential notation
A˜41(T )→ 2V q
Z 1
0
χ(1− v1)2
Z +∞
0
Z
Rd
UQ
h
T Qs ϕ(·)T Qs UQϕ(·)
i
(x)dxdsdv1,
Note that by assumptions (A5) the integral above is nite.
Now we x δ > 0 and hoose ǫ suh that ǫ > 0 suh that supt∈(0,ǫ) |χ(1− s+ h) − χ(1− s)| < δ we
A˜42(T ) = δC
T 4
F 2T
Z 1
0
Z ǫ
0
Z 1−v1
0
Z 1−s−v1
0
Z
Rd
T QTt
h
T QTsϕ(·)T QT (s+h)ϕ(·)
i
(x)dxdtdsdhdv1+
T 4
F 2T
Z 1
0
Z v1
ǫ
Z 1−v1
0
Z 1−s−v1
0
Z
Rd
T QTt
h
T QTsϕ(·)T QT (s+h)ϕ(·)
i
(x)dxdtdsdhdv1
It easy to dedue that the rst integral is onvergent (it is smaller then A˜41(T ) in fat). Let us deal with
the seond one. It an be written as
T 4
F 2T
Z 1
0
Z +∞
0
Z +∞
0
Z +∞
0
Z
Rd
1(ǫ,v1)(h)1(0,1−v1)(s)1(0,1−s−v1)(t)T QTt
h
T QTsϕ(·)T QT (s+h)ϕ(·)
i
(x)dxdtdsdhdv1
Let us substitute s→ s/T , h→ h/T , t→ t/T and reall that FT = T 1/2Z 1
0
Z +∞
0
Z +∞
0
Z +∞
0
Z
Rd
1(Tǫ,Tv1)(h)1(0,T (1−v1))(s)1(0,T (1−s−v1))(t)T Qt
h
T Qs ϕ(·)T Qs+hϕ(·)
i
(x)dxdtdsdhdv1
By assumption (A5) the integrand is dominated by integrable funtion T Qt
h
T Qs ϕ(·)T Qs+hϕ(·)
i
(x) hene
Lebesgue's theorem implies the onvergene to 0. We an take δ arbitrarily small hene
A˜42(T )→ 0. (91)
We are left with estimation of A˜4(T )− A4(T ). By equation (52) and inequality (59) we have
A˜4(T )− A4(T ) ≤ 2V q
Z
Rd
Z T
0
Z t
0
T Qt−s [uT (·, T − s, s) v˜T (·, T − s, s)] (x)dsdtdx.
Using estimate (60) and (50) we write
A˜4(T )− A4(T ) ≤ 2V q
F 2T
Z
Rd
Z T
0
Z t
0
T Qt−s
»Z s
0
T Qs−uΨT (·, T − s)
–
(x)dudsdtdx.
Using (57), after simple alulations, we get
A˜4(T )− A4(T ) ≤ 2V q
F 3T
Z
Rd
Z T
0
Z t
0
uT Qu ϕ(x)dudtdx.
Now, by using d'Hospital rule, it follows easily from (A6) that
A˜4(T )−A4(T )→ 0.
4.2 Calulations - tightness
We are left with proving inequalities (84) and (85). This an be done by evaluating the lfs of the inequal-
ities using equations derived in Setion 3.4 and later estimating eah of the resulting terms separately.
Calulations are quite lengthy, for the sake of brevity in the paper we present only one illustrative example.
Namely, onsider the terms arising from the seond term of (83)
D(T ) =
Z
Rd
Z T
0
Z h
0
T Qh−w
`
(v(0)′′)2(x, T − w,w)´dwdhdx. (92)
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From (80) and (81) it is easy to notie that v′′(0) ≤ c/F 2T hene
D(T ) ≤ c
F 2T
Z
Rd
Z T
0
Z t
0
T Qh−wv(0)′′(x, T − w,w)dwdhdx. (93)
Now substitute v′ with the rst term of (81), we denote this new expression by D1 (the expression
resulting from the seond term an to be estimated in a similar way)
D1(T ) =
c
F 2T
Z
Rd
Z T
0
Z h
0
T Qh−w
»Z w
0
T Qw−uΨT (x, T − u)v(0)(x, T − u, u)du
–
dwdhdx. (94)
Finally we use (81) whih yields
D1(T ) =
c
F 2T
Z
Rd
Z T
0
Z h
0
T Qh−w
»Z w
0
T Qw−u
„
ΨT (x, T − u)
Z u
0
T Qu−vΨT (x, T − v)dv
«
du
–
dwdhdx. (95)
Changing the order of integration and using (57) get
D1(T ) =
c
F 4T
Z T
0
Z h
0
Z w
0
Z u
0
χT (T −u)χT (T − v)
Z
Rd
T Qh−w
h
T Qw−u
“
ϕ(x)T Qu−vϕ(x)
”i
dvdudwdhdx. (96)
Obvious hanges of variables gives
D1(T ) =
cT 4
F 4T
Z 1
0
Z h
0
Z w
0
Z u
0
χ(1− u)χ(1− v)
Z
Rd
T QT (h−w)
h
T QT (w−u)
“
ϕ(x)T QT (u−v)ϕ(x)
”i
dvdudwdhdx.
Reall that we are using the sheme presented in Setion 3.1 hene inequality (34) holds. We apply it to
χ(1− v), use inequality T QT (u−v)ϕ(x) ≤ ce−TQ(u−v) and integrate with respet to v
D1(T ) ≤ cT
3
F 4T
(t− s)
Z 1
0
Z h
0
Z w
0
χ(1− u)
Z
Rd
T QT (h−w)
h
T QT (w−u)ϕ(x)
i
dudwdhdx.
Changing the order of integration and integrating with respet to w we get
D1(T ) ≤ cT
2
F 2T
(t− s)
Z 1
0
Z h
0
χ(1− u)T (h− u)
Z
Rd
T QT (h−u)ϕ(x)dudhdx.
Easy alulations yield
D1(T ) ≤ c(t− s)
Z 1
0
Z h
0
χ(1− u)
Z
Rd
T (h− u)T QT (h−u)ϕ(x)dudhdx.
Using assumption (A6) one easily gets
D1(T ) ≤ c(t− s)2−ǫT−ǫ.
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