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ABSTRACT 
We determine the asymptotic behaviour f approximation numbers and entropy numbers of the 
embedding map from the space ca(x) of a-H61der continuous functions into the space C(X) of 
continuous functions for arbitrary compact metric spaces X. Using this, we estimate the eigenvalues 
of integral operators on C(X) generated by continuous kernels atisfying certain H61der conditions. 
This way we solve a problem posed recently by A. Pietsch. The results how the interaction between 
the functional-analytic quantities and the metric topology of X. 
INTRODUCTION 
For the n-dimensional cube X= [0, 1] n, as well as for other subsets of R n, 
the s-numbers of the embeddings Ic~:Ca(X)~C(X) of the space of ~-H6tder 
continuous functions into the space of continuous functions are well-known. 
They have been applied to estimate the asymptotic behaviour of the eigenvalues 
of integral operators with kernels satisfying special conditions. Recently, A. 
Pietsch [7] posed the problem of investigating the situation for general compact 
metric spaces X. More precisely, he asked about the asymptotic order of the 
approximation umbers of the embeddings I a as well as about optimal esti- 
mates for the eigenvalues of integral operators generated by a-H61der 
continuous kernels (to be specified below) and finite Radon measures on X. In 
the present paper we solve this problem. 
In section one we first determine the asymptotic behaviour of the approxi- 
mation numbers of I a, using a method of Kolmogorov and Tihomirov [2]. As 
a consequence, we also obtain estimates for other s-numbers. The main result 
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of this section is the asymptotic order of the entropy numbers of the embed- 
dings 14. This extends results of Timan [5], [6] on connected X.
In section two we use the results obtained before to derive eigenvalue sti- 
mates for integral operators on C(X) with continuous kernels satisfying an 
a-H61der estimate in the first variable. For general X, we obtain estimates for 
the behaviour of the sequence of eigenvalues, and in the case of connected X, 
we even get estimates for the single eigenvalues. Both are shown to be optimal. 
The metric topology of X is involved into these estimates via the entropy 
function of X (and closely related parameters). As one can see from the results, 
there is a close both-way connection between the functional-analytic and the 
topological quantities. 
Our results lead to further questions in the direction of Pietsch's problem. 
We discuss them in the text. 
NOTATION 
First we want to recall some topological notions. Let X be a metric space and 
let d be the distance (we keep this notation throughout the paper). Given x ~ X, 
e > 0, B(x, e) denotes the open ball of radius e with center x. The diameter of 
X is denoted by d(X). Let Xc_ Y be metric spaces. As usual, ~/c_ Y is said to 
be an e-net of X in Y if for each xeX there is a ye J  j with d(x,y)<_e. Let 
Nx, r(e) be the minimal number of points in an e-net of X in Y. We write 
Nx(e) for Nx, x(e ). The e-entropy is defined as 
Hx, v(e) =logzNx, y(e). 
We shall also use a certain inverse of the function Nx(e), namely, we define 
for n>l ,  
en(X)=inf {e>O:X has an e-net of cardinality <n}. 
The definition for n = 1 is not essential. However, for technical convenience l t 
us put e l (X)= 1. Finally, let us say that a set ./fc_X is e-distant, if d(x,y)>_e 
for all x,y~ //, x~y. 
Given a compact metric space X, C(X) denotes the space of continuous 
functions on X, equipped with the sup-norm. The space of a-H61der con- 
tinuous functions is defined as 
IfeC(X):l[fllc~=max ( If(x)[' [f(x)-f(Y)['~ l Ca(X)= _sup sup ~ )<~ . 
\ xeX  x, yeX  
xCy 
In section one we consider both the case of real and of complex valued 
functions, but make no distinction in the notation (the only slight difference 
occurs in Theorem 2). In section two we restrict ourselves to the complex case, 
because we treat eigenvalue problems. 
Concerning operators in Banach spaces we use standard notation as may be 
found in the monograph of Pietsch [4]. Given any bounded linear operator 
T:E--,F between Banach spaces E and F, the n-th approximation number of 
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T is defined as 
an(T)=inf {UT-Lll: rank (L)<n}.  
The n-th (dyadic) entropy number of T is given by 
en(T)=inf  {e>0:There xists an e-net for T(B(E)) in F of 
cardinality not exceeding 2n-l}. 
Here B(E) denotes the closed unit ball of E. The properties of approximation 
and entropy numbers can be found in [4]. 
Finally, given two scalar sequences (an) and (bn), we follow the convention 
that an = 0(b,) means that there is a constant c > 0 with l a,,I ~ c lbnt for all n. We 
write an ~ bn iff an = 0(bn) and bn = 0(an). 
I. APPROXIMATION AND ENTROPY NUMBERS OF THE EMBEDDING ca(x )~c(x )  
We start with two simple observations. The first one concerns functions 
which we will use frequently. So let X be a compact metric space (with distance 
d) and let x e X, e > 0, 0 < a _ 1. Define for y e X, 
q/x(,~)(y) = (max (1 - d(x,y)/e, O))'L 
The following lemma summarizes the needed properties of these functions. It 
is easy to check and we omit the proof. 
LEMMA 1. If 0<e--_< 1, then the following hold: 
(i) O-  ~v~ -< 1 = ~v~,a~(x) 
(ii) ~,(~)¢ v"x,a,..~ =0 for y outside B(x,e) 
(iii) Ca) < - a II  'x, llco- e • 
(iv) If {xl .... .  xn} c__X is (2e)-distant, hen for any sequence of scalars (~i)n= t 
gi~,x,,~llco-<2 e max I~il. 
i=1 l<_i~_n 
The next lemma is trivial, but in the situations considered below it allows a 
technically quite convenient reduction to the case a = 1. For this, let X and d 
be as above and define Xa as the space X, endowed with the metric d~, 
da(x,y) =d(x,y) c'. 
LEMMA 2. The following identities hold for 0<a< 1, e>0,  n natural: 
(i) C(Xa)= CO() (with equality of norms). 
(ii) CI(X,)= Ca(X) (with equality of norms). 
(iii) e~(Xa) = e.(X)C 
(iv) N&,(e) = Nx(e lm). 
We are now ready to investigate the approximation numbers. The essential 
idea of the proof goes back to Kolmogorov and Tihomirov [2]. 
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THEOREM 1. Let X be a compact metric space and let 0<a_  1. Then 
a,,(I a: C~(X) ~ C(X)) ~ e,(X)% 
PROOF. By Lemma 2, we only have to consider a= 1. Fix a natural number 
n> 1 and let e>en(X).  Then there exist xl . . . . .  xn-1 such that the open balls 
B(x i, e) (i = 1 ..... n - 1) cover X. Let ~01, ..., ~0~_ 1~ C(X) be a partition of unity 
corresponding to this covering. Define T: C1(X)~C(X)  by 
n- I  
Tf= Y, f(xi)~oi. 
i=1 
Clearly, rank (T )<n.  Moreover, for feC I (X)  with [lf[[c~_<_l and xeX,  we 
get 
n- I  n 1 
If( x ) -  2 f(xi)~°i(X)l <-- 2 If(x)-f(xi)tcpi(x)<-e. 
i=1 i=1 
This implies 
an (11) < II 11 - T II --- e. 
To prove the estimate from below we fix a natural n. We can assume n to 
be so large that en(X)< 1. Let 0 < e < e~(X) and choose a maximal e-distant set 
{Yl,'..,Ym} in X. Since such a set is an e-net, it follows that m>__n. Let 
q/ i  = ~ff(1)e/2 as defined above. Define S: lm-~c1(x) and R:C(X)~I  m by 
S(~i) = ~ ~iq/i for (~ i )  E l m 
i=1 
and R f= v m ( f (~  i ) ) i=  1 for fe  C(X). 
Obviously, tlell--1, and by Lemma 1, I[S[l<_2/e. Since RIiS=id,  where 
• . m m td. 1=--*l= denotes the identity, we obtain 
1 = a n (id) <_ [I R [I a,, (I1) [1S II --- an (I0" 2/e 
which gives a,,(I1) >- e,,(X)/2. 
REMARK. The approximation umbers are the largest s-numbers (see [4]), 
therefore the upper estimate holds for all of them. The lower estimate works 
for all those s-numbers s n which satisfy . . n n sn(td.l=~l=)= 1. In particular, 
Theorem 1 holds true with the approximation umbers replaced by the 
Kolmogorov and Gelfand numbers. 
The estimate of the entropy numbers is much more involved. In preparation, 
we need the following elementary result on connectedness and entropy. Let us 
say that for a given e > 0, a metric space X is e-connected, if for each two points 
x and y in X there exists a finite sequence (xl . . . . .  xn) of elements of X with 
x l=x,  xn=y and d(xi, xi+l)<_e for i=1 ... . .  n -1 .  It is easily seen that a 
compact metric space is connected if and only if it is e-connected for each e > 0. 
LEMMA 3. Let X be a compact metric space. 
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(i) I f  X is e-connected for some e>0 and k is a natural number such that 
8ke <- d(X), then 
kNx(8ke) <_ Nx(e). 
(ii) I f  X is connected, then for all reals O<s<_t<_d(X), 
and for all natural k and n > 1, 
e,(X) <_ 8kek.(X). 
PROOF. (i) Let {xl . . . . .  Xm} be a maximal (8ke)-distant set in X. Then 
rn >_ Nx(8ke ). By assumption, 8ke _< d(X), therefore m > 1 and X \ B(x i, 4ke) 4= 0 
for all i _  m. Since X is e-connected, none of the sets 
{xeX:4je<_d(xi, x)<_(4j+l)e} ( j= l  ..... k - l )  
can be empty. Pick x 8 from the j ' th  set and define Xio =Xg. Then the set 
{xij:l <_i<_rn , 0_<j_<k- 1} 
is (3e)-distant. Clearly, each e-net must have at least as many elements as this 
set. This proves (i). The first part of (ii) follows from (i) with k= It~s] + 1, 
e= t/8k. For the second part, choose any e<en(X)/8k.  Then Nx(8ke)>_n , so 
(i) gives Nx(e)>_ kn, hence ek,(X)> e, which yields the result. 
THEOREM 2. Let X be a compact metric space and let 0<a_< 1. Then 
en(Ia: Ca(X) ~ C(X)) ~ 
-1 n -1  
in the real case 
in the complex case 
where ~x I is the inverse function 
1 Nx(t) dt. 
of 
PROOF. By Lemma 2 and a simple change of variables in the integral, it 
suffices to consider a -- 1. We shall only prove the real case and show at the end 
how the complex case can be derived from this. 
In the first part of the proof we construct a net for B(CI(X)) in C(X) and 
estimate its cardinality. So let 0 < e <_ 1/6 and set 6 = 6e. Let ..II be a maximal 
0-distant subset of X. Hence {B(x,~5):xe.tt} is an open covering of X. Set 
[.~f I=m.  First we define inductively an enumeration of the elements of .it, 
a sequence of positive reals (dk)~"=l and a sequence of natural numbers 
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(p(k))~n=2 . Take any element of J[ as x I and set d l= 1. Assume we have 
accomplished the definition for all j<  k. Then let x k e ~'[ \ {x I..... xk- l } and 
p(k) < k be such that 
and set 
d( {xl . . . . .  x , _  ~ }, .1~ \ { xl . . . .  , xk_ ~ })  = d(xp(,), xk ) 
dk =min (d(xp(k),xk), 1). 
For each k, let ~+k be a minimal &net in the interval [ -dk -O,  de + O]. Let F 
be the set of functions y on ,~'/which satisfy 
Y(Xk) ~ ~+k if d k = 1 
and 
y(Xk) -- y(Xp(k) ) E ,J/k if dk < 1 
for all k_< rn. Define functions on X by the help of a partition of unity (~0k)~= 
corresponding to the open covering {B(Xk, O)}~=l: 
fr(x) = ~ Y(Xk)q~k(X). 
k=l  
Let , f= {fr:~' ~ F}. We shall show that S is  a (2O)-net for B(CI(X)) in C(X). 
Thus, let f~B(C I (X) ) .  We will define )J inductively so that [?(Xk)--f(xk) ]<_O. 
The first step is obvious, since ~Ji is a &net for [ -  1, 1]. Now suppose ~,(xj) has 
been defined for a l l j<k .  Then either dk= 1 and we argue as in the case k= 1, 
or dk< 1. In this case 
] f (Xk ) -- f (Xp(k )) [ <-- d(Xk, Xp(k ) ) = dk , 
and hence, by the induction assumption 
r f (x , ) -  y(xp(,))t <- dk + O. 
Therefore we can find a Yk e A~k with 
I f (xk ) -  )'(Xp(k))- Yk] <--O. 
Setting Y(xk) = y(Xp(k)) + ?k completes the induction step. We have for all x ~ X, 
i f(x) -f~,(x)]--.< ~ q~k(X)lf(x) -- Y(Xk)t 
k=l  
<-- ~ (Ok(X)(tf(x)--f(xk)[ + lf(Xk)-- Y(Xk)I)--<2O- 
k=l  
Now we estimate the cardinality of ~ Clearly 
tn  
I J l=t r l  = II [,A,,I. 
k=l  
By the definition of ~ 
t,/~kf- [(dk + O)/Ol + 1 <_ 3clk/O 
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where the last inequality follows from the fact that .if{ is &-distant and 6 <_ 1. 
Consequently 
log21Si--< ~ log2(3dk/fi) 
k=l  
Iogz(3/~) 
o 
I{ k : log2(3dk/fi) > s} lds 
log,(3/O) 
I I{k:dk>&2s/3}lds. 
0 
But from the definition of dk it easily follows that 
I{k: dk > cr}l <-Nx(cr/2) 
for all ~r>O. Hence, 
IOgE(3/a) i log2tJl <- f Nx(&2s/6)ds< - 1 Nx(t) 
o In 2 a/6 t 
dt. 
Recalling that 6=6e, we get this way for 0<e_< 1/6, 
1 i Nx(t) 
H~(c'(x))'c(x)(12e)<-~-2 ~ t dt 
which proves the upper estimate. 
In the second part of the proof we shall define two systems of functions in 
C1(X) and show that the sum of these systems is sufficiently distant and of the 
needed cardinality. Fix an arbitrary e with 0<e< 1, and choose a natural 
number n such that 2-n+4_<•<2-n+5. It is easily seen that for any positive 0, 
X can be decomposed into a finite number of maximal 6-connected subsets. 
(Each of these sets is closed and the decomposition is unique,) Now let for each 
k, 1 <_k<_n, Xk,~ ..... X~,rk be the respective system of 2-k-connected maximal 
subsets. Let J(k,i be the characteristic function of the set Xk, i. We define ~# to 
be the set of all functions of the form 
n r~ 
g= ~ 2 -k ~ (Tk, iXk, i, 
k=l  i=l 
where 6k, i~ {0, 1} (1 <k<_n, 1 <_i<rk). Clearly 
rk 
=2 k ,  
We show that [tgl[c~---2 for g ~ ~. Let x,y ~ X and let j be the smallest natural 
number such that x and y are in different components of 2-J-connectedness. 
(If there is no such j,  then obviously g(x)=g(y).) It follows that d(x,y)>2 -j. 
On the other hand, 
n r~ r~ n 
Ig(x)-g(Y)t<-- ~ 2-kl ~ ~k, i )~k , i (X )  - ~ Cik, iXk, i (Y)]  <- ~ 2-k<2 -j+I 
k=j  i= 1 i= 1 k=j  
which implies the above norm estimate. 
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To define the second set of functions, let {x l,...,xm} be a maximal 2 -n- 
distant set. Hence m>Nx(2-n). For each j, l<j<_m, let 
[ / / j=  I,//x0,)- ~. + I} 
be the functions defined before Lemma 1. Then Yis the set of all functions of 
the form 
h= 2 -n ~ "gjlllj 
j=l 
with r je {0, 1/16,2/16 .. . . .  15/16}. It is obvious that 
= 24m >- 24Nx(2-"), 
and Lemma 1 gives 
Ithllc~--- 2. 
Moreover, because of the dyadic structure of the values of the functions, the 
following is not difficult to verify: If gl ,g2e ~, hl,hze~, and 
[l(gl + hl)-(gz + h2)llc <2-(n+4) 
then gl =g2 and h I =h 2. Let us define 
= ¼( fY+ J )  = {¼(g+ h) :ge  ~ h e .~}. 
It follows from the above that ~ is a subset of Bc,(x ) which is 2-(n+6)-distant 
(in the norm of C(X)). Also, 
r~ +4Nx(2 -n) 
I~[=l~l tx l>__2  *=' 
It remains to estimate r k from below in terms of the function N x. To do this, 
fix k with 4<k<_n. We shall apply Lemma 3(i) to the set Xt, i. If 2 -k+4< _ 
< d(Xk, i) then 
2Nxk, i(2-k+4)<_Nx~,,(2-k ). 
If 2-k+4>d(Xx, i), then 
Clearly, 
-k+4 - -  Nxk,(2 ) -  1. 
rk 
Nx(2-k+4) <- 2 gx,,i(2-k+4) 
i=1 
and, since the distance between points belonging to different components Xk, i 
is greater than 2 -k, it follows that 
E Nxk.,(2-k)=Nx(2-k). 
i=1 
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Altogether we get 
rk 
2Nx(2-k+4)<2 ~ Nx~.,(2-k+4) 
i=1  
rk 
<-- 2 Nx,,,(2-k) + t{i:2-k+4>d(Xk, i)}[ 
i=1  
<_Nx(2 -k) + re. 
This gives a lower estimate for rk: 
rk >_2Nx(2-k +4)--Nx(2 -k) (4_k<n) .  
Therefore 
rk>2 ~ Nx(2-x+4) - ~ Nx(2 -k) 
k=l  k=4 k=4 
n -4  
>- E Nx(2-k) - ~ Nx(2-k) • 
k=O k=n-3  
Consequently, 
n-4  
log21~l--- 2 rk+nNx(2-")> ]~ Nx(2 -k) 
k=l  k=0 
.-a I ~ Nx(t) 
>_ f Nx(2 -S)ds= } - -  dt.  
o i -~  t 2-n+4 
Recalling that 2-  n + 4 <__ e < 2-  n + 5, and 9 was 2- (, + 6).distant ' we obtain finally 
for all e with 0 < e < 1 
HB(C'(X)),C(X)(2-1Ze)> I~22 ~i Nx(t)t dt. 
This proves the real case. The complex case follows immediately from the above 
proof,  since Y-+/Y-is clearly a v~- 26-net for the complex B(C~(X)) in Co(X), 
and 1/V~(~ + i ~)  is a 1 /~.  2-  (" + 6)-distant subset of B(CI(X)) in Cc(X ). 
As a consequence, we get the following result due to Timan [5], [6]. 
COROLLARY. If X is a connected compact metric space with more than one 
point, then 
e,,(I,~ : C"(X)-, C(X) ) .~ e.(X) `~. 
PROOF. For 0<e_  1/2 we get 
1 2~ Nx(2e) 
Nx(Ee)=~ ~ t 1 i Nx(t) dt = q~(e). 
- -  dt<ln 2 ~ t 
On the other hand, if d(X)>_ 1, then, using Lemma 3(ii) 
1 i Nx(t) 1 dt<-Nx(e/32) ~ et-2dt<Nx(e/32). 
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If 0<d(X)< 1, then we get for 0<e<_d(X), similarly as above, 
q~(e)<__ l_J__ Nx(e/16) + 1 In 2 i -~ ~ t- ldt d(X) 
< 2(lln d(X) I + 1)Nx(e/16) _< Nx(e/c(X)) 
where the last inequality is a further application of Lemma 3(ii) and c(X) stands 
for 29(]1n d(X)] + 1), a constant, depending only on X. It follows that 
ex  1( n - 1)~ e,(X). 
Since Lemma 3(ii) gives for each k>_ 1, 
~k.(X) ~ ~,(x) 
this implies the result both for the real and the complex case. 
REMARK. In the proof of Theorem 2 we obtained estimates of the entropy 
HB(c~(x)),c(x)(Ce) for some constants c. This was sufficient o determine the 
asymptotic order of the entropy numbers, but does not quite give the order (as 
e--*0) of the entropy. For general X (and even for general connected X)  this 
remains open. Our argument yields the order under additional assumptions 
on X: If we require (as in [6]) that Nx(e).~ Nx(ce) (as e~O) for some constant 
c> 1 then 
HB(C'(X),C(X))(e)~ ¢(~). 
This extends results of Timan [5], [6] on connected spaces (and spaces with 
essentially the same entropy behaviour as connected ones). Let us finally 
mention that the same idea as expressed in Lemma 2 allows us to handle H61der 
function spaces involving more general moduli of continuity. 
2. EIGENVALUES OF INTEGRAL OPERATORS 
In this part we want to apply the results of section one to the eigenvalue 
distribution of certain integral operators. The eigenvalues of a Riesz operator 
T acting in a complex Banach space are denoted by 21(T), 22(T) . . . . .  They are 
arranged in nonincreasing order of their absolute values, and are counted 
according to their algebraic multiplicity. If T has less than n eigenvalues, then 
we put ,~,(T)=)~n+1(T) . . . . .  O. 
Now let us describe the class of (complex valued) kernels we are going to 
consider. Again X is a compact metric space with distance d, and O<a__ 1. 
Then we denote 
C a' °(X, X) = {K ~ C(X × X) : K(., y) e Ca(X) for all y ~ X and 
sup IIK(',y)llco< ~} 
yeX 
56 
equipped with the norm 
It K II c ~'° = sup [I K(., y)[I c a 
yeX 
=max { x.y~xSUp IK(x,y)[, sup 
XI,X2,y~X 
X I ~X2 
Ig (x , ,y) -g(x2,y) l ] .  
d(x 1, x2) a .} 
For a kernel K e C a'°(X, X) and a finite (positive) Radon measure p on X the 
integral operator Tr, u is defined as 
(TK, uf)(x) = I K(x,y)f(y)du(y) 
X 
for p-integrable functions f .  We shall always regard Tu, u as an operator in 
Lz(X,p).  (Note, however, that this is not essential for the eigenvalue distri- 
bution, since by the principle of related operators [4], the eigenvalues are - to 
a large extent - independent of the space in which this operator acts. In 
particular, we could have considered it in C(X).) 
The following theorem is the main result of this section. It shows how the 
behaviour of the eigenvalues and the behaviour of the entropy sequence 
(e,(X)) determine ach other. 
THEOREM 3. Let X be a compact metric space and let 0 < a_  1, 0< y < oo. 
Then the following are equivalent: 
(i) For all kernels Ke C~'°(X,X) and all finite Radon measures p, 
)%( TK, u) = O(n - 1/2 - ay) 
(ii) en(X) = O(n - Y). 
PROOF. We start with an estimate of the approximation umbers of T~, u. 
Without loss of generality we may assume I[Kllc~.0< 1 and p(X)<_ 1. Let T be 
T~, u, regarded as an operator from L2(X,p) into Ca(X), let I: C(X)-- 'L2(X,p) 
and, as above, I~:Ca(X)-- ,C(X),  be the identities. Then 
TK, u = IIa T. 
By Theorem 1, there is a constant c~ >0 such that 
an(Ic~) < Cl~.n(X) a 
for all natural n. Thus, there is an operator S: Ca(X)-- 'C(X) with rank (S)<n 
and 
III~- $11 <-qe.(x) ~. 
Moreover, I is absolutely 2-summing [4] with 7t2(1)= l, where r~ 2 denotes the 
absolutely 2-summing norm. Hence 
7~ 2 ( I ( ]  a - -  S)T) <- n2 (I)U l~ - S II [l T [t <- cl ¢n (X) a" 
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Since the operator I ( Ia -S )T  acts between Hilbert spaces, it is Hilbert- 
Schmidt, and we get 
n 1/2a n(I(I a - S) T) < Cl e. (X) a. 
The additivity of the approximation numbers gives 
a2n_ l(T&u)<_an(l([ a - S)T) + an(1ST ) 
and, since rank(IST) < n, we get 
(*) a2n_l(TK, u)<_Clen(X)an -1/2 
Now the implication (ii) = (i) follows immediately: If en(X) = 0(n - ~), then, by 
(*), a,,(Tx, u)=0(n-vz-ar) ,  but this implies 2,(T,v.u)= 0(n- 1/2-~y) which is a 
well-known consequence of the Weyl inequality [1]. 
To check that (i)~ (ii) let us assume 
lim sup en(X)n y= oo. 
t r~oo 
We first carry out the following inductive construction: We find natural 
numbers nk, reals e~ with O<ek< 1, and subsets Xk of X (k= 1,2 .... ) with the 
following properties: 
(1) ~k_<ek_l 
(2) ekn~>_22km+ l 
(3) X k is an ek-distant subset of X consisting of nk points. 
(4) d(Xk, Xj) >_ ej whenever j < k. 
(5) lim sup e,(Yk)nY=oo, where Yk=X\  U U B(x, ej). 
n~ j<-k xEX~ 
To prove this, assume that for 1 _<j<k, n j, ej, Xj have been found already. 
(For the first step of the induction, we argue in the same way, using the 
assumption on X instead of (5)). By condition (5), we can find a natural number 
n k such that 
F-'2n~. ( Yk- 1 )n~ >_ 2 2k/a + 3 
and 
ek = ~2n~( Yk- 1)/4 -< ek- 1. 
With this choice, (1) and (2) are satisfied. Let d{ be a maximal 2ek-distant 
subset of Yk-1. It follows that [~/f[->2nk. Now take two disjoint subset .J#1 and 
.J#2 of ..#, each containing n k elements. Then the sets 
ZI= U B(x, ek) (l=1,2) 
x e I(i 
are also disjoint, hence 
Yk_I=(Yk_I  \ Z1)LJ(Yk-1 \Z2) .  
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This together with the assumption (5) implies that for at least one l, say l= I, 
lira sup e,(Yk- I  \ Z1) ny=°°" 
n~cm 
Setting now Xk = ~/I, this ensures (5) for k. Clearly (3) is also satisfied, and (4) 
follows since Xk C_ Yk-1. 
Now we are prepared to construct a certain kernel K. Let 
Xk = {Xkj: l <--j<--nk}, 
and define, using the functions from Lemma 1, 
gk, j = (ek/2)a~(x~),, ek/2 
and 
(a) 
hk.j = q/xk j ek/2" 
We use generalized Walsh matrices as the buiding blocks of this kernel and set 
oo n~ 
2rdjl/n~. K(x,y)= 2 2-k/2 Z e gk, j(X)hk, l(Y). 
k=!  j , l=l 
Lemma 1 implies that each of the inner sums has Ca'°-norm _<2 l -a hence 
K ~ C a' °(X, X).  Let finally p be the measure assigning to the point Xk, j the mass 
2-k/Zn[.l (k = 1,2 .. . . .  j = 1 . . . . .  nk). Then p is a finite Radon measure on X. By 
our construction (use (1) and (4)), the balls B(Xk, j, ek/2) are disjoint for all k 
and j. It follows immediately that Lz(Yk, ft ), that is, the subspace of functions 
which vanish outside Xk (#-almost everywhere), is an invariant subspace 
of  TK, u. Denote the restriction of TK, u to L2(Xk, p) by Tk. The operator 
Sk : Lz (Xk ,  fl) --~ [~k given for f ~ L2(X k, p) by 
Skf  = (f(Xkd));k=l, 
is an isomorphism, and it holds 
( Sk TkS[. I el, ej ) = 2 - k(e k/2) an[- l eZTrijl/nk 
• l 2 l~ generated where ej is the j-th unit vector in l; k. Since the operator Wk" ,,k~ n  
by the matrix ~teZnij//nk~n~jj, t=l is the n~/Z-fold of a unitary operator, its eigen- 
values satisfy 
IZl(Wk)l . . . . .  I .,(WOI =n /2 
Consequently (using (2)) 
l/2+aV 2 iT  ) / , /1/2+aY_2-k(ek/2)an~V>_2k [)%(TK, u)lnk >-- ,,~ k k -- 
which shows that (i) does not hold and thus accomplishes the proof. 
For connected spaces we can give a more precise result - an estimate for the 
single eigenvalue, which later on is shown to be optimal. 
THEOREM 4. Let X be a connected compact metric space and let 0<a_< 1. 
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Then there exists a constant c > 0 such that for each kernel K c Ca'°(X, X) each 
finite Radon measure/1, and each natural number n, 
[2,( TK, u)] <-- ce,(X)~n - 1/211K II co.o/~(X). 
PROOF. Clearly, we can assume d(X) > 0, since in the other case the statement 
is trivially true. Moreover, we can assume IIKllco.0---1 and/ I (X )< 1. By the 
estimate (*) given in the proof of the preceding theorem, 
a2n- 1( TK, u) <- cl e.(X) an - 1/2 
for some constant c1>0 and all natural n. Now we use Lemma 3(ii) to obtain 
that there is a constant cz>0 such that for all integers j, k with O<_j<_k, 
a2 j ( TK, u ) < c2g2~.+ ' (X)a2a(k-j)-j/2. 
The multiplicative Weyl inequality [1] gives for any k_> 1, 
2~-1 
122~-1(T~:,~)t-<( I-I 121(TK,~)I) 1/(2~-t) 
/=1 
2~-1 k - I  
<--( I] al(TK, u))l/(Zk-l)<-( I] a2J(TK, u)2J) 1/(2'-1) 
[=1 j=0  
< c2e2k+ ~(X)~2 ~(k, ~) 
where 
k-1 
rl(k, a) = (2 k - 1)- 1 2 (~(k - j )  - j /2 )2  j 
j=0 
k - I  
=(2* -1) -1  ~ 
j=0  
[(a + 1/2)(k - j )  - k/212 j 
k 
= -k /2+(cc+ t/2)(2 k -  t) -1 ~ 1.2k-( 
/=1 
The second summand is easily seen to be bounded by a constant independent 
of k, and we get, together with the previous inequalities, 
1'~2"- I(Tx,.) [ -< £3E2 k+l (X)  a"  2 - (k  + l)/2 
which implies 
t~.n( TK, u) ] < C3gn(X)Un - 1/2 
for all natural n. 
COROLLARY. Let X be a connected compact metric space and let 0<a_< 1. 
Then 
sup I,~,(TK, u) [ ~ ~,,(X),~n-1/2 
II Kilo ~,°-< 1
#(X) _< 
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PROOF. We only have to check the lower estimate, and it suffices to consider 
those n for which e=en(X)< 1. Then there is an c/2-d istant  subset 
{xl . . . . .  x,} c X. 
Define for 1 _j___ n, 
gj = (e/4)aql(x;)/4 
and 
and let 
(u) 
hj = ~'xi, ~/4 
Kn(x,y)= ~ eZ~rijk/ngj(x)hk(y). 
j , k= l  
Lemma 1 shows that K ,  belongs to C~'°(X,X) and that IlKn[[co.0___21-% Let 
fur thermore Pn be the probabi l i ty  measure on X having mass 1/n in each of  
the poins xl . . . . .  xn. In the same way as it was done in the second part of  the 
proo f  of  Theorem 3, one can verify that 
I~.n( TK.,u.) I = (e/4)C~n - 1/2 
REMARKS. 1. We do not know the asymptot ics of  the sequence 
sup AI 
l KHc,<,o~_ 1 
u (x )  ~- l 
for general compact  metric X. This would be of  interest for the case of  fast 
convergence of  e , (X)  to zero (e.g. when X is a sequence converging rapidly to 
a point) .  
2. Except for the few facts abotit  the case of  Hi lbert  spaces, we left open 
all questions concerning Lp(X,p)-spaces and involving the structure of  
measures on X (such as embeddings of  C~(X) into Lp(X,p), related kernel 
classes, s -numbers and eigenvalues of  the generated integral operators).  
3. We omit  examples here and refer to [2] and [3] instead, where the 
entropy funct ion is determined for many concrete compact  metric spaces X. 
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