Abstract. In this paper recent work on the dynamics of lattice differential equations is surveyed. In particular, results on propagation failure and lattice induced anisotropy for traveling wave or plane wave solutions in higher space dimensions spatially discrete bistable reaction-diffusion systems are considered.
1. Introduction. This paper is a brief survey of recent advances in the theory of lattice differential equations (LDE's). LDE's are systems of ordinary differential equations with a discrete spatial structure. While they have much in common with partial differential equations (PDE's), which by contrast have a continuous spatial structure, LDE's can arise in many other contexts and need not be near a PDE continuum limit. In many cases LDE's often exhibit behavior not present in associated PDE's. The LDE's to be considered here are similar in form to spatial discretizations of reaction diffusion and Cahn-Hilliard type PDE's. Indeed, lattice differential equations can be discretizations of PDE's, and understanding the effect of discretization is important when drawing conclusions from numerical simulations. Nevertheless, much of our analysis is concerned with a broader class of systems, and is not restricted to those near a PDE limit.
A typical LDE takes the forṁ
Here Λ ⊂ IR n is a lattice, that is, a discrete subset of IR n , with either finitely or infinitely many points, and with some regular spatial structure. The variable u η for each η ∈ Λ is the coordinate of the state vector u = {u η } η∈Λ , indexed by the points on the lattice, and each g η is some function of these coordinates. The dot "˙" represents differentiation with respect to time t, and by a solution of (1) we mean u(t) = {u η (t)} η∈Λ satisfying (1) for t in some interval I. Other conditions, for example boundedness of u η (t) in η for each fixed t (meaning that u(t) belongs to the Banach space l ∞ (Λ) for each t) may be imposed.
Under quite general conditions, Eq. (1) together with an initial condition
possesses a unique solution on some interval about t = t 0 , just as for ODE's. In this article we generally take Λ = Z Z n , the integer lattice in IR n , although this is just for convenience.
Many of the ideas we describe can be easily extended to other lattices, for example the hexagonal lattice in the plane, and the crystallographic lattices in IR 3 .
The study of LDE's has a number of benefits. Besides the rich structure of solutions, LDE's are often appropriate models in many applications. In electrical circuit theory, much work is due to Chua and his collaborators, in particular in their studies of Cellular Neural Networks (CNN's). See, for example, , [Chua & Yang, 1 1988 1 ], 2 ], and ; also see [Pérez-Muñuzuri et al., 1993] , [Pérez-Muñuzuri al., 1992] , and [Thiran et al., 1995] . Material science, in particular metallurgy, is another area of interest, where LDE's have been used to model solidification of alloys; see, [Cahn, 1960] , [Cook et al., 1969] , [Hillert, 1961] . Also, models arising in chemical reactions [Erneux & Nicolis, 1993] , optics [Firth, 1988] , and biology [Ermentrout, 1992] , [Ermentrout & Kopell, 1994] , , [Keener, 1991] , [Kopell et al., 1991] , and [Winslow et al., 1993] , are a rich source of LDE's. Much has been done on chains of coupled oscillators, usually arising in biology or electronics (Josephson junctions); see, for example, [Aronson et al., 1991] , [Aronson & Huang, 1994] , , , [Matthews et al., 1991] , [Mirollo & Strogatz, 1990] , and the numerous references therein. The study of coupled-map lattices, namely lattice systems with discrete time, is closely related; see, for example, the works [Afraimovich & Nekorkin, 1994] , [Afraimovich & Pesin, 1993] , [Chow & Shen, 1995] . We mention that in addition to the classes of LDE's mentioned above, there is an extensive literature on integrable
Hamiltonian systems on lattices (most notably the Toda lattice). However, we do not consider these systems in this paper.
Our interest here is in traveling and plane wave solutions, and in the existence and stability of equilibrium solutions. In particular, we are interested in the propagation failure and lattice induced anisotropy in traveling wave solutions, and also in pattern formation, ordering, stability, and spatial entropy of stationary solutions. For a general survey of results in this direction, see also and .
2. Traveling Waves, Propagation Failure, Pinning, and Lattice Anisotropy.
Throughout this section we consider spatially discrete reaction diffusion systems of the
where α is a positive constant, and ∆ n is the standard 2n + 1 point discretization of the Laplacian, that is,
where |·| denotes the usual Euclidean norm in IR n . We observe that in dimensions n = 1, 2, and 3 respectively, we have
where we are denoting η ∈ Z Z n by η = i, by η = (i, j), and by η = (i, j, k), respectively.
(We shall sometimes employ this notation for η.) Of course, Eq. (2) is the spatially discrete analog of the PDE
where in (3) the subscript denotes the partial derivative, and where ∆ is the usual Laplacian. Let us note that, in contrast to the PDE (3), the LDE (2) enjoys a local existence and uniqueness theorem both for forward and backward time, irrespective of the sign of α, as long as f : IR → IR is locally Lipschitz and we take a bounded initial condition.
In cases where Ω ⊂ Z Z n is bounded we will consider (2) with respect to appropriate boundary conditions, typically of Neumann or periodic type. In many cases we take Ω = Z Z n and we take f of bistable type, both symmetric and nonsymmetric, as typified by the cubic polynomial
The parameter a in (4) generally satisfies −1 < a < 1, and is known as the detuning parameter. With this f , observe that for the ODEu = −f (u) which arises as the spatially homogeneous system, the equilibria u = ±1 are stable, while u = a is an unstable equilibrium.
2.1. Existence of traveling waves in one space dimension. Traveling wave solutions are an important class of solutions both for PDE's, and also for lattice dynamical systems. Indeed, traveling waves have been observed quite generally in numerical works.
For example, in [Cahn et al., 1995 1 ] traveling interfaces between two patterns (such as between areas of checkerboard with opposite phase) were observed. Chua has observed, both numerically and in experimental (electronic) simulations, many quite exotic traveling waves, including spiral waves; see, for example, [Pérez-Muñuzuri et al., 1993] Pérez-Muñuzuri et al., 1992] . Spiral waves for a different class of lattice systems (coupled oscillators) were constructed in [Paullet & Ermentrout, 1994] .
For the PDE (3) with Ω = IR n , a traveling wave solution takes the form u(t, x) = ϕ(σ · x − ct) for some function ϕ : IR → IR, where σ ∈ IR n is a unit vector, |σ| = 1, representing the direction of motion of the wave, and where c ∈ IR is the wave speed.
Both the function ϕ, and the quantity c are unknown. In particular, c is not given in advance, but must be determined, and it can be either zero or nonzero. Substitution of the above traveling wave formula into (3) leads to the well-known second order ODE
Observe that both the dimension n and the direction σ are absent from Eq. (5). One typically imposes boundary conditions
so that the wave joins two equilibria q − < q + which are stable for the ODE, that is, with f (q ± ) = 0 and f (q ± ) > 0. (For the nonlinearity (4) these are q ± = ±1 of course.)
With these conditions, one determines c, often uniquely, as the parameter for which the boundary conditions can be realized. At least for f as in (4), and similar N-shaped functions, there exists a unique (up to translation ϕ(ξ + a) of ξ) solution (ϕ, c) to (5), (6); see [Fife & McLeod, 1977] .
By contrast, the situation in LDE's is by no means as simple. Early work of Zinner [Zinner, 1991] , [Zinner, 1992] (see also [Hankerson & Zinner, 1993] , was concerned with theoretical issues of traveling waves for a class of one-dimensional problems including (2) with n = 1 and Ω = Z Z. By a traveling wave solution of (2) in this case, we mean a solution of the form
for some function ϕ : IR → IR, and some quantity c ∈ IR. Again, the wave speed c must be determined as part of the solution. Substitution of (7) into (2) yields case, just as for the PDE, one typically takes boundary conditions such as (6) for Eq. (8).
In [Hankerson & Zinner, 1993] existence of a solution pair (ϕ, c) to (8), (6), was proved under the condition that α > 0, for fairly general f that included the cubic polynomial (4).
2.2. Pinning and propagation failure. The term propagation failure refers to the inability of a solution (generally as a wave) to move along a lattice, and that moreover this inability persists over an open set of parameters. For the systems (8), (6), arising from (2), this means that one has wave speed c = 0 identically, as the detuning parameter a ranges over a nontrivial interval a − ≤ a ≤ a + . This is a phenomenon peculiar to LDE's, which generally does not occur for PDE's, and in some literature is known as pinning (one thinks of the wave being pinned to the lattice). The foundations of propagation failure, in the theoretical literature, go back to [Bell, 1981] , [Bell & Cosner, 1984] , and .
For the system (5), (6), arising from the PDE (3), with the nonlinearity (4), it is the case that the unique c = c(a) is a smooth function of a ∈ (−1, 1), and satisfies ac(a) > 0 for a = 0.
That is, no matter how close a is to zero, the resulting wave moves with nonzero speed c(a) = 0 as long as a = 0, and so propagation failure does not occur. The situation is decidedly different for LDE's, where propagation failure is generally the rule. Indeed, this can be seen from several points of view. First, note that when c = 0 the difference equation (8), with ξ = i ∈ Z Z, can be written as a planar map
where ψ(i) = ϕ(i − 1), and where the boundary conditions (6) mean that one seeks a heteroclinic orbit joining the two saddle equilibria (ϕ, ψ) = (q − , q − ) as i → −∞, to (ϕ, ψ) = (q + , q + ) as i → ∞. The map (9) is very similar to the well-known Hénon map, and it shares many of its features. In particular, one expects that for most values of the parameters α > 0 and a ∈ (−1, 1), any such heteroclinic orbit would occur as a transverse intersection of the stable and unstable manifolds of (q − , q − ) and (q + , q + ). As such, this intersection would persist over an open subset of values of α and a, that is, c = 0 would persist for some families of solutions of (8), (6), for an open set of α and a.
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A second point of view is offered in [MacKay & Sepulchre, 1995] . Let a ∈ (−1, 1) be fixed, and, beginning at α = 0, let the coupling parameter α be increased slightly. At α = 0 one immediately has the solution
to (8), (6). A perturbation argument using the implicit function theorem in a Banach space then shows that for small α > 0, there exists a solution to (8), (6), with c = 0, which is near (10), and which varies smoothly with α and a over an open set of these parameters. Again we have propagation failure.
2.3. Plane wave solution in higher space dimensions. For the higher-dimensional LDE (2) with Ω = Z Z n , by a traveling wave solution, we mean a solution u(t) = {u η (t)} η∈Z Z n of the form
where again ϕ : IR → IR and c is the (unknown) wave speed, and again with the unit vector σ ∈ IR n , |σ| = 1, representing the direction of motion, given beforehand. Substitution the traveling wave Ansatz (11) into Eq. (2) now gives
where L σ is the difference operator
where we denote σ = (σ 1 , σ 2 , . . . , σ n ). In contrast to the case of the PDE (3), Eq. (12), with (13), does depend on the direction of motion σ of the wave. This is of course due to the underlying anisotropy of the lattice, which is absent in the PDE.
A clearer understanding of the effects of this anisotropy can be obtained by an analysis of such traveling waves where f is the idealized piecewise linear function
Here h denotes the Heaviside function and a ∈ (0, 1) is the detuning parameter. We regard this f as set-valued, with f (u) single valued for u = a, and multivalued,
for u = a. Thus, we consider a differential equation with this piecewise linear f as a differential inclusion. The function f in (14) is a cartoon of the cubic nonlinearity
, which is equivalent to (4) by a simple change of variables. One hopes that the piecewise linear nature of (14) will serve to simplify, and make explicit, the calculation of the traveling wave (ϕ, c). One hopes that at the same time the essential structure of the problem will be preserved. This approach for the PDE was taken in [McKean, 1970] .
An extensive and detailed analysis of traveling wave solutions for (2), with f as in (14), was carried out in [Cahn et al., 1995 3 ]. For Eq. (12) with boundary conditions
we seek solutions for which ϕ(ξ) = a at only one value ξ = ξ 0 of the argument, at least if c turns out to be non-zero. Without loss we may assume ξ 0 = 0 (by translating ξ → ξ − ξ 0 ), and so ϕ(ξ) < a for ξ < 0, while ϕ(ξ) > a for ξ > 0. This implies that f (ϕ(ξ)) = ϕ(ξ)−h(ξ) for all ξ = 0, and so necessarily ϕ satisfies the inhomogeneous linear equation
Equation (16) with the boundary conditions (15) may now be solved by means of Fourier transform techniques to determine explicitly the function ϕ. Indeed, one obtains
where
We must caution the reader at this point, that the analysis here is perhaps not as straightforward as it may seem. While the above formulas (17), (18), are the result of a fairly routine (albeit messy) calculation, their derivation is predicated on our assumption that ϕ(ξ) = a at exactly one value of ξ ∈ IR. This assumption must be verified a posteriori, for the formula (17). It is in fact the case that the function ϕ given in (17) is strictly monotone, in fact ϕ (ξ) > 0 for all ξ = 0. With this the desired assumption is verified.
However, is not at all obvious from the formula (17) that ϕ is monotone, and it is by no means easy to establish this fact.
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We required in our derivation that ϕ(0) = a, and substituting this into (17) determines the relation between the wave speed c, and the parameter a, namely
The function Γ σ is well-defined for c = 0, and is clearly an odd function. It is shown in [Cahn et al., 1995 3 ], at least in the case of dimension n = 2, that Γ σ (c) depends smoothly on c for c = 0, and is strictly increasing there, in fact that Γ σ (c) > 0 for all c = 0. Also in [Cahn et al., 1995 3 ] the limits
are established, where γ σ (α) > 0. It follows that if γ σ (α) < |a − 1/2| < 1/2, then there is a unique c = 0 for which a = 1/2 + Γ σ (c), that is, a unique nonzero wave speed. A further analysis of the system (12) carried out in [Cahn et al., 1995 3 ] shows that if (21) then (12), (15), possesses a solution with c = 0 which is nondecreasing in ξ. Moreover, this solution is not unique if |a − 1/2| < γ σ (α).
Let us summarize some of these facts in the following theorem, proved for n = 2 in [Cahn et al., 1995 3 ].
Theorem 2.1. Consider the system (2), with the nonlinearity (14). For γ σ (α) < |a − 1/2| < 1/2 there exists a unique c ∈ IR for which (12), (15), has a solution passing through the value ϕ(ξ 0 ) = a exactly once, at ξ 0 = 0. Moreover c = 0, with a = 1/2 + Γ σ (c), and ϕ is given by (17) and satisfies ϕ (ξ) > 0 for all ξ = 0. (12) 
If the coordinates σ k of σ span a one-dimensional subspace over the rationals (equivalently, if all σ k are rational multiples of some common nonzero quantity), then there exists ν > 0
If, on the other hand this is not true, then σ j and σ k are linearly independent over the rationals for some j = k, and then the set D is dense in IR. In [Cahn et al., 1995 3 ] the following was proved for n = 2. that is, the left-and right-hand limits of ϕ * at each ξ ∈ D differ. By Theorem 2.2 then, if the coordinates σ 1 , σ 2 , . . . , σ n of σ are rationally related, so that (22) holds for some ν > 0, then ϕ * is a step function which is constant on each interval (kν, (k + 1)ν), with jumps at each ξ = kν. If on the other hand σ j /σ k is irrational for some j and k, then ϕ * is a strictly increasing function, with a dense set of discontinuities, namely the points ξ ∈ D.
The interval (21) thus determines the range of a for which the wave speed is zero, that is, the range of propagation failure. One may explicitly calculate this interval, by calculating the quantity γ σ (α). Denoting
The function 1/A * , which is analytic for each s k real, can be written as an absolutely convergent Fourier series
where β η > 0 for each η ∈ Z Z n . Thus, one sees directly that
9 so the range of propagation failure depends (see [Hale, 1980] ) on the rational dependence or independence of the coordinates σ k of σ.
It is a direct consequence of the formula (23) and the positivity of the β η , that γ σ (α) depends continuously on σ at precisely those values σ at which the coordinates σ 1 , σ 2 , . . . , σ n are rationally independent, and is discontinuous at all other points. Thus, σ → γ σ (α) is discontinuous at a dense set of σ ∈ S n−1 , and is continuous at a dense set of σ ∈ S n−1 , where S n−1 ⊂ IR n denotes the unit sphere.
In Fig. 1 , we plot some typical graphs of a = 1/2+Γ σ (c). As one can see, there is a large range of a values for which the wave speed is zero, that is, where propagation failure occurs.
Also, note the dependence of these graphs on σ, which is a reflection of the lattice induced anisotropy. For Curve 1, (σ 1 , σ 2 , σ 3 ) = (1, 0, 0), for Curve 2, (σ 1 , σ 2 , σ 3 ) = (
), and for Curve
). In Figs. 2 and 3 we plot waves forms obtained for α = 1 2
and the same values of σ used in Fig. 1 . In Fig. 2 we choose the wave speed c = 0.01, while for Fig. 3 we plot the limiting function ϕ * , that is, with c = 0. Note the agreement with Theorem 2.2 in Fig. 3 .
For more extensive calculations in this direction, see [Elmer & Van Vleck, 1996] . In [Mallet-Paret, 1996] , such an approach is in fact carried over to the case of quite general smooth f , including N-shaped nonlinearities such as the cubic polynomial (4). If, for such f , the system (12), (13), with the boundary conditions (6) possesses a solution ϕ for some c = 0, then in fact ϕ (ξ) > 0 for all ξ ∈ IR. Moreover, the solution pair . Such an approach is in the spirit of [Bates et al., 1995] , [Ermentrout & McLeod, 1993] , and [Chow et al., 1989] .
The technical matters which must be resolved in obtaining such results rest on establishing a Fredholm alternative for a class of linear differential-difference equations, of the form
where the r i are of either sign, and the equation is asymptotically autonomous at ξ → ±∞, with a hyperbolic limit.
2.5. Speed of interfaces. We now consider the spatially discrete reaction diffusion equation (2) in one space dimension with the cubic nonlinearity (4) for a = 0. In this case there are only standing wave solutions in both the spatially discrete and spatially continuous equations. We consider (2) on the finite domain Ω = {0, ..., N } where N is a positive integer with the discrete analog of Neumann boundary conditions so that
If we normalize the problem to the unit interval, then 1/N may be thought of as the spacing between meshpoints, and we define ε as α = N 2 ε 2 .
It was shown in [Carr & Pego, 1989] , [Fusco & Hale, 1989] , [Bronsard & Kohn, 1990] that for one space dimension reaction diffusion PDE's with the cubic nonlinearity (4) for a = 0 there exist solutions that evolve at exponentially slow rates. This is important because although these types of solutions are not equilibrium solutions their motion is exponentially slow and hence the solution does not change form on very long time scales.
In [Grant & Van Vleck, 1995] the speed of motion of interfaces for (2) for n = 1 was considered (related work appears in [Estep, 1994] . We summarize here the results that were obtained in [Grand & Van Vleck, 1995] . They involve first finding bounds on the speed of motion, that are analogous to the exponential rates in the continuous case, and then giving criteria that ensure that the solution is in fact evolving.
In order that our results may be stated precisely, we introduce some notation and terminology. Given a continuous function u : [0, 1] → IR, let Z(u) be the set of zeros of u. Let v : [0, 1] → {−1, 1} be piecewise constant with precisely k discontinuities at the points {x 1 , x 2 , . . . , x k } ⊂ (0, 1), and let v be its spatial discretization, that is, v i = v(i/N ). In this way v denotes a canonical initial condition with k transition layers.
The following theorem obtained in [Grant & Van Vleck, 1995] provides bounds on the 13 speed of motion of interfaces of (2).
Theorem 2.3. There exists discretized initial data u(0) within O( √ ε) of v that generate solutions u(t) to (2) with transition layers moving so slowly that the time necessary for d(Z(v), Z(u(t))) to exceed a fixed value ρ is greater than
Theorem 2.3 provides bounds on the speed of motion while the following theorem proved in [Grant & Van Vleck, 1995] provides criteria to ensure that a solution is not in fact pinned, that is, to ensure that a solution is not an equilibrium. In the presentation of this result, we say that u i is a local maximum (minimum) if u i ≥ (≤)u j for all lattice sites j adjacent to i.
Theorem 2.4. Let u be a nonconstant equilibrium of (2), and let u i and u j be a local minimum and a local maximum, respectively.
Consequently, the transition layers of a solution u to (2), (25), whose speed is bounded by Theorem 2.3, cannot become pinned (at least) until every interval of length
contains no more than two members of {0, N } ∪ N Z(u).
Remark. Results analogous to those obtained in Theorems 2.3 and 2.4 have been obtained in [Grant & Van Vleck, 1995] for one-dimensional spatially discrete Cahn-Hilliard equations.
Stability and coordinate systems for traveling waves. For the PDE (3),
one can study the stability, and other dynamical properties, of a traveling wave, by introducing a coordinate system which moves with the wave. That is, in place of x ∈ IR, one considers ξ = x − ct (say in one dimension), so that (3) becomes
where v(t, ξ) = u(t, ξ + ct). In this new system, the traveling wave u = ϕ(x − ct) has become an equilibrium solution v = ϕ(ξ), and standard local theory can be invoked.
Obviously, such an approach does not work for waves on a lattice. Nevertheless, in [Chow et al., 1996] a moving coordinate system on a lattice, analogous to the above, is constructed, at least on the one-dimensional lattice. Suppose for some c = 0 that (7), satisfying appropriate boundary conditions, is a solution to (2) with n = 1. Denoting the infinite vector (considered as an element of the Banach space l ∞ ) by u(t) = {u i (t)} i∈Z Z = {ϕ(i − ct)} i∈Z Z , and letting τ = c −1 we have for this solution that u(t + τ ) = S −1 0 u(t), where S 0 : l ∞ → l ∞ denotes the shift operator (S 0 v) i = v i+1 . Now take any smooth curve S : IR → GL(l ∞ ) such that S(0) = I and S(t + τ ) = S(t)S 0 , where GL(l ∞ ) is the space of all linear isomorphisms of l ∞ . The existence of such S(t) is a consequence of the connectedness of GL(l ∞ ); see [Edelstein et al., 1970] . With the change of variables v = S(t)u, the traveling wave u(t) becomes a τ -periodic solution v(t)
of an τ -periodic system. Existing theory of periodic solutions of ODE's in a Banach space, including linearized stability theory, invariant manifold theory, and bifurcation theory, can now be applied.
Equilibrium Solutions. In this section we consider the LDĖ
on the two-dimensional lattice Z Z 2 , where β + and β × are real parameters. The Laplacian type operators ∆ + and ∆ × are given by
where N + (η), N × (η) ⊂ Z Z 2 , with η = (i, j), are given by
Thus N + (η) denotes the set of nearest neighbors of η, and N × (η) denotes the set of next-nearest neighbors of η. Observe that if β × = 0 then Eq. (26) reduces to Eq. (2) on Ω = Z Z 2 with α = −β + . We will also consider the associated spatially discrete CahnHilliard equation (see [Cahn et al., 1995 1 ])
We write (26) and (27) with minus signs in front of the terms involving the Laplacians.
In one respect this is mere notation: in this section, the coefficients β + and β × can be of either sign, positive or negative, and so no restriction is imposed. Nevertheless some of the most interesting phenomena of LDE's arise for positive β + and β × , as it is here that there is no continuum analog, at least as a well-posed PDE. Indeed, one encounters completely new phenomena which have no counterpart in PDE's, when β + and β × are positive, and much of our analysis is focused in this direction.
We take f (see [Elliott et al., 1994] and [Oono & Puri, 1988] ) to be the so-called "double-obstacle" function, namely the set-valued function
which is linear for |u| < 1, with vertical lines in the "graph" of f at u = ±1. Again, solutions to (26) or (27) , with f as in (28), are interpreted as differential inclusions. In a metallurgical context such f represents deep quenching; that is, for T > 0 and T c ∈ IR the function f can be thought of as an approximation to (29) when T /|T c | 1. The parameter γ can have either sign. We think of f in (28) as a cartoon of the symmetric cubic nonlinearity f (u) = γu + u 3 , which has a bistable character when γ < 0, and a monostable character when γ > 0. For the choice of positive β + and β × , one finds the richest array of new phenomena by taking γ > 0, as this makes for a competition: the Laplacian with negative coefficients −β + and −β × tends to separate values of neighbors u η and u ξ for ξ ∈ N + (η), N × (η) ("negative diffusion"), while the nonlinearity f draws them toward the stable origin. The outcome of this competition is decided by the relative sizes of β + , β × , and γ, in a way that we make precise below.
Let us remark here that the usual existence and uniqueness theorem does not apply to (26) with the nonlinearity (28) . Nevertheless, existence and uniqueness was proved in ] for forward time t ≥ t 0 only, irrespective of the signs of β + and β × .
In general existence and uniqueness fail for backward time with the nonlinearity (28).
Mosaic solutions.
For the nonlinearity (28) , no matter what the signs of β + , β × , and γ, it is natural to seek equilibrium solutions u of (26) for which u η ∈ {−1, 0, 1} for all η ∈ Z Z 2 . For this, we make some formal definitions.
Definition. An n-mosaic, or simply a mosaic, is a mapping u : Z Z n → {−1, 0, 1}, that is, an assignment of −1, 0, or 1, to each point of the lattice Z Z n . We let M n denote the set of all n-mosaics.
Definition.
A mosaic solution of (26), (28) is a 2-mosaic u ∈ M 2 which is an equilibrium solution of this system.
In order to characterize mosaic solutions we employ the quantities
associated to any u ∈ M 2 . Here and below • denotes either + or ×. The following result, whose proof is mostly a matter of checking definitions, is given in ].
Theorem 3.1. A mosaic u ∈ M 2 is a solution of (26) with (28) (that is, is a mosaic solution) if and only if
and also
The next result is also given in ]. However, its proof is not as simple, and is based on comparison arguments for the differential equation. By a stable equilibrium we mean an equilibrium solution which is stable in the usual Lyapunov sense, with respect to perturbations in the initial condition, measured with respect to the supremum (l ∞ ) norm u = sup η∈Z Z 2 |u η | over the lattice.
Theorem 3.2. If a mosaic solution u, as in Theorem 3.1, satisfies in addition the strict inequality
and also satisfies
then u is a stable equilibrium.
Definition. A mosaic u ∈ M 2 satisfying the conditions of Theorem 3.2, is called an S-solution. We let S(β + , β × , γ) ⊂ M 2 denote the set of all S-solutions.
With Theorem 3.2, the classification of all S-solutions u ∈ M 2 now reduces to consideration of a finite (but large) number of cases. More precisely, for any mosaic u ∈ M 2 the quantities σ • = σ • η and τ • = τ • η , and also z • = z • η , are integers in the range
For a fixed γ, the lines determined by replacing the inequalities in (31) and (32) with equalities, together with the equality (30) , partition the (β + , β × )-parameter space into finitely many pieces. For convenience, let us avoid values (β + , β × ) lying on the 25 lines
to the open dense complement of these lines. In this case, necessarily σ + η = σ × η = 0 for any solution of the equation in (30) . Consider now, with γ = 0 fixed, the 9 2 − 1 = 80 ] that these lines partition the plane into exactly 2041 polygonal regions, each representing a different set of pairs (τ + , τ × ) and (z + , z × ) that are permitted to occur in an S-solution. In each such region, the set S(β + , β × , γ) of S-solutions is independent of β + and β × . Some of these regions, for γ = 1, are shown in Fig. 4 (26), (28), while if 8β + > γ then the checkerboard is a stable equilibrium.
In Figs. 5 and 6 we illustrate other stable mosaic solutions that exist for nonempty polygonal sets in (β + , β × ) parameter space. We denote = −1, = 0, = 1. interfaces. The range of parameters for which these are S-solutions can be determined from Theorem 3.2, and was given in ].
(a) (b) Fig. 6 . Striped type mosaic solutions.
3.2. Simulations of spatially discrete equations. In [Cahn et al., 1995 1 ] numerical results were obtained for a spatially discrete Cahn-Hilliard equation (27) on a finite square lattice with the discrete analogue of periodic and Neumann boundary conditions, and with the nonlinearity f replaced with g as in (29) . In Fig. 7 are snapshots of simulations of the time varying solutions u(t) performed on a Connection Machine. These are not equilibrium solutions, but rather belong to orbits u(t) which are approaching equilibria as t → ∞. Nevertheless, there is in some cases a notable resemblance to the stable equilibria given by Theorem 3.2. Similar results appear in the papers and [Cahn & Van Vleck, 1996] on the existence of quadrijunctions (see Fig. 7(a) ). The value (29) is denoted by γ in Fig. 7. 3.3. Bifurcation phenomena. To understand how regular patterns appear in such models with smooth f , bifurcation theory is used in [Cahn et al., 1995 2 ] to provide a rigorous analysis. Although bifurcation theory deals with local phenomena, we shall see that already it reveals a complex and rich structure.
Let us return to the simpler system (26). (Note that any equilibrium of (26) is also an equilibrium of (27) .) Assume that f (0) = 0, that f is odd, let γ = f (0), and define so that g(0) = g (0) = 0 and g is odd. We assume for definiteness that γ > 0. Consider now solutions u : Z Z 2 → IR which have spatial period 2 in both the horizontal and vertical directions, that is, belong to the set
Clearly, P is a four-dimensional vector space which is invariant under the flow of (26). A natural coordinate system (w, x, y, z) ∈ IR 4 is given by writing any u ∈ P as
and we observe that for any nonzero scalar quantities w, x, y, and z, that u i,j = (−1) i+j w is a checkerboard, u i,j = (−1) j x are horizontal stripes, u i,j = (−1) i y are vertical stripes, and
In these coordinates, Eq. (26) restricted to P becomeṡ
where g k = g k (w, x, y, z), for 1 ≤ k ≤ 4, are higher order terms, that is, terms at least quadratic (in fact cubic) near the origin, and which depend only on g. At the point (β + , β × ) = (γ/8, γ/16), the linearization of (33) at the origin has three zero eigenval-22 ues and one negative eigenvalue −γ. One concludes that there exists locally a threedimensional attracting center manifold z = Φ(w, x, y, β + , β × ) (34) through (w, x, y, z) = (0, 0, 0, 0) near (β + , β × ) = (γ/8, γ/16), which slaves the variable z to the other variables. Upon inserting (34) into the first three equations of (33), we obtain a three-dimensional system. In particular, the methods of bifurcation theory yield the existence of many equilibrium solutions, both stable checkerboards and stripes, as well as more complex solutions which are hybrids of these, and which in fact are always unstable.
If, for example, g (0) > 0, as with g(u) = u 3 , one finds pure checkerboards for 8β + > γ, and both horizontal and vertical stripes for 4β + + 8β × > γ, at least near the bifurcation point. 3.4. Spatial entropy -theory and numerics. Here we define the spatial entropy of the set S(β + , β × , γ) of S-solutions. We then use this definition to give a rigorous description of the concepts of spatial chaos, and pattern formation.
We begin abstractly by considering any non-empty set V ⊂ M 2 of mosaics, which we assume is translation invariant, that is,
denote the horizontal and vertical shifts of a mosaic. We shall eventually take V = S(β + , β × , γ). For each pair of positive integers (a, b), let c a,b denote the number of different patterns that one observes in V, by viewing the elements in this set through a window of size a × b in the lattice Z Z 2 . That is, for each u ∈ V we restrict u i,j to the range 0 ≤ i < a and 0 ≤ j < b, thereby giving a mosaic on the finite lattice F a,b = {(i, j) ∈ Z Z 2 | 0 ≤ i < a and 0 ≤ j < b} of ab points. The number c a,b is simply the number of such finite-lattice mosaics that one obtains from all elements u ∈ V. The translation invariance of V implies that only the size of the a × b window, and not its position in the infinite lattice Z Z 2 , determines the number c a,b .
Certainly, we have that 0 < c a,b ≤ 3 ab . We define the spatial entropy h = h(V) of the set V to be the limit
which can be shown always to exist. In fact, each of the terms in the right-hand side of (35) is an upper bound for h, and so
It is clear that one always has 0 ≤ h ≤ log 3.
The above construction holds quite generally for the n-dimensional lattice Z Z n , and for arbitrary finite alphabets A (above we have A = {−1, 0, 1}). For n ≥ 2 there is no way in general to calculate h, however, when n = 1 and the set V is a Markov shift then h can be explicitly given. A Markov shift or a subshift of finite type on an alphabet For each choice of (β + , β × , γ) we may take V = S(β + , β × , γ), the set of all S-solutions, and calculate its entropy h(S(β + , β × , γ)). This leads to a convenient definition, whereby we distinguish between two opposite types of behavior.
Definition. For a choice (β + , β × , γ) of parameters, we say that the system (26), (28) , exhibits pattern formation in case h(S(β + , β × , γ)) = 0, and we say it exhibits spatial chaos in case h(S(β + , β × , γ)) > 0.
Pattern formation means there are relatively few stable equilibria, and so the spatial variations that they display are limited. Spatial chaos, on the other hand, means that a wide variety of stable disordered patterns occur.
There is no simple formula for calculating h(S(β + , β × , γ)). Nevertheless, rigorous estimates of the entropy are made in ], valid over a wide range of parameter space, and sufficient conditions both for pattern formation, and for spatial chaos, are given. As an illustration of the approach, suppose β + > γ and β × > γ. Then by Theorem 3.2 the set S(β + , β × , γ) consists precisely of all mosaics for which u i,j = ±1 and (τ + i,j , τ × i,j ) = (0, 0) for all (i, j). Equivalently, u i,j = ±1 for all (i, j), and neither of the 3 × 3 blocks (36) occurs anywhere in the mosaic u. Since all of the 2 9 possible 3 × 3 arrays of ±1 are allowed in the mosaic except for the above two, we have that c 3,3 = 2 9 − 2. This gives the upper bound h(S(β + , β × , γ)) ≤ 1 9 log c 3,3 = 1 9 log(2 9 − 2) ≈ (.99937) log 2.
A lower bound on h(S(β + , β × , γ)) can be obtained by considering all tilings of a (2a In fact, it is possible to make a numerical estimate of h, which in this case is h ≈ (.9904) log 2.
To numerically determine the spatial entropy h(S(β + , β × , γ)) in general, we approximate the system (26) on Z Z 2 with a related system on an infinite strip {0, 1, 2, . . . , a−1}×Z Z of width a. We employ the "a-corkscrew" boundary conditions so that u(i + a, j) = u(i, j + 1) for all (i, j) ∈ Z Z 2 . A basic configuration consists of 2a + 2 contiguous locations that we label r 1 , r 2 , . . . , r 2a+2 , where r 1 = (i, j), r 2 = (i − 1, j), . . . , r 2a+2 = (i − 2a − 1, j)
modulo the boundary conditions. The transfer matrix, B, is a boolean matrix where the (p, q)-entry of B is 1 if there exists a transition from the pth configuration of r 2 , . . . , r 2a+2 , s where s = (i − 2a − 2, j) modulo the boundary condition to the qth configuration of r 1 , . . . , r 2a+2 .
If we let c a,b denote the number of S-solutions satisfying a-corkscrew boundary conditions, then we approximate the spatial entropy by h a = lim b→∞ 1 ab log c a,b = log λ(a)
where λ(a) is the largest eigenvalue of the transfer matrix defined using a-corkscrew boundary conditions. We note that this approximation to the spatial entropy gives us neither an upper bound nor a lower bound. The approximation error given because c a,b ≤ c a,b "gives a lower bound," while not taking the limit a → ∞ "gives an upper bound." We determine the dominant eigenvalue for increasing values of a, the width of the infinite strip, to obtain the sequence {λ(a)}. The power method is used to find each λ(a). In Fig. 9 we illustrate approximations to the spatial entropy obtained in ] for γ = 1. In Fig.   9 Blue is used to denote low entropy or pattern formation and Red is used to denote high entropy or spatial chaos. 
