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E-learning is electronic-based learning using computers or computer-based. One e-learning application that is widely 
known today is Ruang Guru. One way to find out the success of an application is to do a sentiment analysis of the 
application. In this study, sentiment analysis was taken from Twitter social media user comments on Ruang Guru of 
513 tweets, after data cleaning, with 338 tweets of positive sentiment and 175 tweets of negative sentiment. The data 
was extracted using the Naive Bayes (NB) algorithm, Support Vector Machine (SVM), K-Nearest Neighbor (K-NN), 
and feature selection with the Particle Swarm Optimization (PSO) algorithm. This study compares the NB, SVM, K-
NN methods without using feature selection with the NB, SVM, K-NN methods that use feature selection and compares 
the Area Under Curve (AUC) values of these methods to find the most optimal algorithm. The test results get the 
results that the best optimization application in this model is the SVO-based PSO algorithm with an accuracy value 
of 78.55% and AUC of 0.853. This research succeeded in getting the most effective and best algorithm in classifying 
positive and negative comments related to Ruang Guru. 
 




E-learning merupakan pembelajaran berbasis elektronik dengan menggunakan komputer atau berbasis komputer. 
Salah satu aplikasi e-learning yang banyak dikenal saat ini adalah aplikasi Ruang Guru. Salah satu cara untuk 
mengetahui keberhasilan suatu aplikasi adalah dengan melakukan analisis sentimen terhadap aplikasi tersebut. Pada 
penelitian ini, analisis sentimen diambil dari komentar pengguna media sosial Twitter terhadap aplikasi Ruang Guru 
sebanyak 513 tweet, setelah dilakukan data cleaning, dengan sentimen positif sebanyak 338 tweet dan sentimen 
negatif sebanyak 175 tweet. Data tersebut diekstraksi menggunakan algoritma Naive Bayes (NB), Support Vector 
Machine (SVM), K-Nearest Neighbour (K-NN), dan feature selection dengan algoritma Particle Swarm Optimization 
(PSO). Penelitian ini membandingkan  metode NB, SVM, K-NN tanpa menggunakan feature selection dengan metode 
NB, SVM, K-NN yang menggunakan feature selection serta membandingkan nilai Area Under Curve (AUC) dari 
metode-metode tersebut untuk mengetahui algoritma yang paling optimal. Hasil pengujian mendapatkan hasil bahwa  
aplikasi optimasi terbaik dalam model ini adalah algoritma PSO berbasis SVM dengan nilai akurasi sebesar 78,55% 
dan AUC sebesar 0,853. Penelitian ini berhasil mendapatkan algoritma yang efektif dan terbaik dalam 
mengklasifikasikan komentar positif dan komentar negatif terkait dengan aplikasi Ruang Guru. 
 
Kata Kunci: Ruang Guru, Analisis sentimen, Twitter, Algoritma Klasifikasi. 
 
1. Pendahuluan  
 
Semakin berkembangnya teknologi informasi 
membuat metode pembelajaran dituntut untuk mengikuti 
perkembangan teknologi. Metode pembelajaran yang 
digunakan seharusnya dapat memanfaatkan berbagai 
media untuk meningkatkan kualitas hasil pembelajaran. 
Salah satunya, media pembelajaran dapat menggunakan  
e-learning atau pembelajaran berbasis elektronik dengan 
menggunakan komputer atau berbasis komputer.  
E-learning pertama kali diperkenalkan oleh Universitas 
llionis di Urbana-Champaign dengan menggunakan 
sistem instruksi berbasis komputer (computer assisted 
instruction) dan komputer bernama PLATO. Sejak saat itu 
e-learning, pembelajaran berbasis internet, berkembang 
sejalan dengan perkembangan dan kemajuan teknologi 
[1]. Sampai saat ini aplikasi atau situs e-learning 
berkembang sangat pesat. Terdapat beberapa aplikasi  
e-learning di Indonesia, dari mulai yang berbayar hingga 
tak berbayar, salah satunya adalah aplikasi Ruang Guru.  
Dikutip dari laman ruangguru.com, Ruang Guru 
merupakan perusahaan teknologi terbesar di Indonesia 




yang berfokus pada layanan berbasis pendidikan, yang 
telah memiliki lebih dari 15 juta pengguna serta mengelola 
300.000 guru yang menawarkan jasa di lebih dari 100 
bidang pelajaran. Ruang Guru mengembangkan berbagai 
layanan belajar berbasis teknologi, termasuk layanan kelas 
virtual, platform ujian online, video belajar berlangganan, 
marketplace, les privat, serta konten-konten pendidikan 
lainnya yang bisa diakses melalui web dan aplikasi Ruang 
Guru. Aplikasi ini memudahkan siswa untuk mengakses 
materi pembelajaran yang berkualitas. Di mana pun 
mereka berada, dapat membantu proses belajar siswa 
tanpa batasan ruang dan waktu, dapat membantu siswa, 
guru, dan orang tua untuk menjalankan aktivitasnya 
menjadi lebih efektif dan efisien [2]. 
Suatu aplikasi selalu memiliki kekurangan dan 
kelebihan masing-masing, dimana hal tersebut dapat 
menimbulkan berbagai respon dari pengguna aplikasi 
seperti kepuasan dan kekecewaan terhadap aplikasi 
tersebut. Media sosial menjadi salah satu tempat untuk 
melontarkan kepuasaan dan kekecewaan pengguna atau 
opini terhadap aplikasi tersebut. Hal tersebut dapat 
dijadikan bahan analisis sentimen terhadap aplikasi Ruang 
Guru.  
Analisis Sentimen digunakan untuk menemukan 
informasi berharga yang dibutuhkan dari data yang tidak 
terstruktur, sehingga diharapkan pada penelitian ini dapat 
diketahui sentimen pengguna twitter terhadap aplikasi 
Ruang Guru. Penelitian ini juga diharapkan dapat 
mengetahui pengaruh feature selection terhadap akurasi 
proses analisis sentimen yang dilakukan. 
Twitter merupakan salah satu media sosial yang 
sangat populer dikalangan pengguna internet, hal ini 
dikarenakan kesederhanaan dan kemudahan dalam 
penggunaannya, serta pengguna dapat dengan bebas 
mengeluarkan pendapat atau opini mereka. Beberapa 
peneliti yang menggunakan bahan penelitian dari twitter 
antara lain terkait teks berbahasa Indonesia, calon 
gubernur DKI Jakarta 2017, calon Presiden Indonesia 
2014, dan penggunaan transportasi umum darat dalam 
kota [3]–[6]. Beberapa peneliti sebelumnya telah 
melakukan penelitian untuk mengukur sentimen analisis 
dengan berbagai algoritma, antara lain algoritma Naive 
Bayes (NB), Support Vector Machine (SVM), K-Nearest 
Neighbour (K-NN), Decision Tree, K-Medoid, dan 
Backpropagation Neural Network (BNN). Beberapa 
penelitian menambahkan feature selection seperti Particle 
Swarm Optimization (PSO). Diantara penelitian tersebut 
terdapat beberapa peneliti yang membandingkan dua atau 
lebih algoritma untuk mengetahui algoritma terbaik dari 
algoritma yang dibandingkan [7]–[15]. 
Metode yang digunakan dalam penelitian ini adalah 
NB, SVM, dan K-NN, dengan tambahan feature selection 
dengan PSO. Penelitian akan membandingkan metode 
NB, SVM, K-NN tanpa PSO dibandingkan dengan 
metode NB, SVM, K-NN dengan PSO. Hal ini untuk 
menguji pengaruh penggunaan feature selection PSO 
dengan membandingkan nilai AUC (Area Under Curve) 
dari metode tersebut. 
Algoritma klasifikasi NB merupakan salah satu 
algoritma teknik klasifikasi, algoritma ini memanfaatkan 
metode probabilitas dan statistik. Algoritma ini 
merupakan salah satu metode klasifikasi yang populer dan 
termasuk dalam sepuluh algoritma teratas dalam data 
mining menurut IEEE International Conference on Data 
Mining (ICDM’06) di Hongkong [16]. Naive Bayes 
merupakan cabang matematika yang dikenal sebagai teori 
probabilitas untuk mencari peluang terbesar dari 
kemungkinan klasifikasi, dengan melihat frekuensi 
masing-masing klasifikasi dalam data pelatihan [17]. Pada 
algoritma klasifikasi NB terdapat dua tahapan dalam 
proses klasifikasi teks. Pertama, proses analisis sampel 
dokumen seperti penyeleksian kosa kata, yaitu kosa kata 
yang mungkin muncul dalam koleksi dokumen sampel, 
yang kemudian dilakukan proses penentuan probabilitas 
untuk setiap kategori berdasarkan dokumen sampel. 
Kedua, tahap klasifikasi, dilakukan penentuan nilai 
kategori suatu dokumen berdasarkan kosa kata yang 
muncul dalam dokumen yang diklasifikasi.  
SVM merupakan seperangkat metode 
pembelajaran yang menganalisis data dan mengenali pola. 
Algoritma ini dapat digunakan untuk klasifikasi dan 
analisis regresi. Namun tidak hanya itu, algoritma ini juga 
dapat melakukan prediksi dan penilaian tentang sebuah 
sistem [18]. Tujuan dari SVM adalah memberikan nilai 
dari banyaknya kemunculan sebuah kata dan dapat 
mengklasifikasi kalimat dengan label positif dan negatif. 
Keuntungan SVM yaitu Ruang Input Dimensi Tinggi dan 
Ruang Dokumen Vektor [19]. 
K-NN adalah salah satu algoritma paling sederhana 
untuk memecahkan masalah klasifikasi. Algoritma ini 
sering digunakan untuk klasifikasi teks dan data. Pada 
metode ini dilakukan klasifikasi terhadap obyek 
berdasarkan data yang jaraknya paling dekat dengan 
obyek tersebut [20]. Tujuan dari algoritma ini adalah 
untuk mengklasifikasikan obyek berdasarkan atribut dan 
training sample. Algoritma ini menggunakan klasifikasi 
ketetanggaan sebagai nilai prediksi dari query instance 
yang baru. 
PSO banyak digunakan untuk memecahkan 
masalah optimasi serta masalah seleksi fitur (feature 
selection). Dalam teknik  PSO terdapat beberapa cara 
untuk melakukan pengoptimasian, diantaranya 
meningkatkan bobot  atribut (attribute weight) terhadap 
semua atribut atau variabel yang dipakai, menyeleksi 
atribut (attribute selection) dan feature selection. 
Algoritma ini adalah suatu teknik optimasi yang sangat 
sederhana untuk menerapkan dan memodifikasi beberapa 
parameter [21]. 
Beberapa penelitian sebelumnya telah 
membandingkan beberapa algoritms klasifikasi, seperti 
membandingkan algoritma SVM dengan algoritma NB  
yang dilakukan pada penelitian dengan judul Sentiment 
Analysis Article News Coordinator Minister Of Maritime 
Affairs Using Algorithm Naive Bayes And Support Vector 
Machine With Particle Swarm Optimization, yang 
membandingkan algoritma NB, NB (PSO), SVM dan 
SVM (PSO) mendapatkan hasil akurasi NB (PSO) 
memiliki akurasi yang lebih tinggi dibandingkan dengan 
SVM, SVM (PSO) dan NB, dan optimisasi terbaik adalah 
PSO berbasis NB [17]. 




Penelitian lain yang dilakukan dengan judul 
Sentimen Analisis Operasi Tangkap Tangan KPK 
Menurut Masyarakat Menggunakan Algoritma Support 
Vector Machine, Naive Bayes Berbasis Particle Swarm 
Optimizition, menyimpulkan bahwa metode PSO untuk 
SVM (PSO) menghasilkan akurasi 83.79% dan AUC 
0.910 adalah yang paling tinggi dibandingkan algoritma 
NB, NB (PSO), dan SVM [22]. 
Dengan adanya perbedaan beberapa penelitian 
sebelumnya, mendorong penulis untuk melakukan 
penelitian dengan membandingkan beberapa metode 
klasifikasi dengan kasus yang berbeda. Di dalam 
penelitian ini, akan dibahas tahapan yang dilalui untuk 
melakukan proses analisis sentimen terhadap komentar 
tentang aplikasi Ruang Guru pada media sosial Twitter. 
Dimulai dari tahap preprocessing sampai tahap analisis 
sentimen dengan NB, SVM, K-NN, dan feature selection 
PSO serta mengukur kualitas hasil analisis algoritma 
tersebut tanpa feature selection dan menggunakan feature 
selection. 
 
2. Bahan dan Metode  
 
Penelitian ini menggunakan data yang bersumber 
dari komentar berbahasa Indonesia pada media sosial 
Twitter mengenai aplikasi Ruang Guru.  Metode pada 
penelitian ini diadopsi dari model Cross-Industry 
Standard Process for Data Mining (CRISP-DM). 
Kerangka berpikir penelitian ini sebagaimana dapat dilihat 
pada gambar 1 berikut. 
 
Gambar 1.  Kerangka berpikir dalam penelitian 
 
Langkah-langkah kerangka berpikir yang diadopsi 
dari Cross-Industry Standard Process for Data Mining 
(CRISP-DM) adalah sebagai berikut [23]: 
 
1)  Business Understanding 
Proses memahami objek penelitian yang akan 
dilakukan untuk menghasilkan hasil sesuai dengan 
yang diharapakan. Pemahaman terhadap objek 
penelitian dapat dilakukan dengan mencari mencari 
dan menggali informasi dari sumber objek. 
 
2) Data Understanding 
Proses yang dilakukan pada tahap ini yaitu 
pengambilan data mentah yang dilakukan sesuai objek 
penelitian dengan atribut yang diperlukan Data di 
peroleh dari media sosial twitter dari tanggal 02 April 
2020 hingga 03 April 2020 dengan dengan kata kunci 
“Ruang Guru” dan filter bahasa yang digunakan adalah 
Bahasa Indonesia. Setelah data diperoleh, kemudian 
dilakukan proses pembersihan data (data cleaning). 
Data yang diperoleh dari hasil data cleaning tersebut 
akan digunakan sebagai bahan penelitian. 
 
3) Data Preparation (Preprocessing) 
Data preparation dilakukan sebelum dataset 
dimasukkan kedalam model. Proses tersebut meliputi 
beberapa tahap, yaitu: (1) transform case untuk 
mengubah huruf pada text menjadi huruf kecil semua 
guna menyeragamkan bentuk huruf, (2) remove http 
untuk menghapus tautan yang terdapat di dalam tweet, 
(3) remove @ untuk menghapus mention di dalam 
tweet, (4) tokenize untuk memisahkan kata-kata pada 
setiap kalimat menjadi kata tersendiri sekaligus 
menghapus karakter yang tidak diperlukan, (5) Filter 
tokens by length untuk menghapus kata dengan jumlah 
karakter yang kurang dari nilai yang ditentukan, dalam 
hal ini 4 karakter, dan (6) remove stopwords untuk 
menghapus kata-kata yang dapat diabaikan, biasanya 
berupa kata keterangan dan kata sambung, dalam hal 
ini digunakan kamus stopwords Bahasa Indonesia. 








Proses ini dilakukan menggunakan metode 10-fold 
cross validation, yaitu metode membagi dataset 
menjadi 10 bagian yang mana 1 bagian diantaranya  
menjadi data uji (testing) sedangkan bagian lainnya 
menjadi data latih (training). Kemudian data tersebut 
dimasukkan ke dalam model algoritma yang diuji yaitu 
NB, SVM, K-NN. Hal ini dilakukan bergantian pada 
setiap bagian data hingga didapatkan nilai terbaik dari 
model tersebut. Alur proses 10-fold cross validation 
dapat dilihat pada gambar 3 berikut. 





Gambar 3.  Alur proses 10-fold cross validation 
 
5) Evaluation 
 Tahap ini melakukan proses evaluasi terhadap 
hasil dari pemodelan dengan membandingkan hasil 
dari pemodelan yang berupa accuracy, precision, 
recall dan AUC antara model yang menggunakan 
feature selection PSO dengan model yang tidak 
menggunakan feature selection PSO. Tingkat akurasi 
dan ROC Curve dari masing-masing algoritma 
diklasifikasikan berdasarkan nilai AUC sebagai  
berikut: 0,90-1,00 = sangat baik. 0,80-0,90 = baik. 
0,70-0,80 = cukup. 0,60-0,70 = buruk. 0,50-0,60 = 
gagal [17]. 
 
3. Hasil dan Pembahasan  
 
Langkah-langkah yang diterapkan dalam penelitian 
ini terdiri dari beberapa proses, antara lain: 
1) Business Understanding 
Pada penelitian ini sumber informasi yang 
digunakan yaitu media sosial Twitter. Penelitian 
dilakukan untuk menggali informasi mengenai analisis 
sentimen mengenai aplikasi Ruang Guru berdasarkan 
data Twitter tersebut. 
2) Data Understanding 
Pengambilan data Twitter dilakukan menggunakan 
aplikasi RapidMiner Studio Educational 9.6 dengan 
query “Ruang Guru” dan parameter-parameter sesuai 
dengan yang sudah disebutkan di dalam metodologi, 
kemudian data tersebut di-export ke dalam format file 
Microsoft Excel. Data yang diperoleh sebanyak 568 
tweet. Data tersebut kemudian dilakukan pembersihan 
(data cleaning) untuk menghilangkan duplikasi data. 
Data bersih yang diperoleh dari hasil data cleaning 
sebanyak 513 tweet, yang terdiri dari 338 tweet positif 
dan 175 tweet negatif.  
3) Data Preparation (Preprocessing) 
Proses data preparation dilakukan terhadap data 
513 tweet tersebut dalam 6 tahapan, sebagaimana 
disebutkan dalam metodologi, menggunakan 
RapidMiner Studio Educational 9.6 dengan contoh 
hasil dapat dilihat pada tabel 1 sampai dengan tabel 6 
berikut. 
Tabel 1. Hasil dari Transform Case 
Text Transform Case 
@octania_: Udah pake 
dunks dari DULU 
sebelum ada wabah²an' 
Bagus kook .. Ruang 
Guru jg bagus, gA 
NJELIMET juga meski 
kadang buat 
KIDDONYA aku agak 
susah paham bahasanya 
??  
REKOMEN BANGET 
BUAT YANG PUNYA 
ANAK² BELAJAR 
DIRUMAH  ???? 
https://t.co/BJWPgLCfa4 
@octania_: udah pake 
dunks dari dulu 
sebelum ada wabah²an' 
bagus kook .. ruang 
guru jg bagus, ga 
njelimet juga meski 
kadang buat kiddonya 
aku agak susah paham 
bahasanya ?? 
rekomen banget buat 
yang punya anak² 
belajar dirumah ???? 
https://t.co/bjwpglcfa4 
 
Tabel 2. Hasil dari Remove HTTP 
Text Hasil Remove HTTP 
@octania_: udah pake 
dunks dari dulu sebelum 
ada wabah²an' bagus 
kook .. ruang guru jg 
bagus, ga njelimet juga 
meski kadang buat 
kiddonya aku agak susah 
paham bahasanya ?? 
rekomen banget buat 
yang punya anak² belajar 
dirumah ???? 
https://t.co/bjwpglcfa4 
@octania_: udah pake 
dunks dari dulu 
sebelum ada wabah²an' 
bagus kook .. ruang 
guru jg bagus, ga 
njelimet juga meski 
kadang buat kiddonya 
aku agak susah paham 
bahasanya ?? 
rekomen banget buat 
yang punya anak² 
belajar dirumah ???? 
 
Tabel 3. Hasil dari Remove @ 
Text Hasil Remove @ 
@octania_: udah pake 
dunks dari dulu sebelum 
ada wabah²an' bagus 
kook .. ruang guru jg 
bagus, ga njelimet juga 
meski kadang buat 
kiddonya aku agak susah 
paham bahasanya ?? 
rekomen banget buat 
yang punya anak² belajar 
dirumah ???? 
udah pake dunks dari 
dulu sebelum ada 
wabah²an' bagus kook .. 
ruang guru jg bagus, ga 
njelimet juga meski 
kadang buat kiddonya 
aku agak susah paham 
bahasanya ?? 
rekomen banget buat 
yang punya anak² 
belajar dirumah ???? 
 
Tabel 4. Hasil dari Tokenize 
Text Hasil Tokenize 
udah pake dunks dari 
dulu sebelum ada 
wabah²an' bagus kook .. 









njelimet juga meski 
kadang buat kiddonya 
aku agak susah paham 
bahasanya ?? 
rekomen banget buat 































Tabel 5. Hasil dari Filter by Length 





















































































































Pada tahap ini melibatkan teknik data mining 
dengan algoritma klasifikasi menggunakan 
RapidMiner Studio Educational 9.6. Hasil pengujian 
model yang dilakukan adalah mengklasifikasi tweet 
positif dan tweet negatif menggunakan algoritma NB, 
SVM, KNN dan feature selection PSO.  
Pertama, dilakukan perbandingan algoritma 
algoritma NB, SVM, dan KNN tanpa feature selection 
PSO. Desain model tersebut pada aplikasi yang 
digunakan dapat dilihat pada Gambar 4. Pada gambar 
tersebut dapat dijelaskan bahwa bahwa data yang 
berhasil diperoleh telah disimpan dalam sebuah file 
Microsoft Excel yang akan dibaca oleh operator Read 
Excel. Sebelum diproses lebih lanjut, terhadap data 
tersebut  dilakukan operasi SMOTE Upsampling untuk 
menyeimbangkan kelas data dengan menambah 




jumlah data kelas minor agar setara dengan kelas 
mayor. 
 
Gambar 4.  Desain model perbandingan  
NB, SVM, dan K-NN 
  
Setelah data diseimbangkan, selanjutnya dilakukan 
operasi Process Document. Proses ini adalah tahap 
data preparation yang di dalamnya terdiri dari 
operator  transform cases, remove http, remove @, 
tokenize, filter tokens by length, dan Stopword Filter, 
sebagaimana dapat dilihat pada Gambar 5 berikut.  
Gambar 5.  Proses dokumen 
 
Selanjutnya, hasil proses tersebut digandakan 
menggunakan operator Multiply agar dapat digunakan 
dalam 3 algoritma pemodelan. Masing-masing 
pemodelan dilakukan menggunakan metode 10 fold 
cross validation dengan operator Cross Validation 
sebagaimana dapat dilihat pada gambar 6 (SVM), 
gambar 7 (NB), dan gambar 8 (K-NN). 
 
Gambar 6.  Proses didalam Cross Validation-SVM 
 
 
Gambar 7.  Proses didalam Cross Validation-NB 
 
 
Gambar 8.  Proses didalam Cross Validation-K-NN 
Berikutnya, dilakukan perbandingan algoritma NB, 
SVM, K-NN yang menggunakan feature selection 
PSO. Proses diawali dengan membaca data dari file 
dengan operator read Excel hingga penggandaan data 
dengan operator Multiply, memiliki proses yang sama 
seperti model desain sebelumnya. Sementara operator 
PSO ditempatkan setelah operator Multiply 
sebagaimana dapat dilihat pada gambar 9 berikut. 
 
Gambar 9.  Desain Model Perbandingan  
NB (PSO), SVM (PSO), dan K-NN (PSO) 
 
Setelah dilakukan feature selection PSO, langkah 
selanjutnya adalah menjalankan masing-masing 
algoritma pemodelan menggunakan metode 10 fold 
cross validation dengan operator Cross Validation 
sebagaimana proses sebelumnya pada gambar 6, 
gambar 7, dan gambar 8. 
 
5) Evaluation 
Tahap evaluasi bertujuan untuk menentukan nilai 
kegunaan model yang telah berhasil dibuat pada 
langkah sebelumnya. Metode evaluasi yang digunakan 
dalam penelitian ini adalah metode 10-fold cross 
validation. Tingkat akurasi dan ROC Curve dari 
masing-masing algoritma diklasifikasikan berdasarkan 
nilai AUC sebagai  berikut: 0,90-1,00 = sangat baik. 
0,80-0,90 = baik. 0,70-0,80 = cukup. 0,60-0,70 = 
buruk. 0,50-0,60 = gagal. 
Hasil pengujian akurasi dari algoritma  NB, SVM, 
K-NN tanpa menggunakan feature selection PSO 








Gambar 11.  Tingkat accuracy algoritma SVM 
 





Gambar 12.  Tingkat accuracy algoritma KNN 
 
Hasil pengujian performa dalam bentuk ROC 
Curve dari algoritma  NB, SVM, K-NN tanpa 
menggunakan feature selection PSO dapat dilihat pada 
gambar 13 sampai dengan gambar 15 berikut. 
 
Gambar 13.  ROC Curve algoritma NB 
 
 
Gambar 14.  ROC Curve algoritma SVM 
 
 
Gambar 15.  ROC Curve algoritma KNN 
 
Dengan demikian, hasil akurasi dan nilai AUC dari 
algoritma  NB, SVM, K-NN tanpa menggunakan 
feature selection PSO dapat dilihat pada tabel 7 
berikut.  
 
Tabel 7. Akurasi dan AUC algoritma NB, SVM, dan 
K-NN tanpa PSO 
Algoritma Accuracy AUC Klasifikasi 
SVM 76,93% 0,849 Baik 
NB 65,40% 0,451 Gagal 
K-NN 70,42% 0,787 Cukup 
Berdasarkan hasil tersebut, dapat diketahui bahwa 
tanpa menggunakan feature selection PSO, algoritma 
SVM memiliki performa yang terbaik jika 
dibandingkan algoritma NB dan K-NN dalam 
penelitian ini. 
Hasil pengujian akurasi dari algoritma  NB, SVM, 
K-NN dengan menggunakan feature selection PSO 




Gambar 16.  Tingkat accuracy algoritma NB (PSO) 
 
 




Gambar 18.  Tingkat accuracy algoritma KNN 
(PSO) 
 
Hasil pengujian performa dalam bentuk ROC 
Curve dari algoritma  NB, SVM, K-NN tanpa 
menggunakan feature selection PSO dapat dilihat pada 
gambar 19 sampai dengan gambar 21 berikut. 
 
Gambar 19.  ROC Curve algoritma NB (PSO) 
 
 
Gambar 20.  ROC Curve algoritma SVM (PSO) 
 





Gambar 21.  ROC Curve algoritma KNN (PSO) 
 
Dengan demikian, hasil akurasi dan nilai AUC dari 
algoritma  NB, SVM, K-NN dengan menggunakan 
feature selection PSO dapat dilihat pada tabel 8 
berikut.  
 
Tabel 8. Akurasi dan AUC algoritma NB, SVM, dan 
K-NN menggunakan PSO 
Algoritma Accuracy AUC Klasifikasi 
SVM (PSO) 78,55% 0,853 Baik 
NB (PSO) 67,32% 0,463 Gagal 
K-NN (PSO) 77,21% 0,831 Baik 
 
Berdasarkan hasil tersebut, dapat diketahui bahwa 
jika menggunakan feature selection PSO, maka 
algoritma SVM memiliki performa yang terbaik jika 
dibandingkan algoritma NB dan K-NN dalam 
penelitian ini. 
 
4. Kesimpulan  
 
Berdasarkan penelitian yang telah dilakukan maka 
dapat disimpulkan bahwa penggunaan feature selection 
PSO dalam algoritma klasifikasi dapat meningkatkan 
performa dan akurasinya. Hasil dari pengujian secara 
keseluruhan algoritma SVM (PSO) memiliki nilai akurasi 
dan performa yang paling tinggi jika dibandingkan dengan 
NB, SVM, K-NN, NB (PSO), SVM (PSO), dan K-NN 
(PSO). Sedangkan algoritma NB, tanpa PSO maupun 
dengan PSO, mendapatkan nilai UAC dengan klsifikasi 
gagal. Dalam penelitian ini sumber data yang digunakan 
hanya dari satu sumber media sosial, yaitu Twitter. Hal ini 
dapat menjadi rujukan dalam penelitian berikutnya 
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