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We consider bounds on the size of families F of subsets of a v-set subject to restrictions
modulo a prime p on the cardinalities of the pairwise intersections.We improve the known
bound when F is allowed to contain sets of different sizes, but only in a special case. We
show that if the bound for uniform families F holds with equality, then F is the set of
blocks of what we call a p-ary t-design for certain values of t . This motivates us to make a
few observations about p-ary t-designs for their own sake.
© 2009 Published by Elsevier B.V.
1. Introduction
The following theorem was proved in [3].
Theorem 1. Let p be a prime and k, µ1, µ2, . . . , µs integers that are distinct modulo p. If F is a family of k-subsets of a v-set
X such that
|A ∩ B| ≡ one of µ1, µ2, . . . , µs (mod p)
for all distinct A, B ∈ F , then
|F | ≤
(v
s
)
.
The case ‘‘p = 0’’ of this theorem, when congruence is replaced by equality, is from [7]. Ph. Delsarte showed in [2] that
equality in Theorem 1 in the ‘‘p = 0’’ case implies that (X,F ) is a t-design (see below for the definition) with t = 2s. We
will give a form of this result (in Theorem 5) which applies to the case of equality in Theorem 1 in general, as well as to the
case of equality in Theorem 2.
We remark that P. Frankl has described some simple but nontrivial exampleswhere equality holds in Theorem5. Suppose
there exists an s-(v, k+ s, 1) design (X,B)with k > 2s. Let F consist of all k-subsets A that are contained in some block B
ofB. Sets A1, A2 ∈ F meet in at least k− s points if they are in the same block of the design, and at most s− 1 points if they
are contained in different blocks (which intersect in at most s − 1 points as any s-subset is contained in exactly one block
B). So the hypothesis of Theorem 1 holds with µ1, µ2, . . . , µs = 0, 1, . . . , s − 1 when p is any prime divisor of k − s with
p > s. Whether there is such a prime p or not, a simple calculation shows that |F | = ( vs ).
The results in [3] can be extended to the theorembelow. See [1,4]. By an integer-valuedpolynomial,wemean a polynomial
f (x) that takes integer values for all integers x. Equivalently, f (x) is an integer linear combination of the polynomials( x
0
)
,
( x
1
)
,
( x
2
)
, . . ..
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Theorem 2. Let v and k be positive integers and p a prime. Suppose that f (x) is an integer-valued polynomial of degree s and F
a family of k-subsets of a v-set such that f (k) 6≡ 0 (mod p), but
f (|A ∩ B|) ≡ 0 (mod p)
for every pair A, B of distinct members of F . Then
|F | ≤
(v
s
)
. (1)
Theorem 2 implies Theorem 1 when we take
f (x) = (x− µ1)(x− µ2) · · · (x− µs).
If not all sets in F in the statement of Theorem 2 have the same cardinality, but f (|A|) 6≡ 0 (mod p) for every A ∈ F ,
then one can still prove
|F | ≤
(v
s
)
+
(
v
s− 1
)
+ · · · +
(v
1
)
+
(v
0
)
. (2)
See [1] and below (Section 2).
One purpose of this paper is to improve this bound from (2) to (1) in the case where the sets in F are not necessarily of
the same size, but their sizes are all congruent to some integer `modulo p.
Theorem 3. Let v be a positive integer, ` any integer, and p a prime. Suppose that f (x) is an integer-valued polynomial of degree
s, s < p, and that f (`) 6≡ 0 (mod p). Let F be a family of subsets of a v-set X such that |A| ≡ ` (mod p) for every A ∈ F and
where
f (|A ∩ B|) ≡ 0 (mod p)
for every pair A, B of distinct members of F . Then
|F | ≤
(v
s
)
. (3)
We remark that when s = 1 and f (x) = x − µ, examples of families with nonconstant set size that satisfy Theorem 3
with equality are provided by the ‘‘λ-designs’’ of Ryser and Woodall. These have two set sizes k1 and k2, that sum to v + 1;
distinct sets meet in a sets of constant size µ, say. The prime p may be any prime divisor of k2 − k1 that does not divide
k1 − µ (if any).
Theorem 3 will be proved in Section 2. We give two lemmas in that section which are necessary for the proof and also
are needed for the results of Sections 4 and 5.
In particular, Theorem 3 has the following corollary.
Corollary 4. Let v be a positive integer, ` any integer, and let p be a prime. Suppose F is a family of subsets of a v-set so that
|A| ≡ ` (mod p) for every A ∈ F but |A ∩ B| 6≡ ` (mod p) for all distinct A, B ∈ F . Then
|F | ≤
(
v
p− 1
)
.
Given amultisetA of subsets of a set X , let λ(T ) denote the number ofmembers ofA that contain T , counting each subset
A ∈ A according to its multiplicity. It will be convenient to use λ in this way while also using it to denote an integer.
A classical t-(v, k, λ) design consists of a v-set X and a set (or more generally a multiset)A of k-subsets (called blocks) of
X so that λ(T ) = λ for every t-subset T of X . Any family of k-subsets is a 0-design.
Let p be a prime. We will use the term p-ary t-(v, k, λ) design for a v-set X and a multisetA of k-subsets (called blocks)
of X so that λ(T ) ≡ λ (mod p) for every t-subset T of X .
It is well known that a classical t-design is also a j-design for j = 0, 1, 2, . . . , t . But it is not true that a p-ary t-design is
necessarily a j-design for all j ≤ t; see Section 4. By a p-ary S-design, we mean a set system (X,A) which, for every t ∈ S,
is a t-(v, k, λt) design for some λt . A classical t-design is a p-ary {0, 1, 2, . . . , t}-design for every p. The following theorem
will be proved in Section 3.
Theorem 5. Let v be a positive integer and p a prime. Suppose that f (x) is an integer-valued polynomial of degree s, s < p, and
that f (k) 6≡ 0 (mod p). Let F be a family of k-subsets of a v-set X such that
f (|A ∩ B|) ≡ 0 (mod p)
for every pair A, B of distinct members of F . If |F | = ( vs ), then F is the set of blocks of a p-ary {s, s + 1, . . . , 2s}-design on
point set X.
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We make a few observations on p-ary t-designs for their own sake. In Section 4, we give necessary and sufficient
conditions for the existence of p-ary t-designs and also consider p-ary t-designs that are not p-ary s-designs. In Section 5
we discuss Fisher-like inequalities on the number of blocks of p-ary t-designs.
2. Two lemmas and the proof of Theorem 3
The rank of an integer matrixM when considered as a matrix over the field Fp of p elements (i.e. modulo p) will be called
the p-rank ofM . This is the dimension of rowp (M), the row space ofM over Fp.
Given matricesM1 andM2 with the same number of columns, we useM1
⊔
M2 to denote the matrix
M1
M2
whose row set is the union of those of the two matrices (the order of the rows is not important).
Given a family F of b subsets of a v-set X , define the inclusion matrices N0,N1,N2, . . . as follows. The rows of the
(
v
i
)
by
bmatrix Ni are to be indexed by the i-subsets of X and the columns by the members of F . The entry in row I and column A
is to be
Ni(I, A) =
{
1 if I ⊆ A,
0 otherwise.
Note that the entry in row A and column B of N>i Ni is the sum over all i-subsets I of Ni(I, A)Ni(I, B), which is the number(
|A∩B|
i
)
of i-subsets contained in both A and B.
Assume that the hypotheses of Theorem 3 hold. Write
f (x) = c0 + c1
( x
1
)
+ c2
( x
2
)
+ · · · + cs
(x
s
)
for some integer coefficients ci. Since the degree of f (x) is less than p, f (a) ≡ f (b) (mod p)whenever a ≡ b (mod p). Consider
the matrix
P = c0N>0 N0 + c1N>1 N1 + c2N>2 N2 + · · · + csN>s Ns. (4)
The entry in row A and column B of P is f (|A ∩ B|), and this is 0 modulo p if A 6= B, i.e. off the diagonal, while the diagonal
entries of P are congruent to f (`) 6≡ 0 (mod p). Thus P is nonsingular modulo p, and hence nonsingular over the rationals.
Whether we work over the rationals or over Fp, the row space of N>i Ni is contained in the row space of Ni, so the the row
space of P is contained in the sum U of the row spaces of N0,N1, . . . ,Ns. The rank |F | of P cannot exceed the dimension of
U , which is at most 1+ v + · · · + ( vs ).
When all members ofF have the same size k, the row spaces over the rationals ofN0,N1, . . . ,Ns are contained in the row
space of Ns; see (6) below. It is not necessarily true that the row spaces over Fp of N0,N1, . . . ,Ns are contained in rowp (Ns).
However, Lemma 7 below shows that as long as all sets in F have sizes ≡ ` (mod p) and s < p, the row spaces modulo p
of N0,N1, . . . ,Ns are all contained in rowp (L) for a certain integer matrix Lwith
(
v
s
)
rows. Once Lemma 7 is proved, we see
that the p-rank of P cannot exceed
(
v
s
)
, and the proof of Theorem 3 will be complete.
We useWij for the
(
v
i
)
by
(
v
j
)
matrix which is the i-th inclusion matrix for the family of j-subsets of X , 0 ≤ i ≤ j ≤ v.
Lemma 6. Let v and k be given. For j = 0, 1, . . . ,min{k, v − k}, there exists a matrix Ejk that consists of
(
v
j
)
−
(
v
j−1
)
rows of
Wjk such that for any t ≤ min{k, v − k}, (i) the
(
v
t
)
by
(
v
k
)
matrix
t⊔
j=0
Ejk =
E0k
E1k
E2k
...
Etk
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has rank
(
v
t
)
over every field, and (ii) the module generated by the rows of Wtk is equal to that generated by the rows of
t⊔
j=0
(
k− j
t − j
)
Ejt .
Proof. This is a somewhatmore general form of Lemma 2 in [9]. The proof of part (ii) here is exactly the same as in the proof
in [9] (although, perhaps confusingly, there is a different use of the symbols j, t, k there). The hypothesis v ≥ 2k of Lemma
2 of [9] is not really used; all that is required is that t ≤ k ≤ v − t .
We need to prove part (i) however, as the proof of Lemma 2 in [9] does use the hypothesis v ≥ 2k. Perhaps the quickest
way to derive part (i) is to use the fact, proved in [8], that when t ≤ k ≤ v − t , the matrix⊔tj=0Wjk has rank ( vt ) over
every field. The matrix
⊔t
j=0 Ejk has
(
v
t
)
rows and so has rank at most
(
v
t
)
over any field. Its row-moduleM contains the
row-module of the matrix
⊔j
i=0
(
k−i
j−i
)
Eik, which by part (ii) is the row-module of Wjk; soM contains the row-module of⊔t
j=0Wjk and thus has rank at least
(
v
t
)
over every field. 
The proof of the following extension of Lemma 6 is essentially the same as the induction step in the proof of Lemma 2
of [9]. But as it may not be entirely clear what we mean, we repeat the proof here.
Lemma 7. Let v be a positive integer, ` any integer, and p a prime. Let F be a family of subsets of a v-set X such that
|A| ≡ ` (mod p) for every A ∈ F , and let Nj denote the j-th inclusion matrix of F . For 0 ≤ j < p, there exists a matrix Lj
that consists of
(
v
j
)
−
(
v
j−1
)
rows of Nj and such that for any t < p,
rowp (Nt) = rowp
(
t⊔
i=0
(
`− i
t − i
)
Li
)
. (5)
In particular, the row spaces over Fp of N0,N1, . . . ,Ns are all contained in rowp
(⊔s
j=0 Lj
)
, which has dimension at most
(
v
s
)
.
Proof. If all members of F have size k, then
WijNj =
(
k− i
j− i
)
Ni. (6)
If all members of F have size≡ ` (mod p), we can still say
WijNj ≡
(
`− i
j− i
)
Ni (mod p). (7)
This is because the entry in row I and column A ofWijNj is the number of j-subsets of X that contain I butwhich are contained
in A. This is 0 unless I ⊆ A, in which case it is
(
|A|−i
j−i
)
.
For i ≤ j ≤ v− i, a familyB of j-subsets of a v-set is called an (i, j)-basiswhen the columns ofWij indexed byB provide
a basis for the module over the integers generated by the entire set of columns ofWij. Such a basis exists and examples are
given explicitly in several sources; see e.g. [5,9].
Let L0 be N0 (a matrix with one row of all 1’s) and for i > 0, let Li be obtained by deleting from the matrix Ni the rows
indexed by an (i− 1, i)-basis.
By (7), rowp
((
`−i
t−i
)
Li
)
⊆ rowp (Nt) for any i ≤ t , so the right-hand side of (5) is contained in the right-hand side. We
prove the reverse containment by induction on t . It is trivially true when t = 0. Assume (5) is valid when t is replaced by
any s, s < t .
Let F =⊔t−1i=0 Eit , where the matrices Eit are as in Lemma 6. Then
rowp (FNt) = rowp
(
t−1⊔
i=0
EitNt
)
⊆ rowp
(
t−1⊔
i=0
WitNt
)
⊆ rowp
(
t−1⊔
i=0
(
`− i
t − i
)
Ni
)
.
By the induction hypothesis applied to N0,N1, . . . ,Nt−1, the last expression above is equal to
rowp
(
t−1⊔
i=0
i⊔
a=0
(
`− a
i− a
)(
`− i
t − i
)
La
)
,
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and since
(
`−a
i−a
) (
`−i
t−i
)
=
(
`−a
t−a
) ( t−a
i−a
)
, we have
rowp (FNt) ⊆ rowp
(
t−1⊔
a=0
(
`− a
t − a
)
La
)
. (8)
Let C be the matrix consisting of the
(
v
t−1
)
rows, corresponding to a (t − 1, t)-basis B, that were deleted from Nt to
obtain Lt . For notational convenience, we may order the rows of Nt so that
Nt =
C
Lt
Write
F :=
t−1⊔
i=0
Eit = U V
where the columns of U are those labeled by t-subsets inB. It is shown in the proof of Lemma 2 in [9] that U is unimodular.
We have FNt = UC + VLt , and from (8),
rowp (UC) ⊆ rowp (FNt)+ rowp (VLt) ⊆ rowp
(
t⊔
a=0
(
k− a
t − a
)
La
)
. (9)
Since U is nonsingular modulo p, rowp (UC) = rowp (C). Recall that Nt = C⊔ Lt . Since both rowp (C) and rowp (Lt) are
contained in the right-hand side of (9), so is rowp (Nt). 
3. The case of equality in Theorem 3
Assume the hypotheses of Theorem 3 hold for some family F of k-subsets of a v-set. The polynomial f can be multiplied
by an integer prime to pwithout changing the hypotheses, and it will be convenient to assume that f (k) ≡ 1 (mod p). From
(4) and (6),
P = N>s CNs where C =
s∑
i=0
ci(
k−i
s−i
)2W>is Wis,
and P is an integer matrix that is congruent modulo p to the identity matrix. We must consider this as an equation over the
rationals, since p may divide some of the denominators of the coefficients in the expression for C . The matrices Ns and C
above are also square of order
(
v
s
)
and are nonsingular over the rationals (since P is).
The rational matrix C is in the Bose–Mesner algebra (over the rationals) A of the Johnson scheme J(v, k); see [2]
or [6](Ch. 30). This algebra consists of all matrices M with rows and columns indexed by the k-subsets of a v-set so that
the entry in row A and column B depends only on the cardinality of A ∩ B. Since C ∈ A, its inverse C−1 is also in A (the
inverse of a matrix is a polynomial in that matrix).
Letm = det(P). Since P is an integer matrix,mP−1 is an integer matrix (by e.g. Cramer’s Rule). We have
NsP−1N>s = C−1, Ns(mP−1)N>s = mC−1,
where in the equation on the right, thematricesNs andmP−1 are integermatrices, and hence so ismC−1. Since P ≡ I (mod p),
m ≡ 1 (mod p) and
NsN>s ≡ mC−1 (mod p).
The entry in row S and column T of NsN>s is λ(S ∪ T ), and this is congruent modulo p to a function h(|S ∩ T |) of |S ∩ T |. If Y
is a d-subset of X with s ≤ d ≤ 2s, we can choose s-subsets S and T so that S ∪ T = Y . Then λ(Y ) = λ(S ∪ T ) = h(2s− d)
and this is the same value for all d-subsets Y . 
4. Existence of p-ary t-designs
In this section, we think of a p-ary t-design as an integer vector x over Fp with coordinates indexed by the k-subsets of a
v-set X so that
R.M. Wilson / Discrete Mathematics 309 (2009) 606–612 611
Wtk x ≡ λ 1 (mod p) (10)
for some integer λ. Of course, the coordinates of x can be adjusted modulo p without affecting (10); for example, we can
make them all nonnegative. If the entries of x are nonnegative integers, the family of k-subsets where A has multiplicity
equal to the entry of x in position Awill be a p-ary t-(v, k, λ) design as defined in Section 1 if and only if (10) holds.
We say x is a simple p-ary t-design when x is a (0, 1)-vector. We say x is a null p-ary t-design when λ = 0. Nonzero
null p-ary t-designs exist whenever t < k ≤ v − t , because thenWtk has more columns than rows. It is known (it follows
from the Chevalley–Warning Theorem; or see [11]) that a homogeneous system ofm linear equations over Fp in more than
m(p− 1) variables has a nonzero solution in 0’s and 1’s, and thus we have the following theorem.
Theorem 8. If
(
v
k
)
> (p− 1) ( vt ), then there exist nonzero simple null p-ary t-designs with blocks of size k.
Let t , k, and v be given. The relation
WjtWtk =
(
k− j
t − j
)
Wjk
is fundamental. We note that if x is a p-ary t-design and j is such that(
k− j
t − j
)
6≡ 0 (mod p),
then x is also a j-design. This is because(
k− j
t − j
)
Wjkx = WjtWtkx ≡ λWjt1 ≡ λ
(
v − j
t − j
)
1 (mod p).
But if (
k− j
t − j
)
≡ 0 (mod p),
then there are examples of p-ary t-designs that are not p-ary j-designs:
Theorem 9. Let t ≤ k ≤ v− t be given and let p be a prime. Then there exists a null p-ary t-design xwhich fails to be a j-design
for every j > 0 with
(
k−j
t−j
)
≡ 0 (mod p).
Proof. Let the matrices Eik be as in Lemma 6. The rows of
⊔t
j=0 Eik are linearly independent over Fp, so for any z of height(
v
t
)
we can solve (
⊔t
j=0 Eik)x ≡ z (mod p). Choose x so that Eikx ≡ 0 (mod p) for i such that
(
k−i
t−i
)
6≡ 0 (mod p), but Ejkx has
at least two different coordinates modulo p when
(
k−j
t−j
)
≡ 0 (mod p). Since Ejk ⊆ Wjk, in the latter caseWjkx has at least
two different coordinates. Since the row space ofWtk is that of
⊔t
i=0
(
k−i
t−i
)
Eik,Wtkx ≡ 0 (mod p). 
The existence questions for nonnull p-ary t-designs is settled completely in [10], where the following is proved in the
discussion preceding Lemma 5 of [10].
Theorem 10. Let t ≤ k ≤ v − t. Then there exists an integer vector x so that Wtkx ≡ 1 (mod p) if and only if(
k− i
t − i
)
≡ 0 (mod p) implies
(
v − i
t − i
)
≡ 0 (mod p).
5. Fisher-like inequalities for p-ary t-designs
For a classical 2s-(v, k, λ)-design with block set F , the inequality |F | ≥ ( vs ) holds as long as s ≤ k ≤ v − s; see [6]
(Theorem 19.8).
This inequality fails dramatically for p-ary t-designs. As an example, consider the incidence structure S = S(n, k)whose
points are the points of the projective geometry PG(n, q) of dimension n over the field of q elements, where q = pe is a
power of a prime p, and whose blocks are the (sets of points on) the subspaces of projective dimension k, 1 ≤ k ≤ n. If
n ≥ k(t − 1)/t , then the intersection of any t of these subspaces is nontrivial and so has cardinality 1 + q + · · · + qr for
some r ≥ 0, which is ≡ 1 (mod p). This means that the dual S∗ of S is a p-ary t-design for all t = 1, 2, . . . , bn/kc, always
with λ = 1. The number of points of S∗ is the Gaussian number [ nk ]q while the number of blocks is only [ n1 ]q.
Under additional hypotheses, one can give substantial lower bounds on the number of blocks of a p-ary t-design.
For the rest of this section, let (X,A) be a p-ary {s, s + 1, . . . , 2s}-design with blocks of size k and v = |X | ≥ 2s. Let λ0t
be the number, modulo p, of blocks that contain a t-subset of points for t ∈ {s, s + 1, . . . , 2s} and define λij, modulo p, for
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s ≤ j ≤ 2s − i recursively by λij = λi−1j − λi−1j+1. The combinatorial interpretation of λij is the number, modulo p, of blocks
that contain all of a set of j points and none of a set of i other points; this may be proved by induction on i.
Theorem 11. If λss 6≡ 0 (mod p), then
|F | ≥
∑
i∈Q
((v
i
)
−
(
v
i− 1
))
≥
(v
s
)
−
(
v
s− 1
)
, (11)
where Q is the set of indices i, 0 ≤ i ≤ s, such that(
v − s− i
s− i
)
6≡ 0 (mod p)
and where we understand
(
v
−1
)
as zero.
Proof. Let N i devote the i-th disjointness matrix defined by
N i(I, A) =
{
1 if I ∩ A = ∅,
0 otherwise.
Here I is an i-subset of X and A ∈ F . We have
NsN
>
s ≡ λssW ss(mod p)
whereW ss is the s-th disjointness matrix for the family of all s-subsets of X . We may identifyW ss withWs,v−s, because one
s-subset is disjoint from another if and only if the first is contained in the complement of the second. By Lemma 6, the p-rank
ofWs,v−s is the quantity in the middle of (11). This quantity cannot exceed the columns of Ns, which is |F |. 
This bound may be improved if we know λjs 6≡ 0 (mod p) for other values of j. For j = 0, 1, . . . , s, we have
NsN j ≡ λjsW sj ≡ λjsW>j,v−s ∼
(
j⊔
i=0
(
v − j− i
j− i
)
Ei,v−s
)>
(mod p),
where the matrices Ei,v−s are as in Lemma 6 and the ‘‘∼’’ means ‘‘has the same row space over Fp as’’. So rowp
(
Ei,v−s
)
is
contained in the column space of Ns over Fp whenever i ∈ Q ′, the set of indices i, 0 ≤ i ≤ s, such that for some j, i ≤ j ≤ s,
λjs
(
v − j− i
j− i
)
6≡ 0 (mod p),
and the inequality (11) holds when Q is replaced by the possibly larger set Q ′.
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