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1. Introduction 
The aim of this note is to construct a new class of trace identities for n x n matrices; 
these identities are derived from directed Eulerian graphs. To put our result in 
perspective, we note that for a field t2 of characteristic O,every trace identity of M.(f2) 
'follows' from the fundamental trace identity F.÷ 1 (see Section 3, Remark 2 below) and 
the 'trivial' trace identities. This theorem is due to Procesi and Razmyslov (see [2, 3] 
and also [4, p. 139]). Another theorem of Procesi [2] gives a complete description of 
the multilinear trace identities of M.(f2) in terms of Young diagrams. 
Our main tool is the blow-up graph, induced from the original Eulerian graph by 
a given substitution of matrix units. Blow-up graphs were developed by the authors in 
[6], where they were used to prove analogous results on polynomial identities over 
matrix rings. We shall employ a simple but powerful graph theoretic lemma of Laue 
from his alternative proof of the fundamental trace identity [1]. As Laue points out, 
his treatment of the fundamental trace identity is analogous to Swan's [5] proof of the 
Amitsur-Levitzki theorem on the standard polynomial identity. Let us add that our 
exploitation of Laue's lemma to obtain the class of Eulerian trace identities below is 
analogous to the way we used Swan's theorem to obtain Eulerian polynomial 
identities in [6]. 
2. Preliminaries 
Let F be a directed graph with vertex set A = { 1, 2 . . . . .  k} and edges el, e2 . . . . .  eN in 
an arbitrary, but fixed order (loops and multiple edges are allowed). The head-end of 
an edge e will be denoted by z(e) while its tail-end by a(e). We shall say that a directed 
graph F is circuit-Eulerian if, for each vertex j ~ A, the number of incoming and 
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outgoing edges, ~(j) >~ 1, coincide. A circuit decomposition of any directed graph F is 
a permutation n e Sym(N) of the edges which satisfies the following conditions: 
(i) for each cycle (il,i2 . . . . .  iu) of n, (i.e. n(il) = i2, n(i2) = i 3 . . . . .  Ir(iu) = il), we have 
if(ell) = z(ei~), a(ei2) = r (e i l )  . . . . .  a(ei~) = z(eit~-1~); 
(ii) ~JL1 {a(e,), r(e,)} = A. 
For a directed graph F, the set of all its circuit decompositions will be denoted by 
C(F). Thus, C(F) ~_ Sym(N) and, moreover, C(F) is non-void precisely if F is 
circuit-Eulerian, asis easily verified. As an example, we list the elements of C(F)for the 
graph given in Fig. 1. 
C( F ) Cycles 
(15234 ~) 421  (15324) ,  
( ]  2345)  5123 (25314) ,  
4 2 1 5 (5),(1 3 2 4), 
3 1 2 (5), (2 3 1 4), 
( ;234: )  512  {13),{254), 
(~ 2 3 4 : )  3 2 1 (2 3),(15 4), 
( :23453)  521  (14),(253),  
(~ 2 3 4 55) 4 12 (2 4),(1 3),(5), 
Finally, we paraphrase: 
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Lemma (Laue [1]). Let F be a circuit-Eulerian graph. Then C(F) has the same number 
of odd and even permutations with respect o an arbitrary but fixed order of the edges, 
unless ~(j) = 1 for all j • A (C(F) is a singleton in this case). 
In particular, the positive assertion of the above lemma applies if F has more edges 
than vertices (this is the situation which was considered by Laue). 
3. The trace formula induced by a circuit-Eulerian graph 
Let F be a circuit-Eulerian graph; the trace formula Tr(X), in the set 
X = {x~, x2 . . . . .  XN} of non-commuting indeterminates, associated with F, is defined 
as follows: 
Tr(X)= ~ sgn(g) ]-I tr(x,,xi,...xi.), 
it~C (F) (it, i2, ..., i~) 
where the inner product is taken over all cycles of ft. Clearly, Tr(X) can be viewed as 
a multilinear map under substitution of square matrices over any commutative ring. 
Thus, in proving that Tr(X) vanishes over a matrix ring, we may restrict ourselves to 
substitutions of standard matrix units Eab. Let n >~ 1 be an integer, t2 a commutative 
ring with 1 and S:X ~ {Eab[1 ~< a,b ~< n} a set map. We shall define the blow-up 
graph Fs, induced from F by S. First consider the directed graph with vertex 
set A x{1,2 . . . . .  n} and edge set {el,e2 . . . . .  eN}, where tr(~,)=(a(e,),a(r)) and 
S r(~r) = (z(e,), b(r)), with x, = Ea~,)b~,~, 1 ~< r ~< N. We now define the blow-up graph by 
restricting the vertex set to U,u=l{a(~,),r(~,)}. We note that the graph so obtained 
need by no means be circuit-Eulerian. As to the circuit decompositions of Fs, it is easy 
to see that C(Fs) ~- C(F); elements of C(Fs) will be called admissible (with respect to S). 
We can now state our main result. 
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Theorem. Let F be a circuit-Eulerian graph with vertex set A = {1,2 . . . . .  k}. Then 
Tr(X) = 0 is a trace identity on the ring of n x n matrices, over any commutative ring 
t2 with l, precisely when n < max{~( j ) I j  ~ A}. 
Proof. Assume first that n < max{q~(j)l j  ~ A}. As we have seen, it suffices to show 
that Tr(X s) = 0 for any substitution of matrix units over f2. Fix such an S and put 
x s = Eat,)b~r~, 1 <~ r <~ N. It follows that 
Tr(X s) = ~ sgn(n) IF] tr(Eatiob(ioEati2)oti2) ""Eati.)bti.))" 
~EC (r )  Oil, i2 . . . . .  iN) 
Clearly, any summand above vanishes unless, for every cycle (il, i2 . . . . .  i,) of the given 
permutat ion , we have 
b(is)=a(is+l) for l~<s~<u-  1 and b( i , )=a( i l ) .  
If so, n is admissible and the summand at hand is sgn(n). It follows that 
Tr(XS)= ~ sgn(n). 
n~C(Ys) 
I fFs is not circuit-Eulerian, C(Fs) is empty and there is nothing to prove. Suppose Fs is 
circuit-Eulerian. Since q~(j) > n for some j e A, we immediately get that there exists 
a vertex (j, c) in/~s with ~(j ,  c) >/2. On applying Laue's lemma to Fs, we find that 
Tr(X s) = O. 
Conversely, assume that q~(j) ~< n for all j e A; we have to exhibit a substitution 
under which Tr(X) does not vanish. Since F is circuit-Eulerian, we can start from 
a circuit decomposit ion 7t e C(F). Furthermore, without loss of generality, we may 
assume that the number of cycles in ~ is minimal, i.e. each cycle of ~ defines an 
Eulerian circuit of a connected component of F. If j e A appears in the sequence 
~(e~), ~(e~2) . . . . .  ~(e~.) for some cycle (q, i2 . . . . .  i,) of it then, by the choice of~, it must 
appear exactly q~(j) times. Now assign different integer numbers from 1 to q~(j) to each 
occurrence of j  6 A in the above sequence, and take xSs = E~b (1 ~< s ~< u), where a and 
b are the integers assigned to ~(e~) and to ~(e,~+ 1)) = z(eis), (i.+ 1 = il), respectively. 
Thus, we clearly get a substitution S of n × n matrix units, with C(Fs) = {~}; whence 
Tr(X s) = sgn(~) # 0. 
Remark 1. As we have mentioned above i fF  is circuit-Eulerian, it is the disjoint union 
of connected even Eulerian graphs, say F = U~'=IFp It is readily seen then that 
Tr = 1-]~=1 Tr .  The condition of the theorem can now be easily checked: F satisfies it 
if and only if at least one of the connected components (i.e. Ft) does. 
Remark 2. When F is the graph of a single vertex with N loops, we get the 
fundamental trace formula 
FN(X) = ~ sgn(Tr) IF[ tr(xl,xi2 ... x j ,  
n~Sym(N) (i l ,  i2, ..., iu) 
which, as is well known, gives a trace identity on M,(t2) if and only if n < N. 
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4. Applications 
4.1. Consider the example preceding Laue's lemma in Section 2. Now 4,(2) = 3; 
thus the condition of the theorem applies with n = 2, whence 
Tr (X)  = t r (x lxsx3x2x4)  + tr(x~x3x2xsx4) + t r (x2xsx3x lx4)  + tr(x2x3XlXsX4) 
- t r (xs) t r (x lx3x2x4)  - t r (xs) t r (x2x3xlx4)  - t r (x lx3)tr (x2xsx#) 
- t r (x2x4)t r (x lxsxa)  - t r (x2x3)tr (x lxsx4)  - t r (x lx4)t r (x2xsx3)  
+ t r (x2x4)tr (x lx3)t r (xs)  + tr(x~x4)tr(x2x3)tr(x5) = 0 
is a trace identity on the ring of 2 x 2 matrices over any commutative ring with 1. 
4.2. More generally, consider the graph F in Fig. 2 on {1,2} with edges 
el, e2 . . . . .  eM oriented from 1 to 2 and f , ,  f2 , . . . ,  f~, oriented from 2 to 1, together with 
a loop g at 2. Write x l ,x2  . . . . .  xu ,  Y~,Y2 . . . . .  Yu and z for the indeterminates corres- 
ponding to the edges from 1 to 2, from 2 to 1 and for the loop at 2, respectively. 
Disregard first the loop at vertex 2 and call the resulting raph F' (we note that F' was 
used in [6] to construct he double Capelli polynomial). It is not hard to see that 
a circuit decomposition ct of F' is uniquely determined by the following permutations 
z~ and r of Sym(M): ~(e,) =f~(r), ~(~(er)) = e,(,); it follows then that ~(f,) = e~(~-,(,,, 
1 ~< r ~< M. Moreover, ~ is the product of the cycles 
(e,l, f~(,n, e,2, L(i2) . . . . .  el., L(i.,), 
where (il, i2 . . . . .  i,) runs over the cycles ofu. On applying a to the ordered sequence of 
the edges of F', we get 
l(o 0 = M 2 + I(z) + l(uz-1), 
where I(~) denotes the number of inversions in a. Thus, sgn(a) = ( - l)Usgn(u). To 
be quite precise, here we consider a as the permutation of the edges el,e2, ...,eM, 
f l ,  f2 . . . . .  fu  while u and r are those of the indices { 1,2 . . . . .  M}. It is not hard to see 
e £M 
g 
Fig. 2. 
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that 
Tr,(Xl  . . . . .  XM, y l  . . . . .  YM) 
= ~ ( - 1)~sgn(n) l-[ tr(xl,Y, t i ,)x~y~ti~.., xi.y~..)) 
*, ~t~ $yra (M) (il , i2, ..., iu) 
= ( - 1) ~t ~ FM(X ly~, ) ,x2y ,  t2) . . . . .  xMy~tM~), (*) 
n~Sym(M) 
where the product is taken over all cycles of rr. Now it follows from our theorem that 
Tr , (X,  Y) = 0 is a trace identity on M,(t2), precisely when n < M, if so, however, the 
fundamental trace formula FM also vanishes and so in (.) we get a sum of O's. 
On adding the loop labelled 9 to F' (and thus returning to F), a circuit decomposi- 
tion ~ of F can be written in one of the following forms: 
if 6~(9 ) = g, then ~(h)= ~'e(h) if h is an edge of F', 
(0 if h=g;  
or(h) if h is an edge of F' and ~(h) ¢ g, 
if ~(g) =~ g, then ~(h) = 9 if h is an edge of F' and ~(h) = g, 
ct(h*) if h=g and 4(h* )=g.  
Here • is a circuit decomposition of F' which is uniquely determined by ~: 
~(h)  if 4(h) =~ g (if 4(g) ¢ g). 
ct=0~lF' i f4 (g )=g and ~(h)= (0~(~(h)) i f~(h)=g 
Moreover, it is easy to verify that sgn(4) = sgn(00 if ~(g) = g, while sgn(~) = - sgn(~) 
if ~(g) ¢ g. A cycle of 4 is clearly of one of the following forms: 
(g), (ell, f j ,  , ei2, f j2 . . . . .  eiu, fju), (ei,, g, f j , ,  ei2, fj2 . . . . .  ei~, f j~). 
In the second and third cases, (eil, J}l, el2, J02 . . . . .  ei~, fj~) is a cycle of a. Now by using 
the above representation f ~ we get 
Tr(X,  Y ,z)  = t r (z)Tr , (X,  Y) 
M 
-- ~ Tr,(Xl ,X2 . . . . .  X, - l ,XrZ,  Xr+l . . . . .  XM, Yl ,Y2 . . . . .  YM) 
r= l  
Our theorem implies that Tr (X ,  Y, z) = 0 is a trace identity on M.(£2) precisely when 
n<M+l .  
Finally, in terms of FM we have 
Tr (X ,  Y ,z)  = ( - 1) M (tr(z) ~, FM(X ly~t l ) ,x2y ,  t2) . . . . .  XMyt(M)) 
\ T~$ym(M) 
M 
r= l T~Sym(M) 
\ 
XrZY~(r), Xr+ l Y r ( r  + 1), "-" , XMYt(M)))" 
/ 
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