Ahstract-We address the persistent monitoring problem in two-dimensional (20) mission spaces where the objective is to control the movement of multiple cooperating agents to mini mize an uncertainty metric. In a one-dimensional (10) mission space, we have shown that the optimal solution is for each agent to move at maximal speed and switch direction at specific points, possibly waiting some time at each such point before switching.
I. INTRODUCTION
Autonomous cooperating agents may be used to perform tasks such as coverage control [1] , [2] , surveillance [3] and environmental sampling [4] - [6] . Pe r si s te n t moni t oring arises in a large dynamically changing environment which cannot be fully covered by a stationary team of available agents. Thus, persistent monitoring differs from traditional coverage tasks due to the perpetual need to cover a changing environment, i.e., all areas of the mission space must be sensed infinitely often. The main challenge in designing control strategies in this case is in balancing the presence of agents in the changing environment so that it is covered over time optimally (in some well-defined sense) while still satisfying sensing and motion constraints. Control and motion planning for agents performing persis tent monitoring tasks have been studied in the literature, e.g., see [7] - [11] . In [12] , we addressed the persistent monitoring problem by proposing an o p t im a l con trol framework to drive a single agent so as to minimize a metric of uncertainty over the environment. This metric is a function of both space and time such that uncertainty at a point grows if it is not covered by any agent sensors. To model sensor coverage, we define a probability of detecting events at each point of the mission space by agent sensors. Thus, the uncertainty of the environment decreases with a rate proportional to the event detection probability, i.e., the The authors' work is supported in part by NSF under Grants EFRI-0735974 and CNS-1239021, by AFOSR under grant FA9550-12-1-0113, by ONR under grant NOOOI4-09-1-1051, and by ARO under Grant W911NF-11-1-0227.
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higher the sensing effectiveness is, the faster the uncertainty is reduced. This was extended to multiple cooperating agents in [13] and it was shown that the optimal control problem can be reduced to a p ara me t ri c optimization problem. In particular, the optimal trajectory of each agent is to move at full speed until it reaches some switching point, dwell on the switching point for some time (possibly zero), and then switch directions. Thus, each agent's optimal trajectory is fully described by a set of switching points {81, ... , 8K} and associated waiting times at these points, {WI, ... , WK}' This allowed us to make use of Infinitesimal Perturbation Analysis (IPA) [14] to determine gradients of the objective function with respect to these parameters and subsequently obtain optimal switching locations and waiting times that fully characterize an optimal solution. It also allowed us to exploit robustness properties of IPA to readily extend this solution approach to a s t och as t ic uncertainty model.
In this paper, we address the same persistent monitoring problem in a 2D mission space. Using an analysis similar to the ID case, we find that we can no longer identify a parametric representation of optimal agent trajectories. A complete solution requires a computationally intensive solution of a Two Point Boundary Value Problem (TPBVP) making any on-line solution to the problem infeasible. Mo tivated by the simple structure of the 1D problem, it has been suggested to assign each agent a linear trajectory for which the explicit 1D solution can be used. One could then reduce the problem to optimally carrying out this assignment. However, in a 2D space it is not obvious that a linear trajectory is a desirable choice. Indeed, a key contribution of this paper is to formally prove that an elliptical agent trajectory outperforms a linear one in terms of the uncertainty metric we are using. Motivated by this result, we formulate a 2D persistent monitoring problem as one of determining optimal elliptical trajectories for a given number of agents, noting that this includes the possibility that one or more agents share the same trajectory. We show that this problem can be explicitly solved using similar IPA techniques as in our 1D analysis. In particular, we use IPA to determine on line the gradient of the objective function with respect to the parameters that fully define each elliptical trajectory (center, orientation and length of the minor and major axes).
Section II fonnulates the optimal control problem for 2D mission spaces and Section III presents the standard solution approach. Section IV establishes our main result that elliptical trajectories outperform linear ones in terms of minimizing an uncertainty metric per unit area. In Section V we formulate and solve the problem of determining optimal elliptical trajectories using a gradient-based algorithm driven by gradients evaluated through IPA. Section VI provides numerical results and section VII concludes the paper.
II. PERSISTENT MONITORING PROBLEM FORMULATION
We consider N mobile agents in a 2D rectangular mission s:'z ( t ) = u n ( t ) cos e n ( t ) , s � ( t ) = U n ( t ) sin e n ( t ) (1) where U n ( t ) is the scalar speed of the nth agent and e n ( t )
is the angle relative to the positive direction that satisfies o � e n ( t ) < 2n. Thus, we assume that each agent controls its orientation and speed. Without loss of generality, after some rescaling of the size of the mission space, we further assume that the speed is constrained by 0 � U n ( t
Each agent is represented as a particle in the 2D space, thus we ignore the case of two or more agents colliding with each other.
We associate with every point [ x , y ] E Q a function P n ( x , y ,s n ) that measures the probability that an event at location [ x , y ] is detected by agent n. We also assume that
] and S 'b thus capturing the reduced effectiveness of a sensor over its range which we consider to be finite and denoted by r n (this is the same as the concept of "sensor footprint" commonly used in the robotics literature.)
Therefore, we set P n ( x , y ,s n ) = 0 when D ( x , y ,s n ) > r n .
Our analysis is not affected by the precise sensing model P n ( x , y ,s n ), but we mention here as an example the linear decay model used in [13] : 
Similar to the lD analysis in [13] , we define uncertainty functions R i( t ) as sociated with the rectangles Qi, i = 1, ... , M, so that they have the following properties: (i ) R i( t ) increases with a prespecified rate Ai if P; ( s ( t )) = 0 , (i i ) R i( t ) decreases with a fixed rate B if P; ( s ( t )) = 1 and (i ii ) R i( t ) 2: 0 for all t . It is then natural to model uncertainty so that its decrease is proportional to the probability of detection. In particular, we model the dynamics of R i( t ), i = 1, ... ,M, as follows:
where we assume that initial conditions R i( O ) are given and that B > A i > 0 for all i = 1, ... , M; thus, the uncertainty strictly decreases when there is perfect sensing P; ( s ( t )) = 1.
As described in [12] , persistent monitoring can be viewed as a polling system, with each rectangle Q; associated with a "virtual queue" where uncertainty accumulates with inflow rate A;. The service rate of this queue is time-varying and given by B P; ( s ( t )), controllable through all agent positions at time t .
The goal of the optimal persistent monitoring problem we consider is to control through U n ( t ), e n ( t ) in ( 
subject to the agent dynamics (1) , uncertainty dynamics (3),
III. OPTIMAL CONTROL SOLUTION
We first characterize the optimal control solution of problem
Pl.
We define the state vector 
In view of the discontinuity in the dynamics of R ;( t ) in (3) , the optimal state trajectory may contain a boundary arc when R i( t ) = 0 for any i; otherwise, the state evolves in an interior arc. We first analyze the system operating in such an interior arc and omit the state constraint s n ( t
Using (1) 
The implication of (6) with Ai (T ) = ° is that Ai ( t
is monotonically decreasing starting with Ai ( 0 ) = T. However, this is only true if the entire opti mal trajectory is an interior arc, i.e., all R i( t ) � ° constraints for all i = 1, ... ,M remain inactive. We have shown in [12] that Ai ( t
Although this argument holds for the ID problem formulation, the proof can be directly extended to this 2D environment. However, the actual evaluation of the full costate vector over the interval [ 0 , T] requires solving (7) and ( From (5) , after some algebraic operations and combining the trigonometric function terms, we obtain
where sgn(-) is the sign function and f{J n ( t ) is defined so that tan f{Jn ( t ) = 11� ( ( I ) ) . Applying the Pontryagin minimum 11 11 1 principle to (9) with u�( t), 8,; ( t
and it is immediately obvious that it is necessary for an optimal control to satisfy u� ( t ) = 1 and
Returning to the Hamiltonian in (5) , the optimal heading 8; ( t ) can be obtained by requiring ��:
which gives tan8*(t)
Since we have shown that u� ( t ) = 1, n = 1, ... ,N, we are only left with the task of determining 8,; ( t ), n = 1, ... ,N.
This can be accomplished by solving a standard TPBVP problem involving forward and backward integrations of the state and costate equations to evaluate -Mf:: after each such iteration and using a gradient descent approach until the objective function converges to a (local) minimum. Clearly, this is a computationally intensive process which scales poorly with the number of agents and the size of the mission space. In addition, it requires discretizing the mission time T and calculating every control at each time step which adds to the computational complexity.
IV. LINEAR VS ELLIPTICAL AGENT TRAJECTORIES
Given the complexity of the TPBVP required to obtain an optimal solution of problem PI, we seek alternative approaches which may be suboptimal but are tractable and scalable. The first such effort is motivated by the results obtained in our ID analysis, where we found that on a mission space defined by a line segment [ 0 , L] the optimal trajectory for each agent is to move at full speed until it reaches some switching point, dwell on the switching point for some time (possibly zero), and then switch directions. Thus, each agent's optimal trajectory is fully described by a set of switching points {8 1 , ... , 8K} and associated waiting times at these points, {WI,,,,, WK}' The values of these parameters can then be efficiently determined using a gradient-based algorithm with Infinitesimal Perturbation Analysis (IPA) to evaluate the objective function gradient as shown in [13] . Thus, a reasonable approach that has been suggested is to assign each agent a linear trajectory. The 2D persistent monitoring problem would then be formulated as consisting of the following tasks: (i ) finding N linear trajectories in terms of their length and exact location in Q, noting that one or more agents may share one of these trajectories, and (i i ) controlling the motion of each agent on its trajectory. Task (i i ) is a direct application of the ID persistent monitoring problem solution, leaving only task (i ) to be addressed.
However, there is no reason to believe that a linear trajectory is a good choice in a 2D setting. A broader choice is provided by elliptical trajectories which in fact encompass linear ones when the minor axis of the ellipse becomes zero. Thus, we first proceed with a comparison of these two types of trajectories. The main result of this section is to formally show that an elliptical trajectory outperforms a linear one using the average uncertainty metric in (4) as the basis for such comparison.
To simplify notation, let m = [ x , y ] E]R 2 and, for a single agent, define
Note that Q above defines the eff ec t ive coverag e region for the agent, i.e., the region where the uncertainty correspond ing to R ( m, t ) with the dynamics in (3) can be strictly reduced given the sensing capacity of the agent determined through B and p(m,s). Clearly, Q depends s(t ) which are dependent on { st (t) = X +acosp (t)coscp -bsinp (t)sincp (12) sY (t) = Y +acosp (t)sincp +bsinp (t)coscp where [X , Y] is the center of the ellipse, a, b are its ma jor and minor axis respectively, cp E [0, n) is the ellipse orientation (the angle between the x axis and the major ellipse axis) and p (t) E [0, 2n) is the eccentric anomaly of the ellipse. Assuming the agent moves with constant maximal speed 1 on this trajectory, we have (Sx)2 + (s : V)2 = 1, which gives p (t) = [(asinp(t)coscp +bcosp(t) sincp? + (asinp(t) sincp -bcosp(t)coscp)2] -1 /2. In order to make a fair comparison between a linear and an elliptical trajectory, we normalize the objective function in (4) with respect to the coverage area in (11) and consider all points in Q (rather than discretizing it or limiting ourselves to a finite set of sampling points). Thus, we define: (13) qJ n Jo I n where qJ n = J n d w is the area of the effective coverage region. Note that we view this normalized metric as a function of b ;::: 0, so that when b = 0 we obtain the un certainty corresponding to a linear trajectory. For simplicity, the trajectory is selected so that [X , Y] coincides with the origin and cp = 0, as illustrated in Fig. 1 with the major axis a assumed fixed. Regarding the range of b, we will only be interested in values which are limited to a neighborhood near zero which we will denote by !J?J. Given a, this set dictates the values that s(t) E Q is allowed to take. Finally, we make the following assumptions: The first assumption simply requires that the sensing range of an agent is continuous and the second that all points in Q are treated uniformly with respect to an elliptical trajectory centered in this region. The following result establishes the fact that an elliptical trajectory with some b > 0 can achieve a lower cost than a linear trajectory (i.e., b = 0) in terms of a long-term average uncertainty per unit area. The proof is omitted but may be found in [15] .
Proposit ion IV1: Under Assumptions 1-2 and bE!J?J, .
dJ(b) 0 hm --< T--">oo,b--">O db i.e., switching from a linear to an elliptical trajectory reduces the cost in (13) .
In other words, Prop. IV1 shows that elliptical trajectories are more suitable for a 2D mission space in terms of achieving near-optimal results in solving problem Pl.
V OPTIMAL ELLIPTICAL TRAJECTORIES
Based on our analysis thus far, our approach is to associate with each agent an elliptical trajectory, parameterize each such trajectory by its center, orientation and major and minor axes, and then solve PI as a parametric optimization problem. Note that this includes the possibility that two agents share the same trajectory if the solution to this problem results in identical parameters for the associated ellipses. For an elliptical trajectory, the nth agent movement is described as in (12) by { s:; (t) = Xn + an cosPn (t) coscpn -bn sinpn (t) sincpn s?; (t) = Y,J + an cos Pn (t) sin CPn + bn sinpn (t) cos CPn (14) where [Xn,Y,J] is the center of the nth ellipse, an,bn are its major and minor axes respectively and CPn E [0, n) is its orientation. Note that the parameter Pn(t) E [0,2n) is the eccentric anomaly. Therefore, we replace problem PI by the determination of optimal parameter vectors Yn == [Xn,Yn,an,bn,cpn]T,n = 1, ... ,N, and formulate the following problem P2:
.. , YN,t)dt (15) Yn, n -l, ... ,N J o i =1 n=1 We solve this problem using a gradient-based ap proach in which we apply IPA to determine the gradients VRi(Y I, ... , YN,t) on line (hence, V J), i.e., directly using information from the agent trajectories and iterate upon them.
IPA review. The purpose of IPA [14] is to study the behavior of a hybrid system state as a function of a parameter vector e E e for a given compact, convex set e c ]R / . Let {'Tk (e)}, k = 1, ... , K, denote the occurrence times of all events in the state trajectory. For convenience, we set 'T o = 0 and 'TK+ 1 = T. Over an interval ['Tk( e), 'Tk+ 1 (e)), the system is at some mode during which the time-driven state satisfies i = i k(X, e, t). An event at 'Tk is classified as (i)
Exogenous if it causes a discrete state transition independent of e and satisfies �� = 0; (i i) En dogenous, if there exists a continuously differentiable function gk : ]R n x e -+]R such that 'Tk = min{t > 'Tk -I : g d x(e,t),e) = O} ; and (i ii)
Induce d if it is triggered by the occurrence of another event at time 'Tm :s; 'Tk. IPA specifies how changes in e influence the state x( e, t) and the event times 'Tk (e) and, ultimately, how they influence interesting performance metrics which are generally expressed in terms of these variables.
We define: .x t = �, 'T k = �, -, ... , , or a state and event time derivatives. It is shown in [14] that x' (t) satisfies:
for t E [ r k, r k + I) with boundary condition:
In addition, in (17), the gradient vector for each r k is r � = 0 if the event at r k is exogenous and (18) if the event at r k is endogenous (i.e., gd x ( 8 , r d, 8 ) = 0 ) and defined as long as af; fk( r k) =J O.
In our case, the parameter vectors are T n == [X n , Y,l ,a n ,b n ,q> n ]T, n = 1, ... ,N as defined earlier, and we seek to determine optimal vectors Y,t. We will use IPA
gra lent c ear y epen s on i t -"""(Jj"J ' ... , aY N .
In turn, this gradient depends on whether the dynamics of R i( t ) in (3) are given by Ri( t ) = 0 or Ri( t ) = A ;-B P;( s ( t )). The dynamics switch at event times r b k = 1, ... , K, when R i( t ) reaches or escapes from 0 which are observed on a trajectory over [ 0 , T] based on a given Y,1, n = 1, ... , N.
IPA equations. We begin by recalling the dynamics of R i ( t ) in ( P n ( W i,S n ( t )) P n ( D ( W i,S n ( t ))), [( s 7z ( t ) -a i) 2 + (s ;; ( t ) -13 ;) 2 ] 1 / 2 we get and noting that D ( W i,S n ( t )) dp n ( W i,S n ( t
-2 D r n ds 7t dY,l ds ;; dY,l where � = 2( s 7z -a i) and � = 2( s ;; -f3 i). cos P n ( t ) sin q> n , a a b ' S-;: n ' = sin P n ( t ) cos q> n and a s ;; _ aq>n -a n cos P n ( t ) cos q> n -b s inp n ( t ) sin q> n · Substituting � and * into (2 0) and then back into (19), we can finally
Thus, it remains to determine the components V R ;( r t) in (21) using (l7). This involves the event time gradient vectors V r k = * for k = 1, ... , K, which will be determined through (18) . There are two possible cases regarding the events that cause switches in the dynamics of R i ( t ): Ca s e 1: At r b Ri ( t ) switches from Ri ( t ) = 0 to R; ( t ) = A i -B P; ( s ( t )). In this case, it is easy to see that the dynamics R i( t ) are continuous, so that fk-I ( r k) = fk( r n in (l7) applied to R i( t ) and we get
Ca s e 2: At r b R; ( t ) switches from Ri ( t ) = A i -B P; ( s ( t )) to Ri ( t ) = 0 , i.e., R ;( r k) becomes zero. In this case, we need to first evaluate V r k from (18) in order to determine V R i( r n through (l7). Observing that this event is endoge nous, (18) applies with gk = R i = 0 and we get V r k = A(WI)�:��� :S ('t" k ))
. It follows from (l7) that
Thus, V R i( r n is always reset to 0 regardless of V R i( r ; ; ).
Objective Function Gradient Evaluation. Based on our analysis, we first rewrite J in (15) as
and (omitting some function arguments) we get
Observing the cancelation of all terms of the form R i ( r k) V r k for all k (with r o = 0 , r K +\ = T fixed), we finally get
This depends entirely on V R i ( t ), which is obtained from (21) and the event times r k, k = 1, ... , K, given initial conditions S n ( 0 ) for n = 1, ... ,N, and R i ( 0
In (21), a R;A:n is obtained through 
VI. NUMERICAL RESULTS
A two-agent example of solving PI using a TPBVP solver is shown in Fig. 2 . The same two-agent example solving P2 with optimal elliptical trajectories is shown in Fig. 3 . In Fig. 2 , the top plot shows the two agent initial trajec tories assigned to the environment, while the bottom plot shows the trajectories that the TPBVP solver converges to.
The optimal cost is j* = 5.74 X 1 04. In Fig. 3 , the red ellipses are the ones we initially selected (with random location and orientation) and the blue ellipses are the ones resulting when (24) converges. We deliberately choose b to be very small, approximating linear trajectories, in order to illustrate Proposition IVl: we can see that larger ellipses achieve a lower total uncertainty value per unit area. Note that the initial cost is significantly reduced indicating the importance of optimally selecting the ellipse sizes, locations and orientations. The corresponding cost in this case is le = 6.45 X 1 04, which is not much higher than the TPBVP result above, as expected. Moreover, if we replace the rectangular mission space Q by an ellipsoidal one (of slightly larger size), then we find that le = 1.44 X 1 05 compared to the (locally) optimal cost from a TPBVP solver j* = 1. 32 X 1 05, a much smaller difference.
VII. CONCLUSION
We have shown that an optimal control solution to the ID persistent monitoring problem does not easily extend to the 2D case. In particular, we have proved that elliptical trajectories outperform linear ones in a 2D mission space. Therefore, we have sought to solve a parametric optimization problem to determine optimal elliptical trajectories. Numer ical examples indicate that this scalable approach (which can be used on line) provides solutions that approximate those obtained through a computationally intensive TPBVP solver. Ongoing work aims at alternative approaches for near optimal solutions and at distributed implementations.
