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RENORMALIZATION OF INTEGRALS OF PRODUCTS OF EISENSTEIN
SERIES AND ANALYTIC CONTINUATION OF REPRESENTATIONS
SAMUEL C. EDWARDS
Abstract. We combine Zagier’s theory of renormalizable automorphic functions on the hy-
perbolic plane with the analytic continuation of representations of SL(2,R) due to Bernstein
and Reznikov to study triple products of Eisenstein series of arbitrary (in particular, non-
arithmetic) non-compact finite-volume hyperbolic surfaces.
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1. Introduction
Let Γ < PSL(2,R) be a non-cocompact cofinite Fuchsian group, which acts by isometries on
the hyperbolic upper half plane H = {z ∈ C : Im(z) > 0} by way of Mo¨bius transformations:
g · z := az+bcx+d ∀g = ±
(
a b
c d
) ∈ PSL(2,R), z ∈ H.
Recall that this action also preserves the hyperbolic area element dµ(x + iy) = dx dyy2 . Since
the hyperbolic surface Γ\H is non-compact and of finite volume, it has a finite number κ
(1 ≤ κ < ∞) of cusps. We choose a set of representatives {η1, η2, . . . ηκ} ⊂ ∂∞H = R ∪ {∞}
for the cusps; {η1, η2, . . . ηκ} is thus a maximal set of Γ-inequivalent parabolic fixed points of
Γ.
To each ηj and z ∈ H, s ∈ C we associate an Eisenstein series Ej(z, s) (see Section 2.2,
(8) for the definition). Recall that for fixed z ∈ H, Ej(z, s) is a meromorphic function in s,
and for fixed s ∈ C that is not a pole of the Eisenstein series, Ej(z, s) is an automorphic
form. Furthermore, for s which is not a pole, each Eisenstein series is an eigenfunction of the
hyperbolic Laplacian ∆ = y−2( ∂
2
∂x2 +
∂2
∂y2 ); −∆Ej(x+ iy, s) = s(1− s)Ej(x+ iy, s).
For each representative ηk of a cusp of Γ\H, there exists a re-parametrization of H given
by z = x+ iy ↔ xk + iyk (see Section 2.1 for a rigorous definition) such that each Eisenstein
series Ej(z, s) has the following Fourier decomposition with respect to xk + iyk:
(1) Ej(z, s) = δj,ky
s
k + ϕj,k(s)y
1−s
k +
∑
m∈Z
m6=0
ψ
(j)
m,k(s)
√
ykKs− 1
2
(2π|m|yk)e(mxk),
where (as is standard) e(mxk) = e
2πimxk , Ku(r) is the K-Bessel function (cf. [10, Chapter
8.4]), and the coefficients ϕj,k(s), ψ
(j)
m,k(s) are meromorphic functions in s. The purpose of this
article is to study the asymptotic behaviour of the coefficients ψ
(j)
m,k(s) as |m| → ∞.
We fix k0 ∈ {1, . . . , κ} and s0 = σ0+ it0 ∈ C with σ0 ≥ 12 , and write E(z) = Ek0(z, s0). For
each k ∈ {1, . . . , κ} we can define a Rankin-Selberg L-function Lk(|E|2, s) by
(2) Lk(|E|2, s) :=
∑
m∈Z
m6=0
|ψ(k0)m,k (s0)|2
|m|s , Re(s) > 2σ0.
The sum is absolutely convergent for s as above due to the following bound on sums of
|ψ(j)m,l(s0)|2 (see [20, Lemma 2.7]):
(3)
∑
m∈Z
0<|m|≤M
|ψ(j)m,l(s0)|2 ≪Γ,s0
{
M log 2M if σ0 =
1
2
M2σ0 if σ0 >
1
2
∀j, l ∈ {1, . . . , κ}.
In the case s0 ∈ 12 + iR, we prove the following:
Theorem 1. For T > 1, s0 ∈ 12 + iR, and ǫ > 0∫ T
0
|Lk(|E|2, 12 + it)|2 dt≪Γ,s0,ǫ T 6+ǫ.
By a standard argument due to Good [11] (see also [22]), Theorem 1 may be used to
obtain more precise asymptotics for the sums of the |ψ(j)m,l(s0)|2. For each j ∈ {1, . . . , κ}, let
Ej ⊂ C denote the set of poles for Ej(z, s). One then has #(Ej ∩ {s ∈ C : Re(s) ≥ 12}) =
#(Ej ∩ (12 , 1]) < ∞ (for all j); see Section 2.2 for a summary of (and references to) of the
known properties of Ej which we will need. We can now state the following
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Corollary 2. Given t0 ∈ R \ {0}, there exist c1, c1+2it0 , cζ (ζ ∈ Ek ∩ (12 , 1)) in C such that
for all ǫ > 0,∑
m∈Z
0<|m|≤M
|ψ(k0)m,k (12 + it0)|2 =
16 cosh(πt0)
µ(Γ\H)π M logM
+
8cosh(πt0)
µ(Γ\H)π
(
c1µ(Γ\H) + 2 log(4π) − 2− 2Re
(
Γ′( 1
2
+it0)
Γ( 1
2
+it0)
))
M
+Re
(
M1+2it0c1+2it0
)
+
∑
ζ∈( 1
2
,1)∩Ek
cζM
ζ +OΓ,t0,ǫ
(
M
6
7
+ǫ
)
as M →∞. The numbers c1, c1+2it0 and cζ may be explicitly computed in terms of t0 and Γ,
and are given by the formulas (86), (85), and (84), respectively.
Remark 1. As noted above, Corollary 2 follows from Theorem 1 by more-or-less standard
arguments from analytic number theory (involving contour integrals and Cauchy’s residue
theorem). For the sake of completeness, we give a detailed proof in Appendix C.
Remark 2. The restriction t0 6= 0 in Corollary 2 is to give a relatively simple statement; for
t0 6= 0, Lk(|E|2, s) has simple poles at s = 1 ± 2it0 and a pole of order two at s = 1. The
residues at these points give rise to the main terms in the expression in Corollary 2. As such,
when t0 = 0, a different expression is required. It appears that our method may also be
generalized without any major complications in order to prove analogues of Theorem 1 for s0
with Re(s0) >
1
2 .
Remark 3. Note that Corollary 2 gives rise to the following bound on the individual Fourier
coefficients of Ek0(z,
1
2 + it0):
Corollary 3. For t0, m 6= 0, ǫ > 0
|ψ(k0)m,k (12 + it0)| ≪Γ,t0,ǫ |m|
3
7
+ǫ.
Remark 4. Recall that a Maass cusp form φ of Γ also has a Fourier expansion similar to (1)
at the cusp ηk given by
φ(x+ iy) =
∑
m∈Z
m6=0
am
√
ykKs− 1
2
(2π|m|yk)e(mxk),
where s ∈ C is such that −∆φ = s(1 − s)φ. For arithmetic Γ, the Ramanujan-Petersson
conjecture for Mass cusp forms is the (conjectured) bound |am| ≪ǫ |m|ǫ for all ǫ > 0. To date,
the best result in this direction is |am| ≪ |m|5/28+ǫ, due to Bump, Duke, Hoffstein, and Iwaniec
[6]. In [28], Sarnak gave the first improvement over the Hecke bound |am| ≪ |m|1/2 for all
lattices Γ, in particular, also the non-arithmetic ones (related work by Petridis [22, 23] further
improved these bounds). Key to these results is the use of analytic continuation to bound
integrals over Γ\H of triple products of Maass forms. Bernstein and Reznikov [3] subsequently
interpreted the analytic continuation in terms of representation theory and combined this with
a theory of SL(2,R)-invariant Sobolev norms to obtain (essentially) the optimal bound for the
triple product method: an error term O
(
M
2
3
+ǫ
)
in the sum corresponding to Corollary 2 for
cusp forms-this gives the bound |am| ≪ǫ |m|1/3+ǫ on the individual Fourier coefficients. These
results (together with certain numerical investigations and hueristic arguments, cf., e.g., [13])
suggest that the Ramanujan-Petersson conjecture might also hold for the Maass cusp forms
of non-arithmetic Γ.
Remark 5. Returning our attention to Eisenstein series, we note that for Γ that are congruence
subgroups, we have a much greater understanding of the Fourier coefficients of Eisenstein series
than those of Maass cusp forms. Indeed, for Γ = SL(2,Z), a “classical” computation gives
ψ
(1)
m,1(s) =
2πs|m|s−1/2
Γ(s)
σ1−2s(|m|)
ζ(2s) , where as usual σz(n) =
∑
d|n d
z (n ∈ N, z ∈ C). Standard
bounds on σz then give |ψ1m,1(s)| ≪ǫ |m|ǫ+Re(s)−
1
2 for Re(s) ≥ 12
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conjecture holds for the Eisenstein series of SL(2,Z) (similar computations may be done for
other congruence lattices).
Similarly to the case of Maass cusp forms, less is known for non-arithmetic lattices. Using
(3), one obtains the convexity bound |ψ(k)j,m(s)| ≪ǫ |m|Re(s)+ǫ (Re(s) ≥ 12 ) of Eisenstein series of
any lattice Γ. Corollary 3 thus provides the first (as far as we are aware) subconvexity bound
for the Fourier coefficients of Eisenstein series of non-arithmetic Γ. As for cusp forms, one
might conjecture that the Ramanujan-Petersson bound |ψ(k)j,m(s)| ≪ǫ |m|Re(s)−
1
2
+ǫ (Re(s) ≥ 12 )
also holds for the Eisenstein series of non-arithmetic lattices, i.e. it is a general property of
lattices that does originate in number theory.
Remark 6. It is conjectured (the Phillips-Sarnak conjecture, cf. e.g. [24, 25, 26]) that for
a “generic” lattice Γ, Γ\H has only finitely many Maass cusp forms. Thus, the Eisenstein
series are of great importance for the spectral theory of such lattices Γ; they are expected to
contribute “almost all” of the spectrum of ∆ in L2(Γ\H).
Remark 7. Eisenstein series are not in L2(Γ\H). The integrals of the products that one needs
to consider when using the triple product method are thus not finite. In order to get round
this, we follow Zagier [35], who developed the Rankin-Selberg method for a certain class of
functions that are not of rapid decay in the cusps of Γ\H. The idea behind this is to give
meaning to, or renormalize, certain divergent integrals in a way that captures the information
required for the Rankin-Selberg method. Theorem 1 follows (cf. Section 3.2) from a more
general (and our main) result, Theorem 8, which is a bound on integrals of renormalized
integrals of triple products of Eisenstein series.
Remark 8. The main work of this article consists of combining the ideas of Bernstein and
Reznikov with those of Zagier described, respectively, in Remarks 4 and 7 above. We start
by obtaining expressions for renormalized integrals of triple products of Eisenstein series in
terms of (standard) integrals of linear combinations of these triple products with other Eisen-
stein series. This enables us to construct a function in L2(Γ\G) (here G = SL(2,R) and
Γ is identified with its inverse image under the map g 7→ ±g from G to PSL(2,R)) whose
“coefficients” in the direct integral decomposition of L2(Γ\G) into irreducible representations
are given by precisely the renormalized integrals of triple products that we are interested in.
Interpreting Eisenstein series as intertwining operators from principal series representations
of G to C∞(Γ\G) then allows us to use the analytic continuation of representations as in [3]
to obtain subconvexity bounds for the Fourier coefficients of Eisenstein series.
Our initial hope was that at this stage we would be able to use the results of [3] regarding
G-invariant Sobolev norms in order to improve the error term in Corollary 2 to O
(
M
2
3
+ǫ
)
.
However, due to the slightly more complicated nature of renormalized integrals (compared
with standard integrals), we have so far not been able to see how to do so.
Remark 9. Unpublished work of Stro¨mbergsson [31] suggests that by more closely following
the method of [28], one should be able to obtain Corollary 2 with an error term O
(
M
3
4
+ǫ
)
.
In [1], Avelin carried out numerical investigations of the statistical properties of the Fourier
coefficients of Eisenstein series, including Corollary 2, for certain cases of non-arithmetic Γ
with κ = 1.
1.1. Acknowledgements. This research was partially funded by Swedish Research Council
Grant 2016-03360, as well as by a postdoctoral scholarship from the Knut and Alice Wallen-
berg Foundation. I would like to thank my supervisor Andreas Stro¨mbergsson for suggesting
this problem, sharing his notes from his previous work [31], many useful and enlightening
discussions, and carefully reading this manuscript.
2. Renormalization
We now follow Zagier [35] and develop a theory of renormalizable integrals over Γ\H. In
[35], Zagier deals only with the case Γ = PSL(2,Z). Further generalisations to congruence
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subgroups and the adelic setting have been carried out by a number of authors, cf. [2, 8, 9, 21].
Here, however, we deal with arbitrary (in particular, non-arithmetic) Γ < PSL(2,R).
2.1. Preliminaries. We start by choosing a canonical fundamental domain F ⊂ H for Γ, see
[12, p. 268]. We denote the vertices of F along ∂∞H = R ∪ {∞} by η1, . . . , ηκ (recall that we
have assumed that κ ≥ 1). Note that since F is canonical, the set {η1, . . . , ηκ} is a maximal
set of Γ-inequivalent parabolic fixed points. For each k ∈ {1, . . . κ} we choose an element
hk ∈ PSL(2,R) such that hk · ηk =∞ and hkΓηkh−1k = ±
(
1 Z
0 1
)
(Γηk being the stabilizer of ηk
in Γ). Since F is canonical, we may assume without loss of generality that each hk has been
chosen so that
hk · F ∩ {z ∈ H : Im(z) ≥ B} = {x+ iy ∈ H : 0 ≤ x ≤ 1, y ≥ B}
for any B greater than a constant B0 = B0(Γ) > 1, which we fix once and for all. Given
B ≥ B0, we define the cuspidal region at ηk, Ck,B, by
Ck,B = h−1k · {x+ iy ∈ H : 0 ≤ x ≤ 1, y ≥ B} ⊂ F ,
and also a bounded region FB by
FB = F \
κ⋃
k=1
Ck,B.
For each k ∈ {1, . . . , κ} and z ∈ H, we write
(4) zk = xk + iyk = hk · z.
This parametrization may be used to express integrals over cusp regions Ck,B as follows:
(5)
∫
Ck,B
F (z) dµ(z) =
∫
h−1k ·[0,1]×i[B,∞)
F (z) dµ(z) =
∫ ∞
B
∫ 1
0
F (z)
dxk dyk
y2k
,
were in the last expression we interpret z through z = h−1k ·zk = h−1k ·(xk+ iyk). In connection
with our choice of cusps and elements hk, we define the invariant height function YΓ by
(6) YΓ(z) := max
k∈{1,...,κ}
max
γ∈Γ
Im(hkγ · z)
(cf. [14, (3.8)]). We note that YΓ is a continuous, Γ-invariant function on H, and for each
k ∈ {1, . . . , κ}, we have the bound
(7) YΓ(z) ≤ max{yk, y−1k }.
This is seen by writing hjγh
−1
k =
(
a b
c d
)
, where j, k ∈ {1, . . . , κ}, γ ∈ Γ. Then Im(hjγ · z) =
Im(
(
a b
c d
) · zk) = Im(azk+bczk+d ) = yk|czk+d|2 . Now, either |c| ≥ 1 or ( a bc d ) = ( 1 ∗0 1 ) (cf. [32, Lemma
2.3]), hence yk|czk+d|2 ≤ max{yk, y
−1
k }. Let δB > 0 be such that for all k ∈ {1, . . . , κ}, yk ≥ δB
for all z ∈ FB ∪ Ck,B. We will write y ≫ 1 for y ≥ δB . Unless stated otherwise, all implied
constants are dependent on Γ.
2.2. Poles of Eisenstein series. We now recall some standard facts regarding the poles of
the Eisenstein series that will be needed. Our references for this section are principally [4,
Chapter 11] and [12, Chapters 6.9, 6.11, and 6 ] (in particular, see the following: [12, Claim
9.6 (p. 78), Theorem 11.8 (p. 130), Theorem 11.11 (p. 140), and p. 284 (item 12), p. 297 (E),
p. 298 (line 6)].
Recall that the Eisenstein series Ek(z, s) is defined through the meromorphic continuation
(in s) of
(8) Ek(z, s) =
∑
γ∈Γηk\Γ
Im(hkγ · z)s z ∈ H, Re(s) > 1,
and that we have defined Ek ⊂ C to be the set of poles of Ek(z, s). We now let E =
⋃κ
k=1 Ek.
As stated in Section 1, E ∩ {s ∈ C : Re(s) ≥ 12} = E ∩ (12 , 1]. Moreover, all the poles in
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E ∩ (12 , 1] are simple. The poles of an Eisenstein series Ej(z, s) are closely linked to the poles
of the functions ϕj,k(s). Each ϕj,k(s) is a meromorphic function (in s) and Ej(z, s) has a pole
of order less than or equal to n at s = ζ if and only if all ϕj,k, k = 1, . . . , κ also have poles of
order less than or equal to n at s = ζ. In summary: all Ej(z, s) and ϕj,k(s) are holomorphic
along the line 12 + iR, and for all s with Re(s) >
1
2 apart from at a finite number of simple
poles in (12 , 1].
We have the following result regarding the behaviour of the Eisenstein series at s = 1:
Lemma 4. All Eisenstein series Ej(z, s) and ϕj,k(s) (j, k ∈ {1, . . . , κ}) have simple poles at
s = 1. Moreover,
Ress=1Ej(z, s) = Ress=1 ϕj,k(s) =
1
µ(Γ\H) ∀j, k ∈ {1, . . . , κ}.
Consequently, for all j, k ∈ {1, . . . , κ} there exist functions E˜j : H× C→ C and ϕ˜j,k : C→ C
such that
Ej(z, s) =
µ(Γ\H)−1
s− 1 + E˜j(z, s),
ϕj,k(s) =
µ(Γ\H)−1
s− 1 + ϕ˜j,k(s),
where s 7→ E˜j(z, s), s 7→ ϕ˜j,k(s) are holomorphic in a neighbourhood of 1, E˜j(z, s) is jointly
continuous in (z, s) and an automorphic function in z for those s that are not poles of E˜j.
2.3. Renormalizable functions and renomalized integrals.
Definition 2.1. A continuous, Γ-invariant function F (z) on H is said to be renormalizable
if, for each k ∈ {1, . . . , κ},
(9) F (z) = Ξk(yk) +O(y
−A
k ) (∀A ∈ R) as yk →∞,
where each Ξk(y) is a function of the form
(10) Ξk(y) =
Ik∑
i=1
cki
nki!
yαki lognki y
(here cki ∈ C \ {0}, αki ∈ C, Ik, nki ∈ N, and (αki, nki) 6= (αk′i′ , nk′i′) for (k, i) 6= (k′, i′)).
We note (though will not need) that this definition is in fact independent of the choices we’ve
made (viz. F , the elements hk, and the cusps ηk). Observe also that the set of renormalizable
functions is an algebra over C; if F1(z) and F2(z) are renormalizable, then so is F1(z)F2(z).
Definition 2.2. We define the renormalized integral, denoted R.N.
(∫
Γ\H F (z) dµ(z)
)
, of a
renormalizable function F (z) by
R.N.
(∫
Γ\H
F (z) dµ(z)
)
:=
∫
FB
F (z) dµ(z) +
κ∑
k=1
(∫
Ck,B
(F (z)− Ξk(yk)) dµ(z)− Ξ̂k(B)
)
,
(11)
where B ≥ B0 is arbitrary, and
(12) Ξ̂k(y) =
∑
1≤i≤Ik
αki 6=1
cki
nki∑
m=0
(−1)nki−m
m!
· y
αki−1 logm y
(αki − 1)nki−m+1 +
∑
1≤i≤Ik
αki=1
cki
lognki+1 y
(nki + 1)!
(cki, αki, Ik, nki being as in (10)).
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That B ≥ B0 is permitted to be arbitrary in Definition 2.2 is due to the fact that
d
dy
Ξ̂k(y) = y
−2Ξk(y),
which (when combined with (5)) shows that this definition does in fact make sense. From
the definition, we see that F 7→ R.N.
(∫
Γ\H F (z) dµ(z)
)
is a linear map from the space of
renormalizable functions to C.
Lemma 5. Let F ∈ L1(Γ\H) be renormalizable. Then
R.N.
(∫
Γ\H
F (z) dµ(z)
)
=
∫
Γ\H
F (z) dµ(z).
Proof. Since F is integrable, (5) implies that αki < 1 for all choices of k and i in (10). Using
this, we have
R.N.
(∫
Γ\H
F (z) dµ(z)
)
=
∫
FB
F (z) dµ(z) +
κ∑
k=1
(∫
Ck,B
F (z)− Ξk(yk) dµ(z) − Ξ̂k(B)
)
=
∫
FB
F (z) dµ(z) +
κ∑
k=1
∫
Ck,B
F (z) dµ(z) −
κ∑
k=1
∫
Ck,B
Ξk(yk) dµ(z)−
κ∑
k=1
Ξ̂k(B)
=
∫
Γ\H
F (z) dµ(z) +
κ∑
k=1
Ξ̂k(B)−
κ∑
k=1
Ξ̂k(B).

2.4. Renormalization of integrals of products of Eisenstein series. Our principal
source of renormalizable functions are Eisenstein series; that Eisenstein series are indeed renor-
malizable follows from entering the bound (see [12, pp. 295-297], [14, 6.20])
(13)
∣∣∣∣∣∣∣
∑
m∈Z
m6=0
ψ
(j)
m,k(s)
√
ykKs− 1
2
(2π|m|yk)e(mxk)
∣∣∣∣∣∣∣ = Os(e−2πyk)
into (1). The implied constant in this bound is uniform for yk ≫ 1 and all s in any compact
subset of C \ Ej ; this will be of importance later. As previously observed, pointwise multipli-
cation of renormalizable function gives a new renormalizable function. We therefore obtain
further examples of renormalizable functions by multiplying Eisenstein series with each other.
We now prove a series of results regarding renormalized integrals of products of Eisenstein
series, and state our main theorem.
Lemma 6. Let k1, k2 ∈ {1, . . . , κ} and s1, s2 ∈ C \ E and s2 6= s1, 1− s1. Then
(14) R.N.
(∫
Γ\H
Ek1(z, s1)Ek2(z, s2) dµ(z)
)
= 0.
Proof. This is essentially a reformulation of the Maass-Selberg relations, cf. [7], [35, pp. 427-
429]. We recall the set-up: for B ≥ B0, let EBk (z, s) be the Γ-invariant function that is defined
through
EBk (z, s) = Ek(z, s)−
κ∑
i=1
1Ci,B (z)
(
δk,iy
s
i + ϕk,i(s)y
1−s
i
)
z ∈ F
(EBk (z, s) is usually called a truncated Eisenstein series). Using (13), we see that E
B
k (z, s) ∈
Lp(Γ\H) for all p ≥ 1. The Maass-Selberg relations then give an expression for the inner
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product (in L2(Γ\H)) of two truncated Eisenstein series:
∫
Γ\H
EBk1(z, s1)E
B
k2
(z, s2) dµ(z) =
κ∑
i=1
(
δk1,iδk2,iB
s1+s2−1 − ϕk1,i(s1)ϕk2,i(s2)B1−s1−s2
s1 + s2 − 1
(15)
+
δk1,iϕk2,i(s2)B
s1−s2 − ϕk1,i(s1)δk2,iBs2−s1
s1 − s2
)
=
δk1,k2B
s1+s2−1
s1 + s2 − 1 +
ϕk2,k1(s2)B
s1−s2
s1 − s2 +
ϕk1,k2(s1)B
s2−s1
s2 − s1
−
(
κ∑
i=1
ϕk1,i(s1)ϕk2,i(s2)
)
B1−s1−s2
s1 + s2 − 1 ,
cf. [17, Chapter 2.3]. On the other hand, viewing F (z) = Ek1(z, s1)Ek2(z, s2) as a renormal-
izable function, from (1) and (13), we have
F (z) =
(
δk1,iy
s1
i + ϕk1,i(s1)y
1−s1
i +O(e
−2πyi)
)
·
(
δk2,iy
s2
i + ϕk2,i(s2)y
1−s2
i +O(e
−2πyi)
)
as yi →∞
=δk1,iδk2,iy
s1+s2
i + δk2,iϕk1,i(s1)y
1+s2−s1
i + δk1,iϕk2,i(s2)y
1+s1−s2
i
+ ϕk1,i(s1)ϕk2,i(s2)y
2−s1−s2
i +O(y
−A
i ) (∀A) as yi →∞,
giving
Ξi(y) =δk1,iδk2,iy
s1+s2 + δk2,iϕk1,i(s1)y
1+s2−s1
+ δk1,iϕk2,i(s2)y
1+s1−s2 + ϕk1,i(s1)ϕk2,i(s2)y
2−s1−s2 .
Using (12) and (15), we observe that
κ∑
i=1
Ξ̂i(B) =
∫
Γ\H
EBk1(z, s1)E
B
k2
(z, s2) dµ(z),
hence
0 =
∫
Γ\H
EBk1(z, s1)E
B
k2
(z, s2) dµ(z)−
κ∑
i=1
Ξ̂i(B)
=
∫
F
(
Ek1(z, s1)−
κ∑
i=1
1Ci,B (z)
(
δk1,iy
s1
i + ϕk1,i(s1)y
1−s1
i
))
×
(
Ek2(z, s2)−
κ∑
i=1
1Ci,B (z)
(
δk2,iy
s2
i + ϕk,i(s2)y
1−s2
i
))
dµ(z)−
κ∑
i=1
Ξ̂i(B)
=
∫
FB
F (z) dµ(z) −
κ∑
i=1
Ξ̂i(B) +
κ∑
i=1
∫
Ci,B
(
Ek1(z, s1)− δk1,iys1i − ϕk1,i(s1)y1−s1i
)
×
(
Ek2(z, s2)− δk2,iys2i − ϕk2,i(s2)y1−s2i
)
dµ(z)
=
∫
FB
F (z) dµ(z) −
κ∑
i=1
Ξ̂i(B) +
κ∑
i=1
∫
Ci,B
(
F (z)− Ξi(yi)
−
(
δk1,iy
s1
i − ϕk1,i(s1)y1−s1i
)(
Ek2(z, s2)− δk2,iys2i − ϕk2,i(s2)y1−s2i
)
−
(
δk2,iy
s2
i − ϕk2,i(s2)y1−s2i
)(
Ek1(z, s1)− δk1,iys1i − ϕk1,i(s1)y1−s1i
))
dµ(z).
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Once again using (13), we have as yi →∞,
(
δk1,iy
s1
i − ϕk1,i(s1)y1−s1i
)(
Ek2(z, s2)− δk2,iys2i − ϕk2,i(s2)y1−s2i
)
= Os1,s2,ǫ(e
−2(π−ǫ)yi)
(16)
(
δk2,iy
s2
i − ϕk2,i(s2)y1−s2i
)(
Ek1(z, s1)− δk1,iys1i − ϕk1,i(s1)y1−s1i
)
= Os1,s2,ǫ(e
−2(π−ǫ)yi),
hence
0 =
∫
FB
F (z) dµ(z) +
κ∑
i=1
∫
Ci,B
(
F (z)− Ξi(yi)
)
dµ(z)−
κ∑
i=1
Ξ̂i(B)
−
κ∑
i=1
∫
Ci,B
(
δk1,iy
s1
i − ϕk1,i(s1)y1−s1i
)(
Ek2(z, s2)− δk2,iys2i − ϕk2,i(s2)y1−s2i
)
dµ(z)
−
κ∑
i=1
∫
Ci,B
(
δk2,iy
s2
i − ϕk2,i(s2)y1−s2i
)(
Ek1(z, s1)− δk1,iys1i − ϕk1,i(s1)y1−s1i
)
dµ(z).
Using (16) in lines two and three of the previous expression yields
R.N.
(∫
Γ\H
F (z) dµ(z)
)
= Os1,s2,ǫ(e
−(2π−ǫ)B);
since the left-hand side of this expression does not depend on B, letting B → ∞ concludes
the proof. 
We will now use Lemma 6 to show how one can compute certain renormalized integrals over
Γ\H by way of ordinary integrals. We first make an auxiliary definition:
Definition 2.3. Given j, k ∈ {1, . . . , κ} and r, s ∈ C, let Φr,sj,k(z) be defined by
Φr,sj,k(z) : = Ej(z, r)Ek(z, s)− δj,kEk(z, r + s)(17)
− ϕk,j(s)Ej(z, r + 1− s)− ϕj,k(r)Ek(z, 1 − r + s)
−
κ∑
i=1
ϕj,i(r)ϕk,i(s)Ei(z, 2 − r − s).
Note that for fixed r and s such that none of the Eisenstein series in (17) has a pole, Φr,sj,k(z)
is an automorphic function in z. Furthermore, fixing z and one of r, s yields a meromorphic
function in the remaining parameter (Φr,sj,k(z) being the product and linear combination of
meromorphic functions). As we shall see, Φr,sj,k(z) is holomorphic for more values of r and s
than (17) would initially suggest; this is due to a cancellation of poles of Eisenstein series
occurring in (17).
Proposition 7. The map (r, s) 7→ Φr,sj,k(z) is holomorphic for all j, k ∈ {1, . . . , κ} and (r, s) ∈
(12 + iR)× (12 + iR). Furthermore, Φr,sj,k ∈ Lp(Γ\H) for all p <∞ for all such r, s, and
(18) R.N.
(∫
Γ\H
Ej(z, r)Ek(z, s)El(z,
1
2 + it) dµ(z)
)
=
∫
Γ\H
Φr,sj,k(z)El(z,
1
2 + it) dµ(z)
for all l ∈ {1, . . . , κ} and t ∈ R.
Proof. We choose an arbitrary T > 0, and prove the statement for all r, s ∈ 12 + i(−T, T ).
Since the poles of all the Eisenstein series and all ϕj,k(s) with real part greater or equal to
1
2
are finitely many and lie in the half-open interval (12 , 1], there exists δ = δT > 0 such that all
the terms in (17) are well-defined (i.e. finite) for all (r, s) ∈ ([12 − 2δ, 12 + 2δ] + i[−T − δ, T +
δ]
) × ([12 − 2δ, 12 + 2δ] + i[−T − δ, T + δ]) apart from at (r, s) = (r, r) or (r, s) = (r, 1 − r).
Being jointly meromorphic in (r, s), the function (r, s) 7→ Φr,sj,k(z) is therefore holomorphic at
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all (r, s) ∈ ((12 − δ, 12 + δ) + i(−T, T )) × ((12 − δ, 12 + δ) + i(−T, T )) except for possibly the
previously mentioned exceptions. We thus fix r ∈ (12 − δ, 12 + δ) + i(−T, T ) and consider s in
a neighbourhood of r or 1 − r. Since s 7→ Φr,sj,k(z) is meromorphic in s, in order to show that
s 7→ Φr,sj,k(z) is in fact holomorphic at s = r or s = 1− r, it suffices to show that s 7→ Φr,sj,k(z)
remains bounded as s → r or 1 − r. By symmetry, the same will hold for r 7→ Φr,sj,k(z),
allowing us to use Hartogs’ theorem to ascertain that (r, s) 7→ Φr,sj,k(z) is (jointly) holomorphic
on
(
1
2 + i(−T, T )
)× (12 + i(−T, T )).
There are three cases to consider: i) s = 1 − r, r 6= 12 ii) s = r, r 6= 12 , iii) r = 12 . We
will consider only case i), which is of most interest to us (the other cases are dealt with in a
similar fashion). Letting s = 1− r + w, with w 6= 0 in a small neighbourhood of 0, we have
Φr,1−r+wj,k (z) = Ej(z, r)Ek(z, 1− r + w)− δj,kEk(z, 1 + w)
− ϕk,j(1− r + w)Ej(z, 2r − w)− ϕj,k(r)Ek(z, 2− 2r + w)
−
κ∑
i=1
ϕj,i(r)ϕk,i(1− r + w)Ei(z, 1− w).
We now recall (see [4, 12, 14]) that the scattering matrix
(
ϕi,l(r)
)
1≤i,l,≤κ satisfies
(1)
(
ϕi,l(r)
)
i,l
=
(
ϕl,i(r)
)
i,l
(i.e. it is symmetric).
(2) We have
(
ϕi,l(r)
)
i,l
(
ϕi,l(1− r)
)
i,l
= I for all r, 1− r ∈ C \E (I being the κ×κ identity
matrix).
(3) r 7→ ϕi,l(r) is holomorphic on [12 − 2δ, 12 + 2δ] + i[−T − δ, T + δ].
These facts give
κ∑
i=1
ϕj,i(r)ϕk,i(1− r + w) =
κ∑
i=1
ϕj,i(r)ϕi,k(1− r + w) = δj,k +O(|w|).
Using this together with Lemma 4, we obtain
Φr,1−r+wj,k (z) = Ej(z, r)Ek(z, 1 − r + w)− δj,k
(
µ(Γ\H)−1
w
+ E˜k(z, 1 +w)
)
− ϕk,j(1− r + w)Ej(z, 2r − w)− ϕj,k(r)Ek(z, 2− 2r +w)
−
κ∑
i=1
ϕj,i(r)ϕk,i(1− r + w)
(
µ(Γ\H)−1
−w + E˜i(z, 1 −w)
)
= Ej(z, r)Ek(z, 1 − r + w)− δj,kE˜k(z, 1 + w)
− ϕk,j(1− r + w)Ej(z, 2r − w)− ϕj,k(r)Ek(z, 2− 2r +w)
−
κ∑
i=1
ϕj,i(r)ϕk,i(1− r + w)E˜i(z, 1 − w) +O(|w|)µ(Γ\G)
−1
w
.
Since r ∈ (12 − δ, 12 + δ) + i(−T, T )) \ {12}, all terms in this expression remain bounded as
w→ 0, as desired.
In order to prove that Φr,sj,k ∈ Lp(Γ\H) for all r, s ∈ 12 + i(T, T ) and p <∞, we first assume
that r ∈ 12 + i(−T, T )
)
, s ∈ (12 − δ, 12 + δ) + i(−T − δ, T + δ), s 6= r, 1− r, and use the Fourier
expansion (1) in a cusp ηl together with the bound (13) in the definition (17) of Φ
r,s
j,k, giving
Φr,sj,k(z) = −δj,kϕk,l(r + s)y1−r−sl − ϕk,j(s)ϕj,lys−rl − ϕj,k(r)ϕk,lyr−sl
−
κ∑
i=1
ϕj,i(r)ϕk,i(s)ϕi,l(2− r − s)yr+s−1l +Or,s,ǫ(e−2(π−ǫ)yl),
valid for all yl ≫ 1. From this, we see that if s, r ∈ 12 + iR, s 6= r, 1− r, then Φr,sj,k(z) = Or,s(1),
hence Φr,sj,k ∈ L∞(Γ\H). Moreover, since the implied constant in (13) is uniform over compact
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subsets of C \ E , fixing r ∈ 12 + i(−T, T ) and letting K ⊂ [12 − 2δ, 12 +2δ] + i[−T − δ, T + δ] be
a compact subset such that r, 1− r 6∈ K, we have
Φr,sj,k(z) = −δj,kϕk,l(r + s)y1−r−sl − ϕk,j(s)ϕj,lys−rl − ϕj,k(r)ϕk,lyr−sl
(19)
−
κ∑
i=1
ϕj,i(r)ϕk,i(s)ϕi,l(2− r − s)yr+s−1l +Or,K,ǫ(e−2(π−ǫ)yl)
for all s ∈ K and yl ≫ 1. For δ > ξ > 0, let Dr,ξ ⊂ C denote the following set: {ζ ∈
C : |r − ζ| < ξ or |1 − r − ζ| < ξ}. Having proved that (r, s) 7→ Φr,sj,k(z) is holomorphic on
(12 + iR)× (12 + iR), s 7→ Φr,sj,k(z) is holomorphic on Dr,ξ. By the maximum modulus principle,
|Φr,sj,k(z)| ≤ maxζ∈∂Dr,ξ |Φr,ζj,k(z)|, which, after applying (19) with K = ∂Dr,ξ, gives
(20) |Φr,sj,k(z)| ≪r,ξ yξl ∀s ∈ Dr,ξ, yl ≫ 1, ξ > 0.
In particular, this shows that Φr,rj,k, Φ
r,1−r
j,k ∈ Lp(Γ\H) for all r ∈ 12 + iR and p <∞.
It remains to prove (18). We fix r ∈ 12 + iR, and view both sides of (18) as functions of s.
Considering first the case s 6= r, 1− r, we let α1 = r + s, α2 = r + 1− s, α3 = 1− r + s, and
α4 = 2− r − s. Since Re(αi) = 1, 12 + it 6= αi or 1− αi for all i. Furthermore, αi 6= 1, hence
none of the αis are poles of the Eisenstein series. This allows us to use Lemma 6:
R.N
(∫
Γ\H
Em(z, αi)El(z,
1
2 + it) dµ(z)
)
= 0 ∀i ∈ {1, . . . , 4}, l,m ∈ {1, . . . , κ}.
The linearity of renormalized integrals then gives
R.N.
(∫
Γ\H
Ej(z, r)Ek(z, s)El(z,
1
2 + it) dµ(z)
)
= R.N.
(∫
Γ\H
Φr,sj,k(z)El(z,
1
2 + it) dµ(z)
)
,
and so by Lemma 5, all that remains is to show that Φr,sj,k(z)Ej(z,
1
2 + it) is integrable. This is
indeed the case: Ej(z,
1
2 + it) ∈ L2−ǫ(Γ\H) for all ǫ > 0, and we have previously shown that
Φr,sj,k ∈ L∞(Γ\G), so their product is in L1(Γ\H). We will now show that both sides of (18)
are continuous with respect to s at s = r and s = 1− r, and hence also agree at these points.
Starting with the right-hand side of (18), and letting s = r or 1− r, we have
Φr,sj,k(z)Ej(z,
1
2 + it) = limw→sΦ
r,w
j,k (z)Ej(z,
1
2 + it).
Recalling the bound (20), we let w ∈ Dr,ξ, where (e.g.) ξ < 13 , giving
|Φr,wj,k (z)Ej(z, 12 + it)| ≪r,t y
1
3
l y
1
2
l ∀z ∈ FB ∪ Cl,B;
this allows is to use Lebesgue’s dominated convergence theorem to conclude that the left-hand
side of (18) is indeed continuous with respect to s at s = r and s = 1− r.
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Turning our attention to the left-hand side of (18), again we let w → s, where s = r or
1− r. From the definition of renormalized integrals (11), we have
lim
w→sR.N.
(∫
Γ\H
Ej(z, r)Ek(z, w)El(z,
1
2 + it) dµ(z)
)
(21)
= lim
w→s
∫
FB
Ej(z, r)Ek(z, w)El(z,
1
2 + it) dµ(z)
+
κ∑
i=1
lim
w→s
∫
Ci,B
(
Ej(z, r)Ek(z, w)El(z,
1
2 + it)− Ξi(yi)
)
dµ(z)
−
κ∑
i=1
lim
w→s Ξ̂i(B),
where
Ξi(y) = (δj,iy
r + ϕj,i(r)y
1−r)(δk,iyw + ϕk,i(w)y1−w)(δl,iy
1
2
−it + ϕl,i(12 − it)y
1
2
+it).
The uniformity of the bound (13) (in s) over compact subsets of C again allows us to use
the dominated convergence theorem to exchange the limits with the integrals in rows two and
three of (21). One sees from the definition (12) that w 7→ Ξ̂i(B) is continuous (in particular,
note that all the powers of y in Ξi(y) have real part
3
2), completing the proof. 
We now state our main result:
Theorem 8. For r, s ∈ 12 + iR and j, k, l ∈ {1, . . . , κ},∫ T
0
∣∣∣∣∣R.N.
(∫
Γ\H
Ej(z, r)Ek(z, s)El(z,
1
2 + it) dµ(z)
)∣∣∣∣∣
2
eπt dt≪r,s,ǫ T 4+ǫ ∀T > 1.
3. The Rankin-Selberg transform
In this section we will define the Rankin-Selberg transform of a renormalizable function and
connect this with the renormalized integrals of the previous section. Here we essentially just
follow Stro¨mbergsson [31] (unpublished), who generalized the corresponding results of Zagier
[35] for Γ = PSL(2,Z) to general lattices Γ.
3.1. The Rankin-Selberg transform. Let F (z) be a renormalizable function with αj,i and
Ξk as in (10). For notational purposes, let M0 = maxk,i |Re(αk,i)| (using the convention that
M0 = 0 if Ik = 0 for all k ∈ {1, . . . , κ}).
Definition 3.1. For a renormalizable function F (z) and k ∈ {1, . . . κ}, let
a
(k)
0 (y) =
∫ 1
0
F
(
h−1k · (x+ iy)
)
dx,
and for s ∈ C with Re(s) > 1 +M0, define the Rankin-Selberg transform Rk(F, s) of F by
(22) Rk(F, s) :=
∫ ∞
0
(
a
(k)
0 (y)− Ξk(y)
)
ys−2 dy.
Lemma 9. The following hold for s ∈ C with Re(s) > M0 + 1:
(1) The integral in (22) defining Rk(F, s) is absolutely convergent.
(2) Rk(F, s) = R.N.
(∫
Γ\H F (z)Ek(z, s) dµ(z)
)
.
Proof. Starting with (1), we choose and fix ǫ > 0 so that Re(s) > M0 + 1 + ǫ, and note that
by (9) and (10), for z ∈ F we have |F (z)| ≪ YΓ(z)M0+ǫ (cf. (6)). Since both F and YΓ are
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Γ-invariant, this inequality then holds for all z ∈ H. Fixing B ≥ B0, for all y ∈ [B,∞), we
have
a
(k)
0 (y)−Ξk(y) =
∫ 1
0
F
(
h−1k ·(x+iy)
)
dx−Ξk(y) =
∫ 1
0
(
Ξk(y) +O(y
−A)
)
dx−Ξk(y) = O(y−A)
(here A ∈ R is arbitrary). We thus have∫ ∞
B
|a(k)0 (y)− Ξk(y)|yRe(s)−2 dy ≪
∫ ∞
B
yRe(s)−2−A <∞;
valid for all A > Re(s)+1. Since F and Ξk are continuous,
∫ B
1 |a
(k)
0 (y)−Ξk(y)|yRe(s)−2 dy <∞,
for all s ∈ C. For 0 < y ≤ 1, we use the bound F (h−1k · (x+ iy))≪ YΓ(h−1k · (x+ iy))M0+ǫ ≤
max{y, y−1}M0+ǫ = y−M0−ǫ (here we used (7) for the second inequality). This bound thus
also holds for a
(k)
0 (y), as well as for Ξk, giving∫ 1
0
|a(k)0 (y)− Ξk(y)|yRe(s)−2 dy ≪
∫ 1
0
yRe(s)−2−M0−ǫ dy <∞,
since Re(s) > M0 + 1 + ǫ. From this proof, we see that in fact the integral in (11) converges
absolutely and uniformly for any s ∈ [A1, A2] + iR, where [A1, A2] ⊂ (M0 + 1,∞).
Turning to (2), we assume (without loss of generality) that ηk =∞ and hk = ± ( 1 00 1 ); hence
Γ∞ = ±
(
1 Z
0 1
)
. Let RB denote the rectangle [0, 1]+ i(0, B), and G(z) denote the Γ∞-invariant
function G(z) = F (z)ys. Observe that RB is a fundamental domain for action of Γ∞ on
R+ i(0, B). We now construct another such fundamental domain:
D = F \ Ck,B ∪
⋃
γ∈Γ∞\Γ
γ 6∈Γ∞
γ · F .
Note that since Re(s) > M0 + 1, we have
∫
RB |G(z)| dµ(z) <∞ (as seen in the proof of (1)).
This permits the following manipulations:∫
RB
G(z) dµ(z) =
∫
D
G(z) dµ(z),
hence ∫ B
0
∫ 1
0
G(z) dµ(z) =
∫
F\Ck,B
G(z) dµ(z) +
∑
γ∈Γ∞\Γ
γ 6∈Γ∞
∫
γ·F
G(z) dµ(z).
Note that ∫ B
0
∫ 1
0
G(z) dµ(z) =
∫ B
0
∫ 1
0
F (z) dx ys−2 dy =
∫ B
0
a
(k)
0 (y)y
s−2 dy.
Writing F = FB ∪
⋃κ
i=1 Ci,B, we have∫
F\Ck,B
G(z) dµ(z) =
∫
FB
G(z) dµ(z) +
κ∑
i=1
i6=k
∫
Ci,B
G(z) dµ(z),
and ∫
γ·F
G(z) dµ(z) =
∫
γ·FB
G(z) dµ(z) +
κ∑
i=1
∫
γ·Ci,B
G(z) dµ(z),
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hence ∫ B
0
∫ 1
0
G(z) dµ(z) =
∫
F\Ck,B
G(z) dµ(z) +
∑
γ∈Γ∞\Γ
γ 6∈Γ∞
∫
γ·F
G(z) dµ(z)
=
∫
FB
G(z) dµ(z) +
κ∑
i=1
i6=k
∫
Ci,B
G(z) dµ(z)
+
∑
γ∈Γ∞\Γ
γ 6∈Γ∞
(∫
γ·FB
G(z) dµ(z) +
κ∑
i=1
∫
γ·Ci,B
G(z) dµ(z)
)
.
Exchanging summation and integration (again permitted by the absolute convergence in (22))
and recalling (8), we obtain∫ B
0
a
(k)
0 (y)y
s−2 dy =
∫
FB
F (z)Ek(z, s) dµ(z) +
κ∑
i=1
∫
Ci,B
F (z)
(
Ek(z, s) − δi,kysi
)
dµ(z).(23)
Denoting by Ξ1i (y) the term “Ξi(y)” in (10) for the renormalizable function F (z)Ek(z, s), for
i 6= k, we have∫
Ci,B
F (z)Ek(z, s) dµ(z) =
∫
Ci,B
(
F (z)Ek(z, s)− Ξ1i (yi) + Ξ1i (yi)
)
dµ(z)(24)
=
∫
Ci,B
(
F (z)Ek(z, s)− Ξ1i (yi)
)
dµ(z) − Ξ̂1i (B).
For i = k, after noting that Ξ1k(y) = Ξk(y)(y
s + ϕk,k(s)y
1−s), Ck,B = [0, 1] + i[B,∞), yk = y
and a
(k)
0 (y) =
∫ 1
0 F (x+ iy) dx, we obtain the following:∫
Ck,B
F (z)
(
Ek(z, s)− ys
)
dµ(z)(25)
=
∫
Ci,B
(
F (z)Ek(z, s)− F (y)ys − Ξ1k(y) + Ξk(y)(ys + ϕk,k(s)y1−s)
)
dµ(z)
=
∫
Ci,B
(
F (z)Ek(z, s)− Ξ1i (y)
)
dµ(z) −
∫ ∞
B
(
a
(k)
0 (y)− Ξk(y)
)
ys−2 dy
+ ϕk,k(s)
∫ ∞
B
Ξky
1−sy−2 dy − Ξ̂1k(B) + Ξ̂1k(B).
After recalling the definitions of renormalized integrals (11) and Rk(F, s) (22), substituting
(24) and (25) into (23) gives
Rk(F, s) =R.N.
(∫
Γ\H
F (z)Ek(z, s) dµ(z)
)
+ Ξ̂1k(B) +
∫ ∞
B
ϕk,k(s)y
1−sΞk(y)y−2 dy −
∫ B
0
Ξk(y)y
s−2 dy.
An explicit calculation using the definitions of Ξk and Ξ̂
1
k shows that the second line of this
expression is in fact zero. 
Corollary 10. The Rankin-Selberg transform Rk(F, s) has a meromorphic continuation to the
entire of C. The only possible poles are at s = αji, 1−αki and the poles of the Eisenstein series
Ek(z, s). For s not one of these points, we have Rk(F, s) = R.N.
(∫
Γ\H F (z)Ek(z, s) dµ(z)
)
.
EISENSTEIN SERIES AND ANALYTIC CONTINUATION OF REPRESENTATIONS 15
Proof. By Lemma 9 (2), it suffices to show that s 7→ R.N.
(∫
Γ\H F (z)Ek(z, s) dµ(z)
)
is a
meromorphic function that is holomorphic everywhere except possibly at the specified values.
Using the definition of renormalized integrals, for s ∈ C that is not a pole of an Eisenstein
series or equal to any αji, 1− αki, we have
R.N.
(∫
Γ\H
F (z)Ek(z, s) dµ(z)
)
=
∫
FB
F (z)Ek(z, s) dµ(z)(26)
+
κ∑
j=1
∫
Cj,B
(
F (z)Ek(z, s)− (δk,jysj + ϕk,j(s)y1−sj )Ξj(yj)
)
dµ(z)
−
κ∑
j=1
Ξ̂1j(B),
where for j 6= k,
Ξ̂1j(B) = ϕk,j(s)
 Ij∑
i=1
cji
nji∑
m=0
(−1)nji−m
m!
Bαji−s logmB
(αji − s)nji−m+1
 ,
and
Ξ̂1k(B) =
(
Ik∑
i=1
cki
nki∑
m=0
(−1)nki−m
m!
Bs+αki−1 logmB
(s+ αki − 1)nki−m+1
)
+ ϕk,k(s)
(
Ik∑
i=1
cki
nki∑
m=0
(−1)nki−m
m!
Bαki−s logmB
(αki − s)nki−m+1
)
.
From these expressions, we see that the functions s 7→ Ξ̂1j(B) are meromorphic for all j ∈
{1 . . . , κ}, with poles contained in the set described in the statement of the corollary. It
remains to prove that the integrals in lines one and two of the right-hand side of (26) are
meromorphic functions of s. Once again, the uniformity of (13) in s over compact subsets of
C \ Ek is key; this bound, used together with F (z) = Ξj(yj) +O(y−Aj ) for z ∈ Cj,B, allows the
use of Lebesgue’s dominated convergence theorem to conclude that the functions
s 7→
∫
FB
F (z)Ek(z, s) dµ(z)
s 7→
∫
Cj,B
(
F (z)Ek(z, s)− (δk,jysj + ϕk,j(s)y1−sj )Ξj(yj)
)
dµ(z)
are continuous on D = C \ Ek, as well as that∮
γ
∫
FB
F (z)Ek(z, s) dµ(z) ds =
∫
FB
F (z)
∮
γ
Ek(z, s) ds dµ(z) = 0∮
γ
∫
Cj,B
(
F (z)Ek(z, s)− (δk,jysj + ϕk,j(s)y1−sj )Ξj(yj)
)
dµ(z) ds
=
∫
Cj,B
∮
γ
(
F (z)Ek(z, s)− (δk,jysj + ϕk,j(s)y1−sj )Ξj(yj)
)
ds dµ(z) = 0
for any null-homotopic C1 curve γ in D. Morera’s theorem then gives that these are holomor-
phic functions on D. Finally, we note that the points of Ek are not essential singularities of
these functions: for s0 ∈ Ek, let m0 be the order of Ek(z, s) at s0. Then for all j ≥ m0 and γ
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a closed C1 curve around s0, arguing as above gives∮
γ
(s− s0)j
∫
FB
F (z)Ek(z, s) dµ(z) ds =
∫
FB
F (z)
∮
γ
(s− s0)jEk(z, s) ds dµ(z) = 0∮
γ
(s− s0)j
∫
Cj,B
(
F (z)Ek(z, s) − (δk,jysj + ϕk,j(s)y1−sj )Ξj(yj)
)
dµ(z) ds
=
∫
Cj,B
∮
γ
(s− s0)j
(
F (z)Ek(z, s)− (δk,jysj + ϕk,j(s)y1−sj )Ξj(yj)
)
ds dµ(z) = 0,
proving that s0 is a pole of order ≤ m0. 
We now recall that we have fixed an Eisenstein series E(z) = Ek0(z, s0), and are interested
in the Rankin-Selberg L-function Lk(s) = Lk(|E|2, s).
Proposition 11. For Re(s) > 2σ0 + 1,
(27) G(s)Lk(s) = Rk(|E|2, s),
where
(28) G(s) =
Γ( s2 + it0)Γ(
s
2 − it0)Γ( s2 + σ0 − 12)Γ( s2 + 12 − σ0)
8πsΓ(s)
.
Consequently, G(s)Lk(s) has a meromorphic continuation to all of C. The poles of G(s)Lk(s)
are contained in Ek and the points 2σ0, 2σ0−1, 2−2σ0, 1−2it0, 1+2it0, as well as 1−2σ0,±2it0
if k = k0.
Proof. The function |E(z)|2 is renormalizable, with each Ξj(y), j ∈ {1, . . . , κ}, given by
Ξj(y) =|δk0,jys0 + ϕk0,j(s0)y1−s0 |2(29)
= δk0,j
(
y2σ0 + ϕk0,j(s0)y
1−2it0 + ϕk0,j(s0)y
1+2it0
)
+ |ϕk0,j(s0)|2y2−2σ0 .
The Fourier expansion (1) and Parseval’s formula give∫ 1
0
|E(h−1k · (xk + iyk))|2 dxk = Ξk(yk) +
∑
m∈Z
m6=0
|ψ(k0)m,k (s0)|2yk|Ks0− 12 (2π|m|yk)|
2,
hence for s ∈ C with Re(s) > 2σ0 + 1, Lemma 9 gives
Rk(|E|2, s) =
∫ ∞
0
∫ 1
0
(|E(h−1k · (xk + iyk))|2 − Ξk(yk)) dxk ys−2k dyk
=
∑
m∈Z
m6=0
|ψ(k0)m,k (s0)|2
∫ ∞
0
|Ks0− 12 (2π|m|y)|
2ys−1 dy
=
∑
m∈Z
m6=0
|ψ(k0)m,k (s0)|2 ·
Γ(s+1−2σ02 )Γ(
s+2σ0−1
2 )Γ(
s+2it0
2 )Γ(
s−2it0
2 )
8πs|m|sΓ(s) = Lk(s)G(s),
where we used [10, 6.576 (4), p. 684] for the third equality. The remainder of the proposition
now follows from Corollary 10. 
We now record the following bound for Lk(s) with s in the vertical strip [
1
2 ,
3
2 ] + iR:
Lemma 12. Assume s0 ∈ 12 + iR. There then exist T0, a > 0, depending only on s0 and Γ,
such that ∫ T+1
T
|Lk(σ + it)|2 dt≪ eaT
for all σ ∈ [12 , 32 ] and T ≥ T0.
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Proof. From Proposition 11, Lk(s) =
Rk(|E|2,s)
G(s) , where
1
G(s) =
8πsΓ(s)
Γ( s
2
+it0)Γ(
s
2
−it0)Γ( s2 )2
. Note that
for s ∈ [12 , 32 ]+iR, s 7→ 1G(s) is holomorphic and (by Stirling’s formula) | 1G(s) | ≪s0,ǫ e(
π
2
+ǫ)| Im(s)|.
By Corollary 10,
Rk(|E|2, s) =
∫
FB
|Ek0(z, s0)|2Ek(z, s) dµ(z)
+
κ∑
j=1
(∫
Cj,B
(|Ek0(z, s0)|2Ek(z, s)− Ξ1j(yj)) dµ(z)− Ξ̂1j(B)
)
,
where
Ξ1j(y) =
(
(1 + δk0,j)y + δk0,j(ϕk0,j(s0)y
1−2it0 + ϕk0,j(s0)y
1+2it0)
)
(δk,jy
s + ϕk,j(s)y
1−s),
and Ξ̂1j(B) is the corresponding function as in (12) and the proof of Corollary 10. We now
recall [12, Theorem 12.9, p. 168] and its generalization [12, pp. 300-301]: for 12 ≤ σ ≤ 32 and
t≫ 1,
Ek(z, σ + it) = δk,jy
σ+it
j + ϕk,j(σ + it)y
1−σ−it
j +O
(√
ω(t)e3|t|−µyj
)
for yj ≫ 1,
where µ > 0, and ω is the spectral majorant function; this satisfies ω(t) ≥ 0 for all t, and∫ T
−T ω(t) dt≪ T 2 (cf. [12, p. 315]). Furthermore, each ϕk,j(σ + it) is uniformly bounded over
the set of σ and t being considered (again, see [12, pp. 300-301]). Using these facts together
with (1) and (13) gives∣∣∣∣∫FB |Ek0(z, s0)|2Ek(z, σ + it) dµ(z)
∣∣∣∣≪s0 √ω(t)e3|t|,
and ∣∣∣∣∣
∫
Cj,B
(|Ek0(z, s0)|2Ek(z, σ + it)− Ξ1j(yj)) dµ(z)
∣∣∣∣∣≪s0 √ω(t)e3|t|.
Note also that the uniform boundedness of the functions ϕk,j(s) and the definition of Ξ̂
1
j(B)
imply that |Ξ̂1j(B)| ≪s0 1 for all s with large enough imaginary part. Combining these bounds
gives |Rk(|E|2, σ + it)| ≪ 1 +
√
ω(t)e3|t|, hence∫ T+1
T
|Lk(σ + it)|2 dt =
∫ T+1
T
|G(σ + it)|−2|Rk(|E|2, σ + it)|2 dt≪ ea′T
∫ T+1
T
ω(t) dt≪ eaT
for some a > a′ > 0. 
3.2. Proof of Theorem 1 assuming Theorem 8. Note that Lk(s) = Lk(s), so by Propo-
sition 11: ∫ T
0
|Lk(12 + it)|2 dt =
∫ T
0
|Rk(|E|2, 12 − it)|2|G(12 − it)|−2 dt.
Stirling’s formula gives |G(12 − it)| ≍ e−π|t|/2(1+ |t|)−1, hence by Corollary 10 and Theorem 8:∫ T
0
|Lk(12 + it)|2 dt≪ T 2
∫ T
0
|Rk(|E|2, 12 − it)|2eπt dt
≤ T 2
∫ T
0
∣∣∣∣∣R.N.
(∫
Γ\H
Ek0(z, s0)Ek0(z, s0)Ek(z,
1
2 + it) dµ(z)
)∣∣∣∣∣
2
eπt dt≪s0,ǫ T 5+ǫ.

4. Representation theory and Eisenstein series
We now recall the connection between Eisenstein series and the representation theory of
G = SL(2,R). Our main references for this section are [4, Chapters 15-17] and [20, Section 2].
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4.1. Principal series representations. Let N , A, K denote the following subgroups of G:
N = {( 1 x0 1 ) : x ∈ R}
A = {( a 00 a−1 ) : a ∈ R>0 ∈ R}
K = SO(2).
We parametrize the subgroups N , A, and K as follows: let
(30)
nx := ( 1 x0 1 )∈ N, ay :=
(√
y 0
0
√
y−1
)
∈ A, kθ :=
(
cos θ − sin θ
sin θ cos θ
)∈ K, ∀x ∈ R, y ∈ R>0, θ ∈ R/2πZ.
The Iwasawa decomposition of G gives G = NAK, and to every g ∈ G, there exist unique x, y,
and θ as above such that g = nxaykθ. The Iwasawa decomposition is particularly convenient
when working with Mo¨bius transformations:
nxaykθ · i = x+ iy ∀x ∈ R, y ∈ R>0, θ ∈ R/2πZ,
and K = StabG(i) (this last fact gives rise to the identification H ∼= G/K).
We define functions y˜ : G→ R>0 and k˜ : G→ K through
y˜(nxaykθ) := y, k˜(nxaykθ) := kθ.
These functions are well-defined by the uniqueness of the Iwasawa decomposition. We note
that y˜(g) = Im(g · i), y˜(ayg) = y y˜(g), y˜(ng) = y˜(g), y˜(gk) = y˜(g), and k˜(gk) = k˜(g)k for all
g ∈ G, n ∈ N , k ∈ K, and y > 0.
For each j ∈ {1, . . . , κ}, we define kj := k˜(hj), Nj = k−1j Nkj, Aj = k−1j Akj , and note
that NjAj = h
−1
j NAhj , as well as ±NjAj = StabG(ηj). This gives rise to an Iwasawa
decomposition of G for each j ∈ {1, . . . , κ}: G = NjAjK. Let k˜j : G→ K be defined through
k˜j(nak) = k; ∀n ∈ Nj , a ∈ Aj , k ∈ K,
and y˜j : G→ R>0 by
y˜j(g) := y˜
(
kjg
)
.
Observe that
y˜j(nxaykθ) = y˜(hj)
−1 Im
(
hj · (x+ iy)
) ∀x+ iy ∈ H, θ ∈ R/2πZ, j ∈ {1, . . . , κ},
and (by writing g = k−1j nakj k˜j(g), where na ∈ NA),
k˜(hjg) = k˜
(
kj(k
−1
j nakj k˜j(g))
)
= kj k˜j(g) ∀g ∈ G, j ∈ {1, . . . , κ}.
Let V ⊂ L2(K) be the subspace of π-periodic functions in L2(K), i.e.
V = {v ∈ L2(K) : v(kθ+π) = v(kθ), ∀θ ∈ R/2πZ}.
We now define a family of linear representations of G on V , cf. [4, Chapter 15], [15, Chapter
7]:
Definition 4.1. For each s ∈ C, the principal series representation Ps = (πs, V ) is defined
through
(31) [πs(g)v](k) := y˜(kg)sv
(
k˜(kg)
) ∀g ∈ G, v ∈ V, k ∈ K.
Similarly, for each s ∈ C and j ∈ {1, . . . , κ}, let Psj = (πsj , V ) be defined by
(32) [πsj (g)v](k) := y˜j(kg)
s
v
(
k˜j(kg)
) ∀g ∈ G, v ∈ V, k ∈ K.
Remark 10. The definition of principal series representations given here differs slightly from
that given in [4, Chapter 15]. This is due to the fact we use the “compact picture” of the
principal series representations in order to keep the underlying vector space the same as we
let s vary, while [4] uses the “induced picture” (cf. [15, Chapter 7, pp. 167-169]). The map
e2υ 7→ “ϕPj ,2υ,2s−1” (e2υ as in (35) below) provides an isomorphism between each Psj and
“H(0, 2s − 1)”; ϕPj ,2υ,2s−1 and H(0, 2s − 1) being the notation used in [4, Chapter 15].
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We have Ps ∼= Psj (isomorphism of G-representations) for all s ∈ C and j ∈ {1, . . . , κ}.
That these representations are indeed isomorphic is seen by noticing that πsj (k
−1
j gkj) = π
s(g):
for fixed k ∈ K and g ∈ G, let kg = nxaykθ and v ∈ V . Then
[πsj (k
−1
j gkj)v](k) =y˜j(k
−1
j kgkj)
s
v
(
k˜j(kk
−1
j gkj)
)
= y˜(kg)sv
(
k˜j(k
−1
j nxaykjkθ)
)
= y˜(kg)sv(kθ) = y˜(kg)
s
v
(
k˜(kg)
)
= [πs(g)v](k),
the third equality holding due to the fact that k−1j nxaykj ∈ NjAj . The operators πsj(kj) may
thus be viewed as isomorphisms from Psj to Ps: let Kj = πsj(kj) (note that by (32), K acts
by rotation on V ; Kj is thus just a rotation by an element of K, and hence independent of
s ∈ C). Then
(33) πsj(g)Kjv = Kjπs(g)v ∀j ∈ {1, . . . , κ}, s ∈ C, v ∈ V.
Recall the following integration formula (cf. [4, Lemma 15.4], [15, (7.4), p. 170]):
(34)
∫
K
f(k) dk =
∫
K
f
(
k˜j(kg)
)
y˜j(kg) dk ∀g ∈ G, j ∈ {1, . . . , κ}, f ∈ C(K),
here dk denotes the Haar probability measure on K. From this, we see that if s ∈ 12 + iR,
then each Psj is a unitary representation with respect to the usual inner product on L2(K).
We let {e2υ}υ∈Z denote the standard orthonormal basis of V :
(35) e2υ(kθ) = e
2υiθ ∀υ ∈ Z, θ ∈ R/2πZ,
and V∞ := V ∩ C∞(K).
Proposition 13. For s ∈ C \ Z≤0, let Is : V∞ → V∞ be the linear operator defined by
Ise2υ = is,2υe2υ,
where
is,2υ =
(−1)υΓ(s)2
Γ(s+ υ)Γ(s − υ) .
Then
Isπsj(g)v = π1−sj (g)Isv and I1−sIsv = v ∀s ∈ C \ Z, v ∈ V∞, g ∈ G.
Moreover, if s ∈ 12 + iR, then Is is unitary.
Proof. See e.g. [5, Proposition 2.6.3]. 
4.2. Functions on Γ\G and Γ\H. We now abuse notation slightly, and identify Γ with its
inverse image under the map from G to PSL(2,R) = SL(2,R)/± I given by ( a bc d ) 7→ ± ( a bc d );
that is to say, we view Γ as a lattice in G that contains −I. Recall that H ∼= G/K; there
is thus an identification Γ\G/K ∼= Γ\H. Let ρ denote the linear G-action on C(Γ\G) given
by right-translation: for f ∈ C(Γ\G), h, g ∈ G, [ρ(g)f ](Γh) = f(Γhg). There is a standard
bijection between C(Γ\H) and ρ(K)-invariant elements in C(Γ\G) given by
f(x+ iy)↔ f(Γnxaykθ) ∀x ∈ R, y ∈ R>0, θ ∈ R/2πZ.
Recall that
(
ρ, L2(Γ\G)) is a unitary representation of G. We may decompose L2(Γ\G) as
the following (orthogonal) direct sum:
L2(Γ\G) =
⊕
υ∈Z
L2(Γ\G)2υ ,
where
L2(Γ\G)2υ = {f ∈ L2(Γ\G) : ρ(k)f = e2υ(k)f ∀k ∈ K}.
Using the correspondence between ρ(K)-invariant functions on Γ\G and functions on Γ\H (as
well as the decomposition dµG(nxaykθ) = dµ(x + iy) dkθ =
dx dy dθ
2πy2
of the Haar measure µG
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on G) we may identify L2(Γ\G)0 with L2(Γ\H). We will now recall a similar bijection for
L2(Γ\G)2υ (for any υ ∈ Z). Let L2(Γ\H,−2υ) denote the following set of functions:{
f : H→ C :
∫
F
|f |2 dµ <∞, f(γ · z) = f(z)( cz+d|cz+d|)−2υ ∀z ∈ H, γ =
(
a b
c d
) ∈ Γ} .
Note that if f1, f2 ∈ L2(Γ\H,−2υ), then f1f2 is a Γ-invariant function in L1(F). We thus
have that L2(Γ\H,−2υ) is a Hilbert space with respect to the inner product
〈f1, f2〉L2(Γ\H,−2υ) :=
∫
Γ\H
f1f2 dµ =
∫
F
f1f2 dµ.
Viewing an element f ∈ L2(Γ\G)2υ as a left Γ-invariant function on G, we have
f(nxay) = f(γnxay) =f
(
nRe(γ·(x+iy))aIm(γ·(x+iy))k˜(γnxay)
)
= f
(
nRe(γ·(x+iy))aIm(γ·(x+iy))
)
e2υ
(
k˜(γnxay)
)
,
i.e.
f
(
nRe(γ·(x+iy))aIm(γ·(x+iy))
)
= f(nxay)e−2υ
(
k˜(γnxay)
)
.
Note that if γ =
(
a b
c d
)
and z = x+ iy, then e2υ
(
k˜(γnxay)
)
= ( cz+d|cz+d|)
2υ . We thus define, for
f ∈ L2(Γ\G)2υ , f˜ ∈ L2(Γ\H;−2υ) by f˜(x+ iy) := f(nxay).
Lemma 14. For f1, f2 ∈ L2(Γ\G)2υ, let f˜1, f˜2 ∈ L2(Γ\H,−2υ) be defined as above. Then∫
Γ\G
ff2 dµΓ\G =
∫
Γ\H
f˜1f˜2 dµ,
µΓ\G being the canonical projection of µG to Γ\G.
This shows that f 7→ f˜ is in fact an isomorphism (of Hilbert spaces) between L2(Γ\G)2υ
and L2(Γ\H,−2υ).
4.3. Weighted Eisenstein series on Γ\H and the Eisenstein map. We now recall the
definition of weighted Eisenstein series Ej(z, s, 2υ); here υ ∈ Z, and 2υ is referred to as a
weight. For j ∈ {1, . . . , κ} and Re(s) > 1, we have (cf. [17, pp. 63-69])
(36) Ej(z, s, 2υ) =
∑
γ∈Γηj \Γ
Im(hjγ · z)se2υ
(
k˜(hjγnxay)
) ∀z = x+ iy ∈ H.
Note that Ej(z, s) = Ej(z, s, 0). As is the case for weight zero Eisenstein series, each
Ej(z, s, 2υ) has a meromorphic continuation (in s), and the following Fourier decomposition
at a cusp ηk (cf. [20, Lemma 2.6]; note that our Ej(z, s, 2υ) corresponds to “Ej(z, s,−2υ)” in
[20])
Ej(z, s, 2υ) =δj,ky
s
k + is,2υϕj,k(s)y
1−s
k(37)
+
∑
m∈Z
m6=0
(−1)υΓ(s)
2Γ(s − υ · sgn(m))
ψ
(j)
m,k(s)√|m| W−υ·sgn(m),s− 12 (4π|m|yk)e(mxk),
where Wµ,λ(r) is a Whittaker function (cf. [10, 9.22-2.23, pp. 1024-1028]), ψ
(j)
m,k(s) is as in
(1), and is,2υ is as in Proposition 13. We have the following bound on the Eisenstein series of
non-zero weight:
Lemma 15. Let υ ∈ Z \ {0}. Then for s ∈ C \ E with Re(s) > 14 and yk ≫ 1:
Ej(z, s, 2υ) = δj,ky
s
k + is,2υϕj,k(s)y
1−s
k +Os
(√
1 + log |υ| |υ|max{ 12 , 32−2Re(s)}y−min{Re(s),
1
3
}
k
)
,
where the implied constant is uniform on compact subsets of {s ∈ C : Re(s) > 14} \ E.
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The proof of Lemma 15 consists of combining (3) with estimates for Whittaker functions,
and is relegated to Appendix A (see Appendix A.2). We note also that for υ 6= 0, Ej(z, s, 2υ)
is holomorphic at s = 1, and satisfies the following bound:
Lemma 16. For υ ∈ Z \ {0}, Ej(z, s, 2υ) is holomorphic at s = 1, and for all small enough
ǫ > 0,
Ej(z, s, 2υ) = δj,ky
s
k + is,2υϕj,k(s)y
1−s
k +Oǫ
(|υ|1+2ǫy2ǫ−1k ) ∀yk ≫ 1
for all s ∈ C such that 0 < |s− 1| < ǫ, and
Ej(z, 1, 2υ) = δj,kyk − µ(Γ\H)
−1
|υ| +Oǫ
(|υ| 12+2ǫy2ǫ−1k ) ∀yk ≫ 1.
The proof of this is similar to that of Lemma 15, and is also left to Appendix A (see
Appendix A.3).
Turning to Γ\G, for v ∈ V∞, s ∈ C, Re(s) > 1, and j ∈ {1, . . . , κ}, let Esj(·,v) : Γ\G → C
be defined thus
(38) Esj(Γg,v) :=
∑
γ∈Γηj \Γ
[πsj (γg)v](e).
That Esj(Γg,v) is well-defined follows from the fact that if γ0 ∈ Γηj , then hjγ0h−1j =
(
1 x0
0 1
) ∈
N , hence for any γ ∈ Γ,
[πsj (γ0γg)v](e) =y˜j(γ0γg)
s
v
(
k˜j(γ0γg)
)
= y˜
(
kjh
−1
j
(
1 x0
0 1
)
hjγg
)s
v
(
k˜j(h
−1
j
(
1 x0
0 1
)
hjγg)
)
= y˜(hj)
−sy˜
(
hjγg
)s
v
(
k−1j k˜(hjγg)
)
= y˜
(
kjγg
)s
v
(
k˜j(γg)
)
= y˜j
(
γg
)s
v
(
k˜j(γg)
)
= [πsj (γg)v](e),
as well as that the sum is absolutely convergent: for z = x+ iy ∈ H and θ ∈ R/2πZ, letting
g = nxaykθ, we have∑
γ∈Γηj \Γ
∣∣[πsj (γg)v](e)∣∣ = ∑
γ∈Γηj \Γ
y˜j(γnxay)
Re(s)
∣∣∣v(k˜j(γnxay)kθ)∣∣∣
≤ ‖v‖L∞(K)y˜(hj)−Re(s)Ej(z,Re(s)).
Remark 11. The functions Esj(·,e2υ) are the same as the Eisenstein series “E(Pj , 2υ, 2s− 1)”
defined in [4, Chapters 10 and 11]. As in [4], it is fairly common to consider Esj(·,v) only for
v which are K-finite, i.e. v which are finite linear combinations of the e2υ. However, we will
require Esj(·,v) for more general v ∈ V∞.
From (38), we see that Esj may be viewed as a linear operator from V
∞ to C∞(Γ\G), which
we call an Eisenstein map. It is also apparent from (38) that this map intertwines the linear
G-actions ρ (on C(Γ\G)) and πsj (on V∞):
(39) ρ(g)Esj(Γh,v) = E
s
j(Γhg,v) = E
s
j(Γh, π
s
j (g)v) ∀g, h ∈ G, v ∈ V∞, Re(s) > 1.
This property will be key for what follows. Given v ∈ V∞, we have the following Fourier
decomposition of v:
v =
∑
υ∈Z
a2υe2υ
where a2υ = 〈v,e2υ〉L2(K) =
∫
K v(k)e2υ(k) dk. The bound |a2υ | ≪v,n (1 + |υ|)−n (∀n ∈ N)
allows us to expand v in the basis {e2υ} and exchange the sum over υ ∈ Z with the sum over
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γ ∈ Γηj\Γ in (38), i.e.
E
s
j(Γg,v) =
∑
γ∈Γηj \Γ
[πsj (γg)v](e) =
∑
γ∈Γηj \Γ
[
πsj (g)
(∑
υ∈Z
a2υe2υ
)]
(e)(40)
=
∑
γ∈Γηj \Γ
∑
υ∈Z
a2υ
[
πsj (g)e2υ
]
(e) =
∑
υ∈Z
a2υ
∑
γ∈Γηj \Γ
[
πsj (g)e2υ
]
(e)
=
∑
υ∈Z
a2υE
s
j(Γg,e2υ).
Turning our attention to the functions Esj(·,e2υ), using (32) (as well as the relations for y˜j
and k˜j) we obtain
E
s
j(Γnxaykθ,e2υ) =
∑
γ∈Γηj \Γ
[πsj (γnxaykθ)e2υ](e) =
∑
γ∈Γηj \Γ
y˜j(γnxaykθ)
s
e2υ
(
k˜j(γnxaykθ)
)(41)
=
∑
γ∈Γηj \Γ
y˜j
(
γnxay
)s
e2υ
(
k˜j(γnxay)
)
e2υ(kθ)
= e2υ(kθ)y˜(hj)
−s ∑
γ∈Γηj \Γ
Im
(
hjγ · (x+ iy)
)s
e2υ
(
k−1j k˜(hjγnxay)
)
=
1
y˜(hj)se2υ(kj)
Ej(x+ iy, s, 2υ)e2υ(kθ) ∀x+ iy ∈ H, θ ∈ R/2πZ.
The meromorphic continuation of Ej(z, s, 2υ) thus allows us to meromorphically continue
E
s
j(Γg, s,e2υ) to all of C. Note that E
s
j(Γgk, s,e2υ) = e2υ(k)E
s
j(Γg, s,e2υ) for all g ∈ G and
k ∈ K.
Proposition 17. For any fixed v ∈ V∞, j ∈ {1, . . . , κ}, and g ∈ G, Esj(Γg,v) has a mero-
morphic continuation to all of {z ∈ C : Re(z) > 14}, with the set of poles contained in E.
Furthermore, this extended function satisfies
(42) ρ(g)Esj(·,v) = Esj(·, πsj (g)v) ∀g ∈ G
and Esj(·,v) ∈ C∞(Γ\G) for all s 6∈ E.
Proof. Given v ∈ V∞, we write v =∑υ∈Z a2υeυ and
πsj (g)v =
∑
υ∈Z
asj,2υ(g)e2υ ∀ g ∈ G, s ∈ C.
(we have a2υ = a
s
j,2υ(e) for all j ∈ {1, . . . , κ} and s ∈ C). Note that
asj,2υ(g) = 〈πsj (g)v,e2υ〉L2(K) =
∫
K
y˜j(kg)
s
v
(
k˜j(kg)
)
e2υ(k) dk.
Since the maps (g, k) 7→ y˜j(kg) and (g, k) 7→ k˜j(kg) are smooth (from G×K to R>0 and K,
respectively), the map s 7→ asj,2υ(g) is holomorphic (for every g ∈ G). Moreover, combining
the smoothness of these maps with the fact that v ∈ V∞, for every pair of compact subsets
U1 ⊂ G, U2 ⊂ C and n ∈ N, there exists a constant C = C(U1, U2, n) such that
(43) |asj,2υ(g)| ≤
C
1 + |υ|n ∀g ∈ U1, s ∈ U2, υ ∈ Z.
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For Re(s) > 1 and g ∈ G we have, using (39), (40), and (41),
ρ(g)Esj(Γnxaykθ,v) = E
s
j(Γnxaykθ, π
s
j (g)v)
= y˜(hj)
−s∑
υ∈Z
asj,2υ(g)
e2υ(kj)
Ej(x+ iy, s, 2υ)e2υ(kθ).
Combining Lemma 15 with the bound (43) allows us to conclude that this sum converges
absolutely and uniformly for (g, s,Γnxaykθ) in compact subsets U1×U2×U3 ⊂ G× ({z ∈ C :
Re(z) > 14} \ E)× Γ\G. This suffices to meromorphically continue Esj(Γh,v). (Letting s0 ∈ E
have Re(s0) >
1
4 and m0 be the order of the pole for Ej(z, s, 0), we have that for all υ ∈ Z,
(s−s0)m0Ej(z, s, 2υ) is holomorphic at s0. Now using the maximum principle and Lemma 15,
we have that (s−s0)m0Esj(Γnxaykθ,v) = y˜(hj)−s
∑
υ∈Z
asj,2υ(g)
e2υ(kj)
(s−s0)m0Ej(x+iy, s, 2υ)e2υ(kθ)
remains bounded as s → s0; the points of E can indeed only be poles of Esj(Γg,v), and not
essential sigularities.) The relation (42) then also holds by meromorphic continuation. 
Let V∞0 = {v ∈ V∞ :
∫
K v dk = 0}. Using Lemma 16, we can also define E1(·,v) for
v ∈ V∞0 :
Proposition 18. Let v ∈ V∞0 and j ∈ {1, . . . , κ}. Then Esj(Γg,v) is holomorphic at s = 1,
and
(44) ρ(g)E1j (·,v) = E1j(·, π1j (g)v) +
1
y˜(hj)µ(Γ\H)
d
ds
∣∣∣∣
s=1
〈πsj (g)v,e0〉L2(K) ∀g ∈ G.
Remark 12. Note that by (34), if v ∈ V∞0 , then also π1j (g)v ∈ V∞0 for all g ∈ G.
Proof. As in the proof of Proposition 17, we have v =
∑
υ∈Z
υ 6=0
a2υe2υ, and
E
s
j(Γnxaykθ,v) = y˜(hj)
−s∑
υ∈Z
υ 6=0
a2υ
e2υ(kj)
Ej(x+ iy, s, 2υ)e2υ(kθ).
The bound |a2υ | ≪m,v (1 + |υ|)−m (for all m ∈ N), combined with the bounds of Lemma 16
shows (again, as in the proof of Proposition 17) that Esj(Γnxaykθ,v) is indeed holomorphic at
s = 1. Now letting asj,2υ(g) = 〈πsj (g)v,e2υ〉L2(K), we note that a1j,2υ(g) = 0 for all g ∈ G. For
s 6= 1 in a small neighbourhood of one as in Lemma 16, we have
ρ(g)Esj(Γnxaykθ,v) = E
s
j(Γnxaykθ, π
s
j (g)v) = y˜(hj)
−s∑
υ∈Z
asj,2υ(g)
e2υ(kj)
Ej(x+ iy, s, 2υ)e2υ(kθ),
hence by Lemma 4,
ρ(g)Esj(Γnxaykθ,v) =a
s
j,0(g)y˜(hj)
−s
(
µ(Γ\H)−1
s− 1 + E˜j(z, s)
)
+ y˜(hj)
−s∑
υ∈Z
υ 6=0
asj,2υ(g)
e2υ(kj)
Ej(x+ iy, s, 2υ)e2υ(kθ).
Letting s→ 1 concludes the proof. 
For each β ∈ R≥0 we define a Sobolev norm Sβ(·) on V∞ by
(45) Sβ(v) :=
(∑
υ∈Z
(1 + |υ|β)2|〈v,e2υ〉L2(K)|2
)1/2
.
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Lemma 19. Let z = x + iy ∈ H, θ ∈ R/2πZ, υ ∈ Z, and v ∈ V∞. Then for all j, k ∈
{1, . . . , κ}, s ∈ {z ∈ C : Re(z) ≥ 13} \ E, yk ≫ 1, and any ǫ > 0, we have
E
s
j(Γnxaykθ,v) =
1
y˜(hj)s
(
δj,kv(kθk
−1
j )y
s
k + ϕj,k(s)y
1−s
k [Isv](kθk−1j )
)
+Oǫ,s
(S 1
2
+max{ 1
2
, 3
2
−2Re(s)}+ǫ(v)y
− 1
3
k
)
,
where the implied constant is uniform over any compact subset of {z ∈ C : Re(z) > 13} \ E.
Proof. Letting v =
∑
υ∈Z a2υe2υ, we have
E
s
j(Γnxaykθ,v) =
∑
υ∈Z
a2υ
y˜(hj)se2υ(kj)
Ej(x+ iy, s, 2υ)e2υ(kθ).
Now defining υ∗ := (1 + |υ|max{ 12 , 32−2Re(s)})√1 + log(max{1, |υ|}) and applying Lemma 15
yields
E
s
j(Γnxaykθ,v) =
∑
υ∈Z
a2υ
y˜(hj)se2υ(kj)
(
δj,ky
s
k + is,2υϕj,k(s)y
1−s
k +Os
(
υ∗y
− 1
3
k
))
e2υ(kθ)
=
1
y˜j(hj)s
(
δj,ky
s
k
∑
υ∈Z
a2υe2υ(kθk
−1
j ) + ϕj,k(s)y
1−s
k
∑
υ∈Z
is,2υa2υe2υ(kθk
−1
j )
+
∑
υ∈Z
|a2υ|Os
(
υ∗y
− 1
3
k
))
=
1
y˜j(hj)s
(
δj,ky
s
kv(kθk
−1
j ) + ϕj,k(s)y
1−s
k [Isv](kθk−1j )
)
+Os
(
y
− 1
3
k
(∑
υ∈Z
|a2υ |υ∗
))
.
The Cauchy-Schwarz inequality then gives
(46)
∑
υ∈Z
|a2υ |υ∗ ≪s,ǫ S 1
2
+max{ 1
2
, 3
2
−2Re(s)}+ǫ(v).

4.4. The direct integral decomposition of
(
ρ, L2(Γ\G)). We now recall the direct integral
decomposition of the unitary representation
(
ρ, L2(Γ\G)) into irreducible unitary representa-
tions, and how this relates to Eisenstein series. Given a unitary representation (π,H) of G,
one can find a locally compact Hausdorff space Z equipped with a positive Radon measure λ
such that
(π,H) ∼=
(∫ ⊕
Z
πζ dλ(ζ),
∫ ⊕
Z
Hζ dλ(ζ)
)
,
where each (πζ ,Hζ) is an irreducible unitary representation of G (cf. [34, Corollary 14.9.5]).
For the particular case (π,H) = (ρ, L2(Γ\G)), we can say more (cf. [4], [18]), namely
(47)
(
ρ, L2(Γ\G)) ∼= ∞⊕
i=1
(πi,Hi)⊕
κ⊕
j=1
∫ ⊕
R≥0
P1/2+itj dt,
where all the direct sums are orthogonal and each (πi,Hi) may be realised as (πi,Hi) ∼=(
ρ, span{ρ(g)fi : g ∈ G}
)
for some fi ∈ L2(Γ\G) ∩ C∞(Γ\G). We may thus write Hi =
span{ρ(g)fi : g ∈ G}, and let
L2(Γ\G)disc =
∞⊕
i=1
Hi.
The subrepresentation
(
ρ, L2(Γ\G)disc
)
=
⊕∞
i=1(ρ,Hi) is called the discrete component of
the representation (ρ, L2(Γ\G)). Recall that one can further decompose (ρ, L2(Γ\G)disc) into
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the cuspidal and residual parts (we will not need these, however). Letting L2(Γ\G)cont =
L2(Γ\G)⊥
disc
, we have (
ρ, L2(Γ\G)cont
) ∼= κ⊕
j=1
∫ ⊕
R≥0
P1/2+itj dt,
and call
(
ρ, L2(Γ\G)cont
)
the continuous component of
(
ρ, L2(Γ\G)). Recall that each direct
integral of principal series
∫ ⊕
R≥0P
1/2+it
j dt is a unitary representation (π,H) of G, where the
underlying Hilbert space H is the vector space of functions v : R≥0 → V such that t 7→
〈v(t),e2υ〉L2(K) is measurable for every υ ∈ Z and
∫∞
0 ‖v(t)‖2 dt <∞, and the action π of G
on H is given by [π(g)v](t) = π1/2+itj (g)(v(t)) for a.e. t ∈ R≥0 and all g ∈ G. As is standard,
we write
∫∞
0 v(t) dt for the function v ∈ H
In the following theorem, we give an explicit isomorphism from (ρ, L2(Γ\G)) to the right-
hand side of (47):
Theorem 20. The mapping from C∞c (Γ\G) to
⊕∞
i=1(πi,Hi)⊕
⊕κ
j=1
∫ ⊕
R≥0P
1/2+it
j dt given by
f 7→
∞∑
i=1
Proji(f) +
κ∑
j=1
∫ ∞
0
vf,j(t) dt,
where Proji(f) is the orthogonal projection of f onto Hi ⊂ L2(Γ\G) and
(48) vf,j(t) =
y˜(hj)1/2−it√
2π
∑
υ∈Z
〈f,E1/2+itj (·,e2υ)〉L2(Γ\G)e2υ,
may be extended to an isomorphism of unitary representations between (ρ, L2(Γ\G)) and⊕∞
i=1(πi,Hi)⊕
⊕κ
j=1
∫ ⊕
R≥0P
1/2+it
j dt.
Remark 13. Note that E
1/2+it
j (·,e2υ) 6∈ L2(Γ\G); hence 〈f,E1/2+itj (·,e2υ)〉L2(Γ\G) is undefined.
However, since f ∈ C∞c (Γ\G) in the above theorem,
∫
Γ\G |f E
1/2+it
j (·,e2υ)| dµΓ\G <∞ for all
j, υ, and t. We thus define 〈f,E1/2+itj (·,e2υ)〉L2(Γ\G) in (48) to be
∫
Γ\G f E
1/2+it
j (·,e2υ) dµΓ\G.
Remark 14. The above result is certainly standard (cf. [4, Chapters 16-17]). However, we have
not been able to find a formulation of the theorem as stated here, so we give the following
fairly detailed proof:
Proof. We need to prove that the map f 7→ ∑∞i=1 Proji(f) +∑κj=1 ∫∞0 vf,j(t) dt is (the re-
striction to C∞c (Γ\G) of) an isomorphism of unitary representations, i.e that Proji
(
ρ(g)f
)
=
ρ(g) Proji(f) and vρ(g)f,j(t) = π
1/2+it
j (g)(vf,j(t)) for all g ∈ G, as well as
‖f‖2L2(Γ\G) =
∞∑
i=1
‖Proji(f)‖2 +
κ∑
j=1
∫ ∞
0
‖vf,j(t)‖2L2(K) dt.
Starting with the intertwining property: each Hi is a closed, ρ(G)-invariant subspace of
L2(Γ\G), hence Proji
(
ρ(g)f
)
= ρ(g) Proji(f) for all f ∈ L2(Γ\G). We now consider vf,j(t);
let cj,t =
y˜(hj)
1/2−it
√
2π
. Then
c−1j,t vρ(g)f,j(t) =
∑
υ∈Z
〈ρ(g)f,E1/2+itj (·,e2υ)〉L2(Γ\G)e2υ =
∑
υ∈Z
〈f, ρ(g−1)E1/2+itj (·,e2υ)〉L2(Γ\G)e2υ
=
∑
υ∈Z
〈f,E1/2+itj (·, π1/2+itj (g−1)e2υ)〉L2(Γ\G)e2υ
=
∑
υ∈Z
〈
f,
∑
σ∈Z
〈π1/2+itj (g−1)e2υ ,e2σ〉L2(K)E1/2+itj (·,e2σ)
〉
L2(Γ\G)
e2υ
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The sum
∑
σ∈Z〈πsj (g−1)e2υ,e2σ〉L2(K)E1/2+itj (·,e2σ) converges absolutely and uniformly on
compact subsets of Γ\G, allowing us to write
c−1j,t vρ(g)f,j(t) =
∑
υ∈Z
∑
σ∈Z
〈π1/2+itj (g)e2σ,e2υ〉L2(K)〈f,E1/2+itj (·,e2σ)〉L2(Γ\G)e2υ
=
∑
υ∈Z
〈
π
1/2+it
j (g)
(∑
σ∈Z
〈f,E1/2+itj (·,e2σ)〉L2(Γ\G)e2σ
)
,e2υ
〉
L2(K)
e2υ
=
∑
υ∈Z
〈π1/2+itj (g)c−1j,t vf,j(t),e2υ〉e2υ = c−1j,t πsj(g)vf,j(t).
It remains to confirm that the mapping is an isometry. Recall that we have L2(Γ\G) =⊕
υ∈Z L
2(Γ\G)2υ , and that this is an orthogonal direct sum. For each υ ∈ Z and ψ ∈ L2(Γ\G),
define
ψ2υ(Γg) :=
∫
K
ψ(Γgk)e2υ(k) dk.
The mapping ψ 7→ ψ2υ is the orthogonal projection of L2(Γ\G) onto L2(Γ\G)2υ ; we have
ψ2υ ∈ L2(Γ\G)2υ , and ‖ψ‖2L2(Γ\G) =
∑
υ∈Z ‖ψ2υ‖2L2(Γ\G). Note that since K is compact, for
f ∈ C∞c (Γ\G), we also have f2υ ∈ C∞c (Γ\G); this allows us to now restrict our attention to
f ∈ L2(Γ\G)2υ ∩ C∞c (Γ\G).
For each subrepresentation (ρ,Hi), either L2(Γ\G)2υ ∩ Hi = {0}, or L2(Γ\G)2υ ∩ Hi =
Cφi,2υ for some φi,2υ ∈ Hi with ‖φi,2υ‖L2(Γ\G) = 1. By abusing notation slightly, we also let
φi,2υ = 0 if L
2(Γ\G)2υ ∩ Hi = {0}. Then {φi,2υ}υ∈Z (minus the zeroes) is an orthonormal
basis of Hi, and ρ(k)φi,2υ = φi,2υe2υ(k) for all k ∈ K. Using the notation of Section 4.2, let
f˜ , φ˜i,2υ ∈ L2(Γ\H,−2υ) (i.e. f˜(x + iy) = f(nxay), and similarly for φ˜i,2υ). By [12, p. 317,
Proposition 5.3, p. 414, lines 12-16], we obtain
f˜(z) =
∞∑
i=1
〈f˜ , φ˜i,2υ〉L2(Γ\H,−2υ)φ˜i,2υ(z) +
κ∑
j=1
∫ ∞
0
gj(t)Ej(z,
1
2 + it, 2υ) dt,
where gj(t) =
1
2π
∫
F f˜(z)Ej(z,
1
2 + it, 2υ) dµ(z) [12, p. 243, Remark 2.4] (recall that Ej(z, s, 2υ)
equals “Ej(z, s,−2υ)” in [12, 20]; also note that f˜ has compact support in F). This decom-
position also gives rise to the following Plancherel theorem:
‖f˜‖2L2(Γ\H) =
∞∑
i=1
|〈f˜ , φ˜i,2υ〉L2(Γ\H,−2υ)|2 + 2π
κ∑
j=1
∫ ∞
0
|gj(t)|2 dt
(cf. [12, p. 373 (item 12) and p. 374 (item 15)]). Note that since f ∈ L2(Γ\G)2υ and Hi ∩
L2(Γ\G)2υ = Cφi,2υ, fi = 〈f, φi,2υ〉L2(Γ\G)φi,2υ. Furthermore,
vf,j(t) = cj,t〈f,E1/2+itj (·,e2υ)〉L2(Γ\G)e2υ =
√
1
2πgj(t)e2υ.
Using the fact that we have an isometry between L2(Γ\G)2υ and L2(Γ\H,−2υ) (see Lemma
14), we then obtain
‖f‖2L2(Γ\G) =
∞∑
i=1
|〈f, φi,2υ〉L2(Γ\G)|2 +
κ∑
j=1
y˜(hj)
2π
∫ ∞
0
|〈f,E1/2+itj (·,e2υ)〉L2(Γ\G)|2 dt
=
∞∑
i=1
‖fi‖2L2(Γ\G) +
κ∑
j=1
∫ ∞
0
‖vf,j(t)‖2 dt.
The maps f 7→ fi and f 7→
∫∞
0 vf,j(t) dt in the statement of the theorem are thus densely
defined and bounded with respect to ‖ · ‖L2(Γ\G); they therefore have a unique extension to all
of L2(Γ\G). 
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Corollary 21. The formulas for f 7→ fi and f 7→
∫∞
0 vf,j(t) dt given in Theorem 20 also hold
for f ∈ L2(Γ\G) such that f ∈ C∞(Γ\G) ∩ Lp(Γ\G) for some p > 2.
Proof. Let {χn}∞n=1 ⊂ C∞c (Γ\G) be a sequence of smooth approximations of indicator func-
tions that “fill out” all of Γ\G, i.e. χn+1(Γg) ≥ χn(Γg), 0 ≤ χn(Γg) ≤ 1, limn→∞ χn(Γg) = 1
for all g ∈ G, and limn→∞ ‖χn − 1‖L2(Γ\G) = 0. The key properties that we need are that
limn→∞ ‖fχn − f‖L2(Γ\G) = 0 and |f(Γg)χn(Γg)| ≤ |f(Γg)|. Since the projections Proji are
bounded operators on L2(Γ\G), we have fi = limn→∞Proji(fχn) = Proji(f). We have
lim
n→∞
∫ ∞
0
‖vfχn,j(t)− vf,j(t)‖2L2(K) dt = 0,
and now show that vf,j is in fact as in Theorem 20. Since vfχn,j → vf,j in L2(R≥0, V ), we may
assume (after possibly passing to a subsequence) that the sequence {χn}n has been chosen so
that
lim
n→∞ ‖vfχn,j(t)− vf,j(t)‖ = 0 for a.e. t ∈ R≥0.
Given υ ∈ Z, we have
〈vf,j(t),e2υ〉L2(K) = lim
n→∞〈vfχn,j(t),e2υ〉L2(K)
= lim
n→∞
y˜(hj)1/2−it√
2π
〈fχn,E1/2+itj (·,e2υ)〉L2(Γ\G)
=
y˜(hj)1/2−it√
2π
〈f,E1/2+itj (·,e2υ)〉L2(Γ\G),
the third equality holding due to our choice of the functions χn (i.e. they were chosen so as
to permit the use of dominated convergence at this stage). 
4.5. Tensor products of representations. We will now embed a copy of the representa-
tion (πsj , V
∞)⊗ (πrk, V∞) in
(
ρ, L2(Γ\G)) (here V∞ ⊗ V∞ denotes the usual abstract tensor
product of vector spaces). Our strategy will be somewhat similar to that of Definition 2.3 and
Proposition 7: we will multiply together Eisenstein maps of elements of V∞ and then subtract
other Eisenstein maps until we obtain a function in L2(Γ\G).
Definition 4.2. For j, k ∈ {1, . . . , κ}, r, s ∈ {z ∈ C : Re(z) > 14} \ E such that r + s, 1− r +
s, r + 1− s, 2− r − s ∈ {z ∈ C : Re(z) > 13} \ E, and u,v ∈ V∞, let Ψr,sj,k(u⊗ v) ∈ C∞(Γ\G)
be defined by
Ψr,sj,k(u⊗ v) :=Erj(·,Kju)Esk(·,Kkv)− δj,kEr+sj
(·,Kj(uv))
− ϕk,j(s)y˜(hj)1−sy˜(hk)−sEr+1−sj
(·,Kj(uIsv))
− ϕj,k(r)y˜(hj)−ry˜(hk)1−rE1−r+sk
(·,Kk(vIru))
−
κ∑
i=1
ϕj,i(r)ϕk,i(s)y˜(hi)
2−s−ry˜(hj)−sy˜(hk)−rE2−r−si (·,Ki
(
(Iru)(Isv)
))
.
Here we have used ab to denote the pointwise product of a, b ∈ V∞; thus ab ∈ V∞. By
Proposition 13, Isu, Irv ∈ V∞. Furthermore, Kj , Kk are just rotations, so Kja, Kka ∈ V∞
for all a ∈ V∞, showing that u⊗ v 7→ Ψr,sj,k(u⊗ v) is a well-defined map on V∞ ⊗ V∞. That
Ψr,sj,k(u ⊗ v) ∈ C∞(Γ\G) follows from Proposition 17. As before (cf. Proposition 7), we shall
see that Ψr,sj,k(u⊗v) can be extended to a holomorphic function for (r, s) ∈
(
1
2+iR
)×(12+iR).
We will start by considering Ψr,sj,k(e2σ ⊗ e2υ) (σ, υ ∈ Z), and then use Fourier decomposition
to pass to general functions u,v ∈ V∞.
Proposition 22. The map (r, s) 7→
[
Ψr,sj,k(e2σ ⊗ e2υ)
]
(Γg) is holomorphic on (12 + iR)× (12 +
iR) for all υ, σ ∈ Z, j, k ∈ {1, . . . , κ}, and g ∈ G.
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Proof. As in the proof of Proposition 7, we start by fixing T > 0 and finding 112 > δ(= δT ) > 0
such that E∩([12−2δ, 12+2δ]+i[−T−δ, T+δ]) = ∅, and {r+s, 1−r+s, r+1−s, 2−r−s}∩E ⊂ {1}
for all r, s ∈ [12 − δ, 12 + δ] + i[−T − δ, T + δ]. Letting UT = (12 − δ, 12 + δ) + i(−T, T ), from
Definition 4.2 we have that (r, s) 7→
[
Ψr,sj,k(e2σ ⊗ e2υ)
]
(Γg) is well-defined and holomorphic at
all (r, s) ∈ UT ×UT , except possibly the complex lines s = r and s = 1− r. Fixing r ∈ UT , we
consider the function s 7→
[
Ψr,sj,k(e2σ ⊗ e2υ)
]
(Γnxaykθ). For s ∈ UT \ {r, 1− r}, Definition 4.2
and (41) give[
Ψr,sj,k(e2υ ⊗ e2σ)
]
(Γnxaykθ) =
e2(υ+σ)(kθ)
y˜(hj)r y˜(hk)s
(
Ej(x+ iy, r, 2υ)Ek(x+ iy, s, 2σ)
− δj,kEj
(
x+ iy, r + s, 2(υ + σ)
)
− ϕk,j(s)is,2σEj
(
x+ iy, r + 1− s, 2(υ + σ))
− ϕj,k(r)ir,2υEk
(
x+ iy, 1− r + s, 2(υ + σ))
− ir,2υis,2σ
κ∑
i=1
ϕj,i(r)ϕk,i(s)Ei
(
x+ iy, 2− r − s, 2(υ + σ))).
By Lemmas 15 and 16, if σ 6= −υ, then all terms in this expression are holomorphic (in s)
for all s ∈ UT ; in particular, also at s = r or s = 1 − r. By symmetry, fixing s ∈ UT , r 7→[
Ψr,sj,k(e2σ ⊗ e2υ)
]
(Γnxaykθ) is also holomorphic, hence (r, s) 7→
[
Ψr,sj,k(e2σ ⊗ e2υ)
]
(Γnxaykθ)
is jointly holomorphic on UT × UT .
In the case σ = −υ, we have[
Ψr,sj,k(e2υ ⊗ e−2υ)
]
(Γnxaykθ) =
1
y˜(hj)ry˜(hk)s
(
Ej(x+ iy, r, 2υ)Ek(x+ iy, s,−2υ)
− δj,kEj(x+ iy, r + s)
− ϕk,j(s)is,−2υEj(x+ iy, r + 1− s)
− ϕj,k(r)ir,2υEk(x+ iy, 1 − r + s)
−
κ∑
i=1
ϕj,i(r)ϕk,i(s)ir,2υis,−2υEi(x+ iy, 2− r − s)
)
.
As in Proposition 7, there are now three cases to consider: i) s = 1−r, r 6= 12 , ii) s = r, r 6= 12 ,
iii) s = r = 12 , and for brevity we focus only on s = 1− r, r 6= 12 , the other cases being dealt
with analogously. We let s = 1− r + w, where w ∈ C is contained in a small neighbourhood
of zero. By Lemma 4, we have[
Ψr,1−r+wj,k (e2υ ⊗ e−2υ)
]
(Γnxaykθ)
=
1
y˜(hj)ry˜(hk)1−r+w
(
Ej(x+ iy, r, 2υ)Ek(x+ iy, 1− r + w,−2υ)
− δj,k
(
µ(Γ\H)−1
w
+ E˜j(z, 1 + w)
)
− ϕk,j(1− r + w)i1−r+w,−2υEj(x+ iy, 2r − w)
− ϕj,k(r)ir,2υEk(x+ iy, 2− 2r +w)
−
κ∑
i=1
ϕj,i(r)ϕk,i(1− r + w)ir,2υ i1−r+w,−2υ
(
µ(Γ\H)−1
−w + E˜i(z, 1− w)
))
.
Now, ir,2υi1−r+w,−2υ = 1 + Or,υ(|w|), and
∑κ
i=1 ϕj,i(r)ϕk,i(1 − r + w) = δj,k + Or(|w|),
showing that
∣∣∣[Ψr,1−r+wj,k (e2υ ⊗ e−2υ)] (Γnxaykθ)∣∣∣ remains bounded as w → 0. Since s 7→
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Ψr,sj,k(e2υ ⊗ e−2υ)
]
(Γnxaykθ) is (by construction) meromorphic in s, this shows that the map
is in fact holomorphic at s = 1− r. 
Proposition 23. Given T > 0, let 0 < δ < 112 be such that
(
[12 − 2δ, 12 + 2δ] + i[−T −
δ, T + δ]
) ∩ E = ∅ and {r + s, 1 − r + s, r + 1 − s, 2 − r − s} ∩ E ⊂ {1} for all r, s ∈
[12−2δ, 12+2δ]+i[−T−2δ, T+2δ]. Then for all r, s ∈ [12−δ, 12+δ]+i[−T, T ], j, k, l ∈ {1, . . . , κ},
υ, σ ∈ Z, x+ iy ∈ H such that yl ≫ 1, and θ ∈ R/2πZ,∣∣∣[Ψr,sj,k(e2υ ⊗ e2σ)] (Γnxaykθ)∣∣∣≪δ,T (1 + |υ| 12+5δ)(1 + |σ| 12+5δ)y 16+2δl .(49)
Proof. For r ∈ [12 − δ, 12 + δ] + i[−T, T ] and s ∈ [12 − 2δ, 12 + 2δ] + i[−T − δ, T + δ] such that|r − s| ≥ δ and |r + s− 1| ≥ δ, we have∣∣∣[Ψr,sj,k(e2υ ⊗ e2σ)] (Γnxaykθ)∣∣∣ = 1y˜(hj)Re(r)y˜(hk)Re(s)
∣∣∣∣∣
(
Ej(x+ iy, r, 2υ)Ek(x+ iy, s, 2σ)
− δj,kEj
(
x+ iy, r + s, 2(υ + σ)
)
− ϕk,j(s)is,2σEj
(
x+ iy, r + 1− s, 2(υ + σ))
− ϕj,k(r)ir,2υEk
(
x+ iy, 1− r + s, 2(υ + σ))
− ir,2υis,2σ
κ∑
i=1
ϕj,i(r)ϕk,i(s)Ei
(
x+ iy, 2− r − s, 2(υ + σ)))∣∣∣∣∣.
Now using either Lemma 15, or (1) and (13), we have (for all ǫ > 0)∣∣∣∣∣
(
Ej(x+ iy, r, 2υ)Ek(x+ iy, s, 2σ) − δj,kEj
(
x+ iy, r + s, 2(υ + σ)
)
− ϕk,j(s)is,2σEj
(
x+ iy, r + 1− s, 2(υ + σ))− ϕj,k(r)ir,2υEk(x+ iy, 1− r + s, 2(υ + σ))
− ir,2υis,2σ
κ∑
i=1
ϕj,i(r)ϕk,i(s)Ei
(
x+ iy, 2− r − s, 2(υ + σ)))∣∣∣∣∣
=
∣∣∣∣∣
(
δj,ly
r
l + ir,2υϕj,l(r)y
1−r
l +O
(
(1 + |υ| 12+2δ+ǫ)y−
1
3
l
))
×
(
δj,ly
s
l + is,2σϕj,l(s)y
1−s
l +O
(
(1 + |σ| 12+4δ+ǫ)y−
1
3
l
))
− δj,k
(
δj,ly
s+r
l + is+r,2(υ+σ)ϕj,l(s+ r)y
1−r−s
l +O
(
(1 + |υ + σ| 12+ǫ)y−
1
3
l
))
− ϕk,j(s)is,2σ
(
δj,ly
r+1−s
l + ir+1−s,2(υ+σ)ϕj,l(1 + r − s)ys−rl
+O
(
(1 + |υ + σ| 12+ǫ)y−
1
3
l
))
− ϕj,k(r)ir,2υ
(
δk,ly
1−r+s
l + i1−r+s,2(υ+σ)ϕk,l(1− r + s)yr−sl
+O
(
(1 + |υ + σ| 12+ǫ)y−
1
3
l
))
− ir,2υis,2σ
κ∑
i=1
ϕj,i(r)ϕk,i(s)
(
δi,ly
2−r−s
l + i2−r−s,2(υ+σ)ϕi,l(2− r − s)yr+s−1l
+O
(
(1 + |υ + σ| 12+ǫ)y−
1
3
l
))∣∣∣∣∣
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=
∣∣∣∣∣δj,kis+r,2(υ+σ)ir+1−s,2(σ+υ)is,2υys−rl + ϕk,j(s)ϕj,l(r + 1− s)ir+1−s,2(σ+υ)is,2υys−rl
+ ϕj,k(r)ϕk,l(1− r + s)i1−r+s,2(σ+υ)ir,2σyr−sl
+ ir,2σis,2υi2−r−s,2(σ+υ)yr+s−1l
κ∑
i=1
ϕj,i(r)ϕk,i(s)ϕi,l(2− r − s)
∣∣∣∣∣
+O
(
(1 + |σ| 12+4δ+ǫ)(yRe(r)−
1
3
l + |ir,2υ|y
2
3
−Re(r)
l )+(1 + |υ|
1
2
+2δ+ǫ)(y
Re(s)− 1
3
l + |is,2σ|y
2
3
−Re(s)
l )
+ (1 + |σ| 12+4δ+ǫ)(1 + |υ| 12+2δ+ǫ)y−
2
3
l
+ (1 + |σ + υ| 12+ǫ)(1 + |is,2σ|+ |ir,2υ|+ |ir,2υis,2σ|)y− 13k ).
Now using |iz,2υ| ≪z (1 + |υ|)1−2Re(z) (see e.g. [28, Lemma 2.10]), and that 12 − δ ≤ Re(r) ≤
1
2 + δ,
1
2 − 2δ ≤ Re(s) ≤ 12 + 2δ, we obtain (for all ǫ > 0; in particular for ǫ = δ)∣∣∣[Ψr,sj,k(e2υ ⊗ e2σ)] (Γnxaykθ)∣∣∣≪δ,ǫ,r,s (1 + |σ| 12+4δ+ǫ)(1 + |υ| 12+4δ+ǫ)y 16+2δl(50)
≪δ,r,s (1 + |σ|
1
2
+5δ)(1 + |υ| 12+5δ)y
1
6
+2δ
l .
Assuming now that r, s ∈ [12 − δ, 12 + δ] + i[−T, T ] and either |s − r| < δ or |1 − r − s| < δ,
since s 7→
[
Ψr,sj,k(e2υ ⊗ e2σ)
]
(Γnxaykθ) is holomorphic for all r, s ∈ [12 − δ, 12 + δ] + i[−T, T ], in
particular at s = r or 1− r (see the proof of Proposition 22), by the maximum principle,∣∣∣[Ψr,sj,k(e2υ ⊗ e2σ)] (Γnxaykθ)∣∣∣ ≤ maxζ∈C
|r−ζ|=δ or |1−r−ζ|=δ
∣∣∣[Ψr,ζj,k(e2υ ⊗ e2σ)] (Γnxaykθ)∣∣∣(51)
≪δ,r (1 + |σ|
1
2
+5δ)(1 + |υ| 12+5δ)y3δl ,
by (50). Together, (50) and (51) prove the proposition. 
Corollary 24. The map (r, s) 7→
[
Ψr,sj,k(u⊗ v)
]
(Γg) is holomorphic for all (r, s) ∈ (12 + iR)×
(12 + iR), all u,v ∈ V∞, and all g ∈ G.
Proof. For arbitrary T > 0, let δ = δT > 0 be as in Proposition 23. Writing u =
∑
υ∈Z a2υe2υ
and v =
∑
υ∈Z b2σe2σ, we then have E
r
j(·,Kju) =
∑
υ∈Z a2υE
r
j(·,Kje2υ), and a similar decom-
position of the other terms in Definition 4.2. Expanding all Eisenstein maps in such infinite
sums and collecting terms gives that for r, s ∈ (12 − δ, 12 + δ)+ iR with s 6= r, 1− r, Ψr,sj,k(u⊗v),
we have [
Ψr,sj,k(u⊗ v)
]
(Γg) =
∑
υ,σ∈Z
a2υb2σ
[
Ψr,sj,k(e2υ ⊗ e2σ)
]
(Γg),
with the sum converging absolutely and uniformly for r, s in [12 − δ, 12 + δ] + i[−T, T ]; this is
due to the bound (49) and |a2υ | ≪u,n (1+ |υ|)−n, |b2σ | ≪v,n (1+ |σ|)−n (for all n ∈ N). Since
each (r, s) 7→
[
Ψr,sj,k(e2υ ⊗ e2σ)
]
(Γg) is holomorphic on
(
[12 − δ, 12 + δ]+ i[−T, T ]
)× ([12 − δ, 12 +
δ] + i[−T, T ]), so is (r, s) 7→ [Ψr,sj,k(u⊗ v)] (Γg). 
Corollary 25. Ψr,sj,k(u⊗ v) ∈ L3(Γ\G) for all u,v ∈ V∞, r, s ∈ 12 + iR. Moreover,
‖Ψr,sj,k(u⊗ v)‖L2(Γ\G) ≪r,s,β Sβ(u)Sβ(v)
for all β > 1.
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Proof. Choosing T > max{| Im(r)|, | Im(s)|} and 0 < δ < 112 as in Proposition 23 shows that
|Ψr,sj,k(e2υ ⊗ e2σ)|p = O(yηl ) for some η < 1 as yl → ∞. Since the measure dµΓ\G is given by
dxldyldθ
y2l
in the cusp ηl, this shows that
‖Ψr,sj,k(e2υ ⊗ e2σ)‖L2(Γ\G) ≪ (1 + |σ|
1
2
+5δ)(1 + |υ| 12+5δ),
hence writing u =
∑
υ∈Z a2υe2υ and u =
∑
υ∈Z b2σe2σ ,
‖Ψr,sj,k(u⊗ v)‖Lp(Γ\G) ≤
∑
υ,σ∈Z
|a2υ||b2σ |‖Ψr,sj,k(e2υ ⊗ e2σ)‖Lp(Γ\G)
≪
∑
υ,σ∈Z
|a2υ ||b2σ|(1 + |σ|
1
2
+5δ)(1 + |υ| 12+5δ) <∞.
To prove the second part of the claim, given β > 1, choose δ > 0 as in Proposition 23 so that
α := β − 12 − 5δ > 12 . Then
‖Ψr,sj,k(u⊗ v)‖L2(Γ\G) ≪
∑
υ,σ∈Z
|a2υ ||b2σ|(1 + |σ|
1
2
+5δ)(1 + |υ| 12+5δ)
≪
(∑
υ∈Z
|a2υ |(1 + |υ|β)(1 + |υ|)−α
)(∑
σ∈Z
|b2σ|(1 + |σ|β)(1 + |σ|)−α
)
≪ Sβ(u)Sβ(v).

Remark 15. In fact, Ψr,sj,k(u ⊗ v) ∈ Lp(Γ\G) for all u,v ∈ V∞, r, s ∈ 12 + iR and all p < ∞.
Higher order Sobolev norms are required to prove this, however.
Lemma 26. For all r, s ∈ 12 + iR,
ρ(g)Ψr,sj,k(u⊗ v) = Ψr,sj,k(πr(g)u⊗ πs(g)v) ∀g ∈ G, u,v ∈ V∞.
Consequently, Ψr,sj,k(u⊗ v) ∈ C∞(Γ\G) for all u,v ∈ V∞.
Proof. The key components of the proof are (33), Proposition 13, and (42), as well as the
identity πc+di (g)(ab) =
(
πci (g)a
)(
πdi (g)b
)
for all i ∈ {1, . . . , κ}, a, b ∈ V∞, c, d ∈ C, and
g ∈ G. Combining these facts, we obtain, for s 6= r, 1− r:
ρ(g)Ψr,sj,k(u⊗ v) :=
(
ρ(g)Erj(·,Kju)
)(
ρ(g)Esk(·,Kkv)
)− δj,kρ(g)Er+sj (·, (Kju)(Kkv))
− ϕk,j(s)y˜(hj)1−sy˜(hk)−sρ(g)Er+1−sj
(·, (Kju)(IsKjv))
− ϕj,k(r)y˜(hj)−ry˜(hk)1−rρ(g)E1−r+sk
(·, (IrKku)(Kkv))
−
κ∑
i=1
ϕj,i(r)ϕk,i(s)y˜(hi)
2−s−ry˜(hj)−sy˜(hk)−rρ(g)E2−r−si (·, (IrKiu)(IsKiv)
)
=Erj(·, πrj (g)Kju)Esk(·, πsk(g)Kkv)− δj,kEr+sj (·, πr+sj (g)
(
(Kju)(Kkv)
)
)
− ϕk,j(s)y˜(hj)1−sy˜(hk)−sEr+1−sj (·, πr+1−sj (g)
(
(Kju)(IsKjv)
)
)
− ϕj,k(r)y˜(hj)−ry˜(hk)1−rE1−r+sk (·, π1−r+sj (g)
(
(IrKku)(Kkv)
)
)
−
κ∑
i=1
ϕj,i(r)ϕk,i(s)y˜(hi)
2−s−ry˜(hj)−sy˜(hk)−rE2−r−si (·, π2−r−si (g)
(
(IrKiu)(IsKiv)
)
)
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=Erj(·, πrj (g)Kju)Esk(·, πsk(g)Kkv)− δj,kEr+sj
(·, (πrj (g)Kju)(πsk(g)Kkv))
− ϕk,j(s)y˜(hj)1−sy˜(hk)−sEr+1−sj
(·, (πrj (g)Kju)(π1−sj (g)IsKjv))
− ϕj,k(r)y˜(hj)−r y˜(hk)1−rE1−r+sk
(·, (π1−rk (g)IrKku)(πsk(g)Kkv))
−
κ∑
i=1
ϕj,i(r)ϕk,i(s)y˜(hi)
2−s−ry˜(hj)−sy˜(hk)−rE2−r−si
(·, (π1−ri (g)IrKiu)(π1−si (g)IsKiv))
=Erj(·,Kjπr(g)u)Esk(·,Kkπs(g)v)− δj,kEr+sj
(·, (Kjπr(g)u)(Kkπs(g)v))
− ϕk,j(s)y˜(hj)1−sy˜(hk)−sEr+1−sj
(·, (Kjπr(g)u)(IsKjπs(g)v))
− ϕj,k(r)y˜(hj)−ry˜(hk)1−rE1−r+sk
(·, (IrKkπr(g)u)(Kkπs(g)v))
−
κ∑
i=1
ϕj,i(r)ϕk,i(s)y˜(hi)
2−s−ry˜(hj)−sy˜(hk)−rE2−r−si
(·, (IrKiπr(g)u)(IsKiπs(g)v))
= Ψr,sj,k(π
r(g)u⊗ πs(g)v).
Analytic continuation then shows that this also holds for s = r or s = 1− r. 
5. Analytic continuation of representations
5.1. Analytic continuation of principal series representations. We shall recall one of
the central ideas of [3], in which analytic continuation is used to “extend” the action of G on
K-finite vectors in Ps to a larger domain U , G ⊂ U ⊂ SL(2,C). By analytic continuation,
certain relations that hold for g ∈ G continue to hold for g ∈ U . However, the operators πs(g)
cease to be unitary for g ∈ U ; in particular, the precise asymptotic behaviour of ‖πs(g)e0‖ as
g approaches the boundary of U is key to the proof of Theorem 8.
We note also that the previous occurrences of analytic continuation in this article have been
of C-valued meromorphic functions. In this section, however, we consider Hilbert space-valued
analytic functions and their analytic continuations, cf. e.g. [27, Chapter 3.5]
The following result summarises the key results of [3] that we will need:
Proposition 27. (cf. [3, Proposition 2.2], as well as Appendix B). Let U ⊂ SL(2,C) be given
by U = SL(2,R)I SO(2,C), where I = {( a 00 a−1 ) : a ∈ C, | arg(a)| < π4 }. Then
i) For each s ∈ C, the map from G to V given by g 7→ πs(g)e0 may be analytically continued
to all of U , and πs(g)e0 ∈ V∞ for all g ∈ U .
ii) For 0 < ǫ < 15 , let gǫ =
(
e(π/4−ǫ)i
e−(π/4−ǫ)i
)
∈ U . Then for all t ∈ R, we have the bound
‖π1/2+it(gǫ)e0‖2L2(K) ≥ ce(π−12ǫ)|t|,
where the constant c > 0 is independent of t and ǫ.
Remark 16. We parametrize the principal series representations by s ∈ C, while in [3], the
representations are parametrized by λ = 1− 2s.
5.2. Analytic continuation of
(
ρ, L2(Γ\G)). We will now use the map Ψr,sj,k : V∞ ⊗ V∞ →
L2(Γ\G) to carry the analytic continuation of the representations Pr, Ps into L2(Γ\G). We
start by making the following definition:
Definition 5.1. For j, k ∈ {1, . . . , κ}, r, s ∈ 12 + iR, and g ∈ U , let Ψg ∈ L2(Γ\G) be defined
by
Ψg := Ψ
r,s
j,k(π
r(g)e0 ⊗ πs(g)e0).
Note that since πr(g)e0, π
s(g)e0 ∈ V∞ (by Proposition 27 i)) Ψg is well-defined by Corollary
24 and lies in L2(Γ\G) by Corollary 25. Moreover, by Lemma 26, Ψg = ρ(g)Ψe for all g ∈ G
and Ψg ∈ C∞(Γ\G) for all g ∈ U . This allows us to view the map g 7→ Ψg as an “extension”
to U of the action of ρ(G) on Ψe. The following lemma shows that this extension is in fact
analytic:
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Lemma 28. The map g 7→ Ψg is an L2(Γ\G)-valued analytic function on U .
Proof. See Appendix B.2. 
We have the following decomposition of Ψg in accordance with (47):
(52) Ψg 7→
∞∑
i=1
Proji(Ψg) +
κ∑
m=1
∫ ∞
0
vΨg,m(t) dt.
Lemma 29. The maps g 7→ Proji(Ψg) ∈ Hi, g 7→ vΨg,m(t) ∈ V are analytic on U for all i,
m, and almost every t.
Proof. See Appendix B.3. 
5.3. Proof of Theorem 8. Recall that in the statement of the theorem, we have fixed j, k, l ∈
{1, . . . , κ}, s, r ∈ 12 + iR, and consider T > 1. We start by considering Ψe = Ψr,sj,k(e0⊗ e0). By
Corollary 25 and Lemma 26, Ψe ∈ L2(Γ\G)0 ∩ C∞(Γ\G) ∩ Lp(Γ\G) for all p > 1. We may
therefore apply Corollary 21 to Ψe, and obtain
vΨe,m(t) =
y˜(hm)1/2−it√
2π
∑
υ∈Z
〈Ψr,sj,k(e0 ⊗ e0),E1/2+itm (·,e2υ)〉L2(Γ\G)e2υ
= y˜(hm)
1/2−it
√
2π
〈Ψr,sj,k(e0 ⊗ e0),E1/2+itm (·,e0)〉L2(Γ\G)e0.
Since Ψg = ρ(g)Ψe for all g ∈ G, and vρ(g)f,m(t) = π1/2+itm (g)vf,m(t) for all f ∈ L2(Γ\G), we
have
(53) vΨg,m(t) =
y˜(hm)1/2−it√
2π
〈Ψr,sj,k(e0 ⊗ e0),E1/2+itm (·,e0)〉L2(Γ\G)π1/2+itm (g)e0 ∀g ∈ G.
By Proposition 27 and Lemma 29, both sides of this relation are analytic functions of g, and
by analytic continuation (53) holds for all g ∈ U . Entering this into (52), we obtain
Ψg =
∞∑
i=1
Proji(Ψg) +
κ∑
m=1
∫ ∞
0
y˜(hm)1/2−it√
2π
〈Ψr,sj,k(e0 ⊗ e0),E1/2+itm (·,e0)〉L2(Γ\G)π1/2+itm (g)e0 dt
for all g ∈ U , and hence
‖Ψg‖2L2(Γ\G) ≥ y˜(hl)2π
∫ ∞
0
|〈Ψr,sj,k(e0 ⊗ e0),E1/2+itl (·,e0)〉L2(Γ\G)|2‖π1/2+itl (g)e0‖2L2(K) dt.
Restricting our attention to the case g = gǫ, we let ǫ =
1
T <
1
5 , by Proposition 27 ii) we have
‖ΨgT−1‖2L2(Γ\G) ≥
y˜(hl)
2π
∫ T
0
|〈Ψr,sj,k(e0 ⊗ e0),E1/2+itl (·,e0)〉L2(Γ\G)|2ce(π−12/T )t dt
≫
∫ T
0
|〈Ψr,sj,k(e0 ⊗ e0),E1/2+itl (·,e0)〉L2(Γ\G)|2eπt dt.
Observe that both Ψr,sj,k(e0⊗e0) and E1/2+itl (·,e0) are ρ(K)-invariant; we may thus view them
as functions on Γ\H. In fact, we have (see Definition 2.3, 5.1, and (41))[
Ψr,sj,k(e0 ⊗ e0)
]
(Γnxay) =
1
y˜(hj)ry˜(hk)s
Φr,sj,k(x+ iy)
E
1/2+it
l (Γnxay,e0) =
1
y˜(hl)1/2+it
El(x+ iy,
1
2 + it) ∀x+ iy ∈ H,
and so by Lemma 14 and Proposition 7,
〈Ψr,sj,k(e0 ⊗ e0),E1/2+itl (·,e0)〉L2(Γ\G) = y˜(hj)−ry˜(hk)−sy˜(hl)it−1/2〈Φr,sj,k, El(·, 12 + it)〉L2(Γ\H)
= y˜(hj)
−ry˜(hk)−sy˜(hl)it−1/2 R.N.
(∫
Γ\H
Ej(z, r)Ek(z, s)El(z,
1
2 + it) dµ(z)
)
.
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This gives∫ T
0
∣∣∣∣∣R.N.
(∫
Γ\H
Ej(z, r)Ek(z, s)El(z,
1
2 + it) dµ(z)
)∣∣∣∣∣
2
eπt dt≪ ‖ΨgT−1‖2L2(Γ\G)
By Corollary 25 and Lemma 36, for any η > 0,
‖Ψg 1
T
‖L2(Γ\G) ≪ S1+η(πr(gT−1)e0)S1+η(πs(gT−1)e0)≪ T 2+2η.

Appendix A. Bounds for Ej(z, s, 2υ)
A.1. Whittaker Functions. We start by recalling the following integral representations of
the Whittaker functions Wk,µ(r) (cf. [19, p. 313, p. 431]):
Proposition 30. Let k, r > 0.
i) For s ∈ C with Re(s) > 0,
W−k,s− 1
2
(r) =
rse−
r
2
Γ(s+ k)
∫ ∞
0
e−ru
(
u
u+ 1
)k
us−1(u+ 1)s−1 du.
ii) For s ∈ C with Re(s) > 12 ,
Wk,s− 1
2
(r) = 4s−1π−1(−1)kΓ(s+ k)r1−s
∫ ∞
−∞
(
1
1 + u2
)s(u− i
u+ i
)k
e−i
r
2
u du.
We will now bound the integrals appearing in these formulas. It turns out that it is easier
to obtain a satisfactory bound on the integral appearing in case i) compared with that in case
ii). We therefore start with the easier of the two cases:
Lemma 31. For k, r > 0 and s ∈ C with Re(s) = σ > 0,∣∣∣∣∣
∫ ∞
0
e−ru
(
u
u+ 1
)k
us−1(u+ 1)s−1 du
∣∣∣∣∣ ≤ F (r, σ),
where
F (r, σ) =
{
r−σΓ
(
σ
)
if σ ≤ 1
r−σ2σ−1
(
Γ(σ) + r1−σΓ(2σ − 1)) if σ > 1.
Proof. ∣∣∣∣∣
∫ ∞
0
e−ru
(
u
u+ 1
)k
us−1(u+ 1)s−1 du
∣∣∣∣∣ ≤
∫ ∞
0
e−ru
(
u
u+ 1
)k
uσ−1(u+ 1)σ−1 du
≤
∫ ∞
0
e−ruuσ−1(u+ 1)σ−1 du.
For σ ≤ 1, we have
≤
∫ ∞
0
e−ruuσ−1 du = r−σΓ(σ).
Otherwise (when σ > 1),
≤ 2σ−1
∫ ∞
0
e−ru
(
uσ−1 + u2σ−2
)
du = 2σ−1
(
r−σΓ(σ) + r1−2σΓ(2σ − 1)) .

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Turning now to case ii) in Proposition 30, we define, for r, s and k as in the aforementioned
proposition, the following function:
Ik(r, s) :=
∫ ∞
−∞
(
1
1 + u2
)s(u− i
u+ i
)k
e−i
r
2
u du = (−1)k
∫ ∞
−∞
(u2 + 1)−se−i(
r
2
u−2k arctan u) du.
Note that we can use repeated integration by parts to analytically continue Ik(r, s) in s to all
of C. Indeed, for r > 0, k ∈ Z>0, and s ∈ C with Re(s) > 0, we have
Ik(r, s) =
4(−1)k
r
∫ ∞
−∞
(k + isu)(u2 + 1)−(s+1)e−i(
r
2
u−2k arctan u) du
(54)
=
8(−1)k
r2
∫ ∞
−∞
(− (2s + 1)su2 + 2ik(2s + 1)u+ (2k2 + s))(u2 + 1)−(s+2)e−i( r2u−2k arctan u) du.
The triangle inequality then gives the following:
Lemma 32. For r > 0, k ≥ 1, and s ∈ C with Re(s) ≥ 14 , |Ik(r, s)| ≪ |s|+kr and |Ik(r, s)| ≪
|s|2+k2
r2
. The implied constants are absolute.
We will now use the stationary phase method to obtain more precise bounds for Ik(r, s):
Lemma 33. For r > 0, k ≥ 1, and s ∈ C with Re(s) ≥ 14 :
(1) If r ≥ 8k, then |Ik(r, s)| ≪ |s|
2+1
r2
.
(2) If 1
(
√
3−√2)4k ≤ r ≤ k, then |Ik(r, s)| ≪
1+|s|2
Re(s) k
1/4−Re(s)rRe(s)−3/4 + |s|
2+1
r2 .
The implied constants are absolute.
Proof. We start by assuming that Re(s) > 12 , and let p(u) = u
2+1 and q(u) = r2u−2k arctan u.
Starting with case (1), we have q′(u) = r2 (1 − 4k/r1+u2 ). By assumption r ≥ 8k ≥ 8, hence
q′(u) ≥ q′(0) ≥ r4 > 0 for all u ∈ R. We now use integration by parts:
Ik(r, s) =(−1)k
∫ ∞
−∞
p(u)−s
−iq′(u)(−iq
′(u)e−iq(u)) du
= (−1)k
([
p(u)−s
−iq′(u)e
−iq(u)
]∞
u=−∞
−
∫ ∞
−∞
d
du
{
p(u)−s
−iq′(u)
}
e−iq(u) du
)
= −i(−1)k
∫ ∞
−∞
d
du
{
p(u)−s
q′(u)
}
e−iq(u) du
= −i(−1)k
∫ ∞
−∞
(−s)p(u)−(s+1)p′(u)q′(u)− p(u)−sq′′(u)
(q′(u))2
e−iq(u) du
= −i(−1)k
∫ ∞
−∞
(−s)p(u)−(s+1)p′(u)q′(u)− p(u)−sq′′(u)
(q′(u))2
1
−iq′(u) (−iq
′(u)e−iq(u)) du
= (−1)k
[
(−s)p(u)−(s+1)p′(u)q′(u)− p(u)−sq′′(u)
(q′(u))3
e−iq(u)
]∞
u=−∞
− (−1)k
∫ ∞
−∞
d
du
{
(−s)p(u)−(s+1)p′(u)q′(u)− p(u)−sq′′(u)
(q′(u))3
}
e−iq(u) du
= (−1)k
∫ ∞
−∞
d
du
{
sp(u)−(s+1)p′(u)q′(u) + p(u)−sq′′(u)
(q′(u))3
}
e−iq(u) du
= (−1)k
∫ ∞
−∞
1
q′(u)2p(u)s
Q(u)e−iq(u) du,
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where (suppressing the dependencies on u)
Q = s
p′′
p
+
q′′′
q′
−
(
q′′
q′
)2
− s
(
p′
p
)2
−
(
s
p′
p
+ 2
q′′
q′
)(
s
p′
p
+
q′′
q′
)
.
Recalling that p(u) = 1 + u2, we have∣∣∣∣p′(u)p(u)
∣∣∣∣ ≤ 2√1 + u2 ,
∣∣∣∣p′′(u)p(u)
∣∣∣∣ = 21 + u2 .
Recall also that q′(u) = r2 − 2k1+u2 . By assumption, r ≥ 8k, hence r4k − 1 ≥ 1, and thus∣∣∣∣q′′(u)q′(u)
∣∣∣∣ =
∣∣∣∣∣
4ku
(1+u2)2
r
2 − 2k1+u2
∣∣∣∣∣ =
∣∣∣∣∣
2u
1+u2
( r4k − 1) + r4ku2
∣∣∣∣∣≪ (1 + u2)− 32 ,∣∣∣∣q′′′(u)q′(u)
∣∣∣∣ =
∣∣∣∣∣∣
4k(1−3u2)
(1+u2)3
r
2 − 2k1+u2
∣∣∣∣∣∣ =
∣∣∣∣∣∣
2(1−3u2)
(1+u2)2
( r4k − 1) + r4ku2
∣∣∣∣∣∣≪ (1 + u2)−2,
hence |Q(u)| ≪ |s|2+11+u2 . Using this bound, see that
Ik(r, s) = (−1)k
∫ ∞
−∞
1
q′(u)2p(u)s
Q(u)e−iq(u) du
for all s ∈ C with Re(s) > −12 . In particular, for all s with Re(s) > 0,
|Ik(r, s)| ≤
∫ ∞
−∞
1
|q′(u)|2 |Q(u)| du≪
|s|2 + 1
r2
.
Turning to case (2), we once again start by assuming that Re(s) > 12 , and locate the zeroes
of q′(u):
q′(u) = 0⇔ u2 = 4k
r
− 1.
We thus let u0 =
√
4k
r − 1, and note that |q′′(±u0)| = 4ku0(1+u20)2 =
r2
√
4k
r
−1
4k . Using the assump-
tion r ≤ k, we have
1
2
1√|q′′(±u0)| =
√
k
r(4kr − 1)1/4
≤
√
k
r(kr )
1/4
=
k1/4
r3/4
.
Letting ǫ = k
1/4
r3/4
, observe that 1
(
√
3−√2)4k ≤ r ≤ k implies that u0 − ǫ ≥
√
3k
r − ǫ ≥
√
2k
r > 1.
We now split the integral defining Ik(r, s) into several parts:
(−1)kIk(r, s) =
(∫ −u0−ǫ
−∞
+
∫ −u0+ǫ
−u0−ǫ
+
∫ u0−ǫ
−u0+ǫ
+
∫ u0+ǫ
u0−ǫ
+
∫ ∞
u0+ǫ
)
p(u)−se−iq(u) du.
Note that s 7→ ∫I p(u)−se−iq(u) du, where I is any of the three finite-length intervals in the
above partition of R, is a holomorphic function that is well-defined for all s ∈ C. We will
use integration by parts (similarly to as in case (1)) to extend the formulas for the maps
s 7→ ∫I p(u)−se−iq(u) du, where J = (−∞,−u0−ǫ] or [u0+ǫ,∞), to {s ∈ C : Re(s) > 0}. Note
that p(−u) = p(u) and q(−u) = −q(u); these relations will show that the bounds we obtain
on the integrals
∫ u0+ǫ
u0−ǫ p(u)
−se−iq(u) du and (the extension of)
∫∞
u0+ǫ
p(u)−se−iq(u) du will also
hold for
∫ ǫ−u0
−u0−ǫ p(u)
−se−iq(u) du and (the extension of)
∫ −u0−ǫ
−∞ p(u)
−se−iq(u) du, respectively.
We thus need only consider the integrals over the intervals [ǫ−u0, u0− ǫ], [u0− ǫ, u0+ ǫ], and
[u0 + ǫ,∞).
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Starting with the integral
∫ u0+ǫ
u0−ǫ p(u)
−se−iq(u) du, we note that u 7→ |p(u)−s| = p(u)−Re(s)
is non-increasing on R≥0, hence∣∣∣∣∫ u0+ǫ
u0−ǫ
p(u)−se−iq(u) du
∣∣∣∣ ≤ 2ǫ · p(u0 − ǫ)−Re(s) ≤ 2ǫ · p(√2kr )−Re(s)(55)
= 2k1/4r−3/4
(
1 + 2kr
)−Re(s) ≪ 2−Re(s)k1/4−Re(s)rRe(s)−3/4.
We now consider
∫∞
u0+ǫ
p(u)−se−iq(u) du. Integration by parts gives
∫ ∞
u0+ǫ
p(u)−se−iq(u0+ǫ) du =
p(u0 + ǫ)
−s
iq′(u0 + ǫ)
e−iq(u) + i
∫ ∞
u0+ǫ
p(u)−s
q′(u)
(
2su
1 + u2
+
q′′(u)
q′(u)
)
e−iq(u)du.
(56)
Note that the expression in the right-hand side is well-defined and holomorphic for all s ∈ C
with Re(s) > 0. Observe now that u0 > 1, and q
′′(u) = 4ku
(1+u2)2
> 0 is non-increasing on R≥1;
for u ≥ u0 we therefore have
|q′(u)| =
∣∣∣∣∫ u
u0
q′′(t) dt
∣∣∣∣ ≥ (u− u0)q′′(u).(57)
Since u0 + ǫ ≤ 2u0, for u ≥ u0 + ǫ, we have∣∣∣∣ 1q′(u)
∣∣∣∣ ≤ ∣∣∣∣ 1q′(u0 + ǫ)
∣∣∣∣ ≤ 1ǫq′′(2u0) = 1k1/4
r3/4
8k
√
4k
r
−1
(1+4( 4k
r
−1))2
(58)
= k−5/4r3/4
(16kr − 3)2
8
√
4k
r − 1
≪ k
3/4r−5/4√
3k
r
≪ k1/4r−3/4.
Note also that |p(u)|−Re(s) is non-increasing on R≥0, hence
(59)
∣∣∣∣p(u0 + ǫ)−sq′(u0 + ǫ)
∣∣∣∣≪ k1/4r−3/4p(u0)−Re(s) = 4−Re(s)k1/4−Re(s)rRe(s)−3/4.
We also use the bound 1|q′(u)| ≪ k1/4r−3/4 when bounding the integral in (56). Firstly,∣∣∣∣∫ ∞
u0+ǫ
p(u)−s
q′(u)
2su
1 + u2
e−iq(u) du
∣∣∣∣ ≤ |s||q′(u0 + ǫ)|
∫ ∞
u0+ǫ
p(u)−(1+Re(s))2u du(60)
=
|s|
|q′(u0 + ǫ)|
p(u0 + ǫ)
−Re(s)
Re(s)
≪ |s|k
1/4−Re(s)rRe(s)−3/4
4Re(s)Re(s)
.
To bound the second term in the integral in (56), we observe that for u ≥
√
2 · 4kr − 1,
q′′(u)
q′(u)
=
2u
1 + u2
2k
1+u2
r
2 − 2k1+u2
=
2u
1 + u2
1
r
4k (1 + u
2)− 1 ≤
2u
1 + u2
,
hence∣∣∣∣∫ ∞
u0+ǫ
p(u)−s
q′′(u)
q′(u)2
e−iq(u) du
∣∣∣∣ ≤ ∫
√
2· 4k
r
u0+ǫ
p(u)−Re(s)
q′′(u)
q′(u)2
du+
∫ ∞√
2· 4k
r
p(u)−Re(s)
q′′(u)
q′(u)2
du
≤ p(u0 + ǫ)−Re(s)
[ −1
q′(u)
]u=√2· 4k
r
u=u0+ǫ
+
∫ ∞
u0+ǫ
p(u)−Re(s)
q′(u)
2u
1 + u2
du
≤ p(u0 + ǫ)
−Re(s)
q′(u0 + ǫ)
+
1
q′(u0 + ǫ)
∫ ∞
u0+ǫ
p(u)−(Re(s)+1)2u du.
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Thus, by (59) and (60),
(61)
∣∣∣∣∫ ∞
u0+ǫ
p(u)−s
q′′(u)
q′(u)2
e−iq(u) du
∣∣∣∣≪ 4−Re(s)k1/4−Re(s)rRe(s)−3/4.
Now combining (59), (60), and (61) permits us to bound the right-hand side of (56) by∣∣∣∣p(u0 + ǫ)−siq′(u0 + ǫ) e−iq(u0+ǫ)+ i
∫ ∞
u0+ǫ
p(u)−s
q′(u)
(
2su
1 + u2
+
q′′(u)
q′(u)
)
e−iq(u)du
∣∣∣∣(62)
≪ |s|k
1/4−Re(s)rRe(s)−3/4
4Re(s)Re(s)
.
It remains to bound the integral
∫ u0−ǫ
ǫ−u0 p(u)
−se−iq(u) du. Integration by parts yields
(63)∫ u0−ǫ
ǫ−u0
p(u)−se−iq(u) du =
[
p(u)−se−iq(u)
−iq′(u)
]u=u0−ǫ
u=ǫ−u0
+i
∫ u0−ǫ
ǫ−u0
p(u)−s
q′(u)
(
2su
1 + u2
+
q′′(u)
q′(u)
)
e−iq(u)du.
Arguing as in (57) and (58), 1|q′(±(u0−ǫ))| ≪ k1/4r−3/4. Furthermore, u0 − ǫ ≥
√
2k
r , hence
|p(±(u0 − ǫ))−s| ≤ p
(√
2k
r
)−Re(s) ≤ 2−Re(s)k−Re(s)rRe(s). We thus obtain
(64)
∣∣∣∣∣
[
p(u)−se−iq(u)
−iq′(u)
]u=u0−ǫ
u=ǫ−u0
∣∣∣∣∣≪ 2−Re(s)k1/4−Re(s)rRe(s)−3/4.
Noting now that if |u| ≤
√
2k
r − 1 then 1|q′(u)| ≤ 2r , we first split the integral obtained from
integrating by parts as follows:∫ u0−ǫ
ǫ−u0
p(u)−s
q′(u)
(
2su
1 + u2
+
q′′(u)
q′(u)
)
e−iq(u) du
=
∫ −√ 2kr −1
ǫ−u0
+
∫ √ 2k
r
−1
−
√
2k
r
−1
+
∫ u0−ǫ√
2k
r
−1
 p(u)−s
q′(u)
(
2su
1 + u2
+
q′′(u)
q′(u)
)
e−iq(u) du,
and use integration by parts once more on the integral over
[
−
√
2k
r − 1,
√
2k
r − 1
]
:
∫ √ 2k
r
−1
−
√
2k
r
−1
p(u)−s
q′(u)
(
2su
1 + u2
+
q′′(u)
q′(u)
)
e−iq(u) du
=
[
p(u)−s
−iq′(u)2
(
2su
1 + u2
+
q′′(u)
q′(u)
)
e−iq(u)
]u=√ 2k
r
−1
u=−
√
2k
r
−1
− i
∫ √ 2k
r
−1
−
√
2k
r
−1
d
du
{
p(u)−s
q′(u)2
(
2su
1 + u2
+
q′′(u)
q′(u)
)}
e−iq(u) du.
As in case (1),
∫ √ 2k
r
−1
−
√
2k
r
−1
d
du
{
p(u)−s
q′(u)2
(
2su
1 + u2
+
q′′(u)
q′(u)
)}
e−iq(u) du =
∫ √ 2k
r
−1
−
√
2k
r
−1
p(u)−s
q′(u)2
Q(u)e−iq(u) du,
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whereQ = sp
′′
p +
q′′′
q′ −
(
q′′
q′
)2
−s
(
p′
p
)2
−
(
sp
′
p + 2
q′′
q′
)(
sp
′
p +
q′′
q′
)
. As previously,
∣∣∣ p′(u)p(u) ∣∣∣ ≤ 2√1+u2
and
∣∣∣ p′′(u)p(u) ∣∣∣ = 21+u2 . Moreover, |u| ≤√2kr − 1 implies that
∣∣∣∣q′′(u)q′(u)
∣∣∣∣ =
∣∣∣∣∣
4ku
(1+u2)2
r
2 − 2k1+u2
∣∣∣∣∣ =
4k|u|
(1+u2)2
2k
1+u2
− r2
=
2|u|
1+u2
1− r4k (1 + u2)
≪ 1√
1 + u2
,
∣∣∣∣q′′′(u)q′(u)
∣∣∣∣ =
∣∣∣∣∣∣
4k(1−3u2)
(1+u2)3
r
2 − 2k1+u2
∣∣∣∣∣∣ =
2|1−3u2|
(1+u2)2
1− r4k (1 + u2)
≪ 1
1 + u2
,
hence
∣∣∣∣p(u)−sq′(u)2 Q(u)e−iq(u)
∣∣∣∣ ≤ 4r2 (1 + u2)−Re(s)
(
2|s|(1 + u2)−1 + 12(1 + u2)−1 + 16(1 + u2)−1
+4|s|(1 + u2)−1 + 8|s|2(1 + u2)−1 + 128(1 + u2)−1
)
≪ |s|
2 + 1
r2
· 1
1 + u2
,
giving
(65)
∣∣∣∣∣∣
∫ √ 2k
r
−1
−
√
2k
r
−1
d
du
{
p(u)−s
q′(u)2
(
2su
1 + u2
+
q′′(u)
q′(u)
)}
e−iq(u) du
∣∣∣∣∣∣≪ |s|
2 + 1
r2
.
Combining (65) with
∣∣∣∣∣∣
[
p(u)−s
−iq′(u)2
(
2su
1 + u2
+
q′′(u)
q′(u)
)
e−iq(u)
]u=√ 2k
r
−1
u=
√
− 2k
r
−1
∣∣∣∣∣∣
≤
2p(
√
2k
r − 1)−Re(s)
q′(
√
2k
r − 1)2
 2|s|
√
2k
r − 1
1 + (
√
2k
r − 1)2
+
|q′′(
√
2k
r − 1)|
|q′(
√
2k
r − 1)|

≪ 2−Re(s)|s|k−(Re(s)+1/2)rRe(s)−3/2 ≤ 2−Re(s)|s|r−2
yields
∣∣∣∣∣∣
∫ √ 2k
r
−1
−
√
2k
r
−1
p(u)−s
q′(u)
(
2su
1 + u2
+
q′′(u)
q′(u)
)
e−iq(u) du
∣∣∣∣∣∣≪ |s|
2 + |s|2−Re(s) + 1
r2
.(66)
The two integrals that remain are
∫
A
p(u)−s
q′(u)
(
2su
1+u2 +
q′′(u)
q′(u)
)
e−iq(u) du, where A is either of the
two intervals
[
ǫ− u0,−
√
2k
r − 1
]
or
[√
2k
r − 1, u0 − ǫ
]
. These integrals may be bounded in a
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symmetric way; for brevity, we consider only A =
[√
2k
r − 1, u0 − ǫ
]
:∣∣∣∣∣
∫ u0−ǫ√
2k
r
−1
p(u)−s
q′(u)
(
2su
1 + u2
+
q′′(u)
q′(u)
)
e−iq(u) du
∣∣∣∣∣
≤
∫ u0−ǫ√
2k
r
−1
( |s|
|q′(u0 − ǫ)|p(u)
−(Re(s)+1)2u+ p
(√
2k
r − 1
)−Re(s) q′′(u)
q′(u)2
)
du
=
[
|s|
|q′(u0 − ǫ)|
−p(u)−Re(s)
Re(s)
+ p
(√
2k
r − 1
)−Re(s) −1
q′(u)
]u=u0−ǫ
u=
√
2k
r
−1
≤
(
1 +
|s|
Re(s)
) p(√2kr − 1)−Re(s)
|q′(u0 − ǫ)| ≤
(
1 +
|s|
Re(s)
)
(2kr )
−Re(s)
ǫq′′(u0)
=
(
1 +
|s|
Re(s)
)
2−Re(s)k−Re(s)rRe(s)
k1/4
r3/4
4k
√
4k
r
−1
( 4k
r
)2
≤
(
1 +
|s|
Re(s)
)
4√
3
2−Re(s)k1/4−Re(s)rRe(s)−3/4.
Entering this bound, together with (64) and (66), into (63) gives∣∣∣∣∫ u0−ǫ
ǫ−u0
p(u)−se−iq(u) du
∣∣∣∣≪ |s|2−Re(s)Re(s) k1/4−Re(s)rRe(s)−3/4 + |s|2 + 1r2 .
This, combined with (55) and (62), completes the proof. 
When k < r < 8k, further subdivisons are required to obtain adequate bounds on Ik(r, s):
Lemma 34. For r > 0, k ≥ 52, and s ∈ C with Re(s) ≥ 14 :
(1) If 4k(1 + k−2/3) ≤ r ≤ 8k, then |Ik(r, s)| ≪ 1+|s|r−4k .
(2) If 4k ≤ r ≤ 4k(1 + k−2/3), then |Ik(r, s)| ≪ 1+|s|k1/3 .
(3) If 4k
1+k−2/3
≤ r ≤ 4k, then |Ik(r, s)| ≪ 1+|s|k1/3 .
(4) If k ≤ r ≤ 4k
1+k−2/3
, then |Ik(r, s)| ≪ 1+|s|(
k
√
4k
r
−1
)1/2 .
The implied constants are absolute.
Proof. Starting with (1) and (2), we write r = 4k(1 + η), where η ∈ [0, 1]. As in the proof of
Lemma 33, we first assume that Re(s) > 12 , hence
Ik(r, s) = (−1)k
∫ ∞
−∞
p(u)−se−iq(u) du,
where p(u) = 1 + u2 and q(u) = r2u− 2k arctan u. We now split this integral into three parts;
let A > 0. Then
(−1)kIk(r, s) =
(∫ −A
−∞
+
∫ A
−A
+
∫ ∞
A
)
p(u)−se−iq(u) du.
Using integration by parts yields∫ ∞
A
p(u)e−iq(u) du =
−ip(A)−se−iq(A)
q′(A)
− i
∫ ∞
A
e−iq(u)
q′(u)
(−sp′(u)
p(u)s+1
− 1
p(u)s
· q
′′(u)
q′(u)
)
du
and∫ −A
−∞
p(u)e−iq(u) du =
ip(−A)−se−iq(−A)
q′(−A) − i
∫ −A
−∞
e−iq(u)
q′(u)
(−sp′(u)
p(u)s+1
− 1
p(u)s
· q
′′(u)
q′(u)
)
du.
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Observe that for s with Re(s) ≥ 14 ,
∣∣∣ p′(u)p(u)s+1 ∣∣∣ ≤ 2(1+u2)3/4 . Also,
(67)
∣∣∣∣q′′(u)q′(u)
∣∣∣∣ =
∣∣∣∣∣
4ku
(1+u2)2
r
2 − 2k1+u2
∣∣∣∣∣ =
∣∣∣∣∣
2u
1+u2
η + (1 + η)u2
∣∣∣∣∣ ,
hence the integrals from ±A to ±∞ are absolutely convergent. This allows us to express
Ik(r, s) as
(−1)kIk(r, s) =
∫ A
−A
p(u)−se−iq(u) du+
ip(−A)−se−iq(−A)
q′(−A) −
ip(A)−se−iq(A)
q′(A)
(68)
+ is
(∫ −A
−∞
+
∫ ∞
A
)
p′(u)e−iq(u)
q′(u)p(u)s+1
du+ i
(∫ −A
−∞
+
∫ ∞
A
)
e−iq(u)
p(u)s
· q
′′(u)
q′(u)2
du
for all s with Re(s) ≥ 14 . We now bound the various terms occurring in this expression: firstly,∣∣∣∣∫ A−A p(u)−se−iq(u) du
∣∣∣∣ ≤ 2A
and ∣∣∣∣∣p(±A)−se−iq(±A)q′(±A)
∣∣∣∣∣ ≤ 1q′(A) = 1r
2 − 2k1+A2
=
1
2k
· 1
1 + η − 11+A2
≤ 1
k
· 1
A2 +A2η + η
.
We then bound the integrals from ±A to ±∞ (for the sake of simplicity, we only show the cal-
culations for the integrals from A to∞; the same bounds hold for the integrals over (−∞,−A]):∣∣∣∣∣
∫ ∞
A
p′(u)e−iq(u)
q′(u)p(u)s+1
du
∣∣∣∣∣ ≤ 1q′(A)
∫ ∞
A
2
(1 + u2)3/4
du≪ 1
q′(A)
≤ 1
k
· 1
A2 +A2η + η
and by (67) (and assuming that A ≤ 1),∣∣∣∣∣
∫ ∞
A
e−iq(u)
p(u)s
· q
′′(u)
q′(u)2
du
∣∣∣∣∣ ≤
∫ 1
A
q′′(u)
q′(u)2
du+
∫ ∞
1
1
q′(u)
· 1
(1 + u2)1/4
· 2u
1 + u2
du
≤
[ −1
q′(u)
]u=1
u=A
+
2
q′(A)
∫ ∞
1
1
(1 + u2)3/4
du
≪ 1
q′(A)
≤ 1
k
· 1
A2 +A2η + η
.
Combining these bounds gives
|Ik(r, s)| ≪ (1 + |s|)
(
A+
1
k
· 1
A2 +A2η + η
)
.
This bound is optimized by choosing A = 1kη if η ≥ k−2/3 and A = k−1/3 if 0 ≤ η ≤ k−2/3,
proving (1) and (2).
Turning to (3) and (4), we now write r = 4k1+η , where η ∈ [0, 3]. Note that q′(±
√
η) = 0,
q′(u) is increasing on [√η,∞), decreasing on (−∞,−√η], and q′(±2) ≥ k10 . Using these facts
in (68) with A = 2 gives
|Ik(r, s)| =
∣∣∣∣ ∫ 2−2 p(u)−se−iq(u) du+ ip(−2)
−s
q′(−2) −
ip(2)−s
q′(2)
+ is
(∫ −2
−∞
+
∫ ∞
2
)
e−iq(u)p′(u)
q′(u)p(u)s+1
du+ i
(∫ −2
−∞
+
∫ ∞
2
)
e−iq(u)
p(u)s
· q
′′(u)
q′(u)2
du
∣∣∣∣
≪
∣∣∣∣ ∫ 2−2 p(u)−se−iq(u) du
∣∣∣∣+ 1 + |s|k .
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Considering first case (3), note that since k ≥ 52, √η + k−1/3 ≤ 2. Now,∫ 2
−2
p(u)−se−iq(u) du =
(∫ −(√η+k−1/3
−2
+
∫ √η+k−1/3
−(√η+k−1/3)
+
∫ 2
√
η+k−1/3
)
p(u)−se−iq(u) du,
and ∣∣∣∣∣
∫ √η+k−1/3
−(√η+k−1/3)
p(u)−se−iq(u) du
∣∣∣∣∣ ≤ 2(√η + k−1/3) ≤ 4k−1/3.
Using integration by parts as before yields∣∣∣∣∣
∫ 2
√
η+k−1/3
p(u)−se−iq(u) du
∣∣∣∣∣≪ 1 + |s|q′(√η + k−1/3) = 1 + |s|r
2 − 2k1+(√η+k−1/3)2
≪ 1
k
· 1 + |s|
k−2/3 + 2
√
ηk−1/3
≤ 1 + |s|
k1/3
,
hence |Ik(r, s)| ≪ 1+|s|k1/3 .
Finally, for case (4), we let B ≤ k−1/3, and have∫ 2
0
p(u)−se−iq(u) du =
(∫ √η−B
0
+
∫ √η+B
√
η−B
+
∫ 2
√
η+B
)
p(u)−se−iq(u) du,
(the integral from −2 to 0 is again computed in a completely analogous way). As in previous
cases, we obtain the bound
|Ik(r, s)| ≪ (1 + |s|)
(
B +
1
|q′(√η −B)| +
1
q′(√η +B)
)
.
Observing that since B ≤ k−1/3 ≤ √η, we have
1
|q′(√η ±B)| =
1
2k
· 1| 11+η − 11+(√η±B)2 |
≪ 1
k
· 1|B2 ± 2√ηB| ≤
1
kB
√
η
.
Then choosing B = (k
√
η)−1/2 completes the proof. 
A.2. Proof of Lemma 15. The Fourier decomposition of Ej(z, s, 2υ) at a cusp ηk reads
Ej(z, s, 2υ) =δj,ky
s
k + is,2υϕj,k(s)y
1−s
k
+
∑
m∈Z
m6=0
(−1)υΓ(s)
2Γ(s− υ · sgn(m))
ψ
(j)
m,k(s)√|m| W−υ·sgn(m),s− 12 (4π|m|yk)e(mxk).
(see (37)). We thus need to bound
∑
m∈Z
m6=0
(−1)υΓ(s)
2Γ(s− υ · sgn(m))
ψ
(j)
m,k(s)√|m| W−υ·sgn(m),s− 12 (4π|m|yk)e(mxk).
From now on we assume that υ > 0 (the proof in the case υ < 0 is completely similar) and
split the preceding sum into two parts:
−1∑
m=−∞
(−1)υΓ(s)
2Γ(s + υ)
ψ
(j)
m,k(s)√|m| Wυ,s− 12 (4π|m|yk)e(mxk)
+
∞∑
m=1
(−1)υΓ(s)
2Γ(s − υ)
ψ
(j)
m,k(s)√
m
W−υ,s− 1
2
(4πmyk)e(mxk).
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We now use Proposition 30 i) to rewrite the second sum as follows:
∞∑
m=1
(−1)υΓ(s)
2Γ(s − υ)
ψ
(j)
m,k(s)√
m
e(mxk)
(4πmyk)
se−2π|m|yk
Γ(s+ υ)
×
∫ ∞
0
e−4π|m|yku
(
u
u+ 1
)υ
us−1(u+ 1)s−1 du,
hence ∣∣∣∣∣∣
∞∑
m=1
(−1)υΓ(s)
2Γ(s − υ)
ψ
(j)
m,k(s)√
m
W−υ,s− 1
2
(4πmyk)e(mxk)
∣∣∣∣∣∣
≤ (4πyk)
Re(s)|is,2υ|
|Γ(s)|
∞∑
m=1
|ψ(j)m,k(s)|mRe(s)−1/2e−2πmykF (4πmyk, s),
where F (4πmyk, s) is as in Lemma 31. For Re(s) ≥ 14 , and yk ≫ 1, Lemma 31 gives
F (4πmyk, s)≪s (4πmyk)−Re(s), with the implied constant depending continuously on s. (For
the remainder of the proof, when writing ≪s, we mean that the implied constant is uniformly
bounded for s in compact subsets of {z ∈ C : Re(z) > 14} \ E .)
Using (3) and the reflection identity for the column-vector Eisenstein series and the scat-
tering matrix (
Ej(z, s)
)
j=1,...,κ
=
(
ϕi,l(s)
)
1≤i,l,≤κ
(
Ej(z, 1 − s)
)
j=1,...,κ
(valid for s, 1− s 6∈ E), together with (3) yields
(69) |ψ(j)m,k(s)| ≪s (1 + log |m|)|m|s
∗
,
∑
m∈Z
0<|m|≤M
|ψ(j)m,l(s0)|2 ≪Γ,s (1 + logM)M2s
∗
,
where s∗ = max{Re(s), 1− Re(s)}. Combining the bounds above gives∣∣∣∣∣∣
∞∑
m=1
(−1)υΓ(s)
2Γ(s− υ)
ψ
(j)
m,k(s)√|m| W−υ,s− 12 (4π|m|yk)e(mxk)
∣∣∣∣∣∣
≪s |is,2υ|
∞∑
m=1
(1 + logm)ms
∗−1/2e−2πmyk
≤ |is,2υ|e−2πyk
∞∑
m=0
(m+ 1)s
∗
e−2πmyk .
Recall that we have assumed yk ≫ 1, i.e. yk ≥ δ > 0. We thus have
∞∑
m=0
(m+ 1)s
∗
e−2πmyk ≤
∞∑
m=0
(m+ 1)s
∗
e−2πmδ ≪s 1.
We have now bounded the sum over m > 0 by ≪s |is,2υ|e−2πyk . To complete this case, we
must bound is,2υ as in the statement of the lemma. The reflection formula for Γ(z) gives
|is,2υ| =
∣∣∣∣Γ(s)2 sin(πs)π
∣∣∣∣ ∣∣∣∣Γ(υ + 1− s)Γ(υ + s)
∣∣∣∣
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For υ such that υ > Re(s) + 1, using Stirling’s approximation, we obtain
∣∣∣∣Γ(υ + 1− s)Γ(υ + s)
∣∣∣∣ = ∣∣∣∣(υ − s)Γ(υ − s)Γ(υ + s)
∣∣∣∣
=
∣∣∣∣∣(υ − s)(υ − s)υ−s−1/2eυ+s(υ + s)υ+s−1/2eυ−s
(
1 +O(|υ − s|−1)
1 +O(|υ + s|−1)
)∣∣∣∣∣
≪s
∣∣∣∣∣(υ − s)1/2+υ−s(υ + s)υ+s−1/2
∣∣∣∣∣ = υ1−2Re(s)
∣∣∣∣∣(1− sυ )1/2+υ−s(1 + sυ )υ+s−1/2
∣∣∣∣∣≪s υ1/2,
since Re(s) > 14 . This bound was proved for υ > Re(s) + 1, and since there are only finitely
many υ ∈ Z>0 with υ ≤ Re(s) + 1 (for given s), the bound in fact holds for all υ ∈ Z>0. In
conclusion:
(70)
∣∣∣∣∣∣
∞∑
m=1
(−1)υΓ(s)
2Γ(s− υ)
ψ
(j)
m,k(s)√|m| W−υ,s− 12 (4π|m|yk)e(mxk)
∣∣∣∣∣∣≪s √υe−2πyk .
Turning now to
∑−1
m=−∞
(−1)υΓ(s)
2Γ(s+υ)
ψ
(j)
m,k(s)√
|m| Wυ,s− 12 (4π|m|yk)e(mxk), by Proposition 30 ii) and
(54), we have
Wυ,s− 1
2
(4π|m|yk) = 4s−1π−1(−1)υΓ(s+ υ)(4π|m|yk)1−sIυ(4π|m|yk, s).
The sum we are considering may therefore be rewritten as
Γ(s)
2πs
y1−sk
∞∑
m=1
m1/2−sψ(j)−m,k(s)Iυ(4πmyk, s)e(−mxk).
Let υ0 ∈ Z>0 be such that υ0 ≥ max{ 1(√3−√2)44πδ , 52}, hence Lemma 34 and 4πmyk ≥
1
(
√
3−√2)4υ apply for all υ ≥ υ0, z ∈ FB ∪ Ck,B, and m ∈ Z≥1. For υ < υ0 and Re(s) >
1
4 , (69)
and Lemma 32 give
∣∣∣∣∣Γ(s)2πs y1−sk
∞∑
m=1
m1/2−sψ(j)−m,k(s)Iυ(4πmyk, s)e(−mxk)
∣∣∣∣∣(71)
≪s y1−Re(s)k
∞∑
m=1
m
1
2
−Re(s)(1 + logm)ms
∗ υ2
(4πmyk)2
≪s υ20 y−(1+Re(s))k ≪ y−(1+Re(s))k .
To deal with the case υ ≥ υ0, we split the sum into three parts:
(72)
∞∑
m=1
=
∑
1≤m≤ υ
4πyk
+
∑
υ
4πyk
<m< 2υ
πyk
+
∑
m≥ 2υ
πyk
.
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We use (69) and Lemma 33 (2) to bound the first sum in the right-hand side of this expression:
∣∣∣∣∣∣∣
Γ(s)
2πs
y1−sk
∑
1≤m≤ υ
4πyk
m1/2−sψ(j)−m,k(s)Iυ(4πmyk, s)e(−mxk)
∣∣∣∣∣∣∣
(73)
≪s y1−Re(s)k
∑
1≤m≤ υ
4πyk
(
m1/2−Re(s)|ψ(j)−m,k(s)|υ1/4−Re(s)(myk)Re(s)−3/4+
(1+logm)mmax{
1
2
, 3
2
−2Re(s)}
(myk)2
)
≪s y−(1+Re(s))k + υ1/4−Re(s)y1/4k
∑
1≤m≤ υ
4πyk
|ψ(j)−m,k(s)|m−1/4
≤ y−(1+Re(s))k + υ1/4−Re(s)y1/4k
√√√√ ∑
1≤m≤ υ
4πyk
|ψ(j)−m,k(s)|2
√√√√ ∑
1≤m≤ υ
4πyk
m−1/2
≪s y−(1+Re(s))k + υ1/4−Re(s)y1/4k
√
1 + log υ
(
υ
yk
)s∗ ( υ
yk
)1/4
≪s
√
1 + log υ υmax{
1
2
, 3
2
−2Re(s)}y−Re(s)k .
(Note that we have used the fact that for this sum to be non-empty, we must have υ4πyk ≥ 1,
hence 0 ≤ log
(
υ
4πyk
)
≤ log ( υ4πδ) ≪ 1 + log υ. ) We bound the third sum in the right-hand
side of (72) using (69) and Lemma 33 (1):∣∣∣∣∣∣∣
Γ(s)
2πs
y1−sk
∑
m≥ 2υ
πyk
m1/2−sψ(j)−m,k(s)Iυ(4πmyk, s)e(−mxk)
∣∣∣∣∣∣∣(74)
≪s y1−Re(s)k
∑
m≥ 2υ
πyk
m1/2−Re(s)|ψ(j)−m,k(s)|
1
y2km
2
≪s y−(1+Re(s))k
∑
m≥ 2υ
πyk
logmmmax{
1
2
, 3
2
−2Re(s)}
m
2 ≪s y−(1+Re(s))k .
To bound the second sum in the right-hand side of (72), we proceed in a similar manner to
(73) above: ∣∣∣∣∣∣∣
Γ(s)
2πs
y1−sk
∑
υ
4πyk
<m< 2υ
πyk
m1/2−sψ(j)−m,k(s)Iυ(4πmyk, s)e(−mxk)
∣∣∣∣∣∣∣
≪s y1−Re(s)k
√√√√ ∑
υ
4πyk
<m< 2υ
πyk
|ψ(j)−m,k(s)|2
√√√√ ∑
υ
4πyk
<m< 2υ
πyk
m1−2Re(s)|Iυ(4πmyk, s)|2
≪sy1−Re(s)k
√
1 + log υ
(
υ
yk
)s∗ ( υ
yk
) 1
2
−Re(s)√√√√ ∑
υ
4πyk
<m< 2υ
πyk
|Iυ(4πmyk, s)|2
The remaining sum in this expression is split into three parts in accordance with Lemma 34:∑
υ
4πyk
<m≤ 2υ
πyk
=
∑
υ
4πyk
<m≤ υ
πyk(1+υ
−2/3)
+
∑
υ
πyk(1+υ
−2/3)
≤m≤υ(1+υ−2/3)
πyk
+
∑
υ(1+υ−2/3)
πyk
<m< 2υ
πyk
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Firstly, Lemma 34 (4) gives∑
υ
4πyk
<m≤ υ
πyk(1+υ
−2/3)
|Iυ(4πmyk, s)|2 ≪s
∑
υ
πyk
<m≤ υ
πyk(1+υ
−2/3)
1
υ
√
υ
πykm
− 1
≪ 1
υ1/2
∑
υ
4πyk
<m≤ υ
πyk(1+υ
−2/3)
1√
υ − πykm
≤ 1
υ1/2
(∫ υ
πyk(1+υ
−2/3)
υ
4πyk
(υ − πykx)−1/2 dx+
√
υ−1/3 + υ−1
)
≪ 1
υ1/2
(
υ1/2
yk
+ υ−1/6
)
≪ y−2/3k
(the last inequality holding due to the fact that for the sum to be non-empty, we must have
υ ≫ yk). Combining cases (2) and (3) of Lemma 34 yields∑
υ
πyk(1+υ
−2/3)
≤m≤υ(1+υ−2/3)
πyk
|Iυ(4πmyk, s)|2 ≪s υ−2/3
(
υ(1 + υ−2/3)
πyk
− υ
πyk(1 + υ−2/3)
)
≪ υ
−1/3
yk
.
The final sum is then bounded using case (1) of Lemma 34∑
υ(1+υ−2/3)
πyk
<m< 2υ
πyk
|Iυ(4πmyk, s)|2 ≪s
∑
υ(1+υ−2/3)
πyk
<m< 2υ
πyk
1
(4πmyk − 4υ)2
≤ 1
υ2/3
+
∫ 2υ
πyk
υ(1+υ−2/3)
πyk
1
(4πxyk − 4υ)2 dx≪
1
υ2/3
+
1
ykυ1/3
≪ 1
y
2/3
k
,
hence √√√√ ∑
υ
4πyk
<m< 2υ
πyk
|Iυ(4πmyk, s)|2 ≪s 1
y
1/3
k
.
This gives ∣∣∣∣∣∣∣
Γ(s)
2πs
y1−sk
∑
υ
4πyk
<m< 2υ
πyk
m1/2−sψ(j)−m,k(s)Iυ(4πmyk, s)e(−mxk)
∣∣∣∣∣∣∣(75)
≪s
√
1 + log υυmax{
1
2
, 3
2
−2Re(s)}y
− 1
3
k .
Combining (70), (71), (73), (74), and (75) completes the proof.

A.3. Proof of Lemma 16. We start by proving a version of (3) for s in a neighbourhood of
1. By Lemma 4, Ress=1Ej(z, s) = Ress=1 ϕj,k(s) =
1
µ(Γ\H) for all j, k; the maps s 7→ ψ
(j)
m,k(s)
are thus holomorphic at s = 1.
Let ǫ > 0 be such that D2ǫ = {s ∈ C : 0 < |s − 1| ≤ 2ǫ} ⊂ C \ E . By Cauchy’s integral
formula, for all s ∈ Dǫ = {s ∈ C : |s− 1| ≤ ǫ}, we have ψ(j)m,k(s) = 12πi
∮
∂D2ǫ
ψ
(j)
m,k(ζ)
ζ−s dζ, hence∑
1≤|m|≤M
|ψ(j)m,k(s)|2 =
∑
1≤|m|≤M
∣∣∣∣ 12πi ∮
∂Dǫ
ψ
(j)
m,k(ζ)
ζ−s dζ
∣∣∣∣2 ≤ 12π
∫ 2π
0
∑
1≤|m|≤M
|ψ(j)m,k(1 + 2ǫeiθ)|2 dθ
≪ǫ M2+4ǫ,
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i.e.
(76)
∑
1≤|m|≤M
|ψ(j)m,k(s)|2 ≪ǫ M2+4ǫ ∀s ∈ Dǫ.
For s ∈ Dǫ, the Fourier decomposition of Ej(z, s, 2υ) at a cusp ηk reads
Ej(z, s, 2υ) =δj,ky
s
k + is,2υϕj,k(s)y
1−s
k
+
∑
m∈Z
m6=0
(−1)υΓ(s)
2Γ(s− υ · sgn(m))
ψ
(j)
m,k(s)√|m| W−υ·sgn(m),s− 12 (4π|m|yk)e(mxk).
Again by Lemma 4, for s ∈ Dǫ, ϕj,k(s) = µ(Γ\H)
−1
s−1 + ϕ˜j,k(s), and ϕ˜j,k is holomorphic on
Dǫ ∪ {1}. From the definition of is,2υ, we then have (for s ∈ Dǫ)
is,2υϕj,k(s)y
1−s
k =
(−1)υΓ(s)2
Γ(s+ υ)Γ(s − υ)
(
µ(Γ\H)−1
s− 1 + ϕ˜j,k(s)
)
y1−sk .
We have
is,2υ =
(−1)|υ|Γ(s)2
Γ(s+ |υ|)Γ(s − |υ|) =
(1− s)(2− s) . . . (|υ| − s)Γ(s)
Γ(s+ |υ|) ,
hence
lim
s→1
is,2υϕj,k(s)y
1−s
k = −
µ(Γ\H)−1
|υ| ,
and so
Ej(z, 1, 2υ) =δj,kyk − µ(Γ\H)
−1
|υ|
+
∑
m∈Z
m6=0
(−1)υ
2Γ(1− υ · sgn(m))
ψ
(j)
m,k(1)√|m| W−υ·sgn(m), 12 (4π|m|yk)e(mxk)
= δj,kyk − µ(Γ\H)
−1
|υ|
+
∑
m∈Z
sgn(m)=− sgn(υ)
(−1)υ
2Γ(1 + |υ|)
ψ
(j)
m,k(1)√|m| W|υ|, 12 (4π|m|yk)e(mxk).
The rest of the proof is the same as for Lemma 15, though with (76) being used in place of
(3) in the calculations leading to, (71), (73), (74), and (75).

Appendix B. Analytic continuation of principal series representations
Here we recall some of the key facts regarding the analytic continuation of principal series
representations.
B.1. Vector-valued analytic functions. Recall that for g =
(
a b
c d
) ∈ SL(2,R), y˜ ( a bc d ) =
(c2 + d2)−1, hence
[πs(g)e0] (kθ) = y˜(kθg)
s =
(
(a2 + b2) sin2 θ + (ac+ bd) sin 2θ + (c2 + d2) cos2 θ
)−s
∀g = ( a bc d ) ∈ G, θ ∈ R/2πZ.
Note that
0 < min
θ∈R/2πZ
Re
(
(a2 + b2) sin2 θ + (ac+ bd) sin 2θ + (c2 + d2) cos2 θ
)
∀ ( a bc d ) ∈ U.
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For each g =
(
a b
c d
) ∈ U , we define a function vg on K by
(77) vg(kθ) := (a
2 + b2) sin2 θ + (ac+ bd) sin 2θ + (c2 + d2) cos2 θ ∀θ ∈ R/2πZ.
Proposition 35.
i) v−sg ∈ V∞ for all s ∈ C, g ∈ U .
ii) Let D and S be compact subsets of U and C, respectively. Then |〈v−sg ,e2υ〉L2(K)| ≪D,S,n
(1 + |υ|)−n for all g ∈ D, s ∈ S, υ ∈ Z, n ∈ N.
iii) For each fixed s ∈ C, g 7→ v−sg is an analytic function from U to V . Consequently,
g 7→ πs(g)e0 has an analytic continuation to all of U .
Proof. Starting with i), it suffices to note that θ 7→ vg(kθ) is smooth, and
min
θ∈R/2Z
Re(vg(kθ)) ≥ Cg > 0.
Likewise, ii) follows from a standard application of integration by parts; note that vg(θ) de-
pends polynomially on the coefficients of g, there therefore exists, for each n ∈ N, a polynomial
Pn in the coefficients of g and |s| such that∣∣ dn
dθnvg(kθ)
∣∣≪ max{1, max
s∈S,g∈D,θ∈R/2πZ
∣∣∣vg(kθ)−(s+n)∣∣∣}Pn(|a|, |b|, |c|, |d|, |s|).
Finally, in order to prove iii), we use [27, Theorem 3.31]; in order to prove that g 7→ v−sg is
analytic, it suffices to prove that g 7→ 〈v−sg ,u〉L2(K) is analytic for all u ∈ V . By ii), we have
〈v−sg ,u〉L2(K) =
∑
υ∈Z
〈v−sg ,e2υ〉L2(K)〈e2υ,u〉L2(K),
with the sum converging absolutely and uniformly over g in compact subsets of U . Each
g 7→ 〈v−sg ,e2υ〉L2(K) is an analytic function, hence so is g 7→ 〈v−sg ,u〉L2(K). 
Recall now that for 0 < ǫ < 15 , gǫ =
(
e(π/4−ǫ)i
e−(π/4−ǫ)i
)
∈ U .
Lemma 36. For 1 ≤ β ≤ 2 and 0 < ǫ < 15 ,
Sβ
(
π1/2+it(gǫ)e0
)≪t,β ǫ−β.
Proof. For v ∈ V∞ and n = 1, 2, we have Sn(v)≪ ‖v‖L2(K) + ‖ d
n
dθnv‖L2(K) (when viewing v
as a function of θ under the map θ 7→ v(kθ)). We have[
π1/2+it(gǫ)e0
]
(kθ) =
(
ie−2ǫi sin2 θ − ie2ǫi cos2 θ)−1/2−it
= (cos 2ǫ)−1/2−it(tan 2ǫ− i cos 2θ)−1/2−it,
hence
d
dθ
([
π1/2+it(gǫ)e0
])
(kθ) = −(1 + 2it)(cos 2ǫ)−1/2−it sin 2θ(tan 2ǫ− i cos 2θ)−3/2−it
d2
dθ2
([
π1/2+it(gǫ)e0
])
(kθ)
= −(cos 2ǫ)−1/2−it(2 + 4it)(1 + (12 + it) sin2 2θ + i tan 2ǫ cos 2θ)(tan 2ǫ− i cos 2θ)−5/2−it.
This gives
‖π1/2+it(gǫ)e0‖L2(K) ≪t | log ǫ|, ‖ d
n
dθnπ
1/2+it(gǫ)e0‖L2(K) ≪t ǫ−n.
hence Sn
(
π1/2+it(gǫ)e0
) ≪t ǫn (for n = 1, 2). Now assuming 1 < β < 2, we use Ho¨lder’s
inequality to interpolate between the cases β = 1 or β = 2: let p = 12−β and q =
1
β−1 . Writing
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a2υ = 〈π1/2+it(gǫ)e0,e2υ〉L2(K), we have
Sβ
(
π1/2+it(gǫ)e0
)2
=
∑
υ∈Z
(1 + |υ|β)2|a2υ|2
=
∑
υ∈Z
(
(1 + |υ|β) 2βp |a2υ|
2
p
)(
(1 + |υ|β) 4βq |a2υ |
2
q
)
≤
(∑
υ∈Z
(1 + |υ|β) 2β |a2υ |2
) 1
p
(∑
υ∈Z
(1 + |υ|β) 4β |a2υ |2
)1
q
≪β S1
(
π1/2+it(gǫ)
) 2
pS2
(
π1/2+it(gǫ)
) 2
q
= S1
(
π1/2+it(gǫ)
)4−2βS2(π1/2+it(gǫ))2β−2
≪t ǫ−2β.

B.2. Proof of Lemma 28. Proposition 35 ii) and (49) allow us to write
(78) Ψg =
∑
υ,σ∈Z
〈v−rg ,e2υ〉L2(K)〈v−sg ,e2σ〉L2(K)Ψr,sj,k(e2υ ⊗ e2σ).
We then have, for all f ∈ L2(Γ\G),
|〈Ψg, f〉L2(Γ\G)|
=
∣∣∣∣∣∣
∑
υ,σ∈Z
〈v−rg ,e2υ〉L2(K)〈v−sg ,e2σ〉L2(K)〈Ψr,sj,k(e2υ ⊗ e2σ), f〉L2(Γ\G)
∣∣∣∣∣∣
≤
∑
υ,σ∈Z
|〈v−rg ,e2υ〉L2(K)||〈v−sg ,e2σ〉L2(K)|‖Ψr,sj,k(e2υ ⊗ e2σ)‖L2(Γ\G)‖f‖L2(Γ\G),
with the sum converging absolutely and uniformly over g in compact subsets of U (again by
Proposition 35 ii) and (49)). Since each
g 7→ 〈v−rg ,e2υ〉L2(K)〈v−sg ,e2σ〉L2(K)〈Ψr,sj,k(e2υ ⊗ e2σ), f〉L2(Γ\G)
is an analytic function on U , so is g 7→ 〈Ψg, f〉L2(Γ\G). We have thus shown that g 7→ Ψg is
weakly analytic. Again, by [27, Theorem 3.31], g 7→ Ψg is analytic.

B.3. Proof of Lemma 29. We start by proving that g 7→ Proji(Ψg) is analytic. By Lemma
28, g 7→ Ψg is analytic (from U to L2(Γ\G)) since Proji : L2(Γ\G) → Hi is a bounded linear
operator, g 7→ Proji(Ψg) is analytic (from U to Hi).
Turning to g 7→ vΨg,m(t), Since Ψg ∈ C∞(Γ\G)∩Lp(Γ\G) for all p <∞, Corollary 21 gives
vΨg,m(t) =
y˜(hm)1/2−it√
2π
∑
υ∈Z
(∫
Γ\G
Ψg E
1/2+it
m (·,e2υ) dµΓ\G
)
e2υ.
Once again using (78), Proposition 35 ii) and (49), we have
〈Ψg,E1/2+itm (·,e2υ)〉L2(Γ\G)
=
∑
τ,σ∈Z
〈v−rg ,e2τ 〉L2(K)〈v−sg ,e2σ〉L2(K)
(∫
Γ\G
Ψr,sj,k(e2τ ⊗ e2σ)E1/2+itm (·,e2υ) dµΓ\G
)
.
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Now noting that ρ(k)Ψr,sj,k(e2τ ⊗ e2σ) = e2(τ+σ)(k)Ψr,sj,k(e2τ ⊗ e2σ) and ρ(k)E1/2+itm (·,e2υ) =
e2υ(k)E
1/2+it
m (·,e2υ), by Lemma 15, or (1) and (13), and (49), we have∣∣∣∣∣
∫
Γ\G
Ψr,sj,k(e2τ ⊗ e2σ)E1/2+itm (·,e2υ) dµΓ\G
∣∣∣∣∣ =
{
0 if υ 6= σ + τ
Os,r,t
(
(1 + |σ|)3(1 + |τ |)3) otherwise.
Thus, as in the proof of Lemma 28, Proposition 35 ii), and (49) give that for any u ∈ V ,
〈vΨg,m(t),u〉L2(K) = y˜(hm)
1/2−it
√
2π
∑
τ,σ∈Z
〈v−rg ,e2τ 〉L2(K)〈v−sg ,e2σ〉L2(K)〈e2(τ+σ),u〉L2(K)
×
(∫
Γ\G
Ψr,sj,k(e2τ ⊗ e2σ)E1/2+itm (·,e2(τ+σ)) dµΓ\G
)
,
with the sum converging absolutely and uniformly over g in compact subsets of U , proving that
g 7→ 〈vΨg,m(t),u〉L2(K) is analytic, hence (once again by [27, Theorem 3.31]) g 7→ vΨg,m(t) is
analytic.

Appendix C. Contour integrals of Lk(|E|2, s)
The goal of this section is demonstrate how one deduces Corollary 2 from Theorem 1.
C.1. The Phragme´n-Lindelo¨f principle. We start by proving the following variation of
the Phragme´n-Lindelo¨f principle:
Lemma 37. Assume that f : C→ C is holomorphic on [σ1, σ2]+ iR, f(s) ∈ R for s ∈ [σ1, σ2],
and that
∫ T+1
T |f(σj+ it)|2 dt ≤ 1 for all T ∈ R and j ∈ {1, 2}. Assume furthermore that there
exists B > 0 such that
∫ T+1
T |f(σ + it)|2 dt ≤ eB(1+|T |) for all σ ∈ [σ1, σ2] and T ∈ R. Then∫ T+1
T |f(σ + it)|2 dt ≤ 1 for all σ ∈ [σ1, σ2] and T ∈ R.
Proof. For U ∈ R and s ∈ [σ1, σ2] + iR, define FU by
FU (s) :=
∫ 1
0
f(s+ iτ)f(s− i2U − iτ) dτ.
Since f is holomorphic on [σ1, σ2] + iR, so is FU (for fixed U). For s ∈ [σ1, σ2] + iU , we have
s− i2U− iτ = s+ iτ , giving FU (s) =
∫ 1
0 |f(s+ iτ)|2 dτ . Note also that for all s ∈ [σ1, σ2]+ iR,
|FU (s)| ≤
√∫ 1
0
|f(s+ iτ)|2 dτ
√∫ 1
0
|f(s− i2U − iτ)|2 dτ ,
hence
|FU (σj + it)| ≤ 1 ∀t ∈ R, j ∈ {1, 2},
as well as
|FU (σ + it)| ≤ e 12B(1+|t|+1+|t−2U−1|) ∀σ ∈ [σ1, σ2], t ∈ R.
We may now apply the Phragme´n-Lindelo¨f principle to FU : by [33, 5.65], |FU (s)| ≤ 1 for
all s ∈ [σ1, σ2] + iR. In particular, for s ∈ [σ1, σ2] + iR with Im(s) = U , 1 ≥ |FU (s)| =∫ 1
0 |f(s+ iτ)|2 dτ , as desired. 
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C.2. Proof of Corollary 2. We start by following [22, pp. 120-121]. For M > U > 2, let
ψU ∈ C∞(R) be such that ψU (x) ≥ 0 for all x ∈ R, and
ψU (x) =
{
0 if x ≥ 1 + U−1
1 if x ≤ 1− U−1.
We choose ψU so that | dndxnψU (x)| ≪n Un. Let ΨU (s) denote the Mellin transform of ψU , that
is ΨU (s) =
∫∞
0 ψU (x)x
s−1 dx (where Re(s) > 0). The bound on d
n
dxnψU (x) implies (cf. [22,
(28)-(30)]) that
(79) |ΨU (s)| ≪c 1|s|
(
U
1 + |s|
)c−1
∀c ∈ R≥0,
where the implied constant is uniformly bounded for s ∈ [σ1, σ2] + iR, 0 < σ1 < σ2 < ∞ and
c in compact subsets of R≥0. Now using the bound on ΨU above and the Mellin inversion
formula,
1
2πi
∫
3
2
+iR
Lk(s)ΨU (s)M
s ds =
∑
m∈Z
m6=0
|ψ(k0)m,k (12 + it0)|2
1
2πi
∫
3
2
+iR
ΨU(s)
(
M
|m|
)s
ds(80)
=
∑
m∈Z
m6=0
|ψ(k0)m,k (12 + it0)|2ψU
( |m|
M
)
(here Lk(s) = Lk(|E|2, s)). We will now move the contour of integration from 32+iR to 12+iR.
By Proposition 11, the poles of Lk(s) contained in [
1
2 ,
3
2 ] + iR are {1, 1− 2it0, 1+2it0}∪ (Ek ∩
(12 , 1]). We denote by E ′ the multiset of poles of Lk(s) in [12 , 32 ] + iR, and let
f(s) = Lk(s)ΨU (s)
∏
ζ∈E ′
(s− ζ)
(note that #E ′ < ∞). Our goal will now be to apply Lemma 37 to f(s). By construction,
f is holomorphic on [12 ,
3
2 ] + iR. Furthermore, using (2), |Lk(32 + it)| ≪ 1, hence by this and
(79), |f(32 + it)| ≪ 1 for all t ∈ R. This gives
∫ T+1
T |f(32 + it)|2 dt≪ 1 for all T ∈ R. Since f
is holomorphic, |f(12 + it)| ≪ 1 (the implied constants depend on U ; this is of no importance
for moving the contour of integration) for |t| ≤ T0 (for all T0 > 0). For |T | ≥ T0, Theorem 1
gives∫ T+1
T
|f(12 + it)|2 dt ≤
 max
t∈[T,T+1]
|ΨU (12 + it)|2
∏
ζ∈E ′
|12 + it− ζ|2
∫ T+1
T
|Lk(12 + it)|2 dt
≪
 max
t∈[T,T+1]
|ΨU (12 + it)|2
∏
ζ∈E ′
|12 + it− ζ|2
T 6
Choosing c large enough in (79) then gives
∫ T+1
T |f(12 + it)|2 dt≪ 1 for all T ∈ R. Arguing in
a similar manner, though using Lemma 12 in place of Theorem 1 gives
∫ T+1
T |f(σ+ it)|2 dt≪
eB(1+|T |) for all σ ∈ [12 , 32 ] and some B > 0. Now applying Lemma 37 gives∫ T+1
T
|f(σ + it)|2 dt ≤ C ∀σ ∈ [12 , 32 ], T ∈ R
for some C > 0 (which depends on U). This then gives∫ 3/2
1/2
∫ T+1
T
|f(σ + it)|2 dt dσ =
∫ T+1
T
∫ 3/2
1/2
|f(σ + it)|2 dσ dt ≤ C ∀T ∈ R.
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Thus, for every T ∈ R there exists T ≤ T ′ ≤ T + 1 such that ∫ 3/21/2 |f(σ + iT ′)|2 dσ ≤ C. We
may therefore find a sequence {Tj}∞j=0 such that 0 < Tj ≤ Tj+1, Tj →∞ as j →∞, and
(81)
∫ 3/2
1/2
|f(σ ± iTj)|2 dσ ≤ C ∀j ∈ N
(observe that f(s) = f(s)). Once again using |Lk(32 + it)| ≪ 1 and (79), we note that the
integral
∫
3
2
+iR Lk(s)ΨU (s)M
s ds converges absolutely, hence∫
3
2
+iR
Lk(s)ΨU (s)M
s ds = lim
j→∞
∫ Tj
−Tj
Lk(
3
2 + it)ΨU (
3
2 + it)M
3
2+it dt.
By Cauchy’s integral theorem, for all large enough Tj ,∫ Tj
−Tj
Lk(
3
2 + it)ΨU (
3
2 + it)M
3
2+it dt =
∫ Tj
−Tj
Lk(
1
2 + it)ΨU (
1
2 + it)M
1
2+it dt
+ 2πi
∑
ζ∈E ′
Ress=ζ
(
Lk(s)ΨU (s)M
s
)
+
∫ 3
2
1
2
Lk(σ + iTj)ΨU (σ + iTj)M
σ+iTj dσ
−
∫ 3
2
1
2
Lk(σ − iTj)ΨU (σ − iTj)Mσ−iTj dσ.
Now, by (81),
lim
j→∞
∣∣∣∣∣∣
∫ 3
2
1
2
Lk(σ ± iTj)ΨU (σ ± iTj)Mσ±iTj dσ
∣∣∣∣∣∣
= lim
j→∞
∣∣∣∣∣∣
∫ 3
2
1
2
f(σ + iTJ)M
σ±iTj
∏
ζ∈E ′
(s − ζ)
−1 dσ
∣∣∣∣∣∣
≤ lim
j→∞
√
CM3/2
√√√√∫ 32
1
2
∏
ζ∈E ′
|σ ± iTj − ζ|−2 dσ = 0,
since E ′ is non-empty. Theorem 1 and (79) give∫ ∞
−∞
|Lk(12 + it)ΨU (12 + it)M
1
2+it| dt
≤ 2
√
M
∞∑
n=0
√∫ n+1
n
|Lk(12 + it)|2 dt
√∫ n+1
n
|ΨU(12 + it)|2 dt <∞,
hence
lim
j→∞
∫ Tj
−Tj
Lk(
1
2 + it)ΨU (
1
2 + it)M
1
2+it dt =
∫ ∞
−∞
Lk(
1
2 + it)ΨU (
1
2 + it)M
1
2+it dt.
It follows that∫
3
2
+iR
Lk(s)ΨU (s)M
s ds =
∫
1
2
+iR
Lk(s)ΨU (s)M
s ds+ 2πi
∑
ζ∈E ′
Ress=ζ
(
Lk(s)ΨU (s)M
s
)
.
EISENSTEIN SERIES AND ANALYTIC CONTINUATION OF REPRESENTATIONS 53
Entering this into (80) yields
(82)∑
m∈Z
m6=0
|ψ(k0)m,k (12 + it0)|2ψU
( |m|
M
)
=
1
2πi
∫
1
2
+iR
Lk(s)ΨU (s)M
s ds+
∑
ζ∈E ′
Ress=ζ
(
Lk(s)ΨU (s)M
s
)
.
We now estimate the terms in the right-hand side of (82); we start with the integral:∣∣∣∣∣ 12πi
∫
1
2
+iR
Lk(s)ΨU (s)M
s ds
∣∣∣∣∣≪ √M +√M
∫ ∞
1
|Lk(12 + it)ΨU (12 + it)| dt
(both here and henceforth, all implied constants are now independent of U). Defining F (T ) :=∫ T
1 |Lk(12 + it)|2 dt, by Theorem 1, F (T ) ≪ǫ T 6+ǫ. For η0 > 0 and c > 7+ǫ2 + η0, we use this
bound together with (79), the Cauchy-Schwarz inequality, and integration by parts in order
to bound
∫∞
1 |Lk(12 + it)ΨU (12 + it)| dt as follows:∫ ∞
1
|Lk(12 + it)ΨU (12 + it)| dt≪ limT→∞U
c−1
∫ T
1
|Lk(12 + it)|t−c dt
≤ lim
T→∞
U c−1
√∫ T
1
|Lk(12 + it)|2t1+2η0−2c dt
√∫ T
1
t−(1+2η0) dt
= lim
T→∞
U c−1
√
1− T−2η0
2η0
√[
F (t)t1+2η0−2c
]t=T
t=1
+ (2c − 1− 2η0)
∫ T
1
F (t)t2η0−2c dt
≪ lim
T→∞
U c−1
√
1− T−2η0
2η0
√
T 6+ǫ+2η0−2c + (2c− 1− 2η0)
∫ T
1
t6+ǫ+2η0−2c dt
= lim
T→∞
U c−1
√
1− T−2η0
2η0
√
T 6+ǫ+2η0−2c +
(
2c− 1− 2η0
2c− 6− ǫ− 2η0
)
(1− T 6+ǫ+2η0−2c)
= U c−1
√
1
2η0
√
2c− 1− 2η0
2c− 6− ǫ− 2η0 ≪η0 U
c−1.
Thus, writing c = 72 + η for some η > 0, we obtain
(83)
∣∣∣∣∣
∫
1
2
+iR
Lk(s)ΨU (s)M
s ds
∣∣∣∣∣≪η √MU 52+η.
Turning our attention to the residues in the left-hand side of (82), we start by observing that
ΨU(s) and M
s are holomorphic in s. We recall now the following facts regarding Lk(s) and
E ′: by Proposition 11, Lk(s) = Rk(|E|
2,s)
G(s) , where
1
G(s) is holomorphic for s ∈ [12 , 32 ] + iR, and
(using the assumption t0 6= 0) Rk(|E|2, s) has a pole of order two at s = 1, and simple poles
at {1± 2it0} ∪ (Ek ∩
(
1
2 , 1)
)
). This gives
Ress=ζ
(
Lk(s)ΨU (s)M
s
)
=
M ζΨU (ζ)
G(ζ)
Ress=ζ
(
Rk(|E|2, s)
)
, ζ ∈ (12 , 1) ∩ E ′.
By [22, (28)] ΨU (s) =
1
s +Os(
1
U ) (with the implied constant being uniform over s in compact
subsets of {z ∈ C : Re(z) > 0}), hence∑
ζ∈( 1
2
,1)∩Ek
Ress=ζ
(
Lk(s)ΨU (s)M
s
)
=
∑
ζ∈( 1
2
,1)∩Ek
cζM
ζ +O
(
M
U
)
,
where
(84) cζ =
Ress=ζ
(
Rk(|E|2, s)
)
ζG(ζ)
,
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and |M ζ | ≤M was used to obtain O(MU ). Turning to those ζ ∈ E ′ with Re(ζ) = 1, and again
using ΨU (s) =
1
s +O(
1
U ),
Ress=1±2it0
(
Lk(s)ΨU (s)M
s
)
=
M1±2it0 Ress=1±2it0
(
Rk(|E|2, s)
)
(1± 2it0)G(1 ± 2it0) +O
(
M
U
)
.
By (26) and (29),
Ress=1±2it0
(
Rk(|E|2, s)
)
= lim
s→1±2it0
(
s− (1± 2it0)
)
Rk(|E|2, s)
= ϕk,k0(1± 2it0)ϕk0,k0(12 ∓ it0).
Now, ϕj,k(s) = ϕj,k(s) and G(s) = G(s), giving
Ress=1+2it0
(
Lk(s)ΨU (s)M
s
)
+Ress=1−2it0
(
Lk(s)ΨU (s)M
s
)
= 2Re
(
M1+2it0ϕk,k0(1 + 2it0)ϕk0,k0(
1
2 − it0)
(1 + 2it0)G(1 + 2it0)
)
+O
(
M
U
)
= Re
(
M1+2it0
8(2π)2it0ϕk,k0(1 + 2it0)ϕk0,k0(
1
2 − it0)Γ(1 + it0)
Γ(12 + 2it0)Γ(
3
2 + it0)
)
+O
(
M
U
)
.
Define
(85) c1+2it0 =
8(2π)2it0ϕk,k0(1 + 2it0)ϕk0,k0(
1
2 − it0)Γ(1 + it0)
Γ(12 + 2it0)Γ(
3
2 + it0)
.
Finally, the pole at s = 1 gives the following contribution:
Ress=1
(
Lk(s)ΨU (s)M
s
)
= Ress=1
(
M sΨU (s)Rk(|E|2, s)
G(s)
)
.
By Corollary 10 (and (26) and (29)),
Rk(|E|2, s) =R.N.
(∫
Γ\H
|Ek0(·, 12 + it0)|2Ek(·, s) dµ
)
=
∫
FB
|Ek0(z, 12 + it0)|2Ek(z, s) dµ(z)
+
κ∑
j=1
∫
Cj,B
(
|Ek0(z, 12 + it0)|2Ek(z, s)− (δk,jysj + ϕk,j(s)y1−sj )Ξj(yj)
)
dµ(z)
−
κ∑
j=1
Ξ̂1j(B),
where
Ξj(y) = (|ϕk0,j(12 + it0)|2 + δk0,j)y + δk0,jϕk0,j(12 − it0)y1+2it0 + δk0,jϕk0,j(12 + it0)y1−2it0
and for j 6= k:
Ξ̂1j(B) =ϕk,j(s)
(
(|ϕk0,j(12 + it0)|2 + δk0,j)B1−s
1− s +
δk0,jϕk0,j(
1
2 − it0)B1+2it0−s
1 + 2it0 − s
+
δk0,jϕk0,j(
1
2 + it0)B
1−2it0−s
1− 2it0 − s
)
,
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and
Ξ̂1k(B) =
(|ϕk0,k(12 + it0)|2 + δk0,j)Bs
s
+
δk0,jϕk0,j(
1
2 − it0)Bs+2it0
s+ 2it0
+
δk0,jϕk0,j(
1
2 + it0)B
s−2it0
s− 2it0
+ ϕk,k(s)
(
(|ϕk0,k(12 + it0)|2 + δk0,k)B1−s
1− s +
δk0,kϕk0,k(
1
2 − it0)B1+2it0−s
1 + 2it0 − s
+
δk0,kϕk0,k(
1
2 + it0)B
1−2it0−s
1− 2it0 − s
)
.
By Lemma 4 and using Ek(z, s) = δk,jy
s
j +
(
µ(Γ\H)−1
s−1 + ϕ˜k,j(s)
)
y1−sj + O(y
−A
j ) (with the
implied constant uniformly bounded for s in a neighbourhood of 1) and |Ek(z, 12 + it0)|2 =
Ξj(yj) +O(y
−A
j ) for all A > 0, yj ≫ 1, we obtain, as s→ 1,
Rk(|E|2, s) =µ(Γ\H)
−1
s− 1
∫
FB
|Ek0(z, 12 + it0)|2 dµ(z)
+
κ∑
j=1
ϕk,j(s)
∫
Cj,B
y1−sj
(|Ek0(z, 12 + it0)|2 − Ξj(yj)) dµ(z)
−
κ∑
j=1
ϕk,j(s)
(
(|ϕk0,j(12 + it0)|2 + δk0,j)B1−s
1− s +
δk0,jϕk0,j(
1
2 − it0)B1+2it0−s
1 + 2it0 − s
+
δk0,jϕk0,j(
1
2 + it0)B
1−2it0−s
1− 2it0 − s
)
+O(1)
=
µ(Γ\H)−1
s− 1
∫
FB
|Ek0(z, 12 + it0)|2 dµ(z)
+
κ∑
j=1
µ(Γ\H)−1
s− 1
∫
Cj,B
(|Ek0(z, 12 + it0)|2 − Ξj(yj)) dµ(z)
−
κ∑
j=1
(
µ(Γ\H)−1
s− 1 + ϕ˜k,j(s)
)(
(|ϕk0,j(12 + it0)|2 + δk0,j)
(
1
1− s + logB +O(|1− s|)
)
+
δk0,jϕk0,j(
1
2 − it0)B2it0
2it0
+
δk0,jϕk0,j(
1
2 + it0)B
−2it0
−2it0 +O(|1− s|)
)
+O(1)
=
2µ(Γ\H)−1
(s− 1)2 +
κ∑
j=1
(|ϕk0,j(12 + it0)|2 + δk0,j)ϕ˜k,j(1)
s− 1
+
µ(Γ\H)−1
s− 1
(∫
FB
|Ek0(z, 12 + it0)|2 dµ(z)
+
κ∑
j=1
∫
Cj,B
(|Ek0(z, 12 + it0)|2 − Ξj(yj)) dµ(z)
−
κ∑
j=1
(
(|ϕk0,j(12 + it0)|2 + δk0,j) logB +
δk0,jϕk0,j(
1
2 − it0)B2it0
2it0
+
δk0,jϕk0,j(
1
2 + it0)B
−2it0
−2it0
)
+O(1)
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=
2µ(Γ\H)−1
(s− 1)2 +
κ∑
j=1
(|ϕk0,j(12 + it0)|2 + δk0,j)ϕ˜k,j(1)
s− 1
+
µ(Γ\H)−1
s− 1 R.N.
(∫
Γ\H
|Ek0(·, 12 + it0)|2 dµ
)
+O(1).
Using the Maass-Selberg relations (15) (cf. the proof of Lemma 6), one can show that
R.N.
(∫
Γ\H
|Ek0(·, 12 + it0)|2 dµ
)
= −
κ∑
j=1
ϕ′k0,j(
1
2 + it0)ϕk0,j(
1
2 − it0),
hence
Rk(|E|2, s) = 2µ(Γ\H)
−1
(s− 1)2 +
c1
s− 1 +O(1),
where
c1 =−
κ∑
j=1
ϕ′k0,j(
1
2 + it0)ϕk0,j(
1
2 − it0)
µ(Γ\H) +
κ∑
j=1
(|ϕk0,j(12 + it0)|2 + δk0,j)ϕ˜k,j(1),(86)
as s→ 1. This gives
Ress=1
(
Lk(s)ΨU (s)M
s
)
=
2
µ(Γ\H)
(
ΨU (1)M logM
G(1)
+
MΨ′U(1)
G(1)
− MΨU(1)G
′(1)
G(1)2
)
+
c1MΨU (1)
G(1)
=
2
µ(Γ\H)G(1)M logM +
1
µ(Γ\H)G(1)
(
−2 + c1µ(Γ\H)− 2G
′(1)
G(1)
)
M +O
(M logM
U
)
(here we used Ψ′U(1) =
∫ 1− 1
U
0 log x dx+
∫ 1+ 1
U
1− 1
U
ψU (x) log x dx = −1 +O( 1U )). Now,
G(1) =
Γ(12 + it0)Γ(
1
2 − it0)Γ(12 )2
8π
=
π
8 cosh(πt0)
G′(1)
G(1)
=
1
2
· Γ
′(12 + it0)
Γ(12 + it0)
+
1
2
· Γ
′(12 − it0)
Γ(12 − it0)
+ 2 ·
1
2 · Γ′(12)
Γ(12)
− 8π
(
log π + Γ′(1)
)
8πΓ(1)
= Re
(
Γ′(12 + it0)
Γ(12 + it0)
)
− log(4π),
hence
Ress=1
(
Lk(s)ΨU (s)M
s
)
=
16 cosh(πt0)
µ(Γ\H)π M logM
+
8cosh(πt0)
µ(Γ\H)π
(
c1µ(Γ\H) + 2 log(4π)− 2− 2Re
(
Γ′( 1
2
+it0)
Γ( 1
2
+it0)
))
M
+O
(
M logM
U
)
.
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Entering the formulas for the residues and (83) into (82) gives∑
m∈Z
m6=0
|ψ(k0)m,k (12 + it0)|2ψU
( |m|
M
)
=
16 cosh(πt0)
µ(Γ\H)π M logM
+
8cosh(πt0)
µ(Γ\H)π
(
c1µ(Γ\H) + 2 log(4π)− 2− 2Re
(
Γ′( 1
2
+it0)
Γ( 1
2
+it0)
))
M
+Re(M1+2it0c1+2it0) +
∑
ζ∈( 1
2
,1)∩Ek
cζM
ζ +OΓ,t0,η
(M logM
U +
√
MU
7
2
+η
)
.
Note now that our choice of ψU gives∑
m∈Z
0<|m|≤M(1−U−1)
|ψ(k0)m,k (12 + it0)|2 ≤
∑
m∈Z
m6=0
|ψ(k0)m,k (12 + it0)|2ψU
( |m|
M
)
≤
∑
m∈Z
0<|m|≤M(1+U−1)
|ψ(k0)m,k (12 + it0)|2.
Letting M ′ = M(1 − U−1), we then have M = M ′ + O(M ′U ) and M logM = M ′ logM ′ +
O(M
′ logM ′
U ) (note that U ≥ 2), giving∑
m∈Z
0<|m|≤M′
|ψ(k0)m,k (12 + t0)|2 ≤
16 cosh(πt0)
µ(Γ\H)π (M
′ logM ′ +O(M
′ logM ′
U ))
+
8 cosh(πt0)
µ(Γ\H)π
(
c1µ(Γ\H) + log(4π) − 2− 2Re
(
Γ′( 1
2
+it0)
Γ( 1
2
+it0)
))
(M ′ +O(M
′
U ))
+ Re
(
(M ′ +O(M
′
U ))
1+2it0c1+2it0
)
+
∑
ζ∈( 1
2
,1)∩E
cζ(M
′ +O(M
′
U ))
ζ
+OΓ,t0,η
(M ′ logM ′
U +
√
M ′U
5
2
+η
)
,
hence ∑
m∈Z
0<|m|≤M′
|ψ(k0)m,k (12 + t0)|2 ≤
16 cosh(πt0)
µ(Γ\H)π M
′ logM ′
+
8cosh(πt0)
µ(Γ\H)π
(
c1µ(Γ\H) + 2 log(4π) − 2− 2Re
(
Γ′( 1
2
+it0)
Γ( 1
2
+it0)
))
M ′
+Re
(
M ′1+2it0c1+2it0
)
+
∑
ζ∈( 1
2
,1)∩Ek
cζM
′ζ
+OΓ,t0,η
(M ′ logM ′
U +
√
M ′U
5
2
+η
)
.
Similarly, lettingM ′ =M(1+U−1) again gives M =M ′+O(M
′
U ) andM logM =M
′ logM ′+
O(M
′ logM ′
U ), hence∑
m∈Z
0<|m|≤M′
|ψ(k0)m,k (12 + t0)|2 ≥
16 cosh(πt0)
µ(Γ\H)π M
′ logM ′
+
8cosh(πt0)
µ(Γ\H)π
(
c1µ(Γ\H) + 2 log(4π) − 2− 2Re
(
Γ′( 1
2
+it0)
Γ( 1
2
+it0)
))
M ′
+Re
(
M ′1+2it0c1+2it0
)
+
∑
ζ∈( 1
2
,1)∩Ek
cζM
′ζ
+OΓ,t0,η
(M ′ logM ′
U +
√
M ′U
5
2
+η
)
.
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Replacing M ′ with M now gives∑
m∈Z
0<|m|≤M
|ψ(k0)m,k (12 + t0)|2 =
16 cosh(πt0)
µ(Γ\H)π M logM
+
8cosh(πt0)
µ(Γ\H)π
(
c1µ(Γ\H) + 2 log(4π)− 2− 2Re
(
Γ′( 1
2
+it0)
Γ( 1
2
+it0)
))
M
+Re
(
M1+2it0c1+2it0
)
+
∑
ζ∈( 1
2
,1)∩Ek
cζM
ζ
+OΓ,t0,η
(M logM
U +
√
MU
5
2
+η
)
.
We now let U =M
1
7 , giving MU =
√
MU
5
2 =M
6
7 , completing the proof.

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