Let E be an arbitrary real Banach space and T : E → E be a Lipschitz continuous accretive operator. Under the lack of the assumption lim n→∞ α n = lim n→∞ β n = 0, we prove that the Ishikawa iterative sequence with errors converges strongly to the unique solution of the equation x + T x = f . Moreover, this result provides a convergence rate estimate for some special cases of such a sequence. Utilizing this result, we imply that if T : E → E is a Lipschitz continuous strongly accretive operator then the Ishikawa iterative sequence with errors converges strongly to the unique solution of the equation T x = f . Our results improve, generalize and unify the ones of Liu, Chidume and Osilike, and to some extent, of Reich.  2002 Elsevier Science (USA). All rights reserved.
Introduction and preliminaries
Let E be a real Banach space with norm · and dual E * . Let ·, · denote the generalized duality pairing between E and E * , and J (·) be the normalized duality mapping of E; i.e., 
J (x)
=
T is accretive if and only if for any x, y ∈ D(T ), there exists j ∈ J (x − y) such that T x − T y, j 0. The operator T is said to be m-accretive if T is accretive and (I + rT )(D(T )) = E for all r > 0, where I denotes the identity operator on E. T is called dissipative (respectively, m-dissipative) if (−T ) is accretive (respectively, m-accretive).
The accretive operators were introduced independently by Browder [1] and Kato [2] in 1967. An early fundamental result, due to Browder [1] , in the theory of accretive operators states that the initial value problem
is solvable if T is a locally Lipschitzian and accretive operator on E. Utilizing the existence result of Eq. (1.2), Browder [1] further proved that if T is locally Lipschitzian and accretive then T is m-accretive. In particular, for any given f ∈ E, the equation x + T x = f has a solution. In [3] , Martin extended these results of Browder by proving that Eq. (1.2) is solvable if T is continuous and accretive, and utilizing this result, he proved that if T is continuous and accretive, then T is m-accretive.
Recall that an operator T with domain D(T ) and range R(T ) in E is called strongly accretive if for any
for some real constant κ > 0. The above inequality is equivalent to the following inequality
for all x, y ∈ D(T ) and r > 0. This shows that T is strongly accretive if and only if (T − κI ) is accretive. For this class of mappings, Morales [4] proved that if T : E → E is continuous and strongly accretive, then T maps E onto E; that is, for each f ∈ E, the equation T x = f has a solution in E.
It is well known that Mann and Ishikawa iteration processes have been employed by many authors for iterative approximation of either solutions of nonlinear operator equations or fixed points of nonlinear mappings (see [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] ). Recently, Liu [5] established the following result on the iterative approximation of solutions of the equation x + T x = f . Theorem 1.1 [5, Theorem 1] . Let E be a real Banach space and T : D(T ) = E → E be a Lipschitz continuous accretive operator. Let {α n }, {β n } be two real sequences satisfying (i) 0 α n , β n < 1, n 0; (ii) lim n→∞ α n = 0 and lim n→∞ β n = 0; (iii)
Then the sequence {x n } generated from any x 0 ∈ E by
where x * denotes the solution of
On the other hand, Liu [18] introduced and considered the following concept of the Mann and Ishikawa iteration processes with errors:
(I) The Ishikawa iteration process with errors is defined as follows: For a nonempty closed convex subset D of a Banach space E and a mapping T : D ⊂ E → E, the sequence {x n } in E is generated from any x 0 ∈ D by
where {u n } and {v n } are two summable sequences in E, and {α n } and {β n } are two sequences in [0, 1] satisfying certain restrictions. (II) The Mann iteration process with errors which is similar to the process (I) but with β n = 0 ∀n 0 and v n = 0 ∀n 0, and different conditions placed on {α n }.
In 1998, Liu [19] investigated the problem of approximating solutions of the equation x + T x = f by the Ishikawa iteration process with errors, and gave the following theorem. 
For any x 0 ∈ E, the iteration sequence {x n } in E is defined by
3)
Moreover, suppose that the sequence {T y n } is bounded, then {x n } converges strongly to the unique solution x * of the equation
In this paper, motivated and inspired by the above Theorems 1.1 and 1.2, we prove that if we remove the restrictions in Theorem 1.2 that lim n→∞ α n = 0, E is uniformly smooth and {T y n } is bounded, then the Ishikawa iterative sequence {x n } with errors still converges strongly to the unique solution of x + T x = f . Moreover, this result provides a convergence rate estimate for some special cases of such a sequence. Our result improves, generalizes and unifies the results of Liu We shall need the following lemma in the sequel.
Lemma 1.1 [20, Lemma] . Let {a n }, {b n }, {c n } and {t n } be nonnegative real sequences satisfying the following conditions:
If a n+1 (1 − t n )a n + b n a n + c n ∀n 0, then lim n→∞ a n = 0.
Proof. Let us write
Then by using (1.6), we have
Hence, {a n } is bounded. According to Dunn [15, Lemma] , lim n→∞ a n = 0. ✷ 
Main results
Then the iteration sequence {x n } in E generated from any x 0 ∈ E by (1.3) and (1.4) converges strongly to the unique solution x * of equation
In particular, if we take u n = v n = 0 ∀n 0, α n = 4n/(n + 1) 2 ∀n 0, and
Proof. The existence and uniqueness of the solution x * to equation x + T x = f follows from the m-accretiveness of T . Indeed, it first follows from the definition of the m-accretive operator that the equation x + T x = f has a solution x * in E. Suppose that y * ∈ E is also a solution of x + T x = f . Then, x * − y * + T x * − T y * = 0, and the accretiveness of T implies that there is j ∈ J (x * − y * ) such that T x * − T y * , j 0. Thus, x * − y * , j 0, and x * − y * 2 0. Hence,
We observe that x * is a fixed point of S and that S is Lipschitzian with a Lipschitz constant L. Moreover, for every x, y ∈ E and r > 0, x − y x − y + r(T x − T y) . Using Eq. (1.4), we obtain
1)
and
Observe that
So, we have
Since S is dissipative, so, just as in the proof of [5, Theorem 1] , it follows that
Hence, by Eqs. (2.2) and (2.3), we have
which hence implies that there exists a positive integer N 0 such that
and also β n < 1/L(L + 1) ∀n N 0 . Therefore, it follows from (2.4) that for all n N 0
there exists a positive integer N 1 N 0 such that
Hence, from (2.5) we obtain for all n N 1 :
Then it follows from (2.6) that a n+1 (1 − t n )a n + b n a n + c n ∀n N 1 .
Since by the assumption in our theorem we have t n ∈ [0, 1], ∞ n=0 t n = ∞, ∞ n=0 b n < ∞, and ∞ n=0 c n < ∞, so, by virtue of Lemma 1.1, we know that lim n→∞ a n = 0; that is, {x n } converges strongly to the unique solution x * of x + T x = f .
Convergence rate estimate. Take u n = v n = 0 ∀n 0, α n = 4n/(n + 1) 2 ∀n 0, and lim sup n→∞ β n < 1/4L(L + 1). Then there is a positive integer n 0 such that sup i n 0 L(L + 1)β i < 1/4. Since lim n→∞ α n = 0, we have
Hence, there is a positive integer N * n 0 such that
By making use of (2.4), we deduce for all n N *
and hence
Summing this inequality from n = N * to m − 1 (m N * ) we obtain
Thus,
Obviously, it is readily seen that
This completes the proof. ✷ [19] by removing Liu's restrictions that lim n→∞ α n = 0, E is uniform smooth, and {T y n } is bounded, and by providing a convergence rate estimate for some special cases of the Ishikawa iterative sequence with errors. On the other hand, compared with [5, Theorem 1], our Theorem 2.1 also improves and generalizes Liu's result [5] by removing Liu's restriction that lim n→∞ α n = lim n→∞ β n = 0, by extending the Ishikawa iteration process to the Ishikawa iteration process with errors, and by providing a convergence rate estimate under the condition which is weaker than Liu's condition lim n→∞ α n = lim n→∞ β n = 0. All in all, our 
In particular, if we take u n = v n = 0 ∀n 0, α n = 4n/(n + 1) 2 ∀n 0, and lim sup n→∞ β n < 1/4L(L + 1), then
where x * denotes the solution of x + T x = f .
For the rest of the paper, as in [5, Theorem 3] , we shall assume that the constant appearing in the definition of a strong accretive operator is equal to 1. 
converges strongly to the unique solution x * of T x = f . In particular, if we take u n = v n = 0 ∀n 0, α n = 4n/(n + 1) 2 ∀n 0, and lim sup n→∞ β n < 1/4L * (L * + 1), then we have the following convergence rate estimate:
Proof. Since T is strongly accretive with a strongly accretive constant κ = 1, T − I is accretive. Since the equation T x = f is equivalent to the equation Obviously, the assumption (iii) here is also very inconvenient to test in applications. But, our result discusses the Ishikawa iteration process with errors. Moreover, our convergence rate estimate is also different from that of Reich [10] . Indeed, as we know it, a number of previous authors including Reich [10] and Nevanlinna and Reich [16] have discussed the convergence rates of the iterative sequences generated by the Mann iteration process. For example, set α n = s/(n + 1) −1 for each n, s ∈ (0, 1). It follows that the error estimate is given by x n − x * = O(n −(s−1)/2 ).
Utilizing Theorem 2.2, we immediately obtain the following corollary. Then the sequence {x n } generated from any x 0 ∈ E by x n+1 = (1 − α n )x n + α n (f − T y n + y n ) + u n , y n = (1 − β n )x n + β n (f − T x n + x n ) + v n ∀n 0 converges strongly to the unique solution x * of T x = f . In particular, if we take u n = v n = 0 ∀n 0, α n = 4n/(n + 1) 2 ∀n 0, and lim sup n→∞ β n < 1/4L * (L * + 1), then we have the following convergence rate estimate:
where x * denotes the solution of T x = f .
