Abstract. We give a partial answer to a question of Carlitz asking for a closed formula for the number of distinct representations of an integer in the Fibonacci base.
Introduction
In 1968, Carlitz [2] derived formulas for the number of distinct representations of an integer n in the Fibonacci number system. He wondered whether a closed formula exists for this number, as a function of n. The aim of this note is to give a partial answer to this question. The answer is only partial because our formula is not really "closed" in the sense that it implies evaluation of a product of matrices.
It is well-known that integers may have more than one representations when expressed in the Fibonacci number system. This is due to the fact that two adjacent 1's in a representation may be replaced by two 0's with a carry to the next position. More precisely, the number represented by a sequence of 0's and 1's is invariant under the congruence generated by 011 ≡ 100 (precise notation will be given later). It was discovered by Schützenberger (personal communication) that iteration of the replacement of 011 by 100 is a rational transduction. As a consequence, the normalized representation(i.e. the representation without factor 11) can be computed by a finite transducer. Subsequently, the transducer has been greatly improved by Sakarovitch (for the history, see Frougny and Sakarovitch [5] ), and we now have a letter to letter unambiguous transducer that computes this rational relation. By reverting the transducer, we get an automaton that computes the set of all representations of an integer in the Fibonacci number system. Since the transducer is unambiguous, counting the size of the output set for a given word yields the desired expression. This value can be computed as usual by evaluating a product of matrices.
As we shall see, the transducer has four states (this seems to be minimal) and therefore the matrices are 4×4 matrices. However, a closer look on the values leads to another matrix expression where the matrices are only 2 by 2. The coefficients of these matrices admit rather simple expressions. They appear to be obtained by a kind of summation.
It remains to determine whether this new expression is limited to the Fibonacci representation, or whether it is just a simple case of a more general situation. In the last section, we will show that the latter situation holds. Similar expressions can be obtained for all Ostrowski number systems. These number systems play an analogue role, compared to the Fibonacci system, as Sturmian sequences compared to the infinite Fibonacci word.
Notation
Fibonacci numbers are defined by
Every positive integer n admits a representation
with
It is convenient to write this representation as a word over the alphabet {0, 1}, putting a 1 whenever the corresponding number is in the sum (1) and a 0 otherwise. Thus, for instance 32 = 21+5+3+2+1, and the corresponding word is 1001111. A result by Zeckendorff [10] states that the representation (1) 
A Transducer
A way to compute all representations from the Zeckendorff representation (or inversely to compute the Zeckendorff representation from any representation) is to repeatedly apply the rewriting rule 100 → 011 (or its converse). Although one application of a rewriting rule is a rational transduction, iteration of a rational transduction usually does not lead to a rational transduction (for recent results on iteration of rational transductions, see Simplot and Terlutte [8, 9] ). It happens that in the case of the special rewriting rule 100 → 011, iteration is still a rational transduction. The transducer given in figure 1 is taken from the forthcoming book of Sakarovitch [7] . This transducer computes, for any word starting with a 0, a word of the same length which is the Zeckendorff representation of the integer represented by the input, perhaps with some leading 0's to make the output of the same length. For instance, inputting 01001111 yields as output 01010100. Recall a quite remarkable but general result saying that a length-preserving rational transduction can always be realized by a letter-to-letter transducer (see e.g. Eilenberg [3] or Sakarovitch [7] ). The transduction realized by our transducer is a function, and moreover the transducer is unambiguous, that is for each pair p, q of states, and each pair (x, y) of words, there is at most one path from p to q labeled by (x, y). Consider the reversed transducer obtained by exchanging input and output labels. The transduction realized by this transducer takes as inputs only Zeckendorff representations and outputs, for each input word w, the set of all equivalent representations of the same length (with leading 0's). Since the transducer is unambiguous the number of equivalent representations is the number of successful paths with input label w. Thus, we may forget outputs. We consider only the automaton given in Figure 2 and ask for the number of successful paths for a given word. Computation of the number of successful paths for a given word is routine. 
A Shorter expression
If the integer n is written as
Then the word n has the expression n = 10 d1 10 d2 · · · 10 dr . 
For r = 1, this is Theorem 2 of Carlitz [2] . In this case, n = F d for some d and If d is odd, there is one special representation of 10 d , namely the representation ending in 10. This last block 10, together with any short representation of m contributes to two representations of n, the first having a joining block 100 and the second 011. It follows that P (n) = d/2 R(m) + P (m). Grouping these formulas, and using the equality R(m) = G(m) + P (m), we get the relation
The result follows.
Let us mention that the argument of the proof also holds when the integers d i are zero. This means that we do not need to start with the Zeckendorff representation. 
Ostrowski number system
As pointed out by Brown [1] , Zeckendorff representations exist in a much larger framework, and goes back at least to Ostrowski [6] . This and related number systems were studied in particular by Fraenkel [4] (see also the references there and in [1] ). It is convenient, for the exposition given here, to modify slightly the numbering found in the literature.
Consider a sequence a = (a 0 , a 1 , . . . , a h The first is the Zeckendorff representation. If we try to derive formulas similar to those given for the Fibonacci number system, it seems that the automatatheoretic approach will be difficult to extend because the sequence a needs not to have bounded coefficients, and therefore there is no finite "alphabet". Moreover, the position of an integer in the sequence a is quite relevant for the computation, even in the case of bounded coefficients. This cannot be memorized by a finite automaton, unless the sequence a is periodic.
It appears that the short formula of the previous section admits a generalization to the case of Ostrowski number systems. To do this, we consider an integer n written in such a system and, as for the Fibonacci system, we group together consecutive 0's. Then the representation writes as In order to state the expression for the number of representations, we introduce matrices M (d) by
For instance 
where
As an example, according to the proposition, the number of representations of 660 in our running system is The result follows.
A final remark
As already mentioned, the behavior of R(n) is rather irregular as a function of n. Perhaps, some better description could be obtained for the average value of R(n), as it happens to be the case for other number-theoretic functions.
