Abstract: The goal of this article is to prove that the determinantal formulas of the Painlevé 2 system identify with the correlation functions computed from the topological recursion on their spectral curve for an arbitrary non-zero monodromy parameter θ. The result is established for two different Lax pairs associated to the Painlevé 2 system, namely the Jimbo-Miwa Lax pair and the Harnad-Tracy-Widom Lax pair, whose spectral curves are not connected by any symplectic transformation. In the process, taking the time parameter t to infinity gives that the symplectic invariants F 2g(2g−2)θ 2g−2 for g ≥ 2. This result generalizes similar results obtained from random matrix theory in the special case where θ = 0. We believe that this approach should apply for all 6 Painlevé equations with arbitrary monodromy parameters. Explicit computations up to g = 3 are provided along the paper as an illustration of the results.
Introduction
In the past decade, the connection between random matrix theory, topological recursion and integrable systems has been developed intensively. Indeed, it was first proved that the partition function describing hermitian random matrix models (first one matrix models and later two matrix models) are isomonodromic tau-functions [5, 6] , a central element of integrable systems. Additionally, the local statistics of eigenvalues in hermitian matrix models have been proved to be universal and related to Fredholm determinants whose kernels are determined by the nature of the point in the global distribution (edge, bulk point, critical points, etc.) [21, 22] . Lately, these Fredholm determinants were expressed with some Painlevé transcendents [22] . Recently, Eynard and Orantin provided a recursive algorithm, known as "the topological recursion" [12] , to compute the (possibly formal) 1 N expansion of the correlation functions and partition function of any hermitian matrix model. This recursion was generalized almost immediately to any "spectral curve" that may or may not come from a matrix model [12] . This topological recursion has been proved very useful in enumerative geometry where many combinatorial results were recently obtained or rediscovered with this formalism [1, 9, 10, 11] . In particular the main interest of the topological recursion is the definition of a series of numbers F (g) known as "symplectic invariants" that are invariant under symplectic transformations of the initial spectral curve and that reconstruct the logarithm of the partition function when the spectral curve arises from a matrix model. In a more recent article, Bergère and Eynard [3] were able to associate a natural spectral curve to any 2 × 2 Lax pair and provided some determinantal formulas attached to the Lax pair. These determinantal formulas match the correlation functions and symplectic invariants obtained from the computation of the topological recursion on the spectral curve when some additional conditions, known generically as the "topological type" (TT) property, are satisfied. Eventually, they gave 3 sufficient conditions to verify in order to prove that a given Lax pair is of topological type. Last year, these notions were extended successfully to n × n Lax pairs by Bergère, Borot and Eynard [2] . These results are important since they can be used to prove that the determinantal formulas and the tau-function of the Lax pair can be computed perturbatively to any order with the topological recursion associated to the spectral curve, which in general is relatively easy. So far, the topological type conditions have been proved in three different cases:
• First in [4] , in relation with the local statistics of eigenvalues near the edge of the distribution for a hermitian matrix model, the authors proved the TT property for the Painlevé 2 system (with the Jimbo-Miwa Lax pair) with vanishing monodromy. The approach was generalized in the case of a critical edge with the (2m, 1) hierarchy in [19] . These results where recently recovered and precised in [7, 8] .
• In [20] , in relation with local statistics of eigenvalues in the bulk of the distribution for a hermitian matrix model, the authors proved that the result hold for the Painlevé 5 system with vanishing monodromy parameters.
• Eventually in [2] , the authors were able to prove the topological type property for the q th reduction of the KP hierarchy, that is to say all (p, q) models. In particular this includes the Painlevé 1 equation (for which there is no monodromy parameter).
Our purpose is to prove that the topological type property also holds for the Painlevé ) with arbitrary monodromy parameter θ = 0. More precisely, we will prove the result for two different Lax pairs frequently used to describe the Painlevé 2 system: the JimboMiwa Lax pair (JM) and the Harnad-Tracy-Widom Lax pair (HTW). (See [13, 16] ) Although these two Lax pairs describe the same integrable system (Painlevé 2), the connection between them is very non-trivial and as we will see provide two different spectral curves that are not symplectically equivalent. For these two Lax pairs we will review how to insert formally a small expansion parameter and how to produce the spectral curve and the tau-function. Then, after presenting the topological recursion and the determinantal formulas, we will prove the topological type property by proving the 3 sufficient conditions proposed in [3] . This result proves that the generating functions for both sets of symplectic invariants F HTW (t) are different since the two spectral curves are not symplectically equivalent, both of them gives tau-functions. Recall that the tau-function is defined up to constant (see (2.11) ) and such ambiguity (that has its importance) appears as the difference of these two symplectic invariants. More specifically we obtain that: During the analysis, we explain why the constant terms appear for the JM Lax pair and we connect them to two simple curves: the Hermite-Weber curve (semi-circle curve) for which the result is known for a long time and the Bessel curve for which we could not find any reference in the literature.
Jimbo-Miwa Lax pair for Painlevé 2
In this section we show how to introduce a formal parameter into the Jimbo-Miwa Lax pair and we present the differential systems as well as the tau-function and its expansion in . Finally we compute the spectral curve and we illustrate our conjecture with the computation of the first leading terms of the tau-function and the symplectic invariants F (g) of the curve.
Including the parameter in the Jimbo-Miwa Lax pair
The Jimbo-Miwa Lax pair we will use in this article is the one given by [13] . It is given by the following 2 × 2 differential systems:
The introduction of the parameter is done by a proper rescaling of all quantities involved in the former Lax pair. In general, it corresponds to add a simple coefficient in front of every derivative. In our case, the rescaling is given by:
and provides as expected the -deformed Lax pair:
We remind the reader that the functions q(t), p(t), u(t) are implicitly assumed to depend on the time parameter t (and also on ) but not on x. Moreover, we will use a dot to denote the derivative relatively to t and a prime to denote the derivative relatively to x when no ambiguity appears. The compatibility equations of the differential system (also known as zero-curvature equations) are given by:
From (2.2) they are equivalent to:
Differentiating the last equation and eliminating the p(t) function with the first equation gives that q(t) satisfies the Painlevé 2 equation:
In what follows, we consider the case θ = 0 and focus on a formal solution
of Painlevé 2 equation.
Hamiltonian system and tau-function of the JM Lax pair
The tau-function are classically defined since the works of Jimbo-Miwa-Ueno [14] from which an alternative formulation was also presented in [7, §1.5.3] . For the JM pair, these quantities are easy to derive (the leading order of the matrices D(x, t) and R(x, t) when x → ∞ are both diagonal) and can be directly adapted from the known = 1 case. The Hamiltonian system attached to the JM pair (2.2) is:
where H JM is the Hamiltonian for Painlevé 2:
Let σ(t) be the corresponding Hamiltonian function, that is, the function obtained by substituting a solution (q, p) of (2.2) into H JM . It satisfies:
as well as the σ-form of the Painlevé 2 equation:
Then, the tau-function for JM Lax pair is defined by (See Appendix D for more details):
expansion of the tau-function
Since (2.10) only involves even power of then the series expansion of σ(t) at = 0 may only involves even powers of . Hence it is legitimate to assume that σ(t) has a series expansion in of the form:
This expansion and relations (2.9) implies that the functions q(t), p(t), u(t) and ln τ (t) must have series expansions of the form:
First orders of the JM tau-function
In this section we present the computation of the first orders of the tau-function for the JM Lax pair. In order to obtain the coefficients, we need to insert expansions (2.12), (2.13) into the differential equations (2.5) and (2.10). We choose to express all quantities as function of q 0 (t) which is a solution of the equations (equation (2.5) projected at 0 ):
Since q 0 (t) is a solution of a cubic equation, there are 3 possible choices of branches for q 0 (t). In particcular when t → ∞ there are three possible behaviors depending on the chosen branch:
Straightforward but tedious computations give: Here the constant terms are to be understood as not depending on t. We will see that these integration constants are specified by the topological recursion, and correspond to lower endpoints for the integral (2.13) defining τ 2k taken at t = ∞ for k ≥ 2. Actually, we can choose ∞ (for any ∞ A , ∞ B and ∞ C ) as the lower end-point since
This property can easily be proved by recursion on the relation:
(2.18)
Spectral curve and topological recursion for the JM pair
From Bergère and Eynard [3] we know that the spectral curve of a Lax pair is given by the leading order in of the characteristic polynomial of D(x, t). Thus we find:
where q 0 (t) is the solution of (2.14). We call (2.19) the Jimbo-Miwa spectral curve (JM curve, for short). JM curve is of genus 0 with two branchpoints. It can be parametrized with a global Zhukovski variable:
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Indeed, the kernel K(z 0 , z) used in the recursion behave like:
Thus adding a power q 3 2 0 at each step of the recursion. In particular, we get that:
Tau-function and symplectic invariants
In this subsection we state one of our main results regarding the relationship between symplectic invariants F
JM and the tau-function of Painlevé 2.
Proposition 2.1 The JM Lax pair is of Topological Type (in the sense of Section 4) and we have: 
satisfies (2.11). Furthermore, we have
Theorem 2.1 follows from Proposition 2.1 and (2.24).
Limit at ∞ B : The Hermite-Weber curve
We already know that the functions F (g) JM (t) vanish for g ≥ 2 when t → ∞ A (i.e. q 0 → 0). We find that some interesting numbers appear when taking the limit of F (g) JM (t) to t → ∞ B,C . Unfortunately taking q 0 → ∞ in the spectral curve (2.19) is not directly possible since it leads to a singular curve (a perfect square) for which the topological recursion is not well defined. To avoid this difficulty, we perform a symplectic transformation of the curve for which we know that the F (g) are invariant for g ≥ 2. Let us perform the following transformation:
giving the curve:
In the limit t → ∞ B,C , we recover the Hermite-Weber curve (also known as semicircle curve):
which can be parametrized into:
This curve corresponds to the Gaussian Hermitian Matrix model and up to a trivial normalization corresponds to the so-called semicircle law. The topological recursion for this curve is already known in the literature to be connected with the Bernoulli numbers. In fact in [21] it is proved that the symplectic invariants F (g)
Weber for the spectral curve (2.31) are given by
Since it is known from [12] that the symplectic invariants (and correlation functions) obtained for a limiting curve are equal to the limit of symplectic invariants, we have the following:
In particular taking q 0 → 0 in (2.17) we can verify that this result holds for g = 2 and g = 3. Proposition 2.2 and equation (2.27) also imply the following:
Note that a path connecting ∞ A and ∞ B,C never exists when θ = 0 since the equation (2.14) defining q 0 (t) splits in that case. This is consistent with the fact that the r.h.s. of the last equation blows up when θ → 0.
The Harnad-Tracy-Widom Lax Pair
In this section, we develop the same approach for the Painlevé 2 system but with another Lax pair as a starting point. This Lax pair is not trivially connected to the previous one and is also commonly used to describe some properties of the Painlevé 2 system. To our knowledge the two Lax pairs (up to trivial transformations) studied in this article represent the two usual pairs used to describe the Painlevé 2 system. From integrable systems considerations, we expect that all the results, including the TT property, should only depend on the integrable system (here Painlevé 2) but not directly on the choice of the Lax pair. However, since the definition of the determinantal formulas directly involves the Lax pair, we must check if the quantities we compute depend or not on this choice. Thus, this section can be seen as an explicit proof of this conjecture on the Painlevé 2 case.
Including the parameter in the Harnad-Tracy-Widom Lax pair
The Harnad-Tracy-Widom (HTW) Lax pair is defined by the following system (See for example [16, 15] ):
Like the JM case, we can introduce a small expansion parameter with a suitable rescaling of the variables:
and the gauge transformation Ψ → diag(
)Ψ giving the following differential system:
The compatibility equations for this Lax pair are given by:
As in the Jimbo-Miwa case, we recover that q(t) is a solution of the Painlevé 2 equation:
Although the compatibility condition is same as JM pair, the definition of Jimbo-Miwa-Ueno tau-function is a little different. The Hamiltonian for the HTW pair is
and the tau-function for HTW pair is defined as
where σ(t) was defined earlier in (2.10). Details of the computation can be found in Appendix D.
Spectral curve and the topological expansion for the HTW curve
As usual the spectral curve is given by the leading order in of the characteristic polynomial of D(x, t). We find:
where q 0 (t) is a solution of (2.14). It is a genus 0 curve with a single branchpoint arising at x = 2q 2 0 but with a pole singularity ar x = 0. It can be parametrized globally with:
We call this spectral curve the HTW spectral curve. Note that in the Eynard-Orantin language, the local conjugate point around the branchpoint (here it is a global involution) is given byz = −z. With this parametrization, the branchpoint is located at z = 0 and y(z) has two pole singularities at z = ±1. Note that there is no symplectic transformations between the HTW curve and the JM curve since they provide different F (g) (the signs and constant terms are different). Since the curve is of genus 0, it is straightforward to compute the first terms of the topological recursion. We find:
Additionally, as t → ∞ B,C (i.e. q 0 → ∞), it is easy to prove by recursion that the correlation functions and symplectic invariants (identified with n = 0 in the next formula) generated by the topological recursion on (3.9) behave like:
Indeed, the recursion kernel behaves like
thus adding a power −3 at each step of the recursion. In particular for n = 0 we find that:
HTW (t) = 0 (3.13)
Tau-function and symplectic invariants
In this section we state the second main result.
The HTW pair is of Topological Type (in the sense of Section 4) and we have:
In particular we can verify that the proposition is correct for g = 2 and g = 3. Proof of Proposition 3.1 will be given in Section 4 and Appendix. We can also verify that
holds in accordance with (3.7). This leads to the following theorem:
The generating function of symplectic invariants of the HTW curve (3.8)
gives a τ -function of Painlevé 2. In other words:
satisfies (3.7). Furthermore, we have:
Limit at t = ∞ A : the Bessel curve
Let us realize the following symplectic transformation on (3.8):
we get the new spectral curve:
When q 0 → 0 (i.e. when t → ∞ A ) we get that the limiting curve becomes the Bessel curve:
In particular straightforward computations of the topological recursion gives:
General properties regarding limits and symplectic transformations of the curve in the topological recursion tell us that:
On the other hand, it follows from (2.34) and (3.17) that we have
Therefore, as a corollary of our main theorems, we have computed the symplectic invariants of Bessel curve explicitly:
To our knowledge, Theorem 3.2 has not been mentioned in the literature.
Remark 3.1 We note that the Hermite-Weber curve and the Bessel curve provide the same symplectic invariants F (g) for g ≥ 2 up to a global minus sign.
The last remark can be made more specific. Let us parametrize the Bessel curve in following way:
and use the following symplectic transformation:
to get a new spectral curve sharing the same symplectic invariants as the one produced from the Bessel curve:
It is now tempting to compare it with the previous parametrization of the Hermite-Weber spectral curve given by:
The similarity of the two curves is striking but the presence of a logarithm in x 1 (s) makes them impossible to be connected by any symplectic transformation. This would require to define
while keeping y 1 (s) = Y (s). It is unclear for us to see if this little change is always accountable for just a change of sign in the symplectic invariants F (g) or if this observation may have some geometric interpretation. In terms of tau-functions it means that we have:
up to a proper normalization of the tau-functions. The general form of the relation makes us think that it might be related to some kind of supersymmetric models where sometimes partition functions happen to be constant. From the topological recursion perspective, we do not know any general transformations on the spectral curve that would only change the signs of all F (g) and we let it here as an open problem.
Determinantal formulas and Topological Type property
In this section we review the determinantal formulas formalism and the issue of the topological type property. Then we mention our main results and discuss about the consequences. The proof of the topological type properties are postponed in appendices A, B and C.
Determinantal formulas and TT property
Here we remind the reader about determinantal formulas developed in [3] . We indicate also that these results have been generalized for higher dimensional Lax pairs in [2] where the connection with isomonodromic tau-functions was also clarified. Determinantal formulas are built from differential systems of the form:
where the matrix D(x) is traceless and Ψ(x) is normalized with det Ψ = 1. Determinental formulas are obtained from the Christoffel-Darboux kernel:
with the following definition:
The connected correlation functions are defined by:
Non-connected correlation functions are defined with adapted determinants:
where the symbols " " indicates that in the expansion of the determinant as a sum over permutations every K(x i , x σ(i) ) with σ(i) = i must be replaced by W 1 (x i ) while every product
In the case when the system depends on a small parameter , the authors of [3] proved that: Proposition 4.1 (Theorem 2.1 from [3] with Corollary 4.1 of [2] ) If the three following conditions known as "topological type property" (TT property) are met:
1. Existence of a series expansion in :
The connected correlation functions W n (x 1 , . . . , x n ) are proved to have a series expansion of the form:
2. Pole structure: Let us define y 2 = E ∞ (x) the spectral curve of D(x) (i.e. the leading order in of the characteristic polynomial of D(x)) then the connected correlation functions W n (x 1 , . . . , x n ) are proved to have no poles at even zeros of E ∞ (x) 3. Fixed filling fractions: The functions W (g) n with n + g > 1 have vanishing A-cycle integrals (A-cycles attached to the previous spectral curve defining a Riemann surface):
then the connected correlation functions W (g) n defined in 4.1 are identical to the correlation functions obtained from the topological recursion applied on the spectral curve y 2 = E ∞ (x). Moreover (Corollary 4.1 of [2] ), if D(x) depends on a family of isomonodromic times t, then the expansion of the isomonodromic tau-function of the system matches with the symplectic invariants F (g) obtained from the topological recursion applied to y 2 = E ∞ (x).
Our context fits perfectly with the previous proposition and thus only the proof of the topological type property remains. We also mention that the 3 conditions presented above are only sufficient conditions but that there may exist cases where the conditions are not met while the conclusion remains valid. To our knowledge no such cases are known. Condition 3 is trivially verified when the spectral curve is of genus 0 as it is the case here. Typically when dealing with isomonodromic parameters, the other conditions can be proved using the time differential equation (see [20] for example). In appendix A, B and C we prove that conditions 1 and 2 hold for both Lax pairs and thus we obtain our main theorem: Theorem 4.1 For any choice of the monodromy parameter θ, the Painlevé 2 system given by the Jimbo-Miwa Lax pair or the Harnad-Tracy-Widom Lax pair is of Topological Type. Therefore, the tau-function and determinantal formulas can be reconstructed from the topological recursion applied to the corresponding spectral curves (2.19) and (3.8). Eventually taking the limit t → ∞ proves result (3.24) for the Bessel spectral curve.
Outlooks
We believe that the Topological Type property should hold for all 6 Painlevé equations with arbitrary monodromy parameters and any Lax pair as a starting point. So far this property has been proved for arbitrary monodromy parameters only for Painlevé 1 and 2 equations and we have started to address the issue for the other 4 remaining equations. In particular, the absence of monodromy (i.e. taking all monodromy parameters to 0) is not a necessary condition to obtain the Topological Type property which seems to be deeply connected with the integrable structure. This result may appear surprising since the starting point of the theory appeared in the understanding of universality in random matrix models where only cases with vanishing monodromies naturally appear. But as it was the case for the topological recursion, the theory seems to extend further than cases only arising from random matrix theory. In that spirit, the study of the remaining Painlevé equations will provide an interesting list of spectral curves thus giving a rare opportunity to obtain general and explicit formulas for the symplectic invariants F (g) of some spectral curves (like we did here for the Bessel and Hermite-Weber spectral curves). This knowledge could be useful to increase substantially the number of spectral curves for which the symplectic invariants are explicitly known (to our knowledge, such list does not exist in the literature even if we would find it very useful). In the end, it may provide some generating series for interesting enumerative geometry quantities and a natural way to prove them.
A Proof of the pole structure
A.1 Jimbo-Miwa Lax pair
The JM Lax pair has the same structure as the one found in [20] and thus we will use similar notations and methods. The matrix D and R can be rewriten as:
with the identification:
In addition, the series expansion of (2.12), the fact that p = 2σ and
implies that we have the following series expansion:
and u 0 = −q 0 . Consequently we get the following properties:
• α(x, t) has an asymptotic expansion of the form α =
• β(x, t)γ(x, t) has an asymptotic expansion of the form starting at
has an asymptotic expansion of the form µ(t)ν(t) = 1 2
The Lax pair equations are thus:
The WKB expansion of the solution is of the form:
At leading order in we find:
In particular:
In particular we observe that x → ψ −1 (x, t) is analytic everywhere except at the branchpoints
The order
n in (A.5) is:
We want to prove by induction that the functions ψ i may only have poles at the branchpoints of the JM spectral curve (i.e. at x = −q 0 ± − θ q 0
). Let us assume that this is the case for all
where it has poles up to order n + 1 because of the term
whose expansion gives poles at x = y 0 . Dividing by ψ −1 (x) = y JM (x, t) does not introduce any other singularities. We need to get rid of the possible pole singularity at x = q 0 . Locally around this point the previous discussion gives:
Integrating over x gives that ψ n−1 (x, t) locally looks like:
Thus, differentiating relatively to t leads to:
We now confront this local behavior with the one obtained from the second equation of (A.9).
We note that 2ψ
is regular around x = q 0 and that the r.h.s. is regular at x = q 0 from our induction assumption. Hence we get from this equation thatψ n−1 should be regular at x = q 0 . Therefore in (A.12) we must have: a 1 (t) = 0 and ∀ 1 ≤ k ≤ n − 1 :ȧ k+1 (t) = −kq 0 (t)a k (t) and a n (t) = 0 (A. 13) thus giving that ∀ 1 ≤ k ≤ n − 1 : a k (t) = 0. Hence we have just proved that ψ n−1 (x, t) is regular at x = q 0 . This ends the induction which is initialized properly with ψ −1 from (A.8).
We conclude:
The functions ψ i (x, t) appearing in the WKB expansion of the JM Lax pair only have singularities at x = −q 0 ± − θ q 0 but are regular at x = q 0 . This result also holds for the other wave functionsψ(x, t), φ(x, t) andφ(x, t) with similar arguments. Consequently, the determinantal formulas for the JM Lax pair obey the pole structure condition of proposition 4.1.
A.2 Harnad-Tracy-Widom Lax pair
Most of the arguments of the previous section also apply to the Harnad-Tracy-Widom Lax pair.
The t-differential system is different but remains linear in x. The differential equations are now:
The general forms for the series expansions of the functions q(t), p(t) and u(t) remain the same as the previous section. At leading order in we find:
Integrating the first differential equation gives:
which is regular except at the branchpoint x = 2q 2 0 . Note in particular that there is no singularity at x = 0 which is coherent with the time differential equation. Projecting (A.15) on n gives: we have:
We now confront this local behavior with the one obtained from the second equation of (A.18). The r.h.s. does not have any singularity because of the induction assumption, so the only possible singularities are created by dividing byψ −1 (x, t) = . We conclude as in the JM Lax pair thaṫ a 1 (t) = 0 and ∀ 1 ≤ k ≤ n − 1 :ȧ k+1 (t) = kθq 0 2q 2 0 a k (t) and a n (t) = 0 (A. 22) thus giving that ∀ 1 ≤ k ≤ n − 1 : a k (t) = 0. Hence we have just proved that ψ n−1 (x, t) is regular at x = θ 2q 0
. This ends the proof of the theorem:
Theorem A.2 The functions ψ i (x, t) appearing in the WKB expansion of the HTW Lax pair only have singularities at x = 2q . This result also holds for the other wave functionsψ(x, t), φ(x, t) andφ(x, t) with similar arguments. Consequently, the determinantal formulas for the HTW Lax pair obey the pole structure condition of proposition 4.1.
B Proving the symmetry ↔ −
We want to prove that in the series expansion of the determinantal formulas W n (x 1 , . . . , x n ) only powers of of the same parity appear (that is to say we want to explain why we have an exponent with a 2g involved and not only g in (4.5)). In order to do this, we use Proposition 3.3 of [2] that gives a sufficient criteria in order to obtain the ↔ − symmetry. We recall their proposition here:
. If there exists an invertible matrix Γ independent of x such that:
then the correlators (W n ) + obtained for the system are connected with correlators (W n ) − obtained for the − system by:
In particular if this proposition is satisfied then it automatically follows that a given W n may only involve powers of with the same parity in its expansion. Therefore all we have to do is prove this proposition the existence of a suitable matrix Γ for our two cases. Let † be an operator which replaces to − . Recall that σ † = σ and p † = p hold (see (2.10) and (2.9)). Then, it follows from (2.4) that q = q(t, ) satisfies
Using this relation, we can find an invertible matrix Γ satisfying (B.1) as follows:
• For the Jimbo-Miwa case, the matrix
satisfies (B.1).
• For the Harnad-Tracy-Widom case, the matrix 
Here we have used the equality
Then (B.1) can be checked easily.
C Insertion operators and proof of the leading order of W n
Eventually the last remaining condition to prove the TT property is to show that the leading order of the series expansion of W n is n−2 . Indeed, the definition only implies that W n should be of order −2 and therefore we need to find a way to prove that the first coefficients of the expansion vanish. As in [20, 2] , we will prove this property with the definition of a suitable insertion operator.
C.1 Definition of an insertion operator
Let us briefly recall a second possible definition of the functions W n taken from [3] . Let us define the following 2 × 2 matrix:
It is a rank 1 projector (in fact it is the canonical projector on the first coordinate taken into the basis defined by Ψ(x, t)) satisfying:
Moreover, a straightforward computation shows that:
From [3] (theorem 2.1) we can alternatively define the W n functions by:
We also note that the kernel K(x 1 , x 2 ) defined in (4.2) can be rewritten like:
We now adapt the definition of the insertion operator from Appendix D of [20] : Definition C.1 An insertion operator δ η is a derivation operator (i.e. obeys Leibniz rule δ η (f g) = δ η (f ) g + f δ η (g)) defined from its action on Ψ(x, t):
In terms of components it means that:
It must satisfy the following properties:
• It is compatible with the time derivatives: δ η ∂ t = ∂ t δ η and the insertion operators are commuting for different variables δ η δ = δ δ η
• It inserts a variable when acting on K(x 1 , x 2 ):
The last property implies from definition 4.1 that it acts on W n like:
In our case, we would like to find an insertion operator δ η of order when acting on M (x, t) and a spectral variable x = η, that is to say that we would like our insertion operator to satisfy the additional property:
where the exponential factors must match the ones present in the series expansion of M (x, t) (we will show later that M (x, t) is indeed of the following form):
Indeed, we first observe that in the alternative definition (C.4) the off-diagonal terms of the last formula do not play any role in the definition of W n since they do not depend on x and because:
O (1) O (1) O (1) e
O (1) O (1) (C.12) that is to say the general shape is conserved by multiplication. In the end, since W n is defined as the trace of the product, it does not involve any exponential terms which is coherent with definition 4.1. The property δ η x = O( ) is expected to be quite general because from general considerations it appears natural that the limit → 0 recovers some classical limit where the insertion operator should behave like a usual derivation relatively to η and hence does not contribute at order 0 (and since we have series expansion in everywhere we expect the leading term to be at least ). However, since the last point have been mostly disregarded in previous papers, we will explicitly prove this fact for our two cases. Now applying the insertion operator on the r.h.s. of (C.4) keeps this property only if the off-diagonal exponential terms are still present in δ η M (x, t). In that case, the alternative definition (C.4) combined with (C.9) implies that passing from W n to W n+1 increases the leading order of by one. Since we have W 2 (x 1 , x 2 ) starting at order 0 , it proves that the leading order in the series expansion of W n is at least n−2 . Thus all we have to do now is to build an insertion operator satisfying (C.10) for our Lax pairs.
C.2 Construction of the insertion operator
We first want to impose the first condition (C.8). A direct computation shows that (we omit the t dependence in order to shorten notation):
On the other hand we find:
In order to match (C.13) and (C.14) we need to take:
The l.h.s. of the previous set of equations has simple pole at η = x 1 and η = x 2 , therefore we must take:
A necessary and sufficient condition is that:
The last four equations are not independent and therefore we have a degree of freedom in the choice of the functions. This is because P (η, t)Ψ(x, t) and Ψ(x, t)S(η, t) cannot define uniquely P (η, t) and S(η, t) since we can make a matrix pass through Ψ(x, t) with just a traceless commutator. In order to match previous results, we take:
where σ 3 is the third Pauli matrix σ 3 = diag(1, −1). Note that another natural choice could be to take P (η, t) = −M (η, t) and S(η, t) = 0 0 0 −1 . Therefore we have proved:
we can take:
where Q(η, t) is any traceless 2 × 2 matrix.
We now need to verify that the insertion operator defined earlier satisfies the commutation rule with ∂ t . Requiring δ η ∂ t Ψ(x, t) = ∂ t δ η Ψ(x, t) is equivalent to (we use (C.3)):
Note in particular that the S(η, t) matrix does not contribute since σ 3 does not depend on t.
We can specify this relation for our two Lax pairs:
• For the JM Lax pair we have:
The crucial observation here is that
does not depend on x since the matrix R(x, t) is linear in x. Thus the only off-diagonal contribution of the x dependence comes from [Q JM (η, t), R(x, t)] and must be removed. This implies Q(η, t) 1,2 = Q JM (η, t) 2,1 = 0 thus that Q JM (η, t) = s JM (η, t)σ 3 . The rest of the computation is easy and we find that a necessary and sufficient condition for the Jimbo-Miwa case to satisfy (C.21) is:
In particular the second equation proves that in the JM case, δ η x is at least of order as wanted for (C.10).
• For the HTW Lax pair the only x dependence comes again from the commutator [Q(η, t), R(x, t)] because R(x, t) is also linear in x. To cancel this dependence we must take Q(η, t) proportional to 0 1 0 0 . Then a direct computation shows that a necessary and sufficient condition for the HTW case to satisfy (C.21) is:
Note that the last equation provides a way to obtain δ η x. However, if the l.h.s. is of order , it is not clear at the moment that the contribution ψ(η, t)φ(η, t)+φ(η, t)ψ(η, t)+2q(t)s HTW (η, t) is of order . We will prove later that this is indeed the case with the explicit computation of the order 0 and the computation of s HTW (η, t). Eventually in both cases, with a suitable restriction on the matrix Q(η, t) we can obtain (C.21).
Eventually the last step is to verify δ η δ = δ δ η . First we observe by derivating ΨΨ −1 = I 2 that:
and therefore taking the derivative of the definition of M (x, t) gives:
In particular to obtain this property we have used that σ 3 A = Aσ 3 = A = 1 0 0 0 so that the contribution from S(η, t) vanishes. Then a tedious computation and the use of the identity
shows that:
Hence we need to verify that:
in order to get the commutation of the insertion operators. For our two Lax pairs, the verification is trivial since we have:
• For the JM case: [σ 3 , σ 3 ] = 0 and δ η s JM ( , t) = δ s JM (η, t)
• For the HTW case: the form of the Q matrix also verify that the commutator is zero and δ η s HTW ( , t) = δ s HTW (η, t)
Hence for our two Lax pair, we have been able to construct a proper insertion operator. We now need to verify that the order of the insertion is O( ) when acting on M (x, t).
C.3 Leading order of the insertion operator
We have computed before that:
We remind here that:
Let us focus first on the [M (x, t), M (η, t)] term. We get:
The differential system can be rewritten into a scalar problem:
Note in particular that ψ(x, t) and φ(x, t) are solutions of the same differential equations in x and t, whileψ(x, t) andφ(x, t) are solutions of the same differential equations in x and t (but of course the differential equations are different for the tilde version). Since we are free to choose whatever solutions we want, we take ψ(x, t) and φ(x, t) to be special solutions for the differential equation:
having their series expansion in of the form:
We note here that generic solutions of the differential equations (C.34) are linear combinations of the previous functions and therefore do not have a series expansion of the previous form since two exponential terms remain. Projecting (C.32) at leading order in gives that ψ −1 (x, t) = r(x, t) and φ −1 (x, t) = −r(x, t) where r(x, t) is the spectral curve. (In fact it gives f −1 (x, t) 2 = r 2 (x, t) so the sign for ψ −1 (x, t) is purely conventional). In the same spirit, we defineψ(x, t) andφ(x, t) the special solutions of:
having a series expansion of the form:
Unfortunately from this approach it is completely non-trivial to verify that det Ψ(x, t) = 1. In order to do so, let us keep ψ(x, t),ψ(x, t) and φ(x, t) as the special solutions described above and takeφ(x, t) =
thus ensuring that the determinant is 1. A simple computation
shows that if ψ(x, t),ψ(x, t) and φ(x, t) satisfy their corresponding scalar equations (C.32) thenφ(x, t) must also satisfy its scalar differential equation. We now focus on the form of the series expansion of
. We get:
(C.38) Order 1 disappears only if we have φ −1 (x, t) +ψ −1 (x, t) = 0. Since we have φ −1 (x, t) + ψ −1 (x, t) = 0 andφ −1 (x, t) +ψ −1 (x, t) = 0 from the projection of the differential equations at leading order in this condition can be achieved for both Lax pairs (See remark C.1 below). In particular this result is non-trivial for the Jimbo-Miwa case. Thus, we have
The rest of the series expansion follows by multiplication/division of the series expansion. Hence we have proved that:
Lemma C.2 For both Lax pairs, we can choose the matrix Ψ(x, t) = ψ(x, t) φ(x, t) ψ(x, t)φ(x, t) with det Ψ(x, t) = 1 such that the wave functions satisfy the following conditions:
with:
where y(x, t) is the spectral curve attached to the Lax pair. In particular the determinant condition imposes that:φ
The previous lemma holds as soon as the Lax pairs are such that φ −1 (x, t) + ψ −1 (x, t) = 0 andφ −1 (x, t) +ψ −1 (x, t) = 0. The first condition is valid here in both cases since we have ψ −1 (x, t)
where y(x, t) is the spectral curve. On the contrary, the conditionφ −1 (x, t) +ψ −1 (x, t) = 0 is more specific to the Lax pair. In the HTW case, the leading order in only comes from R contributes and therefore the equations will a priori be different for the tilde functions. Fortunately we have
and sinceṘ 1,1 = 0 we find:
Thus if ψ −1 (x, t) satisfies the first equation then we can take takeψ −1 (x, t) = −ψ −1 (x, t) to satisfy the second and vice-versa. However when dealing with other Lax pairs, one needs to verify case by case that the conditions φ −1 (x, t) +ψ −1 (x, t) = 0 anḋ φ −1 (x, t) +ψ −1 (x, t) = 0 hold.
C.3.2 Analysis of the JM case
In the JM case we have the following:
Note that the u(t) function has a series expansion of the form:
The differential equations giving our system are:
In particular the exponential terms are compatible only if:
Therefore in C.2 we must have:
This shows that the matrix M (x, t) has an expansion of the form:
Hence in equation (C.11) we identify a(t) = v −1 (t) for the JM case. Let us now project (C.46) at first order in . We find:
thus giving (the system is the same for φ instead of ψ):
We now use the fact that the determinant of Ψ must be equal to 1. This implies that:
Hence we only need to determine ψ 0 in order to obtain the three other functions. In order to obtain ψ 0 , we use the seculiar equation:
which for the JM case simplifies into:
we find:
where c 0 (t) is a unknown function that could be determined with the seculiar equation in t. Eventually combining the last result and the previous ones we get:
In particular we observe that:
Inserting these expressions into (C.31) gives:
Since we have:
we can obtain the first orders of the series expansion of δ η M ( , t) from (C.29):
Hence we can remove the order 0 by taking:
and satisfy the order property (C.10) for the Jimbo-Miwa Lax pair. This result is coherent with all other conditions.
C.3.3 Analysis of the HTW case
In the HTW case we have the following:
Hence in equation (C.11) we identify a(t) = 0 for the HTW case. Let us now project (C.65) at first order in . We find:
which for the HTW case simplifies into:
where c 0 (t) is a unknown function that could be determined with the seculiar equation in t.
Eventually combining the last result and the previous ones we get: We can now insert back these results into (C.31) and combine it with the structure of the Q HTW (η, t) matrix. We find: Since we also have:
[Q(η, t), M ( , t)] 0 = s HTW (η, t) ψ 0 ( , t)φ 0 ( , t) − φ 0 ( , t)ψ 0 ( , t) + ψ 0 ( , t)φ 0 ( , t) 0 −ψ 0 ( , t)φ 0 ( , t) (C.79) we find from (C.31) that: In this section, we propose an alternative expression for the WKB solutions of both JM and HTW Lax pairs by using the framework developed by [18] . We also provide in this approach an alternative proof for the leading order of the insertion operator of the JM Lax pair. The (JM or HTW) Lax pair is equivalent to the following system of scalar differential equations satisfied by ψ and φ:
(Cf., (C.32) and (C.33).) Here D i,j and R i,j are entries of the matrices D and R in the Lax pair. Let S(x, t, ) = 1 S −1 (x, t) + S 0 (x, t) + S 1 (x, t) + · · · be a formal solution of the Riccati equation associated with (L II ): The subleading terms are recursively determined from (D.1). Set S odd (x, t, ) = S (+) (x, t, ) − S (−) (x, t, ) 2 , S even (x, t, ) = S (+) (x, t, ) + S (−) (x, t, ) 2 (D.5)
Namely, S (±) (x, t, ) = ±S odd (x, t, ) + S even (x, t, ). Then we have the following:
Proposition D.1
• The even part S even is given by: (Note that (D.7) is a formal solution of (L II ), but is not a formal solution of (D II ) in general. We have to take the lower endpoint appropriately.)
• The t-derivative of S odd is given by:
Remark D.1 These equalities can be proved by the same arguments presented in [17] (see also [18] ). Note that, although the WKB expansion has an ambiguity (since they are formal solutions of a linear equation), the formal series S (±) or S odd/even is uniquely determined. Thus the formal series S (±) are easier to treat than the WKB solutions. The ambiguity of WKB solutions corresponds to the choice of the lower endpoint in (D.7).
Thanks to these properties, we have the following: Proposition D.2 Let v be a simple turning point (i.e., a simple zero of y(x, t) 2 corresponding to a branchpoint of the spectral curve). Then, the WKB solutions 7 References
