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ABSTRACT
Borrowing from concepts in expander graphs, we study the
expansion properties of real-world, complex networks (e.g.
social networks, unstructured peer-to-peer or P2P networks)
and the extent to which these properties can be exploited to
understand and address the problem of decentralized search.
We first produce samples that concisely capture the overall
expansion properties of an entire network, which we collec-
tively refer to as the expansion signature. Using these signa-
tures, we find a correspondence between the magnitude of
maximum expansion and the extent to which a network can
be efficiently searched. We further find evidence that stan-
dard graph-theoretic measures, such as average path length,
fail to fully explain the level of “searchability” or ease of in-
formation diffusion and dissemination in a network. Finally,
we demonstrate that this high expansion can be leveraged to
facilitate decentralized search in networks and show that an
expansion-based search strategy outperforms typical search
methods.
Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval—Retrieval Models
General Terms
Algorithms; Experimentation, Measurement
Keywords
expansion, decentralized search, P2P, peer-to-peer networks,
social network analysis, complex networks, graph mining,
expander graphs, focused web crawling, MANET
1. INTRODUCTION
Motivated by the algorithmic problem of searching large
graphs, we study the expansion properties of real-world net-
works and the extent to which these properties can be ex-
ploited to better understand and facilitate decentralized search.
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Complex networks of linked entities arise across diverse do-
mains, from sociology (e.g. social networks) to biology (e.g.
neural networks, protein interactions) to technological and
information systems (e.g. P2P networks, the Web, power
grids). Scientists from disparate fields, especially within the
past decade, have attempted to characterize both the struc-
ture and function of these networked systems. The standard
approach here has been to measure topological features of
the graph representing the network and correlate them with
functional or dynamic aspects of the network (e.g. evolu-
tion of the network, the behavior of processes that occur
over the network). For instance, in their seminal paper on
small-world networks, Watts and Strogatz [33] showed that
many real-world networks simultaneously exhibit short av-
erage path lengths and relatively high degrees of cluster-
ing. They further showed that these features can facilitate
spreading processes across a network (e.g. the spread of a
virus) [33]. In this work, we study a feature that has received
comparatively less attention in the study of real-world1 net-
works: expansion.
1.1 Expansion
Given a network G = (V,E) where V is the set of nodes
and E is the set of links among the nodes, the expansion of
a set of nodes S ⊂ V is a function of the number of nodes
in V − S to which S is connected (see Section 3 for more
precise definitions). That is, if N(S) is the set of nodes to
which S is connected, then the expansion of S is |N(S)|
|S|
. In-
formally, an expander graph is a graph in which any subset
of nodes has good expansion (i.e. has many neighbors) [12].
For instance, a network is said to be a γ-expander if every
S ⊂ V has an expansion of at least γ, where |S| < |V |
2
[12].
Thus, the classical definition of an expander graph focuses
on samples with theminimum expansion (as γ is a minimum
if every sample S has an expansion of at least γ). Expander
graphs have been shown to have many applications from con-
structing error correcting codes to routing calls in telephone
switching networks [12]. Although these classical expander
graphs are well-studied, there has been surprisingly less at-
tention paid to studying the sample in a network with the
maximum expansion, and it is this in which we are most
interested. Our overall aim in this work is to investigate
1There is a large body of work studying expansion in theo-
retical computer science and graph theory. However, much
of this work focuses on 1) synthetic graphs that do not
normally arise in the real-world such as d-regular graphs
and 2) the minimum (not maximum) expansion in these
graphs [12].
the extent to which a vertex set with high expansion can be
leveraged to both understand and facilitate efficient decen-
tralized search in networks. We now describe the problem
of decentralized search.
1.2 Search
A central algorithmic problem in the study of complex
networks is how to efficiently search them in a decentralized
manner. This scenario arises in many practical applications
from querying peer-to-peer file sharing networks to focused
Web crawling [17]. Starting from some initial source node,
we must locate, access, or route a message to some other
target node in the network. Without full knowledge of the
global network topology, we are unable to simply compute
the shortest path or access the target node directly. Thus,
we must hop from node to node until the target node is
found. Decentralized search, then, is related to information
diffusion or dissemination, as an efficient search will involve
efficiently disseminating a query message to large portions
of the network. In this work, we study the effect of network
expansion on decentralized search. If, using only local in-
formation, nodes are visited in such a way that their overall
distance is close to many other nodes (i.e. the set of vis-
ited nodes has high expansion), then the efficiency of search
might be improved. Moreover, the magnitude of expansion
in a network may shed light on the extent to which a net-
work can be efficiently searched by any search algorithm.
These are precisely the questions we investigate here.
1.3 Contributions and Summary of Findings
We rigorously investigate decentralized search across a
span of networks much wider and more diverse than pre-
viously studied in work on searching graphs. Our main con-
tributions include the following:
• Borrowing from concepts in expander graphs, we intro-
duce the concept of expansion signatures, which con-
cisely captures the overall expansion properties of a
network. We find that, in many networks, relatively
small samples of nodes can exhibit significantly high
expansion. However, we also find that there are a few
networks for which small samples with high expansion
may not exist.
• We propose an expansion-based, decentralized search
strategy, which explicitly tries to locate these sam-
ples with high expansion in order to quickly discover
the most nodes in a search. We evaluate a number
of search algorithms such as degree-based searches,
breadth-first searches, and random walks. We show
that an expansion-based search strategy generally out-
performs others.
• We demonstrate that expansion signatures correctly
infer the extent to which a network can be efficiently
searched (which we refer to as “searchability”). More-
over, we show that it is the maximum expansion in
a network, rather than the minimum expansion, that
contributes most to searchability and information dis-
semination in a network. At the same time, we find
that standard graph-theoretic measures, such as av-
erage path length, fail to fully explain the extent to
which a network is easily searched.
The last point is our most significant finding. Existing
works have mostly studied the effect of minimum expansion
on the ease of dissemination in a network (e.g. [5,12]). Other
works have focused on the effect of standard graph proper-
ties such as average path length on searchability and ease of
dissemination (e.g. [13]). For the first time, we show that it is
the maximum expansion (rather than minimum expansion)
that most affects efficient searchability. Our results, then,
offer a more comprehensive picture of decentralized search
and information diffusion in networks than has previously
been appreciated.
2. BACKGROUND AND RELATED WORK
Interestingly, one of the first experiments on decentral-
ized search in networks was the famous chain-letter study
by the social psychologist Stanley Milgram [25]. In this ex-
periment, participants were given the name, address, and
occupation of an unknown target person and told to for-
ward a chain letter to this person by passing the letter on to
a single acquaintance meeting two main conditions: 1) the
acquaintance must be someone with whom the individual
knew on a first-name basis and 2) the acquaintance chosen
should be the one perceived as closest to the target [25]. This
study not only provided some evidence for short paths in so-
cial networks2 (the median path length between sources and
targets was 6 among letters that reached their destination),
but also showed that individuals were able to collectively
discover these short paths without full knowledge of the net-
work [16]. Kleinberg [16] later modeled this problem algo-
rithmically using a 2-dimensional grid with probabilistically-
added long-range connections and shed light on the precise
conditions that these short paths were discoverable using a
decentralized search algorithm.
In both the works of Milgram [25] and Kleinberg [16],
although nodes had no knowledge of global network con-
nectivity, there was, in fact, external knowledge that aided
searches. In the Milgram experiment, for instance, individ-
uals were instructed to forward letters to the local acquain-
tance that was perceived as being closest to the target - as
measured by geographic or occupational similarity in many
cases. Thus, external knowledge of geographical distance
and occupational similarity was employed as an aid in the
search heuristic. In other words, there was knowledge (or,
at least, an assumption) that individuals closer geographi-
cally or more similar occupationally are more likely to know
each other. Liben-Nowell et al. [23], in fact, showed some
evidence for the geographical basis of online friendships in
the LiveJournal social network. In Kleinberg’s model also,
it is assumed that message holders have access to external
knowledge and know the local contacts of all nodes in the
network (i.e. nodes are aware of the Manhattan distances
between all nodes in the underlying grid structure and use
this information as a forwarding heuristic). Boguna et al. [4]
have recently modeled this external information as a hidden
metric space.
Unfortunately, in many real-world scenarios, such as un-
structured peer-to-peer file sharing networks, these types of
2As noted in [18], a number of issues exist in Milgram’s re-
sults. For instance, many chain letters failed to ever reach
the target. Nevertheless, the conclusion that short path
lengths exist in social networks is generally accepted today
and has been verified in many networked data [17].
external information and similarity-based heuristics are un-
available as search aids, and the problem of decentralized
search becomes even more challenging. Typical approaches
here resort to variations on flooding the network (which
can be unscalable), random walks (which may be less ef-
fective in finding information), or imposing structure on the
network to improve searchability (which requires additional
overhead) [31]. For a review of decentralized search both
in the contexts of complex networks and specifically P2P,
one may refer to [17, 26, 31]. Our focus in this work is to
investigate efficient search on networks with arbitrary struc-
ture in which similarity-based heuristics (e.g. geographic
distance) are unavailable. For the first time, we investi-
gate the relationship between expansion and the extent to
which a network is efficiently searchable. We further show
that a search strategy based on expansion generally out-
performs typical existing approaches such as random walks
and flooding-based techniques. We begin a discussion of our
work with some preliminaries.
3. PRELIMINARIES
3.1 Notations and Definitions
We now briefly describe some notations and definitions
used throughout this paper.
Definition 1. G = (V, E) is an undirected network or
graph where V is a set of vertices (or nodes) and E ⊆ V ×V
is a set of edges (or links between the nodes). We will use
the terms network and graph interchangeably.
Definition 2. A sample S is a subset of vertices, S ⊂ V .
Definition 3. N(S) is the neighborhood of S if N(S) =
{w ∈ V − S : ∃v ∈ S s.t. (v, w) ∈ E}. The neighborhood
may also be referred to as the frontier of a sample S.
Definition 4. The expansion of a sample3 S is:
|N(S)|
|S|
Definition 5. The maximum expander set of size k is a
sample S of size k with the maximal expansion:
argmax
S: |S|=k
|N(S)|
|S|
Definition 6. The expansion quality of a sample S is the
normalized4 expansion:
|N(S)|
|S|
÷
|V − S|
|S|
=
|N(S)|
|V − S|
.
Notice that, given a sample S, the maximum possible expan-
sion on any network of |V | nodes is: |V−S|
|S|
. The expansion
quality |N(S)|
|V−S|
, then, captures the extent to which a sample
achieves this maximum possible expansion. A score of 1 in-
dicates that the sample “touches” or is one hop away from
every other node in the network.
3The expansion of an entire graph is typically taken to mean
minS⊂V
|N(S)|
|S|
[12].
4Alternatively, one can normalize expansion as |N(S)∪S|
|V |
.
3.2 Datasets
We study expansion and search in a total of ten different
networks: two random graph models, a neural network, a
power grid, a co-authorship network, an email network, a
citation network, a P2P file-sharing network, and two on-
line social networks. It should be noted that not all of these
networks may require efficient decentralized search (e.g. a
co-authorship network, the neural network of a worm). Nev-
ertheless, these datasets represent a rich set of diverse net-
works from different domains. This allows us to more com-
prehensively study network expansion and thoroughly assess
the performance of decentralized search strategies in the face
of varying network topologies. Table 1 shows characteristics
of each network. We now describe each dataset.
Erdos-Renyi Model. One of the first random graph mod-
els proposed was that of Erdos and Renyi [6]. The Erdos-
Renyi G(n, p) model produces a random graph of n nodes
with each of the
(
n
2
)
possible edges existing with probabil-
ity p. Erdos-Renyi graphs exhibit the short average path
lengths found in many real-world networks, but lack the high
clustering and skewed (or heavy-tailed) degree distributions
found in reality.
Barabasi-Albert Model. The Barabasi-Albert model fol-
lows a more, realistic generative process than previous mod-
els: the preferential attachment model [2]. A graph of n
nodes is grown in a sequential fashion. Each subsequent
node of m edges is preferentially attached to previously
added nodes with high degree (where the “degree” of a node
is the number of neighbors). Graphs generated by this model
exhibit skewed, power law degree distributions and short av-
erage path lengths, but lack the high clustering found in real
networks. (Skewed degree distributions are ones in which
there are many nodes with low connectivity and a few nodes
with high connectivity that act as hubs. A power law dis-
tribution is one such example.)
C. elegans Neural Network is the neural network of the
C. elegans worm [33].
Power Grid. This technological network represents the
power grid of the western United States [33].
CondMat. This is a co-authorship network of scientists
publishing in Arxiv Cond-Mat (i.e. the Condensed Matter
Physics category) from the e-print archive, arxiv.org [20].
Enron Emails is the network comprised of email commu-
nications among Enron employees [19].
HEPPh is a citation network between papers in Arxiv HEP-
Ph (high energy physics phenomenology) from the e-print
archive, arxiv.org [8,20].
Gnutella. This network is an August 31st, 2002 snapshot
of the Gnutella peer-to-peer file-sharing network. Nodes
represent hosts and edges represent connections among the
hosts [29].
Epinions is a trust-based online social network of the con-
sumer review site, Epinions.com [28].
Slashdot is an online social network of the technology news
site, Slashdot.com [21].
4. EXPANSION SIGNATURES
In this section we introduce the concept of expansion sig-
natures, which concisely captures the expansion properties
of a network at different size scales. Intuitively, the expan-
sion signature plots the maximum (and minimum) expan-
sion qualities of samples at increasing sample sizes. As dis-
Random Graphs N D PL CC AD
Erdos-Renyi 10,000 0.0005 4.2 0.0005 6.0
Barabasi-Albert 10,000 0.0005 3.0 0.006 6.0
Real-World N D PL CC AD
C. elegans 297 0.05 2.5 0.3 14.5
Power Grid 4941 0.0005 19 0.11 2.7
CondMat 21,363 0.0004 5.4 0.70 8.5
Enron 33,696 0.0003 4.0 0.71 10.7
HEPPh 34,401 0.0007 4.3 0.30 24.5
Gnutella 62,561 0.00008 5.9 0.01 4.7
Epinions 75,877 0.0001 4.3 0.26 10.7
Slashdot 82,168 0.0001 4.1 0.10 12.2
Table 1: Network Properties. Key: N= # of nodes, D=
density, PL = characteristic path length, CC = clustering
coefficient, AD = average degree.
cussed, we are mostly interested in samples with the maxi-
mum expansion, but we include the minimum expansion for
completeness. As we will see later, expansion signatures re-
veal a number of interesting aspects of networks. But first,
we address how precisely to compute the expansion signature
of a network.
4.1 Problem Formalization
To construct the expansion signature, we must seek out
the sample S of size k with the maximal (and minimal)
expansion for progressively increasing values of k. In Defini-
tion 5, we defined the maximum expander set as the sample
of size k with the maximum expansion. We now formally
define the problem of finding this sample:
Definition 7. (Maximum Expansion Problem) Given a graph
G = (V,E) and a sample size k < |V |, the Maximum Ex-
pansion problem (MEP) is to find a sample S ⊂ V of
size k with the maximum expansion, |N(S)|
|S|
. That is, find:
argmaxS: |S|=k
|N(S)|
|S|
.
The hardness of various problems related to expansion is
well-studied (e.g. [12]). For instance, determining that a
graph is a γ-expander (where every S ⊂ V has expansion of
at least γ and |S| < |V |
2
) is known to be co-NP-complete [12].
The Dominating Set problem [10], known to be NP-hard,
is to find the smallest sample S such that N(S) = V − S.
Maximum Expansion is clearly a generalization of Domi-
nating Set and is, thus, also NP-hard. There also exist
reductions to and from the Maximum Coverage problem
(defined in [10] and also below). Proposition 1, for instance,
shows NP-hardness by reduction from Maximum Cover-
age.
Proposition 1. The Maximum Expansion problem is
NP-hard.
Proof. We show a reduction from the Maximum Cov-
erage problem, which is known to be NP-hard [10]. In
Maximum Coverage, given a set U of n elements, a collec-
tion F = {Ci | i ∈ I} of |I | subsets of U where
⋃
i Ci = U ,
and an integer k < |I |, the goal is to find k subsets of F such
that their union has the maximum cardinality. To construct
a graph G for the Maximum Expansion instance, for each
i ∈ I we create a node i. For each element u in U , we create
a node u. Thus, V = I ∪U is the vertex set of G. To create
the edge set E of G, an edge {i, j} is created for each pair
i, j ∈ I (forming a clique among nodes in I). In addition,
for each i ∈ I and u ∈ Ci, an edge {i, u} is created (forming
an independent set among nodes in U).
If C = {Ci | i ∈ S} is a feasible solution to the Maximum
Coverage instance for some subset S ⊂ I where |S| =
|C| = k, then S is a sample of nodes in G with maximum
expansion where |S| = k. By construction, each set Ci ∈ C
(where i ∈ S) is represented by a node i ∈ I from G that
is both connected to every other node in I and connected
to the nodes in U that represent elements contained by Ci.
Thus, S is a k-size sample with the largest neighborhood
in G. Conversely, let S ⊂ V be a sample in G with the
maximum expansion. Note that, if S ∩ U 6= ∅, then a new
sample S′, with |N(S
′)|
|S′|
≥ |N(S)|
|S|
, can be constructed by
replacing each node v ∈ S ∩ U with one of v’s neighbors
w ∈ I . Thus, C = {Ci | i ∈ S
′} is a feasible solution to
Maximum Coverage, since each node in S′ represents a
set in F .
Given the hardness of expansion-related problems, one
typically resorts to spectral analysis, as the spectrum of a
graph can be computed in polynomial time [12]. A key differ-
ence in our work, however, is that we are not only interested
in the magnitude of expansion, but the identity of the sample
producing it. Moreover, we are most interested in the max-
imum expansion (as opposed to the minimum expansion,
which is normally the focus in theoretical work on expander
graphs). Our ultimate objective is to access these high ex-
pansion nodes during the course of a decentralized search
to understand and facilitate search performance.5 Spectral
analysis may be less useful here. Thus, we approximate ex-
pansion using a simple greedy algorithm (GreedyAPX). At
each iteration, we greedily select the node that maximizes
(or minimizes) the expansion of the currently constructed
sample, as shown in Algorithm 1. We now show that this
simple greedy algorithm yields a (1 − 1/e)-approximation
guarantee for the Maximum Expansion problem.
Proposition 2. GreedyAPX approximates Maximum
Expansion within a ratio of at least 1− 1/e ≅ 0.632.
Proof. The structure of this proof follows that of the
well-known proof for the Maximum Coverage greedy ap-
proximation (see [7,11], for instance). Let Sopt be the opti-
mal sample of size k and N be the set of nodes covered by
Sopt (where “covered” is taken to mean N(Sopt)∪Sopt). Let
Ni be the set of new nodes covered by the i
th iteration of
GreedyAPX. Since N can be covered by a sample of size
k, by the pigeonhole principle:
|Ni| ≥
|N | −
∑i−1
j=1 |Nj |
k
5For directed networks that are very weakly connected, a
sample with high maximum expansion (based on out-degree)
may exist, but the nodes in the sample itself may not be
reachable from substantial portions of the network. Sam-
ples such as this may shed little light on searchability. One
possible approach to address these scenarios is to compute
expansion signatures using the expected maximum expan-
sion of connected samples. In the present work, however, for
simplicity and brevity, we treat all links as bidirectional (or
undirected).
Algorithm 1 GreedyAPX
1: Input:
Graph G = (V,E)
k, the sample size.
2: S = ∅ // initialize sample to empty set
3: v = argmaxw |N({w})|
4: S = S ∪ {v}
5: while |S| ≤ k do
6: Select new node v ∈ V − S that
maximizes (or minimizes):
|N({v}) − (N(S) ∪ S)|
7: S = S ∪ {v}
8: end while
Then,
∑i
j=1 |Nj | ≥ |N | − |N |(1 −
1
k
)i and
k∑
i=1
|Ni| ≥ |N | − |N |(1−
1
k
)k ≥ |N |(1 −
1
e
).
It should be noted that, during preliminary testing, we
also experimented with using simulated annealing for find-
ing the sample with maximum expansion, but GreedyAPX
was shown to be superior. We now use GreedyAPX to
construct expansion signatures for both synthetic random
graphs and real-world networks. We discuss each separately.
4.2 Signatures for Random Graphs
We examine the expansion signatures of two well-known
random graph models: Erdos-Renyi (ER) graphs [6] and
the Barabasi-Albert preferential attachment model (BA) [2].
The ER and BA models produce graphs with very differ-
ent degree distributions. Whereas the BA model produces
graphs with highly skewed, heavy-tailed degree distributions
that follow the power law [2], the ER model produces graphs
following a Poisson degree distribution [6]. It is clear that
the BA model exhibits a higher and more rapidly increasing
maximum expansion (which is a result of the highly con-
nected hubs in its skewed degree distribution). However,
the ER model exhibits a relatively higher minimum expan-
sion. In fact, random d-regular graphs, where every node
has the same degree d, also have “good” minimum expan-
sion with high probability (where every S ⊂ V will have
high expansion) [12]. In Section 6, we will examine whether
it is the maximum or minimum expansion that most affects
searchability.
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Figure 1: Expansion Signatures for ER and BA models.
4.3 Signatures for Real-World Networks
We now turn our attention to the expansion signatures of
real-world networks. We examine eight different networks
from diverse domains. Expansion Signatures for each net-
work are shown in Figure 2. We can immediately see that
different types of networks exhibit very different expansion
properties. For instance, the size scale required to obtain
a maximum expansion quality of 1 in the Enron network is
only 7%. For the power grid, it is 49%.
We also see that the minimum expansion varies across
networks. We identify two different causes for low minimum
expansion: 1) there is extreme sparsity in the number of
edges (imagine a simple line graph) or 2) the network is rel-
atively sparse while exhibiting a high degree of clustering
(imagine small sets of densely linked nodes linked together
by sparse connections). Both cases result in a relatively
low minimum expansion (as the neighborhood size (|N(S)|)
will be small for most samples). In the former case, the
maximum expansion will tend to also be low (e.g. Power
Grid). In the latter case, we find the maximum expansion
to be relatively higher (e.g. CondMat, Enron). As will be
discussed later, we posit the sparse links between relatively
dense clusters in networks result in these higher values for
maximum expansion. Recall also that the minimum expan-
sion is related to the classic definition of an expander graph:
every S has expansion at least γ in a γ-expander [12]. The
co-authorship, email, and social networks, with higher clus-
tering and consequent lower minimum expansion, do not,
then, appear to be classic expander graphs. In Section 6, we
will see whether or not this low minimum expansion affects
searchability and information dissemination.
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(c) CondMat
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Figure 2: Expansion Signatures for different networks.
5. SEARCHING NETWORKS
We now address the problem of decentralized search in
networks. In a typical realistic scenario, starting from some
initial node, we must locate some other node in the network
without full knowledge of global network topology. Thus,
we are unable to simply compute the shortest path, and we
must hop from node to node until the destination node is
found. The running example application we employ is query-
ing unstructured peer-to-peer file-sharing networks, where a
search is comprised of sending a query message from node to
node. The destination node in question, for instance, might
host a particular file of interest to the querier. How can
we locate this destination node? Flooding the network with
the query (where a node receiving a query forwards it to
all neighbors) is provably unscalable and impractical [1,30].
In fact, when the music file-sharing service Napster became
unavailable due to a court injunction in 2001, the Gnutella
network (which employed a flooding-based search protocol
at the time) crashed due to the large influx of former Napster
users [30].
In Section 4, through expansion signatures, we have seen
that it is often a relatively small set of nodes that is con-
nected to a large portion of the network. If one were able
to easily locate this set of high expansion nodes, then the
efficiency of search might vastly be improved (as this would
quickly take us within one hop of many other nodes). But,
how can these nodes be accessed during the course of a de-
centralized search? Our aforementioned greedy (1 − 1/e)-
approximation algorithm to find high expansion nodes, shown
in Algorithm 1, assumes we have access to the network
in its entirety (in which case decentralized search would
not even be needed). As mentioned, we are interested in
cases where there is limited knowledge of global network
connectivity. Therefore, we adapt the greedy (1 − 1/e)-
approximation algorithm from Section 4 into a greedy search
heuristic - one that does not require full knowledge of net-
work topology. We refer to this search heuristic as an ex-
pansion search. We compare the expansion search to sev-
eral popular search strategies in complex networks. These
include a degree search [1], a breadth-first search (BFS)
[14, 15, 34], and a random walk [1, 22]. We note that, in a
BFS-based search strategy, there are multiple copies of the
search query traversing the network. In contrast, for the re-
maining three search strategies, there is a single copy of the
search query. For all search methods, unvisited nodes are
always preferentially selected over previously visited nodes
at each step in the search. We now describe each search
strategy in detail.
Expansion Search (XS). In an expansion search, the next
node in the search is selected so as to maximize the expan-
sion. Let S be the set of nodes visited thus far, let N(S) be
the neighborhood of the visited nodes, and let c be the cur-
rent, most recently visited node (where c ∈ S). Then, in an
expansion search, the next hop is selected from among the
unvisited neighbors of c (i.e. N({c}) − S) as the node that
maximizes the expansion. That is, we visit node v where
v = argmax
v∈N({c})−S
|N({v}) − (N(S) ∪ S)|
The key difference, then, is that the next hop is selected from
the neighborhood of the current node c (i.e. N({c})), rather
than all of V −S (as is the case in the greedy approximation
algorithm described in Algorithm 1).
Degree Search (DS). The degree-based search was pro-
posed by Adamic et al. [1]. At each step in the search, the
search query is forwarded to the unvisited neighbor with the
highest degree (i.e. largest number of neighbors). That is,
the next hop selected is node v where
v = argmax
v∈N({c})−S
|N({v})|.
Adamic et al. [1] analytically and empirically showed that,
for power-law networks, if nodes with highest degree are
preferentially selected during the search and visited first,
substantial portions of the network can be covered and ex-
plored.
Breadth-First Search (BFS). One type of search strat-
egy used most often in practice is a breadth-first search
[26,31]. In its simplest form, this involves flooding the net-
work, where each node sends a copy of the query to each
and every one of its neighbors. These flooding and broad-
cast methods find targets quickly. But, as we have already
mentioned, they are highly unscalable due to the tremen-
dous overhead incurred from redundant forwards (as each
node forwards the query regardless of whether its neighbors
have already received it). As a result, a number of varia-
tions on flooding have been proposed to reduce this overhead
(e.g. [14, 15, 34]). In this work, we evaluate a hypothetical
BFS strategy in which there are no redundant messages. In
other words, each message holder forwards a copy of the
query only to those neighbors who have not yet received it,
and all copies of the query terminate as soon as at least
one copy of the query is successful and reaches its destina-
tion. Note that this avoidance of redundant forwards and
immediate termination are somewhat unrealistic for BFS or
flooding strategies. Unlike the other search methods we eval-
uate, there are multiple copies of the query traversing the
network in a BFS-based strategy. And, with no information
transfer between the various copies of the query, it is dif-
ficult to determine which neighbors have already seen the
query or when one of the copies reaches the intended tar-
get. Nevertheless, our implementation of pure BFS allows
us to test the true power of flooding-based strategies. If this
strategy, with its unrealistic and unfair advantage, still can-
not match the performance of other search strategies, then
BFS-based methods may not hold as much promise as previ-
ously thought, and their utility for exploring networks (e.g.
P2P, focused web crawling) should be possibly re-assessed.
Random Walk (RW). The final search strategy we eval-
uate is the random walk [1, 22] in which the current node
forwards the query to exactly one randomly selected neigh-
bor. We employ a self-avoiding random walk [1] where the
next hop is selected randomly from among the neighbors
who have not yet been visited in the search. Note that, as
opposed to BFS-based strategies, self-avoidance to eliminate
redundant forwards is realistic here because there is a sin-
gle copy of the query traversing the network, within which
a list of previously visited nodes can be stored. (The same
is true for self-avoidance in the expansion search and the
degree search.)
We conclude this section with two final remarks. First, for
both the expansion search and degree search, each node must
know both its neighbors and its neighbors’ neighbors. This
is required so that the expansion search and degree search
can compute expansion and degree (respectively). This,
as it happens, is a modest and satisfiable requirement for
many application domains. For instance, in a P2P network,
nodes must communicate with their neighbors when join-
ing or leaving the network anyway and neighbor lists can
be exchanged during this communication. In fact, several
existing search protocols exchange information with nodes
at distances of even greater than two hops [1,31]. Even in a
social network, one typically is aware of friends of friends.
Second, as mentioned previously, unvisited nodes are al-
ways preferentially chosen over visited nodes in all four search
strategies. But, at some points during the search, it may
be the case that all the neighbors of a given node are al-
ready visited. There are several approaches to dealing with
these situations. The next step might be chosen uniformly
at random from among the visited neighbors, for instance.
For the expansion search and the degree search, another ap-
proach is to select the “best” unvisited node from among
the neighborhood of all previously visited nodes (i.e. if S
is the set of visited nodes, select a node v ∈ N(S) with the
highest degree or best expansion). Note that, if using this
approach, the partial topology of the network, learned dur-
ing the course of the search, must be stored so that a path
to the best next hop may be traversed. During preliminary
testing, we did not find a significant performance difference
between the two. Therefore, we only consider the former
approach: when all neighbors of a current node are visited,
the next hop is selected uniformly at random from among
these visited neighbors.
6. EXPERIMENTAL EVALUATION
6.1 Experimental Setup
We evaluate each search strategy on each network and
track performance over time. Each node is assumed to know
its neighbors and passes received messages to them based on
one of the four search strategies. The search ends when the
message is passed to a neighbor of the target, at which time
the message-holder can pass the message directly to its desti-
nation6. We track the cumulative nodes discovered7 at each
step of a search, which is comprised of both the nodes visited
and the neighbors of nodes visited. We define a “step” in the
search as a single hop taken by a single query message. If
there are multiple copies of the message (as in the case of a
BFS or flooding strategy), then the number of steps is de-
fined as the total number of hops taken by all copies of the
message in the system. Note that this setup is somewhat of
a worst case scenario, as we are assuming there is but a sin-
gle node in the entire network capable of satisfying a given
search query. In the context of a P2P network, for instance,
we are assuming that there is a single file residing on a single
node in the whole network that must be located. As a re-
sult, actual performance in real applications, where multiple
6In the context of P2P, we assume each node knows the
identity of its neighbors’ neighbors, but not necessarily the
files stored by its neighbors’ neighbors.
7For the Experimental Evaluation section, we employ
the normalized cumulative nodes discovered ( |N(S)∪S|
|V |
) as
the evaluation measure rather than the expansion quality
( |N(S)|
|V−S|
).
nodes can satisfy a search query, will be much higher. The
extent will be domain-specific and depend on the extent of
object (or file) replication in the network. This setup, then,
allows us to evaluate the performance of each search strat-
egy independent of the effects of extraneous factors such as
replication.
6.2 Experimental Results
6.2.1 On the Performance of Search Strategies
We first examine the relative performance of each search
strategy on each network. Table 2 shows the number of steps
required to discover 20%, 35%, and 50% of the nodes in the
network. As can be seen, the expansion search (XS) exhibits
the best overall performance. We also find a clear perfor-
mance difference between the conventional search strategies
(BFS and RW) and the less conventional approaches (XS
and DS). We discuss each separately.
XS and DS Performance
Overall, we find the XS and DS strategies to exhibit the best
general performance with the XS approach faring better. On
most of the networks, the XS strategy either exceeds or ties
the performance of other approaches. This leads us to a nat-
ural question: what causes performance differences between
XS and DS? On networks in which XS and DS perform sim-
ilarly, high degree nodes will tend to link to different sets of
nodes (in which case high degree nodes and high expansion
nodes will tend to be one and the same and will discover a
similar amount of nodes). On the other hand, for networks
where XS exceeds the performance of DS, we posit that these
nodes may be more likely to have similar neighbors, in which
case a high degree node may, in fact, have low expansion if it
links to neighbors already seen during the search. In these
cases, the XS strategy will discover more nodes. Overall,
despite the modestly better performance of the XS method,
we find the DS strategy performs exceedingly well, which
indicates that the former case may be more common in real-
world networks. That is, on real-world networks, a degree
search may do well in finding high expansion nodes without
explicitly looking.
The one network on which neither XS nor DS performs
the best is the power grid. The power grid seems to be the
least well-connected network evaluated (with mean degree
of only 2.7). In fact, it has such low connectivity that only
a systematic BFS does best in exploring the network.
BFS and RW Performance
Conventional approaches to searching networks such as P2P
systems include those based on random walks (RW) and
breadth-first search (BFS) [26]. As mentioned, flooding strate-
gies, based on BFS, are used most often in real applications,
as they tend to find answers quickly. BFS is also pervasively
used in web crawling and graph sampling. It is striking,
then, that our idealized version of BFS, one that avoids re-
dundant communications and immediately terminates upon
success, still cannot outperform other approaches (on all but
the power grid). In general, we find that the BFS and RW
approaches exhibit a relatively lower expansion quality as
compared to XS, fail to explore the network as well as other
strategies in the same number of message forwards, and,
consequently, discover less nodes.
Comparison to GreedyAPX
Given the relatively better performance of the XS strategy
as compared to other methods, we now examine the extent
to which it matches the performance of GreedyAPX (our
best known approximation of the maximum expansion in a
network). Figure 3 shows the cumulative nodes discovered
by GreedyAPX and XS for the first 1000 steps. Inter-
estingly, the XS strategy, which hops from node to node
and performs the search without complete access to the net-
work in its entirety, often comes close to the performance
of GreedyAPX (which does have random access to the en-
tire network). Once again, the most salient exception is the
power grid, which seems to be the least searchable network
evaluated. We discuss network searchability next.
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(h) Gnutella
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Figure 3: [Best viewed in color.] Comparison of
GreedyAPX and XS for first 1000 steps of a search. In
most cases (save for the power grid), XS strategy closely
matchesGreedyAPX (our best approximation for the max-
imum expansion).
.
6.2.2 On the Searchability of Networks
Expansion and Searchability
From Figures 1 and 2 and Table 2, we can see that
the magnitude of maximum expansion (as approximated by
GreedyAPX), corresponds remarkably well to the extent
to which each network is searchable. On any given network,
when the maximum expansion is low, all search strategies
perform significantly worse. On the other hand, when the
maximum expansion is high, all search strategies fare rela-
tively better. The expansion signatures, then, correctly infer
the ease of search and information dissemination in a net-
work.
It is also striking to find that it is the maximum expansion
(rather than the minimum expansion) most responsible for
the level of searchability in a network. The classic defini-
tion of an expander graph is based on minimum expansion.
Recall that a graph is a γ-expander if |N(S)| ≥ γ|S| for
each S ⊂ V where |S| ≤ |V |
2
[12]. In the literature, ex-
pander graphs and minimum expansion are often connected
to the ease of dissemination in network (e.g. [3, 5]). For in-
stance, [3] has claimed social networks to be expander graphs
as a means to explain the ease of diffusion across them. In
contrast, our work shows that social networks are not classic
expander graphs and have a low minimum expansion due to
clustering. Moreover, we find that it is the maximum expan-
sion, not the minimum expansion, that is related to efficient
searchability in social networks and other graphs.
Structural Properties and Possible Explanations
It is both surprising and ironic that the Gnutella network,
which exists for the very purpose of search, turns out to
be one of the least searchable networks we evaluated. The
only other network exhibiting less searchability is the power
grid. At the other end of the spectrum, the C. elegans and
Enron networks appear to be the most searchable. As shown
in Table 2, for both Enron and C. elegans, all four search
strategies are able to discover half the network in a very
small number of steps. What causes a network to exhibit
high maximum expansion and good searchability?
One of the more obvious explanations is that denser, more
well-connected networks tend to be more searchable than ex-
tremely sparse networks. Nodes have larger neighborhoods
in denser networks and are, therefore, easier to explore. This
is true for the same reason a clique is intuitively more search-
able than a long sequence or chain of nodes each connected
by a single edge. For instance, the “unsearchable” power
grid has a density of 0.0005 and mean degree of only 2.7
whereas the C. elegans network has a density of 0.05 and
mean degree of 14.5. The Gnutella network, like the power
grid, is also relatively more sparse than other networks of
equivalent size.
Density, however, fails to explain the whole story. Con-
sider the ER and BA graphs. Both were constructed to
have similar densities but exhibit different expansion sig-
natures (see Figure 1) and, correspondingly, different de-
grees of searchability (see Table 2). By virtue of its skewed
degree distribution, the BA model seems to exhibit bet-
ter searchability than that of the ER model, and the effect
of degree distributions on search and dissemination is well-
known (e.g. [1,2]). By visiting well-connected hubs, one can
quickly cover significant portions of a network. But, once
again, degree distributions fall short in adequately explain-
ing the ease of search. Many of the networks considered
exhibit skewed, heavy-tailed degree distributions (e.g. En-
ron, Epinions), but, nonetheless, exhibit different levels of
searchability. Surprisingly, in stark contrast to previously
(a) Expansion Search (XS) (b) Random Walk (RW)
Figure 4: Numbers on each plot show the trace of the first 25 steps in a search by an expansion search (XS) and a self-avoiding
random walk (RW). Both searches were started from the same initial source node. The XS strategy explores a wider portion
of the network and more clusters in the same number of steps
.
held beliefs (e.g. [13]), even average path length fails to fully
explain searchability. A number of networks have very sim-
ilar average path lengths (see Table 1), but very different
levels of searchability (see Table 2).
Unlike density and degree distributions, the effect of clus-
tering on searchability and dissemination is less studied and
more nebulous. As mentioned in Section 6.2.1, based on our
results, we reason that clustering can also facilitate search-
ability. Real-world networks often exhibit what is known
as community structure [9, 32]. Intuitively, a community in
a network is a cluster of nodes more densely connected to
each other than other nodes and exhibit higher clustering
coefficients than one would expect at random [9, 32]. By
this intuitive definition, nodes in the same community will
be expected to share more neighbors than nodes in different
communities (by virtue of the dense connections within clus-
ters and lower conductance). As a result, if one were to visit
a small number of nodes from many different communities,
the expansion (and, therefore, conductance) of these visited
nodes would be high and many nodes would be discovered
in the search. By searching based on expansion, more com-
munities (and, consequently, larger portions of the network)
are explored8, and this can be demonstrated. Consider the
network theory co-authorship network [27], a small, sparse
network considered by many to exhibit some degree of com-
munity structure. Figure 4 shows a typical path taken by
both an expansion search (XS) and a random walk (RW) on
this network. The XS strategy, by attempting to maximize
expansion, jumps across the boundaries between different
clusters more easily and is able to explore larger portions of
the network. In this way, clustering and community struc-
ture, like high density and skewed degree distributions, can
facilitate searchability in a network. However, the only com-
mon thread and unifying theme that fully and consistently
explains searchability across different networks is the singu-
lar concept of expansion.
7. CONCLUSIONS
We have introduced the concept of expansion signatures
8This relationship between the maximum expansion and
community structure has been demonstrated in [24].
and have used them to study the effect of expansion on de-
centralized search in networks. We have shown that it is the
magnitude of maximum expansion (rather than minimum
expansion) that corresponds to the extent to which a net-
work is efficiently searchable. Moreover, we have shown that
traditional graph properties such as average path length and
skewed degree distributions fail, by themselves, to fully ex-
plain the level of searchability in a network. Finally, we have
shown that a search strategy based on maximizing expansion
covers the network far better than some typical approaches
to decentralized search. For future work, we plan to fur-
ther investigate the interplay between expansion and various
graph-theoretic properties and their effect on dissemination.
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