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Abstract
Materials based on ceria (Ce02) are used in many catalytic applications 
[2-5]. These applications make use of the unusual properties of ceria, 
namely, the ability to shift between its two oxidation states, Ce(IH) and 
Ce(IV), and the high mobility of bulk oxygen species — properties that 
allow ceria to behave as an oxygen buffer. It is important therefore that we 
understand more fully how vacancies (surface vacancies are the sites of 
catalytic activity) segregate to ceria surfaces and also how oxygen atoms 
move in the ceria surface. In this study, we investigate vacancy 
segregation and focus on studying transport at or near the {111} surface of 
ceria, chosen because it is the most stable surface [8] and hence most 
prevalent.
Many applications take advantage of the high oxygen storage capacity 
(OSC) of ceria. We propose a new polycrystalline multilayered nanotube 
structure that could go some way to further unlocking the oxygen storage 
capabilities of the material. We illustrate how our simulation models are 
constructed and further investigate the potential reactivity of the new 
structure, by comparing predictions of vacancy cluster segregation 
behavior to that predicted for the most stable flat {111} surface.
Chapter 1
Introduction
Cerium is named after the asteroid Ceres that was discovered in 1801, 
only two years before the discovery of cerium in 1803 by the Swedish 
chemists Baron Jons Jacob Berzelius and Wilhelm Hisinger. It was prepared 
as a metal in 1875 by Hillebrand and Norton. It is the most abundant of the 
rare earth metals and is found in a number of minerals like: allanite, monazite, 
bastnasite, cerite and samarskite. The minerals are found on the beaches of 
Travacore in India, in the rivers of Brazil and large deposits are in the western 
United States.
Pure metallic cerium is of little use for practical purposes, it oxidizes very 
rapidly under exposure to (moist) air. In-fact it is the most reactive element of 
the rare earth metals except for europium.
Materials based on ceria (CeC^ -*) are used in the production and 
purification of hydrogen, the purification of exhaust gases in three-way 
automotive catalytic converters, solid-oxide fuel cell technology, and other 
catalytic applications [1-4].
In particular, CeC>2 has the ability to store and release oxygen. Both Ce3+ 
and Ce4+ are stable allowing the material to shift from CeC>2 to Ce02-X, with 
the lattice oxygen released able to react with hydrocarbons, carbon monoxide 
and nitrogen monoxide. In addition, synergistic interactions between ceria and
noble metals result in the formation of catalytically active sites at the M-CeC>2 
interface. These sites simultaneously promote the oxidation of CO and the 
reduction of NO [5].
The ability of ceria to stabilise surface oxygen vacancies in conjunction 
with high oxygen mobility through the lattice remains central to the 
effectiveness of the catalyst. This high activity for hydrocarbon oxidation 
means that ceria is also being used in solid-oxide fuel cell technology [6-10].
Reductive Behaviour
When treated in a reducing atmosphere at elevated temperatures, Ce02 
forms a continuum of oxygen-deficient, non-stoichiometric Ce0 2 -X oxides 
(with 0 < x <= 0.5) [11], while at lower temperatures (T < 723 K), ceria 
forms a series of discrete compositions. Even after a loss of considerable 
amounts of oxygen from its lattice and formation of a large number of oxygen 
vacancies, Ce0 2  remains in its fluorite crystal structure, and these sub-oxides 
are readily re-oxidised to CeC>2 by exposure to an oxidising environment [11].
Catalytic Studies
Although the most widespread application of CeC>2 in catalysis is in 
exhaust treatment in vehicle catalytic converters, other catalytic applications 
for ceria and ceria containing chemicals can be found in, for example, 
hydrocarbon oxidation [12], ammoxidation and ammonolysis [13], oxidative 
dehydrogenation of alkanes and cyclo-alkanes [14-16], wet oxidation of 
organics [17], and the oxidative coupling of methane [18].
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This list illustrates that the majority of uses of CeCVcontaining materials 
in catalysis is for oxidation reactions. The redox properties of ceria and the 
high lability of lattice oxygen are among the important factors that contribute 
to the catalytic reactivity of CeC>2 in total oxidation reactions. The catalytic 
behaviour of Ce0 2  is modified by addition of dopants and the incorporation of 
different elements into the lattice [19-25]. This in-tum allows for fine-tuning 
of the catalyst and opens reaction pathways that can lead to partial oxidation 
products [26, 27].
Recent catalytic studies, specific to the oxygen storage capacity properties 
of ceria, include: Topics in Catalysis: Oxygen Storage behaviour of Ceria-
Zerconia-based catalysts in the presence of SO2, by Boaro et al, 2001 [28].
Experimental Techniques and Current Research 
Introduction
The reductive (and other) behaviour of Ce02 (in pure and supported 
M/Ce0 2  systems) and their relation to catalysis have been studied in great 
detail by using several complementary techniques such as chemisorption, 
temperature-programmed reduction and desorption, Fourier-transform infrared 
(FT-IR) and Raman spectroscopy, Diffuse reflectance infrared Fourier 
transform (DRIFT), !H-NMR (nuclear magnetic resonance), electron spin 
resonance (ESR), x-ray photoelectron spectroscopy (XPS), extended x-ray 
absorption fine structure (EXAFS), x-ray diffractometry, transmission
3
electron microscopy (TEM), UV-VIS spectroscopy, thermogravimetry, 
magnetic susceptibility studies, and semi conductivity studies.
The surface defect structure of CeC>2 is believed to play a key role in 
catalytic reactions [29]. The defect structure of CeC>2 has previously been 
studied using x-ray photoelectron spectroscopy (XPS) and high-resolution 
electron energy-loss spectroscopy (HREELS)[30], diffuse reflectance 
spectroscopy [31], FT-IR spectroscopy [32, 31 33], electron paramagnetic 
resonance (EPR) [33], resonant photo emission [34].
The sheer number of different experimental techniques that are applied in 
the study of the surface and surface defects generally, and indeed those of 
ceria in particular, is an indication as to their importance in many spheres of 
research.
These techniques are generally referred to as characterisation tools. That 
is, LEED & STM techniques are used to investigate surface morphology
whereas RHEED is used for monitoring growth and then photoemission
techniques like XPS can be used for deriving information on bonding
configuration and valence band structure.
Many of the characterisation tools and techniques that are referred to 
above need now to be considered in more detail here. This is important 
because the reliability of the results of such work needs to be assessed, 
particularly as these results act as both a reference point for comparison of 
simulated results and as a source of data for the direction and planning of new 
work.
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X-ray Photoelectron Spectroscopy (XPS)
XPS measures atomic and molecular binding energies. These enable 
compound identification because the energies are characteristic of the parent 
atom or molecule. The technique is based on the photoelectric effect. The 
sample is placed in a vacuum and the surface bombarded with mono-energetic 
X-ray photons, which are of high enough energy to eject electrons from core 
orbitals. If an electron possesses sufficient energy to escape it will then be 
emitted from the sample. A kinetic energy spectrum of the emitted electrons is 
recorded and by considering only elastic collisions, the orbital binding energy 
(Eb) can be obtained using the relationship:
Ek = hv - Eb
Where Ek is the kinetic energy of the electron and hv is the energy 
associated with the incident radiation. It is also possible to gain details of 
surface bonding using this technique, since the binding energy is not only 
dependent on the element but on the binding environment. Also, the number 
of electrons scattered with a particular energy enables information regarding 
the composition of the surface to be obtained.
The defect structure of CeCb has been studied with the XPS technique, a 
good recent example is Patil et al. [35]. The existence of oxygen vacancies on 
the ceria surface, and the presence of both Ce3+ and Ce4+ ions, have been 
observed but no experimental characterization of their arrangement had been 
carried out.
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Scanning Tunnelling Microscopy (STM) and Atomic Force 
Microscopy (ATM).
The STM has given an experimental technique that offers the opportunity 
to image conducting and semi-conducting surfaces and to perform tunnelling 
spectroscopy with atomic scale spatial resolution. Depending on the operating 
parameters, it can also be used to modify the investigated surfacees, either by 
manipulating single atoms or molecules, or by carving well controlled nano­
scale structures into the surface.
These insights into the basic principles of scanning tunnelling microscopy 
and spectroscopy allow an understanding of how an experimentalist obtains 
information about, respectively, the topography and the local electronic 
properties on a surface.
The tip, virtually grounded at the input of the preamplifier, is brought into 
tunnelling in constant current mode over the surface to be investigated. The 
bias voltage Vt is applied to the sample through a resistive bridge circuit. The 
bridge allows to adjust the local potential between the tip and the sample close 
to zero when Vt is grounded, in order to provide a reference point for the 
determination of V jo c a i ( x ) .  The current I sampie is injected by applying an 
adjustable voltage Vsampie to the sample.
As many of the surface calculations carried out in this study are compared 
to particular STM work carried out by Norenberg et al. [36-38], their findings 
will now be briefly reviewed, together with other recent STM.
6
Extremely small current STM orientated surface structure and morphology 
studies have been undertaken. Norenberg and Briggs [36] studied the defect 
structure of Ce(> 2  {111} surfaces , and also the defect formation on CeC>2 
{111} surfaces after annealing [37].
The work [11] reports the first ever atomically resolved images of Ce02, 
with the dominant defect type on the {111} surface at RT being of a triangular 
shape. Norenberg inferred the defect structure to contain three oxygen 
vacancies, and is shown in Fig. 1.1. below. Elevated temperature STM at a 
substrate temperature o f 500°C also revealed an alignment of oxygen 
vacancies on the surface.
Figure 1.1. STM image o f triangular defect 
On stoichiometric C e02 {111} showing 
Enhanced brightness at the defect edges.
This work also suggests that the defects are bound as the results suggest 
that upon formation of an oxygen vacancy, two electrons remain localised on 
two Ceria ions neighbouring the vacancy site, which are reduced to Ce3+. The 
localisation of the electrons on these Ce ions can be understood from the 
electrical conductivity measurements made in this work [36]; in that if the 
electrons were not localised, then there might be the expectation that a large
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increase in conductivity, consistent with delocalisation of electrons in an 
electronic band over the whole structure, might be observed. However, this is 
not the case, and low conductivity is observed for reduced ceria [36],
The later study by Norenberg et al. [37] describes the effects of annealing, 
in a temperature range of 950-1030 °C and under oxygen deficient conditions. 
Here the triangular defects first appear and then later form line defects, after 
annealing at the higher temperatures, by a zipping mechanism.
Norenberg et al. has also worked on other surfaces aspects of ceria [38]. 
The study was a combined approach using the experimental techniques of 
STM and LEED (Low Energy Electron Diffraction), together with atomistic 
simulation, and resulted in atomically resolved STM images of the CeC>2 
{001} surface, together with the atomistic modelling, carried-out by Harding 
showing that an arrangement of Ce3+ ions in lines is energetically favourable 
compared to other structures.
Recent atomic force microscopy AFM [39] and dynamic scanning force 
microscopy [40] also presents images and atomic details of surface features on 
the {111} surface of CeC>2 .
Atomic-scale structures and dynamic behaviours of CeC>2 {111} surfaces 
were imaged by noncontact atomic force microscopy (NC-AFM) and 
scanning tunnelling microscopy (STM). Hexagonally arranged oxygen atoms, 
oxygen point vacancies, multiple oxygen vacancies, and hydrogen adatoms at 
the surfaces were visualized by atom-resolved NC-AFM observations. Most
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Figure 1.2. Atom-resolved NC-AFM image 
of a nearly stoichiometric CeC>2( 1 1 1 )  surface.
Hexagonally arranged bright contrasts and 
a triangular protrusion as brighter contrast and 
observed [39].
The image in Figure 1.2 above shows the observed triangular protrusions. 
They were observed as brighter contrasts than other oxygen atoms on the 
nearly stoichiometric surface. The triangular protrusion enclosed by a circle 
was resolved into six bright spots whose apparent topographies were higher 
than other surface oxygen atoms by 0.03-0.05 nm, but the in-plane positions 
were almost identical to those expected from the bulk-terminated structure. 
The authors noted that the triangles always pointed in the same directions. 
Such triangular protrusions were observed on the nearly stoichiometric 
CeC>2(l 1 1) surface, while they were seldom observed on CeCbCl 1 1) 
surfaces when the density of oxygen vacancies was above 5.0><1012 c m 2 (ie, 1 
vacancy in ~ 200 A  x  200 A  ). The authors suggest that the protruded
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structure may reflect local stress due to Coulombic repulsion between 
negatively charged oxygen anions and that the local stress may be a key issue 
to form oxygen vacancies on the surface. But given how spread out the 
protrusions are it does seem unlikely.
NC-AFM and STM measurements o f cleaned CeC>2(l 1 1) surfaces also 
revealed a protrusion as a brighter contrast. The figure 1.3. below shows an 
atom-resolved NC-AFM image of the protrusions. The height of the 
protrusions were 0.03-0.05 nm. It was noted that this height was consistent 
with the height obtained by NC-AFM image for hydrogen adatoms on 
TiC>2(l 1 0) surface. Thus the author suggests that the protrusion may be 
considered as hydrogen adatoms, adsorbed on top of the oxygen atom sites as 
evidenced in the image below, where two o f the protrusions are shown with 
mesh lines.
Figure 1.3. Atom-resolved NC-AFM image of 
aCeC>2(l 1 1) surface with hydrogen adatoms.
Hydrogen adatoms are observed at on-top 
sites o f surface oxygen atoms. [39]
For a CeChO 1 1) surface annealed at 1173 K for 60 s, the density of the 
oxygen point defects was calculated to be (0.8-1.7 )x l012 cm-2 (0.1-0.2% of
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top layer O2-). The density of surface oxygen vacancies increased with 
increasing annealing time at 1173 K. After annealing the surface at 1173 K 
for a total of 120 s, the density of surface oxygen vacancies increased to (5.3- 
7.9)xl012 cm-2 (0.6-1.0% of top layer O2-). By further increasing the oxygen 
defect density to (1.7-3.6)xl013 cm-2 (2.1-4.6% of top layer O2-) by 
annealing at 1173K for 240 s, multiple defects such as line defects and 
triangular defects appeared.
The current view is that triangular defect consisted of three neighbouring 
oxygen vacancies with a third layer oxygen atom at its centre, while the line 
defects consisted of removal of oxygen atoms along the {110}, {101}, and 
{011} directions.
Highly resolved images and atomic details of surface features on the 
{111} surface of ceria like terrace structures, step edges, kinks and 
hexagonally shaped pits that are naturally formed during surface preparation 
by sputtering and annealing cycles, have been presented by Gritschneder et 
al[40]. The observed features were described as representing 
thermodynamically meta-stable structures as the apparent surface morphology 
is a result of annealing the surface to high temperature. The authors point out 
that this morphology appears distinctly different from that of cleaved CaF2 
{111} which has very similar ionic structure and size parameters, and 
therefore the study clearly reveals the different bonding properties of CeC>2 
compared to the strongly ionic CaF2 that also manifests itself in surface point­
like defects and the high mobility of oxygen on the surface.
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A more recent and significant study has been carried out by Friedrich Esch 
and co-workers [41]. They have elucidated the structure, distribution, and 
formation of oxygen vacancies on a cerium oxide surface. They have 
combined atomic-resolution imaging using scanning tunneling microscopy 
(STM) on a ceria surface with quantum mechanical calculations using density 
functional theory (DFT). They show that surface oxygen vacancies on 
CeC>2( l l l )  are immobile at room temperature, but linear clusters of these 
vacancies form at higher temperatures. These vacancy clusters expose 
exclusively Ce3+ ions to gas phase reactants. Thus, exposed Ce3+ ions are 
grouped into large ensembles, whereas the sites immediately adjacent to these 
vacancy clusters remain as pure Ce4+ ions.
They also show that one subsurface oxygen vacancy is required to 
nucleate each vacancy cluster. Guided by this knowledge, they performed 
DFT calculations that suggest an exciting new explanation for the role of Zr 
promoters in ceria-based catalysts: to enable growth of the linear vacancy 
chains without the need for a subsurface vacancy, which is energetically more 
costly than a surface vacancy.
Spectroscopy
Auger Electron Spectroscopy
This is a low energy technique and is used to study the elemental 
composition of a surface. The surface to be studied is placed under vacuum 
conditions and bombarded with a beam of electrons with energy of 1-10 keV. 
This causes some of the electrons associated with atoms within a 1mm region
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of the surface to be ejected. The ionised atom finds a route to return to the 
ground state. This could be via X-ray emission or by a non-radioactive 
transition, where an electron from a higher energy level fills the empty 
electron position.
The energy released during this transition is transferred to another electron 
within the same atom. This electron is then ejected and will escape if it is 
close enough to the surface. This electron is the Auger electron, and its energy 
is characteristic of the binding energy of the parent atomic orbital. Auger 
electron spectroscopy can be used to determine the concentration of adsorbed 
species on a surface.
An example of the latter is discussed here.
The addition of zirconium in the cubic lattice of ceria improves the redox 
properties and the thermal stability, thereby increasing the catalyst efficiency 
and longevity.
Nelson et al.[42] have carried out surface chemistry and microstructural 
analysis of CexZr 1-^ 02-^  model catalyst surfaces. The surface composition and 
availability of surface oxygen of model ceria-zirconia catalyst promoters was 
considered to develop a reference for future catalytic reactivity studies.
Auger electron spectroscopy (AES) was used to examine the existence of 
zirconia defect sites for samples with different zirconium concentrations. The 
chemical composition of the prepared model catalysts was analyzed with AES 
to characterize surface species segregation compared with the bulk 
composition.
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The authors indicate that the AES analysis of ceria-zirconia model 
catalysts showed (1) no significant surface species segregation occurs, 
confirming the surface composition is representative of the bulk; (2) the 
concentration of Ce3+ surface defect sites is constant and independent of 
composition, suggesting incorporation of zirconium into the ceria lattice does 
not inherently create additional defect sites; (3) the surface chemistry of the 
oxides is unaffected by prolonged exposure to ultrahigh vacuum or electron 
bombardment; (4) the model catalyst surface stoichometry is consistent with 
(y=0.0-0.08) for CexZri-x0 2 -j.
Nanoparticle Synthesis Strategies
This section of the opening chapter introduces some of the recent 
experimental procedures and strategies that have been employed in order to 
synthesize a range of ceria nanostructures. This will include descriptions of 
some recent methodologies for the synthesis of nano- needles, particles, rods, 
rings, wires, fibres, and indeed recent attempts to synthesize ceria nanotubes.
Gas Phase Synthesis and Sol-Gel Processing
Major efforts in nanoparticle synthesis can be grouped into two broad 
areas: gas phase synthesis and sol-gel processing. Nanoparticles with 
diameters ranging from 1 to 10 nm with consistent crystal structure, surface 
derivatization, and a high degree of monodispersity have been processed by 
both gas-phase and sol-gel techniques. Initial development of new crystalline 
materials was based on nanoparticles generated by evaporation and
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condensation (nucleation and growth) in a subatmospheric inert-gas 
environment [43-45]. Various aerosol processing techniques have been 
reported to improve the production yield of nanoparticles [46, 47]. These 
include synthesis by combustion flame [48-50]; plasma [51]; laser ablation 
[52]; chemical vapour condensation [53]; spray pyrolysis [54]; electrospray 
[55]; and plasma spray [56]. Sol-gel processing is a wet chemical synthesis 
approach that can be used to generate nanoparticles by gelation, precipitation, 
and hydrothermal treatment [57]. Size distribution of semiconductor, metal, 
and metal oxide nanoparticles can be manipulated by either dopant 
introduction [58] or heat treatment [59]. Better size and stability control of 
quantum-confined semiconductor nanoparticles can be achieved through the 
use of inverted micelles [60], polymer matrix architecture based on block 
copolymers [61] or polymer blends [62], porous [63], and ex-situ particle- 
capping techniques [64, 65].
C e02 Nano-particles
Various techniques based on the chemical wetness routes have been used 
to prepare CeC>2 nanoparticles, such as hydrothermal [66], reverse micelles 
[67], sonochemical [68], pyrolysis [69] and homogeneous precipitation [70]. 
The latter demonstrates promising development in fabricating CeC>2 




Recentl work [71] has involved preparing nanocrystalline CeC>2 particles 
by two-stage non-isothermal precipitation, ie. precipitating at 70 °C and aging 
at another temperature. Results showed that the intermediates at the end of 
precipitation stage were needle like mixtures of Ce3+ -Ce4+ compounds. The 
subsequent aging temperature played an important role on the shape and size 
of the final product. As the aging temperature suddenly reduced to 0 °C, the 
resultant particles retained their original needle-like structure via the 
topotactic mechanism, which cannot be obtained by isothermal precipitation. 
On raising of the aging temperature above 50 °C, the products were hexagonal 
and resulted via the dissolution-recrystallization mechanism. Moreover, all 
products were cubic-fluorite structured Ce02 with negligible Ce3+ content. 
Some of the products are shown in Figure 1.4 below.
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Figure 1.4 TEM images of the prepared samples at different conditions: (a) 
reaction for 5 min, (b) aged at 90 °C, (c) aged at 70 °C, (d) aged at 50 °C and (e) 
aged at 0 °C. Precipitation temperature, 70 °C; aging time, 20 h. [71].
Ceria (Nano-) Rods
CeC>2 nanorods with well-defined reactive planes ({001} and {110}) have 
been recently synthesized by a solution-based hydrothermal method [72].
The as-obtained CeCh nanorods were 100-300 nm in length and about 13- 
20 nm in diameter, see figure 1.5.
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Figure 1.5. TEM image of Ce02 nanorods.[72]
These nanorods show higher CO oxidation activity than Ce02 
nanoparticles because of their more reactive planes. The authors claim that 
their present results suggest that catalysts may be “designed” rather than 
“prepared” because of the recent development of morphology controlled 
synthesis of nanostructured materials. And that through the control of a few 
critical synthesis parameters, nanomaterials with predictable morphologies, 
namely well-defined crystal planes, can be obtained, and the use of these 
materials as model catalysts in laboratory investigations as well as practical 
applications becomes possible.
Single-crystalline and uniform nanopolyhedra, nanorods, and nanocubes 
of cubic Ce0 2  have been selectively prepared by a hydrothermal method at 
temperatures in the range o f 100-180 °C under different NaOH concentrations, 
using Ce(N(>3 )3  as the cerium source [73](figure 1.6). According to high- 
resolution transmission electron microscopy, they have different exposed 
crystal planes: {111}, and {100}. for polyhedra, {110} and {100}for rods, and 
{100} for cubes. During the synthesis, the formation of hexagonal Ce(OH )3  
intermediate species and their transformation into CeC>2 at elevated
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temperature, together with the base concentration, have been demonstrated as 
the key factors responsible for the shape evolution. Oxygen storage capacity 
(OSC) measurements at 400 °C revealed that the oxygen storage takes place 
both at the surface and in the bulk for the as-obtained Ce0 2  nanorods and 
nanocubes, but is restricted at the surface for the nanopolyhedra just like the 
bulk one, because the {100}/{110}-dominated surface structures are more 
reactive for CO oxidation than the {111}-dominated one. This result suggests 
that high OSC materials might be designed and obtained by shape-selective 
synthetic strategy.
«n)
( 2 M i  u p  I
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Figure 1.6 TEM (a) and HRTEM (b) images of Ce02  
nanopolyhedra. TEM (c) and HRTEM (d) images o f Ce02  
nanorods, inset is a fast Fourier transform (FFT) analysis. 
TEM (e) and HRTEM (f) images o f C e02 nanocubes, inset is a 
fast Fourier transform (FFT) analysis. [73]
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Cerium Compound (Nano-) Rings
It has been recently reported [74] that cerium compound nanowires and 
nanorings have been synthesized by templating with AOT anions and alkyl 
alcohols. It was shown that there could be nano-structural control of the 
cerium compound nanostructures by the number of the incorporated alkyl 
alcohol in the mixed organic molecule template.
Enlarged Image
Nanowire Nanoring
Figure 1.7 Schematic representation of Cerium compound
nanowires and nanorings templated by organic molecules. [74]
Figure 1.8. SEM images of nano-structured cerium compounds 
synthesized in the presence o f NaAOT and Alkyl Alcohol 
(CgH] iOH) & obtained after 5 hrs. reaction time. [74]
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Ceria Nano wires
A simple low temperature approach has been successfully developed 
recently [75] to synthesize single crystal cubic Ce02 nanowires. It has been 
shown that the reaction of cerium nitrate (the cerium source) with ammonia in 
the presence of neutral surfactant results in the precipitation o f a cubic fluorite 
ceria/surfactant mixture, which after drying and calcinations gives pure 
fluorite-structured Ce0 2 .
The method thus employs octadecylamine (C18H37NH2) as the structure- 
directing agent, cerium nitrate as the cerium source, and ammonia as the 
precipitating agent.
As is seen in Figure 1.9 below, all the cubic CeC>2 samples produced show 
nanowire morphology with lengths up to several hundreds of nanometers and 
diameters ranging between 10 and 25 nm.
Figure 1.9. HRTEM images of the cubic ceria nanowires calcined at different 
temperatures: (a) and (b) air-dried (sample Cl Oh); (c) 673 K (sample C10h-673K). 
The inset in (b) is electron diffraction (SAED) pattern o f the single nanowire from 
(b). [75]
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XRD patterns of the samples reveal a characteristic diffraction peaks of a 
cubic fluorite structured CeC>2 . Selected-Area Electron Diffraction (SAED) 
patterns of the samples show that the nanowires produced were single crystals 
[75].
Ceria (Ce0 2 ) nanowires have also been successfully synthesized by a 
sonochemical method[76] in ambient air and alkali aqueous solution from 
Ce0 2  nanoparticles without using any templates. The results showed that both 
alkali concentration and ultrasonic irradiation played critical roles in the 
formation of the nanowires. The crystalline structure and dimensions of the 
nanowires were characterized by powder X-ray diffraction (XRD), 
transmission electron microscopy (TEM), high-resolution transmission 
electron microscopy (HRTEM) and selected area electron diffraction (SAED). 
The UV-visible absorption spectrum result showed that the products had 
conspicuous shape-specific effect. Microstructural analysis in HRTEM 
revealed that the preferential growth direction of CeC>2 nanowires was [1 1 0 ]. 
Moreover, the catalytic activity of Au/Ce0 2  using CeC>2 nano wires as support 
for CO conversion was higher than that obtained using bulk Ce0 2  as support.
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Ceria Nano-fibres
Figure 1.10 SEM micrographs for (a) as-prepared and (b) calcined (500 °C)
PVA/cerium nitrate composite fibers. [77]
Thin polyvinyl alcohol/cerium nitrate composite fibers have been prepared 
using sol-gel processing and electrospinning techniques [77]. After 
calcinations of the above precursor fibers, CeC>2 nanofibers with a diameter of 
50-150 nm were successfully obtained. The fibers were characterized by 
Raman spectroscopy, thermogravimetric analysis, differential thermal 
analysis, X-ray diffraction, Fourier transform infrared spectroscopy, and 
scanning electron microscopy.
Ceria (Nano-) Tubes
Since the discovery of carbon nanotubes [78], tubular nanostructures have 
attracted increasing attention due to their unique physical properties and great 
importance in both basic scientific research and potential technological 
applications[79, 80]. Up to now, nanotubes of many compounds, such as 
polymers, metals, nonmetals, oxides, sulphides, have been synthesized [81-
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85]. The vapor deposition method is generally used to prepare carbon 
nanotubes. Template-directed synthesis, which was developed much later, 
represents a straightforward route. Materials with channel structures, such as 
mesoporous silica [8 6 ], porous polymer film [87] and anodic aluminum oxide 
membrane [8 8 ], can serve as the templates. Although changing the channel 
structures of templates can rationally control the size and morphology of 
nanotubes, it is quite complex because templates must be prepared first and 
then removed after the fabrication. Some non-template methods provide 
simpler ways for the fabrication of nanotubes, such as hydrothermal methods 
[84], thermal decomposition [85], and sol-gel methods [89]. However, due to 
their low cost, high yield, ease of handling, non-template methods are much 
more attractive and promising for up-scale fabrications and further 
applications. In recent years, ultrasound irradiation has been extensively used 
to generate novel materials with unusual properties. Ultrasound irradiation can 
induce the formation of particles with a much smaller size and higher surface 
area than those reported by other methods [90]. Ceria has been extensively 
studied and employed in various applications including polishing materials 
[91], UV blocks [92], catalysts [93] and fuel cells [94]. CeC>2 nanoparticles 
have been prepared using many different techniques including hydrothermal 
synthesis [95], reversed micelles route [67], mechanical chemical synthesis 
[96] and sonochemical route [97].
Recently, tubular nanostructures of CeC>2 have been fabricated by a 
sonochemical method [98]. During the reaction, the spherical Ce0 2
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nanoparticles can be transformed into nanotubes in alkali aqueous solution 
without using any templates, this work is described shortly because well- 
crystalline Ce02-x Nanotubes were first synthesized by Han and co-workers 
via a mild hydrothermal reaction route using cerium nitrate and ammonium 
hydroxide as[99]. Much of the findings o f their work have been used to guide 
the modeling and simulation of ceria nanotubes later described in chapter six. 
Their results describe CeC^.* nanotubes that have the same structure as the 
bulk CeC>2 but had larger lattice parameter.
nanopartick*
imnimirr
| .  -m  '
50nm
Figure 1.11: (a) Typical morphology o f the sample. There are three kinds of 
nanostructures: nanoparticles, nanowires, and nanotubes as marked in the figure, (b) 
High-resolution image o f a nanowire, (c) High-resolution image o f a nanotube. The 
thickness o f the wall o f the nanotube is about 5.5 nm by measuring the spacing 
between lines A and B or lines C and D. [99].
The walls of the nanotubes were observed to be approximately 5nm in 
width, and the lumen width was estimated to be a little smaller than this value.
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Han and co-workers [99] found that higher precipitation temperature is 
key for the formation of the tubular structures, and that at lower precipitation 
temperatures only nano-particles and nano-rods are synthesized.
As mentioned earlier, Ce02 nanotubes with diameters of 10-15nm (which 
is similar to that observed above) and length of 150-200nm have been 
successfully synthesized by a sonochemical method under ambient air in 
alkali aqueous solution without any template[98]. It was found that both high 
alkali concentration and ultrasound irradiation played critical roles for the 
formation of the nano tubes. The crystalline structure and dimensions of the 
nanotubes were characterized by powder X-ray diffraction (XRD), 
transmission electron microscopy (TEM), and selected area electron 
diffraction (SAED). The UV-visible absorption spectroscopic measurement 
results showed that the products had conspicuous quantum size effects.
<S>
30nm
Figure 1.12: Ceria nanotubes synthesized by a sonochemical method under 
ambient air in alkali aqueous solution without and template. [98].
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The ultrasound promoted the formation of CeC>2 nanotube. This promotion 
arises from acoustic cavitations, that is, the formation, growth, and implosive 
collapse of bubbles in a liquid. The implosive collapse of the bubbles 
generates a localized hotspot through adiabatic compression or shock wave 
formation within the gas phase of the collapsing bubbles. When solutions are 
exposed to strong ultrasound irradiation, bubbles in the solution are 
implosively collapsed by acoustic fields. High-temperature and high pressure 
fields are produced at the centers of the bubbles. The temperature is estimated 
to be 5000 K, the pressure reaches over 1800 atm, and the cooling rate is in 
excess of 106 K/s when the bubbles implode [98]. These extreme conditions 
attained during bubble collapse are critical for the formation of the nanosized 
CeC>2 tube. The experiment was also carried out via hydrothermal procedure. 
After hydrothermal treatment for 20 h at 140 °C neither rods nor tubes were 
obtained. Miao et al. therefore verify that the extreme condition during the 
sonochemical process is a critical factor for the formation of the CeC>2 
nanotubes.
Miao et al. summarize by suggesting that their sono-chemical method is a 
convenient, mild, efficient and environmentally friendly method, which is free 
of any templates and concludes that both the alkali concentration and the 
ultrasound irradiation play critical roles for the formation of the nanotubes.
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Previous Work Using Simulations
There are two main approaches used in the modelling of materials at the 
atomic scale, namely: atomistic simulation and electronic structure 
calculations. Atomistic simulations use potentials which are parameterised 
analytical equations to describe the inter-atomic forces acting within a system. 
Electronic structure calculations calculate the interatomic forces by 
considering the electrons explicitly and solving the Shrodinger equation. A 
more detailed description of the theoretical methods and simulation 
techniques used in this thesis is given in the following chapter. What is of 
interest at this point is to consider some of the instances where previous work 
has taken advantage of these techniques with respect to studies of Ceria.
A recent paper [100] additionally highlights the synergy that exists with 
the two techniques, that is the benefits of combining the reliability of the 
structures and energies obtained from quantum mechanical methods with the 
insights given by larger scale atomistic simulations which are better able to 
search configurational space.
The paper describes difficulties associated with choosing which potential 
model to use. Ceria has been studied computationally by many authors, each 
deriving a new potential model. Many of these potential models have been 
derived independently and each show agreement with available experimental 
data, however they differ in their predictions of how the surfaces relax. The 
paper concludes that quantum methods can generally be used successfully to
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screen the different potential models and where necessary, provide sufficient 
data so that the models can be reconsidered.
One of these models, which is now discussed in more detail in the following 
section has been used to study the defect properties of Ceria.
Atomistic Simulations of Defect Properties
In a review chapter entitled ‘Computer Simulation Studies of Ceria-Based 
Oxides’ (Islam and Balducci, 2002)[101], three aspects of the defect 
chemistry of Ceria are reviewed: Bulk defect chemistry; Oxygen ion 
migration; and Surface properties.
The focus of the defect chemistry of ceria revolves around the reduction of 
Ce0 2  to Ce2 0 3 , and the effect of impurities. Balducci et al [102, 103] 
calculated the energy change for the following reduction process, shown 
below in Kroger-Vink notation.
Oq + 2Cece -> - 0 2(g ) +  vo + ^ CeCe 
where Ce’Ce is the Ce3+ species and V * *  is an oxygen vacancy.
The notation describes complete Ce4+/Ce3+ reduction process in the bulk 
crystal with concurrent formation of an oxygen vacancy and oxygen release.
The reduction energy, with the concurrent formation of an oxygen 
vacancy and oxygen release, was calculated to be -83.39 eV. This very large
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reduction energy is due to the fact that an ionic model is being used and the 
calculation has not as yet involved a correction consisting of the oxygen 
electron affinities, bond formation, and cerium’s fourth ionization potential. 
This uncorrected value was then re-calculated for ceria solid solutions Cei. 
xMx0 2 with M = Zr, Hf, Th as a function of the dopant concentration. The 
results of these calculations show that the reduction energy decreases 
substantially with dopant concentration for Zr4+ and Th4+, the effect being 
larger for Th4+, while it increases slightly for H /+. The trend is explained (in 
part) and discussed in terms of the different ionic size of the dopants: Th4+ is 
larger than Ce4+, while Zr4+is smaller. Therefore, since the size of cerium 
increases on reduction, the resultant lattice strain is better accommodated in 
the case of the larger dopant.
The early work of Butler et al.[104] identified another key issue in ceria, 
which shows significant defect clustering. Here, they focussed on the binding 
energy (BE) for a series of divalent and trivalent dopants.
The BE is a measure of the stability of a defect cluster relative to its 
components and is defined in the work as the difference between the energy of 
the cluster and the sum of the energies of the isolated component point 
defects.
BE — Ecluster— (  ^isolated defects Edefect )
Where negative BE values indicate relative stability of the cluster.
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Butler et al [92], as with most other studies in the area, concentrate on 
defect clusters that form from lower-valent (acceptor) dopant cations and 
oxygen vacancies. These associations are widely considered to be responsible 
for the observed variation of the electrical conductivity of ceria-based oxides 
with dopant size, concentration and temperature [105].
Butler et al. evaluated the energy change for the following processes:
V 0+ n M ’ce =  (nM ’ceVa)2-"
V5+nM”ce = (nM”c=V6)2-2n
In which the vacancy and the dopant cations are at nearest neighbour 
positions. Calculations were performed for n = 1 - 4  and M = Sc3+, Y3+, Gd3+, 
Ce3+, La3+, Mg2+, and Ca2+.
The results of the study confirm the work of Mogensen et al.[105] with 
similar patterns occurring when the BE for the (M ’ceV 6) cluster is plotted as a 
function of the dopant ionic size in ceria. Thus these works have been 
important in showing that ionic size may have a large effect on ionic 
conductivity, which is a factor that should therefore be incorporated into solid 
electrolyte design.
Another important property examined by computational techniques is the 
oxygen mobility in ceria. Balducci describes the widely accepted view that the 
migration of oxygen in ceria and ceria based materials takes place via a 
vacancy hopping mechanism, and describes a method whereby an energy
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profile can be determined by simulating the oxide ion at a number 
intermediate positions along the migration path.
The activation energy is obtained as the difference between the maximum 
energy experienced by the migrating oxide ion and the energy of the starting 
configuration. Using this type of calculation Balducci et al[102, 103] 
evaluated an activation energy for oxygen migration of 0.63 eV and 0.57 eV 
in pure and thoria-doped ceria respectively and that these values were in 
reasonably good accord with corresponding available experimental data of 
0.75 eV and 0.49 eV.
The final area, which will be investigated further in this thesis is the 
surface properties, first studied by Sayle et al. in 1994 [106].
Sayle et al.[106] used atomistic methods to model the {110}, {310} and 
{1 1 1 } surfaces of CeC>2 . The relative stability of the surfaces of CeC>2 is in the 
order {1 1 1 } > {1 1 0 } > {310}, which remains the same before and after 
relaxation.
More recently Vyas et al. [107] investigated an extensive set of ceria 
surfaces using four different interatomic potential models. The dependence of 
the results on the parameters were discussed in detail. For example, the work 
found that while absolute surface energies varied considerably, relative 
energies did not. However, for one model the predicted surface ion relaxations 
were large and very different compared to those of the other three models. The
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reason given for this highlighted the difficulties of applying shell model 
parameters derived from bulk calculations to studies of surfaces.
Baudin et al. [108] use molecular dynamic techniques to study the {111}, 
{011} and {001} low index surfaces. For all three surfaces at both 300 and 
110 K it was found that the surface mean square displacements are generally 
larger for the oxide ions than for the cations and that the out-of-plane surface 
motion is larger than the in-plane surface motion. Such effects were also 
noticeable deep into the thick slabs that they were using.
Gennard et al.[109] calculated surface energies for the {011} and {111} 
faces of ceria using atomistic techniques. They found that their methods 
provide a correct estimate of the surface relaxations and the correct order of 
stability of the two faces, with the energy difference between the {0 1 1 } and 
{111} surfaces being approximately 1 J/m .
Surface segregation of metal ions in ceria has been investigated by Sayle 
[106] using atomistic simulation techniques. Here, the interactions between 
the ions of the precious metals palladium, platinum, and rhodium with ceria 
were studied.
The work demonstrates that these metal ions extensively segregate to the 
surfaces of ceria both as isolated ions and neutral clusters, with the {1 1 0 } 
surface being more favourable for the isolated defects than the {1 1 1 } surface.
The work investigates the effect of the % coverage of the different metal 
ions on the segregation energy, and finds that defects segregate at low
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concentrations better than at high concentrations due to the increase in steric 
hindrance at the surface.
Also the study shows that a decrease in surface coverage of metal defects 
accompanies an increase in temperature ranging from 500 to 2500 K at a 
constant bulk concentration.
These findings, together with the pointers to further work that the study 
concludes with, allows the authors to postulate about how the presence of 
noble metals, and the subsequent effects in surface modifications, will greatly 
influence catalytic activity.
Atomistic Simulation of Ceria Nanoparticles.
Sayle et al (2002)[110] have used molecular dynamics (MD) simulation to 
generate atomistic models for three CeC>2 nanoparticles which are lOnm in 
size and comprising of 16 000 ions. They use an amorphisation and 
recrystallisation strategy [1 1 1 ] to generate the particles, which comprise 
{1 0 0 }-truncated {1 1 1 } octahedral in accord with experiments.
One of the surprising features associated with both the atomistic models 
and experimental work described in the study is the absence of the {1 1 0 } 
surface. It is pointed out that, from surface energies calculated using static 
methods, that surface ordering follows {1 1 1 } < {1 1 0 } < {1 0 0 } with the {1 1 1 } 
surface calculated to be the most stable followed by {110}. However, work
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with Ce0 2  nanoparticles appears to suggest that the {1 0 0 } is more stable than 
the {1 1 0 }.
The authors give an interesting reason for these findings, which is revealed 
when observations were made at the end of the simulation. That is, the CeC>2 
{100} revealed a 50% reduction in the oxygen ions at the surface, as 
compared to a simple cleavage of the bulk material. It was thought that this 
stabilizes the surface by quenching the de-stabilising dipole associated with 
this type of surface. It has been calculated that the ceria nanoparticles 
comprise a high concentration of labile surface oxygen species, which is 
suggested will help promote the oxidation of CO to CO2 . In particular, the 
ceria nanoparticle contains a high proportion of reactive {1 0 0 } surfaces, 
surface steps and comer sites. When reduced to CeOi.95, the associated Ce3+ 
species and oxygen vacancies decorate step, comer and {1 0 0 } sites in addition 
to plateau positions on {111}. The energetics of CO oxidation to CO2, 
catalysed by a ceria nanoparticle, is calculated to be lower compared with CO 
oxidation associated with the lowest energy surface (i.e. Ce0 2 ( l l l ) )  of the 
corresponding ‘bulk’ material. That is, extraction of oxygen from the surface 
of the nanoparticle was calculated to be easier compared to oxygen extraction 
from the extended ( 1 1 1 ) surface of the corresponding bulk material, which is 
the most stable ceria surface.
The ceria nanoparticle has a high surface area to volume ratio and 
consequently a high proportion of surface oxygen ions accommodate 
step/comer sites. Oxygen ions at these positions are more facile, and hence
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easier to extract, compared with oxygen ions on the CeC>2 (111) surface. It is 
suggested therefore that ceria nanoparticles may help promote the oxidation of 
CO to CO2 more effectively compared with its ‘bulk’ counterpart. This 
approach has also been used to investigate the convertion of ceria polyhedral 
nanoparticles into single-crystal nanospheres [1 1 2 ].
Feng et al [112] use experimental techniques, in conjunction with 
Amorphisation & Recrystallisation molecular dynamics simulation, to show 
that under flame temperature conditions, an inner ceria core evolves in a 
single-crystal spherical shape without faceting, because throughout the 
crystallization it is completely encapsulated by a molten 1 - to 2 -nanometer 
shell of titania that, in liquid state, minimizes the surface energy.
Electronic Structure Calculations
Work by Skorodumova et al.[113] using electronic structure calculations, 
investigated the mechanism behind the ability of ceria to store, release and 
transport oxygen.
Skorodumova et al. suggested that it is possible to describe the ground 
state and magnetic properties of both CeC>2 and Ce2C>3 within LDA(GGA) 
approximations by treating the 4f-state of Ce as a part of the inert core in 
Ce2C>3 and as a valence, band like state in CeC>2 . However, this treatment of 
Ce2C>3 and CeC>2 does give rise to concerns. That is, if the 4f electron is the 
outermost electron then it should be a valence electron, i.e. it will be involved
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in the chemistry and hence can not be a core electron, which is not involved in 
the chemistry. By saying it is a core electron (for Ce2 0 s) then the authors 
imply that if the atom reacts then the 4f will stay in the core and not be 
involved, which does not seem reasonable as it will be the first to go if Cem 
goes to Ceiv-
The work showed that the reversible Ce0 2 -Ce2C>3 reduction transition 
associated with oxygen-vacancy formation and migration is directly coupled 
with the quantum process of electron localization. That is, they show that on 
removing oxygen atoms that two electrons go on to nearby Ce atoms.
A particular in-depth ab initio investigation [109] illustrated how the ab 
initio technique can be used to give high quality information regarding the 
bulk and surface properties of ceria (and zirconia) that possibly have 
implications for the catalytic activity of the material. In the surface studies, the 
surface energies of the {0 1 1 } and {1 1 1 } faces of ceria were calculated, and 
were used to access the accuracy of interatomic potential-based method 
calculations. Also, geometric and electronic relaxations were investigated for 
each of the surfaces. These relaxations were shown to be confined to the 
outermost oxygen ions in the {1 1 1 } surface, but were shown to be more 
important in the {0 1 1 } slab where they are extended to the subsurface layers 
in a columnar way. This leads to an unsaturation of the surface ions in the 
{0 1 1 } surface, which is the property that may have implications for catalysis.
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It should also be noted here that this is a working example of a study that 
is making full use the synergy that exists between atomistic and ab initio 
simulations.
A density functional theory (DFT) study, investigated the bulk and low 
index surfaces of ceria [114]. They find that the surface energies increase in 
the order ( 1 1 1 ) > ( 1 1 0 ) > ( 1 0 0 ), while the magnitudes of the surface 
relaxations follow the inverse order. They demonstrated that the bonding in 
pure ceria is partially covalent and their analysis of the resulting electronic 
states confirmed the presence of localised Ce4f states above the Fermi level. 
They also demonstrate an improvement in the description of the correlated 
cerium 4f states in partially reduced ceria by applying the DFT+U 
methodology, which leads to the appearance of a new gap state between the 
valence band and the empty Ce4f band. Analysis of the partial charge density 
shows that these states are localised on the Cem ions neighbouring die oxygen 
vacancy. The vacancy is bound by two neighbouring Cem ions, which have 
been reduced from Cejy. The remaining Ce ions are in the Ceiy oxidation state. 
The localisation of Ce 4f electrons modifies the predicted structure of the 
surface.
However, the investigation of the atomic and electronic structure of an 
oxygen vacancy on the {100} surface illustrates the problems DFT can have 
with the description of strongly localised systems, where DFT wrongly 
predicts electron delocalisation over all of the cerium atoms in the simulation 
cell.
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This opening chapter of this thesis has formed an overview of 
experimental techniques often used to study ceria surfaces and nanoparticles, 
and some current research of the strategies employed in the synthesis of a 
variety of ceria nanostructures. Before presenting recent progress in 
modelling ceria surfaces and nanotubes, the potentials used for this modelling 
and the simulation methods are now discussed.
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Chapter 2
Potential Models, Theoretical Methods 
and Simulation Techniques
Potential Models
A good description of the forces between all species in a system is 
essential to obtain reliable results in a simulation. The approach used here 
uses parameterised potential functions, called the potential model, to describe 
the interactions between two or more species. Such calculations, usually 
called atomistic simulations, allow large systems to be modelled but require 
careful parameterisation to ensure that the interactions are accurate with 
variations in geometry. In this chapter, the basis of the potential model is first 
described. Next, the different Coulombic summation schemes that have been 
employed throughout this work are described. Finally, the potential functions 
used in this study are presented and all the potential parameters are discussed.
The Bom Model of Solids
The Bom Model of Solids [115] assumes that the sum of all the pair wise 
interactions between atoms i and j gives the lattice energy of a crystal. Bom 
Model describes the interactions between the positive and negative ions within 
an ionic crystal, and so the lattice energy can therefore be written as:
U =  Ejj qi qj / fij + Ejj Ojj (fy)
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The first term describes the long-range Coulombic interactions between 
the ions, the second describes the short-range interactions between the 
electron charge clouds. Repulsions are described using parameterised 
equations such as the Bom-Mayer and Morse Potentials. It is often considered 
adequate to calculate only the two body interactions for systems where the 
interactions are non-directional, such as ionic solids. However, when studying 
systems containing a degree of covalent bonding, higher body terms must be 
added to the equation. These are represented by an additional third term.
U — 2jj cji cjj / fjj + lij Ojj (r;j) + Xjjk Ujjk (r;j rjk Tit)
Shell Model
The Bom model is a rigid ion model where each ion is situated in an 
electric field created by its neighbouring ions and does not take into account 
electronic polarisation.
Spring Constant k
m/ \ / \ A  O  Core Charge X 
X Core /
Figure 2.1: Schematic representation of the shell model.
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Polarisability is modelled using a simple shell [116], where the amount of 
polarisability of the ion changes with changing environment. In this model 
(figure 2 .1 ), an ion is represented as a core and a shell connected by a 
harmonic spring. The shell has no mass and models the electronic charge 
cloud. The core has all the ion’s mass and determines the position of the ion. 
The total charge of the ion is shared between the core and the shell, therefore 
the core isn't just a representation of the positively charged nucleus.
The ion polarisability, a, is related to the shell charge, Y, and the spring 
constant, k, by:
a  = Y 2/k
The harmonic core-shell potential is used to model the physical 




When two ions are brought from infinity to their lattice positions within 
the crystal, the lattice energy is released. This corresponds to the potential 
energy of the long range Coulombic interactions:
>I>
4tt g  0( / l  +  / )
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where q* and qj are the charges on the ions i and j ; r^  is the 
displacement of ion i from ion j ; and / is the set of lattice vectors representing 
the periodicity of the crystal lattice. e 0 is the permittivity of free space.
The problem with calculating the Coulombic energy is the existence of the 
(1/r) term. If an accuracy of 0.0001 units is required for convergence, then the 
distance between charges would be 1 0 0 0 0  A. The resultant calculations over 
this distance would be too computationally expensive. Therefore, appropriate 
Coulombic summation schemes are required. In a three-dimensional solid L is 
the set of three lattice vectors describing the periodicity of the solid and the 
Ewald method [117] is used to solve the equation. In a two-dimensional case 
L represents the surface lattice vectors and the equations are solved by the 
Parry method [118, 119].
Ewald Summation
The Ewald model [120] makes two modifications:
• Each ion is neutralised (at long range) by the superposition of a spherical 
Gaussian cloud of opposite charge centred on the ion.
• A second set of Gaussian charges is superimposed, with the same charges as 
the original point ions and again centred on the point ions (hence cancelling 
the effect of the first set of Gaussians).
Figure 2.2 below illustrates the Ewald sum components. The combination 
of the point charges and the first set of Gaussians is called the real space part 
of the Ewald sum, while the second set of Gaussians becomes reciprocal
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space. One needs to add a correction factor, the self-energy correction, to 
account for the fact that a Gaussian acts on its own site.
Direct n B c d n a l
Figure 2.2 The Ewald sum components of one-dimensional point-charge system. The 
vertical lines are (+/-) unit charges, and the Gaussians are also normalized to unity
Parry Summation
The Parry summation [118,119] is used in the simulation of two- 
dimensional periodic systems such as surfaces and grain boundaries. Here the 
crystal is assumed to consist of a series of charged planes of infinite size 
rather than an infinite lattice and follows a Ewald approach. When summing 
the electrostatic interactions the vectors are now divided into in-plane vectors 
and vectors perpendicular to the plane.
Short Range Interactions
The short-range potentials include both repulsive and attractive 
components. There are a range of functional forms. The most widely used is 
the Lennard-Jones Potential [121].
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V(rij) = Aij/ry' 2 -  Bij/rij6
Where A = 4e<7n 
B = 4ea6
where e is the depth of the potential well and is the (finite) 
distance at which the interparticle potential is zero.
The Buckingham potential [122] describes the short range repulsive 
interactions between the ions and the attractive van der Waals forces.
Oij = Aexp (-ry / p) -  C / ry6
Where A and p are parameters that represent the ion size and hardness 
respectively. The first term of this equation represents the repulsion between 
electron charge clouds which dominates at shorter distances, while the second 
term describes the attractive van der Waals forces which dominates over 
longer distances.
The Morse potential [123] is used to model the bonded interactions 
V(ry) = A y  (l-exp{-Bij(rij-cpij) } ) 2 -  A y
A y  is the bond dissociation energy, (py is the equilibrium 
distance and B y  refers to the potential well curve.
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Derivation of Potential Models
The parameters that are used in the potential models described above can 
be derived non-empirically, by calculating the interaction energy between two 
ions as a function of distance and empirically by fitting a function to 
experimental data.
In the non-empirical approach interactions have often been calculated 
using either Electron-Gas methods [124], where the electron density function 
is calculated and density functional methods are then used to give kinetic 
energy, enabling exchange and correlation contributions to total energy to be 
derived, or by using Ab-initio Hartree-Fock methods [125], which is an 
especially powerful technique for when electron gas methods are inadequate. 
This has been the traditional non-empirical approach. Recently, the 
interactions are calculated by fitting to the results of density functional theory 
calculations.
These non-empirical methods are mainly used when experimental data is 
not available because empirically derived potentials are most reliable.
In the empirical approach, potential parameters are derived by fitting to 
experimental data. The data used is normally from crystallographic studies 
and includes parameters such as unit cell dimensions, atomic coordinates, 
elastic constants and phonon dispersion curves.
This means that empirical fitting is limited to systems where there are 
sufficient experimental results of the required quality. Another major draw
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back to this method is that it is only really valid when ions are at their 
equilibrium separations when the model is fitted.
Potentials Used in this Work
Two potentials are used in this work. The one potential model is a 
potential from Gale J.D. et al (1997)[126] that is a modification of the second 
which is a potential derived by Sayle T.X.T. et al. (1994)[106],
The potentials employ Bom model interatomic potentials [127] which 
included a long range interaction and short range term to model the repulsions 
and van der Waals attractions between electron charge clouds, and the shell 
model was also included to describe the electron polarizability of the 
component ions.
The short-range interactions between ions were described using the 
Buckingham form introduced above.
The potential parameters for the oxygen-oxygen interaction were derived 
empirically [128],[129]. Those for the cation-oxygen interactions were 
derived consistently [130]) using the electron gas method described by 
Gordon and Kim [131]and outlined by Harding and Harker [132]. Cation- 
cation interactions are set to zero.
The following is an extract taken from the original description of the Sayle 
potential in the 1993 PhD thesis:
‘...the potential was derived by Butler (1983), and is a combination of 
empirically derived potentials for anion-anion interactions (Catlow 1977) and
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electron gas potentials for the Cation-Oxygen interactions. In addition the C/r6 
term for the Ce-O interaction, which together with a change in values of the 
shell charge Y, results in a slight modification to the ionic polarisabilities (ie) 
an increase in polarisation of the oxygen and decrease in that of the cerium. In 
all calculations these 3 Ce4+-Ce4+ short-range potentials is set to zero’.
As explained earlier, within the compass of the short range interactions 
described by the Buckingham potential the van der Waals attraction dominates 
over longer distances. Decreasing the C term therefore results in a decrease in 
this attraction and will affect the distance over which the van der Waals 
attraction will have its dominance.
Short range potential parameters
A ( e V )  o ( A ' 1) C  ( e V . A 6)
O2 -O 2' 22764.30000 0.14900 43.83000
Ce4+- O2' 1986.83000 0.35107 20.40000
Ce3+ - O2' 1731.61808 0.36372 14.43256
Shell model parameters
Y(e') k, (eV/ A'2) k,feV/A~*>
O2' -6.10000 419.87400 10000.00000
Ce4+ 7.70000 291.75000 0.00000
Ce3+ 7.70000 291.75000 0.00000
Figure 2.3 Sayle Potential. Short range potential and Shell model
parameters.
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The modification made by Gale et al. [126] is small, in that the change is 
made to the van der Waals interaction C term in the short range (O2' - O2 ) 
potential parameter. It is decreased from 43.83 to 27.89 (eV.A6). Essentially, 
the modification reverts back to the original robust interatomic potential for 
the 0-0 interaction that was derived empirically by Lewis and Catlow [129].
In the Gale potential, cerium is incorporated as a rigid ion. In this potential, 
only oxygen polarisability is modelled since the cation polarisability is less 
strongly influenced by the crystal environment. The use of this potential 
would therefore be advantageous when working with very large systems 
because it is computationally less demanding.
The Gale potential is also most transferable, that is, another condition of 
this potential is that it is consistent with a range of other oxide potentials. 
Hence, this will be an important advantage for modelling the effect of 
impurities.
Computer Simulation Techniques
In this thesis two simulation techniques have been used. One technique is 
to minimise the interaction energy to obtain the equilibrium configuration of a 
system, and hence is called minimisation. This method is fast and has been 
used for many years to investigate the structure and energy of minerals (e.g. 
(Pavese et al.[133],Lewis and Catlow [129], and Catlow et al. [128].
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However, this approach neglects the effect of temperature and the calculations 
effectively performed a zero Kelvin without the zero point energy. The second 
technique, called molecular dynamics, gives kinetic energy to the system and 
lets it evolve with time to sample low energy configurations. This method is 
computationally much more expensive.
One common feature of all the molecular dynamics simulations in this 
work is the use of periodic boundary conditions. In this approach, the 
simulation cell is surrounded by an infinite number of images. Therefore, 
when a particle leaves the simulation box, an image rejoins from the other 
side, as shown in Figure 2.4 below. The system becomes periodic, with a 
periodicity equal to the dimensions of the box.
t-.
O
Figure 2.4 Schematic of the periodic boundary conditions 
where the simulation cell is highlighted in bold.
This approach is very good for crystalline solids and is acceptable for 
liquids or amorphous solids provided the simulation cell is large enough. The
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system no longer has a surface, which is necessary for simulating bulk crystals 
or, in the case of liquids, preventing the outer molecules from boiling off into 
space. When simulating surfaces and grain boundaries, one or two strategies 
can be employed, as described in detail earlier in this chapter. The first is to 
use two-dimensional periodic boundary conditions, i.e., no periodicity 
perpendicular to the surface or interface but keep the periodicity in the other 
two directions. The second is to use a slab and three-dimensional periodicity 
but have the simulation cell so large that the interactions between the interface 
and its images are negligible. These two types of periodic boundary conditions 
require different methods for the summation of the Coulombic interactions as 
discussed earlier in this chapter.
Energy minimisation
Energy minimisation techniques were used throughout this work to 
calculate the energies and equilibrium structures of bulk, low-index and 
stepped surfaces, and nanotube structures. The calculated interaction energy 
should be the minimum interaction energy of the system, i.e., the system must 
be at its mechanical equilibrium and there should be no residual stresses. 
There are two ways of achieving this: firstly by constant volume or constant 
area minimisation, where the cell dimensions are kept fixed but the position of 
the ions can be modified. Secondly, by means of a constant pressure 
minimisation where both the cell dimensions and the ions can relax, i.e.,
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forces on the atoms and the cell dimensions are both removed. The ions are at 
their minimised positions when all the forces are zero, i.e., when
5U = 0
8r
The minimisation procedure used in this study to optimise the energy of 
the systems modelled with the potential model is the Newton-Raphson 
variable matrix method [134]). This method was used to perform constant 
volume minimisations and is described here. For a detailed discussion of the 
constant pressure minimisation technique used in this study see reference 
Catlow(Ed.) [135]. For a detailed discussion of free energy minimisation see 
reference Catlow(Ed.) [165].
Newton-Raphson
In the Newton-Raphson method, U(r) is expanded to second order by 
Taylor expansion:
U(rn+i) = U(r„) + gj.Sr7 + 'A .8 /+  '/2 .S/.W^Sr 
where 5r is the displacement of a given ion
8r = r n+i - rn 
and, Wn is the second derivative matrix,
Hence at equilibrium, i.e., assuming that the change in energy with strain 
is zero
If the energy of the system was perfectly harmonic in r then the minimum 
energy of the system would be obtained in one step. However, the energy of 
the system is not harmonic but the displacement gives rise to a lower energy 
configuration. Therefore, the minimum energy is found by iteratively 
repeating this step. As this method requires the calculation of both the first 
and and the second derivative of energy with respect to the position of the ions 
as well as the inversion of the second derivative matrix, it can be 
computationally very expensive for large systems. However, this method is 
very reliable compared to other methods such as the conjugate-gradients 
method. Also, the computational cost can be reduced if the inverted second 
derivative matrix is approximated and the matrix is only recalculated after a 
fixed number of iterations [136]. The approximation used for updating the 
inverse Hessian is:





l*n+l — I"n — g n H n
where Hn is equivalent to Wn'1
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The approaches are similar for minimising to constant pressure, see for 
example[135]. The main difference is that 8r includes the unit cell 
displacements. However, as noted above, these energy minimisation 
techniques do not include the effects of temperature and another approach, 
namely molecular dynamics, was used throughout this work to study the 
systems of interest at a particular temperature.
Metadise
The computer code METADISE (Minimum Energy Techniques Applied 
to Dislocation, Interface and Surface Energies) [137] was used in this work to 
model Ceria surfaces.
METADISE follows the two-region method developed by Tasker [138] 
where the simulated crystal is made of two blocks, each of them is separated 
into two regions periodic in two dimensions. The atoms in the first region are 
those near the surface. They are allowed to relax mechanically whereas those 
in region II are further away and are held fixed at their bulk equilibrium 
positions. They represent the rest of the crystal. One block is used to simulate 
the surface while the two blocks together represent the bulk of the crystal.
The energies of the blocks are calculated by summing the energies of 
interaction between all atoms. The Parry technique is employed to calculate 
the electrostatic forces while parameterised functions describe the short-range 
interactions. The surface energy (y) is given in J.m'2 is given by:
54
y = Us -  IV  A * 16.021
Where Us is the energy of the surface block o f the crystal, Ub the energy of 
the bulk containing the same number of atoms. Both energies are given in eV. 
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Figure 2.5 The two-region approach used in METADISE
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Types o f Surface.
Crystal surfaces can be considered as a stack of planes. Tasker [138] 
identified three different types o f surface, which are illustrated below.
Neutral non­




Figure 2.6 Type I Surface 
Type I : Each plane has overall zero charge because they consist o f both
anions and cations in stoichiometric ratio. There is no dipole moment
perpendicular to the surface.
Neutral non­
dip olar repeat 
unit
Type II
o _ o _ o _ o
o ~ o ~ o ~ o  
o _ o _ o _ o
o o o o
O  M
2 -
Figure 2.7 Type II Surface
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Type II: The surface consists o f a stacking sequence of charged planes, but the 
repeat unit consists o f several planes in symmetrical configuration, therefore 
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Figure 2.8. Type III and Reconstructed Type III Surfaces.
Type III: The surface is made up of a stack of alternately charged planes 
producing a dipole moment perpendicular to the surface. This dipole needs to 
be removed or rather, cancelled out in order to be able to simulate this third 
surface type. This is because, as Bertaut [139] illustrated, when a dipole
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moment, perpendicular to the surface, is present in the unit cell, the surface 
energy diverges and is infinite.
One way of doing this is to reconstruct the cell by removing half of the 
ions of the top layer and transferring them to the bottom of the cell. This 
Reconstructed Type III Surface is illustrated above.
Molecular Dynamics (MD).
This technique consists of an explicit dynamical simulation of the 
ensemble of particles for which Newton’s equations of motion are solved 
numerically over a finite time period for the N ions of a simulation cell. 
Initially the ions are assigned random velocities such that the system starts 
with the correct temperature and that the cell has no translational momentum, 
i.e.:
X  m. .v2 =  3NkBT  and £  m. .v. = 0
/=] 1=1
Where mi is the mass of ion i and Vi its velocity.
The forces acting on the ions are calculated using the same method as for a 
lattice energy minimisation. Once the forces are obtained, the velocities and 
positions are updated for an infinitely small time step using the following 
equations:
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Vj(t+8t) =  Vj(t) +  aj (t). 8t
rj(t+8t) = n(t) + Vj (t). 8t
Newton’s equations can only be applied for infinitesimal time steps. In 
practice computer codes use an integration algorithm such as the Verlet 
algorithm [140], which is discussed later. The choice of time step, 8t, in these 
equations is very important. If 8t is too small, the simulations will take too 
long for the ions to move a significant distance.
Integration Algorithms
Integration algorithms are used to update the coordinates by a finite time 
step. The algorithm used in this work is the Verlet leapfrog scheme [140]). The 
algorithm requires the values of position and force at time t while the 
velocities are half a time step behind. The first step is to calculate the 
velocities at (t + V&8t) by integration of force:
vT ^ = v *  ' *+— +Si d f )  
m
The positions are then advanced using the new velocities:
r; '"  = r; '  + 8 t * v ,  2 + S ( 8 t ‘ )
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As molecular dynamics simulations normally require properties that 
depend on position and velocities at the same time, the velocity at time t can 
be calculated by averaging the velocities at half a step after and before t:
v * = I  
' 2
1 _ I.
V. 2 + v .  2
t-6 t t t+ 6 t t-6 t  t t+ 6 t
Stepl:
a(t) is calculated 
using r(t)
t-6 t t t + 6t
Step2: 
v(t + l4St) is 
calculated using 
v(t - !45t) and a(t)
Step3: 
r(t+ 8 t)is 
calculated using 
v(t+ m) and a(t)
t-5 t t t+6t
Step4:
Steps 1 to 3 can now 
be repeated for the 
next iteration
Fig. 2.9 The Verlet Leapfrog Scheme
Ensembles
The conditions of simulation are called ensembles. The most common 
ensemble is the microcanonical ensemble where the number of particles, the 
volume and the potential energy o f the system are constant (NVE). Other 
ensembles include:
• The canonical ensemble (NVT) where the number o f particles, the 
volume and the temperature are constant.
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• The isobaric-isothermal ensemble (NPT) where the number of particles, 
the pressure and the temperature are constant. The conditions can be isotropic, 
where only the cell dimensions vary, or anisotropic where both the cell 
dimensions and shape can change.
• The grand canonical ensemble (jiVT) where the chemical potential of 
the system, the volume and the pressure are constant. This ensemble is 
normally used only in Monte Carlo type simulations.
Properties from Molecular Dynamics Simulations.
Molecular dynamics simulations allow a number of properties to be 
calculated. These properties can be separated into three classes: static system 
properties, dynamical system properties and collective properties. The static 
system properties can be further separated into thermodynamic and structural 
properties. The thermodynamic properties include:






I  J > 1
• The pressure:
PV = N k , T - U ± r . f
The structural properties include:
Radial Distribution function (RDF):
g < -r ) = { r { W ( r - r ' ) )
The radial distribution function gives a measure of the long range order in 
the crystal lattice and is the ensemble average for the number of ions of type 
A at a given distance from a central ion of type B. The structure factor is 
available from x-ray diffraction.
The main two dynamic system properties are the mean squared 
displacement to determine ion diffusion and the velocity autocorrelation 
function to obtain density of states.
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Free Energy Calculations.
In order to investigate oxygen atom mobility at the stable {111} ceria 
surface a potential of mean force (PMF) method modification to DL POLY 
[141] has been used to simulate the pathway and variation in free energy of a 
single oxygen atom migrating in bulk ceria and also at surface.
The constrained atom is moved towards a vacancy at a constant velocity. 
The velocity chosen was lOOm/s, which is fast enough to obtain good 
statistics in sufficient cpu time but slow enough to allow the neighbouring 
ions to relax while the atom is migrating.
AA(z) = A(z) -  A(z0) = *jfzdz
*0
Where z is the distance to the vacancy position and fz  is 
the average force in the direction of the vacancy.
The constrained atom is given a target vector, which is the co-ordinates of 
the lattice vacancy position. However, the constrained atom is free to move 
perpendicular to the target vector. The average force of the constrained atom 
along the target vector is recorded at the end of each time-step. Integration of 
the force with respect to distance yields the free energy, shown in equation 
(1), A(z) is the free energy change of migration, A(z) is the free energy at 
position z and A(z0) is the free energy at the initial position.
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Thus the free energy of atom migration can be calculated at various 
temperatures. Additionally, MD simulation can be run just above zero Kelvin 
to enable the identification of the pathway and energy change neglecting 
temperature. This allows for simple (or an initial) analysis of the migration 
process, without involving complications of nearby atoms excessively 
hindering the constrained atom during its trajectory. In doing this, entropy 
effects are ignored, and therefore the energy of migration rather than the free 
energy of migration, is in fact calculated.
Molecular Dynamics Studies of Surfaces.
One of the features of the 3D Ewald method for calculating electrostatic 
interactions is that it is extremely fast and efficient especially compared to the 
2D Parry method. Therefore, when carrying out molecular dynamics 
calculations on surfaces, a special application of periodic 3D boundary 
conditions is used. The system is first relaxed to the bulk structure and 
orientated so that two of the three lattice vectors are parallel to the surface. 
The vector with a component perpendicular to the surface is then increased, 
introducing a gap into the crystal and producing repeated crystal slabs, with 
the chosen surface on opposite sides. This void must be large enough so that 
there are no interactions with atoms on the other face. We use this approach 
because the summation of the Coulombic energy for three dimensional 
simulation cell is very efficient. Once the void has been created, the system is
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minimised again to relax the surfaces. The ensembles available are limited to 
NVE and NVT, because if the volume were not kept fixed, the slabs would 
reform the bulk structure, as this will always be energetically more favourable 
than surfaces.
A first comparison of the two potential models of ceria described earlier is 
now the main aim of the next chapter. The main thrust of this next chapter is 
to compare calculated surface energies that are predicted by the two potential 




The aim of this chapter is to identify the most stable and hence most abundant pure ceria 
surface. Thus this chapter concentrates on modelling the absolute surface energies and relative 
surface energy ratios are calculated to investigate relative surface stability. Additionally, the 
relaxed surface structures are also investigated.
We elected to consider two different inter-atomic potentials and calculate the surface 
energy for each low index surface. This initial study is then extended to consider three 
stepped surfaces, namely the {210}, {211}, and {310} surfaces.
The Low Index Surfaces o f  Ceria
The three stable, lowest index surfaces of Ce02, as defined by Miller indices, are the (110), 
(111) and (100). Recalling the Tasker classification of surfaces [138] described in Chapter 2, 
the (110) surface is a neutral Type 1 surface and therefore has no surface normal dipole to 
account for. The anion terminated (111) surface has charged individual planes but still has no 
dipole perpendicular to the surface (so long as the block is cut at the appropriate layer) and is 
therefore denoted as Type 2. The (100) surface is of the unstable Type 3 distinction. That is, it 
is a reconstructed cell where the dipole is cancelled out by removing half of the ions of the top 
layer and transferring them to the bottom of the cell. Side elevations of the three surface types 
are given below in figure 3.1
•  •
Z • • •  •
• •  • •
Type 1 Type 2 Type 3
Figure 3.1 The types of ionic surface according to Tasker [138]. The horizontal
arrows indicate planes along which the crystal can be cut without forming a
d i p o l e . fhttp://abulafia.mt.ic.ac.uk/Dublications/theses/stanek/intorduction.pdfi
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Atomistic simulations, using a range of different potentials, have been used 
previously to calculate the surface energies and structures of the low index 
surfaces of CeC>2 [142]. We begin by repeating these calculations to provide a 
test of the methods used and to examine the extent to which the results are 
dependent on the details of the potential models.
Figure 3.2 shows a plan view of the surface structures. It can be seen that the 
{100} surface is terminated by (Ce0 4 ) groups arranged in a square lattice. 
{110} has rows of CeC>2 groups in a rectangular cell, while {111} has a 
hexagonal structure and differs from the other two low index surfaces by 
being oxygen terminated.
Table 3.3 below shows the surface energies for the three low index surfaces. 
The absolute surface energy and the surface energy ratios are given. Surface 
energy ratios are calculated with respect to the surface energy of the most 
stable surface, that is, the {111} surface in this case.
Density functional theory (DFT) calculation results from the work by 
Parker et al.[142] are also included in the table to allow further comparisons.
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{100} {110} { 111}
Figure 3.2 Plan View o f the Low Index Surfaces o f Ceria, Ce atoms are represented by the pale- 
coloured spheres and oxygen by the dark.
Surface Energy Ratios / Absolute Surface Energy Potential
Atomistic 1.47 /  1.90 1.19/1.54 1.00/1.29
Sayle PhD. Thesis
Atomistic 2.01 / 3.14 1.68 / 2.63 1.00 / 1.56 Gale et al.( 1997)
DFT
2.05/1.4 1.48/1.01 1.00 / 0.68 N/A
Stability 100 <  110 <  111
Table 3.3 Table of Surface Energy Ratios / Absolute Surface Energy for Low Index 
Surfaces.
The surface energy ratios give a direct comparison of the relative 
stabilities of the surfaces with respect to the most stable ({111}) surface. We 
use surface energy ratios as a measure of the relative importance of a surface.
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This is based on the ideas of Gibbs and Wulff [143], where the equilibrium 
morphologies depend on the ratio of surface energy.
Both models give very similar surface geometries, but differ in the 
detailed energies.
Qualitatively, the results are in agreement with the previous work [130] 
[144], with the surface energies in the order {111} < {110} < {100}. As with 
the previous work the energies calculated using DFT are significantly smaller 
than those obtained using atomistic simulation. In this previous work, Parker 
et al. [142] suggest that the difference is due the extra electronic relaxation 
available to the DFT calculations.
The results show that, assuming DFT energies are reliable, the Sayle 
potential gives more accurate surface energies but the Gale potential gives a 
better representation of the relative stability as identified by surface energy 
ratios
The most stable and hence most abundant surface is the {111} surface, 
which is shown by all the models. This surface is now studied further to 
elucidate other aspects of the simulation of this stable surface and to give an 
additional appreciation and comparison between the two potentials.
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Un-relaxed Relaxed
Figure 3.4: {111} surface slab before and after minimisation
Figure 3.4 above illustrates the {111} surface slabs before and after energy 
minimisation. The arrow points to the first two sub-surface layers.
Figure 3.5 and 3.6 below, shows the relaxation of (a) oxygen and (b) cerium 
normal to the (111) surface with respect to their bulk terminated positions as a 
function of depth. Figures 3.5 and 3.6 shows relaxation using the Gale potential 
and figures 3.7 and 3.8 relaxation using the Sayle potential. Note that relaxation 
plots for Cerium using the Sayle potential have both core and shell displacements, 
but the Cerium displacements for the Gale potential only involve core 
displacements. This is because the cerium is incorporated as a rigid ion. Positive 
values indicate that the ions relax out of the surface, whereas negative values 
indicate displacement into the bulk.
The plots in figure 3.5 show that the oxygen atoms simulated at the {111} 
surface displace toward bulk. Oxygen core and shell displacements are near 
identical; however the oxygen shell is displaced by an additional 0.01 A  toward 
bulk than the core for the outermost surface oxygen layer.
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The displacements in figure 3.6 show that the surface layer of cerium core is 
displaced by 0.0136 A, in a direction out of the surface as a result of energy 
minimisation. This is a displacement three times smaller than the surface oxygen 






6.0 8.0 10.0 14.0 16.02.0 4.0 12.0
—•— Oxygen core displacements 




Figure 3.5 Oxygen core/shell displacements during energy minimisation of the {111} 
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Figure 3.6: Cerium core displacements during energy minimisation of the {111} surface, 
using the Gale potential.
Oxygen core and shell displacements in the first sub-surface layer are in 
the opposite direction than those experienced by surface layer oxygen core 
and shells. During energy minimisation, the oxygen core and shells at the 
surface and first sub-surface layers minimise toward each other slightly. That 
is the first sub-surface oxygen layer displaces away from bulk and lifts 
slightly toward the surface during minimisation. However, both the surface 
and first sub-surface cerium layers relax out of the surface, with the surface 
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Figure 3.7: Oxygen core/shell displacements during energy minimisation o f the 
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Figure 3.8: Cerium core/shell displacements during energy minimisation o f the {111 
surface, using the Sayle potential.
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The plots in figure 3.7 and 3.8 above show both oxygen and cerium 
core/shell displacements. The Sayle potential incorporates shells on the 
cerium atoms. The positive relaxation displacements for both cerium cores 
and shells mean that both are displacing away from the surface. Notice 
however that there is an alternating magnitude change for these 
displacements, that is, at the surface the core displacement is greater 
compared to the displacement of the shell and then at the first subsurface layer 
the cerium shell is displaced outward more than the core. This alternating 
pattern suggests that there are differing degrees of polarised cerium atoms at 
each subsequent layer in from the surface, the magnitude of which decreases 
until bulk layers are reached. The oxygen species displacements are different 
using the Sayle potential in that both the surface layer and the first subsurface 
layer of oxygen atoms displace toward bulk, and it is the second sub-surface 
oxygen layer that lifts slightly away from bulk and toward the surface. This is 
an interesting difference that needs to be noted when applying these two 
potentials to different surface simulation problems. Additionally the 
simulation differences uncovered here challenge experimentalists to apply a 
range of techniques to investigate this surface further with the aim of helping 
to decide which potential describes the surface better.
Some Stepped Surfaces of Ceria
The modelling of pure ceria surfaces and comparison of potentials now 
continues with a consideration of the {210}, {211} and {310} stepped 
surfaces. These particular stepped surfaces are chosen because they have been
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investigated before [145] using a different range of potentials, so this allows 
further comparison with the potentials considered here.
The pure surface geometry and structure is compared, again using both 
potentials. The surface energies are calculated and compared to the low index 
surfaces. Figure 3.9. The aim of this preliminary work is to compare the 
structure of some different types of steps in the pure stepped surfaces, so the 
effect of introducing defects to the stepped structure, and indeed the low index 
surfaces, can be investigated later. An appreciation of the greater surface 
structural changes caused by the introduction of defects to the surface is an 
important consideration because it is these defects that represent the active 
sites for chemical reaction at the surface.
Surface Energy (J.m'2)
{111} {110} {100} {210} {211} {310}
Gale 1.56 2.64 3.14 4.09 3.18 4.25
Sayle 1.29 1.54 1.91 2.16 4.06 2.46
Figure 3.9: Low index surface and stepped surface energies 
The two potentials predict quite different surface energies for the stepped 
surfaces. The Gale potential predicts much higher surface energies for the 
{210} and {310} surfaces. The {211} surface energies are closer but the Sayle 
potential predicts a greater value.
The {211} index surface is a stepped {111} surface, and the {310} index 
is a stepped {100} surface. Because of this it could be expected that the {211} 
should be more stable than the {310} surface. This is true for the surface
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energies calculated with the Gale potential, but is reversed for the Sayle 
potential.
Figures 3.10, 3.11, 3.12 below illustrates an initial structural comparison 
o f the stepped surfaces under consideration. The stepped surfaces are 
compared by step breadth, that is, the peak-to-peak distance of each step is 
measured. Again, both potential models give very similar surface geometries 
with step breadths being very similar.
Figure 3.10: The structure of the {210} stepped surface, with simulated step breadth 
calculated to be 12.14 A.
(21H
12.14A
Figure 3.11 The structure of the {211} stepped surface, with simulated step breadth 
again calculated to be 12.14 A.
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{3101
Figure 3.12 The structure o f the {310} stepped surface, with simulated step breadth 
calculated to be 17.17 A.
The step breadth distance for the {210} and {211} stepped surface are the 
same, that is 12.14 A , whereas the step breath for the {310} surface is 
considerably longer at 17.17 A  and incorporates an intermediate step 6.43 A  from 
the left. The most shallow or obtuse surface angled step is the {210} surface and 
is calculated to be approximately 150°. The surface step angles for the {211} and 
the two that are incorporated in the {310} step are all less obtuse at approximately 
130°.
The surface structure and dimensions predicted so far allow a qualitative 
description of relative structural features of these surfaces. However, to give fuller 
appreciation of surface attributes, for instance, what proportion of each o f the pure 
surfaces might be accessible to solvents or even attack from chemical reagents, 
then further estimates o f the relative roughness o f the surfaces need to be 











Figure 3.13: Probe sphere method for surface roughness estimates 
An estimate of the relative roughness of the surface is calculated from 
measurements of ratio of solvent accessible area and contact surface area for 
each surface. The accessible surface is the surface traced by the centre of the 
probe molecule, or probe sphere, shown in figure 3.13 above. The 
measurements are made using a simulated probe sphere the size of which is 
determined by the particular solvent that might be under consideration. In the 
estimates carried out here the probe is standardised to measure the surface that 
would be accessible by water molecules. Again, the roughness of the surface 











{111} 253.70 204.22 1.24 1.56
{110} 199.97 165.64 1.21 2.64
{100} 159.28 117.91 1.35 3.14
{310} 523.40 372.86 1.40 4.09
{211} 355.51 288.82 1.23 3.18
{210} 322.38 263.65 1.22 4.25
Figure 3.14: Comparison o f  pure low index and pure stepped surface roughness
The table above in figure 3.14 compares estimates of roughness of the low 
index and stepped surfaces with the stability of the respective surface. The 
series of most rough to most smooth is: 310 > 100 > 111 > 211 > 210 > 
110.
The series of most to least stable is: 111 < 110 < 100 < 210 < 310 <
210
There seems to be no discemable relationship between the two series.
The {111}, {110}, {210} and {211} surfaces have very similar calculated 
roughness with the simulated probe settings used.
These calculations predict a particularly high roughness for the flat {100} 
surface compared to the other low index surfaces. However it must be 
remembered that this surface is of the unstable Type 3 distinction and it is a 
reconstructed cell where the dipole is cancelled out by removing half of the
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ions of the top layer and transferring them to the bottom of the cell. The 
simulated probe is sensitive to this reconstructed structure and thus predicts a 
relatively rough surface.
The surface that has been calculated to have greatest roughness is the 
stepped {310} surface. This is not surprising, because the stepped structure in 
this surface is more complex compared to that of the other two stepped 
surfaces being considered. The {310} surface is in fact a large step structure 
with a total breadth of 17.17 A ,  that incorporates an intermediate smaller step 
which as a peak at 6.43 A  from the left hand beginning of the greater stepped 
structure. These differences therefore show that when the simulated probe is 
set to measure the solvent accessible surface, with the solvent being set for 
water in this case, then the method can be useful for giving quantitative 
estimates of the roughness of simulated surfaces. However, the differences 
between some of the surfaces are quite small when those surfaces are analysed 
with the probe set to water-molecule accessible settings. To investigate 
differences between these smoother stepped surfaces more accurately, fine 
calibrated simulated probe settings would need to be used. However, it is 
deemed possible to compare these roughness estimations of the pure surfaces 
with similar estimations of the respective defective surfaces, and therefore 
describe accessibility to these defective and potentially reactive sites.
This introductory results chapter concludes with a final comparison of the 
two potentials and the simulated surfaces, and points to further considerations.
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The two potentials predict quite different surface energies for the stepped 
surfaces. The Gale potential predicts much higher surface energies for the {210} 
and {310} surfaces. The {211} surface energies are closer but the Sayle potential 
predicts a greater value.
We have decided to focus on the Gale potential as it is most transferable, 
that is, another condition of this potential is that it is consistent with a range of 
other oxide potentials. Hence, this will be an important advantage for modelling 
the effect of impurities.
Once the potential model is chosen, we consider next the segregation of 
oxygen vacancies using static methods. Furthermore, as the technological 
properties are associated with the presence of oxygen vacancies, we later 
investigate their formation, segregation, transport and clustering.
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Chapter 4
Defective Surfaces o f Ceria
The main aim of this chapter is to identify the location and energy of the 
most stable oxygen vacancies at low index and some stepped surfaces of ceria 
and compare with the vacancy energy in the bulk. As we recall from chapter 
1, this will give us insight in to whether the surfaces are likely to be fast 
diffusion paths. The major focus is of the isolated vacancies but included is a 
brief investigation of the simulation of experimentally observed triangular 
shaped defects, which are assumed to be a cluster of three oxygen vacancies. 
This is followed by preliminary work on the co-segregation of Zr, mainly 
because in the active material ceria is supported on zirconia supports as 
described in chapter 1.
The {111} surface of ceria is the most stable and hence most abundant 
pure ceria surface, therefore this chapter focuses on the investigation of the 
segregation of oxygen vacancies to this surface but then goes further to 
investigate and compare vacancy cluster formation and finally segregation to 
all of the low index surfaces and a selection of stepped surfaces.
A comparison of the structure and stability of oxygen vacancies at the 
different low index surfaces is considered first. In each case it is assumed that 
the mode of charge compensation for the oxygen vacancies is the substitution 
of two trivalent Ce3+ cations for Ce4+. The formation of localised electrons is 
supported by recent DFT calculations [146], and has been experimentally
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verified [147] [37] [148]. In the work o f Henderson et al.[147], it was 
demonstrated that upon reduction o f the ceria ( 1 1 1 )  surface, a new occupied 
Ce 4 f state appears in the gap between the valence band and the previously 
unoccupied Ce 4 f states is 1.2 eV above the valence band. Mullins et al. have 
obsep/ed the formation of this same peak for reduced ceria ( 1 1 1 )  thin films 
grown on an Ru (0 0 0 1) support [148]. The peak is due to formation of Ce3+ 
and the intensity of the XPS peak is related to the amount of Ce3+ present. The 
Ce 5d spectrum is also modified upon reduction, with a new peak appearing at 
a binding energy of 903.8-904.0 eV ([147] and [149]). These observations are 
characteristic of the presence of Ce3+ species.
{100} {110} {i l l}
Figure 4.1 A Fully Bound Charge Compensated Vacancy Cluster in the Low Index 
Ceria Surfaces. Green= Ce3+, White=Ce4+, Red=02"
The fully bound charge compensated vacancy scheme shown in figure 4.1 
above, shows the cluster introduced into the 2x2 scaled low index surfaces.
The Stable {111} Surface
Static energy minimisation simulations were used to calculate the stability 
of a charge compensated oxygen vacancy in a simulated slab of {111} surface 
ceria as a function of depth. This enables an assessment of whether a
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compensated oxygen vacancy might segregate to the stable {111} surface of 
ceria.
Two energies are considered, the first is the relative energy change of 
a compensated vacancy cluster between each adjacent layer; the second is the 
segregation energy, which is defined here as the energy required for a 
compensated vacancy cluster to move from the bulk to the layer in question,
i.e. a negative segregation energy implies that the defect is more stable at the 
surface with respect to bulk.
This segregation experiment involves segregation o f the charge 
compensated oxygen vacancy cluster being placed at each successive plane 
together. This model assumes that electron transport is faster than ion 
transport, i.e. so that the compensating ions move readily. The charge 
compensating defects are treated as localised electrons on neighbouring 
cerium ions giving Ce3+ ions.
Relative Energy Change Between Levels with 
Com pensated Oxygen VacancyMoving from the {111} 
Surface tow ards Bulk
Layer
Figure. 4.2 Relative Energy Change between Levels with Compensating Oxygen 
Vacancy Moving from the {111} Surface towards Bulk
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Figure 4.2 gives the relative energy change to substitute the oxygen 
vacancy into successive lower levels from the surface towards bulk. In 
this scheme the charge compensating defects move with the oxygen 
vacancy. The energies show that a stabilisation of 58 kJ.mol'1 (0.6 eV) for 
the oxygen vacancy to move one level below the surface, but there is a 
large barrier 251 kJ.m or1 (2.6 eV) preventing it from moving further into 
the bulk. This result is further illustrated in Figure 4.3, which gives the 
segregation energy change at the different levels in the slab. The plot 
again shows the large energy barrier at level 2 below the surface. Thus the 
energy for a compensated vacancy cluster to segregate from the bulk to 
the {111} surface is calculated to be -280 kJ.mol'1 (-2.9 eV).
Segregation Energy Change against Level of Com pensating  











Layers from the Surface
Figure 4.3. Segregation Energy Change against Level o f Compensating Vacancy 
Cluster in Slab
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In summary, segregation to the most stable {111} surface shows that 
the vacancy cluster is more stable just under the {111} surface, rather than 
on the surface itself.
A second {111} surface segregation experiment was undertaken, but with 
the compensating Ce3+ fixed on the surface, whilst the vacancy is placed in at 
the deeper levels in the slab. This model has the advantage of isolating the 
effect of the oxygen migration from the compensation. Thus, the 




Layer from the Surface
Figure 4.4 Relative Energy Change against Level o f Vacancy from Surface to Bulk, 











Layer from the Surface
-3.5-1
Figure 4.5 Segregation Energy Change against Level o f Vacancy with Compensation 
Fixed on Surface (the full line), compared with the segregation of fully-bound cluster 
(dotted-line).
In this second experiment the segregation to the most stable {111} 
surface again shows that the vacancy cluster is more stable just under the 
{111} surface, rather than on the surface itself (Figure 4.4). Additionally 
however, this particular vacancy stability is predicted to extend to the second 
subsurface layer too, (figure 4.5).
The first scheme predicts that there is a high probability of defects 
appearing in the first subsurface layer compared to the surface and second 
subsurface layers and in bulk. The second scheme predicts that, because there 
is a small difference between the stability of vacancies at first and second 
subsurface vacancy positions then there is a greater probability that vacancies 
will be shared between the two first subsurface layers, rather than at the
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surface or in bulk. The prediction of the instability of a vacancy at the {111} 
surface has also been predicted by Sayle et al.[130].
There are other possible charge compensation schemes that could be 
considered. For example, to have the charge compensation smeared over the 
cations. The effect of this would in effect dissipate the overall positive charge 
caused by the oxygen vacancy around the simulation cell, so negating the 
need for the presence of charge compensation Ce3+ ions. However, this model 
assumes that the compensating electrons are delocalised and hence will not be 
considered here.
A further compensation strategy might be to build in a routine during 
minimisation which would allow the charges to change as part of the 
minimisation. Such charge equilibration models do exist [150] but are beyond 
the scope of this study.
Charge Compensated Vacancy Cluster at the {110} 
surface of Ceria
The surface structure of the {110} surface suggests that there are three 
possible types of charge compensation schemes that are based upon the 
vicinity of cation charge compensation ions around the oxygen vacancy on 
the same level. The first is the fully bound case where the compensating Ce3+ 
ions are adjacent to the oxygen vacancy position. The two other cases are two 
different partially bound vacancy cluster configurations, labelled in figure 4.6 
below as partially-bound A and B.
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The bound nature of the cluster is quantified by the measurement of the 
distance between the charge compensating Ce3+ ions. The fully bound 
vacancy cluster measures 4.21 A distance between compensating ions, 
whereas the least bound cluster measures at 6.72 A between Ce3+ ions.
Fully Bound Distance between Ce + ions












This segregation experiment again involves segregation steps o f the 
charge compensated oxygen vacancy clusters being placed at each successive 
step together. The three differently bound clusters are moved stepwise from 
bulk toward the surface. The plots below in figure 4.7 show the energy 
changes for the steps towards the surface.
Segregation of Vacancy Clusters to the {110} Surface
Fully Bound V acancy  
Cluster
Partially Bound A  Cluster 
Partially Bound B Cluster
Level
Figure 4.7 Segregation of vacancy clusters to the {110} surface 
Firstly, unlike the stable {111} surface case, all o f the three vacancy 
cluster configurations are most stable at the {110} surface than at any sub­
surface layers. The partially bound configurations A and B are predicted to 
have very similar stability at the {110} surface, and are both predicted to be 
more stable than the fully bound cluster. Interestingly, this relative stability 
switches at the first sub-surface level where the fully-bound cluster is more
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stable than the two partially bound cases which continue to have near 
equivalent stabilities, but less stable than when they were positioned at the 
surface. The stability switches again at the 2nd sub-surface layer where the 
fully bound case is fractionally less stable than the partially bound B cluster 
but still more stable than the A cluster. For the first time, the stability of the 
partially bound cases diverge, that is, the partially bound B cluster is more 
stable than the partially bound A cluster. This differing stability between the 
two partially bound cases is predicted to continue deep into the slab, but the 
stability of the fully bound cluster switches to be most stable at the 3rd sub­
surface layer, but returns to be least stable from the 4th sub-surface level 
onwards.
The relative instability of the fully bound cluster at the surface suggests 
that the charge compensating Ce3+ being closer together are repelling each 
other.
From the 2nd sub-surface layer the partially bound B cluster, which has the 
Ce3+ ions configured at a greater distance apart and so involves less repulsion, 
is the most stable vacancy cluster type.
The predictions of the particular increased stability of a vacancy at the 
{110} surface has also been predicted by Sayle et al. [1992] [132].
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Charge Compensated Vacancy Cluster at the {100} 
surface o f  Ceria
Segregation to the {100} surface o f ceria was next considered. Again 
we focused on the bound cluster. However, the surface study leads to 3 
different possible arrangements:
1. both Ce3+ ions below the oxygen vacancy
2. both Ce3+ ions above the oxygen vacancy (except at the surface)





Figure 4.8 Fully bound charge compensated {100} surface vacancy cluster
The fully bound surface vacancy cluster in shown in the above figure 4.8. 
The segregation experiment again places vacancy clusters stepwise, but this 
time the step is two fold or staggered to involve the intermediate step 
involving cerium and oxygen positions on different levels.
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Same level cluster: Ce3+ ions at 
1st level and the oxygen 
vacancy at the 1st layer
Staggered cluster: here, the Ce 
ions are at the l sl Ce level and the 
vacancy is at the 1st sub-surface 
layer
Figure 4.9 The {100} surface slab 
The above graphic (figure 4.9) attempts to clarify the first same level and 
first staggered cluster positions. Because of the cubic nature of the material 






Fully Bound Cluster with vacancy 
either above or below both Ce3+ ions
Bound Cluster Staggered Over 2 





Figure 4.10 Segregation of a charge compensated vacancy cluster to the 
{100} surface
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Figure 4.10 above shows the steps for the segregation of a charge 
compensated vacancy cluster to the {100} surface. The blue plot is the 
segregation of a fully bound cluster where the vacancy is associated with Ce3+ 
ions on the same level. The orange plot shows the staggered cluster. The 
labelled point 1 is the segregation energy associated with the compensating 
ions at the 1st cerium level, but the oxygen vacancy at the 1st SUB-SURFACE 
level, point 2 is for the instance where the compensating ions are on the 1st 
cerium sub-surface level but the oxygen vacancy is at the 2nd sub-surface 
level, and so on for the staggered levels toward the middle of the slab.
The plot shows that the same-level cluster is more stable than the 
staggered cluster at the surface and at the first sub-surface layer. At deeper 
positions from the 2nd sub-surface layer, the staggered cluster has dominant 
stability.
The surprising result is that oxygen segregation is not related to surface 
stability. The most stable surface ({111}) does have the lowest segregation 
energy, but the value for the {110} surface is very large indicating a very 
large attraction to oxygen vacancies. This huge segregation energy may well 
explain why the {110} surface is not observed (Feng et al. [112]) as it will 
always have sites for rapid growth. We next consider other surfaces.
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D efective Stepped Surfaces
In this section we consider three stepped surfaces. These were chosen 
because they have a small unit cell and hence v/e could consider many 
different configurations.
The single surface vacancy stability on the {310} stepped surface is the 




Figure 4.11 {310} surface vacancy positions
The relaxation o f the ions following energy minimisation of the {310} 
surface was small. The overall depth of the step decreased by 0.01 A, and the 
step surface shape was also little affected. The only exception was in the 
relaxation of ions adjacent to the vacancy for example, the near oxygen atom 
under the vacancy cluster displaced by about 0.5 A in a direction out and 
away from the surface. This highly localised relaxation occurred for all 
clusters.
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Figure 4.12 Example of relaxation of {310} defective surface 
The defect energy (in eV) was calculated for the vacancy cluster at the 
different positions. Position 4 was shown to be the most stable position for the 
surface vacancy cluster. This particular position is situated at the trough of the 
{310} step.






Figure 4.13 Stability of a single charge compensated vacancy cluster of the {310} 
defective surface
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The positions where the vacancy cluster is least stable occur at the highest 
positions in the step, the step edge positions. Positions 2, 4 and 6 are situated in 
lower or base step positions, and in fact the relative stability of the cluster is 
proportional to its relative height between base and step edge. The stability of 
stepped surface vacancy position is compared here, but it is the vacancy 
segregation energies at different positions in the stepped surface that will inform 
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Figure 4.14 Segregation of vacancy clusters to the {310} surface 
Figure 4.14 above shows the steps for the segregation of a charge 
compensated vacancy cluster to the respective {310} stepped surface 
positions. The huge vacancy segregation energies shows that there is a 
likelihood that the stepped {310} surface will contain vacancies, however the 
plot also shows that not only is there a particular vacancy stability at position
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4 at the base or trough of the step but that the most stable position for a 
vacancy is in fact just underneath this trough position. When considering the 
vacancy position just underneath each of the other step positions it is noticed 
that the vacancy is more stable underneath position 5, but is less stable just 
beneath positions 2 and 3, and of similar stability at position 1.
Upon energy minimisation, the total {211} surface step breadth decreases 
by 0.48 A. Again, the relaxation displacements were monitored.
Relaxation Displacements 
- 0.4583  - 0.1097  0.4449
Before After
vacancy
Charge compensated  
 cluster position
Relaxation Displacements 
- 0.4583  - 0.1097  0.4449
0.4193  0.0000  - 0.4286
Relaxation Displacements
Figure 4.15 Example of relaxation of {211} defective surface
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Interestingly, there are differences with the way the oxygen atoms relax in 
the vicinity of the vacancy clusters in this stepped structure. Here, the adjacent 
oxygen to the vacancy, along the {211} step (shown by the yellow arrow in 
figure 4.15) displaces into the surface whereas the next oxygen along 
displaces into a pronounced position approximately 0.5 A out of the step. The 
relaxation of nearby oxygen atoms are not localised to next nearest neighbour, 
as is found with the {310} surface. It is predicted that the nearest and the next 
nearest neighbour oxygen atoms (blue arrow in figure 4.15) that are in the 
same row as the cluster show significant relaxation.
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Stability of a Single Charge Compensated Vacancy Cluster on the {211}
Surface
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Surface Position
Figure 4.17 Stability o f a single charge compensated vacancy cluster o f the {211} 
defective surface
The stability of the surface vacancy increases steadily from position 1 to 










Figure 4.18 Segregation of vacancy clusters to the {211} surface
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Figure 4.18 above shows the steps for the segregation of a charge 
compensated vacancy cluster to the respective {211} stepped surface 
positions. The plot above shows that there is particular surface vacancy 
stability at position 1 again at the base or trough position in the step. However, 
the plot shows that there is increased stability just underneath all o f the step 
positions. Interestingly, there is relative instability for vacancies at further 
depth beneath step positions 2 and 3, but continued stability for vacancies 
underneath positions 1 and 4.
The {210} surface is the final stepped surface under consideration. The 
step breath reduction upon minimisation was 0.34 A , which is intermediate to 
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Figure 4.19 Relaxation of a defective {210} surface, including specimen oxygen 
core relaxation displacements (A).
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The oxygen core relaxation displacements at {210} surface are shown 
above. The relaxation displacements for this {210} stepped surface type are 
much more chaotic than for the {310} and {211} surfaces that were either 
highly localised for the former and directionally dependent for the latter. The 
oxygen relaxation is spread across and just below the {210} step in all 
directions which is highlighted in the figure 4.19, where rings are placed 
around the areas of material where the oxygen ions show significant 
relaxation.
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Stability of a Single Charge Compensated Vacancy Cluster on the {210}
Surface
V
66     t-----------------------------------------------
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Surface Position
Figure 4.21 Stability of a single charge compensated vacancy cluster of the 
{210} defective surface
The defect energies for the 4 different vacancy cluster positions shown on 
the {210} surface step show no discerning pattern and infact reinforces the so 
far described chaotic nature of this defective surface. Position 1 corresponds 
to the top of the step position; hence it is clear why that forms an oxygen 
vacancy in preference to positions 2 and 4. The enhanced stability of position 























Figure 4.22 Segregation of vacancy clusters to the {210} surface
Figure 4.22 above shows the steps for the segregation of a charge 
compensated vacancy cluster to the respective {210} stepped surface positions. 
The huge vacancy segregation energies shows that there is a likelihood that the 
stepped {210} surface will contain vacancies. Also, the plots show that there is 
particular vacancy stability just beneath step position 2.
The structural investigation of the defective pure ceria surfaces under 
consideration, using static simulation alone, is concluded here by a summary of 
the relative roughness calculations. The most stable {111} surface has a very 
similar roughness whether it is pure or contains a single vacancy cluster, but the 
other two low index surfaces become slightly rougher with a single defect. The 
{110} surface becomes 3.2 % rougher, whilst the {100} surface becomes 2.8 % 
rougher. The defective stepped surfaces have a range o f increased roughness
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compared to the respective pure step, depending upon the position of the surface 
defect in the step.
The defective {210} surface shows greatest increase in roughness ranging 
between 3.9 - 7.3 % increase. The largest increase occurs when the defect is in 
the extreme positions of step edge and trough, and smallest at terrace positions. 
The {211} surface has a 0.01 -  3.2 % range increase in roughness with the 
largest increase at terrace positions, whereas the {310} surface has the range 
with the smallest % increase at 0.007 - 2.8 % roughness increase, with the 
largest increase only exhibited at trough positions.
Vacancy Position
Pure
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{211}
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1.25 1.27 1.25 1.26
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1.22
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Figure 4.23 Surface roughness calculations for the low index and some stepped surfaces
These calculations give a measure of the potential accessibility of the 
defective surfaces under consideration and for the stepped surfaces give a 
measure of how the accessibility could be affected by the surface position of
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the defect in the step. However, there is no correlation between these surface 
accessibility estimates and the surface energies calculated thus far.
Triangular Vacancy Clusters
Experimental studies of the ceria surface structure and morphology using 
STM were described in chapter 1. Norenberg and Briggs [37] interpreted the 
observed dark triangular structures as triangular clusters of three oxygen 
vacancies, see Figure 4.24
The observed triangular vacancy clusters, represent interesting potential 
sites for catalytic reactivity. Therefore, simulations have been carried out to 
investigate their stability.
Figure 4.24 STM image o f triangular 
defect on stoichiometric CeC>2 {111} 
showing enhanced brightness at 
the defect edges.
Static simulations, using the METADISE code, were undertaken. A single 
oxygen vacancy, a separated cluster of 3 oxygen vacancies, and a 3 oxygen 
vacancy triangular cluster were placed on the surface of a (3x3) static
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simulation cell. Each individual vacancy is a fully bound charge compensated 
cluster. Norenberg interpreted the pale outer ring surrounding the triangle as 6
3+ •Ce ions.
DL POLY was also used to perform a range of MD simulations using a 
(3x3) supercell. The first simulation cell was set with a single triangle on the 
surface. So as to compare, subsequent simulations were then carried out with 
single, compensated vacancies set apart, but within a separated or spread 
cluster, and then a lone oxygen surface compensated vacancy on a simulation 
cell of the same dimension.
Each o f these three clusters were simulated at 300K, 727K and at 0 K. The 
bulk simulation was ran for 150 ps, and each slab for 50 ps, sufficient to 
obtain the average energy.
Triangular Cluster Separated Cluster
Figure 4.25a. Triangular Oxygen Vacancy Cluster in (3x3) Simulation Cell.
Figure 4.25b. Separated 3 Oxygen Vacancy Cluster in (3x3) Simulation Cell. 
Green= Ce3+,White=Ce4+, Red=Q2'____________________________________________
The relaxed structures containing a triangular cluster and the cluster of 
three single compensated vacancies obtained from molecular dynamics 
simulations are illustrated in the above figure 4.25.
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Figure 4.26 Schematic showing before and after the 1st step o f molecular dynamics simulation 
of a 3 oxygen Triangular vacancy cluster in a 3x3 simulation cell, with replenishment o f the 
vacancies with an oxygen atom from beneath.___________________________________________
The above figure 4.26 illustrates how in a triangular cluster an oxygen atom 
below the surface immediately migrates to the centre of the cluster.
Firstly, the total configuration energy of the stoichiometric surface slab is 
calculated, followed by the total configuration energy of the defective slab. The 
difference between this energy and the original total configuration energy of the 
stoichiometric slab gives the defect formation energy o f the different charge 
compensated vacancy clusters. The heat of reduction are found by using 
experimental values for the heats of formation of CeC>2 and Ce2C>3 [151] to 
correct the change in charge and the number o f oxygen atoms, (figure 4.28). 
These heats of reduction for each cluster are then used to calculate the average 




















Triangle 727 1053.7 351.2 237.6
Triangle (300) (1133.9) (378.0) 237.6
Separated 727 884.9 294.9 220.7
Bfogle 727 285.0 236.4
Single Vacancy (x3) = 855 kJ.mol'1
Table 4.27 Table showing Heats o f Reduction for Vacancy cluster in {111} surface (3x3) 
simulation cell. The arrow in greyscale is included to show the product o f  3 times the 
heat o f reduction for the single vacancy can be compared to the different 3 vacancy 
clusters. This product is relatively low in comparison, which illustrates relative stability.
The static simulation results were in accord with the MD. That is, the 
predicted energy required for the formation of the separated 3 vacancy cluster is 
significantly lower than the energy required for formation of the triangular 
vacancy cluster. Again, the latter is predicted to be more unstable.
The results do show differences between the static simulation and the 
molecular dynamics, which will be due to a complex mixture of cut-off, Ewald- 
Parry method and ensemble average.
Both show from the results in table 4.27, that there is no driving force to form 
either the separated cluster or the triangular shaped vacancy clusters, that is, the
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average heat of reduction per oxygen ion is lower for the single oxygen on its 
own, than for the average heat of reduction of an oxygen ion as part of either 
cluster.
A H ( reciuction)
6 Ce02 (S) i^ B * ^ 3 C e 20 3(s) + l 1/2 0 2(g)
AH(R)(expt.) AH(f)(Ce20 3) - AH(f)(Ce02)
AH(R)(calc.) = ELatt(Ce20 3) - 2 ELatt(Ce02)
AH(R)(corr.) AH(R)(expt.) - AH(R)(calc.)
ELatt(Ce20 3) =  - 123.27219 kJ.mol1
ELat,(Ce02) =  -421.23863 kJ.mol'1
[ Weast R.C. & Astle M.J Handbook of Physical Chemistry CRC Press, Inc 1980-81 61st Ed.]
Figure 4.28: Correction required for AH(redUCtion) Calculations for the vacancy clusters
When the calculated average heats of reduction per oxygen atom in cluster 
formation are compared with the amount of energy required to make the 
single vacancy site in a similar slab, the average cluster forming values are 
greater.
This work to simulate the experimentally observed vacancy clustering is in 
no way definitive however. Answers to some questions still remain and some 
key points have yet to be considered.
Importantly, this simulation study is yet to consider the existence of 
experimentally observed lines of oxygen vacancies that link the observed
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triangles. It is indeed possible that these linking lines of vacancies may have a 
stabilising effect on the proposed triangular vacancy clusters.
Another potential defect not previously considered is Cerium vacancies on 
the {111} surface. The diagrams below show a minimised slab that contains a 
single Cerium vacancy. Interestingly, the vacancy leaves a triangular shaped 
hole, bounded by six oxygen ions, again in a triangular shape. The latter 
images show that these triangular oxygen boundaries to a hole, involve 
oxygen atoms that protrude above the surface slightly, with oxygen atom 
number four protruding the greatest, see figure 4.26.
I l l
Figure 4.29 A Single Ce vacancy, (a) creating a vacancy 
surrounded by 6 oxygen atoms in a triangular 
shaped arrangement, numbered 1 -6 (b), that 
protrude above the other oxygen surface atoms (c).
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The STM dark triangular images are due to excess electrons that tunnel to 
the tip. This was believed to be Ce3+ ions. However, my data suggests that the 
original experimentally observed dark triangular shapes are in fact STM 
images of this oxygen atom protrusion (around these Cerium vacancy formed 
holes).
Thus there may be a need therefore for a different interpretation of the 
original observations. In addition AFM studies by Yoshimichi et al [39] 
actually report protrusions or relaxations out from the surface of oxygen 
atoms, these protrusions are very similar to the protrusions predicted for the 
oxygen ions around the Cerium vacancy.
Cerium Rich Ceria-Zirconia Solid Solutions
Cerium rich ceria-zirconia solid solutions have emerged as an interesting 
new generation of materials since they appear to have a higher oxygen-storage 
capacity than ceria (Diwell [152], Numan [153]). Thus in such devices there 
will be direct contact between the zirconia and ceria. As a model for this we 
consider the effect of Zr on the defect properties.
Zirconium atoms are therefore introduced into the simulations to 
investigate their effect on the segregation of vacancy clusters firstly in the 
most stable {111} surface, and then as a comparison, into the lesser stable low 
index surfaces.
A single Zirconium ion on its own (ie, a single Zr4+, substituted for a Ce4+ 
ion in a stoichiometric slab) is first considered. The segregation plot of a Zr4+
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ion segregating to the {111} ceria surface (figure 4.30) shows that the Zr4+ ion 
energetically prefers to reside just under the {111} surface. There is an equal 
relative stability in the three levels beneath the surface level, before becoming 
less stable further into bulk. The charge compensated vacancy is now re­
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Figure 4.30 Segregation o f  a Single Zr Atom to the {111} Surface o f Ceria
The charge compensated vacancy cluster is combined with a Zr4+ ion 
substituting for a Ce4+ ion to be part of a Zirconium incorporating charge 
compensated vacancy cluster. This is illustrated in Figure 4.31. Figure 4.31(a) 
shows a fully bound zirconia supported vacancy cluster. There are two 
different possibilities that represent partially bound vacancy clusters, Figure 
4.31 (b) and (c). The partially bound clusters share the same Ceria and 
Zirconia ion positions, but the oxygen vacancy shifts into two possible 
partially bound positions. That is, the scheme on the left, Figure 4.31(b) shows 
a partially bound cluster involving a vacancy position between two cerium
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ions, which is a symmetric partially bound vacancy cluster. The next vacancy 
position is shown in yellow.
Figure 4.31: Charge compensated vacancy cluster incorporating substituted Zr4+ 
ion.
( a )  : Fully bound vacancy cluster
(b ) : Yellow colour represents symmetric partially bound vacancy cluster
(c): Yellow colour represents asymmetric partially bound vacancy cluster
The scheme on the right of Figure 4.31(c) shows a partially bound 
configuration involving a vacancy position between a cerium ion and a 
zirconium ion, which is an asymmetric partially bound cluster, again this 
next vacancy position is shown in yellow. Figure 4.32 also shows the two 
partially bound vacancy positions (in yellow). Figure 4.33 shows the fully 
bound levels with a blue arrow and the partially bound levels with an 
orange arrow.
Figure 4.34 shows our segregation plot for the zirconium supported 
charge compensated vacancy segregation steps involving partially bound 
vacancy positions either asymmetrically between the Zirconium and a
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Cerium ion, or in a symmetrical cluster position between two Cerium 
positions.
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Figure 4.32 ( a ) : Yellow colour represents asymmetric partially bound vacancy 
cluster (b ) : Yellow colour represents symmetric partially bound vacancy 
cluster
The planes that have the two partially bound possibilities are odd 
numbered levels. That is, we have the surface level as level 0, and so the 
level just underneath the surface (level 1) involves our first partially bound 
clusters. Here, the symmetrical partially bound cluster is most stable, and it 
is more stable than a fully bound vacancy at the surface. The fully bound 
cluster at level two is much more unstable. At level 3 the asymmetric 
partially bound cluster is most stable. At level 5, it alternates again, with 















Figure 4.33 Blue arrow is layer of fully bound vacancy cluster 
Orange arrow is layer of partially bound vacancy clusters
This switch in the stability of different cluster types between different 
levels reveals a complex nature to this type of vacancy cluster and its 
segregation to the {111} surface and directs us again to investigate oxygen 
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Figure 4.35 below is a plot which illustrates the synergistic effects 
of zirconium ions at and beneath the {111} surface of ceria. The binding 
energy of each cluster type at each respective oxygen layer is plotted. Notice 
however, that the two different zirconium incorporated cluster possibilities is 
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Figure 4.35 Binding Energy o f Zirconium incorporated vacancy clusters 
The binding energy here is defined as the difference between the 
segregation energy o f the zirconium incorporated charge compensated cluster, 
compared to the individual segregation energies o f the fully bound charge 
compensated cluster and the zirconium ion on its own. This is calculated as a 
function of depth beneath the surface.
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Firstly, Figure 4.35 shows that the presence of zirconium at levels where 
only 1 fully bound cluster is possible (ie, the surface level and levels 2, 4, and 
6) stabilizes the charge compensated cluster.
The plot in figure 4.35 also shows that, at levels 1, 5 and 7, the 
symmetrical zirconium incorporated cluster is stabilised further by the 
vacancy being configured between the Ce3+ ions and with the zirconium 
configured opposite the vacancy, (see Figure 4.36 below)
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Figure 4.36 Symmetrical Zirconium Incorporated Charge Compensated Vacancy
Cluster
However, at the 3rd subsurface level this configuration de-stabilises the 
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Figure 4.37 asymmetrical Zirconium Incorporated Charge Compensated Vacancy Cluster
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Figure 4.37 above shows the asymmetric zirconium incorporated cluster 
where the vacancy is located between one of the Ce3+ ions and the zirconium 
ion in the cluster. The binding energy plots predict that the presence of 
Zirconium in this configuration de-stabilises the cluster at the 1st subsurface 
level and then again at the deeper 5th subsurface level. However, the 
stabilising effect is predicted at the 3rd subsurface level.
The same simulation methods are now applied to the other two, less stable 
low index surfaces. The first experiment is again only to involve zirconium 
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Figure 4.38 Segregation of a Single Zr 4+ to the {110} and {100} Surfaces of 
Ceria
A single Zirconium ion on its own (ie, a single Zr4+, substituted for a Ce4+ 
ion in a stoichiometric slab) is first considered.
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Figure 4.38 above shows the total energy change when a Zr4+ ion is 
moved step wise to the {110} and {100} ceria surfaces. For the case of the 
{100} surface the plot shows that there is a consistent increase in stability for 
the Zr4+ ion as it gets closer to the surface. The stability starts to increase at the 
3rd sub-surface layer. This is not the case for the {110} surface where 
although the Zr4+ ion energetically prefers to reside at the {110} surface, there 
is very little difference for its stability at levels deep in the slab, and it is in 
fact unstable at the 1st sub-surface layer.
This is a significant result. The Zr4+ is highly soluble in the {100} surface, 
it is less soluble in the {110} surface but there is a barrier at the second plane. 
It is insoluble in the {111} surface.
The charge compensated vacancy is now re-introduced into the simulation 
slabs, to give a range of five fully/partially bound cluster configurations of a 
zirconium incorporated charge compensated vacancy cluster in both the {110} 
and {100} surfaces of ceria. Each configuration is moved stepwise to the 
surface. The {110} surface was first considered, with the five configurations 
shown in figure 4.39 below.
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Figure 4.40: Plot o f Segregation Energy of each cluster against Depth of 
Zirconium Incorporated Charge Compensated Vacancy Cluster
The plot above in figure 4.40 shows the segregation energy against the 
depth of the different zirconium incorporated charge compensated vacancy
clusters. Configuration 3 is unstable at the {110} surface,
whereas Configuration 5 is the most stable. The zirconium ion in
cluster configuration 3 is screened from the surface vacancy by a Ce3+ and 
two oxygen ions. It is the least bound of the cluster configurations considered 
here. There is increased stability for both single zirconium ion and single fully 
bound charge compensated vacancy cluster segregating to the {110} surface, 
but when the two are combined in the least bound zirconium incorporating 
cluster represented in configuration 3 then, although there is a drive for
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segregation from bulk to the 1st sub-surface layer that is similar to the other
clusters, this least bound cluster is unstable actually at the surface. 
Least stable configuration 3 Most stable configuration §
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Figure 4.41 Least and most stable configurations of the Zirconium incorporated cluster in
the {110} surface
The instability of configuration 3 (figure 4.41) clusters is probably due to 
the repulsion between the charge compensating Ce3+. During minimisation in 
an attempt to reduce the repulsion an oxygen ion migrates into a position 
between the Ce3+ ions. This also creates a plane of symmetry with the 
interstitial oxygen, compensating Ce3+ ions and the zirconium ion all in the 
exact same vertical ridge. The asymmetric nature of the partially bound 
clusters, see configuration 5, with the Ce3+ ions and zirconium ion spread in
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different directions around the surface vacancy, means that there are many 
ways of generating the same and very similar partially bound structures. There 
are more structural possibilities, and this is preferred because this increases 



















Figure 4.42 The effect of a Zirconium Ion on the Charge Compensated Vacancy Cluster. 
Again the stabilising or de-stabilising effects of zirconium on the vacancy
cluster can be determined if the binding energies of the various clusters are
considered. This highlights the particular instability of the fully bound
zirconium incorporated vacancy cluster at the {110} surface, and the general
de-stabilising effect o f the presence of a zirconium ion on the partially bound
surface clusters apart from configuration 2 where there is a slight stabilising
effect.
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The plot in figure 4.42 shows that zirconium ions actually stabilises all o f 
the clusters at the first sub-surface level.
Finally, Zirconium incorporated charge compensated vacancy cluster 
segregation to the {100} Surface of ceria was then investigated. As noted 
above, we predict that Zr is highly soluble in the stoichiometric surface. 
Figure 4.43 shows the five fully/partially bound cluster configurations o f a 




Figure 4.43 Zirconium incorporated charge compensated vacancy cluster at the {100} 
surface
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The energy of segregation is given below in figure 4.44. It shows that the
Zr remains soluble in this surface.
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Figure 4.44 Segregation o f Zirconia incorporated charge compensated vacancy clusters at
the {100} surface
It was found that there is a large increase in stability for all zirconium 
incorporating charge compensated vacancies to the {100} surface. All
configurations are stable. The least 
m o s t  stable configuration at the
bound Configuration 2 
{100} surface whereas configuration
This seems to be the reverse of that predicted for the {110} surface where 
the least bound zirconium incorporating cluster is the more unstable on the 
surface.
Least stable configuration 5 Most stable configuration 2
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Figure 4.45 Least and most stable configurations
The reason for the relatively high stability of configuration 2 for the 
defective {100} surface above is that on relaxation the structure allows the 
repelling Ce3+ ions to relax further apart to a distance of 4.46 A ,  compared to 












Although all configurations are stable on the {100} surface, the 













Figure 4.46 The effect o f zirconium on the charge compensated vacancy clustering
Notice that the configuration 5 (the most unstable surface cluster) is most 
stable deeper under the surface, and then the stability changes to the 
configuration 2 at the 2nd subsurface position. This then remains most stable at 
1st sub-surface level and at the {100} surface.
The effects of the incorporation of zirconium on charge compensated 
vacancy clusters in and under the low index surfaces are now summarised so 
that both cerium rich ceria-zirconia solid solutions and cerium rich ceria- 
zirconia defective low index surfaces can begin to be characterised.
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In the stable {111} surface and at levels underneath, zirconia generally has a 
stabilising effect on charge compensated vacancy clusters. However, there is 
some destabilisation depending on both the configuration of the cluster on the 
surface or depth under the surface. In the next stable {110} low index surface, 
zirconium ions generally de-stabilise charge compensated surface vacancy 
clusters, but stabilises the charge compensated vacancy clusters just 
underneath the surface.
In the least stable {100} low index surface, the least bound zirconium 
incorporated vacancy cluster is most stable on the surface and just underneath. 
However, this cluster becomes unstable deeper beneath the {100} surface, 
where in-fact the least stable surface configuration (configuration 5) shows 
increased stability, and is the most stable configuration, at the 3rd layer 
beneath the surface.
This then implies that zirconium will tend to reduce the formation of oxygen 
vacancies in the {110} surface and conversely stabilise them in the {111} and 
{100} surfaces. Zirconium tends to have both a stabilising/de-stabilising 
effect under the low index surfaces depending on the depth and configuration 
of the vacancy cluster.
In summary, segregation to the most stable {111} surface shows that the 
vacancy cluster is more stable just under the {111} surface, rather than on the 
surface itself. The study also gives the relative stability of the vacancy cluster 
at different heights from the {111} surface of ceria.
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The study has investigated full and partially bound vacancy clusters in the 
{110} surface and has found that the relative instability of the fully bound 
cluster at the surface suggests that the charge compensating Ce3+ being closer 
together are repelling each other. Also, the asymmetric nature of the partially 
bound clusters means that there are twice as many ways of generating the 
same partially bound structure. There are more structural possibilities, and this 
is preferred because this increases the entropy of the system.
For the least stable {100} surface the study highlights both the drive for 
segregation of vacancy clusters to the surface and their stability at this surface.
This chapter has been extended to investigate both the stability of surface 
vacancies in some stepped surfaces (with a consideration of the effects of their 
position within different base, terrace and step edge regions), and the effects 
of the incorporation of zirconium on charge compensated vacancy clusters in 
and under the low index surfaces.
The work has shown that Zr4+ is highly soluble in the {100} surface, it is 
less soluble in the {110} surface but there is a barrier at the second plane and 
that it is insoluble in the {111} surface. Zirconium will tend to reduce the 
formation of oxygen vacancies in the {110} surface and conversely stabilise 
them in the {111} and {100} surfaces Also the work has shown that 
zirconium will tend to stabilise the formation of oxygen vacancies just below 
the {110} surface, and have both a stabilising/de-stabilising effect under the 
{111} surface depending on the depth and configuration of the vacancy 
cluster.
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However, the study reveals nothing about the mobility of the vacancy 
clusters themselves, in bulk or at any of the surfaces investigated so far. Thus, 
in the next chapter Molecular Dynamics is used to investigate the mobility.
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Chapter 5
O xygen Migration at the Stable {111} Surface o f  Ceria
The Effect of Temperature on Vacancy Segregation to the {111} 
Surface
Molecular dynamics (MD) is now used to investigate the effect of 
temperature on the mobility of a fully bound charge compensated vacancy 
cluster to the most stable and so most abundant {111} surface. In the model 
presented here, the mode of charge compensation for the oxygen vacancies is
the substitution of two trivalent Ce3+ cations for Ce*"1’..4+
(a)










Figure 5.1: Compensated Vacancy Cluster in {111}Surface. 
Green= Ce3+,White=Ce4+, Red=02'
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The simulation slab is approximately 20 A thick, this allows the bulk 
material to be simulated at the centre of the slab. Figure 5.1(a) shows the 
charge compensated vacancy cluster in the {111} surface, and figure 5.1(b) 
illustrates how the vacancy cluster is positioned at different. It is also possible 
to investigate vacancy cluster segregation to the surface using MD. This is 
achieved by carrying out a series of vacancy cluster formation energy 
calculations similar to those reported for NiO by Duffy et al [154-157]. 
Firstly, the total configuration energy of the stoichiometric surface slab is 
calculated, followed by the total configuration energy of the defective slab.
A slab of the {111} surface was constructed to a thickness of 20.6 A, which 
is sufficiently thick to allow realistic simulation of bulk ceria at the centre of 
the slab. The slab contains 996 atoms. 332 Ce, 664 O. 3D periodicity was 
chosen for computational ease and a 50 A vacuum gap was therefore 
introduced. The Coulombic sums were calculated using Ewald summation 
precision of 10 '5, which provides a straightforward way of specifying the 
number of reciprocal lattice vectors and indicates the precision to which the 
reciprocal component of the Ewald sum is converged.
The heat of reduction is found by using experimental values for the heats 
of formation of CeC>2 and Ce2C>3 [151] as reported in the previous chapter.
Our assumption that the cluster is bound does assume electron transport is 
faster than ion transport. Figure 5.2 shows the calculated heat of reduction as a 
function of depth and at different temperatures.
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Figure 5.2: Heats of Reduction for Vacancy versus Distance Beneath {111} Surface at a
range o f temperatures.
At low temperatures (0 to 300 K) the vacancy cluster is most stable just 
underneath the surface (this was also predicted by the static calculations in the 
previous chapter), but at elevated temperatures from 750 K the vacancy 
cluster segregates to surface.
In this study, we focused on studying transport at or near the {111} 
surface of ceria, chosen because it is the most stable surface [158]and 
hence most prevalent., see chapter 1
In order to investigate oxygen atom mobility at the stable {111} ceria 
surface a constrained force method modification to DL_POLY [141] has 
been used to simulate the pathway and variation in free energy of a single 
oxygen atom migrating in the ceria and also at surface.
135
The constrained atom is moved towards a vacancy at a constant velocity. 
The velocity chosen was lOOm/s, which is fast enough to obtain good 
statistics in sufficient cpu time but slow enough to allow the neighbouring 
ions to relax while the atom is migrating. Slower velocities did not make 
a significant difference to the energy profile.
Z
A A(z) = A ( z ) - A ( z 0)= j f zdz
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fz\ average force in direction o f  vacancy.
Figure 5.3: Integration o f the average force in the direction o f  a vacancy
The constrained atom is given a target vector, which is the co-ordinates 
of the lattice vacancy position. However, the constrained atom is free to 
move perpendicular to the target vector. The average force of the 
constrained atom along the target vector is recorded at the end of each 
time-step. Integration of the force with respect to distance yields the free 
energy, shown in equation (1), AA(z) is the (Helmholtz) free energy 
change of migration, A(z) is the (Helmholtz) free energy at position z and 
A(zq) is the (Helmholtz) free energy at the initial position. (Figure 5.3) 
Thus the (Helmholtz) free energy of atom migration can be calculated at 
various temperatures. Additionally, DL POLY can be run just above zero 
Kelvin to enable the identification of the pathway and energy change 
neglecting temperature. This allows for simple (or an initial) analysis of 
the migration process, without involving complications of nearby atoms
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excessively hindering the constrained atom during its trajectory. In doing 
this, entropy effects are ignored, and therefore the energy of migration 
rather than the free energy of migration, is in fact calculated.
Migration of an Oxygen Atom in Bulk Ceria
The first thermodynamic integration simulations were carried out on 
the diffusion o f oxygen in the bulk o f the slab. Migration of a single 
oxygen atom was investigated at the centre of the slab, (figure 5.4)
Initially it was assumed that a vacancy was formed without a localised 
charge compensation, which we envisage as modeling the transport of the 
unbound oxygen vacancy. The slab was initially run at 300 K using the 
NVT ensemble, and the migration path plotted.
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Figure 5.5: The linear trajectory o f Bulk oxygen migration
The results show that the pathway between oxygen sites is linear (see 
Figure 5.5) and that the energy o f migration is 0.66 eV (see Figure 5.6) 









Figure 5.6: Profile showing activation free energy for the oxygen migration 
between bulk positions
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The activation energy agrees very well with the work of Balducci et 
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Figure 5.7 Plot Showing Constrained Force Experienced by the Migrating Atom (in eV 
/ A ) over Distance Travelled in Bulk Ceria
It is possible to check that the location of the transition state is exactly 
halfway between the sites by plotting the average force of the constrained 
atom in the direction of travel in Figure 5.7 above. The force passes through 
zero at exactly halfway along the total distance.
The next stage was to examine the transport from the sub-surface layers to 
the bulk that is between layers 2 and 1. Figure 5.8 suggests the barrier is 0.67 
eV, with the sub-surface site 0.2 eV less stable, i.e. the energy barrier for the 
oxygen vacancy moving from the bulk to the sub-surface layer is 0.47 eV.
Analysis of the trajectory shows that the migration path is not linear as in 
the bulk simulation, and that the position of the transition state is predicted to 










0 0.5 1 1.5 2
D istance  (A)
Figure 5.8: Energy Profile o f Oxygen Migration from Bulk to Just Under the {111}
Surface
Migration of an Oxygen Atom to the {111} Surface
The trajectory for an oxygen atom migrating from the oxygen layer just 
below the surface to a vacant site on the surface was modelled next, that is 
between layer 1 and 0. Again, initially it was assumed that a vacancy was 
formed without a localised charge compensation, which we envisage as 
modelling the transport of the unbound oxygen vacancy. The slab was run at 
300 K using the NVT ensemble, and the migration path plotted.
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Figure 5.9 : Curved Trajectory of Migrating Oxygen to the {111} Surface
Figure 5.9 shows the migration pathway at the {111} surface. The 
first point to notice is the trajectory is now curved.
The energy plot in Figures 5.10 shows also a marked asymmetry. The 
transition state in this case is very close to the surface ~0.5 A. 
Furthermore, Figure 5.10 shows that the activation energy for the oxygen 
migration from the surface to the level just beneath is considerably smaller 
ie. 0.06 eV. Interestingly, a greater activation energy, 0.3 eV, is required 
to activate the return of a subsurface oxygen directly to the {111} surface
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from this layer beneath, which is still less than 0.66 eV, the bulk value. It 
also clearly demonstrates that the vacancy is more stable just below the 
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Figure 5.10 Profile showing activation energy for the oxygen migration from the 
surface to the level just beneath.
A Proposed Mechanism for O xygen Migration at the 
{111} Ceria Surface
If we compare this proposed mechanism with the results of the 
vacancy segregation study of the {111} surface discussed earlier, it is seen 
that it is indeed relatively energetically favourable for oxygen atoms to
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migrate away from the sub-surface level just beneath the surface to leave 
vacancies in their most stable position, just under the surface.
We also considered the migration of an oxygen atom across the top of 
the surface, level 0 to 0, and surprisingly found that the activation energy 
was 241 kJ.mol'1 (2.5 eV). Thus Figure 5.11a and 5.11b illustrates how a 
migrating oxygen atom would move down a layer just under the surface, 
and then would return to the surface layer leaving a vacancy in the sub­
surface layer, which is the most stable site for an isolated vacancy, rather 
than transport across the surface, not unlike the recently proposed 
mechanism for surface transport by Harris et al. [159].
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Figure 5.11: (a): Schematic of oxygen hopping across the surface. AG ~241kJ.mor' (2.5 eV) 
Figure 5.11: (b): Schematic of oxygen moving through the surface. AG ~29 kJ.mof1 (0.3 eV)
@ T= 300 K
We have seen more complex behaviour in some of the simulations, but still 
involving oxygen movement between the top two layers. Figure 5.12 shows 
the initial configuration of a concerted mechanism involving an oxygen atom 
in the surface layer constrained to move down into a vacancy position just
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under the surface. The initial constraint is shown by the largest green arrow in 
order.
Figure 5.12: Pathway of Concerted Mechanism
The constrained migration results in the formation of a vacancy in a less 
stable position on the surface because vacancies are more stable at a position 
just under the surface. The result is that, as the constrained oxygen leaves its 
lattice site to form a vacancy we find that the next oxygen atom fills the 
empty site and because the energy barriers are so low the next few oxygen 
atoms move in unison (ie) concerted means all the atoms move 
synchronously. The net result is that a sub-surface vacancy is formed but can 
be potentially some distance from the original vacancy.
The concerted motion does however highlight one problem, namely that the 
movement of the ions in the concerted mechanism causes a resistance to the 
movement of the constrained atom, thus the resulting free-energy change is 
the sum of the activation free energies of migration and the free energy for 
overcoming the drag-force. Thus care must be taken in interpreting the 
activation free energy because of the drag-forces involved. As a consequence 
various other efficient methods are currently in use, for example the nudged
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elastic band might offer an alternative and more efficient method for 
identifying the migration path of lowest free energy [160].
Effect o f  Charge Compensation
Another important issue is the effect of charge compensation particularly 
when the charge compensating defects are bound to the oxygen vacancies.
We next treated the charge compensating defects as localized electrons on 
neighbouring cerium ions. Thus we first considered (Figure 5.13a) the oxygen 
atom migrating directly into a vacant site, which is adjacent to two Ce3+ ions. 
The trajectory of migration takes the oxygen between the two adjacent Ce3+ 
ions. The effect of the charge compensating Ce3+ ions on the migration is 
significant. The new activation energy is 130 kJ.mol'1 (1.35 eV) (Figure 
5.14), compared to 6 kJ.mol'1 (0.06 eV) for similar migration without the 
involvement of compensating ions.
Figure 5.13a:: Before migration and with Surface Vacancy in place. Yellow 
arrow points to Oxygen that is to be constrained to migrate.
Figure 5.13b:: After Oxygen atom, originally under the surface between Ce3+ 
ions, has migrated to the surface leaving vacancy just under the surface and 
between Ce3+ ions. Green= Ce3+,White=Ce4+, Red=02' The resultant sub surface 





Figure 5.14: Energy Profile of Oxygen atom migration between Ce3+ ions onto the
Surface
Another interesting result o f this calculation is that the final configuration, 
with the vacancy just below the surface is calculated to be 39 kJ.m of1 (0.4 
eV) less stable. But note that the final oxygen vacancy position is not in the 
highly bound state (i.e.) just under the surface and adjacent to the charge 
compensating Ce3+ ions.
The second example (Figure 5.15a) considered is where an oxygen atom 
just beneath the surface is forced to migrate to a surface site that is adjacent to 
both, the vacancy and a compensating Ce3+ ion, (i.e.) the oxygen vacancy 
moves from the top layer to the layer underneath. In this case, the activation 
energy of migration (Figure 5.16) is similar to that for the un-charged 
compensated migration, (ie) 10 kJ.moF1 (0.10 eV) cf. 6 kJ.moF1 (0.06 eV).
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Figure 5.15a: Before migration and with Surface Vacancy in place (blue arrow).
Yellow Arrow points to Oxygen atom to migrate from just beneath the surface.
Figure 5.15b: After. Oxygen atom, originally under the surface and below the vacancy, 
has migrated to the surface leaving vacancy just under the surface and below the left 






Figure 5.16: Energy Profile of Oxygen atom migration From under the Left Hand Ce3+ 
ion into the Surface Vacancy between Compensating Ce3+ ions
The activation energy for the reverse process is approximately 97 kJ.mol'1 (1.0 
eV), thus in common with the un-charged compensated migration, the vacancy is
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more stable below the surface but is very much more stabilised i.e., by about 87 
kJ.mol'1 (0.9 eV).
Hence the energetics for the migration of an oxygen atom into a bound charge 
compensated vacancy cluster, when that oxygen atom approaches the vacancy from 
the side o f the compensation, differ significantly from the case of migration 
between the compensating ions.
Figure 5.17a Before migration and with Surface Vacancy in place.
Figure 5.17b: After. Oxygen atom, originally under the surface between Ce3+ ions, has 
migrated to the surface leaving vacancy just under the surface and between Ce3+ ions. Green= 
Ce3+, White=Ce4+, Red=02’
The final example considered (Figure 17a,b) involves the migration of an 
oxygen atom, which is originally under the surface between two adjacent Ce3+ 
ions, to a vacancy position set just to the side of this charge compensating pair of 
ions. The direction of migration is away from the charge compensation up into 
the vacancy which is considered here only to be partially bound because the 
vacancy is not symmetrically configured. Thus the final configuration leaves the 
vacancy in the highly bound state.
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The plot in Figure 5.18 shows that the activation energies are still small, at 24 
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Figure 5.18: Energy Profile o f Oxygen atom migration Away from Ce3+ ions onto the
Surface
However, the activation migration energy is 4 times greater than the 
energy for the uncharged compensated case. It is 2.5 times greater than the 
migration into a bound charge compensated vacancy with a trajectory from 
the side, but is much smaller than the 130 kJ.mol'1 (1.35 eV) required for 
activation of migration up and between charge compensating ions into the 
fully bound vacancy.
These simulation results suggest an important significance in the direction 
of migration around or between partially or fully bound charge compensated 
defects, in that it appears that oxygen atoms prefer to migrate up from the side 
of a bound compensated surface vacancy.
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The results show that energetically the vacancy prefers to be bound to the 
charge compensating defects in the subsurface oxygen site. Furthermore, the 
location of these charge compensating defects modify the activation energies 
and hence the mobility of oxygen near the surface. In the case of the 
movement along the site of the Ce3+ ions, the effect is significant and will 
have a large anisotropic effect on the atom transport.
The results therefore suggest that the migration of a defect cluster differs 
from isolated defects. Therefore, it is important to investigate the stability of 
different clusters.
Cerium Rich Ceria-Zirconia Solid Solutions
In previous chapters it has been noted that cerium rich ceria-zirconia solid 
solutions have emerged as an interesting new generation of materials since 
they appear to have a higher oxygen-storage capacity than ceria. The stability 
of both zirconium atoms alone and fully bound zirconium incorporated charge 
compensated vacancy clusters; at the low index surfaces have been 
investigated. Now the effect of the presence of zirconium ions on oxygen 
atom mobility at the most stable and so most abundant {111} surface needs to 
be investigated.
The first oxygen migration considered is when the oxygen atom is 
migrating from its sub-surface lattice position up and between charge 
compensating Ce3+ ions and towards a zirconium atom that is at a surface 
lattice position, as part of the surface vacancy cluster (figure 5.19). This
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migration between reduced ceria ions is again energetically unfavourable 
with an activation energy of approximately 222 kJ.mol'1 (2.3 eV).
Figure 5.19 a: Before migration and with Surface Vacancy in place. The oxygen 
atom migrates from its sub-surface lattice position up and between charge 
compensating Ce3+ ions and towards a Zirconium atom that is at a surface lattice 
position, as part of the surface vacancy cluster.
Figure 5.19 b: After. Oxygen atom, originally under the surface between Ce3+ ions, 
has migrated to the surface leaving vacancy just under the surface and between 
Ce3+ ions. Green= Ce3+,White=Ce4+, Red=02', Blue=Zr4+.
The migration profile (figure 5.20) suggests that the reverse of this 
migration with the oxygen ion migrating from the surface, away from the 
zirconium ion and in-between the reduced ceria ions, into a sub-surface 
position, has an activation energy of 31 kJ.m ol1 (0.32 eV). This shows that 
the presence of the surface Zr4+ further discourages oxygen ion migration 
between charge compensating ions if the vacancy is initially on the surface. 
The vacancy is pinned to its surface position even though our static 
calculations show that the vacancy is more stable just under the surface 









Figure 5.20: Energy Profile of Oxygen atom migration towards Zr4+ ions onto the 
Surface, and between charge compensating Ce3+ ions.
The next oxygen migration considered is the oxygen atom migrating from
its sub-surface lattice position up and from the side o f the charge
compensating Ce3+ ions and towards a Zirconium ion that is at a surface
lattice position, as part of the surface vacancy cluster (figure 5.21).
Figure 5.21 a: Before migration and with Surface Vacancy in place. The oxygen atom 
migrates from its sub-surface lattice position up and from the side of the charge 
compensating Ce3+ ions and towards a Zirconium atom that is at a surface lattice 
position, as part of the surface vacancy cluster.
Figure 5.21 b: After. Oxygen atom, originally under the surface between Ce3+ ions, has 
migrated to the surface leaving vacancy just under the surface and between Ce3+ ions. 
Green= Ce3+,White=Ce4+, Red=02', Blue=Zr4+.
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The energy profile (figure 5.22) for this full migration step reveals an 
activation energy of 58 kJ.mol'1 (0.6 eV). The profile also shows that the 
complete migration pathway covers a distance of approximately 2.5 A , and at 
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Figure 5.22: Energy profile for oxygen migration from the side of zirconia 
incorporating charge compensated cluster
The partially bound nature of the vacancy cluster configuration at this 
minimum position is different to that o f the partially bound vacancy position 
just under the surface and is 82 kJ.mol'1 (0.85 eV) more stable. This new 
position of relative stability is approximately 10 kJ.mol'1 (0.1 eV) more 
unstable than the fully bound vacancy position on the surface. These low 
energy barriers to positions between oxygen layers suggest that the presence 
of Zirconia alters the mechanism by which oxygen can migrate through the 
{111} surface and stabilises vacancy cluster configurations that has the 
vacancy position closer both to the surface, and closer to the surface 
positions of the reduced ceria ions.
153
Summary
The results in this chapter have shown that the location of charge 
compensating defects modifies the activation energies and hence the 
mobility of oxygen near the surface. In the case of the movement along the 
site of the Ce3+ ions, the effect is significant and will have a large 
anisotropic effect on the atom transport. The results therefore suggest that 
the migration of a defect cluster differs from isolated defects. That is, we 
predict that the experiment will change depending on the synthesis 
conditions, which will control the number of defects present at the surface. 
This work has also shown that segregation of a zirconium incorporated 
vacancy cluster to the most stable {111} surface of ceria could be a complex 
process because of an alternating relative stability between two partially 
bound zirconium incorporating cluster configurations, at different levels 
beneath the surface. Moreover the actual configuration of the cluster at any 
particular level affects the next segregation step.
A Zirconium ion is predicted to dissolve into the second and third layers 
of the {111} surface. Interestingly, it has been shown that the presence of a 
surface Zr4+ can restrict oxygen ion migration between charge compensating 
ions if the vacancy is initially on the surface. This restricted oxygen 
mobility as a result of the presence of surface zirconium can pin the vacancy 
to its surface position even though our static calculations show that the 
vacancy is more stable just under the surface compared to being on it. In 
one sense this could be positive for the use of the material as a catalyst
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because the presence of zirconium might encourage the stability of 
catalytically active surface vacancy sites. However, unfortunately it could 
also hinder the same surface from being re-charged with oxygen from sub­
surface layers.
Understanding how oxygen mobility can effect differing types of vacancy 
cluster that often exist in catalytically active ceria surfaces is extremely 
important in optimising the use of this important material.
In the following chapter we consider the modeling and simulation of Ceria 
Nanotubes, the reason for this is because one other way of modifying the 
oxygen mobility is potentially to modify the particle size and shape.
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Chapter 6
Modelling and Simulation of Ceria Nanotubes
This chapter attempts to show how the powerful combination of molecular 
dynamics and two novel nanotube model construction methodologies can 
facilitate predictions of ceria nanotube structure.
The central question is whether a ceria nanotube and their defect 
properties is likely to be a more effective catalyst.
It has been seen that ceria has become a very important material for 
catalytic applications. The ability of ceria to stabilise surface oxygen 
vacancies in conjunction with high oxygen mobility through the lattice allows 
ceria to behave as an oxygen buffer and has been discussed here and in the 
literature (Trovarelli et al 1999 [161], Campbell and Pedon 2005 [162]), and 
has been investigated by simulation in previous chapters. However, one way 
of modifying the oxygen mobility is potentially to modify the particle size and 
shape.
Chapter 1 detailed experimental work that has been carried out to 
synthesize a range of ceria nanostructures, including ceria nanotube synthesis. 
The descriptions of ceria nanotube synthesis centered on two recent 
investigations. The first, where well-crystalline CeC>2-x nanotubes were first 
synthesized via a mild hydrothermal reaction route using cerium nitrate and 
ammonium hydroxide as reactants, (Han et al, 2005) [99]. The second where
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CeC>2 nanotubes, with diameters of 10-15nm and length of 150-200nm, have 
been successfully synthesized by a sonochemical method under ambient air in 
alkali aqueous solution without any template (Miao et al. 2005 [98]).
Han and co-workers found that synthesized CeC>2-x nanotubes had the same 
structure as the bulk Ce02 but had a larger lattice parameter. The walls of the 
nanotubes were observed to be approximately 5nm in width, and the hollow 
centre width was estimated to be a little smaller than this value. They also 
found that higher precipitation temperature was the key for the formation of 
the tubular structures, and that at lower precipitation temperatures only nano­
particles and nano-rods were synthesized
Miao and co-workers synthesized CeC>2 nanotubes of a similar dimension 
but used a sonochemical method under ambient air in alkali aqueous solution 
without any template. It was found that both high alkali concentration and 
ultrasound irradiation played critical roles for the formation of the nanotubes.
Although some recent progress has been made with the synthesis of ceria 
nanotubes, it is however difficult to synthesize characterizable samples. This 
project has therefore started to address this question using modem 
computational techniques.
There are a considerable number of papers on the construction of carbon 
nanotube models [163, 164] and even a website for generating the structure 
[http://k. lasphost.com/tubeasp/tubeasp.asp]. However, there are no such 
algorithms for oxide nanotubes. Thus this work has considered the two 
methods for the construction of multilayered nanotubes. We have designed the
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computer code so that it is transferable to any oxide, although for obvious 
reasons we have focused on ceria.
Methods for Constructing Models of Ceria Nanotubes
The Wrapping Method 
The approach for constructing a multi-layered wrapped nanotube is 
summarised in figure 6.1. The basic approach is to construct a finite strip of a 
multi-layered slab which is then wrapped around to make the tube. Since the 
inner layer keeps the bond lengths the outer layers will become highly dilated 
thus the outer layers are re-packaged to release the strain.
u: p r i m i t n  c uni t
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(g)
Figure 6.1 The Wrapping Method
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A primitive unit cell of CeC>2 (a) is converted to a multi-layered slab (b), 
which is periodic in the Y and Z direction. The amount of layers defines the 
thickness of the resultant nanotube wall. A finite strip of this slab (c) is 
constructed along the Y direction, which is then wrapped around to make the 
tube (d), which is now periodic in the Z direction. The length of this finite 
strip defines the diameter of the resultant nanotube. The tube (d) has a large 
amount of strain on the outer edges, this strain is removed by repackaging the 
outer regions (e) and (f). The repackaging is achieved by releasing the strain 
completely and re-filling the outer-layers to achieve a very close fit. 
Additionally, the atoms need to be displaced (g) to get the best fit which 
subsequently allows a closed tube structure upon energy minimisation.
One of the major problems that needed to be addressed in order to 
construct stable multilayered wrapped nanotube models was the need to 
counteract the large amount of strain produced in the outer layers of the 
nanotube model, which is the reason for (e) and (f).
Clearly one approach is simply to allow the MD simulation to anneal 
explicitly. This has not proved to be successful. The nature of the problem is 
illustrated below in figure 6.2. For the very small three layer model 
illustrated, if the strain on the outer layers is not released in some way then the 
nanotube model relaxes to give a very open and structurally unstable nanotube
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model within any sensible simulation time, i.e. there is insufficient time for 
the number of ceria species to re-structure and form a dense tube.
Figure 6.2 Using MD simulation to relax highly strained outer layers
Assuming the distances around the rings are constant for a wrap involving 
zero strain, then finely adjusting the strain can either close or open-up the join 
at the termination of the wrap. This effect of tensing or releasing the strain on 
the outer layers is illustrated below. A closer fit at the join with the starting 
position of the nanotube wrap is attained here by a 1% reduction in the 
associated strain. Note that even for this very simple model below, that the 
join is not perfect.
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Figure 6.3: Modifying Strain o f Outer Layers 1
A close fit at the join is important for the structural stability o f the 
nanotube. Therefore when even slightly larger models are considered, the 
strain must be released by repackaging the outer layers; this is achieved by 
releasing the strain and re-filling the volume that is displaced.
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Figure 6.4: Modifying Strain of Outer Layers II 
As figure 6.5 illustrates, when this re-packaged nanotube structure is relaxed it 
does so to form a much more enclosed and structurally more stable nanotube.
2**1 V  *0* *0* «o* £**>••<* • o ' b * *
«>
Strain removed by repackaging Repackaged and Relaxed
Figure 6.5 MD on a densified nanotube
The Hollowing-out Method
Although the major focus of the work has been on wrapped nanotubes we 
have started a preliminary investigation into an alternative approach for 
synthesizing multilayer nanotubes in silico. The approach is to use the 
nanoparticles construction tool in Metadise, which uses the symmetry of the 
material along with the normals.
A nanoparticle is generated which has a Miller plane specified to be at the 
end of the tube. Thus a cylindrical shaped nanoparticle is constructed, that 
repeats along the cylinder generating an infinite tube. The outer nanotube 
surface is cut at a specified distance from the centre by cutting the crystal at 
specified crystallographic indices. The distance from the centre is then 
reduced and then cutting the inner nanotube surface in the same way hollows 
out the central section.
The nanotube is created simply by using the vector normal to the end of 
the nanotube as the repeat lattice vector of the nanotube.
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Figure 6.6: The Hollowing-Out Method I
The difficulty is knowing the relationship between the origin of the tube 
and the crystallographic origin:
In order to identify a charge neutral tube with the lowest energy and 
dipole, the centre of mass of the tube (or origin) is varied to give the tube 
which is charge neutral and smallest possible dipole.
dipole 48.86351 38.00495
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Figure 6.7: When generating a nanoparticle, it is important to specify 
the origin of the particle in terms of the atomic coordinate positions
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Results for the Wrapped Method
Once the nanotube simulation model is constructed it is annealed using 
molecular dynamics at a variety of temperatures until the energy and structure 
were invariant.
As noted above, the main focus was to investigate the properties of 
nanotubes similar in size to those synthesized thus a multilayered wrapped 
simulation model was constructed that contained 8758 Ce02 units. The tube 
had a wall thickness of 5.5 nm and a lumen diameter of 4.8 nm. Figures 6.8, 
6.9, 6.10 show a cut through the nanotube. From this figure it is evident that 
the outer surfaces have remained largely smooth {111}. The model was 
relaxed using molecular dynamics simulation at 300 K for a simulation time 
of 1 ns. Clearly, after annealing, the strain is accommodated by the 
introduction of grain boundaries and dislocations. As these have formed 
naturally with the simulation, they represent a useful source of extended 
defects to the model.
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Figure 6.10: Internal structure of Wrapped nanotube model
Dislocation
Figure 6.11: Poly crystalline structure of Wrapped nanotube model
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Figure 6.10 and 6.12 reveals the detailed structure of a grain boundary that 
has formed between individual crystals. The boundaries span the breadth of 
the nanotube wall thickness from inner to outer surface. The longest distance 
between oxygen atoms that lie opposite each other across the grain boundary 
is measured to be over 4 A, and is found in an outer region where the base o f a 
smaller surface crystal as formed.
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Figure 6.12: Predicted detailed structure of a typical grain boundary formed at interfaces of the
poly crystalline structure
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Figure 6.13 illustrates the near instantaneous evolution of the polycrystalline 
internal microstructure. Although strain in the outer layers has been released 
by re-packaging, the wrapping of the stable {111} surface structure has still 
created residual inherent strains in the unrelaxed tubular structure. As a result, 
there is a drive for smooth flat surfaces to form, and so the near instantaneous 
formation of grain boundaries and dislocations relieves the residual strains..
unrelaxed
0.6 ns




The next step was to investigate the thermal stability of the nanotubes. This 
was achieved by running the simulations at a range of temperatures including 
1000 K and 2000 K. In addition to plotting the structures a radial distribution 
function analysis for the wrapped models was carried out for nanotubes 
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Figure 6.14 RDF analysis of wrapped models at a range of temperatures
The occurrence of peaks at long range indicates a high degree of ordering. 
At higher temperatures the peaks broaden, indicating thermal motion and 
increased disorder, while at room temperature they are sharp. However, even 
heating to 2000 K for 1 ns there is no discerning change in structure.
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However, the structure o f the inner surface does appear to be more unstable, 
in that it appears to be experiencing the first stages of collapse.
Simulation of the on-set of melting in the wrapped nanotube models was 
carried out to examine how the nanotube models behave at more elevated 
temperatures 3000 K and 4000 K. (Figure 6.15)
0.33 ns ( a ) , 3000 K 0.56 ns m  3000 K 0.80 ns (a ) , 3000 K
Figure 6.15: Ceria nanotube model simulated at 3000 K for 0.70 ns and then 4000K for 
0.21 ns
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Figure 6.15 above shows simulation of the first stages of the on-set of 
melting. The conditions were 3000 K for 0.70 ns followed by 4000 K for 0.21 
ns. The internal structure initially remains similar to that predicted for lower 
temperatures. However, the inner nanotube wall collapses slightly.
(a)
0.70 ns @ 3000 K 
And
0.21 ns @ 4000 K 
0.76ns @ 5000 K (b)
Figure 6.16: Ceria nanotube model simulated at 3000 K for 0.70 ns and 
then 4000K for 0.21 ns and then simulated for a further 0.76 ns at 5000 
K. (a) is the plan elevation and (b) is tilted to highlight remaining 
polycrystalline structure
Figure 6.16 above shows how the same nanotube model is then 
subsequently heated to an even higher simulation temperature, that is at 5000 
K for 0.76 ns. Finally, in figure 6.17 the nanotube has been heated to 5000 K 
for 1.53 ns.
Simulation of the on-set of melting at these elevated temperatures does 
reveal the mechanism by which a wrapped nanotube might melt. The black 
rings drawn in figure 6.16 show where the structure remains crystalline. In
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order to visualize these remaining crystalline areas the model has to be tilted 
slightly, because the flat cross-sectional view reveals the increased disorder of 
the internal structure only. Tilting of the image therefore does reveal some 
crystalline order in the melting structure. The mechanism by which the tube is 
melting is illustrated by further examination of the disordered, amorphous 
region that is highlighted in both figures by the red triangles. The blue line 
represents the original position of the grain boundary. The highlighted 
amorphous region has grown out from the original grain boundary position 
and includes a much greater volume of nanotube wall than before.
Figure 6.17: Ceria nanotube model simulated at 3000 K for 0.70 ns and then 
4000K for 0.21 ns and then simulated for a further 1.53 ns at 5000 K. (a) is the 
plan elevation and (b) is tilted to highlight remaining polycrystalline structure
0.70 ns @ 3000 K
(a) And
0.21 ns @ 4000 K 
1.53 ns @ 5000 K
(b)
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The green arrow in the above figure 6.17 points to a once crystalline region 
that was highlighted in the previous figure, it is now less crystalline and much 
more disordered.
This simulation of the polycrystalline model at elevated temperatures and 
o f the on-set of melting does predict that this particular nanostructure has a 
potentially high thermal stability.
Recrystallisation
After the 3rd elevated temperature simulation of 5000 K for 1.53 ns, it is 
now possible to quench the nanotube at 0 K to see if the nanotube returns to 
its original structure.
Figure 6.18: A wrapped nanotube after quenched at 0 K
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Figure 6.18 shows the quenched nanotube structure. A polycrystalline 
structure has returned but with different grain-boundaries and dislocations 
than the original nanotube relaxed at room temperature, and prior to 
simulation at the elevated temperatures (figure 6.10). The nanotube model 
under test has undergone simulated recrystalisation and formed a quite 
different polycrystalline structure.
Predictions of Vacancy Segregation in the Polycrystalline 
Structure
As noted earlier, we are also concerned with the oxygen mobility which 
depends on both vacancy formation and transport. Thus we have begun to 
investigate the stability of a charge compensated vacancy at different positions 
within the nanotube structure. These included positions at the inner and outer 
surfaces and at the grain boundaries. Once the vacancy cluster was introduced 
at a particular position, the simulation was relaxed for 50 ps. The 
configuration energy was monitored to ensure that it had converged. As with 
the defective {111} surface calculations in chapter 5, the difference between 
this energy and the original configuration energy of the stoichiometric tube 
gives die defect energy of the vacancy cluster at that particular position within 
the polycrystalline nanotube model. It is therefore now possible to model how 
a vacancy cluster might segregate to the surfaces and even along different 
portions of the surfaces, as well as to grain boundaries, triple junctions and 
even individual dislocations, from inside the nanotube structure (figure 6.19, a
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and b). It is also possible to compare predictions of vacancy cluster 
segregation behavior within the polycrystalline model, with that predicted for 
the most stable flat {111}. We now highlight some interesting comparisons.
imm
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Predicted Heats of Reduction for Vacancies Within
Heat of Reduction
per Oxygen Ion (KJ.m of1)
the Polycrystalline Nanotube Structure
Vacancy Cluster Segregation to Outer 
Surface
Vacancy Cluster Segregation to Outer 
Surface Triple Junction along Outer 
Surface
Vacancy Cluster Segregation to Inner 
Triple Junction along Outer Surface
Vacancy Cluster Segregation to Grain 
Boundary from Middle of Nanotube Wall
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D istance  from  In terface (A)
(C)
Figure 6.19. Predicted heats of reduction for vacancies within the polycrystalline
nanotube structure.
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Figure 6.19(c) shows that, similar to the defective {111} surface predictions 
from chapter 5, at low temperature, the vacancy cluster is more stable just 
under the outer-surface of the nanotube. A similar energetic barrier exists for 
the vacancy cluster to segregate to the outer-surface as there is for the cluster 
to segregate to the stable {111} surface, although this energetic barrier to 
surface segregation disappears at elevated temperatures. Importantly, the 
enthalpy of reduction in forming the charge compensated oxygen vacancy is 
121.0 kJ.mol'1 at the outer surface of the nanotube compared to 199.2 kJ.mol'1 
on the {111} surface. The vacancy cluster is estimated to be 78 kJ.mol'1 more 
stable at the nanotube outer surface than the stable {111} flat surface.
The plot, 6.19, describing vacancy cluster segregation to the outer surface 
triple junction, along the outer surface, predicts a relatively more stable 
vacancy cluster position at the triple junction. The defect formation energy 
increases slightly as the cluster is placed further away from the outer triple 
junction along the outer nanotube surface. An anomaly exists at about 22 A 
along the surface, away from the triple junction, where significant vacancy 
cluster stability is predicted. The vacancy cluster positions are all predicted to 
be more stable compared to positions under the surface. The Inner nanotube 
surface triple junction position is also predicted as being a relatively stable 
vacancy cluster position compared to other inner surface positions. Adjacent 
surface positions to the triple junction position (3-4 A) are predicted to be 
about 100-150 kJ.mol'1 less stable, but the inner-surface vacancy cluster 
position increases in stability from about 3-4 A away from this adjacent
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position. At positions of about 1 5 A  away from the inner triple junction then 
the vacancy cluster stability becomes similar to that at the triple junction 
position.
The plot also allows predictions of how much more stable the vacancy 
cluster is at the grain boundaries compared to positions adjacent to it and 
positions deeper towards the nanotube centre. At the grain-boundary position 
at the centre of the nanotube wall, the enthalpy of reduction is predicted to be 
63.2 kJ.mol'1, whilst an adjacent vacancy position is 121.0 kJ.mol'1, and 
slightly further into the bulk of the nanotube wall it is 400.8 kJ.mol'1. These 
calculations predict that vacancy clusters will segregate toward these grain- 
boundaries. The defect cluster is 57.8 kJ.mol'1 more stable at the grain- 
boundary; compared to the adjacent deeper position but 279.8 kJ.mol'1 more 
stable when compared to positions between 5-10 A  deeper into the nanotube 
structure. There is no thermodynamic barrier to vacancy cluster segregation to 
the grain boundary, infact there is a drive toward segregation of vacancies to 
the grain boundary.
Results of the Hollowing-out Method
A hollowed-out simulation model was constructed that contained 7488 CeC>2 
units. The model was relaxed using molecular dynamics simulation at 300 K 
for a simulation time of 1 ns. The tube had a wall thickness and a lumen 
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Figure 6.20: Explaining the Hollowing-out Method I
Time = 0.2 ns Time = 0.5 ns Time = 1.0 ns
Figure 6.21 : Employing the Hollowing-out Method II
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The hollowing-out method predicts a single crystal which has 
rough, amorphous and more spherical surfaces, but with small striations of 
low index surface portions formed in the exterior surface (figure 6.20).
Thermal Stability
The thermal stability of the hollowed-out nanotube was investigated next 
in the same way as was done for the wrapped model. This includes the 
simulation at elevated temperatures to simulate the on-set of melting
The hollowed-out models were first simulated at a range of sub­
melting point temperatures. Snapshots at 1200 K and 1600 K in figure 6.22 
showed that the internal structure does not change significantly as the 
simulation temperature increases. The increases in simulation temperatures do 
however highlight some properties of the amorphous outer and inner nanotube 
layers.
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Figure 6.22 The Inner and Outer Surfaces of a (hollowed-out) Nanotube relaxed 
at elevated temperatures of 1200 K and 1600 K. The amorphous inner and outer 
layer remains 2.83 A deep which is 4.98 %  of the wall thickness.
Firstly, the actual thickness o f the amorphous layers remains constant with 
increasing temperature, within the sub-melting point range. The amorphous 
layers account for about 5% of the nanotube wall. However, at higher sub­
melting point temperatures upward of 1200 K, surface oxygen appears to be 
on the point of expulsion from certain regions o f the amorphous surface 
region (Figure 6.22). In the case of the 1200 K simulation this behaviour is
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observed only at the outer nanotube surface, however, for the 1600 K 
simulation this is observed at both inner and outer nanotube surfaces, as is 
highlighted in figure 6.22 above. Further analysis also reveals that at 1600K 
both cerium and oxygen atoms project out of the outer amorphous surface 
region. Because the images are snap-shots of the simulation at the different 
temperatures, definite reasons can not be given for these observations. That is, 
the snap-shots could be revealing local regions within the amorphous layer 
where there is exaggerated thermal vibration, which includes either 
exaggerated vibration of oxygen ions alone or in the single instance just- 
highlighted, both oxygen and the heavier cerium ions having exaggerated 
vibration. Alternatively, these specific localized surface protrusions could be 
the initial formation of finger-like surface structures that, in the case of the 
region highlighted by the arrow, point out of the surface and would increase 
the surface area of the nanotube.
Radial distribution function analysis for the hollowed-out models were 
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Figure 6.23: RDF analysis o f hollowed-out model relaxed at a range of
temperatures
The occurrence of peaks at long range indicates a high degree of ordering. 
At higher temperatures the peaks broaden, indicating thermal motion and 
increased disorder, while at room temperature they are sharp.
A hollowed-out nanotube model was then modelled at a simulation 
temperature of 3000 K for about a nano-second, and then the temperature was 
raised to 4000 K for 0.7 ns. This again simulates the on-set o f melting and the 
first observation noted was the growth of the amorphous inner and outer 
layers. Here the hollowed-out nanotube model predicts that the nano tube 
melts progressively from the inner/outer surface toward the centre of the 
nanotube wall.
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.1 ns @ 3000 K and 
0.73 ns @ 4000 K
Amorphous Outer Layer = 8.4 A (15% 
of Wall Thickness)
Figure 6.24: The structure of a hollowed model at the on-set of melting. Highlighted 
areas A, B and C that are highlighted supposed positions of increased order.
The amorphous surface regions now represents upward of 15 % of the 
nanotube wall thickness at that point (Figure 6.24). The positions highlighted 
A, B and C on the above figure 6.24 also point to specific inner surface 
regions where oxygen ions are either disordered, as with regions A and B, or 
are appearing to align and so become more organised in their inner surface 
positions. However, because the image is a snap-shot of the simulation, these
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highlighted regions could easily be in transition, that is, the oxygen atoms that 
appear to be aligning at region C could really be only aligned at that particular 
instance, and so at the next simulation step the oxygen ions may appear 
completely disordered.
As with the wrapped model, the simulation of the single crystalline model at 
elevated temperatures and of the on-set o f melting does predict that this 
particular nanostructure has a potentially high thermal stability. It also 
predicted that the inner surface of the hollowed-out single crystal model is 
structurally more stable, in that there is no partial collapse of this inner wall as 
is experienced by the wrapped single crystal model at elevated temperatures.
Comparison o f  the two Methods
A comparison can now be made between the RDF analysis of both nanotube 











Figure 6.25: RDF {0-0} of Ceria Nanotube Constructed by (a) Hollowing-Out 
Algorithm and (b) Wrapped Method, both Relaxed at 300 K for l.O ns.
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Nanotube models constructed by the hollowing-out method and relaxed 
for a nanosecond at 300K predicts a lattice parameter of 0.5443312 nm 
whereas the wrapped model, with the same relaxation, predicts a lattice 
parameter of 0.546 nm. A separate bulk calculation at 300 K predicts a lattice 
parameter of 0.54423 nm which is very similar to that calculated for the 
hollowed out model. The difference in lattice parameter between calculated 
bulk and hollowed-out model nanotube is 1.012 x 10"4 nm.
XRD measurements of bulk ceria (Han et al, 2005) [99] give a lattice 
parameter to be 0.541134 nm. Additionally, experimentally synthesised CeC>2 
nanotubes have a lattice parameter of 0.54231 nm again measured by XRD 
(Han et al, 2005) [99]. This is a difference of 1.176 x 10'3 nm. This means 
that the calculations predict a smaller difference in lattice parameter between 
bulk and nanotube to that measured by XRD, infact about 10 times smaller.
The above comparisons suggest that the internal structure of these 
particular experimentally observed nanotubes may be described better by the 
hollowed-out models. Additionally, the small surface striations that are 
predicted by the hollowed-out method are also observed in high-resolution 
images.
The occurrence of peaks at long range indicates the high degree of 
crystallinity. The polycrystalline wrapped model RDF do have broader peaks, 
which suggests that the internal structure although crystalline is more
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disordered. Furthermore, the peaks for the single crystal hollowed-out model 
at long range are larger, which suggests greater long range order.
The hollowed-out model simulation results predict that the structure of a 
real tube of these dimensions would have a structure that is not only more 
spherical but also has a larger proportion of the bulk structure than that 
predicted by the wrapping method.
In summary, the wrapping method predicts poly-crystalline nanotubes 
(Figure 6.10). That is, numerous large, smooth and flat surface crystals that 
are joined at grain boundaries. The hollowing-out method predicts a bulk-like 
single crystal which has rough, more amorphous and more spherical surfaces, 
but with small striations of low index surface portions formed in the exterior 
surface (figure 6.20).
Apart from RDF analysis and dimensional measurements, comparisons 
between the two models have been qualitative. The final two comparison 
between the two models involves calculations of the surface roughness of the 
two models, and average configuration energy of the two structures.
Comparison of Roughness
An alternative way of comparing the structure of the tubes is to compare 
the solvent accessible surface of the nanotubes, which was calculated in the 
same way as was done in chapter 3 for the flat and stepped surfaces.
The simulation code, METADISE only reports the inner surface area. The 
outer surface area is therefore an estimate calculated from the inner surface 




Inner + 2 . h . II . 6
Surface Area
Where:
h = thickness of 
nanotube wall 
0 =  depth of simulation 
cell
Figure 6.26: Calculation of total surface area of Nanotube models
Table 6.27 below gives estimates of roughness, in terms o f the solvent 
accessible surface for the models o f polycrystalline and single crystal 
nanotubes, and also includes the estimate for the flat and most stable {1 1 1 } 
surface. The polycrystalline nanotube which remember is wrapped from the 
{1 1 1 } surface, is approximately 6 % rougher at the microscopic scale than the 








Wrapped Method 18957.50 14483.51 1.31
Hollowed-out Method 15253.75 11980.86 1.27
{111} Surface 253.70 204.22 1.24
Table 6.27: Table comparing roughness o f single- and poly-crystal nanotubes, and the {111} 
surface
It has been seen that the nanotube models predict a polycrystalline 
multilayered nanotube structure with highly enhanced stabilization of oxygen 
vacancies at surfaces, grain boundaries and triple-junctions. These defects are 
potential reaction sites, however if these sites are not accessible then their 
potential can not be realized. The polycrystalline nanotube structure therefore 
not only predicted to have relatively stable surface active sites, an inherent
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high surface area to bulk ratio, but the surface active sites are potentially more 
accessible to chemical activity.
Comparison of Configuration Energies
After the nanotube simulation models had relaxed for at least a 
simulation time of one nanosecond, the energy of the simulation was checked 
for convergence. The average configuration energy of the simulation and the 
average configuration energy per Ce02 unit were calculated in eV.
Calculations of the average configuration energy per Ce02 are given in 
Table 6.28 The results show that the hollowed-out tube has a lower 
configuration energy than the wrapped. In terms of average configuration 
energy per Ce02 unit, the hollowed-out single crystal structure is predicted to 






No. of C e02 units in 
Stoichiometric tube
Config Energy 
per C e02 unit 
(eV)
Hollowed-out ■7.856544 x 105 7488 -104.93
Wrapped -9.171928 x 105 8758 -104.73
Configuration Energy: 19.3 kJ.mol'1 More Stable
Table 6.28: Table comparing configuration energy o f  different models
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The confirmation that the hollowed-out nanotube model is the most stable 
is still incomplete as (i) we have not included entropy and (ii) the two 
nanotubes are not identical in size. We still need many more calculations to 
confirm this. However, it is evident that the “hollowed-out” route needs to be 
explored further.
Two nanotube model construction methods have been developed. The 
different approaches predict different structures for ceria nanotubes depending 
on the in-silico synthesis method, although the new approach (the hollowed 
out method) is in need of more work.
The wrapping method predicts poly-crystalline nanotubes (Figure 6.10). 
That is, numerous large, smooth and flat surface crystals that are joined at 
grain boundaries. The hollowing-out method predicts a single crystal which 
has rough, more amorphous and more spherical surfaces, but with small 
striations of low index surface portions formed in the exterior surface (figure 
6.20). In predicting different structures for CeC>2 nanotubes the simulations 
can be of use in identifying or clarifying the structure of experimentally 
synthesized nanotubes. That is for instance, if numerous small striations (low 
index surfaces) are observed on a somewhat amorphous surface then it may be 
predicted that the tube would have a single bulk-like crystal internal structure. 
Conversely, if more flat and ordered surfaces were observed that met to form 
obtuse cornered nanotubes, then this would point to the formation of triple
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junctions at the surface and subsequent grain boundary formation which 
would in turn suggest a poly-crystalline internal structure
Generally, generating models which includes a dislocation or grain- 
boundary in isolation is well documented. However, to generate a model, 
which includes all the experimentally observed microstructure within a single 
cell including their interactions has always been considered a challenging 
undertaking. This has now been established for pure and defective ceria 
nanotube models. The simulation enables all structural features (dislocations, 
defects, grain-boundaries) to evolve as the nanotube relaxes. These features 
are illustrated in figure 6.10, which also illustrates a polycrystalline nanotube 
structure which has smooth, flat inner and outer surfaces.
In conclusion, these nanotube models predict a polycrystalline 
multilayered nanotube structure with highly enhanced stabilization of oxygen 
vacancies at surfaces, grain boundaries and triple-junctions. These defects are 
potential reaction sites and so the structure represents a new nanostructure that, 
combined with its inherent high surface area to bulk ratio and surface 
accessibility, would have enhanced activity which would unlock the oxygen 




Ceria is a well-studied material that has received attention from 
both atomistic modelling and experiments. In this thesis I have attempted to 
further our understanding in two ways, first is to model oxygen mobility at 
surfaces and interfaces, which includes for the first time using thermodynamic 
integration to obtain the free energy and secondly, explore the properties of 
ceria nanotubes. Nano objects are receiving much attention but little is 
actually known of their properties.
The opening two chapters of this thesis gives an overview of experimental 
techniques often used to study ceria surfaces and nanoparticles, and some 
current research of the strategies employed in the synthesis of a variety of 
ceria nanostructures. In chapter 2 the potential models used together with the 
simulation techniques employed in the subsequent modelling of ceria are 
described.
The main thrust of chapter 3 was to compare calculated surface structure 
energies predicted by the two potential models for the low index and some 
stepped surfaces. Both potential models give very similar surface geometries, 
but differ in the detailed energies. Qualitatively, the results are in agreement 
with the previous work, with the surface energies in the order {111} < {110} 
< {100}. As with the previous work the energies calculated using DFT are
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significantly smaller than those obtained using atomistic simulation. The 
roughness and surface energies of the low index surfaces and some stepped 
surfaces were calculated. There was no discemable relationship between these 
two properties. The results show that assuming DFT energies are reliable that 
the Sayle potential gives more accurate surface energies but the Gale potential 
gives a better representation of the relative stability as identified by surface 
energy ratios. Although both potentials are as good (or bad) as each other, we 
decided to focus on the Gale potential in the later chapters because it is most 
transferable, that is, another condition of this potential is that it is consistent 
with a range of other oxide potentials. Hence, this was deemed to be an 
important advantage for modelling the effect of impurities.
The technological properties of ceria are associated with oxygen storage 
and transport. Thus the presence and mobility of oxygen vacancies are the key 
property which we focussed on. The aim of chapter 4 was to consider the 
segregation of oxygen vacancies using static methods. Segregation to the most 
stable {111} surface shows that the vacancy cluster is more stable just under 
the {111} surface, rather than on the surface itself. Segregation of full and 
partially bound vacancy clusters to the {110} surface found that the relative 
instability of the fully bound cluster at the surface arises from the repulsion 
between the charge compensating Ce3+. Also, the asymmetric nature of the 
partially bound clusters means that there are twice as many ways of generating 
the same partially bound structure. There are more structural possibilities, and
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thus we propose that this is preferred because this increases the entropy of the 
system.
Chapter 4 was extended to investigate both the stability of surface oxygen 
vacancies in some stepped surfaces (with a consideration of the effects of their 
position within different base, terrace and step edge regions), and the effects 
of the incorporation of zirconium on charge compensated vacancy clusters in 
and under the low index surfaces.
The chapter shows that Zr4+ is highly soluble in the {100} surface, it is 
less soluble in the {110} surface but there is a barrier at the second plane and 
that it is insoluble in the {111} surface. A substituted zirconium ion on its 
own is unstable on the {111} surface, but of equal relative stability in 
subsequent levels beneath the surface. Zirconium incorporation leads to high 
formation energies for oxygen vacancies in the {110} surface and conversely 
stabilises them in the {111} and {100} surfaces. However zirconium will tend 
to stabilise the formation of oxygen vacancies just below the {110} surface, 
and have both a stabilising/de-stabilising effect under the {111} surface 
depending on the depth and configuration of the vacancy cluster. Indeed, the 
results obtained here suggest that segregation of a zirconium incorporated 
vacancy cluster to the most stable {111} surface of ceria could be a complex 
process because of an alternating relative stability between two partially 
bound zirconium incorporating cluster configurations, at different levels 
beneath the surface. The actual configuration of the cluster at any particular
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level affects its next segregation step, so zirconia incorporating vacancy 
cluster segregation to the {111} surface is dependent simultaneously on 
specific geometric rearrangement and its depth beneath the surface.
However, the chapter revealed nothing about the mobility of the vacancy 
clusters themselves, in bulk or at any of the surfaces investigated. Therefore, 
in chapter 5, Molecular Dynamics with thermodynamic integration was used 
to investigate the mobility. This approach was used to model the actual 
energies at temperatures below the superionic transition.
It was found that at low temperatures the vacancy cluster is predicted to 
be most stable just underneath the {111} surface, but at elevated 
temperatures the vacancy cluster segregates to surface. The surface defect 
site is a potential site for chemical reaction, so an elevation of temperature 
would potentially give a more reactive surface.
The work has shown that the location of charge compensating defects 
modifies the activation energies and hence the mobility of oxygen near the 
surface. In the case of the movement along the site of the Ce3+ ions, the 
effect is significant and will have a large anisotropic effect on the atom 
transport. The results therefore suggest that the migration of a defect cluster 
differs from isolated defects.
The results in Chapter 5 have also shown that the presence of a surface 
Zr4+ can restrict oxygen ion migration between charge compensating ions if 
the vacancy is initially on the surface. This restricted oxygen mobility, as a 
result of the presence of surface zirconium, can pin the vacancy to its
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surface position even though our static calculations show that the vacancy is 
more stable just under the surface compared to being on it. In one sense this 
could be positive for the use of the material as a catalyst because the 
presence of zirconium might encourage the stability of catalytically active 
surface vacancy sites. However, unfortunately it could also hinder the same 
surface from being re-charged with oxygen from sub-surface layers.
Chapter 6 illustrates two new methods for the construction of ceria 
nanotubes models. After appropriate relaxation of the respective models, the 
hollowed-out model had a lower energy because more of the tube is 
crystalline although it has amorphous inner/outer surfaces.
The wrapped multilayer method predicts a structure that has a larger 
entropic contribution, with a polycrystalline internal structural with defects, 
dislocations, grain-boundaries, and triple junctions. The predicted structure 
also has flatter surfaces, and it is predicted that the strain associated with the 
wrapped model structure could mean it is more reactive.
With this in mind we further investigated the potential reactivity of the 
new polycrystalline structure, by comparing predictions of vacancy cluster 
segregation behaviour to that predicted for the most stable flat {111} surface. 
The vacancy segregation studies predict that the polycrystalline multilayered 
nanotube structure would involve highly enhanced stabilization of oxygen 
vacancies at surfaces, grain boundaries and at triple-junctions. These defects 
are potential reaction sites and so the structure represents a new nanostructure 
that, combined with its inherent high surface area to bulk ratio, would have
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enhanced activity which would unlock the oxygen storage capabilities of 
ceria.
Further work
We now make some suggestions for further work.
We envisage the development of model construction methods for 
concentric-multilayered nanotube models that are made of more than one 
material.
In working on converting ceria polyhedral nanoparticles into single 
crystal nanospheres, Feng et al [112] have used a combination of 
experimental techniques and molecular dynamics simulation to develop 
methods for the synthesis of efficient abrasive materials for chemical- 
mechanical planarization of advanced integrated circuits
They start by doping a ceria system with titanium, using flame 
temperatures that facilitate crystallization of the ceria yet retain the titania in a 
molten state.
In conjunction with molecular dynamics simulation, they show that under 
these conditions, an inner ceria core evolves in a single-crystal spherical shape 
without faceting, because throughout the crystallization it is completely 
encapsulated by a molten 1- to 2-nanometer shell of titania that, in liquid state,
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minimizes the surface energy. The final result is a spherical nanoparticle made 
up of a ceria core and a titania shell.
We envisage the development of model construction methods for 
concentric-multilayered nanotube models that are made of more than one 
material. This would mean for instance that the nanotube structure could have 
one material for the inner surface of the nanotube and a different material for 




Figure 7.1: Representation of a concentric-multilayered nanotube model 
constructed from more than one material.
Titania acts as a photosensitiser for photovoltaic cells, and when used as 
an electrode coating in photoelectrolysis cells can enhance the efficiency of 
electrolytic splitting of water into hydrogen and oxygen. In the case of titania
2 0 0
and ceria, titania could therefore form the outer region and surface of the 
nanotube structure. Ceria with its catalytic properties and oxygen storage 
capacity, but having lower photocatalytic activity than titania would form a 
catalytic region on the inside of the nanostructure.
Futher work could therefore involve the construction of multilayered 
TiCVCeCh nanotube models.
Inspiration from Nanotubes formed Naturally
Chrysotile asbestos is a type of asbestos known to cause mesothelioma. It 
is found in serpentine rock and is sometimes called serpentine. Chrysotile 
asbestos, or serpentine, is a polymorphous, magnesium-rich mineral that is 
typically found in metamorphic rocks. Chrysolite is magnesium silicate 
hydroxide and as the formula Mg3Si2 0 s(0 H)4  and although it is harmful, 
understanding and modeling its structure may help in the design of useful and 
non-toxic new materials.
Several samples of chrysotile asbestos from different localities, including 
a synthetic sample, were electron-microscopically observed by Yada (1971) 
[153].
Most of the fibrils examined were hollow cylinders and their 
circumferential lattice layers form spiral or multi-spiral layers. Perfectly
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concentric cylindrical layers were also found. A transmission electron 
micrograph of a natural chysotile sample is given below in figure 7.2.
Figure 7.2: Transmission Elecrtron Micrograph o f chysotile. 
http://www.gly.uga.edu/schroeder/geol6550/CM07.html
The multi-layered structure of the magnesium silicate hydroxide is shown 
below in figure 7.3.
2 0 2
Figure 7.3: Multi-layers of magnesium silicate hydroxide 
http://www.gly.uga.edu/schroeder/geol6550/CM07.html
This spiralled multilayered natural structure is inspiring thoughts o f 
adapting the wrapped nanotube model construction methodology described in 
the previous chapter, to create models of multi-layered spiralled nano­
structures.
Further work could involve simulation of magnesium silicate hydroxide 
nanotubes and could be extended to use the model construction methods for 
spirally structured, multi-layered nanotube models of other materials.
Importantly, if there was a different structure at each layer then this might 
well give more stable nanotubes. The differing lattice parameters giving a 
better match between layers and would at the same time relieve strain.
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