The stability of periodic solutions of partial differential equations has been an area of increasing interest in the last decade. The KdV equation is known to have large families of periodic solutions that are parameterized by hyperelliptic Riemann surfaces. They are generalizations of the famous multi-soliton solutions. We show that all such periodic solutions are orbitally stable with respect to subharmonic perturbations: perturbations that are periodic with period equal to an integer multiple of the period of the underlying solution.
Introduction
The Korteweg-deVries (KdV) equation u t + uu x + u xxx = 0, (1.1) describes long, one-dimensional waves in weakly dispersive media and arises in a variety of physical settings ranging from water waves to plasma physics [33] . It is characterized by its trademark soliton solutions and their quasi-periodic analogues. The most explicit of these are the one-soliton solution
and its periodic counterpart, the cnoidal wave solution
both of which were known to Korteweg and deVries [38] . Here u 0 , κ, and x 0 are constants, and cn(·, k) denotes the Jacobi elliptic cosine function [15, 41] with elliptic modulus k ∈ [0, 1). The stability problem for the above solutions has a rich history (a more detailed discussion is found in [12] ), beginning with the works of Benjamin and Bona [8, 11] , where the nonlinear orbital stability of the one-soliton solution (1.2) with respect to L 2 perturbations was established. Later, Maddocks and Sachs generalized this result for general multi-soliton solutions [43] . More recently, the methods used by Benjamin and Bona were extended to the periodic problem, and the nonlinear orbital stability of cnoidal waves (1.3) with respect to periodic perturbations of the same period was verified [4] . Going beyond periodic perturbations of the same period, Bottman and Deconinck proved the spectral stability of cnoidal waves with respect to bounded perturbations [12] , and in a follow-up manuscript with Kapitula, the orbital stability of cnoidal waves with respect to subharmonic perturbations (periodic perturbations with period equal to any integer multiple of the period of the cnoidal wave) was established [16] . These papers rely, at least partially, on the integrability of the KdV equation. Alternatively, the KdV equation has been approached as a special case of the generalized KdV equation, which allows for more general nonlinearities. Different authors have developed different techniques for the investigation of the stability of stationary periodic solutions of the generalized KdV equation (see, for instance, [13, 14, 35] ). These techniques are more general as they apply to larger classes of equations and do not rely on integrability. On the other hand, the results they provide are less detailed than what is obtained using integrability.
In this paper we are concerned with the stability of the periodic analogs of the multi-soliton solutions, the periodic finite-genus solutions. These are a large family of periodic solutions with n phases of the form [7, 21, 34, 39] u(x, t) = u 0 + 2∂ 2 x ln Θ(φ 1 , . . . , φ n |B), (1.4) where each phase φ j is linear in x and t, φ j = k j x + ω j t + φ 0j , for constants u 0 and k j , w j , φ 0j , j = 1, . . . , n. 1 2 Here Θ denotes the Riemann theta function [24] , parametrized by the Riemann matrix B which is determined by a genus n connected compact hyperelliptic Riemann surface generated by the initial condition u(x, 0). The details of the theta function formulation are of little importance to us here, as they are not used in what follows. It should be noted that in the case n = 1 the solution (1.4) is equivalent to the cnoidal wave solution (1.3). The periodic finite-genus solutions possess the following properties:
• They completely solve the initial-value problem for the KdV equation with periodic boundary conditions in the following sense: (i) They solve the initial-value problem for initial data that are periodic in x, and are of the form (1.4) [9, 22, 42, 48] . (ii) They are dense in the set of smooth periodic functions [46] . Therefore, the stability of periodic finite-genus initial conditions in a suitable function space suggests the stability of general periodic initial conditions in that function space.
• Their stability was studied first by McKean [45] . He established that the tori on which the periodic finite-genus solutions lie are stable with respect to periodic perturbations. As noted in [43] , McKean only briefly discusses the implications of his results concerning stability in a normed space, such as L 2 .
The object of this paper is to establish the (nonlinear) orbital stability of the periodic finitegenus solutions with respect to subharmonic perturbations. Extension beyond periodic perturbations of the same period to subharmonic perturbations is important in that: (i) they are a significantly larger class of perturbations than the periodic ones of the same period, while retaining our ability to discuss completeness and separability of a suitable function space. For example, this would be more complicated for the case for quasi-periodic or almost periodic perturbations [10] . (ii) There are nontrivial examples of solutions which are stable with respect to periodic perturbations of the same period, but unstable with respect to subharmonic perturbations, such as the trivialphase cnoidal wave solutions of the focusing nonlinear Schrödinger equation [28] . (iii) They have a greater physical relevance than periodic perturbations of the same period, since in applications one usually considers domains which are larger than the period of the solution, e.g., ocean wave dynamics.
The basis of our procedure is the Lyapunov method, which was first extended to infinitedimensional systems (partial differential equations) by V.I. Arnold [5, 6] in his study of incompressible ideal fluid flows. Since its introduction, the Lyapunov method has formed the crux of subsequent nonlinear stability techniques (see [29, 30, 52] for instance). We build on the results recently obtained for the cnoidal wave (genus one) solutions in [16] , and present a systematic generalization. As in [16] , the method relies heavily on the integrability of the KdV equation. The outline of the method is as follows:
• Each genus n solution (1.4) is a stationary solution of the n-th KdV equation (to be defined later) with evolution variable t n [39] . In turn, every bounded periodic stationary solution of the n-th KdV equation is a genus n solution of the form (1.4) [9, 22, 42, 48] . Our method does not require nor make use of the explicit form of the solution (1.4). We only require that it is stationary (with respect to the higher-order time variable t n ) and periodic in x.
• Since a genus n > 1 solution is not stationary with respect to the KdV flow itself, we cannot define spectral stability in the conventional sense. Instead we prove spectral stability with respect to bounded perturbations (not necessarily periodic) for the higher-order time variable t n . We do this by generalizing the squared eigenfunction method used in [12] for the cnoidal wave solutions.
• We use the ideas in [16, 43] to construct a candidate Lyapunov function. We show that it is indeed a Lyapunov function using the squared eigenfunction connection and the spectral stability result. This establishes orbital stability, using the results from [26, 27] .
We also look at some explicit examples, including comparison with numerical results using Hill's method [17, 18] . It is interesting to point out that the multi-soliton solutions can be obtained from (1.4) by taking certain limits [22] . In that case our method (informally) recovers the stability results in [43] .
Remark. Though we present the method for finite-genus solutions of the KdV equation, the main ideas carry over to other integrable systems, i.e., the general steps and principles still apply, but the details will be different.
Problem formulation 2.1 Hamiltonian structure
We are concerned with the stability of 2L-periodic genus n solutions of equation (1.1) with respect to subharmonic perturbations of period 2N L for any fixed positive integer N . Therefore, we naturally consider solutions u in the space of square-integrable functions of period 2N L,
. In order to properly define the Hamiltonian structure of the KdV equation and the corresponding KdV hierarchy (see Section 2.2), we further require u and its derivatives of order up to 2n + 1 to be square-integrable as well. Therefore, we consider solutions of (1.1) defined on the function space We write equation (1.1) in Hamiltonian form [25, 53] 
Here J is the skew-symmetric operator
the Hamiltonian H is the functional 2) and the notation E denotes the
where the sum in (2.3) terminates at the order of the highest derivative involved. For instance, in the computation of H the sum terminates after accounting for first-derivative terms. We allow for perturbations in a function space V 0 ⊂ V. In order to apply the stability result of [27] , we follow [16] and restrict ourselves to the space of perturbations on which J has a welldefined and bounded inverse. This amounts to fixing the spatial average of u on
, which poses no problem since it is a Casimir of the Poisson operator J, hence, it is conserved under the KdV flow. Therefore, we consider perturbations in ker(J) ⊥ , i.e., zero-average subharmonic perturbations
Remark. Physically, requiring perturbations to have zero-average makes sense. Simply stated, this means we are not allowing perturbations to add or subtract mass from the system. 
The nonlinear KdV hierarchy
The first few conserved quantities are
with corresponding flows
Each of the higher-order flows can be explicitly calculated from the recursion formula (see [49] , for instance)
where R is the operator
Since each u τ j is a total derivative, the non-local term ∂ −1 x in (2.6) is well defined [42, 49] . This defines an infinite hierarchy of equations, the KdV hierarchy. It has the following properties:
• All the functionals H j , j = 0, 1, . . ., are conserved for each member of the KdV hierarchy (2.5) [42] .
• The flows of the KdV hierarchy (2.5) mutually commute, and we can think of u as solving all of these equations simultaneously, i.e., u = u(τ 0 , τ 1 , . . .) [20, 42] .
• A finite-genus solution (1.4) of the KdV equation is a simultaneous solution of all the flows of the KdV hierarchy [50] , where now the phases depend on all the time variables
For a genus n solution, dependence on all but a finite number of the higher-order time variables is trivial. This is discussed further in Section 2.3.
Since all the flows of the KdV hierarchy commute, we may take any linear combination of the above Hamiltonians to define a new Hamiltonian system. For our purposes, we define the n-th KdV equation with time variable t n as
where eachĤ n is defined asĤ
for constants c n,j , j = 0, . . . , n − 1.
Remarks.
• No constraints have been imposed on the parameters c n,j . We use this freedom to our advantage below.
• There are two hierarchies of equations considered here. The hierarchy associated with the t j time variables contains the one associated with the τ j time variables as a special case.
• The time variable t 0 remains identified with x.
• We did not include the conserved quantity
u dx in any of the above. Its variational derivative is constant and thus H −1 spans the kernel of J. This results in trivial dynamics. H −1 is known as a Casimir. As discussed in [16] and seen in (2.4), the existence of such a functional restricts the space of allowed perturbations.
Stationary solutions of the KdV hierarchy
It was first shown in [22, 42, 48] that the KdV equation possesses a large class of periodic and quasi-periodic solutions by examining stationary solutions of the n-th KdV equation (2.7). These are solutions for which
for some integer n and constants c n,0 , . . . , c n,n−1 in (2.7-2.8). Thus, a stationary solution of the n-th KdV equation satisfies the ordinary differential equation
with independent variable x. We are interested in the stability of the finite-genus solutions (1.4) . This is equivalent to the study of the stationary solutions of the KdV hierarchy by the following theorem [42, 48, 50] :
Theorem. Each genus n solution (1.4) is a stationary solution of the n-th KdV equation (2.7) for some choice of the constants c n,0 , . . . , c n,n−1 . In turn, every bounded stationary solution of the n-th KdV equation is a genus n solution of the form (1.4), or a limit of such a solution (e.g., the soliton solutions).
Here bounded means that sup x∈R |u(x)| is finite, i.e., u(x) ∈ C 0 b (R). Throughout the rest of the paper we use the terms stationary solution of the n-th KdV equation and genus n solution interchangeably. Also, when referring to a genus n solution u we assume it is non-degenerate, i.e., u is a stationary solution of the n-th KdV equation and is not stationary with respect to any of the lower-order flows.
The stationary solutions of the KdV hierarchy have the following properties.
• Since all the flows commute, the set of stationary solutions is invariant under any of the KdV equations, i.e., a stationary solution of the n-th KdV equation remains a stationary solution of the n-th KdV equation after evolving under any of the other flows [42] .
• Any stationary solution of the n-th KdV equation is also stationary with respect to all of the higher order time variables t m , m > n. In such cases, the constants c m,i , i ≥ n are free parameters. We make use of this fact when constructing a Lyapunov function later.
Example. The first flow with time variable t 1 (2.7) is given by
Looking for stationary solutions, i.e., setting u t 1 = 0 results in the ordinary differential equation
All periodic solutions of this equation can be written as [38] 
where x 0 and κ are arbitrary constants due to translation and scaling symmetries. The period 2L is given by
where K(k) is the complete elliptic integral of the first kind [15, 41] . Using the Galilean invariance of the KdV equation, we recover the well-known cnoidal wave solution (1.3). To see the other side of the previous theorem, suppose we are given a genus one initial condition
Imposing that u * is stationary with respect to t 1 fixes c 1,0 as
Furthermore, we can fix all constants c m,0 , m ≥ 1, such that u * is stationary with respect to all the higher-order time variables t m . For example, imposing that u * is a stationary solution of the second KdV equation,
fixes c 2,0 as
Thus, c 2,1 is a free parameter, and u * is a stationary solution of the second KdV equation for any value of c 2,1 with c 2,0 defined as above.
• In general, finite-genus solutions are quasi-periodic in time as opposed to periodic, even if they are periodic in x [42] .
• The soliton solutions are obtained as a special case of the finite-genus solutions [22] . For example, the one-soliton (1.2) is obtained form the cnoidal wave (1.3) by letting k → 1.
Stability
We assume our solution is a stationary solution of the n-th flow
and consider various aspects of stability. Since we are considering u as a solution of the first n equations in the KdV hierarchy, we have suppressed dependence on the higher-order time variables t i , i > n, in (2.13). Linearizing the n-th KdV equation (2.7) about u * ,
results in the linear system
Here the symmetric differential operator L n :=Ĥ n (u * ) is the Hessian ofĤ n ,
evaluated at the stationary solution (as before, the above sum terminates at the order of the highest derivative involved). The operator L n does not depend on t n , thus we separate variables
Since the operator L n is expressed solely in terms of x, we have suppressed dependence on the lower-order time variables t 1 , . . . , t n−1 . This results in the spectral problem
Definition. We say the solution u * is t n -spectrally stable with respect to perturbations in a function space U if Re(λ n ) ≤ 0 for all W ∈ U.
For Hamiltonian systems t n -spectral stability is equivalent to λ n ∈ iR. We define the stability spectrum σ(JL n ) as the spectrum of the operator JL n .
Example. Linearizing (2.9) about u = u * from (2.11) results in the spectral problem
where L 1 is given byĤ
with c 1,0 defined in (2.12).
Now, consider the problem of nonlinear stability. The n-th KdV equation is invariant under translation with respect to any of the lower-order time variables. This is represented by the Lie group
which acts on u(x, . . . , t n ) according to
with g = (t 00 , . . . , t 0(n−1) ) ∈ G. Stability is considered modulo this symmetry.
Definition. A stationary solution u * of the n-th KdV equation is orbitally stable under the t j dynamics with respect to perturbations in V 0 if for a given > 0 there exists a δ > 0 such that
where || · || denotes the norm obtained through ·, · on V 0 .
One can think of the above definition as allowing for the optimal variation of the n phase constants in (1.4) before measuring the distance between functions. Thus, our definition of orbital stability of finite-genus solutions with periodic boundary conditions is equivalent to the analogous version in [43] for n-solitons with vanishing boundary conditions.
To prove orbital stability, we search for a Lyapunov function. For Hamiltonian systems, this is a constant of the motion, E(u), for which u * is an unconstrained minimum:
The existence of such a function implies formal stability [30] . Due to the work of Grillakis, Shatah, and Strauss [26] , under extra conditions (see the orbital stability theorem below) this allows one to conclude orbital stability. Since all the KdV flows mutually commute, orbital stability with respect to any of the time variables t i implies stability with respect to all of the flows of the KdV hierarchy, most importantly the KdV flow [16, 36, 43] , as the Lyapunov function serves the same role for each equation in the hierarchy. Just as the norm of the difference of two solutions is considered modulo symmetries, in effect the same is done when considering a Lyapunov function. Using the Lyapunov function construction techniques from [16, 43] , we have the following stability theorem due to [26] :
Theorem. Let u * be a t n -spectrally stable stationary solution of equation (2.7) such that the eigenfunctions W of the linear stability problem (2.16) form a basis for the space of allowed perturbations V 0 , on which J has bounded inverse. Furthermore, suppose there exists an integer m > n and constants c m,0 , . . . , c m,m−1 such that the Hamiltonian for the m-th KdV equation satisfies:
1. The kernel ofĤ m (u * ) on V 0 is spanned by the infinitesimal generators of the symmetry group G acting on u * .
For all eigenfunctions not in the kernel ofĤ
Then u * is orbitally stable under the t i dynamics, i = 1, 2, . . . , with respect to perturbations in V 0 .
• The last condition W,Ĥ m (u * )W > 0 can be replaced with W,Ĥ m (u * )W < 0. In this case −Ĥ m (u) serves as a Lyapunov function. Thus, we only need that W,Ĥ m (u * )W is of definite sign.
• Often, the sign of K n is called the Krein signature, see [37] .
• For spectral stability we only require perturbations to be spatially bounded, thus U = C 0 b (R).
Spectral Stability
We prove that a periodic stationary solution of the n-th KdV equation is t n -spectrally stable with respect to bounded perturbations. In order to accomplish this, we use the relationship between the solution of the Lax pair equations and the solution of the linear stability problem, the squared eigenfunction connection [2, 12, 42] .
The Lax pair and the linear hierarchy
The KdV equation is equivalent to the compatibility of two linear ordinary differential systems
1)
In other words, the compatibility condition ψ xt = ψ tx implies that u satisfies the KdV equation. Equation (3.1) is equivalent to
Therefore, ζ is the spectral parameter for the stationary Schrödinger equation. This implies ζ ∈ R for any bounded solution of (3.3).
Since every member of the nonlinear hierarchy (2.5) is integrable, each possesses a Lax pair with first member (3.1), the collection of which is known as the linear KdV hierarchy. For example, the second Lax equation associated with the time variable τ 2 is
All the higher order Lax operators are calculated in standard fashion, see [1, 2] for instance. We include some of the details here because our later calculations rely on them. Assume the time component of the Lax pair for the n-th flow with time variable τ n takes the form
Expressing the compatibility ψ τnx = ψ xτn gives
Solving the first two equations for A n and C n , we can express the last equation solely in terms of B n :
The n-th member of the hierarchy is found by assuming an expansion of the form
Substituting this assumption into (3.4) gives b n (x) = b n , a constant, and the recursive relationship 6) which will be of use later. It can be shown that the integrand in (3.6) is always a total derivative, thus each T n depends on u and its derivatives in a purely local fashion [42, 49] .
We construct the Lax pair for the n-th KdV equation (2.7) by taking the same linear combination of the lower-order flows as we did for the Hamiltonians (2.8), and define the n-th linear KdV equation as
Note that the extra constant b n from the leading order term in the expansion for B n (3.5) is chosen so that the compatibility condition gives (2.5). This amounts to rescaling τ n .
The Lax spectrum
We assume u = u * is a 2L-spatially periodic stationary solution of the n-th KdV equation. The object of this section is to determine explicitly all values of ζ that result in spatially bounded, but not necessarily periodic, solutions of (3.1) and (3.7).
Definition. The Lax spectrum σ Ln for the n-th flow is the set of all ζ values such that (3.1) and (3.7) are spatially bounded.
As before, since ζ acts as the spectral parameter for the stationary Schrödinger equation, the Lax spectrum, for any of the time flows, is a subset of the real line: σ Ln ⊂ R.
Since u = u * is a stationary solution of the n-th KdV equation,T n in (3.7) does not depend on t n and we separate variables
Substitution into (3.7) gives
Requiring a non-trivial solution of the above equation yields
It is easy to show that (3.8) is independent of x and any t k [39] . This determines a relationship between Ω n and ζ. In general (3.8) is an algebraic curve representation of a genus n hyperelliptic Riemann surface [7, 51] . Based on the expansion in ζ for B n (3.5), we see that the right-hand side of (3.8) is a polynomial in ζ of degree 2n + 1. Furthermore, since u * is a (non-degenerate) genus n potential it follows that all 2n + 1 roots of the aforementioned polynomial are real and distinct [42] . Thus,
, for some real constants ζ 1 < · · · < ζ 2n+1 and positive constant r n .
The eigenvector is given by
where γ n (x) is a scalar function of x. It is determined by substitution of the above into the first equation of the Lax pair, resulting in two linear first-order scalar differential equations for γ n which are linearly dependent. Solving gives
up to a multiplicative constant. We simplify the above. UsingÂ n = − 1 2 ∂ xBn , we find
Each value of ζ results in two values of Ω n , except for the 2n + 1 branch points ζ 1 , . . . , ζ 2n+1 which give Ω n = 0. Therefore, (3.9) represents two eigenvectors. This explicitly verifies the results in [42, 44, 46] , in the spectral problem for the stationary Schrödinger equation with a genus n potential ζ is a double eigenvalue for all but 2n + 1 values. Let us determine which values of ζ result in bounded eigenfunctions (3.9):
• Consider all values of ζ for which it is possible thatB n (when considered as a function of x) attains zero. From (3.8), we see that this only happens for values of ζ such that Ω 2 n (ζ) =Â 2 n ≥ 0, sinceÂ n ∈ R for ζ ∈ R. For the branch points ζ i where Ω n (ζ i ) = 0, i = 1, . . . , 2n + 1, it is easily checked that the eigenfunction (3.9) is bounded, thus the zeros of Ω n are part of the Lax spectrum. For all other values of ζ whereB n attains zero for some x, but Ω n (ζ) = 0, both solutions obtained from (3.9) are unbounded, thus these ζ values are not part of the Lax spectrum.
• Consider all values of ζ, Ω n (ζ) = 0, such thatB n , when considered as a function of x, never attains zero. From our previous considerations, we know this is true for (at least) values of ζ where Ω 2 n (ζ) < 0. There is an exponential contribution from γ n (x)
which needs to be bounded. To this end, it is necessary and sufficient that
L −L · dx denotes the average over one period of u * . This average is well defined since the denominatorB n is never zero by assumption. It follows from (3.8) that Ω n is either purely real or purely imaginary. We also haveB n ∈ R for ζ ∈ R. The above condition reduces to
We see that all values of ζ for which Ω n is imaginary are part of the Lax spectrum. Now, suppose ζ ∈ R is such that Ω n is real and non-zero. Then the average term in (3.12) must be identically zero. However, since 1 Bn is never zero it follows that it cannot have zero average. Therefore Re(Ω n ) must be zero.
We conclude that the Lax spectrum consists of all ζ values for which Ω 2 n ≤ 0:
This is a well-known result, but it has been deduced here in more explicit terms. Furthermore, for all values of ζ ∈ σ Ln :
In fact, Ω 2 n takes on all negative values for ζ ∈ (−∞, ζ 1 ], implying that Ω n = ± |Ω 2 n | covers the imaginary axis. Furthermore, for ζ ∈ [ζ 2 , ζ 3 ], Ω 2 n takes on all negative values in [Ω 2 n (ζ * 2 ), 0] twice, where Ω 2 n (ζ * 2 ) is the minimal value of Ω 2 n attained for ζ ∈ [ζ 2 , ζ 3 ]. Upon taking square roots, this implies that the interval on the imaginary axis −i |Ω 2 n (ζ * 2 )|, i |Ω 2 n (ζ * 2 )| is double covered in addition to the single covering already mentioned. Similarly, for ζ ∈ [ζ 2i , ζ 2i+1 ], i = 1, . . . , n, Ω 2 n takes on all negative values in [Ω 2 n (ζ * 2i ), 0] twice, where Ω 2 n (ζ * 2i ) is the minimal value of Ω 2 n attained for ζ ∈ [ζ 2i , ζ 2i+1 ]. Symbolically, we write [12] 
where the square is used to denote multiplicity, see Fig. 1 .
The squared eigenfunction connection and spectral stability
It is well known [2, 12, 42] that the product
satisfies the linear stability problem (2.14). This is known as the squared eigenfunction connection.
Using the results of the previous section, we see that for stationary solutions of the n-th KdV equation the above takes the form
where α n , β n are defined in (3.9). Comparing with (2.15), we immediately conclude that If we show that all solutions with Re(λ n ) > 0 are unbounded in x, then spectral stability follows. To this end, let us examine which solutions of the linear stability problem are obtained through the squared eigenfunction connection. For any given λ n ∈ C, (2.16) is a (2n + 1)-order differential equation. Thus, it has 2n + 1 linearly independent solutions. Theorem. All spatially bounded solutions of the spectral problem (2.16) with λ n = 0 are obtained through the squared eigenfunction connection (3.15) . If λ n = 0, then exactly n linearly independent spatially bounded solutions are obtained through (3.15).
Proof. First, let us count how many solutions are obtained from the squared eigenfunction connection for a fixed value of λ n = 0. Exactly one value of Ω n is obtained through Ω n = λ n /2. Excluding the values of λ n for which the discriminant of (3.8) as a function of ζ is zero, (3.8) gives rise to 2n + 1 values of ζ. Before we consider the excluded values separately, we need to show that the 2n + 1 functions W (x) obtained as described are linearly independent.
From our previous calculations
Therefore, as long as there is an exponential contribution, the 2n + 1 solutions W corresponding to the 2n + 1 values of ζ are linearly independent: indeed for different ζ different terms with singularities of different order in the complex x-plane are present with different coefficients. From the above we see that there is an exponential contribution if and only if Ω n = 0, which is true since Ω n = λ n /2 = 0 by assumption. Furthermore, if Re(λ n ) > 0 it follows that Re(Ω n ) > 0. This implies ζ is not in the Lax spectrum. Therefore, all 2n + 1 solutions obtained from the squared eigenfunction connection corresponding to Re(λ n ) > 0 are unbounded in x.
For the values of λ n at which the discriminant of (3.8) as a function of ζ is zero, only 2n solutions are obtained (see note below). The other solution can be obtained through reduction of order. This introduces algebraic growth, therefore it is unbounded in x. We have thus shown that all bounded solutions corresponding to λ n = 0 are obtained through the squared eigenfunction connection.
Note: Extra care must be taken if the degeneracy is stronger, such as two local minima of Ω 2 n being equal when the discriminant of (3.8) as a function of ζ is zero. In such cases less than 2n solutions are obtained. However, a simple perturbation argument resolves these higher degeneracies and unbounded solutions result. Now, assume λ n = 0. It follows that Ω n = λ n /2 = 0. Substituting Ω n = 0 into (3.16) gives
Note thatÂ n is linearly related to the A j from the τ j -hierarchy. Using that A n = − 1 2 ∂ x B n , (3.6), and the expansion A n = n j=0 a j (x)ζ j we find
The above is precisely the recursion operator (2.6) which generates the KdV hierarchy, i.e.,
Using a n = 0, a n−1 =
for some constants d j . In other words, each a j (x) is a linear multiple of u τ n−j , j = 1, . . . , n. SinceÂ n is a linear combination of all the lower-order flows, the above result gives thatÂ n can be expressed as a linear combination of the u t n−j . Therefore, for λ n = 0 we obtain n linearly independent solutions u * t n−j , j = 1, . . . , n, from the squared eigenfunction connection. Of course, each u * t n−j , j = 1, . . . , n, is expressed in terms of u * and its x-derivatives through the KdV hierarchy (2.7).
As seen in this proof, there is no stability spectrum with Re(λ n ) > 0. Therefore, we immediately conclude t n -spectral stability. We summarize the above results:
Theorem (Spectral stability). All periodic genus n solutions of the KdV equation are t nspectrally stable with respect to spatially bounded perturbations. The spectrum of their associated linear stability problem (2.16) is explicitly given by σ(JL n ) = iR, or, accounting for multiplicities,
Nonlinear stability
With spectral stability established, let us revisit the nonlinear stability theorem as applied to our problem. We have the following:
• It is an application of the SCS basis lemma in [16, 28] that the eigenfunctions W form a basis for
, for any integer N , when the potential u is periodic in x with period 2L.
• As seen in the proof of spectral stability, the infinitesimal generators of G:
acting on the solution u * are in the kernel ofĤ n (u * ). In fact, when restricted to the space V 0 , the infinitesimal generators of G span the kernel ofĤ n (u * ) [16, 27] . As we see below, the kernel ofĤ m (u * ) is equal to that ofĤ n (u * ) for any m ≥ n.
What is left to verify is the last condition in the nonlinear stability theorem, i.e., we need to find an m such that Proceeding as we did for the n-th flow, we look for solutions of the form
where due to the commuting properties of the flows, the Lax equations for i ≥ n share the same complete set of eigenfunctions 3ψ
For i < n we can no longer separate variables. As before, this determines a relationship between Ω m and ζ, and in general Ω 2 m defines an algebraic curve corresponding to a genus m Riemann surface. However, when evaluated at a stationary solution of the n-th flow this curve is singular, and corresponds to a genus n surface.
Theorem. Let u * be a stationary solution of the n-th KdV equation. Then for all m > n, the m-th eigenvalue equation reduces to
where p m (ζ) is a polynomial of degree m − n in ζ. Furthermore, p m (ζ) depends on the free parameters c m,n , . . . , c m,m−1 such that c m,j appears in the coefficients of ζ j−n and lower. Therefore, the free parameters c m,n , . . . , c m,m−1 give us total control over the roots of p m (ζ).
Proof. For m > n, we imposeĤ m (u * ) = 0. Without loss of generality, we assume that the free constants are determined in such a way that for all m > n the m-th Hamiltonian takes the form
withH m (u * ) = 0. Each constantc m,j is expressed in terms of the constants c m,k , k ≥ j. This is not necessary in practice, it only makes the proof more transparent. In this case, when evaluated at u * all of the higher-order flows u t j , j > n, become linearly dependent. Hence, eachT j , j > n, becomes a linear multiple ofT n . Thus,
, and each polynomialp j (ζ) is of degree j − n in ζ. The existence of nontrivial solutions of the eigenvalue problem imposes
Expressingc m,j in terms of c m,j completes the proof. From the squared eigenfunction connection we have
Recall that on V 0 , the operator J is invertible so that
Therefore,
where W , and hence K n , is parameterized in terms of the Lax parameter ζ. From the previous theorem, all values of ζ for which Ω n = 0 also give Ω m = 0. Thus, these values of ζ pose no problem in (4.1). Substituting for Ω m gives
Thus, when considering stationary solutions of the n-th flow, one simply needs to calculate K n in order to calculate any of the higher-order K i . Let us do so. We have
Therefore, the integrand in K n is given by
On the Lax spectrum |γ n | 2 = 1/B n , since the exponent in (3.10) is imaginary. This gives
n =B n and
where, again, we used thatÂ n is real and Ω n is imaginary on the Lax spectrum. This gives
Using thatB nÂn is periodic and a total derivative gives the final result
Note that (4.2) is valid only on the Lax spectrum. However, we find it convenient to formally consider (4.2) as defining K n as a function of all real ζ in our considerations below. This poses no problems in the application of the orbital stability theorem, as it is only concerned with the sign of K n when evaluated at ζ ∈ σ Ln . Consider the sign of K n (ζ) on the Lax spectrum σ Ln :
• Since u * is t n -spectrally stable, Ω 2 n ≤ 0 on σ Ln . Therefore, we need to consider the sign of the integral term N L −N LB n dx in (4.2).
• The Lax spectrum σ Ln has n + 1 components:
we saw thatB n never attains zero (as a function of x) for ζ ∈ σ Ln , except possibly at the endpoints of these components where Ω n (ζ) = 0. This implies that the integral term
is not zero and has fixed sign on each component of the Lax spectrum. However, that sign may change from one component to the next. Therefore, K n (ζ) can change sign only in the gaps where ζ / ∈ σ Ln or at the band edges where Ω n (ζ) = 0.
Thus, K n (ζ) is not guaranteed to have fixed sign on the entire Lax spectrum, but only on each component separately. Hence, no stability conclusions can be drawn from K n (ζ). However, considering K 2n (ζ) introduces the requisite number of constants to allow us to make K 2n (ζ) of definite sign on the entire Lax spectrum. We have
where p 2n (ζ) is a polynomial in ζ of degree 2n − n = n. Since we have total control over the roots of p 2n (ζ), we choose the n constants c 2n,n , . . . , c 2n,2n−1 so that p 2n (ζ) changes sign whenever the
Figure 2: The bold and dashed curves represent the integral term N L −N LB n dx in K n (ζ) and p 2n (ζ) respectively, considered as functions of real ζ. The union of the thick line segments on the real axis is the Lax spectrum σ Ln . Both curves have different signs on various components of the Lax spectrum, but their product has fixed sign on the entire Lax spectrum.
integral term in K n (ζ) changes sign, see Fig. 2 . This is always possible since the integral term in K n (ζ) is a polynomial in ζ of degree n. This makes K 2n (ζ) of definite sign on the entire Lax spectrum, establishing the last condition in the nonlinear stability theorem.
We have proved the following:
Theorem (Orbital stability). Spatially periodic genus n solutions of the KdV equation are orbitally stable (under the time dynamics of any of the KdV equations) with respect to perturbations in
where 2L is the period of the initial condition and N is any positive integer.
Remarks.
• There is no restriction on the spatial average of the finite-genus solution, only on the spatial average of the perturbation.
• The choice of constants, c 2n,n , . . . , c 2n,2n−1 , that makes K 2n (ζ) of definite sign is not unique. For example, one could require p 2n (ζ) to have the same n zeros as the integral term in K n (ζ). One could instead require p 2n (ζ) to have ζ 2j (or ζ 2j−1 ) as a zero if K n (ζ) has an undesired sign on the band [ζ 2j , ζ 2j+1 ] ⊂ σ Ln .
• In the soliton limit the allowed bands in (3.13) collapse to single points [22] . Thus, the operator H n (u * ) may have up to n unstable directions and the theory of [43] applies. It is interesting to note that our formulation usingĤ 2n (u * ) eliminates the extra machinery (Theorem 2 of [26] ) required to negotiate the unstable directions, and orbital stability follows from Theorem 1 of [26] . To turn this into a formal proof for the soliton case, one needs to examine the interplay between the infinite period limit and the steps necessary for our method.
• The infinitesimal generators of G also span the tangent space of the Abelian torus on which the Riemann theta function in (1.4) is defined [46] , as they are linearly related to ∂ φ 01 , . . . , ∂ φ 0n .
In terms of a Hamiltonian description with action-angle variables, these generators give the infinitesimal version of the motion of the angles on the Liouville-Arnold torus (directly related to the Abelian torus underlying (1.4) ) of the corresponding integrable dynamics [20] .
Examples

Genus 1: the cnoidal wave
We repeat the results of [12, 16] as an illustration of our general framework applied to the genus one case. Consider the genus one example (2.11)
with period 2L = 2K(k) (2.10). We haveT
for k ∈ (0, 1). The Lax spectrum is
To examine orbital stability, let us calculate K 1 . We have
There are two components to the Lax spectrum. We see that K 1 (ζ) ≥ 0 on the first component ζ ∈ (−∞, k 2 − 1], and K 1 (ζ) ≤ 0 on the second component ζ ∈ [2k 2 − 1, k 2 ]. In both cases equality is obtained only at the endpoitns, where Ω 1 (ζ) = 0. Therefore, no stability conclusions can be drawn from K 1 (ζ). Let us calculate K 2 (ζ). We haveT
where as before c 2,0 = c 2,1 (8k 2 − 4) − 56k 4 + 56k 2 − 16 and c 2,1 is free. From
. We choose c 2,1 such that 4ζ + 8k 2 − 4 − c 2,1 has the same zero as the integrand of K 1 (ζ). This choice of c 2,1 makes K 2 (ζ) of definite sign on the Lax spectrum, and verifies orbital stability.
In fact, 4ζ + 8k 2 − 4 − c 2,1 is zero when ζ = 1 − 2k 2 + c 2,1 /4. Imposing that this sign change takes place in the gap (or on one of its edges) gives
This results in
which has an entire interval of solutions for all values of the elliptic modulus k ∈ (0, 1). Any choice of c 2,1 satisfying the above constraint makes K 2 (ζ) of definite sign on the Lax spectrum, and
serves as a Lyapunov function.
Though not necessary for stability, let us calculate Ω 3 for illustrative purposes. We havê
Imposing u * is stationary gives [18, 17] .
. Now, c 3,2 allows us to choose the coefficient of ζ and c 3,1 allows us to choose the constant term. Hence, we have total control over the roots of the outside polynomial.
Genus 2: the Dubrovin-Novikov solution
We consider the genus two Lamé-Ince potential [19, 22, 31, 32] 
where ℘(·, g 2 , g 3 ) is the Weierstrass elliptic function with invariants g 2 and g 3 [41] . A direct substitution shows that u * is not a stationary solution of the first KdV equation for any choice of the constant c 1,0 . In fact, the solution u(x, t) evolving from u * takes the form
where the dynamics of x j (t), j = 1, 2, 3, is governed by a nonlinear dynamical system [3] . Contrary to the genus one case, the solution u(x, t) does not represent all periodic genus two solutions. In fact, it is considered the simplest periodic genus two solution, as noted by Dubrovin and Novikov, who integrated the KdV equation with u * as an initial condition [22, 47] . It was later shown that the Dubrovin-Novikov solution is time periodic as well [23] . We examine it because it is a solution with genus greater than one for which explicit analysis is relatively straightforward.
Using the translation invariance of the KdV equation, we rewrite the above in the more convenient form [15, 41] u * = 36k 2 cn 2 (x, k).
Imposing that u * is a stationary solution of the second KdV equation gives It is easily checked that all of the above roots are real and distinct for k ∈ (0, 1). Therefore, the Lax spectrum is
which is a confirmation of numerical results, see Fig. 3 . Also, Ω 2 has two bands of increasingly higher density around the origin. This confirms the numerical results for the linear stability problem, see Figs. 4 and 5.
To examine nonlinear stability, we first calculate K 2 (ζ): The imaginary part of λ n as a function of µ, where µ is the Floquet parameter corresponding to a Bloch-wave decomposition of the eigenfunction [17, 18] , demonstrating the higher spectral density around the origin of the imaginary axis. expressed in this material are those of the authors and do not necessarily reflect the views of the funding sources.
