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EXISTENCE OF HILBERT CUSP FORMS WITH NON-VANISHING
L-VALUES
SHINGO SUGIYAMA AND MASAO TSUZUKI
Abstract. We give a derivative version of the relative trace formula on PGL(2) studied
in our previous work, and obtain a formula of an average of central values (derivatives) of
automorphic L-functions for Hilbert cusp forms. As an application, we prove existence of
Hilbert cusp forms with non-vanishing central values (derivatives) such that the absolute
degrees of their Hecke fields are sufficiently large.
1. Introduction
This is a continuation of our previous paper [7]; we freely use the notation introduced
there, which is collected at the end of this section for a convenience of reference.
Let F be a totally real number field of degree dF and o the integer ring of F . Let n
be an o-ideal and l = (lv)v∈Σ∞ ∈ (2N)dF an even weight. For π ∈ Π∗cus(l, n) and an idele
class character η of F× such that η2 = 1, the standard L-function L(s, π ⊗ η) of π ⊗ η is
an entire function on C satisfying the functional equation
L(s, π ⊗ η) = ǫ(s, π ⊗ η)L(1− s, π ⊗ η),
with ǫ(s, π ⊗ η) being the ǫ-factor; it is of the form ǫ(s, π ⊗ η) = ±(N(nf2η)D2F )1/2−s. The
number ǫ(1/2, π⊗η) ∈ {+1,−1}, is called the sign of the functional equation. The central
value L(1/2, π)L(1/2, π⊗ η) and the derivative L(1/2, π)L′(1/2, π⊗ η) has an important
arithmetic meaning; there are many works which exploit the nature of these L-values in
connection with the arithmetic algebraic geometry of modular varieties ([12], [1], [13],
[14], [15], [16]).
1.1. Let a ⊂ o be an ideal relatively prime to fηn and set S = S(a). We write the Satake
parameter of π ∈ Π∗cus(l, n) at v ∈ S as diag(qνv(π)/2v , q−νv(π)/2v ) with ±νv(π) belonging to
the space Xv = C/4πi(log qv)
−1Z. In [7], given an even holomorphic function α(s) on
XS =
∏
v∈S Xv, we studied the asymptotic of the average
AL∗(n, α) =
Cl
N(n)
∑
π∈Π∗cus(l,n)
L(1/2, π)L(1/2, π ⊗ η)
LSpi(1, π; Ad)
α(νS(π))(1.1)
with νS(π) = {νv(π)}v∈S and
Cl =
∏
v∈Σ∞
2π (lv − 2)!
{(lv/2− 1)!}2(1.2)
as the norm N(n) grows under the following conditions.
(a) The number (−1)ǫ(η) η˜(n), the common value of ǫ(s, π)ǫ(s, π ⊗ η)|s=1/2 for all π ∈
Π∗cus(l, n), equals 1.
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(b) ηv(̟v) = −1 for any v ∈ S(n).
In this paper, imposing the same condition (b) as above but the different sign condition
(−1)ǫ(η)η˜(n) = −1 than (a), we investigate the asymptotic behavior of the following
average involving the central derivative of L-function L(s, π ⊗ η).
ADL∗−(n, α) =
Cl
N(n)
∑
π∈Π∗cus(l,n)
ǫ(1/2,π⊗η)=−1
L(1/2, π)L′(1/2, π ⊗ η)
LSpi(1, π; Ad)
α(νS(π)).(1.3)
To state our main result precisely, we need notation. Let IS,η be the monoid of ideals
n ⊂ o generated by prime ideals p prime to S ∪ S(fη) such that η˜(p) = −1, and
I±S,η = {n ∈ IS,η | (−1)ǫ(η)η˜(n) = ±1}.
For n ∈ N, let Xn(x) be the Tchebyshev polynomial Xn(x) defined by the relation
Xn(x) = sin((n+ 1)θ)/sin θ for x = 2 cos θ(1.4)
and set
αa(ν) =
∏
v∈S
Xnv(q
νv/2
v + q
−νv/2
v ), ν = {νv}v∈S ∈ XS(1.5)
in terms of the prime ideal decomposition a =
∏
v∈S p
nv
v . For such a, define a
±
η =∏
v∈S(a)
η˜(pv)=±1
pnvv , d1(a) =
∏
v∈S(a)(nv + 1) and δ(a) =
∏
v∈S(a) δ(nv ∈ 2N). We have an
asymptotic formula of ADL∗−(n;αa) with an error term whose dependence on n ∈ I−S,η and
a is made explicated. We also have a similar formula for AL∗(n;αa) with n ∈ I+S,η.
Theorem 1. Suppose l = minv∈Σ∞ lv > 6. Set c = d
−1
F (l/2− 1). For an integral ideal n,
set
ν(n) = {
∏
v∈S(n)−(S1(n)∪S2(n))
(1− q−2v )} {
∏
v∈S2(n)
(1− (q2v − qv)−1)}.
For any sufficiently small number ǫ > 0, we have
AL∗(n;αa) = 4D
3/2
F Lfin(1, η) ν(n) N(a)
−1/2δ(a
−
η )d1(a
+
η )(1.6)
+Oǫ,l,η
(
N(a)c+2+ǫN(n)− inf(c,1)+ǫ
)
, n ∈ I+S,η,
ADL∗−(n;αa)(1.7)
= 4D
3/2
F Lfin(1, η) ν(n) N(a)
−1/2d1(a
+
η )
{
δ(a
−
η )
(
log(
√
N(n)N(a)−1N(fη)DF )
+
∑
v∈S(n)−(S1(n)∪S2(n))
log qv
q2v − 1
+
∑
v∈S2(n)
log qv
q2v − qv − 1
+
L′
L
(1, η) + C(l)
)
+
∑
v∈S(a−η )
δ(a
−
η p
−1
v ) log(q
nv+
1
2
v )
+Oǫ,l,η
(
N(a)−1/2d1(a
+
η )δ(a
−
η )X(n) + N(a)
c+2+ǫN(n)− inf(1,c)+ǫ
)
, n ∈ I−S,η,
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where
C(l) =
∑
v∈Σ∞
(lv/2−1∑
k=1
1
k
− 1
2
log π − 1
2
CEuler − δ(ηv(−1) = −1) log 2
)
,
X(n) =
∑
u∈S(n)
log qu
qu
+
∑
u∈S(n)
log qu
(qu − 1)2 .
The constants implicit in the O-symbols in both formulas are independent of n and a.
1.2. For a positive integer N , let Jnew0 (N) be the new part of the Jacobian variety of the
modular curveX0(N) of level N . J.-P. Serre showed that the largest dimension ofQ-simple
factors of Jnew0 (N) tends to infinity as N grows ([11, Theorem 7]) . This result was refined
in several ways by E. Royer ([4]); he obtained a quantitative version of Serre’s theorem
giving a lower bound of the largest dimension of Q-simple factors A of Jnew0 (N) with or
without rank conditions for the Model-Weil group of A. By the correspondence between
the Q-simple factors A of Jnew0 (N) and the normalized Hecke eigen newforms f of level
Γ0(N) and weight 2, and by invoking the progress toward the Birch and Swinnerton-Dyer
conjecture, the lower bound for the largest dimA is obtained from a lower bound of the
maximum value of the absolute degree of the Hecke field Q(f) with or without conditions
on the order of L-series L(s, f) at the center of symmetry. Thus, one of Royer’s results
in [4] can be stated in the language of modular forms as follows.
Theorem 2. (Royer [4]) Let p be a prime. There exist constants Cp > 0 and Np > 0 with
the following properties:
(1) For any N > Np relatively prime to p, there exists a normalized Hecke eigen
newform f of level Γ0(N) and weight 2 satisfying the conditions:
(i) L(1/2, f) 6= 0, where the functional equation of L(s, f) relates the values at s
and 1− s.
(ii) [Q(f) : Q] > Cp
√
log logN .
(2) For any N > Np relatively prime to p, there exists a normalized Hecke eigen
newform f1 of level Γ0(N) and weight 2 satisfying the conditions:
(i) The sign of the functional equation of L(s, f1) is −1.
(ii) L′(1/2, f1) 6= 0.
(iii) [Q(f1) : Q] > Cp
√
log logN .
We obtain an analogue of this theorem for higher weight Hilbert modular cuspforms
by using Theorem 1. For a cupsidal representation π ∈ Π∗cus(l, n), we denote by Q(π) the
field of rationality of π (for definition, see 7.1.)
Theorem 3. Let l = (lv)v∈Σ∞ be a weight such that lv = k for all v ∈ Σ∞ with an even
integer k > 6, and η a quadratic idele class character of F×. Let S be a finite subset of
Σfin − S(fη) and J = {Jv}v∈S a family of closed subintervals of (−2, 2). Given a prime
ideal q prime to S∪S(fη), there exist constants Cq > 0 and Nq,S,l,η,J > 0 with the following
properties: For any ideal n ∈ I+S∪S(q),η with N(n) > Nq,S,l,η,J, there exists π ∈ Π∗cus(l, n)
such that
(i) L(1/2, π) 6= 0 and L(1/2, π ⊗ η) 6= 0,
(ii) [Q(π) : Q] > Cq
√
log log N(n), and
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(iii) q
νv(π)/2
v + q
−νv(π)/2
v ∈ Jv for all v ∈ S.
We should note that this can be regarded as a refinement of [7, Corollary 1.2].
As for derivatives, we have a conditional result.
Theorem 4. Let l = (lv)v∈Σ∞ and η be the same as in Theorem 3. Suppose that for any
ideal n prime to fη,
d
ds
|s=1/2(L(s, π)L(s, π ⊗ η)) > 0 for all π ∈ Π∗cus(l, n).(1.8)
Let S be a finite subset of Σfin − S(fη) and J = {Jv}v∈S a family of closed subintervals
of (−2, 2). Given a prime ideal q prime to S ∪ S(fη) and a constant M > 1, there
exist constants Cq > 0 and Nq,S,l,η,J,M > 0 with the following properties: For any ideal
n ∈ I−S∪S(q),η with N(n) > Nq,S,l,η,J,M and
∑
v∈S(n)
log qv
qv
6 M , there exists π ∈ Π∗cus(l, n)
such that
(i) ǫ(1/2, π ⊗ η) = −1,
(ii) L(1/2, π) 6= 0 and L′(1/2, π ⊗ η) 6= 0,
(iii) [Q(π) : Q] > Cq
√
log log N(n), and
(iv) q
νv(π)/2
v + q
−νv(π)/2
v ∈ Jv for all v ∈ S.
We should note that the assumption (1.8) is a consequence of the Riemann hypothesis
for the L-function L(s, π)L(s, π⊗η). Theorem 3 (Theorem 4) yields Hilbert cuspforms in
arbitrarily large level with arbitrary large degree of the field of rationality, such that the
central value of L-function and the central value (derivative) of its prescribed quadratic
twist are nonzero simultaneously. Although we can expect a similar result for parallel
weight 2 Hilbert cuspforms, our method does not work as it is for such low weight cases.
In order to treat these interesting cases, the technique of Green’s function as in [9] and
[6] may be useful.
1.3. Let us describe a brief line of argument how we prove Theorems 1, 3 and 4, ex-
plaining the organization of this paper. In our previous work [7], we constructed the
renormalized smoothed automorphic Green function Ψˆlreg(n|α) as the value at λ = 0 of
an entire extension of some Poincare´ series Ψˆlβ,λ(n|α) originally defined for Re(λ) > 1.
Then we computed the period integral of Ψˆlreg(n|α) along the diagonal split torus H adel-
ically in a very explicit form. In the present work, instead of the period integral, we
introduce a certain integral transform ∂P ηβ,λ(ϕ) (see §2) for any continuous function ϕ
on PGL(2, F )\PGL(2,A) and a quadratic idele class character η of F×, depending on
a complex parameter λ and a test function β for renormalization, whose constant term
at λ = 0 yields the derivative at s = 1/2 of the period integral of ϕ| det |s−1/2A along H .
The main step to have the second formula in Theorem 1 is to calculate ∂P ηβ,λ(Ψˆ
l
reg(n|α))
and its constant term at λ = 0 in two different ways; the process is completely parallel
to that in [7] for period integrals. In §2, after recalling the explicit formula of Hecke’s
zeta integrals for old forms ([5]) and calculating their derivatives, we prove a formula of
CTλ=0 ∂P
η
β,λ(Ψˆ
l
reg(n|α)) written in terms of the spectral data of cuspidal representations
in Π∗cus(l, n) (Proposition 8). In §3, closely following [7], we compute ∂P ηβ,λ(Ψˆlreg(n|α))
according to the H(F )×H(F )- double coset decomposition of GL(2, F ). By equating the
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two expressions of CTλ=0 ∂P
η
β,λ(Ψˆ
l
reg(n|α)) obtained in §2 and §3, we get a kind of relative
trace formula, which is stated in Theorem 17. The formula is not for our ADL∗−(n) but for
a similar average of L-values over all cuspidal representations π ∈ Πcus(l, n). We need to
sieve out information on an average of only those π ∈ Πcus(l, n) with exact conductor n.
For that purpose, we introduce a certain operation (see Definition 19), which we call the
N -transform, for any arithmetic function defined on a set of ideals. The first subsection
of §4 is devoted to the study of the N -transform. By applying the N -transform of each
term occurring in the formula (3.7), we deduce yet another formula (4.4), which relates
the average ADL∗(n) to the sum of following terms: (i) the N -transforms of W˜ηu(l, n|α)
and Wηhyp(l, n|α), both of them occurring in the geometric side of (3.7), (ii) the L-value
average AL∗(n) and (iii) the N -transform of a certain term AL∂w(n) arising from the
spectral side of (3.7). In §6, we analyze these terms separately and obtain an exact eval-
uation of the N -transform of W˜ηu(l, n|α) and estimations of the remaining terms, which
lead us to the proof of the second formula of Theorem 1. In the proceeding §5, by ap-
plying the relative trace formula [7, Theorem 9.1] to the test function αa, we deduce the
first asymptotic formula in Theorem 1, which is necessary to prove Theorem 3. In §7,
we give the proof of Theorems 3 and 4. Actually, what we do there is to confirm that
the argument of [4] for the classical modular forms still works with a minor modification
in our setting. The analysis performed in §6 relies on explicit formulas of local integrals
arising from Wηhyp(l, n|α) and W˜ηu(l, n|α); the aim of §8 is to provide them. In the final
section §9, we study a certain lattice sum to use it in the error term estimate in §5 and
§8.
Notation :
• Given a condition P, δ(P) is 1 if P is true and 0 otherwise.
• N denotes the set of positive integers and N0 = N ∪ {0}.
• F denotes a totally real number field.
– dF = [F : Q].
– o : the integer ring of F .
– DF : the absolute discriminant of F .
• Σ∞ (resp. Σfin) : the set of infinite places (resp. finite places) of F . We set
ΣF = Σ∞ ∪ Σfin.
• Fv : the completion of F at v ∈ ΣF .
• | |v : the normalized valuation of Fv for v ∈ ΣF .
• For any v ∈ Σfin,
– ov : the integer ring of Fv.
– ̟v : a prime element of ov.
– pv : the prime ideal of o corresponding to v.
– qv : the cardinality of the residue field o/pv for v.
• A : the adele ring of F .
• For an ideal m ⊂ o,
– S(m) = {v ∈ Σfin| ordv(m) > 0}.
– Sk(m) = {v ∈ S(m)| ordv(m) = k } for k ∈ N.
– N(m) : the absolute norm of m.
• η =∏v ηv always denotes a quadratic idele class character of F×.
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– fη =
∏
v∈Σfin
p
f(ηv)
v : the conductor of η.
– x∗η : the finite idele such that x
∗
η,v = ̟
−f(ηv)
v for all v ∈ Σfin.
– xη : the adele such that xη,v = 0 for all v ∈ Σ∞ and xη,fin = x∗η.
– ǫ(η) : the number of v ∈ Σ∞ such that ηv(−1) = −1.
– η˜ : the character of the ideal group relatively prime to fη defined by η˜(pv) =
ηv(̟v), v ∈ Σfin − S(fη).
• n always denotes an o-ideal prime to fη.
• H = {[ t1 00 t2 ] | t1, t2 ∈ GL(1) }.• Kfin =∏v∈Σfin Kv with Kv = GL(2, ov) for v ∈ Σfin.• K0(n) =∏v∈Σfin K0(nov) with K0(nov) = {[ a bc d ] ∈ Kv| c ∈ nov } for v ∈ Σfin.• π : an irreducible cuspidal representation of GL(2,A) with trivial central character.
– fπ : the conductor of π.
– {πv}v∈ΣF : a family of irreducible admissible representations of GL(2, Fv) such
that π ∼= ⊗vπv.
– Sπ = {v ∈ Σfin| ordv(fπ) > 2 }.
– For a place v ∈ Σfin−S(fπ), the Satake parameter of πv is denoted by Av(π) =
diag(q
νv(π)/2
v , q
−νv(π)/2
v ) with νv(π) ∈ C/4πi(log qv)−1Z. We set λv(π) = trAv(π).
– LSpi(s, π; Ad): the adjoint square L-function of π, whose local factors above
Sπ are removed.
• l = (lv)v∈Σ∞ : an even weight, i.e., a system of positive even integers indexed by
Σ∞. We set l = infv∈Σ∞ lv.
• Πcus(l, n) : the set of all those π ∼= ⊗vπv such that πv is a discrete series represen-
tation of PGL(2, Fv) of weight lv for any v ∈ Σ∞ and n ⊂ fπ.
• Π∗cus(l, n) = {π ∈ Πcus(l, n)| fπ = n }.
• S : a finite subset of Σfin − S(fηn).
– XS : the complex manifold
∏
v∈S(C/4πi(log qv)
−1Z).
– AS = ⊗v∈SAv, where for v ∈ Σfin, Av denotes the space of holomorphic
functions α(s) in s ∈ C/4πi(log qv)−1Z such that α(−s) = α(s).
2. Spectral average of derivatives of L-series : the spectral side
Let B be the space of even entire functions β(z) on C such that, for any finite interval
I ⊂ R and for any N > 0, |β(σ + it)| ≪I,N (1 + |t|)−N for σ + it ∈ I + iR. Given β ∈ B,
t > 0 and λ ∈ C, we set
β
(1)
λ (t) =
1
2πi
∫
Lσ
β(z)
(z + λ)2
tzdz,
where Lσ = {z ∈ C | Re(z) = σ}. The defining integral is independent of the choice of
σ > −Re(λ). By the residue theorem,
CTλ=0{β(1)λ (t)− β(1)λ (t−1)} = β(0) log t.(2.1)
In the same way as [9, Lemma 7.1], we have the estimate
|β(1)λ (t)| ≪σ inf{tσ, t−Re(λ)} log t, t > 0, σ > −Re(λ).(2.2)
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Definition 5. For a cusp form ϕ on PGL(2,A), set
∂P ηβ,λ(ϕ) =
∫
F×\A×
ϕ
(
[ t 00 1 ]
[
1 xη
0 1
])
η(tx∗η){β(1)λ (|t|A)− β(1)λ (|t|−1A )} d×t, Re(λ)≫ 0.
By (2.2), the integral ∂P ηβ,λ(ϕ) is absolutely convergent for λ ∈ C and the function
λ 7→ ∂P ηβ,λ(ϕ) is entire on C. Therefore, (2.1) gives us the formula
CTλ=0∂P
η
β,λ(ϕ) =
∫
F×\A×
ϕ
(
[ t 00 1 ]
[
1 xη
0 1
])
η(tx∗η) log |t|Ad×t β(0) =
d
ds
Z∗(s, η, ϕ)
∣∣∣∣
s=1/2
β(0).
Here Z∗(s, η, ϕ) is the modified global zeta integral considered in [9, 2.6.2], [5, §4], [6,
§2.1] and [7, §6.3].
2.1. For j ∈ N0, a place v ∈ Σfin, an irreducible admissible representation πv of PGL(2, Fv)
and for a character ηv of F
×
v such that η
2
v = 1, we define a polynomial of X by setting
Qπvj,v(ηv, X) =


1, (j = 0),
ηv(̟v)X −Q(πv), (c(πv) = 0, j = 1),
ηv(̟v)
j−1Xj−1(ηv(̟v)X − q−1v χv(̟v)−1), (c(πv) = 1, j > 1),
q−1v ηv(̟v)
j−2Xj−2(avq
1/2
v ηv(̟v)X − 1)(a−1v q1/2v ηv(̟v)X − 1), (c(πv) = 0, j > 2),
ηv(̟v)
jXj, (c(πv) > 2, j > 1),
(2.3)
(cf. [5, Corollary 19]), where
Q(πv) = (av + a
−1
v )/(q
1/2
v + q
−1/2
v ) with a
±
v the Satake parameter of πv if c(πv) = 0,
and χv is the unramified character of F
×
v such that πv
∼= σ(χv| |1/2v , χv| |−1/2v ) if c(πv) = 1.
For π ∈ Πcus(l, n), we set
Qπ,η,ρ(s) =
∏
v∈S(nf−1pi )
Qπvρ(v),v(ηv, q
1/2−s
v ), ρ ∈ Λπ(n),
where Λπ(n) denotes the set {ρ : Σfin → N0 | 0 6 ρ(v) 6 ordv(nf−1π ) (∀v ∈ Σfin)}. We
recall here an explicit formula of the modified zeta integral Z∗(s, η, ϕπ,ρ) for the basis
{ϕπ,ρ} of Vπ[τl]K0(n) ([5, Proposition 20] and [7, Propoition 6.1]):
Z∗(s, η, ϕπ,ρ) = D
s−1/2
F (−1)ǫ(η)G(η)Qπ,η,ρ(s)L(s, π ⊗ η)(2.4)
for any π ∈ Πcus(l, n) and ρ ∈ Λπ(n).
2.2. Let π ∈ Πcus(l, n) and ρ ∈ Λπ(n). For a complex parameter z, we set
wηn(π; z) =
∑
ρ∈Λpi(n)
∏
v∈S(nf−1pi )
Qπvρ(v),v(1, 1)Q
πv
ρ(v),v(ηv, q
1/2−z
v )/τπv(ρ(v), ρ(v))(2.5)
=
∏
v∈S(nf−1pi )
r(z)(πv, ηv)(2.6)
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with
r(z)(πv, ηv) =
ordv(nf
−1
pi )∑
j=0
Qπvj,v(1, 1)Q
πv
j,v(ηv, q
1/2−z
v )/τπv(j, j)
Here Qπvj,v(ηv, X) is the polynomial defined by (2.3), and τπv(j, j) is given by [5, Corollary
12, Corollary 16 and Lemma 3] as
τπv(j, j) =


1, (j = 0 or c(πv) > 2),
1−Q(πv)2, (c(πv) = 0, j = 1),
1− q−2v , (c(πv) = 1, j > 1),
(1−Q(πv)2)(1− q−2v ), (c(πv) = 0, j > 2).
(2.7)
Here is the explicit determination of r(z)(πv, ηv).
Lemma 6. Let v ∈ S(nf−1π ) and set kv = ordv(nf−1π ), X = q1/2−zv . Suppose ηv(̟v) = −1.
Then we have
r(z)(πv, ηv) =


1−X
1+Q(πv)
+ (1+avq
1/2
v X)(1+a
−1
v q
1/2
v X)
(qv−1)(1+Q(πv))
1−(−X)kv−1
1+X
, (c(πv) = 0),
1− X+q−1v χv(̟v)
1+q−1v χv(̟v)
1−(−1)kvXkv
1+X
, (c(πv) = 1),
1+(−1)kvXkv+1
1+X
, (c(πv) > 2).
Suppose ηv(̟v) = 1. Then we have
r(z)(πv, ηv) =


1+X
1+Q(πv)
+ (1−avq
1/2
v X)(1−a
−1
v q
1/2
v X)
(qv−1)(1+Q(πv))
∑kv
j=2X
j−2, (c(πv) = 0),
1 + X−q
−1
v χv(̟v)
1+q−1v χv(̟v)
(
∑kv
j=1X
j), (c(πv) = 1),∑kv
j=0X
j , (c(πv) > 2).
Proof. From (2.3) and (2.7), we obtain the result by a direct computation. 
We abbreviate r(1/2)(πv, ηv) to r(πv, ηv). Define
wηn(π) = w
η
n(π; 1/2), ∂w
η
n(π) =
(
d
dz
)
z=1/2
wηn(π; z).
Note that the first quantity wηn(π) is the same one as in [6, Lemma 12] and [7, Lemma
6.2]. From Lemma 6, the second quantity ∂wηn(π) is also evaluated explicitly.
Corollary 7. Set ∂r(πv, ηv) =
−1
log qv
(
d
dz
)
z=1/2
r(z)(πv, ηv). When ηv(̟v) = −1,
∂r(πv, ηv) =


−1
1+Q(πv)
+
1 + (−1)kv
2
2qv+(qv+1)Q(πv)
(qv−1)(1+Q(πv))
+ (−1)
kv (2kv−3)−1
4
qv+1
qv−1
, (c(πv) = 0),
−1−(−1)kv
2
1
1 + q−1v χv(̟v)
+ 1+(−1)
kv (2kv−1)
4
, (c(πv) = 1),
(−1)kv (2kv+1)−1
4
, (c(πv) > 2).
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When ηv(̟v) = 1,
∂r(πv, ηv) =


1
1+Q(πv)
+ (kv − 1)2qv−(qv+1)Q(πv)(qv−1)(1+Q(πv)) +
(kv−2)(kv−1)
2
(qv+1)(1−Q(πv))
(qv−1)(1+Q(πv))
, (c(πv) = 0),
kv
1+q−1v χv(̟v)
+ 1−q
−1
v χv(̟v)
1+q−1v χv(̟v)
kv(kv+1)
2
, (c(πv) = 1),
kv(kv+1)
2
, (c(πv) > 2).
2.3. Depending on a function α ∈ AS, we have constructed a cusp form denoted by
Ψˆlreg(n|α) in [7, 6.5.3]. Recall that it has the expression
Ψˆlreg(n|α; g) =
(−1)#S{∏v∈Σ∞ 2lv−1}Cl(0)D−1/2F
[Kfin : K0(n)]
∑
π∈Πcus(l,n)
∑
ρ∈Λpi(n)
α(νS(π))
Z∗(1/2, 1, ϕπ,ρ)
‖ϕπ,ρ‖2 ϕπ,ρ(g).
(2.8)
Proposition 8. We have
CTλ=0∂P
η
β,λ(Ψˆ
l
reg(n|α)) =(−1)#S{
∏
v∈Σ∞
2lv−1}Cl(0)D−1F [Kfin : K0(n)]−1(−1)ǫ(η)G(η)
×
[ ∑
π∈Πcus(l,n)
(logDF )w
η
n(π)
L(1/2, π)L(1/2, π ⊗ η)
‖ϕnewπ ‖2
α(νS(π))
+
∑
π∈Πcus(l,n)
∂wηn(π)
L(1/2, π)L(1/2, π ⊗ η)
‖ϕnewπ ‖2
α(νS(π))
+
∑
π∈Πcus(l,n)
wηn(π)
L(1/2, π)L′(1/2, π ⊗ η)
‖ϕnewπ ‖2
α(νS(π))
]
β(0).
Proof. Since the spectral expansion (2.8) is a finite sum, we have
CTλ=0∂P
η
β,λ(Ψˆ
l
reg(n|α)) =(−1)#S
∏
2lv−1Cl(0)D
−1/2
F [Kfin : K0(n)]
−1
×
∑
π∈Πcus(l,n)
∑
ρ∈Λpi(n)
α(νS(π))
Z∗(1/2, 1, ϕπ,ρ)
‖ϕπ,ρ‖2
d
ds
Z∗(s, η, ϕπ,ρ)
∣∣∣∣
s=1/2
β(0).
By virtue of [7, Proposition 6.1] and (2.4), we have∑
ρ∈Λpi(n)
Z∗(1/2, 1, ϕπ,ρ))
‖ϕπ,ρ‖2
d
ds
Z∗(s, η, ϕπ,ρ)
∣∣∣∣
s=1/2
=
∑
ρ∈Λpi(n)
1
‖ϕπ,ρ‖2D
−1/2
F Qπ,1,ρ(1/2)L(1/2, π)(logDF )G(η)Qπ,η,ρ(1/2)L(1/2, π ⊗ η)
+
∑
ρ∈Λpi(n)
1
‖ϕπ,ρ‖2D
−1/2
F Qπ,1,ρ(1/2)L(1/2, π)G(η)(Qπ,η,ρ)′(1/2)L(1/2, π ⊗ η)
+
∑
ρ∈Λpi(n)
1
‖ϕπ,ρ‖2D
−1/2
F Qπ,1,ρ(1/2)L(1/2, π)G(η)Qπ,η,ρ(1/2)L′(1/2, π ⊗ η)
=(logDF )D
−1/2
F G(η)wηn(π)
L(1/2, π)L(1/2, π ⊗ η)
‖ϕnewπ ‖2
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+

∑
ρ∈Λpi(n)

 ∏
v∈S(nf−1pi )
Qπvρ(v),v(1v, 1)
τπv(ρ(v), ρ(v))

 (Qπ,η,ρ)′(1/2)

D−1/2F G(η)L(1/2, π)L(1/2, π ⊗ η)‖ϕnewπ ‖2
+D
−1/2
F G(η)wηn(π)
L(1/2, π)L′(1/2, π ⊗ η)
‖ϕnewπ ‖2
.
By the first expression (2.5) of wηn(π, z), we have
∂wηn(π) =
∑
ρ∈Λpi(n)


∏
v∈S(nf−1pi )
Qπvρ(v),v(1, 1)
τπv(ρ(v), ρ(v))

 (Qπ,η,ρ)′(1/2).
Thus we are done. 
3. Spectral average of derivatives of L-series: the geometric side
Recall that the function Ψˆlreg(n|α) has another expansion coming from double cosets
H(F )\GL(2, F )/H(F ) ([7, §7]):
Ψˆlreg
(
n|α; [ t 00 1 ][ 1 xη0 1 ]
)
= (1 + il˜δ(n = o))Jid(α; t) + Ju(α; t) + Ju¯(α; t) + Jhyp(α; t), t ∈ A×,
(3.1)
where the terms in the right-hand side are defined in [7, Lemma 7.1, Lemma 7.2 and
Lemma 7.11]. For ♮ ∈ {id, u, u¯, hyp}, we consider the “orbital integrals”
W
η
♮ (β, λ;α) =
∫
F×\A×
J♮(α; t){β(1)λ (|t|A)− β(1)λ (|t|−1A )}η(tx∗η)d×t
for α ∈ A, β ∈ B and λ ∈ C such that Re(λ) > 1. We shall show that these integrals
converge absolutely individually when Re(λ) > 1 and admit an analytic continuation in
a neighborhood of λ = 0.
Lemma 9. Let λ and w be complex numbers such that Re(w) < Re(λ). Let ξ be an idele
class character of F×. Then, we have∫
F×\A×
β
(1)
λ (|t|A)ξ(t)|t|wAd×t = δξ,1vol(F×\A1)
β(−w)
(λ− w)2 .
Proof. The proof is given in the same way as [9, Lemma 7.6]. 
Lemma 10. For Re(λ) > 0, the integralWηid(β, λ;α) converges absolutely andW
η
id(β, λ;α) =
0.
Proof. This follows immediately from Lemma 9, since Jid(α; t) is independent of the vari-
able t ([7, Lemma 7.1]). 
Assume that q(Re(s)) > Re(λ) > σ > 1. Set
V ±0,η(λ; s) =
1
2πi
∫
L∓σ
β(z)
(z + λ)2
∫
A×
Ψ
(0)
l
(
n|s; [ 1 t−10 1 ][ 1 xη0 1 ]
)
η(tx∗η)|t|±zA d×tdz,
V ±1,η(λ; s) =
1
2πi
∫
L∓σ
β(z)
(z + λ)2
∫
A×
Ψ
(0)
l
(
n|s; [ 1 0t−1 1 ][ 1 0−xη 1 ]w0
)
η(tx∗η)|t|±zA d×tdz
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and
ΥηS(z; s) =
∏
v∈S
(1− ηv(̟v)q−(z+(sv+1)/2)v )−1(1− q(sv+1)/2v )−1,
ΥηS,l(z; s) =D
−1/2
F {#(o/fη)×}−1{
∏
v∈Σ∞
2Γ(−z)Γ(lv/2 + z)
ΓR(−z + ǫv)Γ(lv/2)i
ǫv cos
(π
2
(−z + ǫv)
)
}ΥηS(z; s).
Lemma 11. The double integrals V ±j,η(λ; s) converge absolutely and
V ±0,η(λ; s) =
1
2πi
∫
Lσ
β(z)
(z + λ)2
N(fη)
∓zL(∓z, η)(−1)ǫ(η)ΥηS,l(±z; s)dz
and
V ±1,η(λ; s) =
1
2πi
∫
Lσ
β(z)
(z + λ)2
N(fη)
∓zN(n)±zη˜(n)δ(n = o)L(∓z, η)il˜ΥηS,l(±z; s)dz.
Proof. As in [7, Lemma 8.2], we exchange the order of integrals and compute the t-integrals
first. Since η 6= 1, the integrands in the remaining contour integrals in z are holomorphic
on |Re(z)| < σ; thus we can shift the contour L−σ to Lσ for V +0,η and V +1,η. 
Lemma 12. The integral Wηu(β, λ;α) has an analytic continuation to C as a function in
λ. The constant term of Wηu(β, λ;α) at λ = 0 equals W
η
u(l, n|α)β(0) with
Wηu(l, n|α) = (−1)ǫ(η)G(η)D1/2F (1+(−1)ǫ(η)η˜(n)il˜δ(n = o))
(
1
2πi
)#S ∫
LS(c)
W
η
S(l, n|s)α(s)dµS(s),
where ΥηS(s) = Υ
η
S(0; s) and
W
η
S(s) =π
ǫ(η)ΥηS(s)L(1, η)
{
logDF +
L′(1, η)
L(1, η)
+
∑
v∈Σ∞

lv/2−1∑
k=1
1
k
− 1
2
log π − 1
2
CEuler − δǫv,1 log 2

+∑
v∈S
log qv
1− ηv(̟v)q(sv+1)/2v
}
.
Proof. From [7, Lemma 7.2], we have the expression
Wηu(β, λ;α) =
(
1
2πi
)#S ∫
LS(c)
{V +0,η(λ; s)− V −0,η(λ; s) + V +1,η(λ; s)− V −1,η(λ; s)}α(s)dµS(s).
By Lemma 11, the right-hand side becomes
((−1)ǫ(η) + il˜δ(n = o))
(
1
2πi
)#S ∫
LS(c)
1
2πi
∫
Lσ
β(z)
(z + λ)2
{N(fη)−zL(−z, η)ΥηS,l(z; s)
−N(fη)zL(z, η)ΥηS,l(−z; s)}dzα(s)dµS(s).
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which is holomorphic on Re(λ) > −σ. Since σ > 1 is arbitrary, this gives an analytic
continuation of Wηu(β, λ;α) to C and yields the equality
CTλ=0W
η
u(β, λ;α)
=
(
1
2πi
)#S ∫
LS(c)
(
1
2πi
∫
Lσ
β(z)
z2
{fu(z)− fu(−z)}dz
)
α(s)dµS(s)
=((−1)ǫ(η) + il˜δ(n = o)) Resz=0
(
β(z)
z2
fu(z)
)
=((−1)ǫ(η) + il˜δ(n = o))(CTz=0fu(z)
z
β(0) +
1
2
Resz=0 fu(z)β
′′(0)),
where fu(z) = N(fη)
−zL(−z, η)ΥηS,l(z; s). Since η is nontrivial, by the functional equation
L(s, η) = iǫ(η)D1−sF N(fη)
−s#((o/fη)
×)G(η)L(1− s, η),
fu(z) is holomorphic at z = 0. Thus,
CTz=0
fu(z)
z
= lim
z→0
fu(z)− fu(0)
z
=− (logN(fη))L(0, η)ΥηS,l(0; s)− L′(0, η)ΥηS,l(0; s) + L(0, η)(ΥηS,l)′(0; s)
=iǫ(η)G(η)D1/2F Υ˜ηS,l(0; s){−L(1, η) logN(fη) + L(1, η) log(DFN(fη)) + L′(1, η) + L(1, η)
d
dz
log Υ˜S,l(z; s)|z=0}
=G(η)D1/2F πǫ(η)ΥηS(s){L(1, η) logDF + L′(1, η) + L(1, η)
d
dz
log Υ˜S,l(z; s)|z=0},
where Υ˜ηS,l(z; s) = D
1/2
F #((o/fη)
×)ΥηS,l(z; s). Furthermore,
d
dz
log Υ˜S,l(z; s)|z=0 =
∑
v∈Σ∞
(
ψ(lv/2)− 1
2
log π +
1
2
ψ
(−z + ǫv
2
)
− ψ(−z) + π
2
tan
π
2
(−z + ǫv)
)∣∣∣∣
z=0
+
∑
v∈S
log qv
1− ηv(̟v)q(sv+1)/2v
.
Here, by ψ(1) = −CEuler, ψ(1/2) = −CEuler − 2 log 2 and ddt (t cot t) |t=0 = 0, we have
1
2
ψ
(−z + ǫv
2
)
−ψ(−z)+π
2
tan
π
2
(−z+ǫv)
∣∣∣∣
z=0
=


1
2
CEuler (ǫv = 0),
1
2
ψ
(
1
2
)
− ψ(1) = 1
2
CEuler − log 2 (ǫv = 1).

Assume that q(Re(s)) > Re(λ) > σ > 1. Set
V˜ ±1,η(λ; s) =
1
2πi
∫
L±σ
β(z)
(z + λ)2
∫
A×
Ψ
(0)
l
(
n|s; [ 1 0t 1 ][ 1 xη0 1 ]
)
η(tx∗η)|t|±zA d×tdz,
V˜ ±0,η(λ; s) =
1
2πi
∫
L±σ
β(z)
(z + λ)2
∫
A×
Ψ
(0)
l
(
n|s; [ 1 t0 1 ][ 1 0−xη 1 ]w0
)
η(tx∗η)|t|±zA d×tdz.
In the same way as Lemma 11, we obtain
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Lemma 13. The double integrals V˜ ±j,η(λ; s) converge absolutely and
V˜ ±1,η(λ; s) =
1
2πi
∫
Lσ
β(z)
(z + λ)2
N(fη)
∓zN(n)∓z η˜(n)L(±z, η)ΥηS,l(∓z; s)dz,
V˜ ±0,η(λ; s) =
1
2πi
∫
Lσ
β(z)
(z + λ)2
N(fη)
∓zδ(n = o)L(±z, η)(−1)ǫ(η)il˜ΥηS,l(∓z; s)dz.
Lemma 14. The integral Wηu¯(β, λ;α) converges absolutely on Re(λ) > 1 and has an
analytic continuation to C as a function in λ. The constant term of Wηu¯(β, λ;α) at λ = 0
equals Wηu¯(l, n|α)β(0) with
W
η
u¯(l, n|α) = (−1)ǫ(η)G(η)D1/2F ((−1)ǫ(η)η˜(n)+il˜δ(n = o))
(
1
2πi
)#S ∫
LS(c)
W
η
S,u¯(l, n|s)α(s)dµS(s),
where
W
η
S,u¯(l, n|s) = −πǫ(η)ΥηS(s)L(1, η) log(N(n)N(fη)2)−WηS,u(l, n|s).
Proof. From [7, Lemma 7.2], we have the expression
W
η
u¯(β, λ;α) =
(
1
2πi
)#S ∫
LS(c)
{V˜ +0,η(λ; s)− V˜ −0,η(λ; s) + V˜ +1,η(λ; s)− V˜ −1,η(λ; s)}α(s)dµS(s).
By Lemma 13, the right-hand side becomes
(η˜(n) + (−1)ǫ(η)il˜δ(n = o))
(
1
2πi
)#S ∫
LS(c)
1
2πi
∫
Lσ
β(z)
(z + λ)2
× {N(fη)−zN(n)−zL(z, η)ΥηS,l(−z; s)
− N(fη)zN(n)zL(−z, η)ΥηS,l(z; s)}dzα(s)dµS(s).
As before, this gives an analytic continuation ofWηu¯(β, λ;α). We set fu¯(z) = −N(fη)2zN(n)zfu(z).
Then,
CTλ=0W
η
u¯(β, λ;α)
=(η˜(n) + (−1)ǫ(η)il˜δ(n = o))(CTz=0fu¯(z)
z
β(0) +
1
2
Resz=0 fu¯(z)β
′′(0)).
Since η is supposed to be nontrivial, fu¯(z) is holomorphic at z = 0 and
CTz=0
fu¯(z)
z
=f ′u¯(0) = − log(N(n)N(f2η))fu(0)− f ′u(0)
=G(η)D1/2F {−πǫ(η)ΥηS(s)L(1, η) log(N(n)N(f2η))−WηS,u(l, n|s)}.

Lemma 15. The integral Wηhyp(β, λ;α) converges absolutely and has an analytic contin-
uation to the region Re(λ) > −ǫ for some ǫ > 0. The constant term of Wηhyp(β, λ;α) at
λ = 0 equals Wηhyp(l, n|α)β(0). Here
W
η
hyp(l, n|α) =
(
1
2πi
)#S ∫
LS(c)
Lη(l, n|s)α(s)dµS(s)
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with
Lη(l, n|s) =
∑
b∈F−{0,−1}
∫
A×
Ψ
(0)
l (n|s, δb [ t 00 1 ]
[
1 xη
0 1
]
)η(tx∗η) log |t|Ad×t.
Proof. The absolute convergence and analytic continuation of Wηhyp(β, λ;α) are given in
the same way as [7, Lemma 8.5]. We obtain the last assertion with the aid of (2.1). 
From the analysis so far, (3.1) yields the formula:
∂P ηβ,λ(Ψˆ
l
reg(n|α)) = Wηu(β, λ;α) +Wηu¯(β, λ;α) +Wηhyp(β, λ;α)(3.2)
which is valid on a half-plane Re(λ) > −ǫ containing λ = 0.
3.1. The relative trace formula. For any ideal m ⊂ o, set
ι(m) = [Kfin : K0(m)] =
∏
v∈S(m)
(1 + qv)q
ordv(m)−1
v .(3.3)
Let JS,η be the monoid of ideals generated by prime ideals pv with v ∈ Σfin − S ∪ S(fη).
We shall introduce several functionals in α ∈ AS depending on an ideal m ∈ JS,η:
ALw(m;α) = Cl
∑
π∈Πcus(l,m)
wηm(π) ι(fπ)
N(fπ)ι(m)
L(1/2, π)L(1/2, π ⊗ η)
LSpi(1, π,Ad)
α(νS(π)),(3.4)
AL∂w(m;α) = Cl
∑
π∈Πcus(l,m)
∂wηm(π) ι(fπ)
N(fπ) ι(m)
L(1/2, π)L(1/2, π ⊗ η)
LSpi(1, π,Ad)
α(νS(π)),(3.5)
ADLw±(m;α) = Cl
∑
π∈Πcus(l,m)
ǫ(1/2,π⊗η)=±1
wηm(π) ι(fπ)
N(fπ) ι(m)
L(1/2, π)L′(1/2, π ⊗ η)
LSpi(1, π,Ad)
α(νS(π)).(3.6)
The derivative of L-functions in ADLw+ is eliminated by the functional equation.
Proposition 16. We have
ADLw+(m;α) = Cl
∑
π∈Πcus(l,m)
log{N(fπf2η)D2F}−1/2
wηm(π) ι(fπ)
N(fπ) ι(m)
L(1/2, π)L(1/2, π ⊗ η)
LSpi(1, π,Ad)
α(νS(π)).
Proof. By the functional equation,
L′(1/2, π ⊗ η) = ǫ
′(1/2, π ⊗ η)
2
L(1/2, π ⊗ η)
if ǫ(1/2, π ⊗ η) = 1. An explicit form of the ǫ-factor is given by ǫ(s, π ⊗ η) = ǫ(1/2, π ⊗
η){N(fπ⊗η)D2F}1/2−s = ǫ(1/2, π⊗ η){N(fπ)N(fη)2D2F}1/2−s. Hence we obtain the assertion
immediately. 
The following is the main consequence of this section.
Theorem 17. For any ideal n ∈ JS,η and for any α ∈ AS,
2−1(−1)#S+ǫ(η)G(η)D−1F {ADLw−(n;α) + ADLw+(n;α) + (logDF )ALw(n;α) + AL∂w(n;α)}
(3.7)
=W˜ηu(l, n|α) +Wηhyp(l, n|α).
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Here
W˜ηu(l, n|α) = (1− (−1)ǫ(η)η˜(n))(−1)ǫ(η)G(η)D1/2F {1 + (−1)ǫ(η)η˜(n)il˜δ(n = o)}(3.8)
×
(
1
2πi
)#S ∫
LS(c)
W˜
η
S(l, n|s)α(s)dµS(s)
with dµS(s) =
∏
v∈S 2
−1 log qv(q
(1+sv)/2
v − q(1−sv)/2v ) dsv and LS(c) being the multidimen-
sional contour
∏
v∈S{Re(sv) = cv} directed usually,
W˜
η
S(l, n|s) =πǫ(η)ΥηS(s)L(1, η)
{
log(
√
N(n)DFN(fη)) +
L′(1, η)
L(1, η)
+ C(l) +
∑
v∈S
log qv
1− ηv(̟v)q(sv+1)/2v
}
,
(3.9)
ΥηS(s) =
∏
v∈S
(1− ηv(̟v)q−(1+sv)/2v )−1(1− q(1+sv)/2v )−1,
C(l) =
∑
v∈Σ∞

lv/2−1∑
k=1
1
k
− 1
2
log π − 1
2
CEuler − δǫv,1 log 2

 .
Proof. From Proposition 8 together with [7, Lemma 6.4],
CTλ=0∂P
η
β,λ(Ψˆ
l
reg(n|α))
= 2−1(−1)#S+ǫ(η)G(η)D−1F {ADLw−(n;α) + ADLw+(n;α) + (logDF )ALw(n;α) + AL∂w(n;α)}.
On the other hand, from the formula (3.2), the same CTλ=0∂P
η
β,λ(Ψˆ
l
reg(n|α)) is computed
by Lemmas 12, 14 and 15. 
4. Extraction of the new part : the totally inert case
Let IS,η be the monoid of ideals generated by prime ideals pv such that v ∈ Σfin−S∪S(fη)
and η˜(pv) = −1. Note that IS,η is a submonoid of JS,η defined in 3.1.
In this section, we separate the new part i.e., the contribution of those π with fπ = n,
from the total average ADLw−(n;α) under the condition n ∈ IS,η.
4.1. The N -transform. For any ideal c and a place v ∈ Σfin, set
ωv(c) =


1, (v ∈ S(c)),
qv + 1
qv − 1 , (v 6∈ S(c)).
For any pair of integral ideals m and b, define
ω(m, b) = δ(m ⊂ b)
∏
v∈S(b)
ωv(mb
−1).
Given an ideal n, let n0 denote the largest square free integral ideal dividing n; thus, there
exists the unique integral ideal n1 such that
n = n0n
2
1.
Let I be a set of integral ideals with the property that n ⊂ m, n ∈ I implies m ∈ I.
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Proposition 18. Let B(m) and A(m) be two arithmetic functions defined for ideals m ∈
I. Then, the following two conditions are equivalent:
(i) For any n ∈ I,
B(n) =
∑
b|n1
ω(n, b2)A(nb−2).
(ii) For any n ∈ I,
A(n) =
∑
I⊂S(n1)
(−1)#I{
∏
v∈I∩S1(n1)
ωv(n0)}B(n
∏
v∈I
p−2v ).
Proof. We show that (i) implies (ii). By substituting (i), the right-hand side of (ii) becomes∑
I⊂S(n1)
(−1)#I{
∏
v∈I∩S1(n1)
ωv(n0)} {
∑
b|n1
∏
v∈I p
−1
v
ω(n
∏
v∈I
p−2v , b
2)A(nb−2
∏
v∈I
p−2v )}
=
∑
b1|n1
{ ∑
I⊂S(n1b
−1
1 )
(−1)#Iω
(
n
∏
v∈I
p−2v , n
2
1b
−2
1
∏
v∈I
p−2v
) ∏
v∈I∩S1(n1)∩S(n1b
−1
1 )
ωv(n0)
}
A(n0b
2
1)
Here to have the equality, we made the substitution b1 = n1b
−1
∏
v∈I p
−1
v . If b1 = n1, the
term inside the bracket is 1 obviously; otherwise it equals∑
I⊂S(n1b
−1
1
)
(−1)#I
∏
v∈S(n1b
−1
1
∏
v∈I p
−1
v )−S(n0b21)
qv + 1
qv − 1
∏
v∈I∩S(n1b
−1
1
)∩S1(n1)−S(n0)
qv + 1
qv − 1
=
∑
I⊂S(n1b
−1
1 )
(−1)#I
∏
v∈[(I−S1(n1b
−1
1 ))∪(S(n1b
−1
1 )−I)]−S(n0b
2
1)
qv + 1
qv − 1
∏
v∈I∩S1(n1b
−1
1 )−S(n0b
2
1)
qv + 1
qv − 1
=
∑
I⊂S(n1b
−1
1 )
(−1)#I
∏
v∈(S(n1b
−1
1 )−I)−S(n0b
2
1)
qv + 1
qv − 1
∏
v∈I−S(n0b21)
qv + 1
qv − 1
=
∏
v∈S(n1b
−1
1 )
(ωv(n0b
2
1)− ωv(n0b21)),
which is zero by S(n1b
−1
1 ) 6= ∅. This completes the proof.

Definition 19. For an arithmetic function B : I → C, we define its N -transform N [B] :
I → C by the formula
N [B](n) =
∑
I⊂S(n1)
(−1)#I{
∏
v∈I∩S1(n1)
ωv(n0)}
ι(n
∏
v∈I p
−2
v )
ι(n)
B(n
∏
v∈I
p−2v ).
Lemma 20. For t ∈ C, let Nt be the arithmetic function n 7→ N(n)t on I. For any ideal
n, we have
N [Nt](n) = N(n)t {
∏
v∈S(n1)−S2(n)
(1− q−2(1+t)v )} {
∏
v∈S2(n)
(1− (1− q−1v )−1 q−2(1+t)v )}.
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Proof. By (3.3), we have
ι(n
∏
v∈I p
−2
v )
ι(n)
=
∏
v∈I
q−2v
∏
v∈I∩S2(n)
(1 + q−1v )
−1.
Therefore,∑
I⊂S(n1)
(−1)#I{
∏
v∈I∩S1(n1)
ωv(n0)}
ι(n
∏
v∈I p
−2
v )
ι(n)
N(n
∏
v∈I
p−2v )
t
= N(n)t
∑
I⊂S(n1)
(−1)#I{
∏
v∈I∩S2(n)
qv + 1
qv − 1}
∏
v∈I∩S2(n)
(1 + q−1v )
−1{
∏
v∈I
q−2(1+t)v }
= N(n)t
∑
I⊂S(n1)
(−1)#I
∏
v∈I∩S2(n)
(1− q−1v )−1{
∏
v∈I
q−2tv }
= N(n)t{
∏
v∈S(n1)−S2(n)
(1− q−2(1+t)v )} {
∏
v∈S2(n)
(1− (1− q−1v )−1 q−2(1+t)v )}.

Corollary 21. The N -transform of the arithmetic function logN(n) on I is given by
N [logN](n) =
∏
v∈S(n1)−S2(n)
(1− q−2v )
∏
v∈S2(n)
(1− (q2v − qv)−1)
×

log N(n) + ∑
v∈S(n1)−S2(n)
2 log qv
q2v − 1
+
∑
v∈S2(n)
2 log qv
q2v − qv − 1

 .
Proof. Take the derivative at t = 0 of the formula in Lemma 20. 
For any arithmetic function B : I → C, we define another function N+[B] by setting
N+[B](n) =
∑
I⊂S(n1)
{
∏
v∈I∩S1(n1)
ωv(n0)}
ι(n
∏
v∈I p
−2
v )
ι(n)
B(n
∏
v∈I
p−2v )
for n = n0n
2
1 ∈ I. In a similar way to Lemma 20, we have
N+[Nt] = N(n)t {
∏
v∈S(n1)−S2(n)
(1 + q−2(t+1)v )} {
∏
v∈S2(n)
(1 + (1− q−1v )−1q−2(t+1)v )}(4.1)
for any t ∈ R.
Lemma 22. Let c > 0. Then for any sufficiently small ǫ > 0, we have
N+[N−c+ǫ](n)≪ǫ N(n)− inf(c,1)+ǫ, n ∈ I.
Proof. From N(n)−c+ǫ 6 N(n)− inf(c,1)+ǫ, we have N+[N−c+ǫ](n) 6 N+[N− inf(c,1)+ǫ](n) ob-
viously. Let us set t = − inf(c, 1)+ǫ and examine the right-hand side of the formula (4.1).
We note that t+ 1 = 1− inf(c, 1) + ǫ > ǫ > 0. The set P (ǫ) = {v ∈ Σfin| 1− q−1v < q−ǫv }
is a finite set. For v ∈ S2(n) − P (ǫ), we have (1 − q−1v )−1 6 qǫv and q−2(t+1)v 6 q−2ǫv ; by
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these, the factor 1 + (1 − q−1v )q−2(t+1)v is bounded by 1 + q−ǫv . For v ∈ S(n1) − S2(n) or
v ∈ S2(n) ∩ P (ǫ), we simply apply q−2(t+1)v 6 q−2ǫv . Thus,
N+[Nt](n) 6 N(n)t{
∏
v∈S(n1)−S2(n)
(1 + q−2ǫv )} {
∏
v∈P (ǫ)
(1 + (1− q−1v )−1q−2ǫv )} {
∏
v∈S2(n)−P (ǫ)
(1 + q−ǫv )}.
(4.2)
In the right-hand side, the second factor is independent of n. The first and the last factors
combined are estimated as
{
∏
v∈S(n1)−S2(n)
(1 + q−2ǫv )} {
∏
v∈S2(n)−P (ǫ)
(1 + q−ǫv )} 6 {
∏
v∈S(n)
(1 + q−ǫv )}2
≪ǫ {
∏
v∈S(n)
qǫv}2 6 N(n)2ǫ.
Hence there exists a constant C(ǫ) > 0 dependent of ǫ such that (4.2) is less than
C(ǫ) N(n)− inf(c,1)+3ǫ for any n ∈ I. 
4.2. The totally inert case over n. Set I = IS,η. Fixing a test function α ∈ AS for a
while, we study the arithmetic functions AL∗ : I → C and ADL∗− : I → C defined by the
formulas (1.1) and (1.3), respectively. We relate these functions to the N -transforms of
arithmetic functions ALw, ADLw± on I defined in 3.1.
We remark that an ideal n ∈ I satisfies the condition
ηv(̟v) = −1, v ∈ S(n).(4.3)
This means that the quadratic extension of F corresponding to η is inert over all places
dividing n. Under this condition, the quantities wηn(π) and ∂w
η
n(π) turn out to be written
explicitly in terms of the arithmetic function ω(m, b).
Lemma 23. Let n ∈ I. Then, for any π ∈ Πcus(l, n), we have wηn(π) = 0 unless nf−1π = b2
for some integral ideal b, in which case
wηn(π) = ω(n, nf
−1
π ).
Proof. Let v ∈ S(nf−1π ). From [7, Lemma 6.2],
r(πv, ηv) =
1 + (−1)kv
2
×


1, (c(πv) > 1),
qv + 1
qv − 1 , (c(πv) = 0).
Thus r(πv, ηv) = 0 unless kv = ordv(nf
−1
π ) is even.

Lemma 24. Let n ∈ I. For any π ∈ Πcus(l, n), we have the following.
(i) If nf−1π = b
2 with an integral ideal b, then
∂wηn(π) = ω(n, nf
−1
π )
∑
v∈S(b)
(− log qv) ordv(b).
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(ii) If nf−1π = b
2pu with an integral ideal b and a place u ∈ S(n), then
∂wηn(π) = ω(n, nf
−1
π ) log qu


ordu(b) +
qu − 1
(1 + auq
1/2
u )(1 + a−1u q
1/2
u )
, (c(πu) = 0),
ordu(b) +
1
1 + q−1u χu(̟u)
, (c(πu) = 1),
ordu(b) + 1, (c(πu) > 2).
Except the above two cases (i) and (ii), we have ∂wηn(π) = 0.
Lemma 25. For any n ∈ I,
ALw(n;α) =
∑
b
ω(n, b2)
ι(nb−2)
ι(n)
AL∗(nb−2;α),
ADLw−(n;α) =
∑
b
ω(n, b2)
ι(nb−2)
ι(n)
ADL∗(nb−2;α),
ADLw+(n;α) =
∑
b
ω(n, b2)
ι(nb−2)
ι(n)
log(N(nb−2)−1/2N(fη)
−1D−1F ) AL
∗(nb−2;α),
where b runs through all the integral ideals such that n ⊂ b2.
Proof. This follows immediately from Lemma 23. To have the last formula, we also need
Proposition 16. 
Lemma 26. For any n ∈ I,
AL∗(n) = N [ALw](n),
ADL∗(n) = N [ADLw−](n),
− log(
√
N(n)N(fη)DF ) AL
∗(n) = N [ADLw+](n)
Proof. By Lemma 25, we obtain the first formula by applying Proposition 18 with B(m) =
ι(m) ALw(m;α) and A(m) = ι(m) AL∗(m;α) both defined for m ∈ I. The remaining two
formulas are proved in the same way. 
The formula (3.7) in Theorem 17 can be applied to an arbitrary ideal m ∈ I. In the
right-hand side of the formula, we have two terms W˜ηu(l,m|α) and Wηhyp(l,m|α), which we
regared as arithmetic functions in m for a while and consider their N -transforms N [W˜ηu]
and N [Wηhyp]. The following is the main result of this section.
Proposition 27. For any n ∈ I, we have the identity among linear functionals in α ∈ AS:
ADL∗(n) = 2(−1)#S+ǫ(η) G(η)−1DF{N [W˜ηu](n) +N [Wηhyp](n)}(4.4)
+ log(N(n)1/2N(fη)) AL
∗(n)−N [AL∂w](n).
Proof. We take the N -transform of both sides of the formula (3.7) regarding it as an
identity among arithmetic functions on I. Then apply Lemma 26. 
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5. An error term estimate for averaged L-values
In this section we prove the first asymptotic formula of Theorem 1. Recall the sets
I±S,η, to which n should belong. We note that, by the sign of the functional equation,
L(1/2, π)L(1/2, π ⊗ η) = 0 if π ∈ Π∗cus(l, n) unless n ∈ I+S,η. Thus we restrict ourselves to
those levels n belonging to I+S,η, for otherwise AL∗(n;α) = 0.
We have the following asymptotic result, whose proof is given in the next subsection.
Proposition 28. Suppose l = infv∈Σ∞ lv > 6. For any ideal m ∈ I+S(a),η, we have
ALw(m;αa) = 4D
3/2
F Lfin(1, η) N(a)
−1/2δ(a
−
η )d1(a
+
η ) +Oǫ,l,η(N(a)c+2+ǫN(m)−c+ǫ)
for any ideal a primes to fη, where c = d
−1
F (l/2− 1).
From this, we can deduce the asymptotic formula for the primitive part AL∗(n;αa)
stated in Theorem 1. Indeed, we apply the first formula of Lemma 26 substituting the
expression of ALw given in Proposition 28. The main and the error terms are computed
by Lemmas 20 and 22, respectively. This completes the proof.
5.1. The proof of Proposition 28. For any place v ∈ Σfin, we define a function Λv :
Fv − {0,−1} → Z by setting
Λv(b) = δ(b ∈ ov){ordv(b(b+ 1)) + 1}.
For an o-ideal b, we set
τS(b)(b) = {
∏
v∈Σfin−S(b)
Λv(b)}
∏
v∈S(b)
δ(b ∈ b−1ov), b ∈ F − {0,−1}.
For an even integer k (> 4) and a real valued character ε of R×, let Jε(k; b) (b ∈ R −
{0,−1}) be the integral studied in [7, 10.3]; they are evaluated explicitly in [7, Lemma
10.15] as
J1(k; b) =
{
(1 + b)−k/2 2Γ(k/2)
2
Γ(k) 2
F1(k/2, k/2; k; (b+ 1)
−1), (b(b+ 1) > 0),
2 log |(b+ 1)/b|Pk/2−1(2b+ 1)−
∑[k/4]
m=1
8(k−4m+1)
(2m−1)(k−2m)
Pk/2−2m(2b+ 1), (b(b+ 1) < 0),
J sgn(k; b) =
{
0, (b(b+ 1) > 0),
2πi Pk/2−1(2b+ 1), (b(b+ 1) < 0),
where Pn(x) is the Legendre polynomial of degree n.
Lemma 29. Let k be an even integer greater than 2 and ηv a real valued character of R
×.
Then, for any ǫ > 0, we have the estimation
|b(b+ 1)|ǫ |Jηv(k; b)| ≪ǫ,k (1 + |b|)−k/2+2ǫ, b ∈ R− {0,−1}
with the implied constant depending on k and ǫ.
Proof. For J sgn(k; b) the estimation is obvious. As for J1(k; b), we only have to note
that the estimation 2F1(k/2, k/2; k; (b+ 1)
−1) = O(| log b|) for small b > 0 ([3, p.49]) and
the functional equation J1(k; b) = (−1)k/2J1(k;−b − 1) (b < −1) proved in [7, Lemma
10.16]. 
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Given relatively prime o-ideals n and b and for ǫ > 0, we set
Iηǫ (l, n, b) =
∑
b∈nb−1−{0,−1}
τS(b)(b)2 |N(b(b+ 1))|ǫ
∏
v∈Σ∞
|Jηv(lv; b)|.
Proposition 30. Suppose l > 6. Let b and n be relatively prime ideals. For any ǫ > 0
and ǫ′ > 0, we have
Iηǫ (l, n, b)≪ǫ,ǫ′,l N(b)1+c+ǫ
′
N(n)−c+ǫ+ǫ
′
with the implied constant independent of b and n.
Proof. By [7, Lemma 12.4] and Lemma 29, we have
Iηǫ (l, n, b)≪ǫ,ǫ′,l N(b)4ǫ
′
∑
b∈nb−1−{0}
∏
v∈Σ∞
(1 + |bv|)−lv/2+ǫ+2ǫ′ = N(b)4ǫ′θ(nb−1)
for any ǫ > 0 and any ǫ′ > 0, where we regard the fractional ideal nb−1 as a Z-lattice in
the Euclidean space F∞ = F ⊗QR and θ(Λ) is constructed for {lv−2ǫ−4ǫ′}v∈Σ∞ in place
of l (see §9). If ǫ > 0 and ǫ′ > 0 are small enough, then we can apply the theory in §9
to this θ(Λ). The desired estimation follows if we apply Theorem 55 with Λ = nb−1 and
Λ0 = b
−1 noting D(nb−1) = N(n)N(b)−1, D(b−1) = N(b)−1 and r(b−1) 6 r(o). 
Proposition 31. Suppose l > 6. Given o-ideals n and a =
∏
v∈S(a) p
nv
v relatively prime
to each other, for any ǫ > 0, we have
|Jηhyp(l, n|αa)| ≪ǫ,l,η N(a)c+2+ǫN(n)−c+ǫ
with the implied constant independent of a and n.
Proof. Let v ∈ S(a) and n ∈ N0. By (1.4),
αpnv (ν) =
zn+1 − z−(n+1)
z − z−1 =
[n/2]∑
m=0
α(n−2m)v (ν)− δ(n ∈ 2N0)(5.1)
with α
(m)
v (ν) = zm + z−m, z = q
ν/2
v . By [7, Lemma 10.3], we have
|Jηvv (b, α(m)v )| ≪(1 +m)2δ(|b|v 6 qmv )qδ(m>0)−m/2v {1 + Λv(b)}, b ∈ F× − {−1}
with the implied constant independent of m > 0 and v. Hence if n > 0,
|Jηvv (b, αpnv )| ≪ δ(|b|v 6 qnv ){
n∑
m=0
(1 +m)2q1−m/2v }{1 + Λv(b)}
6 δ(|b|v 6 qnv )qv
(
∞∑
m=0
(1 +m)22−m/2
)
{1 + Λv(b)}.
Thus we have a constant C independent of v ∈ S(a) and n ∈ N0 such that
|Jηvv (b, αpnv )| 6 C qδ(n>0)v δ(|b|v 6 qnv ) {1 + Λv(b)}, b ∈ F× − {0,−1}.(5.2)
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Combining (5.2) with Proposition 30 and [7, Lemmas 10.4, 10.5 and Corollary 10.11], we
obtain
|Jηhyp(l, n|αa)| 6C#S(a) {
∏
v∈S(a)
qδ(nv>0)v }
∑
I⊂S(a)
∑
b∈n(
∏
v∈I p
nv
v )−1f
−1
η
τS(
∏
v∈I p
nv
v )(b)
∏
v∈Σ∞
|Jηvv (lv; b)|
6C#S(a)N(a)
∑
I⊂S(a)
I0(l, n,
∏
v∈I
pnvv fη)
≪ǫ,lC#S(a)N(a)
∑
I⊂S(a)
N(
∏
v∈I
pnvv fη)
1+c+ǫN(n)−c+ǫ
≪ǫ,l,η C#S(a)N(a)× 2#S(a)N(a)1+c+ǫN(n)−c+ǫ.
By the estimate (2C)#S(a) ≪ǫ,η N(a)ǫ, we are done. 
Lemma 32. Set Υηvv (s) = (1− ηv(̟v)q−(1+s)/2v )−1(1− q(1+s)/2v )−1. For n ∈ N0,
1
2πi
∫ σ+i∞
σ−i∞
Υηvv (s)αpnv (s) dµv(s) = −q−n/2v
{
δ(n ∈ 2N0), (ηv(̟v) = −1),
n+ 1, (ηv(̟v) = +1),
log qv
2πi
∫ σ+i∞
σ−i∞
Υηvv (s)αpnv (s)
1− ηv(̟v)q(s+1)/2v
dµv(s) = q
−n/2
v log qv
{
(−1)n [n+1
2
]
, (ηv(̟v) = −1),
n(n+1)
2
, (ηv(̟v) = +1).
Proof. The second integral is U˜ηvv (αpnv ) defined by (8.11). Then we have the second formula
using (5.1) and Lemma 54 by a direct computation. The first formula is confirmed in the
same way by using [7, Proposition 11.1]. 
To show Proposition 28, we apply [7, Theorem 9.1] taking S = S(a). From the first
formula of Lemma 32,
Jηu(l, n|αa) = (−1)#S(a)
∏
v∈S(a−η )
q−nv/2v δ(nv ∈ 2N0)
∏
v∈S(a+η )
q−nv/2v (nv + 1)
= (−1)#S(a)N(a)−1/2δ(a−η )d1(a+η ).
We use Proposition 31 to estimate Jηhyp(l, n|αa), which yields the error term. This com-
pletes the proof.
6. An error term estimate for averaged derivative of L-values
Let a =
∏
v∈S(a) p
nv
v and I±S,η be as in §1. In this section we prove the asymptotic formula
of ADL∗−(n;αa) for n ∈ I−S(a),η stated in Theorem 1. We remark that ADL∗−(n) = 0 if
n ∈ I+S(a),η. Indeed, for such n, ǫ(1/2, π)ǫ(1/2, π ⊗ η) = +1 for all π ∈ Π∗cus(l, n), which
means ǫ(1/2, π) = −1 and hence L(1/2, π) = 0 for all π occurring in the sum ADL∗−(n).
Starting from the formula (4.4) with α specialized to αa, we examine the 4 terms in the
right-hand side separately. Here is the highlights in the analysis for each term.
(i) We compute the term N [W˜ηu](n) explicitly by using Lemma 54, Lemma 20 and
Corollary 21, which yields the main term of the formula (modulo a part of the
error term); see 6.1 for detail.
22
(ii) We prove
N [Wηhyp](n) = Oǫ(N(a)c+2+ǫN(n)− inf(1,c)+ǫ)
by using the explicit formula of local terms given in §8; see 6.2 for detail.
(iii) Since n ∈ I−S(a),η, the term AL∗(n) vanishes by the reason of the sign of the func-
tional equations.
(iv) We prove
N [AL∂w](n) = Oǫ
(
N(a)−1/2+ǫX(n) + N(a)c+2N(n)− inf(1,c)+ǫ
)
.
This part is most subtle and the term X(n) arises from this stage; see 6.3 for
detail.
Combining these considerations, we obtain the second formula in Theorem 1 immediately.
6.1. Computation of N [W˜ηu](n). Let us describe the procedure (i). We take α to be
the function αa. Set S = S(a). From (3.8), we have that N [W˜ηu](n) is the sum of the
following two integrals:
2(−1)ǫ(η)G(η)D1/2F
(
1
2πi
)#S ∫
LS(c)
N [W˜S(−|s)](n)αa(s) dµS(s),(6.1)
2(−1)ǫ(η)G(η)D1/2F
(
1
2πi
)#S ∫
LS(c)
N [D W˜S(−|s)](n)αa(s)dµS(s),(6.2)
where W˜S(−|s) is the quantity (3.9) viewed as an arithmetic function in n and D is an
arithmetic function given by D(n) = (−1)ǫ(η)η˜(n)δ(n = o)il˜. By the formula (3.9),
N [W˜S(−|s)](n) = πǫ(η)ΥηS(s)L(1, η)
{
2−1N [logN](n)
+
(
log(DFN(fη)) +
L′
L
(1, η) + C(l) +
∑
v∈S
log qv
1− ηv(̟v)q(sv+1)/2v
)
N [1](n)
}
.
By Lemma 20 and Corollary 21, we have formulas of N [logN](n) and of N [1](n); substi-
tuting these, and by using Lemma 32, we complete the evaluation of the integral (6.1).
The evaluation of the integral (6.2) is similar; instead of N [logN] and N [1], we need
N [D logN] and N [D], which are much easier. Indeed, in the expression
N [D log N](n) = (−1)ǫ(η)il˜
∑
I⊂S(a)
(−1)#I{
∏
v∈I∩S1(a)
ωv(n0)}
ι(n
∏
v∈I p
−2
v )
ι(n)
× η˜(n
∏
v∈I
p−2v ) δ(n
∏
v∈I
p−2v = o) logN(n
∏
v∈I
p−2v ),
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the sum survives only if n =
∏
v∈S(n) p
2
v and I = S(n). A similar remark is applied to
N [D](n). Hence,
N [D log N](n) = δ(S(n) = S2(n)){
∏
v∈S(n)
qv + 1
qv − 1} (−1)
ǫ(η)il˜
(−1)#S(n)
ι(n)
log N(o) = 0,
N [D](n) = δ(S(n) = S2(n)){
∏
v∈S(n)
qv + 1
qv − 1} (−1)
ǫ(η)il˜
(−1)#S(n)
ι(n)
.
Since ι(n)−1 = O(N(n)−2), the integral (6.2) amounts at most to N(n)−2+ǫN(a)−1/2+ǫ.
6.2. Estimation of the term N [Wηhyp](n). Let us describe the procedure (ii). We need
the following estimation, which we prove in 8.4.
Proposition 33. For any small ǫ > 0,
|Wηhyp(l, n;αa)| ≪ǫ,l,η N(a)c+2+ǫN(n)−c+ǫ, n ∈ I−S(a),η,
where the implied constant is independent of the ideal a.
From this proposition and Lemma 22,
|N [Wηhyp](n)| 6 N+[|Wηhyp|](n)≪ǫ N(a)c+2+ǫN+[N−c+ǫ](n)≪ǫ N(a)c+2+ǫN(n)− inf(c,1)+2ǫ.
6.3. Estimation of the term N [AL∂w](n). Let us describe the procedure (iv).
Lemma 34. Let α ∈ AS. Then for any n ∈ I−S(a),η, we have the inequality
|AL∂w(n;α)| 6
∑
(b,u)
D(n; b, u)
ι(nb−2p−1u )
ι(n)
|AL∗(nb−2p−1u ;α)|,
where (b, u) runs through all the pairs of an integral ideal b and a place u such that
n ⊂ b2pu. For such (b, u), we set
D(n; b, u) = ω(n, b2pu) (log qu)
(
ordu(b) +
q
1/2
u + 1
q
1/2
u − 1
)
.
Proof. By Lemma 24, the π-summand of AL∂w(n;α) vanishes unless the conductor fπ
satisfies either (i) nf−1π = b
2 with some n ⊂ b, or (ii) nf−1π = b2pu with some n ⊂ b and
u ∈ S(n). In the case (i), the π-summand vanishes. Indeed, fπ belongs to I−S(a),η and thus
L(1/2, π)L(1/2, π ⊗ η) = 0 by the functional equation. In the second case (ii), by the
Ramanujan bound |av| = 1 and the obvious relation |χv(̟v)| = 1, we have
|∂wηn(π)| 6 ω(n, b2pu) log qu


ordu(b) +
qu−1
(1−q
1/2
u )2
, (c(πu) = 0),
ordu(b) +
1
1−q−1u
, (c(πu) = 1),
ordu(b) + 1, (c(πu) > 2)
6 ω(n, b2pu) (log qu)
(
q
1/2
u + 1
q
1/2
u − 1
+ ordv(b)
)
= D(n; b, u).
Here, we used 1
1−q−1u
< qu−1
(1−q
1/2
u )2
= q
1/2
u +1
q
1/2
u −1
to have the second inequality. 
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Lemma 35. For any small ǫ ∈ (0, 1), we have
∑
(b,u)
N(b2pu)
ǫ ι(nb
−2p−1u )
ι(n)
N(nb−2p−1u )
− inf(c,1)+ǫ ≪ǫ N(n)− inf(c,1)+2ǫ,(6.3)
∑
(b,u)
N(b)ǫ
(
qu + 1
qu − 1
)2
(log qu)
ι(nb−2p−1u )
ι(n)
≪ǫ X(n),(6.4)
where (b, u) runs through the same range as in Lemma 34.
Proof. Let us show the second estimate. By the inequality ι(nb−2p−1u )/ι(n) 6 N(b
−2p−1u ),∑
(b,u)
N(b)ǫ
(
qu + 1
qu − 1
)2
(log qu)
ι(nb−2p−1u )
ι(n)
6
∑
(b,u)
N(b)−2+ǫ
(
qu + 1
qu − 1
)2
log qu
qu
6 {
∑
b⊂o
N(b)−2+ǫ} {
∑
u∈S(n)
(
qu + 1
qu − 1
)2
log qu
qu
}
= ζF,fin(2− ǫ) {
∑
u∈S(n)
log qu
qu
+
∑
u∈S(n)
4 log qu
(qu − 1)2}.
Since ζF,fin(2− ǫ) is convergent, we are done. 
Proposition 36. For any sufficiently small ǫ > 0,
|AL∂w(n;αa)| ≪ǫ,l,η N(a)−1/2d1(a+η )δ(a−η )X(n) + N(a)c+2+ǫN(n)− inf(c,1)+ǫ, n ∈ I−S(a),η.
Proof. Let ǫ > 0. From x+1
x−1
≪ǫ xǫ for x > 2, we have
ω(n, b2pu) 6

 ∏
v∈S(b)
qv + 1
qv − 1

 qu + 1
qu − 1 ≪ǫ N(b)
ǫ qu + 1
qu − 1
with the implied constant independent of n and (b, u). By this,
D(n; b, u)≪ǫ N(b)ǫ(log qu)
(
qu + 1
qu − 1
)2
with the implied constant independent of n and (b, u). Using these estimates, we have
the desired bound by (1.6) and Lemmas 34 and 35. 
Proposition 37. For any sufficiently small ǫ > 0,
∣∣N [AL∂w](n;αa)∣∣≪ǫ,l,η N(a)−1/2d1(a+η )δ(a−η )X(n) + N(a)c+2+ǫN(n)− inf(1,c)+ǫ, n ∈ I−S(a),η.
(6.5)
Proof. Let n = n21n0. From Proposition 36, we have
|N [AL∂w](n;αa)| ≪ǫ N(a)−1/2d1(a+η )δ(a−η )N+[X ](n) + N(a)c+2+ǫN+[N− inf(1,c)+ǫ](n)
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for all n. Since X(m) 6 X(n) if n ⊂ m ⊂ o, we have
N+[X ](n) 6 X(n)N+[1](n)
= X(n) {
∏
v∈S(n1)−S2(n)
(1 + q−2v )} {
∏
v∈S2(n)
(1 + (1− q−1v )−1q−2v )}
6 X(n){
∏
v∈Σfin
(1 + q−2v )} {
∏
v∈Σfin
(1 + (1− q−1v )−1q−2v )} ≪ X(n),
because the Euler products occurring are convergent.
From the proof of Lemma 22, we have N+[N− inf(c,1)+ǫ](n) ≪ǫ N(n)− inf(c,1)+3ǫ. Conse-
quently, for any sufficiently small ǫ ∈ (0, 1), we obtain the estimate
|N [AL∂w](n;αa)| ≪ǫ N(a)−1/2d1(a+η )δ(a−η )X(n) + N(a)c+2+ǫN(n)− inf(1,c)+3ǫ
with the implied constant independent of n and a. Since ǫ is arbitrary, we are done. 
7. An estimation of number of cusp forms
Recall that we set c = d−1F (l/2− 1). Suppose that for each ideal a ⊂ o, we are given a
set Ja consisting of ideals prime to fηa in such a way that Ja ⊂ Ja′ for any a ⊂ a′, and a
family of real numbers {ωn(π)| π ∈ Π∗cus(l, n)} for each n ∈ Ja which satisfies the following
estimate for any ǫ > 0:
∣∣∣∣∣∣
∑
π∈Π∗cus(l,n)
ωn(π)
∏
v∈S(a)
Xnv(λv(π))−
∏
v∈S(a)
µv,ηv(Xnv)
∣∣∣∣∣∣≪ǫ,l,η
N(a)−1/2+ǫ
logN(n)
+ N(a)c+2+ǫN(n)− inf(c,1)+ǫ,
(7.1)
with the implied constant independent of a and n ∈ Ja. Moreover we impose the non-
negativity condition:
ωn(π) > 0 for all π ∈ Π∗cus(l, n) and n ∈ Ja.(7.2)
Let q be a prime ideal relatively prime to fη. In what follows, we abuse the symbol q
to denote the corresponding place vq of F ; for example, we write νq(π), λq(π) in place
of νvq(π), λvq(π) etc. Let S = {v1, . . . , vr} be a finite subset of Σfin − S(fηq) and set
aS =
∏
v∈S pv. Let J = {Jj}rj=1 a family of closed subintervals of (−2, 2). For each Jj, we
choose an open interval J ′j such that J
′
j ⊂ J◦j and C∞-function χj : R→ [0,∞) with the
following properties:
• χj(x) 6= 0 for all x ∈ J ′j.
• supp(χj) ⊂ Jj.
• ∫ 2
−2
χj(x)dµv,ηv(x) = 1, where
dµv,ηv(x) =


qv − 1
(q
1/2
v + q
−1/2
v − x)2
dµST(x), (ηv(̟v) = +1),
qv + 1
(q
1/2
v + q
−1/2
v )2 − x2
dµST(x), (ηv(̟v) = −1).
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Here dµST(x) = (2π)−1
√
4− x2dx. Fixing such a family of functions {χj}, we set
Ωn(π) = ωn(π)
r∏
j=1
χj(λvj (π)), π ∈ Π∗cus(l, n), n ∈ JqaS .
Lemma 38. For any sufficiently small ǫ > 0, there exists Nǫ,S,l > 0 such that
∣∣∣∣∣∣
∑
π∈Π∗cus(l,n)
Ωn(π)Xn(λq(π))− µq,ηq(Xn)
∣∣∣∣∣∣≪ǫ,l,η,S,J
n+ 1
(logN(n))3
+
N(qn)−1/2+ǫ
logN(n)
+ N(qn)2+c+ǫN(n)− inf(c,1)+ǫ
(7.3)
for n ∈ N0 and n ∈ JqaS with N(n) > Nǫ,S,l. Here the implied constant is independent of
n and n. Moreover,
Ωn(π) > 0 for all π ∈ Π∗cus(l, n) and n ∈ JqaS .(7.4)
Proof. Given an integer M > 1, define χMj (x) =
∑M
n=0 χˆj(n)Xn(x) for x ∈ [−2, 2] with
χˆj(n) =
∫ 2
−2
χj(x)Xn(x)dµ
ST(x) and set
χ(x) =
r∏
j=1
χj(xj), χ
M(x) =
r∏
j=1
χMj (xj)
for x = {xj}rj=1 in the product space [−2, 2]r. Let n ∈ JqaS . By the triangle inequality,
the left-hand side of (7.3) is no greater than the sum of the following three terms :∣∣∣∣ ∑
π∈Π∗cus(l,n)
ωn(π)Xn(λq(π)){χ(λS(π))− χM(λS(π))}
∣∣∣∣,(7.5)
∣∣∣∣ ∑
π∈Π∗cus(l,n)
ωn(π)Xn(λq(π))χ
M(λS(π))− µq,ηq(Xn)µS,η(χM)
∣∣∣∣,(7.6)
|{µS,η(χM)− µS,η(χ)}µq,ηq(Xn)|,(7.7)
where λS(π) = (λv(π))v∈S and µS,η = ⊗v∈S µv,ηv . Note µS,η(χ) = 1. We shall estimate
these quantities. Since |χˆj(n)| ≪χj n−5 for any n > 0 by integration-by-parts and by
max[−2,2] |Xn| ≪ n+ 1, we have
|χMj (x)| 6
∑
n6M
|χˆj(n)| |Xn(x)| ≪χj
∑
n6M
n−4 6 ζ(4)
and
max
x∈[−2,2]
|χj(x)− χMj (x)| 6
∑
n>M
|χˆj(n)|max
[−2,2]
|Xn| ≪χj
∑
n>M
n−4 ≪M−3.
By these,
max
[−2,2]r
|χ(x)− χM(x)| 6 max
[−2,2]r
( r∑
j=1
|
j−1∏
h=1
χMh (xh)| |χj(xj)− χMj (xj)|
)
≪S,χ M−3.(7.8)
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From (7.1) for a = o, noting n ∈ JqaS ⊂ Jo, we have the estimate |
∑
π∈Π∗cus(l,n)
ωn(π) −
1| ≪ǫ,l,η (logN(n))−1 +N(n)− inf(c,1)+ǫ. Hence (7.5) is majorized by
{max
[−2,2]
|Xn|} { max
x∈[−2,2]r
|χ(x)− χM(x)|}
∑
π∈Π∗cus(l,n)
ωn(π)≪ǫ,l,η,S,χ (n+ 1)M−3(1 + N(n)− inf(c,1)+ǫ).
By (7.8), the quantity (7.7) is majorized by µq,ηq(Xn)M
−3, which amounts at most to
(n + 1)M−3. Let us estimate (7.6). By expanding the product, χM(x) is expressed as
a sum of the terms
∏r
j=1 χˆj(nj)
∏r
j=1Xnj(xj) over all n = (nj)
M
j=1 ∈ [0,M ]r. Hence by
using (7.1), we can majorize (7.6) from above by
∑
n
∣∣∣∣∣∣
∑
π∈Π∗cus(l,n)
ωn(π)
∏
j
Xnj(λvj (π))− µS,η(
∏
j
Xnj)
∣∣∣∣∣∣
≪ǫ,l,η,S,χ N(a
M
S q
n)−1/2+ǫ
log N(n)
+ N(aMS q
n)2+c+ǫN(n)− inf(c,1)+ǫ.
Combining the estimations made so far, we have that the left-hand side of (7.3) is ma-
jorized by
(n + 1)M−3(1 + N(n)− inf(c,1)+ǫ) +
N(aMS q
n)−1/2+ǫ
log N(n)
+ N(aMS q
n)2+c+ǫN(n)− inf(c,1)+ǫ.(7.9)
Now take
M =
[
ǫ
2 + c+ ǫ
log N(n)
log N(aS)
]
.
Then N(aS)
M(2+c+ǫ) 6 N(n)ǫ, and also N(aS)
M(−1/2+ǫ) 6 1 evidently. By these, (7.9) is
majorized by
(n+ 1)(logN(n))−3 log N(aS)
3(1 + N(n)− inf(c,1)+ǫ) +
N(qn)−1/2+ǫ
log N(n)
+ N(qn)2+c+ǫN(n)− inf(c,1)+2ǫ
≪ǫ,S (n+ 1)(log N(n))−3 + N(q
n)−1/2+ǫ
log N(n)
+ N(qn)2+c+ǫN(n)− inf(c,1)+2ǫ.

Lemma 39. Let I ⊂ [−2, 2] be an open interval disjoint from the set {λq(π)| π ∈
Π∗cus(l, n), Ωn(π) 6= 0}. Then for any small ǫ > 0, there exists a constant Nǫ,l,η,S,q > 0
such that for any ideal n ∈ JqaS with N(n) > Nǫ,l,η,S,q,
µq,ηq(I)≪ǫ,l,η,S,J N(q)ǫ (logN(n))−1+ǫ
holds with the implied constant independent of I, n and q.
Proof. The proof of [4, Proposition 5.1 and Lemma 5.2] goes through as it is with a small
modification. We reproduce the argument for convenience.
Let ∆ > 0 be a parameter to be specified below and K a closed subinterval of I such
that
(i) µq,ηq(I −K) 6 ∆.
Depending on ∆ and K, we choose a C∞-function f on R such that
28
(ii) supp(f) ⊂ I¯,
(iii) f(x) = 1 if x ∈ K and 0 6 f(x) 6 1 for x ∈ R,
(iv) |f (k)(x)| ≪k ∆−k for k ∈ N0.
Since I does not contain the relevant λq(π)’s, from (ii) we have Ωn(π)f(λq(π)) = 0 for all
π ∈ Π∗cus(l, n). Using this, from (i), and (iii), we have the inequalities
µq,ηq(I) 6 µq,ηq(K) + ∆ 6
∫ 2
−2
f dµq,ηq +∆
6
∣∣∣∣ ∑
π∈Π∗cus(l,n)
Ωn(π) f(λq(π))−
∫ 2
−2
f dµq,ηq
∣∣∣∣+∆.(7.10)
If we set fM(x) =
∑M
n=0 fˆ(n)Xn(x), then the first term of (7.10) is bounded by the sum
of the following three terms( ∑
π∈Π∗cus(l,n)
|Ωn(π)|
)
· max
[−2,2]
|f − fM |,(7.11)
∫ 2
−2
max
[−2,2]
|f − fM | dµq,ηq,(7.12) ∣∣∣∣ ∑
π∈Π∗cus(l,n)
Ωn(π) fM(λq(π))−
∫ 2
−2
fM dµq,ηq
∣∣∣∣.(7.13)
We remark that by the non-negativity of Ωn(π), the absolute value in (7.11) can be deleted.
Then by the estimate |fˆ(n)| ≪k n−k∆−k which follows from (iv) by integration by parts,
and by max[−2,2] |Xn| ≪ n+ 1, we have
max
[−2,2]
|f − fM | 6
∑
n>M
|fˆ(n)| max
[−2,2]
|Xn| ≪k
∑
n>M
n−k∆−kn≪M2−k∆−k
with k > 3. From (7.3) applied with n = 0, noting µq,ηq(X0) = 1, we have the estimate
|∑π∈Π∗cus(l,n)Ωn(π) − 1| ≪ǫ,l,η,S,J (logN(n))−1 + N(n)− inf(c,1)+ǫ. Hence the sum of (7.11)
and (7.12) is majorized by
∆−kM2−k (1 + (log N(n))−1 +N(n)− inf(c,1)+ǫ)≪ ∆−kM2−k
with the implied constant independent of ∆, M , q and n. By (7.3) and by |fˆ(n)| ≪ 1,
the term (7.13) is majorazed by
M∑
n=0
|fˆ(n)|
∣∣∣∣∣∣
∑
π∈Π∗cus(l,n)
Ωn(π)Xn(λq(π))− µq,ηq(Xn)
∣∣∣∣∣∣
≪ǫ,l,η,S,J
M∑
n=0
(
n + 1
(log N(n))3
+
N(qn)−1/2+ǫ
log N(n)
+ N(qn)2+c+ǫN(n)− inf(c,1)+ǫ
)
≪ǫ M
2
(logN(n))3
+
1
log N(n)
+ N(q)c
′M N(n)− inf(c,1)+ǫ,
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where c′ = 2 + c+ ǫ. Putting all relevant estimations together, we obtain
µq,ηq(I)≪k,ǫ,l,η,S,J ∆+∆−kM2−k +
1
logN(n)
+
M2
(logN(n))3
+N(q)c
′MN(n)− inf(c,1)+ǫ
with the implied constant independent of I, ∆,M , q and n. By settingM =
[
inf(c,1)
2c′
log N(n)
logN(q)
]
,
this yields the estimate
µq,ηq(I)≪k,ǫ,l,η,S,J ∆+∆−k(logN(q))k−2(logN(n))2−k + (logN(n))−1 +N(n)−c2/2+ǫ.
Let ǫ > 0 and we let ∆ vary so that it satisfies ∆−k(logN(n))2−k ≍k (log N(n))−1+ǫ, or
equivalently
∆ ≍k (log N(n))−1+(3−ǫ)/k.
By taking k = [3/ǫ] + 1, we have (log N(n))−1+ǫ/2 ≪ǫ ∆≪ǫ (log N(n))−1+ǫ. Hence,
µq,ηq(I)≪ǫ,l,η,S,J (logN(n))−1+ǫ + (logN(n))−1+ǫ(log N(q))k−2 + (logN(n))−1 +N(n)− inf(c,1)/2+ǫ
≪ǫ N(q)ǫ (log N(n))−1+ǫ.
This completes the proof. 
Lemma 40. Given ǫ > 0, there exists a positive number Nǫ,l,η,S,q,J such that for any ideal
n ∈ JqaS with N(n) > Nǫ,l,η,S,q,J, the inequality
#{λq(π)| π ∈ Π∗cus(l, n), Ωn(π) 6= 0 } > N(q)−ǫ(logN(n))1−ǫ
holds.
Proof. [4, Lemma 5.3]. 
7.1. Let Γ = Aut(C/Q). We let the group Γ act on the set of even weights by the rule
σl = (lσ−1◦v)v∈Σ∞ for l = (lv)v∈Σ∞ and σ ∈ Γ, regarding Σ∞ = Hom(F,C). Let Q(l) be
the fixed field of StabΓ(l), which is a finite extension of Q. From [8] (see [10] also), the
Satake parameter Av(π) belongs to GL(2, Q¯) for any v ∈ Σfin−S(n) and the set Πcus(l, n)
has a natural action of the Galois group Gal(Q¯/Q(l)) in such a way that (σπ)v ∼= πσ−1◦v
for all v ∈ Σ∞ and
q1/2v Av(
σπ) = σ(q1/2v Av(π)) for all v ∈ Σfin − S(n).(7.14)
The field of rationality of π ∈ Πcus(l, n), to be denoted by Q(π), is defined as the fixed
field of the group
{σ ∈ Gal(Q¯/Q(l))| σπ = π }.
From (7.14), by the strong multiplicity one theorem for GL(2), we have
Q(π) = Q(l)(q1/2v λv(π)| v ∈ Σfin − S(n)).
Proposition 41. Suppose l is a parallel weight, i.e., there exists k ∈ 2N such that lv = k
for all v ∈ Σ∞. Let S be a finite subset of Σfin − S(fη) and J = {Jv}v∈S a family of
closed subintervals of (−2, 2). Given a sufficiently small ǫ > 0 and a prime ideal q prime
to S ∪ S(fη), there exists a positive integer Nǫ,l,η,S,q,J such that for any n ∈ JqaS with
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N(n) > Nǫ,l,η,S,q,J, there exists π ∈ Π∗cus(l, n) such that ωn(π) 6= 0, λv(π) ∈ Jv for all
v ∈ S, and
[Q(π) : Q] >
√√√√max
{
(1− ǫ) log logN(n)
log(16
√
N(q))
− 2ǫ, 0
}
.
Proof. By choosing C∞-functions {χv} as above, we construct the weight function Ωn(π).
We follow the proof of [4, Proposition 7.3]. Let d(n,Ω) denote the maximal degree of
algebraic numbers λq(π) (π ∈ Π∗cus(l, n), Ωn(π) 6= 0). Then,
d(n,Ω) 6 max{ [Q(π) : Q] | π ∈ Π∗cus(l, n), Ωn(π) 6= 0 }
6 max{ [Q(π) : Q] | π ∈ Π∗cus(l, n), ωn(π) 6= 0, λv(π) ∈ Jv (∀v ∈ S) }.
Let E(M, d) denote the set of algebraic integers which, together with its conjugates,
have the absolute values at most M and the absolute degrees at most d. From the par-
allel weight assumption, the Heck eigenvalues N(q)1/2λq(π) are known to be algebraic
integers ([8, Proposition 2.2]). Since σ(N(q)1/2λq(π)) = N(q)
1/2λq(
σπ) from (7.14), by
the Ramanujan bound, we have N(q)1/2λq(π) ∈ E(2N(q)1/2, d(n,Ω)). Then the cardi-
nality of the set {N(q)1/2λq(π)| π ∈ Π∗cus(l, n), Ωn,η(π) 6= 0 } is bounded from above by
#E(2N(q)1/2, d(n,Ω)) which in turn is no greater than (16N(q)1/2)d(n,Ω)2 by [4, Lemma
6.2]. Combining this with the lower bound provided by Lemma 40, we have
N(q)−ǫ(logN(n))1−ǫ 6 (16N(q)1/2)d(n,Ω)
2
.
By taking logarithm, we are done. 
Remark : The parallel weight assumption can be removed if the integrality of the Hecke
eigenvalues q
1/2
v λv(π) for all v ∈ Σfin − S(fπ) is known in a broader generality.
7.2. The proof of Theorem 3. Theorem 1 means the numbers
ωn(π) =
Cl
4D
3/2
F Lfin(1, η)ν(n)
1
N(n)
L(1/2, π)L(1/2, π ⊗ η)
LSpi(1, π; Ad)
, π ∈ Π∗cus(l, n), n ∈ I+S∪S(q),η
satisfy our first assumption (7.1). The second assumption (7.2) follows from [2]. Thus
Theorem 3 is a corollary of Proposition 41 with this particular {ωn(π)}.
7.3. The proof of Theorem 4. For anyM > 1, let I−S∪S(q),η[M ] be the set of n ∈ I−S∪S(q),η
such that
∑
v∈S(n)
log qv
qv
6M . Theorem 1 means
ωn(π) =
Cl
4D
3/2
F Lfin(1, η) ν(n) log
√
N(n)
1
N(n)
L(1/2, π)L′(1/2, π ⊗ η)
LSpi(1, π; Ad)
, π ∈ Π∗cus(l, n), n ∈ I−S∪S(q),η[M ]
satisfy our first assumption (7.1). By our non-negativity assumption (1.8), the second
assumption (7.2) is also available. Thus Theorem 4 follows from Proposition 41.
Remark : In the parallel weight two case (i.e., lv = 2 for all v ∈ Σ∞) with totally
imaginary condition on η, the assumption (1.8) follows from [16, Theorem 6.1] due to the
non-negativity of the Neron-Tate height pairing. Similar results may be expected in the
parallel higher weight case ([14]).
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8. Computations of local terms
Let α = ⊗v∈Sαv be a decomposable element of AS. We examine the term Wηhyp(l, n|α)
appearing in the formula (3.7), which is given in Lemma 15. Recall that the function
Ψ
(0)
l (n|α, g) in adele points g = {gv} is a product of functions Ψv(gv) on local groups
GL(2, Fv) such that Ψv(gv) = Ψ
(0)
v (lv; gv) for v ∈ Σ∞, Ψv(gv) = Ψˆ(0)v (αv; gv) for v ∈ S,
and Ψv(gv) = Φ
(0)
n,v(gv) for v ∈ Σfin − S (see [7, §5]). From Lemma 15, by exchanging the
order of integrals, we have the first equality of the formula
W
η
hyp(l, n|α) =
∑
b∈F−{0,−1}
∫
A×
Ψˆ
(0)
l (n|α, δb [ t 00 1 ]
[
1 xη
0 1
]
)η(tx∗η) log |t|Ad×t(8.1)
=
∑
b∈F−{0,−1}
∑
w∈ΣF
{
∏
v∈ΣF−{w}
Jv(b)}Ww(b),
where
Jv(b) =
∫
F×v
Ψv(δb [
tv 0
0 1 ]
[
1 xη,v
0 1
]
)ηv(tvx
∗
η,v)d
×tv,
Ww(b) =
∫
F×w
Ψw(δb [
tw 0
0 1 ]
[
1 xη,w
0 1
]
)ηw(twx
∗
η,w) log |tw|wd×tw
for b ∈ Fv−{0,−1}. The second equality of (8.1) is justified by
∑
b
∑
w{
∏
v 6=w |Jv(b)|}|Ww(b)| <
∞, which results from the analysis to be made in 8.4. The integrals Jv(b) are studied
and their explicit evaluations are obtained in [7, §10]. In what follows, we examine the
integral Ww(b) separating cases w ∈ S, w ∈ Σfin − S and w ∈ Σ∞.
8.1. Let v ∈ S. Then the integral Wv(b) depends on the test function αv ∈ Av and the
character ηv of F
×
v ; we write W
ηv
v (b;αv) in place of Wv(b) in this subsection. We have
W ηvv (b, αv) =
1
2πi
∫
Lv(c)
{
∫
F×v
Ψ(0)v (sv; δb [
t 0
0 1 ])ηv(t) log |t|vd×t}αv(sv)dµv(sv).
Lemma 42. Let v ∈ S. Let α(m)v (sv) = qmsv/2v + q−msv/2v with m ∈ N0. Then, for any
b ∈ Fv − {0,−1},
W ηvv (b;α
(m)
v ) = I˜
+
v (m; b) + ηv(̟v){(log qv)I+v (m; ̟−1v (b+ 1))− I˜+v (m;̟−1v (b+ 1))}
with I+v (m;−) defined in [7, Lemma 10.2] and
I˜+v (m; b) = vol(o
×
v )(log qv) 2
δ(m=0)
(
−q−m/2v δ˜ηvm (b)
+
m−1∑
l=sup(0,1−ordv(b))
{(m− l − 1)q1−m/2v − (m− l + 1)q−m/2v }δ˜ηvl (b)
)
,
where we set
δ˜ηvn (b) = δ(|b|v < qnv ) ηv(̟nv )ηv(b)(−n− ordv(b))
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for n ∈ N and
δ˜ηv0 (b) = δ(|b|v < 1)
{
−2−1 ordv(b)(ordv(b) + 1), (ηv(̟v) = 1),
4−1(ηv(b)− 1) + 2−1 ordv(b)ηv(b), (ηv(̟v) = −1).
When m = 0,
W ηvv (b;α
(0)
v ) = −2vol(o×v )(log qv)(δ˜ηv0 (b) + ηv(̟v)δηv0 (̟−1v (b+ 1))− ηv(̟v)δ˜ηv0 (̟−1v (b+ 1))
with δηv0 defined in [7, Lemma 10.2].
Proof. This is proved in a similar way to [7, Lemma 10.2]. We decompose the integral into
the sumWv(b;α
(m)
v ) = I˜+v (m; b)+I˜
−
v (m; b), where I˜
+
v (m; b) =
∫
t∈F×v ,|t|61
Φˆvm(δb [ t 00 1 ])ηv(t) log |t|vd×t
with Φˆvm(gv) the integral computed in [7, Lemma 10.1]. We consider the case m > 0. By
[7, Lemma 10.1],
I˜+v (m; b) =
∫
|t|61,sup(1,|t|−1v |b|v)=qmv
(−q−m/2v )ηv(t) log |t|vd×t
+
m−1∑
l=0
∫
|t|61,sup(1,|t|−1v |b|v)=qlv
{(m− l − 1)q1−m/2v − (m− l + 1)q−m/2v }ηv(t) log |t|vd×t.
We have the following three equalities:
• If l = 0 and ηv(̟v) = 1,∫
|t|61,sup(1,|t|−1v |b|v)=qlv
ηv(t) log |t|vd×t = δ(|b|v < 1)vol(o×v ) log qv
− ordv(b)(ordv(b) + 1)
2
.
• If l = 0 and ηv(̟v) = −1,∫
|t|61,sup(1,|t|−1v |b|v)=qlv
ηv(t) log |t|vd×t = δ(|b|v < 1)vol(o×v ) log qv(
ηv(b)− 1
4
+
ordv(b)ηv(b)
2
).
• If l > 0,∫
|t|61,sup(1,|t|−1v |b|v)=qlv
ηv(t) log |t|vd×t = δ(|b| < qlv)
∫
|t|v=q
−l
v |b|v
ηv(t) log |t|vd×t
= −δ(|b|v 6 qlv)vol(o×v )(log qv)ηv(̟lvb)(l + ordv(b)).
Furthermore, I˜−v (m; b) is transformed into
I˜−v (m; b) =
∫
|t|v>1
Φˆvm(δb [ t 00 1 ])ηv(t) log |t|vd×t
=
∫
|y|v<1
Φˆvm(δb
[
̟−1v y
−1 0
0 1
]
)ηv(̟
−1
v y
−1) log |̟−1v y−1|vd×t
=ηv(̟
−1
v )
∫
|y|v61
Φˆvm(δb
[
̟−1v y
−1 0
0 1
]
)ηv(y)(log qv − log |y|v)d×y
=ηv(̟v){(log qv)I+v (m;̟−1v (b+ 1))− I˜+v (m;̟−1v (b+ 1))}.
From the results above, we have the lemma for m > 0. The case m = 0 is similar. 
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Lemma 43. For m ∈ N,
|W ηvv (b;α(m)v )| ≪ (log qv)δ(|b|v 6 qm−1v )q1−m/2v m(2m+ordv(b(b+1)))2, b ∈ F×v −{−1}.
When m = 0,
|W ηvv (b;α(0)v )| ≪ (log qv)δ(|b|v 6 1)(ordv(b(b+ 1)) + 1)2, b ∈ F×v − {−1}.
Here the implied constants independent of v, m and b. Moreover, for n ∈ N0,
|W ηvv (b;αpnv )| ≪ (log qv)qvδ(|b|v 6 qnv ){ordv(b(b+ 1)) + 2n+ 1)}2, b ∈ F×v − {−1}
with the implied constant independent of v, n and b.
Proof. Noting (5.1), by the first and second estimates in the lemma, the last estimate is
given in the same way as in the proof of Proposition 31. We only prove the first estimate.
Suppose m > 1. By [7, Lemma 10.2], I+v (m,̟
−1
v (b+ 1)) is estimated as
|I+v (m,̟−1v (b+ 1))| ≪ δ(|b|v 6 qm−1v )(m+ 1)2q1−m/2v .
Next we examine I˜+v (m; b). From the definition of δ˜
ηv
m (in Lemma 42), we have |δ˜ηv0 (b)| 6
δ(|b|v < 1)2−1(ordv(b) + 1)2. By using this,
m−1∑
l=sup(0,1−ordv(b))
(m− l − 1)q1−m/2v |δ˜ηvl (b)|
6δ(m > 1, |b|v 6 qm−2v )q1−m/2v {
m−1∑
l=1
(m− l − 1)|δ˜ηvl (b)| + (m− 1)|δ˜ηv0 (b)|}
6δ(m > 1, |b|v 6 qm−2v )q1−m/2v {
m−1∑
l=1
(m− l − 1)(l + ordv(b)) + (m− 1)|δ˜ηv0 (b)|}
=δ(m > 1, |b|v 6 qm−2v )q1−m/2v (m− 1){6−1(m− 2)m+ 2−1(m− 2) ordv(b) + |δ˜ηv0 (b)|}
≪δ(m > 2, |b|v 6 qm−2v )q1−m/2v m(m2 +m ordv(b) + (ordv(b) + 1)2)
≪δ(m > 2, |b|v 6 qm−2v )q1−m/2v m(m+ ordv(b))2
Similarly,
m−1∑
l=sup(0,1−ordv(b))
(m− l + 1)q−m/2v |δ˜ηvl (b)| ≪ δ(m > 1, |b|v 6 qm−2v )q−m/2v m(m+ ordv(b) + 1)2.
Hence, we obtain
|I˜+v (m; b)| ≪ (log qv)δ(|b|v 6 qm−1v )q1−m/2v m(m+ ordv(b))2, m ∈ N, b ∈ F×v − {−1}.
Furthermore,
|I˜+v (m;̟−1v (b+ 1))|
≪(log qv)δ(|b+ 1|v 6 qm−1v )q1−m/2v m(m+ ordv(b+ 1))2, m ∈ N, b ∈ F×v − {−1}.
As a consequence, we have the lemma. 
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8.2. Let v ∈ Σfin−S. There are three cases to be considered: v ∈ Σfin−S(nfη), v ∈ S(n)
and v ∈ S(fη).
Lemma 44. Let v ∈ Σfin − (S ∪ S(nfη)). For b ∈ F×v − {−1}, we have
W ηvv (b) =
∫
F×v
Φ
(0)
v,0(δb[
t 0
0 1 ])ηv(t) log |t|v d×t = vol(o×v )(log qv)Λ˜ηvv (b),
where
Λ˜ηvv (b) = δ(|b|v 6 1)


δ˜ηv0 (b), (|b|v < 1),
−δ˜ηv0 (b+ 1), (|b+ 1|v < 1),
0, (|b|v = |b+ 1|v = 1).
In particular, |W ηvv (b)| ≪ (log qv)δ(|b(b+ 1)|v < 1)(ordv(b(b+ 1)) + 1)2, b ∈ F×v − {−1}.
Proof. It follows immediately from the following computation:∫
F×v
Φ
(0)
v,0(δb[
t 0
0 1 ])ηv(t) log |t|v d×t =
∫
|b|v6|t|v<1
ηv(t) log |t|vd×t+
∫
|b+1|−1v >|t|v>1
ηv(t) log |t|vd×t
=vol(o×v ) (log qv) {δ˜ηv0 (b)− δ˜ηv0 (b+ 1)}.

Lemma 45. Let v ∈ S(n). If ηv(̟v) = 1, we have
W ηvv (b) =
∫
F×v
Φ(0)v,n(δb[
t 0
0 1 ])ηv(t) log |t|v d×t
=vol(o×v )(− log qv)δ(b ∈ nov) 2−1(ordv(b) + ordv(n))(ordv(b)− ordv(n) + 1).
If ηv(̟v) = −1, then
W ηvv (b)
=vol(o×v )(− log qv)δ(b ∈ nov)[2−1{ordv(n)ηv(̟ordv(n)v ) + ordv(b)ηv(b)}+ 4−1{ηv(b)− ηv(̟ordv(n)v )}].
In particular,
|W ηvv (b)| 6 δ(b ∈ nov)(log qv)(ordv(b) + ordv(n) + 1)2, b ∈ F×v − {−1}.
Proof. It follows immediately from the following computation:∫
F×v
Φ(0)v,n(δb[
t 0
0 1 ])ηv(t) log |t|v d×t =
∫
|b|v6|t|v<1
δ(t ∈ nov)ηv(t) log |t|vd×t
=δ(b ∈ nov)
ordv(b)∑
n=ordv(n)
∫
o×v
ηv(̟
n
vu) log |̟nvu|vd×u = δ(b ∈ nov)vol(o×v )(− log qv)
ordv(b)∑
n=ordv(n)
ηv(̟
n
v )n.

Lemma 46. Let v ∈ S(fη) and put f = f(ηv) ∈ N. For b ∈ F×v − {−1},
W ηvv (b) =δ(b ∈ p−fv )ηv(−1)(1− q−1v )−1q−f−dv/2v (log qv)× [−f+
ηv(b(b+ 1)){δ(b ∈ pv)(−f − ordv(b)) + δ(b ∈ o×v )(−f + ordv(b+ 1)) + δ(b /∈ ov)(−f)qordv(b)v }].
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In particular,
|W ηvv (b)| 6 6(log qv)q−fv δ(|b|v 6 qfv ){f + δ(|b|v 6 1) ordv(b(b+ 1))}, b ∈ F×v − {−1}.
Proof. We have the expression W ηvv (b) = δ(b ∈ p−fv )(W ηvv,1(b) +W ηvv,2(b)) with
W ηvv,1(b) =
∫
−t∈̟fvUv(f)
|t|v||b+1|v61
ηv(t̟
−f
v ) log |t|vd×t = ηv(−1)(−f log qv)q−f−dv/2v (1− q−1v )−1
and
W ηvv,2(b) =
∫
−t∈F×v −̟
f
vUv(f)
|1+t̟−fv |v|b+t̟
−f
v (b+1)|v6|t|v
ηv(t̟
−f
v ) log |t|vd×t.
The integration domain of W ηvv,2(b) is a disjoint union of the sets Dl(b) (l ∈ Z) defined in
[7, 10.2]. By [7, Lemmas 10.6, 10.7 and 10.8],
W ηvv,2(b) =
∑
l∈Z
(−l log qv)
∫
Dl(b)
ηv(t̟
−f
v )d
×t
=δ(|b|v < 1 = |b+ 1|v){(−f + ordv(b+ 1)− ordv(b)) log qv}ηv
( −b
b+ 1
)
(1− q−1v )−1q−f−dv/2v
+ δ(|b|v = |b+ 1v| > 1)(−f log qv)ηv
( −b
b+ 1
)
(1− q−1v )−1q−f+ordv(b)−dv/2v
+ δ(|b+ 1|v < 1 = |b|v){(−f + ordv(b+ 1)− ordv(b)) log qv}ηv
( −b
b+ 1
)
(1− q−1v )−1q−f−dv/2v
=ηv
( −b
b+ 1
)
(1− q−1v )−1q−f−dv/2v (log qv){δ(|b|v < 1 = |b+ 1|v)(−f − ordv(b))
+ δ(|b|v = |b+ 1|v > 1)(−f)qordv(b)v + δ(|b+ 1|v < 1 = |b|v)(−f + ordv(b+ 1))}
=ηv
( −b
b+ 1
)
(1− q−1v )−1q−f−dv/2v (log qv){δ(b ∈ pv)(−f − ordv(b))
+ δ(b ∈ o×v )(−f + ordv(b+ 1)) + δ(b /∈ ov)(−f)qordv(b)v }.
This completes the proof. 
8.3. Let v ∈ Σ∞ and fix an identification Fv ∼= R. In this paragraph, we abbreviate lv to
l omitting the subscript v. Let ε : R× → {±1} be a character; thus ε is the sign character
or the trivial one. From the proof of [7, Lemma 10.12], we have
W εv (b) =
∫
R×
(
1 + it√
t2 + 1
)l
{1 + i(bt−1 + t(b+ 1))}−l/2ε(t) log |t|vd×t
=
∫
R×
(1− it)−l/2(1 + b+ t−1bi)−l/2ε(t) log |t|vd×t
=W+(b) + ε(−1)W+(b),
where we set
W+(b) = i
l/2(1 + b)−l/2
∫ ∞
0
(t + i)−l/2
(
t +
bi
b+ 1
)−l/2
tl/2−1 log t dt.
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Here is an explicit formula of W+(b).
Lemma 47. Suppose l > 4. Then, for b ∈ R× − {−1}, we have
W+(b) = −πi J+(l; b)−A(b)− i B(b),
where
A(b) =
l/2−1∑
k=0
(
l/2+k−1
k
)(
l/2−1
k
) {
bk
2
(log | b
b+1
|)2 − θ(b)2
2
bk − 9π2
8
(−1)k+l/2(b+ 1)k
}
+
l/2−1∑
k=0
(
l/2+k−1
k
) l/2−k−1∑
j=1
(
l/2−1
k+j
) (−1)j
j
(
j−1∑
m=1
1
m
{bk + (−1)k+l/2(b+ 1)k} − bk log | b
b+1
|
)
,
B(b) =
l/2−1∑
k=0
(
l/2+k−1
k
)(
l/2−1
k
)
bk log | b
b+1
| θ(b)
−
l/2−1∑
k=0
(
l/2+k−1
k
) l/2−k−1∑
j=1
(
l/2−1
k+j
) (−1)j
j
{3π
2
(−1)k+l/2(b+ 1)k + bkθ(b)},
θ(b) = π/2 if b(b+ 1) < 0, θ(b) = 3π/2 if b(b+ 1) > 0 and J+(l; b) is the function defined
in [7, Lemma 10.13].
Proof. For b ∈ R×−{−1}, put g(z) = il/2(1+ b)−l/2(z+ i)−l/2 (z + bi
b+1
)−l/2
zl/2−1(log z)2,
where log z = log |z| + i arg(z) with arg(z) ∈ [0, 2π). Then, g(z) is holomorphic on
C − (R>0 ∪ {−i, −bib+1}). We note −bib+1 ∈ iR − {0,−i}. By Cauchy’s integral theorem, we
have
2πi{Resz=−i+Resz=−bi
b+1
}g(z) =
∫ R
ǫ
g(t)dt+
∮
|z|=R
g(z)dz −
∫ R
ǫ
g(te2πi)−
∮
|z|=ǫ
g(z)dz.
with R sufficiently large and ǫ > 0 sufficiently small. By limR→∞
∮
|z|=R
g(z)dz = 0,
limǫ→+0
∮
|z|=ǫ
g(z)dz = 0 and (log t+ 2πi)2 = (log t)2 + 4πi log t− 4π2, we also have
2πi{Resz=−i+Resz=−bi
b+1
}g(z) = −4πiW+(b) + 4π2J+(l; b).
Hence, we obtain
W+(b) = −1
2
{Resz=−i+Resz=−bi
b+1
}g(z)− πi J+(l; b).
Furthermore, a direct computation gives us
Resz=−i g(z) =
l/2−1∑
k=0
(
l/2+k−1
k
)
(−1)k+l/2(b+ 1)k
×
{(
l/2−1
k
)
−9π2
4
+ 2
l/2−k−1∑
j=1
(
l/2−1
k+j
) (−1)j
j
( j−1∑
m=1
1
m
− 3π
2
i
)}
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and
Resz= ib
b+1
g(z) =
l/2−1∑
k=0
(
l/2+k−1
k
)
bk ×
{(
l/2−1
k
) (
log | b
b+1
|+ θ(b)i)2
+ 2
l/2−k−1∑
j=1
(
l/2−1
k+j
) (−1)j
j
( j−1∑
m=1
1
m
− log | b
b+1
| − θ(b)i
)}
.
This completes the proof. 
Lemma 48. Suppose l > 4. For any ǫ > 0, we have
|b(b+ 1)|ǫ |W ǫv (b)| ≪ǫ,l (1 + |b|)−l/2+2ǫ, b ∈ R− {0,−1}.
Proof. From Lemmas 29 and 47, for any ǫ > 0, |b(b+1)|ǫW+(b) is locally bounded around
the points b = 0,−1. For b away from the set {0,−1}, we have
|W+(b)| 6 |2b(b+ 1)|−l/4
∫ ∞
0
tl/4(t2 + 1)−l/4| log t|dt
t
by t2(b + 1)2 + b2 > 2|t||b(b + 1)|. Since l > 4, the last integral is convergent; hence the
above inequality gives us |b(b+ 1)|ǫ|W+(b)| ≪ǫ,l (1 + |b|)−l/2+2ǫ for large |b|. 
8.4. The proof of Proposition 33. We start from the formula (8.1) taking α to be αa
defined by (1.5). If we set
W(T ) =
∑
b∈F−{0,−1}
∑
w∈T
{
∏
v∈ΣF−{w}
Jv(b)}Ww(b)(8.2)
for any subset T ⊂ ΣF , then (8.1) can be written in the form
W
η
hyp(l, n|αa) = W(Σ∞) +W(S(a)) +W(S(n)) +W(S(fη)) +W(Σfin − S(nafη)).
We shall estimate each term in the right-hand side of this equality explicating the depen-
dence on n and a =
∏
v∈S(a) p
nv
v . Set c = (l/2 − 1)/dF . For convenience, we collect here
all the estimates used below (other than these, we also need Lemma 48). Let w1 ∈ S(a),
w2 ∈ S(n), w3 ∈ S(fη), w4 ∈ Σfin − S(afη), and w5 ∈ Σ∞. Let ǫ > 0 be a small number.
Then,
|Jw1(b)| ≪ δ(b ∈ a−1ow1) qw1{1 + Λw1(b)}, |Jw2(b)| 6 δ(b ∈ now2),(8.3)
|Jw3(b)| ≪ δ(b ∈ f−1η ow3), |Jw4(b)| 6 δ(b ∈ ow4) Λw4(b),(8.4)
|b(b+ 1)|ǫw5|Jw5(b)| ≪ǫ,lw5 (1 + |b|w5)−lw5/2+2ǫ(8.5)
(note the difference of ≪ and 6 ), and
|Ww1(b)| ≪ (log qw1) qw1 δ(b ∈ a−1ow1){2nw1 + ordw1(b(b+ 1)) + 1}2,(8.6)
|Ww2(b)| ≪ (log qw2) δ(b ∈ now2) {ordw2(b) + ordw2(n) + 1}2,(8.7)
|Ww3(b)| ≪ (log qw3) δ(b ∈ f−1η ow3) {2f(ηw3) + ordw3(b(b+ 1)) + 1},(8.8)
|Ww4(b)| ≪ (log qw4) δ(|b(b+ 1)|w4 < 1) Λw4(b)2(8.9)
for b ∈ F×, where all the constants implied by the Vinogradov symbol are independent
of the ideals n, a and the places wi (1 6 i 6 5). Indeed, the second estimate in (8.3)
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and the both estimates of (8.4) follow from [7, Lemmas 10.5, 10.4 and Corollary 10.11]
immediately. The estimate (8.5) is from Lemma 29. The first estimate in (8.3) is obtained
in the proof of Proposition 31. The estimate (8.6) follows from Lemma 43, (8.7) is from
Lemma 45, (8.8) is from Lemma 46, and (8.9) is from Lemma 44.
In the remaining part of this section, all the constants implied by Vinogradov symbol
are independent of n and a (but may depend on l, η and a given small number ǫ > 0).
Lemma 49. We have
|W(Σ∞)| ≪ǫ,l,η N(a)c+2+ǫN(n)−c+ǫ.
Proof. Similarly to the proof of Proposition 31, by Lemma 48, we have |W(Σ∞)| ≪ǫ,l,η
C#S(a)N(a)
∑
I⊂S(a) I
η
0(l, n, fη
∏
v∈I p
nv
v ). Then, the desired estimate is given by Proposi-
tion 30. 
Lemma 50. We have
|W(S(a))| ≪ǫ,l,η N(a)c+2+ǫN(n)−c+ǫ.
Proof. By the estimates recalled above, the range of b in the summation (8.2) with T =
S(a) can be restricted to na−1f−1η −{0,−1}. If b ∈ na−1f−1η , then b(b+1)a2f2η is an ideal of o.
From this, noting that η is unramified over S(a), we have the equality ordw(b(b+1)a
2f2η) =
2nw + ordw(b(b+ 1)) for any w ∈ S(a); by taking summation over w ∈ S(a),∑
w∈S(a)
{2nw + ordw(b(b+ 1)) + 1} log qw 6 log N
(
b(b + 1)a2f2η
)
+ logN(a)≪ǫ,η |N(b(b+ 1))|ǫ/2N(a)ǫ.
Using this, from (8.6), (8.3), and (8.4), we obtain
W(S(a))≪
∑
b∈nf−1η a−1−{0,−1}
∑
w1∈S(a)
{
∏
v∈ΣF−{w1}
|Jv(b)|} (log qw1) qw1 {ordw1(b(b+ 1)) + 2nw1 + 1}2
≪ǫ,η C#S(a)N(a)1+2ǫ
∑
b∈nf−1η a−1
|N(b(b+ 1))|ǫ
∏
v∈Σ∞
|Jv(b)|
∏
v∈Σfin−S(afη)
Λv(b)
∏
v∈S(a)
{1 + Λv(b)}
6C#S(a)N(a)2ǫ+1
∑
I⊂S(a)
Iηǫ (l, n, fη
∏
v∈I
pnvv ),
where C is the implied constant in the first estimate of (8.3) and (8.6). Noting C#S(a) ≪ǫ
N(a)ǫ, we obtain the assertion by Proposition 30. 
Lemma 51. We have
|W(S(n))| ≪ǫ,l,η N(a)c+2+ǫN(n)−c+ǫ.
Proof. From the estimations recalled above,
|W(S(n))|
≪ǫ,ηC#S(a)N(a)
∑
b∈nf−1η a−1−{0,−1}
∏
v∈Σ∞
|Jv(b)|
∏
v∈Σfin−S(anfη)
Λv(b)
∏
v∈S(a)
{1 + Λv(b)}
∑
w2∈S(n)
|Ww2(b)|,
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where C is the implied constant in the first estimate of (8.3). By (8.7),
∑
w2∈S(n)
|W ηww (b)| ≪
∑
w2∈S(n)
(log qw2)(ordw2(n) + ordw2(b) + 1)
2
≪
∑
w2∈S(n)
ordw2(n)
2(log qw2) +
∑
w2∈S(n)
(log qw2)Λw2(b)
2 ≪ǫ N(n)ǫ
∏
v∈S(n)
Λv(b)
2
for b ∈ nf−1η a−1. From this, we obtain
|W(S(n))| ≪ǫ,ηC#S(a)N(a)N(n)ǫ
∑
b∈nf−1η a−1−{0,−1}
∏
v∈Σ∞
|Jv(b)|
∏
v∈Σfin−S(afη)
Λv(b)
2
∏
v∈S(a)
{1 + Λv(b)}
=C#S(a)N(a)N(n)ǫ
∑
I⊂S(a)
I
η
0(l, n, fη
∏
v∈I
pnvv ).
Then, the desired estimate is given by Proposition 30. 
Lemma 52. We have
W(S(fη))≪ǫ,l,η N(a)c+2+ǫN(n)−c+ǫ.
Proof. By the same argument as in the proof of Lemma 50, we have∑
w∈S(fη)
{2f(ηw) + ordw(b(b+ 1)) + 1} log qw 6 log N
(
b(b+ 1)a2f2η
)
+ logN(fη)
≪ǫ,η |N(b(b+ 1))|ǫN(a)2ǫ
for b ∈ na−1f−1η . From the estimations recalled as above, we obtain
W(S(fη)) 6
∑
b∈nf−1η a−1
∑
w3∈S(fη)
{
∏
v∈ΣF−{w3}
|Jv(b)|} (log qw3){2f(ηw3) + ordw3(b(b+ 1)) + 1}
≪ǫ,l,η C#S(a)N(a)
∑
b∈nf−1η a−1
|N(b(b+ 1))|ǫN(a)2ǫ
∏
v∈Σ∞
|Jv(b)|
∏
v∈Σfin−S(afη)
Λv(b)
∏
v∈S(a)
{1 + Λv(b)}
≪ǫ,l,ηC#S(a)N(a)1+2ǫ
∑
I⊂S(a)
Iηǫ (l, n, fη
∏
v∈I
pnvv ).
Then, the desired estimate is given by Proposition 30. 
Lemma 53. We have
W(Σfin − S(anfη))≪ǫ,l,η N(a)c+2+ǫN(n)−c+ǫ.
Proof. In the summation on the left hand side of (8.2) with T = Σfin−S(anfη), the range
of (b, w) is restricted to b ∈ nf−1η a−1 and w ∈ S(b(b+ 1)o∩ o)∩ T , due to the estimations
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recalled above. Thus,
W(Σfin − S(anfη))
=
∑
b∈nf−1η a−1−{0,−1}
∑
w∈S(b(b+1)o∩o)−S(anfη)
{
∏
v∈ΣF−{w4}
|Jv(b)|} |Ww4(b)|
≪ǫ,η C#S(a)N(a)
∑
b∈nf−1η a−1−{0,−1}
∏
v∈Σ∞
|Jv(b)|
∏
v∈S(a)
{1 + Λv(b)}
×
∑
w4∈S(b(b+1)o∩o)−S(anfη )
{
∏
v∈Σfin−S(afη)
v 6=w4
Λv(b)} (log qw4)Λw4(b)2
≪ǫ,η C#S(a)N(a)
∑
b∈nf−1η a−1−{0,−1}
∏
v∈Σ∞
|Jv(b)|
∏
v∈S(a)
{1 + Λv(b)}
× {
∑
w4∈S(b(b+1)o∩o)−S(anfη )
log qw4}
∏
v∈Σfin−S(afη)
Λv(b)
2
≪ǫ,η C#S(a)N(a)
∑
b∈nf−1η a−1−{0,−1}
∏
v∈Σ∞
|Jv(b)|
∏
v∈S(a)
{1 + Λv(b)}
×
∏
v∈Σfin−S(afη)
Λv(b)
2 × N(a)2ǫ|N(b(b+ 1))|ǫ
=C#S(a)N(a)1+2ǫ
∑
I⊂S(a)
Iηǫ (l, n, fη
∏
v∈I
pnvv ).
Here we note∑
w4∈S(b(b+1)o∩o)−S(anfη )
log qw4 ≪ǫ,η N(a)2ǫ|N(b(b+ 1))|ǫ, b ∈ nf−1η a−1 − {0,−1}.
Indeed, if b ∈ nf−1η a−1, we have b(b + 1)f2ηa2 ⊂ o and S(b(b + 1)o ∩ o) − S(anfη) ⊂
S(b(b+ 1)f2ηa
2). Hence,∑
w4∈S(b(b+1)o∩o)−S(anfη )
log qw4 6
∑
w4∈S(b(b+1)f2ηa
2)
log qw4 6 logN(b(b+ 1)f
2
ηa
2)
≪ǫ |N(b(b+ 1))N(fη)2N(a)2|ǫ, b ∈ nf−1η a− {0,−1}.
Therefore, the assertion follows from Proposition 30 and from C#S(a) ≪ǫ N(a)ǫ. 
As a consequence, Proposition 33 follows from Lemmas 49, 50, 51, 52 and 53.
8.5. Unipotent terms. We compute the local terms for W˜ηu(l, n|α) at a place v ∈ S.
For αv ∈ Av, set
Uηvv (αv) =
1
2πi
∫ σ+i∞
σ−i∞
1
(1− ηv(̟v)q−(s+1)/2v )(1− q(s+1)/2v )
α(s) dµv(s),(8.10)
U˜ηvv (αv) =
1
2πi
∫ σ+i∞
σ−i∞
ηv(̟v) log qv
(1− ηv(̟v)q−(s+1)/2v )2(1− q−(s+1)/2v ) qs+1v
α(s) dµv(s)(8.11)
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with dµv(s) = 2
−1 log qv (q
(1+s)/2
v − q(1−s)/2v )ds and σ > 0. The integral Uηvv is already
computed in [7, Proposition 11.1]. In the same way, we have the following lemma easily.
Lemma 54. For any m ∈ N0, we have
U˜ηvv (α
(m)
v ) = −δ(m > 0) q−m/2v (log qv)
{{
qv−1
2
m(−1)m − 3qv+1
4
(−1)m + 1−qv
4
}
, (ηv(̟v) = −1),{
(m−1)(m−2)
2
qv − m(m+1)2
}
, (ηv(̟v) = +1).
9. Appendix: an estimation of a certain lattice sum
Let d > 1 be an integer. We fix l = (lj)16j6d ∈ Rd such that ld > . . . > l1 > 4, and
consider a positive function f(x) on Rd defined by
f(x) =
d∏
j=1
(1 + |xj |)−lj/2, x = (xj)16j6d ∈ Rd.
Given a Z-lattice Λ ⊂ Rd (of full rank), we define
θ(Λ) =
∑
b∈Λ−{0}
f(b).
Viewing this as a function in Λ, we need to compare its asymptotic size with a certain
power of D(Λ), the Euclidean volume of a fundamental domain of Rd/Λ. To state the
main result of this section, we need another quantity r(Λ) given by
r(Λ) =
1
2
min
b∈Λ−{0}
‖b‖.
Theorem 55. Let F be a totally real number field of degree d. Let Λ0 and Λ be fractional
ideals such that Λ ⊂ Λ0; we regard them as a Z-lattice in Rd by the embedding F →
RHom(F,R) = Rd. Then,
θ(Λ)≪ {1 + r(Λ0)}dld/2D(Λ0)−1D(Λ)(1−l1/2)/d
with the implied constant independent of Λ and Λ0.
The proof is given at the last part of the next subsection after several lemmas.
9.1. The proof of Theorem 55. Let dµ(ω) denote the Euclidean measure on the sphere
Sd−1 = {x = (xj)16j6d ∈ Rd |
∑d
j=1 x
2
j = 1}.
Lemma 56. For any λ = (λj) ∈ Cd such that Re(λj) < 1, we have
I(λ) =
∫
Sd−1
d∏
j=1
|ωj|−λj dµ(ω) = 2Γ
(
d∑
j=1
1−λj
2
)−1 d∏
j=1
Γ
(
1−λj
2
)
.
Proof. The formula is obtained by computing the integral∫
Rd
exp(−ǫ‖x‖2)
d∏
j=1
|xj |−λj dx(9.1)
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in two different ways, where ǫ > 0 and Re(λj) < 1 for the absolute convergence of the
integral. By expressing (9.1) as an iterating integral, we compute it as
d∏
j=1
∫
R
e−ǫx
2
j |xj |−λjdxj =
d∏
j=1
ǫ(λj−1)/2Γ
(
1−λj
2
)
= ǫ(
∑d
j=1 λj−d)/2
d∏
j=1
Γ
(
1−λj
2
)
on one hand. On the other hand, by the polar decomposition, (9.1) becomes∫ ∞
0
∫
Sd−1
e−ǫρ
2
d∏
j=1
|ρωj|−λj ρd−1 dρ dµ(ω)
=
(∫
Sd−1
d∏
j=1
|ωj|−λj dµ(ω)
) (∫ ∞
0
e−ǫρ
2
ρ−
∑d
j=1 λj+d−1 dρ
)
= I(λ) 2−1ǫ(
∑d
j=1 λj−d)/2 Γ
(
d∑
j=1
1−λj
2
)
.

Lemma 57. For t = (tj)16j6d ∈ [1,∞)d, set
ϕ(t1, . . . , td) =
∫
Sd−1
f(t1ω1, . . . , tdωd) dµ(ω).
For t > 1, let t denote the diagonal element (tj) defined by tj = t (1 6 j 6 d). Then,
ϕ(t) = O(t1−d−l1/2), t ∈ [1,∞).
Proof. For λ = (λj) ∈ Cd such that 0 < Re(λj) < 1, we compute the multiple Mellin-
transform
ϕ˜(λ) =
∫ ∞
0
· · ·
∫ ∞
0
ϕ(t1, . . . , td)
d∏
j=1
tλj
dtj
tj
.
By Lemma 56, we compute this in the following manner.
ϕ˜(λ) =
∫
Sd−1
{
d∏
j=1
∫ ∞
0
(1 + tj |ωj|)−lj/2tλj−1j dtj} dµ(ω)
=
∫
Sd−1
{
d∏
j=1
|ωj|−λj
∫ ∞
0
(1 + tj)
−lj/2t
λj−1
j dtj} dµ(ω)
=
(∫
Sd−1
d∏
j=1
|ωj|−λj dµ(ω)
) (
d∏
j=1
∫ ∞
0
(1 + tj)
−lj/2t
λj−1
j dtj
)
= I(λ) {
d∏
j=1
Γ(lj/2)
−1 Γ(lj/2− λj) Γ(λj)}
= 2Γ
(
d∑
j=1
1−λj
2
)−1
{
d∏
j=1
Γ(lj/2)
−1 Γ((1− λj)/2) Γ(lj/2− λj) Γ(λj)}.
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By Stirling’s formula, this is bounded by a constant multiple of P (Imλ) exp(−π∑dj=1 |Im(λj)|)
with some polynomial P (x1, . . . , xd) which can be taken uniformly with Re(λ) varied com-
pactly. Thus, by a successive application of the Mellin inversion formula, we obtain
ϕ(t) =
(
1
2πi
)d ∫
(σ1)
. . .
∫
(σd)
2 {
d∏
j=1
Γ
(
1−λj
2
)
Γ
(
lj
2
− λj
)
Γ(λj)
Γ(lj/2)
} t
−
∑d
j=1 λj
Γ
(∑d
j=1
1−λj
2
) d∏
j=1
dλj,
where the contour (σj) = {Re(λ) = σj} should be contained in the band 0 < Re(λj) < 1.
We shift the contours (σj) in some order far to the right. The residues arise when the
moving contour (σj) passes the points in (1+2Z>0)∪ (lj/2+Z>0). Among those residues,
the one with the smallest possible power of t−1 comes from the pole at λ1 = l1/2, λj =
1 (2 6 j 6 d) if l2 > l1, which we assume for simplicity in the rest of the proof of this
lemma. (When l2 = l1, there are several terms giving the same power in t
−1.) The residue
term is O(t−(d−1+l2/2)), by which the contribution from the remaining terms are majorized.
This completes the proof. 
Lemma 58. (1)
f(x+ y) > f(x) f(y), x, y ∈ Rd(9.2)
(2)
vol(Sd−1) (1 + ρ)−dld/2 6
∫
Sd−1
f(ρ ω) dµ(ω)≪ (1 + ρ)1−d−l1/2, ρ > 0,
with the implied constant depending on l and d.
Proof. (1) is immediate from the inequality 1 + |xj + yj| 6 (1 + |xj |)(1 + |yj|). As
for (2), we first note the inequality 0 6 |ωj| 6 1 for ω ∈ Sd−1. Using this, we have∏d
j=1(1 + |ρωj|) 6 (1 + ρ)d. By this,
f(ρω) >
{ d∏
j=1
(1 + |ρωj|)
}−ld/2
> (1 + ρ)−dld/2.
Taking integral in ω, we have the estimation from below as desired. The upper bound is
provided by Lemma 57. 
We compare θ(Λ) with the integral of f(x) on the ball BΛ = {x ∈ Rd| ‖x‖ 6 r(Λ) }.
For convenience, we set I(D) =
∫
D
f(x) dx for any Borel set D in Rd.
Lemma 59. Let Λ0 and Λ be Z-lattices such that Λ ⊂ Λ0. Then, we have the inequality
θ(Λ) 6 I(BΛ0)
−1 I(Rd − BΛ)
Proof. The inequality (9.2) gives us
I(BΛ) θ(Λ) 6
∑
b∈Λ−{0}
∫
BΛ
f(b+ x) dx.
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Since Λ ⊂ Λ0, we have BΛ0 ⊂ BΛ, from which I(BΛ0) 6 I(BΛ) is obtained by the non-
negativity of f(x). Since (BΛ + BΛ) ∩ Λ = {0}, the translated sets BΛ + b (b ∈ Λ − {0})
are mutually disjoint. From this remark,∑
b∈Λ−{0}
∫
BΛ
f(b+ x) dx 6
∫
Rd−BΛ
f(x) dx = I(Rd − BΛ).
Putting altogether, we are done. 
Lemma 60. Let Λ be a Z-lattice.
I(BΛ) > vol(S
d−1) (1 + r(Λ))−dld/2 r(Λ)d/d,
I(Rd − BΛ)≪ r(Λ)1−l1/2
with the implied constant independent of Λ.
Proof. By Lemma 58 (2),
I(BΛ) =
∫ r(Λ)
0
∫
Sd−1
f(ρω) dω ρd−1 dρ
> vol(Sd−1)
∫ r(Λ)
0
(1 + ρ)−dld/2 ρd−1 dρ
> vol(Sd−1)(1 + r(Λ))−dld/2
∫ r(Λ)
0
ρd−1 dρ = vol(Sd−1)(1 + r(Λ))−dld/2 r(Λ)d/d.
In a similar way,
I(Rd − BΛ) =
∫ ∞
r(Λ)
∫
Sd−1
f(ρω) dω ρd−1 dρ
≪
∫ ∞
r(Λ)
(1 + ρ)1−d−l1/2 ρd−1 dρ 6
∫ ∞
r(Λ)
ρ−l1/2 dρ = (l1/2− 1)−1r(Λ)1−l1/2.

Lemma 61. Let F be a totally real number field of degree d. There exist constants Cd
and C ′d such that Cd r(Λ)
d 6 D(Λ) 6 C ′d r(Λ)
d for any fractional ideal Λ.
Proof. The first inequality follows from Minkowski’s convex body theorem. The second
inequality is proved as follows. For any b ∈ Λ−{0}, there exists an ideal a ⊂ o such that
(b) = aΛ; hence |N(b)| = N(Λ)N(a) > N(Λ). Thus, by the arithmetic-geometric mean
inequality,
D(Λ)1/d = N(Λ)1/d 6 {
d∏
j=1
|bj |2}1/(2d) 6
{ d∑
j=1
|bj |2/d
}1/2
= d−1/2‖b‖
Hence, D(Λ)1/d 6 2d−1/2r(Λ). This shows D(Λ) 6 C ′dr(Λ)
d with C ′d = (2d
−1/2)d. 
Theorem 55 follows from Lemmas 59, 60 and 61 immediately.
45
Acknowledgements
The first author was supported by Grant-in-Aid for JSPS Fellows (25·668). The second
author was supported by Grant-in-Aid for Scientific Research (C) 22540033.
References
[1] Gross, B.H., Zagier, D.B., Heegner points and derivatives of L-series, Inventiones Math. 84 (1986),
225–320.
[2] Jacquet, H., Nan Chen, Positivity of quadratic base change L-functions, Bull. Soc. Math. France 129
(2001), no. 1, 33–90. MR MR1871978 (2003b:11048)
[3] Magnus, W., Oberhettinger, F., Soni, R., Formulas and Theorems for the Special Functions of Math-
ematical Physics, in Einzeldarstellungen mit besonderer Beru¨cksichtingung der Anwendungsgebiete
Band 52, Springer-Verlag, NewYork, 1966.
[4] Royer, E., Facteurs Q-simples de J0(N) de grande dimension et de grand rang, Bull. Soc. Math.
France 128 (2000), no. 2, 219–248.
[5] Sugiyama, S., Regularized periods of automorphic forms on GL(2), Tohoku Math. J. 65, no.3 (2013),
373–409.
[6] Sugiyama, S., Asymptotic behaviors of means of central values of automorphic L-functions for GL(2),
(2012 preprint). http://arxiv.org/abs/1312.2732
[7] Sugiyama, S., Tsuzuki, M., Relative trace formulas and subconvexity estimates of L-functions for
Hilbert modular forms, (preprint 2013). http://arxiv.org/abs/1305.2261
[8] Shimura, G., The special values of the zeta functions associated with Hilbert modular forms, Duke
Math. J. 45 (1978), no.3, 637–679.
[9] M. Tsuzuki, Spectral means of central values of automorphic L-functions for GL(2), to appear in
Memoirs of Amer. Math. Soc.
available on http://pweb.cc.sophia.ac.jp/tsuzuki/publication/MaassformGL(2).pdf
[10] Raghuram, A., Tanabe, N., Notes of the arithmetic of Hilbert modular forms, J. Ramanujan Math.
Soc. 26, No. 3 (2011) 261–319.
[11] Serre, J. P., Re´partition asymptotique des valeurs propres de l’operateur de Hecke Tp, J. Amer. Math.
Soc. 10 (1997), no. 1, 75–102.
[12] Waldspurger, J.L., Sur les valeurs de certaines fonctions L automorphes en leur centre de symmetrie,
Compositio Math. 54 (1985), 173–242.
[13] Yuan, X., Zhang, S.W., Zhang, W., The Gross-Zagier Formula on Shimura Curves, Annals of Math-
ematics Studies, 184, Princeton University Press, Princeton, NJ, 2013.
[14] Zhang, S.W., Heights of Heegner cycles and derivatives of L-series, Invent. Math. 130 (1997), 99–
152.
[15] Zhang, S.W., Gross-Zagier formula for GL(2), Asian J. Math. 5 (2001), 183–290.
[16] Zhang, S.W., Gross-Zagier formula for GL(2) II, in Heegner points and Rankin L-series, Math. Sci.
Res. Inst. Publ. 49 (cambridge University Press, Cambridge, 2004), 191–214.
Shingo SUGIYAMA
Department of Mathematics, Graduate School of Science, Osaka University, Toyonaka,
Osaka 560-0043, Japan
E-mail : s-sugiyama@cr.math.sci.osaka-u.ac.jp
Masao TSUZUKI
Department of Science and Technology, Sophia University, Kioi-cho 7-1 Chiyoda-ku Tokyo,
102-8554, Japan
E-mail : m-tsuduk@sophia.ac.jp
46
