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On Semi-Classical Questions Related to Signal
Analysis
B. Helffer∗and T.M. Laleg-Kirati †
Abstract: This study explores the reconstruction of a signal using spectral quan-
tities associated with some self-adjoint realization of an h-dependent Schrödinger
operator −h2 d
2
dx2
− y(x), h > 0, when the parameter h tends to 0. Theoretical re-
sults in semi-classical analysis are proved. Some numerical results are also presented.
We first consider as a toy model the sech 2 function. Then we study a real signal given
by arterial blood pressure measurements. This approach seems to be very promising
in signal analysis. Indeed it provides new spectral quantities that can give relevant
information on some signals as it is the case for arterial blood pressure signal.
Keywords: Semi-classical analysis, Schrödinger operator, signal analysis, arterial
blood pressure
1 Introduction
Let y be a positive real valued function on a bounded open interval Ω =]a, b[ rep-
resenting the signal to be analyzed. Following the idea in [9], [10], in this study we
interpret the signal y as a multiplication operator, φ→ y ·φ, on some function space.
The spectrum of a regularized version of this operator, i.e. the Dirichlet realization
in Ω or the periodic realization of
Hh,y = −h2 d
2
dx2
− y, (1)
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for a small h, is then used for the analysis of y (see [9], [10]). We will denote by HDh,y
and Hperh,y these realizations and by H
⋆
h,y one of these two realizations.
We are interested in analyzing the potential y on a compact K ⊂ Ω using the
negative eigenvalues λhn, n = 1, · · · , Nh and some associated orthonormal basis of
real eigenfunctions ψhn, n ∈ N of the Schrödinger operator H∗h,y. For this purpose,
we choose λ < 0 such that λ is a noncritical value of −y, λ < inf (−y(a),−y(b))) and
−y is strictly less than λ on K. Then, we show that y(x) can be reconstructed in K
using the following expression
yh(x, λ) = −λ + 4h
∑
λhn<λ
(λ− λhn) 12 ψhn(x)2 , x ∈ K. (2)
This expression is different from the one considered in [10] which is given by:
yh(x, 0) = 4h
∑
λhn<0
(−λhn) 12 ψhn(x)2 , x ∈ R , (3)
that is corresponding to a problem which is defined, at least at the theoretical level,
on the whole line, under the assumption that y tends sufficiently rapidly to 0 at ∞.
Indeed, in [10], the whole potential is recovered, using all the negative eigenvalues
and the associated eigenfunctions of the selfadjoint realization of Hh,y on the line, on
the basis of a scattering formula due to Deift-Trubowitz [1]. This formula involves
a remainder whose smallness as h → 0 is unproved. In addition the numerical
computations are actually done for a spectral problem in a bounded interval, hence
it seems more natural to look directly at such a problem. Another advantage of our
new approach is that we can consider in the same way, with yh(x, λ) = yh, 1
2
(x, λ),
yh,γ(x, λ) = −λ +
( h
Lclγ
∑
λhn<λ
(λ− λhn)γ ψhn(x)2
) 2
2γ+1 , x ∈ K. (4)
for γ ∈ [0,+∞[ and Lclγ is a suitable universal semi-classical constant and discuss the
speed of convergence as h→ 0 of yh,γ(x, λ) in function of γ.
At the theoretical level, we can either choose the Dirichlet or the periodic realization.
Agmon’s estimates ([2, 5]) show indeed that
yDh (x, λ)− yperh (x, λ) = O(h∞) , (5)
and actually is exponentially small as h → 0. Nevertheless, at the numerical level,
the periodic problem seems to give better results in term of accuracy and convergence
speed.
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In addition, if we are interested in the analysis of the signal in a specific interval,
the introduction of a suitable λ depending on this interval enables us to have a good
estimate of this part of the signal with a smaller number of negative eigenvalues. This
can have interesting applications in signal analysis where sometimes the interest is
focused on the analysis of a small part of the signal. Let us also mention that
the interest of our approach is not really in the reconstruction of the signal that
we already have in fact but in computing some new spectral quantities that provide
relevant information on the signal. These quantities could be the negative eigenvalues
or some Riesz means of these eigenvalues. The main application in this study is in
the arterial blood pressure (ABP) waveform analysis (the signal is then the pressure).
We refer to [10], [11], [12] where for instance it is shown for λ = 0 how these quantities
permit to discriminate between different pathological or physiological situations and
also to provide some information on cardiovascular parameters of great interest.
As described in [10], the parameter h plays an important role in this approach.
Indeed, as h becomes smaller, the approximation of y(x) by yh(x, 0) improves. We
have the same remark in this study and we will prove the pointwise convergence
of yh(x, λ) (or more generally yh,γ(x, λ) ) to y(x) when h → 0. This explains our
terminology “semi-classical”. Note finally that in the applications the choice of h is
not necessarily very small. Hence the theoretical analysis given in this article has
only for object to give some information for the choice of an optimal h and possibly
some λ.
2 Main results
Let us now present our main result which will be later obtained as a particular case
of a more general theorem.
Theorem 2.1.
Let y be a real valued C∞ function on a bounded open set Ω. Then, for any pair
(K, λ) such that K is compact and
λ < inf(−y(a),−y(b)) ,
y(K) ⊂]− λ,+∞[ ,
−λ is not a critical value of y ,
(6)
and, uniformly for x ∈ K, we have
y(x) = −λ + lim
h→0
4h
∑
λhn<λ
(λ− λhn) 12 ψhn(x)2 , (7)
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where λhn and ψhn denote the eigenvalues and some associated L
2-normalized real
eigenfunctions of H∗h,y in Ω. Here we recall that H
∗
h,y denotes either H
D
h,y or H
per
h,y .
Remark 2.2.
We do not impose in the statement of Theorem 2.1 the positivity of y and the neg-
ativity of λ. If we want to recognize the signal y on a given compact K, then any
choice of λ such that (6) is satisfied is possible. There are at this stage two con-
trary observations. To choose λ as small as possible will give the advantage that we
need less eigenvalues and eigenfunctions to compute, but this is only true in the limit
h→ 0 and this imposes to compute more eigenvalues! For a given h, take a larger λ
seems numerically better. An explanation could come from another asymptotic anal-
ysis which will not be done here. Hence our theorem gives just some light on what
should be done numerically and one has to be careful with their interpretation.
We will obtain the proof by using a suitable extension of Karadzhov’s theorem on
the spectral function. One can suspect that the convergence could be better due to
the fact that λ is not critical, but it should not affect so much the computation if
y(K) + λ is sufficiently large.
So the basic idea is that
h
∑
n
χ(λ− λhn) Ψhn(x)2 = (2π)−1
∫
χ(λ+ y(x)− ξ2) dξ +O(h) ,
uniformly with respect to x in a compact and that we can have a complete expansion
in h if suppχ ⊂⊂]0,+∞[. In what follows we omit the subscript y in Hh,y. The main
point here (in the case of the line) is, following [3], that χ(λ−Hh) can be considered
as an h-pseudodifferential operator whose h-symbol admits an expansion
q(x, ξ, h) ∼
∑
j≥0
hjqj(x, ξ) (8)
where the qj(x, ξ) have compact support,
q0(x, ξ) = χ(λ+ y(x)− ξ2) (9)
and
q1(x, ξ) = 0 . (10)
This means that, for u ∈ C∞0 (R), we can write
(χ(λ−Hh) u) (x) = (2πh)−1
∫
e
i
h
(x−y)·ξq(
x+ y
2
, ξ, h)u(y)dydξ . (11)
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We are then considering the restriction to the diagonal of the distribution kernel Kh
of χ(λ−Hh)
Kh(x, y) := (2πh)
−1
∫
e
i
h
(x−y)·ξq(
x+ y
2
, ξ, h)dξ , (12)
which at (x, x) becomes
Kh(x, x) := (2πh)
−1
∫
q(x, ξ, h)dξ , (13)
and admits the expansion in powers of h
Kh(x, x) ∼ (2πh)−1
∑
j≥0
hj
∫
qj(x, ξ)dξ . (14)
Moreover, when integrating over x, we get the trace of χ(λ−Hh)
Tr χ(λ−Hh) = (2πh)−1
∫
q(x, ξ, h)dxdξ . (15)
We also note for future use (see (2.3) in [4])
q2(x, ξ) =
1
4
χ′′(λ+ y(x)− ξ2)y′′(x) + 1
12
χ′′′(λ+ y(x)− ξ2)(2y′′(x)ξ2 − y′(x)2) . (16)
The hope is that when χ is replaced by λγ+, with γ > 0, we keep a remainder in
O(h1+γ) in the right hand side. This reads
h
∑
n
(λ− λhn)γ+ Ψhn(x)2 = (2π)−1
∫
(λ− ξ2 + y(x))γ+dξ +O(h1+γ) . (17)
This suggests the change of variable ξ = η(λ+ y(x))
1
2
+ and leads to
h
∑
n
(λ− λhn)γ+ Ψhn(x)2 = (λ+ y(x))γ+
1
2
+ (2π)
−1cγ +O(h1+γ) . (18)
with
cγ :=
∫
(1− η2)γ+dη . (19)
The hope is that the remainder will be uniform for x in a compact K such that
y(K) ⊂]− λ,+∞[.
This theorem is proven in [8] (with some details given in [7]) for γ = 0, see in the
next section. For our application, we need to have at least the case γ =
1
2
but we
will also suggest in our conclusion that considering γ larger could be better.
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3 Former results
We recall one of the basic results of Karadzhov [7]. We come back to the more
standard notation by writing V = −y.
Theorem 3.1.
Let Ah = −h2 d
2
dx2
+V , with a C∞ potential V on the line with V tending to +∞. Let
eh be the spectral function associated to Ah such that eh(λ, x, y) =
∑
λj≤λ
ψhj(x)ψhj(y).
Then, for any compact K such that K ⊂ V −1(]−∞, λ[), we have, for x ∈ K
eh(λ, x, x) = π
−1 (λ− V (x)) 12h−1 +O(1), h→ 0, (20)
uniformly in K.
The next theorem was established by Helffer-Robert [4] in connection with the anal-
ysis of the Lieb-Thirring conjecture. This will not be enough because we will need
a point-wise estimate and this is an integrated version, but this indicates in which
direction we want to go.
Theorem 3.2.
Let V ∈ C∞(R), with
−∞ < inf V < lim inf
|x|→+∞
V .
Let λ ∈] inf V, lim inf |x|→+∞ V [ and suppose that λ is not a critical value for V . We
denote by :
Sγ(h, λ) =
∑
λhn≤λ
(λ− λhn)γ , γ ≥ 0 (21)
the Riesz means of the eigenvalues λhn less than λ of Ah. Then for 0 ≤ γ ≤ 1, we
have:
Sγ(h, λ) =
1
h
(
Lclγ
∫ +∞
−∞
(λ− V (x))γ+
1
2
+ dx+O(h1+γ)
)
(22)
where | · |+ is the positive part and Lclγ , known as the classical Weyl constant, is given
by
Lclγ =
Γ(γ + 1)
2
√
πΓ(γ + 3
2
)
. (23)
Note that Lclγ = cγ(2π)
−1 and we recall that Γ(
3
2
) =
√
π
2
. Hence in particular Lcl0 =
1
π
and Lcl1
2
=
1
4
.
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4 Proof of the main theorem
4.1 Pointwise asymptotics for the Riesz means
The statement of the main theorem will correspond to the case γ =
1
2
of the following
Theorem 4.1.
Let H⋆h be the realization of Hh = −h2
d2
dx2
+ V , with a C∞ potential V = −y (We
can either consider HDh or H
per
h ). Let e
γ
h be defined by
e
γ
h(λ, x, y) =
∑
λhj≤λ
(λ− λhj)γψhj(x)ψhj(y) .
For any pair (K, λ) satisfying (6) , then we have, for x ∈ K,
e
γ
h(λ, x, x) = (2π)
−1(λ− V (x))γ+ 12 cγh−1 +O(hγ), h→ 0, (24)
uniformly in K.
We refer to the heuristics starting from (17) for understanding the main term in (24).
As in the proof by Helffer-Robert of Theorem 3.2 [4], we can distinguish two steps
corresponding to the contribution which is close to λ and to the contribution which
is "far" from λ. This will be done by a cut-off in energy.
4.2 Far from λ
We consider a function χ with suppχ ⊂⊂]−∞, 0[ and consider the expression
f
γ
h,χ(λ, x, x) :=
∑
j
χ(λhj − λ)|λ− λhj|γ ψhj(x)2 , (25)
and we prove that
Proposition 4.2.
If (λ,K) satisfies the condition
λ < inf(V (a), V (b)) , (26)
and if K is compact in ]a, b[ then, uniformly on K, we have
f
γ
h,χ(λ, x, x) ∼ (2π)−1h−1
(∑
ℓ≥0
α
γ
ℓ,χ(x)h
ℓ
)
. (27)
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where
α
γ
0,χ(x) =
∫
χ(λ− ξ2 − V (x))|λ− V (x)− ξ2|γ dξ . (28)
and the αγℓ,χ are C
∞ functions on ]a, b[.
4.3 Close to λ
We now consider
g
γ
h,χ(λ, x, x) :=
∑
λhj≤λ
(1− χ(λhj − λ))|λ− λhj |γ ψhj(x)2 . (29)
This quantity involves only the eigenvalues (and corresponding eigenfunctions) which
are close to λ. Of course, we have
e
γ
h(λ, x, x) = f
γ
h,χ(λ, x, x) + g
γ
h,χ(λ, x, x) , (30)
and for coming back to our main theorem we keep in mind that
e0h(λ, x, x) = eh(λ, x, x) . (31)
Assumption (26) together with Agmon estimates permits (in the two cases, Dirichlet
or periodic) to reduce to a global problem on R where V is replaced by a new
potential V˜ coinciding with V on K. Moreover, we can impose conditions on V˜
at ∞ permitting to use the global calculus of Helffer-Robert calculus (or the semi-
classical Weyl calculus) and to get the result.
The support of χ is now chosen so that χ = 1 on ]−∞,−ǫ] with ǫ > 0 small enough.
The second proposition is
Proposition 4.3.
For any pair (K, λ) satisfying (6) and for a sufficiently small ǫ > 0, we have uni-
formly for x ∈ K
g
γ
h,χ(λ, x, x) = (2π)
−1h−1
(
β
γ
0,χ(x) +O(h)
)
, (32)
where
β
γ
0,χ(x) =
∫
(1− χ(λ− ξ2 − V (x)))(λ− V (x)− ξ2)γ+ dξ . (33)
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Here the proof is a rather direct consequence of Karadzhov’s paper. We are indeed
analyzing
g
γ
h,χ(λ, x, x) =
∫
µ≤λ
(1− χ(λ− µ)) (λ− µ)γ deh(µ, x, x) .
Using an integration by parts, we obtain
g
γ
h,χ(λ, x, x) =
∫
µ≤λ
φ(λ− µ) eh(µ, x, x)dµ ,
with
φ(t) = ((1− χ(t))tγ+)′ .
We can then apply the estimate (24) we had for eh(µ, x, x) which is uniform for µ
close to λ and we obtain by integration over ] −∞, λ] (and the reverse integration
by parts) the result modulo O(h).
Theorem 4.4.
For any pair (K, λ) satisfying (6) and sufficiently small ǫ > 0, we have uniformly
for x ∈ K
g
γ
h,χ(λ, x, x) = (2π)
−1h−1
( ∑
0≤ℓ<γ+1
β
γ
ℓ,χ(x)h
ℓ +O(h1+γ)
)
, (34)
with
β
γ
0,χ(x) =
∫
(1− χ(λ− ξ2 − V (x)))(λ− V (x)− ξ2)γ+ dξ , (35)
and
e
γ
h(λ, x, x) = (2π)
−1h−1
( ∑
0≤ℓ<γ+1
α
γ
ℓ (x)h
ℓ +O(h1+γ)
)
. (36)
with
α
γ
0(x) =
∫
(λ− V (x)− ξ2)γ+ dξ . (37)
Here the βγℓ,χ and α
γ
ℓ are C
∞ functions in a neighborhood of K.
A direct proof should be given for having this remainder. One should follow Karadzhov’s
proof (in its easy part because we are far from V (x) = λ) and improve the Tauberian
theorem used in this paper, using the ideas of [4] (in a non integrated version). It
is also based on the approximation of (1 − χ)Hh exp(−itHhh ) by a Fourier Integral
Operator. We do not give the details here.
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More information on the coefficients
We get from [4] that αγ1(x) = 0 . Actually only the integrated version of this claim
is given (see (0.12) there and have in mind that the subprincipal symbol vanishes)
but coming back to the proof of [3] gives the statement . It is also proven by Helffer-
Robert [4] that αγ2 is not identically zero. The computation is easier for γ > 2. We
follow what was done in [4] (Equation 2.20), but we can no more integrate in the x
variable, so the simplification obtained in this paper by performing an integration
by parts in the x variable is not possible. We get, for γ > 2, (see (16))
α
γ
2(x) = Lγ(λ− V (x))γ−
3
2V ′′(x) + L′γ(λ− V (x))γ−
5
2V ′(x)2, (38)
where Lγ and L
′
γ are universal computable constants. So when increasing γ, we
suspect that we improve the semi-classical approach of y(x) when we increase γ from
0 to 1 and that we do not improve anymore for larger γ. Fig. 7 confirms this guess
for γ = 2. The asymptotic behavior of y(x) − yh,γ(x) is indeed given by h2δγ2 (x),
where δγ2 is a C
∞ function in a neighborhood of K directly computable from αγ2(x)
and V . In the case γ =
1
2
, we see on the contrary some oscillation.
5 Some numerical examples
To study the "concrete" validity of our formula, we have performed some numerical
tests using MATLAB software. We have chosen to use a pseudo-spectral Fourier
method instead of a finite differences method for the discretization of the prob-
lem. Indeed, Fourier method gives better results in term of accuracy and speed
convergence. However Fourier method requires periodic boundary conditions so the
numerical tests have been done on the periodic realization Hperh,y .
We consider a grid of M equidistant points xj , j = 1, · · · ,M such that
a = x1 < x2 < · · · < xM−1 < xM = b. (39)
We denote yj and ψj the values of y and ψ at the grid points xj , j = 1, · · · ,M
yj = y(xj), ψj = ψ(xj), j = 1, · · · ,M. (40)
Therefore, the discretization of Hperh,y leads to the following eigenvalue matrix problem(−h2D2 − diag (Y ))ψ = −λψ, (41)
where diag (Y ) is a diagonal matrix whose elements are yj, j = 1, · · · ,M and ψ =
[ψ1 ψ2, · · · ψM−1 ψM ]T . D2 is the second order differentiation matrix for a pseudo-
spectral Fourier method [10], [15]. Note that the analysis is only relevant if M is
10
large, and h can not be too small in comparison with the distance
b− a
M − 1 between
two consecutive points. We denote Nh the number of negative eigenvalues of Hh,y
and Nh,λ the number of negative eigenvalues less than λ.
Different values of the parameter h, λ and γ have been considered, sometimes outside
the probable domain of validity of the theoretical analysis. We concentrate our
analysis on two examples. We first look at the sech 2 function which is a regular
function and then we consider the case of arterial blood pressure signal. The latter
is given by measured data at the finger level provided by physicians and it is difficult
in this case to speak of regularity of the signal.
5.1 The sech 2 signal.
We first study as toy model the example of the sech 2 function defined on [0, 10] by
y(x) = sech 2(x− 5) . (42)
It is a well studied potential when considered on the whole line with explicitly known
negative spectrum for the associated Schrödinger operator for some specific values
of h.
We analyze the reconstruction of a part of the signal given by −y < λ1, with λ1 =
−0.8. For this purpose, we use Formula (3) and compare the reconstruction of y(x)
with this formula with its reconstruction with yh,γ(x, λ) for different values of h and
λ. Fig. 1 - fig. 4 illustrate the results for γ =
1
2
. We notice that for h = 0.01,
the reconstruction of this part of the signal is better with yh(x, 0). However, when
h = 0.001 the reconstruction is better with yh(x, λ).
Then, we analyze the error with different values of γ and h, λ being fixed. Fig. 5 -
fig. 7 illustrate the results for λ = −0.5. The optimal choice of γ for fixed h and λ
seems to be γ = 1. Note also that the error for γ = 2 is regular as it was explained
previously.
5.2 The arterial blood pressure (ABP) signal
We analyze in this section the results obtained when the signal y(x) is an ABP
signal. ABP plays an important role in the cardiovascular system and is used in
clinical practice for monitoring purposes. However the interpretation of ABP signals
is still restricted to the interpretation of the maximal and the minimal values called
respectively the systolic and diastolic pressures. No information on the instantaneous
variability of the pressure is considered. Recent studies have proposed to exploit the
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Fig. 3: Relative error for λ = 0 and λ = −0.5 for the sech 2 example
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Fig. 4: Relative error for λ = 0 and λ = −0.7 for the sech 2 example
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Fig. 6: Reconstruction of a part of the sech 2 signal (a) and relative error (b) for
different values of γ and h = 0.01
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Fig. 7: Reconstruction of a part of the sech 2 signal (a) and relative error (b) for
different values of γ and h = 0.001
ABP waveform in clinical practice by analyzing the signal with a semi-classical signal
analysis approach (see for example [10], [11]). The latter proposes to reconstruct the
signal with formula (3), corresponding to the case λ = 0 in order to extract some
spectral quantities that provide an interesting information on that signal. These
quantities are the eigenvalues and some Riesz means of these eigenvalues. These
quantities enable for example the discrimination between different pathological and
physiological situations [12] and also provide information on some cardiovascular
parameters of great interest as for example the stroke volume [11]. We are interested
in this study in the reconstruction of a small part of an ABP pressure beat illustrated
in fig. 8 with formula (4). We consider different values of h, λ and γ as it is described
in fig. 9 - fig. 22 where −y is represented. In fig. 9 - fig. 16 a zoom on the
reconstructed part of the signal is represented. Note that the signal in this case
is not a regular function but only known from data measurements for a sequence
xj = a + (j − 1) b− a
M − 1 (j = 1, . . . ,M) for some integer M . We recall that in our
application the x variable represents the time. The time between two consecutive
measurements is 10−3 seconds.
Fig. 9 and fig. 10 as well as fig. 17 and fig. 18 clearly show that, as h decreases,
the approximation improves. Fig. 11 and fig. 14 suggest that, for h fixed, as the
distance of λ to −y(K) increases, the estimate improves in K. Fig. 12, fig. 13, fig.
14, fig. 19 and fig. 20 illustrate the influence of γ. The differences between the errors
of reconstruction in the three cases are not significant. However, the error for γ = 2
15
is not regular as it was the case for the toy model. This can be explained by the
non regularity of our signal. Note also that these reconstruction formulae appear as
a regularization of the signal.
Fig. 15, fig. 16, fig. 21 and fig. 22 compare the case λ = 0 to the case λ = −70 for
the first example and to the case λ = −65 for the second example. The errors are of
the same order of magnitude. So it confirms our idea that we have not to take all the
eigenvalues to estimate the signal. Indeed, we have found in the two cases a smaller
λ such that the estimate in K is satisfactory with a smaller number of eigenvalues
and corresponding eigenfunctions to use.
Fig. 23 is a good illustration of many semi-classical properties. First we see that,
below the energy −60, there is a concentration of the eigenvalues near the critical
points of −y. Far above −60, the behavior is asymptotically given (for fixed h) by
the eigenvalues of the periodic realization of −h2 d
2
dx2
in ]a, b[ with a and b describing
the beginning and the end of an arterial blood pressure beat respectively.
6 Conclusion
In continuation of [9], [10], [11], we have explored the possibility of reconstructing
the signal y using spectral quantities associated with some self-adjoint realization
of an h-dependent Schrödinger operator (h > 0) −h2 d2
dx2
− y(x), the parameter h
tending to 0. Using on one hand theoretical results in semi-classical analysis and on
the other hand numerical computations, we can formulate the following remarks.
• As h (h > 0) decreases (semi-classical regime), the approximation of y by
yh,γ(x, λ) improves.
• Semi-classical analysis suggests also to take γ ≥ 1.
• However, the number of negative eigenvalues to be computed increases as h
becomes smaller. So the numerical computations become difficult if h is too
small.
• For a given interval K, a clever choice of λ makes possible to get a good
approximation of the signal in K in the semi-classical regime with a smaller
number of eigenvalues.
• Finally, the numerical computations suggest also (but we are outside the the-
oretical considerations of our paper) that one can consider a choice of h (not
16
necessarily small) and hope a good reconstruction of the signal by choosing
appropriate values of λ and γ. This should be the object of another work.
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Fig. 8: An example of an arterial blood pressure beat measured at the finger. The
part of the signal that we want to reconstruct is in red.
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Fig. 9: Reconstruction of a part of the ABP signal (a) and relative error (b) for
λ = −70, h = 0.1 and γ = 1
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Fig. 10: Reconstruction of a part of the ABP signal (a) and relative error (b) for
λ = −70, h = 0.01 and γ = 1
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Fig. 11: Reconstruction of a part of the ABP signal (a) and relative error (b) for
λ = −100, h = 0.1 and γ = 1
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Fig. 12: Reconstruction of a part of the ABP signal (a) and relative error (b) for
λ = −70, h = 0.1 and γ = 1
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Fig. 13: Reconstruction of a part of the ABP signal (a) and relative error (b) for
λ = −70, h = 0.01 and γ = 1
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Fig. 14: Reconstruction of a part of the ABP signal (a) and relative error (b) for
λ = −100, h = 0.1 and γ = 1
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Fig. 15: Reconstruction of a part of the ABP signal (a) and relative error (b) for
λ = 0 and −70, h = 0.1 and γ = 1
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Fig. 16: Reconstruction of a part of the ABP signal (a) and relative error (b) for
λ = 0 and −70, h = 0.01 and γ = 1
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Fig. 17: Reconstruction of a part of the ABP signal (a) and relative error (b) for
λ = −65, h = 0.1 and γ = 1
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Fig. 18: Reconstruction of a part of the ABP signal (a) and relative error (b) for
λ = −65, h = 0.01 and γ = 1
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Fig. 19: Reconstruction of a part of the ABP signal (a) and relative error (b) for
λ = −65, h = 0.1 and γ = 1
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Fig. 20: Reconstruction of a part of the ABP signal (a) and relative error (b) for
λ = −65, h = 0.01 and γ = 1
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Fig. 21: Reconstruction of a part of the ABP signal (a) and relative error (b) for
λ = 0 and −65, h = 0.1 and γ = 1
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Fig. 22: Reconstruction of a part of the ABP signal (a) and relative error (b) for
λ = 0 and −65, h = 0.01 and γ = 1
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Fig. 23: The negative eigenvalues of the Schrödinger operator with a potential given
by ABP signal
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