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Abstract— Enabling robots to understand instructions pro-
vided via spoken natural language would facilitate interaction
between robots and people in a variety of settings in homes and
workplaces. However, natural language instructions are often
missing information that would be obvious to a human based
on environmental context and common sense, and hence does
not need to be explicitly stated. In this paper, we introduce
Language-Model-based Commonsense Reasoning (LMCR), a
new method which enables a robot to listen to a natural
language instruction from a human, observe the environment
around it, and automatically fill in information missing from
the instruction using environmental context and a new com-
monsense reasoning approach. Our approach first converts an
instruction provided as unconstrained natural language into a
form that a robot can understand by parsing it into verb frames.
Our approach then fills in missing information in the instruction
by observing objects in its vicinity and leveraging commonsense
reasoning. To learn commonsense reasoning automatically, our
approach distills knowledge from large unstructured textual
corpora by training a language model. Our results show
the feasibility of a robot learning commonsense knowledge
automatically from web-based textual corpora, and the power
of learned commonsense reasoning models in enabling a robot
to autonomously perform tasks based on incomplete natural
language instructions.
I. INTRODUCTION
Natural language has the potential to provide a powerful
and intuitive interface for people to provide instructions to
robots in a variety of settings, from homes to workplaces.
However, natural language is inherently unstructured and
often reliant on environmental context, which makes it
challenging for robots to correctly and precisely interpret
natural language. Consider a scenario in a home setting
in which the robot is holding a bottle of water and there
are scissors, a plate, some bell peppers and a cup on a
table (see Fig. 1). A human gives an instruction, “pour me
some water”, to the robot. From the robot’s perspective this
instruction is incomplete. It contains missing information
that the robot must figure out, namely the object that the
water should be poured into. A robot that has the common
sense to automatically resolve such incompleteness in natural
language instructions, just as humans do intuitively, will
allow humans to interact with it more naturally and increase
its overall usefulness. To this end, we introduce Language-
Model-based Commonsense Reasoning (LMCR), a new ap-
proach which enables a robot to listen to a natural language
Pour me some water
To which?
To
1. Understand the language
2. Observe the environment
3. Infer with 
common sense
4. Conduct 
the action
Fig. 1 Natural language instructions are often incomplete.
An example of a natural language controlled robot employing
commonsense knowledge to interpret an instruction with missing
information. A person gives an instruction “pour me some water”
but the robot cannot carry out the action without knowing where to
pour. After scanning the environment, the robot uses commonsense
knowledge to determine the missing parameters and successfully
perform the action.
instruction from a human, observe the environment around it,
automatically resolve missing information in the instruction,
and then autonomously perform the specified task.
The premise of LMCR is that it automatically fills in miss-
ing information from on instruction based on the following
principle: people are more likely to omit information from an
instruction if it is obvious to the listener. If a human gives the
instruction “pour me some water”, there may be no need to
specify the object to pour the water into if, as in the example
above, there is only one object available into which water is
typically poured, namely, the cup. Inspired by this, we pro-
pose to use a neural network based language model, which
acts as a probability distribution over sequences of words.
At a high level, LMCR identifies missing information in the
instruction, uses the robot’s observations of its environment
to generate candidate instructions that fill in the missing
information (which represent potential resolutions of the
incompleteness), and then uses the language model to rank
the candidate instructions by their likelihoods. By assigning
higher probabilities to candidate instructions that correspond
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to more common tasks, the language model enables the
robot to automatically fill in missing information in natural
language instructions.
When a robot using LMCR receives an instruction pro-
vided as unstructured natural language, it must first deter-
mine what required information (if any) is missing in the
instruction. To do this, LMCR first parses a natural language
instruction (i.e., a sequence of words) into a verb frame,
which is a structured representation of the instruction. A verb
frame is a set containing (1) a predicate (i.e., a verb or verb
phrase) and (2) a set of semantic roles and their associated
content (i.e., the underlying relationships that words or
phrases have with the predicate) [1]. For example, LMCR
automatically parses the instruction “pour me some water”
to the verb frame (pour, Theme: water, Destination: ?),
where “pour” is the predicate, “water” and “?” are arguments
which are the expression that helps complete the meaning of
a predicate, and “Theme” and “Destination” are seman-
tic roles which specify the underlying relationship between
arguments and the predicate. The empty tag ? indicates
that the argument of Destination is missing. The core
of the process of parsing natural language instructions into
verb frames is semantic role labeling (SRL), which involves
predicting a label for every word in a sentence, and has been
widely studied in natural language processing [2], [3], [4],
[5], [6]. In LMCR, we use an off-the-shelf SRL model built
by He et al. [6] for parsing sentences to verb frames.
After identifying what information (if any) is missing from
an instruction, LMCR combines the robot’s observations
of the environment with a language model to fill in the
missing information. We assume the robot has a computer
vision system (e.g., using data from an RGB-D sensor with
appropriate computer vision software) that enables it to
detect relevant objects in its environment. Using the premise
that missing information is likely omitted because it is
obvious, LMCR fills in missing arguments in the parsed
verb frame with objects detected in the environment. This
yields several complete, candidate verb frames (where the
number of candidates depends on the number of objects in
the robot’s environment). From each of these candidate verb
frames, we generate a complete candidate natural language
instruction. We then employ the trained language model
to assign a probability to each candidate natural language
instruction. Our language model makes use of a Recurrent
Neural Network (RNN) [7], which we trained on large
textual corpora of detailed task instructions. In this work
we primarily focus on home assistance tasks. As such, we
use the YouCook2 [8] and Now You’re Cooking (NYC) [9]
datasets as training corpora. After the language model has
assigned a probability to each candidate natural language
instruction, LMCR chooses the candidate with the highest
probability as the complete description of the desired task.
With all information in the verb frame now known, the robot
can then execute a motion planner to accomplish the task in
the completely-specified verb frame.
Prior work at the intersection of robotics and natural
language processing has extensively explored the grounding
of objects in natural language (e.g., identifying which object
in the physical world is being referred to in natural language)
[10], [11], [12], [13], [14], [15], [16], [17]. Our objective is
not to ground objects that are stated in a sentence, but rather
to intuit objects the speaker implied but did not explicitly
state, essentially grounding unstated concepts in natural
language instructions. A related problem studied widely in
psycholinguistics is thematic fit and selectional preference
modeling [18], [19], [20], [21], [22], [23], [24], [25], which
aims at determining how likely a noun can be filled into a role
of a predicate. One popular approach is to learn a “prototype
embedding” for each predicate and role pair, which can be
computed by averaging the word embeddings [26], [27] of
several typical role fillers. By contrast, our approach builds
a model on the entire sentence, not a specific role, a concept
not considered in previous literature. This make it easy to
extend our model to a broader range of predicates and roles
since we do not have to compute a separate representation
for each of them.
We provide an overview of the components of a robot
using LMCR in Fig. 2. A robot using LMCR is equipped
with “ears” and “eyes”. The robot listens to the human
instruction via a microphone and converts the human speech
into a sequence of words using an automatic Speech Recog-
nition module. The robot also observes the environment and
identifies objects in the robot’s vicinity (e.g., via an RGB-D
camera and using computer vision detectors to find objects in
the input camera images). The instruction and list of objects
are fed to LMCR, which includes 2 modules. The first is
the Predicate-Argument Parsing module, which parses the
instruction to a verb frame using standard natural language
processing tools. The verb frame, together with the list of
sensed objects in the robot’s vicinity, is sent to LMCR’s
second module, the Language Model Reasoning module,
which forms the bulk of our contribution. This module
fills the missing information in a verb frame with detected
objects to create complete candidate verb frames, ranks
the candidates with a neural network language model, and
returns the candidate with the highest probability. LMCR’s
output is a complete verb frame with no missing information,
which is passed to the Motion Planning module. The Motion
Planning module begins by localizing in 3D space (relative
to the robot) the relevant objects corresponding to arguments
in the complete verb frame (e.g., the cup corresponding to
the destination of the water in the example in Fig. 1). In our
implementation of the Motion Planning module, we created
a task-specific motion planner for each verb (e.g., pour) that
the robot should be capable of executing. The motion planner
computes feasible motions that avoid obstacles and move the
end-effector to task-specific milestones that are defined with
respect to the real-world 3D positions of the relevant objects
from the complete verb frame. We use the motion planning
toolkit MoveIt! [28] to compute a motion plan for the robot
that reaches each milestone to accomplish the task.
To evaluate LMCR quantitatively, we collected a human-
annotated dataset focused specifically on commonsense rea-
soning for instructions relevant to robots performing home
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Pour me some water (pour, Theme: water,
Destination: ?)
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Fig. 2 The components of a robot with LMCR. A robot with LMCR is equipped with “ears” and “eyes”. It listens to a human
instruction via a microphone and converts it into a sequence of words with a Speech Recognition module. The robot also observes the
environment to identify objects in the robot’s vicinity (e.g., via an RGB-D camera and using a computer vision detector). The instruction
and list of objects are fed to our new method LMCR, which consists of two modules. LMCR’s Predicate-Argument Parsing module
parses the instruction to a verb frame, which may contain missing information. LMCR’s Language Model Reasoning module fills the
missing information in a verb frame with detected objects to create complete candidate verb frames, ranks the candidates with a neural
network language model, and returns the candidate with the highest probability. LMCR’s output is a complete verb frame with no missing
information, which is passed to the Motion Planning module and executed on the robot.
assistance tasks. Existing datasets on commonsense rea-
soning such as [29], [30], [31] consist mostly of general-
purpose verbs and nouns and are not aimed specifically
at robot manipulation applications, making them unsuitable
for evaluating our method. Our dataset contains a set of
“scenarios”, each consisting of an incomplete instruction and
a list of objects. For each object, we tasked humans with
identifying how well the object would fit in the missing role
of the instruction. We evaluate LMCR’s prediction of the
missing role against human judgments, which is the practice
of previous research in thematic fit and selectional preference
modeling [20], [21], [22], [23], [24], [25]. We also deploy
our commonsense reasoning approach on a real, physical
robot to evaluate its efficacy in the physical world, These
experiment show the potential of LMCR to enable home
assistance robots to achieve a greater level of autonomy by
correctly interpreting spoken human instructions that may
have missing information, as well the potential to enable
more natural human interaction with the robot, allowing a
human to speak to the robot as he or she would speak to
another person.
II. METHODS
A. Verb Frames
We first formally define verb frames, which are used
throughout this work to represent the semantic nature of
verbs and objects, including missing information, in a struc-
tured way. Following the notation in the frame semantic
parsing [32], [33] and thematic fit evaluation [19] literature,
we define a verb frame as f = (v, r1, a1, . . . , rn, an), where
v denotes the predicate, ri and ai denotes the i-th role and
its argument respectively. In our work, ri are drawn from a
fixed, pre-defined set of role labels and are a function of the
predicates. Each ai is drawn from a fixed vocabulary A (note
that A includes an empty tag ? ∈ A indicating a missing
argument).
In the evaluation of this work, we consider the circum-
stance where the human instruction is parsed into a verb
frame with one role filled and one missing. We do not eval-
uate instructions that take more than 2 arguments, or instruc-
tions where either none or both of the arguments are missing.
Thus, we denote a verb frame as f = (v, r1, a1, r2, a2). We
consider the following frame structures in our experiment (in
format v/r1/r2):
(i) blend/Patient/Co-Patient
(ii) brush/Theme/Destination
(iii) dip/Destination/Theme
(iv) dump/Theme/Destination
(v) fill/Destination/Theme
(vi) fry/Patient/Instrument
(vii) heat/Patient/Instrument
(viii) pour/Theme/Destination
(ix) rub/Theme/Destination
(x) season/Destination/Theme
(xi) sprinkle/Theme/Destination
pick up the 
cup and put it
in the basket 
pick up the cup 
and put the cup
in the basket 
Predicate: pick
Arg1: the cup
Predicate: put
Arg1: the cup
Arg2: in the basket
Predicate: pick
Theme: cup
Predicate: put
Theme: cup
Destination: basket
Unstructured
Instructions
Semantic Role 
Labeling
Coreference 
Resolution Verb Frame
Role Mapping & 
Span Pruning
Fig. 3 Predicate-argument parsing process and example.
B. System Components for a LMCR-enabled Robot
A robot with LMCR takes as input a spoken instruction
and a raw RGB-D image of the environment (see Fig. 2). The
robot first parses the input instruction and detects objects in
the environment. Using LMCR, the robot resolves incom-
pleteness in the instructions and outputs a complete verb
frame. The robot then computes a sequence of movements
to execute the task specified in the complete verb frame.
Details of each of the robot’s modules are introduced below,
and we cover the components of LMCR (Predicate-Argument
Parsing and Language Model Reasoning) in the greatest
depth.
a) Speech Recognition: This module transcribes audio
of spoken language to the words that were spoken, in the
form of a sequence of tokens, U . We use Google Cloud API
[34] for this purpose.
b) Detection: This module detects instances of certain
classes of objects together with their attributes and positions
in the input RGB-D image and generates the object list. In
our current implementation, we assume the object detector
always outputs the correct list of objects on the table in front
of the robot and their positions. One can replace this module
by any state-of-the-art object detector, such as Mask R-CNN
[35].
c) Predicate-Argument Parsing: This module takes a
sequence of tokens U as input and outputs a sequence of verb
frames (there could be multiple predicates in a sentence, e.g.,
pick up the ball and place it in the box). A role can be empty
(represented as a question mark “?”) if it is not specified in
the instruction.
Predicate-argument parsing contains three steps (shown in
yellow in Fig. 3). First, as humans often use a pronoun in
conveying a sequential task with multiple actions (e.g., pick
up the cup and put it in the basket), we utilize coreference
resolution [36] at the beginning to replace the pronouns with
the nouns to which they refer. Next, we use a semantic
role labeling (SRL) model [6] to parse the sentence into
a predicate-argument structure. This detects all predicates
in the sentence and produces frame-like structures for each
predicate. As the role definition of the SRL model is not
consistent with our verb frame definitions, we then use a
rule-based mapping system to map the PropBank [37] style
semantic roles output by the SRL model to our verb frame
roles. This process also prunes the argument to keep only
the core word (e.g., shortens the cup to cup).
d) Language Model Reasoning: This key component
of LMCR formalizes the commonsense reasoning task. This
module takes as input a verb frame (in which an argument is
missing) and a list of sensed objects in the robot’s vicinity.
It outputs a complete verb frame with missing information
filled in via common sense.
We formalize the commonsense reasoning task as a rank-
ing problem. This module fills the missing information
in a verb frame with detected objects to create complete
candidate verb frames. The main task of the Language Model
Reasoning module is to assign a score to each complete verb
frame. We describe how the neural network language model
is structured to achieve this goal. Once each candidate verb
frame is scored, the module returns the one with the highest
score.
At the core of this module is a language model whose ob-
jective is to predict the probability that a sequence of words is
an appropriate natural language instruction, i.e., it aligns well
with the affordances of the objects given the instruction. To
model the probability distribution over a sequence, a neural
network language model factors the probability according to
the chain rule. Using {u1, u2, . . . , uN} to denote the entire
sentence with N tokens, the chain rule can be written as,
p(u1, u2, . . . , uN ) =
N∏
t=1
p(ut|u1, u2, . . . , ut−1), (1)
where p(ut|u1, u2, . . . , ut−1) is the probability of the word
ut given the previous words and is modeled by the recurrent
neural network (RNN). Our method uses the language model
to assign a score to a complete verb frame indicating its
probability. The input frame is first converted to a word
sequence using one of the linearization strategies discussed
above. Then the probability of this sequence, according to
the language model objective, is treated as the plausibility
score.
Our neural network language model architecture consists
of three layers, namely, an embedding layer, a recurrent
neural network with gated recurrent units (GRU) and an
output Softmax layer. The network structure is shown in
Fig. 4A. First, each word in the input sequence is represented
as a one-hot vector over the entire vocabulary (to train a lan-
guage model, vocabulary should be determined in advance,
containing all possible tokens) and fed into the embedding
layer, in order to get a dense word vector representation xt
at time step t. Second, these vectors are fed to the GRU
based RNN layer. The GRU is illustrated in Fig. 4B and the
computation performed by GRU is formalized as follows:
zt = σ(Wz · [ht−1, xt]), (2)
rt = σ(Wr · [ht−1, xt]), (3)
h˜t = tanh(W · [rt ◦ ht−1, xt]), (4)
ht = (1− zt) ◦ ht−1 + zt ◦ h˜t, (5)
where σ is the sigmoid function, [·] stands for vector con-
catenation, ◦ stands for element-wise multiplication, and Wz ,
Wr, and W are learnable parameters, which are shared be-
tween time steps. The recurrent operation allows the network
to memorize what has been seen before and make predictions
based on this memory. Finally, the hidden state ht in the t-th
GRU GRU GRU GRU GRU
Embedding Embedding Embedding Embedding Embedding
Softmax Softmax Softmax Softmax Softmax
pour water to the cup
water to the cup .
A
tanh
1-
   
xt
ht−1
rt zt h˜t
ht
B
Fig. 4 LMCR’s neural network architecture (A) The
structure of LMCR’s Recurrent Neural Network (RNN) with
Gated Recurrent Units (GRU). (B) The computation of a
GRU (for more details, see [38]).
time step is decoded via a learnable matrix Wo, and fed to
a Softmax classifier to get the output,
ot = softmax(Wo · ht). (6)
The output ot is a distribution over the vocabulary (the
length of ot is the same as the size of the vocabulary),
representing the probability of the next word. The ground
truth next word is provided by the input sentence itself. The
network is trained with a negative log-likelihood objective,
which compares the predicted token with the ground truth
next token,
L = − 1
N
N∑
t=1
oˆTt log ot, (7)
where N is the total number of time steps. We use stochastic
gradient descent to train the neural network language model.
As the ground truth next token is naturally provided in
the input sequence, the training of the language model is
unsupervised.
After the language model has been trained, when using it
to evaluate a sequence we use the loss, (7), to compute the
score function for the commonsense reasoning task as,
gLM(f) = exp(−NL), (8)
which changes the loss back to the probability of the entire
query sentence.
In order to use the language model to predict the correct
action, we take the incomplete verb frame generated by the
Predicate-Argument Parsing module, as well as the set of
objects present in the scene as defined by the Detection
module. We then generate a set of candidate instructions
wherein the missing argument in the verb frame is filled
by each of the detected objects. Since verb frames are
structured representations of sentences, but the input to the
LM is a sequence of words without structure, we need to
convert verb frames into a sequence of words, which is
called linearization [39], [40]. We propose two linearization
methods. The first is to concatenate the predicate and all
arguments directly, i.e., to use the verb, first argument, and
the second argument as the input sequence. This results in
unnatural sounding word sequences. The second approach
is to make a more natural sentence from the frame using
a rule-based approach. For example, (pour, Theme: water,
Destination: cup) is converted to pour water cup with
the former approach and pour water to the cup with the latter
one. We refer to the LM trained and tested with the former
approach as frame-based LM and the latter one as sentence-
based LM. The training and testing schemata for the two
variations are depicted in Fig. 5A and Fig. 5B, respectively.
Although the sentence-based LM requires more complex
conversion rules at test time, the training process becomes
trivial by using raw sentences in the corpora, whereas the
frame-based one requires a predicate-argument parsing step
before training.
The generated sequences are scored using the language
model. LMCR then selects the candidate verb frame with the
highest score. The selected verb frame, which is complete
with no missing information, is then sent to the Motion
Planning module for execution by the robot.
e) Motion Planning: The motion planner takes a com-
plete verb frame as input and computes a motion for the robot
to execute the specified task. The Motion Planning module
first localizes in 3D space (relative to the robot) the relevant
objects corresponding to arguments in the complete verb
frame (e.g., the cup corresponding to the destination of the
water in the example in Fig. 1). In our implementation of the
Motion Planning module, we created a task-specific motion
planner for each verb (e.g., pour) that the robot should be
capable of executing. For each task-specific motion planner,
we defined a sequence of robot end-effector milestones based
on the task specified by the verb. We represent each mile-
stone in a coordinate system relative to a task-relevant object
(e.g., for the “pour” verb, the water source is directly over
the destination for the milestone corresponding to the start
of pouring), which allows the robot to be robust to different
placements of the task-relevant objects in the environment.
We define these milestones via kinesthetic demonstrations
in which we record the end effector’s pose relative to the
task-relevant object. When LMCR passes an complete verb
frame to the Motion Planning module, the module executes
the task-specific motion planner for the associated verb. The
motion planner computes feasible robot motions that avoid
obstacles and move the end-effector to the milestones with
respect to the positions of the task-relevant objects from the
instruction. We use the motion planning toolkit MoveIt! [28]
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Fig. 5 Linearization strategies for the language model. (A) Training and testing schema for frame-based LM. (B) Training and testing
schema for sentence-based LM.
to compute a motion plan for the robot that reaches each
milestone to accomplish the task.
C. Training Corpora for Commonsense Knowledge Learning
The training data for LMCR’s language model come from
textual corpora, which can be treated as the knowledge
source of the method. We use YouCook2 [8] and Now
You’re Cooking (NYC) [9] as training corpora. YouCook2
is a large instructional video dataset designed to facilitate
video captioning research. The cooking steps for each video
are annotated with temporal boundaries and described by
imperative English sentences, resulting in around 14, 000 raw
descriptions of cooking actions. NYC contains over 150, 000
recipes, each containing a step-by-step description of how to
execute the recipe. We use the train, validation, and test splits
provided in [41], containing about 1, 400, 000 sentences (note
that each recipe contains several sentences) in the training
split and 10, 000 in both the validation and test splits.
These two knowledge sources have different character-
istics. Sentences in YouCook2 are collected by showing
annotators cooking videos and tasking them with writing de-
scriptions for the videos. On the other hand, NYC is collected
from online recipe data directly, containing some unrelated
information, such as comments in the recipe unrelated to
the cooking task. From a quantitative perspective, note that
not all sentences in the training data are complete (i.e., do
not have missing roles). The sentences that are not complete
may be less helpful when training the model but are still used
in the training process. We calculate a frame fulfilling rate
(FFR) metric to evaluate the completeness of the instructional
sentences in the two datasets, which is the percentage of
complete sentences in all sentences in a corpus. The FFR
values of YouCook2 and NYC are 48.95% and 30.21%
respectively, implying that NYC contains a larger number
of incomplete instructions, and is noisier than YouCook2.
D. Human Generated Plausibility Score Collection and Sce-
nario Construction
In order to quantitatively evaluate LMCR’s commonsense
reasoning for robotic assistance instructions, we created a
new human-generated dataset, since existing datasets on
commonsense reasoning [29], [30], [31] are not specific to
our domain of filling in missing information in instructions
for robotic assistance tasks. We use the crowdsourcing plat-
form Amazon Mechanical Turk (AMT) [42]. We provided
human annotators with sentences representing completed
verb frames and asked them to give a plausibility rating for
each of them. The score scales from 1 (most implausible) to
5 (most plausible). For the example above, we would have
all possible complete sentences such as “pour water to the
cup”, “pour water to the rope”, etc. (the first of these two
examples should have a higher plausibility rating). We use
the resulting plausibility ratings to determine the ground truth
in each scenario, which is randomly generated from the pre-
specified verb and noun vocabularies. The data collection
process is shown in Fig. 6.
To generate this dataset, we first manually design a set of
frames with one missing role, namely the “incomplete verb
frames” in Fig. 6 and their associated vocabulary A. Then
we get the set of complete verb frames by filling every word
a ∈ A into the incomplete verb frames. For example, if we
have a set of frames with one missing role containing two
frames:
(i) (pour, Theme: water, Destination: ?),
(ii) (brush, Theme: oil, Destination: ?),
Vocabulary
apple,
bowl,
broccoli,
…
towel,
umbrella
Incomplete 
Verb Frames
(blend, butter, ?)
(blend, corn, ?)
…
(pour, water, ?)
…
(sprinkle, salt, ?)
(sprinkle, water, ?)
Complete 
Verb Frames
…
(pour, water, apple)
(pour, water, bowl)
(pour, water, broccoli)
…
(pour, water, towel)
(pour, water, umbrella)
…
Instructions
…
pour water to the apple
pour water to the bowl
pour water to the broccoli
…
pour water to the towel
pour water to the umbrella
…
Plausibility Scores
…
2.8
4.0
4.4
…
3.0
1.6
…
Question Preparation Annotation
Average
…
(pour, water, apple)
(pour, water, bowl)
(pour, water, broccoli)
…
(pour, water, towel)
(pour, water, umbrella)
…
Positive Subset
Ambiguous Subset
Negative Subset
...
(pour, water, bowl),
(pour, water, cup),
...
...
(pour, water, apple),
(pour, water, towel),
...
...
(pour, water, book),
(pour, water, umbrella),
...
Scenarios
(pour, water, ?)
cup,
bird,
book,
coin,
keyboard,
table
Scenario Construction
Do you think it possible
if the chef says...
pour water to the apple
Strongly agree
Agree
Neutral
Disagree
Strongly disagree
Fig. 6 Human judgment collection and scenario preparation.
and the vocabulary contains 2 words “cup” and “potato”,
then the resulting complete verb frame set contains,
(i) (pour, Theme: water, Destination: cup),
(ii) (pour, Theme: water, Destination: potato),
(iii) (brush, Theme: oil, Destination: cup),
(iv) (brush, Theme: oil, Destination: potato).
To make the complete verb frames more human-readable,
we convert each to natural language instructions. For ex-
ample, (pour, Theme: water, Destination: cup) is
converted to “pour water to the cup”. We then have hu-
man workers on Amazon Mechanical Turk (AMT) rate the
plausibility of the instructions. Each complete verb frame is
annotated by 5 different workers with a score from 1 (most
implausible) to 5 (most plausible) and the final plausibility
score is the average of 5 annotations. The plausibility score
of the i-th complete verb frame is denoted as s¯i, and is
denoted as s¯ in Fig. 6 for simplicity.
We divide the complete verb frame set by their plausibility
scores into a positive, ambiguous, and negative subset via
a “plausibility threshold” λ. Specifically, those frames with
score s¯i > 5 − λ goes into the positive subset, s¯i < 1 + λ
into the negative subset, and all others into the ambiguous set.
The plausibility threshold λ is an adjustable parameter and
can be viewed as a measure of ambiguity. Larger threshold
results in frames in the positive and negative subsets that
even humans are unsure about.
Each scenario in our evaluation contains a frame with
one missing role and a list of objects. Equivalently, it can
also be interpreted as a list of complete verb frames f =
(v, r1, a1, r2, a2) with the same v, r1, a1, and r2 as the initial
incomplete verb frame, but different a2’s (from the list of
objects). We construct a scenario by combining one frame
from the positive subset and k − 1 verb frames randomly
sampled from the negative subset, keeping v, r1, a1, and r2
the same. In this way, we get a set of scenarios with k objects
in the list and only one positive role filler. Note that if there
are multiple or no possible role filler in the list, the agent may
need to ask for clarification to make the right decision, which
is outside the scope of this work. The number of objects per
scenario k is another adjustable parameter in our experiment.
A larger k brings more negative candidates into a scenario,
which makes the task more challenging.
E. Comparison Methods for Commonsense Reasoning Eval-
uation
As described above, LMCR gives a score to each complete
verb frame f = (v, r1, a1, r2, a2) in a generated list, and
the highest scored one is picked as the output. We use
g∗(f) to denote the scoring function. In the following, we
describe the scoring function of co-occurrence, Word2Vec,
and ConceptNet, against which we compare our LMCR
method.
Fig. 7 An example of LMCR in action. In this example, the
robot with LMCR is holding a spoon and is in front of a table with
a cup, scissors, a plate, and two bell peppers. The robot receives
the instruction “Could you please pour me some water?”, LMCR
autonomously resolves the destination of pour to “cup”, and the
robot then executes a motion plan to accomplish the task. For the
full video, see https://youtu.be/W5wYFd7aJP0.
(i) Co-occur. The scoring function for this method, which
is shorthand for “co-occurrence,” is defined as
gcooccur(f) = cooccur(v, a2) + cooccur(a1, a2), (9)
where cooccur(x, y) denotes the total normalized co-
occurrence score of x and y in YouCook2 and NYC
sentences. This is computed by count(x, y)/(count(x) ∗
count(y)) where count(x) and count(y) are the occurrences
of x and y individually in the corpus and count(x, y) is
the count of x and y co-occurring in the same sentence.
The normalized co-occurrence score for a pair (x, y) in
YouCook2 and NYC are computed separately and added
together to get the final normalized co-occurrence score
cooccur(x, y).
(ii) Word2Vec. The scoring function of the Word2Vec
based method is defined as
gword2vec(f) = −(dist(v, a2) + dist(a1, a2)), (10)
where dist(x, y) denotes the Euclidean distance of word
embeddings of x and y. We use GloVe embeddings [27]
for this comparison.
(iii) ConceptNet. We use the relatedness score provided
by the ConceptNet API[43], and compute the score for a
frame f as
gConceptNet(f) = rel(v, a2) + rel(a1, a2), (11)
where rel(x, y) denotes the ConceptNet relatedness score
[44] of x and y.
III. RESULTS
We implemented LMCR on a Baxter robot [45] and
demonstrate the robot’s ability to listen to an (incomplete)
instruction spoken by a human user, correctly infer the action
to perform by filling in the missing information, and execute
the action in the physical world. We also use the collected
data set of human judgments to quantitatively demonstrate
the ability of LMCR to correctly fill in missing information
in incomplete natural language instructions.
A. LMCR in Action
We deploy LMCR on a Baxter robot [45], a research
robotics platform with two arms, each with 7 degrees of
freedom, and demonstrate its ability to successfully accom-
plish intended tasks given incomplete spoken instructions
in different scenarios. We show an example in Fig. 7. In
these scenarios, LMCR first successfully parses the spoken
language instruction to their corresponding incomplete verb
frames. Given the set of objects in front of the robot, LMCR
then fills in the missing role with the most likely object.
Finally, the robot plans a motion based on the verb in
the instruction and the location of the relevant objects and
successfully completes the intended task.
B. Accuracy of Filling Missing Information Via Common
Sense
We quantitatively evaluate the accuracy of LMCR as it
fills in missing information in incomplete instructions using
the collected human judgment dataset. In our evaluation, we
consider 11 verbs listed in the leftmost column of Fig. 8C.
We change the plausibility threshold λ and the number
of object in the list k to create scenarios with various
difficulties. We compare our method LMCR against other
methods described in the above section, namely, Random,
Co-occur, Word2Vec, and ConceptNet.
We evaluate each method by calculating its accuracy,
which is the percent of successful predictions over all
scenarios. The results are shown in Fig. 8. Our method
LMCR outperforms, overall, each of the competing methods,
under variations in λ (the threshold splitting the positive
and negative subsets) and in k (the number of objects the
method is choosing from in each scenario). LMCR performs
consistently better than other methods when considering all
actions, for all variations of λ and k, as shown in Fig. 8A
and Fig. 8B respectively. In Fig. 8C, where we fix λ = 1.0
and k = 6 and show the accuracy on single actions, there
are certain actions for which other methods outperform our
method, specifically “dump”, “fry”, and “heat”. However, our
method outperforms the others when considering all actions.
This suggests that, overall, LMCR better encodes they type
of commonsense reasoning we are addressing in this work.
Also, as λ grows (see Fig. 8A), the performance of all
methods decrease. This is because a larger λ will introduce
more challenging object candidates which are closer to the
“neutral” plausibility rating of 3.0. Also, as k grows (see
Fig. 8B), more objects are added to the object list for
each scenario. This results in a performance decrease for
all methods. Intuitively, increasing k will make the scenario
more cluttered and difficult. Our results show that LMCR
can successfully learn commonsense knowledge from textual
corpora, and results in the ability to predict objects that align
well with humans in the home assistance domain.
C. Comparison of Training Methods for LMCR’s Language
Model
In this set of experiments, we compare several different
ways of training the language model (LM) used by the
Language Model Reasoning module of LMCR. We compare
LM trained with two linearization strategies, namely, frame-
based and sentence-based. We also compare different training
corpora, by training LM with YouCook2 data only, with Now
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Random Cooccur Word2Vec ConceptNet LMCR (Ours)
Blend 14.6% 47.9% 63.7% 59.8% 77.1%
Brush 14.1% 45.6% 45.3% 26.3% 76.8%
Dip 14.7% 26.1% 32.2% 40.0% 42.6%
Dump 14.6% 60.7% 44.3% 42.9% 55.7%
Fill 14.5% 46.6% 21.6% 27.5% 86.9%
Fry 14.3% 82.9% 45.7% 62.9% 54.3%
Heat 13.8% 50.0% 17.5% 52.5% 37.5%
Pour 14.8% 46.2% 49.3% 45.9% 54.5%
Rub 14.3% 44.5% 41.0% 30.5% 68.5%
Season 14.2% 40.0% 26.0% 58.0% 74.0%
Sprinkle 14.6% 57.9% 52.6% 33.7% 77.5%
Total Accuracy 14.4% 48.3% 45.1% 40.8% 70.5%
C
Fig. 8 Accuracy results for LMCR. We evaluate the ability of LMCR to correctly fill in missing information for scenarios
of varying difficulty. Threshold λ and number of objects per scenario k are used to control the “difficulty” of commonsense
reasoning task. A larger threshold λ allows for more “ambiguous” verb frames (verb frame with human annotated plausibility
score near 3.0) to be included in the evaluation, and a larger number of objects per scenario k brings more incorrect objects
into each scenario, both making the task more difficult. (A) Overall accuracy with λ changing from 0.2 to 2.0 and k = 6 for
all methods. The number of data points will also change with λ, which is also depicted in the figure. (B) Overall accuracy
with k changing from 2 to 40 and λ = 1.0. (C) Overall accuracy and accuracy per predicate for λ = 1.0 and k = 6.
You’re Cooking (NYC) data only and the combination of the
two.
Results are shown in Fig. 9A and Fig. 9B which vary λ
and k respectively. As shown in the result, sentence-based
LM generally performs better than frame-based LM. We
suspect this is due to the fact that the former is end-to-end
trained while the latter requires generated training data from
an upstream predicate-argument parser, whose errors may
propagate to the training process of the frame-based LM.
Also, the parser cannot generate a frame for predicates that
are not in its verb vocabulary, even though these relatively
rare predicates can be beneficial when learning others. For
example, “scatter some salt on the beef” would help with
the learning for “spread” and “sprinkle” as they can be
synonyms. While the sentence-based LM can take advantage
of this, the frame-based schema loses this information in
the training data, since “scatter” is not among the 11 verbs
we consider. For sentence-based LM, the performance of
the models trained with NYC and YouCook2+NYC data
are similar, and both are better than the model trained on
YouCook2 alone. For frame-based LM, the mixed data of the
two yields the best performance. Although NYC is noisier
than YouCook2, the former still brings positive input to the
language model training, since its scale is much larger than
the latter. This suggests that the language model is robust
to the noise in the training data. These results demonstrate
that a human annotated dataset, such as YouCook2, is not
necessarily better than a recipe-based dataset, although it
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Fig. 9 Result of different linearization strategies and datasets. (A) Overall accuracy of all methods with λ changing from 0.2 to 2.0
and k = 6. (B) Overall accuracy of all methods with k changing from 2 to 40 and λ = 1.0.
may still be helpful. Based on the above analyses, we use the
sentence-based LM trained on the mixed data of YouCook2
and NYC when comparing with other commonsense reason-
ing approaches in the previous section.
IV. DISCUSSION
We demonstrated that a robot with LMCR is able to
execute tasks specified by natural language instructions and
resolve missing information in the instructions. Here we
place our work in the context of related work in robotics,
natural language processing (NLP), psycholinguistics, and
information retrieval (IR), and discuss limitations and im-
provements for future work.
A. Language Grounding And Structured Representation of
Instructions
To understand natural language instructions, a robot has to
extract a semantically meaningful representation of natural
language and ground it to the perceptual elements and
actions in its environment. This process is referred to as
language grounding. Several approaches have been proposed
for language grounding, which can be broadly divided into
probabilistic models [10], [11], [12], [13], [14], [15] and
deterministic models [46], [47], [48], [16], [17], [49]. These
approaches seek to find an intermediate representation in
order to bridge natural language and machine commands.
Our proposed model falls into the deterministic model cate-
gory. However, to the best of our best knowledge, grounding
unstated concepts with commonsense knowledge has not
been considered in previous literature. Recently, due to the
advancement of deep neural networks, several works use
sequence learning and reinforcement learning to directly
map text to actions, skipping the need of an intermediate
representation of instructions [50], [51], [52], [53], [54], [55],
[56], [57]. However, they either consider only navigation
tasks, or a simple game environment, where the possible
actions are limited. In contrast, our method generalizes to
any task domain as we can easily extend the set of our verb
frame representations by adding more frames to our training
corpus.
One issue with the verb frame structure is that there is
no universal agreement on how a frame should be defined.
Existing corpora such as FrameNet [58] and VerbNet [59]
define a global thematic role set, i.e., the meanings of roles
are consistent across frames, while PropBank [37] defines
roles for each verb. There are mappings between the three
resources in the Unified Verb Index [60]. We base our verb
frame definitions on VerbNet.
B. Semantic Affordance and its Relevance to LMCR
Affordance can be defined as knowledge of an object’s
functionality. Understanding affordances is crucial for a
robotic system to recognize human activities, interact with
the environment, and achieve its goal [29]. Previous research
on affordance can be divided into two categories, namely,
visual affordance and semantic affordance. In visual affor-
dance, the problem of affordance segmentation has long been
studied by the computer vision community [61], [62], [63].
Affordance segmentation aims to find the functional part of a
tool in an image. Semantic affordance considers the concept
in a different way. For example, Zhu et al. [64] represent
the affordance of an object via an affordance label (e.g.,
edible), a human pose representation of the action, and a
relative position of the object with respect to the human
pose (e.g., next to). Chao et al. [29] looked into mining
semantic affordance, i.e., inferring whether a given action
can be performed on an object (e.g., pour water versus pour
table). They propose to mine semantic affordance knowledge
from textual and visual data but did not consider a learning-
based approach as our neural network language model does.
Psychologists view affordance as an important aspect
of how humans perceive the world. Gibson [65] suggests
humans perceive objects by looking at their affordances. A
recent study [66] has shown that perceived affordance is
at least equally as important as an object’s appearance for
humans when recognizing objects. Though it is still hard
for a robot to have human-level knowledge and recognition
ability, an agent with affordance knowledge has the potential
to interact with humans and its environment more efficiently.
Our work extends the previous definition of semantic af-
fordance [29] to predicting not only the direct object of a
predicate but also every role in its corresponding verb frame,
depending on both the predicate and other roles. This is an
important step toward a robot achieving human-level object
recognition and scene understanding.
C. Selectional Preference And Thematic Fit Modeling
Another research topic closely related to this work is
selectional preference [67], [68], [69], [70], [71], [72], [73],
[23], [24], [25] or similarly, thematic fit modeling [18],
[19], [20], [21], [22]. The task of thematic fit modeling is
to determine how likely a noun can be filled into a role
associated with a predicate [74] (e.g., how likely is cup to be
the Destination of pour). The models are often evaluated
by comparing plausibility ratings produced by the models
compared to human-generated data [75].
Computational models for thematic fit are largely based
on the distributional hypothesis [76], [77], which can be
stated as the degree of semantic similarity between two
linguistic expressions A and B is a function of the similarity
of the linguistic contexts in which A and B can appear
[78]. Based on this assumption, one popular approach is to
build a single prototype vector for each role by averaging
the dependency-based vectors of its most typical fillers [79],
[20], [80]. At the testing phase, the distance between the
word embedding of the candidate argument and the prototype
vector is computed as the signal of thematic fitness. Some
work adds count-based metrics as a measure of typicality
to get more relevant prototype vectors [75]. However, these
approaches usually assume the accessibility of structured
representations of sentences such as dependency trees or
semantic role labels, which are generated either from a
corpus with pre-annotated structure information or a pre-
trained semantic parser. To the best of our knowledge, none
of these methods have tried to train a language model on
natural sentences directly for thematic fit modeling. In the
real world, structured information is not always available,
especially in a specialized target domain, such as robotic
home assistance. Even if we can use a pre-trained semantic
parser, we cannot expect the parser to be perfect and thus will
get incomplete, or even incorrect information during training.
By contrast, our proposed neural network language model
requires only plain text to train.
D. Knowledge Graphs vs. Neural Networks for Knowledge
Representation
Knowledge graph representations have been widely used
in robotic systems representing world knowledge. For exam-
ple, Liu et al. [81] propose the use of Attributed Relational
Graphs to represent concepts in human-robot dialogue and
the perceived environment in a single place during human-
robot interaction. Outside the robotics community, knowl-
edge graph methods are also widely used for representing
commonsense knowledge [82], [64], [83]. Generally speak-
ing, however, the construction of such graphs requires hand-
designing graph structures and information retrieval methods.
This requires substantial human effort, may result in bias
due to pre-defined relationships, and may lack the ability to
generalize.
LMCR, by contrast, uses a neural network language model
and is based on the intuition that world knowledge is
implicitly encoded in textual corpora. For example, if the
phrase “pour some oil into the pan” occurs frequently in
the corpora, this implies that oil is something that can be
poured and that pan is something into which oil can be
poured. By learning statistics on the language corpora, we
are implicitly learning these physical relationships, which we
leverage to resolve incomplete instructions. The end-to-end
learning nature of the neural network language model makes
it free of cumbersome knowledge graph designs and allows
for better generalization.
In the natural language processing (NLP) community,
neural network language models have been applied suc-
cessfully to improve various downstream applications [84],
[85], including commonsense reasoning. For example, Trinh
et al. [86] applied pre-trained language models to solve
the Winograd Schema Challenge, a pronoun disambiguation
challenge which involves using common sense to determine
the object pronouns are referring to (e.g., the trophy does
not fit in the suitcase because it is too big). Recently,
a large transformer-based language model BERT [87] has
achieved state-of-the-art results on several NLP benchmarks,
including a commonsense reasoning task Situations With
Adversarial Generations (SWAG) [88], by pre-training the
language model on the unlabeled textual corpus and then
fine-tuning on a specific task. These applications show that
neural network language models are well suited to encoding
and extracting knowledge that exists in large language cor-
pora. In our current work, we have shown that our language
model is able to learn domain-specific knowledge by using
raw textual data from the web and further that the learned
knowledge matches well with human common sense.
E. Limitations and Future Work
In this work, we restrict each scenario to have an in-
complete verb frame with only one missing role. While an
important step toward generalized common sense, in future
work we plan to consider an arbitrary number of missing
roles. We are also currently investigating the integration
of recent, larger, masked language models, such as BERT
[87], into our framework. Finally, we intend to apply the
same commonsense reasoning approach to other domains
in addition to home assistance to enable the system to
understand a broader range of instructions.
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