The continuum is here presented as a formal space by means of a nitary inductive de nition. In this setting a constructive proof of the Heine-Borel covering theorem is given.
Introduction
It is well known that the usual classical proofs of the Heine-Borel covering theorem are not acceptable from a constructive point of view (cf. vS, F ] ). An intuitionistic alternative proof that relies on the fan theorem was given by Brouwer (cf. B, H] ). In view of the relevance of constructive mathematics for computer science, relying on the connection between constructive proofs and computations, it is natural to look for a completely constructive p r o o f of the theorem in its most general form, namely for intervals with real-valued endpoints.
By using formal topology the continuum, as well as the closed intervals of the real line, can be de ned by means of nitary inductive de nitions. This approach a l l o ws a proof of the Heine-Borel theorem that, besides being constructive, can also be completely formalized and implemented on a computer. Formal topology can be expressed in terms of Martin-L of's type theory a complete formalization of formal topology in the ALF proof editor has been given in JC]. A development of mathematical results in formal topology will then be a preliminary work for a complete formalization of these results. On the basis of the present w ork, the rst author has implemented the proof of the Heine-Borel theorem for rational intervals.
Moreover, here as elsewhere (see for instance C, C 2 , N , N V ] ) , t h e u s e o f a p o i n tfree approach allows to replace non-constructive reasoning by constructive proofs.
We point out that a proof similar in spirit to our work was given by Martin-L of in ML] . The paper is organized as follows: in Section 2 we p r o vide all the preliminary de nitions on formal topology to make the exposition self-contained in Section 3 the continuum is de ned as a formal space by means of an inductive de nition, equivalent to the one given in NS] but more suitable for our purpose. As an aside, the de nition provides an explicit description of its Stone compacti cation (cf. N] ). Formal reals are also proved to be equivalent to real numbers a la Bishop. In the following section, the formal space of a closed interval with rational endpoints is de ned. Formal intervals are then proved to coincide, when considered in the extensional way a s s e t s o f p o i n ts, with the usual intervals of the real line. Finally, the Heine-Borel covering theorem is proved and the same is done, without any substantial di erence, for intervals with real-valued endpoints.
Preliminaries
We recall here the basic theoretical background concerning formal topology. F urther general information can be found in S, SVV], whereas in N, NV] the constructive c haracter of this approach to topology is testi ed by applications to constructive pointfree proofs. In NS], the theory of real numbers in the framework of formal topology is developed, but we also provide here all the de nitions needed.
Formal topologies were introduced by P er Martin-L of and Giovanni Sambin ( S, S1] ) as a constructive approach t o ( p o i n tfree) topology, in the tradition of Johnstone's version of the Grothendieck topologies J] and Fourman and Grayson's Formal Spaces FG], but using simpler technical devices and a constructive set theory based on Martin L of's constructive type theory.
The de nition of a formal topology is obtained by abstracting from the de nition of a topological space hX (X)i, without mentioning the points. Since a point-set topology can always be presented using one of its bases, the abstract structure that we will consider is a commutative monoid hS S 1 S i where the set S corresponds to the base of the point-set topology (X), S corresponds to the operation of intersection between basic subsets, and 1 S corresponds to the whole collection X.
In a point-set topology any open set is obtained as a union of elements of the base, but union does not make sense if we refuse reference to points hence we are naturally led to
think that an open set may directly correspond to a subset of the set S. L e t c denote the element of the base which corresponds to the formal basic open c. Since there may be many di erent subsets of basic elements whose union is the same open set, we need an equivalence relation = S between two subsets U and V of S such that U = S V holds if and only if the opens U a2U a and V b2V b are equal. For this purpose we i n troduce an in nitary relation S , called cover, b e t ween a basic element a of S and a subset U of S whose intended meaning is that a S U when a U . The conditions we require of this relation are a straightforward rephrasing of the analogous set-theoretic situation.
Besides the notion of cover, we i n troduce a predicate Po s S (a) a 2 S] to express positively (that is without using negation) the fact that a basic open is not empty.
De nition 2.1 (Formal topology) A We point out that we can dispense with the unit in the de nition of formal topology without any substantial di erence in the development of the theory. This choice will be pursued in the sequel.
In order to connect our pointfree approach to classical point-set topology, the notion of point has to be recovered. Since we r e v erse the usual conceptual order between points and opens, and take the opens as primitive, points will be de ned as particular, well behaved, collections of opens. We recall here the de nition of a (formal) point of a formal topology:
De nition 2.2 Let A h S 1 P o s i be a f o r m a l t o p ology. A subset of S is said to be a formal point if for all a b 2 S, U S the following conditions hold:
Po s (a) .
In order to maintain the usual intuition on points, in the sequel we will write a ( forces a, o r i s a p o i n t i n a) in place of a 2 . Moreover, when a singleton set occurs we will sometimes omit curly brackets, and write a b for a fbg, and U b for U f bg.
The Continuum as a Formal Space
Formal real numbers can be obtained as formal points of a suitable formal topology based on the rationals (cf. NS]). We are adopting here a somewhat di erent approach to formal reals in comparison with the one given in NS]. We h a ve the same monoid operation and positivity predicate, and the covering relations are equivalent, but we dispense with the unit. By this approach w e a void adding top and bottom to the rational numbers. The following de nition was proposed by Thierry Coquand in order to make inductive arguments easier. Technically, it is a nitary inductive de nition, since each rule involved has only nitely many premises (cf. A]). In fact, we do not need to close under the cover rules. Moreover, as we will see, the de nition provides a simple presentation of the Stone compacti cation for the cover (cf. N]).
De nition 3.1 The formal topology of formal reals is the structure R h Q Q P o s i
where Q is the set of rational numbers, S Q Q is the Cartesian product. The monoid operation is de ned b y (p q) (r s ) (max(p r) min(q s)) t h e c over is de ned b y
where the relation f is inductively de ned b y
The positivity predicate is de ned b y Po s (p q) p < q :
According to the intuitive set-theoretic reading of the de nition of formal topology, the above de nition amounts to the following: A basic open (p q) i s c o vered by a f a m i l y U of basic opens if and only if all (p 0 q 0 ) strictly included in (p q) are included in the union of a nite subfamily of U. The rest of this section will be devoted to proving that the above de nition really de nes a formal topology whose formal points correspond to constructive r e a l n umbers. The usual de nition of formal point of a formal topology, g i v en in Section 2, specializes to the following one when considering the formal topology of formal reals R. De nition 3.2 A subset of S is a formal point o f R if it satis es
We observe here that, since Po s (p q) is decidable, the fourth rule is provable from the third.
Let Pt (R) denote the formal points of R, called formal reals.
We w i l l n o w prove t h a t b o t h and f are covers, the latter being the Stone compactication of the former.
Proposition 3.3 The relation f is a cover.
Proof. Before proving the cover rules for f , w e observe that the rule of -right follows from the rule of localization a U a b U b since the base is a semilattice. Re exivity: By de nition.
Transitivity: Suppose (p q) f U and U f V . Then it is straightforward by induction on the derivation of (p q) f U that (p q) f V .
-Left: By the fourth axiom since p max(p r) and min(q s) q. Localization: Suppose (p q) f U. Then we prove, by induction on the derivation of (p q) f U, that (p q) (r s ) f U (r s ). We rst observe t h a t w e can assume r < s , because if s r the claim follows trivially by the rst rule. If (p q) f U is derived by the rst or the second axiom the claim is trivial. Suppose it is derived by the third axiom with the assumptions p t < v q, ( p v) f U and (t q) f U. I f s t then min(v s) = min(q s) and therefore (p v) (r s ) = ( p q) (r s ). From (p v) f U, b y induction hypothesis, we h a ve (p v) (r s ) f U (r s ) t h us (p q) (r s ) f U (r s ). If v r then max(t r) = max(p s) and the conclusion follows as above b y applying inductive h ypothesis to the premiss (t q) f U. Otherwise max(t r) < min(v s) and we h a ve, by induction hypothesis and the same rule, (p q) (r s ) f U (r s ). If it comes from (p 0 q 0 ) f U, with p 0 p <0 , then by induction hypothesis we g e t ( p 0 q 0 ) (r s ) f U (r s ) and since max(p 0 r ) max(p r) and min(q s) min(q 0 s ) w e obtain by the same rule (p q) (r s ) f U (r s ). 2
Moreover we h a ve the following essential result: Proposition 3.4 The relation f is a Stone cover, i.e., a cover with the property that, for arbitrary (p q) 2 S and U S, (p q) f U implies the existence of a nite subset U 0 of U such that (p q) f U 0 . Proof. Suppose (p q) f U. Then we can nd a nite subset U 0 of U such t h a t ( p q) f U 0 by induction on the derivation of (p q) f U. 2
The following lemma is used to prove that is a cover.
Lemma 3.5 Suppose (p q) f U, U V and let p < p 0 < q 0 < q . T h e n (p 0 q 0 ) f V .
Proof. By induction on the derivation of (p q) f U. If p q and p < p 0 < q 0 < q we have ( p 0 q 0 ) f U by axioms 1 and 4. If (p q) 2 U then by the assumption U V we h a ve (p q) V and therefore if p < p 0 < q 0 < q , ( p 0 q 0 ) f V . I f p r < s q, ( p s) f U and (r q ) f U we distinguish two cases according to the position of r swith respect to p 0 q 0 . In the rst case r < p 0 or q 0 < s , in the second p 0 r < s q 0 . Suppose r < p 0 , then r < p 0 < q 0 < q so from the assumptions (r q ) f U and U V we g e t , b y induction hypothesis, (p 0 q 0 ) f V . I f q 0 < s we conclude symmetrically. I f p 0 r < s q 0 we can nd r 0 s 0 such that r < r 0 < s 0 < s . Therefore we h a ve p < p 0 < s 0 < s and r < r 0 < q 0 < q . B y induction hypothesis the former, together with (p s) f U and U V gives (p 0 s 0 ) f V and the latter together with (r q ) f U and U V gives (r 0 q 0 ) f V . Since p 0 r 0 < s q 0 we get the conclusion (p 0 q 0 ) f V . I f ( p q) f U is derived by the fourth rule we just apply induction hypothesis to the premiss and the fourth rule again. 2 Proposition 3.6 The relation is a cover.
Proof. Re exivity: Let (p q) 2 U, then (p q) f U and so if p < p 0 < q 0 < q we h a ve (p 0 q 0 ) f U. Therefore (p q) U.
Transitivity: Let p < p 0 < q 0 < q . Then there exist p 00 and q 00 such that p < p 00 < p 0 < q 0 < q 00 < q and (p 00 q 00 ) f U. By the lemma above w e h a ve ( p 0 q 0 ) f V and therefore (p q) V .
-Left: Suppose (p q) U, then (p q) (r s ) U follows directly from the de nitions since max(p r) < p 0 < q 0 < m i n (q s) implies p < p 0 < q 0 < q .
-Right: Straightforward from the validity o f -r i g h t f o r f . 2 Finally, it is straightforward to prove monotonicity and positivity f o r Po s , t h us completing the proof that R is a formal topology.
We w i l l n o w p r o ve that the cover f is the Stone compacti cation of the cover . W e point out that this result is not needed in the proof of the Heine-Borel theorem.
Proposition 3.7 If (p q) U and U is nite, then (p q) f U. Before proving Proposition 3.7, observe w e can assume that, for all (r s ) 2 U, Po s ((p q) (r s )) holds. In fact, if this is not the case, from (p q) U we h a ve ( p q) ((p q) U) + , and from (p q) f ((p q) U) + , b y -left and transitivity, ( p q) f U. The following lemmas will allow a proof of Proposition 3.7 by induction on the number of elements of U.
Lemma 3.8 For positive (p q), (p q) f (r s ) implies r p < q s.
Proof. By induction on the derivation of (p q) f (r s ). If (p q) f (r s ) i s d e r i v ed by the rst or the second axiom, the claim holds trivially. If it is derived by the third axiom from p u < v q, ( p v) f (r s ), (u q) f (r s ), then by induction hypothesis we h a ve r p < v s, r u < q s and therefore r p < q s. If it follows from p 0 p <0 and (p 0 q 0 ) f (r s ) b y the fourth axiom, then by induction hypothesis r p 0 < q 0 s and therefore r p < q s. 2 Corollary 3.9 (p q) (r s ) implies (p q) f (r s ).
Proof. L e t ( p q) (r s ). Then, for all p 0 q 0 such that p < p 0 < q 0 < q , w e h a ve r p 0 < q 0 s, and therefore r p < q s, hence (p q) f (r s ). 2 Lemma 3.10 Suppose that p < q and (p q) U, w h e r e U is nite and for all (r s ) 2 U, Po s ((p q) (r s )) holds. Then there exists (p 1 q 1 ) 2 U such that p 1 p < q 1 .
Proof. Let (p 1 q 1 ) be an element o f U such that p 1 is the smallest (with respect to the usual order of the rational numbers) of all the rst projections of elements of U. Then p 1 p. I n fact, for all (p 0 q 0 ) 2 U, p 1 max(p 0 p ) < m i n (q 0 q ) q, that implies U (p q) f (p 1 q ).
Since (p q) U (p q), we h a ve b y transitivity ( p q) (p 1 q ), and therefore, by Corollary 3.9
and Lemma 3.8, we g e t p 1 p < q . Then, by the assumption that for, all (r s ) 2 U, Po s ((p q) (r s )) holds, we h a ve p 1 p < q 1 . 2 Lemma 3.11 Suppose that (p q) f U, and let p < u < q . Then there exists (r s ) 2 U such that r < u < s .
Proof. S t r a i g h tforward by induction on the derivation of (p q) f U. 2 Corollary 3.12 Suppose that (p q) U, and let p < u < q . T h e n t h e r e exists (r s ) 2 U such that r < u < s .
Proof. I f p < u < q , there exist p 0 q 0 such that p < p 0 < u < q 0 < q and therefore (p 0 q 0 ) f U. Then the conclusion follows by Lemma 3.11. 2 Lemma 3.13 Suppose that (p q) U, a n d l e t (r s ) 2 U with :Po s ((p q) (r s )). Then (p q) U n f (r s )g.
Proof. From (p q) U we h a ve, by positivity a n d -right, ( p q) (U (p q)) + . Since :Po s ((p q) (r s )) holds, we h a ve ( U (p q)) + (U n f (r s )g) (p q) and therefore (p q) (U n f (r s )g) (p q), thus a fortiori (p q) U n f (r s )g. 2
Proof of Proposition 3.7. The proof is by induction on the number of elements of U. I f U = f(r s )g the claim follows by Corollary 3.9. Suppose the result holds for jUj = n and suppose that (p q) U n+1 , w h e r e jU n+1 j = n+1. By Lemma 3.10 there exists (p 1 q 1 ) 2 U n+1 such that p 1 p < q 1 . I f1 then p 1 p <1 and therefore (p q) f (p 1 q 1 ), so by re exivity and transitivity ( p q) f U n+1 . Otherwise q 1 < q , hence by Corollary 3.12 there exists (p 2 q 2 ) 2 U n+1 such that p 2 < q 1 < q 2 . S o w e can nd r ssuch that q 1 < r < s < q 2 . Since p r and (p q) U n+1 , ( r q ) U n+1 . F rom q 1 < r , w e h a ve :Po s ((r q ) (p 1 q 1 )) and therefore, by Lemma 3.13, we h a ve ( r q ) U n+1 n f (p 1 q 1 )g, so that by induction hypothesis (r q ) f U n+1 n f (p 1 q 1 )g. Then a fortiori (r q ) f U n+1 . Since (p s) f f(p 1 q 1 ) (p 2 q 2 )g, we a l s o h a ve ( p s) f U n+1 and therefore (p q) f U n+1 . 2
We conclude this section with observing that formal reals o er an alternative approach t o constructive analysis they have been used in the treatment of the Hahn-Banach theorem (cf. CCN]) and of the Cantor and Baire theorems (cf. N1], NS]). Moreover, we can show that they are equivalent to real numbers a la Bishop. First we recall the following (cf. Bi]):
De nition 3.14 A real number is a sequence o f r ational numbers (x n ) n such that jx m ; x n j m Two real numbers, (x n ) n and (y n ) n , a r e e qual if jx n ; y n j 2n It can be veri ed that the sequences (x n ) n and (y n ) n are real numbers according to De nition 3.14.
Conversely, i f ( x n ) n is a real number a la Bishop, then the set de ned by n2N + f(p q) : p < x n ; 2=n < x n + 2 =n < qg is a formal real. Now w e can choose r ssuch that p < r < < < s < q. Hence we obtain (9r s )( r < < < s & ( r s ) f U C ]).
(: Choose (r s ) s u c h that r < < < s and (r s ) f U C ]. For any a b with r < a < < < b < s we get, for all (p q), (p We wish to thank Thierry Coquand and Jan Smith for helpful suggestions and remarks.
