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ABSTRACT
Asteroid material is detected in white dwarfs (WDs) as atmospheric pollution by
metals, in the form of gas/dust discs, or in photometric transits. Within the current
paradigm, minor bodies need to be scattered, most likely by planets, into highly ec-
centric orbits where the material gets disrupted by tidal forces and then accreted onto
the star. This can occur through a planet–planet scattering process triggered by the
stellar mass loss during the post main–sequence evolution of planetary systems. So far,
studies of the N-body dynamics of this process have used artificial planetary system
architectures built ad hoc. In this work, we attempt to go a step further and study
the dynamical instability provided by more restrictive systems, that, at the same time
allow us an exploration of a wider parameter space: the hundreds of multiple planetary
systems found around main–sequence (MS) stars. We find that most of our simulated
systems remain stable during the MS, Red and Asymptotic Giant Branch and for sev-
eral Gyr into the WD phases of the host star. Overall, only ≈ 2.3% of the simulated
systems lose a planet on the WD as a result of dynamical instability. If the instabilities
take place during the WD phase most of them result in planet ejections with just 5
planetary configurations ending as a collision of a planet with the WD. Finally 3.2%
of the simulated systems experience some form of orbital scattering or orbit crossing
that could contribute to the pollution at a sustained rate if planetesimals are present
in the same system.
Key words: Kuiper Belt: general, planets and satellites: dynamical evolution and
stability, stars: AGB and post-AGB, circumstellar matter, planetary systems, white
dwarfs
1 INTRODUCTION
In 1917, van Maanen discovered the first white dwarf (WD)
that showed Ca II absorption lines in its spectrum: van Maa-
nen 2 (van Maanen 1917). Since then, 25% to 50% of the
WDs have been found with metallic lines (typically Mg, Si,
Fe and other rock–forming elements) in their ultraviolet–
optical spectra (Koester et al. 2014; Harrison et al. 2018;
Wilson et al. 2019). It is not expected that metallic lines are
present in the spectra of cool WDs. The gravitational set-
tling time, on which these elements sink out of the observable
atmosphere, (a few days to years for DA WDs1 and between
⋆ E-mail: raulfms@inaoep.mx
1 WDs are classified according to the absorption lines present in
their spectra, as DA, which are hydrogen dominated and DB,
helium dominated.
few to million years in non–DA WDs Fontaine & Michaud
1979; Wyatt et al. 2014) is orders of magnitude shorter
than the cooling time for these WDs (tcool > 100 Myr
for WDs with Teff <20000 K, Schreiber & Ga¨nsicke 2003).
Thus, it was proposed that those cool metal–polluted WDs
should accrete material from the exterior (Alcock et al.
1986; Farihi et al. 2009, 2010; Koester et al. 2014).
In the past, the processes invoked to explain the at-
mospheric pollution of WDs came in two flavours: either
accretion from interstellar matter, or accretion of asteroidal
material. In the interstellar matter scenario (Dupuis et al.
1992, 1993), as the WD travels through the gravitational
potential of the Galaxy, it passes through denser cloud re-
gions and accretes metallic elements into its atmosphere.
Nowadays, the commonly–accepted mechanism involves the
presence of rocky bodies that originally orbit the WD, are
then dynamically delivered to the proximity of the WD,
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and finally subject to tidal forces that destroy them, al-
lowing the accretion of material into the WD atmosphere.
Observational evidence that supports this mechanism in-
cludes: i) the near–infrared excesses that imply the pres-
ence of a dust disc located at few solar radii from the
WD surface e.g. (Kilic & Redfield 2007); ii) the double–
peaked lines arising from keplerian rotation of gaseous mate-
rial (vaporised rock; Ga¨nsicke et al. 2006; Melis et al. 2012;
Wilson et al. 2014; Guo et al. 2015) observed in a few WDs;
and iii) the fact that the chemical abundances found in these
WDs resemble rocky material with bulk Earth composition
(Jura & Young 2014; Xu & Jura 2014; Harrison et al. 2018).
All this evidence is further confirmed by the direct probe of
the presence of asteroid material detected as variable tran-
sits around the star WD 1145+017, explained as the dis-
integration of planetesimals that have reached the WD’s
Roche limit (Vanderburg et al. 2015), in addition to the
recently–discovered transit of ZTF J013906.17+524536.89
by Vanderbosch et al. (2019). The planetesimal found or-
biting the WD SDSS J122859.93+104032.9 with a 123.4–
minute period (Manser et al. 2019) and the putative evap-
orating planet proposed to explain the accretion onto the
WD J091405.30+191412.25 (Ga¨nsicke et al. 2019) are fur-
ther proofs of the existence of asteroid and planetary bodies
close to WDs.
WDs represent the final stages in the lives of stars with
masses between 1 and 8 M⊙ . Stellar evolution (the large in-
crease in stellar radius as a giant) and tidal forces should
prevent the survival of primordial planetary material up to
a few au from the WD surface (see e.g. Villaver & Livio
2009; Mustill & Villaver 2012; Villaver et al. 2014). Thus,
material then needs to be delivered close to the WD likely
by the scattering of small bodies from larger orbits when
planetary systems are destabilized following the evolution
of the star. Pioneering work in the problem was done by
Duncan & Lissauer (1998), who showed that the planets of
the Solar System would remain stable when the Sun becomes
a WD, and by Debes & Sigurdsson (2002), who explored the
dynamical evolution of two– and three–planet systems of
identical mass in circular orbits before and after adiabatic
mass loss. Here, the fundamental idea is that after the star
loses mass at the AGB tip (around 75% for a star of initially
3 M⊙), the planet:star mass ratio increases by a factor of a
few compared to the original main–sequence (MS) configu-
ration. Therefore, asteroids, planets or whole systems that
survived the star’s MS lifetime can be destabilised once the
star becomes a WD.
The work of Debes & Sigurdsson (2002) has recently
been extended, looking at a broader range of system ar-
chitectures. Veras & Mustill (2013) and Veras et al. (2013)
looked at the stability of two–planet systems to the range
of stellar masses that from the MS evolve to the WD (1 –
8 M⊙) and at Jupiter and Earth–mass planets with five ec-
centricity values (0, 0.1, 0.2, 0.3, 0.5). The interaction of one
planet with a belt of particles was explored by Bonsor et al.
(2011), who reached the conclusion that one planet does not
seem to be enough to deliver material efficiently into the
WDs unless the presence of a very massive belt is invoked.
Frewen & Hansen (2014) found single eccentric small plan-
ets to be more efficient, suggesting a successful mechanism to
explain pollution of WDs; the question then becomes one of
the origin of the planetary eccentricity. Mustill et al. (2014)
studied systems of triple Jupiter–mass planets, finding that
the percentage of instabilities in the WD phase was insuf-
ficient to explain the observed pollution in host stars with
mass between 3 – 8 M⊙ . Furthermore, the planet mass seems
to have an effect on the instability outcome, as Veras et al.
(2016) showed (using Jupiter, Saturn, Uranus and Neptune
masses and circular orbits) that giant planets usually eject
each other while smaller planets preferentially collide with
each other. Recently, Mustill et al. (2018) carried out simu-
lations of three–planet systems with unequal–mass planets
(from Super–Earth to Super–Jupiter masses) and including
test particles to mimic planetesimals; they too showed that
the lower–mass planets in the simulations deliver material
towards the WD more efficiently. Most important is the fact
that with low–mass planets Mustill et al. (2018) found both
higher rates and a longer duration of delivery, in line with
the broad range of cooling ages at which metal pollution is
observed.
Building on previous works on the stability of multiple
planetary systems using dynamical simulations, the objec-
tive of this paper is twofold. On the one hand, we aim at
constraining the parameter space that previous studies could
not, given the humongous number of parameters available if
one builds the problem ad hoc. So we study the evolution to
theWD phase of scaled versions of the MS planetary systems
that have been detected, instead of using artificial planetary
systems built for the problem. On the other hand, we allow
an exploration of a larger parameter space than previous
works, since we have configurations of planets with differ-
ent masses, orbits, multiple eccentricities and with different
semimajor axis ratios. Exploring all the range of parameters
is otherwise unfeasible if not restricted by the system set–up
built from the observed configurations.
In this work, we use the orbital parameters of the hun-
dreds of multiple planetary systems with well–determined
parameters found around MS stars, and explore their dy-
namical evolution to the WD phase. This is the first time
dynamical simulations restricted by the observed parame-
ters have been done to study the instabilities that could
bring material to the surface of the WD, thus producing the
observed pollution. In this paper, we focus on the two–planet
systems; systems with three and more planets will be ana-
lyzed in a future study. In §2 we describe how we have built
the planetary systems to study, in §3 we explain the scaling
up of the planet mass and radius and the simulation set–up,
and in §4 and §5 we present the results and discussion of
this work. Finally, in §6 we summarize our conclusions.
2 SIMULATIONS
In this work we take a novel approach to setting up the orbits
of the planets in the systems we simulate. When studying
the planetary systems that might be responsible for WD
pollution, we are hindered by our lack of knowledge about
wide–orbit planets orbiting intermediate–mass stars that are
distant enough (> few au) to survive the evolution of their
host. Previous works have therefore constructed artificial
systems of equal–mass planets (Debes & Sigurdsson 2002;
Veras & Mustill 2013; Mustill et al. 2014), used the Solar
System as a template (Veras et al. 2016), or constructed
systems artificially from a prescribed distribution of planet
MNRAS 000, 1–18 (2020)
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masses and orbital spacings (Mustill et al. 2018). Here we
take a different approach: we use the large population of
known multi–planet systems on closer orbits around lower–
mass stars as templates for wider–orbit systems around
intermediate–mass stars, scaling them up to maintain their
dynamical properties. We describe this process in Section 3.
In so doing, we are not asserting that wide–orbit planets
around WD progenitors must look like the better–studied
population of close–in multiple–planet systems. Rather, we
are constructing an artificial population that is somewhat
grounded in reality, rather than prescribing masses and or-
bital separations as done previously.
To solve the dynamics of the systems, we use the
Mercury package (Chambers 1999) in its modified version
(Veras et al. 2013; Mustill et al. 2018), which takes into ac-
count the change of the stellar mass and radius along the
different evolution phases. We used the RADAU integra-
tor with a tolerance parameter of 10−11 as implemented in
Mustill et al. (2018). We consider as a planet ejected when
it reaches orbits above 1×106 au from the central star, and
planets can also be removed due to planet–planet collisions
and when they reach the stellar radius.
In order to build the architectures of the planetary sys-
tems we shall evolve, we have selected all the two–planet sys-
tems from the NASA Exoplanet Archive2 and the Exoplanet
Encyclopedia3 with reported discovery until June 2018 al-
though we have updated (as of January 2020) the orbital
parameters of some of the systems (see Section 4.1). In those
catalogues we have 29 multiple planetary systems in which
a single host star has evolved beyond the MS according to
the luminosity class as it appears in the SIMBAD database,
the Exoplanet catalogues or the discovery paper. We have
excluded from the simulations 13 giant stars, four Horizontal
Branch stars and two pulsars for the simulations as the re-
quired treatment will be different from the rest of the simula-
tions presented. Although found in the catalogues as evolved
stars, we have included the 10 subgiants that after verify-
ing that they have not ascended yet the Giant branch in the
HR diagram. One Herbig Ae/Be star has also been excluded
from our sample. When the planetary system is orbiting one
of the components of a binary star (39 stellar binary systems
were identified) we excluded from the list cataclysmic bina-
ries and eclipsing binaries (14 systems). We also excluded
11 systems in which gravitational effects from a wide bi-
nary companion may affect the evolution of the planet orbits
(Kepler–108, HD 142, HD 89744, HD 133131A, HD 65216,
HD 190360, HD 20781, XO–2S, HD 11964, HD 87646, GJ
229 Moutou et al. 2017; Correa-Otto & Gil-Hutton 2017;
Leggett et al. 2002). We have kept in the simulations the
systems orbiting HD 164922, HD 177830, HD 187123, HD
217107 and HD 143761 since Wittrock et al. (2017) reported
in their Differential Speckle Survey that they do not have a
low mass stellar companion. We have also kept Kepler–383,
Kepler–397, Kepler–400, Kepler–411, Kepler–449, Kepler–
487, K2–36, HD 169830 and HD 147873 in our sample since
we did not find any evidence in the literature that those are
physically related double systems.
The final sample we build for our study consists of 373
2 https://exoplanetarchive.ipac.caltech.edu/
3 http://exoplanet.eu/
stars with two planets each. For those we select from the
observations the stellar and planet masses, and all the orbital
and planet parameters available.
To build the simulations we have chosen an initial mass
of the star of 3 M⊙ . The mass of the host star of the observed
systems ranges between 0.164 – 1.965 M⊙ . Thus, we have to
re–scale the observed systems to a 3 M⊙ MS mass and we
have to kept them dynamically analogous in order to evolve
them. The choice of a 3 M⊙ is motivated by two facts, one
observational and one computational. Polluted WDs have
shown to have a mean mass of ∼ 0.7 M⊙ (Koester et al.
2014) which corresponds to a progenitor of 3 M⊙ mass on
the MS following any standard initial–final mass relation
(e.g. Kalirai et al. 2008). Computationally, running a large
number of dynamical simulations using low mass stars evolv-
ing off the MS become unfeasible given the long time the
star expends on each evolutionary step. A 3 M⊙ star lives
377 Myr in the MS phase and at 477 Myr enters the WD
phase [times derived using the SSE code of Hurley et al.
2000 which considers the isotropic mass loss during the Red
Giant Branch (RGB) and Asymptotic Giant Branch (AGB)
phases]. Note in contrast that a 1 M⊙ star requires ∼10 Gyr
to leave the MS. The relatively rapid evolution of a 3 M⊙
star allows us to do a huge number of simulations in reason-
able computational times (measured on a PhD timescale).
We note that orbital integrations speed up considerably once
the star loses mass, as the orbits expand and the central
mass is lower. Therefore, it is much quicker to run a system
around a 3M⊙ star for 10Gyr than to run one around a 1
or 2M⊙ star.
We cannot be certain that the observed planet dis-
tribution matches that of the scaled 3M⊙ mass stars we
have simulated. The population of planets around WD
stars is completely unknown yet and no planet has so far
been confidently detected orbiting a WD despite system-
atic searches in the infrared and by transit (Burleigh et al.
2002; Hogan et al. 2009; Steele et al. 2011; Mullally et al.
2008; Debes et al. 2011; Faedi et al. 2011; Fulton et al. 2014;
van Sluijs & Van Eylen 2018). Planets around A stars can-
not be detected using the same techniques as planets around
G stars in the MS and therefore the limited statistics avail-
able for comparison among the different samples is subject
to strong selection biases. Planet searches beyond the MS
can give us some insight into the planet frequency around
stars more massive than the Sun using the fact that the RV
searches can be attempted once the star leaves the MS and
its rotational velocity decreases. Early claims of an increase
of planet mass with the mass of the host (i.e. Lovis & Mayor
2007; Johnson et al. 2007) are not supported by the results
of more recent surveys that convincingly argue that this re-
sult might originate from limited RV precision and addi-
tional noise introduced by stellar p-mode oscillations (see
e.g. Niedzielski et al. 2016).
On the other hand, planet formation scenarios that in-
vestigated the frequency of giant planet formation with stel-
lar mass find that the probability that a given star has at
least one gas giant increases linearly with stellar mass from
0.4 to 3M⊙ (Kennedy & Kenyon 2008) but planet multi-
plicity cannot be extracted from these models. One could
attempt to look at the radius distribution of debris disks in
A type stars compared to G stars but the radial extent of
debris disks with well-resolved observations does not show
MNRAS 000, 1–18 (2020)
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any obvious trend with the stellar spectral type (see e.g.
Hughes et al. 2018). But note that even if differences were
found in terms of the size of the debris disks and the spectral
type it will be very hard to attribute them to planet forma-
tion (e.g. Mustill & Wyatt 2009) given that the size could be
related as well to the location of the ice line (Morales et al.
2011) or to time effects in the production/destruction of dust
(Kennedy & Wyatt 2010).
3 THE SIMULATED ARCHITECTURE:
DYNAMICALLY SCALING THE OBSERVED
SAMPLE
To conserve the Hill stability criterion (see Section 3.2 be-
low) in the simulations with the adopted 3M⊙ star, we mul-
tiply the mass of each planet by a scale factor defined as
f = 3M⊙/M∗, where M∗ is the observed mass of the host
star in the system.
3.1 Planet Masses and Radii
The detection method determines the availability in the lit-
erature of distinct physical parameters of the planetary sys-
tem. For instance, if the planet has been discovered by the
transit method and has no radial velocity (RV) measure-
ment then the radius of the planet is at hand but not its
mass. Conversely, for those systems detected via RV but
that are not transiting we have (minimum) masses and ec-
centricities, but not radii. Thus, in order to complete the pa-
rameter space needed for the simulations, we need to use a
planet mass–radius relation. We have explored different pre-
scriptions available in the literature and finally we adopted
the one by Chen & Kipping (2017). In that paper a planet
mass–radius relation is defined by a probabilistic model of
power laws at different mass regimes: for Earth–like worlds
the function goes as R ∼ M0.28 (where R and M are the ra-
dius and mass of the planetary body respectively), for Nep-
tunian worlds R ∼ M0.59, for Jovian exoplanets R ∼ M−0.04
and for stellar bodies R ∼ M0.88. We have used the Python
package Forecaster by the same authors and assume that
the standard deviation in the input parameter for the mass
and radius is 5% Since Forecaster tests a variety of initial
masses and radii, we opted to use the median after 100 runs.
We note that in a few cases (for some of the massive
brown dwarfs which are listed in the exoplanet catalogues)
the scaled–up mass of the “planet” is > 0.08M⊙ , making
them large enough to burn hydrogen and become stars. We
opted to keep these systems in the simulations in order to
homogeneously treat our input catalogue.
3.2 Initial Orbits
For two–planet systems, there exists an analytical criterion
for whether the orbits of planets may intersect and the plan-
ets collide. This is the Hill stability limit (Gladman 1993);
in the following, we have used the two–body approximation
for the energy, as given by Donnison (2011, and see also
Veras et al. 2013).
In multiple–planet systems, stability can be classified
in two ways: Hill and Lagrange instability. In Hill–unstable
systems, planets are close enough to have orbit crossing and
to collide with each other. In Lagrange–unstable systems, at
least one planet is lost of the system via collision with the
star or ejection outwards from the system. The Hill stability
limit gives an analytic constraint on the necessary conditions
that planetary systems need to have so that their planets
collide or cross their orbits; however, the Lagrange stability
limit does not have any analytic formulation and it can only
be found through dynamical simulations. We are interested
in exploring Hill– and Lagrange–unstable systems to explain
the atmospheric metal pollution observed in WDs.
Since Mercury does not take into account the stellar
tidal forces that may act directly on the planets, we must
ensure that these forces are negligible during the MS, RGB
and AGB phases. For this reason we place the innermost
planet to a semimajor axis a0 = 10 au from the star since
the surviving tidal limit for Jovian and Terrestrial planets is
beyond this distance for a 3 M⊙ star (Villaver & Livio 2009;
Mustill & Villaver 2012). Setting up this limit at 10 au also
allows us an easier comparison with previous works.
Because the Hill stability limit depends directly on the
semimajor axis ratio between the planets, we must keep the
ratios of the observed planetary system in our simulations.
Thus, the second planet is placed at a distance of (a2/a1)a0
(where a2 and a1 are the observed semimajor axis of the
outer and innermost planets respectively). For those planets
for which the semimajor axis information was not available
in the catalogues, we calculated it using the planet periods
and the stellar mass (i.e. HD 114386, K2–141, Kepler–462
and Kepler–88).
In Figure 1 we present the distribution in mass (left) and
radius ratio (right) of the planets we used in the simulations.
In the left panel as the histogram of the scaled planet mass
distribution we see that the transiting systems show a single
peak at around the mass of Neptune while the RV systems
(which include some Kepler ones) have a bi–modal distri-
bution with one peak close to the mass of Neptune and the
other in the Jovian mass regime. In the top part of Fig. 1 we
have marked the values of the planet masses used in previous
simulations where the triangles represent the planet masses
used in Veras & Mustill (2013), circles are for Veras et al.
(2013), and the horizontal line are the planet mass range
covered by Debes & Sigurdsson (2002) in their two–planet
simulations. This Figure clearly illustrates that we are ex-
ploring a new and extended parameter from previous works,
specially for planets masses in between the ad hoc masses
chosen in previous studies.
The right panel of Figure 1 shows the distributions of
the scaled radius ratio (outer/inner) of the systems we are
simulating where a clear peak around 1 is present for both
samples: an indication that planets in the same system have
very similar sizes. Note that basically the same was found
by Weiss et al. (2018) in their analysis of the distribution
of ratios of planet sizes for adjacent pairs within the same
system observed by Kepler.
For the calculation of the dynamics of the systems,
Mercury requires in addition to the planet mass, radius
and semimajor axis, the orbital eccentricity and inclination,
the argument of the perihelion, mean anomaly and the lon-
gitude of the ascending node of each planet. The latter three
angular parameters, since they are not available from the ob-
servations in most cases, are drawn randomly from a uniform
distribution of angles between 0 and 360◦. The eccentricities
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Figure 1. Scaled parameters of the planets considered in this work. Left, histogram of the scaled mass, showing in blue the Transit
planets with calculated mass using the mass–radius relation by Chen & Kipping (2017) and in red the RV systems with parameters
reported in the catalogues. Black upside down triangles depict the masses used in Veras & Mustill (2013) simulations, black circles the
planet masses used in Veras et al. (2013) and in black horizontal line the planet mass range simulated in Debes & Sigurdsson (2002).
The right panel shows the distribution of the scaled planet radius ratio (outer/inner) of the Transit and RV systems. Same colours as
the left panel.
are taken directly from the catalogues or, when unavailable,
based on the results of Van Eylen & Albrecht (2015) and
Moorhead et al. (2011), obtained from a Rayleigh distribu-
tion with a σ parameter σ = 0.02 (Pu & Wu 2015). Re-
garding the inclination of the planet orbits, we have also
randomly selected them from a Rayleigh distribution with
σ = 1.12◦ (Xie et al. 2016). The choice of using small in-
clination angles is justified in this work since Veras et al.
(2018) concluded that near co–planar angles are adequate
for global stability studies.
In Figure 2, we show the histograms for the initial ec-
centricities of our two–planet simulated sample where the
colours are as in previous Figures. Note that the numbers
in this histogram are for simulated systems (as we explain
later we perform 10 simulations per observed planetary sys-
tem configuration). We see that the two samples peak at
different eccentricities: the blue histogram simply reflecting
the Rayleigh distribution used for those planets that did not
have eccentricity measurements from observations (mostly
transit systems) while the red histogram mimics the ob-
served distribution from RV measurements. In the top of
the Figure the triangles indicate the eccentricities used in
Veras & Mustill (2013, e = 0, 0.1, 0.2, 0.3), and the circles
show the eccentricities used in the simulations of Veras et al.
(2013, e = 0.1, 0.5). Note that we have not simulated sys-
tems at zero eccentricity because this often reflects a lack
of information, and it is more realistic to simulate them us-
ing a small eccentricity with a Rayleigh distribution with
σ = 0.02. Note as well that the our eccentricities cover a
parameter space not studied in previous works.
In Figure 3 we display a scatter plot of the semimajor
axis ratio versus the planet mass ratio. The black vertical
line indicates the semimajor axis ratio range explored in
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Figure 2. Histogram distribution of eccentricities of our simu-
lated planets from transit detections (blue) and RV (red). The
triangles and circles in the top of the panel are the eccentricities
used in Veras & Mustill (2013) and Veras et al. (2013) respec-
tively.
Veras & Mustill (2013); Veras et al. (2013) where they sim-
ulate two–planet systems with equal planet masses. In the
upper part we show the histogram of the planet mass ra-
tio distribution and in the right side of the scatter plot we
have the histogram of the semimajor axis ratio. From this
plot we see that both the parameter space in semimajor axis
and planet mass ratio explored in this work is broader than
MNRAS 000, 1–18 (2020)
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Figure 3. The center panel is a scatter plot of the semimajor axis ratio a2/a1 vs. the planet mass ratio m2/m1 of our simulated planetary
systems. The black vertical line shows the equal mass planet ratio and its length represents the semimajor axis ratio range explored in
Veras & Mustill (2013); Veras et al. (2013) for a 3M⊙ host star and for Jupiter–mass planets. In the top panel histogram we display
the mass ratio distribution of our two–planet sample, where the black dashed line marks the location of two–planet systems with equal
mass planets. The histogram in the right panel is the distribution of the semimajor axis ratio of our sample. The dashed vertical line
corresponds to the semimajor axis ratio at which Veras et al. (2013) found the Lagrange stability limit for their two–planet simulations,
using equal mass Jupiter planets and eccentricity 0.1.
previous works and that most systems have an outer planet
(planet–2) of comparable mass but slightly more massive
than the inner planet (planet–1).
To finalize our description of the parameter set–up,
we proceed to run 10 simulations per system configura-
tion, changing randomly the inclination and eccentricity of
the planet orbits using the Rayleigh distribution mentioned
above and the orbital angles for each run. If the eccentricity
is known, then we set it constant for the 10 simulations of
the system. In Figure 4 we show the initial semimajor axis
and eccentricity of the scaled two–planet systems simulated
in this work. Orange and green plus symbols refer to planet–
1 and planet–2 respectively. As we can see from our set–up,
all planets–1 are located at 10 au, covering the eccentricity
range from 0 to 0.8. On the other hand, planets–2 are widely
dispersed and some of them are located at high eccentricities
and large semimajor axis. We point out that these high ec-
centricity and high semimajor axis planets may come from
systems that have likely already undergone an instability
that we would think took place very early before the onset
of our simulations.
4 RESULTS
We performed 3730 simulations of two–planet systems in
which we evolved a 3M⊙ star from the MS to the WD.
Before discussing the results in detail, we first show some
examples of the types of dynamical evolution we see in our
simulations. Such examples can be seen in Figure 5. Start-
ing from the top left, we have a system in which planet–1 is
lost when it collides with the WD, in the top right a system
that experiences orbit crossing and scattering followed by
ejection of one planet, in the bottom left a system that un-
derwent orbital crossing and a final planet–planet collision,
and finally in the bottom right a fully stable system.
The upper left panel of Figure 5 shows one of the ten
simulations of the scaled system HD 113538. We see how
planet–1 collides with the star at 6.2 Gyr, while planet–2
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Figure 4. Initial eccentricities as a function of initial semimajor
axis of the two–planet systems simulated in this work. Orange
and green plus symbols refers to planet–1 and –2 respectively.
We note that both planets cover a wide range in eccentricities.
Note that our planetary system configuration, locates planet–1
always at initial semimajor axis of 10 au while planet–2 will have
the semimajor axis which correspond to the semimajor axis ratio
of each observed system.
remains on a stable orbit at a = 300 au after the instabil-
ity. Since this instability happens at a time when the star
is well into the WD domain, this is a system in which we
have a clear mechanism capable of producing pollution of
the host star atmosphere, be it from the accreted planet
itself or from asteroids scattered after the planet’s eccen-
tricities were excited. In the upper right panel of Figure 5
we see the evolution of the scaled system GJ 180 showing or-
bital scattering capable of producing pollution if the ejected
planet–2 would traverse a planetesimal belt during scatter-
ing. In this system, the orbital scattering starts when the
planets have an orbit crossing in the few Myr of the WD
phase and the ejection of planet–2 happens at 7.8 Gyr. The
bottom left panel of Figure 5 presents a collision between
the planets in a simulation of the scaled system Kepler–200.
The planet–planet collision happens at t= 8.6 Gyr, when the
star has long been a WD, again capable of sending material
into the WD atmosphere. This simulation also shows some
orbit crossing of the planets, followed by scattering in their
semimajor axis until the impact of the planets. Note that in
these examples, planets survive the MS phase and became
unstable in the WD phase. Finally, the lower right panel
evinces a fully stable evolution of the scaled system Kepler–
146. In this case both planets are separated wide enough
to be both Hill– and Lagrange–stable during the complete
simulated time of 10 Gyr, ending at 40 and 73 au respec-
tively from the central star. The input parameters used in
the simulations shown in Figure 5 correspond to the simula-
tion numbers 293, 105, 1831, and 1465 listed in the machine
readable table, a fraction of which is displayed in Table 1.
4.1 Unstable Systems on the MS
A number of our two–planet systems (33) lost a planet on
the MS before any stellar mass loss, frequently on a time–
scale of just a few Myr. Because the template systems are
observed at ages of typically a few Gyr, this means that the
initial configurations for these systems were unphysical. We
therefore investigated these more closely in order to identify
any problems with the set–up.
23 of these systems lie close to strong first– or second–
order mean motion commensurabilities, most commonly the
2:1. In these cases a more careful set–up is required to place
the system in a stable resonant configuration. We find that
185 simulations out of these 23 systems, are having dynam-
ical instabilities in the MS with 159 resulted in a planet
being loss either by ejection, planet–planet or planet–star
collisions, and 26 experienced orbit crossing. We defer the
treatment of resonant two–planet systems experiencing stel-
lar mass loss to a future work, but note that the stability
properties of resonances are indeed known to change as the
star loses mass and resonances broaden (Bonsor et al. 2011;
Mustill & Wyatt 2012; Debes et al. 2012; Caiazzo & Heyl
2017).
Besides the resonant systems, we found ten other sys-
tems experiencing instability on the MS:
• HIP 57050: This had a mass incorrectly listed as 68MJ
in the exoplanet.eu catalogue as of June 2018. This has since
been corrected to 68M⊕ and we re–ran the simulations with
the correct mass.
• HD 183263: Planet–2 had an orbital solution proposed
by Wright et al. (2009), and its RV curve did not have a
complete period; the solution is very close to being unstable.
Neverthleess, Feng et al. (2015) re–analyzed the RV curve
updating the orbital parameters for planet–2 with a higher
mass and longer period. We re-ran the simulations with the
updated orbital solution.
• HD 202206: This was listed as a two–planet system, but
the innermost companion is in fact an M–dwarf. We have
therefore removed it from consideration along with other
binary stars.
• HD 67087: Planet–2 has a high but poorly–constrained
eccentricity (0.76+0.17
−0.24
) owing to the lack of observations at
pericentre passage (Harakawa et al. 2015). Petrovich (2015)
identified it as unstable according to his stability criterion.
Lacking a good orbital solution, we removed this system
from further consideration.
• HD 106315: Crossfield et al. (2017) identified an RV
trend indicating the presence of a third, outer, planet, and
so we removed this system as it is probably not a two–planet
system.
• HD 30177: exoplanet.eu reported the unstable best fit
from Wittenmyer et al. (2017); however; these authors iden-
tified a second, more stable, solution family with planet–2
on a wider orbit. We re–ran this system with the more stable
configuration.
• Kepler–145: Eccentricities are from photometry only
and have large errors (Van Eylen & Albrecht 2015). We re–
ran the system using instead the Rayleigh distribution of
eccentricity which we used when the true eccentricity was
unknown.
• Kepler–210: Ioannidis et al. (2014) provided a two–
planet TTV fit which was unstable, and favoured instead a
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Figure 5. Evolution of the semimajor axis, in au, during the 10 Gyr of the simulations. In an orange solid line we show the evolution
of planet–1 while the green solid line is for planet–2. The time when the star becomes a WD is shown as a red vertical dashed line. The
four panels are representative examples of the outcomes of the simulations (#293, 105, 1831, and 1465 left to right and top to bottom
in Table 1). Lagrange instability (planet–star collision) is shown in the top left panel, Hill and Lagrange instabilities (orbit crossing and
ejection of a planet) in the upper right panel. A Hill–unstable example (orbit crossing and collision between the planets) is the example
shown in the bottom left panel and a complete Lagrange– and Hill–stable system appear in the bottom right panel.
Table 1. Fraction of a machine readable table with the input parameters of the scaled systems of the 3730 simulations performed in this
work. Column 1: simulation number, 2: name of the planetary system, 3: scaled mass m, 4: planet density ρ, 5: scaled semimajor axis a,
6: eccentricity e, 7: orbit inclination i, 8: argument of the pericentre ω, 9: longitude of the ascending node Ω, 10: mean anomaly M . The
suffices 1 and 2 refer to the inner and outer planet respectively. Column 11–18 the same but for planet–2.
# name m1 ρ1 a1 e1 i1 ω1 Ω1 M1 m2 ρ2 a2 e2 i2 ω2 Ω2 M2
[MJ] [g/cm
3] [ au] [o] [o] [o] [o] [MJ] [g/cm
3] [ au] [o] [o] [o] [o]
1 24Sex 3.88 3.17 10.0 0.09 0.29 14.42 184.86 287.96 1.68 1.22 15.60 0.29 1.24 217.37 353.30 302.54
2 24Sex 3.88 3.17 10.0 0.09 0.57 188.29 37.46 204.71 1.68 1.22 15.60 0.29 1.43 357.32 318.77 317.99
3 24Sex 3.88 3.17 10.0 0.09 0.79 302.46 200.24 138.43 1.68 1.22 15.60 0.29 1.45 241.91 236.67 69.66
4 24Sex 3.88 3.17 10.0 0.09 1.25 45.52 52.84 264.22 1.68 1.22 15.60 0.29 3.07 76.19 254.02 51.88
5 24Sex 3.88 3.17 10.0 0.09 1.37 120.95 252.23 297.85 1.68 1.22 15.60 0.29 1.36 196.07 151.61 65.64
... ... ... ... .... ... ... ... ... ... ... ... ... ... ... ... ... ...
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three–planet fit with the third planet not detected in tran-
sit. We therefore removed the system as it is probably not a
two–planet system.
• K2–18: exoplanet.eu reported high eccentricity values,
but these were very poorly constrained by radial velocity
measurements (Cloutier et al. 2017). More recent work by
Sarkis et al. (2018) concluded that K2–18c was likely an
artefact of stellar activity and therefore we removed this
system from consideration.
• Kepler–462: Ahlers et al. (2015) provide a high lower
limit (> 0.5) on the eccentricity of planet–2 based on transit
photometry, and noted that their solutions were unstable.
Lacking a good fit, we remove this system from considera-
tion.
4.2 Global results
We now consider a total of 3485 simulations for the following
statistics since we have removed 6 two–planet systems (60
simulations) due to the previous analysis and 185 additional
simulations that experience dynamical instabilities on the
MS. We keep the simulations of resonant systems that were
stable on the MS, since their orbital configuration have lead
them to avoid any destabilising effects of the resonances.
We find 101 (2.9%) out of 3485 simulations that lose
one planet in the simulations, be that by planet–planet col-
lisions, planet–star collisions or ejections; while 3384 simu-
lations (97.1%) keep both planets the entire simulated time
(10 Gyr).
In Table 2 we show the numbers of planets lost, the
type of dynamical instability by which it is removed from
the system and two relative percentages, the first with re-
spect to the total number of simulations and the second with
respect to the total number of planets simulated (6970) at
different evolutionary stages of the host star: MS phase (t ≤
377.65Myr); the pre–WD phase, which take into account
the RGB and AGB phases (377.65Myr < t ≤ 477.57Myr)
and the WD phase (t > 477.57Myr).
In general, we see that the most prominent type of in-
stability in our simulations is the ejection of a planet (2.5%;
87/3485) and that occurs mainly in the WD phase. Planet–
planet collisions happen at a rate of 0.26% (9/3485), Fi-
nally, 0.14% (5/3485) of the systems experience a collision
between a planet and the star.
In the pre–WD phase (377.65 – 477.57 Myr), our sim-
ulations resulted in 4 (0.12%) dynamical instabilities, two
planet–planet collisions and two planet ejections. It is worth
to mention that we have obtained 15 simulations where both
planets are stable on the MS but they have orbit crossing
just at the AGB tip of the host star, changing the order of
the planets at the beginning of the WD phase.
During the WD phase 97 (2.78%) of the simulations
resulted in the loss of a planet and there most of them, 85
(2.44%) correspond to ejections, a few 7 (0.2%) are collisions
between the planets and just 5 simulations (0.14%) resulted
in a direct collision of the planet with the WD.
To end this sub–section, it is worth mentioning that
Veras et al. (2013) performed a test as to whether two–
planet systems discovered up to November 2012 remain sta-
ble using their Hill stability criterion and assuming planets
with minimum mass and coplanarity. They found four un-
stable planet pairs of two–planet systems, namely, 24 sex,
HD 128311, HD 200964, which we also found to be unsta-
ble (during the MS phase) because they require stabilisa-
tion by 2:1 and 4:3 mean motion resonances; the fourth
system BD+20 2457 is not analyzed in this work since it
is an evolved star. Additionally, they analyzed three more
pairs of planets which are expected to be Hill stable but La-
grange unstable in late MS times, HD 183263, HD 108874
and HD 4732. In our 10 Gyr simulations, HD 183263 indeed
becomes Lagrange unstable at MS but using the updated
parameters we find it stable. HD 108874 remained stable
the entire simulated time and HD 4732 was not considered
in this work since it is a giant star.
4.3 The planet semimajor axis ratio
In the following we perform a deeper analysis of the two–
planet system parameters and see how they relate with the
instability times obtained in our simulations. We begin by
analyzing the semimajor axis ratio. In Figure 6 we show the
instability time vs the semimajor axis ratio of our two–planet
systems, together with location of some first– and second–
order mean motion commensurabilities. The instabilities on
the MS occur near these commensurabilities, most being
around the 2:1 confirming the reduced survival rate found in
Pu & Wu (2015) withKeplermultiple–planet systems due to
having planets in first and second order commensurabilities.
On the other hand, Veras et al. (2013) found that their sim-
ulations of two–planet systems, using planets with identical
masses and eccentricities e1 = e2 = 0.1, become completely
stable inside the 2:1, a2/a1 = 1.58 for a 3M⊙ host star. In our
simulations, we find that the most widely–separated systems
that lose a planet on the MS lie near to the 3:1 mean motion
commensurability, at a semimajor axis ratio a2/a1 ≈ 2.
We find four planetary system (WASP–53, HD 187123,
HD 219828 and PR0211) for which 17 simulations resulted
in the ejection of planet–2 just within the first 6 Myr after
the beginning of the WD phase. The main characteristic of
these systems is that they have the largest semimajor axis
ratio, then, due to our scaling set–up, their planet–2 is ini-
tially located at 909, 1147, 1324 and 1821 au, with eccentric-
ities of 0.84, 0.252, 0.812, and 0.7 respectively. Veras et al.
(2011) have found that one planet located at distances of
∼ 1000 au, having such large, eccentric orbits, may enter
the non–adiabatic mass loss regime of the host star (which
means that the mass loss time–scale is comparable to the
planetary orbital time–scale); then, the wide and eccentric
planet enters to a run–away phase, where its eccentricity and
semimajor axis increase drastically, resulting in the ejection
of the planet at times when the star has lost at least 70%
of its mass (the fraction of mass lost by a 3M⊙ star when
it becomes a WD). Alternatively, it can be protected from
ejection, depending on its true anomaly evolution. With this
in mind, the planet ejections found in the four scaled system
mentioned before are due to the non–adiabatic mass loss and
not by Lagrange instability. We show these planet ejections
in Figure 6 with x–shaped symbols.
The theoretical Hill stability limit in the WD phase in
terms of semimajor axis ratio is calculated using the proce-
dure found in Veras et al. (2013) and can be compared to the
parameters of the simulated systems. We calculate the ratio
between the observed semimajor axis ratio and the WD Hill
stability limit. From our 3485 simulations of two planets, we
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Table 2. Number of planet instabilities (collision between the planets, planet collision with the star, ejection) appearing at different
evolutionary stages. The first percentage is the fraction of simulations in which the given outcome occurred; the second, the fraction of
planets experiencing said outcome. “Pre–WD” means subgiant through to AGB tip.
MS pre–WD WD Total
Ejections – 2 (0.06%, 0.03%) 85 (2.44%, 1.22%) 87 (2.5%, 1.25%)
Planet–star collisions – – 5 (0.14%, 0.07%) 5 (0.14%, 0.07%)
Planet–planet collisions – 2 (0.06%, 0.03%) 7 (0.2%, 0.1%) 9 (0.26%, 0.13%)
Total – 4 (0.12%, 0.06%) 97 (2.78%, 1.39%) 101 (2.9%, 1.45%)
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Figure 6. Instability time as a function of semimajor axis ratio of
our two–planet systems. Ejections are shown in dark blue, planet–
planet collisions in pink and planet–star collisions in light green.
The black vertical ticks mark the semimajor axis values of the
two–planet systems used in this study. First– and second–order
mean motion commensurabilities (6:5, 4:3, 3:2, 5:3, 2:1, 3:1 from
left to right) are shown with Y–shaped black symbols at the top
of the graph. The red horizontal dashed line marks the time where
the star becomes a WD. Instabilities in the MS are shown with
small empty circles. The x–shape symbols reflect planet ejections
produced when the non–adiabatic mass loss regime is reached.
found that 106 have an observed semimajor axis ratio lower
than the expected ratio at which they might be Hill–stable
at the WD phase. We can expect these systems to be unsta-
ble in the MS or WD phases. After performing the simula-
tions, we found that 51 out of the 106 of those systems have
dynamical instabilities where a planet is lost by ejections,
planet–planet collisions or planet–star collisions, in the pre–
WD or WD phases. 17 simulations undergo orbital scatter-
ing in their planet orbits and/or orbit crossing between the
planets, without losing a planet. The other 38 simulations, of
the 106 predicted unstable, remained stable the entire simu-
lated time. Nevertheless, regarding the simulations expected
to be stable the entire simulated time, we obtained 33 sim-
ulations which were Hill–stable during the WD phase but
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Figure 7. Ratio of the simulated semimajor axis ratio of the
two–planet systems and the theoretical Hill limit calculated fol-
lowing the prescription in Veras et al. (2013) for the WD mass,
as a function of the simulated semimajor axis ratio. Black dashed
line depicts where the simulated semimajor axis ratio and the
semimajor axis ratio of the Hill limit at the WD phase are equal.
In light blue dots we show the systems for which both planets
have eccentricity ≤ 0.1. In orange dots planets with one or both
planets have eccentricities > 0.1. Gray dots marked the unstable
systems in the simulations and black dots show when the insta-
bilities happen at the WD phase. The x-shape symbols depict
simulations where ejections of the planets so far away that enter
into the non–adiabatic mass loss regime.
Lagrange–unstable, losing a planet in this phase. The lat-
ter cases are clear examples of planetary systems Hill–stable
that become Lagrange–unstable due to the mass loss of the
star, confirming that the boundaries of stability changes as
the star becomes a WD (Debes & Sigurdsson 2002). We also
have 15 simulations expected to be Hill–stable showing or-
bital scattering in their planet orbits during the WD phase
without any orbit crossing nor loss of a planet. Note that
we are not counting amongst the latter the 17 simulations
with planet ejections produced by the non–adiabatic mass
loss regime.
In Figure 7 we show the ratio between the observed
semimajor axis ratio of the planetary systems and the crit-
ical semimajor axis limit at which the planets may become
Hill unstable, using the theoretical prescription given by
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Veras et al. (2013) with the WD mass, plotted as a func-
tion of observed semimajor axis ratio. We observe that most
of the two–planet systems follow a trend that indicates the
larger the semimajor axis ratio, the larger the difference of
the observed ratio with respect to the theoretical one. We
note that the light blue dots, representing low–eccentricity
systems, follow a straight line with positive slope. Never-
theless, for planets that have eccentricities higher than 0.1,
their semimajor axis difference deviates from this trend.
4.4 The planet:star mass ratio
We analyze effects of the the planet:star mass ratio defined
as µ = m1+m2
M∗
, where m1 and m2 are the planet masses and M∗
is the mass of the central star. We use this to calculate the
separation of the planets in mutual Hill radius units defined
as,
RH,mutual =
a1 + a2
2
(
m1 + m2
3M∗
)1/3
(1)
where a1 and a2 are as stated before the semimajor axis of
planets 1 and 2 respectively. Note that here we use the mass
of the host star as 3M⊙ for the calculation of the mutual
Hill radii.
Since the distribution of separations of the planets ∆ in
terms of mutual Hill radius is also a function of µ, in Figure
8 we show ∆ as a function of µ for the two–planet systems
analyzed in this work.
In general, we see that lower–mass planets can be more
widely spaced in mutual Hill radii. The envelope in the µ−∆
plane is simply related to the fact that there is a singularity
in the relation between ∆ and µ, where ∆max = 2(
m1+m2
3M∗
)−1/3
(cf. Mustill et al. 2014). For a better understanding of the
planet masses in terms of µ, planets with Earth, Neptune
and Jupiter masses have values of the order of 10−6, 10−5,
and 10−3 respectively. We highlight that the unstable sys-
tems that lose a planet by Hill or Lagrange instabilities are
located in the lower part of the graph (∆ ≤ 9.74) and in the
µ range from 1.8 × 10−5 to 0.03.
It is clear that the planetary systems that have been dis-
covered mainly by the transit method differ in their distri-
bution in the µ-∆ space with respect to those detected by RV
(see Figure 8). The majority of the planets detected by tran-
sits are less massive than those detected by RV, and there-
fore they have smaller Hill radii. This means that they can
be very widely dynamically spaced (in terms of Hill radii)
even when they are rather closely spaced physically (in terms
of au or semimajor axis ratio). This means that it is easier
for the transiting systems to remain stable than it is for the
RV systems. We demonstrate this statement in the left panel
of Figure 9, where we plot the instability time (Myr) vs µ.
Most of the instabilities occurring during the MS phase are
due to planets with masses higher than that of Jupiter. In
fact, the instabilities happening at very early times (between
0.1 to 10 Myr) are those produced for the high mass planets
(mplanet > 1MJ). Then, as µ decreases, the instabilities move
to later times, and at some point (µ ≤ 1.84×10−5), the insta-
bilities cease to happen. In the right panel of Figure 9 we see
how most of the MS and WD instabilities that lead a loss
of a planet happen at ∆ ≤ 10 and then the planets are sep-
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Figure 8. Distribution of planet separation distance in Hill radii
(∆) as a function of µ ((m1 + m2)/M∗), where M∗ is the mass of
the host star in the MS. Red points mark systems discovered
by RV, blue those by transit. Systems where at least one run
was unstable during the WD phase are represented as black plus
symbols, and those experiencing ejections by non–adiabatic mass
loss as x–shape symbols.
arated enough so that they were stable the entire simulated
time.
4.5 The planet mass and eccentricity ratio
In the following we explore how the mass and eccentric-
ity of the planets relate to the instability times. In the left
panel of Figure 10, we plot the instability times (Myr) vs
the planet mass ratio. We have also shown the cases ex-
plored in the simulations performed by Veras et al. (2013);
Veras & Mustill (2013).
We can see that most of the systems that have an in-
stability at the WD phase are located in the range between
0 to 9.2 planet mass ratio. The most extreme is Kepler–487,
which has a planet mass ratio of ∼ 2 × 10−3. For this sys-
tem, the mass–radius calculation of planet–1 for a 10.9 R⊕
gives a planet mass of 2595 M⊕(8.16 MJ), while, for planet–2
the calculated mass is 5.25 M⊕ for a radius of 2.07 R⊕. We
clearly see that in most of our simulations, planet–2 is more
massive than planet–1, verified by having a large number of
black lines in the right of the dotted line (and see Figure 3).
The number of instabilities at the WD phase for a planet
mass ratio < 1 is slightly larger than those for a mass ratio
≥ 1 (44 and 36 respectively).
In the right panel of Figure 10 we show the same as
in the left panel but as a function of the eccentricity ratio,
where black upside down triangles depict the eccentricity
ratios studied in Veras & Mustill (2013). The instabilities
leading a loss of a planet at the WD phase in our simula-
tions are present in a wider range of eccentricity ratios from
the ones explored before in the literature, from 0 up to 4.86.
We note that in contrast to the planet mass ratio, the ec-
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Figure 9. Left: Instability times vs µ. Colors and symbols are as in Fig. 6. Right: Same as left panel but showing the separation ∆ in
terms of Hill mutual radius.
centricity ratio values explored in our simulations are quite
symmetric with respect to the ratio where the eccentricity
of both planets is the same. We also note that the planet
ejections due to non–adiabatic mass loss are located with
eccentricity ratios between 10 to 100, even one case with
a value around 200, which means that those systems have
planetary configurations of a very eccentric planet–2 with
respect to its companion. Nevertheless, we find more planet
losses at the WD phase at eccentricity ratios ≥ 1 than < 1
(43 simulations vs 37).
5 DISCUSSION
5.1 Instability without loss of a planet
Hitherto we have treated systems as “unstable” when they
lose a planet due to ejection or collision. However, systems
where planets experience some degree of scattering without
being lost are also of relevance for polluting white dwarfs, as
their changing orbits and increasing eccentricities can lead
to scattering of asteroids. Indeed, Mustill et al. (2018) found
that such systems can be among the most efficient at deliv-
ering material to the WD.
Among these systems, there are three groups to identify.
The first group consists of 26 simulations in which orbits
intersect and this produces orbital scattering in the semi-
major axis until one of the planets is lost, either by ejec-
tion, planet–star collision or planet–planet collision at the
WD phase (13 of them have orbits crossing before the WD
phase). In the second group we include the 14 simulations
where orbit crossing and orbital scattering in the semimajor
axis are present, but no planets are lost in the 10 Gyr of
simulated time (2 simulations have orbit crossing before the
WD phase). In the third group of 18 simulations the planet
orbit do not cross and no planet is lost either, but they show
orbital scattering in the semimajor axis. The orbital scatter-
ing is defined as those systems where the observed semimajor
axis of planet–1 and/or planet–2 differs more than 5% with
respect to the semimajor axis value at the beginning of the
WD phase. In total we find that 58 simulations out of 3485
(1.66%) are located within the groups defined before. Note
that in the 54 simulations out of 80 where a planet is lost by
Hill or Lagrange instabilities during the WD stage do not
experience any previous orbit crossing.
In Figure 11 we display four examples of the groups de-
fined previously, where the evolution of the semimajor axis
is shown as a function of time. We have added in the plot
the evolution of the apocenter and pericenter. In the upper
panels we show the orbital evolution of the scaled systems
Kepler–200 (left) and HIP 65407 (right), both of them losing
a planet by planet–planet collision and ejection respectively;
Kepler–200 also has the orbits of its planets crossing sev-
eral times before the planet–planet collision. We highlight
for example that the top left simulation exhibits a collision
between the planets at 8.6 Gyr, which would produce de-
bris that can be launched toward the WD by the remaining
planet. The system of the top right experience the ejection
of planet–2 at 0.95 Gyr, however, we highlight that the peri-
center of the surviving planet–1 reaches the Roche radius of
the WD several times, the first time at 751 Myr and the last
time at 859 Myr (see section 5.2 for further discussion). In
the lower panels we present another run of the scaled sys-
tems Kepler–200 (right) and the system Kepler–29 (left). In
these cases both planets are bound to the system the entire
simulated time, however in Kepler–200 there are several in-
stances of orbit crossing during the 10 Gyr, while Kepler–29
does not have any orbit crossing but the orbital scattering is
quite large, increasing as the system evolves up to distances
where the pericenter and apocenter of the planets cover a
range of ∼ 80 au for the last Gyr of the simulation. Note
that the scattering in the simulation in the bottom left panel
begins during the MS and following the mass loss this orbital
behavior causes the planets to migrate from the inner to the
outer regions of the planetary system. While the case shown
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Figure 10. Left panel. Instability times vs the planet mass ratio. Colors and symbols are as in Fig. 6. Right panel. Instability times as
a function of the eccentricity ratio. Black circles and upside down triangles in the top of both panels mark the planet mass ratio (right)
and eccentricity ratios (left) of two–planets simulations used in Veras et al. (2013); Veras & Mustill (2013) respectively. The black dotted
line depicts the ratios for which the mass and eccentricity is equal in both planets.
in the bottom right there is not a planet loss nor an orbit
crossing between the planets but there is a quite large or-
bital scattering in the pericenter and apocenter of planet–1
and –2 for the entire 10 Gyr of simulation.
5.2 Reaching the Roche limit of the WD
The simulation of the scaled system HIP 65407 shown in the
upper right panel of Figure 11 serve as an example to high-
light a very important behaviour in the simulations: clear
scattering is present, especially in the pericenter of planet–
1, but most importantly there are periods of time when the
pericenter of planet–1 reaches very close distances to the
WD radius (0.02 R⊙). During these instances, the planet
could experience tidal destruction, an effect not included in
the simulations. Therefore, we post–process the simulation
results in order to compare the pericenters of all the planets
with the Roche radius of the WD,
aRoche =
(
3ρWD
ρpl
)1/3
RWD (2)
where ρWD, ρpl are the densities of the WD and the planet
respectively and RWD is the radius of the WD (Mustill et al.
2014).
Seven of our simulations have the pericenter of planet–1
at smaller distances than the calculated Roche radius: two
of the system HIP 65407 (one of them shown in the upper
right panel of Figure 11), and five in the system HD 113538.
These occur at cooling ages of ∼ 100Myr to several Gyr. The
five planet–star collisions found in the WD phase are within
the 7 simulations where planet–1 crosses the Roche radius.
This means that these planets could be tidally disrupted by
the WD, hence producing a circumstellar disc and pollute
its atmosphere through acreted material.
Ga¨nsicke et al. (2019) recently interpreted the gas disc
in WD J0914+1914 as the photo–evaporated atmosphere of
an icy giant planet. They reached this conclusion from the
inconsistency of accretion from the wind of a low mass stel-
lar companion to WD J0914+1914, the depletion of rock–
forming elements with respect to bulk Earth composition,
and the larger size of the circumstellar disc compared with
a canonical disc that a planetesimal would form. Also, they
also argued that Neptune to Jupiter–mass planets need to
be at distances lower than 14–16 R⊙ so that the planet at-
mospheres begin to photo–evaporate and form a gas disc
similar to the WD J0914 disc. With this less restrictive
condition in mind, we check whether we find more systems
with pericenters reaching this 16R⊙ limit. We find 2 more
simulations: one of the scaled system HD 113538, where
one planet is ejected at 988 Myr and one of the system
HD 30177, where the planet is lost by ejection at 547 Myr.
Note however that for evaporation to take place high irra-
diation during extended periods of time is a requirement
(see e.g. Villaver & Livio 2007) and that condition is hardly
full filled just by reaching the pericenter distance mentioned
above. Nevertheless, some of these close pericentre passages
in our simulations occur at cooling ages of just a few 10s of
Myr, when the WD is still indeed hot and bright.
5.3 Eccentricity and Planet mass
In the two snapshots of Figure 12 we show the distribution
of the final eccentricity vs final semimajor axis of our two–
planet simulations: on the left at the beginning of the WD
phase (478 Myr), and on the right at the end of the simula-
tions (10 Gyr). This is to be compared with the initial a − e
distribution shown in Figure 4.
Planet–1 is mostly found at ∼ 40 au, as expected from
adiabatic orbit expansion, with a secondary tail of planets
that have experienced scattering extending in to 20 au at a
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Figure 11. Four representative examples of orbital evolution where the orange and green lines show the semimajor axis of planet–1 and
planet–2 respectively. The lighter versions of these lines show the evolution of the apocenter and pericenter of the planets. As usual the
red dashed vertical line represents the time when the star becomes a WD. From top to bottom and left to right, the input parameters
of these simulations can be found in Table 1 under #1831, 866, 1836, and 2352.
range of eccentricities. This tail is typical for orbital elements
after scattering (e.g., Chatterjee et al. 2008; Mustill et al.
2014). The only few planets–1 that are beyond 50 au, when
the WD begins are those that underwent orbit crossing at
pre-WD times. Planet–2 fills a much wider region of the ec-
centricity – semimajor axis space with planets reaching up
distances ≥ 10 000 au and eccentricities ≥ 0.95. Note that
many of these are the planets that will be ejected later
on. The locations of stable planets in Figure 12 are as ex-
pected given adiabatic mass loss and neglecting tidal forces
(Villaver & Livio 2007), aWD = aMS(MMS/MWD), where aMS
is the initial orbital radius and MMS, MWD are the masses of
the star at the MS and WD phases respectively. Thus given
the initial configuration stable planets–1 are expected to end
at 40 au after mass loss with planets–2 further out, having
a bulk of them located at distances from 45 to 350 au and
others beyond 103 au. Planets–2 that have so far survived
scattering are found in a second tail that extends to high
semimajor axis and eccentricity. Planets are not found in
the middle between the tails, since they are prone to experi-
ence dynamical instabilities in this region (Chatterjee et al.
2008).
In the right panel of Figure 12 at 10 Gyr we have added
the information of the surviving planets: specifically, what
type of dynamical instability leads to the loss of their com-
panions at the WD phase. We can see that all the surviving
planets that lose their companions by ejection ended be-
tween 17 to 41 au, and between ∼ 0 to 0.92 in eccentricity,
while those surviving a planet–planet collision ended be-
tween 39 to 44 au, with eccentricities ≤ 0.07 and the sur-
vivors of a planet–star collision are wide planets with semi-
major axis > 150 au and eccentricities > 0.49.
The distribution of eccentricities of the surviving planet
of the initial pair the end of our simulations is shown in
Figure 13. We see a bi–modal distribution with one peak
at eccentricities around 0.0 and a second one around 0.6.
Note that this distribution in the second peak is very dif-
ferent from the initial one (see Figure 2) meaning that high
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Figure 12. Eccentricities vs semimajor axis of the scaled two–planet systems simulated in this work in the left panel at the time
immediately after the central star becomes a WD (478 Myr) and the the right at the end of the simulations (10 Gyr). The orange and
green colours are for planet–1 and planet–2 respectively and the plus symbols are for planets in systems that never lose a planet. Brown
dots indicate planets that survive the loss of their companion, while the purple ones depict those planets that will be lost during the
WD times. Light blue and black circles around the plus symbols depict planets that undergo an orbit crossing before the WD time and
planets that have orbital scattering without any loss of a planet nor orbit crossing respectively. The 10 planets that are unstable just or
around that time (given the time resolution of the outputs of the simulations) are not shown in the graph nor the 17 planets ejected due
to non–adiabatic mass loss. Right panel: we highlight the planets that lost a planet companion after the system suffered a dynamical
instability in the WD phase. In dark blue dots we show the planets that survived the ejection of the other planet, in pink dots the planets
surviving a planet–planet collision, and in light green dot planets surviving a planet–star collision of their companion. The light blue and
black circles show the same as the left panel with the difference that now indicate orbit crossing or orbital scattering only at the WD
phase.
eccentric planets are produced by interactions of multiple
planets. This is important given that simulations that in-
clude the interaction of planets with a planetesimal belt
conclude that highly eccentric planets may deliver effi-
ciently material toward the WD (see, e.g., Bonsor et al.
2011; Frewen & Hansen 2014; Mustill et al. 2018). Here we
provide a mechanism for a planet to have large enough ec-
centricities to be an efficient deliverer of material: a planet–
planet scattering in a multiple planetary system.
We have 80 simulations in which a planet is lost either
by Hill or Lagrange instability during the WD phase. We
now look at the distribution of eccentricities of the remain-
ing planet and compare them with the results of previous
works. We find that in 52 out of this 80 (1.49% of the total
3485) simulations, one of the planets ends up with eccen-
tricities larger than 0.4. These could be ideal candidates for
sending large numbers of asteroids towards the WD; how-
ever, 51 of these 52 planets have masses > 1MJ and would
therefore have low efficiency at delivering material to the
WD, preferentially ejecting asteroids instead.
However, we do find lower–mass planets if we include
systems which, during the WD phase, experience either i)
the loss of a planet, ii) orbit crossing without the loss of a
planet, or iii) orbital scattering in the semimajor axis of both
planets. 112 out of 3485 simulations fulfill this condition
(3.21%). If we now look into their mass distribution we have
25 simulations (0.72%) where planet–1 masses are in the
range 1−30M⊕ and 35 (1.004%) where planet–2 has masses
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Figure 13. Distribution of eccentricities of the surviving planets
after the other become unstable and is lost from the system. The
eccentricities are taken once the remaining planet becomes stable
at the WD phase.
in the same range. These numbers are 39 (1.36%) and 49
(1.41%) of simulations for planet–1 and –2 respectively, with
masses between 10 to 100M⊕ . These mass ranges, especially
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the lower Earth–Neptune mass end, are those identified by
Mustill et al. (2018) as being most efficient at delivering as-
teroids to the WD during and after an instability.
5.4 Pollution and cooling times
We now briefly discuss the cooling times at which our in-
stabilities occur, and relate this to observations. Observa-
tionally, polluted WD with detected IR excesses may have a
peak distribution in cooling ages around 400–500 Myr while
the polluted WDs without IR excesses have a distribution
in cooling times that extends up to 1 Gyr4. While we do
not perform a quantitative comparison with our simulations,
which would require addressing the biases of different sur-
veys, these data do indicate that planetary/asteroidal ma-
terial is being delivered to WDs at a large range of cooling
ages. In particular, regardless of the true time dependence of
these phenomena, any dynamical delivery mechanism must
be capable of providing some material at late times.
Indeed, we do find that the number of instabilities
where a planet is lost in two–planet systems decreases as
the cooling time increases, in common with previous dy-
namical simulations of planetary systems (e.g., Veras et al.
2018; Mustill et al. 2018). Compared to Veras et al. (2013),
we have fewer planet–planet collisions (0.14% of instabilities
overall compared to their ∼ 50%): we can attribute this to
the fact that Veras et al. (2013) simulated perfectly copla-
nar systems which significantly increases the likelihood of a
physical collision when orbits cross. In our simulations most
of the instabilities where a planet is lost occur in the first
100 Myr of the cooling time (55), with 14 simulations los-
ing a planet between 100 – 1000 Myr and 11 of them occur
at times t ≥ 1 Gyr. In contrast, note that Hollands et al.
(2018) found that the metal abundances in WD polluted
sample decays exponentially with an e–folding time of 0.95
Gyr, suggesting that the potentially polluting material is
being depleted at post MS times.
It is interesting to analyze the two–planet simulations
that are dynamically active for periods of time. This period
may begin when an orbit crossing is present in the orbital
evolution of both planets, since the orbit crossing can trig-
ger long–term orbital scattering in both planets that may
launch rocky bodies onto stargrazing orbits, hence produc-
ing pollution in the WD atmosphere. This period of time can
last until one of the planets in the system is lost, relaxing
the system dynamically. However, this interval of time can
also last the entire simulated time.
In Figure 14, we display the percentage of systems cur-
rently undergoing orbit crossing and orbital scattering at
different times during the WD phase, there being 58 such
systems in total. We transform our simulated time to WD
cooling time, setting our zero point at the time when theWD
forms. We show separately systems which either do or do not
ultimately lose a planet as a result of the orbit crossing and
systems where only orbital scattering is present, as well as
the sum of these. Some important results can be outlined
4 Using data from (Farihi et al. 2009; Debes et al. 2011;
Girven et al. 2012; Rocchetto et al. 2015) complemented
by the WD Montreal Database (Dufour et al. 2017)
http://www.montrealwhitedwarfdatabase.org.
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Figure 14. Distribution of WD cooling time of the orbital scat-
tering for simulations in which orbit crossing appears. The colours
depict different cases. The pink dotted line shows the simulations
when the orbit crossing begins and the orbital scattering lasts
the total simulated time, since no planets are lost in those simu-
lations. The gray dashed line indicates the simulations from the
onset of orbit crossing to the the loss of a planet, either by ejec-
tion, planet–star collision or planet–planet collision at WD phase.
The purple dash–dotted line display the simulations where only
orbital scattering is present, without any orbit crossing nor loss
of a planet. The black solid line displays the sum of the pink,
gray and purple. We highlight that some systems have the orbit
crossing before the WD phase; thus they start to count from the
beginning of the WD cooling time.
from this Figure. First, orbit crossing and orbital scattering
are typically of long duration, and of the 58 systems at least
two thirds are dynamically “active”, i.e., are between the on-
set of orbit crossing and the loss (if any) of a planet, at any
one time. We see that the peak of simulations where there is
a loss of a planet is in the first 10 Myr of cooling time, then
it decreases slowly towards the end of the simulation time.
This imply that if those systems had an infinite reservoir
of planetesimals, the delivery rate would decrease naturally
since there would be no events that can launch material to-
ward the WD at Gyr times, then the number of expected
Gyr old WD with metal pollution would be very low. On the
other hand, by observing the simulations which do not even-
tually lose a planet, we may expect an increase of number of
WD showing pollutant events from hundreds to Gyr times.
In reality, we expect that the reservoir of planetesimals is
being depleted in time, thus, the effect of observing less WD
with pollutant events at older times is enhanced. When we
see the sum of the three lines, representing all 58 systems,
the predominant effect is an increase number of pollutant
events, reaching a peak around 1 Gyr of cooling time.
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6 CONCLUSIONS
We have explored the stability of multiple planetary systems
with the goal of understanding the observed pollution rates
detected in WDs. We use dynamical simulations by restrict-
ing the, otherwise infinite, parameter space to study the evo-
lution to the WD phase of scaled versions of the MS plane-
tary systems that have been detected. In this way we are ex-
ploring a larger parameter space than previous works using
configurations of planetary systems with two planets with
different masses, orbits, multiple eccentricities and with dif-
ferent semimajor axis ratios. This is the first time dynamical
simulations restricted by the observed parameters have been
done to study the instabilities that could bring material to
the surface of the WD. Of course, the only reliable constraint
on the planet distribution around massive stars has to come
from observations. This will most likely take the form of fu-
ture microlensing surveys, as might be conducted with the
Nancy Grace Roman Space Telescope (Spergel et al. 2015;
Penny et al. 2019) that could potentially provide the statis-
tical picture of planetary system architectures on the MS
that we need to evolve to the WD to test pollution scenar-
ios. Thus, for the time being we have based our simulations
on a simple, well-informed scenario on the observed planet
distribution; the scaling of these observations and thus their
validity to higher masses does not necessarily reflect reality
but is the closest we can explore at the moment with the
information available.
We performed 3730 dynamical simulations of 373 plan-
etary systems (we run 10 simulations of each) orbiting a
putative 3 M⊙ parent star. After disregarding for the anal-
ysis 245 simulations where a dynamical instability (loss of a
planet, orbit crossing) occurs on MS due to having planets in
(or close to) mean motion commensurabilities, we ended up
with 3485 simulations that we followed for 10 Gyr well into
the theWD phase. We find that 80 (2.3%) simulations result
in the loss of a planet by Lagrange or Hill instability after
the formation of the WD, with only 5 of them sending the
planet into the WD. The small number of planet–star colli-
sions we find confirms that these events are rare in the WD
phase, if we consider also the simulations of Veras & Mustill
(2013); Veras et al. (2013) where they did not encounter any
planetary system that resulted in a planet–star collision in
the WD phase. It has been estimated that at most 1–5%
of WDs have high ongoing accretion rates due to dust discs
(Debes et al. 2011; Farihi et al. 2012). The formation of dust
disks around WDs is not followed at all in our simulations
but if it is a consequence of instabilities that send the plan-
ets themselves into the WD to be tidally disrupted, we find
that our two-planet system simulation rates are too low to
account for this phenomenon. On the other hand, if disks
are formed after asteroids are scattered and disrupted, fol-
lowing orbital crossing/scattering of the planets, then our
overall result (3%) two body dynamics could account for
this level of pollution and if it is 100% effective, most or all
of the large levels of IR excess due to dust.
We obtain a rate that is so small that implies that other
mechanisms have to be invoked to explain the prevalence of
atmospheric pollution in at least 25 − 50% WDs. One pos-
sibility is that higher planet multiplicity plays a role and to
explore this option the simulations of the dynamical evolu-
tion of observed systems with three and more planets is on–
going. As has been shown before, an enhanced incidence of
instabilities, increases for systems with three or more planets
(Mustill et al. 2014; Veras et al. 2016; Mustill et al. 2018).
Another important aspect to consider is the fact that planets
can be just the mechanism for the delivery of planetesimals
and we can increase the delivery rate to 3.21% of our simula-
tions if we assume that orbit crossing and orbital scattering
could be contributing to the planetesimal delivery toward
the WD. Note that although low, this provides a mecha-
nism to continuously send destabilized material towards the
WD.
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