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Abstract: I use textual data to model German professional macroeco-
nomic forecasters’ information sets and use machine-learning techniques to
analyze the efficiency of forecasts. To this end, I extract information from
forecast reports using a combination of topic models and word embeddings. I
then use this information and traditional macroeconomic predictors to study
the efficiency of investment forecasts.
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1 Introduction
During the past decade, new technologies made the processing of vast quantities of tex-
tual data possible and led to an increased usage of text-based empirical research in
economic and social sciences. The idea of this relatively new research area is to decode
the information in human communication and complement the data used in traditional
research. Computational text analysis is used, for example, in measuring the political
slant of media content as in Gentzkow and Shapiro (2010), where newspaper data is used
to measure the slant of 433 US daily newspapers or as in Greenstein et al. (2017), who
examined bias and different behaviors among Wikipedia contributors. Other authors an-
alyzing the effect of the sentiment from Central Bank communication on fluctuations in
Treasury securities (Lucca and Trebbi 2009), developed an indicator of economic policy
uncertainty based on newspapers (Baker et al. 2016) or measure political risk at the firm
level by investigating quarterly earnings call transcripts (Hassan et al. 2019).
Multiple researchers used textual information for economic forecasts. Predictive power
for the stock market prices are found for the sentiment of the Wall Street Journal (Tet-
lock 2007) or through the mood of Twitter messages (Bollen et al. 2011). Beckers et al.
(2017) examine the predictive ability of media-based sentiment indicators for the German
inflation. Choi and Varian Hal (2012) and Scott and Varian (2014, 2015) implemented
textual data in the estimation of the current level of macroeconomic variables ("nowcast-
ing"). They use the frequency of Google search terms aggregated by week and geographic
location to improve forecast regional retail sales, new housing starts and tourism activity
significantly1.
Textual analysis proofed to capture information non-observable by traditional statistical
methods of measurement. As shown in the survey from Döpke et al. (2019), professional
forecasters exploit non-quantified information in the forecast process. The goal of this
study is to reconstruct the forecasters’ set of information using textual German macroe-
conomic forecast reports. Subsequently, I examine whether forecasters implement this
information efficiently into their prognoses. Thus, my research goal relates to multiple
strands of literature: My first link are the "narrative" methods in macroeconomics, for
instance, the content analysis of textual representation of business cycle expectations
(e.g. Mathy and H. Stekler 2017; H. Stekler and Symington 2016). I relate to Fritsche
and Puckelwald (2018), who used forecast reports of German forecasters from 1990 to
2017 in dictionary-based sentiment analysis, latent Dirichlet allocation (LDA) model and
structural topic model (STM). My methodology differs as I use a combination of LDA
with word embeddings, which allows me to cover a more extended period.
Furthermore, I link to the forecast efficiency literature, in particular to studies that in-
vestigate the forecast efficiency of German economic research institutes with a nonpara-
metric approach. Forecasters have to minimize the loss function to all of their available
information for achieving strongly efficient forecasts (Nordhaus 1987). Behrens et al.
(2018b, 2020) examine the efficiency of growth and inflation for German forecasters with
a nonparametric tree-based method. Behrens et al. (2018a) and Behrens (2019) use a
1Further applications may be found in the recent survey of Gentzkow et al. (2019).
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joint efficiency analysis of German trade forecasts in a multivariate setting. As this rea-
sonable novel approach allows a high number of explanatory variables, I use it to test
if the textual data issued by forecasters is fully incorporated in their forecasts. To my
knowledge, forecast efficiency has not been tested for German investment forecasts yet.
As the crucial role of investments for economic growth, my goal is to fill this gap in
research. For this purpose, I use traditional indicators together with textual information
and prove whether I can reject strong forecast efficiency.
I present my utilized topic model and the textual data in Sections 2 and 3. In Section 4,
I investigate the results of my textual analysis. Sections 5 and 6 present the random
forest method and the forecast data. Section 7 summarizes the results of my forecast
efficiency test and Section 8 contains my conclusion.
2 Topic Models with Word Embeddings
Topic models are hierarchical probabilistic models developed for the automatic analyza-
tion of text corpora. The goal is to use machine learning techniques to discover semantic
patterns that reflect underlying topics which got combined to form the document. The
most basic topic model is the latent Dirichlet allocation (LDA) (Blei et al. 2003). The idea
of LDA is that each document contains a distribution over latent topics, which contain
a distribution over words. The respective topic proportions provide a low-dimensional
representation of the content of each document.
Although the basic LDA is a powerful model, it faces some shortcomings, which made it
an insufficient tool for the analyzed corpora. Firstly, its quality suffers from large sizes
of vocabulary. On large collections of documents, it is required to severely prune the
vocabulary to fit interpretable topic models. Typically, the researcher removes the most
and least frequent words of the vocabulary and thus faces the risk of removing important
terms, and therefore, limiting the scope of the models (Dieng et al. 2019).
Secondly, LDA is designed for categorical data and faces problems with the long period of
the sample (Blei and Lafferty 2006). Therefore, it is not capable of handling the evolution
of topics and written language. For instance, the reference value for economic growth was
the gross national product ("Bruttosozialprodukt") until 1992, when it was changed to
the gross domestic product ("Bruttoinlandsprodukt"). Both terms were frequently used
in sections analyzing the growth, and their prevalence values for different topics should
be highly positive correlated as both terms are used in the same context. As there are
only very few documents in which both terms have a high co-occurrence, standard LDA
would result in a highly negative correlation. A widespread solution is to limit the time
frame of the used documents. As my goal is to use the topic proportions for time series
analysis, I cannot use this workaround.
To solve these problems, I combine LDA with word embedding, which is a method of
mapping words in vector space and thus representing their meaning (Panigrahi et al.
2019). With this method, terms used in similar contexts like "Bruttosozialprodukt" and
"Bruttoinlandsprodukt" get placed nearby in vector space, although they seldomly occur
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nearby in the documents. This method results in a correct classification of both terms
as highly positive correlated and furthermore, it does not suffer from a high number of
tokens and is resistant to stop words (Dieng et al. 2019).
Let D express a number of documents which get merged into a text corpus with V =
{w1, w2, ..., wV } unique tokens, then C signifies the word-word co-occurrence matrix with
V × V dimensions. The element Cij denotes the number of times the context word cj
has occurred in the near of wi, which means how often it is counted in an n size window
centered around the wi.
Column Cw of the matrix C may be interpreted as a document formed from the counted
tokens around the centered word w (Panigrahi et al. 2019). For the creation of these, I
suppose a generative probabilistic model, where the documents are characterized by ran-
dom distributions θ1:V over K latent topics. The topics are multinominal distributions
β1:K over the vocabulary. Each document Cw of the co-occurrence matrix C is supposed
to be generated as follows:
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1. Draw topic proportions θw ∼ Dirchlet(α).
2. For each context word cw,n in Cw:
a) Draw topic zw,n ∼Multinominal(θw).
b) Draw token cw,n ∼Multinominal(βk).
The variable zw,n describes the topic assignment for the nth word in the wth document.
The complete model can be formulated as a joint distribution of hidden and observed
variables (see also Blei 2012):
p(θ, z, c, β|α, η) =
(
K∑
i=1
p(βi|η)
)(
V∑
w=1
p(θw|α)
N∑
n=1
p(zw,n|θw)p(Cd,n|zw,n, β)
)
, (1)
with α as Dirichlet prior for the topic-document distribution and η as Dirichlet prior for
the term-topic distribution. The Dirichlet distributions are the conjugate prior of the
multinomial distributions. The parameter α and η are K and V dimensional vectors
which determine the likelihood of each possible probability distribution. As Equation 1
is analytically intractable, it is estimated most commonly with collapsed Gibbs sampling
(Griffiths and Steyvers 2004; Heinrich 2009).
To obtain the topic proportions θ1:D for each document D, I implement the distribution
over latent words for each topic βk into a standard LDA model. Instead of merging all
documents into a co-occurrence matrix with V ×V dimensions, the standard LDA model
uses a document-term matrix with D×V dimensions. Both approaches are visualized in
the figures 1 and 2. The word embedding approach uses a distribution over topic propor-
tions α1 and draw a topic proportion for each document Cw. Then for each context word
c a topic gets drawn based on θw, and subsequent the token gets drawn based on the
distribution over latent words βk. The LDA model uses a different distribution over topic
proportions α2 and draws a topic proportion for each document D of the text corpus.
Here for each word w in the document a topic gets drawn based on the topic propor-
tions θd and the distribution over latent words of each topic βk. Through obtaining the
distributions β1:K , I use in vector space embedded words inside an LDA model. Thus I
can identify tokens as part of the same topic based on their meaning, which significantly
improves my model and allows me to use an extended period for my model.
3 The Corpus
The investigated corpus consists of business cycle forecasts for Germany from four Ger-
man economic research institutes (DIW, ifo, IfW, HWWA) and the "joint diagnosis" of
the five/six leading research institutes. The publication dates of the 584 documents range
from 1960 until 2017, with varying publishing frequency. While the newer publications
can be found online, the majority of the documents had to be obtained by scanning and
using Optical Character Recognition (OCR). Although I manually checked all digitalized
text pages for scanning or OCR errors, some words still might be incorrectly identified.
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Usually, the complete forecast reports include international parts, policy advice or me-
thodical explanations, which is not part of my research interest. The texts were manually
fragmented, and only the description of the recent economic development and the textual
expressions of forecasts for the German economic development are used.
To make the corpus suitable for topic modeling, I applied multiple pre-processing steps
to the original texts. Firstly all numbers and all punctuation were removed from the
documents. Also, all letters were converted to their lower case. It is not required to
remove stopwords without any content-related meaning because they should be gathered
into stopword topics by my used method. Nevertheless, we decided to remove them to
minimize the number of stopword topics. Therefore I used the German stop word list
included in the tm R package (Feinerer 2013; R Core Team 2019) and extended them
with self-identified stop words. These are mainly words related to the structure of tables
and figures, date-related expressions, and names of institutions and their publications as
well as the most common words without any economic meaning. Most authors remove
the most and the least common terms as well, based on the times they occur because
LDA achieves better results with smaller sizes of vocabularies. As I do not suffer from
this problem, I did not apply this procedure.
Following Dieng et al. (2019), I use the Topic Quality to measure the optimal value for
K. Topic Quality is measured by multiplying the Topic Coherence and the Topic Diver-
sity. Topic Coherence provides a quantitative measurement for the interpretability of a
topic (Mimno et al. 2011). It is obtained by approximating the mutual information of
the ten most likely words of a topic. The Topic Diversity is defined by the percentage
of unique words in the top 25 of all topics. Topic diversity of 0 means all words in the
top 25 of a topic also occur in the top 25 of a different topic. Thus a diversity of 0
suggests redundant topics, while a diversity of 1 indicates highly varied topics. As figure
3 suggests I achieve the highest Topic Quality at K = 24.
4 Results of the Topic Models
Figures 4 and 5 show the topic proportions of the 12 most and the 12 least common
topics. I find a clear trend towards more diversity of the topics over time. Remarkably,
five topics have a combined topic proportion of up to 0.75 in the 1960s, with a proportion
of up to 0.25 for Topic 5 alone. With the beginning of the 1990s, the forecast reports
show a developing diversity. This could be explained partly with a growing length and
frequency of the publications, which enables more specialized topics.
Table 1 shows the labels I granted each topic based on the top terms. Although I show
only the first ten top terms, I took a more in-depth look for the topic identification. Six
topics are gray underlined, as they cannot be assigned to a specific economic subject and
thus get excluded from further analysis. Topic 3 is a small topic that mainly includes the
names of different forecast reports and institutes, which mistakenly did not get excluded
during the preprocessing. Topic 11 focuses on the underlying statistical methods, which
are included in newer publications. Topic 9 is an overview topic, which could be found in
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the introduction or conclusion of a forecast report. This is indicated by the topic diver-
sity of 0, which means that all top terms also occur as top terms in other topics. Topic
13 includes mainly general words that can be used in conjunction with any economic
subject such as "expand", "abundant" or "relevant".
I also classify Topic 1 and 5 in the context word category. Although the first topic
could be assigned as a business expectations and the second into an international climate
topic, there are reasons against such a classification. An in-depth inspection shows that
the overwhelming majority of words are context words that do not have an economic
meaning on their own. Furthermore, these topics include a high number of conjunctions
and verbs. Especially during the early periods, they are vast in size, with a combined
topic proportion of 0.42 in 1960. In opposite to most other topics, they include a high
number of different terms, each one with a relatively low frequency. For example, the
top term of Topic 5 (12,3% of all tokens) occurs approximately 650 times within the
topic. On the other hand, the top term of Topic 24 (1,4% of all tokens) occurs over
6000 times. Therefore, I regard them as a pool for words that could not be assigned to a
specific economic subject. I conclude that the earlier forecast reports had less room for
specific subjects because of their limited size of only a few pages. The growing extent of
the forecast reports allowed sections about specific issues, which causes a shrinking to a
combined topic proportion of about 0.11 of the context word category.
The most common, specific economic subject, Topic 2, centers around different forms of
investment with "building investment", "equipment investments" and "investment" in
the top terms. The proportion of the topic shows a clear downward trend, which is partly
offset by the growing proportion of Topic 23, which focuses on investments as well. As
there are different emphases of both investment topics, the consideration of both topics
shows a shifting perspective on investments. The top terms of Topic 2 "demand", "pro-
duction" and "cyclical" strongly associate investments with the business cycle. This topic
was especially popular before the 1980s when the Keynesian paradigm was prevailing in
the economic theory. Nowadays, the connection between macroeconomic investments
and the economic cycle seems to be less emphasized. Instead, investments seem to be
more associated with the improvement of the infrastructure and, thus, with longer-term
growth prospects. The addition of both topic proportions show that the relevance of
investments varied overtime around approximately 0.15.
Topic 16 contains "gross national product" as the leading term, it appears more than
twice as often as the second most frequent word, and a series of terms related to the
size or the measurement of the GDP, for example, "increase", "growth" and "seasonally
adjusted". The popularity of the GDP topic develops similar to a quadratic function.
During the 1960s and after the 2000s, the topic takes a considerable portion of the fore-
cast reports, with a phase of 30 years of relatively less popularity.
Topic 14 and Topic 20 capture economic policy as I conclude by the top terms "financial
policy", "monetary policy", "measures" and "economic policy". Despite the considerable
similarities between these two topics, there are differences in the focuses. Topic 14 links
the economic policy with "federal government", "decision" and "resolved", and therefore
emphasizes the decision process. In contrast, Topic 20 includes terms connected to the
impact of those policies, for example, "effect", "upswing" and "corporations". Both top-
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ics reach their maximum height around 1980 with a combined topic proportions of 0.19,
which is reduced to only 0.04 in 2017.
This development is partially offset by a growing proportion of more specialized policy
topics. For instance, Topic 4, which centers around government spending, budget deficit
and financial policy, nearly doubled its topic proportion. The proportion fluctuated
around 0.015 until the 2000s, where it leaps to a new center around 0.025. Notable is a
peak in 2010 and 2011 at approximately 0.04, during the peak of the euro crisis and the
implementation of the balanced budget amendment. Another growing subject is Topic
22, which regards taxes and social insurances. The increase is implemented stepwise.
Until the mid-1960s, the proportion is near zero. Then, it centers around 0.01 until the
end of the 70s. Afterward, the proportion fluctuates around 0.025 until the middle of
the 90s, when it leaps to the new mean at approximately 0.05. Remarkable outliers are
in 1968 and from 2004 to 2007.
Topic 17 focuses on monetary policy, with "Bundesbank", "interest" and "money sup-
ply" as top terms, but without any price- or inflation-related terms. Those are gathered
in Topic 6 and combined with the terms "oil price", "exchange rate" and "unit labor
costs". Due to the strict separation of monetary and price-related terms, I conclude that
forecasters analyze both topics independently, despite their apparent economic connec-
tion. Both topic proportions have a stationary course around a mean value, with outliers
in which the topics are of a higher relevance. For Topic 17, the mean is at 0.025 and
outliers are found in 1971, 1994, 1995, 2008-2013. The mean of Topic 6 is at 0.03 with
positive outliers in 1969, 1973, 1986, 2002-2005 and 2008. The variance of the proportion
of Topic 6 is overall higher than in Topic 17.
Another important topic is Topic 10, which could best be described as a sectoral analysis.
The top words are "business" and "industry", while the less essential terms are referring
to specific branches. Examples are "services", "retail", "trade", "construction" and "sec-
tor". While the topic is quite substantial in the 1960s with proportions of around 0.12,
the releases focus nowadays much less on this issue. The mean proportion of 0.018 since
1980 shows the rapid shift away from the sectoral analysis of the economy and therefore
shows the different character of the early forecast reports.
There are three labor market-related topics. The most frequent one of these, Topic
8, focuses on wages with terms as "wages", "tariff", "standard wage" and "profit".
Topic 18 include employment-related terms, for instance "persons", "unemployment",
"employed", "work time" and "working population". Topic 7 combines employment-,
unemployment- and immigration-related terms, for instance "persons", "unemployment
benefit" and "refugee". The topic proportions of the three topics combined fluctuate
around 0.05 until the mid-1980s. Afterward, it shows a positive trend with peaks of
around 0.15 and 0.16 in 2003 and 2014. The proportions of Topic 8 and especially Topic
7 rise over time, while Topic 18 declines in recent years.
There are two trade-related topics. The bigger one, Topic 15, includes "German", "ex-
port", "competitiveness", "euro area" and, but much less frequent, "import". The topic
proportion shows an upward trend and the increasing emphasis on exports as the German
growth strategy. The second one, Topic 19, focuses more on the balances with "current
account", "deficit", "account", "surplus", "term" and "trade" as top terms. Another
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subject is the medium-sized recession Topic 12. Interestingly, it combines the terms
"recession", "financial crisis" and "uncertainty" with the terms "winter" and "weather
conditions". Two smaller subjects are Topic 21, which centers around business expecta-
tions, and Topic 24, which focuses on household income and consumption.
It is not possible to thoroughly compare our topic models to the structural topic models
of Fritsche and Puckelwald (2018), as they published only four of their forty topics. The
topic proportions of the shown topics are most of the time at around zero with high
positive values for a limited period. As the authors use more topics while regarding only
half of the time span of this paper, I assume that their topics show rather different times
of economic discourse than economic issues. Therefore, the results of the structural topic
model analysis of the investigated corpus are harder to interpret and not suitable for a
forecast efficiency test.
5 Random Forest
The most common approach for testing of the forecast efficiency is to estimate a regres-
sion of the form et+1 = α + Xtβ + ut+1, where et+1 is a series of forecast errors, Xt
describes the set of predictors, and ut+1 the error component. As Behrens et al. (2018a)
describe, there are some serious problems using regressions for testing the forecast effi-
ciency. Most important is the limitation through the degrees of freedom, as I use up to
37 predictors with an N ranging from 24 to 48. A possible solution to this approach is
to use a subsample of Xt for the estimation, but this seems impractical, because of the
large numbers of estimators, and raises questions of how to nonarbitrary choose from a
large number of possible subsets. A second potential problem of the standard approach
is that it captures nonlinear links between et+1 and xt only in a rudimentary way. Non-
linear links could occur if forecast errors vary with the state of the economy (Sinclair
and H. O. Stekler 2013) or if interaction effects between predictors have predictive value
for the forecast error. Because I expect the content of the forecast reports to be influ-
enced by the economic indicators, interaction effects are considered as likely. I prefer the
tree-based method of Behrens et al. (2018a) for my data, as it leads to considerably less
effort than testing all conceivable interactions of my 37 predictors in each of my 36 time
series. Furthermore, random forest provides potentially more new insights if unexpected
or more complex interactions exist and is much less likely to suffer from omitted-variable
bias.
I use a univariate regression tree of the format et+1 = T (Xt) to estimate my model,
whereby T denotes the regression tree. Tree-based models are nonparametric approaches
that split the predictor set in nonoverlapping regions representing a relatively homoge-
neous outcome of the response variable. The regions are created by applying binary
hierarchical recursive splitting rules to partition the predictor set. The tree consists of a
root, interior nodes and terminal nodes. At each node N a splitting function Φ is applied
to partitioning the predictor set into one left NL, for xt < c, and one right node child
node, for xt ≥ c. Thereby the partitioning predictor xt and the splitting point c have to
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be chosen to minimize the node impurity measure, defined as:
SS(Nj) =
∑
t∈Nj
(et+1 − e¯Nj )2, (2)
where j = R,L and the summation is over the data sent to corresponding nodes Nj .
Node impurity is calculated by computing the sum of squared differences between the
forecast errors sent to node Nj and their region-specific mean ¯eNj . The splitting function
Φ uses the node impurity measures for NL and NR and thus controls for homogeneity at
both nodes:
Φ(S,N) = SS(N)− SS(NL)− SS(NR). (3)
The goal is to choose a split out of all possible splits S so that the splitting rule maxi-
mizes the reduction of node impurity Φ(S,N) at each splitting point. After identifying
the optimal splitting point, the same method is applied for the next hierarchical level of
the regression tree. This process is continued until the forecast errors at the terminal
node reach some predefined minimum or the number of nodes reaches a predefined max-
imum.
An example of such a regression tree is shown in figure 7. The splitting function chooses
x1 as partitioning predictor for the top level with the splitting point c1. The algorithm
chooses a second split based on the predictor x2 with the splitting point c2 for the data
sent to the left branch of the tree. If the condition x2 ≥ c2 is met, the final leaf is reached
with e¯3 as the mean response of the forecast errors. Otherwise, the data gets divided
again with the predictor x1 and the splitting point c4. After the third level split, the
tree predicts mean forecast errors of e¯1 for the left branch and e¯2 for the right branch.
Analogous to this procedure, the predicted mean forecast errors for the case of x1 ≥ c1
are e¯4, e¯5 and e¯6.
A single regression tree is, because of its hierarchical structure, a high-variance predic-
tor. I use a random forest model, which grows a high number of independent trees to
solve this problem. Therefore a large number of random data samples are created with
bootstraps. A random tree is created for every data set, which uses only a random
subset of the predictors for every partition. This proceeding leads to a decorrelation
of the predictions from the individual trees and a much lower variance of the random
forest in comparison to individual regression trees. The random forest method offers
several benefits in comparison to other machine learning techniques. It works well with
irrelevant data inputs and is robust to outliers. As it handles missing values and mixed
data types, no time-consuming data preprocessing is needed. Additionally, tree-based
methods are computationally faster than other machine learning techniques, particularly
in the case of high numbers of observations. Furthermore, the results have reasonable
interpretability, especially in comparison to neural nets or support vector machines. Due
to these reasons, random forests have become the "off-the-shell" method, which means
data scientists often apply them as the first method in data mining. (Hastie et al. 2009,
chapter 10). One of the biggest disadvantages of this method is lower predictive power in
comparison to other machine learning methods. I consider this drawback as outweighed
by the higher robustness and interpretability.
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As only about two-thirds of the bootstrapped data is used to fit the random forest, I
use the withheld out-of-bag data to analyze the performance of a random forest in an
artificial out-of-sample experiment (see James et al. 2013, chapter 8.7). My algorithm
follows Behrens et al. 2018a (with BF as the number of bootstrapped samples):
For (b = 1 : BF ){
1. Estimate a regression tree, Tb, on every bootstrapped data, b. To this end,
recursively repeat for every split the following steps:
a) Select m variables at random from the predictors in Xt).
b) Given b and m, use the split function defined in Equation 3 to identify
the best splitting variable and the best split point.
c) Form the left-hand side and the right hand side of a node.
2. When the terminal splits have been computed, store the estimated tree, Tb.
}
6 The Data
I analyze the forecasts of gross fixed capital formation (CAP), Construction (BUILD)
and investment in machinery and equipment (EQIP), by three German research insti-
tutes (DIW, ifo and IfW) from 1970 to 2017. I do not investigate the forecasts of the
HWWA and the "joint diagnosis" as they did not have predictions for the entire period.
Nevertheless, I used their forecast reports to create topic models to capture the economic
discourse more comprehensively. As I am not interested in the textual information of a
specific document, but rather in the discourse of economic institutes as a whole, a broad
textual corpus is necessary. Therefore, I use a larger number of documents to create our
topic model, which offers me a more accurate representation of relevant economic issues.
As forecast reports are only included in the efficiency tests if they are associated with
an investigated prognosis, the additional documents do not affect the forecast efficiency
tests.
The publication frequency of the regarded forecasts varies over time and institute. I
concentrate my analysis on four forecast horizons: forecasts of the fourth quarter for
the same year (H0), of the second quarter for the same year (H2), of the fourth quar-
ter for the next year (H4) and of the second quarter for the next year (H6). I define
forecast errors as: et(h),i,j = yˆt(h),i,j − yt,j , where et(h),i,j expresses the forecast error in
year t = {1970, ..., 2017}, at forecast horizon h = {0, 2, 4, 6}, made by institute i, for
aggregate j. The forecast for period t is denoted by yˆ and y denotes the realized value. I
use first release data from the German statistical office to receive values for CAP, BUILD
and EQIP.
Table 2 shows the descriptive statistics of my data set. The number of observations
varies between the different macroeconomic aggregates from 24 to 49 for CAP, 36 to 49
for BUILD and 30 to 46 for EQIP.
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After testing the impact of the topics on the forecast error, I use traditional indicators
to compare their performance with the topics and additionally search for possible inter-
actions. I follow Behrens et al. (2018a,b) and use several macroeconomic variables as a
set of predictors, which are presented in Table 3. In order to model the information set
which was available to a forecaster when a given forecast was formed, I account for differ-
ent publication lags of the predictors based on research by Drechsel and Scheufele (2012).
7 Empirical Findings
I use the R packages "randomForest" (Liaw and Wiener 2002) to compute the random
trees and "rfUtilities" (Evans and Murphy 2018) to estimate permutation tests. As
Probst et al. (2018) have shown, random forest works well with the default settings and
is far less tunable than other algorithms, wherefore they are used in my baseline settings.
I define nodesize, the minimal size of a terminal node, as 5 and mtry, the number of can-
didate variables randomly selected for each split out of the predictor pool, as p/3, with
p equals the total number of predictors. The values of these hyperparameters are varied
in robustness checks. As Probst and Boulesteix (2018) have theoretically proven, more
trees always improve the performance of random forest. Therefore, I set the number of
trees to 1000, which is regarded as a sufficiently high number.
Table 4 shows the results of my baseline specifications. Bold numbers indicate signifi-
cance at the 10% level. In the four first columns, only the topic proportion data and the
forecast year are used as predictors. The forecast year is added to avoid spurious correla-
tion as some topics may be correlated with the forecast year. I reject the null hypothesis
of efficient forecasts for the construction forecast of the ifo (H4) and IfW (H0/H4). In
these cases, I can show that the forecast reports contain additional information which
could lead to improved prognosis for the same period. In the last four columns of Ta-
ble 4, I additionally test for weak forecast efficiency. Weak forecast efficiency holds if
preceding forecast errors cannot explain current errors. (Nordhaus 1987; Timmermann
2007). Therefore, the lagged forecast error is added, which should not improve the levels
of significance. Weak forecast efficiency does not hold for the two-period CAP and the
H0 EQIP prognosis of the ifo institute. Also, there is a reduction of the p-value in case of
the ifo equipment forecast. It has to be noticed that the four-period construction forecast
of the IfW institute turns insignificant after the inclusion of the lagged forecast error.
However, it was barely significant in the previous configuration.
The left columns of Table 5 use the indicators and the forecast year as predictors, while
the right columns also add the topic proportions and the lagged forecast error. With solely
the indicators as predictors, the four-period GFCF forecasts of two institutes are proven
to be inefficient. Also, I find multiple inefficient forecasts of machinery and equipment
over all institutes. Without the usage of textual information, I fail to find the inefficiency
of the construction forecasts. As anticipated, with the combined usage of indicators and
topics as predictors my previous results are mostly merged. As the p-values measure
the combined significance of all predictors, there are some new significant results at the
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forecasts of CAP and EQIP. Simultaneously, a higher amount of predictors could lead
to more predictors without explanatory power and therefore raise the p-values. As the
combination of traditional indicators and textual information leads to the most signifi-
cant results, I conclude a complementary relationship between both types of predictors.
In the Tables 6 and 7, I vary the hyperparameters to test the robustness of my results.
Table 6 uses all predictors and shows the results of 3 and 7 as nodesize. At a nodesize
of 3, every terminal node could consist of tree observation, and therefore, the individual
tree grows considerably deeper. Although the larger depth of the trees could lead to
overfitting, good results are achieved with this setting, as the total number of significant
observations stays constant. Turning the nodesize to 7 leads to trees with less depth and
could improve the performance in the case of more variables without explanatory power,
as Segal (2004) has shown. This configuration impairs my findings, as I cannot reject
the null hypothesis for the H4 EQIP forecasts anymore. In Table 7, the parameter mtry
is varied in the first columns to 6 (
√
p), which is the default value for classification trees,
and in the last columns to 19, which equals p/2. A higher mtry leads to more similar
and often correlated trees. In these trees, variables with moderate effect tend to have
less impact as those with a high effect mask them. In random forests with lower values
of mtry moderate variables are better exploited. However, as many trees are build based
on suboptimal variables, the trees are performing worse on average (Probst et al. 2019).
The variation of this parameter leads to mixed results. In some cases, the investigated
forecast errors could be explained with several predictors of moderate effect (e.g. DIW
and ifo H4 EQIP) as they lower their p-value with lower mtry. Other inefficiencies result
from the small number of predictors with high explanatory power (e.g. ifo H4 CAP and
IfW H0 BUILD) and therefore achieve lower p-values with higher values of mtry.
Figures 8 to 10 show the relevance of each predictor for the estimations with my default
settings. I compute the mean squared error of each random forest model with withheld
out-of-bag observations. Afterward, I permute a predictor and measure the percentual
increase of the mean squared error (%IncMSE). Partial dependence plots are shown in
Figures 11 to 12 for the three most impactful predictors of each at the 10% level of signif-
icance inefficient forecast. These show the predicted prognosis error for different values
of the respective predictor with all other predictors fixed at their mean value. As every
predictor has a non-linear relationship with the dependent variable, my random forest
method is well suited for the revealing of these connections.
I could prove the H4 forecasts of GFCF to be inefficient, with those of the ifo strongly
and those of the DIW and the IfW less significant. The %IncMSE plots show a strong
effect from changes in stock market returns on the forecast error of ifo institute. As the
investigation of the corresponding partial dependence plot reveals, the forecast errors rise
to more than double their mean size if the stock market returns diminish. Aside from
the stock market returns, I find several insufficient exploited indicators with a moderate
effect on the H4 forecast errors of all institutes as the change of the business climate, the
expected business climate, the money supply M1 and the inflow of industrial orders. As
in my previous finding, I observe above average results in the case of a positive develop-
ment of the indicators. With contraction or stagnation of these indicators, I observe a
systematic overestimation of CAP.
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Topic 16 ("GDP") is to be found as the second-biggest explanatory for the IfW and the
biggest for the DIW forecast errors. With a topic proportion of around or below 0.08,
the predicted forecast error lies beneath the mean forecast error. For higher proportion
values of this topic, the predicted forecast errors rise. However, as the topic proportion
exceeds 0.09 only in four years (1999, 2000, 2001, 2011), the big rise of the predicted
forecast error has to be interpreted cautiously.
The H0 construction prognosis of the IfW is inefficient with high significance. The predic-
tor with the highest %IncMSE is an indicator (consumer prices), whereby high inflation
leads to an underestimation of construction forecasts. I find three topics with moderate
explanatory power: Topic 21 (business expectations), Topic 17 (monetary policy) and
Topic 16 (GDP). Each of these three topics addresses an essential determinant of the
construction investment. Their respective partial dependence plots reveal that forecasts
at topic proportions near zero are inferior. As low topic proportions could be interpreted
as a lower emphasis on this topic, I explain the inefficient forecasts with the disregard
of the determinants for construction investments. Therefore, my textual data implies a
neglection of information for the creation of the prognosis.
I could prove the forecasts for investments in machinery and equipment inefficient in sev-
eral cases because of underutilized indicators. The institutes tend to underestimate the
impact of the decline of some economic indicators again. Specifically, the drop in stock
market returns, business climate, term spread and industrial order inflow does not get
appropriate integrated in the forecasts. Additionally, I find negative effects on forecast
accuracy for a low Federal Fund rate and lower growth of money supply.
I use a subsample analysis to inspect the potential sensitivity of my results with respect
to the large forecast errors that the research institutes made at the time of the German
reunification and during the financial crisis of 2007/2008. In a subsample analysis, po-
tential biases due to large forecast errors in the time of German reunification and the
2007/2008 financial crisis are addressed. Table 8 shows that the exclusion of the German
reunification leads to fewer significant EQIP forecasts in both subsamples. As my pre-
vious results have shown, those forecasts inefficiencies emerge primarily from insufficient
integration of downward indicators. Since most of the impactful indicators fell during
the excluded years, it is plausible to find fewer significant results. Interestingly, I observe
more inefficient construction forecasts, where the %IncMSEs are higher for the topics.
8 Conclusion
I used LDA in combination with word embeddings to process textual information of 584
forecast reports of 5 German forecast institutes from 1960 to 2017. My textual analysis
shows a remarkable increase in the forecast report diversity over time. While a few big
topics dominate the early forecast reports, the newer reports contain more specialized
topics. For instance, I found two general policy topics whose topic proportions peak in
the 1980s and subsequently partitioning into multiple smaller policy topics. Additionally,
I could prove the use of topic models for the identification of the priorities of forecast-
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ers. For example, there is a decline of the sectoral topic over the years and a rise of
an immigration-labor market topic. Further, I could observe shifting prioritization in
the discussion of economic issues. While the topic proportions of both investment topics
are constant over time, forecasters consider investments less in the context of aggregate
demand and more in the context of infrastructure. Although my applied method works
sufficient over the long period, further research could work with a dynamic version of
topic models with word embeddings and thus capture shifting views on economic issues
in the same topic.
In the second part of my research, I integrated my topic proportions in random forest
models to test the forecast efficiency of gross fixed capital formation, investment in con-
struction and investment in machinery and equipment from 1970 to 2017 by three German
forecast institutes. There are some cases in which textual information proves forecasts
to be inefficient. In most cases, low topic proportions of relevant topics lead to inferior
forecasts. With the inclusion of traditional predictors, substantially more inefficient fore-
casts are found. Especially downward indicators are often not utilized sufficiently. Even
though the indicators have more impact on the prognosis errors in most cases, many
topics with medium impact could be found. I suggest that textual data could be seen
as an indicator of the information used by forecasters. Therefore, researchers could use
textual data as a tool for the detection of inefficient forecasts, thus reveal insufficient
exploited information and potentially improve future forecasts.
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Figure 1: Our generative Model for the co-occurrence matrix. The plates denote replica-
tion. The observed node are shaded grey.
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Figure 2: Standard LDA model. The plates denote replication. The observed node are
shaded grey. Own representation based on Blei 2012.
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Figure 3: Topic quality for different number of topics.
Table 2: Descriptive statistics of forecast errors.
Institute Horizon N MEAN SD N MEAN SD N MEAN SD
CAP BUILD EQIP
DIW
H0 48 0.43 0.39 48 0.55 0.45 42 0.75 0.66
H2 37 1.67 1.02 37 1.76 1.26 31 2.59 1.70
H4 49 2.25 1.68 49 2.04 1.64 43 3.27 2.90
H6 36 3.36 2.70 36 2.77 1.92 30 4.98 5.41
ifo
H0 28 0.56 0.95 44 0.72 1.17 40 0.68 0.64
H2 24 1.46 1.07 42 1.70 1.17 40 2.56 1.87
H4 30 2.19 1.74 45 2.31 1.58 41 3.48 2.93
H6 25 3.31 2.56 38 2.74 1.86 36 4.49 4.45
IfW
H0 27 0.40 0.51 46 0.90 0.93 46 1.08 2.09
H2 25 1.89 1.38 41 1.68 1.16 41 3.17 2.52
H4 28 2.28 1.81 46 2.12 1.44 46 4.12 3.72
H6 25 4.04 2.75 41 2.57 1.91 41 5.56 4.93
Notes: N : Number of observations, MEAN Arithmetic mean, SD: Standard deviation.
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Figure 4: Topic proportion of the 12 most frequent topics.
Figure 5: Topic proportion of the 12 least frequent topics.
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Figure 6: Topic proportion of investment related topics.
e¯1 e¯2 e¯3 e¯4 e¯5 e¯6
x1 < c1 x1 ≥ c1
x2 < c2 x2 ≥ c2
x1 < c4 x1 ≥ c4
x1 < c3 x1 ≥ c3
x3 < c5 x3 ≥ c5
Figure 7: Example of simple regression tree. x1, .., x3 denote participating predictors,
c1, .., c5 are used as splitting points and e¯1, .., e¯6 are the predicted outcomes.
Own representation based on Behrens et al. (2018a).
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Table 3: Indicators
Predictors Acronym ln Lag Description Source
3 months interest rate RK N 0 Monthly average of 3 months
money market rate
BUBA
1 month interest rate RK1 N 0 Monthly average of 1 month money
market rate
BUBA
discount rate DR N 1 discount rate at the end of the
month
BUBA
Term spread SPREAD N 0 Monthly average of the yield on
debt securities with a maturity of
more than 3 years minus RK
BUBA
Order inflow ORDER Y 1 Year-on-year rate of the change of
industrial orders; calendar and sea-
sonally adjusted
BUBA
Climate CLIMATE N 0 Monthly ifo business tendency sur-
vey; seasonally adjusted
FRED
Climate (expectations) CLIMATE_EXP N 0 Monthly ifo business tendency sur-
vey; situation in 6 months; season-
ally adjusted
FRED
Consumer Prices INF Y 0 Year-on-year rate of change of the
monthly consumer price index; cal-
endar and seasonally adjusted
BUBA
Stock market returns STOCK Y 0 Year-on-year returns on the share-
price index
OECD
Industrial production PRODUCTION Y 1 Year-on-year growth rate of indus-
trial production
BUBA
Dollar exchange rate DOLLAR Y 1 Year-on-year change of the ex-
change rate of the dollar vis-à-vis
the euro
FRED
U.S. production US_PROD Y 1 Year-on-year growth rate of U.S.
industrial production
OECD
Oil price OIL Y 0 Year-on-year change of the
monthly crude oil price (WTI) Oil
in Dollar
FRED
OECD leading OECD_LEADING N 2 Monthly normalized OECD com-
posite leading indicator
FRED
Real effective exchange rate REER Y 1 Year-on-year rate of change of the
monthly narrow effective exchange
rate; CPI based
FRED
U.S. Federal Funds Rate RK_US N 0 Effective monthly U.S. federal
funds rate
FRED
Money supply M1 M1 Y 1 Monthly change of money supply
M1; seasonally adjusted
FRED/
BUBA
Notes: All indicators are for Germany, if not specified otherwise; BUBA - German Central Bank; FRED -
Federal Reserve Bank of St.Louis; OECD -Organisation for Economic Co-operation and Development; ln: natural
logarithmic transformation, Y - yes, N - no; Lag: Publication lags in months added where necessary.
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Table 4: Topic proportions as predictors
Horizon H0 H2 H4 H6 H0 H2 H4 H6
Predictors Topic models Topic models & lags
Gross fixed capital formation
DIW 0.566 0.209 0.601 0.569 0.738 0.369 0.542 0.661
ifo 0.192 0.104 0.335 0.766 0.158 0.064 0.486 0.763
IfW 0.676 0.362 0.216 0.573 0.411 0.656 0.116 0.841
Construction
DIW 0.408 0.843 0.534 0.369 0.487 0.891 0.653 0.444
ifo 0.102 0.193 0.071 0.349 0.12 0.288 0.053 0.548
IfW 0.001 0.116 0.079 0.449 0.002 0.119 0.11 0.176
Machinery and equipment
DIW 0.777 0.535 0.688 0.973 0.653 0.678 0.26 0.845
ifo 0.162 0.429 0.556 0.654 0.007 0.367 0.532 0.569
IfW 0.852 0.264 0.692 0.612 0.83 0.176 0.759 0.446
Notes: Reported p-values are obtained by a permutation test with 1000 replications. Bold
numbers indicate significance at the 10%-level.
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Table 5: Indicators and topic porportions as predictors
Horizon H0 H2 H4 H6 H0 H2 H4 H6
Predictors Indicators Topic models & indicators
Gross fixed capital formation
DIW 0.355 0.623 0.012 0.291 0.516 0.305 0.109 0.284
ifo 0.749 0.448 0.002 0.201 0.629 0.124 0.005 0.384
IfW 0.918 0.707 0.129 0.458 0.798 0.553 0.039 0.712
Construction
DIW 0.279 0.99 0.525 0.873 0.645 0.984 0.786 0.851
ifo 0.996 0.698 0.285 0.826 0.961 0.632 0.171 0.549
IfW 0.576 0.69 0.54 0.769 0.03 0.365 0.136 0.625
Machinery and equipment
DIW 0.348 0.172 0.051 0.593 0.377 0.212 0.073 0.715
ifo 0.006 0.024 0.105 0.351 0.015 0.073 0.08 0.517
IfW 0.641 0.487 0.018 0.153 0.695 0.101 0.099 0.256
Notes: Reported p-values are obtained by a permutation test with 1000 replications. Bold
numbers indicate significance at the 10%-level.
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Table 6: Variation of nodesize
Horizon H0 H2 H4 H6 H0 H2 H4 H6
nodesize 3 7
Gross fixed capital formation
DIW 0.528 0.29 0.08 0.275 0.485 0.359 0.12 0.306
ifo 0.884 0.172 0.003 0.349 0.714 0.11 0.002 0.386
IfW 0.55 0.668 0.031 0.9 0.678 0.552 0.061 0.882
Construction
DIW 0.356 0.988 0.694 0.855 0.498 0.98 0.795 0.871
ifo 0.962 0.507 0.178 0.591 0.975 0.437 0.16 0.506
IfW 0.048 0.348 0.144 0.578 0.044 0.274 0.146 0.769
Machinery and equipment
DIW 0.442 0.152 0.069 0.789 0.569 0.151 0.11 0.728
ifo 0.018 0.071 0.132 0.53 0.012 0.055 0.135 0.408
IfW 0.832 0.074 0.096 0.201 0.795 0.094 0.121 0.148
Notes: Reported p-values are obtained by a permutation test with 1000 replications. Bold
numbers indicate significance at the 10%-level.
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Table 7: Variation of mtry
Horizon H0 H2 H4 H6 H0 H2 H4 H6
mtry 6 19
Gross fixed capital formation
DIW 0.531 0.267 0.099 0.357 0.637 0.293 0.181 0.253
ifo 0.456 0.111 0.025 0.35 0.921 0.102 0.001 0.459
IfW 0.591 0.667 0.044 0.646 0.762 0.668 0.052 0.942
Construction
DIW 0.424 0.982 0.662 0.744 0.675 0.996 0.816 0.894
ifo 0.706 0.539 0.13 0.517 0.993 0.679 0.181 0.574
IfW 0.087 0.393 0.107 0.59 0.018 0.3 0.186 0.579
Machinery and equipment
DIW 0.319 0.155 0.072 0.64 0.531 0.086 0.111 0.781
ifo 0.01 0.084 0.085 0.371 0.015 0.045 0.18 0.482
IfW 0.525 0.085 0.149 0.14 0.856 0.109 0.128 0.291
Notes: Reported p-values are obtained by a permutation test with 1000 replications. Bold
numbers indicate significance at the 10%-level.
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Figure 8: Plots of %IncMSE for random forest evaluating gross fixed capital formation
forecast - All indicators (black) and topic proportions (grey) are used while
only reporting predictors with a positive %IncMSE value. I use the standard
settings of the literature.
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Figure 9: Plots of %IncMSE for random forest evaluating construction forecast - All
indicators (black) and topic proportions (grey) are used while only reporting
predictors with a positive %IncMSE value. I use the standard settings of the
literature.
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Figure 10: Plots of %IncMSE for random forest evaluating forecast in machinery and
equipment - All indicators (black) and topic proportions (grey) are used while
only reporting predictors with a positive %IncMSE value. I use the standard
settings of the literature.
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Figure 11: Partial dependence plots for the three most relevant predictors of inefficient
forecasts. Rugs represent observations. Dashed line shows the mean prognosis
error of the respective time series.
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Figure 12: Partial dependence plots for the three most relevant predictors of inefficient
forecasts. Rugs represent observations. Dashed line shows the mean prognosis
error of the respective time series.
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Table 8: Subsample analysis
Horizon H0 H2 H4 H6 H0 H2 H4 H6
Predictors without German unification years without financial crisis
Gross fixed capital formation
DIW 0.534 0.137 0.264 0.413 0.438 0.294 0.134 0.322
ifo 0.06 0.159 0.013 0.36 0.5 0.152 0.015 0.138
IfW 0.695 0.568 0.041 0.876 0.614 0.767 0.051 0.882
Construction
DIW 0.793 0.961 0.853 0.937 0.344 0.99 0.713 0.769
ifo 0.092 0.611 0.134 0.294 0.964 0.538 0.185 0.371
IfW 0.012 0.379 0.087 0.407 0.02 0.516 0.152 0.384
Machinery and equipment
DIW 0.566 0.238 0.189 0.562 0.409 0.249 0.119 0.403
ifo 0.108 0.169 0.239 0.682 0.006 0.104 0.069 0.201
IfW 0.262 0.087 0.198 0.377 0.237 0.07 0.372 0.256
Notes: Reported p-values are obtained by a permutation test with 1000 replications. Bold
numbers indicate significance at the 10%-level. Subsamples are without 1992-1993 or 2007-2008.
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