Abstract. The third edition of the open challenge on Question Answering over Linked Data (QALD-3) has been conducted as a half-day lab at CLEF 2013. Differently from previous editions of the challenge, has put a strong emphasis on multilinguality, offering two tasks: one on multilingual question answering and one on ontology lexicalization. While no submissions were received for the latter, the former attracted six teams who submitted their systems' results on the provided datasets. This paper provides an overview of QALD-3, discussing the approaches proposed by the participating systems as well as the obtained results.
Introduction
While more and more semantic data is published on the web, the question of how typical web users can access this body of knowledge becomes of crucial importance. Over the past years, there is a growing amount of research on interaction paradigms that allow end users to profit from the expressive power of Semantic Web standards while at the same time hiding their complexity behind an intuitive and easy-to-use interface; for an overview see [11] . Especially natural language interfaces have received wide attention, as they allow users to express arbitrarily complex information needs in an intuitive fashion and, at least in principle, in their own language. The key challenge lies in translating the users' information needs into a form such that they can be evaluated using standard Semantic Web query processing and inferencing techniques. To this end, systems have to deal with a heterogeneous, distributed and very large set of highly interconnected data. The availability of such an amount of open and structured data has no precedents in computer science and approaches that can deal with the specific character of linked data are urgently needed. In addition, multilinguality has become an issue of major interest for the Semantic Web community, as both the number of actors creating and publishing data in languages other than English, as well as the amount of users that access this data and speak native languages other than English is growing substantially. In order to achieve the goal that users from all countries have access to the same information, there is an impending need for systems that can help in overcoming language barriers by facilitating multilingual access to semantic data originally produced for a different culture and language.
The main objective of the open challenges on question answering over linked data 1 (QALD) is to provide an up-to-date, demanding benchmark that establishes a standard against which question answering systems over structured data can be evaluated and compared. QALD-3 is the third instalment of the QALD open challenge, organized as a half-day lab at CLEF 2013.
The rest of the paper describes the previous editions of the challenge (Section 2), details the main novelties and the experimental setting of QALD-3 (Section 3) and the results obtained by the participating systems (Section 4). Section 5 then draws some conclusions about the current edition and proposes ideas for next editions of the challenge.
Previous QALD Challenges
The QALD challenges aim to bring together researchers and developers from different communities, including NLP, Semantic Web, human-computer interaction, and databases. The first edition, QALD-1, was organised in the context of the workshop Question Answering Over Linked Data at ESWC 2011. The second edition, QALD-2, was run in the context of the workshop Interacting With Linked Data at ESWC 2012 and broadened the scope to also include other paradigms for interacting with linked data as well as encourage communication across interaction paradigms.
In the context of QALD-1, two datasets were made available-DBpedia and an RDF export of the MusicBrainz database-together with a set of 50 training and 50 test questions each. These questions were created by a student assistant with no background in question answering in order to avoid a bias towards a particular approach. The questions were designed to present potential user questions and to include a wide range of challenges such as lexical ambiguities and complex syntactical structures. All training questions were annotated with corresponding SPARQL queries. For QALD-2, both question sets were combined to build a new training set, and a newly created test set was provided, leading to 100 training and 100 test questions for DBpedia, and 100 training and 50 test questions for MusicBrainz. In addition, a few out-of-scope questions were added to each question set, i.e., questions to which the datasets do not contain the answer, in order to test the ability of participating systems to judge whether a failure to provide an answer lies in the dataset or in the system itself. Further, we provided a small set of questions that could only be answered by combining information from both datasets, DBpedia and MusicBrainz, thus testing a system's ability
