Abstract. In the theory of deformation of Okamoto-Painlevé pair (S, Y ), a local cohomology group H 1 D (Θ S (− log D)) plays an important role. In this paper, we estimate the local cohomology group of pair (S, Y ) for several types, and obtain the following results. For a pair (S, Y ) corresponding to the space of initial conditions of the Painlevé equations, we show that the local cohomology group H 1 D (Θ S (− log D)) is at least 1 dimensional. This fact is the key to understand Painlevé equation related to (S, Y ). Moreover we show that, for the pairs (S, Y ) of typeÃ 8 , the local cohomology group H 1 D (Θ S (− log D)) vanish. Therefore in this case, there is no differential equation on S − Y in the sense of the theory.
Introduction
To study the spaces of initial conditions of Painlevé equations constructed by Okamoto [O1] [O2] [O3] , we introduced the notion of generalized Okamoto-Painlevé pair (S, Y ) in [STT] . This is a pair of a complex projective surface S and an anti-canonical divisor Y ∈ | − K S | of S satisfying the following conditions: For the irreducible decomposition Y = In what follows, (S, Y ) is a generalized rational Okamoto-Painlevé pair of non-fibered type satisfying the condition: D = Y red is a normal crossing divisor with at least two irreducible components so that all irreducible components of Y red are smooth rational curves. Let Θ S (− log D) be the sheaf of regular vector fields which have logarithmic zero along D. Here and after, all sheaves of O S -modules are considered in algebraic category.
Then we have the following key exact sequence:
where H 1 (S, Θ S (− log D)) and H 1 (S − D, Θ S (− log D)) are the space of infinitesimal deformations of the pair (S, Y ) (cf. [Kaw] ) and the space of infinitesimal deformations of S − Y , respectively. In [STT] , we show that the directions corresponding to local cohomology H 1 D (Θ S (− log D)) in the deformation of a pair (S, Y ) induce differential equations on S − Y , by generalizing the KodairaSpencer theory to the open surface S − Y .
In this paper, we will show dim H 1 D (Θ S (− log D)) ≥ 1, when (S, Y ) is of additive type with the normal crossing divisor D = Y red (Theorem 2.1). This result is natural since S − Y corresponds to the space of initial conditions of the Painlevé equations in this case. On the other hand, this is not always the case. In fact, we will prove that H 1 D (Θ S (− log D)) = {0}, for pairs (S, Y ) of typeÃ 8 which is classified as a multiplicative type (Proposition 4.1). This means that there does not exist differential equation on S − Y by the way above. All these computations are carried out through calculations ofČech cohomologies by taking a coordinate system explicitly.
Local cohomology sequences and Time variables
Let (S, Y ) be a generalized rational Okamoto-Painlevé pair and set D = Y red . Moreover, in this section, we assume that 1. (S, Y ) is of non-fibered type and 2. Y red is a simple normal crossing divisor with at least two irreducible components, i.e. (r ≥ 2) so that all irreducible components of Y red are smooth rational curves.
Here (S, Y ) is called of fibered type if S has a structure of an elliptic surfacefibration f : S → P 1 with f * (∞) = n Y for some n ≥ 1. If (S, Y ) is not of fibered type, we call (S, Y ) of non-fibered type. (cf. Definition 1.3, [STT] ). In what follows, O S and O S−D denote the sheaves of germs of algebraic regular functions on S and S − D respectively. Moreover all sheaves of O S -modules are considered in algebraic category unless otherwise stated. Let us consider the following exact sequence of local cohomology groups ([Corollary 1.9, [Gr] ])
Since (S, Y ) is of non-fibered type, from [(2), Proposition 2.1 [STT] ], we see that
Hence we have the following exact sequence:
The following theorem is the main statement in this paper. 
Here we put
Since we have a natural inclusion
This theorem plays an important role to understand the Painlevé equation related to (S, Y ).(cf. [STT] ). Though we will not investigate the further structure of local cohomology here. Instead, we propose the following Conjecture 2.1. Under the same notation and assumption as in Theorem 2.1,
From the exact sequence (1), we see that the subspace
coincides with the kernel of µ. This implies that:
Infinitesimal deformations of (S, D) whose restriction to S − D induces the trivial deformation .
In [ §6 [STT] ], we show that any direction corresponding to a non-zero element of the local cohomology group H 1 D (S, Θ S (− log D)) induces a differential equation (at least locally) by usinǧ Cech coboundaries.
At this moment, we can not prove Conjecture 2.1 with full generality. However, we see that the one dimensional vector subspace
really corresponds to the time variable t in the known Painlevé equation. It is unlikely that we will have more time variables, so this gives an evidence of Conjecture 2.1.
Remark 2.1. We will consider (S, Y ) of multiplicative type later, where the situation is different. (cf. Proposition 4.1).
Let us make preparations for the proof of Theorem 2.1.
where
On the other hand, since Θ S (− log D) is a locally free O S -module, we see that
and
where N nD = O S (nD)/O S . By an argument using a spectral sequence, we see that
Hence we have a natural inclusion 
Here Θ D denotes the tangent sheaf of D and
Proof. The first exact sequence (2) follows from [(1.9), [B-W] ]. Let us consider the following diagram:
By the snake lemma, we obtain the exact sequence
From a local consideration, we see that the map µ is a zero map, hence
, from the exact sequence (2), we obtain the exact sequence (3).
Moreover one can easily see that
where t i is the number of intersections of Y i with the other Y j . On the other hand, since D·Y i = t i −2 and ν is a finite morphism, we see that
Proof of Theorem 2.1. From the exact sequence (3), one can obtain
where δ denotes the connected homomorphism. From this sequence, the connecting homomorphism δ
can be identified with a linear map δ : C r −→ C r and we have an isomorphism
Now we state the following proposition, the proof of which is given in §3. 
represented by the intersection matrix ((Y i · Y j )) 1≤i,j≤r with respect to these basis.
In this case, it is well-known that the rank of the intersection matrix ((Y i · Y j )) 1≤i,j≤r is r − 1. Hence from the Proposition 2.1, we have
Proof of Proposition 2.1
In this section, we shall prove Proposition 2.1.
Here we give a detailed proof only for the case ofẼ 7 . The proof of other cases are similar. Let (S, Y ) be a generalized rational Okamoto-Painlevé pair of typeẼ 7 . Then according to the results in Appendix B of [Sakai] , (S, Y ) can be obtained by blowings up 9-points of P 2 as follows.
Let [x : y : z] be the homogeneous coordinates of P 2 . e r r x = 0 z = 0
Note that there exist three deformation parameters (α 0 , α 1 , s) of the blowings-up. Moreover there exists a C × -action on the family of surfaces by
If we set λ = α 0 + α 1 and µ = s/λ, then
are invariant under the C × -action, and we have the relation
Now we can introduce the affine open covering of S and affine coordinates by the explicit blowings-up of P 2 . The following diagram shows how one can perform blowing-ups and introduce 
.
U 9 = Spec C x 9 , y 9 , 1 1 + x 9 2 y 9 ∼ = C 2 − {1 + x 9 2 y 9 = 0}.
U 10 = Spec C x 10 , y 10 , 1 1 + x 10 y 10 2 ∼ = C 2 − {1 + x 10 y 10 2 = 0}.
U 11 = Spec C x 11 , y 11 , 1 1 − tx 11 2 y 11 2 + x 11 3 y 11 2 ∼ = C 2 − {1 − tx 11 2 y 11 2 + x 11 3 y 11 2 = 0}.
2 + x 12 y 12 3 ∼ = C 2 − {1 − ty 12 2 + x 12 y 12 3 = 0}.
U 13 = Spec C x 13 , y 13 , 1 −1 + tx 13 2 y 13 2 + a 0 x 13 3 y 13 3 − x 13 4 y 13 3 ∼ = C 2 − {−1 + tx 13 2 y 13 2 + a 0 x 13 3 y 13 3 − x 13 4 y 13 3 = 0}.
Y 7 = {x 9 = 0, y 10 = 0, y 11 = 0}, Y 8 = {x 11 = 0, y 12 = 0, y 13 = 0}.
More explicitly, new coordinates can be given by the following formula
From these formula, we can determine the coordinate transformation between (x i , y i )'s and (u j , v j )'s. For later use, we need only the coordinate transformations near each component Y i . Here we will list up the coordinate transformations only for a neighborhood of each Y i .
   x 9 = x 10 y 10 y 9 = 1 x 10    x 9 = x 11 (−t + x 11 )y 11
Let us consider the sheaf Θ S (− log D) and the sheaf exact sequence
We will analyse the edge homomorphism
by using theČech cocycles. Noting that ν is a finite morphism, and
where t i is the number of intersections of Y i with other components, we see that
For each i (1 ≤ i ≤ 8), we introduce a generator θ i of the cohomology group in (5) as follows.
On the other hand, for each i (1 ≤ i ≤ 8), we have a generator η i ∈ H 1 (Y i , N Yi/S ) as follows.
η 7 η 9 10 7 = 0 on U 9 ∩ U 10 ∩ Y 7 , η
LOCAL COHOMOLOGY OF GENERALIZED OKAMOTO-PAINLEVÉ PAIRS AND PAINLEVÉ EQUATIONS 11
We take {θ i } and {η i } as basis of
By using these bases, we compute the matrix representing the connecting homomorphism δ.
For that purpose, let us lift 0-cocycle θ 1 to 0-cochains of Θ S (− log D) ⊗ N D as
). Other 0-cocycles can be lifted in a similar way.
We first compute δ(θ 1 ).
From the definition of δ, we have δ(θ 1 ) = {δ(θ 1 ) ij on U i ∩ U j ∩ D} with
Other δ(θ 1 ) ij 's are zero.
Obviously {δ(θ 1 ) 34 } = {η 34 2 } = η 2 . In order to see that {δ(θ 1 ) 12 , δ(θ 1 ) 13 } = −2η 1 , we set τ
This implies {δ(θ 1 ) 12 , δ(θ 1 ) 13 } + 2η 1 = δτ . Then we have δ(θ 1 ) = −2η 1 + η 2 .
Other δ(θ i )'s can be treated in a similar way. In what follows, we just list up the results of computations.
Thus we have {δ(θ 3 ) 56 , δ(θ 3 ) 58 } = η 4 .
Thus we have {δ(θ 4 ) 56 , δ(θ 4 ) 58 } = −2η 4 .
Thus we have {δ(θ 5 ) 56 , δ(θ 5 ) 58 } = η 4 . δ(θ 6 ) 9 11 − η 9 11 7 = 0 = τ 11 − τ 9
Hence we have {δ(θ 6 ) 9 10 , δ(θ 6 ) 9 11 } = η 7 .
• δ(θ 7 ) = η 6 − 2η 7 + η 8 δ(θ 7 ) 89 =θ 9 7 −θ 8 7 | Y6 = 1 + ty 9 x 9 ∂ ∂y 9 − 0 = 1
δ(θ 7 ) 9 10 =θ 10 7 −θ 9 7 | Y7 = − t + x 10 y 10 ∂ ∂x 10 − 1 + ty 9 x 9 ∂ ∂y 9 = − t + x 10 x 10 ∂ ∂y 10 δ(θ 7 ) 9 11 =θ 11 7 −θ 9 7 | Y7 = − 1 y 11 ∂ ∂x 11 − 1 + ty 9 x 9 ∂ ∂y 9 = t − 2x 11 
δ(θ 7 ) 9 10 + 2η 9 10 7 = − t + x 10 x 10 ∂ ∂y 10 = τ 10 − τ 9 δ(θ 7 ) 9 11 + 2η 9 11 7 = t x 11 (t − x 11 ) ∂ ∂y 11 = τ 11 − τ 9
Hence we have {δ(θ 7 ) 9 10 , δ(θ 7 ) 9 11 } = −2η 7 .
δ(θ 8 ) 11 13 + 2η
Hence we have {δ(θ 8 ) 11 12 , δ(θ 8 ) 11 13 } = −2η 8 .
Summing up all the computations, we see that the matrix of the linear map δ is given by
Since it is well-known that this matrix coincides with the intersection matrix ((Y i , Y j )) 1≤i,j≤r of typeẼ 8 , this completes the proof of Proposition 2.1.
Local cohomology of generalized Okamoto-Painlevé pair of multiplicative type
Let (S, Y ) be a generalized Okamoto-Painlevé pair as in §2. For a pair (S, Y ) of additive type, the result of §2 shows the existence of differential equations on S − Y (cf. [STT] ). Even for (S, Y ) of multiplicative type, if dim H 1 D (Θ S (− log D)) ≥ 1, we can derive a differential equation in the same way as in [STT] . Unfortunately, we can prove H 1 D (Θ S (− log D)) = {0} for a pair (S, Y ) ofÃ 8 . (For other multiplicative types, we expect that H 1 D (Θ S (− log D)) = {0}.) This means that, for a pair (S, Y ) of multiplicative type, there is no differential equation on S − Y in the sense as in [STT] .
In this section, we will calculate the local cohomology group
• Construction of (S, Y ) ofÃ 8 type Now, we consider (S, Y ) ofÃ 8 type as an example of multiplicative type. According to [Sakai] , anyÃ 8 -surface is obtained by blowing up P 2 at the following 9 points given by e e e x = 0
Moreover there exists a C × -action on the family of surfaces by
By putting t = bc, we can normalize this description.
We can choose the following coordinate system ofÃ 8 -surfaces S t parameterized by t. 
U 9 = Spec C x 9 , y 9 , 1 t + x 9 ∼ = C 2 − {t + x 9 = 0}. 10, 11) . 0} (i = 13, 14) .
where t ∈ C × .
Y 5 = {x 4 = 0, y 5 = 0, y 10 = 0}, Y 6 = {x 5 = 0, y 6 = 0}, Y 7 = {x 6 = 0, y 7 = 0}, Y 8 = {x 7 = 0, y 8 = 0, y 11 = 0},
For later use, we need only the coordinate transformations near each component Y i . Here we will list up the coordinate transformations only for a neighborhood of each Y i .
This gives a generalized Okamoto-Painlevé pair (S t , Y t ) of typeÃ 8 .
Proposition 4.1. Let (S t , Y t ) be as above and set D t = (Y t ) red . If −t ∈ C is not a root of unity, then we have
Remark 4.1. We expect that, if −t is a root of unity then (S t , Y t ) is of fibered type.
Proof. From the diagram 0 0
we obtain the exact sequence
Therefore, we have the following sequence for each n ≥ 2.
Therefore, noting that (cf. §2)
we obtain , we obtain
Therefore we have
InÃ 8 case, we see that t i = 2, where t i is the number of intersections of Y i with other components. From this, we obtain
Since ν is a finite morphism, we have
Summing up the arguments above, we obtain
We will analyse the edge homomorphism δ by using theČech cocycles.
Noting that
For each i (1 ≤ i ≤ 9), we introduce a generator θ i of the cohomology group in (6) as follows. Other 0-cocycles can be lifted in a similar way.
From the definition of δ, we have δ(θ 1 ) = {δ(θ 1 ) ij on U i ∩ U j ∩ D} with we see rank δ = 9 (−t is not a root of unity) 8 (−t is a root of unity). Therefore, if −t is not a root of unity, then
