Abstract-Nonlinear Model Predictive Control (NMPC) algorithms are based on various nonlinear models. Recently, an on-line optimization approach for stochastic NMPC based on a Gaussian process model was proposed. A significant advantage of the Gaussian process models is that they provide information about prediction uncertainties, which would be of help in NMPC design. On the other hand, an explicit solution to the stochastic NMPC problem based on Gaussian process model would allow efficient on-line computations as well as verifiability of the implementation. This paper suggests an approximate multi-parametric Nonlinear Programming approach to explicit solution of stochastic NMPC problems for constrained nonlinear systems based on Gaussian process model. In particular, the reference tracking problem is considered. The approach builds an orthogonal search tree structure of the state space partition and consists in constructing a feasible PWL approximation to the optimal control sequence.
models with stochastic parameters and/or additive noise and they optimize the expected value of the cost function subject to hard input constraints [6] or probabilistic constraints [7] , [8] . In [9] , [10] , [11] , [12] , stochastic MPC approaches incorporating a probabilistic cost and probabilistic constraints are developed. The method suggested in [9] is based on a moving average (MA) model with random coefficients. It was further extended to linear time-varying MA models [10] and to state space models with stochastic uncertainty in the output or the input map [11] , [12] .
It should be noted that the stochastic MPC approaches [6] [7] [8] [9] [10] [11] [12] are based on parametric probabilistic models. Alternatively, the stochastic systems can be modeled with non-parametric models which can offer a significant advantage compared to the parametric models. This is related to the fact that the non-parametric probabilistic models provide information about prediction uncertainties which are difficult to evaluate appropriately with the parametric models. The Gaussian process model is an example of a non-parametric probabilistic black-box model and up to now it has been applied to model mainly static nonlinearities. The use of Gaussian processes in the modelling of dynamic systems is a recent development e.g. [13] , [14] , [15] . In [16] , [17] , [18] , an on-line optimization approach for stochastic NMPC based on Gaussian process model is proposed.
It has recently been shown that the feedback solution to linear and quadratic constrained MPC problems has an explicit representation as a piece-wise linear (PWL) state feedback defined on a polyhedral partition of the state space [19] . The benefits of an explicit solution, in addition to the efficient on-line computations, include also verifiability of the implementation, which is an essential issue in safetycritical applications. For nonlinear and stochastic MPC the prospects of explicit solutions are even higher than for linear MPC, since the benefits of computational efficiency and verifiability are even more important. An approach for efficient on-line computation of NMPC for constrained input-affine nonlinear systems has been suggested in [20] . In [21] , [22] , [23] , approaches for off-line computation of explicit sub-optimal PWL predictive controllers for general nonlinear systems with state and input constraints have been developed, based on the multi-parametric Nonlinear Programming (mp-NLP) ideas [24] . The mentioned methods for explicit NMPC are based on deterministic first principle models of the systems. This paper suggests an approximate mp-NLP approach to explicit solution of stochastic NMPC problems for constrained nonlinear systems based on a Gaussian process model (referred to as GP-NMPC problems). In particular, the reference tracking problem is considered. The contribution of the present work is the formulation of a more general GP-NMPC problem compared to [16] , [17] , [18] , and representing it as an mp-NLP problem. Further, the approximate mp-NLP approach [23] is applied to build an orthogonal search tree structure of the state space partition and construct a feasible PWL approximation to the optimal control sequence. Thus, the approach proposed in this paper can be considered as an application of the approximate methods [22] , [23] , [25] for explicit solution of MPC problems to the cases where the system dynamics is described by a probabilistic (Gaussian process) model.
The following notation will be used in the paper. C z p z q can be any function with the property that it generates a positive definite covariance matrix. A common choice is: . Unlike other models, there is no model parameter determination as such, within a fixed model structure. With this model, most of the effort consists in tuning the parameters of the covariance function. This is done by maximizing the log-likelihood of the parameters, which is computationally relatively demanding since the inverse of the data covariance matrix (M×M) has to be calculated at every iteration.
The described approach can be easily utilized for regression calculation. Based on a training set Z , a covariance matrix K of size M×M is determined. As already mentioned before, the aim is to estimate the probability distribution of the corresponding output and is Gaussian, with mean and variance:
where
is the M×1 vector of covariances between the test and training cases and
C z z is the covariance between the test input and itself.
Gaussian processes can be used to model static nonlinearities and can therefore be used for modelling of dynamic systems if delayed input and output signals are used as regressors [13] . In such cases an autoregressive model is considered, such that the current predicted output depends on previous estimated outputs, as well as on previous control inputs:
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where t denotes consecutive number of data sample, L is a given lag, and ( ) t is the prediction error. The quality of the predictions with a Gaussian process model is assessed by TuD12. 4 computing the average squared error (ASE):
and by the log density error (LD) [13] :
In (4), (5), ( ( )) y i and 2( ( )) y i are the prediction mean and variance, ( ) y i is the system's output and M is the number of the training points.
The iterative multi-step ahead prediction can be done in the following ways, as described in [28] : 1) by feeding back at each time step the predictive mean only; 2) by feeding back at each time step both the predictive mean and the predictive variance; 3) by Monte Carlo simulations. Thus, the uncertainty attached to each intermediate prediction is taken into account. The Gaussian process model now not only describes the dynamic characteristics of the non-linear system, but at the same time provides information about the confidence in the predictions. The Gaussian process can highlight areas of the input space where prediction quality is poor, due to the lack of data, by indicating the higher variance around the predicted mean. It is worthwhile noting that the derivatives of means and variances with respect to input data can be calculated in straightforward manner. For more details see [28] .
III. FORMULATION OF THE GP-NMPC PROBLEM AS AN MP-
NLP PROBLEM Consider a stochastic system described by an uncertain nonlinear discrete-time model:
( . Assume that the relationship (7) is approximated with Gaussian processes with distributions:
where the covariance functions
, depend on the given input and output data sets. Having obtained the Gaussian process model (8) , the probability distribution of the output ( ) y M corresponding to a new input ( ) z M can be determined as described in the previous section:
In (9) . Then, the relation (9) is represented:
As shown in [28] , it is possible to obtain a multi-step ahead prediction: 
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The 95% confidence interval of the random variable
is the standard deviation.
Here, we consider a reference tracking problem where the goal is to have the state vector ( ) x t track the reference signal ( ) n r t . In the problem formulation, the type of the cost function is like the one used in [19] . Suppose that a full measurement of the state ( ) x t is available at the current time t. For the current ( ) x t , the reference tracking GP-NMPC solves the following optimization problem:
Problem P1:
U V x t r t u t J U x t r t u t
subject to | ( ) t t x x t and: 
, the feasibility of problem P1 will rely on being sufficiently large. A part of the GP-NMPC design will be to address this tradeoff. If the system is asymptotically stable (or pre-stabilized), N is large, and the Gaussian process model has a small prediction uncertainty, then it is more likely that the choice of a small will be possible. A more general stochastic MPC problem is formulated in [9] , [10] , [11] , [12] , where a probabilistic formulation of the cost is introduced that includes the probabilistic bounds of the predicted variable. Also in these references, a probabilistic formulation of the constraints is used, i.e. the random variable should not exceed a certain bound with a given probability. The stochastic MPC problem considered in this paper (problem P1) is of a more special form compared to the general problem formulated in [9] [10] [11] [12] . Here, the cost function (21) includes the mean value of the random variable and the constraints (14) , (15) and (18) are equivalent to the following probabilistic constraints:
where the probability p is 0.95 (the confidence interval used in (14) , (15) and (18) is associated with this level of probability).
The following assumptions are made: A1. , , 0 P Q R . 
A2.
If in (18) is chosen such that the problem P1 is feasible, then f X is a non-empty set and due to assumption A2, the origin is an interior point in f X .
In parametric programming problems one seeks the solution ) ( * x U as an explicit function of the parameters x in some set n f X X [24] . The explicit solution allows us to replace the computationally expensive real-time optimization with a simple function evaluation. In this paper we suggest a computational method for constructing an explicit PWL approximate solution of the reference tracking GP-NMPC problem.
IV. APPROXIMATE MP-NLP APPROACH TO EXPLICIT GP-NMPC
Here, the computational issues related to the nonconvexity of the optimization problem are treated in a way similar to that in [23] .
A. Close-to-global solution of mp-NLP
In general, problem P2 can be non-convex with multiple local minima. Therefore, it would be necessary to apply an efficient initialization of problem P2 so to find a close-toglobal solution. One possible way to obtain this is to find a close-to-global solution at a point 0 0 v X by comparing the local minima corresponding to several initial guesses and then to use this solution as an initial guess at the neighbouring points 
The following procedure is applied to find a close-toglobal solution at the points 
where , 1,2,..., 
We restrict our attention to a hyper-rectangle n X where we seek to approximate the optimal solution ) ( * x U to problem P2. We require that the state space partition is orthogonal and can be represented as a k -d tree. The main idea of the approximate mp-NLP approach is to construct a feasible piecewise linear (PWL) approximation
on X , where the constituent affine functions are defined on hyper-rectangles covering X . In case of convexity, it suffices to compute the solution of problem P2 at the ñ 2 vertices of a considered hyper-rectangle 0 X by solving up to ñ 2 NLPs. In case of non-convexity, it would not be sufficient to impose the constraints only at the vertices of the hyper-rectangle 0 X . One approach to resolve this problem is to include some interior points in addition to the set of vertices of 0 X [23] . These additional points can represent the vertices and the facets centers of one or more hyper-rectangles contained in the interior of 0 X . Based on the solutions at all points, a feasible local linear approximation 
subject to:
In (30), the parameter 0 is a weighting coefficient.
C. Estimation of error bounds
Suppose that a state feedback ) ( 0 x U that is feasible on 0 0 V X has been determined by applying Procedure 3.
Then, for the cost function approximation error in 0 X we have: ( 1) ( ) tanh( ( ) ( ) ) ( ) s y t y t T y t u t t (36) Based on the generated data set, the discrete-time system (36) is approximated with Gaussian process with zero mean and covariance function of the form (1). The maximum likelihood framework was used to determine the hyperparameters. The optimization method applied for identification of the Gaussian process model was the conjugate gradient method with line searches [28] . The following set of hyperparameters was found: 
A validation control input signal was generated by random number generator with normal distribution and rate of change that is different from the one used for the identification signal. The response of the Gaussian process model to the validation signal is shown in Fig. 1 
C. Design of explicit reference tracking GP-NMPC controller
The mp-NLP approach described in section IV is applied to design an explicit reference tracking GP-NMPC controller for the system (35) based on the obtained Gaussian process model.
In the GP-NMPC problem formulation (problem P1), the predicted state
of system (35) is:
The iterative multi-step ahead prediction was done by feeding back at each time step the predictive mean only. The following control input and rate constraints are imposed on the system: 1 1 ; 0.5 0.5 u u (40) The prediction horizon is 8 N and the terminal constraint is: 
and initial conditions for the state and control variable (0) 0 x and (0) 0 u , respectively. The resulting closedloop response is depicted in Fig. 2 to Fig. 4 . The results show that the exact and the approximate solutions are almost indistinguishable.
VI. CONCLUSIONS
In this paper, an approximate mp-NLP approach to explicit solution of reference tracking NMPC problems based on Gaussian process models is developed. The approach builds an orthogonal search tree structure of the state space partition and consists in constructing a feasible PWL approximation to the optimal control sequence.
