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Background
The theory of nonlinear backward stochastic differential equations (BSDEs for short) 
was developed by Pardoux and Peng (1990), from which we know that there exists a 
unique adapted and square integrable solution to a BSDE of the type
provided the function g (also called the generator) is Lipschitz in both variables y and z, 
and ξ and (g(t, 0, 0))0≤t≤T are square integrable. The theory of BSDEs is very useful, due 
to the connection of this subject with mathematical finance, stochastic control, partial 
differential equation, stochastic game and stochastic geometry and mathematical eco-
nomics. Later, many researchers developed the theory of BSDEs and their applications in 
a series of papers (for example, see Briand et al. (2003), Lepeltier and San Martin (1997), 
Pardoux (1997, 1998), Karoui et al. (1997) and the references therein) under some other 
assumptions on the coefficients but for a fixed terminal time T > 0. Let us mention the 
contribution of Lepeltier and San Martin (1997). In Lepeltier and San Martin (1997), the 
authors got the existence of a solution for a 1-dimensional BSDE where the coefficient 
(1)yt = ξ +
∫ T
t
g(s, ys, zs)ds −
∫ T
t
zsdWs, t ∈ [0,T ],
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was continuous, it had linear growth, and the terminal condition was square integrable. 
They also obtained the existence of a minimal solution.
Chen and Wang (2000) obtained the existence and uniqueness theorem for L2 solu-
tions of BSDEs with non-uniformly Lipschitz coefficients when T ≡ ∞, by the mar-
tingale representation theorem and fixed point theorem. In fact, such a problem has 
been investigated by Peng (1990), Pardoux (1997), Darling and Pardoux (1997) and 
other researchers under the assumption that terminal value ξ = 0 or E[epρT |ξ |p] < ∞ 
for some constant ρ and random terminal time T (i.e., T is a stopping time). But in Lp 
(1 < p < 2), there is no the martingale representation theorem. Zong (2013) studied Lp 
solutions to infinite time interval BSDEs with non-uniformly Lipschitz coefficients. She 
gave a new a priori estimate. By using this a priori estimate, she got the existence and 
uniqueness of Lp solutions to infinite time interval BSDEs.
In this paper, we study the existence theorem for Lp (1 < p < 2) solutions to a class of 
1-dimensional infinite time interval BSDEs under the conditions that the coefficients are 
continuous and have linear growths. We also obtain the existence of a minimal solution. 
Furthermore, we study the existence and uniqueness theorem for Lp (1 < p < 2) solu-
tions of infinite time interval BSDEs with non-uniformly Lipschitz coefficients. It should 
be pointed out that the assumptions of this result is weaker than that of Theorem 3.1 in 
Zong (2013).
This paper is organized as follows. In “Preliminaries” section, we introduce some nota-
tions, assumptions and lemmas. In “Main results and proofs” section, we give our main 
results including the proofs.
Preliminaries
In this section, we shall present some notations, assumptions and lemmas that are used 
in this paper.
Notation. The Euclidean norm of a vector x ∈ Rk will be denoted by |x|, and for a 
k × d matrix A, we define ||A|| = √TrAA∗, where A∗ is the transpose of A.
Let (�,F ,P) be a completed probability space, (Wt)t≥0 be a d-dimensional standard 
Brownian motion defined on this space and (Ft)t≥0 be the natural filtration generated by 
Brownian motion (Wt)t≥0, that is
where N  is the set of all P-null subsets. Furthermore, we define F := σ(⋃t≥0Ft).
We consider the following spaces:
Lp(�,F ,P,Rk) := {ξ : ξ is Rk-valued and F -measurable random variable such that 
E[|ξ |p] <∞, p ≥ 1};
L(�,F ,P,Rk) := ⋃p>1 Lp(�,F ,P,Rk);
Sp(Rk) := {V : Vt is Rk-valued and Ft-adapted process such that 
E[supt≥0 |Vt |p] <∞, p ≥ 1};
S(Rk) := ⋃p>1 Sp(Rk);
Lp(Rk×d) := {V : Vt is Rk×d-valued and Ft-adapted process such that 
E[(∫∞0 ||Vs||2ds) p2 ] < ∞, p ≥ 1};
L(Rk×d) := ⋃p>1 Lp(Rk×d).
In the sequel, we assume that 1 < p < 2.
Ft := σ {Ws; s ≤ t} ∨N ,
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Consider the following infinite time interval BSDE
Let
such that for any (y, z) ∈ Rk × Rk×d, g(·, y, z) is Ft-progressively measurable. We make 
the following assumptions:
(A.1) There exist two positive non-random functions α(t) and β(t), such that for all 
y1, y2 ∈ Rk, z1, z2 ∈ Rk×d,
where α(t) and β(t) satisfy that 
∫∞




(A.1′) There exist two positive non-random functions α(t) and β(t), such that for all 
y1, y2 ∈ Rk, z1, z2 ∈ Rk×d,
where α(t) and β(t) satisfy that 
∫∞
0 α(t)dt <∞, 
∫∞






0 |g(t, 0, 0)|dt
)p]
<∞;
(A.2′) There exists some constant T ∈ [0,∞) such that
(A.3) Linear growth: There exists a positive non-random function γ (t) such that
where γ (t) satisfies that 
∫∞




(A.4) For fixed ω and t, g(ω, t, ·, ·) is continuous.
Lemma 1 (see Zong 2013) Under assumptions (A.1′) and (A.2′), if ξ ∈ Lp(�,F ,P,Rk), 
then BSDE (2) has a unique solution (Y ,Z) ∈ Sp(Rk)× Lp(Rk×d).
Main results and proofs
In this section, first we study the existence and uniqueness theorem for Lp solutions 
of infinite time interval BSDEs with non-uniformly Lipschitz coefficients. It should be 
pointed out that the assumptions of this result is weaker than that of Lemma  1.
Theorem 2 Under assumptions (A.1) and (A.2), if ξ ∈ Lp(�,F ,P,Rk), then BSDE (2) 
has a unique solution (Y ,Z) ∈ Sp(Rk)× Lp(Rk×d).







g : × R+ × Rk × Rk×d �→ Rk
∣∣g(t, y1, z1)− g(t, y2, z2)∣∣ ≤ α(t)∣∣y1 − y2∣∣+ β(t)||z1 − z2||,













|g(ω, t, y, z)| ≤ γ (t)(1+ |y| + ||z||), ∀(ω, t, y, z) ∈ �× R+ × Rk × Rk×d
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In order to prove Theorem  2, we give an a priori estimate.
Lemma 3 Suppose that (A.1) holds for g. Furthermore, each φi (i = 1, 2) satisfies that
For any T ∈ [0,∞], let ξi ∈ Lp(�,FT ,P,Rk), (Y i,Zi) ∈ Sp(Rk)× Lp(Rk×d) satisfy the fol-
lowing BSDEs:
Then there exists a positive constant Cp depending only on p such that, for any τ ∈ [0,T ],
where l(τ ,T ] =
(∫ T
τ










Proof Applying Itô’s formula to 
∣∣Y 1t − Y 2t ∣∣2, we have




























���Y 1s − Y 2s ���p +
�� T
τ
















���Y 1s − Y 2s ���p +
�� T
τ






∣∣∣Y 1τ − Y 2τ ∣∣∣2 +
∫ T
τ
∣∣∣∣∣∣Z1s − Z2s ∣∣∣∣∣∣2ds


















































∣∣∣Y 1s − Y 2s ∣∣∣2 + 2β(s)∣∣∣Y 1s − Y 2s ∣∣∣∣∣∣∣∣∣Z1s − Z2s ∣∣∣∣∣∣
≤ 2α(s)
∣∣∣Y 1s − Y 2s ∣∣∣2 + 2β2(s)∣∣∣Y 1s − Y 2s ∣∣∣2 + 12







∣∣∣Y 1s − Y 2s ∣∣∣2 + 12
∣∣∣∣∣∣Z1s − Z2s ∣∣∣∣∣∣2.





∣∣Y 1s − Y 2s ∣∣|φ1(s)− φ2(s)|ds ≤ sup
s∈[τ ,T ]
∣∣Y 1s − Y 2s ∣∣2 + (∫∞0 |φ1(s)− φ2(s)|ds)2, 
we have
Using the following fact: if b, ai ≥ 0 and b ≤
∑n




i  for any 
p ∈ (0, 1), we have







∣∣∣∣∣∣Z1s − Z2s ∣∣∣∣∣∣2ds




























∣∣∣∣∣∣Z1s − Z2s ∣∣∣∣∣∣2ds
≤ 4
(




































































































���Y 1s − Y 2s ��� p2
�� T
τ
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and thus
where dp is a positive constant depending only on p. From (8) and (10), we have
where C is a positive constant depending only on p.
On the other hand, we prove





dWs; τ ≤ t ≤ T
}
 is an Ft-martingale. Thus, it follows that


















































































���Y 1s − Y 2s ���p +
�� T
τ











































|ξ1 − ξ2| +
∫ T
τ









|ξ1 − ξ2| +
∫ T
τ












∣∣∣g(s,Y 1s ,Z1s )− g(s,Y 2s ,Z2s )∣∣∣ds
)p]
,
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where Dp is a positive constant depending only on p. From the Lipschitz assumption 
(A.1) on g, we have
where Mp is a positive constant depending only on p. From (14) and (15), we have
where C ′ is a positive constant depending only on p.
Combining (11) with (16), we get
where Cp is a positive constant depending only on p. The proof of Lemma  3 is complete. 
 
Proof of Theorem   2 Let ξn := (ξ ∧ n) ∨ (−n) and gn(t, y, z) := g(t, y, z)− g(t, 0, 0)
+hn(g(t, 0, 0)), where hn(g(t, 0, 0)) := g(t,0,0)ne
−t
|g(t,0,0)|∨(ne−t). By Theorem 1.2 in Chen and Wang 
(2000), BSDE


























































���Y 1s − Y 2s ���p +
�� T
τ










���Y 1s − Y 2s ���p +
�� T
τ
















���Y 1s − Y 2s ���p +
�� T
τ
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we can choose a strictly increasing sequence 0 = t0 < t1 < · · · < tN < tN+1 = ∞, such 
that
Applying Lemma  3, we have
Thus
In particulary, we have
























∣∣Ym+ns − Y ns ∣∣p +
(∫ ti+1
ti


















∣∣Ym+ns − Y ns ∣∣p +
(∫ ti+1
ti










∣∣Ym+ns − Y ns ∣∣p +
(∫ ti+1
ti
















∣∣Ym+ns − Y ns ∣∣p +
(∫ ti+2
ti+1







|hn+m(g(s, 0, 0))− hn(g(s, 0, 0))|ds
)p]






∣∣Ym+ns − Y ns ∣∣p +
(∫ ∞
tN









|hn+m(g(s, 0, 0))− hn(g(s, 0, 0))|ds
)p]
.
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where C = (N + 1)(2Cp + (2Cp)2 + · · · + (2Cp)N+1). The right-hand side of Inequality 
(21) clearly tends to 0, as n→∞, uniformly in m, so we have a Cauchy sequence and the 
limit is a solution to BSDE (2). Let us consider (Y, Z) and (Y ′ ,Z ′) to be two solutions to 
BSDE (2). In a similar manner to the proof of Inequality (21), we can obtain
Thus, we get immediately (Y ,Z) = (Y ′ ,Z ′). The proof of Theorem  2 is complete.  
Theorem  4 (Comparison Theorem) Assume that k = 1. We make the same assump-




 be a solution of BSDE
If we suppose that:
then
Moreover, Y t = Yt a.s., if and only if ξ = ξ a.s., g(t,Yt ,Zt) = g(t,Yt ,Zt) a.s..
Proof Suppose that Wt = (W 1t ,W 2t , . . . ,Wdt )T, ∀t ∈ [0,∞), where Wit  is the ith compo-






��Y n+ms − Y ns ��p +
�� ∞
0






















≤ (2Cp + (2Cp)2 + · · · + (2Cp)N+1)E
���ξm+n − ξn��p�




























∣∣∣Ys − Y ′s ∣∣∣p +
(∫ ∞
0
















(22)ξˆ := ξ − ξ ≤ 0, gˆt := g
(
t,Y t ,Zt
)− g(t,Y t ,Zt) ≤ 0, a.s.,
Yˆt := Yt − Y t ≤ 0, a.s., ∀t ∈ [0,∞).
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t , . . . ,Z
d
t )






















t . Then, we have
where
which imply |as| ≤ α(s), |bs| ≤ β(s).
Solving (23), we know that the unique solution of BSDEs (23) can be represented as
where
From (24), we can obtain Yˆt ≤ 0, a.s. and if ξ = ξ a.s., g(t,Yt ,Zt) = g(t,Yt ,Zt) a.s., then 
Y t = Yt a.s..
Choosing t = 0 in (24) and from the strict monotonicity of E[·], we can obtain that if 
Y 0 = Y0, then ξ = ξ a.s., g(t,Yt ,Zt) = g(t,Yt ,Zt) a.s.. The proof of Theorem  4 is com-
plete.  
Now we prove the existence theorem for Lp solutions of 1-dimensional infinite time 
interval BDSDEs which generalizes Theorem 1 in Lepeltier and San Martin (1997).
Theorem 5 Assume that k = 1. Under assumptions (A.3) and (A.4), if ξ ∈ Lp(�,F ,P,R) , 
then BSDE (2) has a solution (Y ,Z) ∈ Sp(R)× Lp(Rd). Also, there is a minimal solution 
(Y ,Z) of BSDE (2), in the sense that for any other solution (Y, Z) of (2), we have Y ≤ Y .
In order to prove Theorem  5, we need the following lemmas.
Lemma 6 Suppose that (A.3) and (A.4) hold for g. For each (ω, t, y, z) ∈ �× R+ × R× Rd , 
define the sequence of functions
































s , . . . ,Z
d
s )
T , i = 1, 2, . . . , d − 1,
Z(0)s =Zs = (Z1s ,Z2s , . . . ,Zds )T ,



































}, i = 1, 2, . . . , d,























, s ≥ t.
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where Q is the set of all rational numbers in Rd+1. Then gn satisfies
(i)  Linear growth: ∀(ω, t, y, z) ∈ �× R+ × R× Rd, |gn(ω, t, y, z)| ≤ γ (t)(1+ |y| + |z|);
(ii) Monotonicity in n: ∀(ω, t, y, z) ∈ �× R+ × R× Rd, gn(ω, t, y, z) ↑;
(iii) Lipschitz condition: ∀(ω, t, y, z), (ω, t, y′ , z′) ∈ �× R+ × R× Rd, 
(iv) Strong convergence: if (yn, zn)→ (y, z), as n→∞, then
The proof of Lemma  6 is very similar to that of Lemma 1 in Lepeltier and San Martin 
(1997), so we omit it.
We also define the function
For each given ξ ∈ Lp(�,F ,P,R), by Theorem   2, there exist two pair of processes 
(Y n,Zn) and (U, V), which are the solutions to the following BSDEs
respectively. From Theorem  4 and Lemma  6, we get
Lemma 7 There exists a constant A > 0 independent of n, such that
Proof Since (U, V) is the solution of BSDE (26), there exists a constant B > 0 independ-
ent of n, such that
From Inequality (27), we can obtain that for each n ∈ N ,











(∣∣∣y− y′ ∣∣∣+ ∣∣∣z − z′ ∣∣∣)},
∣∣∣gn(ω, t, y, z)− gn(ω, t, y′ , z′)∣∣∣ ≤ nγ (t)(∣∣∣y− y′ ∣∣∣+ ∣∣∣z − z′ ∣∣∣);
gn(ω, t, yn, zn)→ g(ω, t, y, z), as n→∞.
G(ω, t, y, z) := γ (t)(1+ |y| + |z|), ∀(ω, t, y, z) ∈ �× R+ × R× Rd .
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Thus, there exists a constant C > 0 independent of n, such that





. Applying Itô’s formula to ∣∣Y nt ∣∣2 , we have
By Lemma  6 (i), we know |gn(t, y, z)| ≤ γ (t)(1+ |y| + |z|). Thus, we have
It follows that
Using the following fact: if b, ai ≥ 0 and b ≤
∑n




i  for any 
p ∈ (0, 1), we have
where cp is a positive constant depending only on p. By the Burkholder–Davis–Gundy 
inequality, we get
|Y nt |p ≤ 2p−1
(









≤ C , ∀n ∈ N .
(28)

























∣∣Y nt ∣∣2)+ 2γ (t)∣∣Y nt ∣∣2
+ 2γ 2(t)
∣∣Y nt ∣∣2 + 12
∣∣Znt ∣∣2
≤ γ (t)+ 3
(
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and thus
where dp is a positive constant depending only on p. From (31) and (33), we have
where Cp is a positive constant depending only on p. Thus, there exists a constant A > 0 
independent of n, such that
The proof of Lemma  7 is complete.  
Lemma 8 {(Y n,Zn)}∞n=1 converges in Sp(R)× Lp(Rd).
Proof Since {Y n}∞n=1 is increasing and bounded in Sp(R), we deduce from the domi-
nated convergence theorem that Y n converges in Sp(R). We shall denote by Y the limit of 
Y n. Applying Itô’s formula to 






























































































































≤ A, ∀n ∈ N .
(35)
∣∣Y n0 − Ym0 ∣∣2 +
∫ ∞
0
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Thus, we have
Using the following fact: if b, ai ≥ 0 and b ≤
∑n




i  for any 
p ∈ (0, 1), it follows that
where cp is a positive constant depending only on p. From Schwarz’s inequality, we have
By Lemma  6 (i), we can obtain
where dp is a positive constant depending only on p. Thus, by Lemma  7, there exists a 




∣∣Znt − Zmt ∣∣2dt
≤ 2 sup
t≥0
∣∣Y nt − Ymt ∣∣
∫ ∞
0
∣∣gn(t,Y nt ,Znt )∣∣dt + 2 sup
t≥0



























∣∣Y nt − Ymt ∣∣ p2
(∫ ∞
0



































∣∣Y nt − Ymt ∣∣ p2
(∫ ∞
0
















∣∣∣gk(t,Y kt ,Zkt )∣∣∣dt
)p]) 12

















































∣∣Y nt − Ymt ∣∣ p2
(∫ ∞
0
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By the Burkholder–Davis–Gundy inequality, we get
and thus
where ep is a positive constant depending only on p. From (37), (40), (41) and (43), we 
have
where Cp is a positive constant depending only on p. Thus, {Zn}∞n=1 is a Cauchy sequence 
in Lp(Rd), from which the result follows. The proof of Lemma  8 is complete.
Proof of Theorem  5 For all n ∈ N , we have Y n ≤ U , and {Y n}∞n=1 converges in Sp(R), 
dt × dP-a.s. to Y ∈ Sp(R).
On the other hand, since Zn converges in Lp(Rd) to Z, we can assume, choosing a sub-
sequence if needed, that Zn→ Z, dt × dP-a.s., as n→∞ and G := supn |Zn| is dt × dP 
integrable. Therefore, by Lemma  6 (i) and (iv), we get for almost all ω,
















































∣∣Y nt − Ymt ∣∣ p2
(∫ ∞
0









































































∣∣Y nt ∣∣+ Gt
)
∈ L1([0,∞); dt).
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From the continuity properties of the stochastic integral, it follows that
Choosing again, a subsequence, we can assume that the above convergence is P-a.s. 
Finally,
and taking limits on m and supremum over t, we get
from which it follows that Y n converges uniformly in t to Y (in particular, Y is a continu-
ous process). Note that {Y n}∞n=1 is monotone; therefore, we actually have the uniform 
convergence for the entire sequence and not just for a subsequence. Taking limits in 
Equation (25), we deduce that (Y, Z) is a solution of BSDE (2).
Let (Y˜ , Z˜) ∈ Sp(R)× Lp(Rd) be any solution of BSDE (2). From Theorem  4, we get 
that Y n ≤ Y˜ , ∀n ∈ N  and therefore Y ≤ Y˜  proving that Y is the minimal solution. The 
proof of Theorem  5 is complete.  
Remark 9 By Theorem   5, we have: Under the assumption (A.3) and (A.4), for each 
given ξ ∈ L(�,F ,P,R), BSDE (2) has a solution (Y ,Z) ∈ S(R)× L(Rd). Also, in 
S(R)× L(Rd), there is a minimal solution (Y ,Z) of BSDE (2), in the sense that for any 
other solution (Y, Z) of (2), we have Y ≤ Y .
Conclusion
In this paper, we have solved two problems on infinite time interval BSDEs. Firstly, by 
using an a priori estimate (Lemma  3), we studied the existence and uniqueness theorem 
for Lp (1 < p < 2) solutions of infinite time interval BSDEs with non-uniformly Lipschitz 
coefficients (Theorem  2). It should be pointed out that the assumptions of Theorem  2 
is weaker than that of Theorem 3.1 in Zong (2013). Secondly, applying comparison theo-
rem for 1-dimensional infinite time interval BSDEs (Theorem  4), we studied the exist-
ence theorem for Lp (1 < p < 2) solutions of 1-dimensional infinite time interval BSDEs 
under the conditions that the coefficients are continuous and have linear growths (Theo-






















∣∣∣∣→ 0 in probability, as n→∞.
(46)
∣∣Y nt − Ymt ∣∣ ≤
∫ ∞
t













∣∣Y nt − Yt ∣∣ ≤
∫ ∞
0










∣∣∣∣, P − a.s.
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