Abstract-A relativistic version of the PERSEUS extended magnetohydrodynamic simulation code for high-energydensity (HED) plasmas is developed and validated. Nonrelativistic PERSEUS solves the two-fluid equations, formulated in terms of a generalized Ohm's law, so as to model about nine orders of magnitude in density variation using a local semi-implicit method. Relativistic PERSEUS preserves this structure and, therefore, retains these advantageous properties, enabling it to model a broader range of relativistic HED phenomena than the existing particle and fluid codes. The relativistic code is validated against a published particle-in-cell (PIC) simulation of the penetration of a laser into a supercritical hydrogen plasma with applications to fast ignition. PERSEUS recovers the penetration ahead of the laser of magnetized relativistic jets. As in the PIC simulation, multiple jets form and subsequently coalesce into larger centralized jets. The relativistic code also recovers expected nonrelativistic results for a problem in which the smallest electron length and time scales are underresolved, and which is, therefore, inaccessible to PIC codes and conventional (explicit) fluid codes. The code can now be applied to relativistic phenomena with under-resolved electron dynamical scales, e.g., X-pinches and electrode surface plasmas.
I. INTRODUCTION
T HIS paper is concerned with the incorporation of relativistic modeling capabilities into the PERSEUS extended-magnetohydrodynamic (XMHD) simulation code for high-energy-density (HED) plasmas, along with results from several validation tests showing that relativistic PERSEUS can: 1) recover the results of nonrelativistic PERSEUS for a problem with under-resolved electron length and time scales and 2) recover conventional (explicit) two-fluid results and salient features of a published particle-in-cell (PIC) simulation result for a problem in which these scales are resolved. The authors are with the Laboratory of Plasma Studies, Cornell University, Ithaca, NY 14853 USA (e-mail: nh322@cornell.edu; ces7@cornell.edu).
Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TPS.2016. 2565660 We begin with an overview of the background of nonrelativistic PERSEUS. The PERSEUS XMHD simulation code (plasma as an XMHD relaxation system using an efficient upwind scheme) was developed by Seyler and Martin in 2011 [1] with the goal of simulating nonrelativistic HED plasmas over many orders of magnitude in density variation without needing to resolve the smallest electron inertial length. This enables the modeling of Hall physics (a correction to single-fluid MHD, which arises at ion inertial length and time scales at which the relative motion of electrons and ions cannot be neglected) without the need for prohibitive computation times. The code has been validated in [1] against a variety of nonrelativistic problems, including 2-D simulations of dense Z -pinches in pulsed-power loads, such as planar foil magnetoRayleigh-Taylor (MRT) implosions and cylindrical wire array implosions. The code has also been validated in [2] against the Brio-Wu shock-tube test problem, and used in [2] for simulating shocks and reconnection in planetary magnetospheres. The code has reproduced a number of important plasma phenomena seen in pulsed-power experiments on the COrnell Beam Research Accelerator (COBRA) device, including bow shocks arising from two-wire magnetic reconnection, asymmetries arising from polarity reversal in radial foil jets, enhanced MRT instability in gas puff Z -pinches (in preparation), and enhanced axial field generation in liner implosions (in preparation), which is being considered as a possible mechanism involved in the magnetized liner inertial fusion (MagLIF) experiments being pursued at Sandia National Labs.
These phenomena require the modeling of Hall physics, i.e. they cannot generally be reproduced using single-fluid MHD. Such XMHD simulations generally require resolving electron dynamical scales when the schemes are formulated explicitly, making them computationally prohibitive over systems with orders of magnitude variation in density. For this reason, a number of nonrelativistic two-fluid codes have been developed with an implicit component to the time advance. These include Shumlak and Loverich in 2003 [3] , Schnack in 2009 [4] , and Thompson et al. in 2014 [5] . Hall MHD has also been modeled using subcycling techniques [6] . These efforts have facilitated XMHD modeling over larger ranges of densities, though certain difficulties remain unresolved, as discussed in the introduction to [1] .
Nonrelativistic PERSEUS seeks to improve upon these efforts by formulating the two-fluid system as a relaxation system with a semi-implicit solver, in which the electron momentum equation is replaced by a generalized Ohm's law (GOL), written as an evolution equation in current density. At each time step, the electric field and the current density are advanced semi-implicitly in the source terms, while the remaining quantities are advanced explicitly. In this way, the Hall and electron inertial physics are captured in underdense regions where the electron dynamics are resolved, and in overdense regions where these parameters are under-resolved, the solution relaxes to an equilibrium in which the current is determined by the curl of the magnetic field (negligible displacement current), and the electric field is determined by the advective and Hall electric fields via the Hall-MHD GOL (negligible electron inertial terms). Moreover, the implicit time advancement is entirely local, since only the source terms are implicit. The result is a large savings of CPU time.
Advancing current density rather than electron momentum also offers improved numerical accuracy in the deep MHD regime, where the electron length and time scales can be under-resolved by orders of magnitude, and where the electron and ion momenta can be large and very comparable. In this regime, existing two-fluid codes (including those presented in [3] - [6] ) would need to subtract two large and comparable quantities (ion and electron velocity) in order to compute the current source in Ampere's law, leading to potentially large numerical inaccuracies. PERSEUS avoids this situation by evolving the current density.
The motivation for incorporating relativistic modeling capabilities stems from a wealth of experimental evidence of the acceleration of electrons to relativistic velocities in HED phenomena such as laser-plasma interactions, X-pinches, and electrode surface plasmas, along with observational evidence of relativistic particle velocities in highly energetic astrophysical phenomena (jets, quasars, supernovae, and so on).
Relativistic plasma phenomena are generally modeled using either a particle-based or fluid-based approach. On scales relevant to electron inertial dynamics, PIC codes capture small-scale kinetic effects many of which cannot be captured by fluid codes, even after incorporating an anisotropic pressure tensor. However, PIC codes generally have several drawbacks. Physical effects are often masked by a large amount of numerical noise, boundary conditions tend to be difficult to implement, and collisional dynamics tend to be difficult to model. In addition, because of the requirement to resolve the smallest electron plasma frequency and inertial length, simulations spanning many orders of magnitude of spatial and time scales become prohibitively time-consuming. For this reason, PIC codes are limited to HED and astrophysical problems whose spatial and time scales are comparable to the electron plasma frequency and characteristic lengths, for example in high-energy laser-plasma interactions [7] , [8] .
Fluid codes reduce numerical noise, simplify the implementation of boundary conditions and incorporation of collisional effects, and are less computationally expensive over larger length and time scales. However, they do not describe kinetic behavior at the level captured by particle codes. Considerable progress has been made in the last 20 years with singlefluid relativistic MHD simulations in modeling high-energy astrophysical phenomena [9] - [11] . However, these simulations are restricted to macroscopic length scales over which chargeseparation effects are assumed negligible.
Relativistic two-fluid codes have recently been developed [12] - [15] , primarily to model charge-separation effects in relativistic astrophysical and magnetospheric phenomena, for example magnetic reconnection in planetary and pulsar magnetospheres. Existing relativistic two-fluid simulations can extend over a somewhat broader range of length and time scales [12] than relativistic PIC codes, but are still limited by the requirement to resolve the smallest electron length and time scales for explicit schemes. In order to address these limitations, promising efforts have been made to incorporate implicit time-stepping into relativistic two-fluid models, which, as demonstrated by 1-D simulations, facilitates the incorporation of Roe solvers [15] . Relativistic PERSEUS in fact uses the formulation of [15] and [16] in developing a relativistic Roe solver, as discussed in Section II-B1.
In developing relativistic PERSEUS, we preserved the semiimplicit relaxation GOL formulation of the nonrelativistic code, along with its overall structure, thereby preserving its ability to model about nine orders of magnitude in density variation, a broader range than the capabilities of existing relativistic fluid and particle codes. These advances enable the modeling of a more diverse range of HED plasma phenomena (laser-plasma interactions, X-pinches, electrode surface plasmas, and so on) than previously possible with a fluid code. The focus of this paper is on laser-plasma interactions. Results for the other aforementioned phenomena will be reported in future publications.
The structure of this paper is as follows. We begin, in Section II-A, by presenting the relativistic two-fluid equations solved by relativistic PERSEUS. We then discuss, in Section II-B, the implicit-explicit scheme for the advancement of conserved quantities. In Section II-C, we discuss the recovery of primitive variables from conserved quantities at each time step. We show in Section III-A that for nonrelativistic problems with under-resolved electron length and time scales that are, therefore, inaccessible to the existing explicit twofluid codes, relativistic PERSEUS recovers expected nonrelativistic results. In Section III-B, we consider a relativistic problem, the penetration of a powerful laser into a supercritical hydrogen plasma, in which we compare the results of relativistic PERSEUS with the PIC simulation of [8] .
II. NUMERICAL METHODS
We begin by presenting the relativistic two-fluid equations, and discuss the relaxation scheme, with implicit-explicit time advancement, employed by relativistic PERSEUS to solve these equations. We then discuss the numerical scheme for recovering primitive variables from conserved quantities. The code is written in Fortran 90, and CPU time is reduced through the use of message-passing interface parallelization.
A. Relativistic Two-Fluid Equations
We first present the standard relativistic two-fluid equations, and then the GOL used by relativistic PERSEUS. Consider a plasma with adiabatic index and heat capacity at constant pressure C P = /( − 1) consisting of electrons (ions) with mass m ei , proper density n ei , speed v ei , and pressure P ei . We define the Lorentz factor γ ei and enthalpy per particle (i.e., mass enthalpy) M ei for the electrons (ions) by
The relativistic two-fluid equations are as follows:
where the conserved density N ei , momentum ei , and energy density E ei are
Equations (2) and (3) are Maxwell's laws. Equation (4) is the electron and ion density evolution equations. Equation (5) is the electron and ion momentum evolution equations, where q e = −e and q i = Ze. Equation (6) is the electron and ion energy evolution equations. In this paper, collisional effects are not modeled, and are therefore omitted from (5) and (6) .
Note that in expression (9) for E ei , the expected nonrelativistic energy density is recovered in the limit of small γ ei . By Taylor expanding γ ei in the first term, the nonrelativistic kinetic energy (1/2)m ei n ei v 2 ei is recovered, and by letting γ ei → 1 in the second term, the nonrelativistic thermal energy P ei /( − 1) is recovered.
In the present simulations, an adiabatic index of 5/3 has been assumed, corresponding to a monatomic ideal gas. The relativistic value of 4/3 corresponds to the limit ei c N ei m ei c 2 . The ions remain nonrelativistic, and the electrons rarely become sufficiently relativistic to satisfy this limit. Future work may involve modeling a transition from 5/3 to 4/3 as e c increases relative to N e m e c 2 .
For a given species, (4)-(6) can be formulated in a covariant manner [17] . For a given species (electrons or ions), define u = γ (1, v/c), g μν as the diagonal matrix with diagonal elements {−1, 1, 1, 1}, and the energy-momentum tensor μν , where
Let F μα denote the electromagnetic field tensor. Then the covariant form of (4)- (6) is
Note that 00 = E +γ mnc 2 . We found that when using 00 as the energy, substantial numerical inaccuracy was introduced, primarily when E γ mnc 2 . It is, therefore, preferable to use (6) , which follows from combining (11) and the energy component of (12) .
The physical current density is given by
The relativistic GOL is obtained by taking Ze/m i multiplied by ion momentum plus −e/m e multiplied by electron momentum:
where the conserved current J c , current flux tensor F J , and source term factors are 
and I is the identity matrix. Note that J c is not generally equal to the physical current J. These two quantities are only equal in the nonrelativistic limit. On the right-hand side of the GOL (14) , the first two terms are the dynamo terms. The third term represents the Hall effect, which becomes important when the ion inertial length λ i = c/ω pi becomes comparable to the length scale. Charge density ρ c = Z N i e − N e e can often be evolved in place of electron density. In this case, the electron continuity equation [subscript e of (4)] is replaced with the charge conservation equation
Each of (2)- (14) has the form
where Q is a conserved quantity, F(Q) is the corresponding flux quantity, and R is the corresponding source term. In Section II-B, we discuss the implicit-explicit time advancement of conserved quantities, and in Section II-C, we discuss the recovery of primitive variables from the conserved quantities in order to compute flux quantities and source terms.
B. Implicit-Explicit Advancement of the Simulation
We use an implicit-explicit scheme that preserves the relaxation structure of the scheme discussed in [1] for nonrelativistic PERSEUS. Therefore, the relativistic PERSEUS preserves the ability of the nonrelativistic code to relax to the equilibrium solution in regions, where the electron inertial length is under-resolved, i.e. where the displacement current and electron inertial terms are negligible, and therefore, the current is given by the curl of B and the electric field is given by the Hall-MHD GOL [the right-hand side of (14) set equal to 0]. The main difference with the relativistic scheme is that the conserved current J c in the GOL is no longer equal to the physical current J.
For the time integration, we use a Richardson extrapolation scheme that is second-order accurate in both explicit and implicit advancements. Let A(Q, t 0 ) denote an advancement of conserved quantities Q through a time increment t 0 . Then the Richardson scheme corresponds to the following advancement from Q n to Q n+1 using time increment t:
The order of the scheme (second-order explicit and implicit) can be verified by applying it to the equation d Q/dt = −α Q and verifying that both the explicit and implicit advances (forward and backward Euler) recover the first three terms of the Taylor expansion of the solution Q 0 exp(−αt). However, the temporal order of the scheme, in this context, is only applicable to regimes where the electron length and time scales are well-resolved. In regions where the time and spatial step are comparable to the electron scales (particularly, the relaxation regime), the source terms become sufficiently stiff that the temporal order of the scheme is no longer an accurate representation of its numerical accuracy.
We now discuss the relativistic scheme for computing each A(Q, t 0 ). First, the primitive variables (electron and ion densities, velocity, and pressure) are computed, as described in Section II-C. The flux quantities F(Q) and the source terms R are then computed. All conserved Q are advanced explicitly using F(Q) and R except the electric field in Ampere's law (3) and the conserved J c in the GOL (14) , which are advanced explicitly in the fluxes only. The explicit time advancement uses the second-order finite-volume method and total variation diminishing (TVD) slope-limiting interpolation of conserved quantities onto the cell edges. After being partially advanced explicitly, the conserved current and the electric field are then fully advanced implicitly using the source terms in the GOL and Ampere's law. We discuss the explicit advancement in Section II-B1 and the implicit advancement in Section II-B2. Note that all source terms are explicit except the source terms in the GOL and Ampere's law containing E or J.
1) Explicit Advancement Using TVD-Limiting of the Fluxes:
The conserved quantities are advanced explicitly via the fluxes and explicit source terms. For the electrons and ions, the primitive variables (density, velocity, and pressure) are first computed from the conserved quantities (see Section II-C), and then these, along with the fields, are interpolated from the cell centers onto the cell edges. Let W = (n ei , v ei , P ei , E, B) denote the quantities being interpolated. The interpolation uses the second-order slope limiter, which preserves the TVD condition, given by [18] as
The TVD-limiter is included in order to eliminate spurious oscillations that can be introduced by the use of the secondorder method [18] . From the interpolation onto the cell edges, we obtain W li and W ri , which are the left and right states, respectively, at the i th cell edge. In particular, these are given by
where (r ) is the slope limiter. The left and right states of the conserved density, momentum, and energy are then computed using (7)- (9), yielding the states Q li and Q ri , where the field components of the Q and W are the same. In this way, the primitive variables (density, velocity, and pressure) only need to be computed at the cell centers, as described in Section II-C, rather than separately at the left and right edges of each cell, which saves considerable CPU time. A similar approach is used in [12] . By inserting the left and right states into (2)- (6), we obtain the corresponding fluxes F(Q l ) and F(Q r ). The flux estimate through the i th cell interface is then given by
The term F i /2 represents the first-order flux correction, which provides numerical stability. The above approach amounts to interpolating the conserved Q onto the cell edges before flux computation, an approach developed by Rusanov in [19] . Previously, we computed the fluxes from conserved quantities Q at the cell centers, and then interpolated the fluxes onto the cell edges, as described, for example, in [20] . However, we have found that the Rusanov approach is somewhat more accurate and less diffusive than computing and then interpolating the fluxes. In addition, this approach can much more readily incorporate a variety of approximate Riemann solvers, including the local Lax-Friedrichs (LLF) method [2] , Roe solvers [15] , [21] , Harten-Lax-Van Leer (HLL) solvers [22] , and HLLC solvers [23] , [24] . The most diffusive of these methods, LLF, amounts to setting [2]
where c Fi is an estimate of the characteristic wave speed through interface i . Roe solvers [15] , [21] are much less diffusive, as they involve a much more careful treatment of the eigenmodes of the system. We therefore use Roe solvers in place of LLF for the fluxes of ion and electron quantities. For the ion density, momentum, and energy, we use a nonrelativistic Roe solver taken from [21] , while for the electron density, momentum, and energy, we use a relativistic Roe solver taken from [15] and [16] . Because the two-fluid formulation is dispersive only in the source terms, the hyperbolic portion retains the HD or relativistic HD modes [3] , and consequently, the Roe solvers only capture HD or relativistic HD shocks. For Maxwell's equations, the flux through a cell boundary is simply the Poynting flux from the two cells bordering that boundary. That is, for boundary i , we add the right-propagating flux from the left state and the leftpropagating flux from the right state. For the x-direction, we have
This approach is tantamount to using a Maxwell Roe solver, such as the one in [15] , and can be shown to be algebraically equivalent to using LLF for the Maxwell fluxes with c Fi = c for all i and the normal fluxes zeroed out, i.e.,
For consistency, we use Poynting outflow boundary conditions at outflow boundaries where fields are not driven, and Poynting inflow at boundaries where fields are driven.
When using the GOL two-fluid formulation, the conserved current flux is simply a charge-to-mass superposition of the ion and electron momentum fluxes. When evolving charge density in place of electron density, the charge density flux, i.e. physical current, is a charge-to-mass superposition of the ion and electron density fluxes.
To minimize the errors in ∇ · B = 0 and ∇ · E = ρ c / 0 , we use flux-interpolated constrained transport as described in [25] . For reasons that are unclear to us, we found that divergence cleaning [26] , [27] produced unphysical heating and expansion of initially cold plasma in the absence of a driving electromagnetic field. Therefore, we must use constrained transport in spite of having observed weak odd-even grid decoupling effects in the fields. In the problems in this paper, no in-plane magnetic field is generated, so ∇ · B = 0 is satisfied trivially.
2) Implicit Advancement of the Current and Electric Field: After explicit advancement using the fluxes and explicit source terms, the current and electric field must be implicitly advanced using the source terms in the GOL and Ampere's law. Recall that the implicit advance, like the explicit advance, is second-order. For purposes of formulating this semi-implicit advancement, J must be written in terms of J c . Using (15) to write e in terms of J c , and substituting the resulting expression into expression (13) for J, we obtain
Note that the nonrelativistic limit corresponds to J = J c . After the explicit advancement of Ampere's law (3) and the GOL (14) in the fluxes, these equations are implicitly advanced in their source terms. The implicit advancement corresponds to solving a linear system in the unknowns J n+1 c and E n+1 , where (27) is inserted into (3) and (14) , so that these can each be written in the form
where Q n = J n c or E n are computed from the explicit advance using the fluxes. In the dimensionless version of the GOL (14) , the relaxation parameter ( 1 in the relaxation regime) is the squared ratio of electron inertial length to length scale, and in the dimensionless version of Ampere's law (3) , is the squared ratio of the speed scale to the speed of light. Because the time-advanced terms do not appear in any spatial derivatives, the implicit advancement is entirely local, which avoids the need to solve a global linear system. This implicit-explicit numerical formulation constitutes the relaxation system. By retaining the structure of the nonrelativistic time-advancement scheme, the relativistic code preserves the property of relaxing to the expected equilibrium solution (current determined by curl of B and electric field determined by Hall-MHD GOL) in regions with underresolved electron inertial length.
C. Primitive Variable Recovery From the Conserved Quantities
We now discuss the recovery of primitive variables (density, velocity, and pressure) from conserved quantities, which is necessary for computing flux quantities and source terms at each time step. For the nonrelativistic fluid equations, this inversion can be done algebraically. However, for the relativistic equations, there often is not a straightforward algebraic solution, which necessitates a numerical approximation scheme. For a given species j (electrons or ions), the primitive variable recovery amounts to solving for the primitive variables n j , P j , and v j given the conserved quantities N j , j , and E j . Note that the conserved electron momentum e is readily obtained from the conserved quantities J c and i via (15) . The equations to be solved are (7)-(9), which, when combined, yield a single equation in either P j or u sq = γ 2 j −1, and this equation is solved using Newton's method. Let
If the chosen unknown is u sq , then the equation to be solved is
If the chosen unknown is pressure P j , then the equation to be solved is 1 = 2 (P js + E js + 1) 2 − 2 js − 4C P P js (P js + E js + 1) + 1.
Note that for any E js and 2 js , the right-hand sides of (29) and (30) both increase monotonically with respect to the unknown variable. The convergence of Newton's method, therefore, has minimal sensitivity to the initial guess.
Due to inaccuracies in the numerical advancement of conserved quantities, the simulation sometimes yields combinations of conserved quantities for which there is no physical solution for primitive variables of species j with P j > 0. In this situation, P j is reset to a floor value P floor , which is the smallest value for which the code remains numerically accurate, and the momentum is damped by the amount necessary to satisfy (7)- (9). Having presented the salient features of the numerical methodology for relativistic PERSEUS, we now discuss the results from several validation tests.
III. RESULTS
Several validation tests of relativistic PERSEUS have been performed. Section III-A provides a demonstration that the relativistic code recovers expected nonrelativistic results for under-resolved electron inertial length and plasma frequency. In Section III-B, the laser penetration of a supercritical plasma is modeled, and important results from a PIC simulation are recovered, in particular the penetration ahead of the laser of magnetized jets with central return current.
A. Recovery of Nonrelativistic Results
We now demonstrate that the relativistic PERSEUS scheme recovers expected nonrelativistic results for nonrelativistic problems, in which the smallest electron spatial and temporal scales are not resolved. Toward this end, we simulate the implosion of a planar foil driven by a magnetic field. Because the smallest electron length and time scales are under-resolved by several orders of magnitude, PIC codes and conventional explicit pure two-fluid codes would require prohibitive execution times to simulate this problem.
The setup is shown in Fig. 1 . The 2 cm × 2 cm computational grid is in the x y plane and consists of 150 × 150 cells. The spatial step is, therefore, x = y = 1.34 × 10 −4 m. To satisfy the CFL condition (c t/ x < 0.5), a time step of 2.2 × 10 −12 s is used. The foil is coincident with the yz plane, spanning one grid cell in the x-direction, and halfway between the left and right boundaries. At t = 0, the foil is seeded with a small random density perturbation. The boundary conditions are periodic in y and outflow in x. The time-dependent out-ofplane magnetic field, driven at the left boundary, rises to 58.3 T over 100 ns and induces a current in the foil. Magnetic pressure builds up on the left of the foil, causing plasma ablation to the right. Though the simulation parameters are not modeled after a particular experimental setup, from a geometrical standpoint this can be thought of as an enlargement of a cylindrical foil (e.g., liner) implosion driven by an external azimuthal magnetic field. Relativistic PERSEUS accurately reproduces the early ablation seen in the nonrelativistic code. Fig. 2 shows the base-10 logarithm of ion number density at t = 58 ns (top row) and t = 125 ns (bottom row), where Fig. 2(a) and (c) is generated using nonrelativistic PERSEUS and Fig. 2(b) and (d) using relativistic PERSEUS. A comparison of Fig. 2(a) and (b) shows that at t = 58 ns, relativistic PERSEUS accurately reproduces the early ablation produced by nonrelativistic PERSEUS, including the striations in the ablation stream, which are due to the Hall instability. By 125 ns, the foil itself has imploded and moved off to the right. This rightward acceleration gives rise to an MRT instability in the form of filamentary features extending leftward, with trailing mass extending back to the initial foil location. A comparison of Fig. 2(c) and (d) shows that the relativistic simulation accurately reproduces the MRT filaments seen in the nonrelativistic result. If the ion and electron fluxes are computed using the LLF method in place of Roe solvers (see Section II-B1), numerical diffusion smears out the striations in the early ablation. In order to achieve the resolution of MRT filamentation shown in Fig. 2(c) and (d) on a 150 × 150 grid, field interpolation must be used rather than flux interpolation (see Section II-B1). If the latter is used, the filaments are considerably shorter and more smeared. This MRT filamentation is qualitatively similar to MRT filamentation seen in liner implosion experiments, e.g., McBride et al. [28] , along with gas puff experiments conducted at the COBRA pulsed-power facility. The COBRA results have not yet been published, and we have not yet performed quantitative comparisons of MRT growth rates between experiment and simulation. Such quantitative comparisons will be performed in a forthcoming publication, and will provide a means of validating both nonrelativistic and relativistic PERSEUS for MRT growth in planar and cylindrical geometries.
Relativistic PERSEUS not only reproduces foil ablation but many other nonrelativistic problems with under-resolved electron dynamical scales, including two-wire magnetic reconnection. PERSEUS simulations, using both the relativistic and nonrelativistic codes, give reasonably close comparisons with two-wire magnetic reconnection experiments performed on COBRA. These experimental results are as yet unpublished.
Problems such as these are inaccessible to explicit pure two-fluid codes. We now consider the simulation of a relativistic problem, namely laser-plasma penetration, where we seek to recover salient aspects of the published results of a PIC code. In the foregoing results, only the electrons are modeled relativistically, as the ions are nonrelativistic.
B. Laser Penetration Into Supercritical Plasma
We now consider the penetration in the x y plane of a powerful laser into a supercritical hydrogen preformed plasma, a problem modeled after the PIC simulation described in [8, Sec. IV] . This problem has applications in laser-capsule fusion by fast ignition (FI), wherein a laser pulse penetrates the supercritical plasma surrounding a precompressed fuel core, generating a beam of relativistic electrons that heat the fuel core to ignition temperatures. The fluid results demonstrate: 1) the penetration of the laser into the plasma at a rate comparable to that in [8] , due in part to relativistic induced transparency (RIT) associated with electron heating, and 2) penetration ahead of the laser of magnetized jets whose properties are in agreement with [8] .
Because this is a collisionless problem and the result in [8] shows an anisotropic distribution of electron energies, we recognize that there are certain limitations associated with using a fluid model. A PIC code will capture certain kinetic effects, including wave-particle interactions that cannot be modeled using a fluid code. However, kinetic effects cannot be readily removed from a PIC code, and therefore, a PIC code generally has difficulty identifying the fundamental physics underlying the observed phenomena. One important question is whether these phenomena are governed by interactions at a kinetic level or by more macroscopic interactions. In other words, what is the minimum amount of physics required to recover a certain feature or behavior at some level? This question is particularly important for this problem, as the mechanisms of: 1) laser penetration of a supercritical plasma and 2) electron acceleration ahead of the laser, are central not only to laser-capsule fusion but to laser-plasma interactions in general. To be able to identify the fundamental physics behind these processes, one needs to be able to remove certain physics from the model, and this is where a fluid code can be particularly useful. However, to the best of our knowledge, a two-fluid simulation of this problem has never been published. Therefore, it is not known how much of the physics of laser penetration and acceleration of relativistic electrons ahead of the laser can be recovered by a fluid model.
A simulation of this problem using the relativistic PERSEUS serves two purposes. First, the code is validated in a qualitative and semi-quantitative fashion by examining the features recovered. Second, the results provide valuable new insight into the physics governing the processes which are central to this problem. As will be shown, kinetic effects and anisotropies are not required to demonstrate, on a basic level, the penetration of a laser into a supercritical plasma, forming a shock front, and the penetration of relativistic magnetized electron jets ahead of the laser. However, certain details are not recovered by the fluid model, and these provide insight into which features are quite possibly due to kinetic effects.
In addition, neither a fluid nor PIC model represents an exact solution, and this problem exhibits great sensitivity to initial and boundary conditions. For these reasons, it is only reasonable to seek approximate, not precise, quantitative agreement, along with qualitative agreement between features that can be explained from physical considerations. We seek only to recover, not improve upon, important aspects of the published results of [8] .
A schematic of the setup is shown in Fig. 3 . Following the parameters of [8] , the laser has an intensity S = 10 24 W/m 2 and wavelength λ = 1 μm, corresponding to a frequency ω = 1.9 × 10 15 s −1 . The critical density for which ω = ω pe is N c = 1.12 × 10 27 m −3 . The 32λ × 20λ computational domain spans 0 ≤ x ≤ 32λ and −10λ ≤ y ≤ 10λ. The left region 0 ≤ x ≤ 2λ, initially at a floor density of 6 × 10 19 m −3 , represents a vacuum region which is not present in [8] , and is introduced here to address a complication with outflow conditions at the left boundary. The region 2λ ≤ x ≤ 32λ by −10λ ≤ y ≤ 10λ is filled with supercritical hydrogen preformed plasma with density 10 N c . The initial temperature is 26 eV everywhere, which is typical of a preformed plasma.
The numerical grid spans 960 × 600 cells, so that x = y = λ/30, the approximate grid resolution required for linear energy growth. Resistivity is not modeled in [8] , and is therefore not included in these fluid simulations. Therefore, a decreasing growth rate would indicate numerical dissipation caused by inadequate spatial or temporal resolution. To resolve the electron plasma frequency, the time step is given by
The beam period T = 2π/ω = 3.33 fs ∼ 160 t. The beam is polarized in the y-direction and driven at the left boundary by oscillating field components E y and B z with Gaussian profiles of width 6λ, where the intensity rises linearly over the first 20 periods. Momentum outflow (electron and ion) is applied at the left and right boundaries, while the bottom and top boundaries (y = −L y /2 and y = L y /2) are periodic. The periodic boundary conditions are consistent with multiple regularly spaced lasers incident on the capsule, the approximate scenario in capsule fusion. We wish to validate the GOL two-fluid results against not only the PIC results in [8] but also the results obtained using the conventional explicit pure two-fluid formulation, in which the electron momentum and electric field are both advanced explicitly, the latter being advanced via Ampere's law. In the GOL formulation, the conserved current (in the GOL) and electric field (in Ampere's law) are advanced explicitly in the flux terms, and implicitly in the source terms, as discussed in Section II-B. The GOL and pure two-fluid schemes both use the Richardson time-advancement scheme discussed in Section II-B. In the laser-penetrated region, the electron plasma frequency and Debye length are resolved by t and x, respectively. This means that the plasma cannot be considered quasi-neutral.
An important theoretical mechanism for the penetration of the laser into the supercritical plasma is RIT [29] - [31] , which occurs when the effective index of refraction is rendered positive by relativistic effects. In a fluid model, the approximate expression for the index of refraction η r is where the Lorentz factor γ e accounts for directional electron motion and the mass correction M e /m e = 1 + C P T e /(m e c 2 ) accounts for random thermal electron motion. Note that the thermal mass correction arises from the momentum equations (5), in which M e replaces ordinary electron mass. A supercritical plasma (N e > N c ) can be rendered effectively transparent if γ e and M e /m e are large enough so that (m e /M e )N e /γ e < N c . In a particle model, γ e accounts for both directional and random electron motion, so the factor m e /M e is omitted from (32) and the condition for RIT becomes N e /γ e < N c . As discussed in the following, the fluid results recover laser penetration due to RIT. We first compare the fluid displays of B z (pure and GOL two-fluid), as shown in Fig. 4 . From comparing these with the intensity display in [8, Fig. 4(b)-(l) ], note that at 333 fs, the laser has penetrated a comparable amount in the fluid and PIC simulations. In the two-fluid results and those of [8] , the laser propagates at approximately the fastest ion speed of 10 7 m/s on average. This is consistent with ion neutralization of electron-generated fields enabling further electron propagation in the laser-penetrated region. The fluid displays also show the penetration of magnetized jets ahead of the laser, each with quasi-static dipolar B z . To compare these jets with the magnetized jets seen in [8] , we examine the displays of cycleaveraged B z in Fig. 5 . cases has the same polarity-out of the page on top and into the page on the bottom. This is consistent with electrons streaming to the left along the x-axis and diverging as they approach the left boundary, as shown in Fig. 8(a) and (b) of cycle-averaged v ex and v ey . In both the fluid and PIC results, the magnetic field has the opposite polarity in the jets, which is consistent with electrons streaming to the right along the central axis of each jet [see again Fig. 8(a) and (b) ].
Because the above properties of jet penetration are recovered in the fluid model, it follows that these features do not arise specifically from small-scale kinetic effects. However, the fluid model does not currently reproduce the radial spreading of the jets seen in [8, Fig. 4(c)-(l) ]. This may well be a kinetic effect, possibly a consequence of electron populations with different temperatures or the Weibel instability [8] .
Note that, unlike the result of [8] , the fluid results show jet penetration at the top and bottom boundaries. This is a consequence of periodic boundary conditions, but is not due to an error in their implementation. Rather, the boundary jets are due to flux convergence at the driver minima from the driving fields of multiple regularly spaced lasers. We verified this by shifting the driving profile, so that its minimum is centered at y = 0, and its maxima are at the boundaries, and again we observed jet penetration at the central driver minimum.
We now compare the displays of cycle-averaged B z at 666 fs, as shown in Fig. 6 . In the two-fluid results and the PIC result shown in [8, Fig. 4(c)-(r) ], the filaments have The tendency for filament coalescence and absorption is, therefore, not a kinetic effect, although in [8] , the central jet has a tilt that is not seen in the fluid results, and might therefore be a consequence of kinetic modeling.
From a comparison of the displays of ion density N i /N c shown in Fig. 7 and [8, Fig. 4(a)-(l) ], the two-fluid results reproduce the dense shock front of [8] bounding the laser penetration, which therefore does not require kinetic modeling. From these comparisons, the GOL and pure two-fluid results are quite similar. In the foregoing discussion, the 2-D displays are of the GOL two-fluid case only, as these displays closely resemble the pure two-fluid case.
We now examine the dynamics inside the jets (filaments) penetrating ahead of the laser. From Fig. 8(a) and (b) showing cycle-averaged electron velocity components v ex and v ey for the GOL case, the width-to-length ratio in each jet is about 1/10, the approximate ratio of ion to electron speed in the jets, where the electron velocities in each jet are mostly in the x-direction [compare Fig. 8(a) and (b) ] and the ion velocities in each jet are mostly in the y-direction [compare Fig. 8(c) and (d) ]. Longitudinal electron motion denotes averaging over one cycle (period).
(in the x-direction) evidently generates charge-separation fields that accelerate transversely propagating ions. Ion neutralization of these fields then enables further longitudinal electron propagation. We next examine the role of RIT as a mechanism of laser penetration into the supercritical plasma. Reference [8] cites RIT as the penetration mechanism. In the two-fluid results, Fig. 9(a) shows the index of refraction η r given by expression (32) , which remains positive and close to 1 throughout the penetrated region, including the central region to the left of the shock front, which Fig. 9(b) shows is supercritical. From  Fig. 9(c) , the electron Lorentz factor is too small to render η r positive in this region. However, Fig. 9(d) shows that the mass correction M e /m e = 1 + C P T e /(m e c 2 ) ∼ 20 γ e is much larger and, therefore, primarily responsible for this effect. As with [8] , induced transparency is the likely penetration mechanism, which in the two-fluid model is caused primarily by relativistic thermal rather than directional electron motion (i.e., M e /m e as opposed to γ e ).
A PIC model such as that of [8] does not explicitly distinguish between directional and random electron motions. Therefore, although temperatures can be approximated from the spread in energy distributions, it is somewhat more difficult to identify which motion, directional or random thermal, is primarily responsible for the observed RIT. As shown earlier, a fluid code can be particularly useful in distinguishing between the roles of directional and random thermal motion.
To examine the origin of filament penetration ahead of the laser, we consider the early filamentation at 83 fs, as shown in Fig. 10 . Fig. 10(c) , the display of v ex , shows that each early filament has outgoing currents and a central return current which generate a local dipolar B z shown in Fig. 10(d) , the display of cycle-averaged B z . In particular, Fig. 10(b) shows that the horizontal gradient of electron pressure, ∂ P e /∂ x, is amplified at the front of each emerging filament. Fig. 10(a) shows that the ponderomotive force is amplified not in the filaments but in the laser-penetrated region coincident with the driving fields. Therefore, the penetration ahead of the laser seems more strongly driven by the electron pressure gradient. The filamentation seems to originate from smallscale fluctuations at the shock front, making the details of this process highly sensitive to simulation parameters, such as time step and grid resolution. Filamentation does not occur in the absence of transverse variation of the driving fields. The pure two-fluid and GOL two-fluid results show good agreement in fractional energy composition, as seen by comparing Fig. 11 . The following comparison with the PIC code, therefore, pertains to both pure and GOL two-fluid results. For t ≥ 300 fs, the electric (magnetic) fields have about 10% (8%) of the energy in the system, which is in approximate agreement with Pukhov and Meyer-ter-Vehn [8] , who report 10.1% (8.9%) of energy in the electric (magnetic) fields. In the fluid results, the electrons (ions) have about 60% (23%) of the available energy, while in [8] , the electrons (ions) have 77.5% (3.5%) of the remaining energy. Because we cannot replicate the boundary conditions and mode conversion (e.g., laser harmonics) of a PIC code, we do not expect to reproduce the value of [8] for the fraction of remaining energy. However, in both (pure and GOL) two-fluid simulations and those of [8] , the electrons contain substantially more energy than the ions.
The particle results of [8] do not distinguish between directional (kinetic) and random (thermal) motion. However, the pure and GOL two-fluid results show that almost all electron energy is thermal, and hardly any kinetic, while the ions have more kinetic than thermal energy. Although the electrons are less massive, and therefore accelerate to correspondingly higher velocities, the laser frequency is more comparable to the electron than ion plasma frequency. Therefore, the ions respond to the average fields on longer time scales, resulting in more directional (kinetic) ion energy, while the electron dynamics are more turbulent and oscillatory, resulting in more random (thermal) electron energy. This results in different heating mechanisms for the ions and electrons. Fig. 12(a) shows electron heating throughout the laser-penetrated region along boundaries separating cells resulting from ponderomotive cavitation, while Fig. 12(b) shows ion heating in a more localized region around the center of the penetration. A small amount of the electron thermal energy is also numerical dissipation. The dissipative implicit component of the GOL time advance is probably responsible for the slightly larger fraction of electron thermal energy in the GOL result in Fig. 11(b) , compared with the pure two-fluid result.
From the graphs of total energy versus time, as shown in Fig. 13 , the growth of each form of energy is approximately linear, indicating minimal loss of energy to numerical dissipation. Halving the grid resolution (doubling the cell size) increases numerical dissipation substantially, increasing the fraction of electron thermal energy and causing concavedownward rather than linear total energy growth. Increasing the time step also has this effect in both the pure and GOL two-fluid cases, ultimately reducing laser penetration and plasma penetration ahead of the laser.
As described in Section II-B1, we use flux-interpolated constrained transport [25] to satisfy the divergence laws. Because there is no in-plane magnetic field, ∇ · B = 0 is satisfied trivially. However, we wish to get a sense of how accurately Gauss' law, ∇ · E = ρ c / 0 , is being satisfied. Fig. 14(a) shows the base-10 logarithm of the ratio of ∇ · E to ρ c / 0 . ∇ · E is computed from [25, eq. (27) ]. Fig. 14(b) shows the corresponding base-10 logarithm of the ratio of cell size to electron Debye length. The spatial step resolves the Debye length by one or two orders of magnitude in the laser-penetrated region and by somewhat less than one order of magnitude in the jet-penetrated region. In these regions, Gauss' law is generally satisfied to within about an order of magnitude, though there are places in the penetrated region where the error is larger. In the unpenetrated (red colored) region, along with the shock front and jet boundaries (yellow regions), where the Debye length is not resolved, the errors in Gauss' law tend to be higher, as we would expect. Further work will involve modifying the implementation of constrained transport (or possibly divergence cleaning), along with the computations of ∇·E and ρ c / 0 , so as to reduce errors in Gauss' law in regions where the Debye length is resolved.
IV. CONCLUSION
By preserving the structure of nonrelativistic PERSEUS, we have developed a relativistic two-fluid code (relativistic PERSEUS) with a GOL formulation designed to allow stepping over the smallest electron length and time scales. This enables the modeling of relativistic HED phenomena spanning large dynamical ranges. Section III-A demonstrates the recovery of nonrelativistic results for problems with electron length and time scales under-resolved by orders of magnitude, and therefore inaccessible to existing explicit two-fluid codes (numerous other problems were also tested). We then modeled laser penetration into a supercritical plasma, using both the conventional explicit pure two-fluid and GOL two-fluid formulations. We compared the results of both fluid formulations to the PIC simulation results of [8] . As with [8] , the likely penetration mechanism of the laser is a form of RIT. In the fluid case, electron heating renders the index of refraction positive in the laser-penetrated region.
The pure and GOL two-fluid simulations also show penetration ahead of the laser of magnetized jets, each with the same configuration of central return current and dipole magnetic field as found in [8] . These jets are central to the FI concept [8] , [30] , [32] . In particular, the two-fluid simulations agree with [8] in the reversed dipole field polarity between the laser-penetrated and jet regions. As in [8] , the fluid simulations show multiple such jets that subsequently coalesce into more centralized jets, and reproduce the dense shock front at the head of the laser penetration. As with [8] , the fluid simulations show that about 10% of the residual energy is electromagnetic, and substantially more energy is carried by the electrons than ions. The pure two-fluid and GOL two-fluid formulations produce comparable results with good agreement in energy composition versus time.
Because the above features of laser penetration were recovered in a fluid model, it can be concluded that these are not fundamentally kinetic effects. Certain features that were not recovered, e.g. the radial spread of the filaments and the tilt of the central jet, may well be kinetic effects. Apart from providing code validation, these results shed light on which aspects of the relevant laser-plasma phenomena probably require kinetic descriptions and anisotropies, and which features can be described on a more basic, fundamental level. To the best of our knowledge, such an analysis has not previously been published with a two-fluid model. A fluid simulation can also be useful in distinguishing between the roles of directional and random thermal motions in various mechanisms, as seen in the analysis of RIT, which the fluid result suggests is caused by electron heating. The first-order understanding provided by fluid modeling can then facilitate the analysis of results from a PIC simulation, thereby providing a more solid foundation from which to progress to a higher-order understanding.
A PIC code can model certain kinetic phenomena that cannot be captured by a fluid code. However, one direction of future research will be to incorporate anisotropic modeling (e.g. pressure and transport) into the fluid code, and see which additional features of the laser penetration problem (or other laser-plasma problems) are captured.
The above results demonstrate the validation of the relativistic GOL two-fluid code against: 1) the explicit pure two-fluid formulation; 2) salient features of a published PIC simulation result; and 3) nonrelativistic problems with under-resolved electron inertial length and plasma frequency. The relativistic GOL formulation can now be applied: 1) to problems with highly collisional regions that can be modeled much more easily by fluid than PIC codes and 2) to problems spanning large dynamical ranges where the smallest electron length and time scales are under-resolved by orders of magnitude.
One problem of immediate interest is a laser incident on a solid-density aluminum foil. The dynamics in and around the foil are heavily influenced by collisionality, and are therefore more accessible to fluid than PIC codes.
Another relevant problem, the simulation of a hybrid X-pinch, not only has collisional regions but also a large dynamical range. A 1-MA current is run through two conical electrodes connected by a thin wire, pinching the wire within a nanosecond to a submicrometer point source of X-rays for use in radiographic imaging. Experimental observations of hard X-ray emission (>10 keV) show evidence of relativistic electron beams accelerated within the diode gap following the pinch. The required modeling of radiation and ionization has already been developed for nonrelativistic PERSEUS, and will be straightforward to incorporate into the relativistic code.
A third problem is the modeling of power feed loss, for example in magnetically insulated transmission lines. This problem has broad applicability in the pulsed-power community, e.g. in MagLIF experiments at Sandia National Labs. During a reversal of driving voltage or a sufficient buildup of inductive voltage in a load, the electrode surface plasma expands from the cathode surface and can interact with vacuum electron currents, resulting in possible electron migration from cathode to anode. Electrons can be accelerated to relativistic velocities in layers with small thicknesses at which Hall and electron inertial physics become important.
Hybrid X-pinches and electrode surface plasmas evolve on nanosecond scales, which are six or seven orders of magnitude greater than the smallest electron time scales in near-solid-density regions. These problems, therefore, require the relaxation GOL formulation.
Another promising approach is the use of a discontinuous Galerkin (DG) scheme, already developed for nonrelativistic PERSEUS [2] , which is less diffusive than the finitevolume method currently being used, and can therefore resolve shocks and instabilities using less refined meshes. The DG scheme will save computational time and facilitate the use of 3-D geometries.
Largely because of its ability to handle about nine orders of magnitude in density variation, relativistic PERSEUS can significantly impact the laser-plasma interaction and pulsedpower communities.
