We describe a simple, fast, and accurate system for document image zone classification -an important subproblem of document image analysis -that results from a detailed analysis of different features. Using a novel combination of known algorithms, we achieve a very competitive error rate of 1.46% (n = 13811) in comparison to (Wang et al., 2006) who report an error rate of 1.55% (n = 24177) using more complicated techniques. The experiments were performed on zones extracted from the widely used UW-III database, which is representative of images of scanned journal pages and contains ground-truthed real-world data.
INTRODUCTION
One important subtask of document image processing is the classification of blocks detected by the physical layout analysis system into one of a set of predefined classes. For example, we may want to distinguish between text blocks and drawings to pass the former to an OCR system and the latter to an image enhancer. For a detailed discussion of the task and its relevance please see e.g. (Wang et al., 2006) .
During the design of our block classification system we noticed that among the approaches we found in the literature a detailed comparison of different features was usually not performed, and in particular we did not find a comparison that included features as they are typically used in other image classification or retrieval tasks. In this paper we address this shortcoming by comparing a large set of commonly used features for block classification and include in the comparison three features that are known to yield good performance in content-based image retrieval (CBIR) and are applicable to binary images (Deselaers et al., 2004) . Interestingly, we found that the single feature with the best performance is the Tamura texture histogram, which belongs to this latter class. Another result we transfer from experience in the area of CBIR is that often a histogram is a more powerful feature than using statistics of a distribution like mean and variance only. We show that the use of histograms improves the performance for block classification significantly in our experiments. By combining a number of different features, we achieve a very competitive error rate of less than 1.5% on a data set of blocks extracted from the well-known University of Washington III (UW-III) database. In addition to the data used in prior work we include a class of 'speckles' blocks that often occur during photocopying and for which a correct classification can facilitate further processing of a document image. Figure 1 shows example block images for each of the eight types distinguished in our approach. We also present a very fast (but at 2.1% error slightly less accurate) classifier, using simple features and only a fraction of a second to classify one block on average on a standard PC.
RELATED WORK AND CONTRIBUTION
We briefly discuss some related work in this section, for a more detailed overview of related work in the field of document zone classification please refer to (Okun et al., 1999; Wang et al., 2006) . Table 1 shows an overview of related results in zone classification. Inglis and Witten (Inglis and Witten, 1995) (Inglis and Witten, 1995) 1001 13831 3 6.7 (Liang et al., 1996) 979 13726 8 5.4 (Sivaramakrishnan et al., 1995) 979 13726 9 3.3 (Wang et al., 2000) 1600 24177 9 2.5 (Wang et al., 2006) 1600 24177 9 1.5 this work 713 13811 8 1.5 present a study of the zone classification problem as a machine learning problem. They use 13831 zones from the UW database and distinguish the three classes text, halftone, and drawing. Using seven features based on connected components and run lengths, the authors apply various machine learning techniques to the problem, of which the C4.5 decision tree performs best at 6.7% error rate. The review paper by Okun et al. (Okun et al., 1999) succinctly summarizes the main approaches used for document zone classification in the 1990s. The predominant feature type is based on connected components (see also for example (Liang et al., 1996) ) and run-length statistics. Other features used include the cross-correlation between scan-lines, vertical projection profiles, wavelet coefficients, learned masks, and the black pixel distribution. The most common classifier used is a neural network.
The widespread use of features based on connected components run-length statistics, combined with the simplicity of implementation of such features, led us to use these feature types in our experiments as well, comparing them to the use of features used in content-based image retrieval. Our CBIR features are based on the open source image retrieval system FIRE (Deselaers et al., 2004) . We restrict our analysis for zone classification to those features that are promising for the analysis of binary images as described in the following section. (The overall most successful features in CBIR are usually based on color information.)
The most recent and detailed overview of the progress in document zone classification and a very accurate system is presented in (Wang et al., 2006) . The authors use a decision tree classifier and model contextual dependencies for some zones. In our work we do not model zone context, although it is likely that a context model (which can be integrated in a similar way as presented by Wang et al.) would help the overall classification performance. Wang et al. use 24177 zones extracted from the UW-III database to evaluate their approach. In our experiments we use only 11804 labeled zones (plus 2007 additional zones of type 'speckles') extracted from the UW-III database because many zones occur in different versions in the database. In Section 5 we further illustrate this shortcoming and our approach to overcome it. As the authors use 9-fold cross-validation to obtain their results, it might be possible that the error rates they present (the best result is an overall error rate of 1.5%) may be influenced positively by this fact, because it is likely that instances of blocks of the same document occur in training and test set. In a similar direction, Wang et al. use one feature that "uses a statistical method to classify glyphs and was extensively trained on the UWCDROM-III document image database." It is not clear to us if this implies that the glyphs that occur in testing have also been used in the training of the glyph classifier.
We expand on the work presented in (Wang et al., 2006) in the following ways:
• We include a detailed feature comparison including a comparison with commonly used CBIR features. It turns out that the single best feature is the Tamura texture histogram which was not previously used for zone classification.
• We present results both for a simple nearest neighbor classifier and for a very fast linear classifier based on logistic regression and the maximum entropy criterion.
• We introduce a new class of blocks containing speckles that has not been labeled in the UW-III database. This typical class of noise is important to detect during the layout analysis especially for images of photocopied documents.
• We present results for the part of the UW-III database without using duplicates and achieve a similar error rate of 1.5%.
• We introduce the use of histograms for the measurements of connected components and run lengths and show that this leads to a performance increase.
We extract the following features from each block, where features 1-3 are chosen based on their performance in CBIR (Deselaers et al., 2004) feature 4 was expected to help distinguish between the types 'drawing' and 'text' and features 5-9 were chosen based on their common use in block classification (Okun et al., 1999; Wang et al., 2006) . Due to space limitations we refer the interested reader to the references for implementation details.
Tamura texture features histogram (TTFH)
2. Relational invariant feature histograms (RIFH)
3. Down-scaled images of size 32 × 32 (DSI)
4. The fill ratio, i.e. the ratio of the number of black pixels in a horizontally smeared (Wong et al., 1982) image to the area of the image (FR) 
CLASSIFICATION
To evaluate the various features, we use a simple nearest neighbor classifier, that is, a test sample is classified into the class the closest training sample belongs to. The distance measures used are the JensenShannon divergence for histograms and the Euclidean distance for all other features (Deselaers et al., 2004) . If different feature sets are combined, the overall distance is calculated as the weighted sum of the individual normalized distances. The weights are proportional to the inverse of the error rate of a particular feature. No tuning with respect to these weights or with respect to the distance measures has been performed. Although a k-nearest-neighbor approach gives better results in many cases we only evaluated the 1-nearest-neighbor classifier. The nearest neighbor error rates are determined using leave-one-out cross-validation. The nearest neighbor classifier serves as a good baseline classifier, although in many cases we can find a more suitable classifier for a given task. As we concentrate on features in this paper, we did not test any other classifiers. However, an important shortcoming of the nearest neighbor classifier is its requirement on computational resources. Both memory and run-time can be prohibitive for some applications. To explore a very fast approach with minimum requirements on computational resources, we also trained a log-linear classifier using the maximum entropy criterion (Keysers et al., 2002) . The classification using this classifier can be obtained by computing a dot product of the feature vector with a weight vector for each class and choosing the maximum, and is thus very fast. As only these weight vectors need to be stored, the memory requirement is also minimal. Furthermore, the maximum entropy approach yields a probabilistic model, such that we obtain an estimate of the posterior probability for each class. The maximum entropy approach was evaluated on a regular 50/50 split of the data into training and test set and thus only uses half the amount of training data. The histograms were not normalized for the maximum-entropy approach, but the absolute numbers were used instead to allow the classifier to utilize this additional information.
DATA SET
To evaluate our approach for document zone classification, we use the University of Washington III (UW-III) database (Guyon et al., 1997) . The database consists of 1600 English document images with bounding boxes of 24177 homogeneous page segments or blocks, which are manually labeled into different classes depending on their contents, making the data very suitable for evaluating a block classification system, e.g. (Inglis and Witten, 1995; Wang et al., 2006) .
The documents in the UW-III dataset are categorized based on their degradation type as follows: 1. Direct scans of original English journals 2. Scans of first generation English journal photocopies 3. Scans of second or later generation English journal photocopies Many of the documents in the dataset are duplicated and differ sometimes only by the degradation applied to them. This type of collection is useful when one is evaluating a page segmentation algorithm to see how well the algorithm performs when photocopy effect degradation is applied to a document. However, the degradation introduced by photocopying a document does not affect the contents of a document to a large extent. One such example can be seen in Figure 2 , where the same document is present in the dataset four times (E04A, W033, S04A, W133, two of them shown here). Although the photocopied documents are darker than the corresponding direct scans, the difference is not substantial. This duplication of documents tends to bias the evaluation results towards lower error rates when some of these documents are used in training, while others are used in testing. This effect seems to have been unnoticed previously by some researchers who use the complete dataset for the evaluation of their algorithms. We decided to use a subset of the UW-III dataset to avoid using duplicate documents. We chose documents in the scans from the first generation photocopies category because they were largest in number. We use all the documents with prefixes A0, C0, D0, IG, H0, J0, K0, E0, V0, I03, and I04. There are 713 documents of this type. We extracted the groundtruth zones and their labels from each of these 713 documents. We observed that there were very few examples of some of the zone types like 'seal', 'announcement', 'advertisement', etc. Therefore we selected only those classes for evaluation that contained at least ten example images.
One limitation of the UW-III ground-truth zones is that they do not contain any example of noise regions, i.e. regions that emerge from noise introduced during the scanning or photocopy process. These regions mostly consist of speckles and dots present along the border of the document. Since such regions often appear in practice, it is important to detect such regions as noise so that these can be removed from further processing. The UW-III dataset images contain many such regions but these are not labeled. In order to extract examples of such regions we used the page segmentation algorithm from (Kise et al., 1998) to extract page segments. Then all the segments that did not overlap with any of the ground-truth zones were filtered out as examples of the noise zones. However these contained both textual and non-textual noise. Textual noise appears only along the left or the right side of a document when the facing pages of a book are scanned. Since these extraneous symbols cannot be distinguished from the actual contents of the document based on their appearance alone, we do not consider examples of textual noise. Therefore we only take examples of non-textual noise, i.e. speckles as noise class. The speckles heavily depend on the degradation of the document and vary considerably from the direct scan of a document to its first generation photocopy as can be seen in Figure 2 . Therefore, for the speckles class, we extracted examples from all 1600 documents of the UW-III database. The corresponding number of examples used for each zone type is included in Table 3 . Table 2 shows the error rates that the nearest neighbor classifier achieves for each single feature along with the dimensionality of the feature vectors and the average time used to compute the feature vector. (All timing information is given for a standard PC with 1.8GHz AMD Athlon processor without special performance tuning of the algorithms.) The last rows show results for combined feature sets. We can observe the following results:
EXPERIMENTAL RESULTS
• The Tamura texture feature is the single best feature but is more than 100 times slower to compute than most other features.
• The use of histograms as descriptors of the runlengths distribution leads to much lower error rates than the use of number, mean, and variance. The combination of these histograms alone leads to a very good error rate of 1.8%.
• Interestingly, the use of the white (background) runs for the computation of features consistently leads to better results than the use of black (foreground) runs.
• Among the run-lengths based features, those based on the horizontal runs lead to the best error rates.
• The fill ratio as a single feature does not lead to good results, which is not surprising as it consists only of a single number. However, it is very useful to distinguish drawings from text. This is however also achieved by using the distribution of the white run lengths, such that the FR feature is not part of the best observed feature set.
• By using a logistic classifier trained with the maximum entropy criterion (training time a few minutes, time for one classification in the order of a few microseconds) on a feature set that is very fast to extract, we can construct a zone type classifier that can classify more than five zones per second even without performance tuning. At the same time, the error rate is at 2.1% only slightly higher than that of the best observed classifier. Table 3 shows the frequency of misclassifications between different classes of the best classifier. We can observe that high recognition accuracy was achieved for the text, ruling, speckles, math, halftone, and drawing classes. However, our system failed to recognize logos correctly, and most of the logos were misclassified as either text, or halftone/drawing. Note that the accuracy rate for type 'logo' in (Wang et al., 2006) is even lower at 0.0%. The reason for this effect is the very small number of samples for this class, which on the other hand implies that it has only a very small influence on the overall system error rate. Similarly, the table detection accuracy was not high, and about 21% of the tables were misclassified as text.
To visualize the errors made, we looked at the nearest-neighbor images for each misclassified block. Figure 3 shows some typical examples. It can be seen that some of these images cannot be simply classified correctly by using the block content alone, and even humans are likely to make errors if they are asked to classify these images.
CONCLUSION
From the analysis of the obtained results we can conclude that we can construct a very accurate classifier based on run-lengths histograms alone. These features are very easy to implement and fast to extract and thus should be part of any practical baseline system. Interestingly, the distribution of the background runs is more important for document zone classification than the distribution of the foreground runs. Including a few more features based on runlength and connected component measurements we achieved a very competitive 1 error rate of below 1.5% on zones extracted form the UW-III database without the need for features based on glyphs or the Fourier transform. By employing a fast logistic (log-linear) classifier trained using the maximum entropy criterion on these features, we arrived at a fast and accurate, yet easy to implement overall classifier with a slightly higher error rate of 2.1%. In our experiments we did not use context information as done in (Wang et al., 2006) and thus could keep the decision rule very simple. However, context models are likely to help in the overall classification and an inclusion of our approach into Wang et al.'s context model is possible. Examining the errors made by the system makes it seem likely that further improvements significantly below the reached error rate may be difficult to achieve without a significantly increased effort, for example by using a dedicated sub-classifier to distinguish between text and 
