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Re´sume´
Dans ce papier, nous proposons un algorithme de
recherche locale stochastique (SLS) pour re´soudre le
proble`me de la de´termination du gagnant (PDG) dans
les enche`res combinatoires. Des expe´rimentations nu-
me´riques sont re´alise´es sur des benchmarks de diverses
tailles dans le but de tester et de prouver l’efficacite´ de
notre approche. Les re´sultats trouve´s par la me´thode
SLS sont nettement meilleurs que ceux fournis par les
algorithmes de recherche tabou et Casanova.
Abstract
In this paper, a stochastic local search (SLS) is
studied for the optimal winner determination problem
(WDP) in combinatorial auctions. Experiments on rea-
listic data sets of various sizes are performed to show and
compare the effectiveness of our approach. The compu-
tational experiments show that the SLS method provides
competitive results and finds solutions of a higher quality
than Tabu search and Casanova methods.
1 Introduction
Un me´canisme classique de vente aux enche`res
consiste en un vendeur souhaitant maximiser son gain
et un ensemble d’acheteurs souhaitant minimiser leur
perte en fonction de l’estime qu’ils portent a` l’objet de
la vente.
Une enche`re est un me´canisme qui permet d’allouer
les ressources (objets, services) aux acteurs du com-
merce e´lectronique (vendeurs/acheteurs) en se basant
sur des re`gles pre´de´finies. Ces re`gles de´finissent le pro-
cessus d’e´change de propositions, la de´termination du
gagnant et l’accord final.
Parmi les enche`res les plus largement dominantes,
nous citons : les enche`res anglaises, les enche`res hollan-
daises, les enche`res a` enveloppe scelle´es, et les enche`res
de Vickrey [12].
Face a` ces enche`res qui portent uniquement sur
le prix et qui manipulent qu’un seul objet, d’autres
me´canismes ont e´te´ propose´s tels que les enche`res
combinatoires.
Dans ce papier, on s’inte´resse aux enche`res combina-
toires : un ensemble d’objets est soumis a` la vente face
a` plusieurs acheteurs, chaque acheteur, pour des rai-
sons de comple´mentarite´ entre les objets, de´sire ache-
ter un sous-ensemble d’objets qui lui est propre, et
dont il fournit une estimation. Les conflits entre les
acheteurs naissent des e´ventuelles intersections entre
les sous-ensembles. Le vendeur doit alors re´soudre
un proble`me d’optimisation combinatoire NP-complet
pour re´aliser la vente qui lui rapportera le plus.
Les enche`res combinatoires ont plusieurs appli-
cations notamment en e´conomie, la the´orie des
jeux et l’allocation des ressources dans les syste`mes
multi-agents [18, 16, 17]. Les enche`res combinatoires
permettent une allocation meilleure des objets selon
les besoins spe´cifiques des enche´risseurs. La difficulte´
de mode´liser et de formaliser ce type d’enche`re
apparaˆıt dans le nombre de combinaisons d’objets
possibles. Pour cela, ce type d’enche`res n’a e´te´ utilise´
que rarement, dans des applications bien spe´cifiques
[13]. Les enche`res de la FCC 1 sont un exemple re´el
de cette cate´gorie d’enche`res combinatoires.
1http ://wireless.fcc.gov/auctions.
Dans ce papier, nous proposons un algorithme de re-
cherche locale stochastique pour re´soudre le proble`me
de la de´termination du gagnant (PDG). Des expe´ri-
mentations nume´riques sont re´alise´es sur des bench-
marks de diverses tailles dans le but de tester et de
prouver l’efficacite´ de notre approche.
Le reste de ce papier est organise´ comme suit : la
prochaine section de´crit le me´canime d’enche`res com-
binatoires et donne un aperc¸u sur quelques me´thodes
de re´solution. La troisie`me section propose un algo-
rithme de recherche locale au proble`me de la de´ter-
mination du gagnant dans les enche`res combinatoires.
Quelques re´sultats expe´rimentaux sont donne´s dans la
quatrie`me section. Enfin, la cinquie`me section donne
une conclusion et quelques perspectives de ce travail.
2 Enche`res combinatoires
Une enche`re est un me´canisme important pour l’al-
location des ressources dans les syste`mes multi-agents.
Une enche`re combinatoire est une enche`re multi-objets
permettant la soumission d’offres sur une combinaison
d’objets. Les prix propose´s par un enche´risseur pour
un objet de´pendent alors des autres objets. On dis-
tingue deux cas possibles [14, 11] :
1. le cas ou` les objets sont comple´mentaires. Par
exemple un acheteur peut e´valuer une unite´ cen-
trale au prix x et un e´cran au prix y, mais il e´value
la paire unite´ centrale et e´cran au prix z > x +
y. Ici, les objets e´cran et unite´ centrale sont com-
ple´mentaires.
2. Le cas ou` les objets sont substituts l’un de l’autre :
le cas ou` un acheteur peut e´valuer une seule copie
d’un livre a` un prix x mais deux copies du meˆme
livre a` un prix z < 2.x. Dans ce cas, les deux
objets sont substituts l’un de l’autre.
2.1 Mode´lisation du proble`me
Le PDG est un proble`me complexe et e´quivalent au
proble`me d’emballage d’ensemble qui est NP-Complet
[14, 6].
Le proble`me de la de´termination du gagnant dans les
enche`res combinatoires peut eˆtre e´nonce´ comme suit :
Conside´rons un ensemble de m objets, M=
{1, 2 . . .m} a` vendre aux enche`res et un ensemble de
n offres d’achat N= {1, 2 . . . n}. Chaque offre j est un
tuple <Sj , Pj>, ou` Sj (Sj v M) est l’ensemble d’ob-
jets couverts par l’offre j, Pj e´tant son prix (Pj  0).
Soit a(m×n) une matrice binaire de m lignes et n
colonnes tel que aij=1 si l’objet i ∈ Sj , 0 autrement.
De plus, soient les variables de de´cision xj , xj=1 si
l’offre j est accepte´e (une offre gagnante), 0 autrement
(une offre perdante).
Le proble`me de la de´termination du gagnant
consiste a` trouver les offres gagnantes qui maximisent
le gain du vendeur sous la contrainte que chaque objet
ne peut eˆtre affecte´ qu’a` un seul acheteur. Le PDG





Sous les contraintes :
∑
j∈N
aij .xj ≤ 1, i ∈M (2)
N = {1, 2, . . . , n}, M = {1, 2, . . . ,m}, xj ∈ {0, 1} (3)
Ou` la fonction objectif (1) permet de maximiser le
gain du vendeur calcule´ par la somme des prix des
offres gagnantes et les contraintes interdisent qu’un
objet figure dans deux offres diffe´rentes.
Exemple 1 Exemple illustratif :
Cet exemple permettra de mieux comprendre les
notations utilise´es dans la mode´lisation du proble`me
PDG. Conside´rons un ensemble de cinq objets
{1, 2, 3, 4, 5} a` vendre aux enche`res et quatre offres
d’achat. Chaque offre est repre´sente´e par un couple
(Sj, Pj) ou` Pj indique le prix que l’enche´risseur
propose a` payer pour son offre j contenant l’ensemble
d’ objets Sj.
Soient les offres d’achat suivantes :
– Offre 1 : {(1, 2), 350}
– Offre 2 : {(1, 2, 3), 300}
– Offre 3 : {(3, 4, 5), 400}
– Offre 4 : {(4, 5), 200}
L’offre 1 par exemple contient un ensemble de deux
objets (1, 2) qui vaut 350. L’offre 3 vaut 400 pour un
ensemble de trois objets (3,4,5).
Les offres 1 et 3 peuvent constituer une allocation
gagnante maximisant le gain du vendeur et dont le prix
total de la vente vaut 750.
2.2 Travaux ante´rieurs
Plusieurs me´thodes ont e´te´ propose´es pour re´soudre
le proble`me de la de´termination du gagnant [17].
Ces me´thodes peuvent eˆtre divise´es en deux cate´go-
ries : les me´thodes exactes et les me´thodes approche´es.
Les me´thodes exactes sont base´es ge´ne´ralement sur
l’algorithme de Branch-and-Bound alors que les me´-
thodes approche´es sont base´es sur les heuristiques ou
les me´ta-heuristiques. En effet, les me´taheuristiques
sont des me´thodes approche´es tre`s utiles pour trouver
une solution optimale pour les proble`mes de grande
taille et dont la me´thode exacte n’arrive pas a` trouver
la solution exacte en un temps raisonnable.
Plusieurs algorithmes ont e´te´ de´veloppe´s pour trou-
ver la solution optimale pour le PDG. Parmi eux, nous
citons : Branch-on-Items (BoI) [16], Branch-on-Bids
(BoB) [16], et (CABoB) [15]. CASS (Combinatorial
Auction Structural Search) est un algorithme Branch-
and-Bound pour le PDG propose´ dans [4]. Dans [11],
les auteurs ont propose´ CAMUS (Combinatorial Auc-
tions Multi-Unit Search). Les auteurs du papier [14]
ont propose´ une approche de programmation dyna-
mique. Nisan a propose´ une me´thode de programma-
tion line´aire [13]. Anderson et al. ont de´veloppe´ un al-
gorithme base´ sur la programmation en nombre entier
[1]. Holland et O’sullivan ont employe´ la programma-
tion par contrainte pour re´soudre une enche`re combi-
natoire particulie`re de Vickrey [7].
D’autre part, quelques me´thodes approche´es ont e´te´
e´tudie´es pour le PDG. Nous citons : le recuit simule´
hybride´ avec un Branch-and- Bound (SAGII) [5] [6],
la recherche locale Casanova [8] et plus re´cemment
l’adaptation de la me´thode me´metique au proble`me
PDG [3].
3 Pre´sentation de notre approche
La recherche locale de´marre d’une solution initiale
possible et essaie de l’ame´liorer, en cherchant une solu-
tion meilleure dans le voisinage courant. Un voisinage
d’une solution A correspond a` des e´le´ments adjacents
a` A dont chacun est atteint par un changement dans
la configuration courante. Le processus de recherche
est re´ite´re´ jusqu’a` ce qu’aucune ame´lioration dans la
solution courante ne pourrait eˆtre faite.
La me´thode de recherche locale que nous proposons
utilise le codage de clef ale´atoire, RK (Random Key
Encoding) introduit par Bean pour les proble`mes
d’ordonnancement [2]. Ce codage nous permet de
manipuler des solutions admissibles. Par conse´quent,
aucune pe´nalite´ additionnelle n’est ne´cessaire pour
e´liminer les solutions inadmissibles.
Plus pre´cisement, notre recherche locale de´marre
d’une solution ale´atoire et cre´e´e selon le codage RK,
puis une solution voisine est se´lectionne´e pour eˆtre la
prochaine solution courante. A` chaque ite´ration une
offre non satisfaite 2 est se´lectionne´e pour inclusion
2Une offre qui n’apparait pas dans l’allocation courante est
dite non satisfaite. Elle devient satisfaite une fois qu’elle sera
choisie et conside´re´e dans l’allocation prochaine.
dans l’allocation et toute offre contradictoire, pouvant
se produire dans l’allocation courante quand de nou-
velles offres sont conside´re´es, doit eˆtre enleve´e. La se´-
lection de l’offre a` inclure dans l’allocation courante se
fait selon les deux crite`res suivants :
– Le premier crite`re consiste a` choisir l’offre a` consi-
de´rer d’une manie`re ale´atoire avec une probabilite´
fixe wp > 0.
– Le deuxie`me crite`re consiste a` choisir, avec une
probabilite´ 1− wp, la meilleure offre (celle maxi-
misant le gain du vendeur une fois inse´re´e) pour
eˆtre conside´re´e.
Notons que les offres sont en conflit si elles partagent
un objet. Pour ne manipuler que des allocations admis-
sibles tout au long du processus de recherche locale,
nous de´finissons un graphe de conflit ou` les sommets
sont les offres et les arcs relient les offres qui ne peuvent
pas eˆtre accepte´es ensemble. Ce graphe est utile pour
enlever toutes les offres contradictoires3 qui peuvent
se produire dans les allocations courantes quand de
nouvelles offres sont conside´re´es.
Le processus de recherche est re´ite´re´ pour un certain
nombre d’ite´rations fixe´ d’une manie`re empirique.
3.1 Repre´sentation de la solution
Une solution est une collection d’offres satisfaisant
les contraintes du proble`me et le cas e´che´ant optimi-
sant la fonction objectif. Nous utilisons un vecteur A
de taille variable (ne de´passant pas le nombre d’offres)
pour repre´senter une telle solution, ou` chaque compo-
sante Ai rec¸oit le nume´ro de l’offre gagnante.
La solution initiale de la recherche locale que nous
proposons est ge´ne´re´e ale´atoirement suivant le codage
RK qui fonctionne comme suit :
nous ge´ne´rons une suite r de n nombres re´els
ale´atoires ou` n est le nombre d’offres soumises. Pour
chaque offre j une valeur de clef rj lui est associe´e
et qui constitue son ordre de se´lection. La premie`re
offre a` choisir et a` inclure dans l’allocation est celle
ayant la plus grande valeur de clef. Ensuite, l’offre
ayant la deuxie`me plus grande clef est accepte´e dans
la collection si son acceptation ne cre´e aucun conflit
avec les offres de´ja` se´lectionne´es dans la collection
courante, autrement elle est rejete´e. Et ainsi de suite,
jusqu’a` ce que les n offres soient examine´es. Nous
obtenons un sous-ensemble d’offres qui peut eˆtre une
solution au PDG.
Pour produire une solution admissible pour
l’exemple illustratif 1, nous suivons les e´tapes sui-
vantes :
3Les offres contradictoires sont celles qui ont au moins un
objet en commun.
– Produire d’abord une suite de quatre nombres
re´els ale´atoires, par exemple, r= {0.65, 0.70, 0.80,
0.60}.
– La premie`re offre a` accepter est l’offre 3 ayant la
plus grande clef (0.80). On aura donc l’allocation
A= (3).
– Puis, l’offre ayant la deuxie`me plus grande clef est
2, mais elle est e´carte´e parce qu’elle est en conflit
avec l’offre 3 actuellement dans A. En effet, elles
partagent l’objet 3.
– Ensuite, l’offre 1 peut eˆtre ajoute´e a` l’allocation
A car elle ne pre´sente aucun conflit avec les offres
dans A. A=(3, 1).
– Puis, l’offre 4 est a` e´carter car les objets 4 et 5
sont de´ja` couverts par les offres de l’allocation
courante A.
Nous obtenons alors l’allocation A= (3, 1) qui peut
eˆtre une solution au proble`me du PDG conside´re´. Le
prix global est tout simplement la somme des prix des
offres gagnantes : 400 + 350 = 750.
A partir de l’allocation A, nous pouvons voir que
les objets 1 et 2 sont affecte´s a` l’enche´risseur 1 et les
objets 3, 4 et 5 sont affecte´s a` l’enche´risseur 3. Les
offres gagnantes sont : 3 et 1. Les offres 2 et 4 sont des
offres perdantes. Pour cet exemple, nous remarquons
que tous les objets sont vendus.
3.2 Graphe de conflit
Pour ne manipuler que des solutions admissibles,
nous avons cre´e´ un graphe de conflit ou` les sommets
sont les offres et les arcs relient les offres qui ne peuvent
pas eˆtre accepte´es ensemble. Ce graphe permet de de´-
tecter les offres en conflit (i.e. les offres qui partagent
au moins un objet). Graˆce a` ce graphe nous pouvons
assurer et maintenir la faisabilite´ de nos allocations.
3.3 Crite`re d’Arreˆt
Le processus de recherche est stoppe´ apre`s un cer-
tain nombre d’ite´rations (max iter) fixe´ d’une manie`re
empirique.
3.4 L’algorithme de recherche locale pour le PDG
Une version de l’algorithme de la recherche locale
pour le PDG est donne´e dans l’algorithme 1.
Algorithm 1 : recherche locale stochastique pour le
PDG.
1: Entre´e : une instance de PDG, max iter, wp
2: Sortie : une allocation A
3: Cre´er le graphe de conflit ;
4: iter =0 ;
5: Ge´ne´rer ale´atoirement une solution initiale A selon
le RK ;
6: Pour I = 1 a` max iter
7: Faire
8: r ⇐ un nombre ale´atoire entre 0 et 1 ;
9: Si (r < wp) alors (*Step 1)
bid = une offre choisie ale´atoirement
Sinon bid=la meilleure offre ; (*Step 2)
10: FinSi
11: A= A avec l’offre bid se´lectionne´e ;
12: Enlever toute offre incompatible ;
13: Fait
14: Retourner la meilleure allocation trouve´e.
4 Re´sultats expe´rimentaux
Dans le but de valider notre approche, des tests
ont e´te´ effectue´s sur diffe´rents proble`mes de diverses
tailles. Nos algorithmes ont e´te´ imple´mente´s en C sous
Linux et exe´cute´s sur la machine Pentium- IV 2.8 GHz,
1GO de RAM.
4.1 Benchmarks
Re´cemment Lau et Goh ont fourni de nouvelles don-
ne´es de diverses tailles ayant jusqu’a` 1500 objets et
1500 offres [10]. Ces benchmarks tiennent compte de
plusieurs facteurs tels : le facteur des prix, le facteur
de pre´fe´rence des enche´risseurs et les facteurs de dis-
tribution des objets sur les offres.
Dans nos expe´rimentations, nous utilisons les don-
ne´es pre´-ge´ne´re´es dans [10] pour lesquelles le CPLEX
n’arrive pas a` trouver la solution optimale en un temps
raisonnable [6]. Cette batterie de test contenant 500
instances est disponible sur la page Web dont l’URL
est : HTTP :/logistics.ust.hk/ zhuyi/instance.zip. Ces
instances peuvent eˆtre divise´es en 5 groupes de pro-
ble`mes ou` chaque groupe contient 100 instances, et ou`
m est le nombre d’objets et n est le nombre d’offres.
Les cinq groupes sont donne´s comme suit :
– REL-1000-500 : contenant 100 instances allant de
in101 a` in200, et ou` m=500 et n=1000.
– REL-1000-1000 : contenant 100 instances allant
de in201 a` in300, et ou` m=1000 et n=1000.
– REL-500-1000 : contenant 100 instances allant de
in401 a` in500, et ou` m=1000 et n=500.
– REL-1500-1000 : contenant 100 instances allant
de in501 a` in600, et ou` m=1000 et n=1500.
– REL-1500-1500 : contenant 100 instances allant
de in601 a` in700, et ou` m=1500 et n=1500.
4.2 Algorithmes de comparaisons
Afin de bien e´valuer la qualite´ des solutions trou-
ve´es, nous avons imple´mente´ un algorithme de re-
cherche tabou utilisant le codage RK pour ge´ne´rer la
solution de de´part, ou` une liste tabou et une phase de
diversification e´vitant la stagnation du processus de
recherche ont e´te´ mis en oeuvre.
Dans le but de tester et de prouver l’efficacite´ de
notre approche, une e´tude comparative avec quelques
algorithmes de l’e´tat de l’art concernant le PDG a` sa-
voir Casanova et SAGII [6] est e´tablie dans cette sec-
tion.
4.2.1 Casanova
Casanova est une me´thode de recherche locale pro-
pose´e par Hoos et Boutilier [8]. La me´thode se re´sume
comme suit : l’algorithme de´marre d’une allocation
vide ou toutes les offres sont conside´re´es initialement
non satisfaites. Ensuite, le processus de recherche se´-
lectionne a` chaque ite´ration une offre non satisfaite
a` inclure dans l’allocation et enle`ve toute offre incom-
patible pouvant se produire dans l’allocation courante
quand de nouvelles offres sont conside´re´es (deviennent
satisfaites). A` chaque e´tape, une offre est se´lectionne´e
comme suit :
1. Avec une probabilite´ wp (Walk probability) une
offre non satisfaite est se´lectionne´e ale´atoirement.
2. Avec une probabilite´ 1 − wp, les offres sont clas-
se´es selon leur profit qui correspond au prix
de l’offre divise´ par le nombre d’objets couverts
par l’offre. Ensuite et avec une probabilite´ np
(Novelty probability) la meilleure offre, b1 ayant
le plus grand profit est se´lectionne´e pour eˆtre
incluse dans l’allocation courante. Autrement et
avec une probabilite´ 1−np, la deuxie`me meilleure
offre b2 est choisie pour inclusion dans l’allocation
courante.
Le processus de recherche est re´ite´re´ pour un certain
nombre d’ite´rations. Ce processus est similaire a` celui
d’adaptNovelty, la me´thode de recherche locale propo-
se´e par le meˆme auteur pour re´soudre le proble`me de
la satisfiabilite´ [9].
4.2.2 SAGII
Dans [6], Guo et al. ont propose´ une heuristique
de recuit simule´ combine´e avec un algorithme de
Branch-and-Bound. Les re´sultats sont tre`s encoura-
geants et la nouvelle me´thode surpasse clairement Ca-
sanova. L’heuristique propose´e fait appel tout d’abord
a` un pre´traitement pour exclure les offres qui peuvent
mener aux solutions suboptimales, ce qui permettra
d’ame´liorer le temps de re´ponse du processus de re-
cherche.
Le processus de recherche consiste en trois compo-
santes :
1. La premie`re composante est un algorithme
Branch-and-Bound applique´ au sous-ensemble
d’objets des offres de l’allocation courante.
2. La deuxie`me composante est une recherche locale
utilise´e pour se´lectionner les meilleures offres a` in-
clure dans l’allocation courante.
3. La troisie`me composante est un mouvement
(e´change) qui permet de se´lectionner d’une ma-
nie`re ale´atoire l’offre a` conside´rer dans l’alloca-
tion.
La me´thode de´marre d’une allocation vide. Ensuite
la phase de pre´traitement est lance´e pour exclure les
offres qui peuvent mener aux solutions sub-optimales.
Une fonction de pe´nalite´ est utilise´e pour e´liminer les
offres incompatibles.
L’algorithme Branch-and-Bound est exe´cute´ avec
une probabilite´ p1 =0.2, la recherche locale est lance´e
avec une probabilite´ p2=0.7, et le mouvement e´change
est exe´cute´ avec une probabilite´ 1-p1-p2.
Le processus de recherche qui consiste en un algo-
rithme de Branch-and-Bound, une recherche locale et
un mouvement d’e´change est re´pe´te´ pour un certain
nombre d’ite´rations.
4.2.3 Recherche tabou
La me´thode de recherche tabou que nous proposons
de´marre d’une solution cre´e´e ale´atoirement et selon
le codage RK. Puis la meilleure allocation voisine est
se´lectionne´e pour eˆtre la prochaine solution courante.
Pour produire des solutions voisines, nous de´finissons
deux mouvements qui sont : ”On-Bid” et ”On-Item”.
1. Mouvement ”on-Bid” : l’espace d’e´tat est de´fini
par l’ensemble des offres insatisfaites qui ne sont
pas dans l’allocation courante. Ces offres sont
conside´re´es admissibles et peuvent eˆtre incluses
dans l’allocation courante. La meilleure offre (celle
qui maximise le prix global quand on l’ajoute
a` l’allocation) dans le voisinage actuel est choi-
sie pour eˆtre incluse dans l’allocation courante et
toutes les offres incompatibles dans l’allocation
sont a` enlever.
2. Mouvement ”on-Item” : L’espace d’e´tat est de´-
fini par l’ensemble des objets qui ne sont pas
couverts par les offres dans l’allocation courante.
La meilleure offre couvrant tels objets est choi-
sie pour eˆtre incluse dans l’allocation courante
et toutes les offres incompatibles dans l’allocation
sont enleve´es.
Apre`s avoir ge´ne´re´ toutes les configurations voisines
en utilisant l’ope´rateur de mouvement4, la meilleure
configuration non tabou est se´lectionne´e pour eˆtre l’al-
location candidate.
Afin d’e´chapper aux allocations de´ja` visite´es, notre
strate´gie de recherche utilise une liste pour maintenir
les nume´ros d’offres re´cemment choisies. Ces nume´ros
sont dits ”mouvements tabous”. Quand un mouvement
tabou applique´ a` une allocation courante donne une
meilleure solution ; nous acceptons ce mouvement mal-
gre´ son statut tabou par crite`re d’aspiration.
Une e´tape de diversification est lance´e pour explo-
rer de nouvelles re´gions, ce qui e´vitera la stagnation
du processus de recherche. L’e´tape de diversification
consiste a` choisir ale´atoirement une offre insatisfaite
pour eˆtre incluse dans la meilleure allocation courante
et toutes les offres incompatibles sont enleve´es. La
strate´gie de diversification est re´pe´te´e pour n e´tapes
conse´cutives ou` n est le nombre d’offres.
La recherche s’arreˆte apre`s un certain nombre
d’ite´rations fixe´ d’une manie`re empirique.
Suite a` plusieurs tests, les parame`tres de notre re-
cherche tabou (TS) sont fixe´s comme suit : le nombre
d’exe´cutions (max trials) est fixe´ a` 500, le nombre
maximum d’ite´rations (max iter) est fixe´ a` 500, et la
taille de la liste tabou est fixe´e a` 40.
4.3 Valeurs des parame`tres
L’efficacite´ d’une approche de´pend largement d’un
bon ajustement de ses parame`tres. Ceux-ci sont fixe´s
suivant des expe´rimentations effectue´es (non reporte´es
ici) et les valeurs prises sont celles pour lesquelles il
existe un compromis entre la qualite´ de la solution
obtenue par l’approche et le temps d’exe´cution de l’al-
gorithme.
L’algorithme SLS de´veloppe´ a e´te´ teste´ sur un
certain nombre de proble`mes PDG difficiles. Suite
a` plusieurs tests, les parame`tres de notre SLS sont
fixe´s comme suit : le nombre maximum d’ite´rations
(max iter) est fixe´ a` 10000, et la probabilite´ wp a` 0.3.
Les re´sultats correspondant sont donne´s dans les tables
de 1 a` 8.
Les re´sultats concernant SAGII et Casanova sont ti-
re´s du papier [6], ou` la machine utilise´e est un Pentium
IV 2.4 Ghz avec 1 GO de RAM, similaire a` celui utilise´
dans notre e´tude expe´rimentale.
4Un mouvement consiste a` inclure une nouvelle offre dans
l’allocation courante.
Tab. 1 – SLS .vs TS sur quelques instances de REL
1000-1000
Ins time sol SLS time sol TS
in201 13.90 77499.82 85.37 81557.74
in202 14.71 84283.75 187.42 82879.72
in203 14.78 81026.14 78.37 79505.18
in204 14.70 81969.04 140.87 81969.04
in205 13.84 82469.19 106.73 79977.89
in206 13.95 86014.73 124.09 79436.56
in207 14.78 91033.51 78.96 91033.51
in208 14.84 79546.34 133.76 82099.07
in209 14.23 81328.85 61.90 80786.38
in210 14.46 85079.98 164.53 83350.42
in211 13.43 77348.08 66.20 79746.14
in212 14.81 80944.91 158.89 80715.77
in213 14.81 79698.25 117.84 81740.95
in214 13.78 81935.32 80.42 77525.90
in215 14.67 83259.58 120.99 85549.66
in216 14.78 78666.80 89.40 78777.96
in217 13.17 81978.09 137.65 81545.43
in218 14.90 82933.86 88.54 86936.78
in219 13.78 88054.28 134.93 86064.50
in220 14.85 86937.85 124.54 86937.85
in290 14.00 81691.16 107.48 81053.27
in291 14.29 87680.27 51.42 81294.33
in292 14.82 83794.08 49.01 82221.24
in293 14.40 76687.10 54.64 76017.25
in294 14.28 80080.35 49.98 80903.21
in295 14.07 83086.79 48.01 83086.79
in296 13.64 84013.43 103.74 84754.59
in297 13.70 78667.14 53.50 78341.52
in298 14.10 83389.87 73.39 81659.42
in299 14.93 82295.59 89.25 84587.35
in300 14.32 88373.32 78.82 83349.51
4.4 Re´sultats
Les tables de 1 a` 5 donnent quelques re´sultats trou-
ve´s par la recherche locale stochastique (SLS) et la re-
cherche tabou (TS) sur quelques instances difficiles du
proble`me PDG. Pour chaque me´thode, nous donnons
la qualite´ de solution sol et le temps de calcul time en
seconde ne´cessaire pour atteindre cette solution. Ins
est le nom de l’instance PDG.
La table 1 donne les re´sultats trouve´s par TS et
SLS sur quelques instances du groupe REL-1000-1000.
Les qualite´s de solutions donne´es par SLS et TS sont
comparables alors que SLS est nettement meilleure en
temps de calcul.
La table 2 montre les re´sultats trouve´s par TS et
SLS sur quelques instances du groupe REL-1500-1000.
SLS s’exe´cute plus vite que TS mais les qualite´s de
Tab. 2 – SLS .vs TS sur quelques instances de REL
1500-1000
Ins time sol SLS time sol TS
in501 15.62 77140.72 98.71 82216.35
in502 15.98 78574.26 120.82 74127.61
in503 15.99 79554.65 114.11 77005.81
in504 16.48 81903.02 155.54 81903.02
in505 15.53 77836.39 163.84 77977.65
in506 12.89 76722.13 151.98 74708.78
in507 16.59 76798.45 121.93 75916.19
in508 14.48 79885.98 341.75 79885.98
in509 16.53 82672.25 250.32 76115.86
in510 13.15 78411.78 134.21 78841.15
in511 13.29 78793.83 104.92 78793.83
in512 14.43 81240.92 188.36 79739.67
in513 14.34 74697.44 189.68 75425.91
in514 14.87 83554.74 124.50 78416.59
in515 13.29 81033.82 560.62 78874.25
in516 15.18 83663.75 683.67 83663.75
in517 13.45 72616.07 139.92 72569.57
in518 15.98 80027.38 114.17 80027.38
in519 14.87 80892.13 109.39 80892.13
in520 16.39 81658.50 109.34 81658.50
solutions trouve´es par les deux me´thodes sont compa-
rables.
D’apre`s la table 3 repre´sentant les tests effectue´s
sur quelques instances du groupe REL-500-1000, on
constate qu’en ge´ne´ral SLS donne des solutions qui
sont meilleures que celles trouve´es par TS.
La table 4 pre´sente les re´sultats trouve´s par TS et
SLS sur des instances du groupe 1000-500. Les deux
me´thodes arrivent a` trouver des solutions de qualite´s
comparables. Cependant, TS s’exe´cute moins vite que
SLS.
D’apre`s la table 5 repre´sentant les re´sultats trouve´s
par SLS et TS sur quelques instances du groupe
REL-1500-1500, on remarque que SLS trouve plus
vite des solutions de meilleures qualite´s alors que TS
parfois fournit la meˆme solution mais en un temps
moins vite que SLS.
En ge´ne´ral, l’algorithme de recherche locale s’est
ave´re´ tre`s efficace par rapport a` la recherche tabou
(TS). Il est souvent meilleur en ce qui concerne la qua-
lite´ de la solution obtenue et le temps de calcul qui lui
est affecte´.
Tab. 3 – SLS .vs TS sur quelques instances de REL
500-1000
Ins time sol SLS time sol TS
in401 5.67 72948.07 44.14 68485.81
in402 5.79 71454.78 23.5780 72820.03
in403 6.01 74843.96 34.15 74843.96
in404 6.12 78761.68 16.85 73385.62
in405 6.04 72674.25 15.90 72674.25
in406 5.87 71791.03 37.12 71791.03
in407 6.35 73278.66 15.57 71578.48
in408 5.95 72580.04 27.37 70144.19
in409 5.48 67177.35 25.48 67177.35
in410 6.37 71791.57 14.01 72791.68
in411 5.96 68548.03 28.29 68548.03
in412 5.78 75292.63 13.71 75292.63
in413 6.17 73350.87 19.34 72561.90
in414 6.42 71217.93 40.98 70344.38
in415 5.54 71926.73 14.1720 78106.73
in416 6.01 71211.648 75.50 70358.95
in417 6.04 74680.99 39.07 69895.95
in418 6.09 69460.64 29.70 67272.32
in419 5.84 66810.92 13.3750 73332.96
in420 5.62 71381.02 23.78 71381.02
in490 5.51 66467.12 29.00 71423.73
in491 6.20 74284.64 21.86 74181.24
in492 6.17 71142.21 17.62 70296.63
in493 5.45 72512.77 27.59 72197.60
in494 5.98 72922.96 14.87 72922.96
in495 5.65 71599.56 25.79 72919.67
in496 6.26 73376.74 30.35 73376.74
in497 5.79 72121.54 27.64 70942.18
in498 5.39 72844.25 13.20 74213.25
in499 6.20 71246.87 13.60 71246.87
in500 5.70 69909.96 23.34 69909.96
4.5 Comparaisons avec Casanova, TS et SAGII
La Table 6 (respectivement Table 7) donne les
diffe´rents re´sultats trouve´s par SLS et Casanova
(respectivement TS) ou` la colonne µ correspond
a` la qualite´ de solution moyenne des 100 ins-
tances dans chaque groupe, trouve´e par chaque
me´thode. La colonne time donne le temps moyen
en seconde ne´cessaire pour trouver la solution. La
colonne δ est le taux d’ame´lioration qui est e´gale
a` (µSLS -µCasanova)/µSLS (respectivement (µSLS
-µTS)/µSLS).
La table 8 pre´sente les diffe´rents re´sultats trouve´s
par SLS et SAGII sur les cinq groupes de proble`mes
ou` la colonne δ est le taux d’ame´lioration qui vaut
(µSLS -µSAGII)/µSLS.
Tab. 4 – SLS .vs TS sur quelques instances de REL
1000-500
Ins time sol SLS time sol TS
in101 23.51 66170.61 57.86 66170.61
in102 23.89 65466.95 63.43 64716.31
in103 24.79 66350.99 128.68 66350.99
in104 22.92 67268.71 120.56 62524.23
in105 24.31 65345.23 105.36 64312.56
in106 22.37 63479.26 129.42 64591.70
in107 23.18 66245.70 128.51 63972.62
in108 24.01 71505.66 119.84 68776.34
in109 22.20 61751.22 80.98 64343.07
in110 23.25 64083.64 115.31 60275.66
in111 24.46 71988.39 107.87 66546.82
in114 24.14 63664.64 69.37 69452.16
in115 23.71 60526.25 82.42 62579.47
in116 24.79 63708.48 67.62 64849.85
in117 21.39 62249.37 67.65 64229.21
in118 21.75 65010.98 105.28 65843.74
in119 21.31 60907.91 99.39 65460.73
A partir de la table 6, on remarque que la me´thode
de recherche locale stochastique SLS donne une
ame´lioration de 28 a` 43 pour cent dans les re´sultats
en comparaison avec Casanova. Les re´sultats de
SLS sont nettement meilleurs que ceux fournis par
Casanova, concernant la qualite´ des solutions et le
temps mis pour les trouver.
D’apre`s la table 7 repre´sentant les tests effectue´s
sur les classes de proble`mes difficiles de PDG, on
remarque que les re´sultats trouve´s par la SLS sont
meilleurs a` ceux donne´s par TS. La SLS arrive
a` trouver des solutions de bonne qualite´ en un temps
de calcul re´duit par rapport a` la recherche tabou.
A partir de la table 8, on remarque que malgre´ les
outils sophistique´s (Branch-and bound et la phase du
pre´traitement) utilise´s dans SAGII, la me´thode SLS
arrive a` trouver des solutions comparables a` celles
de SAGII et la diffe´rence entre SLS et SAGII n’est
pas tre`s grande.
En ge´ne´ral, on peut dire que les re´sultats trouve´s
sont tre`s encourageants et montrent l’inte´reˆt de notre
approche. La SLS donne des solutions qui sont nette-
ment meilleures que celles trouve´es par Casanova et
TS. Les re´sultats trouve´s par SAGII sont comparables
a` ceux donne´s par notre approche. Les Figures 1 et 2
le montrent avec clarte´.
Tab. 5 – SLS .vs TS sur quelques instances de REL
1500-1500
Ins time sol SLS time sol TS
in601 15.54 96255.53 100.76 97473.85
in602 15.71 95328.21 155.34 93873.31
in603 15.48 94126.96 137.95 92568.61
in604 15.59 103568.86 96.70 92869.78
in605 17.36 98799.71 175.14 95787.59
in606 15.60 104346.07 334.12 104346.07
in607 15.89 100417.40 267.79 98674.39
in608 15.26 95671.77 95.62 91554.61
in609 16.76 98566.94 103.10 96652.44
in610 17.57 99975.09 146.03 99975.09
in690 16.28 100613.71 125.28 100613.71
in691 15.56 102167.67 96.03 98952.00
in692 17.21 97081.65 95.70 98353.00
in693 16.53 96049.34 156.81 95603.90
in694 16.23 108114.12 339.39 101816.08
in695 17.28 97687.15 202.00 97687.15
in696 16.26 95908.35 245.28 96410.53
in697 15.56 95890.06 192.64 91787.14
in698 16.76 96266.64 305.68 95572.62
in699 17.26 103762.70 187.90 103762.70
in700 16.54 101510.20 198.65 101510.20
L’efficacite´ de notre approche s’explique par la
bonne combinaison entre la diversification (explorer de
nouvelles re´gions par l’utilisation de l’ale´atoire dans la
ge´ne´ration de l’allocation courante et le choix de l’offre
a` inclure dans l’allocation) et l’intensification (renfor-
cer la recherche dans une zone particulie`re par le choix
de meilleures offres a` inclure dans l’allocation) ce qui
me`ne l’algorithme a` explorer efficacement l’espace de
recherche et localiser une bonne solution.
5 Conclusion
Dans ce papier, nous avons e´tudie´ le proble`me de
la de´termination du gagnant PDG dans les enche`res
combinatoires. Nous avons propose´ une recherche lo-
cale stochastique et utilisant le codage RK pour trou-
ver une allocation optimale. Plusieurs expe´rimenta-
tions ont e´te´ mene´es sur une grande varie´te´ de bench-
marks et des comparaisons avec d’autres me´thodes
telles que Casanova, TS et SAGII montrent l’effica-
cite´ de notre approche.
Comme perspective, nous souhaitons re´aliser dans le
futur un syste`me a` base d’agents utilisant la recherche
locale pour simuler le me´canisme d’enche`res combina-
toires.
Tab. 6 – SLS vs. Casanova
Test time µ time µ δ%
set SLS Casanova
REL-
500-1000 22.35 64216.14 119.46 37053.78 42,30
REL-
1000-500 5.91 72206.07 57.74 51248.79 40,89
REL-
1000-1000 14.19 82120.31 111.42 51990.91 36,68
REL-
1000-1500 14.97 79065.08 168.24 56406.74 28,65
REL-
1500-1500 16.47 98877.07 165.92 65661.03 33,59
Tab. 7 – SLS vs. TS
Test time µ time µ δ%
set SLS TS
REL-
500-1000 22.35 64216.14 91,07 65286,94 -1.64
REL-
1000-500 5.91 72206.07 25,84 71985,34 0.30
REL-
1000-1000 14.19 82120.31 104,30 81633,63 0.60
REL-
1000-1500 14.97 79065.08 223,37 77931,41 1.43
REL-
1500-1500 16.47 98877.07 175,68 97824,64 1.06
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