This paper provides striking confirmation of the restrictions of the structural gravity model of trade. Structural forces predicted by theory explain 95% of the variation of the fixed effects used to control for them in the recent gravity literature, fixed effects that in principle could reflect other forces. This validation opens avenues to inferring unobserved sectoral activity and multilateral resistance variables by equating fixed effects with structural gravity counterparts. Our findings also provide important validation of a host of general equilibrium comparative static exercises based on the structural gravity model. JEL Classification: F10, F15, R10, R40. * A much earlier version of a portion of this work was presented at the NBER ITI meetings, Spring 2010 and the Venice Trade Costs conference, June 2010. We thank participants for helpful comments, especially Dave Donaldson, Keith Head and Michael Waugh. We also thank Arthur Lewbel for helpful comments.
The extensive gravity model literature moved from pulp fiction to high brow shelves with the development of the structural gravity model by Anderson and van Wincoop (2003) and its success in explaining the border puzzle posed by McCallum (1995) . This paper provides the first empirical test of structural gravity. The results are a gold standard benchmark.
1 Structural gravity forces account for 95% of variation in product/importer/time and product/exporter/time fixed effects estimated from empirical gravity equations for 18 manufacturing sectors and 76 countries from [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] . Similar results are found in a robustness check on different and perhaps special data for 28 goods and services sectors in Canada's provinces from 1997-2007: 96% of variation is explained. These results provide an empirical justification for comparative static applications of structural gravity.
2 Perhaps more important, they justify inference of unobservable multilateral resistances and unobservable or distrusted sales and expenditure variables from estimated fixed effects and structural gravity restrictions.
Gravity estimation following Feenstra (2004) usually features importer and exporter country fixed effects as controls in trade flow equations. Econometric problems of exogeneity and omitted variables are demolished when fixed effects replace the theoretically indicated size and multilateral resistance variables. Another potential advantage is that this specification is agnostic as to whether the fixed effects are explained solely or at all by the structural gravity forces. Bilateral trade cost proxies such as distance have consistently estimated coefficients;
but if the structural model is valid, much structural information is lost -the bank building is blown up to get at the safe inside.
The methodological novelty of this paper is to compare the patterns of fixed effects in the rubble to a separate reconstruction of structural patterns predicted by theory. Estimated bilateral trade costs are combined with independent data on total sales and expenditures to construct a facsimile of the theoretical structural gravity model. If structural gravity theory is right, these constructs should equal the estimated fixed effects. The results reported below
show that pure structural gravity forces explain almost all of the variation in estimated fixed effects generated from gravity regressions.
The very high goodness of fit was a big surprise to us. The structural gravity forces include multilateral resistance terms solved from highly nonlinear equation systems derived from structural gravity theory. The equations use shipments data, expenditure data and bilateral trade cost estimates that are all measured with error. In principle the directional (importer and exporter) product/country/time fixed effects could be generated by an agnostic model containing many other variables not in the structural gravity model. Even if the structural model were valid, these considerations formed our prior belief that the test was risky in Popper's (1963) sense. Popper's riskiness criterion implies that the result is an impressive validation of the model.
Our reconstruction method is applied to gravity in this paper, but is presumably more widely applicable when fixed effects are used to estimate in the context of a structural model.
It may often be possible to analyze estimated fixed effects to reveal information about the structure from which they fell.
Section 1 sets out the structural gravity model and its empirical implementation. Section 2 presents the goodness of fit comparisons. Section 3 subjects the results to robustness checks. Section 4 concludes with drawing out implications for future research. Appendix A describes the data used for the main results. Appendix B describes the Canadian data used in a robustness check.
1 The Structural Gravity Model Anderson (1979) derives the structural gravity model under the assumptions of identical preferences represented by a globally common Constant Elasticity of Substitution (CES) sub-utility function and product differentiation by place of origin (Armington). Bergstrand (1989) shows that this model nests inside a monopolistic competition structure that determines the size of total shipments in each originating country. Anderson and van Wincoop (2004) argue that under technical assumptions that generate trade separability, structural gravity can nest inside a wide variety of general equilibrium models that determine the size of sales and expenditures in each country, the role of gravity being to determine the distribution pattern of given total sales and expenditures.
3
At the sectoral level (Anderson and van Wincoop, 2004 ) the resulting model is:
where X k ij denotes the value of shipments at destination prices from origin i to destination j in goods class k. E k j is the expenditure at destination j on goods in k from all origins. Y k i denotes the sales of goods k at destination prices from i to all destinations, while Y k is the total output, at delivered prices, of goods k. T k ij ≥ 1 denotes the variable trade cost factor on shipment of commodities from i to j in class k, and σ k is the elasticity of substitution
3 Anderson (2011) shows that exactly the same system as (1)-(3) below can be derived from two other foundations that feature selection of heterogeneous agents on an extensive margin. One is a model of heterogeneous buyers and the other is a combined production and distribution model of heterogeneous sellers (Eaton and Kortum, 2002) in a Ricardian production framework. The key assumption leading to the 'as if' CES structure is that the heterogeneous agents are distributed according to the Type II (Frechet) extreme value distribution. In these interpretations, the dispersion parameter of the distribution is equivalent to the elasticity of substitution minus 1 in the CES interpretation.
across goods in k. Finally, Π k i and P k j are multilateral resistance (MR) terms (Anderson and van Wincoop, 2003) that are theoretically derived average outward and inward resistance to shipments toward all destinations and from all origins, respectively.
Multilateral resistance is not observable, but it can be estimated in a two step process based on estimating a stochastic version of (1) by using exporter and importer fixed effects
1−σ k is estimated using proxies for bilateral trade costs. The second step is to solve (2)-(3) for the multilateral resistances, given the
The system only solves for the multilateral resistances up to a normalization, which may be chosen for convenience (Anderson and Yotov, 2010a) , as its value is irrelevant to the methods below.
4
The novelty of structural gravity theory is the multilateral resistance variables. 5 Equations (2)-(3) derive from world market clearance equations (one for the national variety of each country in each product line) and national budget constraints (one for each country in each product class). See Anderson and Yotov (2010a,b) for detailed analysis of calculated multilateral resistances from estimated gravity equations. These applications reveal large variation in multilateral resistance across product lines, countries and direction of trade.
Because multilateral resistance can be interpreted as sellers' (for outward) and buyers' (for inward) incidence of all trade costs and because these trade costs are large themselves, it is important to know how believable are estimated multilateral resistances such as those of Anderson and Yotov (2010a,b) .
Turning to the estimation of the gravity equations, following the standard practice in the gravity literature, bilateral trade costs are approximated here by a set of observable proxy 4 The normalization is needed because if {Π 0 , P 0 } is a solution to (2)-(3) then so is {λΠ 0 , P 0 /λ} for any λ > 0. In our methods below, as indeed in (1)-(3) after dividing the elements of (2)-(3) through by the left hand side variable, the Πs and P s appear as a product, hence λ cancels.
5 Anderson (1979) noted their presence but did not propose a solution for estimating or calculating them, still less performing comparative statics with them.
variables:
Here, ln DIST m ij is the logarithm of bilateral distance between trading partners i and j. We follow Eaton and Kortum (2002) 
6 It should be noted that we can only identify country-specific coefficients β k i in a panel setting, which has been used to obtain our main results. Lacking observations for enough degrees of freedom, we have to impose common cross country SMCTRY coefficients in our yearly estimates, which are used in the robustness analysis.
7 The choice of estimator turns out to be irrelevant in practice in our data. Experiments with ordinary least squares (dropping zero bilateral trade observations) and with the Helpman, Melitz and Rubinstein (2008) 
8
The panel data estimation approach allows us to identify separate country-specific estimates of the international border variables, SM CT RY ij , an important dimension of heterogeneity as we verify below. A well-known disadvantage of pooling gravity data over consecutive years is "that dependent and independent variables cannot fully adjust in a single year's time" (p. 8 Cheng and Wall, 2005) . To address this critique, we use four-year lags and employ data for 1990, 1994, 1998, and 2002. To estimate (5) and to construct the trade cost indexes needed for our test of structural gravity, we use data on trade flows, output, expenditures, bilateral distances, contiguous borders, colonial ties, and common language from Anderson and Yotov (2010b) Without going into details, we note that the gravity estimates of (5) are reasonable, intuitive and comparable to the aggregate gravity estimates from the existing literature.
See Anderson and Yotov (2010b) for a detailed discussion of the properties of the gravity estimates and the multilateral resistances.
8 Anderson and van Wincoop (2003) use full information methods to estimate the multilateral resistances. Feenstra (2004) advocates the directional, country-specific fixed effects approach. To estimate the effects of the Canadian Agreement on Internal Trade (AIT), Anderson and Yotov (2010) use panel data with timevarying, directional (source and destination), country-specific fixed effects. Olivero and Yotov (forthcoming) formalize their econometric treatment of the MR terms in a dynamic gravity setting.
Structural gravity theory implies that the expectation of the estimated (denoted with a hat) fixed effects η k i,t + θ k j,t from equation (5) should be equal to the structural gravity term:
Here the absence of a hat denotes the theoretical expected value. The main point of this paper is the remarkably close alignment of theory with prediction, empirical gravity is 95% explained by estimated structural gravity forces.
Simple Fit Measures
The structural gravity term is built up from the estimation of (5) The latter combine with the sales and expenditure data to yield the composite structural gravity term
Data on the elasticities of substitution σ k s are not needed for any calculations here because both the bilateral trade costs and the multilateral resistance terms enter the gravity system and our tests powered to 1 − σ k .
The excellent performance of the structural gravity model is revealed by examining the residuals of the estimated fixed effects from their theoretically predicted values:
The residuals r k ij,t are interpreted as the residuals from a regression of the estimated fixed ef-
constraining the slope coefficient to equal 1 and the intercept to equal 0.
By construction the fixed effects estimated from (5) 
is also a deviation from the US value. In principle, differencing from the US cancels out the global scaling variable 1/Y k t that is otherwise a component of the structural gravity term.
The analysis of variance provides familiar measures of the goodness of fit of structural gravity. Let V (x) denote the variance of the random variable x. The proportion of the variation of fixed effects explained by the structural gravity term is given by 1−V (r)/V (η+θ), the simple R 2 of a constructed regression with slope coefficient set equal to 1 and constant term set equal to 0. Table 1 reports constructed simple R 2 s for each sector in our sample.
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As can be seen from panel A of the table, the simple R 2 's are very large and mostly above 0.9. The outlier is Coal and Petroleum at 0.62, followed by Apparel at 0.71, and BeveragesTobacco and Raw Metals at 0.84. The explanation is that these sectors have the worst fitting first-stage gravity regressions (available by request) as well. The relatively poor behavior is attributable to unmeasured asymmetric policy barriers and their movements over time that are prominent for these three sectors. The constructed simple R 2 across all industries is 0.88, and without the problematic sectors, the goodness-of-fit statistic increases to 0.93.
The portion of the variance of the estimated fixed effects η
is astonishing. Our prior expectations were far more pessimistic, considering the amount of sector-country-time variation in the fixed effects and in the constructed structural gravity terms.
10
The standard decomposition of variance (applying the theoretical slope coefficient of 1 to 9 We do not report sector-year goodness-of-fit measures for brevity. However, those statistics (mostly above 0.9) are available by request and are in support of the sectoral findings analyzed here. Furthermore, as shown below, we argue that all time effects are effectively absorbed by the structural gravity term. 10 The vast majority of the fixed effects are very precisely estimated. At the same time they vary quite a bit across countries and across commodities. the size and multilateral resistance components) demonstrates that not all the explanatory power of the unit slope regression is due to the size effects. Panel B of Table 1 shows that the multilateral resistance terms ln( Π is no surprise based on the large atheoretic gravity literature, but it is notable that here they contribute to explaining the fixed effects in precisely the theoretically predicted form
, in contrast to the atheoretic practice of using origin and destination GDP with estimated exponents that differ from 1. More importantly, the large portion of variance explained by the multilateral resistance term is striking because prior considerations suggest that it would be risky to use them to predict trade flows. Multilateral resistance is due strictly to structural gravity theory, and is calculated from the solution to the nonlinear system (2)-(3) that places great reliance on all the structural restrictions of the model.
The constructed R 2 s from Table 1 fall short of 1 in part due to measurement error in the E where e k ij,t is a random error term.
Estimation results from equation (7) are omitted for brevity but available by request.
Here, we just use the R 2 s from the regressions based on (7) to construct the composite goodness-of-fit indexes reported in the first row of panel C in Table 1 . For example, we obtain an R 2 = 0.668 from (7) for Food and we add the additional explained variation of The composite indexes reveal that, in combination, the time, exporter and importer fixed effects contribute to a moderate increase in the explanatory power of structural gravity.
Naturally, the contribution of the fixed effects is most pronounced for the problematic sectors.
The simple R 2 s for Apparel (0.71) and Coal and Petroleum (0.62) increase to 0.91 and 0.80, respectively. On average, across all sectors, adding the additional explained variation by the fixed effects yields a composite R 2 of 0.952: structural gravity explains 95% of the variation in the estimated sector-country-time fixed effects η
To demonstrate the performance of the structural gravity model visually, in Figure 1 we plot the kernel density estimated distribution of the r's after correcting for measurement errors. As expected, the residuals are densely clustered around zero, meaning that structural gravity predicts the fixed effects very successfully.
In our next experiment, we show that the time variation of the structural gravity term captures essentially all of the time variation of the fixed effects, an important confirmation due to the substantial time variation in the data. This observation is already implied by the large constructed R 2 s from panel A of Concern about possible large exporter and importer fixed effects on outliers (despite their moderate overall impact on the composite R 2 ) led us to examine the effect of successive introduction of the fixed effects from the estimation of (7) over the entire range of estimated values. For expositional simplicity, we estimate (7) on a sample pooled across all sectors and all years. 
] absorbs essentially all time and country variation in the directional country-time fixed effects.
Regression Error Test
It is natural to look for a hypothesis test of structural gravity. Unfortunately a valid test statistic requires the doubtful condition that the observations of
the null hypothesis that each of the sectoral level residuals have zero mean. For each of these rejections the omission (due to lack of information) of important non-tariff barriers to trade from our gravity estimation is the source of the problem, as opposed to a failure of the structural gravity approach.
Trade Flows Fit Comparison
The relative performance of structural gravity is alternatively measured by the change in In the first row of the panel, we report relative probabilities when the full set of fixed effects are replaced with the structural gravity term ln
These probabilities range from 0.871 for Food to 0.307 for Apparel, with 16 of 18 sectors yielding relative probability values greater than the critical value 0.37 (differences in AIC values less than 2) that in practice is often taken as "considerable" support for the alternative (structural)
model. The goodness of fit (measured by relative probability) would rise substantially by augmenting the pure structural gravity term with the controls for mean measurement error estimated from equation (7), just as it does in moving from the simple R 2 of Panel A to the composite R 2 of Panel C in Table 1 . Overall, the results confirm that the close fit of the estimated fixed effects to their structural gravity counterparts in Panel A is due to similar performance of the agnostic and structural models in explaining the trade flows from which all parameters are inferred.
To gauge the importance of the purely structural multilateral resistance terms, in the second row of panel D, we report relative probabilities obtained by replacing the full set of fixed effects only with the product of (the log of) output and expenditures ln Y Despite unavoidably biased estimation, it is natural to examine how the structural gravity term and its components perform as regressors in explaining the directional country-time fixed effects η k i,t + θ k j,t when the coefficients are free to vary to improve the fit. The regression most closely linked to the constructed composite R 2 using the results of regression (7) is
for each k and t, and overall. Here k ij,t is a random error term. Estimation is biased because k ij,t is obviously correlated with measurement error in ln [E
14 Hypothesis tests for such examples as estimated γ k 1 = 1 are thus invalid, but reported anyway for interested readers.
Estimating regression (8) reveals that allowing γ k 1 to vary from its theoretical value of 1 only very marginally raises the goodness of fit, R 2 . Variants of (8) that progressively relax the coefficient restrictions on the components of the structural gravity term 14 Measurement error in the structural gravity term is due to the activity variables {Y k i , E k j } both directly and in calculation of multilateral resistances, along with the usual estimation error from the gravity coefficients, both of which are correlated with estimation error in the η k i,t + θ k j,t 's. 15 To take advantage of the additional information contained in the standard errors of the country-specific, directional fixed effects, we estimate (8) using weighted ordinary least squares with weights equal to the inverse squared standard errors of the sum of the fixed effect estimates. The intuition is that more precise estimates should be given higher weights in the estimations. 
The standard F-test (invalid due to biased estimation but used as a descriptive device nonetheless) rejects the null hypotheses that φ k 1 and φ k 2 are equal to 1, but the main message from the estimation of (9) is that both size and multilateral resistance terms are highly significant economically and statistically (again, with the caveat that biased standard errors are used).
A still more eclectic approach allows for decompositions of the directional country fixed 16 The standard errors are of course biased.
effects:η
for the source country, andθ
for the destination country.
Estimates from (10)- (11) The outward fixed effects are explained with somewhat higher R 2 than are the sum of inward and outward effects from estimating (8) or (9). In addition, we note that overall, the β The main message of these experiments is that both size and multilateral resistance terms are economically and statistically highly significant, while the extra freedom of the eclectic regressions to alter the slope coefficients from their theoretical values only very marginally improves goodness of fit.
In (8) all effects of time are attributed to the composite structural gravity term. Robustness checks show that time has essentially no additional explanatory power. Several informative experiments alter the fixed effect components of specification (8) that uses the composite structural gravity term. For brevity, we limit our experiments to the sample pooled across all sectors and years. The results are reported in the top panel of Table 5 .
In the first column of the table, we report the base estimates, which are obtained with sector fixed effects only. In column 'Time', we introduce year fixed effects to equation (8) Table 5 .
In column 'Country', we introduce exporter and importer fixed effects (φ i , ϕ j ), in addition to the sector-time interactions from column 'ProdTime'. Two findings stand out. First, the estimate of the coefficient on the composite term falls significantly. The high positive correlation between the country fixed effects and the size variables in the composite structural terms permits the former to take away some explanatory power from the structural terms.
Second, combined with the evidence of insignificant time effects, the high goodness-of-fit statistic R 2 = 0.96 implies that there is not much room for improvement by introducing time-varying country-specific characteristics. Furthermore, the small effect of eliminating time-varying country fixed effects is reassuring because time-varying, country-specific border barriers are not modeled in the underlying gravity regression (5) due to lack of data, and might have an influence on the estimated fixed effects drawn from (5).
Next, in the bottom panel of Table 5 , we experiment by altering our sample and by employing different data sets. Column 'Internal' reports estimates based on the subsample for internal trade (i = j), where the dependent variable is constructed as the sum η
These results are stronger as compared to the main findings from column (1). formed by adding the explained variance from estimating (7) are 0.95 for goods and 0.99 for services, with an overall composite R 2 equal to 0.96. We also confirm that the time fixed effects do not add much explanatory power but those effects vary across goods and services.
The composite R 2 's constructed with time fixed effects only for goods increases to 0.86, while the R 2 for services remains 0.95. Inspection of the gravity data and estimates by year reveals that the explanation for the effects of time effects for goods is driven by noisier data and poor first-stage gravity performance in 1997.
Compared to the 0.95 composite R 2 for global manufacturing, the application of province/country fixed effects to control for measurement error in (7) plays a larger role in improving goodness of fit for Canadian provincial goods trade. This is due to the prominence of Rest of World (ROW) trade in the gravity model estimated for Canada: specifically, the importer/product fixed effect for ROW ϕ k ROW,t on the right hand side of (7) explains a sizable portion of the variation in the dependent variable of (7).
The various robustness checks of this section based on (8) and applied to Canadian trade confirm that relaxing the theoretical coefficient restrictions only marginally improves goodness of fit. See the last three columns in the bottom panel of Table 5 . In column 'CAAll', which reports results across all sectors, the composite structural term explains by itself close to 95% of the variability of the sum of the gravity fixed effects, and its coefficient estimate of 1.187 (std.err. 0.005) is close to one. Decomposition into goods and services in columns 'CAGoods' and 'CAServices' respectively further confirms our findings. The goodness-of-fit for services is a remarkable .97, while the corresponding statistic for goods is .87.
Conclusion
This paper provides a validation of structural gravity theory based on the close fit of estimated fixed effects to their theoretical counterparts. Popper's riskiness criterion implies that the close fit is impressive, a gold standard benchmark. Various robustness checks do not shake this confidence. We conclude with drawing out the implications for future work.
If structural gravity is to be relied upon, it strengthens the credibility of the wide range of comparative static exercises that have become popular in the last decade following the examples of Eaton and Kortum (2002) and Anderson and van Wincoop (2003) with one sector versions. The reliability of disaggregated structural gravity reported on here extends the potential range of such exercises.
Reliance on structural gravity also enables powerful tools for dealing with missing or noncredible data. Empirical research on disaggregated trade (and investment and migration) flows is typically hampered by such data problems. Structural gravity and its estimated bilateral resistances and fixed effects can, with sufficiently rich but incomplete data, generate projected bilateral flows, total shipments and expenditures and inward and outward multilateral resistances and unobservable bilateral trade costs. 
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This table reports the main tests of structural gravity by sector. In panel A, we report simple goodness-of-fit measures based on equation (6). In panel B, we decompose the variance into its multilateral resistance and size components. In panel C, we construct composite goodness-of-fit statistics based on specification (7). In panel D, we report relative AIC probabilities from alternative PPML specifications.
Finally, in panel E, we report p-values from one-sample t-tests by sector. See text for details. 
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We generate internal trade and also expenditure data by combining total shipments data and export data. Internal trade volumes are calculated as
For expenditures, we use
This procedures may result in negative expenditure and internal trade values, and does so for 1.7% of the internal trade observations and for 0.29 percent of the expenditures. In addition, 4.6 percent of the expenditures were missing. 28 To construct the missing expenditure values, first, we interpolate the data, then, we extrapolate the rest using CPI data from the WDI Database.
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To substitute for the negative internal trade and expenditure values, we use the average internal trade to expenditure ratio for each country across all products. This has to be done so that the expenditure shares and shipment shares remain consistent by modifying their values in turn. Specifically, let K(i) denote the set of goods for which, for any country i, X k ii > 0. Aggregate across k ∈ K(i) to form the aggregate version of (14):
Similarly form 'aggregate' expenditure
From these restricted aggregates, form the average ratio of internal trade to expenditure:
Finally, generate the value of inferred internal trade as
Using the generated values from (19) , replace the values of internal trade where (14) gives a non-positive value. Then use (14) again with the new data. For consistency of the data, this means that the original data on Y k i must be increased by the inferred value of internal trade from (19) .
To construct the distance variable, we employ the methods from Mayer and Zignago (2006) . 30 Their approach is appealing because it can be used to calculate consistently both internal distances and bilateral distances. 31 In addition, we follow Eaton and Kortum (2002) to decompose distance effects into four intervals. The distance intervals, in kilometers, are:
30 Their procedure is based on Head and Mayer (2000) , using the following formula to generate weighted distances: d ij = k∈i pop k popi l∈j pop l popj d kl , where pop k is the population of agglomeration k in trading partner i, and pop l is the population of agglomeration l in trading partner j, and d kl is the distance between agglomeration k and agglomeration l, measured in kilometers, and calculated by the Great Circle Distance Formula. All data on latitude, longitude, and population are from the World Gazetteer web site.
31 In the few instances where we were not able to implement Mayer and Zignago's procedure, we just took the distance between the main cities from the two trading partners.
provincial trade, and it is equal to zero elsewhere. Thus, the estimate on SAM E P ROV ij would capture any deviation of intra-provincial trade above or below inter-provincial trade and should be interpreted accordingly.
33
Canadian Data. Our data set extends the Canadian goods data from Anderson and Yotov (2010a) and combines it with the Canadian services data from Anderson et.al. (2011) . It covers the period [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] 34 for a total of 28 sectors (19 goods and 9 services). The trading partners include 12 provinces and territories, USA and a rest of the world (ROW) aggregate. Table 5 .
33 Such a distinction cannot be made for the aggregate regions (US and ROW). 34 The first-stage gravity estimates employed in our tests are based on 2-year lags. 35 The Northwest Territories and Nunavut are combined, even though they are separate since April, 1999. 36 See the Data Appendix from Anderson and Yotov (2010a) for details on the goods data and Anderson et.al. (2011) for details on the services data.
