Introduction
Since the seminal work of Maldacena and Ooguri on the AdS 3 string [MO1] , the SL(2, R) WZW model is more often than not identified with the WZW model on the universal cover of SL(2, R). Correlators in this model were subsequently [MO2] defined by analytic continuation of correlators in the so called H + 3 (or SL(2, C)/SU (2)) WZW model. This is of course not for lack of motivation; for target space physics it is necessary to get rid of closed timelike curves, so turning to the universal cover of SL(2, R) is a natural choice. Since the Killing metric on SL(2, R) is of Lorentzian signature one expects the need of regularization in analogy with target space Wick rotation for the string in flat spacetime, thus also the use of the H + 3 model is natural. In contrast, we will here mainly deal with the WZW model on the actual SL(2, R) group manifold, as reflected in the chosen set of representations, and on world sheets with conformal structures of Euclidean signature. Furthermore, the focus is on questions related to this model as a (non unitary) CFT as opposed to as a string model. More precisely, the aim of this article is to clarify some questions concerning how structures familiar from rational CFT will have to generalize, or not, to fit the SL(2, R) WZW model. Underlying a rational CFT is category of chiral objects (chiral category for short) with the structure of a modular tensor category. We aim here to clarify parts of the structure of the corresponding chiral category in the SL(2, R) WZW model.
One aspect that will be investigated concerns the nature of duality in the chiral category. In the rational case chiral objects have duals, and dual simple objects correspond to conjugate primary fields. In the SL(2, R) model it is usually assumed that the spectrum corresponds to a subset of the discrete and principal continuous series of unitary representations of sl(2, R). From the perspective of an operator formalism, one puzzling aspect of the SL(2, R) model is that the Clebsch-Gordan series of these representations do not contain the one-dimensional trivial representation. In contrast to a rational WZW model it thus seems that the representation theory of the horizontal subalgebra itself does not have a duality that can be reflected in a duality of representations of a corresponding affine Lie algebra. Furthermore, in the infinite cover case the fusion rules proposed in [BN] correspond to the Clebsch-Gordan series of sl(2, R) in that the identity field is not present. On the other hand, one can easily identify conjugate primary fields from the two-point functions in [MO2] . This begs the question of precisely what structure in the chiral category corresponds to conjugation of primary fields.
To this end we show that by restricting to weight representations contained in the unitary discrete series of representations of sl(2, R) one actually gets intertwiners from the tensor product of a simple module with its contragredient to the trivial module. Furthermore, there are no nonzero intertwiners in the other direction, implying that the tensor product is actually reducible but indecomposable. This result is presented as Proposition 3.4. In order to verify that this structure is lifted to the affine Lie algebra we then turn to an analysis of the U ( sl 2 )-modules obtained by prolonging (discrete series) weight modules and the trivial module of U (sl 2 ), and by acting on these with spectral flow automorphisms. After deriving various results concerning the structure of these modules in section 3.2, we give a definition of contragredient of these modules. It is then shown in Theorem 3.14 that this class of modules is closed under the operation of taking contragredients, and that the contragredient reflects that of the horizontal submodules as well as the conjugate of primary fields. The main result of section 3 is Theorem 3.16, showing that the space of two-point conformal blocks on the sphere is of dimension one iff the two points are labeled by a module and its contragredient, and zero-dimensional otherwise. Under the assumption that spaces of conformal blocks on the sphere are, as usual, hom spaces in the chiral category from the fusion product of the modules labeling the marked points to the vacuum module (corresponding to the identity field), this result shows that at least half of the structure of Proposition 3.4 lifts to the affine case. The other half, nonexistence of morphisms in the other direction, cannot be investigated with current knowledge of the SL(2, R) model. However, considering the relation between the tensor product of horizontal submodules and the fusion product in the rational case, it seems almost inevitable that also the other direction will lift to the affine case. The picture that appears of the chiral category in the SL(2, R) WZW model is that of a nonsemisimple tensor category, where the fusion product of two simple objects is not necessarily decomposable as a direct sum of simple objects. Furthermore, the asymmetry in Proposition 3.4, when lifted to the affine case implies that the chiral category will not have a duality (i.e., it will not have a rigid structure). There may still be a structure weaker than rigidity, however, and we note that the results presented here are still consistent with a so called semi-rigid structure [M] .
The second aspect that will be investigated is related to extensions of the chiral symmetry. Recall from the rational case that there is a class of extensions of chiral algebras known as simple current extensions. Simple currents are primary fields that correspond to invertible objects in the chiral category. The authors of [HHRS] proposed modular invariant bulk spectra for the SL(2, R) WZW model on the single cover. The structure of these indicate an extended chiral algebra, partly related to even spectral flow automorphisms. Motivated by an analogy with rational WZW models it is natural to expect the chiral objects obtained by acting with spectral flow on the vacuum module to be invertible, i.e. correspond to simple currents. We show in Theorem 4.1 that the vacuum module possesses properties required of the tensor unit of the chiral category. In Theorem 4.4 it is then shown that modules obtained from spectral flow on the vacuum module satisfy properties required of invertible objects inside certain hom spaces of the chiral category. We only manage to show this when all but one of the other objects in the hom space are prolongation modules of U ( sl 2 ), prolonged from U (sl 2 )-modules, but believe that going beyond this restriction is merely a question of technical difficulty. The results of section 4 are interpreted as strong indications that the modules obtained by acting with spectral flow on the vacuum module are indeed invertible, and correspond to simple currents. As a result we can identify an integer spin simple current extension partly responsible for the bulk spectra presented in [HHRS] .
The paper is organized as follows. Section 2 is devoted to a review of some relevant aspects of rational CFT, and a discussion concerning which aspects might survive in the SL(2, R) model. In particular we identify a class of U ( sl 2 )-modules, related to the discrete series and the trivial representation of sl(2, R), expected to be relevant. These modules form the objects of study in this paper.
Section 3 contains an investigation of the properties of this class of modules. First some basic facts concerning the zero mode representations are reviewed, in particular aspects related to unitarity vs. unitarizability. We show that, while the (Hilbert space) tensor product of unitary representations H D + j and H D − j does not contain the trivial representation, there is an intertwiner from the (vector space) tensor product of the underlying weight modules, D + j and D − j , to the trivial representation. We therefore conjecture that the chiral category C k contains U ( sl 2 )-modules constructed, not from the unitary discrete series but from the underlying linear (and unitarizable) discrete series of weight modules. Next, some of these U (sl 2 )-modules are prolonged to U ( sl 2 )-modules, including also new modules obtained by spectral flow. A definition of the contragredient of these modules is proposed, and it is shown that the modules prolonged from D − j are contragredient to those prolonged from D + j , together with analogous results for modules obtained by spectral flow (also including modules generated from the vacuum module). By determining suitable spaces of two-point conformal blocks it is shown that contragredient modules also correspond to conjugate primary fields.
In section 4 results concerning conformal blocks on CP 1 are established which strongly indicate that the modules obtained by acting with spectral flow on the vacuum module D k 0 are invertible. The orbits of modules D ±,k j under the subgroup of the simple current group given by even elements are bricks X ±,k j occurring in previously proposed bulk spectra, and we thus identify part of the extended chiral algebra as a (integer spin) simple current extension.
The final section contains brief discussions of some of the results, and of possible future directions.
Structures in rational CFT and the SL(2, R) WZW model
Since we aim to compare structures appearing in the SL(2, R) WZW model with structures familiar from rational CFT it is suitable to first review some aspects of the rational case, and then discuss more generally what can be expected in the SL(2, R) case.
Aspects of rational CFT
Let us first briefly review (some of) the relevant structures appearing in rational CFT. The symmetries of rational models are encoded in chiral algebras, which on CP 1 can be described as rational conformal vertex algebras. Fix such a vertex algebra V. One often splits the structure (and indeed, the construction) of rational CFT into chiral CFT and the remaining part of finding the physical correlators among chiral correlators.
Essential for chiral CFT is the category Rep(V) of modules of V. It is known [Hu] under certain requirements (which we assume to be satisfied) to possess the structure of a modular tensor category, in particular implying that it is an abelian, C-linear, finite, semisimple ribbon category. Semisimplicity means that every V-module is equivalent to the direct sum of finitely many simple modules. In particular, V-modules are completely reducible. Finite refers to the set of isomorphism classes of simple modules being finite. Denote by {S i } i∈I a set of representatives of these isomorphism classes. The property ribbon implies a number of structures.
First, it is a tensor category; there exists a tensor product, here denoted ⊗, of Vmodules, with a simple tensor unit 1 1, the vacuum module. Let S 0 be the chosen representative isomorphic to the tensor unit. In a rational CFT, ⊗ is the fusion product and 1 1 corresponds to the identity field, always assumed to be present. The tensor product induces a product on the set of isomorphism classes of modules, thus providing K 0 (Rep(V)) with the structure of a ring with a distinguished basis. The structure constants of this ring is precisely the fusion rules of the chiral CFT.
Second, it is rigid; there exist left and right dualities, coinciding on objects. A (right) duality associates to every object X a (right) dual X ∨ together with distinguished morphisms b X ∈ Hom(1 1, X ⊗X ∨ ) and d X ∈ Hom(X ∨ ⊗X, 1 1), satisfying
The distinguished morphisms of a left duality differs in the order of X and X ∨ . By Sῑ := S ∨ i , the duality defines an involution of I, I ∋ i →ῑ ∈ I, fixing the distinguished element 0.
Third, Rep(V) is braided; for any two V-modules X and Y there exists an isomorphism c X,Y : X ⊗Y ∼ → Y ⊗X satisfying Yang-Baxter relations. Finally, it is balanced; every V-module U comes with a distinguished automorphism Θ U (the twist), satisfying certain relations expressing compatibility with the tensor product, duality, and braiding. On simple V-modules the twist takes the form Θ S i = θ i id S i for a root of unity θ i = e −2πi∆ i , where ∆ i is the conformal weight of the primary field corresponding to S i .
The prefix "modular" refers to the additional requirement of invertibility of a |I| × |I| matrix S constructed with the help of the braiding and duality in Rep(V). This modular S matrix represents the modular transformation τ → −1/τ on the |I|-dimensional vector space spanned by characters of V-modules. One can also represent the transformation τ → τ + 1 with an invertible matrix, leading to a representation of the modular group SL(2, Z).
With the help of the category Rep(V) one constructs a modular functor, assigning (finite dimensional) vector spaces of conformal blocks to closed Riemann surfaces with certain additional structure, in particular marked points labeled by objects of Rep(V).
These vector spaces combine to vector bundles B with projectively flat connections over the moduli spaces of complex curves, and the conformal blocks (or chiral correlators) are holomorphic sections of these bundles. The dual (or "conjugate") Φῑ of a primary field Φ i corresponding to S i in a rational CFT then satisfies the defining property of being the unique primary field Ψ such that the conformal block on the sphere with insertions of Φ i and Ψ is nonvanishing.
Spaces of conformal blocks will play an important role further down, so let us recall the definition (see [FB] for the vertex algebra construction, or [BK] for the case of an affine Lie algebra). Restrict to the case of the vertex algebra V g,k related to an untwisted affine Lie algebra g at level k ∈ N. Simple objects correspond to simple integrable highest weight modules, L k λ , of U ( g). Denote by V k λ the Verma module with the same highest weight λ as L k λ . Let C be a smooth complex curve, p 1 , . . . , p n ∈ C distinct marked points on C with choice of local coordinates z 1 , . . . , z n in neighbourhoods of the marked points, and λ 1 , . . . , λ n integral dominant weights of g. If g denotes the simple Lie algebra isomorphic to the horizontal subalgebra of g, define
the Lie algebra of g-valued functions regular outside the marked points p 1 , . . . , p n , and with at worst finite order poles at the marked points. The algebra g(C − p) acts on
as follows. Use the loop algebra construction of g to identify the Laurent expansion of X ⊗ f in z i with an element X f i ∈ g. The action of X ⊗ f ∈ g(C − p) is then defined as
That this indeed defines a representation of g(C − p) is ensured by the residue theorem. , is defined as the space of coinvariants of the g(C − p) action:
i.e. it consists of functionals β satisfying
. Factors of 1 have been neglected to improve readability.
Spaces of conformal blocks satisfy a number of important properties, some of which are summarized in the following Proposition 2.2.
(i) For any smooth compact curve C, any finite nonempty set of marked points p on C, and any integrable L k λ , the vector space
is, up to isomorphism, independent of the choice of local coordinates. This a'posteriori justifies the abuse of notation of leaving out z in the notation.
, where a distinguished isomorphism is given by parallel transport with respect to a projectively flat connection.
Proofs of these properties can be found in, for instance, [TUY, BK] with the minor difference that they are dealing with the duals of the vector spaces H(C, p, L k λ ). Note that one consequence of this difference is that property (v) is in [BK] modified by replacing the right hand side with Hom
Since the category Rep(V g,k ) is rigid and semisimple these two hom spaces are canonically dual, and due to property (i) they are even isomorphic. For nonrigid or nonsemisimple categories, however, it matters greatly which of the two hom spaces appears on the right hand side of (v).
We will be very brief concerning the second part, constructing physical correlation functions, and discuss mainly what will be of direct relevance for this article. The principle of holomorphic factorization implies that physical correlators on a worldsheet Σ are found among chiral correlators on the complex double, Σ, of Σ. It has been shown [FRS1, FFRS] that the task of finding physical correlation functions can then be reformulated as that of finding a so called symmetric special Frobenius algebra A in Rep(V).
There is in any modular category a symmetric special Frobenius algebra on the object 1 1. The corresponding full CFT is sometimes called the Cardy theory, and always gives the charge conjugation torus partition function. In addition there is a class of Frobenius algebras, the so called Schellekens algebras [FRS2] , that can be canonically constructed. These algebras are responsible for (all) torus partition functions of simple current type [SY] . Recall that a simple current in a rational CFT is a primary field J with the property that there exists another primary field J −1 (which then must be the conjugate of J) such that J ⊗J −1 ∼ = 1 1 ∼ = J −1 ⊗J. In the chiral category C = Rep(V) a simple current is an invertible object, and the set of invertible objects gives a multiplicative subgroup of the fusion ring K 0 (C), the Picard group Pic(C). The effective center, Pic
• (C) ⊂ Pic(C), is the subset of the Picard group of C consisting of elements [J] whose order N J satisfies N J ∆ J ∈ Z, where ∆ J is the conformal weight of the simple current J. To every subgroup H ⊂ Pic
• (C) one can associate at least one (sometimes more than one) Schellekens algebra such that the isomorphism classes of its simple subobjects form precisely H. Mutually local integer spin simple currents have particularly nice properties. For instance, one can then identify an extension of the chiral algebra (as an object in C) as
where Z i,j are the coefficients of the torus partition function. The bulk state space of the CFT then takes the form
where each chiral brick X α consists of an H orbit of a simple object, X α = ⊕ j∈Hiα S j for some i α ∈ I. The modular invariant Z i,j is of course immediately obtained from Z ′ α,β . The chiral bricks X α correspond to simple objects in the category of representations of the extended chiral algebra.
Expected structures in the SL(2, R) WZW model
It is of interest how the structures reviewed above for rational CFT generalize, or not as may happen, to nonrational CFT in general and the SL(2, R) WZW model in particular. The notion of a vertex algebra is essentially a formalization of the operator formalism of CFT, so if an operator formalism exists for the SL(2, R) WZW model it is more or less automatic that there is also a notion of conformal vertex algebra covering this model (see remarks below in section 3.2). Assume henceforth that there exists a corresponding type of vertex algebra with representation category C. Refer for definiteness to C as the chiral category, and the objects thereof as chiral objects.
At present the nature of this hypothetical vertex algebra is unclear. It is, however, natural to expect that the chiral objects X ∈ Ob(C) are in particular modules of the centrally extended loop algebra of sl(2, R), and it is henceforth in the capacity of such modules they will be discussed. Take as sl(2, R) the complex algebra sl 2 generated by 4) together with the antiinvolution ω : J 0 → J 0 , J ± → −J ∓ . Let us also identify the centrally extended loop algebra with the pair ( sl 2 , ω), where the untwisted affine Lie algebra sl 2 is generated by 5) and the antiinvolution ω is defined as ω :
The horizontal subalgebra generated by J ± 0 , J 0 0 , together with the restriction of ω, will be identified with sl(2, R).
Consider the following decomposition of sl 2 :
while the definition
(2.7)
k+2 respectively, where C (2) denotes the second order Casimir of sl 2 . Demanding that
We refer to modules of the type V k as prolongation modules (being prolonged from V ).
Remark 2.4.
(i) As usual the Sugawara construction defines an action of the (enveloping algebra of the) Virasoro algebra on V k , such that L 0 acts as −d.
(ii) Note that the definition above implies
In the literature on the SL(2, R) WZW model an infinite cyclic subgroup of Aut( sl 2 ), the group of so called spectral flow automorphisms, plays an important role.
Definition 2.5. For s ∈ Z the spectral flow automorphism ϑ s is defined through
The spectral flow automorphisms extend automorphically to U ( sl 2 ), denote these extensions by the same symbols ϑ s .
Remark 2.6.
(i) By the Sugawara construction spectral flow also acts automorphically on the Virasoro algebra as
(ii) It follows easily that ϑ s • ϑ t = ϑ s+t , so the infinite cyclic group of spectral flow automorphisms is ϑ 1 ⊂ Aut( sl 2 ).
As automorphisms of U ( sl 2 ), the ϑ s also act on the corresponding category of modules.
denotes the representation morphism, and any s ∈ Z, define the module V k,s as
Restrict the level k for the modules under consideration such that k + 2 < 0 and k ∈ Z, and fix a k satisfying these conditions. Denote the corresponding chiral category by C k . The motivation for considering negative levels comes from the no ghost theorem [Hw] , from which it follows that there is then a set of modules constructed from the discrete and principal continuous series of sl(2, R) leading to a unitary string spectrum. Although the object under study here is a CFT and not a string theory, it is reasonable to first study the case that is at present best understood. The motivation behind the restriction to integer k is twofold. First, with this restriction there is an existing proposal for a modular invariant bulk state space [HHRS] , where the spectrum appears to be related to the actual group SL(2, R) and not to any cover thereof. Second, an analysis of Chern-Simons gauge theory with gauge group SL(2, R) (or indeed any finite cover thereof) reveals a quantization condition on the (Chern-Simons) level [W] . A relation between the SL(2, R) WZW model and the corresponding Chern-Simons theory analogous to the compact case then directly leads to a quantization condition on the level.
The category C k is expected to contain objects corresponding to U ( sl 2 )-modules constructed from the discrete series {D ± j } j of highest and lowest weight U (sl 2 )-modules, and from the principal continuous series {C α j } α,j . This follows from a path integral formulation where the zeromodes take values in L 2 (SL(2, R)), which decomposes in unitary representations of discrete and principal continuous type (see for instance [L] ). For the modules coming from the discrete series, assume those satisfying the bound k+2 2 ≤ j ≤ −1 appear in C k (here j denotes half the J 0 eigenvalue). In addition modules originating in the limits of the discrete series with j = − 1 2 may appear (these, however, do not appear in the decomposition of L 2 (SL(2, R))), as well as possibly modules corresponding to j = k+1 2 . This bound is again motivated by the no ghost theorem of [Hw] , which gives the bound j > k/2. Also, for k ∈ Z modules prolonged from D ± j are void of null vectors iff j > k/2 [DLP], and an argument analogous to that in [GW] for compact groups results in the decoupling in amplitudes of fields corresponding to modules with null vectors. In addition to the class of modules discussed above one expects C k to contain all modules obtained from these by the action of spectral flow [HHRS, MO1] .
Although this set of modules cover the proposed modular invariant spectra, there are reasons to believe that C k should contain also other objects. Under the assumption that it is a tensor category there should also be a tensor unit, and such an object is not to be found among the ones above. From the point of view of CFT, even though there is no identity field in the spectrum (the trivial representation of sl(2, R) is not found in L 2 (SL(2, R)) due to the noncompactness), this field should nevertheless play a role in an operator formalism. Denote the one dimensional trivial representation of sl 2 by D 0 . A comparison with the compact case then leads to the conjecture that C k should contain the vacuum module D k 0 . We also conjecture that C k contains modules obtained from the vacuum module by the action of spectral flow, i.e. D k,s
The origins as a representation category leads naturally to C k being C-linear and abelian. As already declared, one expects C k to be a tensor category. It is indeed hard to see how any of the familiar structure of rational CFT will generalize unless there is a fusion product, associative in a suitable sense, of objects in C k . In the rational case the ribbon structure of the chiral category is directly related to properties of the bundles of conformal blocks and the projectively flat connections on these. The construction of vector spaces of conformal blocks also makes sense in the SL(2, R) case. In addition, the physical origin of the coinvariance condition, the chiral Ward identities, will still have to hold in a conventional quantum field theory. The definition of spaces of conformal blocks, at least on CP 1 , will therefore be directly adopted from Definition 2.1. In addition we will make the crucial assumption that Proposition 2.2 (v) still holds in the SL(2, R) case, i.e. the following relation between spaces of conformal blocks on CP 1 and hom spaces in C k is assumed to hold:
14)
for any n tuple (V λ 1 , . . . , V λn ) of U ( sl 2 )-modules in C k . Independence of the choice of local coordinates in the definition of H( p, V k λ ) only depends on the Sugawara construction, and will still hold. Furthermore, chiral correlators on CP 1 will still satisfy KnizhnikZamolodchikov equations, so it is natural to expect that spaces of conformal blocks will also in the SL(2, R) case combine to vector bundles of conformal blocks, equipped with flat connections, over the moduli space of spheres with marked points. We will simply assume that this indeed holds, and that consequently the vector spaces H( p, V k λ ) are, up to isomorphism, independent of the position of the insertion points. The monodromies of the corresponding connections are then expected to equip C k with a braiding, and a structure analogous to the balancing (i.e. the family of twist automorphisms Θ X ) in the rational case.
It may be possible to define a conjugation on primary fields through the spaces of twopoint conformal blocks on CP 1 , in the case that these define a nondegenerate pairing of primary fields. In fact, for primary fields corresponding to the discrete series, {D ± j }, the two-point functions appearing in the literature, [MO2] 
as well as the proposed fusion rules [BN] of the SL(2, R) model (which essentially amounts to a truncation of (2.15) with modifications due to spectral flow) appears to be in contradiction with the assumption (2.14), and indeed with any sensible operator formulation, due to the nonappearance of the trivial module in (2.15). The apparent contradiction relies on a conventional interpretation of the fusion rules which assumes that C k is semisimple. As will be shown further down, properties appearing already for U (sl 2 )-modules provide strong evidence that C k is not semisimple, and that the fusion product will in general not be fully decomposable. The category C k can thus not be expected to be semisimple. As a consequence (compare the reconstruction of a weakly ribbon category from Moore-Seiberg data in [BK] ) there is no strong reason to believe that the conjugation on primary fields will equip C k with a duality. It may very well happen, however, that duality is replaced with a weaker structure, see Remark 3.5.
Among nonchiral aspects, one issue will be discussed here, namely the bulk state space and torus partition function. Recall from [MO1] that the bulk state space of the theory on the infinite cover was proposed to be obtained from sectors of the form 1 D
by taking the direct sum over all integer values of s and the direct integral over all values of j satisfying the unitarity bound. This bulk state space leads to a torus partition function that begs to be called the charge conjugation torus partition function. A comparison with two point functions on the sphere [MO2, GN] further strengthens this impression.
On the single cover the results of [HHRS] indicate that one might construct bulk state spaces from bricks of chiral objects of the form 17) and where j takes half integer values and satisfies the unitarity bound (only the discrete series were discussed). The multiplicities of the various combinations X k i ⊗ C X k j would, according to the proposal of [HHRS] , follow the SU (2) series of modular invariants at level −k − 4 2 . This proposal can with similar arguments be extended to k ∈ Q, with the interpretation of the sigma model on a finite cover of SL (2 it is tempting to say that X k j is self conjugate, which further strengthens the analogy with the SU (2) WZW model where simple objects are self dual. Recall, however, that C k will likely not have a duality, so the meaning of a primary field being self conjugate (beyond having nonvanishing two-point conformal block with itself on CP 1 ) is unclear. Both on a finite cover and on the infinite cover one may thus identify, in particular, theories with a charge conjugation bulk spectrum. Importantly, however, none of these cases correspond to a Cardy case theory since the bulk spectrum does not contain a vacuum sector.
The appearance of bricks like X k j in the bulk spectrum is in the rational case a signal of an extended chiral algebra, which can in turn be identified from the vacuum brick. In analogy with rational CFT it is natural to ask whether C k contains invertible objects such that the bricks X k j are the result of a simple current extension. If that is the case then obviously there must exist simple currents with infinite order. Again comparing to the rational case this is natural. In every compact (rational) WZW model, except for the E 8 model at level 2, the Picard group of the chiral category is isomorphic to the center of the simply connected real form of the corresponding Lie group. The center of SL(2, R) is an infinite cyclic group, so it is not inconceivable to find an invertible object generating an infinite cyclic subgroup of Pic(C k ). In further analogy with the rational SU (2) models one might expect that the action of spectral flow on the vacuum module generates invertible objects. It should be pointed out that there have already appeared, in a free field realization [IN1] , "spectral flow operators" whose insertions have an effect similar to insertions of the purported simple currents associated to spectral flow. Comparing the charges of these operators, however, it appears they do not correspond exactly to modules obtained by acting with spectral flow on the vacuum module.
Modules related to the discrete series and their contragredients
Let us first fix some notation. The algebraic tensor product of vector spaces will be denoted by ⊗, whereas the Hilbert space tensor product of Hilbert spaces will be denoted by ⊗ H . In other words, ⊗ H involves a completion w.r.t. the Hilbert space norm compared 2 The condition on the level was not explicitly stated, but can be straightforwardly derived from the results. Note that to get a semi positive level in the SU (2) case one must require k + 4 ≤ 0, which is stronger than previously required. The reason is that the result of summing up the characters of the modules contained in X k j for j = −1/2 and j = (k + 1)/2 is, after discarding a delta function, zero. To get a nonvanishing contribution (again, after discarding certain delta functions) the brick X k −1 must be included and −1 > (k + 1)/2, requiring k + 2 ≤ −2. See also a more thorough discussion in [BjFj] to ⊗. The same notation is used to distinguish the Hilbert space direct sum, ⊕ H , from the vector space direct sum, ⊕. A similar notation is used to distinguish unitary modules H V = (V, (·, ·), ρ) where (V, (·, ·)) is a C-Hilbert space and ρ : U (g) → U (u (V, (·, ·))) is the representation morphism, from linear modules V = (V, ρ) where V is a C-vector space and ρ : U (g) → End(V ) is the representation morphism.
3.1. The discrete series of sl(2, R)
The (very basic) results presented in this subsection are not claimed to be original. However, to the best of our knowledge the main result, Proposition 3.4, does not appear explicitly in the literature. The distinction between unitary and unitarizable modules is emphasized, and the corresponding results give valuable hints concerning the structure of the category C k . Let, as in the introduction, sl(2, R) mean the pair (sl 2 , ω), where sl 2 satisfies (2.4). Recall that L 2 (SL(2, R)) can be decomposed into the discrete series and the principal continuous series of unitary irreducible representations of SL(2, R) (and of sl(2, R)). The discrete series, H D Instead, make use of the weight decomposition to define contragredient modules.
The representation morphism on the contragredient module is defined by
Modules contragredient to D ± j satisfy the following obvious property.
Proof. The proof is trivial. Defining the dual bases {ϕ ± m } m∈N 0 of the contragredient modules by ϕ ± m (|j, n ) = δ m,n we have on (D + j ) :
The linear map ϕ + m → |j, m − obviously defines an intertwining isomorphism from (D
There is another equally obvious intertwining isomorphism from (D
The proof of the following proposition is equally trivial and will not be spelled out. (i) The map
defines a, unique up to a scale factor, (nondegenerate) invariant bilinear pairing.
(ii) Consequently the linear map ψ j :
gives the, unique up to a scale factor, nonzero intertwiner from
It is not difficult to show that the intertwiner ψ j has no section. In fact, the only possible nonzero intertwiner from the trivial representation to D 
Hom sl(2,R)
In these formulas, H D 0 is viewed as a unitary module with the obvious inner product. The trivial, but nevertheless interesting, observations in Proposition 3.4 and equations (3.14) and (3.15) illustrate that categories of unitarizable and unitary representations may have very different properties in the infinite dimensional case.
Remark 3.5. An immediate implication of Proposition 3.4 is that a monoidal subcategory of Rep(U (sl 2 )) containing both D ± j for at least one j can be neither semisimple nor rigid. It is conceivable that such categories may still possess a particular generalization of rigidity so called semi-rigidity [M] . Consistent with equations (3.12) and (3.13), the definition of semi rigidity includes morphisms from objects of the type D ⊗ D to 1 1, but not in the opposite direction.
The reason why the results in this section are interesting for us is the connection between the fusion product and the tensor product of modules of the horizontal subalgebra. In particular, if primary fields correspond to modules prolonged from D ± j one is lead to expect that the structure of hom spaces in Proposition 3.4 will lift to corresponding hom spaces in the chiral category C k . The main reason to believe this conjecture is the difficulty to reconcile known two-point functions with (3.14) and (3.15). In the case of infinite cover we know [GN] that conjugate primary fields coincide (for vanishing spectral flow) with conjugate representations of sl(2, R). If the OPE of the two primary fields reflects the fusion rules, equations (3.14) and (3.15) implies that the identity field does not appear in the OPE, and nonvanishing of the two-point function appears mysterious 3 . The structure in Proposition 3.4, on the other hand, rhymes well with the nonvanishing two-point functions.
U( sl
In addition it seems like a very unnatural procedure to prolong a unitary U (sl 2 )-module only linearly. To cure this one could try to unitarize the complete module It is clear from the definition that D ± j are Verma modules of U (sl 2 ) (extending the notion of Verma module to cover also lowest weight modules). Using the Cartan decomposition of sl 2 it is therefore also obvious that we can write . Recall that the Kac-Kazhdan determinant [KK] for the subspace of weight λ − η of a U ( sl 2 ) Verma module of highest weight λ is given by
where ∆ + is the set of positive roots of sl 2 , ρ is the affine Weyl vector, and P is the Kostant partition function. Consider first D −,k j . This is a Verma module with highest weight λ = (k − 2j)Λ 0 + 2jΛ 1 , where Λ 0 , Λ 1 are the fundamental weights (the roots of sl 2 are normalized to have length squared 2). The most stringent requirement comes from the factor with n = 1 and the simple root α 0 = α ∨ 0 :
It follows that the kernel of the contravariant form is trivial, and there are therefore no proper submodules, iff j > k/2 (if j ≤ k/2 there is always a root that gives a factor of 0). The result is the same for D The following result is well known, the first statement appearing in [MO1] . Proof. Since all the modules under consideration are simple and generated by a cyclic vector the proof is straightforward by checking the action of spectral flow on the cyclic vector. The weights (more precisely, the (L 0 , J 0 0 ) eigenvalues) occurring in these modules are:
The set { k+1 2 , k+2 2 , . . . , − 1 2 } of allowed values of j is preserved by the reflection j → k/2 − j. Note that, since If U ( sl 2 )-modules are given the conventional Z grading 4 using L 0 , the nonvanishing homogeneous subspaces of the modules discussed here, with the exception of D k 0 , are all infinite dimensional. Furthermore, with the exceptions D
, homogeneous subspaces are nontrivial at all Z-grades. The weight decomposition can in fact be used to provide a Z × Z grading, where the first factor corresponds to the integer part of the L 0 eigenvalue and the second factor corresponds to the J 0 0 eigenvalue. Fix the following convention: the homogeneous subspace labeled by (0, 0) ∈ Z × Z is spanned by the distinguished cyclic vector (i.e. the image of the highest/lowest weight vector). This determines the grading in terms of (L 0 , J 0 0 ) eigenvalues uniquely. The importance of the Z × Z grading comes from the following, trivially shown, properties.
(ii) For any n ∈ Z there exists a N n ∈ Z such that V m,n = {0} for all m ≤ N n .
Remark 3.10.
(i) Statement (ii) of the proposition is crucial since it guarantees that the Sugawara construction gives a well defined representation of the Virasoro algebra on each module. In addition, the same property is required of a strongly graded module, or generalized module, of a (strongly graded) conformal vertex algebra as defined in [HLZ] .
(ii) These properties imply that, with the sole exception of D k,0 0 ≡ D k 0 , none of the modules under consideration belong to the category O k+2 . It follows that the results of Kazhdan & Lusztig [KL] cannot be applied to the SL(2, R) WZW model.
It is useful to illustrate the structure of the modules by weight diagrams. The weight diagram of D k 0 takes the form:
The weights in the module are located in the shaded wedge bounded by the diagonal lines generated by repeated action of J 
The weight diagrams for D 
Note that the extremal weights (the tips of the wedges) of D k,±1 0 , i.e. (k/4, ∓k), coincide with the extremal (highest resp. lowest) weights of D ±,k k/2 , which are both reducible. In fact, we have
, where W ± k/2 are the submodules generated from
are simple highest/lowest weight modules they are quotients of the corresponding Verma modules, D ±,k k/2 , by the maximal submodules. It is easily checked that J ∓ −1 |k/2, 0 are highest/lowest weight vectors, and since they reside at Virasoro level 1 and at the boundary of the weight wedge, the submodules generated from these vectors are maximal submodules. 
The corresponding diagrams for D −,k,s j are obtained via Proposition 3.8. It is obvious from these diagrams that the homogeneous eigenspaces become trivial when moving down far enough along constant J 0 0 eigenvalue.
It is of interest to determine how the modules D ±,k,s j decompose as U (sl 2 )-modules with respect to various sl 2 subalgebras of sl 2 . In full generality this is outside the scope of this article, but the following result will be useful in the next section. with j > k/2 decompose in a direct sum of unitarizable U (sl 2 )-modules w.r.t. ω, where sl 2 is the horizontal subalgebra. Furthermore, with the exception of D k 0 these modules are reducible but not fully decomposable as modules over the horizontal U (sl 2 ).
Proof. The first statement is obviously true for D k 0 , since, as a U (sl 2 )-module it is decomposable in a direct sum of finite dimensional submodules, not all of which are one dimensional. Consider next D +,k j . Note that all vectors of the type J − −1 n |j, 0 are lowest weight vectors w.r.t. the horizontal subalgebra, but for n > −j this has negative J 0 0 eigenvalue. The corresponding lowest weight module therefore does not belong to the class of unitarizable modules. Inspection of the weight diagrams of the rest of the modules reveals that moving far enough upwards along the boundary one will always encounter a change in sign of the J 0 0 eigenvalues of the highest or lowest weight vectors along the boundary, and the same argument thus shows the first statement for all of the remaining cases. The second statement will be shown for D +,k j , the proof is completely analogous for the other modules. Choose an integer n such that j + n > 0 and consider the U (sl 2 )-module freely generated from the lowest weight vector
. This module, with a basis given by the vectors (J + 0 ) m ω (n) , is thus equivalent to the Verma module with lowest weight −2(j + n) < 0. It immediately follows that it is not fully decomposable, with a maximal submodule generated from the lowest weight vector (J + 0 ) 2(j+n)+1 ω (n) . Further analysis shows that the horizontal submodules in general do not decompose as a direct sum of Verma modules, the structure of embedded submodules is more involved.
A contragredient of U( sl 2 )-modules
Recall that for an integrable module M of U ( g) one defines its contragredient, M + , by using the N 0 grading given by L 0 , M = ⊕ n∈N 0 M n . As a vector space M + is the restricted dual of M , M + = ⊕ n∈N 0 M * n , and the action of X m is given by minus the transpose of X −m . This definition works well for integrable modules since then each homogeneous subspace M n is finite dimensional. Of the modules considered in this article, only D k 0 is integrable, and it seems unlikely that the same notion of contragredient will be useful.
One conceivable modification would be to equip each subspace M n with the structure of a Hilbert space, and defining a "restricted conjugate" representation. The obvious first guess would then be to let M 0 be a unitary representation of the horizontal subalgebra, inducing an inner product on the remaining levels by the Shapovalov form (or the analogue with the involutive anti automorphism ω rather than the Cartan involution), and completing each homogeneous subspace with respect to the inner product norm. The resulting sesquilinear form, however, is not positive definite in D ±,k,s j (hence also not in H D ±,k,s j ), as follows from the proofs of the no ghost theorems in [Hw, MO1] , and does not give an inner product. Note that this holds both with respect to ω and to the Cartan involution (corresponding to the affine version of su (2)), as can be read off from the Kac-Kazhdan determinant. Next one could try introducing by hand inner products on each M n such that the horizontal subalgebra is represented unitarily. The first statement of Proposition 3.12 implies that the adjoints of the generators J 0 0 , J ± 0 would have to be different in different submodules of M n . The situation, however, is worse than that. The second statement of Proposition 3.12 implies that some subspaces M n cannot be equipped with inner products such that the horizontal subalgebra acts unitarily, since such structures cannot exist on reducible but indecomposable modules.
It might still be possible to introduce a topology on the homogeneous subspaces and define a contragredient on the "restricted continuous dual" of M . This possibility will not be investigated here. We will instead use the full Z×Z grading to define a contragredient. , for s ∈ Z and j < 0, and denote by V m,n the homogeneous subspace of grade (m, n) ∈ Z × Z. The contragredient of V , denoted V , is defined as the vector space 20) with action defined by 23) and extended by linearity, for any ϕ ∈ V and v ∈ V . In the formulas defining the action it is assumed that V * m,n is extended trivially to all V k,l for (m, n) = (k, l). Note that, applied to integrable modules Definition 3.13 becomes equivalent to the conventional definition. That this definition is sensible follows from Theorem 3.14. For any k ∈ −N >2 , j ∈ { k+1 2 , . . . , − 1 2 }, s ∈ Z the following equivalences hold
The following lemma is useful in proving the theorem.
Lemma 3.15. For any U ( sl 2 )-module V we have the equality
where the superscript s denotes the action of spectral flow with s ∈ Z.
Proof. Note that the underlying vector spaces of (V s ) and (V ) −s are the same, so it suffices to check the action. Definitions 2.5 and 3.13 immediately give 27) where on the right hand side representation morphisms of V have been left out. Comparison immediately gives the proof.
The means to prove the theorem are now at hand.
Proof of Theorem 3.14. Consider first the equivalence D
by ϕ(|j, 0 ) = 1. It follows immediately from Definition 3.13 that
i.e. ϕ is a highest weight vector with the same weight as the highest weight vector of D +,k j . The submodule generated from ϕ is then equivalent to a quotient module of the corresponding Verma module, but since the latter is simple it follows that the submodule generated from ϕ is equivalent to D
, and since all homogeneous subspaces are finite dimensional we know that dim D
Consider Poincaré-Birkhoff-Witt bases of D ±,k j , labeled by triples {( k + , k 0 , k − )} where each k a is a N 0 sequence with almost all entries = 0. In the case of D ±,k j the sequences k 0 and k ∓ are required to have vanishing first entries,
, the dimensions of the homogeneous subspaces can now be expressed as
Note that (3.28) and (3.29) are not identical due to the different constraints on the sequences k ± . It immediately follows that the map As stated above, the definition of contragredient given here coincides with the conventional definition on integrable modules, so it follows trivially that D k 0 ∼ = D k 0 . The remaining equivalences now follow from the ones already shown together with Lemma 3.15.
Having defined a contragredient of (a class of) U ( sl 2 )-modules one would like to know what structure C k inherits from this. Consider therefore the two-point conformal blocks on CP 1 . Theorem 3.16. Let 0, ∞ ∈ CP 1 be equipped with the standard quasi global coordinates z and w = 1/z. We then have
Elements in a space of two-point conformal blocks on CP 1 are known as Ishibashi states, and there is a standard way to obtain them [I] . The line of proof here will largely follow that construction, with slight modifications. Most importantly, as formulated here there is no need for an inner product on the modules. It is furthermore likely that for s = t = 0, the result is possible to extract from the Ishibashi states constructed in [HS] , although the formalism differs significantly. The case s = t requires results from the next section, and is therefore is relegated to appendix A. We focus here on the case s = t.
, and the action of this algebra amounts to the action of elements J a n ⊗ 1+ 1⊗ J a −n for a = 0, ±, n ∈ Z. Furthermore, use Theorem 3.14 and replace D With no restrictions on c p, q ∈ C it is clear that any element in the algebraic dual can be represented in this way. Using the Sugawara form of L 0 it is easily shown that the coinvariance conditions implies
(note the minus sign). Assume β is a nonzero coinvariant. Then there exists at least one basis element | r ⊗ ϕ s such that β(| r ⊗ ϕ s ) = 0. The coinvariance conditions (3.30) and (3.32) imply that if | r has grade (n, m) then ϕ s has grade (n, −m). Using the fact that both modules are Verma modules, and expressing the bases in PBW bases, the relation (3.30) can be used to relate β(| r ⊗ ϕ s ) to β(|0 ⊗ ϕ 0 , resulting in 33) where |0 respectively ϕ 0 denote the highest/lowest weight vectors, for some α r, s ∈ C × . Clearly, for any element v such that β(v) = 0, equation (3.33) has to be satisfied with some α v ∈ C × . For two nonzero solutions of (3.30), β and β ′ , also β + λβ ′ is a solution for any λ ∈ C, and there exists a λ such that β(|0 ⊗ ϕ 0 ) + λβ ′ (|0 ⊗ ϕ 0 ) = 0. It thus follows that any two solutions to the coinvariance conditions (3.30) are proportional, and the linear space of solutions is at most one-dimensional. To show that it is not zero-dimensional, show that the nonzero
indeed solves (3.30) (note that this ansatz pairs the grades (n, m) and (n, −m) as required). If it did not, there would exist a basis element | r ⊗ ϕ s such that β((J a n ⊗ 1 + 1 ⊗ J a −n )| r ⊗ ϕ s ) = 0 for some a and n. This cannot be, since
The proposition has now been shown to hold for i = j, s = t = 0. The modifications needed for D −,k j are trivial and will not be spelled out. Allowing i = j but still keeping s = t = 0, the conditions (3.30) still imply a relation like (3.33), with the only difference that ϕ 0 is replaced by some other element at Virasoro level 0 . However, restricting (3.30) to n = 0 and applying to the ansatz (3.31) removes any Virasoro level 0 elements. This follows from Proposition 3.4. Thus the proof is done for s = t = 0.
Next, consider again i = j but allow s = t = 0 The only step in the proof that does not immediately hold for D ±,k,s j , s = 0, is in showing the relation (3.33) where the existence of a PBW basis was used. On D ±,k,s j one can instead use the basis given by ϑ s acting on a PBW basis to arrive at (3.33), where |0 then represents the cyclic vector from which the whole module is generated.
Allowing i = j but keeping s = t it is straightforward to generalize the line of proof from s = t = 0. The remaining case of s = t will be treated in appendix A.
Remark 3.17.
(i) Under the assumption (2.14), the theorem implies
(ii) With present knowledge there is no way to determine Hom
, but considering Proposition 3.4 it is hard to imagine any other result than {0} independently of i, j, s, t. It then follows that C k is nonsemisimple, and furthermore cannot possess a rigid structure.
Extended chiral symmetry and simple currents
As stated in the introduction, it is natural to expect invertible objects, simple currents, in the chiral category, such that Pic(C k ) contains at least an infinite cyclic subgroup corresponding to the center of SL(2, R). Comparing with rational WZW models it is furthermore natural to expect that the simple objects D k,s 0 are invertible in C k , satisfying D k,s 0 ⊗V k ∼ = V k,s for any object V . This would then lead to an infinite cyclic subgroup in Pic(C k ) isomorphic to ϑ 1 . Note that, of course, this implies that D k 0 itself has trivial fusion with any object and therefore takes the role, as expected, of the tensor unit 1 1.
Let us first find gather evidence that D k 0 is a tensor unit in C k . The strongest indication of this property would be that Hom C k (D k 0 ⊗W, 1 1) ∼ = Hom C k (W, 1 1) for any object W . Thus the following theorem.
Theorem 4.1. For any n tuple V k λ of U (sl 2 )-modules at level k and any n + 1 points
The proof of this theorem actually follows the proof in the rational case. To this end one may use a variation of Proposition 2.3 in [B] (see also [BK] ): Lemma 4.2. (Beauville) Let g be a simple Lie algebra, V k λ a U ( g)-module of level k, and
be a tensor product of arbitrary U ( g)-modules, and let q, and p = (p 1 , . . . , p n ) denote n + 1 points on a smooth complex curve C. Then
where, on the right hand side, g(C − p) acts on V λ by evaluation at q.
Proof. Also the proof follows [B] , although with some modifications. By the RiemannRoch theorem there exists a function z on C, vanishing at q, such that any f ∈ O(C −q − p) can be written uniquely as
Note that under this isomorphism, the first summand acts on V k λ by evaulation, while the second summand acts on V k λ in the natural way and on V k µ by evaluation.
be the surjection transpose to the inclusion
Then, the restriction p of i * to the subspace of g − -invariants is a linear isomorphism:
It immediately follows that Ker(p) = {0}, and p is surjective since any element of
The final step of the proof amounts to showing that p is g(C − p)-equivariant, which follows if the inclusion i is equivariant. Note that
The transpose of i, and in particular its restriction p, is then automatically equivariant. Since the isomorphism p is equivariant it restricts further to an isomorphism of g(C − p)-invariant subspaces, which completes the proof.
The proof of Theorem 4.1 is now trivial.
Proof of Theorem 4.1. According to Lemma 4.2,
, but since D 0 ∼ = C with the trivial action, the latter space is isomorphic to
Remark 4.3.
(i) Note that Theorem 4.1 requires n > 0, however it is also trivial to show explicitly that, on CP 1 , H(p, D ±,k,s j ) = {0} (for j in the unitary range) and
(ii) In a semisimple rigid category Theorem 4.1 implies that D k 0 is isomorphic to the tensor unit, and Hom C k (D k 0 , 1 1) ∼ = C then implies that 1 1 is absolutely simple. Since the category C k cannot be assumed semisimple or rigid, however, our results do not allow us to draw these conclusions.
We would have a strong indication that the modules D
for any simple object V k and any object W . What we have been able to show in this direction is the following theorem. and let X and Y be any U ( sl 2 )-modules. Then, on CP 1 ,
for any s ∈ Z.
Proof. Use first Lemma 4.2 repeatedly to get an isomorphism
Fix the standard local coordinates z around 0 and w = 1/z around ∞, it then follows that sl 2 (CP 1 − 0− ∞) ∼ = sl 2 [z, z −1 ]. If z i is the value of z at the point p i , the coinvariance condition reads:
for a = 0, ± and all m ∈ Z. Since, as vector spaces,
the coinvariance condition on the dual of the left hand side is expressed using the representation morphism of the right hand side as invariance under the action of
Were it not for the evaluation terms in the second line, the equivalence of (X s ⊗ Y −s ⊗ V λ 1 ⊗· · ·⊗V λn ) * sl 2 (CP 1 −0−∞) and (X ⊗Y ⊗V λ 1 ⊗· · ·⊗V λn ) * sl 2 (CP 1 −0−∞) would be immediate. The mismatch due to these terms is, however, easily cured. Note that the map J 0 → J 0 , J ± → z ±1 J ± is an inner automorphism of sl 2 for any z ∈ C × . Thus, replacing each V λ i with the one obtained by precomposing the representation morphism with the inner automorphism given by z −s i gives precisely the required coinvariance condition. Since these modules are equivalent to the V λ i , the proof is complete.
Theorems 4.1 and 4.4 immediately imply the following corollary.
Corollary.
Remark 4.5. Again, under assumption (2.14) the results above imply
for any object V k and any object W of the form V k
is a prolongation module. The difficulty in showing the same result for an arbitrary type of module W appears to be a technical one, and we expect that the stronger result indeed holds. This is, as already mentioned, with the knowledge at hand as strong an indication of D 
Abusing the term "primary field" somewhat (the modules D k,s 0 are not highest or lowest weight U ( sl 2 )-modules for s = 0, ±1), a primary field corresponding to the invertible object J ⊗s will have conformal weight
It follows that for s ∈ 2Z the invertible object J ⊗s is an integer spin simple current, and the collection of even s invertible objects correspond to an infinite cyclic subgroup
where X ±,k j is the brick from (2.17). Consequently, the brick decomposition of the bulk spectra in [HHRS] correspond in part to an integer spin simple current extension. A natural question is whether also the full brick X k j = X + j + X − j is the result of a simple current extension. One possibility is that there exists an invertible object L ∈ Ob(C k ) with the property L ⊗D
for some l ∈ Z. We have not been able to identify a candidate for such an invertible object. Note that the action of J itself would shift j to k/2 − j, and so does not qualify.
Discussion
The aim of this paper was to investigate the structure of the chiral category C k underlying an operator formulation of the SL(2, R) WZW model at negative integer level k. To this end we have studied properties of a certain class of U ( sl 2 )-modules obtained by prolonging the discrete series of weight modules and the trivial module of U (sl 2 ), and by acting on these modules with spectral flow automorphisms. Briefly, the main conclusions are:
• There is a natural notion of contragredient U ( sl 2 )-module which corresponds to conjugate primary fields.
• There are strong indications that there exists a nonzero morphism from D
) to the tensor unit 1 1, in contrast to what the unitary Clebsch-Gordan series of sl(2, R) would suggest.
• There are strong indications that there are no nonzero morphisms from 1 1 to D
, thus implying that the chiral category C k contains nonsimple but indecomposable objects, and that C k canot be rigid.
• The simple objects D k,s 0 obtained by acting with the spectral flow automorphisms on the vacuum module satisfy consistency requirements of being invertible objects with fusion D
and in particular, D k 0 satisfies properties required from the tensor unit of C k . Consequently we have found evidence that the bricks X ±,k j occurring in proposed bulk spectra on the single cover of SL(2, R) are obtained by an integer spin simple current extension.
It is worth emphasizing that the representation theory of sl(2, R) is very well understood, so the results presented in section 3.1 should likely be possible to extract from the literature. Only very basic tools are needed, however, making it easier to derive the results directly. The results displaying a significant difference between unitary and unitarizable modules are particularly interesting, at least for applications to the SL(2, R) WZW model, and deserve to be investigated further. As an example it would be interesting to examine the full monoidal subcategory of Rep ((sl 2 , ω)) generated from simple unitarizable weight modules. Results in this direction would provide nice hints to the monoidal structure of C k .
Many of the results in section 3.2 appear to be more or less well known in the community, as evidenced by statements in the literature. It would, however, be wrong to claim that the structure of these modules is completely understood, as indicated by the result in Proposition 3.11. As an example, a better understanding of the decomposition of this class of modules in terms of various sl 2 subalgebras is likely to be useful in, for instance, an attempt to generalize the Kazhdan-Lusztig [KL] construction of the fusion product to these modules.
It would in addition be useful to understand better the construction of these modules using free fields. Free field realizations have been employed in applications to SL(2, R) models for a number of years [GKS] , and even though the understanding of these have increased over time (see e.g. the recent [IN1, IN2] ), the understanding of the free field construction of the relevant modules is still incomplete. Since the modules discussed here are simple and Verma, or straightforwardly obtained from such modules, one would guess that the BRST construction of Bernard & Felder [BeFe] will degenerate or trivialize in the SL(2, R) case, leaving the role of screening currents less clear. Note, however, that Proposition 3.11 implies that the modules D k,±1 0 are proper quotients of Verma modules. A construction of these using free fields will therefore involve a non trivial BRST complex.
The results of section 3.3 are the main results of the present article, and have important consequences for the SL(2, R) WZW model. For instance, if the chiral category is nonsemisimple and nonrigid great care is called for in interpreting alleged fusion rules. As an elementary illustrative example, let V k i , i ∈ I denote a set of simple U ( sl 2 )-modules, and consider the two sets of quantities ("fusion rule coefficients") N If, on the other hand, C k is neither semisimple nor rigid, none of these relations hold in general. These types of remarks will have crucial implications for factorization properties of conformal blocks. It is therefore of great importance to put these results on a more solid foundation. In order to achieve this it would be useful to have an independent construction of the category C k . In this direction it is worth investigating whether the modules discussed in here also appear as (perhaps generalized) modules of a conformal vertex algebra related to the untwisted affine Lie algebra sl 2 at negative integer level. Since there is by now a well developed theory of strongly graded (generalized) modules of (strongly graded) conformal vertex algebras [HLZ] , such a construction would likely imply a number of immediate results. Another attractive feature of this approach, if successful, is the results concerning semi-rigidity of modules of certain vertex operator algebras [M] . A less direct approach would be to try and find a Kazhdan-Lusztig dual Hopf algebra (or, perhaps in this case, bialgebra), governing the structure of the category C k . Such algebras have recently been studied in some examples of nonrational CFT's, a class of logarithmic models [FGST] , with interesting results. The conventional method to obtain a quantum group from a CFT goes via a free field realization and screening currents, again stressing the need for a better understanding of these in the SL(2, R) case.
Concerning the issue of invertible objects discussed in section 4, a strengthening of Theorem 4.4 would be comforting, and, we believe, possible. Again, an alternative to simply strengthening the theorem would be to evaluate the corresponding n-point functions in a free field realization. The nature of a hypothetical extension, beyond the simple current extension discussed above, of the chiral algebra with simple modules corresponding to the bricks X k j , remains elusive. In the world of quantum groups one may consider quantized universal enveloping algebras of the Lie algebra sl(2, R). There is an extension of these algebras due to Faddeev [F] , claimed to be relevant for Liouville theory, known as the modular double of U q (sl(2, R)). Due to the relation between the SL(2, R) WZW model and Liouville theory one might hope that this extension is in some way related to the extension at hand. There seems, however, to be no independent reason to believe that this is the case. Applying (A.2) it follows that for any u ⊗ |j, m such that β(u ⊗ |j, m ) = 0, the latter expresion is proportional to β(u ′ ⊗ |j, 0 ) for some u ′ . The condition (A.2) with a = 0 then gives 2j = 2i + sk − 2p for some p ∈ Z. The conditions (A.1) imply that u ′ must be of Virasoro level ≤ 0. A comparison with (3.17) (or the weight diagram for D +,k,s i ) then reveals that for s ≥ 1, (2i + sk − 2p) ≤ (2i + sk) < sk < 0, while for s ≤ −1, (2i + sk − 2p) ≥ (2i + sk) > 0. Since k < 2j < 0 the condition 2j = 2i + sk − 2p cannot be satisfied either for s > 0 or for s < 0. It follows that the space of coinvariants is 0 whenever s = t, finishing the proof of Theorem 3.16.
