This paper applies to Free Flight some lessons learned from ten years of investigation into computing in the modern cockpit. Early efforts concluded that Artificial Intelligence was better suited to Flight Management and Pilot Decision Support than to aircraft control. Later efforts produced an AI-based cockpit software decision system for inferring current flight operation without querying the pilot. That decision system was used to drive adaptive displays and a rulebased Pilot Advisor. This prior work implemented a state of the art fixed-base engineering flight simulator, whose software was favorably evaluated by a team of pilots. Currently, an innovative Flight Management System is being implemented, based on cooperating software agents. The technology focus is not just on hardware but on the software that can integrate new Free Flight functionality, in terms of increasing pilot situational awareness, while not increasing his workload. Software methods integrate data from multiple sources, dealing with weather, traffic, terrain, and route. Such data fusion results in an integrated, pilot-centered, smart guidance and display system.
Introduction
The average airline passenger recognizes that something needs fixing in the National Airspace System, even though he may not know that's what it's called. What he does know is that he is increasingly exposed to flight delays and extra ramp time associated with such things as long lines of aircraft trying to take off. With reference to flight operational efficiency, the passenger wonders if this is as good as it gets.
From the overall viewpoint of total system efficiency, flight operations may be improved through incorporation in the cockpit of technological innovations in computing. To take advantage of such innovations, however, requires commensurate changes in the ground-based Air Traffic Control system (ATC).
In anticipation of such innovations, the Federal Aviation Agency (FAA) in the mid-nineties commissioned several studies through the established government advisory agency known as RTCA.
A chief result of the RTCA study was development of the concept of Free Flight 1 . Free Flight envisions increasing the overall efficiency of Air Traffic Management by implementing Collaborative Decision Making between ATC and the individual aircraft pilot. This will allow for more optimum flight profiles and trajectories, while maintaining or increasing safety, by making full use of available information and technologies 2 . This implies augmentation of cockpit avionics subsystems in the areas of communication, navigation, surveillance and display, with focus on increasing pilot situational awareness.
With augmentation of existing cockpit avionics subsystems comes the need for increasing integration and automation, so that pilot situational awareness is increased, without an accompanying increase in interpretational workload. Also, increasing levels of automation and integration are implied, just to implement some of the new functions envisioned.
The optimized cockpit for Free Flight in the twenty-first century will depend heavily on displays and computation. It is the purpose of this paper to report on some academic investigations that have been made in developing software and displays for such a cockpit.
Cockpit Integration -Factors and Philosophy

The Ubiquitous Computer
Computing is already becoming commonplace in new avionics packages. Loran-C and GPS receivers are computationally based. Moreover, they both provide substantial Area Navigation (RNAV) capability, including autopilot coupling. There is a trend, observable first in military and heavy commercial aircraft, to integrate computationally-based guidance and navigation functionality into one package. With the advent of Free Flight and its augmentation of communication, navigation, surveillance, and display functions, such integration shall be pushed to the limit. However, such functional integration must find a hardware home. And, ultimately, it will probably not be in disparate radio receivers. To be cost-effective across the spectrum of NAS users, such cockpit integration will most likely be through software. Such software, representing an integration of many diverse functions, must have an evolvable architecture. And, it must reside in a host where it most comfortably fits. That host is probably what has been the traditional Flight Management System (FMS) 2 .
Pilot/Airplane Interface A computationally-based, functionally integrated Free Flight cockpit may be thought of in software terms as a user-friendly interface between the pilot and airplane. And, this is, in fact, a very useful visualization of what is to be developed in an evolutionary way, by augmenting the functionality of present communication, navigation, surveillance, and display systems. It must be remembered at all stages of development that the pilot is to be served by the cockpit system, not viceversa. It is for that reason that we have had pilots embedded in the software development process, for all our investigations to date. It is amazing how much effort may be saved by a pilot's timely comment, before too much code has been written. Better yet, it is expeditious to let engineering test pilots with high-tech backgrounds write software functional specifications 3 .
Integration Philosophy
The philosophy governing software integration of cockpit function is that of maximizing the pilot's ability to visualize and control his situation, without overloading him with unstructured, uncorrelated information. Therefore, the various data streams proceeding from the avionics must be processed, formatted, and displayed to yield blended pictures to the pilot, in the various contexts that inhabit the cockpit. One context is that of Air Traffic Control. Under Free Flight, the pilot is to share in formulating that control. So, all data streams providing external information pertinent to Collaborative Decision Making for ATC must be blended and presented in that context. Another context is that of Aircraft System Status. All internal operating status data must also be blended and presented in that context. The fusion of data streams and contextual display to the pilot is the cockpit integration philosophy underlying our investigative efforts over the past six years.
Scenario for Augmentation and Integration.
New Functionality for Free Flight
The following augmentation of the cockpit avionics suite is foreseen 2,4 :
1. Controller-Pilot Data Link Comm.-CPDLC.
2. Satellite Navigation -GPS.
3. Automatic Dependent Surveillance Broadcast -ADS-B.
4. Cockpit Display of Traffic Information -CDTI.
In the context of ATC Collaborative Decision Making, this augmentation, taken together with present avionics capabilities such as weather radar and topological databases, opens the door to the following increased functionality and NAS efficiency:
1. Airborne Collision Avoidance -ACAS. However, such avionics augmentation and functional proliferation, if unintegrated, may lead to yet heavier pilot workloads, and chaos in the cockpit.
The Focus Shifts From Hardware to Software
Of the four forecasted avionics augmentations, only ADS-B has much of a hardware impact in the cockpit. CDTI is a natural follow-on to ADS-B, and only requires some panel space to implement. GPS is already in some cockpits. And, CPDLC may be integrated into existing communication radios, hardware-wise (One of the authors patented such enabling technology, twenty-five years ago 5 ).
Integration of the augmented avionics suite, to provide the motivating functionality, is a software job. And, the required software must have an architecture that admits an evolutionary approach to full functionality from what will be an evolutionary hardware implementation. In fact, if sufficient care is not devoted to the integration software, then the avionics hardware augmentation may not yield the desired performance results and the necessary acceptance by the pilot community.
Flight Management -FMS and RNAV
The most likely scenario for software integration of the cockpit is the augmentation or even redesign of the FMS. Through autopilot coupling, an FMS and its accompanying RNAV essentially comprise a closedloop guidance system. Traditionally, its input has been a pilot-entered flight plan. Now, with the availability of increased external digital data communication and internal computing, FMS functionality may be augmented. Additional functions such as pilotcontroller negotiation, weather avoidance, traffic avoidance, and terrain avoidance may be uniformly obtained via evolutionary automation, function by function, using the idea of software agents. This approach is described, below.
Adaptive Integrated Displays
Cockpit displays come in two kinds, Head Up (HUD) and Head Down (HDD). Each has its use, depending on what the pilot and airplane are doing at the time of use. Because of cockpit size, some HDD must be multi-functional, in that they must selectively service multiple disparate contexts, such as ATC or System Status. Multi-context displays are usually called Multi-Function Displays (MFD). For simplicity, we will not dwell on MFD, here, choosing rather to concentrate on single-context displays, such as ATC/RNAV, displaying weather, traffic, terrain, and clearance information. We will also not dwell on the data overlap between HUD and HDD.
The point to be made is that with augmented Free Flight functionality, HDD must serve as a visual integration device for the pilot. Moreover, the display schema must admit automated decluttering and scaling, based on flight operation and threat. And, such automation should not be querying the pilot any more than ideally necessary. The pilot may initialize the display schema with his or her personal preferences about level of display automation and adaptivity, subject of course to FAA certification restrictions. And, the pilot may always modify such preferences in flight. But, at the limits of functional integration, it is the HDD and its underlying software that must bear the brunt of automation.
Display adaptivity brings the software designer into the realm of artificial intelligence (AI), as constrained by pilot human factors considerations. As previously demonstrated, it is possible to use AI to infer the current flight operation or mission segment without querying the pilot, and to adapt the HDD (and HUD) automatically. Such AI-based display adaptivity works extremely well and is foundational to our present explorative work 6 . For Free Flight, it is technically attractive to use Fuzzy and Bayes Logic to adapt guidance and its corresponding display according to computations of differential risk between such alternatives as nominal clearance, weather, traffic, and terrain.
Software Development and Flight Simulation
Necessity for Realistic Development Environment Seamless development of integrated cockpit software requires a team whose members know not only about software but about airplanes and flight operations. They need not all be pilots. Navigators will do. We have also found that engineers with an aerospace engineering background pick up the necessary operational knowledge rapidly, given access to a fixed-base flight simulator. In fact, engineers with electrical engineering and computer science backgrounds also come up to speed in six months or so. But, an experienced IFR-qualified pilot or two is a necessity in such a development team.
RNAV and HDD software may be developed at first on a workstation, using "canned flight data," recorded in flight or in a simulator. However, FMS or Autopilot software, being part of a closed-loop, requires evaluation in a Fixed-Base Engineering Flight Simulator, at every step of development. The same is true for HUD software, because it's part of a "pilot in the loop," control mechanization. Generally, a level of simulation realism is required, commensurate with the software functionality and the degree of its development.
Fixed-Base Flight Simulator
An engineering flight simulator that is part of a software development environment is different from a training simulator, either fixed-base or motion-based. An engineering simulator must be able to host a number of different aircraft models, single-engine, multiengine, reciprocating engine, and jet. Therefore, engineering simulator hardware, be it controls or displays, must necessarily be generic. If simulator cost is an overriding consideration (as it is in academia), the hardware may be whatever can be acquired for the lowest cost. However, there is a minimum level of reality that must be present, for software evaluation to be effective.
We have found that the necessary minimum level of reality manifests in the fidelity of the displays, both exterior and interior to the cockpit. If the outside scenery resembles and responds to control movements as in a real airplane, then the pilot identifies himself with a real airplane. Also, if the interior displays have high-fidelity appearance and proper dynamic response, the pilot identifies himself with a real cockpit. Whether or not the HUD is cockpit hardware or is superimposed on the exterior projected image does not seem to make much difference.
There is a number of secondary fidelity features that increase cockpit reality. Control "feel" is important. So, "artificial feel" for stick or yoke and rudder pedals needs be provided. Also, friction is necessary for throttle, trim wheel, flap lever, and gear lever. Fortunately, these cockpit niceties are not difficult to provide. Cockpit sound, be it engine noise or simulated radio is also important. However, in building a simulator from the ground up, for software evaluation purposes, visual display fidelity is first in implementation priority, with the other features being achieved when possible. Figure-1 shows a photo of our Engineering Flight Simulator (EFS). It is constructed from a surplus Air Force T-37 fuselage, with some panel instruments replaced by two electronic displays. Shown are two CRTs, with six function keys on each side. Currently, the right-hand CRT has been upgraded to a touch-screen LCD. The left HDD hosts the RNAV moving map display, based on a Jeppesen database. The right screen hosts a touch-sensitive graphic of the FMS/Autopilot mode control panel. An FMS of completely new design is currently being implemented (described subsequently).
The original T-37 dual throttle levers, flap lever, and gear lever have been retained, as has the left-side stick. The floor pedals are effective for rudder and for brakes. Aileron, rudder, and elevator trim wheels are on a center pedestal. The stick-mounted elevator trim button is also effective.
The EFS utilizes three forward screens and three projectors, having a 140-degree field of view. The EFS utilizes a Silicon Graphics Incorporated (SGI) Onyx Reality 2 computer for scenery generation and six degree of freedom aircraft model dynamics calculations. The Autopilot and its Command Generator also execute on the SGI machine. The center screen has 1280 X 1024 pixel resolution, produced by an Ampro-3300 projector. The left-and right-hand screens run at 640 X 480 pixels, produced by Sony VPH1031Q projectors. All refresh at a 20-30 Hz rate, depending on graphics complexity. The cockpit computations, including agent-based FMS and displays, are handled by two Dell PCs, running Windows-98.
Human Factors Assessment and Validation
The importance of human factors -both in pilot workload and situational awareness -can not be ignored at any stage of the process. Extensive research into better understanding and measuring of situational awareness is a part of this overall process. Final analyses and conclusions as to the quality of a display are drawn from experiments conducted in the EFS. These experiments are specially designed for exciting, measuring and assessing pilot workload and situational awareness in the simulator cockpit for the purpose of determining display quality.
Free Flight Cockpit Automation -Getting There
From Independent to Federated Subsystems
Traditionally, avionics subsystems, such as radios, radars, and autopilots have been separate pieces of hardware, with individual controls and displays, operating independently of each other. Now, with computers and other digital mechanizations pervading such subsystems, the possibility for leveraging system functionality by sharing digital data and displays between systems becomes attractive.
For example, a Head Down Display (HDD) may show a moving map from a stored data-base, with the aircraft designated by an icon in the center of the display, according to the plane's position, as provided by a GPS receiver. This moving map may also be used by the FMS, superimposing graphics for in- Integrating formerly independent avionics subsystems in this manner is already seen in the latest commercial and military aircraft models. However, it is now possible to do such integration at costs low enough to be attractive to General Aviation (GA). NASA's AGATE 7 program was an early entry, seeking such levels of GA automation and integration.
The Role of Artificial Intelligence in the Cockpit
It is now technically feasible to employ some elements of Artificial Intelligence (AI) in cockpit automation. Rule-based expert systems may be used to observe aircraft variables and advise pilots about system conditions and recommended actions. Also, decision software may infer aircraft flight regime or mission segment, enabling adaptive displays and other "smart" applications.
For example, it has been technically feasible, for several years, now, to create an AI-based set of decision algorithms that observe aircraft variables and infer flight operational "mode," or mission segment. Modes are such as taxi, takeoff, climb-out, cruise, descend, hold, initial approach, final approach, go-around, and land. Observed variables include position, flight plan, altitude and altitude rate, heading, and engine power setting. Such algorithms, dubbed Flight Mode Interpreters (FMI), have been implemented using either Neural Networks 8 or Fuzzy Logic (the Bayes version, thereof) 9 .
Air-Data Sensors Coupling an FMI with a ruled-based expert system, yields a Pilot Advisor (PA), which is able to recommend aircraft operational parameters optimized for the current flight operation or mission segment. That idea was original with the USAF's Pilot's Associate Program
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. Now, however, low computing cost in the cockpit makes this idea applicable to civil aviation, including GA. The PA output is routed to HUD or HDD or both, as appropriate.
Soft Computing for Aircraft Management
An FMI may use the so-called "soft computing" algorithms (Fuzzy, Neural, Bayes, etc.) to implement the "hard decisions" on flight operation and mission segment. Those decisions may then be used to automate prior manual pilot tasks, such as display configuration and aircraft subsystem management. One nice feature of such soft computing implementation is that it also yields a measure of hard decision certainty as a by-product. This decision certainty number, between 0% and 100%, may then be used by the pilot (or other automation) to decide whether or not to take the recommended actions, be they discrete changes in engine power level, aircraft heading, or whatever.
Soft computing may also be employed without generating hard decisions, in a manner popularized in the "Fuzzy Control" arena. Here, we do not use it to control the airplane, directly. Rather, soft computing is used to generate continuous guidance instructions in an augmented FMS. Such use is described below for guidance to achieve a flight plan in the presence of constraints, such as conflicting traffic, weather, and terrain.
Distributed Architectures for Cockpit and Simulator
In visualizing the architecture of an integrated cockpit, hardware and software may be treated uniformly, in terms of "signal flow" diagrams. That is, a single diagram can show signal flow architecture, without overly worrying about which elements are hardware and which are software. Such a diagram is extremely useful in design. Figure 3 , above, shows such an example diagram.
In Figure 3 , most of the cockpit hardware with its embedded computers is shown to the left. Also shown is a hardware data buss, which handles all digital data transfer between sensor and communication hardware on the left and guidance, navigation, and display software to the right. Also shown is a software data adapter, which is a unique software object. To the right of the diagram are all the various functional software modules, regardless of their physical hardware locations.
This method of diagramming may be expanded in scale to show more detail in the various areas, depending on what visualization is needed for purposes of design. Another such example diagram is given below, for the discussion of the Augmented FMS.
Augmented Flight Management Systems for Free Flight
Cockpit availability of Data-link (CPDLC) 2 , ADS-B 4 , and Weather Radar data motivate the incremental augmentation of the standard FMS to achieve additional functionality in an evolutionary fashion. In particular, the sharing of digital data on conflicting air traffic and weather enables flight management, subject to constraints. The additional availability of topological databases and GPS positioning ensures that flight management under traffic and weather constraints will not lead to controlled flight into terrain. A uniform technique for such incremental FMS augmentation is necessary for an evolutionary approach to Free Flight What is necessary is a software implementation technique that allows additional functionality to be "bought by the yard," so to speak. This means that new functionality is obtained by adding code, without rewriting the code that is already implemented. There are three keys to such a uniform augmentation technique. One is the use of object-oriented programming, with message passing 11 , a formerly AI programming technique. The second key is formalizing a "data adapter," as a software object. This realizes one particular kind of message-passing, called a "blackboard"
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. It is the formalizing in architecture of the function of message-passing. In the data communication hardware arena, it would be called a data multiplexer. The third and final key is the idea of software agents.
Incremental Functionality Via Software Agents
The use of cooperating software agents offers a uniform approach to adding functions to an FMS. Such agents are also amenable to implementing AIbased decision algorithms.
The Software Agent -Before we go on, let's define what is meant by "software agent." As defined by Bradshaw 12 , the software agent is an attempt by the software architect to restore his individual perspective, that has become lost in the content-rich, context-poor environment of the modern, distributed American Institute of Aeronautics and Astronautics 8 (Object-Oriented-Programming -OOP) computing world. It is a means for partitioning software in a particular way, according to a particular context and a particular need, perceived by the architect. The context is distributed computing, with the requirement for distributed software (and/or hardware) "modules" to interoperate and cooperate with each other. The need is for a communication mechanism between the various cooperating software (and/or hardware) modules.
Object-Oriented-Programming provides the basic means of inter-module communication, being message-passing through both inheritance and blackboards. The problem is that inheritance hides the communication from the view of the architect, which was one of the original goals of OOP. Therefore, even though inheritance is a communication mechanism, a more formal structure is needed, for visualization purposes. That structure is achieved by labeling certain software modules as "agents." What makes a module an "agent" is the architect's desire to make explicit certain kinds of task-oriented OOP objects (modules). Again, we can use Bradshaw's definition, that an "agent" is an object with "attitude" 12 . What that means is that the architect ascribes a certain "mentality" to an agent. This ascribing of mentality to a software module is a result from the AI culture. The attributes of mentality that are ascribed to an agent depends considerably on the application of the agent. Thus, in computer science there is neither complete nor correct characterization of "agent." What we can do here is give a characterization sufficient unto our cockpit software architectural needs.
Characterizing Our Software Agents: Please see Figure 4 , above, for an example visualization, supporting the following characterization of our agents. That figure represents an evolutionary architecture of a fixed-base Engineering Flight Simulator, embodying an augmented FMS (under development at the time of writing). All the shown agents have the following attributed characteristics: 6. Can be thought of as "Persons" performing aeronautical tasks.
In Figure-4 , the agent approach is shown explicitly in the FMS Logic section, to the upper right. Therein, we have an "FMS Executive Agent," driven by two subordinates, a "Weather Agent" and a "Traffic Agent." The tasks of the latter two agents is to formulate guidance instructions, subject to the nominal flight plan, but constrained by available weather data and traffic data. Each agent formulates a heading, altitude, and speed autopilot instruction to avoid storm cells or impinging traffic. It is then the task of the "Executive Agent" to blend these two independent guidance commands in a way that minimizes the overall current calculated risk. The detailed analysis of this particular set of agents is described elsewhere.
Other modules in Figure-4 might also be labeled as agents. For instance, the Pilot Advisor, Flight Mode Interpreter, Navigation Module and Flight Planner are also agents that each perform independent, well-defined tasks and share data through the Data Object. Those particular objects are all legacy code from a previous system, called GAPATS 13 , now being augmented, and were not specifically labeled as agents at the time of development.
The cooperating agent software architecture is an answer to the project manager's need for a "clean," well-managed, software development environment. However, agents depend on intermodule data communication, especially when the body of code executes on a multiplicity of platforms. Obtaining such data communication is the subject illuminated in the following section.
Computer to Computer Communication
In distributed architectures implementing functionally integrated subsystems on different platforms, computer to computer communication of digital data becomes a design focus. In fact, it becomes a driver for the architecture of the software body, executing on distributed platforms. For instance, in the above Figure 4 , the far left-hand Flight Simulator functions are implemented on the Unix platform, which hosts projection screen graphics and the aircraft dynamic simulation, including autopilot. The cockpit simulation runs on two PC hosts. For graduate students who do the software development work reported herein, moving data between platforms and processes is a formidable programming challenge. Practically, doing such work in an academic environment requires a development team made up of students from the disciplines of Aeronautical Engineering, Electrical Engineering, and Computer Science (as our Engineering College is partitioned).
We have found the most practical data communication approach in an academic development environment to be implementation of a local Ethernet, connecting both platforms. For Simulator-based cockpit computing, Ethernet-style communication may well be the most practical industrial approach, also. The Ethernet we use is the Internet, which may or may not be terminated within the Fixed-Base Flight Simulator room, to yield a local Ethernet, using the Internet hardware cards and connectors common to the multiple Simulator platforms. Use of Internet-style data communications brings us directly face-to-face with TCP/IP. "TCP/IP stands for "Transport Control Protocol and Internet Protocol" 14 . This is a set of four-level data communication protocols that format, for internet transmission, data shared by application processes running on multiple platforms. By "protocols" is meant sets of programming instructions at the bit level, which format the application data bytes into a form communicable by the Internet hardware cards across the physical medium connecting the two platforms (such as coax or fiber-optic cable). Currently, programming these protocols takes the programmer down to the level of bits and bytes. Programming tools do not yet exist that allow the programmer to write higher level multi-platform data communication code. Hopefully, this lack will be remedied in the near future.
The details of TCP/IP are not of interest in this paper. What is of interest is its effects on the architecture of the distributed code body. Again with reference to Figure 4 , in the upper left-hand corner is seen a pair of "TCP/IP" modules, one on each platform, linking their communicating application processes, through their respective Internet hardware ports. These TCP/IP modules qualify to be called interface software agents, formatting the data necessary to be communicated and shared between the cooperating processes on the two platforms. Those processes comprise the aircraft dynamics and projection screen-graphics processes on the Unix platform and the cockpit guidance-navigationcontrol-display processes on the PC platforms. The TCP/IP agents are an integral part of the architecture shown and a challenging part of the programming task necessary to implement the architecture.
Conclusion
Free Flight presents a grand opportunity to apply current software techniques to improve cockpit functionality directly and NAS efficiency, indirectly. The application of smart software methods and their resulting evolutionary architectures is very attractive for achieving the goals of Free Flight. Our report details one approach to seize this opportunity. The fact that we are able to achieve such results on small budgets, using lean developmental teams should not be lost on industry.
