In this paper, the duration of the first job of young people aged 18-30 has been analyzed. The aim of the work is to find the distribution which best describes the investigated phenomenon. Bayesian accelerated failure time models have been used for modelling. The use of the Bayesian approach made it possible to extend past research. More precisely, prior information could be included in the study, which let us compare distributions of model parameters. Moreover, the comparison of explanatory power of competing models based on the Bayesian theory was possible. The duration of the first job for men and women was also compared using the abovementioned methods.
Introduction
There are many studies that investigate the duration of employment and unemployment in the classical approach (Lancaster, 1979; Drobnič, Frątczak, 2001; Landmesser, 2013) . The Bayesian approach proposed in this paper is an attempt to expand existing knowledge in this field. The main advantage of the Bayesian approach (Gelman et al., 2000; Bolstad, 2007) is the ability to take into account additional information from outside the sample. Depending on the sample size -and thus the amount of information it provides -the effect of prior knowledge on the received posterior distribution may vary (Ibrahim et al., 2001; Kim, Ibrahim, 2000; Grzenda, 2013) . In addition, in the Bayesian approach model parameters are random variables. Therefore, the proposed approach makes the comparison of their distributions possible. The Bayesian theory provides also other opportunities in terms of analyzing how well the model fits the data as well as comparing explanatory power of competing models (Spiegelhalter et al., 2002) .
Survival models are most frequently used to model the duration of socio-economic phenomena (Lawless, 2003; Lee, Wang, 2003) . If the analytical form of probability distribution function or survival function is known, parametric models are used. Accelerated failure time models (AFT) are among the latter (Kalbfleisch, Prentice, 2002; Wei, 1992) . These models belong to regression models, in which logarithmic transformation of duration serves as a dependent variable. Moreover, it is assumed that exogenous variables have a linear impact on the logarithm of duration in these models. The AFT models are an alternative to the Cox models, which are used to analyze the impact of explanatory variables on the hazard function (Cox, 1972) . In this paper, the parametric accelerated failure time models based on Bayesian approach are considered (Walker, Mallick, 1999) .
The selection of a suitable model from many competing ones is a key to econometric modelling. In the case of models estimated using the maximum likelihood method, the tests based on the logarithm likelihood function play an important role. The most popular test is the likelihood ratio test (Wilks, 1935; 1938) ; however, it has significant limitations. This test can be used only in the case of nested models. Information criteria are more universal; the most popular is the Akaike information criterion (AIC) (Akaike, 1973) and Bayesian information criterion (BIC) (Raftery, 1996) . In the Bayesian approach, Bayesian versions of these criteria are also considered. These are expected Akaike information criterion (EAIC) and the expected Bayesian information criterion (EBIC) (Spiegelhalter et al., 2002) . These criteria are based on the expected value of posterior distributions, not on the maximum of the likelihood function.
Another generalization of the AIC criterion in the Bayesian theory is the deviance information criterion (DIC) (Spiegelhalter et al., 2002; Congdon, 2006; Ando, 2010) . This criterion is based on the posterior mean of the deviance. The approach proposed in this study enables the comparison of the explanatory power of competing models in the context of Bayesian theory. The Bayesian comparison of competing models has its origins in the Bayesian statistical hypothesis testing, which is based on the posterior odds ratio (Jeffreys, 1961) . Model comparison is based on determining posterior probabilities for each model (Marzec, 2008; Osiewalski, 2001) . The basic measure for these methods is the Bayesian factor (Kass, Raftery, 1995) , which is defined as the ratio of the two marginal density functions of the observation vector.
In this study, accelerated failure time models (AFT) are used to analyze the duration of the first job among young people. Subjects aged 18-30 at the time of the study were investigated. Recently a much higher unemployment rate has been observed for young people than for other age groups (Central Statistical Office, 2014) . Many studies also indicate that the situation of women on the labour market is worse than that of men (Drobnič, Frątczak, 2001; Landmesser, 2013) . The social roles traditionally assigned to women limit their opportunities to pursue a professional career. This is particularly true among young women who often start their career and family at the same time. In this study, the duration of the first job for men and women was compared using Bayesian accelerated failure time models.
A Bayesian approach to the parametric survival models
The parametric accelerated failure time models (AFT) describe the relationship between survival functions for two units. Let S i (t) denote survival function for the i-th unit, and S j (t) for the j-th unit, then for AFT models the equality holds (Allison, 2010):
for all t and γ > 0, where γ is called an acceleration factor. The dependent variable in the survival model is the duration of the phenomenon T. The acceleration factor enables the assessment of the impact of exogenous variables on the survival time. Besides the survival function there are other ways to describe the distribution of T such as probability density function ( f i (t)) and hazard function (h i (t)).
The AFT models belong to a broad class of regression models, therefore, the AFT model can be written in the following form:
Hence,
where x is the vector of explanatory variables, β is the regression vector, σ is the scaling factor and ϵ a random component. For various distributions of the random component ϵ, different distributions for event time T are obtained.
Exponential model, Weibull model, gamma model, log-logistic model and log-normal model are the most often investigated AFT models. The exponential model is the AFT model with σ = 1. Hence, it takes the form:
where the random component ϵ has a Gumbel distribution with density function:
The Weibull model is the AFT model with σ ≠ 1,
where the random component ϵ also has a Gumbel distribution. The gamma model is obtained when the random component ϵ in the AFT model has a log-gamma distribution (Lee, Wang, 2003): function ( ( )) and hazard function (ℎ ( )).
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The AFT models in the classical approach are estimated based on the likelihood function. Let t = (t 1 , t 2 , …, t n )' be the vector of survival times that are independent and identically distributed. Let ν = (ν 1 , ν 2 , …, ν n )' denote the censor variables vector, where ν i = 0, if t i is right-censored and ν i = 1, if t i is the failure time for i = 1, 2, …, n. Let D = (n, t, X, ν) denote the observed data, where X (n × p) is a matrix of independent random variables. Then the formula for the likelihood function takes the following form:
right-censored and i = 1, if i is the failure time for = 1,2, … , . Let = ( , , , ) den the observed data, where ( × ) is a matrix of independent random variables. Then formula for the likelihood function takes the following form:
where = ( , ) is the vector of unknown parameters.
The likelihood function is also the basis for statistical inference in the Bayesian appro However, in the Bayesian approach the inference about any element of the vector of parame is based on the posterior distribution, calculated using Bayesian theorem (Gelman et al. 20 Bolstad 2007). In addition, the Bayesian approach requires prior distributions containing in knowledge on the vector of parameters. Then the posterior distributions are calculated u the formula:
where ( ) is the a priori joint probability distribution, and (D) the marginal density observation.
Using the normality constant, the above formula can be written as:
In our study, the Markov Chain Monte Carlo Method (MCMC) was used to estimate vector of parameters (Congdon 2006) .
The model selection
There are many criteria (Ando 2010 ) of the comparison of models and thus selecting best one, depending on the modelling method. What is usually being verified is how well model fits the data and what predictive power it has.
Akaike information criterion (AIC) (Akaike 1973) and Bayesian information crite (10) where θ = (β, σ) is the vector of unknown parameters. The likelihood function is also the basis for statistical inference in the Bayesian approach. However, in the Bayesian approach the inference about any element of the vector of parameters is based on the posterior distribution, calculated using Bayesian theorem (Gelman et al., 2000; Bolstad, 2007) . In addition, the Bayesian approach requires prior distributions containing initial knowledge on the vector of parameters. Then the posterior distributions are calculated using the formula: right-censored and i = 1, if i is the failure time for = 1,2, … , . Let = ( , , , ) de the observed data, where ( × ) is a matrix of independent random variables. Then formula for the likelihood function takes the following form:
The likelihood function is also the basis for statistical inference in the Bayesian appro However, in the Bayesian approach the inference about any element of the vector of parame is based on the posterior distribution, calculated using Bayesian theorem (Gelman et al. 2 Bolstad 2007). In addition, the Bayesian approach requires prior distributions containing in knowledge on the vector of parameters. Then the posterior distributions are calculated u the formula:
where ( ) is the a priori joint probability distribution, and (D) the marginal densit observation.
There are many criteria (Ando 2010) of the comparison of models and thus selecting best one, depending on the modelling method. What is usually being verified is how wel model fits the data and what predictive power it has.
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In our study, the Markov Chain Monte Carlo Method (MCMC) was used to estimate the vector of parameters (Congdon, 2006) .
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In line with the Bayesian approach, the deviance information criterion (DIC) is used evaluate how well the model fits the data (Spiegelhalter et al. 2002; Congdon 2006) . Let p( be the joint probability distribution of data and the vector of parameters . Then, the Bayes deviance is defined by (Gill 2008) :
where f( ) is a function of data, usually equal to 1. Then the posterior expectation of deviance, which is the measure of Bayesian model fit, is given by:
However, the effective number of parameters in the model is calculated by the formula
where ̃= E( | ). Then the deviance information criterion (DIC) is given by:
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where P(H 1 )/P(H 2 ) means the prior odds ratio, and the quotient P(D|H 1 )/P(D|H 2 ) is called the Bayes factor. With this factor it can be established how many times the hypothesis H 1 is more posterior likely than the hypothesis H 2 . In the terminology of the two competing models M 1 and M 2 , the Bayes factor is given by:
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In the Bayesian approach:
for = 1,2. Given that the model is a fixed value we have:
.
In order to approximate the marginal density of the observation vector ( ) , the estim of Newton and Raftery is most commonly used (Newton, Raftery 1994) :
where ( ) is a sample from the posterior distribution ( | ( ) ).
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where θ (i) is a sample from the posterior distribution p(y|θ (i) ).
For the purpose of this study, a data set from the panel survey Generations and Gender Survey (GGS) for Poland, conducted under the Generations and Gender Programme (GGP) was used. The collected data dates back to the second half of 2014. In addition, the missing information, which did not changed over time, was supplemented based on the previous round of research carried out over the years 2010-2011. This study was conducted among a random sample of respondents aged 18-79.
From the complete set of data, individuals who were aged 18-30 at the time of the study were singled out, which resulted in 1.210 observations. Only jobs undertaken after the age of 15 were taken into consideration. The analyzed feature is the duration of the first job in months (time). In our sample, the value of this feature ranges from 1 month to 165 months, with the average of 25.93. At the time of the study 540 respondents were still working, while 670 lost their first job. Based on this information a censoring variable (censor) was established for the purpose of modelling. This variable takes on the value 0 if the respondent still worked in their first job at the time of the study, and 1 otherwise. The available data do not provide information on the status of respondents who lost their first job. It is possible that they became unemployed, moved to another job or decided to continue learning as the study focuses on young people.
The study also aims to compare the situation of women and men on the labour market. In the studied sample there were 47.85% of men (sex = 1) and 52.15% of women (sex = 2).
The model estimation
In the first stage of the study, the estimation of all models in classical approach was performed. The hypothesis that the exponential model, which is a special case of the Weibull model, is suitable for describing the duration of first jobs, was verified. Based on the Lagrange Multiplier Statistics test, it was established that at any level of significance the hypothesis in question should be rejected. This means that the shape parameter of Weibull model is different from 1 in the estimated model, so the risk is not constant over time. Therefore, the exponential model was excluded from further analysis.
In the next stage, the Bayesian estimation of Weibull, gamma, log-normal and log-logistic models was carried out. The modelling was performed using the Gibbs sampler (Casella, George, 1992; Gilks, Wild, 1992) . To minimize the impact of initial values on posterior estimation, 2000 burn-in iterations were carried out, while another 10.000 chain states were accepted for posterior reasoning.
For the models estimated for the entire sample, the non-informative prior distributions were used for all parameters of these models. In each model, normal prior distributions with the mean 0 and variance 10 6 were used to estimate the intercept.
In the Weibull model, for the scale parameter, a gamma distribution with the shape parameter 0.001 and the inverse scale parameter also 0.001 was taken as prior distribution. The results for the posterior sample are shown in Table 1 . Based on the highest probability density intervals (Bolstad, 2007) , both parameters of the model are statistically significant. Based on Geweke test, it was found that there is no indication that Markov chains have converged at any level for all the parameters of the model. Another estimated model is a generalized gamma model, in which the gamma distribution was used as a normal prior distribution for the scale parameter with the shape parameter 0.001 and the inverse scale parameter 0.001. For the shape parameter of gamma distribution, the normal prior distribution with the mean of 0 and variance of 10 6 was applied. The resulting characteristics of the posterior sample are shown in Table 2 . The conclusions are analogous to the ones drawn for the Weibull model.
The gamma distribution is a generalization of the Weibull distribution and the log-normal distribution. In the gamma model, we obtain the Weibull distribution for the shape parameter that equals 1, and the log-normal distribution for the value 0.
In the log-normal model, the gamma distribution was selected as a prior distribution for the scale parameter with the shape parameter 0.001 and the inverse scale parameter 0.001. The resulting characteristics of the posterior sample are shown in Table 3 . For this model, the significance of parameters and convergence of the generated chains was established.
The last investigated model is the log-logistic model, in which the gamma distribution was selected as a prior distribution for the scale parameter with the shape parameter 0.001 and the inverse scale parameter 0.001. The resulting characteristics of the posterior sample are shown in Table 4 . The results indicate the significance of model parameters and convergence of generated chains. The comparisons of the estimated models were performed using DIC statistics, the Bayes factor and EAIC and EBIC criteria (Tab. 5). Based on DIC statistics, the gamma model turned out to be the best Bayesian model to fit the data. Next, the value of Bayes factor was calculated for each model in relation to the gamma model (Tab. 5). The values of EAIC and EBIC criteria also indicate the superiority of the gamma model. Therefore, the gamma model was determined to have the greatest explanatory power in modelling the phenomenon in question i.e. the duration of the first job among young people aged 18-30. Figures 1 and 2 show the assumed prior distributions and the obtained posterior distributions for the parameters of shape and scale for the gamma model. The gamma model, for which the best fit statistics were obtained, was used to model the duration of the first job for men and women separately. The values of the estimated parameters and the highest probability density intervals are shown in Tables 6 and 7 . The results indicate the significance of all model parameters and no grounds to reject the hypothesis of the convergence of generated Markov chains at any level of significance. The Figures 3 and 4 show the posterior distributions for the scale and shape parameters for both models. The results clearly show the differences in distributions of the duration of the first job for men and women.
The Bayesian approach enables the inclusion of additional information from outside the sample in the analysis. In this study, the results for similar models applied to a cohort of up to five years older were chosen as prior information. The informative gamma distribution was selected for the scale parameter: for men its expected value was 1.7951 with a standard deviation of 0.0977; for women its expected value was 1.7477 with a standard deviation of 0.0742. Informative normal distributions were chosen for the shape parameter: for men its expected value was -1.2416 and standard deviation 0.2500, and for women its expected value was -1.0423 and the standard deviation 0.1936. The results indicate the significance of all model parameters and there are no grounds to reject the hypothesis of the convergence of generated Markov chains at any level of significance (Tables 8-9 ). Figures 5-8 show the selected prior distributions and resulting posterior. In the last stage of the analysis, the models estimated for non-informative and informative prior distributions were compared. Model evaluation reveals that the models estimated for non-informative prior distributions are a better fit for the empirical data (Tab. 10). 
Summary and conclusions
The objective of this study was to analyze the duration of the first job among young people and find the model that best fits the data. As a result of preliminary analysis on how to model the phenomenon in question, four models were proposed: Weibull, gamma, log-normal and log-logistic. The modelling was carried out in line with the Bayesian approach. Based on DIC statistics, the Bayes factor, EAIC and EBIC statistics, the gamma model was found to be the best fit for the empirical data. The gamma model, for which the best fit statistics were observed, was used to model the duration of the first job for men and women separately. The gamma models were estimated with the non-informative and informative prior distributions. In both cases the posterior distributions for men and women are different. Modelling according to the classical approach usually results in the estimated values of unknown parameters and standard errors. The results enabled the development of figures of functions describing the process of existing work, such as a survival function. Based on these figures, the way the process looked at a given point in time can be understood. In the initial phase of this study, the models were estimated in line with the classical approach and the resulting graph of survival function for women was below the graph of survival function for men. This means that men are more likely than women not to lose their job throughout the studied period. The Bayesian approach makes it possible to develop the charts based on the posterior means of the model parameters. However, this is not the only benefit arising from the use of Bayesian modelling. Not only can a difference in the posterior means for men and women be observed, but we can also see how these parameters are distributed. The posterior means for the parameters of the models for men and women shown in Tables 6 and 7 are different. Furthermore, it was noticed that (Figures 3 and 4) distributions of parameters are much more concentrated for women. This may suggest that women's behaviour on the labour market is less diverse than men's in the context of the duration of their first job.
Another important advantage of the Bayesian approach is the possibility to include additional information from outside the sample in the process of estimation. The most reliable prior information is that derived from previous studies, so in this work the results of the analysis of the previous birth cohort were used. The impact of the prior information on the posterior distribution depends on the amount of information that can be obtained from the data, which is then related to the sample size. In this study, the inclusion of informative prior affected the posterior distributions of model parameters. Combining additional information with information from the sample is a way to accurately estimate model parameters. The posterior distributions are more concentrated than assumed prior distributions.
This study confirmed the results of other works that suggest that women are more exposed to job loss than men (Drobnič, Frątczak, 2001) . Therefore, women in Poland not only have greater difficulty in finding employment (CSO 2014), but also, as shown in this study, are less likely to keep it.
