Abstract-Given an unstable linear scalar differential equationẋ(t) = αx(t) (α > 0), we will show that the discrete-time stochastic feedback control σx([t/τ ]τ )dB(t) can stabilize it. That is, we will show that the stochastically controlled system dx(t) = αx(t)dt + σx([t/τ ]τ )dB(t) is almost surely exponentially stable when σ 2 > 2α and τ > 0 is sufficiently small, where B(t) is a Brownian motion and [t/τ ] is the integer part of t/τ . We will also discuss the nonlinear stabilization problem by a discrete-time stochastic feedback control. The reason why we consider the discrete-time stochastic feedback control is because that the state of the given system is in fact observed only at discrete times, say 0, τ, 2τ, . . ., for example, where τ > 0 is the duration between two consecutive observations. Accordingly, the stochastic feedback control should be designed based on these discrete-time observations, namely the stochastic feedback control should be of the form σx([t/τ ]τ )dB(t). From the point of control cost, it is cheaper if one only needs to observe the state less frequently. It is therefore useful to give a bound on τ from below as larger as better.
I. INTRODUCTION
It is well known that noise can be used to stabilize a given unstable system or to make a system even more stable when it is already stable. For example, the linear scalar differential equationẋ(t) = αx(t) is unstable when α > 0 but it can be stabilized by a Brownian motion. In fact, the linear stochastic differential equation (SDE)
dx(t) = αx(t)dt + σx(t)dB(t)
( 1.1) is almost surely exponentially stable if and only if σ 2 > 2α (see e.g., [3] , [12] , [18] , [25] ). From the point of control theory, it is the stochastic feedback control σx(t)dB(t) that stabilizes the unstable systemẋ(t) = αx(t). The pioneering work in this area was due to Hasminskii [12] , who stabilized a system by using two white noise sources. Later, Arnold et al. [4] showed that the multi-dimensional linear systemẋ(t) = Ax(t) can be stabilized by zero mean stationary parameter noise if and only if trace(A) < 0. In the nonlinear case, Scheutzow [26] provided us with some examples on stabilization and destabilization in the plane. Mao [17] developed a general theory on stabilization and destabilization by Brownian motion. In [17] , Mao showed that given a multi-dimensional unstable nonlinear systeṁ x(t) = f (x(t), t) whose coefficient satisfies the linear growth condition |f (x, t)| ≤ K|x| (K is a positive constant), it is possible to design a linear stochastic feedback control Ax(t)dB(t) based on a scalar Brownian motion B(t) so that the stochastically controlled system
becomes almost surely exponentially stable. Appleby and Mao [2] generalized the results above in order to stabilize a class of functional differential equations by noise. Before we introduce the discrete-time control problem, it is better to compare the above stochastic feedback control with the deterministic feedback control. Consider an unstable multi-dimensional linear systemẋ(t) = Ax(t). In the classical way, we could design a deterministic state feedback control so that the controlled systeṁ y(t) = Ay(t) + Cy(t) becomes stable. Here we change x(t) into y(t) in order to indicate more clearly that the states of the original and controlled systems are different. As a matter of fact, we know that x(t) = y(t). On the other hand, one could design a stochastic state feedback control so that the stochastically controlled system dz(t) = Az(t)dt + Cz(t)dB(t) becomes stable, where B(t) is a Brownian motion. Such a stochastic state feedback control has its advantage: it preserves the original state in average, namely Ez(t) = x(t). In other words, the provided stochastic feedback control method achieves sample-path stabilization, while the expectation of the state is, at all times, equal to the state of the original uncontrolled system. The stochastic state feedback control has been used in engineering (see e.g., [12] , [22] and the references therein). We should also mention that this interesting phenomenon has also been observed in finance and ecosystem. A Nobel Prize winning model, namely the Black-Scholes model [5] for a share price is described by the scalar linear SDE dz(t) = αz(t)dt + σz(t)dB(t), where α is the growth rate and σ the volatility. The overall (average) share price x(t) := Ez(t) satisfies the differential equationẋ(t) = αx(t) so it will grow exponentially when the growth rate α > 0. However, if the volatility σ is sufficiently large (namely 0.5σ 2 > α), the individual price z(t) will tend to zero with probability one. This reveals an important phenomenon that although the overall market grows, an individual share holder might still lose a fortune in the large volatility situation. This concept has been developed in mathematical finance and is now known as the volatilitystabilized markets (see, e.g., [9] ). In ecosystem, the SDE models have revealed another important phenomenon that the environmental noise might make a population become extinct (see, e.g., [18, Ch. 11] ).
Let us now introduce the discrete-time stochastic feedback control. We observe that a common feature of the stochastic feedback controls discussed above is that the controls depend on the current state x(t) continuously. For example, in the SDE (1.1), the stochastic feedback control σx(t)dB(t) requires the continuous observation of the state x(t) for all time t ≥ 0. However, in practice, the state is observed only at discrete times, say 0, τ, 2τ, . . ., for example, where τ > 0 is the duration between two consecutive observations (see e.g., [8] and the references therein). It also costs less if τ is larger. Accordingly, 0018-9286 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
the stochastic feedback control should be designed based on these discrete-time observations, namely the stochastic feedback control should be of the form σx([t/τ ]τ )dB(t), where [t/τ ] is the integer part of t/τ . The problem is therefore to find out if the following stochastically controlled system:
is almost surely exponentially stable when σ 2 > 2α? One of our key aims in this paper is to give a positive answer to this problem. We will show that this controlled system is almost surely exponentially stable for sufficiently small τ , namely τ < τ * and we will estimate τ * from below.
It should be pointed out that the corresponding problem for the deterministic differential equations has been studied by many authors (see e.g., [1] , [6] , [7] , [10] , [11] ). However, the almost surely stochastic stabilization problem (1.3) has not been studied so far. After we prove the stability of the linear system (1.3) in Section II, we will generalize our result to the multi-dimensional non-linear case in Section III. The reader may wonder if one could look at the multi-dimensional nonlinear case first and then, from this, obtain the result for the scalar linear case. The reason why we do not do so is because we would not be able to obtain good estimation on τ * , the lower bound for τ (see above), in the scalar linear case. In fact, as we will see below that the proof of the scalar linear case makes the full use of the explicit solution and the bound on τ * is significantly better than nonlinear case. We do not have this advantage in the nonlinear case. We therefore have to develop a completely different approach to the nonlinear discrete-time controlled problem.
II. SCALAR LINEAR EQUATIONS
Throughout this paper, unless otherwise specified, we let (Ω, F, {F t } t≥0 , P) be a complete probability space with a filtration {F t } t≥0 satisfying the usual conditions (i.e. it is increasing and right continuous while F 0 contains all P-null sets). Let B(t) be a scalar Brownian motion defined on the probability space.
Consider the scalar linear stochastic equation
on t ≥ 0 with initial value x(0) = x 0 ∈ R, where τ is a positive constant. Let us form this equation as a stochastic differential delay equation (SDDE). In fact, if we define a time-dependent delay function
then (2.1) can be re-written as the following SDDE:
It is therefore well known that (2.1) has a unique solution x(t) on t ≥ 0 and, moreover, any moment of the solution is finite (see e.g., [13] - [16] , [23] ).
then there is a positive number τ * such that for any initial value x 0 ∈ R, the solution of (2.1) satisfies
In practice, we can choose a positive number p ∈ (0, 1) for which
and let τ * be the smallest positive root to the equation
where
and Proof: The proof is very technical so we divide it into 4 steps. Step 1. We choose p ∈ (0, 1) for (2.6) to hold. Clearly, both H 1 (τ ) and H 2 (τ ) are continuous functions of τ . It is easy to show that H 1 (0) = 0 and its derivative at τ = 0 is
where the last inequality follows from condition (2.6). Moreover, by definition ofσ, we see that every term of H 2 (τ ) has a factor of either
Therefore, if we let τ * be the smallest positive root to the equation H 1 (τ ) + H 2 (τ ) = 0, then
Step 2. From now on, let us now fix τ ∈ (0, τ * ) arbitrarily. Let t k = kτ for k = 0, 1, 2, . . . and set x k = x(t k ). For t ∈ [t k , t k+1 ], x(t) can be regarded as the solution to the following equation:
with initial value x(t k ) = x k at time t k . By the well-known variationof-constants formula (see e.g., [18, Theorem 3.1, p. 96]), we have
In particular
It is easy to see that ξ k is independent of x k and it has a normal distribution with mean 0 and variance
Hence, we can write ξ k = (1/2α)(e 2ατ − 1)Z k , where Z k ∼ N (0, 1) and is independent of x k . It then follows from (2.14) that:
whereσ has been defined by (2.10) in the statement of the theorem. Consequently
By the Taylor expansion theory, we can easily have the inequality
for u ≥ −1. We then derive
Making use of the properties of the standard normal distribution We hence obtain from (2.19) that
where H 1 (τ ) and H 2 (τ ) have been defined by (2.8) and (2.9), respectively, in the statement of the theorem.
Step 3. Recalling (2.11), we see that there is a unique ε > 0 such that 1 + H 1 (τ ) + H 2 (τ ) = e −ετ . It then follows from (2.16) and (2.21) that:
Since this holds for all k ≥ 0, we get
Note from (2.13) that 
Furthermore, by the Burkholder-Davis-Gundy inequality (see, e.g., [15] , [16] )
where c p is a positive number dependent on p only. We therefore obtain that
) independent of k. Substituting this into (2.23) and then making use of (2.22), we have
Step 4. It follows from (2.24) that: holds for all but finitely many k. That is, for almost all ω ∈ Ω, there is an integer k 0 = k 0 (ω) such that
Letting t → ∞, we get lim sup
for almost all ω ∈ Ω. The proof is hence complete.
III. MULTI-DIMENSIONAL NONLINEAR EQUATIONS
Let us now generalize our theory in the previous section to the multidimensional nonlinear case. Consider a nonlinear n-dimensional unstable ODE dy(t)/dt = f (y(t)) and its corresponding stochastically controlled system
where f : R n → R n , A ∈ R n×n and δ t = [t/τ ]τ . We impose the following assumptions.
Assumption 3.1: Assume that f is globally Lipschitz continuous, namely
where α > 0. For the stability purpose of this paper, we also assume that f (0) = 0. Assumption 3.2: There are two positive constants ρ 1 and ρ 2 such that
and, for all
Note that Assumption 3.1 implies the linear growth condition
It is known (see, e.g., [18] ) that there are many examples of the square matrix A that fulfils Assumption 3.2. Theorem 3.3: Let Assumptions 3.1 and 3.2 hold. Then there is a positive number τ * such that for any initial value x 0 ∈ R, the solution of (3.1) satisfies
In practice, we can choose a pair of constants p, ε ∈ (0, 1) for (3.8) to hold and let τ * =τ , whereτ > 0 is the unique root to equation (3.13) defined below.
To prove the theorem, we present a couple of lemmas. We denote by x(t; x 0 ) the solution of (3.1) with initial value x(0) = x 0 ∈ R n and by y(t; y 0 ) the solution of the following SDE:
on t ≥ 0 with initial value y(0) = y 0 ∈ R n . Lemma 3.4: Let Assumption 3.1 and 3.2 hold. Choose p ∈ (0, 1) sufficiently small for which
Proof: We only need to prove the assertion for y 0 = 0. For any y 0 = 0, it is known (see [18, Lemma 3.2. p. 120] ) that y(t; y 0 ) = 0 for all t ≥ 0 almost surely. Write y(t; y 0 ) = y(t). By the Itô formula and assumptions 3.1 and 3.2, we can derive that
This implies easily that 
for all x 0 ∈ R and t ≥ 0, where
Proof: Fix any x 0 ∈ R and write x(t; x 0 ) = x(t) and y(t; x 0 ) = y(t). By the Itô formula and Assumption 3.1, it is easy to show
The Gronwall inequality then implies
On the other hand, it is very easy to show, by the Itô formula, that
and then
Substituting this into (3.11) yields
By the Hölder inequality and the Burkholder-Davis-Gandy inequality and condition (3.5), we derive that, for 0 ≤ u ≤kτ
The Gronwall inequality shows that
The Hölder inequality then gives
Let us now consider the solution x(t) of (3.1) on t ∈ [ikτ, (i + 1)kτ ] for i = 1, 2, . . .. This can be regarded as the solution of (3.1) starting from x ik at t = ikτ . Due to the time-homogeneous property of (3.1), we therefore see easily from (3.21) that
This, together with Lemma 3.6, implies for almost all ω ∈ Ω. The proof is hence complete.
IV. CONCLUSION
It is well known that noise can be used to stabilize a given unstable system or to make a system even more stable when it is already stable. However, all results in this area so far require the stochastic feedback control depend on the current state x(t) continuously. In this paper we initiate the study of stabilization by a stochastic feedback control dependent on only discrete-time states x(kτ ). We discuss the scalar linear case as well as the multi-dimensional nonlinear case. Our theory shows clearly that it is possible to stabilize a given unstable system by a discrete-time stochastic feedback control. In this paper, we only use a scalar Brownian motion to avoid the notation becoming too complicated but our theory works for multi-dimensional Brownian motions and we leave the details to the reader. We should piont out that we do not know how to determine the optimal value for τ * , even in the linear case. We have a feeling that it is very hard to determine the optimal value. However, it is very useful in practice even if we could improve the bound for τ * .
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