The convergence of Krylov subspace eigenvalue algorithms can be robustly measured by the angle the approximating Krylov space makes with a desired invariant subspace. This paper describes a new bound on this angle that handles the complexities introduced by non-Hermitian matrices, yet has a simpler derivation than similar previous bounds. The new bound reveals that ill-conditioning of the desired eigenvalues has little impact on convergence, while instability of unwanted eigenvalues plays an essential role. Practical computations usually require the approximating Krylov space to be restarted for efficiency, whereby the starting vector that generates the subspace is improved via a polynomial filter. Such filters dynamically steer a low-dimensional Krylov space toward a desired invariant subspace. We address the design of these filters, and illustrate with examples the subtleties involved in restarting non-Hermitian iterations.
and a small residual no longer implies comparable accuracy in the approximate eigenvalue. Rather than measure convergence of approximate eigenpairs, we contend that direct study of convergence to invariant subspaces yields greater insight. An invariant subspace can be well conditioned despite ill-conditioning of the associated eigenvalues and eigenvectors; see, e.g., [24, Ch. 5 ]. An advantage of this approach is the ability to readily handle matrices that are defective or otherwise far from normal. In this work, we bound convergence of the largest canonical angle between a desired invariant subspace and a Krylov subspace as the Krylov subspace dimension increases. As our development deals with subspaces, rather than the eigenvalue estimates generated by any particular algorithm, it yields a general convergence framework for all Krylov subspace eigenvalue algorithms.
Bounds of this sort are familiar in the Krylov subspace literature, beginning with Saad's 1980 article that revived interest in the Arnoldi algorithm [20] . Among that paper's contributions is a bound on the angle between a single eigenvector and a Krylov subspace in terms of a simple polynomial approximation problem in the complex plane. Jia generalized this bound to handle defective eigenvalues, but his analysis uses the Jordan structure of A and derivatives of the approximating polynomial [12] . Various other generalizations of Saad's bound have been developed for block Krylov methods [14, 19, 21] .
Recently, new bounds have been derived for single-vector Krylov subspace methods that impose no restriction on the dimension of the desired invariant subspace or diagonalizability of A, yet still result in a conventional polynomial approximation problem [3] . While examples demonstrate that these bounds can be descriptive, their derivation involves fairly intricate arguments. Our purpose is to present simplified bounds whose development is more elementary, even suitable for classroom presentation. The resulting analysis incorporates a different polynomial approximation problem; in typical situations it leads to weaker bounds at early iterations, though the asymptotic convergence rate established here is never worse than that obtained in [3] . In some situations where the desired eigenvalues are extremely ill-conditioned, these new bounds actually improve the earlier analysis.
Our first main result bounds the distance of K k (A, v 1 ) from a desired invariant subspace of A as the approximating subspace dimension k increases while the starting vector v 1 remains fixed, the classic setting for convergence analysis. In theory, Krylov projection methods terminate in a finite number of steps, but for very large problems, analysis of such asymptotic behavior still has computational significance.
For practical problems, convergence is usually slow enough that the approximating subspace dimension must become intractably large to deliver estimates with acceptable accuracy. To limit required storage and computational cost, one restarts the algorithm with improved starting vectors. Polynomial restarting is a popular approach, and it is often very effective. Here one projects A onto the Krylov subspace K k (A, v is always a subspace of the unrestarted Krylov space K k (A, v 1 ), the asymptotic convergence behavior of restarted algorithms depends critically on the selection of the polynomials φ j . Our convergence analysis is based on selecting the zeros of these polynomials with respect to certain regions in the complex plane, a setting in which we can apply classical results for polynomial approximation of a rational function.
Ultimately, our bounds predict asymptotic convergence behavior that critically depends on the proximity of the closest desired eigenvalue to an unwanted eigenvalue. Ill-conditioning of unwanted eigenvalues can also impede the convergence rate, but corresponding instability of the desired eigenvalues has no impact on the asymptotic behavior of our bounds. Starting vector bias causes variation in the transient delay preceding convergence, but it, too, exerts no influence on the asymptotic convergence rate.
Before proceeding to convergence bounds, we establish notation and give basic requirements on the matrix A, the desired invariant subspace, and the starting vector v 1 that ensure convergence is possible. In all that follows, · denotes the standard vector two-norm and the matrix norm it induces.
2 Decomposition of Krylov spaces with respect to eigenspaces of A Suppose the matrix A ∈ C n×n has N distinct eigenvalues, {λ j }, j = 1, . . . , N . We wish to compute L < N of these eigenvalues, λ 1 , . . . , λ L , which we shall call the good eigenvalues; the remaining eigenvalues are the bad eigenvalues-they are viewed as undesirable only to the extent that they are not of immediate interest, and we do not wish to expend any effort computing them. No assumptions are made regarding eigenvalue multiplicity and, in particular, we allow both good and bad eigenvalues to be defective.
Our goal is to understand how a Krylov space might converge to an invariant subspace associated with the good eigenvalues. In order to do this, we need to understand precisely how C n is decomposed into such subspaces. Our focus naturally arrives at the complementary maximal invariant subspaces associated with the good and bad eigenvalues:
where n j denotes the ascent of λ j . When A is diagonalizable, X g and X b are simply the span of all eigenvectors corresponding to the good and bad eigenvalues; for defective matrices, X g and X b will include all generalized eigenvectors of higher grade as well. In either case,
How well can X g be approximated by vectors drawn from the Krylov subspace K k (A, v 1 ), and how does this relate the dimension k and properties of A and v 1 ? Eigenvalue degeneracy creates barriers to the accuracy to which a Krylov subspace can approximate X g , but, interestingly, defectiveness can provide a remedy. In this section we precisely characterize those good invariant subspaces (within X g ) that can be captured with Krylov subspaces, adapting the discussion from [3] .
Since the dimension of K k (A, v 1 ) is bounded by n, there exists a smallest positive integer s such that
This maximal Krylov subspace, K(A, v 1 ), is evidently an invariant subspace of A. However, if any good eigenvalue is derogatory (i.e., has geometric multiplicity greater than one), then X g ⊆ K(A, v 1 ) and no Krylov subspace generated by v 1 will be able to fully capture X g . To see this, note first that since
This µ is the minimal polynomial of A with respect to v 1 , i.e., the monic polynomial µ of lowest degree such that µ(A)v 1 = 0.
where A s = J + ge T s ∈ C s×s is a companion matrix: J is zero everywhere except for ones on the first subdiagonal, g T = (γ 0 , γ 1 , . . . , γ s−1 ) and e s = (0, . . . , 0, 1) T . Since A s is a companion matrix, it cannot be derogatory, and hence K(A, v 1 ) = Range(K) cannot contain any invariant subspace associated with a derogatory eigenvalue [23] . Can it come close? What does it mean for a Krylov subspace K k (A, v 1 ) to come close to a fixed invariant subspace as the dimension k increases? In seeking a framework to discuss the proximity of subspaces to one another, the intuitive notion of the angle between subspaces is unambiguous only for pairs of one dimensional subspaces. We require some way of measuring the distance between subspaces of different dimensions. The containment gap between the subspaces W and V is defined as
(Throughout, · denotes the vector 2-norm and the matrix norm it induces.) Note that δ(W, V) is the sine of the largest canonical angle between W and the closest subspace of V with the same dimension as 
Characterization of the maximal reachable invariant subspace
Let µ denote the minimal annihilating polynomial of A, i.e., the monic polynomial µ of lowest degree such that µ(A) = 0. (Note that µ(z) must contain µ(z) as a factor.) We decompose C n into good and bad invariant subspaces using the following construction of Gantmacher [10, §VII.2] . Factor µ as the product of two monic polynomials, µ(z) = α g (z) α b (z), where α g and α b have the good and bad eigenvalues as roots, respectively, and are the lowest degree polynomials that satisfy
A partial fraction expansion assures us of two polynomials β g (z) and β b (z) such that
Rearranging and substituting A → z yields
Hence P g and P b are spectral projections onto the good and bad invariant subspaces, X g and X b . Our first result decomposes the maximal Krylov subspace into two Krylov subspaces with projected starting vectors.
To demonstrate the opposite containment, let x ∈ K(A,
. Then there exist polynomials ψ g and ψ b such that
The following corollary immediately follows from the fact that K(A,
is a distinguished subspace, called the maximal reachable invariant subspace for the starting vector v 1 . It is the largest invariant subspace of X g to which our Krylov subspace can possibly converge; we denote it by
Ideally, U g = X g , but we have already seen that if any good eigenvalue is derogatory, no Krylov subspace generated from a single starting vector can fully capture X g , and then U g = X g . (Curiously, eigenvalues that are defective but nonderogatory avoid this problem.) Also note that if the starting vector v 1 has no component in any good generalized eigenvector of maximal grade, then again U g = X g . The following lemma [3, 23] identifies an explicit barrier to how close a Krylov subspace can come to X g . This barrier is independent of the approximating subspace dimension and starting vector. 
and so z − v g ≥ z . Thus,
One might hope that polynomial restarts would provide a mechanism to reach vectors in X g \ U g , but this is not the case, as for any polynomial Φ, K(A, Φ(A)v 1 ) ⊆ K(A, v 1 ). In light of this, our analysis will focus on the gap convergence to the maximal reachable invariant subspace, U g . Since U g ⊆ K(A, v 1 ), a sufficiently large Krylov subspace will exactly capture U g , but typically such a Krylov space is prohibitively large. Our analysis will describe a gap convergence rate that is typically descriptive well before exact termination.
Convergence of polynomial restart methods
We address two closely related, fundamental questions.
What is the gap δ(U g , K k (A, v 1 )) between U g and the Krylov space as the dimension k increases?
The answer to this first question depends on the eigenvalue distribution and nonnormality of A, as well as to the distribution of v 1 with respect to U g . This analysis informs our approach to the second question:
Given a polynomial Φ that describes a polynomial restart filter, how does the gap
, and how can we optimize the asymptotic behavior of this gap as additional restarts are performed?
One goal of restarting is to mimic the performance of an unrestarted iteration, but with restricted subspace dimensions. If we consider Φ = Φ := j=1 φ j , where each φ j is a polynomial associated with restarting a Krylov subspace at the jth stage, a quantification of the gap δ(U g , K(A, Φ(A)v 1 )) will lead to a convergence rate for the restarting scheme.
Convergence bounds for Krylov subspaces with no restarts
We shall begin by discussing the distance of a Krylov space of dimension from the reachable subspace U g , and then introduce the consequences for restarting. We use the notation P k to denote the space of polynomials of degree at most k, and throughout assume that v 1 is such that m := dim U g > 0.
Critical to our discussion is α g ∈ P m , the minimal polynomial of A with respect to P g v 1 , i.e., the monic polynomial of lowest degree such that α g (A)P g v 1 = 0.
where
.
, there is a unique polynomial of degree m − 1 or less such that x = ψ(A)P g v 1 . For any fixed ψ ∈ P m−1 , the set of polynomials P
is nonempty, since it contains at least ψ itself. Although P ψ −1 is not a subspace, it is a translate of a subspace of P −1 . Indeed, if φ 1 and φ 2 are both elements of P ψ −1 , then their difference φ 1 − φ 2 must be an annihilating polynomial of P g v 1 : (φ 1 (A) − φ 2 (A))P g v 1 = 0. Note that α g , the minimum polynomial of A with respect to P g v 1 , divides any polynomial that annihilates P g v 1 , and so φ 1 (z) − φ 2 (z) = φ(z)α g (z) for some φ ∈ P −m−1 . This gives a full characterization of P ψ −1 , implying that any polynomial φ ∈ P ψ −1 must be of the form
with φ ∈ P −m−1 . Interestingly, all φ ∈ P ψ −1 are polynomial interpolants of ψ, though we will not use this fact explicitly.
The characterization of P ψ −1 suggests a restatement of Lemma 3.1; cf. [23, Cor. 5.5] .
This corollary will lead to a readily interpreted bound, similar in structure to the main result of [3] . Toward this end, we restrict minimization over φ ∈ P −m−1 to polynomials of the form φ(z) = ψ(z)p(z), where ψ ∈ P m−1 is the polynomial being maximized over, and p ∈ P −2m is an arbitrary polynomial. This then gives min
To simplify the right hand side further, we utilize Π b , the orthogonal projection onto
, it is always true that Π b P b = P b . This, together with the fact that A and P b commute, leads to the bound
Here Ω b is any compact subset of the complex plane containing all the bad eigenvalues while excluding all the good. The constant κ(Ω b ) measures nonnormality. More specifically, let Ω be any compact subset of C, take U to be the invariant subspace of A associated with those eigenvalues of A contained in Ω, and let Π U denote the orthogonal projection onto U. The constant κ(Ω), introduced in [3] , is the smallest positive number such that the inequality
holds uniformly for all functions f analytic on Ω. This constant, together with the choice of Ω itself, will be our key mechanism for describing the effects of nonnormality on convergence: κ(Ω) ≥ 1 for all nontrivial Ω, and κ(Ω) > 1 is only possible when A is nonnormal. In our bounds, enlarging Ω b generally decreases κ(Ω b ) (provided the new Ω b includes no new eigenvalues), but also requires maximization in (3.2) over a larger set, slowing the convergence rate. Flexibility in the choice of Ω b allows us to describe convergence for general non-Hermitian problems without requiring knowledge of a diagonalizing similarity transformation or the Jordan canonical form. Substituting (3.2) into the right hand side of (3.1) gives our primary result for methods without restarts.
Compare this bound to the main result of [3] :
where the compact set Ω g ⊆ C \ Ω b contains all the good eigenvalues, and
These bounds differ in several interesting ways. First, they involve different polynomial approximation problems. The new approximation problem amounts to fixing the value of the approximating polynomial p ∈ P −m from (3.4) to be one at all the good eigenvalues: If q ∈ P −m with q(λ) = 1 for all good eigenvalues λ (with matching multiplicities), then q must have the form q(z) = 1 − α g (z)p(z) for some p ∈ P −2m . In the special case that Ω g consists only of the good eigenvalues, then
When there is only a single good eigenvalue λ and it is simple, then m = 1 and assigning p(λ) = 1 amounts to scaling p. Thus equality holds in (3.5), and the two polynomial approximation problems are identical. (In this case, one would always take Ω g = {λ}, giving κ(Ω g ) = 1.) For larger m, the new bound (3.3) can be somewhat worse than (3.4) . Note that gap convergence can commence as soon as the Krylov subspace dimension reaches m = dim U g . The approximation problem in (3. 
What governs the size of these constants κ(Ω)? We present several upper bounds derived in [3] . First, take Ω to be a set of non-defective eigenvalues, and let the columns of U be an eigenvector basis for the corresponding invariant subspace. Then
where U + is the pseudoinverse of U. When A is Hermitian (or otherwise normal), one can always select an orthogonal basis of eigenvectors, and thus κ(Ω) = 1. On the other hand, nonnormal matrices often have poorly conditioned eigenvector bases (or even lack a complete basis altogether). In such situations, κ(Ω) will be large, and convergence bounds incorporating (3.6) are often pessimistic. The problem typically stems not from a poor bound in (3.6), but from the fact that Ω is too small. Thus we seek bounds for larger Ω. One natural approach is to consider the ε-pseudospectrum of A, defined as
with the convention that (zI − A) −1 = ∞ if z is an eigenvalue of A; see, e.g., [25] . If Ω ε is a set whose boundary is a finite union of Jordan curves enclosing some components of Λ ε (A) for a fixed ε > 0, then a standard contour integral argument leads to the bound
where L(∂Ω ε ) denotes the boundary length of Ω ε . The ability to adjust ε provides flexibility in our ultimate convergence bounds. The bounds (3.3) and (3.4) can differ significantly when κ(Ω g ) 1. If the good eigenvalues are ill-conditioned (more precisely, if the associated eigenvectors form an ill-conditioned or defective basis for U g ), κ(Ω g ) can be large unless Ω g extends well beyond the immediate vicinity of the good eigenvalues. However, in taking Ω g large to reduce κ(Ω g ), the asymptotic convergence rate degrades, since the optimal polynomials in (3.4) are small on Ω b , while remaining large on Ω g . Thus when the good eigenvalues are poorly conditioned, (3.4) can actually improve upon the old bound, as illustrated Section 4.3.
Convergence bounds for restarted Krylov subspaces
Having established bounds for the basic unrestarted case, we now address a more pressing issue for practical computations, the potential for attaining gap convergence through polynomial restarting. In particular, we will revise the previous estimates by replacing the starting vector v 1 by v 1 := Φ(A)v 1 , where Φ is the product of all the previous restart polynomials. We shall assume the dimension of our restarted Krylov subspace is fixed at = 2m. In this case, we have
We assume that Φ has M distinct roots τ j ∈ C\Ω g , and we shall let Ψ be the unique polynomial of degree M − 1 that interpolates 1/α g at these roots, so that Ψ(
This polynomial is of degree at most M + m − 1 and has a root at each of the τ j . Hence, this polynomial must be of the form
for some φ ∈ P m−1 . Thus for any given polynomial ψ ∈ P m−1 ,
By the same argument preceding the statement of Theorem 3.1, one has
and using this inequality in (3.8) gives
This analysis is particularly appropriate for the implicitly restarted Arnoldi (IRA) method [15, 22] . At the end of every IRA major iteration, by choosing the restart dimension appropriately, we have a 2m-step Arnoldi factorization giving a basis for K 2m (A, v 1 ) with v 1 = Φ(A)v 1 , where Φ is the product of all of the filter polynomials φ j that have been applied at previous IRA major iterations. Since we are free to choose the roots of Φ (i.e., the interpolation points τ j that define Ψ), we should be able to make the quantity max
arbitrarily small as the degree of Φ increases.
Establishing the asymptotic convergence rate
What do the bounds (3.3) and (3.9) imply about the asymptotic behavior of Krylov subspace eigenvalue algorithms? In particular, we wish to know how quickly the approximation
goes to zero with increasing , and, for restarted iterations, how to select the polynomial Ψ to minimize
We begin by recalling a basic result from classical approximation theory (see, e.g., [9, 27] ). Consider the behavior of min
as k → ∞, where f is some function analytic on Ω b . First, suppose Ω b is the unit disk, Ω b = {|z| ≤ 1}, and let z 0 be the singularity of f with smallest modulus. If one expands f in a Taylor series about z = 0 and approximates the optimal degree-k polynomial by the first k terms of the series, it is apparent from the Taylor remainder formula that lim sup
In fact, one can replace the inequality with equality, for although there are usually better choices for p than the Taylor polynomial, no such choice does better asymptotically. Thus, we say that (3.10) converges at the asymptotic rate 1/|z 0 |. The further the singularity z 0 is from Ω b , the faster the convergence rate. Now let Ω b be any connected set whose boundary ∂Ω b is a Jordan curve. The Riemann Mapping Theorem ensures the existence of a conformal map G taking the exterior of Ω b to the exterior of the unit disk with G(∞) = ∞ and G (∞) > 0. We will use the map G to reduce the present Ω b to the simpler unit disk case. In particular, the convergence rate now depends on the modulus of the image of the singularities of f . We set f (z) = 1/α g (z), so the singularities of f are simply the good eigenvalues of A. In particular, define ρ := min
We then have the following result [9, 27] .
The image of the circle {|z| = ρ −1 } forms a curve C := G −1 ({|z| = ρ −1 }) exterior to Ω b . This critical curve contains at least one good eigenvalue, with all bad and no good eigenvalues in its interior. An example of this mapping is given in Figure 1 of the next section. Moving a good eigenvalue anywhere on C has no effect on the convergence rate. For the approximation problem in (3.3), we have
where α 0 := max 
Of course, asymptotic results for Krylov iterations without restarts must be put in the proper perspective, as U g ⊆ K (A, v 1 ) for some finite , implying that δ(U g , K (A, v 1 )) = 0. Our primary goal is to obtain an asymptotic result for restarted iterations, where by restricting the subspace dimension we generally do not obtain exact convergence. Instead, we strive to drive δ(U g , K (A, v 1 )) to zero by judiciously choosing the restart polynomial Φ, where v 1 = Φ(A)v 1 . In particular, we wish to mimic the optimization in Theorem 3.2 by constructing Φ to interpolate 1/α g at asymptotically optimal points in Ω b . Some well-known choices for these points are:
• Fejér points of order k: {G −1 (z) : z k = 1};
• Fekete points of order k: the points {z 1 , . . . , z k } ⊆ Ω b that maximize j =k |z j − z k |;
• Leja points: Given {z 1 , . . . , z k−1 }, pick z k to be the z that maximizes
In all cases, these points fall on the boundary of Ω b . Given G, the Fejér points are the simplest to compute, while the Leja points are the most straightforward to implement in software [1] , as increasing the approximating polynomial degree simply adds new Leja points without altering the previous points. In contrast, Fejér and Fekete points of a given order typically all change as the order increases. The following classical result can be found in [9, §II.3] and the related papers [8, 17] . 
This interpolation result immediately gives an asymptotic convergence bound on the right of inequality (3.9) for restarted Krylov methods. 
Thus, the restarted iteration recovers the asymptotic convergence rate ρ. In practice, we have M = νm after ν major iterations, each of which is restarted with a degree m polynomial. Every major iteration should, in the asymptotic regime, decrease the residual by the factor ρ m . (In practice, one is not restricted to degree m polynomials-we simply fixed this degree to simplify the derivation. Increasing the dimension beyond m has no effect on our convergence analysis.)
If we convert the lim sup statement into a direct bound on δ(U g , K(A, v 1 )), we obtain
for any r > ρ, where
) accounts for transient effects in the polynomial approximation problem [9, §II.2], The constant C 2 incorporates the nonnormality of A acting only on U b ; nonnormality associated with both good and bad eigenvalues influences the constant C 1 , which describes the bias in the starting vector toward U g . In summary, a restarted iteration can recover the same asymptotic convergence rate predicted for the unrestarted iteration with a fixed Ω b . This comforting conclusion hides several subtleties. First, the restarted iteration locks in a fixed Ω b through its construction of the restart polynomial Φ. For the unrestarted iteration, on the other hand, one is free to choose Ω b to optimize the bound for a given iteration. At early stages, a large Ω b may yield a small κ(Ω b ) but a slow rate; later in the iteration, a reduced Ω b can give a sufficiently improved rate to compensate for the corresponding increase in κ(Ω b ). Secondly, the restarted iteration must somehow determine the set Ω b . It is rare to have precise a priori information, so Ω b must be found adaptively. This has been successfully implemented for Hermitian problems using Leja points [1, 4] , and similar ideas have been advanced for general matrices [11] . In practice, a different approach not explicitly derived from potential theory, called exact shifts [22] , has proven to be very effective. As seen in the experiments of Section 4.4, exact shifts can effectively determine the region Ω b .
Examples
We now demonstrate the accuracy the basic convergence bound (3.3) and the use of related potentialtheoretic tools in a variety of circumstances, with matrices ranging from Hermitian to far from normal. Our examples complement those provided in [3, §6] . The section closes with a performance comparison of restarting with exact shifts and Fejér points for several Ω b . In all cases, we begin the Krylov subspaces with the starting vector v 1 = (1, 1, . . . , 1) T .
Schematic illustration
Our first example illustrates how the tools of Section 3.3 can be used to predict the asymptotic convergence rate of unrestarted Krylov subspace iterations. We construct A to be a normal matrix whose spectrum comprises 1000 bad eigenvalues that randomly cover an arrow-shaped region in the complex plane with uniform probability, together with the three rightmost good eigenvalues, {− Figure 1 demonstrates the procedure outlined in Section 3.3 for estimating the asymptotic convergence rate. The bad eigenvalues are enclosed within the region Ω b , which we take to be the arrow over which the bad eigenvalues are distributed. The exterior of this region is conformally mapped to the exterior of the unit disk. Since Ω b is a polygon, we can compute this map G using a Schwarz-Christoffel transformation, implemented in Driscoll's SC Toolbox [5] . In this domain, the polynomial approximation problem is straightforward: the convergence rate is determined by the modulus of the singularities G(λ j ) alone. Thus, level sets of constant convergence rate are simply concentric circles. Applying G −1 to any of these level sets gives curves of constant convergence rate exterior to the original Ω b domain. If additional good eigenvalues were added on or beyond this critical level curve, the predicted asymptotic convergence rate would not change. For similar potential theoretic ideas applied to the solution of linear systems, see [6] . Figure 2 shows that the bound (3.3) performs well for this example. This figure compares true gap convergence to two versions of the new bound. For the most accurate bound, shown as a broken line, the minimax approximation problem of (3.3) is solved exactly using the COCA package [7] to compute best uniform approximation to f (z) ≡ 1 by polynomials of the form α g (z)p(z). Using a monomial basis for p(z), this procedure becomes highly ill-conditioned as the degree increases, so we only show results for early iterations. As an alternative, we illustrate an upper bound on (3.3) obtained by replacing the optimal polynomial p ∈ P −2m by the polynomial that interpolates 1/α g at the order − 2m + 1 Fejér points of the arrow (see, e.g., the final image in Figure 1 for order 20 Fejér points). These points were computed using the SC Toolbox, followed by high-precision polynomial interpolation in Mathematica. As they are asymptotically optimal interpolation points, the convergence rate obtained by the interpolation procedure must match that predicted by the conformal map, and that realized by exactly solving the
Bound bad eigenvalues
within Ω b .
-
to the exterior of the unit disk.
?
Find lowest curve of constant convergence rate that intersects a good eigenvalue. (3.3) . The better bound solves the minimax approximation problem directly, while the lesser bound approximates the optimal polynomial by interpolating 1/α g at Fejér points. Though this approximation procedure degrades the bound, it does not affect the asymptotic convergence rate. minimax problem in (3.3). Indeed, this is observed in Figure 2 , though the Fejér bound is roughly two orders of magnitude larger than the optimal minimax bound.
Hermitian examples
We next examine the performance of the new bound (3.3) for Hermitian examples, comparing the results to the bound (3.4) from [3] . In this situation, and indeed for any normal matrix A, one should take Ω g to be the set of good eigenvalues, giving κ(Ω g ) = 1. In such cases, (3.4) will always be superior to (3.3) .
Let A be a diagonal matrix with 200 bad eigenvalues uniformly distributed on Ω b = [−1, 0]. First suppose there is one good eigenvalue, λ 1 = 1/4, so Theorem 3.1 reduces to
while the bound (3.4) reduces to
Here we have used the fact that κ(Ω b ) = κ(Ω g ) = 1 since A is Hermitian, and hence normal. As noted earlier, in this m = 1 case the two bounds are identical, since iteration,
Figure 4: Comparison of convergence bounds for the Hermitian example again, but now with three good eigenvalues (left) and six good eigenvalues (right). As the number of good eigenvalues increases, the new bound degrades in comparison with (3.4), but the predicted asymptotic rate remains accurate. Note the transient stagnation of the new bound due to the optimization over P −2m rather than P −m for the six-eigenvalue case.
in (3.4) . Since A is normal, one should take Ω g to be the set of good eigenvalues. The addition of new eigenvalues to the right of 1/4 will not alter the asymptotic convergence rate derived from (3.4). The same is true for (3.3): the critical factor determining that convergence rate is the singularity in 1/α g nearest to Ω b . Adding new eigenvalues to the right of 1/4 adds more distant singularities to 1/α g without altering the asymptotics.
Though neither convergence rate degrades, the new bound predicts a longer transient phase before the asymptotic rate is realized. This delay, together with the fact that (3.3) surrenders two polynomial degrees in the approximation problem for every good eigenvalue (the optimization is over p ∈ P −2m , as opposed to q ∈ P −m in (3.4) ), causes the new bound to degrade as m grows, though the convergence rate remains descriptive. Figure 4 illustrates these properties, first for three good eigenvalues, { 
Defective examples
Our next examples illustrate the new bound (3.3) for nondiagonalizable matrices, illustrating the use of pseudospectra to compute convergence bounds. We include a situation where (3.3) is superior to (3.4) for a matrix with good eigenvalues that are highly sensitive to perturbations.
First, consider the matrix
, where J k (λ, γ) denotes a k-dimensional Jordan block with eigenvalue λ and off-diagonal entry γ,
all unspecified entries are zero. We seek the good eigenvalue λ 1 = 0, a defective eigenvalue with multiplicity m = 6. Since A is nondiagonalizable, we must take Ω b and Ω g to be larger sets than the eigenvalues themselves to get finite values for κ(Ω b ) and κ(Ω g ). The pseudospectra of Jordan blocks J k (λ, ε) are exactly circular [18] , and thus provide convenient choices for Ω g and Ω b . We take Ω g = Λ ε (J 6 (0, 1)) and Ω b = Λ ε (J 100 (− 5 2 , 1)) for ε = 10 −3 in both cases. Figure 5 illustrates the corresponding convergence bounds. Here, the bound (3.3) is actually an upper bound obtained by replacing the optimal polynomial in (3.3) by the polynomial that interpolates 1/α g at Fejér points for Ω b .
We emphasize that the choice of Ω g plays no role in the new bound (3.3). It does, however, affect the asymptotic convergence rate of the bound (3.4); taking for Ω g pseudospectral sets with smaller values of ε will improve the asymptotic convergence rate (better for later iterations), but increase the leading constant (worse for early iterations). The value ε = 10 −3 is a good balance for the range of iterations shown here. Regardless of the choice of Ω g , the asymptotic rate never beats the one derived from the new bound (3.3) . Now suppose the bad eigenvalue remains the same, but we increase the sensitivity of the good eigenvalue, replacing J 6 (0, 1) with J 6 (0, 100). The only effect this has on the new bound (3.3) is a slight change in the constant C 1 describing bias in the starting vector. (The same change also effects (3.4).) Since the location and multiplicity of the eigenvalue hasn't changed, α g remains as before, as does the polynomial approximation problem, and hence the asymptotic convergence rate from (3.3). The bound (3.4), on the other hand, changes significantly. Enlarging the off-diagonal entry γ in the good Jordan block corresponds to a significant increase in the size of the pseudospectral set Ω g = Λ ε (J 6 (0, γ)). In particular, replacing γ = 1 by γ = 100 increases the radius of Ω g = Λ ε (J 6 (0, γ)) by a factor of roughly 45. We can't use ε = 10 −3 for both Ω g and Ω b , as the two sets would intersect, and thus the approximation problem in (3.4) would predict no convergence. Instead, we fix Ω b = Λ ε (J 100 (− 5 2 , 1)) for ε = 10 −3 , but reduce the value of ε used to define Ω g = Λ ε (J 6 (0, 100)). In particular, we must take ε ≈ 10 −9 before Ω g and Ω b are disjoint. We find that using ε = 10 −13 for Ω g provides a good bound, and it is this value we use in Figure 6 .
Increasing γ in the good Jordan block increases the constant term in the bound (3.4) dramatically. Taking γ ever larger shows that (3.4) can be arbitrarily worse than (3.3) in this special situation.
Polynomial restart examples
Our final examples illustrate the performance of restarted iterations applied to nonnormal matrices. In particular, we modify the example from Section 4.1: A is the direct sum of diag(− 1 4 , 0, 1 4 ), which contains the perfectly-conditioned good eigenvalues, and A bad ∈ C 1000×1000 , whose diagonal contains the same bad eigenvalues shown in Figure 1 , ordered by increasing real part. Unlike the example in Section 4.1, we add entries to the first and second superdiagonal of A bad , making the matrix nonnormal. We are interested in the performance of shifting strategies as this nonnormality varies.
First, place −1/2 on the first superdiagonal and −1/4 on the second diagonal of any row of A bad with diagonal entry λ with Re λ < −3. This makes the leftmost part of the spectrum highly sensitive to perturbations, with essentially no impact on the good eigenvalues, which are well separated from these sensitive eigenvalues. Figure 7 shows gap convergence for three different iterations: no restarts, restarting with exact shifts, and restarting with Fejér points. These last two methods require some explanation. In both cases, the Krylov subspace is built out to dimension 23, and at the end of each major iteration, the current starting vector is refined with a polynomial filter, v 1 ← φ(A)v 1 , where deg(φ) = 20. For exact shifts, the roots of φ are taken to be the 20 leftmost Arnoldi Ritz values determined from the degree 23 Krylov subspace. For Fejér shifts, the roots of φ are the order 20 Fejér points on the boundary of Ω b , 1 which we take to be the arrow that tightly covers the bad eigenvalues, as shown in Figure 1 . Exact shifts closely capture the performance of the unrestarted iteration, while the Fejér shifts exhibit a sawtooth convergence curve due to the fact that the full 23-dimensional Krylov subspace contains accurate estimates of U g , but these degrade upon restarting. Figure 8 compares pseudospectra of A bad (top) with the relative magnitude of the aggregate restart polynomial Φ for exact shifts and Fejér shifts. The broken line on these plots shows the critical curve that determines the convergence rate. The asymptotic convergence rates are very similar for these iterations, so why does the Fejér approach (where nonnormality plays no influence on shift selection), fare so much worse in Figure 7 ? Note that there are points in the 10 −2 -pseudospectrum of A bad that are outside the critical level curve that determines the convergence rate (broken line). Krylov methods, at early iterations, are drawn to such false approximate eigenvalues, which appear more prominent than the good eigenvalues. The exact shifts avoid this difficulty: the critical level curve for the potential they generate includes all points in the 10 −1 -pseudospectrum, and some beyond.
Next, modify the previous example by changing the −1/2 and −1/4 entries in the superdiagonal of A bad to −2 and −1, respectively. We repeat the same restarting experiments as before, with results shown in Figure 9 . The leftmost eigenvalues remain highly sensitive to perturbations, but now in a fashion rather different geometrically from the previous case, as can be seen in the pseudospectral plot in Figure 10 . Exact shifts perform nearly as well as the unrestarted iteration, but now the Fejér shifts for the arrow enclosing the eigenvalues do not lead to any notable convergence in these iterations. There are points in the 10 −20 -pseudospectrum of A bad that are well outside the critical convergence level curve. Though we predict a superior convergence bound for these Fejér shifts, the constant κ(Ω b ) is enormous. On the other hand, if we take Ω b to be the 10 −1 -pseudospectrum of A bad , then the Fejér points for this set yield convergence similar to that realized by exact shifts. (These Fejér shifts are derived with knowledge of the nonnormality of A bad .) This is another example where inexact knowledge of the eigenvalues (as derived via the exact shifts, which are Ritz values [22] ) leads to markedly better performance than that obtained by exploiting exact spectral information. For similar observations in the context of solving linear systems of equations, see [16] . −1 pseudospectrum both give convergence not much worse than the unrestarted method. Hence, imprecise spectral information leads to more rapid convergence than precise spectral information. -pseudospectra of A bad . The Fejér shifts for the arrow give essentially no convergence for these iterations: though the predicted asymptotic convergence is better than the others, the nonnormality constant κ(Ω b ) will be enormous.
