In case of a nuclear accident, decision makers rely on high-resolution and accurate information about the spatial distribution of radioactive contamination surrounding the accident site. However, the static nuclear monitoring networks of many European countries are generally too coarse to provide the desired level of spatial accuracy. In the Netherlands, authorities are considering a strategy in which measurement density is increased during an emergency using complementary mobile measuring devices. This raises the question, where should these mobile devices be placed? This article proposes a geostatistical methodology to optimize the allocation of mobile measurement devices, such that the expected weighted sum of false-positive and false-negative areas (i.e. false classification into safe and unsafe zones) is minimized. Radioactivity concentration is modelled as the sum of a deterministic trend and a zero-mean spatially correlated stochastic residual. The trend is defined as the outcome of a physical atmospheric dispersion model, NPK-PUFF. The residual is characterized by a semivariogram of differences between the outputs of various NPK-PUFF model runs, designed to reflect the effect of uncertainty in NPK-PUFF meteorological inputs (e.g. wind speed, wind direction). Spatial simulated annealing is used to obtain the optimal monitoring design, in which accessibility of sampling sites (e.g. distance to roads) is also considered. Although the methodology is computationally demanding, results are promising and the computational load may be considerably reduced to compute optimal mobile monitoring designs in nearly real time.
Introduction
The Chernobyl nuclear accident in 1986 and the more recent increased risk of terrorist attacks with dirty bombs underline the need for radiological monitoring networks and mobile measuring facilities, capable of measuring and mapping radioactivity for a region or country. In the Netherlands, the National Institute for Public Health and the Environment (RIVM) operates the Dutch National Radioactivity Monitoring network. The network consists of 153 ambient dose rate monitors and 14 / air-sampling monitors (Twenhöfel et al. 2005) . In a routine monitoring situation, measurements are carried out every 10 minutes and are immediately available to the radiological back-office stationed at RIVM. The 153 dose rate monitors are more or less uniformly spread across the country, with an increased density near the Borssele nuclear power plant in the southwest and along the borders with Germany and Belgium. When radiation levels are above a critical threshold, the RIVM issues a warning to the national and local authorities. After confirmation and careful evaluation, it may then be decided to activate the national emergency response plan for nuclear accidents (Van Sonderen 1997 , Twenhöfel et al. 2005 . Effective counter-measure strategies are aimed at immediate protection of the human population (e.g. by sheltering, evacuation, and iodine prophylaxis), safeguarding food production chains (e.g. by preventing harvest and dairy products from entering the food market, or by sheltering or relocating cattle), and other preventative measures designed to minimize long-term environmental remediation efforts. Measurements of radioactivity are used in conjunction with physical dispersion models to predict the spatial distribution of radioactive contamination and to make prognoses of the radiological situation in the area surrounding an accidental release of radionuclides. However, because the static monitoring network was designed to cover the whole country, it is too coarse to provide accurate local information. Additional measurements from mobile measuring devices or sensors, placed in the vicinity of the accident site and the forecasted contamination plume, are required to improve prediction (i.e. reduce prediction error) and obtain an accurate delineation of the spatial distribution of contamination. In order to benefit most from the extra mobile devices, the devices must be optimally spatially allocated.
Optimization of spatial sampling designs begins with the definition of a criterion to evaluate the suitability of a given design. Criteria that evaluate the estimation of a spatial aggregate, such as the mean, median, or frequency distribution of the target variable over the region of interest, can be optimized using design-based statistical approaches (Stevens and Olsen 2004 , Stehman et al. 2005 , De Gruijter et al. 2006 , Theobald et al. 2007 . Model-based approaches are generally preferred when the objective is to predict values at point locations or when the objective is to create high-resolution maps of the target variable, as in the case of a radioactive release. and presented an algorithm that optimizes the spacing of a regular grid and a triangular lattice design, given an a priori semivariogram and a maximum tolerable kriging prediction error variance. Yfantis et al. (1987) showed that a hexagonal grid is more efficient than a regular grid or triangular lattice in cases where the sampling density is sparse and when there is little spatial correlation (i.e. a semivariogram with a large nugget). However, the gain in efficiency using a hexagonal design is marginal and seldomly outweighs the ease of grid sampling in practical applications. Spruill and Candela (1990) estimated the prediction accuracy of chloride concentration in groundwater by removing and adding locations to an existing sampling network. Similarly, ordinary co-kriging between mercury sediment concentration and sediment grain size index was used by Ben-Jemaa et al. (1995) to redesign an existing network by minimizing the average prediction error variance. Van Groenigen et al. (1999) adopted the mean kriging variance as an optimization criterion to sample the texture and phosphate content on a river terrace. Brus and Heuvelink (2007) extended the framework to universal kriging, in which case trend parameter estimation is optimized simultaneously. These studies all assumed that the covariance function or semivariogram is known and used the average (kriging) prediction error variance as a criterion to obtain the optimal design. More recently sampling design optimization was extended to situations where the semivariogram parameters must also be estimated from the sample (Zhu and Stein 2006) .
Minimization of the average prediction error variance may not be the most appropriate choice for radioactivity monitoring and mapping because uncertainty about the predicted radiation level only affects decision making when the probability distribution of the prediction straddles the intervention level. Large uncertainties associated with predictions far below or much above the intervention level have no negative consequences when it is practically certain that the radioactivity is below or above the threshold (see also Rogerson et al. 2004) . Therefore, a more sensible criterion would be to minimize the costs of wrong decisions caused by false classifications (Goovaerts et al. 1997, Van Meirvenne and Goovaerts 2001) . The optimal sampling design minimizes the costs associated with false-positive (i.e. when the predicted concentration is greater than the intervention level while the real value is smaller) and false-negative decisions (i.e. when the predicted concentration is smaller than the intervention level while the real value is greater). In the case of radioactive contamination, the costs associated with false negatives are likely to be greater than those of false positives. Moreover, sampling design optimization must also take geographical constraints of sensor placement into account.
This article presents a sampling design optimization method that minimizes the weighted sum of costs of wrong decisions under imposed geographical constraints. The methodology is illustrated with a fictitious example of an accident at the Borssele nuclear facility in the Netherlands. Although the focus is on optimizing a radioactivity monitoring network, the methodologies presented apply more generally to spatial optimization problems encountered in geography and environmental science (Wang et al. 2002 , Rogerson et al. 2004 , Kumar 2007 , McCarthy 2008 , Ter Braak et al. 2008 ).
Methodology
The methodological framework to compute optimal locations for mobile measuring devices has four main components as explained in Sections 2.1-2.4. These four components are modelling the spatial distribution of radioactive concentrations and the associated uncertainties, use of mobile measurements to improve spatial prediction of the concentrations, definition of a cost criterion for evaluation of a sampling design, and spatial simulated annealing (SSA). The integration of these four components into an iterative sampling design optimization algorithm is discussed in Section 2.5.
Modelling the post-accident spatial distribution of radionuclide concentration and its uncertainty
The RIVM has been conducting research into the dispersion of radionuclides for decades with the development of a radioactive nuclide distribution model, PUFF (Van Egmond and Kesseboom 1983, Verver and De Leeuw 1992) . In cooperation with the Royal Dutch Meteorological Institute (KNMI), PUFF was extended with provisions to allow coupling with a meteorological model, the High Resolution Limited Area Model (HIRLAM, http:// hirlam.org/). The resulting NPK-PUFF model describes the atmospheric transport of gaseous-and aerosol-bound radioactive nuclides from one or multiple point release sources and calculates the concentration and deposition of radioactive materials over the threatened area. The model produces gridded output that can be used to estimate (time-integrated) air and ground radioactivity concentrations, which can subsequently be used in a dose estimation model to calculate human population exposure to radioactivity.
The dynamics of radioactive dispersion in space and time can be reasonably well predicted with the NPK-PUFF model, but uncertainties in meteorological conditions and other inputs will propagate to the output (Heuvelink 1998 , Eleveld et al. 2007 . Moreover, errors in the model structure mean that even if the model input were known exactly, model predictions would still differ from reality. To take these uncertainties into account, the true concentration at the time of interest may be represented as the sum of a deterministic trend (the NPK-PUFF prediction) and a stochastic residual:
where Z is the true concentration, Z PUFF is the NPK-PUFF output, " is the difference between the true concentration and NPK-PUFF output, and x is a spatial coordinate. The true value of the residual " is unknown and it is therefore represented by a random function, whose probability distribution must be defined such that it reflects the uncertainty about the NPK-PUFF output Heuvelink 2007, Heuvelink et al. 2007 ). To facilitate identification of the probability distribution of ", it is common practice in geostatistics to assume that the residual is normally distributed, second-order stationary and isotropic. Although the stationarity assumption is a crude approximation of the real error structure, it is used here to simplify the estimation of the probability distribution of ". Stationarity and isotropy indicate that the mean and variance of " are constant in space and that the correlation between "(x) and "(x + h) only depends on the Euclidean distance |h| between x and x + h (Goovaerts 1997) . Here, it is also reasonable to assume that " has a mean of zero, because the NPK-PUFF model is calibrated such that it will not systematically over-or underestimate the true concentration. However, " will be spatially correlated. For instance, errors in wind speed and wind direction displace the contamination plume as a whole and thus create local anomalies where the concentration is systematically over-or underestimated. The spatial covariance structure of " can be characterized by a semivariogram. Parameters of the semivariogram (i.e. the nugget, sill, range and shape) can be estimated as follows. First, NPK-PUFF is run with the most likely meteorological parameter input values for a given scenario to create a reference run. Next, the main inputs of NPK-PUFF are varied such that their values reflect the uncertainty in these inputs. Multiple runs of NPK-PUFF are then executed using this range of input values and each of the results is subtracted from the output of the reference run. Semivariograms of the resulting residuals are computed and plotted. Suitable values for the semivariogram parameters can then be derived from these experimental semivariograms, either through eyeball fitting or using statistical estimation techniques such as weighted least squares and maximum likelihood (Chilès and Delfiner 1999) .
Using mobile measurements to improve the NPK-PUFF prediction
In the absence of measurements, a reference run of the NPK-PUFF model will be used to predict the radionuclide concentration at any given location, simply because no other information is available. However, in a real emergency situation, measurements will be available too, and information contained in these measurements can be used to improve predictions of radioactive contamination and population exposure. A simple data assimilation approach, not nearly as advanced as dynamic data assimilation techniques based on the Kalman filter (Huang and Cressie 1996 , Bertino et al. 2003 , Heuvelink et al. 2006 , can be used to combine model predictions with measured data as follows. At each measurement location, the difference between the measured concentration and the concentration predicted by NPK-PUFF is computed. Next, these differences are interpolated using simple kriging, and the interpolated residual is added to the NPK-PUFF output. The resulting map reproduces the observed values at the measurement locations because kriging is an exact interpolator. It also adjusts the NPK-PUFF model outputs at non-measurement locations. The degree of adjustment is larger near measurement locations and when spatial correlation is large. The final map uses both information contained in the NPK-PUFF output and information from the observed measurements. Since it uses both sources of information, it will generally be closer to the true concentration than the map produced by the reference run.
Optimization criterion
As stated in the introduction, the objective of this research is to select sampling locations that minimize costs associated with false-positive and false-negative decisions. False-positive decisions occur when a pre-defined threshold is exceeded due to model error or uncertainty, resulting in unnecessary measures, such as the evacuation of people from an area that is in reality safe. Conversely, costs associated with false-negative decisions are that measures are not taken while in fact they were necessary. These costs are likely greater than false-positive costs because they affect the health and lives of people.
Any location within the study area can fall into one of four categories: false positive, false negative, true positive, and true negative ( Figure 1 ). The objective here is to minimize a weighted sum of the areas occupied by false positives and negatives:
where C are the costs and the cost ratio /(1 -) is likely to be (much) smaller than 1.
Spatial simulated annealing
Obtaining the spatial sampling design that minimizes Equation (2) requires the use of a numerical optimization algorithm. Many algorithms have been developed for solving nonlinear optimization problems. Examples are genetic algorithms, neural networks, tabu search, particle swarm optimization, and simulated annealing (Glover 1989 , Hornik et al. 1989 , Lee and Ellis 1996 , Schmitt 2001 , Coello et al. 2004 , Vrugt and Robinson 2007 . Simulated annealing (Kirkpatrick et al. 1983 ) is a random search technique akin to finding the optimum by the physical process of annealing. The optimization problem is solved iteratively by starting with an arbitrary design and repeatedly trying out new designs that are slight modifications of the previous design. Candidate designs that reduce the cost criterion are favourably accepted, which ensures that the iteration gradually progresses to designs with low costs, ideally the one with the lowest cost. Spatial Simulated Annealing (SSA) is the spatial extension of simulated annealing (Van Groenigen and Stein 1998). It has five main steps: (1) Start with a (random) initial sampling design S 0 and compute the associated costs C(S 0 ). (2) Given the design S k , construct a candidate new sampling design S k+1 by moving a randomly chosen sampling location over a distance h. The direction of h is randomly chosen and its length is a random number between zero and a maximum shift. The maximum shift is gradually decreased while the SSA iteration progresses. (3) Compute the objective function C(S k+1 ) for the new design. If C(S k+1 ) , C(S k ) then accept the new design, else accept the new design with a certain probability (this is to ensure that the algorithm can escape from local optima). If the new design is accepted, then increase k by 1. The probability of accepting worsening designs is gradually decreased as the SSA iteration progresses. (4) Return to step (2), using the new design S k+1 as starting point if it was accepted and using the old design S k otherwise. (5) Stop after a fixed number of iterations or when some other stopping criterion is satisfied. Store the design that had the smallest cost.
Candidate sampling locations must obviously lie within the study area. Moreover, candidate locations may also be selected based on additional topographic conditions. For instance, mobile radioactivity measurement devices must be located in open areas and within a maximum distance from public roads.
Sampling design optimization algorithm
The main steps of the approach used to compute the optimal sampling design can now be summarized as follows. First, an initial design is chosen. Next, the observations at the sampling locations are used to adjust the NPK-PUFF output as described in Section 2.2. Geographical areas of false-positive and false-negative decisions are computed and the cost criterion Equation (2) is evaluated. SSA is used to iteratively search for the optimal design. There is one problem, though. In order to adjust NPK-PUFF with the measurements and compute the areas of false-positive and false-negative decisions, the true concentration must be known throughout the study area. In reality, it will not be known. However, as indicated in Section 2.1, the true concentration can be characterized by a probability distribution through Equation (1). Therefore, a Monte Carlo simulation approach can be used: many possible realities are simulated, the costs associated with the sampling design are evaluated for all possible realities, and the average costs are calculated. If the number of simulated realities is sufficiently large, then the average costs will approximate the expected costs associated with the sampling design. It is sensible to define the optimal design as the one for which the expected costs are minimal. In summary, the following step-by-step approach describes how the optimal sampling design is obtained:
(1) Compute the reference NPK-PUFF output for the research area of interest.
(2) Identify all candidate sampling locations by applying the topographic conditions to all locations within the study area. (3) Identify the semivariogram of the stochastic residual (as described in Section 2.1). (4) Generate a large number (N ! 100) of realizations of the stochastic residual field using unconditional sequential Gaussian simulation (Goovaerts 1997) and add these to the NPK-PUFF reference output, thus creating a set of N simulated concentration fields ('possible realities').
(5) Construct an initial sampling design by (randomly) selecting a given number of locations (n) from the candidate sampling locations. (6) For each of the N realizations, derive the residual at the n sampling locations by subtracting the NPK-PUFF reference value from the values in the possible reality and interpolate the residuals using simple kriging. Add the interpolated residual field to the NPK-PUFF reference output to obtain a predicted concentration map. (7) For each of the N realizations, compare the predicted map with the known concentration map (i.e. the possible reality) and compute the associated area of false-positive and false-negative decisions and the cost criterion Equation (2). (8) Compute the expected costs of the sampling design by averaging the costs over all N simulations. (9) Generate a new candidate sampling design using spatial simulated annealing; compute the associated costs by repeating steps (6) through (8) and compare the costs with those of the previous design; decide whether to accept or reject the new design as specified in the SSA scheme. (10) Repeat step (9) for as many iterations as specified by the SSA algorithm and store the design with the minimum expected costs.
Results

Introduction to the case study
Consider the hypothetical example where at time t = 0 an accident occurs at the nuclear power plant of Borssele in the Netherlands. A south-west wind with velocity 3.0 ms -1 moves a plume of released Cs-137 in the north-east direction. Suppose that the RIVM needs to predict the spatial distribution of the radioactive concentration at t = 5 hours after the accident. The prediction for t = 5 made by the NPK-PUFF model is given in Figure 2 . The figure also shows the boundary of the plume where the radioactivity is above the (fictitious) intervention level of 1.0 · 10 5 Bq/m 3 . However, the NPK-PUFF output is no more than a prediction which is uncertain to some degree. Therefore, it is decided to place 25 mobile measurement devices within the area to improve prediction. Vans carrying the mobile devices are on standby to drive to the selected measurement locations and can place the devices within a few hours. The measurement readings at t = 5 can then be used to adjust the predicted plume and produce a more accurate map. The sampling design optimization methodology described in Section 2 can now be applied to derive the optimal locations for the 25 devices.
The candidate sampling locations are confined to a finite set of nodes on a 1200-m resolution grid of the area (100 · 100 km 2 ). In addition, nodes that are not in open terrain or are not within 300 m of a road are excluded. This reduces the set of candidate sampling locations to 3147 points (Figure 2 ).
Six scenarios
Thirty error fields were computed by subtracting the reference NPK-PUFF output from 30 alternative NPK-PUFF model outputs. The alternative runs were obtained by changing meteorological parameters (e.g. wind speed, wind direction, boundary layer height) and emission inputs (e.g. emission height). The resulting error fields were randomly sampled, and experimental semivariograms were computed (Figure 3) . Differences between the sills of the semivariograms are substantial, indicating that NPK-PUFF output is more sensitive to changes in some parameters than in others (wind speed in particular turns out to be a critical parameter). Therefore, three different values for the semivariogram sill were taken, reflecting the low, medium, and high uncertainty case. The semivariogram shape was in all cases a spherical semivariogram with zero nugget variance and correlation length (range) of 30 km. The choice of a spherical semivariogram may seem inappropriate because the NPK-PUFF model is an advection-diffusion model which has a smooth behaviour at short lags and so will differences between model runs with different parameter settings. However, a nondifferentiable variogram was used to also partially capture model error, which may show substantial erratic behaviour. Two values for the cost ratio /(1 -) were used, one where the costs of false-positive and false-negative decisions are equal and one where false-negative decisions are five times more costly than false-positive decisions. The resulting six scenarios are summarized in Table 1 . Figure 2 . The study area is taken as a 100 · 100-km 2 area in the south-west of the Netherlands. The Borssele nuclear power plant is located in the south-west corner. The grey tone cloud overlaid on the study area is the NPK-PUFF reference plume of radionuclide concentration, five hours after the fictitious accident took place. Dots represent candidate locations where mobile measurement devices can be placed.
Optimization with spatial simulated annealing
The SSA algorithm starts with an arbitrary initial sampling design for which the costs are calculated. The algorithm then randomly perturbs the design by moving a randomly chosen measurement device in a random direction, computes the cost of the new design, and compares it with the cost of the previous design. Here, the distance over which the device is displaced was drawn from a uniform distribution with a minimum distance of zero and an initial maximum distance of 3 km. The maximum distance decreases exponentially as the iteration progresses, where the exponential decay parameter was chosen such that the maximum displacement distance halves every 400 iterations. Designs that reduce the costs are always accepted, designs that increase the cost are accepted with a probability that initially is equal to 0.2 but that decreases exponentially with a decay parameter that halves the acceptance probability every 140 iterations. The SSA settings used were partly based on the literature (Kirkpatrick 1984) and partly on critical examination of results from a testing phase. The number of simulated realities used in the Monte Carlo analysis was taken as N = 100. Figure 4 shows the development of the costs as the iterations progressed for scenario 1a. In total, 2000 annealing iterations were done. The graph shows that the cost function gradually decreased, but note also that several worsening designs were accepted. Apparently, in this particular case near iteration step 400, the algorithm accepted a new design that had a much larger cost than the previous design, which undid almost all of the gain achieved in the first 400 runs. Nonetheless, towards the end of the iteration, the cost was substantially reduced from an initial cost of 910 to a final cost of 498. Note also that the final Table 1 . Six scenarios with different settings for the degree of uncertainty and cost ratio. 600 iterations did not diminish the cost substantially. This suggests that the algorithm converged to the optimal final design although there is no guarantee that the global optimum has been reached. Figure 5 shows the initial and final sampling designs for scenario 1a (low uncertainty and cost ratio = 1/1). The final design concentrates observation locations along the boundary of the reference contamination plume. This is because these are the areas where the probability of making a false-positive or false-negative decision is the biggest. The greatest decrease of these probabilities is achieved by placing mobile measurement devices in the boundary area, so that locally a more accurate prediction of the radionuclide concentration can be made. Taking measurements far away from the plume or in the centre of the plume has no added value because at these locations one is already practically certain that the concentration is below or above the intervention value. Note also that most observations are placed along those parts of the plume where its boundary is wide and the uncertainty about the exact location of the plume boundary is the greatest. This is where collecting additional observations pays off most. The final configuration of sampling points is not symmetric. This may be caused by the fact that only N = 100 simulated realities were used or because the simulated annealing had not converged to a global optimum, but the most likely cause is that sampling is confined to locations that satisfy the topographic criteria (e.g. notice from Figure 2 that north of the reference plume lies an area that cannot be sampled).
The probabilities of false-positive and false-negative decisions are also indicated in grey tones in Figure 5 . These probabilities are smaller than 50% in all cases and much smaller than 50% in the optimized case. The smaller probabilities for the optimized sampling design confirm the result of Figure 4 , because the cost is the spatial average of the probabilities of false decisions. Figure 5 also shows that the probability of false-negative decisions is large just outside the reference plume, whereas false-positive decisions are large just inside the plume. This is as expected, because a false-negative decision means that it is decided that the concentration is below the intervention level whereas in reality it is above. This mainly occurs just outside the reference plume. However, note that points within the reference plume can have a non-zero probability of a false-negative decision, because the decision is based on the adjusted plume and not on the reference plume (Section 2.2). Points outside the plume can have a non-zero probability of a false-positive decision for the same reason. Figure 6 shows the optimized sampling designs for the low, medium, and high uncertainty scenarios, where the cost ratio equals 1/1 as before. Not surprisingly, the figure shows that the optimal design spreads out when uncertainty increases. This is due to the increasing occurrence of radioactive contamination above the intervention level at large distances from the reference plume. In the high uncertainty case, the optimal design resembles a uniform distribution of points over the study area, excluding the North Sea and the centre of the plume. Note that the probability of making false decisions is smaller near the observation points. Figure 7 presents the same results as Figure 6 , but then for the scenarios where the cost ratio equals 1/5. Recall that these are scenarios where the cost of a false-negative decision is five times greater than that of a false-positive decision. At first impression, the optimal sampling designs are not very different from those presented in Figure 6 . However, closer inspection shows that there is an increased tendency to locate observations outside the reference plume when a false-negative decision is more costly than a false-positive decision. For instance, for scenario 1a (low uncertainty case and cost ratio 1/1), 10 points out of 25 are located within the plume, whereas only five points are inside the plume for scenario 1b (when the cost ratio is 1/5). When false-negative decisions are more costly than falsepositive decisions, it makes sense to focus on reduction of the probability of false-negative decisions and hence place more observations outside the reference plume. Table 2 presents the expected costs for all scenarios, both for the initial and the final sampling design. Clearly, the expected cost increases when uncertainty increases, because the probability of making a false decision is greater when the uncertainty is large. The cost improvement is large for the low uncertainty scenarios, whereas it is only modest for the medium and high uncertainty scenarios. Indeed for the low uncertainty scenario, the final sampling design is quite different from the initial design, whereas for the other two cases the difference is smaller (the initial random design already has a fair spatial coverage of the study area). Note also that the expected cost for scenarios where the cost ratio equals 1/5 is greater than when the ratio equals 1/1. This occurs because the probability of making a false-negative decision is generally greater than that of making a false-positive decision (Figures 6 and 7) .
Comparison of scenarios
Discussion and conclusions
This study presented a sampling design optimization methodology that aims to minimize the expected area of false predictions. The procedure employs a stochastic simulation approach to simulate possible realities using a geostatistical model and uses SSA for optimization of the sampling design. The computational effort is large because each simulated annealing step requires that a kriging interpolation is carried out N times, where N equals the number of Monte Carlo simulation steps. In this study, N was equal to 100, whereas the number of simulated annealing steps was 2000. Both numbers need to be increased to reach more precise results although the results obtained were plausible and suggest that these are not that far off from the exact solution. Additional runs are needed to confirm this. In fact, this was already partially done because we executed the algorithm many times in the testing phase, each time with a different initial design, and obtained very similar final designs.
In the current setting, the algorithm required about 20 hours computing time on a standard personal computer. Clearly, for real-world emergency applications, solutions are needed much faster than that. For instance, in an operational mode, the RIVM must decide in less than half an hour where mobile devices must be placed. However, the implementation of the computer code can be made much more efficient by clever programming, and a more powerful computer can be used. For instance, the initial sampling design can be taken from a previous analysis or guessed by an expert such that it is likely to be closer to the optimum 143  106  249  45  1b  418  68  486  223  42  265  45  2a  2311  518  2829  2023  443  2466  13  2b  3852  173  4024  3148  216  3365  16  3a  5251  1451  6702  4172  1619  5791  14  3b  8751  484  9235  6448  702  7150  23 than a random design. Also, the kriging step can be speeded up by taking into account that for each iteration step only one sampling location is replaced, meaning that only a single row and column of the kriging matrix change. This can be exploited when solving the kriging system with a block Gaussian elimination algorithm (Golub and Van Loan 1996) . The algorithm is also suitable for parallel computing approaches, meaning that the computation time can potentially be reduced by several orders of magnitude. The spatial distribution of the optimal sampling design varied greatly between the uncertainty scenarios. In the low uncertainty case, all observations were placed in the immediate vicinity of the plume boundary, because this was the only area where it was not known whether the contamination was above or below the intervention level. The observations were mainly placed along that part of the plume boundary where it is the widest, because this is where most gain can be achieved. An interesting result was also that when false-negative decisions are more costly than false-positive decisions, observations tend to move outside the reference plume. The movement leads to a further reduction of the probability of false-negative decisions, which are predominantly made just outside the plume.
Results were less appealing for the medium and high uncertainty case. Here, the optimal designs were more or less uniformly distributed across the study area, excluding only the inside of the reference plume and parts of the study area where no observations could be placed (e.g. the North Sea). However, it is not sensible to place observations at locations that are in the opposite wind direction from the release site. Apparently, for these scenarios the variance of the residual " in Equation (1) was so large that concentrations above the intervention level were simulated at locations where NPK-PUFF predicts a zero concentration. This is indeed the case, because for the medium uncertainty case the standard deviation of " is half the intervention level, whereas for the high uncertainty case it is equal to the intervention level. Since " was assumed normally distributed, the simulated value of " will be greater than the intervention level in about 2 out of 100 cases for the medium uncertainty case and for 16 out of 100 cases for the high uncertainty case. It then becomes rewarding to place mobile devices far away from the plume, in all directions. Thus, the optimized designs for the medium and high uncertainty case are not wrong but a logical consequence from the assumptions made. In fact, they pinpoint to weaknesses in the error model used.
The variance of " was estimated by visual inspection of multiple semivariograms computed from differences between the reference NPK-PUFF run and alternative runs where some of the major NPK-PUFF inputs had been modified. This is a sensible approach, but the assumption of a stationary error field " that was also made is not realistic. Clearly, differences between NPK-PUFF runs will be larger near the plume, and it is therefore much more realistic to also let the variance of the residual " be larger near the reference plume. This is important because the sensitivity of the optimized sampling design to the spatial distribution of the magnitude of the NPK-PUFF error is large. In future work, more elaborate representations of the error associated with the model output should therefore be used. For instance, one possibility is to define realistic probability distributions characterizing the uncertainty about the inputs to the NPK-PUFF model (e.g. wind speed and wind direction), propagate these through the NPK-PUFF model (Heuvelink 1998) , and use the resulting outputs as possible realities, possibly augmented with a moderate model error represented by an additive residual random function. This approach will likely yield more realistic results, particularly for the medium and high uncertainty cases, but it will increase the computational complexity dramatically because it requires that NPK-PUFF is run many times (several hundreds at least).
Other improvements to this work can also be identified. First, in this work a single time instance was chosen (i.e. five hours after the accident took place) for which the weighted expected area of false-positive and false-negative decisions was minimized. In practice, the intervention level is based on time-integrated values of radionuclide concentration, because this reflects the radioactive dose received by the population. A logical extension would therefore be to integrate the cost criterion over time so that a design is obtained, which minimizes the expected areas of false decisions for dose values instead of concentrations. Integrating the criterion over time is not fundamentally more difficult but it will increase computing time and requires that the temporal correlation of the stochastic residual is modelled as well. It will also not be difficult to further improve the criterion by introducing weights proportional to the population density and/or agricultural use of land.
Second, in this work it was assumed that only mobile measurements are available to adjust the reference NPK-PUFF plume. In reality, measurements of the static network (i.e. the 153 devices that are more or less uniformly distributed over the Netherlands) are also available and should be used. The optimization algorithm can easily cope with this and will likely avoid placing mobile devices near static devices, to avoid redundant information. In addition, the number of mobile devices required can also be optimized. In this study, a fixed number of 25 devices was used, but the optimization algorithm can be adapted such that it yields the minimum number of mobile devices required to reach a specified level of maximum acceptable costs.
Third, in the case where false-negative decisions are more costly than false-positive decisions, it may be sensible to take a risk-aversive approach and classify a location as positive even when the probability of the concentration being above the intervention level is smaller than 50%. This will decrease the expected area of false-negative decisions at the expense of an increased expected area of false-positive decisions. Overall, this may pay off when the cost of a false-negative decision is greater than that of a false-positive decision. In fact, it is not difficult to deduce from Equation (2) that the smallest expected cost is obtained when the threshold probability is set equal to .
These extensions to the basic algorithm are all feasible and will bring the methodology closer to an operational tool to be used by the RIVM. However, in spite of the simplifications made, the methodology and results presented in this article are valuable in themselves and have provided much insight to the RIVM. Moreover, the generic approach that was taken means that the sampling design optimization methodology is not restricted to radioactivity monitoring studies but can be applied more widely in the GI sciences.
