In the literature, various types of parallel methods for integrating nonsti initial-value problems for ÿrst-order ordinary di erential equation have been proposed. The greater part of them are based on an implicit multistage method in which the implicit relations are solved by the predictor-corrector (or ÿxed point iteration) method. In the predictor-corrector approach the computation of the components of the stage vector iterate can be distributed over s processors, where s is the number of implicit stages of the corrector method. However, the fact that after each iteration the processors have to exchange their just computed results is often mentioned as a drawback, because it implies frequent communication between the processors. Particularly on distributed memory computers, such a ÿne grain parallelism is not attractive.
Introduction
We consider parallel methods for nonsti initial-value problems (IVPs) for the ÿrst-order ordinary di erential equation (ODE) dy dt = f (y); y; f ∈ R d ; t ¿ t 0 : (1.1)
In the literature, various types of parallel methods for integrating such IVPs have been proposed. The greater part of them are based on an implicit method, usually a classical Runge-Kutta (RK) method or a multistep RK method, in which the implicit relations are solved by the predictor-corrector (or ÿxed point iteration) method. Within each iteration, the predictor-corrector approach is highly parallel. The parallel aspects of the predictor-corrector approach using RK-type correctors were analysed in e.g. Lie [15] , N rsett and Simonsen [18] , Jackson and N rsett [14] , van der Houwen and Sommeijer [11] , Burrage [3] , and in Burrage and Suhartanto [5] . More general correctors for parallel computation were constructed in e.g. Miranker and Liniger [17] , Chu and Hamilton [8] , Birta and Osman Abou-Rabia [2] . The correctors in these last three papers are based on block methods, in which the blocks consist of solution values corresponding with equally spaced abscissae. Extensions to nonequidistant abscissae were studied in [12, 13, 21] . An extensive survey of parallel predictorcorrector methods can be found in the text book of Burrage [4] . In all parallel approaches indicated above, the computation of the components of the stage vector iterate can be distributed over s processors, where s is the number of implicit stages of the corrector method. However, the fact that after each iteration the processors have to exchange their just computed results is often mentioned as a drawback, because it implies frequent communication between the processors. Particularly on distributed memory computers, such a ÿne grain parallelism is not attractive.
An alternative approach is based on implicit multistage methods which are such that the implicit stages are already parallel, so that they can be solved independently of each other. This means that only after completion of a full integration step, the processors need to exchange their results. An example of an implicit method with only parallel stages is an RK method with a diagonal Butcher matrix. Unfortunately, such methods have a low order of accuracy. Higher orders can be obtained in the class of General Linear Methods (GLMs) of Butcher (see [6] ). GLMs with parallel stages have been constructed in [20, 7] . As an example, consider the method [20] y n+21=10 = y n + 1 660 h[541f (y n+11=10 ) + 483f (y n ) + 462f (y n+21=10 )];
where y n+21=10 and y n+1 provide a 2nd-order and a 3rd-order approximation to y(t n+21=10 ) and y(t n+1 ), respectively. Evidently, the two associated implicit relations can be solved concurrently. Hence, e ectively the method behaves as a one-implicit-stage method, provided that two processors are available. However, the methods of [20] and [7] are meant for sti IVPs and great care was taken to make them A-stable. For a given number of stages, this of course limits the order of accuracy. The purpose of this paper is the design of a class of parallel GLMs for solving nonsti IVPs. Since the stability region is allowed to be ÿnite, we can derive methods such that for a given number of stages, the orders of accuracy are greater than those of the A-stable methods derived in [20] and [7] . In fact, we shall construct explicit GLMs of order k + 1 with k parallel stages where each stage equation is of Adams-Bashforth type and implicit GLMs of order k + 2 with k parallel stages which are of Adams-Moulton type. The abscissae in both families of GLMs are proved to be the Lobatto points, so that the Adams-Bashforth type GLM can be used as a predictor for the Adams-Moulton-type corrector.
Our numerical experiments reveal that by virtue of the quite accurate Adams-Bashforth-type predictor, usually only one and at most two corrections are needed (see Section 4) . Due to this low number of corrections, the most e cient strategy turns out to perform the same number of corrections for all stage values. Hence, when implemented on a parallel computer system, there is a perfect load balancing, so that with respect to a sequential implementation of these methods, the speed-up factor is about k, i.e. the number of stages of the predictor-corrector pair.
General linear methods
In 1966 Butcher proposed the general linear method
Here R, S and T denote k × k matrices, ⊗ the Kronecker product, h is the stepsize t n+1 − t n , and each of the k components y n+1; i of the kd-dimensional solution vector Y n+1 represents a numerical approximation to y(t n + a i h), to hy (t n + a i h) or "to any other quantity which enables us to construct and describe useful methods" (see Butcher [6, p. 339] In this paper, we shall assume that a k = 1 and that all components of Y n+1 represent numerical approximations to solution values y(t n + a i h). Furthermore, we restrict our considerations to the case where T is a diagonal matrix with nonnegative diagonal entries i . Such GLMs will be referred to as GLMs with parallel stages. It should be remarked that more general GLMs like the so-called DIMSIM methods of Butcher employ stage values that are not only solution values, but also derivative values of various orders. By choosing T diagonal, the stages in such methods become parallel. This is a subject of investigation in the group of Butcher in Auckland.
Solution of the implicit relations
If the matrix T has one or more nonzero diagonal entries i , then y n+1; i has to be obtained by solving an (uncoupled) implicit relation of the form
where
Note that Eq. (2.2) can be solved concurrently. The convenional way of solving Eq. (2.2) in nonsti situations is a ÿxed point iteration (brie y FP iteration) process of the form
where y (0) represents an initial stage value iterate. These initial iterates can be generated by the GLM (2.1) with T = O and with the same abscissa vector as the underlying implicit GLM. A su cient condition for the convergence of the process (2.3) is
Thus, in the construction of GLMs with parallel stages, we should choose i su ciently small.
Consistency
Consistency is deÿned by substitution of the exact solution into the GLM and by requiring that the residue vanishes as h tends to zero. The rate by which the residue tends to zero determines the order of consistency. We shall call the GLM (and the stage vector Y n+1 ) consistent of order p if the residue upon substitution of the exact solution values y(t n + a i h) into Eq. (2.1) is of order h p+1 . This leads to a set of order conditions to be satisÿed by the matrices R; S and T . In addition, in order to have convergence, the GLM should satisfy the necessary condition of zero-stability, that is, the matrix R should have its eigenvalues on the unit disk and the eigenvalues of modulus one should have multiplicity not greater than 1.
From the consistency deÿnition given above, the order conditions follow immediately. Let for any function g, the vector g(a) be deÿned by (g(a i )). Then, on substitution of the exact solution into Eq. (2.1) and requiring the Taylor series expansion of the residue to be of order p + 1 in h yields
where e denotes a vector with unit entries. In the construction of GLMs, we shall start with a given zero-stable matrix R and a diagonal matrix T . The matrix S is then determined by imposing the order conditions. From Eq. (2.5) it easily follows that we obtain order of consistency p = k (also called the stage order) if
Let us introduce the k × k matrices V x and W x : V x := (x; : : : ; x k ); W x := (e; 2x; 3x 2 ; : : : ; kx k−1 ):
The consistency conditions (2.6) can now be expressed as
Given an abscissa vector a with distinct abscissae, a zero-stable matrix R satisfying the condition Re = e and a matrix T , we obtain a family of GLMs with stage order k by deÿning
In the case of the predictor formula needed in the FP iteration process, we set T = O, so that the S is completely deÿned as soon as a is prescribed. In the next section, we try to choose the abscissa vector a and the matrix T such that the step point order of the corrector, i.e. the order of the step point value y n+1; k , is greater than k under the constraint that the diagonal entries of T are nonnegative and su ciently small.
Construction of GLMs with parallel stages
If the GLM (2.1) is consistent of order k, then its error constants are given by the components of the vector
Hence, given a; R and T; and deÿning S by (2.9), this error vector can be written as
where the vectors p(k) and q(k) are deÿned by
The stage order can be raised to k + 1 by setting
Observing that i may be chosen arbitrary whenever p i (k) and q i (k) both vanish, we have the following theorem:
Theorem 1. Let p(k) and q(k) be deÿned by Eq. (3:3) where the matrix R is a given zerostable matrix; and let the abscissae vector a be such that if an entry of p(k) vanishes; then the corresponding entry of q(k) also vanishes. Then all stage values in the GLM (2:1) have order of consistency k + 1 if the matrices S and T are deÿned by
Parallel Adams-Moulton and Adams-Bashforth methods
Let us choose the zero-stable matrix R = ee T k , where e k is the kth unit vector. Then, each stage value y n+1; k is deÿned by y n; k and the last k evaluations of f . Such stage equations are very similar to the classical Adams-Moulton formula, and therefore we shall call the special family of GLMs with R = ee T k and T diagonal, parallel Adams-Moulton methods, or brie y PAM methods. For PAM methods, the quantities p and q deÿned in Eq. (3.3) are given by
A second consequence of the choice R = ee T k is that we can obtain step point order k + 2 if the last component of the second error vector
vanishes. In order to derive a simple expression for this condition, we consider the last equation in system (2.1), viz.
and we compare this equation with the continuous analogue satisÿed by the solution of (1.1), i.e.
Thus, h(e T k S ⊗ I )F(U n ) + h k f (u n+1; k ) may be considered as an interpolatory quadrature formula for the integral term in Eq. (3.7) using the k quadrature points {t ni ; i = 1; : : : ; k} and the additional point t n+1; k with t ji := t j−1 + a i h. Assuming that f ( y(t)) is su ciently di erentiable, such quadrature formulas possess a quadrature error of the form (see e.g. [1, p. 886])
where Â(t) assumes values in the interval (t n ; t n+1 ). Deÿning the polynomial B k and the integral I p (q)
and substituting t n+1; k = t n + h; t ni = t n + b i h; where b i := a i − 1, we can write
Hence, the step point order of the method can be raised by one if I 0 (k) = I 1 (k). Imposing this superconvergence condition yields a (k − 2)-parameter family of PAM methods with step point order p = k + 2 (we recall that b k = 0). For k = 2; we ÿnd
; so that the abscissae a 1 = 3 2 : For k ¿ 3 we shall exploit the additional degrees of freedom by choosing b such that the predictor formula to be used to start the FP iteration process (see Section 2.1) becomes also superconvergent. Let us deÿne the predictor by the GLM (2.1) with
where the abscissa vector is the same as in the PAM corrector. The method {(2.1), (3.9)} will be called a parallel Adams-Bashforth method and is denoted by PAB. Proceeding as above, we ÿnd for the approximation error the relation
Thus, we have the result:
Lemma 2. The PAB and PAM methods; respectively; have step point order k + 1 and k + 2 if the abscissae vector is such that I 0 (k) = I 1 (k) = 0:
It is easily veriÿed that for k = 3 these conditions are satisÿed by In computing the matrices S and T corresponding to the Lobatto points, it turned out that for 4 6 k 6 8, the last component of both vectors p(k) and q(k) are of quite small magnitude (less than 10 −18 ), so that the value of k is more or less free (cf. (3.2) ). In our experiments, we have chosen is acceptably small. Table 1 lists the abscissa vector a, the diagonal entries of T; E(k) ∞ and S ∞ for 2 6 k 6 8 (left part). In all cases, the value of E (k) ∞ is quite acceptable. However, the value of S ∞ rapidly increases with k and becomes inconveniently large for k ¿ 7. Therefore, it is of interest to construct PAM methods in which the abscissae are chosen such that E(k) ∞ is minimized under the constraint that S ∞ is small.
For that purpose, we ÿrst derive the general solution to the superconvergence condition of Lemma 2 by expressing the abscissae b k−2 and b k−1 explicitly in terms of the other abscissae. Let := b k−2 + b k−1 and := b k−2 b k−1 . Then I p (k) can be written as Theorem 5. Let k ¿ 4 and let and be deÿned by
Then; the PAB and PAM methods; respectively; have step point order k + 1 and k + 2 if 
where c = 0 if S ∞ ¡k and c = 1 otherwise. In this way, we computed for 4 6 k 6 8 the abscissa vector a * , the matrices T; E(k) ∞ and S ∞ . It turned out that for k = 4; we again obtained the Lobatto points. For 5 6 k 6 8; we found the results as listed in Table 1 (right part). These ÿgures show that for 5 6 k 6 7 the values of E(k) ∞ and S ∞ are close to those obtained for the Lobatto points. Only for k = 8; E(k) ∞ is slightly reduced, however at the cost of a larger value of S ∞ .
Stability
The linear stability region S of Eq. (2.1) is deÿned by the set of points in the complex z-plane where
has its eigenvalues within the unit circle. Process (2.1) will be called linearly stable if the eigenvalues of the matrix h@f =@y are in S. The maximal length of the negative interval (−ÿ real ; 0) and the imaginary interval (0; iÿ imag ) which is contained in S is called the real and imaginary stability boundary, respectively. Approximate values to these boundaries are listed in the Tables 2a and 2b , respectively, for the PAM methods with the Lobatto abscissae and with the abscissae obtained by minimization (see Table 1 ). These boundaries are quite acceptable, except for the imaginary stability boundaries of the 2-stage and 4-stage PAM methods. However, if we look at the intersection of the region S * deÿned by the points z where M (z) has eigenvalues of modulus less than say 1.001, then we obtain ÿ * imag ≈ 0:75 for k = 2 and ÿ * imag ≈ 0:78 for k = 4.
Numerical experiments
In this section we illustrate the performance of a few of the parallel GLMs constructed in the previous sections. In order to clearly see the algorithmic e ects, we used a ÿxed stepsize strategy. The implicit relations were solved by FP iteration (see Section 2) with a ÿxed number of iterations for all stages. The tables of results list the total number of sequential righthand sides needed to produce a given number of correct digits at the end point, that is, the maximal absolute end point error is written as 10 − (negative values are indicated by −). We tested the k-stage PAM methods with step point order p = k + 2 for k = 6; 7; 8 with Lobatto abscissae. The starting values were obtained by the 8th-order Runge-Kutta method of DormandPrince [9] and the predictor needed to start the FP iteration method (2.3) was deÿned by the PAB method (3.10) with the same Lobatto abscissae. The resulting predictor-corrector method is denoted by PABM. We distinguish the P(EC) m mode and the P(EC) m−1 E mode of the PABM method. On k processors, these modes require m right-hand sides per step that have to be computed sequentially.
We selected the following well-known test problems (cf. 
Comparison of the PE, PEC, PECE and PECEC modes
First we want to know in what mode the PABMs are most e cient. We tested the PE, PEC, PECE and PECEC modes. The PABMs with 6, 7 and 8 stages were run on a lot of examples (not only the three test problems given above) and in most cases the PEC mode turned out to be the most e cient mode. A typical performance is given in the Tables 3a and 3b for the Fehlberg and Euler problems. 
Comparison with other methods
The PAMs in PEC mode were compared with a few methods from the literature, viz. DOPRI Dormand-Prince method of order 8 using 13 stages ABM Adams Moulton of order 8, 9 and 10 using AB predictors of order 7, 8 and 9 ABR Adams-Bashforth-Radau methods of order 8 and 9 constructed in [13] and [21] The ABR methods are also parallel predictor-corrector methods in which the predictor and the corrector are again of the form Eq. (2.1) but based on Radau abscissae. The corrector uses a nondiagonal matrix T and the FP iteration process is applied dynamically.
The Tables 4a-4c list the results produced by DOPRI, ABM, ABR and PABM. The ABR results of order 8 and 9 for the Euler and Fehlberg problem were taken from [13, 21] , respectively (these papers do not contain results for the Orbit problem). The ABM and PABM methods were applied in their most e ective modes, viz. the PECEC and the PEC mode, respectively. Furthermore, we listed the "speed-down" factors of all methods with respect to the PABM(PEC) method with step point order p = 10 and the e ective step point order of accuracy deÿned by p e := ( 2 − 1 ) log 10 (h 1 h
−1
2 ); where (h 1 ; 1 ) and (h 2 ; 2 ) correspond with the results of highest and lowest accuracy, respectively.
Conclusions
Because of their simple structure, the PABM methods constructed in this paper are easily implemented on a parallel computer system. If k processors are available, then PABM methods with step point order up to p = k + 2 can be implemented. The results presented above show that in terms of right-hand side evaluations, the speed-up factor of the 10th-order PABM(PEC) method, with respect to the Runge-Kutta and Adams methods DOPRI and ABM (which do not have any
