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Universal integral quadratic forms over dyadic local
fields
Constantin-Nicolae Beli
Abstract
We give necessary and sufficient conditions for an integral quadratic form over a
dyadic local field to be universal.
1 Introduction
Let F be a local non-archimedian field of characteristic zero. Let O be the ring of integers
and let p be the prime ideal of F . The group of units of O is O× = O \ p. We have p = piO,
where pi is a prime element of O. If a is an ideal of F then we define its order ord a ∈ Z∪{∞}
by ord a = R if a = pR for some R ∈ Z and ord a = ∞ if a = 0. If a ∈ F we denote by
ord a = ord aO, i.e. ord a is the value of a. We have ord a = R if a = piRε with ε ∈ O× and
ord a =∞ if a = 0.
We denote by (·, ·)p → F˙ /F˙
2 × F˙ /F˙ 2 → {±1} the Hilbert symbol.
All quadratic spaces and lattices in this paper will be assumed to be non-degenerate.
If V is a quadratic space and x1, . . . , xn is an orthogonal basis with Q(xi) = ai, then
we say that V ∼= [a1, . . . , an] relative to the orthogonal basis x1, . . . , xn. For the quadratic
lattice L = Ox1 ⊥ · · · ⊥ Oxn we write L ∼= 〈a1, . . . , an〉.
Recall that if b ∈ F˙ then b is represented by [a1, a2] iff (a1b,−a1a2)p = 1 and it is repre-
sented by [a1, a2, a3] iff b /∈ −a1a2a3F˙
2 or [a1, a2, a3] is isotropic. We also have that [a1, a2, a3]
is isotropic iff −a1 is represented by [a2, a3], which is equivalent to (−a1a2,−a2a3)p = 1.
If V,W are two quadratic spaces, we denote by W→−V the fact that V represents W .
Similarly for lattices.
If L is a quadratic lattice, with FL = V , and Q : V → F is the corresponding quadratic
form, then we say that L is integral if Q(L) ⊆ O and we say that it is universal if Q(L) = O.
In [XZ] the authors gave necessary and sufficient conditions for a quadratic lattice to be
universal in the case when F is non-dyadic. In the more complicated dyadic case they solved
the same problem, but only for binary and ternary lattices.
In this paper we completely solve this problem for dyadic quadratic lattices in arbitrary
dimensions. Unlike in [XZ], where the quadratic lattices are described in terms of Jordan
compositions, here we use BONGs (bases of norm generators), which we introduced in [B1].
Since the BONGs are not widely known and used, we now give a brief review. A summary
of the results from [B1] we use here can be found in [B3, §1].
From now on F is a dyadic field, i.e. a finite extensions of Q2. We denote by e the
ramification index of the extension F/Q2, i.e. e = ord 2.
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1.1 The map d : F˙ /F˙ 2 → {0, 1, 3, 5, . . . , 2e− 1, 2e,∞}
The quadratic defect, introduced in [OM, §63A], of an element ε ∈ F is the ideal d(a) =
∩x∈F (a− x
2)O. We denote by ∆ = 1− 4ρ a fixed element with d(∆) = 4O.
In [B1, §1] we introduced the order of the relative quadratic defect d : F˙ /F˙ 2 → Z∪{∞},
d(a) = ord a−1d(a). Let a = piRε, with ε ∈ O×. If R is even d(a) = d(ε) = ord d(ε) ∈
{1, 3, 5, . . . , 2e− 1, 2e,∞}. If R is odd then d(a) = 0.
We have d(a) = 0 iff ord a is odd, d(a) ≥ 1 iff ord a is even, d(a) = 2e iff a ∈ ∆F˙ 2 and
d(a) =∞ iff a ∈ F˙ 2.
The map d has the folowing properties:
(1) d(ab) ≥ min{d(a), d(b)} ∀a, b ∈ F˙ .
(2) If d(a) + d(b) > 2e then (a, b)p = 1.
(3) If a ∈ F˙ \ F˙ 2 then there is b ∈ F˙ with d(b) = 2e−d(a) such that (a, b)p = −1. Moreover,
if d(a) < 2e then we can choose b ∈ O×.
(For the last statement note that if d(a) < 2e then d(b) = 2e − d(a) > 0 so b ∈ O×F˙ 2.
Since both d(b) and (a, b)p depend only on b modulo F˙
2, we may assume that b ∈ O×.)
1.2 BONGs and good BONGs
Let V be a quadratic space over F , with the quadratic formQ : V → F and the corresponding
bilinear symmetric form B : V × V → F , B(x, y) = 1
2
(Q(x+ y)−Q(x)−Q(y)).
Let now L be a lattice over V . The norm nL of L is the fractionary ideal generated by
Q(L) and the scale sL of L is the fractionary ideal B(L, L).
Bases of norm generators (BONGs)
The bases of norm generators (BONGs), introduced in [B1, §2], were defined recursively
as follows. A norm generator of L is and element x ∈ L such that Q(x)O = nL. A basis of
norm generator (BONG) of L is an orthogonal basis x1, . . . , xn of V = FL such that x1 is
a norm generator for L and x2, . . . , xn are a BONG for prx⊥
1
L. (Here prx⊥
1
: V → x⊥1 is the
projection on the othogonal complement x⊥1 of x1.)
A BONG uniquely determines a lattice. We write L =≺ x1, . . . , xn ≻ to denote the fact
that x1, . . . , xn is a BONG for L and we say that L ∼=≺ a1, . . . , an ≻ relative to the BONG
x1, . . . , xn if Q(xi) = ai.
The binary case
If n = 2 then an orthogonal basis x1, x2 of V with Q(xi) = ai is the BONG of a lattice
iff a2/a1 ∈ A, where A ⊂ F˙ /O
×2, A = {a ∈ F˙ | a ∈ 1
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O, d(−a) ⊆ O}.
If a ∈ F˙ with ord a = R, then a ∈ A iff R+d(−a) ≥ 0 and R ≥ −2e. Hence if ord ai = Ri
then a2/a1 ∈ A iff R2 −R1 ≥ −2e and R2 − R1 + d(−a1a2) ≥ 0. (See [B1, Lemmas 3.5 and
3.6].)
If R2 > R1 then we have the Jordan splitting L = Ox1 ⊥ Ox2 and the scales of the
Jordan components are nOx1 = p
R1 and nOx2 = p
R2 .
If R2 ≤ R1 then L is p
(R1+R2)/2-modular with nL = pR1. In particular, if R2−R1 = −2e,
then sL = p(R1+R2)/2 = pR1−e = 1
2
pR1 = 1
2
nL. Hence L ∼= 12p
R1A(0, 0) or 1
2
pR1A(2, 2ρ).
If a ∈ A, with ord a = R, then g(a) ≤ O×/O×2 is defined by g(a) = O× if R = −2e,
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g(a) = O×2 if R > 2e and
g(a) =
{
(1 + pR/2+e)O×2 d(−a) > e− R/2
(1 + pR+d(−a))O×2 ∩ N(−a) d(−a) ≤ e−R/2
if −2e < R ≤ 2e.
Then if L ∼=≺ a1, a2 ≻ and η ∈ O
×, we have L ∼= Lη, i.e. ≺ a1, a2 ≻∼=≺ ηa1, ηa2 ≻, iff
η ∈ g(a2/a1). (See [B1, Lemma 3.11].)
Good BONGs
A BONG x1, . . . , xn of L is called good if ordQ(xi) ≤ ordQ(xi+2) for 1 ≤ i ≤ n− 2.
If x1, . . . , xn is an orthogonal basis of V , with Q(xi) = ai and ord ai = Ri then x1, . . . , xn
is the good BONG of a lattice L with FL = V iff Ri ≤ Ri+2 for 1 ≤ i ≤ n − 2 and
ai+1/ai ∈ A for 1 ≤ i ≤ n − 1. The second condition writes as Ri+1 − Ri ≥ −2e and
Ri+1 −Ri + d(−aiai+1) ≥ 0. (See [B1, Lemma 4.3(ii)].)
In particular, if Ri+1 − Ri is odd then ord aiai+1 = Ri + Ri+1 is odd so Ri+1 − Ri =
Ri+1 −Ri + d(−aiai+1) ≥ 0. Thus Ri+1 −Ri cannot be odd and negative.
If Ri+1−Ri = −2e then Ri+1−Ri+d(−aiai+1) ≥ 0 implies d(−aiai+1) ≥ 2e so −a1a2 ∈ F˙
2
or ∆F˙ 2, corresponding to d(−a1a2) =∞ or 2e, accordingly.
Every quadratic lattice has a good BONG. Good BONGs can be obtained with the help
of the so-called maxinmal norm splittings. (See [B1, Lemmas 4.3(iii) and 4.6] and [B3, §7].)
Similarities with orthogonal bases
Unlike in the non-dyadic case, in the dyadic case lattices usually don’t have orthogonal
bases. The BONGS, especially the good BONGs, are a good substitute, as the they preserve
many of the properties of the orthogonal bases.
Suppose that x1, . . . , xn are an orthogonal basis of a quadratic space, with Q(xi) = ai
and ord ai = Ri.
If x1, . . . , xn is a good BONG for L then L =≺ x1, . . . xk ≻⊥≺ xk+1, . . . , xn ≻ holds iff
Rk ≤ Rk+1. Equivalently, ≺ a1, . . . , an ≻∼=≺ a1, . . . ak ≻⊥≺ ak+1, · · · , an ≻ iff Rk ≤ Rk+1.
Conversely, if x1, . . . , xk and xk+1, . . . , xn are good BONGs for the lattices L
′ and L′′ then
x1, . . . , xn is a good BONG for L
′ ⊥ L′′ iff Rk ≤ Rk+1, Rk−1 ≤ Rk+1 and Rk ≤ Rk+2. (If
k = 1 we ignore Rk−1 ≤ Rk+1; if k = n− 1 we ignore Rk ≤ Rk+2.)
If x1, . . . , xn is a good BONG and for some 1 ≤ k ≤ l ≤ n yk, . . . , yl is another good
BONG for ≺ yk, . . . , yl ≻, then x1, . . . , xk−1, yk, . . . , yl, xl+1 . . . , xn is a good BONG for L.
Consequently, if L ∼=≺ a1, . . . , an ≻ and ≺ ak, . . . , al ≻∼=≺ bk, . . . , bl ≻ relative to good
BONGs, then L ∼=≺ a1, . . . , ak−1, bk, . . . , bl, bl+1 . . . , bn ≻ relative to a good BONG.
In particular, if η ∈ g(ak+1/ak) then ≺ ak, ak+1 ≻∼=≺ ηak, ηak+1 ≻ so
≺ a1, . . . , an ≻∼=≺ a1, . . . , ak−1, ηak, ηak+1, ak+2 . . . an ≻.
If L ∼=≺ a1, . . . , an ≻ relative to the good BONG x1, . . . , xn then L
♯ ∼=≺ a−1n , . . . , a
−1
1 ≻
relative to the good BONG x♯n, . . . , x
♯
1, where x
♯ := Q(x)−1x for every x ∈ V with Q(x) 6= 0.
(See [B1, Lemmas 4.8 and 4.9, Corollary 4.4].)
1.3 The invariants Ri(L) and αi(L) and the clasification theorem
Suppose now that L ∼=≺ a1, . . . , an ≻ relative to some good BONG and let Ri = ord ai. In
[B3, §2] we defined, for every 1 ≤ i ≤ n− 1, the number αi as the minimum of the set
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{(Ri+1 −Ri)/2 + e} ∪ {Ri+1 − Rj + d(−ajaj+1) | 1 ≤ j ≤ i}
∪ {Rj+1 − Ri + d(−ajaj+1) | i ≤ j ≤ n− 1}.
The numbers Ri, with 1 ≤ i ≤ n, and αi, with 1 ≤ i ≤ n−1, are invariants of the lattice L,
so we denote them by Ri(L) and αi(L). If L has a Jordan decomposition L = L1 ⊥ · · · ⊥ Lt,
then the numbers Ri = Ri(L) are in one-to-one correpondence with t, rankLi, sLi and nL
sLi
with 1 ≤ i ≤ t. In particular, nL = pR1 and sL = pmin{R1,(R1+R2)/2}. The numbers αi = αi(L)
are in one-to-one correspondence with the invariants wi = wL
sLi , with 1 ≤ i ≤ t, and fi,
with 1 ≤ i ≤ t− 1, of L. (See [B1, Lemma 4.7] and [B3, Lemmas 2.13(i), 2.15 and 2.16].)
Here are some properties of the invariants αi, which appear in [B3, Lemmas 2.2 and 2.7,
Corollaries 2.8 and 2.9, Remark 2.6].
(1) The sequence Ri + αi is increasing and the sequence −Ri+1 + αi is decreasing.
(2) αi ≥ 0, with equality iff Ri+1 −Ri = −2e.
(3) If Ri+1 −Ri ≤ 2e then αi ≥ Ri+1 − Ri with equality iff Ri+1 − Ri = 2e or it is odd.
(4) If Ri+1 −Ri ∈ {−2e, 2− 2e, 2e− 2} or Ri+1 −Ri ≥ 2e then αi = (Ri+1 − Ri)/2 + e.
(5) αi is < 2e = 2e or > 2e iff Ri+1 − Ri is so.
(6) αi is an odd integer unless αi = (Ri+1 − Ri)/2 + e.
(7) αi is an integer unless Ri+1 − Ri is odd and > 2e.
(8) αi ∈ ([0, 2e] ∩ Z) ∪ ((2e,∞) ∩
1
2
Z)).
(9) αi = min{(Ri+1−Ri)/2+e, Ri+1−Ri+d(−aiai+1), Ri+1−Ri+αi−1, Ri+1−Ri+αi+1}.
(If i = 1 we ignore Ri+1 − Ri + αi−1, as α0 is not defined. If i = n − 1 then we ignore
Ri+1 −Ri + αi+1, as αn is not defined.)
(10) αi are invariant to scalling.
(11) Ri(L
♯) = −Rn+1−i and αi(L
♯) = αn−i(L).
We now state O’Meara’s classification theorem [OM, Theorem 93:28] in terms of BONGs.
This result is [B3, Theorem 3.1].
Theorem 1.1. Let L,K be two quadratic lattice with FL ∼= FK and let L ∼=≺ a1, . . . , an ≻
and K ∼=≺ b1, . . . , bn ≻ relatice to good BONGs. Let Ri = Ri(L), Si = Ri(K), αi = αi(L)
and βi = αi(K). Then L ∼= K iff:
(i) Ri = Si for 1 ≤ i ≤ n
(ii) αi = βi for 1 ≤ i ≤ n− 1.
(iii) d(a1 · · · ai b1 · · · bi) ≥ αi for 1 ≤ i ≤ n− 1.
(iv) [b1, . . . , bi−1]→−[a1, . . . , ai] for every 1 < i < n such that αi−1 + αi > 2e.
1.4 The invariants d[εai,j] and d[εa1,ib1,j]
For convenience, if a1, a2, . . . ∈ F˙ and 1 ≤ i ≤ j + 1 then we denote by ai,j = ai · · · aj. By
convention, ai,i−1 = 1.
If L ∼=≺ a1, . . . , an ≻ relative to a good BONG and αi = αi(L), then for every 0 ≤ i−1 ≤
j ≤ n and ε ∈ F˙ , then we define
d[ai,j ] = min{d(ai,j), αi−1, αj}.
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If i− 1 ∈ {0, n} αi−1 is not defined so it is ignored. Similarly αj is ignored if j ∈ {0, n}.)
In particular, since d[−ai,i+1] = min{d(−ai,i+1), αi−1, αi+1}, the property (9) of §1.3 can
be written as
αi = min{(Ri+1 − Ri)/2 + e, Ri+1 −Ri + d[−ai,i+1]}.
If M ∼=≺ a1, . . . , am ≻ and N ∼=≺ b1, . . . , bn ≻ relative to good BONGs, αi = αi(M) and
βi = αi(N), then for every 0 ≤ i ≤ m, 0 ≤ j ≤ m, we define
d[εa1,ib1,j ] = min{d(εa1,ib1,j), αi, βj}.
(If i ∈ {0, m} then we ignore αi. If j ∈ {0, n} then we ignore βi.)
As a consequence of condition (iii) of Theorem ..., d[εai,j] and d[εa1,ib1,j ] are independent
of the choice of the good BONGs. Also d[εai,j] are a particular case of the expression
d[εa1,ib1,j ]. Indeed, if we take M = N = L, so that bi = ai and βi = αi then in F˙ /F˙
2 we
have a1,jb1,i−1 = a1,ja1,i−1 = ai,j so d(εa1,jb1,i−1) = d(εai,j). Therefore
d[εa1,jb1,i−1] = min{d(εa1,jb1,i−1), αj , βi−1} = min{d(εai,j), αj, αi−1} = d(εai,j).
The invariants d[·] satisfy a similar domination principle as d(·). Namely, if we have a
third lattice K ∼=≺ c1, . . . , ck ≻ and ε, ε
′ ∈ F˙ then in F˙ /F˙ 2 we have (εa1,ib1,j)(ε
′b1,jc1,k) =
εε′a1,ic1,k and so d(εε
′a1,ic1,k) ≥ min{d(εa1,ib1,j), d(ε
′b1,jc1,k)}. Similarly, we have
d[εε′a1,ic1,k] ≥ min{d[εa1,ib1,j ], d[ε
′b1,jc1,k]}.
Note that both d and αi take nonnegative values so d[εa1,ib1,j ] is always nonnegative. If
ord εa1,ib1,j is odd then d(ord εa1,ib1,j) = 0 and so d[ord εa1,ib1,j] = 0.
1.5 The representation theorem
We now state the representation theorem, which was announced in [B2, Theorem 4.5].
Let M,N be quadratic lattices, withM ∼=≺ a1, . . . , am ≻ and N ∼=≺ b1, . . . , bn ≻ relative
to good BONGs and m ≥ n. Let Ri = Ri(M), Si = Ri(N), αi = αi(M) and βi = αi(N). If
1 ≤ i ≤ min{m− 1, n}, then we define Ai = Ai(M,N) as
Ai = min{(Ri+1−Si)/2+e, Ri+1−Si+d[−a1,i+1b1,i−1], Ri+1+Ri+2−Si−1−Si+d[a1,i+2b1,i−2]}.
(If i = 1 or m− 1, then the term Ri+1 +Ri+2 − Si−1− Si + d[a1,i+2b1,i−2] is not defined so it
is ignored.)
If n ≤ m− 2 the we assume that Sn+1 ≫ 0. Then, formally, we have
Sn+1+An+1 = min{(Rn+2+Sn+1)/2+e, Rn+2+d[−a1,n+2b1,n], Rn+2+Rn+3−Sn+d[a1,n+3b1,n−1]}.
Since (Rn+2 + Sn+1)/2 + e → ∞ as Sn+1 → ∞, we can ignore it in the above formula and
we define
Sn+1 + An+1 = min{Rn+2 + d[−a1,n+2b1,n], Rn+2 +Rn+3 − Sn + d[a1,n+3b1,n−1]}.
(If n = m− 2 then Rn+2 +Rn+3 − Sn + d[a1,n+3b1,n−1] is not defined, so we ignore it.)
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Theorem 1.2. Assume that FM→−FN . Then M→−N iff:
(i) For 1 ≤ i ≤ n we have Ri ≤ Si or 1 < i < m and Ri +Ri+1 ≤ Si−1 + Si.
(ii) For 1 ≤ i ≤ min{m− 1, n} we have d[a1,ib1,i] ≥ Ai.
(iii) For any 1 < i ≤ min{m−1, n+1} such that Ri+1 > Si−1 and Ai−1+Ai > 2e+Ri−Si
we have [b1, . . . , bi−1]→−[a1, . . . , ai].
(iv) For any 1 < i ≤ min{m−2, n+1} such that Ri+1 ≤ Si−1, Ri+2 ≤ Si and Ri+2−Si−1 >
2e we have [b1, . . . , bi−1]→−[a1, . . . , ai+1]. (If i = n + 1 we ignore the condition Ri+2 ≤ Si.)
Note that if n ≤ m − 2 and i = n + 1 then Sn+1 and An+1 are not defined, but Sn+1 +
An+1 is. Thus the condition An + An+1 > 2e + Rn+1 − Sn+1 from (iii) should be read as
An + (Sn+1 + An+1) > 2e+Rn+1.
Remarks
1. We have Ri−Si−1+ d[−a1,ib1,i−2] ≥ Ai−1 and Ri+1−Si+ d[−a1,i+1b1,i−1] ≥ Ai, by the
definition of Ai. So if Ai−1 +Ai > 2e+Ri − Si then Ri − Si−1 + d[−a1,ib1,i−2] +Ri+1 − Si +
d[−a1,i+1b1,i−1] > 2e+Ri−Si so d[−a1,ib1,i−2] + d[−a1,i+1b1,i−1] > 2e+ Si−1−Ri+1. But one
can prove that ifM and N satisfy the conditions (i) and (ii) of Theorem 1.2 and Ri+1 > Si−1,
then Ai−1+Ai > 2e+Ri−Si is equivalent to d[−a1,ib1,i−2]+d[−a1,i+1b1,i−1] > 2e+Si−1−Ri+1.
Hence the condition (iii) of Theorem 1.2 can be replaced by:
(iii’) For any 1 < i ≤ min{m − 1, n + 1} such that Ri+1 > Si−1 and d[−a1,ib1,i−2] +
d[−a1,i+1b1,i−1] > 2e+ Si−1 − Ri+1 we have [b1, . . . , bi−1]→−[a1, . . . , ai].
2. In some cases conditions (ii) and (iii) (or its equivalent (iii’)) of Theorem 1.2 need not
be verified. Namely, an index 1 ≤ i ≤ min{m,n + 1} is called essential if Ri+1 > Si−1 and
Ri+1 + Ri+2 > Si−2 + Si−1. (The inequalities that do not make sense because Ri+1, Ri+2,
Si−2 or Si−1 is not defined are ignored. Then condition (ii) is vacuous at an index i if both i
and i+ 1 are not essentian and condition (iii) is vacuous at an index i if i is not essential.
3. Condition (iv) of Theorem 1.2 can be replaced by a stronger condition, where the
inequalities Ri+1 ≤ Si−1 and Ri+2 ≤ Si are ignored.
We have an even more general reasult. If N→−M and Rl − Sj > 2e for some 1 ≤ l ≤ m,
1 ≤ j ≤ n, then [b1, . . . , bj]→−[a1, . . . , al−1]. In all cases but the one described in condition
(iv), this follows from conditions (i), (ii) and (iii).
In particular, if Ri+1−Si > 2e then [b1, . . . , bi] ∼= [a1, . . . , ai]. By taking determinants we
get that in F˙ /F˙ 2 we have a1,i = b1,i or, equivalently d(a1,ib1,i) =∞.
In fact, we have an even stronger result. If N→−M and Rl − Sj > 2e then
≺ b1, . . . , bj ≻ →− ≺ a1, . . . , al−1 ≻.
2 The main result
Theorem 2.1. Let M be an integral quadratic lattice with M ∼=≺ a1, . . . , am ≻ relative to a
good BONG and let Ri = Ri(M) for 1 ≤ i ≤ m, αi = αi(M) for 1 ≤ i ≤ m− 1.
Then M is universal if and only if m ≥ 2, R1 = 0 and we have one of the cases below:
I (a) α1 = 0 or, equivalently, R2 = −2e.
(b) If m = 2 or R3 > 1, then [a1, a2] is isotropic.
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(c) If m ≥ 3, R3 = 1 and either m = 3 or R4 > 2e+ 1, then [a1, a2] is isotropic.
II (a) m ≥ 3 and α1 = 1.
(b) If R2 = 1 or R3 > 1, then m ≥ 4 and α3 ≤ 2(e− [
R3−R2
2
])− 1.
(c) If R2 ≤ 0, R3 ≤ 1 and either m = 3 or R4 −R3 > 2e, then [a1, a2, a3] is isotropic.
Remark By §1.3, property (2), we have α1 = 0 iff R2 − R1 = −2e. So if R1 = 0 then
α1 = 0 is equivalent to R2 = −2e.
The condition that M is integral, i.e. that Q(M) ⊆ O, is equivalent to nM ⊆ O. But
nL = pR1 so we have:
Lemma 2.2. M is integral iff R1 ≥ 0.
As noted in [XZ, Lemma 2.2], an integral lattice M is universal iff it represents all
elements of O× ∪ piO×, i.e. the elements b ∈ F˙ with ord b = 0 or 1. In terms of Theorem
1.2, this means that M represents every unary lattice N ∼=≺ b1 ≻ with S1 = ord b1 ∈ {0, 1}.
Then Theorem 1.2 in the case n = 1 implies that:
Lemma 2.3. The integral lattice M is universal iff for every N =≺ b1 ≻ with S1 ∈ {0, 1}
we have FN→−FM and:
(i) R1 ≤ S1.
(ii) d[a1b1] ≥ A1.
(iii’) If m ≥ 3, R3 > S1 and d[−a1,2] + d[−a1,3b1] > 2e+ S1 −R3 then [b1]→−[a1, a2].
(iv) If m ≥ 4, R3 ≤ S1 and R4 − S1 > 2e then [b1]→−[a1, a2, a3].
Note that for (iii’) we used the fact that d[−a1,2b1,0] = d[−a1,2]. As a consequence of this,
we also have A1 = min{(R2 − S1)/2 + e, R2 − S1 + d[−a1,2]}.
Lemma 2.4. The condition that FN→−FM holds for all N iff FM is universal.
Proof. The condition that FM represents every FN ∼= [b1] with ord b1 ∈ {0, 1} is
equivalent to b1→−FM for every b1 ∈ F˙ , i.e. to FM being universal. ✷
Lemma 2.5. If M is integral, the condition (i) of Lemma 2.3 holds for all N iff R1 = 0.
Proof. Since M is integral, we have R1 ≥ 0. Condition (i) holds for every N iff R1 ≤ S1
for S1 ∈ {0, 1}. Hence the conclusion. ✷
Lemma 2.6. If R1 ≤ S1 then α1 ≥ A1, with equality when R1 = S1.
Consequently, if R1 ≤ S1 then d[a1b1] ≥ A1 is equivalent to d(a1b1) ≥ A1.
Proof. We have A1 = min{(R2 − S1)/2 + e, R2 − S1 + d[−a1,2]} and, by §1.4, we also
have α1 = min{(R2 − R1)/2 + e, R2 − R1 + d[−a1,2]}. So if R1 ≤ S1 then α1 ≥ A1 and if
R1 = S1 then α1 = A1.
Assume now that R1 ≤ S1 so α1 ≥ A1. Then, since d[a1b1] = min{d(a1b1), α1}, we have
d[a1b1] ≥ A1 iff d(a1b1) ≥ A1. ✷
7
Lemma 2.7. If R1 = 0 then condition (ii) of Lemma 2.3 holds for all N with S1 = 0 iff
α1 ≤ 1.
Proof. By Lemma 2.6, if S1 = 0 = R1 then A1 = α1 and the condition (ii) of Lemma
2.3, d[a1b1] ≥ A1, writes as d(a1b1) ≥ A1 = α1.
Since ord a1b1 = R1 + S1 = 0 is even, we have d(a1b1) ≥ 1, so the condition that
1 ≥ α1 is sufficient. For the necessity, let ε ∈ O
× with d(ε) = 1 and let b1 = εa1. Then
S1 = ord b1 = ord a1 = 0 and in F˙ /F˙
2 we have a1b1 = ε so d(a1b1) = d(ε) = 1. Hence we
must have 1 = d(a1b1) ≥ α1. ✷
Lemma 2.8. (i) If αi = 0 then d[−ai,i+1] ≥ 2e.
(ii) If αi = 1 then −2e < Ri+1−Ri ≤ 1 or, equivalently, either Ri+1−Ri = 1 or Ri+1−Ri
is even and 2 − 2e ≤ Ri+1 − Ri ≤ 0. Moreover, d[−ai,i+1] ≥ Ri − Ri+1 + 1, with equality if
Ri+1 −Ri 6= 2− 2e.
(iii) If Ri+1 − Ri ∈ {2 − 2e, 1} then αi = 1 unconditionally. If 2 − 2e < Ri+1 − Ri ≤ 0
then αi = 1 iff d[−ai,i+1] = Ri −Ri+1 + 1.
Proof. By 1.3, property (2), we have αi = 0 iff Ri+1 −Ri = −2e.
Assume that αi = 1. By §1.2, we have Ri+1−Ri ≥ −2e. But we cannot have Ri+1−Ri =
−2e, since this would imply αi = 0. So Ri+1−Ri > 2e. We cannot have Ri+1−Ri > 2e, since
by §1.3, property (5), this would imply αi > 2e. So Ri+1 −Ri ≤ 2e, which, by property (3),
implies 1 = αi ≥ Ri+1−Ri. So −2e < Ri+1−Ri ≤ 1. By §1.2, Ri+1−Ri cannot be odd and
negative. So we have either Ri+1 −Ri = 1 or Ri+1 −Ri is even and 2− 2e < Ri+1 −Ri ≤ 0.
We now use the relation αi = min{(Ri+1 − Ri)/2 + e, Ri+1 − Ri + d[−ai,i+1]}. This
implies that αi ≤ Ri+1 − Ri + d[−ai,i+1], so d[−ai,i+1] ≥ Ri − Ri+1 + αi, with equality if
αi < (Ri+1 − Ri)/2 + e. If αi = 0, so Ri+1 − Ri = −2e, we get d[−ai,i+1] ≥ Ri − Ri+1 = 2e,
which concludes the proof of (i). If αi = 1 we get d[−ai,i+1] ≥ Ri − Ri+1 + 1, with equality
if 1 < (Ri+1 − Ri)/2 + e, i.e. if Ri+1 −Ri > 2− 2e. This concludes the proof of (ii).
(iii) By §1.3, properties (3) and (4), if Ri+1 − Ri = 1 then αi = Ri+1 − Ri = 1 and if
Ri+1 − Ri = 2 − 2e then αi = (Ri+1 − Ri)/2 + e = 1. If 2 − 2e < Ri+1 − Ri ≤ 0, then the
necessity of d[−ai,i+1] = Ri−Ri+1+1 follows from (ii). Conversely, assume that d[−ai,i+1] =
Ri −Ri+1 + 1. Then Ri+1 −Ri + d[−ai,i+1] = 1 and, since Ri+1 −Ri > 2− 2e, we also have
(Ri+1−Ri)/2+e > 1. It follows that αi = min{(Ri+1−Ri)/2+e, Ri+1−Ri+d[−ai,i+1]} = 1.
✷
We are interested in the case when R1 = 0 and i = 1. We get:
Corollary 2.9. Assume that m ≥ 2 and R1 = 0. Then we have:
(i) If α1 = 0 then d[−a1,2] ≥ 2e.
(ii) If α1 = 1 then −2e < R2 ≤ 1 or, equivalently, either R2 = 1 or R2 is even and
2− 2e ≤ R2 ≤ 0. Moreover, d[−a1,2] ≥ 1− R2, with equality if R2 6= 2− 2e.
(iii) If R2 ∈ {2− 2e, 1} then αi = 1 unconditionally. If 2− 2e < R2 ≤ 0 then α1 = 1 iff
d[−a1,2] = 1− R2.
We define the following statement, which is slightly stronger than II (a):
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II (a’) m ≥ 3, α1 = 1 and d[−a1,2] = 1− R2.
(By Corollary 2.9(ii), if R1 = 0 and R2 6= 2−2e, then the extra condition that d[−a1,2] =
1− R2 is superfluous, as it follows from R1 = 0, α1 = 1.)
Lemma 2.10. Assume that FM is universal and R1 = 0. Then condition (ii) of Lemma
2.3 holds for every N iff we have I (a) or II (a’).
Proof. By Lemma 2.7, the condition (ii) of Lemma 2.3 in the case S1 = 0 is equivalent
to α1 ≤ 1. We must prove that, assuming that R1 = 0 and α1 ≤ 1, the condition (ii) of
Lemma 2.3 holds for every N with S1 = 1 iff the additional conditions from II (a’), m ≥ 3
and d[−ai,i+1] = 1− R2, hold.
Since ord a1b1 = R1 + S1 = 1 is odd, we have d[a1b1] = 0, so condition (ii) of Lemma 2.3
writes as 0 ≥ A1. If α1 = 0, so R2 = −2e, then A1 ≤ (R2 − S1)/2 + e = −1/2 < 0 so we are
done. If α1 = 1 and d[−a1,2] = 1−R2 then A1 ≤ R2−S1 + d[−a1,2] = R2− 1+ (1−R2) = 0
so again we are done.
So we have the sufficiency of the condition d[−a1,2] = 1−R2 from II (a’). For the necessity,
assume that α1 = 1 and d[−a1,2] 6= 1−R2. By Corollary 2.9(ii), this means that R2 = 2−2e
and d[−a1,2] > 1−R2. Then R2−S1+d[−a1,2] > R2−1+(1−R2) = 0 and (R2−S1)/2+e =
((2−2e)−1)/2+e = 1/2 > 0. It follows that A1 = min{(R2−S1)/2+e, R2−S1+d[−a1,2]} > 0,
so the condition (ii) of Lemma 2.3 doesn’t hold.
To complete the proof, we show that the remaining condition, m ≥ 3, from II (a’), follows
from the fact that FM is universal. If m = 2, then d(−a1,2) = d[−a1,2] = 1 − R2 < ∞ so
−a1,2 /∈ F˙
2. It follows that FM ∼= [a1, a2] is not isotropic and so it is not universal. ✷
Lemma 2.11. Assume that R1 = 0 and R2 = −2e.
(i) We have a1,2 ∈ −F˙
2 or −∆F˙ 2. In the first case [a1, a2] is isotropic. In the second
case [a1, a2] represents precisely the elements of F˙ with even orders.
In particular, in both cases [a1, a2] represents the elements of F˙ with even orders.
(ii) Assume that m ≥ 3. If R3 = 0 then [a1, a2, a3] is isotropic. If R3 = 1 then [a1, a2, a3]
is isotropic iff [a1, a2] is isotropic.
Proof. (i) By 1.2, as a consequence of R2 − R1 = −2e, we have −a1,2 ∈ F˙
2 or ∆F˙ 2.
In the first case [a1, a2] is binary of determinant −1 so it is isotropic. In the second case,
for every b ∈ F˙ we have b→−[a1, a2] iff (a1b,−a1,2)p = (a1b,∆)p = 1. But this happens iff
ord a1b = ord b is even. (Recall that ord a1 = R1 = 0.)
(ii) We have that [a1, a2, a3] is isotropic iff −a3→−[a1, a2]. If R3 = 0 then ord a3 = R3 is
even so −a3 is represented by [a1, a2] in both cases from (i). Hence [a1, a2, a3] is isotropic.
Suppose now that [a1, a2, a3] is isotropic and R3 = 1. Then [a1, a2] represents −a3 and, since
ord a3 = R3 is odd, this is possible only if [a1, a2] is isotropic. The reverse implication is
trivial. ✷
Lemma 2.12. If m ≥ 3 and R1 = 0 then R3 ≥ 0. If moreover R2 = 1, then R3 ≥ 1.
Proof. By the properties of the good BONGs, R3 ≥ R1 = 0. If R2 = 1 then we cannot
have R3 = 0, since R3 − R2 cannot be odd and negative. So in this case R3 ≥ 1. ✷
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Lemma 2.13. If FM is universal, R1 = 0 and M satisfies I (a) or II (a’) then the condition
(iii’) of Lemma 2.3 is satisfied for every N iff M satisfies I (b) or II (b), accordingly.
Proof. Suppose that we have I (a). Then α1 = 0, R2 = −2e and, by Corollary 2.9(i),
d[−a1,2] ≥ 2e.
By Lemma 2.11(i), [a1, a2] represents all units so if S1 = ord b1 = 0 then b1→−[a1, a2] so
(iii’) holds trivially.
Suppose now that S1 = 1. If m = 2 then FM ∼= [a1, a2] must be isotropic because it
is universal. If R3 ≤ S1 = 1 then (iii’) holds trivially. Suppose now that R3 > 1. Hence
R3 > S1 and we also have d[−a1,2] + d[−a1,3b1] ≥ d[−a1,2] ≥ 2e > 2e + S1 − R3. Hence
condition (iii’) holds iff b1→−[a1, a2]. Since ord b1 = S1 is odd, by Lemma 2.11(i), this can
only happen if [a1, a2] is isotropic. Conversely, if [a1, a2] is isotropic then it is universal so
(iii’) holds trivially.
In conclusion, the condition (iii’) holds iff M satisfies I (b).
Suppose now that we have II (a’). By Lemma 2.12, R3 ≥ 0 and if R2 = 1 then R3 ≥ 1.
Suppose first that R2 ≤ 0 and R3 ≤ 1. We prove that the condition (iii’) of Lemma 2.3
holds unconditionally. By Corollary 2.9(ii), R2 is even and 2− 2e ≤ R2 ≤ 0. If R3 = 0 then
R3 ≤ S1 so (iii’) holds trivially. Suppose now that R3 = 1. If S1 = 1 then R3 ≤ S1 so (iii’)
holds tivially. If S1 = 0 then ord a1,3b1 = R1 + R2 + R3 + S1 is odd so d[−a1,3b1] = 0. (We
have R1 = S1 = 0, R3 = 1 and R2 is even.) Hence d[−a1,2] + d[−a1,3b1] = 1 − R2 + 0 ≤
2e− 1 = 2e+ S1 − R3 so again (iii’) holds trivially.
So we are left with the case when R2 = 1 or R3 > 1.
We claim that d(−a1,2) = d[−a1,2] = 1 − R2. If R2 = 1 then ord a1,2 = R1 + R2 = 1 so
d(−a1,2) = 0 = 1− R2. Suppose now that R2 ≤ 0 and R3 > 1. Since R2 ≥ 2 − 2e, we have
1 − R2 ≤ 2e − 1. If R3 − R2 > 2e then, by 1.3, property (5), we have α2 > 2e > 1 − R2.
If R3 − R2 ≤ 2e then, by the property (3), we have α2 ≥ R3 − R2 > 1 − R2. So we have
min{d(−a1,2), α2} = d[−a1,2] = 1− R2 and α2 > 1− R2. It follows that d(−a1,2) = 1− R2.
Suppose first that S1 ≡ R2 + R3 (mod 2). Recall that if R2 = 1 then R3 ≥ 1 and if
R2 ≤ 0 then R3 > 1. So, with the exception of the case R2 = R3 = 1, we have R3 > 1 ≥ S1.
If R2 = R3 = 1 then S1 ≡ R2 + R3 ≡ 0 (mod 2) and S1 ∈ {0, 1} so S1 = 0 < R3. Hence in
this case the inegality R3 > S1 from Lemma 2.3(iii’) is satisfied. Condition (iii’) states that
if moreover d[−a1,2] + d[−a1,3b1] > 2e+ S1 − R3, then b1→−[a1, a2].
Note that d[−a1,3b1] = min{d(−a1,3b1), α3}, with α3 ignored if m = 3.
If m ≥ 4 then d[−a1,3b1] ≤ α3 so if d[−a1,2] + α3 ≤ 2e + S1 − R3 then also d[−a1,2] +
d[−a1,3b1] ≤ 2e+ S1 − R3 so condition (iii’) holds trivially.
Suppose now that m = 3 or m ≥ 4 and d[−a1,2] + α3 > 2e + S1 − R3. Then, by the
formula d[−a1,3b1] = min{d(−a1,3b1), α3}, d[−a1,2]+d[−a1,3b1] > 2e+S1−R3 is equivalent to
d[−a1,2]+d(−a1,3b1) > 2e+S1−R3. So, for (iii’) to hold, [a1, a2] must represent every b1 ∈ F˙
with ord b1 = S1 and d[−a1,2]+d(−a1,3b1) > 2e+S1−R3. We have R2 ≥ 2−2e so d(−a1,2) =
1 − R2 ≤ 2e − 1. Then, by §1.1, that there is ε ∈ O
× such that d(ε) = 2e − d(−a1,2) =
2e− d[−a1,2] and (ε,−a1,2)p = −1. Since ord a1,3 = R1 +R2 +R3 = R2 +R3 ≡ S1 (mod 2),
there is b ∈ F˙ , say, b = −piS1−R2−R3a1,3, such that ord b = S1 and b ∈ −a1,3F˙
2. It follows
that −a1,3b ∈ F˙
2 and −a1,3bε ∈ εF˙
2 so d(−a1,3b) =∞ and d(−a1,3bε) = d(ε) = 2e−d[−a1,2].
In both cases when b1 = b or bε, we have ord b1 = ord b = S1 and d(−a1,3b1) ≥ 2e− d[−a1,2],
which implies d[−a1,2]+d(−a1,3b1) ≥ 2e > 2e+S1−R3. So in both cases we have b1→−[a1, a2],
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which is equivalent to (a1b1,−a1,2)p = 1. We get (a1b,−a1,2)p = (a1bε,−a1,2)p = 1, which
implies (ε,−a1,2)p = 1. But this contradicts the choice of ε.
So the condition that m ≥ 4 and d[−a1,2] + α3 ≤ 2e+ S1 −R3 is not only sufficient, but
also necessary. Since d[−a1,2] = 1−R2, this inequality writes as α3 ≤ 2e− 1+S1 +R2−R3.
We have S1 ≡ R3−R2 (mod 2) and S1 ∈ {0, 1}, so S1 = R3−R2− 2[
R3−R2
2
]. It follows that
2e− 1 + S1 +R2 − R3 = 2(e− [
R3−R2
2
])− 1.
So we have proved that if R2 = 1 or R3 > 1 then the condition that m ≥ 4 and
α3 ≤ 2(e− [
R3−R2
2
])−1 is necessary and sufficient for condition (iii’) of Lemma 2.3 to hold in
the case when S1 ≡ R2 +R3 (mod 2). To conclude the proof, we show that this condition is
also sufficient for (iii’) to hold in the case when S1 ≡ R2 +R3 + 1 (mod 2). So assume that
α3 ≤ 2(e− [
R3−R2
2
])−1 and S1 ≡ R2+R3+1 (mod 2). Suppose that d[−a1,2]+ d[−a1,3b1] >
2e+S1−R3. We have d[−a1,2] = 1−R2 and ord a1,3b1 = R1+R2+R3+S1 = R2+R3+S1 ≡ 1
(mod 2) so d[−a1,3b1] = 0. Hence (1 − R2) + 0 > 2e + S1 − R3 ≥ 2e − R3, which implies
R3−R2 > 2e−1, so R3−R2 ≥ 2e. It follows that α3 ≤ 2(e−[
R3−R2
2
])−1 ≤ 2(2−[2e
2
])−1 = −1.
But α3 ≥ 0, by §1.3, property (2). Contradiction. Hence d[−a1,2]+d[−a1,3b1] ≤ 2e+S1−R3
and so (iii’) holds trivially. ✷
Lemma 2.14. If FM is universal, R1 = 0 and M satisfies I (a) or II (a’) then the condition
(iv) of Lemma 2.3 is satisfied for every N iff M satisfies I (c) or II (c), accordingly.
Proof. Recall that b1→−[a1, a2, a3] iff b1 /∈ −a1,3F˙
2 or [a1, a2, a3] is isotropic.
Let S ∈ {0, 1} such that S ≡ R2 +R3 (mod 2). We claim that condition (iv) of Lemma
2.3 holds for every N iff the following statement holds.
(*) If m ≥ 3, R3 ≤ S and either m = 3 or R4 − S > 2e then [a1, a2, a3] is isotropic.
Assume first that m ≥ 4.
If S1 ≡ R2 + R3 + 1 (mod 2) then ord b1 = S1 and ord a1,3 = R1 + R2 + R3 = R2 + R3
have opposite parities so we cannot have b1 ∈ −a1,3F˙
2. Therefore b1→−[a1, a2, a3] so in this
case condition (iv) of Lemma 2.3, holds unconditionally.
Suppose now that S1 ≡ R2 + R3 (mod 2), i.e. that S1 = S. If R3 > S1 = S or
R4 − S = R4 − S1 ≤ 2e, then (iv) holds trivially. So we assume that R3 ≤ S = S1 and
R4 − S = R4 − S1 > 2e. Then condition (iv) of Lemma 2.3 states that b1→−[a1, a2, a3]. So
[a1, a2, a3] must represent all elements of F˙ of order S1 = S. Since ord a1,3 = R1+R2+R3 =
R2 +R3 ≡ S (mod 2) there is b1 ∈ −a1,3F˙
2 with ord b1 = S, say, b1 = −pi
S−R2−R3a1,3. Then
b1→−[a1, a2, a3] and b1 ∈ −a1,3F˙
2, so [a1, a2, a3] is isotropic.
Conversely, if [a1, a2, a3] is isotropic, then it is universal, so (iv) holds.
If m ≤ 3 then (iv) is vacuous, but the case when m = 3 and R3 ≤ S can still be included
here because when m = 3 we have that FM ∼= [a1, a2, a3] is universal, so isotropic.
Suppose first that we have I (a). If R3 > 1 then R3 > S so (*) holds trivially. If R3 = 0
then, by Lemma 2.11(ii), [a1, a2, a3] is isotropic, so (*) holds unconditionally. We are left
with the case R3 = 1. Then R2 + R3 = 1 − 2e is odd so S = 1 and R3 ≤ S holds. The
inequality R4 − S > 2e writes as R4 > 2e+ 1. Therefore (*) is equivalent to:
I (c’) If m ≥ 3, R3 = 1 and either m = 3 or R4 > 2e+ 1, then [a1, a2, a3] is isotropic.
But when R3 = 1, by Lemma 2.11(ii), [a1, a2, a3] is isotropic iff [a1, a2] is isotropic. Hence
I (c’) is equivalent to I (c).
Assume now that M satisfies II (a’).
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Suppose first that R3 > 1. Since S ≤ 1 we get R3 > S so (*) holds trivially. So we may
assume that R3 ≤ 1. Next suppose that R2 = 1. By Lemma 2.12, R3 ≥ 1, so R3 = 1. Since
R2 +R3 = 2 is even, we get S = 0 and again R3 > S, so (*) holds trivially.
Since for R2 = 1 or R3 > 1 (*) holds unconditionally, we are left with the case when
R2 ≤ 0 and R3 ≤ 1. Since R2 ≤ 0 we have that R2 is even and so S ≡ R2 + R3 ≡ R3
(mod 2). Since R3, S ∈ {0, 1} and R3 ≡ S (mod 2), we have S = R3. In particular, R3 ≥ S
holds. So, in order that (*) holds we need that [a1, a2, a3] is isotropic if m = 3 or m ≥ 4
and R4 − R3 = R4 − S > 2e. So (*) writes as follows. If m ≥ 3, R2 ≤ 0 and R3 ≤ 1 and
either m = 3 or m ≥ 4 and R4 − R3 > 2e, then [a1, a2, a3] is isotropic. But the condition
that m ≥ 3 is part of II (a’) so it can be dismissed. So we get II (c). ✷
Proof of Theorem 2.1. By Lemmas 2.2, 2.5, 2.10, 2.13 and 2.14, M is universal iff
FM is universal, R1 = 0 and we have either I (a), (b) and (c) or II (a’), (b) and (c). Since
FM is universal, we have m ≥ 2. Then, to conclude the proof, we must show that II (a’)
can be replaced by II (a) and that the condition that FM is universal is superfluous, as if
m ≥ 2 and R1 = 0 then it follows both from I and from II.
First we prove that the extra condition from II (a’), that d[−a1,2] = 1−R2, is superfluous,
as it follows from II (a) and (b). Since R1 = 0 and α1 = 1, by Corollary 2.(ii), d[−a1,2] ≥
1−R2, with equality if R2 6= 2−2e. So we only have to consider the case R2 = 2−2e, when
we only have d[−a1,2] ≥ 1 − R2 = 2e − 1. Assume that R3 > 1. Then, by II (b), we have
that m ≥ 4 and α3 ≤ 2(e− [
R3−R2
2
])−1. But R3 ≥ 2 so R3−R2 = R3− (2−2e) ≥ 2e. Then
α3 ≤ 2(e− [
R3−R2
2
])− 1 ≤ 2(e− [2e
2
])− 1 = −1. But, by §1.3, property (2), we have α3 ≥ 0.
Contradiction. Hence R3 ≤ 1. If R3 = 0 then R3 − R2 = 2e − 2 so, by §1.3, property (4),
α2 = (R3 −R2)/2 + e = 2e− 1. If R3 = 1 then R3 −R2 = 2e− 1 is odd and < 2e so, by the
property (3), α2 = R3 − R2 = 2e − 1. Then 2e− 1 ≤ d[−a1,2] = min{d(−a1,2), α2} ≤ α2 =
2e− 1 so d[−a1,2] = 2e− 1 = 1−R2.
Next we prove that if m ≥ 2, R1 = 0 and we have I or II, then FM is universal. If
m = 2 then we are in case of I and we have by I (b) that FM = [a1, a2] is isotropic and so
it is universal. Suppose now that m = 3. We consider first case I. If R3 > 1 then [a1, a2, a3]
is isotropic by I (b), if R3 = 1 then it is isotropic by I (c) and if R3 = 0 it is isotropic by
Lemma 2.11(ii). If we are in the case II then we cannot have R2 = 1 or R3 > 1, since by
II (b) this implies that m ≥ 4. In the remaining case, R2 ≤ 0 and R3 ≤ 1, since m = 3 we
have by I (c) that [a1, a2, a3] is isotropic. So, in all cases, FM = [a1, a2, a3] is isotropic and
so universal. If m ≥ 4 then FM is universal unconditionally. ✷
Remark. If we make the convention that Ri ≫ 0 for i > m then conditions I and II can
be written in a more compact way, without refference to the value of n. Namely one can
write them as:
I (a) α1 = 0 or, equivalently, R2 = −2e.
(b) If R3 > 1, then [a1, a2] is isotropic.
(c) If R3 = 1 and R4 > 2e+ 1, then [a1, a2] is isotropic.
II (a) α1 = 1.
(b) If R2 = 1 or R3 > 1, then m ≥ 4 and α3 ≤ 2(e− [
R3−R2
2
])− 1.
(c) If R2 ≤ 0, R3 ≤ 1 and R4 − R3 > 2e, then [a1, a2, a3] is isotropic.
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3 Main result in terms of Jordan decompostions
We now give, without a proof, a translation of Theorem 2.1, in terms of Jordan decomposi-
tions.
Theorem 3.1. Let M = M1 ⊥ · · · ⊥ Mt be a Jordan decompostion, with sMk = p
rk ,
nM sLk = uk and wM
sMk = wk for 1 ≤ k ≤ t. For 1 ≤ k ≤ t − 1 we consider the ideal
fk defined in [OM, §93E.]. Then M is universal if rankM ≥ 2, nM = O, or, equivalently,
u1 = 0, and one of the following happens:
(1) rankM1 ≥ 4 and w1 ⊇ p.
(2) rankM1 = 3, w1 = p and one of the following happens:
(2.1) t ≥ 2 and u2 ≤ 2e.
(2.2) M1 is isotropic.
(3) rankM1 = 2 and one of the following happens:
(3.1) sM1 = 2O and one of the following happens:
(3.1.1) t ≥ 2 and u2 = 0.
(3.1.2) t ≥ 2, u2 = 1 and either rankM2 ≥ 2 or rankM2 = 1, t ≥ 3 and u3 ≤ 2e+ 1.
(3.1.3) M1 ∼=
1
2
A(0, 0).
(3.2) wM1 = p, m ≥ 3 and one of the following happens:
(3.2.1) u2 > 1, rankM2 ≥ 2 and w2 ⊃ 4p
r1+u2−2[u2/2].
(3.2.2) u2 > 1, rankM2 = 1, t ≥ 3 and f2 ⊃ 4p
r1−2[u2/2].
(3.2.3) u2 ≤ 1 and rankM2 ≥ 2.
(3.2.4) u2 ≤ 1, rankM2 = 1, t ≥ 3 and u3 ≤ u2 + 2e.
(3.2.5) u2 ≤ 1, rankM2 = 1 and M1 ⊥M2 is isotropic.
(4) rankM1 = 1, u2 = 1, m ≥ 4 and one of the following happens:
(4.1) rankM2 ≥ 3.
(4.2) rankM2 = 2 and u3 ≤ 2e.
(4.3) rankM2 = 1 and one of the following happens:
(4.3.1) rankM3 ≥ 2 and w3 ⊃ 4p
u3−2[(u3−1)/2].
(4.3.2) rankM3 = 1 and f3 ⊃ 4p
−2[(u3−1)/2].
References
[B1] C.N. Beli, Integral spinor norms over dyadic local fields, J. Number Theory 102 (2003)
125-182.
[B2] C.N. Beli, Representations of integral quadratic forms over dyadic local fields, Electronic
Research Announcements of the American Mathematical Society 12, 100-112, electronic only
(2006).
[B3] C.N. Beli, A new approach to classification of integral quadratic forms over dyadic local
fields, Transactions of the American Mathematical Society 362 (2010), 1599-1617.
[OM] O. T. OMeara, Introduction to Quadratic Forms, Springer-Verlag, Berlin (1963).
[XZ] Xu Fei and Zhang Yang, On indefinite and potentially universal quadratic forms over
number fields, preprint. (arXiv:2004.02090)
13
