We study the statistical performance of multiresolution-based estimation procedures for the scaling exponents of multifractal processes. These estimators rely on the computation of multiresolution quantities such as wavelet, increment or aggregation coefficients. Estimates are obtained by linear fits performed in log of structure functions of order q versus log of scale plots. Using various and recent types of multiplicative cascades and a large variety of multifractal processes, we study and benchmark, by means of numerical simulations, the statistical performance of these estimation procedures. We show that they all undergo a systematic linearisation effect: for a range of orders q, the estimates account correctly for the scaling exponents; outside that range, the estimates significantly depart from the correct values and systematically behave as linear functions of q. The definition and characterisation of this effect are thoroughly studied. In contradiction with interpretations proposed in the literature, we provide numerical evidence leading to the conclusion that this linearisation effect is neither a finite size effect nor a infiniteness of moments effect, but that its origin should be related to the deep nature of the process itself. We comment on its importance and consequences for the practical analysis of the multifractal properties of empirical data.
Motivation
Scaling. During the last twenty years, scaling phenomena and scale invariance have been observed in a wide range of applications of very different natures (hydrodynamic turbulence, computer network teletrafic, body rhythms in biology,. . . to name but a few). In many applications, accurately measuring scaling exponents is a key issue, for classification and modelling of empirical data as well as for the analysis of the physical mechanisms producing scaling phenomena. Therefore, their detection, analysis and characterisation received considerable efforts and is still an active research area.
Most often, the practical definition of scaling in empirical time series X(t) is based on multiresolution quantities (hereafter, T X (a, t)), i.e., quantities that depend jointly on the time t and an analysis scale a. For instance, the T X (a, t) can stand for the increment, wavelet or box-agreggated coefficients of the process. Scaling phenomena are commonly associated to a power law dependence of statistical quantities of order q of the |T X (a, t)| with respect to the analysis scale a:
IE|T X (a, t)| Though quite often overlooked, it is worth noting that such behaviours may be valid only within a finite range of scales a ∈ [a m , a M ] and for a finite range of orders q ∈ [q m , q M ], e.g., IE|T X (a, t)| q may no longer exist beyond a critical q value.
Estimation procedures. The practical study of scaling mainly consists in detecting power law behaviours as in Eqs. (1.1) and (1.2), in estimating the corresponding scaling exponents, in identifying the mathematical model (e.g., self similar processes, multifractal processes. . . ) that better fits the data. The estimation of the scaling exponents is essentially performed in three steps. First, from the observed time series, one computes the multiresolution coefficients T X (a, t). Second, one computes the structure functions S n (q, a) = 1 n n k=1 |T X (a, k)| q . Third, one measures the slopeζ(q, n) in a log a versus log S n (q, a) diagram.
MultiExponent MultiFractal Processes.
Unlike self-similar processes, multifractal ones cannot be defined through a single, generally valid definition. In the present work, we choose to use the following operational definition a : a process X is said to be multifractal when Eqs. (1.1) or (1.2) hold in the range of scales 0 ≤ a ≤ a M and for a given range of qs. Note that this includes processes usually referred to as monofractal as special cases. However, we will not consider here all multifractal processes but will restrict ourselves to the subset defined by the fact that the scaling exponents ζ(q) depart from a strict linear behaviour in q b . This class will be hereafter referred to as MultiExponent MultiFractal (MEMF) processes for convenience, and is summarised as:
MEMF: ζ(q) = qH.
( 1.3)
The very example of such processes consists of the celebrated Mandelbrot's cascades. However, such constructions, as well as the processes that can be derived from them, suffer from important drawbacks: their increments are not wide sense stationary (a much desired property as far as the modelling of empirical data is concerned) c and their scaling behaviours are valid for a specific discrete set of scales only instead of holding continuously (i.e., for all scales) as suggested in Eq. (1.2). It has been suspected that some of the results reported in the literature on the behaviours of the estimators of scaling exponents observed on those specific cascades might be strongly related to their particularities. In the recent literature 11, 41, 7, 8, 15, 14 , new classes of multifractal processes were proposed, with known and a priori prescribed ζ(q), with stationary increments and continuous scale invariance. They are, hence, significantly renewing the possibilities and interests in studying the statistical pera We are aware that such a definition, led by empirical considerations, does not follow the usual definition for multifractals 22, 23, 36, 9 . b Note that this class excludes a priori self-similar processes, Levy motions 22 , multifractional Brownian motion 12 .
c It implies that scaling take the form of Eq. (1.2) while the preferred form in Eq. (1.1) is not valid.
formance of theζ(q, n) and are motivating the present work.
Goals and methodology. Two major classes of stochastic processes are commonly used to model scaling: self similar processes (see e.g., 37 ) versus multifractal processes (see e.g., 36 ). Estimation issues for the former class have been thoroughly addressed elsewhere (see e.g., 1 ) and are not considered here. Though considered in a restricted number of research articles 20, 13, 1, 6 , estimation procedures for the latter class received far less attention. Hence, the aims of this work are to present numerical studies that qualify, quantify and interpret the statistical performance of the multiresolution based estimation proceduresζ(q, n), defined below, for the ζ(q), when they are applied to given classes of multifractal processes. This is achieved by applying theζ(q, n) to a large number of independent realisations of identical multifractal reference processes. Statistical performance are inferred from averaging over the realisations. This benchmarking is performed for three categories of multiresolution based estimators, based on wavelets, increments and aggregation, for three types of multiplicative cascades (canonical Mandelbrot cascades, compound Poisson cascades, infinitely divisible cascades), from which four classes of processes can be constructed (density, measure, fractional Brownian motion in multifractal time, multifractal random walk).
Results. Our first major result consists in showing the existence of a linearisation effect in the behaviour of the estimators as a function of q: the estimated exponentsζ(q, n) account for scaling exponents only for values of q within an in-
+ * ] and systematically behave according to an affine function of q outside this interval. The bounds q ± * are defined. We comment on the fact that strangely and despite its systematic nature, this effect has been almost totally overlooked in the huge literature related to the analysis of multifractal scaling in applications. However, it has originally been reported in a seminal work on cascades in turbulence by Mandelbrot 27 and then thoroughly and carefully studied in the New Insights into the Estimation of Scaling Exponents 5
case of the Mandelbrot's cascades in a limited number of research papers.
In most of these works 38, 39, 40, 42, 28 , the linearisation effect is related either to a finite size effect -there should exist a maximal observable singularity depending on the sampling rate -or to infiniteness of the moments of the process beyond a given statistical order q. we relate this linearisation effect to the very nature of the processes rather than to the estimation procedures themselves.
Outline. Definitions of the estimators are given in Section 2. Section 3 summarises the definitions and properties of the MEMF processes (positive multiplicative martingales) actually used in the present work for the benchmarking of the estimation procedures. Empirical results and conjectures are reported in Section 4 while Section 5 proposes comments and interpretations on the origin, nature, practical importance and consequences of the linearisation effect.
Multiresolution based estimators for the scaling exponents
Multiresolution quantities. Let X denote the scaling process under consideration. Let us start recalling that the multiresolution quantities T X (a, t; f 0 ) are obtained from comparisons, by means of inner products, between X and a collec-tion of functions {f a,t , t ∈ R, a > 0}:
Each specific choice of mother-function f 0 gives birth to the definition of a particular estimator. The three estimators considered here are obtained from:
, where ψ 0,N (u) is a standard mother wavelet,
where τ 0 is an arbitrary positive constant and (f 0 (u)) * N , N ∈ Z * + , indicates that the function f 0 is convolved with itself (N − 1)-times. A mother wavelet 26 is mainly characterised by its number of vanishing moments, an integer N ≥ 1, such that:
It is well known that the selection of the number of vanishing moments and the possibility to vary it plays a key role in the practical analysis of scaling. This has been thoroughly discussed for the case of self similar or long range dependent processes 1 .
To perform fair comparisons between estimators, it is natural to introduce N into EI(N ) and EII(N ), through (β 0 (u)) * N and (I 0 (u)) * N , respectively d .
Structure functions and dyadic grid. From the multiresolution quantities T X (a, t), one defines the so-called structure functions:
where n denotes the observation duration (0, n] of the process X (i.e., practically it means that X is available through its samples {X(1), . . . , X(n)}) and n j is the number of coefficients T X (a j , t j,k ; f 0 ) at scale a j , roughly n j n/a j . When the d For the increments (i.e., for EII), N exactly is the number of vanishing moments , as in Eq. (2.6). For the aggregation procedure (i.e., for EI), the situation is different since (β 0 (u)) * N has strictly speaking 0 vanishing moments, whatever N . In this case, N mainly controls the regularity of the analysing function f 0 , as in the wavelet case (cf. 26 ). In the analysis of scaling, however, regularity plays a far less crucial role compared to that of the number of vanishing moments.
{T X (a, t k ; f 0 )} k∈Z form stationary sequences at a given scale, the time averages S n (q, a j ; f 0 ), can be seen as estimators for the ensemble averages IE|T X (a, t)| q .
Without loss of generality with respect to the results reported in Section 4, we have chosen to compute the multiresolution coefficients T X (a j , t j,k ; f 0 ) on a discrete subset of points (a j , t j,k ) = (2 j , k2 j ), known in the wavelet terminology as the dyadic grid. For EIII(N ), it amounts to compute the Discrete Wavelet Transform e .
Definition of the estimators.
The estimators consist in performing unweighted f linear regressions in log-log plots over the range of octaves j ∈ [j 1 , j 2 ]:
Comments. By definition, EI(N ) can be applied only to first order stationary processes with positive values, (it can hence be applied only to the density Q r defined in Section 3). Therefore, the box-aggregated coefficients are strictly positive random variables with P T X (a,t) (T = 0) ≡ 0 and hence their moments are likely to exist a priori for all q ∈ R. EI(N ) can hence be defined a priori with q ∈ R. Conversely, by construction, the T X (a, t) for EII(N ) and EIII(N ), i.e., the increments and the wavelet coefficients of X, form stationary sequences for all non stationary processes whose increments of order smaller than N are stationary (they can hence be applied to the processes A, V H , Y H defined in Section 3). However, the T X (a, t)
for EII(N ) and EIII(N ) are 0-mean, positive and negative random variables, such that P T X (a,t) (T = 0) > 0 for all the processes studied here. Therefore, their moments are finite only for q > −1. Hence, EII(N ) and EIII(N ) are defined only for q > −1.
e The reasons that led to that choice are twofold. First, it is known from the wavelet analysis of self-similar processes that the use of the dyadic grid brings close to optimal estimation performance 1,2 , this has been confirmed in preliminary analysis of multifractal processes 16 . Second, the T X (2 j , k2 j ; f 0 ) can be computed, for all three estimators, using fast Mallat type pyramidal recursive algorithms 26 . f This is supported by arguments developed in 13 .
Multiplicative Processes
Except for the case of the generalised random wavelet series introduced in 4 , all the MEMF processes introduced in the literature and for which a synthesis procedure is so far available are defined through a multiplicative cascade construction. Therefore, we concentrate on positive multiplicative cascades in the present work. Roughly, a multiplicative cascade consists of a recursive procedure that re-distributes the mass inside a given set according to a geometric fragmentation rule. The limiting object generated by such a procedure displays multifractal scaling behaviours as in Eqs.
(1.1) or (1.2) and the scaling exponents ζ(q) are related to the generator of the cascade (i.e., the rules of re-distribution of the mass). multipliers. An initial interval on the real line is splitted into two g . This splitting procedure is then iteratively applied to each subintervals so that after J iterations one ends up with a set of dyadic intervals
random variable with mean equal to one and characterised by (the opposite of the logarithm of) their moment generating function,
g Equivalent constructions based on the splitting of each interval in b ≥ 2 subintervals instead of 2 have also been proposed.
At resolution r = 2 −J , the cascade, or density Q r (t), is obtained at time t as the product of all the W j,k associated to the I j,k containing t (see Fig. 1 , top left):
Scaling behaviours for the CMC, such as those of Eq. (1.2), constitute a well-known result, cf. e.g., 27, 36 :
CMCs have been the first, and up to a recent past, the only construction yielding stochastic processes with a priori controlled scaling properties. However, from a data modelling point of view, they suffer from two major drawbacks. First, they possess discrete scale invariance only: the scaling behaviour in Eq. (3.11) above only holds for specific scales, a j = 2 −j . Second, the density Q r (t) is not a stationary process h : indeed, the construction is not time-shift invariant since all time positions t do not occupy equivalent positions at the end of the rigid dyadic tree.
Compound Poisson Cascades. To overcome those two major drawbacks, Barral & Mandelbrot proposed to replace the deterministic or rigid dyadic grid with a random geometry 11 . This construction starts with a Poisson random point process (t i , r i ) i∈I , defined on a rectangle I :, r ≤ r ≤ 1, 0 ≤ t ≤ T and with density dm(t , r ) (see Fig. 1 , top right). Positive, with mean one, i.i.d. multipliers W i are associated to the (t i , r i ) i∈I . The corresponding density Q r (t), referred to a compound Poisson cascade (CPC hereafter), is then defined as the product of the W i corresponding to points within the cone C r (t) = {(t , r ) : r ≤ r ≤ 1, t − r /2 ≤ t ≤ t + r /2}, the normalisation factor ensures IEQ r = 1:
The choice dm(t, r) = c/r 2 drdt together with the triangle-shaped cone C r (t) ensures that the density Q r (t) presents power law behaviours as in Eq. (1.1) (cf. 11, 8, 14 ):
where
Infinitely Divisible Cascades. Noting that compound Poisson distributions fall into the general class of infinitely divisible distributions, the discrete product 
Again, the normalisation ensures that IEQ r (t) = 1. The continuous measure M needs to be defined from an independently scattered infinitely divisible distribution G with moment generating functionG(q) = e −ρ(q) 18 . Again dm(t, r) = c/r 2 drdt and the triangle-shaped cone C r (t) imply that Q r (t) presents power-law behaviours that can be written exactly as in Eq. (3.13) above with ϕ(q) = ρ(q) − qρ (1), (ϕ(1) = 0).
Positive martingales, degeneracy and divergence of moments. From the mathematical viewpoint, the three types of cascades Q r defined above form positive multiplicative martingales. This property rises a number of issues that will appear of important practical interest in the analysis of the results in Sections 4 and 5.
The results of this paragraph were proven independently for CMC 24 , for CPC 11 and for IDC 8 . By construction, the densities Q r (t) converges almost surely to 0 as the resolution r decreases to 0 so that one is led to define the corresponding measure
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A(t) as: 17) where b corresponds to the number of splitting blocks of the CMC (b = 2 here), b = 1 for the CPC. Furthermore, A(t) also presents power law behaviours as in Eqs.
(1.1) and (1.2), cf. Section 3.3.
Multiscaling Stochastic processes
Despite their possessing a priori prescribed multiscaling properties, the processes Q r (t) and A(t) may not be general enough for the modelling of empirical data since the former takes positive values only and the latter displays non negative variations only. This section discusses two alternatives recently introduced in the literature j . 
Fractional Brownian motion in Multifractal time
Multifractal Random Walk Another possible choice was proposed by Bacry et al. 7, 32, 8 . It consists whenever it is mathematically sound to perform a stochastic integration of a density Q r as defined above, against fractional Brownian motion.
This integration contains numerous mathematical involved issues not discussed here (the process is well defined only when 2H + ϕ(2) − 1 > 0, cf. 32 ). Hence, Y H is practically defined through the limit of Riemann sums (following 7, 32 , this process will be referred to as Multifractal Random Walk (MRW) l ):
Scaling properties
The properties of the processes A, V H and Y H are directly inherited from those of the Q r they are defined from. This implies that when constructed from CMCs, their increments suffer from non stationarity and discrete scale invariance, while based on CPCs or IDCs, they possess stationary increments and continuous scale.
The scaling properties of the different processes can be expressed, when aτ 0 < 1, as follows (these results are gathered from 36, 11, 8, 14 ). For CMCs, one has m :
k In the original definition the label fractional Brownian motion in Multifractal time was used only for the case where A(t) was obtained from a Mandelbrot's cascade (CMC); the definition here is therefore an extension to the CPCs and IDCs. It was labelled Infinitely Divisible Cascading random walk and log-infinitely divisible multifractal random walk in 14,32 , respectively. l Though the soundness of this extension has not yet been proven in general 7,32 , we extend this definition to the three types of densities Qr described here. Since numerical simulations are discrete by nature, the simulation of Y H,∆t is easy and can be used as a surrogate definition. m The symbol stands for the fact that one would have an exact = in the limits n → +∞ and 2 −j → 0, cf. 36 for precise details. For practical purposes, this cannot be distinguished from a strict =.
For CPCs and IDCs, one has n ,
Examples of sample path for Q r , A, V H , Y H are shown in Fig. 2 .
Synthesis procedures -Number of integral scales versus resolution (or depth) of the cascade
We developed Matlab procedures to synthesise the processes defined above. They are documented in 14, 15 and available upon request. This section does not intend to detail them but rather to put the emphasis on two key issues: the resolution r of the cascades and the number n L of integral scales.
The constructions of multiplicative cascades described above imply that scaling hold n The symbol stands for the fact that one would have an exact = in the limits a → 0, cf. 8,14,15 for precise details. For practical purposes, this cannot be distinguished from a strict =.
4. Linearisation effect: analysis and formulation 4.1. Methodology.
The estimation performance of theζ(q, n) are obtained from numerical simulations:
the estimatorsζ(q, n) are applied to nbreal copies of a chosen process X. The statistical characteristics (expectations, variances, . . . ) of theζ(q, n) are deduced from averaging over realisations. In the present work, we used standard orthonormal Daubechies wavelets 26 , N = 1, . . . , 10. We set by convention r = T s = τ 0 = 1,
. . , 17, nbreal = 1000,
Empirical findings
Linearisation effect. The application of the estimation procedures to a very large number of realisations of a studied process leads to the observation of the following fundamental empirical fact. While q belongs to a specific interval
, the estimatesζ(q, n) account for the ζ(q), given by the theoretical considerations on the studied process developed in Section 3 ; when q is outside that
, theζ(q, n) significantly depart from the theoretical ζ(q) and, besides that, systematically behave as a linear function of q:ζ(q, n) =α
We refer to this behaviour as to a linearisation effect of theζ(q, n) with respect to q.We put the emphasis on the fact that this occurs for each and every single realisation of the process and not only on average. The quantities q Dependence with the number of samples n.
Since the parameters, which the linearisation occurs, has no functional dependence with the observation duration n, the average linear function α + βq on which theζ(q, n) collapse does not vary when n is increased. Therefore, the linearisation effect is in no way a finite size effect, that would weaken or disappear when n → +∞. Second, for a given number of integral scales (right column), the standard deviations of the fluctuations of the parameters characterising the linearisation effect decrease as r → 0. In the ideal limit r → 0,q o ,α o ,β o ,D o ,ĥ o may be exactly identical for all realisations of a same process. Third, for a given resolution (left column), the standard deviations of the fluctuations of the parameters characterising the linearisation effect remain constant as soon as the observation duration is larger than a single integral scales n > n L (or J > J L ) and do not decrease with the increase of the number of available scales n L (cf. Fig. 4 , where J L = 11). This implies that the linearisation effect is not a low performance statistical estimation issue, this is a key information with respect to parameter estimation issues under current investigations (see 25 ). Note however that Fig. 4 also indicates that in situations where the observation duration is too short, i.e., when it does not even cover a single integral scale of the analysed process (in our notations, n ≤ L/r or J ≤ J L ), the linearisation effect may be hidden by dominant estimation issues:ζ(q, n) and q + * are then poorly estimated and their low statistical performance depend on n.
Generality. We now wish to put the emphasis on the fact that the experimental findings reported above hold systematically for the three types of cascades (CMC, CPC, IDC), for the four declinations of MEMF processes (Q r , A, V H , Y H ), described in Section 3 as well as for the three families of multiresolution estimators EI(N ), EII(N ) and EIII(N ), and for both types of asymptotic behaviours -given n L , r → 0 -and -given r, n L → +∞ -: it does not disappear in the limit of an infinite observation duration and its parameters do not depend on the observation duration nor on the depth of the cascade.
We also mention that other declinations on multiresolution estimators, such as e.g., the Wavelet Transform Modulus Maxima 10 , are subject to an identical linearisation effect.
As a further extension, let us mention that the linearisation effect occurs identically for random fields defined in dimension higher than 1. 
For sake of simplicity and without loss of generality, we restrict here the analysis to the cases where q
Conjecture. For any MEMF-process (cf. definition in Section 1 and Eq. (1.3)), theζ(q, n) behave as: 
+ * ] converge to random variables with unit variance zero mean limiting laws P and P . The terms B(q, n) and V (q, n) account for biases and variances of theζ(q, n).
Their precise forms depend on the exact nature of the studied processes, on q, on the chosen estimator and require specific case by case formulations. However, generic features, valid for all processes and all estimators, have been observed. The limiting laws may significantly depart from a normal law. In the limit of large n, the V (q, n) decrease as power laws of n, V (q, n) ∼ Λ q n γ(q) , where γ(q) −1 for q 0 and γ(q) −0.1 for |q| ≥ q ± * , corresponding to an evolution from the usual n −1 fast decrease to a very slow n −0.1 decrease. This will be detailed in forthcoming works.
Note that MEMF processes such that the critical point D(h ± * ) = 0 is not defined simply correspond to q ± * = ∞. Fig. 6 shows the excellent agreement between the prediction of this conjecture and the corresponding empirical observations. r The results of 33 were recently reformulated 35 for conservative Mandelbrot's cascades, Qr process analysed with the Haar wavelet (i.e., a specific subcase of EIII (1)). Finite size effects. A second category of analysis of the linearisation effect is embedded in the multifractal formalism, for a thorough introduction, see e.g., 36, 22, 23 .
A major property of the processes Q r , A, V H , Y H lies in their sample paths being multifractal, i.e., consisting, in the limit of small scales, in a hierarchical collection of singularities characterised by their (Hölder) exponent h, this translates to realisation of a multifractal process, there exists a maximal observable singularity (characterised by a minimal h) and hence a stopping point in the estimated multifractal spectrum. This yields linearisation through an inverse Legendre transformation. Pursuing this analysis, these papers indicate that the maximal observable singularity is dependent both on the sampling rate of the data (in our words, this corresponds to the depth or resolution of the cascade and asymptotic behaviourgiven n L , r → 0 -) and on the number realisations of the process available for the analysis, usually referred to as supersampling, (in our work, it corresponds to the number of integral scales available and asymptotic behaviour -given r, n L → +∞ -). The linearisation effect is hence explained as a finite size effect.
The results reported in the present work unambiguously disagree with that analysis. They clearly show that the linearisation effect does not disappear either when Furthermore, it is worth noting that the MEMF processes tested here, despite many important differences, are all based, deeply in nature, in multiplicative positive martingales. Therefore, it could be conjectured that the linearisation effect is deeply rooted in the multiplicative martingale nature of the process and not in the estimation procedures themselves. It could also be suspected however that the results reported here even more crucially depend on the MEMF classification of the processes and occur identically for MEMF processes not defined from multiplicative positive martingales. Such issues are under current investigations using the recently introduced class of multifractal processes referred to as random wavelet series 23,4,5 .
Picturing the linearisation effect
Let Q r denote a CPC density u . The definition of Q r as a multiplicative positive martingale implies the existence of, not a single one but, two functions of q and two different power law behaviours. On the one hand, from the multipliers W , comes in the function ϕ(q), cf. Eq. (3.14). Let D ϕ (h) denote the Legendre transform of ϕ(q). When r → 0, the following power law behaviour can be proven 8, 14, 11 :
Note that this is not a relation describing scaling since it involves the synthesis resolution of the cascade r and not an analysis scale a. On the other hand, the power law behaviours of the moments of order q of the multiresolution coefficients v T Q0 (t, a; β 0 ) = T A (t, a; I 0 )/a yield another function of q, ζ(q), defined as (with aτ 0 < L): 27) u CPC is chosen because stationarity makes the statement of the arguments easier and clearer. For sake of simplicity, we assume that ϕ(q) is defined for q ∈ R, in other words that the multipliers W have have finite moments of any order. v For ease of notations,
with: issues. As the CMCs, they suffer from non stationarity and non continuous scale invariance, but, up to our knowledge, they provide the only known, both theoretically and practically, MEMF processes avoiding multiplicative constructions. This is under current investigations.
Major consequences of the linearisation effect
In the practical analysis of multifractal processes, the existence of this linearisation effect has a major implication: it compels to recast the usual goal -estimate the scaling exponents ζ(q) -into a new and more accurate one: estimate the critical points D ± * , h ± * , q ± * and ζ(q) only within the interval q ∈ [q − * , q
. This is addressed in 25 .
In the analysis and modelling of empirical data, large orders q are often used as potentially rich information to discriminate between various candidate models for the function ζ(q) (this is the case e.g., in hydrodynamic turbulence 19 ). The existence of the linearisation effect indicates that estimated scaling exponents for large qs must be used with care.
Furthermore, an important question raised by the analysis of scaling in empirical data is: should one resort to mono-or multi-fractal models for an accurate description. In most cases, this issue is addressed through the practical rephrasing: do the estimated scaling exponentsζ(q, n) follow a linear behaviour? And the corresponding heuristic answer is: if yes, use a monofractal, if no, use a multifractal. From the analysis reported in the present work, we see that such an empirical answer makes no sense unless the linearisation effect of theζ(q, n) is precisely accounted for.
Conclusion and perspectives
Measuring the scaling exponents on empirical data has been the subject of a considerable amount of research works, spread in a large variety of domains. Surprisingly, the linearisation effect studied here remained so far widely overlooked. It might be because of the involved nature of the theoretical studies of the estimation procedures for the still partially understood multifractal processes. We have indicated here that the theoretical results obtained for CMC, Q r , EI(1) in 17, 30, 33 and characterising the linearisation effect can be extended to a much wider context:
to new types of multiplicative positive cascades, to new sets of multi-exponents multifractal processes, to new families of multiresolution estimators, to asymptotic behaviours of different natures. It can also straightforwardly be extended to higher dimensions. We also clear out the facts that the linearisation effect is not related to infiniteness of moments, that this is not a finite size effect nor an estimation difficulty effect. We indicate that the linearisation effect is a limitation that is intrinsic to the nature of the multi-exponents multifractal processes and shed a new light on how the estimation of scaling exponents must be thought of and estimates used to analyse data and draw physical conclusions.
A considerable amount of work is still to be done. The design of relevant practical estimators for the critical parameters q ± * , h ± * , D ± * is under study 25 . Detailed analysis of the bias and variance of theζ(q, n) are being performed. The incorporation of that effect into a practical procedure aiming at discriminating between mono-and multi-fractal may also prove of valuable help. Finally, the existence of the linearisation effect and the measurements of the corresponding critical points for empirical data in the fields of hydrodynamic turbulence and computer network telefraffic are being considered.
... the mean values of the parameters characterising the linearisation effect do not depend on n ; for asymptotic behaviour -given r, n L → +∞ -the variances decrease as long as n ≤ n L = 2 J L (i.e., the observation duration is shorter then the integral scale) but remain constant as soon as n n L (i.e., when the observation duration is larger than or equal to the integral scale). 
