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Resumen 
 
 
 
Hoy en día vivimos en un mundo en el que el acceso a la información es 
primordial, el envío y la recepción de  datos se realiza a lugares y desde 
lugares en cualquier parte del mundo. Ante esto es necesaria la búsqueda de 
nuevos sistemas donde el envío de datos pueda realizarse de una forma más 
sencilla y eficiente. A todo esto hay que sumarle que el resultado sea una 
información presentada en un formato de calidad. 
 
Es necesario entonces, encontrar esquemas para reducir la cantidad de 
información necesaria para generar un contenido con la calidad que demanda 
la aplicación.  
 
Sobre este inconveniente es sobre el que se va a basar este TFC. Lo que se 
desea es conseguir que en cada reproductor donde deseemos reproducir un 
archivo multimedia podamos observar éste con la mayor calidad que nos 
ofrezca. Como el concepto multimedia puede abarcar muchos documentos 
diferentes este trabajo se centrará en realizar una arquitectura de análisis de 
códec de media, es decir, únicamente se trata la elección del mejor códec de 
audio. Para ello se creará una herramienta capaz de comparar diferentes 
códecs y presentar sus características. 
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Overview 
 
 
 
Today we live in a world where access to information is paramount, sending 
and receiving data is performed at locations and from locations anywhere in the 
world. Given this it is necessary to search for new systems where data 
transmission can be done in a simpler and more efficient and reduce the 
number of bytes used to represent information. To all this we must add that the 
result is a briefing in a quality format.  
 
It is necessary then to find schemes to reduce the amount of information 
needed to generate content with the quality you demand the implementation.  
 
About this drawback is over which will be based this TFC. What we want is to 
get each player where we want to play a media file can observe this with the 
highest quality that we offer. As the multimedia concept can encompass many 
different documents do we focus on analysis architecture codec average, i.e., 
we focus only on choosing the best audio codec. This will create a tool capable 
of comparing different codecs and file characteristics.  
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INTRODUCCIÓN 
 
 
 
Este documento pretende ofrecer una aproximación en detalle al trabajo realizado. 
En el se describen las motivaciones del proyecto, el estado actual de la cuestión, 
los fundamentos teóricos en los que se ha basado y se explica y justifica el diseño 
de la aplicación, la implementación, los problemas planteados, las soluciones 
encontradas y en definitiva, los aspectos que pueden resultar más interesantes. 
 
Multimedia es un término muy utilizado desde comienzos de los 90, y está 
relacionado con la informática, telecomunicaciones, edición de documentos, 
electrónica de consumo, cine, televisión, etc. 
Etimológicamente, la palabra multimedia significa "múltiples intermediarios", y 
utilizada en el contexto de las tecnologías de la información, hace referencia a que 
existen múltiples intermediarios entre la fuente y el destino de la información, es 
decir, que se utilizan diversos medios para almacenar, transmitir, mostrar o 
percibir la información. Según esta definición tan general, una televisión o un 
periódico serían dispositivos multimedia, pero en esta investigación se va a 
restringir este concepto al de multimedia digital. 
 
En una computadora la capacidad de mostrar gráfico, video, sonido, texto y 
animaciones como forma de trabajo, e integrarlo todo en un mismo entorno 
llamativo para el usuario, que interactuará o no sobre él para obtener un resultado 
visible, audible o ambas cosas, es lo que conocemos hoy como multimedia digital. 
Es entonces cualquier combinación de texto, arte gráfico, sonido, animación y 
video que llega a las personas por computadora u otros medios electrónicos. 
Conjuga los elementos de multimedia - fotografías y animación - mezclando 
sonido, video clips y textos informativos. 
Pero, para poder combinar e integrar fácilmente todos estos elementos 
constitutivos por muy dispares que sean, es preciso almacenarlos bajo una misma 
y única forma, y por lo tanto crear dispositivos adaptados de almacenamiento, 
transmisión y tratamiento, tales como CD-ROM, redes de transmisión de datos  y 
métodos de compresión y descompresión.  
 
La multimedia brinda una mejora significativa en la efectividad de la computación 
como herramienta de comunicación. La riqueza de los elementos audiovisuales, 
combinados con el poder del computador (definimos éste como un dispositivo 
mecánico-electrónico que procesa Información), añaden interés, realismo y utilidad 
al proceso de comunicación. Al tomar en cuenta los estudios que se han realizado 
sobre el grado de efectividad en el proceso de retención de información de 
acuerdo con determinados medios, se llega a la conclusión que a la información 
que se adquiere tan solo por vía auditiva ( ej: radio ), se logra retener un 20%; la 
información que se adquiere vía audiovisual ( ej: TV ) se retiene un 40%; mientras 
que la información que se adquiere vía audiovisual y con la cual es posible 
interactuar (como es el caso de Multimedia) se logra retener un 75%. Esto nos 
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lleva a pensar que Multimedia es, por encima de cualquier otra cosa que se pueda 
decir sobre él la herramienta de comunicación más poderosa que existe, y es 
plenamente aplicable en cualquier campo. 
Multimedia apoya la educación al facilitar la visualización de problemas o 
soluciones; incrementa la productividad al simplificar la comunicación, elimina los 
problemas de interpretación y estimula la creatividad e imaginación al involucrar a 
los sentidos. Permite mostrar impresionantes imágenes de gran colorido y 
excelente resolución, animación y video real.   
 
Interpretando la última frase que redactada, remarcamos que se puede mostrar 
información multimedia con una gran calidad, pero que en muchos casos esto no 
se aplica a la realidad. La utilización de multimedia digital se puede aplicar sobre 
muchos dispositivos, desde un ordenador hasta un reproductor multimedia portátil 
(MP4). Partiendo de esta base es lógico que cada reproductor tenga unas 
características diferentes  y por tanto cada uno pueda reproducir esta información 
multimedia con una calidad determinada.   
Sobre esta característica es sobre lo que se intentará dar una solución. 
 
Cada reproductor es capaz de interpretar diferentes métricas, diferentes formatos 
de un mismo archivo, y por tanto capaz de interactuar con este  para mejorar su 
calidad. Cada métrica presenta unos valores diferentes, cada una se diferencia de 
otra en la forma de tratar la información, de comprimirla,  de los canales que 
presenta, frecuencia, bit-rate, etc. En este trabajo lo que se intentará es  buscar la 
métrica que mejor se pueda adaptar a un reproductor determinado para poder 
presentar en todos los casos la mejor calidad que se nos brinda. Como ya se ha 
comentado, la definición de multimedia es muy amplia, es por ello que 
presentaremos un sistema capaz de encontrar esta adaptación sobre archivos de 
audio. 
 
Para llegar a una solución, se implementará una herramienta que permita una 
evaluación perceptual de la calidad de audio en base a una arquitectura 
centralizada.  
 
Esta se basa en hacer peticiones a una máquina concreta que ofrece el servicio. 
Ésta accede a un almacén de datos con la información de los recursos existentes 
en el sistema. La arquitectura centralizada, responde al esquema clásico de n 
clientes y 1 servidor (consumidor – productor). De ésta manera, un usuario es 
capaz de acceder fácilmente a una base de datos determinada para obtener toda 
la información de un recurso (meta información) que desea visualizar.  
 
Para llevar a cabo el estudio de esta arquitectura, se usarán Servicios Web a 
modo de interfaz de abastecimiento y representación del servicio pudiendo ser 
consultados por los usuarios. 
 
Los Servicios Web es un conjunto de protocolos y estándares que sirven para 
intercambiar datos entre aplicaciones. Utilizan WSDL para describir el servicio 
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detalladamente (permite saber qué debe recibir y qué retorna un determinado 
servicio) con lo que se pueden implementar clientes. 
Así se puede definir la finalidad del proyecto como  una herramienta útil, sencilla y 
cómoda para todos los usuarios de archivos multimedia que deseen poder obtener 
la mejor calidad posible sobre estos (se hace referencia a archivos multimedia 
pero este solo abarca los archivos de audio). 
 
A modo de resumen se marcan los objetivos marcados antes de iniciar este 
trabajo: 
 
• Implementación de una herramienta capaz de generar una evaluación 
objetiva sobre archivos de audio. 
• Otro objetivo será el de crear una interfaz de usuario para acceder a la 
herramienta de medición. 
• Implementación de un módulo capaz de trabajar con una gran variedad de 
códecs de audio. 
• Estudio del efecto de la perdida de paquetes sobre la calidad de los 
archivos en un Web Services. 
 
Esta memoria tiene una estructura de 6 capítulos más uno de Conclusiones. El 
primero introduce unos conceptos básicos sobre la temática del proyecto. El   
segundo plantea el diseño de la solución junto con la arquitectura de la 
herramienta, así como una explicación de cada módulo. En el tercero se hace 
énfasis en la implementación. En el cuarto capítulo se muestra el funcionamiento 
de la aplicación y los resultados obtenidos. En el siguiente se muestran las fuentes 
de software que se han utilizado para concluir en el último con la planificación que 
se ha llevado a cabo para realizar este proyecto. 
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CAPÍTULO 1. FUNDAMENTOS TEÓRICOS 
 
Este TFC trata de crear una herramienta para poder conseguir la mejor calidad 
en archivos multimedia, gracias a la elección de las mejores métricas. Como ya 
se ha comentado se basa especialmente en audio. Para ello se van a utilizar 
varias herramientas como Dummynet [1], FFmpeg [2] y Peaq [3]. La primera de 
ellas es una herramienta de simulación, donde representara la perdida de 
paquetes en los procesos intermedios. FFmpeg es el encargado de 
transcodificar los archivos de audio de una base de datos para después 
enviarlos a Peaq. Esta última herramienta es la encargada de analizar estos 
archivos y mostrarnos cual de ellos presenta mejores resultados. 
 
Antes de entrar en la fase de diseño hay varios conceptos que deben ser 
clarificados para que luego sean tratados. 
 
1.1.  Muestreo 
 
El teorema del muestreo indica que una función continua en tiempo f (t) que 
está limitada en una banda de frecuencia de 0 a Fmax ciclos por segundo puede 
ser representada en su totalidad por una señal discreta x[n] cuyos valores 
estén separados  
max2
1
F
 de la siguiente manera: 
 
                                      f(t) = ∑
∞
−∞=
−∏
−∏
n ntF
ntF
nx )2(
))2(sin()(
max
max
                                 (1.1) 
 
 
donde 
 
                                                     x[n] = f 





max2F
n
         (1.2) 
 
 
Es de aquí que se deduce que la frecuencia de muestreo Fs, cumple la 
siguiente restricción: 
 
                                                     Fs ≥ 2Fmax                                                                         (1.3) 
 
llamándose a dicha frecuencia, Frecuencia de Nyquist de la señal. 
 
Existen casos donde la señal continua contiene componentes de frecuencia 
superior a Fs/2. Este problema tiene como solución aplicar un filtro pasabajas 
antes de realizar el muestreo, ya que sino las frecuencias superiores a Fs/2 
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serán mezcladas con el contenido que se encuentra por debajo de Fs/2. A este 
fenómeno se le denomina aliasing y produce una distorsión en la señal original. 
A la hora de muestrear señales de audio, la frecuencia de muestreo seria 
cercana al doble de 20Khz debido a que el oído humano no reconoce 
frecuencias superiores a esta. Así mayoritariamente cualquier archivo de audio 
utiliza una frecuencia de muestreo de 44.1kHz.  
 
 
1.2.  Cuantificación 
 
El teorema del muestreo asume que la precisión de las muestras es infinita. En 
un ordenador esto es imposible pero podíamos obtener esta precisión finita 
gracias a la cuantificación. 
 
Cada valor discreto en el rango del cuantificador sólo puede representar un 
valor. La diferencia entre dos valores consecutivos en este rango se llama paso 
de cuantificador, pudiendo ser constante o variable, recibiendo el nombre de 
cuantificador uniforme o no uniforme, respectivamente. 
 
o Cuantificadores Uniformes: es aquel que tiene un paso de 
cuantificador constante. No hay suposiciones sobre las 
estadísticas de la amplitud y propiedades de correlación de la 
entrada. Es robusto a cambios pequeños en las estadísticas de la 
entrada. 
 
o Cuantificadores No Uniformes: Usa las estadísticas de la 
entrada para sintonizar los parámetros del cuantificador. Presenta 
mayor SNR que un cuantificador uniforme con el mismo número 
de niveles. Tiene intervalos no-uniformes en el rango dinámico 
con la misma varianza en el ruido de cuantificación. 
 
Podemos encontrarnos que a la hora de realizar este proceso nos aparezca un 
tipo de distorsión en la señal. La diferencia que resulta de restar la señal de 
entrada a la de salida es el error de cuantificación, esto es, la medida en la que 
ha sido necesario cambiar el valor de una muestra para igualarlo a su nivel de 
cuantificación más próximo. Esta diferencia, entendida como una secuencia de 
muestras de tiempo discreto pero de amplitud continua (al igual que la señal de 
entrada), puede ser interpretado como una señal indeseada añadida a la señal 
original, motivo por el que se denomina ruido. 
 
1.3.  Codificadores de Audio 
Una combinación entre el muestreo, la cuantificación y la forma de almacenar 
los datos se conoce como codificador de audio. Un método de codificación es 
el de la Modulación de Códigos de Pulso (PCM). Este procedimiento de 
modulación es utilizado para transformar una señal analógica a una secuencia 
de bits. Para poder entender mejor este proceso se recomienda ver el anexo I. 
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Una vez realizado el muestreo y la cuantificación se realiza la codificación. A 
cada nivel de cuantificación se le asigna un código binario distinto, con lo que 
ya tendríamos la señal codificada y lista para transmitir.  
 
 
1.4.  Psicoacústica 
 
El oído humano presenta características que pueden ser muy útiles en la 
codificación de audio. Este presenta muchas limitaciones, tanto a nivel de oído 
como a nivel de procesamiento de sonido por parte del cerebro. Algunas de 
estas son las siguientes: 
 
• Rango perceptible de frecuencias de 20Hz y 20kHz. 
• El umbral auditivo es más bajo en frecuencias próximas a las de la voz y 
más alto en frecuencias altas y bajas. 
• Enmascaramiento simultaneo. 
• Enmascaramiento temporal. 
 
Para que el oído humano pueda percibir un sonido la onda sonora debe tener 
una intensidad mayor o igual a 1x10 12−  watts/m 2 . 
Para calcular este rango se utiliza la escala decibel, una función logarítmica 
cuya ecuación se muestra a continuación: 
 
                                            L q = 10 log 10 = 
refq
q
 dB                                       (1.4) 
 
donde q es la cantidad en dB que se quiere expresar y q ref  es una cantidad de 
referencia. 
A partir de la ecuación anterior podemos calcular el nivel de intensidad de 
sonido, tomando  I ref = 1x10 12−  watts/m 2 . 
 
                                              L I  = 10log10
refI
I
 dB                                          (1.5) 
 
 
 
1.4.1.  Enmascaramiento 
 
El enmascaramiento es un fenómeno que se produce cuando un sonido (el 
enmascarador) hace imperceptible otro que tiene menor presión de sonido (el 
enmascarado).  Se produce una modificación (desplazamiento) del umbral de 
audibilidad en el sujeto. 
Si se aumenta de manera constante el nivel de un ruido (enmascarador) se 
podrá percibir también una transición continua entre un sonido de prueba 
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audible y uno enmascarado. Esto quiere decir que existe también un 
enmascaramiento parcial, en el cual el nivel de percepción del sonido de 
prueba disminuye, pero no desaparece.  
Existen dos tipos básicos de enmascaramiento: el enmascaramiento 
simultáneo y el no simultáneo. En el simultáneo el sonido de prueba y el 
enmascarador coinciden temporalmente. En el caso del enmascaramiento no 
simultáneo, el sonido de prueba puede ser anterior (pre-enmascaramiento) o 
posterior (post-enmascaramiento) al enmascarador. También puede suceder 
que el sonido de prueba continúe después de haberse apagado el 
enmascarador. También en ese caso recibe el nombre de post-
enmascaramiento. 
1.4.1.1. Pre-eco 
El pre-eco es un artefacto que se hace perceptible cuando la energía de un 
transitorio se extiende en el tiempo debido a cuantificación de la frecuencia. 
Cuando este fenómeno se produce se percibe un pequeño eco antes de la 
presencia del transitorio. 
 
Fig. 1.2  Señal con transitorio y señal con pre-eco 
 
 
 
1.4.2.  Umbral global de enmascaramiento 
 
El umbral de enmascaramiento es la curva que indica el nivel de presión de 
sonido necesario para que un componente espectral determinado sea percibido 
por el oído humano. Esta se forma a partir de las curvas de enmascaramiento 
de los componentes espectrales, el enmascaramiento temporal y el umbral 
auditivo. 
La utilidad de este umbral es la de poder asignar ruido sin que éste sea 
perceptible, en el caso de codificación perceptual, ruido de cuantificación. 
Mientras mayor sea el umbral con relación al componente espectral, menor 
será el número de bits necesarios para cuantificar. Es decir, queremos tener 
una relación señal a ruido superior a la razón señal a máscara. Donde esta 
última es la diferencia, en dB, entre un componente con frecuencia f, y el valor 
del umbral global de enmascaramiento para esta frecuencia. 
 
8    Identificar métricas para algoritmo que determina la mejor adaptación multimedia 
 
                                            SMR(f) = X(f) – mask (f)                  (1.6) 
 
La diferencia entre la razón señal a mascara y la razón señal a ruido recibe el 
nombre de relación ruido a mascara: 
 
                                          NMR (f) = SMR (f) – SNR (f)                                 (1.7) 
 
Si el NMR es negativo entonces el ruido de cuantificación será imperceptible. 
 
 
1.5.  Compresión de Audio 
 
La codificación es una representación de los datos. Una aplicación en la que se 
utiliza es en la de crear un flujo de información donde no aparezcan errores 
aumentando en este caso la tasa de datos. Otro esquema de codificación, 
pretende reducir la cantidad de datos necesarios para reconstruir la 
información, implicando en este caso la compresión de dichos datos.  
Cuando se produce este último caso, compresión de archivos de audio, es 
posible efectuarla de dos maneras: 
 
• Compresión sin pérdida: en este caso se elimina la redundancia en la 
información. La señal es idéntica bit a bit a la señal original. Algunos 
ejemplos de estos compresores sin perdidas son WavPack (archivos con 
extensión .wav), Monkey’s Audio (.ape) y FLAC (.flac). 
 
• Compresión con pérdidas: actualmente este tipo de compresión se basa 
en las características del oído humano para que las pérdidas de la señal 
sean lo menos audibles posibles, aunque no siempre se logra este 
objetivo disminuyendo la calidad de la señal reconstruida (desde el 
punto de vista subjetivo). Algunos sistemas que utilizan este tipo serían 
Vorbis (.ogg), AAC (.acc) y MP3 (.mp3). 
 
1.6. Archivos de audio y códecs  
La compresión de archivos de audio se hace por medio de algoritmos. Para 
lograr una reducción de un archivo se utiliza una técnica conocida como PNS 
(norma de percepción de ruido). Se considera de percepción porque la mayoría 
de los formatos de audio aprovechan características del oído humano para 
diseñar la compresión de los algoritmos que dan forma a un archivo de sonido. 
Existen ciertas frecuencias que el ser humano no reconoce, y de la misma 
manera, hay ciertos sonidos que escucha mejor. 
Un formato de archivo audio es un contenedor multimedia que guarda una 
grabación de audio (música, discurso, etc.). Lo que hace a un archivo distinto 
del otro son sus propiedades; cómo se almacenan los datos, sus capacidades 
de reproducción, y cómo puede utilizarse el archivo en un sistema de 
administración de archivos. 
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Existen diferentes tipos de formatos según la compresión del audio. Por un lado 
hay formatos de audio sin compresión, y por otro hay formatos de audio 
comprimidos con pérdida y sin pérdida. 
Para realizar esta compresión del audio se utilizan los códecs. Códec es una 
abreviatura de Codificador-Decodificador y describe una especificación 
desarrollada en software, hardware o una combinación de ambos, capaz de 
transformar un archivo con un flujo de datos o una señal. 
 
Los códecs pueden codificar el flujo o la señal (a menudo para la transmisión, 
el almacenaje o el cifrado) y recuperarlo o descifrarlo del mismo modo para la 
reproducción o la manipulación en un formato más apropiado para estas 
operaciones. 
Estos tienen la función de reducir la cantidad de datos digitales necesarios para 
reproducir una señal auditiva.  
1.6.1.  Tipología 
Los códecs de audio se caracterizan por los siguientes parámetros: 
• Número de canales: es el número de señales de audio simultáneas. 
De manera que puede tratarse de audiciones "mono" (un canal), 
"estéreo" (dos canales, lo más habitual) o multicanal.  
• Frecuencia de muestreo: determina la calidad percibida a través de 
la máxima frecuencia que es capaz de codificar, que es precisamente 
la mitad de la frecuencia de muestreo. Por tanto, cuanto mayor sea la 
frecuencia de muestreo, mayor será la fidelidad del sonido obtenido 
respecto a la señal de audio original.  
• Número de bits por muestra: Determina la precisión con la que se 
reproduce la señal original y el rango dinámico de la misma. Se 
suelen utilizar 8 (para un rango dinámico de hasta 45 dB), 16 (para 
un rango dinámico de hasta 90 dB como el formato CD) o 24 bits por 
muestra (para 109 a 120 dB de rango dinámico). El más común es 16 
bits. 
• Pérdida: Algunos códecs pueden eliminar frecuencias de la señal 
original que, teóricamente, son inaudibles para el ser humano. De 
esta manera se puede reducir la frecuencia de muestreo. En este 
caso se dice que es un códec con pérdida o si fuese al contrario 
códec sin pérdida. 
• Tasa de bits (bit-rate): es el número de bits de información que se 
procesan por unidad de tiempo, teniendo en cuenta la frecuencia de 
muestreo resultante, la profundidad de la muestra en bits y el número 
de canales. A causa de la posibilidad de utilizar compresión (con o 
sin pérdidas), la tasa de bits no puede deducirse directamente de los 
parámetros anteriores 
Teniendo en cuenta estos parámetros se pueden observar un gran número de 
formatos de audio. Los que vamos a utilizar en nuestro proyecto están 
especificados, y explicados brevemente en el  anexo II. 
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1.7.  Medida de la calidad de Audio  
 
Los archivos de audio presentan problemáticas como degradaciones en la 
calidad del servicio percibida por los usuarios (QoS), cuando son transportadas 
por Internet. Estas degradaciones pueden deberse a retardos, jitter y pérdida 
de paquetes, entre otros factores. Para evitar estas degradaciones y conseguir 
la mejor calidad posible se han desarrollado métodos para medirla. Estos 
métodos se dividen en subjetivos y objetivos. Los métodos subjetivos de 
medida de la calidad de servicio, se basan en conocer directamente la opinión 
de los usuarios. Típicamente resultan en un promedio de opiniones por 
ejemplo, el valor MOS (Mean Opinión Store).  
Los métodos objetivos, a su vez se subdividen en intrusivos (se inyecta una 
señal conocida en el canal y se estudia su degradación a la salida) y no 
intrusivos (monitorean ciertos parámetros en un punto de la red y en base a 
estos permite establecer en tiempo real la calidad que percibiría un usuario).  
 
 
1.8.  Calidad Subjetiva del Audio Digital 
 
Como se ha comentado anteriormente los métodos subjetivos se basan en la 
opinión de expertos. Estos son la forma más fiable de medir la calidad de los 
sistemas de audio y por tanto las señales. 
 
Los métodos subjetivos para medir la calidad de audio son métodos poco 
utilizados, ya que al fin y al cabo no todos los seres humanos tenemos la 
misma percepción al oír una señal de audio. 
 
Para la evaluación subjetiva de las degradaciones de los sistemas de audio, 
deben utilizarse los métodos experimentales más formales. La experimentación 
subjetiva se caracteriza en primer lugar por el control y la manipulación reales 
de las condiciones experimentales, y en segundo lugar por la recopilación y el 
análisis de los datos estadísticos procedentes de los oyentes. Es necesario 
efectuar un diseño experimental y una planificación minuciosa que asegure que 
los factores incontrolados que puedan causar ambigüedades en los resultados 
de la prueba de audición, sean minimizados. Todos estos métodos y 
planificaciones vienen especificados en la Recomendación UIT-R BS.1284-1 
[16].  
 
1.8.1.  MOS (Mean Opinion Score) 
 
Para proporcionar una indicación de la calidad percibida de los archivos de 
audio (también se utiliza en telefonía de voz o de vídeo) se utiliza el parámetro 
de la puntuación media de opinión (MOS). Esta puntuación esta estandarizada 
en la recomendación ITU-T P.800 [17]. 
 
Es utilizada especialmente cuando los códecs se utilizan para comprimir los 
archivos y obtener así una indicación numérica de la calidad percibida después 
de la compresión y/o transmisión. 
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El MOS se expresa como un número único en el rango de 1 a 5, donde 1 es la 
calidad más baja de audio percibida, y 5 es más alta la percepción de medición 
de la calidad de audio.  
El MOS es generado por un promedio de los resultados de un conjunto de 
estándares, pruebas subjetivas en un número de oyentes. 
Los participantes deben seleccionar una de entre cinco opciones, como se 
muestra en la Tabla 1: 
 
 
Tabla 1.1. Opciones degradaciones MOS 
 
La degradación es imperceptible 5 
La degradación es perceptible, pero no molesta 4 
La degradación es ligeramente molesta 3 
La degradación es molesta 2 
La degradación es muy molesta 1 
 
 
Este sistema tiene un inconveniente, y es que puede ser más lento y costoso 
ya que requiere la contratación de expertos para hacer estimaciones.  Cuando 
un sistema de codificación está en desarrollo, o el desarrollador tiene que 
probar y comparar un par de sistemas de audio, es muy importante tener la 
posibilidad de una comprobación rápida.  
 
 
1.8.2. MUSHRA (Multiple Stimuli with Hidden       
Reference and Anchor) 
 
Aunque el parámetro MOS es el más destacado cuando se realizan mediciones 
subjetivas, existen otros métodos para realizar estas valoraciones. Mushra es 
uno de estos métodos que se utilizan para realizar test de audio-códec y una 
evaluación subjetiva de la calidad de audio y así cuantificar la calidad percibida 
de señales que han sufrido un proceso de compresión con perdidas. Este 
método se recomienda para valorar la calidad media de audio. 
 
La principal ventaja que presenta respecto al método MOS es que requiere un 
número menor de participantes para obtener resultados satisfactorios. Esto es 
debido a que las comparaciones que se realizan son entre solo dos archivos, 
comparaciones pareadas, y que presenta una escala de valoración mayor 
según la escala de calidad continua (CQS), facilitando con esto la evaluación 
de diferencias muy pequeñas. 
El proceso que se utiliza en MUSHRA, consiste en presentar al oyente junto 
con la referencia (señalándola como tal), un cierto número de muestras de 
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audio, una versión oculta de la referencia y una o más muestras de audio 
claramente buenas o malas. Estas últimas son versiones de la muestra de 
referencia pasada por un filtro paso bajo a 3.5 KHz. 
El sujeto puede pasar a voluntad de la señal de referencia a cualquiera de los 
sistemas en prueba, utilizando por lo general un sistema de respuesta 
controlado por un ordenador. Para analizar las señales, se presenta al 
participante una secuencia de ensayos. En cada uno de ellos se le presenta la 
versión de referencia, así como todas las versiones de las señales de prueba 
procesadas por los sistemas en prueba.  
Como el sujeto puede comparar directamente las señales degradadas, este 
método ofrece la ventaja de una plena comparación por pares en la que el 
sujeto puede detectar más fácilmente las diferencias entre las señales 
degradadas y valorarlas en consecuencia. Este aspecto permite obtener un alto 
grado de resolución en las notas de valoración de los sistemas. No obstante, es 
importante señalar que los participantes obtendrán su valoración de un sistema 
determinado comparando dicho sistema con la señal de referencia, así como 
con las otras señales de cada tentativa. 
 
La escala de calidad que presenta este método consiste en unas escalas 
gráficas idénticas (normalmente de 10 cm. de longitud o más) que se dividen 
en 5 intervalos iguales.  
 
 
 
 
 
Fig. 1.4 Escala de calidad continua 
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1.9.  Calidad objetiva del Audio Digital 
 
Ya se ha explicado que los métodos subjetivos son la mejor manera de obtener 
una valoración sobre un archivo de audio, pero que presentan el problema que 
son demasiado costosos y requieren de mucho tiempo. Es por ello que fueron 
creados otros métodos digitales que simulaban el oído humano y así solucionar 
estos problemas. En esta parte del capítulo es donde explicaremos estos 
métodos y su utilización. 
 
El audio es una señal continua y el audio digital es una representación discreta 
de esta señal. Esta representación, por buena que sea, nunca será idéntica a la 
original. Una métrica para medir el nivel de similitud entre dos señales es la 
relación señal a ruido (SNR). También se pueden tener en cuenta otros 
parámetros para medir la calidad de la señal de audio que se obtiene una vez 
se ha realizado la compresión y/o transmisión. 
 
 
 
 
 
Fig. 1.5 Diagrama de principio para efectuar mediciones objetivas 
 
 
 
1.9.1.  Relación Señal a Ruido (SNR) 
Un método objetivo utilizado para conseguir una respuesta a la calidad de un 
archivo es la relación señal a ruido. Se puede definir como señal a todo 
estímulo que lleva una información para construir un mensaje y como ruido a 
cualquier otro estímulo que acompaña a la señal dificultando la adecuada 
transmisión, almacenamiento y comprensión de la misma. 
Las señales que componen los mensajes tienden a reducir el desorden, la 
entropía, en tanto que el ruido tiende a incrementar el desorden y aumentar la 
entropía. 
A la relación, o proporción, entre la intensidad de la señal y la intensidad del 
ruido que la acompaña, la denominamos relación señal/ruido y se  mide en dB, 
o decibelios. Esta unidad es logarítmica, lo que significa que un incremento de 
un dB en la relación, indica un aumento también logarítmico de la calidad. Una 
relación señal/ruido de 3 dB indica que la señal es mil veces más intensa que el 
ruido y una relación de 4 dB indica una señal diez mil veces más fuerte que el 
ruido. 
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Para indicar correctamente el margen dinámico, la medida en dB debe ir 
acompañada por la curva de ponderación y el nivel de referencia. 
La relación señal ruido se suele dar para una frecuencia de 1KHz. Aunque 
también se puede dar un valor para toda la banda de frecuencia de trabajo del 
aparato; en este caso se entiende que el valor de SNR es el menor para toda la 
banda, es decir, el más desfavorable. En el mejor de los casos se puede 
presentar la SNR como una gráfica del tipo respuesta en frecuencia, en donde 
se especifica el valor de la relación para cada una de las frecuencias. 
 
La SNR no es una medida perceptual de calidad, debido a que ignora la 
sensibilidad del oído en diferentes frecuencias y los efectos del 
enmascaramiento, sin embargo, es una forma sencilla de medir la calidad de 
una señal. En compresión perceptual de audio, la SNR no es una medida útil 
pues la señal reconstruida, a pesar de ser equivalente para el oído humano no 
será equivalente en términos numéricos. 
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1.9.1.1. Factor de Ruido 
 
El ruido se puede expresar mediante la denominada figura de ruido (F). Se 
entiende como ruido cualquier señal no deseada.  El ruido se mide sin ninguna 
señal a la entrada del equipo. 
El ruido es el resultado de dividir la relación señal/ruido en la entrada por la 
relación señal/ruido en la salida, cuando los valores de señal y ruido se 
expresan en números simples: 
                                                   F = 
salRS
entRS
)/(
)/(
                                             (1.10) 
Como ya se ha comentado anteriormente, los valores de relación señal/ruido 
suelen expresarse en forma logarítmica, en decibelios, así la figura de ruido en 
decibelios será, por tanto, la diferencia entre las relaciones S/R en la entrada y 
en la salida. 
                             10 log F = 10 log (S/R)ent – 10 log (S/R) sal                   (1.11) 
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La figura de ruido es un parámetro importante en los sistemas de transmisión, 
ya que mientras el ruido externo nunca se podrá eliminar totalmente, la 
reducción del ruido generado por los equipos depende del cuidado de su 
diseño.  
 
1.9.2.  Distorsión 
Otro parámetro a tener en cuenta cuando se analiza audio es la distorsión. Esta 
se puede definir cuando la señal que sale de un equipo no es la misma que 
entró.  
Hay diferentes tipos de distorsión: distorsión lineal (de amplitud y de fase) y 
distorsión no lineal (THD y IMD). Únicamente se va a describir la THD ya que 
es la más utilizada sobre archivos de audio y por tanto la que puede afectar a 
este trabajo. 
1.9.2.1. Distorsión no lineal THD 
Dentro del parámetro de distorsión, la no lineal es la más destacada y la que 
más se tiene en cuenta. Se produce por la aparición de armónicos de la señal 
original. Un armónico es una señal de frecuencia múltiplo de otra original. Si a 
la entrada tenemos un tono puro de frecuencia 1 KHz, sus armónicos 
aparecerán como tonos puros de frecuencia 2 KHz, 3 KHz, 4 KHz... Cuando 
hay distorsión armónica, los armónicos simplemente aparecen pese a no ser 
deseados. 
Cuanto mayor nivel tienen los armónicos, mayor es la distorsión armónica y 
peor se oirá la señal. En todo sistema de audio siempre se produce una 
pequeña distorsión de la señal, dado que todos los equipos actuales introducen 
alguna no linealidad. La distorsión armónica no siempre implica pérdida de 
calidad. 
La distorsión armónica o THD se mide en porcentaje (%) y los valores suelen 
ser siempre bastante inferiores al 1%. El porcentaje representa la parte del total 
de la energía a la salida, que pertenece a los armónicos, es decir, qué 
porcentaje es distorsión. Se calcula midiendo la tensión de las frecuencias 
armónicas y aplicando la siguiente fórmula: 
                 THD = 
TotalPotencia
armoniPotencia
_
cos_∑
= 
N
N
PPPPP
PPPP
+++++
++++
...
...
3210
321
          (1.12) 
donde P0 es la potencia del tono fundamental y Pi con i > 0 es la potencia del 
armónico i-ésimo que contiene la señal.  
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1.9.3.  Diafonía 
Este efecto también se puede llamar separación entre canales y únicamente 
aparece en los equipos estéreo. Consiste en que a la salida de un canal, se 
obtiene parte de la señal que está entrando al otro. 
Debido a la cercanía de la electrónica que compone cada canal, las 
inducciones magnéticas y otros fenómenos magnetoeléctricos, si a la entrada 
del canal R de un equipo se introduce una señal, parte de esa señal también 
aparecerá a la salida del canal L, al que no se le introdujo ninguna. La diafonía 
suele aumentar conforme aumenta la frecuencia, a mayor frecuencia, menor 
separación entre canales. Normalmente este efecto no aparece en la gran 
mayoría de equipos estéreo ya que la diafonía no suele alcanzar valores 
relevantes, pero si hay que tenerlo en cuenta en equipos de alta potencia. 
La diafonía o separación entre canales, se mide en dB (decibelios). Se suelen 
dar los valores para unas frecuencias concretas, típicamente 250 Hz, 1 KHz. y 
10 KHz. También se suele especificar diafonía inferior a "n" dB, lo que significa 
que para cada una de las frecuencias la separación entre canales es mayor o 
igual a "n" decibelios. 
 
1.9.4.  Respuesta en frecuencia 
 
La respuesta en frecuencia se describe como un parámetro que representa la 
reacción de un dispositivo de audio frente a las distintas frecuencias que 
componen el espectro de audio (20 a 20 KHz). 
A los efectos prácticos, la respuesta en frecuencia se representa mediante una 
grafica, la cual indica la sensibilidad de respuesta (expresadas en dB) del 
parlante en función de la frecuencia asignada a su reproducción. 
La respuesta en frecuencia de cualquier sistema debería ser plana, lo que 
significa que el sistema trata igual a todo el sonido entrante, con lo que nos lo 
devuelve igual. No obstante, en la práctica, la respuesta en graves y agudos, 
normalmente no es la misma. 
En los equipos se indica cuál es la respuesta en frecuencia típica y la variación 
en dB entre las frecuencias bajas y las frecuencias altas (sonidos agudos y 
sonidos graves). Para calcular estos valores se elige, como nivel de referencia 
para indicar la respuesta en frecuencia, 1 kHz y a esta frecuencia se le da el 
valor de 0 dB.  
Estos márgenes deben ser:  
• Inferior a +/- 1 dB, si hablamos de formatos digitales.  
• Inferior a +/- 3 dB si son equipos analógicos.  
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• Como mucho +/- 6 dB, si son micros o altavoces. En la práctica, 
los muchos transductores: altavoces y micrófonos (salvo los más 
“profesionales”) llegan a una variación de +/- 10.  
 
1.9.5.  Potencia Acústica 
 
Otro parámetro a tener en cuenta es la potencia acústica. Ésta se puede definir 
como la cantidad de energía o potencia radiada por una fuente determinada en 
forma de ondas por unidad de tiempo. 
Ésta viene determinada por la amplitud de onda, así cuanto mayor sea la 
amplitud de onda mayor será la potencia acústica que genera. Para poder 
calcular el valor que toma esta potencia acústica calcularemos el nivel de 
potencia acústica, dado en dB. 
El nivel de potencia acústica se define como un parámetro que mide la forma  
en que es apreciada la potencia acústica. Así, matemáticamente se puede 
definir como:  
                                                 LW  = 10 log 
0
1
W
W
                                           (1.13) 
donde W1 es la potencia acústica y W0 es la potencia umbral de audición que 
tomaremos siempre con el valor de 10 − 12 vatios o 1 pW. 
 
1.9.5.1. Output Power (Potencia de salida) 
 
La potencia de salida es definida como la máxima energía por canal que se 
puede obtener, y por lo general se muestra como Watts. Existen dos medidas 
para obtenerla: la potencia de pico y RMS.  
 
La potencia de pico es el máximo valor de energía que el receptor puede 
generar en un periodo de tiempo muy corto de tiempo. RMS (root mean square) 
se define también como potencia eficaz o continua. Esto hace referencia a la 
potencia que podemos liberar continuamente durante largos periodos de 
tiempo, normalmente decenas de horas, sin ningún tipo de problema. Se 
denomina RMS porque es el resultado de dividir la potencia de pico (peak 
power) entre la raíz cuadrada de 2. 
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1.10. PEAQ   
 
Hasta ahora solo se ha definido efectos que podemos encontrar en un archivo 
de audio debido a problemas de los aparatos con los que se reproducen debido 
a diversos inconvenientes (exceptuando SNR). Una herramienta para medir 
objetivamente la calidad de audio es Peaq [3]. 
 
Como ya se ha comentado al principio de este capítulo, esta es una 
herramienta que utilizamos en el sistema que se desea conseguir, y es la 
encargada de mostrar cual es el códec que mejores resultados presenta. A 
continuación pasaremos a describir su funcionamiento, así como las variables 
de salida y como interpretar estos resultados. 
 
Las limitaciones impuestas por el ancho de banda disponible pueden afectar a 
la calidad y capacidad de respuesta de los sistemas de comunicación de audio 
digital. Para conservar este ancho de banda se realiza la compresión de los 
datos de audio para ser transmitidos. Los métodos de compresión eliminan la 
redundancia y la percepción de la señal de audio a fin de que la tasa de bits 
necesaria para codificar la señal se reduzca significativamente. Estos 
algoritmos de compresión han de  tener en cuenta el conocimiento de la 
percepción auditiva, y en general lograr una reducción de tasa de bits de audio 
haciendo caso omiso de información que no es probable que sea escuchada 
por la mayoría de los oyentes.  Se utilizan modelos psicoacústicos para 
predecir cómo esta información es enmascarada por alto contenido de audio 
adyacente en el tiempo y frecuencia.   
 
Ya se ha explicado que en la actualidad para medir la calidad de audio 
percibida por sistemas que utilizan procesamiento analógico o digital existen 
dos métodos, subjetivos y objetivos. Es conocido que para realizar las 
evaluaciones subjetivas, es necesario una gran cantidad de tiempo, además de 
ser muy costosas (aún así siguen siendo las más fiables). Por lo que hace 
referencia a los métodos objetivos se ha mencionado que existen varias 
mediciones tradicionales como la relación señal a ruido (SNR) y la distorsión 
armónica total (THD) como métodos más destacados.  Estos métodos sin 
embargo, son considerados inadecuados ya que no demuestran de una 
manera fiable la calidad de audio recibida. Es por ello que se ha desarrollado el 
método para mediciones objetivas de la calidad de audio percibida, PEAQ. 
 
PEAQ (Perceptual Evaluation of Audio Quality) es un algoritmo para medir 
objetivamente la calidad de audio recibida. Este se basa en las propiedades del 
sistema auditivo humano, modelando los efectos psicoacústicos.  
 
El método obtiene unas variables de salida intermedia que pueden utilizarse 
para caracterizar los denominados artefactos (distorsiones originadas en la 
señal procesada). Estos parámetros se denominan variables de salida del 
modelo (MOV). La etapa final del modelo de medición combina los valores 
MOV para formar un valor de salida único que corresponde directamente a un 
resultado esperado de una evaluación subjetiva de la calidad. Todo este 
proceso se puede observar en la figura 1.6, mostrada a continuación. 
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Fig. 1.6 Etapas de procesamiento incluidos en el modelo 
 
 
El modelo psicoacústico empleado en el método produce una serie de variables 
producidas por la comparación entre la señal de referencia y la misma señal 
una vez a sido codificada.  Estas variables se utilizan para predecir la calidad 
subjetiva que se habría asignado a la señal procesada si un oyente hubiese 
realizado una prueba de audición. 
 
Las variables de salida que encontramos son las siguientes: 
 
• WinModDiffB: Diferencia de  modulación promediada ventanizada entre la 
señal de referencia y la señal sometida a prueba. 
• AvgModDiff1B: Diferencia de modulación promediada. 
• AvgModDiff2B: Diferencia de modulación promediada con énfasis en las  
modulaciones y los cambios de la modulación introducidos cuando la 
referencia contenga poca modulación, o ninguna. 
• RmsNoiseLoudB: Valor medio cuadrático (Rms) de la sonoridad del ruido 
promediada con énfasis en los componentes introducidos. 
• BandwidthRef B: Anchura de banda de la señal de referencia. 
• BandwidthTest B: Anchura de banda de la señal de salida del dispositivo 
sometido a prueba. 
• TotNMR B: Logaritmo de la razón de ruido total enmascaramiento. 
• RelDistFrames B: Fracción relativa de tramas para las cuales al menos 
una banda de frecuencias contiene un componente de ruido apreciable. 
• MFPD B: Máximo de la probabilidad de detección tras un filtrado de paso 
bajo. 
• ADB B: Bloque distorsionado promedio, tomado como el logaritmo de la 
razón de la distorsión total al número total de tramas severamente 
distorsionadas. 
• EHS B: Estructura armónica del error en función del tiempo. 
 
El objetivo de medición de la calidad se calibrará utilizando los resultados de 
escuchar una serie de pruebas realizadas utilizando una metodología estándar  
también recomendado por la ITU – R BS.1387 [18].  
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La recomendación ITU describe dos variaciones del método.  La versión básica 
está destinada a ser lo suficientemente rápida para la monitorización en tiempo 
real, mientras que la versión avanzada es computacionalmente más exigente, 
pero se espera un poco más para dar resultados fiables.  
 
La versión básica utiliza una transformada discreta de Fourier (DFT) para 
transformar la señal a una representación tiempo-frecuencia, mientras que el 
modelo avanzado utiliza la DFT y un filtro. En este trabajo para el diseño del 
sistema se ha utilizado la versión básica debido a su sencillez a la hora de 
trabajar con ella. 
 
Para realizar la codificación de percepción es fundamental determinar el nivel 
de ruido que puede introducirse en una señal antes que este sea escuchado.  
 
La calidad de la señal de prueba se mide en relación con la señal de referencia.  
Cada señal es transformada en una representación tiempo-frecuencia por el 
modelo psicoacústico. Estos datos son transformados a una serie de variables 
escalares, a través de unos modelos cognitivos. Finalmente se forman flujos de 
bits. 
Los resultados son analizados bajo la diferencia subjetiva de grado (SDG), 
comparando la señal de referencia con la señal obtenida. 
 
Para realizar una comparativa para observar que códec de audio presenta unos 
mejores resultados se han utilizado el conjunto de señales naturales que son 
descritas en la recomendación UIT-R BS.1387 [18]. 
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CAPÍTULO 2. ARQUITECTURA 
 
 
Una vez explicados los conceptos básicos se describirán cuales son los 
requerimientos necesarios para la realización del proyecto y el esquema en el que 
se basa el sistema. 
 
El objetivo por el cual se ha realizado este proyecto es definir un prototipo de 
medida de calidad de archivos multimedia. Esto se consigue mediante la creación 
de una aplicación Web que permitirá a los usuarios consultar los parámetros que 
proporciona un códec determinado. 
 
El usuario seleccionará de una determinada lista un archivo de audio con el que se 
realizaran todas las pruebas. Posteriormente deberá seleccionar un conjunto de 
códecs con los que trabajara el archivo anterior. Estos dos datos, (el archivo y el 
conjunto de códecs) pasarán a un módulo de transcodificación donde se 
obtendrán el archivo original y este mismo archivo utilizando los códecs 
seleccionados. Una vez realizado esto los archivos pasan a interactuar con el 
módulo de media objetiva para presentar al usuario al final una tabla con los 
resultados obtenidos, para que obtenga así el códec más adecuado. 
 
Todo este sistema trabaja con archivos de audio, pero esta misma aplicación se 
puede aprovechar para obtener los mismos resultados sobre archivos multimedia. 
En este caso se debería de cambiar el módulo de medida objetiva por uno capaz 
de obtener resultados para dichos archivos ya que el presente en este proyecto 
solo es capaz de soportar archivos de audio. 
  
A continuación, se describen las funcionalidades que se han especificado para 
este proyecto. 
 
 
2.1. Funcionalidades 
 
Seguidamente se presentan un conjunto de ellas. 
 
 
2.1.1. Transcodificación 
 
El usuario puede seleccionar de la base de datos un archivo de audio cualquiera y 
realizar una transcodificación con el códec que desee. Este proceso viene 
ilustrado en la figura 2.1. 
 
Dentro de nuestro sistema existe un módulo que es el encargado de realizar el 
cambio de códec (transcodificación) sobre cualquier archivo que se le introduzca y 
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obtener un archivo resultante con el códec que el usuario desea analizar. Este 
módulo en nuestro caso solo hará la transcodificación de un archivo de audio, pero 
esta pensando para que pueda realizar la transcodificación tanto de archivos de 
video, como de archivos multimedia. 
 
 
 
Fig. 2.1  Obtención archivo transcodificado 
 
 
El proceso a seguir para obtener el archivo transcodificado es el siguiente: 
 
- El usuario selecciona un archivo de la base de datos del sistema. 
- Una vez seleccionado el archivo que deseamos, el usuario debe 
seleccionar un códec para obtener un archivo con este mismo. 
- Estos dos datos los recibe el sistema y los envía al módulo del 
transcodificador. 
- El transocdificador decodificara y descomprimirá los datos originales a un 
formato intermedio (PCM para audio y YUV para video). 
- Una vez tenemos los datos en un formato intermedio, recodificaremos estos 
datos al códec deseado. 
- Se envía el archivo al sistema y éste se encarga de enviar el archivo 
resultante al usuario. 
 
Cabe destacar que en el sistema se deberán introducir dos códecs distintos, uno 
para el archivo que se quiera tomar como referencia y otro para el archivo sobre el 
que se realiza la comparación. 
 
 
2.1.2. Módulo de medida objetiva 
 
El usuario, lo que desea es obtener una medida objetiva sobre un códec 
determinado, esta es la principal función que realiza el sistema global. Para 
obtener este resultado se añade a éste una aplicación encargada de realizar esto. 
 
El usuario selecciona un códec de una lista presentada y recibe unas medidas 
sobre la calidad que presenta sobre el de referencia.  La figura 2.2 que se muestra 
a continuación escenifica este proceso. 
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Fig. 2.2 Obtención medida subjetiva 
 
 
El proceso a seguir para obtener las medidas es el siguiente: 
 
- El usuario selecciona un conjunto de códecs para comparar. 
- Una vez seleccionado los datos son enviados al sistema y pasan por el 
módulo anteriormente descrito. 
- La salida obtenida en el transcodificador junto con el archivo original son 
enviados al modulo de medida objetiva. 
- Este obtiene unos valores de salida para cada archivo comparado. 
- Los valores de cada uno de los códecs son enviados al sistema que realiza 
una tabla comparativa que es enviada al usuario. 
 
Un ejemplo de los resultados que obtendríamos sería el siguiente (la explicación 
de los resultados se hará en los siguientes capítulos): 
 
 
ClavesFLACAIFF 
 
Total frames: 273 
NMR: -10.5.0775 
Rms: 0.0 
DI: 4.269923 
ODG: -0.102167614 
 
 
2.2. Componentes de la arquitectura 
 
En esta parte del capítulo se definirá las características más destacadas de cada 
uno de los bloques  por los que esta formado el sistema, además de mostrar el 
esquema de éste en la figura 2.3. 
 
Como ya hemos explicado al principio del capítulo, un cliente realiza una petición 
mediante un Web Services [anexo III]. El cliente selecciona de una base de datos 
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una señal de audio y un conjunto de códecs. Esta señal pasa al modulo de 
transcodificación para generar a su salida señales con los códecs anteriormente 
seleccionados. Estas señales pasarían al modulo de medición objetiva que esta 
formado por un analizador y un comparador, utilizados para obtener las medidas 
que deseamos. Estas respuestas son enviadas al cliente para mostrarle la mejor 
adaptación posible. 
 
 
 
 
Fig. 2.3  Arquitectura 
 
 
A continuación mostramos una secuencia de interacción entre los diferentes 
módulos para la obtención de los resultados deseados. Cabe destacar que antes 
de nada el usuario se ha de identificar para poder entrar en la aplicación. 
 
 
 
 
 
 
 
Arquitectura                                                                25 
 
 
Fig. 2.4 Secuencia de obtención medida objetiva 
 
 
El sistema propuesto trabaja en base a una arquitectura centralizada [figura 2.5], 
es decir, se basa en tener un conjunto indefinido de clientes que acceden a una 
única máquina para consultar y obtener la medición deseada. 
 
 
 
 
 
 
 
 
 
 
26    Identificar métricas para algoritmo que determina la mejor adaptación multimedia 
 
 
 
 
Fig. 2.5 Arquitectura centralizada con N clientes 
 
 
Como toda la información se encuentra disponible en una maquina conocida, esto 
hace simplificar la búsqueda de un recurso. Por el contrario, aparece el problema 
que al utilizar este tipo de arquitectura, es necesario un servidor con una gran 
potencia para atender a todos los clientes a la vez, además de posibles caídas del 
servidor central y por tanto la no disponibilidad de la información.  
 
Una posible solución a estos problemas seria utilizar una estructura distribuida 
donde los servicios se encuentran repartidos por la red y no localizados en un 
único servidor. La función de los usuarios es publicar sus servicios para que un 
usuario cualquiera los pueda localizar y usar en cualquier momento y en cualquier 
parte. 
 
En la arquitectura definida, en la mediateca nos encontramos simplemente con los 
archivos para realizar la prueba en codificación “.WAV”, así si un usuario desea 
otra codificación será necesario realizar la transcodificación creando así un nuevo 
archivo que se guardará dentro de la carpeta de archivos transcodificados. Se 
guardará aquí y no en la carpeta del usuario para poder ser utilizados por otros 
usuarios y no ocupar más memoria de la necesaria. 
 
A continuación se explicarán los módulos que forman nuestro sistema para un 
correcto entendimiento de este. 
 
2.2.1. Web Services 
 
Los Web Services son componentes software que permiten a los usuarios usar 
aplicaciones que comparten datos con otros programas modulares, vía Internet. 
Son aplicaciones independientes de la plataforma que pueden ser fácilmente 
publicadas, localizadas e invocadas mediante protocolos web estándar, como 
XML[5], SOAP[7], UDDI[9] o WSDL[10]. El objetivo final es la creación de un 
Arquitectura                                                                27 
directorio online de Web Services, que pueda ser localizado de un modo sencillo y 
que tenga una alta fiabilidad. 
 
Mediante los Web Services, las empresas pueden compartir servicios software con 
sus clientes y sus socios de negocio. La integración de aplicaciones hará posible 
obtener la información demandada en tiempo real, acelerando el proceso de toma 
de decisiones.  
 
Esta aplicación es considerada como una tecnología de futuro, pero como tal tiene 
que mejorar en ciertos aspectos como la seguridad y la calidad. La ausencia de 
técnicas de seguridad estándar es un obstáculo para la adopción de la tecnología. 
 
Una explicación más amplia y extendida se ha realizado en el Anexo III. 
 
 
2.2.2. Web Services Client 
Tener una aplicación como un Web Services no serviría de nada si no se pudiera 
interactuar con ella. Así como ya se ha comentado hace un momento, los WS 
están diseñados para intercambiar datos entre clientes. Esta arquitectura consiste 
en que un programa -el cliente- realiza peticiones a otro programa -el servidor- que 
le da respuesta. El cliente interactúa sobre una interfaz gráfica haciendo peticiones 
y recibiendo respuesta del servidor. 
 
2.2.3. Red  
El sistema diseñado se basa en la conexión de un cliente a un Web Services 
mediante una red inalámbrica o bien una red cableada.  Posteriormente, utilizando 
Dummynet se simularán perdidas en esta red para observar el efecto de las éstas 
en el sistema. 
Sabiendo esto a continuación se definirá lo que es una red inalámbrica y los tipos 
que podemos encontrar. 
Así, se puede utilizar este término para referirse a aquellas redes de 
telecomunicaciones en donde la interconexión entre nodos es implementada sin 
utilizar cables. 
Las redes inalámbricas de telecomunicaciones son generalmente implementadas 
con algún tipo de sistema de transmisión de información que usa ondas 
electromagnéticas, como las ondas de radio. 
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2.2.3.1.  Tipos de redes inalámbricas 
• LAN Inalámbrica: Red de área local inalámbrica. También puede ser una 
Red de área metropolitana inalámbrica. 
• GSM (Global System for Mobile Communications): la red GSM es utilizada 
mayormente por teléfonos celulares. 
• D-AMPS (Digital Advanced Mobile Phone Service): está siendo 
reemplazada por el sistema GSM. 
• Wi-Fi: es uno de los sistemas más utilizados para la creación de redes 
inalámbricas en computadoras, permitiendo acceso a recursos remotos 
como Internet e impresoras. Utiliza ondas de radio. 
• Fixed Wireless Data: Es un tipo de red inalámbrica de datos que puede ser 
usada para conectar dos o más edificios juntos para extender o compartir el 
ancho de banda de una red sin que exista cableado físico entre los 
edificios. 
 
2.2.4. Base de datos 
Una definición de una base de datos consiste en un conjunto de datos organizado 
en un modo específico que permite acceder a la información de forma fácil y 
rápida.  En el sistema se utilizan para almacenar un conjunto de archivos de audio 
que se utilizarán posteriormente para realizar los procesos para la elección del 
códec con mejor calidad. En este caso se emplea una base de datos estática, 
donde los datos que almacenados son de sólo lectura.  
 
 
 
2.2.5. Transcodificador FFmpeg 
 
En el capítulo anterior ya se ha mencionado la función que desempeña este 
bloque, es por ello que no se va a repetir la explicación, simplemente se realiza 
una definición general. 
 
Se denomina transcodificar a la conversión directa (de digital a digital) de un códec 
a otro, en general con pérdida de calidad.  
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2.3. Esquema situación 
Como ya se ha comentado anteriormente, el sistema se basa en una arquitectura 
centralizada. Estas se basan en el uso de los Servicios Web (Anexo III) para 
acceder a una base de datos XML donde se almacenan todos los recursos de la 
red.  
 
 
Fig. 2.6 Escenario centralizado 
El usuario accede a una interfaz Web para poder utilizar los Servicios Web 
publicados. Esta interfaz Web la proporciona un servidor Tomcat, encargado de 
atender las peticiones HTTP hechas por los usuarios a través de su navegador. 
Este servidor contiene un servlet, que es el encargado de implementar a los 
clientes de los Servicios Web. 
El usuario podrá consultar los Servicios Web disponibles en el sistema gracias a 
su interacción con un registro UDDI centralizado (anexo III, apartado 3.4). En este 
caso empleamos el API de interacción con UDDI ofrecida por el proyecto jUDDI de 
Apache. 
 
Una vez conocido el servicio, se le facilitará un entorno web para acceder a él. De 
forma transparente, se invocará un cliente del Servicio Web demandado. El cliente 
se escribirá en función de la descripción del servicio web que ofrece el documento 
WSDL generado (Anexo III, apartado 3.3). 
 
Acto seguido, el cliente enviará una petición HTTP/SOAP al Servicio Web. Este, 
se encargará de gestionar las comunicaciones con la base de datos XML, según 
las peticiones del usuario.  
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Los Servicios Web se comunican con la base de datos XML mediante el uso de 
sintaxis Xpath, ésta permite evaluar, extraer y encontrar los datos XML deseados 
 
Todas las partes que integran esta arquitectura intercambiarán mensajes cuya 
información está en formato XML. 
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CAPÍTULO 3. IMPLEMENTACIÓN 
 
 
 
En este capítulo se va a hacer una explicación de las tecnologías y herramientas 
utilizadas para el desarrollo de la aplicación. También se van a definir los módulos 
implementados. 
 
3.1. Tecnologías y herramientas utilizadas 
 
• SDK 1.6.0_17 [12]: versión del Java 2 SDK utilizada para desarrollar los 
Servicios Web. 
• Apache Tomcat versión 6.0 [13]: este servidor de aplicaciones permitirá 
por un lado tener un servlet atendiendo las peticiones que el usuario hace a 
través de su navegador y por otro lado tener los Servicios Web 
desplegados y por lo tanto accesibles. Se ha elegido esta versión por ser 
una de las más actuales, estable. 
• Java Server Pages (JSP) [14]: lenguaje de programación usado para crear 
las vistas de la interfaz web. 
• Java SE Runtime Environment (JRE) [15]: Conjunto de utilidades que 
permiten la ejecución de programas java. 
• Eclipse [4]: es un entorno de desarrollo de código abierto multiplataforma 
para desarrollar los Servicios Web. 
 
 
3.2.  Módulo de mejor adaptación multimedia 
 
Para la implementación de la herramienta del módulo de la mejor adaptación se ha 
utilizado el lenguaje de programación Java. La elección de este lenguaje frente a 
otros se debe a su carácter de multiplataforma y su eficiencia de código, y por lo 
tanto facilita así la compatibilidad entre diferentes máquinas para su desarrollo y 
su funcionamiento. También hemos elegido este lenguaje ya que no teníamos 
conocimientos sobre él, y así se ha podido trabajarlo. Se valoró la utilización de 
crear la aplicación con el lenguaje de programación PHP y/o C. Después de varias 
pruebas se resolvió que su rendimiento era similar (en el caso de PHP), pero la 
programación con Java además de ser más sencilla nos presentaba un lenguaje 
nuevo para nosotros. 
 
Para el desarrollo de la aplicación se ha utilizado el programa Eclipse.  
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3.3.  Interfaz Gráfica  
 
La interfaz Web se ha implementado para poder probar la  comparación entre dos 
códecs mediante una arquitectura centralizada. La interfaz Web permite elegir un 
archivo de audio y obtener un listado de todos los códecs disponibles, 
implementando así todas las funcionalidades especificadas en el capítulo 2. 
Toda esta aplicación necesita una interfaz gráfica para la interacción del usuario. 
En este caso se optará por una interfaz muy sencilla y funcional para facilitar al 
máximo su uso. Se ha elegido una aplicación web ya que éstas apenas tienen 
carga computacional. Más adelante se explicará como uno de los módulos exige 
una gran carga y por tanto con el uso de ésta no se consumen tantos recursos.  
 
La aplicación Web se ha desarrollado utilizando la aplicación que nos presenta 
Eclipse. Esta es atendida por servlets que ejecutamos dentro del servidor de 
Apache Tomcat 6.0. que integraremos dentro de la herramienta Eclipse. 
 
 
3.4.  Módulos 
 
3.4.1.  Transcodificador 
 
Para codificar el audio se utiliza un codificador externo a Java ya que no se ha 
encontrado ninguna librería de este con las suficientes prestaciones ni rendimiento 
para la herramienta. Lo necesario es que sea capaz de tratar con el mayor número 
posible  de códecs y que consuma los menos recursos posibles. Todas estas 
características las cumple FFMpeg y son la razón por las cuales fue elegido. 
También destacamos que para futuros trabajos con archivos multimedia, esta 
herramienta es capaz de soportar flujos de video y tratarlos como tal. 
 
Para usar FFMpeg en la aplicación es necesario llamar al programa. Para ello se 
deberá ejecutar una rutina externa en java. Esto lo se consigue con el siguiente 
comando: 
 
 
 
  
 
Con este código java ejecuta la comanda “ffmpeg” en el sistema. Debemos indicar 
diferentes opciones para que esta aplicación funcione, tales como el fichero de 
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entrada o el fichero de salida. A continuación se expone una lista con las opciones 
más interesantes que se van a usar en esta herramienta: 
 
• -ab Indica el bit-rate del nuevo archivo 
• -ar Indica la frecuencia que queremos para el archivo de salida 
• -i  Audio de entrada 
 
 
La estructura del comando completo debe ser el siguiente: 
 
 ffmpeg –i (audio de entrada) –ab (bit-rate) –ar (frecuencia) (audio salida) 
 
En el caso que expone este proyecto, para las opciones de bit-rate y frecuencia se 
tomarán valores fijos. Ya que se desea la mejor calidad posible, se escogerán los 
valores de 64000 bits/s y 44100 Hz., que nos presentan la calidad deseada. 
El archivo de salida debe presentar la extensión que el cliente nos ha pedido 
analizar. Esto lo haremos con el siguiente comando: 
 
 
 
 
 
Una vez obtenido el archivo de salida se deberá volver a codificarlo con la misma 
aplicación ya que para poder analizarlo mediante PEAQ es necesario un archivo 
“.WAV”. Al realizar este segundo proceso el archivo resultante ya presentará las 
características típicas del códec anterior y por tanto se podrá analizar 
posteriormente. 
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3.4.2.   Módulo PEAQ 
 
Para la parte del análisis de la calidad que presentan los archivos, como ya se ha 
comentado utilizamos la herramienta PEAQ. Esta, como el resto de los módulos 
de los que se compone la aplicación, es externa. 
 
Esta aplicación es capaz de tratar un fichero de audio y mostrarnos unas variables 
de salida donde nos enseña la calidad de éste. El inconveniente más grande que 
presenta es que solo permite analizar ficheros “.WAV”. Es por ello que se emplea 
un transcodificar como FFMpeg para obtener archivos con otra extensión. 
 
Como se ha realizado con la aplicación FFMpeg, este necesita un comando para 
ser invocado, además de la misma rutina externa que utilizamos en el anterior 
módulo. En este caso este comando sería “peaq”. Así la estructura de la oración 
es la siguiente: 
 
 peaq –r (archivo de referencia) –t (archivo que deseamos comparar) 
 
Como ya se ha mencionado los dos archivos deben ser “.WAV” ya que sino esta 
herramienta no se podría ejecutar. 
 
La salida que presenta esta aplicación son un conjunto de valores que guardamos 
en un archivo de texto. A continuación se muestra el código para guardar estos 
valores en un archivo txt: 
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Los valores que se obtienen vienen divididos para cada frame en que se 
fragmenta el fichero de audio. 
 
 
frame: 111 
BandwidthRefb: 460.5 
BandwidthTestb: 460.5 
TotalNMRb 94.1669 
WinModDiff1b: 53.8054 
ADBb: 4.40741 
EHSb: 0.055135 
AvgModDiff1b: 52.173 
AvgModDiff2b 235.559 
RmsNoiseLoudb: 3.59113 
MFPDb: 0.999992 
RelDistFramesb: 1 
DI: -3.99193 
ODG: -3.90386 
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La explicación de lo que representa cada una de estas variables de salida están 
detalladas en el capítulo 1. 
 
Así para obtener unos resultados claros donde se muestre la calidad del fichero se 
realizará una media de estos valores para poder presentarlo. 
Únicamente cogemos como representativos, a lo que se refiere a calidad,  cuatro 
de estas variables. Así para hacer la media nos centraremos en los valores que 
presentan TotalNMR, RmsNoiseLoud, DI y ODG, siendo estas dos últimas Índice 
de distorsión y Grado de diferencia Objetiva, respectivamente.  
La elección de estas cuatro MOV en vez del resto es debido a que estas 
presentan las medidas más significativas referentes a la calidad de audio.  
 
 
 
 
3.5.  Rendimiento módulos 
 
La primera idea a la hora de realizar la aplicación del módulo de mejor adaptación 
multimedia era poder presentar al usuario una comparación entre varios códecs. 
Este propósito se descartó en el momento de seleccionar la herramienta de 
medición de los archivos. 
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PEAQ presenta una gran carga computacional, llegando a tardar hasta quince 
minutos para presentar los resultados de una comparación entre dos archivos, es 
decir, si ejecutamos el módulo una sola vez el proceso para obtener los resultados 
es muy grande (recordamos que en este TFC se ha seleccionado la opción básica 
del programa). Precisamente obtenemos que la carga computacional, es decir, la 
utilización media de la CPU es del 98% durante todo el proceso. 
 
Este modulo nos presenta los resultados al instante por cada frame, pero lo 
interesante es realizar la media de todos estos para obtener un valor. Es por ello 
que el rendimiento de este módulo es muy bajo. 
 
No ocurre lo mismo con el módulo del transcodificador que ejecuta el comando al 
instante y por tanto no ejerce un problema relacionado con su rendimiento y la 
carga computacional. 
 
3.6. Dummynet 
 
En una red se pierden paquetes por una o varias de estas causas: 
• Malas conexiones. 
• Interferencia electromagnética (en el caso de redes de cobre). 
• Equipos defectuosos. 
• Cables en pésimo estado (sin aislante). 
• Pequeños cortos circuitos entre los pares de cobre. 
• Tormentas broadcast (equipos saturando la red de mensajes). 
• Colisiones (varios equipos compartiendo el mismo medio de transmisión sin 
el debido control). 
 
En este proyecto en donde se intenta lanzar una aplicación Web como es Web 
Services, sobre una red centralizada se  observa que este fenómeno puede llegar 
a ocasionar grandes problemas. Para ver como nos puede llegar a afectar esto 
introducimos Dummynet. Este es un elemento intermedio que sólo simula pérdidas 
en la red. 
 
Como ya se ha comentado en el anterior capítulo, el Web Services se comunica 
con el cliente a través de mensajes SOAP. El cliente envía y recibe respuestas 
gracias a este tipo de mensajes, por lo tanto tiene que estar constantemente 
enviando y recibiendo paquetes. La pérdida de uno de estos paquetes podría 
ocasionar problemas en esta aplicación. 
 
Si se realiza una prueba de cómo afecta esto exactamente al sistema que se 
emplea en este proyecto vemos que los problemas que ocasiona son varios. Se 
puede encontrar como aumenta el consumo de recursos en el servidor, el tiempo 
de ejecución de las herramientas que forman el WS es mayor del normal o llegar a 
observar como se pierde información que envía el módulo PEAQ al cliente, y por 
tanto se obtienen otros valores distintos a los esperados, siendo esto el mayor 
problema en este proyecto ya que puede variar la elección de uno u otro códec. 
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CAPÍTULO 4.  FUNCIONAMIENTO 
 
 
En este capítulo se va a explicar el funcionamiento de la aplicación. 
 
Cuando se abre el navegador Web y accedemos a la aplicación se puede 
observar la siguiente página. 
 
 
 
 
Fig. 4.1 Página inicio aplicación 
 
 
Una vez introducidos los datos necesarios se accederá a la pantalla mostrada en 
la figura 4.2. 
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Fig. 4.2 Elección archivo y códecs 
 
En esta pantalla se pide la elección del archivo de audio con el que se desea 
realizar las medidas. El archivo se servirá desde nuestra maquina y deberemos 
tenerlo alojado en un directorio en concreto. En este caso se encontrará en 
/tmp/ficheros/src.  
 
Además se nos presenta una lista con los códecs más utilizados para audio. Así el 
cliente elegirá un códec para el archivo de referencia y otro para el archivo con el 
que realizar la comparación.  
 
En la figura 4.3. se muestra la pantalla que obtendremos una vez enviados los 
datos para realizar la comparación. 
 
Una vez enviados estos datos se crearan los 2 archivos nuevos transcodificados 
que se guardarán en una carpeta para poder ser reutilizados si algún otro cliente 
quiere hacer uso de ellos. Además se guardará un fichero con el nombre del 
usuario desde el cual se podrá acceder a comparaciones que este mismo haya 
realizado. Esto último lo se puede observar en la figura 4.4. 
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Fig. 4.3 Pantalla con resultados obtenidos 
 
Se obtienen los resultados de la comparación con las MOV de salida más 
destacables como ya se ha comentado en el capitulo anterior. 
 
Se vuelve a hacer hincapié sobre la comparación en que solo se realiza sobre dos 
archivos y no entre más debido al tiempo de ejecución del programa. 
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Fig. 4.4 Resultados anteriores 
 
En esta pantalla se puede observar como el cliente ha realizado varias 
comparaciones anteriores, mostrando sus resultados. 
 
4.1. Resultados obtenidos 
 
Después de realizar la aplicación se ha realizado una comparación entre todos los 
códecs para ver cual de ellos presentaba los mejores valores y obteniendo la 
siguiente clasificación:  
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TotalNMRb RmsNoiseLoudb DI ODG 
AU -103,409 0,24809 4,731 -0,0605 
FLAC -90,139 0,1205 3,4545 -0,7043 
AIFF -48,9497 0,5016 2,5532 -0,38026 
AAC -4,3895 1,8772 0,72742 -1,87161 
APE 58,3155 1,8437 2,5448 -2,0596 
VOX 5,23886 1,5256 -3,57242 -3,85575 
AC3 63,857 0,7075 -3,1416 -3,5532 
WMA 0,7437 1,71415 -3,36991 -3,8327 
MP2 64,6162 0,5802 -3,21025 -3,42337 
OGG 95,27445 0,76051 -3,82437 -3,81404 
MP3 96,16001 1,08735 -3,88085 -3,62944 
 
Tabla 4.1. Clasificación códecs 
 
 
Para poder visualizar mejor la diferencia existente entre cada códec en referencia 
a una MOV determinada, se presentan cuatro gráficas. 
 
 
 
 
 
En esta gráfica se puede 
observar como “.AU” presenta 
un valor muy inferior al resto. 
TotalNMR se ha definido 
anteriormente como el 
logaritmo de la razón de ruido 
total enmascarado, es decir, 
presenta la relación ruido a 
mascara. Cuanto menor sea 
este valor el ruido será 
imperceptible. 
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RmsNoiseLoudB es la media cuadrática de la sonoridad de ruido, es decir, la 
intensidad con que es percibido el ruido., por lo tanto a mayor valor mayor ruido 
presentará la señal. 
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Se puede definir DI como el índice de distorsión. Éste esta relacionado 
directamente con la calidad de audio básica percibida, por l tanto para valores 
positivos presentara una calidad buena, y por el contrario para negativas una mala 
calidad. 
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ODG, como ya se ha descrito en el anterior capítulo es el grado de diferencia 
objetiva. Este valor es el que nos describe con mejor precisión la calidad de un 
archivo. Los valores se comprenden entre -4 y 0 siendo este último valor 
considerado el de mejor calidad. Por lo tanto como se puede observar en la gráfica 
“.AU” es el códec que presenta un valor cercano al óptimo. 
 
Con estos resultados se puede decir que “.AU” es el códec que presenta mejores 
prestaciones. Destacamos que el que peor calidad objetiva presenta es “.MP3”, 
pero teniendo a su favor que es el que mayor comprime, presentando el mismo 
archivo un 75% más pequeño que el original. 
 
Paralelamente se ha realizado una prueba subjetiva para ver si estos resultados 
se cumplen con la opinión de diferentes sujetos. Este pequeño estudio lo hemos 
realizado sobre 10 personas y todas ellas coinciden en que el códec que presenta 
peores resultados es “.VOX” introduciendo una gran cantidad de ruido. El resto de 
los códecs según estas pruebas subjetivas presentan una calidad similar, sin 
presencia de ruido molesto ni audible. En la tabla 4.2. se muestra la asignación de 
la puntuación que cada sujeto a asignado a los diferentes códecs.  
Esta medida subjetiva se ha realizado a todos los individuos con el mismo archivo 
de audio (tambores) y su indicación de la calidad percibida se ha realizado con el 
parámetro de puntuación medio de opinión, MOS.  
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AAC AC3 AIFF APE AU FLAC MP2 MP3 OGG VOX WAV WMA 
Sujeto 1 5 2 5 5 5 5 5 5 5 1 5 5 
Sujeto 2 5 3 5 5 5 5 4 5 5 1 5 5 
Sujeto 3 5 3 5 5 5 5 5 5 5 1 5 5 
Sujeto 4 5 4 5 5 5 5 4 5 5 2 5 5 
Sujeto 5 5 2 5 5 5 5 5 5 5 1 5 5 
Sujeto 6 5 2 5 4 5 5 4 5 4 1 5 5 
Sujeto 7 5 2 5 5 5 5 5 5 5 1 5 5 
Sujeto 8 5 1 5 5 5 5 5 5 5 1 5 5 
Sujeto 9 5 2 5 5 5 5 5 5 5 1 5 5 
Sujeto 10 5 2 5 5 5 5 5 5 5 1 5 5 
 
Tabla 4.2. Medidas Subjetivas 
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CAPÍTULO 5. FUENTES DE SOFTWARE 
 
 
En este capítulo se van a explicar las diferentes clases creadas a lo largo del 
proyecto. 
 
 
5.1. Módulo transcodificador 
 
 
 
 
Fig. 5.1 UML de ExFFMPeg 
 
Esta clase, como su nombre indica es la que se encarga de realizar las instancias 
de Ffmpeg. Además tiene una clase anidada, RunFfmpeg, que también extiende 
de Thread, cuya única función es ejecutar una instancia de Ffmpeg. 
 
Tiene como atributos los archivos de audio que le van a entrar. 
 
 
5.2.  Módulo PEAQ 
 
 
 
 
Fig. 5.2 UML de ExPeaq 
 
Esta clase, es la encargada de crear las instancias de PEAQ. Como en el módulo 
anterior es una clase que extiende de Thread, por lo que implementa el método 
run(). La función del RunPeaq es ejecutar una instancia de Ffmpeg. 
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La razón para la creación de esta clase anidada es por los problemas que genera 
PEAQ cuando se  ejecutan varias instancias en el mismo proceso. 
 
5.3. Usuarios 
 
Se crean tres clases para la autentificación de los usuarios, una de ellas User, 
para poder mantener la sesión abierta del cliente durante todo el proceso que se 
lleva a cabo, y las otras dos para indicar si el usuario esta registrado o no. 
 
 
 
 
Fig.5.3 UML de User, UserNoReg y UserReg. 
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CAPÍTULO 6. PLANIFICACIÓN 
 
 
En este capítulo se muestra la planificación que se ha llevado a cabo en este 
proyecto. La realización de un proyecto de esta envergadura conlleva la división 
del trabajo en diferentes tareas. Las diferentes tareas en las que hemos dividido 
este trabajo se definen a continuación: 
 
• Estudio previo: Consiste en documentarse sobre la temática del 
proyecto, así como en el estudio de las diferentes tecnologías a utilizar. Se 
irá tomando nota de aspectos importantes a lo largo de este para incluir en 
la memoria. También podemos incluir en este la familiarización con el 
entorno en el que se va a trabajar y las herramientas software que se 
utilizarán para definir los pasos a seguir en la implementación. 
 
 
• Diseño: Una vez elegidas las tecnologías se hace un primer diseño 
teórico. El estudio de las diferentes tecnologías ayudará a crear un diseño 
de las arquitecturas que posteriormente se implementarán. Posteriormente 
se propone una arquitectura y un diseño especifico para cada módulo. 
 
 
• Implementación: Aplicamos los métodos para hacer funcionar nuestro 
sistema. 
 
 
• Testeo: Una vez realizada la implementación de todos los módulos 
comprobamos que este funciona correctamente. Realizamos pruebas sobre 
los ficheros con y sin Dummynet. 
 
 
• Documentación: Una vez realizadas todas las tareas redactamos la 
memoria a presentar. 
 
6.1.  Distribución temporal 
 
A continuación vemos la distribución temporal del proyecto con las diferentes 
fases: 
 
 
Fig. 6.1 Distribución temporal 
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6.2.  Temporización de tareas 
 
A continuación se muestra la temporización detallada del proyecto: 
 
 
 
 
Tabla 6.1 Desglose de tiempo 
 
 
Cabe destacar que la parte de programación ha llevado más horas de lo esperado 
debido a la poca familiarización con determinados lenguajes que se han utilizado, 
además de varios problemas que se han tenido con diferentes programas, 
llevando a realizar implementaciones con tres programas diferentes hasta 
encontrar el deseado. 
Estudio Previo    100 horas 
  Lectura de Papers 20 horas 
  Estudio de herramientas 30 horas 
  Elección comparador/codificador 30 horas 
  Estudio códecs 20 horas 
Diseño herramienta    20 horas 
Implementación   350 horas 
  Programación 250  horas 
  Creación aplicación modelo 25 horas 
Testeo   30 horas 
Documentación   100 horas 
      
    
  
TOTAL 
  
600 horas 
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CAPÍTULO 7. CONCLUSIONES 
 
 
7.1. Objetivos cumplidos 
 
El objetivo principal del proyecto era la identificación de métricas para la mejor 
adaptación sobre audio. Esta herramienta es capaz de mostrar cuales son los 
mejores códecs para un determinado reproductor.  
 
Para el desarrollo de la herramienta se han tenido que utilizar e integrar 
diferentes herramientas y técnicas: Java para la programación, FFmpeg para la 
codificación, Peaq para el análisis y otras varias. Así que podemos decir que el 
objetivo básico ha sido alcanzado satisfactoriamente. 
 
 
7.2.  Mejoras y ampliaciones futuras 
 
Una vez finalizado el proyecto considero necesario mencionar algunas 
ampliaciones, nuevas funcionalidades y nuevas aplicaciones basadas en lo ya 
desarrollado destinadas no solo a dar continuidad a lo ya realizado sino 
también a abarcar nuevos territorios aún por descubrir. 
 
Dentro de la búsqueda de aplicaciones, podemos destacar la mejora del 
modelo para la adaptación de este a archivos multimedia.  El modelo 
presentado es mejorable en muchos aspectos pero el principal de ellos es en la 
incorporación de un módulo capaz de realizar comparaciones entre archivos 
multimedia y así no solo centrar las medidas de análisis en archivos de audio. 
La realización de este TFC ya esta pensado en esta futura ampliación, es por 
ello que algunas de las herramientas soportan archivos multimedia. 
 
También podría resultar de interés, centrándonos en archivos de audio, la 
creación de una herramienta capaz de realizar el análisis con archivos 
“normales”. La herramienta Peaq presenta una gran carga computacional aun 
realizando la tarea con archivos de duración máxima de 20s, llegando a tardar 
hasta 15min. Para realizar la comparación entre dos archivos. 
 
La mejora de la apariencia del entorno Web, adaptándolo adecuadamente al 
estilo de la página de I2Cat es otra mejora posible, incluyendo además 
mecanismos para streaming. Además de realizar una optimización sobre el 
código creado. 
 
Por otro lado la implementación de la herramienta en una red P2P, es otro 
tema a poder tratar. Otro tema que es importante mirar es la seguridad, que en 
este TFC no se ha tratado. Poder enviar los flujos codificados para que solo 
él/los legítimos receptores puedan reproducirlos o una gestión de usuarios más 
eficaz.  
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7.3. Conclusiones Personales 
 
Tratándose del primer proyecto de una considerable dificultad que realizo en el 
ámbito universitario y, teniendo en cuenta el tiempo dedicado, se pueden 
extraer un conjunto de conclusiones al respecto y que se exponen a 
continuación. 
 
Por lo que se refiere a los conocimientos y aptitudes que me ha aportado la 
realización del TFC, puedo decir en primer lugar que me ha servido como 
acercamiento y una cierta familiarización con una tecnología emergente y de 
futuro como son los Web Services, la cual antes de empezar desconocía casi 
por completo. Asimismo, me ha servido para adquirir una cierta habilidad de 
manejo de Java, que al ser una potente herramienta de programación 
considero muy interesante que cualquier ingeniero tenga un cierto 
conocimiento de ella (bien es cierto que este lenguaje de programación en la 
especialidad de Telemática se desarrolla, pero considero que también debería 
hacerse en la especialidad de Sistemas). 
 
No sólo he adquirido conocimientos teóricos sino que también he aprendido a 
adoptar ciertas actitudes a la hora de buscar y seleccionar la información útil, a 
planificar la realización del proyecto desde el principio y redactarlo siguiendo 
unas pautas de presentación. 
 
Cabe destacar también, que el TFC es la última tarea académica que realiza el 
estudiante en ingeniería, es el vínculo entre la carrera y el mundo laboral, por lo 
que aptitudes que se aprenden al hacer un trabajo de fin de carrera como 
estructurar, planificar un proyecto, organizarse, redactar la memoria,... las 
considero muy interesantes tener desarrolladas. 
 
 
7.4.   Impacto medioambiental 
 
Hoy en día, el impacto medioambiental de un proyecto es un aspecto muy 
importante a tener en cuenta y en muchas ocasiones es clave para definir la 
viabilidad de un proyecto y, por tanto, su aprobación o rechazo. 
 
Es difícil llegar a encontrar el impacto medioambiental que una aplicación 
software pueda suponer sobre el medio ambiente, pero si que se puede 
ocasionar un gran impacto sobre la sociedad.  
 
Actualmente se intenta ofrecer un gran número de servicios fácilmente 
accesibles por individuos de todo el mundo a través de la red. Una de las 
mayores aportaciones que ha ocasionado esta es que cualquier persona desde 
cualquier lugar puede acceder a ellos sin necesidad de desplazarse. Esto en 
muchas ocasiones supone un ahorro de tiempo y esfuerzo considerable a la 
hora de solicitar un servicio. Estos servicios ofrecidos a través de la red 
permiten hacer con mayor eficiencia lo que antes ya se hacía sin el servicio en 
red. 
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El sistema diseñado en este trabajo permite que una persona pueda 
seleccionar desde un primer momento un archivo de audio con la mejor 
adaptación posible, evitando así escoger uno que presenta una calidad no 
deseada, ahorrando así tiempo y esfuerzo. 
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ANEXO I. Modulación por Codificación de Pulsos (PCM) 
 
A la hora de realizar la codificación tenemos un método para pasar una señal 
analógica a una secuencia de bits que se denomina PCM. 
Este se basa en el teorema de muestreo; si una señal f(t) se muestrea a 
intervalos regulares de tiempo con una frecuencia mayor que el doble de la 
frecuencia significativa más alta de la señal, entonces las muestras así 
obtenidas contienen toda la información de la señal original. La función f(t) se 
puede reconstruir a partir de estas muestras mediante la utilización de un filtro 
paso - bajo. Es decir, se debe muestrear la señal original con el doble de 
frecuencia que ella (con la llamada Frecuencia de Nyquist), y con los valores 
obtenidos, normalizándolos a un número de bits dado se ha podido codificar 
dicha señal.  
En el receptor el proceso que se ha de realizar es el inverso. Debemos de tener 
en cuenta que se ha perdido algo de información al codificar, por lo que la 
señal obtenida no es exactamente igual que la original (se le ha introducido 
ruido de cuantificación). Hay técnicas no lineales en las que es posible reducir 
el ruido de cuantificación muestreando a intervalos no siempre iguales.  
 
Proceso Modulación PCM 
• Codificación Analógica-Digital 
• Modulación de Amplitud de Pulso 
• Modulación PCM 
• Tasa de prueba  
 
Codificación Analógica - Digital  
Hacemos la representación de información analógica en una señal digital. Para 
hacerlos, se debe de reducir el nº infinito potencial posible de valores en un 
mensaje analógico de modo que puedan ser representados como una cadena 
digital con un mínimo de información posible. La figura 1 nos muestra la 
codificación analógica - digital llamada códec (codificador-decodificador).    
 
Fig. 1 Codificación analógica - digital 
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En la codificación analógica - digital, estamos representando la información 
contenida a partir de una serie de pulsos digitales (1s ó 0s).  
Encontramos un problema a la hora de realizar la codificación, como hacer 
pasar información de un número de valores infinitos a un número de valores 
limitados sin sacrificar la calidad.  
Modulación de amplitud de pulso (PAM)  
El primer paso en la codificación analógica - digital se llama PAM. Esta técnica 
recoge información análoga, la muestra y genera una serie de pulsos basados 
en los resultados de la  prueba. Al mencionar prueba nos referimos a la medida 
de la amplitud de la señal a intervalos iguales.  
En PAM, la señal original se muestra a intervalos iguales como lo muestra la 
figura 2. PAM usa una técnica llamada probada y tomada. En un momento 
dado el nivel de la señal es leído y retenido brevemente. El valor mostrado 
sucede solamente de modo instantáneo a la forma actual de la onda, pero es 
generalizada por un periodo todavía corto pero medible en el resultado de PAM 
   
 
 
 
Fig.2 Señal PAM 
 
El motivo por el que PAM sea ineficaz en comunicaciones es por que aunque 
traduzca la forma actual de la onda a una serie de pulsos, siguen teniendo 
amplitud (todavía señal analógica y no digital). Para hacerlos digitales, se 
deben de modificar usando modulación de código de pulso (PCM)    
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Modulación PCM  
PCM modifica los pulsos creados por PAM para crear una señal 
completamente digital. Para hacerlo en primer lugar se cuantifican los pulsos 
de PAM. La cuantificación es un método de asignación de los valores íntegros 
a un rango específico para mostrar los ejemplos. Los resultados de la 
cuantificación están representados en la figura 3.    
 
 
Fig.3 Señal PAM cuantificada 
 
Los dígitos binarios son transformados en una señal digital usando una de las 
técnicas de codificación digital-digital. La figura 4 muestra el resultado de la 
modulación de codificación de pulso de la señal original codificada finalmente 
en señal unipolar. Solo se muestran los 3 primeros valores de prueba.    
 
Fig.4 PCM 
 
PCM se construye actualmente a través de 3 procesos separados: PAM, 
cuantificación, codificación digital-digital. La figura 5 muestra el proceso entero 
en forma de gráfico.  
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Fig. 5  De señal analógica a código digital PCM 
 
Tasa de Prueba  
Como se puede ver a partir de las figuras anteriores, la exactitud de la 
reproducción digital de una señal analógica depende del número de pruebas 
tomadas. Usando PAM y PCM se puede reproducir una onda con exactitud si 
se toman una infinidad de pruebas, o se puede reproducir de forma más 
generalizada si se tomas 3 pruebas. 
Actualmente, se requiere  poca información para la reconstrucción de señal 
analógica. En lo referente al Teorema de Nyquist, para asegurarse que la 
reproducción exacta de una señal analógica original usando PAM, la tasa de 
prueba debe ser al menos el doble de la frecuencia máxima de la señal original. 
En la práctica, actualmente se toman 8000 muestras para compensar las 
imperfecciones del proceso.    
Conclusión 
PCM no es más que un proceso digital de modulación para convertir una señal 
analógica en un código digital. En el cual la señal analógica se muestrea, es 
decir, se mide periódicamente. En un convertidor analógico/digital, los valores 
medidos se cuantifican, se convierten en un número binario y se descodifican 
en un tren de impulsos. Este tren de impulsos es una señal de alta frecuencia 
portadora de la señal analógica original.  
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ANEXO II. Códecs de Audio 
 
 
2.1.  AAC (.aac) 
AAC (Advanced Audio Coding) es un formato informático de compresión de 
señal digital de audio. Este aplica una forma de compresión que reduce 
algunos de los datos de audio, y que se denomina “compresión con pérdidas”. 
Esto quiere decir que se eliminan algunos de los datos de audio (frecuencias 
inaudibles) de manera que se pueda obtener el mayor grado de compresión 
posible, produciendo un archivo de salida que suene lo más parecido posible al 
original. El formato AAC es una extensión del estándar MPEG-2 (creado por 
MPEG) y es usado principalmente en reproductores portátiles y telefonía de 
Apple (iPods e iPhone) y reproductores, móviles y consolas (PSP) de Sony. 
El método de codificación que utiliza este formato consiste en adaptar el 
número de bits utilizados por segundo para codificar datos de audio, en función 
de la complejidad de la transmisión de audio en un momento determinado, así 
que puede considerarse una variable de la frecuencia de bits (I/BR). 
Este algoritmo está orientado a usos de banda ancha, basándose en la 
eliminación de redundancia de la señal acústica, así como la compresión 
mediante la transformada de coseno discreta modificada (MDCT). Es un 
sistema muy parecido al del MP3 pero superando a este en rendimiento, 
produciendo una mejor calidad en archivos pequeños y requiriendo menos 
recursos del sistema para codificar y descodificar. Además ocupa casi un 30 % 
menos de espacio que este. 
2.2.  AC3 (.ac3) 
Dolby Digital o AC-3, es el nombre comercial para una serie de tecnologías de 
compresión de audio. Este contiene hasta un total de 6 canales de sonido, con 
5 canales de ancho de banda completa de 20 Hz - 20 kHz para los altavoces 
de rango-normal (frente derecho, centro, frente izquierdo, parte posterior 
derecha y parte posterior izquierda) y un canal (20 Hz - 120 Hz) de salida 
exclusivo para los sonidos de baja frecuencia conocida como Low Frequency 
Effect, o subwoofer.  
Se puede englobar este formato dentro de los denominados de compresión 
perceptual. Este tipo de compresión elimina todas las partes del sonido original, 
codificado analógicamente, que no puedan ser percibidas por el oído humano. 
De ésta forma, se logra reducir el tamaño.  
2.3.  AIFF (.aif) 
AIFF (Formato de intercambio de archivos de audio) es un formato de archivo 
de audio estándar de referencia utilizado para el almacenamiento de sonido de 
datos para ordenadores personales y otros dispositivos electrónicos de audio.   
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Los datos de audio en el estándar no están comprimidos, así se almacenan en 
big-endian (ver apartado 2.15) y emplea una modulación por impulsos 
codificados (PCM). Aun con esto existen versiones del mismo estándar donde 
los datos se pueden comprimir. Estas versiones son conocidas como AIFF-C o 
AIFC. 
El estándar AIFF-C está comprimido sin ninguna pérdida (a diferencia del MP3) 
lo que ayuda a un rápido procesado de la señal pero con la desventaja del gran 
espacio en disco que supone: alrededor de 10MB para un minuto de audio 
estéreo con una frecuencia de muestreo de 44.1kHz y 16 bits. 
2.4.  APE (.ape) 
Monkey’s Audio (APE) es un formato de compresión de audio sin pérdida de 
calidad (lossless) y de código abierto. Siendo un formato de compresión sin 
pérdida, no elimina información del flujo de audio, como hacen los formatos de 
compresión con pérdida, por ejemplo: MP3, AAC y Vorbis. 
Una de las ventajas de utilizar este formato está en la reducción de los 
requerimientos de ancho de banda y almacenamiento. Pero como 
inconveniente encontramos que suele ser muy lento para descomprimir, y tiene 
una compatibilidad limitada en plataformas que no sean Windows.  
Si realizamos una comparación con otros estándares de compresión sin 
perdidas podemos observar como Monkey’s Audio generalmente consigue 
tasas de compresión algo mejores que FLAC.  
Como Monkey’s Audio es un método de compresión sin pérdida, no es muy 
comparable con otros formatos con pérdida como MP3, Ogg Vorbis o AAC. Los 
dos tipos de formato tienen distintas filosofías. La intención de Monkey’s Audio 
es salvar la información intacta del fichero original en el menor espacio posible. 
La intención de los formatos con pérdidas, como ya hemos comentado, es la de 
descartar información del sonido de forma inteligente para que quepa en un 
determinado espacio (o tasa de bits) especificado por el usuario, manteniendo 
la máxima calidad que sea posible. Esta idea de preservar toda la calidad 
produce que los archivos sean de gran tamaño. 
2.5.  AU (.au) 
Se utiliza en archivos de sonido con sistema Unix de Sun Microsystems and 
NeXT. La extensión AU viene de Audio, y también funciona como estándar 
acústico para el lenguaje de programación JAVA. 
2.6.  FLAC (.flac) 
Free Lossless Audio Códec (FLAC) es un formato de archivo de compresión de 
datos de audio sin pérdida.  Una grabación de audio digital codificada a FLAC 
puede ser descomprimida en una copia idéntica de los datos de audio.  
Fuentes de audio codificado a FLAC suelen reducirse a 50-60% de su tamaño 
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original. Aún así esta muy lejos de los archivos que se obtienen con los 
formatos de compresión con perdidas, ya que estos ocupan menos espacio.  
Los algoritmos con pérdida pueden comprimir a más de 1/10 del tamaño inicial, 
a costa de descartar información; FLAC, en su lugar, usa la predicción 
lineal para convertir las muestras en series de pequeños números no 
correlativos (conocido como "residuos"), que se almacenan 
eficientemente usando la codificación Golomb-Rice (ver apartado 2.16). 
Además de esto, para aprovechar los silencios (donde los valores 
numéricos presentan mucha repetición) usa codificación por "longitud de 
pista" (RLE"Run-Length Encoding") para muestras idénticas (ver 
apartado 2.17). 
Es un formato libre y de código abierto, es decir, que la especificación del 
formato de flujo puede ser aplicado por cualquier persona sin autorización 
previa y que ni el formato FLAC ni ninguno de los ejecutados de codificación / 
descodificación métodos están cubiertos por una patente.  
Es un estándar rápido, ya que es asimétrico a favor de la velocidad de 
decodificación. Esta, la decodificación, solo requiere la aritmética entera. 
Admite cualquier resolución PCM de 4 a 32 bits, y cualquier frecuencia de 
muestreo (sample rate) desde 1 a 65535KHz, en incrementos de 1Hz. 
2.7.  MPEG-1 
MPEG-1 es el nombre de un grupo de estándares de codificación de audio y 
vídeo normalizados por el grupo MPEG (Moving Pictures Experts Group). 
Podemos dividir este estándar en video y audio. Para el audio, el grupo MPEG 
definió el MPEG-1 audio layer 1 y posteriormente el MPEG-2 audio layer 2 y 
MPEG-3 audio layer 3, más conocido como MP3. 
 
2.7.1.  MP2 (.mp2) 
 
El formato de audio MP2 (también conocido como Musicam), es una 
abreviación de MPEG-1 Audio Capa 2. Este es un formato con pérdida de 
compresión de audio definida por la norma ISO/IEC 11172-3 junto a MPEG-1 
Audio Layer I y MPEG-1 Audio Layer III (MP3). 
Mientras que MP3 es mucho más popular para ordenadores y aplicaciones de 
Internet, MP2 es un estándar utilizado para la radiodifusión sonora.  
El estándar ofrece frecuencias de muestreo que varían de 32 KHz a 48 Khz., y 
una tasa de bits que van desde los 32 hasta los 384Kbit/s. 
Una extensión se ha facilitado en formato MPEG-2 Layer II y se define en 
ISO/IEC 13818-3  
• Tasas de muestreo adicionales: 16, 22,05 y 24 kHz  
• Bit rates adicionales: 8, 16, 24, 40 y 144 kbit / s  
• Multicanal apoyo: hasta 5 gamas completas de canales de audio y un 
canal LFE (Mejoramiento de canales de baja frecuencia)  
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2.7.2.  MP3 (.mp3) 
MPEG-1 Audio Layer 3, más comúnmente conocido como MP3, es una patente 
de audio digital de codificación con pérdida de compresión de datos.  Se trata 
de un formato común de audio para el almacenamiento de este, así como un 
estándar de compresión de audio digital para la transferencia y reproducción de 
música en reproductores de audio digital.   
El uso de MP3 está diseñado para reducir considerablemente la cantidad de 
datos necesarios para representar a la grabación de audio y sonido, como 
todavía una fiel reproducción del original.  La compresión actúa reduciendo la 
precisión de ciertas partes de sonido, elimina las partes que son imperceptibles 
para el oído humano.  Este método se conoce comúnmente como la 
percepción de codificación. Este método ofrece una representación de sonido 
en un breve plazo de tiempo y frecuencia utilizando modelos psicoacústicos 
para descartar o reducir la precisión de los componentes menos audibles al 
oído humano, y el registro del resto de la información de manera eficiente.   
El formato MP3 se convirtió en el estándar utilizado para streaming de audio y 
compresión de audio de alta calidad (con pérdida en equipos de alta fidelidad) 
gracias a la posibilidad de ajustar la calidad de la compresión, proporcional al 
tamaño por segundo (bit rate), y por tanto el tamaño final del archivo, que podía 
llegar a ocupar 12 e incluso 15 veces menos que el archivo original sin 
comprimir.  
 
El MP3 (MPEG-1 Audio Layer 3) se diferencia de las otras capas de este 
estándar (MPEG-1 Audio Layer 1 y MPEG-1 Audio Layer 2) ya que  se 
encuentra el llamado banco de filtros híbrido que hace que su diseño tenga 
mayor complejidad. Esta mejora de la resolución frecuencial empeora la 
resolución temporal introduciendo problemas de pre-eco que son predecidos y 
corregidos. Además, permite calidad de audio en tasas tan bajas como 64Kbps. 
 
 
 
 
Fig. 2.1 Estructura de un fichero MP3 
 
Un fichero Mp3 se constituye de diferentes “frames MP3” que a su vez se 
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componen de una cabecera y un bloque de datos. Esta secuencia de datos es 
la denominada "flujo elemental". Al principio de cada frame se introduce una 
palabra de sincronismo que es la encargada de dar validez al frame que 
precede, sin esta el frame seria rechazado. A continuación siguen una serie de 
bits que indican que el fichero analizado es un fichero Standard MPEG y si usa 
o no la capa 3. Después de esto, los valores serán diferentes, dependiendo del  
archivo MP3. 
Al realizar la codificación de audio con pérdida, como la creación de un archivo 
MP3, existe una correlación entre la cantidad de espacio utilizado y la calidad 
del sonido de los resultados. A la hora de crear el archivo se establece una 
tasa de bits, especificando así cuantos Kbit/s puede utilizar el archivo  El uso 
de una menor tasa de bits ofrece una calidad de sonido más baja pero produce 
un menor tamaño de archivo.  Del mismo modo, utilizando una mayor velocidad 
de bits producimos una mayor calidad de audio, obteniendo también un archivo 
más grande.  
Para definir la calidad de audio, además de la tasa de bits la calidad de 
archivos MP3 también depende de la calidad del codificador en sí, y la 
dificultad de la señal codificada.  Como el MP3 estándar permite un poco de 
libertad con los algoritmos de codificación, puede presentar diferentes 
codificadores de calidad muy diferente, incluso con idéntica velocidad de bits.    
2.7.3.  Diferencias entre MP2 y MP3 
 
MP2 es un códec de percepción, al igual que MP3. Esto significa que se 
elimina la información que el sistema auditivo humano no es capaz de percibir.  
Para elegir qué información debe ser eliminada, la señal de audio se analiza de 
acuerdo a unos modelos psicoacústicos, que tiene en cuenta los parámetros 
del sistema auditivo humano.  
Existen códecs de audio que utilizan frecuencias de ocultación para hacer caso 
omiso de información en frecuencias que se consideran imperceptibles, 
permitiendo así más datos que se  asignarán a la reproducción de frecuencias 
perceptibles.  
 
MP2 divide la señal de entrada de audio en 32 sub-bandas, y si el audio en una 
sub-banda se considera imperceptible entonces esta sub-banda no se 
transmite.  MP3, en cambio, transforma el audio de entrada de la señal en 576 
componentes de frecuencia.  Por lo tanto, de MP3 tiene una mayor frecuencia 
de resolución que MP2, demostrando así que reduce más la tasa de bits.  
 
El MP2 muestra un mejor comportamiento que el MP3 en el dominio del tiempo 
debido a su menor frecuencia de resolución, ya que implica menos tiempo de 
retraso en códec (edición sencilla). 
 
2.8.  OGG  
Ogg es un formato de archivo contenedor multimedia. Es un contenedor 
orientado a stream, lo que significa que puede ser escrito y leído en un solo 
paso, haciéndolo adecuado para streaming en Internet. Ésta orientación a 
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stream es la mayor diferencia en diseño sobre otros formatos contenedores 
basados en archivo.  
Ogg, encapsula (como la mayoría de formatos contenedores) datos 
comprimidos (e incluso sin comprimir) y permite la combinación de los datos de 
audio y vídeo dentro de un solo formato. Así podemos definir Ogg como el 
formato de archivo que incluye un cierto número de códecs separados e 
independientes de vídeo y audio, desarrollado en código abierto. Teniendo en 
cuenta esto los archivos con extensión “.ogg” pueden ser de cualquier tipo de 
archivo Ogg (audio o video). Se recomienda que cada una lleve una extensión 
diferente para poder ser distinguidos con facilidad, así la extensión para audio 
sería “.oga” y para vídeo “.ogv”. 
El término "Ogg" algunas veces se refiere incorrectamente al códec de audio 
Vorbis ya que este fue el primer códec que se usó con el contenedor.  
2.8.1. Vorbis (.ogg) 
Vorbis es un códec de audio libre de compresión con pérdida. Forma parte del 
proyecto Ogg y entonces es llamado Ogg Vorbis y también sólo ogg por ser el 
códec más comúnmente encontrado en el contenedor Ogg. Fue creado para 
permitir flexibilidad máxima del codificador, permitiéndole subir sobre una gama 
amplia de bit-rates. En la escala de nivel de calidad / bit-rate se encuentra al 
mismo nivel que MPEG-2 y comparable con AAC en la mayoría de bit-rates. 
OGG Vorbis está pensado desde un principio para ser un formato de Internet 
para difusión, emisoras de "radio" y televisión por Internet. Esto es lo que se 
suele llamar técnicamente "streaming". 
Está pensado para frecuencias de muestreo bajas desde telefonía de 8kHz y 
hasta alta definición de 192kHz, y una gama de representaciones de canales. 
Vorbis puede ser fácilmente editado y cortado, soporta un gran número de 
canales de sonido y permite ser encadenado lógicamente. Además permite 
escalar la tasa de bits sin necesidad de recodificar. 
Vorbis es teóricamente capaz de codificar sonido a cualquier tasa de bits entre 
16 y 128 Kbps por canal, aunque también puede trabajar con tasas de bits tan 
bajas como 8Kbps o tan altas como 512 Kbps. 
2.9.  VOX (.vox) 
VOX (o también conocido como Dialogic ADPCM,  Adaptive diferencial Pulse 
Code Modulation) es un formato de archivo de audio, optimizado para el 
almacenamiento digital de voz y datos a baja velocidad de muestreo. 
Su función es la de comprimir datos de audio en una serie de 4-bits muestras., 
pudiendo llegar a tasas de muestreo de 6000 o 8000 muestras por segundo, 
siendo esta última (8000Hz) la más común.  A diferencia de WAV archivo, los 
archivos VOX no contienen un encabezado para especificar el formato de 
Anexo II. Códecs de Audio  11 
codificación o la tasa de muestreo, por lo que esta información debe ser 
conocida a fin de reproducir el archivo.   
2.10.  WAV (.wav) 
WAV (o WAVE), supresión de WAVEform audio format, o también conocido 
como Audio de Windows, es un formato de audio digital sin compresión de 
datos y sin perdida de calidad que fue desarrollado por Microsoft y IBM, que se 
utiliza para almacenar sonidos en el PC. Este admite archivos mono y estéreo 
a diversas resoluciones y velocidades de muestreo. Es similar al formato AIFF. 
2.11.  WMA (.wma) 
Windows Media Audio o WMA es un formato de compresión de audio con 
pérdida, aunque recientemente se ha desarrollado de compresión sin pérdida, 
llamado WMA lossless. El nombre puede ser usado para hacer referencia a su 
formato de archivo de audio o de sus códecs de audio.   
WMA se basa en el estudio de la psicoacústica.  Señales de audio que se 
consideren imperceptibles para el oído humano son codificadas con resolución 
reducida durante el proceso de compresión. 
2.12.   Codificación Huffman 
La codificación Huffman lo podemos definir como un algoritmo usado para 
compresión de datos. El término se refiere al uso de una tabla de códigos para 
codificar un determinado símbolo donde esta ha sido rellenada de una manera 
específica basándose en la probabilidad estimada de aparición de cada posible 
valor de dicho símbolo.  
La codificación Huffman usa un método específico para elegir la representación 
de cada símbolo, que da lugar a un código prefijo, es decir, la cadena de bits 
que representa a un símbolo nunca es prefijo de la cadena de bits de un 
símbolo distinto. Este prefijo representa los caracteres más comunes usando 
las cadenas de bits más cortas, y viceversa. Huffman fue capaz de diseñar el 
método de compresión más eficiente de este tipo: ninguna representación 
alternativa de un conjunto de símbolos de entrada produce una salida media 
más pequeña cuando las frecuencias de los símbolos coinciden con las usadas 
para crear el código.  
Para un grupo de símbolos con una distribución de probabilidad uniforme y un 
número de miembros que es potencia de dos, la codificación Huffman es 
equivalente a una codificación en bloque binaria. 
2.12.1. Técnica básica 
La técnica utilizada consiste en la creación de un árbol binario en el que se 
etiquetan los nodos hoja con los caracteres, junto a sus frecuencias, y de forma 
consecutiva se van uniendo cada pareja de nodos que menos frecuencia 
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sumen, pasando a crear un nuevo nodo intermedio etiquetado con dicha suma. 
Se procede a realizar esta acción hasta que no quedan nodos hoja por unir a 
ningún nodo superior y se ha formado el árbol binario. 
Posteriormente se etiquetan las aristas que unen cada uno de los nodos con 
ceros y unos. El código resultante para cada carácter es la lectura, siguiendo la 
rama, desde la raíz hacia cada carácter (o viceversa) de cada una de las 
etiquetas de las aristas. 
2.12.2. Ejemplo 
Veamos un ejemplo para poder entender mejor su funcionamiento. Cogemos 
una frase para realizar este ejemplo. Esta sería : “ata la jaca a la estaca”. 
Primero de todo hemos de contar las veces que se repiten las letras en la frase. 
Una vez realizado esto ordenamos las letras por su frecuencia de aparición, de 
menor a mayor. Así tenemos: 
e(1), j(1), s(1), c(2), l(2), t(2), “ “(5), a(9) 
Consideramos ahora que cada letra, o elemento es el nodo raíz de un árbol. 
e(1)  j(1)  s(1)  c(2)  l(2)  t(2)  ” “(5)  a(9) 
Si juntamos los dos primeros nodos en uno solo y sumamos sus dos 
frecuencias, colocándolas en su lugar correspondiente, obtenemos lo siguiente: 
 
Y así sucesivamente, dando como resultado final: 
 
Asignamos los códigos, las ramas a la izquierda son ceros, y a la derecha 
unos. Esto es una regla arbitraria. 
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Tabla 2.1 Asignación de códigos 
 
Ahora traducimos el texto 
 
 
Tabla 2.2 Traducción del texto 
 
Y por último empaquetamos los bits en grupos de ocho, en bytes: 
 
Tabla 2.3 Paquetes de bytes 
 
Así con al codificación Huffman hemos obtenido un texto original de 23 bytes 
en un total de 8 bytes. 
 
2.13.   Endianness 
Estas palabras se usan para referirse a las dos formas en que se pueden 
guardar los números que ocupan más de un byte, es decir, hay que considerar 
el orden de los bytes en los tipos de datos numéricos que utilizan varios bytes. 
Existen dos formatos diferentes, denominados "Little Endian" y "Big Endian". 
Si tomamos como ejemplo el número 5 en 16 dígitos binarios, tendriamos lo 
siguiente: 00000000 00000101. Así lo tenemos representado como 2 bytes. El 
de la izquierda es el byte más significativo (MSB) y el de la derecha es el bit 
menos significativo (LSB). Estos nombres vienen de que un cambio en el byte 
de la derecha hace que el número cambie poco, mientras que un cambio en el 
byte de la izquierda provoca cambios mucho más grandes.  
Según la arquitectura del ordenador puede ocurrir que esos dos bytes se 
guarden en el orden que hemos visto, primero el MSB y luego el LSB o al 
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contrario.  
 
El primer formato (MSB LSB) es lo que se conoce como Big Endian, el extremo 
más grande aparece en primer lugar. El segundo formato (LSB MSB) es lo que 
se conoce como Little Endian, porque se almacena primero el dato más 
pequeño. 
 
Esto puede llegar a producir errores ya que si leemos un fichero que contiene 
un dato "entero corto", de 2 bytes, formado por la secuencia 00000101 
00000000, y ese fichero se ha creado con un ordenador basado en un Pentium 
u otro procesador de Intel (Little Endian), podemos suponer que ese número es 
un 5. Por el contrario, si el dato se ha creado desde un equipo Apple clásico, la 
secuencia 00000101 00000000 estaría en formato Big Endian, luego 
equivaldría al número 1280. 
En general, en caso de que un fichero contenga datos numéricos de más de un 
byte, deberíamos saber si están almacenados en formato Little Endian o Big 
Endian, e intercambiar el orden de los bytes después de leer, si fuera 
necesario. 
 
 
2.14.  Codificación Golomb-Rice 
La codificación Golomb es un tipo de codificación de entropía que es óptima 
para alfabetos que siguen una distribución geométrica, lo que significa que los 
valores bajos son mucho más comunes que los altos. Es una codificación 
similar a la codificación Huffman, pero en lugar de basarse en los datos, se 
basa en un modelo simple de la probabilidad que los valores pequeños tienen 
más probabilidades que los valores grandes. 
La relación entre el tamaño y la probabilidad es capturado en un parámetro 
denominado divisor.  
La codificación de Golomb también se puede usar  para codificar un alfabeto de 
dos símbolos donde uno de ellos es más probable que el otro. En este caso se 
puede considerar una "codificación sobre la marcha" (Run-length encoding). 
La codificación Rice es una caso especial de codificación de Golomb. Es 
equivalente a la codificación de Golomb cuando el parámetro a ajustar es 
potencia de dos. Este caso es extremadamente eficiente para usar en 
ordenadores, dado que la operación de división se convierte en un 
desplazamiento de bits (bitshift) y el resto de la operación es la máscara de bits 
(bitmask) de la operación. 
La codificación de Rice se usa como codificación de entropía en una gran 
cantidad de algoritmos de compresión de imágenes y audio sin pérdida. 
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2.15.  Codificación por longitud de pista (Run-length 
encoding) 
La compresión RLE o Run-length encoding es una forma muy simple de 
compresión de datos en la que secuencias de datos con el mismo valor 
consecutivas son almacenadas como un único valor más. La codificación run-
length realiza una compresión de datos sin pérdidas. 
Este tipo de codificación es muy utilizada en imágenes, pero actualmente 
también es aplicada en códecs de audio como FLAC. 
Debido a su poco uso los ejemplos expuestos hacen referencia a imágenes, 
pero su explicación puede aplicarse sobre audio. 
Un ejemplo básico es considerar una pantalla que contiene texto en negro 
sobre un fondo blanco. Habría muchas secuencias de este tipo con píxeles 
blancos en los márgenes vacíos, y otras secuencias de píxeles negros en la 
zona del texto. Si suponemos una única línea con N representando las zonas 
en negro y B las de blanco, tenemos: 
BBBBBBBBBBBBNBBBBBBBBBBBBNNNBBBBBBBBBBBBBBBBBBBBBBBB
NBBBBBBBBBBBBBB 
Si aplicamos la codificación run-length a está línea, obtendríamos lo siguiente: 
12B1N12B3N24B1N14B 
Interpretado esto como 12 bes, 1 ene, 12 bes, 3 enes, etc. El código run-length 
representa el original de 67 caracteres en tan sólo 16. Esta codificación 
traducida a binario, cuyo principio es el mismo, se utiliza para el 
almacenamiento de imágenes. Incluso ficheros de datos binarios pueden ser 
comprimidos utilizando este método. El primer byte contiene un número que 
representa el número de veces que el carácter está repetido. El segundo byte 
contiene al propio carácter. En otros casos se codifican en un solo byte: 1 bit (0 
o 1) y 7 bits para especificar el número de caracteres consecutivos. 
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ANEXO III. Servicios Web 
 
 
3.1.  Web Services  
 
Los servicios Web nacen en el contexto que las aplicaciones Web actuales ya 
no son suficientes. El modelo actual no facilita la integración de las aplicaciones 
de Internet con el resto de software de las empresas. Un Web Service es un 
componente de software que se comunica con otras aplicaciones codificando 
los mensaje en XML y enviando estos mensaje a través de protocolos 
estándares de Internet tales como el Hypertext Transfer Protocol (HTTP). 
Intuitivamente un Web Service es similar a un sitio Web que no cuenta con un 
interfaz de usuario y que da servicio a las aplicaciones en vez de a las 
personas. Un Web Service, en vez de obtener solicitudes desde el navegador y 
retornar páginas Web como respuesta, lo que hace es recibir solicitudes a 
través de un mensaje formateado en XML desde una aplicación, realiza una 
tarea y devuelve un mensaje de respuesta también formateado en XML.  
Microsoft y otras empresas líderes están promocionando SOAP como estándar 
de los mensajes para los Web Services. Un mensaje SOAP se parece mucho a 
una carta: es un sobre que contiene una cabecera con la dirección del receptor 
del mensaje, un conjunto de opciones de entrega (tal como la información de 
encriptación), y un cuerpo o body con la información o data del mensaje. Son 
aplicaciones independientes de la plataforma que pueden ser fácilmente 
publicadas, localizadas e invocadas mediante protocolos Web estándar, como 
XML, SOAP, UDDI o WSDL. El objetivo final es la creación de un directorio 
online de Web services, que pueda ser localizado de un modo sencillo y que 
tenga una alta fiabilidad.  
 
La funcionalidad de los protocolos empleados lo describimos de una manera 
sencilla a continuación, para hacer más hincapié más adelante. 
• XML (eXtensible Markup Language): Un servicio Web es una aplicación 
Web creada en XML. 
• WSDL (Web Services Definition Service): Este protocolo se encarga de 
describir el Web service cuando es publicado. Es el lenguaje XML que 
los proveedores emplean para describir sus Web services. 
• SOAP (Simple Object Access Protocol): Permite que programas que 
corren en diferentes sistemas operativos se comuniquen. La 
comunicación entre las diferentes entidades se realiza mediante 
mensajes que son rutados en un sobre SOAP. 
• UDDI (Universal Description Discovery and Integration): Este protocolo 
permite la publicación y localización de los servicios. Los directorios 
UDDI actúan como una guía telefónica de Web services. 
El uso de los Web services aporta ventajas significativas a las empresas. El 
principal objetivo que se logra, es la interoperabilidad y la integración. Mediante 
los Web services, las empresas pueden compartir servicios software con sus 
clientes y sus socios de negocio. Esto ayudará a las compañías a escalar sus 
negocios, reduciendo el coste en desarrollo y mantenimiento de software, y 
sacando los productos al mercado con mayor rapidez. La integración de 
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aplicaciones hará posible obtener la información demandada en tiempo real, 
acelerando el proceso de toma de decisiones. La evolución de Internet hacia 
los Web services, mejorará los resultados globales de las empresas, 
reduciendo sus gastos y guiándolas hacia una mejora progresiva de la calidad.  
 
3.1.1.  Seguridad 
 
Actualmente, los Web services están siendo ampliamente aceptados por las 
empresas para el desarrollo de software de uso interno. De este modo, los 
servicios pueden implementar toda su funcionalidad y permanecer seguros tras 
el Cortafuegos de la compañía. Los desarrollos actuales no ayudan a la 
cooperación entre las empresas ya que no hay ningún estándar establecido 
sobre las técnicas de seguridad. Debido a la tecnología que es usada por los 
Web services, y en concreto al uso de SOAP, las técnicas de seguridad que se 
usaban en Internet, ya no son suficientes. Con SOAP, cada mensaje simple 
que se intercambia realiza múltiples saltos y es rutado a través de numerosos 
puntos antes de que alcance su destino final. Es por ello que los Web services 
necesitan tecnologías que protejan los mensajes desde el principio hasta el 
final. Existen un conjunto de técnicas que se pueden usar para garantizar la 
seguridad a nivel de mensaje. Estas son:  
• Encriptación XML: Evita que los datos se vean expuestos a lo largo de 
su recorrido. 
• Firma Digital XML: Asocia los datos del mensaje al usuario que emite la 
firma, de modo que este usuario es el único que puede modificar dichos 
datos. 
• XKMS y los Certificados: XKMS (XML Key Management Specification) 
define Web services que se pueden usar para chequear la confianza de 
un certificado de usuario. 
• SAML y la Autorización: SAML (Security Assertion Mark-up Language) 
hace posible que los Web services intercambien información de 
autentificación y autorización entre ellos, de modo que un Web service 
confíe en un usuario autentificado por otro Web service. 
• Validación de datos: Permite que los Web services reciban datos dentro 
de los rangos esperados. 
Además, también hay técnicas que permiten mantener la seguridad a otros 
niveles. La seguridad en UDDI permite autentificar todas las entidades que 
toman parte en la publicación de un Web service: proveedor, agente y 
consumidor del servicio. De este modo, nadie podrá registrar servicios en el 
papel de un proveedor o hacer uso de ellos sin contar con los permisos 
adecuados.  
 
3.1.2.  Estandarización 
 
Los Web services están basados en el estándar XML, que ha sido 
universalmente aceptado. Pero la situación para el resto de protocolos es bien 
distinta. La mayor parte de ellos se encuentran todavía en desarrollo y pueden 
ser objeto de cambios. Esa es la razón por la que la mayoría de las empresas 
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están esperando a que estos protocolos sean más universales antes de 
profundizar en esta tecnología. Actualmente, ni SOAP, ni WSDL, ni UDDI han 
sido oficialmente reconocidos por ningún organismo de estandarización. SOAP 
es el único que en este momento está en consideración por el World Wide Web 
Consortium y se encuentra cercano a la estandarización. SOAP y WSDL están 
siendo ampliamente usados, pero de momento UDDI no ha tenido el mismo 
éxito. El principal motivo es que las técnicas de seguridad son todavía muy 
inmaduras y las compañías prefieren hacer uso de registros privados para dar 
soporte a intercambios privados de Web services.  
 
 
3.1.3.  Requisitos de un Web Service  
• Interoperabilidad: Un servicio remoto debe permitir su utilización por 
clientes de otras plataformas. 
• Amigabilidad con Internet: La solución debe poder funcionar para 
soportar clientes que accedan a los servicios remotos desde Internet. 
• Interfaces fuertemente tipadas: No debería haber ambigüedad acerca 
del tipo de dato enviado y recibido desde un servicio remoto. Más aún, 
los tipos de datos definidos en el servicio remoto deben poderse 
corresponder razonablemente bien con los tipos de datos de la mayoría 
de los lenguaje de programación procedimentales. 
• Posibilidad de aprovechar los estándares de Internet existentes: La 
implementación del servicio remoto debería aprovechar estándares de 
Internet existentes tanto como sea posible y evitar reinventar soluciones 
a problema que ya se han resuelto. Una solución construida sobre un 
estándar de Internet ampliamente adoptado puede aprovechar conjuntos 
de herramientas y productos existentes creados para dicha tecnología. 
• Soporte para cualquier lenguaje: La solución no debería ligarse a un 
lenguaje de programación particular. Un cliente debería ser capaz de 
implementar un nuevo servicio Web existente independientemente del 
lenguaje de programación en el que se halla escrito el cliente 
• Soporte para cualquier infraestructura de componente distribuida: 
La solución no debe estar fuertemente ligada a una infraestructura de 
componentes en particular. De hecho, no se bebería requerir el comprar, 
instalar o mantener una infraestructura de objetos distribuidos, solo 
construir un nuevo servicio remoto utilizar un servicio existente. 
3.1.4.  Bloques Constructivos de Servicios Web  
 
En el siguiente grafico se muestran los bloques constructivos principales 
necesarios para facilitar las comunicaciones remotas entre aflicciones.  
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Descubrimiento 
UDDI,DISCO 
Descripción 
WSDL, Esquema XML, Docs 
Formato de Mensaje 
SOAP 
Codificación 
XML 
Transporte 
HTTP,SMTP y otros 
 
Fig. 3.1 Bloques constructivos de Servicios Web 
• Descubrimiento: La aplicación cliente que necesita acceder a la 
funcionalidad que expone un Servicio Web necesita una forma de 
resolver la ubicación de servicio remoto. Se logra mediante un proceso 
llamado descubrimiento (discovery).  
• Descripción: Una vez que se ha resuelto el extremo de un servicio Web 
dado, el cliente necesita suficiente información para interactuar 
adecuadamente con el mismo. La descripción de un servicio Web 
implica meta datos estructurados sobre la interfaz que intenta utilizar la 
aplicación cliente así como documentación escrita sobré el servicio Web 
incluyendo ejemplo de uso.  
• Formato del mensaje: Para el intercambio de datos, el cliente y el 
servidor tienen que estar de acuerdo en un mecanismo común de 
codificación y formato de mensaje. 
• Codificación: Los datos que se trasmiten entre el cliente y el servidor 
necesitan codificarse en un cuerpo de mensaje.  
• Transporte: Una vez se ha dado formato al mensaje y se han 
serializado los datos en el cuerpo del mensaje se debe transferir entre el 
cliente y el servidor utilizando algún protocolo de transporte. 
 
3.2.  SOAP (Simple Object Access Protocol) 
SOAP son las siglas de Simple Object Access Protocol. En el núcleo de los 
servicios Web se encuentra el protocolo simple de acceso a datos SOAP, que 
proporciona un mecanismo estándar de empaquetar mensajes. Este facilita una 
comunicación del estilo RPC entre un cliente y un servidor remoto.  
 
Algunas de las Ventajas de SOAP son:  
• No esta asociado con ningún lenguaje: los desarrolladores 
involucrados en nuevos proyectos pueden elegir desarrollar con el último 
y mejor lenguaje de programación que exista pero los desarrolladores 
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responsables de mantener antiguas aflicciones heredadas podrían no 
poder hacer esta elección sobre el lenguaje de programación que 
utilizan. SOAP no especifica una API, por lo que la implementación de la 
API se deja al lenguaje de programación, como en Java, y la plataforma 
como Microsoft .Net. 
• No se encuentra fuertemente asociado a ningún protocolo de 
transporte: La especificación de SOAP no describe como se deberían 
asociar los mensajes de SOAP con HTTP. Un mensaje de SOAP no es 
más que un documento XML, por lo que puede transportarse utilizando 
cualquier protocolo capaz de transmitir texto. 
• No está atado a ninguna infraestructura de objeto distribuido La 
mayoría de los sistemas de objetos distribuidos se pueden extender. 
• Permite la interoperabilidad entre múltiples entornos: SOAP se 
desarrollo sobre los estándares existentes de la industria, por lo que las 
aplicaciones que se ejecuten en plataformas con dicho estándares 
pueden comunicarse mediante mensaje SOAP con aplicaciones que se 
ejecuten en otras plataformas. 
3.2.1.  Formato de un mensaje de SOAP  
SOAP proporciona un mecanismo estándar de empaquetar un mensaje. Un 
mensaje SOAP se compone de un sobre que contiene el cuerpo del mensaje y 
cualquier información de cabecera que se utiliza para describir le mensaje.  
 
 
Fig. 3.2. Formato mensaje SOAP 
 
El elemento raíz del documento es el elemento Envelope. El ejemplo contiene 
dos subelementos, Body y Header. Un ejemplo de SOAP valido también puede 
contener otros elementos hijo en el sobre.  
El sobre puede contener un elemento Header opcional que contiene 
información sobre el mensaje. En el ejemplo anterior, la cabecera contiene dos 
elementos que describen a quien compuso el mensaje, y posible receptor del 
mismo.  
El sobre debe contener un elemento body que contiene la carga de datos del 
mensaje. En el ejemplo el cuerpo contiene una simple cadena de caracteres.  
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Un mensaje debe estar dentro de sobre de SOAP bien construido. Un sobre se 
compone de un único elemento envelope. Si existe, la cabecera debe ser el 
elemento hijo inmediato del sobre, con el cuerpo siguiendo inmediatamente a la 
cabecera.  
 
El cuerpo contiene la carga de datos del mensaje y la cabecera contiene los 
datos adicionales que no pertenecen necesariamente al cuerpo del mensaje.  
Además de definir un sobre de SOAP, la especificación de SOAP define una 
forma de codificar los datos contenidos en un mensaje.  
La especificación de SOAP también proporciona un patrón de mensaje 
estándar para facilitar el comportamiento de tipo RPC. Se emparejan dos 
mensajes de SOAP para facilitar la asociación de un mensaje de petición con 
un mensaje de respuesta.  
 
 
3.3. XML (Extensible Markup Language) 
 
En este apartado vamos a explicar el lenguaje sobre el cual se soportan los 
servicios Web, su nombre es XML. No es intención explicar detalladamente la 
sintaxis de este lenguaje si no más bien explicar aspectos más generales como 
sus orígenes, sus características principales y porque es el lenguaje escogido 
para desarrolla servicios Web.  
 
3.3.1.  Definición  
 
XML  es un conjunto de reglas para definir etiquetas semánticas que nos 
organizan un documento en diferentes partes. XML es un metalenguaje que 
define la sintaxis utilizada para definir otros lenguajes de etiquetas 
estructurados.  
 
Podemos llegar a la equivocación de confundir XML con HTML, pero esto es un 
error. HTML es un subconjunto de XML especializado en presentación de 
documentos para la Web, mientras que XML es un subconjunto de SGML 
especializado en la gestión de información para la Web. En la práctica XML 
contiene a HTML aunque no en su totalidad. 
 
Los objetivos de este lenguaje son:  
• XML debe ser directamente utilizable sobre Internet. 
• XML debe soportar una amplia variedad de aplicaciones. 
• XML debe ser compatible con SGML. 
• Debe ser fácil la escritura de programas que procesen documentos XML. 
• El número de características opcionales en XML debe ser 
absolutamente mínimo, idealmente cero. 
• Los documentos XML deben ser legibles por humanos y razonablemente 
claros. 
• El diseño de XML debe ser preparado rápidamente. 
• El diseño de XML debe ser formal y conciso. 
• Los documentos XML deben ser fácilmente creables. 
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• La concisión en las marcas XML es de mínima importancia. 
 
3.3.2.   Características 
• Es una arquitectura abierta y extensible. No se necesita versiones para 
que puedan funcionar en futuros navegadores. Los identificadores 
pueden crearse de manera simple y ser adaptados en el acto en 
Internet/Intranet por medio de un validador de documentos. 
• Mayor consistencia, homogeneidad y amplitud de los identificadores 
descriptivos del documento con XML (los RDF Resource Description 
FrameWork), en comparación a los atributos de la etiqueta del HTML. 
• Integración de los datos de las fuentes más dispares. Se podrá hacer el 
intercambio de documentos entre las aplicaciones tanto en el propio PC 
como en una red local o extensa. 
• Datos compuestos de múltiples aplicaciones. La extensibilidad y 
flexibilidad de este lenguaje nos permitirá agrupar una variedad amplia 
de aplicaciones, desde páginas Web hasta bases de datos. 
• Gestión y manipulación de los datos desde el propio cliente Web. 
• Los motores de búsqueda devolverán respuestas más adecuadas y 
precisas, ya que la codificación del contenido Web en XML consigue que 
la estructura de la información resulte más accesible. 
• Se permitirá un comportamiento más estable y actualizable de las 
aplicaciones Web, incluyendo enlaces bidireccionales y almacenados de 
forma externa. 
• Exportabilidad a otros formatos de publicación (papel, Web, cd-rom, 
etc.). El documento maestro de la edición electrónica podría ser un 
documento XML que se integraría en el formato deseado de manera 
directa. 
 
3.3.3.  Estructura  
El metalenguaje XML consta de cuatro especificaciones, expuestas a 
continuación:  
• DTD (Document Type Definition) Definición del tipo de documento. Es, 
en general, un archivo que encierra una definición formal de un tipo de 
documento y, a la vez, especifica la estructura lógica de cada 
documento. Define tanto los elementos de una página como sus 
atributos.  
• XSL (eXtensible Stylesheet Language) Define o implementa el 
lenguaje de estilo de los documentos escritos para XML.  
• XLL (eXtensible Linking Language) Define el modo de enlace 
entre diferentes enlaces. Este lenguaje de enlaces extensible 
tiene dos importantes componentes: Xlink y el Xpointer. Va más 
allá de los enlaces simples que sólo soporta el HTML. Se podrá 
implementar con enlaces extendidos.  
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3.3.4.  XML en los Servicios Web  
 
Después de toda la explicación sobre las características y funcionalidades que 
nos presenta XML, vamos a mostrar porque se utiliza en los Servicios Web. 
Así, tenemos:  
• Es un estándar abierto que es reconocido mundialmente ya que muchas 
compañías tecnológicas integran en su software compatibilidad con 
dicho lenguaje. Esto quiere decir que la gran mayoría de software de 
escritorio de sistema operativo, aplicaciones móviles permiten la 
compatibilidad con XML. Esto lo hace muy potente a la hora de permite 
la comunicación entre distintas plataformas de software y hardware. 
• Presenta simplicidad de sintaxis. Esto quiere decir que es muy fácil de 
escribir código en XML y la representación de los datos es casi 
entendible por cualquier ser humano. Esto lo hace muy flexible a la hora 
de querer reprensar datos de cualquier especie. El hecho de que XML 
sea tan fácil de codificar y de entender lo hace el lenguaje ideal para 
utilizarlo en los servicios Web. 
• Independencia del protocolo de Transporte. El hecho de que XML es un 
lenguaje de Marcado de Texto, significa que no necesita de ningún 
protocolo de trasporte especial, solo necesita de un protocolo que pueda 
transferir texto o documentos simples. 
  
3.4.  WSDL (Web Services Description Language) 
 
XML no basta para describir un servicio Web, ya que este ha de asentarse 
también en unos patrones; estos patrones los proporciona el lenguaje de 
descripción WSDL, cuyos elementos se explicarán en este apartado. 
 
El lenguaje de descripción de servicios Web (WSDL, Web Service Description 
Language) es un dialecto basado en XML sobre el esquema que describe un 
servicio Web. Un documento WSDL proporciona la información necesaria al 
cliente para interaccionar con el servicio Web. WSDL es extensible y se puede 
utilizar para describir, prácticamente, cualquier servicio de red, incluyendo 
SOAP sobre HTTP.  
 
Dado que los protocolos de comunicaciones y los formatos de mensajes están 
estandarizados en la comunidad del Web, cada día aumenta la posibilidad e 
importancia de describir las comunicaciones de forma estructurada. WSDL 
afronta esta necesidad definiendo una gramática XML que describe los 
servicios de red como colecciones de puntos finales de comunicación capaces 
de intercambiar mensajes. Las definiciones de servicio de WSDL proporcionan 
documentación para sistemas distribuidos y sirven como fórmula para 
automatizar los detalles que toman parte en la comunicación entre 
aplicaciones.  
 
Los documentos WSDL definen los servicios como colecciones de puntos 
finales de red o puertos. En WSDL, la definición abstracta de puntos finales y 
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de mensajes se separa de la instalación concreta de red o de los enlaces del 
formato de datos. Esto permite la reutilización de definiciones abstractas: 
mensajes, que son descripciones abstractas de los datos que se están 
intercambiando y tipos de puertos, que son colecciones abstractas de 
operaciones. Las especificaciones concretas del protocolo y del formato de 
datos para un tipo de puerto determinado constituyen un enlace reutilizable. Un 
puerto se define por la asociación de una dirección de red y un enlace 
reutilizable; una colección de puertos define un servicio. Por esta razón, un 
documento WSDL utiliza los siguientes elementos en la definición de servicios 
de red:  
• Types: contenedor de definiciones del tipo de datos que utiliza algún 
sistema de tipos.  
• Message: definición abstracta y escrita de los datos que se están 
comunicando.  
• Operation: descripción abstracta de una acción admitida por el servicio.  
• Port Type: conjunto abstracto de operaciones admitidas por uno o más 
puntos finales.  
• Binding: especificación del protocolo y del formato de datos para un tipo 
de puerto determinado.  
• Port: punto final único que se define como la combinación de un enlace y 
una dirección de red.  
• Service: colección de puntos finales relacionados. 
 
3.5. UDDI 
 
Una vez definido el servicio Web, necesitamos darlo a conocer a la comunidad 
para que sepan de su existencia. UDDI se va a encargar de ello: en este 
apartado veremos las repercusiones tecnológicas de UDDI y su relación con 
WSDL. 
 
Hasta ahora, se ha explicado cómo crear un servicio Web en una situación real, 
describiendo desde los documentos de diseño iniciales hasta la 
implementación final. Lógicamente, el siguiente paso consiste en definir cómo 
se dará a conocer el servicio Web para que los clientes interesados puedan 
descubrirlo fácilmente y utilizarlo en sus aplicaciones. En la actualidad, ya 
existe un mecanismo de descubrimiento que cumple estos requisitos: UDDI 
(Universal Description Discovery and Integration), una iniciativa del sector para 
hacer compatible el descubrimiento de servicios Web con todo tipo de 
tecnologías y plataformas.  
 
3.5.1.  Definición 
 
UDDI es un registro público diseñado para almacenar de forma estructurada 
información sobre empresas y los servicios que éstas ofrecen. A través de 
UDDI, se puede publicar y descubrir información de una empresa y de sus 
servicios. Lo más importante es que UDDI contiene información sobre las 
interfaces técnicas de los servicios de una empresa. A través de un conjunto de 
llamadas a API XML basadas en SOAP, se puede interactuar con UDDI tanto 
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en tiempo de diseño como de ejecución para descubrir datos técnicos de los 
servicios que permitan invocarlos y utilizarlos. De este modo, UDDI sirve como 
infraestructura para una colección de software basado en servicios Web.  
 
Varias empresas, incluidas Microsoft, IBM, Sun, Oracle, Compaq, Hewlett 
Packard, Intel, SAP y unas trescientas más unieron sus esfuerzos para 
desarrollar una especificación basada en estándares abiertos y tecnologías no 
propietarias. El resultado fue un registro empresarial global alojado por varios 
nodos de operadores en el que los usuarios podían realizar búsquedas y 
publicaciones sin coste alguno.  
 
A partir de la creación de esta infraestructura para servicios Web, los datos 
sobre estos servicios se pueden encontrar de forma sistemática y confiable en 
una capacidad universal totalmente independiente de proveedores.  
 
 
3.5.2.  Funcionamiento  
 
La información de UDDI se aloja en nodos de operador, empresas que se han 
comprometido a ejecutar un nodo público conforme a la especificación que rige 
el consorcio UDDI.org. En la actualidad existen dos nodos públicos que se 
ajustan a la versión 1 de la especificación UDDI: Microsoft aloja uno e IBM el 
otro. Hewlett Packard se ha comprometido a alojar un nodo bajo la versión 2 de 
la especificación. Los operadores del host deben replicar datos entre ellos a 
través de un canal seguro, para conseguir la redundancia de la información en 
el registro UDDI. Se pueden publicar los datos en un nodo y descubrirlos en 
otro tras la réplica.  
Resulta importante observar que no existen requisitos de propietario respecto 
al modo en que el operador del host implementa su nodo. El nodo sólo se debe 
ajustar a la especificación UDDI. Todos los nodos se comportan exactamente 
igual, ya que se ajustan al mismo conjunto de llamadas a API XML basadas en 
SOAP. Las herramientas de los clientes pueden interoperar con ambos nodos 
sin problemas. Por eso, el nodo público UDDI constituye un claro ejemplo de 
que el modelo de servicios Web XML funciona en entornos heterogéneos.  
 
UDDI se basa en identificadores únicos globales (GUID) para garantizar la 
capacidad de búsquedas y determinar la ubicación de recursos. En última 
instancia, las consultas a UDDI conducen a una interfaz (un archivo .WSDL, 
.XSD, .DTD, etc.) o a una implementación (como un archivo .ASMX o .ASP) 
ubicadas en otro servidor.  
 
3.6.  WSDL y UDDI  
 
WSDL se ha convertido en una pieza clave de la pila de protocolos de los 
servicios Web. Por eso, es importante saber cómo colaboran UDDI y WSDL y 
por qué la idea de interfaces frente implementaciones forma parte de cada 
protocolo. WSDL y UDDI se diseñaron para diferenciar claramente los 
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metadatos abstractos y las implementaciones concretas. Para entender cómo 
funcionan WSDL y UDDI resulta esencial comprender las consecuencias de 
esta división.  
 
Por ejemplo, WSDL distingue claramente los mensajes de los puertos: los 
mensajes (la sintaxis y semántica que necesita un servicio Web) son siempre 
abstractos, mientras que los puertos (las direcciones de red en las que se 
invoca al servicio Web) son siempre concretos. No es necesario que un archivo 
WSDL incluya información sobre el puerto. Un archivo WSDL puede contener 
simplemente información abstracta de interfaz, sin facilitar datos de 
implementación concretos, y ser válido. De este modo, los archivos WSDL se 
separan de las implementaciones.  
 
Una de las consecuencias más interesantes de esto es que pueden existir 
varias implementaciones de una única interfaz WSDL. Este diseño permite que 
sistemas dispares escriban implementaciones de la misma interfaz, para 
garantizar así la comunicación entre ellos. Si tres empresas diferentes 
implementan el mismo archivo WSDL y una parte del software de cliente crea 
el código auxiliar/proxy a partir de esa interfaz, dicho software se podrá 
comunicar con las tres implementaciones con el mismo código de base, 
cambiando simplemente el punto de acceso. 
 
UDDI establece una distinción similar entre la abstracción y la implementación 
con el concepto de tModels. La estructura tModel (abreviatura de Technology 
Model) representa huellas digitales técnicas, interfaces y tipos abstractos de 
metadatos. El resultado de los tModels son las plantillas de enlace, que son la 
implementación concreta de uno o más tModels. Dentro de una plantilla de 
enlace se registra el punto de acceso de una implementación particular de un 
tModel. Del mismo modo que el esquema de WSDL permite separar la interfaz 
y la implementación, UDDI ofrece un mecanismo que permite publicar por 
separado los tModels de las plantillas de enlace que hacen referencia a ellos. 
Por ejemplo, un grupo industrial o de estándares publica la interfaz canónica 
para un sector particular y, a continuación, varias empresas escriben 
implementaciones de esta interfaz. Obviamente, cada una de estas 
implementaciones haría referencia al mismo tModel. Los archivos WSDL 
constituyen un ejemplo perfecto de tModel de UDDI.  
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ANEXO IV. Resultados PEAQ 
 
A continuación mostraremos algunos de los resultados obtenidos en el análisis 
de varios archivos de audio utilizando la herramienta PEAQ. 
 
peaqb -r castañuelas.wav -t castañuelasaac.wav  
 
 
Ref File castañuelas.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
Test File castañuelasaac.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92
 
frame: 304 
BandwidthRefb: 717.547 
BandwidthTestb: 677.187 
TotalNMRb 8.53308 
WinModDiff1b: 96.5058 
ADBb: 2.90619 
EHSb: 0.476402 
AvgModDiff1b: 98.6383 
AvgModDiff2b 145.77 
RmsNoiseLoudb: 4.78309 
MFPDb: 1 
RelDistFramesb: 0.998201 
DI: -0.873737 
ODG: -2.7432 
 
frame: 305 
BandwidthRefb: 716.323 
BandwidthTestb: 676.115 
TotalNMRb 8.52127 
WinModDiff1b: 96.3609 
ADBb: 2.90506 
EHSb: 0.476909 
AvgModDiff1b: 98.5818 
AvgModDiff2b 145.723 
RmsNoiseLoudb: 4.77455 
MFPDb: 1 
RelDistFramesb: 0.998208 
DI: -0.882318 
ODG: -2.75067 
 
frame: 306 
BandwidthRefb: 715.698 
BandwidthTestb: 675.54 
TotalNMRb 8.5093 
WinModDiff1b: 96.2107 
 
ADBb: 2.90395 
EHSb: 0.477077 
AvgModDiff1b: 98.5274 
AvgModDiff2b 145.685 
RmsNoiseLoudb: 4.76605 
MFPDb: 1 
RelDistFramesb: 0.998214 
DI: -0.888499 
ODG: -2.75604 
 
frame: 307 
BandwidthRefb: 715.698 
BandwidthTestb: 675.54 
TotalNMRb 8.49738 
WinModDiff1b: 96.0595 
ADBb: 2.90281 
EHSb: 0.476938 
AvgModDiff1b: 98.4847 
AvgModDiff2b 145.682 
RmsNoiseLoudb: 4.75759 
MFPDb: 1 
RelDistFramesb: 0.998221 
DI: -0.891788 
ODG: -2.75889 
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Ref File clarinete.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
 
Test File clarineteac3.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 32 
  - Level Playback: 92 
 
frame: 323 
BandwidthRefb: 0 
BandwidthTestb: 0 
TotalNMRb 98.9805 
WinModDiff1b: 50.8951 
ADBb: 4.31516 
EHSb: 2.2365e-05 
AvgModDiff1b: 41.7322 
AvgModDiff2b 335.46 
RmsNoiseLoudb: 0.343605 
MFPDb: 1 
RelDistFramesb: 1 
DI: -4.0976 
ODG: -3.91137 
 
frame: 324 
BandwidthRefb: 0 
BandwidthTestb: 0 
TotalNMRb 98.9703 
WinModDiff1b: 51.333 
ADBb: 4.31749 
EHSb: 2.23544e-05 
AvgModDiff1b: 41.7461 
AvgModDiff2b 336.362 
RmsNoiseLoudb: 0.34438 
MFPDb: 1 
RelDistFramesb: 1 
DI: -4.09726 
ODG: -3.91134 
 
frame: 325 
BandwidthRefb: 0 
BandwidthTestb: 0 
TotalNMRb 98.96 
WinModDiff1b: 51.6383 
ADBb: 4.31985 
EHSb: 2.2312e-05 
AvgModDiff1b: 41.7617 
AvgModDiff2b 337.455 
RmsNoiseLoudb: 0.345393 
MFPDb: 1 
RelDistFramesb: 1 
DI: -4.09709 
ODG: -3.91133 
 
frame: 326 
BandwidthRefb: 0 
BandwidthTestb: 0 
TotalNMRb 98.9495 
WinModDiff1b: 51.9035 
ADBb: 4.32214 
EHSb: 2.22755e-05 
AvgModDiff1b: 41.7806 
AvgModDiff2b 338.728 
RmsNoiseLoudb: 0.346616 
MFPDb: 1 
RelDistFramesb: 1 
DI: -4.09699 
ODG: -3.91133 
 
frame: 327 
BandwidthRefb: 0 
BandwidthTestb: 0 
TotalNMRb 98.9387 
WinModDiff1b: 52.2243 
ADBb: 4.32428 
EHSb: 2.22323e-05 
AvgModDiff1b: 41.8031 
AvgModDiff2b 339.929 
RmsNoiseLoudb: 0.347455 
MFPDb: 1 
RelDistFramesb: 1 
DI: -4.09681 
ODG: -3.91131 
Anexo IV. Resultados PEAQ                        29 
 
Ref File claves.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
Test File clavesaif.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
frame: 268 
BandwidthRefb: 504.532 
BandwidthTestb: 504.532 
TotalNMRb -118.009 
WinModDiff1b: 0 
ADBb: 0 
EHSb: 0 
AvgModDiff1b: 0 
AvgModDiff2b 0 
RmsNoiseLoudb: 0 
MFPDb: 0 
RelDistFramesb: 0 
DI: 4.83316 
ODG: 0.186827 
 
frame: 269 
BandwidthRefb: 504.532 
BandwidthTestb: 504.532 
TotalNMRb -118.004 
WinModDiff1b: 0 
ADBb: 0 
EHSb: 0 
AvgModDiff1b: 0 
AvgModDiff2b 0 
RmsNoiseLoudb: 0 
MFPDb: 0 
RelDistFramesb: 0 
DI: 4.83314 
ODG: 0.186826 
 
frame: 270 
BandwidthRefb: 504.532 
BandwidthTestb: 504.532 
TotalNMRb -118 
WinModDiff1b: 0 
ADBb: 0 
EHSb: 0 
AvgModDiff1b: 0 
AvgModDiff2b 0 
RmsNoiseLoudb: 0 
MFPDb: 0 
RelDistFramesb: 0 
DI: 4.83313 
ODG: 0.186825 
 
frame: 271 
BandwidthRefb: 504.532 
BandwidthTestb: 504.532 
TotalNMRb -117.995 
WinModDiff1b: 0 
ADBb: 0 
EHSb: 0 
AvgModDiff1b: 0 
AvgModDiff2b 0 
RmsNoiseLoudb: 0 
MFPDb: 0 
RelDistFramesb: 0 
DI: 4.83311 
ODG: 0.186825 
 
frame: 272 
BandwidthRefb: 504.532 
BandwidthTestb: 504.532 
TotalNMRb -117.989 
WinModDiff1b: 0 
ADBb: 0 
EHSb: 0 
AvgModDiff1b: 0 
AvgModDiff2b 0 
RmsNoiseLoudb: 0 
MFPDb: 0 
RelDistFramesb: 0 
DI: 4.83308 
ODG: 0.186824 
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Ref File flauta.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
 
Test File flautaamr.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
frame: 330 
BandwidthRefb: 891.232 
BandwidthTestb: 509 
TotalNMRb 1.05936 
WinModDiff1b: 40.2995 
ADBb: 2.62654 
EHSb: 2.8493 
AvgModDiff1b: 45.3171 
AvgModDiff2b 89.1372 
RmsNoiseLoudb: 1.65593 
MFPDb: 1 
RelDistFramesb: 1 
DI: -3.35539 
ODG: -3.83838 
 
frame: 331 
BandwidthRefb: 891.232 
BandwidthTestb: 509 
TotalNMRb 1.05936 
WinModDiff1b: 40.2335 
ADBb: 2.62654 
EHSb: 2.8493 
AvgModDiff1b: 45.2998 
AvgModDiff2b 89.1033 
RmsNoiseLoudb: 1.65322 
MFPDb: 1 
RelDistFramesb: 1 
DI: -3.35513 
ODG: -3.83834 
 
frame: 332 
BandwidthRefb: 891.232 
BandwidthTestb: 509 
TotalNMRb 1.05936 
WinModDiff1b: 40.168 
ADBb: 2.62654 
EHSb: 2.8493 
AvgModDiff1b: 45.2826 
AvgModDiff2b 89.0694 
RmsNoiseLoudb: 1.65051 
MFPDb: 1 
RelDistFramesb: 1 
DI: -3.35487 
ODG: -3.83831 
 
frame: 333 
BandwidthRefb: 891.232 
BandwidthTestb: 509 
TotalNMRb 1.05936 
WinModDiff1b: 40.1027 
ADBb: 2.62654 
EHSb: 2.8493 
AvgModDiff1b: 45.2654 
AvgModDiff2b 89.0356 
RmsNoiseLoudb: 1.64782 
MFPDb: 1 
RelDistFramesb: 1 
DI: -3.35461 
ODG: -3.83827 
 
frame: 334 
BandwidthRefb: 891.232 
BandwidthTestb: 509 
TotalNMRb 1.05936 
WinModDiff1b: 40.0378 
ADBb: 2.62654 
EHSb: 2.8493 
AvgModDiff1b: 45.2483 
AvgModDiff2b 89.0018 
RmsNoiseLoudb: 1.64515 
MFPDb: 1 
RelDistFramesb: 1 
DI: -3.35435 
ODG: -3.83824 
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Ref File glockenspiel.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
 
Test File glockenspiel2.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
frame: 713 
BandwidthRefb: 592.423 
BandwidthTestb: 591.706 
TotalNMRb -3.50512 
WinModDiff1b: 12.5013 
ADBb: 1.98592 
EHSb: 0.296551 
AvgModDiff1b: 13.8297 
AvgModDiff2b 64.0095 
RmsNoiseLoudb: 0.404695 
MFPDb: 1 
RelDistFramesb: 0.921776 
DI: -1.42608 
ODG: -3.16642 
 
frame: 714 
BandwidthRefb: 592.423 
BandwidthTestb: 591.706 
TotalNMRb -3.50512 
WinModDiff1b: 12.4922 
ADBb: 1.98592 
EHSb: 0.296551 
AvgModDiff1b: 13.8239 
AvgModDiff2b 63.9825 
RmsNoiseLoudb: 0.404401 
MFPDb: 1 
RelDistFramesb: 0.921776 
DI: -1.42524 
ODG: -3.16587 
 
frame: 715 
BandwidthRefb: 592.423 
BandwidthTestb: 591.706 
TotalNMRb -3.50512 
WinModDiff1b: 12.4832 
ADBb: 1.98592 
EHSb: 0.296551 
AvgModDiff1b: 13.818 
AvgModDiff2b 63.9555 
RmsNoiseLoudb: 0.404107 
MFPDb: 1 
RelDistFramesb: 0.921776 
DI: -1.4244 
ODG: -3.16532 
 
frame: 716 
BandwidthRefb: 592.423 
BandwidthTestb: 591.706 
TotalNMRb -3.50512 
WinModDiff1b: 12.4741 
ADBb: 1.98592 
EHSb: 0.296551 
AvgModDiff1b: 13.8122 
AvgModDiff2b 63.9285 
RmsNoiseLoudb: 0.403814 
MFPDb: 1 
RelDistFramesb: 0.921776 
DI: -1.42356 
ODG: -3.16476 
 
frame: 717 
BandwidthRefb: 592.423 
BandwidthTestb: 591.706 
TotalNMRb -3.50512 
WinModDiff1b: 12.4651 
ADBb: 1.98592 
EHSb: 0.296551 
AvgModDiff1b: 13.8064 
AvgModDiff2b 63.9015 
RmsNoiseLoudb: 0.403522 
MFPDb: 1 
RelDistFramesb: 0.921776 
DI: -1.42272 
ODG: -3.16421 
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Ref File marimba.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
Test File marimbaau.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
frame: 372 
BandwidthRefb: 483.683 
BandwidthTestb: 483.683 
TotalNMRb -117.565 
WinModDiff1b: 0 
ADBb: 0 
EHSb: 0 
AvgModDiff1b: 0 
AvgModDiff2b 0 
RmsNoiseLoudb: 1.85631e-17 
MFPDb: 0 
RelDistFramesb: 0 
DI: 4.75769 
ODG: 0.184248 
 
frame: 373 
BandwidthRefb: 483.683 
BandwidthTestb: 483.683 
TotalNMRb -117.565 
WinModDiff1b: 0 
ADBb: 0 
EHSb: 0 
AvgModDiff1b: 0 
AvgModDiff2b 0 
RmsNoiseLoudb: 2.54915e-17 
MFPDb: 0 
RelDistFramesb: 0 
DI: 4.75769 
ODG: 0.184248 
 
frame: 374 
BandwidthRefb: 483.683 
BandwidthTestb: 483.683 
TotalNMRb -117.565 
WinModDiff1b: 0 
ADBb: 0 
EHSb: 0 
AvgModDiff1b: 0 
AvgModDiff2b 0 
RmsNoiseLoudb: 1.85097e-17 
MFPDb: 0 
RelDistFramesb: 0 
DI: 4.75769 
ODG: 0.184248 
 
frame: 375 
BandwidthRefb: 483.683 
BandwidthTestb: 483.683 
TotalNMRb -117.565 
WinModDiff1b: 0 
ADBb: 0 
EHSb: 0 
AvgModDiff1b: 0 
AvgModDiff2b 0 
RmsNoiseLoudb: 2.54184e-17 
MFPDb: 0 
RelDistFramesb: 0 
DI: 4.75769 
ODG: 0.184248 
 
frame: 376 
BandwidthRefb: 483.683 
BandwidthTestb: 483.683 
TotalNMRb -117.565 
WinModDiff1b: 0 
ADBb: 0 
EHSb: 0 
AvgModDiff1b: 0 
AvgModDiff2b 0 
RmsNoiseLoudb: 2.53821e-17 
MFPDb: 0 
RelDistFramesb: 0 
DI: 4.75769 
ODG: 0.184248 
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Ref File piano.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
 
Test File pianoawb.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
frame: 342 
BandwidthRefb: 681.827 
BandwidthTestb: 369.019 
TotalNMRb -2.08045 
WinModDiff1b: 24.2799 
ADBb: 2.40632 
EHSb: 4.29507 
AvgModDiff1b: 26.3213 
AvgModDiff2b 96.2741 
RmsNoiseLoudb: 0.786056 
MFPDb: 1 
RelDistFramesb: 0.992168 
DI: -1.12428 
ODG: -2.95008 
 
frame: 343 
BandwidthRefb: 681.827 
BandwidthTestb: 369.019 
TotalNMRb -2.08874 
WinModDiff1b: 24.2524 
ADBb: 2.40632 
EHSb: 4.28889 
AvgModDiff1b: 26.3149 
AvgModDiff2b 96.4156 
RmsNoiseLoudb: 0.784826 
MFPDb: 1 
RelDistFramesb: 0.992192 
DI: -1.12461 
ODG: -2.95034 
 
frame: 344 
BandwidthRefb: 681.827 
BandwidthTestb: 369.019 
TotalNMRb -2.09658 
WinModDiff1b: 24.2231 
ADBb: 2.40632 
EHSb: 4.2873 
AvgModDiff1b: 26.3084 
AvgModDiff2b 96.559 
RmsNoiseLoudb: 0.783603 
MFPDb: 1 
RelDistFramesb: 0.992217 
DI: -1.12391 
ODG: -2.94979 
 
frame: 345 
BandwidthRefb: 681.827 
BandwidthTestb: 369.019 
TotalNMRb -2.10503 
WinModDiff1b: 24.1914 
ADBb: 2.40632 
EHSb: 4.28519 
AvgModDiff1b: 26.3016 
AvgModDiff2b 96.6955 
RmsNoiseLoudb: 0.782383 
MFPDb: 1 
RelDistFramesb: 0.992241 
DI: -1.12326 
ODG: -2.94929 
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Ref File saxo.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
 
Test File saxoflac.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
frame: 102 
BandwidthRefb: 606.304 
BandwidthTestb: 606.304 
TotalNMRb -124.773 
WinModDiff1b: 0 
ADBb: 0 
EHSb: 0 
AvgModDiff1b: 0 
AvgModDiff2b 0 
RmsNoiseLoudb: 4.60645e-18 
MFPDb: 0 
RelDistFramesb: 0 
DI: 5.27927 
ODG: 0.198705 
 
frame: 103 
BandwidthRefb: 607.39 
BandwidthTestb: 607.39 
TotalNMRb -124.764 
WinModDiff1b: 0 
ADBb: 0 
EHSb: 0 
AvgModDiff1b: 0 
AvgModDiff2b 0 
RmsNoiseLoudb: 4.57644e-18 
MFPDb: 0 
RelDistFramesb: 0 
DI: 5.28414 
ODG: 0.198808 
 
 
 
frame: 104 
BandwidthRefb: 608.417 
BandwidthTestb: 608.417 
TotalNMRb -124.755 
WinModDiff1b: 0 
ADBb: 0 
EHSb: 0 
AvgModDiff1b: 0 
AvgModDiff2b 0 
RmsNoiseLoudb: 4.54701e-18 
MFPDb: 0 
RelDistFramesb: 0 
DI: 5.28875 
ODG: 0.198905 
 
frame: 105 
BandwidthRefb: 608.394 
BandwidthTestb: 608.394 
TotalNMRb -124.743 
WinModDiff1b: 0 
ADBb: 0 
EHSb: 0 
AvgModDiff1b: 0 
AvgModDiff2b 0 
RmsNoiseLoudb: 4.51814e-18 
MFPDb: 0 
RelDistFramesb: 0 
DI: 5.28859 
ODG: 0.198901 
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Ref File soprano.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
 
Test File sopranom4a.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
 
frame: 480 
BandwidthRefb: 917.134 
BandwidthTestb: 747.837 
TotalNMRb -10.0312 
WinModDiff1b: 11.8771 
ADBb: 0.913035 
EHSb: 0.457399 
AvgModDiff1b: 11.9846 
AvgModDiff2b 28.3594 
RmsNoiseLoudb: 0.406296 
MFPDb: 0.992835 
RelDistFramesb: 0.259289 
DI: 0.992907 
ODG: -0.91542 
 
frame: 481 
BandwidthRefb: 916.987 
BandwidthTestb: 747.825 
TotalNMRb -10.0366 
WinModDiff1b: 11.8712 
ADBb: 0.913035 
EHSb: 0.456628 
AvgModDiff1b: 11.983 
AvgModDiff2b 28.3584 
RmsNoiseLoudb: 0.405869 
MFPDb: 0.992835 
RelDistFramesb: 0.258723 
DI: 0.993834 
ODG: -0.914653 
 
frame: 482 
BandwidthRefb: 916.721 
BandwidthTestb: 747.763 
TotalNMRb -10.0425 
WinModDiff1b: 11.8638 
ADBb: 0.913035 
EHSb: 0.456201 
AvgModDiff1b: 11.9813 
AvgModDiff2b 28.3608 
RmsNoiseLoudb: 0.405467 
MFPDb: 0.992835 
RelDistFramesb: 0.258159 
DI: 0.993876 
ODG: -0.914618 
 
frame: 483 
BandwidthRefb: 916.36 
BandwidthTestb: 747.685 
TotalNMRb -10.049 
WinModDiff1b: 11.8552 
ADBb: 0.913035 
EHSb: 0.45563 
AvgModDiff1b: 11.9784 
AvgModDiff2b 28.3571 
RmsNoiseLoudb: 0.405028 
MFPDb: 0.992835 
RelDistFramesb: 0.257598 
DI: 0.993847 
ODG: -0.914643 
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Ref File tambores.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
 
Test File tamboresmp2.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 32 
  - Level Playback: 92 
 
 
frame: 275 
BandwidthRefb: 0 
BandwidthTestb: 0 
TotalNMRb 95.5873 
WinModDiff1b: 91.8295 
ADBb: 4.51889 
EHSb: 3.11198e-05 
AvgModDiff1b: 65.7405 
AvgModDiff2b 1584.18 
RmsNoiseLoudb: 0.800407 
MFPDb: 1 
RelDistFramesb: 1 
DI: -4.12432 
ODG: -3.91315 
 
frame: 276 
BandwidthRefb: 0 
BandwidthTestb: 0 
TotalNMRb 95.5733 
WinModDiff1b: 91.815 
ADBb: 4.51966 
EHSb: 3.10338e-05 
AvgModDiff1b: 65.7508 
AvgModDiff2b 1585.11 
RmsNoiseLoudb: 0.799458 
MFPDb: 1 
RelDistFramesb: 1 
DI: -4.12433 
ODG: -3.91315 
 
frame: 277 
BandwidthRefb: 0 
BandwidthTestb: 0 
TotalNMRb 95.559 
WinModDiff1b: 91.7855 
ADBb: 4.52038 
EHSb: 3.10006e-05 
AvgModDiff1b: 65.7653 
AvgModDiff2b 1585.96 
RmsNoiseLoudb: 0.798723 
MFPDb: 1 
RelDistFramesb: 1 
DI: -4.12433 
ODG: -3.91315 
 
frame: 278 
BandwidthRefb: 0 
BandwidthTestb: 0 
TotalNMRb 95.5439 
WinModDiff1b: 91.8271 
ADBb: 4.52098 
EHSb: 3.09048e-05 
AvgModDiff1b: 65.8406 
AvgModDiff2b 1588.43 
RmsNoiseLoudb: 0.798247 
MFPDb: 1 
RelDistFramesb: 1 
DI: -4.12433 
ODG: -3.91315 
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Ref File tamboril.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
 
Test File tamborilmp3.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 32 
  - Level Playback: 92 
 
frame: 272 
BandwidthRefb: 460.5 
BandwidthTestb: 460.5 
TotalNMRb 95.2062 
WinModDiff1b: 118.789 
ADBb: 4.4567 
EHSb: 0.000383886 
AvgModDiff1b: 93.2887 
AvgModDiff2b 3404.67 
RmsNoiseLoudb: 2.25088 
MFPDb: 1 
RelDistFramesb: 1 
DI: -4.12464 
ODG: -3.91317 
 
frame: 273 
BandwidthRefb: 460.5 
BandwidthTestb: 460.5 
TotalNMRb 95.1945 
WinModDiff1b: 118.831 
ADBb: 4.45768 
EHSb: 0.00038233 
AvgModDiff1b: 93.3847 
AvgModDiff2b 3407.94 
RmsNoiseLoudb: 2.24668 
MFPDb: 1 
RelDistFramesb: 1 
DI: -4.12464 
ODG: -3.91317 
 
frame: 274 
BandwidthRefb: 460.5 
BandwidthTestb: 460.5 
TotalNMRb 95.1838 
WinModDiff1b: 118.734 
ADBb: 4.45867 
EHSb: 0.000380837 
AvgModDiff1b: 93.3242 
AvgModDiff2b 3405.66 
RmsNoiseLoudb: 2.24227 
MFPDb: 1 
RelDistFramesb: 1 
DI: -4.12464 
ODG: -3.91317 
 
frame: 275 
BandwidthRefb: 460.5 
BandwidthTestb: 460.5 
TotalNMRb 95.1714 
WinModDiff1b: 118.685 
ADBb: 4.45955 
EHSb: 0.000379447 
AvgModDiff1b: 93.4067 
AvgModDiff2b 3407.72 
RmsNoiseLoudb: 2.23806 
MFPDb: 1 
RelDistFramesb: 1 
DI: -4.12464 
ODG: -3.91317 
 
 
 
 
 
 
 
38    Identificar métricas para algoritmo que determina la mejor adaptación multimedia 
 
 
 
 
Ref File timbal.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
 
Test File timbalogg.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 32 
  - Level Playback: 92 
 
frame: 411 
BandwidthRefb: 0 
BandwidthTestb: 0 
TotalNMRb 93.8945 
WinModDiff1b: 77.7135 
ADBb: 4.40246 
EHSb: 0.00228248 
AvgModDiff1b: 81.5595 
AvgModDiff2b 2097.79 
RmsNoiseLoudb: 0.439578 
MFPDb: 1 
RelDistFramesb: 1 
DI: -4.12462 
ODG: -3.91317 
 
frame: 412 
BandwidthRefb: 0 
BandwidthTestb: 0 
TotalNMRb 93.8871 
WinModDiff1b: 77.6567 
ADBb: 4.40354 
EHSb: 0.00227687 
AvgModDiff1b: 81.5378 
AvgModDiff2b 2098.33 
RmsNoiseLoudb: 0.439256 
MFPDb: 1 
RelDistFramesb: 1 
DI: -4.12462 
ODG: -3.91317 
 
frame: 413 
BandwidthRefb: 0 
BandwidthTestb: 0 
TotalNMRb 93.8796 
WinModDiff1b: 77.6002 
ADBb: 4.40457 
EHSb: 0.00227128 
AvgModDiff1b: 81.5175 
AvgModDiff2b 2099.06 
RmsNoiseLoudb: 0.438904 
MFPDb: 1 
RelDistFramesb: 1 
DI: -4.12462 
ODG: -3.91317 
 
frame: 414 
BandwidthRefb: 0 
BandwidthTestb: 0 
TotalNMRb 93.8721 
WinModDiff1b: 77.5368 
ADBb: 4.40559 
EHSb: 0.00226586 
AvgModDiff1b: 81.4957 
AvgModDiff2b 2099.7 
RmsNoiseLoudb: 0.438451 
MFPDb: 1 
RelDistFramesb: 1 
DI: -4.12462 
ODG: -3.91317 
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Ref File triangulo.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
 
Test File triangulovox.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
frame: 634 
BandwidthRefb: 782.106 
BandwidthTestb: 784.438 
TotalNMRb 7.46383 
WinModDiff1b: 41.6786 
ADBb: 2.33222 
EHSb: 0.512248 
AvgModDiff1b: 41.832 
AvgModDiff2b 528.634 
RmsNoiseLoudb: 1.12684 
MFPDb: 1 
RelDistFramesb: 0.999101 
DI: -3.71787 
ODG: -3.88042 
 
frame: 635 
BandwidthRefb: 782.106 
BandwidthTestb: 784.438 
TotalNMRb 7.46383 
WinModDiff1b: 41.6444 
ADBb: 2.33222 
EHSb: 0.512248 
AvgModDiff1b: 41.8156 
AvgModDiff2b 528.426 
RmsNoiseLoudb: 1.12591 
MFPDb: 1 
RelDistFramesb: 0.999101 
DI: -3.71764 
ODG: -3.8804 
 
frame: 636 
BandwidthRefb: 782.106 
BandwidthTestb: 784.438 
TotalNMRb 7.46383 
WinModDiff1b: 41.6103 
ADBb: 2.33222 
EHSb: 0.512248 
AvgModDiff1b: 41.7991 
AvgModDiff2b 528.218 
RmsNoiseLoudb: 1.12499 
MFPDb: 1 
RelDistFramesb: 0.999101 
DI: -3.71742 
ODG: -3.88037 
 
frame: 637 
BandwidthRefb: 782.106 
BandwidthTestb: 784.438 
TotalNMRb 7.46383 
WinModDiff1b: 41.5763 
ADBb: 2.33222 
EHSb: 0.512248 
AvgModDiff1b: 41.7827 
AvgModDiff2b 528.011 
RmsNoiseLoudb: 1.12407 
MFPDb: 1 
RelDistFramesb: 0.999101 
DI: -3.71719 
ODG: -3.88035
40    Identificar métricas para algoritmo que determina la mejor adaptación multimedia 
 
 
 
Ref File trompeta.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
 
Test File trompetawma.wav 
  - Sample Rate: 44100 
  - Number Of Channel: 2 
  - Bits for Sample: 16 
  - Level Playback: 92 
 
frame: 140 
BandwidthRefb: 898.843 
BandwidthTestb: 694.139 
TotalNMRb -14.0557 
WinModDiff1b: 6.37349 
ADBb: 0.751055 
EHSb: 0.916981 
AvgModDiff1b: 6.04729 
AvgModDiff2b 14.9011 
RmsNoiseLoudb: 0.101045 
MFPDb: 0.886562 
RelDistFramesb: 0.039787 
DI: 1.65833 
ODG: -0.451941 
 
frame: 141 
BandwidthRefb: 899.037 
BandwidthTestb: 694.322 
TotalNMRb -14.0696 
WinModDiff1b: 6.36192 
ADBb: 0.751055 
EHSb: 0.9109 
AvgModDiff1b: 6.03654 
AvgModDiff2b 14.8625 
RmsNoiseLoudb: 0.10071 
MFPDb: 0.886562 
RelDistFramesb: 0.0394382 
DI: 1.66423 
ODG: -0.448618 
 
frame: 142 
BandwidthRefb: 899.22 
BandwidthTestb: 694.498 
TotalNMRb -14.0892 
WinModDiff1b: 6.34789 
ADBb: 0.751055 
EHSb: 0.904193 
AvgModDiff1b: 6.02129 
AvgModDiff2b 14.8 
RmsNoiseLoudb: 0.100321 
MFPDb: 0.886562 
RelDistFramesb: 0.0390956 
DI: 1.67168 
ODG: -0.444439 
 
frame: 143 
BandwidthRefb: 899.399 
BandwidthTestb: 694.666 
TotalNMRb -14.1023 
WinModDiff1b: 6.33252 
ADBb: 0.751055 
EHSb: 0.897755 
AvgModDiff1b: 6.0009 
AvgModDiff2b 14.7642 
RmsNoiseLoudb: 0.0999783 
MFPDb: 0.886562 
RelDistFramesb: 0.0387588 
DI: 1.67827 
ODG: -0.44076 
 
 
