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Abstract
The thesis contains three essays, which are related to macroeconomic
analyses with factor models.
In Chapter 1, I investigate time variations in the monetary policy ef-
fects on the economy in Japan, by using time-varying Factor Augmented
Vector Autoregression (FAVAR) model. The main interest is whether
and how the policy effects change due to the Bubble Burst and during
the (near-)zero interest rate period. As an analysis methodology, I pro-
pose and adopt the following two-stage procedure. In the first stage, the
shadow rate is estimated by a non-linear term structure model, where the
shadow rate represents a policy stance of the monetary policy authority
during the (near-)zero interest rate period. Using the estimated rate as
a policy instrument, the second stage estimates the time-varying FAVAR
model.
Chapter 2 investigates the performance of time-varying FAVAR in terms
of whether it correctly captures time variations in monetary policy trans-
mission to macro-economy. The analysis is conducted through Monte
Carlo (MC)-based experiments, and the model’s performance is exam-
ined in comparison with that of time-varying VAR which does not use
unobserved factors. The experiments show that the time-varying FAVAR
adequately detects the time variations even under a situation where the
time-varying VAR fails to do this. Using the computation techniques
proposed in the recent literature, the above result is interpreted in terms
of the information sufficiency of those two empirical models.
In Chapter 3, my attention moves to an estimation of factor model
with machine-learning approach. The chapter is devoted to proposing
a novel method to identify a grouped factor structure by introducing a
l1-constraint (Lasso approach) of the pair-wise difference of the factor
loadings. Through theoretical analyses including Monte Carlo experi-
ments, the advantage of the Lasso-based method is revealed over the
existing methods.
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Chapter 1
Changes in Monetary Policy
Effects through the Bubble
Burst and the Zero Interest
Rate Regime in Japan
1.1 Introduction
During these few decades, many countries have experienced several struc-
tural changes in their economy. One well-known example is the Great
Moderation, which is a marked decline in the volatility of macroeconomic
variables such as output and inflation. As reported by many researchers,
the Great Moderation occurs during the 1980s and the subsequent peri-
ods in the U.S. (see, for example, Perez-Quiros and McConnell (2000) and
Blanchard and Simon (2001)). In UK, a similar phenomenon is observed
after the introduction of inflation targeting in 19921. Many research
studies also claim that monetary policy effects on the economy signifi-
cantly change through this phenomenon. Famous works include Lubik
and Schorfheide (2004) and Boivin and Giannoni (2006), whose stud-
ies are based on sticky-price Dynamic Stochastic General Equilibrium
(DSGE). In the more recent literature, similar implications are provided
by Baumeister et al. (2013) and Ellis et al. (2014) who use time-varying
1See, for example, Ellis et al. (2014).
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Factor Augmented Vector Autoregression (FAVAR) framework2. As dis-
cussed in those papers, it is arguably the case that the major structural
changes in the economy significantly affect transmission of monetary pol-
icy effects throughout the economy.
As an extension of the works by Baumeister et al. (2013) and Ellis
et al. (2014), I apply the time-varying FAVAR model to Japan’s data
from 1975 to 2007. Whereas those earlier works focus on the Great
Moderation as a source of changing monetary policy effects, the interest
of this study is whether and how the policy effects change due to the
Bubble Burst and the (near-)zero interest rate policy3.
In the literature, it is common to use short-term interest rate as mon-
etary policy instrument. However, it is not necessarily relevant in this
study, because the rate is close to the lower bound during the (near-)zero
interest rate period. To deal with this issue, I conduct a two-step analy-
sis. In the first step, I evaluate shadow rate from 1995 to 2007 in Japan,
where the shadow rate represents policy stance of the monetary policy
authorities during the (near-)zero interest rate regime4. Then, using the
shadow rate as policy instrument, the second step is devoted to estimat-
ing the time-varying FAVAR model, by which I examine how monetary
policy effects change from the 1970s to the 2000s.
In the first step, I use a non-linear term structure model called SRTSM
(shadow rate term structure model). This model is originally proposed
by Black (1995). The model introduces the shadow rate st that is linear
in Gaussian factors, with the actual short-term interest rate rt defined
by the maximum of the shadow rate and zero (i.e. rt = max(st, 0)).
By using a state-space framework of latent factors, the literature has
been analytically studying relation between the shadow rate and the
yields on assets of various maturities. For a while, the literature finds
the analytical solution only in the case of one factor framework, which
does not necessarily match empirical data in a good manner. However,
Wu and Xia (2016) succeed in deriving the solution for a multi-factor
2They analyze U.S. and UK data from the 1970s to the 2000s. Each study finds the
evidence of a significant shift in monetary policy effects due to the Great Moderation.
3Japan experienced the Bubble Burst around 1990-91, by which both of the housing
and financial markets plunged. To tackle the adverse impact of this crisis on the
economy, the Bank of Japan kept on lowering the policy rate. The rate was lowered
to 0.5 % in 1995, since which it has been near zero (i.e. near-zero interest rate policy).
4Note that the data period ends at 2007, and it is due to availability of the yield
curve data of the government bond. For detail, see Section 1.2.
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framework, by which an empirical application of SRTSM becomes much
more realistic.
As for the second step, it should be mentioned that time-varying VAR
(Vector Autoregression) can be also a relevant analysis model. However,
as pointed out by Benati and Surico (2009) and Graeve (2017), the time-
varying VAR is not necessarily suitable for identifying time variations
in monetary policy transmission. In this perspective, Yamamura (2018)
also claims that the time-varying FAVAR behaves in an adequate manner
even under the situation that the time-varying VAR does not5. Based
on those works, I choose to use the time-varying FAVAR throughout this
study.
The main findings from the estimated FAVAR are the following. The
impulse response of the real output to monetary policy shock does not
change significantly across the whole study period. However, the response
of the aggregate price becomes stronger during the early 1990s, and the
timing of this change is associated with the Bubble Burst. Regarding
the policy effects during the (near-)zero interest rate period, no signifi-
cant evidence of their time variation is observed. A simulation work with
the New Keynesian model implies that the above observation can be ex-
plained by shifts in the underlying dynamics of the macro-economy such
as a transition in the monetary policy rule. Using the estimated FAVAR,
I also examine monetary policy propagation to disaggregate prices, and
it reveals that dispersion of the price responses rapidly increases during
the early 1990s.
This chapter is organized as follows. In Section 1.2, the shadow rate
is estimated. Section 1.3 introduces the time-varying FAVAR model and
its estimation methodology. Section 1.4 shows the analysis results, and
Section 1.5 provides a conclusion.
1.2 Estimation of shadow rate
This section is devoted to estimating the shadow rate during the (near-
)zero interest rate regime in Japan.
5Yamamura (2018)’s work is reported in Chapter 2 of this thesis.
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1.2.1 Shadow rate model
During the (near-)zero interest rate regime, the Bank of Japan often exer-
cised an unconventional policy such as large-scale asset purchasing which
is expected to affect the long-term interest rates. It is not straightforward
to asses the impact of such a policy, because the short-term interest rate
is always near its lower bound during the zero interest rate period. In the
literature on the term structure models, many studies have tried to deal
with this issue. One popular approach is the Gaussian affine term struc-
ture model (GATSM). It describes the relationship between the yields
on assets with different maturities, by using the (unobserved) Gaussian
factors. However, the model describes the nominal interest rates using a
linear function of the latent factors, by which they are allowed to become
negative. This is a severe problem when the short-term interest rate is
close to the zero lower boundary.
To tackle this drawback the shadow rate term structure model (SRTSM)
is proposed by Black (1995). In this model, the short-term interest rate rt
is defined by the maximum of the shadow rate st and the lower bound rmin
(i.e. rt = max(st, rmin)). For a while, the literature finds the analytical
solution only in the case of one factor framework, which does not nec-
essarily match empirical data in a good manner. However, Wu and Xia
(2016) succeed in deriving the solution for a multi-factor framework, by
which an empirical application of SRTSM becomes much more realistic.
1.2.2 Equation system
In the SRTSM, the short term interest rate rt is defined by the maximum
of the shadow rate st and the lower bound rmin:
rt = max(st, rmin) (1.1)
where the shadow rate st is defined by an affine function of the unobserved
factors Xt:
st = δ0 + δ
′
1Xt (1.2)
The latent factors Xt are assumed to follow a VAR(1) process under the
physical measure P:
Xt+1 = µ+ ρXt + Σεt+1, εt+1 ∼ N(0, I) (1.3)
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When yn,t denotes the zero-coupon yield at time t for a loan maturing at
t+n, the no-arbitrage assumption makes an asset price being a martingale
under the risk-neutral measure Q:
yn,t = − 1
n
log(EQt [exp(−
∫ t+n
t
rτdτ)])
where EQt [·] is the conditional expectation under the Q-measure. Under
this measure, the factors Xt are written as
Xt+1 = µ
Q + ρQXt + Σ
QεQt+1, εt+1
Q∼ N(0, I) (1.4)
Note that the two measures P and Q are related by
µ− µQ = Σλ0
ρ− ρQ = Σλ1
where the parameters λ0 and λ1 are related to the market price of risk
6.
Based on Eqs. (1.1)-(1.4), Wu and Xia (2016) derive an analytical
approximation of forward rate as follows:
fn,n+1,t = rmin + σ
Q
n g
(
an + b
′
nXt − rmin
σQn
)
(σQn )
2 = V arQt (st+n) =
n−1∑
j=0
δ′1(ρ
Q)jΣΣ′(ρQ
′
)jδ1
where fn,n+1,t is the forward rate at time t for a loan starting at t+n and
maturing at t+n+1. The function g(·) is g(z) = zΦ(z)+φ(z) where Φ(·)
and φ(·) are the cumulative distribution function (CDF) and probability
density function (PDF) of a standard normal distribution, respectively.
The definitions of an and bn are
a¯n = δ0 + δ
′
1(
n−1∑
j=0
(ρQ)j)µQ
an = a¯n − 1
2
δ′1(
n−1∑
j=0
(ρQ)j)ΣΣ′(
n−1∑
j=0
(ρQ)j)′δ1
bn = δ
′
1(ρ
Q)n
Using all the above, the equation system of the shadow rate model can
6Following Duffee (2002), the market price of risk λt is assumed to be essentially
affine in terms of Xt:
λt = λ0 + λ1Xt
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be summarized by the following state space representation:
fn,n+1,t = rmin + σ
Q
n g
(
an + b
′
nXt − rmin
σQn
)
(1.5)
Xt+1 = µ+ ρXt + Σεt+1, εt+1 ∼ N(0, I)
Xt+1 = µ
Q + ρQXt + Σ
QεQt+1, εt+1
Q∼ N(0, I) (1.6)
1.2.3 Identification scheme
In the literature, it is widely accepted that three factors can sufficiently
account for the cross-sectional variation in the zero-coupon yields7. On
this basis, three factor models are used throughout this exercise (dim(Xt) =
3). For identification of the model, the following restrictions are im-
posed8:
(i) δ1 = [1, 1, 0]
′
(ii) µQ = 0
(iii) Σ is lower triangular.
(iv) ρQ is in real Jordan form with the eigenvalues in the descending
order. When assuming that ρQ has three distinct eigenvalues, the
two smaller eigenvalues are almost identical to one another (see
Creal and Wu (2015) and Wu and Xia (2016)). Furthermore, ρQ1
is assumed to be one in this exercise (ρQ1 = 1)
9. From the above
assumptions, ρQ obtains the following representation:
ρQ =
 1 0 00 ρQ2 1
0 0 ρQ2

1.2.4 Estimation methodology
Estimation procedure The SRTSM is estimated by the Bayesian ap-
proach. The estimation algorithm consists of the following steps. To
7The three factors are expected to capture intercept, slope and curvature of the
yield curve, respectively.
8These restrictions are used by many works in the literature (see, for example,
Joslin et al. (2011), Hamilton and Wu (2014), and Wu and Xia (2016)).
9The relevancy of this assumption is discussed in appendix 1.6.1.
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begin with, given the initial values for the factors, ρQ2 , Σ and δ0 are sam-
pled by using the scheme of Jacquier et al. (1994), and R is drawn from
the inverse gamma distribution. The factors Xt are sampled using the
Kalman filter. It should be mentioned that the observation equation (1.5)
is not linear in Xt. To cope with this non-linearity, the extended Kalman
filter is used10. Finally, using Eq. (1.6), the remaining parameters µ and
ρ are estimated by the least square approach. The above procedure is
repeated 10,000 times, where the first 9,000 iterations are discarded as a
burn-in ((M ,M0)=(10000, 9000)).
Data set Wright (2011) provides the dataset of the one-month forward
rates fn,n+1,t
11, where the maturities n are: 1 and 3 months; and 1, 2, 5,
7, 10 and 12.5 years (n = 1, 3, 12, 24, 60, 84, 120, 150). The data period
spans from January 1992 to December 2007 (1992:01-2007:12).
1.2.5 Estimated result
The estimated shadow rate is displayed in Fig. 1.1. In the figure, the
actual short-term interest rate (overnight call rate) is also indicated by
the black line. Before 1995, the shadow rate is almost equal to the call
rate. However, in 2001-2006 (the period when the quantitative easing
was conducted by the Bank of Japan), the shadow rate fluctuates in the
negative region, showing a clear deviation from the call rate. Note also
that the shadow rate becomes positive around March 2006, when the
quantitative easing was terminated. As for the estimates of the model
parameters, see Table 1.1 and Fig. 1.2. Furthermore, Fig. 1.3 shows the
estimated shadow rates in several cases of iteration times (M,M0), which
confirm that the results converge sufficiently.
10For detail of the algorithm, see Wu and Xia (2016).
11In the paper, he estimates the zero-coupon yield curve for ten countries including
Japan.
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Figure 1.1: Estimated shadow rate: The blue line represents the esti-
mated shadow rate. The black line is the overnight call rate.
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Figure 1.2: Estimated result for ρQ2 (t) and Xt
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Table 1.1: Estimated result for the model parameters in SRTSM
Parameters Estimates
δ0 (4.26±0.03)×10−3
R (1.16±0.06)×10−7
Σ
 2.06± 0.01 0 0−2.66± 0.01 2.25± 0.01 0
−0.02± 0.00 −0.15± 0.00(1) 0.44± 0.00(2)
× 10−4
µ
 1.31± 0.02−1.66± 0.04
−0.02± 0.01
× 10−3
ρ
 9.84± 0.00(3) 0.30± 0.00(4) 1.25± 0.080.01± 0.01 9.41± 0.01 −4.87± 0.17
0.01± 0.00(1) −0.01± 0.00(1) 9.57± 0.01
× 10−1
Figure 1.3: Stability check of the estimated shadow rate: The black,
blue, red and cyan lines are the estimates with (M,M0) = (10000, 9000),
(8000, 7000), (5000, 4500) and (3000, 2700), respectively.
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1.3 Time-varying FAVARmodel with stochas-
tic volatility
1.3.1 The model
The specification follows Baumeister et al. (2013) and Ellis et al. (2014).
The model can be written in state space form. First, the observation
equation is
Xt = Λ
fFt +Ψ
RRt + et , et ∼ N(0, R) (t = 1, ..., T ) (1.7)
where Xt = [X1t ... XNt]
′ is a panel of N observed variables, Ft =
[F 1t ... F
K
t ]
′ denote K latent factors, and Rt is monetary policy instru-
ment12. The disturbances et = [e1t ... eNt]
′ are i.i.d. with E[et] = 0 and
E[ete
′
t] = R, where the N × N matrix R is assumed to be diagonal.
For unique identification of latent factors, it is assumed that the upper
K×K block of Λf is identity matrix, and also that the upper K×1 block
of ΨR is zero13. The transition equation is given by
Zt = ct +B1,tZt−1 + ...+BL,tZt−L + vt , vt ∼ N(0,Ωt) (1.8)
where Zt denotes the common factors made up of latent factors Ft and
interest rate Rt (Zt = [F
′
t Rt]
′). Note that this equation allows for time-
varying parameters (ct, Bk,t with k = 1, ..., L) and stochastic volatil-
ity (Ωt). As a common choice in the literature, the lag length is set equal
to two (L = 2)14. The volatility matrix Ωt is factored as
Ωt = A
−1
t Ht(A
−1
t )
′ (1.9)
12As described in 1.3.3, the policy instrument Rt is defined by the overall call rate
for the pre-1995 period (1975-1994), and by the shadow rate for the post-1995 period
(1995-2007).
13For detail, see Bernanke et al. (2005).
14This choice is mainly motivated from a computational perspective. For more
detail, see Primiceri (2005), Baumeister et al. (2013) and Ellis et al. (2014).
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where Ht is diagonal and At is lower-triangular:
Ht =

σ1,t 0 · · · 0
0 σ2,t
. . .
...
...
. . .
. . . 0
0 · · · 0 σn,t
 , At =

1 0 · · · 0
a21,t 1
. . .
...
...
. . .
. . . 0
an1,t · · · ann−1,t 1

(1.10)
Following Primiceri (2005), Baumeister et al. (2013) and Ellis et al.
(2014), the time evolution of the VAR coefficients and volatility matrix
is specified as
βt = βt−1 + ηt
αt = αt−1 + τt
log σt = log σt−1 + εt
(1.11)
where βt stacks all of the VAR coefficients, αt stacks non-zero and non-
one elements of the matrix At, and σt stacks diagonal components of the
matrix Ht. All of the innovations in the model are assumed to be jointly
normally distributed, and their variance covariance matrices are specified
by
V ≡ V ar


ut
ηt
τt
εt

 =

In 0 0 0
0 Q 0 0
0 0 D 0
0 0 0 G
 (1.12)
where G is assumed to be diagonal (G = diag(gi)).
1.3.2 Identification of monetary policy shock
As well as model specification, the identification scheme follows a stan-
dard recommendation in the literature (Bernanke et al. (2005), Baumeis-
ter et al. (2013) etc.). To identify a monetary policy shock, two re-
strictions are imposed into the model. First, the recursive identifica-
tion scheme is applied to the transition equation. Note that the mone-
tary policy instrument Rt is placed last in Zt (see the discussion around
Eq. (1.8)). With this ordering, monetary policy shock is assumed to be
the only one structural shock which does not affect the other factors con-
temporaneously. Second, the macroeconomic series are divided into two
categories: slow-moving and fast-moving. The slow-moving variable is a
pre-determined variable in the current period, such as IIP and CPI. As
for such variable, Ψ is assumed to be zero (Ψii = 0), which is the second
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restriction to identify a monetary policy shock. On the other hand, the
fast-moving variable is sensitive to contemporaneous news and shocks,
such as asset prices, and as for such variables, Ψ is not assumed to be
zero (Ψii ̸= 0). The categorization of slow/fast variables in our dataset
will be given in 1.3.3.
A potential problem associated with the recursive identification is
that estimation can be possibly biased due to incompatibility of zero
restrictions with the underlying data-generating process (Canova and
Pina (2005)). However, contemporaneous effect of monetary shock on
the observed variables can be controlled by the factor loadings. Hence,
the recursive identification scheme adopted here is less likely to impose a
severe restriction on dynamics between the monetary policy instrument
and the observed series.
1.3.3 Estimation methodology
Estimation of time-varying FAVAR The model is estimated by the
Bayesian approach as described by Kim and Nelson (1999). The priors
and starting values for the parameters follow a standard recommenda-
tion in the literature (Baumeister et al. (2013) etc.). The estimation
algorithm is made up of the following steps. To begin with, the factor
loadings Γ
(
= (ΨR,Λf )
)
and the variance R (= diag(Ri)) are sampled
conditionally on latent factors. Γ and Ri are drawn from the normal
and inverse gamma distributions respectively. The VAR coefficients (βt),
the off-diagonal elements of At (aij,t), and the covariance matrices of
disturbances in their random-walk process (Q and D) are subsequently
drawn through the method developed by Carter and Kohn (1994), while
hi,t and gi are simulated using the scheme described in Jacquier et al.
(1994). The latent factors Ft are sampled by the algorithm of Carter and
Kohn (1994). The above steps are iterated 30,000 times, with the first
27,000 draws removed as a burn-in (M =30,000 and M0=27,000). For
more details of the algorithm, see appendices 1.6.2 and 1.6.3.
Computation of IRF (impulse response function) The impulse
responses of the factors Zt (Ft and Rt) to a monetary policy shock are
computed at each point in time in the data sample. To make the re-
sponses comparable over time, the shock is normalized so as that the
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contemporaneous response of the monetary policy instrument Rt is 100
basis points (i.e. 1%) at each point in time. Following Koop et al. (1996),
the responses of the factors Zt at time t for horizon h are defined as:
(IRF )Zt,h = E[Zt+h|Ξt, Zt−1, µMP ]− E[Zt+h|Ξt, Zt−1]
where Ξi,t represents all the parameters and hyperparameters of the VAR
at time t, Zt−1 denotes the history of Z up to time (t−1). This equation
indicates that the IRFs are computed as the difference between the two
conditional expectations. The first term is a forecast of Zt+h at the
forecast origin t conditional on a monetary policy shock µMP , while the
second term is the baseline forecast (i.e. the forecast conditional on a zero
monetary shock). Note that when calculating the impulse responses, I do
not take into account the drift of the VAR coefficients over the impulse
response horizon (during t to t+ h).
Once the impulse responses of Ft and Rt are obtained, it is straight-
forward to compute the impulse responses of the observed variables Xt
through the observation equation:
(IRF )X1t,h
...
(IRF )XNt,h
 =

Λ11 · · · Λ1K Ψ11
...
. . .
...
...
ΛN1 · · · ΛNK ΨN1
 (IRF )Zt,h
Data set The data set consists of 432 monthly series, spanning the pe-
riod from 1972:01 to 2007:12. The first 36 months (1972:01-1974:12) are
used as a training sample to calibrate the priors. The observed panel Xi,t
consists of 182 variables, which are made up of aggregate CPI, disag-
gregate CPIs and other macroeconomic/financial variables. All of the
variables are listed in Tables 1.2-1.4. The macroeconomic/financial vari-
ables cover a wide range of measures including real activity, employment,
price changes, asset prices, exchange rates, money aggregates and interest
rates. The data sources are the Ministry of Internal Affairs and Commu-
nications15, the Ministry of Economy, Trade and Industry16, the Bank of
Japan17, and Global Financial Data18. It should be also mentioned that
the data set includes 91 disaggregate prices. As for these prices, the data
15http://www.stat.go.jp
16http://www.meti.go.jp
17https://www.boj.or.jp
18https://www.globalfinancialdata.com/index.html
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are collected at the highest level of disaggregation19. The whole dataset
provide comprehensive information set which the central bank analyzes
in formulating monetary policies. It is, in principle, ideal to use data
used by the BoJ at the time of policymaking (i.e. real-time data instead
of fully-revised data). However, I assume that this issue has little impact
on a precision of analysis20.
Following common works in the literature (e.g., Stock and Watson
(2005), Banbura et al. (2007)), the data series are transformed. Most
of the series are transformed by using the first difference in the logs of
the seasonally adjusted series by Census X13 ARIMA. However, such
transformation is not applied to the variables already expressed in rates.
The transformation applied to each variable is indicated in Tables 1.2-
1.4. Furthermore, these tables show whether each variable is treated as
a slow-moving or fast-moving variable.
As mentioned in 1.3.1, the monetary policy instrument Rt is defined
by the overnight call rate for the pre-1995 period (1975-1994), and by
the shadow rate for the post-1995 period (1995-2007). Note that Rt is
the only one observed factor (i.e. the only observed variable contained in
Zt). These are based on the assumption that monetary policy affects a
wide range of economic variables in a pervasive manner. As for the data
series of the policy instrument, most of earlier empirical works apply no
data-series transformation to the monetary policy instrument. However,
I use the Baxter-King bandpass filter, where the lead-lag length of the
filter is set equal to 12 months, and the bandpass range spans from 6 to
96 months21.
19If the data in some disaggregation levels are missing during the time-span that
I analyze, I switch to the next level of aggregation so then all the sub-categories of
disaggregate prices are chosen without double-counting.
20As mentioned in Baumeister et al. (2013), this assumption is supported by
Bernanke and Boivin (2003) confirming that given the latent nature of factors, the
data revision has no serious impact on estimation.
21As revealed in appendix 1.6.4, when the raw (non-transformed) time-series of the
policy instrument is used, monetary policy effects are not identified correctly. For
this reason, the bandpass filter is applied to the policy instrument.
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Table 1.2: List of the 182 variables used in the dataset Xi,t of TVP/SV-
FAVAR. The table also shows whether each variable is treated as a slow-
or fast-moving variable, and whether log difference is applied to its time-
series.
Series Slow/Fast Log
[Macroeconomic/financial variables]
(1) Index of Producer’s Shipments (Aggregate) Slow ✓
(2) Index of Producer’s Shipments (Construction goods) Slow ✓
(3) Index of Producer’s Shipments (Capital goods) Slow ✓
(4) Index of Producer’s Shipments (Durable consumer goods) Slow ✓
(5) Index of Producer’s Shipments (Nondurable consumer goods) Slow ✓
(6) Index of Producer’s Shipments (Consumer goods) Slow ✓
(7) Index of Producer’s Shipments (Final demand goods) Slow ✓
(8) Index of Producer’s Shipments (Investment goods) Slow ✓
(9) Index of Producer’s Shipments (Producer goods) Slow ✓
(10) IIP (Aggregate) Slow ✓
(11) IIP (Construction goods) Slow ✓
(12) IIP (Capital goods) Slow ✓
(13) IIP (Durable consumer goods) Slow ✓
(14) IIP (Nondurable consumer goods) Slow ✓
(15) IIP (Consumer goods) Slow ✓
(16) IIP (Final demand goods) Slow ✓
(17) IIP (Investment goods) Slow ✓
(18) IIP (Producer goods) Slow ✓
(19) Retail turnover Slow ✓
(20) Total retail trade Slow ✓
(21) Index of total worked hours Slow
(22) New job offers (1000 persons) Slow ✓
(23) New job offers (1000 persons, part-time) Slow ✓
(24) Regular employment index Slow ✓
(25) Unemployment rate Slow
(26) Employment (Private sector) Slow ✓
(27) Employment (All industries w/o construction) Slow ✓
(28) Employment (Construction) Slow ✓
(29) Employment (Agriculture) Slow ✓
(30) Employment (Services) Slow ✓
(31) Wage index (All industries) Slow ✓
(32) Wage index (Manufacturing) Slow ✓
(33) Imports of goods Slow ✓
(34) Export of goods Slow ✓
(35) Imports: Value goods Slow ✓
(36) Export: Value goods Slow ✓
(37) Total floor area of new housing (total) Slow ✓
(38) Total floor area of new housing (owned) Slow ✓
(39) Total floor area of new housing (rented) Slow ✓
(40) Total floor area of new housing (for sale) Slow ✓
(41) Total number of new housing (total) Slow ✓
(42) Total number of new housing (owned) Slow ✓
(43) Total number of new housing (rented) Slow ✓
(44) Total number of new housing (for sale) Slow ✓
(45) Composite leading indicators Slow ✓
(46) TOPIX Fast ✓
(47) Nikkei 225 stock average Fast ✓
(48) Tokyo SE second section composite Fast ✓
(49) TOPIX (Fishing and forestry) Fast ✓
(50) TOPIX (Mining) Fast ✓
(51) TOPIX (Construction) Fast ✓
(52) TOPIX (Foods) Fast ✓
(53) TOPIX (Textiles) Fast ✓
(54) TOPIX (Machinery) Fast ✓
(55) TOPIX (Transport equipment) Fast ✓
(56) TOPIX (Land transportation) Fast ✓
(57) TOPIX (Marine transportation) Fast ✓
(58) TOPIX (Air transportation) Fast ✓
(59) TOPIX (Communications) Fast ✓
(60) TOPIX (Electricity and gas) Fast ✓
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Table 1.3: List of the 182 variables used in the dataset Xi,t of TVP/SV-
FAVAR (Cont’d). The table also shows whether each variable is treated
as a slow- or fast-moving variable, and whether log difference is applied
to its time-series.
Series Slow/Fast Log
(61) TOPIX (Services) Fast ✓
(62) Exchange rate (JPY per USD) Fast ✓
(63) Exchange rate (JPY per GBP) Fast ✓
(64) JPY effective exchange rate (nominal) Fast ✓
(65) JPY effective exchange rate (real) Fast ✓
(66) Money stock (M1) Fast ✓
(67) Money stock (M2+CD) Fast ✓
(68) Monetary base Fast ✓
(69) Index of producer’s inventory (Aggregate) Fast ✓
(70) Index of producer’s inventory (Construction goods) Fast ✓
(71) Index of producer’s inventory (Capital goods) Fast ✓
(72) Index of producer’s inventory (Durable consumer goods) Fast ✓
(73) Index of producer’s inventory (Nondurable consumer goods) Fast ✓
(74) Index of producer’s inventory (Consumer goods) Fast ✓
(75) Index of producer’s inventory (Final demand goods) Fast ✓
(76) Index of producer’s inventory (Investment goods) Fast ✓
(77) Index of producer’s inventory (Producer goods) Fast ✓
(78) Discount rate Fast
(79) Long prime rate Fast
(80) Average lending rate Fast
(81) Nikko convertible bond price index Fast ✓
(82) Corporate bond yield Fast
(83) Government bond yield (10yr) Fast
(84) Government bond yield (7yr) Fast
(85) Private bills discount rate (3months) Fast
(86) Tbill yield (3months) Fast
[CPIs]
(87) CPI (Aggregate) Slow ✓
(88) CPI (Aggregate, less fresh food) Slow ✓
(89) CPI (Aggregate, less imputed rent) Slow ✓
(90) CPI (Aggregate, less imputed rent and fresh food) Slow ✓
(91) CPI (Aggregate, less food and energy) Slow ✓
(92) CPI (Cereals) Slow ✓
(93) CPI (Fish and seafood) Slow ✓
(94) CPI (Meats) Slow ✓
(95) CPI (Dairy products and eggs) Slow ✓
(96) CPI (Vegetables and seaweeds) Slow ✓
(97) CPI (Fruits) Slow ✓
(98) CPI (Oils, fats and seasonings) Slow ✓
(99) CPI (Cakes and candies) Slow ✓
(100) CPI (Cooked food) Slow ✓
(101) CPI (Beverages) Slow ✓
(102) CPI (Alcoholic beverages) Slow ✓
(103) CPI (Meals outside the home) Slow ✓
(104) CPI (House rent, private) Slow ✓
(105) CPI (House rent, public) Slow ✓
(106) CPI (Imputed rent) Slow ✓
(107) CPI (Materials for repairs and maintenance) Slow ✓
(108) CPI (Service charges for repairs and maintenance) Slow ✓
(109) CPI (Electricity) Slow ✓
(110) CPI (Gas) Slow ✓
(111) CPI (Kerosene) Slow ✓
(112) CPI (Water and sewerage charges) Slow ✓
(113) CPI (Durable goods assisting housework) Slow ✓
(114) CPI (Heating and cooling appliances) Slow ✓
(115) CPI (General furniture) Slow ✓
(116) CPI (Interior furnishings) Slow ✓
(117) CPI (Bedding) Slow ✓
(118) CPI (Tableware) Slow ✓
(119) CPI (Kitchen utensils) Slow ✓
(120) CPI (Other domestic utensils) Slow ✓
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Table 1.4: List of the 182 variables used in the dataset Xi,t of TVP/SV-
FAVAR (Cont’d). The table also shows whether each variable is treated
as a slow- or fast-moving variable, and whether log difference is applied
to its time-series.
Series Slow/Fast Log
(121) CPI (Facial tissue and rolled toilet paper) Slow ✓
(122) CPI (Detergent) Slow ✓
(123) CPI (Other nondurable goods) Slow ✓
(124) CPI (Japanese clothing) Slow ✓
(125) CPI (Men’s clothing) Slow ✓
(126) CPI (Women’s clothing) Slow ✓
(127) CPI (Children’s clothing) Slow ✓
(128) CPI (Men’s shirts and sweaters) Slow ✓
(129) CPI (Women’s shirts and sweaters) Slow ✓
(130) CPI (Children’s shirts and sweaters) Slow ✓
(131) CPI (Men’s underwear) Slow ✓
(132) CPI (Women’s underwear) Slow ✓
(133) CPI (Children’s underwear) Slow ✓
(134) CPI (Footwear) Slow ✓
(135) CPI (Other clothing) Slow ✓
(136) CPI (Laundry charges) Slow ✓
(137) CPI (Dry cleaning charges) Slow ✓
(138) CPI (Footwear repair charges) Slow ✓
(139) CPI (Medicines and health fortification) Slow ✓
(140) CPI (Medical supplies and appliances) Slow ✓
(141) CPI (Medical services) Slow ✓
(142) CPI (Public transportation) Slow ✓
(143) CPI (Automobiles) Slow ✓
(144) CPI (Bicycles) Slow ✓
(145) CPI (Automotive maintenance) Slow ✓
(146) CPI (Communication) Slow ✓
(147) CPI (PTA membership fees at elementary school) Slow ✓
(148) CPI (PTA membership fees at junior high school) Slow ✓
(149) CPI (Junior high school fees, private) Slow ✓
(150) CPI (High school fees, public) Slow ✓
(151) CPI (High school fees, private) Slow ✓
(152) CPI (College and university fees, national) Slow ✓
(153) CPI (College and university fees, private) Slow ✓
(154) CPI (Vocational school fees) Slow ✓
(155) CPI (Kindergarten fees, public) Slow ✓
(156) CPI (Kindergarten fees, private) Slow ✓
(157) CPI (School textbooks and ref books for study) Slow ✓
(158) CPI (Tutorial fees) Slow ✓
(159) CPI (Recreational durable goods) Slow ✓
(160) CPI (Stationery) Slow ✓
(161) CPI (Sporting goods) Slow ✓
(162) CPI (Toys) Slow ✓
(163) CPI (Cut flowers) Slow ✓
(164) CPI (Other recreational goods) Slow ✓
(165) CPI (Newspapers) Slow ✓
(166) CPI (Magazines) Slow ✓
(167) CPI (Books) Slow ✓
(168) CPI (Hotel charges) Slow ✓
(169) CPI (Package tours) Slow ✓
(170) CPI (Lesson fees) Slow ✓
(171) CPI (Charges for TV license) Slow ✓
(172) CPI (Admission and game charges) Slow ✓
(173) CPI (Other recreational services) Slow ✓
(174) CPI (Personal care services) Slow ✓
(175) CPI (Toilet utensils) Slow ✓
(176) CPI (Soap and others) Slow ✓
(177) CPI (Cosmetics) Slow ✓
(178) CPI (Bags) Slow ✓
(179) CPI (Watches and rings) Slow ✓
(180) CPI (Other personal effects) Slow ✓
(181) CPI (Tobacco) Slow ✓
(182) CPI (Other miscellaneous) Slow ✓
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1.3.4 Model selection
The number of factors is optimized by using information criteria devel-
oped by Bai and Ng (2002):
PCp1(K) = V (K, Fˆ
K) +Kσˆ2(N+T
NT
)ln( NT
N+T
)
PCp2(K) = V (K, Fˆ
K) +Kσˆ2(N+T
NT
)lnC2NT
PCp3(K) = V (K, Fˆ
K) +Kσˆ2(
lnC2NT
C2NT
)
ICp1(K) = ln(V (K, Fˆ
K)) +K(N+T
NT
)ln( NT
N+T
)
ICp2(K) = ln(V (K, Fˆ
K)) +K(N+T
NT
)lnC2NT
ICp3(K) = ln(V (K, Fˆ
K)) +K(
lnC2NT
C2NT
)
where V (K, FˆK) = N−1ΣNi=1σˆ
2
i with σˆ
2
i = eˆ
′
ieˆi/T , σˆ
2 = 1
NT
ΣNi=1Σ
T
t=1Eˆ(eit)
2,
and CNT = min{
√
N,
√
T}. Note also that K represents the number of
factors. Table 1.5 reveals that all the criteria except for ICp3 are mini-
mized in the case of K = 322. This clearly indicates that K = 3 is the
optimized result.
Table 1.5: Result for the information criteria defined by Bai and Ng
(2002): K is the number of factors.
K PCp1 PCp2 PCp3 ICp1 ICp2 ICp3
2 6.11e-01 6.16e-01 5.94e-01 -4.87e-01 -4.77e-01 -5.55e-01
3 6.03e-01 6.07e-01 5.92e-01 -5.02e-01 -4.95e-01 -5.46e-01
1.4 Analysis results
This section reports the analysis results obtained from the estimated
FAVAR.
1.4.1 Factors and volatility
Fig. 1.4 displays the estimated factors, monetary policy instrument, and
stochastic volatility of shocks to each transition equation. Factor 1 is
22Throughout this study, I do not consider the models with K ≥ 4. This is because
when K ≥ 4, the computation time explodes and the model’s estimation performance
becomes unstable.
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strongly correlated with financial variables23. Volatility h1,t temporarily
increases around 1990, and it is clearly associated with the periods of
bubble generation and its collapse. Factor 2 is correlated with IIP (real
output) with correlation coefficient of 0.84. Volatility h2,t is larger during
the 1990s-2000s than the one during the 1970s-1980s, and this is consis-
tent with the feature of IIP’s volatility24. Factor 3 tends to be correlated
with the aggregate CPI, where the correlation coefficient is 0.66. Volatil-
ity h3,t significantly decreases during the 1970s to early 1980s, which is
in line with the feature of CPI’s volatility25. As for volatility h4,t, it rises
around 1980 and 1985, and this seems to reflect the temporary increase
of the call rate around those periods. During the periods of the long-term
recession and (near-)zero interest rate regime (1990s-2000s), h4,t is much
smaller than during the earlier periods (see also Fig. 1.5).
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Figure 1.4: Estimated factors (F1,t, F2,t, F3,t), monetary policy instru-
ment (Rt) and stochastic volatility (h1(t), h2(t), h3(t), h4(t)): The point
estimate (blue solid line) is shown with the 16-th and 84-th percentiles
(shaded area).
23It is correlated with interest rates such as the government bond yield, with cor-
relation coefficient of larger than 95%.
24As for the IIP’s first log difference, the standard deviation is 0.96 (1970s), 0.77
(1980s), 1.06 (1990s), and 1.14 (2000s).
25As for the CPI’s first log difference, the standard deviation is 1.03 (1970s), 0.75
(1980s), 0.56 (1990s), and 0.36 (2000s).
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Figure 1.5:
√
h4(t) and log
√
h4(t): The point estimate (blue solid line)
is shown with the 16-th and 84-th percentiles (shaded area).
1.4.2 Time variations in monetary policy transmis-
sion
Impulse responses to monetary policy shock Fig. 1.6 displays the
impulse response of the aggregate CPI to a tightening monetary policy
shock. Throughout this study, the monetary policy shock is defined as
an increase of 100 basis points of the monetary policy instrument Rt.
During the late 1990s and 2000s, the policy shock brings a decrease of
0.7-1.0 % after 48 months (h=48), which is a larger impact as compared
with the earlier periods. Time variation in the response is exhibited in
Fig. 1.6(c). As a variation pattern for the (absolute) response strength,
it slightly decreases during the late 1970s, becomes relatively flat in the
1980s, rapidly increases during the 1990s, and subsequently becomes flat
again in the 2000s.
Following the approach by Cogley et al. (2010), Fig. 1.6(d) examines
the relative importance of time variation in the impulse response. It
plots the joint posterior distribution of the response at two points in
time (t1, t2) (=(1975,2005) or (1985,2005)), and shifts of the distribution
away from the 45◦ line represent a change in the response strength across
time. Fraction of the joint distribution above the 45◦ line is found as:
Prob(∆irf > 0) =
{
0.22 (for (t1, t2) = (1975,2005))
0.07 (for (t1, t2) = (1985,2005))
This parameter corresponds to the p-value for rejecting a hypothesis that
there is no time variation in the price responses. The result p = 0.07
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corresponds to a relatively significant evidence of time variation.
As mentioned in Ellis et al. (2014), Fig. 1.6 can not necessarily illus-
trate a time variation in the transmission of monetary policy shock in an
adequate manner. This is because even if I use the policy shock with a
fixed size (= 100 basis points) over the whole sample period, persistence
of the monetary policy instrument Rt may change over time significantly.
However, Fig. 1.7 suggests that such a concern is useless. This figure dis-
plays the impulse response of the policy instrument to the tightening
policy shock, indicating that the response behavior hardly changes over
time.
Fig. 1.8 shows the impulse response of IIP. Figs. 1.8(a) and (c) sug-
gest that the (absolute) strength of the long-run response slightly in-
creases over time. However, fraction of the joint distribution above the
45◦ line (see Fig. 1.8(d)) is 34 % in both cases of (t1,t2)=(1975,2005) and
(1985,2005), which indicates no significant evidence of time variation.
Explaining the results In the previous paragraph, the impulse re-
sponse of aggregate price becomes stronger during the early 1990s, whereas
that of real output does not exhibit a significant time variation. In what
follows, I examine the theoretical plausibility of this finding, by conduct-
ing a simple simulation exercise.
The exercise is performed by using the New Keynesian model with
hybrid Phillips curve. The equation system of the model is given by:
yt = γyt+1|t + (1− γ)yt−1 − σ−1(Rt − pit+1|t)
pit =
β
1 + αβ
pit+1|t +
α
1 + αβ
pit−1 + κyt
Rt = ρRt−1 + (1− ρ)(φpipit + φyyt + εR,t), εR,t = ρRεR,t−1 + ε˜R,t
where pit, yt and Rt are inflation, output gap and nominal interest rate,
respectively. The first equation is the intertemporal IS curve, where γ
characterizes the forward-looking component and σ represents the sensi-
tivity of output to monetary policy. The second equation is the hybrid
Phillips curve, where α and κ represent inflation’s persistence and sen-
sitivity to output, respectively. All the variables in the IS and Phillips
curves are expressed as log-deviations from a steady-state. The third
line represents an interest rate rule, where ε˜R,t is a disturbance to the
monetary policy rule, and its persistence is characterized by ρR.
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(c) Response vs. time (left : h=12, middle : h=24, right : h=48)
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Figure 1.6: Impulse response of the aggregate CPI to a 1% increase
in the monetary policy instrument: (a) time-varying median response;
(b) median response (thick line) with the 16-th and 84-th percentiles
(shaded area) in 1975:06, 1985:06, 1995:06 and 2005:06; (c) median re-
sponse (thick line) with the 16-th and 84-th percentiles (shaded area) at
an impulse horizon of 12,24 and 48 months (h = 12, 24, 48); (d) joint
distribution of the responses at (t1, t2)=(1975,2005) and (1985,2005) at
an impulse horizon of 48 months (h=48) (x-axis: response at time t1,
y-axis: response at time t2).
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(c) Response vs. time (left : h=12, middle : h=24, right : h=48)
Figure 1.7: Impulse response of the monetary policy instrument to a
1% increase in the monetary policy instrument: (a) time-varying median
response; (b) median response (thick line) with the 16-th and 84-th per-
centiles (shaded area) in 1975:06, 1985:06, 1995:06 and 2005:06; (c) me-
dian response (thick line) with the 16-th and 84-th percentiles (shaded
area) at an impulse horizon of 12,24 and 48 months (h = 12, 24, 48).
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(c) Response vs. time (left : h=12, middle : h=24, right : h=48)
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Figure 1.8: Impulse response of the IIP to a 1% increase in the mon-
etary policy instrument: (a) time-varying median response; (b) median
response (thick line) with the 16-th and 84-th percentiles (shaded area) in
1975:06, 1985:06, 1995:06 and 2005:06; (c) median response (thick line)
with the 16-th and 84-th percentiles (shaded area) at an impulse horizon
of 12,24 and 48 months (h = 12, 24, 48); (d) joint distribution of the re-
sponses at (t1, t2)=(1975,2005) and (1985,2005) at an impulse horizon of
48 months (h=48) (x-axis: response at time t1, y-axis: response at time
t2).
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Table 1.6: Estimated result by Benati (2008)
Para- 1975-2006 1983-2006
meters (Full period) (Post-Great-Inflation)
γ 1.0 1.0
σ 25.3 9.9
α 0.67 0.46
κ 0.037 0.052
ρ 0.94 0.87
φpi 0.99 1.24
φy 1.42 0.79
ρR 0.22 0.09
As for calibration, the estimates of Benati (2008) are used. With
Japan’s data, he estimates the above model for two sample periods: the
full sample period (1957-2006) and the post-Great-Inflation period (1983-
2006). Table 1.6 displays his estimates. Throughout the exercise, his
estimates for the full period are used as a benchmark setup for the cal-
ibration. In addition, I also use other eight alternative setups, where in
each setup, one of the eight parameters is calibrated by the estimate for
the post-Great-Inflation period.
The solution form of the model is obtained by converting the equation
system of the data-generating process to VAR form26. Then, by simulat-
ing the solution form, I calculate the impulse responses of the economic
variables to monetary policy shock at the theoretical level. Figs. 1.9
and 1.10 display the obtained results. In each figure, black (solid) line and
red (dashed) line represent the responses with the baseline and alterna-
tive parameter setups, respectively. The figures show that the change in
the parameter (κ or φy) makes the response of inflation stronger, whereas
those of output and interest rate exhibit little variation. The feature of
these changes is consistent with the observation in Figs. 1.6-1.8. In other
words, this implies that the observation in Figs. 1.6-1.8 can be possibly
explained by a transition in the dynamics of the underlying economy.
As for the responses with the other alternative setups, see appendix 1.6.5.
26The form is written by
X˜t = AX˜t−1 +But
where X˜t and ut are a vector of endogenous variables and structural shocks, respec-
tively. This solution form is often called the Sims’ canonical form. As for how to
obtain the matrices A and B, see Sims (2002).
35
In each case, the impulse responses display some changes in comparison
to those with the baseline setup. However, the feature of the change is
not necessarily in agreement with the one observed in Figs. 1.6-1.8.
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Figure 1.9: Impulse responses to a tightening monetary policy shock of
100 basis points when κ is changed (κ: 0.037→ 0.052): Black solid line
and red dashed line represent the responses before and after changing κ,
respectively.
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Figure 1.10: Impulse responses to a tightening monetary policy shock of
100 basis points when φy is changed (φy: 1.42→ 0.79): Black solid line
and red dashed line represent the responses before and after changing φy,
respectively.
1.4.3 Monetary policy transmission at disaggregate
level
As described in 1.3.3, the dataset used in the analysis includes 91 disag-
gregate prices. In what follows, I examine monetary policy transmission
to the disaggregate prices, to see whether the monetary policy effects
change at not only aggregate but also disaggregate level.
Typical responses of disaggregate prices Fig. 1.11 displays the
impulse response of the 91 disaggregate prices to a tightening monetary
policy shock of 100 basis points. To understand the typical response of
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the disaggregate prices, Fig. 1.12 shows the weighted mean (red line) and
unweighted mean (green line) responses of the 91 prices. The aggregate
price response is also plotted as a reference (blue line), along with the
16-th and 84-th percentiles of the posterior distribution. The response
pattern of the green and red lines is very similar to that of the aggregate
price. As for the response magnitude, those two responses do not signif-
icantly deviate from the estimate of aggregate CPI. This suggests that
the aggregate price well reflects the typical behavior of price response at
disaggregate level.
(a) Response in 2005:06 (b) Response vs. time (h=48)
Figure 1.11: Impulse response of the 91 disaggregate prices to a 1%
increase in the monetary policy instrument
Heterogeneity of price responses Fig. 1.11 indicates an existence of
heterogeneity in the responses of 91 disaggregate prices. To discuss a sta-
tistical significance of this heterogeneity, Fig. 1.13 examines the weighted
cross sectional distribution of the impulse response of the 91 disaggre-
gate prices (at h=48). Note that the distributions are obtained from the
last (M −M0) iterations of the Bayesian estimation. In the figure, green
lines represent the mean (solid) and one standard deviation (dashed).
Red lines show the mean and one standard deviation obtained from the
posterior distribution of the weighted mean response of the 91 prices
(the point estimate and the estimation uncertainty of the weighted mean
response). Bandwidth of the green dashed lines represents a degree of
heterogeneity in the disaggregate price responses, while that of the red
dashed lines indicates an estimation uncertainty of the typical response
of the disaggregate prices. Fig. 1.13 shows that the former is about twice
as wide as the latter in 1975 and 1985, and more than three times wider
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Figure 1.12: Weighted-mean (red line) and unweighted-mean (green line)
responses of the 91 disaggregate prices, and the median response (blue
line) of the aggregate CPI with the 16-th and 84-th percentiles (shaded
area): (a) response at a fixed point of time (1975:06, 1985:06, 1995:06
and 2005:06); (b) response at an impulse horizon of 12, 24 and 48 months
(h=12,24 and 48).
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in 1995 and 2005. This implies that the spread of the cross sectional
distribution cannot explained by the estimation uncertainty, and in this
sense, the observed heterogeneity in the disaggregate price responses can
be regarded as statistically significant.
−2 −1 0
0
100
200
300
year=1975,horz=48
−2 −1 0
0
100
200
300
400
500
year=1985,horz=48
−4 −2 0
0
100
200
300
400
year=1995,horz=48
−4 −2 0
0
100
200
300
year=2005,horz=48
Figure 1.13: Weighted cross-sectional distribution of the impulse re-
sponse of the 91 disaggregate prices in 1975:06, 1985:06, 1995:06 and
2005:06 at an impulse horizon of 48 months (h=48): Green lines repre-
sent the mean (solid) and one standard deviation (dashed) of the cross-
sectional distribution. Red lines are the mean (solid) and one standard
deviation (dashed) of the posterior distribution of the weighted-mean
response of the 91 disaggregate prices.
Fig. 1.14 shows the time variation in the standard deviation of the
weighted cross-sectional distribution of the 91 price responses. It rapidly
increases during the early 1990s, indicating a significant change in dis-
persion of the price responses. As a further investigation, the figure also
examines skewness and kurtosis. However, a remarkable variation is not
necessarily observed.
1.5 Conclusion
In this chapter, I investigate time variations in the monetary policy effects
from the 1970s to the 2000s in Japan, where the main focus is whether
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Figure 1.14: Time variation in (a) standard deviation (std), (b) skewness
and (c) kurtosis of the weighted cross-sectional distribution of the 91 dis-
aggregate prices at an impulse horizon of 48 months (h=48): The blue
solid line indicates the median estimate and the shaded area represents
the 16-th and 84-th percentiles.
and how the policy effects change due to the bubble burst (around 1990-
91) and through the (near-)zero interest rate period (since 1995). The
analysis is made up of two steps. First, the shadow rate is estimated
with the non-linear term structure model SRTSM, where the shadow rate
represents policy stance of the monetary authorities during the (near-
)zero interest rate period. Then, using the obtained shadow rate as
monetary policy instrument, the second step is devoted to estimating
the time-varying FAVAR. The estimated impulse response of the real
output does not exhibit a clear variation across the whole sample period.
However, the response of the aggregate price becomes stronger during
the early 1990s, and the timing of this change is clearly associated with
the bubble burst. Regarding the policy effects during the (near-)zero
interest rate regime, no significant evidence of their time variation is
observed. A series of simulation works with the New Keynesian model
suggests that the observed variation in monetary policy transmission
can be possibly explained by shifts in the underlying dynamics in the
economy, such as a transition in the monetary policy rule. As for the
price response to monetary policy shock, I also examine disaggregate
level. The estimated responses of the 91 disaggregate prices indicate the
significant time variations in terms of not only response strength but also
cross-sectional dispersion.
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1.6 Appendices
1.6.1 Approximation to ρQ1
As explained in 1.2.2, the forward rate fm,m+1,t can be written as:
fm,m+1,t = rmin + σm(θ˜) · g
(
am(θ˜) + bm(θ˜)Xt − rmin
σm(θ˜)
)
(1.13)
where θ = {δ0, ρQ, Q}. As can be understood from Wu and Xia (2016),
when m is sufficiently large (for example, m ≥ 60 etc.), the following
holds:
g
(
am(θ˜) + bm(θ˜)Xt − rmin
σm(θ˜)
)
≃ am(θ˜) + bm(θ˜)Xt − rmin
σm(θ˜)
Under this situation, Eq. (1.13) becomes
fm,m+1,t ≃ rmin + am(θ˜) + bm(θ˜)Xt − rmin
= am(θ˜) + bm(θ˜)Xt
= δ0 + δ
′
1(
m−1∑
j=0
(ρQ)j)µQ + δ′1(ρ
Q)mXt
= δ0 + δ
′
1(ρ
Q)mXt (from µ
Q = 0)
= δ0 + [1 1 0]
 ρ
Q
1 0 0
0 ρQ2 1
0 0 ρQ2

m X1,tX2,t
X3,t

= δ0 + (ρ
Q
1 )
mX1,t + (ρ
Q
2 )
mX2,t +m · (ρQ2 )m−1X3,t
(1.14)
Then, as shown in Fig. 1.15, the forward rate curve exhibits the following
features:
• In large-m region, fm,m+1,t becomes almost constant. (fm,m+1,t|m:large
hardly depends on m.)
• The level of fm,m+1,t|m:large varies over time t.
If we assume that both of |ρQ1 | and ρQ2 are less than 1, Eq. (1.14) cannot
satisfy these features. Therefore, either of |ρQ1 | or |ρQ2 | needs to be one.
Thus, from (1 ≥)|ρQ1 | > |ρQ2 |27, |ρQ1 | needs to be one.
27See (iv) in 1.2.3.
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Figure 1.15: Forward rate curves in 1995:06, 1997:06, 1999:06, 2001:06,
2003:06, 2005:06 and 2007:06: The curves are obtained by extrapolating
the data with the Svensson model (see Svensson (1995)).
1.6.2 Estimation procedure of time-varying FAVAR
In the time-varying FAVAR model with stochastic volatility, the param-
eters to be estimated are: Γ (Factor loadings); R (Covariance matrix for
Xt); {βt}Tt=1 (VAR coefficients in the transition equation); Q (Covari-
ance matrix for βt); {aij,t}Tt=1 (Off-diagonal elements of At); D (Covari-
ance matrix for aij,t); {hi,t}Tt=1 (Diagonal elements of Ht); gi (Variance of
ln(hi,t)); and {F jt }Tt=1 (Factors). The estimation procedure is summarized
below.
Step1: Set the priors and starting values for the model parameters. (For
detail, see 1.6.3.)
(Step1a) Parameters in the transition equation
• Starting value of {Ft}Tt=1
• Prior for F0 (= initial value of Ft)
• Prior and starting value for Q
(Step1b) Parameters in the RW process for aij,t
• Starting value of {aij,t}Tt=1
• Prior for aij,0 (= initial value of aij,t)
• Prior and starting value for D
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(Step1c) Parameters in the observation equation
• Prior for Γ
• Prior and starting value for R
(Step1d) Parameters in the RW process for ln(hi,t)
• Starting value for {ln(hi,t)}Tt=1
• Prior for ln(hi,0) (= initial value of ln(hi,t))
• Prior and starting value for gi
Step2: Given R and Zt, draw Γ.
Step3: Given Γ and Zt, draw R.
Step4: Given Zt, Q, aij,t and hi,t, draw βt.
Step5: Given βt, draw Q.
Step6: Given Zt, βt, hi,t and D, draw aij,t.
Step7: Given aij,t, draw D.
Step8: Given Zt, βt and gi, draw hi,t.
Step9: Given hi,t, draw gi.
Step10: Given Γ, R, βt, aij,t and hi,t, draw Ft.
Step11: Iterate steps 2 to 10 by M times. When M and M0 are suf-
ficiently large but M > M0, the marginal posterior distribution
of each parameter can be approximately obtained from the last
(M −M0) iterations.
1.6.3 Priors and starting values
As for the priors and starting values of the model parameters, I adopt
those used in Baumeister et al. (2013) and Ellis et al. (2014).
Parameters in the transition equation (Step 1a)
• The starting values for {Ft}Tt=1 are determined by the principal
components. The principal components are also used as the cen-
tral values for the prior of the initial values (≡ β0|0). The prior
covariance p0|0 (i.e. uncertainty of the initial values) is set to be the
identity matrix.
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• Prior and starting value for Q: The prior for Q is specified by the
inverse Wishart distribution:
Q ∼ iW (Q0, T0)
where Q0 = V ar[β̂
OLS]×τ×T0. β̂OLS represents the OLS estimate,
which is obtained by OLS estimation over the training sample via a
fixed-coefficient VAR made up of the principal components (PC)t
and the monetary policy instrument Rt. T0 is a length of the train-
ing sample. τ is set equal to 3.5 × 10−4. Furthermore, Q0 is used
as the starting value for Q.
• VAR coefficients {βt}Tt=1: The central value and covariance of the
prior for the initial value (β0|0 and p0|0) are determined via the OLS
estimate over the training sample. β0|0 is also used as the starting
value for {βt}Tt=1.
Parameters in the RW process of aij,t (Step 1b)
• Prior and starting value for {aij,t}Tt=1: The prior for the initial value
is
aij,0 ∼ N(âOLSij , V̂ aij)
where âOLSij represents the off-diagonal components of the Cholesky
decomposition of v̂OLS with each row scaled by the corresponding
element on the diagonal. V̂ aij is set equal to 10 × |âOLSij |. âOLSij is
also used as the starting value for {aij,t}Tt=1.
• Prior and starting value forD: LetDi denote the covariance matrix
of the i-th row of A. The prior of Di is assumed to be the inverse
Wishart distribution:
Di ∼ iW (Di, Ki)
where Di is a corresponding element of â
OLS multiplied by 10−3.
Moreover, Di is used as a starting value for Di.
Parameters in the observation equation (Step 1c)
• Prior for Γ: The prior for Γi (i-th row of Γ) is assumed to be normal:
Γi ∼ N(fΓ, VΓ)
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where fΓ is 1× (K +1) vector and VΓ is (K +1)× (K +1) matrix.
They are set to be a zero vector and identity matrix, respectively.
• Prior and starting value for Ri (diagonal element of R): The prior
for Ri is assumed to be the inverse Gamma distribution:
Ri ∼ iG(VR, τR)
where VR = 0.01 and τR = 5. The starting value of Ri is set equal
to one.
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Parameters in the RW process of ln(hi,t) (Step 1d)
• Prior and starting value for {hi,t}Tt=1: The prior for the initial value
is
ln(hi,0) ∼ N(ln(µi,0), 10)
where µi,0 is i-th diagonal element of v̂
OLS. µi,0 is also used as the
starting value for {hi,t}Tt=1.
• Prior and starting value for gi: The prior for gi is
gi ∼ iG(10−4, 1)
The starting value for gi is set equal to one.
1.6.4 Simple exercise using VAR (constant-parameter
VAR)
As a simple study, I check monetary policy effects by using 7-variable
VAR model with fixed coefficients. The data series used in this exercise
span 1980:01-1999:12. As for software, I use Eviews throughout this
exercise.
The VAR model can be written as follows:
Xt = c+ A1Xt−1 + ...+ ApXt−p + ut
Xt = (X1,t, X2,t, ..., XN,t)
′ is a set of time series of N observed vari-
ables (N = 7). ut is an N -dimensional Gaussian noise with E[ut] = 0,
E[utu
′
t] = Σ and E[utu
′
s] = 0 (for t ̸=s), c is an N × 1 vector of con-
stant term, and A1, A2,...,Ap are N × N autoregressive matrices. The
lag length p is set to be 13, following Banbura et al. (2007) (a standard
recommendation in the literature).
The 7 variables contained in Xt are listed in Table 1.7. The overnight
call rate is used as a monetary policy instrument, and a monetary policy
shock is identified by standard recursive identification scheme. As for the
transformation of data series, I follow common works in the literature:
• For all variables except for the call rate, the first difference of the
log of the seasonally-adjusted time series is taken.
• No transformation is applied to the call rate.
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Table 1.7: 7 variables contained in the VAR model
Variables
(1) IIP (Index of Industrial Production)
(2) Employment index
(3) Aggregate CPI
(4) The number of new housing construction started
(5) Overnight call rate
(6) M2
(7) Exchange rate (JPY per USD)
Result for the impulse responses With the setup described in the
above, I estimate the VARmodel by unrestricted OLS regression. Fig. 1.16
displays the impulse response functions (IRFs) of any element of Xt to
a tightening monetary policy shock, where the monetary policy shock is
defined as an increase of the call rate by one standard deviation. IIP, the
number of housing construction and M2 increases after the shock, and
these behaviors do not match the intuition.
Revisiting the treatment of the call rate Based on the unreason-
able result shown in the previous subsection, I revisit the treatment of
the call rate. As already mentioned, no transformation has been applied
to the call rate while the other variables are de-trended. As a de-trending
treatment to the call rate, I consider the following options:
(a) Removing a linear trend
(b) Using the Baxter and King bandpass filter28.
The obtained IRFs in the case (a) are shown in Fig. 1.17. In this case,
M2 is found to decrease, which is a reasonable result. However, IIP and
the number of housing construction still tend to respond positively. In
the case (b), the response behavior becomes much more reasonable, as is
shown in Fig. 1.18. The features of the IRFs are summarized as follows:
• IIP and the number of housing construction decrease.
• Employment index, CPI and exchange rate decrease.
• M2 tends to decrease.
28The lead-lag length of the filter is set to be 12 months(=1 year), and the bandpass
range is to be 6 to 96 months (0.5-8 years).
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This result implies that the estimated IRF matches our intuition when
the filtered time-series of call rate is used. Based on this, I apply the
Baxter-King filter to the monetary policy instrument Rt in the main
analysis.
Figure 1.16: Impulse response of the 7 variables obtained from the VAR:
The solid line is the point estimate, and the dashed lines are the error
bands of two standard deviations.
1.6.5 All other results in the simulation exercise in
1.4.2
When the parameters in IS curve are changed Fig. 1.19 displays
the impulse responses when σ is changed (σ: 25.3→ 9.9). σ−1 represents
a sensitivity of the output gap to monetary policy. Due to an increase in
σ−1 (decrease in σ), the response of output gap becomes stronger. This
also increases the response strength of inflation via the third term of the
Phillips curve.
When the parameters in Phillips curve are changed Fig. 1.20
shows the result when α is changed (α: 0.67→0.46). Owing to a decrease
in inflation’s persistence, the speed of inflation reverting to zero becomes
more rapid. On the other hand, the responses of output gap and interest
rate are hardly affected by the change in α. Fig. 1.21 shows the responses
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Figure 1.17: Impulse response of the 7 variables obtained from the VAR
with linear trend of the call rate removed: The solid line is the point
estimate, and the dashed lines are the error bands of two standard devi-
ations.
Figure 1.18: Impulse response of the 7 variables obtained from the VAR
with the Baxter-King bandpass filter applied to the call rate: The solid
line is the point estimate, and the dashed lines are the error bands of two
standard deviations.
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when κ is changed (κ: 0.037→0.052). κ is a sensitivity of inflation to out-
put gap. The increase in this parameter makes the response of inflation
stronger, while those of output and interest rate exhibit little change.
When the parameters in the interest rate rule are changed The
responses when ρ is changed (ρ: 0.94→0.87) are shown in Fig. 1.22. ρ
represents a persistence of interest rate. The decrease in ρ makes the
reverting speed of interest rate to zero becomes more rapid, and further-
more, this reduces the response strength of output gap and inflation.
Figs. 1.23 and 1.24 display the impulse responses when φpi and φy are
changed, respectively (φpi: 0.99→1.24, φy: 1.42→0.79). Fig. 1.23 indi-
cates that monetary policy transmission is hardly affected even when the
monetary policy becomes more sensitive to inflation. Fig. 1.24 implies
that when the monetary policy is less sensitive to output, the response
of inflation becomes stronger while that of output is hardly affected.
Fig. 1.25 shows the responses when ρR is changed (ρR: 0.22→0.09). ρR
represents a persistence of monetary policy shock. The figure shows that
the decrease in ρR have no strong effect on monetary policy transmission.
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Figure 1.19: Impulse responses to a tightening monetary policy shock
of 100 basis points when σ is changed (σ: 25.3→ 9.9): Black solid line
and red dashed line represent the responses before and after changing σ,
respectively.
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Figure 1.20: Impulse responses to a tightening monetary policy shock of
100 basis points when α is changed (α: 0.67→ 0.46): Black solid line
and red dashed line represent the responses before and after changing α,
respectively.
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Figure 1.21: Impulse responses to a tightening monetary policy shock of
100 basis points when κ is changed (κ: 0.037→ 0.052): Black solid line
and red dashed line represent the responses before and after changing κ,
respectively.
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Figure 1.22: Impulse responses to a tightening monetary policy shock
of 100 basis points when ρ is changed (ρ: 0.94→ 0.87): Black solid line
and red dashed line represent the responses before and after changing ρ,
respectively.
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Figure 1.23: Impulse responses to a tightening monetary policy shock of
100 basis points when φpi is changed (φpi: 0.99→ 1.24): Black solid line
and red dashed line represent the responses before and after changing
φpi, respectively.
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Figure 1.24: Impulse responses to a tightening monetary policy shock of
100 basis points when φy is changed (φy: 1.42→ 0.79): Black solid line
and red dashed line represent the responses before and after changing φy,
respectively.
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Figure 1.25: Impulse responses to a tightening monetary policy shock of
100 basis points when ρR is changed (ρR: 0.22→ 0.09): Black solid line
and red dashed line represent the responses before and after changing
ρR, respectively.
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Chapter 2
Evaluating FAVAR with
Time-Varying Parameters
and Stochastic Volatility
2.1 Introduction
In macroeconomics, VAR (Vector Autoregression) and FAVAR (Factor
Augmented Vector Autoregression) models have been used in a wide
range of empirical analyses. Examples of their application include the
transmission of monetary policy, fiscal policy, and oil prices in the real
economy. However, in such analyses, it needs to be considered care-
fully as to whether the dynamics behind such economic phenomena are
time-invariant. If they vary over time, the empirical models should be
extended so as to take this variation into account. The literature has
attempted to extend the models in several ways. One popular approach
is the models allowing for time-varying parameters (TVP) and stochas-
tic volatility (SV): TVP/SV-VAR and TVP/SV-FAVAR. Incorporating
time variation makes the number of unknown parameters incompara-
bly larger, but the models can be estimated by a standard Bayesian
approach without imposing harmful assumptions. Using this methodol-
ogy, many studies have approached several important economic topics
such as the Great Moderation (Cogley and Sargent (2005), Primiceri
(2005), Gali and Gambetti (2009), Bianchi et al. (2009), Canova and
Gambetti (2010), Baumeister et al. (2013), Ellis et al. (2014)); quantita-
tive easing (Kapetanios et al. (2012), Baumeister and Benati (2013)); oil
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prices (Baumeister and Peersman (2013)); and fiscal policy (Kilem et al.
(2015)).
Although both TVP/SV-VAR and TVP/SV-FAVAR have been used
in many empirical research studies, some researchers have noticed that
the time variations identified by these empirical models should be inter-
preted carefully. Benati and Surico (2009) conduct a simulation-based
experiment, where they investigate the nature of VAR results when there
is a shift from passive to active monetary policy regimes in the data-
generating process (DGP)1. Although monetary policy effects on the
economy change at the underlying level, the estimated impulse response
functions (IRFs) do not identify it. This result is related to a structural
difference between the structural model (the underlying DSGE) and its
reduced-form VAR representation. As they point out, a change in the
systematic component of monetary policy does not necessarily bear a
clear-cut relation to the one in the VAR coefficients. As a consequence,
time variations identified by the empirical model are not always asso-
ciated with the ones in the structural model in a direct manner. Due
to this, the estimated VAR can provide a misleading analysis result, as
revealed by the experiment of Benati and Surico (2009).
Regarding this argument, Canova (2006) insists that the choice of
their experimental setup is not the most relevant one2. As one reason, he
points out that the DGP used by Benati and Surico (2009) includes inde-
terminate equilibrium which is associated with the passive policy regime.
As argued by Graeve (2017), reliance on sunspots in one regime compli-
cates representation issues in terms of both DSGE and VAR. Therefore,
the experimental results of Benati and Surico (2009) may not necessarily
bring about a general implication on the nature of VAR analysis results.
Using this background, Graeve (2017) conducts a simulation-based ex-
periment with a more general setup. He examines the performance of
TVP/SV-VAR against several types of time variation at the DGP level3,
1For this investigation, they first estimate the New Keynesian (NK) model with
U.S. data for each of the pre- and post-1980s periods. Then, by using the estimated
NK model, they prepare a simulation sample, with which the VAR results are exam-
ined.
2In this unpublished note, he provides comments and criticisms to the Benati and
Surico’s work.
3This is the first work to examine TVP/SV-VAR from a theoretical perspective.
Note that Benati and Surico (2009) use a constant-parameter VAR throughout their
experiment.
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and finds that TVP/SV-VAR can usually capture time variation in the
underlying dynamics in an adequate manner.
As such, Graeve (2017) provides an evidence in favor of the time-
varying VAR framework. However, there are at least two remaining issues
which have not been addressed in the literature. First, Graeve (2017) uses
small-scale DSGEs as the DGP4. When a scale of the underlying economy
is small, VAR model tends to have information set enough to capture
a structural shock of interest (ex. monetary policy shock). However,
it is not necessarily the case when the economy is large in its scale,
and yet, he has not considered this possibility. The second question
regards the implications of using TVP/SV-FAVAR instead. By virtue of
factor-augmented structure, TVP/SV-FAVAR is allowed to include large
information sets, and due to this feature, it may be more suitable than
TVP/SV-VAR for identifying a structural shock of interest. It would
be worthwhile to look into an advantage of using TVP/SV-FAVAR from
this perspective. However, no studies in the literature have examined it.
Against this backdrop, this chapter’s study is devoted to investi-
gating the performance of TVP/SV-FAVAR in comparison to that of
TVP/SV-VAR. As in Benati and Surico (2009), the performance is eval-
uated in terms of the ability to capture the time variation in monetary
policy effects, but note that indeterminate equilibrium is never consid-
ered throughout this study. The analysis is conducted mainly through
Monte Carlo (MC)-based experiments using open-economy DSGE as the
DGP. Since open-economy DSGE is a medium-scale model, this allows
me to mimic a situation with the following features: (i) the true economy
contains many variables; (ii) VAR does not include all of them; and (iii)
FAVAR is, on the contrary, allowed to do so. As the main result, the
experiments reveal that TVP/SV-FAVAR adequately detects the time
variation in monetary policy effects, whereas TVP/SV-VAR does not.
Subsequently, this result is further interpreted from the perspective of
the information sufficiency of the two models.
This study brings a valuable contribution to empirical studies focusing
on the time variations in any sort of economic phenomena. In particular,
it is of a great relevance to the literature of the Great Moderation. The
Great Moderation is a marked decline in the volatility of macroeconomic
variables (such as output and inflation) during the early 1980s and the
4He uses the New Keynesian (NK) and Real Business Cycle (RBC) models.
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subsequent periods in the U.S.5 As for the source of this phenomenon,
many earlier works using VAR methods provide the good luck hypothesis
(see Stock and Watson (2002), Primiceri (2005), Sims and Zha (2006),
and Gambetti et al. (2008)), which attributes the macroeconomic sta-
bility to an exogenous cause (i.e. a decline in the volatility of exogenous
shocks). However, more recent works using TVP/SV-FAVAR provide a
different analysis result. One pioneering work with this empirical frame-
work is Baumeister et al. (2013). They examine the time variations in
monetary policy effects from the 1970s to the 2000s in the U.S., and ob-
serve a significant variation during the 1980s6. Regarding why VAR and
FAVAR provide such inconsistent results, it has not been fully discussed
in the literature. However, as indicated by my MC experiments, the
performance of VAR may be problematic, and this would be a possible
explanation for the above inconsistency.
In order to reinforce the findings of my MC experiments, I also con-
duct the empirical exercise with an application to Japan’s data from the
1970s to the 2000s, as an example exhibiting different performances of
TVP/SV-FAVAR and TVP/SV-VAR7. The IRF analysis reveals that in
the case of TVP/SV-FAVAR, the response of the aggregate price to mon-
etary policy shock significantly strengthens during the early 1990s, and
the timing of this change is associated with the bubble collapse, which
happened in 1990-91 in Japan. On the other hand, TVP/SV-VAR in-
dicates no evidence of time variations in monetary policy transmission.
This example seems to reproduce the findings in the empirical literature
of the Great Moderation, in the sense that the FAVAR result suggests
a significant variation in the monetary policy effects whereas the VAR
does not necessarily identify it.
This chapter is organized as follows. In Section 2.2, the empirical
models (TVP/SV-FAVAR and TVP/SV-VAR) are reviewed. In Sec-
tion 2.3, MC-based experiments are conducted, and TVP/SV-FAVAR
displays a good performance whereas it is not the case for TVP/SV-VAR.
5Many papers report this phenomenon. See, for example, Perez-Quiros and Mc-
Connell (2000) and Blanchard and Simon (2001).
6Ellis et al. (2014) and Yamamura (2017) analyze UK and Japan’s data with
TVP/SV-FAVAR, and they also report a significant variation in monetary policy
propagation during the early 1990s. Note that Yamamura (2017)’s work is reported
in Chapter 1 of this thesis.
7Note that the analysis with TVP/SV-FAVAR was already conducted in Chapter 1.
In this chapter, the analysis with TVP/SV/VAR is newly added.
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In Section 2.4, the obtained results are interpreted from the perspective
of the information sufficiency of the two empirical models. Section 2.5
gives an example of the empirical application using Japan’s data, and
Section 2.6 provides a conclusion.
2.2 Empirical models
This section gives an overview of TVP/SV-FAVAR and TVP/SV-VAR.
2.2.1 TVP/SV-FAVAR
The specification of TVP/SV-FAVAR is the same as the one which I used
in Chapter 1 (see 1.3.1). First, the observation equation is
Xt = Λ
fFt +Ψ
RRt + et , et ∼ N(0, R) (t = 1, ..., T ) (2.1)
where Xt = [X1t ... XNt]
′ is a panel of N observed variables, Ft =
[F 1t ... F
K
t ]
′ denote K latent factors, and Rt is interest rate. The dis-
turbances et = [e1t ... eNt]
′ are i.i.d. with E[et] = 0 and E[ete′t] = R,
where the N ×N matrix R is assumed to be diagonal. For unique iden-
tification of latent factors, it is assumed that the upper K ×K block of
Λf is identity matrix, and also that the upper K×1 block of ΨR is zero8.
The transition equation is given by
Zt = ct +B1,tZt−1 + ...+BL,tZt−L + vt , vt ∼ N(0,Ωt) (2.2)
where Zt denotes the common factors made up of latent factors Ft and in-
terest rate Rt. Note that this equation allows for time-varying parameters
(ct, Bk,t with k = 1, ..., L) and stochastic volatility (Ωt). As a common
choice in the literature, the lag length is set equal to two (L = 2)9. The
volatility matrix Ωt is factored as
Ωt = A
−1
t Ht(A
−1
t )
′ (2.3)
8For detail, see Bernanke et al. (2005).
9This choice is mainly motivated from a computational perspective. For more
detail, see Primiceri (2005), Baumeister et al. (2013) and Ellis et al. (2014).
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where Ht is diagonal and At is lower-triangular:
Ht =

σ1,t 0 · · · 0
0 σ2,t
. . .
...
...
. . .
. . . 0
0 · · · 0 σn,t
 , At =

1 0 · · · 0
a21,t 1
. . .
...
...
. . .
. . . 0
an1,t · · · ann−1,t 1

(2.4)
Following Primiceri (2005), Baumeister et al. (2013) and Ellis et al.
(2014), the time evolution of the VAR coefficients and volatility matrix
is specified as
βt = βt−1 + ηt
αt = αt−1 + τt
log σt = log σt−1 + εt
(2.5)
where βt stacks all of the VAR coefficients, αt stacks non-zero and non-
one elements of the matrix At, and σt stacks diagonal components of the
matrix Ht. All of the innovations in the model are assumed to be jointly
normally distributed, and their variance covariance matrices are specified
by
V ≡ V ar


ut
ηt
τt
εt

 =

In 0 0 0
0 Q 0 0
0 0 D 0
0 0 0 G
 (2.6)
where G is assumed to be diagonal (G = diag(gi)).
2.2.2 TVP/SV-VAR
As for TVP/SV-VAR, the specification follows Primiceri (2005). The
equation system is given by
Xt = ct +B1,tXt−1 + ...+BL,tXt−L + vt , vt ∼ N(0,Ωt) (2.7)
where the vector Xt consists of the observed variables. Regarding time
variation in the coefficients and shock variance, the same assumptions are
adopted as in the transition equation in TVP/SV-FAVAR as summarized
by Eqs. (2.3)-(2.6). As in TVP/SV-FAVAR, the lag length is set equal
to two (L = 2).
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Table 2.1: Endogenous variables in the open-economy DSGE.
Notation Definition
Ct consumption
Yt output
pit inflation
piH,t inflation for domestic goods
piF,t inflation for imported goods
St terms of trade
ΨF,t price gap
q˜t real exchange rate
Rt nominal interest rate
Y ∗t output in foreign economy
pi∗t inflation in foreign economy
R∗t nominal interest rate in foreign economy
2.3 Monte Carlo (MC)-based experiments
In this section, MC-based experiments are conducted to examine whether
TVP/SV-FAVAR and TVP/SV-VAR correctly detect time variation in
monetary policy transmission.
2.3.1 Open-economy DSGE model
As the data-generation process (DGP), I use the open-economy DSGE
model developed by Justiniano and Preston (2010). This model is a
generalization of the model of Monacelli (2005), where the generalization
includes the introduction of incomplete asset markets, habit formation,
and the indexation of prices to past inflation. The model consists of
eight exogenous shocks and twelve macroeconomic endogenous variables.
All of the endogenous variables are listed in Table 2.1. The model is
calibrated by the estimates of Justiniano and Preston (2010), but as
described below, a certain form of time variation is additionally imposed
in the monetary policy rule.
In the open-economy DSGE, the monetary policy rule is governed by
Rt
R
=
(
Rt−1
R
)ρi
·
(
1 + pit
1 + pi
)ψpi
·
(
Yt
Y
)ψy
·
(
Yt
Yt−1
)ψ∆y
·
(
e˜t
e˜t−1
)ψ∆e
× ε˜M,t
(2.8)
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where Rt, Yt, pit, e˜t, and ε˜M,t represent interest rate, output, inflation,
nominal exchange rate, and monetary policy shock, respectively10. Note
also that R, Y and pi indicate steady-state level. As per time variation
in the policy rule, the following structural break is introduced in the
parameter ψpi:
ψpi =
{
1.8 (for 1 ≤ t ≤ 125; Regime 1)
0.45 (for 126 ≤ t ≤ 250; Regime 2) (2.9)
The value in Regime 1 (ψpi = 1.8) is the estimate of Justiniano and
Preston (2010). In Regime 2, ψpi is set four times smaller than that
(ψpi = 0.45). Note that the choice of four times change is based on the ob-
servation of Fernandez-Villaverde and Rubio-Ramirez (2008)11. Fig. 2.1
shows the theoretical IRFs of the three major variables (output, infla-
tion, and interest rate) to monetary policy shock. Throughout this study,
monetary policy shock is defined by an increase of 100 basis points in the
interest rate. It exhibits that the variation in the parameter ψpi signifi-
cantly strengthens the impulse responses of output and inflation.
The model is solved separately by the regimes12. Then, by using the
solution form, the model is simulated 100 times, by which 100 pseudo-
data samples (simulation samples) are prepared. In each simulation,
500 observations are generated for each regime, using the exogenous
shocks drawn from normal distribution. The first 375 observations are
discarded to reduce the impact of initial conditions. By this procedure,
the sample size is set equal to 250 (T = 250).
10e˜t is defined by e˜t = q˜tPt/P
∗
t , where q˜t is real exchange rate, and Pt and P
∗
t
denote the aggregate price in domestic and foreign economies, respectively.
11They observed that γpi (equivalent parameter to ψpi) changes by 4-5 times through
the Great Moderation.
12The solution form of the model is obtained by converting the equation system of
the DGP to the following VAR form:
X˜t = AX˜t−1 +But
where X˜t and ut are vectors of endogenous variables and structural shocks, respec-
tively. This solution form is often called the “Sims’ canonical form”. As for how to
obtain the matrices A and B, see Sims (2002).
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Figure 2.1: Theoretical impulse response functions (IRFs) of output, in-
flation, and interest rate to monetary policy shock in the open-economy
DSGE. The black solid line and the red dashed line represent the re-
sponses in Regimes 1 and 2, respectively. Throughout this study, the
monetary policy shock is defined by an increase of 100 basis points in the
interest rate.
2.3.2 Estimation of TVP/SV-FAVAR
Identification scheme First, the observed vector Xt and the common
factors Zt are defined by
Xt = {Y ∗t , pi∗t , R∗t , Ct, Yt, pit, piH,t, piF,t, St,ΨF,t, q˜t}′ (2.10)
Zt = {Rt, Ft}′ = {Rt, F 1t , ..., FKt }′ (2.11)
For the definition of each variable, see Table 2.1. Note also that log
difference transformation is applied to all of the variables except for the
interest rate Rt
13. Then, to identify monetary policy shock, the sign re-
strictions scheme is adopted. Following Canova and Nicol (2002), Uhlig
(2005), and Ellis et al. (2014), restrictions are placed on the contempo-
raneous response of the observed variables. As restrictions, it is assumed
that a tightening monetary policy shock increases the interest rate, and
decreases the output and inflation on impact:
(IRF )Yt,h=0 < 0
(IRF )pit,h=0 < 0
(IRF )Rt,h=0 > 0
(2.12)
where (IRF )st,h=0 represents the impulse response of the variable s (=
Y, pi, or R) to monetary policy shock at time t for horizon h = 0 (i.e.
13In the case of using a large dataset (such as FAVAR), this transformation is
recommended to induce stationarity (see Baumeister et al. (2013) and Ellis et al.
(2014)).
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contemporaneous response). Note that these restrictions are in line with
the true properties of the DGP.
To impose the above restrictions, I undertake the procedure used by
Ellis et al. (2014). The restrictions are introduced as follows. First, the
Cholesky decomposition is applied to the VAR covariance matrix Ωt:
Ωt = PtP
′
t
Then, a n×n matrix (≡ J) is drawn from the N(0, 1) distribution. Next,
the QR decomposition is applied to J (i.e. J = QR with QQ′ = I), by
which a candidate covariance matrix is decomposed as Ωt = P˜tP˜
′
t with
P˜t = PtQ. Using this candidate matrix, the contemporaneous impulse
responses of the observed variables to monetary policy shock are calcu-
lated. If these responses satisfy the restrictions (2.12), P˜t is stored. This
procedure is repeated until 100 P˜t matrices are stored. Finally, the ma-
trix P˜t is defined by elements closest to the median across the 100 stored
matrices.
Estimation procedure The estimation procedure is similar to the one
I used in Chapter 1. To begin with, the factor loadings Γ
(
= (ΨR,Λf )
)
and the variance R (= diag(Ri)) are sampled conditionally on given
latent factors. Γ and Ri are drawn from the normal and inverse gamma
distributions respectively. The VAR coefficients (βt), the off-diagonal
elements of At (aij,t), and the covariance matrices of disturbances in
their random-walk process (Q and D) are subsequently drawn through
the method developed by Carter and Kohn (1994), while hi,t and gi are
simulated using the scheme described in Jacquier et al. (1994). Using the
procedure described in the previous paragraph, the variance matrix Ωt
is decomposed as Ωt = P˜tP˜
′
t . The latent factors Ft are sampled by the
algorithm of Carter and Kohn (1994). The above steps are iterated 10,000
times, with the first 9,000 draws removed as a burn-in (M =10,000 and
M0=9,000). Note that more details of the algorithm are described in
1.6.2 and 1.6.3.
As for the number of latent factors K, it is set equal to two (K = 2).
This choice is based on the exercises in 2.7.2, where I examine TVP/SV-
FAVAR in the three cases of K (K = 1, 2, 3)14. The exercises indicate
14When K ≥ 4, the computation time explodes and the model estimation becomes
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that the model adequately detects time variation in monetary policy
transmissions if K ≥ 2. However, another finding is that when K = 3,
the estimation uncertainty is clearly larger than in the case of K = 2.
Based on these findings, I choose K = 2 as the case yielding TVP/SV-
FAVAR’s best performance.
2.3.3 Estimation of TVP/SV-VAR
In TVP/SV-VAR, the VAR vector Xt is defined by
Xt = {Rt, Yt, pit}′ (2.13)
As in TVP/SV-FAVAR, monetary policy shock is identified by the sign
restrictions scheme. As for estimation algorithm, it is exactly the same
as the one for the transition equation part in TVP/SV-FAVAR.
2.3.4 Results
Using the 100 simulation samples, I perform 100 pseudo-experiments
where, in each experiment, TVP/SV-FAVAR and TVP/SV-VAR are es-
timated using the Bayesian approach. Fig. 2.2(a) displays the estimated
median cumulative IRFs to monetary policy shock across the 100 experi-
ments with TVP/SV-FAVAR15. As already mentioned in 2.3.1, monetary
policy shock is defined by an increase of 100 basis points in the interest
rate. Note also that the first 50 periods (t = 1−50) are not included
in each plot, because they are used as a training sample. In the long-
horizon region, the responses of output and inflation strengthen around
t = 125, which is consistent in both the timing and direction of variation,
with the true change in the DSGE (see Fig. 2.1). Fig. 2.2(b) shows the
corresponding plots obtained by TVP/SV-VAR. It suggests that the re-
sponse of inflation strengthens around t = 125, which is the same feature
as with TVP/SV-FAVAR. However, regarding output, the shape of its
response function is strange. Furthermore, the interest rate also exhibits
unstable.
15As for IRFs of output and inflation, some constant correction factors are applied
to them. The merit of using this correction is that the long-run cumulative IRF
becomes a well-defined measure of total impact of monetary policy shock on each
observed variable. Note also that this correction has no impact on the time variation
in the estimated cumulative IRFs. For more detail, see 2.7.1.
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Output Inflation Interest rate
(a) TVP/SV-FAVAR
Output Inflation Interest rate
(b) TVP/SV-VAR
Figure 2.2: Time-varying median cumulative impulse responses to mone-
tary policy shock across the 100 pseudo-experiments using (a) TVP/SV-
FAVAR and (b) TVP/SV-VAR.
a sudden change at t = 125 in its response. This should be also regarded
as strange, because the theoretical IRF of interest rate is not affected
significantly by the change in ψpi (see Fig. 2.1).
As to the responses of the output and inflation, I also check their time
variation at a fixed impulse horizon of h = 24, as shown in Fig. 2.3. In
this figure, the estimated responses are compared with the true one, as
indicated by the red line. TVP/SV-FAVAR exhibits that the estimated
responses are consistent with the true one within the bounds of estima-
tion uncertainty, in terms of both output and inflation. However, in the
case of TVP/SV-VAR, the estimated result for the output deviates from
the true response, and the gap between them cannot be explained by
estimation uncertainty.
2.3.5 Robustness check
As a robustness check, two alternative exercises are conducted with the
following setup: (i) tightened prior is imposed on time variation process
of VAR coefficients βt, and (ii) smoothed time variation is assumed in
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Figure 2.3: Time-varying cumulative impulse responses at the impulse
horizon h = 24. The responses are obtained by the 100 pseudo-
experiments using (a) TVP/SV-FAVAR and (b) TVP/SV-VAR. The blue
solid line, shaded area, and dotted lines represent the median, 16/84-
percentiles, and 5/95-th percentiles of the estimated responses, respec-
tively. The red dashed line indicates the true response in the DSGE.
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the parameter ψpi.
Tightened prior In TVP/SV-FAVAR and TVP/SV-VAR, the time-
varying coefficients βt play an important role in capturing time varia-
tion in monetary policy transmission. As described in Section 2.2, their
volatility is controlled by the covariance matrix Q. In the baseline exer-
cise conducted in the above subsections, the prior of Q is defined by the
inverse-Wishart distribution16:
Q ∼ iW (Q0, T0)
where Q0 = τ × V ar[β̂OLS]× T0 with τ = 3.5× 10−4, and T0 is a length
of the training sample17. To perform a robustness check, τ is tightened
to 1.0 × 10−4. Note that tighter prior of Q restricts the time-varying
coefficients βt to be less volatile.
Then, MC exercise is conducted, where the experimental setup is the
same as in the baseline exercise except for the prior of Q. Fig. 2.4 shows
the obtained cumulative responses at an impulse horizon h = 24. In each
plot, the median estimated response (blue solid line) is almost the same
as that of the baseline exercise (red dashed line). This suggests that the
experimental results are hardly affected by the prior setup.
DGP with smoothed time variation In the baseline exercise, a
structural change was imposed in the monetary policy rule (see Eq. (2.9)).
As another option, let us consider the following smoothed time variation:
ψpi,t = A+B · sin
(
2pi
T
t
)
(T = 250)
A =
1
2
· (ψmax + ψmin)
B =
1
2
· (ψmax − ψmin)
16As mentioned in 2.3.2, this follows a standard recommendation in the literature.
For more detail, see 1.6.3.
17The periods t = 1-50 are used for the training. Moreover, β̂OLS represents an
OLS estimate, which is obtained by the OLS estimation over the training sample via a
fixed-coefficient VAR model made up of the interest rate and the principal components
(i.e. the VAR vector is defined as Zt = {Rt, (PC)t}.). For more detail, see 1.6.3.
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Figure 2.4: Time-varying cumulative impulse responses at the impulse
horizon h = 24 when the prior for Q is tightened (τ = 1.0×10−4). The re-
sponses are obtained by the 100 pseudo-experiments using (a) TVP/SV-
FAVAR and (b) TVP/SV-VAR. The blue solid line, shaded area, and
dotted lines represent the median, 16/84-percentiles, and 5/95-th per-
centiles of the estimated responses, respectively. The red dashed line
indicates the estimated median response obtained in the baseline MC
exercise.
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where ψmax = 1.8 and ψmin = 0.45. With this setup, the model is
simulated 100 times18, by which 100 pseudo-data samples are obtained.
In each simulation, 750 observations are generated by using exogenous
shocks drawn from the normal distribution, and the first 500 observations
are discarded to reduce the impact of the initial conditions. By this
procedure, the sample size is set as equal to 250.
Using this DGP, I perform the 100 pseudo-experiments with each of
TVP/SV-FAVAR and TVP/SV-VAR. Fig. 2.5 shows the obtained time-
varying cumulative IRFs. In the case of TVP/SV-FAVAR, the responses
of the output and inflation exhibit a smoothed time variation but that
of the interest rate hardly varies. These results are consistent with the
true properties of the DGP. In the case of TVP/SV-VAR, the response of
the inflation varies smoothly over time in an expected manner. However,
the output exhibits an unreasonable feature in terms of the shape of its
response function. As another irrelevant result, the response of interest
rate is observed to vary over time. Fig. 2.6 illustrates the time varia-
tion in the cumulative responses of output and inflation at the impulse
horizon h = 24. The estimated result with TVP/SV-FAVAR is in agree-
ment with the truth. However, TVP/SV-VAR shows that the estimated
response of output is not consistent with the true response, whose in-
consistency cannot be explained by estimation uncertainty. In summary,
Figs. 2.5 and 2.6 provide the same implication as in the baseline exercise,
indicating that TVP/SV-FAVAR is superior to TVP/SV-VAR in terms
of identifying time variation in monetary policy effects.
Further exercise As a further robustness check, I also conduct an
MC exercise using Smets-Wouters model (2007)19 as DGP. For details,
see 2.7.3.
2.4 Interpretation
In Section 2.3, TVP/SV-FAVAR displayed a good performance in terms
of detecting time variation in monetary policy transmission, whereas
TVP/SV-VAR did not. In this section, these results are interpreted
18Note that ψpi takes a different value for each t. Therefore, the solution form of
the model is prepared for each t in a separate manner.
19For detail of this model, see Smets and Wouters (2007).
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(a) TVP/SV-FAVAR
Output Inflation Interest rate
(b) TVP/SV-VAR
Figure 2.5: Time-varying median cumulative impulse responses to mone-
tary policy shock across the 100 pseudo-experiments where smoothed
time variation is imposed in ψpi. The estimated responses from
(a) TVP/SV-FAVAR and (b) TVP/SV-VAR are depicted.
72
Output
50 100 150 200 250
Time
-8
-6
-4
-2
Inflation
50 100 150 200 250
Time
-4
-2
0
(a) TVP/SV-FAVAR
Output
50 100 150 200 250
Time
-5
0
5
Inflation
50 100 150 200 250
Time
-4
-3
-2
-1
0
(b) TVP/SV-VAR
Figure 2.6: Time-varying cumulative impulse responses at the impulse
horizon h = 24 across the 100 pseudo-experiments where smoothed time
variation is imposed in ψpi. The estimated responses from (a) TVP/SV-
FAVAR and (b) TVP/SV-VAR are depicted. The blue solid line, shaded
area, and dotted lines represent the median, 16/84-percentiles, and 5/95-
th percentiles of the estimated responses, respectively. The red dashed
line indicates the true response in the DSGE.
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from the perspective of information sufficiency of the two models. For
this analysis, I use the concept of informational deficiency and a tech-
nique to quantitatively evaluate it, both of which were recently proposed
by Forni et al. (2016). In Subsection 2.4.1, the informational deficiency of
the 3-variable VAR is evaluated in terms of identifying monetary policy
shock. The same exercise is also applied to the VAR system comprised
of the principal components and interest rate, by which the deficiency
of the FAVAR model is also examined. Based on the obtained results,
Subsection 2.4.2 provides an interpretation of the performance of the two
models in the MC experiments.
Regarding the evaluation of the informational deficiency (or suffi-
ciency), the technique presented by Forni et al. (2016) is not the only
approach proposed in the literature. One popular method is the Granger
causality test developed by Giannone and Reichlin (2006) and Forni and
Gambetti (2014). Moreover, Canova and Hamidi Sahner (2017) recently
proposed a new method as a more robust approach. However, these
methods are not designed to analyze the information sufficiency for a
certain specific shock20. My interest has information sufficiency for one
specific shock (i.e. monetary policy shock), due to which I adopt the
approach of Forni et al. (2016) in the exercise below.
2.4.1 Informational deficiency
Definition Let xt = [x1,t, ..., xn,t]
′ denote a vector of n variables used
in VAR, and assume that this vector has a moving average representation
at DGP level:
xt =
∞∑
l=0
Ax(l)ut−l
where ut = [u1,t, ..., uq,t]
′ are structural shocks (q × 1 vector), and Ax(l)
represents an n × q matrix of impulse response functions. In principle,
VAR with lag L decomposes the vector xt to two orthogonal components:
xt = P (xt|Hxt−1(L)) + ϵ(L)t
20Their methods are designed to check the fundamentalness of the VAR system (or
a similar concept to it). For detail, see Hansen and Sargent (1991), Lippi and Reichlin
(1993), Lippi and Reichlin (1994), Chari et al. (2008), and Forni and Gambetti (2014).
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where Hxt−1(L) is a closed linear space defined by xt−k with k = 1, ..., L;
and P (a|b) represents a projection function of a onto b. Let ui,t (i-th
component of ut) be a shock of interest, and it can be written as
ui,t = P (ui,t|ϵ(L)t ) + e(L)i,t . (2.14)
In (2.14), e
(L)
i,t represents a discrepancy between the shock identified by
VAR and the true shock, and this discrepancy is generated due to a
deficiency of VAR’s information set. On this basis, Forni et al. (2016)
define informational deficiency of VAR for the shock ui,t by a fraction of
the unexplained variance in the projection function (2.14):
δi(L) =
σ2ei,(L)
σ2ui
.
Note that this measure is within a range between zero and one (0 ≤
δi ≤ 1). We can regard VAR’s information as being sufficient when δi is
smaller than a pre-specified thresholdM . There is no exact definition on
which kind of value the threshold M should take, but Forni et al. (2016)
propose setting M = 0.05 or 0.1 as the relevant level.
Formula Forni et al. (2016) derive a simple formula used to com-
pute δi(L) as follows. First, Proposition 2
′ in their paper gives
P (ui,t|ϵ(L)t ) = P (ui,t|Hxt (L)).
From this,
δi(L) =
σ2ei,(L)
σ2ui
=
V ar[ui,t − P (ui,t|e(L)t )]
σ2ui
=
V ar[ui,t − P (ui,t|Hxt (L))]
σ2ui
(2.15)
Using the definition yt ≡ [x′t, ..., x′t−L]′, it is derived that
V ar[ui,t − P (ui,t|Hxt (L))] = V ar[ui,t − ui,ty′t(yty′t)−1yt]
= σ2ui − A(i)y (0)′Σ−1y A(i)y (0)
(2.16)
where A
(i)
y (0) represents the contemporaneous responses of yt to ui,t, and
Σy is the variance covariance matrix of yt. From (2.15) and (2.16), a
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formula to compute δi is given by
δi(L) = 1− A(i)y (0)′Σ−1y A(i)y (0)/σ2ui . (2.17)
Note that Σy is obtained by
Σy =

Γ0 Γ1 · · · ΓL
Γ−1 Γ0 · · · ΓL−1
...
...
. . .
...
Γ−L · · · · · · Γ0

Γk = E[xtx
′
t−k] =
q∑
m=1
σ2um
∞∑
l=0
A(m)x (l)
(
A(m)x (l + k)
)′
where q is the number of structural shocks, and A
(m)
x (l) is the m-th
column of the impulse response matrix Ax(l).
Computation I compute the informational deficiency for monetary
policy shock in the open-economy DSGE. For the VAR vector xt, the
following two designs are considered:
(i) xt = [Rt, Yt, pit]
′
(ii) xt = [Rt, (PC)1,t, ..., (PC)K,t]
′
where (PC)j,t is the j-th principal component obtained from all of the en-
dogenous variables used in TVP/SV-FAVAR estimation (see Eq. (2.10)).
The case (i) evaluates the deficiency of 3-variable VAR, whereas the
case (ii) pertains to the deficiency of FAVAR. Note also that the lag of
the VAR system is set equal to two (L = 2) in both cases. By Eq. (2.17),
the informational deficiency is evaluated. The obtained results are shown
in Table 2.2.
2.4.2 Discussion
As mentioned in 2.4.1, we can regard VAR/FAVAR’s information as being
sufficient if δi is smaller than a pre-specified threshold M . Using Forni
et al. (2016)’s suggestion, the set is M = 0.10 in the discussion below.
Table 2.2 suggests that the 3-variable VAR (xt = [Rt, Yt, pit]
′) is in-
formationally deficient in identifying monetary policy shock. In the case
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Table 2.2: Informational deficiency of VARs for estimating a monetary
policy shock in the open-economy DSGE. xt represents the VAR vector.
The lag of the VAR system is set equal to two (L = 2).
(i) xt = [Rt, Yt, pit]
′
Regime 1 Regime 2
0.459 0.510
(ii) xt = [Rt, (PC)1,t, ..., (PC)K,t]
′
Regime 1 Regime 2
K = 1 0.639 0.489
K = 2 0.472 0.385
K = 3 0.446 0.283
K = 4 0.440 0.066
K = 5 0.148 0.064
K = 6 0.050 0.062
K = 7 0.047 0.005
of FAVAR (xt = [Rt, (PC)1,t, ..., (PC)K,t]
′), the information deficiency
decreases as the number of principal components increases. Another
finding from Table 2.2 is that the degree of deficiency can change across
the different regimes. This change is prominent, especially when the in-
formation set of empirical models is not enough (see Table 2.2(ii) with
small K). It should be emphasized that both informational deficiency
and its variations diminish the ability of the empirical models to capture
time variations in the monetary policy transmission. VAR easily suffers
from both of these problems, but FAVAR can overcome them by virtue of
the latent factors. This gives an essential explanation of why TVP/SV-
FAVAR displayed good performance in the MC experiments and why
TVP/SV-VAR did not.
Regarding the number of latent factors to achieve informational suf-
ficiency, the implication from Table 2.2 is not necessarily consistent with
the one in the MC experiments in Section 2.3. In the MC experiments,
TVP/SV-FAVAR with K = 2 exhibited good performance, whereas Ta-
ble 2.2 suggests that K should be six or more. To understand this incon-
sistency, it would be useful to recall that the exercise in 2.4.1 used prin-
cipal components when examining the deficiency of FAVAR. As pointed
out by Forni and Gambetti (2014), an exercise using principal compo-
nents may overestimate the number of latent factors needed to achieve
informational sufficiency, because the principal components may be im-
perfect estimates of the latent factors. Regarding this point, Stock and
Watson (2010) argue that principal component estimation is based on
77
cross-sectional averaging21, whereas the Kalman-filter-based algorithm
estimates the latent factors using information spanning the full sam-
ple period. In the MC experiments in Section 2.3, the latent factors in
TVP/SV-FAVAR are estimated using the algorithm of Carter and Kohn
(1994), and this algorithm computes the factors through Kalman filter
and an additional backward recursive algorithm. Therefore, to the extent
of relying on full period information, the obtained factors through this
algorithm are expected to be better estimates than the principal com-
ponents. From this, it can be understood why TVP/SV-FAVAR with a
limited number of factors (K ≤ 3) could display a good level of perfor-
mance in the MC experiments.
2.5 An empirical application
In order to reinforce the findings in the MC experiments (see Section 2.3),
I also conduct an empirical exercise with an application to Japan’s data
from the 1970s to the 2000s. The exercise exhibits different performances
of TVP/SV-FAVAR and TVP/SV-VAR. Note that the analysis with
TVP/SV-FAVAR was already conducted in Chapter 1. In what follows,
the analysis with TVP/SV-VAR is newly added.
2.5.1 Estimation methodology
In TVP/SV-FAVAR, the common factors Zt are defined by
Zt = {Ft, Rt}′ = {F 1t , ..., FKt , Rt}′ (2.18)
where Ft and Rt represent the latent factors and monetary policy instru-
ment, respectively. The number of latent factors is set equal to three
(K = 3)22. In TVP/SV-VAR, the VAR vector is defined as follows:
Xt = {(IIP )t, (CPI)t, Rt}′ (2.19)
21Principal components at time t (= (PC)t) are estimated by using only the infor-
mation at the contemporaneous period, instead of relying on the information spanning
the full sample period (i.e. 1 ≤ t ≤ T ).
22It is optimized by using the information criteria of Bai and Ng (2002). For detail,
see 1.3.4.
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where (IIP )t and (CPI)t represent the aggregate IIP and CPI, respec-
tively. The estimation procedure for the two models is basically the same
as in the MC exercise in Section 2.3, but the exceptions are that mon-
etary policy shock is identified by the recursive scheme, and that the
iteration times of the sampling algorithm is 30,000, with the first 27,000
draws removed as a burn-in ((M,M0) = (30, 000, 27, 000)).
2.5.2 Results
TVP/SV-FAVAR and TVP/SV-VAR are estimated with the data set
which I used in Chapter 123. Fig. 2.7 shows the obtained impulse re-
sponses of the three major variables (IIP, CPI and monetary policy in-
strument) to monetary policy shock. Fig. 2.8 displays the responses of
IIP and CPI at the long impulse horizon (h=48 months). In the case of
TVP/SV-FAVAR, the response of CPI significantly strengthens during
the early 1990s, and the timing of this change is associated with the bub-
ble collapse, which happened in 1990-91 in Japan. On the other hand,
TVP/SV-VAR indicates no evidence of time variation in the monetary
policy effects. These results seem to reproduce the empirical literature on
the Great Moderation, where FAVAR results suggest a significant change
in monetary policy transmission but VAR does not identify the same.
2.6 Conclusion
This study investigates the ability of TVP/SV-FAVAR to capture time
variations in the transmission of monetary policy shock, in comparison
to that of TVP/SV-VAR. The analysis is conducted mainly through MC-
based experiments using the open-economy DSGE as the data-generating
process. The experiments show that TVP/SV-VAR does not adequately
detect time variation in the monetary policy transmission, but TVP/SV-
FAVAR does. Subsequently, the experimental results are interpreted in
terms of the information deficiency of the two empirical models. Using
the technique of Forni et al. (2016), it is quantitatively confirmed that
VAR does not contain sufficient enough information to estimate mone-
tary policy shock. As for another finding, when the information set of
the empirical model is far from being enough, the extent of the informa-
23For detail of the data set, see 1.3.3.
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IIP CPI Monetary instrument
(a) TVP/SV-FAVAR
IIP CPI Monetary instrument
(b) TVP/SV-VAR
Figure 2.7: Time-varying median impulse responses to monetary pol-
icy shock from 1975 to 2007 in Japan. The estimated responses from
(a) TVP/SV-FAVAR and (b) TVP/SV-VAR are depicted.
tional deficiency can vary significantly in accordance with a change in the
underlying dynamics. It is generally expected that both informational
deficiency and its variations diminish the ability of the empirical models
to capture time variations in structural shock transmission. VAR easily
suffers from both problems, but FAVAR can overcome them by virtue of
using common latent factors. These findings provide an essential expla-
nation as to why TVP/SV-FAVAR is more suitable than TVP/SV-VAR
for identifying time variation in monetary policy effects. In order to
reinforce the findings in the MC experiments, I also conduct the empir-
ical exercise with an application to Japan’s data from the 1970s to the
2000s. The obtained results seem to reproduce the findings in the liter-
ature of the Great Moderation, in the sense that FAVAR result suggests
a significant variation in the monetary policy effects but VAR does not
necessarily identify it.
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Figure 2.8: Time-varying impulse responses at the impulse horizon
h = 48 months from 1975 to 2007 in Japan. The estimated responses
from (a) TVP/SV-FAVAR and (b) TVP/SV-VAR are depicted. The blue
solid line, shaded area, and dotted lines represent the median, 16/84-
percentiles, and 5/95-th percentiles of the estimated responses, respec-
tively.
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2.7 Appendices
2.7.1 Estimation of IRFs in MC experiments
In Section 2.3, the performance of the empirical models (TVP/SV-FAVAR
and TVP/SV-VAR) is evaluated by using a cumulative impulse response
to monetary policy shock at the long-run impulse horizon (h = 24). Cu-
mulative impulse response at the long horizon indicates a total impact of
monetary policy shock on each observed variable. In examining the time
variation in the monetary policy transmissions, this measure would be a
suitable one to check. However, it should be noticed that the estimated
impulse response of the observed variables does not converge to zero at
the long horizon (but to some non-zero level)24. In this case, the cumula-
tive impulse response of the variables would not become flat at the long
horizon, and therefore, the one at the long horizon would not represent
the total effect of monetary policy shock. To avoid this issue, I apply a
rough correction to the estimated impulse response of the variables. The
correction scheme for each variable Xi is formulated as follows:
(Corr IRF )Xit,h = (IRF )
Xi
t,h + Ci (2.20)
where (IRF )Xit,h is an estimated impulse response of the variable Xi to
monetary policy shock at time t for horizon h. The correction factor Ci
is set equal to some of the values, such that the impulse response at
Regime 1 (t ≤ 125) converges to zero at the long horizon region (h = 24-
48) on average. Note that Ci is constant for each observable Xi, and that
it does not depend on either time t or horizon h. Therefore, it should be
emphasized that this correction has no impact on the time variation in
the estimated cumulative IRF of the variable Xi.
24It is likely to occur, especially when log-difference transformation is applied to
the variables. If this transformation is adopted, the cumulative impulse response of
the log-differenced variable corresponds to the impulse response of the observed vari-
able (non-transformed variable). Due to the stationarity of the system, the impulse
response (non-cumulative response) of the log-differenced variable tends to converge
to zero at the long horizon, but this is not necessarily the case for the cumulative
response. This means that the estimated impulse response of the observed variable
(non-transformed variable) does not necessarily converge to zero at the long horizon.
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2.7.2 Optimization of K
To optimize the number of latent factors K in TVP/SV-FAVAR, I con-
duct an MC exercise in the three cases of K (K ≤ 3). As for the estima-
tion procedure of the models, see Section 2.3.
Fig. 2.9 shows the estimated median cumulative IRFs to monetary
policy shock across the 100 experiments. When K ≥ 2 (Figs. 2.9(b)
and (c)), the long-run responses of output and inflation strengthen around
t = 125. These results are consistent in terms of both the timing and
direction of the variation, with the true change in the underlying DSGE.
However, in the case of K = 1 (Fig. 2.9(a)), the responses of both output
and inflation display a strange result. The response of the output does
not indicate a clear variation across the two regimes, and that of the
inflation decreases around t = 125.
As for the responses of output and inflation, I also check their time
variation at a fixed horizon of h = 24, as shown in Fig. 2.10. In all
of the plots, the estimated response is compared with the true one as
indicated by the red line. When K = 1, the estimated response clearly
deviates from the true one (in both terms of output and inflation), and
the gap between them cannot be explained by estimation uncertainty.
On the contrary, FAVARs with K ≥ 2 exhibit that the estimated result
is consistent with the truth within the bounds of estimation uncertainty.
In another finding, the uncertainty bands in the case of K = 3 tend to be
larger than the ones with K = 2. This reflects the fact that uncertainty
in model estimation is enlarged as the number of latent factors increases.
Based on the above observations, I choose K = 2 as the case yielding
TVP/SV-FAVAR’s best performance.
2.7.3 Exercise with Smets-Wouters model (2007)
As a further robustness check, I conduct an MC exercise using Smets-
Wouters model (2007) as the DGP.
Smets-Wouters model (2007) As well as the open-economy DSGE,
the Smets-Wouters model (2007) contains many shocks and frictions that
affect households and firms. Its key features include nominal price and
wage settings, habit information in consumption, and investment adjust-
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Output Inflation Interest rate
(a) K = 1
Output Inflation Interest rate
(b) K = 2
Output Inflation Interest rate
(c) K = 3
Figure 2.9: Median cumulative impulse responses to monetary policy
shock across the 100 pseudo-experiments using TVP/SV-FAVARs with
(a) K = 1, (b) K = 2 and (c) K = 3.
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Figure 2.10: Cumulative impulse responses at the impulse horizon
h = 24. The responses are obtained by the 100 pseudo-experiments
using TVP/SV-FAVARs with (a) K = 1, (b) K = 2 and (c) K = 3.
The blue solid line, shaded area, and dotted lines represent the median,
16/84-percentiles, and 5/95-th percentiles of the estimated responses, re-
spectively. The red dashed line indicates the true response in the DSGE.
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Table 2.3: Endogenous variables in the Smets-Wouters model (2007).
Notation Definition
Yt output
Ct consumption
Lt labor (hours worked)
Rt nominal interest rate
pit inflation
Wt real wage
µ˜wt wage mark-up
µ˜pt price mark-up
It investment
q˜t value of capital stock
Kt capital installed
Kst capital used in production
Rkt rental rate of capital
z˜t capital utilization costs
ment costs. On the basis of the works by Smets and Wouters (2003) and
Christiano et al. (2005), Smets and Wouters (2007) extend the monetary
business cycle model so then it is consistent with a balanced steady-state
growth path driven by deterministic technological progress. The model
consists of seven exogenous shocks and fourteen endogenous variables.
All of the endogenous variables are listed in Table 2.3.
In simulating the model, the sample size is set equal to 250. As for
calibration, the estimates of Smets and Wouters (2007) are used. For
each of Regimes 1 (1 ≤ t ≤ 125) and 2 (126 ≤ t ≤ 250), their esti-
mates with 1966-1979 and 1984-2004 subsamples are used, respectively.
The simulation procedure is the same as in the exercise with the open-
economy DSGE (baseline exercise) as described in Section 2.3. First, the
model is solved separately by the regimes. Then, by simulating the mod-
els 100 times, 100 pseudo-data samples are prepared. In each simulation,
500 observations are generated for each regime, and the first 375 obser-
vations are discarded. Fig. 2.11 displays the theoretical IRFs of output,
inflation, and interest rate to monetary policy shock. As for the key fea-
tures, the response of output varies remarkably across the two regimes,
whereas those of inflation and interest rate do not vary significantly.
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Figure 2.11: Theoretical impulse response functions (IRFs) of output, in-
flation, and interest rate to monetary policy shock in the Smets-Wouters
model (2007). The black solid line and the red dashed line represent the
responses in the cases of Regimes 1 and 2, respectively.
Pseudo-experiments and results The observed vectors in TVP/SV-
FAVAR and TVP/SV-VAR are defined by:
Xt = {z˜t, Ct, Kst ,Wt, Yt, pit, Lt, Rkt }′ (for TVP/SV-FAVAR)
Xt = {Rt, Yt, pit}′ (for TVP/SV-VAR)
(2.21)
For the definition of the variables, see Table 2.3. The identification
scheme and estimation procedure are the same as in the baseline exercise,
but the exception is that the number of latent factors in TVP/SV-FAVAR
is set equal to three (K = 3).
Figs. 2.12 and 2.13 display the obtained impulse responses to mon-
etary policy shock. In the case of TVP/SV-FAVAR, the estimated re-
sponse of output strengthens around t = 125, while those of inflation and
interest rate do not clearly vary across the whole of the study period25.
In the case of TVP/SV-VAR, a clear time variation is not observed in
any of the three variables. Moreover, it is especially strange that the
response of the interest rate is far below zero at a long horizon, which
also indicates that TVP/SV-VAR fails to identify monetary policy shock
correctly.
Interpretation The above exercise has provided the same finding as
in the baseline exercise (with the open-economy DSGE), indicating that
TVP/SV-VAR does not adequately capture time variations in monetary
policy transmission, but TVP/SV-FAVAR does. To interpret this result,
25In Fig. 2.12(a), it looks like the response of inflation strengthens around t = 125,
but Fig. 2.13(a) shows that this change is not statistically significant.
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Output Inflation Interest rate
(a) TVP/SV-FAVAR
Output Inflation Interest rate
(b) TVP/SV-VAR
Figure 2.12: Time-varying median cumulative impulse responses to mon-
etary policy shock across the 100 pseudo-experiments using the Smets-
Wouters model (2007). The estimated responses from (a) TVP/SV-
FAVAR and (b) TVP/SV-VAR are depicted.
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Figure 2.13: Time-varying cumulative impulse responses at the impulse
horizon h = 24 with the Smets-Wouters model (2007). The responses
are obtained by the 100 pseudo-experiments using (a) TVP/SV-FAVAR
and (b) TVP/SV-VAR. The blue solid line, shaded area, and dotted lines
represent the median, 16/84-percentiles, and 5/95-th percentiles of the
estimated responses, respectively. The red dashed line indicates the true
response in the DSGE.
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Table 2.4: Informational deficiency of VARs for estimating a monetary
policy shock in the Smets-Wouters model (2007). xt represents the VAR
vector. The lag of the VARs is set equal to two (L = 2).
(i) xt = [Rt, Yt, pit]
′
Regime 1 Regime 2
0.345 0.229
(ii) xt =
[Rt, (PC)1,t, ..., (PC)K,t]
′
Regime 1 Regime 2
K = 1 0.581 0.406
K = 2 0.521 0.323
K = 3 0.473 0.305
K = 4 0.393 0.272
K = 5 0.188 0.176
K = 6 0.004 0.003
K = 7 0.002 0.002
informational deficiency26 is calculated for the following two cases of VAR
vector xt:
(i) xt = [Rt, Yt, pit]
′
(ii) xt = [Rt, (PC)1,t, ..., (PC)K,t]
′
where (PC)j,t is the j-th principal component obtained from all of the en-
dogenous variables used in the TVP/SV-FAVAR estimation (see Eq. (2.21)).
The results are shown in Table 2.4. In the case of 3-variable VAR, the
information set is far from begin enough, whereas in the case of FAVAR,
information sufficiency is achieved by virtue of using the latent factors.
Based on the same arguments as in Section 2.4, it can be understood why
TVP/SV-FAVAR displayed a good performance in the previous subsec-
tion and why this is not the case with TVP/SV-VAR.
26For the definition of informational deficiency, see Section 2.4.
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Chapter 3
Estimating Large Panels with
Unknown Group Multifactor
Structures
3.1 Introduction
Recently there has been an increasing literature on panel data models
with multiple unobserved common factors. By adopting time-varying
common factors that affect the individuals with individual-specific factor
loadings, the models incorporate both individual and time effects. As
a notable feature, these individual and time effects are interacted mul-
tiplicatively, which introduces so-called interactive fixed effects (IFEs).
With such a multiplicative form, the models can capture unobserved het-
erogeneity more flexibly than the ones with additive individual and time
effects. Due to this flexibility, individual fixed effects have become a
powerful tool in the econometrics literature.
In the literature using IFEs, many works consider the models with
additional individual-specific regressors, and focus on a consistent esti-
mation of the corresponding regression coefficients. Such studies fall into
two categories depending on how to treat the unobserved factor struc-
ture. In the first category, Pesaran (2006) proposes the common corre-
lated effects (CCE) estimator. In his approach, he uses cross sectional
averages of the dependent variable and the individual-specific regressors,
as a proxy for the common factors. The second category relies on the
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principal components analysis (PCA) approach. As a pioneering work,
Bai (2009) derives the asymptotic properties of the least squares esti-
mator, and Moon and Weidner (2017) extend them to the models with
predetermined regressors. Moon and Weidner (2015) consider the case of
unknown number of factors. Lu and Su (2016) propose an adaptive Lasso
method for selecting the relevant regressors and determining the number
of factors. Ando and Bai (2016) propose a model with grouped factor
structure, in which the group membership and the number of groups are
left unspecified.
In this chapter, the Pesaran (2006)’s approach is extended to a model
with grouped factor structure (grouped IFEs). To understand an intu-
ition of such a discrete structure, it may be useful to consider multi-
country data. In multi-country data, there could be country (individual-
specific) and region (group-specific) variations. In this case, the grouped
factor structure captures the region-level variation.
Throughout this chapter’s study, the parameters of interest are the
(homogeneous) coefficients for the individual-specific regressors. The
novelty of this study is that a Lasso technique is adopted in the regres-
sion loss function. To identify a grouped structure of IFEs, the convex
clustering method is applied to the factor loadings. Using this approach,
we aim at proposing a more precise estimator than the one which does
not deal with group identification.
The group identification in our approach includes an estimation of
unknown group memberships. Regarding this challenging problem, pi-
oneering works are provided by, for example, Sun (2005), Lin and Ng
(2012), and Bohomme and Manresa (2015), but none of their works con-
sider factor error structures. Ando and Bai (2016) introduce grouped
factor structure with unknown membership, but they do not rely on a
Lasso approach for the group identification.
The convex clustering approach has been recently proposed by Hock-
ing et al. (2011). To identify the grouped fixed effects, they introduce
an ℓ1-constraint on the pair-wise difference of the individual fixed ef-
fects (i.e. Lasso approach). Further analysis and modifications are also
provided by Zhu et al. (2014), Tan and Witten (2015), Radchenko and
Mukherjee (2017), and Gu and Volgushev (2018). It should be noted that
all of those works are based on the fixed effects model. Our study focuses
on a model with grouped factor structure (i.e. grouped interactive fixed
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effects), which is an extended version of the grouped fixed effects model.
It should be also mentioned that our approach relies on a modified
Lasso, which is called Square-root Lasso. The Square-root Lasso approach
is originally proposed by Belloni et al. (2011). As an attractive feature,
it handles unknown scale of the noise σε (i.e. the penalty level can be
chosen without the knowledge of σε)
1.
In this chapter, the performance of the square-root Lasso estimator is
examined in comparison with two other estimators. One is the existing
estimator proposed by Pesaran (2006). This is an estimator based on
a pooling approach, and it does not deal with identification of grouped
factor structure. The second one is what we call an oracle estimator,
which is an infeasible estimator based on the true grouping of the factor
structure.
The analysis procedure can be summarized as follows. First, we focus
on a series of theoretical discussion. It is revealed what sort of condi-
tion at the population level makes the oracle estimator more efficient
than the existing estimator. Using a simplified model framework, we
also discuss that the Lasso estimator is likely to acquire oracle property
(i.e. the estimator behaves as if it knows the group structure). To examine
small sample properties of the Lasso estimator, we subsequently conduct
Monte-Carlo (MC) based experiments. In a wide range of model param-
eter’s space, the Lasso estimator improves RMSE (root mean squared
error) of the existing estimator to a substantial extent, and it also ex-
hibits a comparable performance to the oracle estimator. Through the
experimental results, we also discuss the conditions under which the per-
formance of the estimator is deteriorated in comparison with the oracle
estimator.
This chapter is organized as follows. In Section 3.2, the model and
estimation methodology are described. Section 3.3 discusses theoretical
properties of the estimators. In Section 3.4, the Monte Carlo experi-
ments are conducted. After discussing a possibility of model extension
in Section 3.5, Section 3.6 provides a conclusion. As to the properties of
the estimators, some theoretical proofs are also given in Section 3.7.
1As other features, it can also handle heteroskedasticity and non-Gaussianity of
the noise, but these matters are beyond the scope of this study.
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3.2 Model and estimation procedures
3.2.1 Model and notations
Consider the following data generating process (DGP):
yit = β
′Xit + γ′iFt + εit,
Xit = Γ
′
iFt + Vit.
(3.1)
where yit is the dependent variable and Xit is a k×1 covariate, with i =
1, . . . , n and t = 1, . . . , T . The parameter of interest is the k×1 common
slope vector β. In this model, Ft is a m× 1 vector of unobserved factors,
and [εit, V
′
it]
′ is a vector of independently and identically distributed (i.i.d)
disturbance terms. The disturbances are assumed to be independent
of {[X ′it, F ′t ] , (i, t) ∈ N2}. It is also assumed that the γi’s can take JN
values, where JN is unknown. It follows that there exists a partition
G = {G1, . . . , GJN} of {1, . . . , N} such that, for any element G of the
partition γi = γG for all i in G. Let Nj be the number of indices i in Gj,
j = 1, . . . , JN . Let us also suppose that N is very large but JN is finite
(JN ≪ N).
It should be also noticed that the factors (Ft) and the loadings (γi
and Γi) are not necessarily identifiable
2. To identify them, we impose
the following restrictions.
T∑
t=1
FtF
′
t = TIm(
N∑
i=1
γiγ
′
i
)
and
(
N∑
i=1
Γ
(j)
i Γ
(j)′
i
)
are diagonal (1 ≤ j ≤ k) .
(3.2)
Note that Γ
(j)
i (1 ≤ j ≤ k) is a m × 1 vector, which is defined in the
m× k matrix Γi
(
i.e. Γi = [Γ
(1)
i ... Γ
(k)
i ]
)
.
Our estimation procedure uses the common correlated effects (CCE)
procedure considered in Pesaran (2006), who uses the averaged observa-
2For identification problem in factor models, see, for example, Bai (2009).
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tions as a proxy for the factor. The two model equations imply
Zit
(k+1)×1
=
[
yit
Xit
]
=
[
(β′Γ′i + γ
′
i)Ft + β
′Vit + εit
Γ′iFt + Vit
]
= C ′i
(k+1)×m
· Ft
m×1
+ Uit
(3.3)
where Uit = [β
′Vit + εit, V ′it]
′ and
Ci = [Γiβ + γi,Γi] = [γi,Γi] ·
[
1 01×k
β Idk
]
.
The CCE procedure is based on the individual average of the Zit’s
Zt =
1
N
N∑
i=1
Zit (3.4)
which is used as a proxy for the unobserved factor. Indeed, Zt = C
′
Ft +
U t, so that assuming that CC
′
has an inverse gives
Ft =
(
CC
′)−1
C
(
Zt − U t
)
.
Substituting in the model equation for yit then gives
yit = β
′Xit + γ′i
(
CC
′)−1
CZt + εit − γ′i
(
CC
′)−1
CU t
= β′Xit + α′iZt + ηit
(3.5)
where αi = C
′ (
CC
′)−1
γi is a (k + 1)× 1 vector, and ηit is defined by
ηit = εit − γ′i
(
CC
′)−1
CU t
= εit − α′iU t
(3.6)
Throughout this study, Eq. (3.5) is used as a regression model. As an
issue, this equation suffers from an endogenous problem due to a correla-
tion between Zt and ηit. In Section 3.4, we discuss the conditions under
which this issue can be non-negligible or serious.
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3.2.2 Existing estimator
In Pesaran (2006)’s methodology, β can be estimated by the following
pooling approach:
β̂CCE =
(
T∑
t=1
N∑
i=1
X˜
(p)
it X˜
(p)′
it
)−1( T∑
t=1
N∑
i=1
X˜
(p)
it y˜
(p)′
it
)
(3.7)
where
X˜
(p)
it = Xit −
(
T∑
s=1
XisZ
′
s
)(
T∑
s=1
ZsZ
′
s
)−1
Zt
y˜
(p)
it = yit −
(
T∑
s=1
yisZ
′
s
)(
T∑
s=1
ZsZ
′
s
)−1
Zt
(3.8)
This is called a common correlated effects pooled (CCEP) estimator.
Note that this estimator is not oriented to a group identification in the
factor structure.
3.2.3 Oracle estimator
Before proposing the Lasso-based estimator, let us introduce an oracle
estimator. This is an infeasible estimator based on the true grouping of
the factor loadings. The estimator is defined in the following regression
equation:
yit = β
′Xit + α′g(i)Zt + ηit (3.9)
where g(i) =
∑JN
j=1Gj · I(i ∈ Gj). The formula for this estimator is
β̂
(OR)
CCE =
(
T∑
t=1
N∑
i=1
X˜itX˜
′
it
)−1( T∑
t=1
N∑
i=1
X˜ity˜it
)
(3.10)
with
y˜it ≡ yit − 1
Ng(i)
·
 T∑
s=1
∑
k∈g(i)
yksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1
Zt
X˜it ≡ Xit − 1
Ng(i)
·
 T∑
s=1
∑
k∈g(i)
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1
Zt
(3.11)
Throughout this study, let us call this estimator as oracle CCE estimator.
For the derivation of Eq. (3.10), see 3.7.1.
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3.2.4 Square-root classifier LASSO (SRC-LASSO)
The Lasso-based estimator is defined as follows. The least squares ob-
jective function is
Q̂2 (a, b) =
1
NT
N∑
i=1
T∑
t=1
(
yit − b′Xit − a′iZt
)2
where a = [a1, . . . , an]
′. Minimizing Q̂2 (a, b) gives a CCE estimator that
ignores the group structure. We therefore penalize for the variation of
the ai’s. For W = [wik, 1 ≤ i, k ≤ N ] with wik ≥ 0, set
pW (a) =
N∑
i1=1
N∑
i2=1
wi1,i2 |ai1 − ai2|
=
N∑
i1=1
N∑
i2=1
r∑
l=1
w
(l)
i1,i2
∣∣∣a(l)i1 − a(l)i2 ∣∣∣
(3.12)
where r ≡ k + 1. Note that |·| is a vector norm, and that ai1 (and ai2)
is an r × 1 vector. The function pW (·) is a LASSO type penalty which
is 0 when the ai’s do not depend upon i and forces them to group. The
square root classifier LASSO (or SRC-LASSO) estimator is{
α̂
(
Ŵ , λ̂
)
, β̂
(
Ŵ , λ̂
)}
= argmin
a,b
{
Q̂ (a, b) + λ̂ · pŴ (a)
}
for possibly random weight matrix Ŵ and penalty parameter λ̂.
3.2.5 Estimation procedure
We use a two step choice of the weight Ŵ of the SRC-LASSO estimator.
In the first stage, the weights are defined by the CCEP approach:
ŵ
(l)
1i1i2
= I(|α̂(l)i1,CCE − α̂
(l)
i2,CCE
| < δ)
where α̂i,CCE = (Z
′
Z)−1Z
′
ŷi,CCE with ŷi,CCE = yi− β̂′CCEXi. Using this,
the first SRC-LASSO estimator is{
α˜lasso, β˜lasso
}
= argmin
a,b
{
Q̂ (a, b) + λ1 · P1 (a)
}
P1 (a) =
N∑
i1=1
N∑
i2=1
r∑
l=1
ŵ
(l)
1i1i2
∣∣∣a(l)i1 − a(l)i2 ∣∣∣
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where λ1 is some deterministic sequence going to 0 at a suitable rate.
The role of the first-stage is to form groups, which are used in a
second-stage to refine the weight penalty which are set to 0 when i and j
do not belong to the same estimated group. The second-stage estimator
is written as{
α̂lasso, β̂lasso
}
= argmin
a,b
{
Q̂ (a, b) + λ2 · P2 (a)
}
.
where
P̂2 (a) =
N∑
i1=1
N∑
i2=1
r∑
l=1
ω̂
(l)
2i1i2
∣∣∣a(l)i1 − a(l)i2 ∣∣∣ ,
ω̂
(l)
2i1i2
=
I
(
α˜
(l)
i2
= α˜
(l)
i1
)
√
ν˜
(l)
i1
·
√
ν˜
(l)
i2
, ν˜
(l)
i =
N∑
i′=1
I
(
α˜
(l)
i′ = α˜
(l)
i
)
.
3.2.6 Assumptions
This subsection collects some assumptions on the DGP.
Assumption 1
(i) For any i and t, εit is independent and identically distributed with
εit ∼ N(0, σ2ε).
(ii) For any i and t, Vit is independent and identically distributed with
Vit ∼ N(0, σ2vIk).
Assumption 2
The latent factors Ft are distributed independently of εit′ and Vit′ for all i,
t and t′.
Assumption 3 The factor loadings γi have the following discrete struc-
ture
γi = γGj (for all i ∈ Gj)
for any (i, j) with 1 ≤ i ≤ N and 1 ≤ j ≤ JN . Note that G = {G1, . . . , GJN}
is a partition of {1, . . . , N}, where JN is unknown. Let us also suppose
that N is very large but JN is finite (JN ≪ N).
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Assumption 4
(i) For any i ∈ Gj with 1 ≤ j ≤ JN , the factor loadings Γi are assumed
to have the following structure:
Γ
(l)
i = Γ
(l)
Gj
+ ξ
(l)
i , ξ
(l)
i ∼ iidL(0,Ω(l)ξ )
where 1 ≤ l ≤ k and Ω(j)ξ is a symmetric and non-negative definite ma-
trix. It is also assumed that ξi is distributed independently and identically
across i, and of εi′t, Vi′t and Ft for all i, i
′ and t.
(ii) Let us also assume
ΓGj = Γ
for any j with 1 ≤ j ≤ JN .
Assumption 5
(i) (logN)/T = o (1)
(ii) T/N = o (1)
3.2.7 Comment on Assumptions 3 and 4
Assumptions 3 and 4 impose a discrete grouped structure in the factor
loadings γi and Γi, respectively. To understand an intuition of such a
structure, it is useful to consider multi-country data. In multi-country
data, there could be country (individual), regional (group), and global
(common) variations. In this case, the latent factors (common factors)
represent global variation, whereas the group structure of the factor load-
ings generates regional variation. There can be two possible criticisms
on Assumptions 3 and 4. First, Assumption 3 imposes only a discrete
structure in the loadings γi:
γi = γGj (3.13)
Note that Eq. (3.13) does not include an individual-specific element cor-
responding to ξi in the loadings Γi (see Assumption 4). Second, Assump-
tion 4(ii) is also a restrictive assumption. As for extension to a more
realistic setup, it will be discussed in Section 3.5.
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3.3 Key properties of the estimators
3.3.1 Lemmas for CCEP and oracle estimators
The lemmas for CCEP and oracle CCE estimators are provided below.
Lemma 6 [CCEP estimator] Suppose Assumption 1 and 2 hold. Then,
(i)
√
NT · (β̂CCE − β̂) =
(
1
NT
·
N∑
i=1
T∑
t=1
X˜
(p)
it X˜
(p)′
it
)−1(
1√
NT
·
N∑
i=1
T∑
t=1
X˜
(p)
it ηit
)
(ii) lim
N,T→∞
[
1
NT
·
N∑
i=1
T∑
t=1
X˜
(p)
it X˜
(p)′
it
]
= σ2vIk +∆
(p)
Σ
Note also that under some unrestrictive assumptions and approximations,
∆
(p)
Σ = o
(
1
T
)
+ o
(
1
N
)
(for detail, see Section 3.7 and appendix 3.8.4).
Proof. The lemma is proven in 3.7.2, where the sublemmas (i) and (ii)
are proven by Lemmas 13 and 12, respectively. □
Lemma 7 [Oracle CCE estimator] Suppose Assumptions 1, 2 and 4
hold. Then,
(i)
√
NT · (β̂(OR)CCE − β̂) =
(
1
NT
·
N∑
i=1
T∑
t=1
X˜itX˜it
)−1(
1√
NT
·
N∑
i=1
T∑
t=1
X˜itηit
)
(ii) lim
N→∞
[
1
NT
·
N∑
i=1
T∑
t=1
X˜itX˜
′
it
]
= Σ
(OR)
X + σ
2
vIk +∆
(OR)
Σ
where Σ
(OR)
X = lim
N→∞
1
N
·
N∑
i=1
(Γi − Γ)′(Γi − Γ) = V ar(Γ′i). Note also
that under some unrestrictive assumptions and approximations, ∆
(OR)
Σ =
o
(
1√
NT
)
+ o
(
1
N
)
(for detail, see Section 3.7 and appendix 3.8.4).
Proof. The lemma is proven in 3.7.3, where the sublemmas (i) and (ii)
are proven by Lemmas 17 and 16, respectively. □
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For simplicity of the discussion, let us suppose ηit ≃ εit and εit ⊥
(X˜
(p)
it , X˜it). In this case, the variance of the estimators is obtained as
V ar(β̂CCE) = E

 1
NT
·
∑
i,t
X˜
(p)
it X˜
(p)′
it
−1
 ≃ σ2ε · (σ2v · Ik)−1
V ar(β̂
(OR)
CCE ) = E

 1
NT
·
∑
i,t
X˜itX˜
′
it
−1
 ≃ σ2ε · (V ar(Γ′i) + σ2v · Ik)−1
(3.14)
where V ar(Γ′i) = E[(Γi−Γ)′(Γi−Γ)]. To give a rough image to Eq. (3.14),
let us recall the definition of X˜
(p)
it and X˜it:
X˜
(p)
it = Xit −
(
T∑
s=1
XisZ
′
s
)(
T∑
s=1
ZsZ
′
s
)−1
Zt (3.15)
X˜it = Xit − 1
Ng(i)
·
 T∑
s=1
∑
i′∈g(i)
Xi′sZ
′
s
( T∑
s=1
ZsZ
′
s
)−1
Zt (3.16)
Both X˜
(p)
it and X˜it are obtained by projecting Xit to the orthogonal space
to Zt, where the orthogonality is defined by
3
1
T
·
T∑
t=1
X˜
(p)
it Z
′
t = 0 (3.17)
1
Ng(i)T
·
∑
i′∈g(i)
T∑
t=1
X˜i′tZ
′
t = 0 (3.18)
In this framework, X˜
(p)
it and X˜it are approximated by
4:{
X˜
(p)
it ≃ Vit
X˜it ≃ (Γ′i − Γ(g(i))
′
)Ft + Vit = ξ
′
iFt + Vit
(3.19)
X˜
(p)
it and X˜it can be interpreted as follows. First, the oracle estimator
is an estimator based on true grouping of the factor structure (interac-
tive fixed effects). When the group structure is identified, the projec-
3Eqs. (3.17) and (3.18) are proven in Section 3.7 (see Lemmas 11 and 15).
4As a rough approximation, let us suppose Vit ⊥ Zt, and in this case, it is easy to
see
1
T
·
T∑
t=1
VitZ
′
t = 0 ,
1
Ng(i)T
·
∑
i′∈g(i)
T∑
t=1
(ξ′i′Ft + Vit)Z
′
t = 0
which correspond to Eqs. (3.17) and (3.18).
105
tion (3.16) is conducted by using the information of all members in the
group g(i). Therefore, the obtained X˜it includes not only the idiosyn-
cratic disturbances (= Vit) but also the idiosyncratic responses to the
common factors (= ξ′iFt), where the latter component is extracted as a
deviation from the mean response to the common factors at the group
level. On the contrary, the CCEP estimator ignores such a group struc-
ture. The projection (3.15) is based on the information of the member i
only, and as a consequence, the obtained X˜
(p)
it just includes the distur-
bances Vit. Here, Assumption 4(ii) gives Γ
(g(i))
= Γ. Then, Eq. (3.19)
yields
V ar(β̂CCE) = σ
2 · E
[
(X˜
(p)
it X˜
(p)′
it )
−1
]
≃ σ2ε · (σ2v · Ik)−1
V ar(β̂
(OR)
CCE ) = σ
2 · E
[
(X˜itX˜
′
it)
−1
]
≃ σ2ε ·
(
V ar(Γ′i) + σ
2
v · Ik
)−1
(3.20)
where V ar(Γ′i) = E[(Γi − Γ)′(Γi − Γ)].
The above discussion clearly indicates the benefit of group identi-
fication in terms of estimation efficiency for β. Note that the benefit
is brought by the individual-specific component of the covariates Xit in
their response to the common factors (i.e. ξ′iFt).
3.3.2 Discussion on SRC-LASSO estimator
In what follows, we provide a rough discussion on whether the SRC-
LASSO estimator owns oracle property.
Framework for a rough discussion For a simplified discussion, let
us consider the following DGP:
yit = αiZt + βXit + ηit
= αiZt + βXit + εit − αiUt
where dim(Zt) = dim(Xit) = 1. As well as our baseline DGP, Zt and Xit
is a function of the factors Ft
Zt = CFt + Ut , Xit = ΓiFt + Vit
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where dim(Ft) = 1 is also assumed. As for γi,
αi = C(CC)
−1γi =⇒ γi = Cαi (3.21)
Note also that
αi =
JN∑
j=1
α(Gj) · I(i ∈ Gj) , γi =
JN∑
j=1
γ(Gj) · I(i ∈ Gj)
where γ(Gj) = Cα(Gj). In this framework, the least squares objective
function is
Q̂2(a, b) =
1
NT
·
∑
i,t
(yit − aiZt − bXit)2
=
1
NT
·
∑
i,t
[(αi − ai)Zt + (β − b)Xit + εit − αiUt]2
Then, the following estimator can be defined
(α̂lasso, β̂lasso) = argmin
a,b
[
Q̂(a, b) + Pλ(a)
]
where Pλ(a) = λ̂ ·
∑
i,k ŵik · |ai−ak|. Moreover, set a = m+ d where the
entries mi of m are constant across each Gj and
∑n
i=1 diI (i ∈ Gj) = 0,
and letM and D be the corresponding sets ofm’s and d’s. Using these
notations, an oracle estimator can be also defined:
(µ̂lasso, β̂
(OR)) = arg min
m∈M,b
[
Q̂(m) + Pλ(m)
]
For the above two minimization problems, let us suppose the case of
b ≃ β, which represents that b is sufficiently close to β and Q̂ is no longer
a function of b5. In such a situation, the following minimizers can be also
defined.
(α̂lasso)b≃β = argmina
[
Q̂(a, b ≃ β) + Pλ(a)
]
(3.22)
(µ̂lasso)b≃β = arg minm∈M
[
Q̂(m, b ≃ β) + Pλ(m)
]
(3.23)
5This is a very rough concept, but we do not provide a clear definition to it
throughout this discussion.
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Here, by setting γi = Cαi (see Eq. (3.21)) and ci = Cai, let us introduce
the following functions:
Q̂2ref (c) ≡
1
N
·
N∑
i=1
(ci − γi)2 − 2
N
·
N∑
i=1
(ci − γi) · (εiF )
Pλ(c)(c) ≡ λ̂(c) ·
∑
i,k
ŵik · |ci − ck|
(3.24)
where λ(c) ≡ C−1λ, and (εiF ) ≡ 1T ·
∑T
t=1 εitFt. Using these functions,
the following minimizer can be defined:
γ̂
(ref)
lasso ≡ argminc
[
Q̂ref (c) + Pλ(c)(c)
]
(3.25)
Moreover, set c = m(c) + d(c) where the entries m
(c)
i of m
(c) are con-
stant across each Gj and
∑n
i=1 d
(c)
i I (i ∈ Gj) = 0, and letM (c) and D(c)
be the corresponding sets ofm(c)’s and d(c)’s. Then, the following oracle
estimator can be also defined:
ω̂
(ref)
lasso ≡ arg min
m(c)∈M(c)
[
Q̂ref (m
(c)) + Pλ(c)(m
(c))
]
(3.26)
A lemma As discussed in 3.7.4, the estimators (3.22)-(3.23) and (3.25)-
(3.26) have the following relations6:{
(α̂lasso)b≃β ≃ C−1γ̂(ref)lasso
(µ̂lasso)b≃β ≃ C−1ω̂(ref)lasso
(3.27)
where the approximations hold under T
N
= o(1) (i.e. Assumption 5(ii)).
Then, the following lemma is obtained.
Lemma 8 Suppose Assumptions 1(i), 2, 3 and 5(i) hold. Assume there
is a δ > 0 such that
λ̂(c)min
j
min
(i,k)∈Gj×Gj
{Njŵik} ≥ 1 + δ + oP (1)
N
√
2 lnN
T
. (3.28)
For simplicity of the discussion, assume also that γ̂
(ref)
lasso exists in a space
with finite size Ωc (⊂ RN). Then, γ̂(ref)lasso = ω̂(ref)lasso with a probability
tending to 1.
6For the derivation of Eq. (3.27), see 3.7.4.
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Proof. The lemma is proven in 3.7.5. (Note that this lemma is proven
by Proposition 24.) □
Lemma 8 shows that the estimator γ̂
(ref)
lasso owns oracle property, and
Eq. (3.27) subsequently suggests that the baseline objective function
(i.e. Q̂(a, b)+Pλ(a)) should also give oracle property to our SRC-LASSO
estimator in the parameter region around b = β7. Note also that Eq. (3.28)
does not include the parameter σε. This fact indicates that the penalty
level can be chosen without the knowledge of σε
8.
3.4 Monte Carlo experiments
This section is devoted to conducting Monte Carlo (MC) experiments.
Based on the implications from the previous section, the main interests
are whether the small sample properties of the SRC-LASSO estimator
are superior to those of the existing estimator (CCEP estimator) which
does not deal with group identification, and whether they are comparable
to the properties of the oracle CCE estimator.
3.4.1 DGP
The data generating process (DGP) is defined as follows. Define
yit = β1Xit,1 + β2Xit,2 + γi1F1t + γi2F2t + εit
Xit,j = Γi1,jF1t + Γi3,jF3t + Vit,j
(3.29)
for i = 1, 2, ..., N , j = 1, 2, and t = 1, 2, ..., T . The parameters of interest
are β1 and β2. The latent factors Fkt (k = 1, 2, 3) are generated by AR(1)
process where the persistency is set equal to 0.5 (ρf = 0.5). The factor
loadings γi are assumed to have three discrete groups (JN = 3):
γi = (γi1, γi2)
′ =

(γ˜
(G1)
i1 , γ˜
(G1)
i2 )
′ (i ∈ G1)
(γ˜
(G2)
i1 , γ˜
(G2)
i2 )
′ (i ∈ G2)
(γ˜
(G3)
i1 , γ˜
(G3)
i2 )
′ (i ∈ G3)
7It should be emphasized that the validity of this argument is not exactly guaran-
teed, because the discussion throughout this subsection is based on approximations
and assumptions which are not necessarily relevant. In particular, the assumption of
dim(Zt) = 1 is not consistent with the model setup we introduced in Section 3.2.
8As mentioned in Section 3.1, this is one of the attractive features of the square-
root Lasso approach.
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Table 3.1: Parameter setup in the DGP
parameters set value
β β1 = 1.0, β2 = 1.0
γi γi =

(2.0,−0.5)′ (i ∈ G1)
(1.5, 0.0)′ (i ∈ G2)
(1.0, 1.0)′ (i ∈ G3)
µΓ 5.0
σΓ 2.5
σε 1.0
σv 1.0
where the groups G1, G2 and G3 are defined by
G1 = {1, ..., N1} (N1 = 0.3×N)
G2 = {N1 + 1, ..., N1 +N2} (N2 = 0.4×N)
G3 = {N1 +N2 + 1, ..., N1 +N2 +N3(= N)} (N3 = 0.3×N)
As for the loadings Γi in the Xit equation,(
Γi1,1 Γi2,1 Γi3,1
Γi1,2 Γi2,2 Γi3,2
)
∼
(
iidN(µΓ, σ
2
Γ) 0 iidN(0, σ
2
Γ)
iidN(0, σ2Γ) 0 iidN(µΓ, σ
2
Γ)
)
The individual-specific disturbances εit and Vit,j are generated by
εit ∼ iidN(0, σ2ε)
Vit,j ∼ iidN(0, σ2v)
The free parameters in the DGP are the following: β, γi, µΓ, σΓ, σε, and
σv. The set values for these parameters are summarized in Table 3.1.
It should be also noted that the latent factors (Ft) and the factor load-
ings (γi and Γi) are defined so that they satisfy the identification restric-
tions in Eq. (3.2). For detail, see appendix 3.8.1.
3.4.2 Results
Using the above DGP, we investigate the small sample properties of the
CCEP, oracle CCE, and SRC-LASSO estimators. The experiments are
replicated 100 times with (N, T ) = (100, 100). In examining the Lasso es-
timator, the penalty parameter λ is optimized by using BIC (Bayesian in-
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Figure 3.1: Distributions of β̂ across 100 MC experiments (in the baseline
case of parameter setup)
Table 3.2: RMSE of β̂ and N(ĴN = 3) (in the baseline case of parameter
setup)
RMSE
N(ĴN = 3)
β̂lasso β̂CCE β̂
(OR)
CCE
3.03e-03 1.10e-02 2.80e-03 95
formation criterion)9. To solve the minimization problem with ℓ1-penalty,
we use a MATLAB function fmincon.
Figure 3.1 shows the distribution of β̂ across the 100 experiments,
and the obtained RMSE (root mean squared error) is summarized in Ta-
ble 3.2. As indicated in the figure and table, the Lasso estimator clearly
improves RMSE of the CCEP estimator, and the improved RMSE is
comparable to that of the oracle CCE estimator. To examine the group
identification performance, we also examine the measure N(ĴN = 3),
which represents the number of experiments where the Lasso estimator
identifies three groups in the factor structure (i.e. ĴN = 3). In Table 3.2,
it is revealed that the group identification is successful in most exper-
iments, indicating that the estimator exhibits a good performance in
terms of not only RMSE but also group identification. On the whole, the
obtained results suggest that the Lasso estimator behaves as if it knows
the true grouping of the factor structure, and in this sense, the estimator
seems to enjoy oracle property.
To see how the simulation results change depending on the model
parameter’s setup, a further exercise is conducted. As one trial, Ta-
ble 3.3 examines several different cases of σε with the other parameters
9For detail, see appendix 3.8.2.
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set to be their baseline value. Similar exercises are also performed in
Tables 3.4-3.6, where σv, µΓ and σΓ are changed, respectively. The pa-
rameter dependence of RMSE is also depicted in Figure 3.2.
As to RMSE of the CCEP and oracle CCE estimators, the finding
is consistent with Eq. (3.20). As indicated in Tables 3.3-3.5, the RMSE
of both estimators is roughly proportional to σε, inversely proportional
to σv, and shows little dependence on µΓ
10. In Table 3.6, the oracle
estimator exhibits a negative dependence on σΓ, whereas the behavior of
the CCEP estimator is hardly affected by this parameter. Note also that
when σΓ = 0, the oracle estimator hardly improves RMSE of the CCEP
estimator. As already mentioned in 3.3.1, the estimator obtains a benefit
of group identification only if the covariatesXit own an individual-specific
component in their response to the common factors (i.e. ξ′iFt).
Tables 3.3-3.6 and Figure 3.2 also report the performance of the
Lasso estimator. In most cases of the parameter setup, the estimator
exhibits an adequate performance of group identification (see the result
for N(ĴN = 3)), and in such a case, the obtained RMSE tends to be
comparable to that of the oracle CCE. In terms of RMSE, the Lasso
estimator exhibits a much better behavior than the CCEP estimator in
a wide range of the model parameter’s space at the DGP level.
It should be also mentioned that there are some cases (i.e. the cases
of large σε or µΓ = 0) where the Lasso estimator exhibits a worse per-
formance than the oracle CCE estimator. This issue is caused by the
endogenous problem described in 3.2.1. A further discussion is provided
in the next subsection.
3.4.3 Impact of endogenous problem
As described in 3.2.1, the regression equation (3.5) owns an endogenous
problem coming from correlation between Zt and ηit. The definitions of
Zt (see (3.3) and (3.4)) and ηit (see (3.6)) suggest that the regression
model is likely to suffer from this problem in at least the following two
cases: when the variance of εit is large; and when the scale of the factor
loadings Γ is small. Figure 3.2 exhibits that RMSE of the Lasso estima-
10In Table 3.5, RMSE of the two estimators is slightly deteriorated when µΓ = 0.
This issue is related to the endogenous problem described in 3.2.1. More detailed
discussion will be provided in the next subsection.
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Table 3.3: RMSE of β̂ and N(ĴN = 3) in several cases of σε
σε
RMSE
N(ĴN = 3)
β̂lasso β̂CCE β̂
(OR)
CCE
0.1 3.31e-04 1.80e-03 3.05e-04 97
0.5 1.49e-03 5.70e-03 1.41e-03 100
1.0
3.03e-03 1.10e-02 2.80e-03 95
(baseline)
2.0 1.06e-02 2.14e-02 5.59e-03 11
5.0 3.19e-02 5.27e-02 1.40e-02 1
Table 3.4: RMSE of β̂ and N(ĴN = 3) in several cases of σv
σv
RMSE
N(ĴN = 3)
β̂lasso β̂CCE β̂
(OR)
CCE
0.1 5.28e-02 1.10e-01 2.80e-02 88
0.5 7.12e-03 2.20e-02 5.61e-03 94
1.0
3.03e-03 1.10e-02 2.80e-03 95
(baseline)
2.0 1.55e-03 5.50e-03 1.40e-03 95
5.0 6.80e-04 2.23e-03 5.61e-04 98
tor is clearly worse than that of the oracle CCE estimator in each case
of large σε and µΓ = 0. This indicates that the endogenous problem
deteriorates the performance of the Lasso estimator so severely that the
estimator no longer enjoys oracle property.
It should be recalled that the endogenous problem is faced by both
of the oracle CCE and Lasso estimators. Nevertheless, the latter one
would be affected more seriously, to the degree that it needs to estimate
the group structure. When Zt and ηit are correlated to a non-negligible
extent, this correlation adversely affects the estimation of the factor load-
ings α. In the case of the Lasso estimator, the correlation can cause the
group misidentification, which gives a further adverse effect to the es-
timation of β. As a consequence, the Lasso estimator suffers from the
endogenous problem more severely than the oracle estimator.
In Tables 3.3 and 3.5, the result for N(ĴN = 3) show that the Lasso
estimator fails to adequately identify the group structure in both cases
of large σε and small |µΓ|. This observation clearly supports the above
argument.
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Figure 3.2: RMSE vs. model parameters: Black, blue, and red lines
represent RMSE of CCEP, oracle CCE, and SRC-Lasso estimators, re-
spectively.
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Table 3.5: RMSE of β̂ and N(ĴN = 3) in several cases of µΓ
µΓ
RMSE
N(ĴN = 3)
β̂lasso β̂CCE β̂
(OR)
CCE
0.0 6.66e-03 1.39e-02 3.22e-03 0
2.5 3.00e-03 1.11e-02 2.82e-03 84
5.0
3.03e-03 1.10e-02 2.80e-03 95
(baseline)
7.5 3.69e-03 1.10e-02 2.80e-03 95
Table 3.6: RMSE of β̂ and N(ĴN = 3) in several cases of σΓ
σΓ
RMSE
N(ĴN = 3)
β̂lasso β̂CCE β̂
(OR)
CCE
0.0 1.00e-02 1.12e-02 1.10e-02 93
1.25 5.97e-03 1.10e-02 5.08e-03 94
2.5
3.03e-03 1.10e-02 2.80e-03 95
(baseline)
5.0 1.51e-03 1.09e-02 1.45e-03 94
10.0 7.66e-04 1.07e-02 7.31e-04 95
3.5 Comments on model extension
As described in 3.2.7, there can be two criticisms of our model setup. In
what follows, we discuss what kind of model extension would be possible
to overcome such criticisms.
3.5.1 Removal of Assumption 4(ii)
In this study, Assumption 4(ii) is introduced for simplicity of the discus-
sion in 3.3.1 and the setup of MC experiments in Section 3.4. Actually,
it would not be a hard work to remove this assumption. The variance of
the oracle estimator in Eq. (3.20) can be generalized by
V ar(β̂
(OR)
CCE ) ≃ σ2ε ·
(
V ar(ξ′i) + σ
2
v · Ik
)−1
with V ar(ξ′i) = E[ξ
′
iξi]
which holds even after Assumption 4(ii) is removed. The implication of
this equation is the same as the one given in 3.3.1: the oracle estimator
should be more efficient than an estimator which does not deal with
group identification, and this benefit is brought by the individual-specific
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component of the covariates Xit in their response to the common factors
(i.e. ξ′iFt).
3.5.2 A more realistic setup of the loadings γi
As described in 3.2.7, Assumption 3 imposes only a discrete structure
in the loadings γi and ignores an individual-specific element. As a more
realistic setup, it is possible to consider the following structure:
γi = γGj + ζi
where ζi represents an individual-specific element. In the literature on
discrete estimators, numerous papers study the properties of their method
under the assumption that individual heterogeneity is discrete in the pop-
ulation. An exception is the work by Bonhomme et al. (2017), who ex-
amine the properties of the grouped fixed-effects method when individual
heterogeneity is not necessarily discrete at the DGP level. An extension
of their methodology might give a useful discussion to our work, though
it is beyond the scope of this study.
3.6 Conclusion
This study proposes a novel estimation methodology of panel data models
with unobserved group multifactor structures. The parameters of inter-
est are the regressions coefficients of the observed covariates. Within the
Pesaran (2006)’s common correlated effects (CCE) regression framework,
we propose to estimate the model by minimizing the square root of the
sum of least squared errors with a shrinkage penalty (Square-root Lasso
approach). By introducing ℓ1-constraint of the pair-wise difference of
the factor loadings, the latent group structures including unknown group
memberships are identified. In this study, the properties of the square-
root Lasso estimator are investigated in comparison with two other es-
timators. One is the existing estimator which does not deal with group
identification. The second one is an oracle estimator, an infeasible es-
timator based on the true grouping of the factor structure. Through
a series of theoretical discussion, it is shown that the oracle estimator
is more efficient than the existing estimator under some simple condi-
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tions at the population level. Using a simplified model framework, it
is also argued that the Lasso estimator is likely to acquire oracle prop-
erty. To examine the small sample properties of the Lasso estimator, we
subsequently conduct Monte-Carlo (MC) experiments. In a wide range
of model parameter’s space, the Lasso estimator improves RMSE of the
existing estimator to a substantial extent, and it also exhibits a compa-
rable behavior to the oracle estimator. It should be also mentioned that
the performance of the Lasso estimator can be deteriorated when an en-
dogenous problem is non-negligible. This problem gives an adverse effect
on the group identification performance, due to which the estimator’s
behavior becomes worse even in comparison with the oracle estimator
(i.e. the estimator loses oracle property).
3.7 Proofs section
3.7.1 Derivation of oracle CCE estimator
In this subsection, the oracle CCE estimator (3.10) is derived. For the
model (3.9), the SSE is defined by
SSE =
T∑
t=1
JN∑
j=1
∑
i∈Gj
(yit − β′Xit − α′GjZt)2
with the following first order condition:
∂(SSE)
∂αGj
= −2 ·
T∑
t=1
∑
i∈Gj
(yit − β′Xit − α′GjZt)Z
′
t = 0 (3.30)
∂(SSE)
∂β
= −2 ·
T∑
t=1
JN∑
j=1
∑
i∈Gj
(yit − β′Xit − α′GjZt)X ′it = 0 (3.31)
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From (3.30),
α′Gj
 T∑
t=1
∑
i∈Gj
ZtZ
′
t
 = T∑
t=1
(yit − β′Xit)Z ′t
α′Gj
(
T∑
t=1
ZtZ
′
t
)
=
1
Nj
·
T∑
t=1
∑
i∈Gj
(yit − β′Xit)Z ′t(
T∑
t=1
ZtZ
′
t
)
αGj =
T∑
t=1
Zt
Nj
∑
i∈Gj
(yit − β′Xit)

Therefore,
αGj =
(
T∑
s=1
ZsZ
′
s
)−1  T∑
s=1
Zs
Nj
∑
k∈Gj
(yks − β′Xks)
 (3.32)
From (3.31),
T∑
t=1
JN∑
j=1
∑
i∈Gj
(yit − β′Xit − α′GjZt)X ′it = 0
By substituting (3.32) to this,
T∑
t=1
JN∑
j=1
∑
i∈Gj
(yit − β′Xit)X ′it
−
T∑
t=1
JN∑
j=1
∑
i∈Gj
1
Nj
·
 T∑
s=1
∑
k∈Gj
yksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1
ZtX
′
it
+
T∑
t=1
JN∑
j=1
∑
i∈Gj
1
Nj
·
 T∑
s=1
∑
k∈Gj
β′XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1
ZtX
′
it = 0
Therefore,
T∑
t=1
JN∑
j=1
∑
i∈Gj
yit − 1
Nj
·
 T∑
s=1
∑
k∈Gj
yksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1
Zt
X ′it
− β′
T∑
t=1
JN∑
j=1
∑
i∈Gj
Xit − 1
Nj
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1
Zt
X ′it = 0
This can be rewritten as T∑
t=1
JN∑
j=1
∑
i∈Gj
y˜itX
′
it
− β′
 T∑
t=1
JN∑
j=1
∑
i∈Gj
X˜itX
′
it
 = 0 (3.33)
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where
y˜it ≡ yit − 1
Ng(i)
·
 T∑
s=1
∑
k∈g(i)
yksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1
Zt
X˜it ≡ Xit − 1
Ng(i)
·
 T∑
s=1
∑
k∈g(i)
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1
Zt
From (3.33),
β̂
(OR)
CCE =
 T∑
t=1
JN∑
j=1
∑
i∈Gj
XitX˜
′
it
−1 T∑
t=1
JN∑
j=1
∑
i∈Gj
Xity˜it
 (3.34)
Here, let us define
∆it ≡ Xit − X˜it
=
1
Nj
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1
Zt
for any i ∈ Gj. Using this notation, it is easy to show11
T∑
t=1
JN∑
j=1
∑
i∈Gj
∆ity˜it = 0
T∑
t=1
JN∑
j=1
∑
i∈Gj
∆itX˜
′
it = 0
(3.35)
which yield
T∑
t=1
JN∑
j=1
∑
i∈Gj
X˜ity˜it =
T∑
t=1
JN∑
j=1
∑
i∈Gj
Xity˜it −
T∑
t=1
JN∑
j=1
∑
i∈Gj
∆ity˜it
=
T∑
t=1
JN∑
j=1
∑
i∈Gj
Xity˜it
(3.36)
11For the derivation, see appendix 3.8.3.
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T∑
t=1
JN∑
j=1
∑
i∈Gj
X˜itX˜
′
it =
T∑
t=1
JN∑
j=1
∑
i∈Gj
XitX˜
′
it −
T∑
t=1
JN∑
j=1
∑
i∈Gj
∆itX˜
′
it
=
T∑
t=1
JN∑
j=1
∑
i∈Gj
XitX˜
′
it
(3.37)
Using (3.36) and (3.37), the estimator (3.34) can be rewritten as
β̂
(OR)
CCE =
 T∑
t=1
JN∑
j=1
∑
i∈Gj
X˜itX˜
′
it
−1 T∑
t=1
JN∑
j=1
∑
i∈Gj
X˜ity˜it

which yields Eq. (3.10).
3.7.2 Lemmas for CCEP estimator
The goal in this subsection is to prove Lemma 6, which is done by Lem-
mas 12 and 13. (Note that the sublemmas 6(i) and (ii) correspond to
Lemmas 13 and 12, respectively.)
Lemma 9
C(C
′
C)−1C
′
= Im
Proof. From C = (Γβ + γ , Γ),
C ′C =
(
(Γβ + γ)′(Γβ + γ) (Γβ + γ)′Γ
Γ
′
(Γβ + γ) Γ
′
Γ
)
C ′Γ =
(
(Γβ + γ)′Γ
Γ
′
Γ
)
which yield
(C ′C)−1C ′Γ =
(
01×k
Ik
)
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Therefore,
C(C ′C)−1C ′Γ = [Γβ + γ Γ]
(
01×k
Ik
)
= Γ
=⇒ C(C ′C)−1C ′Γ = Γ
=⇒ C(C ′C)−1C ′ΓΓ′ = ΓΓ′
=⇒ C(C ′C)−1C ′ΓΓ′(ΓΓ′)−1 = ΓΓ′(ΓΓ′)−1
=⇒ C(C ′C)−1C ′ = Im □
Lemma 10 Suppose Assumptions 1 and 2 hold. Then,
(i) y˜
(p)
it = yit −
(
αi + (C
′
C)−1C
′
Γiβ
)′
Zt + ψ1Zt
(ii) X˜
(p)
it = Xit −
(
(C
′
C)−1C
′
Γi
)′
Zt + ψ2Zt
(iii) y˜
(p)
it = β
′X˜(p)it + ηit + ψZt
Note also that under some unrestrictive assumptions and approximations,
ψ1, ψ2, ψ ∼ o
(
1√
T
)
+ o
(
1
N
)
(for detail, see appendix 3.8.4).
Proof.
(i)
y˜
(p)
it = yit −
(
1
T
·
T∑
s=1
yisZ
′
s
)(
1
T
·
T∑
s=1
ZsZ
′
s
)−1
Zt
From the definition of yit(= β
′Xit + α′iZt + ηit) and Zt(= C
′Ft + Ut),
1
T
·
T∑
t=1
yitZ
′
t =
1
T
·
T∑
t=1
[(α′iC
′ + β′Γ′i)Ft + α
′
iUt + β
′Vit + ηit] [F ′tC + U
′
t ]
=
(
1
T
·
T∑
t=1
(α′iC
′ + β′Γ′i)FtF
′
tC
′
)
+ ψ
(a)
1
= α′iC
′C + β′Γ′iC + ψ
(a)
1
where ψ
(a)
1 = o
(
1√
T
)
+ o
(
1
N
)
under some unrestrictive assumptions
and approximations12. Furthermore,
1
T
·
T∑
t=1
ZtZ
′
t =
1
T
·
T∑
t=1
(C ′Ft + Ut)(F ′tC + U
′
t)
=
(
1
T
·
T∑
t=1
C ′FtF ′tC
)
+ ψ
(b)
1
= C ′C + ψ(b)1
12For the order estimation, see appendix 3.8.4.
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where ψ
(b)
1 = o
(
1√
T
)
+ o
(
1
N
)
under some unrestrictive assumptions
and approximations13. Therefore,
y˜
(p)
it = yit − (α′iC ′C + β′Γ′iC + ψ(a)1 )(C ′C + ψ(b)1 )−1Zt
= yit − α′iZt − β′Γ′iC(C ′C)−1Zt + ψ1Zt
where ψ1 = o
(
1√
T
)
+ o
(
1
N
)
. □
(ii)
X˜
(p)
it = Xit −
(
1
T
·
T∑
s=1
XisZ
′
s
)(
1
T
·
∑
s=1
ZsZ
′
s
)−1
Zt
From the definition of Xit(= Γ
′
iFt + Vit) and Zt(= C
′Ft + Ut),
1
T
·
T∑
t=1
XitZ
′
t =
1
T
·
T∑
t=1
(Γ′iFt + Vit)(F
′
tC + U
′
t)
=
(
1
T
·
T∑
t=1
Γ′iFtF
′
tC
)
+ ψ
(a)
2
= Γ′iC + ψ
(a)
2
where ψ
(a)
2 = o
(
1√
T
)
+ o
(
1
N
)
under some unrestrictive assumptions
and approximations14. Hence,
X˜
(p)
it = Xit − (Γ′iC + ψ(a)2 )(C ′C + ψ(b)1 )−1Zt
= Xit − Γ′iC(C ′C)−1Zt + ψ2Zt
where ψ2 = o
(
1√
T
)
+ o
(
1
N
)
. □
(iii)
y˜
(p)
it − β′X˜(p)it
= (yit − α′iZt − β′Γ′iC(C ′C)−1Zt + ψ1Zt)
− β′(Xit − Γ′iC(C ′C)−1Zt + ψ2Zt)
= yit − β′Xit − α′iZt + ψZt
= ηit + ψZt
where ψ = o
(
1√
T
)
+ o
(
1
N
)
. □
13For the order estimation, see appendix 3.8.4.
14For the order estimation, see appendix 3.8.4.
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Lemma 11 For any i with 1 ≤ i ≤ N ,
T∑
t=1
y˜
(p)
it Z
′
t = 0 ,
T∑
t=1
X˜
(p)
it Z
′
t = 0
Proof.
T∑
t=1
y˜
(p)
it Z
′
t =
T∑
t=1
yit −( T∑
s=1
yisZ
′
s
)(
T∑
s=1
ZsZ
′
s
)−1
Zt
Z ′t
=
(
T∑
t=1
yitZ
′
t
)
−
(
T∑
s=1
yisZ
′
s
)(
T∑
s=1
ZsZ
′
s
)−1( T∑
t=1
ZtZ
′
t
)
=
(
T∑
t=1
yitZ
′
t
)
−
(
T∑
s=1
yisZ
′
s
)
= 0
Likewise, it can be also shown that
T∑
t=1
X˜
(p)
it Z
′
t = 0 □
Lemma 12 Suppose Assumptions 1 and 2 hold. Then,
lim
N,T→∞
1
NT
·
(∑
i,t
X˜
(p)
it X˜
(p)′
it
)
= σ2vI +∆
(p)
Σ
where
∆
(p)
Σ = o
(
1
T
)
+ o
(
1
N
)
under some unrestrictive assumptions and approximations (for detail, see
appendix 3.8.4).
Proof.
X˜
(p)
it = Xit − Γ′iC(C ′C)−1Zt + ψ2Zt
= Γ′iFt + Vit − Γ′iC(C ′C)−1(C ′Ft + Ut) + ψ2Zt
= Γ′i
[
I − C(C ′C)−1C ′]Ft + Vit − Γ′iC(C ′C)−1Ut + ψ2Zt
= Vit − Γ′iC(C ′C)−1Ut + ψ2Zt
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Therefore,
1
NT
·
N∑
i=1
T∑
t=1
X˜
(p)
it X˜
(p)′
it =
(
1
NT
·
∑
i,t
VitV
′
it
)
+∆
(p)
Σ
= σ2vI +∆
(p)
Σ
where ∆
(p)
Σ = o
(
1
T
)
+ o
(
1
N
)
under some unrestrictive assumptions
and approximations15. □
Lemma 13 Suppose Assumptions 1 and 2 hold. Then,
√
NT · (β̂CCE − β) = plim
( 1
NT
·
T∑
t=1
N∑
i=1
X˜
(p)
it X˜
(p)′
it
)−1(
1√
NT
·
T∑
t=1
N∑
i=1
X˜
(p)
it ηit
)
as N, T →∞.
Proof. By substituting Lemma 10(iii) to Eq. (3.7),
β̂CCE =
 1
NT
·
∑
i,t
X˜
(p)
it X˜
(p)′
it
−1 1
NT
·
∑
i,t
X˜
(p)
it [X˜
(p)′
it β + ηit + Z
′
tψ
′]

= β +
 1
NT
·
∑
i,t
X˜
(p)
it X˜
(p)′
it
−1 1
NT
·
∑
i,t
X˜
(p)
it (ηit + Z
′
tψ
′)

= β +
 1
NT
·
∑
i,t
X˜
(p)
it X˜
(p)′
it
−1 1
NT
·
∑
i,t
X˜
(p)
it ηit
 (from Lemma 11)
Note that Lemma 12 implies(
1
NT
·
T∑
t=1
N∑
i=1
X˜
(p)
it X˜
(p)′
it
)
p−→ σ2vI
15For the order estimation, see appendix 3.8.4.
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as N, T →∞. Therefore,
√
NT · (β̂CCE − β) = plim
( 1
NT
·
T∑
t=1
N∑
i=1
X˜
(p)
it X˜
(p)′
it
)−1(
1√
NT
·
T∑
t=1
N∑
i=1
X˜
(p)
it ηit
)
as N, T →∞. □
3.7.3 Lemmas for oracle CCE estimator
The goal in this subsection is to prove Lemma 7, which is done by Lem-
mas 16 and 17. (Note that the sublemmas 7(i) and (ii) correspond to
Lemmas 17 and 16, respectively.)
Lemma 14 Suppose Assumptions 1, 2, 3 and 4 hold. Then,
(i) y˜it = yit −
(
αi + (C
′
C)−1C
′
Γβ
)′
Zt + δ1Zt
(ii) X˜it = Xit −
(
(C
′
C)−1C
′
Γ
)′
Zt + δ2Zt
(iii) y˜it = β
′X˜it + ηit + δZt
Note also that under some unrestrictive assumptions and approximations,
δ1, δ2, δ ∼ o
(
1√
NT
)
+ o
(
1
N
)
(for detail, see appendix 3.8.4).
Proof.
(i) For any i ∈ Gj,
y˜it − 1
Nj
·
 1
T
·
T∑
s=1
∑
k∈Gj
yksZ
′
s
( 1
T
·
T∑
s=1
ZsZ
′
s
)−1
Zt
Here, from the definition of yit(= β
′Xit+α′iZt+ηit) and Zt(= C
′Ft+Ut),
it is easy to show
1
NjT
·
T∑
t=1
∑
i∈Gj
yitZ
′
t =
1
NjT
·
T∑
t=1
∑
i∈Gj
[(α′iC
′ + β′Γ′i)Ft + α
′
iUt + β
′vit + ηit] [F ′tC + U
′
t ]
=
 1
NjT
·
T∑
t=1
∑
i∈Gj
(α′iC
′ + β′Γ′i)FtF
′
tC
′
+ δ(a)1
=
1
Nj
·
∑
i∈Gj
(α′iC
′ + β′Γ′i)C + δ
(a)
1
= α′GjC
′C + β′Γ
′
C + δ
(a)
1
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where δ
(a)
1 = o
(
1√
NT
)
+o
(
1
N
)
under some unrestrictive assumptions
and approximations16. Furthermore,
1
T
·
∑
t=1
ZtZ
′
t =
1
T
·
T∑
t=1
(C ′Ft + Ut)(F ′tC
′ + U ′t)
=
(
1
T
·
T∑
t=1
C ′FtF ′tC
)
+ δ
(b)
1
= C ′C + δ(b)1
where δ
(b)
1 = o
(
1√
NT
)
+ o
(
1
N
)
under some unrestrictive assumptions
and approximations17. Therefore,
y˜it = yit − (α′GjC ′C + β′ΓC + δ(a)1 )(C ′C + δ(b)1 )−1Zt
= yit − α′GjZt − β′ΓC(C ′C)−1Zt + δ1Zt
= yit − α′iZt − β′ΓC(C ′C)−1Zt + δ1Zt
where δ1 = o
(
1√
NT
)
+ o
(
1
N
)
. □
(ii) For any i ∈ Gj,
X˜it = Xit −
 1
NjT
·
T∑
s=1
∑
k∈Gj
XisZ
′
s
( 1
T
·
T∑
s=1
ZsZ
′
s
)−1
Zt
Here, from the definition of Xit(= Γ
′
iFt + vit) and Zt(= C
′Ft + Ut),
1
NjT
·
T∑
t=1
∑
i∈Gj
XitZ
′
t =
1
NjT
·
T∑
t=1
∑
i∈Gj
(Γ′iFt + vit)(F
′
tC + U
′
t)
=
 1
NjT
·
T∑
t=1
∑
i∈Gj
Γ′iFtF
′
tC
+ δ(a)2
=
 1
Nj
·
∑
i∈Gj
Γ′iC
+ δ(a)2
= Γ
′
C + δ
(a)
2
16For the order estimation, see appendix 3.8.4.
17For the order estimation, see appendix 3.8.4
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where δ
(a)
2 = o
(
1√
NT
)
+o
(
1
N
)
under some unrestrictive assumptions
and approximations18. Therefore,
X˜it = Xit − (Γ′C + δ(a)2 )(C ′C + δ(b)1 )−1Zt
= Xit − Γ′C(C ′C)−1Zt + δ2Zt
where δ2 = o
(
1√
NT
)
+ o
(
1
N
)
. □
(iii)
y˜it − β′X˜it = [yit − α′iZt − β′Γ′C(C ′C)−1Zt + δ1Zt]
− β′[Xit − Γ′C(C ′C)−1Zt + δ2Zt]
= yit − β′Xit − α′iZt + δZt
= ηit + δZt
where δ = o
(
1√
NT
)
+ o
(
1
N
)
. □
Lemma 15 For any j with 1 ≤ j ≤ JN ,
∑
i∈Gj
T∑
t=1
y˜itZ
′
t = 0 ,
∑
i∈Gj
T∑
t=1
X˜itZ
′
t = 0
Proof.
∑
i∈Gj
T∑
t=1
y˜itZ
′
t =
∑
i∈Gj
T∑
t=1
yit − 1
Nj
·
 T∑
s=1
∑
k∈Gj
yksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1
Zt
Z ′t
=
∑
i∈Gj
T∑
t=1
yitZ
′
t
′
− 1
Nj
·
∑
i∈Gj
 T∑
s=1
∑
k∈Gj
yksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1( T∑
t=1
ZtZ
′
t
)
=
∑
i∈Gj
T∑
t=1
yitZ
′
t
′ −
∑
k∈Gj
T∑
s=1
yksZ
′
s
′
= 0
18For the order estimation, see appendix 3.8.4.
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Likewise, it can be also shown
∑
i∈Gj
T∑
t=1
X˜itZ
′
t = 0 □
Lemma 16 Suppose Assumptions 1, 2, 3 and 4 hold. Then,
lim
N→∞
1
NT
(∑
i,t
X˜itX˜
′
it
)
= ΣΓ + σ
2
v · I +∆(X)Σ
where
ΣΓ = lim
N→∞
1
N
·
N∑
i=1
(Γ′i − Γ′)(Γi − Γ)
Note also that
∆
(X)
Σ = o
(
1√
NT
)
+ o
(
1
N
)
under some unrestrictive assumptions and approximations (for detail, see
appendix 3.8.4).
Proof.
Using the previous lemma,
X˜it = Xit − Γ′C(C ′C)−1(C ′Ft + Ut) + δ2Zt
= Γ′iFt + Vit − Γ′C(C ′C)−1(C ′Ft + Ut) + δ2Zt
=
[
Γ′i − Γ′C(C ′C)−1C ′
]
Ft + Vit − Γ′C(C ′C)−1Ut + δ2Zt
=
[
Γ′i − Γ′
]
Ft + Vit − Γ′C(C ′C)−1Ut + δ2Zt
(3.38)
where Lemma 9 is used in the last line. Therefore,
1
NT
·
∑
i,t
X˜itX˜
′
it =
1
NT
·
∑
i,t
[
Γ′i − Γ′
]
FtF
′
t
[
Γi − Γ
]
+
(
1
NT
·
∑
i,t
VitV
′
it
)
+∆
(X)
Σ
=
(
1
N
·
N∑
i=1
[
Γ′i − Γ′
] [
Γi − Γ
])
+ σ2v · I +∆(X)Σ
(3.39)
where ∆
(X)
Σ = o
(
1√
NT
)
+o
(
1
N
)
under some unrestrictive assumptions
and approximations19. □
19For the order estimation, see appendix 3.8.4.
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Lemma 17 Suppose Assumptions 1, 2, 3 and 4 hold. Then,
√
NT · (β̂(OR)CCE − β) = plim
( 1
NT
·
T∑
t=1
N∑
i=1
X˜itX˜
′
it
)−1(
1√
NT
·
T∑
t=1
N∑
i=1
X˜itηit
)
as N →∞.
Proof. By substituting Lemma 14(iii) to Eq. (3.10),
β̂
(OR)
CCE =
 1
NT
·
∑
i,t
X˜itX˜
′
it
−1 1
NT
·
∑
i,t
X˜it[X˜
′
itβ + ηit + Z
′
tδ
′]

= β +
 1
NT
·
∑
i,t
X˜itX˜
′
it
−1 1
NT
·
∑
i,t
X˜it(ηit + Z
′
tδ
′)

= β +
 1
NT
·
∑
i,t
X˜itX˜
′
it
−1 1
NT
·
∑
i,t
X˜itηit
 (from Lemma 15)
Note that Lemma 16 implies(
1
NT
·
T∑
t=1
N∑
i=1
X˜itX˜
′
it
)
p−→ ΣΓ + σ2vI
as N →∞. Therefore,
√
NT · (β̂(OR)CCE − β) = plim
( 1
NT
·
T∑
t=1
N∑
i=1
X˜itX˜
′
it
)−1(
1√
NT
·
T∑
t=1
N∑
i=1
X˜itηit
)
as N →∞. □
3.7.4 Discussion on SRC-LASSO estimator
Derivation of Eq. (3.27) First, since Zt = CFt+Ut and Xit = ΓiFt+
Vit,
Q̂2(a, b) =
1
NT
·
∑
i,t
[(αi − ai)(CFt + Ut) + (β − b)(ΓiFt + Vit) + εit − αiUt]2
=
1
NT
·
∑
i,t
{[C(αi − ai) + (β − b)Γi]Ft − aiUt + (β − b)Vit + εit}2
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When setting b ≃ β,
Q̂2(a, b ≃ β) ≃ 1
NT
·
∑
i,t
[C(αi − ai)Ft − aiUt + εit]2
=
 1
NT
·
∑
i,t
[C(ai − αi)Ft]2

−
(
2
NT
·
∑
it
C(ai − αi)Ft[εit − aiUt]
)
+ (const.)
=
(
C2
N
·
N∑
i=1
(ai − αi)2
)
−
(
2C
N
·
N∑
i=1
(ai − αi) ·
[
(εiF )− ai · (FU)
])
+ (const.)
(3.40)
where (εiF ) =
1
T
·∑Tt=1 εitFt and (FU) = 1T ·∑Tt=1 FtUt. Note also that
in the last line, we used
∑T
t=1 F
2
t = T .
Here, let us utilize Eq. (3.59):
(FU) = O
(
1√
NT
)
Also, when εit and Ft are independent,
(εiF ) = O
(
1√
T
)
Therefore, under the condition of T
N
= o(1),
|(εiF )| ≫ |(FU)|
Using this fact, let us approximate Eq. (3.40) as follows:
Q̂2(a, b ≃ β) ≃
(
C2
N
·
N∑
i=1
(ai − αi)2
)
−
(
2C
N
·
N∑
i=1
(ai − αi) · (εiF )
)
+ (const.)
Setting γi = Cαi and ci = Cai,
Q̂2(a, b ≃ β) ≃
(
1
N
·
N∑
i=1
(ci − γi)2
)
−
(
2
N
·
N∑
i=1
(ci − γi) · (εiF )
)
+ (const.)
≡ Q̂2ref (c) + (const.)
(3.41)
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Furthermore, it should be noticed
Pλ(a) = λ̂ ·
∑
i,k
ŵik · |ai − ak|
= (C−1λ̂) ·
∑
i,k
ŵik · |Cai − Cak|
= (C−1λ̂) ·
∑
i,k
ŵik · |ci − ck|
= Pλ(c)(c)
(3.42)
where λ(c) = C−1λ. Therefore, from (3.41), and (3.42), it is obtained
(α̂lasso)b≃β ≃ C−1γ̂lasso , (µ̂lasso)b≃β ≃ C−1ω̂lasso □
3.7.5 Proof of Lemma 8
In what follows, our goal is to prove Lemma 8, which will be done by
Proposition 24.
Model To achieve the above goal, let us begin with introducing the
following model (DGP):
yit = γ
′
iFt + εit, εit
i.i.d.∼ N (0, σ2) .
where F ′F = TIr. It is assumed that the γi’s can take JN values, where
JN is unknown. It follows that there exists a partition G = {G1, . . . , GJN}
of {1, . . . , N} such that, for any element G of the partition γi = γG for
all i in G. Let Nj be the number of indices i in Gj, j = 1, . . . , JN .
For the above DGP, we can define the following Lasso-based estima-
tor:
γ̂ = argmin
c
{
Q̂(c) + Pλ(c)
}
(3.43)
where
Q̂2(c) =
1
NT
·
N∑
i=1
T∑
t=1
(yit − c′iFt)2
Pλ(c) = λ ·
N∑
i=1
N∑
k=1
ŵik · |ci − ck|
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Note also that
Q̂2(c) =
1
NT
·
∑
i,t
(γ′iFt + εit − c′iFt)2
=
1
NT
·
∑
i,t
[(γ′i − c′i)Ft + εit]2
=
1
NT
·
∑
i,t
[
(c′i − γ′i)FtF ′t(ci − γi)− 2(c′i − γ′i)Ftεit + ε2it
]
=
1
N
·
N∑
i=1
(c′i − γ′i)
(
1
T
·
T∑
t=1
FtF
′
t
)
(ci − γi)
− 2
N
·
N∑
i=1
(c′i − γ′i)(εiF ) +
1
NT
·
∑
i,t
ε2it
where (εiF ) =
1
T
·∑Tt=1 εitFt. Since 1T ·∑Tt=1 FtF ′t = 1T · F ′F = Ir,
Q̂2(c) =
1
N
·
N∑
i=1
(c′i − γ′i)(ci − γi)−
2
N
·
N∑
i=1
(c′i − γ′i)(εiF ) + (const.)
By comparing this to Q̂2ref (c) in (3.24), it is clear that the minimization
problem (3.43) is a generalized version of the problem (3.25)20. In what
follows, our goal is to prove that the estimator (3.43) provides the same
result as the corresponding oracle estimator. This will be proven by
Proposition 24, which is a generalized version of Lemma 8.
Regarding the above model, let us introduce some more notations.
First,
cGj =
1
Nj
n∑
i=1
I (i ∈ Gj) ci
for any c = [c1, . . . , cn]
′. Set c = m+ d where the entries mi of m
are constant across each Gj and
∑n
i=1 diI (i ∈ Gj) = 0. Note that this
decomposition is unique with, for i in Gj
mi = cGj
di = ci − cGj .
LetM andD be the corresponding sets ofm’s and d’s21. It is convenient
to order the group index j according the γGj . Let (j) and γ(j) = γG(j) be
20The problem (3.43) considers the case of dim(Ft) ≥ 1, whereas dim(Ft) = 1 is
assumed in the problem (3.25).
21By Assumption 18,M and D have finite size as well as Ω.
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such
γ(1) ≤ γ(2) ≤ · · · ≤ γ(JN )
where JN is the number of groups. Set also, recalling εi =
∑T
t=1 εit/T ,
ε(j) =
1
N(j)
n∑
i=1
I
(
i ∈ G(j)
)
εi.
For W = [wik, 1 ≤ i, j ≤ N ] with wik ≥ 0, set
pW (c) =
N∑
i=1
N∑
k=1
wik |ci − ck| . (Pen)
LetW be the set of W such that wkj ≥ 0 is constant when (i, k) belongs
to Gj ×Gl for each pair (Gj, Gl) with j ̸= l. Set
Wjl =
N∑
i=1
N∑
k=1
wikI [(i, k) ∈ Gj ×Gl] = NjNlwGj×Gl
so that, setting W(j)(l) = W(jl),
pW (m) =
∑
1≤j ̸=l≤JN
W(jl)
∣∣m(j) −m(l)∣∣ .
For simplicity of the discussion, let us also impose the following unre-
strictive assumption.
Assumption 18 The estimator γ̂ exists in a space with finite size Ω
(⊂ RN).
Lemmas In what follows, we introduce several lemmas: an inequality
lemma, deviation lemmas, and two other ones related to the objective
function.
Lemma 19 (Ineq) Suppose a ≥ −1. Then for any a ≥ a and b ≥ 0
√
1 + a+ b ≥
√
1 + a+ 2b
√
1 + a.
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Proof of Lemma 19. As the two items of the inequality are nonneg-
ative, the Lemma follows from(√
1 + a+ b
)2
= 1 + 2b
√
1 + a+ b2 ≥ 1 + 2b
√
1 + a. □
Before introducing the deviation lemmas, let us define
ψil ≡
1
T
·
T∑
t=1
Fltεit
for 1 ≤ l ≤ r. If {Ft}Tt=1 is given, it holds that
• E[ψil|{Ft}] = 0
• V ar[ψil|{Ft}] =
σ2
T
• ψil|{Ft} ∼ N(0,
σ2
T
) (Note that I assume εit follows normal dis-
tribution.)
• ψil|{Ft} is iid.
for any given l. Then, Lemmas 20 and 21 are introduced (deviation
lemmas).
Lemma 20 (Dev) Suppose Assumptions 1(i), 2 and 5(i) hold. Then,
for any given l and {Ft}Tt=1,
lim
N,T→∞
P
(
max
1≤i≤N
∣∣ψil∣∣ ≥ σ√2 lnNT
∣∣∣∣∣ {Ft}
)
= 0,
lim
N,T→∞
P
(
max
1≤j≤JN
√
N(j)T
∣∣ψ(j)l∣∣ ≥ σ√2 ln JN ∣∣∣∣ {Ft}) = 0.
Proof of Lemma 20. Recall that, for t > 0,
P (|N (0, 1)| ≥ t) = 2√
2pi
∫ ∞
t
exp
(
−u
2
2
)
du ≤ 2√
2pi
∫ ∞
t
u
t
exp
(
−u
2
2
)
du
≤ 2√
2pi
−1
t
exp
(
−u
2
2
)]∞
t
=
2√
2pi
exp
(
− t2
2
)
t
.
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Since ψil|{Ft} ∼ iidN(0,
σ2
T
), it follows for any T ,
P
(
max
1≤i≤N
∣∣ψil∣∣ ≥ σ√2 lnNT
∣∣∣∣∣ {Ft}
)
≤
N∑
i=1
P
(∣∣ψil∣∣ ≥ σ√2 lnNT
∣∣∣∣∣ {Ft}
)
= NP
(∣∣∣∣N (0, σ2T
)∣∣∣∣ ≥ σ
√
2 lnN
T
)
≤ NP
(
|N (0, 1)| ≥ σ
√
2 lnN
)
≤ 2N√
2pi
exp
(
−
√
2 lnN
2
2
)
√
2 lnN
≤ 2N√
2pi
1
N
√
2 lnN
=
1√
pi lnN
→ 0. □
Lemma 21 (Dev2) Suppose Assumptions 1(i), 2 and 5(i) hold. Then,
for any given l,
lim
N,T→∞
P
(
max
1≤i≤N
∣∣ψil∣∣ ≥ σ√2 lnNT
)
= 0,
lim
N,T→∞
P
(
max
1≤j≤JN
√
N(j)T
∣∣ψ(j)l∣∣ ≥ σ√2 ln JN) = 0. (3.44)
Proof (rough). The lemma can be proven by the following facts:
Eq. (3.44) holds for any given {Ft}; εit is independent of {Ft}. □
The next two lemmas are the ones related to the objective function.
Lemma 22 (Qdec) Suppose Assumption 3 holds. Then, it holds for
any c = m+ d with (m,d) in M ×D
(i) Q̂2 (c) = Q̂2 (m) +
1
NT
N∑
i=1
T∑
t=1
(
(d′iFt)
2 − 2(d′iFt) · εit
)
,
(ii)
1
T
·
∣∣∣∣∣
N∑
i=1
T∑
t=1
(d′iFt) · εit
∣∣∣∣∣ ≤
JN∑
j=1
1
Nj
·
∑
(i,k)∈Gj×Gj
r∑
l=1
|di(l) − dk(l)| ·max
i,l
∣∣∣(εF )il∣∣∣ .
Decompose γ̂ into m̂+ d̂. Then, under Assumptions 2 and 18,
(iii) Q̂2 (m̂) ≥ σ2 + o(1)
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(iv)
1
NT
N∑
i=1
T∑
t=1
{
(d̂′iFt)
2 − 2(d̂′iFt) · εit
}
≥ −rQ̂
2 (m̂)
T
(1 + o(1))
with a probability tending to 1.
Proof of Lemma 22.
(i) Indeed,
Q̂2 (c) =
1
NT
N∑
i=1
T∑
t=1
{
(γ′iFt −m′iFt − d′iFt)2 + 2 (γ′iFt −m′iFt − d′iFt) · εit + ε2it
}
with
1
NT
N∑
i=1
T∑
t=1
(γ′iFt −m′iFt − d′iFt)2 =
1
NT
N∑
i=1
T∑
t=1
{
(γ′iFt −m′iFt)2 + (d′iFt)2
}
− 2
NT
JN∑
j=1
T∑
t=1
(
γ′GjFt −m′GjFt
)
·
∑
i∈Gj
d′iFt
=
1
NT
N∑
i=1
T∑
t=1
(γ′iFt −m′iFt)2 +
1
NT
N∑
i=1
T∑
t=1
(d′iFt)
2.
Hence
Q̂2 (c) =
1
NT
N∑
i=1
T∑
t=1
{
(γ′iFt −m′iFt)2 + 2 (γ′iFt −m′iFt) εit + ε2it
}
+
1
NT
N∑
i=1
T∑
t=1
(d′iFt)
2 − 2 1
NT
N∑
i=1
T∑
t=1
(d′iFt) · εit
= Q̂2 (m) +
1
NT
N∑
i=1
T∑
t=1
[
(d′iFt)
2 − 2(d′iFt) · εit
]
.
(ii) For the second equality, it holds since dGj =
1
Nj
∑
k∈Gj dk = 0
1
T
N∑
i=1
T∑
t=1
(d′iFt) · εit =
1
T
N∑
i=1
T∑
t=1
r∑
l=1
di(l)Fltεit =
N∑
i=1
r∑
l=1
di(l) · (εF )il
=
JN∑
j=1
∑
i∈Gj
r∑
l=1
(
di(l) − dGj(l)
) · (εF )il
=
JN∑
j=1
1
Nj
∑
(i,k)∈Gj
r∑
l=1
(
di(l) − dk(l)
) · (εF )il
≤
JN∑
j=1
1
Nj
∑
(i,k)∈Gj
r∑
l=1
(
di(l) − dk(l)
) · |(εF )il|
≤
JN∑
j=1
2
Nj
∑
(i,k)∈Gj
r∑
l=1
∣∣di(l) − dk(l)∣∣ ·max
i,l
∣∣∣(εF )il∣∣∣
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(iii)
Q̂2(γ̂) =
1
NT
·
N∑
i=1
T∑
t=1
(yit − γ̂′iFt)2
=
1
NT
·
N∑
i=1
T∑
t=1
[εit + (γ
′
i − γ̂′i)Ft]2
=
1
NT
N∑
i=1
T∑
t=1
ε2it +
2
NT
·
N∑
i=1
T∑
t=1
(γ′i − γ̂′i)Ftεit +
1
NT
·
N∑
i=1
T∑
t=1
[(γ′i − γ̂′i)Ft]2
≥ 1
NT
N∑
i=1
T∑
t=1
ε2it +
2
NT
·
N∑
i=1
T∑
t=1
(γ′i − γ̂′i)Ftεit
= σ2 +Op((NT )
−1/2) +
2
NT
·
N∑
i=1
T∑
t=1
(γ′i − γ̂′i)Ftεit
Here,∣∣∣∣∣ 2NT ·
N∑
i=1
T∑
t=1
(γ′i − γ̂′i)Ftεit
∣∣∣∣∣
=
∣∣∣∣∣ 2N ·
N∑
i=1
(γ′i − γ̂′i)
[
1
T
·
T∑
t=1
Ftεit
]∣∣∣∣∣
=
∣∣∣∣∣ 2N ·
r∑
l=1
N∑
i=1
(γi(l) − γ̂i(l))
[
1
T
·
T∑
t=1
Fltεit
]∣∣∣∣∣
≤ 2
N
·
r∑
l=1
N∑
i=1
|γi(l) − γ̂i(l)| ·
∣∣∣∣∣ 1T ·
T∑
t=1
Fltεit
∣∣∣∣∣
≤ 2
N
·
r∑
l=1
N∑
i=1
|γi(l) − γ̂i(l)| · max
1≤i≤N
|ψil|
≤ 4σ ·
√
2 lnN
T
·
(
1
N
·
r∑
l=1
N∑
i=1
|γi(l) − γ̂i(l)|
)
(from Lemma 21)
(3.45)
with a probability tending to 1. From Assumptions 5(i) and 18, this
suggests ∣∣∣∣∣ 2NT ·
N∑
i=1
T∑
t=1
(γ′i − γ̂′i)Ftεit
∣∣∣∣∣ ≤ o(1)
Thus,
Q̂2(γ̂) ≥ σ2 + o(1) =⇒ Q̂2(m̂) ≥ σ2 + o(1)
with a probability tending to 1. □
(iv) First,
1
T
·
T∑
t=1
(d̂′iFt)
2 =
1
T
·
T∑
t=1
d̂′iFtF
′
t d̂i = d̂
′
i
(
1
T
·
T∑
t=1
FtF
′
t
)
d̂i = d̂
′
id̂i =
r∑
l=1
d̂2i(l)
1
T
·
T∑
t=1
(d̂′iFt)εit =
1
T
·
r∑
l=1
T∑
t=1
d̂i(l)Fltεit =
r∑
l=1
d̂i(l)
(
1
T
·
T∑
t=1
Fltεit
)
=
r∑
l=1
d̂i(l)ψil
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Therefore,
1
NT
·
N∑
i=1
T∑
t=1
{
(d̂′iFt)
2 − 2 · (d̂′iFt)εit
}
=
1
N
·
N∑
i=1
r∑
l=1
(
d̂2i(l) − 2d̂i(l)ψil
)
≥ − 1
N
·
N∑
i=1
r∑
l=1
(
ψil
)2
= −
r∑
l=1
[
1
N
·
N∑
i=1
(
ψil
)2]
(3.46)
Here, it is easy to see
E[
(
ψil
)2 |{Ft}, l] = σ2
T
for any of given {Ft} and l. Due to this,
1
N
·
N∑
i=1
(
ψil
)2 P−→ σ2
T
(3.47)
which is obtained by using the fact that for any of given {Ft} and l,
(ψil)
2 in the summation in the LHS can be regarded as i.i.d. series.
Using (3.46), (3.47) and the sublemma (iii),
1
NT
·
N∑
i=1
T∑
t=1
{
(d̂′iFt)
2 − 2 · (d̂′iFt)εit
}
≥ −rσ
2
T
≥ −rQ̂
2(m̂)
T
· (1 + o(1))
with a probability tending to 1. □
Lemma 23 (Pdec) Let pW (·) be as in (Pen). It holds for all W in W
and all (m,d) in M ×D
pW (m+ d) ≥ pW (m) +
∑
j
∑
(i,k)∈Gj×Gj
wik |di − dk| .
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Proof of Lemma 23. Since mi is constant when i belongs to Gj it
holds
pW (m+ d) =
∑
j
∑
(i,k)∈Gj×Gj
wik |di − dk|
+
∑
j ̸=l
∑
(i,k)∈Gj×Gl
wik |mi −mk − (di − dk)| .
Since mi − mk is constant across Gj × Gl, the triangular inequality,∑
i∈Gj di =
∑
k∈Gl dk = 0 and the definition of W with wik = wGj×Gl
for all (i, k) in Gj ×Gl give∑
(i,k)∈Gj×Gl
wik |mi + di − (mk + dk)| = wGj×Gl
∑
(i,k)∈Gj×Gl
|mi −mk − (di − dk)|
≥ wGj×Gl
∣∣∣∣∣∣
∑
(i,k)∈Gj×Gl
(mi −mk)− 0
∣∣∣∣∣∣
=
∑
(i,k)∈Gj×Gl
wik |mi −mk| . □
Classification proposition for the Lasso estimator In
this paragraph, we will prove the classification proposition for the Lasso
estimator (Proposition 24), which is a generalized version of Lemma 8.
Let Ŵ = ŴNT be a stochastic sequence inW and define, for λ̂ = λNT ≥ 0
γ̂
(
Ŵ , λ̂
)
= argmin
c
{
Q̂ (c) + λ̂ · pŴ (c)
}
,
µ̂
(
Ŵ , λ̂
)
= arg min
m∈M
{
Q̂ (m) + λ̂ · pŴ (m)
}
.
Proposition 24 (Classification) Suppose Assumptions 1(i), 2, 3, 5(i)
and 18 hold. Assume there is a δ > 0 such that
λ̂min
j
min
(i,k)∈Gj×Gj
{Njŵik} ≥ 1 + δ + oP (1)
N
√
2 lnN
T
.
Then γ̂
(
Ŵ , λ̂
)
= µ̂
(
Ŵ , λ̂
)
with a probability tending to 1.
Proof of Proposition 24. Set γ̂
(
Ŵ , λ̂
)
= γ̂, µ̂
(
Ŵ , λ̂
)
= µ̂ for the
sake of brevity and decompose γ̂ into m̂+d̂. Then the definition of these
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estimators, Lemmas 22(i), and 23 give
Q̂ (µ̂) + λ̂ · pŴ (µ̂) ≥ Q̂ (γ̂) + λ̂ · pŴ (γ̂)
≥
√√√√Q̂2 (m̂) + 1
NT
N∑
i=1
T∑
t=1
(
(d̂′iFt)2 − 2(d̂′iFt) · εit
)
+ λ̂ · pŴ (m̂) + λ̂ ·
∑
j
∑
(i,k)∈Gj×Gj
ŵik ·
r∑
l=1
∣∣∣d̂i(l) − d̂k(l)∣∣∣
= Q̂ (m̂) + λ̂ · pŴ (m̂) + Q̂ (m̂)
{√
1 + A
(
m̂, d̂
)
+B
(
m̂, d̂
)
− 1
}
Note that
A
(
m̂, d̂
)
=
1
NT
∑N
i=1
∑T
t=1
(
(d̂′iFt)
2 − 2(d̂′iFt) · εit
)
Q̂2 (m̂)
≥ −r(1 + o(1))
T
,
B
(
m̂, d̂
)
= λ̂ ·
∑
j
∑
(i,k)∈Gj×Gj ŵik ·
∑r
l=1
∣∣∣d̂i(l) − d̂k(l)∣∣∣
Q̂ (m̂)
.
where we used Lemma 22(iv) in the first line. As Q̂ (µ̂) + λ̂ · pŴ (µ̂) ≤
Q̂ (m̂) + λ̂ · pŴ (m̂), Lemmas 19 and 22(iv) give, with a probability
tending to 1,
0 ≥
√
1 + A
(
m̂, d̂
)
+B
(
m̂, d̂
)
− 1
≥
√
1 + A
(
m̂, d̂
)
+ 2B
(
m̂, d̂
)√
1− r(1 + o(1))
T
− 1
and then
0 ≥ A
(
m̂, d̂
)
+ 2B
(
m̂, d̂
)√
1− r(1 + o(1))
T
.
It then follows, by Lemma 22(iii)
0 ≥ 1
NT
N∑
i=1
T∑
t=1
(
(d̂′iFt)
2 − 2(d̂′iFt) · εit
)
+ 2λ̂ · Q̂ (m̂) ·
√
1− oP (1) ·
∑
j
∑
(i,k)∈Gj×Gj
ŵik ·
r∑
l=1
∣∣∣d̂i(l) − d̂k(l)∣∣∣
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≥ 1
NT
N∑
i=1
T∑
t=1
(
(d̂′iFt)
2 − 2(d̂′iFt) · εit
)
+ 2λ̂ · σ · (1− oP (1)) ·
∑
j
∑
(i,k)∈Gj×Gj
ŵik ·
r∑
l=1
∣∣∣d̂i(l) − d̂k(l)∣∣∣ .
Bounding
∑N
i=1
∑T
t=1(d̂
′
iFt)·εit from below as in Lemma 22(ii) gives, with
an oP (1) remainder term independent of i, j and k,
0 ≥ 1
NT
N∑
i=1
T∑
t=1
(d̂′iFt)
2
+
2
N
∑
j
1
Nj
∑
(i,k)∈Gj×Gj
{
(1− oP (1)) λ̂NNjσŵik −max
(i,l)
∣∣∣(εF )il∣∣∣}
×
r∑
l=1
∣∣∣d̂i(l) − d̂k(l)∣∣∣ .
This gives by Lemma 21
0 ≥ 1
NT
N∑
i=1
T∑
t=1
(d̂′iFt)
2
+
2σ
N
(
(1− oP (1)) λ̂N min
j
min
(i,k)∈Gj×Gj
{Njŵik} −
√
2 lnN
T
)
×
∑
j
1
Nj
∑
(i,k)∈Gj×Gj
r∑
l=1
∣∣∣d̂i(l) − d̂k(l)∣∣∣
and, under the conditions of the Proposition
0 ≥ 1
NT
N∑
i=1
T∑
t=1
(d̂′iFt)
2
+(δ + oP (1))
2σ
N
√
2 lnN
T
∑
j
1
Nj
∑
(i,k)∈Gj×Gj
r∑
l=1
∣∣∣d̂i(l) − d̂k(l)∣∣∣ .
As δ > 0 and |Fl| ̸= 0 for any l, this implies that d̂2i(l) must be equal to 0
for any (i, l), with a probability tending to 1. Hence P (γ̂ = m̂) = 1−o (1)
and then P (γ̂ = µ̂) = 1− o (1) by definition of γ̂, m̂ and µ̂. □
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3.8 Appendices
3.8.1 MC sample generation
Generation of latent factors Denote the latent factors by
F (j) ≡ [Fj1, Fj2, ... , FjT ]′ (j = 1, 2, 3)
In the Monte Carlo experiments, these vectors are generated by the fol-
lowing procedure.
• First, generate Hjt (j = 1, 2, 3) by
Hjt = 0.5 ·Hj,t−1 + ξjt (t = −49, ..., 1, ..., T )
Hj,−50 = 0
ξjt ∼ iidN(0, σ2ξ ) with σ2ξ = 1− 0.52
which obtains H(j) = [Hj1, ..., HjT ]
′.
• Define F (1) by
F (1) =
H(1)√
H(1)′H(1)/T
• Define F (2) by
H˜(2) ≡ H(2) − F
(1)′H(2)
F (1)′F (1)
· F (1)
F (2) =
H˜(2)√
H˜(2)′H˜(2)/T
• Define F (3) by
H˜(3) ≡ H(3) − F
(1)′H(3)
F (1)′F (1)
· F (1) − F
(2)′H(3)
F (2)′F (2)
· F (2)
F (3) =
H˜(3)√
H˜(3)′H˜(3)/T
The loadings γi In the baseline setup, the loadings γi are defined by
γi = γ
(base)
i ≡

(2.0,−0.5)′ (i ∈ G1)
(1.5, 0.0)′ (i ∈ G2)
(1.0, 1.0)′ (i ∈ G3)
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It should be emphasized that this satisfies the identification restriction,
i.e.
1
N
·
N∑
i=1
γiγ
′
i is diagonal. (3.48)
The loadings Γi In any cases of the MC experiments, the loadings Γi
have the following form:
Γ
(1)
i =
 iidN(µΓ, σ
2
Γ)
0
iidN(0, σ2Γ)
 , Γ(2)i =
 iidN(0, σ
2
Γ)
0
iidN(µΓ, σ
2
Γ)

With this form, it is easy to show that
lim
N→∞
1
N
·
(
N∑
i=1
Γ
(1)
i Γ
(1)′
i
)
=
 σ
2
Γ − µ2Γ 0 0
0 0 0
0 0 σ2Γ
 (diagonal)
lim
N→∞
1
N
·
(
N∑
i=1
Γ
(2)
i Γ
(2)′
i
)
=
 σ
2
Γ 0 0
0 0 0
0 0 σ2Γ − µ2Γ
 (diagonal)
(3.49)
3.8.2 Optimization of penalty parameter λ
The penalty parameter λ is optimized by using BIC (Bayesian informa-
tion criterion). BIC is defined by
BIC = log(L̂λ) +
∣∣∣Ŝλ∣∣∣ · log(NT )
NT
(3.50)
Note that
L̂λ =
1
NT
·
N∑
i=1
T∑
t=1
(yit − β̂′Xit − α̂′iZt)2
where α̂i and β̂ are the Lasso-based estimator.
∣∣∣Ŝλ∣∣∣ is the identified
number of parameters in the model, whose definition is
Ŝλ = {β̂1, ..., β̂k, Ŝα,1, ..., Ŝα,k+1}
Ŝα,l = {i : 1 ≤ i ≤ N, |α̂il − α̂jl| ̸= 0 for all j with j < i}
(l = 1, ..., k + 1)
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3.8.3 Other proofs
Derivation of Eq. (3.35)
T∑
t=1
JN∑
j=1
∑
i∈Gj
∆ity˜it =
T∑
t=1
JN∑
j=1
∑
i∈Gj
1
Nj
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1
Zty˜it
=
T∑
t=1
JN∑
j=1
∑
i∈Gj
1
Nj
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1
Ztyit
−
T∑
t=1
JN∑
j=1
∑
i∈Gj
1
Nj
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1
Zt 1
Nj
· Z ′t
(
T∑
s=1
ZsZ
′
s
)−1 T∑
s=1
∑
k∈Gj
Zsyks

=
JN∑
j=1
1
Nj
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1 T∑
t=1
∑
i∈Gj
Ztyit

−
JN∑
j=1
∑
i∈Gj
1
N2j
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1( T∑
t=1
ZtZ
′
t
)
(
T∑
s=1
ZsZ
′
s
)−1 T∑
s=1
∑
k∈Gj
Zsyks

=
JN∑
j=1
1
Nj
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1 T∑
t=1
∑
i∈Gj
Ztyit

−
JN∑
j=1
Nj
N2j
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1 T∑
s=1
∑
k∈Gj
Zsyks

=
JN∑
j=1
1
Nj
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1 T∑
t=1
∑
i∈Gj
Ztyit

−
JN∑
j=1
1
Nj
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1 T∑
s=1
∑
k∈Gj
Zsyks

= 0
Similarly,
T∑
t=1
JN∑
j=1
∑
i∈Gj
∆itX˜
′
it =
T∑
t=1
JN∑
j=1
∑
i∈Gj
1
Nj
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1
ZtX
′
it
−
T∑
t=1
JN∑
j=1
∑
i∈Gj
1
Nj
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1
Zt 1
Nj
· Z ′t
(
T∑
s=1
ZsZ
′
s
)−1 T∑
s=1
∑
k∈Gj
ZsX
′
ks

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=JN∑
j=1
1
Nj
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1 T∑
t=1
∑
i∈Gj
ZtX
′
it

−
JN∑
j=1
∑
i∈Gj
1
N2j
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1( T∑
t=1
ZtZ
′
t
)
(
T∑
s=1
ZsZ
′
s
)−1 T∑
s=1
∑
k∈Gj
ZsX
′
ks

=
JN∑
j=1
1
Nj
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1 T∑
t=1
∑
i∈Gj
ZtX
′
it

−
JN∑
j=1
Nj
N2j
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1 T∑
s=1
∑
k∈Gj
ZsX
′
ks

=
JN∑
j=1
1
Nj
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1 T∑
t=1
∑
i∈Gj
ZtX
′
it

−
JN∑
j=1
1
Nj
·
 T∑
s=1
∑
k∈Gj
XksZ
′
s
( T∑
s=1
ZsZ
′
s
)−1 T∑
s=1
∑
k∈Gj
ZsX
′
ks

= 0 □
3.8.4 Order estimation
1
T
·
(∑T
t=1 U tU
′
t
)
etc.
By CLT,
1
T
·
T∑
t=1
V tεt ∼ N
(
0,
σ2εσ
2
v
N2T
· Ik
)
Therefore,
1
T
·
T∑
t=1
V tεt = O
(
1√
N2T
)
(3.51)
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As for
1
T
·
T∑
t=1
V tV
′
t and
1
T
·
T∑
t=1
εtεt,
1
T
·
T∑
t=1
V tV
′
t =
1
N2T
·
∑
i,k,t
VitV
′
kt
=
[
1
N2T
·
N∑
i=1
T∑
t=1
VitV
′
it
]
+
[
2
N2T
·
N∑
i=1
∑
k>i
T∑
t=1
VitV
′
kt
]
=
1
N
·
[
σ2vIk +O
(
1√
NT
)]
+O
(
1√
N2T
)
(by CLT)
= O
(
1
N
)
(3.52)
1
T
·
T∑
t=1
εtεt =
1
N2T
·
∑
i,k,t
εitεkt
=
(
1
N2T
·
N∑
i=1
T∑
t=1
ε2it
)
+
(
2
N2T
·
N∑
i=1
∑
k>i
T∑
t=1
εitεkt
)
=
1
N
·
(
σ2 +O
(
1√
NT
))
+O
(
1√
N2T
)
(by CLT)
= O
(
1
N
)
(3.53)
Using (3.51)-(3.53), it can be obtained
1
T
·
T∑
t=1
εtU
′
t = O
(
1
N
)
(3.54)
1
T
·
T∑
t=1
V tU
′
t = O
(
1
N
)
(3.55)
1
T
·
T∑
t=1
U tU
′
t = O
(
1
N
)
(3.56)
because U t is a linear function of εt and V t.
146
1
T
·
(∑T
t=1 FtU
′
t
)
etc.
Using the fact that Ft is independent of (εit, Vt), it is easy to show
E
[
1
NT
·
∑
i,t
Ftεit
]
= 0 , V ar
[
1
NT
·
∑
i,t
Ftεit
]
=
σ2ε
NT
· Im
E
[
1
NT
·
∑
i,t
FtV
′
it
]
= 0 , V ar
[
1
NT
·
∑
i,t
FtV
′
it
]
=
kσ2v
NT
· Im
From this, let us suppose
1
T
·
T∑
t=1
Ftεt =
1
NT
·
∑
i,t
Ftεit = O
(
1√
NT
)
(3.57)
1
T
·
T∑
t=1
FtV
′
t =
1
NT
·
∑
i,t
FtVit = O
(
1√
NT
)
(3.58)
which yield
1
T
·
T∑
t=1
FtU
′
t = O
(
1√
NT
)
(3.59)
1
T
·
(∑T
t=1 εitU
′
t
)
, 1
T
·
(∑T
t=1 VitU
′
t
)
etc.
First,
1
T
·
T∑
t=1
εitεt =
1
NT
·
∑
k,t
εitεkt
=
1
NT
·
T∑
t=1
ε2it +
2
NT
·
T∑
t=1
∑
k>i
εitεkt
=
1
N
·
(
σ2ε +O
(
1√
T
))
+O
(
1√
NT
)
(by CLT)
= O
(
1
N
)
+O
(
1√
NT
)
(3.60)
1
T
·
T∑
t=1
εitV
′
t =
1
NT
·
∑
k,t
εitV
′
kt = O
(
1√
NT
)
(3.61)
which yields
1
T
·
T∑
t=1
εitU
′
t = O
(
1
N
)
+O
(
1√
NT
)
(3.62)
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Also,
1
T
·
T∑
t=1
Vitεt =
1
NT
·
∑
k,t
Vitεkt = O
(
1√
NT
)
(3.63)
1
T
·
T∑
t=1
VitV
′
t =
1
NT
·
∑
k,t
VitV
′
kt
=
1
NT
·
T∑
t=1
VitV
′
it +
1
NT
·
T∑
t=1
∑
k ̸=i
VitV
′
kt
=
1
N
·
[
σ2I +O
(
1√
T
)]
+O
(
1√
NT
)
= O
(
1
N
)
+O
(
1√
NT
)
(3.64)
Therefore,
1
T
·
T∑
t=1
VitU
′
t = O
(
1
N
)
+O
(
1√
NT
)
(3.65)
ψ
(a)
1 (in Lemma 10)
ψ
(a)
1 =
1
T
·
T∑
t=1
(α′iC
′ + β′Γ′i)FtU
′
t +
1
T
·
T∑
t=1
α′iUtF
′
tC +
1
T
·
T∑
t=1
α′iUtU
′
t
+
1
T
·
T∑
t=1
β′VitF ′tC +
1
T
·
T∑
t=1
β′VitU ′t +
1
T
·
T∑
t=1
ηitU
′
t
=
1
T
·
T∑
t=1
(α′iC
′ + β′Γ′i)FtU
′
t +
1
T
·
T∑
t=1
α′iUtF
′
tC +
1
T
·
T∑
t=1
α′iUtU
′
t
+
1
T
·
T∑
t=1
β′VitF ′tC +
1
T
·
T∑
t=1
β′VitU ′t +
1
T
·
T∑
t=1
εitU
′
t
− 1
T
·
T∑
t=1
α′iUtU
′
t
(3.66)
As for the 1st and 2nd terms of RHS,
(1st-term) = (α′iC
′ + β′Γ′i)
[
1
T
·
∑
t=1
FtU
′
t
]
(2nd-term) = α′i
(
1
T
·
T∑
t=1
UtF
′
t
)
C
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Using (3.59),
(1st-term) = O
(
1√
NT
)
, (2nd-term) = O
(
1√
NT
)
(3.67)
As for the 3rd term,
(3rd-term) = α′i
(
1
T
·
T∑
t=1
UtU
′
t
)
= O
(
1
N
)
(3.68)
which is obtained from (3.56). Regarding the 4th term, it is easy to show
E
[
1
T
·
T∑
t=1
FtV
′
it
]
= 0 , V ar
[
1
T
·
T∑
t=1
FtV
′
it
]
=
kσ2vIm
T
because Ft and Vit are independent. Therefore, let us suppose
(4th-term) = β′
[
1
T
·
T∑
t=1
VitF
′
t
]
C = O
(
1√
T
)
(3.69)
From (3.65), the 5th term is:
(5th-term) = O
(
1
N
)
+O
(
1√
NT
)
(3.70)
From (3.62),
(6th-term) = O
(
1
N
)
+O
(
1√
NT
)
(3.71)
From (3.56),
(7th-term) = O
(
1
N
)
(3.72)
Therefore, from (3.66)-(3.72),
ψ
(a)
1 = O
(
1
N
)
+O
(
1√
T
)
ψ
(b)
1 (in Lemma 10)
ψ
(b)
1 =
1
T
·
T∑
t=1
(C ′FtU ′t + UtF
′
tC
′) +
1
T
·
T∑
t=1
UtU
′
t
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From (3.59), the 1st term of RHS is
(1st-term) = O
(
1√
NT
)
Also, from (3.56),
(2nd-term) = O
(
1
N
)
Therefore,
ψ
(b)
1 = O
(
1
N
)
+O
(
1√
NT
)
ψ
(a)
2 (in Lemma 10)
ψ
(a)
2 =
(
1
T
·
T∑
t=1
VitF
′
tC
)
+
(
1
T
·
T∑
t=1
Γ′iFtU
′
t
)
+
(
1
T
·
T∑
t=1
VitU
′
t
)
As for the 1st term of RHS,
(1st-term) = O
(
1√
NT
)
because Vit and Ft are independent. Also, from (3.59),
(2nd-term) = O
(
1√
NT
)
From (3.65),
(3rd-term) = O
(
1
N
)
+O
(
1√
NT
)
Therefore,
ψ
(a)
2 = O
(
1
N
)
+O
(
1√
NT
)
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∆
(p)
Σ (in Lemma 12)
∆
(p)
Σ =
1
NT
·
∑
i,t
[
X˜
(p)
it (ψ2Zt)
′ + (ψ2Zt)X˜
(p)′
it
]
− 1
NT
·
∑
i,t
[
VitU
′
t(C
′C)−1C ′Γi + Γ′iC(C
′C)−1U ′tV
′
it
]
+
1
NT
·
∑
i,t
Γ′iC(C
′C)−1UtU ′t(C
′C)−1C ′Γ′i
− 1
NT
·
∑
i,t
ψ2ZtZ
′
tψ
′
2
As for the 1st term of RHS, Lemma 11 gives
(1st-term) = 0
From (3.65),
(2nd-term) = O
(
1
N
)
+O
(
1√
NT
)
From (3.56),
(3rd-term) = O
(
1
N
)
As for the last term,
(4th-term) = O(ψ22) = O
(
1
T
)
+O
(
1
N2
)
From all the above,
∆
(p)
Σ = O
(
1
N
)
+O
(
1
T
)
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δ
(a)
1 (in Lemma 14)
δ
(a)
1 =
1
NjT
·
T∑
t=1
∑
i∈Gj
(α′iC
′ + β′Γ′i)FtU
′
t +
1
NT
·
T∑
t=1
∑
i∈Gj
α′iUtF
′
tC
+
1
NjT
·
T∑
t=1
∑
i∈Gj
α′iUtU
′
t +
1
NjT
·
T∑
t=1
∑
i∈Gj
β′VitF ′tC
+
1
NjT
·
T∑
t=1
∑
i∈Gj
β′VitU ′t +
1
NjT
·
T∑
t=1
∑
i∈Gj
ηitU
′
t
=
1
NjT
·
T∑
t=1
∑
i∈Gj
(α′iC
′ + β′Γ′i)FtU
′
t +
1
NT
·
T∑
t=1
∑
i∈Gj
α′iUtF
′
tC
+
1
NjT
·
T∑
t=1
∑
i∈Gj
α′iUtU
′
t +
1
NjT
·
T∑
t=1
∑
i∈Gj
β′VitF ′tC
+
1
NjT
·
T∑
t=1
∑
i∈Gj
β′VitU ′t +
1
NjT
·
T∑
t=1
∑
i∈Gj
εitU
′
t
− 1
NjT
·
T∑
t=1
∑
i∈Gj
α′iUtU
′
t
(3.73)
As for the 1st and 2nd terms of RHS,
(1st-term) =
1
Nj
·
∑
i∈Gj
(α′iC
′ + β′Γ′i)
[
1
T
·
∑
t=1
FtU
′
t
]
(2nd-term) =
1
T
·
∑
i∈Gj
α′i
(
1
T
·
T∑
t=1
UtF
′
t
)
C
Using (3.59),
(1st-term) = O
(
1√
NT
)
, (2nd-term) = O
(
1√
NT
)
(3.74)
As for the 3rd term,
(3rd-term) =
1
Nj
·
∑
i∈Gj
α′i
(
1
T
·
T∑
t=1
UtU
′
t
)
= O
(
1
N
)
(3.75)
which is obtained from (3.56). Regarding the 4th term, it is easy to show
E
 1
NjT
·
∑
i∈Gj
T∑
t=1
FtV
′
it
 = 0 , V ar
 1
NjT
·
∑
i∈Gj
T∑
t=1
FtV
′
it
 = kσ2vIm
NjT
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because Ft and Vit are independent. Therefore, let us suppose
(4th-term) = β′
 1
NjT
·
∑
i∈Gj
T∑
t=1
VitF
′
t
C = O( 1√
NT
)
(3.76)
Furthermore, by using (3.65), (3.54) and (3.56), 5th, 6th and 7th terms
are obtained as
(5th-term) = O
(
1
N
)
+O
(
1√
NT
)
(6th-term) = O
(
1
N
)
, (7th-term) = O
(
1
N
) (3.77)
Therefore, from (3.73)-(3.77),
δ
(a)
1 = O
(
1
N
)
+O
(
1√
NT
)
δ
(b)
1 (in Lemma 14)
δ
(b)
1 =
1
T
·
T∑
t=1
(C ′FtU ′t + UtF
′
tC
′) +
1
T
·
T∑
t=1
UtU
′
t
From (3.59), the 1st term of RHS is
(1st-term) = O
(
1√
NT
)
Also, from (3.56),
(2nd-term) = O
(
1
N
)
Therefore,
δ
(b)
1 = O
(
1
N
)
+O
(
1√
NT
)
δ
(a)
2 (in Lemma 14)
δ
(a)
2 =
 1
NjT
·
T∑
t=1
∑
i∈Gj
VitF
′
tC
+
 1
NjT
·
T∑
t=1
∑
i∈Gj
Γ′iFtU
′
t

+
 1
NjT
·
T∑
t=1
∑
i∈Gj
VitU
′
t

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As for the 1st term of RHS, it is easy to show
E
 1
NjT
·
∑
i∈Gj
T∑
t=1
FtV
′
it
 = 0 , V ar
 1
NjT
·
∑
i∈Gj
T∑
t=1
FtV
′
it
 = kσ2vIm
NjT
because Ft and Vit are independent. Therefore, let us suppose
(1st-term) = O
(
1√
NT
)
because Vit and Ft are independent. Also, from (3.59),
(2nd-term) = O
(
1√
NT
)
From (3.65),
(3rd-term) = O
(
1
N
)
+O
(
1√
NT
)
Therefore,
δ
(a)
2 = O
(
1
N
)
+O
(
1√
NT
)
∆
(X)
Σ (in Lemma 16) In (3.39),
∆
(X)
Σ =
1
NT
·
∑
i,t
[
X˜it(δ2Zt)
′ + (δ2Zt)X˜ ′it
]
+
1
NT
·
∑
i,t
[
(Γ′i − Γ′)FtV ′it + VitF ′t(Γi − Γ)
]
− 1
NT
·
∑
i,t
[
(Γ′i − Γ′)FtU ′t(C ′C)−1C ′Γ
+ Γ
′
C(C ′C)−1U tF ′t(Γi − Γ)
]
− 1
NT
·
∑
i,t
[
VitU
′
t(C
′C)−1C ′Γ + Γ′C(C ′C)−1U tV ′it
]
+
1
NT
·
∑
i,t
Γ
′
C(C ′C)−1U tU
′
t(C
′C)−1C ′Γ
− 1
NT
·
∑
i,t
δ2ZtZ
′
tδ
′
2
(3.78)
As for the 1st term of RHS,
1
NT
·
∑
i,t
X˜it(δ2Zt)
′ = 0 (3.79)
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which is obtained from Lemma 15. Since Vit is independent of {Ft,Γi},
1
NT
·
∑
i,t
(Γ′i − Γ′)FtV ′it = O
(
1√
NT
)
(3.80)
In the 3rd term of RHS,
1
NT
·
∑
i,t
(Γ′i − Γ′)FtU ′t(C ′C)−1C ′Γ
=
(
1
N
·
N∑
i=1
(Γ′i − Γ)
)(
1
T
·
T∑
t=1
FtU
′
t
)
(C ′C)−1C ′Γ
= (01×k)
(
1
T
·
T∑
t=1
FtU
′
t
)
(C ′C)−1C ′Γ
= 0
(3.81)
In the 4th term,
1
NT
·
∑
i,t
VitU
′
t(C
′C)−1C ′Γ =
(
1
T
·
T∑
t=1
VtU
′
t
)
(C ′C)−1C ′Γ
= O
(
1
N
)
(from (3.55))
(3.82)
In the 5th term,
1
NT
·
∑
i,t
Γ
′
C(C ′C)−1U tU
′
t(C
′C)−1Γ
= Γ
′
C(C ′C)−1
[
1
T
·
T∑
t=1
U tU
′
t
]
(C ′C)−1C ′Γ
= O
(
1
N
)
(from (3.56))
(3.83)
In the 6th term,
1
NT
·
∑
i,t
δ2ZtZ
′
tδ
′
2 = δ2
(
1
T
·
T∑
t=1
ZtZ
′
t
)
δ′2
= O
(
δ22
)
= O
(
1
N2
)
+O
(
1
NT
) (3.84)
From (3.78)-(3.84),
∆
(X)
Σ = O
(
1√
NT
)
+O
(
1
N
)
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