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ON THE Ψ−FRACTIONAL INTEGRAL AND APPLICATIONS
J. VANTERLER DA C. SOUSA1 AND E. CAPELAS DE OLIVEIRA1
Abstract. Motivated by the Ψ-Riemann-Liouville (Ψ − RL) fractional derivative and by
the Ψ-Hilfer (Ψ−H) fractional derivative, we introduced a new fractional operator the so-
called Ψ−fractional integral. We present some important results by means of theorems and
in particular, that the Ψ−fractional integration operator is limited. In this sense, we discuss
some examples, in particular, involving the Mittag-Leffler (M− L) function, of paramount
importance in the solution of population growth problem, as approached. On the other
hand, we realize a brief discussion on the uniqueness of nonlinear Ψ-fractional Volterra
integral equation (VIE) using β−distance functions.
Keywords :Fractional calculus, Ψ−fractional integral, population growth model, fractional
Volterra integral equation, β−distance.
MSC 2010 subject classifications. 26A33; 36A08; 34A12; 34A40.
1. Introduction
The fractional calculus, during the last years went through a great evolution [1, 2, 3]. The
reason for the advancement and expansion is due to the great number of functions that
fractional differentiation operators and integration provided to the academic community
[4, 5, 6, 7]. One of the most well-known and important population growth models was
introduced by Thomas Malthus in 1798, an English economist [8]. The Malthus model
predicts that the population rate of a given region at time t, is proportional to the total
population at that instant. It has been found that non-variable order fractional derivatives
more accurately describe population growth [9]. There are some others mathematical models
related to population growth, we suggest [10, 11, 12].
Solutions of the integral equations, in the Volterra or Fredholm sense, has gained prominence,
especially in the fields of science and engineering [13, 14]. Also, the investigation of the
theorems associated with existence and uniqueness of solutions of nonlinear integral equations
has been shown to be important for several researchers [15, 16, 17, 18]. On the other hand,
to study the existence and stability of solutions of fractional integral equations, through
integral operators such that: Riemann-Liouville, Hadamard and Katugampola, has been
gaining prominence in both analytical sense and in the sense of functions [19]. On the other
hand, recent studies on β−distance functions, proved to be important in the study of the
existence of solutions of integral equations and fractional differential equations [20, 21, 22].
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However, with the recent development of the fractional calculus, in particular, the intro-
duction of non-variable integrals and fractional derivatives with respect to another func-
tion, among which we mention the fractional derivatives: Ψ− RL, Ψ-Caputo (Ψ− C) and
Ψ− H [1, 2, 23, 24], motivated the mathematicians, in particular Almeida [8] among others
[4, 7, 25, 26], to propose new mathematical models, allowing a better description of the
respective models. In order to propose a fractional differentiation operator and at the same
time to unify a class of fractional operators, Sousa and Oliveira [23] introduced the Ψ− H
fractional derivative.
Since the Ψ−H fractional derivative holds a large class of fractional derivatives
and also the integer fractional operator in this paper, we have a greater moti-
vation to use the fractional integration operators in relation to another function
and the Ψ− RL and the Ψ−H fractional derivatives. First, it has been observed
that the definition of Ψ−fractional integrals different from other definitions of
fractional integrals, since the Ψ− RL fractional derivative is used, in addition to
contain some particular case [27]. Second, that from some interesting new results
will be investigated, besides proposing applications involving Ψ−fractional VIE.
In this sense, considering the nonlinear Ψ-fractional VIE by means of the operator Iµ,ν;Ψa+ (·)
Eq.(3.1) given by
(1.1) x (t) = ϕ (t) + Iµ,ν;Ψa+ [W (t, s, x (s))]
where 0 < µ < 1, 0 ≤ ν ≤ 1, a, b ∈ R with a < b, φ : ∆ → R and W : ∆2 × R → R
(∆ := [a, b]) are two given function, we will study the uniqueness of solutions through
β−distance functions and β−generalized SS-contraction function.
This paper is organized as follows: In section 2, we first introduce the spaces
of the continuous functions and functions weighted with their respective norms.
In this sense, we present the definition of fractional integral with respect to an-
other function and the Ψ− RL and the Ψ−H fractional derivative. We present
some theorems and lemmas, however we will omit their respective statements.
In section 3, we present the main result of the paper. Through the Ψ− RL frac-
tional integral and the fractional derivative, we obtain the first principal result,
the Ψ−fractional integral, and its limitation in the space of weighted functions.
In this sense, through the Ψ−fractional integral, we present some theorems and
important observations to justify the originality of the Ψ−fractional integral.
In section 4, we present some examples and graphs: the first example addresses both the
Ψ−fractional integration operator, the calculation involving the function (Ψ(t)− Ψ(a))δ−1.
On the other hand, the fundamental example in the solution of fractional differential equa-
tions involves one parameter M− L function and also, the calculation of Ψ−fractional
integral of the M− L function of one parameter. In section 5, we study the unique-
ness of solutions of the nonlinear Ψ-fractional VIE by means of the function β−distance
and β−generalized SS-contraction function. Also, using the Ψ− H fractional derivative, we
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present and solve a fractional version of the Malthus model. Concluding remarks, close the
paper.
2. Preliminaries
First, we introduce the spaces of the continuous functions and weighted functions, as well
as their respective norms. We also present definition involving β−distance function and
β−generalized SS-contraction function. In this sense, we present Ψ−H fractional differen-
tiation operator and fractional integration operator, both with respect to another function.
Finally, we present some important theorems and lemmas for the development of the paper.
Let ∆ = [a, b] (0 < a < b < ∞) be a finite interval on the half-axis R+ and C (∆,R) be the
space of continuous functions on ∆.
The space of continuous function f on ∆ with the norm is defined by [2]
‖f‖C(∆,R) = max
x∈∆
|f (x)| .
The weighted spaces Cξ,Ψ (∆,R) and C1−ξ,Ψ (∆,R) of functions f on I are defined by
Cξ;Ψ (∆,R) =
{
f : (a, b]→ R; (Ψ(x)−Ψ (a))ξ f (x) ∈ C (∆,R)
}
, 0 ≤ ξ < 1,
C1−ξ;Ψ (∆,R) =
{
f : (a, b]→ R; (Ψ (x)−Ψ (a))1−ξ f (x) ∈ C (∆,R)
}
, 0 ≤ ξ < 1,
respectively, with the norm
(2.1) ‖f‖Cξ;Ψ(∆,R) =
∥∥∥(Ψ (x)−Ψ (a))ξ f (x)∥∥∥
C(∆,R)
= max
x∈∆
∣∣∣(Ψ (x)−Ψ (a))ξ f (x)∣∣∣
and
(2.2) ‖f‖C1−ξ;Ψ(∆,R) =
∥∥∥(Ψ (x)−Ψ (a))1−ξ f (x)∥∥∥
C(∆,R)
= max
x∈∆
∣∣∣(Ψ (x)−Ψ (a))1−ξ f (x)∣∣∣ ,
respectively.
The following Definition 1 and Definition 2 involve β− distance and β− generalized SS-
contraction, as well as Theorem 1, Theorem 2 and Theorem 3, are of paramount importance
in the study of the uniqueness of solutions for the nonlinear Ψ-fractional VIE, as studied in
Section 5 (functions).
Definition 1. [20, 21] Consider the metric space (Λ,d). A function d : Λ × Λ → ∆1
(∆1 := [0,∞)) is called a β−distance on Λ if it satisfies the three conditions ∀ x, y, z ∈ Λ:
(1) d (x, y) ≤ d (x, z) + d (z, y);
(2) d (x, ·) : Λ→ ∆1 is lower semi continuous ∀ x ∈ Λ;
(3) for each ε > 0, ∃δ > 0 such that d (x, y) ≤ δ and d (x, z) ≤ δ → d (x, y) ≤ ε.
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Definition 2. [20] Let d be a β−distance on a metric space (Λ,d). A function f : Λ → Λ
is said to be a β−generalized SS-contraction function if
(2.3) h (d (fx, fy)) ≤ φ (d (x, y))
∀ x, y ∈ Λ, where h : ∆1 → ∆1 is a weak altering distance function and φ : ∆1 → ∆1 is a
right upper semi continuous function such that h (t) > φ (t) ∀ t > 0.
Theorem 1. [20] Let (Λ,d) be a complete metric space and d : Λ×Λ→ ∆1 be a β−distance
of d. Suppose that f : Λ→ Λ is continuous function such that ∀ x, y ∈ Λ
(2.4) h (d (fx, fy)) ≤ h (d (x, y))− φ (d (x, y))
where h : ∆1 → ∆1 is an altering distance function and φ : ∆1 → ∆1 is a continuous
function with φ (t) = 0 if and only if t = 0. Then f has a unique fixed point fixed point in
Λ. Moreover, for each x0 ∈ Λ, the Picard iteration {xn}, which is defined by xn = fnx0 ∀
n ∈ N, converges to a unique fixed point of f .
Proof. See [20].
Theorem 2. Let (Λ,d) be a complete metric space, h ∈ Ω, d : Λ×Λ→ ∆1 be a β−distance
on X and altering distance on d, and f : Λ → Λ be a function. Suppose that there exist
k1 ∈ [0, 1) such that
(2.5) h (d (fx, fy)) ≤ [h (d (x, y))]k1
∀ x, y ∈ X. If you satisfy a condition
(1) f : X → X is a continuous function;
(2) d and h are continuous functions, then f has a unique fixed point.
Moreover, for each x0 ∈ Λ, the Picard iteration {xn}, given by xn = fnx0 ∀ n ∈ N, converge
to a unique fixed point of f .
Proof. See [20].
Theorem 3. Consider the complete metric space (Λ,d) and q : Λ×Λ→ ∆1 be a β−distance
on Λ a distance of d. Suppose f : Λ → Λ is a β−generalized SS-contraction function such
that h (0) = 0. Then f has a unique fixed point on Λ. Moreover, for each x0 ∈ Λ, the Picard
iteration {xn}, which is defined by xn = fnx0 ∀ n ∈ N, converge to a unique fixed point of f .
Proof. See [20].
Definition 3. [2, 3] Let µ > 0, with ∆ = [a, b] (−∞ ≤ a < x < b ≤ ∞) a finite or infinite
interval, f an integrable function defined on ∆ and Ψ ∈ C1(∆,R) an increasing function
such that Ψ′(x) 6= 0, ∀x ∈ ∆. The fractional integrals of a function f are given by
(2.6) Iµ;Ψa+ f (x) :=
1
Γ (µ)
∫ x
a
MµΨ(x, t)f (t) dt
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and
(2.7) Iµ;Ψb− f (x) :=
1
Γ (µ)
∫ b
x
MµΨ(x, t)f (t) dt,
with MµΨ(x, t) := Ψ
′ (t) (Ψ (x)−Ψ (t))µ−1.
applying µ = 1 in Eq.(2.6) and Eq.(2.7) , we have
(2.8) I1;Ψa+ f (x) =
∫ x
a
Ψ′ (t) f (t) dt
and
(2.9) I1;Ψb− f (x) =
∫ b
x
Ψ′ (t) f (t) dt.
In the course of the paper we will use the Ψ(·) function a lot. For a better
development, everywhere that such a function is found, subtends already that it
is increasing.
In this sense, from Eq.(2.6) and Eq.(2.7), the Riemann-Liouville fractional derivatives of f
of order µ, are defined by [2, 3]
Dµ;Ψa+ f (x) =
(
1
Ψ′ (x)
d
dx
)
I1−µ;Ψa+ f (x)
=
1
Γ (1− µ)
(
1
Ψ′ (x)
d
dx
)∫ x
a
QµΨ(x, t)f (t) dt
(2.10)
and
Dµ;Ψb− f (x) =
(
− 1
Ψ′ (x)
d
dx
)
I1−µ;Ψa+ f (x)
=
1
Γ (n− µ)
(
− 1
Ψ′ (x)
d
dx
)∫ b
x
QµΨ(x, t)f (t) dt,
(2.11)
with QµΨ(x, t) := Ψ
′ (t) (Ψ (t)−Ψ (x))−µ.
Remark 1. From Eq.(2.6) and Eq.(2.7), we also consider a fractional derivative version,
the so-called Ψ− C fractional derivative, recently introduced by Almeida [24].
Definition 4. [23] Let 0 < µ < 1 and f,Ψ ∈ C1(∆,R) such that Ψ′(x) 6= 0, ∀ x ∈ ∆.
The Ψ−H fractional derivatives (left-sided and right-sided) HDµ,ν;Ψa+ (·) and HDµ,ν;Ψb− (·) of a
function of order µ and type 0 ≤ ν ≤ 1, are defined by
(2.12) HDµ,ν;Ψa+ f (x) = Iν(1−µ);Ψa+
(
1
Ψ′ (x)
d
dx
)
I(1−ν)(1−µ);Ψa+ f (x)
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and
(2.13) HDµ,ν;Ψb− f (x) = Iν(1−µ);Ψb−
(
− 1
Ψ′ (x)
d
dx
)
I(1−ν)(1−µ);Ψb− f (x) ,
respectively.
The Eq.(2.12) and Eq.(2.13), can be written as
(2.14) HDµ,ν;Ψa+ f (x) = Iξ−µ;Ψa+ Dξ;Ψa+ f (x)
and
(2.15) HDµ,ν;Ψb− f (x) = Iξ−µ;Ψb− (−1)Dξ;Ψb− f (x) ,
respectively, with ξ = µ + ν (1− µ) and Iξ−µ;Ψa+ (·), Dξ;Ψa+ (·), Iξ−µ;Ψb− (·), Dξ;Ψb− (·) as defined in
Eq.(2.6), Eq.(2.10), Eq.(2.7) and Eq.(2.11).
Lemma 1. Let µ > 0 and ν > 0. Then, we have
Iµ;Ψa+ Iν;Ψa+ f (x) = Iµ+ν;Ψa+ f (x) .
Proof. See [2].
Lemma 2. Let µ > 0 and δ > 0. Consider the function f(x) = (Ψ (x)−Ψ (a))δ−1, then
Iµ;Ψa+ f(x) =
Γ (δ)
Γ (µ+ δ)
(Ψ (x)−Ψ (a))µ+δ−1 .
Proof. See [2].
Lemma 3. Given δ ∈ R, consider the function f (x) = (Ψ (x)−Ψ (a))δ−1, where δ > 0.
Then, for 0 < µ < 1 and 0 ≤ ν ≤ 1,
H
D
µ,ν;Ψ
a+ f (x) =
Γ (δ)
Γ (δ − µ) (Ψ (x)−Ψ (a))
δ−µ−1
.
Proof. See [23].
Theorem 4. If f ∈ C1(∆,R), 0 < µ < 1 and 0 ≤ ν ≤ 1, then
(2.16) Iµ;Ψa+ HDµ,ν;Ψa+ f (x) = f (x)−Θξ(x, a)I1−ξ;Ψa+ f (a) ,
with ξ = µ+ ν(1 − µ) and Θξ(x, a) := (Ψ (x)−Ψ (a))
ξ−1
Γ (ξ)
.
Proof. See [23].
Theorem 5. Let f ∈ C1(∆,R), 0 < µ < 1 and 0 ≤ ν ≤ 1, we have
H
D
µ,ν;Ψ
a+ Iµ;Ψa+ f (x) = f (x) .
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Proof. See [23].
Theorem 6. The Ψ− H fractional derivative are bounded operators ∀ 0 < µ < 1 and
0 ≤ ν ≤ 1, given by
(2.17)
∥∥∥HDµ,ν;Ψa+ f∥∥∥
Cξ;Ψ(∆,R)
≤ K ‖f‖C1
ξ;Ψ(∆,R)
with K =
(Ψ (b)−Ψ (a))1−µ
Γ (2− ξ) Γ (ξ − µ+ 1) .
Proof. See [23].
3. New fractional operator and their properties
Using the Eq.(2.8) and the Ψ− RL fractional derivative, we define a new operator of frac-
tional integration so called Ψ−fractional integral. In this sense, we have considered some
observations related to the new fractional integral and Ψ− H, some of which related to in-
tegral and fractional derivative recently introduced by Xu and Agrawal [27]. We present
conditions for obtaining the integral operator and the identity operator across
the bounds of µ → 0 and ν → 1. We investigate some basic properties for the
Ψ−fractional integral, called: linearity, limitation, calculations of Iµ,ν;Ψa+ HDµ,ν;Ψa+ (·)
and HDµ,ν;Ψa+ I
µ,ν;Ψ
a+ (·), as well as other interesting results obtained through the
integral Ψ−fractional integral.
First, we present a new type of Ψ−fractional integral operator
Definition 5. Let 0 < µ < 1, 0 ≤ ν ≤ 1, f ∈ C (∆,R) and Ψ ∈ C1(∆,R) such that
Ψ′(x) 6= 0, ∀x ∈ ∆. The Ψ−fractional integrals (left-sided and right-sided) Iµ,ν;Ψa+ (·) and
Iµ,ν;Ψb− (·) of a function f of order µ are given by
(3.1) Iµ,ν;Ψa+ f (x) := D(1−ν)(1−µ);Ψa+ I1;Ψa+ Dν(1−µ);Ψa+ f (x)
and
(3.2) Iµ,ν;Ψb− f (x) := Dν(1−µ);Ψb− I1;Ψb− D(1−ν)(1−µ);Ψb− f (x) ,
where Dµ,Ψa+ (·), I1,Ψa+ (·), Dµ,Ψb− (·) and I1,Ψb− (·) are Ψ− RL fractional derivatives and fractional
integrals according Eq.(2.10), Eq.(2.8), Eq.(2.11) and Eq.(2.9), respectively.
The Eq.(3.1) and Eq.(3.2), can be written as
Iµ,ν;Ψa+ f (x) := D1−ξ;Ψa+ I1;Ψa+ Dξ−µ;Ψa+ f (x)
and
Iµ,ν;Ψb− f (x) := Dξ−µ;Ψb− I1;Ψb− D1−ξ;Ψb− f (x) ,
with ξ = µ+ ν(1− µ) and 0 < ξ < 1.
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Note that, for Ψ (t) = t and applying the limit µ→ 1, on both side of the Eq.(3.1), we have
(3.3) lim
µ→1−
Iµ,ν;Ψa+ f (x) = lim
µ→1−
D1−ξ;Ψa+ I1;Ψa+ Dξ−µ;Ψa+ f (x) = Ia+f (x) .
In relation to the integral Iµa+ (·), just take
(3.4) lim
µ→0
Iµa+f (x) = f (x) .
Now, applying the limit on both sides of Eq.(19), with µ → 0 and ν → 1, we
obtain
(3.5) lim
µ→0
ν→1
D(1−ν)(1−µ);Ψa+ I1;Ψa+ Dν(1−µ);Ψa+ f (x) = f (x) .
Note that to obtain the identity operator for Eq.(3.1), in addition to µ → 0, we
have to impose the condition ν → 1.
Remark 2. applying Ψ(x) = x in Eq.(3.1) and Eq.(3.2), we have integral-type fractional
operators as introduced by Xu and Agrawal [27], given by
Iµ,ν;Ψa+ f (x) = D
(1−ν)(1−µ)
a+ I
1
a+D
ν(1−µ)
a+ f (x) = ℓ
µ,ν
a+f (x)
and
Iµ,ν;Ψb− f (x) = D
ν(1−µ)
b− I
1
b−D
(1−ν)(1−µ)
b− f (x) = ℓ
µ,ν
b− f (x) .
Remark 3. Recently, Sousa and Oliveira [23] introduced the Ψ− H fractional differentiation
operator and proved that it is possible to obtain a class of fractional operators, in particular
the Ψ− RL fractional operator as used to define the above fractional integral. In this sense,
from an adequate choice of Ψ(x) we obtain a class of fractional integration operators from
Eq.(3.1) and Eq.(3.2).
One of the first properties when proposing a fractional integral is given by the
following theorem.
Theorem 7. Let 0 < µ < 1, f, g ∈ C (∆,R) and Ψ ∈ C1 (∆,R) such that Ψ′ (x) 6= 0
∀x ∈ ∆. Then, we have the following properties:
(1) Iµ,ν;Ψa+ (λf ± g) (x) = λIµ,ν;Ψa+ f (x)± Iµ,ν;Ψa+ g (x) , for λ ∈ R;
(2) If t = a, then Iµ,ν;Ψa+ f (a) = 0;
(3) If f (x) ≥ 0, then Iµ,ν;Ψa+ f (x) ≥ 0.
Proof. By means of the definitions Eq.(2.8), Eq.(2.9), Eq.(2.10) and Eq.(2.11),
the proof is performed.
Next, we present a theorem that guarantees that the Ψ−fractional integral is bounded, that
is, it is well defined.
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Theorem 8. Let 0 < µ < 1, 0 ≤ ν ≤ 1 and Dµ;Ψa+ (·) the Ψ− RL fractional derivative. If
f ∈ C (∆,R), then
(3.6)
∥∥∥Iµ,ν;Ψa+ f∥∥∥
Cξ,Ψ(∆,R)
≤ s ‖f‖
C
[1]
ξ,Ψ(∆,R)
with
s =
(Ψ (b)−Ψ (a))1+µ
Γ (1 + ξ) Γ (2 + µ− ξ)
and ξ = µ+ ν (1− µ).
Proof. First, by applying the limit ν → 0 on both sides of Eq.(2.17), we have
(3.7)
∥∥∥Dµ;Ψa+ f∥∥∥
Cξ,Ψ(∆,R)
≤ s1 ‖f‖C[1]
ξ,Ψ(∆,R)
,
with
s1 =
(Ψ (b)−Ψ (a))1−µ
Γ (2− µ) .
So, by Eq.(3.7), we get∥∥∥Iµ,ν;Ψa+ f∥∥∥
Cξ,Ψ(∆,R)
=
∥∥∥D(1−ν)(1−µ);Ψa+ I1;Ψa+ Dν(1−µ);Ψa+ f∥∥∥
Cξ,Ψ(∆,R)
≤ s2
∥∥∥I1;Ψa+ Dν(1−µ);Ψa+ f∥∥∥
Cξ,Ψ(∆,R)
,(3.8)
with
s2 =
(Ψ (b)−Ψ (a))ξ
Γ (1 + ξ)
and ξ = µ+ ν (1− µ).
On the other hand, we can write∥∥∥I1;Ψa+ Dν(1−µ);Ψa+ f∥∥∥
Cξ,Ψ(∆,R)
= max
x∈∆
∣∣∣(Ψ (x)−Ψ (a))ξ I1;Ψa+ Dν(1−µ);Ψa+ f (x)∣∣∣
≤
∥∥∥Dν(1−µ);Ψa+ f∥∥∥
Cξ,Ψ(∆,R)
max
x∈∆
∣∣∣I1;Ψa+ (1)∣∣∣
≤ (Ψ (b)−Ψ (a))
∥∥∥Dν(1−µ);Ψa+ f∥∥∥
Cξ,Ψ
≤ s3 ‖f‖C[1]
ξ,Ψ(∆,R)
,(3.9)
with
s3 =
(Ψ (b)−Ψ (a))1−ν(1−µ)
Γ (2− ν (1− µ)) .
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So, using Eq.(3.8) and Eq.(3.9), we conclude that∥∥∥Iµ,ν;Ψa+ f∥∥∥
Cξ,Ψ(∆,R)
≤ s2
∥∥∥I1;Ψa+ Dν(1−µ);Ψa+ f∥∥∥
Cξ,Ψ(∆,R)
≤ s3s2 ‖f‖C[1]
ξ,Ψ(∆,R)
= s ‖f‖
C
[1]
ξ,Ψ(∆,R)
with
s =
(Ψ (b)−Ψ (a))1+µ
Γ (1 + ξ) Γ (2 + µ− ξ) ,
which complete the proof.
Theorem 9. Let 0 < µ < 1, 0 ≤ ν ≤ 1 and f,Ψ ∈ C (∆,R) such that Ψ′ (t) 6= 0, ∀ t ∈ [a, b),
a closed interval. Then, we have
(3.10)
∥∥∥Iµ,ν;Ψa+ f − Iµ,ν;Ψa+ g∥∥∥
Cξ;Ψ(∆,R)
≤ K ‖f − g‖Cξ;Ψ(∆,R) .
Proof. In fact, by definition of Ψ−fractional integral Iµ,ν;Ψa+ (·), we have∥∥∥Iµ,ν;Ψa+ f − Iµ,ν;Ψa+ g∥∥∥
Cξ;Ψ(∆,R)
≤ ‖f − g‖Cξ;Ψ(∆,R)maxx∈∆
∣∣∣D1−ξ;Ψa+ I1;Ψa+ Dξ−µ;Ψa+ (1)∣∣∣
≤ K ‖f − g‖Cξ;Ψ(∆,R)(3.11)
with K > 0.
The Theorem 10 below involves uniformly convergent sequence of continuous functions being
important in the context of analysis within the fractional calculus.
Theorem 10. Let 0 < µ < 1 and 0 ≤ ν ≤ 1. Suppose that (fk)∞k=1 is a uniformly convergent
sequence of continuous functions on ∆. Then, we have
(3.12) Iµ,ν;Ψa+ lim
k→∞
fk (x) = lim
k→∞
Iµ,ν;Ψa+ fk (x) .
Moreover, in particular, note that, the sequence of function
(
Iµ,ν;Ψa+ fk
)
∞
k=1
is uniformly con-
vergent.
Proof. As Dµ;Ψa+ (·) and Iµ;Ψa+ (·) there are uniformly convergent, we have∣∣∣Iµ,ν;Ψa+ fk (x)− Iµ,ν;Ψa+ f (x)∣∣∣
=
∣∣∣D1−ξ;Ψa+ I1;Ψa+ Dξ−µ;Ψa+ fk (x)−D1−ξ;Ψa+ I1;Ψa+ Dξ−µ;Ψa+ f (x)∣∣∣→ 0
applying k →∞.
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Theorem 11. Let 0 < µ < 1 and 0 < ν < 1. If f is differentiable and integrable, then
(3.13) Iµ,ν;Ψa+
H
D
µ,ν;Ψ
a+ f (x) = f (x)−Θξ(x, a)I1−ξ;Ψa+ f (a) ,
with ξ = µ+ ν (1− µ).
Proof. Using Theorem 5 with ν → 0, we have
Iµ,ν;Ψa+
H
D
µ,ν;Ψ
a+ f (x) = D(1−ν)(1−µ);Ψa+ I1;Ψa+
(
1
Ψ′ (x)
d
dx
)
I(1−ν)(1−µ);Ψa+ f (x)
= D1−ξ;Ψa+ I1−ξ;Ψa+ Iξ;Ψa+ Dξ;Ψa+ f (x) .(3.14)
Now, applying the limit ν → 0 on both sides of the Eq.(2.16), we get
(3.15) Iµ;Ψa+ Dµ;Ψa+ f (x) = f (x)−Θµ(x, a)I1−µ;Ψa+ f (a) .
Using Eq.(3.14), Eq.(3.15) and Theorem 5 with ν → 0, we conclude
Iµ,ν;Ψa+
H
D
µ,ν;Ψ
a+ f (x) = D1−ξ;Ψa+ I1−ξ;Ψa+
(
f (x)−Θξ(x, a)I1−ξ;Ψa+ f (a)
)
= f (x)−Θξ(x, a)I1−ξ;Ψa+ f (a)
which complete the proof.
Theorem 12. Let 0 < µ < 1 and 0 < ν < 1. If f is differentiable and integrable, then
H
D
µ,ν;Ψ
a+ I
µ,ν;Ψ
a+ f (x) = f (x)−
(Ψ (x)−Ψ (a))ν(1−µ)−1
Γ (ν (1− µ)) D
ν(1−µ)−1;Ψ
a+ f (a)
−(Ψ (x)−Ψ (a))
−µ−1
Γ (−µ) D
−µ−1;Ψ
a+ f (a) .
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Proof. In fact, making use of Eq.(2.12) and applying the limit ν → 0 on both sides of
Eq.(2.16), we get
H
D
µ,ν;Ψ
a+ I
µ,ν;Ψ
a+ f (x)
= Iν(1−µ);Ψa+
(
1
Ψ′ (x)
d
dx
)
I1−ξ;Ψa+ D1−ξ;Ψa+ I1;Ψa+ Dν(1−µ);Ψa+ f (x)
= Iν(1−µ);Ψa+ Dν(1−µ);Ψa+ f (x)− Iν(1−µ);Ψa+
(
1
Ψ′ (x)
d
dx
)
(Ψ (x)−Ψ (a))−ξ
Γ (1− ξ) I
ξ+1;Ψ
a+ Dν(1−µ);Ψa+ f (a)
= f (x)− (Ψ (x)−Ψ (a))
ν(1−µ)−1
Γ (ν (1− µ)) I
1−ν(1−µ);Ψ
a+ f (a)
−Iν(1−µ);Ψa+
(
(Ψ (x)−Ψ (a))−ξ−1
Γ (−ξ) I
ξ+1;Ψ
a+ Dν(1−µ);Ψa+ f (a)
)
= f (x)− (Ψ (x)−Ψ (a))
ν(1−µ)−1
Γ (ν (1− µ)) I
1−ν(1−µ);Ψ
a+ f (a)−
(Ψ (x)−Ψ (a))−µ−1
Γ (−µ) I
ξ+1;Ψ
a+ Dν(1−µ);Ψa+ f (a)
= f (x)− (Ψ (x)−Ψ (a))
ν(1−µ)−1
Γ (ν (1− µ)) D
ν(1−µ)−1;Ψ
a+ f (a)−
(Ψ (x)−Ψ (a))−µ−1
Γ (−µ) D
−µ−1;Ψ
a+ f (a) ,
which complete the proof.
Theorem 13. Given 0 < µ < 1 and 0 ≤ ν ≤ 1. Consider D1;Ψ (·) =
(
1
Ψ′ (x)
d
dx
)
(·)
and I
1;Ψ
a+ (·) the derivative and integral of integer order with respect to function
Ψ (·), respectively. Then, we have
(1) Iµ,ν;Ψa+ I
1;Ψ
a+ f (x) = I1+µ;Ψa+ f (x);
(2) Iµ,ν;Ψa+ D
1;Ψ
a+ f (x) = D
1−µ;Ψ
a+ f (x).
Proof. 1. In fact, using the subtraction on indexes, we have
Iµ,ν;Ψa+ I
1;Ψ
a+ f (x) = D(1−ν)(1−µ);Ψa+ I1;Ψa+ Dν(1−µ);Ψa+ I1;Ψa+ f (x)
= D(1−ν)(1−µ);Ψa+ I1;Ψa+ D1−ν(1−µ);Ψa+ f (x)
= I2−ν(1−µ)−(1−ν)(1−µ);Ψa+ f (x)
= I1+µ;Ψa+ f (x) .
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2. Again, by subtraction on indexes, we have
Iµ,ν;Ψa+ D
1;Ψ
a+ f (x) = D(1−ν)(1−µ);Ψa+ I1;Ψa+ Dν(1−µ);Ψa+ D1;Ψa+ f (x)
= D(1−ν)(1−µ);Ψa+ I1;Ψa+ D1+ν(1−µ);Ψa+ f (x)
= Iν(1−µ)−(1−ν)(1−µ);Ψa+ f (x)
= D1−µ;Ψa+ f (x) .
Theorem 14. Given 0 < µ < 1, 0 ≤ ν ≤ 1 and f ∈ C (∆,R) and Ψ ∈ C1 (∆,R) such
that Ψ′ (x) 6= 0 ∀x ∈ ∆. Then, we have
Iµ,ν;Ψa+ (Ψ (x) f (x)) = Ψ (t)Iµ;Ψa+ f (x)− Iµ;Ψa+ f (x) .
Proof. First, note that
Iµ;Ψa+ (Ψ (x) f (x)) =
1
Γ (µ)
∫ x
a
Mµξ (x, t) (Ψ (x)− (Ψ (x)−Ψ (t))) f (t) dt
= Ψ (t)
1
Γ (µ)
∫ x
a
Mµξ (x, t)f (t) dt−
1
Γ (µ+ 1)
∫ x
a
Mµξ (x, t)f (t) dt
= Ψ (x) Iµ;Ψa+ f (x)− µIµ;Ψa+ f (x) .(3.16)
By means of Eq.(3.16), we have
Iµ,ν;Ψa+ (Ψ (x) f (x))
= D(1−ν)(1−µ);Ψa+ I1;Ψa+ Dν(1−µ);Ψa+ (Ψ (x) f (x))
= D(1−ν)(1−µ);Ψa+ I1−ν(1−µ);Ψa+ (Ψ (x) f (x))
= D(1−ν)(1−µ);Ψa+
(
Ψ (t) I1−ν(1−µ);Ψa+ f (x)− (1− ν (1− µ))I1−ν(1−µ);Ψa+ f (x)
)
= I−(1−ν)(1−µ);Ψa+
[
Ψ (t) I1−ν(1−µ);Ψa+ f (x)
]
− I−(1−ν)(1−µ);Ψa+
[
(1− ν (1− µ)) I1−ν(1−µ);Ψa+ f (x)
]
= Ψ (t) Iµ;Ψa+ f (v) + ((1− ν) (1− µ)) Iµ;Ψa+ f (x)− (1− ν (1− µ)) Iµ;Ψa+ f (x)
= Ψ (t) Iµ;Ψa+ f (x)− µIµ;Ψa+ f (x) .
4. Examples
As the research studies advance, particularly in the fractional calculus, the func-
tions of M− L have been shown to be important and efficient in the study of
fractional differential equations. As the exponential function is a solution of lin-
ear differential equations with constant coefficients, the M− L function is a so-
lution of linear fractional differential equations with constant coefficients. And,
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therefore, in this sense the M− L function can be interpreted as a generalization
of the exponential function [31].
The M− L functions of one and two parameters and some of their properties and
relations between them, are presented. Since the study and properties related
to the M− L functions are broad, we suggest with a more detailed reading the
book [31].
The purpose of this section, is present some examples by using the Ψ−fractional
integration operator and the Ψ− H fractional differentiation operator involving
the one-parameter M− L function and the function (Ψ (x)−Ψ (a))δ−1 and we also
present some graphs.
Historically, the gamma function, denoted by Γ(z) as presented by Euler, was
introduced as a generalization of the concept of factorial, and can be done as an
improper integral
(4.1) Γ (z) =
∫
∞
0
e−ttz−1dt,
Re (z) > 0, with Re(z) ≥ 1. Considering µ = n = 0, 1, 2, ..., we have Γ(n + 1) = n!.
The M− L function (one parameter), was introduced by Mittag-Leffler in 1903
[28] and is given by the series [31]
(4.2) Eξ (z) =
∞∑
k=0
zk
Γ (ξk + 1)
,
with ξ ∈ C and Re (ξ) > 0.
Two years after Mittag-Leffler introduced the M− L function of a parameter,
in 1905 Wiman [29], introduced a generalization, the so-called two parameters
M− L function, given by the series [31]
(4.3) Eξ,ν (z) =
∞∑
k=0
zk
Γ (ξk + ν)
,
with ξ, ν ∈ C, Re (ξ) > 0 and Re (ν) > 0.
In particular for ν = 1, we have Eξ,1 (z) = Eξ (z), i.e; the Eq.(4.2). On the order
hand, applying ν = ξ = 1, we have E1,1 (z) = e
z.
Because it is a generalization of the exponential function, the trigonometric and
hyperbolic sine and cosine functions are particular cases of the M− L function
of two parameters. In fact, we have some cases [31]:
(1) E2,1(z
2) = cosh(z);
(2) E2,2(z
2) =
senh(z)
z
;
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(3) E2,1(−z2) = cos(z);
(4) E2,2(−z2) = sen(z)
z
;
By the definition of the M− L function of one parameter, we have
(4.4) E0 (z) =
∞∑
k=0
zk
Γ (0k + 1)
=
∞∑
k=0
zk.
We note that the series
∞∑
k=0
zk is a geometric series whose sum is
1
1− z , for |z| < 1.
Then, for |z| < 1, we have E0 (z) = 1
1− z .
In addition to the comments done above on M− L of one and two parameters
functions, there are numerous important and interesting properties. In this
sense, some properties are presented below.
Let Re(µ) > 0, Re(ν) > 0 and t ∈ C. Then, the following properties are true [31]:
(1) Eµ,ν(z) = zEµ,µ+ν(v) +
1
ξ(z)
;
(2) Eµ,ν(z) + Eµ,ν(−z) = 2Eµ,ν(z2);
(3) Eµ,ν(z) = νEµ,ν+1(z) + µz
1
dz
Eµ,ν+1(z
2).
The first example to be investigated by means of the Ψ−fractional integral, in-
volves the function (Ψ (x)−Ψ (a))δ−1, in which the behavior of the calculation
involving the function presents an interesting behavior in the graph according
to the choice of the function Ψ(·) and the parameters a, ν and δ.
Lemma 4. Let δ ∈ R and (Ψ (x)−Ψ (a))δ−1, where δ > 0. Then, for 0 < µ < 1 and
0 < ν < 1, we have
Iµ,ν;Ψa+ (Ψ (x)−Ψ (a))δ−1 =Mµδ,ν (Ψ (x)−Ψ (a))δ−µ+1 ,
M
µ
δ,ν =
Γ (δ) Γ (δ + ν (1− µ))
Γ (δ − ν (1− µ)) Γ (δ + 2ν (1− µ) + µ) .
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Proof. To facilitate the development of the calculation we consider the parameters A =
(1− ν)(1 − µ) and B = ν(1− µ). Using Lemma 3 with ν → 0 and Lemma 2, we have
Iµ,ν;Ψa+ (Ψ (x)−Ψ (a))δ−1 = DA;Ψa+ I1;Ψa+ DB;Ψa+ (Ψ (x)−Ψ (a))δ−1
=
Γ (δ)
Γ (δ − B)D
A;Ψ
a+ I
1;Ψ
a+ (Ψ (x)−Ψ (a))B+δ−1
=
Γ (δ) Γ (δ +B)
Γ (δ − B) Γ (δ +B + 1)D
A;Ψ
a+ (Ψ (x)−Ψ (a))B+δ
=
Γ (δ) Γ (δ +B)
Γ (δ − B) Γ (B − A+ δ + 1) (Ψ (x)−Ψ (a))
A+B+δ
.
Substituting the values of A and B, we conclude the proof.
Figure 1. Graph of Iµ,ν;Ψ0+ f(x), for the kernel Ψ(x) = x with a = 0, ν = 0.5
and δ = 1.5.
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Figure 2. Graph of Iµ,ν;Ψ0+ f(x), for the kernel Ψ(x) =
√
x+ 1 with a = 0,
ν = 0.5 and δ = 1.5.
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Figure 3. Graph of Iµ,ν;Ψ0+ f(x), for the kernel Ψ(x) = ln x with a = 0, ν = 0.5
and δ = 1.5.
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The graphs Fig.1, Fig.2 and Fig.3 are particular cases of Lemma 4. Note that
the behavior of the graph Fig.1 is indeed interesting, because as the parameter
µ grows, that is, µ = 0.1, 0.3, 0.5, 0.8, 1.0, the curves perform a behavior contrary.
Note that for µ = 1.0, the curve is closer to the x axis than for µ = 0.1. On
the other hand, for Fig. 2 and Fig. 3, their behavior no longer respects a
pattern of growth or decay, as seen in the graphs. Such behavior of curves may
become important when working with fractional integral equations, in which the
calculation of such a function is necessary [30].
Lemma 5. Let δ ∈ R and (Ψ (x)−Ψ (a))δ−1, where δ > 0. Then, for 0 < µ < 1 and
0 < ν < 1, we have
(4.5) HDµ,ν;Ψa+ (Ψ (x)−Ψ (a))δ−1 =
Γ (δ)
Γ (δ − µ) (Ψ (x)−Ψ (a))
δ−µ−1
Proof. See [23].
The study of differential equations is of paramount importance in mathematics. The next
example will be important for the function that we will perform in the next section.
Lemma 6. Given λ > 0, 0 < µ < 1 and 0 ≤ ν ≤ 1. Let f (x) = Eµ [λ (Ψ (x)−Ψ (a))µ],
where Eµ(·) is a one parameter M− L function. Then
H
D
µ,ν;Ψ
a+ f (x) = λf (x) .
Proof. See [23].
Lemma 7. Given λ > 0, 0 < µ < 1 and 0 ≤ ν ≤ 1. Let f (x) = Eµ [(Ψ (x)−Ψ (a))µ],
where Eµ (·) is a one parameter M− L function. Then
(4.6) Iµ,ν;Ψa+ f (x) = Eµ [(Ψ (x)−Ψ (a))µ]− 1.
Proof. First, note that, by Lemma 3, we have
Dν(1−µ);Ψa+ f (x) = Dν(1−µ);Ψa+ [Eµ (Ψ (x)−Ψ (a))µ]
=
∞∑
k=0
1
Γ (µk + 1)
Dν(1−µ);Ψa+ (Ψ (x)−Ψ (a))µk(4.7)
=
∞∑
k=1
1
Γ (µk + 1− ν (1− µ)) (Ψ (x)−Ψ (a))
µk−ν(1−µ)
.
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applying the fractional integral on both sides of the Eq.(4.7), we get
I
1;Ψ
a+ Dν(1−µ);Ψa+ f (x) =
∞∑
k=1
1
Γ (µk + 1− ν (1− µ))I
1;Ψ
a+ (Ψ (x)−Ψ (a))µk−ν(1−µ)
=
∞∑
k=1
1
Γ (µk − ν (1− µ) + 2) (Ψ (x)−Ψ (a))
µk−ν(1−µ)+1
.
(4.8)
Finally, applying the fractional derivative D(1−µ)(1−ν);Ψa+ (·) on both sides of Eq.(4.8),
we have
Iµ,ν;Ψa+ f (x) =
∞∑
k=1
1
Γ (µk − ν (1− µ) + 2)D
(1−µ)(1−ν);Ψ
a+ (Ψ (x)−Ψ (a))µk−ν(1−µ)+1
=
∞∑
k=1
(Ψ (x)−Ψ (a))µk−µ
Γ (µk − µ+ 1) − 1
= Eµ [(Ψ (x)−Ψ (a))µ]− 1.(4.9)
5. Applications
In this section we will discuss the uniqueness of the nonlinear Ψ−fractional VIE, by means
of β−distance and β−generalized SS-contraction function. In addition, we analyze a model
described by a differential equation through the Ψ− H fractional derivative, and show how
the fractional derivatives with respect to another function can be useful in the study of
differential equations. The function, is associated with the so-called Malthusian model [8],
specifically population growth.
First, we present a brief study of the uniqueness of the nonlinear Ψ−fractional VIE. The fol-
lowing results are very important in the studies of Ψ−fractional nonlinear integral equations,
specially VIE.
Theorem 15. Consider the nonlinear Ψ−fractional VIE
(5.1) x (t) = ϕ (t) + Iµ,ν;Ψa+ [W (t, s, x (s))]
where 0 < µ < 1, 0 ≤ ν ≤ 1, a, b ∈ R with a < b, ϕ : ∆ → R and W : ∆2 × R → R are two
given function. Suppose that ϕ, W are continuous functions and the function f : C (∆,R)→
C (∆,R) defined by
(fx) (t) = ϕ (t) + Iµ,ν;Ψa+ [W (t, s, x (s))]
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∀ x ∈ C (∆,R) and t ∈ ∆ is a continuous function. Besides that, let two functions h, φ :
∆1 → ∆1 with h is an altering distance function and φ is a continuous function such that
h (t) ≤ t, ∀ t ≥ 0, φ (t) = 0 if and only if t = 0, and for each x, y ∈ C (∆,R), we have
|W (t, s, x (s))|+ |W (t, s, y (s))| ≤ h (|x (s)|+ |y (s)|) −
φ
(
sup
t∈∆
|x (t)|+ sup
t∈∆
|y (t)|
)
− 2 |ϕ (t)|
A
∀ t, s ∈ ∆ and A = Γ (1− ν (1− µ)) Γ (1 + 2ν (1− µ) + µ)
Γ (1 + ν (1− µ)) (Ψ (b)−Ψ (a))2−µ .
Then the nonlinear Ψ−fractional VIE Eq.(5.1), has a unique solution. Moreover, for each
x0 ∈ C (∆,R) the Picard iteration {xn}, which is defined by
xn (t) = ϕ (t) + I
µ,ν;Ψ
a+ [W (t, s, xn−1 (s))]
∀ n ∈ N, converges to a unique solution of the nonlinear Ψ−fractional VIE Eq.(5.1).
Proof. Let Λ = C(∆,R). First, note that, Λ with the metric d : Λ× Λ→ ∆1 given by
d (x, y) = sup
t∈∆
|x (t)− y (t)|
∀ x, y ∈ Λ, is a complete metric space. Now, we define the function d : Λ× Λ→ ∆1 by
d (x, y) = sup
t∈∆
|x (t)|+ sup
t∈∆
|y (t)|
∀ x, y ∈ Λ. Clearly, q is a β−distance on Λ and a distance of d. We show that f is contractive
condition Eq.(2.4). Assume that x, y ∈ Λ, t ∈ ∆ and applying δ = 1 in the Lemma 4, then
we have
|(fx) (t)|+ |(fy) (t)| ≤ |ϕ (t)|+
∣∣∣Iµ,ν;Ψa+ W (t, s, x (s))∣∣∣ + |ϕ (t)|+ ∣∣∣Iµ,ν;Ψa+ W (t, s, y (s))∣∣∣
≤ 2 |ϕ (t)|+ Iµ,ν;Ψa+
[
h (|x (t)|+ |y (t)|)− φ (d (x, y))− 2 |ϕ (t)|
A
]
≤ 2 |ϕ (t)|+
[
h (d (x, y))− φ (d (x, y))− 2 |ϕ (t)|
A
]
Iµ,ν;Ψa+ (1)
≤ h (d (x, y))− φ (d (x, y))
∀ x, y ∈ Λ. It follows that f satisfies the condition Eq.(2.4). Therefore, all conditions of
Theorem 1 are satisfied and thus f has a unique fixed point. Thus, we conclude the proof.
Theorem 16. Consider the nonlinear Ψ−fractional VIE
(5.2) x (t) = φ (t) + Iµ,ν;Ψa+ [W (t, s, x (s))]
where 0 < µ < 1, 0 ≤ ν ≤ 1, a, b ∈ R with a < b, φ : ∆ → R and W : ∆2 × R → R are two
given function. Suppose that φ, W are continuous functions and the function f : C (∆,R)→
C (∆,R) defined by
(fx) (t) = φ (t) + Iµ,ν;Ψa+ [W (t, s, x (s))]
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∀ x ∈ C (∆,R) and t ∈ ∆ is a continuous function. Besides that, there is h ∈ Ω such that
h (t) ≤ t, ∀ t ≥ 1 and for each x, y ∈ C (∆,R), we have
|W (t, s, x (s))|+ |W (t, s, y (s))| ≤ [h (|x (s)|+ |y (s)|)]
k1 − 2 |φ (t)|
A
∀ t, s ∈ ∆, k1 ∈ [0, 1) and A = Γ (1− ν (1− µ)) Γ (1 + 2ν (1− µ) + µ)
Γ (1 + ν (1− µ)) (Ψ (b)−Ψ (a))2−µ .
Then, the nonlinear Ψ−fractional VIE Eq.(5.2), has a unique solution. Moreover, for each
x0 ∈ C(∆,R) the Picard iteration {xn}, which is defined by
xn (t) = φ (t) + I
µ,ν;Ψ
a+ [W (t, s, xn−1 (s))]
∀ n ∈ N, converges to a unique solution of the nonlinear Ψ−fractional VIE Eq.(5.2).
Proof. Let Λ = C (∆,R). First, note that, Λ with the metric d : Λ× Λ→ ∆1 given by
d (x, y) = sup
t∈∆
|x (t)− y (t)|
∀ x, y ∈ Λ, is a complete metric space. Now, consider the function d : Λ× Λ→ ∆1 by
d (x, y) = sup
t∈∆
|x (t)|+ sup
t∈∆
|y (t)|
∀ x, y ∈ Λ. Clearly, q is a β−distance on Λ and a distance of d. We show that f is contractive
condition Eq.(2.5). Suppose that x, y ∈ Λ, t ∈ ∆ and applying δ = 1 in the Lemma 4, then
we have
|(fx) (t)|+ |(fy) (t)| ≤ |φ (t)|+
∣∣∣Iµ,ν;Ψa+ W (t, s, x (s))∣∣∣ + |φ (t)|+ ∣∣∣Iµ,ν;Ψa+ W (t, s, y (s))∣∣∣
≤ 2 |φ (t)|+ Iµ,ν;Ψa+
[
[h (|x (t)|+ |y (t)|)]k1 − 2 |φ (t)|
A
]
≤ 2 |φ (t)|+
[
[h (d (x, y))]k1 − 2 |ϕ (t)|
A
]
Iµ,ν;Ψa+ (1)
≤ [h (d (x, y))]k1
∀ x, y ∈ Λ.
This implies that
sup
t∈∆
|(fx) (t)|+ sup
t∈∆
|(fy) (t)| ≤ [h (d (x, y))]k1
and so
d (fx, fy) ≤ [h (d (x, y))]k1
∀ x, y ∈ Λ. Hence, we have
h (d (fx, fy)) ≤ [h (d (x, y))]k1
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∀ x, y ∈ Λ. It follows that f satisfies the condition Eq.(2.5). Therefore, all conditions of
Theorem 2 are satisfied and thus f has a unique fixed point. Thus, we conclude the proof.
Theorem 17. Let the nonlinear Ψ−fractional VIE
(5.3) x (t) = ϕ (t) + Iµ,ν;Ψa+ [W (t, s, x (s))]
where 0 < µ < 1, 0 ≤ ν ≤ 1, a, b ∈ R with a < b, φ : ∆ → R and W : ∆2 × R → R are two
given function. Suppose that the following conditions hold:
(1) ϕ and W are continuous functions;
(2) the function f : C (∆,R)→ C (∆,R) defined by
(fx) (t) = ϕ (t) + Iµ,ν;Ψa+ [W (t, s, x (s))]
∀ x ∈ C (∆,R) and t ∈ ∆ is a continuous function;
(3) there are two functions h, φ : ∆1 → ∆1 with h is a weak altering distance function
and φ is a right upper semi continuous function such that h (t) > t, ∀ t > 0 and
h (t) < t, ∀ t ≥ 0, φ (0) = 0, for each x, y ∈ C (∆,R), we have
|W (t, s, x (s))|+ |W (t, s, y (s))| ≤ φ (|x (s)|+ |y (s)|)− 2 |ϕ (t)|
A
∀ t, s ∈ ∆ and A = Γ (1− ν (1− µ)) Γ (1 + 2ν (1− µ) + µ)
Γ (1 + ν (1− µ)) (Ψ (b)−Ψ (a))2−µ .
Then the nonlinear Ψ−fractional VIE Eq.(5.3), has a unique solution. Moreover, for each
x0 ∈ C (∆,R) the Picard iteration {xn}, which is defined by
(5.4) xn (t) = ϕ (t) + I
µ,ν;Ψ
a+ [W (t, s, xn−1 (s))]
∀ n ∈ N, converges to a unique solution of the nonlinear Ψ−fractional VIE Eq.(5.3).
Proof. Let Λ = C (∆,R). First, note that, Λ with the metric d : Λ× Λ→ ∆1 given by
d (x, y) = sup
t∈[a,b]
|x (t)− y (t)|
∀ x, y ∈ Λ, is a complete metric space. Now, we consider d : Λ× Λ→ ∆1 by
d (x, y) = sup
t∈[a,b]
|x (t)|+ sup
t∈∆
|y (t)|
∀ x, y ∈ Λ. Clearly, d is a β−distance on Λ and a distance of d. We show that f is contractive
condition Eq.(2.3). Assume that x, y ∈ Λ, t ∈ ∆ and applying δ = 1 in the Lemma 4, then
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we have
|(fx) (t)|+ |(fy) (t)| ≤ |ϕ (t)|+
∣∣∣Iµ,ν;Ψa+ W (t, s, x (s))∣∣∣ + |ϕ (t)|+ ∣∣∣Iµ,ν;Ψa+ W (t, s, y (s))∣∣∣
≤ 2 |ϕ (t)|+ Iµ,ν;Ψa+
[
φ (|x (t)|+ |y (t)|)− 2 |ϕ (t)|
A
]
≤ 2 |ϕ (t)|+
[
φ (d (x, y))− 2 |ϕ (t)|
A
]
Iµ,ν;Ψa+ (1)
≤ φ (q (x, y))
∀ x, y ∈ Λ.
This implies that
sup
t∈∆
|(fx) (t)|+ sup
t∈∆
|(fy) (t)| ≤ φ (d (x, y))
and so
d (fx, fy) ≤ φ (d (x, y))
∀ x, y ∈ X . Hence, we have
h (d (fx, fy)) ≤ φ (d (x, y))
∀ x, y ∈ Λ. If follows that f satisfies the condition Eq.(2.3). Thus, by Theorem 3, f has a
unique fixed point.
The results presented above are all directed to the Ψ−fractional integral. Next, we will
briefly discuss population growth through the Ψ− H fractional derivative.
Let N(t) be the number of people of a population in time t, and B and M the birth rate
and the mortality rate, respectively. The population growth rate is given by the differential
equation
(5.5) N ′ (t) = (B −M)N (t) = λN (t) ,
where λ is the population growth rate. Suppose that B and M are constants, then λ is
constant, so if N(0) = N0 is the initial population then the solution for the Cauchy problem
satisfies [9, 24]
(5.6) N (t) = N0e
λt.
On the other hand, using the Ψ-fractional derivative, we introduce the respective fractional
differential equation Eq.(5.5), given by
(5.7) HDµ,ν;Ψ0+ N (t) = λN (t) ,
with t ≥ 0, 0 < µ < 1 and 0 ≤ ν ≤ 1.
From Lemma 6, the solution of this fractional differential equation Eq.(5.7), together with
the initial condition N(0) = N0, is the function
N (t) = N0Eµ (λ (Ψ (t)−Ψ (0)µ)) .
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As a particular case, choosing Ψ(x) = x, we obtain the fractional derivative in the Hilfer
sense [23] on the left and consequently the solution of the problem will be given by N (t) =
N0Eµ (λ (t
µ)).
Remark 4. Recently, Sousa and Oliveira [23] introduced the so-called Ψ−H fractional de-
rivative. As a particular case, it is possible to obtain the Ψ− C fractional derivative. In
addition, Almeida [24] introduces the Ψ− C fractional derivative discuss some functions,
among them, one involving the Malthusian model. The solution of the Malthusian fractional
model, can be introduced by Ψ− H, Ψ− C, Ψ− RL fractional derivatives [2] and now by
the Ψ−fractional derivative on the left, is always the same, as proved in Lemma 6. In this
sense, we will omit the behavior of the solution that refers to population growth, because it
behaves similar to the graph of the Ψ− C fractional derivative model.
6. Concluding remarks
The main purpose of this paper was to introduce a new fractional integral the so-
called Ψ−fractional integral through the Ψ− RL fractional integral. Some results
were discussed and the observations were presented, highlighting the relation
with the fractional operator proposed by Xu and Agrawal [27]. We presented
a brief study about the uniqueness of solutions of the nonlinear Ψ−fractional
VIE via β−distance and β−generalized SS-contraction function. We also saw the
importance of M− L functions in the solution of fractional differential equations,
particularly population growth. Note the importance of these new operators,
which are related to another function, i.e. Ψ(·), allowing the choice and conse-
quently obtain a fractional operator with the characteristics presented in both
definitions.
We conclude that, from an example involving the one parameter M− L function, generalized
fractional operators with the freedom of choice of the Ψ function, allows results closer to the
reality.
Is important to note that some points raised during the development of the
paper are different from the Riemann-Liouville fractional integral, as below:
• The proper definition of the Ψ−fractional integral containing the Ψ− RL
fractional derivative and the integral I1;Ψa+ (·);
• The Ψ−fractional integral Iµ,ν;Ψa+ (·) as a particular case, of the Riemann-
Liouville integral in the limit µ→ 1;
• To obtain the identity operator, working with the Riemann-Liouville frac-
tional integral, we take µ → 0. For Ψ−fractional integral Iµ,ν;Ψa+ (·), besides
applying the limit µ→ 0, we also have to take the limit with ν → 1;
• Also, we do not resort the same functionHDµ,ν;Ψa+ Iµ,ν;Ψa+ f (·) 6= f (·).
ON THE Ψ−FRACTIONAL INTEGRAL AND APPLICATIONS 25
One of the main differences between the Riemann-Liouville fractional integral
and the Ψ−fractional integral Iµ,ν;Ψa+ (·), is the calculation of the Laplace transform
of both integrals. For Riemann-Liouville, we know that L (Iµa+f (t)) =
F (s)
sµ
,
where F (s) = L (f (t)) is the Laplace transform. On the other hand, it is not
possible to calculate the Laplace transform of the Ψ−fractional integral Iµ,ν;Ψa+ (·),
since it does not yet have a Laplace transform with respect to another function
Ψ. The same argument is also valid for the Fourier transform. In this sense,
the definition proposed here is in fact distinct from the classical definition of
Riemann-Liouville fractional integral.
As future works, one can think the possibility of proposing fractional operators of variable
order (one or two) [32, 33] and realize functions, such as studying existence, uniqueness,
stability and continuous dependence of Cauchy type problems [34, 35, 36, 37].
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