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Abstract
The aim of this paper is to develop the regularity theory for a weak solution
to a class of quasilinear nonhomogeneous elliptic equations, whose prototype is
the following mixed Dirichlet p-Laplace equation of type{
div(|∇u|p−2∇u) = f + div(|F|p−2F) in Ω,
u = g on ∂Ω,
in Lorentz space, with given data F ∈ Lp(Ω;Rn), f ∈ L
p
p−1 (Ω), g ∈ W 1,p(Ω)
for p > 1 and Ω ⊂ Rn (n ≥ 2) satisfying a Reifenberg flat domain condition or
a p-capacity uniform thickness condition, which are considered in several recent
papers. To better specify our result, the proofs of regularity estimates involve
fractional maximal operators and valid for a more general class of quasilinear
nonhomogeneous elliptic equations with mixed data. This paper not only deals
with the Lorentz estimates for a class of more general problems with mixed data
but also improves the good-λ approach technique proposed in our preceding
works [55–58], to achieve the global Lorentz regularity estimates for gradient of
weak solutions in terms of fractional maximal operators.
Keywords: p-Laplace; mixed data; Dirichlet boundary data; regularity; frac-
tional maximal functions; Lorentz spaces.
1 Introduction
The main outcome of this paper is to establish some global regularity estimates for
solutions of the p-Laplacian equations with mixed data of the type
div(|∇u|p−2∇u) = f + div(|F|p−2F), (1.1)
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with general Dirichlet boundary condition g ∈ W 1,p(Ω), where F ∈ Lp(Ω;Rn) and
f ∈ L
p
p−1 (Ω) for p > 1. Specifically, the gradient estimates of the weak solutions are
obtained in Lorentz spaces Lq,s(Ω) in terms of fractional maximal operators. In fact,
the results shown here also hold for a larger class of equations that are more general
than one in (1.1). We in detail consider the quasilinear elliptic problems with mixed
data (under nonhomogeneous Dirichlet boundary condition) of the type{
div(A(x,∇u)) = f + div(B(x,F)) in Ω,
u = g on ∂Ω.
(1.2)
In other words, the p-Laplace equation (1.1) is the prototype of a class of quasilinear
elliptic equations in (1.2). Here, in our study, Ω ⊂ Rn is an open bounded domain,
(n ≥ 2) and given data F ∈ Lp(Ω;Rn), f ∈ L
p
p−1 (Ω), and the problem is set up with
nonhomogeneous boundary data g ∈ W 1,p(Ω) for p > 1. Moreover, the nonlinear
operators A,B : Ω × Rn → Rn are Carathe´odory vector valued functions (they are
measurable on Ω for every z in Rn with respect to x, and continuous on Rn for almost
every x in Ω with respect to z) which satisfy the following growth and monotonicity
conditions: there exist Λ1, Λ2 > 0 such that two following inequalities
|A(x, z)| + |B(x, z)| ≤ Λ1|z|
p−1; (1.3)
〈A(x, z1)− A(x, z2), z1 − z2〉 ≥ Λ2Φ(z1, z2), (1.4)
hold for almost every x in Ω and every z1, z2 in R
n \ {0}, where the function Φ
in (1.4) is defined by
Φ(z1, z2) =
(
|z1|
2 + |z2|
2
) p−2
2 |z1 − z2|
2, z1, z2 ∈ R
n \ {0}. (1.5)
1.1. Relation to prior works. Before diving into our results in this paper, we
start by briefly describing some related results pertaining to regularity theory also
the classical Caldero´n-Zygmund theory for the nonlinear elliptic equations in recent
years. As a starting point to that theory, the study of the regularity results for
classical p-Laplacian equations, which is interesting in itself. And later, regularity
theory for problems in the more general setting of p-Laplacian type equations have
been further studied. We refer to the classical results by the series of papers [15,18,
26,32,35–38,54,62,63], for reliable results of these pioneering works. In these works,
attention has been driven to the interior C1,α regularity for the weak solutions to
the class of p-Laplacian equations, and later for homogeneous quasilinear elliptic
equations of the type −div(A(x, u,∇u)) = 0, or the divergence form modeled by the
p-Laplacian equation div(|∇u|p−2∇u) = div(|F|p−2F) have been greatly developed
through the years.
Let us discuss on some regularity results of solutions to quasilinear elliptic equa-
tions formulated in the more general form, that attract interest to the researchers
in years, as following
div(A(x,∇u)) = RHS, (1.6)
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where the RHS (right hand side) may be given in divergence or not in divergence
form, or even a measure data. For instance, when the RHS is given in p-Laplacian
form: div(A(x,∇u)) = div(|F|p−2F), with zero Dirichlet boundary data, there are
good results for interior and global regularity results established by seminal works
of S.-S. Byun et al. in [6–8, 10, 11], T. Mengesha et al. in [39, 40] in the setting of
classical Lp spaces and its weighted version, Sobolev spaces Wα,p, respectively. It is
worth noting that in these works, the problem is set under assumptions on Reifen-
berg domain Ω, together with standard ellipticity condition of A and small BMO
oscillation in x. Besides, there are other approaches showing results of this equation
under various assumptions on the data, such as [53,57] for weaker hypothesis on do-
main Ω (its complement satisfies p-capacity uniformly thickness condition), obtained
in Lorentz spaces. On the other hand, a plenty of interesting regularity results have
been obtained for weak solutions to (1.6), where RHS is given in divergence form
div(A(x,∇u)) = div(F). For instance, the interior W 1,q estimates of solutions was
done by T. Nguyen et al. in a remarkable paper [50]; and later these results were
recently generalized in [19,49] for the global gradient estimates in weighted Morrey
spaces. Moreover, in some intensive works, many authors dealt with regularity re-
sults in several spaces, which require different assumptions on the domain Ω and the
nonlinearity A and the given boundary data (see, e.g., [1, 4, 5, 13, 14, 20, 28, 51, 59])
to this class of elliptic equations.
The problem (1.6) where the data RHS mixed between divergence and nondiver-
gence forms div(|F|p−2F)+f (with homogeneous Dirichlet boundary condition) was
recently considered by M. Lee et al. in [33], that was motivated by some previous
works by V. Bo¨gelein et al. in [2,3] resulting the global Caldero´n-Zygmund theorem
in the context of inhomogeneous parabolic systems of p-Laplacian type.
Inspired by these recent works above-mentioned and mathematical techniques
developed for nonlinear elliptic equations, our investigation here is to establish the
global regularity estimates for weak solutions to the nonhomogeneous problem (1.2)
in Lorentz spaces, in which the use of “good-λ type bounds” technique plays a cru-
cial role. By far, the so-called terminology “good-λ” is one of the most effective
techniques devoted to study of regularity estimates (in Euclidean setting, see [47]).
This approach has been studied and discussed by a great number of research pa-
pers, such as [48,55,57,58] to which we refer the interested readers. In addition, our
preceding works in [56, 60] presented the generalized good-λ technique and its ap-
plications to regularity estimates for the uniform/non-uniformly elliptic equations.
Based upon the studies, it is worth emphasizing that in this paper, we additionally
improve the proof techniques for “good-λ type bounds” method to obtain better
regularity results for interior as well as up to the boundary of domain. To be more
concrete, this study elaborates another route to prove regularity estimates in Lorentz
spaces. Completely avoiding the use of cut-off fractional maximal functions as in
previous studies [57, 59, 60], we believe that that the proposed technique described
in this paper can be beneficially used to obtain gradient estimates of solutions for
problems (1.2) in general, that are preserved under the fractional maximal operators.
Fractional maximal operators were first employed by F. Duzaar et al. in [16,17,29,31]
and then are widely used in several research papers to obtain gradient estimates for
solutions to elliptic/parabolic equations (see [30,42–44] for more interesting papers,
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and even [46] for an article of history, recently written by G. Mingione et al.). This
work not only extends and improves the results in our previous work [57] (for prob-
lems with divergence form data only) to the problem with mixed data but also
develops results in [33] (for Caldero´n-Zygmund estimates in the setting of Lebesgue
spaces) to the Lorentz spaces.
To better specify our results, through the paper there are two types of domain
hypothesis formulated separately to compare results in the framework of Lorentz
spaces: domains with uniformly p-capacity thick complement versus Reifenberg flat
domains, in which their central concepts and definitions will be introduced under-
neath.
Before stating our main results, let us first introduce some notation and prelim-
inary definitions that will be used in the rest of the paper.
1.2. Notation and Definitions.
• We use the symbol C to denote positive constants that not necessarily the same
at each occurrence depending only on dimension and some constants appearing
in the theorems. The dependence of C on some prescribed parameters will be
emphasized between parentheses. Further, all constants starting by C, such
as C,Ci for example, are assumed to be larger than or equal to one.
• The given domain Ω ⊂ Rn, n ≥ 2 is assumed to be an open bounded domain.
• We let Ln(E) stand for the Lebesgue measure of a measurable set E in Rn. In
addition, we will write diam(Ω) for the diameter of Ω, defined as:
diam(Ω) = sup
ξ1,ξ2∈Ω
|ξ1 − ξ2|.
• We shall denote the integral average of a function h ∈ L1loc(R
n) over the
measurable subset E of Rn as 
E
h(x)dx =
1
Ln(E)
ˆ
E
h(x)dx.
• The open n-dimensional Euclidean ball in Rn of radius ̺ > 0 and center ξ will
be denoted by B̺(ξ), that is the set {z ∈ R
n : |z − ξ| < ̺}. We also denote
Ω̺(ξ) = B̺(ξ)∩Ω which is considered as the “surface ball” when the center ξ
lies on ∂Ω.
Definition 1.1 (Weak solution) A function u ∈ W 1,p(Ω) is a weak (distribu-
tional) solution to (1.2) under the assumptions (1.3) and (1.4) if
ˆ
Ω
〈A(x,∇u),∇ϕ〉dx =
ˆ
Ω
〈B(x,F),∇ϕ〉dx −
ˆ
Ω
fϕdx,
holds for all ϕ ∈W 1,p0 (Ω).
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Definition 1.2 (The p-capacity) Let Ω ⊂ Rn, n ≥ 2 be a bounded domain. The
p-capacity of a compact subset K ⊂ Ω with respect to Ω is defined to be
capp(K,Ω) = inf
{ˆ
Ω
|∇ψ|pdx : ψ ∈ C∞c (Ω), ψ ≥ 1 on K
}
.
If O ⊆ Ω is an open set, then
capp(O,Ω) = sup
{
capp(K,Ω) : K ⊆ O, K compact
}
,
meanwhile, the p-capacity of arbitrary set A ⊆ Ω is defined by
capp(A,Ω) = inf
{
capp(O,Ω) : O ⊆ A, O open
}
.
Definition 1.3 (Domains with uniformly p-capacity thick complement) Let
Ω be an arbitrary bounded domain of Rn (n ≥ 2). Then, domain Rn\Ω is said to sat-
isfy the p-capacity uniform thickness condition if there exist two constants c0, r0 > 0
such that
capp((R
n \Ω) ∩B̺(ξ), B2̺(ξ)) ≥ c0capp(B̺(ξ), B2̺(ξ)), (HP)
for every ξ ∈ Rn \ Ω and 0 < ̺ ≤ r0.
Remark 1.4 Every nonempty Rn \Ω is uniformly p-thick for p > n, and therefore
the uniform capacity density condition is nontrivial only when p ≤ n. Moreover, if
R
n \Ω is uniformly p-thick, then it is uniformly q-thick for all q ≥ p.
Remark 1.5 We note that the p-capacity uniform thickness implies that all points
on ∂Ω is regular. According to [25, 27], a sufficient condition for ξ ∈ ∂Ω being
regular is
ˆ 1
0
(
capp((R
n \Ω) ∩B̺(ξ), B2̺(ξ))
capp(B̺(ξ), B2̺(ξ))
) 1
p−1 d̺
̺
=∞,
for the p-Laplace equation, where the thickness of complement of Ω near boundary ∂Ω
can be measured by capacity densities. This condition is called the Wiener criterion,
first introduced by N. Wiener in [65], that is important in regularity of boundary
points.
Remark 1.6 Such assumption (HP) is very mild and essential for higher inte-
grability results. Domains whose complement satisfy p-capacity uniform thickness
include domains with Lipschitz continuous boundaries or satisfy a uniform exterior
corkscrew condition.
Definition 1.7 ((δ, r0)-Reifenberg flat domain) Let Ω ⊂ R
n, n ≥ 2 be a bounded
domain and let δ ∈ (0, 1) and r0 > 0. Then, we say that Ω is a (δ, r0)-Reifenberg flat
domain if for each ξ0 ∈ ∂Ω and each ̺ ∈ (0, r0], one can find a coordinate system
{y1, y2, ..., yn} with origin at ξ0 such that
B̺(ξ0) ∩ {y : yn > δ̺} ⊂ B̺(ξ0) ∩ Ω ⊂ B̺(ξ0) ∩ {y : yn > −δ̺}, (HR)
where for the sake of convenience, the set {y = (y1, y2, ..., yn) : yn > c} is denoted
by {y : yn > c}.
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Remark 1.8 For a suitable regularity parameter δ, any Lipschitz domain with small
Lipschitz constant is a Reifenberg flat domain (value of δ depends on the Lipschitz
constant) and even some domains with fractal boundaries, see [61].
Remark 1.9 There are two types of hypothesis on domain Ω separately considered
in this paper: domains under Definition 1.3 and 1.7, respectively. It is worth not-
ing that hypothesis (HP) is weaker than one in (HR). Geometrically, the Reifen-
berg domains are domains which are flat in the sense that their boundaries are
well-approximated by planes/hyperplanes. This class of domains include all C1 do-
mains, domains with small Lipschitz constants, domains with fractal boundaries, etc.
Reifenberg flatness domains may be very rough but assumed to be sufficiently flat,
we can say that this concept is a “minimal regularity requirement” for the boundary
∂Ω ensuring the main results of the geometric analysis continue to hold true in Ω.
Elliptic and parabolic equations in Reifenberg flat domains were exploited by several
authors in [9, 11,34,41] and many references therein.
Definition 1.10 ((δ, r0)-BMO condition) The nonlinearity A is said to satisfy a
(δ, r0)-BMO condition with exponent t > 0 if the following condition holds
[A]r0t = sup
y∈Rn, 0<̺≤r0
( 
B̺(y)
(
sup
z∈Rn\{0}
|A(x, z)− AB̺(y)(z)|
|z|p−1
)t
dx
) 1
t
≤ δ, (1.7)
where AB̺(y)(z) denotes the average of A(·, z) over the ball B̺(y).
Definition 1.11 (Lorentz spaces) Lorentz space Lq,s(Ω) for 0 < q <∞ and 0 <
s <∞ is defined by that for all Lebesgue measurable function h on Ω, there holds
‖h‖Lq,s(Ω) :=
[
q
ˆ ∞
0
τ sLn ({ζ ∈ Ω : |h(ζ)| > τ})
s
q
dτ
τ
]1
s
<∞.
Otherwise, when s =∞, the space Lq,∞(Ω) is Marcinkiewicz spaces with the follow-
ing quasi-norm
‖h‖Lq,∞(Ω) := sup
τ>0
τ [Ln ({ζ ∈ Ω : |h(ζ)| > τ})]
1
q .
Remark 1.12 When s = t the Lorentz space Ls,s(Ω) coincides with usual Lebesgue
space Ls(Ω). In particular, we know that for some 0 < r ≤ s ≤ t ≤ ∞, there
holds Lt(Ω) ⊂ Ls,r(Ω) ⊂ Ls(Ω) ⊂ Ls,t(Ω) ⊂ Lr(Ω). One also finds in [23] for some
further properties regarding these spaces.
Definition 1.13 (Fractional maximal function) For α ∈ [0, n], the fractional
maximal operator Mα of a function h ∈ L
1
loc(R
n) is given by:
Mαh(x) = sup
̺>0
̺α
 
B̺(x)
|h(y)|dy, x ∈ Rn.
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In a special case when α = 0, it coincides with the well-known Hardy-Littlewood
maximal function M defined by:
Mh(x) = sup
̺>0
 
B̺(x)
|h(y)|dy, x ∈ Rn,
for a given locally integrable function h in Rn.
In this parer, the boundedness property of fractional maximal operators play a
crucial role for gradient estimates of the distribution solution to our problem. The
following lemma will recall this useful property of fractional maximal operators.
A detail proof of this lemma can be found in our previous work [60]. Moreover,
we remark that when α = 0 this property is exactly the boundedness property of
Hardy-Littlewood maximal function in [22].
Lemma 1.14 (Boundedness of fractional maximal function Mα, see [60])
The operator Mα is bounded from L
s(Rn) to L
ns
n−αs
,∞(Rn), for s ≥ 1 and α ∈
[
0, n
s
)
.
This means there is a positive constant C = C(n, s, α) such that
Ln ({ζ ∈ Rn : Mαh(ζ) > τ}) ≤ C
(
1
τ s
ˆ
Rn
|h(y)|sdy
) n
n−αs
,
for all h ∈ Ls(Rn) and τ > 0.
1.3. Statement of the Main Results. From now on, we always consider Ω as
an open bounded domain of Rn and u ∈W 1,p(Ω) as a weak solution to equation (1.2)
with given data F ∈ Lp(Ω), f ∈ L
p
p−1 (Ω) and Dirichlet boundary condition g ∈
W 1,p(Ω) for p ∈ (1, n]. For simplicity of notation, let us denote by |E|p = |F|p +
|f |
p
p−1 + |∇g|p in the whole paper. Moreover, the operator A is assumed satisfying
assumptions (1.3) and (1.4) with suitable constants Λ1,Λ2. Main results of the
present paper can be stated as follows.
Theorem 1.15 (Good-λ theorem under assumption (HP)) Assume that do-
main Ω ⊂ Rn satisfies the p-capacity thick complement condition (HP) with two
constants c0, r0 ∈ R
+. Then one can find two constants γ = γ(n, p,Λ1,Λ2) > 1 and
θ = θ(p) ≥ 2 such that for every 0 ≤ α < n
γ
the following estimate
Ln
({
ζ ∈ Ω : Mα(|∇u|
p)(ζ) > ε
α
n
− 1
γ λ, Mα(|E|
p)(ζ) ≤ ε
θ
(
1− 1
γ
)
λ
})
≤ CεLn ({ζ ∈ Ω : Mα(|∇u|
p)(ζ) > λ}) , (1.8)
holds for all λ ∈ R+ and ε ∈ (0, ε0), where ε0 = ε0(n, p, α,Λ1,Λ2) ∈ (0, 1) and
C = C(n, p,Λ1,Λ2, α, c0, r0,diam(Ω)) > 0.
Theorem 1.16 (Global Lorentz regularity estimate under assumption (HP))
Assume that domain Ω ⊂ Rn satisfies the p-capacity thick complement condition (HP)
with two constants c0, r0 ∈ R
+. Then one can find γ = γ(n, p,Λ1,Λ2) > 1 such that
for every 0 ≤ α < n
γ
, 0 < q < nγ
n−αγ and 0 < s ≤ ∞, there holds
‖Mα(|∇u|
p)‖Lq,s(Ω) ≤ C‖Mα(|E|
p)‖Lq,s(Ω), (1.9)
where C depends only on n, p,Λ1,Λ2, α, c0, r0,diam(Ω), q, s.
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Theorem 1.17 (Good-λ theorem under assumption (HR)) For any α ∈ [0, n)
and ε ∈ R+, one can find some constants p˜ = p˜(n, p,Λ1,Λ2) > p, δ = δ(n, p, α, ε) ∈
(0, 1), a∞ = a∞(n, p, α) > 1 and aε = aε(n, p, α, ε) ∈ (0, 1) such that if Ω is a
(δ, r0)-Reifenberg flat domain (HR) satisfying [A]
r0
p˜ ≤ δ for some r0 ∈ R
+ then
Ln ({ζ ∈ Ω : Mα(|∇u|
p)(ζ) > a∞λ, Mα(|E|
p)(ζ) ≤ aελ})
≤ CεLn ({ζ ∈ Ω : Mα(|∇u|
p)(ζ) > λ}) , (1.10)
holds for all λ ∈ R+, where C = C(n, p,Λ1,Λ2, α, r0,diam(Ω)) > 0.
Theorem 1.18 (Global Lorentz regularity estimate under assumption (HR))
For any α ∈ [0, n), one can find p˜ = p˜(n, p,Λ1,Λ2) > p and δ = δ(n, p, α) ∈ (0, 1)
such that if Ω is a (δ, r0)-Reifenberg flat domain (HR) satisfying [A]
r0
p˜ ≤ δ for some
r0 ∈ R
+ then (1.9) holds for every 0 < q <∞ and 0 < s ≤ ∞.
Let us discuss some comments on the results stated above. According to Re-
mark 1.9, hypothesis (HR) together with the small BMO condition on A in (1.7)
ensures the better regularity results of solutions than ones under hypothesis (HP).
The ultimate essence of this difference is the ability to cross the boundary of do-
main when Ω satisfies (HP) or (HR), separately. Theorems 1.16 and 1.18 are in
fact consequence of “good-λ” results in Theorems 1.15 and 1.17 over measuring
sets, with different constraints on the boundary of Ω confirm higher regularity re-
sults regarding the elliptic equations involving the p-Laplacian. More particularly,
a noteworthy feature of Theorem 1.18 is that the scales q and s vary in the range
specified in (1.9), it implies that the critical exponent q of Lorentz spaces Lq,s(Ω)
can be enlarged. This result extends to a broader range of q, compared to the one
in Theorem 1.16.
1.4. Paper Overview. The rest of the paper is organized as follows. In the
next section, we state and prove some preliminary results needed in the paper, in
which both local and boundary comparison estimates in Lebesgue spaces will be
obtained. Section 3 deals with some level-set inequalities that are important and
essential in our sophisticated proofs later. Towards this goal, the hypotheses of the
Covering Lemma 3.1 are satisfied. Finally, Section 4 is dedicated to the proofs of
main theorems.
2 Lebesgue comparison estimates
In this section, we first recall a global estimate in Lebesgue space. We then establish
some local comparison estimates between the weak solution to problem (1.2) in a
ball with solutions to corresponding homogeneous problems in the smaller balls.
2.1 Global estimate
Lemma 2.1 There exists a positive constant C = C(n, p,Λ1,Λ2) such thatˆ
Ω
|∇u|pdx ≤ C
ˆ
Ω
|E|pdx. (2.1)
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Proof. The variational formula of equation (1.2) is given byˆ
Ω
〈A(x,∇u),∇ϕ〉dx =
ˆ
Ω
〈B(x,F),∇ϕ〉dx −
ˆ
Ω
fϕdx,
for all test functions ϕ in Sobolev space W 1,p0 (Ω). By taking ϕ = u − g ∈ W
1,p
0 (Ω)
as a test function of equation (1.2), it follows thatˆ
Ω
〈A(x,∇u),∇u〉dx =
ˆ
Ω
〈A(x,∇u),∇g〉dx+
ˆ
Ω
〈B(x,F),∇u−∇g〉dx−
ˆ
Ω
f(u−g)dx.
Thanks to assumptions (1.3) and (1.4) on operators A and B, one deduces from the
above equation that ˆ
Ω
|∇u|pdx ≤ Λ−12 (Λ1 + 1) (S1 + S2) , (2.2)
where S1 and S2 are given by
S1 =
ˆ
Ω
|∇u|p−1|∇g|dx+
ˆ
Ω
|F|p−1 (|∇u|+ |∇g|) dx,
and
S2 =
ˆ
Ω
|f ||u− g|dx.
The first term S1 can be estimated by applying Ho¨lder and Young’s inequalities. It
is easily to check
S1 ≤
(ˆ
Ω
|∇u|pdx
) p−1
p
(ˆ
Ω
|∇g|pdx
) 1
p
+
(ˆ
Ω
|F|pdx
) p−1
p
(ˆ
Ω
|∇u|pdx
) 1
p
+
(ˆ
Ω
|F|pdx
) p−1
p
(ˆ
Ω
|∇g|pdx
) 1
p
≤ ε
ˆ
Ω
|∇u|pdx+ c(ε)
ˆ
Ω
|F|pdx+ c(ε)
ˆ
Ω
|∇g|pdx, (2.3)
for every positive number ε. Since 1 < p < n, Sobolev’s inequality gives us(ˆ
Ω
|u− g|p
∗
dx
) 1
p∗
≤ C
(ˆ
Ω
|∇u−∇g|pdx
) 1
p
, (2.4)
for all 1 ≤ p∗ ≤ np
n−p . Thanks to Ho¨lder’s inequality and applying (2.4) with p
∗ = p,
we can estimate the next term S2 as follows
S2 ≤
(ˆ
Ω
|u− g|pdx
) 1
p
(ˆ
Ω
|f |
p
p−1 dx
)1− 1
p
≤ C
(ˆ
Ω
|∇u−∇g|pdx
) 1
p
(ˆ
Ω
|f |
p
p−1dx
)1− 1
p
≤ ε
ˆ
Ω
(|∇u|p + |∇g|p) dx+ c(ε)
ˆ
Ω
|f |
p
p−1 dx. (2.5)
Then, (2.1) can be handled by taking into account (2.3) and (2.5) to (2.2), with a
suitable choice of ε = 14(Λ1 + 1)
−1Λ2.
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2.2 Local comparison estimates
Let us fix a point ξ ∈ Ω and 0 < 2̺ ≤ r0, where Ω satisfies (HP) with two positive
constants c0 and r0. We recall here notation Ω2̺(ξ) denotes the set B2̺(ξ) ∩ Ω.
Lemma 2.2 Assume that v ∈ W 1,p(Ω2̺(ξ)) is the unique solution to the following
equation: {
div (A(x,∇v)) = 0, in Ω2̺(ξ),
v = u− g, on ∂Ω2̺(ξ).
(2.6)
Then there are two constants γ = γ(n, p,Λ1,Λ2) > 1 and C = C(n, p,Λ1,Λ2) > 0
such that ( 
Ω̺(ξ)
|∇v|γpdx
) 1
γp
≤ C
( 
Ω2̺(ξ)
|∇v|pdx
) 1
p
. (2.7)
Moreover for all δ ∈ (0, 1) there holds
 
Ω2̺(ξ)
|∇u−∇v|pdx ≤ δ
 
Ω2̺(ξ)
|∇u|pdx+ Cδ1−θ
 
Ω2̺(ξ)
|E|pdx, (2.8)
where the constant θ is determined by
θ =
{
p, if 2 ≤ p ≤ n,
2
p−1 , if 1 < p < 2.
(2.9)
Proof. The first inequality (2.8) is well-known as a type of Gehring’s lemma or
as a kind of “reverse” Ho¨lder inequality which has been investigated in [21, Theo-
rem 6.7]. We also refer the reader to several papers such as [24, 45, 48, 52, 55] and
references therein for the proof of this inequality. Therefore, to prove the local com-
parison (2.8) is our major goal here. Let us first subtract the variational formulas
of equations (1.2) and (2.6), that yields
ˆ
Ω
〈A(x,∇u)− A(x,∇v),∇ϕ〉dx =
ˆ
Ω
〈B(x,F),∇ϕ〉dx −
ˆ
Ω
fϕdx,
for all ϕ ∈ W 1,p0 (Ω). By taking ϕ = u− v − g ∈ W
1,p
0 (Ω2̺(ξ)) as a test function of
equation (1.2), it follows that
 
Ω2̺(ξ)
〈A(x,∇u)− A(x,∇v),∇u−∇v〉dx
=
 
Ω2̺(ξ)
〈A(x,∇u)− A(x,∇v),∇g〉dx +
 
Ω2̺(ξ)
〈B(x,F),∇u−∇v〉dx
−
 
Ω2̺(ξ)
〈B(x,F),∇g〉dx −
 
Ω2̺(ξ)
f(u− v − g)dx.
Assumptions (1.3) and (1.4) of operator A give that
Λ2
 
Ω2̺(ξ)
Φ(∇u,∇v)dx ≤ (Λ1 + 1) (S1 + S2 + S3) , (2.10)
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where Φ is defined in (1.5) and S1, S2, S3 are given respectively by
S1 =
 
Ω2̺(ξ)
(
|∇u|p−1 + |∇v|p−1
)
|∇g|dx,
S2 =
 
Ω2̺(ξ)
|F|p−1|∇u−∇v|dx+
 
Ω2̺(ξ)
|F|p−1|∇g|dx,
S3 =
 
Ω2̺(ξ)
|f ||u− v − g|dx.
The first term S1 can be estimated by Ho¨lder’s and Young’s inequalities with the
following remark
|∇v|p−1 ≤ C(p)(|∇u|p−1 + |∇u−∇v|p−1).
More precisely, for all ε > 0, there holds
S1 ≤ C
 
Ω2̺(ξ)
(|∇u|p−1 + |∇u−∇v|p−1)|∇g|dx
≤
ε
3
 
Ω2̺(ξ)
|∇u−∇v|pdx+ Cε1−p
 
Ω2̺(ξ)
|∇g|pdx
+ C
( 
Ω2̺(ξ)
|∇u|pdx
) p−1
p
( 
Ω2̺(ξ)
|∇g|pdx
) 1
p
. (2.11)
We can obtain the estimate for S2 in a similar way as follows
S2 ≤
ε
3
 
Ω2̺(ξ)
|∇u−∇v|pdx+
ε
3
 
Ω2̺(ξ)
|∇g|pdx+ Cε
1
1−p
 
Ω2̺(ξ)
|F|pdx. (2.12)
There remains to estimate the last term S3, and here we use the Sobolev’s inequality
( 
Ω2̺(ξ)
|u− w − g|p
∗
dx
) 1
p∗
=
(
1
Ln(Ω2̺(ξ))
ˆ
Ω2̺(ξ)
|u− w − g|p
∗
dx
) 1
p∗
≤ C
(
1
Ln(Ω2̺(ξ))
) 1
p∗
(ˆ
Ω2̺(ξ)
|∇u−∇v −∇g|pdx
) 1
p
= C (Ln(Ω2̺(ξ)))
1
p
− 1
p∗
( 
Ω2̺(ξ)
|∇u−∇v −∇g|pdx
) 1
p
,
(2.13)
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for all 1 ≤ p∗ ≤ np
n−p . Then, Ho¨lder’s inequality and (2.13) are applied with p
∗ = p,
one has
S3 ≤
( 
Ω2̺(ξ)
|u− w − g|pdx
) 1
p
( 
Ω2̺(ξ)
|f |
p
p−1dx
)1− 1
p
≤ C
( 
Ω2̺(ξ)
|∇u−∇v −∇g|pdx
) 1
p
( 
Ω2̺(ξ)
|f |
p
p−1 dx
)1− 1
p
≤
ε
3
 
Ω2̺(ξ)
2−p|∇u−∇v −∇g|pdx+ Cε
1
1−p
 
Ω2̺(ξ)
|f |
p
p−1dx
≤
ε
3
 
Ω2̺(ξ)
|∇u−∇v|pdx+
ε
3
 
Ω2̺(ξ)
|∇g|pdx+ Cε
1
1−p
 
Ω2̺(ξ)
|f |
p
p−1dx. (2.14)
Combining (2.11), (2.12) and (2.14), one deduces from (2.10) that
 
Ω2̺(ξ)
Φ(∇u,∇v)dx ≤ C
[
ε
 
Ω2̺(ξ)
|∇u−∇v|pdx+
(
ε1−p + ε
1
1−p
) 
Ω2̺(ξ)
|E|pdx
+
( 
Ω2̺(ξ)
|∇u|pdx
) p−1
p
( 
Ω2̺(ξ)
|∇g|pdx
) 1
p

 , (2.15)
for all ε ∈ (0, 1). On the other hand, it is easily to see that if p ≥ 2 there holds
|z1 − z2|
p = |z1 − z2|
p−2|z1 − z2| ≤ Φ(z1, z2), ∀z1, z2 ∈ R
n,
which implies from (2.15) that
 
Ω2̺(ξ)
|∇u−∇v|pdx ≤ C
[
ε
 
Ω2̺(ξ)
|∇u−∇v|pdx+
(
ε1−p + ε
1
1−p
)  
Ω2̺(ξ)
|E|pdx
+
( 
Ω2̺(ξ)
|∇u|pdx
) p−1
p
( 
Ω2̺(ξ)
|∇g|pdx
) 1
p

 . (2.16)
We can choose a fixed number ε ∈ (0, 1) such that Cε < 12 in (2.16) to get
 
Ω2̺(ξ)
|∇u−∇v|pdx ≤ C
[ 
Ω2̺(ξ)
|E|pdx
+
( 
Ω2̺(ξ)
|∇u|pdx
) p−1
p
( 
Ω2̺(ξ)
|∇g|pdx
) 1
p

 ,
and due to Young’s inequality, for all δ ∈ (0, 1), there holds
 
Ω2̺(ξ)
|∇u−∇v|pdx ≤ δ
 
Ω2̺(ξ)
|∇u|pdx+ Cδ1−p
 
Ω2̺(ξ)
|E|pdx.
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This guarantees (2.8) with θ = p. Otherwise, if 1 < p < 2 then we may estimate
|z1 − z2|
p for all z1, z2 ∈ R
n as follows
|z1 − z2|
p = (|z1|
2 + |z2|
2)
p(2−p)
4 [Φ(z1, z2)]
p
2 ≤ 4p (|z1|
p + |z1 − z2|
p)
2−p
2 [Φ(z1, z2)]
p
2 ,
which implies from Ho¨lder’s inequality that 
Ω2̺(ξ)
|∇u−∇v|pdx ≤ 4p
 
Ω2̺(ξ)
(|∇u|p + |∇u−∇v|p)
2−p
2 [Φ(∇u,∇v)]
p
2 dx
≤ 4p
( 
Ω2̺(ξ)
(|∇u|p + |∇u−∇v|p)dx
) 2−p
2
( 
Ω2̺(ξ)
Φ(∇u,∇v)dx
) p
2
.
For every δ ∈ (0, 1), applying Young’s inequality on the right hand side of above
inequality, we obtain that 
Ω2̺(ξ)
|∇u−∇v|pdx ≤
δ
4
 
Ω2̺(ξ)
(|∇u|p + |∇u−∇v|p)dx
+Cδ
p−2
p
 
Ω2̺(ξ)
Φ(∇u,∇v)dx,
which deduces from (2.15) that
 
Ω2̺(ξ)
|∇u−∇v|pdx ≤
δ
4
 
Ω2̺(ξ)
|∇u|pdx+
(
δ
4
+ Cδ
p−2
p ε
) 
Ω2̺(ξ)
|∇u−∇v|pdx
+ Cδ
p−2
p
(
ε1−p + ε
1
1−p
)  
Ω2̺(ξ)
|E|pdx
+ Cδ
p−2
p
(
ε
 
Ω2̺(ξ)
|∇u|pdx
) p−1
p
(
ε1−p
 
Ω2̺(ξ)
|∇g|pdx
) 1
p
.
(2.17)
Remark that for ε ∈ (0, 1) and p ∈ (1, 2) then one has ε1−p ≤ ε
1
1−p . Applying
Ho¨lder’s inequality for the last term on the right hand side of (2.17), one gets that
 
Ω2̺(ξ)
|∇u−∇v|pdx ≤
(
δ
4
+ Cδ
p−2
p ε
) 
Ω2̺(ξ)
|∇u|pdx
+
(
δ
4
+Cδ
p−2
p ε
)  
Ω2̺(ξ)
|∇u−∇v|pdx
+ Cδ
p−2
p ε
1
1−p
 
Ω2̺(ξ)
|E|pdx. (2.18)
For every δ ∈ (0, 1), by taking ε = (4C)−1δ
2
p in (2.18), one obtains (2.8) which
completes the proof.
In the following lemma, by adding an extra condition, in which the nonlinear
operator A satisfies the small BMO condition as in (1.7), we shall prove the com-
parison estimate between the weak solution u to (1.2) and solution w (take a note
that we consider one further reference problem in (2.19) admits solution w).
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Lemma 2.3 Let v be the unique solution to (2.6) and w be the unique solution to
the following equation{
div
(
AΩ̺(ξ)(∇w)
)
= 0, in Ω̺(ξ),
w = v, on ∂Ω̺(ξ).
(2.19)
Assume that [A]̺p˜ < ∞ for p˜ =
pγ
γ−1 , where γ is given in Lemma 2.2. Then there
exists a constant C = C(n, p,Λ1,Λ2) such that
‖∇w‖p
L∞(Ω̺/2(ξ))
≤ C
( 
Ω2̺(ξ)
|∇u|pdx+
 
Ω2̺(ξ)
|E|pdx
)
, (2.20)
and
 
Ω̺(ξ)
|∇u−∇w|pdx ≤ C
((
[A]̺p˜
)p  
Ω2̺(ξ)
|∇u|pdx+
(
[A]̺p˜
)p(1−θ)  
Ω2̺(ξ)
|E|pdx
)
.
(2.21)
Proof. We firstly refer the reader to [39] for the proof of two following inequalities
C−1
 
Ω2̺(ξ)
|∇w|pdx ≤
 
Ω2̺(ξ)
|∇v|pdx ≤ C
 
Ω2̺(ξ)
|∇w|pdx, (2.22)
and  
Ω̺(ξ)
|∇v −∇w|pdx ≤ C
(
[A]̺p˜
)p  
Ω2̺(ξ)
|∇v|pdx. (2.23)
Thanks to (2.22) and (2.8) in Lemma 2.2, for all δ ∈ (0, 1) there holds
‖∇w‖p
L∞(Ω̺/2(ξ))
≤ C
 
Ω2̺(ξ)
|∇w|pdx ≤ C
 
Ω2̺(ξ)
|∇v|pdx
≤ C
( 
Ω2̺(ξ)
|∇u|pdx+
 
Ω2̺(ξ)
|∇u−∇v|pdx
)
≤ C
( 
Ω2̺(ξ)
|∇u|pdx+ δ1−θ
 
Ω2̺(ξ)
|E|pdx
)
, (2.24)
which guarantees (2.20) by choosing a fixed δ. On the other hand, from (2.23) one
gets that
 
Ω̺(ξ)
|∇u−∇w|pdx ≤ C
( 
Ω̺(ξ)
|∇u−∇v|pdx+
 
Ω̺(ξ)
|∇v −∇w|pdx
)
≤ C
( 
Ω2̺(ξ)
|∇u−∇v|pdx+
(
[A]̺p˜
)p  
Ω2̺(ξ)
|∇v|pdx
)
,
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which deduces from (2.24) and (2.8) in Lemma 2.2 that
 
Ω̺(ξ)
|∇u−∇w|pdx ≤ C
( 
Ω2̺(ξ)
|∇u−∇v|pdx+
(
[A]̺p˜
)p  
Ω2̺(ξ)
|∇u|pdx
+
(
[A]̺p˜
)p
δ1−θ
 
Ω2̺(ξ)
|E|pdx
)
≤ C
([
ε+
(
[A]̺p˜
)p] 
Ω2̺(ξ)
|∇u|pdx
+
[
ε1−θ +
(
[A]̺p˜
)p
δ1−θ
] 
Ω2̺(ξ)
|E|pdx
)
, (2.25)
for all ε, δ ∈ (0, 1). Let us take ε =
(
[A]̺p˜
)p
and δ = ε
θ
θ−1 in (2.25), we obtain (2.21).
3 Level-set inequalities
We emphasize that the key technique to prove the good-λ inequalities for measuring
sets in both Theorem 1.15 and 1.17 is based on applying the following well-known
lemma. This lemma has its own role in measure theory, that colloquially discussed as
the substitution of Caldero´n-Zygmund-Krylov-Safonov decomposition. This lemma
is a version of Caldero´n-Zygmund (or Vitali type) covering lemma that allows us to
work with balls instead of cubes, see [12, Lemma 4.2] or [64].
The problem actually has two distinct hypotheses to consider, under (HP) and
(HR). Therefore, we state here the “sandwich” version combined both hypotheses
on Ω, for the sake of simplicity. Here we refer the interested reader to [1,6,9,11,48,
52,53,55,57–60], where these assumptions are independently performed.
Lemma 3.1 (Covering Lemma) Let Ω ⊂ Rn be a bounded domain satisfying one
of the two following assumptions:
(i) Hypothesis (HP) with two constants c0, r0 > 0;
(ii) Hypothesis (HR): Ω is a (δ, r0)-Reifenberg flat domain with δ > 0 small
enough, for some r0 > 0.
Let ε ∈ (0, 1) and two measurable sets V ⊂ W ⊂ Ω satisfying Ln (V) ≤ εLn (BR(0))
for some R ∈
(
0,
r0
20
]
(even if not concentric to BR, by translating we can still as-
sume with the ball centered at the origin). Suppose that for all ξ ∈ Ω and ̺ ∈ (0, R],
if Ln (V ∩B̺(ξ)) > εL
n (B̺(ξ)) then Ω̺(ξ) ⊂ W. Then there exists a constant
C = C(n) > 0 such that Ln (V) ≤ CεLn (W).
Notice that in the statement of Lemma 3.1, two hypotheses (i) and (ii) above are
considered separately and independently, so we still use the letter r0 in two appro-
priate conditions here with one symbol, to maintain simplicity and avoid confusion.
In order to check the the hypotheses of this covering lemma, we separate to
several small steps and the following series of lemmas are essential.
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Lemma 3.2 Let α ∈ [0, n) and z1 ∈ Ω satisfying Mα(|E|
p)(z1) ≤ λ1. Then for
every R > 0, there exists a constant C = C(n, α,diam(Ω)/R) > 0 such that
Ln ({ζ ∈ Ω : Mα(|∇u|
p)(ζ) > λ2}) ≤ C
(
λ1
λ2
) n
n−α
Ln (BR(0)) , (3.1)
for all λ2 > 0.
Proof. Thanks to Lemma 1.14, one gets that
Ln ({ζ ∈ Ω : Mα(|∇u|
p)(ζ) > λ2}) ≤ C
(
1
λ2
ˆ
Ω
|∇u|pdx
) n
n−α
,
which follows from the global estimate (2.1) in Lemma 2.1 that
Ln ({ζ ∈ Ω : Mα(|∇u|
p)(ζ) > λ2}) ≤ C
(
1
λ2
ˆ
Ω
|E|pdx
) n
n−α
. (3.2)
Let us denote the ballQ := BD0(z1) withD0 = diam(Ω). Recall thatMα(|E|
p)(z1) ≤
λ1 and Ω ⊂ Q, it implies from (3.2) that
Ln ({ζ ∈ Ω : Mα(|∇u|
p)(ζ) > λ2}) ≤ C
(
Ln(Q)
λ2
 
Q
|E|pdx
) n
n−α
≤ C
(
Ln(Q)
λ2
D−α0 Mα(|E|
p)(z1)
) n
n−α
≤ C
(
λ1
λ2
) n
n−α
Dn0 .
This leads to conclude that the following estimate holds
Ln ({ζ ∈ Ω : Mα(|∇u|
p)(ζ) > λ2}) ≤ C
(
D0
R
)n(λ1
λ2
) n
n−α
Ln(BR(0)),
which completes the proof of (3.1).
Lemma 3.3 Let α ∈ [0, n) and z2 ∈ Ω̺(ξ) satisfying Mα(|∇u|
p)(z2) ≤ λ. Then for
all δ ≥ 3n+1 there holds
Ln ({ζ ∈ Ω̺(ξ) : Mα(|∇u|
p)(ζ) > δλ})
≤ Ln
({
ζ ∈ Ω̺(ξ) : Mα(χB2̺(ξ)|∇u|
p)(ζ) > δλ
})
. (3.3)
Proof. For any ζ ∈ B̺(ξ), it is easily to see that
Mα(|∇u|
p)(ζ) ≤ max {M̺α(|∇u|
p)(ζ); T̺α(|∇u|
p)(ζ)} , (3.4)
where
M̺α(|∇u|
p)(ζ) = sup
0<̺′<̺
(̺′)α
 
B̺′(ζ)
|∇u|pdx,
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and
T̺α(|∇u|
p)(ζ) = sup
̺′≥̺
(̺′)α
 
B̺′(ζ)
|∇u|pdx.
From (3.4), the measure on the left hand side of (3.3) can be decomposed as follows
Ln ({ζ ∈ Ω̺(ξ) : Mα(|∇u|
p)(ζ) > δλ})
≤ Ln ({ζ ∈ Ω̺(ξ) : M
̺
α(|∇u|
p)(ζ) > δλ})
+ Ln ({ζ ∈ Ω̺(ξ) : T
̺
α(|∇u|
p)(ζ) > δλ}) . (3.5)
Moreover, we can see that B̺′(ζ) ⊂ B2̺(ξ) for all ̺
′ ∈ (0, ̺). Therefore, one has
M̺α(|∇u|
p)(ζ) = sup
0<̺′<̺
(̺′)α
 
B̺′ (ζ)
χB2̺(ξ)|∇u|
pdx ≤Mα(χB2̺(ξ)|∇u|
p)(ζ). (3.6)
On the other hand, since B̺′(ζ) ⊂ B3̺′(z2) for all ̺
′ ≥ ̺, it follows that
T̺α(|∇u|
p)(ζ) = sup
̺′≥̺
(̺′)α
 
B̺′ (ζ)
|∇u|pdx
≤ sup
̺′≥̺
(̺′)α
Ln(B3̺′(z2))
Ln(B̺′(ζ))
 
B3̺′ (z2)
|∇u|pdx
≤ 3n−α sup
̺′≥̺
(3̺′)α
 
B3̺′ (z2)
|∇u|pdx
≤ 3nMα(|∇u|
p)(z2). (3.7)
Thanks to assumptionMα(|∇u|
p)(z2) ≤ λ and estimate (3.7), we may conclude that
Ln ({ζ ∈ Ω̺(ξ) : T
̺
α(|∇u|
p)(ζ) > δλ}) = 0, for all δ > 3n. (3.8)
Finally, the proof of (3.3) can be completed by taking into account (3.5), (3.6)
and (3.8).
Lemma 3.4 Let α ∈ [0, n). One can find some constants ϑ, κ and ε0 > 0 depending
on n, p, Λ1, Λ2 and α such that if z1 ∈ Ω̺(ξ) and z2 ∈ B̺(ξ) satisfying
Mα(|∇u|
p)(z1) ≤ λ and Mα(|E|
p)(z2) ≤ ε
κλ, (3.9)
then the following inequality
Ln
({
ζ ∈ Ω̺(ξ) : Mα(χB2̺(ξ)|∇u|
p)(ζ) > ε−ϑλ
})
≤ εLn (B̺(ξ)) , (3.10)
holds for all λ > 0 and ε ∈ (0, ε0).
Proof. In order to obtain (3.10), we now consider two cases when ξ belongs to the
interior domain B4̺(ξ) ⊂ Ω and ξ is close to the boundary B4̺(ξ) ∩ ∂Ω 6= ∅. In the
first case B4̺(ξ) ⊂ Ω, let v be the unique solution to the following equation{
div (A(x,∇v)) = 0, in B4̺(ξ),
v = u, on ∂B4̺(ξ).
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Thanks to reverse Ho¨lder’s inequality (2.7) and the comparison estimate (2.8) in
Lemma 2.2, there exists a constant γ > 1 such that
( 
B2̺(ξ)
|∇v|γpdx
) 1
γ
≤ C
 
B4̺(ξ)
|∇v|pdx, (3.11)
and  
B4̺(ξ)
|∇u−∇v|pdx ≤ δ
 
B4̺(ξ)
|∇u|pdx+ Cδ1−θ
 
B4̺(ξ)
|E|pdx, (3.12)
for all δ ∈ (0, 1) and θ is given as in (2.9). We can decompose as follows
L : = Ln
({
ζ ∈ Ω̺(ξ) : Mα(χB2̺(ξ)|∇u|
p)(ζ) > ε−ϑλ
})
≤ CLn
({
ζ ∈ B̺(ξ) : Mα(χB2̺(ξ)|∇u−∇v|
p)(ζ) > ε−ϑλ
})
+ CLn
({
ζ ∈ B̺(ξ) : Mα(χB2̺(ξ)|∇v|
p)(ζ) > ε−ϑλ
})
. (3.13)
Applying Lemma 1.14 for two terms on the right hand side of (3.13) with s = 1 and
s = γ > 1 respectively, we obtain that
L ≤ C
(
1
ε−ϑλ
ˆ
B2̺(ξ)
|∇u−∇v|pdx
) n
n−α
+ C
(
1
(ε−ϑλ)
γ
ˆ
B2̺(ξ)
|∇v|γpdx
) n
n−αγ
.
Performing as a form of the integral average, this inequality leads to
L ≤
(
(4̺)n
ε−ϑλ
 
B4̺(ξ)
|∇u−∇v|pdx
) n
n−α
+ C
(
(2̺)n
(ε−ϑλ)
γ
 
B2̺(ξ)
|∇v|γpdx
) n
n−αγ
.
(3.14)
Thanks to (3.11) and (3.12), one obtains from (3.14) that
L ≤ C
(
(4̺)n
ε−ϑλ
) n
n−α
(
δ
 
B4̺(ξ)
|∇u|pdx+ δ1−θ
 
B4̺(ξ)
|E|pdx
) n
n−α
+ C
(
(2̺)
n
γ
ε−ϑλ
 
B4̺(ξ)
|∇v|pdx
) nγ
n−αγ
. (3.15)
It is not difficult to see that B4̺(ξ) ⊂ B5̺(z1)∩B5̺(z2) which yields from (3.9) that
 
B4̺(ξ)
|∇u|pdx ≤ C
 
B5̺(z1)
|∇u|pdx ≤ C(5̺)−αMα(|∇u|
p)(z1) ≤ C̺
−αλ, (3.16)
and 
B4̺(ξ)
|E|pdx ≤ C
 
B5̺(z2)
|E|pdx ≤ C(5̺)−αMα(|E|
p)(z2) ≤ C̺
−αεκλ. (3.17)
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On the other hand, thanks to (3.12) again and notice that 1 + δ ≤ 2, one has
 
B4̺(ξ)
|∇v|pdx ≤ C
( 
B4̺(ξ)
|∇u|pdx+
 
B4̺(ξ)
|∇u−∇v|pdx
)
≤ C
( 
B4̺(ξ)
|∇u|pdx+ δ1−θ
 
B4̺(ξ)
|E|pdx
)
. (3.18)
Collecting (3.16), (3.17) and (3.18) into (3.15), it gives
L ≤ C
(
(4̺)n
ε−ϑλ
) n
n−α (
δ̺−αλ+ δ1−θ̺−αεκλ
) n
n−α
+ C
(
(2̺)
n
γ
ε−ϑλ
(
̺−αλ+ δ1−θ̺−αεκλ
)) nγn−αγ
.
By direct computation this inequality, we obtain that
L ≤ C
[
ε
ϑn
n−α (δ + δ1−θεκ)
n
n−α + ε
ϑnγ
n−αγ (1 + δ1−θεκ)
nγ
n−αγ
]
̺n. (3.19)
Let us take δ = ε
κ
θ in (3.19), we may conclude that
L ≤ C
(
ε(ϑ+
κ
θ )
n
n−α + ε
ϑnγ
n−αγ
)
̺n ≤ C
(
ε(ϑ+
κ
θ )
n
n−α + ε
ϑnγ
n−αγ
)
Ln (B̺(ξ)) . (3.20)
To balance the exponent of ε on the right hand side of (3.20), let us choose ϑ and
κ such that
ϑnγ
n− αγ
=
(
ϑ+
κ
θ
) n
n− α
= 1, (3.21)
which guarantees (3.10).
We now consider the other case when B4̺(ξ) ∩ ∂Ω 6= ∅. In this case, there is
zb ∈ ∂Ω such that |zb − ξ| = dist(ξ, ∂Ω) ≤ 4̺. Let us consider v˜ as the unique
solution to the following equation{
div (A(x,∇v˜)) = 0, in Ω12̺(zb),
v˜ = u, on ∂Ω12̺(zb).
We remark that B2̺(ξ) ⊂ B6̺(zb), it yields that
L ≤ Ln
({
ζ ∈ Ω̺(ξ) : Mα(χB6̺(zb)|∇u|
p)(ζ) > ε−ϑλ
})
≤ CLn
({
ζ ∈ Ω̺(ξ) : Mα(χB6̺(zb)|∇u−∇v˜|
p)(ζ) > ε−ϑλ
})
+ CLn
({
ζ ∈ Ω̺(ξ) : Mα(χB6̺(zb)|∇v˜|
p)(ζ) > ε−ϑλ
})
≤ C
(
1
ε−ϑλ
ˆ
B6̺(zb)
|∇u−∇v˜|pdx
) n
n−α
+ C
(
1
(ε−ϑλ)
γ
ˆ
B6̺(zb)
|∇v˜|γpdx
) n
n−αγ
,
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where Lemma 1.14 is applied in the last inequality. It thus gives us
L ≤ C
(
̺n
ε−ϑλ
 
B12̺(zb)
|∇u−∇v˜|pdx
) n
n−α
+ C
(
̺n
(ε−ϑλ)
γ
 
B6̺(zb)
|∇v˜|γpdx
) n
n−αγ
.
(3.22)
Thanks to Lemma 2.2 again, one has
( 
B6̺(zb)
|∇v˜|γpdx
) 1
γ
≤ C
 
B12̺(zb)
|∇v˜|pdx,
and  
B12̺(zb)
|∇u−∇v˜|pdx ≤ δ
 
B12̺(zb)
|∇u|pdx+ Cδ1−θ
 
B12̺(zb)
|E|pdx,
for all δ ∈ (0, 1) and θ given in (2.9). Similar the first case, using assumptions (3.9)
with notice that B12̺(zb) ⊂ B18̺(z1) ∩B18̺(z2), we can easily to check that
 
B12̺(zb)
|∇u|pdx ≤ C̺−αλ and
 
B12̺(zb)
|E|pdx ≤ C̺−αεκλ.
It follows that  
B12̺(zb)
|∇u−∇v˜|pdx ≤ C
(
δ + δ1−θεκ
)
̺−αλ, (3.23)
and therefore
 
B6̺(zb)
|∇v˜|γpdx ≤ C
( 
B12̺(zb)
|∇u|p + |∇u−∇v˜|pdx
)γ
≤ C
[(
1 + δ + δ1−θεκ
)
̺−αλ
]γ
≤ C
[(
1 + δ1−θεκ
)
̺−αλ
]γ
. (3.24)
Collecting (3.22) with (3.23) and (3.24), one gets the same estimate as in (3.20).
To conclude the proof, it remains to choose the same parameters as in (3.21). One
concludes (3.10) to finish the proof.
Lemma 3.5 Let α ∈ [0, n). For all ε > 0, one can find some constants a∞ > 1,
δ = δ(ε) and aε ∈ (0, 1) such that if [A]
r0
p˜ ≤ δ, z1 ∈ Ω̺(ξ) and z2 ∈ B̺(ξ) satisfying
Mα(|∇u|
p)(z1) ≤ λ and Mα(|E|
p)(z2) ≤ aελ, (3.25)
then the following inequality
Ln
({
ζ ∈ Ω̺(ξ) : M
̺
α(χB2̺(ξ)|∇u|
p)(ζ) > a∞λ
})
≤ εLn (B̺(ξ)) , (3.26)
holds for all λ > 0.
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Proof. As in the proof of Lemma 3.4, we also consider two cases corresponding to
B8̺(ξ) ⊂ Ω and B8̺(ξ)∩∂Ω 6= ∅ respectively. In the first case B8̺(ξ) ⊂ Ω, it notices
that Ω8̺(ξ) = B8̺(ξ). Let v be the unique solution to{
div (A(x,∇v)) = 0, in B8̺(ξ),
v = u− g, on ∂B8̺(ξ),
and w be the unique solution to the following equation{
div
(
AB4̺(ξ)(∇w)
)
= 0, in B4̺(ξ),
w = v, on ∂B4̺(ξ).
For all ζ ∈ Ω̺(ξ) = B̺(ξ), thanks to (2.20) in Lemma 2.3 one has
M̺α(χB2̺(ξ)|∇w|
p)(ζ) ≤ C̺α‖∇w‖p
L∞(B2̺(ξ))
≤ C
(
̺α
 
B8̺(ξ)
|∇u|pdx+ ̺α
 
B8̺(ξ)
|E|pdx
)
≤ C (Mα(|∇u|
p)(z1) +Mα(|E|
p)(z2)) ,
which deduces from the assumption (3.25) that
M̺α(χB2̺(ξ)|∇w|
p)(ζ) ≤ C (1 + aε)λ ≤ C
∗λ, for all aε ∈ (0, 1).
It yields that if we choose a∞ ≥ C
∗ then
Ln
({
ζ ∈ B̺(ξ) : M
̺
α(χB2̺(ξ)|∇w|
p)(ζ) > a∞λ
})
= 0,
which guarantees that
Ln
({
ζ ∈ Ω̺(ξ) : M
̺
α(χB2̺(ξ)|∇u|
p)(ζ) > a∞λ
})
≤ CLn
({
ζ ∈ B̺(ξ) : M
̺
α(χB2̺(ξ)|∇u−∇w|
p)(ζ) > a∞λ
})
≤ C
(
1
a∞λ
ˆ
B2̺(ξ)
|∇u−∇w|pdx
) n
n−α
. (3.27)
Here the last inequality in (3.27) holds due to Lemma 1.14 with s = 1. The right-
hand side of (3.27) can be estimated by applying inequality (2.20) in Lemma 2.3
and assumption (3.25), as followsˆ
B2̺(ξ)
|∇u−∇w|pdx ≤ C̺n
 
B4̺(ξ)
|∇u−∇w|pdx
≤ C̺n−α
((
[A]4̺p˜
)p
̺α
 
B8̺(ξ)
|∇u|pdx
+
(
[A]4̺p˜
)p(1−θ)
̺α
 
B8̺(ξ)
|E|pdx
)
≤ C̺n−α
(
δpMα(|∇u|
p)(z1) + δ
p(1−θ)Mα(|E|
p)(z2)
)
≤ C̺n−α
(
δp + δp(1−θ)aε
)
λ
≤ C̺n−αδpλ, (3.28)
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where aε ∈ (0,min{1, δ
pθ}). Combining (3.27) and (3.28), we obtain that
Ln
({
ζ ∈ Ω̺(ξ) : M
̺
α(χB2̺(ξ)|∇u|
p)(ζ) > a∞λ
})
≤ C̺n
(
δp
a∞
) n
n−α
,
which implies to (3.26) by taking δ small enough such that C
(
δp
a∞
) n
n−α
< ε. We
can prove (3.26) for the second case B8̺(ξ) ∩ ∂Ω 6= ∅ by the same technique as in
the proof of Lemma 3.4. More precisely, we first take zb ∈ ∂Ω such that |zb − ξ| =
dist(ξ, ∂Ω) ≤ 8̺. Then we consider the similar problem in Ω18̺(zb) as the proof of
the first case.
4 Proofs of main Theorems
In this section, we give detail proofs of main Theorems by applying the covering
Lemma 3.1 which is discussed in the previous section.
Proof of Theorem 1.15. In this proof, we apply Lemma 3.1 for two mea-
surable subsets Vε,λ, Wλ of Ω given below. For every ε > 0 and λ > 0, let us
define
Vε,λ :=
{
ζ ∈ Ω : Mα(|∇u|
p)(ζ) > ε
α
n
− 1
γ λ, Mα(|E|
p)(ζ) ≤ ε
θ
(
1− 1
γ
)
λ
}
,
and Wλ := {ζ ∈ Ω : Mα(|∇u|
p)(ζ) > λ} ,
where γ > 1 and θ ≥ 2 are two constants defined as in Lemma 2.2. To prove the good-
λ inequality (1.8) in Theorem 1.15, we need to show that for every 0 < R < r0/12,
there holds
i) Ln (Vε,λ) ≤ εL
n (BR(0));
ii) for any ξ ∈ Ω, ̺ ∈ (0, R], if Ln (Vε,λ ∩B̺(ξ)) > εL
n (B̺(ξ)) then Ω̺(ξ) ⊂ Wλ;
for all λ > 0 and ε small enough. We first emphasize that it is nothing to do when
Vε,λ is empty. So we may assume that Vε,λ is not empty which implies that there
exists ξ1 ∈ Ω such that Mα(|E|
p)(ξ1) ≤ ε
θ
(
1− 1
γ
)
λ. Thanks to Lemma 3.2, one has
Ln (Vε,λ) ≤ Cε
1+
n(γ−1)(θ−1)
γ(n−α) Ln (BR(0)) ,
which guarantees i) for ε small enough. The proof of ii) can be obtained by contra-
diction. Let us assume that we can find ξ2 ∈ Ω̺(ξ) ∩W
c
λ and ξ3 ∈ Vε,λ ∩ B̺(ξ), it
leads to
Mα(|∇u|
p)(ξ2) ≤ λ and Mα(|E|
p)(ξ3) ≤ ε
θ
(
1− 1
γ
)
λ.
Thanks to Lemma 3.3 and Lemma 3.4, for ε ∈
(
0, 3
− n
2γ
n−αγ
)
there holds
Ln (Vε,λ ∩B̺(ξ)) ≤ L
n
({
ζ ∈ Ω̺(ξ) : Mα(χB2̺(ξ)|∇u|
p)(ζ) > ε
α
n
− 1
γ λ
})
≤ εLn (B̺(ξ)) ,
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which finishes the proof.
Proof of Theorem 1.16. By changing of variable λ to ε
α
n
− 1
γ λ in the integral
of definition of norm in Lorentz space Lq,s(Ω), there holds
‖Mα(|∇u|
p)‖sLq,s(Ω) = q
ˆ ∞
0
λsLn ({ζ ∈ Ω : Mα(|∇u|
p)(ζ) > λ})
s
q
dλ
λ
= ε
sα
n
− s
γ q
ˆ ∞
0
λsLn
({
ζ ∈ Ω : Mα(|∇u|
p)(ζ) > ε
α
n
− 1
γ λ
}) s
q dλ
λ
.
Due to Theorem 1.15, one has
Ln
({
ζ ∈ Ω : Mα(|∇u|
p)(ζ) > ε
α
n
− 1
γ λ
})
≤ CεLn ({ζ ∈ Ω : Mα(|∇u|
p)(ζ) > λ})
+ Ln
({
ζ ∈ Ω : Mα(|E|
p)(ζ) > ε
θ
(
1− 1
γ
)
λ
})
,
for all ε ∈ (0, ε0) for some ε0 > 0 small enough. Therefore, we get that
‖Mα(|∇u|
p)‖sLq,s(Ω) ≤ Cε
sα
n
− s
γ
+ s
q q
ˆ ∞
0
λsLn ({ζ ∈ Ω : Mα(|∇u|
p)(ζ) > λ})
s
q
dλ
λ
+Cε
sα
n
− s
γ q
ˆ ∞
0
λsLn
({
ζ ∈ Ω : Mα(|E|
p)(ζ) > ε
θ
(
1− 1
γ
)
λ
}) s
q dλ
λ
. (4.1)
By changing of variable again in the last term on right-hand side of (4.1), it implies
that
‖Mα(|∇u|
p)‖sLq,s(Ω) ≤ Cε
sα
n
− s
γ
+ s
q ‖Mα (|∇u|
p) ‖sLq,s(Ω)
+ Cε
sα
n
− s
γ
−sθ
(
1− 1
γ
)
‖Mα(|E|
p)‖sLq,s(Ω). (4.2)
For every 0 < s <∞ and 0 < q < nγ
n−αγ , we may choose ε in (4.2) such that:
Cε
s
(
α
n
− 1
γ
+ 1
q
)
≤
1
2
,
to obtain (1.9). The proof can be obtained by the similar way for the case s =∞.
Proof of Theorem 1.17 . It is similar to the proof of Theorem 1.15, the
good-λ inequality (1.10) can be proved by applying Lemma 3.1 for two following
subsets of Ω as
Vε,λ := {ζ ∈ Ω : Mα(|∇u|
p)(ζ) > a∞λ, Mα(|E|
p)(ζ) ≤ aελ} ,
and Wλ := {ζ ∈ Ω : Mα(|∇u|
p)(ζ) > λ} ,
where a∞ and aε will be determined later. Without loss of generality, we may
assume that Vε,λ is not empty which implies that there exists ξ1 ∈ Ω such that
Mα(|E|
p)(ξ1) ≤ aελ. Thanks to Lemma 3.2, one has
Ln (Vε,λ) ≤ C
∗∗
(
aε
a∞
) n
n−α
Ln (Br0(0)) ≤ εL
n (Br0(0)) ,
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for all aε small enough such that C
∗∗ (aε/a∞)
n
n−α ≤ ε. The second assumption
of Lemma 3.1 will be showed by contradiction. The existence of two points ξ2 ∈
Ω̺(ξ) ∩W
c
λ and ξ3 ∈ Vε,λ ∩B̺(ξ) leads to
Mα(|∇u|
p)(ξ2) ≤ λ and Mα(|E|
p)(ξ3) ≤ aελ.
Lemma 3.3 and Lemma 3.5 ensure that there exist δ = δ(n, α, ε) ∈ (0, 1), a∞ =
a∞(n, p, α) > 1 and aε = aε(n, α, ε) ∈ (0, 1) such that if Ω is a (δ, r0)-Reifenberg flat
domain satisfying [A]r0p˜ ≤ δ then
Ln (Vε,λ ∩B̺(ξ)) ≤ L
n
({
ζ ∈ Ω̺(ξ) : M
̺
α(χB2̺(ξ)|∇u|
p)(ζ) > a∞λ
})
≤ εLn (B̺(ξ)) .
The proof is completed by applying Lemma 3.1.
Proof of Theorem 1.18. Theorem 1.17 show that one can find a∞ and aε
such that the following inequality
Ln ({ζ ∈ Ω : Mα(|∇u|
p)(ζ) > a∞λ}) ≤ CεL
n ({ζ ∈ Ω : Mα(|∇u|
p)(ζ) > λ})
+ Ln ({ζ ∈ Ω : Mα(|E|
p)(ζ) > aελ}) ,
holds for all ε > 0. Therefore, for every 0 < q < ∞ and 0 < s <∞, by changing of
variables we get that
‖Mα(|∇u|
p)‖sLq,s(Ω) = a
s
∞q
ˆ ∞
0
λsLn ({ζ ∈ Ω : Mα(|∇u|
p)(ζ) > a∞λ})
s
q
dλ
λ
≤ Cas∞ε
s
q q
ˆ ∞
0
λsLn ({ζ ∈ Ω : Mα(|∇u|
p)(ζ) > λ})
s
q
dλ
λ
+ Cas∞q
ˆ ∞
0
λsLn ({ζ ∈ Ω : Mα(|E|
p)(ζ) > aελ})
s
q
dλ
λ
≤ Cas∞ε
s
q ‖Mα (|∇u|
p) ‖sLq,s(Ω) + C(a∞/aε)
s‖Mα(|E|
p)‖sLq,s(Ω).
Let us fix ε in the last inequality such that Cas∞ε
s
q ≤ 12 to have (1.9). It is similar
for the case s =∞.
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