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1 Introduction
It has been long conjectured [1] that quantum fluctuations of the gravitational field might
soften the singularities which appear in almost all solutions to the gravitational field equa-
tions without source. We here assume that this role is to be played by the effect of
noncommutativity. We assume that is that noncommutativity is an effective if but par-
tial description of quantum fluctuations; it would play in this respect the same role that
thermodynamics plays with respect to statistical physics. Noncommutative geometry to
a large extent follows a path previously taken by quantum mechanics with one essential
difference; there is no experimental motivation for it. We consider the subject of interest
in so far that it can be considered as an extension of the theory of gravity which enables
us to better understand the role of the gravitational field as a regulator for classical as well
as quantum singularities.
Over the passed few years a noncommutative generalization of the Cartan frame formalism
has been developed [3, 4] and applied [5, 6, 7, 8] with varying degrees of success to problems
in gravitational physics, notably to the possibility of blowing up [9] the Big Bang. One
distinguishing feature of this formalism is that the field equations are not derived from
an action principle but rather from constraints imposed on the frame arising from Jacobi
identities. These identities, we conjecture, fix the Ricci tensor. In particular then the
Einstein tensor is determined and the value it takes can be interpreted as an effective source
due to the existence of the noncommutative structure. In the quasi-classical approximation
this can be more precisely interpreted as the energy of the Poisson structure. One of
the motivations of this modification of the field equations is the further conjecture that
curvature as is usually defined in differential geometry cannot be used without modification
in the noncommutative generalization. It is hoped that once the correct expression is found
then the Ricci contraction will yield an Einstein tensor which includes the Poisson energy.
The notation is drawn from previous publications [3]. A tilde is used to designate commu-
tative geometry or a classical limit of a noncommutative one. We use the convention of
distinguishing the frame components of a vector from the natural components by a choice
in index: the Greek or Latin indices from the middle of the alphabet are coordinate and
those from the beginning are frame indices. For example if Jµν are the natural components
of an antisymmetric tensor then the frame components will be written as Jαβ . If Jµν is
a commutator this is quite consistent provided we remain at the quasi-classical approxi-
mation. We shall however apply the convention also when describing the nonperturbative
solutions in Section 2 in which case it can be ambiguous.
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1.1 Algebraic approach
Consider a smooth manifold M with a moving frame θ˜α. Let A be a noncommutative de-
formation of the algebra C(M) of smooth functions onM defined by a symplectic structure
J and let θα be a noncommutative deformation of the moving frame. As we shall see, the
connection on A can be defined to satisfy both a left and right Leibniz rule, a condition
which is intimately connected with the existence of a reality condition; the metric can be
defined to be a bilinear map, a condition connected with locality. The classical limit of the
geometry is thus naturally equipped with a linear connection and a metric as well as with
a Poisson structure. Under the assumptions which we shall impose the Poisson structure
is non-degenerate. We shall be more precise about these extensions below. We would like
to be able to show that in the weak-field, quasi-classical approximation they imply that
the metric defined by the frame cannot be arbitrary and that the Ricci tensor is fixed by
Jacobi identities.
Let A be a noncommutative ∗-algebra generated by four hermitian elements xµ which
satisfy the commutation relations:
[xµ, xν ] = ik¯Jµν(xσ). (1.1)
As a measure of noncommutativity, and to recall the many parallels with quantum me-
chanics, we use the symbol k¯, which designates the square of a real number whose value
could lie somewhere between the Planck length and the proton radius m−1P . The value
becomes important when we consider perturbations. The Jµν are of course restricted by
Jacobi identities; we shall see below that there are two other natural requirements which
also restrict them.
Let L be a macroscopic length scale. In the Schwarzschild geometry defined by a source
of mass µ the gravitational field is weak if the parameter GNµL
−1 is small. In de Sitter
geometry with cosmological constant Λ the corresponding parameter is ΛL2. In the micro-
scopic domain we have two length scales determined by respectively the square GN~ of the
Planck length and by k¯. These two scales are not necessarily related, although both are
of course much smaller than L2. It would be reasonable to identify k¯ with GN~ thus pre-
sumably identifying quantum gravity with noncommutativity; a weaker assumption, that
noncommutativity gives just an effective description of quantum gravity, would correspond
to a vague inequality GN~ ≃ k¯.
One can also compare a classical gravitational field with noncommutativity. As noted,
the gravitational field is weak if the dimensionless parameter ǫGF = (GNµ)
2L−2 is small;
on the other hand, the space-time is almost commutative if the dimensionless parameter
ǫNC = k¯L
−2 is small. If noncommutativity is not related to gravity then it makes sense to
speak of ordinary gravity as the limit k¯ → 0 with GNµ non vanishing. However one could
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assume that noncommutativity and gravity are directly related: in that case, both should
vanish with k¯. We shall consider the first situation with
k¯ ≪ (GNµ)
2 ≪ L2, ǫ = ǫNC/ǫGF ≪ 1, (1.2)
and expand in the parameter ǫ which is a measure of the relative dimension of a typical
‘space-time cell’ compared with a typical ‘quantity of gravitational energy’.
1.2 Differential calculi
Assume that there is over A a differential calculus which is such [4] that the module of
1-forms is free as a left or right module and possesses a preferred basis θα which commutes
[xµ, θα] = 0 (1.3)
with the algebra. Such a basis we call a frame. The space which one obtains in the
commutative limit is therefore parallelizable, with a global moving frame θ˜α which is the
commutative limit of θα. We can write the differential
dxµ = eµαθ
α, eµα = eαx
µ. (1.4)
The algebra is defined by product (1.1) that is by the matrix of elements Jµν ; the metric
is defined we shall see below as in the commutative case, by the matrix of elements eµα.
Consistency requirements impose relations between these two matrices which in simple
situations allow us to find a one-to-one correspondence between the structure of the algebra
and the metric.
The input of which we shall make the most use is the Leibniz rule
ik¯eαJ
µν = [eµα, x
ν ]− [eνα, x
µ]. (1.5)
One can see here a differential equation for Jµν in terms of eµα. The momenta pα introduced
as in quantum mechanics stand in duality to the position operators xµ by the relation
[pα, x
µ] = ~eαx
µ = ~eµα. (1.6)
The right-hand side of this identity defines the gravitational field. The left-hand side must
obey Jacobi identities. These identities yield relations between quantum mechanics in the
given space-time and the noncommutative structure of the algebra.
The three aspects of reality then, the curvature of space-time, quantum mechanics and the
noncommutative structure are intimately connected. We shall explore here an even more
exotic possibility that the field equations of general relativity are encoded in the structure
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of the algebra so that the relation between general relativity and quantum mechanics
can be understood by the relation which each of these theories has with noncommutative
geometry.
In spite of the rather lengthy formalism the basic idea is simple. We start with a classical
geometry described by a moving frame θ˜α and we quantize it by replacing the moving
frame by a frame θα, as we shall describe in some detail below. The easiest cases would
include those frames which could be quantized without ordering problems. Let e˜α be the
vector fields dual to the frame θ˜α; we quantize them as in (1.6) by imposing the rule
e˜α 7→ eα = ~
−1ad pα. (1.7)
Finally, we must construct a noncommutative algebra consistent with the assumed differ-
ential calculus; this defines the image of the map
θα −→ θ˜α −→ Jµν . (1.8)
More details of this map will be given in the Appendix. The algebra we identify with
‘position space’.
To construct phase space we must add the momenta pα. In ordinary geometry there is but
one way to do so; the derivations eα are outer and the associated momenta do not belong to
the algebra generated by the position variables. That is, we add the extra elements which
are necessary in order that the derivations be inner, as one does in ordinary quantum
mechanics. In noncommutative geometry there are more possibilities; in particular, pα can
belong to the initial algebra A. Also the new element is that the consistency relations in
the algebra such as Jacobi identities
ik¯[pα, J
µν ] = [x[µ, [pα, x
ν]]]. (1.9)
in principle restrict θα and Jµν .
If the space is flat, eµα = δ
µ
α and the frame is the canonical flat frame then the right-hand
side of (1.9) vanishes and it is possible to consistently choose the expression Jµν to be equal
to a constant. On the other hand, if the space is curved the right-hand side cannot vanish
except of course in the limit k¯ → 0. The map (1.8) is not single valued since any constant
J has flat space as inverse image.
We must insure also that the differential is well defined. A necessary condition is that
d[xµ, θα] = 0, from which it follows that the momenta pα must satisfy the consistency
condition
2pγpδP
γδ
αβ − pγF
γ
αβ −Kαβ = 0. (1.10)
The P γδαβ define the exterior product in the algebra of forms,
θγθδ = P γδαβθ
α ⊗ θβ . (1.11)
6
We write P αβγδ in the form
P αβγδ =
1
2
δ
[α
γ δ
β]
δ + iǫQ
αβ
γδ (1.12)
of a standard antisymmetrizer plus a peturbation. If further [10] we decompose Qαβγδ as
the sum of two terms
Qαβγδ = Q
αβ
− γδ +Q
αβ
+ γδ (1.13)
symmetric (antisymmetric) and antisymmetric (symmetric) with respect to the upper
(lower) indices then the condition that P αβγδ be a projector is satisfied to first order
in k¯ because of the property that
Qαβγδ = P
αβ
ζηQ
ζη
γδ +Q
αβ
ζηP
ζη
γδ. (1.14)
The compatibility condition
(P αβζη)
∗P ηζγδ = P
βα
γδ (1.15)
with the product is satisfied provided Qαβγδ is real.
From (1.3) it follows that
d[xµ, θα] = [dxµ, θα] + [xµ, dθα] = eµβ[θ
β, θα]− 1
2
[xµ, Cαβγ ]θ
βθγ = 0. (1.16)
We have here introduced the Ricci rotation coefficients Cαβγ . We find then that multipli-
cation of 1-forms must satisfy
[θα, θβ] = 1
2
θβµ [x
µ, Cαγδ]θ
γθδ. (1.17)
Consistency requires then that
θ[βµ [x
µ, Cα]γδ] = 0; (1.18)
because of the condition (1.3) consistency also requires that
θ(αµ [x
µ, Cβ)γδ] = Q
αβ
− γδ. (1.19)
We have in general four consistency relations which must be satisfied in order to obtain
a noncommutative extension of a commutative manifold. They are the Leibniz rule (1.5),
the Jacobi identity and the conditions (1.18) and (1.19) on the differential. The first two
constraints are not completely independent of the differential calculus since one involves
the momentum operators. The condition (1.19) follows in general from the expression [11]
Cαβγ = F
α
βγ − 4iǫpδQ
αδ
− βγ (1.20)
for the rotation coefficients. It follows also from general considerations that the rotation
coefficients must satisfy the gauge condition
eαC
α
βγ = 0. (1.21)
We shall refer to all these conditions as the Jacobi constraints.
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2 Phase space
The classical phase space associated to Minkowski space-time has eight dimensions. The
associated algebra A can be considered as the algebra with four position generators x˜µ
and four momentum generators p˜α subject to the sole relation that they commute. The
quantized phase space is the same but with the Heisenberg commutation relations
[pα, x
µ] = ~δµα. (2.1)
Over this algebra there is a natural moving frame θα = δαµdx
µ the dual derivations of which
are given by
eβ = δ
ν
β∂ν = ~
−1ad pβ. (2.2)
We shall set ~ = 1 so that the momenta are normalized as we wish them to be, with
dxµ(eβ) = δ
µ
β . The moving frame θ
α is clearly a frame in the sense we have defined it. As
in the commutative case, since the frame is exact the curvature vanishes: the associated
geometry is flat. We have thus a map
Minkowski 7→ Heisenberg (2.3)
the extension of which to a geometry with generic curvature we wish to construct. There
exists the commutative limit as special case; the map takes each 4-geometry into a subal-
gebra of the algebra of sections of the form bundle defined by the moving frame. We shall
extend this map to one which includes the corrections of first order in the noncommuta-
tivity parameter k¯. We shall see that the existence of the extension imposes integrability
conditions on the classical limit of the map. These conditions we conjecture (guess) replace
the field equations. An analogous situation exists in classical gravity when one attempts
to find solutions as perturbation expansions in the gravitational coupling constant: the
existence for example of the first-order corrections implies that the sources obey the con-
servation laws of the flat space-time.
2.1 Momenta and representations
To make transparent the dual roles played by the position and the momenta we introduce
the index i = (λ, α) and write a point in phase space as yi = (xλ, pα). We lower the
index with the metric components gij = (gµν , g
αβ). The classical Heisenberg commutation
relations can be written then as
[yi, yj] = J ij , (2.4)
with
J ij =
(
0 δµβ
−δνα 0
)
. (2.5)
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The matrix J contains all the information of the system. The even elements J+ describe the
algebra and the noncommutative differential calculus, the odd elements J− depend directly
on the frame which in turn determines the limiting commutative (de Rham) differential
calculus. The extension of the map (2.3) is equivalent then to a map
J+ 7→ J−. (2.6)
The diagonal elements J+ consist of the six position commutators
[xµ, xν ] = ik¯Jµν (2.7)
as well as of the ‘dual’ momentum commutators
[pα, pβ] = Kαβ + F
γ
αβpγ − 2iǫQ
γδ
αβpγpδ. (2.8)
which measure the curvature. There seems to be no obvious property which would char-
acterize the map (2.6). As solution to a differential equation it is non-local. Even in the
semi-classical limit it has no obvious characterization.
The unusual new feature of the noncommutative extension is the possibility that the mo-
menta which are functions of coordinates pα(x
σ) and satisfy all the constraints exist. In
the commutative limit this would correspond to a section of the frame bundle; locally at
least there are many. We shall refer to the pα(x
σ) as a ‘section’ of the noncommutative
frame bundle although we have not defined the latter. If represented by operators on
some Hilbert space, the representation will be irreducible; the commutant will reduce to
the identity. For example if the matrix J is constant and invertable then the elements πα
defined by
πα = pα − p0α, p0α = −(ik¯J)
−1
αµx
µ (2.9)
commute with all the position generators. They can then be set to zero; the momenta and
the position operators generate then the same algebra. We shall assume this case to be
generic. We assume that is there be a solution p0α(x
µ) to the equations
[p0α, x
µ] = eµα. (2.10)
But if we have independent momenta pα then also
[pα, x
µ] = eµα. (2.11)
We have then two solutions and the differences πα = pα−p0α commute with the generators
xµ.
It would be natural to set πα = 0 to obtain an irreducible representation of the position
algebra; this would lead however to a manifestly singular commutative limit. We resolve
this by requiring only that the ‘phase algebra’ T be irreducible. The projection of the
tangent bundle onto the manifold is in the algebraic transcription an injection of A into T .
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The pα then are decomposed as a sum of a section p0α of this bundle and a remainder πα.
The subalgebra A′ of T generated by the π commutes with A. The condition we impose is
T = A⊗A′. (2.12)
This is certainly true in the commutative limit. The conditions we have placed on the
manifold imply that the tangent bundle is trivial; the condition could be considered as the
statement that this remains so in the non-commutative extension.
We can write the relation (2.9) as the definition of a ‘covariant momentum’
πα = pα + Zα(x
µ), Zα = −p0α (2.13)
This is somewhat analogous to gauge transformations; a covariant derivative is constructed
to commute with them.
2.2 The correspondence
We shall here consider phase space with eight generators, the position generators xµ and
the momenta pα defining the exterior derivations. The latter we suppose admits to first
order a bracket of the form
[pα, pβ] = C
γ
αβpγ +Kαβ. (2.14)
This is a central extension of the classical relation satisfied by the derivations. In general
the relation is given by (1.10). The center is non-trivial and is generated by the elements
πα.
The rotation coefficients are directly related to the commutators of the momentum gen-
erators. We have seen that the former are given by the expression (1.20) and the latter
by (1.10), which we write in the form
[pα, pβ] =
1
ik¯
Lαβ (2.15)
with
Lαβ = Kαβ + ik¯F
γ
αβpγ − 2(ik¯)
2µ2Qγδαβpγpδ. (2.16)
[pα, x
µ] = eµα (2.17)
There is therefore a direct connection between the rotation coefficients and the commuta-
tors Jµν . This relation can be derived directly without explicitly referring to the momenta.
It is easy to see that the Jacobi identity
[xν , [pα, pβ]] + [pα, [pβ, x
ν ]] + [pβ, [x
ν , pα]] = 0 (2.18)
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is in fact an identity. Consider the Jacobi identity
[pα, [x
µ, xν ]] + [xµ, [xν , pα]] + [x
ν , [pα, x
µ]] = 0. (2.19)
It can be written as
ik¯[pα, J
µν ]− [x[µ, eν]α ] = 0, (2.20)
from which one derives in the semi-classical approximation a differential equation
eαJ
µν − J [µρ∂ρe
ν]
α = 0. (2.21)
This condition can be expressed uniquely in terms of frame components using the sequence
of identities
θβµθ
γ
ν (eαJ
µν − J [µρ∂ρe
ν]
α ) = eαJ
βγ − Jµνeα(θ
β
µθ
γ
ν )− J
[βδ[pδ, [pα, x
ν ]]θγν
= eαJ
βγ − Jµνeα(θ
β
µθ
γ
ν )− J
[βδeαe
ν
δθ
γ]
ν + J
[βδ[xν , [pδ, pα]]θ
γ]
ν (2.22)
which follow immediately from the Leibniz rule. We find then the condition
eαJ
βγ + C [βαδJ
δγ] = 0. (2.23)
The extension of the map (2.3) which one could propose is therefore a map
eµα 7→ J
µν (2.24)
which one can consider as a map
Cγαβ 7→ J
αβ (2.25)
obtained by solving (2.23).
2.3 Metrics and connections
We have defined a notion of antisymmetry by the array P αδγβ . To define symmetry we
introduce a flip σ which exchanges in a twisted way the two factors of a tensor product.
In terms of the frame it can be written
σ(θα ⊗ θδ) = Sαδγβθ
γ ⊗ θβ . (2.26)
If we require that the map be bilinear then the coefficients must be constant. The relation
between P αδγβ and S
αδ
γβ is the condition
π ◦ (1 + σ) = 0, (2.27)
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the antisymmetric part of a symmetrized tensor should vanish. The conditions satisfied by
the flip are quite simple in the first approximation we are here considering. If we write
Sαβγδ = δ
β
γ δ
α
δ + iǫT
αβ
γδ, (2.28)
then we find that
Qαβ+ γδ + T
[αβ]
γδ = 0. (2.29)
Some further relations are given in the Appendix.
With the frame one can construct a metric just as one does in the commutative case. It is
the bilinear map of the tensor product of the module of 1-forms by itself into the algebra.
It associates therefore a function to each pair of vector fields. We consider this metric in
the classical approximation. It is defined by the frame and a set of coefficients, necessarily
in the center, by the expression
gαβ = g(θα ⊗ θβ). (2.30)
We choose the frame to be orthonormal in the commutative limit; we can write therefore
gαβ = ηαβ − iǫhαβ . (2.31)
In the linear approximation, the condition of the reality of the metric becomes
hαβ + h¯αβ = T βαγδη
γδ. (2.32)
The covariant derivative is given by
Dξ = σ(ξ ⊗ θ)− θ ⊗ ξ. (2.33)
In particular
Dθα = −ωαγ ⊗ θ
γ = −(Sαβγδ − δ
β
γ δ
α
δ )pβθ
γ ⊗ θδ = −iǫT αβγδpβθ
γ ⊗ θδ, (2.34)
so the connection-form coefficients are linear in the momenta
ωαγ = ω
α
βγθ
β = iǫpδT
αδ
βγθ
β . (2.35)
On the left-hand side of the last equation is a quantity ωαγ which measures the variation of
the metric; on the right-hand side is the array T αδβγ which is directly related to the anti-
commutation rules for the 1-forms, and more importantly the momenta pδ which define
the frame. As k¯ → 0 the right-hand side remains finite and
ωαγ → ω˜
α
γ . (2.36)
The connection is torsion-free if the components satisfy the constraint
ωαηδP
ηδ
βγ =
1
2
Cαβγ . (2.37)
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The connection is metric if
ωαβγg
γδ + ωδγηS
αγ
βζg
ζη = 0, (2.38)
or linearized,
T (αγδ
β) = 0. (2.39)
The equation can be solved, so in the linear approximation every metric has associated to
it a unique torsion-free metric connection.
3 The perturbation expansion
We must now examine the conditions under which the noncommutative frame can be
considered as having the classical frame as limit. By classical we refer here to ordinary
quantum mechanics. We have three commutators, position space, momentum space and
the cross terms, given respectively by
[xµ, xν ] = ik¯Jµν (3.1)
[pα, pβ] =
1
ik¯
Lαβ (3.2)
[pα, x
µ] = eµα (3.3)
with Lαβ given by Equation (2.16).
3.1 General quasi-classical limit
Let us discuss in more detail the limit of the frame geometry. Recall the definitions
fθα = θαf, θα = θαµ(x
σ)dxµ, (3.4)
the second being the inverse of (1.4). As functions of coordinates are given through the
Taylor expansion, the commutator [xλ, f(xσ)] can be expressed in terms of the basic com-
mutators Jλµ. Neglecting the operator ordering that is in linear order in k¯ we obtain
[xλ, f(xσ)] = ik¯Jλµ∂µf = ik¯J
λαeαf. (3.5)
This is the quasi-classical approximation. We have denoted
Jλµ = Jαβeλαe
µ
β. (3.6)
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In particular,
[xλ, dxµ] = −eµα[x
λ, θαν ]dx
ν = −ik¯Jλβeµαeβθ
α
ν dx
ν = ik¯Jλβeβe
µ
αθ
α. (3.7)
Using the quasi-classical approximation we can obtain an equation for J . From
dJλµ = dJαβeλαe
µ
β + J
[λβeαe
µ]
β θ
α (3.8)
and (3.5) we have
dJαβ + Jγ[αCβ]γδθ
δ = 0. (3.9)
This equation has the integrability condition
d(Jγ[αCβ]γδθ
δ) = 0, (3.10)
that is
d(Jγ[αCβ]γδ)θ
δ + Jγ[αCβ]γδdθ
δ = 0. (3.11)
Using the known expression for dJαβ and the Bianchi identities
ǫαβγδ(eδC
ζ
βγ + C
ζ
δηC
η
βγ) = 0 (3.12)
one shows that the first term is identically zero. The condition reduces to
Jγ[αCβ]γδdθ
δ = 0. (3.13)
4 Conclusion
We have argued in favor of considering noncommutative geometry as a deformation of phase
space rather than position space. From this point of view the algebra and the calculus are
on the same footing and in fact one could avoid to a certain extent at least using the later
since the 1-forms have been encoded in the momenta. Derivations can be almost identified
with momenta but only if one neglects an additive constant in the latter. We have shown
that in noncommutative geometry there is a preferred origin to the momenta, somewhat
analogous to the preferred origin in the module of 1-forms. This is quite consistent with
previous results to the effect that the commutators determine not only the structure of the
algebra but also the metric of the associated geometry.
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5 Appendices
5.1 Gauge dependence
We have found a map between the symplectic and the metric structures on a manifold.
The definition is valid only in the semi-classical approximation and relies essentially on
the existence of a frame. An interesting problem is the study of the variation of the map.
For example one might inquire into the type of variations of the frame which leave the
symplectic structure invariant and inversely. Both of these variations could be considered
as ‘gauge’ transformations. We have succeeded in solving only partially this problem.
Consider two choices of commutator Jαβ and J ′αβ with
J ′αβ = Jαβ + δJαβ (5.1)
Then the corresponding variation of the rotation coefficients δCγ1αβ is given by a solution
to the constraints
δeγJ
αβ + eγδJ
αβ − δC [αγδJ
β]δ − C [αγδδJ
β]δ = 0, (5.2)
ǫαβγδδJ
αǫeǫJ
βγ + ǫαβγδJ
αǫδeǫJ
βγ + ǫαβγδJ
αǫeǫδJ
βγ = 0, (5.3)
[δeα, eβ] + [eα, δeβ] = δC
γ
αβeγ + C
γ
αβδeγ. (5.4)
This can be simplified if we use the momenta. We conclude from (5.7) that a variation of
the momenta must satisfy the constraint
[δpα, pβ] + [pα, δpβ] = δC
γ
αβpγ + C
γ
αβδpγ. (5.5)
with
δCγαβ = δF
γ
αβ − 4iǫδQ
γδ
αβpδ. (5.6)
In particular the rotation coefficients vary only with a change in the coefficients.
5.2 Rotation coefficients
One can show quite generally that the momenta pα have a bracket of the form
[pα, pβ] = Kαβ + F
γ
αβpγ − 2iǫQ
γδ
αβpγpδ. (5.7)
For the formalism to work we must be able to impose the gauge condition
Eαβ = 0, Eαβ = eγC
γ
αβ. (5.8)
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There is yet another stronger condition to be considered below.
Consider the equations
[eα, eβ ] = C
γ
αβeγ (5.9)
To obtain them as the commutative limits of a set of noncommutative extensions we
introduce the commutators
[pα, pβ] = Xαβ . (5.10)
We can consider the left-hand side of (5.9)as a limit of the left-hand side of (5.10) in the
sense that
[[pα, pβ], f ] = [[eα, eβ], f ]. (5.11)
For the right-hand sides to satisfy such a relation we require coefficients Kαβ, F
γ
αβ , Q
γδ
αβ
such that the matrix of quadratic polynomials
Xαβ = Kαβ + F
γ
αβpγ − 2iǫQ
γδ
αβpγpδ (5.12)
have the property that
lim
k¯→0
[Xαβ , f ] = C
γ
αβ lim
k¯→0
[pγ , f ]. (5.13)
and so we must find coefficients Qγδαβ as well as momenta pα such that
Cγαβ lim
k¯→0
[pγ, f ] = F
γ
αβ lim
k¯→0
[pγ, f ]− 4 lim
k¯→0
iǫQγδαβpδ[pγ, f ]. (5.14)
Since f is arbitrary we must have therefore to lowest order in k¯
Cγαβ = F
γ
αβ − 4iǫQ
γδ
αβpδ. (5.15)
This is formally and to first order the same as
Cγαβ =
∂
∂pγ
Xαβ. (5.16)
If we take another derivative we obtain
∂
∂pδ
Cγαβ =
∂2
∂pδ∂pγ
Xαβ = −4iǫQ
γδ
αβ. (5.17)
From this follows the condition
∂
∂pδ
Cγαβ −
∂
∂pγ
Cδαβ = 0. (5.18)
We see then also that
eδC
γ
αβ = Xζδ
∂
∂pδ
Cγαβ = −4iǫXδζQ
γζ
αβ (5.19)
and from this the integrability conditions
eγC
γ
αβ = 0 (5.20)
If the classical rotation coefficients do not satisfy this condition for some choice of p-
variables they cannot be ‘quantized’. We see here that the p-variables are somewhat
analogous to the special variables of the classical Darboux theorem. In this case the
transformation to the special coordinates is the Fourier transform xµ 7→ pα.
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5.3 The cocycle
We return now to the cocycle condition (5.31). Either F = dA for some 1-form A or there
is no such 1-form. We know of no F which is not of the form F = dA but there is a
case with F = dAD where AD has no regular commutative limit. We know that the Dirac
operator θ = −pαθ
α diverges in the commutative limit and that the limit of
AD = −ik¯θ (5.21)
is finite but not everywhere well defined. We notice then that the square of θ can be written
as
θ2 = 1
2
[pα, pβ]θ
αθβ . (5.22)
From this it follows that
dθ + θ2 = −1
2
[pα, pβ]θ
αθβ + 1
2
pγC
γ
αβθ
αθβ
= −1
2
[pα, pβ]θ
αθβ + 1
2
pγF
γ
αβθ
αθβ − 2iǫpγpδQ
γδ
αβ
= −1
2
([pα, pβ]− pγF
γ
αβ + 4iǫpγpδQ
γδ
αβ)θ
αθβ
= −K. (5.23)
where we have set K = 1
2
Kαβθ
αθβ . We can conclude then that
dAD + A
2
D = ik¯K (5.24)
Equations (2.23) can be written also in terms of the dual quantities
J∗αβ =
1
2
ǫαβγδJ
γδ (5.25)
as
eαJ
∗
βγ + C
δ
α[βJ
∗
γ]δ + C
δ
αδJ
∗
βγ = 0. (5.26)
Cα[αγJ
∗
β]δJ
δγ = 0. (5.27)
It will be convenient to introduce the suggestive notation
Fαβ = (J
−1)αβ. (5.28)
We could also have written
Fαβ = |J |
−1J∗αβ , |J |
2 =
1
4
J∗αβJ
αβ. (5.29)
We can now rewrite the equations in terms of the inverse.
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From Equation (2.23) one can derive the identity
eαFβγ + FαδC
δ
βγ = 0 (5.30)
for the derivative of the inverse if it exists. This can also be written as a ‘cocycle condition’
dF = 0 (5.31)
if we introduce the 2-form
F = 1
2
Fαβθ
αθβ . (5.32)
One can solve (5.30) for the rotation coefficients. One obtains
Cαβγ = J
αηeηFβγ . (5.33)
It follows that in the quasi-classical approximation, the linear curvature is a polynomial in
the commutator J and its inverse and their derivatives.
If we consider F as a Maxwell field strength then there is a source given by
eαFαβ = F
αγCαβγ. (5.34)
It follows also from the condition (1.21) that the commutator must necessarily satisfy the
constraint
eα (J
αηeηFβγ) = 0. (5.35)
This can also be written as
(eαJ
αζ + JαηCζαη) eζFβγ = 0. (5.36)
If we equate the Expression (5.33) for the rotation coefficients with that in terms of the
components of the frame we find after a few simple applications of the Leibniz rule that
(dF )αβγ = e
µ
[βeγ]Fαµ. (5.37)
The cocyle condition (5.31) is equivalent to the condition
eµ[βeγ]Fαµ. = 0. (5.38)
An interesting particular solution is given by constants:
Fαµ. = F0αµ.. (5.39)
It follows then that
Jµν = Jµα0 e
ν
α, J
(µα
0 e
ν)
α = 0. (5.40)
One verifies that
Cααγ = J
αηeηFαγ = eηJ
αηFαγ (5.41)
and so the left-hand side vanishes if and only if
eβJ
αβ = 0. (5.42)
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