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1. Mappe e ricorrenze
I sistemi dinamici sono caratterizzati da uno spazio delle fasi o degli stati, da una legge di
evoluzione che a ciascuno stato associa lo stato successivo e da una misura di probabilita` .
Consideriamo l’evoluzione definita da una applicazione o mappa M la cui iterazione e` una
ricorrenza che genera, per ogni condizione iniziale, un’orbita del sistema. Di particolare
interesse dono gli stati di equilibrio che costituiscono da soli un’orbita completa e corrispono
ai punti fissi della mappa. Un punto fisso si dice attrattivo se ogni punto di un suo intorno,
detto bacino di attrazione, genera un’orbita che ad esso converge. Ciascun punto fisso di
una mappa non lineare e` catatterizzato dal suo bacino di convergenza e dalla rapidita` di
convergenza delle sue orbite. Analizzeremo la convergenza lineare e quadratica, discutendo
come esempi la mappa logistica ed il Metodo di Newton.
Nello sviluppo di un algoritmo numerico per risolvere una determinata equazione e` impor-
tante valutare l’errore che si commette rispetto alla soluzione esatta
L’errore e` dovuto sia al metodo di approssimazione su cui l’algoritmo si basa sia al round
off aritmetico, determinato dalla rappresentazione con precisione finita dei numeri reali.
Questi errori si accumulano e possono determinare una deviazione significativa rispetto alla
soluzione esatta del problema. Le ricorrenze che analizzeremo riguardano le applicazioni
M : Rd → Rd ed espressioni esplicite sono ricavate nel caso lineare.
Le ricorrenze sono usate per approssimare le orbite di un sistema dinamico a tempo con-
tinuo, per calcolare gli zeri di una funzione ed in molti altri algoritmi del calcolo numerico.
Le mappe sono talvolta proposte come modelli di sistemi dinamici a tempo discreto e
come tali non richiedono l’intermediazione di algoritmi di discretizzazione temporale: es-
empi come la mappa di He´non e la mappa standard saranno discusse nel seguito.
Punti fissi
Data una mappa M(x) dove x e` un punto nello spazio delle fasi Rd, i punti fissi corrispon-
dono a stati stazionari. Sono quindi l’analogo dei punti di equilibrio per un sistema a
dinamico a tempo continuo, la cui evoluzione e` governata da una equazione differenziale.
Dato un punto iniziale x0 la corrispondente orbita della mappa M e` la successione di punti
xn =M(xn−1) n ≥ 1
Un punto fisso x∗ di M soddisfa la condizione
x∗ =M(x∗)
Se x0 = x∗ risulta che xn = x∗ per ogni n e quindi l’orbita si riduce ad un unico punto
che e` il punto fisso. Se inchiamo con Mp l’applicazione successiva p volte di M ossia
Mp(x) ≡M ◦M ◦ · · · ◦M︸ ︷︷ ︸
p volte
(x) M ◦M(x) = M(M(x))
un punto fisso x∗ di M
p genera una orbita periodica di M ossia una orbita formata da p
punti x∗ k dove x∗0 = x∗
x∗ k =M(x∗ k−1) k = 1, . . . , p− 1 x∗ p =M(x∗ p−1) =Mp(x∗) = x∗
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Ciascuno dei p punti che costitiscono l’orbita periodica diM e` un punto fisso diMp. Infatti
Mp(x∗ j) =M
p(M j(x∗)) = M
j(Mpx∗) =M
j(x∗) = x∗ j j = 0, . . . , p− 1
Stabilita`
Un punto fisso x∗ si dice stabile se ogni orbita con punto iniziale sufficientemente vicino
ad esso rimane confinata in un suo intorno. Si ha quindi stabilita` se a qualsiasi sfera di
raggio R non superiore ad un dato valore che dipende dalla mappa M e dal suo punto fisso
x∗, possiamo associare una sfera di raggio r ≤ R tale che
‖x0 − x∗‖ ≤ r −→ ‖xn − x∗‖ ≤ R n ≥ 1
Se inoltre si verifica che
lim
n→∞
‖xn − x∗‖ = 0
si dice che il punto fisso e` attrattivo. Trovare i punti fissi e determinarne la stabilita` e`
semplice per le mappe lineari. Se M(x) = Ax l’unico punto fisso e` x = 0 a meno che la
matrice A abbia un autovettore e1 con autovalore 1. In qusto caso esite una retta di punti
fissi data da x∗ = α e1 dove α ∈ R. Nel caso lineare piu` generale abbiamo
M(x) = Ax+ b x∗ = (I− A)−1b
punche´ I− A sia invertibile. Va quindi escluso il caso in cui A ha un autovalore uguale ad
1. Ricordiamo che la norma di una matrice e` definita da
‖A‖ = max
x∈Rd
‖Ax‖
‖x‖
e che dalla definizione segue che ‖A‖2 e` il massimo autovalore della matrice definita positiva
A
T
A. Per la mappa lineare M(x) = Ax, che ha il punto fisso nell’origine si trova che
‖xn‖ = ‖Axn−1‖ ≤ ‖A‖ ‖xn−1‖
Il punto fisso e` quindi stabile ed attrattivo se ‖A‖ < 1 perche´ ad ogni iterazione la distanza
decresce ed asintoticamente si annulla. Una mappa M si dice strutturalmemte stabile se
piccole variazioni della mappa stessa non alterano la topologia delle orbite. Tale argomento
verra` affrontato nel prossimo capitolo dedicato alle biforcazioni.
Velocita` di convergenza
Quando una mappa M ha un punto fisso attrattivo x∗ e` importante stabilire la velocita`
con cui l’orbita xn converge al punto fisso. A tal fine definiamo l’errore
en = ‖xn − x∗‖
Se esiste un L < 1 per cui en ≤ Lne0 la convergenza vien detta lineare, perche´ log en
decresce linearmente. Se en ≤ C(L e0)2n la convergenza, che si ha se e0 L < 1, viene detta
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quadratica. In generale se l’errore decresce come eα
n
0 la convergenza viene detta di ordine
α. La velocita` di convergenza e` determinata dalla contrattivita` della mappa M secondo
l’enunciato che segue.
Proposizione Una mappa M Ho¨lderiana di ordine α ≥ 1 con un punto fisso x∗
‖M(x)−M(x∗)‖ = ‖M(x)− x∗‖ ≤ L ‖y− x‖α
e` contrattiva se α = 1 e L < 1 oppure se α > 1 e e0 L
1/(α−1) < 1.
Notiamo che
en = ‖xn − x∗‖ = ‖M(xn−1)−M(x∗)‖ ≤ L eαn−1
Se α = 1 si ha che en ≤ Len−1 e la convergenza e` lineare
en ≤ Ln e0
Se α > 1 abbiamo
en ≤ L eαn−1 = L(L eαn−2)α = L1+α eα
2
n−2 ≤ L1+α(L eαn−3)α
2
= L1+α+α
2
eα
3
n−3
In generale si ha quindi
en ≤ L1+α+α
2+...+αn−1 eα
n
0 = L
αn−1
α−1 eα
n
0 = L
− 1
α−1
(
L
1
α−1 e0
)αn
In particolare per α = 2 la convergenza quadratica e risulta che
en ≤ L−1 (L e0)2
n
da cui segue che per ogni condizione iniziale tale che L e0 < 1 si ha convergenza. Suppo-
nendo che e0 = 0.1 e che L = 1 si vede che dopo 4 iterazioni l’errore e` 10
−16 vale a dire
uguale all’errore di macchina nelle rappresentazione dei reali con 8 bytes.
Consideriamo ora una mappa M(x) con x ∈ R, che abbia derivata seconda continua. Se il
punto fisso x∗ non e` critico ossia M
′(x∗) 6= 0 lo sviluppo di Taylor al primo ordine rispetto
a x∗ e` dato da
M(x) = x∗ +M
′(ξ)(x− x∗)
dove ξ(x) e` una funzione continua di x il cui valore e` compreso tra x e x∗. Se supponiamo
che |M ′(x∗)| ≤ 1 − ǫ, con 0 < ǫ < 1, per la continuita` di M ′(ξ(x)) esiste un r sufficien-
temente piccolo tale per |x − x∗| < r si ha che |M ′(ξ(x))| ≤ 1 − ǫ/2 e di conseguenza
|M(x) − x∗| ≤ L|x − x∗| con L = 1 − ǫ/2 < 1. Quindi la condizione di contrazione e`
soddisfatta e per ogni condizione iniziale tale che |x0 − x∗| ≤ r la successione xn converge
a x∗.
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Se il punto fisso e` critico M ′(x∗) = 0 allora dallo sviluppo di Taylor in x∗ con il resto al
secondo ordine
M(x) = x∗ +
1
2
M ′′(ξ)(x− x∗)2
e in un fissato intorno di x∗ si ha |M ′′(ξ)|/2 < L. Pertanto si ha che |M(x)−x∗| ≤ L|x−x∗|2
e in questo secondo caso la convergenza risulta essere quadratica.
Sviluppo di Taylor
Data una funzione di classe CN+1 definita su R, lo sviluppo di Taylor attorno al punto x0
si scrive
f(x) =
n∑
k=0
(x− x0)k
k!
f (k)(x0) + Rn(x) 0 ≤ n ≤ N
dove il resto di Taylor di ordine N e` definito da
Rn(x) =
1
n!
∫ x
x0
dx′ (x− x′)n fn+1 (x′)
Integrando per parti si ha la ricorrenza
Rn(x) = −(x− x0)
n
n!
f (n)(x0) +Rn−1(x)
la quale, partendo con R0(x) = f(x)−f(x0), consente di ottenere lo sviluppo fino all’ordine
N . Per una stima del resto di Taylor Rn di utilizza il secondo teorema della media osser-
vando che (x − x′)n ≥ 0 nell’intervallo di integrazione e quindi esiste uno ξ(x) compreso
tra x0 e x tale che
Rn(x) = f
(n+1)(ξ)
1
n!
∫ x
x0
(x− x′)n dx′ = f (n+1)(ξ) (x− x0)
n+1
(n+ 1)!
Esempi Consideriamo due semplici esempi di convergenza. La mappa lineare
M(x) = ax+ 1
ha punto fisso x∗ = (1 − a)−1 e se |a| < 1 e` contrattiva. La mappa si scrive anche nella
forma M(x) = x∗ + a(x − x∗). Nella figura 1 si mostra e l’interpretazione geometrica di
questa convergenza: si traccia il grafico della mappa y = M(x) e della retta y = x. La
successione e` data da
y0 = M(x0) x1 = y0 y1 =M(x1) . . . xn = yn−1 yn = M(xn)
e la rappresentazione e` data dalla scala tratteggiata mostrata nella figura 1.
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Figura 1.1 Interpretazione geometrica della convergenza lineare per la mappa M(x)=ax+1 con 0<a<1.
Consideriamo come secondo esempio la mappa quadratica
M(x) = bx− ax2
il cui punto fisso e` x∗ = (b− 1)/a. Notiamo che da M ′(x∗) = b − 2ax∗ = 2− b segue che
se 1 < b < 3 il punto fisso e` attrattivo, se b = 2 e` if punto fisso e` critico. Lo sviluppo di
Taylor al secondo ordine e` esatto M(x) = M(x∗) +M
′(x∗) +
1
2
M ′′(x − x∗)2 e possiamo
confrontarlo con la formula al primo ordine per il resto
M(x) = x∗ + (2− b)(x− x∗)− a(x− x∗)2 = x∗ +M ′(ξ)(x− x∗)
Osservando che
M ′(ξ) = b− 2aξ = 2− b− a(x− x∗)
si trova
ξ(x) =
b− 1
a
+
1
2
(x− x∗) = x∗ + 1
2
(x− x∗)
ossia ξ e` il punto medio dell’intervallo che ha come estremi x e x∗. Nel caso in cui b = 2
ossia per la mappa M(x) = 2x− ax2 il punto fisso x∗ = 1/a e` critico e si ha quindi
M(x) = x∗ − a(x− x∗)2
con convergenza e` quadratica. Nella figura 2 mostriamo la illustrazione grafica della con-
vergenza quadratica in questo esempio.
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Figura 1.2 Interpretazione geometrica della convergenza quadratica per la mappa M(x)=2x−ax2
Il metodo di Newton
Questo metodo consiste nel costruire una successione che converge allo zero di una funzione
f(x) dove x ∈ R a partire dalla linearizzazione della funzione attorno ad un punto iniziale
assegnato. La figura 3 mostra l’interpretazione geometrica del metodo che consiste nel
trovare il punto x1 in cui la tangente al grafico della funzione in x0 interseca l’asse x. Si
costruisce quindi la retta tangente al grafico y = f(x) della funzione nel punto (x1, y1)
dove y1 = f(x1) e si determina la sua intersezione x2 con l’asse x. Il procedimento ora
descritto, ed illustrato nella figura 3, viene chiamato metodo di Newton delle tangenti.
y
x      x       x
012
y=f(x)
Figura 1.3 Interpretazione geometrica del metodo di Newton tangenti
Iterando il procedimento si costruisce una successione x0, x1, . . . , xn . . . la cui convergenza
allo zero della funzione e` quadratica. Nel caso in cui la funzione abbia piu` zeri, la succes-
sione converge ad uno di questi. Per ogni zero esiste un intorno, detto bacino di attrazione,
i cui punti generano successioni ad esso convergenti
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Proposizione Data la funzione f(x) : R→ R che assumiamo di classe C2, la mappa
M(x) = x− f(x)
f ′(x)
f ′(x) ≡ df
dx
ha un punto fisso x∗ in ogni zero non critico della funzione f(x∗) = 0, f
′(x∗) 6= 0 e la
convergenza ad x∗ della successione xn = M(xn−1) con punto iniziale x0, nel suo bacino
di attrazione, risulta essere quadratica.
Prova: lo sviluppo di Taylor di f(x) al primo ordine attorno al punto x0 e` dato da f(x) =
ℓ(x) +R1(x) dove
ℓ(x) = f(x0) + (x− x0)f ′(x0)
Se approssimiamo la funzione con la sua parte lineare ℓ(x) lo zero, che indichiamo con x1,
e` dato da ℓ(x1) = 0 ossia
x1 = x0 − f(x0)
f ′(x0)
Se prendiamo x1 come nuovo punto iniziale e linearizziamo f(x) attorno ad esso, lo zero
della funzione linearizzata e`
x2 = x1 − f(x1)
f ′(x1)
Continuando il procedimento otteniamo una successione corrispondente alle iterazioni della
mappa
M(x) = x− f(x)
f ′(x)
La successione converge al punto fisso x∗ = M(x∗) dove f(x∗) = 0 purche´ sia f
′(x∗) 6= 0.
La continuita` di f ′(x) ci assicura che essa e` non nulla in un intorno di x∗ se f
′(x∗) 6=
0. Questo e` evidente anche dalla interpretazione geometrica. Se vicino allo zero x∗ vi
sono punti critici occorre che l’intorno di x∗ in cui si sceglie la condizione iniziale sia
sufficientemente piccolo affinche´ |f ′(x)| ≥ c > 0 perche´ il metodo converga.
Per mostrare che la convergenza e` quadratica consideriamo proviamo che il punto fisso x∗
della mappa M(x) e` critico. Infatti da
M ′(x) = 1− 1 + f(x)f
′′(x)
f ′2(x)
segue che M ′(x∗) = 0. Abbiamo provato che l’errore e` stimato da ǫn ≤ L−1(Lǫ0)2n dove
la costante L e` il massimo di M ′′(x) nell’intervallo |x− x∗| < r in cui scegliamo il punto
iniziale. Si noti che M ′′(x∗) = f
′′(x∗)/f
′(x∗).
Come esempio consideriamo la funzione f(x) = x2 − 1 per la quale si ha M(x) = x/2 +
1/(2x). La funzione ha due zeri x = ±1 e la successione xn generata da M(x) converge
a x = 1 se x0 > 0 a −1 se x0 < 0. Scegliendo x0 = 2 si ha x1 = 5/4, x2 = 41/40 e
x3 = 3281/3280.
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Il metodo delle secanti
Una alternativa, che evita il calcolo delle derivata, consiste nel costruire una successione
di approssimazioni lineari che utilizzano il valore della funzione in due punti anziche´ della
derivata in un punto, da cui il nome di metodo delle secanti.
Figura 1.4 Interpretazione geometrica del metodo di Newton secanti
Inizializziamo il metodo scegliendo due punti x0, x1 sufficientemente prossimi allo zero
della funzione che approssimiamo con la retta y = ℓ(x) che la interpola
ℓ(x) = f(x0) +
f(x1)− f(x0)
x1 − x0 (x− x0)
Indichiamo con x2 zero di L(x) che e` dato da
x2 = x0 − x1 − x0
f(x1)− f(x0) f(x0)
Iterando il procedimento si ottiene
xn+1 = xn−1 − xn − xn−1
f(xn)− f(xn−1) f(xn−1)
Se la funzione e` di classe C2 in un intorno di x∗ posto x − xn = ǫn sviluppiamo f(xn) e
f(xn−1) in serie di Taylor f(xn) = f
′(x∗) ǫn (1 +Aǫn) +O(ǫ
3
n) dove A =
1
2 f
′′(x∗)/f
′(x∗).
Sostituendo nella ricorrenza si trova che ǫn+1 ≃ Aǫnǫn−1 a meno di termini cubici in ǫ.
Se assumiamo che en = |ǫn| ≃ Leαn−1 e quindi en+1 ≃ L1+αeα
2
n−1 sostituendo troviamo
che α2 = 1 + α e Lα = A da cui segue che il metodo ha una convergenza di ordine
α = (1 +
√
5)/2 ≃ 1.62 intermedia tra lineare e quadratica.
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Una interpolazione quadratica (vedi capitolo 2) a f(x) costruita a partire da tre punti
iniziali conduce al metodo di Muller la cui convergenza e` di ordine α ≃ 1.84. Una inter-
polazione razionale f(x) = f(x0)(1 +Ax)/(1 +Bx) che coincide con lo sviluppo di Taylor
fino all’ordine 2 conduce al metodo di Haley la cui convergenza e` cubica.
Sviluppi di Taylor in piu` variabili
Lo sviluppo di Taylor per funzioni di piu` variabili f(x) dove x ∈ Rd si ottiene a partire
dallo sviluppo di Taylor in una singola variabile
g(t) = f(x0 + t(x− x0))
Poiche´ f(x) = g(1) e f(x0) = g(0) e` sufficiente scrivere lo sviluppo di Taylor di g(t)
nell’origine t = 0 per avere lo sviluppo di Taylor di f(x) rispetto al punto x0. Dallo
sviluppo di Taylor per g(t)
g(t) =,
n∑
k=0
tk
k!
g(k)(0) + Rn(t) Rn(t) =
1
n!
∫ t
0
(t− s)n g(n+1)(s) ds
valutato in t = 1 si ottiene il seguente sviluppo per f(x)
f(x) =
n∑
k=0
1
k!
∂k
∂tk
f(x0 + t(x− x0))
∣∣∣∣
t=0
+ Rn(x)
dove il resto e` espresso da
Rn(x) =
1
n!
∫ 1
0
(1− t)n ∂
n+1
tn+1
f(x0 + t(x− x0)) dt
Le derivate di f sono espresse da
∂k
∂tk
f(x0 + t(x− x0))
∣∣∣∣
t=0
=
∑
j1,...,jk
∂k
∂xj1 . . . ∂xjk
f(x)
∣∣∣∣∣
x=x0
(xj1 − x0, j1) · · · (xjk − x0, jk)
Applicando ancora il teorema della media per il resto si ottiene la espressione
Rn(x) =
1
(n+ 1)!
∂n+1
tn+1
f(x0 + t(x− x0))
∣∣∣∣
t=τ
0 < τ < 1
Se introduciamo il vettore u = x−x0 la traiettoria x(t) = x0+ut per 0 ≤ t ≤ 1 e` data dal
segmento che ha x0 e x come estremi soddisfa la equazione dx/dt = u con punto iniziale
x0. Introduciamo l’operatore di derivata lungo u
Df(x) = u · ∂f
∂x
=
∑
j
uj
∂f
∂xj
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Abbiamo quindi che
d
dt
f(x0 + ut) = Df(x+ ut)
e possiamo quindi scrivere la serie di Taylor nella forma
f(x0 + tu) = e
tD f(x0) =
n∑
k=0
tk
k!
Dkf(x0) +Rn
dove il resto e` espresso da
Rn =
1
n!
∫ t
0
(t− s)nDn+1f(x0 + us)
Per t = 1 otteniamo gli sviluppi di Taylor di f(x) rispetto al punto iniziale x0.
Metodo di Newton in piu` dimensioni
Consideriamo una applicazione f(x) : Rd → Rd. La ricerca di suo zero f(x∗) = 0 cor-
risponde alla soluzione del sistema di equazioni

f1(x1, . . . , xd) = 0
. . . . . .
fd(x1, . . . , xd) = 0
Il procedimento e` del tutto simile a quella del caso unidimensionale se si utilizza il metodo
delle tangenti. Se indichiamo con F la matrice jacobiana della trasformazione
Fij(x) =
∂fi
∂xj
(x)
l’approssimazione lineare della funzione ottenuta dallo sviluppo di Taylor al primo ordine
e` ℓ(x) = f(x0) + F(x0)(x− x0) ed il suo zero e` dato da x1 = x0 − F−1(x0) f(x0). Iterando
il procedimento si trova che lo zero di f(x) e` il punto fisso della applicazione
M(x) = x− F−1(x)f(x)
Ne segue quindi che la successione definita da
xn = xn−1 − F−1(xn−1)f(xn−1)
converge quadraticamente ad uno zero x della applicazione f . La interpretazione geomet-
rica nel caso d = 2 e` chiara: se x = (x, y) le superfici z = f1(x, y) e z = f2(x, y) intersecano
il piano z = 0 in due curve la cui intersezione e` lo zero della applicazione f(x). Nel punto
(x0, y0, z0 1) dove z0 1 = f1(x0, y0) costruiamo il piano tangente alla superficie z = f1(x, y)
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e nel punto (x0, y0, z0 2) dove z02 = f2(x0, y0) costruiamo il piano tangente alla tangente
alla superficie z = f2(x, y). Questi piani intersecano il piano z = 0 in due rette la cui
intersezione e` una approssimazione allo zero della applicazione. Il metodo delle secanti,
sempre nel caso d = 2, si realizza prendendo tre punti iniziali x0, x1,x2 e costruendo i due
piani che passano per i corrispondenti punti delle due superfici.
Come esempio di applicazione del metodo di Newton consideriamo
f1(x, y) = y
2 − x2 − 1 f2(x, y) = y2 + x2 − 3
Notiamo che f1(x, y) = 0 e` la equazione una iperbole equilatera con i suoi due rami aventi
per asintoti le rette y = ±x, mentre f2(x, y) = 0 e` la equazione di un cerchio, vedi figura.
Le soluzioni di f1 =, f2 = 0 sono date dalle intersezioni di queste curve.
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Il sistema di equazioni ha 4 zeri dati da (x∗, y∗) con x∗ = ±1 e y∗ = ±
√
2. La successione
per il metodo di Newton e` data da

xn+1
yn+1

 =

xn
yn

+ 1
4xnyn

 yn −yn
−xn −xn



 y2n − x2n − 1
y2n + x
2
n − 3

 =

xn + 1−x
2
n
2xn
yn +
2−y2n
2yn


In questo caso si hanno due mappe unidimensionali per x e y che corrispondono al metodo
di Newton applicato a f(x) = x2 − 1 e g(y) = y2 − 2 i cui zeri sono quelli del sistema
f1(x, y) = 0 e f2(x, y) = 0.
I bacini di convergenza
Se una funzione f(x) ha piu´ zeri individuare i rispettivi bacini di attrazione e` un problema
difficile. Se tutti gli zeri sono reali i bacini dipendono dai punti critici della funzione, ossia
dagli zeri della derivata prima. Vicino ai punti critici la convergenza rallenta. Nella figura
5 si mostrano i bacini di attrazione nel piano complesso z = x+iy per gli zeri della funzione
f(z) = z3 − 1. Ciascun colore corrisponde ad un bacino. Si noti che la frontiera dei bacini
ha una proprieta` di invarianza di scala ed e` una curva frattale con dimensione non intera.
18
Figura 1.5 Bacini di attrazione nel metodo di Newton tangenti per gli zeri complessi di f(z)=z3−1.
Il cerchietti gialli indicano gli zeri della funzione e nei tre colori sono visualizzati i rispettivi bacini di
attrazione. La figura e` costruita su una griglia di 200×200 punti iniziali cui si applica il metodo di Newton.
Procedimento di deflazione
Quando, come nel caso di un polinomio, si vogliono trovare tutti gli zeri, reali o complessi
di una funzione f(x), il procedimento da usare consiste nel trovare il primo zero x(1) nel cui
bacino di attrazione cade il punto iniziale x0. Si considera quindi la funzione f(x)/(x−x(1))
e se ne cerca lo zero x(2) nel cui bacino di attrazione deve trovarsi il punto iniziale. Si itera
il procedimento fino a trovare tutti gli zeri desiderati. Nel caso dei polinomi esistono altri
metodi per la ricerca degli zeri. Un metodo particolarmente efficace e` quello di Laguerre
(vedi Numerical Recipies)
Ricerca per continuita`
Se la funzione dipende da un parametro f(x, α) e si conosce lo zero per un suo particolare
valore f(x0, α0) = 0, allora supposto che f(x, α) = 0 sia localmente invertibile, e` possibile
seguire lo zero per continuita` al variare di α costruendo in tal modo la traiettoria x =
x(α). In tal caso la ipotesi di regolarita` f ∈ C2 e la condizione ∂∂xf(x0, α0) 6= 0, che
gararantisce (teorema di Dini) la invertibilita` locale, e` la stessa che assicura la convergenza
del metodo di Newton. L’unico punto delicato e` la scelta dell’incremento in α, che deve
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essere sufficientemente piccolo affinche´ non si esca dal bacino di attrazione dello zero che
si sta calcolando.
Il metodo di bisezione
Questo metodo si applica al calcolo dello zero di una funzione f(x) : R→ R che si suppone
sia l’unico in un intervallo iniziale [x0, x1] i cui estremi hanno segnatura opposta ossia in cui
la funzione assume segni opposti f(x0) f(x1) < 0. Consideriamo quindi il punto di mezzo
e poniamo x2 = (x0 + x1)/2 e x3 = x1 se il punto medio ed x1 hanno segnatura opposta
altrimenti poniamo x2 = x0 e x3 = (x0 + x1)/2 se x0 e il punto medio hanno segnatura
opposta. In modo analogo se al passo n abbiamo l’intervallo [x2n, x2n+1] calcoliamo il
punto successivo x2n+2 come segue

x2n+2 =
x2n+x2n+1
2
x2n+3 = x2n+1 se f(
x2n+x2n+1
2
) f(x2n+1) < 0
x2n+2 = x2n x2n+3 =
x2n+x2n+1
2
se f(x2n) f(
x2n+x2n+1
2
) < 0
Al passo n abbiamo dunque un intervallo [x2n, x2n+1] ai cui estremi la funzione ha segno
opposto e che quindi contiene lo zero x∗ della funzione. Siccome l’intervallo si dimezza ad
ogni iterazione, al passo n si ha
x2n+1 − x2n = x1 − x0
2n
e quindi la distanza del punto medio (x2n+1 + x2n)/2 da x∗ e` minore di (x1 − x0)/2n+1.
Qualunque sia l’intervallo iniziale in meno di 60 passi si raggiunge la precisione di macchina.
y
y=M(x)
x xx x
x
0 12 3
4
Figura 1.6 Interpretazione geometrica del metodo di bisezione
Questo procedimento ha estensioni multidimensionali ove e` associato al metodo del grado
topologico. Se abbiamo una applicazione f(x) = (f1(x, y), f2(x, y) ) le linee f1 = 0, f2 = 0,
nella cui intersezione cade lo zero della applicazione, dividono un quadrato in cui cade lo
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zero in quattro regioni che indicheremo con la segnatura ++, +−, −+, −− definita dal
segno di f1, f2. Consideriamo quindi un rettangolo A,B,C,D i cui vertici cadono nelle
quattro regioni e che quindi contiene lo zero di f . L’algoritmo per trovare lo zero consite
nel partire da un lato AB del quadrato e considerare il punto medio E. Delle coppie
(A,E) e (E,B) si scarta quella con la stessa segnatura. Nell’esempio della figura 5 si
scarta il punto B in quando ha la stessa segnatura di E. Si considera il nuovo quadrilatero
AECD e si prende il secondo lato EC procedendo in verso antiorario. Di questo lato si
considera il punto medio F e tra le coppie EF e FC si scarta EF poiche´ i suoi punti
hanno la stessa segnatura. Il nuovo quadrilatero e` AFCD. Si considera quindi il lato
successivo CD ed il suo punto medio G. Tra le due nuove coppie GC e DG si scarta
la prima perche´ i due punti hanno la stessa segnatura e quindi il nuovo quadrilatero e`
AFGD. Al passo successivo il punto medio di AD e` H ed il nuovo quadrilatero HFGD. E`
evidente che il procedimento converge perche´ la lunghezza dei lati dei quadrilateri decresce
e questi per costruzione contengono sempre lo zero della funzione. In piu` di due dimensioni
la costruzione e` analoga e consiste nella costruzione di una successione di poliedri detti
caratteristici i cui vertici hanno tutti segnature distinte.
Figura 1.7 Costruzione dei quadrilateri caratteristici per la ricerca dello zero di una applicazione nel
piano definita da f(x,y)=0, g(x,y)=0
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Le ricorrenze lineari
La piu` semplice ricorrenza lineare e` data da
xn+1 = a xn + b
La soluzione si ottiene, come per le equazioni differenziali lineari, aggiungendo alla soluzio-
ne generale della omogenea c an, una soluzione particolare che risulta data dal punto fisso
x∗ = b/(1− a). La soluzione e` quindi xn = can + x∗ ed imponendo la condizione iniziale
si ha c = x0 − x∗. La ricorrenza si scrive anche xn+1 − x∗ = a(xn − x∗) da cui segue
xn = x∗ + a
n(x0 − x∗) = x0 an + b 1− a
n
1− a
Un procedimento analogo si applica alle ricorrenze lineari di vettori
xn+1 = Axn + b xn ∈ Rd
In questo caso il punto fisso e` dato da x∗ = (1− A)−1b la soluzione si scrive
xn = x∗ + A
n(x0 − x∗) = An x0 + (1− A)−1 (1− An) b
Per la convergenza occorre che la norma della matrice ‖A‖ sia minore di 1 ossia che il piu`
grande tra gli autovalori della matrice positiva ATA sia minore di 1. Se la matrice A e`
simmetrica si ha A = UΛU−1 dove Λ e` la matrice diagonale degli autovalori reali λi e si
ha ‖A‖ = maxk |λk|. Nelle coordinate normali x′ = U−1x la mappa si riduce a d mappe
unidimensionali disaccopiate.
Ricorrenze a piu` termini
Le ricorrenze possono essere a p termini, cioe` correlare xn, xn+1, . . . , xn+p dove p e` l’ordine
della ricorrenza. Come per le equazioni differenziali una ricorrenza a p termini equivale ad
una ricorrenza ad un termine per un vettore x ∈ Rp. Infatti la ricorrenza
xn+p = αp−1 xn+p−1 + αp−2 xn+p−2 + . . .+ α1 xn+1 + α0 xn
e` equivalente alla ricorrenza ad un termine
xn+1 = Axn xn =


xn+p−1
xn+p−2
...
xn+1
xn

 A =


αp−1 αp−2 . . . . . . α1 α0
1 0
. . .
. . . 0 0
. . .
. . .
. . .
. . .
. . .
. . .
0 0
. . . 1 0 0
0 0
. . . 0 1 0


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La soluzione in questo caso e` data da xn = A
nx0 ed il calcolo di A
n si effettua diagonal-
izzando A. In alternativa possiamo determinare la soluzione della ricorrenza a p termini
ponendo xn = λ
n. Si trova che λ e` determinato da Dxn = 0 dove
Dxn ≡ xn+p − αp−1 xn+p−1 − αp−2 xn+p−2 − . . .− α1 xn+1 − α0 xn = λnQp(λ)
e Qp(λ) e` un polinomio di grado p
Qp(λ) ≡ λp − αp−1 λp−1 − . . .− α1 λ− α0
La ricorrenza e` soddisfatta se Dxn = 0 ossia λ e` uno zero del polinomio Qp(λ). Indichiamo
con λ1, . . . , λp gli zeri di Qp, reali o complessi, che supponiamo siano tutti semplici. La
soluzione generale della ricorrenza si scrive
xn =
p∑
k=1
λnkck
e per n = 0, 1, . . . , p − 1 abbiamo un sistema lineare che determina le costanti c1, . . . , cp
in funzione delle condizioni iniziali x0, . . . , xp−1. Possiamo riscrivere il sistema nella forma
x0 = Λc dove il vettore x0 e` stato definito sopra, c ha come componenti (c1, . . . , cp) e la
matrice dei coefficienti Λ, detta di Vandermonde, e` non singolare e risulta espressa da
Λ =


1 1 . . . 1
λ1 λ2 . . . λp
. . . . . . . . . . . .
λp−11 λ
p−1
2 . . . λ
p−1
p

 det Λ = ∏
j<k
(λj − λk)
Zeri multipli Quando uno zero del polinomio Q(λ) e` doppio allora le due soluzioni
linearmente indipendenti sono
λn,
d
dλ
λn = nλn−1
Per provarlo scriviamo la ricorrenza nella forma Dxn = 0 ricordando che se xn = λ
n e`
soluzione se Q(λ) = 0. Nel caso di uno zero doppio si ha anche Q′(λ) = 0. Ne segue che
anche dxn/dλ = nλ
n−1 e` una soluzione indipendente. Infatti
D
dxn
dλ
=
d
dλ
Dxn =
d
dλ
λnQ(λ) = nλn−1Q(λ) + λnQ′(λ)
Pertanto se λ e` uno zero doppio il membro di destra si annulla
Come esempio consideriamo il caso p = 2 in cui si ha
xn+2 = α1xn+1 + α0 xn
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Allora gli zeri della equazione Q(λ) = λ2 − α1λ− α0 = 0 sono
λ1,2 =
α1 ±
√
α21 + 4α0
2
e la ricorrenza xn = c1λ
n
1 + c2λ
n
2 si ottiene determinando c1 e c2 imponendo le condizioni
iniziali x0 = c1 + c2 e x1 = c1λ1 + c2λ2. Il risultato e`
xn = x0
λn1λ2 − λn2λ1
λ2 − λ1 + x1
λn2 − λn1
λ2 − λ1
Nel limite in cui α21+4α0 = 0 lo zero diventa doppio λ = α1/2 e posto λ2 = λ1+ ǫ il limite
per ǫ→ 0 della soluzione sopra scritta fornisce
xn = x0 lim
ǫ→0
λn(λ+ ǫ) − λ(λ+ ǫ)n
ǫ
+ x1 lim
ǫ→0
(λ+ ǫ)n − λn
ǫ
= x0(1− n)λn + x1nλn−1
Allo stesso risultato si giunge scrivendo xn = c1λ
n + c2nλ
n−1 ed imponendo le condizioni
iniziali.
Esempio 1: ricorrenze per oscillatore armonico
Un caso significativo in cui compaiono ricorrenze lineari si incontra nella integrazione
numerica della equazione per l’oscillatore armonico
x˙ = p p˙ = −ω2x
Se approssimiamo la derivata con x˙(t) = (x(t+∆t)−x(t))/∆t+O(∆t). ignorando l’errore,
l’orbita ai tempi tn = n∆t viene approssimata da xn, pn che soddisfano la ricorrenza
A) xn+1 = xn + pn∆t pn+1 = pn − ω2∆t xn
Una ricorrenza implicita perche´ richiede la soluzione di un sistema lineare e` data da
B) xn+1 = xn + pn+1∆t pn+1 = pn − ω2∆t xn+1
Infine una terza ricorrenza e` data da
C) xn+1 = xn + pn∆t pn+1 = pn − ω2∆t xn+1
Mostreremo che la prima ricorrenza e` instabile, la seconda e` stabile ma dissipativa, la
terza genera un’orbita che appartiene ad una ellisse ed approssima in modo soddisfacente
l’orbita dell’oscillatore. Introduciamo il vettore nello spazio delle fasi x e riscriviamo le
ricorrenza nella forma
xn+1 = Axn xn =
(
xn
pn
)
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Nel caso A) la matrice A e` data da
A =

 1 ∆t
−ω2∆t 1


Il suo determinante e` 1 + ω2(∆t)2 e l’equazione agli autovalori e`
λ2 − 2λ+ 1 + ω2(∆t)2 = 0
Gli autovalori sono
λ = 1± iω∆t = eµ±iα
dove
tanα = ω∆t µ =
1
2
log
(
1 + ω2(∆t)2
)
Dallo sviluppo di Taylor otteniamo che
α = ω∆t− ω
3(∆t)3
3
+O((∆t)5) µ =
1
2
ω2(∆t)2 +O((∆t)4)
Tramite gli autovettori determiniamo una matrice reale che trasforma la matrice A in
eµR(α) dove R(α) e` la matrice di rotazione di un’angolo α
A = eµV R(α)V −1 R(α) =

 cosα sinα
− sinα cosα


La soluzione e` instabile perche´
xn = e
nµ
VR(nα)V−1 x0
e la distanza dell’orbita dall’origine diverge come enµ. La seguente ricorrenza a due termini
in x si ottiene discretizzando la equazione differenziale x¨+ ω2x = 0.
xn+1 − 2xn + xn−1 = −ω2(∆t)2 xn−1
Gli zeri del polinomio caratteristico coincidono gli autovalori di A e la soluzione si scrive
xn = e
nµ ( c1 cos(nα)+ c2 sin(nα) ). Definendo pn = (xn−xn−1)/∆t si ritrova la ricorrenza
A per (xn, pn). Imponendo le condizioni iniziali x0 e x1 si ottiene
xn = e
nµ
[
x0 cos(nα) +
x1e
−µ − x0 cosα
sinα
sin(nα)
]
Nel caso B) la ricorrenza e` data da
xn+1 = A
−1 xn A =

 1 −∆t
ω2∆t 1


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Quindi la matrice A e` la stessa che nel caso precedente in cui ∆t e` stato cambiato in −∆t.
Ne segue che gli autovalori di A−1 sono gli inversi dei precedenti per cui si ottiene
xn = e
−nµ
VR(nα)V−1 x0
dove V e` la stessa matrice del caso precedente. In questo caso quindi la soluzione converge
nell’origine. Il metodo e` stabile ma dissipativo.
Nel caso C) la ricorrenza e` data da
xn+1 = Axn A =

 1 ∆t
−ω2∆t 1− ω2 (∆t)2


Si noti che ora il determinante della matrice vale 1 e ’equazione agli autovalori e` data da
λ2 − 2λ
(
1− ω
2
2
(∆t)2
)
+ 1 = 0
e la soluzione si scrive
λ = 1− ω
2
2
(∆t)2 ±
[(
1− ω
2
2
(∆t)2
)2
− 1
]1/2
Ponendo cosα = 1− ω22 (∆t)2 si ha
λ = e±iα
. Dallo sviluppo di Taylor di 1− cosα segue che
ω2
2
(∆t)2 = 1− cosα = α
2
2
− α
4
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+O(α6)
Si ricava infine che
α = ω∆t+
ω3(∆t)3
24
+O(ω6(∆t)6)
Come nei casi precedenti il calcolo degli autovettori consente di determinare una matrice
V e di esprimere la soluzione nella forma
xn = VR(nα)V
−1 x0
In questo caso le orbite appartengono ad una ellisse che approssima quella dell’orbita
esatta.
La ricorrenza a due termini in x ottenuta discretizzando x¨ = −ω2 x come segue
xn+1 − 2xn + xn−1 = −ω2(∆t)2 xn
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ha come zeri del polinomio caratteristico gli autovalori della matrice A e la ricorrenza
ha soluzione xn = c1 cos(nα) + c2 sin(nα). Definendo pn = (xn − xn−1)/∆t si ritrova
la ricorrenza C per (xn, pn). Imponendo le condizioni iniziali x0, x1 la soluzione per xn
diventa
xn = x0 cos(nα) +
x1 − x0 cosα
sinα
sin(nα)
Esempio 2: la mappa logistica
Consideriamo la equazione detta logistica
dX
dt
= X(1−X)
che ha un equilibrio instabile in X = 0 ed uno stabile in X = 1 cui converge per qualsiasi
condizione iniziale. La soluzione esatta si ottiene per separazione delle variabili
X(t) =
X0
X0 + (1−X0)e−t
Mappa fornita da un integratore al primo ordine e` data da
Xn+1 = (1 +∆t)Xn −∆tX2n
I punti fissi sono X∗ = 0 che e` sempre instabile per ∆t > 0 e X∗ = 1 che e` stabile per
∆t < 2. Introduco la variabile scalata x = X∆t/(1 + ∆t) e definisco r = 1 + ∆t e la
mappa diventa
xn+1 = rxn(1− xn)
La mappa M(x) = rx(1− x) e` quadratica ed ha un punto fisso in x∗ = 1− 1/r corrispon-
dente a X∗ = 1 dove
M ′(x∗) = 2− r
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
 
 
 
 x 
 M(x)  
r=1 
r=1.5 
r=2 
r=2.5 
r=3 
 
 0
 0.2
 0.4
 0.6
 0.8
 1
 1  1.5  2  2.5  3  3.5
 
 
 
 r 
 
 
 
 
 
Figura 1.8 Lato sinistro: grafico della logistica M(x)=rx(1−x) al variare di r. Per r=2 il punto fisso
x∗=1−1/r e` critico. Lato destro: punto fisso della mappa e biforcazione per r=3 a due punti fissi di
periodo 2. Il grafico mostra i punti fissi al varare di r.
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Quindi questo punto fisso e` stabile per 1 < r < 3. Anche x = 0 e` un punto fisso ed e`
stabile per r < 1 mentre e` instabile per r > 1. Per r > r1 = 3 il punto fisso x∗ = 1− 1/r
diventa instabile.
Possiamo mostrare che nascono altri due punti fissi stabili per la mappa M2, ossia una
orbita periodica di periodo 2 per M, mediante un meccanismo detto biforcazione. Per
calcolare il punto fisso di M2 osserviamo prima che i punti fissi di M ossia x = 0 e
x∗ = 1 − 1/r sono punti fissi anche di M2. Il punto fisso di M2 diverso da 0 e 1 − 1/r
soddisfa M2(x∗) = x∗
M2(x)− x = xP (x) = 0 P (x) = r2(1− x)(1− rx(1− x))− 1
Sappiamo che P (x) ha x = 1 − 1/r come zero. Per fattorizzarlo riscriviamo P (x) nella
forma
P (x) = r2(1− x− 1/r)(1− rx(1− x)) + r(1− rx(1− x))− 1
notando che r(1− rx(1− x))− 1 ha uno zero in 1− 1/r. Riscrivendo quindi r(1− rx(1−
x))− 1 = (1− 1/r − x)(r − r2x) otteniamo la fattorizzazione voluta
P (x) = r(1− x− 1/r)(r − r2x(1− x) + 1− rx) = r(1− 1/r − x)Q(x)
Quindi i due punti fissi di M2 sono dati dagli zeri di Q(x) = r2x2 − (r+ r2)x+1+ r ossia
x∗ =
r + r2 ± [(r + r2)2 − 4(r2 + r3)]1/2
2r2
Per r > r2 = 1 +
√
6 anche i punti fissi di M2 diventano instabili e nascono 4 punti fissi
stabili diM4 ossia un’orbita periodica di periodo 4. Per r > r3 = 3.54409 l’orbita periodica
di periodo 4 diventa instabile e nasce un’orbita stabile di periodo 8 e via di seguito. Se
indichiamo con [rj , rj+1] l’intervallo del parametro in cui si ha un’orbita periodica stabile di
periodo p = 2j ossia p punti fissi stabili di Mp si trova che la lunghezza di questi intervalli
va a zero rapidamente
lim
j→∞
rj − rj−1
rj+1 − rj = δ = 4.66920
La successione rj converge rapidamente a r∞ = 3.56995 valore oltre il quale l’orbita diventa
caotica. Il caos nasce quindi a conclusione di una successione di biforcazioni in cui il periodo
delle orbite stabili raddoppia e sono presenti tutte le orbite instabili di periodo piu` basso.
Nella figura 9 si mostra il diagramma di biforcazioni per la mappa logistica costituito dalle
orbite periodiche al variare di r.
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Figura 1.9 Diagramma di biforcazione per la mappa logistica
Insiemi di Julia
Un altro esempio e` fornito dalle mappe quadratiche nel piano complesso M(z) = z2 − c.
Queste mappe hanno come punto attrattivo stabile z = ∞. La frontiera del bacino di
attrazione di questo punto, nota come insieme di Julia ha una struttura frattale. Il caso
piu` semplice corrisponde a c = 0 e l’orbita e` data da
zn = (zn−1)
2 = z2
n
0
Usando la rappresentazione polare per i numeri complessi z = reiθ e ponendo θ = 2π x la
mappa diventa
rn = r
2n
0 xn = 2xn−1mod 1 = 2
n x0 mod1
In questo caso z = 0 e` un punto fisso attrattivo stabile (il punto fisso z = 1 e` instabile) ed
ha come bacino di attrazione l’interno del cerchio unitario, il punto z =∞ ha come bacino
di attrazione l’esterno del cerchio unitario. La frontiera di questi due bacini ossia l’insieme
di Julia e` la circonferenza di raggio unitario. Quando c e` non nullo il cerchio si deforma
progressivamente e diventa una curva spigolosa, non differenziabile in alcun punto, con
proprieta` di autosimilarita` (invarianza di scala) e dimensione frattale maggiore di 1. Per
c > 1 la figura mostra che non e` piu` semplicemente connesso. Per c = 1.5 non ha piu` punti
interni. Per c = 2 diventa l’intervallo [−2, 2] e per c > 2 diventa un insieme di Cantor. Si
noti che per c = 0 la dinamica sul Julia set e` caotica essendo data dalla mappa di Bernoulli
M(x) = 2xmod1 e ad essa appartengono orbite periodiche instabili di periodo arbitrario
come nel caso della mappa logistica per r = r∞ ove avviene la transizione al caos. Per
costruire numericamente l’insieme di Julia J si puo` osservare che esso e` un attrattore per
la mappa inversa. Siccome le mappe inverse sono due
M−1j (z) = (−1)j
√
z + c j = 1, 2
l’insieme ottenuto iterando n volte la mappa inversa Jn = M−n(z0) e` costituito da 2n
punti che nel limite n→∞ tendono all’insieme di Julia J . Un’altra procedura consite nel
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costruire la successione zk = M
−1
jk
(zk−1) dove gli indici jk assumono il valore 0 oppure 1
e sono scelti casualmente. I due indici 0, 1 vengono scelti con uguale probabilita` . Se le
probabilita` sono p e 1− p con p 6= 1/2 si ottiene sempre lo stesso insieme ma la misura (e
quindi la densita` dei punti) cambia. Notiamo che la scelta del segno positivo o negativo
nella valutazione della radice per la mappa inversa corrisponde, in coordinate polari, a
dimezzare la fase o dimezzarla aggiungendo π. La prima mappa inversa trasforma x = θ/2π
in x/2 la seconda in x/2+ 1/2. In rappresentazione binaria x = 0.b1b2 . . . la prima mappa
transforma x in 0.0b1, b2 . . . la seconda in 0.1b1b2 . . .. Quindi l’applicazione della mappa
inversa genera 2n punti i cui primi n bits dopo sono tutte le n-ple possibili di 0 e 1 seguiti
dai bits che corrispondono alla condizione iniziale. La coordinata radiale tende a 1 come
r
1/2n
0 e quindi nel limite n→∞ l’insieme Jn e` denso sul cerchio unitario. Per c prossimo
a zero si ha un meccanismo simile e l’insieme Jn e` denso su una curva chiusa ma non
differenziabile in alcun punto.
Notiamo che la mappa logistica xn+1 = r(xn−x2n) con il cambio di variabile z = −r(x−1/2)
si trasforma nella mappa zn+1 = z
2
n + c dove c = r
2/4− r/2. Quindi c = 0 per r = 2 che e`
il valore per il quale il punto fisso x∗ = 1/2 e` critico.
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Figura 1.10 Insiemi di Julia per la mappa quadratica M(z)=z2−c con c=0.1,0.5,1,1.5
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Appendice
Diamo la soluzione per una ricorrenza lineare a coefficienti non costanti
xn+1 = an xn + bn
Se bn = 0 la soluzione e` data da
xn = Anx0 An = a0 a1 · · ·an−1 n ≥ 1
Ponendo A0 = 1 e definendo per la ricorrenza non omogenea xn = An wn si trova che
w0 = x0 e per
wn+1 = wn +
bn
An+1
n ≥ 0
la cui soluzione e` data da
wn = x0 +
b0
A1
+ . . .+
bn−1
An
da cui segue che
xn = An x0 + An
n∑
k=1
bk−1
Ak
Ad esempio se ak = a la soluzione diventa
xn = a
nx0 +
n∑
k=1
bk−1 a
n−k
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