The incorporation of intelligent video processing algorithms into digital surveillance systems has been examined in this work. In particular, the use of the latest standard in multi-media feature extraction and matching is discussed. The use of such technology makes a system very different to current surveillance systems which store text-based meta-data. In our system, descriptions based upon shape and colour are extracted in real-time from two sequences of video recorded from a real-life scenario. The stored database of descriptions can then be searched using a query description constructed by the operator; this query is then compared with every description stored for the video sequence. We show examples of the fast and accurate search made possible with this latest technology for multimedia content description applied to a video surveillance database.
INTRODUCTION
An important requirement of digital video surveillance systems is the ability to process, in real-time, the video data from multiple cameras, store that data, and later retrieve a particular record quickly. One of the main purposes of such a system is to alert the operator, a security guard, to events (e.g. premises intrusions) and to provide the operator with a means of reviewing recorded data.
In this paper we describe <VISS> TM , a prototype digital video surveillance system that segments moving objects and extracts MPEG-7, ISO(1, 2), multi-media content descriptors that describe the visual content of the objects. The system analyses and indexes visual events in real-time, and visual features, such as shape and colour, are extracted from each image and stored. The extracted features describe the moving objects within the image. Specifically, the visual content extracted comprises the MPEG-7 contour-based shape descriptor and dominant colour descriptor. These descriptors are extremely compact, requiring fewer than twenty bytes per object, yet they provide very accurate models of the shape and colour of objects.
During operation of the system, when a search needs to be performed, the intelligent facilities are initiated by the operator setting up a query descriptor. Using the MPEG-7 descriptor matching functions, the query descriptor is compared with the descriptor of each object in each image in the database in turn, and for each pair of descriptors, a matching value is calculated. If the aim is to set-up an alarm condition, then a matching threshold is used to determine, in real-time, if the current live image contains an object matching the query description. If the aim is instead to search for a previously recorded event, all stored records are compared with the query and a list displaying the event in rank order of similarity is presented to the operator.
INTELLIGENT SURVEILLANCE
Making video surveillance systems intelligent requires very demanding processing which must be performed in real-time, yet the image processing techniques employed are generally complex and require significant computer processing power.
Requirements of Video Surveillance
A fundamental requirement that a video surveillance system must fulfil is the ability to record live video at a high enough frame rate to fully capture the movement of persons that pass in front of the camera. This is necessary because the system must capture the important temporal details of motion events.
Aims of intelligent video surveillance.
The aims of an intelligent surveillance system include differentiating human intruders from other intruders (e.g. animals) and providing new functionality that will enable an operator to quickly retrieve a person matching a particular description (e.g. dressed in certain colours). Overall, using intelligent technologies to assist the operator can help to increase the security and protection afforded by a surveillance system. Although current video surveillance systems record digital video data with the option of recording only events via simple motion detection, they are still heavily reliant upon a human operator to detect or retrieve a particular event. In order to reduce the reliance upon the human operator, for example, to narrow down the number of records that need to be manually searched, new technology is required to provide video surveillance systems with intelligent searching facilities.
MPEG-7 technology
The new MPEG-7 technology international standards for multi-media content description are of great importance to the future development of intelligent video surveillance systems. Using the MPEG-7 shape descriptor, as in Bober (3) for example, a system can be made capable of distinguishing between a human shape and that of a piece of baggage. Using the MPEG-7 dominant colour descriptor, fast searches of a large database of images can be performed enabling an operator to quickly retrieve an image containing an object, such as a car, of a particular colour.
The MPEG-7 contour-based shape descriptor characterizes an object by its contour. This descriptor has a number of advantages, including robustness to significant nonrigid deformations (e.g the outline of a running person). The MPEG-7 dominant colour descriptor, Cieplinski(4), is a very natural statistical based representation, describing only those colours that exist in an object. In addition to describing the set of dominant colours in an image using the means of the colour clusters, the variances may be extracted to provide a significant increase in matching performance. An introduction to MPEG-7 can be found in the book by Manjunath et al(5).
SYSTEM ARCHITECTURE
The system runs on standard PC hardware and uses a JPEG video-capture board to perform the image capture and compression. The system architecture is shown in the block diagram in Figure 1 . In real-time it continuously monitors all camera inputs and records data on to disk when motion is detected. Each frame is first analyzed for motion and segmented accordingly. If motion exists, then up to three moving objects may be segmented. The segmented objects are then processed by the MPEG-7 contour shape descriptor extraction algorithm. The class of shape to which the object belongs is decided by comparing the shape with a database of known shapes. The final stage involves extracting the MPEG-7 dominant colour descriptor for each object. The image and associated MPEG-7 descriptors are then stored on the hard disk drive and can be retrieved at a later date.
PERFORMANCE ANALYSIS
The purpose of the performance analysis experiments was to measure the accuracy of a search by query using MPEG-7 descriptors and to determine the time-saving improvement achievable in retrieving an image containing the desired person. In this section we present the results of a series of retrieval experiments performed using the MPEG-7 dominant colour descriptor. Two cameras were used, and a 6 hour video sequence from each camera was analyzed. The sequences were fed into the system in the same way that a live camera input would be. The sequences were thus monitored for motion, and when motion was detected in a frame, the system saved a record comprising the image for that frame and the corresponding MPEG-7 meta-data extracted for the moving objects in the image.
For the analysis, MPEG-7 colour descriptor queries were taken from the event of a person entering a convenience store. The aim of the experiments was to measure the performance of the system in terms of retrieving the ground-truth event of the same person exiting the store.
Experimental setup
For the evaluation of the system, the following experimental setup was used. Two cameras were installed in a convenience store positioned to monitor the entrance/exit doorway from different viewing angles. Figure 2 shows the scene as viewed by each camera. All persons that appeared in the sequences entered and exited through the one and only doorway.
Search and retrieval of events
Each search was conducted using the following procedure. For each person searched for, three frames of that person entering the convenience store were used to setup three MPEG-7 dominant colour descriptor queries. Typically, each event of a person entering the store contained around ten frames of motion showing that person, with the person having been automatically segmented during the monitoring of the video sequences. From these frames, three frames were selected on the basis that they contained a suitable view of the person. A descriptor was then extracted for the segmented person in each of the three selected frames.
Once a query had been setup, a search would be initiated with a single click of a button. This would then result in the display of a ranked list of events, as shown in Figure 3 . The top ranking event in the list is that event that contains an image of a moving object that best matches the given query, based upon the colour descriptor for that object. For each of the three queries in turn, a search for the person was performed on the complete recorded video sequence. A maximum of 30 events, 10 for each of the 3 searches, were examined before abandoning the search. All the frames comprising the event where the person enters the store, from which the queries were taken, were naturally excluded from the search. The search applied the MPEG-7 colour descriptor matching function to compare the query descriptor with the descriptors of the segmented objects in every record stored in the video database for the given camera. Frames were grouped into events and the events were then sorted on the basis of the best matching frame within each event. The ranked results were presented to the operator as per Figure 3 . The operator then reviewed each of the top 10 ranked events looking for the event where the person exits the store.
Measurement of retrieval performance
For each person searched for, the number of queries (1-3) required to achieve success was recorded, along with the corresponding number of events. The system performance is defined using two metrics, the retrieval success rate and the time-saving factor . The retrieval success rate is defined as the percentage of successful person retrievals, where up to three attempts at searching for the person, each using a different frame, are allowed. Additionally, a time-saving factor is calculated. This indicates how much more quickly the operator can locate a given event when the <VISS> TM MPEG-7 intelligent search algorithm is used compared with a manual search which on average requires him to examine 50% of the events. The time-saving factor is defined by Equation 1.
where N p is the number of persons successfully located, E(p) is the number of events that were examined before locating person p and N E is the total number of events in the sequence.
Retrieval results
The results for the sequences from Cameras 1 and 2 are shown in Tables 1 and 2 respectively.
It should be noted that in these experiments the criterion for success was to retrieve the event containing the exact same person as the query. This is a very harsh criterion because in some cases different persons were dressed in similar colours. In general, it is obviously impossible to reliably distinguish between different persons on the basis of their clothing colour alone; only techniques such as face recognition can feasibly attempt this. Nonetheless, the use of colour alone can greatly reduce the set of images in the whole video surveillance database down to a very manageable subset. Using this small subset of images, the human operator can quickly home in on the person he is looking for. In cases where the person searched for was wearing clothing of a very common colour, such as a grey suit, retrieval would often not succeed. In such cases, the system would rank retrieved events of other persons before the desired person, since based on colour alone, the two events were highly similar. This should not be considered a failure of the algorithm; it is only a limitation of it. Additionally, it was often the case that persons in the background of the scene, in addition to the person currently entering or exiting the store, would also be detected by the system. The lower image of Figure 2 is an example of such a situation, where there is a second person in the background. Finally, illumination changes and reflections could also lead to unsuccessful retrievals by the system for some cases.
Interpretation of results
Of the seventeen persons searched for on camera 1, in 65% of cases the correct person was successfully retrieved by being placed within the top ten ranked events. For camera 2, the success rate was 71%. In these cases, the number of records that the operator needed to examine was minimal, always being less than thirty. The ranked nature of the presented results meant that the operator often arrived at the correct person after searching only two or three retrieved records. Furthermore, even for those cases where the required person was not found within the full thirty records, this technique is still beneficial. This is because searching the records in ranked order will lead to the operator finding the required person sooner than the alternative of searching 50% of the database in a random order. In other words, considerably fewer records would have to be examined when the data is ranked.
A TYPICAL SCENARIO
One particularly relevant scenario is that of determining whether a piece of baggage left unattended in an airport is dangerous or not. In order to find out, an image of the person who deposited the baggage would be extremely useful. As a specific scenario, consider the situation in which an orange piece of baggage has been left unattended in a publicly used area, as depicted in Figure 4 . Although the operator can easily review the images, this would take a great deal of time since many people pass by and are thus recorded by the system. Only one person will have actually put the baggage down, and it is crucial to retrieve an image of that event as quickly as possible.
Using MPEG-7 technology, the operator can quickly and easily form a colour descriptor query of the baggage, by drawing around the outline of the baggage and instructing the system to extract the dominant colours for the pixels enclosed within the outline, Figure 4 . Once the query has been setup, the system can be instructed to search all records stored over a given period of time, for example the past day, and present the matching events in ranked order. From this point the operator can simply review the few top ranking events in turn to quickly find an image of the person putting the orange baggage down.
CONCLUSIONS
This paper has described a prototype video intelligent surveillance system that owes its intelligence to MPEG-7 technology and the results of its performance have been presented. The criterion used to measure the retrieval success rate, that of retrieving the exact same person exiting the store using a query of that person entering the store, is considered to be very strict. This is because the retrieval is based solely on colour, yet different persons can be dressed in very similar colours. Hence the values presented here for the retrieval success rate represent the performance that can be expected of such a system that uses only colour as the discriminating measurement. Greater performance could be achieved if in addition, the MPEG-7 shape and texture descriptors are used to further refine the matching process. Finally, a measure for comparing the performance of different systems is given in terms of the time-saving benefits that the system can provide. In the above experiments, which entailed searching two 6 hour sequences of recorded video, an operator using the <VISS> TM MPEG-7 intelligent search is able to retrieve the ground-truth exit event at least 50 times more quickly than if he were using a video surveillance system without MPEG-7. This is based on the fact that on average the operator would need to search 50% of randomly ordered data in the database in order to find a given person. Furthermore, it is most likely that human fatigue would affect the operator's performance for the case where he has to search 50% of the whole database of a video surveillance system that does not incorporate MPEG-7 technology.
