Abstract: In the case of Maxwellian molecules, the Wild summation formula gives an expression for the solution of the spatially homogeneous Boltzmann equation in terms of its initial data F as a sum f (v, t) =
e
−t (1 − e −t ) n Q + n (F )(v). Here, Q + n (F ) is an average over n-fold iterated Wild convolutions of F . If M denotes the Maxwellian equilibrium corresponding to F , then it is of interest to determine bounds on the rate at which Q + n (F ) − M L 1 (IR) tends to zero. In the case of the Kac model, we prove that for every > 0, if F has moments of every order and finite Fisher information, there is a constant C so that for all n, Q
where Λ is the least negative eigenvalue for the linearized collision operator. We show that Λ is the best possible exponent by relating this estimate to a sharp estimate for the rate of relaxation of f (·, t) to M . A key role in the analysis is played by a decomposition of Q + n (F ) into a smooth part and a small part. This depends in an essential way on a probabilistic construction of McKean. It allows us to circumvent difficulties stemming from the fact that the evolution does not improve the qualitative 1 Work partially supported by U.S. National Science Foundation grants DMS 03-00349 and G-37-X43. 2 3 Work supported by the Ministry of University (MURST) "Problemi matematica delle teorie cinetiche" regualrity of the initial data.
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Introduction
The Kac equation is a model Boltzmann equation due to Mark Kac [15] . It describes the evolution of the probability density f (v, t) for the velocities in a gas of particles moving in one dimension. It has the form:
Here, ρ is an even probability measure on [−π, π], and the post-collisional velocities are given by v * (θ) = v cos(θ) + w sin(θ) and w * (θ) = −v sin(θ) + w cos(θ) .
( 1.2)
The requirement that ρ be even reflects microscopic reversibility; the time reversal of the collision in (1.2) should have the same probability.
In addition, we require that when ρ is extended periodically,
for all θ. Under this condition together with the condition that ρ be even, if E = v 2 + w 2 , and a is any number with 0 ≤ a ≤ 1, each of the post collisional outcomes (v * , w * ) = (± √ aE, ± (1 − a)E) and (v * , w * ) = (± (1 − a)E, ± √ aE)
is equally likely. This is natural for the Kac model, in which the collisions conserve energy and mass but not momentum. Finally, for technical reasons we make the requirement that ρ is uniformly bounded; i.e., that for some finite constant B, ρ(θ) ≤ B. We refer to probability densities ρ satisfying all of these conditions as regular. In the theorems below, it is always assumed ρ is regular.
Because the underlying collisions conserve mass and energy, so does the evolution described by (1.1). That is, for any solution f , R f (v, t)dv and R v 2 f (v, t)dv are constant. By a choice of units, we may assume without loss of generality that We shall assume this throughout the paper. The other moments of f are not conserved. In particular, the total momentum R vf (v, t)dv is not constant for the Kac model, unless it happens to be zero.* Kac introduced his model to study rates of relaxation to equilibrium in kinetic theory. There is only one equilibrium solution to (1.1) for initial data satisfying (1.4) . This is the normalized Maxwellian
Linearizing the Kac equation about M (v) by considering initial data of the form
with h(v) "small" leads to the linearized Kac equation:
where
The first term in L can be recognized as being composed of averages of Mehler kernels [16] , which implies that all of the eigenfunctions are Hermite polynomials. The eigenvalue λ n corresponding to the nth degree Hermite polynomial for the operator L is readily worked out in terms of the eigenvalues of the Mehler kernel, and found [16] to be
and λ 0 = 0, which is a simple special case. Conservation of energy is reflected in the fact that λ 2 = 0, and conservation of mass is reflected in the fact that λ 0 = 0. As for the non zero eigenvalues, notice that since ρ is even, sin n (θ)ρ(θ)dθ = 0 for all odd values of n. Under the additional condition (1.3), the same is true of * With one dimensional velocities in a pair collision, conservation of both momentum and energy would leave only exchange of the two velocities as kinematically possible collision result, and that would trivialize the equation.
28/may/2004; 7:18 cos n (θ)ρ(θ)dθ. Hence, under our conditions λ n = −1 for all odd values of n. For even values of n; i.e., n = 2k, it is clear that the integrand in (1.7) is monotone decreasing in k. Therefore, the largest non zero eigenvalue of L is λ 4 . That is, if we define 8) which is the second largest; i.e., the least negative, eigenvalue of L, we have Λ = λ 4 . The Wild convolution f • g of two probability densities f and g on R is defined by
This adapts to the Kac model the original definition of Wild [19] , which was made in the context of Maxwellian molecules. While this product is commutative under the condition (1.3), it is never associative: Even in the uniform case ρ(θ) = 1/(2π) originally considered by Kac, the product is not associative. This point is important in what follows, and we shall return to it. For now, observe that using the Wild convolution, (1.1) can be written in the form
If the initial condition is f (v, 0) = F (v), then Wild's expression [19] for the solution is
where Q + n (F ) is a certain explicitly described average over all the n-fold Wild convolutions of F . (Since the product is not associative, in general 
These binary bracketings can be put in one to one correspondence with certain tree graphs. Here are the graphs corresponding to the four convolutions in (1.12).
They are arranged in the same order, left to right. Next, here is the graph corresponding to the balanced convolution (1.13):
To go from a graph to the corresponding convolution, label each of the leaves with F . Then start erasing pairs of leaves. This exposes a node as a new leaf. Label that new leaf with (G • H) where G is the label on the left leaf that was erased, and H is the label on the right leaf that was erased. When all pairs of leaves are erased, one has the convolution. Let Γ n denote the set of all graphs of this type with n leaves. For any γ ∈ Γ n , let C γ (F ) denote the corresponding convolution of 14) where P (γ) is the probability that a certain random walk on graphs passes through γ. See [17] or [4] for more details. The direct averaging formula (1.14) has a significant advantage over the recursive formula (1.11). As we shall show, it can be used to generate decompositions of Q + n (F ) into "good" and "bad" pieces, whose relative sizes may be estimated through a probabilistic analysis of the random walk that define the weights P (γ).
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These decompositions shall be generated by partitioning Γ n into two appropriately chosen subsets That is, suppose that Γ n = A n ∪ B n with A n ∩ B n = ∅. Then with p n = γ∈A n P (γ), we put
Then G n and H n are probability densities, and
We shall show that if we take A n to be the set of graphs in which every leaf has a certain minimum depth, then G n will be smooth, and when n is large, p n will be very close to 1. This smoothness result is crucial in what follows, and without some sort of decomposition, we would not have it. It simply is not the case that Q + n (F ) becomes progressively more smooth with increasing n. If the initial data F does not posses a certain degree of smoothness, then in general, neither will Q + n (F ), no matter how large n is. However, what does happen is almost as good: A large piece of it -p n G n -becomes smooth, and the L 1 norm of the remainder, which is (1 − p n ),
shrinks to zero at a very rapid rate. This smoothing result will be applied to study the relation between the rates of convergence in lim
The idea that one might obtain precise information on the rate in the second limit by a study of the first limit was developed by McKean [16] . He conjectured that (1.15) should result from a sort of a "central limit theorem", and that it should imply an exponential rate of convergence in (1.16). A previous paper [4] has verified McKean's conjecture.
Further work on the relation between (1.15) and (1.16) has been done in [6] . There, the emphasis was on initial data with "long tails" so that while
the rate of decrease is very slow. It was proved in [6] Here, our emphasis is instead on initial data possessing moments of every order so that the convergence in (1.17) is very fast. Then the decay in (1.16) will be exponential. Indeed, by a result in [6] , this is ensured if R |v| 2+ F (v)dv < ∞ for some > 0. Our goal here is to determine the precise exponential rate for such data. We shall do this by determining the precise polynomial rate in (1.15). Our main result is that for reasonable initial data, both rates are governed by Λ as defined in (1.8).
Before stating the theorems, we recall that the Fisher information I(F ) of a probability density F on IR is defined by
The Fisher information is closely related to the entropy, and has played a fundamental role in the study of the Kac equation since the work of McKean [16] . Two fundamental properties of the Fisher information are that (i) I(F ) is a convex functional of F , and (ii), for any two probability densities F and G,
This leads directly to the fact that
Likewise, it follows that the solution f (v, t) of the Kac equation with initial data F satisfies I(f (·, t)) ≤ I(F ) for all t; i.e., the Fisher information of a solution of the Kac equation is monotone decreasing, as McKean discovered.
Theorem 1.1 Let F be a probability density with finite Fisher information such that
, and possessing moments of every order. Then for any > 0, there is a finite constant C depending only on the behavior of the moments of F and on so that for all n ≥ 1,
(1.18) Theorem 1.2 Let F satisfy the hypotheses of Theorem 1.1. Let > 0 and C be the constants in (1.18), and let f (v, t) be the solution of (1.1) with initial data F . Then It is a relatively easy task to prove Theorem 1.2 given Theorem 1.1. We do this now as it explains the relation between (1.15) and (1.16).
Proof of Theorem 1.2: The starting point is the Wild sum (1.10). To use this, note that M = ∞ n=1 e −t (1 − e −t ) n−1 M , which is a special case (1.10) since Q + n (M ) = M for all n. Then by the Minkowski inequality and Theorem 1.1,
(1.20)
Fix a positive integer N , and split the sum at the N th term. Estimating the tail,
n−1 ≤ 1, and since n Λ+ is monotone decreasing.
As for the first n terms, note that for any p with 0 < p < 1,
Applying this with −p = Λ + ,
Combining (1.20), (1.21) and (1.22), we have that
Choosing N = e t , this is
This proves that the bound obtained in Theorem 1.1 is the best possible in its dependence on n, since any better exponent in (1.18) would lead to a rate of relaxation that would be inconsistent with the bounds provided by the linearized Boltzmann equation.
To prove Theorem 1.1, we first prove an analog for a weaker norm. Then we use the existence of higher order moments and a result on production of smoothness by repeated Wild convolutions to obtain the decay in the L 1 norm. The next section introduces the weak norm, and proves the weak norm analog of Theorem 1.
To pass from the weak norm to the strong norm, we can use interpolation methods, provided we have smoothness and moment bounds. Moment bounds are physically reasonable on the initial data, but smoothness bounds are less so. Therefore, it is fortunate that for large n we can decompose Q + n (F ) into two pieces: One will be smooth, and the other will be small in the L 1 norm. This is proved in Theorem 3.1 using the decomposition strategy outlined above. Section 3 of the paper is devoted to this decomposition theorem. Such a decomposition is necessary if one is to prove any sort of "production of smoothness" result for solutions of the Kac equation, or for that matter, the Boltzmann equation for Maxwellian molecules, for which there is also a Wild sum. This can be clearly seen from (1.10). The first term in the Wild sum is e −t F , and so the solution will never belong to any Sobolev space to which F itself does not already belong. While the Kac equation is not regularizing in the manner of a parabolic equation, the intuition that the collisions must be doing some sort of smoothing is correct. This can be seen most directly by looking at Q + n (F ). Our decomposition of Q + n (F ) is induced by a partition of the set Γ n in (1.14). We shall show that graphs in which every leaf has a certain minimum depth make a smooth contribution to the sum, and that for n large, most of the graphs are of this nice type. This last fact is established by a probabilistic analysis afforded by McKean's representation. It is not clear how one might do this using only (1.11), which does suffice for many purposes; In [6] , the Wild sum estimates were all based on the simpler (1.11). For the present purposes, (1.14) seems more incisive. One might well regard the results in Section 3 as the main results of the paper.
In section 4, we prove the interpolation bounds, and in Section 5 we prove Theorem 1.1. We close the introduction with some final remarks on the production of smoothness in kinetic equations.
There is a considerable literature on production of smoothness for the Boltzmann equation, starting with work of Desvillettes [8] the non cut-off Kac equation, which means that the density ρ(θ) is unbounded near θ = 0. This results in a great many "grazing collisions" in which the velocities are barely changed. In this case, the smoothing properties of the evolution are more like those of a parabolic equation. Indeed, in the "grazing collision limit" [13] , the Boltzmann equation becomes a non linear parabolic equation known as the Landau equation whose smoothing properties have been investigated by Desvillettes and Villani [9] . When ρ is sufficiently singular at θ = 0, the smoothing behavior is parabolic, with the solution possessing derivatives of every order for all t > 0.
When ρ is not singular at θ = 0, then parabolic like smoothing will not occur. Therefore, the very nature of "production of smoothing" results must be different in our setting. It is quite satisfactory that a natural decomposition can be used to formulate a "production of smoothing" result here.
It is important to be able to deal with the case in which ρ is not singular at θ = 0. First, screening effects will likely eliminate the long range interaction needed to produce the singularities in ρ in many physical settings. Second, the singularities in ρ that are necessary for parabolic-like production of smoothness are rather severe, so that only weak solutions [18] of these kinetic equations can be produced.
The sharp rate in a weak norm
In this section, we refine a method developed in [4] for estimating Q + n (F )−M . We do this in a weak norm that permits close estimation, and will later use "production of smoothness" estimates from the next section to draw conclusions about the rate in the strong L 1 norm.
The basic strategy is to find a convex functional Φ on probability densities with the property that there is a constant c < 1 such that for any two probability densities
Then Theorem 1.9 of [4] gives us the following estimate: For all > 0, there is a finite constant
Suppose also that there is some norm ||| · ||| so that for all n > 1,
Then we conclude the analog of Theorem 1.1 for the ||| · |||: We now explain how to do this, first introducing the norm ||| · |||.
Let g denote the Fourier transform of g. Then under (2.5), the first four terms in the Taylor expansion of g at the origin all vanish:
Therefore, it makes sense to equip M 4 with the norm ||| · ||| where
We now claim that for n > 1,
The key is that since ρ is regular
and so for n > 1
Of course since M is even, its first and third moments vanish as well. Then since Q + n (F ) and M are both probability measures with the same variance, their zeroth and second moments agree as well. Hence for n > 1, Q + n (F ) − M belongs to M 4 . (The fact that for regular ρ, all odd moments of F • G vanish for any two probability densities F and G has been pointed out and exploited in [7] ).
We would take our functional Φ to be Φ(F ) = |||F − M ||| except for the fact that F itself can have non zero first and third moments, in which case it will not belong to M 4 , and |||F − M ||| is not defined.
To correct for this, we make a small correction to F so that F has a suitable Taylor expansion at the origin. This could be avoided in the Kac model by just ignoring n = 1 in (2.3) and making some corresponding modifications to the arguments in [4] . However, a simple correction that works also for Maxwellian molecules has already been devised in [4] , which in turn draws on ideas of [12] . Here is how it is done:
For any probability density F , let m k (F ) denote the kth moment of F : We define a function P F by
where χ is a C ∞ monotone decreasing function on R + such that for r ≤ L 1 , χ(r) = 1, while for χ(r) = 0 for r ≥ L 2 , and where 0 < L 1 < L 2 will be specified below.
Observe that by the Schwarz inequality and the support properties of χ,
so µ(F ) controls the size of P F . Notice that for any probability density F with a finite fourth moment, (F − P F ) − M ∈ M 4 . We now define a functional Φ on such densities as follows:
The constant K will be chosen below.
Theorem 2.1 For any > 0, and all probability densities F and G satisfying
there is finite value, depending only on and C, of the constant K in (2.11) so that
Finally, for any > 0, there is a constant A depending only on so that for all n,
To extract from (2.14) a result on |||Q + n (F ) − M |||, notice that (2.7) implies that for all n > 1, µ(Q + n (F )) = 0 and P Q + n (F ) = 0, and hence from (2.11),
Therefore, we have the following result:
Theorem 2.2 For any > 0, and all probability densities F satisfying R v 4 F (v)dv < ∞ there is finite a constant A depending only on so that for all n, Since the bounds obtained above depend on F only through C, they apply for G as well.
Next, recall that since F • G is even, P F •G = 0. Adding and subtracting, we have
We need to show that the last three terms are small in the ||| · ||| norm. Consider the first of these, (F − P F ) • P G , and consider ξ with |ξ| ≤ L 1 . We will compute the Wild convolutions with the Bobylev formula [1]
19)
It will be convenient to denote the right hand side by F • G, and we do this below. Note that when |ξ| ≤ L 1 , so are | sin(θ)ξ| and | cos(θ)ξ|, and hence for such ξ, χ(| sin(θ)ξ|) = 1, where χ is the cut-off function in (2.9). Then, by the definition (2.9),
By Taylor's theorem with remainder, for such ξ,
where |R| has a bound depending only on C. In particular, it is independent of θ and ξ. Since for all integers k > 0, as a consequence of our stipulation that ρ is even,
where D is a finite constant depending only on C. By symmetry in F and G, we also have, increasing D if need be,
Next note that for |ξ| ≤ L 1 ,
Hence, there is a constant D depending only on C so that 
Now using the arithmetic geometric mean and then (2.10) and (2.17), 
Taking the larger of the values of D from here or in (2.20), we have that
Again using the bounds M ∞ = 1 and (2.21),
and since
we have 
.
Now define
Then, recalling that P F •G = 0, and that µ(F • G) = 0, we have
This gives us (2.1) with c = (1 + )(Λ + 1). As explained in the beginning of the section this gives us the bound stated in Theorem 2.1 after adjusting .
Smoothing Properties of the Kac equation
The main result in this section is a decomposition of Q + n (F ) into two pieces: a "beautiful" piece and an "ugly" piece. The beautiful piece will be very smooth, and the ugly piece will be very small. This decomposition is based in an essential way on the McKean walk representation of Q + n (F ) as a weighted sum of iterated Wild convolutions C γ (F ); i.e., (1.14).
We shall show that if every leaf in a graph γ has a depth k, then C γ (F ) has k/2 weak derivatives in L 2 . How "beautiful" a graph is in the context of smoothness then depends on the minimal depth of the leaves. Here is an example of a graph in which every leaf is at depth of at least 3:
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While most of the leaves are at a greater depth, it is the minimal depth that counts. There are graphs of every size in which there is one leaf whose depth is only 1. For such graphs, C γ (F ) will have only the minimal smoothness inherited from F through one Wild convolution. Under the hypotheses below, this will be only one half of a weak derivative in L 2 .
On the other hand, when n is large compared to k, there is a high probability that a graph γ chosen randomly from Γ n according to the probability law P (γ) in (1.14), has minimal depth k. The main result in this section then rests on two supports: We must determine precisely how this probability depends on k and n, and we must also show that there is an incremental improvement of one half of a weak derivative with each Wild convolution. Theorem 3.1 Let F be any probability density on IR with finite Fisher information I(F ). Let c be any number with 0 < c < 1/2. Then for any positive integer k and and any n ≥ 2 k , Q + n (F ) can be decomposed as a convex combination of probability densities B n,k (F ) and U n,k (F )
where for some constant C depending only on k and I(F ),
Moreover, U n,k (F ) satisfies and there is a finite number A depending only on c so that
Remark: In the opening paragraphs of this section, we discussed the probability that a graph γ chosen randomly from Γ n according to the probability law P (γ) in (1.14), has minimal depth k. We will see that this is 1 − p n,k . For fixed k, we can choose c arbitrarily close to zero. Then the constant multiplying n −(1−2c) is large but finite, and we see that for every > 0,
This is the quantitative version of what we meant by a "high probability" of choosing a graph with minimal depth k from Γ n . Turning now to the lemmas needed to prove Theorem 3.1, we begin with an investigation of the incremental smoothness produced by one Wild convolution. The first is an analog of a result [2] of Bouchut and Desvillettes for the Boltzmann equation. In the case of the Kac equation, the mechanism in the proof is simpler and somewhat different.
In this section, we make use of the assumption that ρ(θ) is uniformly bounded by a finite constant B, which was part of our definition of a regular density ρ. For any square integrable function f on R, and any positive number s we define the Sobolev norm f
wheref denotes the Fourier transform of f .
Proof: By Jensen's inequality and the Bobylev formula, We now make the change of variables η = cos(θ)ξ, which leads to
Now consider the inner integral, and make the change of variables y = tan(θ)η, where η is regarded as a fixed parameter for the time being. For any value of η, as θ varies between −π and π, y covers the real line twice. Since
Using the inequality (a + b)
The next estimate provides a uniform L 2 (IR) bound on all C γ (F ). It relies on the fact, mentioned above, that for any McKean graph γ, I(C γ (F )) ≤ I(F ). The lemma translates this into an L 2 bound.
Lemma 3.3 Let f be any probability density on IR such that I(f ) is finite. Then
Proof: It is shown in Lemma 2.3 of [5] Also, since f is a probability measure |f (ξ)| ≤ 1 so that
bining the estimates, we have the result.
Next we apply these lemmas to show that if every leaf in a McKean graph γ is of depth k or greater, then C γ (F ) has k/2 weak derivatives. Toward this end, fix any k and consider any McKean graph γ ∈ Γ n with n ≥ 2 k . We say that γ is k-beautiful if the depth of each of its leaves is at least k, and otherwise we say it is k-ugly. Let B n,k be the subset of all of the k-beautiful McKean graphs in Γ n , and let U n,k be the subset of all of the k-ugly McKean graphs in Γ n . Clearly, Let G j = C γ j (F ) with the understanding that G j = F if there is no additional graph appended at the jth node. In the example,
The point of these definitions is that C γ (F ) can be written as a Wild convolution of the G j : 
By Lemma 3.2, we then have
Of course, we still have
The same estimates apply to G 3 • G 4 . Therefore, apply Lemma 3.2 again,
Continuing, we finally get
This analysis can be extended easily to higher values of k, and we have:
Lemma 3.4 Let F be any probability density on IR such that I(f ) is finite. Let k be any fixed positive integer, and n any integer with n ≥ 2 k . Then there is a constant C depending only on k and I(F ) so that
We next show that when n is large compared to 2 k , the likelihood of "drawing" a beautiful graph in Γ n is very high. A method developed in [4] is perfectly suited to this task. Let the function W on Γ n be defined by
where c is some number with 0 < c < 1, and d(j) is the depth of the jth leaf. Let P (γ) be the probability that the McKean walk passes through γ at the nth step. Then, as shown in Lemma 1.4 of [4] , if p is any number with p < 1 − c, there is a constant A so that 
We now define numbers p n,k by p n,k = γ∈U n,k P (γ). Clearly, p n,k is the probability that the McKean walk passes through a k-ugly graph at the nth step. Letting c be any number with 0 < c < 1/2, the estimate we have just derived gives us the bound
where A is independent of k and n.
Next define two probability densities B n,k (F ) and U n,k (F ) by
Since Φ(C γ (F ) ≤ Φ(F ) for all γ, we have that
And since all of the odd moments of every
We finally arrive at the proof of the main theorem: Proof of Theorem 3.1: The decomposition (3.1) holds by the definitions of the quantities on the right. The fact that B n,k (F ) satisfies (3.2) follows from (3.5) and the convexity of the norm. The fact that U n,k (F ) satisfies (3.3) follows from (3.7) and (3.8). Finally, (3.4) has been established in (3.6) . 
Interpolation bounds
Here we recall some interpolation inequalities that allow us to pass from the ||| · ||| norm to the · L 1 (IR) norm.
Lemma 4.1 Let 0 < r < 1 be given. Then there is a constant C depending only on r so that f
Proof: For any r with 0 < r < 1, Proof: We may assume that f is non-negative. Let L > 0 be chosen. Then
Choosing L = 2k(m 2k (f )/ f L 2 (IR) ) 2/(4k+1) now yields the result.
Proof of the main theorem
Proof of Theorem 1.1 Consider the decomposition Q + n (F ) = (1 − p n,k )B n,k (F ) + p n,k U n,k (F ) (5.1)
given by Theorem 3.1 for any k and any n ≥ 2 k . Then by the Minkowski inequality,
Since U n,k (F ) − M L 1 (IR) ≤ 2, (3.4) of Theorem 3.1 gives us the bound
where c is any number with 0 < c < 1/2, and A depends only on c. Since Λ > −1, we are free to choose c so that Since M is smooth and has moments of every order, B n,k (F ) − M is smooth and has moments of every order. In particular, fix any r > 0, and suppose that k > 16(1 − r)/r + r. By Theorem 3.1 we have a bound on B n,k (F ) − M H k that is uniform in n. Hence by Lemma 4.1, there is a constant C so that
(5.6) uniformly in n. Next, since for any , the 2 th moment m 2 (B n,k (F ) − M ) is bounded uniformly in n, we can choose large enough that 1/(8 + 2) < r. Then Lemma 4.2 tell us that there is a finite constant C so that for all n,
Combining (5.6) and (5.7), we have that there is a constant C so that for all n,
Now combining (5.5) and (5.8), we obtain that there is a constant C so that for all n, 
