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Abstract. A/B tests are randomized experiments frequently used by companies
that offer services on the Web for assessing the impact of new features. During
an experiment, each user is randomly redirected to one of two versions of the
website, called treatments. Several response models were proposed to describe
the behavior of a user in a social network website, where the treatment assigned
to her neighbors must be taken into account. However, there is no consensus as
to which model should be applied to a given dataset. In this work, we propose a
new response model, derive theoretical limits for the estimation error of several
models, and obtain empirical results for cases where the response model was
misspecified.
Resumo. Testes A/B sa˜o experimentos randomizados muito utilizados por em-
presas que oferecem servic¸os na Web para avaliar o impacto de novas funciona-
lidades. Durante um experimento, cada usua´rio e´ redirecionado aleatoriamente
para uma de duas verso˜es do site, chamadas tratamentos. Diversos modelos de
resposta foram propostos para descrever o comportamento de um usua´rio em
sites de redes sociais, onde o tratamento atribuı´do aos seus vizinhos deve ser
considerado. Pore´m, na˜o ha´ consenso sobre qual modelo deve ser aplicado a
um conjunto de dados. Neste trabalho, propomos um novo modelo de resposta,
derivamos limites teo´ricos para o erro de estimac¸a˜o de diversos modelos, e ob-
temos resultados empı´ricos para o caso de especificac¸a˜o incorreta do modelo.
1. Introduc¸a˜o
Ha´ alguns anos grandes empresas que oferecem servic¸os na Web (como Amazon, e-Bay,
Facebook, Google e LinkedIn) veˆm percebendo a importaˆncia de se conduzir pesqui-
sas sobre a experieˆncia dos usua´rios para a tomada de deciso˜es, a nı´vel de desenvol-
vimento (p. ex., mudanc¸as no funil de compra ou no layout do site) e tambe´m a nı´vel
de nego´cio (p. ex., novas funcionalidades e diferenciais em relac¸a˜o aos concorrentes)
[Kohavi et al. 2013]. Este impacto e´ quantificado atrave´s de medidas de interesse, tais
como a frac¸a˜o de usua´rios que retorna ao site, o nu´mero me´dio de cliques por usua´rio, o
lucro obtido atrave´s de anu´ncios no site etc. Para cada medida, deve-se estimar o efeito
me´dio do tratamento, conhecido como average treatment effect (ATE).
Dentre as te´cnicas existentes, testes A/B se destacam como uma das mais proemi-
nentes devido a sua capacidade de quantificar mudanc¸as comportamentais objetivamente,
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calcular resultados e determinar a significaˆncia estatı´stica de forma automa´tica (sem que
seja necessa´rio feedback explı´cito do usua´rio) [Kohavi et al. 2009]. Testes A/B consis-
tem em experimentos randomizados com duas variantes de um tratamento. Usua´rios que
visitam um website sa˜o aleatoriamente atribuı´dos ao grupo de controle (versa˜o atual) ou
ao grupo de tratamento (versa˜o sendo testada).
Os testes A/B teˆm como premissa a chamada Stable Unit Treatment Value As-
sumption (SUTVA). A SUTVA e´ a suposic¸a˜o de que na˜o ha´ interfereˆncia entre os in-
divı´duos do experimento, isto e´, que o comportamento de um indivı´duo depende apenas
do tratamento que lhe foi atribuı´do. Enquanto esta suposic¸a˜o e´ va´lida para testes clı´nicos
envolvendo placebos e medicamentos, experimentos em redes sociais normalmente vi-
olam esta condic¸a˜o (efeito conhecido como spillover) [Xu et al. 2015]. Considere, por
exemplo, um experimento para avaliar a criac¸a˜o de um chat para troca de mensagens en-
tre usua´rios. Mesmo que as diferenc¸as entre os grupos de controle e de tratamento na˜o
sejam significativas quando apenas 20% dos usua´rios tem acesso a` funcionalidade, na˜o
podemos afirmar que essa conclusa˜o continuaria va´lida caso 100% dos usua´rios pudessem
usar o chat.
Idealmente, gostarı´amos de comparar os resultados de dois experimentos si-
multaˆneos: no primeiro, toda a populac¸a˜o esta´ no grupo de controle e, no segundo, todos
esta˜o no grupo de tratamento. Desta forma, mesmo que a SUTVA fosse violada, con-
seguirı´amos estimar o ATE. Como isso na˜o e´ possı´vel, para se estimar o ATE, e´ preciso
assumir um modelo que descreve como a resposta de um indivı´duo varia conforme o
tratamento que e´ atribuı´do a ele e ao restante da populac¸a˜o. No caso de redes sociais,
assume-se que a resposta de um indivı´duo e´ influenciada apenas pelos seus relacionamen-
tos diretos.
Modelos de resposta sa˜o importantes na˜o so´ para estimar o ATE, como tambe´m
para comparar va´rios me´todos de estimac¸a˜o quanto a sua acura´cia. Como a func¸a˜o de
resposta em um experimento real e´ desconhecida, a comparac¸a˜o entre me´todos e´ feita a
partir de dados sinte´ticos, gerados utilizando-se modelos de resposta. Tradicionalmente,
os modelos de resposta utilizados sa˜o diferentes daqueles assumidos pelos me´todos pro-
postos. Contudo, para que os resultados em relac¸a˜o ao erro de estimac¸a˜o sejam colocados
em perspectiva, e´ fundamental conhecer os limites teo´ricos do erro de estimac¸a˜o, caso o
modelo correto fosse empregado.
Este trabalho possui treˆs contribuic¸o˜es principais. A primeira consiste em pro-
por um novo modelo de resposta, chamado τ -exposure, baseado em limiar de exposic¸a˜o.
Neste modelo um indivı´duo e´ considerado “exposto” se ele recebe o controle (tratamento)
e uma frac¸a˜o de seus vizinhos maior que τ tambe´m recebe controle (tratamento). A se-
gunda contribuic¸a˜o e´ a derivac¸a˜o analı´tica dos limites inferiores para o erro de estimac¸a˜o
quando o modelo correto de interfereˆncia e´ utilizado. Finalmente, iremos utilizar diversos
modelos de resposta para realizar um estudo empı´rico do erro resultante ao se especificar
o modelo incorreto durante a estimac¸a˜o.
2. Trabalhos relacionados
O estudo da resposta a um tratamento na presenc¸a de interac¸o˜es sociais foi formalizado
em [Manski 2013]. O autor considera a existeˆncia de grupos de indivı´duos conectados,
cujas respostas sa˜o fortemente dependentes. Na classe mais geral de modelos, conhe-
cida como constant treatment response, o espac¸o de todos os mapeamentos possı´veis em
grupos de controle e tratamento e´ particionado em “tratamentos efetivos” para cada in-
divı´duo. Dois mapeamentos quaisquer dentro da mesma partic¸a˜o da˜o origem a mesma
func¸a˜o de resposta para um indivı´duo.
Com o auxı´lio de um grafo e´ possı´vel definir modelos de resposta computacional-
mente trata´veis. Estes modelos fazem parte da classe neighborhood treatment response.
Por exemplo, em [Backstrom and Kleinberg 2011] os autores assumem que um indivı´duo
e´ considerado “exposto” ao tratamento se ele e pelo menos k de seus vizinhos recebem
o tratamento. Ale´m desse modelo, os autores de [Ugander et al. 2013] consideram mo-
delos onde um indivı´duo e´ considerado exposto se todos os (ou uma frac¸a˜o maior que q
dos) seus vizinhos esta˜o sujeitos ao mesmo tratamento que ele. Apesar de apresentarem
resultados empı´ricos, nenhum destes trabalhos estuda os limites teo´ricos de estimac¸a˜o.
Em [Gui et al. 2015], os autores propo˜em um modelo linear para a resposta de
um nodo em func¸a˜o do tratamento dele e dos seus vizinhos. Para reduzir o impacto de
supor incorretamente tal relac¸a˜o linear, os autores usam randomizac¸a˜o a nı´vel de clus-
ter. Por outro lado, o modelo, que produz respostas reais, e´ aplicado a respostas bina´rias
sem que haja um estudo sobre o impacto desta inconsisteˆncia. Embora diversos mode-
los de resposta tenham sido propostos para capturar a interfereˆncia, na˜o existe uma regra
para escolher aquele que melhor representa o conjunto de dados, tampouco um entendi-
mento do erro que a especificac¸a˜o incorreta pode ocasionar. Atualmente, existe apenas
um me´todo que permite testar se a SUTVA e´ va´lida [Saveski et al. 2017], assim como
calcular a probabilidade de erro do Tipo I (rejeitar a SUTVA quando ela e´ va´lida).
Ale´m dos modelos de resposta onde ha´ interfereˆncia entre indivı´duos conectados,
existem tambe´m modelos de homofilia, onde a resposta dos nodos conectados tende a ser
similar quando sujeitos ao mesmo tratamento [Basse and Airoldi 2015]. Contudo, o foco
do presente trabalho e´ em modelos de resposta onde ha´ spillover.
3. Modelos de resposta
Descrevemos a seguir a notac¸a˜o usada nos modelos de resposta. Seja cada unidade (ou
indı´viduo) do experimento indexada por i ∈ 1, . . . , N . Defina Z ∈ ZN e Y ∈ YN como
sendo os vetores de tratamento e de resposta, onde Zi ∈ Z e Yi ∈ Y sa˜o, respectivamente,
o tratamento atribuı´do ao e a resposta do usua´rio i. Defina gi(Z) como sendo uma func¸a˜o
especı´fica a` unidade i, calculada sobre a atribuic¸a˜o de tratamento Z. Quando as unidades
esta˜o conectadas segundo uma topologia de rede, exemplo tı´picos de tais func¸o˜es sa˜o a
frac¸a˜o ou o nu´mero de vizinhos a que foram atribuı´dos um dado tratamento. Defina o vetor
coluna xi = [1, Zi, gi(Z)]>. Em geral, existe um componente estoca´stico i associado
a` unidade i, amostrado independentemente para i = 1, . . . , N a partir da distribuic¸a˜o
Gaussiana com me´dia zero e variaˆncia desconhecida σ2. A seguir, iremos considerar
apenas experimentos envolvendo dois tratamentos (testes A/B), logo Zi ∈ Z ≡ {0, 1}.
3.1. Modelo linear de resposta
Quando as respostas sa˜o nu´meros reais (i.e., Yi ∈ Y ≡ R), o modelo linear de resposta
costuma ser utilizado:
Yi = β0 + β1Zi + β2gi(Z) + i
= x>i β + i, (1)
onde β = (β0, β1, β2) sa˜o paraˆmetros do modelo.
3.2. Modelo probit
Uma forma de se produzir respostas bina´rias (i.e., Yi ∈ Y ≡ {0, 1}) a partir de uma
func¸a˜o real (p. ex., x>i β + i) consiste em usar o sinal da func¸a˜o para determinar a
resposta. Este e´ caso do modelo probit:
Pr(Yi = 1|xi) = Pr(x>i β + i > 0)
= Pr(i > −x>i β)
= Pr(i < x
>
i β),
= Φ(x>i β) (2)
onde Φ(.) e´ a func¸a˜o de distribuic¸a˜o cumulativa da Normal de me´dia 0 e variaˆncia σ2.
3.3. Modelo logı´stico
Outra forma de se produzir respostas bina´rias e´ mapear o valor de uma func¸a˜o real f(.)
em uma probabilidade, usada para amostrar o valor da resposta. Nesse caso, f(.) precisa
ser determinı´stica para que seja possı´vel estimar os paraˆmetros do modelo. Um exemplo
desse tipo de modelo e´ o modelo logı´stico:
Pr(Yi = 1|xi) = 1
1 + exp(−x>i β)
. (3)
3.4. Modelo τ -Exposure: um novo modelo baseado em limiar de saturac¸a˜o
No modelo fractional q-neighborhood response de [Ugander et al. 2013], um indivı´duo e´
considerado “exposto” a um tratamento (A ou B) se ele e uma frac¸a˜o maior que q de seus
vizinhos for atribuı´da am mesmo tratamento. A suposic¸a˜o implı´cita feita por este modelo
e´ de que existe um limiar de saturac¸a˜o: uma vez que um nodo v e´ considerado “exposto”,
aumentar a frac¸a˜o de vizinhos atribuı´dos ao mesmo tratamento na˜o afeta a distribuic¸a˜o
da resposta Yi. Este modelo na˜o pode ser usado para gerac¸a˜o de respostas sinte´ticas, pois
na˜o especifica a distribuic¸a˜o das respostas (seja o nodo exposto ou na˜o).
Nesta sec¸a˜o, propomos o modelo de resposta τ -Exposure baseado na suposic¸a˜o
da existeˆncia de um limiar de saturac¸a˜o τ ≥ 0.5. Seja gi(Z) a frac¸a˜o de vizinhos do nodo
i no grupo de tratamento. A resposta de um indivı´duo e´ dada por
Yi = i +

β0 se Zi = 0 e gi(Z) ≤ 1− τ ,
β0 + β2(gi(Z)− (1− τ)) se Zi = 0 e gi(Z) > 1− τ ,
β0 + β1 se Zi = 1 e gi(Z) ≥ τ ,
β0 + β1 + β2(gi(Z)− τ) se Zi = 1 e gi(Z) < τ .
(4)
Para que o modelo seja realista, e´ necessa´rio que β1β2 > 0, ou seja, que impacto do
tratamento do nodo e daquele dos seus vizinhos na resposta esperada tenha o mesmo
sinal. Ale´m disso, e´ necessa´rio que |β2τ | ≤ |β1| para que as curvas de E[Yi] quando
Zi = 0 e Zi = 1 na˜o se cruzem.
Modelo τ -exposure com respostas bina´rias. As respostas (Yi ∈ R) deste modelo po-
dem ser transformadas em respostas bina´rias de maneira similar ao modelo probit ou ao
modelo logı´stico. Neste artigo, para a gerac¸a˜o de respostas bina´rias, iremos considerar o
sinal de Yi, assim como e´ feito no modelo probit.
4. Efeito Me´dio do Tratamento
Novamente, assumimos que Yi e´ uma varia´vel aleato´ria condicionada em Z. Neste caso,
o efeito me´dio do tratamento (average treatment effect ou ATE) e´ o valor esperado da
diferenc¸a em me´dias (difference in-means) entre a resposta de uma unidade quando a
populac¸a˜o esta´ em tratamento (i.e., Z = 1) e a resposta da unidade quando a populac¸a˜o
esta´ em controle (i.e., Z = 0):
ATE = E
[
1
N
N∑
i=1
Yi(Z = 1)− 1
N
N∑
i=1
Yi(Z = 0)
]
. (5)
Esta equac¸a˜o pode ser especializada para cada um dos modelos apresentados na Sec¸a˜o 3.
Suponha que gi(Z) seja a frac¸a˜o de vizinhos de i em tratamento dado Z. Neste caso,
gi(Z = 1) = 1 and gi(Z = 0) = 0, for all i = 1, . . . , N .
Para o modelo linear (1), temos
ATElinear = β0 + β1 + β2 − β0 = β1 + β2. (6)
O teorema de Gauss-Markov diz que os coeficientes β̂ obtidos pelo me´todo dos quadrados
mı´nimos sa˜o estimadores na˜o-enviesados de mı´nima variaˆncia (MVUE) para β.
Para o modelo probit (2), temos
ATEprobit = Pr(Yi = 1|Z = 1)− Pr(Yi = 1|Z = 0)
= Φ(β0 + β1 + β2)− Φ(β0). (7)
Para o modelo logit ou logı´stico (3), temos
ATElogit = Pr(Yi = 1|Z = 1)− Pr(Yi = 1|Z = 0)
=
e−β0 − e−(β0+β1+β2)
(1 + e−β0)(1 + e−(β0+β1+β2))
. (8)
Para o modelo τ -exposure (4), temos
ATEτ = β0 + β1 − β0 = β1. (9)
Finalmente, para o modelo τ -exposure bina´rio, temos
ATEτ -bin = Φ(β0 + β1)− Φ(β0). (10)
5. Estimadores
Modelos linear, probit e logı´stico. No caso dos modelos (1), (2) e (3), estimadores do
ATE podem ser obtidos substituindo-se β por estimativas de ma´xima verossimilhanc¸a
β̂MLE nas fo´rmulas (6), (7) e (8), respectivamente. Em particular para o modelo linear, o
MLE e´ na˜o-tendencioso e pode ser obtido de maneira mais eficiente atrave´s do me´todo dos
mı´nimos quadrados. Ja´ os MLEs dos modelos probit e logı´stico sa˜o apenas consistentes,
isto e´, convergem para β quando o nu´mero de amostras cresce.
Modelo τ -exposure. O modelo τ -exposure (4) pode ser visto como uma regressa˜o linear
onde as observac¸o˜es esta˜o divididas em quatro conjuntos:
C0 = {i|Zi = 0 ∧ gi(Z) ≤ 1− τ},
C0 = {i|Zi = 0 ∧ gi(Z) > 1− τ},
C1 = {i|Zi = 1 ∧ gi(Z) ≥ τ},
C1 = {i|Zi = 1 ∧ gi(Z) < τ}.
A partir desses conjuntos, pode-se construir uma matriz XN×3 onde
xi =

(1, 0, 0) se i ∈ C0,
(1, 0, gi(Z)− (1− τ)) se i ∈ C0,
(1, 1, 0) se i ∈ C1,
(1, 1, gi(Z)− (1− τ)) se i ∈ C1.
(11)
Como em qualquer modelo de regressa˜o linear, o estimador de quadrados mı´nimos dos
paraˆmetros do modelo τ -exposure e´ dado por βˆτ = (X>X)−1Xy. Um estimador na˜o-
tendencioso para o ATE pode ser obtido substituindo-se β por βˆτ na Equac¸a˜o (12).
Quando na˜o se deseja supor que a func¸a˜o de resposta e´ linear na frac¸a˜o de vizinhos em
tratamento para os indivı´duos em C0 e C1, pode-se usar um estimador mais simples, co-
nhecido como diferenc¸a entre me´dias (difference-in-means). Ele e´ definido por
ÂTEτ =
∑
i∈C1 Yi
|C1| −
∑
j∈C0 Yj
|C0| . (12)
Quando as respostas sa˜o oriundas do modelo τ -exposure, o MSE do estimador ÂTEτ e´
igual a sua variaˆncia, visto que ele e´ na˜o-enviesado:
MSE(ÂTEτ ) = var
(
1
|C1|
∑
i∈C1
Yi − 1|C0|
∑
j∈C0
Yj
)
(13)
=
1
|C1|2var
(∑
i∈C1
Yi
)
+
1
|C0|2var
(∑
j∈C0
Yj
)
=
σ2
|C1| +
σ2
|C0| .
Modelo τ -exposure bina´rio. Assim como no modelo τ -exposure, podemos definir o
estimador diferenc¸a das me´dias (12), substituindo Yi por Y ′i = sinal(Yi). No entanto, a
expressa˜o para o MSE sera´ diferente, pois Y ′i e´ uma varia´vel Bernoulli. Quando i ∈ C1,
temos que Pr(Y ′i = 1) = Pr(Yi > 0) = Φ(β0 + β1). Quando i ∈ C0, temos que
Pr(Y ′i = 1) = Φ(β0). Logo, a variaˆncia de Y
′
i e´ dada por
var(Yi) =
{
Φ(β0 + β1)(1− Φ(β0 + β1)) se i ∈ C1,
Φ(β0)(1− Φ(β0)) se i ∈ C0.
(14)
Substituindo (14) em (13), temos
MSE(ÂTEτ -bin) =
Φ(β0 + β1)(1− Φ(β0 + β1))
|C1| +
Φ(β0)(1− Φ(β0))
|C0| . (15)
SUTVA. Quando assume-se que a resposta de um indivı´duo e´ influenciada pelo seu tra-
tamento, mas na˜o pelo tratamento atribuı´do a outros indivı´duos, o seguinte estimador
difference-in-means e´ utilizado para estimar o ATE:
ÂTESUTVA =
∑
i:Zi=1
Yi
|{i : Zi = 1}| −
∑
j:Zj=0
Yj
|{j : Zj = 0}| . (16)
Note que (16) pode ser obtida a partir de (12) definindo-se C1 = {i : Zi = 1} e C0 = {i :
Zi = 0}. Nesse caso, o MSE de ÂTESUTVA sera´ dado por
MSE(ÂTESUTVA) =
1
|C1|2var
(∑
i∈C1
Yi
)
+
1
|C0|2var
(∑
j∈C0
Yj
)
.
6. Limites inferiores para o erro de estimadores na˜o-enviesados
Nesta sec¸a˜o derivamos limites inferiores (alguns assinto´ticos) para o erro de qualquer
estimador na˜o-enviesado do ATE, para cada um dos modelos de resposta. Para isto, usa-
mos o Crame´r-Rao Lower Bound (CRLB), que relaciona o erro me´dio quadra´tico (MSE)
com a quantidade de informac¸a˜o contida nos dados a` respeito dos paraˆmetros a serem
estimados, medida pela matriz de informac¸a˜o de Fisher (FIM). A seguir, denotamos por
T1(X), T2(X), T3(X) e T4(X) estimadores na˜o-enviesados de ATElinear, ATEprobit, ATElogit
e ATEτ , respectivamente. As demonstrac¸o˜es podem ser encontradas no Apeˆndice.
Teorema 1. O limite inferior do erro de estimac¸a˜o para o modelo linear (1) e´ dado por
MSE(T1(X)) ≥ [0 1 1]σ2(X>X)−1[0 1 1]>. (17)
Note que o limite (17) e´ va´lido mesmo que o termo da variaˆncia σ2 seja desconhecido.
No caso do modelo probit, foi provado em [Demidenko 2001] que a informac¸a˜o
contida em uma amostra sobre β, medida pela matriz de informac¸a˜o de Fisher (FIM), e´
dada por
I(X) =
N∑
i=1
φ2(si)
Φ(Si)(1− Φ(si))xix
>
i , (18)
onde si = x>i β. Com isso, podemos provar o Teorema 2.
Teorema 2. O limite inferior assinto´tico do erro de estimac¸a˜o para o modelo probit (2)
e´ dado por
MSE(T2(X)) ≥ (∇βh)>I−1(X)∇βh (19)
onde ∇βh =
(
φ(β>1)− φ(β0), φ(β>1), φ(β>1)
)
.
Segundo [Erhardt 2017], a FIM do modelo logı´stico e´ dada por
I(X) = X>WX, (20)
onde W = [Wij]N×N e´ a matriz diagonal tal que Wii = exp(si)/(1 + exp(si))2. No
Apeˆndice, usamos (20) para provar o seguinte teorema.
Teorema 3. O limite inferior assinto´tico do erro de estimac¸a˜o para o modelo logit (3) e´
dado por
MSE(T3(X)) ≥ (∇βg)>I−1(X)∇βg, (21)
onde
∇βg =
(
1
eβ>1 + 1
− 1
(eβ>1 + 1)2
− e
β0
(eβ0 + 1)2
,
eβ
>1
(eβ>1 + 1)2
,
eβ
>1
(eβ>1 + 1)2
)
.
Teorema 4. O limite inferior do erro de estimac¸a˜o para o modelo τ -exposure e´ dado por
MSE(T4(X)) ≥ [0 1 1]σ2(X>X)−1[0 1 1]>. (22)
onde a matrix X e´ definida por (11).
7. Estudo empı´rico sobre a especificac¸a˜o incorreta do modelo
Nesta sec¸a˜o realizamos um estudo empı´rico do erro resultante ao se assumir, durante a
estimac¸a˜o, um modelo de interfereˆncia incorreto. Para tanto, geraremos respostas com
os modelos apresentados anteriormente e estudaremos o valor do Erro Quadra´tico Me´dio
(MSE) ao estimar com os diferentes estimadores, incluindo o MLE do modelo correto.
Datasets. Utilizamos treˆs redes sociais (nodos representam indivı´duos) disponı´veis na
colec¸a˜o de datasets SNAP, de Stanford 1. A Tabela 1 mostra as estatı´sticas ba´sicas delas:
• Bitcoin OTC: Rede de pessoas que fizeram transac¸o˜es utilizando o Bitcoin. Uma
aresta direcionada (i, j) indica que i confia em j (who-trusts-whom).
• Enron Email: Rede formada a partir de cerca 500 mil emails trocados dentro da
companhia Enron. Nodos sa˜o enderec¸os de email e arestas na˜o-direcionadas (i, j)
indicam que pelo menos um email foi enviado de i para j ou de j para i.
• Wiki-Vote: Rede que representa a votac¸a˜o entre colaboradores da Wikipedia para
a escolha de administradores das pa´ginas. Nodos na rede representam colabora-
dores e uma aresta direcionada (i, j) indica que o usua´rio i votou no usua´rio j.
Paraˆmetros. Cada um dos modelos e´ parametrizado por um vetor β = (β0, β1, β2) cujas
coordenadas tem uma interpretac¸a˜o semelhante. O paraˆmetro β0 quantifica a propensa˜o
intrı´nseca da populac¸a˜o e sera´ fixado em zero. O paraˆmetro β1 quantifica a influeˆncia do
tratamento atribuı´do ao indivı´duo na sua resposta. Finalmente, o paraˆmetro β2 quantifica
a influeˆncia da frac¸a˜o dos vizinhos de um nodo em tratamento na sua resposta. Conside-
ramos os seguintes casos:
• SUTVA e´ va´lida: β = (0, 1, 0);
• tratamento do nodo e´ irrelevante: β = (0, 0, 1);
• tratamento dos vizinhos e´ menos relevante que do nodo: β = (0, 1, 0.5);
• tratamento dos vizinhos e´ ta˜o relevante quanto do nodo: β = (0, 1, 1); e
• tratamento dos vizinhos e´ mais relevante que do nodo: β = (0, 1, 2).
1http://snap.stanford.edu/
Dataset Total de Nodos Total de Arestas
Bitcoin OTC 5.881 35.592
Enron Email 36.692 183.831
Wiki-vote 7.115 103.689
Tabela 1. Total de nodos e arestas das redes em cada dataset.
Figura 1. Distribuic¸a˜o das estimativas ÂTEprobit obtidas para o modelo Probit com
β = (0, 1, 1), para as treˆs redes. A distribuic¸a˜o e´ aproximadamente Normal,
com media igual ao ATE real (reta tracejada).
Neste trabalho, o paraˆmetro adicional do modelo τ -exposure sera´ fixado em τ = 0.85.
Vetores de tratamento. Para cada combinac¸a˜o de grafo, vetor β e modelo de resposta,
geramos um vetor de tratamento Z aleato´rio, em que cada nodo tinha a mesma probabili-
dade de pertencer a um dos dois tratamentos.
Vetores de resposta. Para cada vetor de tratamento, geramos 1000 vetores de resposta Y
para um dado modelo.
Estimadores. Para cada par (Z,Y), calculamos diversas estimativas para o ATE. Usamos
o estimador de mı´nimos quadrados do modelo linear para estimar o ATE nos casos em
que a resposta e´ real (i.e., Yi ∈ R). Usamos o MLE dos modelos probit e logı´stico para
estimar o ATE nos casos em que a resposta e´ bina´ria (i.e., Yi ∈ {0, 1}). Ale´m disso, os
estimadores ÂTESUTVA e ÂTEτ foram aplicados a todos os pares (Z,Y).
A Figura 1 mostra as distribuic¸o˜es da estimativa ÂTEprobit (7) obtidas a partir de
respostas geradas pelo modelo Probit (2) com β = (0, 1, 1), para as treˆs redes reais usadas
neste trabalho. Podemos observar que a distribuic¸a˜o das estimativas e´ aproximadamente
Normal. As me´dias empı´ricas foram, respectivamente, 0.4772, 0.4772, 0.4776, enquanto
o ATE real e´ cerca de 0.4770, 0.4774 e 0.4774.
Atrave´s de inspec¸a˜o visual, notamos que a distribuic¸a˜o das estimativas para todos
os outros experimentos tambe´m se assemelha a uma Normal. Embora a me´dia nem sem-
pre seja igual ao ATE real, sempre esta´ muito pro´xima. Por esta raza˜o, iremos usar o MSE
como a estatı´stica que sumariza o resultado de um experimento.
A primeira ana´lise que fizemos consiste em comparar os MSEs obtidos ao uti-
lizarmos os estimadores descritos na Sec¸a˜o 5 com os limites teo´ricos apresentados
na Sec¸a˜o 6. Como os estimadores Probit e Logit sa˜o enviesados, e´ possı´vel que o
vie´s na˜o-nulo seja compensado por uma reduc¸a˜o na variaˆncia (bias-variance trade-off
Figura 2. Comparac¸a˜o do MSE empı´rico (barras verticais) com limites inferio-
res (pontos vermelhos) para estimadores na˜o-enviesados. Com base no
intervalo de confianc¸a de 95%, observa-se que os estimadores enviesa-
dos (Logit e Probit) podem resultar em erro menor que o CRLB, e que os
na˜o-enviesados atingem o CRLB.
[Friedman et al. 2001]). Ale´m disso, os limites inferiores derivados para estes estima-
dores sa˜o assinto´ticos (i.e., va´lidos quando o nu´mero de amostras tende a infinito). Por
outro lado, espera-se que o MSE empı´rico dos outros estimadores seja maior ou igual aos
respectivos CRLBs. A Figura 2 mostra, para cada dataset e estimador, os resultados do
MSE empı´rico (barras verticais) e os limites inferiores derivados na sec¸a˜o anterior (pon-
Estimador
Vetor de paraˆmetros β e ATElogistic
(0, 0, 1) (0, 1, 0.5) (0, 1, 0) (0, 1, 1) (0, 1, 2)
ATE = 0.23 ATE = 0.32 ATE = 0.23 ATE = 0.38 ATE = 0.45
bi
tc
oi
n
SUTVA 0.05391* 0.01061* 0.00012* 0.03416* 0.08786*
Logistic 0.00037 0.00034 0.00040 0.00027 0.00023
Probit 0.00037 0.00034 0.00040 0.00026 0.00024
τ -Exposure 0.00059* 0.00048* 0.00055* 0.00040* 0.00032*
E
nr
on
SUTVA 0.05309* 0.01069* 0.00002* 0.03503* 0.09028*
Logistic 0.00007 0.00006 0.00007 0.00005 0.00004
Probit 0.00007 0.00006 0.00007 0.00005 0.00008*
τ -Exposure 0.00011* 0.00010* 0.00011* 0.00009* 0.00007*
W
ik
i-
Vo
te SUTVA 0.05421* 0.01095* 0.00010* 0.03555* 0.09181*
Logistic 0.00040 0.00032 0.00043 0.00028 0.00023
Probit 0.00040 0.00032 0.00043 0.00028 0.00025
τ -Exposure 0.00063* 0.00054* 0.00064* 0.00047* 0.00037*
Tabela 2. MSE do ATE estimado para o modelo de resposta Logistic.
tos vermelhos). De fato, com base no intervalo de confianc¸a de 95%, observa-se que os
estimadores enviesados (Logit e Probit) podem resultar em erro menor que o CRLB, e
que os na˜o-enviesados atingem o CRLB.
Em seguida, comparamos o MSE obtido ao se escolher o estimador apropriado
com aquele obtido ao se escolher o estimador de um modelo diferente. As Tabelas 2
a 6 mostram os resultados obtidos para cada modelo de resposta usado na gerac¸a˜o de
respostas sinte´ticas. Para cada vetor de paraˆmetros β em estudo, o menor valor de MSE
foi destacado em negrito. Usamos o teste de Welch (equivalente ao teste t para variaˆncias
diferentes) para determinar se a diferenc¸a entre o resultado do estimador apropriado e
aquele de um estimador incorreto e´ estatisticamente significativa com p-value = 0.5. O
asterisco ∗ indica os casos em que a diferenc¸a e´ significativa.
Conforme esperado, quando a SUTVA e´ va´lida (i.e., β = (0, 1, 0)), o melhor
estimador e´ sempre o SUTVA (16), independentemente do modelo de resposta. Contudo,
o MSE dos demais estimadores na˜o ficou muito maior, nunca mais do que uma ordem
de magnitude de diferenc¸a. Por outro lado, para outros vetores β, o erro ao se assumir
SUTVA foi de ate´ treˆs ordens de magnitude maior. Por exemplo, na Tabela 2, para o
dataset Bitcoin OTC com β = (0, 1, 1), o MSE ao se assumir SUTVA foi 0.03416, ao
passo que o MSE do estimador Logistic foi 0.00027.
Para o modelo de resposta Logı´stico (3), os estimadores Probit e Logı´stico obti-
veram resultados similares, com o segundo apresentando resultados melhores em alguns
casos. Por outro lado, observamos na Tabela 3 que para o modelo de resposta Probit (2), o
estimador Logı´stico gerou resultados muito ruins para alguns vetores β, em especial para
β = (0, 1, 2). Observamos tambe´m que a diferenc¸a do estimador Logı´stico com o Probit
foi menor na menor rede, Bitcoin, e maior na maior rede, Enron.
Quando o modelo de resposta foi τ -Exposure Bina´rio, nota-se na Tabela 4 que o
MSE tanto do estimador logı´stico quanto do Probit empatam estatisticamente com o do
estimador correto quando o efeito do tratamento dos vizinhos e´ fraco, exceto no dataset
Enron, que e´ a maior rede.
Estimador
Vetor de paraˆmetros β e ATEProbit
(0, 0, 1) (0, 1, 0.5) (0, 1, 0) (0, 1, 1) (0, 1, 2)
ATE = 0.34 ATE = 0.43 ATE = 0.34 ATE = 0.48 ATE = 0.50
bi
tc
oi
n
SUTVA 0.11616 * 0.01699 * 0.00009 * 0.04729 * 0.09378 *
Logistic 0.00029 0.00022 0.00031 0.00017 0.00029 *
Probit 0.00030 0.00022 0.00032 0.00016 0.00016
τ -Exposure 0.00043 * 0.00031 * 0.00046 * 0.00023 * 0.00021 *
E
nr
on
SUTVA 0.11711 * 0.01988 * 0.00001 * 0.05755 * 0.11905 *
Logistic 0.00006 0.00005 0.00006 0.00009 * 0.00042 *
Probit 0.00006 0.00004 0.00006 0.00004 0.00004
τ -Exposure 0.00011 * 0.00008 * 0.00010 * 0.00007 * 0.00007 *
W
ik
i-
Vo
te SUTVA 0.11254 * 0.01791 * 0.00008 * 0.05146 * 0.10719 *
Logistic 0.00030 0.00022 0.00034 0.00022 * 0.00050 *
Probit 0.00030 0.00022 0.00034 0.00018 0.00020
τ -Exposure 0.00046 * 0.00036 * 0.00052 * 0.00030 * 0.00028 *
Tabela 3. MSE do ATE estimado para o modelo de resposta Probit.
Estimador
Vetor de paraˆmetros β e ATEτ -bin
(0, 0, 1) (0, 1, 0.5) (0, 1, 0) (0, 1, 1) (0, 1, 2)
ATE = 0.00 ATE = 0.34 ATE = 0.34 ATE = 0.34 ATE = 0.34
bi
tc
oi
n
SUTVA 0.08506 * 0.01668 * 0.00009 * 0.07168 * 0.27652 *
Logistic 0.00177 * 0.00050 0.00029 * 0.00098 * 0.00303 *
Probit 0.00161 * 0.00054 0.00029 * 0.00107 * 0.00304 *
τ -Exposure 0.00077 0.00051 0.00044 0.00046 0.00050
E
nr
on
SUTVA 0.08030 * 0.01628 * 0.00001 * 0.06741 * 0.24642 *
Logistic 0.00193 * 0.00037 * 0.00006 * 0.00133 * 0.00455 *
Probit 0.00172 * 0.00037 * 0.00006 * 0.00130 * 0.00436 *
τ -Exposure 0.00013 0.00010 0.00010 0.00010 0.00010
W
ik
i-
Vo
te SUTVA 0.07951 * 0.01607 * 0.00008 * 0.06590 * 0.24192 *
Logistic 0.00219 * 0.00060 0.00034 * 0.00156 * 0.00452 *
Probit 0.00198 * 0.00059 0.00034 * 0.00152 * 0.00432 *
τ -Exposure 0.00074 0.00053 0.00051 0.00054 0.00053
Tabela 4. MSE do ATE estimado para o modelo de resposta τ -Exposure Binario.
Na Tabela 5 observamos que, para o modelo de resposta Linear, o erro ao se
estimar com τ -Exposure foi em torno de 50% maior. Enquanto isso, nota-se na Tabela 6
que no modelo τ -Exposure, o estimador Linear foi ate´ duas ordens de magnitude maior.
O SUTVA resultou em MSE ate´ quatro ordens de magnitude maior em ambos os modelos.
Estimador
Vetor de paraˆmetros β e ATELinear
(0, 0, 1) (0, 1, 0.5) (0, 1, 0) (0, 1, 1) (0, 1, 2)
ATE = 1.00 ATE = 1.50 ATE = 1.00 ATE = 2.00 ATE = 3.00
bi
tc
oi
n SUTVA 0.99433 * 0.24871 * 0.00069 * 0.99487 * 3.98001 *
Linear 0.00201 0.00188 0.00196 0.00193 0.00187
τ -Exposure 0.00275 * 0.00248 * 0.00275 * 0.00274 * 0.00252 *
E
nr
on
SUTVA 0.99393 * 0.24829 * 0.00011 * 0.99373 * 3.97199 *
Linear 0.00034 0.00034 0.00035 0.00033 0.00036
τ -Exposure 0.00053 * 0.00053 * 0.00052 * 0.00054 * 0.00061 *
W
ik
i-
Vo
te SUTVA 1.00325 * 0.25085 * 0.00055 * 1.00116 * 4.00782 *
Linear 0.00193 0.00184 0.00179 0.00199 0.00197
τ -Exposure 0.00300 * 0.00282 * 0.00280 * 0.00311 * 0.00305 *
Tabela 5. MSE do ATE estimado para o modelo de resposta Linear.
Estimador
Vetor de paraˆmetros β e ATEτ -Exposure
(0, 0, 1) (0, 1, 0.5) (0, 1, 0) (0, 1, 1) (0, 1, 2)
ATE = 0.00 ATE = 1.00 ATE = 1.00 ATE = 1.00 ATE = 1.00
bi
tc
oi
n SUTVA 0.57656 * 0.14455 * 0.00071 * 0.57812 * 2.31417 *
Linear 0.00903 * 0.00368 * 0.00195 * 0.00892 * 0.02943 *
τ -Exposure 0.00054 0.00053 0.00052 0.00055 0.00046
E
nr
on
SUTVA 0.58681 * 0.14709 * 0.00010 * 0.58568 * 2.34655 *
Linear 0.01165 * 0.00307 * 0.00034 * 0.01154 * 0.04540 *
τ -Exposure 0.00054 0.00053 0.00052 0.00055 0.00046
W
ik
i-
Vo
te SUTVA 0.56194 * 0.14214 * 0.00057 * 0.56368 * 2.24670 *
Linear 0.01283 * 0.00448 * 0.00175 * 0.01225 * 0.04332 *
τ -Exposure 0.00285 0.00292 0.00274 0.00276 0.00268
Tabela 6. MSE do ATE estimado para o modelo de resposta τ -Exposure.
8. Concluso˜es
Embora ja´ exista um me´todo para aceitar ou rejeitar a SUTVA [Saveski et al. 2017], na˜o
existe um me´todo para determinar qual modelo de resposta melhor descreve os dados.
Quando a SUTVA e´ rejeitada, e´ preciso assumir um modelo para estimar o ATE. Mesmo
que o modelo assumido descrevesse perfeitamente a func¸a˜o de resposta dos usua´rios,
existe um erro inerente a flutuac¸o˜es estatı´sticas, que derivamos analiticamente neste tra-
balho. Usando como refereˆncia este erro inerente, avaliamos os erros obtidos ao se es-
pecificar incorretamente o estimador. Observamos que alguns erros de especificac¸a˜o na˜o
elevaram muito o MSE (p. ex., assumir Probit, quando o modelo de resposta e´ Logı´stico,
ou ainda, assumir o τ -exposure com τ elevado, quando o modelo de resposta e´ Linear).
Contudo, o erro depende, em geral, da rede e dos paraˆmetros do modelo de resposta.
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Apeˆndice A. Provas dos limites inferiores
A seguir, derivamos os limites inferiores para o erro de estimac¸a˜o do ATE para cada
modelo de resposta.
Prova do Teorema 1. Considere o modelo linear de resposta descrito por (1). Segundo o
teorema de Gauss-Markov, os coeficientes βˆ sa˜o estimadores na˜o-enviesados de mı´nima
variaˆncia (MVUE) de β. A matriz de covariaˆncia de βˆ e´ dada por σ2(X>X)−1. Logo, o
MSE do estimador ÂTElinear = βˆ1 + βˆ2 e´ dado por
MSE(ÂTElinear) = var(βˆ1 + βˆ2)
= var(βˆ1) + var(βˆ2) + 2cov(βˆ1, βˆ2)
= [0 1 1]σ2(X>X)−1[0 1 1]>.
Diferente do modelo linear, o ATE dos modelos probit (7) e logit (8) na˜o
e´ uma func¸a˜o linear dos paraˆmetros β. Nestes casos, e´ preciso usar o me´todo
Delta [Efron and Hastie 2016, Capı´tulo 20], que fornece uma aproximac¸a˜o de primeira
ordem para a variaˆncia de um estimador h(T(X)) a partir da matriz de covariaˆncia de um
estimador βˆ = T(X), onde h e´ uma func¸a˜o na˜o-linear. A aproximac¸a˜o e´ dada por
var(h(T(X))) ≈ (∇βh(T(X)))> cov(T(X))∇βh(T(X)), (23)
onde∇βh(T(X)) denota o gradiente de h(T(X)) em relac¸a˜o a` β e cov(T(X)) e´ a matriz
de covariaˆncia do estimador T(X). Pelo teorema Cra´mer-Rao [Efron and Hastie 2016,
Capı´tulo 5], a diferenc¸a entre a a matriz de covariaˆncia de qualquer estimador na˜o-
tendencioso T(X) e a inversa da matriz de informac¸a˜o de Fisher I(X) e´ positiva se-
midefinida (i.e., cov(T(X)) − I−1(X)  0). Portanto, substituindo cov(T(X)) por
I−1(X) em (23), obtemos a seguinte aproximac¸a˜o assinto´tica (quando o nu´mero de amos-
tras cresce):
var(h(T(X))) ≥ (∇βh(T(X)))> I−1(X)∇βh(T(X)). (24)
Prova do Teorema 2. No caso do modelo probit, ATEprobit = h(β) = Φ(β>1) −Φ(β0).
Logo,
MSE(ÂTEprobit) ≥ (∇βh)>I−1(X)∇βˆh, (25)
onde
∇βh = ∇βˆ[Φ(β>1)− Φ(β0)]
=
(
φ(β>1)− φ(β0), φ(β>1), φ(β>1)
)
. (26)
Prova do Teorema 3. No caso do modelo logı´stico,
ATElogit = h(β) =
e−β0 − e−(β0+β1+β2)
(1 + e−β0)(1 + e−(β0+β1+β2))
.
Logo,
MSE(ÂTElogit) ≥ (∇βh)>I−1(X)∇βh, (27)
onde
∇βh = ∇β
[
e−β0 − e−(β0+β1+β2)
(1 + e−β0)(1 + e−(β0+β1+β2))
]
=
(
1
eβ>1 + 1
− 1
(eβ>1 + 1)2
− e
β0
(eβ0 + 1)2
,
eβ
>1
(eβ>1 + 1)2
,
eβ
>1
(eβ>1 + 1)2
)
.(28)
Prova do Teorema 4. A prova segue imediatamente da observac¸a˜o de que o modelo τ -
exposure (4) pode ser visto como uma regressa˜o linear.
