In this paper we study number-decreasing cellular automata. They form a super-class of standard number-conserving cellular automata. It is well-known that the property of being number-conserving is decidable in quasi-linear time. In this paper we prove that being number-decreasing is dimension sensitive i.e. it is decidable for one-dimensional cellular automata and undecidable for dimension 2 or greater. There are only few known examples of dimension sensitive properties for cellular automata and this denotes some rich panel of phenomena in this class.
Introduction
Number-conserving cellular automata (NCA) were introduced in [13] as an alternative to differential equations for modeling highway car traffic.
The huge literature (for instance [4, 5, 6, 2] ) published since then is a testimony to the great interest they received from the scientific community gathering together physicists, computer scientists and mathematicians. In fact, the NCA model applies to all phenomena governed by conservation laws of mass or energy.
In [5] , the authors proved that the property of being number-conserving is decidable in all dimensions. This is quite surprising since almost all non-trivial properties on cellular automata are known to be undecidable [12, 15, 16, 8, 14] .
In this paper we focus on number-decreasing cellular automata, a variant of NCA that can be used for modeling systems in which the total mass or energy do not increase during the evolution. Number-decreasing cellular automata and how they relate to particle automata has been studied in [3] .
Our main results (Theorems 1 and 5) prove that the property of being number-decreasing is dimension sensitive: it is decidable in dimension 1 and undecidable in greater dimensions. This is the only known property on cellular automata with such a peculiarity if we except pure set properties like surjectivity and injectivity (see for example [14] ).
The proof technique of Theorem 5 is of some interest in its own since we use a subtle construction for reducing a problem on cellular automata to a problem of finite tiling of the plane that might be of help in other situations.
Finally, several combinatorial results relate surjectivity and balance (see page 5) to the property of being number-decreasing.
Basic Definitions
In this paper, N * is the set of positive integers; a neighborhood is any finite ordered subset of Z d ordered by the lexicographic order; a principal neighborhood is a neighborhood whose smallest element is (0, . . . , 0).
Formally, a cellular automaton A is a tuple (d, S, V, f ) where d is a positive integer, S a finite set, V a principal neighborhood and f a map from S V to S. S is called the set of states of the automaton A, d its dimension and f its local evolution rule. If V = {v 0 , . . . , v n−1 } with ∀i, v i < v i+1 , the conjugate function of f is the mapf from S card(V) to S defined byf (u 0 , . . . , u n−1 ) = f (u) where u is the map from V to S defined by u(v 0 ) = u 0 , . . . , u(v n−1 ) = u n−1 . To simplify notations, we omit the distinction between f andf and use the symbol f for both.
A configuration is a map from Z d to S, where S is the set of states. The set of all configurations is noted C. A configuration c in C is called spatially periodic if and only if there exists a vector Π in N * d such that ∀i ∈ {1, . . . , d}, ∀x ∈
, where Π i is the orthogonal projection of Π on the i-th axis. The vector Π is called a period of c. The set of configurations which are spatially periodic for a given vector Π is noted C Π . The set of all periodic configurations is noted C p . A configuration c is called s-finite, for s ∈ S if and only if c is almost everywhere equal to s (i.e. except on a finite subset of
In the sequel, a CA is said surjective if its global rule is surjective.
In literature, there are several equivalent definitions for the concept of number-conserving CA (see [5] ). One of these is concerned with the action of the automaton over periodic configurations, another with its action over finite configurations and another with the asymptotic properties of every configuration. In the present paper, we will only concern ourselves with the first two definitions.
Definition 1 (Number-Conserving Cellular Automata) Let A be a cellular automaton over the set of states {0, . . . , q − 1}. Then A is numberconserving if and only if either of these two equivalent definitions holds:
• For any 0-finite configuration c, • For any periodic configuration c of period Π = (π 1 , ..., π d ), we have:
NCA denotes the class of number-conserving CA.
Definition 2 (Finite Number-Decreasing Cellular Automata) Consider a CA A with S = {0, . . . , n − 1}. Then A is finite number-decreasing if and only if 0 is quiescent for A and for any 0-finite configuration c, it holds
Definition 3 (Periodic Number-Decreasing Cellular Automata) Consider a CA A with S = {0, . . . , n − 1}. Then A is finite number-decreasing if and only if for any periodic configuration c of period Π = (π 1 , ..., π d ), we have:
The proof of equivalence for NCA in [5] can be easily adapted to prove the equivalence of Definitions 2 and 3. For this reason in the sequel we will contextually use the most convenient one. NDCA denotes the class of numberdecreasing CA.
Decidability
All results in this section concern 1-dimensional CA unless explicitly stated. In [4] , the decidability of the number conserving property is proved. Later in [5] , it has been proved that the number-conserving property is decidable in all dimensions in quasi-linear time with respect to the size of the transition table. A proof for the decidability of the number-decreasing property in dimension 1 is given in [2] . Several generalizations are proposed in the same paper.
De Bruijn graphs are a very interesting combinatorial tool for the study of 1-dimensional CA. Theorem 1 exploits the bijection between bi-infinite paths on the graph and configurations of the CA.
Definition 4 (De Bruijn
Graph) The De Bruijn graph of a one-dimensional CA A = (1, S, V, f ) is the labeled directed graph G A = (V, E) where V = S card(V)−1 and whose set of edges is defined by:
The value of any vertex (a 0 , . . . , a n−2 ) is by definition a 0 and the value of any edge
Examples of De Bruijn graphs are given in Figures 2 and 3.
Theorem 1 (Decidability) The number-decreasing property is decidable in dimension 1.
Proof. Let A = (1, S, V, f ) be a one-dimensional number-conserving (respectively number-decreasing) CA. Letc be a circuit in G A . By taking the successive values of the vertices ofc, create a periodic 1-dimensional configuration c. A(c) is then, by construction, the periodic configuration obtained by taking the successive values of the edges ofc. Since A is number-conserving (resp. numberdecreasing), the sum of the values of the vertices is equal to (resp. greater than) the sum of the values of the edges. Conversely, using again the bijection between periodic configurations and cycles of G A , it is clear that if on each circuit of the graph the sum of the values of the vertices is equal to (resp. greater than) the sum of the values of the edges then the CA is number-conserving (resp. number-decreasing).
Consider now the De Bruijn graph G of a one-dimensional CA. It is clear that the number-decreasing property is verified on all hamiltonian circuits of G then it is verified on all circuits of G, since the property is additive. Since there are only a finite number of hamiltonian circuits in a given graph, the number-conserving (resp. number-decreasing) property is decidable in dimension 1. t
As we have already told in the introduction, NCA are used in physics for modelling systems ruled by conservation laws of mass or energy. In that context, one expects to find for NCA results similar to the classical theorem about vector fields stating that a field is the gradient of a potential scalar field if and only if the integral of its circulation along any closed path is zero.
Definition 5 introduces the notion of potential function for a CA. Theorem 2 states that a CA is a NCA if and only if it admits a potential function. For NCA, the total value of the potential function over a cycle made of spacially periodic configurations (the analog of a closed path for vector fields) is zero.
where a = (a 1 , . . . , a n−1 ) and a = (a 2 , . . . , a n ). Figure 1 illustrates an example of potential function for the NCA A = (1, {0, 1}, {0, 1, 2, 3}, f ) where f : {0, 1}
4 → {0, 1} is defined as follows * aa * → a * 01a → a a10 * → 1 ⊕ a where a ∈ {0, 1} and ⊕ is the addition in Z 2 . Proof. Consider a 1-dimensional CA A with neighborhood of size n. Assume that P is a potential function over G A . Letc = (c 0 , . . . , c p−1 ) be a cycle of length p in the graph where c 0 = (a 0 , . . . , a n−2 ), c 1 = (a 1 , . . . , a n−1 ), . . . , c p−1 = (a p−1 , a 0 , . . . , a n−3 ). By applying the definition of P to successive vertices ofc and taking the sums side by side, one finds
where the indices are to be taken modulo p. Hence
Since Equation 1 holds for any cycle of the graph, by definition, A is numberconserving.
For the opposite implication, assume that A is number-conserving. Let P be the function defined over the vertices of G A by the following formula: . . . , 0, a 1 , . . . , a i ) . a = (a 1 , . . . , a n−1 ) and a = (a 2 , . . . , a n ). If we apply the number-conserving property to the spatially periodic configuration of period (a 2 , . . . , a n , 0, . . . , 0), where there are n − 1 zeroes at the end, one obtains
Consider two vertices
where the first sum is P(a ). Applying the number-conserving property of A to the periodic configuration of period (a 1 , a 2 , . . . , a n , 0, . . . , 0), where there are n − 1 zeroes, one gets
where the first sum is P(a). Hence, substracting (2) from (3), one finds P(a) − P(a ) + f (a 1 , ..., a n ) = a 1 .
Therefore P is a potential function over G A . t
Undecidability
In this section we prove our main undecidability result and several combinatorial properties that give semi-decidable procedures for the property of being numberdecreasing in dimensions greater than one. A CA A = (d, S, V, f ) is k-balanced if all neighborhoods of size k have the same number of preimages by A. In [11] , surjectivity has been reformulated in term of k-balance: a CA is surjective if and only if it is k-balanced for all k ∈ N * . Theorem 3 and the following corollaries correlate balance and surjectivity with the property of being number-decreasing.
Proof. In this proof, to simplify notations, let P d be the set {0, . . . , n − 1} d . Let us call |0| the cardinality of f −1 ({0}) and |1| the cardinality of f −1 ({1}).
We assume without loss of generality that the principal neighborhood of A is an hypercube of side n. f is then a function from S P d to S. For a given µ in S P d , let c µ be the periodic configuration in C {n,...,n} which matches µ (i.e. c µ is the periodic configuration obtained by tiling the space with µ). Let us call τ the map from S P d × {0, . . . , n − 1} d to S P d such that for all µ in S P d and for all vector N in {0, . . . , n − 1} d , τ (µ, N)(x) = µ(x + N) (i.e. τ translates the hypercube on c µ by the vector N). Each element µ of S P d has then exactly n d preimages by τ . By applying the number-conserving property to a configuration c µ , one obtains
and therefore
By the definition of the global transition rule, we have A(c µ )(V) = f (τ (µ, V)), and so:
It is obvious that µ∈S
Exactly the same proof is valid for a number-decreasing CA by replacing the = sign with a ≥ sign where necessary. t Figure 2 shows that the converse of Theorem 3 is false. The automaton is 1-balanced, since there are as many arrows labeled with 1 as there are labeled with 0, but it is not number-conserving, since the image of the periodic configuration of period 011 is the periodic configuration everywhere equal to 1. Theorem 4 Consider a NDCA A. If A is 1-balanced then it is number-conserving.
Proof. Assume that A is number-decreasing and not number-conserving. Modify the hypothesis of the proof of Theorem 3 as follows:
Then the same proof shows that |1| < 
Corollary 1
The global rule of a number-decreasing CA which is not numberconserving is not surjective.
Proof. Theorem 4 implies that such an automaton is not 1-balanced. It is wellknown that a CA is surjective if and only if it is k-balanced for all k, see [7] . t
If A B, then we say that B is an upgraded version of A.
Corollary 2 If A B and if B is number-conserving, then
A is numberdecreasing.
Proof. Going from B to A consists in decreasing the value of the local rule; therefore, if the sum of the states of a periodic configuration c is equal to the sum of the states of its image B(c), it is greater than the sum of the states of A(c). Therefore A is number-decreasing. t
The preceding result might lead one to wonder if NDCA NCA i.e. any NDCA is a kind of perturbed version of a NCA. Figure 3 invalidates this conjecture, since any increase of the value of the local rule creates an increasing cycle of length two and therefore an increasing periodic configuration of period two. Although a number-decreasing CA may not be upgradeable to a NCA, it can be partially upgraded to a NCA with a larger set of states. In dimension 2 or higher, this new automaton cannot be algorithmically extended to a complete NCA since the property of being number-conserving is decidable and, by Theorem 5, being number-decreasing is undecidable.
Theorem 5
The number-decreasing property is not decidable in dimension 2 and greater.
Proof. The idea of the proof is to reduce our problem to the classical halting problem for Turing machines. The proof consists in two main steps:
1. we reduce the finite tiling problem to the halting problem for Turing machines on empty input;
2. we reduce the NDCA problem to the finite tiling problem.
As a reminder, the finite tiling problem is the following: given a finite number of square tiles of size 1 with colored borders (introduced by Wang in 1961 [17] ), and a blank tile of the same size with a given blank color on each border, does there exist a tiling of the plane with only a finite number of non-blank tiles and such that two borders facing each other always share the same color?
Step 1 is achieved by using a very interesting construction introduced in [8, 9] . We go into details of the tiling construction of [8, 9] , since the mechanisms of construction are essential to understand how the final part of our proof works.
Consider a Turing Machine M. Assume that M is defined over the alphabet {0, 1} and has state set T .
Define a set of colors C associated with M as follows:
• A blank color B and two inside colors, left and right, C l and C r .
• Two initialization colors I l and I r .
• Two halting colors H l and H r .
• A left border color L and a right border color R.
• A state color t for each state t ∈ T .
• Two symbols colors 0 and 1.
• A state-symbol color t.a for each t ∈ T and a ∈ {0, 1}.
Our tiling set T M is a subset of C 4 defined as follows:
• The blank tile (B, B, B, B).
• The initialization tiles (Fig 4) (L, I l , B, B), (0, I l , B, I l ), (t i .0, I r , B, I l ), (0, I r , B, I r ) and (R, B, B, I r ), where t i is the initial state of M.
• The static tiles (Fig 5) (
(0, C r , 0, C r ), (1, C r , 1, C r ) and (R, B, R, C r )
• Computation tiles (Fig 6) -(a , C r , t.a, t ) for each transition (t, a) → (t , a , lef t).
-(a , t , t.a, C l ) for each transition (t, a) → (t , a , right).
• Merging tiles (Fig 6) -(t .a, t , a, C l ) for each t ∈ T and a ∈ {0, 1}.
-(t .a, C r , a, t ) for each t ∈ T and a ∈ {0, 1}.
• The halting tiles (Fig 7) (
for each a ∈ {0, 1}.
To give a more visual intuition of the space-time evolution diagram of the Turing machine we have marked tiles in the figures with several types of arrows. Double-headed arrows represent the head of the TM and single-headed arrows show the evolutions of the state of a given cell of the tape. Tiles marked with three lines represent the external limits of the calculus of the TM. All these properties are enforced by the colors on the sides of the tiles.
In [10] , it is proven that this construction satisfies the following property: M halts when run on a blank tape if and only if T M admits a finite tiling of the plane (i.e. a tiling made of a finite number of non-blank tiles).
We now proceed to construct a 2-dimensional cellular automaton A M in the following manner: the set of states S is {0, . . . , n − 1} where n is the number of tiles in T M . The neighborhood of A M is the standard Von Neumann neighborhood of radius 1. Let φ be a one-to-one mapping from S to T M verifying: φ(0) = (B, B, B, B) , the blank tile; φ(1) = (t i .0, I r , B, I l ), the initialization tile with the TM head. Using φ, we identify S and T M .
The local rule of the automaton is defined as follows: if a non-blank (nonzero) cell sees a tiling error on one of its borders (i.e. two different colors on the same edge), it decreases its value by one; if a cell in state 1 does not see any tiling error, it increases its value by one. Otherwise, the state of the cell is left unchanged.
Assume that M halts when run on a blank tape. Then T M admits a valid finite tiling α of the plane with the TM-head initialization tile appearing. Using φ −1 , α maps to a finite configuration of our automaton A M . Since α is valid, no cell is bordered by a tiling error, and therefore, no cell will decrease its value.
Since at least one cell is in the state 1 and no tiling error occurs, this cell will increase its value. Therefore this configuration breaks the number-decreasing property and A M is not number-decreasing. Assume that M does not halt when run on a blank tape. Let us prove that the number of tiles having at least one tiling error on their borders in any T M finite tiling of the plane is at least the number of head initialization tiles in the same tiling.
Let c be a finite configuration of A M . In the following, we do not make the distinction between a cell and its state in c. For each cell x in state 1, we define D x , the domain of x, as a subset of Z 2 as follows:
• If y is one of the tiles in Fig 4 which has I l but not I r as one of its colors, and y's right neighbor is in D x , then y ∈ D x .
• Conversely, if y is one of the tiles in Fig 4 which has I r but not I l as one of its colors, and y's left neighbor is in
• If y is one of the tiles in Fig 5, 6 or 7 and the tile below y is in
• In any other case,
It is easy to see that no D x intersects any other. We claim that any domain D x contains at least a tile that sees a tiling error. Choose x such that no tile in D x sees any tiling error. Then from the tile x and following the valid region enclosed by the borders starting in x, we visit a valid (since it is necessarily enclosed in D x ) part of the configuration which represents a finite (since c is finite) calculus of M. Since by hypothesis no such calculus exists, it means that D x contains at least a tile that sees a tiling error.
Therefore, every domain D x contains exactly one cell in state 1 (x) and at least one cell that sees a tiling error. Furthermore, every cell x in state 1 is in exactly one domain (D x ). It implies that the number of cells which see a tiling error is greater than the number of cells in state 1. We conclude that A M is decreasing on c. Since this property is true for any finite configuration of A M , A M is number-decreasing.
We have reduced the number-decreasing problem to the halting problem; that implies that the number-decreasing problem is undecidable. t
Conclusion
In this paper we have focused on a new class of discrete dynamical systems: number-decreasing CA. It is designed to ease the simulation of physical or biological systems in which a quantity like total mass or energy does not increase with time. Our main results show that the property of being number-decreasing is dimension sensitive: it is decidable in dimension 1 and undecidable in greater dimensions. Surprisingly the complexity character of this property differs completely from the similar property in which only strict conservation is allowed; indeed, the number-conserving property is decidable in all dimensions (see [5] ).
These matters are convincing us that the study of dynamical behavior of the class of NDCA might reveal as difficult as the whole class of general cellular automata. It seems then logical to try to further restrict the class of NDCA in the hope that the newly added constraints can help to shape out the dynamical behavior. For example, one can define the class of strongly NDCA as the class of NDCA that are nilpotent (i.e. that for each configuration c there exists n ∈ N * such that f n (c) = 0, where 0 is the configuration everywhere equal to 0). Hopefully this new constraint makes the class of strongly NDCA decidable. Can we precisely describe the dynamics of these systems?
