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RESUMO 
 
O sistema nervoso humano é responsável pelas principais funções de controle do nosso organismo, 
sendo constituído por uma unidade básica chamada neurônio. O neurônio é responsável por diversas 
funções conhecidas, sendo a de maior destaque a cognição. A cognição é a capacidade do cérebro 
humano armazenar informação e formar o aprendizado. 
Redes Neurais Artificiais, segundo Haykin (2001), é uma técnica de Inteligência Artificial 
desenvolvida na década de 40 pelo matemático Walter Pitts e o neurofisiologista McCulloch. Eles 
objetivaram associar um neurônio biológico a um circuito eletrônico. Posteriormente, esse modelo 
teve readequação para um modelo computacional associado. 
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A tentativa de simular o sistema nervoso humano possibilitou atribuir às máquinas a capacidade de 
adquirir aprendizado e o reconhecimento de padrões, ou seja, a Rede Neural Artificial é um conceito 
matemático que trabalha na modelagem de um sistema real com base no conhecimento específico 
sobre um assunto em questão, visando o processamento de dados de forma semelhante ao do cérebro 
humano e disponibilizando à uma aplicação específica. 
Para Braga et al. (2000), o neurônio artificial proposto por Pitt e McCulloch é uma simplificação de 
um neurônio biológico, com sua descrição matemática resultando em um modelo de neurônio com 
“n” entradas, representando os dendritos, e com apenas uma saída. 
Para simular o comportamento das sinapses de cada entrada do neurônio artificial, existem pesos 
acoplados cujo os valores podem ser inibitórios ou excitatórios, determinando em que grau o 
neurônio deve considerar o sinal de disparo naquela conexão. 
Um neurônio biológico dispara quando a soma dos impulsos que ele recebe ultrapassa o seu limiar 
de excitação. O corpo do neurônio, por sua vez, é simulado por um mecanismo simples que faz a 
soma dos valores recebidos pelo neurônio (soma ponderada) e decide se o neurônio deve ou não 
disparar seu sinal, comparando a soma obtida ao limiar do neurônio. 
A Figura 1 mostra um modelo de neurônio artificial, onde segundo Haykin (2001), é possível 
identificar os elementos básicos que estão descritos abaixo. 
 
 
Figura 1: Modelo de um neurônio artificial-Fonte: Haykin, 2001. 
 
No modelo da Figura 1, é representado um conjunto de elos de conexão (ou conjunto de sinapses), 
cada um caracterizado por um peso ou força própria. Especificamente, um sinal xm na entrada da 
sinapse conectada ao neurônio k é multiplicado pelo peso sináptico wkm.  
A representação do sinal de somatório realiza a adição dos sinais de entrada ponderados pelas 
respectivas sinapses do neurônio, formando uma espécie de combinador linear. 
Uma função de ativação é utilizada para restringir a amplitude da saída de um neurônio. A função 
de ativação é também referida como função restritiva, já que, restringe (limita) o intervalo 
permissível de amplitude do sinal de saída a um valor finito. 
O bias, representado por bk, tem o efeito de aumentar ou diminuir a entrada líquida da função de 
ativação, dependendo se este assume, valores positivos ou negativos, respectivamente. 
Adentrando ao meio siderúrgico, de acordo com Silva (2008), a qualidade da planicidade de uma 
bobina é um defeito claramente percebido e que vem sendo demandada em tolerância cada vez mais 
restrita pelo mercado. Sendo caracterizadas estas anormalidades principalmente pela presença de 
ondulações resultantes da acomodação de regiões mais alongados, que costumam se concentrar em 
regiões do centro ou nas bordas das bobinas. A planicidade pode ser determinada pela diferença de 
alongamento ao longo da largura através de uma unidade adimensional chamada I-Unit, ao qual está 
relacionado com a altura e o comprimento das ondulações.  
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Existem várias causas que podem levar ao surgimento do defeito de planicidade na tira. Modella et 
al. (2013) destaca as seguintes causas: ajuste inadequada da abertura entre os cilindros; flexão dos 
cilindros de laminação; distribuição inadequada do sistema de refrigeração. 
Dessa forma o projeto desenvolvido busca aplicar o referido método de inteligência artificial a favor 
da automatização do processo de classificação de padrões de planicidade dos materiais produzidos 
no Laminador de Tiras a Frio número 3 da CSN apoiando a tomada de decisão, aplicando a 
modelagem adequada de forma que este sistema absorva através de um treinamento, padrões 
adequados e inadequados de planicidade. Podendo após esta etapa, inferir uma resposta quando 
estimulado com padrões semelhantes. Buscando, além da automatização do processo, o aumento no 
padrão de qualidade do material produzido, podendo inserir através das entradas da rede neural 
desenvolvida mais parâmetros de planicidade os quais não eram avaliados, ou ainda, aqueles os 
quais eram difíceis ou suscetíveis a erros na sua avaliação pelo homem. 
 
Palavras-chaves: Planicidade, Rede neural, Laminador, Qualidade. 
 
ABSTRACT 
 
The human nervous system is responsible for the main control functions of our organism, being 
constituted by a basic unit called neuron. The neuron is responsible for several known functions, 
most notably cognition. Cognition is the ability of the human brain to store information and form 
learning. 
Artificial Neural Networks, according to Haykin (2001), is an Artificial Intelligence technique 
developed in the 1940s by mathematician Walter Pitts and neurophysiologist McCulloch. They 
aimed to associate a biological neuron with an electronic circuit. Subsequently, this model was 
readjusted for an associated computational model. 
The attempt to simulate the human nervous system made it possible to give machines the ability to 
acquire learning and pattern recognition, that is, the Artificial Neural Network is a mathematical 
concept that works in modeling a real system based on specific knowledge about a subject. in 
question, aiming at processing data similar to that of the human brain and making it available to a 
specific application. 
For Braga et al. (2000), the artificial neuron proposed by Pitt and McCulloch is a simplification of 
a biological neuron, with its mathematical description resulting in a neuron model with “n” inputs, 
representing dendrites, and with only one output. 
To simulate the synapse behavior of each input of the artificial neuron, there are coupled weights 
whose values can be inhibitory or excitatory, determining to what degree the neuron should consider 
the trigger signal in that connection. 
A biological neuron fires when the sum of the impulses it receives exceeds its arousal threshold. 
The body of the neuron, in turn, is simulated by a simple mechanism that summed the values 
received by the neuron (weighted sum) and decides whether or not the neuron should fire its signal 
by comparing the sum obtained to the neuron threshold. 
Figure 1 shows an artificial neuron model where, according to Haykin (2001), it is possible to 
identify the basic elements that are described below. 
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Figure 1: Model of an artificial neuron Source: Haykin, 2001. 
 
In the model of Figure 1, a set of connecting links (or set of synapses) is represented, each 
characterized by its own weight or force. Specifically, a signal xm at the synapse input connected 
to neuron k is multiplied by the synaptic weight wkm. 
The summation signal representation adds the input signals weighted by the respective neuron 
synapses, forming a kind of linear combiner. 
An activation function is used to restrict the output amplitude of a neuron. The activation function 
is also referred to as the restrictive function as it restricts (limits) the allowable range of output signal 
amplitude to a finite value. 
The bias, represented by bk, has the effect of increasing or decreasing the net input of the activation 
function, depending on whether it assumes positive or negative values, respectively. 
Entering the steel industry, according to Silva (2008), the flatness quality of a coil is a clearly 
perceived defect that is being demanded in tolerance increasingly restricted by the market. These 
abnormalities are characterized mainly by the presence of undulations resulting from the 
accommodation of longer regions, which usually concentrate in regions of the center or the edges 
of the coils. Flatness can be determined by the difference in elongation over width through a 
dimensionless unit called I-Unit, which is related to the height and length of the undulations. 
There are several causes that can lead to the flatness defect on the strip. Modella et al. (2013) 
highlights the following causes: improper adjustment of the opening between the cylinders; bending 
of the rolling cylinders; improper distribution of the cooling system. 
Thus, the developed project seeks to apply the aforementioned artificial intelligence method in order 
to automate the process of classification of flatness patterns of the materials produced in CSN's Cold 
Rolling Mill number 3, supporting decision making, applying the appropriate modeling in a way 
that this system absorbs through training adequate and inadequate flatness patterns. Being able after 
this step, infer a response when stimulated with similar patterns. Seeking, in addition to process 
automation, the increase in the quality standard of the material produced, being able to insert through 
the neural network inputs developed flatness parameters which were not evaluated, or even those 
which were difficult or susceptible to errors in the production. your evaluation by man. 
 
Keywords: Flatness, Neural Network, Laminator, Quality. 
 
1. INTRODUÇÃO 
O sistema de detecção de planicidade, implantado na laminação a frio da siderúrgica analisada, 
realiza as medições das tensões nas bobinas pelo método de contato através de um rolo medidor 
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(rolo shapemeter), onde esse efetua as medições dessas tensões em seções transversais do material. 
Essas seções estão dispostas em 32 zonas de medições longitudinais, constando em cada seção 4 
células de carga dispostas nos quatro quadrantes do rolo de medição.  Cada secção longitudinal é 
espaçada em 52mm e a coleta de informação de tensões das seções transversais são realizadas a 
cada 50m ao longo da bobina. 
Com a utilização deste sistema para verificar a conformidade de um material torna-se necessária 
a realização das seguintes etapas: 
a) Um operador realiza a análise visual do produto durante todo o processo de produção; 
b) Ao detectar algum defeito visível, é reportado qual bobina que apresentou desvio de padrão 
de qualidade; 
c) Com as informação da bobina identificada visualmente pelo operador, um técnico 
especialista de processo analisa a imagem tridimensional da bobina (carta) e retém ou não o material. 
O Sistema apresentava oportunidade de ganhos, pois algumas bobinas inadequadas a produção, 
não detectadas visualmente pela operação, eram entregues aos clientes internos/externos, gerando 
reclamações e não conformidade. 
 
2. DESENVOLVIMENTO 
 
2.1. CLASSIFICAÇÃO DE PLANICIDADE 
As informações de tensões das bobinas, coletadas pelos sensores de campo, são processadas 
por um controlador proprietário dedicado, disponibilizando-as em telas de supervisório e em um 
banco de dados em MS SQL Server, sendo estes dados utilizados em software de análise de sinal. 
O Logger Viewer é software que exibe um gráfico em três dimensões, que descreve a distribuição 
das tensões nas 32 secções longitudinais ao longo da bobina interpolando todos os dados de forma 
gráfica. Na Figura 2 é apresentada a imagem gráfica gerada pelo Logger Viewer. 
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Figura 2: Imagem interpolada de uma Bobina-Fonte: Logger Viewer. 
 
O padrão de classificação de planicidade de bobina é definida através de uma norma interna da 
siderúrgica em estudo, sendo descrita através de um procedimento operacional que detalha as 
atividades conforme demonstrado na Tabela 1. 
 
Tabela 1: Procedimento operacional para classificação de planicidade. 
Atividade Descrição 
Avaliar aplainamento na 
tela da IHM do Púlpito na 
Figura 3 
O operador de púlpito deverá acompanhar o 
comportamento do aplainamento das bobinas através do 
monitor da IHM ao longo do processamento da bobina, 
verificando o formato da barra 
Informar ao inspetor de 
qualidade em caso de 
bobinas com suspeita de 
Falha de Planicidade 
Caso seja observado através das barras um perfil irregular 
de aplainamento o operador do púlpito deverá avisar o inspetor, 
que deverá verificar o aplainamento no Logger Viewer. Se a 
bobina apresentar mais de 30% acima de 15 I-Unit, o inspetor 
deverá segregar a mesma. 
 
 
 Figura 3: Tela do Supervisório do monitor de aplainamento - IHM. 
 
2.2. VALIDAÇÃO DA APLICABILIDADE DA REDE NEURAL 
Para validar a aplicabilidade da rede neural neste projeto, foi desenvolvido um banco de dados 
de treinamento para a RNA. As informações desse banco de dados foram coletadas de um servidor 
SQL Server da siderúrgica em estudo, utilizando o Microsoft Query associados ao Excel. O 
algoritmo desenvolvido realiza as consultas das informações das bobinas e realiza uma pré-
estruturação dos dados antes de disponibilizá-lo em uma tabela do MS Excel. 
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Inicialmente o critério de avaliação de qualidade da bobina foi baseado na norma de planicidade 
interna, onde em linhas gerais, classifica uma bobina como ruim quando majoritariamente há 
ultrapassagem de algum ponto da bobina acima de 15 I-units. Foram também inseridas no banco de 
dados as bobinas com assimetria e bobinas que no decorrer da operação o inspetor de qualidade 
tivesse retido.  
No decorrer do desenvolvimento do projeto, o critério de classificação foi alterado, se tornando 
mais flexível. Essa alteração foi necessária devido a primeira versão da rede neural ter apresentado 
resultados positivos, porém extremamente críticos. Dessa forma, com objetivo de flexibilizar a rede 
neural, o critério para bobinas ruins foi alterado para: bobinas que possuíssem grandes seções as 
quais ultrapassassem 15 I-units ou mesmos grandes picos acima de 15 I-units; bobinas com simetria 
irregular, mesmo que não ultrapassem os 15 I-units, mas que apresentem assimetria extremamente 
alta. 
Com o algoritmo de pesquisa pronto, foi desenvolvida uma tabela base no MS Excel, onde 
ficam gravados os dados coletados pelo Microsoft Query, contendo as informações de 32 zonas de 
medições posicionadas transversalmente na bobina de aço. Além das medições transversais, a base 
de dados da empresa possui 4 campos referente aos índices de qualidade das bobinas, denominados 
q1, q2, q3 e q4. Esses itens descrevem a porcentagem da bobina que são menores que 10i-units, 15I-
units, 20I-units e acima de 20 I-units respectivamente. Essas medidas são coletadas na bobina a cada 
50m, ou seja, para uma bobina que tenha comprimento de 6km, haverá 120 registros, ou linhas, para 
a referida bobina. 
Para efetuar o treinamento da rede neural, fez-se necessário sintetizar cada matriz a qual 
representava apenas uma bobina em uma única linha, sendo necessário para tal, a utilização de 
métodos estatísticos. Foram testados vários métodos estatísticos (média aritmética, desvio padrão, 
média quadrática, média aritmética somada ao valor da média quadrática e média aritmética dos 
valores cúbicos), sendo o desvio padrão que apresentou um desempenho superior na validação e 
treinamento da rede neural. Para otimizar os resultados, os fatores de dimensão da tira foram 
corrigidos pelos fatores apresentados na Tabela 2. 
 
Tabela 2: Fator de ponderação nas dimensões da tira. 
Dimensão Fator 
Espessura 10 
Largura 1/100 
Comprimento 1/1000 
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Com os valores das dimensões, multiplicado pelo seu respectivo fator de ponderação, evitou-
se possíveis distorções provocadas pela diferença de escala das medições em relação ao 
comprimento, largura e espessura, ou seja, todas as entradas resultaram com valores com a mesma 
ordem de grandeza. 
Com os resultados obtidos e disponibilizado em uma matriz no Excel, a rede foi validada no 
software NeuroSolutions. Neste software foi realizado à randomização das amostras, ou seja, a 
randomização das linhas do banco de dados, onde cada linha sintetizava uma bobina. A 
randomização foi necessária para que a rede neural não “decore” uma sequência de bobinas, 
comprometendo o aprendizado.  
Foram criadas inicialmente redes neurais com 4 neurônios na camada escondida. Realizando 
diversas simulações e verificações, variando principalmente o tipo de função de ativação da camada 
escondida e camada de saída, foi constatado que o melhor desempenho foi obtido com redes 
utilizando funções de ativação do tipo tangente hiperbólica na camada escondida e sigmoidal na 
camada de saída. 
Quanto a arquitetura de rede neural utilizada, as redes do tipo cascade feedforward 
apresentaram melhor resultado em comparação com as funções feedforward multi layer perceptron. 
Com a rede neural criada e treinada, foi validado seu desempenho. Para essa validação foi 
realizado antes da etapa de treinamento a divisão do banco de dados em amostras de treinamento, 
validação e teste. As amostras de validação foram testadas pela rede neural e comparados seus 
resultados, já que, para estas amostras a rede conhecia o valor de saída. Para as amostras de teste, a 
rede não conhecia o valor de sua saída, ou seja, se a bobina é boa (saída igual a 1) ou se é ruim 
(saída igual a 0), estimando uma resposta avaliando assim o comportamento da rede neural real. 
 
2.3. DESENVOLVIMENTO DA REDE NO MATLAB 
Com o projeto validado iniciou-se o desenvolvimento da rede neural no Matlab, utilizando 
inicialmente a ferramenta gráfica disponível no software, o NNtools. Dividiu-se o banco de dados 
em 3 matrizes, com o auxílio do próprio Excel. Cada matriz representa as amostras de treinamento, 
amostras de validação e amostras de teste. Cada matriz foi dividida em duas tabelas: tabela de 
entrada e tabela de saída. Como exemplo, as bobinas selecionadas para amostras de treino possuem 
duas tabelas, uma com as entradas da rede neural e uma com a saída da rede neural, ou seja, os 
dados tratados pelos respectivos métodos estatísticos e a saída para cada bobina em boa “1” ou ruim 
“0”.  
Com todos os dados inseridos no NNtools, o Matlab gerou a rede neural, a partir dos parâmetros 
inseridos, como arquitetura de rede neural utilizada, número de camadas escondidas, quantidade de 
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neurônios por camada, tipo de função ativação, tipo de treinamento, tipo de função de adaptação, 
limites máximo e mínimo com base nos dados de entrada principais, entre outros. 
Com a rede neural criada, é acionada a função “Train” para executar o treino, a validação e o 
teste da rede. Ao término do treinamento da rede neural, um gráfico é gerado, apresentando o índice 
da média quadrática do erro. Outro parâmetro importante é o número de épocas (quantidade de 
iterações para treinamento) de treinamento, sendo desejável que este número seja um valor mais 
próximo do configurado na aba “Training Parameters”. Esse processo foi realizado diversas vezes 
até alcançar um resultado desejado. Em cada execução, a rede e os dados eram alterados no decorrer 
do experimento. 
A utilização NNtool, apesar de simples e de fácil manipulação, demostrou ser uma rotina 
extremamente demorada, pouco automatizada e apresentava limitações quanto aos tipos de função 
de ativação disponíveis. Diante disso, foi desenvolvido um algoritmo de busca automatizado no 
Matlab, de forma a facilitar e maximizar o tempo de treinamento da rede neural.  
Foi desenvolvido uma nova forma de treinamento, verificação e busca pela rede neural, 
desenvolvendo este através de linhas de comando no Matlab. Esse novo programa é capaz, de forma 
automática, buscar a rede com melhor coeficiente de desempenho, ou seja, menor erro médio 
quadrático entre as saídas da rede neural e o estado da rede. Este algoritmo é exemplificado na 
Figura 4. 
 
Figura 4: Algoritmo Rede Neural – Matlab. 
 
Brazilian Journal of Development 
 
Braz. J. of  Develop., Curitiba,  v. 5, n. 10, p. 23615-23626,  nov. 2019                              ISSN 2525-8761 
23624  
Com o desenvolvimento deste algoritmo base foi possível a busca automática pela melhor rede, 
podendo ter liberdade quanto a parametrização da rede neural, além de maximização do 
desenvolvimento do projeto. A busca é cessada quando o valor do erro médio quadrático está na 
faixa de valores parametrizados, quando o número de tentativas era superior a 10 ou a qualquer 
momento sendo necessário o usuário digitar as teclas “CTRL+C”, parando a execução do algoritmo. 
Encontrado o desempenho desejado para a rede neural, extraiu-se os parâmetros como pesos e bias 
da rede neural dispostos do Matlab exportando-os para o Excel, dando seguimento ao 
desenvolvimento do projeto. 
 
2.4 DESENVOLVIMENTO DA REDE NO EXCEL UTILIZANDO VBA 
O conceito fundamental da rede neural aplicada neste projeto baseia-se em somatórios e 
multiplicações de matrizes. Objetivando uma facilidade na sua implementação prática e com os 
conceitos anteriormente citados consolidados implementou-se a aplicação no software no MS Excel, 
associando a este o suplemento MS Query o qual tem um algoritmo em SQL o qual é responsável 
por buscar no Servidor SQL Server, as bobinas produzidas no laminador nas últimas 24 horas.  
A aplicação desenvolvida faz o tratamento matemático das zonas de medição de cada bobina 
através do método estatístico de desvio padrão, gerando uma tabela com todos os desvios.  Com 
essa informação, o algoritmo varre a matriz bobina a bobina e insere essas informações na entrada 
da rede neural implementada no MS Excel, processando estas informações e gerando uma saída 
identificando a bobina como “boa” ou “ruim”, de forma quantitativa, sendo interpretada e 
apresentada ao usuário de forma qualitativa nos estados do aplainamento citados. Esta apresentação 
qualitativa dos dados dá-se através de um relatório diário com as bobinas classificadas nas últimas 
24horas apresentando seu item, data de processamento, estado quantitativo e qualitativo classificado 
pela rede, bem como apresentando ainda o próximo equipamento o qual irá processar a bobina 
avaliada podendo haver linhas onde o material deve receber um tratamento mais crítico ou flexível. 
Todo esse procedimento foi desenvolvido utilizado algoritmos customizados desenvolvidos na 
linguagem Visual Basic sobre a plataforma MS Excel. Na Figura 5, é apresentado o relatório gerado 
pela aplicação. 
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Figura 5: Relatório das bobinas boas e ruins gerado pela aplicação. 
 
3. RESULTADOS E DISCUSSÃO 
Através dos softwares NeuroSolutions e do Matlab foi possível validar a exequibilidade desse 
projeto e obter a rede neural que melhor se adeque a detecção de planicidade. Com essas 
informações, foi desenvolvida uma ferramenta em Excel capaz de acessar automaticamente a base 
de dados da siderúrgica, coletar informações das bobinas registradas no Logger Viewer e gerar um 
relatório das bobinas que são classificadas como Boas e Ruins pela rede neural. 
Com a ferramenta obtém-se como resultados potenciais aumento da produtividade da mão de 
obra, aumento na qualidade do material produzido com a redução de desvios de qualidade e paradas 
emergenciais em outras linhas de produção devido a aplainamento e desnivelamento do material 
entregue, redução da influência humana na classificação das bobinas produzidas no laminador, 
possibilidade de se ter um controle histórico do aplainamento com a ferramenta de apoio 
desenvolvida e todos estes benefícios a custo zero, caracterizando um projeto ZIAR – Zero 
Investimento e Alto Retorno. Traduzindo estes benefícios em números segue na Tabela 3 uma 
estimativa dos ganhos potenciais avaliados dos meses de janeiro a setembro, no ano de 2015. 
 
Tabela 3: Ganhos potenciais estimados para áreas clientes. 
Áreas  Ganhos Produção 
Acum.Set/2015 (t) 
Relação de 
ganho  Horas 
(h)  
Produção 
(t)  
LZC#1  39,88  867  99500  0,87%  
LZC#3  26,58  651  148500  0,44%  
LRCC  1,43  66  294000  0,02%  
Total  68  1584  542000  0,29%  
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Com a Tabela 3 acima percebe-se os ganhos possíveis os quais poderiam ter sido aproveitados 
no ano de 2015, gastos com retrabalho e paradas ocasionadas por defeitos de planicidade entregues 
a clientes internos e externos, podendo estes terem sido evitados com a utilização da ferramenta, 
transformando-se em ganhos para a empresa. Observando que com a utilização da ferramenta, numa 
linha de zincagem esta poderia a impactar se considerássemos o lucro acumulado em 200 milhões 
apenas está área geraria um ganho de 1,74 milhões a custo zero. 
 
4. CONCLUSÃO 
A técnica de reconhecimento de padrão de planicidade utilizando redes neurais apresentou ser 
viável a sua implementação. Atingindo seu objetivo inicial, com o viés de complementar o processo 
atual, gerando de forma tempestiva os resultados de planicidade das bobinas produzidas no período 
de 24h. 
Como melhorias futuras, sugere o desenvolvimento de uma ferramenta que integre a ferramenta 
desenvolvida e o software gráfico Logger Viewer, disponível na empresa e a automatização do 
treinamento da rede neural, podendo esta ser feita com a máxima viabilidade e facilidade. Podendo 
ainda a implementação realizar a classificação dos defeitos por zonas, ou seja, classificar a bobina 
em boa ou ruim e informar a localização do defeito, diminuindo os desperdícios com descarte. 
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