We report significant hard X-ray excesses in the energy range 2-8 keV for two nearby isolated neutron stars RX J1856.6-3754 and RX J0420.0-5022. These neutron stars have previously been observed in soft X-rays to have nearly thermal spectra at temperatures ∼100 eV, which are thought to arise from the warm neutron star surfaces. We find non-trivial hard X-ray spectra well above the thermal surface predictions with archival data from the XMM-Newton and Chandra X-ray telescopes. We analyze possible systematic effects that could generate such spurious signals, such as nearby X-ray point sources and pileup of soft X-rays, but we find that the hard X-ray excesses are robust to these systematics. We also investigate possible sources of hard X-ray emission from the neutron stars and find no satisfactory explanation with known mechanisms, suggesting that a novel source of X-ray emission is at play. We do not find high-significance hard X-ray excesses from the other five Magnificent Seven isolated neutron stars.
I. INTRODUCTION
The Magnificent Seven (M7) neutron stars (NSs) are a group of seven nearby NSs that emit near-thermal soft X-ray emission with relatively low luminosities. They were first discovered in the ROSAT All Sky Survey data (RX J1856.6-3754 [1] , RX J0720.4-3125 [2] , RX J0806.4-4123 [3] , RX J1308.6+2127 [4] , RX J1605.3+3249 [5] , RX J0420.0-5022 [6] , and RX J2143.0+0654 [7] ) and identified as a distinct class of objects by their spectral and temporal properties (see, e.g., [8] for a review). Until now, no hard X-ray flux has been observed from the M7. In this work we use archival XMM-Newton (hereafter XMM) and Chandra data to search for hard X-ray excesses in the 2-8 keV energy range from the M7. We find that such excesses exist for the NSs RX J1856.6-3754 and RX J0420.0-5022. We characterize the spectral shapes of the hard excesses, search for evidence of variability and time dependence, and discuss possible origins of the flux.
Each of the M7 is radio-quiet (but see [9] ) and characterized by a near-blackbody continuum in soft X-rays with distortions due to attenuation by the interstellar medium as well as potential absorption lines from the NS atmospheres. The near-thermal emission suggests we are viewing the NS surfaces, with temperatures ranging from approximately 50 eV to 100 eV. The low interstellar attenuation implies that the M7 are within hundreds of pcs of Earth, confirmed in some cases by parallax measurements [10] . The origin of the absorption lines is thought to be cyclotron resonance absorption [11] . Each NS also has an optical counterpart with a flux larger than expected from the Rayleigh-Jeans tail of the X-ray blackbody [12] , although this may be associated with the NS atmosphere.
Six of the NSs are known to pulsate in X-rays with spin periods on the order of seconds. Assuming the NSs were born with millisecond spin periods, spin down via magnetodipole radiation suggest large magnetic fields ∼10 13 G and ages of around 10 6 years [13] . Coherent timing so-lutions have confirmed the field strengths, which roughly agree with the field strengths inferred from the absorption lines assuming they are due to cyclotron resonance by protons. The ages, along with the proper motions, point to a single birth place in the Gould Belt [14] .
The hard X-ray excesses identified in this work could have a variety of physical origins. One exotic origin, which we discuss in a companion paper [15] , is that the excesses arise due to the presence of a new ultralight particle of nature called the axion. The axions may be produced thermally in the cores of the NSs, which are expected to have temperatures of a few keV. The axions then escape the NSs and convert into X-rays in the strong magnetic fields surrounding the stars. The resulting spectrum is then nearly thermal at the core temperature, though some deviations away from the thermal spectrum are expected [16] . Less exotic explanations of the excess flux include non-thermal emission from charged-particle acceleration in the magnetospheres and X-ray emission from accretion of surrounding material. However, we point to issues with these explanations later in this work.
The remainder of this paper is organized as follows. First, we describe our data reduction and analysis procedure. Then, we present detailed results for RX J1856.6-3754, the NS in which we find the most significant hard X-ray excess with a statistical significance around 5σ. Then we present our main results for the hard X-ray spectra of the remaining M7, showing that while an excess is found robustly for RX J0420.0-5022 we cannot conclusively say whether similar excesses exist for the other five M7. We conclude by considering possible origins of the flux. mized for a different objective. A priori, Chandra should be the superior instrument for observation of the M7 with its excellent point source sensitivity in the hard X-ray range, which can be attributed to its small point spread function (PSF). However, the instrument is highly susceptible to X-ray pileup, which can artificially raise the event energies reported in an observation. This is potentially an issue when searching for hard X-ray flux in the presence of a significant soft X-ray spectrum. Meanwhile, XMM has the superior effective area and collectively the most exposure time of the M7. Additionally, pileup is likely to be an insignificant contributor to the hard XMM spectra for these relatively dim NSs. However, the large PSF of XMM also allows for contamination due to nearby sources, which could bias either our estimates of the signal or background spectra.
The fact that the hard M7 spectra are consistent between the two instruments, as we show, is a promising sign that the reported excesses are not due to systematic effects. It is unlikely that a point source in the XMM spectra would also contaminate the Chandra spectra. Also, the consistency between the XMM and Chandra spectra suggests that pileup, which strongly depends on the source count rate, is not responsible for the excesses. Nevertheless, we incorporate systematic tests for these issues into our analysis.
In this section, we outline our data reduction procedures for XMM and Chandra. We further discuss our MARX simulations of the Chandra detector, which diagnose possible pileup effects and which we use to cut data if it appears pileup could be significant. We then discuss our analysis procedures for reconstructing the M7 2-8 keV spectra.
A. Data reduction
Here we describe the methods we use to process the publicly-available data from XMM and Chandra into the spectra and images analyzed in this work. The observation identification numbers for the observations used in this work are given in App. A, and the reduced data is given is given in App. B.
XMM-Newton Observations
The data products for XMM are downloaded from the XMM-Newton Science Archive. To perform the processing, we use XMM-Newton Science Analysis System (SAS) [17] version 17.0.
We first generate summary information for the dataset by generating the Calibration Index File (CIF) using the SAS task cifbuild, which locates the Current Calibration File (CCF). The CCF provides information about the state of the detector at observation time, which is necessary for future processing. We then run the task odfingest, which generates the Observation Data Files (ODF) containing general information on the detector.
For any individual observation, there may be multiple exposures for each camera, which are individual datasets taken during the observation time. Only a subset, called the "science exposures," are useful for analysis. The relevant science exposures for each observation ID to use for data reduction are determined from the Pipeline Processing Subsystem summary file. We only use science exposures in imaging mode, which we refer to simply as exposures for the remainder of the text.
From this information, we reprocess the ODF for the MOS and PN cameras with the tasks emproc and epproc, respectively. These tasks create calibrated and concatenated but otherwise unfiltered event lists. We then generate the filtered event lists for each science exposure with the task espfilt, which filters the light-curves for soft proton (SP) contamination, which can significantly enhance the count rates for short periods of time. An observation affected by SP will have a count rate histogram that is approximately Gaussian with a peak at the unaffected rate but with a long high-count rate tail due to the contamination. espfilt establishes thresholds at ±1.5σ of the count rate distribution and creates a good time interval (GTI) file containing the time intervals where the count rate is contained within the thresholds. espfilt returns a filtered event list, which contains only the events arriving during the GTIs. We then use only the filtered events in the analysis going forward.
We create images with evselect in the energy bins 2-4, 4-6, and 6-8 keV with the standard pixel sizes, 4.1 for PN and 1.1 for MOS. For the PN camera, we select only events with FLAG==0 and PATTERN<=4 (i.e., single and double events) while for the MOS camera we select events with PATTERN<=12. We run a point source detection algorithm, edetect chain, simultaneously on the images, which returns a list of point source locations. We use this source detection to determine the location of the NS in each exposure-the coordinates are subject to variations between exposures due to calibration uncertainties and the NS proper motion. In addition to a list of resolved point sources, this task returns exposure maps. We then run rmfgen and arfgen, which compute the detector redistribution matrix file (RMF) and the ancillary response file (ARF). The former accounts for the energy resolution of the detector while the latter accounts for the energy-dependent effective area. We correct the RMF for pileup in the case of the PN camera; however, a correction for MOS is not possible at this time. In its place, we run the task epatplot which estimates the amount of pileup in a spectrum. However, it is of limited use as we discuss later.
To fit for the X-ray spectra, we begin with the image files around the NSs. We use the images created by evselect/edetect chain. We create images for each exposure e: counts images c p,e i (units [counts]) and exposure images w p,e i (units [cm 2 s keV]) for each of the energy bands i, where p indexes the pixels. In the high-energy analysis we stack the images over exposures on a uniform RA-Dec grid, while for the low-energy analyses we use a joint likelihood over the individual exposures since the instrument responses are more important at low energies where the energy resolution plays an important role. To create the stacked images, we separately stack the images in each detector (MOS or PN) over the individual exposures in each energy band in the following way. In each image, we first redefine the coordinate system such that the origin is at the source location (RA 0 , Dec 0 ). This corrects for the fact that the NS location may not be identical in each image due to a combination of calibration errors and proper motions. We then down-bin the images I e = {c e , w e } from the individual exposures into the stacked images I = {c, w} on a uniform grid of RA and Dec according to
where the pixel sums are over pixels p that have coordinates contained within the pixel p . The above stacking procedure leaves us with images in each energy band for each NS and detector with which we perform our fiducial high-energy analyses. To extract the spectra in each energy band we we define a signal region R S and a background region R B . The signal region is a circle centered at the source location with radius 50% of the 90% encircled energy fraction (EEF) averaged over all energies. The 90% energy-averaged EEF is typically ∼ 35 for XMM. The background region is an annulus centered at the source location extending from the edge of the signal region to an outer radius of 75% of the 90% EEF. We keep the background region compact to avoid possible contamination from point sources. For the XMM EEF model, we use the 'Medium' mode PSF description assuming an on-axis source. Using the EEFs, we compute that in R S there is a fraction of the signal χ S,i while in R B there is a signal fraction χ B,i .
Chandra Observations
For the Chandra analyses we use the Chandra Interactive Analysis of Observations (CIAO) [18] version 4.11. We choose all ACIS Timed Exposure observations of the M7 for analysis irrespective of the grating and the spectral (-S) or imaging (-I) component. We will refer to these observations as Chandra observations for the remainder of the text. We use the CIAO task download chandra obsid to download the observations and reprocess them using chandra repro. This task yields a filtered events file. We run fluximage on the events file to create images in the same bands as for XMM, along with exposure maps with pixel sizes of 0.492 . We then run the source detection algorithm celldetect on the images, yielding the source coordinates. We use the specextract task to produce the detector response matrices.
We create Chandra images using the task fluximage. The signal and background regions are defined analogously to XMM, except that for Chandra the outer radius of the background region is taken to be 250% of the 90% energy-averaged EEF, since for Chandra nearby point sources are less of a concern given the superior PSF. For the Chandra EEF model, we use the CIAO tool psf.
B. MARX simulations
In this section we discuss our Model of AXAF Response to X-rays (MARX) [19] simulation framework. We use MARX version 5.4.0 to perform two simulations for each Chandra observation-each with the best-fit soft thermal spectrum from the data, but one with a hard X-ray tail of constant 10 −15 erg/cm 2 /s/keV and one without. To create the spectral file, we use Interactive Spectral Interpretation System version 1.6.2 [20] to generate a parameter file, and then we use the MARX tool marxflux to convert it to the MARX-friendly format. In order to reproduce the observation conditions as closely as possible to negate systematic errors, we simulate the NS with marx at the same detector coordinates and with the detector configuration as in the original observation. We create an events file and then an aspect solution file, ARF, and RMF with marx2fits, marxasp, mkarf, and mkrmf, respectively.
At this point, images can be created with fluximage as in the Chandra processing. For grating observations, the dispersed events must be order sorted with the CIAO tool tg create mask and then filtered out with tg resolve events to create events files compatible with fluximage. The resultant images will not include the effects of pileup. To simulate pileup effects, we run marxpileup and then convert the results to an events file and image with marx2fits and fluximage as before.
C. Data analysis
We bin the data in 25 energy bins, with bin widths of 0.05 keV from 0 to 1 keV, one bin from 1 to 2 keV, and 4 bins of width 2 keV from 2 to 10 keV. Because of the energy range of the calibration on both instruments, we do not analyze data outside the range 0.5 keV to 8 keV. We also exclude observations that have a flaring time greater than 50%. In some detector operating modes (e.g., Small Window), due to the placement of the source in the detector there is a limited extraction region available for background estimation within the vicinity of the source, and we exclude these as well. Furthermore, some XMM observations are excluded due to the presence of spurious source detections in the wings of the PSF.
In this subsection, we discuss our analysis of the soft spectra, including our computation of the 0.5-2 keV spectra and the analysis of the 0.5-1 keV data, in which the NSs are significantly thermally emitting. We then outline our analysis of the 2-8 keV data, in which we search for hard X-ray emission.
Soft Spectral Analysis
We measure the soft X-ray spectra from 0.5-1 keV from the M7 both to confirm that we reproduce the previously observed spectra and so that we may fit the soft spectra and extrapolate into the hard X-ray band. That is, we fit for the soft thermal flux in order to verify that the exponential tail of the surface blackbody cannot account for the hard X-ray excesses. We find that although extrapolating the best-fit blackbody suggests the 2-8 keV bins are not contaminated by thermal surface emission, pileup of the soft photons can impact the hard spectra for some NSs and instruments. Furthermore, modeling the soft flux instead with NS atmosphere models indicates that depending on the NS and the NS surface composition, the 2-4 keV flux may be partially contaminated by thermal emission. We discuss these points later in this work.
For the soft analysis we use different extraction regions R S and R B relative to the high-energy analysis, since in the low-energy analysis we are more concerned with mismodeling the PSF than with misestimating the background. As such we take R S to be 150% of the 90% EEF, and for R B we take 250% of the 90% EEF, for both XMM and Chandra. We perform the following procedure for each detector (MOS, PN, or Chandra) independently. First we construct the NS soft spectrum from 0.5-2 keV in the following manner. We let the data in R S in [counts] be denoted d e S = {c e S,i }, where i runs over the 10 relevant energy bins and e runs over the number of exposures passing the quality cuts for a specific detector. Similarly we let the background data in [counts] be denoted d e B = {c e B,i }. Recall that we do not work with the images stacked over exposures in the low-energy analyses. We use this background data to compute the mean expected background counts within the signal re-
Having obtained the source spectrum, we must now put our source spectral model in the same form. Assuming a source flux S(E|θ S ) in [counts/cm 2 /s/keV] where θ S are generic model parameters describing the soft flux, we obtain the expected source counts using forward modeling
Above we have designated t e the observation time for the exposure in [s]. The ARF (a function of true X-ray energy E ) represents the effective area of the detector in [cm 2 ] and the RMF (dimensionless) is a probability distribution function for the probability to observe an Xray photon in (reconstructed) energy bin i given its true energy E -in short, it accounts for the energy resolution of the detector. To fit the data d we use the Poisson likelihood
joint over all exposures and energy bins. Note a slight subtlety: we may consider µ e B,i to be known since the background region from which it is measured is much larger than the signal region. This is not true in the high-energy analysis. In the high-energy analysis the background counts also play a more important role, so we treat them more carefully.
Except when discussing more complicated atmosphere models, we limit ourselves to the three signal parameters θ S = {I, T, N H }, which are the intensity and surface temperature of the NS in [ergs/cm 2 /s] and [keV], respectively, along with the integrated hydrogen column density N H in [atoms/cm 2 ]. That is, we assume a blackbody spectrum dN/dE ∼ E 2 /(e E/T −1) with the hydrogen absorption model presented in [21] . Deviations from pure thermal spectra have been observed in the M7, however, and we study this further in Sec. IV B.
Hard Spectral Analysis
In the high-energy analyses we assume that the background is Poisson distributed with a uniform flux in each energy bin {B i }. Assuming the source has source fluxes {S i }, the expected number of counts in R B in energy bin
where q is the pixel at the source location. We compare this to the number of counts in R B , which we denote c B,i = p∈R B c p i . Note that we present the explicit numbers of counts in App. B.
We then expect that the counts in R S is similarly µ S,i = p∈R S w p i B i +χ S,i w q i S i , where again the former is the background contribution and the latter is the signal contribution. Letting the number of counts in the signal region be c S,i = p∈R S c p i leads to the joint Poisson likelihood over both R S and R B :
In each energy bin, we construct the profile likelihood over the signal flux S i treating the background flux B i as a nuisance parameter, leading to
The best-fit flux in energy bin i, which we denote byŜ i , is then given by the value of S i that maximizes the profile likelihood.
D. Statistical analysis
We determine the confidence intervals on the fluxes in the individual energy bins using the test statistic (TS)
The 1σ frequentist confidence interval for the flux is asymptotically given by the range of S i in which the q is within one of its minimum (see, e.g., [22] ). Note that for consistency we must consider negative S i values. To more accurately compute the confidence intervals we must compute the distribution of TSs from Monte Carlo, given that the number of counts may be small for some observations so that we are not in the asymptotic limit.
Away from the asymptotic limit, we wish to determine the nσ confidence interval for a parameter of interest S with best-fit parameterŜ. The confidence interval is defined as the range of values below the nσ upper limit S +n and above the nσ lower limit S −n . The upper limit S +n is defined by the maximum value of the parameter such that simulated data generated by the model with that parameter would satisfy the condition P (Ŝ ≥Ŝ) = Φ(n), whereŜ denotes the best-fit values from the simulated data, Φ is the cumulative distribution function of the normal distribution, and P (Ŝ ≥Ŝ) is the probability that S ≥Ŝ. The lower limit S −n is defined similarly.
We apply this frequentist confidence interval procedure to our data in the following way. Given our data, we maximize the likelihood profile, which is profiled over nuisance parameters θ, to determineŜ.
To determine the upper limit, we first consider a particular value S ≥Ŝ and maximize our likelihood at this fixed S to find the best-fit nuisance parametersθ . We then generate many Monte Carlo realizations of the data under the model defined by S andθ . From the simulated data we determine the distribution of the best-fit S . In this way, we are able to determine the percentile of the observed best-fitŜ (from the actual data) in the distribution ofŜ generated under {S ,θ } and ultimately determineŜ +n . An analogous procedure using S ≤Ŝ enables the determination ofŜ −n . In practice we find that this procedure reproduces the asymptotic expectation except in a few specific cases, such as those with Chandra data, where the number of counts is low.
In addition to determining the fluxes in the individual energy bins, we also fit power-law spectral models across energy bins. As will be described more later, these models have parameters of interest I and n, where I denotes an intensity over the full energy range and n is the spectral index. The parameters I and n maybe constrained in the frequentist way by constructing the joint likelihood over the relevant energy bins and datasets. The confidence intervals on these parameters are determined using the Monte Carlo method described above, which matches the asymptotic expectation in most, though not all, cases.
When fitting the spectral models we are also interested in the evidence for the non-trivial spectral model over the null hypothesis of no hard X-ray flux from the source. To quantify the statistical significance of the model (i.e., the evidence) we need to define a TS for discovery:
unless the best-fit intensityÎ < 0 in which case TS = 0. Note that 0 denotes the null hypothesis I = 0 and L hard (d|Î) is the profile likelihood for the intensity over all energy bins, with the index n also profiled over, evaluated at the best-fit intensity (i.e., the maximum loglikelihood for the signal hypothesis). Here d denotes the combination of datasets under consideration. In the asymptotic limit the TS may be straightforwardly interpreted in terms of significance, considering that our signal model has two model parameters of interest (see [22] ). However, as we are often away from the asymptotic limit we determine the significance directly through Monte Carlo. To do so, we first determine the best-fit null model, and then we generate Monte Carlo data from the null model parameters. We calculate the distribution of the TS on that Monte Carlo data using (8) . The fraction of TSs generated under Monte Carlo which exceed the TS evaluated on the observed data defines a p-value with standard interpretation in terms of detection significance. Again, we find that in most (but not all) fits the recovered p-value matches the asymptotic expectation.
E. Point Source Detection
As a systematic test we consider the effect that nearby point sources might have on the recovered spectra for our sources of interest. Point sources within the signal or background extraction regions of the PN and MOS data could potentially bias our determinations of the source spectra. While in principle point sources could also be an issue for Chandra observations, the superior angular resolution of that detector means that the issue is much more important for XMM. We search for sources by first constructing a high-density (RA, Dec) grid within the vicinity of the source and background regions. At each (RA, Dec) point we determine a signal and background region as we do for our source of interest. We identify point sources by calculating a TS at each grid point for excess counts. Because point sources are expected to appear across a range of energies, we sum the counts maps over the 2-8 keV range. The point source discovery TS is defined analogously to (8) . We join the PN and MOS TSs together to form a joint test statistic at each (RA, Dec) point. We identify point sources at those locations where the joint test statistics is greater than or equal to nine and the TS is the maximum TS on a region with an angular extent of the 50% of the 90% EEF radius. We then construct a point source mask by masking out regions with radius 50% of the 90% EEF radius centered at any location where a point source was identified. Later we demonstrate that the impact of masking point sources on the recovered spectra is relatively minor.
III. HARD X-RAY EXCESS IN RX J1856. In this section we show results for the NS RX J1856.6-3754, for which the hard X-ray excess is detected with the greatest significance. In Fig. 1 , we show the X-ray Figure 1 . The X-ray spectrum of RX J1856.6-3754 for each of the three cameras individually and combined. The data points were constructed by stacking all available exposures from the source, with best-fit spectral points and associated 68% confidence intervals indicated. In all three cameras there is a clear and consistent excess above the background in the hard X-ray range of 2 keV to 8 keV, and because of the complementary strengths of the individual cameras we believe this excess is robust. The solid curves denote the best-fit thermal spectra with hydrogen absorption fit from 0.5 keV to 1 keV, and as can be seen the extrapolations of these spectra to the hard energy range does not account for the observed excess. spectrum dF/dE over the energy range from 0.5 to 8 keV for PN, MOS, and Chandra. More precisely, what is shown is the observed number of counts per second in each energy channel divided by the diagonal entry on the forward modeling matrix that gives the effective area at that energy. This subtlety is important below ∼1 keV, because at these energies the observed thermal spectrum is significantly affected by the energy resolution of the detector. For this reason, it is not correct to interpret Fig. 1 as a plot of the true flux, since that would require inverting the forward modeling matrix which is very much not diagonal at the low energies. On the other hand, we are primarily interested in energies above 2 keV, and at these energies with our energy binning the forward modeling matrix is effectively diagonal, so that Fig. 1 is effectively a plot of the true flux at these energies.
We also emphasize that these data points arise from joining all of the exposures from the individual cameras together into one single counts map per camera. This is important because, as discussed more later in this work, the individual exposures do not have high enough statistics to detect the hard X-ray excess. To construct this spectrum we used 40 observations for a total of 1.0 Ms of exposure for PN, 18 for a total of 0.69 Ms for MOS, and 9 for a total of 0.23 Ms for Chandra. We fit a thermal model, including the effect of hydrogen absorption at low energies, to the spectrum from 0.5 to 1 keV. We find best-fit temperatures T = 71.1 ± 0.2 eV (T = 66.2 ± 0.3 eV) (T = 67.8 ± 0.9 eV) for PN (MOS) (Chandra) . We note that these uncertainties are statistical only and do not capture possible systematic discrepancies in the true spectrum from thermal, in possible variations of the surface temperature over time, or in systematic uncertainties in the detector response. For all cameras we use the forward modeling matrices, constructed for each individual exposure, that account for both the effective area and the distribution of true flux to observed flux between energy channels in the low-energy analyses. However, only the PN forward modeling matrix includes the effect of pileup. We do not investigate the surface temperature uncertainties in more detail because it is not the main focus of this work. Rather, as we illustrate in Fig. 1 , the thermal distribution, whose best-fit spectra are shown as solid curves, is able to account for the emission seen at and below ∼2 keV but is not able to account for the highenergy emission above 2 keV. We will show later on that this statement remains true even for more complicated NS atmosphere models.
Below, we provide more detail for the spectral characterization of the high-energy flux and systematic tests that investigate the robustness of the signal.
A. Spectral characterization of the RX J1856.6-3754 hard X-ray emission
We fit a power-law model dF/dE ∝ E n to the data to measure both the intensity of the signal and the hardness of the signal as indicated by the spectral index n. We quantify the intensity through I 2−8 = 8 keV 2 keV dE dF/dE in units of erg/cm 2 /s. 1 The statistical procedure that we use for constraining I 2−8 and n is outlined in Sec. II D.
The results of the spectral fits for the three different cameras are given in Table I Table I . Our best-fit results for the 2-8 keV flux I2−8 and spectral index n assuming a power-law spectrum for the hard X-ray excess in RX J1856.6-3754. The fluxes and spectral indices are consistent between cameras, although the latter is not well constrained. We also show the results from the joint-likelihood analysis over all cameras.
statistical significance. The computations of statistical significance are summarized in Sec. II D. The consistency between the three cameras is important because each has its own strengths and weaknesses. The fact that the highenergy signal is detected in each camera thus gives confidence that the high-energy signal is real and arises from the NS itself. The spectral index n is not well constrained by any of the individual cameras, which is perhaps not too surprising given the modest significance of the detections and the fact that we only have three independent energy bins to constrain the power-law. However, combining the results from all three cameras we find the relatively hard energy index n = 0.48 +0.7 −0.7 . This index suggests that the emission is not the high-energy tail of the thermal surface emission, which should have a soft spectrum in this energy range.
B. Systematic tests for the RX J1856.6-3754 hard X-ray excess
The hard X-ray excess, suggesting non-thermal 2 Xray emission from RX J1856.6-3754, is detected at high statistical significance with PN and Chandra and at marginal significance with MOS. However, each of these instruments is subject to systematic uncertainties, which we now examine in more detail.
Test statistic maps and nearby point sources
One of the central differences between the Chandra and XMM detectors is the significantly better angular resolution of Chandra as compared to XMM. This is important because it is possible that the observed hard X-ray excess arises not from RX J1856.6-3754 but rather from a nearby source that is unrelated to RX J1856.6-3754 but happens to be at a similar angular position on the sky. Relatedly, it is also possible that the hard X-ray excess is the result of misinterpreting the background statistics. That is, if a significant fraction of the background flux arises from relatively bright point sources, then the assumption that we may use the observed number of counts in the background region to infer the mean number of background counts in the signal region, with the probability distribution then being Poisson distributed about this mean, could break down. It is reassuring that, for these reasons, we observe the excess both with Chandra and XMM. Still, it is worth investigating visually and quantitatively the XMM counts maps to make sure that they do not show significant nearby point source emission or other sources of emission that would violate our assumptions.
In Fig. 2 we show pixel-by-pixel TS maps, with downbinned pixels, within the vicinity of the NS, which is located at RA 0 and Dec 0 . We have down-binned the map for visualization purposes. This figure uses the sum of the counts from 2-8 keV. The TS in favor of the model with an extra source of emission in the pixel over the background expectation is calculated assuming Poisson counting statistics. The background flux level is estimated from the background region, which is the region between the outer dashed circle and the inner solid circle. As a reminder, the actual pixel sizes that we use are significantly smaller than indicated for XMM. The predicted background flux level elsewhere in the map is calculated by assuming that the background flux is simply proportional to the exposure template (without accounting for vignetting), as would be expected if the background is predominantly from particle background. Accounting for vignetting, as would be the case if the background was dominantly from astrophysical X-rays, leads to virtually indistinguishable results since all source observations were on-axis. In a given pixel we may then compute the expected number of background counts. The higher the TS value, the more likely that the photon flux within that pixel arose from source emission and not a statistical fluctuation of the background.
In the right panel of Fig. 2 , which shows the results for the Chandra observations, it is clearly seen that there is a significant excess of X-ray counts over the background in the central pixel within the extraction region, which is the inner circle. In this case, the extraction region is approximately 1.1 in radius, while the outer circle of the background region is approximately 11.5 in radius. The Chandra image strongly suggests that there is indeed excess hard X-ray flux arising from this NS between 2-8 keV. On the other hand, the Chandra images are the most subject to pileup. As we show shortly, however, we do not believe that pileup is responsible for the Chandra results. It is useful, though, to examine the image for PN, which is less subject to pileup and also shows a significant excess, but has much worse angular resolution. The corresponding image for the PN data is given in the left panel. Note that in this case the source extraction region (inner circle) has a radius of 18.0 while the background region has an outer radius of 27.0 . In this case, a visual excess is still observable within the signal region, as compared to the background region, which is the region between the two circles, and a less prominent excess can also be seen in the MOS image in the central panel.
Validating PN and MOS background extraction regions
Due to the comparatively worse angular resolution of the PN and MOS instruments, the signal and background extraction regions used in the analysis of PN and MOS data are necessarily larger in angular extent than in the corresponding Chandra analyses. Our treatment of the background count rate, which assumes a uniform particle background resulting in a pixel-by-pixel count rate which depends only on the total exposure in each pixel, may be violated by the presence of point sources. 3 In order to validate our assumptions for the MOS and PN data, we perform a goodness-of-fit test on the pixelated counts data for both instruments.
In our goodness-of-fit test, we sum over energies to obtain the set {c p } of total counts over energies 2-8 keV at the p th pixel in the background extraction region. Likewise, we obtain the total exposure map summed over 3 Later we attempt to mitigate this possibility with point source identification and masking and show that it has a minimal effect on the spectrum. energies 2-8 keV at each pixel, denoted {w p }. Assuming a uniform Poisson rate for events in the background region, the best-fit expected mean number of counts in the p th pixel is λw p , with λ = ( p c p )/( p w p ). We compute a likelihood value for the data assuming the best-fit parameter λ by
We can then determine the p-value for the observed data by generating Monte Carlo data under the assumed background rate λ, then determining the fraction of likelihood values in the Monte Carlo ensemble which are less than the likelihood as evaluated on the observed data. This fraction then represents a p-value, where smaller values indicate a worse goodness of fit of the data under the fitted model. In Fig. 3 , we compare the observed and fitted counts distributions for PN and MOS data with and without the application of a point source mask, with associated pvalues indicated. Note that for this test we use the highresolution pixels and not the down-binned pixels. Some tension between the data and the fitted background is observed in the PN data without the point source mask. The tension is at the ∼3.9σ level, although this falls to the marginal ∼1.9σ level after the application of the point source mask. The MOS data shows good consistency with the fitted background model both before and after the application of the mask. As we will subsequently show, the reconstructed fluxes in PN and MOS are robust with respect to the applied mask. In particular, because the excess appears in the PN data before the application of the mask, the exclusion of high count pixels from the background extraction region will only serve to increase the reconstructed intensity and associated significance of the fit to the signal model.
Systematic tests of the XMM X-ray spectrum
We test the robustness of the observed hard X-ray excesses in XMM data for RX J1856.6-3754 by systematically varying our analysis procedure. The results of the different analyses are shown in Fig. 4 . In the top left panel we show our fiducial recovered spectrum for PN, MOS, and Chandra, along with the joint spectrum from combining all three datasets (68% confidence intervals indicated). We also indicate the p-values for the background-only fits in the background regions for the PN and MOS datasets. The other five panels consider various systematic analysis variations, which in principle should all return consistent spectra if large systematic uncertainties are not present. Indeed, we find that this is the case. In the top row middle column we change the assumption that the background is dominantly particle background to the assumption that the background is dominantly astrophysical. The difference between the two is that for the astrophysical background we include the vignetting correction. This is seen to make a minimal difference, which arises from the fact that the vignetting correction is small over our region of interest.
The top right panel of Fig. 4 investigates the spectrum when the point source mask is included. The spectral points move up slightly, as expected since we are masking high-flux background pixels, but the spectra are broadly consistent with the unmasked versions. Note that the background p-values improve greatly relative to the unmasked case, as previously noted. In the bottom left panel we increase the radius of the background region to 1.5 times the EEF radius. The background p-values decrease, suggesting that our recovered spectra are more susceptible to systematic biases in this case, but again the spectra become slightly larger relative to our fiducial case. Masking point sources with the large background region, as shown in the middle lower panel, increases the p-values but at the same time leads to a similar spectrum as in the unmasked case. Lastly, in the bottom right panel we consider an alternative analysis approach where we allow the background model to vary linearly in the RA and Dec directions. That is, our background model in this case has three nuisance parameters instead of one. We profile over these nuisance parameters when determining the recovered spectra. Note that we apply this analysis to the large-background region and with the point source mask. As expected, given the additional model parameters, the p-values improve relative to the case where the background model only has a single nuisance parameter. In this case the spectra becomes even larger relative to our fiducial analysis, though still consistent within uncertainties.
Note that we do not show the results of these tests on Chandra data since e.g. point sources are less of a concern in this case, though we have still checked that similar systematic analysis variations return consistent results in that case as well.
Flaring
The XMM satellite is subject to periods of considerable soft proton (SP) flaring when the count rate increases. Although we filter out periods of strong SP flaring, there is still residual flaring in the remaining data that can potentially affect the results. In the left panel of Fig. 5 , we plot I 2−8 in individual exposures against the fraction of the observation excised due to flaring. There is no trend in the data that would indicate that our results are biased by SP flares. 
Pileup
Pileup of low-energy X-rays may generate spurious high-energy signatures if not accounted for. Pileup refers to the phenomenon in a CCD detector in which more than one photon arrives in a single frame time in the same region. The detector cannot distinguish the events and reconstructs them as a single event with energy approximately the sum of the individual photon energies. There are two major effects on a spectrum associated with pileup: event loss and spectral hardening. The former occurs for multiple reasons: first, a multiphoton event is detected as a single photon; second, the event energy may exceed the on-board energy threshold and be rejected; third, the deposited charge-cloud shape (known as grade for Chandra or as pattern for XMM) may become inconsistent with an X-ray photon. The spectral hardening occurs because there is a loss of low-energy events along with an increase in high-energy events. Although the amount of pileup in all of the observations analyzed in this work is relatively low, the observed tail is potentially susceptible to influence from pileup. For this reason it is necessary to verify that the hard X-ray excess is not due to pileup, and also to verify that if a hard X-ray excess is present its observed features would not be biased by pileup effects.
The amount of pileup directly depends on the count rate-the number of photons per CCD readout frame per image region. If the hard X-ray tail is due to pileup effects, we expect to see an increase in the count rate of hard source photons with increased total count rates as we vary over exposures. In the right panel of Fig. 5 , we plot I 2−8 against the count rate in the central pixel from 0-2 keV for individual exposures. The wide variance in count rates is due primarily to the fact that the three different cameras have different frame times: PN ∼tens of milliseconds, MOS ∼1 second, and Chandra 3.2 s, depending on the observation submode. PN does have a higher effective area than the other two cameras, which somewhat increases the count rate. However, the XMM cameras have a much larger PSF-to-pixel-size ratio than Chandra, which further reduces the XMM count rate. For these reasons, PN is expected to be least affected by pileup while Chandra is the most affected. In Fig. 5 , the Chandra count rates are similar to MOS because the Chandra exposures are in a mode that reduces the frame time. For the other NSs, Chandra is in the 3.2 s frame time mode and the count rates are higher than for the XMM exposures. In any case, we observe no significant correlation between the count rate and the reconstructed I 2−8 in individual exposures, suggesting that pileup does not strongly influence our results for RX J1856.6-3754.
As mentioned above, we are able to generate a forward modeling matrix including pileup for the PN observations, which are also the ones that should be least affected by pileup, and we find, as seen in Fig. 1 , that pileup is not responsible for the observed excess from 2-8 keV. On the other hand, MOS and Chandra are expected to be more affected by pileup than PN. Later in this section we show results for Chandra simulations that include the effect of pileup, and in this case we also find that pileup of the thermal spectrum is not able to generate the observed excess. Since MOS is expected to be less affected by pileup than Chandra, we believe that the MOS high-energy spectrum is also likely not due to pileup effects.
Chandra pileup simulation
To assess the effect of pileup on the high-energy excess observed for RX J1856.6-3754 in Chandra, we perform MARX simulations [19] for each observation of this source, under two assumptions for the underlying spec-trum of the source. Our MARX simulation procedure is described in Sec. II B. In both cases, we use the bestfit thermal spectrum at low energies, but in one case we also include a constant spectrum dF/dE = 10 −15 erg/cm 2 /s/keV. In order to separate systematic effects that may be due to pileup from statistical fluctuations, we artificially increase the exposure time to 10 Ms. We then pass the simulated data through the same analysis pipeline used on the real data.
It is important to clarify the limitations of the MARX software with regards to simulating pileup effects on a hard X-ray tail. MARX implements the John Davis pileup model [23] , a probabilistic model which uses Poisson statistics to describe the probability that pileup occurs in a given frame and the probability that in the event of pileup, the piled event will be registered as an X-ray photon (due either to energy or grade migration). However, these probabilities are generally difficult to estimate due to the fact that many high-grade events are thrown out in-flight and the lack of a detailed photon-silicon interaction model. The latter probability, in particular, is entirely uncalibrated.
It is unlikely that the statistical model used here can describe the data at the accuracy level required to definitively conclude that the observed hard tail is not due to pileup. Furthermore, due to these limitations, the MARX software does not assess pileup involving background photons, which could more significantly boost the event energies than the soft thermal photons. Nevertheless, the MARX simulations estimates the basic effects of pileup on the NS spectrum.
The results of these simulations are shown in Fig. 6 . In that figure we show the spectrum measured in the real data, from 2-8 keV, in grey. The red data points show the spectrum that we extract from the simulation that includes the high-energy tail. The simulated spectrum in this case is shown as the solid red curve. We emphasize that this simulation includes the effects of pileup. The recovered spectrum is able to accurately describe the true Figure 6 . The MARX simulation results compared to the real Chandra data, shown in gray. The red curve shows the input spectrum to MARX with the additional flux dF/dE = 10 −15 ergs/cm 2 /s/keV, from which we recover the red data points. The blue curve (with recovered blue data points) does not include this additional flux. The pileup of the soft emission does not appear to significantly impact the detection of the hard flux in this case, as we accurately recover it even with reduced statistical errors by inflating the exposure time to 10 Ms. When we input the spectrum with no high-energy tail, we again recover the input spectrum, as shown in blue. Pileup is unable to artificially reproduce the observed hard X-ray excess.
underlying spectrum, which gives confidence that pileup does not affect our ability to measure a high-energy excess for this NS. As a second cross-check, we also perform a simulation without the high-energy tail. In this case, the recovered spectrum is shown by the blue data points. This clearly shows that an artificial high-energy tail is not generated by pileup, at least as modeled by the MARX simulation framework.
In Sec. IV A we show results of the same tests on the remaining Chandra M7 observations, and we find that for some NSs the effects of pileup are much more pronounced.
Variability
It is possible that the hard X-ray signal is strongly variable in time, which would constrain the possible production mechanisms for the excess. In order to search for signs of strong variability, we analyze the individual exposure images independently, instead of working with the combined image. We stress that this search will be most sensitive to variations on timescales of years; since both instruments were launched in 1999, our data is taken over nearly 20 years. We leave searches for variability on the timescale of the NS period, which is difficult due to the low number of signal counts, to future work. In the left panel of Fig. 7 we show the I 2−8 recovered from the individual exposures versus time for PN and MOS, with the analogous result for Chandra shown in the right panel. In the Chandra case, the uncertainties are strongly one-sided because the number of signal and background counts tends to be quite low and often zero.
As before, we determine the I 2−8 intensities by fitting the 2-8 keV spectra to a power-law. The bands in Fig. 7 show the best-fit intensities from the analyses on the joint images over all exposures. In the PN and Chandra data, we do not observe any individual exposures with a reconstructed intensity in tension with that found in the joint image analysis. We do observe that one significant intensity deficit appears in a MOS exposure at modest global significance, although this could be due to systematic effects in that particular MOS exposure such as pileup. In this exposure, we find a soft 2-8 keV spectrum in the signal region with a typical (among other MOS exposures) spectrum in the background region. This might be expected if pileup heavily affects the observation, where in the signal region the counts are suppressed at high energies by energy or grade migration while the background region is unaffected. In fact, inspection of the epatplot results suggest that pileup affected the 0-2 keV spectrum of the observation, but there were not enough counts above 2 keV to make a definitive determination on whether pileup affected the hard spectrum. Overall, the evidence does not suggest that the hard X-ray excess in RX J1856.6-3754 is highly variable.
IV. SEARCH FOR HARD X-RAY EXCESSES IN THE M7
In Sec. III, we analyzed in detail the hard X-ray excess in RX J1856.6-3754. We found evidence for such an excess in Chandra and PN data and a hint for the excess also in MOS data. In this section we investigate to what extent similar excesses exist in the rest of the M7. However, it should be noted that RX J1856.6-3754 is special in that it has, by far, the most exposure time across all of the X-ray cameras that we consider. The total exposure times that we use for each of the M7 are shown in Fig. 8 . Note that Chandra data is available for RX J1308.6+2127, RX J0720.4-3125, and RX J1605.3+3249, but as we show in the next subsection we believe that these observations are too severely affected by pileup to reliably make a statement about the presence of a hard X-ray excess. On the other hand, we show that none of the PN observations should be limited by pileup. For MOS, the situation is less clear, as no pileup simulation framework is readily available and, while these observations should be less subject to pileup than Chandra, they should be more affected by pileup than the PN observations. As such, while we include MOS data for RX J1308.6+2127, RX J0720.4-3125, and RX J1605.3+3249, Figure 8 . The summed exposure times in each camera for each NS in our analysis. We have chosen not to analyze Chandra data from NSs RX J1308.6+2127, RX J0720.4-3125, and RX J1605.3+3249 due to pileup concerns. Note that for RX J2143.0+0654 no MOS data is available that both passes our SP flaring cut and fully contains the signal and background regions in the images. some caution should be taken in that we have no way of explicitly verifying that these analyses are not subject to systematic biases due to pileup-again, epatplot is unable to determine pileup effects above 2 keV due to the low number of counts at these energies in individual exposures.
A.
Chandra pileup simulations
In Sec. III B 6, we showed that pileup likely does not affect the high-energy tail observed for RX J1856.6-3754 with Chandra data. In this section we repeat this exercise for the other M7 which have Chandra observations. To perform these simulations, we first fit the thermal model to the low-energy data (0.5-1 keV). We then generate simulated datasets using this thermal spectrum, as in Sec. III B 6, that do and do not include a possible highenergy tail. As for RX J1856.6-3754, we model the highenergy tail as dF/dE = 10 −15 erg/cm 2 /s/keV over all energies.
In Fig. 9 we show the results of the pileup simulations for RX J0806.4-4123 and RX J0420.0-5022. As in Sec. III B 6, we artificially increase the exposure time in the simulations to 10 Ms. The NS RX J0420.0-5022, which is shown in the right panel, is the NS with the lowest 0.5-1 keV flux of all the M7. This NS is, correspondingly, the least affected by pileup. The pileup simulation shows clearly that when no high-energy tail is included (blue), then no high-energy flux is recovered, and when the high-energy tail is included (red), the correct flux is recovered. The same is also true in the left panel for RX J0806.4-4123, though pileup does have a small effect on the flux in the 2-4 keV energy bin. As we discuss more later, this energy bin is excluded from the analysis for this NS because of concerns about contamination from thermal surface emission. Fig. 9 should be contrasted with those in Fig. 10 , which show simulation results for the NS RX J0720.4-3125. This NS is significantly affected by pileup. Pileup generates an artificial, though rather soft, high-energy spectrum in the scenario where the true spectrum has no high-energy tail. When the high-energy tail is present in the simulation, pileup actually suppresses the flux in the energy bin from 6-8 keV. This likely arises from low-energy photons hitting the CCD in coincidence with true high-energy photons and then those photon pairs being rejected. For this reason, we are unable to use the RX J0720.4-3125 Chan- Figure 9 . As in Fig. 6 . (Left) The MARX simulation results for RX J0806.4-4123. We see that the simulation correctly recovers the true flux when the high energy tail is input into the spectrum; however, when there is no high-energy tail, pileup generates slightly more flux in the 2-4 keV bin than expected. This energy bin is excluded from our analysis, though, because of concerns about contamination from thermal emission from the NS surface. (Right) The MARX simulation results for RX J0420.0-5022. In this case, our analysis of both the simulation results recovers the input flux. We include all three high-energy bins in our analysis of this NS. Pileup is less of a concern for this NS because of the low thermal flux. Figure 10 . As in Fig. 6 but for RX J0720.4-3125. In this case, the MARX simulations indicate that pileup can generate a significant excess in the 2-4 keV bin, well above the input spectrum, regardless of the existence of a hard X-ray tail. The same is true in the 4-6 and the 6-8 keV bins, so we completely remove this NS from the Chandra analyses. We find similar results for MARX simulations of RX J1308.7+2127 and RX J1605.3+3249 and exclude these NSs from the Chandra analyses as well.
The simulations shown in
dra data for a high-energy search. The situation for RX J1308.6+2127 and RX J1605.3+3249 is similar, and so out of caution we do not analyze the Chandra data from any of these NSs.
B. NS surface modeling
In our fiducial analyses we assume that the 0-2 keV NS spectra are blackbody in order to verify that its extrapolation does not produce the observed 2-8 keV excesses. However, at least some of the M7 likely have a thin (∼1 cm) atmosphere, leading to a modified spectrum (for a comprehensive review, see [24] or [25] ). The surface composition is unknown, although due to the high surface gravity a hydrogen atmosphere is expected if hydrogen is present on the surface, usually due to accretion at formation. Moreover, the strong surface magnetic field significantly complicates the spectrum. The atomic binding energies increase and cause the absorption lines observed in some of the M7. For the M7 surface temperatures, hydrogen is expected to be partially ionized. Additionally, photons propagate preferentially along the field lines. Finally, the field will induce temperature inhomogeneities across the NS surface by suppressing the thermal conductivity perpendicular to the field. In general, the NS atmosphere can significantly harden the spectrum [26] .
If no accretion occurred after the NS formation, a heavy element atmosphere or bare surface may exist instead. This may be the case for RX J1856.6-3754 and possibly RX J0720.4-3125 and RX J1308.6+2127 [24] , in which case a condensed iron surface model is appropriate. These models predict a blackbody-like spectrum with most of the deviations at low energies, and thus the hard X-ray spectrum is similar to the blackbody extrapolation. This is also the case for the thin hydrogen atmosphere model in [27] that accurately reproduces the RX J1856.6-3754 spectrum.
In this subsection, we investigate the expected contribution of the NS atmosphere spectra to the 2-4 keV bin in our analysis. We use NS magnetic atmosphere models accounting for the effects discussed above, NSMAXG [28] [29] [30] , to fit the 0.5-1 keV spectra jointly to the phase-averaged PN spectra for each NS with the Xray fitting software XSPEC [31] . Note that this procedure accounts for pileup through the PN response matrix. We account for the uncertainty in the surface composition by fitting four models: the hydrogen atmosphere model (HB1300Thm90g1420 in XSPEC, hereafter referred to as model H90), the carbon atmosphere model CB1300ThB00g1438, the oxygen atmosphere model OB1300ThB00g1438, and the neon atmosphere model NeB1300ThB00g1438. Each assumes a dipolar magnetic field of 10 13 G, although only model H90 includes the anisotropic temperature surface distribution. Model H90 assumes that the angle between the direction to Earth and the magnetic axis is 90 • ; to estimate the uncertainty associated with this assumption we also fit a mode HB1300Thm00g1420l where this angle is taken to be 0 • . Finally, we fit hydrogen model HB1350ThB00g1438 where the magnetic field strength is taken to be 3 × 10 13 G, since the M7 typically have larger magnetic fields than assumed in the previous models. However, this model does not account for the surface temperature and magnetic field distributions. If any of these models predict a 2-4 keV intensity I 2−4 greater than 10 −16 erg/cm 2 /s we exclude that bin from further analysis in each camera for that NS.
In practice, we find that model H90 consistently suggests the highest 2-4 keV intensity I 2−4 for each NS, so we report only these flux values. This is consistent with the fact that the mid-Z element atmospheres are known to be softer than their hydrogen counterparts [28] . In Tab. II, we show the results of the predicted maximum fluxes in the 2-4 keV energy bin for each NS. We also computed the 4-6 keV intensity, but in no case was it larger than 10 −19 erg/cm 2 /s, and so we did not remove any higher energy bins from the analysis. Since the condensed iron atmospheres are similar at high energies to the blackbody spectra, we do not expect that these models would suggest I 2−4 ≥ 10 −16 erg/cm 2 /s. 
C. Characterization of the M7 high-energy excess
We follow the same analysis procedure used for RX J1856.6-3754 to analyze the PN, MOS, and Chandra data from all of the M7. A summary of the results of these analyses is shown in Fig. 11 . In the left panel we show the best-fit intensities from the fits of the spectra to the power-law model. Note that for RX J1856.6-3754 and RX J0420.0-5022 we show I 2−8 , since we include the 2-4 keV energy bins for these analyses, while for the other five NSs we show I 4−8 . The significances of these detections, determined through Monte Carlo simulations as described in Sec. II D, are given in the right panel. The spectra, along with the fits to the low-energy thermal models, are shown in Fig. 12 . Note that in Fig. 12 only the PN thermal model has pileup accounted for in the blackbody spectra extrapolations.
Non-trivial hard X-ray flux is observed from RX J1856.6-3754 at 4.5σ significance in the joint power-law model fit over all datasets and at 2.5σ significance from RX J0420.0-5022. Below, we elaborate on the observations for each of the M7, setting aside RX J1856.6-3754 which was discussed in the previous section. We also note that extended systematic tests and analysis results for each of the M7 are provided in the appendices C, D, and E. RX J0806.4-4123. There is no evidence for an anomalous hard X-ray excess from this NS in the 4-8 keV energy range analyzed. As seen in Fig. 11 , there is modest (<1σ) evidence for an excess in the PN data but no such evidence in the Chandra and MOS data. The PN and Chandra data intensities are consistent, though the MOS intensity is recovered to be negative at marginal significance. This is the result of the negative 6-8 keV energy bin seen in Fig. 12 for MOS. Since pileup has a larger impact on the MOS spectrum, the recovered MOS spectrum in this bin may be a result of energy or grade migration. There is a somewhat nearby point source, but the point source mask, which we do not apply in our fiducial analysis but do apply in App. D, only narrowly intersects the background extraction region and so its application does not affect our results.
RX J0420.0-5022. This NS is expected to be the least affected by pileup, considering that it has by-far the lowest intensity thermal flux. Varying the surface model shows that the presence of an atmosphere would not account for the observed emission in the 2-4 keV bin and so this bin is included in the analysis. The hard X-ray excess is detected from this NS from all cameras, as seen in Fig. 11 . The best-fit spectral index for RX J0420.0-5022 combining all datasets is n = −0.15 +1.6 −2.0 , which also suggests a hard spectrum like in RX J1856.6-3754. It is also interesting to note that the 1-2 keV datapoint for RX J0420.0-5022 is above the thermal model prediction for all three cameras, though we find that some of the mid-Z atmosphere models, particularly the oxygen atmosphere, can come close to explaining this datapoint. No nearby point source was detected for this NS. For all other NSs, we only use data between 4-8 keV and so report I4−8. Note that in all cases we show the best-fit intensities and the 68% confidence intervals. (Right) The significances of any intensity excesses, determined through the procedure in Sec. II D. We also quote the significance of the joint fit across all three instruments for each NS. RX J1856.6-3754 and RX J0420.0-5022 are the two NSs where we find significant hard X-ray excesses. RX J2143.0+0654 Figure 12 . As in Fig. 1 , but for all M7 NSs. Note that the black (grey) (red) curves show the fits of the blackbody models to the low-energy (0.5-1 keV) data from PN (MOS) (Chandra) and extrapolated to higher energies. For the PN data only the extrapolations also include pileup. We find significant evidence for hard X-ray excesses from RX J1856.6-3754 (∼4.5 σ) and RX J0420.0-5022 (∼2.5 σ). Note that the joint spectra, determined from combining the data from all three cameras, are shown when more than one dataset is available. Our hard X-ray searches use either the 2-8 keV or 4-8 keV energy ranges, depending on the NS. We include the 2-4 keV energy bin for RX J1856.6-3754 and RX J0420.0-5022 but not for the other NSs because of concerns about contamination to this bin from NS atmosphere emission (see Sec. IV B). However, the evidence for hard X-ray flux from RX J1856.6-3754 and RX J0420.0-5022 remains robust even without this energy bin.
RX J1308.6+2127. We cut the Chandra data due to concerns about pileup arising from the MARX simulations. We additionally cut the 2-4 keV bin in the XMM data due to concerns about emission from the NS atmosphere. We observe no significant excess in the remaining bins in PN, while the MOS excess is approximately ∼2σ in significance. The joint intensity over PN and MOS data is I 4−8 = 1.5 +1.8 −1.2 × 10 −15 erg/cm 2 /s. We detect a nearby point source, but not near enough to require any masking of the extraction regions in the masked analysis. RX J0720.4-3125. We mask the 2-4 keV bin in our analysis and only consider PN data. Although the atmosphere models do not explain the entire flux in the 2-4 keV bin, there are other systematics to consider. It is well-established that the surface temperature of RX J0720 changes on the timescale of years from around 85 eV to 94 eV [32] [33] [34] . Since we jointly fit the spectra with the surface models, our procedure does not capture this time-dependence. The hotter observations may contribute the majority of the observed flux in this bin. On the other hand, RX J0720.4-3125 has been previously suggested to have a condensed surface, where the NS atmosphere models do not apply. We find no evidence for a hard X-ray excess. We detect a nearby point source, but not near enough to require any masking of the extraction regions in the masked analysis.
RX J1605.3+3249. The NS atmosphere models are consistent with the entire 2-4 keV flux as observed by PN and MOS, so we mask this bin in our analysis. We find no significant hard X-ray excess. We detect a nearby point source, but not near enough to require any masking of the extraction regions in the masked analysis.
RX J2143.0+0654. Since hydrogen atmosphere models suggested a large thermal flux in the 2-4 keV bin, we eliminate this bin from our analysis despite seeing no significant excess. In the remaining two bins we find I 4−8 = 2.7 +2.8 −2.8 × 10 −15 erg/cm 2 /s from the PN data. This NS has the least exposure time; accumulating more would help understand the nature of the excess, if any. We detect no nearby point sources.
All together, the ensemble of evidence presented strongly suggests that it is likely that at least some of the M7, namely RX J1856.6-3754 and RX J0420.0-5022, produce hard X-ray flux in the energy range from 2-8 keV through a mechanism independent of the thermal surface emission. In the next section we discuss various possibilities for the source of this flux.
V. POSSIBLE ORIGINS OF THE M7 HARD X-RAY EXCESS
In this section we discuss possible production mechanisms for hard X-ray flux from the M7 consistent with the X-ray observations presented above. We consider only the 4-8 keV flux in all NSs for simplicity. Many pulsars are in fact observed to have two-component X-ray spectra, consisting of low-energy thermal emission from the surface and then a second harder non-thermal powerlaw component [35] . The non-thermal emission is commonly accepted to be rotation powered. Indeed, a tight correlation is observed between the spin-down luminosity of pulsars and the hard X-ray luminosity (see, e.g., [36] ), although no pulsars in the sample had spin-down luminosities less than 10 32 erg/s. This relation includes the hard X-ray emission from a possible pulsar wind nebula [37, 38] . The emission mechanism may, for example, be synchrotron emission from accelerated charge particles in the outer regions of the magnetosphere [39] . With that said, radio emission, which is also beamed, typically accompanies non-thermal X-ray emission. No radio emission has been conclusively observed from the M7 [40] . Under the hypothesis that the M7 are normal pulsars whose radio emission is not observed because we are not in the line-of-sight of the beam, then it would also be expected that no non-thermal X-ray emission would be observed. This is supported by estimates of the viewing angles of RX J1308.6+2127 [41] and RX J0720.4-3125 [42] . Still, it is worth asking the question of whether the energetics of the hard X-ray emission observed from the M7 are consistent with a rotation-powered origin.
In Fig. 13 we show the spin-down luminosity L sd of the M7 versus their observed luminosities L 4−8 between 4 and 8 keV from this work. To calculate the luminosities we use the hard X-ray intensities from joint fits over the available PN, MOS, and Chandra data. The X-ray luminosities L 4−8 are then calculated using the observed intensities and the distances in Tab. III. The spin-down [36] . Note that we do not show RX J1605.3+3249 because its period is unknown.
luminosities are calculated by L sd = 4π 2 IṖ /P 3 , where I is the moment of inertia of the NS, assumed to be 10 45 g cm 2 , and P (Ṗ ) is the period (period derivative). A summary of the M7 properties is shown in Tab. III. Note that since there is no known spin period for RX J1605.3+3249, we do not include it in Fig. 13 . No clear trend is discernible in Fig. 13 between L sd and L 4−8 , implying that the hard X-ray excesses likely do not have non-thermal rotation-powered origins. The best-fit correlation between the spin-down and X-ray luminosity from [36] is shown as the dashed line. In that work it was shown that the 2-10 keV luminosities of pulsars (we have converted to 4-8 keV luminosities assuming a typical Table III . The properties of the M7 used to compute the spin-down and 2-8 keV luminosities; the NS period P is in [s], the period derivativeṖ is unitless, and the distance d is in [pc] . There are no known pulsations in RX J1605.3+3249. Note that the distance measures for RX J0420.0-5022, RX J1308.6+2127, and RX J2143.0+0654 are uncertain from existing observations and we have estimated large errors to be maximally conservative. spectral index from that paper) typically correlate with the spin-down luminosities by that relation, with pulsars scattered typically around an order of magnitude above and below the line in L 4−8 . At least three of the M7 (RX J1856.6-3754, RX J1308.6+2127, and RX J0420.0-5022) show large deviations, at greater than 1σ, from this best-fit correlation, and we stress that RX J1856.6-3754 and RX J0420.0-5022 are high-significance ( > ∼ 2.5σ) detections, again suggesting that the hard X-ray excesses are not rotation-powered. [40] , and the shaded region indicates the 1σ uncertainty on this relation. Note that we do not show RX J1605.3+3249 because its hard X-ray luminosity is negative at over 1σ, and we do not show RX J0420.0-5022 because there are no radio measurements for this NS.
Since the 4-8 keV emission observed from the M7 is very small compared to that from the typical pulsar, we might expect that we see no radio signal because it is also small. Ref. [55] has observed a correlation between the 1400 MHz luminosity L 1400 and the 2-10 keV X-ray luminosity of radio pulsars (again, here we convert to 4-8 keV luminosities), albeit with large scatter. In Fig. 14 we show the radio limits for all of the M7 [40] except RX J0420.0-5022 (because it has no radio luminosity measurement) and RX J1605.3+3249 (because its hard Xray luminosity is negative at 1σ) against their measured 4-8 keV X-ray luminosities L 4−8 . We have rescaled the limits in Ref. [40] to their values assuming the distances in Tab. III. We see that the radio limits on the M7 would imply smaller 4-8 keV X-ray luminosities for at least RX J1856.6-3754 and RX J1308.6+2127 than those observed. This is true in particular for the NS with the highest significance hard X-ray detection, RX J1856.6-3754. This suggests that the M7 hard X-ray excess is likely not due to magnetospheric emission with a corresponding radio counterpart.
Excesses above the Rayleigh-Jeans tail of the thermal surface emission have previously been observed in the optical and UV in all the M7 [12, [56] [57] [58] by a factor 5-50. One plausible explanation of both the optical/UV and X-ray spectra is that there is a inhomogeneous temperature distribution on the surface such that cold spots explain the optical/UV emission. However, power-law fits to the optical/UV spectra deviate from the expected thermal slope, which suggests the existence of a nonthermal component. Ref. [12] notes that the extrapolation of the optical/UV data to the X-ray band, assuming a pure power-law, could potentially produce similar hard X-ray luminosities as observed here. That reference comes to the same conclusion that such luminosities are unlikely to have the magnetospheric origin common in pulsars and that there is no motivated model at present that would produce such a power-law non-thermal flux. Additionally, such power-law models are in tension with phase-resolved spectra and the absorption features; magnetized NS atmosphere models can potentially account for both the optical/UV excess and the X-ray blackbody (see, e.g. [27] ), although this subject is still an area of debate.
Regardless of the origin, it is interesting to search for correlations among the M7 of the optical/UV and hard X-ray excesses. In Fig. 15 we illustrate the optical luminosities integrated from 1500 -4700Å with the bestfit fluxes and spectral indices from Ref. [12] , L 1500−4700 , against the 4-8 keV luminosities L 4−8 . There does not appear to be any correlation between the two excesses. This suggests that the hard X-ray excess is not connected to the optical/UV excess, at least in large part. Again, we stress that the optical/UV excesses could possibly be explained by a NS atmosphere model.
Another possible source of X-ray flux, besides from thermal surface emission and non-thermal rotationpowered emission, is X-ray emission from accretion of the interstellar medium (see, e.g., [59] ). The typical Figure 15 . The best-fit optical/UV luminosities L1500−4700 in [12] integrated from 1500 -4700Å plotted against the L4−8 found in this work. There is no observable correlation. This is perhaps not surprising considering that likely at least some of the optical/UV excess can be explained by NS atmosphere models. We note that RX J1605.3+3249 does not appear because it has a negative reconstructed hard X-ray luminosity at over 1σ.
luminosities expected from accretion of the interstellar medium, assuming that the NS is in the accretion phase, which is itself nontrivial to achieve, are < ∼ 10 31 erg/s [59] . The emission is expected to be nearly thermal at a temperature ∼40 -400 eV, depending on the luminosity, the magnetic field, and the accretion rate. If the temperature is on the higher side of this interval and the accretion luminosity is near 10 31 erg/s, then the accretion emission could potentially contribute to the hard X-ray observations from some of the M7. On the other hand, the low expected temperatures mean that the flux would, at best, be falling exponentially in the 2-8 keV energy range and only significantly contribute in the 2-4 keV energy bin. These expectations appears inconsistent with the rather hard spectra observed from e.g. RX J1856.6-3754. Furthermore, the high proper motions of the M7 make accretion unlikely to occur [49] .
VI. DISCUSSION
In this paper we use data from XMM and Chandra to provide evidence for hard X-ray emission from some of the M7 isolated NSs in the energy band from 2-8 keV. It is possible to extend the spectral analyses to 10 keV for Chandra and XMM-Newton (see App. E), though we have not included the 8-10 keV bin because of concerns about modeling the detector responses and backgrounds at these energies. Previously, the only X-ray emission seen from these NSs was at lower energies and consistent with thermal emission from the NS surfaces. No radio or hard X-ray emission has previously been observed. Our results suggest that at least RX J1856.6-3754 and RX J0420.0-5022 produce hard X-rays by some other means than thermal surface emission. The hard X-ray excess observed from RX J1856.6-3754 is the most significant and is seen with the PN, MOS, and Chandra cameras. It has a hard spectral index that appears inconsistent with e.g. being the tail of the thermal surface emission. The excess appears, as far as we are able to test, robust from pileup effects with Chandra and point sources with PN and MOS, though each of these concerns is real and may have a larger effect than we are able to account for in this work.
If the M7 hard X-ray excesses survive further scrutiny, there appears to be no compelling astrophysical explanation for their existence at present. Rotation-powered non-thermal emission scenarios fail to explain the observed relation, or lack thereof, between the hard X-ray luminosity and the spin-down luminosity. Moreover, no radio signal has been observed from the M7, which suggest that if the NSs are producing rotation-powered nonthermal emission, this emission is not beamed towards Earth. Furthermore, the hard X-ray signal observed in this work is large enough that if it was rotation-powered non-thermal emission and being beamed towards Earth, a radio signal should have been observed in some of the M7. The M7 have previously been discussed in the literature as being candidates to observe emission from accretion of the interstellar medium, but the predicted spectra from this emission is thought to be too soft to contribute substantially in the 2-8 keV energy range, especially with the spectral index observed from e.g. RX J1856.6-3754. In addition, the M7 are thought to have proper motions too large for significant accretion.
One possible exotic origin for the hard X-ray flux is the emission of hypothetical particles called axions within the NS cores and the subsequent conversion of these axions into hard X-rays in the magnetosphere. The predicted spectrum from this scenario is hard and consistent with the index observed from e.g. RX J1856.6-3754. This possibility was the original motivation for the analyses described in this work and is discussed in more depth in the companion paper [15] . On the other hand, this scenario is by far the most drastic, as it requires the existence of a new fundamental particle of nature.
Additional data would be useful to help verify or better understand the M7 hard X-ray excess. For example, a long exposure by NuSTAR towards e.g. RX J1856.6-3754 could both confirm the excess below ∼10 keV and determine if the excess continues above 10 keV. Additional Chandra data would also be useful from e.g. RX J0806.4-4123, RX J1856.6-3754, and RX J0420.0-5022 to gather additional statistics on the hard X-ray spectra in the 2-8 keV energy ranges for these NSs.
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• MOS:
0132520301MOS2S008, 0158360201MOS1S003, 0161960201MOS2S004, 0161960201MOS2S006, 0502710201MOS2S003, 0554510101MOS1U002 6. RX J1605.3+3249
• PN: 0157360401PNS005, 0157360601PNS005, 0671620101PNS003, 0764460201PNS003, 0764460301PNS003, 0764460401PNS003, 0764460501PNS003
0073140201MOS1S004, 0073140201MOS2S005, 0073140301MOS2S005, 0073140501MOS1S004, 0073140501MOS2S005, 0157360401MOS2S004, 0302140501MOS1S002, 0302140501MOS2S003, 0671620101MOS1U002, 0671620101MOS2S002, 0764460501MOS1S001 7. RX J2143.0+0654
• PN: 0201150101PNS006, 0502040601PNS003, 0502040701PNS003, 0502040901PNS003, 0502041001PNS003, 0502041101PNS003, 0502041201PNS003, 0502041301PNS003, 0502041401PNS003, 0502041801PNS003,
Appendix B: Count statistics and exposures for the M7
Here we give, for each instrument and NS, the data used in our fiducial analyses after stacking all exposures together. In particular, we list: the number of counts in the signal region, c S ; the number of counts in the background region, c B ; the number of pixels included in the signal region, p∈R S ; the number of pixels included in the background region, p∈R B ; the mean pixel exposure for signal region pixels,w S ; the mean pixel exposure for background region pixels,w B ; the fraction of signal counts that will appear in signal region pixels due to the instrument PSF, χ S ; and the fraction of signal counts that will appear in background region pixels due to the instrument PSF, χ B . The data is provided in Tab. IV.
Appendix C: Test statistic maps for the M7
We present the test statistic maps for all NSs and for all instruments in which they are observed, as shown in our overall sensitivity in the 8-10 keV bin while also rendering our analysis more susceptible to mismodeling the background, which is spatially inhomogeneous over the detector. Moreover, while the effective area is approximately energy-independent in each bin in the 2-8 keV range, it is quickly falling in the 8-10 bin, introducing energy-dependent systematic biases in the generation of the exposure maps. Additionally, pileup may significantly suppress the counts in this bin due to migrating the photon energies above the detector threshold. Finally, the detector PSF increases with energy and our signal region can become appreciably contaminated by nearby point sources.
For completeness, we include the best-fit intensities in the 8-10 keV bin for each NS along with the p-value for its goodness-of-fit in the background region under the null model in Fig. 34 . Even discounting the systematic errors discussed above, the statistical uncertainties on the intensity tend to be quite weak in the 8-10 bin as compared to those uncertainties for energies between 2-8 keV. The data also appears to demonstrate more frequent under-fluctuations, which could be the result of systematic biases. Figure 22 . As in Fig. 3 Table IV . The exposure-stacked data used in our fiducial analyses for all NSs and all cameras. We include the number of signal counts cs, the number of background counts cB, the number of pixels in the signal (background) region p∈R S ( p∈R B ), the average exposure in the signal (background) regionwS (wB), and the fraction of source flux expected in the signal (background) region due to the PSF χS (χB). Note that the weights are reported without the 1/keV. Figure 25 . Systematic variations on the analysis procedure on the reconstructed fluxes and limits at each energy bin for RX J0420.0-5022. A statistically significant excess in the power-law fit is found for this NS. Astro. Bkg. Astro. Bkg. The p-values for observing a pixel-by-pixel background with a likelihood less than the one observed in the data assuming the fitted background rate as its true rate, indicating the goodness-of-fit of the background model to the data. In this figure we restrict to counts at energies between 8 and 10 keV. The p-value for PN data from RX J1856.6-3754 is quite poor, while the rest of the p-values are above 0.1.
