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Abstract
This work evaluates the performance of the Σ-Y Eulerian atomization
model at reproducing the internal structure of a diesel spray with a special
focus on Sauter Mean Diameter (SMD) predictions. Modeling results have
been compared to x-ray radiography measurements [21, 24, 38] which pro-
vided unique data within dense spray region. The first step corresponds to
accurately reproduce the large scale spray dispersion. Among different RANS
turbulence models, the standard k-ε with the round jet corrected C1ε value
(1.60), has shown the best performance, as shown in [12] . Then, the study is
devoted to the application and optimization of the predicted interphase sur-
face density (Σ). In this work, a combination of CFD modeling and the sta-
tistical Design of Experiments (DOE) technique known as Response Surface
Method (RSM) is applied in order to improve Sauter Mean Diameter (SMD)
predictions from Σ equation compared to experimental measurements. In
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the investigation, two different optimizations are conducted for the three
modeling parameters involved in the equation, following a Central Compos-
ite Design (CCD), leading to 15 simulations for each one. After that, both
optimum sets of values are validated to assure the accuracy of the method
and it is decided the best choice. Finally, different injection and ambient
conditions are simulated, with those selected values, providing a remarkable
improvement in the modeling performance.
Keywords: Eulerian, Diesel spray, Near-field, SMD, CFD, Response
surface method
1. Introduction
Recent investigations of modern diesel engines are highly focused on
achieving both high efficiency and reduced emissions, due to more restric-
tive regulations, the cost of diesel fuel and the increasing global environmen-
tal concern of population. This goal is tightly related to the fuel injection
process and the subsequent fuel-air mixing, which depends on the injector
characteristics and nozzle geometry [33, 34, 35, 36]. Therefore, an accurate
prediction of these processes is required in order to produce reliable engine
performance and emissions predictions.
In spite of the great practical interest in how sprays emanate from fuel
injectors, the dense spray region just outside of fuel injectors has remained
a challenge for both experimentalists and spray modelers. This near-field of
the spray is a optically dense space at which only special diagnostics such as
x-ray radiography [21, 23, 24, 38] can obtain reliable data.
From the modeling side, classical approaches carried out by means of
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the Discrete Droplet Method (DDM) [15], although commonly used in spray
simulation studies [2, 26, 27, 37, 57], are not necessarily appropriate from a
physical point of view for describing the near nozzle region of the spray. This
method is well-suited for low liquid volume fraction flows and the majority
of existing drag, collision, breakup, and vaporization models are based on
assumptions of near-spherical droplets in a sparse spray. Instead of this type
of models, recent Eulerian modeling have shown great promise [3, 7, 12, 18,
25, 43, 52, 54, 56]. In this kind of model, an Eulerian description is applied to
solve the two-phase flow assuming both liquid and gas phases as continuum.
These models emphasizes the turbulent mixing of the gas and liquid, which
is consistent with the observations of Siebers [44, 45, 46], based on numerous
experiments, that ’the processes of atomization and the ensuing interphase
transport of mass and energy at droplet surfaces are not limiting steps with
respect to fuel vaporization in DI diesel sprays’. So Eulerian treatments
of the dense spray seem to have physical advantages. In order to account
for small-scale atomization, a diffusive interface approach is applied for high
Reynolds and Weber number present in Diesel sprays [51]. The interphase
is then modeled by a surface density (Σ) equation, defined as the liquid-gas
interface area per unit volume.
One of the most challenging topics of these Eulerian CFD modeling of
diesel sprays, is precisely the calibration of the surface density equation. This
procedure can be made in terms of numerical comparison with CFD direct
numerical simulation (DNS) results [11, 25, 32] or from a more practical
point of view, by comparison with experimental measurement of SMD [51,
4, 54, 5]. This last methodology, although extremely interesting, lacked on
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the sufficient data on the near-field (downstream distance x
d
< 100) of diesel
sprays, until now [21]. Independently of the chosen method, to the author’s
knowledge the study of different values for the modeling constants is made
by means of a nearly arbitrary selection. In the present work, a statistical
Design of Experiments (DoE) technique known as Response Surface Method
(RSM) is used in order to obtain an optimum set of modelling constants.
The design of experiments (DoE) methodology has been applied to differ-
ent knowledge fields [1, 6, 19, 47], because of its high reliability and accuracy
in the results. The other great advantage of this statistical analysis is the
huge reduction in the number of simulations needed to achieve the optimum
set of values for the input parameters, which predefine exactly the number
of iterations, in comparison with evolutive methods in which the number of
iterations is unknown forehand since the termination point is arbitrary in
order to assure not obtaining a local optimum. Finally, an important out-
come from these studies, apart from the optimum configuration, is the gained
knowledge about mutual effects between the variables and their individual
effect on the final results.
In the present research work, a fully Eulerian Σ-Y model [18], imple-
mented in the OpenFOAM CFD open source c++ library [55], is evaluated
to simulate diesel engine-like conditions against experimental measurements
available from the database of the Engine Combustion Network (ECN) [16].
In first term, the investigation is focused on the correct prediction of the
diesel spray structure in the near-nozzle region. Different turbulence models
are evaluated in order to achieve the best configuration in comparison with
experimental measurements, of both in-nozzle and external flow variables.
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After that, once the large scale flow features are well captured, a statistical
methodology for optimizing the predictions of the mean size of liquid frag-
ments, based on the RSM approach, is applied. The optimization process
carried out, uses 3 inputs (modeling constants), which results in a test plan
of 15 simulations. Considering these results, a set of optimum values for the
modeling constants can be obtained, whose SMD predictions are finally eval-
uated in comparison with the ones provided by the original (reference) set of
constants for different ambient and pressure injection conditions. The aim
of the paper is to evaluate the capabilities of the Σ-Y Eulerian model to ac-
curately predict both the liquid dispersion and atomization of a diesel spray
and to determine the proper values for interphase surface density modeling
constants in these sprays.
2. Σ-Y model description
The Σ-Y model considers the liquid/gas mixture as a pseudo-fluid with a
single velocity field. Under the assumption that the flow exiting the injector
is operating at large Reynolds and Weber numbers, it is possible to assume
a separation of the large scale flow features, such as mass transport, from
the atomization process occurring at smaller scales. This allows the direct
simulation of the large scale bulk transport of the liquid while unresolved
turbulent transport is modeled using standard closures such as those used in
Reynolds-averaged turbulence models.
To track the dispersion of the liquid phase an indicator function is used,
taking a value of unity in the liquid phase and zero in the gas phase. The
mean liquid volume fraction is denoted (Y ) and the mean mass averaged
fraction is defined as (Ỹ = ρY
ρ̄
). Favre averaging the transport equation for
5











where u′ denotes the density weighted turbulent fluctuations in velocity and
Y ′ denotes turbulent fluctuations in liquid mass fraction. The turbulent
diffusion liquid flux term, ũ′iY ′, captures the effect of the relative velocity
between the two phases [51]. This term is modeled using a standard turbulent
gradient flux model, which law successfully worked for Diesel spray compared
to DNS results, as indicated in [11].
ρ̄ũ′iY





where µt is the turbulent viscosity and Sc is the Schmidt number.
While the approach used here assumes that the resolved momentum of
the liquid/gas mixture can be characterized by a single bulk velocity, the slip
velocity can be expressed explicitly as derived by [10] and seen in Eq. (3).
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In this equation, the third term on the left-hand side (LHS) is the corre-
sponding to the Reynolds stresses (ρ̄ũ′iu
′
j) collected with the viscous normal
and shear stress terms (µ
∂ũj
∂xi
). The closure corresponding to these Reynolds
stresses is given by different two equation turbulence models, which perfor-
mance is evaluated (see Section 6.1).
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Under the assumption that the two phases form an immiscible mixture,











An equation of state is then assigned to each phase. The gas phase obeys
an ideal gas law, while the liquid phase is estimated following the Hankinson-
Brobst-Thomson (HBT) correlation [40], in which the liquid density is a
function of temperature (T ) and pressure (p).
To close the above system of equations, the temperature is obtained from
a bulk mixture enthalpy equation expressed in the following terms:
h (T ) = Ỹ · hl (T ) + (1− Ỹ ) · hg (T ) (6)
Here hl and hg denote the enthalpy of the liquid and gas phases respectively,
and are calculated as the integrals of
dhl = cp,ldT (7)
dhg = cp,gdT (8)
where cp,i is the specific heat capacity at constant pressure. This is ob-
tained as a function of temperature T from a set of coefficients taken from
JANAF tables of thermodynamics. For the liquid phase, then it is applied
the Rowlinson-Bondi equation [40].
Finally, being h the static enthalpy implemented through the following





























The solution of the above equations fully characterizes the large-scale
bulk motion of the flow. Several other options exist for obtaining closure in
the above system of equations (see for example the discussion in [10] and
[49]).
Conversely, the small scale atomization is modeled by solving a transport
equation for the evolution of the interphase surface area density Σ. This
surface density can be understood as the amount of spatial surface per unit
volume at a given time and spatial position. It is not easy to establish even an
unclosed form of the balance equation of this quantity. Ishii [20] and Delhaye
et al.[9] made some attempts on two phase flow applications and by means
of the spatial averaging operator, the averaged surface density equation is
introduced by Ishii [20] in a similar form to the development of flame surface
area density [8, 29] used in combustion applications. Then, Ishii’s original
equation was adopted by Vallet and Borghi [50], in which nearly all the
models in the literature are based, and gives the following evolution equation
for this quantity, assuming a gradient law closure for the turbulent diffusion
flux term, where DΣ is a suitable diffusion coefficient usually taken as the
turbulent kinematic viscosity (νt) over a Schmidt number (ScΣ) and SΣinit is













− aΣ̃ + bΣ̃2 − SΣinit = 0 (10)
where the inverse time-scale a and coefficient b can be understood as the sur-
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face generation due to the growth of fluid instabilities (i.e. Kelvin-Helmholtz)
and the destruction of surface due to droplet coalescence (in the case of dis-
persed flow), respectively. However, the most common form for the combi-



















− SΣinit = 0 (11)
The Σ̄eq, already mentioned, is the equilibrium or critical surface den-
sity to which the local surface density is driven and it is set by a suitable





As proposed by Vallet et al. [51] assuming that droplet collision is the












where σ is the surface tension, lt the turbulent length scale and k̃ the turbu-
lent kinetic energy. Then, the coefficient CΣ is modeled as the inverse of the





note the presence of two modeling constants (α1, α2), which by default are
equal to 1 [51], although other values have been evaluated [4, 5, 51, 54].
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Finally, as can be seen all the source terms that are involved in this
equation are proportional to the interface surface density Σ. As a result, there
will be no production if there is no interface. This is solved by means of the
already mentioned initialization term SΣinit . For that purpose, a minimum
value of Σ is considered in any computational cell which is not filled with
pure liquid or gas. In a similar way as in Wang et al. [53], this minimum
value is estimated as V −1/3 where V is the volume of the CFD cell. The





pos(Σmin − Σ) (15)
where pos is a boolean pre-implemented operator in OpenFOAM:
pos(x) =
 1 if x > 00 if x ≤ 0
Together with the mass averaged liquid fraction, the interphase surface
area density can be used to derive results for droplet sizing, such as the local










A further description of the numerical implementation of this solver can
be found in [18].
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3. Experimental data
In order to evaluate and validate the model applied to spray simulations,
the ECN Spray A database [16, 17, 22, 21] has been used. The “Spray A”
condition consists of a free diesel spray injected into a quiescent environment,
where well-defined boundary conditions and experimental data are available
for model validation purposes. The nominal condition for Spray A corre-
sponds to 150 MPa injection pressure, 900 K ambient temperature and 22.8
kg/m3 as ambient density.
In this case, the Spray A non-evaporating condition of ECN is used in
order to evaluate the model in terms of the near-field structure (dense region)
of diesel sprays, taking advantage of the valuable x-ray radiography measure-
ments available at ECN database. This experiment is conducted with the
ambient gas at room temperature (303 K) due to the x-ray transparent poly-
mer windows used, which cannot be used at high temperature. Nevertheless,
the same ambient density of the nominal evaporating Spray A condition is
matched in order to reproduce similar conditions for the spray breakup pro-
cess, assuming that density is a more critical parameter than pressure for
atomization [31]. The main conditions of this experiment are presented in
Table 1. Further details about the experimental set-up are provided in [24].
The experimental data used for validation include the projected mass
density (PMD) of the fuel, which is calculated by a line-of-sight integra-
tion along the x-ray beam [24, 38], see Equation 18 and Figure 1. Another
useful quantity obtained from the x-ray radiography measurements is the
transverse integrated mass (TIM), which is obtained from the integral of the
projected density across the transverse position at a particular axial location
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Table 1: Conditions for non-evaporating Spray A exper-
iment
Fuel n-Dodecane
Ambient composition 100% N2
Injection pressure [MPa] 150
Ambient temperature [K] 303
Ambient density [kg/m3] 22.8
Fuel injection temperature [K] 343
Table 2: Simulated cases conditions, including injection pressure, ambient tem-
perature and back pressure- USAXS measurements
Injector Serial# Pinj [MPa] Tamb [K] Pamb [MPa]
210675 (Baseline) 150 303 2.0
Ambient Conditions Study
210675 150 303 0.67
Injection Pressure Studies
210675 100 303 2.0
210675 50 303 2.0
[23]. Moreover, liquid volume fraction can be evaluated. This measurements
are made by a tomography reconstruction of radiography data for liquid vol-
ume fraction [38]. Finally, the characterization of the large scale of the flow is
completed by means of a typical global spray parameter such as penetration.
Additionally, measurements of droplet size made using ultra-small angle x-
ray scattering (USAXS) technique [21], have been used in order to calibrate
the Σ model constants to accurate predict droplet sizes. These measure-




















Figure 1: Scheme of x-ray measurement technique and description of integration for cal-
culating the projected mass density. Figure adapted from Desantes et al.[14]
Table 3: Nozzle geometric characteristics for single-hole Spray A ECN injector. Do, Di, L and
r denote nozzle orifice outlet diameter, nozzle orifice inlet diameter, length, and inlet radius,
respectively




210675 89.4 116 11.5 0.23 2.7 53
Detailed internal nozzle geometric characterization has been performed
for the injector employed in these experiments, where the main characteris-
tics are presented in Table 3. Do, Di, L and r denote nozzle orifice outlet
diameter, nozzle orifice inlet diameter, length, and inlet radius, respectively.
The nozzle convergence is described by the k-factor, as defined in [28].
4. Computational Domain and Model set-up
In order to conduct this study, some of the conclusions presented by
Desantes et al. [13] will be used as initial set-up. Nozzle geometric param-
eters have a great influence on the spray behavior. Thus, including nozzle
effects by coupling internal and external flow simulations leads to a better
representation of reality. In [13] was shown that internal and external flow
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calculations can be performed independently, which permits to feed the inlet
boundary condition of an external flow simulation with the fields obtained
at the nozzle exit in a coupled internal/external flow study. This is a key
conclusion because several calculations have to be made due to the use of
an statistical method. Thus, being able to simulate an accurate and reli-
able spray behaviour by only an external flow saves an enormous amount of
calculation time.
Additionally, in Desantes et al. work [13] was shown that both 3D and 2D
simulations produced qualitatively and quantitatively good results with an
important computational cost reduction in the case of the 2D computational
domain (see Table 4), thus only 2D simulations are chosen for this work.
Table 4: Computational cost comparison between different simulations
Simulation type Wall clock time (hours) Number of CPU
3D coupled 936 24
2D coupled 72 12
2D decoupled 56 12
Two different 2D axisymmetric computational domains are used. First of
all, a mesh including the nozzle geometry is considered together with a spray
chamber of 12 mm in length and 14 mm in diameter. In Fig. 2a, the mesh
structure can also be seen. It consists of 89000 cells with 72 elements at the
orifice exit, presenting a minimum cell size of 1.5 µm near the walls inside
the nozzle and a maximum cell size of 250 µm far from the orifice exit [13].
Finally, in order to simulate a fully developed spray with the Σ-Y Eulerian
model, a 2D axisymmetric computational domain without the nozzle geom-
etry is considered. The mesh is structured with non-uniform grid resolution.
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(a) Grid used for coupled nozzle-spray
simulations
(b) Grid used for de-coupled spray simu-
lations
Figure 2: Computational grids for Spray A simulations
There are 20 cells along the orifice diameter, keeping an aspect ratio close to
one in the near nozzle region, as depicted in Fig. 2b. The non-uniform grid
resolution consists of cells with an expansion ratio of 1.01 and 1.06 in the
axial and radial directions, respectively, as indicated in [18]. Note that all the
computational domains use the axis orientation convention from Kastengren
et al. [22].
Boundary conditions selected for all the walls of the domains are no-slip.
A non-reflexive boundary condition is used for the outlet and a time varying
velocity condition is used for the inlet. In the case of the coupled simulation,
the inlet velocity is obtained from experimental mass flow measurements [22],
domain inlet area and fuel density. A uniform velocity distribution at the
domain inlet is assumed. This inlet condition was used instead of a constant
pressure profile because this would not capture the experimentally observed
time oscillations in the flow. This is because these oscillations are highly
influenced by the transient needle movement profile, and these simulations
used a static mesh with the needle positioned at maximum lift. From the
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external flow simulations side, as previously discussed, the fields obtained
at the nozzle exit in the coupled simulation were used as inlet boundary
condition. To do that, the mapped boundary condition of OpenFOAM is
used. Moreover, the discretization of the divergence terms was solved with
a Gamma NVD scheme, and a first order Euler scheme is applied for time
derivative terms.
5. Methodology
The first step of the procedure consists on modeling accurately the struc-
ture of the diesel spray in the near-nozzle region. Thus, the coupled com-
putational domain is used, and different turbulence models are evaluated in
order to achieve the best possible match with measurements, both in-nozzle
and external flow variables. The assessment of the turbulence models is com-
pleted with independence of the modeling calibration conducted for the small
scale atomization, this is possible thanks to the separation hypothesis (large
versus small scales) of the Σ-Y model. Once the liquid dispersion is cor-
rectly captured, in a second stage, the optimization of the interphase surface
density equation predictions, based on SMD measurements, is made. The
methodology for this optimization is based on Design of Experiments (DOE)
techniques, particularly the Response Surface Method (RSM). This method
was selected to calibrate the constants that appear at the phenomenological
source/sink terms of the surface density model equation. Apart from provid-
ing an optimum set of values, it can reveal valuable information about the
cause/effect relations between the input and the output parameters.
In these calibration studies three parameters from Eq.(11) are chosen to
be optimized (modeling constants α1, α2 and ScΣ), and a Central Compos-
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ite Design (CCD) [30] defined the DOE test plan with 15 simulations, all
conducted using the 2D decoupled simulation, i.e. using as inlet boundary
condition the nozzle exit profiles obtained with a coupled simulation. The op-
timization is done based on the path-averaged SMD [21] and specifically, the
output parameter of RSM is the mean error between the measurements along
the axis and the calculated SMD, which is computed at a time late enough to
ensure quasi-steady state predictions. Thus, as explained in[21], the provided
experimental SMD is likewise pathlength-integrated because both the scat-
tering and radiography measurements are pathlength-integrated. As a result,
model predictions are processed following the path-averaged ECN method.
The SMD of droplets within each CFD cell is integrated through the depth
of the spray, collapsing the SMD to a 2-D map (it should be noted that for
2D computations, axisymmetry is assumed).
6. Results and Discussion
6.1. Nozzle and spray flow – Effect of turbulence models
The standard k-ε turbulence model with the round-jet corrected C1ε value
(1.60)[39], which was successfully used for internal [13, 56] and external [18]
diesel spray simulations, was evaluated together with the SST k-ω and the
RNG k-ε turbulence models. These additional models are commonly used
for internal nozzle flow simulations in literature [41, 42, 43, 48] and thus, it
is worthy to investigate their modeling performance.
Firstly, momentum and mass fluxes are evaluated at the nozzle exit from
the different CFD calculations. Then, non-dimensional flow coefficients are
calculated from such results to define the performance of the turbulence
model under such conditions.
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Table 5: Steady state parameters (mass flow rate-ṁ and momentum-Ṁ) and non-
dimensional flow coefficients for the turbulence models tested (velocity coefficient-Cv, area
coefficient-Ca and discharge coefficient-Cd)
Turbulence model ṁ(g/s) Ṁ(N) Cv[-] Ca[-] Cd[-]
Experimental 2.558 1.52 0.918 0.98 0.9
Std k-ε 2.54 1.477 0.903 0.976 0.881
RNG k-ε 2.536 1.472 0.9 0.977 0.879
SST k-ω 2.546 1.465 0.893 0.99 0.884
Table 5, shows the steady state values of momentum and mass fluxes
as well as the dimensionless coefficients simulated, compared to experimen-










where ṁf is the mass flow, ∆p is the difference between the injection pressure
(Pinj) and the back pressure (Pamb), A0 is the geometrical area of the outlet
of the orifice and ρf is the liquid fuel density. The second parameter is the
velocity coefficient, Cv, which is defined as the effective velocity divided by





And the last non-dimensional flow parameter is the area coefficient, Ca,
which is defined as the effective area divided by the geometrical area. Using
the momentum flux in combination with mass flow predictions, the effective








and then, the dimensionless coefficients:





At the sight of the results, no large differences could be detected among
the different turbulence models tested, with maximum deviations compared
to the Std k-ε model below 1.5%. The SST k-ω model is consistently showing
the largest deviations, both to the other models as well as to experimental
values as well as the largest area coefficient, due to it presents stepper profiles
close to the walls at the nozzle exit, see Fig. 3. Moreover, the three models
predict values with an error lower than 5% with respect to experimental ones.
Such results prove that Std k-ε model performance for in-nozzle simulations is
as good as the one provided by the other two more typically used turbulence
models.
In order to draw a more accurate conclusion about turbulence model
performance, near nozzle spray predictions should be investigated. The pro-
jected mass density of the fuel, as explained before, is used for validation.
In order to enable fair comparisons of simulated predictions against exper-
iments, a similar calculation procedure (line-of-sight integration along the
x-ray beam[24, 38]) is replicated with the CFD data. The model predicted
results of projected mass density with these three turbulence models are com-
pared against x-ray radiography measurements in Fig. 4. From these pro-
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Figure 3: Computed axial velocity profiles at 500 µs after SOI at the orifice exit for 2D
CFD coupled simulations with different turbulence models. Black dashed line depicts the
radius of the nozzle orifice
jected density contours, large differences can be observed among the three
simulations. While predictions achieved with the Std k-ε model can capture
the fuel distribution in the very near-nozzle region, as shown in Desantes et
al. [13], simulations using the other two turbulence models over-predict the
radial dispersion downstream 2 mm. This indicates that these two turbulence
models are too diffusive for external spray modeling in this case.
Additionally, the projected density along the transverse direction compar-
ing the simulations and x-ray radiography data is shown at 0.1 mm, 2 mm,
and 6 mm downstream of the nozzle exit in Fig. 5. At the first location all the
models predicts almost the same profiles and no noticeable differences could
be detected among them, in agreement to very similar flow coefficients pre-





































































Figure 4: Projected mass density distributions [µg/mm2] at 500 µs after SOI from x-ray
data and baseline 2D CFD coupled simulations for different turbulence models
exit show significant contrast. Projected mass density predictions by both the
RNG k-ε and SST k-ω turbulence models are under-predicting experimental
values, in terms of peak value, and over-predicting experimental values in
terms of radial dispersion. At 6 mm downstream, the same conclusions hold,
with even more important differences to the measurements.
TIM, transverse integrated mass, which is obtained from the integral
of the projected density across the transverse position at a particular axial
location[23], is also evaluated by another integration of the CFD projected
mass density predictions. This is used to compare the TIM profile along the
21






















































Figure 5: Computed (blue-Std k-ε, red-RNG k-ε and green-SST k-ω) and measured (black
lines) profiles of projected mass density [µg/mm2] at 500 µs after SOI at axial locations of
0.1 mm, 2 mm, and 6 mm downstream of the nozzle exit for 2D CFD coupled simulations
with different turbulence models
axis among the simulations and x-ray data. Figure 6 shows the predicted
results of simulations, using the three different turbulence models, compared
with measurements. As expected in light of the previous results, this figure
shows that TIM rises faster in these simulations due to an inadequately fast
spray mixing.
These simulations make it clear that the Std k-ε turbulence model pro-
vides the best match with the experimental data for the external flow and in
the near-field, where it can capture the trend of the internal structure of a
diesel spray, while keeping a fair performance regarding the nozzle flow (i.e.
in terms of non-dimensional coefficients) in the range of other RANS models.
However, these coupled internal/external flow simulations present a high
computational cost and as presented in [13]. It was also shown in this work
that there are not great differences between the coupled internal/external
flow simulation and the decoupled one, in which only the external flow is
22


























Figure 6: Computed (blue-Std k-ε, red-RNG k-ε and green-SST k-ω) and measured (black
lines) transverse integrated mass along the axis at 500 µs after SOI for 2D CFD coupled
simulations with different turbulence models
simulated (by feeding the inlet boundary condition with the fields obtained
at the nozzle exit in a coupled internal/external flow study). As a result,
decoupled simulation is used for the following studies together with the Std
k-ε turbulence model. In order to finally assure a good prediction of the
large scale flow, typical global spray parameters such as penetration and
also the liquid volume fraction (LVF) field are evaluated, to check effects
on the spray tip penetration evolution, spray dispersion and the intact core
length. In Fig. 7 spray penetration (left) and predicted centerline liquid vol-
ume fraction profiles (right) are compared. In terms of spray penetration,
predictions achieved by the simulation match with great accuracy the exper-
imental measurements falling within the uncertainty of measurements. In
terms of profiles of liquid volume fraction on the axis, it must be noted that
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experimental measurements are available only within the first 12 mm. This
measurements, available at [17], are made by a tomography reconstruction of
radiography data for liquid volume fraction [38]. The simulation performance
is quite remarkable, being able to match exactly the decay of the liquid vol-
ume fraction and predicting an intact liquid core (LV F > 0.9) almost in the
range estimated by recent analyses in [38]. Both variables are reasonably
predicted showing the effectiveness of capturing the effects of the internal
nozzle flow in the near nozzle region of the spray.































































Figure 7: Spray penetration [left] and computed centerline liquid volume fraction at 1 ms
after SOI [right] for decoupled simulation. CFD predictions-red line and experimental
measurements-black line
6.2. Spray break-up
Droplet size measurements made using the ultra-small angle x-ray scat-
tering (USAXS) technique [21], have been used in order to calibrate the
Σ model constants. These measurements were made for different injector
nozzles, two spray A nozzles (single hole) and one spray B nozzle (3-hole).
Nevertheless, the wide range of operating conditions (see Table 2) are only
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available for injector nozzle serial # 210675 and due to that, only this nozzle
is used in the present work.
An example of main features of USAXS SMD data are presented in Fig-
ure 8. There is a rapid decrease near the nozzle followed by a region where
SMD gets more stable. In general, SMD reaches a minimum and tends to
slightly increase with axial distance. Those trends could also be observed in
CFD predictions using the default calibration constants (see Table 6), but
SMD levels are under-predicted. Note that SMD model predictions are only
considered downstream of the intact liquid core (LV F > 0.9), i.e. from
2.5mm as seen in Fig. 7






















































Figure 8: Measured (dashed lines) and reference CFD predicted SMD (solid lines) for the
baseline condition [left] and for different injection pressures [right]
In a first step, the optimization was made for the spray A baseline con-
dition (Pinj = 150 MPa), named as optimization at high pressure injection
(HP), but for this operation point experimental results show a particular
trend. In contrast to the general thought and the other injection pres-
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sures (medium and low) cases measured, the axial evolution of SMD shows
a steadily decreasing trend with axial position, with no further increase due
to coalescence, which might be expected under this operating condition. As
shown in Figure 8 it is also remarkable that for other spray A injector (serial
# 210679), for the baseline condition, the SMD growing with axial position
is more noticeable [21]. For this reason, it is decided to conduct two dif-
ferent optimizations. Thus, additionally to the baseline condition, another
optimization for the intermediate injection pressure case (Pinj = 100 MPa)
is made, optimization at medium pressure injection (MP).
At the end of the process, both optimum sets of model constants val-
ues obtained from the response surface are validated for the corresponding
operating condition to assure the accuracy of the method and the modeling
performance improvement with respect to the original one (Reference in Ta-
ble 6). Then, it is decided the best choice of modeling parameter values and
afterwards, the different injection pressure conditions and the ambient study
(see Table 2) are simulated with those optimum constants and compared
against the experimental measurements in order to finally check the overall
validity of the chosen modeling parameter values.
6.2.1. Optimization stage
Following the explained methodology, now the statistical optimization of
the interphase surface density modeling parameters is conducted by means
of the DOE technique known as Response Surface Method.
Concerning the input factors, the default values of the three modeling
constants of the interphase surface density equation are selected at the ref-


































Figure 9: Combinations of input parameters for the optimization DOE. Reference values
(black point), DOE simulations (blue point)
Table 6: Ranges for the input factors for the opti-
mization Stage DOE of 3 parameters
α1[-] α2[-] ScΣ[-]
Reference value 1.0 1.0 0.9
Minimum value 0.2 [*] 0.7 [*] 0.72
Maximum value 1.2 4.0 [**] 1.08
[*] Beheshti et al.[4], [**] Wang et al.[54]
maximum and minimum values found in the literature are used; or if they
are not present, a 20% variation from the reference point is considered (see
Table 6). Finally, in Fig. 9 the three parameters included in the DOE de-
sign are compared to those of the reference modeling set-up in a two by two
combination plot.
Using the results from the 15 simulations of the DOE test plan, the mean
error between the measurements along the axis and the calculated SMDs are
computed. Then, a mathematical model is constructed by means of a fit to
correlate the SMD error output of the 15 simulations conducted. This model
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takes the form shown below:
Output1 = C1 + C2 ∗ α1 + C3 ∗ α2 + C4 ∗ ScΣ + C5 ∗ α21 + C6 ∗ α22
+ C7 ∗ Sc2Σ + C8 ∗ α1 ∗ α2 + C9 ∗ α2 ∗ ScΣ
+ C10 ∗ α31 + C11 ∗ α32 + C12 ∗ Sc3Σ
(19)
where the inputs α1, α2 and ScΣ are calculated as the following example:
α1 =
(







being α1value the value of α1 parameter of Σ equation that is used in each
simulation of DOE test plan [6], α1max and α1min the maximum and minimum
values respectively of α1 in the range used for the optimization (Table 6).
The mathematical model have been established with 95% confidence,
keeping only the significant terms. The coefficients C1 to C12 are described
in Table 7 for both optimizations. The fit of this surface compared to the
original data is shown by the R2 value of 0.9924 (HP Optimization) and
0.99 (MP Optimization), which confirm that the mathematical models can
predict the response accurately with low prediction error.
Finally, in order to find the optimum parameters, a discretization of 101
points between ranges for each parameter is considered and the 1030301
different combinations are evaluated with the mathematical model. At the
end, the minimum error output is found with the constant values, shown in
Table 8. The optimum combinations of parameters should be tested under
different operating conditions, these results appear on Section 6.2.3, but pre-
viously, from the RSM results some trends can be highlighted (apart from
the same optimum value for the ScΣ parameter).
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Table 7: RSM coefficients for each optimization













Table 8: Optimum values of the modeling constants
Constant α1[-] α2[-] ScΣ[-]
HP Optimization 0.96 1.459 0.9468
MP Optimization 0.77 2.482 0.9468
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In Fig. 10 and Fig. 11, the effects of each modeling constant on the error
output are shown respectively for each optimization. Additionally to the
complete surface obtained with the RSM results, the error of the reference
CFD configuration and the optimum values combination are included as well
as the tendency expected by the error while changing only one parameter
(red line). This line represents a parametric variation of each constant value
while keeping fixed the other two to the mean value of the ranges depicted
in Table 6, i.e. α1 = 0.7, α2 = 2.35 and ScΣ = 0.9.
Optimization at high pressure injection (HP)












































Figure 10: Effect of each input parameter on the mean axial error between SMD model
predictions and measurements. Optimum value (blue circle), reference value (black circle),
parameter variation (red line). HP Optimization
Results from the first response surface provide really interesting conclu-
sions. The first parameter, α1, shows a sinusoidal pattern presenting the
minimum value in the vicinity of 1. The impact of the second constant, α2,
is really clear. It can be seen how increasing its value above 2, the error is
hugely increased as a consequence of too much coalescence. Finally, the ScΣ
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used in the interphase surface density equation, produces an almost negligi-
ble effect on the error as long as its value is below 1, slightly increasing the
error on the contrary.
Optimization at medium pressure injection (MP)



























































Figure 11: Effect of each input parameter on the mean axial error between SMD model
predictions and measurements. Optimum value (blue circle), reference value (black circle),
parameter variation (red line). MP Optimization
Regarding the second response surface, first note that due to the mean
value of the modeling parameters ranges is quite close to the optimums, the
parametric variation line is located at the bottom of the error surface. A
completely negligible impact of the ScΣ on the error is found. However,
results for the other constants are different in comparison with previous op-
timization. The first parameter, α1, presents a well defined minimum in the
vicinity of 0.8, hugely increasing the error when it takes values below 0.6.
Finally, the effect of the second constant, α2, follows a quadratic function
and as a result, the minimum value occurs at its vertex. Moreover, it should
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be noted that the predicted mean axial error is more than twice lower to the
one achieved with the first optimization (around 16% against 37%).
6.2.2. Validation of optimum parameters
Both optimum sets of model constants values are validated for the corre-
sponding operating condition in Fig. 12, optimization HP at the left, for the
spray A baseline condition, and optimization MP at the right, for the case
with injection pressure of 100 MPa. Additionally, modeling predictions for
the reference set of model constants values are depicted in order to check the
real improvement.





































Figure 12: Computed (optimum-blue line and reference-red line) and measured (black
line) SMD profiles at the studied conditions
In view of the results, both optimizations improve the performance achieved
by the reference set of values. However, in optimization HP the natural
trend of model predictions, i.e. increasing droplet diameter due to coales-
cence downstream, drives the optimal solution to a compromise. Thus, at the
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beginning the atomization is more pronounced while from 17.5 mm down-
stream, the coalescence makes SMD predictions greater than measurements.
On the other hand, optimization MP performance is remarkably impressive
reproducing the experimental trend overall and providing an important im-
provement with respect to reference set-up predictions. As a result, this
second set of optimum parameters, in more agreement with the experimen-
tal data, seems to be the suitable set of optimum values for the interphase
surface density equation. Nevertheless, modeling performance with these pa-
rameters has to be evaluated for the different pressure and ambient conditions
before their final selection as the optimum values.
6.2.3. Parametric studies






























Figure 13: Computed (solid lines) and measured (dashed lines) SMD profiles for different
injection pressures
In Figure 13 the influence of injection pressure is shown for the chosen
set of constant values. Experimental trends are well reproduced, increased
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injection pressure decreases the droplet size, as well as the location at which
the minimum droplet size occurs, with little changes with injection pressure.
Predictions of this set of optimum parameters are remarkably close to the ex-
perimental data, neglecting the coalescence discrepancy for Pinj = 150 MPa,
condition for which measurements show an unusual and isolate behaviour
with axial distance. Moreover, the decrease of droplet size, especially in the
regions nearest the nozzle exit, is more enhanced providing a clear distinction
among the three injection pressures, in line with observations.



























Figure 14: Computed (solid lines) and measured (dashed lines) SMD profiles for different
back pressures
Finally, the influence of the back pressure, i.e. ambient density, is shown
in Figure 14. Experimental trends are well reproduced, decreased back pres-
sure shows a lower atomization rate of the droplet size, as well as the position
at which the minimum droplet size occurs, located further downstream of the
nozzle exit, is well captured. In comparison with the baseline condition, in
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the case of the lowest back pressure, the increasing droplet size effect with the
axial distance is minimized and predictions reach an almost constant SMD
value. These quite great predictions confirm that the chosen set of values for
the interphase surface density equation are the good ones.
Additionally, in order to evaluate modeling performance separately of
ambient density, i.e. air entrainment is changed because of different densities,
the results are normalized in Figure 15 with the equivalent diameter, which






In view of the results, almost an equal minimum SMD prediction is
reached in both simulated conditions and the same axial increase due to
coalescence is depicted. Thus, it is confirmed that modeling atomization is
a consequence of air entrainment.
Summarizing, overall the optimimum set of constants provide good pre-
dictions in comparison with the experimental measurements. However, it is
still possible to identify some deviations, e.g. an over-predicted coalescence
phenomena. This indicates that some improvement of the density surface
model should be made in order to overcome it. A different equilibrium sur-
face density (Σeq) term could improve the results as well as the adoption of
a large eddy simulation (LES) treatment of the turbulence modeling.
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Figure 15: Computed (solid lines) and measured (dashed lines) SMD normalized profiles
for different back pressures
7. Summary and Conclusions
The Σ-Y Eulerian atomization model has been applied to the study of di-
rect injection diesel sprays, with a focus on reproducing the internal structure
of a diesel spray. Calculations have been validated against x-ray radiography
measurements of non-evaporating Spray A condition of ECN, conducted at
Argonne National Laboratory, for both the large and small scales of the flow.
First of all, different turbulence models have been evaluated. Predictions
made by the standard k-ε model with the corrected value of the C1ε con-
stant, the RNG k-ε model and the SST k-ω model were compared. Only the
k-ε turbulence model makes fairly accurate predictions while the other two
over-predict the radial dispersion. It has been also proved to be the best tur-
bulence model for external flow application in the near nozzle region, while
showing a great performance in internal nozzle flow development, reproduc-
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ing the value of the dimensionless coefficients fairly well and with similar
accuracy as the other tested models. As a result, this model was selected for
all the subsequent calculations.
Moreover, a calibration process of the Σ equation constants has been
conducted in order to optimize the primary break-up modeling capabilities.
This has been made by means of a Design of Experiments (DOE) technique,
known as Response Surface Method (RSM) and comparison with SMD mea-
surements. Apart from optimum values, this methodology is able to point
out some interesting cause/effect relations between the input and the out-
put parameters, as the fact that the Schmidt number (ScΣ) value used in
the diffusion coefficient of the Σ equation presents a negligible effect on the
predictions. At the end, a great improvement in modeling performance is
achieved in comparison with the reference set-up, and different injection and
back pressures conditions are well reproduced proving the great overall effec-
tiveness of the achieved configuration. Nonetheless, the observed deviations
with respect to the experimental measurements could indicate that some de-
velopment of the density surface model should be made, providing an open
topic research area in the field of diesel spray atomization processes.
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