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Abstract
We solve the regularity problem for Milnor’s infinite dimensional Lie groups in the C0-
topological context, and provide necessary and sufficient regularity conditions for the (stan-
dard) Ck-topological setting. We prove that if G is an infinite dimensional Lie group in Milnor’s
sense, then the evolution map is C0-continuous on its domain iff G is locally µ-convex – This
is a continuity condition imposed on the Lie group multiplication that generalizes the triangle
inequality for locally convex vector spaces. We furthermore show that if the evolution map is
defined on all smooth curves, then G is Mackey complete – This is a completeness condition
formulated in terms of the Lie group operations that generalizes Mackey completeness as de-
fined for locally convex vector spaces; so that we generalize the well known fact that a locally
convex vector space is Mackey complete if each smooth (compactly supported) curve is Rie-
mann integrable. Then, under the presumption that G is locally µ-convex, we show that each
Ck-curve, for k ∈ N≥1 ⊔ {lip,∞}, is integrable (contained in the domain of the evolution map)
iff G is Mackey complete and k-confined. The latter condition states that each Ck-curve in
the Lie algebra g of G can be uniformly approximated by a special type of sequence consisting
of piecewise integrable curves – A similar result is proven for the case k ≡ 0; and we provide
several mild conditions that ensure that G is k-confined for each k ∈ N ⊔ {lip,∞}. We finally
∗maximilian.hanusch@mathematik.uni-wuerzburg.de
1
discuss the differentiation of parameter-dependent integrals in the standard topological context
(Ck-topology). In particular, we show that if the evolution map is well defined and continuous
on Ck([0, 1], g) for k ∈ N ⊔ {∞}, then it is smooth thereon:
• For k = 0: iff it is differentiable at zero iff g is integral complete.
• For k ∈ N≥1 ⊔ {∞}: iff it is differentiable at zero iff g is Mackey complete.
This result is obtained by calculating the directional derivatives explicitly – recovering the
standard formulas (Duhamel) that hold, e.g., in the Banach (finite dimensional) case.
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1 Introduction
The right logarithmic derivative and its inverse – the evolution map – play a central role in Lie
theory. For instance, existence of the exponential map – indispensable for the structure theory
of Lie groups – is based on integrability of each constant curve (each such curve is contained in
the domain of the evolution map); and, given a principal fibre bundle, the existence of holonomies
– essential for gauge field theories – is based on the integrability of curves that are pairings of
a smooth connection with the derivative of a smooth curve in the base manifold. In this paper,
we are given an infinite dimensional Lie group G in Milnor’s sense [2, 6, 8, 9] that is modeled over
a Hausdorff locally convex vector space E, with system of continuous seminorms P. We denote
the Lie algebra of G by (g, [·, ·]), the inversion of G by inv : G ∋ g 7→ g−1 ∈ G, the Lie group
multiplication by m: G × G → G; and define Rg := m(·, g) for each g ∈ G. We furthermore fix a
chart Ξ: G ⊇ U→ V ∈ E with V convex, e ∈ U, and Ξ(e) = 0. The right logarithmic derivative is
defined by
δr : C1(D,G)→ C0(D, g), µ 7→ dµRµ−1(µ˙)
for D ⊆ R a proper interval and µ−1 ≡ inv ◦ µ; and, the evolution maps by
Evol : D→ C1([0, 1], G), δr(µ) 7→ µ · µ−1(0)
evol : D→ G, δr(µ) 7→ µ(1) · µ−1(0)
for µ ∈ D := δr(C1([0, 1], G)). Then, the differential equation to be investigated is
φ = δr(µ) for φ ∈ C0(D, g), µ ∈ C1(D,G); (1)
whereby, in contrast to the Banach case, no theory of ODE’s is available in the generic locally
convex case – The core of this problem is rather the “infinite dimensionality” of the locally convex
topology than the infinite dimensionality of the vector space E itself. More specifically, in the
context of a given continuous (linear) map φ : E → E, continuous seminorms can usually only be
estimated against each other but not against themselves – In general, this prevents the Banach
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fix-point theorem (Picard-Lindelo¨f) and the Gro¨nwall lemma to work.1 Thus, given a specific
differential equation, one has to use its particular “symmetries” in order to prove existence and
uniqueness of solutions for arbitrary initial values. The “symmetries” hidden in (1) are
δr(µ · g) = δr(µ) and δr(µ|D′) = δ
r(µ)|D′
δr(µ ◦ ̺) = ˙̺ · δr(µ) ◦ ̺
δr(µ · ν) = δr(µ) + Adµ(δ
r(ν)) implying δr(µ−1ν) = Adµ−1(δ
r(ν)− δr(µ))
(2)
for all µ, ν ∈ C1(D,G), g ∈ G, I ∋ D′ ⊆ D ∈ I, and each ρ : I ∋ D′′ → D of class C1 – Here,
Ad: G× g→ g denotes the adjoint action, and I the set of all proper intervals in R.
For instance, already in the Banach (finite dimensional) case, the first line in (2) is used to glue
together local solutions that are provided by the Picard-Lindelo¨f theorem in this context. Following
this philosophy, we will apply the second line in (2) to Riemann integrals of suitable bump functions
to prove that, cf. Theorem 2:
Theorem. G is Mackey complete if C∞([0, 1], g) ⊆ D holds; i.e., if each smooth curve is integrable.
Here, Mackey completeness is a condition formulated in terms of the Lie group operations that
generalizes Mackey completeness as defined for locally convex vector spaces. The above theorem
then generalizes the well-known fact that (cf., e.g., Theorem 2.14 in [7]) a Hausdorff locally convex
vector space E is Mackey complete if the Riemann integral of each (compactly supported) smooth
curve (in E) exists in E.
Now, there is a further property of the evolution map that can be encoded in a topological condition
imposed on the Lie group operations: We consider the restriction evolk : D ∩ C
k([0, 1], g) → G for
each k ∈ N ⊔ {lip,∞}; and say that evolk is C
p-continuous for p ≤ k (p = 0 for k ≡ lip) iff it is
continuous w.r.t. the subspace topology that is inherited by the Cp-topology on Ck([0, 1], g). Then,
using the second line in (2), we will show that, cf. Theorem 1:
Theorem. evol0 is C
0-continuous iff G is locally µ-convex iff evol∞ is C
0-continuous.
Here, G is said to be locally µ-convex iff for each u ∈ P, there exists some u ≤ o ∈ P, such that
(u ◦ Ξ)(Ξ−1(X1) · . . . · Ξ
−1(Xn)) ≤ o(X1) + . . . + o(Xn) (3)
holds for all X1, . . . ,Xn ∈ E with o(X1)+ . . .+ o(Xn) ≤ 1.
2 Evidently, this generalizes the triangle
inequality for locally convex vector spaces; and, due to the above theorem, it is independent of the
explicit choice of the chart Ξ.
Then, using the above two theorems, we will be able to partially answer the question under which
circumstances G is Ck-semiregular [3] for some given k ∈ N ⊔ {lip,∞}; i.e., under which circum-
stances Ck([0, 1], g) ⊆ D holds, cf. Theorem 3:
Theorem. Suppose that G is locally µ-convex. Then, G is Ck-semiregular for k ∈ N≥1⊔{lip,∞} iff
G is Mackey complete and k-confined. Moreover, G is C0-semiregular if G is sequentially complete
and 0-confined.
1Even if E is metrizable via d : E×E → R≥0, this metric usually fails to have the important property that d(λ ·X +
λ′ ·X ′, 0) ≤ |λ| · d(X, 0) + |λ′| · d(X ′, 0) holds for all λ, λ′ ∈ R and X,X ′ ∈ E [13] – making it incompatible with the
Riemann integral (mean values).
2This notion was originally introduced in [3] as a tool to investigate regularity properties of weak direct products of
Lie groups.
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Here, G is said to be k-confined
• for k ≡ 0 iff each φ ∈ C0([0, 1], g) can be uniformly approximated by a Cauchy sequence of
piecewise integrable curves on whose integrals the adjoint action can be estimated suitably.
• for k ∈ N≥1 ⊔ {lip,∞} iff each φ ∈ C
k([0, 1], g) can be uniformly approximated by a Mackey-
Cauchy sequence of piecewise integrable curves on whose integrals the adjoint action can be
estimated suitably.
This is automatically fulfilled for each k ∈ N ⊔ {lip,∞}, e.g., if (g, [·, ·]) is submultiplicative; or,
if G admits an exponential map and (g, [·, ·]) is constricted – The precise definitions, and more
conditions can be found in Sect. 7.2.
In the last part of this paper, we will discuss the differentiation of parameter-dependent integrals
in the standard topological setting. We first show that if G is Ck-semiregular and evolk is C
k-
continuous for k ∈ N⊔{lip,∞}, then the directional derivative (w.r.t. the Ck-topology) of evolk at
zero along some φ ∈ Ck([0, 1], g) exists in the completion g of g, as it is explicitly given by
d
dh
∣∣
h=0
evolk(h · φ) =
∫
φ(s) ds ∈ g.
More generally: Recall that g is said to be integral complete [3] iff
∫
φ(s) ds ∈ g exists for each
φ ∈ C0([0, 1], g); and let∫ s φ := Evol(φ)(s) as well as ∫ φ :=∫ 1 φ ∀ φ ∈ D, s ∈ [0, 1].
Then, the above statement generalizes to, cf. Theorem 4:
Theorem.
1) Suppose that G is C0-semiregular and that evol0 is C
0-continuous. Then, evol0 is of class C
1
iff g is integral complete iff evol0 is differentiable at zero.
2) Suppose that G is Ck-semiregular and that evolk is C
k-continuous, for k ∈ N≥1 ⊔ {lip,∞}.
Then, evolk is of class C
1 iff g is Mackey complete iff evolk is differentiable at zero.
Here, for k = 0 in the first-, and k ∈ N≥1 ⊔ {lip,∞} in the second case, we have(
dφevolk
)
(ψ) = deL∫ φ
( ∫
Ad[∫ sφ]−1(ψ(s)) ds
)
∀ φ,ψ ∈ Ck([0, 1], g);
whereby, for k ∈ N ⊔ {∞}, Theorem E in [3] shows that evolk is even smooth.
Recall that G is said to be Ck-regular for k ∈ N ⊔ {lip,∞} iff G is Ck-semiregular and evolk is
smooth (w.r.t. the Ck-topology) – Then,
• the first point in the above theorem generalizes Theorem C.(a) in [3], stating that each C0-
regular Lie group has an integral complete Lie algebra (modeling space); as well as Theorem
F in [3], stating that G is C0-regular if G is C0-semiregular and 0-continuous with integral
complete Lie algebra, such that there exists a point-separating family (αj)j∈J of smooth Lie
group homomorphisms αj : G→ Hj to C
0-regular Lie groups Hj.
• the second point in the above theorem generalizes the result announced in Remark II.5.3.(b)
in [11], stating that each C∞-regular Lie group has a Mackey complete Lie algebra.
Actually, the last theorem is a consequence of a more general theorem concerning differentiation of
parameter-dependent integrals. We write s  k for s ∈ N and
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• k ∈ N iff s ≤ k holds
• k ≡ lip iff s = 0 holds
• k ≡ ∞ iff s ∈ N holds,
recall that the Ck-topology on Ck([r, r′], g) for r < r′ is generated by the seminorms
ps∞(φ) := sup{(p ◦ deΞ)
(
φ(m)(t)
)
| 0 ≤ m ≤ s, t ∈ [r, r′]} ∀ φ ∈ Ck([r, r′], g) (4)
for p ∈ P and s  k; and let p∞ ≡ p
0
∞ for each p ∈ P. Then, we will show that, cf. Theorem 5:
Theorem. Suppose that G is Ck-semiregular and that evolk is C
k-continuous, for some k ∈ N ⊔
{lip,∞}. Let furthermore Φ: I × [0, 1] → g (I ⊆ R open) be given with Φ(z, ·) ∈ Ck([0, 1], g) for
each z ∈ I. Then,
d
dh
∣∣
h=0
(
[
∫
Φ(x, ·)]−1[
∫
Φ(x+ h, ·)]
)
=
∫
Ad[∫ s Φ(x,·)]−1(∂zΦ(x, s)) ds ∈ g
holds for x ∈ I, provided that
a) We have (∂zΦ)(x, ·) ∈ C
k([0, 1], g).
b) For each p ∈ P and s ≤ k, there exists Lp,s ≥ 0, as well as Ip,s ⊆ I open with x ∈ Ip,s, such that
1/|h| · ps∞(Φ(x+ h, ·) − Φ(x, ·)) ≤ Lp,s ∀ h ∈ Ip,s − x.
In particular, we will derive Duhamel’s formula from this theorem in Sect. 8.3.
This paper is organized as follows:
• In Sect. 2, we give a precise synopsis of the results obtained in this paper – and compare them
to the results obtained in the literature so far.
• In Sect. 3, we provide the basic definitions, and prove the most elementary properties of the core
mathematical objects of this paper.
• In Sect. 4, we prove certain continuity properties of the evolution map; and discuss piecewise
integrable curves.
• In Sect. 5, we show equivalence of C0-continuity and locally µ-convexity.
• In Sect. 6, we show that each C∞-semiregular Lie group is Mackey complete; and prove certain
approximation statements that are relevant for our discussion in Sect. 7.2.
• In Sect. 7, we show that, under the presumption that G is locally µ-convex, G is Ck-semiregular
for k ∈ N≥1 ⊔ {lip,∞} iff G is Mackey complete and k-confined. Similar statements are proven
for the case k ≡ 0.
• In Sect. 8, we discuss the differentiation of parameter-dependent integrals.
2 Precise Synopsis of the Results
In this section, we give a precise synopsis of the most important results obtained in this paper, and
compare them to the results obtained in the literature so far, primarily in [2].
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2.1 Setting the Stage
We are concerned with the following situation in this paper. We are given a Lie group G in Milnor’s
sense [2, 6, 8, 9] that is modeled over a Hausdorff locally convex vector space E, with system of
continuous seminorms P. We denote Lie algebra of G by g, fix a chart Ξ: G ⊇ U→ V ⊆ E with V
convex, e ∈ U, Ξ(e) = 0; and identify g with E via deΞ: g→ E – specifically meaning that we define
the seminorms {p := p◦deΞ |p ∈ P} on g. We denote the inversion in G by inv : G ∋ g 7→ g
−1 ∈ G,
the Lie group multiplication by m: G×G→ G, and let Rg := m(·, g) for each g ∈ G. The adjoint
action is denoted by Ad: G× g→ g; i.e., we have
Ad(g,X) ≡ Adg(X) := deConjg(X) with Conjg : G ∋ h 7→ g · h · g
−1
for each X ∈ g and g ∈ G. The differential equation under consideration then is
φ = δr(µ) ≡ dµRµ−1(µ˙) for φ ∈ C
0(D, g), µ ∈ C1(D,G), D ∈ I, (5)
where I denotes the set of all proper intervals D ⊆ R. It is immediate from the definitions that
δr(µ · g) = δr(µ) and δr(µ|D′) = δ
r(µ)|D′ (6)
δr(µ ◦ ̺) = ˙̺ · δr(µ) ◦ ̺ (7)
δr(µ · ν) = δr(µ) + Adµ(δ
r(ν)) implying δr(µ−1ν) = Adµ−1(δ
r(ν)− δr(µ)) (8)
holds, for all µ, ν ∈ C1(D,G), g ∈ G, I ∋ D′ ⊆ D ∈ I, and each ρ : I ∋ D′′ → D of class C1 (we
write µ−1 ≡ inv ◦ µ). Together with smoothness of the Lie group operations, and
γ(t)− γ(r) =
∫ t
r γ˙(s) ds ∈ F ∀ t ∈ [r, r
′], γ ∈ C1([r, r′], F ) (9)
for F a Hausdorff locally convex vector space, these are the only properties we have in hand to
investigate Equation (5). Let now K ⊆ I denote the set of all proper compact intervals [r, r′] ⊆ R.
Then,
• It follows from (6) that, cf. Lemma 10 that for k ∈ N, we have
◦ δr : Ck+1([r, r′], G)→ Ck([r, r′], g).
◦ µ ∈ Ck+1([r, r′], G) for each µ ∈ C1([r, r′], G) with δr(µ) ∈ Ck([r, r′], g).
• It is then immediate from (9) and the right side of (8) that (cf. Lemma 9)
δr : Ck+1∗ ([r, r
′], G)→ Ck([r, r′], g)
is injective for k ≥ 0, with Ck+1∗ ([r, r
′], G) := {µ ∈ Ck+1([r, r′], G) | µ(r) = e}.
We let D[r,r′] := δ
r(C1([r, r′], G)) for each [r, r′] ∈ K, as well as Dk[r,r′] := D[r,r′] ∩ C
k([r, r′], g) for
each k ∈ N ⊔ {lip,∞}. Then, (we let lip + 1 := 1, ∞+ 1 :=∞)
Evolk[r,r′] : D
k
[r,r′] → C
k+1
∗ ([r, r
′], G), δr(µ) 7→ µ · µ−1(r)
is well defined for k ∈ N ⊔ {lip,∞}, as well as surjective for k ∈ N ⊔ {∞}. We define
evolk[r,r′] : D
k
[r,r′] → G, φ 7→ Evol[r,r′](φ)(r
′) (10)
with Evol[r,r′] ≡ Evol
0
[r,r′], for each k ∈ N ⊔ {lip,∞}; and denote∫ b
a φ := Evol[a,b](φ|[a,b])(b),
∫
φ :=
∫ r′
r φ,
∫ c
c φ := e
for each φ ∈ D[r,r′], with r ≤ a < b ≤ r
′ and c ∈ [r, r′]. There are now several issues to be clarified.
We first discuss
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2.2 Semiregularity and Mackey Completeness
We say that G is Ck-semiregular for k ∈ N ⊔ {lip,∞} iff Dk[0,1] = C
k([0, 1], g) holds – In this case,
• G is Cp-semiregular for each p ≥ k (we let 1 ≥ lip ≥ lip ≥ 0).
• it is straightforward from (7) that Dk[r,r′] = C
k([r, r′], g) holds for each [r, r′] ∈ K, cf. Lemma 12.
One then clearly wants to have criteria in hand for G to be Ck-semiregular for some given k ∈
N ⊔ {lip,∞} – We provide the following necessary condition, cf. Theorem 2:
Theorem I. G is Mackey complete if G is C∞-semiregular.
Here, G is said to be Mackey complete iff each Mackey-Cauchy sequence converges in G; i.e., each
sequence {gn}n∈N ⊆ G with
(p ◦ Ξ)(g−1m · gn) ≤ cp · λm,n ∀ p ∈ P, m, n ≥ lp
for certain sequences {cp}p∈P ⊆ R≥0, {lp}p∈P ⊆ N, and R≥0 ⊇ {λm,n}(m,n)∈N×N → 0.
• This definition is independent of the explicit choice of the chart Ξ, cf. Remark 3.
• This definition specializes to Mackey completeness as defined for locally convex vector spaces;
i.e., the case where (G, ·) ≡ (E,+) equals the additive group of a locally convex vector space E.
Theorem I thus generalizes the well-known fact (cf. Theorem 2.14 in [7]) that a locally con-
vex vector space is Mackey complete if each smooth (compactly supported) curve is Riemann
integrable.
• Mackey completeness is exemplarily verified in Example 3 for Banach Lie groups; and the setting
considered in [5].
Remark I. The idea of the proof of Theorem I is to construct some φ ∈ C∞([0, 1], g) whose
integral
∫
φ is the limit of a (subsequence of a) given Mackey-Cauchy sequence {gn}n∈N ⊆ G.
Roughly speaking, we will use (7) to glue together smooth curves whose integrals equal g−1n ·gn−1 via
suitable bump functions. Here, it is important that (1.) a Mackey-Cauchy sequence converges iff
one of its subsequences converges, and (2.) passing to a subsequence if necessary, we can achieve
that Ξ(g−1n · gn−1) decreases suitably fast – namely, uniformly for all seminorms: This ensures that
the so-constructed φ is well defined and smooth at 1 (where all of its derivatives must necessarily
be zero). ‡
2.3 Topologies and Continuity
We say that evolk[r,r′] is C
p-continuous for p ≤ k ∈ N ⊔ {lip,∞} and [r, r′] ∈ K iff it is continuous
w.r.t. the seminorms (4), for s  p. We say that G is
• p.k-continuous for p  k iff evolk[r,r′] is C
p-continuous for each [r, r′] ∈ K,
• k-continuous iff G is k.k-continuous.
It is straightforward from (7) and the right side of (8) that, cf. Lemma 15
Lemma I. G is p.k-continuous iff evolk[0,1] is C
p-continuous at zero.
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Under the presumtion that G is Ck-semiregular (for k ∈ N ⊔ {∞}), it had already been shown
in Theorem D in [3] that evolk[0,1] is C
k-continuous iff it is Ck-continuous at zero.
Clearly, for k ≥ 1, the C0-topology is strictly coarser than the Ck-topology; so that 0.k-continuity
implies k-continuity but usually not vice versa. Anyhow, it is straightforward from (7) and (8)
that, cf. Lemma 16:
Lemma II. If G is abelian, then G is k-continuous for k ∈ N ⊔ {∞} iff G is 0.k-continuous.
The important feature of 0.k-continuity is that it can be encoded in a continuity property of the
Lie group multiplication: Recall that G is said to be locally µ-convex iff (3) holds. We will show
that, cf. Theorem 1:
Theorem II. G is 0-continuous iff G is locally µ-convex iff G is 0.∞-continuous.
The one direction in Theorem II is covered by, cf. Proposition 2:
Proposition I. Suppose that G is locally µ-convex. Then, for each p ∈ P, there exists some
p ≤ q ∈ P, such that∫
q(φ(s)) ds ≤ 1 for φ ∈ DP0([r, r′], g) =⇒ (p ◦ Ξ)
(∫ •
r φ
)
≤
∫ •
r q(φ(s)) ds,
for each [r, r′] ∈ K.
Here, for k ∈ N ⊔ {∞} and [r, r′] ∈ K, we let DPk([r, r′], g) denote the set of all maps φ : [r, r′]→ g
such that there exist r = t0 < . . . < tn = r
′ and φ[p] ∈ Dk[tp,tp+1] for p = 0, . . . , n− 1 with
φ|(tp ,tp+1) = φ[p]|(tp,tp+1) ∀ p = 0, . . . , n− 1;
and, then the integral of φ is given by (well-definedness is a straightforward from (6))∫ t
r φ :=
∫ t
tp
φ[p] ·
∫ tp
tp−1 φ[p− 1] · . . . ·
∫ t1
t0
φ[0] ∀ t ∈ (tp, tp+1], p = 0, . . . , n− 1. (11)
Apart from Proposition I,
Remark II. The set DPk([r, r′], g) plays an important role in the proof of the other direction in
Theorem II. Here, the key observation is that φ ∈ DPk([r, r′], g) given with q∞(φ) ≤ 1/2 for some
q ∈ P, it is possible to construct ̺ : [r, r′]→ [r, r′] smooth with | ˙̺| ≤ 2, such that
˙̺ · φ ◦ ̺ ∈ Dk[r,r′] as well as
∫
φ =
∫
˙̺ · φ ◦ ̺
holds; i.e., q∞( ˙̺ ·φ◦̺) ≤ 1, cf. Lemma 24. Continuity of evol
k
[r,r′] w.r.t. to the seminorms {p∞}p∈P
thus carries over to the set DPk([r, r′], g) – whereby then (3) is a straightforward consequence of
(11). Here, ̺ is obtained by glueing together (and then integrating) suitable bump functions; so that
the argumentation fails on the level of the Ck-topology for k ≥ 1, just because the higher derivatives
of a so-constructed ̺ become that larger that finer the decomposition of [r, r′] is made. ‡
Finally, we say that G is L1-continuous iff evol0[r,r′] is continuous w.r.t. the L
1-seminorms
p∫ (φ) :=
∫
p(φ(s)) ds ∀ p ∈ P, φ ∈ C0([r, r′], g) (12)
for each [r, r′] ∈ K. Then, Theorem II and Proposition I show that G is L1-continuous iff G is
locally µ-convex iff G is 0.∞-continuous – generalizing Lemma 14.9 in [3]. Here, equivalence of
L1-continuity and 0-continuity is already straightforward from (7), cf. Lemma 17.
2.4 Integrability
We now come back to the question under which circumstances a given φ ∈ C0([0, 1], g) is integrale,
i.e., contained in D0[0,1]. We say that φ ∈ C
0([0, 1], g) is
• s-integrable iff there exists a tame Cauchy sequence {φn}n∈N ⊆ DP
0([0, 1], g) with {φn}n∈N → φ
uniformly (i.e., w.r.t the seminorms {p∞}p∈P).
• m-integrable iff there exists a tame Mackey-Cauchy sequence {φn}n∈N ⊆ DP
0([0, 1], g) with
{φn}n∈N → φ uniformly.
Here, a sequence {φn}n∈N ⊆ DP
0([0, 1], g) is said to be tame iff for each v ∈ P, there exists some
v ≤ w ∈ P, such that
v ◦ Ad[∫ •0 φn]−1 ≤ w ∀ n ∈ N
holds. Moreover, {φn}n∈N ⊆ DP
0([0, 1], g) is said to be a
• Cauchy sequence iff to each p ∈ P and ǫ > 0, there exists some p ∈ N with p∞(φm − φn) ≤ ǫ
for all m,n ≥ p.
• Mackey-Cauchy sequence iff we have
p∞(φm − φn) ≤ cp · λm,n ∀m,n ≥ lp, p ∈ P
for certain sequences {cp}p∈P ⊆ R≥0, {lp}p∈P ⊆ N, and R≥0 ⊇ {λm,n}(m,n)∈N×N → 0.
We will show that, cf. Lemma 31 and Proposition 3:
Proposition II. Suppose that G is locally µ-convex.
1) If G is sequentially complete, then φ ∈ D0[0,1] holds for φ ∈ C
0([0, 1], g) iff φ is s-integrable.
2) If G is Mackey complete, then φ ∈ Dlip
[0,1]
holds for φ ∈ C lip([0, 1], g) iff φ is m-integrable.
Remark III. The one direction in Proposition II is immediate from the fact that µ : t 7→
∫ t
0 φ has
compact image, for each φ ∈ D0[0,1]. For the other direction (in analogy to the Riemann integral)
one defines
µ(t) := limn
∫ t
0 φn ∀ t ∈ [0, 1];
and then has to verify (1.) that the limit exists pointwise, i.e., that µ is well defined, (2.) that µ
is continuous, (3.) that {
∫ •
0 φn}n∈N → µ converges uniformly, and (4.) that µ is of class C
1 with
δr(µ) = φ. ‡
We say that G is k-confined
• for k ≡ 0: iff each φ ∈ C0([0, 1], g) is s-integrable,
• for k ∈ N≥1 ⊔ {lip,∞}: iff each φ ∈ C
k([0, 1], g) is m-integrable;
and obtain from Theorem I that, cf. Theorem 3:
Theorem III. Suppose that G is locally µ-convex. Then, G is Ck-semiregular for k ∈ N≥1⊔{lip,∞}
iff G is Mackey complete and k-confined. Moreover, G is C0-semiregular if G is sequentially
complete and 0-confined.
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For instance, G is k-confined for each k ∈ N ⊔ {lip,∞}, cf. Sect. 7.2
• If G is abelian; or, more generally, if (g, [·, ·]) is submultiplicative.
• IfG is locally µ-convex and reliable; i.e., if for each v ∈ P, there exists a symmetric neighbourhood
V ⊆ G of e, and a sequence {wn}n∈N≥1 ⊆ P, such that
v ◦ Adg1 ◦ . . . ◦Adgn ≤ wn ∀ g1, . . . , gn ∈ V, n ≥ 1.
This is the case, e.g., for the the unit group A× of a continuous inverse algebra A fulfilling the
condition (∗) from [5].
• If G is admits an exponential map, is constricted, and has a sequentially complete Lie algebra.
Here, the first condition means that φX |[0,1] ∈ D[0,1] holds, for each constant curve φX : R ∋ t 7→
X ∈ g; i.e., that
exp: g ∋ X 7→
∫ 1
0 φX ∈ G (13)
is well defined. Moreover, constrictedness states that for each bounded subset B ⊆ g, and each
v ∈ P, there exist C ≥ 0 and v ≤ w ∈ P, such that
v ◦ JX1K ◦ . . . ◦ JXnK ≤ C
n · w ∀X1, . . . ,Xn ∈ B, n ≥ 1
holds, with JXK : g ∋ Y 7→ [X,Y ] ∈ g for each X ∈ g.
In particular,
Corollary I. If G is abelian, then G is C∞-semiregular and∞-continuous iff G is Mackey complete
and locally µ-convex iff G is Ck-semiregular and k-continuous for each k ∈ N≥1 ⊔ {lip,∞}.
Proof. If G is C∞-semiregular and ∞-continuous, then G is Mackey complete by Theorem I, as
well as 0.∞-continuous by Lemma II; thus, locally µ-convex by Theorem II. Conversely, if G is
locally µ-convex, then G is (even 0.)k-continuous for each k ∈ N≥1 ⊔{lip,∞} by Theorem II. Since
G is lip-confined, Theorem III shows that G is Ck-semiregular for each k ∈ N≥1 ⊔ {lip,∞} if G is
additionally Mackey complete.
2.5 Smoothness and Differentiation
In Sect. 8, we will discuss the differentiation of parameter-dependent integrals in the standard
setting; i.e., w.r.t. the Ck-topology. Our key observation there is, cf. Proposition 7:
Proposition III. Suppose that G is k-continuous for k ∈ N⊔{lip,∞}; and that (−δ, δ) ·φ ⊆ Dk[r,r′]
holds for some φ ∈ Ck([r, r′], g) for [r, r′] ∈ K and δ > 0. Then, we have
d
dh
∣∣
h=0
evolk[r,r′](h · φ) =
∫
φ(s) ds ∈ g.
Thus, the directional derivative of evolk[r,r′] at zero along such a φ ∈ C
k([r, r′], g) always exists;
namely, in the completion g of g.
We say that g is integral complete [3] iff
∫
φ(s) ds ∈ g exists for each φ ∈ C0([0, 1], g); and recall
that g is Mackey complete iff
∫
φ(s) ds ∈ g exists for each φ ∈ C∞([0, 1], g). Then, the above
proposition immediately shows that, cf. Corollary 9:
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Corollary II.
1) Suppose that G is 0-continuous and C0-semiregular. Then, evol0[0,1] is differentiable at zero iff
g is integral complete.
2) Suppose that G is k-continuous for some k ∈ N≥1⊔{lip,∞}, as well as C
∞-semiregular. Then,
evolk[0,1]
∣∣
C∞([0,1],g)
is differentiable at zero iff g is Mackey complete.
Here, the first point generalizes Theorem C.(a) in [3] stating that each C0-regular Lie group has
an integral complete Lie algebra (modeling space); and, the second point generalizes the analogous
result announced in Remark II.5.3.(b) in [11] stating that each C∞-regular Lie group has a Mackey
complete Lie algebra – Recall that G is said to be Ck-regular for k ∈ N ⊔ {lip,∞} iff G is Ck-
semiregular and evolk[0,1] is smooth w.r.t. the C
k-topology.
Next, using the above proposition, we show that, cf. Theorem 5:
Theorem IV. Suppose that G is k-continuous and Ck-semiregular for some k ∈ N⊔{lip,∞}; and
let Φ: I × [r, r′]→ g (I ⊆ R open) be fixed with Φ(z, ·) ∈ Ck([r, r′], g) for each z ∈ I. Then,
d
dh
∣∣
h=0
(
[
∫
Φ(x, ·)]−1[
∫
Φ(x+ h, ·)]
)
=
∫
Ad[∫ sr Φ(x,·)]−1(∂zΦ(x, s)) ds ∈ g
holds for x ∈ I, provided that
a) We have (∂zΦ)(x, ·) ∈ C
k([r, r′], g).
b) For each p ∈ P and s  k, there exists Lp,s ≥ 0, as well as Ip,s ⊆ I open with x ∈ Ip,s, such that
1/|h| · ps∞(Φ(x+ h, ·) − Φ(x, ·)) ≤ Lp,s ∀ h ∈ Ip,s − x.
For instance, we obtain, cf. Corollary 11:
Corollary III. Suppose that G is ∞-continuous, and C∞-semiregular; and that g is Mackey com-
plete. Then, for X : I → g of class C1, we have
∂z exp(X(x)) = deLexp(X(x))
( ∫
Adexp(−s·X(x))(∂zX(x)) ds
)
∀ x ∈ I.
Imposing further presumptions, this specializes to Duhamel’s formula, cf. Proposition 8:
(Actually, in Proposition 8, a slightly more general situation is considered.)
Proposition IV. Suppose that G is ∞-continuous, C∞-semiregular, and constricted; and that g
is sequentially complete. Then, for each X : I → g of class C1, we have
∂z exp(X(x)) = deLexp(X(x))
(
idg−exp(−JX(x)K)
JX(x)K (∂zX(x))
)
∀ x ∈ I.
Now, Theorem E in [3] states that evolk[0,1] is smooth if G is C
k-semiregular, and evolk[0,1] is of class
C1. Combining this with Corollary II and Theorem IV, we obtain, cf. Theorem 4:
Theorem V.
1) If G is 0-continuous and C0-semiregular, then evol0[r,r′] is smooth for each [r, r
′] ∈ K iff g is
integral complete iff evol0[0,1] is differentiable at zero.
2) If G is k-continuous and Ck-semiregular for k ∈ N≥1 ⊔ {∞}, then evol
k
[r,r′] is smooth for each
[r, r′] ∈ K iff g is Mackey complete iff evolk[0,1] is differentiable at zero.
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Here, for k = 0 in the first-, and k ∈ N≥1 ⊔ {∞} in the the second case, we have(
dφ evol
k
[r,r′]
)
(ψ) = deL∫ φ
( ∫
Ad[∫ sr φ]−1(ψ(s)) ds
)
∀ φ,ψ ∈ Ck([r, r′], g), [r, r′] ∈ K. (14)
Sketch of the Proof given in Sect. 8.4. By Corollary II, it suffices to show that, under the given
presumptions, evolk[r,r′] is smooth
• For k ≡ 0: if g is integral complete,
• For k ∈ N≥1 ⊔ {∞}: if g is Mackey complete.
In this case, however, formula (14) is immediate from Theorem IV, applied to
Φ[φ,ψ] : (0, 1) × [r, r′] ∋ (h, t) 7→ φ(t) + h · ψ(t) ∀ φ,ψ ∈ Ck([r, r′], g);
whereby the right side of (14) is easily seen to be continuous (cf. Lemma 41). It thus follows from
Theorem E in [3] that evolk[0,1] is smooth. Then, smoothness of evol
k
[r,r′] for [r, r
′] ∈ K, is clear from
evolk[r,r′]
(7)
= evolk[0,1] ◦ η,
for η : Ck([r, r′], g)→ Ck([0, 1], g) given by
η(φ) 7→ ˙̺ · φ ◦ ̺ ≡ |r′ − r| · φ ◦ ̺ with ̺ : [0, 1]→ [r, r′], t 7→ r + t · |r′ − r|,
as η is evidently smooth.
Remark IV.
• Up to the point where Theorem E from [3] is applied, the above argumentation also works for the
Lipschitz case (cf. Corollary 13); i.e., we have:
2’) If G is lip-continuous and C lip-semiregular, then evollip[r,r′] is of class C
1 for each [r, r′] ∈ K
iff g is Mackey complete iff evollip[0,1] is differentiable at zero.
• Then, instead of using Theorem E from [3] in the above argumentation, one might use the
explicit formula (14) to prove smoothness of evolk[0,1] inductively for k ∈ N ⊔ {lip,∞}, which
would strengthen the statement in the previous point of course. The details, however, seem to be
quite elaborate and technical; so that we leave this issue to another paper.
Now, Theorem V shows:
A) G is C0-regular iff G is C0-semiregular and 0-continuous, with g integral complete.
B) G is Ck-regular for k ∈ N≥1 ⊔ {∞} iff G is C
k-semiregular and k-continuous, with g Mackey
complete.
Here, A) generalizes Theorem F in [3] stating that G is C0-regular if G is C0-semiregular and
0-continuous with integral complete Lie algebra, such that there exists a point-separating family
(αj)j∈J of smooth Lie group homomorphisms αj : G→ Hj to C
0-regular Lie groups Hj.
Moreover, let us say that G is C1-exponential iff exp as defined in (13) is of class C1. We then
have
Lemma III. Suppose that G is abelian. Then,
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1) G is C0-regular iff G is C1-exponential, and g is integral complete.
2) G is C∞-regular iff G is C1-exponential, and g is Mackey complete
iff G is Ck-regular for each k ∈ N≥1 ⊔ {lip,∞}.
Proof. If G is abelian and exp: g→ G is of class C1, then we have, cf. Remark 2.3)∫
φ = exp(
∫
φ(s) ds) for each φ ∈ C0([0, 1], g) with
∫ t
0 φ(s) ds ∈ g ∀ t ∈ [0, 1];
which is obviously continuous w.r.t. the seminorms {p∞}p∈P. It is thus clear that G is
• C0-semiregular and 0-continuous if g is integral complete; thus, C0-regular by A).
• Ck-semiregular and k-continuous for each k ∈ N≥1 ⊔ {lip,∞} if g is Mackey complete; thus,
Ck-regular for each k ∈ N≥1 ⊔ {lip,∞} by B).
Since exp is of class C1 if G is C∞-regular (cf. Remark 2.2)), the rest is clear from A) and B).
Then, using Proposition V.1.9 in [10], we obtain:
Proposition V. Suppose that G is connected and abelian. Then,
1) G is C0-regular iff G ∼= E/Γ holds for a discrete subgroup Γ ⊆ E, with E integral complete
iff G is C1-exponential, with E integral complete.
2) G is C∞-regular iff G ∼= E/Γ holds for a discrete subgroup Γ ⊆ E, with E Mackey complete
iff G is C1-exponential, with E Mackey complete
iff G is Ck-regular for each k ∈ N≥1 ⊔ {lip,∞}.
Proof. Observe that E is integral/Mackey complete iff g is integral/Mackey complete; and that,
by Lemma III, it suffices to show the equivalences in the first line of 1) and 2):
• If G is Ck-regular for k ∈ {0,∞}, then G is C∞-regular; so that exp is smooth, cf. Remark 2.2).
and E is Mackey complete – even integral complete for k ≡ 0 – by A) and B). Consequently,
G ∼= E/Γ holds for a discrete subgroup Γ ⊆ E, by Proposition V.1.9 in [10].
• Suppose that G = E/Γ holds for a discrete subgroup Γ ⊆ E = g; and let k ∈ {0,∞} be fixed.
Suppose furthermore that E is Mackey complete for k ≡ ∞, and integral complete for k ≡ 0.
Then, the evolution map (10) (for [r, r′] ≡ [0, 1]) of (E,+) is given by∫ k
E : C
k([0, 1], E) → E, φ 7→
∫
φ(s) ds,
which is obviously smooth w.r.t. the C0-topology (as it is linear and continuous therein); and
the canonical projection π : E → E/Γ is a smooth Lie group homomorphism – confer Example
2.1) for more details concerning the Lie group structure on E/Γ. We thus have (confer, e.g.,
statement f) in Sect. 3.5.2)
evolk[0,1](φ) =
(
π ◦
∫ k
E
)
(φ) ∀ φ ∈ Ck([0, 1], E);
which is evidently smooth w.r.t. the C0-topology. It is thus clear that G is Ck-regular.
The claim now follows from Lemma III.
Evidently, Proposition V generalizes Theorem C.(b),(c) in [3] stating that (E,+) is C0-regular iff
E is integral complete; and that (E,+) is C1-regular iff E is Mackey complete.
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3 Preliminaries
In this section, we fix the notations; and recall the most important facts concerning locally convex
vector spaces, differentiable maps, and Lie groups that we will need in the main text.
3.1 Conventions
Intervals are non-empty, non-singleton, connected subsets of R – D always denotes an arbitrary-,
I an open-, and K a compact interval. The set of all intervals is denoted by I, and the set of all
compact ones by K. Let F be a (Hausdorff) locally convex vector space with corresponding system
of continuous seminorms Q. We recall that Q is filtrating, i.e., that for q1, . . . , qn ∈ Q with n ≥ 1
given, there exists some q ∈ Q with q1, . . . , qn ≤ q. For ǫ > 0 and q ∈ Q, we define
Bq,ǫ := {X ∈ F | q(X) < ǫ} Bq,ǫ := {X ∈ F | q(X) ≤ ǫ};
and write q ≺ V (or V ≻ q) for q ∈ Q and V ⊆ F iff Bq,1 ⊆ V holds. We say that B ⊆ F is
bounded iff it is von Neumann bounded, i.e., iff we have
sup{q(X) |X ∈ B} <∞ ∀ q ∈ Q.
We let F denote the completion of F ; as well as q the (unique) extension of q ∈ Q to F .
Manifolds and Lie groups are always assumed to be in the sense of [2, 6, 8, 9]; i.e., smooth,
Hausdorff, and modeled over a Hausdorff locally convex vector space: The corresponding differential
calculus is reviewed in Sect. 3.3. If f : M → N is a C1-map between the manifolds M and N , then
df : TM → TN denotes the corresponding differential map between their tangent manifolds; and
we write dxf ≡ df(x, ·) : TxM → Tf(x)N for each x ∈M . A curve is a continuous map γ : D →M ,
where M is a manifold and D ∈ I an interval. If D ≡ I is open, then γ is said to be of class Ck
for k ∈ N ⊔ {∞} iff it is of class Ck when considered as a map between the manifolds I and M .
We say that γ : D → M is of class Ck for k ∈ N ⊔ {∞} – and write γ ∈ Ck(D,M) – iff γ = γ′|D
holds for some γ′ : I →M of class Ck with D ⊆ I. If γ : D → M is of class C1 (or differentiable),
we let γ˙(t) ∈ Tγ(t)M denote the corresponding tangent vector at γ(t) ∈M . The same conventions
also hold if M ≡ F is a Hausdorff locally convex vector space – In this case, we let C lip([r, r′], F )
denote the set of all Lipschitz curves on [r, r′] ∈ K; i.e., all curves γ : [r, r′]→ F with
q(γ(t) − γ(t′)) ≤ Lq · |t− t
′| ∀ t, t′ ∈ [r, r′], q ∈ Q
for certain Lipschitz constants {Lq}q∈Q ⊆ R≥0. We let ∞+1 :=∞ as well as lip + 1 := 1; and, for
k ∈ N ⊔ {lip,∞} and [r, r′] ∈ K, we define
qs(γ) := q
(
γ(s)
)
, qs∞(γ) := sup
{
q
(
γ(m)(t)
) ∣∣ 0 ≤ m ≤ s, t ∈ [r, r′]}, q∞ := q0∞
for each s  k and γ ∈ Ck([r, r′], F ) – Here, s  k means
• s ≤ k for k ∈ N,
• s = 0 for k ≡ lip,
• s ∈ N for k ≡ ∞.
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The Ck-topology on Ck([r, r′], F ) is the Hausdorff locally convex topology that is generated by the
seminorms qs∞, for each q ∈ Q and s  k.
In this paper, G will always denote an infinite dimensional Lie group (in Milnor’s sense) that is
modeled over a Hausdorff locally convex vector space E, with system of continuous seminorms P.
We denote the Lie algebra of G by (g, [·, ·]), fix a chart Ξ: G ⊇ U→ V ⊆ E with V convex, e ∈ U,
Ξ(e) = 0; and identify g with E via deΞ: E → g – specifically, we define

P := {p ≡ p ◦ deΞ: g→ R≥0 | p ∈ P}.
We denote the inversion and the Lie group multiplication by
inv : G→ G, g 7→ g−1 and m: G×G→ G, (g, g′) 7→ g · g′,
respectively, say that A ⊆ G is symmetric iff inv(A) = A holds; and recall the product rule3
d(g,h)m(v,w) = dgRh(v) + dhLg(w) ∀ g, h ∈ G, v ∈ TgG, w ∈ ThG. (15)
We let Conj : G×G ∋ (g, h) 7→ Conjg(h) ∈ G with
Conjg := Lg ◦Rg−1 for Rg := m(·, g) and Lg := m(g, ·) ∀ g ∈ G,
define Adg := deConjg : g → g for each g ∈ G; and let Ad: G × g ∋ (g,X) 7→ Adg(X) ∈ g denote
the adjoint action. We furthermore let
adX(Y ) := deAd[Y ](X) ∀X ∈ g for Ad[Y ] : G ∋ g 7→ Adg(Y ) ∈ g;
and recall that adX(Y ) = [X,Y ] holds for each X,Y ∈ g.
3.2 Locally Convex Vector Spaces
Let F1, . . . , Fn be (Hausdorff) locally convex vector spaces with corresponding sets of continuous
seminorms Q1, . . . ,Qn. Obviously, the Tychonoff topology on F := F1× . . .×Fn is the (Hausdorff)
locally convex topology that is generated by the seminorms
m[q1, . . . , qn] : F ∋ (X1, . . . ,Xn) 7→ max{qk(Xk) | k = 1, . . . , n}, (16)
with qk ∈ Qk for k = 1, . . . , n. Let E be a further locally convex vector space with system of
continuous seminorms P. We then have
Lemma 1. Let X be a topological space; and let Φ: X × F1 × . . . × Fn → E be continuous with
Φ(x, ·) n-multilinear for each x ∈ X. Then, for each x ∈ X and p ∈ P, there exist seminorms
q1 ∈ Q1, . . . , qn ∈ Qn as well as V ⊆ X open with x ∈ V , such that
(p ◦ Φ)(y,X1, . . . ,Xn) ≤ q1(X1) · . . . · qn(Xn) ∀ y ∈ V
holds for all X1 ∈ F1, . . . ,Xn ∈ Fn.
Proof. The proof is elementary, and can be found in Appendix A.1.
3Confer, e.g., e)) in Sect. 3.3.1.
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Corollary 1. Let X be a topological space; and let Φ: X × F1 × . . . × Fn → E be continuous with
Φ(x, ·) n-multilinear for each x ∈ X. Then, for each compact K ⊆ X and each p ∈ P, there exist
seminorms q1 ∈ Q1, . . . , qn ∈ Qn as well as O ⊆ X open with K ⊆ O, such that
(p ◦ Φ)(y,X1, . . . ,Xn) ≤ q1(X1) · . . . · qn(Xn) ∀ y ∈ O (17)
holds for all X1 ∈ F1, . . . ,Xn ∈ Fn.
Proof. The proof is elementary, and can be found in Appendix A.2.
Let us finally recall the following standard result concerning completions.
Lemma 2. Let F1, . . . , Fn, E be Hausdorff locally convex vector spaces; and let Φ: F1×. . .×Fn → E
be continuous and n-multilinear. Then, Φ extends uniquely to a continuous n-multilinear map
Φ: F 1 × . . . × F n → E.
3.3 Differentiation and Integrals
In this subsection, we recall the differential calculus from [2,6,8,9]; and provide some facts that we
will need to work efficiently in the main text.
3.3.1 Differentiable Maps
Let E and F be Hausdorff locally convex vector spaces with sets of continuous seminorms P and
Q, respectively. Let U ⊆ F be open, and f : U → E be a map.
We say that f is differentiable at x ∈ U iff
(Dvf)(x) := limt→0 1/t · (f(x+ t · v)− f(x)) ∈ E
exists for each v ∈ F . Moreover,
• f is said to be differentiable iff it is differentiable at each x ∈ U ; i.e., iff Dvf : U → E is well
defined for each v ∈ F .
• f is said to be k-times differentiable for k ≥ 1 iff
Dvk ,...,v1f ≡ Dvk(Dvk−1(. . .(Dv1(f)) . . . )) : U → E
is well defined for each v1, . . . , vk ∈ F ; implicitly meaning that f is p-times differentiable for each
1 ≤ p ≤ k. In this case, we define
dkxf(v1, . . . , vp) ≡ d
pf(x, v1, . . . , vp) := Dvp,...,v1f(x) ∀ x ∈ U, v1, . . . , vp ∈ F,
for p = 1, . . . , k.
Then,
• f is said to be of class C0 iff it is continuous; and we let d0f ≡ f in this case.
• f is said to be of class Ck for k ≥ 1 iff it is k-times differentiable, such that
dpf : U × F p → E, (x, v1, . . . , vp) 7→ Dvp,...,v1f(x)
is continuous for p = 0, . . . , k – we then let dxf ≡ d
1
xf for each x ∈ U .
In this case, dpxf is symmetric and p-multilinear for each x ∈ U and p = 1, . . . , k, cf. [2].
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• f is said to be of class C∞ iff it is of class Ck for each k ∈ N.
We have the following differentiation rules, cf. [2]:
a) A map f : F ⊇ U → E is of class Ck for k ≥ 1 iff df is of class Ck−1 when considered as a map
F ′ ⊇ U ′ → E for F ′ ≡ F × F and U ′ ≡ U × F .
b) If f : U → F is linear and continuous, then f is smooth; with d1xf = f for each x ∈ E, as well
as dkf = 0 for each k ≥ 2.
c) Let E1, . . . , Em be Hausdorff locally convex vector spaces; and fu : F ⊇ U → Eu be of class C
k
for k ≥ 1 and u = 1, . . . ,m. Then,
f = f1 × . . .× fm : U → E1 × . . .× Em, x 7→ (f1(x), . . . , fm(x))
if of class Ck with dpf = dpf1× · · · × d
pfm for p = 1, . . . , k.
d) Suppose that f : F ⊇ U → U ′ ⊆ F ′ and f ′ : F ′ ⊇ U ′ → U ′′ ⊆ F ′′ are of class Ck for k ≥ 1, for
Hausdorff locally convex vector spaces F,F ′, F ′′. Then, f ′ ◦ f : U → F ′′ is of class Ck with
dx(f
′ ◦ f) = df(x)f
′ ◦ dxf ∀ x ∈ U.
e) Let F1, . . . , Fm, E be Hausdorff locally convex vector spaces, and f : F1× . . .×Fm ⊇ U → E be
of class C0. Then, f is of class C1 iff the “partial derivatives”
∂uf : U × Fu ∋ ((x1, . . . , xm), vu) 7→ limt→0 1/t · (f(x1, . . . , xu + t · vu, . . . , xm)− f(x1, . . . , xm))
exist in E and are continuous, for u = 1, . . . ,m. In this case, we have
d(x1,...,xm)f(v1, . . . , vm) =
∑m
u=1 ∂uf((x1, . . . , xm), vu)
=
∑m
u=1 df((x1, . . . , xm), (0, . . . , 0, vu, 0, . . . , 0))
for all (x1, . . . , xm) ∈ U , and vu ∈ Fu for u = 1, . . . ,m.
Finally, for f : F ⊇ U → E of class Ck for k ≥ 1, we have Taylor’s formula, cf. [2]
f(x+∆) = f(x) + d1xf(∆) + . . .+
1
(k−1)! · d
k−1
x f(∆, . . . ,∆)
+ 1(k−1)! ·
∫ 1
0 (1− s)
k−1 · dkx+s·∆f(∆, . . . ,∆) ds
(18)
for each x ∈ U and ∆ ∈ F with x+ [0, 1] ·∆ ⊆ U . Here,
∫
ds denotes the Riemann integral, to be
discussed in Sect. 3.3.3 below.
3.3.2 Differentiable Curves
We now consider the situation where f ≡ γ : I → E holds – i.e., we have F ≡ R, and U ≡ I is an
open interval. It is then not hard to see that γ is of class Ck for k ≥ 1 iff γ(p), inductively defined
by γ(0) ≡ γ and4
γ(p)(t) = limh→0 1/h · (γ
(p−1)(t+ h)− γ(p−1)(t)) ∀ t ∈ I, p = 1, . . . , k,
exists and is continuous for p = 0, . . . , k. Then, for γ ∈ Ck(D,E) with extension γ′ : D ⊇ I → E,
we define γ(p) := γ′(p)|D for p = 0, . . . , k, and let γ˙ ≡ γ
′(1)|D.
4We have γ(p)(t) = dpt γ(1, . . . , 1) for p = 0, . . . , k, t ∈ I .
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Lemma 3. Suppose that γ ∈ Ck(D,E) holds for k ≥ 1 and D ∈ I. Then, γ is of class Ck+1 iff γ
is of class Ck with γ(k) of class C1.
Proof. The proof is elementary, and can be found in Appendix A.3.
Lemma 4. Let F1, F2, E be Hausdorff locally convex vector spaces; and γi : D → Wi ⊆ Fi be of
class Ck for i = 1, 2, for some k ≥ 1. Suppose furthermore that Ω: W1×W2 → E is smooth. Then,
δ : D ∋ t 7→ Ω(γ1(t), γ2(t)) is of class Ck; and δ(p), for 0 ≤ p ≤ k, can be written as a finite sum of
terms of the form
α = Ψ
(
γ
(z1)
i1
, . . . , γ
(zm)
im
)
for some 0 ≤ z1, . . . , zm ≤ p, 1 ≤ i1, . . . , im ≤ 2, m ≥ 2, (19)
where Ψ: V ≡ Vi1 × . . .×Vim → E is smooth with open neighbourhoods Viu ⊆ Fiu for u = 1, . . . ,m.
Proof. The proof is elementary, and can be found in Appendix A.4.
Corollary 2. Let F,E be Hausdorff locally convex vector spaces; and suppose that γ : D →W ⊆ E
is of class C1, γ′ : D → W ′ ⊆ F is of class Ck for some k ≥ 1, and that γ˙ = Ω(γ, γ′) holds for a
smooth map Ω: W ×W ′ → E. Then, γ is of class Ck+1.
Proof. This follows inductively from Lemma 3 and Lemma 4.
Corollary 3. Let F1, F2, E be Hausdorff locally convex vector spaces; and γi : D → Wi ⊆ Fi be of
class Ck for i = 1, 2, for some k ≥ 1. Suppose furthermore that Ω: W1 × F2 → E is smooth, as
well as linear in the second argument. Then, δ : D ∋ t 7→ Ω(γ1, γ2) is of class C
k; and δ(p), for
1 ≤ p ≤ k, can be written as a finite sum of terms of the form5
([∂1]
mΩ)
(
γ1, γ
(z1)
1 , . . . , γ
(zm)
1 , γ
(q)
2
)
for certain 0 ≤ z1, . . . , zm, q ≤ p, m ≥ 1.
Proof. Lemma 4 shows that δ is of class Ck; and the rest follows inductively from b), d), e).
Lemma 5. Let F1, F2, E be Hausdorff locally convex vector spaces with systems of continuous
seminorms Q1,Q2,P. Suppose that W1 ⊆ F1 is open; and that Ω: W1×F2 → E is smooth, as well
as linear in the second argument. Then,
1) For p ∈ P and u ∈ N fixed, there exist m ∈ Q1 and q ∈ Q2, such that for each [r, r
′] ∈ K and
γ ∈ Cu([r, r′],W1) with m
u
∞(γ) ≤ 1, we have
pp(Ω(γ, ψ)) ≤ qp(ψ) ∀ ψ ∈ Cu([r, r′], F2), 0 ≤ p ≤ u.
2) For p ∈ P, u ∈ N, and γ ∈ Cu([r, r′],W1) fixed, there exists some q ∈ Q2 with
pp(Ω(γ, ψ)) ≤ qp(ψ) ∀ ψ ∈ Cu([r, r′], F2), 0 ≤ p ≤ u.
Proof. The proof is elementary, and can be found in Appendix A.5.
5Evidently, [∂1]
mΩ is continuous, as well as multilinear in the last m+ 1 arguments.
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3.3.3 The Riemann Integral
Let F be a Hausdorff locally convex vector space with system of continuous seminorms Q, and
completion F . We denote the Riemann integral of γ ∈ C0([r, r′], F ) by
∫
γ(s) ds ∈ F ; and define∫ b
a γ(s) ds :=
∫
γ|[a,b](s) ds,
∫ a
b γ(s) ds := −
∫ b
a γ(s) ds,
∫ c
c γ(s) ds := 0 (20)
for r ≤ a < b ≤ r′, c ∈ [r, r′] ∈ K. Clearly, the Riemann integral is linear, with∫ c
a γ(s) ds =
∫ b
a γ(s) ds+
∫ c
b γ(s) ds ∀ r ≤ a < b < c ≤ r
′, (21)
q
( ∫ t
r γ(s) ds
)
≤
∫ t
r q(γ(s)) ds ∀ t ∈ [r, r
′], q ∈ Q. (22)
It is furthermore not hard to see that
Γ ∈ C1([r, r′], F ) with Γ˙ = γ holds for Γ: [r, r′] ∋ t 7→
∫ t
r γ(s) ds. (23)
More importantly, we have, cf. [2]
γ(t)− γ(r) =
∫ t
r γ˙(s) ds ∈ F ∀ t ∈ [r, r
′], γ ∈ C1([r, r′], F ). (24)
From this, we obtain
∫
γ(s) ds = Γ(̺(ℓ′))− Γ(̺(ℓ))
(24)
=
∫
∂t(Γ ◦ ̺)(s) ds
d)
=
∫
˙̺(s) · γ(̺(s)) ds (25)
for each γ ∈ C0([r, r′], F ), and each ̺ : [ℓ, ℓ′] → [r, r′] of class C1 with ̺(ℓ) = r and ̺(ℓ′) = r′.
Moreover,
Lemma 6. For each γ ∈ C1([r, r′], F ), we have
q(γ(t)− γ(r)) ≤
∫ t
r q(γ˙(s)) ds ∀ t ∈ [r, r
′], q ∈ Q.
Proof. Combine (22) with (24).
Remark 1 (Banach Spaces). Suppose that E,F are Banach spaces; and that f : F ⊇ U → E is of
class Cn+1 for some n ≥ 1. Then, using Lemma 1 and Lemma 6, one can show that f is of class
Cn in the Fre´chet sense, cf. also [9]. In particular, if f is of class C∞, then f is smooth in the
Fre´chet sense. ‡
Lemma 7. Suppose that f : F ⊇ U → E is of class C2; and that γ : D → F ⊆ F is continuous at
t ∈ D, such that limh→0 1/h · (γ(t+ h)− γ(t)) =: X ∈ F exists. Then, we have
limh→0 1/h · (f(γ(t+ h))− f(γ(t))) = dγ(t)f (X).
Proof. The proof is elementary, and can be found in Appendix A.6.
We finally need to discuss the Riemann integral for piecewise continuous curves:
• We let CP0([r, r′], F ) denote the set of piecewise C0-curves on [r, r′] ∈ K; i.e., all γ : [r, r′] → F
such that there exist r = t0 < . . . < tn = r
′ as well as γ[p] ∈ C0([tp, tp+1], F ) for p = 0, . . . , n− 1
with
γ|(tp,tp+1) = γ[p]|(tp ,tp+1) ∀ p = 0, . . . , n− 1.
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• We let CoP([r, r′], F ) denote the set of piecewise constant curves on [r, r′] ∈ K; i.e., all γ : [r, r′]→
F such that there exist r = t0 < . . . < tn = r
′ as well as X0, . . . ,Xn−1 ∈ F with
γ|(tp,tp+1) = Xp ∀ p = 0, . . . , n− 1.
We clearly have CoP([r, r′], F ) ⊆ CP0([r, r′], F ); and for γ ∈ CP0([r, r′], F ) as above, we define∫
γ(s) ds :=
∑n−1
p=0
∫
γ[p](s) ds. (26)
A standard refinement argument in combination with (21) then shows that this is well defined;
i.e., independent of any choices we have made. We define
∫ b
a γ(s) ds and
∫ c
c γ(s) ds as in (20); and
observe that (26) is linear and fulfills (21).
3.4 Some Estimates for Lie Groups
In this subsection, we collect some elementary estimates concerning Lie group operations and
coordinate changes that will be relevant for our argumentation in the main text. Let thus G be an
infinite dimensional Lie group (in Milnor’s sense) that is modeled over the Hausdorff locally convex
vector space E, with system of continuous seminorms P in the following.
3.4.1 Lie Group Operations
We observe that Ad: G× g→ g is smooth (continuous) by a), because Conj smooth with
Adg(X) = d(g,e)Conj(0,X) ∀ g ∈ G, X ∈ g.
We thus obtain from Lemma 1 and Corollary 1 that:
• For each q ∈ P, there exists some q ≤ n ∈ P, as well as V ⊆ G symmetric open with e ∈ V ,
such that
q(Adg(X)) ≤ n(X) ∀ g ∈ V, X ∈ g. (27)
• For each n ∈ P, and each compact C ⊆ G, there exists some n ≤ m ∈ P, as well as O ⊆ G open
with C ⊆ O, such that
n ◦ Adg ≤ m ∀ g ∈ O. (28)
Similarly, the maps
ω : V× E → g, (x,X) 7→ dΞ−1(x)R[Ξ−1(x)]−1(dxΞ
−1(X)) (29)
υ : V× g→ E, (x,X) 7→
(
dΞ−1(x)Ξ ◦ deRΞ−1(x)
)
(X) (30)
are smooth, as they can be written as
ω(x,X) = d(x,x)Ω(0,X) and υ(x,X) = d(x,e)Υ(0,X) (31)
for the smooth maps
Ω: V× V→ G, (x, y) 7→ m(Ξ−1(y), [Ξ−1(x)]−1)
Υ: V× U→ E, (x, g) 7→ (Ξ ◦m)
(
g,Ξ−1(x)
)
.
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Thus, by Lemma 1, for each v ∈ P, there exists some V ≺ w ∈ P with v ≤ w, such that
v(ω(x,X)) ≤ w(X) ∀ x ∈ Bw,1 , X ∈ E (32)
v(υ(x,X)) ≤ w(X) ∀ x ∈ B
w,1, X ∈ g. (33)
More generally, we obtain from a) and e) that ω is smooth with
ω[n] := [∂1]
nω : V× En+1 → g (34)
continuous as well as multilinear in the last n + 1 arguments, for each n ∈ N. For each p ∈ N and
v ∈ P, there thus exists some V ≺ w ∈ P with v ≤ w, such that
(v ◦ ω[q])(x,X1, . . . ,Xq+1) ≤ w(X1) · . . . ·w(Xq+1) (35)
holds for all x ∈ Bw,1, X1, . . .,Xq+1 ∈ E, and 0 ≤ q ≤ p.
Finally, since inv : G → G is smooth, for each m ∈ P, there exists some V ≺ n ∈ P with m ≤ n,
such that m ◦ dx(Ξ ◦ inv ◦ Ξ
−1) ≤ n holds for each x ∈ Bn,1. We thus obtain from Lemma 6 that
m ◦ Ξ ◦ inv ◦ Ξ−1 ≤ n holds on Bn,1, (36)
just by considering the curve γX : [0, 1] ∋ t 7→ t ·X for each X ∈ Bn,1.
3.4.2 Coordinate Changes
For h ∈ G, we define Ξh(g) := Ξ(h
−1 · g) for each g ∈ h · U; i.e.,
[Ξh]
−1(x) = h · Ξ−1(x) ∀ x ∈ V.
Let now C ⊆ U be a fixed compact:
• We choose C˜, U ⊆ U open with C ⊆ C˜ and e ∈ U , such that C˜ · U ⊆ U holds.
• We let U ′ := Ξ(U), and observe that
ξ : C˜× U ′ → V, ( c˜, u′) 7→ (Ξ ◦m)(c˜,Ξ−1(u′))
is well defined and smooth; i.e., that Θ ≡ ∂2 ξ : C˜ × U
′ × E → E is continuous, and linear in E.
Let now p ∈ P be fixed:
• Corollary 1, applied to Φ ≡ Θ, X ≡ C˜×U ′, F1 ≡ E, and K ≡ C×{0}, provides us with an open
subset O ⊆ C˜ × U ′ containing C× {0}, as well as u ≡ q1 ∈ P, such that
(p ◦Θ)(z,X) ≤ u(X) ∀ z ∈ O, X ∈ E
holds. We fix an open neighbourhood W ⊆ U of e with C ·W × Ξ(W ) ⊆ O, and obtain
(p ◦Θ)(g · h,Ξ(q),X) ≤ u(X) ∀ g ∈ C, h ∈W, q ∈W, X ∈ E. (37)
• Here, we can assume that Ξ(W ) is convex; and choose V ⊆ W symmetric open with e ∈ V and
V · V ⊆W . Moreover, since P is filtrating, we can additionally assume that Bu,1 ⊆ Ξ(V ) holds.
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We obtain
Lemma 8. Let C ⊆ U be compact. Then, for each p ∈ P, there exists some p ≤ u ∈ P, and a
symmetric open neighbourhood V ⊆ U of e with C · V ⊆ U and Bu,1 ⊆ Ξ(V ), such that
p(Ξ(q)− Ξ(q′)) ≤ u(Ξg·h(q)− Ξg·h(q
′)) ∀ q, q′ ∈ g · V, h ∈ V
holds for each g ∈ C.
Proof. We choose V,W , u as above. Then, for g ∈ C, q, q′ ∈ g · V , and h ∈ V fixed, we define
• x := Ξg·h(q), x
′ := Ξg·h(q
′) ∈ Ξ(V · V ) ⊆ Ξ(W ),
• δ : [0, 1] → Ξ(W ), t 7→ x′ + t · (x− x′),
• γ := ξ(g · h, δ).
We conclude from (37) and Lemma 6 that
p(Ξ(q) − Ξ(q′)) = p(ξ(g · h, δ(1)) − ξ(g · h, δ(0))
= p(γ(1) − γ(0)) ≤
∫
p(γ˙(s)) ds
= p
( ∫
Θ(g · h, δ(s), δ˙(s)) ds
)
≤
∫
u(δ˙(s)) ds =
∫
u(x− x′) ds
= u(Ξg·h(q)− Ξg·h(q
′))
holds, which shows the claim.
3.5 The Evolution Map
We now introduce the central object of this paper – the evolution map – and discuss its most
important properties.
3.5.1 The Right Logarithmic Derivative
The right logarithmic derivative is defined by
δr : C1(D,G)→ C0(D, g), µ 7→ dµRµ−1(µ˙) ∀D ∈ I.
Then, for each µ ∈ C1(D,G), g ∈ G, I ∋ D′ ⊆ D, and each ρ : I ∋ D′′ → D of class C1, we have
δr(µ · g) = δr(µ) δr(µ|D′) = δ
r(µ)|D′ δ
r(µ ◦ ̺) = ˙̺ · δr(µ) ◦ ̺. (38)
Moreover, for µ, ν ∈ C1(D,G), we conclude from the product rule (15) that
δr(µ · ν) = δr(µ) + Adµ(δ
r(ν)) (39)
holds; thus,
0 = δr(µ−1µ) = δr(µ−1) + Adµ−1(δ
r(µ)) =⇒ δr(µ−1) = −Adµ−1(δ
r(µ)) (40)
δr(µ−1ν) = δr(µ−1) + Adµ−1(δ
r(ν)). (41)
Here, we denote µ−1 := inv ◦ µ for each µ ∈ C0(D, g) in the following. Then, combining (41) with
the right side of (40), we obtain
δr(µ−1ν) = Adµ−1(δ
r(ν)− δr(µ)) ∀ µ, ν ∈ C1(D,G). (42)
We conclude that
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Lemma 9. Let µ, ν ∈ C1(D,G) for D ∈ I be given. Then, we have
δr(µ) = δr(ν) ⇐⇒ ν = µ · g holds for some g ∈ G.
Proof. By (38), we have δr(µ) = δr(µ · g) for each g ∈ G; which shows the one direction. For the
other direction, we fix τ ∈ D, define α := µ−1ν · g for g := ν−1(τ) · µ(τ), and obtain
δr(α)
(38)
= δr(µ−1ν)
(42)
= 0;
thus, α˙ = 0 as dqRq−1 is bijective for each q ∈ G. For each [r, r
′] ⊆ D with τ ∈ [r, r′] and
α([r, r′]) ⊆ U, we thus obtain from (24) that (Ξ ◦ α)|[r,r′] = 0 holds; so that the claim follows from
a standard supremum-contradiction argument.
We furthermore obtain
Lemma 10. Let D ∈ I and k ∈ N be fixed. Then,
1) δr(µ) ∈ Ck(D, g) holds for each µ ∈ Ck+1(D,G).
2) µ ∈ Ck+1(D,G) holds for each µ ∈ C1(D,G) with δr(µ) ∈ Ck(D, g).
Proof. By the second identity in (38), in both situations it suffices to show that for each t ∈ D there
exists an open interval J ⊆ R containing t, such that the claim holds for ν := µ|D∩J . Moreover, by
the first identity in (38), we can additionally assume that im[ν] ⊆ U holds, just by shrinking J if
necessary. We let γ := Ξ ◦ ν, and obtain
• δr(ν) = ω(γ, γ˙) for ω defined by (29); so that 1) is clear from Lemma 4.
• γ˙ = υ(γ, δr(ν)) for υ defined by (30); so that 2) is clear from Corollary 2.
This establishes the proof.
Finally, if H is a Lie group, and Ψ: G→ H a C1-Lie group homomorphism, we immediately obtain
δr(Ψ ◦ µ) = deΨ ◦ δ
r(µ) ∀ µ ∈ C1(D,H), D ∈ I. (43)
3.5.2 The Product Integral
We define
D :=
⊔
[r,r′]∈KD[r,r′] with D[r,r′] := δ
r(C1([r, r′], G)) for each [r, r′] ∈ K.
Then, Lemma 9 shows that Evol[r,r′] : D[r,r′] → C
1([r, r′], G) given by
Evol[r,r′](δ
r(µ)) := µ · µ−1(r) ∀ µ ∈ C1([r, r′], G), [r, r′] ∈ K
is well defined; and we let
Evolk[r,r′] ≡ Evol|Dk
[r,r′]
for Dk[r,r′] := D[r,r′] ∩ C
k([r, r′], g)
evolk[r,r′] : D
k
[r,r′] ∋ φ 7→ Evol[r,r′](φ)(r
′) ∈ G
for [r, r′] ∈ K and k ∈ N ⊔ {lip,∞}. Moreover, for k ∈ N ⊔ {∞} and [r, r′] ∈ K, we define
Ck∗ ([r, r
′], G) := {µ ∈ Ck([r, r′], G) | µ(r) = e};
and obtain that
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Corollary 4. For each k ∈ N ⊔ {lip,∞} and [r, r′] ∈ K, we have
Evolk[r,r′] : D
k
[r,r′] → C
k+1
∗ ([r, r
′], G).
Proof. The claim is clear from Lemma 10.2).
The product integral is given by∫ b
a φ := Evol
k
[a,b](φ|[a,b])(b),
∫
φ :=
∫ r′
r φ,
∫ c
c φ := e
for each φ ∈ Dk[r,r′] with k ∈ N ⊔ {lip,∞}, r ≤ a < b ≤ r
′, and c ∈ [r, r′]. Then,
a) We conclude from (39) that∫ t
r φ ·
∫ t
r ψ =
∫ t
r φ+Ad
∫ •
r
φ(ψ) ∀ φ,ψ ∈ D[r,r′], t ∈ [r, r
′].
b) We conclude from (42) that[∫ t
r φ
]−1[∫ t
r ψ
]
=
∫ t
r Ad[
∫ •
r φ]
−1(ψ − φ) ∀ φ,ψ ∈ D[r,r′], t ∈ [r, r
′].
c) We conclude from (40) that[∫ t
r φ
]−1
=
∫ t
r −Ad[
∫ •
r φ]
−1(φ) ∀ φ ∈ D[r,r′], t ∈ [r, r
′].
d) For r = t0 < . . . < tn = r
′ and φ ∈ D[r,r′], we conclude from the first two identities in (38) that∫ t
r φ =
∫ t
tp
φ ·
∫ tp
tp−1 φ · . . . ·
∫ t1
t0
φ ∀ t ∈ (tp, tp+1], p = 0, . . . , n− 1.
e) For ̺ : [ℓ, ℓ′]→ [r, r′] of class C1, we conclude from the last identity in (38) that∫ ̺
r φ =
[∫ •
ℓ ˙̺ · φ ◦ ̺
]
·
[∫ ̺(ℓ)
r φ
]
∀ φ ∈ D[r,r′].
f) We conclude from (43) that for each C1-Lie group homomorphism Ψ: G→ H, we have
Ψ ◦
∫ •
r φ =
∫ •
r deΨ ◦ φ ∀ φ ∈ D[r,r′].
Example 1. For [r, r′] ∈ K fixed, we let ̺ : [r, r′]→ [r, r′], t 7→ r + r′ − t; and define
D[r,r′] ∋ inv(φ) := ˙̺ · φ ◦ ̺ : [r, r
′] ∋ t 7→ −φ(r + r′ − t) ∀ φ ∈ D[r,r′].
We let [ℓ, ℓ′] ≡ [r, r′]; and obtain from e) that
e =
∫ ̺(r′)
r φ
e)
=
[∫ r′
r inv(φ)
]
·
[∫ r′
r φ
]
holds, thus [
∫
φ]−1 =
∫
inv(φ),
which will be useful for our argumentation in Sect. 7.2.3. ‡
Lemma 11. Let [r, r′] ∈ K, and k ∈ N ⊔ {lip,∞} be fixed; and suppose that we are given φ ∈
Ck([r, r′], g) and r = t0 < . . . < tn = r
′, such that φ|[tp,tp+1] ∈ D
k
[tp,tp+1]
holds for p = 0, . . . , n − 1.
Then, we have φ ∈ Dk[r,r′] with∫ t
r φ =
∫ t
tp
φ ·
∫ tp
tp−1 φ · . . . ·
∫ t1
t0
φ ∀ t ∈ (tp, tp+1], p = 0, . . . , n− 1.
Proof. The proof is elementary, and can be found in Appendix A.7.
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3.5.3 Semiregularity
We say that G is Ck-semiregular for k ∈ N ⊔ {lip,∞} iff Dk[0,1] = C
k([0, 1], g) holds. Then,
Lemma 12. G is Ck-semiregular iff
Dk[r,r′] = C
k([r, r′], g) holds for each [r, r′] ∈ K.
Proof. The one direction is evident. For the other direction, we fix [r, r′] ∈ K, and let
̺ : [r, r′]→ [0, 1], t 7→ |t− r|/|r′ − r|.
Then, for φ ∈ Ck([r, r′], g) given, we define ψ := |r′ − r| · φ ◦ ̺−1 ∈ Ck([0, 1], g), and choose
ν ∈ Ck+1([0, 1], g) with δr(ν) = ψ. Then, the last identity in (38) gives
δr(ν ◦ ̺) = |r′ − r|−1 · ψ ◦ ̺ = φ,
which proves the claim.
We say that G admits an exponential map iff φX |[0,1] ∈ D[0,1] holds, for each constant curve
φX : R ∋ t 7→ X ∈ g; i.e., that
exp: g ∋ X 7→
∫ 1
0 φX ∈ G
is well defined.
3.5.4 Continuity
We say that evolk[r,r′] is C
p-continuous for p ≤ k ∈ N ⊔ {lip,∞} (we let 0 ≤ lip ≤ lip ≤ 1) and
[r, r′] ∈ K iff it is continuous w.r.t. seminorms {ps∞}p∈P, sp. We say that G is
• p.k-continuous for p  k iff evolk[r,r′] is C
p-continuous for each [r, r′] ∈ K,
• k-continuous iff G is k.k-continuous.
Then,
Lemma 13. We have Adµ(φ) ∈ C
k([r, r′], g) for each µ ∈ Ck+1([r, r′], G), φ ∈ Ck([r, r′], g), and
k ∈ N ⊔ {lip,∞}.
Proof. Since Ad: G× g→ g is smooth, the claim is clear for k ∈ N⊔ {∞}. The case where k = lip
holds is proven in Appendix A.8.
Lemma 14. Let [r, r′] ∈ K, k ∈ N ⊔ {lip,∞}, and φ ∈ Dk[r,r′] be fixed. Then, for each p ∈ P and
s  k, there exists some p ≤ q ∈ P with
pp
(
Ad[∫ •r φ]−1(ψ)
)
≤ qp(ψ) ∀ ψ ∈ Ck([r, r′], g), 0 ≤ p ≤ s.
Proof. Decomposing [r, r′] if necessary, we can assume that im[
∫ •
r φ] is contained in the domain of
a fixed chart Ξ˜. The claim then follows from Lemma 5.2), applied to Ω ≡ Ad(inv ◦ Ξ˜−1(·), ·), u ≡ s,
and the Cs-curve γ ≡ Ξ˜ ◦
∫ •
r φ.
We obtain that
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Lemma 15. G is p.k-continuous iff evolk[0,1] is C
p-continuous at zero.
Proof. The one direction is evident; and the other direction follows from Lemma 13, Lemma 14,
and b) once we have shown that evolk[r,r′] is C
p-continuous at zero if evolk[r,r′] is C
p-continuous at
zero. For this, we apply e) to
̺ : [0, 1]→ [r, r′], t 7→ r + t · |r′ − r|;
and conclude that evolk[r,r′] = evol
k
[0,1] ◦ η holds, for the C
p-continuous map (use d))
η : Ck([r, r′], g)→ Ck([0, 1], g), φ 7→ ˙̺ · φ ◦ ̺ ≡ |r′ − r| · φ ◦ ̺.
From this, the claim is clear.
3.6 Supplementary Material
In this subsection, we provide the proofs of the supplementary statements made but not verified in
Sect. 2. First,
Lemma 16. Suppose that G is abelian; and let k ∈ N⊔ {lip,∞} be fixed. Then, G is k-continuous
iff G is 0.k-continuous.
Proof. The one directions is evident. For the other direction, we suppose that G is k-continuous.
Then, p ∈ P given, there exist q ∈ P and s  k, such that
qs∞(ψ) ≤ 1 for ψ ∈ D
k
[0,1] =⇒ (p ◦ Ξ)(
∫
ψ) ≤ 1. (44)
Then, for φ ∈ Dk[0,1] with q∞(φ) ≤ 1, we choose n ≥ 1 such large that q
s
∞(φ) ≤ n holds; and define
ψp := φ ◦ ̺p for ̺p : [0, 1/n] ∋ t 7→ p/n+ t ∈ [p/n, (p+ 1)/n] ∀ p = 0, . . . , n− 1.
By e), we have
∫
φ|[p/n,(p+1)/n] =
∫
ψp for p = 0, . . . n− 1; and obtain from a), d), and e) that
6
∫
φ =
∫
ψn−1 · . . . ·
∫
ψ0 =
∫ 1/n
0 ψn−1 + . . .+ ψ0 =
∫ 1
0 1/n · (ψ0 + . . .+ ψn−1) ◦ ̺︸ ︷︷ ︸
ψ∈Dk
[0,1]
(45)
holds, for ̺ : [0, 1] ∋ t 7→ t/n ∈ [0, 1/n]. Then, d) gives qs∞(ψ) ≤ 1; so that (44) provides us with
(p ◦ Ξ)
(∫
φ
) (45)
= (p ◦ Ξ)
(∫
ψ
)
≤ 1.
The rest is clear from Lemma 15.
Second, let us say that G is L1-continuous iff evol0[r,r′] is continuous w.r.t. the seminorms (12)
for each [r, r′] ∈ K. Then,
Lemma 17. G is 0-continuous iff G is L1-continuous.
6It is obvious from the definitions that Adg = idg holds for each g ∈ G if G is abelian.
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Proof. The one direction is evident. Let thus G be 0-continuous, fix p ∈ P; and choose q ∈ P with
q∞(ψ) ≤ 1 for ψ ∈ D
0
[0,2] =⇒ (p ◦ Ξ)(
∫
ψ) ≤ 1. (46)
Then, for φ ∈ D0[r,r′] with q
∫ (φ) ≤ 1, we define
λ : [r, r′]→ [0, 2], t 7→ t−rr′−r · (2− q
∫ (φ)) +
∫ t
0 q(φ(s)) ds;
and consider the C1-diffeomorphism ̺ := λ−1 : [0, 2] → [r, r′]. Then,
∫
φ =
∫
ψ holds for ψ :=
˙̺ · φ ◦ ̺ ∈ D0[0,2] by e), with
˙̺ = (λ˙ ◦ ̺)−1 = (2− q∫ (φ))/|r′ − r|+ q(φ ◦ ̺))−1 ≤ q(φ ◦ ̺)−1.
We thus have q∞(ψ) ≤ 1; so that the claim is clear from (46).
Finally, let us collect some properties of the exponential map.
Remark 2.
1) Suppose we have φX |[0,1] ∈ D[0,1] for some X ∈ g. Then, Lemma 11 (and e)) shows that
φX |[0,n] ∈ D[0,n] holds for each n ≥ 1; and, e) applied to ̺ : [0, 1] → [0, s · n], t 7→ s · n · t for
0 < s ≤ 1, gives
∫ s·n
0 φX
e)
=
∫ 1
0 φs·n·X ≡ exp(s · n ·X) ∀ 0 < s ≤ 1.
We thus have R≥0 ·X ⊆ dom[exp] with
exp(t ·X) =
∫ t
0 φX ∀ t ≥ 0. (47)
It follows that R ∋ t 7→ exp(t ·X) is a smooth Lie group homomorphism, cf. Appendix A.9.
2) Suppose that G is C∞-semiregular; and that evol∞[0,1] is of class C
p w.r.t. the C∞-topology, for
some p ∈ N ⊔ {∞}. Then, exp is of class Cp, because
ps∞(φX) = p(X) ∀ p ∈ P, s ∈ N, X ∈ g
shows that g ∋ X 7→ φX ∈ C
∞([0, 1], g) is smooth.
3) If G is abelian with exp: g→ G of class C1, then we have, cf. Appendix A.10∫
φ = exp(
∫
φ(s) ds) for each φ ∈ C0([0, 1], g) with
∫ t
0 φ(s) ds ∈ g ∀ t ∈ [0, 1];
which is obviously continuous w.r.t. the seminorms p∞, p∫ for p ∈ P. ‡
4 Auxiliary Results
In this section, we prove further continuity statements for the evolution map; and discuss piecewise
integrable curves.
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4.1 Continuity of the Evolution Map
Lemma 18. Suppose that G is p.k-continuous; and let [r, r′] ∈ K be fixed. Then, for each p ∈ P,
there exist p ≤ q ∈ P and s  p, such that
qs∞(φ) ≤ 1 for φ ∈ D
k
[r,r′] =⇒ (p ◦ Ξ)(
∫ •
r φ) ≤ 1.
Proof. By continuity, there exist p ≤ q ∈ P and s  p, such that
qs∞(ψ) ≤ 1 for ψ ∈ D
k
[r,r′] =⇒ (p ◦ Ξ)(
∫ •
r ψ) ≤ 1. (48)
Let now φ ∈ Dk[r,r′] with q
s
∞(φ) ≤ 1, and r < τ ≤ r
′ be fixed. We define ψ := φ|[r,τ ] as well as
̺ : [r, r′]→ [r, τ ], t 7→ r + |t− r| · c for c := τ−rr′−r ≤ 1.
Then,
∫ τ
r φ ≡
∫
ψ =
∫
˙̺ · ψ ◦ ̺ holds by e), with ˙̺ · ψ ◦ ̺ ∈ Dk[r,r′] as well as
qs∞( ˙̺ · ψ ◦ ̺) = q
s
∞(c · ψ ◦ ̺)
d)
≤ qs∞(φ) ≤ 1.
We thus obtain from (48) that
(p ◦ Ξ)(
∫ τ
r φ) = (p ◦ Ξ)(
∫
ψ) = (p ◦ Ξ)(
∫
˙̺ · ψ ◦ ̺) ≤ 1
holds, from which the claim is clear.
We inductively obtain
Lemma 19. Suppose that G is k-continuous; and let [r, r′] ∈ K be fixed. Then, for each p ∈ P and
u  k, there exist p ≤ q ∈ P and s  k, such that
qs∞(φ) ≤ 1 for φ ∈ D
k
[r,r′] =⇒ p
u
∞
(
Ξ ◦
∫ •
r φ
)
≤ 1.
Confer [3] for the case that G is Ck-semiregular .
Proof. By Lemma 18, we can assume that the claim is proven for some 0 ≤ u < k. In particular,
there exist m ∈ P and o  k, such that
γ := Ξ ◦ Evolk[r,r′] : {φ ∈ D
k
[r,r′] | m
o
∞(φ) ≤ 1} → C
k+1
∗ ([r, r
′],V), φ 7→ Ξ ◦
∫ •
r φ
is well defined. Let thus φ ∈ Dk[r,r′] with m
o
∞(φ) ≤ 1 be given. Then,
• We have γ(φ)(1) = υ(γ(φ), φ), for υ defined by (30); so that Corollary 3 shows that γ(φ)(u+1) =∑d
i=1 αi(φ) holds, with
αi : φ 7→ ([∂1]
miυ)
(
γ(φ),γ(φ)(z[i]1), . . . ,γ(φ)(z[i]mi ), φ(qi)
)
for certain 0 ≤ z[i]1, . . . , z[i]mi , qi ≤ u and mi ≥ 1, for i = 1, . . . , d.
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• For p ∈ P fixed, Lemma 1 provides us with an open neighbourhood V ⊆ V of 0, as well as w ∈ P,
such that
(p ◦ [∂1]
miυ)
(
x,γ(φ)(z[i]1), . . . ,γ(φ)(z[i]mi ), φ(qi)
)
≤ w
(
γ(φ)(z[i]1)
)
· . . . ·w
(
γ(φ)(z[i]mi )
)
· w
(
φ(qi)
)
≤
[
wu∞(γ(φ))
]mi · wu∞(φ)
(49)
holds, for each x ∈ V and i = 1, . . . , d.
We choose V ≺ v ∈ P with d · w, p,m ≤ v; and apply the induction hypotheses in order to fix
v ≤ q ∈ P and o  s  k, such that
qs∞(φ) ≤ 1 for φ ∈ D
k
[r,r′] =⇒ v
u
∞(γ(φ)) ≡ v
u
∞
(
Ξ ◦
∫ •
r φ
)
≤ 1.
In particular, then for φ ∈ Dk[r,r′] with q
s
∞(φ) ≤ 1, we have
• im[γ(φ)] ⊆ V and qo∞(φ) ≤ 1; so that (49) gives
p
(
γ(φ)(u+1)
)
≤ d · wu∞(φ) ≤ v
u
∞(φ) ≤ q
u
∞(φ).
• pu∞(γ(φ)) ≤ v
u
∞(γ(φ)) ≤ 1.
For s˜ := max(s,u) and φ ∈ Dk[r,r′] with q
s˜
∞(φ) ≤ 1, we thus have
p
(
γ(φ)(u+1)
)
≤ qu∞(φ) ≤ q
s˜
∞(φ) ≤ 1 and p
u
∞(γ(φ)) ≤ 1;
thus, pu+1∞ (γ(φ)) ≤ 1. The claim thus follows inductively.
We furthermore obtain that
Lemma 20. Suppose that G is p.k-continuous; and let [r, r′] ∈ K be fixed. Then, for each p ∈ P,
there exist p ≤ q ∈ P and s  p, such that
qs∞(φ) ≤ 1 for φ ∈ D
k
[r,r′] =⇒ (p ◦ Ξ)
(∫ •
r φ
)
≤
∫ •
r q(φ(s)) ds.
Proof. We choose w as in (33) for v ≡ p there; and let q, s be as in Lemma 18 for p ≡ w there –
i.e., we have p ≤ w ≤ q. Then, for φ ∈ Dk([r, r′], g) with qs∞(φ) ≤ 1, we have (w ◦ Ξ)
(∫ •
r φ
)
≤ 1
by Lemma 18; and obtain from (33) that for γ := Ξ ◦ µ with µ :=
∫ •
r φ we have
p(γ˙) = p
(
υ(γ, δr(µ)))
)
≤ w(φ) ≤ q(φ).
The claim thus follows from Lemma 6.
4.2 Estimates in Charts
In this subsection, we prove certain statements that we will need for our differentiability discussions
in Sect. 8. We start with a variation of Lemma 14.
Lemma 21. Suppose that G is k-continuous; and let [r, r′] ∈ K be fixed. Then, for each p ∈ P and
u  k, there exist p ≤ m ∈ P and s  k, such that
pp
(
Ad[∫ •r φ]−1(ψ)
)
≤ mp(ψ) ∀ ψ ∈ Ck([r, r′], g), 0 ≤ p ≤ u
holds for each φ ∈ Dk[r,r′] with m
s
∞(φ) ≤ 1.
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Proof. Since P is filtrating, Lemma 5.1) applied to
Ω: V× g→ g, (x,X) 7→ Ad((inv ◦ Ξ−1)(x),X)
provides us with some p ≤ q ∈ P, such that for each φ ∈ Dk[r,r′] with q
u
∞
(
Ξ ◦
∫ •
r φ
)
≤ 1, we have
pp
(
Ad[∫ •r φ]−1(ψ)
)
≤ qp(ψ) ∀ ψ ∈ Ck([r, r′], g), 0 ≤ p ≤ u.
By Lemma 19, there exist q ≤ m ∈ P and s  k, such that qu∞
(
Ξ ◦
∫ •
r φ
)
≤ 1 holds for each
φ ∈ Dk[r,r′] with m
s
∞(φ) ≤ 1; from which the claim is clear.
Together with Lemma 19, this shows
Lemma 22. Suppose that G is k-continuous; and let [r, r′] ∈ K be fixed. Then, for each p ∈ P,
there exist p ≤ m ∈ P and u  k, such that
(p ◦ Ξ)
(
[
∫ •
r φ]
−1[
∫ •
r ψ]
)
≤
∫ •
r m(ψ(s)− φ(s)) ds
holds for all φ,ψ ∈ Dk[r,r′] with m
u
∞(φ), m
u
∞(ψ − φ) ≤ 1.
Proof. We choose p ≤ q ∈ P and s  k as in Lemma 20. Then, Lemma 21 provides us with some
q ≤ m ∈ P and o  k, such that for each φ ∈ Dk[r,r′] with m
o
∞(φ) ≤ 1, we have
qp
(
Ad[∫ •r φ]−1(χ)
)
≤ mp(χ) ∀ χ ∈ Ck([r, r′], g), 0 ≤ p ≤ s. (50)
We let u := max(o, s); and recall that, cf. b)
[
∫ t
r φ]
−1[
∫ t
r ψ] =
∫ t
r Ad[
∫ •
r φ]
−1(ψ − φ) ∀ t ∈ [r, r′], φ, ψ ∈ Dk[r,r′] (51)
holds. For φ,ψ ∈ Dk[r,r′] with m
u
∞(φ), m
u
∞(ψ − φ) ≤ 1, we thus have
qs∞
(
Ad[∫ •r φ]−1(ψ − φ)
) (50)
≤ ms∞(ψ − φ) ≤ m
u
∞(ψ − φ) ≤ 1;
so that the claim is clear from Lemma 20, (51), and (50) for p ≡ 0 there.
We conclude that
Proposition 1. Suppose that G is k-continuous; and let [r, r′] ∈ K be fixed. Then, for each p ∈ P,
there exist p ≤ m ∈ P and s  k, such that
p
(
Ξ
(∫ •
r φ
)
− Ξ
(∫ •
r ψ
))
≤
∫ •
r m(ψ(s)− φ(s)) ds
holds for all φ,ψ ∈ Dk[r,r′] with m
s
∞(φ), m
s
∞(ψ), m
s
∞(ψ − φ) ≤ 1.
Proof. We let p ≤ u ∈ P and V be as in Lemma 8 for C ≡ {e} there, i.e., we have Bu,1 ⊆ Ξ(V ).
By Lemma 18, there exist u ≤ q ∈ P and o  k, such that
qo∞(χ) ≤ 1 for χ ∈ D
k
[r,r′] =⇒ (u ◦ Ξ)
(∫ •
r χ
)
≤ 1 =⇒
∫ •
r χ ∈ V.
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Then, for φ,ψ with qo∞(φ) ≤ 1, q
o
∞(ψ) ≤ 1, Lemma 8 applied to q ≡
∫ •
r φ, q
′ ≡
∫ •
r ψ, h ≡
∫ •
r φ ∈ V ,
and g ≡ e gives
p
(
Ξ
(∫ •
r φ
)
− Ξ
(∫ •
r ψ
))
≤ u
(
Ξ∫ •
r φ
(∫ •
r φ
)
− Ξ∫ •
r φ
(∫ •
r ψ
))
= (u ◦ Ξ)
(
[
∫ •
r φ]
−1[
∫ •
r ψ]
)
.
We choose u ≤ m ∈ P and u  k as in Lemma 22 for p ≡ u there, define s := max(o,u);
and can additionally assume that p ≤ q ≤ m holds. Then, for φ,ψ ∈ Dk[r,r′] with m
s
∞(φ) ≤
1, ms∞(ψ), m
s
∞(ψ − φ) ≤ 1, we have
p
(
Ξ
(∫ •
r φ
)
− Ξ
(∫ •
r ψ
))
≤ (u ◦ Ξ)
(
[
∫ •
r φ]
−1[
∫ •
r ψ]
)
≤
∫ •
r m(ψ(s)− φ(s)) ds
by Lemma 22.
We finally observe that
Lemma 23. Suppose that G is k-continuous; and let φ ∈ D[r,r′] be fixed. Then, for each open
neighbourhood V ⊆ G of e, there exist m ∈ P and s  k, such that
ms∞(ψ − φ) ≤ 1 for ψ ∈ D[r,r′] =⇒
∫ •
r ψ ∈
∫ •
r φ · V.
Proof. We fix V ≺ p ∈ P; and choose q ∈ P, s  k as in Lemma 18. Then, Lemma (14) provides
us with some m ∈ P, such that
qs∞
(
Ad[∫ •r φ]−1(χ)
)
≤ ms∞(χ) ∀ χ ∈ D
k
[r,r′]
holds. Then, for each ψ ∈ Dk[r,r′] with m
s
∞(ψ − φ) ≤ 1, we obtain from b) and Lemma 18 that
(p ◦ Ξ)
([∫ t
r φ
]−1[∫ t
r ψ
])
= (p ◦ Ξ)
(∫ t
r Ad[
∫ •
r φ]
−1(ψ − φ)
)
≤ 1 ∀ t ∈ [r, r′]
holds; thus, [
∫ •
r φ]
−1[
∫ •
r ψ] ∈ V , implying
∫ •
r ψ ∈
∫ •
r φ · V .
4.3 Piecewise Integrable Curves
For k ∈ N ⊔ {lip,∞} and [r, r′] ∈ K, we let DPk([r, r′], g) denote the set of all φ : [r, r′] → g, such
that there exist r = t0 < . . . < tn = r
′ and φ[p] ∈ Dk[tp,tp+1] with
φ|(tp ,tp+1) = φ[p]|(tp,tp+1) ∀ p = 0, . . . , n− 1. (52)
In this situation, we define
∫ r
r φ := e, as well as∫ t
r φ :=
∫ t
tp
φ[p] ·
∫ tp
tp−1 φ[p− 1] · . . . ·
∫ t1
t0
φ[0] ∀ t ∈ (tp, tp+1]. (53)
A standard refinement argument in combination with d) then shows that this is well defined; i.e.,
independent of any choices we have made. It is furthermore not hard to see that (cf. Appendix
B.1) for φ,ψ ∈ DPk([r, r′], g), we have Ad[∫ •r φ]−1(ψ − φ) ∈ DP
k([r, r′], g) with[∫ t
r φ
]−1[∫ t
r ψ
]
=
∫ t
r Ad[
∫ •
r φ]
−1(ψ − φ) ∀ t ∈ [r, r′]. (54)
We now finally will extend Lemma 20 for the 0.k-continuous case to the piecewise integrable setting.
For this, we fix (a bump function) ρ : [0, 1]→ [0, 2] smooth with
ρ|(0,1) > 0,
∫ 1
0 ρ(s) ds = 1 as well as ρ
(k)(0) = 0 = ρ(k)(1) ∀ k ∈ N. (55)
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Then, [r, r′] ∈ K and r = t0 < . . . < tn = r
′ given, we let
ρp : [tp, tp+1]→ [0, 2], t 7→ ρ(|t− tp|/|tp+1 − tp|) ∀ p = 0, . . . , n− 1;
and define ρ : [r, r′]→ [0, 2] by
ρ|[tp,tp+1] := ρp ∀ p = 0, . . . , n− 1.
Then, ρ is smooth with ρ(k)(tp) = 0 for each k ∈ N, p = 0, . . . , n; and (25) shows that
̺ : [r, r′]→ [r, r′], t 7→ r +
∫ t
r ρ(s) ds
holds, with ̺(tp) = tp for p = 0, . . . , n− 1. We are ready for
Lemma 24. Suppose that G is 0.k-continuous for k ∈ N ⊔ {lip,∞}; and let [r, r′] ∈ K be fixed.
Then, for each p ∈ P, there exists some p ≤ m ∈ P, such that
m∞(φ) ≤ 1 for φ ∈ DP
k([r, r′], g) =⇒ (p ◦ Ξ)(
∫ •
r φ) ≤
∫ •
r m(φ(s)) ds.
Proof. We let p ≤ q ∈ P be as in Lemma 20 (s ≡ 0); and define m := 2 · q. Then, for φ ∈
DPk([r, r′], g) with m∞(φ) ≤ 1 given, we choose r = t0 < . . . < tn = r
′ and φ[0], . . . , φ[n− 1] as in
(52), and fix µ[p] : Ip → G of class C
k+1 (Ip ⊆ R an open interval containing [tp, tp+1]) with
φ[p] = φ˜[p]|[tp,tp+1] for φ˜[p] ≡ δ
r(µ[p]) ∀ 0 ≤ p ≤ n− 1.
We construct ρ and ̺ as described above; and define ̺[p] ∈ C∞(Ip,R) by
̺[p]|(−∞,tp)∩Ip := ̺(tp) ̺[p]|[tp,tp+1] := ̺|[tp,tp+1] ̺[p]|(tp+1,∞)∩Ip := ̺(tp+1)
for p = 0, . . . , n − 1. It follows that (cf. Appendix B.2) ψ := ρ · φ ◦ ̺ ∈ Ck([r, r′], g) holds, with
ψ|[tp,tp+1] = δ
r(µ[p] ◦ ̺[p]|[tp,tp+1]) ∈ D
k
[tp,tp+1]
∀ p = 0, . . . , n− 1. (56)
Then, Lemma 11 shows that ψ ∈ Dk[r,r′] holds, with∫ t
r ψ =
∫ t
tp
ρ · φ[p] ◦ ̺ ·
∫ tp
tp−1 ρ · φ[p− 1] ◦ ̺ · . . . ·
∫ t1
t0
ρ · φ[0] ◦ ̺
e)
=
∫ ̺(t)
tp φ[p] ·
∫ tp
tp−1 φ[p− 1] · . . . ·
∫ t1
t0
φ[0]
=
∫ ̺(t)
r φ
(57)
for each t ∈ (tp, tp+1] and 0 ≤ p ≤ n− 1. Since
q∞(ψ) = 1/2 · m∞(ψ) ≤ m∞(φ) ≤ 1
holds by construction, Lemma 20 provides us with
(p ◦ Ξ)(
∫ ̺(t)
r φ)
(57)
= (p ◦ Ξ)(
∫ t
r ψ) ≤
∫ t
r q(ψ(s)) ds ≤
∫ t
r m(ψ(s)) ds =
∫ ̺(t)
r m(φ(s)) ds;
whereby the last step is due to (25) and (26).
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5 Locally µ-convexity
In this section, we show that 0-continuity can be encoded in a property of the Lie group multipli-
cation. More specifically, we will show that
Theorem 1. G is 0-continuous iff G is locally µ-convex iff G is 0.∞-continuous.
Here, G is said to be locally µ-convex iff for each u ∈ P, there exists some u ≤ o ∈ P, such that
(u ◦ Ξ)(Ξ−1(X1) · . . . · Ξ
−1(Xn)) ≤ o(X1) + . . . + o(Xn) (58)
holds for each X1, . . . ,Xn ∈ E with o(X1) + . . . + o(Xn) ≤ 1. Due to the above Theorem 1, this
definition does not depend on the explicit choice of Ξ.
For instance,
Example 2.
1) E/Γ is locally µ-convex, for each discrete subgroup Γ ⊆ E, cf. Appendix C.1.
2) Banach-Lie groups are locally µ-convex, cf. Proposition 14.6 in [3], or Appendix C.2.
3) The unit group7 A× of a continuous inverse algebra A fulfilling the condition (∗) from [5]
is locally µ-convex, cf. Appendix C.3 – Recall that the condition (∗) imposed on the algebra
multiplication in [5] states that for each v ∈ P, there exists some v ≤ w ∈ P with
v(a1 · . . . · an) ≤ w(a1) · . . . ·w(an) ∀ a1, . . . , an ∈ A (59)
for each n ≥ 1.8 ‡
We break up the proof of Theorem 1 into the two directions.
5.1 The Triangle Inequality
We first show that (58) holds if G is 0.∞-continuous. For this, we recall that
δr(Ξ−1 ◦ γ) = ω(γ, γ˙) ∀ γ ∈ C1([r, r′],V), [r, r′] ∈ K (60)
holds, for ω defined by (29); and conclude from (32) that
Lemma 25. For each m ∈ P, there exists some V ≺ o ∈ P with m ≤ o, such that
m(δr(Ξ−1 ◦ γ)) ≤ o(γ˙) holds for each γ ∈
⊔
[r,r′]∈K C
1([r, r′], E) with im[γ] ⊆ Bo,1.
Proof. Up to renaming seminorms, this is clear from (60) and (32).
We obtain that
Lemma 26. G is locally µ-convex if G is 0.∞-continuous.
7Confer [4] for a proof of the fact that A× is a Lie group.
8In the Theorem proven in [5], (A,+) is additionally assumed to be Mackey complete. We will discuss this condition
in Example 3.3) in Sect. 6.
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Proof. For u ≡ p ∈ P fixed, we let p ≤ m be as in Lemma 24 for [r, r′] ≡ [0, 2] there; and choose
m ≤ o ∈ P as in Lemma 25. Then, for X1, . . . ,Xn ∈ E with o(X1)+ . . .+ o(Xn) =: ǫ ≤ 1 fixed, we
define Yp := Xn−p for p = 0, . . . , n− 1 as well as Yn := 0. We let ∅ 6= J ⊆ {0, . . . , n} denote the set
of all indices 0 ≤ p ≤ n with o(Yp) = 0; and denote its cardinality by d := |J| ≥ 1. We define
δp :=
{
1/d for each p ∈ J
o(Yp) for each p ∈ {0, . . . , n} − J;
and let t0 := 0, as well as tp := δ0 + . . .+ δp−1 for p = 1, . . . , n+ 1. We furthermore consider
φ[p] := δr(Ξ−1 ◦ γ[p]) with γ[p] : [tp, tp+1] : t 7→ (t− tp) · δ
−1
p · Yp
for p = 0, . . . , n; and define φ ∈ DP∞([0, 2], g) by φ|[1+ǫ,2] := 0, as well as
φ|[tp,tp+1) := φ[p]|[tp,tp+1) ∀ p = 0, . . . , n.
Then, o∞(γ[p]) ≤ 1 holds by construction for each 0 ≤ p ≤ n; so that Lemma 25 shows
m∞
(
φ|[tp,tp+1)
)
≤ δ−1p · o(Yp) =
{
0 for p ∈ J
1 for p ∈ {0, . . . , n} − J.
We thus have m∞(φ) ≤ 1, as well as∫
m(φ(s)) ds =
∑
p∈{0,...,n}−J
∫
m(φ[p](s)) ds ≤
∑
p∈{0,...,n}−J δp = o(X1) + . . .+ o(Xn) = ǫ;
so that Lemma 24 shows
ǫ ≥ (u ◦ Ξ)(
∫
φ)
= (u ◦ Ξ)
(∫ 2
1+ǫ φ ·
∫ tn+1
tn φ[n] · . . . ·
∫ t1
t0
φ[0]
)
= (u ◦ Ξ)
(
Ξ−1(Yn) · . . . · Ξ
−1(Y0)
)
= (u ◦ Ξ)
(
Ξ−1(X1) · . . . · Ξ
−1(Xn)
)
,
from which the claim is clear.
5.2 Continuity of the Integral
Let us next show that G is 0-continuous if it is locally µ-convex. For this, we recall that
γ˙ = υ(γ, φ) holds for γ := Ξ ◦
∫ •
r φ, (61)
for each φ ∈ Dk[r,r′] with
∫ •
r φ ∈ U; and conclude from (33) that
Lemma 27. For each o ∈ P, there exists some V ≺ w ∈ P with o ≤ w, such that
(o ◦ Ξ)
(∫ •
r φ
)
≤
∫ •
r w(φ(s)) ds holds for each φ ∈ D[r,r′] with
∫ •
r φ ∈ Ξ
−1(Bw,1).
Proof. We choose o ≤ w ∈ P as in (33) for v ≡ o there. Then, the rest is clear from (61) and
Lemma 6.
In addition to that, we observe that
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Lemma 28. For each w ∈ P and φ ∈ D[r,r′], there exist r = t0 < . . . < tn = r
′ with
(w ◦ Ξ)
(∫ •
tp
φ|[tp,tp+1]
)
≤ 1 ∀ p = 0, . . . , n− 1.
Proof. We fix µ : I → G (I ⊆ R open with [r, r′] ⊆ I) of class C1 with δr(µ)|[r,r′] = φ, choose d > 0
such small that Kd ≡ [r − d, r
′ + d] ⊆ I holds, and define
α : I × I ∋ (t, s) 7→ µ(t) · µ(s)−1 ∈ G.
Since [r, r′] is compact, and since α is continuous with α(t, t) = e for each t ∈ [r, r′], to each open
neighbourhood U of e, there exists some 0 < δU ≤ d, such that
U ∋ α(t+ s, t) =
∫ t+s
t δ
r(µ) ∀ t ∈ [r, r′], 0 ≤ s ≤ δU
holds; from which the claim is clear.
We conclude from Lemma 27 and Lemma 28 that
Proposition 2. Suppose that G is locally µ-convex. Then, for each p ∈ P, there exists some
p ≤ q ∈ P, such that∫
q(φ(s)) ds ≤ 1 for φ ∈ DP0([r, r′], g) =⇒ (p ◦ Ξ)
(∫ •
r φ
)
≤
∫ •
r q(φ(s)) ds,
for each [r, r′] ∈ K.
Proof. For u ≡ p fixed, we let u ≤ o ∈ P be as in (58); and choose o ≤ w ≡ q ∈ P as in Lemma 27.
Then, since φ|[ℓ,ℓ′] ∈ DP
0([ℓ, ℓ′], g) holds for each φ ∈ DP0([r, r′], g) and K ∋ [ℓ, ℓ′] ⊆ [r, r′] ∈ K, the
claim follows if we show that∫
w(φ(s)) ds ≤ 1 for φ ∈
⊔
[r,r′]∈KDP
0([r, r′], g) =⇒ (u ◦ Ξ)
(∫
φ
)
≤
∫
w(φ(s)) ds.
To verify this, we fix φ ∈ DP0([r, r′], g) with
∫
w(φ(s)) ds ≤ 1; and let r = t0 < . . . < tn = r
′ as
well as φ[0], . . . , φ[n − 1] be as in (52). By Lemma 28, we can refine this decomposition in such a
way that
µ[p] : [tp, tp+1] ∋ t 7→
∫ t
tp
φ[p] ∈ Ξ−1(Bw,1) ∀ p = 0, . . . , n− 1
holds; so that Lemma 27 shows
(o ◦ Ξ)(µ[p](tp+1)) ≤
∫ tp+1
tp
w(φ(s)) ds ∀ p = 0, . . . , n − 1.
We define Xn−p := (Ξ ◦ µ[p])(tp+1) for each 0 ≤ p ≤ n− 1; and obtain
o(X1) + . . .+ o(Xn) ≤
∫
w(φ(s)) ds ≤ 1.
Then, (58) provides us with
(u ◦ Ξ)(
∫
φ) = (u ◦ Ξ)(Ξ−1(X1) · . . . · Ξ
−1(Xn)) ≤ o(X1) + . . .+ o(Xn) ≤
∫
w(φ(s)) ds;
which proves the claim.
We are ready for the
Proof of Theorem 1. Clearly, G is 0.∞-continuous if G is 0-continuous. Moreover, if G is 0.∞-
continuous, then G is locally µ-convex by Lemma 26. Finally, if G is locally µ-convex, then evol0[0,1]
is C0-continuous at zero by Proposition 2; so that G is 0-continuous by Lemma 15.
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6 Completeness and Approximation
In this section, we discuss completeness properties of Lie groups; and prove certain approximation
statements for continuous-, and Lipschitz curves. Both will be relevant for our investigation of
semiregularity in Sect. 7.
6.1 Completeness Conditions
A sequence {gn}n∈N ⊆ G is said to be a
• Cauchy sequence iff for each p ∈ P and ǫ > 0, there exists some p ∈ N with
(p ◦ Ξ)(g−1m · gn) ≤ ǫ ∀m,n ≥ p. (62)
We then clearly can assume that g−1m · gn ∈ U holds for all m,n ∈ N in the following.
• Mackey-Cauchy sequence iff
(p ◦ Ξ)(g−1m · gn) ≤ cp · λm,n ∀ p ∈ P, m, n ≥ lp (63)
holds for sequences {cp}p∈P ⊆ R≥0, {lp}p∈P ⊆ N, and R≥0 ⊇ {λm,n}(m,n)∈N×N → 0.
Clearly, each Mackey-Cauchy sequence is a Cauchy sequence.
Remark 3. It is straightforward from Lemma 1 and Lemma 6 (applied to coordinate changes) that
these definitions are independent of the explicit choice of Ξ, cf. Appendix D.1.
We say that G is
• sequentially complete iff each Cauchy sequence in G converges in G.
• Mackey complete iff each Mackey-Cauchy sequence in G converges in G.
We say that a locally convex vector space F is sequentially/Mackey complete iff F is sequentially/
Mackey complete when considered as the Lie group (F,+). Obviously, these definitions coincide
with the standard definitions given in the literature.
Remark 4.
1) Since each Mackey-Cauchy sequence is a Cauchy sequence, sequentially completeness of G im-
plies Mackey completeness of G.
2) It is straightforward from the definitions that a Cauchy/Mackey-Cauchy sequence converges iff
one of its subsequences converges.
3) If {gn}n∈N ⊆ G is a Cauchy/Mackey-Cauchy sequence, then {h · gn}n∈N ⊆ G is a Cauchy/
Mackey-Cauchy sequence for each h ∈ G; and (evidently) {gn}n∈N converges iff {h · gn}n∈N
converges for each h ∈ G.
4) If {gn}n∈N ⊆ G is a Cauchy/Mackey-Cauchy sequence, and U ⊆ G an open neighbourhood of
e, then there exists some q ∈ N with {g−1q · gn}n≥q ⊆ U .
Thus, in order to show that G is sequentially/Mackey-Cauchy, by the previous two points, it
suffices to verify convergence of each Cauchy/Mackey-Cauchy sequence that is contained in a
fixed open neighbourhood U of e. ‡
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Example 3.
1) Let Γ be a discrete subgroup of (E,+). Then, E is sequentially/Mackey complete iff E/Γ is
sequentially/Mackey complete, cf. Appendix D.2.
2) Banach Lie groups are sequentially complete, cf. Appendix D.3.
3) The unit group A× of a continuous inverse algebra A fulfilling the condition (∗) from [5] (i.e.,
condition (59)) is sequentially/Mackey complete if (A,+) is sequentially/Mackey complete, cf.
Appendix D.4. ‡
We now are going to show that
Theorem 2. G is Mackey complete if G is C∞-semiregular.
Apparently,
Remark 5.
1) The idea of the proof of Theorem 2, is to construct some φ ∈ C∞([0, 1], g) whose integral
∫
φ is
the limit of a (subsequence of a) given Mackey-Cauchy sequence {gn}n∈N ⊆ G. Roughly speaking,
we will use the substitution formula e) in order to glue together smooth curves whose integrals
equal g−1n · gn−1 via suitable bump functions. Here, we will use that, passing to a subsequence if
necessary, we can achieve that Ξ(g−1n · gn−1) decreases suitably fast; namely, uniformly for all
seminorms – This ensures that the so-constructed φ is well defined and smooth at 1 (where all
of its derivatives must necessarily be zero).
2) An analogous result cannot hold for the C0-semiregular case; i.e., we cannot have that C0-
semiregularity implies sequentially completeness. This can be seen immediately by considering
the special situation where G equals a Hausdorff locally convex vector space (E,+) as then
integrability of all continuous curves – which is integral completeness in the sense of [3] – is
equivalent to the “metric convex compactness property” [15] that, in general, is strictly weaker
than sequentially completeness [14], cf. proof of Theorem C.(d) in [3].
Indeed, the strategy, sketched in 1) for the C∞-semiregular case does not work out in the C0-
semiregular situation; i.e., given a Cauchy sequence {gn}n∈N ⊆ G, we cannot apply the same
procedure to construct some φ ∈ C0([0, 1], g) whose integral is the limit of (a subsequence of)
{gn}n∈N. The problem is that by passing to a subsequence, we can only assure that limt→1(p ◦
φ)(t) = 0 holds for finitely many seminorms p ∈ P, but not for all of them. ‡
Now, before we can prove Theorem 2, we first need some preparation:
• For γ : [r, r′] ∋ t→ |t− r| · Y with [r, r′] · Y ⊆ V, we have
φ := δr(Ξ−1 ◦ γ) = ω(γ, Y ) = ω[0](γ, Y ) ∈ D∞[r,r′].
• For ̺ : [r, r′]→ [r, r′] smooth, p ∈ N, and ρ ≡ ˙̺, we define
C[ρ, p] := max0≤m,n≤p(sup{|ρ
(m)(t)|n | t ∈ [r, r′]}) ∀ p ∈ N;
and obtain from d), e) that
(ρ · φ ◦ ̺)(p) =
∑p
q,m,n=0 hp(q,m, n) ·
(
ρ(m)
)n
· ω[q](γ ◦ ̺, Y, . . . , Y )
≤ (p+ 1)3 · C[ρ, p] · ω[q](γ ◦ ̺, Y, . . . , Y )
holds, for a map hp : (0, . . . , p)
3 → {0, 1} that is independent of ̺, ρ, Y .
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• For v ∈ P, we choose V ≺ w ∈ P with v ≤ w as in (35); and conclude that
w(Y ), w(γ ◦ ̺) ≡ w(|̺− r| · Y ) ≤ 1 implies v
(
(ρ · φ ◦ ̺)(q)
)
≤ (p+ 1)3 · C[ρ, p] ·w(Y )
for 0 ≤ q ≤ p, for each fixed p ∈ N.
Let now ρ : [0, 1] → [0, 2] be as in Sect. 4.3, cf. (55); and suppose that we are given {Yn}n∈N ⊆ V,
as well as {tn}n∈N ⊆ [0, 1] strictly increasing with t0 = 0.
Then, for each n ∈ N,
• we let δn := tn+1 − tn, and define
κn : [tn, tn+1] ∋ t 7→ δ
−1
n · |t− tn| ∈ [0, 1] as well as γn : [tn, tn+1] ∋ t 7→ |t− tn| · Yn.
• we let φn := δ
r(Ξ−1 ◦ γn), and define
ρn := ρ ◦ κn as well as ̺n : [tn, tn+1] ∋ t 7→ tn +
∫ t
tn
ρn(s) ds ∈ [tn, tn+1].
• we define φ : [0, 1]→ g by φ(1) := 0, and φ|[tn,tn+1] := ρn · φn ◦ ̺n for each n ∈ N.
Then, the same arguments as in the proof of Lemma 24 show that φ|[0,tn] ∈ D
∞
[0,tn]
holds, with
∫ tn
0 φ = Ξ
−1(δn−1 · Yn−1) · . . . · Ξ
−1(δ0 · Y0) ∀ n ≥ 1. (64)
Moreover, for v ≤ w ∈ P as above, p ∈ N, and n ∈ N with w(Yn) ≤ 1 (thus, w(|̺n − tn| · Yn) ≤ 1),
we have
v
(
(ρn · φn ◦ ̺n)
(q)
)
≤ (p + 1)3 · C[ρn, p] ·w(Yn) ≤ (p+ 1)
3 · δ−p
2
n · C[ρ, p] ·w(Yn) (65)
for q = 0, . . . , p.
We are ready for the
Proof of Theorem 2. Let {gn}n∈N ⊆ G be a Mackey-Cauchy sequence; and U ⊆ G a symmetric
open neighbourhood of e with U ·U ⊆ U. By Remark 4.2), we can assume that {gn}n∈N ⊆ U holds;
and, by Remark 4.2), it suffices to show that a subsequence of {gn}n∈N converges. Passing to a
subsequence if necessary, we thus can assume that λn,n−1 ≤ 2
−n2 holds for each n ≥ 1. Then,
• We define X0 := 0, as well as V ∋ Xn := Ξ
(
g−1n · gn−1
)
for each n ≥ 1.
• For each w ∈ P, we fix some jw ∈ N with
w(Xn) ≤ cw · 2
−n2 ∀ n ≥ jw. (66)
• We define t0 := 0, as well as tn :=
∑n
k=1 2
−k for n ≥ 1; and obtain
1/(1 − h) ≤ 2n+2 ∀ h ∈ [tn, tn+1], n ∈ N, (67)
from 1− h ≥ 1− tn+1 = 1−
∑n+1
k=1 2
−k =
∑∞
k=n+2 2
−k ≥ 2−(n+2).
• We let Yn := 2
n+1 ·Xn for each n ∈ N; and define δn, γn, φn, φ : [0, 1] → g as described above;
i.e., we have δn ≡ |tn+1 − tn| = 2
−(n+1) for each n ∈ N.
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The claim now follows once we have shown that φ is smooth, because then (64) provides us with(∫
φ · g−10
)−1
= limn
([∫ tn+1
0 φ
]
· g−10
)−1
(64)
= limn
(
Ξ−1(δn · Yn) · . . . · Ξ
−1(δ0 · Y0) · g
−1
0
)−1
= limn
(
Ξ−1(Xn) · . . . · Ξ
−1(X1) · g
−1
0
)−1
= limn gn.
Since φ is smoothness on [0, 1), here we only have to verify that limi 1/(1− hi) · φ
(p)(hi) = 0 holds
for each sequence [0, 1) ⊇ {hi}i∈N → 1, and each p ∈ N.
9
To show this, we fix p ∈ N and v ∈ P, choose w as in (65); and observe that
w(Yn) = 2
n+1 ·w(Xn) ≤ cw · 2
−n2+n+1 ≤ 1 ∀ n ≥ j′w
holds, for some j′w ≥ max(2, jw) suitably large. We conclude from (65) that
v
(
(ρn · φn ◦ ̺n)
(p)
)
≤ (p+ 1)3 · 2(n+1)·p
2
· C[ρ, p] · cw · 2
−n2+n+1
= (p+ 1)3 · C[ρ, p] · cw · 2
−n2+(n+1)·(p2+1)
holds, for each n ≥ j′w. Then, for h ∈ [tn, tn+1] with n ≥ j
′
w, we obtain from (67) that
1/(1 − h) · v
(
φ(p)(h)
)
≤ 2n+2 · v
(
(ρn · φn ◦ ̺n)
(p)(h)
)
≤ (p+ 1)3 · C[ρ, p] · cw · 2
1−n2+(n+1)·(p2+2)
= (p+ 1)3 · C[ρ, p] · cw · 2
1−n·(n−(n+1)/n·(p2+2))
holds; which clearly tends to zero for n→∞.
6.2 Approximation
We now finally provide some approximation statements for curves that will be important for our
discussions of particular situations in the context of Theorem 3 in Sect. 7.
In analogy to Sect. 6.1, we say that {φn}n∈N ⊆ CP
0([r, r′], g) is a
• Cauchy sequence iff for each p ∈ P and ǫ > 0, there exists some p ∈ N, such that
p∞(φm − φn) ≤ ǫ ∀m,n ≥ p.
• Mackey-Cauchy sequence iff
p∞(φm − φn) ≤ cp · λm,n ∀m,n ≥ lp, p ∈ P (68)
holds for sequences {cp}p∈P ⊆ R≥0, {lp}p∈P ⊆ N, and R≥0 ⊇ {λm,n}(m,n)∈N×N → 0.
We say that {φn}n∈N → φ (converges) uniformly for φ ∈ C
0([r, r′], g) iff
limn→∞ p∞(φ− φn) = 0 holds for each p ∈ P;
and obtain
9We then automatically have limi φ
(p)(hi) = 0.
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Lemma 29. Let [r, r′] ∈ K be fixed.
1) For each φ ∈ C0([r, r′], g), there exists a Cauchy sequence {φn}n∈N ⊆ DP
∞([r, r′], g) with
{φn}n∈N → φ uniformly.
2) For each φ ∈ C lip([r, r′], g), there exists a Mackey-Cauchy sequence {φn}n∈N ⊆ DP
∞([r, r′], g)
with {φn}n∈N → φ uniformly.
Proof. We let φ ∈ C0([r, r′], g) be fixed; and, for the case that φ ∈ C lip([r, r′], g) holds, we denote
the Lipschitz constants of φ by {Lp}p∈P ⊆ R≥0.
• We choose ∆ > 0 such small that [0,∆]·deΞ(im[φ]) ⊆ V holds; and fixm ≥ 1 with |r
′−r|/m ≤ ∆.
• We define γ[t′] : [0,∆] ∋ t 7→ t · deΞ(φ(t
′)) for each t′ ∈ [r, r′]; and let
Φ(t, t′) := ω(t · deΞ(φ(t
′)),deΞ(φ(t
′))) ≡ δr(Ξ−1 ◦ γ[t′])(t) ∀ (t, t′) ∈ [0,∆]× [r, r′].
For each n ≥ m, we construct φn ∈ DP
∞([r, r′], g) as follows:
• We define ∆n := |r
′ − r|/n; and let tn,p := r + p ·∆n for p = 0, . . . , n.
• We define φ|[tn,n−1,tn,n] := Φ(· − tn,n−1, tn,n−1), as well as
φn|[tn,p,tn,p+1) := Φ(· − tn,p, tn,p) ∀ p = 0, . . . , n− 2.
By construction, we have
φn(tn,p) = Φ(0, tn,p) = φ(tn,p) ∀ n ≥ m, p = 0, . . . , n. (69)
Let now v ∈ P be fixed. We choose V ≺ w as in (35) for p ≡ 1 there; and let lv ≥ m be such large
that ∆lv · w∞(φ) ≤ 1 holds, i.e., we have w∞(γ[tn,p]|[0,∆n]) ≤ 1 for each n ≥ lv and p = 0, . . . , n−1.
Then, for each n ≥ lv,
• we obtain from (35) and Lemma 6 that
v
(
φn(t)− φn(tn,p)
)
= v(Φ(t− tn,p, tn,p)− Φ(0, tn,p))
≤
∫ t−tn,p
0 (v ◦ ω[1])(γ[tn,p](s),deΞ(φ(tn,p)),deΞ(φ(tn,p))) ds
≤ w(deΞ(φ(tn,p)))
2 · |t− tn,p|
≤ w∞(φ)
2 · |t− tn,p|
(70)
holds, for each
t ∈
{
[tn,p, tn,p+1) for 0 ≤ p ≤ n− 2,
[tn,n−1, tn,n] for p = n.
(71)
• we obtain from (69) and (70) that
v(φ(t)− φn(t)) ≤ v(φ(t)− φ(tn,p)) + v(φ(tn,p)− φn(tn,p)) + v(φn(t)− φn(tn,p))
≤ v(φ(t)− φ(tn,p)) + w∞(φ)
2 · |t− tn,p|
(72)
holds, for t as in (71).
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Clearly, (72) implies that {φn−m}n∈N is a Cauchy sequence with {φn−m}n∈N → φ uniformly. More-
over, for the case that φ ∈ C lip([r, r′], g) holds, we define cv := Lv + w∞(φ)
2, and obtain
v(φ(t)− φn(t))
(72)
≤ Lv · |t− tn,p|+ w∞(φ)
2 · |t− tn,p| = cv · |t− tn,p| ∀ n ≥ lv
for t as in (71); so that (68) is clear from the triangle inequality.
Obviously, we also have
Lemma 30. Let [r, r′] ∈ K be fixed. Then,
1) For each φ ∈ C0([r, r′], g), there exists a Cauchy sequence {φn}n∈N ⊆ CoP([r, r
′], g) with
{φn}n∈N → φ uniformly.
2) For each φ ∈ C lip([r, r′], g), there exists a Mackey-Cauchy sequence {φn}n∈N ⊆ CoP([r, r
′], g)
with {φn}n∈N → φ uniformly.
This Lemma will be relevant for our discussion of the situation where G admits an exponential
map, as then clearly CoP([r, r′], g) ⊆ DP∞([r, r′], g) holds for each [r, r′] ∈ K.
7 The Confined Condition
In this section, we clarify under which circumstance a locally µ-convex Lie group is Ck-semiregular
for k ∈ N⊔{lip,∞} (partially for k ≡ 0). We first provide the basic definitions; and then prove the
main result in Sect. 7.1. In the last part of this section, we will discuss several particular situations.
A sequence {φn}n∈N ⊆ DP
0([r, r′], g) is said to be tame iff for each v ∈ P, there exists some
v ≤ w ∈ P with
v ◦Ad[∫ •r φn]−1 ≤ w ∀ n ∈ N. (73)
We say that φ ∈
⊔
[r,r′]∈K C
0([r, r′], g) is
• s-integrable iff there exists a tame Cauchy sequence {φn}n∈N ⊆ DP
0(dom[φ], g) with {φn}n∈N →
φ uniformly.
The set of all such φ will be denoted by Sequ in the following.
• m-integrable iff there exists a tame Mackey-Cauchy sequence {φn}n∈N ⊆ DP
0(dom[φ], g) with
{φn}n∈N → φ uniformly.
The set of all such φ will be denoted by Mack in the following.
Evidently,
Lemma 31. We have D ⊆Mack ⊆ Sequ.
Proof. The second inclusion is evident. For the first inclusion, we fix φ ∈ D[r,r′] for [r, r
′] ∈ K; and
define {φn}n∈N ⊆ DP
0([r, r′], g) by φn := φ for each n ∈ N. Since C := inv(im[
∫ •
r φ]) is compact,
the first inclusion is clear from (28).
Conversely, we have, cf. Sect. 7.1
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Proposition 3. Suppose that G is locally µ-convex. Then,
1) Sequ ⊆ D holds if G is sequentially complete.
2) Mack ⊆ D holds if G is Mackey complete.
We say that G is k-confined
• For k ≡ 0: iff C0([0, 1], g) ⊆ Sequ holds.
• For k ∈ N≥1 ⊔ {lip,∞}: iff C
k([0, 1], g) ⊆Mack holds.
We conclude from Lemma 31 and Proposition 3 that:
Theorem 3. Suppose that G is locally µ-convex. Then,
1) G is C0-semiregular if G is sequentially complete and 0-confined.
2) G is Ck-semiregular for k ∈ N≥1 ⊔ {lip,∞} iff G is Mackey complete and k-confined.
Proof. If G is Ck-semiregular for k ∈ N≥1 ⊔ {∞}, then G is Mackey complete by Theorem 2, as
well as k-confined by Lemma 31. Moreover,
• If G is sequentially complete and 0-confined, then C0([0, 1], g) ⊆ Sequ ⊆ D holds by Proposition
3.1); so that G is C0-semiregular.
• If G is Mackey complete and k-confined for k ∈ N≥1 ⊔{∞}, then C
k([0, 1], g) ⊆Mack ⊆ D holds
by Proposition 3.2); so that G is Ck-semiregular.
This proves the theorem.
7.1 Semiregularity
We now provide the
Proof of Proposition 3. We fix φ ∈ Sequ/Mack, and choose a tame Cauchy/Mackey-Cauchy se-
quence {φn}n∈N ⊆ DP
0(dom[φ], g) that converges uniformly to φ; i.e.,
• if φ ∈ Sequ holds, then for each p ∈ P and ǫ > 0, there exists some p ∈ N, such that
p∞(φm − φn) ≤ ǫ ∀m,n ≥ p.
• if φ ∈Mack holds, then we have
p∞(φm − φn) ≤ cp · λm,n ∀m,n ≥ lp, p ∈ P
for sequences {cp}p∈P ⊆ R≥0, {lp}p∈P ⊆ N, and R≥0 ⊇ {λm,n}(m,n)∈N×N → 0.
We let [r, r′] ≡ dom[φ], define µn :=
∫ •
r φn for each n ∈ N, and fix an open neighbourhood O ⊆ G
of e with O ⊆ U. Since
B := im[φ] ∪
⋃
n∈N im[φn]
is bounded, decomposing [r, r′] if necessary, we can assume that im[µn] ⊆ O ⊆ U holds for each
n ∈ N: This is just clear from Lemma 11 and Lemma 24. We now will show in three steps that
µ = limn µn exists, is of class C
1, and fulfills δr(µ) = φ with µ(0) = e.
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Existence of the Limit:
For p ∈ P, we choose q ∈ P as in Proposition 2; and let q ≤ w ∈ P be as in (73) for v ≡ q there.
We choose p ∈ N such large that |r′ − r| · w∞(φm − φn) ≤ 1 holds for each m,n ≥ p, and obtain
from (73) that∫
q
(
Ad[∫ sr φm]−1(φn(s)− φm(s))
)
ds ≤ |r′ − r| · w∞(φm − φn) ≤ 1 ∀m,n ≥ p.
Then, b) in combination with Proposition 2 gives
(p ◦ Ξ)
(
µ−1m (t) · µn(t)
)
= (p ◦ Ξ)
(∫ t
r Ad[
∫ •
r φm]
−1(φn − φm)
)
≤
∫ t
r q
(
Ad[∫ sr φm]−1(φn(s)− φm(s))
)
ds
≤ |r′ − r| · w∞(φn − φm)
(74)
for each m,n ≥ p, and each t ∈ [r, r′]. Now,
• This implies that {µn(t)}n∈N is a Cauchy sequence for each t ∈ [r, r
′]; thus, converges to some
µ(t) ∈ O ∩G ⊆ U with µ(r) = e, provided that G is sequentially complete.
• If {φn}n∈N is a Mackey-Cauchy sequence (i.e., we have φ ∈Mack), we replace lp by max(lp, p) as
well as cp by |r
′− r| ·max(cp, cw) for each p ∈ P. Then, {µn(t)}n∈N is a Mackey-Cauchy sequence
for each t ∈ [r, r′]; thus, converges to some µ(t) ∈ O ∩G ⊆ U with µ(r) = e, provided that G is
Mackey complete.
The rest of the proof is the same for both situations, as we will only use the fact that {φn}n∈N is
a Cauchy sequence in the following. We now first have to show that µ : [r, r′] ∋ t 7→ µ(t) ∈ G is
continuous.
Continuity of the Limit:
We fix p ∈ P, t ∈ [r, r′], 1 ≥ ǫ > 0, and define Jδ := [[r, r
′] − t ] ∩ (−δ, δ) for each δ > 0. We now
have to show that for δ > 0 suitably small, we have
p
(
Ξ(µ(t))− Ξ(µ(t+ τ))
)
≤ ǫ ∀ τ ∈ Jδ. (75)
We choose p ≤ u ∈ P as in Lemma 8 for C ≡ {µ(t)} there; and obtain
p
(
Ξ(µ(t))− Ξ(µ(t+ τ))
)
≤ u
(
Ξµ(t)(µ(t))− Ξµ(t)(µ(t+ τ))
)
= (u ◦ Ξ)
(
µ−1(t) · µ(t+ τ)
)
provided that (u ◦ Ξ)
(
µ−1(t) · µ(t+ τ)
)
≤ 1 holds. Thus, in order to prove (75), it suffices to show
that there exist p ∈ N and δ > 0, such that
ǫ ≥ (u ◦ Ξ)
(
µ−1(t) · µ(t+ τ)
)
= (u ◦ Ξ)
(
(Ξ−1 ◦ Ξ)
(
µ−1(t) · µp(t)
)
·
(Ξ−1 ◦ Ξ)
(
µ−1p (t) · µp(t+ τ)
)
·
(Ξ−1 ◦ Ξ)
(
µ−1p (t+ τ) · µ(t+ τ)
)) (76)
holds for each τ ∈ Jδ.
For this, we let u ≤ o ∈ P be as in (58); and will now show that there exist p ∈ N, δ > 0, such that
(o ◦ Ξ)
(
µ−1(t) · µp(t)
)
, (o ◦ Ξ)
(
µ−1p (t) · µp(t+ τ)
)
, (o ◦ Ξ)
(
µ−1p (t+ τ) · µ(t+ τ)
)
≤ ǫ/3
holds for all τ ∈ Jδ: Then, (76) is clear from (58).
Now,
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• In order to estimate the second term,
◦ We choose o ≤ n as in (36), for m ≡ o there.
◦ We choose n ≤ q ∈ P as in Proposition 2, for p ≡ n there.
◦ We choose q ≤ w ∈ P as in (73) for v ≡ q there; and fix
1 ≥ δ := ǫ/3 ·max(1, sup{X ∈ B |w(X)})−1.
We then have to discuss the cases τ ≥ 0 and τ < 0 separately.
⊲ Let τ ∈ Jδ with τ ≥ 0. Then, for each p ∈ N, we have
(o ◦ Ξ)
(
µ−1p (t) · µp(t+ τ)
)
≤ (n ◦ Ξ)
(
µ−1p (t) · µp(t+ τ)
)
= (n ◦ Ξ)
(
µ−1p (t) ·
[∫ t+τ
t φ
]
· µp(t)
)
= (n ◦ Ξ)
(∫ t+τ
t Adµ−1p (t)(φp)
)
≤
∫ t+τ
t q
(
Adµ−1p (t)(φp(s))
)
ds
≤
∫ t+τ
t w(φp(s)) ds ≤ ǫ/3.
In the second step, we have used d); and in the third step, we have applied f) to Ψ ≡ Conjµ−1p (t).
⊲ Let τ ∈ Jδ with τ < 0. Then, for each p ∈ N, we have
(o ◦ Ξ)
(
µ−1p (t) · µp(t− |τ |)
)
= (o ◦ Ξ ◦ inv)
(
µ−1p (t− |τ |) · µp(t)
)
≤ (n ◦ Ξ)
(
µ−1p (t− |τ |) · µp(t)
)
= (n ◦ Ξ)
(
µ−1p (t− |τ |) ·
[∫ t
t−|τ | φp
]
· µp(t− |τ |)
)
= (n ◦ Ξ)
(∫ t
t−|τ |Adµ−1p (t−|τ |)(φp)
)
≤
∫ t
t−|τ | q
(
Adµ−1p (t−|τ |)(φp(s))
)
ds
≤
∫ t
t−|τ | w(φp(s)) ds ≤ ǫ/3.
• In order to estimate the first-, and the third term, we let o ≤ f ∈ P be as in (58) for u ≡ o and
o ≡ f there. We choose ι : N→ N strictly increasing with (use (74))∑∞
n=0(f ◦ Ξ)
(
µ−1ι(n+1) · µι(n)
)
≤ ǫ/3 and
∑∞
n=0(f ◦ Ξ)
(
µ−1ι(n) · µι(n+1)
)
≤ ǫ/3;
and observe that
µ−1 · µι(0) = limn
(
(µ−1ι(n) · µι(n−1)) · (µ
−1
ι(n−1) · µι(n−2)) · . . . · (µ
−1
ι(1) · µι(0))
)
µ−1
ι(0)
· µ = limn
(
(µ−1
ι(0)
· µι(1)) · . . . · (µ
−1
ι(n−2)
· µι(n−1)) · (µ
−1
ι(n−1)
· µι(n))
)
holds. It is thus clear from (58) that
(o ◦ Ξ)
(
µ−1(t) · µp(t)
)
≤ ǫ/3 and (o ◦ Ξ)
(
µ−1p (t) · µ(t)
)
≤ ǫ/3
holds for each t ∈ [r, r′], for p := ι(0). From this, the claim is clear.
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Uniform Convergence:
We define γ := Ξ ◦µ, as well as γn := Ξ ◦µn for each n ∈ N; and now show that {γn}n∈N converges
uniformly to γ. For this, we let p ∈ P, and 1 ≥ ǫ > 0 be fixed; and observe that C ≡ im[µ] is
compact, because µ is continuous. By Lemma 8, there thus exists some u ≤ p ∈ P, such that (let
g ≡ µ and h ≡ e there)
(u ◦ Ξ)
(
µ−1 · µm
)
≤ 1 for m ∈ N =⇒ p(γ − γm) ≤ (u ◦ Ξ)
(
µ−1 · µm
)
.
We choose u ≤ o as in (58); and let ι : N→ N be strictly increasing with (use (74))
(o ◦ Ξ)
(
µ−1m · µι(0)
)
≤ ǫ/2 ∀m ≥ ι(0) and
∑∞
n=0(o ◦ Ξ)
(
µ−1ι(n+1) · µι(n)
)
≤ ǫ/2.
Then, (58) shows
(u ◦ Ξ)
(
µ−1 · µm
)
= (u ◦ Ξ)
((
µ−1 · µι(0)
)
·
(
µ−1ι(0) · µm
))
= limn(u ◦ Ξ)
((
µ−1ι(n) · µι(n−1)
)
·
(
µ−1ι(n−1) · µι(n−2)
)
· . . . ·
(
µ−1ι(1) · µι(0)
)
·
(
µ−1ι(0) · µm
))
≤ ǫ
for each m ≥ ι(0), which proves the claim.
We are ready to show
The solution property:
Let υ be as in (30). Then, it is straightforward from the definitions that
γn =
∫ •
r υ(γn(s), φn(s)) ds ∀ n ∈ N (77)
holds, cf. Appendix E.1. Moreover, since υ is continuous, since im[γ]× im[φ] is compact, and since
{γn}n∈N and {φn}n∈N converge uniformly to γ and φ, respectively, we additionally obtain
limn
∫ •
r υ(γn(s), φn(s)) ds =
∫ •
r υ(γ(s), φ(s)) ds ∈ E.
Together with (77), this shows
γ = limn γn = limn
∫ •
r υ(γn(s), φn(s)) ds =
∫ •
r υ(γ(s), φ(s)) ds;
i.e., that γ is of class C1 with γ˙ = υ(γ, φ) ∈ E. We obtain
δr(µ) = dµRµ−1
(
dγΞ
−1(γ˙)
)
= dµRµ−1
(
dγΞ
−1(υ(γ, φ))
)
=
(
dµRµ−1 ◦ dγΞ
−1 ◦ dΞ−1(γ)Ξ ◦ deRΞ−1(γ)
)
(φ)
=
(
dµRµ−1 ◦ deRµ
)
(φ) = φ,
which proves the claim.
7.2 Particular Cases
In this subsection, we discuss several situations in which G is automatically k-confined for each
k ∈ N ⊔ {lip,∞}. We start with
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7.2.1 Reliable Lie Groups
We say that G is reliable iff for each v ∈ P, there exists a symmetric neighbourhood V ⊆ G of e
as well as a sequence {wn}n∈N≥1 ⊆ P with
v ◦ Adg1 ◦ . . . ◦ Adgn ≤ wn ∀ g1, . . . , gn ∈ V, n ≥ 1. (78)
For instance, G is reliable:
A) If G is abelian.
B) If for each v ∈ P, there exist w ∈ P, C ≥ 0, and V open with e ∈ V , such that
v ◦Adg1 ◦ . . . ◦ Adgn ≤ C
n · w ∀ g1, . . . , gn ∈ V, n ≥ 1.
In particular, this is the case for the the unit group A× of a continuous inverse algebra A in
the sense of [5], just by (59).
C) If for each v ∈ P, there exist v ≤ w ∈ P, C ≥ 0, and V open with e ∈ V , such that
w ◦Adg ≤ C · w ∀ g ∈ V.
In particular, this is the case if (g, [·, ·]) is submultiplicative, cf. Proposition 6; so that
• Banach Lie groups are reliable (of course, this can also be directly seen from (27)).
• The diffeomorphism group of a compact manifold is reliable.
Then,
Lemma 32. Suppose that G is locally µ-convex and reliable, let B ⊆ g be bounded, and [r, r′] ∈ K
be fixed. Then, for each v ∈ P, there exists some v ≤ w ∈ P, such that
v ◦ Ad[∫ •r φ]−1 ≤ w
holds for each φ ∈ DP0([r, r′], g) with im[φ] ⊆ B.
Proof. We choose {wn}n∈N≥1 ⊆ P and V as in (78); and can assume that v ≤ w1 ≤ w2 ≤ . . . holds,
just by replacing wn → w1 + . . .+wn for each n ≥ 1 if necessary. Then,
• By Proposition 2, there exists some q ∈ P, such that
∫ •
ℓ ψ ∈ V holds for each ψ ∈ DP
0([ℓ, ℓ′], g),
[ℓ, ℓ′] ∈ K, with
∫
q(ψ(s)) ds ≤ 1.
• We define λ := sup{q(X) |X ∈ B}; and choose n ≥ 1 such large that λ · |r′ − r|/n ≤ 1 holds.
• We define tp := r+ p · |r
′− r|/n for p = 0, . . . , n; and obtain
[∫ t
tp
φ
]−1
∈ V for each t ∈ [tp, tp+1],
for p = 0, . . . , n− 1.
We define w := wn, and obtain
v ◦ Ad[∫ tr φ]−1
d)
= v ◦Ad
[
∫ t1
t0
φ]−1·...·[
∫ t
tp
φ]−1
= v ◦ Ad
[
∫ t1
t0
φ]−1
◦ . . . ◦ Ad[∫ ttp φ]−1
≤ wp+1 ≤ w
for each t ∈ [tp, tp+1], for p = 0, . . . , n− 1.
We obtain
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Lemma 33. Suppose that G is locally µ-convex and reliable. Then, G is k-confined for each
k ∈ N ⊔ {lip,∞}.
Proof. This is just clear from Lemma 29 and Lemma 32.
We thus have
Proposition 4. Suppose that G is locally µ-convex and reliable. Then,
1) G is C0-semiregular if G is sequentially complete.
2) G is C lip-semiregular iff G is Mackey complete iff G is C∞-semiregular.
Proof. By Lemma 33, G is k-confined for each k ∈ N ⊔ {lip,∞}. Thus,
• If G is sequentially complete, then G is C0-semiregular by Theorem 3.1).
• If G is Mackey complete, then G is C lip-semiregular by Theorem 3.2).
The converse direction in 2) is clear from Theorem 2.
For instance,
Corollary 5. Suppose that G is abelian and locally µ-convex. Then,
1) G is C0-semiregular if G is sequentially complete.
2) G is C lip-semiregular iff G is Mackey complete iff G is C∞-semiregular.
In particular, we recover the well known fact that10
Corollary 6. E is Mackey complete iff the Riemann integral
∫
φ(s) ds ∈ E exists for each φ ∈
C∞([0, 1], E) iff the Riemann integral
∫
φ(s) ds ∈ E exists for each φ ∈
⊔
[r,r′]∈KC
lip([r, r′], E).
7.2.2 Constricted Lie Groups
We say that G is constricted iff for each bounded subset B ⊆ g, and each v ∈ P, there exist
C ≥ 0 and v ≤ w ∈ P, such that
v ◦ JX1K ◦ . . . ◦ JXnK ≤ C
n · w ∀X1, . . . ,Xn ∈ B, n ≥ 1 (79)
holds, with JXK : g ∋ Y 7→ [X,Y ] ∈ g for each X ∈ g. We define JXK0 := idg as well as inductively
JXKn := JXK ◦ JXKn−1 ∀ n ≥ 1.
Clearly, G is constricted:
• If (g, [·, ·]) is asymptotic estimate in the sense of [1].
• If [·, ·] is submultiplicative; i.e., iff for each v ∈ P, there exists some v ≤ w ∈ P, such that
w([X,Y ]) ≤ w(X) · w(Y ) ∀X,Y ∈ g. (80)
10Clearly, Corollary 5.1) proves the obvious fact that each φ ∈
⊔
[r,r′]∈KC
0([r, r′], E) is Riemann integrable if E is
sequentially complete.
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• If [·, ·] is nilpotent in the sense that there exists some n ≥ 2, such that
JX1K ◦ . . . ◦ JXnK = 0 ∀X1, . . . ,Xn ∈ g.
We will now show step by step that
Proposition 5. Suppose that G is constricted, and admits an exponential map; and that g is
sequentially complete. Then, G is k-confined for each k ∈ N ⊔ {lip,∞}.
Let us first recall that
Lemma 34. Suppose that
∑∞
n=0 r
n · an ∈ g converges for some r ∈ R 6=0, and {an}n∈N ⊆ g. Then,
α : I → g, t 7→
∑∞
n=0 t
n · an is of class C
1 (smooth) for each open interval I ⊆ [−r, r], with
α˙ =
∑∞
n=1 n · t
n−1 · an as well as
∫ t
0 α(s) ds =
∑∞
n=0
tn+1
n+1 · an.
Proof. This just follows as in the case where g = g = C holds.
We obtain
Lemma 35. Suppose that G is constricted, and that g is sequentially complete. Then,
αX,Y : R ∋ t 7→
∑∞
n=0
tn
n! · JXK
n(Y ) ∈ g ∀X,Y ∈ g
is of class C1 with α˙X,Y = [X,αX,Y ]; thus, smooth by Corollary 2.
Proof. It is straightforward from the definitions that {
∑n
k=0
tk
k! · JXK
k(Y )}n∈N ⊆ g is a Cauchy
sequence for each t ∈ R, and X,Y ∈ g; thus, converges to some α[X,Y ](t) ∈ g. By Lemma 34,
αX,Y : R→ g ⊆ g is of class C
1 with α˙X,Y = [X,αX,Y ]; which implies im[α˙X,Y ] ⊆ g.
Let now [r, r′] ∈ K be fixed; and recall that [12]
Lemma 36 (Omori). Let φ ∈ D[r,r′], Y ∈ g, and α ∈ C
1([r, r′], g) be fixed. Then, we have
α = Adµ(Y ) for µ :=
∫ •
r φ ⇐⇒ α˙ = [φ, α] holds with α(r) = Y.
Proof. The proof is elementary, and can be found in Appendix E.2.
We conclude that
Corollary 7. Suppose that G is constricted, and admits an exponential map; and that g is sequen-
tially complete. Then, we have Adexp(−t·X)(Y ) = α−X,Y (t) for all t ≥ 0, and X,Y ∈ g.
Proof. By (47), we have α(t) := Adexp(−t·X)(Y ) = Ad∫ t
0 φ−X
(Y ), i.e., α˙ = [φ−X , α] ≡ [ −X,α] by
Lemma 36. The claim is thus clear from Lemma 35 and Lemma 36.
For the rest of this section, we let exp denote the exponential function on R.
We obtain
Lemma 37. Suppose that G is constricted, and admits an exponential map; and that g is sequen-
tially complete. Then, for each p ∈ P, and each bounded subset B ⊆ g, there exists some q ∈ P,
such that p ◦ Ad[∫ •
r
φ]−1 ≤ q holds for each φ ∈ CoP([r, r
′], g) with im[φ] ⊆ B.
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Proof. We let w be as in (79), for v ≡ p there; and choose r = t0 < . . . < tn = r
′ as well as
X0, . . . ,Xn−1 ∈ g, with φ|(tp,tp+1) = Xp for all p = 0, . . . , n − 1. Then, for 0 ≤ p ≤ n − 1 and
t ∈ (tp, tp+1], we have
Ad[∫ tr φ]−1 = Adexp(−|t1−t0|·X0) ◦ . . . ◦ Adexp(−|tp−tp−1|·Xp−1) ◦Adexp(−|t−tp|·Xp);
so that Corollary 7 together with (79) shows(
p ◦ Ad[∫ tr φ]−1
)
(Y ) ≤ exp(|t− r| · C) · w(Y ) ∀ Y ∈ g, t ∈ [r, r′].
The claim thus holds for q := exp(|r′ − r| · C) ·w.
We are ready for the
Proof of Proposition 5. The claim is clear from Lemma 30 and Lemma 37.
7.2.3 Submultiplicative Lie Algebras
We finally want to discuss the situation where (g, [·, ·]) is submultiplicative. Clearly, G is constricted
in this case; but, as we are going to show now, there exists a sharper version of Proposition 5
neither presuming the existence of the exponential map nor sequentially completeness of g. More
specifically, we will show that
Proposition 6. If (g, [·, ·]) is submultiplicative, then G is k-confined for each k ∈ N ⊔ {lip,∞}.
Moreover, G is reliable as it fulfills the condition introduced in C).
For this, let [r, r′] ∈ K be fixed; and recall that
Lemma 38 (Gro¨nwall). Let α, β : [r, r′]→ R≥0 be of class C
1, and C ≥ 0. Then,
α ≤ C +
∫ •
r (α · β)(s) ds =⇒ α ≤ C · exp
( ∫ •
r β(s) ds
)
.
We obtain that
Lemma 39. Suppose that (g, [·, ·]) is submultiplicative, and let v ≤ w ∈ P be as in (80). Then,
for each φ ∈ C0([r, r′], g), Y ∈ g, and α ∈ C1([r, r′], g) with α˙ = [φ, α] and α(r) = Y , we have
v(α) ≤ w(Y ) · exp
( ∫ •
r w(φ(s)) ds
)
.
Proof. We conclude from Lemma 6 that
w(α) ≤ w(Y ) +
∫ •
r w(α˙(s)) ds ≤ w(Y ) +
∫ •
r w(α(s)) · w(φ(s)) ds
holds; so that the claim is clear from Lemma 38.
Corollary 8. Suppose that (g, [·, ·]) is submultiplicative, and let v ≤ w ∈ P be as in (80). Then,
v
(
Ad∫ •
r φ
(Y )
)
≤ exp(
∫ •
r w(φ(s)) ds) · w(Y )
holds for each Y ∈ g and φ ∈ D[r,r′]; thus,
w
(
Ad[∫ •r φ]±(Y )
)
≤ exp(|r′ − r| · w∞(φ)) · w(Y ) ∀ Y ∈ g, φ ∈ D[r,r′].
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Proof. The first statement is clear from Lemma 36, and Lemma 39. Then, the second statement is
immediate from Example 1.
We are ready for the
Proof of Proposition 6. The first statement is clear from Corollary 8 and Lemma 29. For the second
statement, we let v ≤ w ∈ P be as in (80), choose w ≤ o ∈ P as in Lemma 25 for m ≡ w there;
and define V := Ξ−1(Bo,1). We furthermore define
γx : [0, 1] ∋ t 7→ t · x ∈ V as well as φx := δ
r(Ξ−1 ◦ γx) for each x ∈ V.
Then, Lemma 25 shows that w∞(φx) ≤ o∞(γ˙x) ≤ 1 holds for each x ∈ V ; so that Corollary 8 gives
w(AdΞ−1(x)(Y )) = w(Ad(Ξ−1◦γx)(1)(Y )) = w
(
Ad∫ 1
0 φx
(Y )
)
≤ exp(1) · w(Y ),
for each Y ∈ g; which shows the claim.
8 Differentiation Under the Integral
In this section, we clarify under which circumstances evolk[r,r′] for k ∈ N⊔ {lip,∞} and [r, r
′] ∈ K is
differentiable w.r.t. the (standard) the Ck-topology. In particular, we will show that11
Theorem 4.
1) If G is 0-continuous and C0-semiregular, then evol0[r,r′] is smooth for each [r, r
′] ∈ K iff g is
integral complete iff evol0[0,1] is differentiable at zero.
2) If G is k-continuous and Ck-semiregular for k ∈ N≥1 ⊔ {∞}, then evol
k
[r,r′] is smooth for each
[r, r′] ∈ K iff g is Mackey complete iff evolk[0,1] is differentiable at zero.
Here, for k = 0 in the first-, and k ∈ N≥1 ⊔ {∞} in the the second case, we have(
dφ evol
k
[r,r′]
)
(ψ) = deL∫ φ
( ∫
Ad[∫ sr φ]−1(ψ(s)) ds
)
∀ φ,ψ ∈ Ck([r, r′], g), [r, r′] ∈ K.
Proof. Confer Sect. 8.4.
We recall [3] that a g is said to be integral complete iff
∫
φ(s) ds ∈ g exists for each φ ∈
C0([0, 1], g).12 Theorem 4 will be a consequence of the more general Theorem 5, being concerned
with differentiation of parameter dependent integrals. The key point of the whole discussion is that
if G is k-continuous and Ck-semiregular for k ∈ N ⊔ {lip,∞}, then the directional derivative of
evolk[r,r′] at zero along some φ ∈ C
k([r, r′], g) always exists; namely, in the completion of g of g – as
explicitly given by
d
dh
∣∣
h=0
∫
h · φ =
∫
φ(s) ds ∈ g. (81)
We thus have to clarify this elementary issues first.
11A C1-version will also be proven for the Lipschitz case, cf. Corollary 13.
12Clearly, this is equivalent to require that
∫
φ(s) ds ∈ g exists for each φ ∈ C0([r, r′], g), for each [r, r′] ∈ K.
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8.1 Differentiation at Zero
We fix [r, r′] ∈ K in the following; and let g and E denote the completions of g and E, respectively.
By Lemma 2, then deΞ: g → E extends uniquely to a continuous isomorphism deΞ: g → E. In
order to prove (81), we now first need to show that φ ∈ Ck([r, r′], g), and s  k ∈ N ⊔ {∞} given,
there exists a sequence {φn}n∈N ⊆ C
∞([r, r′], g) with
limn→∞ p
s
∞(φ− φn) = 0 as well as
∫ •
r φn(s) ds ∈ g ∀ n ∈ N.
Such a sequence can be obtained, e.g., by approximating φ(s) by polygonal curves, smoothening
them by convolution, and then integrating them s-times. Basically, then (81) follows from the
triangle inequality and Proposition 1.
Polygons and Convolution:
We let F denote the set of all finite dimensional linear subspaces F ⊆ g of g; and define
Ck(D,F) :=
⊔
F∈FC
k(D,F ) ∀D ∈ I, k ∈ N ⊔ {∞}.
Moreover, for each n ≥ 1, we fix ρn : (−1/n, 1/n) → R≥0 smooth and compactly supported with∫
ρn(s) ds = 1. Then, for χ ∈ C
0(I,F) with [r, r′] ⊆ I (I ⊆ R an open interval) given, we choose
m ≥ 1 such large that [r, r′] + (−1/m, 1/m) ⊆ I holds; and define (convolution)
C∞([r, r′],F) ∋ χ ∗ ρn : [r, r
′] ∋ t 7→
∫ t+1/n
t−1/n ρn(t− s) · χ(s) ds ∀ n ≥ m.
Clearly, {χ ∗ ρn}n≥m → χ|[r,r′] converges uniformly (w.r.t. the seminorms {p∞}p∈P) with
(χ ∗ ρn)
(p) = χ ∗ ρ(p)n ∀ p ∈ N, n ≥ m.
Let now Poly([r, r′], g) ⊆ C0([r, r′],F) denote the set of all maps χ : [r, r′]→ g, such that there exist
r = t0 < . . . < tn = r
′ and X0, . . . ,Xn−1 ∈ g with
χ(tp + τ) = χ(tp) + τ ·Xp ∀ p = 0, . . . , n− 1, τ ≤ tp+1 − tp.
Clearly, for each ψ ∈ C0([r, r′], g), there exists a sequence {χn}n∈N ⊆ Poly([r, r
′], g) with {χn}n∈N →
ψ uniformly; and, combining this with the statements made above, we easily obtain that
Lemma 40. For each ψ ∈ C0([r, r′], g), there exists a sequence {ψn}n∈N ⊆ C
∞([r, r′],F) with
{ψn}n∈N → ψ uniformly.
Iterated Integration:
We define S[p] : gp × C0([r, r′], g)→ Cp([r, r′], g) for p ≥ 1, inductively by
S[1] : g× C0([r, r′], g)→ C1([r, r′], g), (X,φ) 7→ X +
∫ •
r φ(s) ds
as well as
S[p](X1, . . . ,Xp, φ) := S[1](Xp,S[p − 1](Xp−1, . . . ,X1, φ))
for all X1, . . . ,Xp and φ ∈ C
0([r, r′], g), for p ≥ 2. Evidently,
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• for all φ ∈ C0([r, r′],F) and X1, . . . ,Xp ∈ g, we have S[p](X1, . . . ,Xp, φ) ∈ C
p([r, r′],F).
• for all φ,ψ ∈ C0([r, r′], g) and X1, . . . ,Xp ∈ g, we have
S[p](X1, . . . ,Xp, φ)−S[p](X1, . . . ,Xp, ψ) = S[p](0, . . . , 0, φ− ψ).
• for all φ ∈ Cp([r, r′], g), we have φ = S[p]
(
φ(p−1)(r), . . . , φ(0)(r), φ(p)
)
.
• for all φ ∈ C0([r, r′], g), p ≥ 1, and X1, . . . ,Xp, we have S[p](X1, . . . ,Xp, φ)
(p) = φ as well as
S[p](X1, . . . ,Xp, φ)
(s) = S[p− s](X1, . . . ,Xp−s, φ) ∀ 1 ≤ s ≤ p− 1.
• for all φ ∈ C0([r, r′], g), p ≥ 1, and q ∈ P, we have (apply Lemma 6 successively)
·q∞(S[p](0, . . . , 0, φ)) ≤ |r
′ − r|p · q∞(φ).
The previous (and the first) point thus shows that for 0 ≤ u ≤ s ∈ N, we have
qu∞(S[s](0, . . . , 0, φ)) ≤ max(1, |r
′ − r|)s · q∞(φ) ∀ q ∈ P, φ ∈ C
0([r, r′],F).
Specific Estimates:
Let s  k ∈ N ⊔ {lip,∞}, m ∈ P, and φ ∈ Ck([r, r′], g) be given.
• We choose {ψn}n∈N ⊆ C
∞([r, r′],F) with {ψn}n∈N → φ
(s) uniformly (Lemma 40); and define
φn := S[s]
(
φ(s−1)(r), . . . , φ(0)(r), ψn
)
∈ C∞([r, r′],F) ∀ n ∈ N.
• We conclude from the third-, second-, and the last point in the previous part that
qs∞(φ− φn) = q
s
∞
(
S[s]
(
φ(s−1)(r), . . . , φ(0)(r), φ(s)
)
−S[s]
(
φ(s−1)(r), . . . , φ(0)(r), ψn
))
= qs∞
(
S[s]
(
0, . . . , 0, φ(s) − ψn
))
≤ max(1, |r′ − r|)s · q∞
(
φ(s) − ψn
) (82)
holds for each q ∈ P; thus,
qs∞(φn) ≤ q
s
∞(φ) + max(1, |r
′ − r|)s · q∞
(
φ(s) − ψn
)
∀ n ∈ N. (83)
• For each h ∈ R and n ∈ N, we define
γh,n := h · deΞ(
∫ •
r φn(s) ds) ≡ h · deΞ ◦S[s + 1]
(
φ(s−1)(r), . . . , φ(0)(r), 0, ψn
)
∈ C∞([r, r′], E);
and obtain from (83) that
ws∞(γh,n) = |h| · w
s
∞
( ∫ •
r φn(s) ds
)
≤ |h| · |r′ − r| · ws∞(φn)
≤ |h| · |r′ − r| ·
(
ws∞(φ) + max(1, |r
′ − r|)s · w∞
(
φ(s) − ψn
)) (84)
holds for each w ∈ P.
• Since B := im[φ(s)] ∪
⋃
n∈N im[ψn] is bounded, there exists some δ > 0, such that
µh,n := Ξ
−1 ◦ γh,n and φh,n := δ
r(µh,n) = ω(γh,n, γ˙h,n) = h · ω(γh,n,deΞ(φn))
are well defined, for each |h| ≤ δ and n ∈ N.
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• Then, for m ∈ P fixed, Lemma 5.1) applied to Ω ≡ ω(·,deΞ(·)), γ ≡ γh,n, ψ ≡ φn, p ≡ m,
provides us with certain seminorms q,w ∈ P, such that
ws∞(γh,n) ≤ 1 =⇒ m
s
∞(φh,n) = |h| ·m
s
∞(Ω(γh,n, φn)) ≤ |h| · q
s
∞(φn).
Thus, shrinking δ if necessary, by (83) and boundedness of B, we can achieve that
ms∞(h · φ) ≤ 1, m
s
∞(φh,n) ≤ 1, m
s
∞(h · φ− φh,n) ≤ 1 ∀ |h| ≤ δ, n ∈ N. (85)
We now have everything we need to prove
Proposition 7. Suppose that G is k-continuous for k ∈ N ⊔ {lip,∞}; and that (−δ, δ) · φ ⊆ Dk[r,r′]
holds for some φ ∈ Ck([r, r′], g) and δ > 0. Then, we have
d
dh
∣∣
h=0
∫
h · φ =
∫
φ(s) ds ∈ g.
Proof. We fix p ∈ P, and have to show that13
∆φ(h) := 1/|h| · p
(
Ξ(
∫
h · φ)− h · deΞ(
∫
φ(s) ds)
)
tends to zero if h tends to zero. For this, we choose p ≤ m and s  k as in Proposition 1; and
let {φh,n}n∈N ⊆ C
∞([r, r′], g), {γh,n}n∈N ⊆ C
∞([r, r′], g), {µh,n}n∈N ⊆ C
∞([r, r′], G), δ > 0 be as
above. Then, Proposition 1 and (85) (fourth step) show that for |h| ≤ δ, we have
∆φ(h) ≤ 1/|h| · p
(
Ξ(
∫
h · φ)− h · deΞ(
∫
φn(s) ds)
)
+ p
(
deΞ(
∫
φ(s) ds)− deΞ(
∫
φn(s) ds)
)
≤ 1/|h| · p
(
Ξ(
∫
h · φ)− γh,n(r
′)
)
+
∫
(p ◦ deΞ)(φ(s) − φn(s)) ds
= 1/|h| · p
(
Ξ(
∫
h · φ)− Ξ(µh,n(r
′))
)
+
∫
p(φ(s) − φn(s)) ds
≤ 1/|h| ·
∫
m
(
h · φ(s)− φh,n(s)
)
ds +
∫
p(φ(s) − φn(s)) ds
=
∫
m
(
φ(s)− ω(γh,n,deΞ(φn(s)))
)
ds +
∫
p(φ(s)− φn(s)) ds.
Let now ǫ > 0 be fixed. By (82), there exists some nǫ ∈ N, such that the second summand is
bounded by ǫ/3 for each n ≥ nǫ. Moreover, since φ = ω(0,deΞ(φ)) holds, we can estimate the first
summand by∫
m
(
φ(s)− ω(γh,n,deΞ(φn(s)))
)
ds =
∫
m
(
ω(0,deΞ(φ(s))))− ω(γh,n,deΞ(φn(s)))
)
ds
≤
∫
m
(
ω(0,deΞ(φ(s)))− ω(γh,n,deΞ(φ(s)))
)
ds
+
∫
m
(
ω(γh,n,deΞ(φ(s)− φn(s)))
)
ds.
(86)
Then,
• Since im[φ] is compact, we can achieve that the second line in (86) is bounded by ǫ/3 for each
n ∈ N, just by shrinking δ if necessary.
• In order to estimate the third line in (86), we choose m ≤ w as in (32) for v ≡ m there. Then,
by (84), we can achieve that w∞(γh,n) ≤ w
s
∞(γh,n) ≤ 1 holds for each |h| ≤ δ, for δ > 0 suitably
small; and obtain
m
(
ω(γh,n,deΞ(φ(s)− φn(s)))
) (32)
≤ w(φ(s)− φn(s)) ∀ |h| ≤ δ.
It is then clear from (82) that for n′ǫ ≥ nǫ suitably large, the third line in (86) is bonded by ǫ/3
for each n ≥ n′ǫ and |h| ≤ δ.
13For |h| ≤ δ suitably small, this is well defined by Lemma 20.
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We thus have ∆φ(h) ≤ ǫ for each |h| ≤ δ; and conclude that limh→0∆φ(h) = 0 holds.
We immediately obtain
Corollary 9.
1) Suppose that G is 0-continuous and C0-semiregular. Then, evol0[0,1] is differentiable at zero iff
g is integral complete.
2) Suppose that G is k-continuous and C∞-semiregular for k ∈ N⊔{lip,∞}. Then, evolk[0,1]
∣∣
C∞([0,1],g)
is differentiable at zero iff g is Mackey complete.
Proof. This is clear from Proposition 7 and Corollary 6.
8.2 Integrals with Parameters
We now discuss the differentiation of parameter-dependent integrals. For this, we let [r, r′] ∈ K be
fixed; and observe that
Corollary 10. Let G be Ck-semiregular for k ∈ N ⊔ {lip,∞}. Then, for φ,ψ, χ ∈ Ck([r, r′], g), we
have∫
(φ+ ψ + χ) = α · β · γ for α :=
∫
φ, β :=
∫
Adα−1(ψ), γ :=
∫
Ad(α·β)−1(χ).
Proof. Applying b) twice, we obtain
β−1 · α−1 · [
∫
φ+ ψ + χ] = β−1 ·
∫ •
r Adα−1(ψ + χ) =
∫ •
r Ad(α·β)−1(χ),
because Adα−1(ψ + χ), Ad(α·β)−1(χ) ∈ C
k([r, r′], g) holds by Lemma 13.
Moreover, let δ > 0, and suppose that µ, ν : [0, δ]→ G are maps with
limh→0 µ(h) = µ(0) = e and limh→0 1/h · (Ξ ◦ µ)(h) = X ∈ E
limh→0 ν(h) = ν(0) = e and limh→0 1/h · (Ξ ◦ ν)(h) = Y ∈ E.
Then, we obtain from Lemma 7 that, cf. Appendix F.1
limh→0 1/h · Ξ(µ(h) · ν(h)) = X + Y ∈ E (87)
holds; and are ready for
Theorem 5. Suppose that G is k-continuous and Ck-semiregular for some k ∈ N ⊔ {lip,∞}; and
let Φ: I × [r, r′]→ g (I ⊆ R open) be fixed with Φ(z, ·) ∈ Ck([r, r′], g) for each z ∈ I. Then,
d
dh
∣∣
h=0
(
[
∫
Φ(x, ·)]−1[
∫
Φ(x+ h, ·)]
)
=
∫
Ad[∫ sr Φ(x,·)]−1(∂zΦ(x, s)) ds ∈ g
holds for x ∈ I, provided that
a) We have (∂zΦ)(x, ·) ∈ C
k([r, r′], g).14
14More specifically, this means that for each t ∈ [r, r′] the map I ∋ z 7→ Φ(z, t) is differentiable at z = x with
derivative (∂zΦ)(x, t), such that (∂zΦ)(x, ·) ∈ C
k([r, r′], g) holds. In particular, the latter condition ensures that
ps∞((∂zΦ)(x, ·)) <∞ holds For each p ∈ P and s  k, cf. ii).
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b) For each p ∈ P and s  k, there exists Lp,s ≥ 0, as well as Ip,s ⊆ I open with x ∈ Ip,s, such that
1/|h| · ps∞(Φ(x+ h, ·) − Φ(x, ·)) ≤ Lp,s ∀ h ∈ Ip,s − x.
Proof. For x+ h ∈ I, we have
Φ(x+ h, t) = Φ(x, t) + h · ∂zΦ(x, t) + h · ǫ(x+ h, t) ∀ t ∈ [r, r
′],
for some ǫ : I × [r, r′]→ g with
i) limh→0 ǫ(x+ h, t) = ǫ(x, t) = 0 ∀ t ∈ [r, r
′],
ii) ps∞(ǫ(x+ h, ·)) ≤ Lp,s + p
s
∞((∂zΦ)(x, ·)) =: Cp,s <∞ ∀ h ∈ Ip,s − x for all p ∈ P, s  k.
Then, a) together with Corollary 10 shows that
∫
Φ(x+ h, ·) = α(1) · β(h, 1) · γ(h, 1) holds, with
α(t) :=
∫ t
r Φ(x, ·)
β(h, t) :=
∫ t
r h · Adα−1(∂zΦ(x, ·))
γ(h, t) :=
∫ t
r h · Ad(α·β(h,·))−1(ǫ(x+ h, ·))
for each t ∈ [r, r′]; thus,
d
dh
∣∣
h=0
Ξ
(
[
∫
Φ(x, ·)]−1[
∫
Φ(x+ h, ·)]
)
= ddh
∣∣
h=0
Ξ(β(h, 1) · γ(h, 1))
provided that the right side exists. Now, since Adα−1(∂zΦ(x, ·)) is of class C
k by Lemma 13,
Proposition 7 shows that
d
dh
∣∣
h=0
β(h, 1) =
∫
Adα−1(s)(∂zΦ(x, s)) ds =
∫
Ad[∫ sr Φ(x,·)]−1(∂zΦ(x, s)) ds
holds; so that the claim follows from (87) once we have verified that
limh→0 1/|h| · (p ◦ Ξ)(γ(h, 1)) = 0 ∀ p ∈ P. (88)
To show this, we fix p ∈ P, and let
• p ≤ q ∈ P, u  k be as in Lemma 20 for s ≡ u (and p ≡ k) there; i.e.,
qu∞(φ) ≤ 1 for φ ∈ D
k
[r,r′] =⇒ (p ◦ Ξ)
(∫ •
r φ
)
≤
∫ •
r q(φ(s)) ds. (89)
• q ≤ m ∈ P, s  k be as in Lemma 21 for p ≡ q there; i.e., we have
qp(Adβ−1(h,·)(ψ)) ≤ m
p(ψ) ∀ ψ ∈ Ck([r, r′], g), 0 ≤ p ≤ u, (90)
provided that ms∞(h ·Adα−1(∂zΦ(x, ·)) ≤ 1 holds.
• m ≤ n ∈ P be as in Lemma 14 for p ≡ m, q ≡ n, s ≡ o := max(s,u), and φ ≡ Φ(x, ·) there; i.e.,
we have
ms(h ·Adα−1(∂zΦ(x, ·)) ≤ |h| · n
s(∂zΦ(x, ·)) (91)
mp(Adα−1(ǫ(x+ h, ·))) ≤ n
p(ǫ(x+ h, ·)). (92)
for each 0 ≤ p ≤ o and h ∈ R.
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We choose δ > 0 such small that (−δ, δ) ⊆ In,o − x holds, with |h| · n
s
∞(∂zΦ(x, ·)) ≤ 1 for each
|h| ≤ δ. Then, (91), (90), (92), and ii) show that
qp
(
h ·Ad(α·β(h,·))−1(ǫ(x+ h, ·))
)
= |h| · qp
(
Adβ−1(h,·) ◦ Adα−1(ǫ(x+ h, ·))
)
≤ |h| · mp(Adα−1(ǫ(x+ h, ·)))
≤ |h| · np(ǫ(x+ h, ·))
≤ |h| · no∞(ǫ(x+ h, ·))
≤ |h| · Cn,o
(93)
holds for each |h| ≤ δ, and each 0 ≤ p ≤ u. Thus, shrinking δ if necessary, we obtain from (89), as
well as (93) for p ≡ u there, that
1/|h| · (p ◦ Ξ)(γ(h, t)) ≤
∫ t
r q(Ad(α(s)·β(h,s))−1(ǫ(x+ h, s))) ds ∀ |h| ≤ δ
holds. Then, (93), for p ≡ 0 there, gives
1/|h| · (p ◦ Ξ)(γ(h, t)) ≤
∫
n(ǫ(x+ h, s)) ds ∀ |h| ≤ δ.
Since the integrand is measurable, and bounded by ii); and since limh→0 n(ǫ(x+h, ·)) = 0 converges
pointwise by i), the dominated convergence theorem shows (88).
Clearly,
Remark 6. In the situation of Theorem 5, we obtain from Lemma 7 (and b)) that
d
dh
∣∣
h=0
∫
Φ(x+ h, ·) = deL∫ Φ(x,·)
( ∫
Ad[∫ s
r
Φ(x,·)]−1(∂zΦ(x, s)) ds
)
∈ g (94)
holds, provided that
• g is integral complete.
• g is Mackey complete with ∂zΦ(x, ·) ∈ C
lip([r, r′], g).
Here, the first criterion is obvious, and the second one is clear from Lemma 13. ‡
8.3 Duhamel’s Formula
Suppose that G is ∞-continuous and C∞-semiregular, and that g is Mackey complete. We fix
X : I → g of class C1, and define
Φ: I × [0, 1]→ g, (z, t) 7→ X(z).
Then, Φ fulfills the presumptions of Theorem 5 for [r, r′] ≡ [0, 1] there, namely, for each x ∈ I; so
that we have
Corollary 11. Suppose that G is ∞-continuous and C∞-semiregular, and that g is Mackey com-
plete. Then, for each X : I → g of class C1, we have
∂z exp(X(x)) = deLexp(X(x))
( ∫ 1
0 Adexp(−s·X(x))(∂zX(x)) ds
)
∀ x ∈ I.
Proof. Clear.
57
We want to provide a further version of this statement:
Referring to Lemma 35, we say that G is quasi constricted iff
αX,Y : R ∋ t 7→
∑∞
n=0
tn
n! · JXK
n(Y ) ∈ g ∀X,Y ∈ g
is well defined and of class C1 with α˙X,Y = [X,α]; thus, of class C
∞ by Corollary 2. Then,
by Lemma 34, we have
idg−exp(−JX(x)K)
JX(x)K (Y ) :=
∫ 1
0 α−X,Y (s) ds =
∑∞
n=0
1
(n+1)! · J−X(x)K
n(Y ) ∈ g ∀ Y ∈ g;
and, in analogy to Corollary 7, we obtain
Corollary 12. Suppose that G is quasi constricted, and admits an exponential map. Then,
Adexp(−t·X)(Y ) = α−X,Y (t) ∀ t ∈ R, X, Y ∈ g.
Proof. The proof is the same as for Corollary 7, whereby the statement in Lemma 35 now holds by
definition.
We obtain
Proposition 8 (Duhamel’s formula). Suppose that G is ∞-continuous, C∞-semiregular, and
quasi constricted; and that g is Mackey complete. Then, for each X : I → g of class C1, we have
∂z exp(X(x)) = deLexp(X(x))
(
idg−exp(−JX(x)K)
JX(x)K (∂zX(x))
)
∀ x ∈ I.
Proof. By Corollary 11, we have
∂z exp(X(x)) = deLexp(X(x))
( ∫
Adexp(−s·X(x))(∂zX(x)) ds
)
∀ x ∈ I.
We obtain from Corollary 12 and Lemma 34 that∫
Adexp(−s·X(x))(∂zX(x)) ds =
∫ ∑∞
n=0
sn
n! · J−X(x)K
n(∂zX(x)) ds
=
∑∞
n=0
1
(n+1)! · J−X(x)K
n(∂zX(x))
holds for each x ∈ I; which is necessarily in g.
8.4 Smoothness of the Integral
We now are going to prove Theorem 4. For this, we first observe that
Lemma 41. Let Γ: G× g→ g be continuous, and k ∈ N ⊔ {lip,∞} be fixed. Suppose furthermore
that G is k-continuous and Ck-semiregular. Then,
Γ̂ : Ck([r, r′], g)×Ck([r, r′], g)→ g, (φ,ψ) 7→
∫
Γ
(∫ s
r φ,ψ(s)
)
ds
is continuous for each [r, r′] ∈ K.
Proof. This follows by standard arguments from Lemma 23, cf. Appendix F.2.
Let now k ∈ N ⊔ {lip,∞} be fixed; and suppose that G is k-continuous and Ck-semiregular, i.e,
locally µ-convex and C lip-semiregular for k ≡ lip. Suppose furthermore that
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• g is integral complete if k ≡ 0 holds.
• g is Mackey complete if k ∈ N≥1 ⊔ {lip,∞} holds.
Clearly,
Φ[φ,ψ] : (−1, 1) × [r, r′]→ g, (h, t) 7→ φ(t) + h · ψ(t)
fulfills the presumptions of Theorem 5 for each φ,ψ ∈ Ck([r, r′], g); i.e., we have, cf. Remark 6(
dφevol
k
[r,r′]
)
(ψ) = deL∫ φ
( ∫
Ad[∫ sr φ]−1(ψ(s)) ds
)
∀ φ,ψ ∈ Ck([r, r′], g), [r, r′] ∈ K. (95)
This can be written as, cf. (15)
dφevol
k
[r,r′](ψ) = d(
∫
φ,e)m
(
0, Γ̂(φ,ψ))
)
for Γ ≡ Ad(inv(·), ·);
so that evolk[r,r′] is of class C
1 by Lemma 41. We thus have
Corollary 13. Let G be k-continuous and Ck-semiregular for k ∈ N ⊔ {lip,∞}. Suppose further-
more that g is
• integral complete for k ≡ 0.
• Mackey complete for k ∈ N≥1 ⊔ {lip,∞}.
Then, evolk[r,r′] is of class C
1 with
dφevol
k
[r,r′](ψ) = deL
∫
φ
( ∫
Ad[∫ sr φ]−1(ψ(s)) ds
)
∀ φ,ψ ∈ Ck([r, r′], g)
for each [r, r′] ∈ K.
Proof. Clear.
We are ready for the
Proof of Theorem 4. By Corollary 9, it remains to show that evolk[r,r′] is smooth for each [r, r
′] ∈ K
• if g is integral complete for k ≡ 0.
• if g is Mackey complete for k ∈ N≥1 ⊔ {∞}.
Now, since Corollary 13 shows that evolk[0,1] is of class C
1, Theorem E in [3] shows that
∫ k
[0,1] is
smooth. Then, for [r, r′] ∈ K fixed, we define
̺ : [0, 1]→ [r, r′], t 7→ r + t · |r′ − r|;
and recall that (cf. proof of Lemma 15) evolk[r,r′] = evol
k
[0,1] ◦ η holds, for the k-continuous, linear
map
η : Ck([r, r′], g)→ Ck([0, 1], g), φ 7→ ˙̺ · φ ◦ ̺ ≡ |r′ − r| · φ ◦ ̺.
Since η is smooth by b), the claim follows.
Remark 7. It is to be expected that Theorem 4,2) also holds for k ≡ lip; i.e., that we have
2’) If G is lip-continuous and C lip-semiregular, then evollip[r,r′] is smooth for each [r, r
′] ∈ K iff g is
Mackey complete iff evollip[0,1] is differentiable at zero.
Indeed, by Corollary 9, it only remains to show that evollip[r,r′] smooth; whereby (due to the explicit
formula (95)) Corollary 13 already shows that evollip[r,r′] is of class C
1. Using similar arguments
as in Lemma 41, it should follow inductively from (95) that evollip[r,r′] is of class C
∞. The details,
however, seem to be quite elaborate and technical; so that we leave this issue to a another paper. ‡
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APPENDIX
A Appendix to Sect. 3
A.1
Proof of Lemma 1. Since Φ is continuous with Φ(x, 0, . . . , 0) = 0, there exist q1 ∈ Q1, . . . , qn ∈ Qn
as well as V ⊆ X open with x ∈ V , such that
(p ◦ Φ)(y, Y1, . . . , Yn) ≤ 1 ∀ y ∈ V (96)
holds for all Y1 ∈ Bq1,1, . . . , Yn ∈ Bqn,1. Let now X1 ∈ F1, . . . ,Xn ∈ Fn be fixed; and define
Yk :=
{
Xk for qk(Xk) = 0,
1/qk(Xk) ·Xk for qk(Xk) > 0,
for k = 1, . . . , n. Then,
• if q1(X1), . . . , qn(Xn) > 0 holds, we obtain
(p ◦ Φ)(y,X1, . . . ,Xn)
(96)
≤ q1(X1) · . . . · qn(Xn) ∀ y ∈ V.
• if qk(Xk) = 0 holds for some 1 ≤ k ≤ n, we have qk(n · Yk) = 0 for each n ≥ 1; thus,
(p ◦ Φ)(y, Y1, . . . , Yn)
(96)
≤ 1/n ∀ n ≥ 1 =⇒ (p ◦ Φ)(y, Y1, . . . , Yn) = 0
=⇒ (p ◦ Φ)(y,X1, . . . ,Xn) = 0
for each y ∈ V .
From this, the claim is clear.
A.2
Proof of Corollary 1. Since K is compact, by Lemma 1, there exist seminorms q[p]1 ∈ Q1, . . . , q[p]n ∈
Qn for p = 1, . . . ,m, as well as V1, . . . , Vm ⊆ X open with K ⊆ V1 ∪ . . . ∪ Vm =: O, such that
(p ◦ Φ)(y,X1, . . . ,Xn) ≤ q[p]1(X1) · . . . · q[p]n(Xn) ∀ y ∈ Vp, p = 1, . . . ,m
holds for all X1 ∈ F1, . . . ,Xn ∈ Fn. Evidently, then (17) holds for any q1 ∈ Q1, . . . , qn ∈ Qn with
q[1]k, . . . , q[m]k ≤ qk for k = 1, . . . , n.
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A.3
Proof of Lemma 3. It is clear that γ(k) is of class C1 if γ is of class Ck+1; and the other direction
is clear if D ≡ I is open. Thus, suppose that D is not open; and that γ is of class Ck with γ(k) of
class C1. We define r := inf{D} and r′ := sup{D}; and proceed as follows:
• If r /∈ D holds, we let D′ := D and γ′ := γ.
• If r ∈ D holds, we let D′ := (r − ǫ, r) ⊔D for some ǫ > 0; and define γ′ : D′ → E by
γ′|(r−ǫ,r) := (· − r)
k+1/(k + 1)! ·
(
γ(k)
)(1)
(r) +
∑k
p=0(· − r)
p/p ! · γ(p)(r)
and γ′|D := γ.
Then,
• If r′ /∈ D holds, we let I := D′ and γ′′ := γ′.
• If r′ ∈ D holds, we let I := D′ ⊔ (r′, r′ + ǫ′) for some ǫ′ > 0; and define γ′′ : I → E by
γ′′|(r′,r′+ǫ′) := (· − r
′)k+1/(k + 1)! ·
(
γ(k)
)(1)
(r′) +
∑k
p=0(· − r
′)p/p ! · γ(p)(r′)
and γ′′|D′ := γ
′.
By construction, I is open; and we have γ = γ′′|D, for γ
′′ of class Ck+1.
A.4
Proof of Lemma 4. Passing to Ck-extensions of γi for i = 1, 2, we can assume that D ≡ I is open.
Then, the first claim is clear from c), d). Moreover, for α as in (19) and t ∈ I, we have
α˙(t) = dt(Ψ ◦ β)(1)
d)
= dΨ(β(t),dtβ(1))
c)
= dΨ
(
β(t), γ
(z1+1)
i1
(t)× . . .× γ
(zm+1)
im
(t)
)
e)
=
∑m
u=1 ∂uΨ
(
β(t), γ
(zu+1)
iu
(t)
)
,
for β ≡ γ
(z1)
i1
× . . .× γ
(zm)
im
; as well as
∂uΨ = dΨ|V×{0}u−1×Fiu×{0}m−u ∀ u = 1, . . . ,m
smooth by a). The second claim thus follows inductively, as it clearly holds for p = 0.
A.5
Proof of Lemma 5. By Corollary 3, for 0 ≤ p ≤ u, and each γ ∈ Cu([r, r′],W1), ψ ∈ C
u([r, r′], F2),
we have Ω(γ, ψ)(p) =
∑dp
i=1 αp,i(γ, ψ), with
αp,i : (γ, ψ) 7→ ([∂1]
m[p,i]Ω)
(
γ, γ(z[p,i]1), . . . , γ(z[p,i]m[p,i]), ψ(q[p,i])
)
for certain z[p, i]1, . . . , z[p, i]m[p,i], q[p, i] ≤ p and m[p, i] ≥ 1. Then,
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1) For p ∈ P fixed, Lemma 1 provides us with q1 ∈ Q1, q2 ∈ Q2, and an open neighbourhood
V ⊆ F1 of 0, such that
p(αp,i(γ, ψ)) ≤ q1
(
γ(z[p,i]1)
)
· . . . · q1
(
γ(z[p,i]m[p,i])
)
· q2
(
ψ(q[p,i])
)
∀ i = 1, . . . , dp, p = 0, . . . ,u
holds, provided that we have im[γ] ⊆ V . The claim thus holds for q := max(d0, . . . , dp) · q2, and
each V ≺ m ∈ Q1 with q1 ≤ m.
2) For p ∈ P, γ ∈ Cu([r, r′],W1) fixed, Corollary 1 provides us with q1 ∈ Q1, q2 ∈ Q2, such that
p(αp,i(γ, ψ)) ≤ q1
(
γ(z[p,i]1)
)
· . . . · q1
(
γ(z[p,i]m[p,i])
)
· q2
(
ψ(q[p,i])
)
∀ i = 1, . . . , dp, p = 0, . . . ,u.
Since we have q1
u
∞(γ) <∞, the claim holds for q = C · q2, for C ≥ 0 suitably large.
This proves the claim.
A.6
Proof of Lemma 7. Recall that dγ(t)f is well defined, linear, and continuous by Lemma 2. We
choose δ > 0 such small that for each h ∈M := (D − t) ∩ ((−δ, 0) ∪ (0, δ)), we have
γ(t) + [0, 1] ·∆h ⊆ U for ∆h := γ(t+ h)− γ(t).
We obtain from (18) that
1/h · (f(γ(t+ h))− f(γ(t))) = 1/h ·
(
dγ(t)f(∆h) +
∫ 1
0 (1− s) · d
2
γ(t)+s·∆h
f(∆h,∆h) ds
)
= dγ(t)f (1/h ·∆h) +
∫ 1
0 (1− s) · d
2
γ(t)+s·∆h
f(1/h ·∆h,∆h) ds (97)
holds for each h ∈M . Since dγ(t)f is continuous, we have
limh→0 dγ(t)f (1/h ·∆h) = dγ(t)f (X).
The claim thus follows once we have shown that the second summand in (97) tends to zero if h
tends to zero. For this, we fix p ∈ P; and choose q1, q2 ∈ Q as well as V ⊆ U open with γ(t) ∈ V
as in Lemma 1, for Φ ≡ d2f : U × F × F → E and x ≡ γ(t) there. Since limh→0∆h = 0 holds by
continuity of γ, we obtain
limh→0 p
( ∫ 1
0 (1− s) · d
2
γ(t)+s·∆h
f(1/h ·∆h,∆h) ds
) (22)
≤ limh→0 p
(
d2γ(t)+s·∆hf(1/h ·∆h,∆h)
)
≤ limh→0 q1(1/h ·∆h) · q2(∆h)
= limh→0 q1(1/h ·∆h) · q2(∆h)
= 0;
which shows the claim.
A.7
Proof of Lemma 11. By Lemma 10.2) and d), it suffices to show that there exists some µ ∈ C1(I,G),
for I ⊆ R an open interval containing [r, r′], such that δr(µ|[r,r′]) = φ holds:
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By assumption, for p = 0, . . . , n− 1, we have
φ|[tp,tp+1] = δ
r(µ[p]|[tp,tp+1]) for some µ[p] ∈ C
k+1(Ip, G) (98)
with Ip ⊆ R an open interval containing [tp, tp+1]; and, due to the first identity in (38), we can
assume that
µ[p](tp+1) = µ[p+ 1](tp+1) ∀ p = 0, . . . , n− 2
holds. We write I0 ≡ (ι, ℓ
′), In−1 ≡ (ℓ, ι
′), let I ≡ (ι, ι′), and define
• ψ ∈ C0(I, g) by ψ|(ι,r) := δ
r(µ[0]|(ι,r)), ψ|[r,r′] := φ, ψ|(r′,ι′) := δ
r(µ[0]|(r′,ι′)).
• µ ∈ C0(I,G) by
µ|(ι,r] := µ[0]|(ι,r],
µ|(tp,tp+1] := µ[p]|(tp,tp+1] ∀ p = 0, . . . , n − 1,
µ|(r′,ι′) := µ[n− 1]|(r′,ι′).
We obtain from (98) that
limh→0 1/h · Ξ(µ(t+ h) · µ(t)
−1) = deΞ(ψ(t)) ∀ t ∈ I (99)
holds; and now will conclude from Lemma 7 that µ is of class C1.
For this, we let τ ∈ I be fixed; and choose a chart Ξ′ : G ⊇ U′ → V′ ⊆ E with µ(τ) ∈ U′. Moreover,
we choose V ⊆ V open with 0 ∈ V , as well as J ⊆ I open with τ ∈ J , such that Ξ−1(V ) ·µ(J) ⊆ U′
holds. Then, shrinking J if necessary, we can assume that (Ξ ◦m)(µ(J), (inv ◦ µ)(J)) ⊆ V holds.
For each s ∈ J , we define γs : J ∋ t 7→ (Ξ ◦m)(µ(t), (inv ◦ µ)(s)) ∈ V , as well as
fs : V → V
′, x 7→ (Ξ′ ◦m)(Ξ−1(x), µ(s)).
Then, Lemma 7 (second step) shows that
limh→0 1/h · ((Ξ
′ ◦ µ|J)(s+ h)− (Ξ
′ ◦ µ|J)(s)) = limh→0 1/h · (fs(γs(s+ h))− fs(γs(s)))
= dγs(s)fs(limh→0 1/h · (γs(s+ h)− γs(s)))
(99)
= (dµ(s)Ξ
′ ◦ deRµ(s))(ψ(s))
holds, which shows that µ is of class C1.
A.8
Proof of the Lipschitz Case in Lemma 13. We have to show that Adµ(φ) ∈ C
lip([r, r′], G) holds for
each µ ∈ C1([r, r′], g), and each φ ∈ C lip([r, r′], g) with Lipschitz constants {Lp}p∈P ⊆ R≥0. For
this, we fix p ∈ P; and observe that
p
(
Adµ(t)(φ(t))−Adµ(t′)(φ(t
′))
)
≤ p
(
Adµ(t)(φ(t)− φ(t
′))
)
+ p
((
Adµ(t) −Adµ(t′)
)
(φ(t′))
)
holds. Then,
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• We let C := im[µ], choose p ≤ m ∈ P as in (28) for n ≡ p there; and obtain
p
(
Adµ(t)(φ(t)− φ(t
′))
)
≤ m(φ(t)− φ(t′)) ≤ Lm · |t
′ − t|
for r ≤ t < t′ ≤ r′.
• Since α : [r, r′] × im[φ] ∋ (s,X) → ∂sAdµ(s)(X) is well defined and continuous, we obtain from
Lemma 6 that
p
((
Adµ(t) −Adµ(t′)
)
(φ(t′))
)
≤
∫ t′
t p
(
∂sAdµ(s)(φ(t
′)) ds
)
≤ C · |t′ − t|
holds, for C := sup{p(α(s,X)) | (s,X) ∈ [r, r′]× im[φ]} <∞.
From this, the claim is clear.
A.9
Proof of the statement made in Remark 2.1). We obtain from (47), d), e) that
exp(r ·X) · exp(s ·X) = exp((r + s) ·X) = exp(s ·X) · exp(r ·X) ∀ s, t ≥ 0 (100)
holds. Then, (47) shows Adexp(t·X)(X) = X for each t ≥ 0; thus,
exp(t ·X)−1 ≡ [
∫ t
0 φX ]
−1 c)=
∫ t
0−φX ≡ exp(−t ·X) ∀ t ≥ 0.
It follows that (100) even holds for all s, r ∈ R; i.e., that β : R ∋ t 7→ exp(t · X) ∈ G is a group
homomorphisms. Then, smoothness of β is clear from (38), (47), and Lemma 10.2).
A.10
Proof of the statement made in Remark 2.3). We define ψ ∈ C0([r − 2, r′ + 2], g) by
ψ|[r−2,r) := φ(r), ψ|[r,r′] := φ, ψ|(r′,r′+2] := φ(r
′),
as well as β ∈ C1((r − 1, r′ + 1), g) by
β : (r − 1, r′ + 1) ∋ t 7→
∫ t
r−1 ψ(s) ds.
For t ∈ (r − 1, r′ + 1) fixed, and 0 < h ≤ 1, we let
Y :=
∫ t+h
r−1 ψ(s) ds, X :=
∫ t
r−1 ψ(s) ds, Xh :=
∫ t+h
t ψ(s) ds;
and obtain
(exp ◦β)(t+ h) ≡
∫ 1
0 φY =
∫ 1
0 φX + φXh
a)
=
∫ 1
0 φXh ·
∫ 1
0 φX
= exp
( ∫ t+h
t ψ(s) ds
)
· exp
( ∫ t
r−1 ψ(s) ds
)
.
Since exp is of class C1, we obtain from (47) and d) that δr(exp ◦β)|[r,r′] = φ holds; which shows
the claim.
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B Appendix to Sect. 4
B.1
Proof of Equation (54). Applying a standard refinement argument, we obtain r = t0 < . . . < tn =
r′ as well as φ[p], ψ[p] ∈ Dk[tp,tp+1] for p = 0, . . . , n− 1 with
φ|(tp ,tp+1) = φ[p]|(tp ,tp+1), ψ|(tp ,tp+1) = ψ[p]|(tp ,tp+1) ∀ p = 0, . . . , n − 1.
We let α := [
∫ •
r φ]
−1[
∫ •
r ψ], µ :=
∫ •
r φ, ν :=
∫ •
r ψ; and define
αp := α|[tp,tp+1]
(53)
= µ(tp)
−1
[∫ •
tp
φ[p]
]−1[∫ •
tp
ψ[p]
]
· ν(tp) (101)
µp := µ|[tp,tp+1] ∈ C
k+1([tp, tp+1], g) (102)
for p = 0, . . . , n − 1. We obtain from b) that
δr(αp)|(tp,tp+1) = Adµ−1p (ψ[p] − φ[p])|(tp ,tp+1) ∀ p = 0, . . . , n− 1 (103)
holds; so that Lemma 13 and (102) show Adµ−1(ψ − φ) ∈ DP
k([r, r′], g). Then, for t ∈ (tp, tp+1]
with 0 ≤ p ≤ n− 1, we have
∫ t
r Adµ−1(ψ − φ)
(53),(103)
=
[
αp(t) · αp(tp)
−1
]
·
[
αp−1(tp) · αp−1(tp−1)
−1
]
· . . . ·
[
α0(t1) · α0(t0)
−1
]
(101)
= α(t)
which proves the claim.
B.2
Proof of Equation (56) and the Ck-statement made in the proof of Lemma 24. It is straightforward
from the triangle inequality, the properties of ρ, and smoothness of ̺ that ψ ∈ C lip([r, r′], g) holds
for k ≡ lip. Thus, in order to prove that ψ is of class Ck, and to verify Equation (56), we can
assume that k ∈ N ⊔ {∞} holds in the following.
Now, to prove the Ck-statement, we have to show that ψ = ψ′|[r,r′] holds for some ψ
′ ∈ Ck(I, g)
with I ⊆ R open containing [r, r′]. For this, we define ̺′ ∈ C∞(R,R) by
̺′|(−∞,r) := ̺(r) ̺
′|[r,r′] := ̺ ̺
′|(r′,∞) := ̺(r
′);
and let ψ′ := ˙̺′ · φ ◦ ̺′ : R→ g. Then,
• we have ψ′(m)|R−[r,r′] = 0 for 0 ≤ m ≤ k, as well as
(ψ′|(tp ,tp+1))
(m) = (( ˙̺[p] · φ˜[p] ◦ ̺[p])|(tp ,tp+1))
(m) ∀ 0 ≤ m ≤ k, 0 ≤ p ≤ n− 1. (104)
• we obtain from d) and e) that
( ˙̺[p] · φ˜[p] ◦ ̺[p])(m)(tp) = 0 = ( ˙̺[p] · φ˜[p] ◦ ̺[p])
(m)(tp+1) (105)
holds, for 0 ≤ m ≤ k and p = 0, . . . , n− 1.
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Now, since ψ′ is of class C0, we can assume that it is of class Cq for some 0 ≤ q ≤ k − 1. Then,
(104) (for m ≡ q there) shows that
ψ′(q)|[tp,tp+1] = ( ˙̺[p] · φ˜[p] ◦ ̺[p])
(q)|[tp,tp+1] ∀ p = 0, . . . , n− 1 (106)
holds; with ψ′(q)|R−[(t0,t1)⊔...⊔(tn−1,tn)] = 0 by the first-, and by the second point (for m ≡ q there).
Together with (105) (for m ≡ q there), this implies that ψ′(q) is differentiable with
ψ′(q+1)|R−[(t0,t1)⊔...⊔(tn−1,tn)] = 0;
so that (104) and (105) (for m ≡ q + 1 there) show that ψ′(q+1) is continuous. It thus follows
inductively that ψ′ is of class Ck.
In particular, (56) is now clear from
ψ|[tp,tp+1] = ψ
′|[tp,tp+1]
(106)
= ( ˙̺[p] · φ˜[p] ◦ ̺[p])|[tp,tp+1] = δ
r(µ[p] ◦ ̺[p]|[tp,tp+1])
for p = 0, . . . , n − 1.
C Appendix to Sect. 5
C.1
Proof of the statement made in Example 2.1). We let π : E → G ≡ E/Γ, X 7→ [X] denote the
canonical projection, define e := [0], and fix an open neighbourhood O ⊆ E of 0, such that
O ∩ [O+ [Γ− {e}]] = ∅ holds.15 Then, a chart of G that is centered at e ≡ [0] ∈ G, is given by
Ξ: U ≡ π(O)→ V ≡ O, [X] 7→ π−1(X) ∩ O ⊆ E.
Then, for V ≺ p ∈ P and X1, . . . ,Xn ∈ E with p(X1) + . . .+ p(Xn) ≤ 1, we have
p(X1 + . . .+Xn) ≤ 1 implying [X1 + . . .+Xn] ∈ U;
and obtain
(p ◦ Ξ)(Ξ−1(X1) · . . . · Ξ
−1(Xn)) = (p ◦ Ξ)([X1] · . . . · [Xn])
≡ (p ◦ Ξ)([X1 + . . .+Xn])
= p(X1 + . . .+Xn)
≤ p(X1) + . . .+ p(Xn),
which shows that G is locally µ-convex.
C.2
Proof of the statement made in Example 2.2). We let u ≡ ‖ · ‖ denote the Banach norm on E; and
can assume that V ≺ u holds, just by rescaling u if necessary. We fix 0 < r ≤ 1 with, cf. Remark 1∥∥dg·Ξ−1(x)·qΞ(dΞ−1(x)·qLg ◦ dΞ−1(x)Rq ◦ dxΞ−1)∥∥op ≤ r−1 (107)
15Confer, e.g., Theorem 1.10 in [13] for the existence of such O.
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for all g, q ∈ U and x ∈ V with (u ◦ Ξ)(g), (u ◦ Ξ)(q), u(x) ≤ r; and define o := r−2 · u. Then, since
we have r ≤ 1, it suffices to show that
(u ◦ Ξ)(Ξ−1(X1) · . . . · Ξ
−1(Xn)) ≤ r · ǫ (108)
holds for all X1, . . . ,Xn ∈ E with o(X1) + . . .+ o(Xn) =: ǫ ≤ 1.
Now, (108) is clear for n = 1, as
o(X) ≤ ǫ for X ∈ E =⇒ (u ◦ Ξ)(Ξ−1(X)) = r2 · o(X) ≤ r · ǫ.
We thus can assume that (108) holds for all 1 ≤ q ≤ n for some n ≥ 1, fix X1, . . . ,Xn+1 ∈ E with
o(X1) + . . . + o(Xn+1) =: ǫ ≤ 1, and define
ρ : [0, 1] ∋ t 7→ Ξ(Ξ−1(t ·X1) · . . . · Ξ
−1(t ·Xn+1)).
Then, applying the induction hypotheses, Lemma 6 together with (15) and (107) gives
u(ρ(1)) ≤ supt∈[0,1] u(ρ˙(t)) ≤ r
−1 · (u(X1) + . . . + u(Xn+1)) = r · (o(X1) + . . .+ o(Xn+1)) ≤ r · ǫ.
Equation (108) thus follows inductively for each n ≥ 1.
C.3
Proof of the statement made in Example 2.3). Let us first observe that
(1 + ǫ1) · . . . · (1 + ǫn)− 1 ≤ 2 ·
∑n
k=1 ǫk (109)
holds, for ǫ1, . . . , ǫn > 0 with
∑n
k=1 ǫk ≤ 1/2. This is clear for n = 1; and follows inductively for each
n ≥ 1. In fact, suppose that (109) holds for n ≥ 1, and let ǫ1, . . . , ǫn+1 > 0 with
∑n+1
k=1 ǫk ≤ 1/2.
Then, we obtain from (109) that
(1 + ǫn+1) · (1 + ǫ1) · . . . · (1 + ǫn)− 1 ≤
(
2 ·
∑n
k=1 ǫk
)
+
(
ǫn+1 · (1 + 2 ·
∑n
k=1 ǫk) ≤ 2 ·
∑n+1
k=1 ǫk
)
.
Let now u ∈ P be fixed. We choose u ≤ w ∈ P as in (59) for v ≡ u there, let o := 2 · w; and
consider the chart
Ξ: U ≡ A× → V ≡ A× − 1, a 7→ a− 1
for 1 ≡ e; and obtain from (59) that
(u ◦ Ξ)(Ξ−1(X1) · . . . · Ξ
−1(Xn)) = u((1 +X1) · . . . · (1+Xn)− 1)
≤ (1 +w(X1)) · . . . · (1 +w(Xn))− 1
(110)
holds for all X1, . . . ,Xn ∈ V with n ≥ 1. Then,
o(X1) + . . . + o(Xn) =: ǫ ≤ 1 =⇒
∑n
k=1w(Xk) ≤ 1/2;
and we conclude from (109) and (110) that
(u ◦ Ξ)
(
Ξ−1(X1) · . . . · Ξ
−1(Xn)
)
≤ 2 ·
∑n
k=1w(Xk) =
∑n
k=1 o(Xk) = ǫ
holds, which shows the claim.
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D Appendix to Sect. 6
D.1
Proof of the statement made in Remark 3. Let Ξ′ : G ⊇ U′ → V′ ⊆ E be a further chart of G with
e ∈ U′ and Ξ′(e) = 0. Then, shrinking V if necessary, we can assume
Φ ≡ d(Ξ′−1 ◦ Ξ): V× E → E
is well-defined. Let now p ∈ P be fixed. We choose q ≡ q1 ∈ P and V ⊆ V as in Lemma 1,
additionally convex; and define γx : [0, 1] ∋ t 7→ (Ξ
′−1 ◦ Ξ)(t · x) ∈ V for each x ∈ V . Then, Lemma
6 shows
p(Ξ′−1 ◦ Ξ)(x) = p(γx(1) − γx(0)) ≤
∫
p(γ˙x(s)) ds =
∫
(p ◦Φ)(γx(s), γ˙x(s)) ds ≤
∫
q(x) ds = q(x)
for each x ∈ V , from which the claim is clear.
D.2
Proof of the statement made in Example 3.1). We let Ξ: U ∋ [X] → X ∈ V be defined as in Ap-
pendix C.1; and fix V ⊆ V symmetric open with V ⊆ V and V + V ⊆ V. Then, for X,Y ∈ V (or,
alternatively, [X], [Y ] ∈ Ξ−1(V )), we have
p(−X + Y ) = (p ◦ Ξ)([−X + Y ]) = (p ◦ Ξ)([X]−1 · [Y ]) ∀ p ∈ P.
The claim now follows easily from Remark 4.4), when applied to U ≡ V as well as U ≡ Ξ−1(V )
there.
D.3
Proof of the statement made in Example 3.2). Let ‖ · ‖ denote the Banach norm on E. Then,
Lemma 8 applied to C ≡ {e} and p ≡ ‖ · ‖ provides us with an open neighbourhood V of e, as well
as some C > 0, such that
‖Ξ(q)− Ξ(q′)‖ ≤ C · ‖Ξh(q)− Ξh(q
′)‖ ∀ q, q′, h ∈ V (111)
holds. We fix an open neighbourhood U ⊆ G of e with U ⊆ U; and recall that – in order to
show that G is Mackey complete – by Remark 4.4), it suffices to show that each Cauchy sequence
{gn}n∈N ⊆ U ⊆ G converges in G. Now, (111) applied to h ≡ gm gives
‖Ξ(gm)− Ξ(gn)‖ ≤ C · ‖Ξ(g
−1
m · gn)‖ ∀m,n ∈ N,
which implies that {Ξ(gn)}n∈N ⊆ Ξ(U) ⊆ V is a Cauchy sequence in E. By assumption, limn Ξ(gn) =
x ∈ U ⊆ V exists; so that {gn}n∈N converges to Ξ
−1(x) ∈ G.
D.4
Proof of the statement made in Example 3.3). Recall that A× is locally µ-convex by Example 2.3);
and let Ξ: U ∼= A× ∋ a 7→ a − 1 ∈ V ≡ A× − 1 be as in Appendix C.3. Let furthermore
{an}n∈N ⊆ A
× be a fixed sequence.
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• We fix v ∈ P, choose v ≤ m ∈ P as in (59) for w ≡ m there, and obtain
v(an − an−1) = v
(
an−1 ·
(
a−1n−1 · an − 1
))
≤ m(an−1) · (m ◦ Ξ)
(
a−1n−1 · an
)
∀ n ≥ 1. (112)
• We choose m ≤ u ∈ P as in (59) for v ≡ m and w ≡ u there, and let u ≤ o ∈ P be as in (58).
Then, passing to a subsequence if necessary, we can achieve that∑∞
n=1 o(Xn) ≤ 1 holds for Xn := Ξ
(
a−1n−1 · an
)
∀ n ≥ 1. (113)
We obtain
m(an) = m(a0 · Ξ
−1(X1) · . . . · Ξ
−1(Xn))
(59)
≤ u(a0) · u(Ξ
−1(X1) · . . . · Ξ
−1(Xn))
≤ u(a0) ·
(
u(1) + (u ◦ Ξ)(Ξ−1(X1) · . . . · Ξ
−1(Xn))
) (58),(113)
≤ u(a0) · (u(1) + 1),
implying sup{m(an) | n ∈ N} <∞.
It is thus clear from (112) that:
• If A is sequentially complete, and {an}n∈N ⊆ A
× a Cauchy sequence, then limn an = a ∈ A
exists.
• If A is Mackey complete, and {an}n∈N ⊆ A
× a Mackey-Cauchy sequence, then limn an = a ∈ A
exists.
Now, since A× is open with 1 ∈ A×, there exists an open neighbourhood V of 1 with V ⊆ A×, as
well as some p ≥ 0 with {a−1p · an}n≥p ∈ V . Then,
a−1p · a = limn(a
−1
p · an) ∈ V ⊆ A
×,
implies a ∈ A×; which proves the claim.
E Appendix to Sect. 7
E.1
Proof of Equation (77). We fix q ∈ N; and choose r = t0 < . . . < tn = r
′, as well as φq[p] for
p = 0, . . . , n− 1, as in (52) for φ ≡ φq and φ[p] ≡ φq[p] there. Then, it is clear from (53) that µq is
of class C1 on J :=
⊔n−1
p=0 (tp, tp+1) with φq = dµqRµ−1q (µ˙q) thereon; so that we have
υ(γq, φq)|J = (dµqΞ ◦ deRµq)(φq)|J = (dµqΞ ◦ deRµq ◦ dµqRµ−1q )(µ˙q)|J = γ˙q|J . (114)
We define αp := υ(γq|[tp,tp+1], φq[p]) for p = 0, . . . , n− 1; and conclude from (24) and (114) that
γq(τ
′)− γq(τ) =
∫ τ ′
τ υ(γq(s), φq(s)) ds =
∫ τ ′
τ αp(s) ds (115)
holds, for each K ∋ [τ, τ ′] ⊆ (tp, tp+1). Since γq, α0, . . . , αn−1 are continuous, we obtain
γq(τ
′)− γq(τ) = limk→∞ (γq(τ
′ − 1/k) − γq(τ + 1/k))
(115)
= limk→∞
∫ τ ′−1/k
τ+1/k αp(s) ds =
∫ τ ′
τ αp(s) ds =
∫ τ ′
τ υ(γq(s), φq[p](s)) ds
for each tp ≤ τ < τ
′ ≤ tp+1, for p = 0, . . . , n−1. The claim is thus clear from (26) and γq(r) = 0.
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E.2
Proof of Lemma 36. Let ddh
∣∣>
h=0
denote the right derivative; and define µ :=
∫ •
r φ.
For the implication “=⇒”,
• We observe that α := Adµ(Y ) is of class C
1 with α(r) = Y .
• We choose an extension ψ ∈ D[r,r′+δ] of φ, for some δ > 0; and define β := Adν(Y ) for ν :=
∫ •
r ψ.
• We obtain from d) that
α˙(t) = β˙(t) = ddh
∣∣>
h=0
Ad∫ t+h
t ψ
(Adµ(t)(Y )) = [φ(t), α(t)] ∀ t ∈ [r, r
′].
For the implication “⇐=”,
• We suppose that α˙ = [φ, α] holds for α ∈ C1([r, r′], g).
• We choose an extension ψ ∈ D[r,r′+δ] of φ, and an extension β ∈ C
1([r, r′ + δ], g) of α, for some
δ > 0; and define γ := Ad[∫ •r ψ]−1(β).
• We recall that, cf. c)[∫ t+h
t ψ
]−1
=
∫ t+h
t −Ad[
∫ •
t ψ]
−1(ψ) ∀ 0 < h ≤ δ, t ∈ [r, r′];
and conclude from d), b), e) that
γ˙(t) = ddh
∣∣>
h=0
Ad[∫ t+hr ψ]−1(β(t+ h)) =
d
dh
∣∣>
h=0
Adµ−1(t)
(
Ad[∫ t+ht ψ]−1(β(t+ h))
)
= Adµ−1(t)
(
[−φ(t), α(t)] + α˙(t)
)
= 0
holds for each t ∈ [r, r′].
• We thus conclude from (24) that Ad[∫ •r φ]−1(α) = α(r) = Y holds; thus, α = Adµ(Y ).
This proves the claim.
F Appendix to Sect. 8
F.1
Proof of Equation (87). We choose an open neighbourhood V ⊆ E of 0, such that
f : V × V ∋ (x, y) 7→ (Ξ ◦m)(Ξ−1(x),Ξ−1(y))
is well defined. Then, shrinking δ if necessary, we can assume that
γ : [0, δ] ∋ t 7→ ((Ξ ◦ µ)(t), (Ξ ◦ ν)(t)) ∈ V × V
holds; and conclude from Lemma 7 (for F ≡ E × E and U = V × V there) that
limh→0 1/h · Ξ(µ(h) · ν(h)) = limh→0 1/h · (f(γ(h))− f(γ(0)))
= dγ(0)f (X,Y )
= X + Y
(116)
holds. For the last step, observe that d(e,e)m(v,w) = v + w holds for all v,w ∈ g by (15); thus,
dγ(0)f(Z,Z
′) = (deΞ ◦ dem)(d0Ξ
−1(Z),d0Ξ
−1(Z ′)) = Z + Z ′ ∀ Z,Z ′ ∈ E.
The last step in (116) is thus clear from continuity of dγ(0)f .
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F.2 Appendix
Proof of Lemma 41. By (22), it suffices to show that
Γ˜ : Ck([r, r′], g)× Ck([r, r′], g)→ C0([r, r′], g), (φ,ψ) 7→
[
t 7→ Γ
(∫ t
r φ,ψ(t)
)]
is continuous. For this, we let p ∈ P, ǫ > 0, (φ,ψ) ∈ Ck([r, r′], g)× Ck([r, r′], g) be fixed; and have
to show that there exist q ∈ P and s  k, such that
qs∞(φ
′ − φ), qs∞(ψ
′ − ψ) ≤ 1 =⇒ p∞
(
Γ˜(φ′, ψ′)− Γ˜(φ,ψ)
)
≤ ǫ (117)
for φ′, ψ′ ∈ Ck([r, r′], g). We let µ :=
∫ •
r φ, and consider the continuous map
α : G× g×G× g→ g, ((g,X), (g′ ,X ′)) 7→ p(Γ(g,X) − Γ(g′,X ′)).
Then, for t ∈ [r, r′] fixed, there exists an open neighbourhood W [t] ⊆ G of e, as well as U [t] ⊆ g
open with 0 ∈ U [t], such that
α((µ,ψ), (g′ , Z ′)) ≤ ǫ ∀ (g′, Z ′) ∈
[
µ(t) ·W [t]
]
×
[
ψ(t) + U [t]
]
(118)
holds. We choose
• V [t] ⊆ G open with e ∈ V [t] and V [t] · V [t] ⊆W [t].
• O[t] ⊆ g open with 0 ∈ O[t] and O[t] +O[t] ⊆ U [t].
• J [t] ⊆ R open with t ∈ J , such that for D[t] := J [t] ∩ [r, r′], we have
µ(D[t]) ⊆ µ(t) · V [t] and ψ(D[t]) ⊆ ψ(t) +O[t]. (119)
Since [r, r′] is compact, there exist t0, . . . , tn ∈ [r, r
′], such that [r, r′] ⊆ D0 ∪ . . . ∪Dn holds.
• We define V := V [t0] ∩ . . . ∩ V [tn].
Then, Lemma 23 provides us with some m and s  k, such that∫ •
r φ
′ ∈
∫ •
r φ · V holds for each φ
′ ∈ Ck([r, r′], g) with ms∞(φ
′ − φ) ≤ 1. (120)
• We define O[t0] ∩ . . . ∩O[tn] =: O, and fix some O ≺ q ∈ P with m ≤ q.
Let now φ′, ψ′ ∈ Ck([r, r′], g) be given with qs∞(φ
′ − φ), qs∞(ψ
′ − ψ) ≤ 1. Then, for τ ∈ Dp, we
obtain from (120), O ≺ q, and (119) for t ≡ tp there that
• µ(tp)
−1 ·
∫ τ
r φ
′ =
(
µ(tp)
−1 · µ(τ)
)
·
(
[
∫ τ
r φ]
−1[
∫ τ
r φ
′]
)
∈ V · V ⊆W [tp].
• ψ′(τ)− ψ(tp) = (ψ
′(τ)− ψ(τ)) + (ψ(τ) − ψ(tp)) ∈ O +O ⊆ U [tp].
The claim is thus clear from (118).
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