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ABSTRACT 
Control theoretic problems concerning controllable sets are analyzed through 
matrix theoretic problems involving essential nonnegativity, irreducibility, and M- 
matrices. These problems are solved via linear programming and graph theoretic 
methods. 
1. INTRODUCTION 
Consider the linear autonomous control system 
04 i(t) = Ax(t)+ Bu(t), t>o 
where A E Rnx”, B E Rnx” and where the control function u( *) is a 
piecewise continuous R”-valued function. This class of admissible controls is 
denoted by %. For each control function u = u( .) E ?% and each initial state 
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xn = x(O) E R”, the solution to the differential equation (L) is given by the 
variation of parameters formula 
x(t) =x(t, x0, u) = e’*x, + et* J 
t 
e-“*Bu(s)ds. 
0 
A nonempty set r c R” will be called hoZdabb [with respect to (L)] 
provided that for any initial state x0 E r there exists a control function u E % 
such that x(t, x0, u) E r V’t > 0. A state x0 E R” is said to be controllable to 
a target set I? c R” if there exist t > 0 and u E % such that x(t, x0, u) E r. 
From the variation of parameters formula we see that the set of all points that 
are controllable to r is 
Since, as is well known (see e.g. Lee and Markus [6]), the double union in the 
above expression is the linear subspace 
YA,s:=Range[B:AB:A2B: ... :A”-‘B], 
we have 
x,.,(r) = U e-‘*l?+ vA,B. 
t>o 
In Section 2, we review pertinent results in the “uncontrolled’ case; that 
is, when B = 0. Then in Section 3 we consider the following control theoretic 
problem: 
(CTl) Characterize the set X,, s( RF ) when R; is holdable (where R: 
denotes the nonnegative orthant). 
In other words, it is desired to find the set of initial states x0 E R” such that 
by an appropriate choice of control ZC(~, x0, U) >, 0 (i.e. all components 
nonnegative) for some t”>, 0. Since R: is assumed to be holdable, this is 
equivalent to the capability of finding a time f> 0 and a control function 
u E % such that x(t, x0, u) > 0 V t >, t”, i.e. “hitting and holding” the target 
R:. 
As will be explained in Section 3, an analysis of problem (CTl) gives rise 
to the following pair of problems in matrix theory (where A E Rnx” and 
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B E Rnx” are given): 
(MTl) Find, if possisble, a matrix F such that A + BF is essentially 
nonnegative. 
(MT2) Find, if possible, a matrix F such that A + BF is essentially 
nonnegative and irreducible. 
The problems (MTl) and (MT2) will be seen to have control theoretic 
rephrasals: Problem (MTl) actually poses the question whether there exists a 
linear feedback law u(t) = Fx(t) such that for any initial state x0 > 0 the 
application of this law results in x(t, x0, U) >, 0 V’t >, 0; equivalently, 
Problem (MT2) is concerned with the existence of a linear feedback law 
u(t)= Z+(t) whose application results in x(t,x,,u) > 0 Vt > 0, for any 
0 # x0 >, 0. (Here “ > 0” means all positive components.) In other words, 
et(A+BF)[R:/{O}] cint(R:) Vt > 0 
(where int denotes interior). 
In Section 4 we will study the following control theoretic “stabiliz- 
ability-holdability” problem: 
(CT2) Find, if possible, a linear feedback law u(t) = Fz(t) such that for 
any x0 >, 0 the application of this law results in x(t, r,,, U) > 0 Vt > 0 and 
x(t, X0, U) + 0 as t --) co. 
Our approach will be to solve an equivalent problem in matrix theory (where 
A E Rnxn and B E Rnxm are given): 
(MT3) Find, if possible, a matrix F such that - (A + BF) is a nonsingu- 
lar M-matrix. 
Examples will be given in Section 5. 
While the present work is essentially self-contained, we mention that our 
general reference on control theory is [6]. Furthermore, all the required 
definitions and results which we will subsequently quote concerning cones, 
nonnegative matrices, irreducibility, and M-matrices may be found in Berman 
and Plemmons [2]. 
Prior to proceeding, it is worth pointing out that all the results of this 
paper may be applied to problems in which R: is replaced by a simplicial 
cone X; that is, .V = QR: for a nonsingular Q E Rnx”. This is ac- 
144 ABRAHAM BERMAN AND RONALD J. STERN 
complished via the transformation of coordinates y = Qx, under which (L) is 
replaced by 
04 G(t) = QAQ-'y(t) + QBu, t >, 0. 
2. A SUMMARY OF RESULTS FOR THE UNCONTROLLED CASE 
Before we discuss the RT-controllability problem for the general linear 
differential control system (L), we shall briefly review what is known when 
B = 0, that is, for the uncontrolled system 
(Lo) i(t) = Ax(t), t >, 0. 
A comment on control theory terminology versus differential equation 
terminology is in order here. In the uncontrolled case, “holdability” of a set 
I G R” simply means that etAI c I Vt > 0. In view of the absence of a 
controller in this case, we will not call such a set I “holdable,” but rather say 
that I’ is positively invariant (with respect to A). We shall also say that the 
nonnegative orthant R: is strictly positively invariant with respect to A if 
efAIR:/{O}] C int(R:) Vt > 0. 
A square matrix A is essentially nonnegative if A + al is nonnegative for 
some (Y E R; that is, its off-diagonal entries are nonnegative. A square matrix 
A is said to be irreducible if it is not permutionally similar to a matrix of the 
form 
w 0 
[ 1 z Y 
where the blocks W and Y are square. Irreducibility of an essentially 
nonnegative matrix A is equivalent to A having no eigenvector with a zero 
component. 
The following results are well known, and were proven in Elmer [4] and 
Schneider and Vidyasagar [lo] for more general cones than RF. 
THEOREM 2.1. Let A E Rnx”. 
(2.1.1) The nonnegative o&ant RF is positively invariant with respect to 
A if and only if A is essentially nonnegative. 
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(2.1.2) lf A is essentially nonnegative, then 
AA:= max{Re(h): X E spectrum(A)} 
is an eigenvalue of A and has an associated nonnegative eigenvector. 
THEOREM 2.2. Let A E Rnx”. 
(2.2.1) The nonnegative orthant R: is strictly positively invariant with 
respect to A if and only if A is essentially nonnegative and irreducible. 
(2.2.2) If A is essentially nonnegative and irreducible, then X, is a 
simple eigenvalue of A. Furthemure X, has exactly one unit nonnegative 
eigenvector v,, and v, is positive. 
In the uncontrolled case, we shall write the controllable set to the 
nonnegative orthant as X,(R:); that is, 
X,( R: ) := X,,,( R: ) = U eetAR:. 
t,O 
Note also that 
'AJdR: > = 'AcR: )+ %,B. 
In Berman, Neumann, and Stem [l] it was shown that X,( R: ) is a 
finitely generated convex cone (the bar denoting closure), in case A is 
essentially nonnegative and has only real eigenvalues. An explicit but 
somewhat complicated formula for X,( R; ) was derived in this case. Less 
complicated expressions result when further spectraI assumptions on A are 
made; in particular, in case the Jordan form of A has only a single block for 
X, with all other eigenvalues having linear elementary divisors [l], or in case 
A is diagonable (Neumann and Stem [7]). Another simplified formula for 
X,( R”, ) was derived in [7], in the absence of spectral assumptions, in case 
there exists a vector k > 0 such that - Ak < 0. Furthermore, the problem of 
determining X,( R: ) from its closure is analyzed in Neumann and Stem [8]. 
Of particular importance to us in the present work is the relatively simple 
formula for X,( R: ) one obtains in case R: is strictly positively invariant, 
which follows from Theorem 3.3 in [l]. 
THEOREM 2.3. Assume that A is an irreducible essentially nonnegative 
matrix. Then 
(2.3.1) XA( R: ) = (0) U { av,+r:a>O, rERange(A-X,1)}. 
Furthermore, X,( R: ) is a closed half-space of R”. 
146 ABRAHAM BERMAN AND RONALD J. STERN 
3. THE CONTROLLABLE SET X,,,(R:): PROBLEM (CTl) 
Now we will refocus our attention on problem (CTl). Holdability of R: 
will be discussed first. A simple characterization of holdability of II: is the 
following: 
THEOREM 3.1. The nonnegative o&hunt R: is holdable with respect to 
(L) if and only if there exists F E Rmx” such that A + BF is essentially 
rumnegative. 
Proof. Let {e,, es,. . . , e, } denote the standard unit basis of R”, which is 
also a set of generators of RT. Then R: is holdable if and only if for each e, 
there exists a vector 6 E R” such that (Ae, + BA, V) < 0 for every outward 
pointing normal v to RF at e,. Holdability of the nonnegative orthant is then 
equivalent to the existence of a matrix F = [ fi : fi : . . . : f,] E RmXn such 
that A + BF is essentially nonnegative. n 
Hence, checking holdability of R: is equivalent to solving problem 
(MTl). This involves the n systems of linear inequalities 
(34 A,,(i( )+ B(i( )F*i>,O, 
where for a given matrix Y, Y * i denotes the ith column of Y, and Y(i] ) 
denotes the matrix obtained from Y by deleting its ith row. (Note that 
Feic.6). 
We shall now describe how one can employ a “feedback matrix” F so 
that the aforementioned results of [l], [7], and [8] (on the uncontrolled case) 
apply to problem (CTl). 
Let F be an arbitrary m X n matrix, and consider the control system 
02 i(t) =(A+ BF)x(t)+ Bu(t). 
It is an elementary exercise to show that an initial state is controllable to a 
given target under system (L) if and only if that state is controllable to the 
target under system (L). Also, it is readily noted that -yA, n = VA +nF, n. 
Therefore 
(3.3) X,,,(R: ) = X,+&R: ) + %,B. 
Hence, if F solves problem (MTl) and A + BF tums out to satisfy the 
assumptions made in References [l], [7], and [8], then those results could be 
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employed in order to find the set XA+&R: ), and in turn, the set X,, s(R: ) 
as well. 
In particular, if a solution F of (MTl) also solves (MT2) (that is, A + BF 
is also irreducible), then Theorem 2.3 and Equation (3.3) readily yield a 
simple explicit formula for the controllable set to R:: 
THEOREM 3.4. Gmsider the control system (L), and assure that F E 
R mxn is such that A + BF is essentially nonnegative and irreducible. Then 
(3.4.1) X,,,(R:)=X*+,,(R:)+~,, 
= 
{ (~v,+,r+r:(~>O, rERange(A+BF-h,+J)} 
+ ^yA,D 
~~=-A+BF is the unit positive eigenvector belonging to hA+*F. 
Furthermore, if 
+ 'A+BF (R:)}nC,BzO 
then X,,,(R;) = R”. Otherwise, XA,B(R:)=X,+,,(R:). 
We now turn to the solution of problem (MT2). Observe that the linear 
inequalities (3.2) can be solved via the family of linear programs for i = 
1,2,...,n: 
('i) maximize si 
subject to A,i(i( )+ B(iJ )A - Eie > 0, q > 0. 
Here the unknowns are the scalar si and the m-vector A, and e is a column 
full of ones, of height m - 1. 
If the values of all (Pi), i = 1,. . . , n, are positive, then letting F = 
[f1;fi; . . . . f,], the matrix A + BF is essentially positive, that is, its off- 
diagonal entries are positive, and thus irreducible. Existence of such an F is 
guaranteed if Range(B) contains a positive vector. If not all the (Pi)‘s are 
feasible, then of course there is no F for which A + BF is even essentially 
nonnegative. In the more complicated remaining case, when the values of all 
the programs are nonnegative but not all are positive, we consider additional 
linear programs. 
Let (Y be a subset of {l,..., n }/{ i }, and let e, be an n-vector of O’s and 
l’s whose kth entry is 1 if and only if k E a. Consider the following program: 
(‘i; a) maximize ei 
subject to Aei(il )+ B(il )h - eie,(il ) z 0,~~ >, 0. 
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Observe that (Pii ,) reduces to (Pi) when (Y = { 1,. . . , n}/{ i}. A set (Y will 
be said to be maximal with respect to i if it is the maximal set for which 
(Pi. ,) has a feasible solution with ei > 0. Observe again that if the maximal set 
with respect to i is { 1,. . . , n}/{ i}, i = 1,. . . , n, then there exists a feedback 
matrixFsuchthatA+BFisessentiallypositive.Let(yic{1,2,...,n}/{i}. 
Define a directed graph G,,, aZ,, ., un as having vertices { 1,2,. . . , n } and an 
arc from i to j if and only if j E 0~~. 
Problem (MT2) can be solved using the following result. 
THEOREM 3.5. Let olic{1,2 ,..., n)/(i) (i=1,2 ,..., n) be such that 
is strongly connected, and that (P.. ) has a feasible solution 
~~:~j;“~“>O (i=1,2,...,n). Then for F=[ii;&;...;f,], A+BF 
sentially hnnegative and irreducible. 
is es- 
Conversely, let q be the maximal set with respect to i, i = 1,2,. . . , n. lf 
the graph G,,, a2 ,..., a, i.s not strongly connected, then no such F exists. 
Proof. The result follows from the above discussion and from the fact 
that a matrix is irreducible if and only if its directed graph is strongly 
connected. n 
REMARK 3.6. Observe that (Pi; ,J has a feasible solution ( ei, f,), ei > 0, if 
and only if (Pi; l jl) has such a solution for every j E CX. 
4. A STABILIZABILITY-HOLDABILITY PROBLEM 
We now consider a particularly important extension of the holdability 
problem (MTl) with the additional condition that the trajectory x(t, x0, u) 
converges to the origin. 
(CT2) Find, if possible, a linear feedback law u(t) = Fx( t ) such that for 
any x,, > 0 the application of this law results in x(t, x0, u) 2 0 Vt > 0 and 
x(t, x0, u) --) 0 as t + 00. 
In order to study this problem we recall the concept of an M-matrix. 
A square matrix A is a Z-matrix if - A is essentially nonnegative; that is, 
A=sI-B, B>,O, SER. 
Such a matrix A is an M-matrix if s > p(B), the spectral radius of B, and a 
nonsingular M-matrix if s > p(B). 
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Many characterizations of nonsingular M-matrices are known. Several 
such characterizations are described in the following theorem. (See [2, 
Theorem 6.2.31.) 
THEOREM 4.1. Let A be a Z-matrix. Then the following statements are 
equivalent: 
(a) A is a nonsingular M-matrix; 
(b) A is nonsingular and A-’ 2 0; 
(c) A is positive stable; i.e., the real parts of its eigenvalues are positive; 
(d) All the principal minors of A are positive; 
(e) All the leading principal minors of A are positive. 
Conditions (b), (c), and (d) are due to Ostrowski [9], and condition (e) to 
Fiedler and Ptalr [S]. We will make use of conditions (c) and (e). The other 
conditions were mentioned for completeness. 
Returning to problem (CT2), we first observe that it is equivalent to 
finding a matrix F such that ect is nonnegative for all t > 0 and ect + 0 as 
t + 00, where C = A + BF. As in Section 2, the first condition on ect means 
that C is essentially nonnegative. The second condition is equivalent to all 
the eigenvalues of C lying in the left half complex plane. Thus the discussion 
in Section 2 and the equivalence of conditions (a) and (c) in Theorem 4.1 
imply 
THEOREM 4.2. The feedback law u(t) = Fx( t ) solves (CT2) if and only 
if - (A + BF) is a nonsingular M-matrix. 
Thus the control problem (CT2) is equivalent to the following matrix 
theory problem: 
(MT3) Find, if possible, a matrix F such that - (A + BF) is a nonsingu- 
lar M-matrix. 
For a n X n matrix A and a nonempty subset LY of {1,2,...,n}, we let 
A( a) denote the principal minor based on indices in a. Suppose A in theorem 
4.1 is of order n. Then conditions (d) and (e) can be rewritten as 
(d’) A( a) > 0 for every nonempty subset (Y of { 1,. . . , n }; 
(e’) A(cw)>Ofora={l,..., k}, k=l,..., n. 
We therefore have 
THEOREM 4.3. The feedback law u(t) = Fx(t) solves (CT2) if and only 
if 
(4.3.1) cij 2 0 if lgi#jgfl 
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and 
(4.3.2) (-l)kC({l )..., k})>O for k=l,..., n. 
In the case of scalar input (i.e. m = l), the inequalities (4.3.2) are linear 
and thus much simpler to handle. In this case let F = [ fi, f,, . . . , f,] and 
B = [b,, b, ,..., b,JT, so that 
cii = aij + b,fi. 
AlSO, 
alk + hfi : 1 * akk + bkfk 
+ 
Let di j denote the determinant of the matrix associated with the minor 
A({l,..., i }) after its jth column is replaced by the column formed from the 
first i components of B. Then (4.3.1) and (4.3.2) become the system of linear 
inequalities 
aij + b,fi z 0 for l<if j<n; 
( -l)k{A({l,...,k})+ f$kl+ *‘* +@kk} >O, k=l,...,n. 
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5. EXAMPLES 
EXAMPLE 5.1. Let 
Then the inequalities (3.2) become f, = - 1, fi < 0, f3 > - 1. It is clear that 
for no such F = [ fi, fi, f,] will A + BF be irreducible. (The maximal set 
with respect to 1 is empty.) The inequalities (4.3.1)-(4.3.2) become fr = - 1, 
fi < 0, f3 > - 1. Hence F = [ - 1, - l,O] solves (CT2) [or (MT3)]. 
EXAMPLE 5.2. Let 
A= 
0 1 1 1 
1 0 1 1 
0 1 0 1 
.--1 1 1 0 1 7 B= [ -1 0 1 -1 0 1’ 1 
There exists an F such that A + BF is essentially nonnegative, but there is no 
F for which A + BF is essentially positive. Let 
ei= {3}, es= {1,3,4}, eyg= {1,2,4}, and ad= {1,2,3}. 
The graph G,a2a3a4 is strongly connected and, indeed, for 
F= -2 0 0 0 1 10 0 0’ 
A + BF is essentially nonnegative and irreducible. 
In Examples 5.1 and 5.2, VA, B = R”, and thus X,,,(R: ) = R”. This is 
not the case in the next example. 
EXAMPLE 5.3. Let 
A= 
0 1 1 
0 0 0 
2 0 0 
0 
B= 1. 
[ 1 -1 
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Note that VA, s = Range(B). Theorem 3.5 yields feedback matrices F such 
that A + RF is essentially nonnegative and irreducible; e.g. F = [l, 0.01. For 
this F, hA+BF =a, uA+BF = i( 2,1,1)r. Then by (3.4.1) we obtain J- 
X*,i3(R3) = 
ii 
- (s + t)/&z+ T&f 
s+r+w I 1 :r>o . t+r-w 
Geometrically, this set is the union of an open half space and a line in its 
boundary hyperplane. 
Note that for no F E Rnx” can - (A + RF) be a nonsingular M-matrix, 
since (A + RF),, = 0. Therefore RF is holdable but not stabilizable. 
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