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EXPONENTIAL STARLIKENESS AND CONVEXITY OF CONFLUENT
HYPERGEOMETRIC, LOMMEL AND STRUVE FUNCTIONS
ADIBA NAZ, SUMIT NAGPAL, AND V. RAVICHANDRAN
Abstract. Sufficient conditions are obtained on the parameters of Lommel function
of the first kind, generalized Struve function of the first kind and the confluent hyper-
geometric function under which these special functions become exponential convex and
exponential starlike in the open unit disk. The method of differential subordination is
employed in proving the results. Few examples are also provided to illustrate the results
obtained.
1. Introduction
The remarkable use of generalized hypergeometric functions aroused great interest
among researchers in the last few decades, specifically after they were used by Louis de
Branges [7] in the proof of the Milen conjecture which in turn imply the famous Bieber-
bach conjecture. There is an extensive literature in geometric function theory that deals
with the analytic and geometric properties of different kinds of hypergeometric functions
like Bessel function [2–4,9,14,21,22,25], Struve function [5,8,17,18,27], confluent hyper-
geometric function [1, 6, 12, 20], Lommel function [5, 24, 26] and other generalized hyper-
geometric functions [19, 23]. Using numerous techniques, the authors determined various
sufficient conditions on the parameters involved in these special functions to belong to
the class of univalent functions or in its subclasses of functions that are convex, starlike,
close-to-convex, uniformly convex and so forth. In this paper, several sufficient conditions
are obtained on the parameters involved in Lommel function of the first kind, generalized
Struve function of the first kind and the confluent hypergeometric function to belong to
the class of normalized univalent functions f defined in the unit disk D := {z ∈ C : |z| < 1}
such that w = zf ′/f or w = 1 + zf ′′/f ′ lies in the domain | logw| < 1 of the right-half
plane associated with the exponential function.
The concept of subordination plays a crucial role in defining several well-known classes
of analytic functions defined in the unit disk D. If f and g are two analytic functions
in D, then f is subordinate to g, if there exists an analytic function w in D such that
w(0) = 0 and |w(z)| < 1 for all z ∈ D that satisfies f = g ◦w in D. Symbolically, we write
it as f ≺ g. If f ≺ g, then f(0) = g(0) and f(D) ⊆ g(D). In particular, if g is univalent
in D, then f ≺ g if and only if f(0) = g(0) and f(D) ⊆ g(D). The family Pe consists of
analytic functions p in D with p(0) = 1 and p(z) ≺ ez for all z ∈ D.
Let A denote the class of all analytic functions f normalized by the conditions f(0) =
f ′(0) − 1 = 0 and its subclass consisting of all univalent functions is denoted by S . A
function f ∈ A is said to be exponential convex (or exponential starlike) if the quantity
1+ zf ′′(z)/f ′(z) (or zf ′(z)/f(z)) belongs to Pe. We denote the classes of such functions
by Ke and S
*
e respectively. These classes are particular case of the subclasses of convex
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and starlike functions introduced by Ma and Minda [10] and were extensively studied by
Mendiratta et al. [11].
If Γ is the Euler’s gamma function and (x)µ is the Pochhammer symbol given by
(x)µ :=
Γ(x+ µ)
Γ(x)
=
{
1, µ = 0
x(x+ 1) · · · (x+ n− 1), µ = n ∈ N
then the generalized hypergeometric function qFs(α1, . . . , αq; β1, . . . , βs; z) is defined by
qFs(α1, . . . , αq; β1, . . . , βs; z) =
∑
n≥0
(α1)n . . . (αq)n
(β1)n . . . (βs)n
zn
n!
where αi ∈ C (i = 1, 2, . . . q), βj ∈ C \ {0,−1,−2, . . .} (j = 1, 2, . . . s) and q, s are
nonnegative integers such that q ≤ s + 1. This paper aims to determine the sufficient
conditions for some generalized hypergeometric functions to be in the classes Ke and S
*
e .
Sections 2, 3 and 4 are devoted to confluent hypergeometric function, Lommel function of
the first kind and generalized Struve function of the first kind respectively. Few examples
are also discussed in each section to illustrate the results obtained.
We shall make use of the theory of differential subordination (introduced by Miller and
Mocanu [13]) in proving our results. In [16], Naz et al. discussed the class of admissible
functions associated with the exponential function ez and proved the following key lemma:
Lemma 1.1. [16] Let Ω be a subset of C and the function Ψ: C3 × D → C satisfies the
admissibility condition Ψ(r, s, t; z) /∈ Ω whenever
r = ee
iθ
, s = meiθr and Re(1 + t/s) ≥ m(1 + cos θ)
where z ∈ D, θ ∈ [0, 2pi) and m ≥ 1. If p is an analytic function in D with p(0) = 1 and
Ψ(p(z), zp′(z), z2p′′(z); z) ∈ Ω for z ∈ D, then p ∈ Pe.
It is worth to note that the admissiblity condition Ψ(r, s, t; z) 6∈ Ω is verified for all
r = ee
iθ
, s = ee
iθ
ee
iθ
and t with Re(1 + t/s) ≥ 0, that is, Re((t + s)e−iθe−eiθ) ≥ 0 for all
θ ∈ [0, 2pi) and m ≥ 1. This form of admissibility condition will be utilized throughout
the paper. Moreover, for the case Ψ: C2×D→ C, the admissibility condition reduces to
Ψ(ee
iθ
, meiθee
iθ
; z) /∈ Ω
where z ∈ D, θ ∈ [0, 2pi) and m ≥ 1.
2. Confluent Hypergeometric Function
For complex constants a and c with c 6= 0, −1, −2, . . ., the confluent (or Kummer)
hypergeometric function Φ(a; c; z) defined by
Φ(a; c; z) = 1F1(a; c; z) = 1 +
a
c
z
1!
+
a(a + 1)
c(c + 1)
z2
2!
+ · · ·
=
∞∑
n=0
(a)n
(c)n
zn
n!
=
Γ(c)
Γ(a)
∞∑
n=0
Γ(a + n)
Γ(c+ n)
zn
n!
is an entire function and it satisfies the second-order Kummer’s differential equation
zω′′(z) + (c− z)ω′(z)− aω(z) = 0 (z ∈ C). (2.1)
Moreover, the function Φ(a; c; z) satisfies the following:
aΦ(a + 1; c+ 1; z) = cΦ′(a; c; z) and Φ(a; a; z) = ez. (2.2)
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Miller and Mocanu [12] investigated the univalence, convexity and starlikeness of confluent
hypergeometric functions using the technique of differential subordination. Ponnusamy
and Vuorinen [20] carried out the similar analysis by using the sufficient conditions of
close-to-convexity and starlikeness in terms of monotonicity of coefficients. Ali et al. [1]
determined the Janowski convexity and Janowski starlikeness of Φ(a; c; z). Recently,
Bohra and Ravichandran [6] determined the conditions under which Φ(a; c; z) is strongly
convex of order 1/2. The first theorem of this section determines the conditions on
parameters a and c so that Φ(a; c; z) belongs to the class Pe.
Theorem 2.1. Let the parameters a, c ∈ C be constrained such that c is not a nonnegative
integer and Re(c) ≥ |a|+ 2. Then Φ(a; c; z) ∈ Pe.
Proof. First, we claim that the function (c/a)Φ′(a; c; z) ∈ Pe if a 6= 0 and Re(c) ≥
|a+ 1|+ 1. Define a function p : D→ C by
p(z) =
c
a
Φ′(a; c; z).
Clearly p is analytic in D as a 6= 0. Since Φ(a; c; z) satisfies (2.1), the function p satisfies
the second-order differential equation
z2p′′(z) + (c− z + 1)zp′(z)− (a + 1)zp(z) = 0.
Let us define another function Ψ: C3 × D→ C by
Ψ(r, s, t; z) = t+ s+ (c− z)s− (a + 1)rz
and suppose that Ω := {0}. Then Ψ(p(z), zp′(z), z2p′′(z); z) ∈ Ω for all z ∈ D. In order
to prove that p(z) ≺ ez, we must show Ψ(r, s, t; z) /∈ Ω whenever r = eeiθ , s = meiθeeiθ ,
Re((s+ t)e−iθe−e
iθ
) ≥ 0, θ ∈ [0, 2pi), z ∈ D and m ≥ 1, in view of Lemma 1.1. Recall the
inequality |z1 ± z2| ≥ ||z1| − |z2|| for all z1, z2 ∈ C and consider
|Ψ(r, s, t; z)| = |eeiθ | · |(t+ s)e−eiθ + (c− z)meiθ − (a+ 1)z|
≥ ecos θ
[
|(t+ s)e−iθe−eiθ + (c− z)m| − |a+ 1| · |z|
]
≥ 1
e
[
Re((t + s)e−iθe−e
iθ
) + Re(c− z)m− |a+ 1| · |z|
]
≥ 1
e
[Re(c− z)m− |a+ 1| · |z|] .
Since Re(z) < 1 and Re(c) ≥ |a+ 1|+1 ≥ 1, it follows that Re(c− z) > Re(c− 1) ≥ 0 so
that
|Ψ(r, s, t; z)| ≥ 1
e
[Re(c− z)− |a+ 1|] > 1
e
[Re(c)− 1− |a+ 1|] ≥ 0.
This proves that |Ψ(r, s, t; z)| > 0 and therefore p(z) ≺ ez for all z ∈ D. Hence we have
shown that (c/a)Φ′(a; c; z) ∈ Pe if a 6= 0 and Re(c) ≥ |a + 1| + 1. Using the relation
(2.2), we can write
(a− 1)Φ(a; c; z) = (c− 1)Φ′(a− 1; c− 1; z).
Consequently, it follows that Φ(a; c; z) ∈ Pe provided a 6= 1 and Re(c) ≥ |a|+2. If a = 1,
then we will employ the limit procedure. Let (an) be a sequence of complex numbers such
that lim(an) = 1, an 6= 1 and Re(c) ≥ |an|+ 2 for all n ∈ N. For all z ∈ D, note that
Φ(an; c; z) =
c− 1
an − 1Φ
′(an − 1; c− 1; z) ∈ Pe for all n ∈ N
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so that
| log(Φ(an; c; z))| < 1 for all n ∈ N.
By the continuity of Φ, it follows that Φ(1; c; z) ∈ Pe if Re(c) ≥ 3 (on letting n→∞). 
Let us illustrate Theorem 2.1 through the following example for different choices of a
and c satisfying the hypothesis.
Example 2.2. By Theorem 2.1, it is evident that the polynomials
q1(z) := Φ(−1; 3; z) = 1− z
3
q2(z) := Φ(−2; 4; z) = 1− z
2
+
z2
20
q3(z) := Φ(−3; 5; z) = 1− 3z
5
+
z2
10
− z
3
210
are in the class Pe. The subordinations qi(z) ≺ ez (i = 1, 2, 3) are graphically represented
in Figure 1.
q1( )D
exp( )D
1.0
0.5
0.0
-0.5
-1.0
1.00.50.0 1.5 2.0 2.5
(i) a = −1, c = 3
q2( )D
exp( )D
1.0
0.5
0.0
-0.5
-1.0
1.00.50.0 1.5 2.0 2.5
(ii) a = −2, c = 4
q3( )D
exp( )D
1.0
0.5
0.0
-0.5
-1.0
1.00.50.0 1.5 2.0 2.5
(iii) a = −3, c = 5
Figure 1. Graph showing qi(D) ⊂ exp(D).
Similarly, the subordinations Φ(−25; 27; z) ≺ ez and Φ(−100; 102; z) ≺ ez are graphi-
cally shown in Figure 2.
exp( )D
1.0
0.5
0.0
-0.5
-1.0
1.00.50.0 1.5 2.0 2.5
(i) Φ(−25; 27; z) ≺ ez
exp( )D
1.0
0.5
0.0
-0.5
-1.0
1.00.50.0 1.5 2.0 2.5
(ii) Φ(−100; 102; z)≺ ez
Figure 2
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The next theorem gives a sufficient condition on the parameters a and c for the confluent
hypergeometric function Φ(a; c; z) to be exponential convex.
Theorem 2.3. Let the parameters 0 6= a, c ∈ R be constrained such that c is not a
nonnegative integer and either (i) a > −1 and c ≥ a or (ii) a ≤ −1 and c ≥ (1 + (1 +
a)2)1/2. If such a and c satisfy the following condition:
(e− 1)|c− 2|+ |a| ≤ (e− 1)
2(e+ 1)
e2
(2.3)
then the function (Φ(a; c; z)− 1)c/a ∈ Ke.
Proof. Let Λ(a; c; z) = (Φ(a; c; z)− 1)c/a and define a function p : D→ C by
p(z) = 1 +
zΛ′′(a; c; z)
Λ′(a; c; z)
= 1 +
zΦ′′(a; c; z)
Φ′(a; c; z)
.
The conditions given in the hypothesis imply that the function Re(c/a)Φ′(a; c; z) > 0 for
all z ∈ D by [12, Theorem 1, p. 336]. Therefore Φ′(a; c; z) 6= 0 for all z ∈ D and hence
the function p is analytic in D. First, suppose that z 6= 0. Since the function Φ(a; c; z)
satisfies the differential equation (2.1), we have
zΦ′′(a; c; z) + (c− z)Φ′(a; c; z)− aΦ(a; c; z) = 0.
Differentiation gives
zΦ′′′(a; c; z) + (c− z + 1)Φ′′(a; c; z)− (a+ 1)Φ′(a; c; z) = 0.
Since Φ′(a; c; z) 6= 0 for all z ∈ D, dividing this equation by Φ′(a; c; z) and then multiplying
it by z yield
z2Φ′′′(a; c; z)
Φ′(a; c; z)
+ (c− z + 1)zΦ
′′(a; c; z)
Φ′(a; c; z)
− (a+ 1)z = 0. (2.4)
Differentiating the equation p(z)− 1 = zΦ′′(a; c; z)/Φ′(a; c; z) logarithmically, we obtain
zΦ′′′(a; c; z)
Φ′′(a; c; z)
=
zp′(z) + p2(z)− 3p(z) + 2
p(z)− 1
so that
z2Φ′′′(a; c; z)
Φ′(a; c; z)
= zp′(z) + p2(z)− 3p(z) + 2.
Putting this expression in (2.4), it follows that the function p satisfies the following second
order differential equation
zp′(z) + p2(z)− 1 + (c− 2)(p(z)− 1)− (a+ p(z))z = 0. (2.5)
This equation is also valid for z = 0. Now if we define a function Ψ: C2 × D→ C by
Ψ(r, s; z) := s+ r2 − 1 + (c− 2)(r − 1)− (a+ r)z
and let Ω := {0}, then the second order differential equation (2.5) can be rewritten as
Ψ(p(z), zp′(z); z) ∈ Ω (z ∈ D).
Observe that
|Ψ(r, s; z)| = |s+ r2 − 1 + (c− 2)(r − 1)− az − rz|
≥ |s+ r2 − 1| − |c− 2| · |r − 1| − |a| · |z| − |r| · |z|. (2.6)
6 ADIBA NAZ, SUMIT NAGPAL, AND V. RAVICHANDRAN
For r = ee
iθ
, s = meiθee
iθ
, θ ∈ [0, 2pi), z ∈ D and m ≥ 1, we have
|s+ r2 − 1|2 = (Re(meiθeeiθ + e2eiθ − 1))2 + (Im(meiθeeiθ + e2eiθ − 1))2
= (mecos θ cos(θ + sin θ) + e2 cos θ cos(2 sin θ)− 1)2
+ (mecos θ sin(θ + sin θ) + e2 cos θ sin(2 sin θ))2 := g(θ).
The function g attains its minimum at θ = pi by applying the second derivative test and
min
θ∈[0,2pi)
g(θ) = g(pi) =
(−m
e
+
1
e2
− 1
)2
so that
|s+ r2 − 1| ≥ m
e
− 1
e2
+ 1 ≥ 1
e
− 1
e2
+ 1.
Also,
|r − 1|2 = (ecos θ cos(sin θ)− 1)2 + e2 cos θ sin2(sin θ)
= e2 cos θ + 1− 2ecos θ cos(sin θ) := h(θ).
The function h attains its maximum at θ = 0 and hence |r − 1| ≤ e − 1. Moreover,
|r| = ecos θ ≤ e. Using (2.6) and the above estimates, we have
|Ψ(r, s; z)| = |Ψ(eeiθ , meiθeeiθ ; z)| > 1
e
− 1
e2
+ 1− (e− 1)|c− 2| − |a| − e ≥ 0
whenever (2.3) holds. Therefore |Ψ(r, s; z)| > 0 and hence using Lemma 1.1, we conclude
that p(z) ≺ ez or Λ ∈ Ke. 
Using the famous Alexander duality theorem between the two classes Ke and S
*
e which
says that f ∈ Ke if and only if zf ′ ∈ S *e , the property (2.2) of the function Φ(a; c; z):
(a− 1)zΦ(a; c; z) = (c− 1)zΦ′(a− 1; c− 1; z)
and carrying out the case a = 1 separately using the limit procedure (as done in Theorem
2.1), the sufficient condition for a function zΦ(a; c; z) to be exponential starlike is obtained.
Corollary 2.4. Let the parameters a, c ∈ R be constrained such that c is not a nonnegative
integer and either (i) a > 0 and c ≥ a or (ii) a ≤ 0 and c ≥ 1+ (1+ a2)1/2. If such a and
c satisfy the following condition:
(e− 1)|c− 3|+ |a− 1| ≤ (e− 1)
2(e + 1)
e2
then the function zΦ(a; c; z) ∈ S *e .
Let us illustrate Theorem 2.3 and Corollary 2.4 by an example.
Example 2.5. The constants a = 1 and c = 2 satisfy the conditions of Theorem 2.3. This
gives
Λ(1; 2; z) = 2(Φ(1; 2; z)− 1) = 2
(
ez − z − 1
z
)
∈ Ke .
Similarly, the constants a = 2 and c = 3 satisfy Corollary 2.4 so that the function
Υ(2; 3; z) = zΦ(2; 3; z) =
2 + 2(−1 + z)ez
z
∈ S *e .
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This can be seen graphically by considering the quantities
1 +
zΛ′′(1; 2; z)
Λ′(1; 2; z)
and
zΥ′(2; 3; z)
Υ(2; 3; z)
.
Both these expressions turn out to the function
q(z) =
ez(1− z + z2)− 1
ez(−1 + z) + 1
which maps D inside exp(D) as depicted in Figure 3.
1.0
0.5
0.0
-0.5
-1.0
1.00.50.0 1.5 2.0 2.5
exp( )D
q( )D
Figure 3. Graph showing q(D) ⊂ exp(D)
For Re(a) > 0 and Re(c) > 0, the function Φ(a; c; z) also has following the integral
representation [13, Equation (1.2-8), p. 5]:
Φ(a; c; z) =
Γ(c)
Γ(a) · Γ(c− a)
∫ 1
0
ta−1(1− t)c−a−1etzdt =
∫ 1
0
etzdµ(t)
where
dµ(t) =
Γ(c)ta−1(1− t)c−a−1
Γ(a) · Γ(c− a) dt
is the probability measure on [0, 1]. Therefore using Theorem 2.3, we have
gδ(z) := Φ(1; 1 + δ; z) = δ
∫ 1
0
(1− t)δ−1etzdt
belongs to the class Ke when |δ − 1| ≤ (e3 − 2e2 − e + 1)/(e2(e − 1)). Similarly using
Corollary 2.4, the function
hδ(z) := zΦ(1; 1 + δ; z) = δz
∫ 1
0
(1− t)δ−1etzdt
belongs to the class S *e when |δ − 2| ≤ (e2 − 1)/e2.
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3. Lommel Function of the First Kind
Prajapat [21] obtained the sufficient conditions for the generalized and normalized
Bessel function to be univalent in D while Baricz and Ponnusamy [4] investigated the
convexity and starlikeness for the same. Kanas et al. [9] and Radhika et al. [22] obtained
the relation between the generalized Bessel function and the Janowski class using distinct
techniques. Very recently, Naz et al. [15] determined the conditions on the parameters of
the generalized and normalized Bessel function to be exponential convex and exponential
starlike. In this section, the connection of Lommel function of first kind with the classes
Ke and S
*
e is established.
Consider the second-order inhomogeneous Bessel differential equation
z2ω′′(z) + zω′(z) + (z2 − ν2)ω(z) = zµ+1 (µ, ν, z ∈ C).
Its particular solution known as the Lommel function of the first kind, is denoted by sµ,ν
and can be explicitly expressed in terms of hypergeometric function 1F2 as
sµ,ν(z) =
zµ+1
(µ− ν + 1)(µ+ ν + 1)1F2
(
1;
µ− ν + 3
2
,
µ+ ν + 3
2
;−z
2
4
)
where µ± ν is not a negative odd integer. Since the function sµ,ν does not belong to the
class A , following normalization of the Lommel function is taken into consideration
hµ,ν(z) = (µ− ν + 1)(µ+ ν + 1)z(1−µ)/2 sµ,ν(
√
z) (z ∈ D)
which can be expressed in the infinite series
hµ,ν(z) = z +
∑
n≥1
(−1/4)n
((µ− ν + 3)/2)n((µ+ ν + 3)/2)nz
n+1 (z ∈ D).
Therefore the function hµ,ν ∈ A and satisfies the second-order differential equation
z2h′′µ,ν(z) + µzh
′
µ,ν(z) +
1
4
((µ− 1)2 − ν2 + z)hµ,ν(z) = 1
4
((µ+ 1)2 − ν2)z. (3.1)
Yag˘mur [26] and Sim et al. [24] investigated the geometric properties like convexity and
starlikeness of order α of normalized form of Lommel functions of the first kind. Sim
et al. [24] used the method of admissible functions to prove their results. Yag˘mur [26]
also obtained a sufficient condition under which hµ,ν becomes close-to-convex of order
(1 + α)/2. Our first result gives the condition on the parameters µ and ν so that the
Lommel function of the first kind hµ,ν belongs to class of exponential convex functions.
Theorem 3.1. Let the parameters µ, ν ∈ R be constrained such that µ ± ν are not
negative odd integers, M = (µ+ 5)2 − ν2 and N = (µ+ 3)2 − ν2. If such µ and ν satisfy
the following three conditions:
µ > −5 + (3/2 + ν2)1/2, 4M
N
< 2M − 3
and
µ(1+2 sin(1))−1
4
e(e−1) ∣∣(µ+ 1)(µ− 7)− ν2∣∣ ≥ e4−3e3+13e2
4
−3e
4
−3
e
+2−2 sin(1) (3.2)
then hµ,ν ∈ Ke.
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Proof. Let us define a function p : D→ C by
p(z) = 1 +
zh′′µ,ν(z)
h′µ,ν(z)
.
The first condition implies that M > 3/2. Also, by means of [26, p. 1040], we have
|h′µ,ν(z)| ≥
2MN − 4M − 3N
N(2M − 3) = 1−
4M
N(2M − 3) > 0
by the second condition. Therefore h′µ,ν(z) 6= 0 for all z ∈ D and hence p is an analytic
function with p(0) = 1. Assume that z 6= 0. Differentiating (3.1), dividing it by h′µ,ν and
then multiplying the obtained equation by z, we have
z3h
(4)
µ,ν(z)
h′µ,ν(z)
+ (µ+ 4)
z2h′′′µ,ν(z)
h′µ,ν(z)
+
1
4
((µ+ 3)2 − ν2 + z)zh
′′
µ,ν(z)
h′µ,ν(z)
+
z
2
= 0.
Differentiating the equation zh′′µ,ν(z)/h
′
µ,ν(z) = p(z) − 1 logarithmically and then mul-
tiplying z on both sides, we see that the function p satisfies the following second-order
differential equation:
z2p′′(z)− 5zp′(z) + 3zp(z)p′(z) + p3(z)− 6p2(z) + 11p(z)− 6 + (µ+ 4)(zp′(z)
+ p2(z)− 3p(z) + 2) + 1
4
(p(z)− 1)((µ+ 3)2 − ν2 + z) + z
2
= 0.
After rearrangement of terms, we obtain
z2p′′(z) + zp′(z) + (µ− 2)zp′(z) + 3zp(z)p′(z) + (µ+ 1)(p2(z)− 1)
+ (p(z)− 1)3 + 1
4
(p(z)− 1)((µ+ 1)(µ− 7)− ν2) + 1
4
(p(z) + 1)z = 0.
(3.3)
Note that the above equation is also valid for z = 0. Now define a function Ψ: C3×D→ C
by
Ψ(r, s, t; z) := t + s+ (µ− 2)s+ 3rs+ (µ+ 1)(r2 − 1) + (r − 1)3
+
1
4
(r − 1)((µ+ 1)(µ− 7)− ν2) + 1
4
(r + 1)z
and suppose that Ω := {0}. Then (3.3) can be written as
Ψ(p(z), zp′(z), z2p′′(z); z) ∈ Ω (z ∈ D).
We will use Lemma 1.1 to prove the required result, that is, we show that Ψ(r, s, t; z) /∈ Ω
whenever r = ee
iθ
, s = meiθee
iθ
and Re((s+ t)e−iθe−e
iθ
) ≥ 0 where z ∈ D, θ ∈ [0, 2pi) and
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m ≥ 1 using the given condition (3.2). Consider
|Ψ(r, s, t; z)| =
∣∣∣eeiθ [(t + s)e−eiθ + (µ− 2)meiθ + 3meiθeeiθ + (µ+ 1)(eeiθ − e−eiθ)]
+ (ee
iθ − 1)3 + 1
4
(ee
iθ − 1)((µ+ 1)(µ− 7)− ν2) + 1
4
(ee
iθ
+ 1)z
∣∣∣∣
≥ ecos θ
∣∣∣(t+ s)e−iθe−eiθ + (µ− 2)m+ 3meeiθ + (µ+ 1)(eeiθ − e−eiθ)e−iθ∣∣∣
− |eeiθ − 1|3 − 1
4
|eeiθ − 1| · |(µ+ 1)(µ− 7)− ν2| − 1
4
|eeiθ + 1| · |z|
≥ 1
e
[
Re((t+ s)e−iθe−e
iθ
) + (µ− 2)m+ 3mRe(eeiθ) + (µ+ 1)Re ((eeiθ − e−eiθ)e−iθ)]
− |eeiθ − 1|3 − 1
4
|eeiθ − 1| · |(µ+ 1)(µ− 7)− ν2| − 1
4
|eeiθ + 1| · |z|
≥ 1
e
[
(µ− 2)m+ 3mRe(eeiθ) + (µ+ 1)Re ((eeiθ − e−eiθ)e−iθ)]
− |eeiθ − 1|3 − 1
4
|eeiθ − 1| · |(µ+ 1)(µ− 7)− ν2| − 1
4
|eeiθ + 1| · |z|
Since |eeiθ − 1| ≤ e − 1, |eeiθ + 1| ≤ e + 1, Re(eeiθ) = ecos θ cos(sin θ) ≥ 1/e and µ > 2
(using (3.2)), it follows that
|Ψ(r, s, t; z)| > 1
e
[
µ− 2 + 3
e
+ (µ+ 1)g(θ)
]
− (e− 1)3
− 1
4
(e− 1)|(µ+ 1)(µ− 7)− ν2| − 1
4
(e+ 1)
where the function g is defined as
g(θ) := Re
(
(ee
iθ − e−eiθ)e−iθ)
= ecos θ cos(θ − sin θ)− e− cos θ cos(θ + sin θ).
Critical points of g are 0, pi/2, pi and 3pi/2. Since g′′(0) = g′′(pi) = 3/e − e < 0 and
g′′(pi/2) = g′′(3pi/2) = 2 cos(1) > 0, the second derivative test verifies that the minimum
value of g occurs at either pi/2 or 3pi/2. Hence
min
θ∈[0,2pi)
g(θ) = g
(pi
2
)
= g
(
3pi
2
)
= 2 sin(1).
Thus we conclude that
|Ψ(r, s, t; z)| > 1
e
[
µ− 2 + 3
e
+ 2(µ+ 1) sin(1)
]
− (e− 1)3
− 1
4
(e− 1)|(µ+ 1)(µ− 7)− ν2| − 1
4
(e+ 1) ≥ 0
using the given hypothesis (3.2). This proves |Ψ(r, s, t; z)| 6= 0. Therefore by means of
Lemma 1.1, we have p(z) ≺ ez for all z ∈ D which implies hµ,ν ∈ Ke. 
Consider the Alexander transform fµ,ν : D→ C of the function hµ,ν defined by
fµ,ν(z) :=
∫ z
0
hµ,ν(t)
t
dt.
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Note that fµ,ν ∈ A . The next theorem gives a sufficient condition under which the
function fµ,ν becomes exponential convex and hµ,ν becomes exponential starlike.
Theorem 3.2. Let the parameters µ, ν ∈ R be constrained such that µ±ν are not negative
odd integers and (µ+1)((µ+1)(µ+3)− ν2) ≥ 1/8. If such µ and ν satisfy the following
condition:
µ(2e− 1)− 1
4
e(e− 1) ∣∣(µ− 1)2 − ν2∣∣ ≥ e3 − e2 + 13e
4
− 4 (3.4)
then the function fµ,ν ∈ Ke and hence hµ,ν ∈ S *e .
Proof. Define a function p : D→ C by
p(z) = 1 +
zf′′µ,ν(z)
f′µ,ν(z)
=
zh′µ,ν(z)
hµ,ν(z)
. (3.5)
Since the parameters µ and ν satisfy (3.4), we must have µ > −1 (in fact, µ > 3) and the
condition (µ+1)((µ+1)(µ+3)− ν2) ≥ 1/8 implies that Re(f′µ,ν(z)) = Re(hµ,ν(z)/z) > 0
using [26, Corollary 2.4, p. 1042]. Therefore the function p is analytic in D and satisfies
p(0) = 1. As the function hµ,ν satisfies (3.1), hence by making use of (3.5), we obtain the
equation[
zp′(z) + p2(z) + (µ− 1)p(z) + 1
4
((µ− 1)2 − ν2 + z)
]
hµ,ν(z) =
1
4
((µ+ 1)2 − ν2)z.
Set q(z) := zp′(z)+p2(z)+(µ−1)p(z)+((µ−1)2−ν2+z)/4. Thus the above equation can
be rewritten as q(z) hµ,ν(z) = ((µ + 1)
2 − ν2)z/4. Differentiating this equation and then
multiplying it by z yields (zq′(z)+(p(z)−1)q(z)) hµ,ν(z) = 0. Since hµ,ν(z) 6= 0 for all z ∈
D\{0} while zq′(z)+(p(z)−1)q(z) = 0 for z = 0, we must have zq′(z)+(p(z)−1)q(z) = 0
for all z ∈ D. Therefore the function p satisfies the second-order differential equation
z2p′′(z) + 2zp(z)p′(z) + (µ− 1)zp′(z) + zp′(z) + (p(z)− 1)((µ− 1)p(z)
+ p2(z) + zp′(z)) +
1
4
(p(z)− 1)((µ− 1)2 − ν2 + z) + z
4
= 0.
Rearrangement of terms leads to the following equation
z2p′′(z) + zp′(z) + (µ− 2)zp′(z) + 3p(z)zp′(z) + (µ− 1)p(z)(p(z)− 1)
+ p2(z)(p(z)− 1) + 1
4
(p(z)− 1)((µ− 1)2 − ν2) + 1
4
zp(z) = 0.
(3.6)
Let Ω := {0} and define a function Ψ: C3 × D→ C by
Ψ(r, s, t; z) := t+ s+ (µ− 2)s+ 3rs+ (µ− 1)r(r − 1) + r2(r − 1)
+
1
4
(r − 1)((µ− 1)2 − ν2) + 1
4
rz.
By (3.6), we have Ψ(p(z), zp′(z), z2p′′(z); z) ∈ Ω for all z ∈ D. Again, we will apply
Lemma 1.1 to prove that p(z) ≺ ez. For r = eeiθ , s = meiθeeiθ and Re((s+t)e−iθe−eiθ) ≥ 0
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where z ∈ D, θ ∈ [0, 2pi) and m ≥ 1, consider
|Ψ(r, s, t; z)| = |eeiθ | ·
∣∣∣∣(t + s)e−eiθ + (µ− 2)meiθ + 3meiθeeiθ + (µ− 1)(eeiθ − 1)
+ ee
iθ
(ee
iθ − 1) + 1
4
(1− e−eiθ)((µ− 1)2 − ν2) + z
4
∣∣∣∣
≥ ecos θ
[ ∣∣∣(t+ s)e−iθe−eiθ + (µ− 2)m+ 3meeiθ + (µ− 1)(eeiθ − 1)e−iθ∣∣∣
− |eeiθ | · |eeiθ − 1| − 1
4
|1− e−eiθ | · |(µ− 1)2 − ν2| − |z|
4
]
.
Using the similar analysis as carried out in Theorem 3.1, it is easy to deduce that
|Ψ(r, s, t; z)| > 1
e
[
Re((t+ s)e−iθe−e
iθ
) + (µ− 2)m+ 3mRe(eeiθ) + (µ− 1)h(θ)
− e(e− 1)− 1
4
(e− 1)|(µ− 1)2 − ν2| − 1
4
]
≥ 1
e
[
µ− 2 + 3
e
+ (µ− 1)h(θ)− e(e− 1)− 1
4
(e− 1)|(µ− 1)2 − ν2| − 1
4
]
where h(θ) = Re((ee
iθ − 1)e−iθ) = ecos θ cos(θ − sin θ) − cos θ. Now the values of h′′ at
the critical points are h′′(0) = 1 − e < 0 and h′′(pi) = 3/e− 1 > 0. Hence by the second
derivative test, we obtain
min
θ∈[0,2pi)
h(θ) = h(pi) = 1− 1/e
and thus
|Ψ(r, s, t; z)| > 1
e
[
µ− 2 + 3
e
+ (µ− 1)
(
1− 1
e
)
− e(e− 1)− 1
4
(e− 1)|(µ− 1)2 − ν2| − 1
4
]
=
1
e
[
µ
(
2− 1
e
)
+
4
e
− e(e− 1)− 1
4
(e− 1)|(µ− 1)2 − ν2| − 13
4
]
≥ 0
using (3.4). This gives Ψ(r, s, t; z) /∈ Ω and therefore Lemma 1.1 gives the desired result.

Now we find the condition on the parameters of fµ,ν or hµ,ν under which the functions
f′µ,ν or hµ,ν(z)/z belongs to the class Pe.
Theorem 3.3. Let the parameters µ, ν ∈ C be constrained such that µ±ν are not negative
odd integers. If such µ and ν satisfy the following condition:
4Re(µ) ≥ (e− 1) ∣∣(µ+ 1)2 − ν2∣∣− 3 (3.7)
then f′µ,ν ∈ Pe or hµ,ν(z)/z ∈ Pe.
Proof. Observe that the condition (3.7) implies that Re(µ) ≥ −3/4. Let us define a
function p : D→ C by
p(z) = f′µ,ν(z) =
hµ,ν(z)
z
.
Clearly the function p is analytic in D with p(0) = 1. Since the function hµ,ν satisfies
(3.1), the function p satisfies the second-order differential equation
z2p′′(z) + (µ+ 2)zp′(z) +
1
4
p(z)((µ + 1)2 − ν2 + z)− 1
4
((µ+ 1)2 − ν2) = 0
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which can be rewritten as
z2p′′(z) + zp′(z) + (µ+ 1)zp′(z) +
1
4
(p(z)− 1)((µ+ 1)2 − ν2) + 1
4
zp(z) = 0.
Define a function Ψ: C3 × D→ C by
Ψ(r, s, t; z) := t + s+ (µ+ 1)s+
1
4
(r − 1)((µ+ 1)2 − ν2) + 1
4
rz
and suppose that Ω := {0}. Then Ψ(p(z), zp′(z), z2p′′(z); z) ∈ Ω for all z ∈ D. To apply
Lemma 1.1, note that
|Ψ(r, s, t; z)| = |eeiθ | ·
∣∣∣∣(t+ s)e−eiθ + (µ+ 1)meiθ + 14(1− e−eiθ)((µ+ 1)2 − ν2) + z4
∣∣∣∣
≥ ecos θ
[∣∣∣(t+ s)e−iθe−eiθ + (µ+ 1)m∣∣∣− 1
4
|1− e−eiθ | · |(µ+ 1)2 − ν2| − |z|
4
]
>
1
e
[
Re((t+ s)e−iθe−e
iθ
) + (Re(µ) + 1)m− 1
4
(e− 1)|(µ+ 1)2 − ν2| − 1
4
]
≥ 1
e
[
Re(µ) + 1− 1
4
(e− 1)|(µ+ 1)2 − ν2| − 1
4
]
≥ 0
whenever r = ee
iθ
, s = meiθee
iθ
and Re((s+ t)e−iθe−e
iθ
) ≥ 0 where z ∈ D, θ ∈ [0, 2pi) and
m ≥ 1. Therefore Ψ(r, s, t; z) 6∈ Ω and Lemma 1.1 completes the proof. 
As an example, since µ = 1 and ν = 0 satisfy the hypothesis of Theorem 3.3, the
function
f′1,0(z) =
4− 4J0(
√
z)
z
≺ ez
where Jν denote the Bessel function of first kind of order ν having the form
Jν(z) =
∑
n≥0
(−1)n
n!Γ(ν + n+ 1)
(z
2
)2n+ν
.
4. Generalized Struve Function of the First Kind
Consider the second order inhomogeneous Bessel differential equation
z2ω′′(z) + zω′(z) + (z2 − ν2)ω(z) = 4(z/2)
ν+1
√
piΓ(ν + 1/2)
(ν, z ∈ C). (4.1)
The particular solution of (4.1) known as the Struve function of the first kind of order ν,
is denoted by Hν and can be expressed explicitly in terms of the hypergeometric function
as follows:
Hν(z) =
(z/2)ν+1√
(pi/4)Γ(ν + 3/2)
1F2
(
1;
3
2
, ν +
3
2
;−z
2
4
)
where ν + 3/2 is not a negative integer. The function Hν also has the infinite series
representation
Hν(z) =
∑
n≥0
(−1)n
Γ(n + 3/2)Γ(ν + n + 3/2)
(z
2
)2n+ν+1
(z ∈ C). (4.2)
The second order differential equation
z2ω′′(z) + zω′(z)− (z2 + ν2)ω(z) = 4(z/2)
ν+1
√
piΓ(ν + 1/2)
(ν, z ∈ C) (4.3)
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differs from (4.1) only in coefficient of ω. The particular solution of (4.3) is called as the
modified Struve function of the first kind of order ν and is defined by
Lν(z) = −ie−iνpi/2Hν(iz) =
∑
n≥0
1
Γ(n + 3/2)Γ(ν + n+ 3/2)
(z
2
)2n+ν+1
(z ∈ C). (4.4)
Now consider the second order inhomogeneous linear differential equation
z2ω′′(z) + bzω′(z) + (cz2 − ν2 + (1− b)ν)ω(z) = 4(z/2)
ν+1
√
piΓ(ν + b/2)
(b, c, ν, z ∈ C). (4.5)
The case b = 1 and c = 1 in (4.5) leads to (4.1) while the case b = 1 and c = −1 gives (4.3).
Therefore we can say that (4.5) generalizes (4.1) and (4.3). This permits the study of the
geometric properties of Struve and modified Struve functions in a unified manner. The
particular solution of (4.5) is called as the generalized Struve function of the first kind of
order ν and is denoted by wν,b,c. The function wν,b,c has the infinite series representation
wν,b,c(z) =
∑
n≥0
(−c)n
Γ(n+ 3/2)Γ(ν + n + (b+ 2)/2)
(z
2
)2n+ν+1
(z ∈ C). (4.6)
Despite the fact that the series (4.6) is convergent in the whole complex plane, the function
wν,b,c is not univalent in D. If we take into consideration the normalization of the function
wν,b,c defined by the transformation
uν,b,c(z) = 2
ν
√
piΓ
(
ν +
b+ 2
2
)
z−(ν+1)/2wν,b,c(
√
z) (4.7)
then the function uν,b,c has the infinite series representation
uν,b,c(z) =
∑
n≥0
(−c/4)n
(3/2)n(κ)n
zn (z ∈ C) (4.8)
where κ = ν + (b + 2)/2 6= 0,−1,−2, . . .. For brevity, we shall denote uν,b,c simply by
uν . Note that the function uν is entire and satisfies the following second order differential
equation:
4z2u′′ν(z) + 2(2κ+ 1)zu
′
ν(z) + (cz + 2(κ− 1))uν(z)− 2(κ− 1) = 0. (4.9)
Yag˘mur and Orhan [27] gave the sufficient conditions on the parameters of the generalized
Struve function to be convex and starlike in D. Using the technique of differential sub-
ordination, Orhan and Yag˘mur [18] obtained the conditions under which uν is univalent,
convex, starlike and close-to-convex. Recently, Noreen et al. [17] found the relationship
between uν and the Janowski class.
The condition on the parameters κ and c is determined in the first theorem of this
section for the generalized Struve function uν to belong to the class Pe.
Theorem 4.1. If the parameters κ, c ∈ C are constrained such that κ is not a nonnegative
integer and
Re(κ)− 1
2
(e− 1)|κ− 1| ≥ |c|
4
+
1
2
(4.10)
then uν ∈ Pe.
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Proof. Set p(z) := uν(z). Clearly p is an analytic function in D and p(0) = 1. Since
the function uν satisfies the second order differential equation (4.9), the function p also
satisfies the differential equation
4z2p′′(z) + 2(2κ+ 1)zp′(z) + (cz + 2(κ− 1))p(z)− 2(κ− 1) = 0.
Rearrangement of the terms yields
4z2p′′(z) + 4zp′(z) + 2(2κ− 1)zp′(z) + 2(κ− 1)(p(z)− 1) + czp(z) = 0. (4.11)
Define a function Ψ(r, s, t; z) := 4t + 4s + 2(2κ − 1)s + 2(κ − 1)(r − 1) + crz and let
Ω := {0}. Then (4.11) can be rewritten as
Ψ(p(z), zp′(z), z2p′′(z); z) ∈ Ω (z ∈ D).
In order to obtain the desired result, we apply Lemma 1.1. For this, we show that
Ψ(r, s, t; z) /∈ Ω whenever r = eeiθ , s = meiθeeiθ and Re((s+ t)e−iθe−eiθ) ≥ 0 where z ∈ D,
θ ∈ [0, 2pi) and m ≥ 1. Then
|Ψ(r, s, t; z)| = |eeiθ | ·
∣∣∣4(t+ s)e−eiθ + 2(2κ− 1)meiθ + 2(κ− 1)(1− e−eiθ) + cz∣∣∣
> 2ecos θ
[
|2(t+ s)e−iθe−eiθ + (2κ− 1)m| − |κ− 1| · |1− e−eiθ | − |c|
2
]
≥ 2
e
[
2Re((t+ s)e−iθe−e
iθ
) + (2Re(κ)− 1)m− (e− 1)|κ− 1| − |c|
2
]
≥ 2
e
[
2Re(κ)− 1− (e− 1)|κ− 1| − |c|
2
]
≥ 0
by using (4.10) and its implication Re(κ) ≥ 1/2. Therefore by Lemma 1.1, we conclude
that p(z) ≺ ez for all z ∈ D which gives uν ∈ Pe. 
As an illustration, if we choose c = 1, ν = 1 and b = 0, then κ = 2, so that such c and
κ satisfy the condition (4.10). Hence using Theorem 4.1, we have
u1(z) =
2− 2 cos√z
z
≺ ez.
The generalized Struve function satisfies the following recursive relation [18, Proposition
2.1(v), p. 6]:
uν(z) + 2zu
′
ν(z) +
cz
2κ
uν+1(z) = 1. (4.12)
Using this relation, we obtain the following corollary.
Corollary 4.2. If the parameters 0 6= c, κ ∈ C are constrained such that κ is not a
nonnegative integer and
Re(κ+ 1)− 1
2
(e− 1)|κ| ≥ |c|
4
+
1
2
then the function (2κ/cz)(1 − 2zu′ν(z)− uν(z)) ∈ Pe.
The next result deals with the sufficient condition on κ and c so that the generalized
Struve function belongs to the class Ke.
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Theorem 4.3. Let the parameters κ ∈ R and 0 6= c ∈ C be constrained such that κ is
not a nonnegative integer and
2κ
e
(4 sin(1) + 3− e) ≥ (e + 1)|c|+ 4(e− 1)3 + 6(e− 1)2 + 6
e
− 12
e2
(4.13)
then 6κ(1− uν)/c ∈ Ke.
Proof. Let χv(z) = 6κ(1− uν(z))/c and define a function p : D→ C by
p(z) = 1 +
zχ′′ν(z)
χ′ν(z)
= 1 +
zu′′ν(z)
u′ν(z)
.
Using (4.13), we have κ > |c|/4 so that |u′ν(z)| > 0 by means of [18, Equation 2.19, p. 10]
and therefore the function p is analytic in D with p(0) = 1. The function uν satisfies the
differential equation given by (4.9) and by twice differentiating (4.9), we obtain
4z2u(4)ν (z) + 2(2κ+ 9)zu
′′′
ν (z) + (10(κ+ 1) + cz)u
′′
ν(z) + 2cu
′
ν(z) = 0.
Assume that z 6= 0. Since u′ν(z) 6= 0 for all z ∈ D, dividing the above equation by u′ν and
then multiplying it by z, we have
4
z3u
(4)
ν (z)
u′ν(z)
+ 2(2κ+ 9)
z2u′′′ν (z)
u′ν(z)
+ 10(κ+ 1)
zu′′ν(z)
u′ν(z)
+ cz
zu′′ν(z)
u′ν(z)
+ 2cz = 0.
Differentiating the equation zu′′ν(z)/u
′
ν(z) = p(z) − 1 logarithmically implies that the
function p satisfies the following differential equation
4z2p′′(z) + 4zp′(z) + 2(2κ− 3)zp′(z) + 12zp(z)p′(z)− 2κ(p(z)− 1)
+ 4κ(p2(z)− 1) + 4(p(z)− 1)3 + 6(p(z)− 1)2 + c(p(z) + 1)z = 0.
Observe that the above equation is also true for z = 0. Define a function Ψ(r, s, t; z) :=
4(t+ s) + 2(2κ− 3)s+ 12rs− 2κ(r − 1) + 4κ(r2 − 1) + 4(r − 1)3 + 6(r − 1)2 + c(r + 1)z
and let Ω := {0}. As done in previous results, a straightforward calculation shows that
|Ψ(r, s, t; z)| = ∣∣2eeiθ(2(t+ s)e−eiθ + (2κ− 3)meiθ + 6meiθeeiθ − κ(1− e−eiθ)
+ 2κ(ee
iθ − e−eiθ))+ 4(eeiθ − 1)3 + 6(eeiθ − 1)2 + c(eeiθ + 1)z∣∣
≥ 2ecos θ∣∣2(t+ s)e−iθe−eiθ + (2κ− 3)m+ 6meeiθ − κ(1− e−eiθ)e−iθ
+ 2κ(ee
iθ − e−eiθ)e−iθ∣∣− 4|eeiθ − 1|3 − 6|eeiθ − 1|2 − |c| · |eeiθ + 1| · |z|
>
2
e
[
2Re((t+ s)e−iθe−e
iθ
) + (2κ− 3)m+ 6mRe(eeiθ)− κRe((1− e−eiθ)e−iθ)
+ 2κRe((ee
iθ − e−eiθ)e−iθ)]− 4(e− 1)3 − 6(e− 1)2 − (e+ 1)|c|
≥ 2
e
[
2κ− 3 + 6
e
− κRe((1− e−eiθ)e−iθ) + 2κRe((eeiθ − e−eiθ)e−iθ)]
− 4(e− 1)3 − 6(e− 1)2 − (e+ 1)|c|
whenever r = ee
iθ
, s = meiθee
iθ
and Re((s + t)e−iθe−e
iθ
) ≥ 0 for z ∈ D, θ ∈ [0, 2pi)
and m ≥ 1. Here we have used the fact that κ ≥ 3/2 which follows by (4.13). It
remains to find the maximum and minimum values of the functions Re((1 − e−eiθ)e−iθ)
and Re((ee
iθ − e−eiθ)e−iθ) respectively. The minimum value of the latter has already
been determined in Theorem 3.1. For the maximum value of the former expression, let
l(θ) := Re((1 − e−eiθ)e−iθ) = cos θ − e− cos θ cos(θ + sin θ). Then l′′(0) = 3/e− 1 > 0 and
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l′′(pi) = 1− e < 0 at critical points of the function l. Hence by the second derivative test,
we get
max
θ∈[0,2pi)
l(θ) = l(pi) = e− 1.
Thus
|Ψ(r, s, t; z)| > 2
e
[
2κ− 3 + 6
e
− κ(e− 1) + 4κ sin(1)
]
− 4(e− 1)3 − 6(e− 1)2 − (e+ 1)|c|
=
2κ
e
(4 sin(1) + 3− e)− 6
e
+
12
e2
− 4(e− 1)3 − 6(e− 1)2 − (e+ 1)|c| ≥ 0
using the assumption (4.13). Therefore p(z) ≺ ez for all z ∈ D by Lemma 1.1 and hence
the function χν is exponential convex. 
Choosing b = 1 and c = 1, we obtain the Struve function given by (4.2) which satisfies
the differential equation (4.1). In particular, using Theorem 4.3, we have
Corollary 4.4. Let the parameter ν ∈ R be such that ν+3/2 is not a nonnegative integer
and the function Hν : D→ C be defined by
Hν(z) = 2ν
√
piΓ
(
ν +
3
2
)
z−(ν+1)Hν(z)
where Hν is the Struve function of the first kind of order ν defined in (4.2). If
ν ≥ e
8 sin(1) + 6− 2e
[
4(e− 1)3 + 6(e− 1)2 + (e + 1) + 6
e
− 12
e2
]
− 3
2
(4.14)
then the function −3(2ν + 3)(Hν − 1) ∈ Ke and −3(2ν + 3)zH′ν ∈ S *e .
Observe that if we choose b = 1 and c = −1 in Theorem 4.3, then the function Lν
defined by
Lν(z) = 2ν
√
piΓ
(
ν +
3
2
)
z−(ν+1)Lν(z) (4.15)
where Lν is the modified Struve function of the first kind of order ν defined by (4.4), has
the same properties as that of the function Hν because of the fact that |c| = 1. More
precisely, we have
Corollary 4.5. Let the parameter ν ∈ R and the function Lν : D → C be defined by
(4.15). If the condition (4.14) holds, then the function 3(2ν + 3)(Lν − 1) ∈ Ke and
3(2ν + 3)zL′ν ∈ S *e .
Let f and g be two analytic functions having the power series expansion as f(z) =
z +
∑∞
n=1 an+1z
n+1 and g(z) = z +
∑∞
n=1 bn+1z
n+1 respectively. The Hadamard prod-
uct f ∗ g (or convolution) of f and g is defined as the power series (f ∗ g)(z) = z +∑∞
n=1 an+1bn+1z
n+1. Note that both the classes Ke and S
*
e are closed under the convolu-
tion with convex functions [11, Theorem 2.9, p. 377]. In general, the Alexander operator
A : A → A for the function f is defined by
A[f ](z) :=
∫ z
0
f(t)
t
dt = − log(1− z) ∗ f(z) (z ∈ D) (4.16)
and the Libera operator L : A → A is given by
L[f ](z) :=
2
z
∫ z
0
f(t)dt =
−2(z + log(1− z))
z
∗ f(z) (z ∈ D).
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The following theorem provides a property of the Alexander and Libera transforms for
the generalized Struve function.
Theorem 4.6. If the parameters κ and c are constrained as in Theorem 4.3, then
6κ(1 − uν)/c ∗ f ∈ Ke for every f ∈ K and therefore the functions A [6κ(1− uν)/c]
and L [6κ(1− uν)/c] belong to the class Ke.
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