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Abstract
Symplectic geometry is the underlying geometry of Hamiltonian
dynamics. Since the proof of Gromov’s non-squeezing theorem in 1985,
symplectic embeddings have been at the heart of symplectic geometry. This
thesis studies some symplectic embedding problems in dimension 4. We
start by completely solving the problem of embedding an ellipsoid into a
cube. This result is a refinement of the theorem proved by Gromov, McDuff-
Polterovich and Biran about embeddings of a disjoint union of equal balls
into a cube. In the second part of the thesis, we construct explicit embed-
dings of a disjoint union of balls into certain (non-disjoint) unions of an
ellipsoid and a cylinder. It follows from Hutchings’ ECH capacities that
these embeddings are optimal.
Keywords: Symplectic embeddings; ECH capacities; Pell numbers
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Résumé
La géométrie symplectique est la géométrie sous-jacente à la dynamique
hamiltonienne. Depuis la démonstration du théorème de non-tassement de
Gromov en 1985, les plongements symplectiques se trouvent au coeur de la
géométrie symplectique. Cette thèse étudie certains problèmes de plonge-
ments symplectiques en dimension 4. Nous commençons par résoudre com-
plètement le problème des plongements d’ellipsoïdes dans des cubes. Ce ré-
sultat est un raffinement du théorème de Gromov, McDuff-Polterovich et
Biran sur les plongements d’une union disjointe de boules égales dans un
cube. Dans la deuxième partie de la thèse, nous construisons des plonge-
ments explicites d’une union disjointe de boules dans certaines unions (non-
disjointes) d’ellipsoïdes et de cylindres. Il découle des capacités ECH de
Hutchings que ces plongements sont optimaux.
Mots clés: Plongements symplectiques; Capacités ECH; Nombres de Pell
v

Remerciements
En premier lieu, je souhaite adresser mes remerciements les plus chaleu-
reux à mon directeur de thèse Felix Schlenk. Merci Felix pour ta générosité !
Durant ces quatre années de thèse, tu as été d’une disponibilité exception-
nelle, et lors des rares moments difficiles, ton énorme enthousiasme a été un
soutien et un encouragement fantastique. Lorsque j’étais étudiant, j’avais
déjà été très convaincu par ta façon d’enseigner : tu as toujours su expli-
quer les grandes idées des théories mathématiques sans les ensevelir sous les
détails techniques. De plus, ton énergie rendait tes cours passionnants.
Par la suite, j’ai pu retrouver toutes tes qualités lors de nos nombreuses
discussions, où tes points de vue souvent pertinents (parfois impertinents)
m’ont régulièrement convaincus. Je retiendrai en particulier nos discussions
sur les concepts et la pédagogie des mathématiques, mais aussi sur la poésie,
la peinture, les glaciers, les sushis, les bières belges, les bières appenzelloises,
Roger Federer, les 800 mètres, les femmes, les doyens et les crimes parfaits.
Je souhaite sincèrement que nous trouvions le temps à l’avenir de parta-
ger un repas de temps à autre afin que je puisse encore profiter de tes avis
et de ton humour ! Merci !
I would also like to thank Keon Choi, Daniel Cristofaro-Gardiner,
Michael Hutchings and Vinicius G. B. Ramos for the fruitful discussions
during our collaboration, the very careful reading of my embedding con-
structions and the comments about them. I would particularly like to thank
you Dan for having accepted to be in my jury and to travel from the US
to be at my thesis defense. I greatly appreciated your kindness and I have
loved working with you.
Merci à Bruno Colbois d’avoir accepté d’être rapporteur de ma thèse. Ce
fut un plaisir de pouvoir profiter de ton calme et de ton esprit pragmatique
durant ces dix dernières années. Thanks to Paul Biran for having accepted
to be in my jury and for having taken the time to read my thesis.
Sur un plan extra-mathématique, de nombreuses personnes ont égale-
ment contribué à faire de ces quatre années une aussi grande réussite.
Je pense bien sûr d’abord à mes parents Marieke & Erik Frenkel et mon
frère Bernt Frenkel dont le soutien discret, la confiance et les fou rires ont
rendu mes semaines plus agréables. Merci de m’avoir appris à privilégier
l’être au paraître.
vii
Merci à Alexandra Diaz et Igor Haefeli de m’avoir intégré parmi les
Rentiens, pour les week-ends au soleil, les concerts, les “discussions Radio-
head”, puis pour les soirées à Genève ou à Londres. L’un des plus beaux
accomplissements de ma vie est indéniablement mon amitié avec vous deux !
Merci à Régis Straubhaar d’être l’homme le plus sympathique du monde
et de m’offrir la possibilité d’en bénéficier aussi régulièrement. Merci pour
ton écoute passionnée des moindres détails insipides de ma vie, pour ton
ouverture d’esprit et ton humour. J’espère qu’à septante-sept ans nous irons
toujours faire des petits restos en versant une larme nostalgique sur l’ère
alors probablement révolue de José Mourinho !
Merci à Olivier Isely d’être un ami aussi attentionné et d’être fidèle au
poste chaque dimanche après-midi pluvieux. Je me réjouis de poursuivre nos
nombreuses discussions à l’avenir, et peut-être même à nouveau en tant que
collègues d’ici quelques années.
Merci à tous les autres membres du Saloon qui font de cet institut un
endroit si spécial. Jamais je n’oublierai :
les Happy Hours avec Pierre-Nicolas Jolissaint (et ses blagues so
footesques), les matchs de badminton avec Carl-Erik Gauthier, les débats
“compétences mathématiques vs compétences sociales” avec Ana Kkukhro ;
les discussions fraternelles de Sainte-Croix avec Yoann Offret (et les 648
francs de revers slicés), les confrontations psychologico-tennistiques avec Mi-
quel Oliu-Barton, les chants de bars de Basile de Loynes, les conversations
au sujet de Rafael Nadal avec Edouard Strickler ;
les confidences d’avant la pause de dix heures avec Mireille Crelier (et
son rire... qui n’est pas exactement un chant d’oiseau), le dévouement en
toutes circonstances de Bastien Marmet (et ses gâteaux !), les “si t’avais le
choix entre...” de Grégory Roth ;
les analyses de Pat, Sam et... Felix avec Clémence Labrousse, l’attente
de l’éléctrichien tous les vendredis après-midi avec Thibault Pillon ;
les quarts d’heure poésie de Marie-Amélie Lawn (et ses “Apéro !”), les
ping-pongs avec Kolawole Atchade et Alexandre Girouard, les voyages et
discussions symplectiques avec mes frères et soeurs mathématiques Muriel
Heistercamp, Dorothee Stylianou et Raphael Wullschleger.
Et même si vous n’êtes pas à proprement parler des membres du Saloon,
j’inclus aussi dans ces remerciements Cosette Gogniat, Karim Saïd et Caren
Hasler pour les conviviales après-midi à faire régner des règles de non-respect
du silence dans la bibliothèque.
Je n’oublie bien évidemment pas Stéphane Guy et Sasha Roth dont la
bonne humeur légendaire contribue à rendre si belles les soirées “entre ma-
thématiciens”.
Merci également aux étudiants dont l’intérêt et les questions ont, semaine
après semaine, égayé mes journées de disette au niveau de ma thèse. Si
je souhaite poursuivre ma carrière dans l’enseignement, c’est aussi grâce à
vous !
viii
Durant ces quatre années de thèse, j’ai également eu le plaisir de par-
ticiper au Thune, la troupe de théâtre de l’université où j’ai rencontré de
nombreuses personnes remarquables.
Merci à Clémence Mermet : ton authenticité, ta fidélité et ton franc-
parler font de toi une personne absolument formidable ! Merci pour les nom-
breuses soirées de discussions, pour ton intérêt ; merci de poser les questions !
Merci à Fiona Carroll pour la sincérité et l’énergie débordante et à
Roxane Tharin pour la solidarité intra-thunienne et pour savoir apprécier
l’ironie à sa juste valeur.
Merci également à tous les autres Thuniens, en particulier Noémie Trei-
chel, Charles Reinmann, Tosca Doess, Chloé Cordonier, Ophélie Jobin, Lucie
Hubleur pour les nombreux rires partagés au fil des ans.
Ce travail a été en partie financé par les subventions 200020-132000 et
200020-144432/1 du Fonds National Suisse de la Recherche Scientifique.
ix

Contents
Abstract iii
Résumé v
Remerciements vii
1 Introduction 1
1.1 The N -body problem . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Hamiltonian dynamics . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Symplectic embeddings . . . . . . . . . . . . . . . . . . . . . 6
1.4 Presentation of the results . . . . . . . . . . . . . . . . . . . . 10
1.4.1 Symplectic embeddings of 4-dimensional ellipsoids into
cubes . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4.2 Symplectic embeddings into the union of an ellipsoid
and a cylinder . . . . . . . . . . . . . . . . . . . . . . 11
2 Symplectic embeddings of 4-dimensional ellipsoids into
cubes 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.1 Statement of the result . . . . . . . . . . . . . . . . . 13
2.1.2 Relations to ECH-capacities . . . . . . . . . . . . . . . 17
2.2 Proof of Proposition 2.1.4 and equalities (2.1.1) . . . . . . . . 19
2.2.1 Decomposing an ellipsoid into a disjoint union of balls 19
2.2.2 Representations of balls and polydiscs . . . . . . . . . 20
2.2.2.1 Representations as products . . . . . . . . . 21
2.2.2.2 Representations by the Delzant polytope . . 21
2.2.3 Proof of Proposition 2.1.4 . . . . . . . . . . . . . . . . 21
2.2.4 Proof of equalities (2.1.1) . . . . . . . . . . . . . . . . 24
2.3 Reduction to a constraint function given by exceptional spheres 25
2.4 Basic observations . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5 The interval
[
1, σ2
]
. . . . . . . . . . . . . . . . . . . . . . . . 35
2.5.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . 35
2.5.2 The classes E (αn) belong to E . . . . . . . . . . . . . 38
2.5.2.1 The classes E (α2m) reduce to (0;−1) . . . . 39
xi
2.5.2.2 The classes E (α2m−1) reduce to (0;−1) . . . 45
2.6 The interval
[
σ2, 6
]
. . . . . . . . . . . . . . . . . . . . . . . . 51
2.7 The interval [6, 8] . . . . . . . . . . . . . . . . . . . . . . . . . 67
2.7.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . 67
2.7.2 The interval [6, 7] . . . . . . . . . . . . . . . . . . . . . 69
2.7.3 The interval [7, 8] . . . . . . . . . . . . . . . . . . . . . 75
3 Symplectic embeddings into the union of an ellipsoid and a
cylinder 79
3.1 Ball packings of the union of an ellipsoid and a cylinder . . . 79
3.1.1 Statement of the result . . . . . . . . . . . . . . . . . 79
3.1.2 The obstruction given by ECH capacities . . . . . . . 80
3.1.2.1 ECH capacities . . . . . . . . . . . . . . . . . 80
3.1.2.2 Proof of the lower bound . . . . . . . . . . . 82
3.1.3 The explicit embedding . . . . . . . . . . . . . . . . . 83
3.1.3.1 Prismification of B(a) and coprismification
of Z(a, b, c) . . . . . . . . . . . . . . . . . . . 83
3.1.3.2 Symplectic shearing . . . . . . . . . . . . . . 85
3.1.3.3 Proof of the upper bound . . . . . . . . . . . 86
3.2 The embedding of E
(
36, 65
)
into Z (1, 6, 6) . . . . . . . . . . 89
A Computer programs 93
A.1 Computing c at a point a ∈
[
618 , 7
]
. . . . . . . . . . . . . . . 93
A.2 Computing c on an interval
]
6 1k+1 , 6
1
k
[
with k ∈ {1, . . . 7} . . 96
A.2.1 Finding obstructive classes (d, e;m) with m1 = . . . = m6 97
A.2.2 Finding obstructive classes (d, e;m) with m1 6= m6 . . 100
xii
Chapter 1
Introduction
In the first section of this introduction, we give a motivating example
for symplectic geometry: the N -body problem. Symplectic geometry arose
from celestial mechanics, and some of its characteristic phenomena can be
easily observed in this example. In Section 1.2, we generalize this example to
Hamiltonian dynamics and introduce the mathematical framework in which
the thesis will be placed. We reprove the observations of Section 1.1 in
this general setting and introduce the notion of symplectic structure. In
Section 1.3, we introduce symplectic embedding problems, the main topic
of this thesis, by making a brief survey of some main results in the field.
Finally, in Section 1.4 we present the results of the thesis and explain some of
its consequences. This introduction has been mainly inspired by the books
[A], [S2] and [Z]. Readers who are interested in a more detailed introduction
are referred to these books.
1.1 The N-body problem
The N -body problem of celestial mechanics consists in studying the mo-
tion in the 3-dimensional space R3 of N particles with masses m1, . . . ,mN >
0 which are subject to gravitational forces. Denote the position of the par-
ticles at time t ∈ R by x1(t), . . . , xN (t) ∈ R3. By Newton’s second law
of motion, the force Fi (x1, . . . , xN ) acting on the particle xi satisfies the
equation
Fi (x1, . . . , xN ) =
∑
j 6=i
mimj
xj − xi
|xj − xi|3
= mix¨i (1.1.1)
where i = 1, . . . , N . These equations are not defined at collisions, that is,
at the points
∆ :=
{
(x1, . . . , xN ) ∈ R3N | ∃i 6= j with xi = xj
}
.
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The space C := R3N \∆ where the equations (1.1.1) are defined is called
the configuration space of the N -body problem. The gravitational field
F := (F1, . . . , FN ) : C −→ R3N
has the important property to derive from a potential, which means that
there exists a function U : C −→ R called the potential energy, such that
F = −∇U.
The potential energy depends only on the positions of the particles and is
explicitly given in the N -body problem by
U (x1, . . . , xN ) := −
N∑
i=1
∑
j>i
mimj
|xj − xi| .
The momentum of the system at time t ∈ R is the vector y ∈ R3N given
by
y := (y1, . . . , yN ) = (m1x˙1, . . . ,mN x˙N ) . (1.1.2)
The phase space of the N -body problem is then defined as the set
P := C × R3N =
(
R3N \ △
)
×R3N ⊂ R6N
consisting of all possible pairs (x, y) of positions x ∈ R3N \∆ and momenta
y ∈ R3N of the particles.
We define the kinetic energy as the function K : R3N −→ R depending
only on the momenta of the particles and given by
K (y1, . . . , yN ) :=
N∑
i=1
1
2mi
|yi|2
and the mechanical energy as the function H : P −→ R defined on the phase
space and given by
H (x, y) = U(x) +K (y) .
By differentiating H with respect to x and y, we obtain

x˙ =
∂H
∂y
(x, y),
y˙ = −∂H
∂x
(x, y).
These equations are called the Hamiltonian equations. Notice that the first
equation is just a rephrasing of (1.1.2) while the second equation is a rephras-
ing of (1.1.1). The physical content of these equations is thus strictly the
same as Newton’s law. It is however a fruitful point of view to classical
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mechanics, as we will make apparent in the sequel. A first remark is that
we have transformed the second-order ordinary differential equation (1.1.1)
in a first-order ordinary differential equation.
The vector field
XH :=


∂H
∂y
−∂H
∂x


defined on the phase space P is called the Hamiltonian vector field associated
to H. We want to study the flow ϕtH associated to XH , that is, the map
ϕtH : I ×P −→ P defined by the equations

d
dt
ϕtH(z) = XH
(
ϕtH(z)
)
,
ϕ0H(z) = z,
(1.1.3)
for all z := (x, y) ∈ P, where I ⊂ R is the maximal interval of existence of
the flow.
The first important property of this flow is the conservation of mechan-
ical energy.
Fact 1.1.1. The flow ϕtH preserves the mechanical energy H, that is, for
any initial condition z ∈ P and for all t ∈ R,
H
(
ϕtH(z)
)
= H(z).
Proof. It suffices to prove that ddt
(
H ◦ ϕtH
)
= 0. In view of (1.1.3), we have
d
dt
(
H ◦ ϕtH
)
= dH
(
ϕtH
)
XH
(
ϕtH
)
=
∂H
∂x
(
ϕtH
) ∂H
∂y
(
ϕtH
)
− ∂H
∂y
(
ϕtH
) ∂H
∂x
(
ϕtH
)
= 0.
The second property of the flow is the conservation of volume.
Fact 1.1.2. (Liouville’s theorem) The flow ϕtH preserves the volume, that
is, for any domain D ⊂ P and for all t ∈ R,
VolϕtH(D) = VolD.
Proof. If suffices to prove that the divergence of XH vanishes. We have
divXH =
∂
∂x
∂H
∂y
− ∂
∂y
∂H
∂x
= 0.
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Another important property of the flow ϕtH is the conservation of the
symplectic structure. This property is a refinement of the conservation of
volume, in the sense that the conservation of the symplectic structure im-
plies the conservation of volume. To prove this, it is however convenient
to generalize the N -body problem and to use the formalism of differential
forms. In this framework, we will then prove the properties of the Hamilto-
nian flow ϕtH stated in this section. This is the object of the next section.
1.2 Hamiltonian dynamics
In order to generalize the N -body problem, consider on P ⊂ R6N the
standard symplectic form
ω0 =
3N∑
i=1
dxi ∧ dyi.
It is clear that dω0 = 0, i.e. ω0 is closed. Moreover, ω0 is non degenerate,
since its 3N -th power
ω3N0 = (3N)! dx1 ∧ dy1 ∧ . . . ∧ dx3N ∧ dy3N
is a multiple of the standard volume form. These two properties of the
standard symplectic form ω0 give rise to the following.
Definition 1.2.1. A symplectic manifold (M,ω) is a smooth manifold M
equipped with a closed non-degenerate differential 2-form ω. The form ω is
called a symplectic form.
The non-degeneracy of ω implies that the dimension of M is even:
dimM = 2n. Moreover, it implies that 1n!ω
n is a volume form on M .
In order to find a general definition for the Hamiltonian vector field XH ,
remark that XH satisfies the equation
ω0 (XH , ·) = dH.
Moreover, due to the non-degeneracy of ω0, it is the unique vector field with
this property. This leads to the following definition.
Definition 1.2.2. Let H : M −→ R be a smooth function. Due to the
non-degeneracy of ω, there exists a unique vector field XH on M such that
ω (XH , ·) = dH. (1.2.1)
The function H is then called a Hamiltonian function while the vector
field XH is called the Hamiltonian vector field associated to H. The flow ϕ
t
H
associated to H is called the Hamiltonian flow associated to H.
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We are now in position to prove in the general situation the properties
of the Hamiltonian flow ϕtH stated in the previous section. We start with
Fact 1.1.1: the conservation of mechanical energy.
Proposition 1.2.3. The flow ϕtH preserves the Hamiltonian function H,
that is, for any initial condition z ∈M and for all t ∈ R,
H
(
ϕtH(z)
)
= H(z).
Proof. We have
d
dt
(
H ◦ ϕtH
)
= dH
(
ϕtH
)
XH
(
ϕtH
)
= ω
(
XH
(
ϕtH
)
,XH
(
ϕtH
))
= 0.
The second equality follows from (1.2.1) while the last equality follows from
the non-degeneracy of ω.
We now prove the conservation of the symplectic structure.
Proposition 1.2.4. The flow ϕtH preserves the symplectic form ω, that is,(
ϕtH
)∗
ω = ω for all t ∈ R.
Proof. We have
LXHω = dιXHω + ιXH dω︸︷︷︸
=0
= ddH = 0.
The second equality follows from (1.2.1).
Definition 1.2.5. Let (M1, ω1) and (M2, ω2) be two symplectic manifolds.
A map ϕ : M1 −→M2 is called symplectic if ϕ∗ω2 = ω1.
In dimension 2, symplectic maps agree with volume preserving maps
that preserve the orientation since a symplectic form is a volume form. In
higher dimension, it is still true that symplectic maps preserve the volume.
Consider the volume forms Ω1 :=
1
n!ω
n
1 on M1 and Ω2 :=
1
n!ω
n
2 on M2.
Proposition 1.2.6. A symplectic map ϕ preserves the volume, that is,
ϕ∗Ω2 = Ω1.
Proof. We have
ϕ∗Ω2 = ϕ∗
(
1
n!
ωn2
)
=
1
n!
(ϕ∗ω2)
n =
1
n!
ωn1 = Ω1.
In particular, we deduce Fact 1.1.2 from Propositions 1.2.4 and 1.2.6.
Corollary 1.2.7. The flow ϕtH preserves the volume.
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1.3 Symplectic embeddings
In the previous section, we have seen that diffeomorphisms which arise
as time t maps of Hamiltonian flows preserve both the volume and the
symplectic structure. Symplectic geometry studies among other things the
properties of symplectic maps. They lie somewhere between the rigid Eu-
clidean isometries and the flexible volume preserving maps. One goal of
symplectic geometry is to determine in which contexts symplectic maps are
rather flexible, and when they are rather rigid. One way to observe both
phenomena is via symplectic embeddings.
Definition 1.3.1. Let (M1, ω1) and (M2, ω2) be two symplectic manifolds.
A symplectic map ϕ : M1 −→ M2 is called a symplectic embedding if ϕ is a
homeomorphism on its image. We denote it by ϕ : M1
s→֒M2.
Notice that due to the non-degeneracy of symplectic forms, symplectic
maps are always immersions. It is thus enough to require the symplectic
map to be a homeomorphism on its image in order to get an embedding.
The first important embedding result is undoubtedly Gromov’s non-
squeezing theorem (see [G]). We consider the Euclidean 2n-dimensional
space
(
R2n, ω0
)
endowed with the canonical symplectic form
ω0 =
n∑
i=1
dxi ∧ dyi.
Denote by
B(a) :=
{
(x1, y1, . . . , xn, yn) ∈ R2n | π
(
n∑
i=1
x2i + y
2
i
)
< a
}
the ball of radius
√
a
π > 0 and by
Z(A) :=
{
(x1, y1, . . . , xn, yn) ∈ R2n | π
(
x21 + y
2
1
)
< A
}
the symplectic cylinder, that is, the product D2(A) × R2n−2 of the disc of
area A > 0 with R2n−2.
Theorem 1.3.2. (Gromov’s nonsqueezing theorem) There exists a symplec-
tic embedding B(a)
s→֒ Z(A) if and only if a 6 A.
The theorem says thus that the problem of symplectically embedding a
ball into a symplectic cylinder is rigid: the best possible symplectic embed-
ding is the inclusion.
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In contrast with Gromov’s nonsqueezing theorem, if we define the
isotropic cylinder by
Z iso(A) :=
{
(x1, y1, . . . , xn, yn) ∈ R2n | π
(
x21 + x
2
2
)
< A
}
,
then B(a)
s→֒ Z iso(A) for all a > 0. Indeed, the linear map ϕε : R2n −→ R2n
given by
ϕε(x, y) = (εx,
1
ε
y)
is symplectic for all ε > 0, and for any a > 0 there exists ε > 0 such
that ϕε (B(a)) ⊂ Z iso(A). This shows that the problem of symplectically
embedding a ball into an isotropic cylinder is flexible.
Important obstructions to symplectic embeddings are given by symplec-
tic capacities which have been introduced by Ekeland and Hofer in [EH].
Denote by SM(2n) the set of symplectic manifolds of dimension 2n.
Definition 1.3.3. Assume n > 2. A symplectic capacity is a map
c : SM(2n) −→ [0,+∞]
with the following properties.
(Monotonicity) If there exists a symplectic embedding
(M1, ω1)
s→֒ (M2, ω2) ,
then
c (M1, ω1) 6 c (M2, ω2) .
(Conformality) If α > 0, then
c (M,αω) = αc (M,ω) .
(Nontriviality) c (B(1)) > 0 and c (Z(1)) <∞.
The nontriviality axiom excludes the volume to be a symplectic capac-
ity. In view of the monotonicity axiom, symplectic capacities are sym-
plectic invariants and can thus be used to find obstructions to symplectic
embeddings. An example of a symplectic capacity is the Gromov width
G : SM(2n) −→ [0,+∞] which is defined by
G(M,ω) := sup
{
a | ∃ϕ : (B(a), ω0) s→֒ (M,ω)
}
where ω0 =
∑n
i=1 dxi ∧ dyi denotes the canonical symplectic form on R2n.
Gromov’s width measures the size of the biggest ball that symplectically em-
beds into the manifold. In fact, G (B(a)) = G (Z(a)) = a, so that Gromov’s
nonsqueezing theorem follows by monotonicity from the fact that Gromov’s
width is a capacity.
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The next step is to refine this capacity. Indeed, Gromov’s width can for
example not distinguish a ball from a cylinder. This problem is solved by
considering the following ball-packing problem. We define for all k > 1 a
capacity Gk : SM(2n) −→ [0,+∞] by
Gk(M,ω) := sup
{
a | ∃ϕ :
k∐
i=1
(B(a), ω0)
s→֒ (M,ω)
}
, (1.3.1)
that is, Gk measures the size of the biggest disjoint union of equal balls
which embeds into the manifold. Of course, G1 is the Gromov width. Now,
G2 distinguishes a ball from a cylinder. Indeed, G2 (Z(a)) = a while we
deduce from volume considerations that G2 (B(a)) < a.
A way to measure the flexibility (or rigidity) of this ball-packing problem
is the following. We define for each k ∈ N the k-th packing number of the
symplectic manifold (M,ω) by
pk (M,ω) := sup
{
kVol (B(a))
Vol (M)
:
∐
k
(B(a), ω0)
s→֒ (M,ω)
}
. (1.3.2)
The k-th packing number of M thus describes the supremum of the volume
ratio which can be filled by symplectic embeddings of k disjoint equal balls
B(a) into M . Thus, if pk (M) = 1, the ball-packing problem by k balls is
flexible. On the other hand, if pk (B(1)) < 1, there is some rigidity: we say
that there is a packing obstruction.
These symplectic invariants are still not very well understood in arbitrary
dimensions. However, there are some results in dimension 4. For example,
all the capacities Gk and the packing numbers pk have been computed for
the 4-dimensional ball B4(1) by Gromov [G], McDuff-Polterovich [MP] and
Biran [B1]. They found the following table.
k 1 2 3 4 5 6 7 8 > 9
Gk 1
1
2
1
2
1
2
2
5
2
5
3
8
6
17 1/
√
k
pk 1
1
2
3
4 1
20
25
24
25
63
64
288
289 1
This result shows that, while there is symplectic rigidity for many small k,
the problem is flexible for large k.
We can get one step further in the refinement of these results. Define a
symplectic ellipsoid by
E(a1, a2) =
{
(x1, y1, x2, y2) ∈ R4 : π
(
x21 + y
2
1
)
a1
+
π
(
x22 + y
2
2
)
a2
< 1
}
.
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McDuff showed in [M2] that the ellipsoid E(a1, a2) symplectically embeds
into the ball B(A) if and only if a certain finite disjoint union of balls∐
iB (wi) embeds into B(A). The sizes wi of the balls B (wi) are related to
the continued fraction expansion of a2a1 . In particular, if k > 1 is a positive
integer, then
E(a, ka)
s→֒ B(A) if and only if
k∐
i=1
B(a)
s→֒ B(A). (1.3.3)
In [MS], McDuff and Schlenk used this result to solve the problem of em-
bedding a 4-dimensional ellipsoid into a ball. They determined the function
cEB : [1,+∞[ −→ [1,+∞[ defined by
cEB(a) := inf
{
A : E(1, a)
s→֒ B(A)
}
. (1.3.4)
Since E(1, a)
s→֒ B(A) if and only if E(λ, λa) s→֒ B(λA), this result in-
deed completely solves the problem of embedding an ellipsoid into a ball.
Moreover, by using (1.3.3), one can recover the capacities Gk (B(1)) and the
packing numbers pk (B(1)) by looking at embeddings of E(1, k)
s→֒ B(A)
since for all integers k > 1,
cEB(k) =
1
Gk (B(1))
.
The structure of the graph of cEB turns out to be very rich. For
1 6 a 6 τ4, where τ := 1+
√
5
2 is the golden ratio, the graph consists of
an infinite piecewise linear staircase oscillating between flexible parts and
more rigid parts. For τ4 6 a 6 8+ 136 , the graph is equal to the volume con-
straint except on a finite number of intervals. For a > 8 + 136 , the problem
is flexible since cEB(a) coincides with the volume constraint.
There is another way to characterize the function cEB . If (M,ω) is a
4-dimensional symplectic manifold, then there exists a whole sequence of
symplectic capacities associated to M
0 = c0 (M,ω) 6 c1 (M,ω) 6 c2 (M,ω) 6 . . . 6∞
called ECH capacities, which have been introduced by Hutchings in [H1] us-
ing his embedded contact homology. ECH capacities give sharp obstructions
to certain symplectic embeddings. In particular, Hutchings and McDuff
showed in [H1] and [M3] that E(a, b)
s→֒ E(c, d) if and only if ck (E(a, b)) 6
ck (E(c, d)) for all k > 0. This gives another characterization of the function
cEB, although it seems very difficult to deduce the shape of the graph of
cEB directly from the ECH capacities.
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1.4 Presentation of the results
1.4.1 Symplectic embeddings of 4-dimensional ellipsoids into
cubes
In Chapter 2, we solve the problem of embedding a 4-dimensional sym-
plectic ellipsoid into a 4-dimensional cube. This is joint work with Dorothee
Müller and has been accepted for publication in the Journal of Symplectic
Geometry ([FM]).
Recall that McDuff and Schlenk determined in [MS] the function cEB
defined by (1.3.4) whose value at a is the infimum of the size of a 4-ball
into which the ellipsoid E(1, a) symplectically embeds (here, a > 1 is the
ratio of the area of the large axis to that of the smaller axis of the ellipsoid).
In Chapter 2, we look at embeddings into 4-dimensional cubes instead, and
determine the function
cEC(a) := inf
{
A : E(1, a)
s→֒ C(A)
}
whose value at a is the infimum of the size of a 4-cube C(A) = D2(A)×D2(A)
into which the ellipsoid E(1, a) symplectically embeds (whereD2(A) denotes
the disc in R2 of area A).
As for the function cEB, this function refines the result of Gromov [G],
McDuff-Polterovich [MP] and Biran [B1], where they computed for the
4-cube C(1) all the capacities Gk and the packing numbers pk defined by
(1.3.1) and (1.3.2). They found the following table.
k 1 2 3 4 5 6 7 > 8
Gk (C(1)) 1 1
2
3
2
3
3
5
4
7
8
15
√
2/k
pk (C(1))
1
2 1
2
3
8
9
9
10
48
49
224
225 1
Now since McDuff showed in [M2] that
E(a, ka)
s→֒ C(A) if and only if
k∐
i=1
B(a)
s→֒ C(A),
we see that here also the capacities Gk (C(1)) and the packing numbers
pk (C(1)) can be recovered from the function cEC since for all integers k > 1
cEC(k) =
1
Gk (C(1))
.
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The structure of the graph of cEC turns out to be very similar to the
one of cEB. For a less than the square σ
2 of the silver ratio σ := 1 +
√
2,
the function cEC is piecewise linear, with an infinite staircase converging to
(σ2,
√
σ2/2) (see Figure 2.1.1). This staircase is determined by Pell num-
bers. On the interval
[
σ2, 7 132
]
, the function cEC coincides with the volume
constraint
√
a
2 except on seven disjoint intervals, where cEC is piecewise lin-
ear (see Figure 2.1.2). Finally, for a > 7 132 the functions cEC and
√
a
2 are
equal.
For the proof, we first translate the embedding problem E(1, a) →֒ C(A)
to a certain ball packing problem of the ball B(2A). This embedding prob-
lem is then solved by adapting the method from [MS], which finds all ex-
ceptional spheres in blow-ups of the complex projective plane that provide
an embedding obstruction.
We also prove in Chapter 2 that for any rational numbers a, b > 0, there
exists a symplectic embedding E(a, b) →֒ P (c, d) := D2(c) × D2(d) if and
only if there exists a symplectic embedding
B(a, b)
∐
B(c)
∐
B(d) →֒ B(c+ d),
where B(a, b) denotes a certain disjoint union of balls
∐
iB (wi). The se-
quence of sizes wi of the balls B (wi) are determined by the continued frac-
tion of the rational number ba .
A corollary of this result is that ECH-capacities are sharp for the problem
of symplectically embedding an ellipsoid into a polydisc, that is,
E(a, b)
s→֒ P (c, d) if and only if ck (E(a, b)) 6 ck (P (c, d))
for all k > 0. From this, we deduce that the ellipsoid E(1, a) symplectically
embeds into the cube C(A) if and only if E(1, a) symplectically embeds into
the ellipsoid E(A, 2A). Our embedding function cEC thus also describes the
smallest dilate of E(1, 2) into which E(1, a) symplectically embeds.
1.4.2 Symplectic embeddings into the union of an ellipsoid
and a cylinder
In Chapter 3 we study symplectic embeddings into the union of an el-
lipsoid and a cylinder. The results of Section 3.1 are joint work with Keon
Choi, Daniel Cristofaro-Gardiner, Michael Hutchings and Vinicius G. B.
Ramos and are part of [CGFHR] that has been accepted for publication in
the Journal of Topology.
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Let a, b, c > 0 be positive real numbers. Denote by
Z(a, b, c) := Z(a) ∪ E(b, c)
the (non-disjoint) union of the symplectic cylinder Z(a) = D2(a) × R2 and
the ellipsoid E(b, c).
In Section 3.1 we solve some ball packing problems of Z(a, b, c). More
precisely we determine for certain values b, c > 0 the embedding capacity
function
c (w1, . . . , wn; b, c) := inf
{
λ |
n∐
i=1
B (wi)
s→֒ Z(λ, λb, λc)
}
for all positive real numbers w1, . . . , wn > 0. We first compute the obstruc-
tion for these ball packings given by ECH capacities, leading to a lower
bound on c (w1, . . . , wn; b, c). We then show that this lower bound is also
an upper bound, by an explicit packing that is obtained by an embedding
construction called symplectic shearing.
In Section 3.2 we construct an explicit embedding of E
(
36, 65
)
into
Z(1, 6, 6), using the symplectic folding method. This construction has the
following consequences.
It shows that the problem of embedding an ellipsoid E(a, b) into the
union of an ellipsoid and a cylinder Z(c, d, e) = Z(c) ∪ E(d, e) is not rigid
in general. Indeed, E(36, 65) 6⊂ Z (1, 6, 6) which excludes trivial embeddings,
and vol
(
E(36, 65)
)
> vol (E (6, 6)) which excludes embeddings of E(36, 65)
that take values in the ball B(6) = E (6, 6) alone (cf. [MS]).
Moreover, this embedding shows that the ball packing construction of
Section 3.1 is not always optimal. Indeed, since
∐30
i=1B
(
6
5
)
s→֒ E
(
36, 65
)
,
the embedding E
(
36, 65
)
s→֒ Z(1, 6, 6) implies the existence of an embedding
30∐
i=1
B
(
6
5
)
s→֒ Z(1, 6, 6)
while the shearing method of Section 3.1 would only give
30∐
i=1
B
(
6
5
)
s→֒ 36
35
Z(1, 6, 6).
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Chapter 2
Symplectic embeddings of
4-dimensional ellipsoids into
cubes
2.1 Introduction
2.1.1 Statement of the result
Let
(
R4, ω
)
be the Euclidean 4-dimensional space endowed with the
canonical symplectic form ω = dx1 ∧ dy1 + dx2 ∧ dy2. Any open subset
of R4 is also endowed with ω. Simple examples are the symplectic cylinders
Z(a) := D2(a) × R2 (where D2(a) is the open disc of area a), the open
symplectic ellipsoids
E(a1, a2) =
{
(x1, y1, x2, y2) ∈ R4 : π
(
x21 + y
2
1
)
a1
+
π
(
x22 + y
2
2
)
a2
< 1
}
,
and the open polydiscs P (a1, a2) := D
2 (a1)×D2 (a2). We denote the open
ball E(a, a) (of radius
√
a/π) by B(a) and the open cube P (a, a) by C(a).
Since D2(a) is symplectomorphic to an open square, D2(a)×D2(a) is indeed
symplectomorphic to a cube.
Given two open subsets U and V , we say that a smooth embedding
ϕ : U →֒ V is a symplectic embedding if ϕ preserves ω, that is, if ϕ∗ω = ω. In
the sequel, we will write ϕ : U
s→֒ V for such an embedding. Since symplectic
embeddings are volume preserving, a necessary condition for the existence
of a symplectic embedding U
s→֒ V is, of course, Vol(U) 6 Vol(V ), where
Vol(U) := 12
´
U ω ∧ ω. For volume preserving embeddings, this is the only
condition (see e.g. [S1]). For symplectic embeddings, however, the situation
is very different, as was detected by Gromov in [G]. Among many other
things, he proved the following.
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Example 2.1.1. (Gromov’s nonsqueezing Theorem) There exists a sym-
plectic embedding of the ball B(a) into the cylinder Z(A) if and only if
a 6 A.
Notice that the volume of the cylinder Z(A) is infinite, and that for any a
the ball B(a) embeds by a linear volume preserving embedding into Z(A).
Similarly, we also have
Example 2.1.2. There exists a symplectic embedding of the ball B(a) into
the cube C(A) if and only if a 6 A.
The above results show that symplectic embeddings are much more spe-
cial and in some sense “more rigid” than volume preserving embeddings.
A next step was to understand this rigidity better. One way of doing this
is to fix a domain V ⊂ R4 of finite volume, and to try to determine for each
k ∈ N the k-th packing number
pk(V ) := sup
{
kVol (B(a))
Vol(V )
:
⊔
k
B(a)
s→֒ V
}
.
Here,
⊔
k B(a) is the disjoint union of k equal balls B(a). It follows from
Darboux’s Theorem that always pk(V ) > 0. If pk(V ) = 1, one says that V
admits a full packing by k balls, and if pk(V ) < 1, one says that there is a
packing obstruction. Again, it is known that if we would consider volume
preserving embeddings instead, then all packing numbers would always be 1.
In important work by Gromov [G], McDuff-Polterovich [MP] and Bi-
ran [B1] all the packing numbers of the 4-ball B and the 4-cube C were
determined. The result for C is
k 1 2 3 4 5 6 7 > 8
pk
1
2 1
2
3
8
9
9
10
48
49
224
225 1
This result shows that, while there is symplectic rigidity for many small k,
there is no rigidity at all for large k.
In order to better understand these numbers, we look at a problem
that interpolates the above problem of packing by k equal balls. For 0 <
a1 6 a2, consider the ellipsoid E (a1, a2) defined above, and look for the
smallest cube C(A) into which E (a1, a2) symplectically embeds. Since
E(a1, a2)
s→֒ C(A) if and only if E(λa1, λa2) s→֒ C(λA), we can always
assume that a1 = 1, and therefore study the embedding capacity function
cEC(a) := inf
{
A : E(1, a)
s→֒ C(A)
}
on the interval [1,∞[. It is clear that cEC is a continuous and nondecreas-
ing function. Since symplectic embeddings are volume preserving and the
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volumes of E(1, a) and C(A) are 12a and A
2 respectively, we must have the
lower bound √
a
2
6 cEC(a).
It is not hard to see that
⊔
k B(1)
s→֒ E(1, k). Therefore, ⊔k B(1) s→֒ C(A)
whenever E(1, k)
s→֒ C(A). In [M2], McDuff has shown that the converse
is also true! Our ellipsoid embedding problem therefore indeed interpolates
the problem of packing by k equal balls, and we get
pk(C) =
Vol (E(1, k))
Vol (C (cEC(k)))
=
k
2
(cEC(k))
2 .
First upper estimates for the function cEC(a) were obtained in Chap-
ter 4.4 of [S2] by explicit embeddings of ellipsoids into a cube. These
upper estimates also suggested that symplectic rigidity for the problem
E(1, a)
s→֒ C(A) should disappear for large a.
In this paper, we completely determine the function c(a) := cEC(a). In
order to state our main theorem, we introduce two sequences of integers:
the Pell numbers Pn and the half companion Pell numbers Hn, which are
defined by the recurrence relations
P0 = 0, P1 = 1, Pn = 2Pn−1 + Pn−2,
H0 = 1, H1= 1, Hn = 2Hn−1 +Hn−2.
Thus, P2 = 2, P3 = 5, P4 = 12, P5 = 29, . . . and H2 = 3, H3 = 7, H4 = 17,
H5 = 41, . . .. The two sequences (αn)n>0 and (βn)n>0 are then defined by
αn :=


2P 2n+1
H2n
if n is even,
H2n+1
2P 2n
if n is odd;
βn :=


Hn+2
Hn
if n is even,
Pn+2
Pn
if n is odd.
The first terms in these sequences are
α0 = 2 < β0 = 3 < α1 =
9
2
< β1 = 5 < α2 =
50
9
< β2 =
17
3
< . . . .
More generally, for all n > 0,
. . . < αn < βn < αn+1 < βn+1 < . . . ,
and both sequences converge to σ2 = 3 + 2
√
2 ∼= 5.83, which is the square
of the silver ration σ := 1 +
√
2.
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1 2 3 9
2
5 50
9
Σ
2
1
3
2
Σ
2
Figure 2.1.1 – The graph of c on the interval
[
1, σ2
]
Theorem 2.1.3. (i) On the interval
[
1, σ2
]
,
c(a) =


1 if a ∈ [1, 2] ,
1√
2αn
a if a ∈ [αn, βn] ,√
αn+1
2
if a ∈ [βn, αn+1] ,
for all n > 0 (see Figure 2.1.1).
(ii) On the interval
[
σ2, 7 132
]
we have c(a) =
√
a
2 except on seven disjoint
intervals, where c is piecewise linear (see Figure 2.1.2).
(iii) For a > 7 132 we have c(a) =
√
a
2 .
The proof of (i) is given in Corollary 2.5.2, a more detailed statement as
well as the proof of (ii) are given in Theorem 2.7.2, while the proof of (iii)
is given in Lemma 2.4.1 and Proposition 2.7.7.
A similar result has been previously obtained by McDuff-Schlenk in [MS]
for the embedding problem E(1, a)
s→֒ B(A). These two results show that
the structure of symplectic rigidity can be very rich.
For further results on packings of various symplectic manifolds by balls
and ellipsoids we refer to [B2], [BuH1], [BuH2], [BuP], [LMS] and [O].
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Σ
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7
4
37
21
25
14
65
36
15
8
Figure 2.1.2 – The graph of c on the interval
[
σ2, 7 132
]
2.1.2 Relations to ECH-capacities
There is a more combinatorial (but non-explicit) way of describing the
embedding function cEC(a). Indeed, in [H1], Hutchings used his embedded
contact homology to construct for each domain U ⊂ R4 a sequence of sym-
plectic capacities ckECH(U), which for the ellipsoid E(a, b) and the polydisc
P (a, b) are as follows.
Form the sequence NE(a, b) by arranging all numbers of the formma+nb
with m,n > 0, in nondecreasing order (with multiplicities). Then for k > 0,
the k-th ECH-capacity ckECH (E(a, b)) is the (k + 1)-th entry of NE(a, b).
For instance, cECH (E(1, 1)) = {0, 1, 1, 2, 2, 2, 3, 3, 3, 3, 4, . . .}.
Moreover, for polydiscs,
ckECH (P (a, b)) = min {am+ bn : m,n ∈ N; (m+ 1)(n + 1) > k + 1} .
There exists a canonical way to decompose an ellipsoid E(a, b) with ab ra-
tional into a finite disjoint union of balls B(a, b) := ⊔iB (wi) with weights wi
related to the continued fraction expansion of ab . We shall explain this de-
composition in more detail and prove the following proposition in the next
section.
Proposition 2.1.4. Let a, b, c, d > 0 with ab rational. Then there exists a
symplectic embedding E(a, b) →֒ P (c, d) if and only if there exists a sym-
plectic embedding
B(a, b)
⊔
B(c)
⊔
B(d) →֒ B(c+ d).
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Hutchings showed in Corollary 11 of [H2] how Proposition 2.1.4 implies
that ECH-capacities form a complete set of invariants for the problem of
symplectically embedding an ellipsoid into a polydisc:
Corollary 2.1.5. There exists a symplectic embedding E(a, b) →֒ P (c, d)
if and only if ckECH (E(a, b)) 6 c
k
ECH (P (c, d)) for all k > 0.
It seems to be hard to derive Theorem 2.1.3 from Corollary 2.1.5 or vice-
versa.
As a further corollary we obtain
Corollary 2.1.6. The ellipsoid E(1, a) symplectically embeds into the cube
C(A) if and only if E(1, a) symplectically embeds into the ellipsoid E(A, 2A).
Proof. By Corollary 2.1.5, E(1, a) symplectically embeds into C(A) if and
only if ckECH (E(1, a)) 6 c
k
ECH (C(A)) for all k > 0. By McDuff’s proof of
the Hofer Conjecture [M3], E(1, a) symplectically embeds into E(A, 2A) if
and only if ckECH (E(1, a)) 6 c
k
ECH (E(A, 2A)) for all k > 0. The corollary
now follows from the remark on page 8098 in [H2], that says that for all
k > 0
ckECH (E(1, 2)) = c
k
ECH (C(1)) . (2.1.1)
For the easy proof, we refer to Section 2.2.
Remark 2.1.7. Recall that the ECH-capacities of B(1) and C(1) (or E(1, 2))
are
cECH (B(1)) =
(
0×1, 1×2, 2×3, 3×4, 4×5, 5×6, 6×7, 7×8, 8×9, 9×10, . . .
)
,
cECH (C(1)) =
(
0×1, 1×1, 2×2, 3×2, 4×3, 5×3, 6×4, 7×4, 8×5, 9×5, . . .
)
.
One sees that the sequence cECH (C(1)) is obtained from cECH (B(1)) by
some sort of doubling. This is reminiscent to the doubling in the definition
of the Pell numbers: The Fibonacci and Pell numbers are defined recursively
by
Fn+1 = Fn + Fn−1, Pn+1 = 2Pn + Pn−1,
and while the Fibonacci numbers determine the infinite stairs of the func-
tion cEB(a) for a 6 τ
4 (with τ the golden ratio, see [MS]), the Pell numbers
determine the infinite stairs of the function cEC(a) for a 6 σ
2. This rem-
iniscence may, however, be a coincidence. Indeed, for the ellipsoid E(1, 3)
the sequence
cECH (E(1, 3) =
(
0×1, 1×1, 2×1, 3×2, 4×2, 5×2, 6×3, 7×3, 8×3, 9×4, . . .
)
is obtained from cECH(B(1)) by some sort of tripling, but the beginning of
the function describing the embedding problem E(1, a)
s→֒ E(A, 3A) seems
not to be given in terms of numbers defined by Gn+1 = 3Gn +Gn−1.
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2.2 Proof of Proposition 2.1.4 and equalities (2.1.1)
In Section 2.2.1, we explain the canonical decomposition of E(1, a) with
a ∈ Q into a disjoint union of balls. We then prove Proposition 2.1.4 in
Sections 2.2.2 and 2.2.3, and in Section 2.2.4 we prove equalities (2.1.1).
2.2.1 Decomposing an ellipsoid into a disjoint union of balls
In [M2], McDuff showed the following theorem.
Theorem 2.2.1. (McDuff [M2]) Let a, b > 0 be two rational numbers. Then,
there exists a finite sequence (w1, . . . , wM ) of rational numbers such that the
closed ellipsoid E(a, b) symplectically embeds into the ball B(A) if and only
if the disjoint union of balls ⊔iB (wi) symplectically embed into B(A).
The disjoint union ⊔iB (wi) is then denoted by B(a, b). Following [MS],
we will now explain one way to compute the weights w1, . . . , wM in this
decomposition. Notice that in [M2], the weights of the balls B (wi) are
defined in a slightly different way. The proof that these weights agree with
the weight expansion of a defined now can be found in the Appendix of [MS].
Definition 2.2.2. Let a = pq > 1 be a rational number written in lowest
terms. The weight expansion of a is the finite sequence w(a) := (w1, . . . , wM )
defined recursively by
• w1 = 1, and wn > wn+1 > 0 for all n;
• if wi > wi+1 = . . . = wn (where we set w0 := a), then
wn+1 =


wn if wi+1 + . . .+ wn+1 = (n− i+ 1)wi+1
6 wi,
wi − (n− i)wi+1 otherwise;
• the sequence stops at wn if the above formula gives wn+1 = 0.
Remark 2.2.3. If we regard this weight expansion as consisting of N + 1
blocks on which the wi are constant, that is
w(a) = (1, . . . , 1︸ ︷︷ ︸,
l0
x1, . . . , x1︸ ︷︷ ︸
l1
, . . . , xN , . . . , xN︸ ︷︷ ︸
lN
) =
(
1×l0 , x×l11 , . . . , x
×lN
N
)
,
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Figure 2.2.1 – The weight expansion of 259 .
then x1 = a − l0 < 1, and if we set x0 = 1, then for all 2 6 i 6 N ,
xi = xi−2− li−1xi−1. Moreover, the lengths of the blocks give the continued
fraction of a since
a = l0 +
1
l1 +
1
l2 +
1
.. . + 1
lN
=: [l0; l1, . . . , lN ] .
Example 2.2.4. The weight expansion of 259 is
(
1×2, 79 ,
2
9
×3
, 19
×2)
. The
continued fraction expansion of 259 is thus [2; 1, 3, 2]. Notice that we also
have
25
9
= 2 · 12 +
(
7
9
)2
+ 3 ·
(
2
9
)2
+ 2 ·
(
1
9
)2
.
This is no accident and is best explained geometrically as in Figure 2.2.1.
The general result is stated in the next lemma.
Lemma 2.2.5. (McDuff-Schlenk [MS], Lemma 1.2.6) Let a = pq > 1 be a
rational number with p, q relatively prime, and let w := w(a) = (w1, ..., wM )
be its weight expansion. Then
(i) wM =
1
q ;
(ii)
∑
w2i = 〈w,w〉 = a;
(iii)
∑
wi = a+ 1− 1q .
2.2.2 Representations of balls and polydiscs
In the proof of Proposition 2.1.4, we shall use certain ways of representing
open and closed balls and open polydiscs. Recall that B(a) is the open ball
in R4 of capacity a = πr2, and that P (a, b) = D2(a) ×D2(b), where D2(a)
is the open disc in R2 of area a.
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2.2.2.1 Representations as products
Denote by (a, b) the open square ]0, a[ × ]0, b[ in R2. Since D2(a) is
symplectomorphic to the open square ]0, a[ × ]0, 1[, the polydisc P (a, b) is
symplectomorphic to
(a, b)×(1, 1) ⊂ R2(x)×R2(y).
Next, consider the simplex
△(a) :=
{
(x1, x2) ∈ R2(x) : 0 < x1, x2 ; x1 + x2 < a
}
.
Then B(a) is symplectomorphic to the product
△(a)×(1, 1) ⊂ R2(x)× R2(y),
see [T] and Remark 9.3.1 of [S2].
2.2.2.2 Representations by the Delzant polytope
Denote by ωSF the Study-Fubini form on the complex projective
plane CP 2, normalized by
´
CP 1 ωSF = 1. We write CP
2(a) for
(
CP 2, a ωSF
)
.
Its affine part CP 2 \ CP 1 is symplectomorphic to the open ball B(a). (In-
deed, for a = π, the embedding
z = (z1, z2) 7→
[
z1 : z2 :
√
1− |z|2
]
is symplectic.)
The image of the moment map of the usual T 2-action on CP 2(a) is
the closed triangle △(a). For b < a, the preimage of △(b) ⊂ △(a) is
symplectomorphic to B(b). By precomposing the torus action with suitable
linear torus automorphisms, one sees that also the closed triangles based
at the other two corners of △(a) correspond to closed balls in CP 2(a). We
refer to [K] for details.
The image of the moment map of the usual T 2-action on C2 maps the
polydisc P (c, d) to the rectangle [0, c[ × [0, d[ ⊂ R2(x).
2.2.3 Proof of Proposition 2.1.4
Let now a, b, c, d > 0 with ab rational. We need to show that
E(a, b)
s→֒ P (c, d) ⇐⇒ B(a, b) ⊔B(c) ⊔B(d) s→֒ B(c+ d).
”=⇒”: By decomposing E(a, b) into balls as before, we find that
B(a, b)
s→֒ P (c, d) (see also [M2]). Fix ε > 0. Then we have also
(1−ε)B(a, b) s→֒ P (c, d). Now represent the open balls B(c), B(d), B(c+d)
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Figure 2.2.2 – Closed balls in CP 2(a) and the moment image of P (c, d)
and the polydisc as in Section 2.2.2.1 above. We then read off from Figure
2.2.3 that
(1− ε)B(a, b) ⊔B(c) ⊔B(d) s→֒ B(c+ d).
This holds for every ε > 0. In view of [M1] we then also find a symplectic
embedding B(a, b) ⊔B(c) ⊔B(d) s→֒ B(c+ d).
“⇐= ” : Assume now that B(a, b)⊔B(c)⊔B(d) s→֒ B(c+ d). Fix ε > 0.
Then
(1− ε)B(a, b) ⊔B(c− ε) ⊔B(d− ε) s→֒ CP 2(c+ d).
According to [M1], the space of symplectic embeddings of B(c−ε)⊔B(d−ε)
into CP 2(c + d) is connected. Any such isotopy extends to an ambient
symplectic isotopy of CP 2(c+ d). In view of this and by Section 2.2.2.2 we
can thus assume that the balls B(c − ε) and B(d − ε) lie in CP 2(c + d) as
shown in Figure 2.2.4.
The image of the balls (1− ε)B(a, b) must then lie over the gray shaded
closed region. However, since the balls B(c − ε) and B(d − ε) are closed,
the image of (1 − ε)B(a, b) cannot touch the upper horizontal or the right
vertical boundary of the gray shaded region. Moreover, according to Re-
mark 2.1.E of [MP] we can assume that this image lies in the affine part of
CP 2(c+d), i.e., the image of the balls (1−ε)B(a, b) lies over the gray shaded
region deprived from the dark segment, and hence, by Section 2.2.2.2, in
P (c + ε, d + ε). We may suppose from the start that c, d > 1. Then
P (c + ε, d + ε) ⊂ (1 + ε)P (c, d). We have thus found a symplectic em-
bedding (1−ε)B(a, b) s→֒ (1+ε)P (c, d). It is shown in Theorem 1.5 of [M2]
that then also (1− ε)E(a, b) s→֒ (1 + ε)P (c, d). Hence
1− ε
1 + ε
E(a, b)
s→֒ P (c, d).
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Figure 2.2.3 – (1− ε)B(a, b) ⊔B(c) ⊔B(d) s→֒ B(c+ d)
Figure 2.2.4 – How B(c− ε) and B(d− ε) lie in CP 2(c+ d)
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It now follows again from [M2] that E(a, b)
s→֒ P (c, d). (To be precise, [M2]
considers embeddings of ellipsoids into open balls; however, the same argu-
ments work for embeddings of ellipsoids into polydiscs.) 
2.2.4 Proof of equalities (2.1.1)
Lemma 2.2.6. For all k > 0,
ckECH (E(1, 2)) = c
k
ECH (C(1)) .
Proof. We will prove that ckECH (E(1, 2)) and c
k
ECH (C(1)) are both equal
to the unique integer d such that⌊
d+ 1
2
⌋ ⌈
d+ 1
2
⌉
6 k <
⌊
d+ 2
2
⌋ ⌈
d+ 2
2
⌉
.
For ckECH (E(1, 2)), this follows from the fact that the number
♯
{
(m,n) ∈ N20 : m+ 2n 6 d
}
of pairs of nonnegative integers (m,n) such that m + 2n 6 d is equal to⌊
d+2
2
⌋ ⌈
d+2
2
⌉
. This, in turn, can easily be deduced from the identities
♯
{
(m,n) ∈ N20 : m+ 2n = 2l
}
= ♯
{
(m,n) ∈ N20 : m+ 2n = 2l + 1
}
= l + 1.
On the other hand, we have
ckECH (C(1)) = c
k
ECH (P (1, 1)) = min {m+ n : (m+ 1)(n + 1) > k + 1} .
Fix a nonnegative integer k. Let m0, n0 ∈ N0 be two nonnegative integers
such that
m0 + n0 = min {m+ n : (m+ 1)(n + 1) > k + 1} .
Without loss of generality, m0 > n0. Moreover, we can always take m0, n0
such that m0 − n0 ∈ {0, 1}. Indeed, assume that m0 = n0 + c with c > 2.
Then for m′0 = m0 − 1 and n′0 = n0 + 1, we get(
m′0 + 1
) (
n′0 + 1
)
= m0 (n0 + 2) = (n0 + c) (n0 + 2) = n
2
0 + (c+ 2)n0 + 2c
> n20 + (c+ 2)n0 + c+ 1 = (n0 + c+ 1) (n0 + 1)
= (m0 + 1) (n0 + 1) > k + 1.
Thus (m′0, n
′
0) also realizes the minimum. Now, if m0 + n0 is even, then
m0 = n0 and we have to show that⌊
2m0 + 1
2
⌋ ⌈
2m0 + 1
2
⌉
= m0 (m0 + 1) 6 k
< (m0 + 1)
2 =
⌊
2m0 + 2
2
⌋ ⌈
2m0 + 2
2
⌉
.
The first inequality follows from the minimality of m0+n0 while the second
one follows from the fact that (m0 + 1) (n0 + 1) > k + 1. The case m0 + n0
odd is treated similarly.
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2.3 Reduction to a constraint function given by
exceptional spheres
In this section we explain how the function c(a) can be described by the
volume constraint
√
a
2 and the constraints coming from certain exceptional
spheres in blow-ups of CP 2. Since the function c is continuous, it suffices
to determine c for each rational a > 1. The starting point is the following
lemma, which is a special case of Proposition 2.1.4.
Lemma 2.3.1. Let a > 1 be a rational number with weight expansion
w(a) = (w1, . . . , wM ) and A > 0. Then the ellipsoid E(1, a) embeds sym-
plectically into the cube C(A) if and only if there is a symplectic embedding
B(A) ⊔B(A) ⊔i B (wi) s→֒ B(2A).
With this lemma, we have converted the problem of embedding an el-
lipsoid into a cube to the problem of embedding a disjoint union of balls
into a ball. In [MP], the problem of embedding k disjoint balls into a ball
was reduced to the question of understanding the symplectic cone of the
k-fold blow-up Xk of CP
2. Let L :=
[
CP 1
] ∈ H2 (Xk,Z) be the class
of a line, let E1, . . . , Ek ∈ H2 (Xk,Z) be the homology classes of the excep-
tional divisors, and denote by l, e1, . . . , ek ∈ H2 (Xk,R) their Poincaré duals.
Let −K := 3L −∑Ei be the anti-canonical divisor of Xk, and define the
corresponding symplectic cone CK (Xk) ⊂ H2 (Xk,R) as the set of classes
represented by symplectic forms ω with first Chern class c1 (Xk, ω) Poincaré
dual to −K.
Theorem 2.3.2. (McDuff-Polterovich [MP]) The union ⊔ki=1B (wi) embeds
into the ball B(µ) or into CP 2(µ) if and only if µl −∑wiei ∈ CK (Xk).
To understand CK (Xk), we define as in [MS] the following set
Ek ⊂ H2 (Xk).
Definition 2.3.3. Ek is the set consisting of (0;−1, 0, . . . , 0) and of all tuples
(d;m) := (d;m1, . . . ,mk) with d > 0 and m1 > . . . > mk > 0 such that
the class E(d;m) := dL −
∑
miEi ∈ H2 (Xk) is represented in Xk by a
symplectically embedded sphere of self-intersection −1.
We will often write E instead of Ek if there is no danger of confusion. We
then have the following description of CK (Xk).
Proposition 2.3.4. (B [B1], Li-Li [LiLi], Li-Liu [LiLiu])
CK (Xk) =
{
α ∈ H2 (Xk) : α2 > 0, α (E) > 0,∀E ∈ Ek
}
.
In order to give a characterization of the set Ek, we need the following
definition as in [MS].
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Definition 2.3.5. A tuple (d;m) := (d;m1, . . . mk) is said to be ordered if
the mi are in non-increasing order. The Cremona transform of an ordered
tuple (d;m) is
(2d−m1 −m2 −m3; d−m2 −m3, d−m1 −m3, d−m1 −m2,m4, . . . ,mk) .
A Cremona move of a tuple (d;m) is the composition of the Cremona trans-
form of (d;m) with any permutation of the new obtained vector m.
Proposition 2.3.6. (McDuff-Schlenk [MS], Proposition 1.2.12 and
Remark 3.3.1)
(i) All (d;m) ∈ Ek satisfy the two Diophantine equations∑
mi = 3d− 1,∑
m2i = d
2 + 1.
(ii) For all distinct (d;m) , (d′;m′) ∈ Ek we have∑
mim
′
i 6 dd
′.
(iii) A tuple (d;m) belongs to Ek if and only if (d;m) satisfies the Diophan-
tine equations in (i) and (d;m) can be reduced to (0;−1, 0, . . . , 0) by
repeated Cremona moves.
Remark 2.3.7. Working directly with Lemma 2.3.1, Theorem 2.3.2 and Propo-
sition 2.3.4 we find, as in [MS], that the only constraints for an embedding
E(1, a)
s→֒ C(A) are A >
√
a
2 and, for each class (d;m) ∈ Ek,
2Ad > (m1 +m2) A+ 〈(m3, . . . ,mk) , w(a)〉 . (2.3.1)
One can start from here and use Proposition 2.3.6 to prove Theorem 2.1.3.
The analysis becomes, however, rather awkward, since the unknown A ap-
pears on both sides of (2.3.1).
To improve the situation, we shall apply a base change of H2 (Xk), and
express the elements of E in a new basis. Consider the product S2 × S2
(whose affine part is a cube), and form the M -fold (topological) blow-up
XM
(
S2 × S2). A basis of H2 (XM (S2 × S2)) is given by S1, S2, F1, . . . , FM ,
where S1 :=
[
S2 × {point}], S2 := [{point} × S2] and F1, . . . , FM are the
classes of the exceptional divisors.
Notice that there is a diffeomorphism ϕ : XM
(
S2 × S2)→ XM+1 (CP 2)
such that the induced map in homology is
ϕ∗ : H2
(
XM
(
S2 × S2)) −→ H2 (XM+1 (CP 2))
S1
S2
F1
Fi
7−→
7−→
7−→
7−→
L− E1
L −E2
L− E1−E2
Ei+1.
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The existence of such a ϕ is clear from a moment map picture such as
Figure 2.2.4 above. With respect to the new basis S1, S2, F1, . . . , FM we
write an element of H2
(
XM
(
S2 × S2)) as (d, e;m1, . . . ,mM ). Then
ϕ∗(d, e;m) = (d+ e−m1; d−m1, e−m1,m2, . . . ,mM ) .
In the new basis, the constraint given by a class in E can be written in a
more useful form:
Proposition 2.3.8. (i) All (d, e;m) ∈ EM satisfy the two Diophantine
equations ∑
mi = 2(d+ e)− 1,∑
m2i = 2de+ 1.
(ii) For all distinct (d, e;m), (d′, e′;m′) ∈ EM , we have∑
mim
′
i 6 de
′ + d′e.
(iii) A tuple (d, e;m) belongs to EM if and only if (d, e;m) satisfies the
Diophantine equations of (i) and its image under ϕ∗ can be reduced to
(0;−1, 0, . . . , 0) by repeated Cremona moves.
Proof. Let E ∈ E . The two identities in Proposition 2.3.6 (i) correspond to
c1(E) = 1 and E · E = −1. For E = dS1 + eS2 −
∑
miFi these identities
become
c1 (E) = 2d+ 2e−
∑
mi = 1,
E · E = −
∑
m2i + 2de = −1,
proving (i). Assertion (ii) of Proposition 2.3.6 corresponds to positivity of
intersection of J-holomorphic spheres representing E,E′ ∈ E . For distinct
elements E = (d, e;m) and E′ = (d′, e′;m′) in E we thus have
E ·E′ = de′ + ed′ −
∑
mim
′
i > 0,
proving (ii). Assertion (iii) holds since ϕ∗ is a base change.
In the sequel, given two vectors m and w of length M , we will denote by
〈m,w〉 = ∑Mi=1miwi the Euclidean scalar product in RM . Notice that we
will also use this notation for vectors m and w of different lengths, meaning
the Euclidean scalar product of the two vectors after adding enough zeros
at the end of the shorter one.
Proposition 2.3.9. Let a > 1 be a rational number with weight expansion
w(a) = (w1, . . . , wM ). For (d, e;m) ∈ E, define the constraint
µ(d, e;m)(a) :=
〈m,w(a)〉
d+ e
.
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Then
c(a) = sup
(d,e;m)∈E
{√
a
2
, µ(d, e;m)(a)
}
.
Proof. By Lemma 2.3.1, E(1, a)
s→֒ C(A) if and only if
B(A) ⊔B(A) ⊔i B (wi) s→֒ B(2A).
By Theorem 2.3.2, this is true if and only if
(2A) l −Ae1 −Ae2 −
M∑
i=1
wi ei+2 ∈ CK . (2.3.2)
Denote by s1, s2, f1, . . . , fM the Poincaré duals of S1, S2, F1, . . . , FM . The
base change in cohomology is then
ϕ∗ : H2
(
XM+1
(
CP 2
)) −→ H2 (XM (S2 × S2))
l
e1
e2
ei
7−→
7−→
7−→
7−→
s1+s2−f1
s2−f1
s1 −f1
fi−1.
In this new basis of H2
(
XM
(
S2 × S2)), (2.3.2) therefore becomes
As1 +As2 −
M∑
i=1
wifi+1 ∈ CK . (2.3.3)
In view of Proposition 2.3.4, (2.3.3) translates to the conditions that for all
E := (d, e;m) ∈ E , we have 2A2 −∑w2i > 0 and
As1(E) +As2(E) −
∑
wifi(E) = (d+ e)A−
∑
miwi > 0.
Recall from Lemma 2.2.5 (ii) that
∑
w2i = a. We conclude that
E(1, a)
s→֒ C(A) if and only if A >
√
a
2 and for all (d, e;m) ∈ E
A >
∑
miwi
d+ e
=
〈m,w(a)〉
d+ e
.
This proves the proposition.
Remark 2.3.10. By the symmetry between d and e in the formula for
µ(d, e;m)(a), we can assume that all elements (d, e;m) ∈ E have d > e.
We will use this convention throughout the paper.
The rest of this paper is devoted to the analysis of the constraints given
in Proposition 2.3.9. This analysis follows the one in [MS]. However, several
modifications are necessary.
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2.4 Basic observations
Lemma 2.4.1. For all a > 8, c(a) =
√
a
2 .
Proof. For all (d, e;m) ∈ E , we have by definition of µ and
Proposition 2.3.8 (i)
µ(d, e;m)(a) :=
〈m,w(a)〉
d+ e
6
∑
mi
d+ e
=
2(d+ e)− 1
d+ e
< 2 6
√
a
2
for all a > 8. Therefore, by Proposition 2.3.9, c(a) =
√
a
2 for all a > 8.
Lemma 2.4.2. The function c has the following scaling property: for all
λ > 1,
c(λa)
λa
6
c(a)
a
.
Proof. By definition of c, E(1, a)
s→֒ C (c(a) + ε) for all ε > 0. Since E(1, a)
symplectically embeds into C(A) if and only if E(λ, λa) symplectically em-
beds into C(λA), this is equivalent to E(λ, λa)
s→֒ C (λc(a) + ε) for all ε > 0.
Since E(1, λa) ⊂ E(λ, λa) when λ > 1, this implies that
E(1, λa)
s→֒ C (λc(a) + ε)
for all ε > 0. Thus
c(λa) := inf
{
A : E(1, λa)
s→֒ C(A)
}
6 λc(a) = λa
c(a)
a
as claimed.
Lemma 2.4.3. For M 6 7, the sets EM are finite and the only elements
are
(0, 0;−1) , (1, 0; 1) , (1, 1; 1×3) , (2, 1; 1×5) , (2, 2; 2, 1×5) ,(
3, 1; 1×7
)
,
(
3, 2; 2×2, 1×5
)
,
(
3, 3; 2×4, 1×3
)
,
(
4, 3; 2×6, 1
)
,
(
4, 4; 3, 2×6
)
.
Proof. By Proposition 2.3.8 (i), we have for a class (d, e;m) ∈ E with
m = (m1, . . . ,mk),
(2(d + e)− 1)2 =
(
k∑
i=1
mi
)2
6 k
k∑
i=1
m2i = k(2de + 1),
which is equivalent to
4
(
d2 + e2
)
+ 8de− 4(d + e) + 1 6 2kde + k,
and to
d2 + e2 6
k − 4
2
de+ d+ e+
k − 1
4
.
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Now, if k 6 7, then
d2 + e2 6
3
2
de+ d+ e+
3
2
6
3
4
(
d2 + e2
)
+ d+ e+
3
2
,
using the fact that 2de 6 d2 + e2. This last inequality is equivalent to
d2 − 4d+ e2 − 4e 6 6
and finally to
(d− 2)2 + (e− 2)2 6 14,
which shows that d, e 6 5. This shows that the sets EM are finite forM 6 7.
To find the list of classes given above, it suffices to compute the solutions
to the Diophantine equations of Proposition 2.3.8 (i) having l(m) 6 7 and
d, e 6 5, and to show that they reduce to (0,−1) by Cremona moves, which
is the case.
Definition 2.4.4. A class (d, e;m) ∈ E is said to be obstructive if there
exists a rational number a > 1 such that µ(d, e;m)(a) >
√
a
2 .
Lemma 2.4.5. Let (d, e;m) ∈ E be an obstructive class. Then either e = d
or e = d− 1.
Proof. Suppose by contradiction that there exists a class (d, e;m) ∈ E ob-
structive at some point a > 1 such that d = e + k with k > 2. Then, using
Proposition 2.3.8 (i) and Lemma 2.2.5 (ii), we obtain√
a
2
< µ(d, e;m)(a) =
〈m,w(a)〉
d+ e
6
‖m‖ ‖w(a)‖
d+ e
=
√
2de+ 1
√
a
d+ e
=
√
2(e+ k)e+ 1
√
a
2e+ k
=
√
4e2 + 4ke+ 2
√
a√
2(2e+ k)
<
√
4e2 + 4ke+ k2
√
a√
2(2e+ k)
=
√
a
2
,
which is a contradiction.
Remark 2.4.6. This lemma will be very useful in the sequel, because when-
ever we will have to prove some properties of obstructive classes, it will be
sufficient to prove them for classes of the form (d, d;m) or (d+ 12 , d− 12 ;m)
only. Since this will happen many times, we will not explicitly refer to this
lemma each time.
Definition 2.4.7. We define the error vector of a class (d, e;m) at a point
a as the vector ε := ε ((d, e;m), a) defined by the equation
m =
d+ e√
2a
w(a) + ε.
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Lemma 2.4.8. Let a = pq > 1 be a rational number with weight expan-
sion w(a) and let (d, e;m) ∈ E. Then
(i) µ(d, e;m)(a) 6
√
2de+1
√
a
d+e . In particular,
µ(d, d;m)(a) 6
√
1 + 12d2
√
a
2 and µ(d+
1
2 , d− 12 ;m)(a) 6
√
1 + 14d2
√
a
2 ,
(ii) µ(d, e;m)(a) >
√
a
2 if and only if 〈ε,w(a)〉 > 0,
(iii) If µ(d, d;m)(a) >
√
a
2 (resp. µ(d +
1
2 , d − 12 ;m)(a) >
√
a
2 ), then
〈ε, ε〉 < 1 (resp. 〈ε, ε〉 < 12),
(iv) −∑Mi=1 εi = d+e√2a
(
y(a)− 1q
)
+ 1, where y(a) := a+ 1− 2√2a.
Proof. (i) By the Cauchy-Schwarz inequality, Proposition 2.3.8 (i) and
Lemma 2.2.5, we have
(d+ e)µ(d, e;m)(a) = 〈m,w(a)〉 6 ‖m‖ ‖w(a)‖ =
√
2de+ 1
√
a.
In the case of a class (d, d;m) we find that
µ(d, d;m)(a) 6
√
2d2 + 1
√
a
2d
=
√
2d2 + 1
2d2
√
a
2
=
√
1 +
1
2d2
√
a
2
,
and in the case of a class (d+ 12 , d− 12 ;m) that
µ(d+
1
2
, d− 1
2
;m)(a) 6
√
2d2 + 12
√
a
2d
=
√
1 +
1
4d2
√
a
2
.
(ii) Since
〈ε,w(a)〉 =
〈
m− d+ e√
2a
w(a), w(a)
〉
= 〈m,w(a)〉 − d+ e√
2a
‖w(a)‖2
= 〈m,w(a)〉 − (d+ e)
√
a
2
,
we see that 〈ε,w(a)〉 > 0 if and only if µ(d, e;m)(a) = 〈m,w(a)〉d+e >
√
a
2 .
(iii) For a class (d, d;m),
2d2 + 1 = 〈m,m〉 =
〈√
2
a
dw(a) + ε,
√
2
a
dw(a) + ε
〉
= 2d2 +
2
√
2√
a
d 〈w(a), ε〉 + 〈ε, ε〉
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shows that if µ(d, d;m)(a) >
√
a
2 , then by (ii) 〈ε, ε〉 < 1. Similarly, for a
class (d+ 12 , d− 12 ;m),
2d2 +
1
2
= 2d2 +
2
√
2√
a
d 〈w(a), ε〉 + 〈ε, ε〉
shows that if µ(d+ 12 , d− 12 ;m)(a) >
√
a
2 , then 〈ε, ε〉 < 12 .
(iv) By Proposition 2.3.8 (i) and Lemma 2.2.5, we see that
2(d + e)− 1 =
M∑
i=1
mi =
d+ e√
2a
(
a+ 1− 1
q
)
+
M∑
i=1
εi.
Thus
−
M∑
i=1
εi =
d+ e√
2a
(
a+ 1− 2
√
2a
)
− d+ e
q
√
2a
+ 1,
from which the result follows.
Corollary 2.4.9. Suppose that c(a) >
√
a
2 for some rational a > 1. Then
(i) There exist classes (d, e;m), (d′ , e′;m′) ∈ E (possibly equal) and ε > 0
such that
c(z) =
{
µ(d, e;m) if z ∈ ]a− ε, a] ,
µ(d′, e′;m′) if z ∈ [a, a+ ε[ .
(ii) The set of classes (d, e;m) ∈ E such that µ(d, e;m)(a) = c(a) is finite.
(iii) For each of the intervals of (i), there exist rational coefficients α, β > 0
such that c(z) = α+ βz.
Proof. Since c(a) >
√
a
2 , there exists D ∈ N such that c(a) >
√
1 + 1D2
√
a
2 .
Since c is continuous, there exists ε > 0 such that c(z) >
√
1 + 1
D2
√
z
2 for
all z ∈ ]a− ε, a+ ε[. Now, if µ(d, e;m)(z) >
√
1 + 1D2
√
z
2 , the inequalities
of Lemma 2.4.8 (i) imply that d 6 D. There are thus only finitely many
classes with µ(d, e;m)(z) >
√
1 + 1D2
√
z
2 , and for all z ∈ ]a− ε, a+ ε[, c(z)
is the supremum of µ(d, e;m)(z) taken over finitely many classes. This
proves (i) and (ii). To prove (iii), notice first that the constraints µ(d, e;m)
are piecewise linear functions. Indeed, let w(a) = (w1(a), w2(a), . . .) be the
weight expansion of a, where the wi are seen as functions of a. Then the
wi are piecewise linear functions and so is µ(d, e;m) =
〈m,w〉
d+e . We can thus
write c(z) = α + βz for z belonging to one of the intervals of (i). Now,
since c is nondecreasing, β > 0, and by the scaling property of Lemma 2.4.2,
α > 0.
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Definition 2.4.10. A class (d, e;m) ∈ E is called perfect if there exists
b > 1 and κ > 0 such that m = κw(b), that is, such that the vector m is a
multiple of the weight expansion of b.
Lemma 2.4.11. Let (d, e;m) ∈ E be a perfect class for some b > 1 with
d = e or d = e+1. Then c(b) = µ(d, e;m)(b) >
√
b
2 and (d, e;m) is the only
class such that µ(d, e;m)(b) = c(b).
Proof. We first treat the case d = e. Let (d, d;m) ∈ E be a perfect class:
m = κw(b) for some b > 1. By Proposition 2.3.8 (i),
2d2 < 2d2 + 1 = 〈m,m〉 = κ2 〈w(b), w(b)〉 = κ2b,
from which we deduce that d < κ
√
b
2 . Then
µ(d, d;m)(b) =
〈m,w(b)〉
2d
=
κb
2d
>
√
b
2
.
This shows that (d, d;m) is obstructive at b. But then (d, d;m) is the only
obstructive class at b. Indeed, if (d′, e′;m′) ∈ E is a class different of (d, d;m),
by positivity of intersections (Proposition 2.3.8 (ii)),
κ
〈
m′, w(b)
〉
=
∑
mim
′
i 6 d(d
′ + e′).
Thus
µ(d′, e′;m′)(b) =
〈m′, w(b)〉
d′ + e′
6
d 〈m′, w(b)〉
κ 〈m′, w(b)〉 =
d
κ
<
√
b
2
.
Consider now a class of the form
(
d+ 12 , d− 12 ;m
)
. By Proposition 2.3.8 (i),
we have
2d2 < 2d2 +
1
2
= 〈m,m〉 = κ2 〈w(b), w(b)〉 = κ2b,
and thus d < κ
√
b
2 as in the case of a class (d, d;m). The rest of the proof
is then identical.
Definition 2.4.12. Define the length of a vector m, denoted by l(m), as
the number of positive entries in m, and denote by l(a) the length of the
weight expansion w(a) of a.
Lemma 2.4.13. Let (d, e;m) ∈ E be an obstructive class. Let I be a maxi-
mal nonempty open interval on which µ(d, e;m)(a) >
√
a
2 . Then there exists
a unique a0 ∈ I such that l (a0) = l(m). Moreover for all a ∈ I, l(a) > l (a0).
33
Proof. Let us first prove that for all a ∈ I, l(a) > l(m). If l(a) < l(m), then,
by Proposition 2.3.8 (i),
l(a)∑
i=1
m2i < 2de+ 1.
Thus
µ(d, e;m)(a) =
〈m,w(a)〉
d+ e
6
√∑l(a)
i=1m
2
i ‖w(a)‖
d+ e
6
√
4de
d+ e
√
a
2
6
√
a
2
,
and so a /∈ I. Let us now prove the existence of an a0 with l (a0) = l(m).
Let w(a) = (w1(a), w2(a), . . .) be the weight expansion of a, where the wi
are again seen as functions of a. The wi are piecewise linear functions and
are linear on intervals that do not contain elements a′ with l (a′) 6 i. Hence
if all a ∈ I would have l(a) > l(m), then the l(m) first wi would be linear,
and µ(d, e;m) also. But this is impossible since
√
a
2 is concave. Thus there
exists a0 ∈ I with l (a0) = l(m). The proof of uniqueness of a0 follows from
the fact that if a < b and l(a) = l(b), then there exists c ∈ ]a, b[ such that
l(c) < l(a).
Lemma 2.4.14. Let (d, e;m) ∈ E be such that µ(d, e;m)(a) >
√
a
2 . Let
J = {k, ..., k + s− 1} be a block of s > 2 consecutive integers such that the
wi(a) are equal for all i ∈ J . Then we have the three following possibilities
1. mk = . . . = mk+s−1
2. mk − 1 = mk+1 = . . . = mk+s−1
3. mk = . . . = mk+s−2 = mk+s−1 + 1.
Moreover, there is at most one block of length s > 2 where the mi are not
all equal, and if such a block J exists, then
∑
i∈J ε2i >
s−1
s .
The proof is similar to the proof of Lemma 2.1.7 in [MS].
Corollary 2.4.15. If a class of the form (d + 12 , d − 12 ;m) is obstructive,
then the mi are constant on each block.
Proof. Suppose there exists a block J of length s > 2 on which the wi(a) are
not all equal. Then by Lemma 2.4.14,
∑
i∈J ε2i >
s−1
s >
1
2 , which contradicts
Lemma 2.4.8 (iii), which states that
∑
ε2i <
1
2 .
Lemma 2.4.16. Let (d, e;m) ∈ E be an obstructive class at some rational
a > 1 with l(a) = l(m). Let wk+1, . . . , wk+s be a block which is not the first
block of w(a).
(i) If the block is not the last one, then
|mk − (mk+1 + . . . +mk+s+1)| <
√
s+ 2.
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If the block is the last one, then
|mk − (mk+1 + . . . +mk+s)| <
√
s+ 1.
(ii) It is always the case that
mk −
M∑
i=k+1
mi <
√
M − k + 1.
The proof is similar to the one of Lemma 2.1.8 in [MS].
Proposition 2.4.17. Let (d, e;m) ∈ E be an obstructive class at a point
a =: pq ∈ Q written in lowest terms with l(a) = l(m). Let mM be the
last nonzero entry of the vector m and let I be the maximal open interval
containing a such that µ(d, e;m)(a) >
√
a
2 . Then there exist integers A < p
and B < (mM + 1)q such that
(d+ e)µ(d, e;m)(z) =
{
A+Bz if z 6 a, z ∈ I,
(A+mMp) + (B −mMq)z if z > a, z ∈ I.
Again, the proof is similar to the one of Proposition 2.3.2 in [MS].
2.5 The interval [1, σ2]
The goal of this section is to prove part (i) of Theorem 2.1.3.
2.5.1 Preliminaries
Let us first recall that the Pell numbers Pn and the half companion Pell
numbers Hn are defined by the recurrence relations
P0 = 0, P1 = 1, Pn = 2Pn−1 + Pn−2,
H0 = 1, H1= 1, Hn = 2Hn−1 +Hn−2,
respectively. It is then easy to see that
Hn = Pn + Pn−1.
Using this, we define the sequence (αn)n>0 by
αn :=


2P 2n+1
H2n
=:
pn
qn
if n is even,
H2n+1
2P 2n
=:
pn
qn
if n is odd.
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Set W (αn) = qnw (αn). Then, define W
′ (αn) as the tuple obtained from
W (αn) by adding an extra 1 at the end. Define the classes E (αn) by
E (αn) :=
{(
Pn+1Hn, Pn+1Hn;W
′ (αn)
)
if n is even,(
PnHn+1, PnHn+1;W
′ (αn)
)
if n is odd.
For instance,
E (α0) =
(
1, 1; 1×3
)
,
E (α1) =
(
3, 3; 2×4, 1×3
)
,
E (α2) =
(
15, 15; 9×5, 5, 4, 1×5
)
,
E (α3) =
(
85, 85; 50×5 , 39, 11×3, 6, 5, 1×6
)
.
Moreover, we define the sequence (βn)n>0 by
βn :=


Hn+2
Hn
=:
pn
qn
if n is even,
Pn+2
Pn
=:
pn
qn
if n is odd.
Set W (βn) = qnw (βn). Then the classes E (βn) are defined by
E (βn) :=
{
( 1
4
(Hn +Hn+2) , 14 (Hn +Hn+2) ;W (βn)) if n is even,
( 1
4
(Pn + Pn+2) + 12 ,
1
4
(Pn + Pn+2)− 12 ;W (βn)) if n is odd.
For instance,
E (β0) =
(
1, 1; 1×3
)
,
E (β1) =
(
2, 1; 1×5
)
,
E (β2) =
(
5, 5; 3×5, 2, 1×2
)
,
E (β3) =
(
9, 8; 5×5, 4, 1×4
)
.
Theorem 2.5.1. For all n > 0, E (αn) , E (βn) ∈ E.
The proof that E (αn) ∈ E is given in the next subsection, while the
proof that E (βn) ∈ E is given in Corollary 2.6.19. Theorem 2.5.1 implies
part (i) of Theorem 2.1.3:
Corollary 2.5.2. On the interval
[
1, σ2
]
,
c(a) =


1 if a ∈ [1, 2] ,
1√
2αn
a if a ∈ [αn, βn] ,√
αn+1
2
if a ∈ [βn, αn+1] ,
for all n > 0.
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Proof. Since for all n > 0, E (βn) is a perfect class, we know by Lemma 2.4.11
that c (βn) = µ (E (βn)) (βn). Hence
c (βn) =
√
αn+1
2
for all n > 0. Indeed, for n even, we compute
c (βn) =
2Hn 〈w (βn) , w (βn)〉
Hn+2 +Hn
=
2Hnβn
Hn+2 +Hn
=
2Hn+2
Hn+2 +Hn
=
2 (Pn+2 + Pn+1)
Pn+2 + Pn+1 + Pn + Pn−1
=
2 (Pn+2 + Pn+1)
4Pn+1
=
Hn+2
2Pn+1
=
√
αn+1
2
,
and for n odd,
c (βn) =
2Pn 〈w (βn) , w (βn)〉
Pn+2 + Pn
=
2Pnβn
Pn+2 + Pn
=
2Pn+2
Pn+2 + Pn
=
Pn+2
1
2 (Pn+2 − Pn) + Pn
=
Pn+2
Pn+1 + Pn
=
Pn+2
Hn
=
√
αn+1
2
.
Furthermore, c (αn) =
√
αn
2 for all n > 0. Indeed, for n even, we have
µ (E (αn)) (αn) =
H2nαn
2Pn+1Hn
=
Hnαn
2Pn+1
=
Pn+1
Hn
=
√
αn
2
.
Thus for all (d, e;m) ∈ E distinct from E (αn), we get by Proposition 2.3.8 (ii)
that
Pn+1Hn(d+ e) >
〈
m,W ′ (αn)
〉
> H2n 〈m,w (αn)〉 ,
and hence
µ(d, e;m) (αn) =
〈m,w (αn)〉
d+ e
6
Pn+1Hn
H2n
=
Pn+1
Hn
=
√
αn
2
.
Next, for n odd, we have
µ (E (αn)) (αn) =
2P 2nαn
2PnHn+1
=
Pnαn
Hn+1
=
Hn+1
2Pn
=
√
αn
2
.
Thus for all (d, e;m) ∈ E distinct from E (αn), we get
PnHn+1(d+ e) >
〈
m,W ′ (αn)
〉
> 2P 2n 〈m,w (αn)〉 ,
and hence
µ(d, e;m) (αn) =
〈m,w (αn)〉
d+ e
6
PnHn+1
2P 2n
=
Hn+1
2Pn
=
√
αn
2
.
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Thus, by Proposition 2.3.9, we have c (αn) =
√
αn
2 for all n > 0 as required.
Since c is nondecreasing, we get that c(a) =
√
αn+1
2 for a ∈ [βn, αn+1].
Moreover, we have that for all n > 0
c (βn)
βn
=
c (αn)
αn
.
Indeed, for n even,
c (βn)
βn
=
√
αn+1
2
βn
=
Hn
2Pn+1
=
√
αn
2
αn
=
c (αn)
αn
,
and for n odd,
c (βn)
βn
=
√
αn+1
2
βn
=
Pn
Hn+1
=
√
αn
2
αn
=
c (αn)
αn
.
Hence, by the scaling property of Lemma 2.4.2, the function c has to be
linear on [αn, βn] and thus c(a) =
1√
2αn
a for a ∈ [αn, βn].
2.5.2 The classes E (αn) belong to E
Lemma 2.5.3. The classes E (αn) satisfy the Diophantine conditions of
Proposition 2.3.8 (i).
Proof. We will prove this separately for n even and odd. In both cases, we
will use Lemma 2.2.5 and the relation
−P 22m + 2P2mP2m−1 + P 22m−1 = 1
which can be easily deduced from the following identity
P2m−k = (−1)k+1 (PkH2m −HkP2m) ,
given in Corollary 2.6.8 (v). For n = 2m, we obtain
∑
mi = H
2
2m
∑
wi + 1 = H
2
2m
(
2P 22m+1
H22m
+ 1− 1
H22m
)
+ 1
= 2 (2P2m + P2m−1)2 + (P2m + P2m−1)2
= 9P 22m + 10P2mP2m−1 + 3P
2
2m−1
= 8P 22m + 12P2mP2m−1 + 4P
2
2m−1 −
(
−P 22m + 2P2mP2m−1 + P 22m−1
)
= 4P2m+1H2m − 1 = 2(d+ e)− 1;
∑
m2i = H
4
2m
∑
w2i + 1 = H
4
2m
2P 22m+1
H22m
+ 1
= 2P 22m+1H
2
2m + 1 = 2de+ 1.
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Moreover, for n = 2m− 1,
∑
mi = 2P
2
2m−1
∑
wi + 1 = 2P
2
2m−1
(
H22m
2P 22m−1
+ 1− 1
2P 22m−1
)
+ 1
= (P2m + P2m−1)2 + 2P 22m−1
= P 22m + 2P2mP2m−1 + 3P
2
2m−1
= 4P2mP2m−1 + 4P 22m−1 −
(
−P 22m + 2P2mP2m−1 + P 22m−1
)
= 4P2m−1H2m − 1 = 2(d+ e)− 1;
∑
m2i = 4P
4
2m−1
∑
w2i + 1 = 4P
4
2m−1
H22m
2P 22m−1
+ 1
= 2P 22m−1H
2
2m + 1 = 2de+ 1.
This proves the lemma.
We will now prove separately for n even and n odd that the classes
E (αn) reduce to (0;−1) by standard Cremona moves.
2.5.2.1 The classes E (α2m) reduce to (0;−1)
One readily checks that the classes E (α2m) reduce to (0;−1) for m =
0, 1, 2. In the following, we reduce the classes E (α2m) for m > 3.
Lemma 2.5.4. The continued fraction expansion of α2m is[
5; {1, 4}×(m−1) , 1, 1, 3, 1, {4, 1}×(m−1)
]
.
Moreover, with uj := (2Hj − Pj)H2m +HjP2m,
E (α2m) = (P2m+1H2m, P2m+1H2m;(
1
2
u2m
)×5
, u2m−1,
(
1
2
u2m−2
)×4
, . . . , u3,
(
1
2
u2
)×4
,
u1,H2m +
1
2
P2m,
(
1
2
P2m
)×3
, P2m−1,(
1
2
P2m−2
)×4
, P2m−3, . . . ,
(
1
2
P2
)×4
, P1, 1
)
.
Proof. Since (αn) is an increasing sequence converging to σ
2 < 6 and
α2 =
50
9 > 5, the first term of W
′ (α2m) is
(q2m)
×5 =
(
H22m
)×5
=
(
1
2
u2m
)×5
.
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To determine the next terms, we will first prove that for all k > 1,
u2k+1 >
1
2u2k > u2k−1. Indeed
u2k+1 = (2H2k+1 − P2k+1)H2m +H2k+1P2m
= (4P2k + P2k−1)H2m + (2H2k +H2k−1)P2m
>
(
1
2
P2k + P2k−1
)
H2m +
1
2
H2kP2m
=
1
2
(2H2k − P2k)H2m + 1
2
H2kP2m
=
1
2
u2k
=
(
P2k−1 +
5
2
P2k−2 + P2k−3
)
H2m +
(
H2k−1 +
1
2
H2k−2
)
P2m
> (P2k−1 + 2P2k−2)H2m +H2k−1P2m
= (2H2k−1 − P2k−1)H2m +H2k−1P2m
= u2k−1.
The second term of W ′ (α2m) is
2P 22m+1 − 5H22m = 3P 22m − 2P2mP2m−1 − 3P 22m−1
= (2H2m−1 − P2m−1)H2m +H2m−1P2m
= u2m−1 <
1
2
u2m.
Now for all k > 1, we have
u2k+1 − 4
(
1
2
u2k
)
= (2H2k+1 − P2k+1 − 4H2k + 2P2k)H2m
+ (H2k+1 − 2H2k)P2m
= (2H2k−1 − P2k−1)H2m +H2k−1P2m = u2k−1 < 1
2
u2k;
1
2
u2k − u2k−1 =
(
H2k − 1
2
P2k − 2H2k−1 + P2k−1
)
H2m
+
(
1
2
H2k −H2k−1
)
P2m
=
1
2
(2H2k−2 − P2k−2)H2m + 1
2
H2k−2P2m =
1
2
u2k−2
< u2k−1.
Thus the first terms of W ′ (α2m) are(
1
2
u2m
)×5
, u2m−1,
(
1
2
u2m−2
)×4
, . . . , u3,
(
1
2
u2
)×4
, u1.
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The next terms are H2m +
1
2P2m,
(
1
2P2m
)×3
, P2m−1. Indeed
1
2
u2 − u1 = H2m + 1
2
P2m < H2m + P2m = u1;
u1 −
(
H2m +
1
2
P2m
)
=
1
2
P2m < H2m +
1
2
P2m;
H2m +
1
2
P2m − 3
(
1
2
P2m
)
= P2m−1 <
1
2
P2m.
Notice that for all k > 1,
Pk+1 >
1
2
Pk > Pk−1,
and thus
P2k+1 − 4
(
1
2
P2k
)
= P2k−1 <
1
2
P2k;
1
2
P2k − P2k−1 = 1
2
P2k−2 < P2k−1.
This proves that the last terms of W ′ (α2m) are(
1
2
P2m−2
)×4
, P2m−3, . . . ,
(
1
2
P2
)×4
, P1, 1
with the last 1 added by definition of W ′ (α2m).
Let us introduce now some notations in order to simplify the expressions
of the classes.
Definition 2.5.5. Set
Amk :=
((
1
2
u2k
)×4
, u2k−1, (P2kH2m)
×2 ,
(
1
2
u2k−2
)×4
, u2k−3, . . . ,
(
1
2
u2
)×4
,
u1,H2m +
1
2
P2m,
(
1
2
P2m
)×3
, P2m−1
)
,
Bmk :=
((
1
2
P2m−2
)×4
, P2m−3, . . . ,
(
1
2
P2m−2k+2
)×4
, P2m−2k+1,
(
1
2
P2m−2k
)×8
, (P2m−2k−1)
×2 , . . . ,
(
1
2
P2
)×8
, (P1)
×2 , 1
)
,
V mk := (P2k+1H2m +H2kP2m;A
m
k , B
m
k ) .
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Thus Amk has the structure
[
4, 1, 2, {4, 1}×(k−1) , 1, 3, 1
]
and Bmk has the
structure
[
{4, 1}×(k−1) , {8, 2}×(m−k) , 1
]
. We use here the convention that
if k = m, Bmm has the structure
[
{4, 1}×(m−1) , 1
]
and that if k = 1, Bm1 has
the structure
[
{8, 2}×(m−1) , 1
]
.
The structure of the reduction process of a class E (α2m) will be the
following. First, we compute in Lemma 2.5.7 that the image of E (α2m)
under ϕ∗ is V mm = (P2m+1H2m +H2mP2m;Amm, Bmm). Then, we reduce V mm
in Lemma 2.5.8 and Lemma 2.5.9 to
V m :=
(
H2m;H2m − 1
2
P2m,
(
1
2
P2m
)×3
, (P2m−1)×2 , Bm1
)
in 4(m − 2) + 8 Cremona moves. Finally, we show in Lemma 2.5.10 and
Lemma 2.5.11 that V m reduces to (0;−1) in 5(m− 2) + 8 moves.
Remark 2.5.6. Since the Cremona transform of a class (d;m) only modifies
the first 3 entries of the vector m, we will write some of the first entries of
the classes and will abbreviate the other terms by (∗). It is important to
notice that the terms denoted by (∗) will always be left invariant during the
reduction process. Then, each time after applying the Cremona transform,
we will reorder the entries of m. We will not always reorder the entries in
decreasing order, but this will have no consequence on the reduction because
we will reorder them in a way such that the first 3 entries of the vector m will
always be the 3 biggest entries in decreasing order. We will write down each
step of the reduction, that is the class obtained after applying the Cremona
transform and reordering. But sometimes when the reordering will not be
obvious, we will write the intermediate step before reordering and denote
by → the Cremona transform of a class and by  the reordering of a class.
We will freely use the three relations
Pn = 2Pn−1 + Pn−2, Hn = Pn + Pn−1,
P2m−k = (−1)k+1 (PkH2m −HkP2m) .
Lemma 2.5.7. The image of E (α2m) by ϕ∗ is the class
ϕ∗ (E (α2m)) = (P2m+1H2m +H2mP2m;Amm, B
m
m) = V
m
m .
Proof. The first terms of E (α2m) are
(
P2m+1H2m, P2m+1H2m;
1
2u2m, (∗)
)
.
Since 12u2m = H
2
2m, we get
ϕ∗ (E (α2m)) =
(
2P2m+1H2m −H22m;
(
P2m+1H2m −H22m
)×2
, (∗)
)
=
(
P2m+1H2m +H2mP2m; (P2mH2m)
×2 , (∗)
)
.
After reordering this class, we see that we indeed obtain V mm as required.
42
Lemma 2.5.8. For all 3 6 k 6 m, V mk reduces to V
m
k−1 in 4 Cremona
moves.
Proof. We have
V mk =
(
P2k+1H2m +H2kP2m;
1
2
((2H2k − P2k)H2m +H2kP2m)×4 ,
(2H2k−1 − P2k−1)H2m +H2k−1P2m, (P2kH2m)×2 , (∗)
)
→((
−H2k + 72P2k
)
H2m +
1
2H2kP2m; (H2k−1H2m)
×3 ,
1
2 ((2H2k − P2k)H2m +H2kP2m) , (2H2k−1 − P2k−1)H2m+
+H2k−1P2m, (P2kH2m)
×2 , (∗)
)
 ((
−H2k + 72P2k
)
H2m +
1
2H2kP2m;
1
2 ((2H2k − P2k)H2m +H2kP2m) ,
(2H2k−1 − P2k−1)H2m +H2k−1P2m, (P2kH2m)×2 ,
(H2k−1H2m)
×3 , (∗)
)
→(
3
2P2kH2m +
1
2H2k−2P2m;
(
2H2k − 52P2k
)
H2m +
1
2H2k−2P2m, P2k−2H2m,
P2k−1H2m −H2k−1P2m, P2kH2m, (H2k−1H2m)×3 , (∗)
)
 (
3
2P2kH2m +
1
2H2k−2P2m;P2kH2m, (H2k−1H2m)
×3 ,(
2H2k − 52P2k
)
H2m +
1
2H2k−2P2m, P2k−2H2m,
P2m−(2k−1), (∗)
)
→(
2P2k−1H2m +H2k−2P2m;
(
2H2k − 52P2k
)
H2m +
1
2H2k−2P2m,(
−12P2k−2H2m + 12H2k−2P2m
)×2
,H2k−1H2m,(
2H2k − 52P2k
)
H2m +
1
2H2k−2P2m, P2k−2H2m,
P2m−(2k−1), (∗)
)
 
(2P2k−1H2m +H2k−2P2m;H2k−1H2m,((
2H2k − 52P2k
)
H2m +
1
2H2k−2P2m
)×2
, P2k−2H2m,(
1
2P2m−(2k−2)
)×2
, P2m−(2k−1), (∗)
)
→
(
P2k−1H2m +H2k−2P2m;P2k−2H2m,
(
−12P2k−2H2m + 12H2k−2P2m
)×2
,
P2k−2H2m,
(
1
2P2m−(2k−2)
)×2
, P2m−(2k−1), (∗)
)
 (
P2k−1H2m +H2k−2P2m; (P2k−2H2m)×2 ,
(
1
2P2m−(2k−2)
)×4
,
P2m−(2k−1), (∗)
)
.
Now, after reordering this last class, we obtain V mk−1 as required.
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Lemma 2.5.9. V m2 reduces in 8 Cremona moves to the class
V m :=
(
H2m;H2m − 1
2
P2m,
(
1
2
P2m
)×3
, (P2m−1)×2 , Bm1
)
.
Proof. We have
V m2 =
(
29H2m + 17P2m;
(
11H2m +
17
2
P2m
)×4
, 9H2m + 7P2m,
(12H2m)
×2 ,
(
2H2m +
3
2
P2m
)×4
,H2m + P2m,H2m +
1
2
P2m, (∗)
)
;
(
25H2m +
17
2 P2m; 11H2m +
17
2 P2m, 9H2m + 7P2m, (12H2m)
×2 ,
(7H2m)
×3 ,
(
2H2m +
3
2P2m
)×4
,H2m + P2m,H2m +
1
2P2m, (∗)
)
;
(
18H2m +
3
2P2m; 12H2m, (7H2m)
×3 , 4H2m + 32P2m,
(
2H2m +
3
2P2m
)×4
,
2H2m,H2m + P2m,H2m +
1
2P2m, P2m−3, (∗)
)
;(
10H2m + 3P2m; 7H2m,
(
4H2m +
3
2P2m
)×2
,
(
2H2m +
3
2P2m
)×4
,
2H2m,H2m + P2m,H2m +
1
2P2m,
(
1
2P2m−2
)×2
, P2m−3, (∗)
)
;
(
5H2m + 3P2m;
(
2H2m +
3
2P2m
)×4
, (2H2m)
×2 ,H2m + P2m,
H2m +
1
2P2m,
(
1
2P2m−2
)×2
, P2m−3, (∗)
)
;
(
4H2m +
3
2P2m; 2H2m +
3
2P2m, (2H2m)
×2 ,H2m + P2m,H2m + 12P2m,
(H2m)
×3 ,
(
1
2P2m−2
)×4
, P2m−3, (∗)
)
;
(
2H2m +
3
2P2m;H2m + P2m,H2m +
1
2P2m,
3
2P2m, (H2m)
×3 ,(
1
2P2m−2
)×4
, P2m−3, (∗)
)
;
(
2H2m; (H2m)
×3 ,H2m − 12P2m, P2m−1,
(
1
2P2m−2
)×4
, P2m−3, (∗)
)
;
(
H2m;H2m − 12P2m, P2m−1,
(
1
2P2m−2
)×4
, P2m−3, (∗)
)
.
After reordering this last class, we obtain V m as required.
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Lemma 2.5.10. For all m > 3, V m reduces in 5 Cremona moves to V m−1.
Proof. We have
V m =
(
H2m;H2m − 12P2m,
(
1
2P2m
)×3
, (P2m−1)×2 ,
(
1
2P2m−2
)×8
, (∗)
)
;
(
H2m − 12P2m; 12P2m, (P2m−1)×3 ,
(
1
2P2m−2
)×8
, (∗)
)
;
(
1
2P2m;P2m−1,
(
1
2P2m−2
)×9
, (∗)
)
;
(
P2m−1;P2m−1 − 12P2m−2,
(
1
2P2m−2
)×7
, (∗)
)
;
(
P2m−1 − 12P2m−2;H2m−2,
(
1
2P2m−2
)×5
, (∗)
)
;
(
H2m−2;H2m−2 − 12P2m−2,
(
1
2P2m−2
)×3
, (∗)
)
.
After reordering this class, we obtain V m−1 as required.
Lemma 2.5.11. V 2 reduces in 8 Cremona moves to (0;−1).
Proof. We have
V 2 =
(
17; 11, 6×3, 5×2, 1×11
)
;(
11; 6, 5×3, 1×11
)
;(
6; 5, 1×12
)
;(
5; 4, 1×10
)
;(
4; 3, 1×8
)
;(
3; 2, 1×6
)
;(
2; 1×5
)
;(
1; 1×2
)
;
(0;−1) .
2.5.2.2 The classes E (α2m−1) reduce to (0;−1)
One readily checks that the classes E (α2m−1) reduce to (0;−1) for m =
1, 2. In the following, we reduce the classes E (α2m−1) for m > 3.
Lemma 2.5.12. The continued fraction expansion of α2m−1 is[
5; {1, 4}×(m−2) , 1, 3, 1, 1, {4, 1}×(m−1)
]
.
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Moreover, if vj := (2Hj + Pj)H2m −HjP2m, then
E (α2m−1) = (P2m−1H2m, P2m−1H2m;(
1
2
v2m−2
)×5
, v2m−3,
(
1
2
v2m−4
)×4
, . . . , v3,
(
1
2
v2
)×4
,
v1,
(
H2m − 1
2
P2m
)×3
,
1
2
P2m, P2m−1,(
1
2
P2m−2
)×4
, P2m−3, . . . ,
(
1
2
P2
)×4
, P1, 1
)
.
Proof. The first terms ofW ′ (α2m−1) are
(
1
2v2m−2
)×5
since 12v2m−2 = 2P
2
2m−1
and 5 < α2m−1 < 6 for m > 2. Before determining the next terms, we prove
that for all k > 1, v2k+1 >
1
2v2k > v2k−1. Indeed
v2k+1 = (H2k+1 + P2k+1)P2m + (2H2k+1 + P2k+1)P2m−1
= (5P2k + 2P2k−1)P2m + (8P2k + 3P2k−1)P2m−1
>
(
P2k +
1
2
P2k−1
)
P2m +
(
3
2
P2k + P2k−1
)
P2m−1
=
1
2
(H2k + P2k)P2m +
1
2
(2H2k + P2k)P2m−1
=
1
2
v2k
=
(
5
2
P2k−1 + P2k−2
)
P2m +
(
3P2k−1 +
7
2
P2k−2 + P2k−3
)
P2m−1
> (2P2k−1 + P2k−2)P2m + (3P2k−1 + 2P2k−2)P2m−1
= (H2k−1 + P2k−1)P2m + (2H2k−1 + P2k−1)P2m−1
= v2k−1.
So the next term of W ′ (α2m−1) is H22m − 5
(
2P 22m−1
)
= v2m−3 < 12v2m−2.
Moreover, for all k > 1,
v2k+1 − 4
(
1
2
v2k
)
= (2H2k+1 + P2k+1 − 4H2k − 2P2k)H2m
− (H2k+1 − 2H2k)P2m
= (2H2k−1 + P2k−1)H2m −H2k−1P2m = v2k−1 < 1
2
v2k;
1
2
v2k − v2k−1 =
(
H2k +
1
2
P2k − 2H2k−1 − P2k−1
)
H2m
−
(
1
2
H2k −H2k−1
)
P2m
=
1
2
(2H2k−2 + P2k−2)H2m − 1
2
H2k−2P2m =
1
2
v2k−2
< v2k−1.
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This proves that the first terms of W ′ (α2m−1) are(
1
2
v2m−2
)×5
, v2m−3,
(
1
2
v2m−4
)×4
, . . . , v3,
(
1
2
v2
)×4
, v1.
The next three terms are
(
H2m − 12P2m
)×3
, 12P2m, P2m−1 since
1
2
v2 − v1 = H2m − 1
2
P2m < 3H2m − P2m = v1;
v1 − 3
(
H2m − 1
2
P2m
)
=
1
2
P2m < H2m − 1
2
P2m;
H2m − 1
2
P2m − 1
2
P2m = P2m−1 <
1
2
P2m.
Since the last terms are the same as those ofW ′ (α2m), the lemma is proved.
Let us introduce again some notations.
Definition 2.5.13. Set
Aˆmk :=
((
1
2
v2k−2
)×4
, v2k−3, (H2k−1H2m −H2k−1P2m)×2 ,
(
1
2
v2k−4
)×4
,
v2k−5, . . . ,
(
1
2
v2
)×4
, v1,
(
H2m − 1
2
P2m
)×3
,
1
2
P2m, P2m−1
)
,
Bˆmk :=
((
1
2
P2m−2
)×4
, P2m−3, . . . ,
(
1
2
P2m−2k+2
)×4
, P2m−2k+1,
(
1
2
P2m−2k
)×8
, (P2m−2k−1)
×2 , . . . ,
(
1
2
P2
)×8
, (P1)
×2 , 1
)
,
Vˆ mk :=
(
P2kH2m +H2k−1P2m; Aˆmk , Bˆ
m
k
)
.
Note that Bˆmk is actually equal to the vector B
m
k that we used in the reduc-
tion of the classes E (α2m). Here, Aˆ
m
k has the structure[
4, 1, 2, {4, 1}×(k−2) , 3, 1, 1
]
and Bˆmk has the structure[
{4, 1}×(k−1) , {8, 2}×(m−k) , 1
]
.
We use again the convention that if k = m, Bˆmm has the structure
[
{4, 1}×(m−1) , 1
]
and that if k = 1, Bˆm1 has the structure
[
{8, 2}×(m−1) , 1
]
.
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Lemma 2.5.14. The image of E (α2m−1) by ϕ∗ is the class
ϕ∗ (E (α2m−1)) =
(
P2mH2m −H2m−1P2m; Aˆmm, Bˆmm
)
= Vˆ mm .
Proof. The first terms of E (α2m−1) are(
P2m−1H2m, P2m−1H2m;
1
2
v2m−2, (∗)
)
.
Since 12v2m−2 = 2P
2
2m−1, we get
ϕ∗ (E (α2m−1)) =
(
2P2m−1H2m − 2P 22m−1;
(
P2m−1H2m − 2P 22m−1
)×2
, (∗)
)
= (P2mH2m −H2m−1P2m;
(H2m−1H2m −H2m−1P2m)×2 , (∗)
)
.
After reordering, this last class is
(
P2mH2m −H2m−1P2m; Aˆmm, Bˆmm
)
= Vˆ mm
as required.
Lemma 2.5.15. For all 3 6 k 6 m, Vˆ mk reduces to Vˆ
m
k−1 in 4 Cremona
moves.
Proof. We have
Vˆ mk =
(
P2kH2m −H2k−1P2m; 12 ((2H2k−2 + P2k−2)H2m −H2k−2P2m)×4 ,
(2H2k−3 + P2k−3)H2m −H2k−3P2m,
(H2k−1H2m −H2k−1P2m)×2 , (∗) →((
H2k−2 + 92P2k−2
)
H2m −
(
1
2H2k−2 + 4P2k−2
)
P2m;
(2P2k−2H2m − 2P2k−2P2m)×3 ,
1
2 ((2H2k−2 + P2k−2)H2m −H2k−2P2m) ,
(2H2k−3 + P2k−3)H2m −H2k−3P2m,
(H2k−1H2m −H2k−1P2m)×2 , (∗)
)
 ((
H2k−2 + 92P2k−2
)
H2m −
(
1
2H2k−2 + 4P2k−2
)
P2m;
1
2 ((2H2k−2 + P2k−2)H2m −H2k−2P2m) ,
(2H2k−3 + P2k−3)H2m −H2k−3P2m, (H2k−1H2m −H2k−1P2m)×2 ,
(2P2k−2H2m − 2P2k−2P2m)×3 , (∗)
)
→((
H2k−2 + 72P2k−2
)
H2m −
(
1
2H2k−2 + 4P2k−2
)
P2m;(
H2k−2 − 12P2k−2
)
H2m − 12H2k−2P2m,H2k−3H2m −H2k−3P2m,
P2k−1H2m −H2k−1P2m,H2k−1H2m −H2k−1P2m,
(2P2k−2H2m − 2P2k−2P2m)×3 , (∗)
)
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((
H2k−2 + 72P2k−2
)
H2m −
(
1
2H2k−2 + 4P2k−2
)
P2m;
H2k−1H2m −H2k−1P2m, (2P2k−2H2m − 2P2k−2P2m)×3 ,(
H2k−2 − 12P2k−2
)
H2m − 12H2k−2P2m,H2k−3H2m −H2k−3P2m,
P2m−(2k−1), (∗)
)
→(
P2k−1H2m − 2P2k−2P2m;
(
H2k−2 − 12P2k−2
)
H2m − 12H2k−2P2m,(
−12P2k−2H2m + 12H2k−2P2m
)×2
, 2P2k−2H2m − 2P2k−2P2m,(
H2k−2 − 12P2k−2
)
H2m − 12H2k−2P2m,H2k−3H2m −H2k−3P2m,
P2m−(2k−1), (∗)
)
 
(P2k−1H2m − 2P2k−2P2m; 2P2k−2H2m − 2P2k−2P2m,((
H2k−2 − 12P2k−2
)
H2m − 12H2k−2P2m
)×2
,H2k−3H2m−H2k−3P2m,(
1
2P2m−(2k−2)
)×2
, P2m−(2k−1), (∗)
)
→
(P2k−2H2m −H2k−3P2m;H2k−3H2m −H2k−3P2m,(
−12P2k−2H2m + 12H2k−2P2m
)×2
,H2k−3H2m −H2k−3P2m,(
1
2P2m−(2k−2)
)×2
, P2m−(2k−1), (∗)
)
 (
P2k−2H2m −H2k−3P2m; (H2k−3H2m −H2k−3P2m)×2 ,(
1
2P2m−(2k−2)
)×4
, P2m−(2k−1), (∗)
)
.
Now, after reordering this last class, we obtain Vˆ mk−1 as required.
Lemma 2.5.16. Vˆ m2 reduces in 5 Cremona moves to the class
Vˆ m :=
(
H2m − 1
2
P2m;
1
2
P2m, (P2m−1)×3 , Bˆm1
)
.
Proof. We have
Vˆ m2 =
(
12H2m − 7P2m;
(
4H2m − 3
2
P2m
)×4
, 3H2m − P2m,
(7H2m − 7P2m)×2 ,
(
H2m − 1
2
P2m
)×3
, (∗)
)
;
(
12H2m − 192 P2m; 4H2m − 32P2m, 3H2m − P2m, (7H2m − 7P2m)×2 ,
(4H2m − 4P2m)×3 ,
(
H2m − 12P2m
)×3
, (∗)
)
;
(
10H2m − 192 P2m; 7H2m − 7P2m, (4H2m − 4P2m)×3 , 2H2m − 32P2m,(
H2m − 12P2m
)×3
, P2m−1, P2m−3, (∗)
)
;
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(
5H2m − 4P2m; 4H2m − 4P2m,
(
2H2m − 32P2m
)×2
,
(
H2m − 12P2m
)×3
,
P2m−1,
(
1
2P2m−2
)×2
, P2m−3, (∗)
)
;
(
2H2m − P2m;
(
H2m − 12P2m
)×3
, (P2m−1)×2 ,
(
1
2P2m−2
)×4
, P2m−3, (∗)
)
;
(
H2m − 12P2m;
(
H2m − 12P2m
)×3
, (P2m−1)×2 ,
(
1
2P2m−2
)×4
, P2m−3, (∗)
)
.
After reordering this last class, we obtain Vˆ m as required.
Lemma 2.5.17. For all m > 3, Vˆ m reduces in 5 Cremona moves to Vˆ m−1.
Proof. We have
Vˆ m =
(
H2m − 12P2m; 12P2m, (P2m−1)×3 ,
(
1
2P2m−2
)×8
, (∗)
)
;
(
1
2P2m;P2m−1,
(
1
2P2m−2
)×9
, (∗)
)
;
(
P2m−1;P2m−1 − 12P2m−2,
(
1
2P2m−2
)×7
, (∗)
)
;
(
P2m−1 − 12P2m−2;H2m−2,
(
1
2P2m−2
)×5
, (∗)
)
;
(
H2m−2;H2m−2 − 12P2m−2,
(
1
2P2m−2
)×3
, (∗)
)
;
(
H2m−2 − 12P2m−2; 12P2m−2, P2m−3, (∗)
)
.
After reordering this class, we obtain Vˆ m−1 as required.
Lemma 2.5.18. Vˆ 2 reduces in 7 Cremona moves to (0;−1).
Proof. We have
Vˆ 2 =
(
11; 6, 5×3, 1×11
)
;(
6; 5, 1×12
)
;(
5; 4, 1×10
)
;(
4; 3, 1×8
)
;(
3; 2, 1×6
)
;(
2; 1×5
)
;(
1; 1×2
)
;
(0;−1) .
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2.6 The interval [σ2, 6]
In this section we prove that c(a) = a+14 on the interval
[
σ2, 6
]
, which
is a part of Theorem 2.7.2. Notice that the class
(
2, 2; 2, 1×5
)
gives the
constraint a+14 on
[
σ2, 6
]
. If thus suffices to show that no class gives a
stronger constraint. We begin by showing this on the interval
[
51213 , 6
]
, and
will then spend some efforts to extend it to
[
σ2, 6
]
.
Proposition 2.6.1. For a ∈
[
51213 , 6
]
, we have c(a) = a+14 .
Proof. Write a = 5+x ∈
[
51213 , 6
[
. Then w(a) =
(
1×5, x, w7, . . . , wM
)
. Since
x > 1213 , 1 − x 6 x9 , thus at least the first nine of the weights w7, . . . , wM
are equal. Then, by Corollary 1.2.4 in [MS], the M − 6 balls of weights
w7, . . . , wM fully fill the ball of weight λ, where a = 5 + x
2 + λ2. Thus to
prove that c(a) = a+14 on
[
σ2, 6
]
, it suffices to check that the seven balls of
weights 1×5, x, λ embed into the cube C
(
(5+x)+1
4
)
, or in other words, that
the finite number of classes of EM with M 6 7 don’t give any embedding
constraint stronger than a+14 for these seven balls.
This is clear for the classes belonging to EM with M 6 6. The strongest
constraint of E7 comes from the class
(
4, 3; 2×6, 1
)
for which
µ
(
4, 3; 2×6, 1
)
(5 + x) =
10 + 2x+ λ
7
.
Notice that 10+2x+λ7 6
(5+x)+1
4 if and only if λ 6
2−x
4 . Recall that
a = 5 + x = 5 + x2 + λ2, whence λ2 = x − x2. Since x − x2 6
(
2−x
4
)2
for x ∈
[
12
13 , 1
]
. Thus the class
(
4, 3; 2×6, 1
)
indeed gives no stronger con-
straint than a+14 . Finally, by continuity of c, c(6) =
6+1
4 =
7
4 .
Proposition 2.6.2. Let (d, e;m) ∈ E be a class such that µ(d, e;m)(a) >
a+1
4 >
√
a
2 for some a ∈
[
σ2, 6
]
. Then
(i) d < 2
√
a√
a2−6a+1 for a class of the form (d, d;m) and d <
√
2a√
a2−6a+1 for a
class of the form (d+ 12 , d− 12 ;m).
(ii) Moreover, if we denote λ2 := 1 − ∑Mi=1 ε2i (respectively λ2 := 12 −∑M
i=1 ε
2
i ) for a class of the form (d, d;m) (respectively for a class of
the form (d+ 12 , d− 12 ;m)), then λ2 > d2
√
2
a y(a).
Proof. (i) Let us first prove this for a class of the form (d, d;m). By
Lemma 2.4.8 (i), we have
a+ 1
4
< µ(d, d;m)(a) 6
√
1 +
1
2d2
√
a
2
.
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Thus
(a+ 1)2
8a
− 1 < 1
2d2
and so
d <
2
√
a√
a2 − 6a+ 1 .
Similarly, for a class of the form (d+ 12 , d− 12 ;m), we have
a+ 1
4
< µ(d+
1
2
, d− 1
2
;m)(a) 6
√
1 +
1
4d2
√
a
2
and thus
d <
√
2a√
a2 − 6a+ 1 .
(ii) For a class of the form (d, d;m), we have by Proposition 2.3.8 (i),
2d2 + 1 = 〈m,m〉 =
〈√
2d√
a
w(a) + ε,
√
2d√
a
w(a) + ε
〉
= 2d2 +
2
√
2d√
a
〈w(a), ε〉 + 〈ε, ε〉 .
Thus
〈w(a), ε〉 = (1− 〈ε, ε〉)︸ ︷︷ ︸
=λ2
1
2d
√
a
2
. (2.6.1)
On the other hand
a+ 1
4
< µ(d, d;m)(a) =
〈m,w(a)〉
2d
=
1
2d
〈√
2d√
a
w(a) + ε,w(a)
〉
=
√
a
2
+
1
2d
〈ε,w(a)〉 .
Thus
〈ε,w(a)〉 > 2d
(
a+ 1
4
−
√
a
2
)
=
1
2
d
(
a+ 1− 2
√
2a
)
︸ ︷︷ ︸
=y(a)
.
Inserting (2.6.1) in this inequality, we get
λ2
2d
√
a
2
>
d
2
y(a),
and finally
λ2 > d2
√
2
a
y(a).
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Similarly, for a class (d+ 12 , d− 12 ;m), we have
2d2 +
1
2
= 2d2 +
2
√
2d√
a
〈w(a), ε〉 + 〈ε, ε〉 ,
so
〈w(a), ε〉 =
(
1
2
− 〈ε, ε〉
)
︸ ︷︷ ︸
=λ2
1
2d
√
a
2
.
The rest of the proof is then identical to the case of a class (d, d;m).
Notice that the continued fraction of σ2 = 3+2
√
2 is [5; 1, 4, 1, 4, . . .]. We
will now define the so called convergents ck of σ
2 and some other numbers
uk(j) and vk(j) which will play a crucial role in the proof of Theorem 2.6.21.
Definition 2.6.3. For all k, j > 1, set
c2k−1 :=
[
5; {1, 4}×(k−1) , 1
]
=
[
5; {1, 4}×(k−2) , 1, 5
]
,
c2k :=
[
5; {1, 4}×k
]
,
uk(j) :=
[
5; {1, 4}×(k−1) , 1, 5, j
]
,
vk(j) :=
[
5; {1, 4}×(k−1) , 1, j
]
.
Lemma 2.6.4. For all k, j > 1, we have the following relations written in
lowest terms
(i) c2k−1 =
1
2P2k+2
1
2P2k
, c2k =
P2k+3
P2k+1
,
(ii) uk(j) =
1
2 (jP2k+4 + P2k+2)
1
2 (jP2k+2 + P2k)
,
(iii) vk(j) =
1
2jP2k+2 + P2k+1
1
2jP2k + P2k−1
.
Proof. We use the fact that if [a0; a1, . . . , aM ] is a continued fraction and
pk
qk
:= [a0; a1, . . . , ak] is its k-th convergent written in lowest terms, then for
any real number x,
[a0; a1, . . . , ak, x] =
xpk + pk−1
xqk + qk−1
,
written in lowest terms.
(i) We argue by induction on k. Assertion (i) is clear for k = 1. Assume
it holds for k − 1. Then
c2k−1 =
[
5; {1, 4}×(k−1) , 1
]
=
1
2P2k + P2k+1
1
2P2k−2 + P2k−1
=
1
2P2k+2
1
2P2k
,
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and
c2k =
[
5; {1, 4}×k
]
=
P2k+1 + 2P2k+2
P2k−1 + 2P2k
=
P2k+3
P2k+1
.
The proofs of (ii) and (iii) are then straightforward.
Corollary 2.6.5. We have
(i) c2 < c4 < . . . < c2k < . . . < σ
2 < . . . < c2k+1 < . . . < c3 < c1,
(ii) c2k+1 < . . . < uk(2) < uk(1) = vk(6) < vk(7) < . . . < c2k−1.
Proof. (i) It is a property of convergents that the even convergents (re-
spectively odd convergents) of a real number a form an increasing sequence
(respectively decreasing sequence) converging to a.
(ii) This follows from Lemma 2.6.4 and the identity P2k+1P2k−1−P 22k = 1
for all k > 1.
Lemma 2.6.6. To prove that a quadratic identity of the form
Q(s) :=
∑
i,j>0
aijPs+iPs+j +
∑
j>0
bjP2s+j + (−1)sc = 0
holds for all s > 0, it suffices to check it for three distinct values of s.
Moreover, if Q is homogeneous and linear (that is, c = 0 and aij = 0 for all
i, j), it suffices to check it for two distinct values of s.
Proof. The proof is similar to the proof of Proposition 3.2.3 in [MS]. The
only part of the proof which is slightly different is the proof of their
Lemma 3.2.2, which we have adapted in the following Lemma 2.6.7.
Lemma 2.6.7. For all i > 0, there exists a finite number of rational coef-
ficients aij, ci such that the identity
Ps+iPs =
∑
j>0
aijP2s+j + (−1)sci
holds for all s > 0. Moreover, ci = −
∑
j>0 aijPj .
Proof. In view of the relation
Pk = 2Pk−1 + Pk−2 (2.6.2)
it suffices to prove it for two distinct values of i. We claim that for i = 0
and i = 2 we have the following relations for all s > 0:
4P 2s = P2s+1 − P2s − (−1)s, (2.6.3)
8Ps+2Ps = P2s+1 + P2s+3 − 6(−1)s, (2.6.4)
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To prove this, we use the two well-known identities for Pell numbers,
P 2k = Pk+1Pk−1 − (−1)k, (2.6.5)
P2k−1 = P 2k + P
2
k−1. (2.6.6)
We start with i = 0. The relation is true for s = 0. Now, if s > 1,
applying (2.6.2) to (2.6.3) gives
8P 2s = P
2
s+1 + 2P
2
s + P
2
s−1 − 2(−1)s.
Using again (2.6.2), we get
6P 2s = P
2
s+1 + P
2
s−1 − 2(−1)s = 4P 2s + 4PsPs−1 + 2P 2s−1 − 2(−1)s. (2.6.7)
Finally, applying once more (2.6.2), we obtain
2P 2s = 2Ps−1 (2Ps + Ps−1)− 2(−1)s = 2Ps+1Ps−1 − 2(−1)s,
which is true by (2.6.5).
For i = 2, applying (2.6.5) to the LHS of (2.6.4), and (2.6.6) to the RHS,
we obtain
8P 2s+1 + 8(−1)s+1 = P 2s+2 + 2P 2s+1 + P 2s − 6(−1)s,
which is equivalent to
6P 2s+1 = P
2
s+2 + P
2
s − 2(−1)s+1,
which is true by (2.6.7).
Finally, we easily check that the formula for c0 and c2 holds.
Corollary 2.6.8. For all k, j > 1, we have:
(i) If we abbreviate u := uk(j) =:
p
q , then q
2
(
u2 − 6u+ 1) = j2 + 6j + 1,
(ii) If v := vk(j) =
p
q , then q
2
(
v2 − 6v + 1) = j2 − 4j − 4,
(iii) If we denote pq := uk(2), then p
2 − 6pq + q2 − 16 = 1,
and if pq := uk(3), then p
2 − 6pq + q2 − 12 = 16,
(iv) If we denote pq := vk(6), then 5p
2 − 30pq + 5q2 − 32 = 8,
and if pq := vk(7), then 3p
2 − 18pq + 3q2 − 28 = 23.
(v) P2m−k = (−1)k+1 (PkH2m −HkP2m) for all m > 0 and k 6 2m.
Proof. By Lemma 2.6.6 we only have to check the first four identities for
three values of k. It is easy to see that they are true for k = 1, 2, 3. Similarly,
it suffices to check the last identity for three even and three odd values.
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Lemma 2.6.9. Set ϕ(a) := a+14 and ψ(a) =
√
a
2 . Then
(i) ϕ (uk(j + 1)) > ψ (uk(j)) for all k, j > 1,
(ii) ϕ (vk(j)) > ψ (vk(j + 1)) for all k > 1, j > 6.
Proof. (i) Abbreviate u := uk(j + 1) and u
′ := uk(j). Due to Corol-
lary 2.6.8 (i) we have
u2 =
(j + 1)2 + 6(j + 1) + 1
q2
+ 6u− 1.
We have to prove that u+14 >
√
u′
2 which is equivalent to
u2 + 2u+ 1 > 8u′,
which becomes
(j + 1)2 + 6(j + 1) + 1
q2
+ 8u > 8u′,
and finally
8(u′ − u)q2 < (j + 1)2 + 6(j + 1) + 1. (2.6.8)
By Lemma 2.6.4 (ii)
u′ − u =
1
2 (jP2k+4 + P2k+2)
1
2 (jP2k+2 + P2k)
−
1
2 ((j + 1)P2k+4 + P2k+2)
1
2 ((j + 1)P2k+2 + P2k)
=
(j + 1)P 22k+2 − (j + 1)P2kP2k+4 + jP2k+4P2k − jP 22k+2
((j + 1)P2k+2 + P2k) (jP2k+2 + P2k)
=
P 22k+2 − P2kP2k+4
((j + 1)P2k+2 + P2k) (jP2k+2 + P2k)
=
4
((j + 1)P2k+2 + P2k) (jP2k+2 + P2k)
since P 22k+2 − P2kP2k+4 = 4 for all k > 1 by Lemma 2.6.6. Inserting this in
(2.6.8) gives
8 ((j + 1)P2k+2 + P2k)
jP2k+2 + P2k
< (j + 1)2 + 6(j + 1) + 1,
since q2 = 14 ((j + 1)P2k+2 + P2k)
2. This inequality is now true for all k, j >
1 since the left hand side is smaller than 16, and the right hand side is bigger
than 17.
(ii) Abbreviate v := vk(j) and v
′ := vk(j+1). Due to Corollary 2.6.8 (ii),
we have
v2 =
j2 − 4j − 4
q2
+ 6v − 1.
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We have to prove that v+14 >
√
v′
2 which is equivalent to
v2 + 2v + 1 > 8v′,
which becomes
j2 − 4j − 4
q2
+ 8v > 8v′,
and finally
8(v′ − v)q2 < j2 − 4j − 4. (2.6.9)
By Lemma 2.6.4 (iii)
v′ − v =
1
2jP2k+2 + P2k+1
1
2jP2k + P2k−1
−
1
2(j + 1)P2k+2 + P2k+1
1
2(j + 1)P2k + P2k−1
=
jP2k−1P2k+2 + (j + 1)P2kP2k+1 − jP2kP2k+1 − (j + 1)P2k−1P2k+2
2
(
1
2jP2k + P2k−1
)(
1
2(j + 1)P2k + P2k−1
)
=
P2kP2k+1 − P2k−1P2k+2
2
(
1
2jP2k + P2k−1
) (
1
2(j + 1)P2k + P2k−1
)
=
−1(
1
2jP2k + P2k−1
) (
1
2(j + 1)P2k + P2k−1
)
since P2kP2k+1 − P2k−1P2k+2 = −2 for all k > 1 by Lemma 2.6.6. Inserting
this into (2.6.9) gives
−
8
(
1
2jP2k + P2k−1
)
1
2(j + 1)P2k + P2k−1
< j2 − 4j − 4,
since q2 =
(
1
2jP2k + P2k−1
)2
. This inequality is now true for all k > 1, j > 6
since the left hand side is negative, and the right hand side is positive.
Definition 2.6.10. A point a ∈ [σ2, 6] is said to be regular if for all
(d, e;m) ∈ E such that l(m) = l(a), it holds that µ(d, e;m)(a) 6 a+14 .
Proposition 2.6.11. Assume that the points
c2k−1 for all k > 1,
uk(j) for all k > 1, j > 2,
vk(j) for all k > 1, j > 6
are regular. Then c(a) = a+14 on
[
σ2, 6
]
.
Proof. Assume by contradiction that c(a0) >
a0+1
4 for some a0 ∈
[
σ2, 6
]
.
Since for all a ∈ ]σ2, 6], we have c(a) > a+14 > √a2 , the function c(a) is
piecewise linear on
]
σ2, 6
]
by Corollary 2.4.9. Let S ⊂ ]σ2, 6[ be the set
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of non-smooth points of c on
]
σ2, 6
[
. Decompose this set as S = S+ ∪ S−,
where S+ (respectively S−) consists of the points s ∈ S near which c is
concave (respectively convex). Since c(s) > s+14 for all for all s ∈ S+,
the biggest point of S is in S− because c(a) = a+14 for a ∈
[
51213 , 6
]
by
Proposition 2.6.1. And since c
(
σ2
)
= σ
2+1
4 , it follows that the set S+ is
non-empty. Let s0 = maxS+. Then s0 ∈
]
σ2, 6
[
. By Corollary 2.4.9 (i)
there exists (d, e;m) ∈ E and ε > 0 such that
c(z) = µ(d, e;m)(z) (2.6.10)
on [s0, s0 + ε[. Abbreviate µ(z) := µ(d, e;m)(z). Then, µ (s0) = c (s0) >
s0+1
4 >
√
s0
2 . Let I be the maximal open interval containing s0 on which
µ(z) >
√
z
2 for all z ∈ I. By Lemma 2.4.13, there exists a unique s′ ∈ I
with l(m) = l(s′), and l(m) < l(z) for all other z ∈ I. Moreover, by
Proposition 2.4.17, the constraint µ(z) is given by two linear functions on I:
µ(z) =
{
α+ βz if z 6 s′, z ∈ I,
α′ + β′z if z > s′, z ∈ I.
Thus, s′ is the only non-smooth point of µ on I. But since s0 ∈ S+ and
µ 6 c, s0 is also a non-smooth point of µ, and so s
′ = s0. Now, since c is
nondecreasing and by (2.6.10), we see that β′ > 0.
Let k > 1 be such that s0 ∈ [c2k+1, c2k−1]. Since c2k+1 and c2k−1 are regu-
lar by assumption, we have s0 ∈ ]c2k+1, c2k−1[. Notice that
uk(j) → c2k+1 and vk(j) → c2k−1 as j → ∞. Let u−, u+ be the two points
from the sequence
c2k+1 < . . . < uk(2) < uk(1) = vk(6) < vk(7) < . . . < c2k−1
of Corollary 2.6.5 (ii) such that s0 ∈ [u−, u+]. Since u− and u+ are regular by
assumption, we must have s0 ∈ ]u−, u+[. But then Lemma 2.6.9 shows that
µ(s0) >
s0+1
4 >
u−+1
4 = ϕ (u−) > ψ (u+) =
√
u+
2 . And since β
′ > 0, we find
that µ (u+) > µ (s0) >
√
u+
2 , and thus u+ ∈ I, and so l (u+) > l (s0). But,
for all z ∈ ]u−, u+[ we have l(z) > l (u−) and l(z) > l (u+). In particular,
l (s0) > l (u+), which is a contradiction.
Lemma 2.6.12. The points uk(j) with k > 1, j > 2 are regular.
Proof. Abbreviate u := uk(j) =:
p
q . Let us first prove that a class of the form
(d+ 12 , d− 12 ;m) with l(m) = l(u) cannot give an obstruction bigger than u+14 .
Suppose by contradiction that there is such a class (d + 12 , d − 12 ;m). By
Proposition 2.6.2 (i) and Corollary 2.6.8 (i),
√
2d
q
√
u
<
2
q
√
u2 − 6u+ 1 =
2√
j2 + 6j + 1
,
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which is smaller than 1 for all j > 2. Since l(m) = l(u), mi > 1 for all i.
Thus
∑
ε2i > j
(
1−
√
2d
q
√
u
)2
> j
(
1− 2√
j2 + 6j + 1
)2
=: s(j).
Now, since s(j) is increasing for j > 2 and s(2) > 12 , we have
µ(d + 12 , d − 12 ;m)(u) 6
√
u
2 <
u+1
4 by Lemma 2.4.8 (iii). The lemma is
thus proven for a class of the form (d+ 12 , d− 12 ;m).
Let us now prove it for a class of the form (d, d;m). Suppose that there
exists a class (d, d;m) ∈ E with l(m) = l(u) such that µ(d, d;m)(u) > u+14 .
By Proposition 2.6.2 (i) and Corollary 2.6.8 (i),
√
2d
q
√
u
<
2
√
2
q
√
u2 − 6u+ 1 =
2
√
2√
j2 + 6j + 1
,
which is smaller than 1 for all j > 2. Since l(m) = l(u), mi > 1 for all i.
Thus
∑
ε2i > j
(
1−
√
2d
q
√
u
)2
> j
(
1− 2
√
2√
j2 + 6j + 1
)2
=: s(j).
Now, since s(j) is increasing for j > 2 and s(4) > 1, we have
µ(d, d;m)(u) 6
√
u
2 <
u+1
4 by Lemma 2.4.8 (iii). So the lemma is proven for
j > 4.
It remains to show the lemma for j = 2, 3. By Proposition 2.6.2 (ii),
∑
ε2i = 1− λ2 < 1− d2
√
2
u
y(u).
Thus
0 =
∑
ε2i + λ
2 − 1 > j
(
1−
√
2d
q
√
u
)2
+ d2
√
2
u
y(u)− 1
=
(
2j
q2u
+
√
2
u
y(u)
)
d2 − 2
√
2j
q
√
u
d+ j − 1 =: f(d).
To obtain a contradiction, we need to show that f(d) > 0 for all d > 1. Since
y(u) > 0 for u > σ2, it is sufficient to show that the discriminant of f(d) is
negative, that is:
8j2
q2u
− 4(j − 1)
(
2j
q2u
+
√
2
u
y(u)
)
6 0,
which is equivalent to
j
q2
+ 2(j − 1)u 6 (j − 1)
√
u
2
(u+ 1).
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Taking squares and using u = pq , we get
0 6 −2j2 + pq
(
(j − 1)2p2 − 6(j − 1)2pq + (j − 1)2q2 − 8j(j − 1)
)
.
(2.6.11)
For j = 2, this gives
0 6 −8 + pq
(
p2 − 6pq + q2 − 16
)
,
and this inequality is true since pq > 26 and p2 − 6pq + q2 − 16 = 1 by
Corollary 2.6.8 (iii). For j = 3, we get
0 6 −9 + pq
(
2p2 − 12pq + 2q2 − 24
)
,
and this inequality is also true since pq > 57 and 2p2− 12pq+2q2− 24 = 32
by Corollary 2.6.8 (iii). This concludes the proof.
Lemma 2.6.13. The points vk(j) with k > 1, j > 6 are regular.
Proof. Abbreviate v := vk(j) =:
p
q . Let us first prove that a class of the form
(d+ 12 , d− 12 ;m) with l(m) = l(v) cannot give an obstruction bigger than v+14 .
Suppose by contradiction that there is such a class (d + 12 , d − 12 ;m). By
Proposition 2.6.2 (i) and Corollary 2.6.8 (ii),
√
2d
q
√
u
<
2
q
√
v2 − 6v + 1 =
2√
j2 − 4j − 4 ,
which is smaller than 1 for all j > 6. Since l(m) = l(v), mi > 1 for all i.
Thus
∑
ε2i > j
(
1−
√
2d
q
√
u
)2
> j
(
1− 2√
j2 − 4j − 4
)2
=: s(j).
Now, since s(j) is increasing for j > 6 and s(6) > 12 , we have
µ(d + 12 , d − 12 ;m)(v) 6
√
v
2 <
v+1
4 by Lemma 2.4.8 (iii). The lemma is
thus proven for a class of the form (d+ 12 , d− 12 ;m).
Let us now prove the lemma for a class of the form (d, d;m). Sup-
pose that there exists a class (d, d;m) ∈ E with l(m) = l(v) such that
µ(d, d;m)(v) > v+14 . By Proposition 2.6.2 (i) and Corollary 2.6.8 (ii),
√
2d
q
√
u
<
2
√
2
q
√
v2 − 6v + 1 =
2
√
2√
j2 − 4j − 4 ,
which is smaller than 1 for all j > 6. Since l(m) = l(u), mi > 1 for all i.
Thus
∑
ε2i > j
(
1−
√
2d
q
√
u
)2
> j
(
1− 2
√
2√
j2 − 4j − 4
)2
=: s(j).
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Now, since s(j) is increasing for j > 6 and s(8) > 1, we have
µ(d, d;m)(v) 6
√
v
2 <
v+1
4 by Lemma 2.4.8 (iii). So the lemma is proven
for j > 8.
It remains to show it for j = 6, 7. If j = 6, the same arguments as in the
proof of Lemma 2.6.12 in the cases j = 2, 3 show that a point vk(6) =:
p
q is
regular if (2.6.11) is satisfied for j = 6, that is if and only if
0 6 −72 + pq
(
25p2 − 150pq + 25q2 − 160
)
.
This inequality is true since pq > 287 and 25p2 − 150pq + 25q2 − 160 = 40
by Corollary 2.6.8 (iv). Similarly, a point vk(7) =:
p
q is regular if (2.6.11) is
satisfied for j = 7, that is if and only if
0 6 −98 + pq
(
36p2 − 216pq + 36q2 − 336
)
,
which is true since pq > 376 and 36p2 − 216pq + 36q2 − 336 = 276 by
Corollary 2.6.8 (iv). This completes the proof.
Definition 2.6.14. Define for k > 1 and i > 0 the points
bk(i) := vk(2 + 2i) =
[
5; {1, 4}×(k−1) , 1, 2 + 2i
]
.
In particular, for all k > 1, uk(1) = vk(6) = bk(2). Let
p
q := bk(i) written in
lowest terms. We will now associate to every bk(i) a class E (bk(i)) ∈ E for
which we will prove that it gives the constraint at bk(i). We distinguish the
cases i even and i odd.
If i = 2j, set
mk(2j) := qw (bk(2j))
but with the last block
(
1×(4j+2)
)
being replaced by the block(
j + 1, j, 1×(2j+1)
)
,
and dk(2j) := q
1+bk(2j)
4 =
1
4(p+ q). Then define the class
E (bk(2j)) := (dk(2j), dk(2j);mk(2j)) .
If i = 2j + 1, set
mk(2j + 1) := qw (bk(2j + 1))
but with the last block
(
1×(4j+4)
)
being replaced by the block(
(j + 1)×2, 1×(2j+2)
)
,
and dk(2j + 1) := q
1+bk(2j+1)
4 =
1
4(p+ q). Then define the class
E (bk(2j + 1)) :=
(
dk(2j + 1) +
1
2
, dk(2j + 1)− 1
2
;mk(2j + 1)
)
.
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We will now prove that the classes E (bk(i)) belong to E .
Lemma 2.6.15. For all k > 1, i > 0 the classes E (bk(i)) satisfy the Dio-
phantine conditions of Proposition 2.3.8 (i).
Proof. We first treat the case i = 2j. Abbreviate b := bk(2j) =:
p
q ,
m := mk(2j), w := w (bk(2j)) and d := dk(2j). By Lemma 2.2.5 (iii),
∑
l
ml = q
∑
l
wl = q
(
b+ 1− 1
q
)
= 4
(
q
1 + b
4
)
− 1 = 4d− 1,
which proves that the first equation holds. For the second equation, we have
∑
l
m2l = q
2
(∑
l
w2l
)
− 2j − 1 + (j + 1)2 + j2 = q2b+ 2j2 = pq + 2j2.
On the other hand,
2d2 + 1 = 2
(
q2
(1 + b)2
16
)
+ 1 =
1
8
(p+ q)2 + 1.
By Lemma 2.6.6, it suffices that this equals pq + 2j2 for three small values
of j, which is the case.
Similarly in the case i = 2j + 1, abbreviate b := bk(2j + 1) =:
p
q ,
m := mk(2j + 1), w := w (bk(2j + 1)) and d := dk(2j + 1). We then have
∑
l
ml = q
∑
l
wl = q
(
b+ 1− 1
q
)
= 4
(
q
1 + b
4
)
− 1 = 4d− 1.
For the second equation we have
∑
l
m2l = q
2
(∑
l
w2l
)
− 2j − 2 + 2(j + 1)2 = q2b+ 2j2 + 2j = pq + 2j2 + 2j.
On the other hand,
2d2 +
1
2
= 2
(
q2
(1 + b)2
16
)
+
1
2
=
1
8
(p+ q)2 +
1
2
.
Now use again Lemma 2.6.6 to check that this equals pq + 2j2 + 2j for all
j > 0.
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Lemma 2.6.16. The classes E (bk(2j)) reduce to (0;−1) for all
k > 1, j > 0.
Proof. The proof is by induction over k. For the initial step k = 1, we
have b1(2j) =
24j+17
4j+3 =:
p
q , qw (b1(2j)) =
(
(4j + 3)×5, 4j + 2, 1×(4j+2)
)
, and
d1(2j) = 7j + 5. Thus
E (b1(2j)) =
(
7j + 5, 7j + 5; (4j + 3)×5, 4j + 2, j + 1, j, 1×(2j+1)
)
.
We now show that this class reduces to (0;−1).(
7j + 5, 7j + 5; (4j + 3)×5, 4j + 2, j + 1, j, 1×(2j+1)
)
ϕ∗7−→(
10j + 7; (4j + 3)×4, 4j + 2, (3j + 2)×2, j + 1, j, 1×(2j+1)
)
;(
8j + 5; 4j + 3, 4j + 2, (3j + 2)×2, (2j + 1)×3, j + 1, j, 1×(2j+1)
)
;(
5j + 3; 3j + 2, (2j + 1)×3, (j + 1)×2, j×2, 1×(2j+1)
)
;(
3j + 2; 2j + 1, (j + 1)×3, j×2, 1×(2j+1)
)
;(
2j + 1; j + 1, j×3, 1×(2j+1)
)
;(
j + 1; j, 1×(2j+2)
)
.
This class reduces to (0;−1) in j + 1 steps since a class of the type(
s+ 1; s, 1×t
)
for s > 1, t > 2 reduces to
(
s; s− 1, 1×(t−2)
)
by a standard
Cremona move.
We turn now to the general case. We will freely use the definitions of
the Pell numbers Pn and the Half companion Pell numbers Hn given in
Definition 2.6.3 and the fact that for all n > 0, Hn = Pn + Pn−1. Suppose
that the class E (bk−1(2j)) reduces to (0;−1) and let us show that the class
E (bk(2j)) also reduces to (0;−1). We have
bk(2j) =
2jP2k+2 +H2k+2
2jP2k +H2k
,
dk(2j) = jH2k+1 + P2k+1.
The first terms of the class E (bk(2j)) are(
jH2k+1 + P2k+1, jH2k+1 + P2k+1; (2jP2k +H2k)
×5 , 4jP2k−1 +H2k−1,
(2jP2k−2 +H2k−2)×4 , 4jP2k−3 + 2H2k−3, (∗)
)
,
where (∗) stands for all the next terms.
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The image of E (bk(2j)) under ϕ∗ is(
2jP2k+1 +H2k+1; (2jP2k +H2k)
×4 , 4jP2k−1 + 2H2k−1, (jH2k + P2k)
×2
(2jP2k−2 +H2k−2)
×4 , 4jP2k−3 + 2H2k−3, (∗)
)
.
To finish the proof, we will show that ϕ∗ (E (bk(2j))) reduces to the class
ϕ∗ (E (bk−1(2j))) in four steps.(
2jP2k+1 +H2k+1; (2jP2k +H2k)
×4 , 4jP2k−1 + 2H2k−1,
(jH2k + P2k)
×2 , (2jP2k−2 +H2k−2)
×4 , 4jP2k−3 + 2H2k−3, (∗)
)
;
(2j (H2k + P2k−1) + 3H2k−1 + 2P2k−1; 2jP2k +H2k, 4jP2k−1 + 2H2k−1,
(jH2k + P2k)
×2 , (2jP2k−1 +H2k−1)
×3 , (2jP2k−2 +H2k−2)
×4 ,
4jP2k−3 + 2H2k−3, (∗)) ;(
j (3H2k − 2P2k) + 2H2k−1 + P2k−1; jH2k + P2k, (2jP2k−1 +H2k−1)×3 ,
jH2k−1 + P2k−1, (2jP2k−2 +H2k−2)
×4 , 4jP2k−3 + 2H2k−3,
jH2k−2 + P2k−2, (∗)) ;(
jH2k + P2k; 2jP2k−1 +H2k−1, (jH2k−1 + P2k−1)×2 ,
(2jP2k−2 +H2k−2)
×4 , 4jP2k−3 + 2H2k−3, jH2k−2 + P2k−2, (∗)
)
;(
2jP2k−1 +H2k−1; (2jP2k−2 +H2k−2)
×4 , 4jP2k−3 + 2H2k−3,
(jH2k−2 + P2k−2)×2 , (∗)
)
.
It is important to note that (∗) was left invariant during the whole re-
duction process. So the last class is precisely ϕ∗ (E (bk−1(2j))).
Lemma 2.6.17. The classes E (bk(2j + 1)) reduce to (0;−1) for all k >
1, j > 0.
Proof. The proof is again by induction over k. For k = 1, we have that
b1(2j + 1) =
24j+29
4j+5 =:
p
q , qw (b1(2j + 1)) =
(
(4j + 5)×5, 4j + 4, 1×(4j+4)
)
,
d1(2j + 1) = 7j +
17
2 . Thus
E (b1(2j + 1)) =
(
7j + 9, 7j + 8; (4j + 5)×5, 4j + 4, (j + 1)2, 1×(2j+2)
)
.
We show now that this class reduces to (0;−1).(
7j + 9, 7j + 8; (4j + 5)×5, 4j + 4, (j + 1)2, 1×(2j+2)
)
ϕ∗7−→(
10j + 2; (4j + 5)×4, 4j + 4, 3j + 4, 3j + 3, (j + 1)2, 1×(2j+2)
)
;(
8j + 9; 4j + 5, 4j + 4, 3j + 4, 3j + 3, (2j + 2)×3, (j + 1)2, 1×(2j+2)
)
;(
5j + 5; 3j + 3, (2j + 2)×3, (j + 1)×3, j, 1×(2j+2)
)
;
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(
3j + 3; 2j + 2, (j + 1)×4, j, 1×(2j+2)
)
;(
2j + 2; (j + 1)×3, j, 1×(2j+2)
)
;(
j + 1; j, 1×(2j+2)
)
.
As seen before, this class reduces to (0;−1) in j + 1 steps.
We turn now to the general case. Suppose that the class E (bk−1(2j + 1))
reduces to (0;−1) and let us show that the class E (bk(2j + 1)) also reduces
to (0;−1). We have
bk(2j + 1) =
2jP2k+2 + P2k+3
2jP2k + P2k+1
,
dk(2j + 1) = jH2k+1 +
1
2
H2k+2.
The first terms of the class E (bk(2j + 1)) are(
jH2k+1 +
1
2H2k+2 +
1
2 , jH2k+1 +
1
2H2k+2 − 12 ; (2jP2k + P2k+1)×5 ,
4jP2k−1 + 2P2k, (2jP2k−2 + P2k−1)
×4 , 4jP2k−3 + 2P2k−2, (∗)
)
.
The image of E (bk(2j + 1)) under ϕ∗ is(
2jP2k+1 + P2k+2; (2jP2k + P2k+1)
×4 , 4jP2k−1 + 2P2k,
jH2k +
1
2H2k+1 +
1
2 , jH2k +
1
2H2k+1 − 12 , (2jP2k−2 + P2k−1)×4 ,
4jP2k−3 + 2P2k−2, (∗)) ,
To finish the proof, we will show that ϕ∗ (E (bk(2j + 1))) reduces to the
vector ϕ∗ (E (bk−1(2j + 1))) in four steps.(
2jP2k+1 + P2k+2; (2jP2k + P2k+1)
×4 , 4jP2k−1 + 2P2k,
jH2k +
1
2H2k+1 +
1
2 , jH2k +
1
2H2k+1 − 12 , (2jP2k−2 + P2k−1)×4 ,
4jP2k−3 + 2P2k−2, (∗)) ;
(j (2P2k + 4P2k−1) + (P2k+1 + 2P2k) ; 2jP2k + P2k+1, 4jP2k−1 + 2P2k,
jH2k +
1
2H2k+1 +
1
2 , jH2k +
1
2H2k+1 − 12 , (2jP2k−1 + P2k)×3 ,
(2jP2k−2 + P2k−1)
×4 , 4jP2k−3 + 2P2k−2, (∗)
)
;(
j (P2k + 3P2k−1) +
(
1
2P2k+1 +
3
2P2k − 12
)
; jH2k +
1
2H2k+1 − 12 ,
(2jP2k−1 + P2k)
×3 , jH2k−1 + 12H2k − 12 , (2jP2k−2 + P2k−1)×4 ,
4jP2k−3 + 2P2k−2, jH2k−2 + 12H2k−1 − 12 , (∗)
)
;(
jH2k +
1
2H2k+1 − 12 ; 2jP2k−1 + P2k,
(
jH2k−1 + 12H2k − 12
)×2
,
(2jP2k−2 + P2k−1)
×4 , 4jP2k−3 + 2P2k−2,
jH2k−2 + 12H2k−1 − 12 , (∗)
)
;
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(
2jP2k−1 − P2k; (2jP2k−2 + P2k−1)×4 , 4jP2k−3 + 2P2k−2,
jH2k−2 + 12H2k−1 +
1
2 , jH2k−2 +
1
2H2k−1 − 12 , (∗)
)
.
Since (∗) was left invariant during the whole reduction process, the last
class is precisely ϕ∗ (E (bk−1(2j + 1))).
Proposition 2.6.18. For all k > 1, i > 0, we have E (bk(i)) ∈ E.
Proof. We have to show that the classes E (bk(i)) satisfy the Diophantine
conditions of Proposition 2.3.8, which we have done in Lemma 2.6.15, and
that they reduce to (0;−1) by Cremona moves, which we have done for i
even in Lemma 2.6.16 and for i odd in Lemma 2.6.17. The proof is thus
complete.
Corollary 2.6.19. For all n > 0, the classes E (βn) of Theorem 2.5.1 belong
to E.
Proof. Notice that by Lemma 2.6.4, for all k > 0,
bk(0) = vk(2) =
P2k+2 + P2k+1
P2k + P2k−1
=
H2k+2
H2k
= β2k,
bk(1) = vk(4) =
2P2k+2 + P2k+1
2P2k + P2k−1
=
P2k+3
P2k+1
= β2k+1.
Hence by Definition 2.6.14, we see that for all k > 0, E (bk(0)) = E (β2k) and
E (bk(1)) = E (β2k+1). Thus all the classes E (βn) belong indeed to E .
Corollary 2.6.20. c (bk(i)) =
bk(i)+1
4 for all k > 1 and i > 2.
Proof. Since bk(i) ∈
]
σ2, 6
[
, we can write them as bk(i) = 5 + x where
x ∈ [0, 1[. Now, (2, 2; 2, 1×5) ∈ E , thus
µ
(
2, 2; 2, 1×5
)
(bk(i)) =
6 + x
4
=
bk(i) + 1
4
.
So c (bk(i)) > µ
(
2, 2; 2, 1×5
)
(bk(i)) =
bk(i)+1
4 .
Let us show the converse inequality. Abbreviate b := bk(i) =:
p
q in lowest
terms, d := dk(i) and m := mk(i). Then
µ (E(b)) (b) =
〈m,w(b)〉
2d
=
〈qw(b), w(b)〉
2d
=
2b
1 + b
<
√
b
2
<
b+ 1
4
since b > σ2. Now if (d′, e′;m′) ∈ E is a class different from E(b), we have
by Proposition 2.3.8 (ii) that 〈m,m′〉 6 d(d′+ e′). Using the definitions of d
and m and the fact that m is written in decreasing order, we get
q
1 + b
4
(d′ + e′) > q
〈
w(b),m′
〉
,
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thus
µ(d′, e′;m′)(b) =
〈m′, w(b)〉
d′ + e′
6
b+ 1
4
.
The proof is complete.
Theorem 2.6.21. c(a) = a+14 on
[
σ2, 6
]
.
Proof. By Proposition 2.6.11 it suffices to show that the points c2k−1 for
all k > 1, uk(j) for all k > 1, j > 2, and vk(j) for all k > 1, j > 6 are
regular. By Lemma 2.6.12 and Lemma 2.6.13, the points uk(j) and vk(j) are
regular. Moreover, for all k > 1, vk(j) −→
j→∞
c2k−1. But by Corollary 2.6.20,
c (vk(2 + 2i)) = c (bk(i)) =
bk(i)+1
4 for i > 2. So, by continuity of c, we
get that c (c2k−1) =
c2k−1+1
4 , and the points c2k−1 are thus regular. This
completes the proof.
2.7 The interval [6, 8]
2.7.1 Preliminaries
We will use the fact that if [l0; l1, ..., lN ] is a continued fraction of a
rational number pq and
pk
qk
:= [l0; l1, ..., lk] is its k-th convergent written in
lowest terms, then for any real number x,
[l0; l1, ..., lk, x] =
xpk + pk−1
xqk + qk−1
,
written in lowest terms. In particular, qk = lkqk−1+ qk−2. It is then easy to
see that if L :=
∑
i li, then
q = qN > L. (2.7.1)
Recall also that we defined the error vector of a class (d, e;m) at a point a
as the vector ε := ε ((d, e;m), a) defined by the equation
m =
d+ e√
2a
w(a) + ε.
Now set then M := l(a) = L+ l0,
σ :=
∑
i>l0
ε2i ,
and
σ′ :=
M−lN∑
i=l0+1
ε2i < σ.
Then by Lemma 2.4.8.3, σ < 1 for a class of the form (d, d;m) and σ < 12
for a class of the form (d+ 12 , d− 12 ;m).
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Lemma 2.7.1. Let (d, e;m) ∈ E be a class such that there exists a =: pq ∈]
σ2, 8
[
with l(a) = l(m) and
µ(d, e;m)(a) >
√
a
2
.
Assume that y(a) := a+ 1− 2√2a > 1q , and set vM := d+eq√2a . Then
(i) |∑ εi| 6 √σL,
(ii) If vM < 1, then |
∑
εi| 6
√
σ′L,
(iii) If vM 6
1
2 , then vM >
1
3 and σ
′ 6 12 . If vM 6
3
4 , then σ
′ 6 78 ,
(iv) Set δ := y(a) − 1q > 0. Then for both types of classes (d, d;m) and
(d+ 12 , d− 12 ;m) we have
d 6
√
a√
2δ
(√
σL− 1
)
6
√
a√
2δ
(
√
σq − 1) <
√
a√
2δ
(
σ
δvM
− 1
)
.
If vM < 1, σ can be replaced by σ
′.
Proof. The proofs of (i), (ii) and (iii) are the same as in the proof of
Lemma 5.1.2 in [MS]. To prove (iv), we notice first that
∑
εi < 0. In-
deed, by Lemma 2.4.8.4, −∑Mi=1 εi = d+e√2a
(
y(a)− 1q
)
+ 1. Since y(a) > 1q
by assumption, we obtain the desired inequality.
Then, using (2.7.1) and (i), we find
√
σq >
√
σL >
d+ e√
2a
(
y(a)− 1
q
)
+ 1 =
d+ e√
2a
δ + 1 = δqvM + 1 > δqvM .
Thus
√
q <
√
σ
δvM
.
For both types of classes (d, d;m) and (d+ 12 , d− 12 ;m), we get
d 6
√
a√
2δ
(√
σL− 1
)
6
√
a√
2δ
(
√
σq − 1) <
√
a√
2δ
(
σ
δvM
− 1
)
.
If vM < 1, the same arguments go through, when replacing σ by σ
′.
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2.7.2 The interval [6, 7]
We start by stating a more precise version of part (ii) of Theorem 2.1.3.
Theorem 2.7.2. On the interval
[
σ2, 7 132
]
, c(a) =
√
a
2 except on the seven
disjoint intervals ]ux, vx[ given in the following table. For each of these in-
tervals, there exist a class (d, e;m) ∈ E and a rational number x ∈ ]ux, vx[
with l(x) = l(m) such that c(z) = µ(d, e;m)(z) = 1d+e (A+Bz) on [ux, x],
and c(z) = µ(d, e;m)(z) = 1d+e (A
′ +B′z) on [x, vx]. We list all these infor-
mations in the table below as well as the values of c(x) and
√
x
2 .
x (d, e;m) (A,B) (A′, B′) c(x) c(x) ∼=
√
x
2
∼=
6
(
2, 2; 2, 1×5
)
(1, 1) (7, 0) 74 1.75 1.73
617
(
28, 28; 16×6 , 3, 2×6
)
(6, 15) (92, 1) 687392 1.752551 1.752549
616
(
14, 14; 8×6, 2, 1×5
)
(6, 7) (43, 1) 295168 1.75595 1.75594
615
(
11, 10; 6×6, 1×5
)
(6, 5) (37, 0) 3721 1.762 1.761
613
(
7, 7; 4×6, 1×3
)
(6, 3) (25, 0) 2514 1.79 1.78
612
(
9, 9; 5×6, 3, 2
)
(0, 5) (26, 1) 6536 1.81 1.80
7
(
4, 4; 3, 2×6
)
(1, 2) (15, 0) 158 1.88 1.87
x ux ux ∼= vx vx ∼=
6 σ2 = 3 + 2
√
2 5.83 618 =
49
8 6.13
617
2
225
(
347 + 28
√
151
)
6.142842 4
(
173 − 70√6
)
6.142872
616
2
7
(
11 + 4
√
7
)
6.16657 153 − 14√110 6.16676
615
3
100
(
107 + 7
√
201
)
6.19 2738441 6.21
613
1
9
(
31 + 7
√
13
)
6.2488 62598 6.38
612
162
25 6.48 55 − 9
√
29 6.53
7 12
(
7 + 4
√
3
)
6.96 7 132 =
225
32 7.03
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Lemma 2.7.3. The classes (d, e;m) ∈ E such that µ(d, e;m)
(
6 1k
)
>
√
6 1
k
2
and l(m) = l
(
6 1k
)
for some k = 1, . . . , 8 are given in the following table.
k (d, e;m)
7
(
28, 28; 16×6 , 3, 2×6
)
7
(
196, 196; 112×5 , 111, 16×7
)
6
(
14, 14; 8×6, 2, 1×5
)
6
(
84, 84; 48×5, 47, 8×6
)
5
(
11, 10; 6×6, 1×5
)
4
(
28, 28; 16×5, 15, 4×4
)
3
(
7, 7; 4×6, 1×3
)
2
(
9, 9; 5×6, 3, 2
)
1
(
4, 4; 3, 2×6
)
Proof. In the case k = 1, since 611 = 7, we only have to check which elements
of the finite set E7 are obstructive at 7. It turns out that the only obstructive
one is
(
4, 4; 3, 2×6
)
.
Let us now treat the cases k = 2, . . . , 8. Suppose that there is a class of
the form (d, d;m) which is obstructive at some 6 1k . Since l
(
6 1k
)
= 6+ k, by
Lemma 2.4.14 the vector m has to be of one of the five forms(
a×6, b×k
)
,
(
a+ 1, a×5, b×k
)
,
(
a×5, a− 1, b×k
)
,(
a×6, b+ 1, b×(k−1)
)
,
(
a×6, b×(k−1), b− 1
)
.
Define εa and εb by
a =
√
2d√
6 1k
+ εa and b =
√
2d
k
√
6 1k
+ εb.
If m =
(
a×6, b×k
)
, then |a− kb| = |εa − kεb| 6 |εa| + k |εb|. Since
by Lemma 2.4.8 (iii),
∑
ε2i < 1, we find |εa| + k |εb| <
√
k + 1, and thus
|a− kb| 6
⌈√
k + 1− 1
⌉
. Hence
s := a− kb ∈
{
{0,±1} if k ∈ {2, 3} ,
{0,±1,±2} if k ∈ {4, . . . , 8} .
The Diophantine equations of Proposition 2.3.8 (i) then become
4d = 6a+ kb+ 1,
2d2 = 6a2 + kb2 − 1.
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Thus (6a+ kb+ 1)2 = 8
(
6a2 + kb2 − 1). Replacing a by kb + s, we can
solve this equation in b for the values of k and s given above. We find
three solutions to the equation with b > 1, namely when (k, s, b) is equal
to (3, 0, 3), (3, 1, 1) or (3,−1, 5). This leads to the vectors (16, 16; 9×6, 3×3),(
7, 7; 4×6, 1×3
)
and
(
25, 25; 14×6, 5×3
)
, respectively. Since only
(
7, 7; 4×6, 1×3
)
reduces to (0;−1, 0, . . . , 0) by Cremona moves, this is the only class of the
form
(
d, d; a×6, b×k
)
potentially obstructive at some 6 1k , and it indeed is
obstructive at 613 .
In the case wherem =
(
a+ 1, a×5, b×k
)
, σ = k |εb|2 6 16 . Thus, |a− kb| 6
|εa|+ k |εb| 6 1 +
√
k
6 , and thus
s := a− kb ∈
{
{0,±1} if k ∈ {2, . . . , 5} ,
{0,±1,±2} if k ∈ {6, . . . , 8} .
From the Diophantine equations we obtain
(6a+ kb+ 2)2 = 8
(
6a2 + 2a+ kb2
)
.
Replacing a by kb + s, we obtain no solutions with b > 1 for the accepted
values of k and s.
As in the previous case, when m =
(
a×5, a− 1, b×k
)
, we have
s := a− kb ∈
{
{0,±1} if k ∈ {2, . . . , 5} ,
{0,±1,±2} if k ∈ {6, . . . , 8} .
The Diophantine equations become (6a+ kb)2 = 8
(
6a2 − 2a+ kb2), which
yields four solutions with b > 1, namely the tuples (k, s, b) equal to (2, 1, 1),
(4, 0, 4), (6, 0, 8) and (7, 0, 16) which give the vectors
(
5, 5; 3×5, 2, 1×2
)
,(
28, 28; 16×5 , 15, 4×4
)
,
(
84, 84; 48×5 , 47, 8×6
)
and
(
196, 196; 112×5 , 111, 16×7
)
,
respectively. These vectors all reduce to (0;−1, 0, . . . , 0) by Cremona moves,
but the first one is not obstructive at 612 . So we add only the three last vec-
tors to our table.
For the case m =
(
a×6, b+ 1, b×(k−1)
)
notice that if ε ∈ R and k ∈ N
are such that (k − 1)ε2 + (ε+ 1)2 6 1, then ε ∈
[
− 2k , 0
]
. Thus
|(k − 1)ε + (ε+ 1)| = |kε+ 1| 6 1.
Since σ > k−1k , we get
|a− kb− 1| = |a− (b+ 1)− (k − 1)b| = |εa − (εb + 1)− (k − 1)εb|
6 |εa|+ |(k − 1)εb + εb + 1| 6 1 + 1 = 2.
Thus
s := a− kb− 1 ∈ {0,±1,±2} .
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The Diophantine equations become (6a+ kb+ 2)2 = 8
(
6a2 + kb2 + 2b
)
,
which when we replace a by kb + s + 1 gives the three tuples of solu-
tions (k, s, b) equal to (2, 0, 2), (6, 1, 6) and (7, 1, 2), which yields the vectors(
9, 9; 5×6, 3, 2
)
,
(
14, 14; 8×6 , 2, 1×5
)
and, again,
(
28, 28; 16×6, 3, 2×6
)
, respec-
tively. All three vectors reduce to (0;−1, 0, . . . , 0) by Cremona moves, and
they are obstructive at 6 1k for k = 2, 6, 7 respectively.
For the casem =
(
a×6, b×(k−1), b− 1
)
we find similarly as in the previous
case that
s := a− kb+ 1 ∈ {0,±1,±2} .
The Diophantine equations become (6a+ kb)2 = 8
(
6a2 + kb2 − 2b), which
when we replace a by kb+ s− 1 gives as only solution with b > 2 the tuple
(k, s, b) = (2, 0, 3). This gives again the vector
(
9, 9; 5×6, 3, 2
)
.
The last case we have to treat is the case of an obstructive class of the
form (d+ 12 , d− 12 ;m). By Corollary 2.4.15, the only possibility for m is to
be of the form
(
a×6, b×k
)
. We saw earlier that in this case we have
s := a− kb ∈
{
{0,±1} if k ∈ {2, 3} ,
{0,±1,±2} if k ∈ {4, . . . , 8} .
Now the Diophantine equations are
4d = 6a+ kb+ 1,
2d2 = 6a2 + kb2 − 12 .
This leads to the equation 18 (6a+ kb+ 3)
2− 12 (6a+ kb+ 3)+1 = 6a2+kb2.
When replacing a by kb+ s, we obtain as only solution with b > 1 the tuple
(5, 1, 1) which gives the vector
(
11, 10; 6×6, 1×5
)
. This vector reduces to
(0;−1, 0, . . . , 0) by Cremona moves and is obstructive at 615 .
Lemma 2.7.4. The classes given in Lemma 2.7.3 are the only obstructive
classes on the interval
[
618 , 7
]
.
Proof. We claim that it suffices to prove that for all a ∈
[
618 , 7
]
, there
is no other class (d, e;m) ∈ E with l(m) = l(a) that is obstructive at a.
Indeed, suppose that µ(d, e;m)(a) >
√
a
2 for some a ∈
[
618 , 7
]
, and let I be
the maximal nonempty interval containing a on which µ(d, e;m)(z) >
√
z
2 .
Then, by Lemma 2.4.13, there exists a unique a0 ∈ I such that l (a0) = l(m)
and l (a0) 6 l(a) for all a ∈ I. Since for M 6 6, EM is finite, explicit
calculations show that none of these classes is obstructive for a > 618 . Thus
l(m) > 6, and a0 > 6. This implies that a0 > 6
1
8 . Indeed, a0 < 6
1
8 would
contradict the fact that l (a0) 6 l(a) for all a ∈ I since l(a) > l
(
618
)
for all
a ∈
]
6, 618
[
. A similar argument also shows that a0 6 7. Thus, a0 ∈
[
618 , 7
]
and this proves the claim.
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We will thus prove that for each a = 6pq ∈
[
618 , 7
]
there is no class
(d, e;m) ∈ E with l(m) = l(a) obstructive at a, and different from those
given in Lemma 2.7.3. By Lemma 2.7.3, we only have to prove for pq 6= 1k
with k = 1, . . . , 8. We will separate the proof in three cases: 3 6 q 6 8,
9 6 q 6 39, q > 40.
Case 1: 3 6 q 6 8: In this case, 2 6 p 6 q. Notice that for all these
values of p and q, y
(
6pq
)
> 1q . We can thus apply Lemma 2.7.1 (iv). We get
that if (d, e;m) ∈ E is obstructive at 6pq , then
d 6
√
6pq√
2
(
y
(
6pq
)
− 1q
) (√q − 1) (2.7.2)
since σ < 1 for an obstructive class. We now use the computer program
SolLess[a, D] given in the Appendix which computes for a rational number a
and a natural numberD all obstructive classes (d, e;m) at a with l(m) = l(a)
and d 6 D. The code shows that there are no such classes for 3 6 q 6 8.
Case 2: 9 6 q 6 39: Since y
(
618
)
= 18 and y is increasing for a > 2, we
have
y(a)− 1
q
>
1
8
− 1
9
> 0
for all a ∈
[
618 , 7
]
. We can thus again apply Lemma 2.7.1 (iv) and obtain
again (2.7.2), but this time for 1 6 p 6 q. Again, the code SolLess[a, D]
shows that for 9 6 q 6 39 there are no obstructive classes (d, e;m) at a = 6pq
with l(m) = l(a).
Case 3: q > 40: For all a = 6pq ∈
[
618 , 7
]
, we have δ := y(a) − 1q >
1
8 − 140 = 110 . Suppose that (d, e;m) ∈ E is obstructive at some a = 6pq with
q > 40. We distinguish two cases: (i) m1 = m6, (ii) m1 6= m6.
(i) Notice that by Lemma 2.7.1 (iii),
if vM ∈
[
1
3 ,
1
2
]
, then σ
′
vM
6
1/2
1/3 =
3
2 ,
if vM ∈
[
1
2 ,
2
3
]
, then σ
′
vM
6
7/8
1/2 =
7
4 ,
if vM >
2
3 , then
σ
vM
6 32 .
By Lemma 2.7.1 (iv) we get that if a = 6pq ∈
]
6 1k+1 , 6
1
k
[
for some k = 1, . . . , 7
and q > 40, then for all obstructive classes (d, e;m) at a with m1 = m6
d 6
√
6 1k√
2
(
y
(
6 1k+1
)
− 140
)

 1
y
(
6 1k+1
)
− 140
7
4
− 1

 .
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Here we used the computer program InterSolLess1[k, D] given in the Ap-
pendix which gives for k ∈ {1, . . . , 7} and a natural number D a finite list
of classes (d, e;m) with m1 = m6 and d 6 D which can potentially be ob-
structive at some a = 6pq ∈
]
6 1k+1 , 6
1
k
[
with q > 40. Applied to our case,
the code gives only one class that reduces to (0;−1, 0, . . . , 0) by Cremona
moves, namely (d, e;m) =
(
99, 99; 56×6 , 14×4, 1×3
)
. By Lemma 2.4.14, the a
in question can be [6; 3, 1, 3] = 6 415 or [6, 3, 1, 1, 2] = 6
5
18 , and the class turns
out to give no obstruction at these two points.
(ii) Since m1 6= m6, we know by Lemma 2.4.14 that σ 6 16 . This implies
that vM > 1− 12√3 because the last two weights of w
(
p
q
)
are always 1q . Then
by Lemma 2.7.1 (iv) we get that if a = 6pq ∈
]
6 1k+1 , 6
1
k
[
for some k = 1, . . . , 7
and q > 40, then for all obstructive classes (d, e;m) at a with m1 6= m6 we
have
d 6
√
6 1k√
2
(
y
(
6 1k+1
)
− 140
)

 1
y
(
6 1k+1
)
− 140
1
6(
1− 1
2
√
3
) − 1

 .
Here we used the computer program InterSolLess2[k, D] which gives for
k ∈ {1, . . . , 7} and a natural number D a finite list of classes (d, e;m) with
m1 6= m6 and d 6 D which can potentially be obstructive at some a = 6pq ∈]
6 1k+1 , 6
1
k
[
with q > 40. Applied to our case, the code gives no class that
reduces to (0;−1, 0, . . . , 0) by Cremona moves.
Remark 2.7.5. The three programs SolLess[a, D], InterSolLess1[k, D] and
InterSolLess2[k, D] give, for a natural number D, solutions (d, e;m) with
d 6 D. But, in the case of classes of the form (d + 12 , d − 12 ;m), we give
estimates for d in Lemma 2.7.4. Thus for these classes, we have to add 12 to
our estimates when using the programs.
Proof of Theorem 2.7.2. We have already proven in Theorem 2.6.21 that
the class
(
2, 2; 2, 1×5
)
gives the constraint c(a) = µ
(
2, 2; 2, 1×5
)
(a) = a+14
on
[
σ2, 6
]
. We postpone the proof that c(a) = µ
(
4, 4; 3, 2×6
)
(a) = 158 on[
7, 7 132
]
to Corollary 2.7.8.
Since by Lemma 2.7.4, the only obstructive classes on the interval
[
618 , 7
]
are those of Lemma 2.7.3, c
(
618
)
= 74 =
√
6 1
8
2 because an explicit computa-
tion shows that none of them is obstructive at 618 . Hence, c(a) =
7
4 for all
a ∈
[
6, 618
]
since c is nondecreasing.
In order to determine c on the interval
[
618 , 7
]
, Lemma 2.7.4 shows that
we only have to work out the constraints given by the classes of Lemma 2.7.3.
Notice that for a ∈
]
6 1k+1 , 6
1
k
[
, the first terms of the weight expansion of a
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are w(a) =
(
1×6, (a− 6)×k, 1− k(a− 6), . . .
)
. We can thus easily compute
the constraints of all the classes. In the next table, we write the constraints
given by the classes of Lemma 2.7.3 that do not appear in Theorem 2.7.2
and we then simply verify that they indeed do not give new obstructions.
x (d, e;m) (A,B) (A′, B′) µ(x)
617
(
196, 196; 112×5 , 111, 16×7
)
(−1, 112) (687, 0) 687392
616
(
84, 84; 48×5 , 47, 8×6
)
(−1, 48) (295, 0) 295168
614
(
28, 28; 16×5 , 15, 4×4
)
(−1, 16) (99, 0) 9956
x ux ux ∼= vx vx ∼=
617
1
112
(
344 + 7
√
2415
)
6.142844 47196976832 6.142870
616
1
48
(
148 + 7
√
447
)
6.16660 8702514112 6.16674
614
1
16
(
50 + 7
√
51
)
6.2494 98011568 6.25
The proof of Theorem 2.7.2 (up to Corollary 2.7.8) is complete. 
2.7.3 The interval [7, 8]
Lemma 2.7.6. Assume that there exists a class (d, e;m) ∈ E such that
µ(d, e;m)(a) >
√
a
2 for some a ∈
[
7 132 , 8
]
with l(a) = l(m). Then
m1 = . . . = m7 and d 6 13.
Proof. Notice first that
y(a) > y
(
7
1
32
)
=
17
32
>
1
q
for all q > 2. We distinguish two cases: q > 12 and q 6 11.
If q > 12, then δ = y(a) − 1q > 1732 − 112 = 4396 . Assume by contradiction
that m1 6= m7. Then by Lemma 2.4.14, σ 6 17 and so vM > 12 . Thus,
σ
vMδ
6
192
301
< 1.
But this contradicts Lemma 2.7.1 (iv).
To prove that d 6 13, notice first that by Lemma 2.7.1 (iii),
if vM ∈
[
1
3 ,
1
2
]
, then σ
′
vM
6
1/2
1/3 =
3
2 ,
if vM ∈
[
1
2 ,
2
3
]
, then σ
′
vM
6
7/8
1/2 =
7
4 ,
if vM >
2
3 , then
σ
vM
6 32 .
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Then, since
√
a 6 2
√
2, we get by Lemma 2.7.1 (iv) that
d 6
2
√
2
43/96
√
2
(
1
43/96
7
4
− 1
)
+
1
2
< 14.
Thus d 6 13.
Let now q 6 11. Notice that a 6 7 q−1q and
δ = y(a)− 1
q
> y
(
7
1
q
)
− 1
q
.
By Lemma 2.7.1 (iv), we have
d 6
√
a√
2δ
(
√
σq − 1) + 1
2
6
√
7 q−1q√
2
(
y
(
71q
)
− 1q
) (√q − 1) + 1
2
.
Since the RHS is strictly smaller than 11 for all 2 6 q 6 11, we see that
d 6 10.
Assume now by contradiction that m1 6= m7. Then σ 6 17 . If 2 6 q 6 7,
then
√
σq − 1 6 0 which contradicts Lemma 2.7.1 (iv). If 8 6 q 6 11, then
vM =
d+ e
q
√
2a
6
√
2d
q
√
a
6
√
210
8
√
7
,
and so, by Lemma 2.4.14,
〈ε, ε〉 > 6
7
+ 2 (1− vM )2 > 1
which contradicts Lemma 2.4.8 (iii).
Proposition 2.7.7. c(a) =
√
a
2 for all a ∈
[
7 132 , 8
]
.
Proof. Suppose by contradiction that there exists a > 7 132 and (d, e;m) ∈ E
with µ(d, e;m)(a) >
√
a
2 . Let I be the maximal open interval containing a
on which (d, e;m) is obstructive. Then, by Lemma 2.4.13, there exists a0 ∈ I
with l (a0) = l(m) and l(a) > l (a0) for all a ∈ I.
Using the finite list of E7 in Lemma 2.4.3 we check by hand that no
class in E7 is obstructive for a > 7 132 . Thus l(m) > 7 and so a0 > 7. But
then a0 > 7
1
32 . Indeed, assume by contradiction that a0 < 7
1
32 . Then since
a0, a ∈ I, 7 132 will also belong to I. But, for all z ∈
]
7, 7 132
[
, l(z) > l
(
7 132
)
,
and this contradicts the fact that l(a) > l (a0) for all a ∈ I.
Now by Lemma 2.7.6, we find that d 6 13 and m1 = . . . = m7. Since
there are only finitely many classes satisfying these conditions, we can com-
pute them explicitly. We find that there is only one class satisfying the condi-
tions, namely
(
8, 7; 4×7, 1
)
, but this class is not obstructive for a > 7 132 .
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Corollary 2.7.8. c(a) = 158 for all a ∈
[
7, 7 132
]
.
Proof. Since the class (d, e;m) =
(
4, 4; 3, 2×6
)
gives the constraint
µ(d, e;m)(a) =
15
8
=
√
7 132
2
for all a > 7, we see that c(a) = 158 on
[
7, 7 132
]
because c is nondecreasing
by Lemma 2.4.2.
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Chapter 3
Symplectic embeddings into
the union of an ellipsoid and
a cylinder
3.1 Ball packings of the union of an ellipsoid and
a cylinder
3.1.1 Statement of the result
Consider the Euclidean space R4 endowed with its canonical symplec-
tic structure dx1 ∧ dy1 + dx2 ∧ dy2. Define the open symplectic cylinder
Z(a) := D2(a) × R2 as the symplectic product of the open disc D2(a) of
area a with R2 and define the open symplectic ellipsoid by
E(b, c) :=
{
(x1, y1, x2, y2) ∈ R4 : π
(
x21 + y
2
1
)
b
+
π
(
x22 + y
2
2
)
c
< 1
}
.
Denote the open ball E(a, a) (of radius
√
a/π) by B(a). Let
Z(a, b, c) := Z(a) ∪ E(b, c)
be the (non disjoint) union of the cylinder Z(a) with the ellipsoid E(b, c).
The aim of this section is to realize some optimal symplectic embeddings of
a disjoint union of balls B (w1) ∐ . . . ∐ B (wn) into the union Z(a, b, c) of a
cylinder and an ellipsoid for certain values of a, b, c. Since
n∐
i=1
B (wi)
s→֒ Z(a, b, c)
if and only if
n∐
i=1
B (λwi)
s→֒ Z(λa, λb, λc),
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we can always assume that a = 1, and therefore study the embedding capacity
function defined by
c (w1, . . . , wn; b, c) := inf
{
λ |
n∐
i=1
B (wi)
s→֒ Z(λ, λb, λc)
}
.
The main result of this section is the following theorem.
Theorem 3.1.1. Let w1 > . . . > wn > 0 and b, c > 0 be positive real
numbers such that c > 1 and 1 6 b 6 cc−1 . Then
c (w1, . . . , wn; b, c) = max
{
w1
c
, λ1, . . . , λn
}
,
where
λk :=
∑k
i=1 wi
k + b(c−1)c
.
In particular, this theorem realizes an optimal embedding of a disjoint
union of balls into the union Z(a, b, b) of the cylinder Z(a) and the ball B(b)
whenever a 6 b 6 2a.
The outline of the proof of Theorem 3.1.1 is as follows. In Subsec-
tion 3.1.2, we use the ECH capacities of
∐n
i=1B (wi) and Z(a, b, c), that
have been computed in [CGFHR], in order to determine an obstruction to
the ball packing problem, leading to a lower bound on c (w1, . . . , wn; b, c).
In Subsection 3.1.3, we give an explicit embedding construction, using the
symplectic shearing method, which realizes the obstruction. This will lead
to the required upper bound on c (w1, . . . , wn; b, c). In particular, it follows
from the proof that ECH capacities are sharp for embedding a disjoint union
of balls into the union of a cylinder and an ellipsoid under the assumptions
of Theorem 3.1.1.
3.1.2 The obstruction given by ECH capacities
3.1.2.1 ECH capacities
Let (X,ω) be a symplectic 4-dimensional manifold. The ECH capacities
are a sequence of real numbers
0 = c0 (X,ω) 6 c1 (X,ω) 6 c2 (X,ω) 6 . . . 6∞
associated to the manifold X that have been introduced in [H1].
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We give here the properties of ECH capacities that we will use.
1. (Monotonicity) If there exists a symplectic embedding
(X1, ω1)
s→֒ (X2, ω2) ,
then
ck (X1, ω1) 6 ck (X2, ω2)
for all k > 0.
2. (Conformality) If α > 0, then
ck (X,αω) = αck (X,ω)
for all k > 0.
3. (Disjoint Union) Let (X1, ω1) , . . . , (Xn, ωn) be symplectic 4-dimensional
manifolds. Then
ck
(
n∐
i=1
(Xi, ωi)
)
= max
k1+...+kn=k
n∑
i=1
cki (Xi, ωi) (3.1.1)
for all k > 0.
4. (Ellipsoid) The ECH capacities of the ellipsoid E(a1, a2) are given by
ck (E(a1, a2)) = N (a1, a2)k (3.1.2)
for all k > 0, where
N (a1, a2) := {ma1 + na2 | m,n ∈ N ∪ {0}}
arranged in nondecreasing order, with repetitions and with the indices
starting at k = 0.
5. (Union of a Cylinder and an Ellipsoid) Under the assumptions of The-
orem 3.1.1, the ECH capacities of the union Z(1, b, c) of the cylin-
der Z(1) and the ellipsoid E(b, c) are given by
ck (Z(1, b, c)) =
{
k + b(c−1)c if k >
b
c
kc if k 6 bc
(3.1.3)
for all k = 1, . . . , n.
Properties 1,2,3 and 4 are proved in [H2] while Property 5 is proved in
[CGFHR].
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3.1.2.2 Proof of the lower bound
Lemma 3.1.2. Let w1 > . . . > wn > 0 and b, c > 0 be positive real numbers
such that c > 1 and a 6 b 6 cc−1 . Then
c (w1, . . . , wn; b, c) > max
{
w1
c
, λ1, . . . , λn
}
,
where λk :=
∑
k
i=1
wi
k+
b(c−1)
c
.
Proof. We need to show that if there exists an embedding
n∐
i=1
B (wi)
s→֒ Z(λ, λb, λc),
then
λ > max
{
w1
c
, λ1, . . . , λn
}
.
By Monotonicity and Conformality of the ECH capacities, we have that
λ >
ck (
∐n
i=1B (wi))
ck (Z(1, b, c))
for all k > 0. So it suffices to show that for k = 1, . . . , n
ck (
∐n
i=1B (wi))
ck (Z(1, b, c))
> max
{
w1
c
, λ1, . . . , λn
}
.
Notice first that by (3.1.2), c1 (B(a)) = c1 (E(a, a)) = a for all a > 0. Thus,
by (3.1.1), we have for k = 1, . . . , n
ck
(
n∐
i=1
B (wi)
)
= max
k1+...+kn=k
{ck1 (B (w1)) + . . .+ ckn (B (wn))}
> c1 (B (w1)) + . . .+ c1 (B (wk)) =
k∑
i=1
wi
We distinguish two cases: b 6 c and b > c.
If b 6 c, then λ1 >
w1
c . Therefore, it is sufficient to show that
λ > max {λ1, . . . , λn}. Since bc 6 1, we have by (3.1.3), that for all
k = 1, . . . , n
ck (
∐n
i=1B (wi))
ck (Z(1, b, c))
>
∑k
i=1 wi
k + b(c−1)c
= λk.
If b > c, then by (3.1.3),
c1 (
∐n
i=1B (wi))
c1 (Z(1, b, c))
=
w1
c
.
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Moreover, if k > bc , we have
ck (
∐n
i=1B (wi))
ck (Z(1, b, c))
>
∑k
i=1 wi
k + b(c−1)c
= λk,
and if k 6 bc , we have
ck (
∐n
i=1B (wi))
ck (Z(1, b, c))
>
∑k
i=1 wi
kc
>
∑k
i=1 wi
k + b(c−1)c
= λk.
3.1.3 The explicit embedding
3.1.3.1 Prismification of B(a) and coprismification of Z(a, b, c)
We first introduce some notation. For a, b > 0 set
△(a, b) :=
{
(u, v) ∈ R2 | u, v > 0, u
a
+
v
b
< 1
}
,
(a, b) := ]0, a[ × ]0, b[ ,
(∞, b) := ]0,∞[× ]0, b[ ,
and abbreviate △(a) := △(a, a) and  := (1, 1). If A and B are subsets
of R2, define the symplectic product
A×B :=
{
(x1, y1, x2, y2) ∈ R4 | (x1, y1) ∈ A, (x2, y2) ∈ B
}
and the Lagrangian product
A×L B :=
{
(x1, y1, x2, y2) ∈ R4 | (x1, x2) ∈ A, (y1, y2) ∈ B
}
.
It was observed by Traynor in [T], that for every ε > 0 there exists a
symplectic embedding
(1− ε)B(a) s→֒ △(a)×L . (3.1.4)
The set △(a) ×L  is then called a prismification of the ball B(a) (see
Figure 3.1.1).
Next, let us “coprismify” the union of an ellipsoid and a cylinder,
Z(a, b, c) = Z(a) ∪ E(b.c). Define
C(a, b, c) := ((∞, a) ∪△(b, c)) ×L T 2,
where T 2 is the torus R2/Z2 (see Figure 3.1.2). Then for every ε > 0 there
exists a symplectic embedding
C(a, b, c)
s→֒ (1 + ε)Z(a, b, c). (3.1.5)
The set C(a, b, c) is then called a coprismification of Z(a, b, c). This is a
consequence of the following more general fact:
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Figure 3.1.1: Prismification of B(a)
Figure 3.1.2: Coprismification of Z(a, b, c)
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Lemma 3.1.3. Let Ω be a domain in the open positive quadrant of the
plane. Then there exists a symplectic embedding
int(Ω)×L R2/Z2 s→֒ XΩ,
where
XΩ :=
{
(z1, z2) ∈ C2 = R4 |
(
|z1|2 , |z2|2
)
∈ Ω
}
.
Proof. The map
{
z ∈ C2 | z1, z2 6= 0
} ≃−→ {x ∈ R2 | x1, x2 > 0}×L R2
Z2(
r1e
iθ1 , r2e
iθ2
)
7−→
(
π
(
r21, r
2
2
)
,
1
2π
(θ1, θ2)
)
is a symplectomorphism. The inverse of this map restricts to a symplectic
embedding
int(Ω)×L R
2
Z2
s→֒ XΩ.
3.1.3.2 Symplectic shearing
We now briefly recall the method of symplectic shearing. For more details
on shearing see for example [LMS]. Let k > 0 be an integer and consider
the matrix Ak :=
(
1 −k
0 1
)
∈ SL2(Z). The linear map
Aˆk :=

 Ak 0
0
(
ATk
)−1


is a symplectomorphism of R4 = R2(x)×L R2(y).
If we apply Aˆk to the prismification△(a)×L of the ball B(a), the effect
in the x-plane is to distort △(a) to the triangle Ak (△(a)) with vertices
(0, 0), (a, 0) and (−ka, a), while the effect in the y-plane is to distort 
to the parallelogram
(
ATk
)−1
() with vertices (0, 0), (1, k), (1, k + 1) and
(0, 1) (see Figure 3.1.3). Now, since
(
ATk
)−1 ∈ SL2(Z), the parallelogram(
ATk
)−1
() injectively projects to the torus, so that the map Aˆk extends to
an embedding
ϕk : △ (a)×L  s→֒ Ak (△(a))×L T 2.
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Figure 3.1.3: Shearing of △(a)×L 
3.1.3.3 Proof of the upper bound
Lemma 3.1.4. Assume that w1 > . . . > wn > 0, b > 0 and c > 1. Then,
c (w1, . . . , wn; b, c) 6 max
{
w1
c
, λ1, . . . , λn
}
,
where λk :=
∑
k
i=1
wi
k+
b(c−1)
c
.
Proof. We need to show that if
λ > max
{
w1
c
, λ1, . . . , λn
}
,
then there exists an embedding
n∐
i=1
B (wi)
s→֒ Z(λ, λb, λc).
Let k ∈ {1, . . . , n} be an index such that λk = max {λ1, . . . , λn}. Assume
that λ > max
{w1
c , λk
}
. By the prismification (3.1.4) and the coprismifica-
tion (3.1.5), it is enough to construct a symplectic embedding
n∐
i=1
△ (wi)×L  s→֒ C(λ, λb, λc).
First note that λk 6 wi for all i 6 k, and λk > wi for all i > k. Indeed,
since λk :=
∑
k
i=1
wi
k+
b(c−1)
c
, we have
wk − λk =
(
k +
b(c− 1)
c
− 1
)
(λk − λk−1) ,
λk −wk+1 =
(
k +
b(c− 1)
c
+ 1
)
(λk − λk+1) .
Since λk is maximal, we deduce that wk > λk > wk+1. The rest follows from
w1 > . . . > wn.
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Figure 3.1.4: The shearing construction
Since λ > wi for all i > k, it follows that we just need to find a symplectic
embedding
ϕ :
k∐
i=1
△ (wi)×L  s→֒ C(λ, λb, λc). (3.1.6)
The sets△ (wi)×L with i > k can then be embedded into C(λ, λb, λc)\Imϕ
by appropriate translations along the x1-axis.
We now construct the symplectic embedding ϕ in (3.1.6) by shearing.
Place the sets △ (wℓ) ×L  with ℓ = 1, . . . , k side by side such that the
vertices of each triangle △ (wℓ) are(
ℓ−1∑
i=1
wi, 0
)
,
(
ℓ∑
i=1
wi, 0
)
,
(
ℓ−1∑
i=1
wi, wℓ
)
(see Figure 3.1.4(a)).
Apply then to each △ (wℓ) ×L  the shear ϕℓ−1, which embeds
△ (wℓ)×L into Aℓ−1 (△ (wℓ))×LT 2. In the x-plane, the effect is to embed
the triangles △ (wℓ) into the triangles with vertices(
ℓ−1∑
i=1
wi, 0
)
,
(
ℓ∑
i=1
wi, 0
)
,
(
ℓ−1∑
i=1
wi − (ℓ− 1)wℓ, wℓ
)
(see Figure 3.1.4(b)). We denote the triangles Aℓ−1 (△ (wℓ)) by Tℓ.
To finish the proof, we need to show that the disjoint union of triangles∐k
ℓ=1 Tℓ is contained in the region Ω bounded by the axes, the line segment
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Figure 3.1.5: The triangles
∐k
ℓ=1 Tℓ fit into the region Ω
from (0, λc) to
(
b
c(c− 1)λ, λ
)
, and the horizontal ray extending to the right
from the latter point (see Figure 3.1.5).
Observe that the right edge of Tℓ has slope −1ℓ . And if ℓ > 1 then the
left edge of Tℓ is a subset of the right edge of Tℓ−1. In particular, the upper
boundary of the union of their closures (call this path Λ) is the graph of a
convex function.
To verify that the triangles T1, . . . , Tk are contained in Ω, we need to
check that the path Λ does not go above the upper boundary of Ω (see
Figure 3.1.5). The initial endpoint of Λ is (0, w1), which is not above the
upper boundary of Ω by our assumption that λ > w1c . Next, Λ crosses the
horizontal line of height λ at the point(
k∑
ℓ=1
(wℓ − λ) , λ
)
.
By convexity, it is enough to check that this point is not to the right of the
corner
(
b
c(c− 1)λ, λ
)
of ∂Ω. This holds because
λ > λk =
∑k
ℓ=1wℓ
k + b(c−1)c
implies that
k∑
ℓ=1
(wℓ − λ) < b
c
(c− 1)λ.
This concludes the proof.
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3.2 The embedding of E
(
36, 65
)
into Z (1, 6, 6)
Consider the problem of finding, given a, b > 1, the infimum λ∗ of those
λ such that E(a, 1)
s→֒ Z(λ, λb, λb), where Z(λ, λb, λb) := Z(λ)∪B(λb). We
ask for which a, b > 1 one has
1. vol (E(a, 1)) > vol (B (λ∗b)),
2. E(a, 1) 6⊂ Z (λ∗, λ∗b, λ∗b).
The first condition is imposed to exclude embeddings of E(a, 1) that take
values in the ball B (λ∗b) alone (cf. [MS]), while the second condition ex-
cludes trivial embeddings. By Corollary 1.13 in [CGFHR], there are pairs
a, b > 1 such that no embedding satisfying (1) and (2) exists.
In Proposition 3.2.1, we show that E(36, 65)
s→֒ Z (1, 6, 6) by using sym-
plectic folding, an embedding technique invented in [LM] and refined in [S2].
The rescaled embedding E(30, 1)
s→֒ Z
(
5
6 , 5, 5
)
satisfies (1) and (2). Propo-
sition 3.2.1 thus shows that the problem of embedding an ellipsoid into the
union of a ball and a cylinder is not totally rigid. Actually, multiple sym-
plectic folding gives similar results for all values b > 4, that is for all b > 4
there exist a, λ > 0 such that E(a, 1)
s→֒ Z(λ, λb, λb) and such that this
embedding satisfies (1) and (2).
Another consequence of this embedding is that although Lemma 3.1.1
holds for all values of b > 0 and c > 1, the ball packing construction de-
scribed in the proof is not optimal for all these values of b, c. Indeed, since∐30
i=1B
(
6
5
)
s→֒ E
(
36, 65
)
, the embedding E
(
36, 65
)
s→֒ Z(1, 6, 6) implies the
existence of an embedding
30∐
i=1
B
(
6
5
)
s→֒ Z(1, 6, 6).
But the shearing construction of Lemma 3.1.1 only leads to an embedding
30∐
i=1
B
(
6
5
)
s→֒ 36
35
Z(1, 6, 6).
Proposition 3.2.1. E
(
36, 65
)
symplectically embeds into Z(1, 6, 6).
Proof. Consider the prismification △
(
36, 65
)
×L of the ellipsoid E
(
36, 65
)
and the coprismification
C(1, 6, 6) := ((∞, 1) ∪△(6))×L  ⊂ ((∞, 1) ∪△(6)) ×L T 2
of Z(1, 6, 6). To prove the proposition, it suffices to show that
△
(
36, 65
)
×L  symplectically embeds into C(1, 6, 6).
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Figure 3.2.1: Disposing the triangle △
(
36, 65
)
in the (x1, y2)-plane
We construct this embedding by using symplectic folding. For the details
of symplectic folding, we refer to Sections 3 and 4 in [S2], which we will
closely follow in the sequel.
Place the triangle △
(
36, 65
)
in the (x1, x2)-plane such that its vertices
are the points (−1, 0),
(
−1, 65
)
and (35, 0) (see Figure 3.2.1). Since the point
(5, 1) is on the boundary of the triangle, we only have to fold the left part
of △
(
36, 65
)
into △(6) in order to realize the required embedding.
Define ℓ as the unique height of the triangle such that the distance to
the left edge is equal to 1 + ℓ (see Figure 3.2.2 (a)). One can check that
ℓ = 1 + 431 . First separate the large fibers from the small ones and connect
them by a tunnel of length ℓ using a map β × id constructed as in Step 1 of
Section 3.2 in [S2] (see Figure 3.2.2 (b)).
Now lift the fibers analogously to the procedure described in Step 3 of
Section 3.2 in [S2]. Specifically, define L as the projection of the tunnel to
the x1-axis. Take a cut-off function c over L and define the “lift” map
ϕ (x1, y1, x2, y2) :=

x1, y1 − c (x1) y2, x2 + ℓ−
x1ˆ
0
c(t)dt, y2

 .
The image of △
(
36, 65
)
×L  under ϕ is drawn in Figure 3.2.2 (c).
Now apply the folding map γ2 defined in Step 4 of Section 4.2 in [S2]
to the image of ϕ. By Lemma 4.2.1 in [S2], the “stairs” S connecting the
two “floors” F1 and F2 in Figure 3.2.2 (d) are contained in the rectangle
with horizontal edge of length ℓ, and vertical edge of length 2ℓ. One readily
computes that by our choice of ℓ, this rectangle fits into △(6). The upper
right corner of F2 is the point
(
3 + 831 , 2 +
51
155
)
, which lies in the interior
of △(6). The floor F2 thus also fits into △(6), which proves that the ellip-
soid E
(
36, 65
)
can be folded into Z(1, 6, 6) (see Figure 3.2.3).
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Figure 3.2.2: The folding construction
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Figure 3.2.3: The ellipsoid E
(
36, 65
)
can be folded into Z(1, 6, 6)
Appendix A
Computer programs
A.1 Computing c at a point a ∈ [618, 7
]
We used the computer in Lemma 2.7.4 to compute c at points pq ∈[
618 , 7
]
with q 6 39. In this section, we explain the code SolLess[a, D]
which computes for a rational number a and a natural number D all classes
(d, e;m) obstructive at a, with l(m) = l(a) and d 6 D. We have just adapted
the program SolLess[a, D] given in the Appendix of [MS] to our case. The
modules W[a], P[k], Difference[M] are exactly the same as in [MS].
W[a_] := Module[{aa = a, M, i = 2, L, u, v},
M = ContinuedFraction[aa];
L = Table[1, {j, M[[1]]}];
{u, v} = {1, aa - Floor[aa]};
While[i <= Length[M],
L = Join[L, Table[v, {j, M[[i]]}]];
{u, v} = {v, u - M[[i]] v};
i++];
Return[L]]
P[k_] := Module[{kk = k, PP, T0, i},
T0 = Table[0, {u, 1, k}];
T0p = ReplacePart[T0, 1, 1];
T1 = Table[1, {u, 1, k}];
T1m = ReplacePart[T1, 0, -1];
PP = {T0, T0p, T1, T1m};
Return[PP]]
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Difference[M_] := Module[{V = M, vN, V1, l, L = {}, D, PP,
i, j, N},
l = Length[V];
If[l == 1,
L = P[V[[1]]]
];
If[l > 1,
vN = V[[-1]];
V1 = Delete[V, -1];
D = Difference[V1];
PP = P[vN];
i = 1;
While[i <= Length[D],
j = 1;
While[j <= Length[PP],
N = Join[D[[i]], PP[[j]]];
L = Append[L, N];
j++];
i++]
];
Return[L]]
The following module Sol0[a, d] gives for a rational number a all vectors
of the form (d, d;m) with l(m) = l(a) which satisfy the Diophantine equa-
tions of Proposition 2.3.8 (i) and such that µ(d, d;m)(a) >
√
a
2 . The code
Sol1[a, d] does the same thing for a class of the form (d, d − 1;m). Note
that both modules do not verify whether the vectors reduce to (0;−1) by
repeated Cremona moves. We have just adapted the code Sol[a, d] of [MS],
using that in our case, the volume constraint is
√
a
2 instead of
√
a and that
for a class of the form (d, d;m) the Diophantine equations become∑
mi = 4d− 1,
∑
m2i = 2d
2 + 1,
and for a class of the form (d, d− 1;m), they become∑
mi = 4d− 3,
∑
m2i = 2d
2 − 2d+ 1.
Sol0[a_, d_] := Module[{aa = a, dd = d, M, F, D, i, V,
L = {}},
M = ContinuedFraction[aa];
F = Floor[((2*dd)/Sqrt[2*aa]) W[aa]];
D = Difference[M];
i = 1;
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While[i <= Length[D],
V = Sort[F + D[[i]], Greater];
SV = Sum[V[[j]], {j, 1, Length[V]}];
If[{SV, V.V} == {4*dd - 1, 2*dd^2 + 1} && V[[-1]] > 0 &&
W[aa].V/(2*dd) >= Sqrt[aa/2],
L = Append[L, V]
];
i++];
Return[{{dd, dd}, Union[L]}]]
Sol1[a_, d_] := Module[{aa = a, dd = d, M, F, D, i, V,
L = {}},
M = ContinuedFraction[aa];
F = Floor[((2*dd - 1)/Sqrt[2*aa]) W[aa]];
D = Difference[M];
i = 1;
While[i <= Length[D],
V = Sort[F + D[[i]], Greater];
SV = Sum[V[[j]], {j, 1, Length[V]}];
If[{SV, V.V} == {4*dd - 3, 2*dd^2 - 2*d + 1}
&& V[[-1]] > 0 && W[aa].V/(2*dd - 1) > Sqrt[aa/2],
L = Append[L, V]
];
i++];
Return[{{dd, dd - 1}, Union[L]}]]
Finally, we collect in the code SolLess[a, D] the vectors (d, e;m) with
l(m) = l(a) that are obstructive at a and such that d 6 D.
SolLess[a_, D_] := Module[{aa = a, DD = D, d = 1, Ld,
L = {}},
While[d <= D,
Ld = Sol0[aa, d];
If[Length[Ld[[2]]] > 0,
L = Append[L, Ld]
];
Ld = Sol1[aa, d];
If[Length[Ld[[2]]] > 0,
L = Append[L, Ld]
];
d++];
Return[L]]
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A.2 Computing c on an interval
]
6 1k+1, 6
1
k
[
with k ∈
{1, . . . 7}
In Lemma 2.7.4 we used the codes InterSolLess1[k, D] and
InterSolLess2[k, D] which give for k ∈ {1, . . . , 7} and a natural number
D, a finite list of vectors (d, e;m) with d 6 D which can potentially be ob-
structive at some a ∈
]
6 1k+1 , 6
1
k
[
. By Lemma 2.4.14, if a class (d, e;m) ∈ E
is obstructive at some point a ∈
[
618 , 7
]
, then we have three possibilities:
(i) m1 = . . . = m6,
(ii) m1 − 1 = m2 = . . . = m6,
(iii) m1 = . . . = m5 = m6 + 1.
The code InterSolLess1[k, D] treats the case (i) while the cases (ii)
and (iii) are covered by InterSolLess2[k, D]. We used the programs
Solutions[a, b] and sum[L] exactly as they were in [MS]. Solutions[a, b]
gives for a, b ∈ N all vectors m which are solution of the equations∑
mi = a,
∑
m2i = b,
and sum[L] computes the sum of the entries of a vector L.
Solutions[a_, b_]
:= Solutions[a, b, Min[a, Floor[Sqrt[b]]]]
Solutions[a_, b_, c_] :=
Module[{A = a, B = b, C = c, i, m, K, j, V, L = {}},
If[A^2 < B,
L = {}
];
If[A^2 == B,
If[A > C,
L = {},
L = {{A}}
]
];
If[A^2 > B,
i = 1;
m = Min[Floor[Sqrt[B]], C];
While[i <= m,
K = Solutions[A - i, B - i^2, i];
j = 1;
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While[j <= Length[K],
V = Prepend[K[[j]], i];
L = Append[L, V];
j++
];
i++]
];
Return[Union[L]]]
sum[L_] := Sum[L[[j]], {j, 1, Length[L]}]
A.2.1 Finding obstructive classes (d, e;m) with m1 = . . . = m6
We have adapted the modules P[k], Prelist[k, d] from [MS] to the fact
that the first six entries of m have to be equal instead of the first seven
entries as it was the case in [MS]. The module Prelist[k, d] becomes
Prelist[k, d, c] where c = 0 in the case of a class of the form (d, d;m)
and c = 1 when the class is of the form (d, d − 1;m). As before, we have
adapted the code to take into account that we have another volume con-
straint and other Diophantine equations. Note that [MS] used their Lemma
2.1.7 and Lemma 2.1.8 which are also true in our case as stated in Lemma
2.4.14 and Lemma 2.4.16.
P[k_] := Module[{kk = k, PP, T0, i},
T0 = Table[0, {i, 6 + kk}];
Tm = ReplacePart[T0, -1, -1];
Tp = ReplacePart[T0, 1, 7];
PP = {Tm, T0, Tp};
Return[PP]
]
Prelist[k_, d_, c_] :=
Module[{kk = k, dd = d, case = c, u, v, m1, M1, mx, Mx, f,
t, PP, M, MM,i = 0, j = 0, s = 1, S, T, K, l, L = {}},
u = 1/(kk + 1);
v = 1/kk;
m1 = Round[(Sqrt[2]*dd)/Sqrt[6 + v]];
M1 = Round[(Sqrt[2]*dd)/Sqrt[6 + u]];
mx = Floor[(Sqrt[2]*dd)/Sqrt[6 + v] u] - 1;
Mx = Ceiling[(Sqrt[2]*dd)/Sqrt[6 + u] v] + 1;
f = Ceiling[Sqrt[kk + 2] - 1];
t = -f;
PP = P[kk];
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While[i <= M1 - m1,
While[j <= Mx - mx,
While[s <= 3,
While[t <= f,
M = Join[Table[m1 + i, {u, 6}],
Table[mx + j, {u, kk}]];
M = M + PP[[s]];
S = Sum[M[[u]], {u, 7, 7 + kk - 1}];
M = Append[M, M[[6]] - S + t];
T = 1;
If[M == Sort[M, Greater] && M[[-1]] > 0,
T = 1, T = 0];
S = sum[M];
If[case == 0,
A = 4*dd - 1 - S;
B = 2*dd^2 + 1 - M.M;
];
If[case == 1,
A = 4*dd - 3 - S;
B = 2*dd*(dd - 1) + 1 - M.M;
];
B = 2*dd^2 + 1 - M.M;
If[Min[A, B] < 0,
T = 0];
If[T == 1,
K = Solutions[A, B, M[[-1]]];
l = 1;
While[l <= Length[K],
MM = Join[M, K[[l]]];
While[MM[[-1]] == 0,
MM = Drop[MM, -1]];
L = Append[L, MM];
l++]
];
t++];
t = -f;
s++];
s = 1;
j++];
j = 0;
i++];
Return[{{dd, dd - case}, Union[L]}]]
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As in [MS], the module InterSol[k, d, c] reduces the number of candi-
dates given by the code Prelist[k, d, c]. As before, c = 0 in the case of a
class of the form (d, d;m) and c = 1 for a class of the form (d, d − 1;m).
InterSol[k_, d_, c_] :=
Module[{kk = k, dd = d, case = c, L, M, T, K = {}, i = 1,
l, rest},
L = Prelist[kk, dd, case][[2]];
While[i <= Length[L],
M = L[[i]];
l = Length[M];
T = 1;
If[l <= 6 + kk + 2, T = 0];
If[M[[-2]] - M[[-1]] > 1, T = 0];
If[M[[-3]] > M[[-2]] + 1 && Abs[M[[-3]] - M[[-2]]
- M[[-1]]] > 1,
T = 0];
If[kk == 1 && l >= 9,
If[M[[8]] - M[[9]] > 1 && Abs[M[[7]] - (M[[8]]
+ M[[9]])] > 1,
T = 0]];
rest = Sum[M[[j]], {j, 7 + kk, l}];
If[M[[6 + kk]] - rest >= Sqrt[l - kk - 5], T = 0];
If[T == 1, K = Append[K, M]];
i++];
Return[{{dd, dd - case}, K}]]
Finally, we collect all the solutions for d 6 D in InterSolLess1[k, D].
InterSolLess1[k_, D_] := Module[{kk = k, DD = D, LL = {}, Q,
d = 1},
While[d <= DD,
Q = InterSol[kk, d, 0];
If[Length[Q[[2]]] > 0,
LL = Append[LL, Q]];
Q = InterSol[kk, d, 1];
If[Length[Q[[2]]] > 0,
LL = Append[LL, Q]];
d++];
Return[LL]]
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A.2.2 Finding obstructive classes (d, e;m) with m1 6= m6
The code InterSolLess2[k, D] gives for k ∈ {1, . . . , 7} and a natural
number D, a finite list of vectors (d, e;m) with d 6 D and m1 6= m6 which
can potentially be obstructive at some a ∈
]
6 1k+1 , 6
1
k
[
. By Lemma 2.4.15,
if a class (d, e;m) ∈ E with m1 6= m6 is obstructive at some a ∈ [6, 7[, then
necessarily d = e. Moreover, Lemma 2.4.14 shows that either m1 − 1 =
m2 = . . . = m6 or m1 = . . . = m5 = m6 + 1. Notice that the first terms of
the weight expansion of some a ∈
]
6 1k+1 , 6
1
k
[
are
(
1×6; (a− 6)×k, . . .
)
. Thus
the vector m is either of the form
(
M + 1,M×5,m×k, . . .
)
or of the form(
M, (M − 1)×5,m×k, . . .
)
. To find the vectors m of the form(
M + 1,M×5,m×k, . . .
)
, we vary M and m 6 M as long as (M + 1) +
5M + km 6 4d− 1 and (M + 1)2 + 5M2 + km2 6 2d2 + 1 and then use the
code Solutions[a, b] from [MS] to find the solutions of the equations∑
mi = 4d− 1− ((M + 1) + 5M + km) ,∑
m2i = 2d
2 − 1−
(
M + 1)2 + 5M2 + km2
)
.
The case of a solution vector m of the form
(
M, (M − 1)×5,m×k, . . .
)
is then
treated similarly.
InterSolLess2[kk_, DD_] := Module[{k = kk, D = DD, d, M, m,
Sol,i, j},
For[d = 1, d <= D, d++,
M = 1;
While[6*M + 1 <= 4*d - 1 && 6*M^2 + 2*M + 1
<= 2*d^2 + 1,
m = 1;
While[
6*M + 1 + k*m <= 4*d - 1 &&
6*M^2 + 2*M + 1 + k*m^2 <= 2*d^2 + 1 && m <= M,
Sol =
Solutions[4*d - 1 - (6*M + 1 + k*m),
2*d^2 + 1 - (6*M^2 + 2*M + 1 + k*m^2)];
If [Length[Sol] > 0,
For[i = 1, i <= Length[Sol], i++,
If[Sol[[i]][[1]] <= m,
For[j = 1, j <= k, j++,
Sol[[i]] = Prepend[Sol[[i]], m];
];
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For[j = 1, j <= 5, j++,
Sol[[i]] = Prepend[Sol[[i]], M];
];
Sol[[i]] = Prepend[Sol[[i]], M + 1];
Print[{{d, d}, Sol[[i]]}];
]
]
];
m++;
];
M++;
];
M = 1;
While[6*M - 1 <= 4*d - 1 && 6*M^2 - 2*M + 1
<= 2*d^2 + 1,
m = 1;
While[
6*M - 1 + k*m <= 4*d - 1 &&
6*M^2 - 2*M + 1 + k*m^2 <= 2*d^2 + 1 && m <= M,
Sol =
Solutions[4*d - 1 - (6*M - 1 + k*m),
2*d^2 + 1 - (6*M^2 - 2*M + 1 + k*m^2)];
If [Length[Sol] > 0,
For[i = 1, i <= Length[Sol], i++,
If[Sol[[i]][[1]] <= m,
For[j = 1, j <= k, j++,
Sol[[i]] = Prepend[Sol[[i]], m];
];
Sol[[i]] = Prepend[Sol[[i]], M - 1];
For[j = 1, j <= 5, j++,
Sol[[i]] = Prepend[Sol[[i]], M];
];
Print[{{d, d}, Sol[[i]]}];
]
]
];
m++;
];
M++;
];
]
]
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