Two central features of science are transparency and reproducibility ([@bib3]; [@bib23]; [@bib24]; [@bib28]; [@bib37]). Transparency requires scientists to publish their methodology and data so that the merit of a claim can be assessed on the basis of the evidence rather than the reputation of those making the claim. Reproducibility can refer to both the ability of others to reproduce the findings, given the original data, and to the generation of new data that supports the same conclusions. The focus of this article and project is on the latter---the replication of prior results with new data.

Despite being a defining feature of science, reproducibility is more an assumption than a practice in the present scientific ecosystem ([@bib10]; [@bib41]). Incentives for scientific achievement prioritize innovation over replication ([@bib1]; [@bib33]). Peer review tends to favor manuscripts that contain new findings over those that improve our understanding of a previously published finding. Moreover, careers are made by producing exciting new results at the frontiers of knowledge, not by verifying prior discoveries.10.7554/eLife.04333.002Figure 1.The Reproducibility Project: Cancer Biology will replicate selected experiments from a set of 50 research papers in an effort to estimate the rate of reproducibility in preclinical cancer biology research.**DOI:** [http://dx.doi.org/10.7554/eLife.04333.002](10.7554/eLife.04333.002)ILLUSTRATION: [www.claudiastocker.com](http://www.claudiastocker.com)

Reproducing prior results is challenging because of insufficient, incomplete, or inaccurate reporting of methodologies ([@bib18]; [@bib38]; [@bib44]; [@bib16]; [@bib25]). Further, a lack of information about research resources makes it difficult or impossible to determine what was used in a published study ([@bib46]). These challenges are compounded by the lack of funding support available from agencies and foundations to support replication research. When replications are performed, they are rarely published ([@bib10]; [@bib41]). A literature review in psychological science, for example, estimated that 0.15% of the published results were direct replications of prior published results ([@bib27]). Finally, reproducing analyses with prior data is difficult because researchers are often reluctant to share data, even when required by funding bodies or scientific societies ([@bib50]), and because data loss increases rapidly with time after publication ([@bib47]).

If all published results were true and their effect sizes estimated precisely, then a singular focus on innovation over verification might be inconsequential, because the effect size (which is a measure of the strength of the association between variables, or the magnitude of the differences between experimental conditions) would be reliable. In such a context, the most efficient means of knowledge accumulation would be to spend all resources on discovery and trust that each published result provided an accurate estimate of effects on which to build or extend. However, if not all published results are true and if effect sizes are misestimated, then an absence of replication and verification will lead to a published literature that misrepresents reality. The consequences of that scenario would depend on the magnitude of the misestimation.

The accumulating evidence suggests an alarming degree of misestimation. Across disciplines, most published studies demonstrate positive results---results that indicate an expected association between variables or a difference between experimental conditions ([@bib43]; [@bib11], [@bib12]). Simultaneously, across disciplines, the average power of studies to detect positive results is quite low ([@bib8]; [@bib20]; [@bib6]). In neuroscience, for example, Button et al. observed the median power of studies to be 21% ([@bib6]), which means that assuming the finding being investigated is true and accurately estimated, then only 21 of every 100 studies investigating that effect would detect statistically significant evidence for the effect. Most studies would miss detecting the true effect.

The implication of very low power is that the research literature would be filled with lots of negative results, regardless of whether the effects actually exist or not. In the case of neuroscience, assuming all investigated effects in the published literature are true, only 21% of the studies should have obtained a significant, positive result detecting that effect. However, Fanelli observed a positive result rate of 85% in neuroscience ([@bib11]). The samples in these two studies were not the same, but both were large and there is little reason to expect lack of comparability. This discrepancy between observed power and observed positive results is not statistically possible. Instead, it suggests systematic exclusion of negative results ([@bib15]) and possibly the exaggeration of positive results by employing flexibility in analytic and reporting practices that inflate the likelihood of false positives ([@bib42]).

The small amount of direct evidence about reproducibility converges with the conclusions of these systematic reviews. A survey of faculty and trainees at the MD Anderson Cancer Center found half of those researchers reported an inability to reproduce data on at least one occasion ([@bib29]). More dramatically, two industrial laboratories, Bayer and Amgen, reported reproducibility rates of 11% and 25% in two independent efforts to reproduce findings from dozens of groundbreaking basic science studies in oncology and related areas ([@bib4]; [@bib38]).

The available evidence suggests that published research is less reproducible than assumed and desired, perhaps because of an inflation of false positives and a culture of incentives that values publication over accuracy ([@bib33]), but, the evidence is incomplete. The Bayer and Amgen reports of failing to reproduce a high proportion of results provide the most direct evidence. However, neither report made available the effects investigated, the sampling process, the methodology, or the data that comprised the replication efforts ([@bib30]).

It is vitally important to obtain transparent evidence about the reproducibility of scientific research. To that end, this article introduces the [Reproducibility Project: Cancer Biology](https://osf.io/e81xl). This project will conduct replications of findings from 50 high-impact articles in the field of cancer biology published between 2010 and 2012. We selected cancer biology as the area of focus because of the Bayer and Amgen reports, and because of the direct importance of efficient progress in this research discipline for the treatment of disease. The project follows a protocol similar to the Reproducibility Project: Psychology ([@bib34], [@bib35]), and---in conjunction with *eLife*---adopts an approach in which the proposed experiments and protocols are written up in a Registered Report that is peer reviewed and published prior to data collection ([@bib7]; [@bib32]). Following completion of data collection and analysis for each study, the results of the experiments detailed in the Registered Report are published in a Replication Study.

The Reproducibility Project: Cancer Biology {#s1}
===========================================

Replicating a large number of randomly selected studies is the best approach to obtain an estimate of the rate of reproducibility. However, the current incentive structures that strongly favor innovation over replication mean that it is not in the professional interest of any individual scientist or laboratory to conduct and publish replications, particularly many replications. The Reproducibility Project: Cancer Biology circumvents these barriers by establishing a core team to design, prepare, and monitor project operations, and by spreading the data collection effort across multiple researchers and laboratories.

Selecting experiments for replication {#s1-1}
-------------------------------------

Resources are finite. Replication is not needed for findings that have no impact, but it can be of substantial value for increasing the confidence and precision of effects that have substantial impact. We identified a sampling frame that balanced breadth of sampling for general inference with sensible investment of resources on replication projects.

The sampling frame was defined as the 400 most cited papers from both Scopus and Web of Science using the search terms (cancer, onco\*, tumor\*, metasta\*, neoplas\*, malignan\*, carcino\*) for 2010, 2011, and 2012. Citations were counted from all sources, which include primary research articles and reviews. This produced an initial sample of 501 articles from 2010, 444 from 2011, and 438 from 2012. Altmetrics scores from Mendeley and [Altmetric.com](http://Altmetric.com) were collected for the entire dataset and used to create a final impact score for each paper. Citation rates and altmetric scores were each standardized by dividing each metric by the highest in the dataset to give each paper a normalized metric score between 0 and 1, which was summed to create an aggregate impact score. Within each year, articles were reviewed for inclusion eligibility starting with the highest aggregate impact article. Articles were removed if they were clinical trials, case studies, reviews, or if they required specialized samples, techniques, or equipment that would be difficult or impossible to obtain. Also, articles reporting sequencing results, such as publications from [The Cancer Genome Atlas](http://cancergenome.nih.gov) project, were excluded. However, if sequencing or proteomic experiments were only part of an article, the other experiments in those papers could still be eligible. Review of articles continued until a total of 50 articles, about one-third from each year, were identified as eligible. The final set included 17 papers from 2010, 17 from 2011, and 16 from 2012. From each paper, a subset of experiments were identified for replication, prioritizing those that support the main conclusions of the paper while also attending to feasibility and resource constraints. Details on the selection process and a list of the selected and excluded papers are available at the [Open Science Framework](https://osf.io/e81xl/wiki/studies).

There are a variety of alternative sampling strategies that could be pursued in parallel efforts such as community nomination of findings that are important to replicate, request from authors to have their published findings replicated (e.g., the [Reproducibility Initiative project](http://validation.scienceexchange.com/)), or selection of a sample from a particular journal or on a specific topic for focused investigation. The present sampling strategy focuses replication efforts on high impact papers. This could limit the generalizability of inference to all cancer biology research, but has the benefit of increasing precision and attention to the research that is shaping the field.

Preparing and conducting the replications {#s1-2}
-----------------------------------------

The replication experiments are being coordinated by a core group of researchers and conducted by research providers from the Science Exchange network. Because the network consists of over 900 labs skilled in the techniques necessary for replicating the experiments within the chosen studies, the likelihood of a failed replication due to lack of relevant expertise is minimized. The providers are matched to an experiment on the basis of their skills and available instrumentation, often with multiple providers contributing to each replication. An advantage of these labs - commercial contract research organizations (CROs) and core facilities---is that they are less likely to be biased for or against replicating the effect. This may reduce the effect of experimenter expectations on observed results ([@bib40]). However, it does not necessarily eliminate expectancy effects as the replicating researchers are aware of the original findings, and they may have expectations about whether the same result is likely to be obtained or not. Another advantage of this approach is that the time and cost of replicating an experiment via Science Exchange is less than that required to establish a collaboration with another academic lab, allowing the project to scale up efficiently.

A community of volunteers, largely composed of postdocs in the life sciences, contributed to the project by extracting information from the original papers and drafting protocols for replication experiments. Information about the project including its coordination, planning, execution, and ultimately the replication data is available publicly at the [Open Science Framework](https://osf.io/e81xl/wiki/home/). Conducting the project in an open manner increases the accountability, and ideally, the quality of the project and the replications.

A standardized procedure is followed to minimize irrelevant variation between each replication and to maximize the quality of the replication efforts. We aim to conduct the experimental procedure as closely as possible to the original experiment using the same materials and instrumentation, if available. The replication protocol requires the core team to contact the original corresponding author to request materials and any available information that could improve the quality of the replication attempt.

Each replication experiment must have high statistical power (1-ß ≥ 0.80) for observing the original effect size in order to minimize the likelihood of failing to replicate because of low power (i.e., a false negative). However, it is common in biomedical research for some experiments to be presented with representative images or graphs without any inferential testing. In these cases, we will inquire with the original authors if there are additional unpublished replications, if it is not already stated in the article, and if any details are available about the results. Further, these qualitative experiments will be replicated three times and all results will be presented. Because the original representative image presents a mean, but no variability information from sampling, it is not possible to compute a standardized effect size. Using the mean of the replication to calculate post-hoc power would be invalid for computing the needed effect size, but the variability of the three replications may be a less biased estimator. So, to determine if more than three replications are needed, we will use the original experiment for estimating the mean and the replications for estimating the variability needed to compute power. This strategy will provide an opportunity to identify the need for more sampling than the default of three. As such, it can only result in increasing the overall power of the investigation.

An easy way to fail to replicate a result is to do a terrible job of implementing the Materials and methods or conducting the data analysis. Our priority is to maximize the quality of each replication to adequately test the research question. We do this by conducting the entire project transparently so that error in sampling, design, data collection, and analysis can be identified. Moreover, replications describe in detail the entire experimental design, including controls, conditions, assay optimizations, materials, protocols, and analysis plans prior to initiating data collection. Next, a key part of matching experiments with laboratories is to identify labs with the appropriate expertise to maximize research quality. This is particularly important with new and innovative techniques, though most techniques called for in the selected experiments are standard techniques for which expertise is widely available. As experiments are matched to labs, it is possible that no appropriate service provider can be identified. If appropriate expertise is not available, then the finding or paper will be excluded from the project.

Once the experimental designs and protocols are prepared, the core team solicits feedback from the original authors to identify ways to improve the design. Author input is incorporated into the designs and protocols prior to data collection; suggestions or concerns from the original authors that are not implemented are recorded in the Registered Report. The replication team will also conduct a literature review for evidence of existing replications although, as noted above, direct replication is likely to be rare. Existing published evidence for replication might indicate the likelihood of reproducing the original results.

Registered Reports {#s1-3}
------------------

In addition to the informal information exchange between the core team and the original authors, each study will undergo peer review prior to data collection following the Registered Report format ([@bib7]; [@bib32]). Peer reviewers at *eLife,* including subject experts and a statistician, will evaluate the appropriateness and quality of the experimental designs and protocols for replication, as described in the Registered Report. If the Registered Report passes peer review, it will be published prior to data collection. Publication of the Replication Study is then contingent on the replication team following through with the approved design, data collection, and analysis plan; publication of the Replication Study is not contingent on the results. This places the incentives for the replication team and the reviewers on maximizing the quality of methodology and minimizes incentives for achieving a specific result.

The accepted experimental designs and protocols described in the Registered Report will be preregistered publicly at the [Open Science Framework](http://osf.io/) and the Registered Report for each study will be published by *eLife* before any experiments are performed. Following completion of data collection and analysis the Replication Study will be published by *eLife* with all data, analysis scripts, reports, and other research materials added to the project on the Open Science Framework for the research community to view, critique, or extend. The collected body of evidence will be the largest public dataset for investigating reproducibility in cancer biology.

Evaluation of reproducibility {#s2}
=============================

What is a successful replication? A seemingly easy answer is that the replication produces the same result as the original. However, few results are easily categorized as either the same or different. One approach is to consider whether the replication achieves a p-value of less than 0.05 with the same direction of association or ordinal ranking between conditions as the original. This provides some information but still treats experimental outputs dichotomously, with an arbitrary significance threshold. For example, the above approach would classify a replication with p = 0.06 as a failure. An alternative approach in the null hypothesis significance testing framework is to treat the original effect size as the null and test whether the replication is significantly different from that value. This provides complementary information to the first approach because effects can succeed or fail on one or both tests. For example, a replication with p = 0.06 fails the first test but may not be distinguishable from the original on the second test.

Another approach is to compare the effect sizes of the original and replication studies and to then compare whether the estimates are within each other\'s confidence intervals. This starts to move the inference process away from dichotomous classification and toward estimating effect magnitude and precision of estimation. In another approach, the totality of evidence for an effect is represented by the meta-analytic estimate combining the original and new experiments. This combines all evidence and provides an indication of the present knowledge of the effect.

There is no single answer to the question 'what is a successful replication?' ([@bib45]). As such, we will report multiple indicators of comparison and combination of original and replication effects in order to gain a better understanding of the findings examined and of reproducibility more generally.

What will and will not be learned {#s2-1}
---------------------------------

The primary goals of this project are to produce an initial estimate of the reproducibility of cancer biology research and to identify predictors of reproducibility. These are big questions for one study to address. Nevertheless, the results will provide an initial empirical basis to evaluate reproducibility and may help guide the broader discussion about reproducibility toward areas of significant challenge, productive areas for further inquiry, and possible interventions for improvement. Given the importance of these questions, it is important to recognize what will and will not be learned from the results of the Reproducibility Project: Cancer Biology.

Does a failure to replicate mean that the original result was a false positive? {#s2-2}
-------------------------------------------------------------------------------

No. There are many reasons that two studies of the same phenomenon could obtain different results, and only one of those is that the original was a false positive. The project design minimizes but does not eliminate the possibility of other explanations such as the replication being a false negative due to insufficient power, error in analysis, differences in statistical methods, or error in the design and implementation of the study procedures such as reagent variability/lack of validation, unintentional selective reporting, lack of appropriate controls, lack of equipment calibration, or unrecognized experimental variables ([@bib20]; [@bib31]; [@bib26]; [@bib17]; [@bib39]; [@bib46]; [@bib19]; [@bib22]; [@bib36]).

Other causes for different research outcomes between original and replication have implications for understanding the phenomenon itself. For instance, the original effect may be real but overestimated by the original study. As such, replication may provide new insight, not of the truth of the effect, but of its practical implications. Another reason for different outcomes is that the conditions necessary to obtain the result are not yet understood. Together the replication protocol and peer review of the Registered Report are intended to produce an experimental design for which there is no reason to expect a priori a different result than the original. Those expectations are based on the present theoretical understanding of how and why the effect occurs. However, that understanding may be incorrect or incomplete. Particular features of the original experimental protocol might be critical but unidentified. Therefore, if there is no reason to expect a different result, and a different result is obtained, then differences between the original and replication deemed previously to be non-consequential are now targets for hypothesizing and investigation. This may produce new discoveries and enhance understanding of the effect, the conditions necessary to obtain it, and its implications for biology. This type of discovery is unlikely to occur without direct replication.

Does a successful replication mean that the original interpretation is correct? {#s2-3}
-------------------------------------------------------------------------------

No. Successful direct replication can verify that a result can be obtained and establishes some generalizability by showing that it can be obtained in different circumstances. However, direct replication does not confirm the interpretation of the result. For example, if an original design has an unidentified confounding influence, then the direct replication is also likely to be influenced by that confound.

Developing understanding for the meaning of research findings is often clarified more productively through conceptual replication ([@bib41]). In direct replication the original methodology is reproduced as faithfully as possible; in conceptual replication the original research question is tested again with different methods. Conceptual replication can include changes to the model system used, leveraging a new technology or improved procedure, or an operational change to the manipulation or measurement of critical variables. Such changes are done to remove alternative explanations and demonstrate that the phenomenon is not idiosyncratic to the original procedures. Conceptual replication is as vital for gaining understanding of an effect as direct replication is for increasing confidence that the effect occurs.

Conclusion {#s3}
==========

Replication is central to the progress of science: if others cannot reproduce the evidence backing a scientific claim, then the claim loses status as scientific knowledge. This process differentiates science from other ways of knowing for which the power, authority, ideology, or persuasiveness of the person making the claim determines its truth.

The Reproducibility Project: Cancer Biology uses an open methodology to examine reproducibility in cancer biology research. The implications of the project may depend on its outcomes. A high rate of reproducibility might affirm current research and reporting practices, which may suggest that the potentially dysfunctional incentives in the present ecosystem are relatively inert (See [@bib22] for a review). On the other hand, a low rate of reproducibility might foster changes by researchers, scientific societies, universities, publishers, and funding agencies to improve research practices and to adjust the training and incentives that maintain them ([@bib21]; [@bib25]; [@bib28a]; [@bib33]; [@bib49]; [@bib48]; [@bib1]; [@bib2]; [@bib9]).

Self-examination is not without challenge. A low reproducibility estimate might prompt concern that the reputation of cancer biology research will be damaged ([@bib5]). However, we believe that there is much greater risk in having a low reproducibility rate and failing to discover it. Science can only self-correct if there is awareness of what needs correcting. If reproducibility is much lower than expected, then the generation of new knowledge will suffer because it is difficult to pursue innovation and discovery if the foundation of evidence is not reliable ([@bib13]). A culture that values and practices reproducible science can push out the boundaries of knowledge with confidence that new discoveries have potential to lead to new knowledge and, in the case of cancer biology, cures to one of the greatest challenges to human health.
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Decision letter

eLife posts the editorial decision letter and author response on a selection of the published articles (subject to the approval of the authors). An edited version of the letter sent to the authors after peer review is shown, indicating the substantive concerns or comments; minor concerns are not usually shown. Reviewers have the opportunity to discuss the decision before the letter is sent (see [review process](http://elifesciences.org/review-process)). Similarly, the author response typically shows only responses to the major concerns raised by the reviewers.

Thank you for sending your work entitled "An open investigation of the reproducibility of cancer biology research" for consideration as a Feature article at *eLife*. Your article has been favorably evaluated by Sean Morrison (Senior editor), 3 reviewers from our Senior editors and Board of Reviewing Editors (including Charles Sawyers and Joan Massague), and our Features editor.

The Senior editor and the reviewers discussed their comments before we reached this decision, and the Senior editor has assembled the following comments to help you prepare a revised submission.

The reviewers were supportive of this project and believe that this introduction to the reproducibility project will be helpful for the readership of *eLife*. We would ask the authors to consider the following points, and to make minor revisions to the text of the article to address these issues.

1\) Why the cancer field was chosen for the replication project should be made clear at the outset. Is this field more prone to publication of data that are not reproducible? One assumes that this choice was made because of the recent pharma reports in which they claimed that they could only replicate ∼20% of a selected set of papers that reported new cancer drug targets. As Errington et al. point out, the data on which the pharma claims were based were not reported and it is therefore hard to evaluate them, and, as others have said, pharma is increasingly relying on NIH-funded academic labs to do the basic research to uncover new drug targets, instead of carrying out target discovery in their own groups, when they would not have this issue!

2\) How many of the 50 selected cancer papers have in effect been "replicated" by subsequent publications on the same topic? Would this analysis require a more sophisticated analysis by an expert in the field? Of course, it is also important to note that "me too" studies commonly claim to replicate high impact observations as a way of publishing follow-on observations. Therefore, skepticism is warranted about claims of replication. Nonetheless, it would be worthwhile to indicate what fraction of the 50 papers have ostensibly been "replicated" in studies that claimed to directly test a major conclusion. We would appreciate the authors' comments on whether it would be possible to include a table showing these data. Feel free to discuss with Sean Morrison if that would be helpful.

3\) It is true that exact replication is rarely carried out, but it is unfair to say that innovation is required for publication. Perhaps, in the so-called high profile journals innovation is a criterion, but for most journals in order to be published papers have to report an advance in our understanding of a subject but do not have to be innovative in the normal sense of the word.

4\) It would be worth pointing out that in most cases US federal agencies will not award grants for basic research proposals whose goal is simply to replicate, and therefore it would be hard to fund such work even if one wanted to do so.

5\) The discussion about "power" is confusing (i.e. 21% power to detect a positive result). Perhaps the authors can provide an example (real or hypothetical) to make this point. Currently it is too abstract for most readers.

6\) How many of the citations that were tallied in selecting the 50 highly cited papers for replication were in primary research articles as opposed to reviews? Arguably, reviews should have been discounted, and this might have generated a different set of "high impact" papers to replicate.

7\) In the spirit of openness, please include a link to a spreadsheet or other file that includes the 50 papers and their citation rates and altmetric scores.

8\) With regard to the discussion about the need for power factors, molecular biology experiments (e.g. sequencing, proteomics, pulldowns) often do not have a real power factor or quantification, and it is not clear how the validity of such data will be evaluated (see next point).

9\) The one situation where results should have been replicated is in the lab that published the initial report, and there should be some mechanism for asking the labs how many times a particular experiment was repeated by different lab members. In some papers, one sees statements in the figure legends indicating how many times an experiment was done with similar results (sometimes in response to a reviewer), and in figures where statistical analysis is used this is usually accompanied by an indication of whether the replicates were obtained within the same experiment or between experiments.

10\) While it is true that CROs and core services may not have a bias regarding what results to expect, they can or will know what was claimed in the paper describing the experiments they are replicating, which could introduce a hidden bias. Moreover, there is a concern about whether core facilities or CROs necessarily have the expertise to reproduce claims based on innovative techniques, potentially techniques developed in the laboratories that published the original claims. This concern does not necessarily undermine the overall effort, but is worth explicitly addressing.

11\) The rationale for selecting the papers is well described and defensible, but it may be worth considering the fact that there are always some highly visible papers published in every field where others have trouble reproducing the work but they never publish the failure to replicate. Perhaps these papers will be chosen by the current method but it may be useful to survey a field for papers that investigators would like to see replicated. I suspect there would be a few that rise up to the top and have great impact on the field if not reproduced. That does not need to be done in the context of the current article, but perhaps worth noting that different approaches could be used in future to identify the controversial articles containing ideas that could be blocking the development of fields.

10.7554/eLife.04333.004

Author response

*1) Why the cancer field was chosen for the replication project should be made clear at the outset. Is this field more prone to publication of data that are not reproducible? One assumes that this choice was made because of the recent pharma reports in which they claimed that they could only replicate ∼20% of a selected set of papers that reported new cancer drug targets. As Errington et al. point out, the data on which the pharma claims were based were not reported and it is therefore hard to evaluate them, and, as others have said, pharma is increasingly relying on NIH-funded academic labs to do the basic research to uncover new drug targets, instead of carrying out target discovery in their own groups*, *when they would not have this issue!*

We added the following to clarify why we selected cancer biology for investigation: "We selected cancer biology as the area of focus because of the Bayer and Amgen reports, and because of the direct importance of efficient progress in this research discipline for the treatment of disease."

*2) How many of the 50 selected cancer papers have in effect been "replicated" by subsequent publications on the same topic? Would this analysis require a more sophisticated analysis by an expert in the field? Of course, it is also important to note that "me too" studies commonly claim to replicate high impact observations as a way of publishing follow-on observations. Therefore, skepticism is warranted about claims of replication. Nonetheless, it would be worthwhile to indicate what fraction of the 50 papers have ostensibly been "replicated" in studies that claimed to directly test a major conclusion. We would appreciate the authors' comments on whether it would be possible to include a table showing these data. Feel free to discuss with Sean Morrison if that would be helpful*.

We agree that this is an important question. For each of the replication papers, preparation of the Registered Report proposal includes a review of the literature for existing replications and the impact of the original findings on further research. This review is time-intensive and will not be completed until all of the Registered Reports have been prepared and submitted to *eLife*. As such, the suggested table will not be available until the final report of the Reproducibility Project: Cancer Biology in which we will summarize the aggregate results across all the studies. We will include the suggested table in that final report. We have added the following sentence: "The replication team will also conduct a literature review for evidence of existing replications although, as noted above, direct replication is likely to be rare. Existing published evidence for replication might indicate the likelihood of reproducing the original results."

*3) It is true that exact replication is rarely carried out, but it is unfair to say that innovation is required for publication. Perhaps, in the so-called high profile journals innovation is a criterion, but for most journals in order to be published papers have to report an advance in our understanding of a subject but do not have to be innovative in the normal sense of the word*.

We modified the text to address this point. It now reads, "Incentives for scientific achievement prioritize innovation over replication ([@bib1]; [@bib33]). Peer review tends to favor manuscripts that contain new findings over those that improve our understanding of a previously published finding. Moreover, careers are made by producing exciting new results at the frontiers of knowledge, not by verifying prior discoveries."

*4) It would be worth pointing out that in most cases US federal agencies will not award grants for basic research proposals whose goal is simply to replicate, and therefore it would be hard to fund such work even if one wanted to do so*.

Agreed. That has been added with the following: "These challenges are compounded by the lack of funding support available from agencies and foundations to support replication research."

*5) The discussion about "power" is confusing (i.e. 21% power to detect a positive result). Perhaps the authors can provide an example (real or hypothetical) to make this point. Currently it is too abstract for most readers*.

We added explanation of the meaning of power and its implications for understanding the positive result rate. The text now reads: "In neuroscience, for example, Button et al. observed the median power of studies to be 21% ([@bib6]), which means that assuming the finding being investigated is true and accurately estimated, then only 21 of every 100 studies investigating that effect would detect statistically significant evidence for the effect. \[...\] This discrepancy between observed power and observed positive results is not statistically possible. Instead, it suggests systematic exclusion of negative results ([@bib15]) and possibly the exaggeration of positive results by employing flexibility in analytic and reporting practices that inflate the likelihood of false positives ([@bib42])."

*6) How many of the citations that were tallied in selecting the 50 highly cited papers for replication were in primary research articles as opposed to reviews? Arguably, reviews should have been discounted, and this might have generated a different set of "high impact" papers to replicate*.

We used total citation count from the various sources. Thus, some of the citing articles could be reviews. It would be interesting to know how much the list would differ if review citations were excluded, but with present search technologies it would be very laborious to assess that at the present scale. We clarify the citation counting process, noting: "Citations were counted from all sources, which include primary research articles and reviews."

*7) In the spirit of openness, please include a link to a spreadsheet or other file that includes the 50 papers and their citation rates and altmetric scores*.

Yes, that spreadsheet is available on the OSF project page (<http://osf.io/e81xl/studies>), and we have added a link to the file in the manuscript: "Details on the selection process and a list of the selected and excluded papers are available at the [Open Science Framework](http://osf.io/e81xl/wiki/studies)."

*8) With regard to the discussion about the need for power factors, molecular biology experiments (e.g. sequencing, proteomics, pulldowns) often do not have a real power factor or quantification, and it is not clear how the validity of such data will be evaluated (see next point)*.

We agree that this is a point worth clarifying. Sequencing and proteomics studies and experiments are excluded from this investigation because of the challenges identified by the reviewers. We added a note on this: "Also, articles reporting sequencing results, such as publications from The Cancer Genome Atlas project, were excluded. However, if sequencing or proteomic experiments were only part of an article, the other experiments in those papers could still be eligible."

It is true that pulldowns are often not quantified and usually evaluated as present/not present. However, they can be quantified and usually generate very large effect sizes. We will address pulldown studies that do not have inferential tests or effect sizes in the original reports by following the approach described in the text.

*9) The one situation where results should have been replicated is in the lab that published the initial report, and there should be some mechanism for asking the labs how many times a particular experiment was repeated by different lab members. In some papers, one sees statements in the figure legends indicating how many times an experiment was done with similar results (sometimes in response to a reviewer), and in figures where statistical analysis is used this is usually accompanied by an indication of whether the replicates were obtained within the same experiment or between experiments*.

Agreed. We have added a note that we will investigate whether there are additional replications available that are not noted in the original article: "In these cases, we will inquire with the original authors if there are additional unpublished replications, if it is not already stated in the article, and if any details are available about the results."

*10) While it is true that CROs and core services may not have a bias regarding what results to expect, they can or will know what was claimed in the paper describing the experiments they are replicating, which could introduce a hidden bias. Moreover, there is a concern about whether core facilities or CROs necessarily have the expertise to reproduce claims based on innovative techniques, potentially techniques developed in the laboratories that published the original claims. This concern does not necessarily undermine the overall effort, but is worth explicitly addressing*.

We agree that our original statement was too strong. For the first part of this comment, we revised our statement to the following: "An advantage of these labs -- commercial contract research organizations (CROs) and core facilities -- is that they are less likely to be biased for or against replicating the effect. This may reduce the effect of experimenter expectations on observed results ([@bib40]). However, it does not necessarily eliminate expectancy effects as the replicating researchers are aware of the original findings, and they may have expectations about whether the same result is likely to be obtained or not."

For the second part of this comment, we added the following:

"Articles were removed if they were clinical trials, case studies, reviews, or if they required specialized samples, techniques, or equipment that would be difficult or impossible to obtain."

Also: "Next, a key part of matching experiments with laboratories is to identify labs with the appropriate expertise to maximize research quality. This is particularly important with new and innovative techniques, though most techniques called for in the selected experiments are standard techniques for which expertise is widely available. As experiments are matched to labs, it is possible that no appropriate service provider can be identified. If appropriate expertise is not available, then the finding or paper will be excluded from the project."

*11) The rationale for selecting the papers is well described and defensible, but it may be worth considering the fact that there are always some highly visible papers published in every field where others have trouble reproducing the work but they never publish the failure to replicate. Perhaps these papers will be chosen by the current method but it may be useful to survey a field for papers that investigators would like to see replicated. I suspect there would be a few that rise up to the top and have great impact on the field if not reproduced. That does not need to be done in the context of the current article, but perhaps worth noting that different approaches could be used in future to identify the controversial articles containing ideas that could be blocking the development of fields*.

We agree. Our selection method is one of many reasonable approaches. We added a note of possible alternatives for future research with the following comment: "There are a variety of alternative sampling strategies that could be pursued in parallel efforts such as community nomination of findings that are important to replicate, request for authors to have their published findings replicated (e.g., the [Reproducibility Initiative project](http://validation.scienceexchange.com/)), or selection of a sample from a particular journal or on a specific topic for focused investigation."
