The aim of this paper is to solve an inverse source problem for parabolic equations. This is the problem to reconstruct a source term from external observations. Our method to solve this inverse source problem consists of two stages. We first establish an equation of the derivative of the solution to the parabolic equation with respect to the time variable. Then, in the second stage, we solve this equation by the quasi-reversibility method. The inverse source problem considered in this paper is the linearization of a nonlinear coefficient inverse problem. Hence, iteratively solving the inverse source problem provides the numerical solution to that coefficient inverse problem. Numerical results for the inverse source problem under consideration and the corresponding nonlinear coefficient inverse problem are presented.
Introduction
The area of inverse source problems has many applications and it, therefore, attracts the attention of the scientific community, see e.g., [10, 9, 11, 12, 13, 21, 23, 24, 25] . The solutions of inverse source problems can be used to directly detect the source even when the source is inactive after a certain time. Here, we name some examples. In the case of the parabolic equation, the problem plays an important role in identifying the pollution sources in a river or a lake [10] . In the case of elliptic equations, the inverse source problem has applications in electroencephalography [1, 9] . In the case that the data are generated by an acoustic source, the governing equation is the hyperbolic one and the problem addresses ultrasonics imaging and photoacoustic tomography [1, 9] . In this paper, we propose a numerical method to solve an inverse source problem for parabolic equations. This problem is the linearization of a nonlinear coefficient inverse problem. Therefore, we can use it to solve a coefficient inverse problem.
Let Ω be a bounded domain in R d , d ≥ 1, with smooth boundary ∂Ω. Let c be a function in the class C 1 (Ω). Consider the function u = u(x, t), x ∈ Ω, t > 0 that is governed by the following initial value problem    u t (x, t) = Au(x, t) + f (x, t)p(x) x ∈ Ω, t > 0, u(x, t) = 0
x ∈ ∂Ω, t > 0, u(x, 0) = 0
x ∈ Ω (1.1)
where A is an elliptic operator independent of the time and f (x, t)p(x) is the source function. The aim of this paper is to solve the following inverse source problem. for all x ∈ ∂Ω and t ∈ [0, T ].
The uniqueness of Problem 1.1 when the source function is a combination of some Dirac functions is confirmed in [10] and a numerical method to reconstruct this source is studied in [2] . We also draw the reader to the conditional stability in [15, 22] . In the case when the governing equation is the heat equation and the source function does not depend on the second variable, a reconstruction formula is provided in [23] . In the current paper, we introduce the following approach to solve Problem 1.1. We derive from a governing equation a new equation involving only one unknown. The solution to that equation will directly provide the knowledge of the desired source function. However, that equation is not a standard partial differential equation. In fact, it involves the initial condition of itself. A theory to solve this partial differential equation is not available yet. To solve this equation, we employ the quasi-reversibility method. This method was first introduced by Lattès and Lions [20] . It is used to computed numerical solutions to ill-posed problems for partial differential equations. Due to its strength, since then, the quasi-reversibility method attracts the great attention of the scientific community see e.g., [3, 4, 5, 6, 7, 8, 14, 18, 16, 24] . We refer the reader to [17] for a survey on this method. The solutions of partial differential equations due to the quasi-reversibility method are called regularized solution in the theory of ill-posed problems [26] . The convergence of the regularized solution to the true one for three main types of partial differential equations is well-known [17] . Recently, in [24] , the second author proved a Lipchitz convergence of quasi-reversibility method for the hyperbolic operator that involves Volterra integrals. The proof for a Lipchitz convergence of the quasi-reversibility method for the parabolic operator including the initial condition when this initial condition takes some particular forms will be proved in our near future publication.
An application of the inverse source problem in this paper is to solve a coefficient inverse problem for the heat equation when the initial data at {t = 0}. Given an initial guess of the coefficient, we show that our inverse source problem is a linear "perturbation" of that nonlinear coefficient inverse problem near that initial guess. Hence, by repeatedly solving our inverse source problem, we can obtain the solution to the coefficient inverse problem, see Section 5 for details.
The paper is organized as follows. We propose an algorithm to solve Problem 1.1 in Section 2. Next, in Section 3, we present the details about the implementation of our algorithm. In Section 4, we show some numerical solutions to the inverse source problem. In Section 5, we solve the nonlinear coefficient inverse problem from which the inverse source problem above arises. Section 6 is for concluding remarks.
The inversion method
Define the function v(x, t) = u t (x, t) for all x ∈ Ω, t ∈ (0, T ).
Since A does not depend on t, it follows from the partial differential equation
for all x ∈ Ω, t ∈ (0, T ). The initial condition for the function v can be computed as 
Remark 2.1. We consider the function G t (x, t) as our "indirect" data. In this paper, we test our method with noisy data G t (x, t) = G t (x, t)(1 + δ(−1 + 2rand)) where δ is the noise level and rand is the uniformly distributed random number taking values in [0, 1]. In this paper, δ = 0%, 5% and 10%.
Assume that v is known. Then, the desired function p is computed via (2.2). However, due to the presence of the term v(x, 0), equation (2.3), together with the lateral data in (2.4), is not a standard partial differential equation. A theortical method to solve it is not yet available. We solve (2.3) and (2.4) by the quasi-reversibility method. Define the operator
. Given > 0, we minimize the functional
subject to the constraints in (2.4).
The following proposition guarantees that J has a unique minimizer in H.
is nonempty. Then, for each > 0, the function J has a unique minimizer in H.
The proof of this proposition follows closely the proof of Proposition 4.1 in [24] . We therefore do not repeat it here.
Our method to solve Problem 1.1 is summarized in Algorithm 1. In practice, we implement Algorithm 1 in the finite difference scheme. We present the implementation of Algorithm 1 with the finite difference method in the Section 3.
Algorithm 1
The procedure to solve Problem 1.1
3) and (2.4) by the quasi-reversibility method; i.e., minimizing J , 0 < 1, subject to the constraints in (2.4) . The obtained minimizer is denoted by the function v(x, t),
3 The finite difference method to find the regularized solution
In this section, the domain Ω is set to be a square in R 2 ; i.e,
where R is a positive number. Let N x and N t be positive integers.
We define a set of grid points on Ω
and define a uniform partition on the time domain [0, T ] as
For the simplicity in implementation, in this section, we modify the H 3 norm in the regularization term in (2.6) to the H 1 norm. In other words,
The finite difference version of J , still named as J , reads
Here, L dx,dt is the approximation of L in the finite difference scheme and ∇ dx is the finite difference gradient. From now on, for the simplicity and to minimize the effort of writing computational code, we consider the case
for some function c in L ∞ (Ω). In this case,
, whose n th entry is given by
Then, we can rewrite (3.2) as
1. the nn th entry D nn is given by 1 dt + 4
The finite difference version of J , defined in (3.1), becomes
Hence, due to (3.3), since v is a minimizer of J , v satisfies the equation
We next consider the boundary conditions for v in (2.4). In the finite difference scheme, the first condition in (2.4) reads for l = 1, 2, . . . , N t + 1, v(x i , y j , t l ) = 0 for all i ∈ {1, N x + 1} and j ∈ {1, 2, . . . , N x + 1} or i ∈ {1, . . . , N x + 1} and j ∈ {1, N x + 1}. Therefore, due to (3.3), we can write this condition as
where K 1 is defined as follows. For l ∈ {1, 2, . . . , N t + 1},
2. the other entries of K 1 are 0.
The second condition in (2.4) is rewritten as
where the vector g is the lineup version of the data G t g n = G t (x i , y j , t l ) n = (i − 1)(N x + 1)(N t + 1) + (j − 1)(N t + 1) + l for all i ∈ {1, N x + 1} and j ∈ {1, 2, . . . , N x + 1} or i ∈ {1, . . . , N x + 1} and j ∈ {1, N x + 1} and the matrix K 2 is defined as follows. For all l ∈ {1, 2, . . . , N t + 1},
. . , N x }, j = 1 and m = (i − 1)(N x + 1)(N t + 1) + (j + 1 − 1)(N t + 1) + l; 5. the nm th entry of K 2 is − 1 dx if n = (i−1)(N x +1)(N t +1)+(j−1)(N t +1)+l for i ∈ {2, . . . , N x }, j = N x + 1 and m = (i − 1)(N x + 1)(N t + 1) + (j − 1 − 1)(N t + 1) + l;
6. the other entries of K 2 are 0.
Combining (3.5), (3.6) and (3.7), we obtain
Since is a small number, it is acceptable that we modify the equation above by a more "stable" one 
Remark 3.1 (The choice of ). We observe numerically that if is larger than 10 −5 , the reconstructed images of the source function are good but the reconstructed values are low and if < 10 −9 , our method breaks down. We choose = 10 −8 in all our numerical tests. Note that this choice of is independent of the noise level, which is, in practice, supposed to be unknown.
The analysis in this section is summarized in the following proposition. 
Numerical results
We test our numerical method when R = 1 and Ω, therefore, is (−1, 1) 2 . Also, we choose T = 0.2, see the Remark 4.1 for this choice of T . Remark 4.1 (Choose T ). We numerically choose T by examining the L 2 norm of the data G t (x, t) on ∂Ω as a function in T . Define
The graph of the function γ is displayed in Figure 1 , showing that the data is largest on [0, 0.2]. This means the data contains most important information about the source in this interval. We therefore choose T = 0.2 for all of our numerical tests.
We chose N x = 100 and N t = 60 in this section. In all tests, the known function f is chosen as
and the known function c(x) is set to be c(x) = 0.2|x| 2 x ∈ Ω.
In this section, we show the following numerical results. Figure 1 : The graph of the function t → G t (·, t) L 2 (∂Ω) where G is the function computed from the true source function in Test 1. We observe that the indirect data G t contains most information on (0, 0.2).
1. Test 1. In this test, the true source function p true is smooth and given by
The numerical result for this test is displayed in Figure 2 .
It is evident that our method well reconstructs the source function p true . The location and shape of the circular "inclusion" can be identified. The true maximum value of the inclusion is 1. The reconstructed maximum value of the inclusion is computed with small errors. When δ = 0%, max x∈Ω p comp (x) = 0.991 and the coresponding relative error is 0.9%. When δ = 5%, max x∈Ω p comp (x) = 0.976 and the coresponding relative error is 2.4%. When δ = 10%, max x∈Ω p comp (x) = 1.048 and the coresponding relative error is 4.8%.
2. Test 2. We test our method for the case when p true is given by the smooth function In this test, the true source function has a negative "inclusion" and a positive one. The numerical results for this test are displayed in Figure 3 . The true and computed local extreme values of the source function at two inclusions are displayed in Table 1 . This table show that our method is stable with respect to noise.
3. Test 3. We next check the case when the source function is not smooth. In this case, we consider the piecewise constant function
(4.1)
The graph of the function p true has two "inclusions" with different shapes, a disk and an ellipse. The graphs of the true and computed source function are displayed in Figure 4 . The reconstruction of the image of the source function in this test is acceptable. Table 2 shows the strength of our method in the sense that we can reconstruct the values of those two inclusions with acceptable error. 
x ∈ ∂Ω, t > 0, u(x, 0) = g(x)
x ∈ Ω.
(5.1)
Assume that the initial condition g(x) > 0 for all x ∈ Ω and the boundary condition g 1 satisfying g 1 (x, 0) = g(x) for all x in ∂Ω. Consider the following nonlinear inverse problem. for all x ∈ ∂Ω, t ∈ [0, T ].
Consider the circumstance that an initial guess for the function c, named as c 0 , is known. Then, we write c(x) = c 0 (x) + p(x).
Denote by the function u 0 (x) the solution of (5.1) with c 0 replacing c and let w = u − u 0 . It is not hard to see that
Since c 0 is an initial guess of c, we can replace the function u in the differential equation in (5.2) above by u 0 to obtain
which leads to a particular case of Problem 1.1 with f = u 0 . We can compute p(x) and therefore c(x) via solving Problem 1.1 for the heat equation (5.3). Denoting the computed c(x) by c 1 (x) and let u 1 (x, t) be the solution to (5.1) with c = c 1 . We then find c 2 by solving Problem 1.1 for the heat equation (5.3) with u 1 replacing u 0 . The process is repeated to compute c 3 , c 4 , . . . and we choose c comp = c n * when n * is a fixed positive integer. We summarize this numerical method to compute c in Algorithm 2.
Algorithm 2
The procedure to solve Problem 5.1
1: Set u 0 as the solution to (5.1) with c 0 replacing c. 2: Assume, by induction, that we know c n (x) and u n (x, t), x ∈ Ω, t ∈ [0, T ]. We find c n+1 and u n+1 as follows. 3: Compute the Neuman data G n (x, t) = F (x, t) − ∂ n u n (x, t) for all x ∈ ∂Ω, t ∈ [0, T ]. 4: Solve Problem 1.1 with f (x, t) = u n (x, t) and G(x, t) = G n (x, t) by Algorithm 1 to obtain a function p n (x). Set c n+1 (x) = c 0 + p n (x). 5: Choose c comp = c n * where n * is chosen by numerical experiment. In this section, we set n * = 20.
We perform a numerical result due to Algorithm 2 below. We apply Algorithm 2 to the case when c true = 1 + p true when p true is the characteristic function of the letter Σ. We display the obtained numerical results in Figure 6 . The reconstructed image "Σ" meets the expectation. The reconstructed maximal value of the coefficient c is acceptable, relative error 11.36%.
Concluding remarks
In this paper, we have proposed a method to solve an inverse source problem for parabolic equations. To this end, we derived an equation whose solution directly provides the desired solution of our inverse source problem. However, this equation is not a standard parabolic equation. A theory to solve it is not yet available. We therefore employ the quasi-reversibility method to find its solution. Since the inverse source problem in this paper is a linearization of a nonlinear coefficient inverse problem, we use the proposed method to establish an iterative method to solve that nonlinear coefficient inverse problem. Numerical results were presented. Figure 6 : Numerical solution to the coefficient inverse problem. The true and reconstructed coefficients c and the recursive relative difference with respect to the L ∞ norm for the iterations 1, 2, . . . , 20. The reconstructed maximal value of c comp is 2.2271, relative error 11.36%.
