Abstract-We focus on a particular type of multi-criteria aggregation imperative called prioritized aggregation. This imperative is characteristic of situations where lack of satisfaction for criteria denoted as higher priority cannot be compensated by increased satisfaction for those denoted as lower priority.
I. INTRODUCTION
Many applications involve the selection of an alternative, from a collection of alternatives, based on the satisfaction of a collection of criteria, C = {C 1 , C 2 , . . . , C n }. In this process, for each alternative x we first find its satisfaction level for the individual criterion, C j (x), and then aggregate these to obtain a fused overall score for the alternative. These overall scores are then used to select between the alternatives. The process used for combining the individual criteria satisfactions is determined by what is called the aggregation imperative. The aggregation imperative is a description of how the individual criteria satisfactions should be combined to obtain the overall score. This is typically provided by the responsible decision maker. This description can be provided in many different ways depending upon the disposition and capabilities of the relevant decision maker.
In [1] Yager considered one class of aggregation imperatives, called prioritized aggregation. Intuitively, the meaning of the term prioritization as used here reflects the situation where lack of satisfaction of higher priority criteria cannot be compensated for by satisfaction of lower priority criteria. For example, in many decision processes, security has high priority in the sense that we are reluctant to trade-off a decrease in security for a benefit in some other criteria.
Even in database retrieval we can have a prioritization of the criteria. For example, when looking for an employee having a particular skill we may also desire that they live in a particular part of the country. However, the required skill has priority over the location of their residence. Thus if we find somebody with the right skills, their living in the right part of country will increase their value. However if they don't have the right skills, being in the right part of the country will not compensate. A linguistic formulation that often conveys this prioritized aggregation imperative is the expression, "I want criterion A and if possible I also want criterion B."
In [1] - [3] Yager, using this prioritized aggregation operator (PAO), provided a formal mechanism for implementing this type of imperative. In [4] Yager suggested a second mechanism for formulations for implementing this type of prioritized aggregation. This second approach was based on an integral type aggregation ( [5] ) such as the Choquet integral ( [5] - [7] ) that uses a monotonic set measure to convey the prioritized imperative. Of particular interest here is the formulation of the monotone set measure used to convey the desire for prioritized aggregation. In order to get a deeper understanding of this type of set measure we investigate the Shapley index ( [8] , [9] ) for this measure.
II. MEASURE GUIDED CRITERIA AGGREGATION OPERATORS
It is well known that one can use a monotonic set measure, also referred to as a fuzzy measure, to express our imperative as to the relationship between multiple criteria ( [5] - [7] ). Let Let us look at some typical examples of measures that can be associated with multi-criteria problems. The first is a basic additive measure. Here, we associate with each criterion
Using this we obtain for each subset B ⊆ C a measure value
Here we are essentially assigning an importance weight to each criterion, µ(
Closely related to this is what we refer to as a quasi-additive measure. Here we associate with the space C of criteria a collection S 1 , . . . , S r of subsets. We further associate with
Here we are giving an importance weight α j to getting satisfaction for any criteria in S j . We emphasize that the S j need not be disjoint and their union need not cover C. A related measure is one in which we define
Here we are giving an importance weight of α j to getting satisfaction for all criteria in S j . Another class of measures is the class of cardinality-based measures. These are closely related to the OWA operator ( [10] ). Here we have a collection of values
Using these values we define a measure µ by µ(B) = V |B| where |B| is the cardinality of the set B. One notable example of this is the case V j = 0 for all j ̸ = q and V q = 1. The finite Choquet integral ( [5] - [7] ) can be used to provide an aggregation function based on a set measure µ describing the relationship among the criteria. Assume we have criteria C = {C 1 , . . . , C q } and a measure µ on C. Let a i = C i (x) ∈ [0, 1] indicate the satisfaction of the criterion C i by the alternative x. The overall satisfaction by x of the criteria, C(x), can be obtained using the finite Choquet integral as
where ind(j) is the index of the j th largest a i and H j = {C ind (1) , . . . , C ind(j) }, the j most satisfied criteria. We let H 0 = ∅ by convention.
We shall now observe some general properties of this aggregation. Let us first denote µ(H j )−µ(H j−1 ) = w j . Using this we have
It can be shown that the w j lie in the unit interval and sum up to one. It follows that C(x) is bounded,
This also implies that this aggregation is idempotent-if all C j (x) = a then C(x) = a. It is also well established that the type of Choquet integral is monotonic, and if
III. PRIORITIZED MEASURE FOR MULTI-CRITERIA AGGREGATION
We shall now provide a formulation of a prioritized type aggregation using a monotonic set measure. Assume the criteria C = {C 1 , . . . , C q } are prioritized so that
In the following we provide a measure to capture this prioritization. We first define
We associate with each subset L j the value j/q and define a measure µ such that
We see that for any subset A, µ(A) equals j/q where L j is the largest of the L k contained in A. We note that the µ(L j ) = j/q and hence µ(C) = 1 and µ(∅) = 0. We also observe that for any subset A, if C 1 / ∈ A then G j (A) = 0 for all j and hence µ(A) = 0.
Let us now use the Choquet integral to obtain an aggregation using this prioritized measure. Here then for any alternative x we let C i (x) be its satisfaction of criterion C i and let C(x) be its overall satisfaction. Thus,
As in Section II, we let ind be the function satisfying ind(j) is the index of the j th largest C i (x). Using this, we have
where H j = {C ind(1) , . . . , C ind(j) }. Thus H j is the collection of the j criteria with the largest satisfactions. Letting w j = µ(H j ) − µ(H j−1 ) we have, as before,
Let us now look at some properties of this type of aggregation in the case of this priority measure. Consider first the case where ind(j) = j. Here the satisfactions are ordered the same as the priority. In this case
It is the average of the individual criteria satisfactions. Consider now the case where C 1 (x) has the least satisfaction. Here C 1 / ∈ H j for j = 1 to q − 1 and C 1 ∈ H q . In this case µ(H j ) = 0 for j = 1 to q − 1 and µ(H q ) = 1. Here then C(x) = C 1 (x). Since C 1 (x) = Min j {C j (x)} then C(x) = Min j {C j (x)}. So here it is the smallest value, C 1 (x). We note that if C 1 (x) = 0 then, independent of the other satisfactions, C(x) = 0. In addition we see that if C 1 (x) = a and all other C j (x) = 1 then we still get C(x) = a.
Consider now the more general case where C 1 (x) is the p th largest level of satisfaction. Here we see for j = 1 to p − 1 that C 1 / ∈ H j , and hence µ(H j ) = 0 for j = 1 to p − 1. This means w j = 0 for j = 1 to p − 1. From this we conclude that
Furthermore since for j = p + 1 to q, C ind(j) (x) ≤ C 1 (x), we have
Thus it is always the case with this prioritized aggregation and this monotonic set measure, that
that is, the satisfaction level of the most important criterion always dominates.
IV. SHAPLEY VALUE OF THE PRIORITIZED MEASURE
In Section III we introduced a measure µ to convey a prioritized aggregation in which C 1 > C 2 > C 3 > · · · > C q . In order to get a deeper understanding of this type of measure we shall look at the Shapley index associated with this measure.
Given a collection of criteria C = {C 1 , C 2 , ..., C q } and a fuzzy measure µ : 2
where |A| denotes the cardinality of A. The Shapley index φ q (j) provides a kind of measure of the importance of the criterion C j in the aggregation process. That is, Shapley values are calculated for fuzzy measures in order to give some indication of the importance of each singleton.
As before, let
} .
In the case of this measure µ, the formula for computing Shapley values can be rewritten in terms of the indices 1, 2, ..., q, yielding a simpler formula. This formula is given in the following theorem.
Theorem 1:
The general formula for φ q (i) and for the measure µ defined above is
We look at q −j +1 cases. In each case but the last,
and |A| ≤ q − 2. In the last case, |A| = q − 1.
and |A| = q − 1.
The first sum is ∑ Lj−1⊆A⊆C\{Cj ,Cj+1}
The upshot of all this is that for 1 ≤ j ≤ q − 1,
A computer algebra system gives the following simplification:
from which we infer that, for 1 ≤ j < q, φ q (j) = It is easy to show directly that φ q (q) = 1/q 2 . Here we investigated the implementation of a prioritized type aggregation operator using an integral type aggregation. Central to this approach was the use of a set measure to convey the prioritized imperative. With the aid of the Shapley index we see this prioritization manifested by the monotonically decreasing nature of the Shapley values associated with this measure.
