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Vol. III: Linear Algebra
With the year 2000 being elected \The World Mathematical Year", the Journal of Computational
and Applied Mathematics decided to publish a series of volumes dedicated to various disciplines
of applied mathematics and numerical analysis. The series received the ambitious title \Numerical
Analysis in the 20th Century" and contains seven volumes of which the present one is devoted to
\Linear Algebra".
From the early days of scientic computing, numerical linear algebra has been driven by the
necessity to be able to solve linear systems, to solve eigenproblems, and to understand the meaning
of the results. Because many of these problems have to be solved repeatedly in other computational
problems, the algorithms have to be robust and as fast as possible. This has led to much activity,
and other than only developing algorithms on demand, the involved research has been equally intel-
lectually challenging as in other sciences. The behavior of algorithms under rounding errors was a
great source of inspiration for the further development of perturbation theory.
Also, the possibility and the necessity to solve larger problems has led to algorithms for the
reduction of the information to lower dimensional subspaces. The theories of iterative methods have
been pushed forward by curiosity-driven research as well as by strong pressure from applications.
Numerical analysis and numerical linear algebra in particular, have strongly contributed to the
giant leaps that could be made, in scientic computing in recent decades. The scientic problems
that can be solved nowadays are bigger by many orders of magnitude than those that could be
solved, say, some 30 years ago. Roughly, half of the increased computational power must be at-
tributed to improved algorithms, and the other half has been made possible by the increase of
computational speeds in hardware. This impressive increase in scale of computation has led to more
complicated applications and this in turn has led to more complicated numerical linear algebra prob-
lems, such as Kronecker structures, highly nonnormal matrices, ill-posed problems, nonlinear eigen-
problems, etc.
At this point in time, we can conclude that numerical linear algebra has reached a certain level
of maturity. There is a solid theoretical basis for the study of various phenomena and the theory
is still in ux. There have been times, not so long ago, when leading researchers believed that the
theory for this area was more or less complete and that further progress in scientic computing
was simply a matter of scaling. Simply stated: one had only to increase the order of the problem
and to implement the well-known algorithms eciently on modern computers. It has turned out that
this was a too simple and too pessimistic point of view. Not only have we seen new challenging
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xproblems, but also the rapidly growing problem sizes led to new algorithms. Even parallel processing
led to new classes of problems, such as domain decomposition techniques.
Research in numerical linear algebra is active as ever before and witnesses many new develop-
ments. As a consequence, we collected in this volume some survey and=or tutorial papers, that illus-
trate the current high level of knowledge and progress, as well as papers with emerging or promising
ideas. In order to cover most research areas of linear algebra, we invited leading researchers to sub-
mit a paper in their respective eld of interest. Our initial list of invitations contained 30 names, well
spread over the areas that we considered as being most representative for Numerical Linear Algebra.
The response was quite impressive as can be seen below. In hindsight with respect to our original
list, the only major topics missing on the nal list are error analysis, perturbation analysis, and the
Krylov methods for eigenproblems. Impressive progress has been made in these areas and we wish
to mention Wilkinson’s book \The Algebraic Eigenvalue Problem" as a landmark in numerical linear
algebra.
All papers have been refereed in the usual way, and it was certainly a surprise for us that the
whole process could be completed almost as scheduled. The involvement of the leading researchers
in numerical linear algebra is nicely illustrated by the observation that most of those who could not
nd time to write a contribution helped us in the refereeing process.
This volume starts with two historical surveys, one on iterative methods for linear systems, by
Y. Saad and H. van der Vorst, and the other on eigenproblems, written by G. Golub and H. van
der Vorst.
These two surveys cover the major developments that have taken place in the twentieth century.
The reader may nd interesting details on how the major algorithmic developments evolved in time.
The two papers contain many references, which may serve as starting points for further research in
these areas (including the \missing" topics mentioned before).
The papers in this volume can be roughly subdivided into the following groups:
1. Eigenproblems (including SVD)
The papers in this group reect established as well as current research. The QR methods represent
a success story in numerical linear algebra. In these methods, we see various ideas that click
together in an algorithm that leads to very fast and robust algorithms. D. Watkins presents new
views on QR-like methods for the eigenproblem, which leads to a better understanding of how
the various approaches are related.
C. Van Loan shows that Kronecker products do occur in many contexts of linear algebra and he
gives a nice survey on the topic. Preconditioning for eigenproblems, that is the idea to solve nearby
easier problems in order to get good starting values for iterative solution procedures, is currently
an important research topic. This aspect is taken care of in a contribution by R. Morgan. An
important problem, related to stability, is how to compute the eigenvalues of tridiagonal matrices.
B. Parlett gives a brief motivation for the new class of tridiagonal eigensolvers and shows that
the key feature here is to represent them as a product of two bidiagonals.
I. Ipsen has contributed a paper on the separation of invariant subspaces of complex ma-
trices. This is an interesting problem, in particular when classical eigenvector computations
are suspect because of small mutual angles. An alternative approach for studying sensitivity
in eigenproblems, the theory of pseudo-spectra, is not represented in our collection of papers.
We refer to the discussion in the Golub-van der Vorst paper for further background and
information.
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The Jacobi{Davidson method is a relatively new branch in the tree of eigenproblem solvers.
The underlying idea permits to attack non-standard eigenproblems, such as polynomial
eigenproblems. A. Sameh and Z. Tong show that a variant of the trace minimization algorithm
is related to the Jacobi{Davidson method and they present a numerical comparison.
2. Linear systems
This has traditionally been the core business of numerical linear algebra, with more emphasis
on iterative approaches during the last few decades of the past century. The current issues are
represented by the following contributions. A. Hadjidimos highlights the SOR methods, which
have played a dominant role in iterative solution approaches for a long time. D. Szyld and A.
Pfrommer consider asynchronous iteration methods, inspired by parallel processing possibilities.
Iterative techniques, based on the block-Lanczos algorithm, for the computation of solution
paths for continuation problems are discussed by D. Calvetti and L. Reichel.
Two dierent views on the Lanczos method are discussed in a paper by C. Brezinski, M.
Redivo{Zaglia, and H. Sadok: the matrix approach and the formal orthogonal polynomial ap-
proach. This leads to convenient treatment of breakdowns in the two-sided Lanczos method for
unsymmetric linear systems.
Minimal residual methods (including GMRES) are powerful tools for the iterative solution of
large linear systems. A common approach is to restart them when the storage requirements or
CPU-time per iteration becomes too high. M. Eiermann, O. Ernst, and O. Schneider present an
analysis for ecient restarting techniques.
Preconditioning has always been an essential ingredient for many iterative methods. In the
1990s, the concept of sparse approximate inverses became popular. R. Bridson and W.-P. Tang
consider renement techniques for this way of preconditioning. This includes symbolic factoriza-
tion algorithms, reorderings, and blocking techniques.
Parallel aspects of the popular conjugate gradients method, for problems related to nite element
discretization techniques, are discussed in a paper by G. Rodrigue, J. Koning and D. White.
Many of the large-scale linear problems originate from PDEs, and the study of such systems
has signicant overlap with research in numerical analysis. Multigrid methods is one particular
area where insights from linear algebra and analysis merge fruitfully. T. Chan and J. Wan survey
robust multigrid methods for elliptic PDEs with non-smooth coecients. They highlight how to
recover the usual multigrid eciency for this more dicult class of problems.
The paper by G. Poole and L. Neal on pivoting strategies for direct linear solution methods
goes back to the basics. These pivoting strategies and relevant for exploiting the possibilities of
modern computer architectures.
3. Miscellaneous problems
As we have stated before, numerical linear algebra plays an important role in many other research
elds and scientic applications. V. Mehrmann and H. Xu give a compact survey of some key
numerical linear algebra problems of control theory and discuss the new developments in the area.
R. Freund describes how to use Krylov subspace methods for generating reduced-order models
of linear electric circuits.
D. Calvetti, S. Morigi, L. Reichel and F. Sgallari present existing and new iterative methods
for the determination of the Tikhonov regularization parameter for classes of ill-posed problems.
D. O’Leary’s paper gives a good impression on how numerical linear algebra has intruded
other research areas. She discusses, in particular, the role of linear algebra in Optimization.
xii
Imaging problems give rise to large linear systems for reconstruction from ray tracing infor-
mation. Computational problems, related to image reconstruction in Adaptive Optics Imaging, are
discussed in a paper by R. Plemmons and V. Pauca.
4. Software
Numerical linear algebra has a long tradition in high-quality software. This started with the fa-
mous Wilkinson{Reinsch collection, which formed the basis for well-known packages such as
EISPACK, LINPACK, and, more recently, LAPACK and ScaLAPACK. This has been very im-
portant for the current popularity and inuence of our research area. J. Dongarra and V. Eijkhout
present an overview of the linear algebra algorithms for which mature software is available.
Modern computer architectures have had a signicant impact on the design of linear algebra
software, and the linear algebra algorithms have, in turn, inuenced the design of computer ar-
chitectures. Think, for instance, of the famous LINPACK benchmark. I. Du discusses the trends
and current problems related to high-performance computing.
We would like to thank all the people who have contributed to the successful completion of this
volume: Luc Wuytack for taking the initiative and for inviting us to be the editors, the authors
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