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Abstract
In this thesis, the emerging field of higher gauge theory will be discussed, partic-
ularly in relation to problems arising in M-theory, such as selfdual strings and the
so-called (2,0) theory. This thesis will begin with a Nahm-like construction for selfd-
ual strings using loop space, the space of loops on spacetime. This construction maps
solutions of the Basu-Harvey equation, the BPS equation arising in the description
of multiple M2-branes, to solutions of a selfdual string equation on loop space. Fur-
thermore, all ingredients of the construction reduce to those of the ordinary Nahm
construction when compactified on a circle with all loops restricted to those wrap-
ping the circle. The rest of this thesis, however, will not involve loop space. We will
see a Nahm-like construction for the case of infinitely many selfdual strings, sus-
pended between two M5-branes. This is possible since the limit taken renders the
fields describing the M5-branes abelian. This avoids the problem which the rest of
this thesis focuses on: What fields describe multiple M5-branes? The answer is likely
to involve higher gauge theory, a categorification of gauge theory which describes the
parallel transport of extended objects. Any theories which involves 3-algebras, in-
cluding current M2-brane models and the Lambert-Papageorgakis M5-brane model,
are examples of higher gauge theories. Recently, a class of models with N = (1, 0)
supersymmetry have been found, with significant overlap with algebraic structures
in higher gauge theory. This overlap suggests that the full N = (2, 0) theory could
involve semistrict L∞-algebras. Finally, we will see some explicit selfdual string
solutions, which may fit into these frameworks.
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“Who knows anything”
-Archimedes
The sword in the stone
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Chapter 1
Introduction
M-theory is arguably the best candidate for a theory of everything, a theory which
would explain all repeatable experiments. M-theory’s biggest riddle at the mo-
ment is the low-energy effective description of M5-branes. This theory will be a
six dimensional superconformal field theory with N = (2, 0) supersymmetry. For
supergravity reasons, it should exhibit an N3 scaling of degrees of freedom when
describing N M5-branes, as well as reducing to five dimensional super Yang-Mills
when one dimension is compactified.
The theory describing a single M5-brane is well known. It is an abelian theory
with a two-form potential B, whose field strength H := dB is selfdual. This is
an example of a higher gauge theory. Ordinary gauge theory (Yang-Mills) can
be thought of as describing the parallel transport of points. Higher gauge theory
describes the parallel transport of extended objects (strings, surfaces etc.). This
makes sense from a physical point of view since the endpoints of strings on D-branes,
giving rise to Yang-Mills theory, are now replaced with the ends of M2-branes on
the M5-brane, giving rise to higher gauge theory.
The challenge now is to develop a non-abelian theory which would describe mul-
tiple M5-branes. This would involve, at the very least, supersymmetry transforma-
tions, gauge transformations and equations of motion for the relevant fields.
Whatever algebraic structures appear, this new field theory will lie at the heart
of a web of dualities, it will open up new fields of mathematics and it will fill a gap as
the last low-energy effective description of a brane in String/M-theory. Furthermore,
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it could provide another CFT for an AdS/CFT correspondence.
We will see in this thesis how selfdual strings will play an important role in devel-
oping clues relevant to this riddle. Selfdual strings are configurations of M2-branes
ending on M5-branes, similar to D1-D3-brane configurations corresponding to mag-
netic monopoles. When the M2-branes end on the M5-branes along a straight line,
the system is half BPS. A thorough understanding of these BPS states will tell us
about the algebraic structures relevant to M5-branes as well as part of the fermionic
supersymmetry transformation. It may also be possible to generalize the ADHM
and ADHMN constructions to M-theory. The existence of these constructions seems
plausible given the recent twistor constructions with full N = (2, 0) supersymmetry
in the context of higher gauge theory. Furthermore, selfdual strings should also
provide a solution to the problem of quantizing the three-sphere, similarly to the
Meyers effect for magnetic monopole configurations, in which quantized two-spheres
appear.
Chapter 2 will begin with an ADHMN-like transform for selfdual strings on loop
space, the space of loops in spacetime. This will be based on my first paper with
my supervisor [102]. The main result is the construction of a transform between
solutions of the M2-brane BPS-equation, known as the Basu-Harvey equation, and
solutions of the loop space equation
F(µσ)(ντ) =
￿
εµνκλx˙
κ(σ)D(λτ)Φ
￿
(στ)
− Γch
￿
x˙µ(σ)D(ντ)Φ+ x˙ν(σ)D(µτ)Φ− δµν x˙κ(σ)D(κτ)Φ
￿
[στ ]
, (1.1)
where x ∈ L 4 denotes a loop on 4, the loop space covariant derivative is D(µσ) =
δ
δxµ(σ) +A(µσ), the fields take values in g = u(N)+⊕ u(N)− with Γch(λ±) := ±λ± for
λ± ∈ u±(N) and (·)(στ) and (·)[στ ] denote symmetrization and antisymmetrization
in loop parameters σ and τ , respectively.
Chapter 3 will then take us out of loop space and we will see an ADHMN-like
transform for the special case of infinitely many M2-branes [67]. That is a transform
3
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between solutions of
dtµ
ds
= εµνκλ{tν , tκ, tλ} , (1.2)
where t ∈ C∞(M) and M is a three-dimensional manifold equipped with a Nambu-
Poisson bracket {·, ·, ·}, and solutions of
h = ∗dφ , (1.3)
on 4, where h,φ take values in u(1) and satisfy certain conditions. This is a direct
generalization of a transform involving infinitely many su(2) monopoles which relates
solutions of
dti
ds
= εijk{tj, tk} , (1.4)
where t ∈ C∞(M) and M is a two-dimensional manifold equipped with a Poisson
bracket {·, ·}, to solutions of
f = ∗dφ , (1.5)
on 3, where f,φ take values in u(1) and satisfy certain conditions.
We will then see in chapter 4 that M5-brane models and also M2-brane models
can be regarded as higher gauge theories. This covers the two letters [103, 106].
First we will show that the 3-algebras of M2-brane models are a subset of differential
crossed modules and hence Lie 2-algebras, which are two term L∞-algebras (or strong
homotopy Lie algebras). This will allow us to view models involving 3-algebras in
the language of higher gauge theory and discuss issues such as fake curvature etc.
For this we will need to go one step further in categorification, to Lie 3-algebras, or
three term L∞-algebras.
Higher gauge theories have a significant overlap with a recently developed set of
field theories with just N = (1, 0) supersymmetry, shown in [105]. This relationship
will be explored in chapter 5. The algebraic structure found in these models are
unlike any others found in the literature, however they form a subset of L∞-algebras.
Interestingly, the Lie 2-algebra known as string appears as an example for which
explicit selfdual string solutions in these models have been constructed1.
1Note that the fields describing a single M5-brane can also be thought of as living in string.
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The final chapter of this thesis, based on [104], will then cover some explicit
solutions for selfdual strings based on the 3-algebra A4, as well as so-called higher
instanton solutions. Unfortunately, the systems of equations we will consider ap-
pear to be under-constrained and admit infinitely many solutions. These solutions,
however, provide concrete examples for configurations which, when viewed as prin-
cipal 2-bundles have non-vanishing fake curvature F ￿= 0, yet, when embedded into
principal 3-bundle, satisfy the fake curvature condition F = 0.
This thesis explores many open problems concerning higher gauge theory and M-
theory, which I believe will be solved in the next few years. This is an exciting time,
in which mathematical considerations are applied to physics to reveal potentially
fundamental properties of nature and the universe.
5
Chapter 2
Loop space selfdual strings
In recent years, problems related to finding an effective description of the M2- and
M5-branes of M-theory received growing attention. In particular, Bagger-Lambert
and independently Gustavsson (BLG) developed an N = 8 supersymmetric Chern-
Simons matter theory [20, 63], which is a good candidate for an effective description
of stacks of two M2-branes [94]. Soon after, Aharony, Bergman, Jafferis and Malda-
cena (ABJM) proposed a generalization of this model that is conjectured to provide
an effective description of stacks of arbitrarily many M2-branes [3]. In favor of this
conjecture speak many results, in particular the reproduction of the peculiar N3/2
scaling of degrees of freedom with the number N of M2-branes [51].
The corresponding effective description of stacks of M5-branes, however, is much
less clear. It is therefore interesting to look at a configuration of M-branes, which
exhibits a duality between the M2-brane and the M5-brane theories. Recall that in
type IIB superstring theory, there exists such a duality for a configuration of stacks
of D1-branes ending on D3-branes. From the point of view of the D1-branes, this
configuration is effectively described by the Nahm equation. The description from
the perspective of the D3-branes is given by the Bogomolny monopole equation.
Both are linked by the so-called Nahm transform, which maps solutions to the
Nahm equation to solutions to the Bogomolny monopole equation and vice versa.
The construction of monopole solutions from solutions to the Nahm equation is
also known as the Atiyah-Drinfeld-Hitchin-Manin-Nahm (ADHMN) construction
[98, 99, 70].
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Lifting this D-brane configuration to M-theory, one arrives at a stack of M2-
branes ending on a stack of M5-branes. The lift of the Nahm equation yields the
Basu-Harvey equation [24], while the lift of the Bogomolny monopole equation for
gauge group U(1) yields the selfdual string equation [75]. One would therefore
expect an ADHMN-like construction linking solutions to the Basu-Harvey equation
to selfdual string solitons. For a stack of one or two M2-branes ending on a single
M5-brane, this construction was indeed found in [118].
Interestingly, the lift of the various components in the ADHMN construction
very naturally motivates a transition to loop space, in which the selfdual string
equation takes the form of a gauge theory equation. It first appears inconvenient to
work with an infinite-dimensional base space, but this description has also several
advantages. In particular, the selfdual string equation in its original form involves
a selfdual three-form and describes only the abelian situation of a single M5-brane.
On loop space, however, the corresponding gauge theory equation can be trivially
rendered nonabelian and the resulting equation was conjectured in [118] to describe
M2-branes ending on multiple M5-branes. Further evidence for this was obtained
in [108]: Here, a set of supersymmetric equations for a 3-Lie algebra (2,0) tensor
multiplet [82], which might capture some aspects of M5-brane dynamics, was shown
to have a natural interpretation on loop space. The resulting BPS equation was
found to be precisely the nonabelian extension of the selfdual string equation on
loop space. Moreover, the construction of [118] could be straightforwardly extended
to the nonabelian case.
The ADHMN-like constructions of [118] and [108] may be conjectured to capture
stacks of n ≤ 2 M2-branes ending on arbitrarily many M5-branes. The limitation
to n ≤ 2 arises, because the constructions start from the Basu-Harvey equation
based on 3-Lie algebras. In this chapter, we will discuss the extension to arbitrary
n. Correspondingly, we will have to switch to the BPS equation for the ABJM
model, that is to a Basu-Harvey equation based on hermitian 3-algebras [19]. We
will also consider the BPS equation of a N = 2 supersymmetric deformation of
the BLG model based on real 3-algebras [35]. In both cases, we will demonstrate
7
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how solutions to the respective Basu-Harvey equations can be used to construct
solutions to the nonabelian selfdual string equation on loop space. We will see
various explicit examples of such solutions, as well as corresponding solutions to the
Bogomolny monopole equation in the D-brane picture.
We will also extend the constructions of [118, 108] in another way: These con-
structions were formulated on the correspondence space of the transgression, which
is the Cartesian product of the loop space and S1. Moreover, a reduced differential
operator was introduced on correspondence space to guarantee that the transgres-
sion was invertible on local abelian gerbes. Here, we will work directly on loop space
and use the actual loop space exterior derivative in the construction of the gauge
field strength. This leads to a slightly different selfdual string equation on loop space
compared to that of [118, 108] and it seems that in the abelian case, the loop space
description of selfdual strings is richer than the direct description on space-time.
Interestingly, the fields arising in the construction take values in the gauge al-
gebra u(N)+ ⊕ u(N)−. This gauge algebra naturally arises as the associated Lie
algebra of certain hermitian 3-algebras, cf. appendix A. The fact that 3-algebras
might underly the gauge algebra of an effective description of M5-branes has been
used successfully e.g. in [82]. The gauge algebra we will find fits very well within
this picture and its reinterpretation on loop space [108].
There are a few open questions arising from the results. The first one concerns
a quantization of S3 by quantizing its loop space, cf. e.g. [119, 120]: We will employ
a Dirac operator containing parameterized loops in the construction. In particular,
it contains the expression γµν
￿
dτxµ(τ)x˙ν(τ), where xµ(τ) with τ ∈ [0, 2π) encodes
a parameterized loop and x˙(τ) is the tangent vector to this loop. A homogeneity
argument then suggest that the solutions to the Basu-Harvey equations used in the
construction of the Dirac operator should also be dependent on the loop parameter.
This would imply that these solutions form coordinates on the quantized loop space
of S3. These ideas should be developed in more detail, as they might also yield
infinite-dimensional Euclidean 3-Lie algebras, which are not as restrictive as the
finite dimensional ones.
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Second, recall that by dimensionally reducing the Nahm equation and “dimen-
sionally oxidizing” the Bogomolny monopole equation, one obtains1 the Nahm-dual
pair appearing in the ADHM construction of instantons. It is conceivable that a
similar reduction/oxidation procedure could work for the Basu-Harvey equation and
the selfdual string equation on loop space, even though the M-brane interpretation
is not immediately obvious.
And third, it would be interesting to “push forward” the interpretation of the
3-Lie algebra (2,0) tensor multiplet of [108] from the correspondence space to loop
space.
2.1 Monopoles and selfdual strings
2.1.1 Brane interpretation
Monopoles of charge n in super Yang-Mills theory with gauge group U(N) on 3
can be interpreted as stacks of n D1-branes ending on stacks of N D3-branes in type
IIB superstring theory as follows [50, 134]:
0 1 2 3 4 5 6 . . .
D1 × ￿
D3 × × × ×
(2.1)
An × indicates a direction that is fully contained in the brane’s worldvolume, while a
￿ indicates that the brane’s worldvolume is bounded in this direction. We work with
Cartesian coordinates x0, . . . , x6 on 1,6 and use the identification s = x6 through-
out. The D-brane configuration (2.1) is a BPS configuration, and the corresponding
time-independent BPS equation in the effective description of the D3-branes is the
Bogomolny monopole equation2
F := dA+ 12 [A,A] = ∗DΦ . (2.2)
1Up to certain terms in the ADHM equation.
2For simplicity the Yang-Mills coupling constant is set to e = 1, however it will be reintroduced
in the following chapter.
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Here, F denotes the u(N)-valued curvature of the connection D := d + A ￿, and
Φ is the Higgs field in the adjoint representation of u(N). The latter describes
fluctuations of the D3-branes parallel to the worldvolume of the D1-branes. The
time-independent BPS equation on the D1-brane, which gives rise to a dual descrip-
tion, is the Nahm equation
d
ds
T i = 12ε
ijk[T j, T k] . (2.3)
The T i are scalar fields taking values in the adjoint of u(n). They describe the
transverse fluctuations of the D1-branes parallel to the worldvolume of the D3-
branes. The duality between (2.2) and (2.3) is a special Fourier-Mukai transform,
which we will discuss in some detail in section 2.1.2.
The D-brane configuration (2.1) can be lifted to M-theory by T-dualizing along
the x5-direction and interpreting x4 as the M-theory direction. The resulting con-
figuration is
M 0 1 2 3 4 5 6
M2 × × ￿
M5 × × × × × ×
(2.4)
This configuration is again a BPS configuration. Contrary to the case of monopoles,
the corresponding BPS equation in the effective description of the M5-branes is
known only for a single M5-brane, i.e. for N = 1. This is the so-called selfdual
string equation [75]
H = ∗dΦ (2.5a)
or in components
Hµνκ = εµνκλ∂λΦ , µ, ν,κ,λ = 1, . . . , 4 . (2.5b)
Due to the selfduality of H, i.e. Hµνκ =
1
3!εµνκρστH
ρστ , it follows that
H05µ = −∂µΦ . (2.5c)
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As a time-independent BPS equation in the effective description of the M2-branes,
Basu and Harvey [24] suggested the equation
d
ds
T µ = 13!ε
µνκλ[T ν , T κ, T λ] , T µ ∈ A , (2.6)
which is a natural extension of the SO(3)-symmetric Nahm equation (2.3) describing
the SO(3)-symmetric configuration (2.1) to the SO(4)-symmetric situation (2.4).
Here, the T µ are scalar fields taking values in the 3-Lie algebra3 A. They describe
transverse fluctuations of the M2-branes parallel to the worldvolume of the M5-
branes.
2.1.2 The ADHMN construction of monopoles
Roughly speaking, the ADHMN construction of monopoles is a Fourier-Mukai trans-
form over a dual pair of degenerate tori T 4D1 and Tˆ
4
D3 with radii being either infinite
or zero. In the D-brane picture (2.1), the degenerate torus T 4D1 =
1 corresponds to
the worldvolume of the D1-branes, while its dual Tˆ 4D3 =
3 is to be identified with
the D3-branes’ worldvolume.
To perform this transform, we start from a special solution to the Nahm equation
(2.3). Such a solution is given by a triplet of antihermitian scalar fields T i over an
open interval I ￿ taking values in the Lie algebra u(n). Here, I is to be identified
with the spatial part of the worldvolume of the D1-branes in configuration (2.1). The
finite boundaries of I correspond to locations of D3-branes. We demand that T i has
simple poles at such finite boundary points of the interval. Moreover, the residues
of the solution at these points have to form an irreducible representation of su(2) of
dimension n.
From this solution, one constructs a Dirac operator ∇/ s,x : W 1,20 (I)⊗ 2⊗ n →
W 0,2(I)⊗ 2⊗ n. Here, W n,2 denotes the Sobolev space of functions on I, which
are square integrable up to their nth derivative and the subscript 0 implies that the
functions vanish at finite boundaries of I, cf. [70]. Explicitly, the Dirac operator
3See appendix A for definitions and conventions related to 3-algebras.
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and its adjoint read as
∇/ s,x = −
d
ds
+σi⊗(iT i+xi n) with ∇¯/ s,x :=
d
ds
+σi⊗(iT i+xi n) , (2.7)
where the xi are the Cartesian coordinates on 3 = T 4D3. Their appearance reflects
the twist by the Poincare´ line bundle in the Fourier-Mukai transform [127]. The fact
that the T i form a solution to the Nahm equation is equivalent to
∆s,x := ∇¯/ s,x∇/ s,x > 0 and [∆s,x, σi ⊗ n] = 0 . (2.8)
From the normalized zero modes ψas,x ∈ W 0,2(I) ⊗ 2 ⊗ n, a = 1, . . . , N , of ∇¯/ s,x
satisfying
∇¯/ s,xψas,x = 0 , N = dim (ker∇¯/ s,x) and δab =
￿
I
ds ψ¯as,xψ
b
s,x , (2.9)
one can construct the following u(N)-valued gauge potential and Higgs field on T 4D3:
(Ai)
ab :=
￿
I
ds ψ¯as,x
∂
∂xi
ψbs,x and Φ
ab := −i
￿
I
ds ψ¯as,x sψ
b
s,x . (2.10)
Inversely, given fields satisfying the Bogomolny monopole equation (2.2), a Dirac
operator, zero modes and Nahm data can be constructed. This inverse transform is
again a special case of the Fourier-Mukai transform [127].
Using the relations (2.8), it is straightforward to show that the fields (2.10)
indeed satisfy the Bogomolny monopole equation (2.2). We perform a very similar
computation in the case of selfdual strings below. Two explicit examples of this
construction are reviewed in section 2.1.4.
2.1.3 Examples of solutions to the Nahm equation
For the simplest case n = 1, the Nahm data are given by a triplet of constants
T i ∈ which describe the position of the center of mass of the monopole. In
general, the components proportional to n give this position, which we set to zero
in this section, restricting the fields T i to su(n) and fixing the center at the origin.
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For N = 1, the Nahm data live on an interval of the form (−∞, v) or (v,∞) with
a simple pole at s = v. The family of spherically symmetric solutions, corresponding
to n coincident D1-branes ending on a single D3-brane, is given by
T i =
ei
s− v , (2.11)
where the ei form a n-dimensional irreducible representation of su(2).
This configuration is known as a fuzzy funnel [47]: Each point of the worldvolume
of the D1-brane polarizes into a fuzzy or noncommutative S2 whose radius diverges
at s = v. The fuzzy funnel describes a transition between D1-branes and D3-branes
with a partially noncommutative worldvolume.
To obtain more general solutions to the Nahm equations, we consider the ansatz
T i = fi(s)ei, with no sum over i. This ansatz was first suggested in [99], and it
produces the most general solution for n ≤ 2. It reduces the Nahm equations (2.3)
to
d
ds
f1 = −f2f3 , d
ds
f2 = −f1f3 , d
ds
f3 = −f1f2 . (2.12)
This system of equations is a special case of the Euler-Poinsot equations describing
a spinning top in 3 dimensions. There are two constants of motion, related to the
mass and energy of the spinning top: a = f 22 − f 21 and b = f 23 − f 21 . The solutions
to (2.12) are found by substituting the constants of motion and integrating:
f1 =
√
b cnk(
√
b s)
snk(
√
b s)
, f2 =
√
b dnk(
√
b s)
snk(
√
b s)
, f3 =
√
b
snk(
√
b s)
, (2.13)
where k2 = 1 − ab and cnk(s), dnk(s) and snk(s) are the Jacobi elliptic functions
defined in appendix C.
The constant of integration is chosen such that one of the poles lies at s = 0,
the other lies at s = 2√
b
sn−1k (1). Note that multiplying any two functions by −1
gives another solution to the system, although this factor can be absorbed into the
ei to give an equivalent representation of su(2). By expanding the solutions (2.13)
around the poles, one easily shows that T i = e
i
s + non-singular terms.
There are two interesting special cases of solution (2.13). First, there is the
13
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1
s
f3
f2
f1
Figure 2.1: The plot on the left depicts the radial dependence f = 1s in the spherically
symmetric configuration (2.11). The plot on the right shows the corresponding
functions f1(s), f2(s) and f3(s) in (2.13) for a = 2, b = 3. The vertical asymptotes
give the positions of D3-branes.
axially symmetric case with a = b:
f1 =
√
b/tan(
√
b s) , f2 = f3 =
√
b/sin(
√
b s) , (2.14)
which leads to axially symmetric non-singular monopoles for all charges n ≥ 2, cf.
[113] and references therein. Note that there are no spherically symmetric configu-
rations for N = 2, n ≥ 2.
Second, there is the case a = 0, which gives N = 1 solutions:
f1 = f2 =
√
b/sinh(
√
b s) , f3 =
√
b/tanh(
√
b s) . (2.15)
Here, the parameter b corresponds to the separation of the monopoles. Note that
the horizontal asymptotes are 0 except for f3, which goes to
√
b. Upon taking the
limit b→ 0 we recover the spherically symmetric solution (2.11).
The appearance of elliptic functions is related to the fact that the Nahm equation
can be formulated in terms of a Lax pair. This implies that the Nahm equation is
linear on the Jacobian variety of its spectral curve [70, 1]. For the case n = 2,
the spectral curve is a torus, whose doubly-periodic complex coordinate can be
identified with the complexification of the variable s. The Jacobi elliptic functions
form a doubly-periodic basis for functions with maximally simple poles on this torus.
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2.1.4 Examples of monopole solutions
Consider first the Nahm data (2.11), corresponding to a stack of n coincident D1-
branes ending on N = 1 D3-branes, which we take to be located at x6 = s = 0. The
spatial part of the worldvolume of the D1-branes is thus I = >0. The normalized
zero mode of ∇¯/ s,x at the point ￿x = (0, 0, R)T is given by
ψ =
2
n
2￿
(n− 1)!R
n
2 e−sRs
n−1
2 (1, 0, . . . , 0)T , (2.16)
which yields the Higgs field
Φ = − in
2R
. (2.17)
For arbitrary ￿x, the computation of the zero modes is more difficult. Note that the
Higgs field of the charge n monopole is n times that of a charge 1 monopole, describ-
ing n coincident Dirac monopoles. The corresponding field strength is proportional
to the volume form on each sphere in the foliation 3\{0} ∼= × S2
F = −in εijk x
k
2|x|3 dx
i ∧ dxj = − in
2|r|2 volS2 = −
in
2r2
dz± ∧ dz¯±
(1 + |z±|2)2 , (2.18)
where r and z± are the radial and the usual stereographic complex coordinates.
Another nice example is the case of N = 2 and n = 1, which gives a non-singular
SU(2) monopole known as the ’t Hooft-Polyakov monopole [111]. The Nahm data
are constants, taken to be 0 and the interval is taken to be (−v, v). The normalized
zero modes, in matrix notation, are given by
ψ =
￿
|x|
sinh(2v|x|)(cosh(|x|s) + sinh(|x|s)
xiσi
|x| ) , (2.19)
which yields the non-singular fields
Φ =
iσixi
|x|2 (v|x| coth(v|x|)− 1) ,
A = εijk
iσixj
|x|2
￿
1− v|x|
sinh(v|x|)
￿
dxk .
(2.20)
This is the only spherically symmetric non-singular monopole [113] with gauge group
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SU(2).
|x|
v 1
|x|
|Φ| ftHP
Figure 2.2: The radial dependence of the scalar field Φ and the function ftHP =
(1− v|x|sinh(v|x|)) appearing in the gauge potential A of the ’t Hooft-Polyakov monopole
(2.20).
2.1.5 Examples of solutions to the Basu-Harvey equation
The Basu-Harvey equation (2.6) also has a unique SO(4) invariant, N = 1 solu-
tion given by T µ = e
µ√
2(s−v) , where the e
µ are generators of the 3-Lie algebra A4:
[eµ, eν , eκ] = ￿µνκλeλ. This corresponds to a stack of two coincident M2-branes end-
ing on a single M5-brane and, analogously to the D1-D3-brane configuration, a fuzzy
funnel (of one higher dimension) is believed to occur [24].
Similarly to the previous ansatz for the Nahm equation, the ansatz T µ = fµ(s)eµ
(no sum over µ implied) reduces the Basu-Harvey equation (2.6) to
d
ds
f1 = −f2f3f4 , d
ds
f3 = −f1f2f4 , d
ds
f2 = −f1f3f4 , d
ds
f4 = −f1f2f3 .
(2.21)
The constants of motion for this system are4 a = f 22−f 21 , b = f 23−f 21 and c = f 24−f 21 .
The solutions to (2.21) were first found in [101]. They are given by generalized
Jacobi elliptic functions, which are hyperelliptic but can be viewed as single-valued
meromorphic functions on a Riemann surface of genus two [109]. Using (C.4), the
solutions can be expressed in terms of Jacobi elliptic functions
f1 = −
√
a snκ(ps)￿
1− ac − sn2κ(ps)
, f3 =
￿
b(1− ac ) dnκ(ps)￿
1− ac − sn2κ(ps)
,
f2 =
￿
a(1− ac )￿
1− ac − sn2κ(ps)
, f4 =
√
c− a cnκ(ps)￿
1− ac − sn2κ(ps)
,
(2.22)
4As usual in Nambu mechanics [132], where the Poisson bracket is replaced by a Nambu bracket
with 3 arguments, one has an extra Hamiltonian and hence an extra constant of motion.
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where p2 = b(c − a) and κ2 = c(b−a)b(c−a) . This solution exhibits singular behavior at
s = ±1psn−1κ￿ (
￿
1− ac ) := ±v. Expanding around these points by using the identities
(C.1), we see that T µ ∼ eµ√
2(s±v)+ non-singular terms.
1√
2s
f4 f3
f2
f1
Figure 2.3: The plot on the left depicts the radial dependence 1/
√
2s of the N = 1
solution. The plot on the right shows the corresponding functions f1(s), f2(s), f3(s)
and f4(s) of the solution (2.22) for a = 2, b = 3, c = 4. The vertical asymptotes
give the positions of the M5-branes.
We can again take two interesting limits of the solution (2.22). First, there is
the axially symmetric case for a = b = c:
f1 = −b s
￿
b
1− b2s2 , f2 = f3 = f4 =
￿
b
1− b2s2 . (2.23)
Second, the limit a→ 0 takes the period to infinity, giving N = 1 solutions:
f1 = f2 =
p￿
sinh(ps)(2pcosh(ps) + (b+ c)sinh(ps))
,
f3 =
p+ b tanh(ps)￿
tanh(ps)(2p+ (b+ c)tanh(ps))
, f4 =
p+ c tanh(ps)￿
tanh(ps)(2p+ (b+ c)tanh(ps))
,
(2.24)
where p2 = bc. Taking b→ 0 then gives
f1 = f2 = f3 =
1￿
s(2 + cs)
, f4 =
1 + cs￿
s(2 + cs)
. (2.25)
The horizontal asymptotes are now 0 except for f4, which goes to
√
c. Taking the
parameter c→ 0 gives the SO(4) symmetric case T µ = eµ√
2s
as expected.
2.1.6 Selfdual strings on loop space
It is not clear how to perform an ADHMN-like construction for selfdual string soli-
tons directly. However, one can reformulate the selfdual string equation (2.5) on
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loop space, for which such a construction has been found in [118].
Just as a Dirac monopole is described by the first Chern class F ∈ H2(M, ) of
a principal U(1)-bundle over the manifold M = 3 or rather5 M = S2, a selfdual
string can be described by the Dixmier-Douady class H ∈ H3(M, ) of an abelian
U(1)-gerbe over the manifold M = S3 [95]. Working with three-form field strengths
is rather inconvenient, but there is a trick which allows us to map the Dixmier-
Douady class to a first Chern class. This map is called a transgression [32] and it is
defined as follows: Consider n vector fields v1, . . . , vn on the loop space LM of M .
In components, we have
vi =
￿
dτ vµi (τ)
δ
δxµ(τ)
. (2.26)
Any k + 1-form ω ∈ Ωk+1(M) on M is mapped to an n-form T ω ∈ Ωk(LM) via
(T ω)x(v1(x), . . . , vn(x)) :=
￿
S1
dτ ω(v1(τ), . . . , vn(τ), x˙(τ)) . (2.27)
Here, x ∈ LM denotes a loop and x˙(τ) is the tangent vector to the loop x at τ .
By going to loop space, we thus gain a natural vector, which we can use to fill up
one slot of a differential form. Note that the price we have to pay for using the
transgression map T is that we are now working with an infinite-dimensional base
space. One can readily check that T is a chain map. This implies that given a
three-form field strength H = dB of a two-form potential B on M , F = T H is
indeed the field strength for the gauge potential A = T B on LM .
The transgression of the selfdual string equation (2.5) is given in [118] by
Fµν(τ) = εµνκλx˙
κ(τ)∂λΦ(x(τ)) , (2.28)
where F is a u(1)-valued curvature of some gauge potential, Φ is a Higgs field and
the loop space derivative is
∂µ :=
￿
S1
dσ
δ
δxµ(σ)
. (2.29)
5Dirac monopole solutions on 3 are singular at the position of the monopoles, and one should
therefore consider the principal U(1)-bundle on a sphere with the monopole at its center.
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Note that, since the loop parameter τ appears explicitly in (2.28), this equation
does not live on loop space but on the correspondence space LS3×S1. In particular,
the Higgs field Φ(x(τ)) is the pullback of the Higgs field Φ(x) on S3 along the
evaluation map ev : LS3 × S1 → S3 : (x(τ), τ0) ￿→ x(τ0). Here, we intend to
perform the construction on loop space itself. That is, we use the loop space exterior
derivative
δ :=
￿
dσ δxµ(σ) ∧ δ(µσ) with δ(µσ) := δδxµ(σ) , (2.30)
and we consider a Higgs field Φ, which is a u(1)-valued function on LS3. Such
a function Φ can be derived from a Higgs field ΦS3 on S3 by a transgression of
functions, i.e. via pull-back to the correspondence space and subsequent integration:
Φ =
￿
S1 dτ |x˙(τ)|ΦS3(x(τ)). Moreover, we allow for arbitrary gauge potentials A on
LS3, which are not necessarily of the form T B for some two-form potential B on
S3.
Note that a general field strength on loop space is of the form
F :=δA :=
￿
dσ δxµ(σ) ∧ δ
δxµ(σ)
￿
dτ δxν(τ)A(ντ)
=
￿
dσ
￿
dτ F(µσ)(ντ)δx
µ(σ) ∧ δxν(τ) ,
(2.31)
where
F(µσ)(ντ) :=
δ
δxµ(σ)
A(ντ) − δδxν(τ)A(µσ) . (2.32)
In equation (2.28), however, only an ultra-local expression appears. That is, the field
strength is of the form
F(µσ)(ντ) = Fµν(τ)δ(σ − τ) . (2.33)
This implies, that we have to extend the selfdual string equation to get both the
terms antisymmetric in µν (and correspondingly symmetric in τσ) as well as the
terms symmetric in µν (and correspondingly antisymmetric in τσ). The extension
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of (2.28) that appears in the construction is given by
F(µσ)(ντ) =
￿
εµνκλx˙
κ(σ)
δ
δxλ(τ)
Φ
￿
(στ)
− Γch
￿
2x˙(µ(σ)
δ
δxν)(τ)
Φ− δµν x˙κ(σ) δ
δxκ(τ)
Φ
￿
[στ ]
,
(2.34)
where (·)(στ) and (·)[στ ] denote symmetrization and antisymmetrization in σ and τ ,
respectively. The fields F(µσ)(ντ) and Φ now take values in the abelian Lie algebra
g = u(1)+ ⊕ u(1)− and Γch is a linear involution on g with Γch(λ±) = ±λ± for
λ± ∈ u±(1). The obvious nonabelian generalization of the selfdual string equation
on loop space (2.34) is:
F(µσ)(ντ) =
￿
εµνκλx˙
κ(σ)D(λτ)Φ
￿
(στ)
− Γch
￿
x˙µ(σ)D(ντ)Φ+ x˙ν(σ)D(µτ)Φ− δµν x˙κ(σ)D(κτ)Φ
￿
[στ ]
. (2.35)
where D(µσ) = δ(µσ) + A(µσ), the fields take values in g = u(N)+ ⊕ u(N)− and
Γch(λ±) := ±λ± for λ± ∈ u±(N).
The physical interpretation of this equation is yet unclear: Assuming that a
selfdual string is fully described in terms of equation (2.5), the components of (2.34)
antisymmetric in σ and τ are superfluous, as they cannot be obtained from (2.5)
by a transgression map. Indeed, without the terms antisymmetric in στ , we have
the unextended nonabelian selfdual string equation on loop space [62, 118, 108]. In
[108], this reduced form of equation (2.34) was shown to be the BPS equation to
a loop space interpretation of the 3-Lie algebra (2,0) tensor multiplet equations of
[82]. Note however, that the transgression of (2.5) is contained in (2.34). In the
abelian case, where the equation is linear, we can therefore project from solutions
of (2.34) onto solutions of the transgression of (2.5). Moreover, equation (2.34)
appears naturally in the Nahm-like construction on loop space, which we develop in
the following section. This also motivates the generalization to gauge algebra g: The
Nahm-like construction starts from 3-algebras that often come with an associated
Lie algebra of the form u(N)+ ⊕ u(N)−, which induces a similar splitting onto the
constructed fields.
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Note that strictly speaking, one should replace x˙ρ by Rx˙ρ/|x˙|, R ∈ >0, in (2.35)
and in all of the other equations to arrive at equations invariant under reparame-
terizations of the loops. To simplify notation, we refrain from doing this but fix the
parameterization of all loops by demanding that x˙µ(τ)x˙µ(τ) = R2.
If the fields take values in u(N)+⊕ u(N)− with N > 1, then the Higgs field does
not have to diverge and we can extend the considerations from the loop space LS3
to the loop space of 4.
In the rest of the chapter, we are concerned with constructing various solutions
to equations (2.35) by using an ADHMN-like construction.
2.2 Selfdual strings from real 3-algebras
The original construction of selfdual strings developed in [118] made use of 3-Lie
algebras and the restricted loop space derivative ∂µ. Here, we will see the extension
involving real 3-algebras and the loop space exterior derivative δ. Recall that all
3-Lie algebras are special cases of real 3-algebras, cf. appendix A.
2.2.1 The Basu-Harvey equation for real 3-algebras
The Basu-Harvey equation (2.6) is a BPS equation in the BLG model in which
the matter fields take values in a 3-Lie algebra and the gauge potential lives in the
associated Lie algebra. The problem with using 3-Lie algebras is that they are highly
restricted: the only finite-dimensional 3-Lie algebras with positive definite metric
are A4 and direct sums thereof. In [35, 34], it was therefore suggested to consider
the BLG model with matter fields valued in a real 3-algebra, which preserves at least
N = 2 supersymmetries. Another, more interesting generalization of 3-Lie algebras
is given by the hermitian 3-algebras, to which we come in section 2.3.
From the supersymmetry transformations given in [34], it is straightforward to
derive the BPS equation corresponding to the Basu-Harvey equation for real 3-
algebras. With appropriate normalization, the result is just the ordinary Basu-
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Harvey equation with the fields T µ taking values in a real 3-algebra:
d
ds
T µ = 13!ε
µνκλ[T ν , T κ, T λ] , T µ ∈ A . (2.36)
A class of examples of real 3-algebras is given in the appendix. In particular, the
3-Lie algebra A4 is a sub 3-algebra of the real 3-algebra C4.
2.2.2 The construction
Analogously to the case of the ADHMN construction, we start from a Dirac operator
built from a solution to the Basu-Harvey equation (2.36). The solution consists of a
quadruplet of real scalar fields over the interval I which take values in a metric real
3-algebra A. Contrary to the case of monopoles, where the solution to the Nahm
equation had to have a simple pole at finite boundaries v of I, we demand here that
T µ(s) ∼ e
µ￿
2(s− v) + regular terms . (2.37)
The Dirac operator is a map ∇/ s,x : W 1,20 (I) ⊗ 4 ⊗ A → W 0,2(I) ⊗ 4 ⊗ A and
explicitly, we have
∇/ s,x = −γ5
d
ds
+ 12γ
µν
￿
D(T µ, T ν) + i
￿
dτ xµ(τ)x˙ν(τ)
￿
,
∇¯/ s,x = +γ5
d
ds
+ 12γ
µν
￿
D(T µ, T ν) + i
￿
dτ xµ(τ)x˙ν(τ)
￿
.
(2.38)
A detailed motivation for the form of this Dirac operator is found in [118]. The
expressions xµν :=
￿
dτ xµ(τ)x˙ν(τ) are also known as the area coordinates or inte-
grated Plu¨cker coordinates of the loop x.6 Since the T µ satisfy the Basu-Harvey
equation, the Laplace operator ∆s,x := ∇¯/ s,x∇/ s,x is positive and commutes with the
6Due to xµν =
￿
dτ xµ(τ)x˙ν(τ) =
￿
C x
µdxν =
￿
V dx
µ ∧ dxν , where ∂V = C, the functions xµν
on L 4 measure the “shadow” of the loop projected onto the coordinate plane µ, ν.
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generators of Spin(4):7
∆s,x > 0 , [∆s,x, γ
µν ] = 0 . (2.39)
Note that these properties are preserved, if we shift the Dirac operator by
∇/ s,x → ∇/ s,x+γµν
￿
dτ T µ0 (τ)x˙
ν(τ) with ∇¯/ s,x → ∇¯/ s,x+γµν
￿
dτ T µ0 (τ)x˙
ν(τ) ,
(2.40)
where the field T µ0 (τ) = ix
µ
0(τ)idA with x
µ
0 ∈ L 4 allows for a center of mass motion
of the selfdual string. For the moment, let us put xµ0 = 0 to simplify the discussion.
We start from the normalized zero modes ψas,x satisfying
∇¯/ s,xψas,x = 0 and δab =
￿
I
ds (ψ¯as,x,ψ
b
s,x) , (2.41)
where ( · , · ) denotes the inner product on 4⊗A. We sort the zero modes according
to their chirality: We have N zero modes ψas,x, a = 1, . . . , N , with γ5ψ
a
s,x = ψ
a
s,x and
N zero modes ψas,x, a = N+1, . . . , 2N , with γ5ψ
a
s,x = −ψas,x. This is possible because
of the block-diagonal structure of the Dirac operator (2.38).
Analogously to the ADHMN construction, we introduce the following fields:
Aab(µτ) =
￿
ds
￿
ψ¯as,x,
δ
δxµ(τ)
ψbs,x
￿
and Φab = i
￿
ds
￿
ψ¯as,x, sψ
b
s,x
￿
. (2.42)
These fields are manifestly anti-hermitian and the sorting of zero modes implies that
the fields take values in the gauge algeba u(N)+⊕u(N)−. Note that the components
in u(N)± depend only on the (anti)-selfdual parts of D(T µ, T ν)± 12εµνκλD(T κ, T λ).
Let us quickly verify that these fields indeed satisfy the selfdual string equation
on loop space (2.35). For this, we introduce the Green’s function Gx(s, t) which we
can define via
∆s,xGx(s, t) = −δ(s− t) (2.43)
7Recall that in the Nahm construction, positivity of the Laplace operator was equivalent to the
Dirac operator being constructed from solutions to the Nahm equation. Here, the Laplace operator
is positive, if the Dirac operator is constructed from solutions to the Basu-Harvey equation. The
inverse statement is only true if the map D : A ∧A→ gA is nondegenerate, which is not the case
in general.
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due to (2.39). We then have the following completeness relation:
δ(s− t) = ψas,x
￿
ψ¯at,x, ·
￿−∇/ s,xGx(τ)(s, t)∇¯/ t,x . (2.44)
This relation, together with equation (2.39) and the identities8
γµκγνλx˙κ(σ)x˙λ(τ)
[·]
= 2γµλx˙ν(σ)x˙λ(τ)−δµνγκλx˙κ(σ)x˙λ(τ) + εµνκλγκργ5x˙λ(σ)x˙ρ(τ) ,￿
ds
￿
δ
δxµ(τ)
ψ¯as,x,ψ
b
s,x
￿
+
￿
ds
￿
ψ¯as,x,
δ
δxµ(τ)
ψbs,x
￿
= 0 ,￿
δ
δxµ(τ)
∇¯/ s,x
￿
ψas,x+∇¯/ s,x
δ
δxµ(τ)
ψas,x = 0 ,
δ
δxµ(τ)
∇/ s,x =
δ
δxµ(τ)
i
2γ
κλ
￿
dσ xκ(σ)x˙λ(σ) = iγµλx˙λ(τ) .
allows us to compute
F ab(µσ)(ντ)
[·]
= 2
￿
I
ds
￿
δ(µσ)ψ¯
a
s,x, δ(ντ)ψ
b
s,x
￿
+ 2
￿
I
ds
￿
I
dt
￿
ψ¯as,x, δ(µσ)ψ
c
s,x
￿￿
ψ¯ct,x, δ(ντ)ψ
b
t,x
￿
[·]
= −2
￿
I
ds
￿
I
dt
￿
δ(µσ)ψ¯
a
s,x ,
￿
∇/ s,xGx(s, t)∇¯/ t,x
￿
δ(ντ)ψ
b
t,x
￿
[·]
= 2
￿
I
ds
￿
I
dt
￿
ψ¯as,x,
￿
γµκx˙κ(σ)Gx(s, t)γ
νλx˙λ(τ)
￿
ψbt,x
￿
[·]
= 2εµνκλ
￿
I
ds
￿
I
dt
￿
ψ¯as,x, Gx(s, t)γ
κργ5x˙
λ(σ)x˙ρ(τ)ψbt,x
￿
+
￿
I
ds
￿
I
dt
￿
ψ¯as,x, Gx(s, t)
￿
4γµλx˙ν(σ)x˙λ(τ)− 2δµνγκλx˙κ(σ)x˙λ(τ)￿ψbt,x￿.
It is here that we use the fact that, since the Dirac operator is block diagonal, ψbt,x can
be arranged into N left and N right-handed zero-modes. Therefore ψbt,x = γ5Γch
b
cψct,x
8Here and in the following, the sign
[·]
= means that equality holds after antisymmetrizing the
multi-indices µσ and ντ . We include weight factors throughout this thesis in all symmetrizations
and antisymmetrizations.
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where Γch denotes9 the diagonal matrix diag( N ,− N).
F ab(µσ)(ντ)
[·]
= iεµνκλx˙
κ(σ)
￿
I
ds
￿
(D(λτ)ψ¯s,x)
a, sψbs,x
￿
+
￿
ψ¯as,x, s (D(λτ)ψs,x)
b
￿
− 2ix˙µ(σ)
￿
I
ds
￿
(D(ντ)ψ¯s,x)
a, sψcs,x
￿
Γch
b
c +
￿
ψ¯as,x, s (D(ντ)ψ
c
s,x
￿
Γch
b
c
− 2ix˙ν(σ)
￿
I
ds
￿
(D(µτ)ψ¯s,x)
a, sψcs,x
￿
Γch
b
c +
￿
ψ¯as,x, s (D(µτ)ψ
c
s,x
￿
Γch
b
c
+ iδµν x˙
κ(σ)
￿
I
ds
￿
(D(κτ)ψ¯s,x)
a, sψcs,x
￿
Γch
b
c +
￿
ψ¯as,x, s (D(κτ)ψ
c
s,x
￿
Γch
b
c
[·]
=
￿
εµνκλx˙
κ(σ)D(λτ)Φ− Γch(x˙µ(σ)D(ντ)Φ+ x˙ν(σ)D(µτ)Φ− δµν x˙κ(σ)D(κτ)Φ)
￿ab
.
Thus, the fields (2.42) indeed satisfy the selfdual string equation on loop space
(2.35).
2.2.3 Comments on the reduction to monopoles
The duality between solutions to the nonabelian selfdual string equation on loop
space (2.35) and solutions to the Basu-Harvey equation (2.36) can be reduced to
the duality between solutions to the Bogomolny monopole equation and solutions to
the Nahm equation. This reduction has been explained in detail in [118] and [108]
for 3-Lie algebras, and the transition to real 3-algebras is trivially performed. Let
us therefore just summarize the key steps in the following.
As usual when going from M-theory to string theory, we have to compactify
spacetime along an M-theory direction, which we choose here to be the x4-direction.
That is, we arrive at the loop space of 3 × S1 and the radius of the contained S1
is identified with R = g2YM =
1
2π . We restrict ourselves to loops wrapping this circle
by demanding xµ(τ) = xµ0 +Rδ
µ
4 τ and thus x˙
µ = Rδµ4 . In the Dirac operator (2.38),
the generators γµν of Spin(4) are reduced to γi4, which generate SU(2) ∼= Spin(3) ⊂
Spin(4). Moreover, because the area coordinates reduce according to
1
2
￿
dτ γµνxµ(τ)x˙ν(σ) = γi4xi0 , (2.45)
the Dirac operator reduces indeed to a Dirac operator for an ADHMN construction
9By a slight abuse of notation, we denote the linear involution Γch on the gauge algebra and
the matrix diag( N ,− N ) leading to it by the same symbol.
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for D2-branes ending on D4-branes. As explained in [118], this Dirac operator is a
mere doubling of the one appearing in the ordinary ADHMN construction.
Correspondingly, the ultra-local part of the selfdual string equation on loop space
(2.35) evidently reduces to the Bogomolny equation (2.2).
In the Basu-Harvey equation, one assumes that the scalar field T 4 develops a
vacuum expectation value in a 3-algebra direction: ￿T 4￿ = v, v ∈ A, cf. [94]. To
leading order in v, the Basu-Harvey equation then reduces to the Nahm equation
[118, 108].
2.2.4 Examples
Let us now give some explicit examples of the above construction. The case of a
single M2-brane ending on a single M5-brane corresponds to n = N = 1 and in
this case, the real 3-algebra is abelian. The Nahm data consist of constants and the
Dirac operator reduces to
∇¯/ s,x(τ) = γ5
d
ds
+ 12γ
µν
￿
dτ (ixµ(τ)x˙ν(τ)− T µ0 (τ)x˙ν(τ)) . (2.46)
As above, we decompose T µ0 (τ) = ix
µ
0(τ)idA and introduce the shifted loop space
coordinate yµ(τ) = xµ(τ) − xµ0(τ) as well as the modified area coordinates yµν :=￿
dτ y[µ(τ)x˙ν](τ). The zero modes of the Dirac operator (2.46) are
ψ+s,x(τ) ∼ e−r
2−s

i
￿
r2− + y
12 − y34￿
y13 + y24 + i(y23 − y14)
0
0
 ,
ψ−s,x(τ) ∼ e−r
2
+s

0
0
i
￿
r2+ + y
12 + y34
￿
y13 − y24 + i(y23 + y14)
 ,
(2.47)
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where
r2± :=
1
2
￿
(yµν ± 12εµνκλyκλ)2 . (2.48)
The resulting Higgs field and gauge potential read as
Φ =
 i2r2− 0
0 i
2r2+
 and A(σ) =
A+(σ) 0
0 A−(σ)
 , (2.49)
where
A+(σ) =
i
2r2−(r2− + (y12 − y34))

x˙3(σ)(y23 − y14) + x˙4(σ)(y13 + y24)
x˙4(σ)(y23 − y14)− x˙3(σ)(y13 + y24)
x˙1(σ)(y14 − y23) + x˙2(σ)(y13 + y24)
x˙2(σ)(y14 − y23)− x˙1(σ)(y13 + y24)
 , (2.50)
and A− is obtained from A+ by substituting x4(σ)→ −x4(σ). Note that A+ depends
only on anti-selfdual combinations of area coordinates, therefore A− depends only
on selfdual combinations. Altogether, the u(1)+ ⊕ u(1)− valued fields are functions
of all six linearly independent area coordinates.
Since the field strength of an ordinary Dirac monopole was proportional to
the volume form on a two-sphere, one might expect the field strength here to be
proportional to the transgression of the volume form on a three-sphere T VolS3 =￿
dτεµνκλxµ(τ)x˙ν(τ)δxκ(τ) ∧ δxλ(τ) , however this is not the case. Even after look-
ing at the ultralocal part of F(µσ)(ντ) by setting σ → τ , they are not the same. Since
the form of the field strength is rather lengthy and unilluminating, there is no need
to show it here.
One readily checks that these fields satisfy the selfdual string equation on loop
space (2.34). Note that the zero modes (2.47) reduce to the corresponding zero
modes (2.16) in the monopole case for n = 1, for xµ(τ) = xµ0 +Rδ
µ
4 τ and s→ s/r−,
as expected.
The case n = 1, N = 2 has been derived with the reduced loop space derivative
(2.29) in [108]. In this case, the Nahm data are trivial and the corresponding Dirac
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operator directly on loop space is again given by
∇¯/ s,x(τ) = γ5
d
ds
+ i2γ
µν
￿
dτ xµ(τ)x˙ν(τ) . (2.51)
Consider the interval I = (−v, v). The zero modes of the Dirac operator (2.51) on
I are
ψ = η

 cosh(r2−) 2 0
0 cosh(r2+) 2
− i
2
 sinh(r2−)r2− 2 0
0 − sinh(r2+)
r2+
2
 γµνyµν
 ,
(2.52)
where the normalization factor η reads as
η =

￿
r2−
sinh(2vr2−) 2
0
0
￿
r2+
sinh(2vr2+)
2
 . (2.53)
The Higgs field resulting from formula (2.42) is
Φ =
i
2
 1r4− ￿1− 2r2−v coth(2r2−s0)￿ 2 0
0 1
r4+
￿
1− 2r2+v coth(2r2+s0)
￿
2
 γµνγ5yµν .
(2.54)
Note that Φ takes values in the adjoint representation of u(2)+ ⊕ u(2)−. It is not
clear, what gauge algebra one should expect for a pair of M5-branes. The results of
[108], however, suggest that this should be the associated Lie algebra of A4, which
is gA4 = su(2)⊕ su(2), in agreement with the result.
For the construction in the case n = 2, N = 1, we can use the real 3-algebra
C4. As pointed out in appendix A, C4 contains A4 as a sub 3-Lie algebra. We can
choose the solution of the generalized Basu-Harvey (2.36) to be
T µ =
eµ√
2s
, (2.55)
where the eµ are orthonormal generators of A4 in C4. In the monopole case, we
computed for simplicity the Higgs field at x3 = R. This was sufficient, as the Higgs
field for n coincident monopoles only depends on the radial distance. Here, we
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expect the Higgs field to depend only on r2±. It is therefore sufficient to compute
the Higgs field at y12 = r2− = r
2
+ =: r
2. Moreover, the Higgs field just depends on
the “shadow” of the curve on the 12-plane, not its shape. We can therefore assume
that the loop x is a circle:
x(σ) =
1
2π

r sin(σ)
r cos(σ)
0
0
 . (2.56)
The zero modes of the Dirac operator (2.38) read as10
ψ =
√
2r2
√
se−r
2s

e1 + ie2 0
0 0
0 e1 + ie2
0 0
 . (2.57)
According to (2.42), the Higgs field reads as
Φ(x) =
i
r2
2 , (2.58)
which is twice that of (2.49). The charge is thus correctly reproduced.
In principle, we are now able to construct solutions for arbitrary N and n us-
ing solutions to the Basu-Harvey equation (2.36) based on real 3-algebras. As the
hermitian 3-algebras are physically more interesting, however, let us continue with
these instead.
2.3 Selfdual strings from hermitian 3-algebras
The extension of the construction of selfdual strings developed in [118] to a construc-
tion involving hermitian 3-algebras is particularly interesting: Hermitian 3-algebras
10In the paper [118], compatible representations of gA4 were introduced to simplify the reduction
to the Nahm equation. Here, we refrain from doing this. Compatible representations could also
be used for hermitian 3-algebras in the next section to give the same results.
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underlie the ABJM model, which has good chances of effectively describing stacks
of multiple M2-branes. Therefore, the duality between the two effective descrip-
tions of the configuration (2.4) from the perspective of the M2- and the M5-brane,
respectively, should make use of hermitian 3-algebras.
2.3.1 The Basu-Harvey equation for hermitian 3-algebras
We start again from the configuration (2.4) of M2-branes ending on M5-branes, but
we switch from a real description of this configuration to a complex one. Explicitly,
we replace the four real coordinates xµ, µ = 1, . . . , 4, transverse to the M2-branes
by two complex coordinates z1 = x1 + ix2 and z2 = −x3 − ix4. Correspondingly,
the real fields T µ appearing in the Basu-Harvey equation (2.6) are replaced by two
complex fields Z1 := T 1+ iT 2 and Z2 := −T 3− iT 4. If we extend the range of these
fields from a 3-Lie algebra to a hermitian 3-algebra, we obtain the analogue of the
Basu-Harvey equation in the ABJM model.
Recall that the BLG model has N = 8 supersymmetry and correspondingly R-
symmetry group SO(8). In going from a real description to a complex one, we break
the manifest R-symmetry group from SO(8) to SU(4) ￿ SO(6). The ABJM model
is then obtained by generalizing the BLG action such that the matter fields can take
values in a hermitian 3-algebra, upon which supersymmetry is indeed reduced from
N = 8 to N = 6 in general.
Recall that the metric hermitian 3-algebra appearing in the ABJM model is
A = Mat (n) with a 3-bracket and inner product given respectively by11
[a, b; c] := ac¯b− bc¯a and (a, b) := tr (a¯b) , a, b, c ∈ A . (2.59)
The metric 3-Lie algebra A4 is reproduced in this way by choosing the basis
￿
i√
2
σ1, i√
2
σ2, i√
2
σ3, 1√
2 2
￿
, (2.60)
where the σi, i = 1, 2, 3, are the standard Pauli matrices. Using this case, we can
11We use the notation a¯ = a† as well as Z¯β := (Zβ)† to avoid overdecorating symbols.
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adjust the normalization of the fields such that they match the normalization for
the real 3-algebras.
The analogue of the Basu-Harvey equation in the ABJM model was previously
derived in [60, 133, 64] and reads in our conventions as12
d
ds
Zα = 12(Z
αZ¯βZ
β − ZβZ¯βZα) , α, β = 1, 2 . (2.61)
Written in the abstract 3-bracket notation explained in appendix A, we have
d
ds
Zα = 12 [Z
α, Zβ;Zβ] = − i2D(iZβ, Zβ) ￿ Zα , (2.62)
and it is this equation that we use as a Basu-Harvey equation for hermitian 3-
algebras. We inserted the factors of i in (2.62), as we choose to work with antiher-
mitian generators of gA. The unusual contraction over two upper indices of SU(2)
is due to the antilinearity of the 3-bracket and the map D( · , · ).
2.3.2 The construction
Here we wish to rewrite the Dirac operator (2.38) in terms of complex fields and
coordinates, however to get both selfdual and anti-selfdual combinations of coordi-
nates that appear in the lower-right and upper-left blocks, respectively, we need to
introduce coordinates zˆ1 := z1 = x1 + ix2 , zˆ2 := z¯2 = −x3 + ix4. Now we can use
γµνxµ ⊗ xν = 14γµν
￿
(σµνα
β(zα ⊗ z¯β − z¯β ⊗ zα) + σ¯µναβ(zˆα ⊗ ˆ¯zβ − ˆ¯zβ ⊗ zˆα)
￿
,
(2.63)
where we used
σµν = 14(σ
µσ¯ν − σν σ¯µ) , σµ = (−iσi, ) , σ¯µ = (iσi, ) . (2.64)
12We rescaled the fields and thus dropped the Chern-Simons level appearing in [60, 133, 64].
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Recall that the σµν satisfy the identities
[σµν , σκλ] = δνκσµλ − δµκσνλ + δµλσνκ − δνλσµκ ,
{σµν , σκλ} = 14
￿
δνκδµλ − δµκδνλ + δµλδνκ − δνλδµκ + 2εµνκλ￿ 2 ,
σµνα
βσµνγ
δ = δβαδ
δ
γ − 2δδαδβγ , σ[µκαβσκν]γδ = 12(σµναδδγβ − σµνγβδδα) .
(2.65)
So using (2.63) we can write the upper-left block of the Dirac operator
∇/ s,z :=
 ∇/ +s,z 0
0 ∇/ −s,z
 (2.66)
as
∇/ +s,z = − 2
d
ds
− i4σµνσµναβ
￿
D(iZα, Zβ)−
￿
dτ zα(τ) ˙¯zβ(τ)− z˙α(τ)z¯β(τ)
￿
,
∇¯/ +s,z = + 2
d
ds
− i4σµνσµναβ
￿
D(iZα, Zβ)−
￿
dτ zα(τ) ˙¯zβ(τ)− z˙α(τ)z¯β(τ)
￿
,
(2.67)
where Zα ∈ A and A is a metric hermitian 3-algebra. The lower-right block ∇/ −s,z can
be written in a similar way using zˆα and Zˆ1 := Z1 = T 1+iT 2 , Zˆ2 := Z¯2 = −T 3+iT 4.
Note that as done in the real case in (2.40), one could include an additional
central part in the above Dirac operator to allow for center of mass motion of the
selfdual strings.
The first step in the construction is to verify that the Laplace operator ∆+s,z :=
∇¯/ +s,z∇/ +s,z is positive and central in U(2), if the Zα satisfy the Basu-Harvey equation
(2.62). One readily computes the non-central part of the Laplace operator to be
σµνσµνα
β
￿− i2￿ ddsD(iZα, Zβ)− 14σµνσµκαβσκνδγ[D(iZα, Zβ), D(iZγ, Zδ)] . (2.68)
Using the fundamental identity (A.5) and the identities (2.65) simplifies this further
to
σµνσµνα
β 1
2
d
ds
D(Zα, Zβ)
+ 18σ
µν(σµνα
δδγβ − σµνγβδδα)
￿
D([Zγ, Zα;Zβ], Zδ)−D(Zγ, [Zδ, Zβ;Zα])￿ . (2.69)
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Due to σµναδεβα = σµναβεδα, we have
−σµνγβD([Zγ, Zα;Zβ], Zα) = σµναδD([Zβ, Zα;Zβ], Zδ) ,
−σµναδD(Zβ, [Zδ, Zβ;Zα]) = σµνγβD(Zγ, [Zα, Zβ;Zα]) ,
(2.70)
and the non-central part of the Laplace operator becomes proportional to
σµνσµνα
β
￿
d
ds
D(Zα, Zβ) + 12D([Z
γ, Zα;Zγ], Zβ) + 12D(Z
α, [Zγ, Zβ;Zγ]
￿
. (2.71)
This expression vanishes, if the Basu-Harvey equation (2.62) is satisfied. In this
case, the Laplace operator ∆−s,z := ∇¯/ −s,z∇/ −s,z and thus ∆s,z := ∇¯/ s,z∇/ s,z are positive
and central in U(2), too. Note that the inverse statement is not necessarily true, as
the map D : A×A→ gA could be degenerate.
As in the case of real 3-algebras, we again have 2N zero modes ψas,z ∈ W 0,2(I)⊗
2 ⊗ N ⊗ A, a = 1, . . . , 2N , of the Dirac operator ∇¯/ s,z. We sort them according
to their chirality and normalize them such that
δab =
￿
I
ds (ψ¯as,z,ψ
b
s,z) , (2.72)
where ( · , · ) denotes the inner product on 4 ⊗A. Contrary to the real case, we
now define a complex gauge potential,
￿
A(ατ)
￿ab
=
￿
ds
￿
ψ¯as,z,
δ
δzα(τ)
ψbs,z
￿
,
￿
A(α¯τ)
￿ab
=
￿
ds
￿
ψ¯as,z,
δ
δz¯α(τ)
ψbs,z
￿
,
(2.73a)
and a scalar field
Φab = i
￿
ds
￿
ψ¯as,z , sψ
b
s,z
￿
. (2.73b)
These fields take values in the gauge algebra u(N)+ ⊕ u(N)−. The selfdual string
equation on loop space (2.35) for the u(N)+-components of the complex gauge po-
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tential and the Higgs field reads as
F(ασ)(βτ) = [D(ασ), D(βτ)] =
1
2( ˙¯zβ(σ)D(ατ)Φ− ˙¯zα(τ)D(βσ)Φ) ,
F (α¯σ)(β¯τ) = [D(α¯σ, D(β¯τ)] = 12(z˙
β(σ)D(α¯τ)Φ− z˙α(τ)D(β¯σ)Φ) ,
F(ασ)
(β¯τ) = [D(ασ), D
(β¯τ)] = 12εαγε
βδ(z˙γ(τ)D(δσ)Φ− ˙¯zδ(σ)D(γ¯τ)Φ) ,
(2.74)
where D(ασ) :=
δ
δzα(σ) + A(ασ), D
(α¯σ) := δδz¯α(σ) + A
(α¯σ) and ε12 = −ε12 := 1. The
corresponding equations for the u(N)− components are obtained from (2.74) by
substituting z → zˆ.
The proof that the fields (2.73) indeed satisfy these equations closely follows the
real case. For simplicity, we restrict to the u(N)+ components. The proof for the
u(N)− components is completely analogous. We start by introducing the Green’s
function Gz(s, t) of the Laplace operator ∆+s,z leading again to the completeness
relation
δ(s− t) = ψas,z
￿
ψ¯at,z, ·
￿−∇/ +s,zGz(s, t)∇¯/ +t,z . (2.75)
We then compute
(F(ασ)(βτ))
ab = 2
￿
I
ds (δ[(ασ)ψ¯
a
s,z, δ(βτ)]ψ
b
s,z)
+ 2
￿
I
ds
￿
I
dt (ψ¯as,z, δ[(ασ)ψ
c
s,z)(ψ¯
c
t,z, δ(βτ)]ψ
b
t,z)
= − 2
￿
I
ds
￿
I
dt
￿
δ[(ασ)ψ¯
a
s,z ,
￿
∇/ +s,zGz(s, t)∇¯/ +t,z
￿
δ(βτ)]ψ
b
t,z
￿ (2.76)
and
(F(ασ)
(β¯τ))ab = −2
￿
I
ds
￿
I
dt
￿
δ[(ασ)ψ¯
a
s,z ,
￿
∇/ +s,zGz(s, t)∇¯/ +t,z
￿
δ(β¯τ)]ψbt,z
￿
. (2.77)
Here, we need the identities
σµνσκλ
￿
σµνα
γσκλβ
δ ˙¯zγ(σ) ˙¯zδ(τ)
￿ [·]
= 2σµνσµνα
γ ˙¯zγ(τ) ˙¯zβ(σ) ,
σµνσκλ
￿
σµνα
γσκλδ
β ˙¯zγ(σ)z˙
δ(τ)− σµνδβσκλαγ z˙δ(τ) ˙¯zγ(σ)
￿
= −2￿αγ￿βδσµν(σµνκγ z˙κ(τ) ˙¯zδ(σ) + σµνδκz˙γ(τ) ˙¯zκ(σ)) ,
(2.78)
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where
[·]
= denotes weighted antisymmetrization under (ασ) ↔ (βτ). The identities
lead to
(F(ασ)(βτ))
ab [·]=
￿
I
ds
￿
I
dt
￿
ψ¯as,z,
￿
σµνσµνα
γ ˙¯z(γτ) ˙¯z(βσ)Gz(s, t)
￿
ψbt,z
￿
= i ˙¯z[(βσ)
￿
I
ds
￿
D(ατ)]ψ¯
a
s,z, sψ
b
s,z
￿
+
￿
ψ¯as,z, sD(ατ)]ψ
b
s,z
￿
= 12( ˙¯zβ(σ)D(ατ)Φ
ab − ˙¯zα(τ)D(βσ)Φab) ,
(2.79)
and
F(ασ)
(β¯τ) = 12εαγε
βδ(z˙γ(τ)D(δσ)Φ− ˙¯zδ(σ)D(γ¯τ)Φ) . (2.80)
2.3.3 Comment on the reduction to monopoles
In the complex description of selfdual strings we work with loops wrapping the x4-
direction by imposing the condition ˙¯zα = −iRδ2α, cf. section 2.2.3. Then the whole
reduction procedure for hermitian 3-algebras works fully analogously to the case of
real 3-algebras. We therefore refrain from going into further details.
2.3.4 Examples
We now will see a few simple examples of the construction. We start with the
simplest case n = N = 1, which is a mere rewriting of the same case for real 3-
algebras in complex notation. We can rewrite r2− =
￿
1
4z
α
αzββ − 12zαβzβα, where
we’ve used complex area coordinates: zαβ :=
1
2
￿
dτ(zα(τ) ˙¯zβ(τ) − z˙α(τ)z¯β(τ)). As
in the real case, the Nahm data are trivial: Zα = 0 and the zero mode reads before
normalization as
ψ+ ∼ e−r2−s

ir2− + z
1
1 − z22
2z12
0
0
 , ψ
− ∼ e−r2+s

0
0
ir2+ + zˆ
1
1 − zˆ22
2zˆ12
 , (2.81)
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and leads to the expected Higgs field
Φ =
 i2r2− 0
0 i
2r2+
 . (2.82)
Next, let us consider the case N = 1, n arbitrary. Note that for n > 2, this case
could not have been treated using 3-Lie algebras. The corresponding solution to the
Basu-Harvey equation has been found in [60]. In our conventions, it reads as
Z1 =
1√
s

0 0 0 . . . 0
0
√
1 0
...
0 0
√
2
...
. . .
0 . . .
√
n− 1

,
Z2 =
1√
s

0 0 0 . . . 0
√
n− 1 0 0 ...
0
√
n− 2 0
...
. . .
0 . . . 0 1 0

.
As before, we consider the zero modes only at y41 = r2± = iz
1
2 = iz21 =: r2 and
extract the Higgs field as a consistency check. The zero modes of the Dirac operator
∇¯/ s,z with this restriction are given by
ψ+ ∼ e−r2ssn−12

ζ
ζ
0
0
 and ψ
− ∼ e−r2ssn−12

0
0
ζ
ζ

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with
ζ =

￿￿
n−1
0
￿ ￿￿
n−1
1
￿ ￿￿
n−1
2
￿
. . .
￿￿
n−1
n−1
￿
0 0 0 0 0
...
0 0 0 0 0
 . (2.83)
One readily computes the Higgs field
Φ =
in
2r2
2 . (2.84)
and we indeed recovered a selfdual string of charge n.
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Magnetic Domains
In this chapter we will break away from loop space and construct a transform for
selfdual strings which does not involve loop space. This transform only works for
the special limiting case of infinitely many M2-branes. In [66], a Nahm transform
for infinitely many monopoles (magnetic bags) was found, which is the basis for the
selfdual string transform in this chapter. This can be generalized easily to objects
in higher dimensions. We will call all of these objects, including magnetic bags,
magnetic domains.
The extension of the Nahm transform to certain configurations of infinitely many
D1-branes was developed in [66]. The crucial observation is that the Lie algebra
u(n) can be viewed as the algebra of functions on the fuzzy sphere, with 1/n playing
the role of the non-commutativity parameter. The fields describing the transverse
fluctuations of the D1-brane are u(n)-valued functions on an interval I. In the limit
n→∞ they become functions on S2 × I. These fields are then put together into a
map
t : S2 × I → 3 , (3.1)
from which the fields on 3 can easily be constructed.
The resulting configurations are known as magnetic bags. Magnetic bags are
abelian configurations that were introduced in [29]. They are widely believed to
describe the large n limit of n-monopoles in non-abelian gauge theory. This is
known as Bolognesi’s conjecture.
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In this chapter we investigate various extensions of the Nahm transform, in
particular also to bags of selfdual strings. We will begin in section 3.1 with a
discussion of the 3-dimensional situation. The notion of magnetic bags is generalized
to that of magnetic domains in three dimensions; the latter may appear as limits not
only of monopoles, but also of monopole walls, monopole chains, and probably other
configurations. We will state and prove a Nahm transform for magnetic domains
which generalizes that given in [66]. We will also see a partial proof of Bolognesi’s
conjecture for the case of magnetic discs, which are flattened magnetic bags.
In section 3.2 we present a D-brane interpretation of magnetic bags and their
Nahm transform. The surfaces of magnetic bags are junctions of D-branes which are
related by T- and S-duality to junctions of (p, q) 5-branes. These junctions appear
in the Nahm data as defects. The D-brane picture is valuable not only as further
support for the magnetic bag conjecture, but also as a guide in generalizing the
magnetic bag conjecture to M-theory. Indeed, it seems very likely that n M2-branes
stretching between two M5-branes will form a bag as n → ∞. A striking feature
here is that the bags are abelian, and thus evade the usual difficulties associated
with writing down non-abelian higher gauge theories.
In sections 3.3–3.5 we investigate in detail bags and more general domains formed
by selfdual strings. A precise definition of these domains is formulated in section
3.3, and we state and prove the Nahm transform for them. The Nahm-dual picture
for a selfdual string bag consists of solutions of the Basu-Harvey equation based on
the algebra of functions on the 3-sphere. These can be combined into a map
t : S3 × I → 4 , (3.2)
from which the bag can be recovered. This substantially improves a result of Ho
and Matsuo [73], who showed that the Bagger-Lambert-Gustavsson action based on
the algebra of functions on a 3-manifold at least has the correct low energy degrees
of freedom to describe M5-branes.
We go on to show in section 3.4 that this Basu-Harvey equation is the large n
limit of the equation introduced in [133, 60, 64] for describing nM2-branes. The bags
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obtained in this large n limit are quite constrained: they are necessarily invariant
under a certain action of U(1). In fact, they can be identified with ordinary magnetic
bags using the Hopf fibration.
We show in section 3.5 that our Nahm equation for selfdual string bags also has
a natural loop space formulation and re-interpret the Nahm transform from that
perspective.
Finally, we provide in section 3.6 a construction for bags in higher gauge theories.
An interesting feature here is that the Nahm equation can be written as a Maurer-
Cartan equation for an element of an L∞-algebra.
3.1 Magnetic domains in three dimensions
3.1.1 From magnetic monopoles to magnetic domains
We will reintroduce the coupling constant e since a double-scaling limit will need to
be taken to regulate the size of the magnetic bag.
To get to magnetic bags we begin with SU(2) Yang-Mills-Higgs theory: an SU(2)
principal bundle over 3 with connection 1-form A, curvature 2-form F and an
adjoint Higgs field Φ. We define
F = dA+ eA ∧ A , DΦ = dΦ+ e[A,Φ] , (3.3)
where e is the Yang-Mills coupling constant. The Yang-Mills-Higgs energy functional
E = 12
￿
3
tr (F ∧ ∗F +DΦ ∧ ∗DΦ) (3.4)
admits a Bogomolny bound
E =
￿
3
tr
￿
1
2 |DΦ− ∗F |2 +DΦ ∧ F
￿ ≥ ￿
S2∞
tr (FΦ) . (3.5)
This bound is saturated (and the Yang-Mills-Higgs equations of motion are sat-
isfied) for BPS monopoles, which are defined as solutions (A,Φ) to the Bogomolny
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monopole equation
F = ∗DΦ , (3.6)
together with the asymptotic condition ||Φ|| :=
￿
1
2 tr (Φ
†Φ) → v > 0 as r → ∞.
This asymptotic condition on Φ breaks the gauge symmetry to U(1), and therefore
it makes sense to talk about the magnetic charge q of a monopole. It is well-known
that the magnetic charge is quantized:
q := −12
￿
S2∞
tr (FΦ)
￿Φ￿ =
2πn
e
. (3.7)
Here n ∈ is a topological charge which counts the number of monopoles. The
Bogomolny bound can now be written as E ≥ vq.
In this section, we are interested in monopole configurations that arise in the
limit n → ∞. For example, consider a BPS configuration of an odd number n of
monopoles in 3 located on a one-dimensional lattice at ￿x = (i, 0, 0), i ∈ , |i| ≤
(n− 1)/2, where we use the usual Cartesian coordinates on 3. Such configurations
of monopoles are known to exist, and in a certain limit n, v → ∞ one obtains a
solution of the Bogomolny equation invariant under a translation group [53, 68].
This is an example of a monopole chain [37, 136].
Similarly, one can consider doubly-periodic monopoles invariant under the action
of 2, given by (x1, x2, x3) ￿→ (x1 + i, x2 + j, x3) for i, j ∈ 2. One has the freedom
to impose different boundary conditions as z → ±∞, and configurations satisfying
￿Φ￿ → A as z → −∞ and ￿Φ￿ ∼ Bz as z → ∞ for constants A,B are know as
monopole walls1 [85, 136, 137]. Monopole walls are thought to be related to the
boundary of magnetic bags. If a monopole wall has non-zero charge per unit period,
then the total charge n is again infinite.
Inductive reasoning might lead one to consider triply-periodic monopoles, but
the following argument shows that there are no non-trivial examples of these. Any
triply-periodic monopole would correspond to a monopole on the compact manifold
T 3. The equation of motion￿AΦ = 0 would then imply that 0 =
￿
T 3 tr (ΦD∗DΦ) =
1Configurations for which ￿Φ￿ ∼ B|z| as z → ±∞ are called monopole sheets.
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− ￿T 3 tr (DΦ ∧ ∗DΦ), and hence that DΦ vanishes2.
Our final examples of monopoles with n → ∞ are magnetic bags [29]. Heuris-
tically, a magnetic bag with finite charge n consists of a finite-area segment of
a monopole wall, folded around to form a closed surface. The existence of such
monopoles is an open question (which we discuss further in section 3.1.5), however,
five examples are known with n = 3, 4, 5, 7, 11 [86]. These magnetic bags are roughly
spherical in shape, and the lattice structures on their surfaces resemble the five Pla-
tonic solids.3 The size of the Platonic monopoles has been shown to be in good
agreement with predictions of the bag model [88]. Constructing further examples of
magnetic bags on 3 is difficult, because there are no further Platonic solids whose
symmetries can be exploited. The situation is much better on AdS space, where nu-
merical methods can be used to construct magnetic bags with a large range of values
of n [131]. Thus it is widely believed that magnetic bags exist for infinitely many
values of n, and that they are the most tightly-packed configurations of monopoles.
The magnetic charge q = 4πn/e of a magnetic bag remains finite in the limit
n → ∞ provided one takes a double-scaling limit e → ∞ such that n/e remains
finite. In this limit the BPS energy E = vq and also the size of the bag remain finite.
The double scaling limit causes two of the three su(2) components of the fields to
be exponentially suppressed. This can be seen from the D-brane interpretation
discussed in section 3.2.1, where the ‘W-boson’ strings stretching between different
D-branes have masses which diverge as ∼ e||Φ||. With just one generator of su(2)
left, we have u(1) valued fields, which we denote φ and f . Explicitly, we have
Φ→ i
φ 0
0 −φ
 and F → i
f 0
0 −f
 (3.8)
in local gauges as n→∞. The surface of a bag becomes infinitely thin as n, e→∞,
and can be represented by a surface S ⊂ 3. One has f = 0 inside the bag, and
hence that φ is constant; φ is continuous on S, but f is not. We will assume that
2Note that although Φ is a section of an associated vector bundle, the expression under the
integral is globally defined.
3There are actually two types of magnetic bag, termed “abelian” and “non-abelian” in [86], but
this distinction becomes irrelevant in the limit n→∞ that we consider.
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φ = 0 inside the bag.
We will be concerned with magnetic bags only in this abelian double-scaling limit.
One could take similar limits of walls or chains: here one sends the topological charge
per unit area (or length) and the coupling constant e to infinity, in such a way that
the magnetic charge per unit area (or length) stays finite. The limiting configuration
for walls could have a discontinuity in f along a plane, while for chains one could
perhaps arrange for a singularity along a line or a discontinuity on a cylinder.
All of these abelian limiting configurations are examples of what we will refer
to as magnetic domains Ω in three dimensions: These are monopole configurations
characterized by continuous u(1)-valued fields (f,φ) satisfying the following proper-
ties:
• f is closed, and therefore we have locally a gauge potential a with f = da,
• f and φ satisfy the Bogomolny monopole equation f = ∗dφ in the region
Ω ⊂ 3,
• dφ ￿= 0 in Ω and
• depending on the shape and dimensionality of the boundary of the domain Ω,
φ satisfies certain boundary conditions.
3.1.2 Nahm transform and the fuzzy funnel
Instead of regarding the fields appearing in the Nahm equation as functions on the
interval I = (−v, v) taking values in u(n), we can interpret them as functions on
S2F × I, where S2F is a fuzzy sphere at level n. To understand this statement, let us
briefly recall the Berezin-Toeplitz quantization of the 2-sphere [26], see also [21, 78]
and references therein. We start from the round sphere S2 ∼= P 1 endowed with its
Fubini-Study metric and the corresponding Ka¨hler form ω. As usual in geometric
quantization, we have to pick an ample line bundle (the prequantum line bundle),
from whose global sections we derive a Hilbert spaceHn. We choose the line bundle
Ln = O(n − 1) with first Chern number c1 = n − 1 and we will moreover work
with Ka¨hler polarization. This means that the Hilbert space is given by the global
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holomorphic sections of Ln:
Hn = H
0( P 1, Ln) ∼= n . (3.9)
Using the volume form ω, one can construct an inner product on Hn via
￿s1|s2￿ :=
￿
P 1
ω(z, z¯)
(1 + zz¯)n
s1(z)s2(z) , (3.10)
where z ∈ ∪ {∞} denotes a point on P 1. Moreover, we can construct an
overcomplete set of coherent states |z￿ ∈ Hn for each z. These are used in the
definition of the coherent state projector Pz,z¯ :=
|z￿￿z|
￿z|z￿ , which provides a bridge
between the classical and the quantum world, as Pz,z¯ ∈ C∞( P 1) ⊗ End (Hn). We
define the Berezin symbol map
σn : End (Hn)→ C∞n ( P 1) ⊂ C∞( P 1) with σn(A) := tr (Pz,z¯A) , (3.11)
and the Toeplitz quantization map
Tn : C∞( P 1)→ End (Hn) with Tn(f) :=
￿
P 1
ω(z, z¯)f(z, z¯)Pz,z¯ . (3.12)
The set C∞n ( P 1) is called the set of quantizable functions at level n. Both the
above maps combine to the Berezin transform βn : C∞( P 1) → C∞n ( P 1), where
βn(f) = σn(Tn(f)). We now have the following results in the large n limit [30], see
also [128]:
￿in[Tn(f),Tn(g)]−Tn({f, g})￿ = O
￿
1
n
￿
and βn(f)(z, z¯) = f(z, z¯)+O
￿
1
n
￿
.
(3.13)
On the set of quantizable functions C∞n ( P 1), we can invert σn to obtain a
quantization map σ−1n from real functions in C∞n ( P 1) to u(n), the set of real endo-
morphisms onHn. In this quantization procedure, n plays essentialy the role of 1/￿.
The fuzzy sphere is now defined via its algebra of functions End (Hn) ∼= C∞n ( P 1).
Note that the operator product on End (Hn) induces a “star product” on C∞n ( P 1)
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by f ￿ g = σ−1n (σn(f)σn(g)).
Explicitly, the coordinate functions xi describing the embedding S2 ⊂ 3 are
mapped to the operators X i := 2iJ
i
n ∈ u(n), where J i form an n-dimensional irre-
ducible representation of su(2). For these, we have the identities
X iXj −XjX i = 2i
n
εijkX
k , (3.14)
(X1)2 + (X2)2 + (X3)2 = 1− 1
n2
, (3.15)
which makes the limit S2F → S2 ⊂ 3 as n→∞ clear.
General functions in C∞n (S2) split up into representations of the rotation group
SO(3) ￿ SU(2). These representations are given by the spherical harmonics Y￿m,
labeled by integers 0 ≤ ￿ < n, m ∈ with |m| ≤ ￿:
C∞n (S2) =
n−1￿
￿=0
￿￿
m=−￿
Y￿m ∼=
n￿
i=1
(2i− 1) . (3.16)
Here, i is the i-dimensional irreducible representation of su(2). A subscript de-
notes projection onto its real part under the obvious antilinear involution. Note that
the functions Y1m, m = −1, 0, 1 are linear combinations of the coordinate functions
x1, x2, x3. Under quantization, elements of C∞n (S2) are mapped to general elements
of u(n), which form the same sums of representations of su(2) ∼= so(3):
(End ( n)) ∼= u(n) ∼= (n⊗ n) =
n￿
i=1
(2i− 1) , (3.17)
In the limit n → ∞, the fuzzy sphere S2F becomes the ordinary sphere S2 and
C∞n (S2) → C∞(S2). As implied by (3.13), the Lie bracket on u(n) goes over to the
Poisson bracket on C∞(S2). All this suggests that in the case of magnetic bags, for
which n→∞, the Nahm data should be extended from functions on an interval I
taking values in u(n) to functions on S2× I. A Nahm construction using this point
of view has been developed in [66]. In the following, we will also allow for other
2-manifolds such as 2 and × S1 to replace S2 and thus extend this construction
to a large class of magnetic domains.
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3.1.3 Nahm transform for magnetic domains
We start from a real two-dimensional manifoldM without boundary. A volume form
ω on M induces a symplectic structure, which in turn leads to a Poisson bracket on
C∞(M). This Poisson bracket can be trivially extended to a Poisson bracket {·, ·}ω
on C∞(M × I), where I is the union of finitely many intervals on the positive real
line. We denote the resulting Poisson algebra by Πω.
By Πω-valued Nahm data or Πω-Nahm data for short, we understand a triple of
functions ti ∈ C∞(M × I), which satisfy the Πω-Nahm equation
∂ti
∂s
=
4π
q
1
2
εijk{tj, tk}ω . (3.18)
Below we will state and prove a theorem which shows how solutions of the Πω-
Nahm equation can be used to construct magnetic domains. However, before doing
so we need to introduce the concept of the volume type of a volume form on a
2-manifold. In general a non-compact manifold M may be written as a union of
a compact subset K and a collection of open sets U , called ends. For example
2\{(0, 0)} has two ends, one near r =∞ and one near r = 0:
2\{(0, 0)} = U0 ∪K ∪ U∞ ,
U0 = {xixi < 1} , K = {xixi = 1} , U∞ = {xixi > 1} .
(3.19)
Given any volume form ω on M one may measure the volume of each of its ends,
and this could be either infinite or finite. We say that two volume forms ω1, ω2
have the same volume type if every end U has either infinite ω1-volume and infinite
ω2-volume, or finite ω1-volume and finite ω2-volume. The notion of volume type is
independent of the choice of compact set K provided that K is big enough – see
appendix D or reference [61] for more details. Note that two volume forms on a
compact manifold are trivially of the same volume type.
As a simple example, consider the following two volume forms on 2\{(0, 0)}:
ω1 = dx
1 ∧ dx2 , ω2 = dx
1 ∧ dx2
xixi
. (3.20)
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These do not have the same volume type, since the volume of U0 is finite when
measured with ω1 but infinite when measured with ω2. Note however that both
volume forms give M infinite volume.
It is not hard to show that two volume forms related by a diffeomorphism that
does not permute the ends have the same volume type. The converse statement was
proven in [61]: if ω1,ω2 have the same volume type then there exists a diffeomorphism
u of M such that u∗ω2 = ω1.
Our theorem states: up to gauge equivalence, there is a one-to-one correspon-
dence between
• sets of Πω-Nahm data with the property that the map from M × I to Ω ⊂ 3
defined by the ti is a diffeomorphism t :M × I → Ω, and
• magnetic domains Ω that are diffeomorphic to M ×I, where the restriction of
f to any slice M × {s0} has the same volume type as ω and I is the range of
φ. Explicitly, there is a diffeomorphism u : Ω → M × I such that f = q4πu∗ω
and φ = s ◦ u on Ω.
The proof follows closely that given in [66] for magnetic bags, and is similar to
one given in [52]: The Πω-Nahm data provide us with a diffeomorphism t and its
inverse u,
M × I t￿
u
Ω ⊂ 3 . (3.21)
We will use local coordinates θ1,2 on M , s on I and Cartesian coordinates yi on
Ω ⊂ 3. By definition of the Poisson bracket, the Nahm equation (3.18) is equivalent
to
dti ∧ ω = 4π
q
1
2
εijk dt
j ∧ dtk ∧ ds , (3.22)
where ω is the volume form on M . This is an equation on M × I, which we want
to pull back along u to an equation on Ω ⊂ 3, identifying yi = u∗ti:
dyi ∧ u∗ω = 4π
q
1
2
εijkdy
j ∧ dyk ∧ u∗ds = 4π
q
∗ dyi ∧ u∗ds = 4π
q
dyi ∧ ∗ u∗ds
⇐⇒ q
4π
u∗ω = ∗d u∗s ,
(3.23)
and therefore f = ∗dφ. Note that ω is a volume form on M and therefore closed.
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This means that locally, there exists a gauge potential a such that f = da.
Alternatively, we can start from the fields f := q4πu
∗ω and φ := u∗s and determine
the conditions necessary for the Bogomolny equation f = ∗dφ to hold. For this, we
pull back f = ∗dφ to M × I to get
q
4π
ω = t∗ ∗ dφ . (3.24)
We compute
t∗ ∗ dφ = εijk 1
2
∂s
∂ti
￿
∂tj
∂θa
∂tk
∂s
dθa ∧ ds+ ∂t
j
∂θa
∂tk
∂θb
dθa ∧ dθb
￿
. (3.25)
When the Πω-Nahm equation holds, the unwanted term εijk
∂s
∂ti
∂tj
∂θa
∂tk
∂s vanishes since
∂s
∂ti
∂ti
∂θa =
∂s
∂θa = 0 and the remaining term gives
q
4πω. With a little more work, it can
be shown that the Nahm equation is in fact equivalent to f = ∗dφ. We will use a
similar argument when discussing the loop space selfdual string bags in section 3.5.
The inverse construction is done for each connected component in Ω separately.
Let us therefore restrict to one connected component Ωc of Ω, on which the range of φ
is given by some interval I. By assumption, the magnetic domain Ωc is diffeomorphic
to M × I with dφ ￿= 0 everywhere. The direct product structure M × I translates
into a foliation of Ωc by two-dimensional surfaces Σφ that are diffeomorphic to M .
These surfaces are formed by the level sets of φ. We pick an element φ0 = s0 ∈ I and
the corresponding level set Σφ0 = {p ∈ Ωc|φ(p) = φ0} together with the embedding
i : Σφ0 ￿→Ωc. Now f and ω have the same volume type, so the non-compact version
of Moser’s theorem [61] implies that there is a diffeomorphism w : M → Σφ0 and a
constant q ∈ such that w∗i∗f = q4πω (see also [92]). We will now extend the map
i to a diffeomorphism t : I ×M → Ωc as done in [66]: The vector field ∂∂s has the
properties
L ∂
∂s
s = 1 and ι ∂
∂s
ω = 0 , (3.26)
where L denotes the Lie derivative. On Ωc, we have analogously the normalized
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gradient of φ, i.e. the vector field
Y =
￿
∂φ
∂yj
∂φ
∂yj
￿−1 ∂φ
∂yi
∂
∂yi
, (3.27)
which satisfies
LY φ = 1 and ιY f = 0 . (3.28)
We now solve the differential equations
dyi
ds
= Y i(y(s)) (3.29)
with the boundary condition y(s0) = w◦ i at s0 = φ0. The map y yields a diffeomor-
phism between I˜×M and Ωc, where I˜ is some interval in containing s0. Because
of
dφ(yi(s))
ds
=
dyi
ds
∂φ
∂yi
= LY φ = 1 , (3.30)
I˜ is identical to the range of φ and therefore to I, and we can identify t with y.
The one-to-one correspondence is then shown by composing the transform with the
inverse transform to get the identity. This completes the proof.
The fact that we can find a prescription for the explicit construction of magnetic
domains reflects that they are described by integrable equations. They therefore
come with an infinite number of conserved charges as shown in [66] for magnetic
bags.
The boundary conditions imposed on the Πω-Nahm data at the edges of the
intervals contained in I are in direct correspondence to the boundary conditions
of the fields describing the magnetic domain, as we will show in detail for various
examples in the next section.
3.1.4 Examples
For magnetic bags, the boundary S of the domain Ω is diffeomorphic to a sphere.
The domain Ω itself is then 3 with the interior of S excluded. The boundary
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conditions imposed are that φ = 0 on S and φ tends to some positive constant v
as r → ∞. Due to the Bogomolny equation (3.6), the Higgs field φ is a harmonic
function on Ω and furthermore, because of the definition of q in (3.7), φ has the
following asymptotic expansion:
φ ∼ v − q
4πr
+O(1) for r →∞ . (3.31)
The Πω-Nahm data are now functions of S2×I, where I = [0, v). The lower bound
of I corresponds to the surface S, while the upper bound of I corresponds to S2∞,
the boundary of 3 at infinity. This asymptotic behavior of the Higgs field (3.31)
induces the following boundary condition on the Πω-Nahm data:
ti(x, s) =
q
4π
xi
v − s +O(1) as s→ v . (3.32)
The simplest example for a magnetic bag is the spherical one. It has Πω-Nahm
data [66]
ti(x, s) =
q
4π
xi
v − s , (3.33)
where x ∈ S2 ⊂ 3. The inverse map u : Ω→ S2 × I is
u(￿y) =
￿
￿y
r
, v − q
4πr
￿
, (3.34)
from which we compute
φ = u∗s =

v − q4πr r ≥ q4πv
0 r < q4πv
. (3.35)
Thus, Ω is given by {￿y | |￿y| ≥ q4πv} ⊂ 3. Now on S2 we have ω = sin θ1dθ1 ∧ dθ2 =
1
4εijkx
idxj ∧ dxk and so
f =
q
4π
u∗ω =

q
8πr3 εijky
idyj ∧ dyk r ≥ q4πv
0 r < q4πv
. (3.36)
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These fields satisfy f = ∗dφ on Ω.
A generalization of this example is the ellipsoidal bag, stretched in the y3 direc-
tion, for which the Πω-Nahm data reads as
t(x, s) =
qλ
4π
￿
x1
sinh(λ(v − s)) ,
x2
sinh(λ(v − s)) ,
x3
tanh(λ(v − s))
￿
. (3.37)
In the limit λ → 0, the Πω-Nahm data reduce to the spherical case (3.33). Let us
now restrict to λ = 1 for simplicity.
The inverse map u : Ω→ S2 × I is
u(￿y) =
￿￿
y1
α
,
y2
α
, y3
￿
p
pα2 + 1
￿
, v − sinh−1
￿
1√
pα
￿￿
, (3.38)
where p = (4π/q)2 and
α2 =
pr2 − 1 +￿4p((y1)2 + (y2)2) + (pr2 − 1)2
2p
. (3.39)
Therefore φ(￿y) = v − sinh−1( q4πα(￿y)) and f = εijk 1α√pα2+1
∂α
∂yidy
j ∧ dyk on
Ω :=
￿
￿y
￿￿￿ (y1)2 + (y2)2 + 1
cosh2 v
(y3)2 ≥ 1
p sinh2 v
￿
⊂ 3 . (3.40)
We can also consider a circular disc, i.e. a degenerate magnetic bag completely
squashed in the y3 direction, with Πω-Nahm data
t(x, s) =
q
8v
￿
x1
sin(π(v − s)/2v) ,
x2
sin(π(v − s)/2v) ,
x3
tan(π(v − s)/2v)
￿
(3.41)
and inverse
u(￿y) =
￿￿
y1
α
,
y2
α
, y3
￿
p
pα2 − 1
￿
, v − 2v
π
sin−1
￿
1√
pα
￿￿
, (3.42)
where p = (8v/q)2 and
α2 =
pr2 + 1 +
￿−4p((y1)2 + (y2)2) + (pr2 + 1)2
2p
. (3.43)
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Therefore φ = v(1− 2π sin−1( q8vα(￿y))) and f = εijk 1α√pα2−1
∂α
∂ykdy
j∧dyk on Ω = 3\D,
where D is a disc in the y1-y2-plane with radius q/8v. The Higgs field φ (and −φ)
are used in the plots in Figure 1. These plots will find a natural interpretation in
terms of D3-branes as explained in section 3.2.
✲
✻
✂
✂✌
x1, x2
s
x3
Figure 3.1: Plots of the Higgs field φ (and −φ) for the spherical magnetic bag and
the circular magnetic disc. The vertical axis is the s-direction and one of the circular
symmetric directions is suppressed.
The flat magnetic wall [85] arises from a map t : 2 × I → 3y3>0, where I =
[0,∞). The Poisson bracket on 2, arising from the symplectic form ω = dx1∧dx2,
is just
{xa, xb} = εab , a, b = 1, 2 . (3.44)
The Πω-Nahm data for the flat wall [66] are
ta(x, s) = xa , t3(x, s) =
4π
q
s , (3.45)
and the inverse map is
u(￿y) =
￿
(y1, y2),
q
4π
y3
￿
. (3.46)
This gives solutions to the Bogomolny equation
φ = u∗s =
q
4π
y3 , f =
q
4π
u∗ω =
q
4π
dy1 ∧ dy2 . (3.47)
Note that the Higgs field is a harmonic function on Ω, which is independent of
y1 and y2 as expected. More general magnetic walls, correspondingly, would still
have Πω-Nahm data t : 2 × I → 3y3>0 satisfying the boundary condition
t3(x, s) ∼ 4π
q
s as s→∞ . (3.48)
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Finally, we can also consider a magnetic tube along the y3 axis. This arises from
a map t : S1 × × I → Ω ⊂ 3. The Poisson bracket on S1 × , induced by the
symplectic form ω = εabxadxb ∧ dz, is
{x1, x2} = 0 , {z, xa} = εabxb , (3.49)
where (x1, x2) ∈ S1 ⊂ 2. The Πω-Nahm data are given by
ta(x, z, s) = e
4π
q (s−v)xa , t3(x, z, s) = z , a = 1, 2 , (3.50)
and the inverse map is
u(￿y) =
￿￿
y1
r
,
y2
r
￿
, y3,
q
4π
ln(r) + v
￿
, (3.51)
where r2 := (y1)2 + (y2)2. From here we can see that the bag surface is a cylinder
along the y3-axis with radius r = e−
4π
q v and Ω is the exterior of this cylinder in 3.
This gives solutions to the Bogomolny equation
φ = u∗s =
q
4π
ln(r) + v , f =
q
4π
u∗ω = εab
q
4π
ya
r2
dyb ∧ dy3 . (3.52)
General magnetic tubes would have Πω-Nahm data with the boundary condition
ta(x, z, s) ∼ e 4πq (s−v)xa for a = 1, 2 as s→∞ . (3.53)
✲
✻
✂
✂✌
x1, x2
s
x3
✲
✻
✂
✂✌
x3
s
x1, x2
Figure 3.2: Magnetic wall and magnetic tube. The vertical axis is the s-direction
and one of the symmetric directions of 3 is suppressed.
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3.1.5 Magnetic domains as limits of monopole configura-
tions
As stated above, abelian magnetic bags are expected to correspond to the large n
limits of non-abelian magnetic monopoles. More precisely, Bolognesi has made the
following conjecture [29], cf. [66]:
For any magnetic bag (f,φ), there is a sequence (A(n),Φ(n)) of charge n solutions
to the Bogomolny monopole equations F (n) = dA(n)A
(n) = en ￿ dΦ(n) with coupling
constant en ∈ and gauge group SU(2), such that in the limit n→∞:
2π
n
en
→ q , ￿Φ(n)￿ → φ and − tr (F
(n)Φ(n))
2￿Φ(n)￿ → f . (3.54)
Recall that the ADHMN construction gives a one-to-one correspondence between
gauge equivalence classes of sets of Nahm data and gauge equivalence classes of
solutions to the Bogomolny monopole equations. Note that the limits (3.54) in the
conjecture are gauge invariant. This suggests that if the conjecture is true, then for
each set of Πω-Nahm data (ti(s)) corresponding to a magnetic bag (f,φ), one can
find a sequence of Nahm data (T i(n)(s)) for finite-charge monopoles that converges
towards ti in the large n limit. Moreover, the solutions (T i(n)(s)) can be extended to
the full interval I2 = I ∪ −I. Let us be more precise, we conjecture:
For each solution (ti), ti ∈ C∞(S2 × I) of the infinite-charge Nahm equation
(3.18) corresponding to a magnetic bag, there is a sequence of solutions (T i(n)), T
i
(n) ∈
u(n) ⊗ C∞(I2) of the finite-charge Nahm equation such that in the limit n → ∞:
σn(T i(n)(s)) → ti(s) on I. Here, σn is the Berezin symbol map σn : u(n) → C∞n (S2)
introduced above.
To find a sequence of sets of Nahm data T i(n)(s) converging towards a set of Πω-
Nahm data ti(s) for a magnetic bag, one would ideally like a non-trivial Lie algebra
homomorphism from the Poisson algebra C∞(S2) to the Lie algebra u(n). However,
such a map does not exist. The best one can do is to use an approximate Lie algebra
homomorphisms, just as the Toeplitz quantization map, cf. (3.13).
First, it is necessary to extend theΠω-Nahm data for magnetic bags from the half-
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interval I = [0, v) to the full interval I2 = (−v, v). The operation of transposition
on a matrix can be interpreted as the operation of a reflection R ∈ O(3) on the
fuzzy sphere [66], so the reality condition T i(−s) = T i(s)t for monopole Nahm data
should be replaced by the condition ti(x,−s) = ti(Rx, s) for bag Πω-Nahm data.
Thus Πω-Nahm data on I can be extended to I2, but doing so may introduce a
discontinuity at s = 0.
The discontinuity is not present if the Πω-Nahm data satisfy ti(Rx, 0) = ti(x, 0).
If this is the case the corresponding magnetic bag will be degenerate, in the sense
that the volume contained inside the magnetic bag will vanish. It is not hard to
convince oneself that Bolognesi’s conjecture is true for these degenerate bags, at
least in the form of the new conjecture: to obtain Nahm data for a monopole
corresponding to a degenerate bag, one only needs to take T i(n)(0) := Tn(t
i(0)) as
initial conditions and solve the Nahm equation. The Nahm equation implies that
the condition T i(−s)(n) = T i(s)t(n) is automatically satisfied, because the matrices
T i(n)(0) are by construction symmetric. As the failure of the Toeplitz quantization
map Tn to be a Lie algebra homomorphism is of order O(1/n), in the limit, the
deviation of T i(n)(s) from Tn(t
i(s)) vanishes:
￿
I(n)2
ds ||T i(n)(s)−Tn(ti(s))||2 → 0 as n→∞ . (3.55)
Here, I(n)2 is the maximal interval on which both the T i(n)(s) and the ti(s) are defined.
As the functions ti(s) diverge at s = v, the same should hold for the matrix-valued
functions T i(n) in a neighborhood of v that becomes smaller with n, i.e. I(n)2 → I2.
The T i(n)(s) thus indeed describe a sequence of Nahm data that encodes monopole
solution and converges to the Πω-Nahm data ti(s) of a magnetic bag. These argu-
ments suggest that Bolognesi’s conjecture is true at least for degenerate bags like
e.g. magnetic discs.
For non-degenerate bags, the situation is more subtle: the extension of the Πω-
Nahm data to I2 via ti(x,−s) := ti(Rx, s) has a discontinuity at s = 0 as ti(Rx, 0) ￿=
ti(x, 0) for some i = 1, 2, 3. Thus the limiting configuration ti(s) must satisfy a
modified Nahm equation. Because the ti(x, s) satisfy the Nahm equation on I2\{0},
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we are led to
dti
ds
=
2π
q
εijk{tj, tk}+ ζ iδ(s) , (3.56)
where ζ i ∈ C∞(S2) determines the size of the jump at s = 0. Solutions of this
modified Nahm equation are expected to be good approximations to solutions of the
usual Nahm equation in the large n limit. To understand this modification in more
detail, let us turn to the brane interpretation of magnetic domains in string theory.
3.2 Brane interpretation
3.2.1 Brane interpretation of magnetic walls and bags
We can consider the configuration of n D1-branes ending on N D3-branes at posi-
tions x6 = si, i = 1, . . . , N :
0 1 2 3 4 5 6 . . .
D1 × ￿
D3 × × × × si
(3.57)
To compare with Chalmers-Hanany-Witten configurations [33, 65], we T-dualize
along the x4- and x5-directions, S-dualize and obtain
0 1 2 3 4 5 6 . . .
D3 × × × ￿
NS5 × × × × × × si
(3.58)
Dirac monopoles correspond to a single N = 1 NS5-brane at e.g. s = 0. The usual
SU(2)-monopoles yield N = 2 NS5-branes at positions s1 = −v and s2 = v and
D3-branes suspended between them, where I = (−v, v) is the interval over which
the Nahm data is supported. The BPS equations in the gauge theory description of
configuration (3.58) are just the ordinary Nahm equations, cf. e.g. [65, 36, 38].
As a first nontrivial configuration, let us consider a so-called monopole wall [137],
i.e. a doubly periodic monopole. A brane interpretation of such a monopole wall
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has been recently discussed in [39]. Here, we consider an NS5-brane at s = 0 and
D3-branes whose endpoints form a two-dimensional lattice in the 212-directions
4.
Alternatively, we can replace the subspace 3123 with T
2
12× 3 and consider a single
monopole on this space at x1 = x2 = 0. Let us assume that the radii of the torus
T 212 are sufficiently small and therefore the Higgs field Φ is effectively constant in
the compactified directions. It therefore satisfies the Laplace equation in the x3-
direction:
∂
∂x3
∂
∂x3
φ(x3) = tan θ δ(0) , (3.59)
where x3 = 0 is the position of the endpoint of the D3-brane on the NS5-brane and
the angle θ is related to the lattice spacing or, equivalently, the radii of the torus
T 212, cf. e.g. [4]. The solution of this equation is
φ(x3) =
tan θ
2
|x3|+ bx3 + c , b, c ∈ . (3.60)
The constants can be fixed by demanding that x6 = φ(x3) = 0 for x3 ≤ 0, which
yields b = tan θ2 and c = 0. This configuration is in fact related to a bound state
between D5- and NS5-branes. To see this, let us T-dualize along T 212, and we arrive
at the configuration
0 1 2 3 4 5 6 . . .
D5 × × × 0 × × ￿
NS5 × × × ￿ × × 0
(1,1) × × × ￿ × × ￿
NS5
D5
￿
￿￿(1, 1)-brane
✲
✻
x3
x6
The NS5-brane ends at x3 = 0 and turns into a (p, q)-fivebrane with p = q = 1
which extends diagonally in 236 as indicated by the symbol ￿. A (p, q)-brane [4]
is a bound state of p NS5-branes and q D5-branes, fused together at a junction like
the one above. The angle θ is restricted by tan θ = gs
p
q , p, q ∈ , where gs is the
string coupling.
4Subscripts on manifolds denote the directions in which these spaces extend into the target
space 1,9.
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Combining two such monopole walls and tuning the length of the connecting
D5-branes to zero, we obtain the following picture:
NS5
NS5
D5
￿
￿￿(1, 1)-brane
❅
❅❅(1, 1)-brane
−→
NS5
￿
￿￿
(1, 1)-brane
❅
❅❅
(1, 1)-brane
The right configuration is a useful picture for the neighborhood of the edge of a
magnetic bag. Let us now try to model a complete spherical magnetic bag. For
this, consider two NS5-branes as above, which extend into 6012345 at s1 = −v and
s2 = v, together with D5-branes extending into 0 × 3456, wrapping a 2-sphere S2
in 3123, and ending on the NS5-branes at s1 and s2. The boundary of the D5-branes
in 3123 is given by the 2-sphere, which is identified with the surface of the magnetic
bag. We now perform again the analysis of the Higgs field as above. The Higgs field
now has to satisfy the Laplace equation in three dimensions, which yields φ ∼ v− 1r ,
where r is the radial distance from the center of the 2-spheres S2. As a boundary
condition, we demand that the NS5-branes are flat in the interior of the bag. This
deforms them to (1, 1)-branes on the outside of the bag:
D5 0 × S2123 × 3456
NS5 0 × B3123 × 245
(1,1) 0 × S2123 × +1236 × 245
￿ ￿
￿ ￿
NS5
(1, 1)
(1, 1)
(3.61)
After taking the length of the D5-branes in the x6 direction to zero, the Higgs field
has the profile of that of the spherical magnetic bag.
3.2.2 Approximating the Nahm data for magnetic bags
We now return to equation (3.56) and its interpretation in terms of branes. We
start again from two NS5 branes at s1 = −v and s2 = v and n D3-branes suspended
between them. The source at s = 0 in equation (3.56) signals that there is an
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‘impurity’ in the worldvolume of the D3-branes. Such impurity theories have been
extensively studied, see e.g. [39] and references therein. In string theory, the impu-
rities can be modeled by inserting fivebranes whose worldvolumes are orthogonal to
the direction x6. These fivebranes are assumed to be heavy compared to the D3-
branes, and therefore they are considered as static. Moreover, the distribution-like
source induces a jump in the Nahm datum T 1 at s = 0, signaling a breaking of the
D3-branes in the x1-direction:
NS5 NS5
defect
D3s
D3s
✲
✻
x6
x1
(3.62)
If we insert a D5-brane at s = 0 parallel to the NS5-branes and such that the D3-
branes can intersect it, the strings connecting the D3- and D5-branes yield an ad-
ditional fundamental hypermultiplet [65]. Giving a vacuum expectation value (vev)
to this hypermultiplet, we obtain additional source terms to the Nahm equation,
which are of the form5
dT i(n)
ds
=
2π
q
εijk[T
j
(n), T
k
(n)] + ha ⊗ h∗bσiabδ(s) , (3.63)
where ha ∈ k⊗ 2. This is the Nahm equation appearing in the construction of an
SU(3) monopole [77, 134]. Note that the expression ha⊗h∗b ∈ End ( 2)⊗End ( k) is
of rank one in the gauge part End ( k). This amounts to the fact that only one of the
D3-branes suspended between the two NS5-branes can break up on the D5-brane6.
Here, however, we want all the D3-branes to break in the x1 direction.
The alternative is to insert an NS5-brane. This generates an additional bifun-
damental hypermultiplet at s = 0 arising from strings connecting the D3-branes to
the left and the right of the NS5-brane [65, 39]. Giving a vev to this hypermultiplet,
5As remarked in [134], it is expected that stringy effects will regulate the δ(s)-term to an
exponential approximation.
6This is also related to the s-rule [65], which states that only one D3-brane can be supersym-
metrically suspended between any given pair of NS5- and D5-branes.
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we obtain the Nahm equation
dT i(n)
ds
=
2π
q
εijk[T
j
(n), T
k
(n)] + ζ
iδ(s) , (3.64)
which is the finite n version of (3.56). Here, ζ i ∈ u(n) is determined by the vev
of the hypermultiplet. This configuration, however, does not describe an SU(2)
monopole. In fact, the configuration we arrived at is S-dual to a sequence of D5-
branes at s = −v, s = 0 and s = v, which is the usual description of an SU(3)
monopole, except for the fact that all the D3-branes break on the D-brane in the
middle. To obtain a brane configuration corresponding to an SU(2)-monopole, we
compactify the direction x6 on a circle and identify the NS5-branes at s = −v
and s = +v. On the latter NS5-brane, the D3-branes end with the usual Nahm
boundary condition, while on the NS5-brane at s = 0, they break up and their
worldvolume becomes discontinuous in the x1-direction. Inverting the process of
T- and S-dualizing, we recover a D-brane configuration with two D3-branes and
2n D1-branes, which describes an SU(2)-monopole configuration. While this string
theory interpretation is certainly no proof of the Bolognesi conjecture, it gives at
least strong evidence for its validity.
Finally, let us try to connect configuration (3.61) to (3.62). While (3.62) is
the na¨ıve, classical picture, configuration (3.61) incorporates quantum corrections
bending the branes. We know that each point of the worldvolume of the D3-branes in
(3.62) polarizes into a fuzzy sphere due to the Myers effect [96, 47]. In the limit n→
∞, the D3-branes therefore turn into D5-branes wrapping a sphere S2123. Moreover,
if we assume that all the D3-branes come in pairs such that the configuration (3.62)
is symmetric with respect to the x6-coordinate axes, we arrive at the following
quantum corrected picture:
￿￿
❅❅
❅❅
￿￿(p, q)
(p, q)
(p, q)
(p, q)
NS5 NS5
defect
D5s
D5s
D5s
D5s
✲
✻
x6
x1
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Up to the defect at s = 0, this configuration is identical to (3.61). Note that
to obtain a magnetic bag, we have to tune the distance between the NS5-branes
to zero. To our knowledge, it is still unclear how to describe Chalmers-Hanany-
Witten configurations with stacks of multiple NS5-branes as impurities. Studying
our example of a magnetic bag in more detail might provide some new insights into
this issue. In particular, it might explain the appearance of the additional defect at
s = 0.
It is clear that the D-brane configurations we considered in this section all have
lifts to M-theory. In particular, the M-brane configuration obtained from lifting
(3.61) describes a bag of selfdual strings, which are bounded by three-dimensional
surfaces diffeomorphic to S3. We will present the corresponding Nahm constructions
in the following.
3.3 Magnetic domains in four dimensions
3.3.1 From selfdual strings to magnetic domains
We saw in sections 3.1 and 3.2 that magnetic domains, obeying an abelian equation,
can appear in the n→∞ limit of n D1-branes stretched between two D3-branes. We
expect something similar to happen to selfdual strings here: If we consider the limit
of infinitely many M2-branes stretched between two M5-branes, the theory should
become abelian. We will refer to the resulting configurations again as magnetic
domains. To stress that the field strength H is abelian, we will denote it by h for
the rest of this chapter. These domains in four dimensions are described by a Higgs
field φ and a closed 3-form h in a domain Ω ⊂ 4, both taking values in u(1) and
having the following properties:
• h is closed, and therefore we have locally a 2-form potential b with h = db,
• h and φ satisfy the selfdual string equation h = ∗dφ in the region Ω ⊂ 4,
• dφ ￿= 0 in Ω and
• depending on the shape and dimensionality of the boundary of the domain Ω,
φ satisfies certain boundary conditions.
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We clearly expect to find four-dimensional generalizations of the magnetic domains
we know from three dimensions, in particular magnetic bags, magnetic tubes and
magnetic walls. Analogously to the name monopole bags, we will refer to magnetic
domains in four dimensions as selfdual string bags.
It is interesting to note that, similar to the Yang-Mills-Higgs energy functional,
we can define a functional
E = 12
￿
Ω
h ∧ ∗h+ dφ ∧ ∗dφ , (3.65)
which has a Bogomolny bound
E =
￿
Ω
1
2 |dφ− ∗h|2 + dφ ∧ h ≥ vq , q :=
￿
S3∞
h , (3.66)
saturated by solutions to the selfdual string equation.
3.3.2 Nambu-Poisson structure and the Basu-Harvey equa-
tion
The Basu-Harvey equation
dT µ
ds
=
e
3!
εµνρσ[T
ν , T ρ, T σ] . (3.67)
involves fields living in a 3-Lie algebra. The only finite dimensional non-trivial
normed 3-Lie algebra is A4. In contrast, there are many examples of infinite-
dimensional normed 3-Lie algebras. Let M be any 3-manifold equipped with a
non-vanishing volume form ω. The space C∞(M) of smooth functions forms a 3-Lie
algebra, with 3-bracket defined by the equation
{f, g, h}ω = df ∧ dg ∧ dh . (3.68)
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In addition to the fundamental identity (A.5), the 3-bracket satisfies the Leibniz
rule
{f1f2, g, h} = f1{f2, g, h}+ {f1, g, h}f2 . (3.69)
This implies that for any g, h ∈ C∞(M) the map D(g, h) : f → {g, h, f} is a
derivation, which means that D(g, h) is a vector field. In general, a 3-Lie algebra
structure on the algebra of functions over a manifold obeying the Leibniz rule is
called a Nambu-Poisson structure [100, 132].
Solutions to the Basu-Harvey equation based on the 3-Lie algebra A4 are con-
jectured to describe two M2-branes stretching between M5-branes. We will show
below that the appropriate 3-Lie algebra for describing selfdual string bags is C∞(S3)
equipped with the Nambu-Poisson 3-Lie bracket induced by the SO(4)-invariant vol-
ume form ω. In standard polar coordinates 0 ≤ θ1, θ2 ≤ π, 0 ≤ θ3 ≤ 2π the volume
form is
ω = sin2 θ1 sin θ2 dθ1 ∧ dθ2 ∧ dθ3 , (3.70)
and the Nambu-Poisson 3-bracket is given by
{f, g, h} = 1
sin2 θ1 sin θ2
εijk
∂f
∂θi
∂g
∂θj
∂h
∂θk
. (3.71)
It will be convenient to denote by x1, x2, x3, x4 the functions on S3 obtained by
restricting coordinate functions from 4. These of course satisfy xµxµ = 1, and
their 3-brackets with each other are
{xµ, xν , xρ} = εµνρσxσ . (3.72)
Thus the xµ span a sub-algebra of C∞(S3) isomorphic to A4.
3.3.3 Nahm transform and its inverse
In general, we will denote the Nambu-Poisson structure on a three-dimensional
manifold M induced by its volume form ω by Πω. Under Πω-Basu-Harvey data for
magnetic domains in four dimensions, we understand a set of four functions tµ on
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M ×I, where I is a union of finitely many intervals, satisfying the Πω-Basu-Harvey
equation
dtµ
ds
=
2π2
3!q
εµνκλ{tν , tκ, tλ}ω . (3.73)
We will discuss in section 3.4 how this Basu-Harvey equation emerges as the large
n limit of Basu-Harvey equations based on hermitian 3-algebras. Analogously to
the case of magnetic domains in 3, we have the following theorem, which refines a
result of Dunajski [52]:
Up to gauge equivalence, there is a one-to-one correspondence between
• sets of Πω-Basu-Harvey data with the property that the map from M × I to
Ω ⊂ 4 defined by the tµ is a diffeomorphism t :M × I → Ω, and
• magnetic domains Ω that are diffeomorphic to M ×I, where the restriction of
the 3-form curvature h to any slice M × {s0} has the same volume type as ω
and I is the range of φ. Explicitly, there is a diffeomorphism u : Ω→ M × I
such that h = q2π2u
∗ω and φ = s ◦ u on Ω.
The proof is a minor generalization of that of theorem 3.1.3. The Basu-Harvey
data defines a diffeomorphism t from M × I to a subset Ω ⊂ 4 with inverse u. By
definition of the Nambu 3-bracket, the infinite-charge Basu-Harvey equation (3.73)
is equivalent to
dtµ ∧ ω = 2π
2
3!q
εµνκλdt
ν ∧ dtκ ∧ dtλ ∧ ds . (3.74)
This implies the following equation on 4:
dyµ ∧ u∗ω = 2π
2
q
dyµ ∧ ∗d(u∗s) . (3.75)
Thus φ = u∗s and h = q2π2 u
∗ω solve the selfdual string equation.
To define the inverse transform we restrict ourselves again to a connected com-
ponent. We choose a value φ0 = s0 ∈ I, which yields the level surface Σφ0 , which is
embedded in Ω via the map i : Σφ0 ￿→Ω. Because the restriction of h and ω have the
same volume type, there is a diffeomorphism w :M → Σφ0 such that w∗i∗h = q2π2ω.
The diffeomorphism w ◦ i can be extended to all of M ×I by solving the differential
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equation
dyµ
ds
= Y µ(y(s)) , Y =
￿
∂φ
∂yν
∂φ
∂yν
￿−1 ∂φ
∂yµ
∂
∂yµ
(3.76)
with boundary condition y(s0) = w ◦ i. Here, the solution y can again be identified
with the diffeomorphism t : M × I → Ω. It can be readily checked that this
construction inverts the Nahm transform.
3.3.4 Examples
First we consider what we will call selfdual string bags: magnetic domains in four
dimensions for which Ω is the exterior of a hypersurface Σ ⊂ 4 diffeomorphic to
S3. On the interior of this hypersurface Σ, we have φ = 0, and on the exterior,
φ ∼ v − 1r2 as r → ∞. The corresponding Πω-Basu-Harvey data consists of four
functions on S3 × [0, v) satisfying
tµ ∼ x
µ
2π
￿
q
v − s
￿ 1
2
as s→ v . (3.77)
The simplest example of Πω-Basu-Harvey data is
tµ =
xµ
2π
￿
q
v − s
￿ 1
2
. (3.78)
The image of the map t : S3 × [0, v) → 4 is the set Ω = {r2 ≥ q/4π2v}, and the
inverse map u : Ω→ S3 × I is
u(￿y) =
￿
￿y
r
, v − q
4π2r2
￿
. (3.79)
Thus the corresponding selfdual string bag is the following spherically-symmetry
65
Chapter 3: Magnetic Domains
configuration:
φ =

v − q4π2r2 r2 ≥ q4π2v
0 r2 < q4π2v
,
h =

q
3!2π2r4 εµνρσy
µdyν ∧ dyρ ∧ dyσ r2 ≥ q4π2v
0 r2 < q4π2v
.
(3.80)
Another example of Basu-Harvey data, this time describing an ellipsoidal bag
extended in the y4 direction, cf. (2.25), is given by
t (xµ, s) =
￿
q
2π2
￿
xi￿
(v − s)(2 + v − s) ,
x4(1 + v − s)￿
(v − s)(2 + v − s)
￿
, i = 1, . . . , 3 .
(3.81)
The inverse map u : Ω→ S3 × I is then
u(y) =
￿￿
yi
α
,
y4
α
￿
1 + q2π2α2
￿
, v + 1−
￿
1 +
q
2π2α2
￿
, (3.82)
where
α2 = 12
￿
r2 − q
2π2
+
￿
2q
π2
(r2 − (y4)2) + (r2 − q
2π2
)2
￿
. (3.83)
This gives the magnetic domain
φ = v + 1−
￿
1 +
q
2π2α2
, h = εµνρσ
q
2π2α3
￿
1 + q2π2α2
∂α
∂yµ
dyν ∧ dyρ ∧ dyσ
on Ω =
￿
y
￿￿￿ (y1)2 + (y2)2 + (y3)2 + 1
(1 + v)2
(y4)2 ≥ q
2π2(2v + v2)
￿
⊂ 4 .
(3.84)
Analogously to the 3-dimensional examples presented in section 3.1.4, one can
also construct 4-dimensional magnetic domains from manifolds M = 3, M =
2 × S1 and M = × S2 endowed with a volume form. The boundary conditions
for the scalar field φ can be fixed by demanding that φ asymptotes to a harmonic
function with appropriate symmetries, and these induce boundary conditions on the
Basu-Harvey data.
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3.3.5 Conserved charges
It is interesting to note that the Basu-Harvey equation is integrable. Rather than a
Lax pair, the integrability manifests itself through a Lax triple (t, A,B) with spectral
parameters η, ζ ∈ P 1:
t(η, ζ) = (t1 + it2) + ζ(t3 + it4) + η(t3 − it4) + ζη(−t1 + it2) ,
A(η) = (t3 + it4) + η(−t1 + it2) ,
B(ζ) = (t3 − it4) + ζ(−t1 + it2) .
(3.85)
Here, ti ∈ C∞(I) ⊗A, where A is a 3-Lie algebra. Using the anti-symmetry of the
3-bracket, it can be shown that the Basu-Harvey equation is equivalent to
d
ds
t(η, ζ) = [A(η), B(ζ), t(η, ζ)] . (3.86)
Specializing now to the 3-Lie algebra C∞(M), we define an infinite tower of
conserved charges by taking the coefficients of the polynomials,
￿
M×s0
ω t(η, ζ)n , n ∈ , (3.87)
where ω is again the volume form on M . We assume that these integrals converge,
which is certainly the case when M is compact. The fact that these quantities are
conserved follows from the Lax equation (3.86) and the observation that the integral
of the 3-bracket of any three functions is zero.
The conserved charges can equivalently be defined in the Nahm dual picture as
the integrals over level sets {φ = s0}. That these integrals are independent of φ0
follows from repeated applications of Stokes theorem.
For the Basu-Harvey equation based on A4, one can construct conserved charges
(t(ζ, η), t(ζ, η)) using the positive definite norm (·, ·).
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3.4 Hermitian bags
The Basu-Harvey equation based on the trivial 3-algebra and the 3-algebra A4
describe one or two parallel M2-branes ending on M5-branes. For n > 2 M2-branes,
we need the generalization of this equation based on hermitian 3-algebras. In this
section we will show that our proposed equation (3.73) for an infinite number of
M2-branes arises in the large n limit of this equation.
In order to do this, we first show that the hermitian 3-algebras converge to a
sub-algebra of C∞(S3) as n → ∞. The fact that the limit yields a sub-algebra,
rather than the whole of C∞(S3), places constraints on the bag obtained via the
Nahm transform. We discuss the implications of these constraints at the end of the
section: essentially, the bag obtained is invariant under an action of U(1), and can
be identified with a magnetic bag on 3.
3.4.1 Equivariant fuzzy 3-sphere
The ABJM model is built from the hermitian 3-algebra Matn×n( ) with bracket
[C,A;B] = −2n(AB¯C − CB¯A) = D(A,B) ￿ C , (3.88)
where the bar denotes matrix transposition combined with complex conjugation.
Here, we will focus on the sub 3-algebra Hn of (n − 1 × n)-dimensional matrices,
which is relevant for the hermitian Basu-Harvey equation.
Note that it is also possible to construct hermitian 3-algebras from 3-Lie algebras.
Given a 3-Lie algebra A, one defines H = ⊗ A and for the hermitian 3-bracket
chooses
[a, b; c] = [a, b, c¯] . (3.89)
This means for example that the space ⊗ C∞(S3) of complex functions on S3
forms a hermitian 3-algebra. We will show below that the large n limit of Hn can
be identified with a sub-algebra H∞ of ⊗ C∞(S3).
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Consider the following two distinguished elements W 1,W 2 ∈ Hn:
W 1 =
1√
n

0
√
1 0
...
0 0
√
2
...
. . . 0
0 · · · 0 √n− 1
 ,
W 2 =
1√
n

√
n− 1 0 0 ...
0
√
n− 2 0
...
. . .
0 · · · 0 √1 0
 .
(3.90)
These special elements were introduced in [60], where it was noted that they satisfy
W¯ 1W 1 + W¯ 2W 2 =
n− 1
n
1n , (3.91)
W 1W¯ 1 +W 2W¯ 2 = 1n−1 , (3.92)
and
[W α,W β;W γ] = 2εαβεγδW δ . (3.93)
It follows from (3.93) that the Lie algebra of derivations spanned by D(− i2Wα,W β)
is u(2), and that W 1,W 2 transform in the fundamental representation of this Lie
algebra. Thus there is a natural action of u(2) on Hn.
The diagonal sub-algebra u(1) ⊂ u(2) is generated by
Ξ = D
￿
− i
2
Wα,Wα
￿
, (3.94)
and this u(1) sub-algebra acts in the following way:
Ξ ￿ A = iA (3.95)
for all A ∈ Hn. The action of the Lie sub-algebra su(2) ⊂ u(2) can be summarized
69
Chapter 3: Magnetic Domains
by saying that Hn transforms in the following representation of su(2):
Hn = n− 1⊗ n =
n−1￿
i=1
2i . (3.96)
As was noted in [60], the algebraic identities (3.91), (3.92) suggest an interpreta-
tion ofHn as a fuzzy 3-sphere. As we will see now, this interpretation is problematic.
It is natural to try to identify the elementsW 1,W 2 ∈ Hn with the complex functions
w1 = x1 + ix2, w2 = x3 + ix4, which satisfy
w¯1w1 + w¯2w2 = 1 . (3.97)
The hermitian 3-brackets of these functions satisfy the same relations as the 3-
brackets of the W α:
[wα, wβ;wγ] := {wα, wβ, w¯γ} = 2εαβεγδwδ , (3.98)
where {·, ·, ·} denotes the Nambu-Poisson bracket induced by the canonical volume
form on S3. The derivations D( i2w
α, wβ) therefore span the Lie algebra u(2), which
can be identified with a Lie sub-algebra of the rotation Lie algebra so(4) ∼= su(2)⊕
su(2).
We now explain how this Lie algebra acts on ⊗ C∞(S3). We start with the
derivation
ξ = D
￿
− i
2
wα, wα
￿
= i
￿
wα
∂
∂wα
− w¯α ∂
∂w¯α
￿
, (3.99)
which generates the diagonal u(1). The set of eigenvalues of ξ is , and the funda-
mental identity (A.5) implies that the eigenspaces of ξ are closed under the hermitian
3-bracket. In view of (3.95) it seems reasonable to identify the large n limit of Hn
with the hermitian 3-algebra,
H∞ := {f : S3 → | ξ ￿ f = Lξf = if} . (3.100)
The vector space H∞ may be identified with the space of chiral spinors on the
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2-sphere. That is, H∞ is the closure of the span of the polynomials of the form
wα1 . . . wα￿+1w¯β1 . . . w¯β￿ , αi, βi = 1, 2, ￿ ∈ . The space H∞ therefore does not
contain all functions on S3, as would be required by an interpretation of Hn as a
fuzzy 3-sphere.
Now we consider the action of su(2). It is well-known that H∞ transforms in the
following representation of su(2):
H∞ =
∞￿
i=1
2i . (3.101)
This clearly coincides with the n → ∞ limit of (3.96). Due to the similarities
between equations (3.91), (3.92), (3.93) and (3.97), (3.98), it is clear that H∞ is the
formal n→∞ limit of Hn.
There are obvious parallels to be drawn with the discussion in section 3.1.2 of
the Berezin-Toeplitz quantization of S2: just as Hn ⊗ Hn quantizes the Poisson
bracket functions on S2, we have shown that Hn ⊗Hn+1 quantizes the 3-bracket
structure on the space of chiral spinors on S2. It would be interesting to investigate
this idea from an analytical point of view, i.e. to find analogous formulas to (3.13)
involving Nambu-Poisson and hermitian 3-algebra brackets.
3.4.2 The hermitian Basu-Harvey equation
The hermitian Basu-Harvey equation
d
ds
Zα =
π2
q
[Zα, Zβ;Zβ] (3.102)
has fields taking values in a hermitian 3-algebra. The ordinary hermitian 3-algebra
chosen in [60] was the hermitian 3-algebra of n × n matrices, however, we saw in
the previous section that in order to obtain a reasonable large n limit, it is sensible
to restrict attention to the sub-algebra Hn of n − 1 × n matrices. All irreducible
solutions of (3.102) can be restricted to this sub-algebra [60].
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Thus in the large n limit, we obtain H∞-valued functions z1(s), z2(s) obeying
d
ds
zα =
π2
q
[zα, zβ; zβ] . (3.103)
This equation is equivalent to the Basu-Harvey equation (3.73) if we identify z1 =
t1 + it2, z2 = t3 + it4. The natural range for the variable s is here [0, v), and the
boundary condition (3.78) can be rewritten as
zα =
wα
2π
￿
q
v − s +O((v − s)
1
2 ) as s→ v . (3.104)
A selfdual string bag on 4 can be obtained by applying the Nahm transform to
any solution of (3.103), (3.104) as in subsection 3.3.3.
However, the fact that z1, z2 take values in H∞ and not the full function space
C∞(S3) imposes constraints on the bag obtained. We will now show that bags
resulting from solutions to (3.103), (3.104) are invariant under a certain U(1)-action,
and moreover that they are equivalent to magnetic bags on 3.
Let η be the following vector field on 4:
η = y1
∂
∂y2
− y2 ∂
∂y1
+ y3
∂
∂y4
− y4 ∂
∂y3
. (3.105)
The fact that Lξzα = izα implies that
Lξt1 = −t2 , Lξt2 = t1 , Lξt3 = −t4 , Lξt4 = t3 . (3.106)
It follows that the push-forward of ξ under the map t : S3 × [0, v) → Ω ⊂ 4 is
η: t∗ξ = η. Now the coordinate function s and the 3-form ω on S3 × [0, v) satisfy
Lξs = 0 and Lξω = 0; therefore the function φ and 3-form h obtained under the
Nahm transform satisfy Lηφ = 0, Lηh = 0. This means that φ and h are invariant
under the action of U(1) generated by η, and similarly the bag surface Σ = ∂Ω is
U(1)-invariant.
72
Chapter 3: Magnetic Domains
3.4.3 Magnetic bags from selfdual string bags
Since the bag on 4 obtained from a solution to (3.103), (3.104) is U(1)-invariant,
it is natural to try to identify it with some configuration on the quotient space. It
is well-known that 4/U(1) ∼= 3; standard coordinates on 3 are defined by the
U(1)-invariant functions,
ri :=
￿
y1 − iy2 y3 − iy4
￿
σi
 y1 + iy2
y3 + iy4
 . (3.107)
We will denote this projection from 4 to 3 by π. When restricted to S3￿→ 4,
the projection π is nothing but the Hopf fibration S1 → S3 π→ S2.
Let us return to the solution (h,φ) constructed in the previous subsection. The
function φ is U(1)-invariant, so it must be the pull-back of some function ψ on (a
subset of) 3. The 3-form h cannot be the pull-back of a 3-form on 3, because
ιηh ￿= 0. However, the 2-form ιηh satisfies ιη(ιηh) = 0 and Lη(ιηh) = 0, so it is the
pull-back of some 2-form f on 3. This 2-form f is closed, because
π∗df = dπ∗f = dιηh = Lηh+ ιηdh = 0 . (3.108)
Now we will determine what equation (f,ψ) must satisfy. It can be shown that,
for any 1-form u on 3,
∗4π∗u = θ ∧ π∗(∗3u) , (3.109)
where π : 4 → 3 is the projection, ∗4 and ∗3 are the Hodge star operators on 4
and 3 with respect to the standard flat metrics, and
θ :=
1
yµyµ
￿−y2dy1 + y1dy2 − y4dy3 + y3dy4￿ . (3.110)
Since ιηθ = 1, it follows that
π∗f = ιηh = ιη(∗4dφ) = ιη(∗4π∗dψ) = ιη(θ ∧ π∗(∗3dψ)) = π∗(∗3dψ) , (3.111)
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Therefore (f,ψ) satisfy f = ∗3dψ and define a magnetic bag on 3.
Conversely, given any magnetic bag (f,ψ) on 3, a selfdual string bag on 4
can be obtained by setting φ = π∗ψ, h = θ ∧ π∗f . One can check that (h,φ) satisfy
the selfdual string equation:
∗4dφ = ∗4π∗dψ = θ ∧ π∗(∗3dψ) = θ ∧ π∗f = h . (3.112)
Moreover, h is closed, because
ιηdh = ιη(dθ ∧ π∗f − θ ∧ dπ∗f) = ιη(dθ ∧ π∗f) = 0 , (3.113)
where in the last equality we have used the facts that ιηπ∗f = 0 and ιηdθ = 0.
Any 4-form whose inner derivative with η vanishes must be zero, so it must be the
case that dh = 0. Thus we have established a bijective correspondence between
U(1)-invariant selfdual string bags and magnetic bags.
This correspondence can also be seen at the level of Πω-Nahm data. Viewed as
functions on S3 × [0, v), ti = z¯ασiαβzβ are invariant under the group U(1) generated
by ξ. The space of U(1)-invariant functions on S3 can be identified with the space
of functions on S2, via the Hopf fibration. This function space is equipped with a
Poisson bracket, defined via
4{f, g}S3 ιξω = df ∧ dg, (3.114)
where f, g are any U(1)-invariant functions on S3. The Poisson bracket can be lifted
to S3 × [0, v) by wedging both sides of this equation with ds. It is straightforward
(but tedious) to check that the hermitian Basu-Harvey equation (3.103) implies that
ti satisfy the Nahm equation,
d
ds
ti =
4π2
q
1
2
εijk{tj, tk}S3 , (3.115)
Altogether, we have proved the following theorem:
Up to gauge equivalence, we have one-to-one correspondences between the fol-
74
Chapter 3: Magnetic Domains
lowing sets:
H∞ hermitian Basu-Harvey data ←→ U(1)-invariant bags on 4
￿ ￿
Πω-Nahm data for magnetic bags ←→ magnetic bags on 3
(3.116)
3.5 Loop space selfdual string bags
We will see in this section how the Nahm transform for selfdual string bags has a
formulation in loop space; this sets the transform in a wider context. This formu-
lation makes essential use of naturally defined Poisson-like brackets on 1-forms and
loop space, so we begin by reviewing these constructions.
3.5.1 Poisson-like structures on 1-forms
To any 1-form α on S3, a vector field Xα can be associated via the equation
dα = ιXαω . (3.117)
It follows directly that LXαω = 0, so the vector field Xα is volume-preserving or
divergence-free. This generalizes the relationship between functions and vector fields
on a symplectic manifold. The 1-form α is called a Hamiltonian 1-form and Xα is
the corresponding Hamiltonian vector field, while the volume form ω is sometimes
called a 2-plectic form.7
There are two obvious generalizations of the Poisson bracket on 1-forms [13]: the
hemi-bracket is defined as
{α, β}h := LXαβ , (3.118)
and the semi-bracket is given by
{α, β}s := ιXαιXβω . (3.119)
7More generally, a closed non-degenerate p+ 1-form ω on a manifold is called a p-plectic form,
and one can speak of Hamiltonian p−1-forms and vector fields. It is not true in general that every
p− 1-form is Hamiltonian, however, on S3 every 1-form is Hamiltonian.
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The hemi-bracket satisfies the Jacobi-identity but it is not antisymmetric, while
the semi-bracket is anti-symmetric but does not satisfy the Jacobi-identity.8 The
difference between the hemi- and semi-brackets is an exact 1-form:
{α, β}h − {α, β}s = dιXαβ . (3.120)
It follows that {α, β}h and {α, β}s induce the same vector field on S3. In fact, one
has that
X{α,β}h = X{α,β}s = [Xα, Xβ] . (3.121)
On S3, we may write α = dθi αi and β = dθi βi, where θi, i = 1, 2, 3, denote
again the canonical angles. Then the semi-bracket explicitly reads as
{α, β}s = ιXαιXβω = dθi
εjkl
sin2 θ1 sin θ2
∂
∂θ[j
αi]
∂
∂θk
βl . (3.122)
3.5.2 Poisson structures on loop space
Consider now the free loop space LS3 of S3, whose elements are given by loops
θ : S1 → S3. The tangent space at a loop θ is given by
TθLS3 = C∞(S1, θ∗TS3) . (3.123)
Thus, we will write tangent vectors as
ξ =
￿
dτ ξi(θ, τ)
δ
δθi(τ)
=
￿
dτ ξiτ (θ)
δ
δθiτ
, (3.124)
and dual 1-forms as
χ =
￿
dτ χiτ (x) δθ
iτ , (3.125)
with ￿δθiτ , δδθjσ ￿ = δijδ(τ − σ). The total differential is
δ =
￿
dτ δθiτ
δ
δθiτ
. (3.126)
8Note that for so-called exact multisymplectic manifolds, which S3 is not, a further bracket can
be constructed that is both antisymmetric and satisfies the Jacobi identity [57].
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Reparameterizations of a loop θ(τ) are generated by the vector fields
Γ =
￿
dτ γ(τ) θ˙i(τ)
δ
δθiτ
, (3.127)
where γ is a function of τ , transforming appropriately under reparameterizations.
The quotient of the free loop space by this action is the space of unparameterized
loops9, which we denote by LS3. We will still describe these loops by maps θ :
S1 → S3, but we will ensure that all our formulas are reparameterization invariant.
Moreover, we impose the relations
θ˙i(τ)
δ
δθiτ
= θ˙i(τ)δθ
iτ = 0 ∀τ ∈ S1 . (3.128)
The transgression map [32] sends p-forms on a manifold M to p − 1-forms on
its loop space LM : One of the p-form’s indices can be contracted with the tangent
vector to the loop under consideration. For a p-form ω = 1p!ωi1···ip(θ)dθ
i1 ∧ · · ·∧ dθip
we have explicitly the following local expression:
(T ω)(θ) =
￿
x
dτ 1(p−1)! ω(θ(τ))i1···ip θ˙
ip δθi1τ ∧ · · · ∧ δθip−1τ . (3.129)
Note that T ω is reparameterization invariant. Furthermore, the transgression map
is a chain map, which means that closed forms are mapped to closed forms and
exact forms are mapped to exact forms. In particular, the transgression of an exact
1-form is zero:
T (df) =
￿
dτ θ˙i(τ) ∂if |θ(τ) =
￿
dτ
d
dτ
f(θ(τ)) = 0 . (3.130)
Note that the transgression map is not surjective. We will call forms on LS3 which
are in the image of T ultralocal. Moreover, we will call forms on LS3 that can be
written in terms of a single loop integral local.
Consider now the standard volume form ω on S3. The 2-form T ω is closed
and non-degenerate, and therefore the volume form (or 2-plectic structure) on S3
9Strictly speaking, we restrict ourselves to the space of singular knots, see [32] for details.
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is lifted by the transgression map to a symplectic structure on LS3 [32]. Thus to
any function f on loop space, one can associate a Hamiltonian vector field Xf in
the usual way, and a Poisson bracket can be defined on loop space by the formula
{f, g} = ιXf ιXgT ω.
Interestingly, the components of the Hamiltonian vector field of a 1-form α ∈
Ω1(S3) with respect to a 2-plectic form ω are identical to those of the Hamiltonian
vector field of T α with respect to T ω:
Xα = X
i
α
∂
∂θi
⇒ XT α =
￿
dτ X iα(θ(τ))
δ
δθi(τ)
. (3.131)
This implies that the transgression maps both semi- and hemi-brackets on (M,ω)
to the Poisson bracket on (LS3, T ω):
T {α, β}h = T {α, β}s = {T α, T β}T ω . (3.132)
Note that the transgressions of the hemi- and semi-brackets agree because their
difference is an exact 1-form, and the transgression of exact 1-forms is zero.
3.5.3 The Basu-Harvey equation in loop space
We have now all the preliminaries covered to discuss the Basu-Harvey equation on
loop space. If tµ(s) solve the Basu-Harvey equation (3.73) then the vector fields
D(tµ, tν) solve
εµνκλ
d
ds
D(tκ, tλ) =
4π2
q
[D(tµ, tκ), D(tν , tκ)] . (3.133)
Consider the following 1-forms on S3:
tµν := t[µdS3t
ν] , (3.134)
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where dS3 denotes the exterior derivative on S3, i.e. dS3tµ(θi, s) = ∂itµ dθi. The
vector fields D(tµ, tν) are Hamiltonian vector fields associated to these 1-forms,
Xtµν = D(t
µ, tν) . (3.135)
Since two Hamiltonian one-forms yielding the same Hamiltonian vector field on S3
can differ only by an exact form γ, the Basu-Harvey equation implies the following
equation for the 1-forms tµν :
εµνρλ
d
ds
tρλ =
4π2
q
{tµκ, tνκ}s + γ , (3.136)
where dγ = 0. Let us now switch to loop space via the transgression map (3.129).
The 1-forms tµν are mapped to the following functions on LS3 × [0, v):
tµν◦ (θ, s) := T tµν =
￿
dτ tµ(θa(τ), s)
d
dτ
tν(θa(τ), s) . (3.137)
These functions satisfy the loop space Basu-Harvey equation,
εµνκλ
d
ds
tκλ◦ =
4π2
q
{tµκ◦ , tνκ◦ }T ω , (3.138)
where {·, ·}T ω denotes the natural Poisson structure on LS3 induced by the trans-
gressed volume form on S3.
We would like to point out that while the Basu-Harvey equation implies equation
(3.133), the converse is not true. For example, the solution t1 = es , t
2 = t3 = t4 = 0,
e ∈ A, to equation (3.133) does not satisfy the Basu-Harvey equation. Furthermore,
one can exploit Gustavsson’s observation [62] that (3.133) is equivalent to two copies
of the Nahm equation; these are obtained by projecting out the selfdual and anti-
selfdual parts of the antisymmetric tensors D(tκ, tλ) using the ’t Hooft tensors.
Ashtekar et al. have shown [9] that selfdual and anti-selfdual Einstein metrics can
be constructed from any solution of the Nahm equation based on a Lie algebra of
volume-preserving diffeomorphisms. This means in particular that there are two
Einstein metrics naturally associated to solutions of (3.133), one selfdual and the
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other anti-selfdual. A short calculation shows that these metrics both coincide with
the flat metric on 4 for all solutions of (3.133) obtained from the Basu-Harvey
equation (3.73). Thus the space of solutions of the Basu-Harvey equation forms a
special subspace of the space of solutions of (3.133).
3.5.4 Constructing loop space selfdual strings
Let us now come to the loop space version of the selfdual string equation. Recall that
the diffeomorphism t : S3×I → Ω induces a foliation of Ω with leaves Σφ ∼= S3, and
for the interval I = [0, v), v ∈ +, this foliation can be considered to be a fibration
Ω → + with fiber Σφ(r). Replacing S3 with its loop space, we have the following
induced map
t◦ : LS3 × I → LΩ , t◦(θ, s, τ) := t(θ(τ), s) , (3.139)
where θ, s and τ are coordinates on S3, I and S1, respectively. This map is a
diffeomorphism only between LS3 × I and its image in LΩ. The latter space con-
sists of loops that lie entirely in the fibers of Ω → +, and we effectively have a
diffeomorphism t◦ : LS3 × I → LΣ× + together with its inverse u◦.
As before, we would like to construct a field strength F together with a Higgs
field Φ by pulling back the transgressed volume form T ω and the coordinate function
s along u◦. The pull-back 2-form F := q2π2u∗◦T ω has components
F = 12
￿
dτ F(µτ)(ντ)δyµτ ∧ δyντ . (3.140)
Note that the transgression T ω is by definition ultralocal, and so is the pull-back
F = u∗◦T ω along inverses u◦ of induced maps t◦.
Recall from chapter 2, the abelian local loop space selfdual string equation is
F(µτ)(ντ) = εµνκλ y˙
κτ
|y˙τ |
δ
δyλτ
Φ , (3.141)
where Φ is a u(1)-valued function on LΩ. Note that in the case of the non-abelian
version of this equation, a formulation in terms of local forms is no longer gauge
80
Chapter 3: Magnetic Domains
invariant and therefore not very useful. In the abelian case, however, gauge trans-
formations act trivially on F and Φ.
The right-hand side of (3.141) can be understood as a Hodge-star for certain
local forms generalized to loop space10. We define on LΩ ⊂ L 4:
∗
￿
dτ αµ1...µp,τ δy
µ1τ ∧ · · · ∧ δyµpτ :=￿
dτ
(−1)p+1
p!
αµ1...µp,τε
µ1...µ4
y˙µp+1τ
|y˙τ | δy
µp+2τ ∧ · · · ∧ δyµ4τ ,
(3.142)
where 0 ≤ p ≤ 3. One easily verifies that ∗2 = id. The loop space selfdual string
equation (3.141) then reduces to F = ∗δΦ.
We now restrict to LΣ× +, which is diffeomorphic to LS3 × I. As before, the
ΣΦ are the level sets of the Higgs field Φ, and Φ(θ, r) = Φ(r). The total differential
δ on LΣ× + reduces such that the equation F = ∗δΦ becomes
F =
￿
dσ εµνκλy˙
κσ ∂Φ(x)
∂xλ
￿￿￿￿
x=y(σ)
δyµσ ∧ δyνσ . (3.143)
Let us now verify that the fields F = q2π2u∗◦T ω and Φ = s ◦ u◦ indeed solve this
equation, where u◦ is the inverse of the diffeomorphism t◦. Equation (3.143) is
equivalent to the following equation on LS3 × I:
q
2π2
T ω =
￿
dσ εµνκλt˙
κ
◦(σ)
∂s
∂xλ
￿￿￿￿
x=t(θ(σ),s)
×￿
1
2
￿
dτ ￿
￿
dτ ￿￿
δtµσ◦
δθiτ ￿
δtνσ◦
δθjτ ￿￿
δθiτ
￿ ∧ δθjτ ￿￿ +
￿
dτ
∂tµσ◦
∂s
δtνσ◦
δθiτ
ds ∧ δθiτ
￿
. (3.144)
The right hand side of this equation can be simplified using the identities,
δtµσ◦
δθiτ
=
∂tµ(χ, s)
∂χi
￿￿￿￿
χ=θ(σ)
δ(σ − τ) , t˙µ◦(σ) =
∂tµ(χ, s)
∂χi
￿￿￿￿
χ=θ(σ)
θ˙i(σ) , (3.145)
yielding
￿
dσ εµνκλ ∂λs θ˙
k(σ) ∂kt
κ
￿
1
2
∂it
µ∂jt
νδθiσ ∧ δθjσ + ∂stµ∂itνds ∧ δθiσ
￿
. (3.146)
10Recall that there is no Hodge-star operation on general forms, because loop space is infinite
dimensional.
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On substituting for ∂stµ using the Basu-Harvey equation (3.73), the second term in
the square bracket becomes an expression which vanishes due to ∂s∂tµ
∂tµ
∂θa = 0. The
first term in the square bracket can be rearranged using the Basu-Harvey equation
(3.73) to give
q
2π2
￿
dτ
1
2
sin2 θ1(τ) sin θ2(τ)εijkθ˙
i(τ)δθjτδθkτ . (3.147)
This expression is clearly equal to q2π2T ω, so the Basu-Harvey equation (3.73) implies
the loop space selfdual string equation (3.143).
3.6 Magnetic domains in higher dimensions
Although string- and M-theory only motivate the study of magnetic domains in
three and four dimensions, it is still interesting to consider higher-dimensional gen-
eralizations of these objects.
3.6.1 From higher BPS equations to magnetic domains
Recall that the curvature 2-form f of a magnetic domain Ω in three dimensions
defines topologically a vector bundle over Ω. Using repeatedly the Poincare´ lemma,
we obtain gauge potentials on patches of a covering of Ω and transition functions
on overlaps of patches. Analogously, the curvature 3-form h of a magnetic domain
in four dimensions defines a gerbe, with 2-form potentials on patches etc. Vector
bundles and gerbes are examples of so-called k-gerbes with k = 0 and k = 1,
respectively. In general, k-gerbes are defined in terms of curvature k+2-forms, with
associated k + 1-form potential etc.
Let us now generalize the previous discussion to magnetic domains in k + 3-
dimensions, which are described in terms of an abelian Higgs field together with the
curvature k + 2-form g of a k-gerbe. As before, we can obtain a Bogomolny bound
from the energy functional
E = 12
￿
Ω
g ∧ ∗g + dφ ∧ ∗dφ , (3.148)
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where Ω ⊂ k+3 and g = dc for some k+1-form potential c. The Bogomolny bound
then becomes
E =
￿
Ω
1
2 |dφ− ∗g|2 + dφ ∧ g ≥ vq , (3.149)
where q :=
￿
Sk+2∞
g, and the bound is saturated if
g = ∗dφ . (3.150)
On a k + 2-dimensional orientable manifold M , a volume form ω yields a k + 1-
plectic structure, i.e. a non-degenerate and closed k + 2-form. This form can be
inverted to a multivector field, which defines a Nambu-Poisson structure on C∞(M).
That is, we have a k + 2-ary bracket {·, · · · , ·} which is linear in each argument,
totally antisymmetric and satisfies the obvious generalizations of the fundamental
identity (A.5) and the Leibniz rule (3.69).
The Πω-Nahm data is here given by a k+3-tuple of functions tm, m = 1, . . . , k+3
on a k + 1-plectic manifold M , which solve the higher Nahm equation
dtm1
ds
=
vol(Sk+2)
(k + 2)!q
εm1...mk+3{tm2 , . . . , tmk+3} , (3.151)
where the volume of the unit Sk+2-sphere is
vol(Sk+2) =
2π
k+3
2
Γ(k+32 )
. (3.152)
The generalization of theorems 3.1.3 and 3.3.3 now reads as Up to gauge equivalence,
there is a one-to-one correspondence between
• sets of Πω-Nahm data with the property that the map fromM×I to Ω ⊂ k+3
defined by the tm is a diffeomorphism t :M × I → Ω, and
• magnetic domains Ω that are diffeomorphic to M ×I, where the restriction of
the k+2-form curvature g to any slice M × {s0} has the same volume type as
ω and I is the range of φ. Explicitly, there is a diffeomorphism u : Ω→M×I
such that g = qvol(Sk+2)u
∗ω and φ = s ◦ u on Ω.
The proof is an obvious generalization of the proofs of theorems 3.1.3 and 3.3.3.
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For a k + 2-dimensional magnetic bag in k+3, the boundary condition for the
Higgs field reads as
φ = v − q
vol(Sk+2)rk−1(k − 1) +O(r
−k) (3.153)
for r →∞. The corresponding boundary condition for the Πω-Nahm data is
ti = xi
￿
q
vol(Sk+2)(k − 1)(v − s)
￿ 1
k−1
+O(s k1−k ) (3.154)
as s→ v. Instead of discussing examples of such magnetic domains in more detail,
let us comment on the relation of our equations to L∞-algebras.
3.6.2 Comments on the relation to strong homotopy Lie al-
gebras
The appearances of higher brackets in our equations suggests to look for a relation-
ship to strong homotopy Lie algebras or L∞-algebras for short. Roughly speaking,
an L∞-algebra is a graded vector space together with brackets with arbitrarily many
arguments that satisfy homotopy Jacobi identities. They are the most natural gen-
eralization of Lie algebras to vector spaces endowed with higher brackets. The
definition is found in appendix B.
If the graded vector space underlying an L∞-algebra L is concentrated in degrees
k = 0, . . . , n− 1, i.e. L = ⊕k∈ Lk with Lk = 0 unless 0 ≤ k ≤ n− 1, then L is a Lie
n-algebra. In a Lie n-algebra, we have µi = 0 for i > n+1. Note that the homotopy
Jacobi identity (B.2) implies µ21 = 0, such that µ1 is a differential. Therefore, a
Lie 1-algebra is an ordinary Lie algebra. A Lie 2-algebra, or 2-term L∞-algebra,
consists of two vector spaces V0 and V1 with differential µ1 : V1 → V0, a binary map
µ2 : Vi × Vj → Vi+j, i, j, i + j = 0, 1 and a ternary map µ3 : V0 × V0 × V0 → V1, all
satisfying (B.2).
Strong homotopy Lie algebras appear in modern deformation theory. Here, the
definition of the deformation functor involves the so-called homotopy Maurer-Cartan
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equations [93, 83] on an element φ of an L∞-algebra L:
∞￿
i=1
(−1)i(i+1)/2
i!
µi(φ, · · · ,φ) = 0 . (3.155)
These equations are invariant under the infinitesimal gauge transformations
δφ = −
￿
i
(−1)i(i−1)/2
(i− 1)! µi(α,φ, · · · ,φ) , (3.156)
where α is an element of L of degree 0. The classical Maurer-Cartan equations
dφ+ 12 [φ,φ] = 0 appear as a special case for Lie 1-algebras.
We see three ways in which L∞-algebras are concealed in our previous discussion.
First of all, the semi-bracket on 1-forms introduced in section 3.5.1 yields a semi-
strict Lie 2-algebra [13]. As Lie 2-algebras are 2-term L∞-algebras, the 1-form
description on S3, which transgresses to the loop space description yields an L∞-
algebra. Second, as we will see in the next chapter, 3-Lie algebras are special cases of
differential crossed modules. The category of the latter is equivalent to that of strict
Lie 2-algebras [11], and we arrive again at an L∞-algebra. Let us stress, however,
that the 3-bracket of 3-Lie algebras cannot be interpreted as a ternary product µ3
in an L∞-algebra unless one gives up the grading [84].
Both the above appearances of L∞-algebras do not seem to provide any further
insights into our discussion. We therefore give up the grading and turn to another
interpretation advocated for n-Lie algebras in [84]. There, it was shown that both
the Nahm and the Basu-Harvey equations correspond to Maurer-Cartan equations
in certain n-term L∞-algebras [84]. We now briefly review these structures and
demonstrate that the higher Πω-Nahm equations also fit into this picture.
We start from the gauge covariant form of the Nahm equation with coupling
constants put to 1,
d
ds
Tm1 + [As, T
m1 ] = εm1...mp+1 [Tm2 , . . . , Tmj+1 ] , (3.157)
where the Tm are functions on I with values in the p-Lie algebra A and As is the
gauge potential with values in gA, the Lie algebra of inner derivations of A. We
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choose A to be the p-Lie algebra Ap+1 ∼= j with generators ei, i = 1, . . . , p and
bracket
[ei1 , · · · , eip ] = εi1···ipjej . (3.158)
Note that the algebra of inner derivations of Ap+1 is gAp+1 ∼= SO(p). Consider now
the L∞-algebra L = L0 + L1 + L2 with
L0 = Ω
0(I)⊗ gA ,
L1 =
￿
Ω0(I)⊗ C￿( n+1)⊗A￿ ⊕ ￿gA ⊗ Ω1(I)￿ ,
L2 = C￿( n+1)⊗A⊗ Ω1(I) ,
(3.159)
where C￿( n+1) is the Clifford algebra with n + 1 generators γµ, µ = 1, . . . , n + 1,
satisfying γµγν + γνγµ = 2δµν . An element φ of L decomposes as
φ = λ￿￿￿￿
L0
+T µγµ + A ds￿ ￿￿ ￿
L1
+Sµγµds￿ ￿￿ ￿
L2
, (3.160)
where λ ∈ L0, T µ, Sµ ∈ Ω0(I) and A ∈ Ω0(I) ⊗ gAn . We define the following
products:
µ1(φ) =
d
ds
λ ds+
￿
d
ds
T µ
￿
γµ ds ,
µ2(φ1,φ2) = [λ1, A2] ds+ [A1,λ2] ds+ A1 ￿ T µ2 γµ ds− A2 ￿ T µ1 γµ ds
+ λ1 ￿ T µ2 γµ − λ2 ￿ T µ1 γµ ,
µp(φ1, . . . ,φp) = [T
µ1
1 , . . . , T
µn
n ] εµ1···µpνγν ds .
(3.161)
For p = 2, the two products defined above have to be added. The Maurer-Cartan
equation (3.155) for φ ∈ L with grading 1 correspond to the Nahm equation for p =
2, the Basu-Harvey equation for p = 3 and corresponding higher Nahm equations for
p > 3. Note that also the gauge transformations of the (higher) Nahm equations in
gauge covariant form are given by the corresponding gauge transformations (3.156)
for an α ∈ L with grading 0.
In the rest of this thesis we will not pursue this use of L∞-algebras. Instead
we will keep the grading on the vector spaces and relate L∞-algebras to differential
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crossed modules and hence 3-algebras. This observation makes M-theory models
involving 3-algebras into higher gauge theories.
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Higher gauge theory
In this chapter we will see how models involving 3-algebras can be reformulated in
terms of differential crossed modules. This turns these models into higher gauge
theories, putting them in the same framework as that of M5-brane models. We
will see a caveat in which the so-called fake curvature condition will require us to
reformulate the models in terms of differential 2-crossed modules, in such a way that
the fake curvature condition is satisfied.
M5-branes interact via M2-branes ending on them. An effective description of
M5-branes should therefore be a gauge theory describing the parallel transport of
the one-dimensional boundaries of these M2-branes in the worldvolume of the M5-
branes. This is where higher gauge theory [15, 14] enters the picture. In general,
higher gauge theory with principal n-bundles captures the parallel transport of (n−
1)-dimensional objects.
It is known that the effective dynamics of a single M5-brane involves an N =
(2, 0) tensor multiplet in six dimensions, which contains a 2-form potential B. Higher
gauge theory naturally contains this 2-form potential, even in a non-abelian gener-
alization: it is the gauge potential for the parallel transport of a one-dimensional
object along a surface.
In the first chapter we saw a loop space Nahm-like transform, connecting solu-
tions of the Basu-Harvey equation to solutions of a loop space version of the selfdual
string equation. This is somewhat surprising, as the original Nahm transform is a
duality between identical equations: instanton solutions on a four-torus are mapped
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to instantons on the corresponding dual four-torus. Taking certain infinite-radius
limits, one then arrives e.g. at the ADHMN construction of solutions to the Bogo-
molny monopole equation from solutions to the Nahm equation. The Basu-Harvey
equation and the selfdual string equation, however, seem very different. If a full
Nahm transform is to exist, one would need a reformulation of both equations in a
common language.
We have seen a non-abelian version of the selfdual string equation on loop space.
However, it seems clear that a direct formulation on space-time is very likely to
involve the non-abelian gerbes defined in [31] and equivalently in [8]. These non-
abelian gerbes can be described in terms of higher gauge theories involving Lie
2-groups as gauge groups. The category of (strict) Lie 2-groups is equivalent to
the category of Lie crossed modules and the gauge algebra in the higher gauge
theories is therefore given by differential crossed modules. In this chapter, we make
the observation that 3-algebras relevant to M-brane models are special cases of
differential crossed modules. Therefore, these models can be regarded as higher
gauge theories.
The existence of this reformulation can also be expected from the following point
of view: the fuzzy funnel described by the Basu-Harvey equation should contain a
non-commutative 3-sphere [24]. One would expect that the corresponding Hilbert
space is a categorification of an ordinary Hilbert space and therefore based on a
2-vector space. The fields in the Basu-Harvey equation should correspond to en-
domorphisms of this 2-Hilbert space, which are organized in the structure of a Lie
2-algebra.
Besides making the existence of a full generalized Nahm transform more con-
ceivable, our reformulation also has other advantages. In particular, it yields more
than the 3-algebra based M-brane models already known, and therefore we can use
it as a framework1 for generalizing these models. Within this larger class of models,
one might overcome some of the problems of current M-brane models. For example,
one might hope to find Chern-Simons matter theories with N = 8 supersymme-
1Another framework for generalizing the Basu-Harvey equation and M2-brane models in general
has been proposed in [84] in the form L∞-algebras. The L∞-structures identified there are different
from the ones found here.
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try beyond the Bagger-Lambert-Gustavsson model based on the 3-Lie algebra A4.
Encouraging is that we do find new N = (2, 0) supersymmetric tensor multiplet
equations beyond a recently proposed set based on 3-Lie algebras.
We start our discussion by reviewing Lie 2-groups and crossed modules as well
as the derivation of 3-algebras from these. We give a few non-trivial examples that
go beyond the usual picture of 3-algebras. We then present the interpretation of
the 3-Lie algebra valued tensor multiplet equations of [82] as well as the M2-brane
models of [20, 63, 3, 19] in the framework of higher gauge theories. For the latter we
will need to cover the machinery of principal 3-bundles which come equipped with
differential 2-crossed modules. This will allow the fake curvature condition to be
satisfied.
4.1 Lie 2-algebras and 3-algebras
In this section, we make the connection between Lie 2-algebras and 3-algebras using
an extension of the so-called Faulkner construction. For a detailed account of the
Faulkner construction for 3-algebras, see [48]. For a motivation and a more extensive
discussion of categorified gauge structures, see [12, 16, 14].
4.1.1 Lie 2-groups, Lie 2-algebras and crossed modules
While the parallel transport of a point particle along a path assigns a group element
to each path, the parallel transport of a string along a surface leads naturally to
the concept of a Lie 2-group2. A Lie 2-group is a categorification of the notion of a
Lie group. Recall that a group is a (small) category with one object in which each
morphism is invertible. A Lie 2-group is analogously built from a corresponding
2-category, i.e. a category with additional “morphisms between morphisms”. Fur-
thermore, the category of Lie 2-groups can be shown to be equivalent to the category
of Lie crossed modules and it is this language that we will use.
Recall that a crossed module is a pair of groups G and H together with an
automorphism action ￿ of G onto H and a group homomorphisms t : H→ G, which
2In this thesis, we will restrict ourselves to strict Lie 2-groups.
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satisfy the following conditions:
i) t is equivariant with respect to conjugation,
t(g ￿ h) = gt(h)g−1 , (4.1a)
ii) and the so-called Peiffer identity holds:
t(h1) ￿ h2 = h1h2h−11 , (4.1b)
for all g ∈ G and h, h1, h2 ∈ H. A Lie crossed module is a crossed module (t : H→
G,￿), where G and H are Lie groups. A simple example of a Lie crossed module is
G = H = U(N) with t the identity map and ￿ the adjoint action.
Just as a Lie algebra can be obtained by linearizing a Lie group at the identity
element, so can a Lie 2-algebra be obtained by linearizing a Lie 2-group. These Lie
2-algebras correspond to differential crossed modules.
A differential crossed module (t : h→ g,￿) is a pair of Lie algebras g, h together
with an action￿ of elements of g as derivations of h and a Lie algebra homomorphism
between h and g, which we will also denote by t, slightly abusing notation. We
demand that ￿ and t satisfy the linearized versions of the identities (4.1):
t(x ￿ y) = [x, t(y)] and t(y1) ￿ y2 = [y1, y2] (4.2)
for all x ∈ g and y, y1, y2 ∈ h. The differential version of our simple example from
above is evidently g = h = u(N) with ￿ being the adjoint action and t the identity
map.
Note that Lie 2-algebras are 2-term L∞-algebras [11]. These have a 3-bracket
called the Jacobiator, which is different from the 3-bracket we define later. These
2-term L∞-algebras are only equivalent to differential crossed modules when the
Jacobiator vanishes. In this case, they are called strict Lie 2-algebras.
To write down action functionals, we need to extend the above notion to that of a
metric differential crossed module. The additional metric structure on a differential
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crossed module (t : h → g,￿) is given by non-degenerate hermitian forms ((·, ·)) on
g and (·, ·) on h, which are invariant under the obvious Lie algebra actions:
(([x1, x2], x3)) + ((x2, [x¯1, x3])) = 0 ,
(x ￿ y1, y2) + (y1, x¯ ￿ y2) = 0 .
(4.3)
The last equation also implies that (·, ·) is h-invariant: ([y1, y2], y3)+(y2, [y¯1, y3]) = 0.
Note that the introduction of the metric structure allows us to define a map
t∗ : g→ h implicitly by
(t∗(x), y) := ((x, t(y))) . (4.4)
One readily verifies useful identities, e.g.
t∗([x1, x2]) = x1 ￿ t∗(x2) = −x2 ￿ t∗(x1) . (4.5)
To avoid the appearance of ghosts from matter fields in our M-brane models, we
will always choose the metric on h to be positive definite. For g, however, we would
like to allow split signature. The reason for this is that all the 3-algebra M2-brane
models are given by Chern-Simons matter theories, which are a priori not parity
invariant. Having a gauge algebra g of the form gL ⊕ gR with split signature yields
a pair of Chern-Simons terms with opposite Chern-Simons levels. These are then
mapped into each other under a parity flip.
4.1.2 Deriving 3-algebras from differential crossed modules
It is possible to construct all 3-algebras from metric Lie algebras together with
certain faithful representations via the Faulkner construction [55, 48]. These pairs
of Lie algebras and representations correspond to metric differential crossed modules
(t : h→ g,￿) with abelian h and trivial t. Thus, all real and hermitian 3-algebras are
obtained by applying the Faulkner construction to such differential crossed modules
whose Lie algebras h are real or complex, respectively. However, we can extend
this construction to arbitrary metric differential crossed modules: Allowing h to be
non-abelian and t non-trivial still gives structures with 3-brackets which satisfy the
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fundamental identity (A.1).
Starting from a metric differential crossed module (t : h → g,￿), there is a
unique linear map D : h⊗ h→ g such that3
((x,D(y1, y2))) = −(x ￿ y2, y1) (4.6)
for all x ∈ g and y1, y2 ∈ h. The map D is skew-hermitian since
((x,D(y1, y2))) = −(x ￿ y2, y1) = (y2, x¯ ￿ y1)
= (x¯ ￿ y1, y2) = −((x¯, D(y2, y1))) = ((x,−D(y2, y1))) ,
(4.7)
and satisfies the identity [89]
[x,D(y1, y2)] = D(x ￿ y1, y2) +D(y1, x¯ ￿ y2) , (4.8)
which implies the fundamental identity (A.5). Therefore, we can define 3-brackets
according to
[y1, y2, y3] := D(y1, y2) ￿ y3 and [y3, y1; y2] := D(y1, y2) ￿ y3 (4.9)
for real and hermitian 3-algebras, respectively.
4.1.3 3-algebra examples
Let us now reconstruct the familiar examples of 3-algebras. The simplest way of real-
izing the 3-algebra A4 as a differential crossed module is to take (t : 4 → so(4),￿),
where ￿ is the ordinary action of so(4) on the fundamental representation, t = 0 is
the trivial map and the metric on so(4) ∼= su(2)× su(2) is of split signature. 4 is
viewed here as an abelian Lie algebra with trivial Lie bracket and Euclidean metric.
This gives the completely anti-symmetric 3-bracket [eµ, eν , eκ] := D(eµ, eν) ￿ eκ =
εµνκλeλ on the standard basis vectors eµ ∈ 4.
3The usual definition, in e.g. [12], is (x,D(y1, y2)) = (x ￿ y1, y2). This agrees with our definition
in the real case, but in the complex case our definition gives antilinearity in the second argument,
which is the convention chosen for the hermitian 3-algebras in (A.4).
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The hermitian 3-algebras occurring in the ABJM model [3, 19] are equivalent to
crossed modules of the form (t : gl(N, ) → gl(N, ) × gl(N, ),￿), where t = 0
and h = gl(N, ) is regarded as an (additive) abelian Lie algebra. The action of g
on h is given by
(x1, x2) ￿ y := x1y − yx2 , (4.10)
which yields the following Lie bracket:
[(x1, x2), (x3, x4)] = ([x1, x3], [x2, x4]) . (4.11)
The metric structures on h and g are given by
(y1, y2) := tr (y1y
†
2) , (((x1, x2), (x3, x4))) := tr (x1x
†
3 − x2x†4) , (4.12)
and from these we derive the derivations
D(y1, y2) = (y1y
†
2, y
†
2y1) , (4.13)
which yield the 3-bracket
[y1, y3; y2] := D(y1, y2) ￿ y3 = y1y†2y3 − y3y†2y1 . (4.14)
This is the 3-bracket used for the matter fields in the ABJM model. The gauge
fields however are required to live in the real Lie algebra u(N)×u(N). We therefore
define the differential crossed module mABJM(N) as (t : gl(N, )→ u(N)×u(N),￿),
where t = 0 and the action of g on h reads as
(x1, x2) ￿ y = x1y − yx2 . (4.15)
The metrics are
(y1, y2) := tr (y1y
†
2 + y
†
1y2) and (((x1, x2), (x3, x4))) := − tr (x1x3 − x2x4) ,
(4.16)
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from which we derive
D(y1, y2) = (y1y
†
2 − y2y†1, y†2y1 − y†1y2) . (4.17)
In the case N = 2, the bracket is totally anti-symmetric and the 3-algebra becomes
A4.
The 3-algebras C2N used in [35] involve only the real Lie algebras (t : gl(N, )→
so(N) × so(N),￿). Similarly, one can obtain all 3-algebras, in particular those
appearing in the classification of [34], from differential crossed modules with t = 0.
4.1.4 Nontrivial examples of differential crossed modules
The non-abelian gerbes of Breen and Messing [31] use automorphism Lie 2-groups,
whose differential crossed modules are of the form (t : h→ Der(h),￿), where t is the
obvious map from the Lie algebra h to its derivations Der(h) and ￿ is the action of
these derivations. The simplest example is (t : u(N) → u(N),￿), with t being the
identity and ￿ the adjoint action. With Hilbert-Schmidt metrics, this non-abelian
gerbe has a 3-bracket
[y1, y2, y3] := D(y1, y2) ￿ y3 = [[y1, y2], y3] . (4.18)
This example can be trivially reduced to the differential crossed module (t : u(N)→
su(N),￿), where t( ) := 0. It is this differential crossed module that we will
encounter in the M5-brane model.
Finally, we will consider an example from [89]. Let h be the Lie algebra of
complex block matrices with blocks of sizes
m×m m× p
n×m n× p
 (4.19)
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endowed with the Lie bracket (which is not the ordinary matrix commutator)

A B
C D
 ,
A￿ B￿
C ￿ D￿

 =
 [A,A￿] AB￿ − A￿B
CA￿ − C ￿A CB￿ − C ￿B
 . (4.20)
The Lie algebra g consists of pairs of these matrices of the form

A 0
C D
 ,
A B￿
0 D￿

 , (4.21)
where the Lie bracket is the usual matrix commutator. Now the map t : h → g is
given by
t
A B
C D
 :=

A 0
C 0
 ,
A B
0 0

 , (4.22)
and the action of g on h is the usual combination of left and right actions

A 0
C D
 ,
A B￿
0 D￿

 ￿
A1 B1
C1 D1

:=
A 0
C D

A1 B1
C1 D1
−
A1 B1
C1 D1

A B￿
0 D￿
 .
(4.23)
We can endow the Lie algebras h and g with Hilbert-Schmidt metrics, which we
choose to be positive definite on h and of split signature on g. Then we find
D

A1 B1
C1 D1
 ,
A2 B2
C2 D2


=

A1A†2 + (B1B†2 + C1C†2)/2 0
C1A
†
2 +B1A
†
2 C1C
†
2 +D1D
†
2
 ,
A1A†2 + (B1B†2 + C1C†2)/2 C†2D1 + A†2B1
0 B†2B1 +D
†
2D1

 ,
(4.24)
from which one can derive a corresponding 3-bracket as [x, y, z] := D(x, y) ￿ z,
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where x, y, z ∈ h.
4.2 M5-brane models
Let us now apply our observation that 3-Lie algebras are special cases of differential
crossed modules. After briefly reviewing higher gauge theories, we rewrite a recently
proposed set of supersymmetric equations of motion for the non-abelian (2,0) tensor
multiplet in this language. We then consider the corresponding re-interpretation of
the BLG model.
4.2.1 Higher gauge theory with differential crossed modules
In this letter, we will restrict ourselves to trivial principal 2-bundles over n, such
that there is no distinction between local and global objects. Similar to trivial
principal bundles, all Cˇech cocycles defining the bundle are trivial, and all non-
trivial information is contained in the connection. Moreover, all potentials defining
this connection are given in terms of Lie algebra valued differential forms.
Consider a (trivial) principal 2-bundle E over n. Let the structure Lie 2-group
of E be given in terms of the Lie crossed module (t : H→ G,￿) with corresponding
differential crossed module (t : h→ g,￿). A connection on E is a pair (A,B), where
A is a g-valued 1-form and B is an h-valued 2-form, cf. e.g. [12]. We also introduce
the corresponding curvatures as a pair (F,H), where F takes values in g and H
takes values in h, according to
F := dA+ 12 [A,A] and H := DB := dB + A ￿ B . (4.25)
The wedge products of Lie algebra valued differential forms are defined in the obvious
way: Consider g-valued forms X1,2 = Xa1,2τa, where X
a
1,2 ∈ Ω•( n) and the τa are
generators of g and an h-valued form Y = Y aρa, where Y a ∈ Ω•( n) and the ρa are
generators of h. Then
X1∧X2 := (Xa1 ∧Xb2)⊗[τa, τb] and X1 ￿ Y := (Xa1 ∧Y b)⊗(τa ￿ ρb) . (4.26)
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We evidently have
DF = 0 and DH = F ￿ B . (4.27)
It can be shown [16], see also [59], that a connection (A,B) gives rise to well-
defined parallel transport over surfaces if the so-called fake curvature vanishes:
F := F − t(B) = 0 . (4.28)
Note that this, together with (4.27), implies
t(H) = 0 and DH = 0 . (4.29)
Finite gauge transformations are specified by a pair (g,Λ) of a G-valued function
g and an h-valued 1-form Λ. They act according to
A→ A˜ := g−1Ag + g−1dg − t(Λ) ,
B → B˜ := g−1 ￿ B − A˜ ￿ Λ− dΛ− 12 [Λ,Λ] .
(4.30)
This implies
F → F˜ = g−1Fg + t(dΛ)− t(−dΛ+ 12 [Λ,Λ])− A˜ ￿ t(Λ) ,
H → H˜ = g−1 ￿ H − (F − t(B)) ￿ Λ ,
F → F˜ = g−1Fg .
(4.31)
We will follow the nomenclature of e.g. [89] and refer to gauge transformations
parameterized by (g, 0) as thin and those parameterized by (0,Λ) as fat. In addition,
we will call gauge transformations (g,Λ) with t(Λ) = 0 ample.
A few remarks are in order. First, as stated above, the non-abelian gerbes
of Breen and Messing [31] are obtained when we use automorphism Lie 2-groups.
Therefore, our discussion contains non-abelian gerbes, but it is more general. Sec-
ond, if H is abelian and ￿ and t are trivial, we obtain the usual picture of abelian
gerbes. Third, we can always use a fat gauge transformation to remove the part of
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A that lies in the image of t. This poses the problem that, for finite dimensional
differential crossed modules where the compliment of the image of t is a Lie algebra,
the fake curvature condition implies F can be gauged away by a fat gauge trans-
formation. This problem can be avoided by, for example, using a 2-graded Lie
algebra. Finally, note that an M5-brane model has been recently proposed [72] that
uses the above language. In the following, however, we will discuss a different model
built from 3-Lie algebras.
4.2.2 Tensor multiplet equations of motion
In [82], a set of equations for the fields in the non-abelian tensor multiplet in six
dimensions was proposed, which are invariant under N = (2, 0) supersymmetry.
The field content of the tensor multiplet, i.e. the selfdual 3-form field strength hµνκ,
the scalars XI and superpartners Ψ, were all assumed to take values in a 3-Lie
algebra A. It was found that for the closure of the supersymmetry algebra, it was
necessary to introduce an additional gauge potential taking values in the associated
Lie algebra gA. Moreover, a covariantly constant, A-valued vector field Cµ had to
be introduced. Altogether, the proposed equations of motion read as
D2XI − i2 [Ψ¯,ΓνΓIΨ, Cν ] + [XJ , Cν , [XJ , Cν , XI ]] = 0 ,
ΓµDµΨ− [XI , Cν ,ΓνΓIΨ] = 0 ,
D[µhνκλ] +
1
4εµνκλστ [X
I , DτXI , Cσ] + i8εµνκλστ [Ψ¯,Γ
τΨ, Cσ] = 0 ,
Fµν −D(Cλ, hµνλ) = 0 ,
DµC
ν = D(Cµ, Cν) = 0 ,
D(Cρ, DρX
I) = D(Cρ, DρΨ) = D(C
ρ, Dρhµνλ) = 0 ,
(4.32)
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and the supersymmetry transformations leaving these equations invariant are given
by
δXI = iε¯ΓIΨ ,
δΨ = ΓµΓIDµX
Iε+ 12×3!Γµνλh
µνλε− 12ΓIJΓλ[XI , XJ , Cλ]ε ,
δhµνλ = 3iε¯Γ[µνDλ]Ψ+ iε¯Γ
IΓµνλκ[X
I ,Ψ, Cκ] ,
δAµ = iε¯ΓµλD(C
λ,Ψ) ,
δCµ = 0 .
(4.33)
Here, (Γµ,ΓI), µ = 0, . . . , 5, I = 1, . . . , 5, form the generators of the Clifford algebra
of 1,10.
Let us note in passing that, as far as a unification of M2- and M5-brane models
is concerned, the right-hand side of one of the BLG equations of motion
Fµν = εµνλ(D(X
I , DλXI) + i2D(Ψ¯,Γ
λΨ)) . (4.34)
also appears in the third equation in (4.32).
One of the major problems of this model is that it seems impossible to consis-
tently introduce a potential 2-form field B for h. In [108], the equations (4.32) found
a natural interpretation on loop space: The constraints on Cµ imply a factorization,
Cµ = cµC, where C is a constant element of A, and the remaining covariantly con-
stant vector cµ can be identified with the tangent vector to the loop. This implies
that the equation Fµν − D(Cλ, hµνλ) = 0 is very similar to the transgression map
(2.27).
Here, however, we want to reformulate equations (4.32) in terms of a differential
crossed module (t : h→ g,￿). That is, we replace A and gA by h and g, respectively.
Instead of having an extra element C ∈ A, we substitute all expressions D(y, C),
y ∈ A, by t(y). Correspondingly, all 3-brackets containing C, i.e. [y1, C, y2] =
D(y1, C) ￿ y2, y1, y2 ∈ A, become t(y1) ￿ y2 = [y1, y2]. Note that in equations
(4.32) and (4.33), C appears in every 3-bracket and in every expression containing
the map D. We will therefore obtain equations containing only the Lie structures
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on h and g.
We cannot work with differential crossed modules yielding 3-Lie algebras, because
in these cases, the map t is trivial. However, we find that the equations (4.32) e.g.
with 3-Lie algebra A = A4 correspond to equations using the differential crossed
module (t : u(2)→ su(2),￿) defined in section 4.1.4.
While the equation Fµν −D(Cλ, hµνλ) = 0 looks like a transgression in the loop
space picture, in the context of differential crossed modules it is a candidate for the
fake curvature constraint (4.28). Consequently, we are led to identify Bµν = hµνλcλ.
For simplicity, we will assume |c| > 0. Given a Bµν satisfying Bµνcν = 0, we can
then write
hµνκ =
1
|c|2
￿
B[µνcκ] +
1
3!εµνκλρσB
[λρcσ]
￿
, (4.35)
where [· · · ] denotes antisymmetrization of n indices with weight 1/n! . Note that
locally and before taking gauge invariance into account, a selfdual 3-form in six
dimensions has just as many components as a 2-form satisfying Bµνcν = 0. Such a
2-form has non-trivial components only in the five dimensional space perpendicular
to c.
Let us now rewrite (4.32) in the language of differential crossed modules:
D2XI − i2 [Ψ¯,ΓΓIΨ] + |c|2[XJ , [XJ , XI ]] = 0 ,
ΓµDµΨ+ [X
I ,ΓΓIΨ] = 0 ,
D[µhνκλ] +
1
4εµνκλστc
σ
￿
[XI , DτXI ] + i2 [Ψ¯,Γ
τΨ]
￿
= 0 ,
Hµνκ − 13!εµνκρστHρστ = 0 ,
Fµν − t(Bµν) = 0 ,
∂µc
ν = t(DcX
I) = t(DcΨ) = t(DcBµν) = 0 ,
(4.36)
where Γ := cνΓν , Dc := cνDν and h is given in (4.35). Note that the commutators
of spinors are to be read as commutators of the gauge structure only.
From the third equation in (4.36), we find
cλ(D[µhνκλ]) = 0 . (4.37)
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Using this, we compute
H := DB = cλDλhµνκdx
µ ∧ dxν ∧ dxκ ,
∗H = 13!εµνκρστcλDλhρστdxµ ∧ dxν ∧ dxκ ,
(4.38)
from which (together with the selfduality of h) we conclude that
H = ∗H and t(H) = 0 ⇒ t(DcBµν) = 0 . (4.39)
Thus, our definition of B yields indeed a selfdual curvature 3-form. Moreover, it
also answers the question why there is no potential for h: The field h encodes the
potential. And finally, note that the degrees of freedom in the gauge potential are
completely determined by the 2-form potential B via the fake curvature condition
F − t(B) = 0. Therefore, there are no additional degrees of freedom in the super-
multiplet.
As we merely rewrote the equations of motion, it is clear that for certain dif-
ferential crossed modules (t : h → g,￿), equations (4.36) are invariant under the
maximal N = (2, 0) supersymmetry transformations
δXI = iε¯ΓIΨ ,
δΨ = ΓµΓIDµX
Iε+ 12×3!Γµνλh
µνλε− 12ΓIJΓ[XI , XJ ]ε ,
δBµν = 3iε¯Γ[µνc
λDλ]Ψ ,
δAµ = iε¯Γµλc
λt(Ψ) ,
δcµ = 0 .
(4.40)
Recall that equations (4.32) are maximally supersymmetric if the contained 3-
brackets are totally antisymmetric and satisfy the fundamental identity [82]. The
consequences of these properties in equations (4.32) are preserved under the rewrit-
ing D(y, C)→ t(y), as is readily verfied. One would therefore expect that equations
(4.36) are invariant under the supersymmetry transformations (4.40) for any differ-
ential crossed module (t : h→ g,￿). An explicit computation along the lines of [82]
confirms this expectation. One interesting result of the calculation is that the fake
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curvature condition is not necessary for the closure of the supersymmetry algebra,
see appendix F for comments on the calculation.
We have therefore significantly extended the previously known examples of N =
(2, 0) tensor multiplet equations.
4.2.3 Comments on the tensor multiplet equations
First of all, it is not clear to us how to make the above equations invariant under
general fat gauge transformations. The equations (4.36) are only invariant under
thin gauge transformations (g, 0) with
XI → X˜I := g ￿ XI and Ψ→ Ψ˜ := g ￿ Ψ . (4.41)
We thus recover the gauge symmetry already suggested in [82].
Second, it is nice that for t trivial, i.e. the case of an abelian gerbe, h must be
abelian and the field strength F necessarily vanishes. We can therefore gauge away
the gauge potential and obtain the known free theory:
∂2XI = Γµ∂µΨ = H − (∗H) = 0 . (4.42)
Third, we can follow [82] and reduce equations (4.36) to five-dimensional max-
imally supersymmetric Yang-Mills (mSYM) theory. For this, we dimensionally re-
duce along x5 by imposing ∂∂x5 = 0 and fixing c
µ = δµ5g2YM. Due to Bµν = hµνκc
κ,
we conclude that Bµ5 = 0. This implies that Fµ5 = 0 and we can therefore partially
gauge fix A5 = 0. The relation Bµ5 = 0 together with
∂
∂x5 = 0 and the selfduality of
H also yields H = 0. We are therefore left with the field content of mSYM theory
in five dimensions. If we use the differential crossed module (t : u(N) → u(N),￿),
equations (4.36) reduce to the mSYM equations with gauge algebra u(N).
As a final test, let us briefly derive the BPS equation corresponding to a (non-
abelian) selfdual string. That is, we dimensionally reduce the above equations along
the x0- and x5-directions and put Φ := X6 ￿= 0 = X7, . . . , X10 as well as H0ij =
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H5ij = 0. Then the supersymmetry transformation of the spinors reduces to
ΓiΓ6DiΦε+
1
2×3!Γijkh
ijkε = 0 , i, j, k = 1, . . . , 4 . (4.43)
To break half of the supersymmetry, as expected for the BPS equation, we impose
Γ05ε = Γ6ε and arrive at
hijk = εijk￿D
￿Φ or Bij = εijk￿c
kD￿Φ . (4.44)
The fact that this equation is close but not identical to the desired H = ∗DΦ
indicates that the equations (4.36) need further generalization. Note that after
applying t to both sides of equation (4.44) and using the fake curvature constraint
(4.28), we obtain
Fij = εijk￿c
kD￿t(Φ) . (4.45)
This should be interpreted as the Bogomolny monopole equation obtained by di-
mensionally reducing a selfdual string along the direction ck.
Altogether, we can conclude that the 3-Lie algebra tensor multiplet equations
proposed in [82] can be naturally reformulated in the language of differential crossed
modules while preserving N = (2, 0) supersymmetry. However, the BPS equation
and issues with fat gauge transformations suggest that the obtained equations (4.36)
are not the final answer.
4.3 M2-brane models
The BLG and ABJM M2-brane models can be trivially rewritten in terms of differ-
ential crossed modules with t trivial. The fake curvature condition (4.28) however
would imply F = t(B) = 0. This problem can be circumvented by introducing
the machinery of differential 2-crossed modules, which appear as the structure alge-
bras of principal 3-bundles. This is effectively using the observation that a higher
gauge theory on a principal 2-bundle with non-vanishing F can be reformulated as
a higher gauge theory on a principal 3-bundle for which the fake curvature does van-
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ish [129, 14]. Additional motivation for the use of principal 3-bundles comes from
the fact that M2-branes couple to a 3-form potential, which suggests an underlying
picture involving principal 3-bundles.
The machinery needed can be constructed from considering the inner derivations
of a differential crossed module, as we will see in the following.
4.3.1 Inner derivation 2-crossed modules
Just as a Lie algebra comes with a differential crossed module governing the action of
inner derivations, a differential crossed module (or strict Lie 2-algebra) comes with
a differential 2-crossed module of inner derivations as implied e.g. by the results of
[112]. In higher category theoretical terms, differential 2-crossed modules are certain
Lie 3-algebras, which must not be confused with 3-Lie algebras.
Note that more generally, the Chevalley-Eilenberg algebra of the inner deriva-
tions of an L∞-algebra g∞ is known as the Weil algebra of g∞.
The definition of a differential 2-crossed module [46] is a triple of Lie algebras
l, h, g arranged in a normal complex
l
t−→ h t−→ g . (4.46)
There are g-actions ￿ onto h and l by derivations. The Peiffer identity t(h1) ￿
h2 = [h1, h2] is now lifted by a g-equivariant bilinear map, called Peiffer lifting and
denoted by {−,−} : h × h → l. These maps satisfy the following axioms for all
g ∈ g, h, h1, h2, h3 ∈ h and ￿, ￿1, ￿2 ∈ l:
(i) t(g ￿ ￿) = g ￿ t(￿) and t(g ￿ h) = [g, t(h)].
(ii) t({h1, h2}) = [h1, h2]− t(h1) ￿ h2.
(iii) {t(￿1), t(￿2)} = [￿1, ￿2].
(iv) {[h1, h2], h3} = t(h1) ￿ {h2, h3}+{h1, [h2, h3]}−t(h2) ￿ {h1, h3}−{h2, [h1, h3]}.
(v) {h1, [h2, h3]} = {t({h1, h2}), h3}− {t({h1, h3}), h2}.
(vi) {t(￿), h}+ {h, t(￿)} = −t(h) ￿ ￿.
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Given a differential crossed module h
t˜−→ g with action ￿˜ : g × h → h, the
corresponding differential 2-crossed module of inner derivations, denoted der
￿
h
t˜−→
g
￿
, has the underlying normal complex [112]
h
t−→ g￿ h t−→ g . (4.47)
Recall that the Lie bracket on g￿ h reads as
[(g1, h1), (g2, h2)] := ([g1, g2], [h1, h2] + g1￿˜h2 − g2￿˜h1) . (4.48)
The maps t are defined as
t(h) := (˜t(h),−h) and t(g, h) := t˜(h) + g , (4.49)
the g-actions and the Lie bracket on h are given by
g ￿ h := g ￿˜ h and g1 ￿ (g2, h) := ([g1, g2], g1 ￿˜ h) (4.50)
and the Peiffer lifting reads as
{(g1, h1), (g2, h2)} := g2￿˜h1 (4.51)
for all g, g1, g2 ∈ g, h, h1, h2 ∈ h. One readily checks that this structure satisfies the
axioms of a differential 2-crossed module.
4.3.2 Inner derivations of mABJM(N)
The inner derivations of mABJM(N) are captured by a differential 2-crossed module
that is constructed from mABJM(N) as described in the previous section. To simplify
the discussion, let us use the following picture: We consider a chain complex of block
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matrices
h =
 0 gl(N, )
0 0
 t−→ g￿h =
 u(N) gl(N, )
0 u(N)
 t−→ g =
 u(N) 0
0 u(N)
 ,
(4.52)
where the two maps t : h→ g￿ h and t : g￿ h→ g read as
t :
 0 h
0 0
 ￿→
 0 −h
0 0
 and t :
 gL h
0 gR
 ￿→
 gL 0
0 gR
 (4.53)
respectively, for gL,R ∈ u(N) and h ∈ gl(N, ). All g-actions as well as the Lie
algebra commutators are given by the corresponding matrix commutators. The
Peiffer lifting is defined as

 gL1 h1
0 gR1
 ,
 gL2 h2
0 gR2

 :=
 0 gL2h1 − h1gR2
0 0
 , (4.54)
where gL1,2, gR1,2 ∈ u(N) and h1,2 ∈ gl(N, ). As a consistency check, one can
easily verify that this Peiffer lifting indeed captures the failure of the Peiffer identity
according to
t({(g1, h1), (g2, h2)}) = [(g1, h1), (g2, h2)]− t(g1, h1) ￿ (g2, h2) . (4.55)
We will denote this differential 2-crossed module by der(mABJM(N)).
4.3.3 Higher gauge theory with differential 2-crossed mod-
ules
We will need the basics of the local description of higher gauge theory by a connective
structure on a trivial principal 3-bundle over M = 1,2. The detailed picture for
gauge theory on principal 3-bundles was developed in [123], see [90] for a partial
earlier account. Let us work for the moment with a general differential 2-crossed
module l
t→ h t→ g, we will restrict ourselves to the case der(mABJM(N)) in the next
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section.
Consider 1-, 2- and 3-form potentials A ∈ Ω1(M, g), B ∈ Ω2(M, h) and C ∈
Ω3(M, l). From these, we construct the corresponding field strengths
F := dA+ 12 [A,A] , H := dB + A ￿ B , G := dC + A ￿ C + {B,B} . (4.56)
The gauge transformations of the gauge potentials are given by [123]
C˜ = g−1 ￿ C − D˜0￿Σ− 12{Λ,Λ}￿+ {B˜,Λ}+ {Λ, B˜}− {Λ, D˜Λ+ 12 [Λ,Λ]} ,
B˜ = g−1 ￿ B − D˜0Λ− 12t(Λ) ￿ Λ− t(Σ) ,
A˜ = g−1Ag + g−1dg − t(Λ) ,
(4.57)
where g is a function on M taking values in a Lie group G with g = Lie(G), Λ ∈
Ω1(M, h) and Σ ∈ Ω2(M, l). Moreover, we used abbreviations D˜ := d + A˜ ￿ and
D˜0 := d +
￿
A˜+ t(Λ)
￿
￿.
For the higher gauge theory to describe a parallel transport of membranes along
three-dimensional volumes that is invariant under reparameterizations of the volume,
the so-called fake curvatures have to vanish:
F := F − t(B) = 0 and H := H − t(C) = 0 . (4.58)
This implies t(H) = 0.
4.3.4 Higher gauge theory formulation of the ABJM model
The ABJM model describes a stack of N flat M2-branes with a 4/ k orbifold in
the transverse directions. These eight transverse directions of the M2-branes are
thus packaged into four complex fields ZA, A = 1, . . . , 4, which have spinors ψA as
their superpartners. These matter fields take values in h := gl(N, ). The gauge
fields Aµ, µ = 0, 1, 2, live in g := u(N) × u(N). We use the representation (4.52)
of the differential 2-crossed module der(mABJM(N)), where the action of the gauge
potentials on matter fields corresponds to the matrix commutator. Besides this,
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there is also the ordinary matrix product between matter fields and their adjoints,
which we will need for the potential terms in the ABJM model.
The ABJM action can then be written in the following way:
LABJM =
￿
1,2
tr
￿
k
4πη A ∧ (dA+ 13 [A,A])−DZ†A ∧ ￿DZA − ￿iψ¯A ∧D/ ψA
￿
+ V ,
(4.59)
where D = d+A ￿ and η = −σ3⊗ N yields a metric of split signature on the gauge
algebra u(N) × u(N). By tr (−), we mean the trace in the matrix representation
(4.52). The potential is given by
V =
￿
1,2
￿ tr
￿
− iψ¯A†ψAZ†BZB − iψ¯A†ZBZ†BψA + 2iψ¯A†ψBZ†AZB − 2iψ¯A†ZBZ†AψB
+ iεABCDψ¯
A†ZCψB†ZD − iεABCDZ†Dψ¯AZ†CψB − 23ΥCDB Υ†BCD
￿
,
ΥCDB := Z
CZ†BZ
D − 1
2
δCBZ
EZ†EZ
D +
1
2
δDBZ
EZ†EZ
C .
(4.60)
This theory exhibitsN = 6 supersymmetry and it has passed some highly non-trivial
tests as an effective description of M2-branes.
Next, we extend this action to implement the fake curvature conditions (4.58),
introducing 2- and 3-form potential B ∈ Ω2( 1,2, g ￿ h) and C ∈ Ω2( 1,2, h). In
the matrix representation (4.52) of der(mABJM(N)), the fake curvature conditions
amount to
B =
 FL b
0 FR
 , H =
 0 db+ ALb− bAR
0 0
 = t(C) =
 0 −c
0 0

(4.61)
for some b, c ∈ gl(N, ), where AL and AR are the first and second block diagonal
entries of A and FL,R = dAL,R +
1
2 [AL,R, AL,R]. Note that because of t(H) = 0, H
has no block diagonal entries.
To enforce (4.61), we introduce Lagrange multipliers λ1 ∈ Ω1( 1,2, g), λ2 ∈
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Ω0( 1,2, g￿ h) and λ3 ∈ Ω3( 1,2, g), adding the following terms to the action4:
SHGT = SABJM +
￿
1,2
tr
￿
λ†1 ∧ (F − t(B)) + λ†2(H − t(C)) + λ†3t(λ2)
￿
. (4.62)
Varying with respect to λ1 and λ2, we obtain
F − t(B) = 0 , H − t(C) + t∗(λ3) = 0 , (4.63)
where t∗ is the adjoint to t. This map is the trivial embedding of g into g ￿ h.
Because H − t(C) is a block off-diagonal in g￿ h, (4.63) reduces to
F − t(B) = 0 , H − t(C) = 0 , λ3 = 0 . (4.64)
Varying SHGT with respect to λ3 and C, we have
t(λ2) = t
∗(λ2) = 0 ⇔ λ2 = 0 , (4.65)
where t∗ is here the obvious projection of g￿ h onto h. Finally, varying the action
with respect to B yields
t∗(λ1) +Dλ2 = 0 , (4.66)
which implies λ1 = 0 due to λ2 = 0.
Varying SHGT with respect to the gauge potential, we obtain the usual equation
of motion of the ABJM model plus terms containing the Lagrange multipliers λ1
and λ2. Since both vanish on-shell, we recover
Fµν = εµνκ
￿
DκZAZ†A − ZADκZ†A + Z†ADκZA −DκZ†AZA − iψ¯Aγκψ†A − iψ¯†AγκψA
￿
.
(4.67)
The equations of motion for the matter fields remain obviously those of the ABJM
model. Note that the four-form curvatureG trivially vanishes, as our trivial principal
3-bundle lives over 1,2.
4As it stands, this action is not real. However, one can either impose reality conditions on H
and λ2 or add complex conjugate terms to correct for this in a straightforward manner. Again we
suppress these technical details.
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Altogether, the action SHGT yields the equations of motion of the ABJM model,
together with the fake curvature conditions (4.61). We therefore reformulated the
ABJM model as a higher gauge theory.
Supersymmetry and gauge symmetry of the ABJM model are trivially preserved,
if we demand that λ1,2,3 transform appropriately. Explicitly, we can demand that
the fields B and C transform in the same way as t∗(F ) and t∗(H), which renders the
fake curvature conditions invariant under supersymmetry. The Lagrange multipliers
can then be chosen to be invariant under supersymmetry, too.
Gauge transformations should act on the Lagrange multipliers as
λ1 → λ˜1 = γλ1γ−1 + γ[λ2,Λ†]γ−1 , λ2,3 → λ˜2,3 = γλ2,3γ−1 , (4.68)
where γ ∈ Ω0(M,G) and Λ ∈ Ω1(M, g ￿ h) are the gauge parameters. The second
term in the λ1 transformation renders the action gauge invariant off-shell. The 2-
and 3-form potentials B and C transform as specified in (4.57).
Note however, that the ABJM model is not invariant under the general tensor
transformations parametrized by Λ in (4.57). In particular, the equation of motion
for the 2-form curvature (4.67) breaks this symmetry. We are therefore left with
the ample gauge transformations, which are parametrized by a Λ with t(Λ) = 0.
This solves a common problem when working with higher gauge theories: In many
cases, e.g. if t : h → g is surjective, the potential 1-form A can be gauged away
by a tensor transformation, leaving an abelian theory. This is not possible if these
transformations are broken down to the ample ones.
The same observation was made in [17], where teleparallel gravity was reformu-
lated as a higher gauge theory. Here, all field configurations can be gauge trans-
formed away by tensor transformations. However, the action of the theory is not
invariant under these symmetries, leaving only the usual group-valued gauge trans-
formations.
The Σ-transformations in (4.57), affect only the new terms added to SABJM,
which contain the Lagrange multipliers. All these terms are invariant under these
transformations.
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4.3.5 ABJ-model
The ABJ model [2] is a Chern-Simons matter theory closely related to the ABJM
model and also invariant under N = 6 supersymmetry. We follow precisely the
same formulation as above, merely replacing mABJM(N) by mABJ(N1, N2), which is
the differential crossed module Hom ( N2 , N1)
t→ u(N1) × u(N2). We then obtain
a differential 2-crossed module of inner derivations, which we can represent in terms
of matrices as 0 Hom ( N2 , N1)
0 0
→
 u(N1) Hom ( N2 , N1)
0 u(N2)
→
 u(N1) 0
0 u(N2)
 .
(4.69)
It does not seem possible to use more general types of differential crossed modules
to obtain N = 6 Chern-Simons matter theories. The hermitian 3-Lie algebras
underlying such models seem to be very rigid. Note in particular that, as shown in
[34], the only hermitian 3-Lie brackets that can be written as products of matrices
and their adjoints are of the form of the ABJM 3-bracket (4.14).
4.3.6 BLG-model
The BLG Lagrangian reads, in terms of 3-brackets, as
LBLG =12((A, dA+ 13A ∧ A))− 12(DµXI , DµXI) + i2(Ψ¯,ΓµDµΨ)
− i4(Ψ¯,ΓIJ [XI , XJ ,Ψ])− 16([XI , XJ , XK ], [XI , XJ , XK ]) .
(4.70)
We can restrict the ABJM model to the Bagger-Lambert-Gustavsson model by
restricting to mABJM(2), splitting the four complex matter fields into eight real ones,
reducing (gl(2, ), u(2)× u(2)) to (su(2)⊕ i u(1), su(2)× su(2)). This turns the her-
mitian 3-Lie algebra into the (real) 3-Lie algebra A4, which is a real four dimensional
vector space with totally antisymmetric 3-bracket
[eµ, eν , eρ] = εµνρσeσ , (4.71)
on the basis elements eµ ∈ A4. The Lie algebra of inner derivations is represented
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by the matrices
 0 su(2)⊕ i u(1)
0 0
→
 su(2) su(2)⊕ i u(1)
0 su(2)
→
 su(2) 0
0 su(2)
 .
(4.72)
The resulting action SHGT will have enhanced N = 8 supersymmetry. In the hopes
that it will be helpful to someone in the future, the supersymmetry closure cal-
culation is presented in detail in appendix E, as well as some useful identities for
M5-brane supersymmetry calculations in appendix F.
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(1,0) superconformal models
We will now look at a different avenue of approach for the problem of finding the non-
abelian six-dimensional (2,0) superconformal field theory, or (2,0)-theory for short.
In this chapter, we will relate the gauge structure appearing in an approach based on
tensor hierarchies in supergravity [124] to various algebraic structures appearing in
the context of categorification, such as Courant algebroids, Courant-Dorfman alge-
bras, differential crossed modules, differential 2-crossed modules, strong homotopy
Lie algebras and string Lie 2-algebras.
The six-dimensional model of [124] exhibits N = (1, 0) superconformal invari-
ance, and its field content comprises, besides the usual gauge potential one-form A,
also gauge potential 2- and 3-forms B and C, all taking values in a priori different
vector spaces. A non-abelian action of A onto B and C is defined, together with
various other algebraic structures on the three vector spaces. The analysis of [124]
led to a list of constraints on these algebraic structures necessary for closure of the
(1,0) supersymmetry algebra and, in some cases, for an action to be formulated,
see also [126, 125, 22]. These constraints can be regarded as generalizations of the
familiar Jacobi identity of Lie algebras. A special case of these theories contains
the G×G-model proposed in [40], to which an action and interesting solutions have
been constructed in [43, 45, 42]. For solutions, such as solitons, in the general (1,0)
model, see [5].
We start our analysis of the (1,0) gauge structure by noting that it forms a
differential graded Leibniz algebra. Restricting the (1,0) gauge structure to an
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interesting class of examples, we find exact agreement of the resulting structure
with Courant-Dorfman algebras [116]. Moreover, a general (1,0) gauge structure is
a weak Courant-Dorfman algebra in the sense of [54]. We investigate the possibility
that these arise from Voronov’s derived bracket construction [135], unfortunately
this does not seem to be the case.
Weak Courant-Dorfman algebras, and in particular (1,0) gauge structures have
a large overlap with strong homotopy Lie algebras or semistrict Lie n-algebras that
replace gauge algebras in the context of higher gauge theory. We find that (1,0)
gauge structures corresponding to Courant-Dorfman algebras form Lie 2-algebras,
while many another interesting classes form Lie 3-algebras or can be extended to Lie
4-algebras. This establishes, at least in part, the desired relation to higher gauge
theory.
To strengthen the link between the (1,0) model and higher gauge theory further,
we continue by studying a number of examples. The connective structure of an
abelian gerbe, which underlies abelian higher gauge theory, is easily identified as a
special case of the gauge potentials of the (1,0) model. Similarly, we discover the
gauge algebraic structures as well as the field content and the gauge transforma-
tions of special classes of principal 2- and principal 3-bundles in the (1,0) model,
establishing an overlap of the (1,0) model with strict higher gauge theory. We thus
have to conclude that (1,0) models do not allow for general differential crossed and
2-crossed modules as higher gauge algebras.
We briefly comment on a number of further examples. First, we show how to
recover both the gauge algebra as well as the action of gauge transformations of the
G×G-model proposed in [40] from the (1,0) model. Then we show that two canonical
examples in higher gauge theory, the string Lie algebra of a simple Lie algebra and
the Chern-Simons Lie 3-algebra of u(1) both form (1,0) gauge structures. Finally,
we consider the two extreme examples of Courant-Dorfman algebras.
An interesting open question remaining is the comparison of the equations of
motion of the (1,0) model to the superconformal (2,0) equations that can be obtained
from a twistor construction, cf. [122, 121, 91, 123]. However, the fact that the (1,0)
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model makes use of structures that are only accessible in the semistrict case suggests
that the twistor constructions should first be extended to principal 2-bundles with
semistrict gauge 2-algebras.
5.1 The (1,0) model
In this section, we will briefly review the recently derived superconformal field the-
ories in six dimensions with N = (1, 0) supersymmetry [124]. We will focus on the
gauge structure, but we will also see the field content, gauge transformations as well
as the equations of motion.
5.1.1 (1,0) gauge structures
Consider two vector spaces g and h together with two linear maps g : g∗ → h and
h : h→ g, where g∗ denotes the dual of g. Demanding that h ◦ g = 0, we obtain the
chain complex
g∗
g−→ h h−→ g . (5.1)
We will denote elements of g∗, h and g by λ, χ and γ, respectively. Assume that we
have further bilinear maps
f : g ∧ g→ g , d : g⊙ g→ h , b : h⊗ g→ g∗ . (5.2)
We also have the dual maps
g∗ : h∗ → g , h∗ : g∗ → h∗ , (5.3)
and, by considering one of the arguments as a parameter,
f∗ : g× g∗ → g∗ , d∗ : h∗ × g→ g∗ . (5.4)
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We demand that all these maps satisfy the following equations [124]:
2(d(h(d(γ1, γ(2)), γ3))− d(h(d(γ2, γ3)), γ1)) = 2d(f(γ1, γ(2), γ3))− g(b(d(γ2, γ3), γ1)) ,
(5.5a)
d∗(h∗(b(χ, γ2)), γ1)+ b(χ, h(d(γ1, γ2))) + 2b(d(γ1, h(χ)), γ2) =
f∗(γ1, b(χ, γ2)) + b(χ, f(γ1, γ2)) + b(g(b(χ, γ1)), γ2)
(5.5b)
and
h(g(λ)) = 0 , (5.5c)
f(h(χ), γ)− h(d(h(χ), γ)) = 0 , (5.5d)
f(γ[1, f(γ2, γ3]))− 13h(d(f(γ[1, γ2), γ3])) = 0 , (5.5e)
g(b(χ1, h(χ2)))− 2d(h(χ1), h(χ2)) = 0 , (5.5f)
g(f∗(γ,λ)− d∗(h∗(λ), γ) + b(g(λ), γ)) = 0 . (5.5g)
We will refer to such a structure, i.e. a chain complex (5.1) together with maps (5.2)
satisfying (5.5) as a (1,0) gauge structure.
As an initial remark, note that the map f : g ∧ g → g is very similar to a Lie
bracket on g, with (5.5e) showing the failure of the Jacobi identity to hold.
Equations (5.5) guarantee that there is a Lie algebra A isomorphic to g as a
vector space that has the following two representations on g and h:
ρ(X) ￿ γ = −f(X, γ) + h(d(X, γ)) , (5.6a)
and
ρ(X) ￿ χ := 2d(X, h(χ))− g(b(χ, X)) (5.6b)
for X ∈ A. The representation on g also induces a representation on g∗,
ρ(X) ￿ λ = f∗(X,λ)− d∗(h∗(λ), X) . (5.6c)
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All the representations satisfy the relation1
[ρ(X1), ρ(X2)] = ρ(−f(X1, X2) + h(d(X1, X2))) = ρ(−f(X1, X2)) . (5.7)
Finally, all the maps introduced above are invariant under the action of A because
equations
ρ(X) ￿ d(γ1, γ2) = d(ρ(X) ￿ γ1, γ2) + d(γ1, ρ(X) ￿ γ2) , (5.8a)
ρ(X) ￿ b(χ, γ) = b(ρ(X) ￿ χ, γ) + b(χ, ρ(X) ￿ γ) , (5.8b)
ρ(X) ￿ h(χ) = h(ρ(X) ￿ χ) , (5.8c)
ρ(X) ￿ g(λ) = g(ρ(X) ￿ λ) (5.8d)
are equivalent to (5.5a), (5.5b), (5.5d) and (5.5g), respectively. Furthermore, the
invariance of f implies (5.5e).
To analyze the above equations further, one can choose a convenient basis for g
and h, in which either the map g or h is diagonal as was done in [126].
If one demands that the (1,0) model allows for an action principle, one has to
require in addition that there is a nondegenerate bilinear form (·, ·)h on h, which
induces a linear nondegenerate map m : h → h∗ with m ◦ m∗ = m∗ ◦ m = id.
Furthermore, the following conditions have to be satisfied:
g(λ) = m∗(h∗(λ)) , (5.9a)
b(χ, γ) = 2d∗(m(χ), γ) , (5.9b)￿
d(γ1, γ(2), d(γ2, γ3))
￿
h
= 0 . (5.9c)
Below, we will impose the additional relations (5.9) only if explicitly stated.
1Note that equations (5.6) and (5.7) define the Lie algebra A only up to representations. Unless
one of them is faithful, there is no unique Lie algebra structure on A that could be reconstructed.
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5.1.2 Field content
The field content of the superconformal (1,0) theory is given by a gauge potential
one-form A taking values in g, a two-form potential B taking values in h and a
three-form potential C with values in g∗. Their curvatures read as
F = ∂A− 12 f(A,A) + h(B) , (5.10a)
H = DB + d(A, ∂A− 13 f(A,A)) + g(C)
= ∂B + 2d(A, h(B))− g(b(B,A)) + d(A, ∂A− 13 f(A,A)) + g(C) ,(5.10b)
where, to avoid confusion with the map d : g⊙ g→ h , we will use ∂ for the exterior
derivative for this chapter only, e.g.
∂A := ∂[µAν]dx
µ ∧ dxν . (5.11)
The covariant derivative acts by D = ∂ + ρ(A) ￿ and, in our notation, maps acting
on the (1,0) gauge structure do not act on the form part of the fields, e.g.
f(A,A) := f(Aµ, Aν)dx
µ ∧ dxν . (5.12)
Infinitesimal gauge transformations are parametrized by a function α taking
values in g, as well as 1- and 2-forms Λ and Ξ with values in h and g∗, respectively.
Their action on the potential forms are
δA = Dα− h(Λ) ,
δB = DΛ+ d(A,Dα− h(Λ))− 2d(α,F)− g(Ξ) ,
δC = DΞ+ b(B,Dα− h(Λ))− 13b(d(Dα− h(Λ), A), A) + b(Λ,F) + b(H,α) + . . . ,
(5.13)
where . . . represents further terms in the kernel of g. Later, we will find it useful to
use a shifted version of these gauge transformations. Taking the shifted parameters
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(α,Λ,Ξ)→ (α,Λ+ d(α, A),Ξ− b(B,α) + 13b(d(α, A), A)) we obtain
δA = ∂α− f(A,α)− h(Λ) ,
δB = ∂Λ+ d(A, h(Λ)) + g(b(Λ, A))− d(α, h(B)) + g(b(B,α))− g(Ξ)
− d(α,F) + 16(d(f(A,A),α) + 2d(f(A,α), A)) ,
δC = ∂Ξ− b(∂B,α) + 13(b(d(α, ∂A), A)− b(d(α, A), ∂A))
− b(g(Ξ− b(B,α) + 13b(d(α, A), A))), A)
+ b(B,−f(A,α)− h(Λ))− 13b(d(−f(A,α)− h(Λ), A), A)
+ b(Λ+ d(α, A),F) + b(H,α) + . . . ,
(5.14)
where we used (5.5g) and (5.5a) in the form of
d(A, f(A,α)− 3h(d(A,α))− d(α, f(A,A)) = g(b(d(α, A), A)) . (5.15)
5.1.3 Bianchi identities and extended complexes
By construction, the field strengths satisfy the Bianchi identity
DF = h(H) . (5.16)
Furthermore, demanding that
DH = d(F ,F) + g(H(4)) , (5.17)
for some four-form H(4), defined up to terms in the kernel of g, leads to
DH(4) = b(H,F) + . . . , (5.18)
where . . . again represents terms in the kernel of g.
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This process can be continued by extending the complex2
l
k−→ g∗ −→ h −→ g , (5.19)
and defining a five-form H(5) ∈ l such that
DH(4) = b(H,F) + k(H(5)) , (5.20)
and such that H(5) satisfies its own Bianchi identity involving new maps into l which
satisfy additional constraints. These are found in [124] and [22]. In the latter paper
this extended model was used to write down a PST-like action. This extension is
very similar to that of higher gauge theory with iterated categorifications of principal
bundles. In the following, however, we will restrict ourselves to the non-extended
case.
5.1.4 Supersymmetry and field equations
For this section we will introduce the notation
γ = γµdx
µ , γ(2) = 12γµνdx
µ ∧ dxν , γ(3) = 16γµνρdxµ ∧ dxν ∧ dxρ ,
D/ = γµDµ , F/ = ∗(F ∧ ∗γ(2)) = 12γµνFµν , H/ = ∗(H ∧ ∗γ(3)) = 16γµνρHµνρ
(5.21)
where ∗ is the Hodge star operation. The fields above belong to the (1,0) vector and
tensor supermultiplets (A,λi, Y ij) and (φ,χi, B), for i, j = 1, 2, taking values in g
and h, respectively. In [124], it was found that the supersymmetry transformations
δA = −ε¯γλ , δB = −d(A, ε¯γλ)− ε¯γ(2)χ ,
δλi = 14F/ εi − 12Y ijεj + 14h(φ)εi , δχi = 18H/ εi + 14D/ φ εi − ∗12d(γλi, ∗ε¯γλ) ,
δY ij = −ε¯(iD/ λj) + 2ε¯(ih(χj)) , δφ = ε¯χ ,
δC = −b(B, ε¯γλ)− 13b(d(A, ε¯γλ), A)− b(φ, ε¯γ(3)λ) ,
(5.22)
2Such an extension can always be found; for example, we could put l = ker(g) and k is its
embedding into g.
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close up to translations, gauge transformations and the equations of motion
H− = −d(λ¯, γ(3)λ) ,
D/ χi = d(F/ ,λi) + 2d(Y ij,λj) + d(h(φ),λi)− 2g(b(φ,λi)) ,
D2φ = 2d(Y ij, Yij)− ∗2d(F , ∗F)− 4d(λ¯, D/ λ)
− 2g(b(χ¯,λ)) + 16d(λ¯, h(χ))− 3d(h(φ), h(φ)) ,
(5.23)
where H = H+ +H− is split into selfdual and anti-selfdual parts: H± = ± ∗H±.
These tensor multiplet equations (5.23) are connected by supersymmetry to the
following vector multiplet equations
g(b(φ, Yij) + 2b(χ¯(i,λj))) = 0 ,
g(b(φ,F)− 2b(χ¯, γ(2)λ)) = 12g(∗H(4)) ,
g(b(φ, D/ λi) +
1
2b(D/ φ,λi)) = g(∗12b(γ(2)χi, ∗F) + 14b(H/ ,λi)− b(χj, Yij)
+ 32b(φ, h(χ)) + ∗13b(d(γλi, λ¯), ∗γλ)) .
(5.24)
5.2 (1,0) gauge structures and
weak Courant-Dorfman algebras
5.2.1 Differential graded Leibniz algebra
We now come to the analysis of the gauge structure that is defined by the maps (5.2)
together with equations (5.5). The fact that underlying the (1,0) gauge structure is
the chain complex (5.1) suggests that we are working with some differential graded
algebra3. We first focus on the representations of the Lie algebra A (5.6) on the
vector spaces g, h and g∗. As they satisfy the Jacobi identity, we arrive at a Leibniz
algebra.
Recall that a differential graded Leibniz algebra4 (L,D,￿) is a ( -)graded vector
space L equipped with a degree 1 linear map D and a degree 0 bilinear map ￿ such
that
3For a detailed analysis of the general tensor hierarchy algebra from the perspective of Lie
superalgebras, see [107].
4or a differential graded Loday algebra
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(i) D is a differential: D2 = 0 and D(￿1 ￿ ￿2) = (D￿1) ￿ ￿2 + (−1)|￿1|￿1 ￿ (D￿2) ,
(ii) a Leibniz identity holds: ￿1 ￿ (￿2 ￿ ￿3) = (￿1 ￿ ￿2) ￿ ￿3 + (−1)|￿1||￿2|￿2 ￿
(￿1 ￿ ￿3) ,
where ￿1, ￿2, ￿3 ∈ L and |￿i| denotes the grading of ￿i.
In the case of a (1,0) gauge structure, we have5
L = g∗[−2]⊕ h[−1]⊕ g , D|g∗ = g , D|h = h , (5.25)
and the only nontrivial actions ￿ are given by (5.6):
γ1 ￿ γ2 := ρ(γ1) ￿ γ2 , γ1 ￿ χ := ρ(γ1) ￿ χ , γ1 ￿ λ := ρ(γ1) ￿ λ (5.26)
for all γ1, γ2 ∈ g, χ ∈ h and λ ∈ g∗. Conditions (i) and (ii) are readily verified: (i)
follows from (5.5c) together with (5.8c) and (5.8d), while (ii) follows from the fact
that ρ forms a representation of A.
The characterization of (1,0) gauge algebras in terms of Leibniz algebras is cer-
tainly too general. In particular, we would like to identify a structure in which the
maps f, d and b are given an intrinsic meaning. Clearly, considering separately the
antisymmetrization and the symmetrization of
γ1 ￿ γ2 := ρ(γ1) ￿ γ2 = −f(γ1, γ2) + h(d(γ1, γ2)) (5.27)
would allow us to extract f as well as d up to terms in the kernel of h. Note, however,
that these new maps cannot be expected to satisfy the Leibniz identity anymore. The
transition between a product satisfying a Leibniz identity and its antisymmetrization
that violates the Leibniz rule (which here amounts to the Jacobi identity) is in fact
a very common one in the context of Courant algebroids. We therefore turn our
attention to those in the following.
5Recall that V [−n] denotes the vector space V shifted by −n degrees in the grading. In
particular, g∗[−2] consists of elements in g∗, and each element has homogeneous grading -2.
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5.2.2 Courant algebroids
A particularly nice class of examples of (1,0) gauge structures is obtained from
Courant algebroids. Recall that a Courant algebroid is a symplectic Lie 2-algebroid,
or, equivalently, a symplectic NQ-manifold6, cf. [114]. Here, we define it as a Eu-
clidean vector bundle (E, ￿·, ·￿) over a smooth manifold M that is endowed with a
bilinear operation ￿ on sections of E and a bundle map ￿ : E → TM called the
anchor satisfying the following axioms for all e, e1, e2 ∈ Γ(E) and f ∈ C∞(M):
(i) e ￿ (e1 ￿ e2) = (e ￿ e1) ￿ e2 + e1 ￿ (e ￿ e2),
(ii) e1 ￿ e2 + e2 ￿ e1 = D￿e1, e2￿,
(iii) ￿(e1 ￿ e2) = [￿(e1), ￿(e2)],
(iv) e1 ￿ (fe2) = f(e1 ￿ e2) + (￿(e1) · f)e2,
(v) ￿(e) · ￿e1, e2￿ = ￿e ￿ e1, e2￿+ ￿e1, e ￿ e2￿.
Here ￿(e) · f denotes the action of the vector field ￿(e) onto f , [·, ·] denotes the Lie
bracket of vector fields and D is the pullback of the exterior derivative ∂ on M via
the adjoint map ￿∗:
￿Df, e￿ := 12￿(e) · f . (5.28)
A Courant algebroid contains a differential graded Leibniz algebra, and one can
show that it forms a (1,0) gauge structure with trivial maps g and b. Instead of
doing this using the above definition, which stems from [114], we can switch to the
original and equivalent definition from [87]. For this, we introduce the antisymmetric
Courant bracket
￿e1, e2￿ := 12(e1 ￿ e2 − e2 ￿ e1) = e1 ￿ e2 − 12D￿e1, e2￿ . (5.29)
In this context, the action ￿ is often called a Dorfman bracket. For the Courant
bracket, the axioms in the definition of a Courant algebroid become
(i’) ￿￿e1, e2￿, e3￿+ ￿￿e2, e3￿, e1￿+ ￿￿e3, e1￿, e2￿+ 12D￿￿e[1, e2￿, e3]￿ = 0,
(iii’) ￿(￿e1, e2￿) = [￿(e1), ￿(e2)],
6a Q-manifold with non-negatively integer grading which is endowed with a symplectic form
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(iv’) ￿e1, fe2￿ = f￿e1, e2￿+ (￿(e1) · f)e2 − ￿e1, e2￿Df ,
(v’) ￿(e) · ￿e1, e2￿ =
￿￿e, e1￿+D￿e, e1￿, e2￿+ ￿e1, ￿e, e2￿+D￿e, e2￿￿,
(vi’) ￿Df,Dg￿ = 0,
where again e, e1, e2 ∈ Γ(E) and f, g ∈ C∞(M).
Given a Courant algebroid, we can define a (1,0) gauge structure by putting
g := Γ(E) , h := C∞(M) , h := D , f := −￿·, ·￿ , d := 12￿·, ·￿ , g := 0 , b := 0.
(5.30)
The relations (5.5b), (5.5c), (5.5g) are trivially satisfied. Moreover, the relations
(5.5a), (5.5e) and (5.5f) are equivalent to the axioms (v’), (i’) and (vi’), respectively.
Finally, equation (5.5d) has been shown to hold for Courant algebroids [117, Prop.
4.2].
To capture finite dimensional (1,0) gauge structures, we need to reformulate the
notion of a Courant algebroid in purely algebraic terms. This leads to the concept
of a Courant-Dorfman algebra.
5.2.3 Courant-Dorfman algebras
A Courant-Dorfman algebra [116], see also [79], consists of a commutative K-algebra
R together with an R-module E endowed with a derivation D : R→ E , a symmetric
bilinear form (not necessarily non-degenerate) ￿·, ·￿ : E ⊗R E → R and a Dorfman
bracket ￿: E ⊗R E → E , which satisfy the following axioms:
(i) e1 ￿ (e2 ￿ e3) = (e1 ￿ e2) ￿ e3 + e2 ￿ (e1 ￿ e3),
(ii) e1 ￿ e2 + e2 ￿ e1 = D￿e1, e2￿,
(iii) (Dr) ￿ e = 0,
(iv) e1 ￿ re2 = r(e1 ￿ e2) + ￿e1,Dr￿e2,
(v) ￿e1,D￿e2, e3￿￿ = ￿e1 ￿ e2, e3￿+ ￿e2, e1 ￿ e3￿,
(vi) ￿Dr1,Dr2￿ = 0,
where e, e1, e2, e3 ∈ E and r, r1, r2 ∈ R. Note that if the bilinear form ￿·, ·￿ is
non-degenerate, axioms (iii), (iv) and (vi) are redundant. Moreover, if we consider
a Euclidean vector bundle E → M with a fiber metric ((·, ·)), we can construct a
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Courant-Dorfman algebra by identifying E = Γ(E), R = C∞(M), ￿·, ·￿ = ((·, ·)) and
setting D as the pullback of the exterior derivative on M . We will then recover the
notion of a Courant algebroid.
As before, we can reformulate these axioms by switching from the Dorfman
bracket ￿ to the Courant bracket via relation (5.29), and we are left with
(i’) ￿e[1, ￿e2, e3]￿￿+ 16D￿e[1, ￿e2, e3]￿￿ = 0,
(iii’) ￿Dr, e￿+ 12D￿Dr, e￿ = 0,
(iv’) ￿e1, re2￿ = r￿e1, e2￿+ ￿e1,Dr￿e2 + 12r(D￿e1, e2￿)− 12D￿e1, re2￿,
(v’) ￿D￿e1, e(2￿, e3)￿ − ￿D￿e2, e3￿, e1￿+ 2￿￿e1, e(2￿, e3)￿ = 0,
(vi’) ￿Dr1,Dr2￿ = 0.
Given a Courant-Dorfman algebra, we can construct a (1,0) gauge structure by
putting
g := E , h := R , h := D , f := −￿·, ·￿ , d := 12￿·, ·￿ , g := 0 , b := 0 .
(5.31)
Axioms (5.5a), (5.5d), (5.5e) and (5.5f) of the (1,0) gauge structure correspond to
the axioms (v’), (iii’), (i’) and (vi’) of the Courant-Dorfman algebra, respectively.
Inversely, a (1,0) gauge structures with g and b trivial gives rise to a Courant-
Dorfman algebra, where the action of R = h onto E = g is given by
re := D￿e,Dr￿ = h(ρ(e) ￿ r) . (5.32)
Axiom (iv’) holds then by definition, the other axioms are related to those of the
(1,0) gauge structure as before.
5.2.4 Weak Courant-Dorfman algebras
To extend this correspondence to the case of (1,0) gauge structures with non-trivial
maps g and b, we have to allow for some more general Courant-Dorfman algebras.
In particular, we have to weaken axioms (v’) and (vi’), which correspond to (5.5a)
and (5.5f) only for trivial g and b. Interestingly, this generalization has already been
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introduced in [54] by dropping axioms (iv), (v) and (vi) (or, equivalently, (iv’), (v’)
and (vi’)) of a Courant-Dorfman algebra:
A weak Courant-Dorfman algebra consists of two vector spaces R and E together
with a symmetric bilinear form ￿·, ·￿ : E⊗E → R, a map D : R→ E and a Dorfman
bracket ￿: E ⊗ E → E . These satisfy the following axioms:
(i”) e1 ￿ (e2 ￿ e3) = (e1 ￿ e2) ￿ e3 + e2 ￿ (e1 ￿ e3),
(ii”) e1 ￿ e2 + e2 ￿ e1 = D￿e1, e2￿,
(iii”) (Dr) ￿ e = 0.
An important class of examples is given by the higher generalizations of exact
Courant algebroids TM ⊕ ∧pT ∗M together with the standard Courant brackets.
Since these do not seem to be related to our discussion, we refrain from going into
further details.
Note that the above axioms imply the following weaker form of (v) and (vi) [54]:
D￿￿e1,D￿e2, e3￿￿ − ￿e1 ￿ e2, e3￿ − ￿e2, e1 ￿ e3￿￿ = 0 ,
D￿De1,De2￿ = 0 .
(5.33)
These equations are precisely the generalizations necessary to accommodate a (1,0)
gauge structure with non-trivial g and b, as axioms (5.5a) and (5.5f) are modified
by terms in the image of g, which vanishes under D due to h ◦ g = 0. We therefore
conclude that (1,0) gauge structures are special cases of weak Courant-Dorfman
algebras.
5.2.5 Comments on derived brackets
To construct weak Courant-Dorfman algebras, one is quickly led to the notion of
derived brackets: Courant algebroids are symplectic NQ-manifolds [130, 114], see
also [81], and D, as well as the Courant bracket ￿·, ·￿ on sections, are derived from the
symplectic structure on an NQ-manifold [114] via a derived bracket construction [80,
135]. Unfortunately, this approach to (1,0) gauge structures seems too restrictive, at
least if one uses the superextension due to [135], as we demonstrate in the following.
127
Chapter 5: (1,0) superconformal models
We start from a Lie superalgebra L with Lie bracket {·, ·} together with a pro-
jector P ∈ EndL onto an abelian subalgebra of L such that
P 2 = P , {P ￿1, P ￿2} = 0 and P{￿1, ￿2} = P{P ￿1, ￿2}+P{￿1, P ￿2} . (5.34)
Given an odd elementQ ∈ L (with appropriate -grading) such thatQ2 = 12{Q,Q} =
0, we can define the brackets
µi(￿1, ￿2, . . . , ￿i) := P{. . . {{Q, ￿1}, ￿2}, . . . , ￿i} , (5.35)
which turn L into an L∞-algebra [135, Cor. 1]. In particular, the condition Q2 = 0
is equivalent to the higher homotopy relations (B.2). Note that the grading of the
L∞-algebra is again that of the Lie superalgebra shifted by one.
We now wish to identify the additional structure maps d and b with (parts of)
a Poisson bracket. For this, note that equation (5.5a) implies
g(b(d(γ(1, γ2), γ3))) = 0 . (5.36)
If we impose either the additional constraint (5.9c) or consider the extended tensor
hierarchy (cf. [69, 124]), one has the stronger relation
b(d(γ(1, γ2), γ3)) = 0 . (5.37)
This relation is in fact the graded Jacobi identity we require, assuming a parity shift
of g by one to odd grading. We are thus led to identify
{γ1, γ2} = d(γ1, γ2) and {γ,χ} = b(χ, γ) . (5.38)
If we demand in addition that
P{γ1, γ2} = {γ1, γ2} , (5.39)
then relations (5.5c), (5.5d) and (5.5e) are automatically satisfies, as one readily
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verifies. Equation (5.5f) leads to a constraint:
d(h(χ1), h(χ2)) = {P{Q,χ1}, P{Q,χ2}} = 0 != 12g(b(χ1, h(χ2))) . (5.40)
A similar constraint is derived from (5.5a). More importantly, however, we have
{µ2(γ1, γ2), µ2(γ3, γ4)} = {P{{Q, γ1}, γ2}, P{{Q, γ3}, γ4}} = 0 . (5.41)
All these constraints impose severe restrictions on the maps f, d and b, which renders
this approach essentially uninteresting for the construction of (1,0) gauge algebras.
5.3 (1,0) gauge structures as Lie 3-algebra
Having identified (1,0) gauge structures with weak Courant-Dorfman algebras, we
would now like to make contact with higher or categorified gauge theory. As a first
step towards this goal, we need to identify categorified Lie algebras in the (1,0) gauge
structure. For our purposes, it suffices to restrict ourselves to so-called semistrict
Lie 3-algebras. These arise from categorifying twice the notion of a Lie algebra and
imposing antisymmetry on the higher products. For simplicity, we will often drop
the label ‘semistrict’ in the following.
5.3.1 Semistrict Lie 3-algebras
Semistrict Lie 3-algebras are categorically equivalent to 3-term L∞- or strong ho-
motopy Lie algebras [11], see appendix B for the general definition of L∞-algebras.
A 3-term L∞-algebra7 is a graded vector space L = L−2 ⊕ L−1 ⊕ L0, where Li has
7also known as an L3-algebra
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grading i, together with multilinear, totally graded antisymmetric maps
µ1 : L−2 → L−1 , µ1 : L−1 → L0 ,
µ2 : L
∧2
0 → L0 , µ2 : L0 ∧ L−1 → L−1 , µ2 : L0 ∧ L−2 → L−2 ,
µ2 : L
∧2
−1 → L−2 ,
µ3 : L
∧3
0 → L−1 , µ3 : L−1 ∧ L∧20 → L−2 ,
µ4 : L
∧4
0 → L−2 .
(5.42)
These maps satisfy a number of higher Jacobi or homotopy relations, which we list
in the following. The map µ1 is a differential:
µ21(λ) := µ1(µ1(λ)) = 0 , (5.43a)
and it is compatible with the products µ2:
µ1(µ2(γ,χ)) = −µ2(µ1(χ), γ) , (5.43b)
µ1(µ2(γ,λ)) = −µ2(µ1(λ), γ) , (5.43c)
µ1(µ2(χ1,χ2)) = µ2(µ1(χ1),χ2) + µ2(µ1(χ2),χ1) . (5.43d)
The map µ2 satisfies a Jacobi identity up to correction terms given by µ3:
µ1(µ3(γ1, γ2, γ3)) = −µ2(µ2(γ1, γ2), γ3) + µ2(µ2(γ1, γ3), γ2)− µ2(µ2(γ2, γ3), γ1) ,(5.43e)
µ1(µ3(χ, γ1, γ2)) = −µ3(µ1(χ), γ1, γ2)− µ2(µ2(γ1, γ2),χ)
−µ2(µ2(χ, γ1), γ2) + µ2(µ2(χ, γ2), γ1) , (5.43f)
0 = −µ3(µ1(λ), γ1, γ2)− µ2(µ2(γ1, γ2),λ)
−µ2(µ2(λ, γ1), γ2) + µ2(µ2(λ, γ2), γ1) , (5.43g)
0 = −µ3(µ1(χ1),χ2, γ)− µ3(µ1(χ2),χ1, γ)− µ2(µ2(χ1,χ2), γ)
+µ2(µ2(χ1, γ),χ2) + µ2(µ2(χ2, γ),χ1) . (5.43h)
130
Chapter 5: (1,0) superconformal models
The map µ3 is compatible with the map µ2 in the obvious way up to correction
terms given by µ4:
µ1(µ4(γ1,γ2, γ3, γ4)) + µ2(µ3(γ1, γ2, γ3), γ4)− µ2(µ3(γ1, γ2, γ4), γ3)
+ µ2(µ3(γ1, γ3, γ4), γ2)− µ2(µ3(γ2, γ3, γ4), γ1) =
µ3(µ2(γ1, γ2), γ3, γ4)) + µ3(µ2(γ2, γ3), γ1, γ4)) + µ3(µ2(γ3, γ4), γ1, γ2))
+ µ3(µ2(γ1, γ4), γ2, γ3))− µ3(µ2(γ1, γ3), γ2, γ4))− µ3(µ2(γ2, γ4), γ1, γ3)) .
(5.43i)
µ2(µ3(γ1,γ2, γ3),χ)− µ2(µ3(χ, γ1, γ2), γ3) + µ2(µ3(χ, γ1, γ3), γ2)
− µ2(µ3(χ, γ2, γ3), γ1)− µ4(µ1(χ), γ1, γ2, γ3) =
− µ3(µ2(γ1, γ2),χ, γ3))− µ3(µ2(γ2, γ3),χ, γ1))− µ3(µ2(χ, γ3), γ1, γ2))
− µ3(µ2(χ, γ1), γ2, γ3)) + µ3(µ2(γ1, γ3),χ, γ2)) + µ3(µ2(χ, γ2), γ1, γ3)) .
(5.43j)
Finally, the map µ4 satisfies the following compatibility relation8
1
2µ2(µ4(γ[1, γ2, γ3, γ4), γ5]) + µ3(µ3(γ[1,γ2, γ3), γ4, γ5]) + µ4(µ2(γ[1, γ2), γ3, γ4, γ5]) = 0 .
(5.43k)
A simple example of a Lie 3-algebra is that of the Chern-Simons Lie 3-algebra
csk(g) of a simple Lie algebra g, where k ∈ denotes the level. The graded vector
space is L = [−2]⊕ ( ⊕ g)[−1]⊕ g, and we will denote elements of these spaces
by λ,
￿
λ
γ
￿
and γ, respectively. The non-vanishing higher products are defined as
µ1(λ) :=
￿
λ
0
￿
, µ1
￿
λ
γ
￿
:= γ , µ2(γ1, γ2) := [γ1, γ2] ,
µ2
￿
γ1,
￿
λ
γ2
￿￿
:=
￿
k￿γ1, γ2￿
[γ1, γ2]
￿
, µ2
￿￿
λ1
γ1
￿
,
￿
λ2
γ2
￿￿
:= 2k￿γ1, γ2￿ ,
µ3(γ1, γ2, γ3) := k￿γ1, [γ2, γ3]￿ ,
(5.44)
where ￿·, ·￿ denotes the Killing form on g. In the following, we will discuss some
special Lie 3-algebras that will later serve as examples for the gauge structure of the
8Note that the total antisymmetrization is here equivalent to merely considering unshuffles in
definition (B.2).
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(1,0)-model.
5.3.2 Semistrict Lie 2-algebras and string Lie 2-algebras
General semistrict Lie 2-algebras are obtained by considering Lie 3-algebras with
trivial L−2. This reduces the non-trivial products (5.42) to the following ones:
µ1 : L−2 → L−1 , µ1 : L−1 → L0 ,
µ2 : L
∧2
0 → L0 , µ2 : L0 ∧ L−1 → L−1 , µ3 : L∧30 → L−1 ,
(5.45)
while the higher Jacobi relations reduce in an obvious manner.
Let us specialize a little further. A semistrict Lie 2-algebra is called skeletal, if
isomorphic objects are equivalent. This amounts to setting µ1 = 0. A nice class of
skeletal semistrict Lie 2-algebras is obtained from a Lie algebra g, a vector space
V carrying a representation ρ of V and a Lie algebra cocycle with values in V ,
c = H3(g, V ) [11]. As products on the 2-term complex V → g, we define µ1 := 0,
µ2 : g× g→ g as the Lie bracket, µ2 : g× V → V as the action of g onto V in the
representation ρ and µ3 : g× g× g→ V is given by the Lie algebra cocycle c.
It is shown in [11] that isomorphism classes of such data (g, V, ρ, c) defining
semistrict Lie 2-algebras are equivalent to isomorphism classes of general skeletal
semistrict Lie 2-algebras. Moreover, any general semistrict Lie 2-algebras is cate-
gorically equivalent to a skeletal one, and therefore the data (g, V, ρ, c) can be used
to classify semistrict Lie 2-algebras.
Particularly interesting is the string Lie 2-algebra of a simple Lie algebra g,
which is defined by the data (g, , ρ, c), where ρ is the trivial representation and
c(g1, g2, g3) := k ￿ad(g1), ad([g2, g3])￿, for k ∈ , is a Lie algebra cocycle arising from
the Killing form ￿·, ·￿ of g.
5.3.3 (1,0) gauge structures and semistrict Lie 3-algebras
Consider a (1,0) gauge structure with g = b = 0. As we saw before in section 5.2.3,
such a (1,0) gauge structure is equivalent to a Courant-Dorfman algebra. It is easy
to verify that a Courant-Dorfman algebra (R, E , ￿·, ·￿) gives rise to a semistrict Lie
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2-algebra with
L−1 = R = h and L0 = E = g (5.46)
as well as higher products
µ1(r) := Dr = h(r) ,
µ2(e1, e2) := ￿e1, e2￿ = −f(e1, e2) ,
µ2(e, r) :=
1
2￿e,Dr￿ = d(e, h(r)) ,
µ3(e1, e2, e3) := −12￿e[1, ￿e2, e3]￿￿ = d(e[1, f(e2, e3])) ,
(5.47)
where e, e1, e2, e3 ∈ E and r ∈ R. In the special case of Courant algebroids, this
observation was already made in [117].9
Inversely, many interesting Lie 2-algebras do not form (1,0) gauge structures.
For example, consider the Lie 2-algebra based on the octonions with L−1 = L0 = ,
where µ2 is given by the commutator and µ3 is given by the Jacobiator. In this case,
the Jacobiator cannot be written as d(·, [·, ·]) for any symmetric map d : ⊙ → .
For (1,0) gauge structures with g and b nontrivial, the situation is more involved.
We evidently start from the chain complex
L−2 = g∗
µ1:=g−−−−−→ L−1 = h µ1:=h−−−−−→ L0 = g (5.48)
together with the maps
µ1(λ) := g(λ) , µ1(χ) := h(χ) and µ2(γ1, γ2) := −f(γ1, γ2) . (5.49)
The higher homotopy relations (5.43a)-(5.43f) then define the remaining products
up to terms in the kernels of g and h, where the latter turn out to lie in the image
9As a side remark, note that a Courant-Dorfman algebra with the Dorfman bracket, which is
not antisymmetric but satisfies the Jacobi identity, can be regarded as a hemistrict Lie 2-algebra,
cf. [115].
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of g:
µ2(γ,χ) = d(γ, h(χ)) + g(φ1(γ,χ)) ,
µ2(γ,λ) = φ1(γ, g(λ)) + φ2(γ,λ) , φ2(γ,λ) ∈ ker g
µ2(χ1,χ2) = b(χ(1, h(χ2))) + 2φ1(h(χ(1),χ2)) + φ3(χ1,χ2) , φ3(χ1,χ2) ∈ ker g
µ3(γ1, γ2, γ3) = d(γ[1, f(γ2, γ3])) + g(φ4(γ1, γ2, γ3)) ,
µ3(χ, γ1, γ2) = −23b(d(γ[1, h(χ)), γ2]) + 2φ1(γ[1, d(γ2], h(χ)))
+ 2φ1(γ[1, g(φ1(γ2],χ))) + φ1(f(γ1, γ2),χ)
− φ4(h(χ), γ1, γ2) + φ5(χ, γ1, γ2) , φ5(χ, γ1, γ2) ∈ ker g
(5.50)
Equation (5.43i) defines µ4(γ1, γ2, γ3, γ4) in a similar way. The challenge is now to
fix the φi such that the remaining homotopy relations (5.43g), (5.43h), (5.43j) and
(5.43k) are satisfied.
A detailed analysis using a computer algebra program suggests that in general,
there are no such φi and one has to impose additional constraints onto the (1,0)
gauge structure. We understand these constraints as a hint that the (1,0) gauge
structure needs to be extended, and there are two possibilities for such extensions.
First, the extensions discussed briefly in section 5.1.3, which result in an extended
(1,0) gauge structure forming a Lie n-algebra with n > 3. Second, one can extend
the chain complex (5.1) to an exact sequence, leading to a Lie 4-algebra. We will
discuss this extension briefly in the next section.
But first, let us try to turn the (1,0) gauge structure into a Lie 3-algebra. There
is a large number of possible constraints that do this, many of which involve the
shifted-graded Jacobi identity for b and d given in equation (5.37). Here we only
want to study one. Because we considered the extreme case where g = 0 (as well
as b = 0) before, let us now turn to the opposite extreme and impose the condition
that the kernel of g is trivial. In this case, the maps φ2,φ3 and φ5 are trivial, and
we put
φ1(γ,χ) := α1b(χ, γ) , α1 ∈ and φ4(γ1, γ2, γ3) = 0 . (5.51)
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The map µ4(γ1, γ2, γ3, γ4) is given by
µ4(γ1, γ2, γ3, γ4) = −2(1 + 2α1)b(d(γ[1, f(γ2, γ3)), γ4]) . (5.52)
If the kernel of g is trivial, these maps satisfy all the homotopy relations (5.43) and
thus form a semistrict Lie 3-algebra.
There are two interesting choices for α1. First, the choice α1 = −12 gives
µ2(γ,χ) =
1
2ρ(γ) ￿ χ , µ2(γ,λ) = 12ρ(γ) ￿ λ and µ4 = 0 . (5.53)
Second, with the choice α1 = −1 the curvatures F and H defined in (5.10) can
be rewritten in the form
F = ∂A+ 12µ2(A,A) + µ1(B) ,
H = ∂B + µ2(A,B) + 16µ3(A,A,A) + µ1(C) ,
(5.54)
provided we assume that the fake curvature condition F = 0 is satisfied. This
condition is very natural from the point of view of higher gauge theory, and we will
return to it in section 5.4.2. Note that the Chern-Simons term in H collapsed into
Lie 3-algebra products. The above form for H has been suggested in the context of
semistrict higher gauge theory in [138].
Moreover, demanding that both fake curvatures F and H vanish and that the
graded Jacobi identity (5.37) is satisfied, we find that all products in the gauge
transformations (5.14) can be written in terms of Lie 3-algebra products as follows:
δA = ∂α + µ2(A,α)− µ1(Λ) ,
δB = ∂Λ+ µ2(B,α) + µ2(A,Λ) +
1
2µ3(A,A,α)− µ1(Ξ) ,
δC = ∂Ξ+ µ2(C,α) + µ2(B,Λ) + µ2(A,Ξ)− 12µ3(A,A,Λ) + µ3(B,A,α)
+ 23µ4(A,A,A,α).
(5.55)
We regard this as a good starting point for studying semistrict higher gauge theory
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based on Lie 3-algebras. As far as we are aware, this has yet to be developed.
Note however that several terms remain in the supersymmetry transformations
and equations of motion which are not of the form of Lie 3-algebra products.
5.3.4 Strong homotopy Lie algebras from resolutions of Lie
algebras
Demanding that g is injective is a first step towards turning the chain complex (5.1)
underlying the (1,0) gauge structure into an exact sequence. On such sequences,
there is a canonical construction of strong homotopy Lie structures [23], as we briefly
review in the following. Consider a resolution of a vector space g0. That is, consider
an exact sequence of vector spaces
· · · µ1−−→ L−2 µ1−−→ L−1 µ1−−→ L0 µ1−−→ g0 µ1−−→ 0 . (5.56)
Because the sequence is exact, we can decompose L0 = b ⊕ g￿0 where b = ker(µ1)
and g￿0 ∼= g0. Assume now that there is a skew-symmetric bilinear map
µ2 : L0 × L0 → L0 , (5.57)
which satisfies for all ￿ ∈ L0 and b ∈ b the following two properties:
(i) µ2(￿, b) ∈ b,
(ii) µ2(µ2(￿1, ￿2), ￿3)− µ2(µ2(￿1, ￿3), ￿2) + µ2(µ2(￿2, ￿3), ￿1) ∈ b.
Then, as shown in [23], the map µ2 can be extended to a Lie bracket on g0 and
further to a strong homotopy Lie algebra on all of L = L•. First, one extends µ2 to
all of L• by showing that
µ1(µ2(µ1(￿1 ⊗ ￿2))) = 0 , for ￿1, ￿2 ∈ L• . (5.58)
As the complex (5.56) is exact, this equation implies µ2(µ1(￿1 ⊗ ￿2)) = µ1(￿3) for
some ￿3, and we can define µ2(￿1, ￿2) := ￿3. Starting from µ2 on L0 × L0, one can
iteratively define µ2 for all higher Ln. Note that for ￿1, ￿2 ∈ L0, (5.58) follows from
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axiom (i), otherwise one can calculate it using the iteratively defined µ2.
For higher products, we use the same method, applied to the corresponding
higher Jacobi relations. For example, to define µ3, we use that
µ1
￿
µ3(µ1(￿1), ￿2, ￿3)± µ2(µ2(￿2, ￿3), ￿1)± µ2(µ2(￿1, ￿2), ￿3)± µ2(µ2(￿1, ￿3), ￿2)
￿
= 0 ,
(5.59)
where the signs are to be chosen according to the gradings of ￿1, ￿2 and ￿3. Again,
for ￿1, ￿2, ￿3 ∈ L0, (5.59) follows from axiom (ii), otherwise one can calculate it using
the iteratively defined µ3. Together with the exactness of (5.56) we thus have
µ3(µ1(￿1), ￿2, ￿3)± µ2(µ2(￿2, ￿3), ￿1)± µ2(µ2(￿1, ￿2), ￿3)± µ2(µ2(￿1, ￿3), ￿2) = µ1(￿4) ,
(5.60)
for some ￿4, which leads us to define µ3(￿1, ￿2, ￿3) := ￿4.
For a (1,0) gauge structure with b and g trivial, we consider the exact sequence
0 −→ h h−−−→ g proj−−−−→ g0 −→ 0 , (5.61)
which induces a splitting g = imh⊕g0. As shown e.g. in [126, sec. 3], g0 forms a Lie
algebra with Lie bracket given by −f|g0 . If we now follow the above construction, we
recover precisely the Lie 2-algebra structure of a (1,0) gauge structure with b and g
trivial: besides µ1(χ) = h(χ), we have the following higher products:
µ2(γ1, γ2) = −f(γ1, γ2) , µ2(γ,χ) = d(γ, h(χ)) and µ3(γ1, γ2, γ3) = d(g1, f(g2, g3)) .
(5.62)
Assuming that g has trivial kernel and that im(g) = ker(h), we can extend the
exact sequence (5.63) to
0 −→ g∗ g−−−→ h h−−−→ g proj−−−−→ g0 −→ 0 . (5.63)
The above construction then recovers the Lie 3-algebra that we derived in the pre-
vious section with α1 = 0.
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Note that more generally, if im(g) = ker(h), we obtain the exact sequence
0 −→ ker(g) ￿−→ g∗ g−−−→ h h−−−→ g proj−−−−→ g0 −→ 0 , (5.64)
and correspondingly a Lie 4-algebra via the above construction.
Finally, even if im(g) ￿ ker(h), we can construct an extension of the map g :
g∗ → h to a map g˜ : g∗ ⊕ a → h for some vector space a such that im(g˜) = ker(h).
Then the exact sequence
0 −→ ker(g˜) ￿−→ g∗ ⊕ a g˜−−−→ h h−−−→ g proj−−−−→ g0 −→ 0 (5.65)
yields again a Lie 4-algebra.
Since higher gauge theory has not been developed for Lie 4-algebras, our sub-
sequent discussion has to remain restricted to (1,0) gauge structures that form Lie
3-algebras.
5.4 Examples
5.4.1 Abelian gerbe
Our first example is the simplest, that of an abelian gerbe, cf. [71]. If we take the
vector spaces
0 −→ u(1) −→ 0 , (5.66)
and set all the maps to zero, we are left with just the (1,0) tensor multiplet (φ,χ, B)
satisfying the equations of motion
H = ∂B = ∗H , ∂/χ = 0 and ￿φ = 0 , (5.67)
and transforming under the usual gauge transformation for an abelian gerbe
δB = ∂Λ . (5.68)
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The supersymmetry transformations become
δφ = ε¯χ , δχi = 18H/ εi + 14∂/φ εi , δB = −ε¯γ(2)χ , (5.69)
which match the full (2, 0) supersymmetry transformations for a single M5-brane
[76] when reduced to a contained (1,0) multiplet.
5.4.2 Field redefinitions for higher gauge theory
We will briefly perform some field redefinitions for the equations describing higher
gauge theory in the previous chapter. We will also take the infinitesimal form of
the gauge transformations. This will allow us to make contact with the gauge
transformations of the (1,0)-gauge structure.
We redefine the fields B and H with factors of −1 to give
F := ∂A+ 12 [A,A] and H := ∇B := ∂B + A ￿ B . (5.70)
with the fake curvature condition
F := F + t(B) = 0 . (5.71)
For the infinitesimal gauge transformations we will use g = eα and ignore higher
order terms. The gauge transformations become
δA = ∂α + [A,α]− t(Λ) ,
δB = ∂Λ+ A ￿ Λ− α ￿ B .
(5.72)
Note that the curvature (5.10a) of the (1,0) model has to be identified with the fake
curvature F , as it is the only two-form curvature built from A and B that transforms
covariantly.
In the case of principal 3-bundles, we also redefine Ξ and H with factors of −1,
to give
F := F + t(B) = 0 and H := H + t(C) = 0 , (5.73)
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with gauge transformations
δA = ∂α + [A,α]− t(Λ) ,
δB = ∂Λ+ A ￿ Λ− α ￿ B − t(Ξ) ,
δC = ∂Ξ+ A ￿ Ξ− α ￿ C − {B,Λ}− {Λ, B} .
(5.74)
Let us stress here that the fake curvature condition F = 0 is not stable under
supersymmetry transformations (5.22) in general. Therefore, whenever we impose
the fake curvature condition in the following, we implicitly break supersymmetry.
A way out of this problem would be to impose, in addition, the equations arising
from a supersymmetry variation of the fake curvature condition, as well as further
equations arising from supersymmetry variations of the latter.
Note that in the models arising from twistor constructions, the fake curvature
condition is indeed invariant under the corresponding supersymmetry transforma-
tions.
5.4.3 Principal 2-bundles
To obtain differential crossed modules from a (1,0) gauge structure, we set g = b = 0
and assume
d(f(γ[1, γ2), γ3]) = 0 . (5.75)
This ensures that f(·, ·) is a Lie bracket on g by (5.5e) and corresponds to setting
µ3 = 0 on the Lie 2-algebra level, making it a strict Lie 2-algebra. Nontrivial such
(1,0) gauge structures are very restricted, but can indeed be constructed, e.g. by
using the analysis in [126, sec. 3].
Now to obtain a differential crossed module we define
t := h , [γ1, γ2] := −f(γ1, γ2) and γ ￿ χ := d(γ, h(χ)) . (5.76)
Note that this is a differential crossed module with abelian h since [χ1,χ2] = t(χ[1) ￿
χ2] = d(h(χ[1), h(χ2])) = 0, by (4.2) and the symmetry of d.
Note also that for g = 0 the vector multiplet equations of motion (5.24) become
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trivial, and we can therefore eliminate the degrees of freedom by enforcing the fake
curvature condition (5.71) of higher gauge theory:
F = ∂A− 12 f(A,A) + h(B) = 0 . (5.77)
Using (5.75), the shifted form of the (1,0) gauge transformations (5.14) becomes
δA = ∂α− f(A,α)− h(Λ) ,
δB = ∂Λ+ d(A, h(Λ))− d(α, h(B)) ,
(5.78)
which matches exactly the higher gauge theory gauge transformations (5.72).
One of the most interesting classes of differential crossed modules is that of the 3-
algebras appearing in the context of M2-brane models, cf. chapter 4. However these
are not included in the above discussion since they have a trivial map t = 0 and a
non trivial action ￿. Since the maps above were defined by γ ￿ χ := −d(γ, h(χ))
and t := h, a trivial map t implies a trivial action. Luckily 3-algebras can be treated
separately, and we will come back to them shortly.
5.4.4 Principal 3-bundles
Higher gauge theory has been developed not only for principal 2-bundles but also for
principal 3-bundles, which have differential 2-crossed modules as underlying struc-
ture Lie 3-algebras. For this section we assume first that the products corresponding
to Lie 3-algebra products µ3 and µ4 are zero:
d(γ[1, f(γ2, γ3])) = 0 , b(d(γ[1, f(γ2, γ3)), γ4]) = 0 ,
b(χ, f(γ1, γ2))− 43b(d(γ[1, h(χ)), γ2]) + 2b(g(b(γ[1,χ)), γ2]) = 0 ,
(5.79)
and second that terms of the form b(g(·), h(·)) vanish. These terms are in the kernel
of g and are therefore expected to vanish, as discussed in section 5.3.3.
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To obtain differential 2-crossed modules from (1,0) gauge structures we define
t(λ) := g(λ), t(χ) := h(χ), [γ1, γ2] := −f(γ1, γ2), γ ￿ χ := d(γ, h(χ))− g(b(χ, γ)) ,
[χ1,χ2] = [λ1,λ2] = 0, {χ1,χ2} := 12b(χ1, h(χ2)) and γ ￿ λ := −b(g(λ), γ) .
(5.80)
Note that this is a differential 2-crossed module with abelian l and h.
To reduce to principal 3-bundles, we have to impose the vanishing of the fake
curvatures
F = ∂A− 12 f(A,A) + h(B) = 0 ,
H = ∂B + 2d(A, h(B))− g(b(B,A)) + d(A, ∂A− 13 f(A,A)) + g(C)
= ∂B + d(A, h(B))− g(b(B,A)) + g(C) = 0 .
(5.81)
This simplifies the shifted gauge transformations (5.14) to
δA = ∂α− f(A,α)− h(Λ) ,
δB = ∂Λ+ d(A, h(Λ)) + g(b(Λ, A))− d(α, h(B)) + g(b(B,α))− g(Ξ) ,
δC = ∂Ξ− b(g(Ξ), A) + b(g(C),α)− b(B, h(Λ)) + . . . ,
(5.82)
which match exactly the higher gauge theory transformations (5.74).
The constraints (5.79) are again very restrictive. One admissible example is the
Chern-Simons Lie 3-algebra of u(1), which we will discuss in section 5.4.8. If we are
just interested in the algebraic structure and not in matching the gauge transforma-
tions to higher gauge theory, we can discuss many more interesting examples.
5.4.5 Representations of Lie algebras and M2-brane model
3-algebras
Let a be a semi-simple Lie algebra with a representation ρ acting on a vector space
V . There are three types of models based on this information, as discussed in [126];
here we will just discuss the simplest one. An action is not possible for this type,
however the type admitting an action is closely related.
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We take the complex
0 −→ V −→ V × a , (5.83)
and choose the maps
g = b =0 , h(v) =
￿
v
0
￿
,
d
￿￿
v1
g1
￿
,
￿
v2
g2
￿￿
= 12(ρ(g1) ￿ v2 + ρ(g2) ￿ v1) ,
f
￿￿
v1
g1
￿
,
￿
v2
g2
￿￿
=
￿1
2(ρ(g2) ￿ v1 − ρ(g1) ￿ v2)
[g1, g2]
￿
,
(5.84)
for v ∈ V, ￿vigi￿ ∈ V × a.
Recall that metric 3-algebras are obtained from metric Lie algebras with faithful
orthogonal representations via the Faulkner construction [48], where the represen-
tation space is the 3-algebra itself, V = A, and the Lie algebra is the associated Lie
algebra of inner derivations a = gA.
In order to use this relation we need to endow the (1,0) gauge structure with
metrics on the spaces a and V which are invariant under the action of a. Explicitly,
this construction gives the triple bracket
[v1, v2, v3] = d(m
∗
a(d
∗(mh(v1), h(v2))), h(v3)) , (5.85)
where m∗a : a
∗ → a and mh : h→ h∗ are maps induced from the metrics on a and h,
respectively.
The simplest non-trivial example is that of A4. We choose the fundamental
representation of a = so(4) acting on V = 4, along with the standard euclidean
metric on 4 and a split signature metric on so(4), explicitly:
mso(4)(A
±) = ±￿A±￿T , m 4(v) = vT ,
d
￿￿
v
A
￿
,
￿
w
B
￿￿
= 12(A.w +B.v) , d
∗
￿
vT ,
￿
w
A
￿￿
= 12
￿
vT .A
wvT − vwT
￿
,
(5.86)
for v, w ∈ 4, A,B ∈ so(4) and where vT denotes the transpose of v and A± denote
the selfdual and anti-selfdual parts of A. Then (5.85) gives the triple bracket on the
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basis vectors eµ ∈ 4 as
[eµ, eν , eρ] = εµνρσeσ . (5.87)
Similarly, the 3-algebra describing N M2-branes in the ABJM model corresponds
to the choice a = u(N)× u(N), with split signature metric
m∗a
￿
AL
AR
￿
=
￿
A†L
−A†R
￿
, (5.88)
and where V = gl(N, ) is the bi-fundamental representation with the standard
Hilbert-Schmidt metric mh(A) = A†. The triple bracket then becomes
[A,B;C] = d(m∗a(d
∗(mh(A), h(C))), h(B)) = AC†B − BC†A . (5.89)
For N = 2 this essentially coincides with the 3-Lie algebra A4.
We can now rewrite equations (5.23) in terms of the products appearing in 3-
algebras. Note however a crucial difference here to the M2-brane models: the gauge
field of M2-brane models lives only in a and not in V × a and also that the gauge
transformations have only one (a-valued) parameter.
There is also a reason for which the algebraic structure describing M5-branes
should be different from M2-branes. As we have seen in chapter 3, when describing
infinitely many M2-branes, the space of functions on a three-manifold was used.
Similarly, the space of functions on a two manifold was used to describe infinitely
many D-branes. The D-p-branes then merge into a single D-(p+2)-brane, with two
scalar fields being redefined as two gauge fields. Similarly, the BLG model with
the 3-algebra based on functions on a three-manifold gives the action for a single
M5-brane [73]. If M5-branes had the same algebraic structure as M2-branes, then
one would expect that functions on a three-manifold could again be used, which
would then describe an M8-brane, which we know from supergravity does not exist.
I would like to speculate that the algebraic structure relevant to M5-branes may
then be related to a quantization of S5.
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5.4.6 Vectors in G× G
Another example is found in [40], where the G×G-model is conjectured to describe
the gauge sector of M5-brane dynamics. This conjecture passes many consistency
checks, including selfdual string profiles which match gravity dual predictions [45].
One key difference between the G × G-model and the (1,0) model is that in the
former, the vector fields are on shell and that they are related to the tensor fields
in a way reminiscent of the fake curvature condition (5.71). Nevertheless, the al-
gebraic structure is an example of a (1, 0) gauge structure with matching gauge
transformations. In our notation, the vector spaces present are
0 −→ g −→ g× g , (5.90)
where g is a Lie algebra with Lie bracket [·, ·]. We will use the notation A = ￿ALAR￿
and α =
￿
αL
αR
￿
to denote one-forms and functions taking values in g× g. The gauge
transformations take the following form:
δA = ∂α +
￿
[AL,αL + αR]
[AR,αL + αR]
￿
+
￿
Λ
−Λ
￿
,
δB = ∂Λ+ 12 [AL + AR,Λ] +
1
2([AR, ∂αL]− [AL, ∂αR]) + [B,αL + αR] ,
(5.91)
where, as before, wedge products are implied, e.g. [AL,Λ] = [ALµ,Λν ]dxµ ∧ dxν .
To make contact with the (1,0) gauge structure transformations (5.13) we set g =
b = 0 and introduce the new shift of gauge parameters (α,Λ)→ (α,Λ + 2d(α, A)).
Using (5.5a), we obtain
δA = ∂α− f(A,α)− h(d(A,α))− h(Λ) ,
δB = ∂Λ+ d(A, h(Λ)− ∂α)− 2d(α, h(B)) .
(5.92)
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With the following choice of maps10
h(g) =
￿−g
g
￿
, d
￿￿
g1
g2
￿
,
￿
g3
g4
￿￿
= 12([g1, g4] + [g3, g2]) ,
f
￿￿
g1
g2
￿
,
￿
g3
g4
￿￿
=
￿−[g1, g3]− 12([g1, g4]− [g3, g2])
−[g2, g4]− 12([g1, g4]− [g3, g2])
￿
,
(5.93)
the shifted gauge transformations (5.92) match (5.91) exactly.
Since this f does not satisfy the Jacobi identity, this is not a differential crossed
module. However since the above (1,0) gauge structure has trivial maps g and b, it
is an example of a (semistrict) Lie 2-algebra.
5.4.7 String Lie 2-algebras
Another interesting Lie 2-algebra related to M-theory dynamics is string, or the
string Lie 2-algebra [11], defined in section 5.3.2. A Lie algebra g is put into the
complex
0 −→ −→ g , (5.94)
and the Lie bracket and Killing form ￿·, ·￿ correspond to the maps
g = b = h = 0 , f(γ1, γ2) := −[γ1, γ2] and d(γ1, γ2) = ￿γ1, γ2￿ . (5.95)
This model describes an abelian tensor multiplet sourced by a non-abelian vector
multiplet. It was originally found in [27] and it provided crucial inspiration for the
development of the (1,0) superconformal models of [124]. The equations of motion
(5.23) now read as
H− = − ￿λ¯, γ(3)λ￿ ,
∂/χi =
￿F/ ,λi￿+ 2 ￿Y ij,λj￿ ,
∂2φ = 2
￿
Y ij, Yij
￿− ∗2 ￿F , ∗F￿ − 4 ￿λ¯, ∂/λ￿ ,
(5.96)
10A slightly different set of maps, which satisfy the constraints (5.5), was given in [124]. These,
however, do not lead to the gauge transformations of [40].
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where the field strengths are
F = ∂A+ 12 [A,A] and H = ∂B +
￿
A, ∂A+ 13 [A,A]
￿
. (5.97)
The gauge and supersymmetry transformations can be easily read off from (5.13)
and (5.22).
5.4.8 Chern-Simons Lie 3-algebra
In the Chern-Simons Lie 3-algebra csk(g) of a simple Lie algebra g, the map µ1 :
L−1 → L0 is surjective. This map should be identified with the map h in a (1,0)
gauge structure, and because of (5.5d), this implies that f = 0. We therefore have
to restrict ourselves to abelian g. The Chern-Simons Lie 3-algebra csk( ) consists
of the complex
−→ × −→ , (5.98)
with the following non trivial products
µ2
￿
γ1,
￿
λ
γ2
￿￿
:=
￿
kγ1γ2
0
￿
and µ2
￿￿
λ1
γ1
￿
,
￿
λ2
γ2
￿￿
:= 2kγ1γ2 . (5.99)
Note that the chain complex (5.98) forms an exact sequence. By the identification
of (1,0) gauge structures and Lie 3-algebras based on exact sequences we set
g(λ) :=
￿
λ
0
￿
, h
￿
λ
γ
￿
:= γ , f = 0 ,
d(γ1, γ2) :=
￿
kγ1γ2
0
￿
, b
￿￿
λ1
γ1
￿
, γ2
￿
:= 2kγ1γ2 .
(5.100)
The field strengths of A and B =
￿
BL
BR
￿
then read explicitly as
F = ∂A+BR and H = ∂B +
￿
kA ∧ ∂A+ C
0
￿
. (5.101)
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The gauge and supersymmetry transformations become
δA = ∂α− ΛR ,
δB = ∂Λ+
￿
kA ∧ (∂α− ΛR)− 2kαF − Ξ
0
￿
,
δC = ∂Ξ+ 2k(∂α ∧BR + ΛR ∧ ∂A+ αH) ,
(5.102)
and
δφ = ε¯χ , δY ij = −ε¯(i∂/λj) + 2ε¯(iχj)R ,
δχi = 18H/ εi + 14∂/φ εi − k2
￿∗(γλi ∧ ∗ε¯γλ)
0
￿
, δλi = 14F/ εi − 12Y ijεj + 14φRεi ,
δB = −k
￿
A ∧ ε¯γλ
0
￿
− ε¯γ(2)χ , δA = −ε¯γλ ,
δC = − 2k ( BR ∧ ε¯γλ+ φRε¯γ(3)λ ) , (5.103)
while the equations of motion read as
H− = −
￿
kλ¯γ(3)λ
0
￿
,
∂/χi = k
￿F/ λi + 2Y ijλj − 3φRλi
0
￿
,
D2φ = 2k
￿
Y ijYij − ∗(F ∧ ∗F)− 2λ¯∂/λ+ 2χ¯Rλ+ 8λ¯χR − 32φ2R
0
￿
,
(5.104)
φRY
ij + 2χ¯(iRλ
j) = 0 ,
4k(φRF + 2χ¯Rγ(2)λ) = ∗H(4) ,
φR∂/λi +
1
2∂/φRλi =
1
2F/ χRi + 14H/ Rλi − χjRYij + 32φRχR ,
(5.105)
where we used the notiation φ =
￿
φL
φR
￿
for fields φ ∈ × . Note that the field
equations all remain interacting.
5.4.9 Extreme Courant-Dorfman algebras
Finally, let us briefly comment on the example of extreme Courant-Dorfman algebras
with either h = 0 or d = 0 for which g is a Lie algebra. In the first case, g is a
Lie algebra endowed with an invariant quadratic form over h. Here, we obtain a
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free (1,0) vector multiplet together with a tensor multiplet in the background of this
vector multiplet. Furthermore, the tensor multiplet fields do not interact among
each other; all interactions arise from source terms containing exclusively fields of
the vector multiplet.
In the second case d = 0, g is a Lie algebra over h and h is a derivation with
values in the center of g. The definitions of F andH correspond to the fake curvature
and the curvature 3-form of a principal 2-bundle with strict structure 2-group. The
action of the covariant derivative becomes trivial on h, and we obtain an abelian
free tensor multiplet together with a free vector multiplet.
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Selfdual string and higher
instanton solutions
In this chapter, explicit solutions to the selfdual string equation are presented in
the context of higher gauge theory. In particular, we consider a spherically symmet-
ric ansatz that is a rather straightforward generalizations of the ’t Hooft-Polyakov
monopole. As we expect a close link to M2-brane models, we base our ansatz on the
differential crossed module corresponding to A4. It turns out that this ansatz can
be solved, and the scalar field of the selfdual string configuration can be classified
by integer winding numbers, just as the scalar field of the SU(2) monopole.
Motivation for the study of elementary selfdual string solutions stems from our
goal to establish an ADHMN-like construction of selfdual strings. The related
twistor constructions were given in [121, 123], making it reasonable to expect the
existence of such a construction. Given a potential ADHMN-like construction of
selfdual strings, it is only natural to ask for an analogue of the ADHM construction,
which would yield solutions to the selfduality equations in six dimensions. For lack
of a better name, we will call such solutions higher instantons. Again, a twistor
description of higher instantons was given in [121, 123]. To develop an ADHM-
like construction, a good understanding of the elementary solutions to the higher
instanton equation is crucial.
Using an ansatz closely related to the BPST instanton, we manage to find explicit
higher instanton solutions which can be continued to solutions on a large region in
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the conformal compactification of six-dimensional Minkowski space. In fact, our
solutions are invariant under an action of SO(1, 5) and share many of the properties
of the BPST instanton.
6.1 Selfdual strings
There are various proposals for a non-abelian generalization of the selfdual string
equation (2.5), which should describe configurations involving N ≥ 2 M5-branes.
In this section, we will review the equations arising in the context of higher gauge
theory and compare them to other recent proposals.
We start from a pair of Lie algebras h and g forming a differential crossed module.
The non-abelian selfdual string equation then reads as
H := dB + A ￿ B = ￿(dΦ+ A ￿ Φ) , (6.1)
which was first suggested in [121], where also a construction mechanism for solutions
was developed using a twistor approach. In the canonical description of higher gauge
theory, the so-called fake curvature condition
F := dA+ 12 [A,A]− t(B) = 0 (6.2)
is imposed. This equation guarantees that the parallel transport is consistent and
it eliminates additional degrees of freedom from the potential one-form. In the
following, we will not impose the fake curvature condition, but recall from section
4.3.1 that we can embed into an inner derivation 2-crossed module such that the
fake curvature conditions (4.58) hold.
Differential crossed modules are equivalent to strict Lie 2-algebras. Generalizing
to the semistrict case, we obtain 2-term L∞-algebras, see [12]. The effect of this for
the selfdual string equation would be an additional term
H := dB + µ2(A,B) +
1
3!µ3(A,A,A) = ￿(dΦ+ µ2(A,Φ)) , (6.3)
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where µi are antisymmetric maps satisfying the homotopy Jacobi identities of the
L∞-algebra.
For the special case of a differential crossed module corresponding to a 3-Lie
algebra, the selfdual string equation (6.1) also arises as the BPS equation in the
Lambert-Papageorgakis N = (2, 0) model in section 4.2.2. This model came with
an additional vector field Cµ. A selfdual string solution for this model should also
satisfy the equations of motion
DµDµΦ = 0, D(Hµνκ, C
κ) = Fµν , DµC
ν = D(Cµ, Cν) = CµDµΦ = C
µDµHνκλ = 0 .
(6.4)
Another equation arises from the (1,0) superconformal models of the previous
chapter. For this discussion we will set the gauge potential three-form C and the
maps b and g to zero and identify the map h = t. The BPS equations in the (1,0)
superconformal model reduced to 4 then read as
H := dB + 2d(A, t(B)) + d(A, dA− 13 f(A,A)) = ￿(dΦ+ 2d(A, t(Φ)) , (6.5)
F = ￿F , t(Φ) = 0 . (6.6)
The equation of motion, which is not implied by (6.5) alone, is
D2Φ = ￿d(F , ￿F) , (6.7)
where D2 := ￿D ￿D with D := d + 2d(A, ·) and F = dA − 12 f(A,A) + t(B). Note
that the selfdual string equation (6.5) implies D2Φ = ￿d(F ,F).
Due to the large overlap with higher gauge theory, equation (6.5) agrees with
(6.1) or (6.3) for the right choice of vector spaces and maps. The solutions presented
below therefore also yield solutions to (6.5). We will come back to this in section
6.1.5.
In another approach [43], one direction is singled out (as is common in many
descriptions of M5-branes) and an additional relation connecting the curvature and
152
Chapter 6: Selfdual string and higher instanton solutions
potential two-forms is imposed, which is strongly reminiscent of the fake curvature
condition. In the case of selfdual strings, this reads as
Fij = c
￿
dx4∂4Bij , (6.8)
where i, j = 1, . . . , 3 and c ∈ is some fixed constant.
All fields live in the same Lie algebra1 and the selfdual string equation reads
H := dB + [A,B] = ￿(dΦ+ [A,Φ]) . (6.9)
This equation is invariant under the gauge transformations
δA = dα + [A,α] , δB = Σ− [α, B] , δΦ = −[α,Φ] , (6.10)
where Σ is a two-form satisfying dΣ+ [A,Σ] = 0.
6.1.1 Previously constructed solutions
Before presenting the solutions, we will briefly comment on solutions to the equations
(6.5) and (6.9) given previously.
In [5, 6], solutions to the tensor hierarchy BPS equations (6.5) had been con-
structed. In the solutions corresponding to selfdual strings, however, the B-field was
always put to zero. The explicit solution given in [5] contains a u(1)-valued scalar
field Φ and an su(2)-valued one-form potential A. The solution is SO(4)-invariant
and everywhere regular. Also, similarly to the ’t Hooft-Polyakov monopole, the
potential one-form A can be gauged away at large radius by turning on a potential
two-form B and leaving the abelian Howe-Lambert-West selfdual string [75] with
Higgs field: Φ = i|x|2 .
Solutions to (6.9) similar to Wu-Yang monopoles were constructed in [44]. These
solutions were interpreted as corresponding to N = 2 M2-branes and were general-
ized to the case N > 2 in [45], where all fields took values in su(N). This class of
1or a differential crossed module of the form g
t→ g
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solutions passes certain consistency checks, in particular the M2-brane spike profiles
match supergravity predictions [44, 45]. These solutions, however, remain singular
at the position of the selfdual string.
In [41], a construction algorithm was given that turned an su(N) monopole
solution into a solution to the equations (6.9). The solution constructed from the
’t Hooft-Polyakov monopole is a unit charge non-singular selfdual string, but lacks
SO(4) invariance. The construction also involved choosing a function with certain
asymptotic behavior. In this sense the solution is not unique. This situation is
similar to our non-singular and SO(4)-invariant selfdual string solution presented in
the following section.
6.1.2 A4 non-singular selfdual strings
We now come to a generalization of the ’t Hooft-Polyakov monopole to a selfdual
string solution based on differential crossed modules. The first issue here is to find
the pair of Lie algebras describing our solution. The scalar field of the ’t Hooft-
Polyakov solution itself, Φ = eixif(r), where f is some radial function, suggests a
four-dimensional vector space with basis eµ, allowing for a scalar field Φ ∝ eµxµ for
the selfdual string. This already leads us to the use of the 3-Lie algebra A4. Now,
having fixed the gauge structure, it remains to make an SO(4)-invariant ansatz for
a solution to the selfdual string equation (6.1). Inspired by the SO(3)-invariant ’t
Hooft-Polyakov monopole solution (2.20), we set
Φ =
eµxµ
|x|3 f(ξ) ,
Bµν = εµνκλ
eκxλ
|x|3 g(ξ) ,
Aµ = εµνκλD(eν , eκ)
xλ
|x|2 h(ξ) ,
(6.11)
where ξ := v|x|2 is a dimensionless parameter, eµ are the generators of h = A4
and D(eµ, eν) ∈ g = gA4 are inner derivations. We will now seek solutions with
non-singular |Φ(x)| and asymptotic behavior |Φ| ∼ v − |x|−2.
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The above ansatz reduces the selfdual string equation to the following ODEs:
f(ξ) + 12g(ξ)− g(ξ)h(ξ)− ξf ￿(ξ) = 0 ,
f(ξ)− 2f(ξ)h(ξ)− 23ξg￿(ξ) = 0 .
(6.12)
Note that h(ξ) appears only algebraically. Assuming that g(ξ) vanishes only at
isolated points, we can combine the above equations into a single ODE for f(ξ) and
g(ξ):
f(ξ)2 − ξf(ξ)f ￿(ξ) + 13ξg(ξ)g￿(ξ) = 0 . (6.13)
The fact that we arrive at a single ODE for two functions shows that our ansatz was
underconstraint. This gives us the freedom to choose a function f such that Φ has
the correct asymptotic behavior |Φ| ∼ v − |x|−2, which implies f(ξ) ∼ ξ at infinity.
Convenient choices satisfying this property are e.g.
f(ξ) = ξ coth(ξ)− 1 ,
f(ξ) = ξ − 1 + 2
π
tan−1
￿
2
πξ
￿
,
f(ξ) = ξ
￿
1− 1
1 + ξ
￿
.
(6.14)
Moreover, we can choose an initial value for g such that g(0) = 0. The analytical
expressions for g(ξ) and h(ξ) can be computed, but their analytical form does not
provide further insight. For example, for the third choice in (6.14), we have
g(ξ) =
￿
15 + 6
￿
ξ − 5 + 6ξ
2(1 + ξ)2
− 3 log(1 + ξ)
￿
,
h(ξ) =
1
2
− ξ
2
3(1 + ξ)
￿
1
3ξ(6 + ξ(9 + 2ξ))− 2(1 + ξ)2 log(1 + ξ)
.
(6.15)
The qualitative behavior resulting from any of the choices for f(ξ) is displayed in
figure 6.1.
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|x|
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|x||x|
|Φ| g h
Figure 6.1: The qualitative radial behavior of the scalar field Φ and the functions g
and h appearing in the potentials B and A for a selfdual string solution (6.11) with
any of the f(ξ) in (6.14). Note that g(ξ) ∼ √ξ for large ξ.
6.1.3 Matrix representation of A4 and hermitian 3-algebras
The differential crossed module A4 → gA4 can be represented in terms of matrices
in the following way:
eµ :=
1√
2
 0 σµ
0 0
 and D(eµ, eν) := 1
2
γ5γµν =
1
2
 σµν 0
0 −σ¯µν
 ,
(6.16)
where σµν := σ[µσ
†
ν] and σ¯µν := σ
†
[µσν]. Note that we always use weighted antisym-
metrization of indices. The commutator in gA4 and the action ￿ of gA4 onto A4 are
just the matrix commutator.
In this notation, the solution (6.11) becomes
Φ =
1√
2
 0 x|x|3
0 0
 f(ξ) ,
B = − 1√
2
3|x|3
 0 x dx¯ ∧ dx+ dx ∧ dx¯ x
0 0
 g(ξ) ,
A =
1
2|x|2 Im
 x dx¯ 0
0 −x¯ dx
h(ξ) ,
(6.17)
and the selfdual string equation becomes
H := dB + [A,B] = ￿(dΦ+ [A,Φ]) . (6.18)
Interestingly, we see that the gauge potential, up to its radial behavior, is a
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combination of an instanton and an anti-instanton for gauge group SU(2).
6.1.4 Topological charges
Recall that the topological charge of an SU(2) monopole can be computed in three
different ways. Firstly, the asymptotic behavior of Φ is
||Φ|| = v− n|x|+O
￿
1
|x|2
￿
as |x|→∞ with ||Φ|| :=
￿
1
2 tr (Φ
†Φ) , (6.19)
for some v ∈ and n ∈ .
Secondly, we can use the asymptotic behavior |Φ| ∼ v to impose the following
asymptotic gauge condition on Φ:
Φ ∼ g−1
 v 0
0 −v
 g . (6.20)
The elements g ∈ SU(2) which leave this expression invariant form the stabilizing
group U(1). Solutions are therefore classified by an integer topological charge
π2(SU(2)/U(1)) ∼= . (6.21)
Thirdly, this charge can be computed as
2πn = 12
￿
S2∞
tr (F †Φ)
||Φ|| , (6.22)
where the integral is taken over the sphere at infinity, S2∞.
Similarly to the case of magnetic monopoles we may set the asymptotic value
of the scalar field Φ for an A4 selfdual string to a specific matrix, up to a gauge
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transformation
Φ ∼ g ￿ 1√
2

0 0 iv 0
0 0 0 iv
0 0 0 0
0 0 0 0
 as |x|→∞ , (6.23)
where g ∈ SU(2)×SU(2) defines a map: S3∞ → SU(2)×SU(2)/SU(2). The stabilizing
group SU(2) in the denominator is the unbroken symmetry group which leaves the
form of Φ invariant. Since
π3 (SU(2)× SU(2)/SU(2)) ∼= , (6.24)
we find that A4 selfdual strings are indeed classified by an integer charge.
The element g ∈ SU(2) × SU(2)/SU(2) in (6.23) that produces solution (6.17)
can be represented by
g =
 x 0
0 1
 , (6.25)
and we see that our solution has indeed charge 1, as the map x : SU(2) → SU(2)
has winding number 1.
A charge formula analogue to (6.22) reads as
(2π)3n = 12
￿
S3∞
(H,Φ)
||Φ|| with ||Φ|| :=
￿
1
2(Φ,Φ) , (6.26)
where (·, ·) denotes the Euclidean inner product on A4 ∼= 4. As the solutions
arising from any of our choices (6.14) have all the same asymptotic behavior, they
all yield the same result n = 1.
6.1.5 Comments on the solution
To view this solution as a solution to the N = (1, 0) BPS equation (6.5), we embed
the gauge field A taking values in gA4 into A4⊕gA4 and set the map d : (A4⊕gA4)⊙
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(A4 ⊕ gA4)→ A4 to
d
￿￿
a1
b1
￿
,
￿
a2
b2
￿￿
= 12(b1 ￿ a2 + b2 ￿ a1) , (6.27)
for a1,2 ∈ A4, b1,2 ∈ gA4 . If A has no components in A4, equation (6.5) reduces to
the selfdual string equation (6.1).
We may now look at the equation of motion
D2Φ = ￿d(F , ￿F) . (6.28)
Our ansatz alone implies F ￿ ￿B = 0 and so the equation of motion reduces to
D2Φ = 0, which also appears in the Lambert-Papageorgakis equation of motion
(6.4). Unfortunately, imposing D2Φ = 0 yields
f(ξ) = ξ , g(ξ) = 0 , h(ξ) = 12 . (6.29)
This solution does not have the desired behavior at ξ = 0 and ξ = ∞. Moreover,
the field strength H = ￿DΦ vanishes.
We also note that the gauge transformations of [124] allow for components of A
to be turned on in A4, which in turn introduces the terms in H involving only A
in (6.5). Exactly the same structure appears in the modified non-abelian gerbes of
[74], where the fake curvature condition was also dropped.
To solve this issue, note that from the higher gauge theory point of view, the
condition D2Φ = 0 should in fact be “categorified” to
D2Φ = t(￿{B,B}) , (6.30)
which is implied by the selfdual string equation if we embed the solution into an
inner derivation 2-crossed module, cf. section 4.3.1.
Starting from a solution (A0, B0) to the selfdual string equation based on the
differential crossed module A4
t→ gA4 , we obtain a solution based on the differential
2-crossed module der(A4
t→ gA4) by letting A = A0, B = B0 + dA + 12 [A,A] and
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C = dB0+[A,B0]. Then both the fake curvature conditions (4.58) are automatically
satisfied.
Note, however, that the selfdual string equation is not invariant under the general
gauge transformations (4.57). According to the results of [121, 123], analogues of
adjoint scalar fields in higher gauge theory such as Φ transform in the same way as
the three-form curvature H. Moreover, for a covariant derivative to make sense, the
possible gauge transformations have to restrict to H → H˜ := g−1 ￿ H. This breaks
the gauge symmetries (4.57) to a residual symmetry given by triples (g,Λ,Σ) with
−(D˜+ t(Λ) ￿)Σ+ {B˜ + 12D˜Λ+ 12 [Λ,Λ],Λ}+ {Λ, B˜ − 12D˜Λ− 12 [Λ,Λ]} = 0 . (6.31)
This observation is crucial: Because of the simple structure of our differential
crossed and 2-crossed module, the solution would be gauge trivial if the gauge sym-
metries (4.57) were not broken. The fact that equations of motion break the general
gauge symmetries of higher gauge theory2 seems not unusual and has been observed
previously in [17].
We thus arrive at a solution of the selfdual string equation based on a differential
2-crossed module satisfying both fake curvature conditions (4.58). Such a solution
should now have a twistor description in terms of holomorphic 3-bundles as described
in [123]. This procedure can also be applied to higher instantons, defined in the
following section.
6.2 Higher instantons
We will first review ordinary Yang-Mills instantons before discussing higher instan-
tons.
2which one might regard as the larger gauge symmetries of a flat connective structure
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6.2.1 Instantons
Instantons on 4 are defined as solutions to the selfduality equation
F = ￿F , (6.32)
where the non-abelian curvature F := dA + 12 [A,A] takes values in the Lie algebra
g of some gauge Lie group G and vanishes sufficiently rapidly as |x|→∞. That is,
the curvature becomes pure gauge
A ∼ g−1dg (6.33)
as |x| → ∞ for some g ∈ C∞( 4\{0},G). The function g then defines a map
S3∞ → SU(2) with an integer winding number
π3(SU(2)) ∼= . (6.34)
This integer is the instanton number, which is given by the second Chern number
q =
1
8π2
￿
4
tr (F † ∧ F ) . (6.35)
Just like monopoles, instanton solutions find a nice interpretation in terms of
D-brane configurations. A q-instanton with gauge group U(N) corresponds to a
BPS-configuration of q D0-branes bound to N D4-branes:
0 1 2 3 4 . . .
D0 ×
D4 × × × × ×
(6.36)
Note that the Bogomolny monopole equation arises from the instanton equation via
dimensional reduction. Analogously, this D-brane configuration yields the monopole
D-brane configuration (2.1) via a T-duality along x4.
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6.2.2 Basic instanton solutions
There are no abelian instantons on 4. This is due to the fact that the fall-off
conditions on the gauge potential correspond to a continuation of the instanton
configuration from 4 to S4. The gauge potential then is the local description of
the connection on a principal fiber bundle over S4. Such a bundle is characterized
by transition functions on the overlap of the two standard patches on S4, which is
contractible to an S3. The transition functions are therefore given by elements of
C∞(S3,U(1)) or π3(S1), which are all trivial. Alternatively, one can readily show
that the instanton number (6.35) for an abelian instanton necessarily vanishes.
Let us therefore turn to gauge group SU(2). Just as the two-sphere S2 ∼= P 1
is conveniently described by the usual complex stereographic coordinates, the four-
sphere S4 ∼= P 1 is described by analogous quaternionic stereographic coordinates.
In the following, we use the notation
x = xiσi − ix4 2 and x¯ = xµσ†µ = xiσi + ix4 2 , (6.37)
where besides their interpretation as quaternion generators, σµ = (σi,−i 2) are the
van-der-Waerden symbols appearing in the Clifford algebra of 4, which is generated
by
γµ =
 0 σ†µ
σµ 0
 . (6.38)
The BPST instanton [25, 10], in regular Landau gauge, reads as
A = Im
￿
x dx¯
ρ2 + |x|2
￿
=
1
2
￿
x dx¯
ρ2 + |x|2 −
x¯ dx
ρ2 + |x|2
￿
, (6.39a)
where ρ is a parameter corresponding to the distance of the D0-brane from the
D4-brane3 and Im(M) denotes the antihermitian part of a matrix M . This gauge
3Taking the D0-brane infinitely far away gives a singular configuration known as the ‘small
instanton’. Inversely, bringing the D0-brane into the worldvolume of the D4-brane yields vanishing
curvature and thus no instanton.
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potential has the su(2)-valued curvature
F = ρ2
dx ∧ dx¯
(ρ2 + |x|2)2 . (6.39b)
Similarly the basic anti-instanton, with charge q = −1, has curvature
F = ρ2
dx¯ ∧ dx
(ρ2 + |x|2)2 (6.40)
and satisfies F = − ￿ F .
Note that the formulas for the gauge potential and its curvature are related to
those of the Dirac monopole (2.18) by setting ρ = 1 and replacing quaternionic
coordinates by complex stereographic coordinates.
6.2.3 Higher instantons
We define a higher instanton as a solution to the six-dimensional selfduality equation
H = ￿H , H : dB + A ￿ B , (6.41)
on 1,5, where A and B are potential one- and two-forms taking values in the Lie
algebras of a differential crossed module as before. We furthermore require that
the curvature H vanishes as |x| → I , implying that the solution extends to the
conformal compactification of 1,5. Here, I denotes the boundary of Minkowski
space also known as conformal infinity, consisting of space-like, time-like and light-
like infinity, see e.g. [110] for more details. Comparing with the BPST instanton,
we therefore expect that H comes with a coefficient 1(ρ2+|x|2)n with n ≥ 2.
Because we are dealing with a space with indefinite signature, we cannot expect
our solutions to be regular everywhere. The fall-off behavior requires to include
the norm of x ∈ 1,5, and the expected coefficient 1(ρ2+|x|2)n therefore will yield
divergences on a hyperboloid in 1,5. In a neighborhood of the origin, however, the
solutions will remain non-singular. In principle, we could apply a Wick rotation to
6, but this would yield complex solutions of H = ￿iH.
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Solutions to equations closely related to (6.41) were previously constructed in
[42]. These equations were interpreted as M-waves and the curvature of the solution’s
gauge potential one-form was given by an instanton solution.
We will now follow our strategy for selfdual strings and try to find as close an
analogue to the BPST solution of instantons as possible.
6.2.4 Elementary higher instanton
In section 6.2.2, we saw how the expression
dx ∧ dx¯
(1 + |x|2)2 (6.42)
appears both in the radially independent part of the Dirac monopole, where x is the
complex coordinate on one patch of P 1, as well as in the basic instanton, where
x is a quaternionic coordinate on one patch of S4 ∼= P 1. This expression also
describes a so-called octonionic instanton on 8 when x is an octonion [58]. In this
section, we will use the analogous selfdual three-forms on 1,5 to find solutions to
the higher instanton equations.
We denote the van-der-Waerden symbols appearing in the Clifford algebra of
1,5 by σM , M = 0, . . . , 5. We use the representation given implicitly by
xAB = xMσ
M
AB =

0 x0 + x5 −x3 − ix4 −x1 + ix2
−x0 − x5 0 −x1 − ix2 x3 − ix4
x3 + ix4 x1 + ix2 0 −x0 + x5
x1 − ix2 −x3 + ix4 x0 − x5 0
 . (6.43)
We also define
xˆ = (xˆAB) := (12ε
ABCDxCD) . (6.44)
We then have x† = −xˆ and xˆ† = −x and the norm of the vector x is given by
|x|2 = −14 tr (xˆx) =
￿
det(x) =
￿
det(xˆ) . (6.45)
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Note also that
x−1 =
−xˆ
|x|2 and xˆ
−1 =
−x
|x|2 . (6.46)
With this convention, the three-forms dxˆ ∧ dx ∧ dxˆ and dx ∧ dxˆ ∧ dx are selfdual
and anti-selfdual, respectively.
As differential crossed module, we consider h
t→ g with h ∼= 1,15 ⊃ 1,5 and
g = spin(1, 5). We use a matrix representation similar to that for A4. That is, we
work with block matrices  M1 M2
0 M3
 , (6.47)
where the Mi are 4× 4-dimensional complex matrices. Elements of g have M2 = 0
and elements of h have M1 =M3 = 0.
A first abelian solution of the selfduality equation (6.41), which is singular at
the origin x = 0, is given by the following fields:
A = 0 , B = ρ
3
|x|6x dxˆ ∧ dx , H = dB = ρ
3
|x|8x dxˆ ∧ dx ∧ dxˆ x . (6.48)
To find true non-abelian solutions of the form H ∼ dxˆ ∧ dx ∧ dxˆ with the right
fall-off behavior, we make the following ansatz for the B-field:
B =
1
(ρ2 + |x|2) 32
 0 xˆ dx ∧ dxˆ− dxˆ x ∧ dxˆ+ dxˆ ∧ dx xˆ
0 0
 . (6.49a)
Here, the power of the fall-off coefficient 1(ρ2+|x|2) is determined by the fact that B
has to be dimensionless. Together with the instanton-inspired gauge potential
A =
1
4(ρ2 + |x|2)
 dxˆ x− xˆ dx 0
0 dx xˆ− x dxˆ
 , (6.49b)
we obtain the selfdual three-form curvature
H :=
ρ2
(ρ2 + |x|2) 52
 0 dxˆ ∧ dx ∧ dxˆ
0 0
 = ￿H (6.49c)
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as well as the two-form curvature
F = − 1
(ρ2 + |x|2)2
 ρ2 dxˆ ∧ dx+ 12dxˆ x ∧ dxˆ x 0
0 ρ2 dx ∧ dxˆ+ 12dx xˆ ∧ dx xˆ
 .
(6.49d)
6.2.5 Comments on the higher instanton solution
As the coefficients controlling the fall-off appear with non-integer powers in B and in
particular inH, the above solution is only defined for ρ2+|x|2 > 0, i.e. in the region of
1,5 containing the origin, which is bounded by the hyperboloid ρ2+|x|2 = 0. On the
hyperboloid itself, the solution blows up, as expected. Outside of the hyperboloid,
the above solution is purely imaginary. Multiplying it by an appropriate root of −1
then turns it again into a real solution.
Note that because of the fall-off behavior of our solution, it extends to the region
of the conformal compactification of Minkowski space that consists of the interior
of the hyperboloid ρ2 + |x|2 = 0.
Imposing less stringent conditions on the shapes of A, B, H and F , many more
general solutions can be found. In particular, one can replace the antisymmetriza-
tions in the potential one- and two-forms, such as dxˆ x − xˆ dx, by more general
terms, such as α1dxˆ x− α2xˆ dx with constants α1,2 ∈ . Selfduality of H then does
not fix all the arising constants. The resulting curvatures H and F , however, look
less natural or symmetric.
Moreover, one easily realizes that our solutions can be ‘conjugated’ to anti-higher
instanton solutions satisfying H = −￿H. Explicitly, one needs to take the conjugate
transpose and apply time-reversal on the fields.
Similarly to the selfdual string solutions, the higher instanton solutions can be
embedded into an inner derivation 2-crossed module such that the fake curvature
conditions (4.58) hold.
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Conclusions
At the start of this thesis, we saw a Nahm-like transform for selfdual strings using
loop space. In spite of this success, a description of M5-branes not involving loop
space seems more likely. One reason for this is that the relationship with even the
well known theory for a single M5-brane remains unclear. In particular, the field
Φ cannot be transgressed to a field on spacetime. Furthermore, much progress has
been made in this field which does not use loop space.
Indeed, a transform for infinitely many selfdual strings was demonstrated in
chapter 3, which involved only ordinary spacetime. This was possible since the
double-scaling limit rendered the field strength abelian and furthermore, the alge-
braic structure was simply the 3-algebra of functions on a three-manifold.
The challenge for the scientific community now is to find a full description of
multiple M5-branes. Hopefully higher gauge theory will lead to an answer. In
chapter 4, we saw a higher gauge theory based on the Lambert-Papageorgakis (2, 0)
model. The original model had the problems of only admitting 3-Lie algebras and
not having a B field, whereas the higher gauge theory had the problem of having
the wrong BPS selfdual string equation. We also reformulated the 3-algebras of
M2-brane models as differential crossed modules and differential 2-crossed modules.
The differential crossed module corresponding to a 3-algebra A with Lie algebra of
inner derivations gA was
A → gA , (7.1)
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whereas the differential 2-crossed module was
A → gA ￿A → gA . (7.2)
The latter case allowed for the M2-brane models to be written in a way in which
the fake curvature conditions held.
In chapter 5, we analyzed the N = (1, 0) models of [124]. These models did
not impose the fake curvature conditions and the vector spaces used were not Lie
algebras. However, under certain conditions, these algebraic structures formed L∞-
algebras or, under further conditions, differential crossed and 2-crossed modules.
Perhaps most interestingly, under the conditions that the map g has trivial kernel
and that the fake curvature conditions hold, the gauge transformations, although
not the supersymmetry transformations, could be written entirely in terms of L∞-
algebra products:
δA = ∂α + µ2(A,α)− µ1(Λ) ,
δB = ∂Λ+ µ2(B,α) + µ2(A,Λ) +
1
2µ3(A,A,α)− µ1(Ξ) ,
δC = ∂Ξ+ µ2(C,α) + µ2(B,Λ) + µ2(A,Ξ)− 12µ3(A,A,Λ) + µ3(B,A,α)
+ 23µ4(A,A,A,α) ,
(7.3)
with vanishing fake curvatures
F = ∂A+ 12µ2(A,A) + µ1(B) = 0 ,
H = ∂B + µ2(A,B) + 16µ3(A,A,A) + µ1(C) = 0 .
(7.4)
Finally, chapter 6 contained explicit solutions for a selfdual string similar to the ’t
Hooft-Polyakov monopole based on the 3-Lie algebra A4. We also saw configurations
similar to Yang-Mills instantons, called higher instantons. The solutions, however,
were not unique, which suggests that these solutions are not the correct descriptions.
Perhaps this is not surprising, due to the argument in section 5.4.5, that the algebraic
structures describing M5-branes should not be the same as those describing M2-
branes. If they were the same, the trick of using the Nambu 3-algebra of functions
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on a three-sphere, could possibly be used to describe an infinite number of M5-
branes forming an M8-brane, which we know does not exist. This trick works for
going from infinitely many M2-branes to an M5-brane [73, 18] as well as going from
infinitely many D-p-branes to a D-(p+2)-brane, for −1 ≤ p ≤ 7, using the Lie
algebra of functions on a two-sphere.
I would like to end this thesis with a conjecture, that the correct algebraic struc-
ture describing multiple M5-branes is related to the quantization of S4. This would
imply that the functions on a four-sphere could be used to describe infinitely many
M5-branes forming an M9-brane, see [49] for details on M9-branes.
Furthermore, if this is the case, perhaps configurations of M5-branes suspended
between M9-branes [28] could give rise to magnetic domains in five dimensions. This
would involve an equation of the form g = ∗dφ on 5, dual to an equation describing
multiple M5-branes involving a quaternary bracket.
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3-algebras
In the M-theory generalization of the Nahm equation proposed by Basu and Harvey
[24], Filippov’s 3-Lie algebras [56] play a prominent role. A 3-Lie algebra is a real
vector space A endowed with a totally antisymmetric, trilinear map [·, ·, ·] : A∧3 →
A, which satisfies the so-called fundamental identity:
[a1, a2, [b1, b2, b3]] = [[a1, a2, b1], b2, b3] + [b1, [a1, a2, b2], b3] + [b1, b2, [a1, a2, b3]] (A.1)
for all a1, a2, b1, b2, b3 ∈ A. Due to this identity, the span of the operators D(a, b),
a, b ∈ A, which act on c ∈ A according to
D(a, b) ￿ c := [a, b, c] , (A.2)
forms a Lie algebra. We will call this Lie algebra the associated Lie algebra of A and
denote it gA. We can turn A into a metric 3-Lie algebra by introducing a positive
definite, non-degenerate symmetric bilinear form (·, ·) on A, which is invariant under
actions of gA:
([a1, a2, b1], b2) + (b1, [a1, a2, b2]) = 0 . (A.3)
Because the only 3-Lie algebras with positive definite metric are A4 (which is the
four-dimensional 3-Lie algebra span(eµ), µ = 1, . . . , 4, with 3-bracket [eµ, eν , eκ] =
εµνκλeλ) and direct sums thereof [97], generalizations of the above 3-Lie algebras
were soon proposed. Here, we will drop the total antisymmetry (and the word Lie
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from 3-Lie algebra) and focus on the real and hermitian 3-algebras introduced in
[35] and [19]. Real (and hermitian) 3-algebras are (complex) vector spaces endowed
with 3-brackets which are anti-symmetric in their first two slots. The 3-brackets
are linear in all their slots except for the third slot of hermitian 3-algebras, which
is antilinear. They are required to satisfy the fundamental identity and the metric
compatibility condition, which can be written in an intuitive form if we define
[a1, a2, a3] := D(a1, a2) ￿ a3 and [a3, a1; a2] := D(a1, a2) ￿ a3 , (A.4)
for real and hermitian 3-algebras, respectively. We also define a complex conjugation
D(a1, a2) := −D(a2, a1), which leaves the inner derivations of real 3-algebras invari-
ant. For both real and hermitian 3-algebras, we can then write the fundamental
identity as
[D(a1, a2), D(b1, b2)] ￿ c = D(D(a1, a2) ￿ b1, b2) ￿ c+D(b1, D(a1, a2) ￿ b2) ￿ c
(A.5)
and the metric compatibility condition as
(D(a1, a2) ￿ b1, b2) + (b1, D(a1, a2) ￿ b2) = 0 . (A.6)
Using the 3-bracket and the metric on the 3-algebra, a nondegenerate invariant
metric on the associated Lie algebra is induced by defining
((D(a1, a2), D(a3, a4))) := −(D(a1, a2) ￿ a4, a3) . (A.7)
Note that here, we started from a 3-bracket on a metric 3-algebra A and constructed
the map D and a metric on gA. In section 4.1.2, the inverse operation is performed.
A differential crossed module is used to construct a map D and hence a 3-bracket.
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Strong homotopy Lie algebras
Recall that a strong homotopy Lie algebra or L∞-algebra is a graded vector space
L = ⊕nLn, equipped with graded antisymmetric multilinear maps
µi : L
∧i → L , i ≥ 1 , (B.1)
of degree 2− i, such that the following higher Jacobi relations are satisfied for each1
m ≥ 1 and homogeneous elements ￿1, . . . , ￿m:
￿
i+j=m
￿
σ
χ(σ; ￿1, . . . , ￿m)(−1)i·jµj+1(µi(￿σ(1), · · · , ￿σ(i)), ￿σ(i+1), · · · , ￿σ(m)) = 0 .
(B.2)
Here, the sum over σ is taken over all (i, j) unshuffles. Recall that a permutation
σ of i + j elements is called an (i, j)-unshuffle, if the first i and the last j images
of σ are ordered: σ(1) < · · · < σ(i) and σ(i + 1) < · · · < σ(i + j). Moreover,
χ(σ; ￿1, . . . , ￿n) is the skew-symmetric Koszul sign defined implicitly via
￿1 ∧ . . . ∧ ￿m = χ(σ; ￿1, . . . , ￿m)￿σ(1) ∧ . . . ∧ ￿σ(m) , (B.3)
where ∧ is seen as a graded anticommutative operation.
We will only be interested in L∞-algebras which consist of graded vector spaces
with non-positive gradings. If the degrees of the vector spaces Ln are further trun-
1Sometimes, a zero-bracket is introduced in addition and L∞-algebras for which this bracket
vanishes (as in our definition) are called ‘strict’. This nomenclature unfortunately collides with
that of a strict n-category and we will not use it here.
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cated and the L∞-algebra is concentrated in degrees −n+1 to 0, we call the resulting
L∞-algebra a (semistrict2) Lie n-algebra or Ln-algebra.
There is an elegant alternative definition of an L∞-algebra that makes use of a
nilpotent differential. First, note that if we shift the grading of an L∞-algebra L
by −1 and consider L[−1] = ⊕nLn[−1], where Ln[−1] has now grading n − 1, the
degree of all brackets µi becomes +1. After the shift, we can define an L∞-algebra
as a <0-graded vector space L equipped with a differential D : ∧•L → ∧•L of
degree 1, which satisfies D2 = 0. The connection to the previous definition is made
by decomposing
D = D1 +D2 +D3 + · · · (B.4)
and demanding that Di acts on elements of ∧iL as µi, and otherwise it is extended
to a coderivation via
µi(￿1∧· · ·∧￿m) =
￿
σ
χ(σ; ￿1, . . . , ￿m)(−1)i·(m−i)µi(￿σ(1), · · · , ￿σ(i))∧￿σ(i+1)∧· · ·∧￿σ(m) .
(B.5)
From here, it is rather obvious that the condition D2 = 0 on ∧•L translates into the
higher Jacobi relations (B.2).
If all the homogeneously graded vector subspaces Ln of L are finite-dimensional,
we can dualize this construction and obtain the Chevalley-Eilenberg algebra CE(L) =
(∧•L∗, Q) of L, where Q is the dual of D. The Chevalley-Eilenberg algebra can be
regarded as the polynomials on the space L[−1] and Q : CE(L)→ CE(L) becomes a
homological vector field of degree 1. Altogether, we thus reinterpreted an L∞-algebra
in terms of a Q-manifold as defined in [7].
2General (or weak) Lie n-algebras arise as categorifications of the notion of a Lie algebra, see
e.g. [115]. In this thesis, however, we only needed semistrict Lie n-algebras.
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Jacobi elliptic functions and
generalizations
An elliptic function is a doubly-periodic, meromorphic1 function and any such func-
tion can be expressed in terms of Jacobi (or Weierstrass) elliptic functions. The
Jacobi functions satisfy the relations2
sn0z = sin z , cn0z = cos z , dn0z = 1 , cn
2
kz + sn
2
kz = 1 , dn
2
kz + k
2sn2kz = 1 ,
snkz = snk(z + 4K(k)) = snk(z + 2iK(k
￿)) = −snk(z + 2K(k)) = snk−1kz
k
=
−isnk￿ iz
cnk￿ iz
,
cnk0 = dnk0 = 1 , snk0 = 0 , snk(z +K(k)) =
cnkz
dnkz
, snk(z + iK(k
￿)) =
1
k snkz
,
cnk(sn
−1
k s) =
√
1− s2 , dnk(sn−1k s) =
√
1− k2s2 , d
ds
snks = cnks dnks ,
(C.1)
where K(k) = sn−1k (1) and k
￿2 = 1− k2.
They can be defined in terms of theta functions (which are not doubly-periodic)
or in terms of integrals. Since the Jacobi functions are related, it suffices to define
sn−1k (s) =
￿ s
0
dt￿
(1− t2)(1− k2t2) . (C.2)
1Note that any doubly-periodic, holomorphic function must be constant.
2Many more relations can be found at functions.wolfram.com.
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A generalized Jacobi elliptic function [109] is given by
S−1(s, k1, k2) =
￿ s
0
dt￿
(1− t2)(1− k21t2)(1− k22t2)
. (C.3)
The function S(s, k1, k2) is hyperelliptic but can be viewed as a single-valued mero-
morphic function on a Riemann surface of genus two [109]. It has been shown to be
related to the Jacobi elliptic functions by
S(s, k1, k2) =
snκ(k￿2s)￿
k￿22 + k22sn2κ(k￿2s)
, (C.4)
where κ2 = k
2
1−k22
1−k22 and k
￿2
2 = 1− k22.
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Ends of manifolds and volume
types of volume forms
In this appendix, we briefly review the notion of an end of a manifold and its volume.
Consider a topological spaceM together with an ascending sequence Ki ⊂ Ki+1,
i ∈ , of compact subsets whose interiors cover M . Then M has an end for every
sequence Ui ⊃ Ui+1, where Ui is a connected component of M\Ki. For example, the
real line has two ends, which are obtained from the sequence Ki = [−i, i] with
Ui = (i,∞) and U ￿i = (−∞,−i).
More generally, one defines an end of a manifold M as an element of the inverse
limit system {K, components of M\K} indexed by compact subsets K of M , cf.
[61].
If M is orientable and endowed with a volume form, we say that an end has a
finite volume, if there is a compact set K such that the volume of the component of
M\K containing the end is finite. Otherwise, we say that the volume is infinite.
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Appendix E
BLG Supersymmetry
transformations
In the hopes that this might be useful to someone, below is a detailed calculation
showing the closure of the supersymmetry algebra in the BLG model, as outlined in
[20]. Our starting point contains a free parameter κ, which will turn out to be fixed
to κ = −16 . The supersymmetry transformations are
δXI = iε¯ΓIΨ
δΨ = DµX
IΓµΓIε+ κ[XI , XJ , XK ]ΓIJKε
δAµ = iε¯ΓµΓ
ID(XI ,Ψ)
where Γ012ε = ε , Γ012Ψ = −Ψ.
E.1 Fierz Identities
When ε1, ε2,χ are the same Γ012 chirality we have
(ε¯2χ)ε1 − (ε¯1χ)ε2 =
− 1
16
￿
2(ε¯2Γµε1)Γ
µχ− (ε¯2ΓIJε1)ΓIJχ+ 1
4!
(ε¯2ΓµΓIJKLε1)Γ
µΓIJKLχ
￿
Note that Γµχ preserves Γ012 chirality while ΓIχ flips it.
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E.2 Charge conjugation
The charge conjugation matrix satisfies
CT = −C , CΓµC−1 = −(Γµ)T , CΓIC−1 = −(ΓI)T
and since ε¯ = εTC we have
ε¯[2Mε1] = ε
α
2 ε
β
1 ((CM)αβ + (CM)βα) (E.1)
E.3 [δ1, δ2]XI
We may now begin the calculation. We take antisymmetrization in 1,2 implicitly.
[δ1, δ2]X
I = iε¯2Γ
I(DµX
JΓµΓJε1 + κ[X
J , XK , XL]ΓJKLε1)
then (E.1) helps us calculate −ε¯2ΓIΓJΓµε1, we just need
(CΓIΓJΓµ)T = −(Γµ)T (ΓJ)T (ΓI)TC = CΓµΓJΓI = CΓJΓIΓµ
so we get ε¯2ΓIΓµΓJε1 = −2ε¯2ΓµδIJε1 .
Similarly
(CΓIΓJKL)T = −(ΓJKL)T (ΓI)TC = CΓJKLΓI
and now we need {ΓI ,ΓJKL} = 2δIJΓKL − 2δIKΓJL + 2δILΓJK but this gets anti-
symmetrized in JKL for the BLG model, so we get
[δ1, δ2]X
I = −2iε¯2(DµXIΓµε1 + 6κ[XJ , XK , XI ]ΓJKε1) ,
which is a translation by
vµ = −2iε¯2Γµε1
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and a gauge transformation by
g = 6iκε¯2ΓJKε1D(X
J , XK) .
E.4 [δ1, δ2]Ψ
Take antisymmetrization in 1,2 implicitly.
[δ1, δ2]Ψ = iε¯1Γ
IDµΨΓ
µΓIε2 − iε¯1ΓµΓJ [XJ ,Ψ, XI ]ΓµΓIε2
+ 3κi[ε¯1Γ
IΨ, XJ , XK ]ΓIJKε2
E.4.1 First term iε¯1ΓIDµΨΓµΓIε2
iε¯1Γ
IDµΨΓ
µΓIε2 =
i
16
(2(ε¯2Γνε1)Γ
µΓIΓνΓIDµΨ− (ε¯2ΓJKε1)ΓµΓIΓJKΓIDµΨ
plus a term which vanishes due to the identity ΓIΓJKLMΓI = 0
iε¯1Γ
IDµΨΓ
µΓIε2 = −2i(ε¯2Γµε1)DµΨ+ i(ε¯2Γνε1)ΓνΓµDµΨ− i
4
(ε¯2ΓJKε1)Γ
JKΓµDµΨ
(E.2)
E.4.2 Second term −iε¯1ΓµΓJ [XJ ,Ψ, XI ]ΓµΓIε2
(ε¯1ΓµΓ
JΨ)ΓµΓIε2 =
1
16
￿
2(ε¯2Γνε1)Γ
µΓIΓνΓµΓ
JΨ− (ε¯2ΓLMε1)ΓµΓIΓLMΓµΓJΨ
+
1
4!
(ε¯2ΓνΓKLMNε1)Γ
µΓIΓνΓKLMNΓµΓ
JΨ
￿
use the antisymmetrization of the first and third slot to antisymmetrize I,J. Now
ΓµΓµ = 3 so ΓµΓνΓµ = −Γν
=
1
16
￿
−2(ε¯2Γνε1)ΓνΓIJΨ+ 3(ε¯2ΓLMε1)ΓIΓLMΓJΨ
− 1
4!
(ε¯2ΓνΓKLMNε1)Γ
νΓIΓKLMNΓJΨ
￿
=
1
16
(−2(ε¯2Γνε1)ΓνΓIJΨ+ 3(ε¯2ΓLMε1)(ΓLMΓIJ − ΓLJδIM
+ ΓLIδJM − ΓMIδJL − ΓMJδIL − 2δLJδIM + 2δLIδJM)Ψ
− 1
4!
(ε¯2ΓνΓKLMNε1)Γ
νΓIΓKLMNΓJΨ)
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E.4.3 Third term 3κi[ε¯1ΓIΨ, XJ , XK ]ΓIJKε2
Use ΓIJKΓI = 6ΓJK
(ε¯1Γ
IΨ)ΓIJKε2
=
1
16
￿
2(ε¯2Γµε1)Γ
IJKΓµΓIΨ− (ε¯2ΓLMε1)ΓIJKΓLMΓIΨ
+
1
4!
(ε¯2ΓµΓLMNP ε1)Γ
IJKΓµΓLMNPΓIΨ
￿
= −(ε¯2Γµε1)ΓJKΓµΨ
− 1
16
(ε¯2ΓLMε1)(2Γ
LMΓJK − 6ΓLKδJM
+ 6ΓLJδKM − 6ΓMJδKL + 6ΓMKδJL + 4δLKδJM − 4δLJδKM)Ψ
− 1
4!16
(ε¯2ΓµΓLMNP ε1)Γ
µ(ΓKΓLMNPΓJ − ΓJΓLMNPΓK)Ψ
= −(ε¯2Γµε1)ΓJKΓµΨ
− 1
16
￿
(ε¯2ΓLMε1)2Γ
LMΓJK − (ε¯2ΓLJε1)24ΓLKΨ+ (ε¯2ΓKJε1)8Ψ
￿
− 1
4!16
(ε¯2ΓµΓLMNP ε1)Γ
µ(ΓKΓLMNPΓJ − ΓJΓLMNPΓK)Ψ
E.4.4 Putting the second and third terms together
We can cancel the two terms proportional to (ε¯2ΓµΓLMNP ε1) by setting κ = −16 .
We also get.
(ε¯2Γνε1)Γ
νΓIJ [XI , XJ ,Ψ](−3κi
8
+
i
8
)
+(ε¯2ΓLMε1)Γ
LMΓIJ [XI , XJ ,Ψ](−3κi 2
16
− 3i
16
)
with κ = −16 everything’s right :) They combine with the non-translation terms
of (E.2) to give two copies of the fermion eom. We also get terms which give the
gauge transformation
(ε¯2ΓIJε1)[X
I , XJ ,Ψ](
3κi
2
− 3i
4
)
and some other terms proportional (ε¯2ΓILε1)ΓJL[XI , XJ ,Ψ] which cancel.
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E.5 [δ1, δ2]Aµ
Take D(·, ·) on the RHS implicitly
[δ1, δ2]Aµ =− (ε¯1ΓIΨ)(ε¯2ΓµΓIΨ)
+ iε¯2ΓµΓIX
I(DνX
JΓνΓJε1 + κ[X
J , XK , XL]ΓJKLε1)
The last term vanishes, first of all (E.1) gives us ε¯[2ΓµΓIΓJKLε1] = ε¯[2ΓµΓIJKLε1]
and then the fundamental identity gives us D(X [I , [XJ , XK , XL]]) = 0.
Let’s look at the first term
(ε¯1Γ
IΨ)(ε¯2ΓµΓ
IΨ) = −(ε¯1ΓIΨ)(Ψ¯ΓIΓµε2)
= − 1
16
￿
2(ε¯2Γ
νε1)Ψ¯ΓIΓµΓνΓ
IΨ− (ε¯2ΓJKε1)Ψ¯ΓIΓµΓJKΓIΨ
￿
plus a term which vanishes due to the identity ΓIΓJKLMΓI = 0. Now the Ψ’s are
in D(Ψ,Ψ) so they get antisymmetrised and we can use (E.1) again, the last term
vanishes and we are left with
(ε¯1Γ
IΨ)(ε¯2ΓµΓ
IΨ) = −(ε¯2Γνε1)(Ψ¯ΓµνΨ) = −(ε¯2Γνε1)(Ψ¯ΓλΨ)εµνλ
since Γ012Ψ = −Ψ
The second term was
iε¯2ΓµΓIX
IDνX
JΓνΓJε1 = 2iε¯2Γ
νXIDλXIε1εµνλ − 2iε¯2ΓIJXIDµXJε1
so all together we get
[δ1, δ2]Aµ =2i(ε¯2Γ
νε1)(X
IDλXI +
i
2
Ψ¯ΓλΨ)εµνλ
− 2iε¯2ΓIJXIDµXJε1
=vνFµν +DµΛ
if the eom is Fµν = −εµνλ(XIDλXI + i2Ψ¯ΓλΨ)
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E.6 Possible extensions
Perhaps these supersymmetry transformations can be generalized to involve loop
space, double geometry, one compact direction with ∇µ = ∂µ+Aµ+ Bµ2R , Jacobiators
or terms involving the map t such as
δXI = iε¯ΓIΨ
δΨ = DµX
IΓµΓIε+ κ[XI , XJ , XK ]ΓIJKε+ κ1[[X
I , XJ ], XJ ]ΓIε
δAµ = iε¯ΓµΓ
I(D(XI ,Ψ) + t([XI ,Ψ])) .
Supersymmetry transformations for a B field might also be possible, such as
δBµν = iε¯ΓµΓ
IDν [X
I ,Ψ] .
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Comments on M5-brane
supersymmetry transformations
The supersymmetry transformations for the M5-brane model in section 4.2.2 are
δXI = iε¯ΓIΨ ,
δΨ = ΓµΓI∇µXIε+ 12×3!Γµνλhµνλε− 12ΓIJΓ[XI , XJ ]ε ,
δBµν = 3iε¯Γ[µνc
λ∇λ]Ψ ,
δAµ = iε¯Γµλc
λt(Ψ) ,
δcµ = 0 .
(F.1)
where Γ012345ε = ε , Γ012345Ψ = −Ψ , Γ := Γµcµ and Γµνλhµνλε = 1|c|2ΓµνλBµνcλε .
F.1 Fierz Identities
When ε1, ε2 have the opposite Γ012345 chirality as χ we have
(ε¯2χ)ε1 − (ε¯1χ)ε2 =
− 1
16
￿
2(ε¯2Γµε1)Γ
µχ− 2(ε¯2ΓµΓIε1)ΓµΓIχ+ 1
12
(ε¯2ΓµνλΓIJε1)Γ
µνλΓIJχ
￿
Note that Γµχ swaps Γ012345 chirality while ΓIχ preserves it.
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F.2 Charge conjugation
The charge conjugation matrix satisfies
CT = C−1 = −C = −Γ0 , CΓµC−1 = −(Γµ)T , CΓIC−1 = −(ΓI)T
ε¯[2Mε1] = ε
α
2 ε
β
1 ((CM)αβ + (CM)βα) (F.2)
F.3 [δ1, δ2]XI
Take antisymmetrization in 1,2 implicitly.
[δ1, δ2]X
I = iε¯2Γ
I(ΓµΓJ∇µXJε1 + 12×3!
1
|c|2ΓµνλB
µνcλε1 − 12ΓJKΓ[XJ , XK ]ε1)
so (F.2) helps us calculate −ε¯2ΓIΓJΓµε1 we just need
(CΓIΓJΓµ)T = −(Γµ)T (ΓJ)T (ΓI)TC = CΓµΓJΓI = CΓJΓIΓµ
so we get ε¯2ΓIΓµΓJε1 = −2ε¯2ΓµδIJε1
Similarly
(CΓIΓµνλ)T = −(Γµνλ)T (ΓI)TC = −CΓIΓµνλ
so the second term vanishes. For the third term
(CΓIΓJKΓµ)T = −CΓµΓKJΓI = −CΓJKΓIΓµ
then [ΓI ,ΓJK ] = 2(δIJΓK − δIKΓJ) giving
[δ1, δ2]X
I = −2iε¯2(∇µXIΓµε1 − [XJ , XI ]ΓJΓε1)
which is a translation by
vµ = −2iε¯2Γµε1 (F.3)
184
Appendix F. Comments on M5-brane supersymmetry transformations
and a gauge transformation
g ￿ XI := t(2iε¯2ΓJΓε1XJ) ￿ XI . (F.4)
The other terms work out analogously.
F.4 Preserving H = ∗H
To examine the preservation of H = ∗H we will look at
δHρµν = 3iε¯Γ[µνc
λFρλ] ￿ Ψ+ iε¯Γ[ρλcλt(Ψ) ￿ Bµν] ,
which simplifies to 3iε¯Γ[µνcλ(Fρλ] − t(Bρλ])) ￿ Ψ and therefore vanishes, or is of the
form of a (non-ample) gauge transformation (F − t(B)) ￿ a, meaning these susy
transformations don’t require vanishing fake curvature themselves.
This fits with
[δ1, δ2]H = 0 = v
µ∇µH + g ￿ H
since ∇µH = 0 , t(H) = 0 and here (F.4) tells us that g is in the image of t and
therefore g ￿ H = 0.
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