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A B S T R A C T 
A molecular dynamics simulation technique is 
employed to investigate the equilibrium molecular struc-
· ture of the liquid - vapour interfacial region for argon 
at about 124 °K • 
The density profile through the surface is found to 
be of a non-monotonic form. 
The pair distribution function in the surface is 
also determined and compared to radial distribution func-
tionsof the interior liquid. The surface tension and 
surface energy are also obtained and are found to be in 
agreement with generally accepted experimental values. 
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PAR T I 
Introduction 




Computer simulation methods have in recent years 
played a role of increasing importance in liquid physics. 
In a field, which is characterised by the difficul-
ty, with which experimental information can be obtained 
on.the microscopic level, Monte Carlo (MC) and Molecular 
Dynamics (MD) have provided the insight into the molecu-
lar structure of classical dense fluids, which has been 
essential for the further development of theoretical ap-
proaches. (1•7.,46,47) .In this, molecular dynamics has enjoyed 
a natural advantage over the MC method, because of its 
suitability for investigations of non-equilibrium systems. 
Both types of simulation have, however, yielded re-
sults of such accuracy and consistency, that they have 
largely begun to fill the role, usually played by ex-
periment : theoretical predictions often are in the \ 
first instance compared with simulation results, and ap-
proximative assumptions employed in theoretical deriva-
tions are assessed in the light of the detailed informa-
tion provided by MD and MC calculations • (ie;.s-1os ) 
One particular aspect of classical liquids; which 
however has to be excluded from this assessment, is that 
of the liquid surface. The use of computer simulation 
- 3 -
techniques to investigate the molecular structure of 
phase boundaries, encounters particular difficulties, 
which stem from the fact, that even with the most modern 
computers, direct simulation of of only a couple of thou-
sand particles - at best - is possible. To simulate a 
system of macroscopic dimensions, one is thus forced to 
make use of the artifice of enclosing the finite number 
of molecules in a 11 cell 11 , for which periodic boundary 
conditions are assumed.In so doing, an isotropy is implied 
in the model, which makes it difficult to deal with a si-
tuation as anisotropic as a liquid- vapour interface. 
Phase boundaries have of course been simulated im-
plici tely for so-called 11micro-crystals 11 , where MD cal-
culations have been performed for small numbers of par-
ticles, without using periodic boundary conditions. A 
number of such simulations have been reported, right from 
the beginning of the MC and MD method, assuming various 
. types of inte'ractions, and mostly using a two-dimensional 
model (c.f. Cotterill et al.1973 ( 49 ), for a recent ex-
ample ), but these calculations do not seem suitable for 
gaining information on the macroscopic liquid surface. 
It seems to be due to the above-mentioned difficulty 
posed by the anisotropy of the interface, that until now, 
no computer simulations ~ppear to have been reported 
for the three-dimensional liquid • 
The present work uses an apparently novel but very 
- 4 -
simple approach to overcome the anisotropy problem, for 
a molecular dynamics investigation of a plane liquid -
vapour interface of argon. The investigation reported 
here, has been restricted to equilibrium properties. 
We have divided this article into three parts : 
In the ~emainder of Part I we will review the physics of 
the ( 11 simple" ) liquid surface. This dicussion v1ill 
mainly be in general and quantitative terms : the aim is, 
to outline the basic features of this field, and to pro-
vide a background for the present investigation in these 
terms. 
Details of the methods and results reported, are re-
viewed in Part III , where the results of the present 
work are discussed. 




SECTION 2 ____ 
The Surface of Simple Liquids 
The thermodynamical and statistical mechanical 
theories~of the liquid surface have, starting with the 
work of Gibbs( s ) , GuggenheimOo,1oa) and Fowler( 2s ) , been 
well established for a long time on the phenomenological 
level. While the connection between the molecular struc-
ture of the surface, and the· thermodynamic quantities like 
surface tension and surface energy, which are fairly easi-
ly accessible by experiment, is thus available, it has 
been found difficult to obtain information about the mo-
lecular structure itself. 
The microscopic structure of a classical dense fluid 
is most suitably discussed in the mathematical framework 
of the configurational distribution functions.(48,so) 
We can define the N-th order configurational distri-
< N) 
bution function n(£.£•""L,) as the probability density of 
(the) N molecules having positions equal to ( L,,£,,,f;..··!11) 
normalised by 
-(2,1) 
wher N is the number of particles of the (closed) system. 
By integration over the 11 unwante.d 11 coordinates, low-
< h) 
er ordt':r distribution functions n ( h f:N) can be obtain-





ed, in particular the pair distribution g~S 1 1) for the 
probability of finding a pair of molecules, having posi-
tions at £, and !.i. , and the singlet distribution, which 
is just the number distribution at point£ • 
These last two functions are of particic.ular impor-
tance, since, for a simple classical liquid, for which 
pairwise interactions between molecules are assumed, 
these functions alone determine the thermodynamic equi-
librium quantities. 
For the homogeneous interior of the liquid, J'>(~) 
( 2 ) 
equals a constant number density n ,and n becomes a 
function of the scalar distance :i;~ = l,!'.t - £11 between mole-
cules only. We can therefore introduce the radial dis-
c 2) 
tri bution function g (r,2.) by writing 
(2) 2 (2) 
n~ r;J = n·g ( r.:i) -(2.2 ) 
The pressure and the internal energy can then be expressed 
* as .:>a 
p ;;: rt r (i) 'd_t(r) · 3 I . n k T -6) g ( r) · ()., · /fr r PL ., 
0 . 




The main effort of equilibrium statistical mechanics 
for classical liquids, has therefore directed at obtain-
ing the radial distribution function Jt>(r) , generally 





as numerical solutions of certain non-linear integral 
equations. 
Comparison of these results with experimental inf or-, 
mation is then possible, either with values for thermody-
namic quantities via equations like (2.3 ), or by compari-
son with radial distrihution functions obtained from X-ray 
or neutron scattering experiments. 
Some remaining difficulties characterizing this field, 
can be briefly summarized as follows : 
i) Use of the different integro-differential equati-
ons - like for example,the Born-Green-Yvon-Bogolubov or 
the Kirkwood integral equations, or the various forms 
of the Hypernetted Chain and the Percus-Yevick equations 
(i.S,s1) implies the introduction of slightly different 
approximations, which_ are not easily interpreted in phy-
sical terms. Attempts to do this are mostly based on 
diagrammatic expansions ( so-s2 ) • Relative merits of the 
different equations seem to depend on the fluid density 
at which they are applied. 
ii) Interaction potentials of necessarily somewhat 
idealised form have to be assumed. It appears in fact, 
that even for simple liquids like argon, small three-body 
interaction contributions, do have a small but noticable 
influence on the molecular structure o( 52-5'4) 
iii) Pair distributions determined from diffraction 
experiment are necessarily somewhat inexact.( ss) 
L_~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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It is against this· background, that the contribution 
made by computer e~periments must be seen. Beyond provid-
ing detailed and accurate information about the structure 
of realistic model liquids, MD (and MC ) calculations 
have been of great importance for the development of theo-
retical approaches, by making it possible, to study the 
effects of various approximative assumptions in isolation, 
separately;quasi,.which are.referred to above, and which 
are most troublesome because of the 11 overlap11 in their 
effects .(46) 
Turning our attention now more specifically to the 
liquid surface, we find that the surface thermodynamic 
quantities are expressible in terms of the singlet·and 
pair distribution functions, in a way analogous to the 
interior phase. Thus, for a plane surface normal to the 
z-axis, we can express the surface tension,:· 't , and the 
·surface energy Us as( 1 7) 
'fr: I )(~ J t " a. • ( f,,I :((,,) 7.: ... !J• -{2,5) 
and 
~ = ~1 t; (;(,,) 'f' ( t;,) .l ,!,2 
where the 11 superficial pair densi ty 11 ~, 
.-(2.6) 
is linked to 
(2.) . 
the pair distri out·ion function n by 
~2.7) 
- 9 -
In these equations, z = 0 has been chosen at the Gibbs 
. 1 1 d. . d. f ll) d t th . equimo ecu ar 1v1 ing sur ace. n~1 eno es e pair dis-
tribution of, depending on the sign of z, either the homo-
geneous liquid or vapour phase, and the other symbols 
are used as in equation (2.4). These expressions will 
have to be cons.idered in more detail in a later section 
below. The point we are concerned with at the moment is, 
that calculation of '( and u5 requires the knowledge of 
pair and singlet distribution functions not only in the 
two bulk phases, but also in the interfacial zone. 
(1) 
In this region the singlet distribution n becomes 
(1) (I)( ) a function of z , n = n z , and defines the density 
profile through the surface •. 
The pair distribution function can no longer be de-
scribed by the isotropic 11 radial distribution function",. 
g'2)(r), but will depend on the positions of both molecules \ 
in a more complicated way. For the plane surface consid-
<1.J· * ered above,n Cr,,~~) can be defined as a function of three 
variables, z1 . , the z-coordinate of one particle, 'f , the 
angle between. frt. = r~ - r, and the positive z-axis, and 
,_ ,,.... "" 
the distance r : r,~ • 
A slight generalisation of equation (2.2 ) allows 
us to introduce a pair distribution function ga1 by wri-
ting 
-( 2.8 ) 
* ~~~~~~~~~~~~~~~~~~~~~~~---~~~~~~~ 
Different choices are of course also possible. 
- IO -
Equations (.2.. ~and(?-.~) , linking the thermodynamic 
quantities to the configuration~l structure, are exact 
expressions under the assumption of pair-wise interaction. 
However, while the pair distribution functions (PDF) 
of the interior liquid have been calculated with increas-
ing accuracy, it has not been possible to obtain these 
* functions in the surface region : neither theoretically 
by statistical mechanics, nor by computer simulation tech-
niques -for reasons already mentioned -, nor, indeed, ex-
perimentally. 
Computational and other difficulties have also 
until recently prevented the use of the statistical mecha-
nics apparatus in its usual form, to obtain the density 
profile. The results, which have recently been calcula-
ted via the integral equation approach, do not yet,,ho,w-
ever, show a satisfactory degree of consistency. They will_ 
be considered in detail in Section IO., when the density 
profile obtained in the present work is discussed. 
The apparent inability of statistical mechanics to 
readily yield· information on the surface structure, has 
encouraged the development of alternative theories of the 
liquid surface. Foremost among these, are thos~ approach-
es, i;vhich can be characterized as being based on Quasi-ther-
modynamics ( 21-32 ), and which are applicable mainly for 
; states near the critical point. These methods have also 
yielded density profiles, even for temperatures far below 
.,irbut see ( 64) and ( ss) (c.f •. our Section11 below) 
. - II -
the critical ·~oint, but the applicability of this appro~ 
ach to obtain structural information outside the critical 
region is contentious. ( 40141 ) 
Some versions of the lattice model theories of the 
liquid state have also been adapted to deal with the sur-
face, and density profiles have been calculated from the 
hole model ( 33-39 ).(37,38) 
The general impression must therefore be, that the 
physics. of the liquid surface is by and large character-
ised, by the lack of reliable information on the microsco-' 
pie level. This holds in comparison with the interior 
phase of classical liquids and, to an even greater degree, 
when the state of knowledge about the liQuid surface is 
contrasted with that about the solid surface. 
The difference in the level of development of the 
molecular theories for the interior dense fluid,and the 
surface, is perhaps portrayed in summary form, if one 
observes that, for the interior liquid, some approximati-
ve assumptions have to be niade, to calculate the microscop-
ic structure, while for the surface, an approximate 
* microscopic structure hastobe assumed,to calculate thermo-
dynamic quantities • 
This forms the basis for a number of calculations 
of '( and IA.s , via expressions like equations ( 2. 5 ) and 
(2,6 ), assuming~ often more or less ad hoc - approximate 
forms for singlet and pair distribution in the surface. 
•this excludes the recent calculations discussed in Sec.IO 
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This approach is exemplified by the early calculation of 
't and lh by Kirkwood and Buff ( 22 ) , who assumed a step-
f t . f th d "t f"l d . t d U> . unc ion or e ensi y pro i e, an approxima e g in 
the surface region by the radial distribution function 
of the bulk liquid phase. Other methods have improved the 
approximation by assuming straight-line ( s1 ) or exponen-
tial types of profiles ( 63 ), and by using PDF's,which 
are obtained from the RDF's of both the liquid and the 
vapour interior phases by various methods of interpolation. 
Results for t and ~5 obtained in this way, usually 
show quite reasonable agreement with experimental values. 
Si_nce these thermodynamic quantities are, however, not 
very sensitive to all details of the molecular structure, 
this good agreement does not necessarily always imlpy the 
realism of the underlying struct~ral approximations. 
Increasingly, therefore, interest has focussed on the 
distribution functions thems8lves, particularily on the 
density profile. Some statistical mechanical calculations 
of the singlet distri bu ti on function have now· been repor-
ted, involving approximations about the fDF in the surface. 
( 57-62 ) Some of these results have shown unexpec-
ted features, like a non-monotonic change of density 
between the two phases. The various .results do not yet, 
however, show a satisfactory degree of consistency. 
Our theoretical knowledge about the molecular struc-
ture of the simple liquid surface, seems in many ways 
I3 
roughly equivalent to that about the liquid interior, 
obtaining at about the time just before the integral 
equation approach to the determination of the molecular 
structure was first developed. 
It is to be hoped, that computer simulation techniques 
-and particular molecular dynamics - will be able to fill 
a role in this field, similar to the one it has become to 
play for the interior of classical liquids. 
The present work, as the first simulation of a 
three-dimensional liquid surface, is intended as a small 
step in this direction • 
Our investigation of the liquid-gas interface of 
/ 
argon will be concerned only with equilibrium properties, 
and will comprise determination (at one temperature) of 
the following : 
a) the singlet distribution (density profile) through 
the surface zone, 
b) the pair distribution function in the surface (and 
also in the interior liquid lamina) 
c) a 'determination of the surface energy, and 
d) the surface tension • 
\ 
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P A R T II 
THE METHOD OF INVESTIGATION 
SECTION 3 . The Periodic Cell . 
SECTION 4 The Interaction Potential 
SECTION 5 . The Numerical Integration Process . 
SECTION 6 The Attainment of an Equilibrium 
State 




The Periodic Cell 
The physical system under investigation is a plane 
liquid - vapour interface of areon.It was indicated in the 
previous section already,that the anisotropy inherent in 
this situation presents the main difficulty for any com-
puter simulation method of investigation. 
The surface is visualised as stretching to infinity 
in the x - and the y· - directions, an'd for these, }rnriodic 
boundary conditions of the cell can be used in the usual 
way.To the problem of hov1 to contain the small number 
of molecules used in the simulation process in the z -
direction (normal to the surface), two basic types of 
solution present themselves : 
The first of these entails containing the particles 
by the introduction of some extraneous force,simulating 
perhaps a solid vmll of material not taking part in the 
simulation directly.A more sophisticated method of lin-
king the molecules of the surface region to the bulk 
liquid,is provided by the use of an artifice like the 
11 Thermal Disruption M8.trix 11 used by Croxton and Ferrier 
in their t~o-dimensional simulation (66). 
The second type of solution to the problem of an-
isotropy implies the re-establish~ent of the necessary 
symmetry in the z - direction.It is this appro&ch, i'.'hich 
has been used in the present work. 
The periodic cell has been chosen in the form of a 
I6 
rectangular parallelepiped,of equal dimensions in the 
x - and y -directions,and considerably elongated in the 
z -direction.The argon molecules are left to aggregate 
mainly in a region about half-way between the two faces 
of the cell,which are parallel to the x -y plane.The 
physical system simulated is thus a liquid film of finite 
width,stretching to infinity in the x - and y - directions 
* and exhibiting two free surfaces. 
The deviation of the surface structure of the film, 
from that of the 11 bulk liquid" surface, can be expected 
to be small for a la,rge enoue;h width of the lamina. In 
practice this width is only limited by the computer time 
available. 
The actual dimensions of the cell were decided by 
the following considerations. 
The vridth of the cell in the x - and y - directions 
was made as small as possible.In order not to introduce 
an illegal periodicity,a molecule may be allowed to in-
ter<.:.ct dyn2,mically only either with another particle 
inside the cell, or vri th a ghost-copy of the latter, but 
never with both at the same time.This is achieved by 
limiting the interaction potential to a ranse smaller 
them a maximum distance R, 2.nd making the width of the 
cell equal to at least 2R.The snallest value of R ,which 
would be useful for our purpose,was inferred from the 
known shape of the equilibrium pair distribution for the 
* Since the z - boundaries of the cell are also t~keh 
as periodic,the physical system simulated is 9erhaps 
more accur~tely descri1ed ~s an infinite number of 
pc:,r; .llel id.entical laminae of this n&ture. 
17 
interior of liquid argon (for temperatures of between 
85° K and I00°K). 
R was taken equal to IO ft and the width of the peri-
odic cell was chosen as 20 Ji. in the x - and y· - direction. 
Since it is our aim to ~nvestigate the structure of 
the interfacial region between bulk liquid argon and its 
.vapour phase,we require the thickness of the simulated 
liquid film to exceed a certain minimum value .·:rhe struc-
ture of the two surfa~e regions one obtains for such a 
film should not be appreciately differeht from that of a 
bulk liquid surface.It is estimated that the effect,which 
the presence· of the one surface has on the structure of 
the other surface,would be small,if both regions are se-
parated by 20 Ji to ·25 g_ of liquid having 11 bulk 11 structure. 
For cell dimensions of 20 ;l_ in the x - and y-direc-
tions, these conditions could be met by chosing the num-
ber of argon atoms used inside the cell to be not less 
than 300. 
300 particles would form a liquid film of thickness 
4C ~ to 50 fl., and most calculations reported in this work 
viere done for this number of molecules in a periodic cell 





















.EIG I : The cell .Periodic boundary conditions were assume·:l in 




The Interaction Potential 
4ol On the choice of potential 
There are a number of reasons, why it was decided 
to use the more realistic Lennard-Jones interaction po-
tential, rather than a square-vvell or hard-sphere poten-
tial, ·which would have shortened the computation time. 
This was done to avoid. obtaininC; a molecular struc-
ture in the surface, which showed deviations from the 
rather well known Lennard-Jones liquid structure due to 
a superposition of three effects : 
i) the existence of the phase boundary 
ii) the rather idealized nature of the interaction 
la·v.r, and 
iii) the finite width of the lamina 
.!-1.l thou.ch point iii) wm.J.ld presumably be compensated 
for by our ability to use a laminc:. of greater width, it 
was felt to be desirable, to obtai:n values for the ther-
modynamic si..trf~i.Ce properties, surface tension and SD.rface 
energy,at the same time as investigating the microscopic 
structure .Compu.rison of these thermodynamic q_uanti ties 
to experimental results,does give some indication of how 
successful the simulation of the surface is, but pre-sup-
poses the use of a fairly realistic intera.ction law. 
20 
It was decided to use a tVio-body interaction lmv 
between molecules, in spite of the known fact, that the 
small three-body potential terms do seem to have a notic-
able effect on the structure of liquid argon(s2-s4) 
Methods which might allow the inclusion of three-body 
terms without increasing computer time excessively would, 
however, be difficult to apply in the presence of such a 
strong density gradient as found in the surface(s4) 
At a future time, when the equilibrium structure of 
the surface zone might be known witb better accuracy, a 
calculation including three-body interactions might, how-
ever, prove ·to be interesting, exactly because the effect 
of these terms can be expected to be of greater importance 
in an anisotropic situation. 
1+ ~2 The Modified Lennard-Jones Potential used 
The interaction potentialf(r) was chosen as essen-
tially of the ·Lennard-Jones form, with values of er and & 
-Jlf 
appropriate .for argon (o-=3.45 _g_, t = i.60I x IO erg ( 43)) 
It was modified in the following way 
I) for distances r from O ~ 8 ~ 
(Lennard-Jones 12-6 ) -(4 .1) 
21 
2) from 8 ~ -'>'I 0 ~ , a linear form vras chosen 
between the Lennard-Jonea value at 8 A and the value zero 
at r = IO 0 lei. • 
i.e. 
- ~ 1fC€) · ( v- ~ ro) -(4,2 ) 
3) 'f(r) = 0 for r>IO .il. -(4.3 ) 
An abrupt cut-off of f ( r) at r = I 0 I{ would be a 
source of fluctuations in the total energy of the system, 
which, al though basicc:lly random in nature in an equili br-
\ 
ium situation, cannot be redu0ed by decreasing the size 
of the time steps in the inteeration process.The poten-
tial used assumes a somewhat greater attractive force 
between eight and ten angstrom, but this only serves to 
somewhat counteract the effect of assuming no attraction 
beyond ten Angstrom. 
22 
SECTION 5 
The Numerical Integration Process 
5-.I On the Algorithm used 
In the present work, the numerical integration of 
the equations of motions was performed using a straieht-
forward Taylor expansion for the positions and momenta. 
For the i th particle, we can expand with respect 
to time, using an obvious notation, 
t<Y 
y 
C ~-. r) ) V· y 2 I --=· ·0-t) -;:; {t + 4t) - 'Y/ city ,....._ Y:::-6 
y 
,)_ . ,y 2!( _,(~Jt) ~ ,t; (-€-IL!-(;) = k 7 c~.2) 
The classical equations of motion are then used to 
express the var'ious terms ( up to a certain order in At ) 
in terms of the forces acting on each molecule • 
23 
For deciding on the number of terms to be incli.ided 
in the Taylor expansion, and on the size of the time step 
At , the following two points had to be considered : 
I) The integration has to be close enough. As criteri-
on, the stability of the total energy of the system 
was used. 
2) Using available computer time, it had to be possible 
to simulate the system long enough to obtain s-:;atis-
tically meaningful averages for eauilibrium proper-
ties of the system. 
Enhanced energy stability is achieved by : 
a) including higher terms in the Taylor expansion, and 
b) using a smaller value for ~t. 
In either way, the necessary computer time is increased, 
and therefore a certain balance has to be struck. Since 
it seems difficult -if not impossible - to calculate the 
optimum choice theoretically, a number of preliminary 
computer experiments were performed. 
5.2 Preliminary Computer Experiments 
Information on the above question could have been 
obtained in the most direct way, by simulating the full 
300 particle system for various combinations. It was felt, 
24 
however, that preliminary MD calculations of this nature 
would require too much time. 
It was therefore decided, to use two smaller systems 
for this purpose. 
The effects due to the finite time step and the 
truncation of the Taylor expansion, must be expected to 
be greatest at small interparticle distances, ·where the 
potential is steepest. 
MD simulation experiments were· therefore performed 
on collisions between two particles, interacting via our 
modified Lennard-Jones 12-6 potential, and having kinetic 
energies so~ewhat above those in the liquid. 
The two particles were given a certain total energy, 
starting off at a large distance, and the collision pro-
cess was then simulated for a particular choice of Lit and 
the nwuber of terms considered in ~9u.( 5,31 V). After each 
step the total energy was determined, and the deviation 
of this quantity from its initial value vvas plotted as 
a function of time. 
This was repeated for various choices of At and 
orders (in ( S". ~)} and information was thus obtairn::d on 
the maximum deviation of the total energy from its ideal 
value, and on the 11 error 11 remainins after the particles 
had separated again. 
These calculations \Vere done for various 11 collision 11 
parameters. 
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Although these calculations provided information 
about the errors implied by the different choices, they 
were found not very suitable to determine the increase 
in computer t~me caused by the inclusion of successively 
higher terms in the expansion. 
This ·can be inferred more easily from the simulation 
of a more complicated system. 
The second type of preliminary simulation experiment 
used a three-dimensional system of 20 particles, inter-
acting via a Lennard-Jones 12-6 potential. 
Besides yielding information on the questions men-
tioned above, this system was used to investigate a few 
other problems, and was found to be of some interest for 
its own sake. 
Simulations of the 20 - molecule system, were thus 
carried out at various 11 temperatures 11 , assuming different 
interaction laws, and using a number of different exter-
nal potentials to enclose the system in all boxtt, Densi-
ties in three mutually perpendicular directions were mo-
ni tared and the molecules enclosed in the 11 boxtt v;ere ob-
served to aggregate,to form a 20-molecule 11 particle 11 • 
This 11 particle 11 was then observed to move through the box 
as a whole, suffering distortions in shape on impact with 
the walls, ejecting sin.;le molecules to form a nvapour 
phase 11 and so on. 
Besides being of some entertainment value, these 
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20 - particle simulations provided much useful informati-
on used in the main calcl1lation ( by example, about the 
design of averaging routines for pair distributions etc.). 
Theseinvestigations were intended only as prelimi-
nary experiments for the main surface simulation, a.nd 
the results obtained have not been published. 
5 .3 Some RemB.rks about Computing Procedures 
From these preliminary calculations, it was decided 
to take as time step c,.t = o. 01 ps ( i.e. = 
-/If 
IO sec ) ' and 
to use terms in the expansion up to and includ.ing (Ll.t/ 
only. Similar values for.1t have been used in a number 
of ~flD calculations for the liq_uid state ( S-7 1 4 G ) 
Justifi.cation for our value for .t1t is more directly 
derived from total energy stability considerations, but 
we can also compare~t to the Einstein freq_uency of the 
liquid, which we can define by 
- ( 5.5) 
o.. and. 'If are acceleration and .velocity of a particle 
ana. the sy1nhol () indicates averages ( 7 ) . 
u.JE for argon at our density is reported to be about 
1;, 
vJr;. = 0. 7 x IO (sec- 1 ) ( 7 ) • The value for 4t·0r. which vve 
obtain is thus eq_ual to 0.07 ,which is fairly small. 
It is about a third of the value reported possible in 
27 
a IvID calculation using Beeman' s algorithm ( 7 ) • ·rhis 
shows, unless we have made .1-t unnecessarily small, the 
superiority of Beeman's algorithm. 
Total energy stability for our system of 300 partic-
les (but interacting of course with 11 ghosts 11 ) was better 
tht:m 0 .4 7o per IOOO steps, and .this was considered good 
enough for our purpose. 
The calculating routines were of course arranged, so 
as to shorten the time necessary per step,as far as seem-
ed feasible. 
The prograr;:i was '\Vri tten entirely in FORTRAN V and 
the comput~r used was the UNIVAC II06 system of the 
University of Cape Town. · 
It was found that the computer time necessary to 
advance the simulation process by IOO steps ( i.e. for 
I ps ), was about 25 minutes. This time includes the 
execution of the averaging routines, for the various 
qua.i.~tities to be determined. 
Averages for surface properties had to be taken over 
periods of 50 ps or more, to obtain statistically signi-
ficant results. In order to continue the simulation for 
this long time, the program was arranged in such a way, 
that short runs of duration of up to about 25 minutes 
were made. All relevant information, like positions 
and momenta of all particles, were stored on magnetic 
disc at the end of each run, from where it would be read 
by the next. 
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Averaging procedures were initiated automatically 
at certain intervals, and the whole simulation process 
was continued in this way over a period of some month , 
for about 10000 time steps. 
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SECTTON 6 
The Attainment of an Eouili bri·1 . ..rn State 
6.I Some General Remarks 
The thin-lamina system simulated here is un-physical 
in the sense,that it is not known, whether such a system 
would be stable in nature.In fact, it does not seem very 
lili.ely. 
The use of such a system to gain information on the 
eq_uili brium free surface of bulk liquid, therefore. appears 
problematical on two levels 
Firstly, it was not known, whether a liquid film 
of this small width would be stable even on a very short 
time scale.Thus, some care had to be taken to ascertain 
that such a stable state had indeed been reached, and 
that averages for surface properties were not obtained 
while the lamina was still (noticably) evolving towards 
a different state ( e.g. 11 solidifying11 , evaporating, or 
breaking up ) • 
Secondly, if and when a stable state can be reached, 
it '.nust be assumed, that the molecular strueture of tbe 
lamina may differ somewhat from the s:vstem at which the 
'-' I 
investigation is aimed. We vvill consider thi~; point in 
detail in Section 8. 
In the present section, after considering the initi-
al starting-off procedure, we will enumerate and briefly 
discuss the various quantities, which had to be monitored 
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to observe the attainment of a stable state :i and to in-
vestigate the nature of the molecular structure in the 
interior of the lamina. 
6.2 The Starting-off Procedure 
The system was started off with the argon atoms 
positioned in a simple cubic array, forming a lamin2, of 
width equal to about 40 ~ in the centre of the periodic 
cell.The array was chosen sq as to give a density ap~ · 
proximately eq_ual to the density of liquid argon.In con-
trast to i\LD. and fvLC. calculations using a cell with 
periodic boundary conditions to simulate bulk material, 
the choice of. the density is not critical here, because 
the liquid film can contra.ct or relax to attain the 
correct density appropiate for th~ temperat~re and pres-
sure. 
This was indeed observed.All atoms wer~ initially 
given small velocities in random directions, and then 
let develop according to the classical equations of mo-
tion. The simulation process was repeatedly interrupted 
and the momenta adjusted, until the average ldnetic ener-
gy levelled off at a certain value. 
'l'he first quantity, thus, •,7h:Lch we can consider in 
some more detail, is.the kinetic temperature. 
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6.3 The Kinetic Temperature 
A q_uanti ty vve will call 11 kinetic temperature" can 
be definea by the expression 
T= 3~Ji·KE - ( 6.1 ) 
where k is Boltzmann's constant and KE indicates 
the kinetic energy of the system of N ( = 300) particles. 
The temperature we will ascribe to the equilibrium state 
of the system, is then taken as the time average of T • 
Initially, when the system was started off, each 
particle wa~ given a very small velocity, almost all of 
the total enere:;y being thus potential energy.As the sys-
tem developed, the kinetic energy ( and thus T ) was se-
veral times artificially adjusted, this 11 intervention 11 
taking the form of multiplying all momenta by a const2.nt 
fc.ctor. 
When the ratio of potential to kinetic energy seemed 
to stabilize, .and 'I1 began to fluctuate about a tempera-
ture value a~propriate for the liq~id state, the system 
was left to continue freely.The start of the actual si-
mulation experiment is thus really marked by the last 
11 artificial 11 adjustment of the kinetic energy. 
It was decided at that stage, not to try to forde 
the system towards a state correspondine; to an exact 
predetermined temperature by continued outside adjnst-
ment, but to continue the experiment at the tenrnerc!.ture 
\ 
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Fluctuations in the kinetic temperature, T , over 
a period of 20 picoseconds • 
20 
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for which it seemed to have st~bilized at that stage. 
T was measured at intervals of 0.5 ps (every 50 
steps) throughout the simulation experiment, the cumula-
tive average of T indicating a temperature of about 
o c+ o ) 97eI K - 0.15 K . 
The variation of T over a p.eriod of 2 o ps is shown 
in it'ig. 2 . 
6,4 The Momentum Distribution 
The small momenta given to all molecules initially, 
Yi ere all of equal· magnitude (though having di ff c:rent di-
rections ) .The approach cf the predicted I\.laxwell distri-
bution, from this initial state was fairly fast; some-
what faster thELn the attainment of a definite configura-
tional str~cture.In Fig. 3 the momentum distribution 
for the 300 molecules, obtained at irregul~r intervals 
over a period of only 30 ps ,·is plotted, showing the 
well-known shape. The Maxwell distribution is given by 
?.. 
t Q') : o< ~x 1f l - 2-Cfk-T 3 
Comparison of the experimental distribution 
with this wistherefore more easily effected when 
. f1i~'lot·.ted against' expf- 1°2~ • 
(6·2) 
'.I·o obtain the momentum distribution in a short time 9 
ro.ther large intervals (in momentum ) vrnre used, and this 




























' 0 0 ,., • -
300 





FIG 3 The momentum a.istribution for the system of 300 par-
ticles.This distribution represents the average over 
only 30 picoseconds. 
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d~viations from the ideal form~ Molecules in the vapour 
re~ions can also be expected to require much longer 
times before conformine to the theoretical distribution. 
Apart from these points, one has to conclude, how-
ever, that the simulated system did attain a state de-
scribed by the Maxwell form. 
6.5 The Interior Density and the Density Profile 
The number density throughout the cell, was monitor-
ed in three mutually perpendicular planes during the 
experiment. 
(1) 
In the central (interior) re2~ion of the lamina, Yt. was 
observed to change from the periodic form associ<-2ted \Vith 
-1 3 
the initial array, to a constant value of I. 675xIO per Jl • 
To obiain the density profile through the surface 
was of course one of the main aims of this whole investi-
gation.The observed change from the initial abrupt cut-
off to a certain final shape was, however, also found 
to provide one of the most easily recognized indication 
of the system's approach towards a stable state • 
6.6 The Pair Distribution of the_Interior Region 
Since it was our aim to investig<:i.te the structure 
of the surL~ce region ·oetween bulL liquid and its ·vapo:ur, 
it was important to establish, that the interior of the 
1L1uid lamina showed an equilibriuin structure s:LrriL:ff 
\ 
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FIG 4: The radial distribution function found. for the interior 
of the liquid lamina.The mean density in this region 





to that of bulk liquid are;on. For this reason, the ra-
- . 1 d. t . - _,_ . f _,_ . (l)( ) bt . d f .1..h. uia is ribuvion uncvion g r was o aine or v is 
central region. The resolution used. was t A and the 
curve is shown in Fig. 4. 
It seems in good agreement with previously reported 
radial distribution functions for liqtiid argon (9,s7) 
J:' • (l)( ' The ~unction g r; obtained here, was also used as 
"reference" functj_on for our investigation of the pair 
distribution in the surface. 
As judged by the above points, the system reached 
an equilibrium state approximately IO ps after it was 
started off. Averaging for equilibrium properties was 
begun after a further IO ps of simulation, and it was 
observed, that these q_uanti ties seemed not to. change ap-
preciably during the next 90 ps . 
It is to be noted, however, that all quantities re-
ferring specifically to the low density regions(gas phase) 
did not show this fast progress tov..-2rds equilibrium valu-
es, and in fact tended to still shmv appreciable fluctu-
ations after IOO ps. This is however not surprising, 
since one should expect the relevant relaxation times 
to be inversely proportional to the densitieso 
Secondly, it is realized that in macroscopic terms, 
even 100 ps still represent a rather short time period. 
The fact ths.t the 11 interior 11 radial distribution did, 
however, approach the genera~_ly accepted equilibrium forra, 
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does lend weight to the view, that the surface structure 
of the 11 stable 11 state reached, can be used to obtain 
information on the bulk liquid - vapour surface in 
eq_uilibriUlil. 
It is of course not possible to base the interpre-
tation of our results merely on a qualitative statement 
like the above. The relation between our simulated 
system and the macroscopic free surface,at which this 
investigation is aimed, "'Hill in fact have to be discussed 
in some detail and in quantitative terms, before the 
relevance of our results is established.This will be· 




On the Determination of the Surface Properties 
In this seption, we will discuss the methods used, 
and some of the underlying assumptions, for the determi-
nation of the surface quantities, which were investigated. 
Some of the details given here, are only included 
for the reason, that no computer simulation of a liquid 
surface has been reported up to now~ No 11 proven.methods 11 
exist therefore for the determination of the surface 
properties, . and some points ( difficulties ,mostly ) , which 
arise in our methods, are mentioned only, because they 
are peculiar to the surface situation, and are presumab-
ly met here for the first time, and not because they are 
necessarily of great inherent interest • 
LI The Determination of the Suecific Surface Energy 
Our aim was to obtain the specific surface energy 
for a macroscopj_c plane surface (of argon) from our MD 
simulation experiment. 
Before we can dicuss our method used to find it, we 
have to consider a definition of this quantity. 
Following the approach of Gibbs ( 9 ), vrn C<.,n define 
*This refers to a three-dimensional liauid.For a two-dimen-
sional model of a liquid, Croxton and-Ferrier have repor-
ted a MD simulation of the surface ( 66 ) • 
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the surface energyU5by writing 
u -- -( 7.1 · ) 
Here U is the actual internal energy of the whole system, 
including the liquid phase, the interfacial region and 
the vapour phase; Ll,t is the internal energy of the liquid 
phase assumed homogeneous up to a Gibbs dividing surface, 
Uvis the correspondinc; quantity for a vapour phase as-
sumed homogeneous up to the s&mi dividing surface. 
The quantity of interst is the "specific surface 
energy 11 , that is Us per unit area, for which vrn will use 
the lower c~se symbol u5 • 
The in~ernal energy can be expressed as the sum of 
two terms, one corresponding to kinetic energy, the other 
to potential energy • Thus vve can write for the internal 
energy per unit volume in the interior of homogeneous 
bulk liquid , U,.t 
- ( 7. 2 ) 
where nl is the constant number de:nsi ty in the liq-
uid phase and ~ indicates the avera0e potential energy 
per molecule in the liquid. 
Similar expressions can be written for the vapour 
phase and the surface region, 2.nd it is easily sheYm, 
thct ~can be calculated from the potential energy con-
tribution alone, if the equimolecular dividing surface is 
chosen as the Gibbs dividing surface. 
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The expression for u 5 becomes then 
U = W - Vlf. - VvAJ- -(7.3) 
The location of the equimolecular dividing surface 
is given by 
here 'l,t and 't.v are assumed to be situated far inside 
the homogeneous liquid and vapour phase respectively. 
This dividing surface was used in the present case. 
The position of the equimolecular surface was obtained 
from the density profile by a graphical method, and is 
indic~~ed in Fig.9 
The avera{3;e potential energies Yv , W;_ and w~ were 
bbtained from the simulated system. For this purpose, 
the ordinary Lennard-Jones interaction potential was used 
rather than the modified form used in the integration 
process • w~ was found by determining the average poten-
tial energy of molecules in the interior of the lamina, 
and W-.r from those in the vapour region, far from the sur-
face. For the determination of w , the whole simulated 
system was used,including the surface ree;ions, the result 
thus being, in a sense, an average over both surfaces. 
The following points had to be considered, hnwever 
The range for which individual interactions between 
\ 
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molecules could be considered, was again limited to IO ~. 
To account for the effect of molecules at separations 
. 0 (l) . 
grea1;er than I 0 :. , g ( _E, , r 
2
) was assumed equal to unity 
beyond that distance, and correction terms were calculated. 
This· vras a simple matter for the determination of wJ.. 
and w,,,_, but was found to be somewhat involved for w 
since the density profile through the surface itself had 
to be used for this purpose. 
Further correction terms were added to account for 
the interactions between those parts of a macroscopic 
surface system, which would be lying outside our perio-
die cell (i~e. in the z-direction ). 
The result was thus intended to represent the spe-
- cific surface energy for a plane surface of macroscopic 
dimensions, rather than a lamina of finite width. 
7.2 The Determination of the Surface Tension 
The approach used in the calculation of the surface 
tension,was basically similar to that for Us • 
We can use a mechanical definition for the surface 
tension of a plane surface 
+.oO 
t == Jr p - ~ (;!J) "-"' - (7. 5) 
- oO 
~ is the tangential component of the pressure tensor, 
which for the plene surface is a function of z only(i.e. u -.,ex 
\ 
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or p':l~' Rx was used ) • Pxx. is the sum of two contributions 
, the kinetic part, due to the momentum transport of the 
moving particles across the unit area, and a 11 static 11 
contribution, due to the forces between molecules. 
By referring b to the equimolecular dividing surface 
(at ze ) we again effect the cancellation of all kine-
tic contributions, so that equation ·(7.5) becomes 
"\" oO 
y ~ J ( ~ -P, C ;;;)) ,le --(7.6) 
-V\'.J 
where the symbols 
\t '\\ 
refer now to the static part alone. 
P;vtakes the values appropriate to the homogeneous liq-
uid or vapour phase, depending on whether z is smaller 
or greater than z8 • The integrand thus becomes zero both 
inside the liquid and inside the vapour. 
~~ was determined by obtaining aver~ges for the stress 
in the interior of the lamina, and in the vapour respec-
tively ( the latter quantity was found to be almost 
negligible ), and the tangential stress component 
was found by averaging the x-components of interparticle 
forces, acting across a mathematical surface normal to 
the x-direction, for the whole system. 
Interactions between molecules were considered ex-
plicitely again only for distances of up to IO 0 1~ • 
To account for particles at greater distances, g~) was 
again taken equal to unity, and correction terms were 
\ 
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calculated. The calculations for these terms was fair-
ly complicated, and some approximations had to be made, 
but their relative contribution to the value for was 
less, than was the case for Us ( only about 5 ~), be-
cause the interparticle force falls off with distance 
even faster than the potential. · 
Ll The Investigation of the Den·si t:y Profile 
One particular difficulty inherent in a computer 
simulation of a liquid surfaoe, stems from the fact, that 
one has to simulate regions of both, high and low densi-
ties, at the same time. The large number of particles 
necessary, and the energy stability conditions applying 
to the high density region, require a large amount of 
computer time - the pro~ress in the simulation is slow. 
The time necessary to obtain statistically meaning-
ful result for quantities connected with the surface or 
the vapour region of the system, is,on the other hand 
rather long, much longer than would be the case for a 
ordinary dense system, since these times are approximate-
ly inversely proportional to the density. 
Thus one finds, that a simulation of the surface 
requires a particularily large amount of computer time 
before results can be obtained. 
In the face of this difficulty therefore, a compro-
mise had to be made about the resolution, with which 
\ 
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distribution functions in the surface could be determined 
in tfl.is MD experiment. 
It was also not known at the beginning of the simu-
lation experiment, for how long averages would have to 
be taken. Our approach has mostly been, to use a rather 
optimistic resolution in the measurement process? and to 
use these measured values to obtain the function vfi th a 
much poorer resolution, as long as this was necessary. 
As the simulation process was continued, distribution 
functions could then be determined with progressively 
greater accuracy, and more detailed insight in the molecu-
lar surface structure could be gained. The simulation 
was not continued long enough, however, to be able to al-
ways accept as statistically significant, information 
on the level of the best (measured ) resolution - this 
would in some cases probably require quite unrealistical-
ly long simulation times ( for the present MD program ). · 
We will novr turn particularily to the determination 
of the density profile through the surface. 
The quantity we want to investigate is the nsinglet 
distribution function 11 in this region. 
In a notation suitable for the Canonical Ensemble 
( N. is the nu..mber of particles), vre can define this con-
figurational distribution function of the lowest order, 
( 1) 
n (r ), as the. probability density of finding a molecule ,..., 
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at position r , with the normalization ,..., 
N J (I) I vi (;!) dL f, 
For the interior of a fluid phase, J')becomes the 
ordinary nuaber density, which is· usually a constant in 
an equilibrium situation, v1hile for our plane surface n(l) 
is a function of z only. 
The computer routine used for obtaining information 
on J'~z), therefore divided the periodic cell into 160 
parallel '1strips 11 , or regions, normal to the z-direction, 
and each of width equal to 1 0 2 1-1. • Averages were taken 
at intervals of I ps for about 75 ps, and the density 
profile could thus be obtained with a resolution of (thee-
retically )' t 0 .ti. • 
Our simulated system contained of course two plane 
surfaces, and the density profile was thus obtained for 
both at the same time. It Yrns hmvever decided, not to 
derive some average profile from these two, but to ob-
serve both surfaces separately. The reason for this is, 
that is was thought to be not too easy, to form such c::.n 
average in 2. satisfactory way. In particuJ 3.r, by com-
bining the two functions, uith one slightly shifted with 
respect.to the other, due perhaps to a slight asymmetry 
in the lamina, all kinds of spurious and misleading 
features could have been produced in the 11 average 11 profile. 
\ 
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7. 4. The Investigation of the ?air Distri bu ti on Function 
The pair distribution function vrns investigated for 
both, the surface zone, and the interior of the lamina. 
We have defined this function already in Section 2 and 
will now give some information on· the methods used for 
this investigation. 
·In the interior of the liquid lamina, the pair dis-
tribution function was assumed to be a function of the 
interparticle distance only (and this was verified ), 
described thus by the radial distribution function(RDF). 
This RDF vras thus determined with respect to 11 reference 
molecules 11 , which had to be found within a distance of 
4 f, from a 11 central z-plane" through the centre of the 
lamina. g('l.)(r) was obtained for values of r 




To choose suitable averaging procedures for investi-
gating the pair distribution function (PDF) in the surface 
zone itself, was slightly more difficult. 





thus defining the PDF (2.i ' 1 ..J... g ,r ,r,) as a genera isa~ion of 
""'"'1 r-"" 
the radial distribution function •. 
It follows from equation ( 7. S) 8.nd the definition 
\ 
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of n that 
- ( 1. ~) 
In the case of a plane liquid surface, where the den-
sity gradient exists only in the z-direction, i1~r ,r ) 
,_ l ,...... 2. 
will be a function of only three variables. For this 
investigation, the most suitable choice of variables 
seemed to be ( z
1 
, 'f , r ) • z, is the z-coordinate of one 
particle, lf is the angle .between the vector .En = r~ - r 1 ,..._ ,.._ 
and the positive z-direction, and r =Ir- rl • ,...2. ,..I 
Two factors served to limit the accuracy, with which 
we could determine g(i..')in the surface : 
The first, on vrhich vrn have already remarked, is the 
difficulty encountered of obtaining statistically signi-
ficant results for functions reaching into the regions 
of lower density. 
The second lies in the fact, that we are concerned 
here with a function of three variables. The resolution 
with which such function can be obtained for all three 
variables, is severely limited by the amount of data 
which can be dealt with - even by computer. This is espe-
cially so in this case, where these data do not only have 
to be stored, 'but also have to all be updated every IOO 
or 50 simulation steps. 
Vii th this in mind, information on g(3.) in the surface 
region was obtained as follows : 
Values of z
1 
were restricted by considering as 
\ 
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"reference molecules 11 only particles found within one 
of 20 ne.rrow 11 strips 11 (each of width I fL in the z-direc-
tion), which were arranged at regular spacings, with IO 
in each surface zone. 
The dependence of g('-) on f was investigated by recog-· 
nizing only 5 different directions, namely one in the 
direction of the density gradient, another at right ang-
les to this (parallel to the surface), and three more 
intermediate directions. Fig.5 i~dicates the arrange-
ment, and shows also, that the r-dependence was establish-
ed in both the forward direction(i.e. towards the gas 
phase) as well as the 11 backward 11 direction. In e2.ch case 
the r&dial variation of (2.) g was investigated for values 
of r from zero to I2 0 with a resolution of 1 0 .h' 4 Ji. 
The total information obtained about g~Jwas then 








FIG5_: Diagram showing the arrangement for investigating the 
D,) 
¢-dependence of g(z.,¢,r) .Only five distinct directions, 
numbered I to 5 , 1vere recognized .For the sake of clarity, 
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SECTION 8 
The Effect of the finite Width of the 
Lamina 
By simulating a film of finite width, it has been 
possible to obviate the problem posed by the anisotropy 
associated with a plane surface. It has been further 
concluded from the facts summarized in Section 6. , that 
such a syste~ can be simulated for.long enough times to 
investigate its molecular structure. 
The fact remains however, that our system is diffe-
rent from the one about which information is really 
sought - the interface between bulk phases . 
Before discussing the results obtained, we must 
therefore consider, in how far our results are of rele-
vance for the macroscopic interface. 
The kinetic temperature, at which the simulation was 
carried out, was equal to about 97.I°K • It was found 
at the same time, that the mean number density at the 
centre of the film was 
.2. . 
I. 67 5 x I 0- atoms/fi.3 , vvhich car-
responds to a density of I .12 gm/cm3 
Ue note,th2t these values are not in agreement for 
bulk liquid argon in equilibrium with its vapour. For 
this case, the density found. for the interior of the liq-
uid film would correspond to a temperature of about 
124° K « 43 > 
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There exists, therefore, a significant difference 
between the equilibrium state reached by the simulated 
lamina, and that of a free surface of a bulk sampleo 
This difference, which is due to the finite width of the 
lamina, must also imply a difference in the molecular 
configurational structure, both for the central 11 bulk 11 
region, and for the surface zone, and cannot simply be 
neglected. Fortunately, this is also not necessary. 
The interpretation of our results is based on the 
generally knoVin fact, that the configurational structure 
of a simple_ classical liquid depends on temperature al-
most exclusively via the density.(46) 
The experimental evidence for the interior liquid 
phase shows, that the pair distribution function gci> 
would be essentially the same for two states of the same 
mean density, but having different temperatures (and 
pressures ) . ( 67) 
Evidence of this phenomenon, more specifically apply-
ing to the surface region, is provided by the temperature 
independence of the parachor. 
Fo~lowing Sugden( GS), we can define the parachor· 
p by 
p -(8.1) 
t is the surface tension, YL,t and Y/..11are the number 
densities of the liquid and vapour phases. 
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It has been found, that the parachor - for any given 
substance -· remains very nearly independent of tempera-
ture over a wide temperature range ( 43). In fact, it 
has been shown by Len..nard-Jones and Corner (33 7 3 s ) , that 
P can be linked directly to the parameters f and o- of the 
Lennard-Jones 12-6 potential by 
-(8·:D 
an expression, which was found.to be exact to within 
3.6 % for various liquids. 
Thus, from equ.(8·0, or by re-writing that expression 
as 
-(8. 3) 
which is a particular form of McLeod's Equati6n(69), 
we can see~ that the surface tension depends only on the 
densities of the two phases. 
In view of the fairly complicated dependence of t 
on the distribution functions, and the analoey with the 
bulk liquid phase, it seems reasonable-though not logi-
cally compelling-to infer from these indications, that 
the configurational structure in the surface should also 
depend on the densities only. Even if not strictly true, 
this appears to be at least a good approximation. Some. 
further· evidence for our interpretation is·supplied by 
this computer simulation itself and will be discussed 
in the next section. 
\ 
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The underlying cause of this, for our purpose for-
tunate, property of classical simple liquids, must be 
sought in the steepness of the repulsive part of the in-
teraction potential. ( 4 6 ) 
From these arguments we conclude, that we should 
accept as basis for the interpretation of our results, the 
follovTing view : 
we are simulating a surface of liquid argon, which 
is defined by the measured d~nsities of the two phases. 
This surface is most closely analogous to a macroscopic 
free surface at a temperature of I24°K, and the results 
obtained frcim this MD calculation are therefore interpre-




Surf ace Tension and Surf ace Energy 
The relevance of the results obtained in the present 
work, and the suitability of our basic method as a IdD 
calculation in the liquid surface, does obviously depend 
to a great extent on what has been said in the previous 
section. We therefore may take the view, that any irn-
portance, vvhich may be attached to the values for 't and 
tA.s found here, does not only lie in their being determi-
nations of thermodynamic surface properties by a MD me-
thod, but also in the role they can play in underpinning 
the above argument • 
Before persuiftg. this point further, we will now look 
at the actual values obtained. Both, surface tension 
and surface energy,will be considered together. 
The values found were 
r = ~-. 2 + 570 (dynes/cm ) -
-(9.1 ) 
l{s = 28.17 + 4~b (erg/ cm.l ) -
Contributions to the estimated u~certainties indi-
cated, arose mainly from the following causes : 
. i) Remaining statistical fluctuations contribute 
considerably to the uncertainties, since averages uere 
taken over a period of only 40 ps~ This effect is of 
creater relative importance for the surface tension. 
\ 
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ii) The uncertainty in the location of the equimo-
lecular dividing surface has some effect. Both quantj-
ties were calculated with reference to the Gibbs equimo-
lecular dividing surface, so that kinetic contributions 
to t and to !As did not have to be considered. 
The location of the equimolecular dividing surface 
was determined from the density profile by a Graphical 
method, probably to within ± 0.3 A • For a more accurate 
determination, the profile itself would have had to be 
available with a better resolution. 
iii) Various approximations, used in the calculati-
on of t and l).5 have been mentioned already in Section 7. 
These must be considered additional sources of error. 
iv) We must note, finally, that our values obvious-
ly depend on the parameters of the assumed Lennard-Jones 
potential. 
In order to facilitate comparison with experimental 
and theoretical values reported in the literature, we 
will 11 reduce 11 our results from a temperature of I24°K , 
for which they are taken to apply, to equivalent values 
at 90 °K. 
A well-k~own equation for the temperature dependence 
of the surface tension is the semi-empirical Katayama-
Guggen:D.eim formula (44,45) 
y ¥0 r1 - Tt -(9.2 ) - Tc ~ 
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where Tc is the critical temperature and to is a constant. 
For argon, these values are T = I50.7°K and 
~= 36.31 dynes/cm. 
This formula has been shown by Guggenheim (45) to 
be quite accurate for argon, and is used here to reduce 
our value for f to a temperature of 90°K. 
To obtain an expression for the temperature depen-
dence of the specific surface energy, we note, that the 
Gibbs-Helmholtz equation for a plane. surface takes the 
form (11) 
T& 't - J.T 
or, written alternatively, 
J. J ( t) 
-T JT T· 
- ( 9.3 ) 
- (9.4) 
Thus, use of the Katayama-Guggenheim formula in equa-
tion ( 9.4 ) yields 
d. 
. l,l' = ,, [1 + f T*)[1 - r~r -<9.51 
vvhere we have used the notation T = T/Tc. . 
Furthermore, from equation ( q.~) and equation (q.s), 
we obtain for the wide temperature range, for which equ-
ation (q,1) holds, the ratio of surface tension to 
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- ( 9 .6 ) 
Using equations ( '10:D and ( q ·5) to reduce~ and lils 
from I24°K we obtain, corresponding to a temperature 
of 90 °'.K 
--( 9.7) 
't = I I . 5 · ± 5~o (dynes/cm) 
(e:-cg/cm'- ) 
These results are compared with previously published 
values in Table I. . It can be seen, that the agreement 
of our results with the experimental values is, by com-
parison, quite satisfactory. 
The surface energy found seems still a bit lov1 com-
pared with the experimental reported result,35 erg/cm': 
It can be noted in passing , however, that, if one uses 
the rather well established experimental value for the 
surface tension at 90 °K ( 't = II. 91 dynes/cm ) in eouation 
( <:r_c) , one obtains a value for U.s at 90 °K of 33. 5 erg/cm~ 
rather than 55 erg/cm~. 
We can now return to the point raised at the begin-
nig of this section. 
In what way do our results for t and ~ support the 
view, that the surface structure of our lamina is basi-
c2.lly equivalent to that of· the 11 bulk 11 surface at I24 °X ? 
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T~'l.BLE I The surface tension and the surface energy of 
argon a t 90 K . 
0 U..s 
. dynes/cm erg/cm~ 
* Experiment 11.9 35.0 





Hill 6.0 19 .0 
?tot 
Harasima (free volume theory) 26.4 
3b 
Corner (free volume theory) 23.I 
37 17 
Ono ,Kondo and Ono (hole theory) 11.2 25.0 
' 
our' values obtained here 11.4~ 32.4 
' 
* Baly and Donnan :J.Chem.Soc. 8I, 907 (1902)'--G.Rudorf:Ann. 
' 
d. Phys. £9., 751 (1909) 
* *Harasima, A. :Molecular Theory of Surface Thension.ln:Advances 
in Chemical Physics, Vol l(ed.1. Prigogine)lnterscience 1958 
Harasima, A. :Calculation of the Surface Energies of several 
Liquids.Proo. Phys.-Math. Soc. Japan 22, 825 (1940) 
See also ( ~' ) for some more values at the Trinle Point 
I = 11.93 , Us= 35.4 
Ferrier ( 5"6) 







The temperature of I24°K ,identifying the state of 
the free surface, was originally inferred from the mean 
density found in the interior of the liquid film. 'fhe sur-
face tension, which depends implicitely
1
on the molecular 
of the surface, has now been determined. 
We find very reasonable agreement with the experi-
mental value for the buU: surface at 124 °K. 
The validity of the empirical McLeod equation,.thus 
seems to extend to surfaces of thin films of this nature. 
' , I 
Therefore,either the microscopic structure of our 
lamina surface(i.e. singlet and pair distribu~ions ) is 
essentially the ~ame as that of the bulk surface between 
the same densities, - in which case our interpretation 
of Section 8 can be accepted - or, if it is different, it 
1 is distorted in such a way, that the surface tension cal-
culated from it is still the same. One notes, however, 
that one could simulate a number of laminae of different 
widths, and at appropriately different kinetic temperatu-
res, ·which would all show the same interior .densities • 
. These would then be expected to all have different con-
figurational structures, while presumably all having the 
same surface tension, since our particular choice of la-
mina width and energy does not have anything, particulari-
ly distinguishing it from other possible choices. 
Rather than conte~plating, that - for fixed bulk 
densities - various different microscopic surface struc-
\ 
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tures can be produced by selecting various laminqs of 
different widths and temperatures, or bulk surfaces at 
different pressures, all having the surface tension in-
· variant, it seems much more reasonable to accept, that 
the constant surface tension is just indicative of the 
invariance of the distribution functions themselves. 
This is further illustrated by the agreement found ' 
for the surface energy. We can use the values fort and V..s , 
determined from the simulated interface,in equation (!/.&), 
'to obtain the temperature, at which the ratio of 't and lA.s 
for the macroscopic free surface is equal to the ratio 
found here. Using our values from equ. (q,j), and solving 
('.G), we obtain T = I24.I2°K, in practically exact 
·'agreement with the value founQ. from the interior mean 
density of the lamina. 
=~ The closeness of the agreement seems somewhat for-




The Density Profile 
The microscopic structure of the surface was inves-
tigated by attempting to determine the singl~t distri-
bution and the pair distribution in this region. Although 
they are of course intimately related, we will consider 
these two functions separately in this and the follow-
ing (Section II.) sections • 
IO.I Review of previously reprted Results 
Before turning our attention to the results obtain-
ed in the present work, we will give a review of the ex-
. ist .. ing. knowledge about the density profile for simple 
liquids.( 56) 
For this. purpose we can recognize throe distinct 
contributions 
i) the experimental evidence 
.ii) results of 11 approximate theories 11 • By this we 
mean other than strictly statistical mechanics 
approaches. 
iii) results from the distribution function approach 
of statistical mechanics 
If one perhaps excludes the critical region, one has to 
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note, that little direct information on the surface struc-
ture of simple liquids has been obtained from experi-
ment. Indirect evidence, however, obtained from studies 
of the dependence of the surface tension on the radius 
of curvature, small droplets, liquid metals, to name but 
a few, hus long been taken to indicate, that the interfa-
cial recion should, for temperatures below the critical 
point, be very narrow - of the order of a few inter-
molecular distances~t7> 
Details about the form taken by the density change in 
this microscopic region have been first obtained from 
a quasi-thermodynamic approach by Hill ( 41 ). The method 
uses an integral equation, derived fro~ the constancy 
of the chemical potential across the phase boundary, to 
calculate the density profile. These profiles were obtain-
ed by Hill for various temperatures and are shown Fig. 6 
The for many years only other density profiles at 
these temperatures, were those obtained by Ono and Kurata 
( 37,38) from the "hole model". These·curves show essenti-
ally the same shape as the profiles of Hill, and the baaic 
equivalence .of both methods has been pointed out by Kondo 
and Ono ( t 7 ) 
In both cases, the density changes monotonically from 
liquid to vapour. It is however a point of contention,as 
pointed out earlier, to what extent information on the 











Fig. 6 : Density profile obtained by Hill( ~ ) from 
quasi-thermodynamic theory. 
· (Figure taken from ( s' ) ) 
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~ore recent is the development of a method by 
Toxvaerd ( 62 ), which is based on the perturbation the-
ory of .L.vmnzig ( 10), Barker and Henderson ( 11 ) • For a 
square-well liquid Toxvaerd obtains a monotonic density 
profile thro~gh the surface • 
The distribution function approach of statistical 
mechanics has during the last twenty years formed the 
theoretical basis for most of the information eained about 
the microscopic structure of dense fluids. It has in the 
most recent years also been applied to the liquid surface, 
ruid approximate forms of the density profile have been 
obtained.< 56 > 
The integral equation most suitable for this purpose, 
is the Born-Green-Yvon-Bogolubov integro-differential 
equation of the lowest order, which is an exact equation 
linking the singlet and the pair distribution functions: 
- (10.i) 
\fl(!~ is the interaction potential (assumed to be 
"pair-wise", k is Boltzmann•s constant and T the tempera-
ture. (V, indicates the gradient with respect to £. ) 
By writing 
0) 0) 





(nhcre '\Lis the density of the liquid phase) , we can 
ro-wri tc equation ( 10 ii) as 
(1) (I) f (1 ) ( 1) 
'*-r v, t (£J = - tt1- t ( r,) v; r ( £,~) t cf J ~ < £ 11h )ol.fi 
-(10,Lf) 
The density profile is defined by the function g< 1) 
which is to be obtained as a solution of equation (10.,). 
7he problem lies in the fact, that in the integrand, the 
f t . (1.). k ·unc ion g is not nown in the surface zone, and the 
need arises at this stage, to choose a suitable approxi-
mation for the pair distribution in this region. 
1rhe work of the various authors, who have used equa-
tion ( tO. I) to obtain density profiles, is thus character-
ized by the different approximation used for g(1 ). < 56 > 
(Jouanin 1969( s1), Toxvaerd 1972/73( i2,s9),Croxton and 
Ferrier 1971( 59,EiO ), Nazarian 1972(,61 ) ). Usually, 
some kind of interpolation between the RDF's of the two 
phases was employed. 
Two different approximations used by Nazarian( 61 ) 
were 
a) (l)( ) 
~l ., 
( L) {l) 
<J' CJ'11- ( ( ) l f t I + l 1 > 0 
_ ( 10.s) 
(2) d 
Where gJ.. an 
£t) 
g~ are the radial distribution 
functions in the :i.n.terior J iquid and vapour phases; and 
(\) g..,. was in turn approximated by 
('?.) 
~" ( (') exp(-re:rfjtT) 
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and the location of the equimolecular dividing surface 
is at z =0 • 
Secondly, 
where A is the unit step function. 
For both these approximations Nazarian has obtained 
density profiles for argon at 90°K, and both curves show 
a very strongly oscillatory character • (Fig .• 7 ) 
A different form of interpolation between the bulk 
RDF's has been used by Toxvaerd( sa ) by assuming 
(i) (.a.) (1) ) ) (Z.) (I) ) i (~,,fJ = rJ.. ~ ("ij11: Cf:.) -+ (I - o< ~ ( f',1j n C-f,) 
(2) (1) ) 
~ (r,\ j n. (0 indicates the RDF appropriate for a constant 
(ID• 8) 
(1) 
density equal to the value of~ at r .These density de-
pendent RDF's are themselves in turn approximated as li-
near interpolations between the RDF's of the liquid and 
the vapour phases. Selfconsistent solutions for ~(/) are 
obtained for om value of rl.. only for each fixed temperatu-
re by iteration of equation ( 10, \ ) • The results show 
monotonic density profiles, in contrast to.the results of 
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Fig. 7 : The density profiles( for 90'K and 
argon ) obtained by Nazarian( '1 ) by 
employing two different approximations·. 
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• . 1. 
Density profile obtained by Croxton and 
Ferrier ( 71 ) (Taken from ( s-")) 




A somewhat different method of obtaining 
(1) 
g from ·l,\,~ " 
equation has been employed by Croxton and Ferrier (s9,S6 ) 
These authors have used a constant, isotropic RDF for 
g(~>, and have tried to account for the effect of the an-
isotropy of the surroundings in the surface, "felt" at 
r 1 by changing the interaction through the inclusion of 
an operator, which is in effect a z-dependent function 
multi plying \('( .f;
1
) • The density profile obtained in this 
way for argon at the triple point, is aeain of a non-mo-
notonic character( Fig. 8 ) , although not showing such 
extreme oscillations, as those obtained by Nazarian ( 61 ; 
Vie can therefore summarize the existing position 
as follows : 
Various forms of the density profile have been ob-
tained. The most important question, around which most 
interest is centred, is at t_he moment, whether or not den-
sity profiles, of an oscillatory, non-monotonic form do. 
exist, even for simple liquids like argon. If this is the 
case, it can be assumed all the more, that the surface 
structure of liquid metals could have this oscillatory 
character. 
Results related to quasi-thermodynamics seem to show 
monotonic profiles, but it seems unlikely that these ap-
proaches could show microscopic features like these os-
cillations anyway. 
Statistical mechanical derivations, on the other 
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hand, have yielded non-monotonic profiles, thoueh not for 
all methods (e.g. Toxvaerd ( s8) ). Furthermore, non-mo-
notonic solutions do not show consiste.ncy about the mag-
nitude and the extent of the oscillations. 
The evidence for the existence of oscillatory pro-
files provided by the 2-dimensional MD calculation ( 66), 
is weakened by the fact, that oscillatory forms are more 
likely to exist in two-dimensional models than in three-
dimensional ones. 
Our next step is now,to consider the profile obtained 
in the present work. 
I0.2 The Density Profile obtained in the Present Work 
It has been noted already, that the simulation of 
the liquid surface requires an particularily large amount 
of computer time, because of the need to average for very 
long periods'· before statistically significant results 
are obtained. Vie have indicated, thc..t this difficulty im-
poses restrictions on the resolution with which distri-
bution functions could be determined in the ·present work. 
The problem is particularily critical here, since 
it is exactly the question of whether stable density os-
cillations are indicated by the profile, which is of most 
interest, and because of the need to distinguish these 
oscillations from the remaining statistical fluctuations. 
The best approach would be,of course, to simply continue 
0 
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the simulation , until these questions can be answered 
with certainty, but unlimited computer time can of _course 
not be available. 
In the light of these remarks, the need is felt, to 
approach the interpretation of the results obtained here 
for the density profile, with some care, and to proceed 
from hicher levels of confidence(i.e. in the results) to 
those of lower confidence in a systematic way. 
We will thus first consider the obtained density 
profile at a resolution of 2 ! , try to see what infor-
mation can be gained from this, and then consider the 
(same) profile function for resolutions of I ! and t ~. 
The density pTofile through the liquid surface of 
argon at (effectiv~ly ) 124~ is shown in Fig.$ ,plot-
ted for a resolution of 2 l. For this, the statistical 
significance of the curve can be accepted with consider-
able confidence. Evidence for this is provided by : 
i) Analysis of the behaviour of individual values(i.e. 
at certain definite points ) during the averaging 
process. 
ii) The other surface of the lamina has a similar shape 
iii) The smoothness of the curve. 
The following features of the profile can be noted : 
i) The density change is accomplished over a dist-
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FIG. 9 
z (in Angstrom) 
: The density profile through the surface.~ is the mean 
number density in the interior of the liquid film and was 
taken as I.675 xIO.i atoms/Jt3 (I.I2 gm/cm'3).The vertical 
broken line indicates the position of the equimolecular 
dividing surface(±0.3 A) 
( 2 1 - resolution ) 
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ii)The general shape of the profile seems similar to 
that of the functions obtained by quasi-thermodyn-
amics by Hill ( 41 )(also those of Ono and Kurata(3'pS)) 
iii) A deviation from the monotonic form of the profile 
is shown by the depression near z = 9 ~. This 
is small in magnitude, but should be accepted 
* as significant. Our profile refers to the rather 
0 
high temperature of 124 K, and any deviations from 
monotonic form must be expected to become pro-
gressively less pronounced as the critical point 
is approached. 
At this (relatively highest ) level of confidence, we 
" can therefore conclude, that, even for argon at 124 K , 
the profile is not strictly monotonic. The existence of 
this small oscillation at this temperature, makes it seem 
unlikely, that the oscillatory nature of solutions obtain-
ed theoretically for lower temperatures, should be just 
a spurious effect, due to the approximations involved in 
·"" the method of calculation. 
Whether the density profile at I24°K has precisely 
\ 
the form shown in Fig.9 , or whether density oscillation 
of "wavelength" smaller than 2 .1t are present, can of course 
• At an intermediate stage of the calculation, this was 
in doubt, but has now been established by method i)above. 
**It may of course still happen, that a method of calcu-
lation, which, because of approximations involved,will 
only yield smooth profiles as results, shows oscillato-
ry forms for earlier iterates (e.e. Toxvaerd( s8) ?? ) 
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Z (in Angstrom) .. 
Density Profile through the surface, This· 
curve was plotted with I ! resolution and 
clearly shows oscillatory character. Uncertain-
ty in individual values is approximately 
±0.015 • 
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not be decided from the 2R-resolution curve in Fie.9 • 
I. A resolution 
The same density profile as in Fig.·9 , but using 
our measured values to resolution I A, is plotted in Fi~Q 
The individual points in Fig.9 are in fact simply averages 
over pairs of neighbouring values in Fig.10 • 
This curve seems to indicate, that our use of 2 ~ 
resolution, has indeed suppressed an existing density 
oscillation of shorter repitition length. It is felt, that 
the variations shown in the I A -curve, are not due to 
remaining statistical fluctuations. This opinion has been 
reached on the :following grounds 
The existing statistical fluctuations for a few 
individual values in the I: curve were monitored(e.g.-for 
the average values at z = 17.5 ~and I6.5 ~). The remain-
ing uncertainties in individual values were found be still 
large, about ± 0.015" , but clearly smaller than the height 
of the "peaks"and"troughs" of the oscillation. 
It is also evident, that the curve is quite smooth 
in the lower density region (i.e. beyond z =22 ft, say). 
Any statistical fluctuation should, however, be much more 
pronounced (for a longer time ) for low densities, than 
for the higher density part on the liquid side. 
Although individ~al values of the peaks and troughs 
are not obtained with great accuracy ( ± o.otS), we there-
fore reach the conclusion, that the singlet distribution 
78 
for our temperature, does seem to show defiriite oscilla-
tory character of the form indicated in Fig~Q • 
" " • 11 Tne amplitude of these oscillations is not very 
large here, but whether the oscillations might, for 90°K, 
reach the extreme forms shown in the solutions of Nazarian 
(Fig• 7 ( 61 ) , can not be decided from our results. 
One may speculate, however, whether the similarity 
between our 2 A-curve(Fig.9 ), and the profile cal-
culated by Croxton and Ferrier for the triple point.(Fie8. 
(sg 156 ) ) , which was presumably calculated with far better 
resolution, may not be indicative of a systematic sup-




The Pair Distribution Function in the Surface 
Our investigation of the pair distribution 
{2.) 
n in 
the surface zone will, as has been indicated already in 
Section 7 , take the form of an investigation of. the func-
tion gl
2
{ z, , tf, r ) , defined by 
~ (1) (l) ('Z} · 
: (lj. ~ (}: f)' ~ . ( t-,J t ( i,, lf) ( ) - ( 11. 1) 
By thus separating-«the "direct" and the "indirect" 
effect of the density profile in 
(.t) 
n , it is hoped to gain 
insight into the structure of the surface structure more 
easily. 
Very little seems to be known about the function g(z> 
in the interf.acial region. 
It has been mentioned before already, that various 
th h . t d lJ). th f b d. ff t au ors ave approxima e g in e sur ace y i eren 
forms of linear combinati.on of the liquid and vapour RDF' s, 
to calculate thermodynamic quantities or, more recently, 
to obtain the density profile from the BGYB-equation. 
Such.a scheme can in a sense, be of course considered as 
an indirect investigation of the PDF in the surface, but, 
as noted before' successful calculation of r and -I.ls in this 
way, does not necessarily imply the realism of the approx-
* The separation is of course mostly formal. 
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. (2.) (1.) 
imate form of g • The conclusion about g , which can 
perhaps be drawn from these calculations is, that one 
would not expect glt\n the surface to be radically different 
from the interior phase form. 
(1). The following direct investigations of g in the 
surface have been reported. 
Croxton and Ferrier ( 64) have investigated the angular 
(l.) 
(i.e. lf' - ) dependence of n for the plane argon surface, 
albeit in a somewhat restricted form assuming no radial 
d . t t. . (~)th . t is or ion inn ey wri e < 56) 
' . : 
(i) z. ci> i [P.o ) , ) Poe )'l 
YI. c~, f.):::: Vl,t ~,l (v) Aoo(l) o(lOStf +A.(e I lo~r~ 
l, e. 
ti) ) i <:z.) Al )[ l , J "- c 1 ) Vt <.. i, ~ = Yl,t ~,.l (:() oo c2 + A ( 2-). cos r 1 • 1 
Using this n(i.)to minimize the free energy in the sur-
. l. 
face, they obtain the functions R0'D and A..(t-) for different 
temperatures. We will co:mment on these results further 
below. Croxton ( 56 ) also reports an investigation of the 
radial distortion of gt~in the surface via ~he Smoluchows-
ki equation. This work has not been published at -the time 
of writing, but Croxton reports in his review article( 56 ) 
the result, that the· radial distortion of g{i) was found 
to be negligible. This, however, does not seem to be borne 
out by the results of the present investigation. 
In the absence of much detailed existing information 
on gcu in the surface region, the most suitable approach 
seems to be, to compare this function directly with the 
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RDF of the liquid interior. 
(1) 
In the present investigation, g ( z, , f , r ) has there-
fore been obtained as·a series of "radial" distribution 
functions, restricted to a nwnber of dicrete z
1 
-values 
and a few different directions. 
Information about the structure of the· surface zone 
is contained in abstracted form in the ('t) g -functions. 
The interpretation of a pair distribution function in the 
form of a mental picture o~ the three-dimensional arrange-
ment of molecules can, e.ven for the is.otropic RDF in the 
interior of a liquid, be done only in terms of the major 
features of these functions, like the "first peak 11 , 11 first 
trough", the "second peak" and so on. To interpret phy-
sically in this way the finer details of such a function 
explicitly, does not seem feasible for the isotropic case, 
or, a forteriori, for the anisotropic situation we are 
concerned with here. 
The ideal would be, to use our "measured" data to 
(t.) 
obtain a mathematical expression for g in the surface. 
This, however, has not been possible, because of the small 
number of discrete z1 -locations and directions for which 
g'~was obtained. Instead, we will exhibit the various 
"radial" functions, observe the deviation from the RDF 
of the interior in these curves, and attempt to recoenize 
some general trends in the form this distortion takes for 
different z, -positions and directions. To this extent our 
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The curves in FIG •. 12 to· 17 are identified by 
. . 
the appropriate z,counter numbers II to 20. 
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In order to simplify this task, we will now only con-
sider the following three distinct directions : 
i) normal to the surface, "outward" directed from 
liquid towards Va.Pour phase, called the F-direction 
in the graphs, 
ii) parallel to the surface - the Q-direction,and. 
iii) an intermediate direction at 45° to the positive 
z-axis - called the S-direction • 
Thus the different functions can be viewed as RDF's about 
molecules having z-coordinates equal to z1 (plus or minus 
t R). The locations of these z, -values are indicated in 
Fig .11 <md are used to identify the various curves , which 
are shown in Fig~~-l*~ogether with the RDF obtained for 
the interior lamina. 
These curves have been obtained by averaging for a 
period of 87 ps, at I ps intervals. To provide some in-
dication of the statistical significance, i.e. about the 
extent of remaining statistical fluctuations in these cur-
ves, some of .the same functions are shown after 72 ps of 
averaging in Fig l 5-17 . 
We will now make a few remarks about these graphs 
I. The F-direction 
Of the ten z, -positions used for the surface (Nos. ll 
to .2.Q ), only those numbered .lI. to l1 have been used in 
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Pair distribution functions _in the F-direction 
are shown, together with the RDF of the interior 
lamina.and an approximate form for the 5as phase. 
These ·curves are averages over 87 ps. 
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the three outer curves I8,,L9,20 reach far into the vapour 
phase and have not yet reached a satisfactory degree of 
significance. 
we note the following features 
The position of the First Peak seems unchanged. This must 
be expected from the steepness of the interaction potenti-
al. 
The First Trough shows a systematic change as we pro-
gress through the surface. Even curves II and 12 show 
an unsymmetrical First Trough, somewhat different in shape 
from the form shown in the interior RDF. 
Reference to Fig~Q indicates, that these curves actually 
cover the oscillatory part of the profil~ 
The unsymmetrical shape of the First Trough changes syste-
matically as we move through the surface zone : while the 
lowest point first seemed shifted inwards, it now appears 
to move outwards until the asymmetry seems "reversed". 
The change between the two shapes seems to occur 
somewhere between curves U and JA. Considering the z, -
positions of these curves in Fig.9 , one notes that the 
trough corresponds to material near the"shoulder 11 of the 
profile. The small "hump" at about r =5 ! developing in 
li and .I.5., and which seems to be "anticipated" in n at 
the outer slope of the First Peak, apears to be somehow 
associated with the beginning oscillations . in 
the profile in this region. The First Trough seems to 
become generally more shallow as one passes further to tlE 
3 
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low density region - as might be expected • 
The Second Peak also shows change of shape, shift in 
position and se8ms to be breaking up into two distinct 
peaks. 
The pronounced trough at about r = 9.75 ~ in curve 
l:l seems surprising, since this position refers to a very 
low density already. If due to a fluctuation, however, 
this would have to be a very persistent one, since compari-
son with the F-11 curve in Figj5 shows, that it has not 
much changed during the last 15 ps (i.e. from 72 ps to 
87 ps ). It thus would have either have had to have lasted 
for a long time ( or be measured very often ) during the 
first 72 ps, or must have persisted during much of the las~ 
15 ps. (Some other parts of curve 11, for larger r ,seem 
quite a bit changed ) 
The function exp(-'f(r )/kT ) , which may be taken as 
a approximation of the RDF in low density gas phase, has 
also been included for comparison. 
2. The Q-direction (parallel to the surface ) 
Curves .ll to 1.9. are shown in Fig.13 ( averages over 
87 ps ), and some of the curves after 72 ps are plotted 
in Fig.16 
Most noticable feature is the change in the shape 
of the First Trough, which is rather similar to the change 
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this similarity for the two directions which are at right 
angles to each other. The change-over from the one to the 
other type of shape of the First Trough, happens between 
curves l§ and I8. Curve 11 in between seems curiously 
distorted, and one notes, that the whole curve l1 now 
refers to the 11 shoulder " of the profile, Yvhere the 11 first 11 
strong oscillation (peak at z = I7.5A, trough at about· 
16. 2 ~. Fig .1 0 ) will be included in the volume sampled. 
The slope on the outer side of the First Peak appears 
to become smaller (in absolute terms) as one passes towards 
lower density (c.f. function exp( - r<r)/k.T ) ) 
3. The S-direction 
Curves 11 to 1.2 are shown in Fig.14 (87 ps ) and 
some are plotted i~ Fig.17 (for 72 ps ). 
These functions show similar features as the Q-curves. 
The srune change of shape of the First Trough is evident, 
but there are· three intermediate curves showing a symme-
trical First Trough. The absolute decrease in the slope 
on the outer side of the First Peak can again be seen. 
This seems to be a phenomenon generally associated with 
a d8crease in density. 
A curious phenomenon is seen in connection with the 
Second Peak of these S-curves. One notes, that alternate 
curves (i.e. differing in their z1 -positions by 4 ft ) 
show similarities in their Second Peaks : Curves .I2.,li,I6, 
I8 show a more peaked shape for this, l2. and l.4., and I6,I8 
90 
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FIG I6:Some pair distribution functions of the interface in the 
0 -direction(parallel to the surface) are compared with the 
radial distribution function of the interior.(Notation as FIGl5 
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FIG I1:Pair distribution functions of the surface region in the· 
S-direction(45°to z-axis) are compared with the radial distribu-
tion function of the interior liquid.(Notation similar to FIG 15 
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being respectively almost identical. 
Likewise, curves l.2,~,17. have a Second Peak of a · 
different, broader shape, those of 1.2 and .l5. being prac-
tically identical. The probability of these similarities 
being brought about by chance, seems rather small, but no 
satisfactory explanation seems to be at hand. The z
1 
-po-
si tions defining these curves are located in the oscillate-, 
' . 
ry part of the profile, but no obvious relation with the 
curious 4i-periodicity can be seen. 
The information, which can be obtained from these 
curves, can perhaps be summarized as follows : 
Compared to the interior RDF, the pair distribution 
function in the surface seems to be radially distorted 
to an appreciable degree. This distortion is already no-
ticable for the oscillatory part of the transition zone 
and is seen to follow a systematic pattern, as one passes 
through the ~urface, which, however, is not of a particu-
larily simple form in its details. 
For the same z, -position, curves associated with dif-
ferent dire~tions show a surprising degree of similarity, 
but there are also obvious differences. 
Our results do not seem to confirm the result quoted 
by Croxton (~s), that the radial distortion in g'~is 
minimal. 
Our results are not easily related to the investigation 
93a 
of the dependence of the pair distribution in the surface 
by Croxton and Ferrier ( ~~ ), since it is the function 
tl~ which is investigated by these authors. Since they 
assume an 11 undistorted 11 g(l} , and since the function g(J) 
multilpying g(t)in n~)would suppress most of the detailed 
<.t) 
features of g beyond the first peak anyway, the angular 
effect investigated by these authors seems to be mainly 
due to the density profile g(i) its elf. 
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Some general remarks 
Our method of using a lamina of finite width,seems 
to provide a suitable means for the investigation of the 
plane surface. ,Most obvious possible improvements would 
include the use of a somewhat faster integration routine 
which would make it possible to use a lamina of greater 
width, or to obtain results with greater accuracy. 
In the present work, we have been concerned only 
with 11 equilibrium11 properties, but the basic method used 
here seemes equally suitab:e for a determination of 
time-dependent correlation functions in the surface. 
The effect on the finite width of. the lamina, on these 
quantities would, however, have to be assessed first. 
- 95 -
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