The aim of this study is to investigate the utilization of Single Input Single Output Time Series Artificial Neural Networks models as a forecasting tool for estimating Free Residual Chlorine levels at critical locations of fairly complex Water Distribution Systems. The response surface methodology was adopted in identifying performance and precision trends as a function of number of steps used as inputs and number of steps ahead to predict (Horizons). The utilized response surfaces were for coefficient of determination and mean absolute error. The creation of response surfaces was achieved by developing Artificial Neural Network models for several combinations of number of steps used as inputs and number of steps ahead to predict that enable the calculations of coefficient of determination and mean absolute error for the selected combinations. Then these results have been assembled to obtain contour maps by distance weighted least square technique. The maximum attained coefficient of determination levels were within the range 0.656 to 0.974, while minimum achievable mean absolute error levels were within the range 0.0080 to 0.0284 ppm. The achieved mean absolute error is very low when compared with the followings: a) the applied Free Residual Chlorine levels from the source which is about 0.5 ppm and b) the minimum detection limit of the chlorine analyzers given as 0.01 ppm.
INTRODUCTION
Data driven artificial intelligence techniques provide alternative solutions to deterministic approaches for controlling and providing acceptable levels of Free Residual Chlorine (FRC) levels in Water Distribution Systems (WDSs). The reason for shifting to data driven approaches from deterministic approaches lies in the following facts: i) decay kinetics of chlorine within water is nonlinear and it is very complex to formulate while it is being transported to consumption points (Gibbs et al., 2003; May et al., 2004; Bowden et al., 2006; May et al., 2008) , ii) because of the mentioned complexity, the dynamics of decay kinetics are usually oversimplified by modelers to obtain solutions, that reduce predictive powers of deterministic models and consequently guarantees only low levels of precision. One additional weakness of deterministic models is the problem of unnecessary computational efforts even for small WDSs (Polycarpou et al., 2002) . Finally, a major drawback of deterministic models lies in the difficulties of accurately predicting the future water demands as emphasized by (May et al., 2008) .
Milestone research within this field goes back to the beginning of last decade (Rodriguez and Serodes, 1999; Serodes et al., 2001) . The data requirement of Artificial Neural Network (ANN) approach by these investigators includes the past records of FRC levels at critical points, and at chlorine dosing and application locations. They also needed the past records of variables at dosing points that were expected to influence chlorine decay in WDSs. The literature indicates adoption of a variety of data driven approaches under different application conditions. A control oriented model using ANN methodology has been developed and compared with autoregressive moving average (ARMA) approaches as forecasters; ANN gave better results (May et al., 2004) . A multi-layer perceptron (MLP) ANN with back-propagation has been developed by selecting the inputs required with adoption of three different techniques (Gibbs et al., 2003 , Sharma, 2000 . The MLP model performed better than traditional linear regression (Gibbs et al., 2003) . Further MLP ANN was indicated to be implemented as an online tool to aid in the determination of chlorine levels (Gibbs et al., 2003) . A general regression neural network (GRNN) model for forecasting FRC levels within a WDS has also been developed (Bowden et al., 2006 ). The GRNN model was shown to perform better than a multiple linear regression (MLR) model as a forecaster. Some investigators have emphasized the importance of the Input Variable Selection (IVS) for modeling and forecasting the residual chlorine dynamics within WDSs (Serodes et al., 2001; Gibbs et al., 2006) . In recent years, some progress has been achieved as related to solving IVS problem. Wrapping and filtering are two basic classes of approaches to IVS problem (May et al. 2008 b) . The wrapping methodology as a search process has the objective of obtaining best performance of the calibrated model (Serodes et al., 2001) . Filtering methodology is a model-free approach where linear correlation coefficient and mutual information have been proposed as two measures of dependence for input variable selection (Sharma, 2000; May et al. 2008 b) . A recent study has shown that multiple input ANN models with high predictive power and precision can be developed for WDSs supplied with high quality waters; however, these models can be utilized only for forecasting purposes. The study has further questioned the applicability and validity of multiple input ANN models as control instruments for FRC levels for systems similar in nature to the system investigated within the scope of this earlier work (TUBITAK, 2009) .
In this particular research, we have investigated the possibility of developing Single Input Single Output Time Series Artificial Neural Networks (SISO-TS-ANN) that utilize appropriate Number of Steps Used As Inputs (NSUAI) and number of steps ahead to predict (H), so that the developed models can be utilized as an efficient and economical forecasting instrument. The question of selecting appropriate NSUAI and appropriate number of H has been answered by utilizing response surfaces for coefficient of determination (R 2 ) and Mean Absolute Error (MAE). The coefficient of determination (R 2 ) and mean absolute error (MAE) are commonly utilized statistical entities for judging model validity or quality of fit (StatSoft's STATISTICA Electronic Statistics Textbook, 2012). R 2 values are calculated using model predictions and measurements as variables. In order to realize the goals of the research, a WDS operated by ASAT (Antalya Water and Wastewater Administration, Turkey) has been selected as pilot. The following sections first present the properties of the studied WDS and monitoring program, as a summary. Secondly, the details of the adopted SISO-TS-ANN modeling approach and the adopted response surface methodology are given. The methodology gives general guidelines to select the best location specific NSUAI and H combinations for models with high predictive power and precision. Finally, results are presented and discussed in detail.
METHOD

Antalya Konyaalti WDS
The SISO-TSS-ANN models have been developed for Antalya Konyaalti Water Distribution System (KWDS) operated by ASAT, as depicted in Figure  1 . The pilot network is one of the major subnetworks of Antalya water supply system. The area that being served by KWDS has the following properties: i) It can be operated independently, ii) The area has supervisory control and data acquisition system (SCADA) infrastructure, iii) The WDS is relatively new. The raw water source is groundwater which is pumped to the network after chlorination at Bogacay Pumping Station and Reservoir. Chlorination is not applied at any other location within KWDS. There is one balancing reservoir and eight monitoring stations operated with the existing SCADA system to collect on-line data to achieve the goals of this specific research. 
Selection of Input Variables
The purpose of ANN modeling in WDS field of water resources engineering is in general to obtain a mathematical tool to calculate the necessary input levels at control points to satisfy the desired levels of chlorine in future at the critical points of WDS. (Figure 1 ). An earlier study (TUBITAK, 2009) 
Model Building
Through this research we wanted to investigate the applicability of SISO-TS-ANN models developed as a FRC control tool and as a forecaster for a fairly complex WDS with high quality raw water input. (SANN, 2008) . Modeling constraints were as follows: 1) Minimum and maximum numbers of hidden neurons were 3 and 11 respectively, 2) 20 candidate structures have been tested for each data set and only the one with best performance and precision was requested to be retained. MLP approach has been instructed to be utilized.
The best SISO-TS-ANN for each monitoring station has been found by examining the response surfaces developed for that station. Several different combinations of types of hidden and output activation functions, number of neurons, number of steps used as inputs (NSUAI) and number of steps ahead to predict (H) have been tested and the one that minimizes MAE and maximizes R 2 has been selected and listed in Table 1 .
RESULTS AND DISCUSSIONS
The developed response surfaces as contour plots for The best SISO-TS-ANN models for these monitoring stations as suggested by response surfaces are summarized in Table 1 . For ON 69, maximum attainable R 2 was very high (0.946) and MAE value was less than 0.02 ppm (0.0163 ppm). For ON 71, maximum attainable R 2 was even higher (0.972) and the corresponding minimum MAE was 0.008 ppm. For Hurma balancing reservoir, the attainable performance and precision levels were also satisfactory with 0.839 and 0.0193 ppm values of R 2 and MAE levels respectively. Note that one may not still observe the impact of traveling time from the figured out results because of dynamically changing complex nature of the network under study. However, we can at least say that as the distance from major source of chlorine water supply increases, R 2 values decrease in a nonlinear fashion and MAE values increase again in non-linear fashion.
One of the major concerns was to establish trends for precision and performance levels as a function of distance from major source of chlorine. This was achieved by preparing non-linear plots of maximum attainable R 2 and MAE as a function of distance from chlorine feeding station, Bogacay Pumping Station and Reservoir, see Figure 5 .
CONCLUSIONS
Modelers prefer simple structures that give highest precision and performance. This study has shown that SISO-TSS-ANN models that have only single input and single output can be efficiently utilized as FRC forecasting tools in complex WDSs that are supplied with raw waters of low FRC decay rates. This may bring the possibility of reduction of monitored variables in future that will create the minimization of cost of monitoring. One of the major conclusions is: irrespective of the locations of the monitoring stations, utilization of maximum past information for the single input has yielded best results. We could not create any generalized rule for the number of forecasting horizons that will yield the best results. The number of forecasting horizons should be specifically determined for each station by examining its response surfaces. Therefore, preparation of response surfaces for R 2 and MAE is very useful in selecting best combinations of NSUAI and H for developing forecasting tools.
