Abstract-Many vision-related processing tasks, such as edge detection, image segmentation and stereo matching, can be performed more easily when all objects in the scene are in good focus. However, in practice, this may not be always feasible as optical lenses, especially those with long focal lengths, only have a limited depth of field. One common approach to recover an everywhere-in-focus image is to use wavelet-based image fusion. First, several source images with different focuses of the same scene are taken and processed with the discrete wavelet transform (DWT). Among these wavelet decompositions, the wavelet coefficient with the largest magnitude is selected at each pixel location. Finally, the fused image can be recovered by performing the inverse DWT. In this paper, we improve this fusion procedure by applying the discrete wavelet frame transform (DWFT) and the support vector machines (SVM). Unlike DWT, DWFT yields a translation-invariant signal representation. Using features extracted from the DWFT coefficients, a SVM is trained to select the source image that has the best focus at each pixel location, and the corresponding DWFT coefficients are then incorporated into the composite wavelet representation. Experimental results show that the proposed method outperforms the traditional approach both visually and quantitatively.
One approach to address this problem is by first estimating from the image the distance between the sensor and the objects in the scene. A number of depth computation techniques based on focus blur information, such as depth from focus [3] , [4] and depth from defocus [5] , [1] , [6] methods, have been proposed. An everywhere-in-focus image can then be recovered by deconvoluting one of the blurred images [2] . However, this approach typically demands a knowledge of the camera parameters and/or a model of the camera point spread function which, thus, leads to a lot of mundane camera calibration.
In this paper, we follow another approach by performing image fusion [7] [8] [9] [10] . For the same object scene, two or more pictures (source images) are taken from the same camera position but with different focuses, such that each relevant object is in focus in at least one of them. These images are then fused, with the hope that all the objects will become in focus in the resultant image. In general, depending on the stage at which the combination mechanism takes place, image fusion can be divided into three categories, namely, pixel level, feature level, and decision level [11] . Pixel level fusion works directly on the pixels obtained at the sensors' outputs. Feature level fusion, on the other hand, works on image features extracted from the source images. Decision level fusion works at an even higher level, and merges the interpretations of different images obtained after image understanding. Both feature level and decision level fusion may involve loss of information in the information extraction process, which consequently leads to less accurate fusion results [11] . In this paper, we will focus on pixel level fusion.
The simplest pixel level image fusion method just takes the pixel-by-pixel average of the source images. This, however, often produces undesirable side effects such as reduced contrast. A more successful method that has been explored in recent years is by using multiscale transforms. Examples include the Laplacian pyramid [12] , [13] , gradient pyramid [7] , ratio-of-low-pass pyramid [14] , morphological pyramid [15] and the discrete wavelet transform (DWT) [8] , [10] , [16] , [17] . The basic idea is to perform multiresolution decomposition on each source image, and then integrate all these decompositions to obtain one composite representation, from which the fused image can be recovered by performing the corresponding inverse transform. However, many of these multiresolution decompositions are not translation-invariant because of an underlying down-sampling process [18] . Hence, in practice, their performance quickly deteriorates when there is slight object movement or when the source images cannot be perfectly registered. One way to alleviate this problem is by using the discrete wavelet frame transform (DWFT) [19] , [20] . DWFT 1045-9227/04$20.00 © 2004 IEEE closely resembles the DWT, but uses an overcomplete wavelet decomposition by avoiding DWTs underlying down-sampling process. Its resultant signal representation is, thus, both aliasing free and translation-invariant.
As coefficients with large magnitudes correspond to salient features in the image, the choose-max rule is usually employed to fuse the multiresolution decompositions together [8] . To be more specific, corresponding coefficients from all decompositions are compared and the one with the largest magnitude is selected for use in the composite representation. However, this simple rule obviously may not produce optimal results.
In this paper, we use DWFT for the multiresolution decomposition, and then replace the choose-max rule by support vector machines (SVM) [21] for fusing the wavelet coefficients. The SVM is a recent classification technique that has outperformed many conventional approaches in various applications (e.g., [22] and [23] ). Given a training set containing tuples (where is the input and is the corresponding output), the SVM first maps the patterns from input space to some feature space, and then separates the different classes by constructing a maximum margin hyperplane. Mathematically, this involves solving the quadratic programming problem maximize w.r.t. the 's, subject to the constraints and
Here, is a user-defined regularization parameter. Thus, SVMs have the important computational advantage that no nonconvex optimization is involved. Moreover, unlike other machine learning methods, its performance is related not to the input dimensionality, but to the margin with which it separates the data. Interested readers may consult [24] , [25] - [21] for more details. The rest of this paper is organized as follows. Section II describes our proposed fusion scheme. Experimental results are then presented in Section III, and the last section gives some concluding remarks.
II. WAVELET-BASED FUSION SCHEMES
In this section, we first give a brief introduction on the general framework of wavelet-based image fusion and introduce some abbreviations ( Table I ) that will be used in Section III. Interested readers may consult the survey in [10] for more details. In the following, we assume that the source images have already been registered, using either global [26] , [27] or local motion estimation techniques [12] . 1 The fusion procedure then takes the following steps. Step 1) Obtain the wavelet transform of each source image.
Here, DWT, DWFT or other wavelet transform appropriate to the application can be used.
Step 2) Measure an activity level from the wavelet coefficients, by treating each coefficient separately [coefficient-based activity (CBA)] or by averaging over a small window at each coefficient location [windowbased activity (WBA)]. WBA can be further classified as WA-WBA (weighted-average WBA), in which a weighted average is used, or RF-WBA (rank-filter WBA), which simply picks the largest coefficient inside the window.
Step 3) Combine the multiple sets of wavelet coefficients together. The most popular method is to select the coefficient with the largest activity level at each pixel location [choose-max (CM)]. Alternatively, one can also take a weighed average of the different sets of coefficients [weighted average (WA)], where the weights are determined by the activity levels of the source coefficients.
Step 4) Optionally, perform consistency verification, which ensures that a fused coefficient does not come from a different source image from most of its neighbors. Usually, this is implemented by using a small majority filter [window-based verification (WBV)]. In the sequel, NV denotes that no consistency verification is performed.
Step 5) Use the inverse wavelet transform to recover the fused image. From a pattern recognition viewpoint, the fusion task in
Step 3 can be considered as a classification problem, namely, the selection of the source image with the best focus at a particular pixel location. With the development of more advanced classifiers like the SVM, one expects much room for improvement over the simple CM and WA schemes mentioned above. In the following, we first consider fusing two monochrome source images and . The proposed procedure (Fig. 1) follows the general framework as previously above. 1) Decompose the two source images by DWFT to levels, resulting in a total of details subbands and one approximation subband. As the approximation subband is a low-pass filtered version of the original image, it will contain little edge information after a sufficient number of decompositions and, thus, cannot help in deciding the clarity of the source image. Hence, this approximation subband will not be used in constructing the feature vector for SVM (though it will still be used in reconstructing the fused image). In the sequel, we denote the wavelet coefficient for image (or ) at position of the details subband (where can be either or ) at decomposition level by (or ). 2) For each details subband, compute an activity level at each pixel location by CBA, WA-WBA, or RF-WBA. Notice that this can be defined for every pixel location at all levels because all details subbands of DWFT are of the same size as the input image. Denote the resulting activity levels for and by and , respectively. 3) Train a SVM to determine whether coefficients from or should be used at position . The inputs to the SVM are the activity levels obtained from Step 2, while the target output label is 1 if is considered clearer than at , and otherwise (supervised learning). As there are only two source images here, we will simply use the difference vector as input. 4) Perform testing over the whole image using the trained SVM. If the SVM output, , at position is positive, coefficients for all the details and approximation subbands of the fused image at this pixel location will come from , and vice versa. In other words, the fused coefficient at is given by if out otherwise for all subbands and all decomposition levels . 5) Optionally, perform consistency verification on the result obtained in Step 4. 6) Finally, the fused image is recovered by performing the inverse DWFT on the fused coefficients.
In situations with more than two source images, the binary classification problem in Step 3 becomes a multiclass classification problem. In the SVM literature, a common approach is to cast this as a number of binary classification problems [21] . In other words, we construct one SVM for each source image, which decides whether this source image has the best focus at the pixel under consideration. In Step 4, the binary classifier with the highest output will be selected as winner, and all subband coefficients from the corresponding source image will be assigned to this pixel.
For color images, they can first be represented in the RGB, YUV or other color spaces, and DWFT is then performed on each color component. However, the components in some color spaces (such as the RGB) are highly correlated. Hence, if these components are fused independently, undesirable visual effects may occur [12] . To alleviate this problem, we can first concatenate the feature vectors (obtained in Step 3) for all color components, and then feed this composite vector into the SVM for training and testing.
III. EXPERIMENTS

A. Setup
In this section, we perform wavelet-based image fusion on five sets of 256-level images: balloon (of size 480 640), clock (512 512), lab (480 640), Pepsi (512 512), and disk (480 640). Because of the lack of space, only images for balloon and clock (Fig. 2) will be shown in the sequel. For balloon, the reference (everywhere-in-focus) image in Fig. 2(a) is available. We then obtain Fig. 2(b) and (c) by blurring its left and right halves respectively. The center of blurring is chosen to be at the clearest region of the reference image, so as to simulate the effect of finite depth of field in typical cameras. On the other hand, the other images (clock, lab, Pepsi, and disk) contain multiple objects at different distances from the camera and are, thus, naturally blurred when taken. In these cases, the reference images are obtained manually by using Adobe Photoshop. Experiments have also been performed on color images with a similar performance gain as for monochrome images, and so will not be reported here.
A number of wavelet-based fusion schemes, with different combinations of wavelet transforms (DWT and DWFT), activity , where we set ( being the number of training patterns). As for the MLP, we use the two-layer feedforward network implementation from the Netlab neural network software. 3 Preliminary experiments suggest using 40 tanh hidden units and a logistic output unit. Training is performed by using the scaled conjugate gradient algorithm for 1000 iterations, and the fusion procedure is the same as that for SVM. All the schemes are implemented in Matlab and run on an AMD-K7 1 GHz machine with 1 G RAM.
Unlike the coefficient combining methods of CM and WA, both SVM and MLP require a training phase. In this paper, we train only one SVM (and one MLP) using patterns extracted from the balloon image, and then use the trained classifier to perform fusion on all image sets. In practical implementations, this means that the trained classifier can simply be distributed as part of the software and no mundane training by the user is required. The training patterns are extracted from two pairs of 30 30 windows from the two balloon source images. The first source image is clearer in one pair of the windows, while the second source image is clearer in the other pair. Each pixel generates one training pattern, and so the training set has a total of 1800 training patterns.
Three criteria are used to compare the fusion results. The first criterion is the root-mean-squared-error (rmse) rmse where is the fused image and is the reference image (both are of size ). The second criterion is the mutual information MI where is the normalized joint gray level histogram of images and are the normalized marginal histograms of the two images, and is the number of gray levels. Notice that MI measures the reduction in uncertainty about the reference image due to the knowledge of the fused image, and so a larger MI is preferred. The last criterion is the CPU time (in seconds) required by Matlab for the whole fusion procedure.
The SVM requires the setting of a regularization parameter [ in (1) ] that trades off the margin with training errors. Fig. 3 shows some preliminary results on the effects of on rmse and MI (when the SVM is used with the NV CBA setting on the balloon image). As can be seen, the performance is relatively stable over a large range of . Thus, for simplicity, we will always use the value of in the experiments.
B. Fusion Results
Tables III and IV compare the image fusion schemes based on rmse and MI. Because of the lack of space, detailed results are reported only for the SVM using the linear kernel. For the others (i.e., SVM with RBF kernel, MLP and the traditional DWT and DWFT schemes), we have only included the best result over all the tested fusion schemes. As can be seen, the linear SVM shows marked improvements over the others. Moreover, its performance is quite insensitive to the particular setting used for consistency verification and activity level measurement. SVM with the RBF kernel also outperforms traditional DWT and DWFT schemes on the balloon images. However, its performance is significantly inferior to that of the linear SVM, especially on application to the other image sets. This can be attributed to the use of DWFT coefficients in measuring activity levels, which, as demonstrated in previous studies, produces good input features for the SVM in deciding which source image has the best focus. Consequently, the extra nonlinearity associated with a nonlinear kernel does not help in most cases. On the other hand, MLP is also a powerful classifier and outperforms DWT and DWFT in general. However, unlike the SVM, it lacks the margin maximizing property and, thus, does not perform as well. Furthermore, our relative performance on the various fusion settings are mostly in line with those reported in [10] . For example, both WA-WBA and RF-WBA perform better than CBA and RF-WBA performs better than WA-WBA. On the other hand, while WBV performed slightly better than NV in [10] , here they have almost identical performance under most combinations.
Because of the large number of combinations that have been performed, here we only show the fused images obtained by the linear SVM with NV WA WBA setting (Fig. 4) . The fused images produced by the linear SVM are basically a combination of the in-focus parts of the source images, while results based on the other methods are much inferior.
Finally, Table V compares the computational speeds of the various fusion schemes. As expected, the simplest DWT scheme, with no consistency verification and no averaging in measuring the activity level, is almost always the fastest. However, as we have seen earlier, its performance in terms of rmse and MI are much inferior to those of the linear SVM. On the other hand, notice that the linear SVM, with the NV WA WBA setting, takes Tables III and IV , our recommendation is, thus, to use the linear SVM with NV WA WBA in this fusion application.
IV. CONCLUSION
In this paper, we study the use of DWFT and SVM for fusing images with different focuses of the same scene in order to obtain an everywhere-in-focus image. DWFT is advantageous over DWT in that the decomposed signal representation is translation-invariant, while SVM outperforms standard coefficient combining methods in finding the source image with the best focus at a particular pixel location. Experiments demonstrate that the proposed fusion scheme, particular with the use of the linear SVM, outperforms a number of conventional schemes both visually and quantitatively. By working on the fused image rather than on the original defocused image, vision-related processing tasks such as edge detection, image segmentation and stereo matching can be expected to yield more accurate results. Moreover, in practical implementations, the trained SVM can be conveniently distributed as part of the software and does not require mundane training by the user.
In the future, we plan to extend the proposed scheme to other fusion tasks. One direction is for the fusion of images with different dynamic ranges [12] . Here, multiple images of the same scene are taken, and each may contain regions that are either over-saturated or under-saturated. The classification problem for SVM then becomes selecting the source image with the best illumination at a particular pixel location. Other possibilities include the fusion of heterogeneous images, such as fusing the high-spatial resolution SPOT panchromatic images with the lower resolution, multispectral Landsat Thematic mapping (TM) images in remote sensing applications [32] .
