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Building a digital profile of food product with use of modern mathematical apparatus of basic matrices is a so-
lution to the problem of designing innovative beverage recipes. In this regard, for the effective use of the food 
resource base, modeling and production of high-quality food products, there is an acute problem of developing 
a methodology for identifying food products using the full range of the currently available analytical base. The 
article discusses an algorithm for constructing a flexible experimental design for the new identification criteria 
development, taking into account the laboratory research peculiarities in the beverage industry. The application 
of software in experiment designing is considered and a practical example of integrated designing based on the 
construction of an identification criterion for wine materials is presented.
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1. Introduction
One of the priorities in Russia over the past decade has been 
to provide the population with high-quality and safe food. The 
development of technologies in the agro-industrial area makes it 
possible to produce food products with various consumer char-
acteristics. In this regard, a steady trend has been established to 
introduce personalized nutrition elements.
The variety of food assortment and, to a greater extent, the 
dishonesty of some manufacturers do not allow the construction 
of robust evaluative quality criteria based on one or a narrow 
group of specialized methods. In this regard, for the effective 
use of the food resource base, modeling and production of high-
quality food products, there is an acute problem of food products 
identifying methodology developing using the full range of the 
currently available analytical base.
The main document, regulating the relations of all coun-
terparties of the food industry  —  manufacturers, processors, 
distributors, retail chains, consumers and regulatory authori-
ties —  is Federal Law No. 29-FZ “On the quality and safety of 
food products.” Within the framework of this document, the 
identification of food products is defined as “the activity to 
establish the compliance of certain food products with the 
requirements of regulatory, technical documents and infor-
mation on food products contained in documents attached to 
them and on labels” [1].
In GOST R51293–99 “Product identification. General provi-
sions” [2] the process of product identification is described as 
“establishing the conformity of a specific product to a sample 
and/or its description”, which can also be traced in other regula-
tory documents [3,4]. Despite the fact that this GOST compre-
hensively describes the identification process and the require-
ments for its initiation, and also contains recommendations on 
the hierarchical structure of the identification methods applica-
tion, in this work we will move away from the commodity study 
view of the identification process and will use more theorized 
definition, which in further will call clustering or discriminating, 
which postulates identification as a methods set for establishing 
differences between food groups [5,6].
Since the organoleptic and many biochemical indicators of 
beverages are not linear, moreover, they are mathematically 
unstable characteristics, sensitive to minimal recipe changes, 
the most common linear regression identification method gives 
acceptable results only in a limited area of the factor space. 
The clustering methodology based on experiment designing 
is promising and uses the whole range of analytical methods 
when constructing discriminatory criteria. The methodology 
does not use aggregating information on laboratory analyzes, 
but dynamically operates with unmodified data of the entire 
multidimensional factor space, which will minimize the error 
percentage and accurately predict qualitative relationships in 
beverage technology [7].
2. Materials and methods
The starting point for the identification methods construc-
tion and the development of new beverage formulations is the 
design of new laboratory studies to find new discriminating fac-
tors. For this, a full-factorial design of the experiment or its ana-
logs is constructed [8,9,10].
In particular, when determining the factors significance, a 
design with a verification point is used. To build an experi-
mental design, you need to calculate the number of units in a 
row, equal to the limiting factors number that can be tested for 
significance. If the number of factors is less than the number 
of characters in a row, the extra factors are called fictitious 
and are simply not taken into account. Hence follows a certain 
information surplus, which makes it possible to put all design 
tests in one replication, while insignificant losses occur in the 
description accuracy. If there are no fictitious factors, then 
the optimal solution is to use a verification test (verification 
point). This test, by default, is the center point, that is, the row 
in which all factors are at the average (in coded form —  zero) 
level.
When constructing an experiment design, the most impor-
tant stage is the choice of the variation interval. On the one 
hand, the variation interval should not be too small, otherwise, 
due to the small difference in responses, a significant factor 
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may be mistaken for insignificant. On the other hand, the in-
terval of variation should not be too large, since there is al-
ways a risk of an extremum “missing”. The variation interval is 
mainly determined by the experiment tasks, the creative part is 
the discretization of the selected interval for conducting point 
tests.
Nevertheless, there are so-called “saturated” and “oversat-
urated” designs, for which the number of degrees of adequacy 
freedom is equal to zero or even less. In the theory of experi-
ment designing, such designs are widely known [10]. In prac-
tice, these designs represent for insignificant factors “elimina-
tion” (Table 1).
Table 1
Standard columns for constructing Plackett-Berman 
designs with different number of factors
Number of factors 7 11 15 19 23
Factor
values
1 1 1 1 1
1 1 1 1 1
1 –1 1 –1 1
–1 1 1 –1 1
1 1 –1 1 1
–1 1 1 1 –1
–1 –1 –1 1 1
–1 1 1 –1
–1 –1 –1 1
1 1 1 1













When constructing regression models, it should be noted 
that the description error, other things being equal, is deter-
mined by the main diagonal of the correlation-covariance 
matrix (X * X)–1, where X is the experimental design matrix. 
In the case of using an irregular design, the errors of the co-
efficients can greatly increase due to the growth of numbers 
that make up the main diagonal of the correlation-covariance 
matrix.
It is possible to develop various designs if we take a B2 design 
as a basis, that is, a full-factor design. The rest of the designs dif-
fer from him in the size of the “star” shoulder. Constructing an 
optimal design in all respects is a very difficult task and hardly 
solvable. In this regard, the literature has developed formal cri-
teria for determining the design effectiveness (described in de-
tail in [8]). Let’s consider the main ones:
  A —  optimal design (from “average variance”). This is a design 
that provides the minimum mean variance of the regression 
equation coefficients.
  D  —  optimal design (from “determinant”). This design is 
characterized by the minimum determinant value of the cor-
relation-covariance matrix, which provides the most reliable 
information. Practitioners find this design type as the most 
appropriate for the work.
  E  —  optimal design. This design minimizes the maximum 
variance of the regression equation coefficients.
  G  —  optimal design (from “general variance”). This design 
minimizes the maximum variance of one of the regression 
equation coefficients (almost always b0).
  Rotatable design —  the approximation error does not depend 
on the direction, but depends only on the distance to the 
center of the design.
  Orthogonal design —  provides a relatively easy calculation of 
the regression equation coefficients with “manual” counting 
(without using a computer).
  Bn —  design, close in properties to the D —  optimal design. In 
practice, this design is convenient because the “star shoul-
der” is equal to one.
In reality, all these designs differ from each other both in the 
location of points in the factor space (in particular, in the size of 
the “star shoulder”), and in the tests number.
 Often, the main designs diagonals have additional test in the 
center. Let consider such deviation feasibility from the principle 
of minimizing the cost of experiment conducting. Without ad-
ditional test, the matrix X * X of the design with a “star” shoulder 
1.414 cannot be inverted, since it has a singularity. Accordingly, 
it is impossible to calculate the regression equation coefficients. 
An increase in the number of experiments to 9 allows a fairly 
noticeable decrease in the errors of the most regression equa-
tion members.
Adding one test to the design with shoulder 1 does not 
change the main diagonal of the correlation-covariance matrix 
and, accordingly, the accuracy of the coefficients calculating.
3. Results and discussion
In practice, in the alcohol industry, evolutionary operation 
(EVOP) [11], which is a kind of factor designing, shows itself well. 
It is used to find the optimum in conditions of strong “noise” 
and a small interval of factors variation, which is typical for the 
identification criteria of the beverage industry, expressed in lim-
ited scores and unstable interval estimates of laboratory studies. 
Under such conditions, it is very difficult to obtain a regression 
equation that contains significant terms.
When EVOP implementing, a factorial design for a linear 
model (with a central point) is used, rightly believing that with 
a small interval of variation, the investigated dependence may 
well be approximated by a straight line. When conducting a 
study, several such designs are built in a certain sequence, each 
of which is called a phase. Each replication of the design (phase) 
is called a cycle. The cycles are repeated until a significant ef-
fect is obtained at least for one factor. After that, a new design is 
built, taking as the central point the point of the previous design 
at which the optimal response was obtained. The search for the 
optimum continues until the desired result is achieved or until 
the maximum permissible values of the factors are reached.
The algorithm for finding the optimum is as follows (using 
the example of a two-factorial experiment):
1) Construct an experimental design, classical or variable, ac-
cording to Table 1. For the case with three factors, a matrix of 
the form shown in Table 2 should be used. For convenience, 
Figure 1 depicts software written in the Wolfram Language to 
automate the experimental designs development.
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At each point of the design, carry out the test in duplicate. 
Calculate the average for each test. Do not sort the data in order 
to exclude anomalous results.
Table 2





x1 x2 x3 x1 x2 x1 x3 x2 x3 x1 x2 x3
1 0 0 0 0 0 0 0
2 –1 –1 +1 +1 –1 –1 +1
3 +1 +1 +1 +1 +1 +1 +1
4 +1 –1 +1 –1 +1 –1 –1
5 –1 +1 +1 –1 –1 +1 –1
6 –1 –1 –1 +1 +1 +1 –1
7 +1 +1 –1 +1 –1 –1 –1
8 +1 –1 –1 –1 –1 +1 +1
9 –1 +1 –1 –1 +1 –1 +1
2) Calculate the values of the regression equation coefficients:
 b1 = 0.5 (y3 + y4 – y2 – y5),
 b2 = 0.5 (y3 + y5 – y2 – y4),
 b12 = 0.5 (y2 + y3 – y4 – y5).
Essentially, you should first find the arithmetical mean of the 
responses obtained in those tests, where x1 = +1. From this value, 
subtract the average value of the responses obtained in those 
tests, x1 = +1.
3) Calculate the effect of mean changing:
 ∆y = 0.2 (y2 + y3 + y4 + y5 – 4y0 )
This is a simplified general expression







This expression should be used when the number of factors 
exceeds 2.
4) Calculate the values of the reproducibility variance in each 
test and the average value of the sr reproducibility variance.
5) Calculate the errors of the regression equation coefficients.
For bi and bij (k — the number of replications):




  εi = 
1.78 sr
k
If all the regression equation members are insignificant, that 
is, their absolute value is less than or equal to the correspond-
ing error, all tests should be performed in one more replication. 
Then the calculations should be repeated, repeating the tests. 
Repeat these actions until the significance of at least one mem-
ber of the regression equation.
If at least one member of the regression equation is signifi-
cant, it is necessary to choose the point with the optimal response 
value and build a new design, taking this point as its center.
Continue actions to achieve significance either until the de-
sired result is achieved, or until the maximum possible values of 
the factors are reached.
If at least one member of the regression equation is sig-
nificant, then the value ∆y indicates the shape of the response 
surface:
  if ∆y is significant and greater than zero, there is a minimum 
response within the designing domain;
  if ∆y is significant and less than zero, the maximum response 
takes place within the designing domain;
  if ∆y is not significant, then the response surface is either a 
plane or a saddle.
This technique was implemented when comparing the effec-
tiveness of industrial preparations based on polyvinylpolypyr-
rolidone with a decrease in the content of phenolic substances 
during wine materials processing. [12].
Recommended from the point of view of the constructed 
regression models dosage regimes, exposure time at room tem-
perature (20 °C) for all drugs: Polyclar 10 —  dose 3.2 g/dm3, time 
70 min; Polyclar VT —  dose 4.6 g/dm3, time 25 min; Polyclar V — 
dose 4.6 g/dm3, time 25 min.
When constructing discriminating equations, a three-factor 
evolutionary A-optimal design with a cycle of three was used, 
which made it possible to obtain statistically significant differ-
ences in the preparation’s effectiveness.
Using the equations, the optimal processing temperature of 
wine materials was calculated for the minimum and maximum 
dosages of each preparation recommended by the manufacturer, 
as well as the recommended processing time for wine materials — 
5 minutes. The calculated range of optimum processing tempera-
tures varied within a fairly wide range, from 6.6 °C to 17.2 °C.
After determining a specific experimental design, suitable 
for a certain optimization criterion, within the framework of ex-
periment designing with the introduction of new identification 
criteria, the following tasks should be implemented [13, 14]:
— aggregation of new analytical data on modern identification 
techniques in the beverage industry;
— development of a dynamic system of cluster identification;
— obtaining a metadata set for the most common similar be-
verages;
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Figure 1. Software-generated three-factor experimental design for the introduction of preparations based 
on polyvinylpolypyrrolidone [12]: (a) program code, (b) full-factor design
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— software development for the practical implementation of 
the cluster identification system for beverage groups;
— development of methodological principles for determining 
the directions of falsification in the industry, as well as a 
methodology for adjusting assessment criteria based on his-
torical data.
4. Conclusion
Providing the population with high quality, safe and at the same 
time affordable food products is one of the socio-economic priori-
ties of the Russian Federation. In connection with these priorities 
in the field of nutrition, the development of functional products 
direction is observed, which is the first step towards personalized 
nutrition. The paper presents an algorithm for constructing a flex-
ible experimental design for the development of new identifica-
tion criteria, taking into account the peculiarities of laboratory 
research in the beverage industry. As part of the task implemen-
tation of obtaining analytical data using modern identification 
methods, a method is proposed for constructing experiments de-
signs to identify the main factors and technological modes that 
have a dominant effect on the qualitative and physicochemical 
characteristics of beverages. On the basis of experiments, in the 
future, it is planned to build local models of new developed bever-
ages using statistical methods for subsequent cluster analysis.
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