Student evaluations of teaching (SET) are used by institutions of higher learning in the tenure and promotion process and in awarding merit pay increases. The trend at some institutions has been towards using an online student assessment instrument (SAI) in lieu of the traditional paper -based, in-class assessment. This study examines the difference in student evaluations in two contexts; online and paper-based, in a finance course taught to non-finance majors. The evidence strongly indicates faculty receives higher evaluations using a paper-based instrument administered during class than with an online assessment instrument which students complete on their own time.
Introduction
Every semester a majority of institutions conduct a student assessment of teaching, typically by employing a survey or rating form completed by students currently enrolled in a class for the purposes of evaluating a faculty member's teaching effectiveness. The use of these instruments was introduced to U.S. institutions of higher learning in the 1920s (Doyle, 1983) . Not surprisingly, the 1920s also brought the first research studies on student ratings (Remmers & Brandenburg, 1927) . These student ratings are often the primary measure of teaching effectiveness and are used by many institutions for promotion, tenure and merit pay increase decisions. The use of these instruments in human resources-related decisions makes the issues related to student evaluation of faculty teaching effectiveness an important concern for faculty and administrators.
Traditionally, evaluations have been conducted using pencil and paper. Students would rate professors on a scale, filling in scanned bubble sheets and answering a list of questions. These paper and pencil surveys were completed during a class period near the end of the course. Recently, institutions have migrated toward the use of online evaluations, citing lower costs in administering the evaluations and compiling results. The online evaluations are not typically completed by students during a class period; students access and complete the web-based evaluation on their own during a set time period near the end of the term.
The literature related to student evaluations has investigated a wide range of topics including purpose and goals of evaluation (Arreola, 2007; Theall, Abrami, & Mets, 2001) , validity, and reliability (Abrami, d'Appolonia & Cohen, 1990; Centra, 1993; Marsh, 2007) . Some authors (Feldman, 1998; Theall & Franklin, 1990) have argued validity is more related to process and day-to-day practice than to quality and soundness of instruments and analysis. Still others suggest that evaluation issues result from a lack of agreement on a definition of teaching excellence and that "homemade evaluations" are developed by people lacking knowledge of psychometrics (Theall et. al., 2005) .
Given the increase in online learning and use of online instructor evaluations, as well as their potential importance to a faculty member's career, this research is critical to determine whether there are statistically significant differences in evaluations completed online, on the student's own time, as compared to paper evaluations completed within the classroom setting. student's convenience and in-class paper methods of administering the evaluations. By limiting the results to the same class and professor, a number of bias issues are eliminated, allowing the primary question of online versus in-class paper evaluations to be addressed. The class used was an introductory finance class taught to non-finance majors at a regional comprehensive institution in the southeast region of the United States.
Literature Review
Numerous studies investigating student evaluations of teaching have found biasing factors potentially affecting an instructor's evaluation. These factors are not necessarily related to teaching effectiveness and may introduce potential biases into the evaluations (Basow & Silberg, 1987; Cohen, 1981; Franklin & Theall, 1992; Kulik. 2001) . Examples include time of day the class is taught (Koushki & Kuhn, 1982) , class size (Greenwald & Gilmore, 1997) , level of the class (Marsh 2007) , student interest, student GPA, and gender of the faculty (Sidanius & Crane, 1989) .
Faculty characteristics such as charisma and enthusiasm and the use of an entertaining style have been shown to relate positively to teacher evaluations, particularly on presentation skills items (Abrami et.al., 1982; Chan, 2004; Lees & Barnard, 1999) . Another example of biases found in teacher evaluations having nothing to do with teacher evaluations is the number of rows in a classroom. Safer et. al. (2005) studied college algebra classes at California State University and found that as the number of rows increased in the classroom the average student rating declined. The authors also provided further evidence of the positive link between expected grades and teacher evaluation rating.
Despite the continued uncertainty and long list of biases unrelated to teaching effectiveness, the use of student evaluations has grown. Seldin (1993) found use of evaluations increased from 29 to 86 percent of institutions. Emery, Kramer and Tian (2003) discussed how evaluations from students have increased in importance, particularly at institutions emphasizing teaching. Wines and Lau (2006) discuss the legal issues and unfairness of how the use of teacher evaluations has evolved to its current use in making personnel decisions. Use has grown and become more important at teaching institutions yet legal scholars continue to express concerns with the use of student evaluations.
Evidence indicates there are many ways to assess faculty performance, using both quantitative and qualitative methodologies (Theall et. al., 2005) . With approximately 40 years of research (Theall et. al., 2005) and as much as 90 years of use (Doyle, 1983) , debates continue, arguing for and against the validity and/or reliability of ratings and evaluations as accurate measures of teaching performance. A potential cause of this is lack of agreement regarding the definition of teaching excellence and uncertainty as to which measure(s) to use as the criterion of teaching effectiveness. These are critical issues in ensuring evaluations of an instructor's effectiveness are based on student learning rather than their opinions/ratings (Kulik, 2001; Theall et. al., 2005) . However, when ratings instruments are properly constructed, administered, and analyzed, they are useful tools (Marsh, 1983; Theall et. al., 2005) .
Research suggests that in order to improve the practice of evaluating faculty it is important to employ strategic evaluations with multiple data sources, rigor, and consideration of contextual factors (Arreola, 2007; Centra, 1993; Feldman, 1998; Scriven, 1994; 1991; Theall et al., 2005; Theall and Centra., 2001; Theall & Franklin 1990) . One important contextual factor to consider is location/modality: in-class paper vs. out of class online evaluations.
Modality appears to affect response rates, as research has indicated online evaluations may produce lower response rates than classroom evaluations. This could be attributed to the often voluntary nature of out of class, online evaluations. Layne, DeCristofor, and McGinty (1999) found a response rate of 60.6 percent for in-class paper respondents and 47.8 percent for respondents in the online group. Their results indicated seniors and students with lower GPAs are the least likely to respond to online evaluations. Other studies have also found lower response rates for online (outside of class) evaluation instruments, with response rates 20 to 40 percent higher using classroom paper methods (Ewell, 2000; Rosenberg et. al., 2001) . Avery et.al. (2006) offer a number of possible explanations for the lower response rates from online evaluations. Potential explanations include the captive audience in the classroom and social pressure to complete the evaluation in the classroom which is not present in the online version, the impact of the environment on students (distractions when out of class), multiple evaluations to fill out at the end of the semester on their own time and the perception of students that responses are not anonymous.
completed evaluations before and after receiving their grade. The results found students who expected higher grades were more likely to provide a favorable review. Students who expected an A minus were 20 to 30 percent more likely to provide a favorable review then those expecting a B. The expected B students were 20 to 30 percent more likely to provide a favorable rating than those expecting a C and so on. In addition, after receiving grades, students who did not receive the grade expected actually lowered their responses and those who received higher than expected grades increased their ratings.
Student evaluations are a form of survey, and as such, the survey literature could be examined for parallels. One stream of research related to the participation in surveys is the investigation of customer satisfaction/dissatisfaction. Best and Andreasen (1977) found consumer dissatisfaction varied among product categories, with more consumer discontent from appliances such as washers and dryers than from cameras and stereo equipment.
An analogy can be drawn to student evaluations, as numerous studies have found a relationship between the nature of the discipline and student ratings. For example, Feldman (1998) found instructors in highly quantitative courses received lower ratings than those in social science courses. Similar results have been found by Centra (1993) , Marsh and Dunkin (1992) , Nuemann (2000) and others. Anderson (1998) concluded that the category of customers most likely to complain and express negative statements are those customers that are the most dissatisfied. This finding, in addition to the relationship of dissatisfaction to category or discipline, could be linked to differences in classes and student interest in completing the out-of-class online evaluations. The content of the course may matter and the most dissatisfied students may disproportionately represent those students who respond and complete online evaluations.
Research comparing online vs. classroom evaluations is conflicting in its conclusions. Layne et al. (1999) found differences by academic areas but no effect on mean scores between paper and electronic evaluations. Ewell (2000) found higher scores for paper-and-pencil methods and Avery et al. (2006) found online evaluations did not adversely affect evaluation scores. Hardy (2003) found online evaluations were 0.25 points lower (on a six-point scale) than were paper-based evaluations. Linse's 2010 study at Penn State found that while response rates were lower using online evaluations, average online scores were similar to the average scores using paper evaluations.
The prior results predominately indicate no significant differences between online and paper evaluations. Since the results are mixed with the limited research that has been conducted, additional data is needed to address the question of whether or not there is a significant difference in evaluation results when comparing classroom-based paper evaluations with online evaluations. This further research is necessary in order to address the issues related to the chosen mode of obtaining student evaluations, and the effects of that mode on the evaluation means.
Study Objectives
The objective of this study is to compare the results of online out-of-class teaching evaluations to in-class paper evaluations. This study used an introductory finance class for non-finance majors which is a required course for graduation. As it is a finance class, the class does contain an emphasis on quantitative concepts. The class was taught in the same classroom each term, by the same instructor. By this construction a majority of the effects of biases found in prior research (i.e. instructor characteristics, room characteristics) are controlled and the primary questions can be evaluated.
The two primary research questions are: 1) Do online outside-of-class evaluation systems requiring students to complete evaluations on their own time result in lower response rates relative to paper evaluations completed within class?
2) Do these online evaluations lead to significantly different mean course evaluation scores relative to paper evaluations?
Methods
The data were collected for a total of 8 semesters, starting in the fall of 2007 when the online system was first used on campus, through the spring 201l semester. The fall of 2007 assessments used a 5 point Likert scale while all other semesters used a 4 point Likert scale. Because of the different scales, the fall 2007 data is not used in this study or reported. However, the results were similar to those reported here.
Students were asked to complete online evaluations between weeks 12 through 14 of the 15-week semester. The online evaluation was the official evaluation used by the university. Results were made available after final grades were submitted. Students were informed of the online rating system in class via university wide e-mails and banners and posters prominently displayed across campus. In some terms, student's names were entered into campus-wide drawings for prizes after completing an evaluation for a course.
The typical presentations of the evaluation scores in the tenure and promotion process consist of an overall mean score for responses to all of the questions. A simple table consisting of courses taught by semester and the average for each course is reported. Reports provided to faculty and department heads provide results for individual questions as well.
Paper evaluations were completed by students in class during the last week of class (week 15) and consisted of the same questions/instrument as the online evaluation. Paper evaluations were given after the online evaluations were available for students to complete and after the online evaluations had closed. Students were never informed paper evaluations would be given in addition to the online evaluations. This process was used to reduce or eliminate lower response rates during the online evaluation window by students, in the event this knowledge might reduce on-line evaluation participation.
The evaluations were given to the same introductory finance course class taught to non-finance majors by the same instructor in each of the semesters studied. By using this process, various issues related to class characteristics such as class level/difficulty, time of day of the class, male or female instructor have been controlled. These characteristics have been found in some cases to affect evaluations although some characteristics have not been shown to possess a consistent effect (Basow & Silberg, 1987; Franklin & Theall, 1992; Koushki & Kuhn, 1982; Kulik, 2001) .
Results
Regarding response rates, prior literature has indicated response rates are lower for the web-based evaluations. A testable hypothesis is:
H (1): There is no difference in the response rates between online out of class evaluations and in class paper evaluations.
The predominate result in previous studies as discussed in the literature review is there is no difference in the results of the evaluations between the on-line out of class evaluation and the traditional paper based in class evaluation.
To test our second objective our hypothesis is: H (2): There is no difference in the mean ratings between online out of class evaluations and in class paper evaluations. Table 1 provides the questions asked in the student evaluation. Students responded by selecting 1: strongly disagree, 2: disagree. 3: agree or 4: strongly agree. In addition to the questions, each group of four questions is designed to provide information on five factors of teaching as identified by the bold headings in Table 1 . The instrument is the standard form used by the university during the course of the research. The authors had no control over the questions, some of which are not recommended in the literature. For example, asking about instructor preparation (Item 1) is discouraged in the literature. My instructor helps students sufficiently with course-related materials.
10
My instructor is regularly available for consultation.
11
My instructor is impartial in dealing with students.
12
My instructor respects opinions different from his or her own.
Feedback and Accessibility 13 Assessment methods accurately assess what I have learned in this course.
14 Grades are assigned fairly.
15
The basis for assigning grades is clearly explained.
16
The instructor provides feedback on my progress in the course on a regular basis. Table 2 presents the response averages for the semesters used in this study. Averages were calculated for each course/semester from the responses. Totals represent the averages of all responses for a given evaluation method. The term, year, class size, delivery mechanism, number of responses and overall mean rating are indicated. In addition t-tests and Wilcoxon test results (Table 2) were used and are reported to test for differences between the online mean and the paper mean. The aggregated results (totals) are also provided in Table 2 . In each semester and for the totals the mean score is higher for paper evaluations than for online evaluations. These results do not support the hypothesis (H1) of no difference being observed between online and paper evaluations and do not provide additional support of previously performed studies. The results reported in Table 2 indicate instructors receive higher evaluations using in class paper method of evaluation. Prior research has predominantly found there is no difference between the two modes of delivery of student evaluations. Table 2 also shows 6 of the 8 online response rates were below 43 percent and half of these are below 34 percent. These response rates are below generally accepted criteria for decision-making (Theall & Franklin, 1991 ) and lead to further questions regarding the use of online evaluations when evaluating faculty. The other key result is the low response rates of the online evaluation relative to the paper evaluations. Online response rates ranged from 22 percent to 74 percent with a total response rate over the seven semesters of 42 percent while paper evaluations ranged from 78 to 100 percent with a total response rate over the seven semesters of 89 percent. The only semester found to not have statistically significant difference (test results not reported) in the response rate was Spring of 2011. Cumulative results indicated a statistically significant difference in response rates. The results do not support hypothesis H0 but do support H1 that hypothesized there would be differences in response rates. Vol. 2, No. 3; The savings of administering online evaluations potentially results in higher costs to individual faculty in terms of tenure and promotion decisions. This is potentially more of an issue if institutions and departments have not adjusted scales to define exceeding, meeting and not meeting expectations. Another observation from the results in Table 2 is despite higher response rates for online student assessments in the fall of 2010 and spring of 2011 (70 and 74 percent respectively), paper assessments still resulted in statistically significant higher overall mean assessment results. Table 3 provides the results for individual questions. The results indicate the ratings are higher for each of the 20 questions when the evaluations were completed on paper. The higher ratings were statistically significant for 13 of the 20 questions. The largest difference between classroom paper and online evaluations was 0.29 (question 1). The five factors (organization and clarity, enthusiasm and intellectual stimulation, rapport and respect, feedback and accessibility and students perceptions of learning) are also analyzed by combining the results of questions from each of the factors as identified in Table 1 . Table 4 summarizes the results for the factors and similar to results in Tables 2 and 3 , the paper evaluations produce significantly higher ratings then online evaluations in each of the five categories. Additional analysis was performed to examine the proportions of each of the responses. Clason and Dormody (1993) discussed some of the issues related to the analysis of Likert scale data. The underlying issue is whether the Likert scale is an ordinal scale or an interval scale and the resulting inferential errors that can result from improper analysis if the underlying variables are continuous.
To address these issues, this study recognizes the discrete nature of the observation and also summarizes and performs the analysis on the counts (percentages) observed in the data. The proportions for each term and factor are graphed in Figures 1 through 12. The figures show the largest difference in responses is fewer "4s" are received in the online ratings. This is observed for each term except the Spring 2009 term. This result of fewer 4's is observed in each of the five categories the assessment is designed to address. This result is similar to results found in the marketing literature that has found unsatisfied customers are more likely to respond or complain about product or service issues. Table 5 provides the results of chi-squared tests and provides evidence the distributions between paper and online evaluations are different for each semester and confirms the differences observed in Figures 1 through 12 .
The individual question response percentages were aggregated by category as shown in Table 6 and Figures 7 through 12. Chi-squared test results are reported in Table 6 and provide additional evidence the paper responses are not the same as the online responses. The percentage responses result in fewer 3's (agree) and more 4's (strongly agree) when using paper evaluations. Vol. 2, No. 3; 
Limitations
One limitation of this research involves the samples size(s) used in some of the analysis. Some of the response rates on an individual course level (particularly online response rates) resulted in limited data which could create issues with analysis. The authors understand this limitation but also believe this is an additional indication of potential issues with the use of online evaluations for evaluating faculty when response rates are low.
The authors recognize previously enrolled students could have informed current students paper evaluations would also be given for the class. This could have resulted in a lower on-line response rate. Anecdotally the authors did not have any reports of this occurring, but understand it is a potential limitation of this research. 
Implications and Conclusions
The use of online evaluations has gained usage due to the ease and reported cost savings of an electronic/online assessment instrument. The use of online assessments will likely continue to grow and become more widespread. Faculty and administrators should be aware of issues related to how the scores are analyzed (means vs. counts), and based on this study, the lower assessment scores received by faculty. Guidelines and standards may need to be adjusted for online evaluations as scores are significantly lower than paper responses.
In addition, there may be a similar effect present for students as found with consumer dissatisfaction and variation of product categories (Best & Andreasen, 1977) . Thus, courses which are considered to be unimportant or unrelated to the student's major may represent courses for which students are more dissatisfied. Anderson (1998) also found the most dissatisfied customers are the ones most likely to complain. This study cannot address those issues specifically but if one considers the type of course as the product in which the customer (student) is evaluating in combination with the finding that the most dissatisfied customers are one of the groups most likely to discuss their issues, this produces a possible explanation for the lower scores observed in this study. One method of potentially considering this issue would have been the effect of expected grades. However, the standard instrument provided by the university did not address grade expectations. The course evaluated had rather specific criteria. The online evaluations require students to use their own time to complete the evaluations and lack the social pressure of completing the evaluation in a course setting. Students who strongly dislike the class would be in one of the categories noted by Andersen (1998) and Best and Andreasen (1977) .
This study has demonstrated evaluation scores are lower using an electronic/online assessment than paper and pencil assessment for a finance course taught to non-finance majors. Scores were lower each semester for most of the factors the assessment is designed to evaluate. Evaluations were lower using online evaluations by as much as 10 percent of the scale relative to paper evaluations. Proportions of scores for the 4-point Likert scale were also lower using the online evaluations. These results were consistent even in semesters when response rates for the online evaluations were relatively high (greater than or equal to 70 percent). In each term studied, the response rate was always higher using the classroom/paper-based evaluations. The study is limited due to the data being from one class and one instructor and may not be generalizable.
The evidence presented in this study indicated online evaluations resulted in lower teaching evaluation scores. This result could be impacted by the low response rates to the online evaluation. The lower ratings could be the result of the low response rates and if so this would still lead to questioning the use of the online evaluation if response rates are low. If the reduction in scores is uniform throughout a department, the effect on merit raises could be insignificant. However, if there are standards used to evaluate faculty, and those standards define acceptable teaching scores, and if they have not been adjusted to account for situational variables such as lower scores from online evaluations, then tenure, promotion and merit pay processes could be adversely affected.
