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ON A q-ANALOGUE OF THE MULTIPLE GAMMA
FUNCTIONS
MICHITOMO NISHIZAWA
Abstract. A q-analogue of the multiple gamma functions is in-
troduced, and is shown to satisfy the generalized Bohr-Morellup
theorem. Furthermore we give some expressions of these function.
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1. Introduction
In 1904, E.W.Barnes defined the multiple gamma functions relevant
to his zeta functions [2], [3], [4], [5]. His works were influenced by
the study of the integral functions which are motivated by number
theory. M.F.Vigner´as investigated the multiple gamma functions on
her paper [19]. She showed these functions to satisfy the ”generalized
Bohr-Morellup theorem”. These functions have been studied by many
authors relevant to the determinant of Laplacian on Riemann surfaces
and the Selberg zeta function in number theory and physics (For exam-
ple [18], [20]). On the other hand, the q-gamma function was defined
by F.H.Jackson [8], [9]. R.Askey showed these function satisfies a q-
analogue of the Bohr-Morellup theorem [1]. Recently P.G.O.Freund
and A.V.Zabrodin constructed a hierarchy of S-matrices of integrable
models by using the multiple gamma function and its q-analogue [7].
But their q-analogue remains some ambiguities because there is not
the definition of the normalization factor of these functions in their
paper. Motivated by Vigner´as’ and Askey’s works, we construct a
q-analogue of the multiple gamma functions exactly, which is a gen-
eralization of the q-gamma function and satisfies a q-analogue of the
generalized Bohr-Morellup theorem. We can see these functions have
some expressions like the gamma function. Furthermore, they are re-
lated to a q-multiple zeta functions like the case of Barnes’ multiple
gamma function and his multiple zeta functions [16], [17].
The author expresses his deep gratitude Professor Kimio Ueno for
helpful discussions and constant encouragement.
2. A survey of the multiple gamma functions
In this section we give a brief survey of the basic facts concerning
the gamma function and its generalization.
The gamma function are characterized Bohr-Morellup theorem.
Theorem 2.1 (Bohr-Mollerup). The gamma function satisfies
1. Γ(z + 1) = zΓ(z),
2. Γ(1) = 1,
3. d
2
dz2
log Γ(z + 1) ≥ 0 for z ≥ 0,
and the function satisfying (1),(2),(3) is determined uniquely.
We use expression of this function as follows.
Γ(z + 1) = lim
N→∞
N !
(z + 1)(z + 2) · · · (z +N)
(N + 1)z.
(2.1)
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Γ(z + 1) =
∞∏
n=1
{(
1 +
1
n
)z (
1 +
z
n
)−1}
. (2.2)
Γ(z + 1) = e−γx
∞∏
n=1
{(
1 +
z
n
)−1
e
z
n
}
, (2.3)
where γ is Euler constant.
As generalization of the gamma function, M.F.Vigne´ras constructed
the multiple gamma functions by using a generalization of the Bohr-
Morellup theorem [19]. First, we remark a theorem due to Dufresnoy
and Pisot [6].
Theorem 2.2 (Dufresnoy and Pisot). Let g(z) be a k times differen-
tiable function and g(k)(z)→ 0 as z →∞, then the function f(z) which
satisfies
f(z + 1)− f(z) = g(z)
exists. It is unique if f(0) is given. Furthermore, f(z) is k times
differentiable and f (k)(z) is increasing for x ≥ 0
By this theorem, if we put
f0(z) = log(z + 1),
then we can determine fr(z) to satisfy
fr(z)− fr(z − 1) = fr−1(z), fr(0) = 0,
because fr(z) is (r + 1)-times differentiable and f
(r+1)
r (z) → 0 as z →
∞. Hence we can define
Gr(z + 1) = exp fr(z),
then the next theorem follows (cf.[19]).
Theorem 2.3. The functions Gr(z) satisfies
(1) Gr(z + 1) = Gr−1(z)Gr(z),
(2) Gr(1) = 1,
(3)
dr+1
dzr+1
logGr(z + 1) ≥ 0 for z ≥ 0,
(4) G0(z) = z.
(2.4)
And meromorphic function satisfies above properties is determined uniquely.
These functions are called ”the multiple gamma functions”. For
example, G1(z) is Γ(z).
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3. The q-gamma function
In this section we review the q-analogue of the gamma function (The
q-gamma function), which is known as
Γ(z + 1; q) = (1− q)−z
∞∏
n=1
(
1− qz+n
1− qn
)−1
. (3.1)
R.Askey showed this function satisfies a q-analogue of the Bohr-
Morellup theorem.
Theorem 3.1 (Askey). For 0 < q < 1, the function Γ(z; q) satisfies
1. Γ(z + 1; q) = [z]Γ(z; q),
2. Γ(1; q) = 1,
3. d
2
dz2
log Γ(z + 1; q) ≥ 0 for z ≥ 0.
The uniqueness of this function follows from this theorem and theo-
rem 2.2. This theorem suggests that Vigner`as method can be applied
to a q-analogue of the multiple gamma functions.
The q-gamma function has the expressions which correspond to (2.1),
(2.2). It is easy to show
Γ(z + 1; q) = lim
N→∞
[1][2] · · · [N ]
[z + 1][z + 2] · · · [z +N ]
[N + 1]z.
(3.2)
and
Γ(z + 1; q) =
∞∏
n=1


(
[n+ 1]
[n]
)z (
[z + n]
[n]
)−1
 , (3.3)
where we use a notation
[z] =
1− qz
1− q
.
4. A q-analogue of the multiple gamma functions
In this section, we define a q-analogue of the multiple gamma func-
tions which satisfy a q-analogue of the generalized Bohr-Morellup the-
orem, and we derive the expressions corresponding to (2.1), (2.2). We
assume 0 < q < 1.
Definition 4.1. Let z be in the right half plane {s ∈ C|ℜs > 0} and
r ∈ Z≥0, we define
G0(z + 1; q) := [z + 1],
Gr(z+1; q) := (1−q)
−(z
r
)
∞∏
n=1


(
1− qz+n
1− qn
)(−1)r(n+r−2
r−1 )
(1− qn)gr(z,n)

 , for r ≥ 1
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where
g1(z, n) := 0, gr(z, n) :=
r−1∑
m=1
(−1)m−1
(
z
r −m
)(
n +m− 2
m− 1
)
for r ≥ 2
For example, G1(z; q) is Γ(z; q). The infinite products of these func-
tions are absolutely convergent, First, we prove a q-analogue of Theo-
rem 2.3
Theorem 4.2. If ℜz > 0, then Gr(z : q) satisfy
1. Gr(z + 1; q) = Gr−1(z; q)Gr(z; q),
2. Gr(1; q) = 1,
3. d
r+1
dzr+1
logGr+1(z + 1; q) ≥ 0 for z ≥ 0,
4. G0(z; q) = [z].
The functions satisfying such properties are determined uniquely.
Proof. First we remark next formulas.
Lemma 4.3. 1. gr(0, n) = 0.
2. gr(z, n)− gr(z − 1.n) = gr−1(z − 1, n)− (−1)
r−1
(
n+r−3
r−2
)
.
These formula can be proved by direct calculation. Next we prove
the claim of theorem. When r = 1, the claims are Theorem 3.1. So it
is sufficient to show the case r ≥ 2. (2),(4) can be proved easily. So we
prove (1) and (3).
(1)We can see
Gr(z + 1; q)
= (1− q)−(
z−1
r
)−(z−1
r−1)
∞∏
n=1
{
(1− qz+n−1)(−1)
r(n+r−2
r−1 )−(−1)r(
n+r−3
r−1 )
×(1 − qn)−(−1)
r(n+r−2
r−1 )+gr(z−1,n)+gr−1(z−1,n)−(−1)
r−1(n+r−3
r−2 )
}
= (1− q)−(
z−1
r−1)
∞∏
n=1


(
1− qz+n−1
1− qn
)(−1)r−1(n+r−3
r−2 )
(1− qn)gr−1(z−1,n)


× (1− q)−(
z−1
r
)
∞∏
n=1


(
1− qz+n−1
1− qn
)(−1)r(n+r−2
r−1 )
(1− qn)gr(z−1,n)


= Gr−1(z; q)Gr(z; q).
(3) We can see
dr+1
dzr+1
logGr(z + 1; q)
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= (−1)r+1
dr+1
dzr+1
{
∞∑
n=1
∞∑
k=1
(
n+ r − 2
r − 1
)
q(z+n)k
k
}
= (− log q)r+1
∞∑
n=1
∞∑
k=1
(
n+ r − 2
r − 1
)
krq(z+n)k
≥ 0,
because log q < 0.
Finally, we prove the uniqueness of these functions. Because of the
formula in the proof (3),
dr+1
dzr+1
logGr(z + 1; q)→ 0
as z →∞. Hence the uniqueness follows from Theorem 2.2.
By Theorem 4.2 (1), Gr(z; q) can be defined when z 6= l+m log q/2pi
(l ; negative integer, m ∈ Z). Next we consider expression like the
formulas (2.1), (2.2).
Proposition 4.4. If ℜz > 0, then
(1) Gr(z + 1; q) = lim
N→∞
{
Gr−1(1; q) · · ·Gr−1(N ; q)
Gr−1(z + 1; q) · · ·Gr−1(z +N ; q)
r∏
m=1
Gr−m(N + 1; q)
( z
m
)
}
.
(2) Gr(z + 1; q) =
∞∏
n=1

 Gr−1(n; q)Gr−1(z + n; q)
r∏
m=1
(
Gr−m(n+ 1; q)
Gr−m(n; q)
)( z
m
)

 .
Proof. (1) First we prove next formulas
Lemma 4.5. (1) For r ≥ 1
Gr(N + 1; q) = (1− q)
−(N
r
)
N∏
n=1
(1− qn)(
N−n
r−1 ).
(2) For r ≥ 2, N ≥ 1,
r−1∑
m=1
(
z
m
)(
N
r −m
)
=
N∑
n=1
{(
z + n− 1
r − 1
)
−
(
n− 1
r − 1
)}
.
(3) For N ≥ 1, n ≥ 1, r ≥ 2,
r+1∑
m=1
(
N − n
r −m
)(
z
m
)
−
N∑
k=1
{gr(z + k − 1, n)− gr(k − 1, n)} = gr+1(z, n).
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They are shown by induction. We prove (1) of Proposition 4.4. By
Lemma 4.5 (1),
lim
N→∞
{
Gr−1(1; q) · · ·Gr−1(N ; q)
Gr−1(z + 1; q) · · ·Gr−1(z +N ; q)
r∏
m=1
Gr−m(N + 1; q)
( z
m
)
}
= lim
N→∞
{
(1− q)
∑
N
k=1
{(z+k−1
r−1 )−(
k−1
r−1)}−
∑
r−1
m=1
( N
r−m
)( z
m
)−(z
r
) ×
N∏
k=1
∞∏
n=1
(
1− qz+n+k−1
1− qn+k−1
)(−1)r(n+r−3
r−2 )
×
N∏
n=1
(1− qn)
∑
r
m=1
(N−n
r−m
)( z
m
)−
∑
N
k=1
{gr−1(z+k−1,n)−gr−1(k−1,n)}
×
∞∏
n=N+1
(1− qn)−
∑
N
k=1
{gr−1(z+k−1,n)−gr−1(k−1,n)}

 .
By Lemma 4.5 (2), (3) and
∞∏
k=0
∞∏
n=1
(
1− qz+n+k−1
1− qn+k−1
)(−1)r(k+r−3
r−2 )
=
∞∏
n=1
(
1− qz+n
1− qn
)(−1)r(n+r−2
r−1 )
,
we obtain
lim
N→∞
{
Gr−1(1; q) · · ·Gr−1(N ; q)
Gr−1(z + 1; q) · · ·Gr−1(z +N ; q)
r∏
m=1
Gr−1(N + 1; q)
( z
m
)
}
=

(1− q)−(zr)
∞∏
n=1


(
1− qz+n
1− qn
)(−1)r(n+r−2
r−1 )
(1− qn)gr(z,n)




× lim
N→∞


∞∏
n=N+1
(1− qn)−
∑
r
m=1
(N−n
r−m
)( z
m
)

 .
So, it is sufficient to show
∞∏
n=N+1
(1− qn)(
N−n
r−m)(
z
m) → 1 as N →∞.
We can see∣∣∣∣∣∣log


∞∏
n=N+1
(1− qn)(
N−n
r−m
)( z
m
)


∣∣∣∣∣∣ ≤
∣∣∣∣∣
(
z
m
)∣∣∣∣∣
∞∑
n=N+1
∣∣∣∣∣
(
N − n
r −m
)∣∣∣∣∣ | log(1− qn)|
≤
∣∣∣( z
m
)∣∣∣
(r −m)!(1− q)
∞∑
n=N+1
(n−N)(n−N + 1) · · · (n−N + r −m− 1)qn
= qN


∣∣∣( z
m
)∣∣∣
(r −m)!(1− q)
∞∑
n=1
(n+ r −m− 1)(n+ r −m− 2) · · · (n + 1).nqn

 ,
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where we take the principal value of logarithms. This tend to 0 as
N →∞ on any region, since
1
(r −m)!(1− q)
∞∑
n=1
(n+ r −m− 1)(n+ r −m− 2) · · · (n + 1).n.qn
takes finite value. Thus,∣∣∣∣∣∣log


∞∏
n=N+1
(1− qn)(
N−n
r−m
)( z
m
)


∣∣∣∣∣∣→ 0 as N →∞.
Hence the claim follows.
(2) By using (1), we can prove the claim easily.
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