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Abstract
In this work, a new sufficient condition for asymptotic stability of the neutral differential equation of the form
d
dt
[x(t) + px(t − τ)] = −ax(t) + b tanh x(t − σ)
is established. The condition expressed in terms of a linear matrix inequality (LMI) and dependent on both the delays τ and σ
is less restricted than that given by J.H. Park [Delay-dependent criterion for asymptotic stability of a class of neutral equations,
Applied Mathematics Letters 17 (2004) 1203–1206].
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1. Introduction
Consider a neutral differential equation of the form
d
dt
[x(t) + px(t − τ )] = −ax(t) + b tanh x(t − σ), t ≥ 0, (1)
where a, τ and σ are positive constants, b and p are real numbers, |p| < 1. For each solution x(t) of Eq. (1) we
assume the following initial condition:
x = φ(t), t ∈ [−δ, 0], where δ = max{τ, σ }, φ ∈ C([−δ, 0], R).
If p = 0, Eq. (1) takes the form
d
dt
x(t) = −ax(t) + b tanh x(t − σ), t ≥ 0. (2)
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Delay differential equations of various types that contain Eq. (2) as a special case have been proposed by many authors
for the study of the dynamical characteristics of neural networks of Hopfield type (see [1] and references therein).
Recently, the asymptotic stability of Eq. (1) has been discussed in [2,3,7]. In [2], only the case τ = σ was
considered. In [3], the authors gave a delay-independent criterion for the asymptotic stability of Eq. (1). In general,
abandonment of information on the delay caused conservativeness of the stability criteria especially when the delay
was small. Delay-dependent criteria are usually less conservative than delay-independent criteria. Very recently, Park
[7] presented a delay-dependent stability criterion for Eq. (1). However, Park’s condition only depends on the delay
σ , and does not depend on the neutral delay τ .
In this work, we will further the discussion and establish a new delay-dependent criterion for asymptotic stability
of Eq. (1). The main result of this work is expressed in terms of a linear matrix inequality (LMI), which can be
easily resolved by using the LMI Toolbox in MATLAB. Compared with the result in [7], our result has the following
advantages:
• First, in the proof of the main result we introduce a new Lyapunov functional and avoid the use of the basic
inequality 2uv ≤ u2 + −1v2 for  > 0 which leads to a conservative result. On the other hand, by using certain
techniques, we estimate the derivative of the chosen Lyapunov functional reasonably well, which also reduces the
conservativeness of our stability criterion for Eq. (1). Therefore, our result can be applied to some cases that are
not covered by the results in [2,3,7] (see Example 1).
• Second, our result depends not only on the delay σ , but also on the neutral delay τ . Thus, when the delay τ is
small, our result is more effective than those that are delay independent or only dependent on the delay σ (see
Example 2).
Throughout this work, the symbol * represents the elements below the main diagonal of a symmetric matrix. We
say X > Y if X − Y is positive definite, where X and Y are symmetric matrices of same dimensions.
2. Main result
Define the operator D : R → R as
D(xt ) = x(t) + px(t − τ ) + α
∫ t
t−τ
x(s) ds + b
∫ t
t−σ
tanh x(s) ds, (3)
where α is a constant to be chosen later. Then Eq. (1) can be rewritten in the following form:
d
dt
D(xt ) = (α − a)x(t) − αx(t − τ ) + b tanh x(t). (4)
Choose the Lyapunov functional as
V (t) = D2(xt ) + β
∫ t
t−τ
x2(s) ds + γ τ
∫ t
t−τ
(s − t + τ )(αx(s))2 ds
+ θσ
∫ t
t−σ
(s − t + σ) tanh2 x(s) ds, (5)
where β, γ and θ are positive scalars to be chosen later. Now let us give the main result of this work.
Theorem 1. For given a > 0, τ > 0 and σ > 0, Eq. (1) is asymptotically stable if the operator D is stable and
there exist a constant α with 0 < |α| < 1, and positive constants β, γ , θ and η such that the following linear matrix
inequality holds:
Ω =


Ω11 Ω12 b α − a b(α − a)
∗ −β − 2 pα pb −α −bα
∗ ∗ θσ 2 − η b b2
∗ ∗ ∗ −γ 0
∗ ∗ ∗ ∗ −θ

 < 0, (6)
where
Ω11 = 2(α − a) + β + γ τ 2 + η, Ω12 = p(α − a) − α.
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Proof. The derivative of V (t) along the solution of Eq. (4) is given by
dV
dt
= 2
[
x(t) + px(t − τ ) + α
∫ t
t−τ
x(s) ds + b
∫ t
t−σ
tanh x(s) ds
]
× [(α − a)x(t) − αx(t − τ ) + b tanh x(t)]
+ βx2(t) − βx2(t − τ ) + γ τ 2α2x2(t) − γ τ
∫ t
t−τ
(αx(s))2 ds
+ θσ 2 tanh2 x(t) − θσ
∫ t
t−σ
tanh2 x(s) ds. (7)
Denote α
∫ t
t−τ x(s) ds and
∫ t
t−σ tanh x(s) ds by u(t) and v(t), respectively. By (7) we have
dV
dt
= [2(α − a) + β + γ τ 2α2 + η]x2(t) − ηx2(t)
+ 2[p(α − a) − α]x(t)x(t − τ ) + 2bx(t) tanh x(t)
+ 2(α − a)x(t)u(t) + 2b(α − a)x(t)v(t)
− (β + 2 pα)x2(t − τ ) + 2 pbx(t − τ ) tanh x(t)
− 2αx(t − τ )u(t) − 2αbx(t − τ )v(t)
+ θσ 2 tanh2 x(t) + 2b tanh x(t)u(t) + 2b2 tanh x(t)v(t)
− γ τ
∫ t
t−τ
(αx(s))2 ds − θσ
∫ t
t−σ
tanh2 x(s) ds. (8)
Using the Ho¨lder inequality, we have
τ
∫ t
t−τ
(αx(s))2 ds ≥
(
α
∫ t
t−τ
x(s) ds
)2
= u2(t),
σ
∫ t
t−σ
tanh2 x(s) ds ≥
(∫ t
t−σ
tanh x(s) ds
)2
= v2(t).
Noting that 0 < |α| < 1 and utilizing the relation tanh2 x(t) ≤ x2(t), from (8) we obtain
dV
dt
≤ [2(α − a) + β + γ τ 2 + η]x2(t)
+ 2[p(α − a) − α]x(t)x(t − τ ) + 2bx(t) tanh x(t)
+ 2(α − a)x(t)u(t) + 2b(α − a)x(t)v(t)
− (β + 2 pα)x2(t − τ ) + 2 pbx(t − τ ) tanh x(t)
− 2αx(t − τ )u(t) − 2αbx(t − τ )v(t)
+ (θσ 2 − η) tanh2 x(t) + 2b tanh x(t)u(t) + 2b2 tanh x(t)v(t)
− γ u2(t) − θv2(t).
That is,
dV
dt
≤ ξT (t)Ωξ(t),
where ξT (t) = [x(t), x(t −τ ), tanh x(t), u(t), v(t)]. By Theorem 9.8.1 of [5, pp. 292–293], we have that a sufficient
condition for the asymptotic behavior of Eq. (1) is that the operator D is stable, and Ω < 0, i.e., dVdt < 0 along the
solution of Eq. (1). Under the assumptions of Theorem 1, we see that the conclusion is evident. This completes the
proof of Theorem 1.
Remark 1. A simple condition for stability of the operator D is |p| + |α|τ + |b|σ < 1.
Let α = 0. By Theorem 1 we can present an asymptotic stability criterion which is only dependent on the delay σ .
In this case, our condition is also less restricted than Theorem 1 of [7] (see Example 1). We now list it as a corollary.
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Corollary 1. For given σ > 0, Eq. (1) is asymptotically stable if the operator D is stable and there exist positive
constants β, θ and η such that the following linear matrix inequality holds:
Ω¯ =


−2a + β + η −ap b −ab
∗ −β pb 0
∗ ∗ θσ 2 − η b2
∗ ∗ ∗ −θ

 < 0. (9)
Remark 2. Inequality (6) or (9) is used to determine whether they are feasible or not. This is called the feasibility
problem. The solutions of the problem can be found by solving the eigenvalue problem with respect to α, β, γ , θ
and η, which is a convex optimization problem in [4]. Various efficient convex optimization algorithms can be used to
check whether inequality (6) is feasible. In this work, we utilize the LMI control Toolbox in MATLAB [6], which is
very convenient for solving such problems. A solution of (6) or (9) can be obtained at the same time.
Remark 3. In order to compare our results with those in [7], we list the main results of [7] as follows:
Theorem 1 ([7]). For given σ > 0, Eq. (1) is asymptotically stable if the operator D = x(t) + px(t − τ ) +
b
∫ t
t−σ x(s) ds is stable and there exist positive scalars 1, 2, 3, α and β such that the linear matrix inequality holds:

−2a + α + σβ + 1b
√
b
√
b b −ap −σab
∗ −1 0 0 0 0
∗ ∗ −2 0 0 0
∗ ∗ ∗ −3 0 0
∗ ∗ ∗ ∗ 2bp2 − α 0
∗ ∗ ∗ ∗ ∗ 3σ 2b2 − βσ


< 0. (10)
At the end of this work, we give two numerical examples to illustrate our results.
Example 1. Consider the following equation:
d
dt
[x(t) + 0.6x(t − 0.1)] = −0.6x(t) + 0.36 tanh x(t − 0.3). (11)
By solving the linear matrix inequality (6), we obtain its solution
α = −0.6590, β = 1.1375, γ = 6.9462, θ = 3.8038, η = 0.7771.
The choice of α also guarantees the stability of the operator D by Remark 1. By solving the linear matrix inequality
(9), we obtain its solution:
β = 0.2799, θ = 0.8335, η = 0.3346.
By Theorem 1 or Corollary 1, Eq. (11) is asymptotically stable. However, in this case, Condition (10) is infeasible. On
the other hand, it is easy to show that the result in [3] cannot be applied to Eq. (11) since 1 + (pa2 + b2)/2(1 − pb)−
a < 0.
When the neutral delay τ is small, our Theorem 1 is more effective than the results that are independent of τ . The
following example is illustrative.
Example 2. Consider the following equation:
d
dt
[x(t) + 0.6x(t − 0.05)] = −0.6x(t) + 0.49 tanh x(t − 0.3). (12)
By solving the linear matrix inequality (6), we obtain its solution
α = −0.8040, β = 1.2669, γ = 41.4886, θ = 1.9788, η = 0.8471.
The choice of α also guarantees the stability of the operator D by Remark 1. By Theorem 1, we have that Eq. (12) is
asymptotically stable. However, for this case it is easy to verify that conditions (9) and (10) are all infeasible. That is,
the results that only depend on the delay σ cannot be applied to Eq. (12).
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