Abstract. In this paper, we describe how to reformulate a problem that has second-order cone and/or semidefiniteness constraints in order to solve it using a general-purpose interior-point algorithm for nonlinear programming. The resulting problems are smooth and convex, and numerical results from the DIMACS Implementation Challenge problems and SDPLib are provided.
Introduction
In this paper, we report on our formulation of and solution to the semidefinite and related problems that appear in the Seventh DIMACS Implementation Challenge. These problems contain any combination of linear, second-order cone and semidefinite constraints.
As our solution algorithm, we use loqo, an interior-point solver for general nonlinear programming (NLP) problems. For the purposes of this paper, we will consider NLPs of the form (1) minimize f (x) subject to h i (x) ≥ 0, i = 1, . . . , m where x ∈ R n is the decision variable and the functions f and h i are twice continuously differentiable. If f is convex and h i 's are concave, then the resulting NLP is said to be convex. The algorithm can accommodate equality constraints and variable bounds as well, and it is described in great detail in [21] , [22] and [17] . In the next chapter, we provide a description for the form given by (1) .
For the Seventh DIMACS Implementation Challenge, we use loqo to solve problems with any combination of linear, second-order cone, and semidefinite constraints. The standard form of these problems, which we will collectively call LSS, is: (2) minimize b T x subject to c − Ax ∈ K where x ∈ R n , is the decision variable, b ∈ R n , c ∈ R m , and A ∈ R m×n are the data. K is the Cartesian product of the set of nonnegative half lines, quadratic cones K q i , i = 1, . . . , κ q , and positive semidefinite cones K s i , i = 1, . . . , κ s . The quadratic cones are defined as follows:
where t i ∈ R and u i ∈ R p and the norm used is the Euclidean norm. They are also called second-order, or Lorentz, cones.
The positive semidefinite cones are defined as:
where the notation Z i 0 means that Z i is symmetric and for every ξ ∈ R r , ξ T Z i ξ ≥ 0. We cannot use loqo to solve LSS problems in the form presented so far, because they do not fit the NLP paradigm. The second-order cone constraint is nonsmooth when u = 0, and the semidefinite constraint is not even in inequality form. However, our goal is not to tailor loqo's algorithm to the specific type of problems presented in the Challenge, but to reformulate the problems to fit the paradigm of the general NLP.
We present here two smoothing techniques for the second-order cone constraints and a reformulation technique to express the semidefiniteness constraints as smooth, concave inequalities. In the next section, we present the interior-point algorithm to solve problems of the form (1) . In Section 3 and 4, we will describe the nonsmoothness of the Euclidean norm and its consequences for the loqo algorithm, and we will present several remedies for it. In Section 5, we will present several ways to characterize a semidefiniteness constraint as a collection of nonlinear inequalities, and present more details on the LDL T factorization based reformulation that we will be implementing for use with loqo. In Section 6, we will present details on the implementation of these reformulations and results from numerical experience with the DIMACS Challenge test suite.
It is important to note that the reformulation presented in this paper reaches far beyond than just allowing loqo to solve these problems. In fact, through the implementation of an ampl interface for the reformulation, a variety of general-purpose nonlinear solvers can, for the first time, work with problems of the form (2).
Interior-Point Algorithm for Nonlinear Programming.
In this section, we will outline a primal-dual interior-point algorithm to solve the optimization problem given by (1) . A more detailed version of this algorithm, which handles equality constraints and free variables as well, is implemented in loqo. More information on those features can be found in [20] .
First, slack variables, w i , are added to each of the constraints to convert them to equalities.
where w ∈ R m . Then, the nonnegativity constraints on the slack variables are eliminated by placing them in a barrier objective function, giving the Fiacco and McCormick [6] logarithmic barrier problem:
The scalar µ is called the barrier parameter. Now that we have an optimization problem with no inequalities, we form the Lagrangian
where y ∈ R m are called the Lagrange multipliers or the dual variables. In order to achieve a minimum of the Lagrangian function, we will need the first-order optimality conditions:
where A(x) = ∇h(x) is the Jacobian of the constraint functions h(x), W is the diagonal matrix with elements w i , and e is the vector of all ones of appropriate dimension.
Before we begin to solve this system of equations, we multiply the second set of equations by W to give
where Y is the diagonal matrix with elements y i . Note that this equation implies that y is nonnegative, and this is consistent with the fact that it is the vector of Lagrange multipliers associated with a set of constraints that were initially inequalities.
We now have the standard primal-dual system (3)
In order to solve this system, we use Newton's Method. Doing so gives the following system to solve:
where, the Hessian, H, is given by
We symmetrize this system by multiplying the first equation by -1 and the second equation by −W −1 :
Here, σ, γ, and ρ depend on x, y, and w, even though we do not show this dependence explicitly in our notation. Note that ρ measures primal infeasibility, and using an analogy with linear programming, we refer to σ as the dual infeasibility.
It is easy to eliminate ∆w from this system without producing any additional fill-in in the off-diagonal entries. Thus, ∆w is given by
After the elimination, the resulting set of equations is the reduced KKT system:
This system is solved by using LDL T factorization, which is a modified version of Cholesky factorization, and then performing a backsolve to obtain the step directions.
Denoting H(x, y) and A(x) by H and A, respectively, loqo generally solves a modification of the reduced KKT system in which λI is added to H to ensure that H + A T W −1 Y A + λI is positive definite (see [17] ). With this change, we get that
is called the dual normal matrix.
We remark also that explicit formulae can be given for the step directions ∆w and ∆y. Since we shall need the explicit formula for ∆w in the Section 5, we record it here:
The algorithm starts at an initial solution (x (0) , w (0) , y (0) ) and proceeds iteratively toward the solution through a sequence of points which are determined by the search directions obtained from the reduced KKT system as follows:
where 0 < α ≤ 1 is the steplength. The steplength is chosen using a hybrid of the filter method and the traditional merit function approach which ensures that an improvement toward optimality and/or feasibility is achieved at each iteration. The details of the steplength control mechanism are provided in [12] .
Second-Order Cone Constraints
The form of an LSS with only linear and second-order cone constraints does indeed fit the NLP paradigm given by (1) . Moreover, it is a convex programming problem, so a general purpose NLP solver such as loqo should find a global optimum for these problems quite efficiently. However, since we are using an interior-point algorithm, we require that the constraints be twice continuously differentiable and the Euclidean norm fails that criterion. In fact, the second-order cone constraints are nonsmooth when u = 0.
The nonsmoothness can cause problems if
(1) an intermediate solution is at a place of nondifferentiability (2) an optimal solution is at a place of nondifferentiability.
The first problem is easily handled for the case of interior-point algorithms by simply randomizing the initial solution. Doing so means that the probability of encountering a problematic intermediate solution is zero. However, if the nondifferentiability is at an optimal solution, it is harder to avoid. In fact, it will be shown in the numerical results section that the second case occurs often, and the algorithm fails on these problems. We will now examine the nature of this nondifferentiability and propose ways to avoid it. We start by proposing a small sample problem, which is a nonsmooth SOCP. We will then look at several solution methods.
Illustrative example.
Here's our example illustrating the difficulty of nondifferentiability at optimality: (6) minimize
The parameter a is a given real number satisfying −1 < a < 1. The optimal solution is easily seen to be (0, 0). Part of the stopping rule for any primal-dual interior-point algorithm is the attainment of dual feasibility; that is, σ = ∇f (x) + A T (x)y = 0. For the problem under consideration, the condition for dual feasibility is
We have written sgn(x 1 ) for the derivative of |x 1 |, but the case of x 1 = 0 still needs to be considered. Here, any value between −1 and 1 is a valid subgradient. A specific choice must be selected a priori, since solvers do not work with set-valued functions. Suppose that we pick 0 as a specific subgradient of the absolute value function at the origin. That is, we adopt the common convention that sgn(0) = 0. From the second equation in (7), we see that y = 1. Therefore, the first equation reduces to sgn(x 1 ) = a. At optimality, x 1 = 0 and so in order to get dual feasibility we must have that
If solvers worked with set-valued functions, then sgn(0) would be the interval [−1, 1] and this condition would be a ∈ [−1, 1]. However, solvers work only with single valued functions and the particular value we picked for sgn(0), namely 0, might not be equal to a, in which case an interior-point method cannot produce a dual feasible solution.
Note that there are two important properties at work in this example:
(1) the constraint function failed to be differentiable at the optimal point, and (2) that constraint's inequality was tight at optimality, thereby forcing the corresponding dual variable to be nonzero.
Alternate Formulations of Second-Order Cone
Constraints.
The type of behavior seen in the example given above is sometimes visible in the different types of problems from the DIMACS Challenge test suite. There are two ways we propose to avoid the problem:
(1) reformulate the cone constraint to have a smooth concave function; (2) when available, use a formulation of the problem that does not involve a nondifferentiable term. The latter way to avoid nondifferentiability is problem specific and cannot be generalized for the purposes of this paper, but it is discussed in great detail in [23] . Quite often, a differentiable linear or nonlinear version of the problem is the original formulation, and perhaps not surprisingly, can be solved more efficiently and accurately than the version with second-order cone constraints.
In this section, we consider a few alternatives for expressing LSS problems with second-order cone constraints as smooth and convex problems. The first two alternatives are perturbation techniques, where the resulting second-order cone constraints are smooth, but they may not be quite equivalent to the original constraints. The other three are reformulation techniques, where the new problem is indeed equivalent to the original.
4.1.
Smoothing by Perturbation. One way to avoid the nondifferentiability problem is simply to have a positive constant in the Euclidean norm. That is, we replace the original constraint with where is a small constant usually chosen to be around 10 −6 . The perturbation yields a second-order cone constraint, and, therefore, the resulting problem is convex. With the perturbation, it is also smooth.
Even though may be small enough so that the perturbation is absorbed into the numerical accuracy level of the algorithm, this reformulation is nonetheless not exactly equivalent to the original constraint. Because of this reason, we would like to keep the perturbation as small as possible. This may, however, require trying out different values of until we find the smallest one for which the algorithm can find an optimal solution to the problem. Especially for a large problem, though, it may be rather time consuming to solve the same problem several times. Therefore, the perturbation can instead be a variable, that is, we can replace the second-order cone constraint with
where v ∈ R. Without the positivity constraint on the perturbation, the dual feasibility conditions of the problem given in the previous section reduce to (7) . The positivity constraint, without loss of generality, allows us to solve the problem, and the strict inequality is not a concern for interior-point methods.
Smoothing by Reformulation.
Although the perturbation approach works quite well in practice, one may argue that it is better to have a problem that is exactly equivalent to the original one, but smooth. Of course, it would also be good to keep the favorable characteristic of convexity in the problem. Keeping this in mind, we now present three different reformulation alternatives.
4.2.1.
Smoothing by Squaring. The most natural reformulation of the second-order cone constraint is
The nonnegativity constraint is required for the feasible region to stay convex, and the constraint function
is smooth everywhere. However, it is not convex as its Hessian clearly shows:
Even though the feasible region is convex, its representation as the intersection of nonconvex inequalities can lead to slow convergence to dual feasibility, as described in [22] . Therefore, one would not expect this reformulation to work well.
4.2.2.
Convexification by Exponentiation. Using γ, we were able to get a smooth reformulation of the second-order cone constraint. To overcome the nonconvexity of γ, we can compose it with a smooth convex function that maps the negative halfline into the negative halfline. The exponential function is such a smooth convex function, so let
To check the convexity of ψ(u, t):
The second expression for the Hessian clearly shows that ∇ 2 ψ is positive definite.
Even though the exponential function gives a reformulation that is both smooth and convex, it does not behave well in practice because of scaling troubles. In fact, when u is on the order of 10, exp( u 2 ) is a very large value. Therefore, this approach rarely works in practice.
4.2.3.
Convexification by Ratios. Another way to avoid the trouble of nonconvexity is to use
Indeed, the constraint function
is convex:
The second expression for the Hessian clearly shows that it is positive definite. The strict inequality constraint on t is not a concern when using interior-point methods, and, in fact, many second-order cone constraints only have a constant term in the affine expression that defines t. Now, we have convex functions defining our constraints and we have eliminated the problem of nonsmoothness.
Note that an additional benefit of this approach is that it yields a sparser Hessian than the original formulation when u ∈ R n , n ≥ 4. The sparsity patterns for the Hessians of the cone constraint and the ratio constraint are as follows:
Sparsity issues relating to the second-order cone constraints are very important for the special-purpose codes as well. This is due to the large dimensions of real-world problems and the existence of dense columns in the coefficient matrices. In [9] , Goldfarb and Scheinberg propose a product-form Cholesky factorization which is also implemented in SeDuMi. Andersen and Andersen also describe in [1] their techniques for reformulating the constraints and removing dense columns which are implemented in mosek.
In our computational testing, we will use the variable perturbation and the ratio reformulation techniques to smooth out the second-order cone constraint.
Characterizations of Semidefiniteness
There have been several efforts to solve problems with semidefiniteness constraints as NLPs. In the early 1980's Fletcher's study [8] of the educational testing problem as given in [7] resulted in various characterizations for the normal cone and the set of feasible directions associated with a semidefiniteness constraint. He then developed an SQP method to solve a certain class of semidefinite programming (SDP) problems. Fletcher and our approach mainly involve re-expressing the constraint in nonlinear form to characterize the same feasible region. More discussion of this approach will follow later in the section.
Another approach to expressing an SDP as an NLP is to make a change of variables in the problem using a factorization of the semidefinite matrix and eliminating the semidefiniteness constraint from the problem. Homer and Peinado propose in [11] to use a factorization of the form V V T for the change of variables. Recently, Burer et. al. proposed in [4, 5] using the Cholesky factorization, LL T , to transform a certain class of SDPs into NLPs. While these approaches work well for that class of problems, the new quadratic equality constraints make the problem nonconvex and it is not possible to apply them successfully to the general SDPs due to multiple local optima. Nonetheless, the latter approach and its low-rank version are efficient on the particular subset of SDPs.
For a complete survey of the state of the art in Semidefinite Programming as of 2000, the reader is refered to [10] .
As stated above, our approach to expressing an LSS with semidefiniteness constraints as an NLP is to characterize the feasible region of the semidefiniteness constraint using a set of nonlinear inequalities. We present here three possible ways to do this: 5.1. Definition of Semidefiniteness-Semi-infinite LP. The most obvious characterization is to simply use the definition of positive semidefiniteness:
These constraints are linear inequalities, and using them would allow us to express an LSS with only linear and semidefiniteness constraints as a linear programming (LP) problem, which can be solved very efficiently using loqo or any other solver that can handle LPs. However, there would be an uncountably many number of constraints required to correctly characterize the feasible region. One thing that can be done is to work with successive LP relaxations, each with a finite subset, say of size 2n 2 , of constraints. After solving each LP relaxation, it is easy to generate a new ξ whose constraint is violated by the optimal solution to the LP relaxation, add this to the finite collection (perhaps deleting the most nonbinding of the current constraints at the same time) and solve the new LP relaxation. Doing so would produce a sequence of LP's whose solutions converge to the optimal solution to the LSS. This approach is promising, and it will be a part of our future research.
5.2.
Eigenvalues-Nonsmooth NLP. Another possible way to characterize a positive semidefiniteness constraint on Z is to replace it with the condition that all of the eigenvalues of Z be nonnegative. Let λ j (Z) denote the j-th smallest eigenvalue of Z. There are two ways to reformulate the semidefiniteness constraint on Z:
(1) Use a group of constraints that specify that each eigenvalue is nonnegative: λ j (Z) ≥ 0, j = 1, . . . , n. (2) Use a single constraint that requires only the smallest eigenvalue to be nonnegative: λ 1 (Z) ≥ 0. These two approaches are equivalent. Here is a small example illustrating how they work: Consider the n = 2 case:
In this case, the eigenvalues can be given explicitly:
Here, λ 1 (Z) is a strictly concave and λ 2 (Z) is a strictly convex function. Therefore, if we considered using the reformulation (1) described above, by stipulating that all of the eigenvalues be nonnegative, the reformulated problem would no longer be a convex NLP. Reformulation (2), however, gives a convex NLP. A proof that λ 1 is concave in general can be found in [15] . Nevertheless, it is also easy to see that λ 1 (Z) is a nonsmooth function when the argument of the square root vanishes, or when λ 1 (Z) = λ 2 (Z). Therefore, we are not able to obtain a smooth, convex NLP from the eigenvalue reformulation of the semidefiniteness constraint.
Factorization-Smooth Convex NLP.
A third characterization of semidefiniteness uses a factorization of the Z matrix. For every positive semidefinite matrix Z, there exists a lower triangular matrix L and a diagonal matrix D such that Z = LDL T . It is well-known (see, e.g., [13] ) that this factorization exists and D is unique on the domain of positive semidefinite matrices (L is unique only when Z is positive definite).
Let d j denote the j-th diagonal element of D viewed as a function defined on the space of symmetric positive semidefinite matrices. In fact, this factorization can be defined for a larger domain, which is the set of symmetric matrices that have nonsingular principle submatrices. However, we will define d j (Z) = −∞ whenever Z is not positive semidefinite. We will show in Section 5.4 that each of the d j 's is concave everywhere and twice continuously differentiable on the set of positive definite matrices.
If the nonlinear programming algorithm that is used to solve the SDP is initialized with a positive definite matrix Z and is such that it preserves this property from one iteration to the next, then the constraints
can be used in place of Z 0 to give a smooth convex NLP. We will show next that the d j 's are concave. there exists a unit triangular matrix L and a unique diagonal matrix D for which Z = LDL T (see, e.g., [24] ).
Fix j ∈ {1, 2, . . . , n} and let z, r, S denote the following blocks of Z:
Theorem 2. For Z ∈ S n×n ++ , the matrix S is nonsingular and d j (Z) = z − r T S −1 r.
Proof. It is easy to check that every principle submatrix of a positive definite matrix is itself positive definite. Therefore S is positive definite and hence nonsingular. Now, factor Z into LDL T and partition L and D as we did Z:
From Z = LDL T , it is easy to check that
From (12), we see that
0 r. Substituting this expression into (13), we get
Proof. It suffices to show that f (r, S) = r T S −1 r is convex in (r, S). To do so, we look at the first and second derivatives, which are easy to compute using the identity ∂S −1 /∂s ij = −S −1 e i e T j S −1 :
Letting H denote the Hessian of f (with respect to each of the s ij 's and the r i 's), we compute ξ T Hξ using the above values, where ξ is a vector of the form
Letting A = [a ij ] and b = [b i ], we get that
Since Z is symmetric and positive definite, we can assume that A is symmetric too and we get
Thus, H is positive semidefinite, and f is convex.
Remark. The expressions for the derivatives with respect to the diagonal elements of Z were also given by Fletcher in [8] .
Since det(D) = det(LDL T ) = det(Z), it follows that − n j=1 log(d j (Z)) is the usual self-concordant barrier function for SDP (see, e.g., [14] ).
5.5.
Step shortening. As stated above, the reformulated problem is convex and smooth only in the set of positive definite matrices. Therefore, we need to start with a strictly feasible initial solution keep all of our iterates strictly feasible as well. Even though it is hard to guarantee that a strictly feasible initial solution can be easily supplied in general nonlinear programming, it is actually fairly easy for our reformulation of the semidefiniteness constraints. All we need is to set Z equal to a diagonally dominant matrix where the diagonal entries are large enough to yield a positive semidefinite matrix.
Once we start in the interior of the feasible region, we need to stay in that region for the rest of our iterations. However, there is no guarantee that the algorithm will behave that way. Since loqo is an infeasible interior-point algorithm, it is expected that the iterates will leave the interior of the positive semidefinite cone eventually.
In order to see why the iterates become infeasible, let us observe how the infeasibility, denoted by ρ, behaves. As discussed before,
for each constraint i. We want h i (x) to start and remain strictly greater than 0, so it would suffice to show that ρ i can start and remain nonpositive. In linear programming, ρ changes by a scaling factor from one iteration to the next, so if it starts nonpositive, it will stay nonpositive.
In our NLP, however, this does not hold. An algebraic rearrangement of the Newton equation associated with the i-th constraint yields
Using the concavity of h i , we bound the infeasibility, denoted byρ i , at the next iteration:
Instead ofρ i being equal to a scaling factor times ρ i , it is greater than that value. Therefore, even if we start nonpositive, or even less than w i , there is no guarantee that we will stay that way. In fact, computational experience shows that ρ i does indeed go positive, even passing w i to give a negative value for h i . There is something that can be done to prevent this, however. An analogy from the rest of the algorithm is useful here. In our algorithm, we need to keep our slack variables strictly positive at each iteration. This is exactly what we want for h i as well so that our algorithm stays in the interior of the set of positive semidefinite matrices. We achieve the preservation of the strict positivity of the slack variables by shortening our step, α, at each iteration, and we can use another step shortening procedure to do the same for the h i 's. Since h i starts and remains positive, we can reset the slack variable w i to equal h i at each iteration, also setting ρ i = 0.
The extra step shortening allows us to start and remain in the set of positive definite matrices. However, any time we shorten a step, we need to make sure that it does not cause "jamming." Jamming occurs when the iterates get stuck at a point and the steplength keeps getting shortened so much that the algorithm cannot make any more progress toward optimality. This phenomenon comes up in nonlinear programming sometimes, and we have implemented in loqo a mechanism to "shift" the slack variables so that the algorithm becomes unstuck and continue making progress. However, we will show in the next section that such a mechanism is not necessary for our semidefiniteness reformulation, and in fact, we will not encounter the jamming phenomenon.
5.6. Jamming. A necessary anti-jamming condition is that each component of the vector field of step directions is positive in a neighborhood of the set where the corresponding component of the solution vector vanishes.
To state our result, we need to introduce some notation. In particular, it is convenient to letH = H + λI.
We consider a point (x,w,ȳ) satisfying the following conditions:
(1) Nonnegativity:w ≥ 0,ȳ ≥ 0.
(2) Strict complementary:w +ȳ > 0. Of course, we are interested in a point where some of thew i 's vanish. Let U denote the set of constraint indices for whichw i vanishes and let B denote those for which it doesn't. Write A (and other matrices and vectors) in block form according to this partition
Matrix A and all other quantities are functions of the current point. We use the same letter with a bar over it to denote the value of these objects at the point (x,w,ȳ).
Theorem 1.
If the point (x,w,ȳ) satisfies conditions (1) and (2), and U has full row rank, then ∆w has a continuous extension to this point and ∆w U = µY −1 U e U > 0 there. Proof. From the formula for ∆w given in Section 1, we see that
To prove the theorem, we must analyze the limiting behavior of UÑ −1
and
Applying the Sherman-Morrison-Woodbury formula, we get
Hence,
From the definition of U, we have thatW U = 0. In addition assumption (2) implies thatȲ U > 0, which then implies that Y −1 U remains bounded in a neighborhood of (x,w,ȳ). Also,K is positive definite since λ is chosen to makeH positive definite. Hence,K is nonsingular. The assumption thatŪ has full row rank therefore implies that the following limit exists:
Here and throughout this proof, all limits are understood to be taken as (x, w, y) approaches (x,w,ȳ). From the previous limit, we see that
It is easy to check that assumptions (1)- (2) imply that the terms multiplied by UÑ −1 on the first line of (14) remain bounded in the limit and therefore (16) lim −UÑ −1 ∇f (x) = 0.
. Writing A and W in block form and using (15), we get
The analysis of UÑ −1 in the previous paragraph applies to the first block of this block matrix and shows that it vanishes in the limit. The analysis of the second block is more delicate because of the W −1 U factor:
From this last expression, we see that the limiting value for the second block is just Y −1 U . Putting the two blocks together, we get that lim
and hence that (17) lim
Combining (16) and (17), we see that
It follows from Theorem 1 that the interior-point algorithm will not jam provided that the sequence stays away from boundary points where complimentary pairs of variables both vanish.
Therefore, we now have a reformulation of the LSS problem that is a smooth and convex NLP. With the minor modification in our algorithm of an extra step-shortening for semidefiniteness constraints, we can use the general-purpose interior-point method to solve this problem without worrying about jamming. In the next section, we present our implementations of the reformulation in ampl and of the stepshortening in loqo. We also present results from numerical testing for problems from the DIMACS Challenge test suite.
Computational Experience
In this section, we will present results from numerical testing with the reformulation approaches presented in the previous sections. As always, our goal is to integrate LSS problems into the context of NLPs by formulating them using ampl and solving them using general-purpose nonlinear programming algorithms. We start by presenting the implementation of our reformulation in ampl.
6.1. The AMPL interface. As discussed in the previous sections, our approach to reformulating the LSS problem is to smooth the secondorder cone constraint using a perturbation or reformulation and to replace the semidefiniteness constraint of the form
where Z is a symmetric n × n matrix, with n constraints of the form
where d j is the jth entry in the diagonal matrix D of the LDL T factorization of Z and z, s, and R are as described in (11) . It is easy to express the second-order cone constraint smoothing methods in AMPL. However, because of the matrix inverse in the expression for the semidefiniteness reformulation, it is not easy for the user to formulate a general ampl model for this problem. In fact, it is best to hide the details of the reformulation altogether from the user.
To this end, we have created a user-defined function in ampl called kth diag, so that the user can just specify constraints of the form
and the definition of d j (Z) is performed internally. The user-defined function defines function, gradient and Hessian evaluations as described in the previous section. We have created a generic ampl model for this problem, called sdp.mod to illustrate the usage of the kth diag function, and this model is provided in the Appendix of this paper. In order to specify a new problem, one only needs to supply the data vectors and matrices for this problem.
Another important issue to address is the initialization of the matrix Z. As discussed before, in our algorithm, we need to initialize Z to be a positive definite matrix, and using a diagonally dominated matrix in our initialization suffices. For our implementation, we can simply initialize it with the identity matrix.
6.2. Algorithm modification for step shortening. As described in the previous chapter, the interior-point algorithm requires an extra step shortening to keep the iterates strictly feasible in order to guarantee a smooth convex problem. To this end, we have implemented an option in loqo called sdp. When this option is turned on using the command option loqo options "sdp"; in AMPL, loqo calls a subroutine called sdpsteplen each time a new step direction is computed. This subroutine factorsZ, the matrix at the new point, to determine if it is still positive definite. If it is not, the steplength is repeatedly halved until we get to a new point that yields a positive definite matrix.
Also, if the sdp option is turned on, at the beginning of each iteration, we reset the slack variables associated with the reformulated constraints to the values of the constraints and the infeasibility, ρ, to zero. 6.3. Numerical Results. The problems that we will use in numerical testing are a wide range of applications that have been formulated in matlab for the DIMACS Challenge test suite. Because we are using ampl to solve these problems, we have made ampl versions of all of them, and they can be downloaded at [19] . All models were run on a Sun SPARC Station running SunOS 5.8 with 4GB of main memory and a 400MHz clock speed. We have used Version 6.0 of loqo, as described in [12] , and Version 20000814 of ampl. All times are reported in CPU seconds.
We should also note that for the problems with second-order cone constraints, the convex option in loqo was turned on. Since the default in loqo is to tune the parameters of the problem for general nonconvex problems, turning on the convex option allows for better performance on problems that are known to be convex, such as the ones considered for this paper. This option affects the initialization of the slack variables and the ordering of the reduced KKT matrix for Cholesky factorization, and it enforces the use of the predictor-corrector algorithm. Further details are provided in [17] .
In Tables 1 and 2 , we present numerical results from the DIMACS test suite on problems with second-order cone constraints. The first table gives the results of the ratio reformulation models, and the second table gives the results of the variable perturbation models. Note that the scheduling models and nb L2 are not included in Table 2 . The reason for this is that the number of nonzeros in the Hessian is very large when there is a second-order cone constraint with a large dimension. Therefore, the variable perturbation is only used for the models where there are many second-order cone constraints, but where the dimension of each constraint is quite small. Also, the variable perturbation approach did not work for nb and nb L2 bessel, so these models are omitted from Table 2 , as well.
The results provided in the Tables are iteration counts, runtimes (in CPU seconds), optimal value of the objective function, error of the linear constraints given by Ax − b , and error of the quadratic constraints given by min(eigK(x, K)).
The function eigK is from SeDuMi, and its description can be found in [18] . loqo is able to solve all but two of the largest problems in the test suite, with varying degrees of accuracy. In Table 3 , we provide a comparison for the runtimes with the state-of-the-art special-purpose solver SeDuMi. For the most part, loqo is slower especially as the problem size grows, but SeDuMi spends considerably more time on the scheduling problems and concludes that it is running into numerical problems at optimality or cannot solve them.
The reformulation of the semidefiniteness constraints works and solves many problems from the SDPLib set [3] . However, only 3 of the problems from the DIMACS Challenge test suite (truss5, hinf12, hinf13) are small enough for us to attempt, but these are challenging problems that loqo cannot solve. We will be performing more numerical testing for the reformulation of the semidefiniteness constraints when Version 2.0 of the DIMACS Challenge test suite is released with a wider variety of problems. For the sake of completeness, however, we present numerical Table 2 . Summary of solution results by LOQO (variable perturbation) for linear and second-order cone constrained problems from the DIMACS Challenge. results in Table 4 for problems from the SDPLib set. The measures of error provided in the table are the number of digits of agreement between the primal and dual objectives for the reformulated problem (sf) and the primal and dual feasibility levels (feas). Table 4 . Iteration counts and runtimes for small truss topology problems from the SDPLib test suite.
Conclusions.
We have thus outlined two approaches for smoothing second-order cone constraints and a reformulation method for expressing semidefiniteness constraints as nonlinear inequalities. As the numerical results show, a general-purpose solver is quite efficient on problems with linear and second-order cone constraints, especially when a perturbation or reformulation approach is used to handle nonsmoothness issues.
The variable perturbation seems to work well for problems with small blocks, whereas the ratio reformulation yields a much sparser Hessian for problems with larger blocks and allows them to be solved faster.
The reformulation of the semidefiniteness constraints, on the other hand, can be solved by loqo only for small instances. This is due to A(x) and H(x, y) being dense and the fact that they are quite often expensive to evaluate. This is true more so for the Hessian than for the Jacobian. Sparsity can be improved using properties of the dual problem, nonetheless, it is probably best to use a first-order algorithm to solve problems with semidefiniteness constraints.
The true strength of our approach is that there are many NLP solvers in the optimization community that can use our reformulations to solve LSS problems. The semidefiniteness constraints require, of course, that the iterates start and stay feasible. A recent paper by Nocedal, et. al. [16] describes their implementation of a step reducing method for in their solver knitro, and we are planning to perform future numerical tests with this solver.
