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We study the electronic transport properties of a monolayer graphene with a one-dimensional
modulated height profile caused, for instance, by substrate ondulations. We show that the combined
effect of the resulting strain fields induce modulated scalar and vector potentials that give rise to
Weiss oscillations in the magnetoconductivity. We also find that similar effects can be obtained
by applying a parallel magnetic field to the graphene-substrate interface. The parameters of an
experimental set-up for a physical realization of these findings in graphene systems are discussed.
PACS numbers: 72.80.Vp,73.23.-b,72.20.My
I. INTRODUCTION
The magnetoresistivity of a two-dimensional electron
gas (2DEG) subjected to a periodic potential varying in
one direction shows very strong oscillations periodic in
inverse magnetic field1. This remarkable effect, called
Weiss oscillations, is observed in the magnetoresistivity
parallel to the grating direction of the periodic potential
and is negligible on the transversal and longitudinal di-
rections. The effect was quantitatively in terms of the
semiclassical electronic velocity obtained from the quan-
tum mechanical analysis of the changes in the local band
structure due to the modulated potential2–5. The Weiss
oscillations can also be understood using a classical ap-
proach that associates their periodicity with the commen-
surability of the cyclotron motion and the grating, which
modifies the root-mean-square of the drift velocity of the
guiding center6. This gives origin to oscillations of the
magnetoresistivity with period 2Rc/λ, where Rc is the
cyclotron radius and λ is the period of the grating. This
nice and intuitive picture is corroborated by the solution
of the Boltzmann equation, assuming both an isotropic6
and anisotropic7 disorder scattering processes.
Several theoretical works studied Weiss oscillations
in graphene systems. Using the quantum mechani-
cal approach2–5, oscillations in the magnetoconductiv-
ity were calculated for the cases of monolayer graphene
sheet modulated magnetic8 and electric field9–11. The
theory of Weiss oscillations was also extended to bilayer
graphene12. These studies put in evidence the similar-
ities and the differences between Weiss oscillations in
graphene and 2DEG systems. One of the conclusions
is that one expects the effect to be more robust against
temperature in graphene, due to its unique spectral prop-
erties. Unfortunately, there is no experimental report of
Weiss oscillations in graphene so far.
The main goal of this paper is to propose a set-up that
allows to experimentally observe the effect. Assuming
a given modulated profile height varying along a single-
direction we explore two mechanisms that give rise to
a periodic potential, namely, strain and/or an in-plane
external magnetic applied on the graphene sheet.
Strain modifies the interatomic distances and, hence,
the electronic structure of the material. Combining an
effective microscopic model for the low-energy proper-
ties of electrons in graphene with the theory of elas-
ticity, it has been shown13–18 that the effects due to
strain fields can be accounted for by a pseudo electric and
pseudo magnetic fields, that are incorporated to the effec-
tive graphene Hamiltonian as a diagonal scalar and vec-
tor potentials, respectively. Recent papers have shown
that these pseudo fields give measurable contributions
for transport properties19,20.
A magnetic field applied parallel to the modulated
grephene sheet can also generate an effective periodic vec-
tor potential as long as λ is much larger that the height
profile amplitude, as discussed in Refs. 20 and 21. Exper-
imentally, modulated profile heights have been reported
in suspended membranes22 and nanoripples23,24. An-
other possibility is to lithographically produce trenches,
defining a profile height on a given substrate. After de-
position, the graphene sheet acquires a similar shape.
This paper is organized as follows. Section II begins
with a brief review of the effective theory of the low en-
ergy dynamics of electrons in graphene under a uniform
perpendicular magnetic field. We discuss the modulated
pseudomagnetic and pseudo electric fields due to strain
in Section II A. The expression for the modulated par-
allel magnetic field is obtained in Section II B. In Sec-
tion III we present analytical closed expressions for the
Weiss oscillations due to modulated pseudo electric and
pseudo magnetic fields In Section IV we present our main
results, discuss the validity range of the theory, establish-
ing bounds to guide an optimal choice of the experimental
set-up parameters to study the effect. Finally we present
our conclusions in Section V.
II. THEORETICAL BACKGROUND
Our model Hamiltonian reads
H = H0 +H
′, (1)
where H0 accounts for the dynamics of low-energy elec-
trons in graphene monolayers under a uniform external
magnetic field and H ′ is the effective Hamiltonian due
to the modulated deformation of the graphene sheet.
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2In the presence of an external applied magnetic field,
the effective Hamiltonian for low energy electrons in
graphene reads16,25
H0 = vFσ · (p+ eAext) , (2)
where vF ≈ 106m/s is the Fermi velocity and σ =
(σx, σy) are Pauli matrices in the lattice subspace
16.
For a uniform magnetic field perpendicular to the
graphene plane, Bext = B⊥zˆ, the vector potential can
be written in the Landau gauge
Aext = B⊥[(1− α)yxˆ+ αxyˆ]. (3)
We postpone the discussion of the most convenient choice
of α to the next section.
In what follows we obtain the effective perturbation
Hamiltonian H ′ that describes the effects of strain due
to a periodic out-of-plane deformation of the graphene
sheet given by
h(x) = h0 cos(2pix/λ), (4)
where λ is the modulation period and h0 is the profile
height amplitude.
A. Strain induced magnetic and electric fields
Strain modifies the graphene inter-atomic distances
and changes its electronic properties. It has been
shown13,14,26 that strain effects in the electronic dynam-
ics can be accounted for by introducing a vector gauge
potential and a scalar potential in the effective Hamilto-
nian given by Eq. (2).
By taking the long wavelength limit of the graphene
tight-binding Hamiltonian the strain contribution to the
system Hamiltonian, up to linear order in the deforma-
tions, can be cast as13,14,27
H ′ = t
3∑
n=1
i
σ · δn
a
σz
(
βG
a2
δTn · u · δn
)
, (5)
where δn are the nearest neighbor vectors (see Fig. 1),
a ≈ 1.42 A˚ is the carbon-carbon distance, t ≈ 2.7 eV
is the nearest neighbor pi-orbitals hopping matrix ele-
ment, and βG = −∂ log t/∂ log a ≈ 2 − 3.3715,28 is the
Gru¨neisen parameter, a dimensionless material depen-
dent parameter that characterizes the coupling between
the Dirac electrons and the lattice deformations, and u
is the strain tensor.
We express the components of the strain tensor in the
“macroscopic” xy coordinate system. The lattice sites
are more conveniently assigned by “intrinsic” x′y′ coordi-
nates oriented along the high symmetry crystallographic
directions of the graphene lattice, as shown in Fig. 1a.
In the intrinsic coordinate system the nearest neighbor
vectors read16
δ1 =
a
2
(√
3
1
)
, δ2 =
a
2
(−√3
1
)
, δ3 = a
(
0
−1
)
. (6)
FIG. 1. (Color online) Honeycomb lattice orientation: (a)
zigzag crystallographic orientation along the x-axis and (b)
arbitrary orientation.
For the case where xy and x′y′ coincide, by inserting
the relations for δ into Eq. (5), the strain contribution to
the system Hamiltonian becomes
H ′ = evFσ ·A, (7)
with
A =
~βGκ
2ae
(
uxx − uyy
−2uxy
)
, (8)
where κ ≈ 2/3 stands for the correction of the graphene
effective vector potential due to the violation of the
Cauchy-Born rule in lattices with a basis13,26.
Let us now consider the more realistic case where the
graphene zigzag crystal orientation forms an angle θ with
the “macroscopic” x-axis, see Fig. 1b. Accordingly, the
nearest neighbor vectors δn are rotated by θ, namely
δn(θ) = R(θ) · δn, (9)
where R(θ) is the rotation matrix in two-dimensions.
Inserting the rotated nearest neighbor vectors δn(θ) in
Eq. (5) we obtain
A(θ) =
~βGκ
2ae
(
(uxx − uyy) cos 3θ + 2uxy sin 3θ
(uxx − uyy) sin 3θ − 2uxy cos 3θ
)
(10)
or, in a more compact form,
A(θ) = R(3θ) ·A. (11)
We note that, with few exceptions29–31, the literature
addresses only the perfect aligned case of θ = 0.
In addition to the pseudo vector potential, strain also
induces a scalar potential13,26,32 given by
V (r) = g[uxx(r) + uyy(r)]I, (12)
where I is the identity matrix in sublattice space and
g ≈ 4 eV33.
3The strain tensor components uij(r) read
13–15
uxx(r) =
∂ux(r)
∂x
+
1
2
[
∂h(r)
∂x
]2
,
uyy(r) =
∂uy(r)
∂y
+
1
2
[
∂h(r)
∂y
]2
,
uxy(r) =
1
2
[
∂ux(r)
∂y
+
∂uy(r)
∂x
]
+
1
2
∂h(r)
∂x
∂h(r)
∂y
. (13)
The in-plane displacement vector field u(r) can be ob-
tained, for instance, by minimizing the elastic energy15,34
for a given h(r), following the prescription proposed in
Ref. 15.
For one-dimensional periodic modulations, such as
h(x) defined by Eq. (4), the minimization of the elastic
energy leads to a relaxed configuration where the strain
tensor components become negligibly small34. Such
analysis does not account for the fact that, in general,
the graphene sheet is pinned to the substrate at ran-
dom positions35 that introduce non trivial constraints on
the in-plane displacements. In this paper we consider
quenched ripples, setting ux(r) = uy(r) = 0. We stress
that this assumption gives an upper bound of the strain
field and to the corresponding vector gauge potential.
The strain tensor corresponding to the out-of-plane de-
formation profile h(x) described by Eq. (4) reads
uxx(x) = 2pi
2
(
h0
λ
)2
sin2(2pix/λ),
uyy(x) = uxy(x) = 0. (14)
Hence, the pseudo vector potential reads
A(θ) = A0 sin
2(2pix/λ)
(
cos 3θ
sin 3θ
)
(15)
where
A0 =
~βGpi2κ
ae
(
h0
λ
)2
. (16)
The pseudo scalar potential is given by
V (x) = V0 sin
2(2pix/λ), (17)
with
V0 = 2gpi
2
(
h0
λ
)2
. (18)
We finish this section recalling that theoretical
studies29,36 show that the scalar potential is dramatically
screened by the carriers in the graphene flake. Screening
modifies the coupling g as g → g/(q, ω → 0), where
1/(q, ω) = 1 + v(q)ΠR(q, ω) with (q, ω) the dynamical
dielectric function, v(q) = 2pie2/0|q| the Coulomb in-
teraction with 0 being the substrate material dependent
dielectric constant, and ΠR(q, ω) is the retarded density-
density correlation function. Within the random phase
approximation (RPA) the dielectric function can be ex-
pressed as (q, ω) = 1 − u(q)χ0(q, ω), where χ0(q, ω) is
the pair bubble diagram. The static dielectric function
reads37
(q, 0) =

1 + v(q)ρ(EF ), q ≤ 2kF ,
1 + v(q)ρ(EF )
[
1− 12
√
1−
(
2kF
q
)2
− q4kF arcsin
(
2kF
q
)
+ piq8kF
]
, q > 2kF .
(19)
with ρ(EF ) the density of states at the Fermi energy. We
have checked that (q, 0) & 40 for graphene deposited
on silicon dioxide, suggesting that screening can strongly
quench the pseudoelectric field. Based on this reasoning,
it has been conjectured36 that the random ripples, ubiq-
uitous in deposited exfoliated graphene, are the cause of
the charge puddles observed in these systems. Scanning
tunneling microscopy (STM) experiments on graphene
on SiO2
38,39 do not find evidences of spacial correlations
between ripples and charge puddles and, thus, fail to sup-
port this picture.
In what follows we assume that screening is absent,
corresponding to an upper bound of the scalar potential.
We address again the screening issue in Sec. IV, where
we discuss an experimental set-up to measure Weiss os-
cillations.
B. External in-plane magnetic field
A modulated magnetic field can also be realized by
applying an external magnetic field parallel to a grated
patterned graphene sheet. The external magnetic field
has a component perpendicular to the graphene surface
profile given by20
B′(r) = −B‖ · nˆ(r). (20)
The normal vector to the surface z = h(r) is
nˆ(r) =
1√
1 + (∂h/∂x)2 + (∂h/∂y)2
 ∂h(r)/∂x∂h(r)/∂y
−1
 .
(21)
Since h0  λ, we write
nˆ(r) ≈ (∂h(r)/∂x, ∂h(r)/∂y,−1)T . (22)
Hence, the effective local perpendicular magnetic field
reads
Bext(r) = −B‖ ·∇h(r), (23)
that for B‖ = B‖xˆ is expressed in a convenient gauge,
by the vector potential
Ax(r) = 0 and Ay(r) = −A‖ cos(2pix/λ) . (24)
with A‖ = B‖h0. The perturbation term is given by
Vext(r) = vF eσyAy(r) = −vF eA‖ cos(2pix/λ)σy. (25)
4III. WEISS OSCILLATIONS IN GRAPHENE
In this section we briefly review the calculations of the
Weiss oscillations for modulated magnetic8 and electric9
fields, adapting the results to the vector and scalar fields
obtained in the previous section.
We study the corrections to the conductivity caused
by the modulated strain within the regime where the lat-
ter corresponds to a small perturbation of the electronic
spectrum. In this case, one can obtain an analytical ex-
pression for the Weiss conductivity oscillations following
the approach put forward in Refs. 2–4.
The scalar potential of Eq. (17) breaks the transla-
tional invariance along the x-axis. Hence, it is conve-
nient to solve the unperturbed Hamiltonian H0 in the
Landau gauge with α = 1. Hence, the Schro¨dinger equa-
tion H0Ψ(r) = EΨ(r) has eigenvalues
16,25,40
En = sgn(n) ~ω0
√
2|n|, (26)
with ω0 = vF /lB and
sgn(n) =
 1 n > 0,0 n = 0,−1 n < 0. (27)
The corresponding eigenfunctions are41
Ψn,ky (r) =
Cn√
LylB
eikyy
(−isgn(n)Φ|n|−1(x−x0lB )
Φ|n|(x−x0lB )
)
,
(28)
where lB =
√
~/eB ≈ (26 nm)/√B(T) is the magnetic
length, x0 = l
2
Bky gives the center of the wave function,
Cn =
{
1 n = 0,
1/
√
2 n 6= 0, (29)
and
Φn(x) =
e−x
2/2√
2nn!
√
pi
Hn(x), (30)
where Hn(x) are Hermite polynomials.
Starting from the Kubo formula for the conductivity,
it has been shown5 that the main contribution to the
Weiss oscillations comes from the diagonal diffusive con-
ductivity, that in the quasielastic scattering regime can
be written as42
∆σyy = gvgs
e2
LxLy
∑
ζ
(
−∂f
∂ε
)∣∣∣∣
ε=Eζ
τ(Eζ)vζ,yvζ,y,
(31)
where gv and gs stand for valley and spin degeneracy
(for graphene gvgs = 4), ζ = (n, ky) are the quantum
numbers of the single-particle electronic states, Lx and
Ly are the dimensions of the graphene layer, f(Eζ) is the
Fermi-Dirac distribution function, τ(Eζ) is the electron
relaxation time, and vζy is the electron velocity given by
the semiclassical relation
vζ,y =
1
~
∂
∂ky
En,ky , (32)
with En,ky calculated in first order perturbation theory
as
En,ky = En + 〈n, ky|H ′|n, ky〉. (33)
Note that this correction lifts the degeneracy of Landau
levels. The dc diffusive conductivity is then obtained by
explicitly summing over the quantum numbers, namely
∑
ζ
[ · · · ] = Ly
2pi
∫ Lx/l2B
0
dky
∞∑
n=0
[ · · · ]. (34)
A. Modulated scalar potential
Let us now present the theory for Weiss oscillations
for graphene monolayers in a modulated electric field9.
We highlight the main results that are relevant to our
analysis, deferring the details of the derivation to the
original literature9.
For the scalar potential, the expectation value of the
velocity operator vsζ,y = ~−1∂〈n, ky|V |n, ky〉/∂ky reads
vsζ,y =
2piV0l
2
B
~λ
e−u/2
× [sgn2(n)L|n|−1(u) + L|n|(u)] sin
(
4pi
x0
λ
)
, (35)
where u = 8pi2(lB/λ)
2 and Ln(u) is a Laguerre polyno-
mial.
Inserting the above expression in Eq. (31) and using
(34), ∆σyy reads
∆σsyy ≈
e2
h
V 20 βτ
~
F s(u, β,EF ) (36)
with
F s =
ue−u
β
∞∑
n=−∞
(
−∂f
∂ε
)∣∣∣∣
ε=En
× [(1− δ0,n)L|n|−1(u) + L|n|(u)]2 (37)
where β = 1/kBT . We assume that ∆En,ky = |En,ky −
En| is smaller than the Landau level spacing and take
τ = τ(EF ).
Equation (31) indicates that ∆σyy is dominated by the
Landau levels with energies close to the Fermi energy.
In the limit where many Landau levels are either filled
(for EF > 0) or empty (for EF < 0), it is possible
9
to obtain an analytical expression for ∆σsyy. First, one
uses the n  1 asymptotic expression for the Laguerre
polynomials43
e−u/2Ln(u) −→ 1
pi1/2(nu)1/4
cos(2
√
nu− pi/4), (38)
5that is very accurate as long as u . n. For n . u .
4n the Laguerre polynomial is still an oscillatory func-
tion, but shows significant deviations from the expression
given by Eq. (38)44. For u & 4n the Ln(u) is monotonic.
For the Landau levels n close to the Fermi energy, u & 4n
is translated to kFλ . 2pi, where the electrons become
insensitive to the modulated potential, a regime that is
hardly relevant for the realistic physical parameters, as
discussed in the next section.
Next, one takes the continuum limit
∞∑
n=−∞
[ · · · ] ≈ ( lB
vF~
)2 ∫ ∞
−∞
dEE
[ · · · ]. (39)
After some algebra we write
F s =
1
pi2
T
TW
cos2
(
2pi
kFλ
)[
1 + S
(
T
TW
)
sin
(
8pi
kF l
2
B
λ
)]
,
(40)
where
S(x) =
x
sinh(x)
and kBTW =
~ω0
8pi2
λ
lB
. (41)
B. Modulated vector potential
Let us now turn our attention to the conductivity cor-
rections due to magnetic modulations.
In the case of the pseudo vector potential caused by
strain, the expectation value of the velocity operator is
vvζ,y = A0
lBvF e
~
√
2 cos
(
4pi
λ
x0
)
(42)
× e−u/2sgn(n)
√
|n|+ 1 [L|n|+1(u)− L|n|(u)] sin(3θ),
where u = 8pi2(lB/λ)
2 and Ln(u) is a Laguerre poly-
nomial. Inserting the results of Eqs. (42) and (46) in
Eq. (31) and using (34), the ∆σvyy reads
∆σvyy ≈
e2
h
(vF eA0)
2τβ
~
sin2(3θ)F v(u, β,EF ) (43)
with
F v =
4e−u
β
∞∑
n=−∞
(
−∂f
∂ε
)∣∣∣∣
ε=En
(1− δ0,n)(|n|+ 1)
× [L|n|(u)− L|n|+1(u)]2 . (44)
Following the steps described in the scalar potential case,
we obtain
F v =
1
4pi4
(λkF )
2 T
TW
sin2
(
2pi
kFλ
)
×
[
1− S
(
T
TW
)
sin
(
8pi
kF l
2
B
λ
)]
, (45)
where S(x) and TW are defined in Eq. (41).
For the case of an external in-plane magnetic field, the
expectation of the velocity operator is
v
‖
ζ,y =A‖
lBvF e
~
√
2 cos
(
2pi
λ
x0
)
(46)
× e−u/2sgn(n)
√
|n|+ 1 [L|n|+1(u)− L|n|(u)] ,
with u = 2pi2(lB/λ)
2. Note that the functional depen-
dence of v
‖
ζ,y is very similar to the one of Eq. (42), except
for the periodicity which differs by a factor 2. This ob-
servation allows us to readily write the conductivity cor-
rection for the case of an external modulated magnetic
field as
∆σ‖yy ≈
e2
h
(vF eA‖)2τβ
~
F ‖(u, β,EF ) (47)
where F ‖(u, β,EF ) is obtained by taking λ → 2λ in the
expression for F v(u, β,EF ).
IV. RESULTS AND DISCUSSION
In this section we discuss the validity range of our re-
sults and propose bounds for the parameter range of a
set-up to realize the Weiss oscillations in graphene sys-
tems. We analyze separately the cases of Weiss oscilla-
tions caused by strain and those due to a parallel mag-
netic field. We discuss their combined effect in a realistic
experimental setup.
We note that the obtained expressions for the Weiss
oscillations are consistent with the semiclassical guiding-
center-drift resonant picture due to Beenakker6, that pre-
dicts
∆ρxx
ρxx
∝ cos2
(
2pi
Rc
λ∗
− pi
4
)
, (48)
where Rc is the cyclotron radius and λ
∗ the periodicity of
the modulated potential. In the semiclassical regime of
n  1, one can safely neglect zitterbewegung effects45,46
and write Rc = ~kF /eB =
√
2nlB , in line with recent cy-
clotron orbits imaging observations47. By recalling that
λ∗ = λ/2, one immediately identifies that the periodic-
ity of the Weiss oscillations of Eq. (48) coincides with the
expressions presented in the previous section. This obser-
vation, so far overlooked in the graphene literature, sug-
gests that the classical commensurability orbit resonance
picture still holds in Dirac-like materials, as graphene.
Let us now address the main assumption of the analysis
presented in Sec. III and discuss their implications.
(i) Semiclassical regime: We address disordered
graphene samples characterized by an electronic elastic
mean free path `. The electronic transport is consid-
ered as diffusive, with sample sizes L  `, and semi-
classical, with kF `  1. Under these assumptions, the
conductivity can be predicted with good accuracy by
Eq. (31). For good quality graphene samples, where
6` ≥ 100 nm, kF `  1 demands typical carrier concen-
trations |ne| ≥ 1011cm−2, which is easy to attain in ex-
periments.
(ii) Perturbation theory: The evaluation of ∆σyy relies
on using first order perturbation theory to calculate the
semiclassical electron velocities vζ,y, Eq. (32). Hence,
it requires the Landau level spacing to be much larger
than the energy correction due to the modulated per-
turbation potential. The Landau levels that contribute
to the conductivity are those close to the Fermi energy,
corresponding to
nF ≈ 1
2
(
EF
~ω0
)2
=
1
2
(kF lB)
2
. (49)
The applicability of the perturbation theory demands
that the LL spacing En+1−En is large as compared with
the correction ∆En given by Eq. (33).
Let us consider the contributions due to strain and par-
allel magnetic field separately. For the scalar potential,
En+1−En > ∆En constraints the Landau levels index n
to
n <
2
pi4
(
λ
lB
)2(~vF
gλ
)4(
λ
h0
)8
, (50)
where we assume n  1. Using Eq. (49), the above
relation can be conveniently cast as
kF lB <
2
pi2
(
λ
lB
)(
~vF
gλ
)2(
λ
h0
)4
. (51)
The profile height parameters that govern the potential
modulation enter the expression mainly as a λ/h0 ra-
tio, but the remaining quantities appear in a convoluted
manner. We note that kF =
√
pi|ne| gives some freedom
to easily fulfill the inequality by tuning the doping.
For the case of modulated magnetic fields, En+1−En >
∆En restricts n to
n <
[(
~pi
2Aeλ
)4(
8pi4l2B
λ2
)]1/3
, (52)
where A = A0 corresponds to the intrinsic pseudo mag-
netic case, while A = A‖ stands for the external parallel
magnetic field one. Using Eq. (49) we write
pi
4
(
βGκlB
2a
)4/3
|ne| <
[(
λ2
h80
)]1/3
. (53)
for the case of strain generated gauge field and
pi
4
(
eB‖lB
2~pi2
)4/3
|ne| <
[(
1
h40λ
6
)]1/3
, (54)
for the external parallel magnetic field.
(iii) Asymptotic limit: In Sec. III, Eq. (38) is used to
obtain a closed analytical expression for the conductivity
oscillations. This asymptotic expression for the Laguerre
polynomials requires that n  1 and λ/λF ≥ 4. In
Fig. 2 we compare the “analytic” ∆σyy, calculated using
Eq. (45), with the “numeric” ∆σyy obtained from the
numerical calculation of Eq. (44) for a representative set
of parameters. We observe that by decreasing the magni-
tude of the perpendicular magnetic field, corresponding
to increasing n, the agreement between the analytical
and the numerical results progressively improves, as ex-
pected. For small magnetic fields the agreement depends
on λ/λF , as explained Sec. III A. The inset shows ∆σ
||
yy
versus 1/B for a case where λ/λF ≈ 1. The Weiss oscil-
lations persist, but their period show a small deviation
from our analytical results and the slope displays a more
pronounced difference.
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FIG. 2. (Color online) External magnetic field contribution
to the transversal conductivity ∆σ
||
yy as a function of 1/B for
an electronic density of ne = 5 × 1011 cm−2, λ = 100 nm,
h0 = 1 nm, B‖ = 8 T, T = 4 K, and τ = 10
−13s. Inset: Same
parameters, except λ = 50 nm.
To study the combined effect of the three modulated
potentials considered in this paper, we use Eq. (31) with
the total velocity
vTζ,y = v
s
ζ,y + v
v
ζ,y + v
‖
ζ,y. (55)
Following the same steps as before, we write the conduc-
tivity as a sum of three independent contributions
∆σyy = ∆σ
s
yy + ∆σ
v
yy + ∆σ
‖
yy, (56)
since upon integration over ky the cross terms average
to zero. We show the three contributions separately in
Fig. 3. For the sake of definition, ∆σvyy represents an
average over all possible lattice orientations. For a given
experimental realization it is possible to measure the an-
gle θ.
Figure 3 indicates that, for the chosen set of param-
eters, all considered mechanisms contribute with similar
weights to the Weiss oscillations. We caution that our
strain calculations represent an upper limit, since we ne-
glect atomic in-plane relaxations and screening. Hence,
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FIG. 3. (Color online) Magnetoconductivity ∆σ
||
yy as a func-
tion of 1/B for the three modulated perturbation potentials
discussed in the text. Here we use B‖ = 8T, λ = 100nm,
h0 = 1nm, T = 4K, and τ ≈ 10−13s.
we expect the in-plane magnetic field to be the most effi-
cient way to study the effect. On the other hand, in view
of the large quantitative uncertainty on the degrees of
screening and in-plane relaxation in actual systems, the
investigation of Weiss oscillations in the absence of B||
has the potential to provide interesting insight on this
issue.
In a realistic situation, a good description of the height
profile certainly requires considering more than a single-
harmonic. In such case the different contributions to the
conductivity oscillations no longer decouple. Notwith-
standing, it is still easy to single-out the external parallel
magnetic field oscillations by varying B||. For moderate
values of B|| we expect this contribution to dominate over
pseudo-fields generated by strain.
Let us now discuss the temperature dependence. Fig-
ure 4 shows the effect of the damping term S(T/TW ) on
the oscillation amplitude of ∆σyy for few representative
temperatures. Note that TW ∝ B. Hence, for a fixed
T , by decreasing B, one decreases TW and progressively
quenches the Weiss oscillations (See Fig. 4).
Shubnikov de Haas (SdH) oscillations are also peri-
odic in 1/B. Since their periodicity does not depend on
the profile heigh geometry, in principle, they are easy
to distinguish from Weiss oscillations. Their charac-
teristic temperatures are also very distinct: The tem-
perature damping of the Weiss oscillations are given by
Eq. (41) and the SdH characteristic temperature is48,49
kBTSdH = (~ω0/2pi2)(kF lB)−1. Hence
TW
TSdH
=
kFλ
4
. (57)
For the parameters we use kFλ  1, TW/TSdH > 1.
Thus, in general for a given temperature we expect the
SdH oscillations to be more damped than the Weiss ones.
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for the external in-plane magnetic field for different represen-
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V. CONCLUSIONS
We have studied the effects of a periodic profile height
modulation on the electronic magnetotransport proper-
ties of graphene monolayer sheets. We have shown that
such set up is suited for the study of Weiss oscillations
either caused by strain fields or by an external magnetic
field parallel to the graphene-substrate interface.
The Drude conductivity is obtained using first order
perturbation theory within the effective low-energy Dirac
Hamiltonian to calculate the semiclassical electronic ve-
locity in the presence of a modulated potential. We built
our analysis on the analytical results of Refs. 8 and 9.
We consider the cases of strain induced pseudo magnetic
field and pseudo electric potential, as well as the case of
a modulated effective magnetic field originated by an ex-
ternal B-field applied parallel to the graphene sheet. We
studied the Weiss oscillations in the transverse conductiv-
ity in all these cases, discussing their geometry and tem-
perature dependence. By casting the expressions for the
conductivity in terms of the most relevant length scales
of the problem we were able to verify that the classi-
cal interpretation of the Weiss oscillation based on the
commensurability of the cyclotron orbit with the modu-
lation period6 still holds for Dirac-like Hamiltonian sys-
tems, a connection that has been so far overlooked in the
graphene literature8–11.
We presented a careful discussion of the validity range
of our theory taking into account realistic experimental
values for the carrier concentration, modulation height
profile and temperature. We stablished clear distinctions
criteria between Weiss and Shubnikov de Haas oscilla-
tions, based on the behavior of the conductivity oscil-
lations with doping, substrate height profile and tem-
perature. Using these elements, we proposed a setup to
experimentally investigate Weiss oscillations in graphene
8systems.
Such study can be particularly useful to provide further
insight on effect of strain fields in the electronic properties
of graphene, a subject of intense theoretical investigation,
but still with limited quantitative experimental results.
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