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Purpose: The web application presented in this paper allows for an analysis to reveal centres 
of excellence in different fields worldwide using publication and citation data. Only specific 
aspects of institutional performance are taken into account and other aspects such as teaching 
performance or societal impact of research are not considered. 
Design/methodology/approach: Based on data gathered from Scopus, field-specific excellence 
can be identified in institutions where highly-cited papers have been frequently published. 
Findings: The URL of the web application is as follows: http://www.excellencemapping.net. 
The web application combines both a list of institutions ordered by different indicator values 
and a map with circles visualizing indicator values for geocoded institutions. 
Originality/value: Compared to the mapping and ranking approaches introduced hitherto, our 
underlying statistics (multi-level models) are analytically oriented by allowing (1) the 
estimation of values for the number of excellent papers for an institution which are 
statistically more appropriate than the observed values; (2) the calculation of confidence 
intervals as measures of accuracy for the institutional citation impact; (3) the comparison of a 
single institution with an “average” institution in a subject area, and (4) the direct comparison 
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1 Introduction 
There is a growing interest in national and international comparisons of research 
organizations and urban areas in terms of scientific output and impact. A sign of this trend is 
the continuous publication of university rankings, both inside but also outside the scientific 
environment (Shin et al., 2011). For example, the SCImago Research Group (University of 
Granada, Spain) (2012) publishes annually an international ranking of more than 3,000 
research institutions and organizations. The reports show indicator values (e.g. publication 
output, relative citation rate, or excellence rate) based on publication and citation data from 
Scopus (Elsevier) for larger research-focused institutions (see here SCImago Reseach Group, 
2011). The Leiden Ranking (http://www.leidenranking.com/) measures the scientific 
performance of 500 major universities worldwide (Leydesdorff and Bornmann, 2012b, 
Waltman et al., 2012). In both rankings, institutions and organizations are listed one after 
another and can be directly compared in terms of different indicators for productivity, 
research impact, specialization, and collaboration. Other academic rankings basically follow 
the same approach but use more or other indicators (see overviews in Kroth and Daniel, 2008, 
Buela-Casal et al., 2007, Shin et al., 2011). 
According to Tijssen et al. (2002), Tijssen and van Leeuwen (2006) as well as 
Waltman et al. (2012), excellent or highly cited papers are those among the 10% most-cited 
papers in a field (papers in or greater than the 90
th
 percentile, referred to in the following as 
class 10% papers). According to Waltman et al. (2012) the number of class 10% papers is 
“the most important impact indicator” for the ranking of universities by research performance. 
Some different approaches have been published recently which visualize the number of 
excellent papers for locations of research on Google maps instead of the presentation of the 
numbers in long ranking lists. Frenken et al. (2009) suggest grouping such approaches to 
mapping the geography of science under the heading “spatial scientometrics.” The 
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visualizations identify regions of excellent research and allow the comparison of excellent 
output in regions worldwide. Leydesdorff and Persson (2010) explore the use of Google Maps 
and Google Earth for generating spatial maps of science. Bornmann et al. (2011a) present 
methods to map centres of scientific excellence around the world. By colorizing cities 
worldwide according to the output of excellent papers, their maps provide visualizations 
where cities with a high (or low) output of these papers can be found. Bornmann and 
Waltman (2011) follow their approach in general, but change the focus from mapping of 
single cities to a more “sliding” visualization of broader regions. The maps generated by 
Bornmann et al. (2011a) and Bornmann and Waltman (2011) for different scientific fields 
point out a spatial concentration of excellent research which might possibly be explained by 
the fact that more competitors (here: prolific scientists) working within the same region 
produce better results (Bornmann et al., 2011a). 
The most recent stage of the developments in “spatial scientometrics” is the approach 
of Bornmann and Leydesdorff (2011). They consider it a disadvantage that only the output of 
excellent papers is used in the other approaches. If a city has a very high output in general 
(that means not only of excellent papers) one can expect a high number of excellent papers 
proportionally (Bornmann et al., 2011b, Bornmann et al., 2011c). Therefore, the observed 
output should be compared with an expected output. For example, if authors at a university 
have published 10,000 papers, one would expect for statistical reasons that approximately one 
thousand (that is, 10%) would also belong to the class 10% papers. An observed number of 
700 highly-cited papers for this university may seem a large number compared to other 
universities, but it turns out to be smaller than one would expect in this case. The z test for 
comparing a population proportion with a sample proportion (Sheskin, 2007) can be used for 
evaluating the degree to which an observed number of class 10% papers differs from the 
expected value (Bornmann et al., 2012). 
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In this paper, we introduce a new web application which is linked to both spatial 
visualization approaches as well as academic ranking lists published hitherto. It tries to 
capture the advantages of both approaches for presenting the research performance of 
locations; lists and maps are visualized and intertwined. In ranking lists, one can immediately 
see the best and worst institutions (institutions in the first and last positions). However, it is 
difficult to directly compare institutions holding very different positions or which are located 
in a single region (e.g. Europe). In contrast, performance indicators visualized on Google 
maps allow the focus on institutions in certain regions, but it is difficult to identify the best 
and worst locations worldwide. The web application introduced here visualizes institutional 
performance within specific subject areas as ranking lists and on custom tile-based maps. In 
contrast to many other university rankings which present the results across all fields of 
science (e.g. the Leiden Ranking), the lists and maps shown in the web application are 
differentiated for subject categories. 
Based on the developments of Bornmann and Leydesdorff (2011) we compare in this 
study the number of observed with the number of expected papers belonging to class 10% 
within their field category for universities and research-focused institutions (referred to as 
institutions in the following) around the world. Bornmann and Leydesdorff (2011) conduct a 
single test for each city worldwide to analyze the statistical significance of the difference 
between observed and expected numbers (Leydesdorff and Bornmann, 2012b, Bornmann et 
al., 2012). In this study, a multilevel logistic regression analysis is calculated to analyze the 
differences between both numbers for all the institutions within one model: For each 
institution, the difference between its performance and the average over all institutions in a 
field is tested. The model allows the calculation of shrinkage estimates and corresponding 
standard errors which are more precise than raw probabilities (empirical Bayes estimates) and 
their standard errors, especially if the information for an institution is sparse (e.g. if its 
publication output is low). The estimated standard errors and corresponding confidence 
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interval of the regression model takes design effects into account which are on average higher 
than the corresponding standard errors and confidence intervals obtained in a sampling 
procedure which does not consider any clusters, i.e. institutions (Hox, 2010). Additionally, 
multilevel models provide a very easy way to compare institutions, that is, whether they differ 
statistically significantly in their probabilities of having published excellent papers. 
2 Methods 
2.1 Data sets 
The study is based on Scopus data (Elsevier) which has been collected for the 
SCImago Institutions Ranking (http://www.scimagoir.com/). To obtain reliable data in terms 
of geo-coordinates (see Bornmann et al., 2011a) and the number of excellent papers (Waltman 
et al., 2012), we consider in the study only those institutions that have published at least 500 
articles, reviews and conference papers in the period 2005 to 2009 in a certain Scopus subject 
area. Institutions with fewer than 500 papers in a category are not considered. Furthermore, 
only subject categories offered at least 50 institutions are included in the web application (e.g. 
Arts and Humanities is not included). We use this threshold to have a considerable number of 
institutions for a worldwide comparison. The full counting method was used (Vinkler, 2010) 
to attribute papers from the Scopus data base to institutions: if an institution appears in the 
affiliation field of a paper, it is attributed to this institution (with a weight of 1). According to 
the results obtained by Waltman et al. (2012) the overall correlation between a university 
ranking based on the full counting and fractional counting method is very high (r = .97). The 
fractional counting method gives less weight (<1) to collaborative than to non-collaborative 
papers (= 1). Table 1 shows the number of institutions which are considered as data sets for 
the 17 subject areas in this study. Out of the 27 available subject areas in Scopus, only those 
are selected for the study which include at least 50 institutions worldwide. 
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When evaluating the citation impact of publications there is the possibility of 
including or excluding authors’ self-citations (Bornmann et al., in press-a). Studies have 
reported different percentages of self-citations: For example, in a study on researchers in 
Norway, Aksnes (2003) found 36%; Snyder and Bonzi (1998) showed that the percentage of 
self-citations in natural sciences is 15%; higher than in social sciences (6%) and arts & 
humanities (6%). In this study, we included self-citations for two reasons: (i) It is not 
expected that the percentage of self-citations will differ significantly among the different 
authors at the institutions. The percentage of self-citations will vary among the authors (and 
the publications), but in most cases it is not expected that institutions conducting research in 
similar areas have very different self-citation percentages. (ii) Following Glänzel et al. (2006), 
self-citations are usually an important feature of the science communication and publication 
process: “A self-citation indicates the use of own results in a new publication. Authors do this 
quite frequently to build upon own results, to limit the length of an article by referring to 
already published methodology, or simply to make own background material published in 
‘grey’ literature visible” (p. 265). 
2.2 Percentile calculation 
To identify the class 10% papers within a subject area, the citations Xi (citation 
window: from publication until the end of 2011) that were received by the ith papers within n 
papers published in a given subject area (and publication year as well as a given document 
type) were gathered. Then the papers were ranked in increasing order 
X1 ≤ X2 ≤. . . ≤ Xn, 
where X1 and Xn denote the number of citations received respectively by the least and 
most cited paper. Where citation counts are equal, the SJR2 (Guerrero-Bote and de Moya-
Anegon, 2012) of the journal which has published the papers is used as a second sort key 
(from highest to lowest). This journal metric takes into account not only the prestige of the 
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citing scientific publication but also its closeness to the cited journal. Finally, in each field 
(publication year and document type), each individual publication was assigned a percentile 
rank based on this distribution. If, for example, a single paper within a subject area had 50 
citations, and this citation count was equal to or greater than the citation counts of 90% of all 
papers in the subject area, then the percentile rank of this paper would be 90. The paper would 
be in the 90th percentile and would belong to the class 10% papers within the subject area. 
There are different approaches available for calculating percentile-based indicators (see an 
overview in Waltman and Schreiber, 2013, Bornmann et al., 2013). The approach used for the 
SCImago Institutions Ranking is comparable to the approach proposed by Rousseau (2012). 
In Table 1, the mean percentage of highly-cited papers for the institutions included in 
this study is the mean over the percentages of class 10% papers for the single institutions 
within one subject area. For example, Physics and Astronomy consists of 650 different 
institutions with a mean proportion of excellent papers of 0.14. Three reasons can be cited for 
the fact that the mean average for Physics and Astronomy (as well as all other subject areas in 
the table) is higher than 10%: (i) Ties in citation data lead to a higher number of class 10% 
papers (Leydesdorff et al., 2011, Waltman and Schreiber, 2013). (ii) The highly-selected set 
of institutions considered here (institutions with at least 500 publications) has published more 
class 10% papers than institutions not considered. (iii) “First, collaborative publications are 
counted multiple times in the full counting method, and second, collaborative publications 
tend to be cited more frequently than non-collaborative publications” (Waltman et al., 2012, 
p. 2427). 
2.3 Statistical model 
The choice of the statistical procedure to analyze the data depends strongly on the 
scale of the dependent variable (e.g. ordinal, continuous). In our case the dependent variable 
is dichotomous: a paper published by an author located in an institution belongs to the class 
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10% papers or not. The relative frequency of the papers in the class 10% for an institution is 
an estimate of its probability of class 10% papers. The simplest way for the statistical analysis 
is to report these probabilities of class 10% papers for each institution (see Waltman et al., 
2012). However, this procedure is statistically not appropriate and leads to incorrect solutions, 
because the hierarchical structure of the data (papers, level 1, are nested within institutions, 
level 2) is not taken into account. We can assume that papers, published by authors within one 
institution, are somewhat more homogeneous regarding their probability of being class 10% 
papers than papers published by authors located in different institutions. The homogeneity 
reduces the effective sample size and increases the standard errors. 
We prefer a multilevel logistic regression (MLR) intercept-only model for binary 
outcomes, which properly estimates the standard errors. Not only the standard errors of the 
regression parameter, but also the size of the standard error of the estimated class 10% 
probabilities (might) differ from those of a one level model with consequences for the 
statistical comparison of institutions. Another great advantage of multilevel modelling is that 
the statistical results can be summarized with a small set of parameters. For instance, one 
parameter allows to test statistically, whether the institutional performances vary only by 
random (i.e. as random samples of the same population) or systematically. Only in the case of 
systematic differences between institutions, comparisons are reasonable. 
In MLR, papers are clustered within universities, whereas j (j = 1, …, N) denotes the 
level-2 units (“institutions”) and i (i = 1, …, nj) the level-1 units (“papers”). Due to the fact 
that the dependent variable xji is dichotomous (1 = paper i belongs to the class 10% 
publications, 0 = paper i does not belong to the class 10% publications), ordinary multilevel 
models for continuous data are not appropriate. Therefore, so-called generalized linear mixed 
models are favoured, especially, the multilevel logistic model for binary data, which 
comprises three components (Hox, 2010): 
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1. The probability distribution for pji (= Pr(xji=1)) is a Bernoulli distribution (1, μ) 
with mean μ. 
2. A linear multilevel regression part with a latent (unobserved) predictor ηji of the 
binary outcome xji: ηji = β0 + u0j, where u0j is a normally distributed random effect 
u0j ~N(0, σ
2
u0) with the variance σ
2
u0, 
3. A link function connects the expected value of the dependent variable x with the 
latent predictor η, which is here the logit function: η = logit(μ) = log(μ/(1-μ)). 
Probabilities which range between 0 and 1 are transformed by the logit link 
function to logits, which continuously vary between -∞ and +∞ with a variance of 
π2/3=3.29. 
The multilevel logistic model for the observed proportions pj of papers which belong to the 
class 10% publications can be formulated as follows (Snijders and Bosker, 2004) 
 
pj = logistic(β0+u0j)  u0j~N(0, σ
2
u0),      (1) 
 





is the inverse logit link function. There is a so called intra-class correlation between papers 
within institutions with ρ = σ2u0/(3.29+σ
2
u0) which reflects the homogeneity of papers within 
an institution. The Wald test allows to test whether σ2u0 deviates from 0 (the null hypothesis). 
If the Wald test is statistically significant, the institutions systematically vary with respect to 
their number of class 10% papers. Then, a ranking or comparison of institutions is reasonable. 
Covariates can be included in the model in order to control, for instance, for socio-economic 
differences between countries (Bornmann et al., in press-c). 
Most importantly, the multilevel model allows the calculation of so-called Empirical 
Bayes (EB) or shrinkage estimates which are more precise than their empirical counterparts, 
the raw probabilities. The following information is considered in the calculation of EB: First, 
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if there is no further information for an institution, the mean value (i.e. mean probability) of 
class 10% papers across all institutions is the best estimate. Second, the more reliable the 
information for an institution (i.e. the greater the variance between institutions σ2u and the 
higher the total number of papers for the institution under consideration), the more the raw 
probability of class 10% papers is the best estimate for this institution. The EB, therefore, 
vary between the mean value of class 10% papers across all institutions and the raw 
probability of class 10% papers for a certain institution. If the sample size (number of papers) 
for an institution is low, the EB is shrunken towards the mean value. The estimated standard 
errors take design effects into account (SAS Institute Inc., 2008). They are different from the 
corresponding standard errors and confidence intervals obtained in a sampling procedure 
which does not consider any clusters, especially where the sample size of level-2 units is 
small. 
The EB and the confidence intervals can be transformed back to probabilities to 
facilitate the interpretation of the results. The multiplication of standard errors by 1.39 instead 
of 1.96 results in so-called Goldstein-adjusted confidence intervals (Goldstein and Healy, 
1994) with the property that if the confidence intervals of two institutions do not overlap, they 
differ statistically significantly (α = 5%) in their estimates (i.e. class 10% papers’ 
probabilities). If the 95%- confidence interval does not include the mean proportion of class 
10% papers across all institutions, the authors located at this institution have published a 
statistically significantly greater or smaller number of class 10% papers than the average 
across all institutions. In case of Goldstein-adjusted confidence interval this test can only be 
done on the 16.3% probability level, rather than on the usual 5% level.  
The power of statistical tests is defined as the probability of rejecting the null 
hypothesis in the case that is actually true. Based on simulation studies, Moineddin et al. 
(2007) recommended for a multilevel logistic regression at least 100 groups with a group size 
of 50 for an acceptable power. Except for the subject areas Psychology (n=59) as well as 
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Pharmacology, Toxicology and Pharmaceutics (n=86) all subject areas in this study 
significantly exceeds this threshold for the number of groups (here: institutions). With respect 
to group size (here: publications) all subject areas exceeds the threshold of 50. We abstained 
from performing a power analysis here, because we reanalyzed with the publication and 
citation data observed data. Retrospective or post hoc power analyses do not provide useful 
and valid estimators of the true power (Levine and Ensom, 2001, Yuan and Maxwell, 2005). 
Simulation studies have shown that “a low power does not always indicate that the test is 
unpowered” (Sun et al., 2011, p. 81). Against this backdrop, we followed Levine and Ensom 
(2001) who pointed out that “confidence intervals better inform readers about the possibility 
of inadequate sample size than do post hoc power calculations” (p. 405). 
The analyses for this study were calculated using the proc glimmix procedure 
implemented in the SAS statistical software (SAS Institute Inc., 2008). 
2.4 Programming of the visualization 
We have tried “to make a visualization that is attractive and informative, and yet 
conveys its own contingency and limitations” (Spiegelhalter et al., 2011, p. 1400). The 
following data and results of 17 multi-level regression models (one model for each subject 
area) have been used as an input for the visualization: (1) Number of papers published by 
authors located in an institution; (2) number of papers for an institution belonging to the class 
10% papers in a subject area; (3) the “true” proportion of class 10% papers for an institution 
as the result of the multi-level model; (4) the proportion’s confidence interval (lower and 
upper limits); and (5) the information whether an institution’s proportion differ statistically 
significantly from the mean over all institutions in a subject area (the expected value). To rank 
the institutions within a subject area, the logarithmized quotient of the “true” proportion of 
class 10% papers for an institution and the “true” proportion across all institutions was 
calculated for each institution. The rationale for applying a logarithm is to provide 
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comparable scales for values above and below the expected value; in other words, on our rank 
scale, an institution producing twice as many papers as expected is as far from the point for 
the expected value as an institution producing half as many as expected. 
The maps used in the visualization are custom styled map tiles generated with TileMill 
(http://mapbox.com/tilemill/) based on Open Street Map (http://openstreetmap.org) data. For 
developing the data overlays, we used the polymaps library (http://polymaps.org/); the 
dynamic tables were realized with the help of the DataTables jquery plugin 
(http://datatables.net/). 
3 Results 
Figure 1 shows a screen shot of the web application visualizing the results of multi-
level analyses for 17 different subject areas. The URL of the web application is as follows: 
http://www.excellencemapping.net. The web application is password-protected: The 
application can be used for research purposes only. The password can be received from the 
authors of this paper. 
For a selected subject category (e.g. Physics and Astronomy), the map on the left-hand 
side of the screen shows a circle for each institution with a paper output greater than or equal 
to 500. Users can move the map to different regions by using the mouse (click and drag) and 
zoom in (or out) by using the mouse wheel. Country labels and map details appear only at 
zoom levels of a certain depth, primarily in order to facilitate perception of the data markers. 
Both moving and zooming can also be done by using the control buttons at the top left of the 
screen. The circle area for each institution on the map is proportional to the number of 
published papers in the respective subject area. For example, the Centre National de la 
Recherche Scientifique (CNRS) has the largest circle (in Europe) on the Physics and 
Astronomy map, highlighting the high output of papers in this subject area (see Figure 2). The 
circle colour indicates the proportion of class 10% papers for the respective institution using a 
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diverging colour scale, from blue through grey to red (without any reference to statistical 
testing): If the proportion of class 10% papers for an institution is greater than the mean 
(expected) value across all institutions, its circle has a blue tint. Circles with red colours mark 
institutions with proportions of class 10% papers lower than the mean. Grey circles indicate a 
value close to the expected value. 
On the right-hand side of the web application, all those institutions are listed which are 
considered in the multi-level model for a subject area (section “Institutional scores”). For each 
institution the name, the respective country, the number of all the papers published 
(“Papers”), and the EBs with confidence intervals are visualized (“Probability of excellent 
papers”). The greater the confidence interval, the more unreliable the probability for an 
institution is. If the confidence interval does not overlap with the mean proportion of class 
10% papers across all institutions (the mean is visualized by the short line in the middle of 
“Probability of excellent papers”), the authors located at this institution have published a 
statistically significantly higher (or lower) number of class 10% papers than the average 
across all the institutions (α = 0.165). The institutions in the list can be sorted (in decreasing 
or increasing order in case of numbers) by clicking on the relevant heading. Thus, the top or 
worst performers in a field can be identified by clicking on “Probability of excellent papers.” 
Institutions with high productivity in terms of paper numbers appear at the top of the list (or at 
the end) by clicking on “Papers.” In Biochemistry, Genetics and Molecular Biology, for 
example, the institution with the highest productivity between 2005 and 2009 is the CNRS; in 
terms of probabilities of class 10% papers, the best-performing institution is the Broad 
Institute of MIT and Harvard (see Figure 3). To reduce the set of visualized institutions in a 
field to only those which differs statistically significantly in their performance from the mean 
value, the corresponding tick mark can be set by the user. 
Using the search field at the top right, the user can find a specific institution. By 
clicking on a heading (e.g. “Papers”) the reduced list is ordered accordingly. To identify the 
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institutions for a specific country, click on “Country”. Then the institutions are first sorted by 
country and second by the probability of excellent papers (in increasing or decreasing order). 
“Your selection” is intended to be the section for the user to compare institutions of interest 
directly. If the confidence intervals of two institutions do not overlap, they differ statistically 
significantly on the 5% level in the probability of class 10% papers’ output. For example, in 
Physics and Astronomy Stanford University and the Fraunhofer Gesellschaft are visualized 
without overlap (see Figure 4). The selected institutions in “Your selection” can be sorted by 
each heading in different orders. These institutions are also marked on the map with a black 
border. Thus, both institutional lists and institutional maps are linked by the section “Your 
selection”. For the comparison of different institutions, it is not only possible to select them in 
the list but also on the map with a mouse click. A new comparison of institutions can be 
started by clicking on “Clear selection”. 
If the user has selected some institutions or has sorted them in a certain order, the 
selection and sort order are retained if the subject area is changed. This feature makes it 
possible to compare the results for certain institutions across different subject areas directly. 
4 Discussion 
The web application presented in this paper allows for an analysis which reveals 
centres of excellence in different fields worldwide using publication and citation data. Similar 
to the Leiden Ranking, only specific aspects of institutional performance are taken into 
account and other aspects such as teaching performance or the societal impact of research 
(Bornmann, 2012, Bornmann, 2013) are not considered (see Waltman et al., 2012). Based on 
data gathered from Scopus, field-specific excellence can be identified in institutions where 
highly-cited papers have been published frequently. The web application combines both, a list 
of institutions ordered by different indicator values and a map with circles visualizing 
indicator values for geocoded institutions. Compared to the mapping and ranking approaches 
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introduced hitherto, our underlying statistic (multi-level models) are analytically oriented by 
allowing (1) the estimation of statistically more appropriate values for the number of excellent 
papers for an institution than the observed values; (2) the calculation of confidence intervals 
as reliability measures for the institutional citation impact; (3) the comparison of a single 
institution with an “average” institution in a subject area and (4) the direct comparison of at 
least two institutions. With these features, our approach can not only identify the top 
performers in (excellent) output but the “true jewels” in different disciplines. These are 
institutions having published statistically significantly more class 10% papers than an 
“average” institution in a subject area. Against the backdrop of these advantages, our web 
application can be used by (1) scientists for exploring excellence centres and regions 
worldwide in a specific subject area, (2) students and parents to get helpful hints about the 
comparative merits of different universities for making choices, and (3) governments and 
policymakers to compare the performance of institutions within a specific country to those 
outside (see Hazelkorn, 2011). 
Despite the advantages of the web application to map excellence in science, we 
recognize the limitations inherent in bibliometric data. (1) Papers are only one among several 
types of scientific activities. Research is a multi-dimensional endeavour which cannot be 
captured with only a single indicator. (2) It is not guaranteed that the addresses listed on the 
publication reflect the locations where the reported research was conducted. There might be 
several addresses on a publication but the research was mainly conducted at one location. (3) 
No standard technique exists for the subject classification of articles (Bornmann and Daniel, 
2008, Bornmann et al., 2008, Leydesdorff and Rafols, 2009). For the web application, we 
have used the standard technique based on journal classification schemes. Although this 
approach has been frequently criticized and other solutions have been proposed (e.g. the 
categorization of papers based on index terms from field-specific databases), it has not been 
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possible to establish any other proposals as a (new) standard for interdisciplinary studies up to 
now. 
Besides the limitations inherent in bibliometric data, there are several problems 
inherent in mapping approaches such as that proposed here. A detailed list of these problems 
is published in Bornmann et al. (2011a). The user should always be aware of these limitations 
when the web application is used. For example, there may be circles for institutions on the 
maps that are not in the right position. In the various routines, we tried to avoid these 
misallocations, but they could not be completely resolved. The misallocations do have 
different sources: address errors in the Scopus data or erroneous coordinates provided by the 
geocoding process. Furthermore, high numbers of excellent papers visualized on the map for 
a single institution might be due to the following two effects: (a) Many scientists located in 
that institution produced at least one excellent paper each or (b) only a few scientists located 
in this institution produced many influential papers. Assuming institutions as units of analysis, 
one is not able to distinguish between these two interpretations. 
The web application described here allows future developments in several directions. 
(1) Further data sets can be uploaded, e.g. for the visualization of patent data (Leydesdorff 
and Bornmann, 2012a). (2) With multi-level models it is possible to consider data for more 
than one subject area. (3) This data can be used to categorize institutions in different groups 
such as universal performers which are successful in all subject areas and specific performers 
which are successful only in some areas (Bornmann et al., in press-b). Covariates might be 
included into the regression models to control class 10% probabilities for certain factors (e.g., 
institutional size, economic force) (Bornmann et al., in press-c). (4) The evaluation of spatial 
performance could be extended by network approaches proposed by Hennemann (2012) “in 
which co-authorships of scientific papers represent a definable relationship between 
knowledge-producing players in a system” (p. 2402) and by Calero Valdez et al. (2012) who 
proposed a performance metric of interdisciplinarity. According to Mazloumian et al. (2013) 
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“given the large relevance of network theory in many scientific areas, we believe that 
classical, node-based indices must be complemented by network-based indices.” 
 19 
References 
AKSNES, D. W. 2003. A macro study of self-citation. Scientometrics, 56, 235-246. 
BORNMANN, L. 2012. Measuring the societal impact of research. EMBO Reports, 13, 673-
676. 
BORNMANN, L. 2013. What is societal impact of research and how can it be assessed? A 
literature survey. Journal of the American Society of Information Science and 
Technology, 64, 217-233. 
BORNMANN, L., BOWMAN, B. F., BAUER, J., MARX, W., SCHIER, H. & 
PALZENBERGER, M. in press-a. Standards for using bibliometrics in the evaluation 
of research institutes. In: CRONIN, B. & SUGIMOTO, C. (eds.) Next generation 
metrics. Cambridge, MA, USA: MIT Press. 
BORNMANN, L. & DANIEL, H.-D. 2008. What do citation counts measure? A review of 
studies on citing behavior. Journal of Documentation, 64, 45-80. 
BORNMANN, L., DE MOYA ANEGÓN, F. & LEYDESDORFF, L. 2012. The new 
Excellence Indicator in the World Report of the SCImago Institutions Rankings 2011. 
Journal of Informetrics, 6, 333-335. 
BORNMANN, L., DE MOYA ANEGÓN, F. & MUTZ, R. in press-b. Do universities or 
research institutions with a specific subject profile have an advantage or a 
disadvantage in institutional rankings? A latent class analysis with data from the 
SCImago ranking. Journal of the American Society for Information Science and 
Technology. 
BORNMANN, L. & LEYDESDORFF, L. 2011. Which cities produce more excellent papers 
than can be expected? A new mapping approach—using Google Maps—based on 
statistical significance testing. Journal of the American Society of Information Science 
and Technology, 62, 1954-1962. 
BORNMANN, L., LEYDESDORFF, L. & MUTZ, R. 2013. The use of percentiles and 
percentile rank classes in the analysis of bibliometric data: opportunities and limits. 
Journal of Informetrics, 7, 158-165. 
BORNMANN, L., LEYDESDORFF, L., WALCH-SOLIMENA, C. & ETTL, C. 2011a. 
Mapping excellence in the geography of science: an approach based on Scopus data. 
Journal of Informetrics, 5, 537-546. 
BORNMANN, L., MUTZ, R. & DANIEL, H.-D. in press-c. A multilevel-statistical 
reformulation of citation-based university rankings: the Leiden Ranking 2011/2012. 
Journal of the American Society for Information Science and Technology. 
BORNMANN, L., MUTZ, R., MARX, W., SCHIER, H. & DANIEL, H.-D. 2011b. A 
multilevel modelling approach to investigating the predictive validity of editorial 
decisions: do the editors of a high-profile journal select manuscripts that are highly 
cited after publication? Journal of the Royal Statistical Society - Series A (Statistics in 
Society), 174, 857-879. 
BORNMANN, L., MUTZ, R., NEUHAUS, C. & DANIEL, H.-D. 2008. Use of citation 
counts for research evaluation: standards of good practice for analyzing bibliometric 
data and presenting and interpreting results. Ethics in Science and Environmental 
Politics, 8, 93-102. 
BORNMANN, L., SCHIER, H., MARX, W. & DANIEL, H.-D. 2011c. Is interactive open 
access publishing able to identify high-impact submissions? A study on the predictive 
validity of Atmospheric Chemistry and Physics by using percentile rank classes. 
Journal of the American Society for Information Science and Technology, 62, 61-71. 
 20 
BORNMANN, L. & WALTMAN, L. 2011. The detection of “hot regions” in the geography 
of science: a visualization approach by using density maps. Journal of Informetrics, 5, 
547-553. 
BUELA-CASAL, G., GUTIÉRREZ-MARTÍNEZ, O., BERMÚDEZ-SÁNCHEZ, M. & 
VADILLO-MUÑOZ, O. 2007. Comparative study of international academic rankings 
of universities. Scientometrics, 71, 349-365. 
CALERO VALDEZ, A., SCHAAR, A., ZIEFLE, M., HOLZINGER, A., JESCHKE, S. & 
BRECHER, C. 2012. Using mixed node publication network graphs for analyzing 
success in interdisciplinary teams. In: HUANG, R., GHORBANI, A., PASI, G., 
YAMAGUCHI, T., YEN, N. & JIN, B. (eds.) Active Media Technology. Springer 
Berlin Heidelberg. 
FRENKEN, K., HARDEMAN, S. & HOEKMAN, J. 2009. Spatial scientometrics: towards a 
cumulative research program. Journal of Informetrics, 3, 222-232. 
GLÄNZEL, W., DEBACKERE, K., THIJS, B. & SCHUBERT, A. 2006. A concise review on 
the role of author self-citations in information science, bibliometrics and science 
policy. Scientometrics, 67, 263-277. 
GOLDSTEIN, H. & HEALY, M. J. R. 1994. The graphical representation of a collection of 
means. Journal of the Royal Statistical Society Series a-Statistics in Society, 158, 175-
177. 
GUERRERO-BOTE, V. P. & DE MOYA-ANEGON, F. 2012. A further step forward in 
measuring journals' scientific prestige: the SJR2 indicator [Online]. Available: 
http://arxiv.org/abs/1201.4639 [Accessed July 3. 
HAZELKORN, E. 2011. Rankings and the reshaping of higher education. The battle for 
world-class excellence, New York, NY, USA, Palgrave Macmillan. 
HENNEMANN, S. 2012. Evaluating the performance of geographical locations within 
scientific networks using an aggregation-randomization-re-sampling approach (ARR). 
Journal of the American Society for Information Science and Technology, 63, 2393-
2404. 
HOX, J. J. 2010. Multilevel analysis: techniques and applications, New York, NY, USA, 
Routledge. 
KROTH, A. & DANIEL, H. D. 2008. International University Rankings - A Critical Review 
of the Methodology. Zeitschrift für Erziehungswissenschaft, 11, 542-558. 
LEVINE, M. & ENSOM, M. H. H. 2001. Post hoc power analysis: an idea whose time has 
passed? Pharmacotherapy, 21, 405-409. 
LEYDESDORFF, L. & BORNMANN, L. 2012a. Mapping (USPTO) patent data using 
overlays to Google maps. Journal of the American Society of Information Science and 
Technology, 63, 1442-1458. 
LEYDESDORFF, L. & BORNMANN, L. 2012b. Testing differences statistically with the 
Leiden ranking. Scientometrics, 92, 781-783. 
LEYDESDORFF, L., BORNMANN, L., MUTZ, R. & OPTHOF, T. 2011. Turning the tables 
in citation analysis one more time: principles for comparing sets of documents. 
Journal of the American Society for Information Science and Technology, 62, 1370-
1381. 
LEYDESDORFF, L. & PERSSON, O. 2010. Mapping the geography of science: distribution 
patterns and networks of relations among cities and institutes. Journal of the American 
Society for Information Science and Technology, 61, 1622-1634. 
LEYDESDORFF, L. & RAFOLS, I. 2009. A global map of science based on the ISI subject 
categories. Journal of the American Society for Information Science and Technology, 
60, 348-362. 
MAZLOUMIAN, A., HELBING, D., LOZANO, S., LIGHT, R. P. & BÖRNER, K. 2013. 
Global multi-level analysis of the ‘Scientific Food Web'. Scientific Reports, 3. 
 21 
MOINEDDIN, R., MATHESON, F. I. & GLAZIER, R. H. 2007. A simulation study of 
sample size for multilevel logistic regression models. BMC Medical Research 
Methodology, 7. 
ROUSSEAU, R. 2012. Basic properties of both percentile rank scores and the I3 indicator. 
Journal of the American Society for Information Science and Technology, 63, 416-
420. 
SAS INSTITUTE INC. 2008. SAS/STAT® 9.2 user’s guide, Cary, NC, USA, SAS Institute 
Inc. 
SCIMAGO RESEACH GROUP 2011. SIR World Report 2011. Granada, Spain: University 
of Granada. 
SCIMAGO RESEACH GROUP 2012. SIR World Report 2012. Granada, Spain: University 
of Granada. 
SHESKIN, D. 2007. Handbook of parametric and nonparametric statistical procedures, Boca 
Raton, FL, USA, Chapman & Hall/CRC. 
SHIN, J. C., TOUTKOUSHIAN, R. K. & TEICHLER, U. (eds.) 2011. University rankings: 
theoretical basis, methodology and impacts on global higher education, Dordrecht, 
the Netherlands: Springer. 
SNIJDERS, T. A. B. & BOSKER, R. J. 2004. Multilevel analysis: an introduction to basic 
and advanced multilevel modeling, London, UK, Sage Publications. 
SNYDER, H. & BONZI, S. 1998. Patterns of self-citation across disciplines (1980-1989). 
Journal of Information Science, 24, 431-435. 
SPIEGELHALTER, D., PEARSON, M. & SHORT, I. 2011. Visualizing uncertainty about 
the future. Science, 333, 1393-1400. 
SUN, S. Y., PAN, W. & WANG, L. L. 2011. Rethinking observed power concept, practice, 
and implications. Methodology-European Journal of Research Methods for the 
Behavioral and Social Sciences, 7, 81-87. 
TIJSSEN, R. & VAN LEEUWEN, T. 2006. Centres of research excellence and science 
indicators. Can 'excellence' be captured in numbers? In: GLÄNZEL, W. (ed.) Ninth 
International Conference on Science and Technology Indicators. Leuven, Belgium: 
Katholieke Universiteit Leuven. 
TIJSSEN, R., VISSER, M. & VAN LEEUWEN, T. 2002. Benchmarking international 
scientific excellence: are highly cited research papers an appropriate frame of 
reference? Scientometrics, 54, 381-397. 
VINKLER, P. 2010. The evaluation of research by scientometric indicators, Oxford, UK, 
Chandos Publishing. 
WALTMAN, L., CALERO-MEDINA, C., KOSTEN, J., NOYONS, E. C. M., TIJSSEN, R. J. 
W., VAN ECK, N. J., VAN LEEUWEN, T. N., VAN RAAN, A. F. J., VISSER, M. S. 
& WOUTERS, P. 2012. The Leiden Ranking 2011/2012: data collection, indicators, 
and interpretation. Journal of the American Society for Information Science and 
Technology, 63, 2419-2432. 
WALTMAN, L. & SCHREIBER, M. 2013. On the calculation of percentile-based 
bibliometric indicators. Journal of the American Society for Information Science and 
Technology, 64, 372-379. 
YUAN, K. H. & MAXWELL, S. 2005. On the post hoc power in testing mean differences. 





Table 1. Number of universities and research-focused institutions included in the statistical 
analyses for 17 different subject areas. The mean percentage of highly-cited papers is the 
mean over the percentages of class 10% papers for the institutions within one subject area. 
 
Subject area Number of universities or 
research-focused institutions 
Mean percentage of highly-
cited papers (class 10% 
papers) 
Agricultural and Biological 
Science 
504 0.15 
Biochemistry, Genetics and 
Molecular Biology 
746 0.13 
Chemical Engineering 148 0.14 
Chemistry 496 0.13 
Computer Science 350 0.14 
Earth and Planetary 
Sciences 
318 0.17 
Engineering 594 0.14 




Materials Science 367 0.14 
Mathematics 362 0.14 
Medicine 1175 0.17 




Physics and Astronomy 650 0.14 
Psychology 59 0.20 
Social Sciences 166 0.19 
 
 






















Figure 4. Physics and Astronomy map where the Stanford University and Fraunhofer Gesellschaft are selected. 
 
