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THE ∂¯-EQUATION FOR (p, q)-FORMS ON A NON-REDUCED
ANALYTIC SPACE
MATS ANDERSSON & RICHARD LA¨RKA¨NG & MATTIAS LENNARTSSON
& HA˚KAN SAMUELSSON KALM
Abstract. On any pure n-dimensional, possibly non-reduced, analytic space X
we introduce the sheaves E p,qX of smooth (p, q)-forms and certain extensions A
p,q
X of
them such that the corresponding Dolbeault complex is exact, i.e., the ∂¯-equation
is locally solvable in AX . The sheaves A
p,q
X are modules over the smooth forms, in
particular, they are fine sheaves. We also introduce certain sheaves Bn−p,n−qX of
currents on X that are dual to A p,qX in the sense of Serre duality. More precisely,
we show that the compactly supported Dolbeault cohomology of Bn−p,n−q(X) in
a natural way is the dual of the Dolbeault cohomology of A p,q(X).
1. Introduction
It is natural to try to find concrete realizations of abstract objects like sheaf co-
homology groups and their duals. On a smooth complex manifold X of dimension n
the Dolbeault–Grothendieck lemma states that the Dolbeault complex,
(1.1) 0→ ΩpX → E p,0X
∂¯→ E p,1X → · · · ,
is a fine resolution of ΩpX , and by standard arguments it follows that we have the
representation
(1.2) Hp,q(X) := Hq(X,ΩpX) ≃ Hq(E p,•(X), ∂¯).
If X is compact, then the duals of these groups are represented by Hn−p,n−q(X) via
the non-degenerate pairing
(1.3) Hp,q(X)×Hn−p,n−q(X)→ C, ([φ], [ψ]) →
∫
X
φ ∧ ψ,
where φ and ψ are ∂¯-closed (p, q) and (n − p, n − q)-forms, respectively. There are
analogues of this so-called Serre duality even when X is not compact.
If X is a non-smooth reduced analytic space, then the complex (1.1) has a meaning
but it is not exact in general except at q = 0. Thus the direct analogue of (1.2) does
not hold. However, there are fine sheaves A p,qX of (p, q)-currents, introduced in [7]
for p = 0 and in [24] for p ≥ 0, that coincide with E p,qX on Xreg, such that
(1.4) 0→ ΩpX → A p,0X
∂¯→ A p,1X → · · ·
are fine resolutions of1 ΩpX . This leads to the representation
(1.5) Hp,q(X) := Hq(X,ΩpX) ≃ Hq(A p,•(X), ∂¯).
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1In this paper ΩpX denotes the sheaf of Ka¨hler differential p-forms modulo torsion.
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In the non-smooth case however the duality is more involved. Let ωpX be the sheaves
of meromorphic (p, 0)-forms which are ∂¯-closed considered as currents on X. They
were first introduced by Barlet in [13] in a slightly different way; see also [17]. In
[23, 24] were introduced fine sheaves Bp,qX of (p, q)-currents, that are smooth on Xreg,
with the following properties: For each p we have a complex
(1.6) 0→ ωpX → Bp,0X
∂¯→ Bp,1X → · · ·
such that, given that X is compact, Hn−q(Bn−p,•(X), ∂¯) is the dual of Hp,q(X),
realized via the non-degenerate pairing
(1.7) Hp,q(X)×Hn−q(Bn−p,•(X), ∂¯)→ C, ([φ], [ψ]) →
∫
X
φ ∧ ψ,
where φ and ψ are ∂¯-closed currents in A p,q(X) and Bn−p,n−q(X), respectively. The
complex (1.6) is exact at q = 0 but it is a resolution of ωpX if and only if Ω
p
X is
Cohen–Macaulay.
The aim of this paper is to extend these results to the case whenX is a non-reduced
analytic space of pure dimension n. Already in [6] were defined a resolution of the
structure sheaf OX , that is, (1.4) for p = 0, and as a consequence a representation
(1.5) for p = 0. We thus have to extend this representation to p ≥ 0 and find
analogues of (1.6) and (1.7).
Let us describe various forms and currents on our non-reduced X. First recall
that locally we have an embedding i : X → D ⊂ CN and a surjective sheaf mapping
i∗ : OpD → OpX . This means more concretely that we have an ideal sheaf JX ⊂ OD
with zero set Xred such that i
∗ is the natural mapping OD → OD/JX ≃ OX . There
are similar surjective mappings i∗ : ΩpD → ΩpX for p ≥ 1. Moreover, we have the OX-
sheaves E p,∗X of smooth (p, ∗)-forms and natural surjective mappings i∗ : E p,∗D → E p,∗X .
It turns out that i∗ is a ring homomorphism as usual so that we have natural products
(1.8) E p,qX × E p
′,q′
X → E p+p
′,q+q′
X , (φ,ψ) 7→ φ ∧ ψ.
We define the sheaf C p,qX of (p, q)-currents on X as the dual of the space of com-
pactly supported sections of E n−p,n−qX . Given the embedding i : X → D ⊂ CN we
have natural injective mappings i∗ : C
p,q
X → CN−n+p,N−n+qD so that the elements in
C
p,q
X are identified with the ordinary (N −n+p,N−n+ q)-currents in D that vanish
on Ker i∗. In view of (1.8) we have natural products
(1.9) E p,qX × C p
′,q′
X → C p+p
′,q+q′
X , (φ, u) 7→ φ ∧ u.
We are mainly interested in subsheaves Wp,qX of C p,qX where the elements have a
certain regularity property; (1.9) holds also with CX replaced by WX . The subsheaf
of ∂¯-closed members of Wp,0X are denoted by ωpX ; they are natural extensions to our
non-reduced space X of the Barlet sheaves.
We are also interested in another class of non-smooth forms Vp,qX , which however
are fundamentally different from C p,qX . The sheaves Vp,qX are extensions of E p,qX and
contain for instance principal values of meromorphic forms. Generically on X ele-
ments in Vp,qX are weak limits of elements in E p,qX .
Remark 1.1. Notice that when X is reduced we have the inclusion ΩpX ⊂ ωpX with
equality if X is smooth. In the non-reduced case there is no such relation at all since
the elements in ωX , although holomorphic, are dual objects whereas elements in ΩpX
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have no natural interpretation as dual objects. However, if φ is in ΩpX and µ in ω
p′
X ,
then φ ∧ µ is in ωp+p′X .
Here is our first main theorem.
Theorem A. Let X be a non-reduced analytic space of pure dimension n. For each
p ≥ 0 there are fine2 subsheaves A p,qX of Vp,qX that coincide with E p,qX generically on
X, such that (1.4) is a resolution of ΩpX .
As an immediate corollary we get the representation (1.5) of sheaf cohomology.
For our second main theorem we must introduce an intrinsic notion of integration
over X. For each (n, n)-current u on X there is a well-defined integral∫
X
u.
Given a local embedding as before and assuming that u has support in D ∩X it is
defined as the integral of i∗u over D.
Theorem B. Let X be a non-reduced analytic space of pure dimension n. Moreover
assume that X is compact. There are fine subsheaves Bp,q of Wp,qX such that
(i) (1.6) is a complex,
(ii) (1.6) is exact if and only if ΩpX is Cohen–Macaulay,
(iii) the products φ ∧ µ for φ in A p,∗X and µ in Bn−p,∗X are well-defined in Wn,∗X ,
(iv) the pairing (1.7) is well-defined and non-degenerate so that Hn−q(Bn−p,•(X), ∂¯)
is the dual of Hp,q(X).
There are variants of Theorem B even when X is not compact, see Section 7.
The construction of the new sheaves on X relies on the ideas in the previous papers
[7, 24, 6]. The proofs of Theorems A and B rely on explicit Koppelman formulas for
the ∂¯-equation. The main novelty in this paper is the adaption of the ideas in [6] to
the framework in [24]. We also believe that the non-reduced point of view sheds new
light on Serre duality, even in the reduced case, cf. Remark 1.1. Finally, we think
that the notions and results in this paper may serve as tools for doing analysis on
non-reduced spaces.
The paper is organized as follows. The main objects are introduced in Sections 3
and 4 and their basic properties are proved. In the rather technical Section 5 the
integral operators used in the Koppelman formulas are defined and their basic map-
ping properties are shown. The sheaves A p,∗X and B
n−p,∗
X are introduced in Section 6
and Theorem A as well as Koppelman formulas are proved. In Section 7 we show
Theorem B and in Section 8 some further examples are given.
2. Preliminaries
Throughout this paper, unless otherwise said, J is a coherent pure n-dimensional
ideal sheaf in a domain D ⊂ CN , Z is the zero set of J , i : X →֒ D is the (possibly)
non-reduced analytic subspace with structure sheaf OD/J , and κ = N − n.
Let ι : Z → D be the inclusion. The sheaf of smooth (p, q)-forms on Z is E p,qZ :=
E
p,q
D /Ker ι
∗. It is well-known that this is an intrinsic notion, i.e., it does not depend
on the embedding Z → D. The space of (n − p, n − q)-currents on Z is defined
as the dual of E p,qZ . More concretely, (p, q)-currents on Z can be identified via ι∗
2As in the reduced case, a sheaf is “fine” if it is closed under multiplication by smooth functions.
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with (κ + p, κ + q)-currents µ in D such that JZµ = dJZµ = J¯Zµ = dJ¯Zµ = 0. If
π : Z ′ → Z is proper, µ a current on Z ′, and ψ is smooth on Z, then
(2.1) π∗(π
∗ψ ∧ µ) = ψ ∧ π∗µ.
In [9], see also [7], was introduced the sheaf PMZ of pseudomeromorphic currents.
A current τ in U ⊂ CN is an elementary pseudomeromorphic current if τ = ϕ ∧ τ ′,
where ϕ is smooth with compact support in U and τ ′ is the tensor product of one-
variable currents 1/zmkk and ∂¯(1/z
mℓ
ℓ ). If Z is smooth, then, [10, Theorem 2.15], a
current on Z is pseudomeromorphic if and only if it is a locally finite sum of currents
of the form f∗τ , where f : U → Z is holomorphic, U ⊂ CN , and τ is elementary.
If Z has singularities the definition is slightly more involved. Pseudomeromorphic
currents are closed under ∂¯ and direct images of modifications, simple projections,
and open inclusions.
Example 2.1. Recall that a current on Z is semi-meromorphic if it is of the form ϕ/s,
where s is a generically non-vanishing section of some line bundle L and ϕ is a smooth
form with values in L. If | · | is any Hermitian metric on L, then χ(|s|2/ǫ)ϕ/s → ϕ/s
as currents, where χ is a smooth approximation of the characteristic function of
[1,∞) ⊂ R. Semi-meromorphic currents, and ∂¯ of such, are sections of PM.
We refer to [10] for properties of pseudomeromorphic currents. If V = {h = 0} for
some holomorphic tuple h in D and µ ∈ PM(D), then
(2.2) 1D\V µ := lim
ǫ→0
χ(|h|2/ǫ)µ.
The limit (2.2) exists, is in PMD, and is independent of such h and χ. Set
1V µ := µ− 1D\V µ.
If π : D˜ → D is a modification or a simple projection and τ ∈ PM(D˜) has compact
support in the fiber direction, then
(2.3) 1V π∗τ = π∗(1π−1V τ).
If µ ∈ PMD has support in Z, then
(2.4) J¯Zµ = dJ¯Z ∧ µ = 0.
Dimension principle. If µ ∈ PMZ has bidegree (∗, q) and support in a subvariety
V ⊂ Z such that codimZ V > q, then µ = 0.
A current µ ∈ PMD with support in Z has the standard extension property (SEP)
with respect to Z if 1V µ = 0 for all germs of analytic sets V in D intersecting Z
properly. The subsheaf of PMD of (N, ∗)-currents with support in Z and the SEP
with respect to Z is denoted WZ,∗D . The subsheaf of PMZ of pseudomeromorphic
currents on Z with the SEP with respect to Z is denoted by WZ .
Remark 2.2. We will frequently consider Hom -sheaves. For instance a sheaf like
HomOD(Ω
p
D,WZ,∗D ) can in a natural way be identified with sheaves of currents of
bidegree (N − p, ∗) by
WZ,(N−p,∗)D
∼−→ HomOD(ΩpD,WZ,∗D ), µ 7→ (ϕ 7→ ϕ ∧ µ),
where we temporarily let WZ,(N−p,∗)D denote the sheaf of pseudomeromorphic (N −
p, ∗)-currents in D with support on Z and the SEP with respect to Z. It is clear
that if ϕ ∧ µ = 0 for all ϕ ∈ ΩpD, then µ = 0. Hence, the mapping is injective.
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To see that it is surjective, let {dzI} be a basis of ΩpD and let {∂/∂zI} be the dual
basis. If u ∈ Hom OD(ΩpD,WZ,∗D ) then u(dzI) ∈ WZ,∗D and so, by [10, Theorem 3.7],
there are uI ∈ WZ,(0,∗)D such that u(dzI) = dz ∧ uI , where dz = dz1 ∧ · · · ∧ dzN .
Define µI ∈ WZ,(N−p,∗)D by µI = ±(∂/∂zIydz) ∧ uI , where ± is chosen so that
dzI∧µI = dz∧uI . Setting µ =
∑
I µI it is straightforward to check that ϕ∧µ = u(ϕ)
for all ϕ ∈ ΩpD since {dzI} is a basis of ΩpD.
In this paper we will use the Hom -notation but, keeping the identification in
mind, we will for a Hom -element µ write ϕ ∧ µ (or possibly µ ∧ ϕ) instead of µ(ϕ).
Suppose that Z is smooth and that we have local coordinates (z, w) centered
at some x ∈ Z such that Z = {w = 0}. If µ ∈ WZ,∗D , then there is a unique
representation
(2.5) µ =
∑
α
µα(z) ∧ ∂¯ dw
wα+1
,
where the products are tensor products, µα(z) ∈ Wn,∗Z , and ∂¯(dw/wα+1) is shorthand
for ∂¯(dw1/w
α1+1
1 ) ∧ ∂¯(dw2/wα2+12 ) ∧ · · · ; see [6, Proposition 2.5]. By that same
proposition,
(2.6) µα(z) = π∗(w
αµ)/(2πi)κ,
where π(z, w) = z and wα = wα11 w
α2
2 · · · . By [11, Proposition 3.12, Theorem 3.14]
we have
Proposition 2.3. If u, µ1, . . . , µℓ ∈ Wn,∗Z and u = 0 on the set where all µj are
smooth, then u = 0.
The sheaf CH ZD of Coleff-Herrera currents with support on Z was introduced by
Bjo¨rk, see [14]. An (N,κ)-current µ in D is in CH ZD if ∂¯µ = 0, h¯µ = 0 for any
h ∈ JZ , and µ has the SEP with respect to Z. Alternatively, by [2], we have
(2.7) CH ZD = {µ ∈ WZ,κD ; ∂¯µ = 0}.
Notice that HomOD(Ω
p
D,CH
Z
D ) can be identified with Coleff–Herrera currents of
bidegree (N−p, κ) in view of Remark 2.2. Assume as before that there are local coor-
dinates (z, w) such that Z = {w = 0} and let π(z, w) = z. If µ ∈ HomOD(ΩpD,CH ZD ),
then µα(z) defined in (2.6) are ∂¯-closed (n − p, 0)-currents on Z. Hence, the coeffi-
cients µα(z) in the unique representation (2.5) are in Ω
n−p
Z .
The sheaf ωn−pZ was introduced by Barlet in [13] as the kernel of a certain map
j∗j
∗Ωn−pZ → H 1Zsing(Ext κOD(OZ ,Ω
N−p
D )), where j : Zreg → Z is the inclusion. It
follows from [13] that sections of ωn−pZ are ∂¯-closed meromorphic (n−p)-forms on Z,
cf. [24, Section 4] and [17]. Recall that ι : Z → D is the inclusion. By [13, Lemma 4]
we have
(2.8) ι∗ωn−pZ = {µ ∈ HomOD(ΩpD,CH ZD ); JZµ = dJZ ∧ µ = 0}.
A current a on Z is almost semi-meromorphic if there are a modification π : Z ′ → Z
and a semi-meromorphic current ν on Z ′ such that a = π∗ν. In particular, a is
generically smooth. Thus, if µ ∈ PMZ , then a ∧ µ is generically well-defined. By
[10, Theorem 4.8], there is a unique T ∈ PMZ such that T = a∧ µ on the set where
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a is smooth and 1V T = 0, where V is the Zariski closure of the singular support of
a. Henceforth we let a ∧ µ denote the extension T . One can define a ∧ µ as
(2.9) a ∧ µ := lim
ǫ→0
χ(|h|2/ǫ)a ∧ µ,
where h is a holomorphic tuple cutting out V . If µ ∈ WZ , then a ∧ µ ∈ WZ .
Let Ej → D, j = 0, . . . , N , be complex vector bundles. Let fj : Ej → Ej−1 be
holomorphic morphisms and suppose that we have a complex
0→ EN fN−→ · · · f1−→ E0 → 0,
which is exact outside Z ⊂ D. Assume that the associated sheaf complex
(2.10) 0→ O(EN ) fN−→ · · · f1−→ O(E0)
is exact and let F := O(E0)/Im f1 so that (2.10) is a resolution of F . Recall
that F is Cohen–Macaulay if and only if there is a resolution (2.10) with N = κ.
Let ZFj ⊂ D be the set where fj does not have optimal rank. These singularity
subvarieties are independent of the resolution, thus invariants of F , and reflect the
complexity of F . It follows from the Buchsbaum-Eisenbud theorem that
(2.11) ZFN ⊂ · · · ⊂ ZFκ = ZFκ−1 = · · · = ZF1 = Z
and that codimDZ
F
j ≥ j, j = κ, κ + 1, . . .. Moreover, [16, Corollary 20.14], F has
pure codimension κ (i.e., no stalk of F has embedded primes or associated primes
of codimension > κ) if and only if codimDZ
F
j ≥ j + 1 for j ≥ κ+ 1.
Assume that the Ej are equipped with Hermitian metrics. In this case we say that
(2.10) is a Hermitian resolution. Let σj : Ej−1 → Ej be the Moore-Penrose inverse of
fj, i.e., the pointwise minimal inverse of fj. The σj are smooth outside Z and almost
semi-meromorphic in D. Following [8], we define currents U ∈ WD and R ∈ PMD
with support in Z and values in EndE, where E = ⊕jEj. Set σ = σ1 + σ2 + · · ·
and set u = σ + σ∂¯σ + σ(∂¯σ)2 + · · · outside Z. Then fu + uf − ∂¯f = IE , where
f = ⊕jfj. It turns out that u has an almost semi-meromorphic extension to D. In
view of (2.2) U is given as
U = lim
ǫ→0
χ(|F |2/ǫ)u,
where F is a (non-trivial) holomorphic tuple vanishing on Z. Since fu+uf−∂¯f = IE,
(2.12) R := IE − (fU + Uf − ∂¯f) = lim
ǫ→0
∂¯χ(|F |2/ǫ) ∧ u
has support in Z. It is proved in [8] that
R = Rκ +Rκ+1 + · · · ,
where Rj ∈ PM0,jD has support in Z, takes values in Hom(E0, Ej), and
(2.13) fR = ∂¯R.
Moreover, if ϕ ∈ O(E0) then Rϕ = 0 if and only if ϕ ∈ Im f1.
We are interested in the case when F has pure codimension κ. It follows from [9]
that, in this case, R has the SEP with respect to Z and that
(2.14) Rκϕ = 0 ⇐⇒ ϕ ∈ Im f1.
Let dζ = dζ1 ∧ · · · ∧ dζN for some choice of coordinates ζ in D. Notice that since R
has the SEP, R⊗ dζ is a current in WZ,∗D with values in Hom(E0, E), i.e.,
(2.15) R⊗ dζ ∈ HomOD(O(E0), E ⊗WZ,∗D ).
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3. Holomorphic forms, smooth forms, and currents on X
3.1. Holomorphic forms on X and associated residue currents. Recall that
the structure sheaf of holomorphic functions on X is defined as OX = OD/J . In a
similar way one defines the sheaves of Ka¨hler differentials on X. Let
Jˆ p := J · ΩpD + dJ ∧Ωp−1D , ΩpX,Ka¨hler := ΩpD/Jˆ p.
Notice that Jˆ 0 = J so that Ω0X,Ka¨hler = OX . Notice also that ΩpX,Ka¨hler is an OX-
module. It is well-known that ΩpX,Ka¨hler is intrinsic, i.e., that it does not depend
on the embedding of X in D. Since Jˆ 0 = J has pure dimension it follows that
Ω0X,Ka¨hler = OX is torsion-free. In general, Ω
p
X,Ka¨hler has torsion.
The sheaf of strongly holomorphic p-forms on X is
ΩpX := Ω
p
X,Ka¨hler/torsion,
where torsion means OX -torsion. Notice that Ω
p
X is intrinsic and that it is the same
considered as an OX -module or an OD-module.
Example 3.1. Let X be the subspace of C2 defined by J = 〈zw〉. Then OX =
Oz + Ow, where Oz and Ow are the holomorphic functions only depending on z
and w, respectively, and dJ = 〈zdw + wdz〉. For the 1-forms we have Ω1X,Ka¨hler =
OX{dz, dw}
/〈zdw + wdz〉. If w 6= 0, then J = 〈z〉 and therefore zdw = wdz = 0.
By symmetry this also holds when z 6= 0. However, one easily checks that zdw and
wdz are not zero as Ka¨hler differentials and therefore they are torsion elements. If
we mod these out, the result is a torsion-free module which therefore is the strongly
holomorphic 1-forms, i.e., Ω1X = Oz{dz} + Ow{dw}.
An alternative definition of ΩpX is as follows. From a primary decomposition of
Jˆ p one obtains coherent sheaves J p and S p such that Jˆ p = J p ∩S p, J p has pure
dimension n, and S p has dimension < n. Hence, ΩpD/J p has pure dimension and
coincides with ΩpX,Ka¨hler generically on Z. It follows that
ΩpX = Ω
p
D/J p.
If X is reduced and j : Xreg →֒ D is the inclusion, then J p = {ϕ ∈ ΩpD; j∗ϕ = 0},
see, e.g., [24].
Suppose that 0 is a smooth point of Z and choose local coordinates (z, w) for CN
such that Z = {w = 0}. Then we can identify OZ with the holomorphic functions
of z. If g(z) is holomorphic we let g˜ be the extension to ambient space given by
g˜(z, w) = g(z). In a neighborhood of 0 we can then define an OZ -module structure
on ΩpX by setting gϕ := g˜ϕ. Clearly this module structure depends on the choice of
local coordinates.
Proposition 3.2. Assume that we have coordinates (z, w) so that Z = {w = 0}.
Then, with the associated OZ-module structure, Ω
p
X is coherent. Moreover, if OX is
Cohen–Macaulay, then the following are equivalent
(i) ΩpX is Cohen–Macaulay as an OX -module,
(ii) ΩpX is a locally free OX-module,
(iii) ΩpX is Cohen–Macaulay as an OZ-module,
(iv) ΩpX is a locally free OZ-module.
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Proof. By the Nullstellensatz there is an M ∈ N such that I := 〈wα; |α| =M〉 ⊂ J .
Let Ip := IΩpD + dI ∧ Ωp−1D and let
Ap := ΩpD/Ip.
Clearly Ap is coherent both as an OD-module and an OD/I-module, and these struc-
tures are the same. Moreover, the choice of coordinates makes Ap an OZ -module
and one checks that it in fact is a free OZ -module. In particular, A
p is a coherent
OZ -module. Since I ⊂ J it follows that Ip ⊂ Jˆ p ⊂ J p and so we have a natural
surjective map of OZ -modules
Ap → ΩpX , ϕ+ Ip 7→ ϕ+ J p.
The kernel K of this map is J p/Ip. Since J p is a coherent OD-module there are
finitely many ϕj ∈ J p generating J p over OD. By Taylor expanding any g(z, w) ∈
OD in the w-variables up to order M we see that K is generated as an OZ -module
by wαϕj + Ip with |α| < M . Since K ⊂ Ap and Ap is a coherent OZ -module it
follows that K is coherent. Hence, ΩpX ≃ Ap/K is a coherent OZ -module.
Claim 1: depthOXΩ
p
X = depthOZΩ
p
X .
Claim 2: n = dimOXΩ
p
X = dimOZΩ
p
X .
Recall that, for an R-module M , dimRM := dimR(R/annRM) and that M is
Cohen–Macaulay if depthRM = dimRM .
We take these claims for granted for the moment and show that (i), (ii), (iii), and
(iv) are equivalent if OX is Cohen–Macaulay. Notice that it is a local (stalk-wise)
statement; in what follows we suppress the point indicating stalk. If R is a Cohen–
Macaulay ring and M is an R-module that has a finite free resolution over R, then
the Auslander–Buchsbaum formula gives
depthRM + pdRM = dimRR,
where pdRM is the length of a minimal free resolution of M over R, see [16, Theo-
rem 19.9]. Thus, M is free over R if and only if depthRM = dimRR.
We now have that ΩpX is free over OX if and only if depthOXΩ
p
X = dimOXOX . But
dimOXOX = n = dimOXΩ
p
X , where we use the first equality of Claim 1, so (i) and (ii)
are equivalent. In the same way, since OZ is Cohen–Macaulay and n-dimensional,
(iii) and (iv) are equivalent. Assume (i) so that depthOXΩ
p
X = dimOXΩ
p
X . Then by
Claims 1 and 2 we get
depthOZΩ
p
X = depthOXΩ
p
X = dimOXΩ
p
X = dimOZΩ
p
X ,
and so (iii) follows. In the same way, (iii) implies (i). It remains to prove Claims 1
and 2.
Proof of Claim 1: For notational convenience, let R = OX , R
′ = OZ , and M =
ΩpX ; notice that R is a Noetherian local Cohen–Macaulay ring and that R
′ is a
regular Notherian local ring. Since any function in J vanishes on Z we have an
inclusion R′ →֒ R given by g(z) 7→ g˜(z, w) + J , where g˜(z, w) = g(z); cf. the OZ-
module structure on ΩpX . By “Miracle flatness”, see, e.g., [16, Corollary 18.17] or
[6, Proposition 3.1], R is a free R′ module if and only if R is Cohen–Macaulay.
Thus, R is a free R′ module. By [16, Proposition 18.4] and the comment after [16,
Corollary 18.5], for a local ring (A,m) and an A-module N we have
depthAN = min{i; ExtiA(A/m, N) 6= 0}.
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Notice that R/m = C = R′/m. Claim 1 thus follows if we show that ExtiR(C,M) =
ExtiR′(C,M). To do this, let
(3.1) 0→M → N0 → N1 → · · ·
be a resolution ofM as anR-module by injectiveR-modulesN•. Then ExtiR(C,M) =
H i(HomR(C, N
•)).
The complex (3.1) is straightforwardly checked to be exact also considered as a
complex of R′-modules. Moreover, by [19, p. 62], since R is a free R′-module, the N•
are injective R′-modules. Hence, ExtiR′(C,M) = H
i(HomR′(C, N
•)). However,
HomR(C, N
•) = HomC(C, N
•) = HomR′(C, N
•)
and so ExtiR(C,M) = Ext
i
R′(C,M).
Proof of Claim 2: We know from above that
dimOXΩ
p
X = dimOCNΩ
p
X = dimOCNΩ
p
X,Ka¨hler = n.
On the other hand, annOZΩ
p
X = {0} because if g(z)ΩpD ∈ J p then g(z)|Z = 0. Hence,
dimOZΩ
p
X = dimOZ (OZ/{0}) = n.

Corollary 3.3. Assume that (z, w) are coordinates such that Z = {w = 0}, that OX
is Cohen–Macaulay, and that ΩpX is Cohen–Macaulay either as an OX-module or as
an OZ-module. Then, locally there is an M ∈ N such that ΩpX is generated by
(3.2)
{
wαdzβ ∧ dwγ + J p; |α| < M, |β|+ |γ| = p
}
over OZ and a minimal set of generators is an OZ-basis.
See Example 8.1 below for a simple illustration of this corollary.
Proof. Recall the module Ap from the proof of Proposition 3.2 and let ϕ(z, w) ∈ ΩpD.
Taylor expanding the coefficients of ϕ with respect to w up to order M shows that
Ap is generated as an OZ -module by (3.2) with J p replaced by Ip. Thus, ΩpX is
generated by (3.2) over OZ . By a standard argument using Nakayama’s lemma, a
minimal generating set is a basis, cf. e.g., the proof of [21, Theorem 2.5]. 
Definition 3.4. We let Xp-reg be the subset of Zreg where OX is Cohen–Macaulay
and ΩpX,Ka¨hler is Cohen–Macaulay.
Remark 3.5. The property of being Cohen–Macaulay is generic on Z so Xp-reg is
a dense open subset of Zreg. Notice also that Ω
p
X,Ka¨hler is torsion-free where it is
Cohen–Macaulay. Hence,
ΩpX,Ka¨hler = Ω
p
X on Xp-reg.
In view of Proposition 3.2, thus ΩpX and Ω
p
X,Ka¨hler are locally free OX-modules and
have locally a structure as a free OZ-module on Xp-reg.
Assume that (2.10) is a Hermitian resolution of ΩpX and that E0 = T
∗
p,0D. If D
is pseudoconvex, such resolutions exist since ΩpX is coherent, possibly after replacing
D by a slightly smaller set. Notice that O(E0) = Ω
p
D and that Im f1 = J p. For
some choice of Hermitian metrics on Ej , let R = Rκ +Rκ+1 + · · · be the associated
current. Since ΩpX has pure codimension, by (2.15) we have
(3.3) R := R⊗ dζ ∈ HomOD(ΩpD, E ⊗WZ,∗D ),
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where dζ = dζ1 ∧ · · · ∧ dζN . Notice that in view of Remark 2.2, R can be identified
with an (N − p, ∗)-current with values in E, cf. [24, Section 3]. We set Rℓ = Rℓ⊗ dζ.
In view of (2.13) and (2.14) we have the following lemma.
Lemma 3.6. The current R = Rκ+Rκ+1+ · · · has bidegree (N −p, ∗), takes values
in E, has the SEP with respect to Z, depends only on dζ (and R), and
fR = ∂¯R.
If ϕ ∈ ΩpD then R∧ϕ = R∧ϕ∧dζ and, moreover, ϕ ∈ J p if and only if Rκ ∧ϕ = 0.
3.2. Smooth forms on X. To begin with, in view of Remark 2.2 we notice that if
I ⊂ ΩpD is a submodule such that J · ΩpD ⊂ I, then we have the isomorphism
(3.4) {µ ∈ Hom OD(ΩpD,CH ZD ); I ∧ µ = 0}
∼−→ HomOX (ΩpD/I,CH ZD ),
µ 7→ (ϕ 7→ ϕ ∧ µ).
Since J p = Jˆ p generically on Z and any µ ∈ HomOD(ΩpD,CH ZD ) has the SEP with
respect to Z, in view of (3.4) and Remark 2.2 we have
HomOX (Ω
p
X ,CH
Z
D ) = Hom OX (Ω
p
X,Ka¨hler,CH
Z
D )(3.5)
= {µ ∈ HomOD(ΩpD,CH ZD ); J µ = dJ ∧ µ = 0}.
Definition 3.7. Let
Ker p i
∗ = {ϕ ∈ E p,∗D ; ϕ ∧ µ = 0, µ ∈ HomOX (ΩpX ,CH ZD )},
cf. Remark 2.2, and let
E
p,∗
X := E
p,∗
D /Ker p i
∗
be the sheaf of smooth (p, ∗)-forms on X.
Notice that if ϕ ∈ Ker p i∗, then ∂¯ϕ ∈ Ker p i∗ and so ∂¯ is well-defined on E p,∗X .
We write i∗ for the natural map E p,∗D → E p,∗X . Notice that if X is reduced, then, in
view of (2.8) and (3.5), a smooth (p, ∗)-form ϕ is in Ker p i∗ if and only if i∗ϕ = 0.
As in [6, Section 4] one shows that E p,∗X is intrinsic, i.e., does not dependent on the
embedding i : X → D.
Proposition 3.8. If ϕ ∈ E p,∗D and ϕ′ ∈ E p
′,∗
D then i
∗(ϕ ∧ ϕ′) only depends on i∗ϕ
and i∗ϕ′. Setting i∗ϕ ∧ i∗ϕ′ := i∗(ϕ ∧ ϕ′), E ∗,∗X becomes a (bigraded) algebra. In
particular, E p,∗X is an E
0,∗
X -module.
Proof. Assume that ϕ ∈ Ker p i∗. We must show that ϕ ∧ ϕ′ ∈ Ker p+p′ i∗. Suppose
that µ ∈ HomOX (Ωp+p
′
X ,CH
Z
D ). Then ϕ
′ ∧ µ is (a sum of terms) of the form
ξ ∧ ν, where ξ ∈ E 0,∗D and ν ∈ Hom OX (ΩpX ,CH ZD ). Since, by definition of Ker p i∗,
ϕ ∧ ν = 0, it follows that ϕ ∧ ϕ′ ∧ µ = 0, and hence ϕ ∧ ϕ′ ∈ Ker p+p′ i∗. 
Proposition 3.9. Let R = Rκ+Rκ+1+· · · be the residue current associated with ΩpX
defined in Section 3.1 and let ϕ ∈ E p,∗D . Then ϕ ∈ Ker p i∗ if and only if Rκ ∧ϕ = 0.
Proof. Recall the complex (2.10) that we used to define R and therefore also R.
Consider the dual complex
· · · f
∗
κ+1←− O(E∗κ)
f∗κ←− · · · f
∗
1←− O(E∗0 )← 0,
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where f∗j is the transpose of fj. If ξ ∈ O(E∗κ) and f∗κ+1ξ = 0, then, in view of
Lemma 3.6,
(3.6) ∂¯(ξ · Rκ) = ξ · ∂¯Rκ = ξ · fκ+1Rκ = f∗κ+1ξ · Rκ = 0.
Hence, ξ ·Rκ is a ∂¯-closed (scalar-valued) pseudomeromorphic (N−p, κ)-current with
support on Z. Moreover, since J p∧R = 0, it follows that ξ·Rκ ∈ HomOX (ΩpX ,CH ZD ).
If ξ = f∗κξ
′, since Rκ−1 = 0, a computation similar to (3.6) shows that ξ · Rκ = 0.
Hence, we have a map
(3.7) H κ(O(E∗• ), f
∗
• )→ HomOX (ΩpX ,CH ZD ), [ξ] 7→ ξ · Rκ.
By [4, Theorem 1.5], this map is an isomorphism. If Rκ ∧ ϕ = 0 thus ϕ ∈ Ker p i∗.
Conversely, assume that ϕ ∈ Ker p i∗. If ΩpX is Cohen–Macaulay and (2.10) is
a resolution of minimal length, i.e., if Ej = 0 for j > κ, then ∂¯Rκ = 0 and so
Rκ ∈ HomOX (ΩpX ,CH ZD ). In this case, thus, Rκ ∧ϕ = 0. In general, ΩpX is Cohen–
Macaulay generically on Z and the minimal resolution is a direct summand in any
resolution. It follows, cf. the proof of [4, Theorem 1.2], that Rκ ∧ ϕ = 0 generically
on Z. By the SEP it then holds everywhere. 
Corollary 3.10. There is a natural injective map ΩpX →֒ E p,0X .
Proof. Since J p ⊂ Ker p i∗, the inclusion ΩpD ⊂ E p,0D induces a map ΩpX → E p,0X . By
Proposition 3.9, if ϕ ∈ Ker p i∗, then Rκ ∧ ϕ = 0 and so Ker p i∗ ∩ ΩpD = J p in view
of Lemma (3.6). It follows that ΩpX → E p,0X is injective. 
The following result is not necessary for this paper but is included here for possible
future reference. We believe that it is interesting in its own right since it shows that
the de Rham operator d = ∂ + ∂¯ is well-defined on EX .
Proposition 3.11. The operator ∂ : E p,qD → E p+1,qD induces a well-defined operator
∂ : E p,qX → E p+1,qX .
Proof. We show first that ∂ : CN−p−1,κD → CN−p,κD induces a well-defined operator
(3.8) ∂ : Hom OX (Ω
p+1
X ,CH
Z
D )→ Hom OX (ΩpX ,CH ZD ),
cf. Remark 2.2. Let µ ∈ Hom OX (Ωp+1X ,CH ZD ), cf. (3.5). By [10, Theorem 3.7]
we have ∂µ ∈ HomOD(ΩpD,WZ,κD ) and we certainly have ∂¯∂µ = 0. Hence, ∂µ ∈
HomOD(Ω
p
D,CH
Z
D ). Moreover, J ∂µ = ∂(J µ) ± dJ ∧ µ = 0 and dJ ∧ ∂µ =
−∂(dJ ∧ µ) = 0. In view of (3.5) thus ∂µ ∈ HomOX (ΩpX ,CH ZD ).
Next we notice that if ϕ ∈ E p,∗D annihilates Hom OX (ΩpX ,CH ZD ), then ϕ anni-
hilates HomOX (Ω
p+1
X ,CH
Z
D ). In fact, if µ ∈ Hom OX (Ωp+1X ,CH ZD ) then α ∧ µ ∈
HomOX (Ω
p
X ,CH
Z
D ) for all α ∈ Ω1D. Hence, ϕ ∧ α ∧ µ = 0 for all such α and so
ϕ ∧ µ = 0.
Assume now that ϕ ∈ Ker p i∗, cf. Definition 3.7. Then by what we have just
noticed, ϕ annihilates HomOX (Ω
p+1
X ,CH
Z
D ). If µ ∈ Hom OX (Ωp+1X ,CH ZD ), in view
of (3.8) we thus get
∂ϕ ∧ µ = ∂(ϕ ∧ µ)± ϕ ∧ ∂µ = 0.
Hence, ∂ϕ ∈ Ker p+1 i∗ and we conclude that ∂(Ker p i∗) ⊂ Ker p+1 i∗, from which
the proposition immediately follows.

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3.3. Smooth forms on Xp-reg. Here we give a more concrete description of E
p,∗
X
on Xp-reg. Choose local coordinates (z, w) centered at a point in Xp-reg such that
Z = {w = 0}. Recall that the local coordinates induce an OZ -module structure on
ΩpX . On Xp-reg we get a sequence of mappings
(3.9)
(OZ)
ν ∼→ ΩpX
∼→ HomOX
(
Hom OX (Ω
p
X ,CH
Z
D ),CH
Z
D
)→ (CH ZD )m → (ΩnZ)mM˜
defined as follows. On Xp-reg, Ω
p
X is a free OZ -module and the first mapping is the
isomorphism given by an OZ -basis {bk} ⊂ ΩpD of ΩpX .
The second mapping is defined on all ofX and is the natural mapping into a double
dual, ϕ 7→ (µ 7→ ϕ∧ µ), cf. Remark 2.2. It is injective since if ϕ ∈ ΩpD and ϕ∧ µ = 0
for all µ ∈ HomOX (ΩpX ,CH ZD ), then ϕ ∈ J p; cf. the proof of Corollary 3.10. It
follows from a fundamental theorem of J.-E. Roos that the second mapping in fact
is an isomorphism if and only if ΩpX is S2, cf. [6, Theorem 7.3] and the discussion
following it. On Xp-reg, Ω
p
X is Cohen–Macaulay, in particular S2, and thus the second
mapping is an isomorphism on Xp-reg.
The third mapping depends on a choice of generators µ1, . . . , µm of HomOX (Ω
p
X ,CH
Z
D ).
An element h of the double-Hom then is mapped to the tuple (h ∧ µ1, . . . , h ∧ µm).
For the fourth mapping we choose M > 0 such that wαµj = 0 for j = 1, . . . ,m
and wα ∈ J if |α| ≥M . Then a tuple (νj)j ∈ (CH ZD )m is mapped to the mM˜ -tuple
(π∗(w
ανj))j,|α|<M , where M˜ is the number of monomials w
α with |α| < M and π is
the projection π(z, w) = z. Since wανj are ∂¯-closed of bidegree (N,κ) in D, π∗(w
ανj)
are ∂¯-closed of bidegree (n, 0) on Z, i.e., holomorphic n-forms on Z.
Now all mappings in (3.9) are explained. We will see, Lemma 3.12, that the
composition of these mappings, denoted by T˜ from now on, is injective and OZ-
linear and thus given by a matrix, also denoted by T˜ , with ΩnZ -entries.
In order to describe E p,∗X on Xp-reg we extend T˜ to E
p,∗
X . First, as for Ω
p
X , cf. the
paragraph before Proposition 3.2, we define a E 0,∗Z -module structure on E
p,∗
X by
ψ ∧ ϕ := π∗ψ ∧ ϕ, ψ ∈ E 0,∗Z , ϕ ∈ E p,∗X .
The mapping ΩpX → (CH ZD )m in (3.9) extends to the mapping
(3.10) E p,∗X → (WZD)m, ϕ 7→ (ϕ ∧ µ1, . . . , ϕ ∧ µm).
Notice, cf. Definition 3.7, that if ϕ ∈ E p,∗X and ϕ∧µj = 0 for all j, then ϕ = 0. Thus,
(3.10) is injective. The mapping (CH ZD )
m → (ΩnZ)mM˜ in (3.9) extends to
(3.11) (WZD)m → (WZ)mM˜ , (τj)j 7→
(
π∗(w
ατj)
)
j,|α|<M
.
In view of [11, Proposition 4.1 and (4.3)] and [10, Theorem 3.5], (3.11) is injective.
Composing (3.10) and (3.11) we get the injective map
(3.12) T : E p,∗X → (Wn,∗Z )mM˜ , Tϕ =
(
π∗(ϕ ∧ wαµj)
)
|α|<M,j=1,...,m
.
Notice that the restriction of T to ΩpX is (after the identification Ω
p
X ≃ (OZ)ν) indeed
is the mapping T˜ . For future reference we also notice that
(3.13) T˜ : (OZ)
ν → (ΩnZ)mM˜ , (hk)k=1,...,ν 7→
(
π∗(
∑
k
hkbk ∧ wαµj)
)
|α|<M,j=1,...,m
on Xp-reg.
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Lemma 3.12. The injective mappings T and T˜ are E 0,∗Z -linear and OZ-linear, re-
spectively. Any ϕ ∈ E p,∗X can be written
(3.14) ϕ =
ν∑
k=1
ϕk ∧ bk + Ker p i∗, ϕk ∈ E 0,∗Z ,
on Xp-reg and T is given by matrix multiplication by T˜ , i.e., Tϕ = T˜ (ϕ1, . . . , ϕν)
t.
Proof. Let ψ ∈ E 0,∗Z . By definition of T and (2.1),
T (ψ ∧ ϕ) = T (π∗ψ ∧ ϕ) = (π∗(π∗ψ ∧ ϕ ∧ wαµj))|α|<M,j=1,...,m
= ψ ∧ (π∗(ϕ ∧ wαµj))|α|<M,j=1,...,m.
Hence, T is E 0,∗Z -linear. The same computation shows that T˜ is OZ -linear and there-
fore given by a matrix with elements in ΩnZ . Explicitly, since any ϕ ∈ ΩpX can be
written ϕ =
∑
k ϕkbk + J p for (unique) ϕk ∈ OZ ,
(3.15) T˜ =


π∗(w
α1b1 ∧ µ1) . . . π∗(wα1bν ∧ µ1)
...
. . .
...
π∗(w
α
M˜ b1 ∧ µm) . . . π∗(wαM˜ bν ∧ µm)

 .
Let ϕ ∈ E p,∗X and let ϕ˜ ∈ E p,∗D be any representative. We can write ϕ˜ =
∑
i ϕ˜
′
i∧ ϕ˜′′i ,
where ϕ˜′i ∈ E 0,∗D and ϕ˜′′i ∈ ΩpD. Moreover, we write ϕ˜′i = φi+ψi, where every term of
φi contains a factor dw¯j for some j and no term of ψi contains such a factor. Taylor
expanding (the coefficients of) ψi with respect to w and w¯ to the order M we get
ψi(z, w) =
∑
|α|<M
∂αψi
∂wα
(z, 0)
wα
α!
+
∑
|α|=M
wαψ˜i,α +O(w¯),
where ψ˜i,α ∈ E 0,∗D and O(w¯) is a sum of terms divisible by some w¯j . In view of (3.5)
and (2.4), φi, w
αψ˜i,α, and O(w¯) are in Ker p i∗. Hence,
(3.16) ϕ˜ =
∑
i,|α|<M
∂αψi
∂wα
(z, 0)
wα
α!
∧ ϕ˜′′i + Ker p i∗.
Since wαϕ˜′′i ∈ ΩpD there are ϕ˜α,i,k ∈ OZ such that wαϕ˜′′i =
∑
k ϕ˜α,i,k(z)bk + J p, and
so (3.14) follows from (3.16). By E 0,∗Z -linearity,
T (ϕk ∧ bk) = ϕk ∧ T |Ωp
X
bk = ϕkT˜ (0, . . . , 1k, . . . , 0)
t
and the last statement of the lemma follows. 
Notice that by this lemma, T is a map E p,∗X → (E n,∗Z )mM˜ on Xp-reg.
Proposition 3.13. On Xp-reg, E
p,∗
X is a free E
0,∗
Z -module, the representation (3.14)
of an element ϕ ∈ E p,∗X is unique, and
E
p,∗
X = E
p,∗
D /
(J E p,∗D + dJ ∧ E p−1,∗D + JZE p,∗D + dJZ ∧ E p,∗D ),
where JZ =
√J .
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Proof. Notice first that since T˜ is injective and ΩpX is a free OZ -module on Xp-reg it
follows that, generically on Xp-reg, T˜ is a pointwise injective matrix (times dz1∧· · ·∧
dzn). Consider a representation (3.14) and assume that
∑
k ϕk ∧ bk ∈ Ker p i∗. Then
T˜ (ϕ1, . . . , ϕν)
t = 0. Since T˜ is generically pointwise injective on Xp-reg it follows that
ϕj = 0, j = 1, . . . , ν, on Xp-reg. Hence, the representation (3.14) is unique and E
p,∗
X
is a free E 0,∗X -module.
It remains to see that
(3.17) Ker p i
∗ = J E p,∗D + dJ ∧ E p−1,∗D + JZE p,∗D + dJZ ∧ E p,∗D
on Xp-reg. Let µ ∈ HomOX (ΩpX ,CH ZD ) and assume that ϕ is an element of the right-
hand side of (3.17). In view of (2.4), the terms of ϕ that belong to JZE p,∗D +dJZ∧E p,∗D
annihilate µ so we may assume that ϕ ∈ J E p,∗D + dJ ∧ E p−1,∗D = Jˆ p ∧ E 0,∗D . Write ϕ
as (a sum of terms) ϕ′ ∧ ϕ′′, where ϕ′ ∈ Jˆ p and ϕ′′ ∈ E 0,∗D . Since J p ⊃ Jˆ p we have
ϕ′ ∧ µ = 0. Thus ϕ ∧ µ = 0 and so ϕ ∈ Ker p i∗.
Assume that ϕ ∈ Ker p i∗ and write ϕ as (a sum of terms) ϕ′ ∧ϕ′′, where ϕ′ ∈ ΩpD
and ϕ′′ ∈ E 0,∗D . As in the proof of Lemma 3.12, by a Taylor expansion of (the
coefficients of) ϕ′′ with respect to w up to order M , we have
(3.18) ϕ(z, w) = ϕ′ ∧
∑
|α|<M
∂αϕ′′
∂wα
(z, 0)
wα
α!
+ ϕ′ ∧
∑
|α|=M
wαϕ˜′α +O(w¯, dw¯),
where ϕ˜′α ∈ E 0,∗D and O(w¯, dw¯) is a sum of smooth terms containing either some w¯j
or dw¯j . The second and the last term on the right-hand side of (3.18) belong to the
right-hand side of (3.17). As in the proof of Lemma 3.12 again, this time by writing
wαϕ′ ∈ ΩpD modulo J p as a OZ -combination of the bk on Xp-reg,
(3.19) ϕ′ ∧
∑
|α|<M
∂αϕ′′
∂wα
(z, 0)
wα
α!
=
ν∑
k=1
φk ∧ bk + J p ∧ E 0,∗Z ,
where φk ∈ E 0,∗Z . Since Jˆ p = J p on Xp-reg the last term on the right-hand side
belongs to the right-hand side of (3.17). The sum S in the right-hand side of (3.19)
is in Ker p i
∗ since, by the proof so far, ϕ and ϕ − S are in Ker p i∗. In view of
Lemma 3.12, thus T˜ (φ1, . . . , φν)
t = TS = 0. Since T˜ is generically pointwise injective
on Xp-reg, φj = 0 on Xp-reg. Hence, the left-hand side of (3.19) belongs to the right-
hand side of (3.17). Thus, all terms in the right-hand side of (3.18) do too, and so
(3.17) follows. 
3.4. Currents and structure forms on X. The space of (n−p, n−q)-currents on
X is the dual of the space of compactly supported sections of E p,qX , cf. [18, Section 4.2].
The topology on E p,∗X = E
p,∗
D /Ker p i
∗ is the quotient topology. Notice that Ker p i
∗
is a closed subspace of E p,∗D since it is defined as the annihilator of currents. It follows
that the (n−p, n−q)-currents on X can be identified with the (N−p,N−q)-currents
µ in D such that µ.ϕ = 0 for all ϕ ∈ Ker p i∗ with compact support. This holds if
and only if ϕ ∧ µ = 0 for all ϕ ∈ Ker p i∗ since Ker p i∗ is both a right and left
E
0,∗
D -submodule of E
p,∗
D . If τ is an (n − p, n − q)-current on X we write i∗τ for the
corresponding (N −p,N − q)-current in D. Notice that if ϕ ∈ E p,∗D , then ϕ∧ i∗τ only
depends on i∗ϕ and we write
ϕ ∧ i∗τ = i∗(i∗ϕ ∧ τ).
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Since ∂¯ is well-defined on E p,∗X , ∂¯ is defined on (n− p, ∗)-currents τ on X by ∂¯τ.ϕ =
±τ.∂¯µ and we have ∂¯i∗τ = i∗∂¯τ .
Definition 3.14. If τ is an (n, n)-current on X with compact support we let∫
X
τ := τ.i∗1.
Notice that i∗1 is a well-defined element in E 0,0X independent of the local embedding
i : X → D. Hence, Definition 3.14 makes sense on any pure-dimensional X, not just
embedded ones.
Let µ ∈ Hom OD(ΩpD,WZ,∗D ), cf. Remark 2.2, and assume that J p ∧ µ = 0. Since
J p ⊃ Jˆ p we have Jˆ p ∧ µ = 0 and so, in view of (2.4) and (3.14), if ϕ ∈ Ker p i∗ we
get ϕ ∧ µ = 0 on Xp-reg. Thus, by the SEP, ϕ ∧ µ = 0. Hence, µ = i∗µ′ for some
(n− p, ∗)-current µ′ on X.
Definition 3.15. The subsheaf Wn−p,∗X of the sheaf of currents on X is defined by
(3.20) i∗Wn−p,∗X = {µ ∈ HomOD(ΩpD,WZ,∗D ); J µ = dJ ∧ µ = 0}.
Notice that, since Jˆ p = J p on Xp-reg and currents in WZD have the SEP with
respect to Z, we have, cf. (3.5),
i∗Wn−p,∗X = {µ ∈ HomOD(ΩpD,WZ,∗D ); J p ∧ µ = 0}.
Recall that the current R associated with ΩpX has the SEP with respect to Z and
that J p∧R = 0. By (3.3), R has the same properties. Therefore, there is ω ∈ Wn−p,∗X
such that
(3.21) R = i∗ω.
We say that ω is an (n− p)-structure form on X.
Definition 3.16. We let ωn−pX = {τ ∈ Wn−p,0X ; ∂¯τ = 0}.
By Definition 3.15, Remark 2.2, (2.7), and (3.5), we have
(3.22) i∗ωn−pX = HomOX (Ω
p
X ,CH
Z
D ),
cf. (2.8).
Proposition 3.17. There is a tuple ω0 = (ω01, . . . , ω0r), where ω0i ∈ ωn−pX , and a
tuple a0 = (a01, . . . , a0r) of Eκ-valued almost semi-meromorphic (0, 0)-currents a0i
in D such that a0 is smooth outside Z
p
κ+1 := Z
Ω
p
X
κ+1 and
(3.23) Rκ = a0 · i∗ω0.
Moreover, for j = 1, 2, . . . , n, there are Hom(Ej−1, Ej)-valued almost semi-meromorphic
(0, j)-currents aj in D, smooth outside Z
p
κ+j := Z
Ω
p
X
κ+j, such that
(3.24) Rκ+j = ajRκ+j−1,
where the product is defined as in (2.9).
Proof. Since Ker f∗κ+1 ⊂ O(E∗κ) is coherent, in particular finitly generated, there is
a trivial vector bundle F → D and a morphism g : O(Eκ) → O(F ) such that the
image of the transpose g∗ : O(F ∗)→ O(E∗κ) equals Ker f∗κ+1. Notice that gfκ+1 = 0
since f∗κ+1g
∗ = 0. As in the proofs of [7, Proposition 3.3] and [25, Proposition 3.2],
the pointwise minimal (with respect to some choice of metric) inverse, a0, of g is
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smooth outside Zpκ+1, has an almost semi-meromorphic extension across Z
p
κ+1, and
Rκ = a0gRκ. Hence,
(3.25) Rκ = Rκ ⊗ dζ = a0gRκ.
In view of Lemma 3.6 we have
∂¯gRκ = gfκ+1Rκ = 0,
gRκ is an F -valued section of HomOD(ΩpD,WZ,∗D ), and J p ∧ gRκ = 0. Thus, after
a choice of frame of F , we can identify gRκ with a tuple ω0 of sections of ωn−pX ,
i.e., gRκ = i∗ω0. By the choice of frame of F , a0 is a tuple of Eκ-valued almost
semi-meromorphic currents. Hence, (3.23) follows from (3.25).
By [8, Theorem 4.4], in D \ Zpκ+j there are smooth (0, j)-forms aj such that
Rκ+j = ajRκ+j−1. As in the proof of [7, Proposition 3.3] the aj have almost semi-
meromorphic extensions (also denoted aj) across Z
p
κ+j and Rκ+j = ajRκ+j−1 holds
in D; here ajRκ+j−1 is defined as in (2.9), and we remark that for this last identity
to hold in D it is necessary that ΩpX has pure dimension. Thus, (3.24) follows. 
4. The sheaf Vp,∗X .
The sheaf Vp,∗X is intrinsic on X and an extension of E p,∗X . In terms of our local
embedding i : X → D the idea is as follows. Recall that Z = Xred and that ΩpX
locally on Xp-reg ⊂ Zreg is a free OZ -module, where the module structure depends
on a choice of local coordinates. As in Section 3.3 we let {bk}νk=1 be a local OZ -basis
of ΩpX . By Lemma 3.12, each ϕ ∈ E p,∗X has a representative
∑
k ϕk ∧ bk on Xp-reg,
where ϕ ∈ E 0,∗Z . One can define Vp,∗X on Xp-reg as such sums with ϕk ∈ W0,∗Z instead
of E 0,∗X and require ϕk to transform under changes of coordinates and basis {bk} as
in the case of E p,∗X . However, we choose a more invariant approach. To motivate it
we notice that each sum
∑
k ϕk ∧ bk with ϕk ∈ W0,∗Z induces an OX -linear mapping
ωn−pX →Wn,∗X as follows.
Let µ ∈ ωn−pX . Then bk∧i∗µ is in CH ZD and depends only on the class of bk in ΩpX .
Moreover, J bk ∧ i∗µ = 0. In view of the representation (2.5) of i∗µ, if ϕk ∈ W0,∗Z ,
then ϕk ∧ bk ∧ i∗µ is well-defined in WZ,∗D since ϕk ∧ ∂¯(dw/wα+1) exists as a tensor
product. Moreover, Jϕk ∧ bk ∧ i∗µ = 0 and so ϕk ∧ bk ∧ i∗µ defines an element in
Wn,∗X . Hence, ϕk ∧ bk induces a mapping ωn−pX →Wn,∗X .
With this in mind we make the following definition.
Definition 4.1. Vp,∗X := HomOX (ωn−pX ,Wn,∗X ).
Remark 4.2. The sheaf V0,∗X was introduced in [6, Section 7] but was denoted by
W0,∗X there. In this paper W0,∗X naturally has another meaning, see Definition 3.15;
cf. also Proposition 4.6 below.
If ϕ ∈ E p,∗D , then ϕ defines an element ϕ′ in Vp,∗X by ϕ′(µ) = τ , where i∗τ = ϕ∧ i∗µ.
By Definition 3.7 and (3.22), ϕ′ = 0 if and only if ϕ ∈ Ker p i∗. Hence, we have a
well-defined injection
E
p,∗
X →֒ Vp,∗X .
In consistency with Remark 2.2, for ϕ ∈ Vp,∗X and µ ∈ ωn−pX we write ϕ∧µ instead
of ϕ(µ).
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Definition 4.3. Let ϕ,ψ ∈ Vp,∗X . We say that ∂¯ϕ = ψ if ∂¯(ϕ ∧ µ) = ψ ∧ µ for all
µ ∈ ωn−pX .
Proposition 4.4. Let ϕ ∈ Vp,∗X . On Xp-reg there are ϕk ∈ W0,∗Z such that, for any
µ ∈ ωn−pX ,
(4.1) i∗ϕ ∧ µ =
ν∑
k=1
ϕk ∧ bk ∧ i∗µ =
ν∑
k=1
∑
α
ϕk ∧ π∗(wαbk ∧ i∗µ) ∧ ∂¯ dw
wα+1
.
Proof. Recall from (3.13) the matrix T˜ . We can choose a holomorphic matrix A˜ such
that
(4.2) (OZ)
ν T˜−→ (ΩnZ)mM˜ A˜−→ (ΩnZ)M
′
is exact. Then also
(4.3) (W0,∗Z )ν
T˜−→ (Wn,∗Z )mM˜
A˜−→ (Wn,∗Z )M
′
is exact. To see this, notice first that (4.2) is generically pointwise exact. Take
Hermitian metrics on the vector bundles underlying the free sheaves in (4.2) and let
B˜ and S˜ be the Moore-Penrose inverses of T˜ and A˜, respectively. Then B˜ and S˜ are
almost semi-meromorphic, cf. the definition of σj in connection to (2.10). Moreover,
on the set where (4.2) is pointwise exact, S˜A˜ + T˜ B˜ is the identity on (ΩnZ)
mM˜ .
Thus, if µ ∈ (Wn,∗Z )mM˜ and A˜µ = 0, we have µ = T˜ B˜µ since W is closed under
multiplication by almost semi-meromorphic currents, cf. (2.9).
Let ϕ ∈ Vp,∗X and let µj , j = 1, . . . ,m, be generators of ωn−pX . For notational
convenience, we will identify ϕ∧µj and i∗ϕ∧µj as well as µj and the corresponding
currents in i∗ωn−pX . In view of (2.5),
(4.4) ϕ ∧ µj = 1
(2πi)κ
∑
α
π∗(w
αϕ ∧ µj) ∧ ∂¯ dw
wα+1
.
We claim that the tuple (π∗(w
αϕ ∧ µj))α,j ∈ (Wn,∗Z )mM˜ is in the image of (W0,∗Z )ν
under T˜ . Given the claim, there are ϕk ∈ W0,∗Z such that, cf. (3.15),
π∗(w
αϕ ∧ µj) = (2πi)κ
∑
k
ϕk ∧ π∗(wαbk ∧ µj).
By (4.4), (4.1) follows with µ = µj. Since µj generate ωn−pX , (4.1) follows.
It remains to prove the claim. By exactness of (4.3) we need to show that
(4.5) A˜(π∗(w
αϕ ∧ µj))α,j = 0.
In view of Proposition 2.3 it is enough to show (4.5) where π∗(w
αϕ∧µj) are smooth
and (4.2) is pointwise exact. Fix such a point; for notational convenience, suppose it
is 0.
Let (2.10) be a minimal Hermitian resolution of ΩpX in a neighborhood of 0. Since
ΩpX is Cohen–Macaulay on Xp-reg, Eℓ = 0 for ℓ > κ, and the corresponding currents
R = Rκ and R = Rκ are ∂¯-closed. Since the mapping (3.7) is an isomorphism it
follows that the components, µj, j = 1, . . . ,m, of R (with respect to some frame of
Eκ) generate i∗ωn−pX . Let (O(E′•), f ′•) be the Koszul complex of the regular sequence
z1, . . . , zn in D. Then (O(E
′
•), f
′
•) equipped with the trivial metric is a Hermitian
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resolution of OD/〈z〉, O(E′0) = OD, O(E′n) = OD, and the corresponding current is
R′ = ∂¯(1/z) := ∂¯(1/z1) ∧ · · · ∧ ∂¯(1/zn).
Let (O(E′′• ), f
′′
• ) be the tensor product of the complexes (O(E•), f•) and (O(E
′
•), f
′
•),
i.e., E′′k = ⊕i+j=kEi⊗E′j and f ′′• = f•⊗1E′+1E⊗f ′•. As the tensor product of minimal
resolutions of properly intersecting Cohen–Macaulay modules, (O(E′′• ), f
′′
• ) is a reso-
lution of F := O(E′′0 )/Im f
′′
1 . Notice that O(E
′′
0 ) = O(E0)⊗O(E′0) = O(E0) = ΩpD
and that I := Im f ′′1 = Im f1 ·O(E′0) + Im f ′1 ·O(E0) so that
(4.6) F = ΩpD/I = ΩpD/(J p + 〈z〉ΩpD).
Clearly F is supported at 0 and since (O(E′′• ), f
′′
• ) has length κ + n = N , F is
Cohen–Macaulay and (O(E′′• ), f
′′
• ) is a minimal resolution. Following [3, Section 4],
the product R ∧R′ makes sense and is the current R′′ associated with (O(E′′• ), f ′′• ).
It follows that µj ∧ ∂¯(1/z) generate HomOX (ΩpD/I,CH ZD ). Since F is Cohen–
Macaulay, for the same reason that the second map in (3.9) is an isomorphism on
Xp-reg, the map
(4.7) F → HomOX
(
HomOX (Ω
p
D/I,CH ZD ),Hom OX (OD/(J + 〈z〉),CH ZD )
)
,
φ 7→ (µ 7→ φ ∧ µ),
is an isomorphism. In view of (2.5), if φ ∈ F , then
(4.8) φ ∧ µj ∧ ∂¯(1/z) = 1
(2πi)N
∑
α
π′∗(w
αφ ∧ µj ∧ ∂¯ 1
z
) ∧ ∂¯ dw
wα+1
∧ ∂¯ dz
z
,
where π′ is the map (z, w) 7→ 0. The tuple (π′∗(wαφ ∧ µj ∧ ∂¯(1/z)))α,j ∈ CmM˜
determines φ and we have the injective map
(4.9) F → CmM˜ ,
cf. (3.13). In view of (4.6), since bk generate Ω
p
X = Ω
p
D/J p over OZ , bk also generate
F over OZ . Hence, we have the surjective map (OZ)
ν → F , (hk)k 7→
∑
k hkbk.
Composing with (4.9), we get
T˜ : (OZ)ν → CmM˜ , T˜ (hk)k =
(∑
k
π′∗(w
αhkbk ∧ µj ∧ ∂¯ 1
z
)
)
α,j
.
Recall (again) the map T˜ from (3.13) and (3.15) and write T˜ = T˜ ′dz, where T˜ ′ is a
matrix of holomorphic functions. Let π′′ : Z → {0} and notice that π′ = π′′ ◦ π. We
get
π′∗(w
αhkbk ∧ µj ∧ ∂¯ 1
z
) = π′′∗
(
π∗(w
αbk ∧ µj)hk ∧ ∂¯ 1
z
)
= π′′∗
(
T˜ ′α,j,khkdz ∧ ∂¯
1
z
)
= T˜ ′α,j,k(0)hk(0).
Hence, T˜ dz = T˜ (0). Since (4.2) is pointwise exact at 0 it follows that a tuple
(λα,j) ∈ CmM˜ is in the image of T˜ if and only if A˜(0)(λα,j) = 0. We remark that
this implies that T˜ is pointwise injective on Xp-reg.
Now, by (4.4), since π∗(w
αϕ ∧ µj) is smooth in a neighborhood of 0, we have
(4.10) ϕ ∧ µj =
∑
α
′∑
|L|=∗
φj,α,L(z) ∧ dz¯L ∧ ∂¯ dw
wα+1
,
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where φj,α,L(z) are smooth (n, 0)-forms on Z and dz¯L are a basis of T
∗
0,∗Z. Set
(4.11) φL(µj ∧ ∂¯(1/z)) :=
∑
α
φj,α,L(z) ∧ ∂¯ dw
wα+1
∧ ∂¯ 1
z
.
To see that φL is well-defined, recall that µj are the components of R. Since (3.7)
is an isomorphism it follows that the relations between the µj are generated by f
∗
κ .
In the same way, it follows that the relations between µj ∧ ∂¯(1/z), which are the
components of R′′, are generated by (f ′′κ+n)
∗ = f∗κ ⊗ 1(E′n)∗ ⊕ 1E∗κ ⊗ (f ′n)∗. Thus,
if aj are such that
∑
j a
′′
jµj ∧ ∂¯(1/z) = 0, then we have that a′′j = aj + a′j , where∑
j ajµj = 0, and a
′
j ∂¯(1/z) = 0. This implies that φL is well-defined.
Now, φL(µj ∧ ∂¯(1/z)) is an (N,N)-current, in particular ∂¯-closed, and it is anni-
hilated by 〈z〉. Moreover, it is annihilated by J since ϕ ∧ µj is, and
ϕ ∧ µj ∧ dz¯Lc = ±dz¯ ∧
∑
α
φj,α,L(z) ∧ ∂¯ dw
wα+1
,
where Lc = {1, . . . , n}\L. Hence, φL(µj∧∂¯(1/z)) is in Hom OX (OD/(J+〈z〉),CH ZD )
and it follows that φL is in the right-hand side of (4.7). Since (4.7) is an isomorphism,
φL is multiplication by an element, also denoted φL, in F . In view of (4.8) and (4.11),
the image under (4.9) of φL is the tuple
(2πi)N
(
φj,α,L(0)
)
α,j
.
It is in the image of T˜ and hence in the kernel of A˜(0). Thus,
0 = A˜(0)
( ′∑
|L|=∗
φj,α,L(0) ∧ dz¯L
)
α,j
.
However, in view of (4.4) and (4.10),
∑′
|L|=∗ φj,α,L(0)∧dz¯L is the value of π∗(wαϕ∧µj)
at 0 and so (4.5) follows at 0. Hence, (4.5) follows at points where π∗(w
αϕ∧ µj) are
smooth and (4.2) is pointwise exact, concluding the proof of the claim. 
By Proposition 4.4, if ϕ ∈ Vp,∗X then, on Xp-reg, there are ϕk ∈ W0,∗Z such that ϕ is
given by multiplication by
∑
k ϕk ∧ bk in the way described in the second paragraph
of this section. In this way we can identify Vp,∗X with such sums on Xp-reg.
The following lemma is proved in the same way as Lemma 7.7 and Corollary 7.8
are proved in [6].
Lemma 4.5. Each ϕ ∈ Vp,∗X = Hom OX (ωn−pX ,Wn,∗X ) has a unique extension to
an element in Hom
E
0,∗
X
(E 0,∗X ∧ωn−pX ,Wn,∗X ). Moreover, if µ ∈ Wn−p,∗X is such that
i∗µ =
∑
ℓ aℓ ∧ i∗µℓ, where µℓ ∈ ωn−pX and aℓ are almost semi-meromorphic in D and
generically smooth on Z, then ϕ ∧ µ is well-defined in Wn,∗X by the formula
i∗(ϕ ∧ µ) =
∑
ℓ
(−1)deg aℓ·degϕaℓ ∧ i∗(ϕ ∧ µℓ),
where the products by aℓ are defined as in (2.9).
By this lemma Vp,∗X gets a natural E 0,∗X -module structure, which is the same as the
E
0,∗
X -module structure it inherits from Wn,∗X .
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4.1. The sheaf Vp,∗X in case X is reduced.
Proposition 4.6. If X = Z is reduced then Vp,∗X =Wp,∗X .
Lemma 4.7. If π : Z˜ → Z is a modification then π∗ : WZ˜ →WZ is a bijection.
Proof. Denote the exceptional set of the modification by E. If π∗τ = 0 then τ is zero
on Z˜ \E and by the SEP τ is zero everywhere. Hence π∗ is injective.
To show that the map is surjective pick ν ∈ WZ . By [5, Proposition 1.2] there is
a τ˜ ∈ PM
Z˜
such that π∗τ˜ = ν . We have τ˜ ∈ WZ˜\E since π is a biholomorphism on
Z˜ \E. If we let τ := 1
Z˜\E τ˜ then τ ∈ WZ˜ since τ must have the SEP with respect to
every subvariety. We also have π∗τ = ν since both π∗τ and π∗τ˜ are in WZ and they
are equal generically and therefore equal everywhere. 
Lemma 4.8. Given ν ∈ Wn,qZ and a generically non-zero µ ∈ ωnZ there is a unique
ν ′ ∈ W0,qZ such that ν = µ ∧ ν ′.
Proof. Let π : Z˜ → Z be a resolution of singularities. Then π∗µ is a generically non-
zero meromorphic n-form on Z˜. Moreover, by Lemma 4.7 there is a unique τ ∈ Wn,q
Z˜
such that π∗τ = ν. In view of [10, Theorem 3.7], since Z˜ is smooth, τ is a KZ˜-valued
section of W0,q
Z˜
. Thus, τ ′ := τ/π∗µ is a section of W0,q
Z˜
, and τ = π∗µ ∧ τ ′, cf. (2.9).
Then ν = π∗τ = π∗(π
∗µ ∧ τ ′) = µ ∧ π∗τ ′ and thus π∗τ ′ does the job.
If we have two currents satisfying the lemma then they are equal where µ is non-
zero. By assumption this means that they are equal generically and then, by the
SEP, they are equal everywhere. 
Remark 4.9. Any h ∈ HomOZ (ωn−pZ ,Wn,qZ ) naturally extends to operate on forms
fµ, where f is a germ of a meromorphic function on Z, and µ ∈ ωn−pZ . The extension
is unique and h becomes linear over the sheaf of meromorphic functions on Z. Notice
that fµ is not necessarily in ωn−pZ .
Proof of Proposition 4.6. The currents in ωn−pZ are meromorphic and in particular
almost semi-meromorphic. In view of (2.9) and the comment following it, a∧ν is well-
defined and inWZ for any almost semi-meromorphic current a on Z and any ν ∈ WZ .
Hence we can define a map Ψ: Wp,qZ → HomOZ (ωn−pZ ,Wn,qZ ) by (Ψν)(µ) = µ ∧ ν.
If µ ∧ ν = 0 for all µ ∈ ωn−pZ then ν = 0 on Zreg. But then, by the SEP, ν = 0 on Z
and hence Ψ is injective.
To show that Ψ is surjective take h ∈ HomOZ (ωn−pZ ,Wn,qZ ). Suppose we have a
local parametrization Z∩(∆z×∆w)→ ∆z of Z, where ∆z and ∆w are polydiscs in Cnz
and Cκw, respectively, so that {dzI}|I|=n−p generically is a basis forωn−pZ . This means
that µ ∈ ωn−pZ may be written µ =
∑
|I|=n−p fIdzI for some meromorphic functions
fI on Z. Therefore, by Remark 4.9, it suffices to find ν ∈ Wp,qZ so that h(dzI) = dzI∧ν
for all I. By Lemma 4.8 there are unique νJ ∈ W0,qZ with h(dzJ ) = dz ∧ νJ . We let
ν =
∑
J dzJc ∧νJ , so that ν ∈ Wp,qZ , and get dzI ∧ν =
∑
J dzI ∧dzJc ∧νJ = dz∧νI =
h(dzI). 
5. Integral operators on X
Given our local embedding i : X → D ⊂ CN as usual and a choice of local coordi-
nates z in D we define integral operators and prove their basic mapping properties.
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Let R and R be the currents associated with a Hermitian resolution (2.10) of ΩpX
such that E0 = T
∗
p,0D. The (full) Bochner-Martinelli form in Dζ ×Dz, where ζ and
z are the same local coordinates in D, is
B =
N∑
j=1
1
(2πi)j
∂|ζ − z|2 ∧ (∂¯∂|ζ − z|2)j−1
|ζ − z|2j
and we let Bj be the component of B of bidegree (j, j−1). Let H = H0+H1+ · · · be
a holomorphic form in Dζ ×Dz with values in Hom(E,E0), where Hj has bidegree
(j, 0) and values in Hom(Ej , E0). Let g = g0+g1+ · · · be a smooth form in D′′ζ ×D′z,
where gj has bidegree (j, j) and D
′,D′′ ⊂ D. The forms H and g will be specified in
the next section.
If τ is a current in Dζ ×Dz we let (τ)N be the component of bidegree (N, ∗) in ζ
and (0, ∗) in z. Let ϑ(τ) be the current defined by
(τ)N = ϑ(τ) ∧ dζ.
Notice that in view of (3.3),
(g ∧HR)N = ϑ(g ∧H)R;
here and for the rest of this section, R = R(ζ) and R = R(ζ). Similarly, outside the
diagonal ∆ ⊂ Dζ ×Dz ,
(B ∧ g ∧HR)N = ϑ(B ∧ g ∧H)R.
Let ϕ ∈ Vp,∗X and let µ ∈ Wn−p,∗X . We give a meaning to
(5.1) ϑ(g ∧H)R∧ ϕ(ζ) ∧ i∗µ(z)
as follows. By Proposition 3.17, R = a ∧ i∗ω0 where a is almost semi-meromorphic
and generically smooth on Z. Therefore, by Lemma 4.5, R∧ϕ := a∧ i∗(ϕ∧ ω0) is a
well-defined current in WZ,∗D . Since R∧ϕ(ζ) ∧ i∗µ(z) exists as a tensor product and
ϑ(g ∧H) is smooth, (5.1) is defined. Notice that it is annihilated by both J (ζ) and
J (z), i.e., it is OX -linear both in ϕ and µ. Moreover, by [11, Corollary 4.7] it is in
PMD′′×D′ , has support in Z × Z and the SEP with respect to Z × Z.
Let πi : Dζ ×Dz → D, i = 1, 2, be the natural projections on the first and second
factor, respectively. If τ is a current in D×D such that πi is proper on the support
of τ , then πi∗τ is a current in D. Moreover, in view of (2.3), if τ ∈ PMD×D has
support in Z×Z and the SEP with respect to Z×Z, then πi∗τ ∈ PMD has support
in Z and the SEP with respect to Z.
Definition 5.1 (The operators P and Pˇ ). If g is smooth in D ×D′ (i.e., D′′ = D)
and ζ 7→ g(ζ, z) has support in a fixed compact subset of D for all z ∈ D′, we define
P : Vp,∗(X)→ Vp,∗(X ∩D′) by
(5.2) i∗Pϕ∧µ = π2∗
(
ϑ(g∧H)R∧ϕ(ζ)∧ i∗µ(z)
)
, ϕ ∈ Vp,∗(X), µ ∈ ωn−p(X∩D′).
If g is smooth in D′′ × D (i.e., D′ = D) and z 7→ g(ζ, z) has support in a fixed
compact subset of D for all ζ ∈ D′′, we define Pˇ : Wn−p,∗(X)→Wn−p,∗(X ∩D′′) by
(5.3) i∗Pˇ µ = π
1
∗
(
ϑ(g ∧H)R∧ i∗µ(z)
)
, µ ∈ Wn−p,∗(X).
If ζ 7→ g(ζ, z) does not have compact support then Pϕ is still well-defined by (5.2)
if ϕ has compact support in X. Similarly, if z 7→ g(ζ, z) does not have compact
support then Pˇ µ is well-defined by (5.3) if µ has compact support.
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Notice that i∗Pϕ is a smooth (p, ∗)-form in D′ since ϑ(g∧H)R is smooth in z and
takes values in E0; if g is holomorphic in z, then i∗Pϕ is holomorphic. Moreover,
since R = R(ζ), it follows that i∗Pˇ µ = ψ ∧R for some smooth form ψ in D′′.
To define the operators K and Kˇ notice first that, in a similar way as for P and
Pˇ , we can give a meaning to
(5.4) ϑ(B ∧ g ∧H)R∧ ϕ(ζ) ∧ i∗µ(z)
outside the diagonal ∆ ⊂ D ×D since B is smooth there.
Lemma 5.2. The current (5.4) has a unique extension to a current in PMD×D with
support in Z × Z and the SEP with respect to Z × Z. The extension is annihilated
by both J (ζ) and J (z).
Proof. The uniqueness is clear by the SEP since (5.4) a priori is defined in D×D \∆
and has support in Z × Z \∆.
Recall that R∧ϕ(ζ)∧ i∗µ(z) ∈ PMD×D has support in Z ×Z and the SEP with
respect to Z ×Z. Since B is almost semi-meromorphic in D×D, also ϑ(B ∧ g ∧H)
has these properties. Hence, cf. (2.9), ϑ(B ∧ g ∧H)R ∧ ϕ(ζ) ∧ i∗µ(z) is in PMD×D
with support in Z × Z and the SEP with respect to Z × Z.
Clearly J (ζ) and J (z) annihilate (5.4) outside ∆. Since the extension has the
SEP with respect to Z × Z it is annihilated by J (ζ) and J (z). 
We will use the notation (5.4) to denote the extension as well. In view of the
lemma it depends OX -linearly on both ϕ and µ.
Definition 5.3 (The operators K and Kˇ). If g is smooth in D ×D′ (i.e., D′′ = D)
and ζ 7→ g(ζ, z) has support in a fixed compact subset of D for all z ∈ D′, we define
K : Vp,∗(X)→ Vp,∗(X ∩D′) by
i∗Kϕ ∧ µ = π2∗
(
ϑ(B ∧ g ∧H)R∧ ϕ(ζ) ∧ i∗µ(z)
)
, ϕ ∈ Vp,∗(X), µ ∈ ωn−p(X ∩D′).
If g is smooth in D′′ × D (i.e., D′ = D) and z 7→ g(ζ, z) has support in a fixed
compact subset of D for all ζ ∈ D′′, we define Kˇ : Wn−p,∗(X)→Wn−p,∗(X ∩D′′) by
i∗Kˇµ = π
1
∗
(
ϑ(B ∧ g ∧H)R ∧ i∗µ(z)
)
, µ ∈ Wn−p,∗(X).
As with the operators P and Pˇ , if ϕ and µ have compact support in X, then Kϕ
and Kˇµ are defined also when ζ 7→ g(ζ, z) and z 7→ g(ζ, z), respectively, do not have
compact support.
Theorem 5.4. (i) If ϕ ∈ Vp,∗X is in E p,∗X in a neighborhood of a point x ∈ Xp-reg,
then Kϕ is in E p,∗X in a neighborhood of x.
(ii) Assume that µ ∈ Wn−p,∗X is such that, in a neighborhood of x ∈ Xp-reg, i∗µ =∑
ℓ µℓ ∧ i∗ωℓ, where µℓ ∈ E 0,∗D and ωℓ ∈ ωn−pX . Then i∗Kˇµ is of the same form in a
neighborhood of x.
Recall that, by Proposition 4.4, in a neighborhood of x ∈ Xp-reg, any φ ∈ Vp,∗X is
represented by
∑
k φk ∧ bk for some φk ∈ W0,∗Z . That φ ∈ Vp,∗X is smooth means, cf.
Lemma 3.12, that φk ∈ E 0,∗Z . In view of this it is natural to call a µ ∈ Wn−p,∗X with
the property in (ii) smooth. Analogously to part (i), part (ii) of the theorem thus
says that Kˇ preserves the smooth elements of Wn−p,∗X .
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Proof. Notice that if ϕ = ϕ(ζ) ≡ 0 in a neighborhood of x, then Kϕ is smooth
in a neighborhood of x since in that case ϑ(B ∧ g ∧ H)R ∧ ϕ is smooth for z in a
neighborhood of x. To prove the first part of the theorem we may thus assume that
ϕ has support in a small neighborhood of x.
Let (z, w) and (ζ, τ) be two sets of the same local coordinates in D centered at
x such that Z = {w = 0} = {τ = 0} in a neighborhood of x; these coordinates
need not have any relation to our previous local coordinates which were used to
define B. Suppose that ϕ has support where the coordinates (z, w) are defined. Let
χǫ := χ(|ζ − z|2/ǫ) and let, for any µ ∈ Wn−p,∗X ,
(5.5) T := ϑ(B ∧ g ∧H)R ∧ ϕ(ζ, τ) ∧ i∗µ(z, w).
Then, in view of (2.2),
lim
ǫ→0
χǫT = 1D×D\{ζ=z}T.
By Lemma 5.2, T has the SEP with respect to Z×Z and so, since {ζ = z}∩Z×Z is
a proper subset of Z×Z, 1{ζ=z}T = 0. Hence, 1D×D\{ζ=z}T = T and thus χǫT → T .
Define Kǫϕ by
(5.6) Kǫϕ := π2∗
(
χǫϑ(B ∧ g ∧H)R∧ ϕ(ζ, τ)).
Then Kǫϕ is smooth since χǫϑ(B∧g∧H)R∧ϕ(ζ, τ) is smooth in (z, w) and it follows
that
(5.7) Kǫϕ ∧ i∗µ = π2∗(χǫT )→ π2∗T = i∗Kϕ ∧ µ
as currents in D′.
By Lemma 3.12 there are φǫk ∈ E 0,∗Z such that
Kǫϕ =
∑
k
φǫk ∧ bk + Ker p i∗
and by the proof of that lemma φǫk are obtained by applying linear combinations of
∂|α|/∂wα to (the coefficients) of Kǫϕ and evaluate at w = 0. We claim that there
are φk ∈ E 0,∗Z such that φǫk → φk as currents on Z.
Given the claim we can conclude the proof of the first part of the theorem. Let
µ ∈ ωn−pX . Then bk∧i∗µ ∈ CH ZD and so, in view of (2.6) and the representation (2.5)
of bk ∧ i∗µ, there are ak,α(z) ∈ ΩnZ such that bk ∧ i∗µ =
∑
α ak,α(z) ∧ ∂¯(dw/wα+1).
Hence,
Kǫϕ ∧ i∗µ =
∑
k
φǫk ∧ bk ∧ i∗µ =
∑
k,α
φǫk(z) ∧ ak,α(z) ∧ ∂¯
dw
wα+1
→
∑
k,α
φk(z) ∧ ak,α(z) ∧ ∂¯ dw
wα+1
=
∑
k
φk ∧ bk ∧ i∗µ
as currents in D′. In view of (5.7), thus
i∗Kϕ ∧ µ =
∑
k
φk ∧ bk ∧ i∗µ,
which means that Kϕ ∈ Vp,∗X is smooth.
To show the claim, notice that since R = Rκ + Rκ+1 + · · · we can replace H in
(5.6) by Hκ+Hκ+1+ · · · . Hence, only Bj with j ≤ N −κ = n contribute in (5.6). In
view of Proposition 3.17, R = a · i∗ω0, where a is smooth on Xp-reg and ω0 ∈ ωn−pX .
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Since i∗ω ∈ HomOD(ΩpD,CH ZD ), cf. (2.5), it follows that Kǫϕ is a sum of terms of
the form
(5.8) π2∗
(
χǫBj ∧ φ(ζ, τ, z, w) ∧ ∂¯ dτ
τβ+1
)
,
where j ≤ n and φ is smooth with support in a neighborhood of (ζ, τ) = x. It
is proved in [6, Proposition 10.5], cf. in particular [6, Equation (10.5)], that after
applying ∂|α|/∂wα to a term (5.8) and evaluating at w = 0 the limit as ǫ → 0 is
smooth in z. The claim thus follows.
The proof of part (ii) of the theorem is similar. First notice that if µ ≡ 0 in a
neighborhood of x, then i∗Kˇµ equals R times a smooth form in a neighborhood of
x. Since R = a · i∗ω0, where a is smooth on Xp-reg, the second part follows in this
case. We can thus assume that µ has support in a small neighborhood of x.
Let T be given by (5.5) with ϕ = 1. As above it follows that χǫT → T . Set
uǫ := π1∗
(
χǫϑ(B ∧ g ∧H) ∧ i∗µ(z)
)
.
Then uǫ is smooth and it follows that
(5.9) uǫ ∧R → i∗Kˇµ
as currents in D′′. As in the proof of Lemma 3.12 we have
uǫ(ζ, τ) =
∑
|β|<M
∂|β|uǫ
∂τβ
(ζ, 0)
τβ
β!
+O(|τ |M , τ¯ , dτ¯ ),
where O(|τ |M , τ¯ , dτ¯) is a sum of terms which are either O(|τ |M ) or divisible by
some τ¯j or dτ¯j . Since O(|τ |M , τ¯ , dτ¯ ) ∧ R = 0, if there are uβ(ζ) ∈ E 0,∗X such that
∂|β|uǫ(ζ, 0)/∂τβ → uβ(ζ) as current on Z, it follows as above that
uǫ ∧R →
∑
|β|<M
uβ(ζ)τ
β ∧ i∗ω0/β!
as currents in D′′. Thus, by (5.9), i∗Kˇµ has the desired form. To see that there are
such uβ, notice that if i∗µ =
∑
ℓ µℓ ∧ i∗ωℓ then uǫ is a sum of terms
π1∗
(
χǫBj ∧ φ(ζ, τ, z, w) ∧ ∂¯ dw
wα+1
)
,
where j ≤ n and φ is smooth, cf. (5.8) and the preceding argument. The existence
of such uβ thus follows as above. 
The following lemma will be used in the next section. It can be proved along
the same lines as [6, Lemma 9.5]. We remark that the latter lemma is formulated
and proved in terms of a λ-regularization of R. However, in view of [20, Lemma 6],
λ-regularization can be replaced by ǫ-regularizations.
Lemma 5.5. Let Rǫ := ∂¯χ(|F |2/ǫ) ∧ u, cf. (2.12), and let Rǫ := Rǫ ⊗ dζ. Then
lim
ǫ→0
R(z) ∧ ϑ(B ∧ g ∧H)Rǫ = R(z) ∧ ϑ(B ∧ g ∧H)R,
where the right-hand side is the product of the almost semi-meromorphic current
ϑ(B ∧ g ∧H) by the tensor product R(z) ∧R, cf. Lemma 5.2.
THE ∂¯-EQUATION FOR (p, q)-FORMS ON A NON-REDUCED ANALYTIC SPACE 25
6. Koppelman formulas and the sheaves A p,∗X and B
n−p,∗
X
We assume now that i : X → D ⊂ CN is a local embedding into a pseudoconvex
open set. Let z and ζ be two sets of the same local coordinates in D and let B be
the corresponding Bochner–Martinelli form. We choose g and H in the definition of
the integral operators of Section 5 to be a weight, in the sense of [1, Section 2], and a
Hefer morphism, in the sense of [8, Section 5] and [1, Proposition 5.3], respectively.
Example 6.1 (Example 2 in [1]). Let D′ ⋐ D and assume that D
′
is holomorphically
convex. Let χ be a cutoff function in D such that χ = 1 in a neighborhood of D
′
.
One can find a smooth (1, 0)-form s(ζ, z) =
∑
j sj(ζ, z)d(ζj − zj), defined for ζ in
a neighborhood of supp ∂¯χ and z in a neighborhood of D
′
, such that 2πi
∑
j(ζj −
zj)sj(ζ, z) = 1 and z 7→ s(ζ, z) is holomorphic. Then
g = χ(ζ)− ∂¯χ(ζ) ∧
N∑
k=1
s(ζ, z) ∧ (∂¯s(ζ, z))k−1
is a weight with compact support in Dζ , depends holomorphically on z in a neigh-
borhood of D
′
, and contains no dz¯j .
If D′ is the unit ball we can take s(ζ, z) =
∑
j(ζ¯j − z¯j)d(ζj − zj)/2πi(|ζ|2 − z · ζ¯)
Let ω be an (n−p)-structure form on X and recall, see (3.21), that i∗ω = R for R
associated to a Hermitian resolution (2.10). Then by Proposition 3.17, i∗ω = a · i∗ω0
for some tuple ω0 of elements in ωn−pX and a matrix of almost semi-meromorphic
currents a which is smooth onXp-reg. In view of Lemma 4.5 it follows that if ϕ ∈ Vp,∗X ,
then ϕ ∧ ω is well-defined in Wn,∗X .
Definition 6.2. If ϕ ∈ Vp,∗X we say that ϕ ∈ Dom ∂¯X if ∂¯(ϕ ∧ ω) ∈ Wn,∗X for any
(n− p)-structure form ω on X.
Let us point out a few consequences. We can define ∂¯ : Dom ∂¯X → Vp,∗X as follows.
Let µ ∈ ωn−pX . In view of (3.22), since the map (3.7) is an isomorphism, there is a
current R and a holomorphic E∗-valued function ξ such that i∗µ = ξ · R. Thus, by
(3.21) there is an (n − p)-structure form ω such that µ = i∗ξ · ω. If ϕ ∈ Dom ∂¯X it
follows that ∂¯(ϕ ∧ µ) ∈ Wn,∗X . Hence, for ϕ ∈ Dom ∂¯X we can define ∂¯ϕ ∈ Vp,∗X by
∂¯ϕ ∧ µ := ∂¯(ϕ ∧ µ), µ ∈ ωn−pX .
Since ∂¯ϕ ∈ Vp,∗X if ϕ ∈ Dom ∂¯X it follows as in the paragraph preceding Def-
inition 6.2 that ∂¯ϕ ∧ ω is well-defined in Wn,∗X for any (n − p)-structure form ω.
Moreover, if as above i∗ω = R = a · i∗ω0, where R is associated to the Hermitian
resolution (2.10), then
(6.1) ∂¯ϕ ∧ ω = −∇f (ϕ ∧ ω),
where ∇f = f − ∂¯. In fact, by Lemma 3.6, fa · i∗ω0 = ∂¯(a · i∗ω0) and so, since a is
smooth on Xp-reg, in view of Lemma 4.5, we get
−∇f(ϕ ∧ ω) = ∂¯(ϕ ∧ i∗a · ω0)− f(ϕ ∧ i∗a · ω0)
= ±i∗a · ∂¯(ϕ ∧ ω0)± ϕ ∧ ∂¯(i∗a · ω0)∓ ϕ ∧ fi∗a · ω0
= ±i∗a · ∂¯(ϕ ∧ ω0) = ∂¯ϕ ∧ i∗a · ω0 = ∂¯ϕ ∧ ω
on Xp-reg. Since both sides of (6.1) have the SEP, (6.1) holds everywhere.
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We also notice that
(6.2) E p,∗X ⊂ Dom ∂¯X .
This follows since, as above, any (n − p)-structure form ω satisfies ∂¯ω = fω for an
appropriate f and hence, if ϕ ∈ E p,∗X , ∂¯(ϕ ∧ ω) = ∂¯ϕ ∧ ω ± ϕ ∧ fω ∈ Wn,∗X .
Proposition 6.3. Let D′ ⋐ D be a relatively compact open subset and set X ′ =
X ∩D′. There are integral operators
K : E p,∗+1(X)→ Vp,∗(X ′) ∩Dom ∂¯X , P : E p,∗(X)→ E p,∗(X ′)
such that for any ϕ ∈ E p,∗+1(X),
(6.3) ϕ = ∂¯Kϕ+K∂¯ϕ+ Pϕ.
If ϕ ∈ E p,∗+1(X) has compact support in X one can choose K and P such that,
additionally, Kϕ and Pϕ have compact support in X.
Proposition 6.4. Let D′ ⋐ D be a relatively compact open subset and set X ′ =
X ∩D′. There are integral operators
Kˇ : Wn−p,∗+1(X)→Wn−p,∗(X ′), Pˇ : Wn−p,∗(X)→Wn−p,∗(X ′)
such that if i∗µ =
∑
ℓ µℓ ∧ i∗ωℓ for some µℓ ∈ E 0,∗D and ωℓ ∈ ωn−pX , then
(6.4) µ = ∂¯Kˇµ+ Kˇ∂¯µ+ Pˇ µ.
If µ in addition has compact support in X one can choose Kˇ and Pˇ such that Kˇϕ
and Pˇϕ have compact support in X.
Proof of Propositions 6.3 and 6.4. Let Rǫ be as in Lemma 5.5. In the same way as
in [24, Section 5], cf. also [7, Section 5] and [6, Eq. (9.16)], one obtains
(6.5) ∇f(z)
(R(z) ∧ ϑ(B ∧ g ∧H)Rǫ) = R∧ [∆]−R(z) ∧ ϑ(g ∧H)Rǫ,
where ∇f(z) = f(z)− ∂¯. Notice that, for ǫ > 0, all current products are well-defined
as tensor products. Letting ǫ→ 0 we get by Lemma 5.5,
(6.6) ∇f(z)
(R(z) ∧ ϑ(B ∧ g ∧H)R) = R∧ [∆]−R(z) ∧ ϑ(g ∧H)R.
To show the first statement of Proposition 6.3, choose g such that ζ 7→ g(ζ, z) has
support in a fixed compact subset, containing D′, of D for all z ∈ D′. Multiplying
(6.6) by a ϕ˜(ζ) ∈ E p,∗+1(D) such that i∗ϕ˜ = ϕ and applying π2∗ we get
∇f (R∧ i∗Kϕ) +R∧ i∗K(∂¯ϕ) = R∧ ϕ˜−R ∧ i∗Pϕ,
i.e.,
(6.7) ∇f (ω ∧Kϕ) + ω ∧K(∂¯ϕ) = ω ∧ ϕ− ω ∧ Pϕ.
In view of Definitions 5.1 and 5.3 all terms except ∇f (ω ∧ Kϕ) are in Wn,∗X and
consequently ∇f (ω ∧Kϕ) is too. Hence, since f(ω ∧Kϕ) ∈ Wn,∗X also ∂¯(ω ∧Kϕ) ∈
Wn,∗X , and so Kϕ ∈ Dom ∂¯X . Thus, by (6.1), we can replace ∇f (ω ∧ Kϕ) in (6.7)
by −ω ∧ ∂¯Kϕ. Multiplying the resulting equality by holomorphic E∗-valued ξ such
that f∗ξ = 0 we get, since the map (3.7) is an isomorphism,
(6.8) µ ∧ ϕ = µ ∧ ∂¯Kϕ+ µ ∧K∂¯ϕ+ µ ∧ Pϕ, ∀µ ∈ ωn−pX ,
which is what (6.3) means.
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If ϕ has compact support we can take a weight g such that z 7→ g(ζ, z) has compact
support. The preceding argument goes through unchanged and it is clear that Kϕ
and Pϕ have compact support.
To show Proposition 6.4, let ξℓ be holomorphic f
∗-closed sections of E∗ such that
i∗ωℓ = ξℓ · R, so that i∗µ =
∑
ℓ µℓ ∧ ξℓ · R. Since ∇fR = 0 and ∂¯ξℓ = 0 a simple
computations gives
µℓ ∧ ξℓ · ∇f(z)
(R(z) ∧ ϑ(B ∧ g ∧H)Rǫ) = ∂¯(µℓ ∧ ξℓ · R(z) ∧ ϑ(B ∧ g ∧H)Rǫ)
+∂¯µℓ ∧ ξℓ · R(z) ∧ ϑ(B ∧ g ∧H)Rǫ.
Hence, in view of Lemma 5.5, multiplying (6.5) by
∑
ℓ µℓ ∧ ξℓ and letting ǫ → 0 we
obtain
∂¯
(
i∗µ(z)∧ϑ(B∧ g∧H)R
)
+ ∂¯i∗µ(z)∧ϑ(B ∧ g∧H)R = i∗µ∧ [∆]− i∗µ∧ϑ(g∧H)R.
If g is chosen so that z 7→ g(ζ, z) has support in a fixed compact for all ζ ∈ D′,
then (6.4) follows by applying π1∗. If µ has compact support we instead choose g such
that ζ 7→ g(ζ, z) has compact support and apply π1∗ . 
Definition 6.5. If U ⊂ X is open and ϕ ∈ Vp,q(U) we say that ϕ is a section of A p,qX
over U , ϕ ∈ A p,q(U), if for every x ∈ U the germ ϕx can be written as a finite sum
of terms
(6.9) ξν ∧Kν(· · · ξ2 ∧K2(ξ1 ∧K1(ξ0)) · · · ),
where ν ≥ 0, ξ0 ∈ E p,∗X , ξj ∈ E 0,∗X for j ≥ 1, Kj are integral operators as defined in
Section 5, and ξj has compact support in the set where z 7→ Kj(ζ, z) is defined.
Definition 6.6. If U ⊂ X is open and µ ∈ Wn−p,q(U) we say that µ is a section of
B
n−p,q
X over U , µ ∈ Bn−p,q(U), if for every x ∈ U the germ µx can be written as a
finite sum of terms
(6.10) ξν ∧ Kˇν(· · · ξ2 ∧ Kˇ2(ξ1 ∧ Kˇ1(ξ0 ∧ ω)) · · · ),
where ν ≥ 0, ω is an (n − p)-structure form, ξj ∈ E 0,∗X , Kˇj are integral operators as
defined in Section 5, ξj has compact support in the set where ζ 7→ Kˇj(ζ, z) is defined,
and ξ0 takes values in E
∗.
Proposition 6.7. The sheaf A p,∗X has the following properties.
(a1) It is a module over E 0,∗X ,
(a2) if K is an integral operator as defined in Section 5 then K : A p,∗+1X → A p,∗X ,
(a3) A p,∗X ⊂ Dom ∂¯X ,
(a4) ∂¯ : A p,∗X → A p,∗+1X ,
(a5) A p,∗X = E
p,∗
X on Xp-reg,
(a6) (6.3) holds for ϕ ∈ A p,∗X .
The sheaf Bn−p,∗X has the following properties.
(b1) It is a module over E 0,∗X ,
(b2) if Kˇ is an integral operator as defined in Section 5 then Kˇ : Bn−p,∗+1X →
B
n−p,∗
X ,
(b3) ∂¯ : Bn−p,∗X → Bn−p,∗+1X ,
(b4) if µ ∈ Bn−p,∗X then on Xp-reg, µ =
∑
ℓ µℓ ∧ ωℓ for some µℓ ∈ E 0,∗X and
ωℓ ∈ ωn−pX ,
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(b5) (6.4) holds for µ ∈ Bn−p,∗X .
To prove this proposition we need the following two lemmas. The first one extends
Propositions 6.3 and 6.4.
Lemma 6.8. Let ϕ ∈ Vp,∗(X). Assume that ϕ,Kϕ ∈ Dom ∂¯X and that ϕ ∈ E p,∗X on
Xp-reg. Then (6.3) holds on X
′. If in addition ϕ has compact support, then K and
P can be chosen such that Kϕ and Pϕ have compact support.
Let µ ∈ Wn−p,∗(X). Assume that ∂¯µ, ∂¯Kˇµ ∈ Wn−p,∗X and that i∗µ =
∑
ℓ µℓ ∧ ωℓ
on Xp-reg for some µℓ ∈ E 0,∗D and ωℓ ∈ ωn−p,∗X . Then (6.4) holds on X ′. If µ in
addition has compact support, then Kˇ and Pˇ can be chosen such that Kˇµ and Pˇ µ
have compact support.
Proof. Let h be a holomorphic tuple vanishing precisely on Xp-sing and set χ
ǫ =
χ(|h|2/ǫ). Then Proposition 6.3 applies to χǫϕ and hence
χǫϕ = ∂¯K(χǫϕ) +K(χǫ∂¯ϕ) +K(∂¯χǫ ∧ ϕ) + P (χǫϕ);
recall that this means that (6.8), with ϕ replaced by χǫϕ, holds. Since ϕ ∈ Vp,∗X it
follows that χǫϕ → ϕ, i.e., χǫϕ ∧ µ → ϕ ∧ µ for all µ ∈ ωn−pX . By Lemma 5.2 the
current (5.4) is in has the SEP with respect to Z × Z and therefore K(χǫϕ)→ Kϕ.
Similarly, P (χǫϕ)→ Pϕ. Moreover, ∂¯ϕ ∈ Vp,∗X since ϕ ∈ Dom ∂¯X and so K(χǫ∂¯ϕ)→
K(∂¯ϕ). We claim that limǫ→0K(∂¯χ
ǫ ∧ ϕ) = 0 on Xp-reg. Given the claim it follows
that (6.3) holds on Xp-reg. Since Kϕ ∈ Dom ∂¯X by assumption it follows by the SEP
that (6.3) holds.
To show that claim we may assume that z is in a fixed compact subset of Xp-reg.
Then B ∧ ∂¯χǫ(ζ) is smooth if ǫ is small enough. It thus suffices to show that
R(ζ) ∧ ∂¯χǫ(ζ) ∧ ϕ(ζ) ∧ i∗µ(z)→ 0, ∀µ ∈ ωn−pX .
Since this is a tensor product it suffices to see that ω ∧ ∂¯χǫ ∧ ϕ → 0. However,
ϕ ∧ ω ∈ Wn,∗X and, since ϕ ∈ Dom ∂¯X , ∇f (ϕ ∧ ω) ∈ Wn,∗X . In view of (6.1) thus
∂¯χǫ ∧ ϕ ∧ ω = ∂¯(χǫϕ) ∧ ω − χǫ∂¯ϕ ∧ ω = −∇f (χǫϕ ∧ ω) + χǫ∇f (ϕ ∧ ω)
→ −∇f (ϕ ∧ ω) +∇f (ϕ ∧ ω) = 0.
The proof of the second part of the lemma is similar: By Proposition 6.4,
χǫµ = ∂¯Kˇ(χǫµ) + Kˇ(χǫ∂¯µ) + Kˇ(∂¯χǫ ∧ µ) + Pˇ (χǫµ).
Since µ ∈ Wn−p,∗X we have χǫµ → µ. By Lemma 5.2 the current (5.4) has the
SEP with respect to Z × Z and therefore Kˇ(χǫµ) → Kˇµ. Similarly, Pˇ (χǫµ) →
Pˇ µ and, since ∂¯µ ∈ Wn−p,∗X , Kˇ(χǫ∂¯µ) → Kˇ∂¯µ. Hence, (6.4) holds modulo τ :=
limǫ→0 Kˇ(∂¯χ
ǫ ∧ µ). Since ∂¯Kˇµ ∈ Wp,∗X by assumption, all terms in (6.4) are in
Wn−p,∗X and so (6.4) follows by the SEP if τ = 0 on Xp-reg. For ζ in a fixed compact
subset of Xp-reg, B ∧ ∂¯χǫ(z) is smooth if ǫ is small enough. Thus, as above, to see
that τ = 0 on Xp-reg it suffices to see that R(ζ)∂¯χǫ(z) ∧ µ(z) → 0, which follows if
∂¯χǫ ∧ µ→ 0. However, since ∂¯µ ∈ Wn−p,∗X by assumption, we have
∂¯χǫ ∧ µ = ∂¯(χǫµ)− χǫ∂¯µ→ ∂¯µ− ∂¯µ = 0.

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The second lemma we need is (a version of) the crucial Lemma 6.2 in [7]. The proof
of that lemma goes through in our case; cf. also the proof of [24, Lemma 5.3]. We
remark that in these cited lemmas the statements and proofs are intrinsic on (Carte-
sian products of) X whereas we here formulate our version in (Cartesian products
of) D. Let
k(ζ, z) = ϑ
(
B(ζ, z) ∧ g(ζ, z) ∧H(ζ, z))R(ζ).
Let zj be coordinates on the jth factor of D in D × · · · ×D. The current
(6.11) T := R(zν) ∧ k(zν−1, zν) ∧ · · · ∧ k(z1, z2)
is well-defined in PMD×···×D, has support in Z × · · · ×Z and the SEP with respect
to Z × · · · × Z since it is the product of an almost semi-meromorphic current by
the tensor product of the R-factors, cf. Lemma 5.2. The different k-factors may
correspond to different choices of B, g, H, and R.
Lemma 6.9. Let h be a holomorphic tuple which is generically non-vanishing on Z.
Then
lim
ǫ→0
∂¯χ(|h(zj)|2/ǫ) ∧ T = 0.
Proof of Proposition 6.7. It is clear from the definition that A p,∗X and B
n−p,∗
X are
modules over E 0,∗X and that A
p,∗
X and B
n−p,∗
X are closed under K-operators and Kˇ-
operators, respectively. By Theorem 5.4 it follows that A p,∗X = E
p,∗
X on Xp-reg and
that sections of Bn−p,∗X are of the claimed form on Xp-reg.
To show that A p,∗X ⊂ Dom ∂¯X assume that ϕ is given by (6.9), where the ξj are
smooth, and let ω be a structure form. Then i∗ω = R for some R and i∗(ω ∧ ϕ) =
πν∗ (T ∧ ξ), where T is given by (6.11), ξ is some smooth form in D × · · · × D,
and πν : D × · · · ×D → D is the natural projection on the factor with coordinates
zν . Let h be as in Lemma 6.9 and set χǫ = χ(|h|2/ǫ). By Lemma 6.9 we have
limǫ→0 ∂¯χ
ǫ ∧ πν∗T ∧ ξ = 0 and so, since i∗(ω ∧ ϕ) has the SEP with respect to Z, we
get
∂¯i∗(ω ∧ ϕ) = lim
ǫ→0
∂¯(χǫi∗(ω ∧ ϕ)) = lim
ǫ→0
∂¯χǫ ∧ πν∗T ∧ ξ + lim
ǫ→0
χǫ∂¯i∗(ω ∧ ϕ)
= lim
ǫ→0
χǫ∂¯i∗(ω ∧ ϕ).(6.12)
Hence, ∂¯i∗(ω∧ϕ) has the SEP with respect to Z and it follows that ∂¯(ω∧ϕ) ∈ Wn,∗X .
In a similar way we show that if µ ∈ Bn−p,∗X , then ∂¯µ ∈ Wn−p,∗X . Assume that µ
is given by (6.10). Then i∗µ = π
ν
∗T ∧ ξ for some smooth ξ. Replacing ω ∧ ϕ by µ in
(6.12) it follows that ∂¯µ ∈ Wn−p,∗X .
Since A p,∗X is closed under K-operators, A
p,∗
X ⊂ Dom ∂¯X , and A p,∗X = E p,∗X on
Xp-reg the Koppelman formula (6.3) follows for sections of A
p,∗
X by Lemma 6.8.
Similarly, since Bn−p,∗X is closed under Kˇ-operators, ∂¯B
n−p,∗
X ⊂ Wn−p,∗X , and µ =∑
ℓ µℓ ∧ωℓ on Xp-reg for any µ ∈ Bn−p,∗X it follows from Lemma 6.8 that the Koppel-
man formula (6.4) holds for sections of Bn−p,∗X .
It remains to see that A p,∗X and B
n−p,∗
X are closed under ∂¯. Let ϕ ∈ A p,∗X and
assume that ϕ is given by (6.9). We show by induction over ν that ∂¯ϕ ∈ A p,∗X .
If ν = 0, then ϕ = ξ0 ∈ E p,∗X and so ∂¯ϕ ∈ E p,∗X ⊂ A p,∗X . If ν ≥ 1 we write
ϕ = ξν ∧Kφ, where φ is given by (6.9) with ν replaced by ν − 1. By the induction
hypothesis, ∂¯φ ∈ A p,∗X . Hence, K∂¯φ ∈ A p,∗X . Since the Koppelman formula (6.3),
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with ϕ replaced by φ, holds and since Pφ ∈ E p,∗X it follows that ∂¯Kφ ∈ A p,∗X . Hence,
∂¯ϕ = ∂¯ξν ∧Kφ+ ξν ∧ ∂¯Kφ ∈ A p,∗X .
If µ ∈ Bn−p,∗X is given by (6.10) we proceed in a similar way by induction over ν.
If ν = 0 then µ = ξ0 ∧ ω. Then, by the computation showing (6.2), it follows that
∂¯µ has the same form. If ν ≥ 1 we write µ = ξν ∧ Kˇµ′ and the induction hypothesis
gives ∂¯µ′ ∈ Bn−p,∗X . As before, since Pˇ µ′ = ξ ∧ω for some smooth ξ, cf. Section 5, it
follows from (6.4), with µ replaced by µ′, that ∂¯µ ∈ Bn−p,∗X . 
Proof of Theorem A. In view of Proposition 6.7 it only remains to show that (1.4) is
a resolution of ΩpX . This is a local statement so we may assume that X is an analytic
subspace of a pseudoconvex domain D ⊂ CN and that the point in which we want
to show that (1.4) is exact is 0. Let ϕ ∈ A p,q(U ∩ X) be ∂¯-closed, where U is a
neighborhood of 0. Choose operators K and P corresponding to a choice of weight
g such that z 7→ g(ζ, z) is holomorphic in some neighborhood of 0 and ζ 7→ g(ζ, z)
has support in a fixed compact subset of U . Then ϑ(g ∧H)R(ζ) has degree 0 in dz¯.
Since it has total bidegree (N,N) it must have full degree in dζ¯. Hence, Pϕ = 0
if q ≥ 1. Since, by Proposition 6.7, the Koppelman formula (6.3) holds it follows
that ϕ = ∂¯Kϕ if q ≥ 1 and ϕ = Pϕ if q = 0. In the latter case, since ϑ(g ∧H) is
holomorphic in z, we get ϕ ∈ ΩpX . 
Theorem 6.10. The sheaf complex
(6.13) 0→ ωn−pX → Bn−p,0X
∂¯−→ · · · ∂¯−→ Bn−p,nX → 0
is exact if and only if ΩpX is Cohen–Macaulay. In general,
H
q(Bn−p,•X , ∂¯) ≃ Ext κ+qOD (Ω
p
X ,OD).
Proof. Consider the free Hermitian resolution (2.10) of ΩpX and let R and R be the
associated currents. Let (O(E∗• ), f
∗
• ) be the dual complex of (2.10), cf. the proof of
Proposition 3.9. It is well-known that
(6.14) H κ+q(O(E∗• ), f
∗
• ) ≃ Ext κ+qOD (Ω
p
X ,OD).
Define the mapping
̺• : (O(E
∗
κ+•), f
∗
κ+•)→ (Bn−p,•X , ∂¯), i∗̺(ξ) = ξ · Rκ+•.
Since fR = ∂¯R it follows that ̺• is a map of complexes and hence induces a map
on cohomology. As in the proof of [24, Theorem 1.7], cf. also the proof of [23,
Theorem 1.2], one shows that the map on cohomology is an isomorphism. Hence,
the last statement of the theorem follows.
If ΩpX is Cohen–Macaulay we can choose the free resolution (2.10) of length κ.
Thus, by (6.14), Ext κ+q
OD
(ΩpX ,OD) = 0 for q ≥ 1 and so H q(Bn−p,•X , ∂¯) = 0 for q ≥ 1.
Hence (6.13) is exact. Conversely, if (6.13) is exact then Ext κ+q
OD
(ΩpX ,OD) = 0 for
q ≥ 1. Recall the singularity subvarieties Zk := ZΩ
p
X
k associated with Ω
p
X , cf. (2.11).
From, e.g., the proof of [12, Theorem II.2.1] it follows that
Zκ+q =
⋃
r≥κ+q
supp Ext rOD(Ω
p
X ,OD).
Hence, Zκ+q = ∅ for q ≥ 1. It follows that Im fκ+1 ⊂ Eκ is a subbundle. Replacing
Eκ by Eκ/Im fκ+1 and Eκ+q, q ≥ 1, by 0 in (2.10) we obtain a free resolution of ΩpX
of length κ. Thus, ΩpX is Cohen–Macaulay. 
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7. Serre duality
In this section X is a pure n-dimensional analytic space. When considering lo-
cal problems we tacitly assume that X is an analytic subset of some pseudoconvex
domain D ⊂ CN .
Let ϕ ∈ A p,∗X and µ ∈ Bn−p,∗X . By Proposition 6.7, on Xp-reg ϕ is smooth and
µ =
∑
ℓ µℓ ∧ωℓ, where µℓ are smooth and ωℓ ∈ ωn−pX . Hence, ϕ∧µ is well-defined in
Wn,∗X on Xp-reg.
Theorem 7.1. There is a unique map ∧ : A p,∗X × Bn−p,∗X → Wn,∗X extending the
wedge product on Xp-reg. If ϕ ∈ A p,∗X and µ ∈ Bn−p,∗X , then ∂¯(ϕ ∧ µ) ∈ Wn,∗X and
(7.1) ∂¯(ϕ ∧ µ) = ∂¯ϕ ∧ µ+ (−1)degϕϕ ∧ ∂¯µ.
Proof. This is a local statement. The uniqueness is clear by the SEP. Moreover, if
ϕ ∧ µ ∈ Wn,∗X and ∂¯(ϕ ∧ µ) ∈ Wn,∗X for all ϕ ∈ A p,∗X and µ ∈ Bn−p,∗X , then (7.1)
follows since it holds on Xp-reg and both the left-hand side and the right-hand side
have the SEP.
To show that ϕ∧µ ∈ Wn,∗X and ∂¯(ϕ∧µ) ∈ Wn,∗X we represent ϕ and µ by (6.9) and
(6.10), respectively. The case when ν = 0 in (6.9) needs to be handled separately. In
this case ϕ ∈ E p,∗X and so clearly ϕ ∧ µ ∈ Wn,∗X . Moreover, since by Proposition 6.7,
∂¯µ ∈ Bn−p,∗X it follows that ∂¯(ϕ ∧ µ) ∈ Wn,∗X .
Assume now that ν > 0 in (6.9). Then, cf. (6.11),
i∗ϕ(ζ) = π∗
(
k(wν , ζ) ∧ k(wν−1, wν) ∧ · · · ∧ k(w1, w2) ∧ ξ) =: π∗Tϕ,
where π : Dζ×Dwν×· · ·×Dw1 → Dζ is the natural projection, ν ≥ 1, and ξ is smooth.
Hence, ϕ = Kφ for an appropriate φ(wν) ∈ A p,∗X and so, in view of Section 5, since
µ ∈ Bn−p,∗X ⊂ Wn−p,∗X we have
i∗µ ∧ ϕ = i∗µ ∧Kφ = π∗
(
µ(ζ) ∧ Tϕ
)
.
On Xp-reg, where ϕ is smooth, this coincides with the natural wedge product, cf. the
proof of Theorem 5.4. In view of Definition 6.6 we may assume that
i∗µ(ζ) = π˜∗
(R(zν˜) ∧ k(zν˜−1, zν˜) ∧ · · · ∧ k(ζ, z1) ∧ ξ˜) =: π˜∗Tµ,
where π˜ : Dζ × Dzν˜ × · · · × Dz1 → Dζ is the natural projection and ξ˜ = ξ˜(ζ, z) is
smooth. Hence,
i∗µ ∧ ϕ = π∗π˜∗
(
Tµ ∧ Tϕ
)
.
Since Tµ∧Tϕ is of the form (6.11) (times ξ∧ ξ˜) it follows that µ∧ϕ ∈ Wn,∗X . Moreover,
by Lemma 6.9 and the computation (6.12), with ω and T replaced by µ and Tµ∧Tϕ,
respectively, it follows that ∂¯(µ ∧ ϕ) has the SEP. 
Let Bn−p,∗c (X) be the vector space of sections of B
n−p,∗
X with compact support.
By Theorem 7.1 we have, cf. Definition 3.14, a bilinear pairing
(7.2) A p,q(X)×Bn−p,n−qc (X)→ C (ϕ, µ) 7→
∫
X
ϕ ∧ µ,
which only depends on the class of µ in Hn−q(Bn−p,•c (X), ∂¯) and the class of ϕ in
Hq(A p,q(X), ∂¯). In particular, since H0(A p,•(X), ∂¯) = Ωp(X) we have a pairing
ΩpX(X) ×Hn(Bn−p,•c (X), ∂¯)→ C.
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Theorem 7.2. Assume that X is an analytic subspace of a pseudoconvex domain
D ⊂ CN . Then
0→ Bn−p,0c (X) ∂¯−→ · · · ∂¯−→ Bn−p,nc (X)→ 0
is exact except on level n. The pairing (7.2) makes Hn(Bn−p,•c (X), ∂¯) the (topologi-
cal) dual of ΩpX(X).
Recall that the topology on Ωp(X) = Ωp(D)/J p(D) is the quotient topology and
that Ωp(X) is a Fre´chet space with this topology, see, e.g., [15, Ch. IX]. Notice that
since convergence in Ωp(D) is uniform convergence on compact subsets, a sequence
ϕǫ ∈ Ωp(X) converges to 0 if there are ϕ˜ǫ ∈ Ωp(D) such that ϕǫ = i∗ϕ˜ǫ and ϕ˜ǫ → 0
uniformly on compacts. By the Cauchy estimates it follows that ϕ˜ǫ → 0 in E p,0(D).
Proof. Let µ ∈ Bn−p,n−qc (X) be ∂¯-closed. Choose the weight g in the operators
Kˇ and Pˇ of Section 5 such that z 7→ g(ζ, z) is holomorphic in a neighborhood of
the holomorphically compact closure of suppµ and ζ 7→ g(ζ, z) has support in a
fixed compact for all z in that neighborhood, cf. Example 6.1. Then ϑ(g ∧H)R(ζ)
has degree 0 in dz¯ and so Pˇ µ = 0 if q ≥ 1, cf. (5.3). Since by Proposition 6.7 the
Koppelman formula (6.4) holds we conclude that µ = ∂¯Kˇµ if q ≥ 1. Since ζ 7→ g(ζ, z)
has compact support also Kˇµ has and the first statement of the theorem follows.
Suppose now that µ ∈ Bn−p,nc (X). Since convergence of a sequence in Ωp(X)
implies convergence in E p,0(D) for a suitable sequence of representatives it follows
that µ defines a continuous linear functional µ˜ on Ωp(X) via (7.2). This functional
only depends on the cohomology class of µ and so we can, in view of (6.4), assume
that µ = Pˇ µ. We have
Pˇ µ = π1∗
(
ϑ(g ∧H)R(ζ) ∧ i∗µ(z)
)
= ±π1∗
(
ϑ(g ∧H) ∧ i∗µ(z)
)R(ζ),
where π1 : Dζ×Dz → Dζ . Since g and H are holomorphic for z in a neighborhood of
the holomorphically compact closure of suppµ it follows from the Oka-Weil theorem
that if
∫
X
ϕ∧µ = 0 for all ϕ ∈ Ωp(X), then π1∗
(
ϑ(g∧H)∧ i∗µ(z)
)
= 0. Hence, µ˜ = 0
implies µ = 0, i.e., the map µ 7→ µ˜ is injective.
To show surjectivity, let λ be a continuous linear functional on Ωp(X). Then λ
lifts to a functional, also denoted λ, on Ωp(D). By the Hahn-Banach theorem this
functional has to be carried by some compact G ⊂ D, which we may assume is
holomorphically convex, and there is an (N − p,N)-current ν in D of order 0 with
compact support in a neighborhood V of G such that
λ(ϕ) =
∫
D
ϕ ∧ ν, ϕ ∈ Ωp(D).
Let P be an operator corresponding to a choice of weight g such that z 7→ g(ζ, z) is
holomorphic in V and ζ 7→ g(ζ, z) has support in a fixed compact subset of D for all
z ∈ V . Then, if ϕ ∈ Ωp(X), Pϕ is an extension of ϕ to V . Let also φ ∈ Ωp(D) be
an arbitrary representative of ϕ. Then
λ(ϕ) = λ(Pϕ) =
∫
D
Pϕ(z) ∧ ν(z) =
∫
D
π2∗
(
ϑ(g ∧H)R(ζ) ∧ φ(ζ)) ∧ ν(z)
=
(
ϑ(g ∧H)R(ζ) ∧ φ(ζ) ∧ ν(z)).1D×D
= ±
∫
D
φ(ζ) ∧ π1∗
(
ϑ(g ∧H) ∧ ν(z))R(ζ).
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Since π1∗
(
ϑ(g∧H)∧ ν(z)) is smooth with compact support in D it follows that there
is µ ∈ Bn−p,nc (X) such that
π1∗
(
ϑ(g ∧H) ∧ ν(z))R(ζ) = i∗µ.
Hence,
λ(ϕ) =
∫
D
φ ∧ i∗µ =
∫
X
ϕ ∧ µ.

Theorem 7.3. Let X be a (paracompact) analytic space of pure dimension n. If
Hq(X,ΩpX ) and H
q+1(X,ΩpX ) are Hausdorff, then the pairing
(7.3) Hq(A p,•(X), ∂¯)×Hn−q(Bn−p,•c (X), ∂¯)→ C, ([ϕ], [µ]) 7→
∫
X
ϕ ∧ µ
is non-degenerate so that Hn−q(Bn−p,•c (X), ∂¯) is the dual of Hq(A p,•(X), ∂¯).
Sketch of proof. Referring to, e.g., [23, Section 6.2] and [24, Section 7.3] for details
we outline a proof showing that Hn−q(Bn−p,•c (X), ∂¯) is the dual of Hq(A p,•(X), ∂¯)
via (7.3). The idea is to use Cˇech cohomology and homological algebra to reduce to
the local duality of Theorem 7.2.
Let U = {Uj}j be a locally finite covering of X such that Uj is an analytic subspace
of some pseudoconvex domain D in some CN . Then U is a Leray covering for ΩpX .
Let (C•(U ,ΩpX), δ) be the associated Cˇech cochain complex. Then
(7.4) Hq(A p,•(X), ∂¯) ≃ Hq(C•(U ,ΩpX), δ)
since both the left- and the right-hand sides are isomorphic to Hq(X,ΩpX). It is
standard to make the isomorphism (7.4) explicit by solving local ∂¯-equations.
The Fre´chet topology on Ωp(Uj) induces a natural Fre´chet topology on C
k(U ,ΩpX)
and, consequently, on the cohomology of (C•(U ,ΩpX), δ). Recall that the standard
topology on Hq(X,ΩpX ) is defined as this topology. In view of, e.g., [22, Lemma 2]
it follows that if Hq(X,ΩpX ) and H
q+1(X,ΩpX ) are Hausdorff, then
(7.5) Hq(C•(U ,ΩpX), δ)∗ ≃ Hq(C•(U ,ΩpX)∗, δ∗),
where (C•(U ,ΩpX)∗, δ∗) is the (topological) dual complex of (C•(U ,ΩpX), δ).
Let C−k(U ,Bn−p,jc ) be the group of formal sums
∑′
|I|=k+1 µIU
∗
I , where µI ∈
B
n−p,j
c (∩i∈IUi) and U∗I := U∗i0 ∧ · · · ∧ U∗ik is a formal wedge product. It follows
from Theorem 7.2 that
(7.6) Ck(U ,ΩpX)∗ ≃ Hn(C−k(U ,Bn−p,•c ), ∂¯)
via the pairing induced by (7.2). The operator δ∗ on C•(U ,ΩpX)∗ gives in a natural
way an operator, also denoted δ∗, on C−•(U ,Bn−p,jc ). It turns out that this operator
is formal interior multiplication by
∑
ℓ Uℓ; µI is extended to ∩i∈I\iℓUi by 0. Thus we
get the double complex
(7.7)
(
C−•(U ,Bn−p,•c ), δ∗, ∂¯
)
.
In view of (7.6) we have
(7.8) Hq(C•(U ,ΩpX)∗, δ∗) ≃ Hq(Hn(C−•(U ,Bn−p,•c ), δ∗, ∂¯)).
By Theorem 6.10, the ∂¯-cohomology of (7.7) is trivial except on level n and, by, e.g.,
[23, Lemma 6.3], since the BX-sheaves are fine, the δ
∗-cohomology of (7.7) is trivial
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except on level 0 where the cohomology is Bc(X)
n−p,•. By standard homological
algebra it follows that
(7.9) Hq(Hn(C−•(U ,Bn−p,•c ), δ∗), ∂¯) ≃ Hn−q(Bc(X)n−p, ∂¯).
From (7.4), (7.5), (7.8), and (7.9) we see that Hn−q(Bc(X)
n−p, ∂¯) is the dual of
Hq(A p,•(X), ∂¯). To see that this duality is given by (7.3) one can make these iso-
morphisms explicit and use that (7.6) is induced by the pairing (7.2). 
Proof of Theorem B. Part (i) follows from Definition 6.6 and Proposition 6.7. Part
(ii) follows from Theorem 6.10. Part (iii) follows from Theorem 7.1. Part (iv) fol-
lows from Theorem 7.3; indeed, if X is compact then we can replace Bn−p,•c (X)
by Bn−p,•(X) and, moreover, by the Cartan-Serre theorem, the cohomology of any
coherent sheaf is finite-dimensional, in particular Hausdorff. 
8. Examples
We present two examples which illustrate our various notions of holomorphic forms
and currents.
Example 8.1. LetD = C4 with coordinates (z1, z2, w1, w2) and let J =
〈
w21, w
2
2, w1w2
〉
.
Then dJ = 〈w1dw1, w2dw2, d(w1w2)〉 and √J = 〈w1, w2〉 so that Z = {w = 0}.
Clearly, OX = OZ{1, w1, w2}. By Taylor expansion of the coefficients of elements of
Ω1D it follows that Ω
1
X,Ka¨hler = Ω
1
Z{1, w1, w2} + OZ{dw1, dw2, w1dw2, w2dw1}. Since
w1dw2 = −w2dw1 + d(w1w2) the number of generators can be reduced and since
w1dw2 − w2dw1 = 2w1dw2 − d(w1w2) we get
Ω1X,Ka¨hler = Ω
1
Z{1, w1, w2}+ OZ{dw1, dw2, w1dw2 − w2dw1}.
Since J is independent of z it follows that Ω1X,Ka¨hler is torsion-free, and so Ω1X =
Ω1X,Ka¨hler. In a similar way,
Ω2X = Ω
2
Z{1, w1, w2}+ Ω1Z ∧ {dw1, dw2, w1dw2 − w2dw1}+ OZ{dw1 ∧ dw2}.
In view of Proposition 3.13 there is an analogous description of the smooth forms
on X. For instance,
E
2,∗
X = E
2,∗
Z {1, w1, w2}+ E 1,∗Z ∧ {dw1, dw2, w1dw2 − w2dw1}+ E 0,∗Z ∧ {dw1 ∧ dw2}.
Now let us look at currents on X; for simplicity we restrict to currents of bidegree
(2, ∗). If α is a (2, ∗)-current on X then, by definition, i∗α is annihilated by Ker 0 i∗,
which contains all w¯i and dw¯i. It follows that
i∗α =
∑
k,ℓ≥0
αk,ℓ(z)dz1 ∧ dz2 ∧ dw1 ∧ dw2 ∧ ∂¯ 1
wk+11
∧ ∂¯ 1
wℓ+12
with αk,ℓ ∈ C 0,∗Z ,
where CZ is the sheaf of currents on Z; cf. (2.5). However, we must also have
i∗α∧J = 0 and i∗α∧dJ = 0. The first equality implies that k, ℓ ≤ 1 and the second
is automatically satisfied for degree reasons. Moreover, we have w1w2∂¯(dw1/w
2
1) ∧
∂¯(dw2/w
2
2) 6= 0 and therefore
i∗C
2,∗
X = C
2,∗
Z
{
∂¯
dw1
w1
∧ ∂¯ dw2
w2
, ∂¯
dw1
w21
∧ ∂¯ dw2
w2
, ∂¯
dw1
w1
∧ ∂¯ dw2
w22
}
.
Writing B for the set of three basis elements above, we get i∗ω2X = Ω2ZB.
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Example 8.2. Let D = C4 with the same coordinates as above. Let i : X → D be
defined by
J = 〈w21, w22, w1w2, z1w2 − z2w1〉,
and write f = z1w2 − z2w1 so that dJ =
〈
w1dw1, w2dw2, d(w1w2), df
〉
. Notice that
except for the extra generator f , J is the same as in Example 8.1. Thus,
OX =
OZ{1, w1, w2}
OZ{f} , Ω
1
X,Ka¨hler =
Ω1Z{1, w1, w2}+ OZ{dw1, dw2, w1dw2 − w2dw1}
Ω1Z{f}+ OZ{df}
.
Here we write the quotient as a quotient of OZ -modules. The OX-module structure
is obtained by imposing wiwj = 0 and widwi = 0.
We now describe the torsion elements of Ω1X,Ka¨hler. If z1 6= 0 then w2 = w1z2/z1 and
since w1dw1 = 0 we get w2dw1 =
(
z2w1/z1
)
dw1 = 0. We have w1dw2 + w2dw1 = 0
everywhere and therefore we also get w1dw2 = 0 when z1 6= 0. By symmetry both
w1dw2 and w2dw1 vanish when z2 6= 0. One may verify that neither w1dw2 nor
w2dw1 is in Ω
1
Z{f}+OZ{df} and therefore they are torsion elements. Moreover, one
can check that Ω1X,Ka¨hler/OZ{w1dw2, w2dw1} is torsion-free and hence
Ω1X =
Ω1Z{1, w1, w2}+ OZ{dw1, dw2}
Ω1Z{f}+ OZ{df}
.
Similar calculations yield that
Ω2X =
Ω2Z{1, w1, w2}+ Ω1Z{dw1, dw2}
Ω2Z{f}+ Ω1Z{df}
.
We now describe generators for ω2−pX . In [6, Example 6.9], it was shown that the
generators for i∗ω2X are given by
∂¯
1
w1
∧ ∂¯ 1
w2
∧ dz ∧ dw and
(
z1∂¯
1
w21
∧ ∂¯ 1
w2
+ z2∂¯
1
w1
∧ ∂¯ 1
w22
)
∧ dz ∧ dw,
where dz = dz1 ∧ dz2 and dw = dw1 ∧ dw2. These correspond to intrinsic objects in
ω2X , which can be considered as differential operators, and in view of the formula
1
(2πi)2
∂¯
1
wm1+11
∧ ∂¯ 1
wm2+12
.ψ(w) =
1
m1!m2!
∂m1+m2
∂wm11 ∂w
m2
2
ψ
∣∣∣∣
w=0
,
they correspond (up to constants) to the form-valued differential operators
dz1 ∧ dz2 and dz1 ∧ dz2
(
z1
∂
∂w1
+ z2
∂
∂w2
)
followed by restriction to Z.
By a similar calculation as in [6, Example 6.9], one can obtain also generators for
i∗ω2−pX for p = 1, 2. Indeed, if (E, f) is a locally free Hermitian resolution of Ω
p
X ,
then ω2−pX is generated by all currents of the form ξRE2 , where ξ is in Ker f∗3 and RE2
is the part in Hom(E0, E2) of the residue current associated to (E, f). To calculate
ξRE2 , by the same argument as in [6, Example 6.9], if (F, g) is the direct sum of
r0 copies of the Koszul complex of (w
2
1, w
2
2), where r0 = rankE0 = rankΩ
p
C4
, and
a : (F, g)→ (E, f) is a morphism of complexes such that a0 : F0 → E0 is the identity,
then
ξRE2 h = ξa2(he) ∧ ∂¯
1
w22
∧ ∂¯ 1
w21
.
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With the help of the software Macaulay2, we could calculate the morphism a2 and
generators for Ker f∗3 , and could thus calculate generators for i∗ω
2−p
X . The sheaf
i∗ω1X is generated by
dz1 ∧ dw1 ∧ dw2 ∧ ∂¯ 1
w2
∧ ∂¯ 1
w1
, dz2 ∧ dw1 ∧ dw2 ∧ ∂¯ 1
w2
∧ ∂¯ 1
w1
,
((z2w1 + z1w2)dz2 ∧ dw1 ∧ dw2 +w1w2dz1 ∧ dz2 ∧ dw2) ∧ ∂¯ 1
w22
∧ ∂¯ 1
w21
,
((z2w1 + z1w2)dz1 ∧ dw1 ∧ dw2 +w1w2dz1 ∧ dz2 ∧ dw1) ∧ ∂¯ 1
w22
∧ ∂¯ 1
w21
,
(z2dz1 ∧ dz2 ∧ dw1 − z1dz1 ∧ dz2 ∧ dw2) ∧ ∂¯ 1
w2
∧ ∂¯ 1
w1
.
These correspond (up to constants) to the differential operators
dz1, dz2,
dz2
(
z2
∂
∂w2
+ z1
∂
∂w1
)
+ dz1 ∧ dz2 ∧ (dw1y),
dz1
(
z2
∂
∂w2
+ z1
∂
∂w1
)
+ dz1 ∧ dz2 ∧ (dw2y),
z2dz1 ∧ dz2 ∧ (dw2y)− z1dz1 ∧ dz2 ∧ (dw1y)
followed by restriction to Z. Finally, the sheaf i∗ω0X is generated by
dw1 ∧ dw2 ∧ ∂¯ 1
w2
∧ ∂¯ 1
w1
,
((z2w1 + z1w2)dw1 ∧ dw2 + w1w2dz2 ∧ dw1 −w1w2dz1 ∧ dw2) ∧ ∂¯ 1
w22
∧ ∂¯ 1
w21
,
(z1dz1 ∧ dw2 − z2dz1 ∧ dw1) ∧ ∂¯ 1
w2
∧ ∂¯ 1
w1
,
(z1dz2 ∧ dw2 − z2dz2 ∧ dw1) ∧ ∂¯ 1
w2
∧ ∂¯ 1
w1
.
These correspond (up to constants) to the differential operators
1, z2
∂
∂w2
+ z1
∂
∂w1
+ dz2 ∧ (dw2y) + dz1 ∧ (dw1y),
dz1 ∧ (z1dw1y+ z2dw2y), dz2 ∧ (z1dw1y+ z2dw2y)
followed by restriction to Z.
Remark 8.3. Finally let us put the calculations ofω•X into the context of Noetherian
differential operators. Let as before i : X → D ⊂ CN be defined by J and Z = Z(J ).
Recall that a holomorphic differential operator L : OD → OZ is Noetherian for J if
Lϕ = 0 for any ϕ ∈ J . A set {Lj}j of such operators is complete if ϕ ∈ J if and
only if Ljϕ = 0 for all j.
Assume that Z is smooth and that (z, w) are coordinates such that Z = {w =
0} and let π : D → Z be the projection π(z, w) = z. Given a set of generators
µ = (µ1, . . . , µm) of ωn−pX we construct a complete set of Noetherian type operators
ΩpD → ΩnZ (acting as Lie derivatives) for J p in a way similar to the construction of
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the mapping T˜ in Section 3.3. Take M > 0 large enough so that wαµj = 0 for all j
if |α| ≥M . We set
Lj,α : ΩpD → ΩnZ , Lj,αϕ = π∗(wαϕ ∧ i∗µj);
that Lj,αϕ ∈ ΩnZ follows as in Section 3.3. Moreover, ϕ ∧ i∗µj = 0 if and only if
π∗(w
αϕ∧i∗µj) = 0 for all α. Since Ker p i∗ is the annihilator of µ and Ker p i∗∩ΩpX =
J p, see the proof of Corollary 3.10, it follows that Lj,α, j = 1, . . . ,m, |α| < M , is a
complete set of Noetherian operators for J p.
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