On quadratic homogeneous quasi-translations  by Sun, Xiaosong
Journal of Pure and Applied Algebra 214 (2010) 1962–1972
Contents lists available at ScienceDirect
Journal of Pure and Applied Algebra
journal homepage: www.elsevier.com/locate/jpaa
On quadratic homogeneous quasi-translationsI
Xiaosong Sun
School of Mathematics, Jilin University, Changchun 130012, China
a r t i c l e i n f o
Article history:
Received 12 November 2009
Received in revised form 7 December 2009
Available online 13 January 2010
Communicated by C.A. Weibel
MSC: 14R10; 14R20
a b s t r a c t
In this paper, we describe the structure of quadratic homogeneous quasi-translations,
and we prove that, in dimension 9 and less, such a map is linearly triangularizable, or
equivalently a quadratic homogeneous nice derivation is linearly conjugate to a triangular
derivation.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let k be a field of characteristic zero and F = (F1, . . . , Fn) : kn → kn a polynomial map, where Fi ∈ k[X] :=
k[X1, . . . , Xn], 1 ≤ i ≤ n. The degree of F is defined by deg F = max1≤i≤n deg Fi. A polynomial map of the form
X + H = (X1 + H1, . . . , Xn + Hn) is called homogeneous of degree d, if each Hi is either zero or homogeneous of degree d. A
polynomial map is called invertible (or a polynomial automorphism) if it has an inverse, which is also a polynomial map.
An automorphism of the form (X1, . . . , Xi−1, Xi + a, Xi+1, . . . , Xn) is called elementary, where a ∈ k[X] contains no Xi. A
polynomial automorphism of degree 1 is called affine. A polynomial automorphism is called tame if it is a finite composition
of elementary ones and affine ones. The famous Tame Generators Problem asks if every polynomial automorphism is tame.
The problem has an affirmative answer in dimension 2, which is well known as the Jung–van der Kulk Theorem; see [8,9].
In 2004, Shestakov and Umirbaev [12,13] showed that the Tame Generators Problem has a negative answer in dimension 3.
However, the problem is still open in dimension 4 and above.
A polynomial map F = X + H is called triangular if Hi ∈ k[X1, . . . , Xi−1], 2 ≤ i ≤ n and H1 ∈ k. A polynomial map
F is called linearly triangularizable if it is linearly conjugate to a triangular map, i.e., there exists an invertible linear map
T ∈ Gln(k) such that T−1 ◦ F ◦ T is triangular, where ◦ denotes the composition. A linearly triangularizable map is tame.
It is worth noting that, Derksen showed that in dimension 3 and above, every tame automorphism is a finite composition
of affine ones and quadratic ones; see [5, Theorem 5.2.1]. Rusek [11] conjectured that every quadratic polynomial
automorphism is tame, or equivalently, every quadratic homogeneous polynomial automorphism is tame.
The Rusek Conjecture is still open, which is only verified in some special cases. For example, in 1991, Meisters and Olech
[10] proved the following result.
Proposition 1.1. A quadratic homogeneous polynomial automorphism F = X + H is linearly triangularizable in the following
cases: (i) n ≤ 4; (ii) JH2 = 0.
The difficulty will grow rapidly when the dimension n or the nilpotency index of JH increases. Recently, de Bondt showed
that the Rusek Conjecture has an affirmative answer in dimension n = 5 (see [4, Theorem 4.6.8]).
A polynomial map F = X + H is called a quasi-translation if F is invertible and F−1 = X − H . The quasi-translation
corresponds to the so-called nice derivation; for details, see Section 2. Quasi-translations arose naturally in the study of
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singular Hessians; see [2] or [7]. Already in 1876, quasi-translations had been studied by P. Gordan andM. Nöther to describe
the singular Hessians; see [7]. The interest in quasi-translations and singular Hessians arose again in the last several years,
since in 2005, de Bondt and van den Essen [3] showed that it suffices to investigate the famous Jacobian Conjecture for
all polynomial maps of the form F = X + H with JH a nilpotent Hessian. In addition, in 2006, de Bondt [1] found the
counterexamples of the quasi-translation type to the Homogeneous Dependence Problem, which is also related to the
Jacobian Conjecture.
In this paper, we will investigate the Rusek Conjecture for quadratic homogeneous quasi-translations. In Section 3,
some description of the structure of quadratic homogeneous quasi-translations is given, and in Section 4, we show that,
in dimension 9 and less, a quadratic homogeneous quasi-translation is linearly triangularizable, or equivalently a quadratic
homogeneous nice derivation is linearly conjugate to a triangular derivation.
2. Quasi-translations and nice derivations
Let k[X] = k[X1, . . . , Xn] and let Derkk[X] be the set of k derivations on k[X]. Write ∂i = ∂∂Xi for all 1 ≤ i ≤ n.
Definition 2.1 ([6, Section 3.2.1]). Let D ∈ Derkk[X]. D is called nice if D2(Xi) = 0, 1 ≤ i ≤ n.
The above definition of nice derivation does not match the original one in [5, Section 7.3.12] (see [5, p. 164]), where
derivation D satisfying D2Xi = 0 must have additional properties before they are called nice.
Proposition 2.2 ([1, Proposition 1.1]). Let F = X + H be a polynomial map and D = H1∂1 + · · · + Hn∂n. Then F is a quasi-
translation if and only if D is a nice derivation, if and only if JH · H = 0. Furthermore, if F is a quasi-translation, then JH is
nilpotent.
In fact, we can also show the following result.
Proposition 2.3. Let F = X + H be a quasi-translation of degree d. Then JHd+1 = 0. In particular, if F = X + H is a quadratic
quasi-translation, then JH3 = 0.
Proof. Since for all i,Hi is contained in the kernel of D = H1∂1 + · · · + Hn∂n, Hi is an invariant of exp(−tD) = X − tH ,
where t is a new indeterminate, so H(X − tH) = H . By the chain rule, JH(X − tH) · (I − tJH) = JH, and so JH(X − tH) =
JH · (I − tJH)−1 = JH · (In + tJH + t2JH2 + · · · ). For any entry of JH(X − tH), the degree of t is no more than d− 1, which
implies that tdJHd+1 = 0, and so JHd+1 = 0. 
Definition 2.4 ([6, Section 3.2.1]). Let D ∈ Derkk[X]. D is called triangular if D(Xi) ∈ k[X1, . . . , Xi−1], 2 ≤ i ≤ n and
D(X1) ∈ k.
The proof of the following Proposition is trivial.
Proposition 2.5. Let F = X + H be a polynomial map and D = H1∂1 + · · · + Hn∂n. Then F is linearly triangularizable if and
only if D is linearly conjugate to a triangular derivation, i.e. there exists a ϕ ∈ Gln(k) such that ϕ−1Dϕ is triangular.
One can easily show that if D is both as in Definition 2.1 and as in Proposition 2.5, then D is nice (of order ≤ n) in the
sense of [5, Section 7.3.12].
3. The structure of quadratic homogeneous quasi-translations
Let F = X + H be a quadratic homogeneous quasi-translation. In what follows, we always assume that H 6= 0. By
Propositions 2.2 and 2.3, JH · H = 0 and JH3 = 0. By Euler formula, JH · X = 2H, and thus JH2 · X = 0. Let ε1, . . . , εn be the
standard basis of kn.
Lemma 3.1. There exists a x0 ∈ kn such that
rank JH(x0) = rank JH, rank JH2(x0) = rank JH2, JH(x0)x0 6= 0.
Proof. Consider the Zariski topology on kn. Let U1 = {x ∈ kn|rank JH(x) = rank JH}, U2 = {x ∈ kn|rank JH2(x) = rank JH2},
U3 = {x ∈ kn| 12H(x) = JH(x)x 6= 0}. Then each Ui is a non-empty open set of kn, and so U = U1 ∩ U2 ∩ U3 is non-empty.
Finally, take x0 ∈ U . 
In what follows, let
J2 =
(
0 0
1 0
)
, J3 =
(0 0 0
1 0 0
0 1 0
)
, Ls =
(
0 0s
Is 0
)
, Rt =
(0 0 0t
It 0 0
0 It 0
)
.
Lemma 3.2. Let As = diag(
s︷ ︸︸ ︷
J2, . . . , J2). Then there exists a permutation matrix P such that Pε1 = ε1 and P−1AsP = Ls.
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Proof. We use induction on s. It is clear for s = 1. Using the hypothesis of induction, it is easy to show that there exists a
permutationmatrixQ such thatQε1 = ε1 andQ−1AsQ = diag(J2, Ls−1).Moving the 2nd row of diag(J2, Ls−1) to the (s+1)th
row and the 2nd column to the (s+ 1)th column, we obtain the matrix Ls. The Lemma follows. 
Lemma 3.3. Let Bt = diag(
t︷ ︸︸ ︷
J3, . . . , J3). Then there exists a permutation matrix P such that Pε1 = ε1 and P−1BtP = Rt .
Proof. We use induction on t . It is clear for t = 1. Using the hypothesis of induction, we can easily show that there exists
a permutation matrix Q such that Qε1 = ε1 and Q−1BtQ = diag(J3, Rt−1). Moving the 3rd row of diag(J3, Rt−1) to the
(2t + 1)th row and the 3rd column to the (2t + 1)th column, and subsequently moving the 2nd row to the (t + 1)th row
and the 2nd column to the (t + 1)th column, we obtain the matrix Rt . The Lemma follows. 
Proposition 3.4. Let F = X + H be a quadratic homogeneous quasi-translation, where H 6= 0. Then F is linearly conjugate to a
quadratic homogeneous quasi-translation F ′ = X + H ′, such that
JH ′(ε1) = diag(Ls, Rt , 0u),
where s ≥ 1, t ≥ 0, u ≥ 0 and
rank JH ′ = rank JH ′(ε1) = s+ 2t; rank JH ′2 = rank JH ′2(ε1) = t.
Proof. By Lemma 3.1, there exists a x0 ∈ kn such that
rank JH(x0) = rank JH, rank JH2(x0) = rank JH2, JH(x0)x0 6= 0.
Let V1 = [x0, JH(x0)x0] be the linear subspace spanned by x0 and JH(x0)x0. Then V1 is a cyclic subspace of JH(x0). Let V2 be
such that kn = V1⊕V2.We can arrange an appropriate basis of V2, namelyw3, . . . , wn, such that Q˜−1JH(x0)Q˜ is of the form
as
M =

J2 E2 · · · Es F1 · · · Ft D
J2
. . .
J2
}
s−1
J3
. . .
J3
}
t
0u

, (1)
with s ≥ 1, t ≥ 0 and u ≥ 0, where Q˜ = (x0, JH(x0)x0, w3, . . . , wn). By row operations, we can clean the first columns of
the Ei’s and Fj’s, such that the corresponding conjugation only affects the second columns of the Ei’s and Fj’s. Subsequently,
we can clean the second columns of the Fj’s by way of a conjugation, affecting only the third columns of the Fj’s. At last, we
can clean D by column operations for which the corresponding conjugation has no side effects. So there exists an S ∈ Gln(k)
with Sε1 = ε1 and Sε2 = ε2 such that S−1MS is of the form as (1) and satisfies
Ei =
(
0 γi
0 βi
)
, i = 2, . . . , s; Fj =
(
0 0 τj
0 0 σj
)
, j = 1, . . . , t;
D =
(
α 0 · · · 0
0 0 · · · 0
)
. (2)
Let Q = Q˜ S. Then Q−1JH(x0)Q = S−1MS is of the form as (1) and satisfies (2).
Claim: Q−1JH(x0)Q = diag(
s︷ ︸︸ ︷
J2, . . . , J2,
t︷ ︸︸ ︷
J3, . . . , J3, 0u).
To see this, let H ′ = Q−1 ◦ H ◦ Q . Then
JH ′(ε1) = Q−1JH(Qε1)Q = Q−1JH(x0)Q
is of the form as (1) with property (2). We can verify that JH ′(ε1)3 is of the form as 0 E
′
2 · · · E ′s F ′1 · · · F ′t 0
0 0 0 0
0 0 0 0
0 0 0 0
 ,
where
E ′i = J22Ei + J2EiJ2 + EiJ22 =
(
0 0
γi 0
)
, i = 2, . . . , s;
F ′j = J22 Fj + J2FjJ3 + FjJ23 =
(
τj 0 0
σj τj 0
)
, j = 1, . . . , t.
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Noticing that JH ′(ε1)3 = 0, we have
γi = 0, i = 2, . . . , s;
τj = σj = 0, j = 1, . . . , t. (3)
Thus 
H ′1 = αX1X2s+3t+1 + f1;
H ′2 =
1
2
X21 +
s∑
i=2
βiX1X2i + f2;
H ′2i−1 = f2i−1;
H ′2i = X1X2i−1 + f2i; 2 ≤ i ≤ s,
H ′2s+3j−2 = f2s+3j−2;
H ′2s+3j−1 = X1X2s+3j−2 + f2s+3j−1;
H ′2s+3j = X1X2s+3j−1 + f2s+3j; 1 ≤ j ≤ t,
where fl ∈ K := k[X2, . . . , Xn], l = 1, . . . , n.
Let D = H ′1∂1 + · · · + H ′n∂n. By Proposition 2.2,
D2(Xi) = D(H ′i ) = 0, i = 1, . . . , n.
By calculations we get
D(H ′1) =
1
2
∂ f1
∂X2
X21 + k1X1 + k′1;
D(H ′2) =
(
1
2
∂ f2
∂X2
+ αX2s+3t+1 +
s∑
i=2
βiX2i−1
)
X21 + k2X1 + k′2;
D(H ′i ) =
1
2
∂ fi
∂X2
X21 + kiX1 + k′i; 3 ≤ i ≤ s,
D(H ′2s+3j−2) =
1
2
∂ f2s+3j−2
∂X2
X21 + k2s+3j−2X1 + k′2s+3j−2;
D(H ′2s+3j−1) =
1
2
∂ f2s+3j−1
∂X2
X21 + k2s+3j−1X1 + k′2s+3j−1;
D(H ′2s+3j) =
(
1
2
∂ f2s+3j
∂X2
+ X2s+3j−2
)
X21 + k2s+3jX1 + k′2s+3j; 1 ≤ j ≤ t,
where kl, k′l ∈ K = k[X2, . . . , Xn], l = 1, . . . , n. Then
∂ fl
∂X2
=

−2(αX2s+3t+1 +
s∑
i=2
βiX2i−1), l = 2;
−2X2s+3j−2, l = 2s+ 3j, 1 ≤ j ≤ t;
0, otherwise,
which implies that
JH ′ · ε2 = ∂ f2
∂X2
ε2 +
t∑
j=1
∂ f2s+3j
∂X2
ε2s+3j.
Then
JH ′2 · ε2 = JH ′ ·
( ∂ f2
∂X2
ε2 +
t∑
j=1
∂ f2s+3j
∂X2
ε2s+3j
)
= ∂ f2
∂X2
JH ′ · ε2 +
t∑
j=1
∂ f2s+3j
∂X2
JH ′ · ε2s+3j
= ∂ f2
∂X2
( ∂ f2
∂X2
ε2 +
t∑
j=1
∂ f2s+3j
∂X2
ε2s+3j
)
+
t∑
j=1
∂ f2s+3j
∂X2
JH ′ · ε2s+3j
4=
( ∂ f2
∂X2
)2
ε2 +
t∑
j=1
∂ f2s+3j
∂X2
ξj,
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and therefore
JH ′3 · ε2 = JH ′ ·
(( ∂ f2
∂X2
)2
ε2 +
t∑
j=1
∂ f2s+3j
∂X2
ξj
)
=
( ∂ f2
∂X2
)2
JH ′ · ε2 +
t∑
j=1
∂ f2s+3j
∂X2
JH ′ · ξj
=
( ∂ f2
∂X2
)2( ∂ f2
∂X2
ε2 +
t∑
j=1
∂ f2s+3j
∂X2
ε2s+3j
)
+
t∑
j=1
∂ f2s+3j
∂X2
JH ′ · ξj
4=
( ∂ f2
∂X2
)3
ε2 +
t∑
j=1
∂ f2s+3j
∂X2
ξ ′j
=
(
−2
(
αX2s+3t+1 +
s∑
i=2
βiX2i−1
))3
ε2 +
t∑
j=1
(−2X2s+3j−2)ξ ′j .
Since JH ′3 = 0,we have that(
−2
(
αX2s+3t+1 +
s∑
i=2
βiX2i−1
))3
ε2 +
t∑
j=1
(−2X2s+3j−2)ξj = 0,
which implies that
α = 0, βi = 0, 2 ≤ i ≤ s. (4)
Noticing that (3) and (4) implies that in (2), D = 0, Ei = 0, 2 ≤ i ≤ s and Fj = 0, 1 ≤ j ≤ t,we have
Q−1JH(x0)Q = diag(
s︷ ︸︸ ︷
J2, . . . , J2,
t︷ ︸︸ ︷
J3, . . . , J3, 0u),
where s ≥ 1, t ≥ 0, and u ≥ 0.
Thus the Claim has been proved. By Lemmas 3.2 and 3.3, there exists a permutation matrix P such that Pε1 = ε1 and
P−1(Q−1JH(x0)Q )P = diag(Ls, Rt , 0u).
Let T = QP and H ′ = T−1 ◦ H ◦ T . Then F is linearly conjugate to F ′ = X + H ′, and
JH ′(ε1) = T−1JH(Tε1)T = T−1JH(x0)T = diag(Ls, Rt , 0u).
Furthermore, since rank JH(x0) = rank JH and rank JH2(x0) = rankJH2, we can verify that
rank JH ′ = rank JH ′(ε1) = s+ 2t; rank JH ′2 = rank JH ′2(ε1) = t. 
Remark 3.5. Proposition 3.4 does not hold for homogeneous quasi-translations which are not quadratic; see for example
the quasi-translation (X1 + b(aX1 − bX2), X2 + a(aX1 − bX2), X3, X4) (of degree 3) with a = X3 and b = X4, which is known
as Anick’s example, satisfies JH3 = 0 and hence it is of the form of (1) and (2) with s = 2, t = u = 0 and γ1 = 0 for some
Q˜ , but β1 = 0 cannot be obtained. (e.g. Q˜ = (q1, q2, q3, q4) does the trick, where q1 = (1, 1, 1, 0)T , q2 = (0, 3, 0, 0)T ,
q3 = (0, 0, 0, 3β1)T , q4 = (3β1,−3β1, 0, 0)T .)
Another example is [1, Theorem 2.1], in dimension n = 6, (of degree 5), see also [4, Example 3.7.3], which is of the form
of (1) and (2) with s = t = u = 1 and τ1 = 0 for some Q˜ , but σ1α = 0 cannot be obtained.
A generalization of Proposition 3.4 for homogeneous quasi-translations of any degree can be found in [4, Proposition
A.1.2]. But for quadratic quasi-translations, the result in Proposition 3.4 is stronger than [4, Proposition A.1.2].
Now let F = X + H be a quadratic homogeneous quasi-translation, where H 6= 0. By Proposition 3.4, under linear
conjugation, we can assume that JH(ε1) = diag(Ls, Rt , 0u), where s ≥ 1, t ≥ 0, u ≥ 0, rankJH = rankJH(ε1) = s+ 2t, and
rankJH2 = rankJH2(ε1) = t .
Let K = k[X2, . . . , Xn] and write JH = JH(ε1)X1 + N , where N ∈ Mn(K). Write N as a block matrix as follows,
N = (Nij)1≤i,j≤6, where Nii ∈ Ms(K), i = 1, 2, and Nii ∈ Mt(K), i = 3, 4, 5. Since rankJH = rankJH(ε1) = s + 2t, we
obtain by looking at the coefficients of X s+2t1 of minors of size s+ 2t + 1 that Ni2 = Ni5 = Ni6 = 0, i = 1, 3, 6. Thus
JH =

N11 0 N13 N14 0 0
N21 + IsX1 N22 N23 N24 N25 N26
N31 0 N33 N34 0 0
N41 N42 N43 + ItX1 N44 N45 N46
N51 N52 N53 N54 + ItX1 N55 N56
N61 0 N63 N64 0 0
 . (5)
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Now we make some observations on JH .
(a) Since rankJH2 = t and
JH2 = JH(ε1)2X21 + (JH(ε1)N + NJH(ε1))X1 + N2
=

0 0 ∗ 0 0 0
X1(N11 + N22) 0 ∗ X1(N14 + N25) 0 0
0 0 ∗ 0 0 0
X1(N31 + N42) 0 ∗ X1(N34 + N45) 0 0
∗ ∗ X21 It + ∗ ∗ ∗ ∗
0 0 ∗ 0 0 0
+ N2,
where each occurrence of ∗ has degree at most one with respect to X1, we obtain by looking at the coefficients of X2t+11 of
minors of size t + 1 that
N11 + N22 = 0; N14 + N25 = 0; N31 + N42 = 0; N34 + N45 = 0.
(b) Since JH3 = Q0X31 + Q1X21 + Q2X1 + N3 = 0, where Q0,Q1,Q2 ∈ Mn(K) and
Q1 = JH(ε1)2N + JH(ε1)NJH(ε1)+ NJH(ε1))2
=

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 N33 + N44 + N55 0 0 0
0 0 0 0 0 0
 ,
we have that N33 + N44 + N55 = 0.
(c) Let D = H1∂1 + · · · + Hn∂n. By Proposition 2.2,
D2(Xi) = D(Hi) = 0, i = 1, . . . , n.
Then
∂
∂Xj
(D(Hi)) = ∂
∂Xj
(
n∑
p=1
Hp
∂Hi
∂Xp
)
=
n∑
p=1
∂Hp
∂Xj
∂Hi
∂Xp
+
n∑
p=1
Hp
∂Hi
∂Xj∂Xp
= 0.
So if ∂Hi
∂Xj
= 0, then∑np=1 ∂Hp∂Xj ∂Hi∂Xp = 0. In other words, if the (i, j) entry in JH is zero, then the (i, j) entry in JH2 is also zero.
Thus if the (i, j) block in N = (Nij) is zero (except for N21,N43,N54), then the (i, j) block in N2 is also zero. In particular, since
N35 = 0,we have
6∑
p=1
N3pNp5 = N34N45 = 0.
By (a), N34 + N45 = 0, which implies that N234 = 0.
By the observations above, we can show the following result.
Theorem 3.6. A quadratic homogeneous quasi-translation in dimension n is either equal to X or linearly conjugate to some
quadratic homogeneous quasi-translation F = X + H, such that
Hi =

(
1− 1
2
δi,s+1
)
X1Xi−s + fi, s+ 1 ≤ i ≤ 2s;
X1Xi−t + fi, 2s+ t + 1 ≤ i ≤ 2s+ 3t;
fi, i ∈ Λ,
(6)
whereΛ = {1 ≤ i ≤ s} ∪ {2s+ 1 ≤ i ≤ 2s+ t} ∪ {2s+ 3t + 1 ≤ i ≤ n},∆ = {X2, . . . , Xs} ∪ {X2s+1, . . . , X2s+2t} and{
fi ∈ K = k[X2, . . . , Xn], i /∈ Λ.
fi ∈ k[∆], i ∈ Λ.
Furthermore,
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(i)

∂ fi
∂Xj
+ ∂ fi+s
∂Xj+s
= 0, 1 ≤ i, j ≤ s;
∂ fi
∂Xj
+ ∂ fi+s
∂Xj+t
= 0, 1 ≤ i ≤ s, 2s+ t + 1 ≤ j ≤ 2s+ 2t;
∂ fi
∂Xj
+ ∂ fi+t
∂Xj+s
= 0, 2s+ 1 ≤ i ≤ 2s+ t, 1 ≤ j ≤ s;
∂ fi
∂Xj
+ ∂ fi+t
∂Xj+t
= 0, 2s+ 1 ≤ i ≤ 2s+ t, 2s+ t + 1 ≤ j ≤ 2s+ 2t.
(ii)
∂ fi
∂Xj
+ ∂ fi+t
∂Xj+t
+ ∂ fi+2t
∂Xj+2t
= 0, 2s+ 1 ≤ i, j ≤ 2s+ t.
(iii) Let N0 =
(
∂ fi
∂Xj
)
2s+1≤i≤2s+t,2s+t+1≤j≤2s+2t.
Then N20 = 0.
(iv)

∂ fi
∂Xs+1
= −2Xi−2t , 2s+ 2t + 1 ≤ i ≤ 2s+ 3t;
∂ fi
∂Xs+1
= 0, otherwise.
Proof. Under linear conjugation, we can assume that JH(ε1) = diag(Ls, Rt , 0u) and JH is of the form as (5), which implies
that H is of the form as (6).
The conclusions (i), (ii), (iii) follows by the observations (a), (b), (c). We only need to show (iv). Since H is of the form as
(6), we have
D(Hi) =

(
1
2
∂ fi
∂Xs+1
+ Xi−2t
)
X21 + µiX1 + µ′i, 2s+ 2t + 1 ≤ i ≤ 2s+ 3t,
1
2
∂ fi
∂Xs+1
X21 + µiX1 + µ′i; otherwise,
where µi, µ′i ∈ K , 1 ≤ i ≤ n. Since D(Hi) = 0, the conclusion (iv) follows. 
4. Linear triangularization in dimension n ≤ 9
Throughout this section, F = X + H is a quadratic homogeneous quasi-translation with H 6= 0. Recall that K =
k[X2, . . . , Xn] and D = H1∂1 + · · · + Hn∂n. By Proposition 2.2,
D2(Xi) = D(Hi) = 0, i = 1, . . . , n.
Lemma 4.1. Assume JH · v = 0 for some nonzero v ∈ kn. Then there exists a T ∈ Gln(k) such that H ′ = T−1 ◦ H ◦ T satisfies
JH ′ · εn = 0.
Furthermore, X˜ + H˜ is a quasi-translation as well, and rankJH˜r ≤ rankJHr for all r ≥ 1, where
X˜ = (X1, X2, . . . , Xn−1),
H˜ = (H ′1,H ′2, . . . ,H ′n−1).
If additionally X˜ + H˜ is linearly triangularizable, then X + H is linearly triangularizable as well.
Proof. Take T ∈ Gln(k) such that the last column of T equals v. Then
JH ′ · εn = T−1 · JH(Tx) · v = 0.
Since the last column of JH ′ is zero, it follows that JH˜ · H˜ is equal to the first n− 1 coordinates of JH ′ · H ′. Similarly, JH˜r is a
submatrix of JH ′r for all r ≥ 1. So X˜ + H˜ is a quasi-translation as well and rankJH˜r ≤ rankJH ′r = rankJHr for all r ≥ 1.
Assume that F˜ = X˜ + H˜ is linearly triangularizable, say that S˜−1 ◦ F˜ ◦ S˜ is triangular for some S˜ ∈ Gln−1(k). Then
one can easily verify that S−1 ◦ F ′ ◦ S is triangular as well, where S = diag(S˜, 1) and F ′ = X + H ′. So X + H is linearly
triangularizable. 
Proposition 4.2 (Meisters and Olech). Assume JH2 = 0. Then F is linearly triangularizable.
Proof. We use induction on the dimension n. It is clear for n = 1, since n = 1 implies H = 0, which is not allowed. So
suppose that n > 1. By Lemma 4.3, there exists a nonzero v ∈ kn such that JH · v = 0. By induction on n and the fact that
X˜ + H˜ is linearly triangularizable in case H˜ = 0, it follows from Lemma 4.1 that F = X + H is linearly triangularizable, as
desired. 
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Lemma 4.3 (Known from Lie Theory). Assume M is a matrix of linear forms in X1, X2, . . . , Xn over k and M2 = 0. Then there
exists a nonzero vector v over k such that Mv = 0.
Proof. We showby induction that there exist nonzero vectorswi, i = 0, . . . , n such thatMwi is a linear form in Xi+1, . . . , Xn
over k. Then v = wn suffices.
Notice that we can take any nonzero vector (of the right dimension) forw0. So assume i > 0 andMwi−1 is a linear form
in Xi, Xi+1, . . . , Xn. If Mwi−1 is a linear form in Xi+1, . . . , Xn, then we can take wi = wi−1, so assume the opposite. Since
M2 = 0, it follows that the coefficients of XjXi of the coordinates ofM(Mwi−1) are zero for all j ≤ i.
Let wi be the vector of coefficients of Xi of the coordinates of Mwi−1. By construction of wi−1, Mwi−1 does not contain
variables X1, . . . , Xi−1, so the coefficients of XjXi of the coordinates of M(Mwi−1) correspond to the coefficients of Xj of the
coordinates ofMwi for all j ≤ i. Consequently,Mwi is a linear form in Xi+1, . . . , Xn. 
Theorem 4.4. If rankJH2 ≤ 1, then F is linearly triangularizable.
Proof. We use induction on the dimension n. It is clear for n = 1, since n = 1 implies H = 0, which is not allowed. So let
n > 1. The case rankJH2 = 0 follows from Proposition 4.2, so assume rankJH2 = 1. By Proposition 3.4 we can assume that
JH(ε1) = diag(Ls, R1, 0u),
where s ≥ 1 and rankJH = rankJH(ε1) = s+ 2. By Theorem 3.6, H is of the form as follows,
H =
(
f1(∆), . . . , fs(∆),
1
2
X21 + fs+1, X1X2 + fs+2, . . . , X1X2s + f2s,
f2s+1(∆), X1X2s+1 + f2s+2, X1X2s+2 + f2s+3, f2s+4(∆), . . . , fn(∆)
)
,
where∆ = (X2, . . . , Xs, X2s+1, X2s+2), and
∂ fi
∂Xs+1
= −2X2s+1, i = 2s+ 3,
∂ fi
∂Xs+1
= 0, i 6= 2s+ 3.
When i 6= 2s+ 3, we obtain by ∂Hi
∂Xs+1 =
∂ fi
∂Xs+1 = 0 and D(Hi) =
∑n
j=1 Hj
∂Hi
∂Xj
= 0 that
∂D(Hi)
∂Xs+1
=
n∑
j=1
∂Hj
∂Xs+1
∂Hi
∂Xj
+
n∑
j=1
Hj
∂2Hi
∂Xs+1∂Xj
=
n∑
j=1
∂Hj
∂Xs+1
∂Hi
∂Xj
= ∂H2s+3
∂Xs+1
∂Hi
∂X2s+3
= ∂ f2s+3
∂Xs+1
∂Hi
∂X2s+3
= (−2X2s+1) ∂Hi
∂X2s+3
= 0.
Thus ∂Hi
∂X2s+3 = 0, i 6= 2s+ 3, which implies that
∂H2s+3
∂X2s+3 = 0, since JH is nilpotent. Then
∂Hi
∂X2s+3
= 0, 1 ≤ i ≤ n.
So JH · ε2s+3 = 0. By induction on n, it follows from Lemma 4.1 that F = X + H is linearly triangularizable, as desired. 
Corollary 4.5. If rankJH ≤ 4, then F is linearly triangularizable.
Proof. By Proposition 3.4, we can assume that JH(ε1) = diag(Ls, Rt , 0u),where s ≥ 1 and s+ 2t = rankJH(ε1) = rankJH ≤
4. Then rankJH2 = rankJH2(ε1) = t ≤ 1. The conclusion follows by Theorem 4.4. 
Theorem 4.6. If rankJH = 5, then F is linearly triangularizable.
Proof. We use induction on the dimension n. It is clear for n = 1, since n = 1 implies H = 0, which is not allowed. So let
n > 1. By Proposition 3.4, we can assume that JH(ε1) = diag(Ls, Rt , 0u),where s ≥ 1 and s+ 2t = rankJH = 5. Then t ≤ 2.
If t ≤ 1, the conclusion follows by Theorem 4.4. So we can assume that t = 2, and so s = 1. By Theorem 3.6, H is of the
form as follows,
H =
(
f1(∆),
1
2
X21 + f2, f3(∆), f4(∆), X1X3 + f5, X1X4 + f6, X1X5 + f7, X1X6 + f8, f9(∆), . . . , fn(∆)
)
,
where∆ = (X3, X4, X5, X6). Furthermore,
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
∂ f7
∂X2
= −2X3,
∂ f8
∂X2
= −2X4,
∂ fi
∂X2
= 0, i 6= 7, 8
and 
(
∂ f1
∂X5
,
∂ f1
∂X6
)
+
(
∂ f2
∂X7
,
∂ f2
∂X8
)
= 0;
∂ f3
∂X5
∂ f3
∂X6
∂ f4
∂X5
∂ f4
∂X6
+

∂ f5
∂X7
∂ f5
∂X8
∂ f6
∂X7
∂ f6
∂X8
 = 0. (7)
Thus JH is of the form as follows,
0 0
∂ f1
∂X3
∂ f1
∂X4
∂ f1
∂X5
∂ f1
∂X6
0 0 0 · · · 0
X1 0
∂ f2
∂X3
∂ f2
∂X4
∂ f2
∂X5
∂ f2
∂X6
∂ f2
∂X7
∂ f2
∂X8
∗ · · · ∗
0 0
∂ f3
∂X3
∂ f3
∂X4
∂ f3
∂X5
∂ f3
∂X6
0 0 0 · · · 0
0 0
∂ f4
∂X3
∂ f4
∂X4
∂ f4
∂X5
∂ f4
∂X6
0 0 0 · · · 0
X3 0 X1 + ∂ f5
∂X3
∂ f5
∂X4
∂ f5
∂X5
∂ f5
∂X6
∂ f5
∂X7
∂ f5
∂X8
∗ · · · ∗
X4 0
∂ f6
∂X3
X1 + ∂ f6
∂X4
∂ f6
∂X5
∂ f6
∂X6
∂ f6
∂X7
∂ f6
∂X8
∗ · · · ∗
X5
∂ f7
∂X2
∂ f7
∂X3
∂ f7
∂X4
X1 + ∂ f7
∂X5
∂ f7
∂X6
∂ f7
∂X7
∂ f7
∂X8
∗ · · · ∗
X6
∂ f8
∂X2
∂ f8
∂X3
∂ f8
∂X4
∂ f8
∂X5
X1 + ∂ f8
∂X6
∂ f8
∂X7
∂ f8
∂X8
∗ · · · ∗
0 0 ∗ ∗ ∗ ∗ 0 0 0 · · · 0
...
...
...
...
...
...
...
...
...
...
0 0 ∗ ∗ ∗ ∗ 0 0 0 · · · 0

.
When i = 1, 3, 4, we have Hi = fi ∈ k[X3, X4, X5, X6] and
D(Hi) = D(fi) =
n∑
j=1
Hj
∂ fi
∂Xj
= H3 ∂ fi
∂X3
+ H4 ∂ fi
∂X4
+ H5 ∂ fi
∂X5
+ H6 ∂ fi
∂X6
= f3(∆) ∂ fi
∂X3
+ f4(∆) ∂ fi
∂X4
+ (X1X3 + f5) ∂ fi
∂X5
+ (X1X4 + f6) ∂ fi
∂X6
=
(
X3
∂ fi
∂X5
+ X4 ∂ fi
∂X6
)
X1 + νi = 0,
where νi ∈ K . Thus
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X3
∂ fi
∂X5
+ X4 ∂ fi
∂X6
= 0, i = 1, 3, 4.
Then there exist α, β, γ ∈ k such that
∂ f1
∂X5
= γ X4, ∂ f1
∂X6
= −γ X3,
∂ f3
∂X5
= αX4, ∂ f3
∂X6
= −αX3,
∂ f4
∂X5
= βX4, ∂ f4
∂X6
= −βX3.
(8)
Let N0 =

∂ f3
∂X5
∂ f3
∂X6
∂ f4
∂X5
∂ f4
∂X6
 . By Theorem 3.6(iii), N20 = 0. Then
trN0 = ∂ f3
∂X5
+ ∂ f4
∂X6
= αX4 − βX3 = 0,
whence α = β = 0. It follows from (7) and (8) that
∂ f5
∂X7
∂ f5
∂X8
∂ f6
∂X7
∂ f6
∂X8
 = −

∂ f3
∂X5
∂ f3
∂X6
∂ f4
∂X5
∂ f4
∂X6
 = 0.
Let B be the principal submatrix of JH consisting of rows and columns 2, 7, 8 of JH . Then B is of the form as follows:
B =

∂H2
∂X2
∂H2
∂X7
∂H2
∂X8
∂H7
∂X2
∂H7
∂X7
∂H7
∂X8
∂H8
∂X2
∂H8
∂X7
∂H8
∂X8
 =
( 0 −γ X4 γ X3
−2X3
−2X4 B˜
)
,
where B˜ ∈ M2(k). Since B is a principal submatrix of JH and the corresponding columns 2, 7, 8 of JH are zero outside B, we
obtain that B is nilpotent as well. So trB = trB2 = 0. Noticing that
trB = trB˜
trB2 =−2X3 · (−γ X4)+ (−2X4) · γ X3 + trB˜2 = trB˜2,
we have trB˜ = trB˜2 = 0 and thus B˜2 = 0. By Lemma 4.3, there exists a nonzero vector v = (v1, v2) ∈ k2 such that B˜ · v = 0.
Let w = v1ε7 + v2ε8. Since columns 7 and 8 of JH are zero outside B, we see that the ith coordinate of JH · w is zero for
all i 6= 2, and
JH · w = γ (−v1X4 + v2X3)ε2.
If γ = 0, then JH · w = 0 and by induction on n, it follows from Lemma 4.1 that F = X + H is linearly triangularizable.
So it remains to show that γ = 0. For that purpose, we compute (v1∂7 + v2∂8)DH8 = 0:
0 = (v1∂7 + v2∂8)DH8 = (v1∂7 + v2∂8)
n∑
j=1
Hj∂jH8
=
n∑
j=1
(
(v1∂7 + v2∂8)Hj
)
∂jH8 +
n∑
j=1
Hj∂j
(
(v1∂7 + v2∂8)H8
)
= JH8 · JH · w + 0 = (∂2H8) · γ (−v1X4 + v2X3)
= −γ · 2X4(−v1X4 + v2X3),
which completes the proof. 
Corollary 4.7. Let F = X + H be a quadratic homogeneous quasi-translation in dimension n. If n ≤ 9, then F is linearly
triangularizable.
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Proof. By Proposition 3.4, we can assume that JH(ε1) = diag(Ls, Rt , 0u), where s ≥ 1, rankJH = s + 2t and rankJH2 = t.
Since 2s+ 3t ≤ n ≤ 9, we have t ≤ 2. If t ≤ 1, the conclusion follows by Theorem 4.4. So we can assume that t = 2, and
so s ≤ 1. Then rankJH = s+ 2t ≤ 5. The conclusion follows by Theorem 4.6. 
Corollary 4.8. Let D be a quadratic homogeneous nice derivation on k[X] = k[X1, . . . , Xn]. If n ≤ 9, then D is linearly conjugate
to a triangular derivation.
Proof. Let H = (D(X1), . . . ,D(Xn)). Then F = X + H is a quadratic homogeneous quasi-translation, since D is a nice
derivation. By Corollary 4.7, F is linearly triangularizable, and so by Proposition 2.5, D is linearly conjugate to a triangular
derivation. 
Remark 4.9. The nice derivation is a special type of locally nilpotent derivation. Let Ga := k be the additive group. There
is a one-to-one correspondence between Ga-actions on kn and locally nilpotent k-derivations on k[X]. A locally nilpotent
derivation which is linearly conjugate to a triangular derivation corresponds to a linearly triangularizable Ga-action. For
details, see [5, Section 9.4].
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