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Abstract
We prove a uniqueness theorem for measures on D-posets.
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0. Introduction
In [9] the following uniqueness theorem has been proved. Let L be a λ-system and
µ,ν :L→[0,1] be finitely additive probability measures such that µ is convex-ranged and
ν is either σ -additive or has the same null sets as µ. Suppose that there exists A ∈L such
that 0 < µ(A) < 1, 0 < ν(A) < 1, and, for every B ∈ L, µ(A) = µ(B) implies ν(A) =
ν(B). Then µ= ν.
The above result plays an important role in the study of the modelization of choice
behaviours of decision makers that have to face, simultaneously, risk and ambiguity (see
[7,10]). In particular, [7] presents an axiomatic framework for the distinction between risk
and ambiguity which is based on the notion of unambiguous events. The class of such
events basically has the structure of a D-poset. Under some hypothesis of decision theoret-
ical relevance discussed in [7], the unambiguous events form a λ-system.
An obvious mathematical question then naturally arises concerning the validity of the
Marinacci’s uniqueness theorem for measures on D-posets.
This paper is devoted to the answer, affirmative, to the previous question.
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include Marinacci’s, but also imply new results for measures on other structures of interest
in quantum physics and cooperative game theory. We mean structures as orthomodular
posets and MV-algebras (see [4,6,11]).
The paper is organized as follows. In Section 2 we investigate some properties of
D-posets and measures on D-posets that are needed in the proof of the main result. In
Section 3 we prove the Marinacci type uniqueness theorem for measures on D-posets (The-
orem 3.1). Finally in Section 4 we prove a consequence of the main result for modular
measures on D-lattices (Theorem 4.5).
1. Preliminaries
A poset (L,) with greatest element 1 and smallest element 0 is said to be a D-poset
(see [11]) if a partial binary operation , to be called difference, can be defined on it in
such a way that the following conditions hold true (a, b, c ∈L):
(1) b a is defined whenever a  b;
(2) If a  b, then b a  b and b (b a)= a;
(3) If a  b  c, then c b  c a and (c a) (c b)= b a.
If L is also a lattice, then we speak of it as of a D-lattice. If L is a D-poset, for any a ∈ L,
we set a⊥ = 1 a and say that two elements a, b ∈ L are orthogonal if a  b⊥. When a
and b are orthogonal, we write a ⊥ b. Naturally, (a⊥)⊥ = a and a  b implies a⊥  b⊥.
Over orthogonal elements a, b of L it is possible to define a commutative and associative
operation ⊕ given by a⊕ b= (a⊥  b)⊥.
Examples.
• λ-systems in [9] (also called concrete logics in [12], Dinkin systems in [3], σ -class
in [5]) and, more generally, orthomodular posets are D-posets.
An orthomodular poset (OMP) is a poset (L,) with 0, 1, and a decreasing function
′ :L→ L having the following properties:
(1) (a′)′ = a and a ∧ a′ = 0;
(2) If a  b′, then a ∨ b exists;
(3) If a  b, then b = a ∨ (b ∧ a′).
Among OMPs are λ-systems, i.e., nonempty families of subsets of a given set Ω , under the
assumption of closedness with respect to complementation and countable disjoint unions.
Every OMP is a D-poset if we define a  b = a ∧ b′ for b  a. In this case, a⊥ = a′
and, if a ⊥ b, then a ⊕ b = a ∨ b.
• MV-algebras, and therefore in particular clans of fuzzy sets [6], are D-lattices.
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neutral element 0, a special element 1 and an operation ∗ :L→L such that
(1) x + 1= 1;
(2) (x∗)∗ = x;
(3) x + x∗ = 1;
(4) 0∗ = 1;
(5) (x∗ + y)∗ + y = (x + y∗)∗ + x .
Every MV-algebra is a D-lattice if we define a  b = (b+ a∗)∗ for b  a. In this case,
a⊥ = a∗ and a ⊕ b = (a∗  b)∗ if b  a. Moreover a ∨ b = (a  b∗) + b and a ∧ b =
(a + b∗) b, where a b= (a∗ + b∗)∗.
If X is a nonempty set, a clan of fuzzy sets, according to [6], is a family A of [0,1]-
valued functions on X such that
(1) 1 ∈A;
(2) If f,g ∈A, then max{f − g,0} ∈A.
Every clan of fuzzy sets is a D-lattice if we define f  g = f − g for g  f . In this
case, f⊥ = 1− f and, if f + g  1, then f ⊕ g = f + g.
On the other hand, every clan of fuzzy sets is an MV-algebra by defining f ∗ = 1− f
and f + g =min{f + g,1}.
Let L be a D-poset. We write an ↑ a (respectively, an ↓ a) whenever {an} is an increas-
ing sequence in L and a = supn an (respectively, {an} is decreasing and a = infn an).
If a1, . . . , an ∈ L, we inductively define a1 ⊕ · · · ⊕ an = (a1 ⊕ · · · ⊕ an−1)⊕ an pro-
vided that the right-hand side exists. The definition is independent on permutations of the
elements. We say that a finite subset {a1, . . . , an} of L is orthogonal if a1⊕· · ·⊕ an exists.
For a sequence {an}, we say that it is orthogonal if, for every n, ⊕in ai exists. If, more-
over, supn
⊕




in ai . If a ∈ L, a partition of a is an
orthogonal family {a1, . . . , an} with ⊕in ai = a.
L is said to be σ -complete if
⊕
n an exists for every orthogonal sequence {an} in L.
Finally, we say that L has the interpolation property if, given two arbitrary sequences {an}
and {bn} in L, with an  an+1  bn+1  bn for each n, then there exists a ∈ L such that
an  a  bn for each n.
It is helpful to recall from [11, A.1.3, A.1.7] the following basic results.
Proposition 1.1. Assume a, b, c are elements of a D-poset L.
(1) If a ⊥ b, then a  a ⊕ b and (a⊕ b) a = b.
(2) If a  b  c, then b a  c a.
(3) If a  b⊥  c⊥, then a⊕ (b c)= (a⊕ b) c.
(4) If b  c and a  c b, then b  c a and (c b) a = (c a) b.
(5) If a  c and b c, then c a = c b iff a = b.
(6) If a  b, then b= a⊕ (b a).
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(8) If a  b  c⊥, then a⊕ c b⊕ c.
(9) If a  b  c, then (c b)⊕ a exists and (c b)⊕ a = c (b a).
(10) If a  b  c, then (c a) (b a)= c b.
If L is a D-lattice, then
(11) If c a and c b, then (a ∨ b) c= (a c)∨ (b c) and (a ∧ b) c= (a c)∧
(b c).
(12) If c a and c b, then c (a ∨ b)= (c a)∧ (c b) and c (a ∧ b)= (c a)∨
(c b).
2. D-posets and measures
The proof of the main result of the paper relies on a series of facts to be established in
the present section. Let L be a D-poset.
Lemma 2.1. Let a0, . . . , an be in L with a0  · · ·  an and let bi = ai  ai−1 for every
i ∈ {1, . . . , n}. Then {b1, . . . , bn} is orthogonal and b1 ⊕ · · · ⊕ bn = an  a0.
Proof. Since a1  a0  a1  a2, by Proposition 1.1(9) the element b1 ⊕ b2 = (a1  a0)⊕
(a2  a1) exists and it is equal to a2  (a1  (a1  a0))= a2  a0. Therefore the assertion
is true for n= 2. Now suppose that the assertion is true for n− 1. Since b1 ⊕ · · ·⊕ bn−1 =
an−1  a0  an−1  an, by Proposition 1.1(9) we get that b1 ⊕ · · · ⊕ bn = (b1 ⊕ · · · ⊕
bn−1)⊕ (an  an−1) exists and it is equal to an (an−1  (an−1  a0))= an a0. ✷
Lemma 2.2. Let a, b, c ∈L such that b a and c a b. Then b⊥ c and b⊕ c a.
Proof. Since c ab, then, by Proposition 1.1(1), we have c⊥  (ab)⊥ = a⊥⊕b  b.
Hence b ⊥ c. Moreover, since b  a⊥ ⊕ b c⊥, by Proposition 1.1(2) we get (a⊥ ⊕ b)
b  c⊥  b = (c ⊕ b)⊥. Since a⊥  b⊥, by Proposition 1.1(3) we get (a⊥ ⊕ b)  b =
a⊥ ⊕ (b b)= a⊥ ⊕ 0= a⊥. Then a⊥  (c⊕ b)⊥, from which b⊕ c a. ✷
Lemma 2.3. Let L be σ -complete. If {an} is an increasing (respectively, decreasing) se-
quence, then supn an (respectively, infn an) exists.
Proof. Let {an} be increasing and set bn = an an−1, with a0 = 0. By Lemma 2.1, {bn} is
orthogonal and
⊕




If {an} is decreasing, we apply the previous argument to the increasing sequence {a⊥n }.✷
A function µ on L with values in an Abelian group G is a measure if a ⊥ b implies
µ(a ⊕ b)= µ(a)+ µ(b). It is easy to see that µ is a measure iff a  b implies µ(b a)
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orthogonal sequence {an} in L, such that a =⊕n an exists, we have µ(a)=∑∞n=1 µ(an).
Proposition 2.4. Let µ :L→G be a measure. Then the following assertions are equiva-
lent:
(1) µ is σ -additive;
(2) an ↑ a implies µ(a)= limn µ(an);
(3) an ↓ a implies µ(a)= limn µ(an);
(4) an ↓ 0 implies limn µ(an)= 0.
Proof. (1) ⇒ (2) Let an ↑ a and set bn = an  an−1 with a0 = 0. By Lemma 2.1, the





kn bk)= limn µ(an).
(2)⇒ (3) Let an ↓ a. Then a⊥n ↑ a⊥. Hence µ(a⊥)= limn µ(a⊥n ), from which µ(a)=
µ(1)−µ(a⊥)= µ(1)− limn µ(a⊥n )= limn[µ(1)−µ(a⊥n )] = limn µ(an).
(3)⇒ (4) is trivial.
(4) ⇒ (1) Let {an} be an orthogonal sequence such that a =⊕n an exists. Since a =
supn
⊕
in ai , then bn = a 
⊕
in ai exists. By the properties of , {bn} is decreasing.
Let c bn for each n. By Proposition 1.1(4) we derive
⊕
in ai  ac for each n. Taking
the supremum, we get a  a  c, from which a  0 = a = a  c. By Proposition 1.1(5)
we get c = 0, hence bn ↓ 0. By (4) we get 0= limn µ(bn)= limn[µ(a)− µ(⊕in ai)] =
µ(a)− limn∑in µ(ai)= µ(a)−∑∞n=1 µ(an). ✷
If G is a linear space, we say that µ is
• semiconvex if, for every a ∈L, there exists b  a such that µ(b)= µ(a)/2,
• convex-ranged if, for every a ∈ L, µ([0, a]) is convex,
• strongly continuous if, for every 0-neighbourhoodW inG and every a ∈ L, there exists
a partition {a1, . . . , an} of a such that µ(b) ∈W whenever b  ai for some i  n. If µ
is positive real-valued, we say that µ is atomless if, for every a ∈ L, with µ(a) > 0,
there exists b  a such that 0 <µ(b) < µ(a).
Lemma 2.5. Let µ :L→ [0,+∞[ be a semiconvex measure. Then µ is strongly continu-
ous.
Proof. Let ε > 0 and a ∈ L be such that µ(a) > 0. It is sufficient to prove that there exists
a partition {a1, . . . , asn} of a such that µ(ai)= µ(a)/2n for any n and i  sn.
Assume n= 1. By the semiconvexity of µ, we can find b a such that µ(b)= µ(a)/2.
Thenµ(ab)= µ(a)−µ(b)= µ(a)/2 and, by Proposition 1.1(6), {b, ab} is a partition
of a. Now let {a1, . . . , asn−1} be a partition of a with µ(ai)= µ(a)/2n−1 for all i  sn−1.
For each i , let {bi1, bi2} be a partition of ai such that µ(bij )= µ(ai)/2 for j ∈ {1,2}. Then
{bi : j  2, i  sn−1} is the desired partition of a. ✷j
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Proposition 2.6. Let µ,ν :L→[0,+∞[ be measures. Suppose that L is σ -complete, ν is
σ -additive, µ is semiconvex, and N(µ)⊆N(ν). Then ν is atomless.
Proof. Let ν(a) be positive and, therefore,µ(a) is positive, too. Since µ is semiconvex, we
can find a partition {a1, b1} of a such that µ(a1)= µ(b1)= µ(a)/2. If 0 < ν(a1) < ν(a) or
0 < ν(b1) < ν(a), the assertion is trivial. Then, suppose, e.g., ν(a1)= ν(a). Choose a parti-
tion {a2, b2} of a1 such that µ(a2)= µ(b2)= µ(a1)/2= µ(a)/4. As before, the assertion
is trivial if 0 < ν(a2) < ν(a1) or 0 < ν(b2) < ν(b1). Then suppose, e.g., ν(a2) = ν(a1).
Continuing in this way, we either find b  a such that 0 < ν(b) < ν(a) or we obtain a de-
creasing sequence {an} in L such that, for each n, an  a, µ(an)= µ(a)/2n and ν(an)=
ν(a). By Lemma 2.3 there exists c = infn an and µ(c) = 0 since µ(c)  µ(a)/2n for
each n. Moreover, since ν is σ -additive, by Proposition 2.4, ν(c)= limn ν(an)= ν(a) > 0,
a contradiction with N(µ)⊆N(ν). ✷
Lemma 2.7. Let µ :L→ [0,+∞[ be an atomless measure. Then, for every ε > 0 and
a ∈ L with µ(a) > 0, there exists b  a such that 0 <µ(b) < ε.
Proof. Let ε > 0 and µ(a) > 0. Choose b a such that 0 <µ(b) < µ(a). We can suppose
µ(b) µ(a)/2, otherwise from a  b  a we have µ(a  b)= µ(a)− µ(b) < µ(a)/2.
We obtain a sequence {bn} in L such that, for each n, bn  a and 0 < µ(bn) µ(a)/2n,
from which the assertion follows trivially. ✷
Lemma 2.8. Let µ :L → Rn be a measure with nonnegative components. Then µ is
strongly continuous if and only if every component of µ is strongly continuous.
Proof. ⇒ is trivial.
⇐ Set µ= (µ1, . . . ,µn). By induction on the dimension, suppose that (µ1, . . . ,µn−1)
is strongly continuous. Let ε > 0 and a ∈ L. Choose a partition {a1, . . . , am} of a in L such
that µi(aj ) < ε for every i  n− 1 and j m. Since µn is strongly continuous, for every
j m we can find a partition {b1j , . . . , bsj j } of aj in L such that µn(bij ) < ε for every
i  sj . Then {bhj : h sj , j m} is a partition of a in L such that µi(bhj ) < ε for every
i  n and every j m. ✷
3. The main result
Throughout this section let L be a D-poset. Assume moreover that µ,ν :L→[0,+∞[
are measures with the following properties:
(A) µ is convex-ranged;
(B) There exist α ∈]0,µ(1)[ and β ∈]0, ν(1)[ such that, for every a ∈ L, µ(a) = α⇒
ν(a)= β .
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Theorem 3.1. Suppose that at least one of the following conditions is satisfied:
(1) L is σ -complete and ν is σ -additive;
(2) L has the interpolation property and N(ν)⊆N(µ);
(3) L has the interpolation property and µ(a)= α iff ν(a)= β .
Then µ= λν, where λ= µ(1)/ν(1).
It is clear that it is sufficient to prove the theorem under the assumption that µ(1) =
ν(1)= 1. Before giving the proof of Theorem 3.1, we need to establish the following
Lemma 3.2.
(1) If ν(a) > β , then µ(a) > α.
(2) If ν(a) < β , then µ(a) < α.
(3) If ν(a) < 1− β , then µ(a) < 1− α.
(4) If ν(a) > 1− β , then µ(a) > 1− α.
Proof. (1) Suppose ν(a) > β and µ(a) α. By (B), µ(a) < α. Since µ is convex-ranged,
we can find b  a such that µ(b)= α. By (B), we get ν(b)= β and therefore β = ν(b)
ν(a) > β , a contradiction.
(2) Suppose ν(a) < β and µ(a) α. By (B), µ(a) > α. By (A), we can find b a such
that µ(b)= α. Then ν(b)= β  ν(a) < β .
(3) If ν(a) < 1− β , then ν(a⊥)= 1− ν(a) > β . By (1) we get µ(a⊥) > α, from which
µ(a)= 1−µ(a⊥) < 1− α.
(4) If ν(a) < 1− β , then ν(a⊥) < β . By (2), µ(a⊥) < α. Then µ(a) > 1− α. ✷
Theorem 3.3. Suppose that, for each ε > 0 and a ∈ L with ν(a) > 0, there exists b  a
such that 0 < ν(b) < ε. Then ν is strongly continuous.
Proof. Let a ∈ L with ν(a) > 0 and choose 0< ε < min{β,1− β}.
(i) First suppose that ν(a)  β . If ν(a) < β , by Lemma 3.2, µ(a) < α. Since µ is
convex-ranged, we can find b a such that µ(b)= α, from which ν(b⊥)= 1− β > 0. On
the other hand, if ν(a)= β , then ν(a⊥)= 1− β . So, in both cases, we can find b  a such
that ν(b⊥) = 1− β > 0. By the assumption, we can find c  b⊥ such that 0 < ν(c) < ε.
Then ν(b⊥  c) = ν(b⊥) − ν(c) > 1 − β − ε > 0 and ν(b⊥  c) < ν(b⊥) = 1 − β . By
Lemma 3.2, we get µ(b⊥  c) < 1 − α. Because of Lemma 2.5, we can find a partition
{a1, . . . , an} of a in L such thatµ(ai) 1−α−µ(b⊥c) for all i  n. Since ai  a  b
b⊕ c= (b⊥ c)⊥, then ci = (b⊥ c)⊕ ai exists and µ(ci)= µ(b⊥ c)+µ(ai) 1−α
for each i  n. By Lemma 3.2, we get ν(ci) 1−β , from which ν(ai)= ν(ci)−ν(b⊥c)
 1− β − (1− β − ε)= ε for each i  n.
(ii) Now suppose ν(a) > β .
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ν(ai) β for each i  n.
Choose an integer s  1 such that s < ν(a)/β and s + 1  ν(a)/β . Since ν(a) > β ,
by Lemma 3.2 we have µ(a) > α. Since µ is convex-ranged, we can find b  a such
that µ(b) = α, from which ν(b) = β . If s = 1, the assertion follows setting a1 = b and
a2 = a  b, since ν(a  b)= ν(a)− β  β and ν(a  b) > 0. Then suppose s  2, i.e.,
ν(a b) > β . By Lemma 3.2, we have µ(a b) > α. So we can find b1  a b such that
µ(b1)= α, from which ν(b1)= β . Since b1  a  b, by Lemma 2.2 we have b1 ⊕ b  a.
Therefore c= a(b⊕b1) exists. If s = 2, then ν(c)= ν(a)−2β  β , otherwise we go on,
and we obtain b1, . . . , bs such that, for every i ∈ {1, . . . , s}, ν(bi)= β , ⊕i−1j=0 bj (b0 = b)






















and ν(a)  (s + 1)β , we obtain ν(a ⊕s−1j=0 bj ) β. Hence, setting ai = bi for 0 
i  s − 1 and as = a ⊕s−1i=0 bi , we have that {a0, . . . , as} is a partition of a since
a =⊕s−1i=0 bi ⊕ as =⊕si=0 ai . Moreover 0 < ν(ai) = β for each i  s − 1, ν(as) < β ,
and ν(as)= ν(a)− ν(⊕s−1i=0 bi)= ν(a)− sβ > 0.
(b) Now, applying (a) to each ai , we obtain, for each i  n, a partition bij : j  ni} of ai
in L with ν(bij ) < ε for each j and therefore {bij : j  ni, i  n} is a partition of a in L,
with ν(bij ) < ε for each i, j . ✷
Lemma 3.4.
(1) N(µ)⊆N(ν).
(2) Suppose that µ(a)= α iff ν(a)= β . Then N(µ)=N(µ).
Proof. (1) Let ν(a) > 0. If ν(a) > β , by Lemma 3.2 we have µ(a) > α > 0. Suppose 0 <
ν(a) β and µ(a)= 0. Since µ is convex-ranged, we can find b  a such that µ(b)= α,
from which ν(b)= β . Then ν(b a)= ν(b)− ν(a) < ν(b)= β . By Lemma 3.2, we get
µ(b a) < α and therefore α = µ(b)= µ(b)−µ(a)= µ(b a) < α, a contradiction.
(2) Let µ(a) > 0. If µ(a) α, by Lemma 3.2 we get ν(a) > 0. Suppose that 0 <µ(a) <
α and ν(a) = 0. Since µ is convex-ranged, we can find b  a such that µ(b)= α, from
which ν(b)= β . Since µ(a) > 0, we have µ(ba) < µ(b)= α. Then ν(ba) < β , since
ν(b a)= β implies µ(b a)= α, and ν(b  a) > β implies µ(b a) > α. Therefore
β = ν(b)= ν(b)− ν(a)= ν(b a) < β , a contradiction. ✷
Now we need the following result, which is a weak version of the Liapunov theorem for
measures on D-posets and has been proved in [2].
Theorem 3.5. Suppose that L has the interpolation property and µ :L→ Rn is a strongly
continuous measure with nonnegative components. Then, for every a ∈ L and λ ∈ [0,1],
there exists b a such that µ(b)= λµ(a).
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Theorem 3.1 implies that ν is atomless.
In fact, if (1) holds, then ν is atomless by Lemma 3.4 and Proposition 2.6.
If (2) holds, by Lemma 3.4 we get N(µ)=N(ν). Then, if ν(a) > 0, we have µ(a) > 0.
Since µ is convex-ranged, by Lemma 2.5, µ is strongly continuous and therefore atomless.
Then we can find b  a such that 0 <µ(b) < µ(a). Hence µ(a  b)= µ(a)− µ(b) > 0,
from which ν(a b) > 0. Then 0 < ν(b) < ν(a).
If (3) holds, then, by Lemma 3.4, (2) holds, too.
By (i), Lemma 2.7, and Theorem 3.3, ν is strongly continuous. Then, if we set λ =
(µ, ν), by Lemma 2.8, λ is strongly continuous, too. Therefore, by Theorem 3.5, we can
find a ∈ L such that µ(a)= ν(a)= α, since α ∈]0,1[ . By assumption (B), we get α = β .
Let b ∈ L. We prove that µ(b)= ν(b).
First suppose that µ(b) α. Then 0 < α/µ(b) 1. By Theorem 3.5, we can find c ∈L
such that µ(c)= α and ν(c)= α(ν(b)/µ(b)). By (B), we get α(ν(b)/µ(b))= β = α, from
which µ(b)= ν(b).
Now suppose 0  µ(b) < α. If µ(b)= 0, then ν(b)= 0 by Lemma 3.4. Suppose µ(b)
> 0. Then, since µ(b⊥) > 1 − α, we get 0 < (1 − α)/µ(b⊥) < 1. By Theorem 3.5, we
can find c ∈ L such that µ(c) = 1 − α and ν(c) = ((1 − α)/µ(b⊥))ν(b⊥). Then we get
µ(c⊥)= α, from which ν(c⊥)= α. Hence µ(b⊥)= ν(b⊥) and thereforeµ(b)= ν(b). ✷
4. Uniqueness theorem for modular measures in D-lattices
In this section, L is a D-lattice.
The aim is to prove, as a consequence of Theorem 3.1, another uniqueness theorem for
modular measures on D-lattices (Theorem 4.5).
A measureµ :L→G is said to be modular if, for every a, b ∈ L, µ(a∨b)+µ(a∧b)=
µ(a)+µ(b).
Modular functions on orthomodular lattices and T∞-measure (see [6]) are examples of
modular measures.
Recall that a uniformity on a set S is a nonempty family U ⊆ S × S with the following
properties:
(1) For each U ∈ U , ∆= {(x, y) ∈ S × S: x = y} ⊆U ;
(2) For each U ∈ U , U−1 = {(x, y): (y, x) ∈ U} ∈ U ;
(3) For each U ∈ U , there exists V ∈ U such that V ◦ V ⊆ U (where, for U,V ⊆ S × S,
U ◦ V = {(x, y) ∈ S × S: ∃z ∈ S: (x, z) ∈ U , (z, y) ∈ V });
(4) For each U , V ∈ U , U ∩ V ∈ U ;
(5) If U ∈ U and U ⊆ V , then V ∈ U .
A subfamily B of a uniformity U is a base for U if each member of U contains an element
of B.
It is known (see [8, Theorem 3], and [14, Proposition 3.1]) that every modular function
on a lattice generates a lattice uniformity U(µ), i.e., a uniformity which makes uniformly
continuous the lattice operations. We prove that, if L is a D-lattice and µ is a modular
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modular measures on D-lattices with topological methods similar to those of [14].
A lattice uniformity on L is called D-lattice uniformity if  is uniformly continuous.
By the definition of ⊕, it is clear that a D-lattice uniformity makes also ⊕ uniformly con-
tinuous.
For U,V ⊆ L×L, we set
U  V = {(a  c, b d): c a, d  b, (a, b) ∈U, (c, d) ∈ V },
U ⊕ V = {(a ⊕ c, b⊕ d): a ⊥ c, b⊥ d, (a, b)∈ U, (c, d) ∈ V }.
Then  is uniformly continuous iff, for every U ∈ U , there exists V ∈ U such that V 
V ⊆ U , and ⊕ is uniformly continuous iff, for every U ∈ U , there exists V ∈ U such that
V ⊕ V ⊆U .
Lemma 4.1. Let U be a lattice uniformity. Then U is a D-lattice uniformity iff, for every
U ∈ U , there exists V ∈ U such that V ∆⊆U and ∆ V ⊆ U .
Proof. It is clear that the condition is necessary. We prove that it is sufficient, too. Let
U ∈ U and choose V,V1,V2 ∈ U such that
V ◦ V ◦ V ⊆U, V1 ∆⊆ V, ∆ V1 ⊆ V, V2 ∧ V2 ⊆ V1.
We prove that V2V2 ⊆U . Let (a, b), (c, d)∈ V2 such that c a and d  b. By (c, c∧d)
∈ V1, we get(
a c, a (c ∧ d)) ∈∆ V1 ⊆ V. (1)
By (c ∧ d, d) ∈ V1, we get(
b (c∧ d), b d) ∈∆ V1 ⊆ V. (2)
Moreover, since (a, b) ∈ V2 ⊆ V1, we have(
a (c∧ d), b (c ∧ d)) ∈ V1 ∆⊆ V. (3)
By (1)–(3), we get
(a  c, b d) ∈ V ◦ V ◦ V ⊆U. ✷
In similar way, we can prove that, if U is a lattice uniformity, then ⊕ is uniformly
continuous iff, for every U ∈ U , there exists V ∈ U such that V ⊕∆⊆U .
Theorem 4.2. If µ :L→ G is a modular measure, then U(µ) is a D-lattice uniformity
and a base of U(µ) is the family consisting of the sets AW = {(a, b) ∈ L× L: µ(c) ∈W ,
∀c ab}, where W is a 0-neighbourhood in G and an= (a ∨ b) (a ∧ b).
Proof. For every 0-neighbourhoodW in G, set
UW =
{
(a, b) ∈L×L: µ(c)−µ(d) ∈W, ∀c, d ∈ [a ∧ b, a ∨ b], c d}.
By [14, Proposition 3.1], the family {UW : W is a 0-neighbourhood in G} is a base U(µ).
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Let (a, b) ∈AW and c, d ∈ [a ∧ b, a ∨ b] with c d . By the definition of  and Propo-
sition 1.1(2), we get c d  (a ∨ b) (a ∧ b)= ab, from which µ(c d) ∈W . Since,
by Proposition 1.1(6), c= d ⊕ (c d), we get µ(c)−µ(d)= µ(c d) ∈W , from which
(a, b) ∈UW .
Now let (a, b) ∈ UW and c  ab. By Proposition 1.1(6), we can find d ∈ L such that
ab = c ⊕ d and therefore a ∨ b = (a ∧ b) ⊕ (ab) = (a ∧ b) ⊕ c ⊕ d . By Proposi-
tion 1.1(1), we get c = (a ∨ b) ((a ∨ b)⊕ d). Then (a ∧ b)⊕ d ∈ [a ∧ b, a ∨ b] and
µ(c)= µ(a ∨ b)−µ((a ∧ b)⊕ d) ∈W , from which (a, b) ∈AW .
(ii) Now we prove that ab= (a c)(b c) for every a, b c.
Set d = a  c and e = b  c. By Proposition 1.1(11), we get d ∨ e = (a ∨ b) c and
d ∧ e= (a ∧ b) c. Then (a c)(b c)= de= ((a ∨ b) c) ((a ∧ b) c). Since
c  a ∧ b  a ∨ b, by Proposition 1.1(10) we get (a  c)(b c)= (a ∨ b) (a ∧ b)=
ab.
(iii) We prove that ab= (c a)(c b) for every a, b c.
By Proposition 1.1(11), (12), and by the definition of , we get (c  a)(c  b) =
((ca)∨(cb))((ca)∧(cb))= (c(a∧b))(c(a∨b))= (a∨b)(a∧b)=
ab.
(iv) By (ii) and (iii), we get AW  ∆ ⊆ AW and ∆  AW ⊆ AW . Then, by (i) and
Lemma 4.1, U(µ) is a D-lattice uniformity and {AW : W is a 0-neighbourhood in G} is a
base of U(µ). ✷
We recall that a modular function µ is called order-continuous (o.c.) if an ↑ a or an ↓ a
imply µ(an)→ µ(a), and exhaustive if U(µ) is exhaustive, i.e., every monotone sequence
in L is a Cauchy sequence in U(µ). For example, if µ is [0,+∞[-valued, it is easy to see
that µ is exhaustive.
Proposition 4.3. Let U be an exhaustive D-lattice uniformity on L and µ : (L,U)→G a
uniformly continuous modular measure. Set N(U) =⋂{U : U ∈ U} and denote by Lˆ the
quotientL/N(U) and by (L˜, U˜) the uniform completion of Lˆ. Then Lˆ and L˜ are D-lattices,
L˜ is complete as lattice, the function µˆ defined by µˆ(aˆ)= µ(a) for a ∈ aˆ ∈ Lˆ is a modular
measure, and there exists a unique extension µ˜ of µˆ to L˜, which is a o.c. modular measure.
Proof. By [13, 1.2.4, 1.3.1] and [14, 3.7], Lˆ and L˜ are lattices, L˜ is complete, µ˜ exists,
and it is a o.c. modular function. Moreover it is easy to see that Lˆ and L˜ are D-lattices, too.
Trivially µˆ and µ˜ are measures. ✷
Proposition 4.4. Let µ :L→ [0,+∞[ be a modular measure. Then the following condi-
tions are equivalent:
(1) µ is strongly continuous;
(2) For every ε > 0, there exists a partition {a1, . . . , an} of 1 in L such that µ(ai) < ε for
every i  n.
Proof. (1)⇒ (2) is trivial.
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for every i  n. Set b0 = 0 and bi =⊕ij=1 aj for i  n. Then 0= b0  b1  · · · bn = 1.
Moreover, since bi = bi−1 ⊕ ai , then µ(bi) − µ(bi−1) = µ(ai) < ε for every i  n. By
[1, (2.3)], we can find 0= c0  c1  · · · cn = a such that µ(ci)− µ(ci−1) < ε for each
i  n. Set d0 = 0 and di = ci  ci−1 for i  n. Then µ(di) < ε for each i  n and, by
Lemma 2.1,
⊕n
i=1 di = a. ✷
Now we can prove the following uniqueness theorem for modular measures on D-
lattices.
Theorem 4.5. Let µ,ν :L→[0,+∞[ be modular measures with the following properties:
(1) µ is strongly continuous;
(2) There exist α ∈]0,µ(1)[ and β ∈]0, ν(1)[ such that, if {an} is a sequence in L with
limn µ(an)= α, then limn ν(an)= β .
Then µ= λν, where λ= µ(1)/ν(1).
Proof. Denote by U the supremum of the uniformities generated by µ and ν. By The-
orem 4.2, it is clear that U is a D-lattice uniformity. Moreover µ and ν are exhaustive.
Then U is exhaustive, too. Set Lˆ = L/N(U), µˆ(a)= µ(a), νˆ = ν(a) for a ∈ aˆ ∈ L, and
denote by µ˜ and ν˜ the continuous extensions of µˆ and νˆ to the uniform completion (L˜, U˜)
of Lˆ (see Proposition 4.3). By Proposition 4.3, L˜ is a complete D-lattice and µ˜, ν˜ are
o.c. modular measures and therefore σ -additive by Proposition 2.4. By Proposition 4.4,
it is clear that µ˜ is strongly continuous, too, since 1ˆL = 1L˜. Therefore, by Theorem 3.5,
µ˜ is convex-ranged. Now let a ∈ L˜ such that µ˜(a) = α. Choose {an} in Lˆ which con-
verges to a in (L˜, U˜). By the continuity of µ˜ and ν˜, we get limn µˆ(an) = µ˜(a) = α and
limn νˆ(an)= ν˜(a). By (2), we get ν˜(a)= β . Then µ˜ and ν˜ verify the assumptions of The-
orem 3.1. By Lemma 4.1, we get µ˜= λν˜, from which µ= λν. ✷
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