PTAS for Steiner Tree on Map Graphs by Byrka, Jarosław et al.
PTAS for Steiner Tree on Map Graphs?
Jaros law Byrka1[0000−0002−3387−0913], Mateusz
Lewandowski1[0000−0003−2912−099X], Syed Mohammad
Meesum1[0000−0002−1771−403X], Joachim Spoerhase2[0000−0002−2601−6452], and
Sumedha Uniyal2[0000−0002−3999−7827]
1 Institute of Computer Science, University of Wroc law, Poland
2 Aalto University, Espoo, Finland
Abstract. We study the Steiner tree problem on map graphs, which
substantially generalize planar graphs as they allow arbitrarily large
cliques. We obtain a PTAS for Steiner tree on map graphs, which builds
on the result for planar edge weighted instances of Borradaile et al.
The Steiner tree problem on map graphs can be casted as a special
case of the planar node-weighted Steiner tree problem, for which only a
2.4-approximation is known. We prove and use a contraction decompo-
sition theorem for planar node weighted instances. This readily reduces
the problem of finding a PTAS for planar node-weighted Steiner tree
to finding a spanner, i.e., a constant-factor approximation containing a
nearly optimum solution. Finally, we pin-point places where known tech-
niques for constructing such spanner fail on node weighted instances and
further progress requires new ideas.
1 Introduction
The Steiner tree problem has been recognized by both theorists and practition-
ers as one of the most fundamental problems in combinatorial optimization and
network design. In this classical NP-hard problem, given a graph G = (V,E)
and a set of terminals R the goal is to find a tree connecting all the termi-
nals of minimum cost. The long sequence of papers established the current best
approximation ratio of 1.386 [10].
The node-weighted Steiner tree problem (nwst) is a generalization of the
above problem. This can be easily seen by placing additional vertices in the
middle of edges. Moreover, an easy reduction shows that this variant is as difficult
to approximate as the Set Cover problem. Indeed, there are greedy O (log n)
approximation algorithms [23,19] matching this lower bound.
Much research has been devoted to studying combinatorial optimization
problems on planar graphs, i.e. graphs that can be drawn on a plane without
crossings. This natural restriction allows for better results, especially in terms of
approximation algorithms. To this end, multiple techniques have been developed
using the structural properties of planar graphs, including balanced separators
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[24,1,5], bidimensionality [16], local search [11,14], shifting technique [2]. Such
techniques are immediately applicable to a wide range of problems.
The Steiner problems, however, require more involved construction. The al-
ready established framework for approximation schemes for Steiner problems on
planar graphs is briefly as follows:
1. Construct a spanner
Spanner is a subgraph of the input graph satisfying two properties: (1) total
cost of the spanner is at most f() times the cost of the optimum solution and
(2) the spanner preserves nearly-optimum solution. Planarity of the input
graph is heavily used to find such spanner.
2. Apply contraction decomposition theorem
The edges of the spanner are partitioned into k sets, such that contracting
each set results in a graph of constant treewidth. Because we started with a
cheap spanner, there is a choice of k for which the cheapest such set of edges
has cost ε ·OPT. This partitioning is given by a contraction decomposition
theorem [22] (also known as thinning) which can be obtained by applying
the Baker’s shifting technique [2] to the dual graph.
3. Solve bounded-treewidth instances
The remaining instance is solved exactly (or in some cases approximately)
in polynomial time via dynamic programming.
Indeed, the PTAS construction for the Steiner tree problem due to Borradaile,
Klein and Mathieu [8] uses exactly this framework. The follow-up results for
other problems like Steiner forest [6,18], prize-collecting Steiner tree [3], group
Steiner tree [4] successfully follow the same approach (although adding new
important ingredients like spanner bootstrapping).
On the other hand — despite many efforts — the status of the node-weighted
Steiner tree problem is not yet decided on planar graphs. The state-of-the-art
algorithms achieve only constant factor approximations. A GW-like primal-dual
method gives a ratio of 6 [15], which was further simplified and improved to 3 by
Moldenhauer [25]. The current best result is a more involved 2.4-approximation
by Berman and Yaroslavtsev [7]. However, as the integrality gap of the LP used
by the above primal-dual algorithms is lower-bounded by 2, such approach does
not appear to lead to an approximation scheme.
1.1 Motivation for Map graphs
The problems tractable on planar graphs are often considered also in more gen-
eral classes of graphs. Most common such classes include bounded genus graphs
and even more general H-minor-free graphs. In this work however, we focus on
a different generalization, i.e. map graphs introduced by Chen et al. [12]. They
are defined as intersection graphs of internally disjoint connected regions in the
plane. Unlike for planar graphs, two regions are adjacent if they share at least
one point (see Figure 1). Notably, map graphs are not H-minor-free as they may
contain arbitrarily large cliques as minors.
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(a) Regions (b) Planar graph (c) Map graph
Fig. 1: (a) Some municipalities of the province of Catania (Sicily, Italy). The
vertices are representing connected regions. (b) The planar graph has edges be-
tween two regions if they share a border. (c) The map graph has edges whenever
regions share at least a single point.
It is useful to characterize map graphs as half-squares of bipartite planar
graphs. A half-square of a bipartite graphW = (V ∪U,EW ) is a graphG = (V,E)
where we have an edge between a pair of vertices, whenever the distance between
these vertices in W is equal to two. If W is planar, then it is called a witness
graph of map graph G. See Figure 2 for a witness graph (solid edges) and the
corresponding map graph (dashed edges).
Fig. 2: Map graph and
its witness
We are the first to study the Steiner tree problem
on map graphs. We study the case when all edges have
uniform cost; otherwise the map graphs would capture
the general case. To see this, observe that a clique Kn
is a map graph and putting large costs on some edges
mimics any arbitrary graph.
On the other hand, the case of map graphs with
uniform edge costs is still more general than arbitrary
edge-weighted planar graphs for the Steiner tree prob-
lem. This follows from the fact that subdividing edges
preserves planarity, and we can reduce planar graphs
to the uniform case.
Therefore it is natural to ask if there is a PTAS for
the Steiner tree in our setting. This question gets even
more compelling upon realizing, that this is a special
case of node-weighted problem on planar graphs. To
see this, consider the following reduction: take the wit-
ness graph W = (V ∪ U,EW ) of the uniformly edge-
weighted map graph and put weight 1 on the vertices
in V and weight 0 on the vertices in U . The terminals are kept at the corre-
sponding vertices in V . The solutions for the resulting node-weighted problem
can be easily translated back to the initial instance. The validity of the reduction
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is assured by a simple fact; that the number of vertices in a tree is equal to the
number of edges in this tree plus one. The structure of instances arising from
this reduction is very special and is captured in the definition below.
Definition 1. The node-weighted Steiner tree instance is map-weighted if it
is a bipartite planar graph with weight 1 on the left side and weight 0 on the
right side. Moreover, the terminals are required to lie on the left side.
1.2 Our results
We study the node-weighted Steiner tree problem on planar graphs and give a
PTAS for the special case of map-weighted instances.
Theorem 1. There is a polynomial-time approximation scheme for node-weighted
Steiner tree problem on map-weighted instances.
By the reduction described above, we immediately obtain the PTAS for edge-
weighted Steiner tree problem on uniform map graphs.
Corollary 1. There is a polynomial-time approximation scheme for the Steiner
tree problem on uniform map graphs.
In the proof of Theorem 1 we adopt the framework for constructing PTASes
and the brick-decomposition of Borradaile et al. [8]. However, we need to tackle
additional obstacles related to high-degree vertices in the node-weighted setting.
The first difficulties emerge in the Spanner construction. In the cutting-open
step, the duplication of high-degree vertices may make the cost unbounded. An-
other difficulty is bounding the number of portals needed. Essentially, the pres-
ence of expensive high-degree vertices excludes the existence of nearly-optimum
solution with bounded number of joining vertices. The properties of map-weighted
instances allow us to overcome multiple difficulties and prove the following.
Lemma 1 (Steiner-Tree Spanner). Given a map-weighted instance W =
(V ∪ U,EW ) for a map graph G, where R ⊆ V are terminal nodes, there is a
polynomial time algorithm which outputs a spanner subgraph H ⊆W containing
all the terminals R.
(i) (shortness property) w(H) = f(ε) ·OPT (W,R)
(ii) (spanning property) OPT (H,R) ≤ (1 + ε) ·OPT (W,R)
where f(ε) is a function which depends only on ε and OPT (G,R) is the cost of
an optimal Steiner tree for graph G and set of terminals R ⊆ V (G).
A different trouble comes up in the use of Contraction Decomposition Theo-
rem with node-weights. A naive approach could be to move the costs of vertices
to edges by setting the cost of each edge to be the sum of costs of its endpoints
and then using the contraction decomposition theorem as it is. However — again
due to high-degree nodes — the total cost of edges would no longer be a constant
approximation of OPT. Therefore we cannot directly use the existing contraction
decomposition theorem.
To handle the last issue, we develop a new decomposition theorem with the
additional property that each vertex participates in a limited number of sets.
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Lemma 2 (Node-weighted Contraction Decomposition). There is a poly-
nomial time algorithm that given a planar embedding of a graph G and an integer
k, finds k sets E0, E1, . . . , Ek−1 ⊆ E(G) such that:
(i) contracting each Ei results in a graph with treewidth O(k), and
(ii) for each vertex v, all the incident edges of v are in at most two sets Ei, Ej.
We note that our decomposition can be applied to any node-weighted contraction-
closed problem, i.e. the problem for which contracting edges and setting the
weight of resulting vertex to 0 does not increase the value of optimum solution.
Therefore the lemma above adds a novel technique to the existing framework for
planar approximation schemes.
Finally, using standard techniques, we give a dynamic programming algo-
rithm for the node-weighted Steiner tree problem on bounded treewidth in-
stances (see Appendix A).
Lemma 3 (Bounded Treewidth NWST). An optimal node-weighted Steiner
tree can be found in time 2O(t log t) · nO(1), where t is the treewidth of the input
graph with n vertices.
We note that Lemma 2 and Lemma 3 work for arbitrary node-weights. Only
the spanner construction of Lemma 1 uses properties of the map-weighted in-
stances.
In the next section we give the details of the Spanner construction. In Sec-
tion 3 we prove Lemma 2 and show how the combination of the three above
lemmas yields the main result. In the last section we conclude with a puzzling
open problem.
2 Spanner construction for map-weighted graph
In this section we describe how we construct the spanner for a map-weighted
planar witness graph W and prove Lemma 1. For convenience, instead of (1+ε),
we will prove the property (ii) for (1+cε) where c ≥ 0 is some fixed constant. For
any given ε > 0, running the construction for ε˜ = ε/c gives the precise result.
From now on, we will work with a fixed embedding of the witness graph W .
Notations: For any map-weighted graph W , we define dW : V
2 → R to be the
function giving the node-weighted length of the shortest-path between any two
vertices using only the edges from W (including the end vertices weights). Let
PW (u, v) ⊆W be an arbitrary path of cost dW (u, v). Similarly, let `W : V 2 → R
be the length of the unweighted shortest-path ignoring the node-weights between
any two vertices using only the edges from W . Similarly we define for any path
P ⊆ W , c(P ) to be the cost of the path corresponding to the map-weights
(including the end vertices) and `(P ) to be the length of the unweighted-path
ignoring the node-weights. Analogously, for any graph H ⊆ W , we define c(H)
to be the total weight of nodes of H and `(H) to be the number of edges of H.
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For any path P and u, v ∈ V (P ), we define P [u, v] to be the sub-path starting
at u and ending at v (including u and v) and P (u, v) to be the sub-path starting
at u and ending at v (excluding u and v). We refer to any path/cycle with no
edges and one vertex as singleton path/cycle and the ones containing at least
one edge as non-singleton path/cycle respectively.
The spanner construction is summarized in Algorithm 1.
Algorithm 1 Spanner construction
1: Start with a 2.4-approximate node-weighted Steiner tree solution for graph W and
terminal set R using [7].
2: Cut open the corresponding solution tree ST in W to create another graph W ′
which has an outerface with boundary B of cost at most 10 ·OPT .
3: Build the Mortar graph MG on the cut-open graph W ′ using the procedure in
Section 6 of [8], ignoring the weights on the nodes and using `(e) = 1 for each
e ∈ E(W ′) and ε′ := ε/4
4: Construct the set P (B) ⊆ ∂B of portals for each brick B ∈MG.
5: For each brick B ⊆ MG and for each subset X ⊆ P (B), run the generalized
Dreyfus-Wagner algorithm [17,9] to compute the optimal Steiner tree on terminal
set X in map-weighted graph B in time 3|X|nO(1).
6: Return the union of MG along with all the trees found in the previous step.
Before proving Lemma 1, we elaborate on the steps of Algorithm 1 that re-
quire more detailed explanation and state the key properties of the construction.
Cutting-Open operation. We start with a 2.4-approximate node-weighted Steiner
tree solution ST for our node-weighted plane graph W and terminal set R us-
ing [7]. Using tree ST , we perform an cut-open operation as in [8] (see Figure 3)
to create a new map-weighted planar graph W ′ whose outer face is a simple
cycle B arising from ST .
Since we are dealing with node weights and the node degrees are unbounded,
we need an additional argument to bound the cost of B as compared to the
edge-weighted case. A crucial property used to prove the observation is that all
the leaves of ST have weight one.
Lemma 4. (Cut-Open) The cost c(B) of the boundary B is at most 10 · OPT.
Moreover R ⊆ V (B).
Fig. 3: Cutting graph open
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Mortar Graph Construction We apply the construction of a mortar graph along
with a brick decomposition as described in [8] as a black box. Here, we state the
properties of the mortar graph that we need in our work without referring to
the details of the algorithm which constructs it.
(i) The mortar graph MG is a subgraph of the cut-open graph W ′.
(ii) Let f be a face of the mortar graph. A brick B (corresponding to f) is
the subgraph of W ′ enclosed by the boundary ∂f of f . Specifically, the
boundary ∂B of B is precisely ∂f .
(iii) The collection of all bricks covers the cut-open graph W ′.
(iv) The mortar graph is “grid-like” in the following sense. The boundary ∂B of
each brick B can be decomposed into a western part WB , a southern part
SB , an eastern part EB and a northern part NB (see Lemma 12 below).
Each of these parts is close to be a shortest path (see Definition 4 below).
The construction of the mortar graph and the corresponding brick decomposition
as described in [8] has two parameters. An error parameter ε′ and an edge-weight
function `. We invoke their construction procedure of the mortar graph as a black
box using error parameter ε′ = ε/4 and unit edge-weights `(e) = 1 for all edges
e ∈ E(W ′). Note that the node weights are ignored in this construction.
In what follows, we will prove certain properties of the mortar graph MG
about its node weights and error parameter ε based on the fact that similar
properties hold with respect to the unit edge weights and error parameter ε′ =
ε/4.
The following technical lemma tells us that the node weight of a path is
roughly half its edge length apart from a small additive offset. It turns out
convenient for the shortness properties of the spanner that this offset is the
same for any two paths sharing their end nodes.
Lemma 5. Let P, P ′ be two paths sharing both of their end points u and v. Then
the following properties hold.
(i) There is b ∈ {0,−1,−2} such that `(P ) = 2c(P )+b and `(P ′) = 2c(P ′)+b.
(ii) `(P )/2 ≤ c(P ) ≤ `(P )/2 + 1
(iii) `W (u, v)/2 ≤ dW (u, v) ≤ `W (u, v)/2 + 1
(iv) P is a shortest path under `W if and only if it is a shortest path under dW .
The following lemma gives cost bounds on the mortar graph. In contrast
to [8], we have to exclude singleton boundaries in property (i) in order to avoid a
cost explosion. To account for the singleton boundaries in the shortness property
of Lemma 1 we bound their total number separately. (See proof of Lemma 1.)
Lemma 6. The mortar graph MG has the following two properties.
(i) The total cost
∑
B∈B:E(WB)6=∅ c(WB) +
∑
B∈B:E(EB)6=∅ c(EB) of all the
non-singleton western and eastern boundaries of all bricks is bounded by
O(ε) ·OPT.
(ii) The total cost c(MG) of the mortar graph is O(1/ε) ·OPT.
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Designating Portals. For finding the portals, we use directly the same greedy
procedure as in Step 3(a) [8], as it does not work for bricks having boundary
with small cost, because of the additive one in Lemma 5 bound. To circumvent
this issue, we pick all the vertices to be the set of portals when the boundary
is cheap. And then for any remaining brick, the boundary cost is bounded from
below. For these bricks the greedy procedure works, as the additive plus can be
absorbed in the big-Oh by creating a factor 3 gap in the number of portals and
the cost bounds, which is sufficient.
By balancing all the parameters, we get that for any brick B in Mortar
graph MG there exists at most 3θ portals P (B) such that each vertex on the
boundary of B lies within a distance of at most c(∂B)/θ from some portal. Here
θ = θ(ε) = Θ(g(ε)ε−2), where g(ε) is defined in Lemma 16.
Lemma 7. Given a brick B of the Mortar graph MG, there exists a set of
vertices P (B) ⊆ ∂B, such that:
1. (Cardinality Property) |P (B)| ≤ 3θ
2. (Coverage Property) For any u ∈ ∂B, there exists v ∈ P (B), such that
d∂B(u, v) ≤ c(∂B)/θ and `∂B(u, v) ≤ `(∂B)/(3θ)
Now we can sketch the proof of Lemma 1.
Proof (Proof of Lemma 1).
(i) Shortness property. We have to bound the total cost ofH which consists
of the mortar graph and optimal Steiner trees added in step 5 of Algorithm 1.
By Lemma 6 the cost of the mortar graph is O(1/ε) ·OPT. We bound the cost
of Steiner trees analogously as in the Lemma 4.1 [8], i.e.we charge it to the cost
of the mortar graph (losing a large constant). However, we have to take extra
care to not overcharge vertices adjacent to multiple bricks.
Consider any brick B and any tree connecting portals of B added in step
5. The cost of this tree can be upper-bounded by the cost of the boundary of
the brick c(∂B). Since there is a constant number of such trees (this follows
from Lemma 7), the total cost of the trees added is constant times the cost of
the boundary of the brick. Now, if every vertex belonged to the boundary of a
constant number of bricks, this would imply that the total cost of all Steiner
trees is bounded by constant times OPT. Below we show that if it is not the
case for some vertices, then we have a different way to pay for the cost incurred
by these vertices.
We say that a vertex v is a corner of a brick if it belongs to the intersection
of N (or S) with E (or W ). In a special case in which E or W is empty, we call
v which belongs to the intersection of N ∩ S a trivial corner. We also say, that
v is a regular boundary vertex of a brick if it is not a corner of this brick.
Observe that v can be a regular boundary vertex of at most two bricks. It
remains to show how to charge corner vertices. For trivial corners, observe that
there is as many unique pairs (corner vertex, corresponding brick) as there were
strips during creation of the mortar graph. Note that there are O(f(ε)OPT )
strips (see Lemma 10 in Appendix B). This, together with the fact that weight
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of each vertex is at most 1 implies that we charge at most constant times OPT
for trivial corners.
The charging for non-trivial corners is different. By the first property of
Lemma 6, we know that the sum of the costs of west and east boundaries for all
bricks is bounded by O(ε)OPT. As non-trivial corners belong to W or E, the
total cost incurred by charging to non-trivial corners is also bounded by constant
times OPT. This finishes the proof of the shortness property.
(ii) Spanning property The proof of the spanning property is in the spirit
similar to the proof of Structural Theorem 3.2, and Lemma 4.2 in [8]. However,
we cannot use their approach of portal-connected graph via the brick insertion
operation, as in the node weighted setting this would destroy the structure of
the optimum solution. Therefore we give a slightly more direct proof, where we
avoid the portal-connected graph at all.
Moreover, we have to take extra care when showing structural lemmas. These
proofs do not transfer immediately to the node-weighted instances. For example,
we have to heavily use special structure of map-weighted instances to bound the
number of joining vertices. Due to the high technicality of the arguments and a
lack of space, the details are explained in Appendix C. uunionsq
3 Node-weighted Contraction Decomposition
In this section we give a reduction of a spanner to graphs with bounded treewidth.
The input to our reduction is a spanner (e.g. the one constructed in the previous
section, see Lemma 1), i.e. a graph H of cost f() · OPT that approximately
preserves an optimum solution.
We apply Lemma 2 (proven later in this section) with k = 2·f() to graph
H and obtain sets E0, E1, . . . , Ek−1. Now, define the cost of the set of edges
to be the total weight of vertices incident to edges in this set. Because every
vertex belongs to at most two sets, the total cost of all the edge sets is at most
2f() ·OPT and therefore, the cheapest set, say Ec has cost at most  ·OPT.
We now contract Ec to obtain graph H
′. We assign weight 0 to the vertices
resulting from contraction, while the weight of the other stays untouched. It is
clear that after this operation the value of the optimum solution will not increase.
Now we solve the node-weighted Steiner tree problem for H ′ using Lemma 3 (see
Appendix A). We can do this in polynomial time, since the treewidth of H ′ is
at most k. We include the set of edges Ec in the obtained solution for H
′ to get
the final tree of cost (1 + ) ·OPT.
Therefore we are left with proving Lemma 2. Here, we build on Klein’s [22]
contraction decomposition and modify it to our needs.
Proof (Proof of Lemma 2).
At first, we triangulate the dual graph H∗ by adding an artificial vertex in
the middle of each face of the dual graph and introducing artificial edges (see
Figure 4). This is the crucial step which — as explained later — enables us to
control the level of edges in the breadth-first search tree.
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(a) (b)
Fig. 4: (a) A vertex of a graph (in black) and the dual. The dual is shown in
blue. (b) Triangulation of the dual graph.
Let J∗ be the graph after above modification ofH∗. Now, from some arbitrary
node r we run breadth-first search on J∗, this gives us a partition of V (J∗) =
L0 ∪ L1 . . . ∪ Ld, for some d ∈ Z+. Fix an i ∈ {0, . . . , k − 1}, and let E∗i be
the set of edges with one endpoint in Lp and the other endpoint in Lp+1, for
all p congruent to i modulo k. Also, let Ei be the set of primal edges of H
corresponding to the dual edges in E∗i . Note that we do not include in Ei the
artificial edges. We claim that sets Ei satisfy both the requirements.
First we show that each vertex participates in at most two sets.
Lemma 8. For each vertex v ∈ H, all the incident edges of v are contained in
at most two sets Ei, Ej.
Proof. Consider the faces f1, f2, . . . fl incident to a vertex v (in the clockwise
order of appearing in the planar embedding). Each fi has a corresponding vertex
in the dual graph H∗ and therefore also in J∗. Moreover, there is a cycle on
these vertices. Call the edges of this cycle e∗1, e
∗
2, . . . e
∗
l . These edges correspond
to all primal edges e1, e2, . . . el incident to vertex v in H. However, J
∗ has also
additional vertex g adjacent to all vertices fi. Therefore, the distance between
any two fi and fj in J
∗ is at most 2. Hence, the vertices fi will be in at most
three consecutive layers of BFS ordering. Therefore, all the incident edges of v
will be contained in at most two of the E∗i ’s, and hence be contained in at most
two corresponding Ei’s. uunionsq
We are left with showing that contracting each set reduces the treewidth. In
essence, we use the argument of Klein. We only need to take care of artificial
edges.
Lemma 9. The graph H after contracting Ei has treewidth O(k).
Proof. Let J be a dual graph of J∗. We will call J the primal of J∗.
By directly applying the result of Klein, contracting all the primal edges
of E∗i from J results in a graph X of treewidth O(k). It is easy to see, that
contracting all other artificial edges in X results exactly in a graph H/Ei . Since
contraction of edges does not increase treewidth, the lemma follows. uunionsq
The algorithm described above together with Lemma 8 and Lemma 9 completes
the proof of Lemma 2. uunionsq
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4 Conclusion
Fig. 5: Node-weighted
subset spanner does not
exists. Red vertices are
of cost 1, squares are
terminals of cost 0.
We reduced the node-weighted Steiner tree problem
on planar graphs to the problem of finding a span-
ner. The main obstacles in constructing such general
spanner are caused by the high-degree vertices. The
first difficulty arises already in the cutting-open step.
The second issue is related to bounding the number
of joining vertices.
As we have shown, both of the difficulties are solv-
able in map-weighted graphs. However, we pose now
an interesting open problem: decide the existence of
a PTAS for node-weighted Steiner tree problem on
map-weighted graphs where terminals are allowed to
lie also on vertices of weight 0.
There are two reasons why the above open problem is compelling. First, it
nicely isolates the first difficulty - the latter issue is not present on such graphs.
Second, the node-weighted subset spanner does not exist for these instances.
The subset spanner is a cheap subgraph (in terms of optimum Steiner tree)
that approximately preserves distances between pairs of terminals. For contrast,
subset spanner construction exists in the edge-weighted case [21].
Figure 5 gives the example of such node-weighted instance. The cheapest
Steiner tree has cost equal to 2. However, the subset spanner would have to use
all the red central vertices.
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A Proof of Lemma 3
Here we show how to obtain a polynomial time algorithm for computing the
minimum node weighted Steiner network for a graph G with constant treewidth
t, whose tree decomposition T = (T, {Xb}b∈V (T )) is given to us as input. We
note that an approximate tree decomposition of a planar graph can be obtained
in linear time [20]. We are given a set of terminals R which need to be connected
together and the weight function on the nodes is w : V (G) → R+. We would
be doing dynamic programming over the bags of the tree decomposition. The
algorithm we present here is analogous to the algorithm for the edge weighted
version [13]. As we were unable to find any algorithm for the node weighted
variant in the literature, we present the algorithm for completeness. We start
with the definition of tree decomposition.
Definition 2 (Tree Decomposition). For a graph G, a pair T = (T, {Xb}b∈V (T ))
is called as the tree decomposition of G, if T is a tree, and the following condi-
tions are satisfied.
1.
⋃
b∈V (T )Xb = V (G),
2. if (u, v) ∈ E(G), then there is a node b ∈ V (T ), such that u, v ∈ Xb, and
3. if u ∈ Xa and u ∈ Xb, then u is contained in Bz, for each z on the unique
path from a to b in T .
The treewidth of T is defined to be tw(T ) = maxb∈V (T ) |Xb| − 1.
We would be using the following special form of tree decomposition for which
dynamic programming algorithms are much simpler and cleaner.
Definition 3 (Nice Tree Decomposition). A tree decomposition T = (T, {Xb}b∈V (T ))
of a graph G is called as a nice tree decomposition if T is a tree rooted at r, with
Xr = ∅, and each bag of T is one of the following types.
Leaf Node A leaf ` ∈ V (T ), with X` = ∅.
Introduce Node A non-leaf node a ∈ V (T ), with exactly one child b for which
Xa = Xb ∪ {u}, for some u ∈ V (G), with u /∈ Xb.
Forget Node A non-leaf node a ∈ V (T ) with exactly one child b, for which
Xa = Xb \ {u}, for some u ∈ V (G), with u ∈ Xb.
Join Node A non-leaf node a ∈ V (T ) with two children b, c, such that Xa =
Xb = Xc.
We remark that any tree decomposition can be converted into a nice tree
decomposition in polynomial time without increasing the tree width. To each
node b ∈ V (T ), we associate Gb, the subgraph of G induced over the union
of the bags corresponding to the nodes contained in the subtree Tb. We make
some simplifying assumptions about the tree decomposition of an instance on
which we want to compute the minimum cost node weighted Steiner tree, (i) the
terminals are all degree 1, this can be achieved by placing a node s′ in place of
an existing terminal s with cost equal to 0, and putting the terminal s as a leaf
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node adjacent to s′, (ii) the tree decomposition has a terminal present only in a
leaf node or the root node, and (iii) the root r ∈ K, is a terminal.
The dynamic programming table C for each node b ∈ V (T ), is indexed by
a tuple (b, S, P ), where S ⊆ Xb, and P = {S1, . . . , Sq} is a partition of S. A
table entry C(b, S, P ) = cost of minimum cost node weighted tree N connecting
terminals in R ∩ V (Gb), satisfying the following properties.
– Xb ∩ V (N) = S, and
– N has exactly q components, which can be ordered as C1, . . . , Cq such that
Si = V (Ci) ∩Xb, for i ∈ [q].
As we are interested in a minimum cost tree, we would store a value of +∞
in C(b, S, P ) to mark the fact that a tree satisfying the definition above does
not exist. The weight of optimum Steiner tree will be stored in C(r, {r}, {{r}}),
where r is the root of T . Next, we show how to fill the dynamic programming
table C.
Leaf Node Suppose t ∈ T is a leaf node with Xt = {u}. Two cases arise, if
u ∈ R, then C(t, ∅, {∅}) = +∞ and C(u, {u}, {{u}}) = w(u). Otherwise,
C(t, ∅, ∅) = 0 and C(u, {u}, {{u}}) = w(u).
Introduce Node Let a be an introduce node with exactly one child b for which
Xa = Xb ∪ {u}, for some u ∈ V (G), with u /∈ Xb. Recall that due to the
properties satisfied by the tree-decomposition T , u can not be a terminal, and
we are not forced to include it in a solution, like in the leaf node above. As
the edges are free of cost we can always include all edges incident to solution
vertices. Suppose we want to fill an entry C(a, S, P ), with P = {S1, . . . , Sq}.
If u /∈ S, then C(a, S, P ) = C(b, S, P ). If u ∈ S, then let u ∈ Si, for
some i ∈ [q]. If NGb [u] ∩ Xb 6⊆ Si, then C(a, S, P ) = +∞. Otherwise, fix
C(a, S, P ) = w(u) + C(b, S \ {u}, (P \ {Si}) ∪ {Si \ {u}}).
Forget Node A non-leaf node a ∈ V (T ) with exactly one child b, for which
Xa = Xb \ {u}, for some u ∈ V (G), with u ∈ Xb. If a solution N does not
use the vertex u, then the cost is C(b, S, P ). If a partial solution uses the
vertex u, then we need to look up all the table entries which contained u.
This gives us the formula
C(a, S, P ) = min{ min
P ′:a partition of (S∪{u})
C[b, S ∪ {u}, P ′)], C[b, S, P ]}.
Join Node For a non-leaf node a ∈ V (T ) with two children b, c, such that
Xa = Xb = Xc, it is enough to make sure that the partitions of the merged
bags are same, along with subtracting the double counted vertices. This gives
us the formula
C(a, S, P ) = C(b, S, P ) + C(c, S, P )− w(S).
The proof of the algorithm presented above is analogous to the edge weighted
variant, we refer the reader to [13] for details. The running time of the algorithm
is as claimed as the number of partitions of the vertices in a bag of the tree
decomposition is 2O(t log t). This completes the proof of Lemma 3.
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B Ommited proofs
Lemma 4. The cost c(B) of the boundary B is at most 10 · OPT. Moreover
R ⊆ V (B).
Proof (Proof of Lemma 4). The second property is true by construction. The cost
of B is∑v∈V (ST ) α(v)w(v), where α(v) is the number of copies of any vertex v ∈
ST in B. Note that α(v) = dST (v), where dST (v) is the degree of v in the Steiner
tree ST . Let us fix any node r ∈ V (ST ) such that dST (r) > 1 to be the root
node and let U ⊆ V (ST ) be the set of leaves of ST . WLOG, we can assume that
all leaves in U belong to T . This implies that for each v ∈ U , w(v) = 1. An easy
counting argument implies that |U | = dST (r)+
∑
v∈ST−(U∪{r})(dST (v)−2). Let
V2 ⊆ V (ST )−{r} be all the vertices of degree two and let I = ST−(U∪{r}∪V2).
Clearly, for any v ∈ I, the degree in ST is at least three. This fact and the above
equality implies that |U | ≥ 1+∑v∈I 1 = 1+|I|. Putting all these things together,
we get
c(B) =
∑
v∈V (ST )
α(v)w(v) =
∑
v∈V (ST )
dST (v)w(v)
=
∑
v∈V2
dST (v)w(v) +
∑
v∈V (ST )−V2
dST (v)w(v)
≤ 2w(V2) +
∑
v∈V (ST )−V2
dST (v)
≤ 2w(V2) + |U |+ d(r) +
∑
v∈I
dST (v)
≤ 2w(V2) + |U |+ d(r) +
∑
v∈I
(dST (v)− 2) + 2|I|
≤ 2w(V2) + |U |+ |U |+ 2|U |
≤ 4c(ST ) ≤ 10 ·OPT
The second last inequality follows because w(U) = |U |, V2 ∩ U = ∅. The last
inequality follows because ST was a 2.4-approximate solution. uunionsq
Lemma 5. Let P, P ′ be two paths sharing both of their end points. Then the
following properties hold.
(i) There is b ∈ {0,−1,−2} such that `(P ) = 2c(P )+b and `(P ′) = 2c(P ′)+b.
(ii) `(P )/2 ≤ c(P ) ≤ `(P )/2 + 1
(iii) `W (u, v)/2 ≤ dW (u, v) ≤ `W (u, v)/2 + 1
(iv) P is a shortest path under `W if and only if it is a shortest path under dW .
Proof. To see the first property note that P and P ′ both correspond to sequences
of node weights alternating between 0 and 1. The property follows since both
sequences have the same start and end value since P and P ′ share their end
nodes.
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The second property is a direct consequence of the first one by plugging b = 0
and b = −2 to `(P )/2− b/2 = c(P ). The third property is a direct consequence
of the second one. The third property also follows from the first property by
assuming that P is a shortest path w.r.t. to `W or dW . uunionsq
For map-weighted graph W ′, the following claim is easy to see.
Observation 1 If P, P ′ are any two paths between any two vertices u, v in W ′
such that `(P ) < `(P )′, then V (P ) ≤ V (P ′)− 2.
Let H be the graph we get after adding the shortcuts to the boundary B
which decomposes W ′ into the strips.
Lemma 10. The total number of strips is bounded by |V (B)|/2 + 1.
Proof. We can view the strip decomposition process described in Step 1(c), [8] as
reducing the length of the unprocessed part of the inside of boundary B. Initially
the length of the boundary `(B) is |V (B)|. Let H = B be the initial graph to
which we will add the shortest paths to create strip decomposition. As soon
as the process adds a shortest path N from W ′ between vertices x, y ∈ V (H)
to create a strip, then the length of the part enclosed by N and H − H[x, y]
shrinks by at least two. This is true by Observation 1, since the shortest path
N is added iff the length of H[x, y] is strictly longer than N . Now since the
length can decrease by at most |V (B)| times, hence the process can add at most
|V (B)|/2 shortcuts. The bound on strips has a plus one to account for the last
strip created simultaneously with the second last one.
Lemma 11. The total cost of strips is bounded by O(ε−1)OPT .
Proof. Using Lemma 6.3, [8] which says that the total length of strips, i.e. `(H) =
|E(H)| is at most (1 + ε−1)`(B), implies that |V (H)| is at most (1 + ε−1)`(B),
since H is a connected graph. This together with the fact that c(H) ≤ |V (H)|
and `(B) ≤ 2c(B) = O(OPT ), implies the lemma.
Lemma 6. The mortar graph MG has the following two properties.
(i) The total cost
∑
B∈B:E(WB)6=∅ c(WB) +
∑
B∈B:E(EB)6=∅ c(EB) of all the
non-singleton western and eastern boundaries of all bricks is bounded by
O(ε) ·OPT.
(ii) The total cost c(MG) of the mortar graph is O(ε−1) ·OPT.
Proof. The two properties hold with respect to the edge weights by Lemma 6.6
and Lemma 6.9 in [8]. The proofs rely on the fact that the length of the bound-
ary B is O(OPT ). The same is true for node weights by Lemma 4. Hence it is
enough to bound the costs by the boundary cost. They show that
∑
B `(WB ∪
EB) = O(ε)`(B) and `(MG) = O(1/ε)`(B). Since the boundary B has at
least one edge, hence `(B) ≤ 2c(B). For any non-singleton path P , `(P ) ≥
1, hence using Lemma 5, this implies that c(P ) ≤ `(P )/2 + 1 ≤ 3`(P )/2.
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This observation implies that
∑
B∈B:E(WB)6=∅ c(WB) +
∑
B∈B:E(EB)6=∅ c(EB) ≤
3
2
∑
B∈B:E(WB)6=∅ `(WB) +
∑
B∈B:E(EB)6=∅ `(EB) = O(ε)`(B).
For the second part, we note that all the north, south, singleton west and
singleton east boundaries are included in the strips. Hence we get the bound on
the total cost c(MG) by combining the bounds for strips from Lemma 11 and
the bound on the non-singleton west and east boundaries. uunionsq
Lemma 7. Given a brick B of the Mortar graph MG, there exists a set of
vertices P (B) ⊆ ∂B, such that:
1. (Cardinality Property) |P (B)| ≤ 3θ
2. (Coverage Property) For any u ∈ ∂B, there exists v ∈ P (B), such that
d∂B(u, v) ≤ c(∂B)/θ and `∂B(u, v) ≤ `(∂B)/(3θ)
Proof. We assume |V (∂B)| > 3θ, otherwise let P (B) = V (∂B) and the lemma
follows trivially. This implies that 2c(∂B) = |V (∂B)| > 3θ.
Using the same greedy procedure as in Step 3(a), [8] on the unit edge weighted
graph B by ignoring the node weights and plugging in 3θ we get our set of portals
P (B). We get the cardinality bound on P (B) ≤ 3θ and `∂B(u, v) ≤ `(∂B)/(3θ)
by Lemma 7.1 and 7.2, [8].
Now for any vertex u ∈ ∂B, there exists v ∈ P (B), such that `∂B(u, v) ≤
`(∂B)/(3θ). We get that d∂B(u, v) ≤ `∂B(u, v)/2 + 1 ≤ `(∂B)/(6θ) + 1 ≤
c(∂B)/(3θ) + 1 ≤ c(∂B)/θ. The first and the second last inequalities follow
from Lemma 5. The last inequality follows from the fact that c(∂B) > 32θ. uunionsq
C Proof of the spanning property
First we have to prepare the ground by stating properties and lemmas. These
will be used in the proof of the spanning property which can be found at the
end of this section.
Definition 4 (ε-Shortness). A path P in graph W has ε-shortness property in
W or it is ε-short, if for any two vertices u, v ∈ V (P ), dP (u, v) ≤ (1+ε)dW (u, v).
According to Lemma 5 the node weight of a path is roughly half its edge
length apart from a small additive offset. Since this offset is the same for paths
sharing end points, the offset does not affect the shortness property of the brick
boundary (first claim of the following lemma). However, this does not hold when
we consider the second claim as we compare here the node weights of a path P
along the south boundary with a path P ′ connecting south with north boundary.
The idea is that when setting ε′ = ε/4 the path P ′ crossing the brick must have
length at least 4/ε so that the impact of the offset is low.
Lemma 12. The boundary of any brick B can be partitioned into sub-paths
WB ∪ SB ∪ EB ∪NB, such that:
1. NB has 0-shortness, SB has ε-shortness property in B.
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2. There exists a number k ≤ κ = Θ(1/3) and vertices s0, s1, . . . sk ordered
from west to east along SB, such that, for any vertex x of SB(si, si+1):
dSB (x, si) ≤ εdB(x,NB).
Proof. From Lemma 6.10 in [8], we know that both claims of the lemma hold
w.r.t. `B and error parameter ε
′ = ε/4. We show that this implies the claimed
properties also for dW and error parameter ε.
NB is a shortest path w.r.t. `W . By Lemma 5 it is also a shortest path w.r.t.
dW .
Now we prove that SB has the ε-shortness property. Let u, v ∈ SB be two
distinct nodes. And let P be a shortest u–v path in B w.r.t. to the node weights.
We show that SB fulfills ε-shortness w.r.t. dB . Since P and SB [u, v] share their
end nodes by Lemma 12 there is b ∈ {0,−1,−2} such that `(P ) = 2c(P ) + b and
`(SB [u, v]) = 2c(SB [u, v]) + b
c(SB [u, v]) = (`(SB [u, v])− b)/2
≤ ((1 + ε/4)`(P )− b)/2
= c(P ) + ε/8`(P )
= c(P ) + ε/4(`(P )/2− b/2) + bε/8
= (1 + ε/4)c(P ) + bε/8
≤ (1 + ε/4)dB(u, v) .
For the second claim, verify that
dSB (x, si) ≤ `SB (x, si)/2 + 1
≤ (ε/4)`B(x,NB)/2 + 1
≤ (ε/4)dB(x,NB) + 1
≤ ε · dB(x,NB) .
To see the last inequality, recall that x 6= si and hence 1 ≤ `SB (x, si) ≤
(ε/4) · `B(x,NB) = (ε/2) · `B(x,NB)/2 ≤ (ε/2) · dB(x,NB). uunionsq
We use a series of lemmas to simplify any tree T which lies inside a brick of
the mortar graph, the simplified tree is slightly costlier by an additive factor of
ε. We prove several structural lemmas depending on the need to preserve some
vertices for connectivity across to the other boundaries.
We start with the property called as Span 0, here we assume that we have a
tree T rooted at r which is part of the embedded map-weighted graph W and all
the leaves of T lie on an ε-short path P . Also, we do not need to keep r in the
simplified tree. The proof is similar to edge weighted case as ε-shortness suffices
for a proof.
Lemma 13 (Span 0). There is a sub-path P ′ ⊆ P such that cW (P ′) ≤ (1 +
ε)cW (T ).
Proof. The proof follows directly from the ε-shortness of P by taking P ′ to be
the shortest subpath of P ′ that spans all vertices in T ∩ P . uunionsq
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For any subgraph H of W and a path P in W , a joining vertex is any vertex
in P that has an edge incident from some vertex in H − P .
We also have the following observation for any path in W . The map weights
have a nice property of paths having the zero/one weights occurring alternately
on them.
Observation 2 Let W = (U ∪ V,EW ) be any bipartite graph with weights
w(u) = 1, for each u ∈ U , and w(v) = 0, for each v ∈ V . Then, any path
in W consists of vertices with weights alternating between zero and one. More-
over, if we have d0 vertices with weight 0 on any path P , then cW (P ) ≥ d0 − 1.
Next we prove Span 1 which is analogous to Lemma 10.4 of [8], here we need
to preserve one designated root node r of the tree T . Note that the following proof
of Span 1 does not work for general node weights. However, they work for our
map weights due to a non-trivial argument using the observation stated above.
The proof requires several steps. We first prove that T can be replaced with
another tree whose degree is bounded by 9+6ε. Next we prove that the tree can
be truncated and replaced with simpler trees having bounded number of joining
nodes if its height is more than 2ε + 1. Here again the proof is complicated due
to presence of weights on the nodes.
Lemma 14 (Span 1). There is another tree T ′ such that it 1) is rooted at r,
2) spans all vertices in T ∩P , 3) has cost at most (1 + 2ε)cW (T ), and 4) has at
most 2O(1/ε) joining vertices with P .
Proof. First we prove the intermediate claim below.
Claim. There is a tree T ′′ which is rooted at r, each node has at most ∆ = 9+6ε
children and has cost cW (T
′′) ≤ (1 + ε)cW (T ).
Proof of Claim.
We start with some definitions. For any node x ∈ V (T ), we use Tx to denote
the subtree rooted at x, and we refer to its leftmost child as lchild(x), and its
rightmost child is referred to as rchild(x). The leftmost leaf of any tree T is
referred to as lleaf(T ), while the rightmost leaf is referred to as rleaf(T ). The
subpath of P from the lleaf(Tx) to rleaf(Tx) is referred to as Px. If x has at least
3 children, then Sx is defined to be the shortest path from x to Px, excluding
the vertex on Px, which avoids rchild(x), and lchild(x). Let schild(x) denote the
child of x on Sx. Let Qx be the path from lleaf(Tx) to rleaf(Tx) which passes
through x, as shown in Figure 6.
Assume x has at least ∆ + 1 children. We show that the tree T ′′x consisting
of Sx ∪ Px has weight at most (1 + ε)cW (Tx). We first consider the case when
w(x) = 0. Due to ε-shortness, we have cW (Px) ≤ (1 + ε)cW (Qx). As x has cost
zero, it does not contribute anything extra when we add the path Sx to Px, i.e.
cW (T
′′
x ) = cW (Sx)+cW (Px) = cW (Sx)+(1+ε)cW (Qx) ≤ (1+ε)cW (Tx)+w(x).
Therefore, T ′′x has the claimed cost.
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We next consider the case when w(x) = 1. Clearly, if T \ (Px ∪Qx ∪ Sx) has
a node v with w(v) = 1, then
cW (T
′′
x ) =cW (Sx) + cW (Px)
≤cW (Sx) + (1 + ε)cW (Qx)
≤(1 + ε)cW (Tx)− w(v) + w(x)
≤(1 + ε)cW (Tx).
Hence, let us assume that every path from x to Px avoiding lchild(x) and
rchild(x) has no weight one node on it. Due to Observation 2, there are ex-
actly two types of such paths, either (a) x ↔ p, where p ∈ P with w(p) = 0,
or (b) x ↔ v ↔ p, where p ∈ P with w(p) = 1, and w(v) = 0. Let the number
of paths of type-a be d0, the number of paths of type-b be d1, and let d denote
the number of children of x. Clearly, we have d0 + d1 = d − 2. Let tL be the
2nd child of x from the left, and let tR be the 2
nd child of x from the right.
Let us denote the path in Tx from lleaf(TtL) to rleaf(TtR) by Q
′
x. Also, let P
′
x
denote the subpath of Px from lleaf(TtL) to rleaf(TtR). As Q
′
x can have weight
at most 3, due to ε-shortness, we have cW (P
′
x) ≤ 3 · (1 + ε). Notice that due to
Observation 2, we have d0 − 1 ≤ cW (P ′x), combining it with d1 ≤ cW (P ′x), we
get d− 3 ≤ 6 + 6ε. Therefore, the number of children of x is at most 9 + 6ε.
Fig. 6: Illustration of definitions with re-
spect to a node x on the graph Tx ∪ Px.
The red vertices have weight one, while the
black vertices have weight zero.
To get the tree as claimed earlier,
we start at the root vertex r of T , pro-
cessing the subtrees recursively, and
replace any vertex v with more than∆
children with T ′′v . Therefore every ver-
tex after the replacement has bounded
degree. This finishes the proof of the
claim. uunionsq
Let T ′′ be the tree obtained in
the last paragraph. We first get rid
of degree two vertices from the graph.
For any vertex v ∈ T ′′ with parent p
and only one child c, replace the path
p ↔ v ↔ c by the edge (p, c), and
modify the weight of p to be w(p) :=
w(p)+w(v). On applying this rule ex-
haustively we end up with a tree T ′′′
in which the degree of each vertex is
at least 3, in other words each node has at least 2 children. Next, we show that
if the tree T ′′′ is ‘too tall’, then the tree has two cheap consecutive levels, which
we can always include in a solution.
Let the height of the tree T ′′′ be `, with root at level 1. We denote the nodes
on a level i ∈ [`] by Xi, and the sum of weight of nodes in Xi is denoted using Yi.
If ` ≤ 2ε + 1, then the tree T ′′′ has at most ∆
2
ε+1 joining nodes and the tree T ′′′
satisfies the required properties. Otherwise, there exists some level j∗ ∈ [d 2εe],
such that Yj∗ + Yj∗+1 ≤ εcW (T ′′′). This follows from the averaging argument,
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as we have
∑
i∈[d 2ε e]
Yi+Yi+1
2
ε
≤ 2cW (T ′′′)2
ε
≤ εcW (T ′′′). Therefore, the total cost
of the nodes in Xj∗ ∪Xj∗+1 is very small, and we can simply include them in a
solution. For any v ∈ V (T ), let S′v be a path from v to Pv, excluding the vertex
on Pv, which passes through lchild(v). Note that S
′
v is disjoint from Qv except
at v, and lchild(v). For each v ∈ Xj∗ , we replace T ′′′v with the tree ⊥v = Pv ∪S′v.
Let the tree obtained from the operation above be T ′′′⊥ , we have
cW (T
′′′
⊥ ) =
∑
i≤j∗−1
Yi +
∑
v∈Xj∗
cW (⊥v)
=
∑
i≤j∗−1
Yi +
∑
v∈Xj∗
(cW (Pv) + cW (S
′
v))
≤
∑
i≤j∗−1
Yi +
∑
v∈Xj∗
((1 + ε)cW (Qv) + cW (S
′
v))
≤
∑
i≤j∗−1
Yi +
∑
v∈Xj∗
((1 + ε)cW (Tv) + w(v) + w(lchild(v))
≤(1 + 2ε)cW (T ′′′).
Therefore, T ′′′⊥ satisfies the required properties. This completes the proof of the
lemma. uunionsq
Finally we prove the property called as Span 2, here we need to preserve two
designated vertices in the resulting simplified tree. We do not provide a proof as
the following lemma follows in an analogous manner to the edge weighted case.
Lemma 15 (Span 2, Lemma 10.6, [8]). Let r, s ∈ V (T ). There is another
tree T ′ such that it 1) is rooted at r, 2) spans all vertices in {r, s} ∪ (T ∩ P ),
3) has cost at most (1 + cε)cW (T ), and 4) has at most O(ρεε ) joining vertices
with P , where ρε is the number of joining nodes due to application of Span 1 in
Lemma 14.
Now we have all the ingredients to conclude the following structural property
of a brick B. The proof structure for this structural lemma is exactly same as the
proof for Theorem 10.7, [8]. We do the same decomposition by just plugging-in
Lemma 12, 7, 13, 14 and 15 instead of Lemma 6.10, 7.1, 7.2, 10.2, 10.4 and 10.6
respectively.
Lemma 16 (Brick-Structural Theorem 10.7, [8]). Let B be a map-weighted
plane graph with boundary N ∪E∪S∪W satisfying lemma 12. Let F be a forest
in B then there is another forest F˜ in B satisfying the following properties:
1. Any two vertices of N ∪ S connected in F are also connected in F˜ .
2. The number of joining vertices of F˜ with N ∪ S is at most g(ε).
3. c(F˜ ) ≤ (1 + cε)c(F ).
where g(ε) = O(21/ε)3 and c is some fixed constant.
3 We get worse factor of O(21/ε) because of Lemma 15. There is a more involved
argument to get a bound polynomial in 1/ε which we skip for simplicity.
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Now we are ready to sketch the proof of the spanning property.
Proof (Proof of the spanning property). Consider the optimum solution to the
input instance F = OPT (W,R). Decompose the edges of F into forests as fol-
lows: for each brick B, let FB be the set of edges of F strictly enclosed by the
boundary ∂B of this brick. Let FM be the remaining edges of F which lie on the
mortar graph MG.
For brick B, let now F ′B be the minimal forest of FB∪E∪W . Apply Lemma 16
to the brick B and F ′B . This results in F˜B which has a constant number of joining
vertices. Now, let DB , be the set of subpaths of ∂B from each joining vertex to
its closest portal in P (B). Consider now any connected component T of F˜B∪DB .
For all such T , replace it with the optimum Steiner tree T ∗ spanning the same
set of portals as T . Let F ∗B be the resulting forest which includes trees T
∗ and
additionally paths DB . Finally, let F
∗ be the union over all forests F ∗B and FM .
By construction F ∗ ⊆ H as it consists only of mortar edges and optimum
Steiner trees. We claim that F ∗ is a solution to the instance W of cost at most
(1 + ε)OPT (W,R). This follows from Lemma 16 in a similar way that the proof
of Theorem 3.2 [8]. A more detailed analysis is left for the full paper. uunionsq
