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Re´sume´
La propagation des ondes sismiques dans les milieux poreux multiphasiques pre´sente des
enjeux nombreux, tant sur le plan environnemental (risques naturels, ge´otechnique, pollutions
de nappes...) que pour les re´servoirs (aquife`res, hydrocarbures, stockages de CO2...). L’utilisa-
tion des ondes sismiques pour e´tudier ces milieux se justifie par le fait qu’en se propageant,
les ondes sont de´forme´es par le milieu qu’elles traversent et contiennent ainsi des informations
sur les phases fluides et solides et sur le squelette poreux. Ce travail de the`se s’inte´resse aux
caracte´ristiques des ondes sismiques dans les milieux multiphasiques (plusieurs phases fluides
et solides), depuis la description physique jusqu’a` la caracte´risation des parame`tres constitutifs
par inversion, en passant par la mode´lisation nume´rique 2D de la propagation. La premie`re
partie du travail a consiste´ a` de´crire la physique des milieux multiphasiques (phase par phase
et leurs inte´ractions dynamiques) en utilisant des me´thodes d’homoge´ne´isation pour se rame-
ner a` un milieu e´quivalent de´fini par sept parame`tres. Ainsi, dans des milieux simple porosite´
sature´s et dans des milieux plus complexes (double porosite´, partiellement sature´s ou visco-
poroe´lastiques), je peux calculer la propagation des ondes sismiques sans approximation. En
effet, j’utilise une me´thode nume´rique dans le domaine fre´quence-espace qui permet de prendre
en compte tous les termes qui de´pendent de la fre´quence sans approximation. La discre´tisation
spatiale utilise une me´thode d’e´le´ments finis discontinus (Galerkin discontinu) qui permet de
conside´rer des milieux he´te´roge`nes.
Je montre notamment que les attributs sismiques (vitesses et atte´nuations) des milieux
poreux complexes sont fortement dispersifs et les formes d’ondes comple`tes, calcule´es sans
approximation, sont fortement de´pendantes de la description physique du milieu. La caracte´ri-
sation des parame`tres poroe´lastiques s’effectue par inversion. Une me´thode en deux e´tapes a e´te´
propose´e : la premie`re consiste en une inversion “classique“ (tomographie, inversion des formes
d’ondes comple`tes) des donne´es (sismogrammes) pour obtenir des parame`tres macro-e´chelles
(attributs sismiques). La seconde e´tape permet de reconstruire, a` partir des parame`tres macro-
e´chelles, les parame`tres poroe´lastiques micro-e´chelles. Cette e´tape d’inversion utilise une me´-
thode d’optimisation semi-globale (algorithme de voisinage). Une analyse de sensibilite´ montre
qu’en connaissant a-priori certains parame`tres, on peut inverser avec pre´cision les parame`tres
du squelette poroe´lastique ou retrouver la nature du fluide saturant, a` partir des vitesses de pro-
pagation. En revanche, pour retrouver la saturation en fluide, il est pre´fe´rable de connaˆıtre les
atte´nuations. Deux applications re´alistes (monitoring de re´servoir et hydroge´ophysique) mettent
en oeuvre ce type d’inversion en deux e´tapes et de´montrent qu’a` partir de donne´es estime´es
par des me´thodes classiques d’imagerie, on peut remonter a` certains parame`tres poroe´lastiques
constitutifs.
Mots-cle´s : propagation d’ondes sismiques, milieux multiphasiques, poroe´lasticite´, mode´-
lisation nume´rique, optimisation globale, inversion des parame`tres poroe´lastiques

Abstract
Seismic wave propagation in multiphasic porous media have various environmental (na-
tural risks, geotechnics, groundwater pollutions...) and ressources (aquifers, oil and gas, CO2
storage...) issues. When seismic waves are crossing a given material, they are distorted and
thus contain information on fluid and solid phases. This work focuses on the characteristics of
seismic waves propagating in multiphasic media, from the physical complex description to the
parameter characterisation by inversion, including 2D numerical modelling of the wave pro-
pagation. The first part consists in the description of the physics of multiphasic media (each
phase and their interactions), using several upscaling methods, in order to obtain an equiva-
lent mesoscale medium defined by seven parameters. Thus, in simple porosity saturated media
and in complex media (double porosity, patchy saturation, visco-poroelasticity), I can compute
seismic wave propagation without any approximation. Indeed, I use a frequency-space domain
for the numerical method, which allows to consider all the frequency dependent terms. The
spatial discretisation employs a discontinuous finite elements method (discontinuous Galerkin),
which allows to take into account complex interfaces.
The computation of the seismic attributes (velocities and attenuations) of complex porous
media shows strong variations in respect with the frequency. Waveforms, computed without
approximation, are strongly different if we take into account the full description of the medium
or an homogenisation by averages. The last part of this work deals with the poroelastic pa-
rameters characterisation by inversion. For this, I develop a two-steps method : the first one
consists in a classical inversion (tomography, full waveform inversion) of seismograms data to
obtain macro-scale parameters (seismic attributes). The second step allows to recover, from
the macroscale parameters, the poroelastic micro-scale properties. This downscaling step uses
a semi-global optimisation method (neighbourhood algorithm), which allows the sampling of
the full model space (thanks to the low numerical cost of the analytic direct model). With the
a-priori knowledge of some parameters, a sensibility analysis shows that I can invert precisely
skeleton parameters or the saturating fluid type, from the velocities only. Nevertheless, to re-
cover the fluid saturation, it is preferable to use the attenuations. This two-steps procedure is
tested on two realistic applications (reservoir monitoring and subsurface hydrogeophysics) and
show that we can recover some constituve poroelastic parameters.
Keywords : wave propagation, multiphasic media, poroelasticity, numerical modelling,
downscaling, global optimization, porous parameters inversion.
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Introduction ge´ne´rale
La plane`te Terre, de forme plus ou moins sphe´rique, est compose´e d’un ensemble d’en-
veloppes s’imbriquant les unes dans les autres. Si nous pouvons facilement explorer les enve-
loppes externes (atmosphe`re, biosphe`re, hydrosphe`re) de part leur accessibilite´ et leur nature,
les couches “internes” sont beaucoup plus difficiles a` conceptualiser et a` e´tudier. Les premiers
scientifiques grecs cherchaient a` visualiser et a` comprendre ce qui se passait dans l’espace alors
qu’ils conside´raient les manifestations de la plane`te (se´ismes) comme des interventions divines. Il
a fallu attendre le milieu du XIXe sie`cle pour voir apparaˆıtre les premie`res e´tudes scientifiques
sur les tremblements de terre. Ainsi, les couches internes de la Terre (lithosphe`re, manteau,
noyau) ont commence´ a` eˆtre examine´es via la sismologie. En effet, pour comprendre comment
sont structure´es les enveloppes internes de la Terre et ce, a` grande e´chelle, les me´thodes non
invasives de la ge´ophysique sont les plus accessibles, e´tant plus rapides et plus globales (moins
ponctuelles) que des forages (le forage le plus profond re´alise´ actuellement se situe sur la pe´nin-
sule de Kola en Russie et atteint un peu plus de 12 km de profondeur). Ainsi, en s’appuyant sur
des the´ories physiques, a` partir d’enregistrements d’observables par des capteurs en surface, le
but de ces me´thodes est d’obtenir des images des parame`tres constitutifs de la lithosphe`re par
voie indirecte.
Les phe´nome`nes physiques e´tudie´s et donc, les observables de la ge´ophysique, sont variables :
ondes sismiques ou e´lectromagne´tiques, champs gravime´triques ou magne´tiques, phe´nome`nes
e´lectriques... Pour chaque cas, la physique est diffe´rente et les parame`tres peuvent eˆtre divers.
De plus, les e´chelles d’investigation (des phe´nome`nes de proche surface a` ceux concernant la
Terre globale) pre´sentent une variabilite´ importante qui conditionne les observables utilise´es.
L’estimation des parame`tres constitutifs de la Terre permet de remonter aux caracte´ristiques
des formations ge´ologiques et par analyse de l’extension spatiale des valeurs obtenues, on peut
reconstruire des images des structures ge´ologiques a` diffe´rentes e´chelles. Aux e´chelles de la
Terre globale, l’interpre´tation de l’assemblage des structures ge´ologiques me`ne directement
a` des conside´rations ge´odynamiques. Ces mouvements de la Terre interne, a` grande e´chelle,
spatiale et temporelle, sont la source de la tectonique active et donc des se´ismes.
Dans cette the`se, j’utilise les ondes sismiques comme phe´nome`ne physique permettant de
remonter aux parame`tres physiques du sous-sol. Les ondes sismiques ont des sources naturelles,
ce sont les nombreux se´ismes qui ont lieu chaque jour plus ou moins profonde´ment dans la
lithosphe`re, ainsi que des sources de surface, naturelles (inte´ractions avec l’hydrosphe`re ou
l’atmosphe`re) ou anthropiques (voulues ou non). Les ondes me´caniques qui se propagent dans
le globe, depuis la source aux re´cepteurs (acce´le´rome`tres ou ve´locime`tres, situe´s en surface ou
en forage), sont de´forme´es par le milieu qu’elles traversent et constituent donc un proxy ide´al
pour de´terminer les structures internes de la Terre.
Je vais m’inte´resser aux milieux de subsurface qui sont particulie`rement he´te´roge`nes et
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complexes. Les parame`tres constitutifs qui influent sur la propagation des ondes sismiques sont
nombreux et varie´s, celle-ci e´tant sensible aux modules me´caniques du milieu mais e´galement
a` la structure de ce milieu a` petite e´chelle.
Les milieux poreux : me´thodes ge´ophysiques et applications
Dans la plupart des formations ge´ologiques de subsurface, des processus d’e´rosion, d’alte´-
ration, de transport, de se´dimentation puis de diage´ne`se rendent ces milieux tre`s complexes
et he´te´roge`nes, avec des sols et des roches de nature et de caracte´ristiques varie´es. Ainsi, de
part cette he´te´roge´ne´ite´, associe´e a` une faible consolidation (faibles contraintes lithostatiques),
beaucoup de milieux de subsurface pre´sentent des vides et ces pores sont remplis de fluides
varie´s. La pre´sence de fluides va modifier les caracte´ristiques me´caniques globales, via le type
de fluide (qui a des caracte´ristiques me´caniques propres), sa quantite´ et sa re´partition spatiale
(de´pendants de la porosite´) et sa capacite´ d’e´coulement (lie´e a` la perme´abilite´).
Sur les premie`res centaines de me`tres de la lithosphe`re, ces milieux pre´sentent des enjeux
socie´taux majeurs : humains, e´conomiques, environnementaux et scientifiques. Les ressources en
eau provenant des nappes aquife`res plus ou moins profondes (et les risques de pollution de ces
nappes), les proble`mes de risques naturels (glissements de terrain, failles actives, lique´faction
des sols, retrait-gonflement des argiles...), les ressources en hydrocarbures (pe´trole et gaz), les
stockages profonds (CO2, de´chets radioactifs...) ainsi que des phe´nome`nes naturels (syste`mes
hydrothermaux, mouvements de magma et de gaz dans les e´difices volcaniques...) sont autant
d’applications mettant en jeu des milieux poreux multiphasiques.
Parmi les me´thodes ge´ophysiques utilise´es pour caracte´riser les milieux biphasiques, les me´-
thodes e´lectromagne´tiques (GPR, “Ground Penetrating Radar” ou CSEM, ”Controlled Source
ElectroMagnetic“) sont inte´ressantes car les observables sont directement relie´es aux caracte´ris-
tiques des fluides, mais elles pre´sentent des proble`mes de profondeur de pe´ne´tration, d’ambigui-
te´s d’interpre´tation et/ou de re´solution. Des me´thodes comme la RMP (Re´sonnance Magne´tique
Protonique, Legchenko et al. (2002)) permettant d’avoir une approche quantitative directe pour
les applications hydrologiques, ou comme la polarisation spontane´e (Reynolds, 1997), qui per-
met d’identifier les e´coulements, sont des me´thodes de´die´es a` la caracte´risation ge´ophysique des
fluides, mais qui ont une faible re´solution. L’e´tude des conversions sismo-e´lectromagne´tiques
peut e´galement fournir des informations inte´ressantes sur les milieux poreux (Garambois &
Dietrich, 2002). Comme il sera de´montre´ dans cette the`se, graˆce a` la forte sensibilite´ des ondes
sismiques aux fluides, l’auscultation sismique se re´ve`le eˆtre une des meilleures me´thodes pour
scruter la complexite´ multiphasique de ces milieux.
En effet, pour les ondes sismiques, qui se propagent par mouvement et inte´ractions me´ca-
niques des particules, le sous-sol est un milieu translucide qui a un effet de filtre ou de fonction
de transfert. En se propageant, les ondes se diffractent, se re´fle´chissent, se convertissent, et en
quelque sorte ”enregistrent“ les caracte´ristiques du milieu dans lequel elles ont voyage´. A` partir
des sismogrammes, on peut donc envisager reconstruire la structure du milieu traverse´ et quan-
tifier les parame`tres constitutifs de ce milieu. Cependant, les milieux terrestres sont complexes
et he´te´roge`nes et l’interpre´tation est souvent mal aise´e et incomple`te. Souvent, on se contente
d’expliquer uniquement les temps d’arrive´es des premie`res ondes (re´fraction, tomographie), de
mesurer l’amplitude de certaines ondes re´fle´chies (analyses AVO) ou d’inverser la dispersion des
ondes de surface. Plus re´cemment, la prise en compte des formes d’ondes comple`tes a permis
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d’obtenir des re´sultats de plus haute re´solution et une meilleure quantification de certains pa-
rame`tres. Mais les e´tudes se limitent au mieux a` une approximation e´lastique et le plus souvent
acoustique. Pourtant, on verra dans ces travaux que l’influence des fluides et de l’encaissant
(phases solides et fluides) sur la propagation des ondes sismiques est cruciale car cette influence
est variable en nature et en amplitude. D’autre part, la description physique n’est jamais par-
faite et les mode`les sont souvent cas-de´pendants. Ainsi, le me´lange d’explorations the´oriques et
nume´riques associe´es aux e´tudes des donne´es re´elles, de terrain et de laboratoire, est ne´cessaire
pour bien comprendre tous les phe´nome`nes.
Propagation d’ondes comple`tes sans approximation
Dans cette the`se, le premier aspect vise a` correctement simuler nume´riquement la pro-
pagation des ondes sismiques dans les milieux biphasiques he´te´roge`nes. Les difficulte´s sont
nombreuses, depuis le besoin d’une description physique conforme, jusqu’a` l’utilisation d’une
me´thode nume´rique permettant de faire le moins d’approximations possibles.
En effet, par l’introduction des phases fluides dans le milieu solide, on ajoute un niveau de
complexite´ a` la description du milieu. D’autre part, si de la fac¸on la plus simple, on conside`re
un milieu solide homoge`ne et isotrope, sature´ par un seul fluide, les milieux re´els sont souvent
plus complexes et la description doit alors eˆtre plus e´volue´e en tenant compte de phases fluides
biphasiques, de squelettes solides double porosite´ ou visco-e´lastiques... Je montrerai dans cette
e´tude que cette complexification des mode`les est de´cisive pour correctement simuler la re´alite´.
D’autre part, la simulation de la propagation des ondes sismiques doit utiliser des me´thodes
nume´riques adapte´es. Dans cette the`se, je souhaite mode´liser la propagation dans des milieux
he´te´roge`nes et multiphasiques et ce, sans approximation. En effet, les mode`les physiques qui
de´crivent ce type de milieu incluent des parame`tres fre´quentiellement de´pendants qui vont
avoir une influence non ne´gligeable sur les formes d’ondes calcule´es. Ainsi, le choix du domaine
de simulation est crucial. Dans un domaine temporel, comme utilise´ classiquement pour les
mode´lisations acoustiques ou e´lastiques, la prise en compte des phe´nome`nes fre´quentiels est
sujet a` des approximations (basse fre´quence) ou oblige a` conside´rer des pas de temps tre`s petits
et donc, une complexite´ et un couˆt nume´rique prohibitif. Le choix s’est donc naturellement porte´
sur une mode´lisation dans le domaine fre´quence-espace.
Ensuite, la discre´tisation spatiale peut eˆtre aborde´e par de nombreuses me´thodes : diffe´-
rences finies, e´le´ments finis, e´le´ments spectraux... Les me´thodes d’e´le´ments finis discontinus
(ou Galerkin Discontinu) proposent une alternative inte´ressante par leur forte adaptivite´ (les
ordres d’interpolations et les tailles des e´le´ments peuvent eˆtre variables dans un meˆme mode`le)
et permettent de conside´rer des interfaces (entre couches, surface libre, fractures...) de ge´ome´-
tries complexes. Au final, les erreurs inhe´rentes a` la mode´lisation nume´rique ne de´pendent que
de la discre´tisation spatiale, le mode`le physique exact, y compris les aspects fre´quentiels, e´tant
de´crit sans approximation.
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Caracte´risation des parame`tres poroe´lastiques par inversion et
”downscaling“
Apre`s la description physique des milieux poroe´lastiques et la simulation de la propagation
des ondes dans ces milieux, je me suis inte´resse´ a` des me´thodes d’inversion des parame`tres
constitutifs. En effet, la compre´hension de l’influence du mode`le physique sur les formes d’ondes
donne un aperc¸u des possibilite´s de caracte´risation des parame`tres poreux micro-e´chelles a`
partir des donne´es macro-e´chelles extraites des sismogrammes. Par des e´tudes de sensibilite´, on
peut ainsi de´terminer les relations et les degre´s d’influence des parame`tres micro-e´chelles sur
les donne´es macro-e´chelles afin de mieux orienter les me´thodes d’inversion.
Classiquement, l’imagerie sismique re´alise l’inversion de certaines caracte´ristiques des sis-
mogrammes (temps des premie`res arrive´es, amplitude des ondes re´fle´chies, formes d’ondes
comple`tes...) pour obtenir des images des parame`tres macro-e´chelles (vitesses de propaga-
tion, atte´nuations, coefficients de re´flexion...). Ces parame`tres macro-e´chelles permettent de
caracte´riser les structures ge´ologiques du milieu mais e´chouent a` quantifier pre´cise´ment les pa-
rame`tres poroe´lastiques micro-e´chelles, comme les caracte´ristiques du fluide. Pour passer de
cette e´chelle macroscopique a` l’e´chelle microscopique de de´finition du milieu poreux, une e´tape
supple´mentaire de ”downscaling“ a e´te´ de´veloppe´e en s’appuyant sur les relations analytiques
de mode´lisation physique du milieu biphasique. Contrairement aux inversions macroscopiques
qui utilisent des me´thodes d’optimisations locales line´arise´es, le mode`le direct est rapide et
peu couˆteux nume´riquement. On peut donc utiliser des me´thodes d’optimisation semi-globales
non line´aires, afin de bien e´chantillonner l’espace des mode`les et de converger vers le minimum
global. De plus, les e´tudes de sensibilite´ aident a` de´terminer quels parame`tres poroe´lastiques
sont inversibles, en fonction de quelles donne´es.
Contexte de la the`se : projet ANR HPPP-CO2
Le projet HPPP-CO2 (High Pulse Poroelasticity Protocol for Geophysical Monitoring of
CO2 Injection in Reservoirs), dans lequel s’inscrit ma the`se, vise a` de´velopper un nouveau
protocole pour caracte´riser les proprie´te´s hydrauliques et me´caniques des roches re´servoirs
avant et apre`s injection du CO2, a` une e´chelle me´soscopique. Pour cela, une sonde (voir figure
1) fournissant une injection de pression impulsionnelle est place´e en forage et des mesures de
pression et de de´formations 3D en champ proche sont re´alise´es sur une large bande fre´quentielle
(entre 0 et 1000 Hz). Le but du projet est d’analyser tous les comportements de couplage
thermo-hydro-me´caniques pour mieux comprendre la re´ponse du milieu poreux sur une large
bande fre´quentielle. Une grande part du projet s’inte´resse a` l’aspect hydro-me´canique statique.
Mon travail s’inscrit dans l’aspect dynamique, ou` l’enregistrement des ondes sismiques ge´ne´re´es
par la source de pression fluide, en champ proche et en champ plus lointain (capteurs en forages
a` une dizaine de me`tres), permettra de mieux caracte´riser le milieu. Toute la proble´matique
re´side dans l’estimation de la source d’un point de vue spatial et temporel, afin d’ame´liorer
les me´thodes d’imagerie sismique haute re´solution en couplant mesures en champ proche et en
champ lointain.
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Figure 1 – Fonctionnement de la sonde HPPP. L’encart en haut a` gauche situe le contexte
et l’e´chelle d’investigation (injection de fluide dans un milieu poreux fracture´ et mesures en
champ proche de la re´ponse du milieu).
Plan et enjeux de la the`se
La logique de mes travaux est re´sume´e par la figure 2 qui reprend sous forme sche´matique
les diffe´rentes e´tapes e´tudie´es qui correspondent aux quatre chapitres. Dans le chapitre 1, la
description physique comple`te des milieux biphasiques sera de´taille´e ainsi que la the´orie de la
propagation des ondes sismiques de Biot (1956); Gassmann (1951). Par association des grains
des mine´raux en un squelette solide puis apre`s ajout de la phase fluide saturante, je de´finis
un milieu e´quivalent, de´crit par sept parame`tres, dont un seul de´pend de la fre´quence (de´-
crivant les inte´ractions entre phases fluide et solide). Les autres parame`tres sont des modules
me´caniques (incompressibilite´ ou cisaillement) ou des termes inertiels. Le passage des nom-
breux parame`tres micro-e´chelles de´crivant le milieu poreux a` une e´chelle microscopique a` des
parame`tres me´so-e´chelles (longueur d’onde) suit une logique d’homoge´ne´isation (”upscaling“).
Cette e´tape d’homoge´ne´isation peut eˆtre adapte´e a` des mode`les physiques complexes, c’est ce
qui sera aborde´e dans le chapitre 3.
Dans le chapitre 2, je de´veloppe la me´thode nume´rique utilise´e pour re´soudre les e´quations
diffe´rentielles du syste`me de la poroe´lastodynamique dans ce milieu me´so-e´chelle homoge´ne´ise´.
J’utilise une me´thode Galerkin Discontinue, pre´sentant un haut niveau d’adaptivite´ (tailles des
e´le´ments et ordres d’interpolations variables), dans le domaine fre´quence-espace, ce qui permet
de prendre en compte, sans approximation, la rhe´ologie fre´quentiellement de´pendante des mi-
lieux poreux. Apre`s validation du code nume´rique et l’introduction d’exemples de simulations
re´alistes (monitoring de re´servoir), l’influence des pertes d’e´nergie dues aux ondes spe´cifiques
aux milieux poreux (seconde onde de compression) sur les ondes S et sur les ondes de surface
sera examine´e.
Le chapitre 3 permettra d’e´tendre les descriptions physiques des milieux poreux a` des cas
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plus re´alistes. En effet, la mode´lisation analytique utilise´e dans le chapitre 1, et fonde´e sur les
relations de Biot-Gassmann, se limite aux milieux avec une phase solide homoge`ne et isotrope
avec des pores sature´s par une seule phase fluide. Pour expliquer au mieux les atte´nuations et
les dispersions des ondes observe´es dans les milieux poreux re´els, il faut utiliser des mode`les
plus complexes et prendre en compte, par exemple, des milieux a` phase fluide biphasique ou des
milieux double porosite´. D’autre part, les fortes atte´nuations observe´es sur les donne´es re´elles
peuvent e´galement eˆtre mode´lise´es en rajoutant des termes visco-e´lastiques dans les e´quations
de propagation. La prise en compte de ces mode`les complexes se fait via des modules me´ca-
niques de´pendants de la fre´quence et aboutit a` une the´orie de Biot-Gassmann ge´ne´ralise´e. La
mode´lisation de la propagation en domaine fre´quentiel prend alors tout son sens. Je montrerai
dans ce chapitre quelle est l’influence de ces descriptions complexes sur les parame`tres macro-
e´chelles et sur les formes d’ondes. La comparaison de ces descriptions avec les homoge´ne´isations
classiques par moyennes sera e´galement examine´e afin de montrer toute l’utilite´ de ces mode`les
pour la bonne compre´hension des phe´nome`nes naturels.
Enfin, le chapitre 4 traitera d’une me´thode de caracte´risation des parame`tres poroe´lastiques
a` partir des donne´es macro-e´chelles obtenues par inversion sismique ”classique“. En effet, par une
me´thode d’optimisation semi-globale (algorithme de voisinage), la sensibilite´ des parame`tres
poroe´lastiques a` l’inversion sera de´termine´e suivant la parame´trisation et le choix des donne´es
macro-e´chelles. Pour deux exemples synthe´tiques re´alistes (monitoring de re´servoir et appli-
cation hydroge´ophysique de subsurface), des donne´es poroe´lastiques seront calcule´es et, par
une premie`re e´tape d’inversion (tomographie des temps des d’arrive´es ou inversion des formes
d’ondes comple`tes), des cartes spatiales de parame`tres macro-e´chelles (vitesses de propagation
des ondes P et S) seront e´tablies. Ensuite, dans une seconde e´tape d’inversion (downscaling), je
remonterai a` des cartes de parame`tres poroe´lastiques, notamment ceux caracte´risant le sque-
lette solide et les phases fluides. Un exemple d’inversion de donne´es re´elles montrera quelle
re´solution est envisageable suivant la connaissance a-priori du milieu.
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Chapitre 1
Milieux biphasiques : description
physique
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Introduction
De part la variabilite´ ge´ologique des milieux composant la crouˆte terrestre et leur e´volution
au cours des e`res ge´ologiques plus ou moins re´centes, des milieux tre`s varie´s et donc he´te´roge`nes
composent l’enveloppe superficielle de la Terre, c’est-a`-dire les premie`res centaines de me`tres,
zone aussi appele´e proche surface. Ainsi, on retrouve tous types de roches tre`s diffe´rentes de
part leur processus de formation ge´ologique (magmatiques, se´dimentaires ou me´tamorphiques)
et leur e´volution au cours du temps (e´rosion, de´formation, se´dimentation, me´tamorphisme).
D’autre part, les mate´riaux se´dimentaires issus de l’e´rosion et des processus de de´poˆts consti-
tuent une bonne partie des couches ge´ologiques de subsurface avec des mate´riaux tre`s varie´s,
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plus ou moins consolide´s, de granulome´trie et de composition mine´ralogique diverses et he´te´-
roge`nes. De plus, tous ces milieux sont la plupart du temps parseme´s d’espaces vides entre les
grains ou a` l’inte´rieur de la matrice solide et ces pores sont remplis de fluide (gaz ou liquide)
qui modifient les caracte´ristiques du mate´riau global. Par exemple, ces he´te´roge´ne´ite´s physiques
font que les ondes sismiques sont particulie`rement approprie´es pour caracte´riser ces milieux,
car elles sont tre`s sensibles aux variations me´caniques du milieu dans lequel elles se propagent.
En partant dans un premier temps de la the´orie de l’e´lastodynamique qui constitue une
premie`re approximation pour de´crire la propagation des ondes sismiques dans les milieux so-
lides e´lastiques, on va de´finir les lois de propagation des ondes sismiques dans les milieux
biphasiques permettant de prendre en compte tous les phe´nome`nes dynamiques lie´s a` la phase
fluide. La deuxie`me partie du chapitre regroupe diffe´rentes manie`res de de´crire les parame`tres
physiques (me´caniques et inertiels) des milieux poreux simples. Plusieurs e´tapes d’homoge´ne´i-
sation sont ne´cessaires : d’abord la description de la phase fluide, puis la description des grains
solides, plus ou moins variables suivant leurs compositions mine´ralogiques. Ensuite, l’associa-
tion des grains permet de construire un squelette, constituant la matrice solide draine´e, qui
a ses propres caracte´ristiques me´caniques et ge´ome´triques. Enfin, l’ajout du fluide, dernie`re
e´tape d’homoge´ne´isation, de´finit un milieu effectif biphasique sur lequel s’applique les lois de la
poroe´lastodynamique. Dans ce chapitre, on se limite a` des e´tapes d’homoge´ne´isation simples.
Cependant, pour avoir des mode`les plus re´alistes, des lois d’homoge´ne´isation complexes et de´-
pendant parfois du type de mate´riau et de son he´te´roge´ne´ite´ seront de´crits dans le chapitre
3. Mais au final, on utilisera toujours les meˆmes lois dynamiques de´crites dans ce chapitre et
applique´es sur un milieu effectif.
1.1 Propagation des ondes sismiques dans les milieux bipha-
siques
1.1.1 Elastodynamique
Classiquement, la propagation des ondes dans les milieux naturels (terrestres) est e´tudie´e
en conside´rant l’approximation de l’e´lastodynamique line´aire (Lamb, 1904). Tout d’abord, a`
partir du principe fondamental de la dynamique (deuxie`me loi de Newton) qui de´finit la conser-
vation de la quantite´ de mouvement et graˆce a` l’hypothe`se de line´arite´ entre de´placement et
de´formation (valable en faisant l’hypothe`se de petits de´placements propres a` la propagation des
ondes), on e´tablit une relation entre l’acce´le´ration et la masse d’un e´le´ment de volume et les
forces de volume et de surface s’appliquant sur ce volume e´le´mentaire. La rhe´ologie du milieu
conside´re´ est de´crite par la loi de Hooke qui relie contraintes et de´formations. De nombreux
auteurs reprennent en de´tail l’e´tablissement des lois de l’e´lastodynamique, notamment Aki &
Richards (1980) ou Chapman (2004). Ici, on fait l’approximation de la propagation en deux
dimensions en conside´rant une direction d’invariance et on e´tudie uniquement les modes de
vibration ou` les ondes sont polarise´es dans le plan de propagation : c’est le mode P-SV. Le
syste`me de l’e´lastodynamique, de´duit de ces hypothe`ses s’e´crit de la fac¸on suivante,
ρ
∂2ux
∂t2
=
∂σxx
∂x
+
∂σxz
∂z
ρ
∂2uz
∂t2
=
∂σxz
∂x
+
∂σzz
∂z
22
1.1 Propagation des ondes sismiques dans les milieux biphasiques
σxx = (λ+ 2µ)
∂ux
∂x
+ λ
∂uz
∂z
σzz = λ
∂ux
∂x
+ (λ+ 2µ)
∂uz
∂z
σxz = µ
(
∂ux
∂z
+
∂uz
∂x
)
, (1.1)
ou` les quantite´s ux et uz sont les composantes horizontale et verticale du champ de de´placement,
les quantite´s σxx, σzz et σxz sont les composantes du champ de contrainte. Les parame`tres
physiques sont la masse volumique ρ et les parame`tres de Lame´ de´finis par la loi de Hooke. Le
parame`tre λ est relie´ au module d’incompressibilite´ du mate´riau et le parame`tre µ est le module
de cisaillement, parfois note´ G. qui relie les contraintes σ et les de´formations ǫ = (ǫxx, ǫzz, 2 ǫxz)
t
par le syste`me matriciel suivant,
 σxxσzz
σxz

 =

 λ+ 2 µ λ 0λ λ+ 2 µ 0
0 0 µ



 ǫxxǫzz
2 ǫxz

 . (1.2)
La loi de Hooke peut e´galement eˆtre de´crite en fonction de deux autres parame`tres classique-
ment utilise´s en me´canique, a` savoir le module d’Young E et le coefficient de Poisson ν :
E =
µ (3 λ+ 2 µ)
λ+ µ
ν =
λ
2 (λ+ µ)
. (1.3)
En appliquant une transforme´e de Fourier inverse avec la convention classique,
f(ω) =
∫ +∞
−∞
f(t) e−iωt dt (1.4)
au syste`me 1.1 e´crit dans le domaine temporel, on obtient le syste`me diffe´rentiel en fre´quence
suivant, {
∇.τ = − ω2 ρ −→u ,
τ = λ ∇.−→u I +G [∇−→u + (∇−→u )t − 2/3 ∇.−→u I] ,
(1.5)
ou` le tenseur τ = (σxx, σzz, σxz) est le tenseur des contraintes, le vecteur
−→u = (ux, uz) le
vecteur de´placements, la grandeur ω est la pulsation en rad/s et les grandeurs ρ, λ et G sont
les parame`tres inertiels et me´caniques.
La re´solution de ces e´quations produit plusieurs types d’ondes : deux ondes de volume et une
onde de surface (en configuration P-SV). Les ondes de volume sont les ondes de compression P
(pour Pressure ou Premie`re) et de cisaillement S (pour Shear ou Seconde). A la surface libre,
les ondes P et S interfe`rent de fac¸on constructive et ge´ne`rent des ondes de surface appele´es
ondes de Rayleigh qui sont dispersives et se propagent elliptiquement (dans les milieux re´els).
La figure 1.1 sche´matise les modes de propagation des trois types d’ondes. La vitesse des ondes
de volume VP et VS est de´finie en fonction des parame`tres me´caniques suivant les expressions
VP =
√
λ+ 2G
ρ
,
VS =
√
G
ρ
. (1.6)
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Figure 1.1 – Sche´matisation de la propagation des ondes e´lastiques dans un milieu 2D (modifie´
d’apre`s USGS). L’onde de compression vibre dans le sens de propagation alors que l’onde de
cisaillement vibre dans un plan orthogonal au sens de propagation. L’onde de Rayleigh se
propage dans un plan vertical avec un mouvement elliptique des particules.
1.1.2 Poroe´lastodynamique : the´orie de Biot-Gassmann
A partir des e´quations des ondes e´lastiques, Gassmann (1951) et Biot (1956) ont de´termine´
les e´quations dynamiques en milieux poreux au moyen de cinq hypothe`ses comple´mentaires a`
celles faites dans le cas de l’e´lastodynamique :
 (1) Longueur d’onde grande devant les dimensions du volume e´le´mentaire repre´sentatif,
 (2) Petits de´placements pour les phases fluide et solide,
 (3) Phase liquide continue (la porosite´ occluse appartient a` la matrice solide), la porosite´
est donc isotrope et le milieu sature´,
 (4) Matrice solide e´lastique et isotrope,
 (5) Absence de tout couplage (thermome´canique, e´lectrocine´tique...).
Burridge & Keller (1981) ont justifie´ the´oriquement les e´quations de Biot (1956) en com-
binant les e´quations de l’e´lasticite´ line´aire avec les e´quations de Navier-Stockes pour le fluide
saturant le milieu. En utilisant la formulation de Pride et al. (1992) qui suppose une de´pendance
temporelle en e−iωt, on obtient les e´quations d’onde suivantes dans le domaine fre´quentiel


∇.τ = − ω2 (ρ −→u + ρf
−→w )
τ = [KU ∇.
−→u + C ∇.−→w ] I +G [∇−→u + (∇−→u )t − 2/3 ∇.−→u I]
−Pf = C ∇.
−→u +M ∇.−→w
−∇Pf = − ω
2 (ρf
−→u + ρ˜(ω) −→w ) ,
(1.7)
de´duites des e´quations de la dynamique des solides et des fluides et des lois de comportement
me´canique solides et fluides. Le tenseur τ est le tenseur des contraintes et la grandeur Pf la
pression interstitielle. En de´finissant le de´placement moyen des grains solides −→us et le de´place-
ment fluide −→uf , on obtient le vecteur
−→u qui est le de´placement d’un volume de milieu poreux
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et qui est environ e´gal au de´placement moyen solide (−→u ≃ −→us) et le vecteur
−→w qui est le de´-
placement relatif solide/fluide et est relie´ au de´placement fluide −→uf par la relation suivante :
−→w = φ (−→uf −
−→us). On peut e´galement de´composer le tenseur des contraintes τ en un tenseur de´-
viatorique τD et un terme isotrope Pc e´gal a` la pression de confinement tel que :
−→τ =
−→
τD−PcI.
Cette de´composition peut e´tre utile suivant les proble`mes a` re´soudre, notamment si on a be-
soin de calculer la pression de confinement. Les parame`tres physiques (KU , G, C, M , ρf , ρ et
ρ˜(ω)) sont conside´re´s invariants dans le temps (a` l’e´chelle de temps de la propagation des ondes
me´caniques) et de´pendent uniquement de l’espace alors que les contraintes et les de´placements
de´pendent de l’espace et du temps. La de´finition de ces parame`tres physiques fera l’objet de la
suite du chapitre.
Carate´ristiques des ondes
La re´solution des e´quations d’ondes en milieu poreux (syste`me 1.7), re´alise´e par Biot (1962)
en tout premier lieu, conduit a` conside´rer trois ondes de volume se propageant dans ce type de
milieu : une onde transversale et deux ondes longitudinales. Ces ondes pre´dites the´oriquement
ont ensuite e´te´ identifie´es expe´rimentalement par Plona (1980). On retrouve les deux ondes
classiques de l’e´lastodynamique de´finies dans le paragraphe pre´ce´dent, l’onde de cisaillement S
et l’onde de compression P (e´galement note´e Pf pour la poro-e´lastodynamique) mais e´galement
une deuxie`me onde de compression, appele´e onde de Biot et note´e Biot ou Ps (“s” comme slow
en opposition au “f” de fast). Il faut noter que certaines the´ories re´centes conside`rent e´galement
une onde de cisaillement lente (Sahay, 2008).
La lenteur des ondes S note´e sS est de´finie comme dans le cas e´lastique, la partie imaginaire
additionelle rendant la lenteur complexe. Cette partie imaginaire, introduite par le terme de
re´sistance a` l’e´coulement ρ˜(ω), est responsable de l’atte´nuation de l’onde de cisaillement. Cette
lenteur de´pend donc de la fre´quence et s’exprime par l’expression
s2S(ω) =
ρ− ρ2f/ρ˜(ω)
G
. (1.8)
On de´finit e´galement les lenteurs sP et sBiot des deux ondes de compression par les expres-
sions
s2P (ω) = γ(ω)−
√
γ2(ω)−
4(ρρ˜(ω)− ρ2f )
HM − C2
, (1.9)
s2Biot(ω) = γ(ω) +
√
γ2(ω)−
4(ρρ˜(ω)− ρ2f )
HM − C2
. (1.10)
Les parame`tres γ(ω) et H sont de´finis de la fac¸on suivante,
γ(ω) =
ρM + ρ˜(ω)H − 2ρfC
HM − C2
, H = KU +
4
3
G . (1.11)
La vitesse de phase VP,Biot,S(ω) est de´finie comme l’inverse de la partie re´elle de la lenteur
soit :
VP,Biot,S(ω) =
1
Re(sP,Biot,S(ω))
. (1.12)
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De plus, on de´finit l’atte´nuation intrinse`que des ondes par le calcul du coefficient d’atte´-
nuation α(ω) de´pendant de la partie imaginaire de la lenteur complexe tel que :
αP,Biot,S = ω Im(sP,Biot,S(ω)) . (1.13)
On de´finit souvent l’atte´nuation des ondes par l’introduction d’un facteur de qualite´ Q(ω) tel
que :
QP,Biot,S(ω) =
1
2
Re (sP,Biot,S(ω))
Im (sP,Biot,S(ω))
=
ω
2 α(ω) V (ω)
. (1.14)
Dans la the´orie de Biot, le seul terme complexe est le terme de re´sistance a` l’e´coulement
ρ˜(ω) et c’est donc ce seul terme (qui de´crit la diffusion de pression interstitielle) qui est respon-
sable de l’atte´nuation intrinse`que des ondes. En effet, a` travers la viscosite´ du fluide, les forces
de frottements entre les phases fluide et solide, engendre´es par le mouvement des particules lors
du passage de l’onde sismique, cre´ent des pertes d’e´nergie et donc une diminution de l’ampli-
tude de l’onde. Plus ces de´perditions d’e´nergie sont fortes, plus l’atte´nuation est importante.
L’atte´nuation est proportionnelle a` l’inverse du facteur de qualite´ : plus Q est faible, plus l’at-
te´nuation est forte. Ce facteur de qualite´ est un moyen de conside´rer l’atte´nuation intrinse`que
en approximation e´lastique ; on conside`re alors des me´canismes de relaxation viscoe´lastique de
type Zener.
Les ondes de volume P et S ont des caracte´ristiques semblables aux ondes de compres-
sion et de cisaillement de l’e´lastodynamique classique (voir le paragraphe 1.1.1). En revanche,
l’onde de Biot a un comportement particulier fortement de´pendant de la fre´quence. En effet,
pour des fre´quences infe´rieures a` la fre´quence de coupure fc = ωc/(2π) (ωc est une pulsation
caracte´ristique de´finie par l’e´quation 1.20), l’onde de Biot correspond a` une onde de diffusion
de la pression interstitielle. A haute fre´quence, au dessus de fc, elle devient propagative. Dans
les cas classiques ou` l’onde de Biot est diffusive, elle est tre`s dispersive et tre`s fortement atte´-
nue´e contrairement a` l’onde de compression classique P . Pour l’onde P rapide, le de´placement
d’ensemble (matrice solide + fluide) et le de´placement du fluide sont en phase alors que, dans
le cas de l’onde de Biot, les de´placements sont en opposition de phase.
De´pendance fre´quentielle des vitesses et des atte´nuations : e´tude de la dispersion.
Les vitesses et les facteurs de qualite´ des ondes P , S et Biot de´pendent de la fre´quence
et les figures 1.2 et 1.3 illustrent ce comportement dispersif des ondes dans les milieux poreux
pour trois re´gimes diffe´rents de l’onde de Biot. Les parame`tres associe´s a` ces trois cas (re´gimes
diffusif, interme´diaire et propagatif) sont donne´s dans le tableau 1.1. L’homoge´ne´isation des
phases fluides et solides qui permet de calculer les vitesses et atte´nuations a` partir des pa-
rame`tres descriptifs du tableau 1.1 est de´crite dans les paragraphes suivants. On calcule les
vitesses et les facteurs de qualite´ sur une bande de fre´quence allant de 1 Hz jusqu’a` 100 MHz.
Cependant, les fre´quences des ondes qui se propagent dans les milieux naturels sont plutoˆt
de l’ordre du Hz en sismologie, de l’ordre de la dizaine de Hz pour la sismique profonde, de
la centaine de Hz pour les applications de proche surface et jusqu’au MHz pour les expe´-
riences acoustiques en laboratoire. On de´finit donc trois milieux en fonction du comportement
de l’onde de Biot dans ce milieu a` basse fre´quence. Dans le premier cas (premie`re colonne du
tableau 1.1), la fre´quence de coupure fc est e´leve´e et l’onde de Biot correspond a` une onde
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de diffusion, tre`s atte´nue´e de`s que l’on s’e´loigne de quelques longueurs d’onde de sa zone de
cre´ation (sources, interfaces). Dans le deuxie`me cas, on est dans un milieu ou` l’onde de Biot
a un comportement interme´diaire diffusif/propagatif dans la gamme de fre´quence utilise´e en
sismique classique (1 − 500 Hz). Dans le troisie`me cas, le milieu choisi permet d’avoir une
onde de Biot totalement propagative (fc tre`s faible) qui a alors un comportement propagatif
similaire aux ondes de volumes “e´lastiques”.
Regime de l’onde de Biot Diffusif Interme´diaire Propagatif
Ks (GPa) 40 40 40
Gs (GPa) 10 10 10
ρs (kg/m
3) 2700 2700 2700
Kf (GPa) 2.2 2.2 2.2
ρf (kg/m
3) 1000 1000 1000
η (Pa.s) 0.001 0.001 10−7
m 1 1 1
φ 0.4 0.4 0.4
k0 (m
2) 10−11 10−9 10−11
cs 5 5 5
fc (Hz) 6400 64 0.64
Table 1.1 – Parame`tres physiques utilise´s pour calculer les vitesses de propagation et les fac-
teurs de qualite´ des ondes P, S et Biot (figures 1.2 et 1.3). L’homoge´ne´isation des phases fluides
et solides qui permet de calculer ces vitesses et atte´nuations est de´crite dans les paragraphes
suivants.
Les ondes P et S sont tre`s peu dispersives (variations de quelquesm/s a` 50m/s pour l’onde
P , variations de 20 a` 100 m/s pour l’onde S sur toute la bande de fre´quence) avec un premier
palier a` basse fre´quence jusqu’a` la fre´quence de coupure environ, puis une augmentation de
la vitesse jusqu’a` atteindre un autre palier a` haute fre´quence (graphiques des deux premie`res
lignes de la figure 1.2). L’onde de Biot (troisie`me ligne de la figure 1.2) est en revanche beaucoup
plus dispersive, avec le meˆme comportement que pour les ondes P et S, c’est-a`-dire une forte
variation de la vitesse autour de la fre´quence de coupure et de plus faibles variations a` basse et
haute fre´quences. La variation de vitesse de´pend fortement du cas conside´re´ : variations de 10
a` 1200 m/s pour le cas diffusif et de 100 a` 1400 m/s pour le cas interme´diaire alors qu’il y a
“seulement” des variations de 1100 a` 1400 m/s pour le cas propagatif. Cela semble logique que
l’onde de Biot entie`rement propagative ait une plus faible dispersion (comme les ondes P et S)
que l’onde de Biot interme´diaire au comportement physique tre`s variable suivant la fre´quence.
Les facteurs de qualite´ varient beaucoup en fonction de la fre´quence. Pour les ondes P et
S (graphiques des deux premie`res lignes de la figure 1.3), il y a peu d’atte´nuation a` basse et
haute fre´quences avec une augmentation de l’atte´nuation (diminution du facteur de qualite´)
autour de la fre´quence de coupure. Ce comportement est visible quel que soit le cas conside´re´.
Rappellons que, pour le cas propagatif, la fre´quence de coupure est proche de ze´ro. L’onde de
Biot est tre`s atte´nue´e a` basse fre´quence et cette atte´nuation diminue quand on augmente la
fre´quence, plus ou moins rapidement suivant le cas conside´re´.
On voit donc sur ces exemples the´oriques et ge´ne´raux que les observables classiques en
sismique (temps d’arrive´es = vitesses de propagation et amplitudes des ondes = atte´nuations)
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sont tre`s de´pendantes de la fre´quence dans le cas de la propagation en milieux poreux qui
constituent la plupart des milieux re´els. De plus, l’approximation viscoe´lastique qui vise a`
retrouver ces attributs en conside´rant uniquement un milieu e´lastique avec des me´canismes de
relaxation pour prendre en compte l’atte´nuation, ne conside`re pas de variation fre´quentielle de
l’atte´nuation. En effet, en re`gle ge´ne´ral, les facteurs de qualite´ utilise´s dans les mode´lisations
viscoe´lastiques sont choisis constants et non de´pendants de la fre´quence, alors que les exemples
de milieux poreux re´alistes (voir figures 1.3) montrent clairement une forte de´pendance de
l’atte´nuation a` la fre´quence. On justifie ainsi l’approche poroe´lastique utilise´e pour de´crire plus
pre´cise´ment les milieux re´els. Dans la suite du chapitre, on va donc voir quelles sont les the´ories
physiques qui permettent de de´crire ces milieux biphasiques par homoge´ne´isation des phases.
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Figure 1.2 – Vitesses de propagation relatives a` la vitesse a` 1 Hz des ondes P (a,b), S (c,d) et
Biot (e,f) en fonction de la fre´quence. Les graphiques (b,d,f) sont des zooms entre 1 et 5000 Hz
(500 Hz pour l’onde de Biot) afin d’observer le comportement dispersif a` basse fre´quence.
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Figure 1.3 – Facteurs de qualite´ des ondes P (a,b), S (c,d) et Biot (e,f) en fonction de la
fre´quence. Les graphiques (b,d,f) sont des zooms entre 1 et 1000 Hz afin d’observer le compor-
tement dispersif a` basse fre´quence.
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Parame`tres macroscopiques et homoge´ne´isation
Les parame`tres physiques macroscopiques utilise´s dans les e´quations de la poroe´lastody-
namique (syste`me 1.7) sont :
quatre parame`tres me´caniques : les modules lie´s a` l’e´lasticite´ du solide, le module d’in-
compressibilite´ du milieu non draine´ KU et le module de cisaillement de la matrice solide
G, le module lie´ a` l’inte´raction entre les phases fluides et solides appele´ module de Biot
C et le coefficient de re´tention fluide M .
trois termes de densite´ : la masse volumique du fluide ρf , la masse volumique moyenne du
milieu ρ et le terme complexe et fre´quentiellement de´pendant de re´sistance a` l’e´coulement
ρ˜.
La de´finition de ces parame`tres re´sulte d’un processus d’homoge´ne´isation des phases fluides
et solides pour construire un milieu e´quivalent, de´fini par ces sept parame`tres uniquement. Ce
processus d’homoge´ne´isation est re´sume´ dans un cas simple par la figure 1.4. D’un coˆte´, on
combine les grains du ou des mine´raux constitutifs pour former une matrice solide ou milieu
draine´. De l’autre coˆte´, on conside`re une phase fluide de´finie par trois parame`tres. Enfin, par
association de la phase fluide e´quivalente avec le squelette solide, on construit le milieu poreux
non draine´. C’est pour ce milieu e´quivalent, biphasique, qu’est calcule´ la propagation des ondes
me´caniques de´finie par le syste`me 1.7. La suite de ce chapitre a pour but de de´crire les diffe´rentes
techniques d’homoge´ne´isation de ces milieux complexes multiphasiques.
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Figure 1.4 – Repre´sentation sche´matique des diffe´rentes phases d’un milieu poreux. L’asso-
ciation de la matrice solide par l’interme´diaire d’un assemblage des grains mine´raux et de la
phase fluide permet de cre´er un milieu poreux non draine´. L’e´chantillon pre´sente´ est un gre`s
de l’Ordovicien extrait d’une carotte a` 1250 me`tres de profondeur et grossi 84 fois. Les pores
ont e´te´ sature´s par de la re´sine e´poxy bleue. La matrice mine´rale est forme´e de grains siliceux
blancs et de mine´raux argileux noirs (d’apre`s De Barros (2007)).
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1.2 Phase fluide (Kf , ρf et η)
Les parame`tres physiques d’une phase fluide (Kf , ρf et η) de´pendent de la nature des
fluides. Le tableau 1.2 donne des valeurs caracte´ristiques du module d’incompressibilite´ Kf , de
la viscosite´ η et de la masse volumique ρf pour les fluides classiques.
Fluide Kf (GPa) η (10
−3 Pa.s) ρf (kg/m
3)
Eau 2.27 1 1000
Eau de mer 2.6 1.04 1020
Huile 2.16 445 890
Air 1.5 10−4 0.018 1.2
Me´thane 0.022 0.015 100
Table 1.2 – Caracte´ristiques me´caniques de quelques fluides classiques.
Dans le cas de fluides polyphasiques, les diffe´rentes the´ories d’homoge´ne´isation sont de´crites
dans le chapitre 3, partie 3.3.
1.3 Phase solide = grains (Ks, Gs et ρs)
Les parame`tres relatifs a` la phase solide, que ce soient ceux des grains ou ceux du squelette,
sont pour la plupart mesurables en laboratoire (essais triaxiaux draine´s ou non pour les modules
d’incompressibilite´, essais de cisaillement pour les modules de cisaillement, essais œdome´triques
pour les parame`tres de consolidation du squelette...). Les grains qui composent la premie`re
e´chelle de la phase solide (voir figure 1.4) sont de´finis physiquement par trois parame`tres : une
masse volumique ρs, un module d’incompressibilite´ Ks et un module de cisaillement Gs. Pour
les mine´raux classiques, on donne les valeurs de ces trois parame`tres dans le tableau 1.3.
Les parame`tres me´caniques d’une roche polycristalline sont de´finis en calculant des valeurs
moyennes ponde´re´es par le pourcentage vi de chaque constituant mine´ral : c’est une premie`re
phase d’homoge´ne´isation a` l’e´chelle microscopique. On utilise une moyenne arithme´tique (loi de
Voigt) pour le calcul de la masse volumique moyenne (due a` la line´arite´ de la masse volumique
vis-a`-vis de la proportion de chaque mine´ral) et une moyenne harmonique (loi de Reuss) pour
le calcul des modules d’incompressibilite´ et de cisaillement :
ρs =
∑
i
vi ρsi ,
1
Ks
=
∑
i
vi
Ksi
,
1
Gs
=
∑
i
vi
Gsi
. (1.15)
L’encadrement tre`s large, donne´ par les bornes de Reuss et Voigt (Hill, 1952), peut eˆtre
re´duit en utilisant les bornes de Hashin & Shtrikman (1963). Par simplicite´, on utilise ici une
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moyenne harmonique : pour un granite compose´ de 30% de quartz (silice), 10% de micas (7%
de biotite et 3% de muscovite) et 60% de feldspaths, on calcule les parame`tres effectifs :
ρs = v
quartz ρquartzs + v
biotite ρbiotites + v
muscovite ρmuscovites + v
feldspaths ρfeldspathss
ρs = 0, 3 ∗ 2700 + 0, 07 ∗ 3050 + 0, 03 ∗ 2800 + 0, 6 ∗ 2620
ρs ≃ 2680 kg/m
3
1
Ks
=
vquartz
Kquartzs
+
vbiotite
Kbiotites
+
vmuscovite
Kmuscovites
+
vfeldspaths
Kfeldspathss
1
Ks
=
0, 3
37
+
0, 07
59, 7
+
0, 03
51, 6
+
0, 6
37, 5
Ks ≃ 38, 7 GPa
1
Gs
=
vquartz
Gquartzs
+
vbiotite
Gbiotites
+
vmuscovite
Gmuscovites
+
vfeldspaths
Gfeldspathss
1
Gs
=
0, 3
44
+
0, 07
42, 3
+
0, 03
31
+
0, 6
15
Gs ≃ 20, 2 GPa (1.16)
Les valeurs donne´es dans le tableau 1.3 et utilise´es pour le calcul sont celles de mine´raux sains,
non endommage´s. Dans la re´alite´, les mine´raux peuvent avoir des caracte´ristiques me´caniques
infe´rieures dues a` des phe´nome`nes de fissuration ou de microporosite´ internes aux grains.
Mine´ral ρs (kg/m
3) Ks (GPa) Gs (GPa)
Calcite (CaCO3) 2700 72.6 31.6
Silice (SiO2) 2700 37 44
Olivine ((Mg,Fe)SiO4) 3320 130 80
Feldspaths 2620 37.5 15
Plagioclases (Felspaths K) 2695 53.6 27.1
Biotite 3050 59.7 42.3
Muscovite 2800 51.6 31
Dolomite 2880 93.9 54.6
Argile (Golfe du Mexique) 2300 6.75 4.925
Anhydrite 2970 58.1 31.3
Table 1.3 – Caracte´ristiques me´caniques de certains mine´raux classiques (tire´ de Bourbie´ et al.
(1986) et Mavko et al. (2009)).
1.4 Milieu draine´ = matrice solide
L’association des grains en un squelette est la deuxie`me phase d’homoge´ne´isation (voir
figure 1.3), qui permet de passer d’un milieu de´crit a` l’e´chelle microscopique a` une matrice
me´soscopique. Le squelette solide ainsi construit correspond a` un milieu draine´ (pas de fluide)
qui a pour caracte´ristiques
 des parame`tres associe´s a` l’arrangement des grains, leur ge´ome´trie et leur e´tat de cimenta-
tion : la porosite´ φ, la perme´abilite´ intrinse`que k0 (qui est e´galement relie´e a` l’e´coulement
des fluides) et le parame`tre de cimentation des grains cs.
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 des modules me´caniques e´quivalents : le module d’incompressibilite´ du milieu draine´ KD
et le module de cisaillement du squelette GD.
1.4.1 Porosite´ (φ)
La porosite´ de´finit la proportion des vides contenus dans le squelette solide, c’est le rapport
du volume des vides Vv sur le volume total VT d’un e´chantillon, tel que
φ =
Vv
VT
. (1.17)
Il existe deux types de porosite´, connecte´e ou occluse, avec des pores relie´s entre eux ou
non. On ne´glige souvent la porosite´ occluse dans les mate´riaux naturels car elle est faible (a`
part quelques cas significatifs comme certaines roches volcaniques) et prise en compte dans
la description des grains eux-meˆmes. La porosite´ est mode´lisable pour des mate´riaux ide´alise´s
comme les empilements de sphe`res re´guliers par exemple, mais, pour les mate´riaux naturels,
elle peut prendre diverses formes et eˆtre plus difficilement mode´lisable. Les sols ont une porosite´
tre`s variable de´pendant de leur granulome´trie (forme et taille des grains : tre`s diffe´rents entre un
sable grossier et une argile, par exemple), de l’assemblage des grains et de l’e´tat de compaction
du mate´riau. De plus, les de´poˆts se´dimentaires e´tant souvent assez he´te´roge`nes, la porosite´
varie e´galement beaucoup a` l’e´chelle du massif, sur quelques dizaines de me`tres.
Pour les roches, la porosite´ est plutoˆt relie´e a` l’e´tat de fracturation (micro et macro) du
massif rocheux. De plus, pour certaines roches se´dimentaires comme les gre`s, certains calcaires
ou craies et pour les roches volcaniques de´gaze´es en surface, la porosite´ est e´galement matricielle.
Dans ces cas-la`, il faut alors conside´rer deux types de porosite´ a` des e´chelles souvent diffe´rentes,
une porosite´ de fracture affectant le massif et contraignant les e´coulements principaux et une
porosite´ matricielle a` l’e´chelle microscopique, parfois en partie occluse. Dans les cas ou` l’on
retrouve deux types de porosite´ de nature et de valeur diffe´rentes, on pourra introduire un
milieu a` double porosite´. Dans ce cas, les phases d’homoge´ne´isation sont plus complexes et
sont de´crites dans le chapitre 3.
On donne dans le tableau 1.4 quelques valeurs classiques de porosite´ et de perme´abilite´
(tire´es de Gue´guen & Palciauskas (1992), Wang et al. (1991) et Rasolofosaon (1987)). Le livre
de Mavko et al. (2009) donne e´galement un e´ventail des porosite´s mesure´es expe´rimentalement
dans plusieurs types de roches (calcaires, dolomite, divers gre`s).
Mate´riau φ k0 (m
2)
Gre`s (Be´re´a) 0.223 1, 6 10−10
Gre`s (Karr Buesky) 0.088 3, 6 10−13
Calcaire a` grains (Lavoux) 0.24 4, 4 10−11
Calcaire (Estaillades) 0.35 2, 5 10−10
Ande´site (Volvic) 0.23 4, 1 10−11
Sable (Ottawa) 0.37 2, 96 10−9
Table 1.4 – Porosite´s et perme´abilite´s de quelques mate´riaux (tire´es de Gue´guen & Palciauskas
(1992), Wang et al. (1991) et Rasolofosaon (1987)).
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1.4.2 Perme´abilite´s (k0 et k(ω))
En relation avec les parame`tres intrinse`ques a` la fraction fluide, les caracte´ristiques des
e´coulements des fluides interstitiels sont re´gies par plusieurs parame`tres. La perme´abilite´ in-
trinse`que k0 est de´finie a` partir de la loi de Darcy qui postule que la vitesse de filtration d’un
fluide ∂−→w/∂t est proportionnelle au gradient de pression ∇Pf (η e´tant la viscosite´ dynamique)
suivant l’expression :
∂−→w
∂t
= −
k0
η
∇Pf . (1.18)
Cette loi de comportement de´crivant l’e´coulement des fluides est correcte pour des e´coulements a`
basse fre´quence, c’est-a`-dire quand l’e´coulement est limite´ par les effets visqueux de cisaillement
du fluide sur le solide. Les effets inertiels prennent le pas sur ces frottements visqueux lorsque
les fre´quences d’e´coulement augmentent.
Des ordres de grandeurs de la perme´abilite´ intrinse`que k0 pour des mate´riaux courants sont
donne´s dans les tableaux 1.4 et 1.5. Les valeurs sont de l’ordre de 103 a` 10−3 mD, c’est-a`-dire
environ 10−9 a` 10−14 m2 pour les mate´riaux poreux courants (1 Darcy = 0.987 10−12 m2). Il
faut noter que l’on utilise souvent en hydraulique des sols la perme´abilite´ (ou conductivite´) hy-
draulique K exprime´e en m/s et de´finie par le rapport de la perme´abilite´ intrinse`que multiplie´e
par le poids volumique du fluide γf = ρf ∗ g (avec g = 9, 81 m/s
2) et de la viscosite´ dynamique
η tel que K = γf k0/η. On retrouve alors les ordres de grandeurs des perme´abilite´s utilise´es en
ge´otechnique, c’est-a`-dire de l’ordre de 10−2 a` 10−8 m/s comme de´crit dans le tableau 1.5.
Se´diments granulaires Graves Sables ou graves sableuses Sables fins, limons, loess
Se´diments fins Tourbes Argiles stratifie´es Argiles saines, massives
Mate´riaux consolide´s Roches tre`s fracture´es Roches tre`s poreuses Gre`s Calcaires Granites
k0 (m
2) 10−7 10−8 10−9 10−10 10−11 10−12 10−13 10−14 10−15 10−16 10−17 10−18 10−19
K (m/s) 1 10−1 10−2 10−3 10−4 10−5 10−6 10−7 10−8 10−9 10−10 10−11 10−12
Table 1.5 – Perme´abilite´s intrinse`que k0 et hydraulique K de quelques mate´riaux (tire´ de Bear
(1972))
Afin de mode´liser pre´cise´ment les inte´ractions visqueuses du fluide avec le squelette solide,
Auriault et al. (1985) et Johnson et al. (1987) ont ge´ne´ralise´ la loi de Darcy et de´fini une
perme´abilite´ dynamique k(ω), complexe et de´pendante de la fre´quence, de´crite par la loi de
dispersion suivante
k(ω) =
k0√
1− i 4nJ
ω
ωc
− i ωωc
, (1.19)
ou` nJ est un nombre sans dimension de´pendant de la ge´ome´trie des pores mais variant peu
autour de la valeur 8 pour la plupart des applications (Pride, 2005). La pulsation de coupure
ωc est une pulsation caracte´ristique de´pendante du milieu solide (via k0 et φ) et du fluide
(via ρf et η) et qui influe sur le comportement dynamique en de´terminant des re´gimes de
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propagation/diffusion pour l’onde de Biot (voir paragraphe 1.1.2). Cette pulsation de coupure
s’exprime par l’expression
ωc =
η
ρfFk0
. (1.20)
Le parame`tre F est le facteur de formation e´lectrique rendant compte de la tortuosite´ du milieu.
Il est donne´ par la loi d’Archie comme e´tant e´gal a` F = φ−m ou` m est le facteur de cimentation
lie´ a` la ge´ome´trie des pores. Ce facteur de cimentation est e´gal a` 1 pour une roche fracture´e,
1.5 pour des sables propres et 2 pour des sables argileux (Brown, 1980; Adler et al., 1992). Le
facteur de formation e´lectrique F peut e´galement s’exprimer en fonction de la tortuosite´ α∞ tel
que : F = α∞/φ. Pour un milieu sature´ en eau avec une perme´abilite´ intrinse`que de 10
−12 m2,
on obtient des fre´quences de coupure de l’ordre de 103 a` 105 Hz suivant la porosite´.
On introduit ensuite le terme complexe de re´sistance a` l’e´coulement ρ˜(ω) qui est responsable
de l’atte´nuation intrinse`que des ondes dans la the´orie de la poro-e´lasticite´ de Biot (1956) et qui
s’exprime par l’expression
ρ˜(ω) =
iη
ω k(ω)
. (1.21)
La perme´abilite´ dynamique k(ω) et le terme de re´sistance a` l’e´coulement ρ˜(ω) sont tout les
deux de´pendants de la fre´quence et les deux graphiques de la figure 1.5 illustrent le compor-
tement de la partie re´elle de ces deux parame`tres sur une large bande de fre´quence pour des
milieux poreux de´finis par les parame`tres du tableau 1.6 avec une perme´abilite´ intrinse`que k0
variant de 10−9 a` 10−15 m2, ce qui correspond a` des fre´quences de coupure fc comprises entre
64 Hz et 64.107 Hz. La perme´abilite´ dynamique varie beaucoup en fonction de la fre´quence
(variations de 109 ordres de grandeurs pour k0 = 10
−9 m2 et de 20 ordres de grandeurs pour
k0 = 10
−15 m2) a` partir de la fre´quence de coupure et atteint un palier a` haute fre´quence. Le
terme de re´sistance a` l’e´coulement a un comportement similaire, c’est-a`-dire peu de variation
en dessous et au dessus de la fre´quence de coupure et des variations fortes autour de fc. Les
variations sont moins importantes que pour la perme´abilite´ dynamique, de l’ordre de 20%.
k0 ωc fc
ρf (kg/m
3) 1000 (m2) (rad/s) (Hz)
η (Pa.s) 0.001 10−9 400 64
m 1 10−11 40000 6400
φ 0.4 10−13 40.106 64.105
10−15 40.108 64.107
Table 1.6 – Parame`tres physiques utilise´s pour calculer la perme´abilite´ hydraulique k(ω) et le
terme de re´sistance a` l’e´coulement ρ˜(ω) en fonction de la fre´quence (figure 1.5).
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Figure 1.5 – Parties re´elles des (a) perme´abilite´s dynamiques k(ω) relatives a` k(1 Hz) et
des (b) termes de re´sistance a` l’e´coulement ρ˜(ω) relatifs a` ρ˜(1 Hz) pour quatre perme´abilite´s
hydrauliques en fonction de la fre´quence.
1.4.3 Modules me´caniques (KD et GD)
L’homoge´ne´isation des grains pour construire le squelette permet de calculer deux modules
me´caniques e´quivalents qui de´finissent les caracte´ristiques me´caniques du squelette : le module
d’incompressibilite´ KD et le module de cisaillement GD (D pour “Dry“). La complexite´ de
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ces de´finitions the´oriques vient de l’he´te´roge´ne´ite´ des grains et de la microge´ome´trie de leur
association. Il existe de nombreux mode`les pour calculer les modules me´caniques du squelette
(voir les livres de Berryman (1995) et Mavko et al. (2009) ainsi que Pride & Berryman (1998) qui
donnent une base exhaustive de toutes les the´ories d’homoge´ne´isation pour des milieux solides
he´te´roge`nes). Pride (2005) se´lectionne certains de ces mode`les the´oriques, les plus adapte´s
aux donne´es hydroge´ophysiques, meˆme si aucun mode`le n’est universel. Dans cette partie, on
reprend certains de ces mode`les en faisant la distinction entre les mate´riaux non consolide´s
et consolide´s. The´oriquement, on de´finit le module d’incompressibilite´ draine´ KD comme la
variation de volume en fonction de la pression sous la condition que la pression fluide interne
ne change pas, ce module est donc inde´pendant du contenu en fluide. Cela s’exprime de la fac¸on
suivante par
KD = −
(
δPc
δV/V0
)
δPf=0
. (1.22)
Le changement de volume est de´crit par δV et le volume initial par V0, on a donc : δ∇.
−→u =
δV/V0 (∇.
−→u correspond a` la dilatation du volume total). Ce module est mesure´ classiquement
en laboratoire par un essai triaxial draine´. Cependant, les essais de laboratoire ne sont pas
toujours disponibles et surtout proviennent d’un e´chantillonnage du milieu tre`s ponctuel qui
n’est pas force´ment repre´sentatif des parame`tres globaux. Le moduleKD est alors calcule´ par un
milieu effectif a` partir des caracte´ristiques et de l’agencement des grains. Meˆme si les the´ories
d’homoge´ne´isation sont de´pendantes de chaque cas, on distingue deux classes principales de
comportement : les sols non consolide´s et les roches consolide´es.
1.4.3.1 Mate´riaux non consolide´s
Dans le cas des mate´riaux non consolide´s (les sols, de manie`re ge´ne´rale, les sables, les
argiles...), les contacts entre grains, c’est-a`-dire les contraintes et de´formations a` l’e´chelle mi-
croscopique, sont les facteurs controˆlant les de´formations globales du milieu. Malgre´ la diversite´
de taille et de formes de grains, ces types de mate´riaux sont le plus souvent de´crits comme des
empilements de sphe`res.
Pour les mate´riaux re´els, non ide´alise´s, les grains sont de tailles variables mais on ne peut
e´tablir de relation entre la porosite´ et les modules me´caniques de la matrice. Un remplissage
de grains tre`s fins (par exemple, des particules d’argiles de 10 µm de diame`tre) au sein d’une
couche de sable (constitue´e de grains de 0, 5 mm de diame`tre) va tre`s fortement diminuer la
porosite´ du milieu mais va avoir un effet ne´gligeable sur les modules me´caniques. En effet,
plus la surface de contact entre grains est grande, plus le mate´riau devient rigide (les modules
augmentent). C’est ce concept the´orique qui re´git l’estimation des modules me´caniques dans
un mate´riau non consolide´. Ainsi, quand la contrainte effective Pe (qui est e´gale a` la pression
de confinement Pc minore´e par la pression interstitielle du fluide Pf : Pe = Pc−Pf ) augmente,
la surface de contact intergranulaire augmente, et les modules e´galement. Ce concept the´orique
est ve´rifie´ sur les sables naturels. Par exemple, Hardin & Richart (1963) ou Domenico (1977))
montrent que KD et GD augmentent quand Pe augmente. Walton (1987) a propose´ un mode`le
simple pour un empilement ale´atoire de sphe`res de tailles identiques. Il de´finit les quantite´s KD
et GD de la fac¸on suivante
KD =
1
6
[
3 (1− φ0)
2 n2 Pe
π4 C2s
]1/3
et GD = R KD , (1.23)
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ou` φ0 est la porosite´ a` contrainte effective nulle, n est le nombre moyen de contacts intergra-
nulaires et Cs est un parame`tre de conformite´ relie´ aux modules des mine´raux tel que
Cs =
1
4 π
(
1
Gs
+
1
Ks +Gs/3
)
. (1.24)
Le coefficient de proportionalite´ R entre le module de cisaillement et le module d’incompressi-
bilite´ est compris dans la fourchette suivante
3
5
≤ R ≤
18
5
(
Ks +Gs
3 Ks + 2 Gs
)
. (1.25)
La limite basse correspond au cas ou` la force de cisaillement entre grains est ne´gligeable, due
a` des grains comple`tement lisses (dans ce cas la`, la force de cisaillement est reprise par un
glissement tangentiel des deux grains en contact). La limite haute correspond au cas inverse ou`
les grains tre`s rugueux empeˆchent tout de´placement : la force de cisaillement est entie`rement
transmise au contact intergranulaire. Pride (2005) indique que la valeur R = 3/5 est la plus
approprie´e pour les donne´es re´elles. De plus, les e´quations pre´ce´dentes sont valables en faisant
l’hypothe`se que le nombre de contact entre grains n est constant quelle que que soit la contrainte
effective et identique a` n a` Pe = 0. Pour contrebalancer cette hypothe`se re´ductrice et en tenant
compte de la variabilite´ du nombre de contacts avec l’e´tat de compaction du milieu, Pride
(2005) a reformule´ l’e´quation de Walton (1987) (e´quation 1.23) tel que
KD =
1
6
[
4 (1− φ0)
2 n20 P0
π4 C2s
]1/3
(Pe/P0)
1/2
(1 + (16 Pe/(9 P0))4)1/24
. (1.26)
La quantite´ P0 est la pression empirique au dela` de laquelle n = n0 (n0 e´tant le nombre
maximum de contacts) et aucun nouveau contact entre grains n’est cre´e´ par la compaction. La
valeur de 10 MPa pour P0 correspondant a` une profondeur de 1 km environ, et les exposants
4 et 1/24 ont e´te´ de´termine´ comme les plus cohe´rents avec les donne´es re´elles par Pride (2005).
La principale hypothe`se de la the´orie pre´sente´e pre´ce´demment et issue des travaux de Wal-
ton (1987), est que les de´formations normale et tangentielle d’un ensemble de deux grains ont
lieu simultane´ment. Ce n’est pas le cas pour le mode`le de Hertz-Mindlin (Mindlin, 1949) ou` les
forces de pression et de cisaillement sont de´couple´es. Cependant, dans l’approximation de la
propagation des ondes me´caniques, les forces de pression sont dues a` la pression de confinement
et sont tre`s largement supe´rieures aux forces de cisaillement dues au fait que les de´formations
associe´es aux ondes sont tre`s faibles (hypothe`ses des petits de´placements). La the´orie de Jenkins
et al. (2005) pre´dit que le mouvement d’une particule peut de´vier du champ de de´formation
moyen homoge`ne de´fini dans le milieu effectif homoge`ne. Brandt (1955) propose une homoge´ne´i-
sation de KD et GD pour un empilement de sphe`res de caracte´ristiques me´caniques identiques
mais de tailles variables. D’autres auteurs (Dvorkin & Nur, 1996) prennent en compte les diffe´-
rences de cimentation dans les sables ; le ciment modifiant les modules me´caniques et la porosite´
suivant ses caracte´ristiques.
On a donc des me´thodes d’homoge´ne´isation varie´es, plus ou moins simplificatrices, et surtout
de´pendantes fortement du milieu e´tudie´. Par souci de simplicite´, la the´orie de Walton (1987)
ge´ne´ralise´e par Pride (2005) sera celle utilise´e dans les simulations nume´riques.
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1.4.3.2 Mate´riaux consolide´s
Dans les milieux consolide´s, les grains de mine´raux varie´s (voir partie 1.3) sont cimente´s
entre eux. L’analyse faite pre´ce´demment qui conside`re les contacts entre grains pour les mate´-
riaux non consolide´s n’a plus lieu d’eˆtre, le squelette se comportant comme un solide unique
avec des vides. La difficulte´ pour de´terminer des caracte´ristiques me´caniques effectives vient
alors de l’agencement des grains qui peuvent eˆtre de nature varie´e (premie`re homoge´ne´isation)
et du ciment qui les relie. Le module d’incompressibilite´ du milieu sec (ou draine´) s’exprime
d’une manie`re exacte, sans incidence de la ge´ome´trie ou de la concentration des pores, de la
fac¸on suivante (en fonction du module d’incompressibilite´ moyen des mine´raux Ks (voir partie
1.3), du volume des grains Vs, du volume des pores Vv, de la pression de confinement Pc et de
la pression interstitielle dans les pores Pf ) :
1
KD
=
1
Ks
+
1
Vs
∂Vv
∂Pc
∣∣∣∣
Pf
. (1.27)
En tenant compte de la ge´ome´trie et de la concentration des pores via la porosite´, on obtient
l’e´quation suivante,
1
KD
=
1
1− φ
(
1
Ks
+
∂φ
∂Pc
)
. (1.28)
Ces e´quations sont exactes en faisant les hypothe`ses suivantes :
 le milieu est suppose´ isotrope, line´aire, poreux et e´lastique,
 la tempe´rature est suppose´e constante, seule la pression varie,
 les effets ane´lastiques, telle que la friction et la viscosite´ sont ne´glige´s,
 on conside`re toujours le contexte de l’e´lasticite´ line´aire avec des de´placements faibles et
des contraintes et de´formations croissantes.
A partir de ces e´quations, de nombreuses lois effectives ont e´te´ de´veloppe´es ; le livre de
Mavko et al. (2009) en re´sume certaines. Par exemple, en se basant sur des cavite´s de forme
sphe´riques ou ellipso¨ıdales, (Berryman, 1980a,b; Korringa et al., 1979), on peut calculer des
modules effectifs en fonction des modules me´caniques des grains (Ks et Gs), de la porosite´
φ et d’un parame`tre de´crivant la forme des cavite´s. Les fonctions reliant ces parame`tres sont
non line´aires et il existe en ge´ne´ral un couplage entre les expressions de KD et GD. Pride
(2005) propose d’utiliser les formules empiriques suivantes qui sont cohe´rentes avec les donne´es
mesure´es sur des gre`s (Castagna et al., 1993)
KD = Ks
1− φ
1 + cs φ
,
GD = Gs
1− φ
1 + 32 cs φ
. (1.29)
Le parame`tre cs appele´ “parame`tre de consolidation” caracte´rise le degre´ de consolidation du
squelette qui de´pend de la forme des pores et du rapport Gs/Ks. Ces relations simplifie´es sont
utilisables pour les mate´riaux consolide´s (gre`s, par exemple) avec un parame`tre de consolidation
cs compris entre 2 (tre`s consolide´) et 20 (peu consolide´).
Ce sont ces relations qui sont utilise´s dans les simulations nume´riques pre´sente´es dans le
chapitre 2.
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1.5 Milieu poreux = milieu draine´ + phase fluide
La description du milieu global biphasique se fait par l’association de la matrice solide
(milieu draine´) et de la phase fluide e´quivalente (voir figure 1.4). Les caracte´ristiques physiques
(inertielles et me´caniques) de´pendent donc de l’agencement des deux phases e´quivalentes et
de leurs inte´ractions. Diffe´rentes the´ories, prenant plus ou moins en compte la complexite´ et
l’he´te´roge´ne´ite´ des phases, permettent de faire cette homoge´ne´isation. Berryman & Pride (1998)
de´montrent que les mesures de contraintes, pressions de pores ou changements de volumes,
obtenues en laboratoires par des essais triaxiaux ou œdome´triques sont corre´le´es aux the´ories
d’homoge´ne´isation.
1.5.1 Termes inertiels (ρf , ρ et ρ˜(ω))
La masse volumique du milieu poreux est simplement de´finie comme la moyenne arith-
me´tique des masse volumiques fluide et solide ponde´re´es par leurs volumes respectifs (via la
porosite´) tel que
ρ = (1− φ) ρs + φ ρf . (1.30)
Cette masse volumique du milieu poreux est le premier des trois termes inertiels entrant en
jeu dans les e´quations de la poroe´lastodynamique (syste`me 1.7). Les deux autres sont la masse
volumique du fluide ρf et le terme de re´sistance a` l’e´coulement ρ˜(ω) (de´fini par l’e´quation 1.21).
On a vu dans le paragraphe 1.1.2 que ρ˜(ω) avait une forte de´pendance fre´quentielle. La figure
1.6 montre les variations des parame`tres de densite´ en fonction de la porosite´ (a` la fre´quence de
200 Hz) et donc de la structure du squelette. La masse volumique ρf est logiquement constante,
car inde´pendant de la ge´ome´trie de la matrice solide (voir partie 1.2). La masse volumique ρ est
line´aire vis-a`-vis de la porosite´ et e´gal a la masse volumique du solide pour φ = 0 et a` la masse
volumique du fluide pour φ = 1 (e´quation 1.30). Si le milieu poreux conside´re´ est consolide´,
tous les parame`tres de densite´ diminuent quand la porosite´ augmente, ce qui correspond a` une
augmentation du volume du fluide.
Le terme de densite´ ρ˜(ω) a un comportement singulier quand la porosite´ tend vers 0 (voir
e´quation 1.21). Cependant, le vecteur de de´placement relatif fluide/solide (−→w = φ (−→uf −
−→us),
e´quations 1.7) tend vers 0 dans ce cas-la` et donc les termes C ∇.−→u , M ∇.−→w et ρ˜(ω) −→w
des e´quations diffe´rentielles s’annulent. Ainsi, il n’y a pas de contributions singulie`res. Il faut
noter que, pour ce cas particulier ou` φ = 0, on retrouve la partie inertielle des e´quations de
l’e´lastodynamique (syste`me 1.5) en posant ρ˜(ω) = 0. D’autre part, quand la porosite´ tend vers
la valeur 1, le milieu devient un fluide pur et donc le terme ρ˜(ω), qui de´crit les inte´ractions
entre fluide et solide, atteint un minimum car il n’y a quasiment plus d’inte´ractions visqueuses
entre les deux phases.
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Figure 1.6 – Variations des parame`tres inertiels (ρf , ρ et ρ˜(ω)) en fonction de la porosite´ φ.
La figure du bas est un zoom a` basse densite´ de la figure du haut. La masse volumique fluide ρf
est trace´e en pointille´s rouges, la masse volumique moyenne ρ est trace´e en trait bleu continu
et le terme de re´sistance a` l’e´coulement ρ˜(ω) en tirete´s verts. Ces termes sont calcule´s a` partir
des e´quations 1.30 pour ρ et 1.21 pour ρ˜(ω) et des parame`tres de´finis dans le tableau 1.1.
1.5.2 Modules me´caniques du milieu poreux (KU , G, C et M)
Les modules me´caniques entrant en jeu dans les e´quations de la poroe´lastodynamique (sys-
te`me 1.7) sont issus de l’homoge´ne´isation de la phase fluide avec la phase solide. Ils sont au
nombre de quatre : trois modules d’incompressibilite´ KU , C et M et un module de cisaille-
ment G. Ces termes sont complexes et fre´quentiellement de´pendants mais on peut obtenir une
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approximation re´elle constante en faisant l’hypothe`se basse fre´quence.
Le module G est inde´pendant du fluide qui ne reprend pas les cisaillements et est donc e´gal
au module de cisaillement GD du squelette (equations 1.23 ou 1.29). Ce module est mesurable
en laboratoire par un essai de cisaillement. De fac¸on similaire a` la de´finition expe´rimentale du
module draine´ KD (voir e´quation 1.22), on peut mesurer KU par un essai triaxial non draine´,
c’est-a`-dire en mesurant la de´formation sans mouvement de fluides, suivant l’expression
KU = −
(
δPc
δV/V0
)
∇.−→w=0
. (1.31)
On peut e´galement de´duire de ce type d’essai le coefficient de Skempton B (Skempton,
1954) qui repre´sente la part de la pression de confinement Pc qui se transfe`re sur la pression
interstitielle Pf pour un e´chantillon non draine´ soumis a` des contraintes isotropes :
B = −
(
δPf
δPc
)
∇.−→w=0
. (1.32)
Ce coefficient vaut 1 pour un liquide incompressible et vaut 0 pour un fluide infiniment com-
pressible. On en de´duit alors les deux modules des e´quations de la poroe´lastodynamique, le
module de Biot C et le coefficient de re´tention fluide M suivant les expressions
C = B KU ,
M =
B KU
α
, (1.33)
avec la constante α de´finie par Biot & Willis (1957) par l’expression
α =
1−KD/KU
B
. (1.34)
1.5.3 Relations de Gassmann (1951)
Pour relier les de´finitions macroscopiques des parame`tres KU , C et M (e´quations 1.31 et
1.33) aux parame`tres microscopiques issus de la de´finition de la phase fluide et du squelette
solide draine´, Gassmann (1951) a formule´ des relations prenant en compte l’effet du fluide sur
les parame`tres de la matrice solide. Les relations de Gassmann (1951) sont formule´es en faisant
l’hypothe`se que la matrice solide est isotrope et uniforme. Berryman (1999) rappelle l’origine
physique de ces e´quations. Ces relations constituent une approximation basse fre´quence c’est-a`-
dire que les modules KU et B sont inde´pendants de la fre´quence et s’expriment de fac¸on exacte
en fonction des parame`tres du squelette et du fluide (KD, φ, Ks et Kf ) de la fac¸on suivante
B =
1/KD − 1/Ks
1/KD − 1/Ks + φ (1/Kf − 1/Ks)
,
KU =
KD
1−B (1−KD/Ks)
. (1.35)
On en de´duit la constante de Biot-Willis α = 1 − KD/Ks qui est donc inde´pendante du
fluide, les caracte´ristiques du fluide e´tant uniquement contenues dans le terme d’incompressi-
bilite´ fluide Kf , d’ou` le nom de “fluid substitution equations” parfois utilise´ pour les relations
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de Gassmann. En effet, ces e´quations de´finissent directement le changement dans les modules
globaux du milieu biphasique quand un fluide est substitue´ par un autre dans un milieu bipha-
sique. On en de´duit ensuite les relations de Biot-Gassmann (Gassmann, 1951; Biot & Willis,
1957) en formulant les modules C et M de fac¸on similaire :
KU =
φ KD + (1− (1 + φ) KD/Ks) Kf
φ (1 + ∆)
,
C =
(1−KD/Ks) Kf
φ (1 + ∆)
,
M =
Kf
φ (1 + ∆)
,
α = 1−
KD
Ks
, (1.36)
avec
∆ =
1− φ
φ
Kf
Ks
(
1−
KD
(1− φ) Ks
)
. (1.37)
On a de´fini ainsi les quatre modules me´caniques entrant en jeu dans les e´quations de la
poroe´lastodynamique (syste`me 1.7) qui sont inde´pendants de la fre´quence si on fait l’approxi-
mation basse fre´quence de Biot-Gassmann. Ces parame`tres me´caniques sont cependant tous
de´pendants de la porosite´ φ et donc de l’agencement des grains. La figure 1.7 de´crit les va-
riations de ces parame`tres en fonction de la porosite´ et donc de la teneur en fluide du milieu
poreux. Comme le milieu est consolide´ et non draine´, tous les parame`tres me´caniques diminuent
quand la porosite´ augmente. Les limites sont celle d’un solide sans cavite´ pour φ = 0 et d’un
fluide pur pour φ = 1. Le parame`tre M est singulier quand φ tend vers 0 mais comme pour
le terme inertiel ρ˜(ω) qui est e´galement associe´ aux inte´ractions fluide/solide, on re´sout ces
singularite´s en posant M = ρ˜(ω) = 0 pour φ = 0, ce qui permet de retrouver les e´quations de
l’e´lastodynamique (syste`me 1.5).
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Figure 1.7 – Variations des parame`tres me´caniques (KU , G, C etM) en fonction de la porosite´
φ. Le module d’incompressibilite´ non draine´ KU est trace´ en trait continu rouge, le module de
cisaillement du milieu poreux G en pointille´s bleus, le module de Biot C en tirete´s verts et
le coefficient de re´tention fluide M en pointille´s-tirete´s noirs. Les modules d’incompressibilite´s
KU , C et M sont calcule´s a` partir des e´quations de Biot-Gassmann (e´quations 1.36) et G a`
partir de l’e´quation 1.29 graˆce aux parame`tres du tableau 1.1.
1.5.4 Autres the´ories d’homoge´ne´isation en approximation basse fre´quence
Les relations de Biot-Gassmann pre´sente´es dans la partie pre´ce´dente sont utilise´es commu-
ne´ment pour l’analyse de la propagation des ondes en milieu poreux si on fait l’hypothe`se que
celui-ci est homoge`ne et isotrope. Ces hypothe`ses peuvent paraˆıtre trop simplificatrices au vu
de la complexite´ et l’he´te´roge´ne´ite´ inhe´rentes aux mate´riaux re´els. Cependant, les essais de
laboratoire de Rasolofosaon & Zinszner (2002, 2007) ont montre´ de bonnes concordances entre
les valeurs de KU et G pre´dites par la relations de Gassmann et celles mesure´es par des essais
triaxiaux. De nombreuses autres the´ories prenant plus ou moins en compte la complexite´ des
homoge´ne´isations ont e´te´ formule´es (voir Mavko et al. (2009) pour un panorama exhaustif).
Brown & Korringa (1975) ont ge´ne´ralise´ les e´quations de Gassmann pour le cas ou` la phase so-
lide est he´te´roge`ne en calculant deux modules comple´mentaires KS et KφS qui de´crivent l’effet
sur les volume total VT et des pores Vv d’un incre´ment e´gal sur la pression de confinement Pc
et la pression de pore Pf . Ces modules s’expriment suivant les expressions
1
KS
= −
1
VT
(
∂VT
∂Pc
)∣∣∣∣
Pc−Pf=constante
,
1
KφS
= −
1
Vv
(
∂Vv
∂Pc
)∣∣∣∣
Pc−Pf=constante
. (1.38)
Les modules ge´ne´ralise´s s’expriment alors par
G = GD ,
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KU
KS −KU
=
KD
KS −KD
+
KφS
KS
Kf
φ (KφS −Kf )
. (1.39)
Ces relations, comme celles de Gassmann, ne sont valables que dans le re´gime basse fre´-
quence pour un milieu isotrope et sature´. Gassmann (1951) a e´galement de´veloppe´ les e´quations
pour des milieux anisotropes en de´finissant les parame`tres du tenseur anisotrope, tenseur qui
relie contraintes et de´formations pour les milieux poreux anisotropes. De meˆme, Brown & Kor-
ringa (1975) ont formule´ les e´quations ge´ne´ralise´es pour les milieux he´te´roge`nes anisotropes. Une
autre hypothe`se concernant l’utilisation des relations de Gassmann est que le fluide saturant a
un module de cisaillement nul. Ciz & Shapiro (2007) ont ge´ne´ralise´ les e´quations de Gassmann
pour un solide remplissant les pores. Pour un milieu isotrope, les modules d’incompressibilite´
et de cisaillement e´quivalents s’expriment par les relations
1
KU
=
1
KD
−
(1/KD − 1/Ks)
2
φ (1/Kspore − 1/Ks) + (1/KD − 1/Ks)
,
1
G
=
1
GD
−
(1/GD − 1/Gs)
2
φ (1/Gspore − 1/Gs) + (1/GD − 1/Gs)
. (1.40)
Les modules Kspore et Gspore sont ceux du solide contenu dans les pores : on retrouve les
e´quations de Gassmann classiques si on pose Gspore = 0.
Ainsi, comme pour l’homoge´ne´isation des grains en une matrice solide (paragraphe 1.4.3),
l’homoge´ne´isation de la phase fluide avec la matrice draine´e peut eˆtre de´crite par des lois
analytiques simples qui peuvent eˆtre complexifie´es suivant l’he´te´roge´ne´ite´ du milieu conside´re´.
Pour les simulations nume´riques du chapitre suivant, on utilisera les relations classiques de
Biot-Gassmann (Gassmann, 1951; Biot & Willis, 1957).
Conclusion partielle
La the´orie de Biot (1956), associe´e aux relations de Gassmann (1951) qui relient les para-
me`tres du squelette solide et ceux du fluide interstitiel, de´crit la propagation des ondes sismiques
dans les milieux biphasiques : cela constitue la base des e´quations de la poroe´lastodynamique.
Les variations sont ensuite uniquement dues aux complexite´s de description de chaque phase :
plusieurs phases fluides de compressibilite´ diffe´rentes, grains solides he´te´roge`nes et anisotropes,
squelettes he´te´roge`nes (multiporosite´) et anisotropes, milieux non sature´s... Dans ce chapitre,
on s’est limite´ aux the´ories d’homoge´ne´isation simples, ce qui conduit a` conside´rer un seul terme
de´pendant de la fre´quence : le terme inertiel ρ˜(ω). Les autres termes, notamment les modules
me´caniques KU , C et M sont suppose´s inde´pendants de la fre´quence. De nombreuses autres
the´ories d’homoge´ne´isation sont possibles, tout en se ramenant a` un milieu effectif utilisant les
lois de Biot-Gassmann pour la propagation des ondes, mais en calculant des modules me´ca-
niques fre´quentiellement de´pendants afin de conside´rer des milieux consolide´s ou non, sature´s
ou non, avec une matrice ayant deux types de porosite´ diffe´rentes...
Toutes ces the´ories prennent en compte des parame`tres et donc des attributs sismiques
(vitesses et atte´nuations) fortement de´pendants de la fre´quence. On a montre´ dans ce chapitre
que l’onde de Biot spe´cifique aux milieux poreux a un comportement tre`s dispersif et un re´gime
(diffusif ou propagatif) variable suivant la fre´quence. D’autre part, les approximations e´lastiques
ou viscoe´lastiques ge´ne´ralement utilise´es pour la propagation des ondes sismiques sont trop
46
1.5 Milieu poreux = milieu draine´ + phase fluide
re´ductrices car on ne peut alors pas conside´rer tous ces phe´nome`nes de´pendants de la fre´quence
et notamment les atte´nuations des ondes relie´es aux facteurs de qualite´ qui sont tre`s variables
suivant la fre´quence. Il est donc raisonnable d’essayer d’aborder la re´solution des e´quations de
la poroe´lastodynamique dans le domaine des fre´quences, comme nous allons le faire dans le
chapitre suivant.
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MODE´LISATION NUME´RIQUE DE LA PROPAGATION
Introduction
Dans le chapitre pre´ce´dent, les descriptions physiques des milieux biphasiques ont e´te´ abor-
de´es, l’homoge´ne´isation des phases fluides et solides conduisant a` un milieu effectif sur lequel
les e´quations dynamiques sont applique´es (Biot, 1956; Gassmann, 1951). Pour re´soudre ces
e´quations de propagation d’onde dans des milieux complexes, plusieurs me´thodes nume´riques
existent : la me´thode nume´rique utilise´e et de´crite dans l’article publie´ dans la revue Geophysics
(Dupuy et al., 2011), les me´thodes de re´flectivite´ (De Barros & Dietrich, 2008) permettant de
calculer les champs poroe´lastiques de fac¸on analytique dans chaque couche et de propager les
champs aux interfaces par le calcul des coefficients de re´flexion/transmission. Cette me´thode,
efficace nume´riquement, est ne´anmoins limite´e aux milieux stratifie´s plans.
La me´thode d’e´le´ments finis discontinus de´crite dans ce chapitre permet de conside´rer des
milieux complexes et structurellement he´te´roge`nes graˆce a` un discre´tisation du milieu par des
e´le´ments triangulaires. L’article pre´sente´ dans la premie`re partie du chapitre de´crit la me´thode
nume´rique pour un degre´ d’interpolation P0 et donne quelques exemples de validation du code.
Le de´veloppement pour les ordres d’interpolations plus grand (P1 et P2) est pre´sente´ en annexe
A. La validation du code a e´te´ re´alise´e avec un code base´ sur une me´thode de re´flectivite´ qui
est lui meˆme valide´ avec un code diffe´rences finies en temps dans l’annexe B. La validation de
la prise en compte de la surface libre est ensuite pre´sente´e dans la dernie`re partie du chapitre
ainsi que quelques exemples de sensibilite´ des ondes de surface suivant le milieu poroe´lastique
conside´re´.
2.1 Propagation d’ondes sismiques dans les milieux poreux he´-
te´roge`nes formule´e dans le domaine fre´quence-espace avec
une me´thode Galerkin Discontinue
Wave propagation in heterogeneous porous media formulated in the
frequency-space domain using a discontinuous Galerkin method
B. Dupuy, L. De Barros, S. Garambois and J. Virieux
Geophysics, 2011, VOL. 76, NO. 4 (JULY-AUGUST 2011) ; P. N13–N28175
2.1.1 Abstract
Biphasic media with a dynamic interaction between fluid and solid phases must be taken
into account to accurately describe seismic wave amplitudes in subsurface and reservoir geophy-
sical applications. Then, the modelling of the wave propagation in heteregeneous porous media,
which includes the frequency-dependent phenomena of the fluid-solid interaction, is considered
for 2D geometries. From the Biot-Gassmann theory, we have deduced the discrete linear sys-
tem in the frequency domain for a discontinuous finite-element method, known as the nodal
discontinuous Galerkin method. Solving this system in the frequency domain allows accurate
modelling of the Biot wave in the diffusive/propagative regimes, enhancing the importance of
frequency effects. Because we had to consider finite numerical models, we implemented per-
fectly matched layer techniques. We found that waves are efficiently absorbed at the model
boundaries and that the discretisation of the medium should follow the same rules as in the
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elastodynamic case, that is, 10 grids per minimum wavelength for a P0 interpolation order. The
grid spreading of the sources, which could be stresses or forces applied on either the solid phase
or the fluid phase, did not show any additional difficulties compared to the elastic problem.
For a flat interface separating two media, we compared the numerical solution and a semi-
analytic solution obtained by a reflectivity method in the three regimes where the Biot wave
is propagative, diffusive/propagative, and diffusive. In all cases, fluid-solid interactions were
reconstructed accurately, proving that attenuation and dispersion of the waves were correctly
accounted for. In addition to this validation in layered media, we have explored the capacities
of modeling complex wave propagation in a laterally heterogeneous porous medium related to
steam injection in a sand reservoir and the seismic response associated to a fluid substitution.
Keywords
Confined flow, finite element analysis, flow through porous media, frequency-domain analysis,
Galerkin method, geophysical fluid dynamics, hydrocarbon reservoirs, sand, seismic waves,
seismology
2.1.2 Introduction
For many geophysical applications such as those related to reservoir issues (oil, gas, or CO2
storage) or geotechnical problems (slope stability, water resources), it is essential to consider a
biphasic material marked by a dynamic interaction between fluid and solid phases to describe
seismic wave amplitudes accurately. Since the pioneer works of Biot (1956) and Gassmann
(1951) on poroelastodynamics, analytic and numerical methods have been developed for the
simulation of wave propagation in biphasic porous media.
For simple cases, analytic solutions are available, such as those proposed by Burridge &
Vargas (1979), who identify clearly the three waves predicted by the work of Biot, or those of
Boutin et al. (1987) who compute analytic Green’s functions in a stratified saturated porous
medium. Plona (1980), who is the first to observe the Biot slow wave, carries out an expe-
rimental validation. Reflectivity methods solve these equations in simple 3D stratified media
(Stern et al., 2003; De Barros & Dietrich, 2008), and permit the study of their electrokinetic
coupling (Haartsen & Pride, 1997; Garambois & Dietrich, 2002) and the necessity to take into
account the Biot slow wave for seismo-electromagnetic characterization (Pride & Garambois,
2002, 2005).
Considering lateral heterogeneities requires numerical methods based on volumetric discre-
tisation for solving equations of poroelastodynamics. The most popular of these techniques are
the finite-difference methods (FDM) as used, for example, by Dai et al. (1995), who observe the
”slow” P-wave influence on attenuation in synthetic and real data. More recently, Wenzlau &
Muller (2009) use the velocity-stress finite-difference method to study fluid-diffusion processes
in planar cracks, illustrating that FDM is limited to rather simple geometries. Using the ac-
curate spectral-element method (SEM), Morency & Tromp (2008) investigate the validity of
Biot theory in media with porosity gradients, and Morency et al. (2009) perform the analy-
sis of finite-frequency kernels needed for the reconstruction of medium parameters. Similarly,
the discontinuous Galerkin method (DGM) in the time domain (de la Puente et al., 2008)
is successfully used to compute wave propagation in saturated anisotropic porous media with
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complex discontinuity geometries. In their review, Carcione et al. (2010) sum up the approaches
previously described.
Most of these numerical approaches in the time domain assume some simplifications in
the interaction between solid and fluid phases, called low-frequency approximation in our pre-
sentation of the Biot theory. Masson & Pride (2010) show that considering the effects of all
frequencies and not only low-frequency approximation is essential for a correct estimation of the
Biot wave amplitude. Therefore, if we are interested in computing the entire wave signal taking
into account the Biot wave and the P- and S-waves, we should take into account the dispersive
effects related to the frequency dependence of poroelastic parameters. Moreover, for superficial
saturated media where fluid/solid interactions prevail, the low-frequency approximation is no
more a valid approximation whatever is the regime of the Biot wave. Consequently, solving po-
roelastodynamics in the frequency domain will improve our description of the physical behavior
between solid and fluid phases.
From the numerical point of view, these numerical methods in the time domain share
the difficult issue of having to use very small time steps when considering a viscous fluid.
Carcione (1996) show how to turn around this difficulty by using a partition method (Carcione
& Goode, 1995), although it requires local eigenvalue decomposition : the partial differential
system to be solved is decomposed into two sets, one stiff and the other non-stiff. The first
one is solved implicitly and, the other one is solved explicitly using Runge-Kutta integration
with the Courant-Friedrichs-Levy (CFL) condition related to wave propagation characteristics
in solid media. Masson & Pride (2010) underline that the CFL stability condition is strongly
related to the values of the fluid viscosity. They show that, for typical values of saturated media,
the limitation is not so drastic when adequate convolution is performed to consider frequency
effects.
The formulation of the diffusion/propagation problem in the frequency domain will avoid
the difficult issue of small time-integration steps at the expense of solving a sparse linear system.
This approach is proposed by many authors for problems of visco-elastodynamics (Stekl & Pratt,
1998; Hustedt et al., 2004; Plessix, 2007; Brossier et al., 2008b). The approach is efficient when
considering full-waveform inversion if we can use a direct-solver approach : we can efficiently
solve the forward problem for many sources, a linear system with multiple right-hand-sides
(Pratt et al., 1998; Plessix, 2006; Brossier et al., 2009b), thanks to the LU decomposition
performed once for the medium (this step is sometimes called the factorization step). The
solving step, which comprises an efficient downward and upward substitution to get the solution,
is performed for each source.
Here, we investigate the feasibility of 2D wave-propagation modeling for porous media in
the frequency domain while including a complete dispersion and diffusion description, thanks
to the frequency formulation. We will consider a discontinuous Galerkin method (DGM), which
is shown to be quite efficient for 2D geometries with complex interface geometries (Brossier
et al., 2008b).
First, we present the description of a biphasic porous medium as well as the Biot theory of
poroelastodynamics. Then, we outline the numerical steps of the DGM constructing the linear
system, which can be solved by a direct solver for 2D geometries. We compare in some simple
examples the numerical DGM results with analytic solutions and semi-analytic results based
on boundary integral equations. Finally, we illustrate wave propagation in a laterally variable
medium before outlining perspectives and conclusions.
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2.1.3 Poroelastic governing equations
The introduction of poroelastodynamics is related to strong amplitude variations one can
observe in practice, especially for shallow seismic experiments. In this work, we focus our inves-
tigation only on porous elastodynamics, for simplicity. Extension for including attenuation and
viscous mechanisms, which also control the amplitude variations, are then straightforward when
considering frequency formulation, an advantage we should keep in mind, leading to viscopo-
roelastodynamics to be considered for real applications. Moreover, the frequency formulation
can easily be adapted to take into account more complex physical phenomena such as partial
saturation (White, 1975; Dutta & Ode´, 1979) or double porosity (Pride & Berryman, 2003a).
2.1.3.1 Porous media homogenisation
The description of porous media requires a homogenization approach of both fluid and solid
phases to deduce an equivalent medium (Burridge & Vargas, 1979). The porosity φ = VV /VT ,
which is the ratio between void and total volumes, defines the respective proportions of fluid
and solid phases. The fluid and associated flows through the solid matrix are described by
an uncompressibility modulus Kf , a density ρf , and a viscosity η. A nonviscous fluid has a
viscosity η equal to zero. The viscosity can be formulated with the intrinsic permeability k0
introduced in Darcy’s law. Auriault et al. (1985) and Johnson et al. (1987) generalize this law
with a dynamic permeability k(ω) depending on the pulsation ω (assuming a time dependency
in e−ıωt ; the imaginary number ı is such that ı2 = −1). This permeability, which is a complex
number, has significant frequency dependence as defined through the dispersive relation
k(ω) =
k0√
1− ıP ωωc − ı
ω
ωc
. (2.1)
The nondimensional number P is taken by default equal to 0.5 but does not have much influence
in seismic frequency bands (Pride, 2005). The cut-off pulsation ωc allows separating the low-
frequency domain, where viscous effects are dominant, from the high-frequency one, where
inertial effects prevail. Using Archie’s law, the pulsation ωc is defined as
ωc =
η
ρfk0φ−m
, (2.2)
where the cementation exponentm is related to the electrical cementation factor and to the pore
tortuosities (Brown, 1980). Then we can introduce the flow resistance density term ρ˜, which
describes the dynamic loss of energy due to the fluid flow with explicit frequency dependence.
The term is responsible for the intrinsic scattering of waves in the Biot poroelasticity theory
(Biot, 1956), and it is expressed in the frequency domain as
ρ˜ =
ıη
ω k(ω)
. (2.3)
The solid skeleton is entirely described by the association of grains (defined by an uncom-
pressibility modulus Ks, a shear solid modulus Gs, and a solid density ρs) in a solid matrix.
If different mechanical structures exist in the skeleton, we assume that homogenization has
already been performed. This solid skeleton is, therefore, described by an uncompressibility
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drained modulus KD, a shear modulus G, and a consolidation parameter cs. With the help of
the porosity, empirical formulas (Pride, 2005) defined as
KD = Ks
1− φ
1 + cs φ
,
G = Gs
1− φ
1 + 32 cs φ
(2.4)
link mineral properties to the parameters that characterize the skeleton itself. The consolidation
parameter cs and the porosity φ are key ingredients for upscaling constitutive parameters.
Homogenization of the solid and fluid phases leads to the following definitions of various
mechanical quantities required for dynamic mechanical modeling. The density of the porous
medium is the arithmetic mean of fluid and solid phases weighted by their own volumes via
the porosity, so that
ρ = (1− φ) ρs + φ ρf . (2.5)
The introduction of the undrained uncompressibility modulus KU , the Biot C modulus, and
the fluid-storage coefficient M allows the explicit description of the homogenized porous me-
dium through the Gassmann relations (Gassmann, 1951). Relationships between the coefficients
KU , C and M and the modulus functions of KD, Ks, Kf and φ are given by
KU =
φ KD + (1− (1 + φ) KD/Ks) Kf
φ (1 + ∆)
,
C =
(1−KD/Ks) Kf
φ (1 + ∆)
, (2.6)
M =
Kf
φ (1 + ∆)
,
with the additional expression
∆ =
1− φ
φ
Kf
Ks
(
1−
KD
(1− φ) Ks
)
. (2.7)
The shear modulus of the porous medium G is independent of the fluid characteristics and
therefore equal to the shear modulus of the drained solid skeleton through the relation 2.4,
where only the porosity φ and the consolidation parameter cs are involved.
2.1.3.2 Biot theory
Biot (1956) determines dynamic equations that govern particle motions in saturated porous
media following five physical assumptions : (1) the characteristic wavelength is larger than the
elementary representative volume ; (2) small displacements are considered for the solid and
fluid phases ; (3) only a saturated medium with a continuous liquid phase is investigated, and
the porosity is isotropic ; (4) the solid matrix is (visco)elastic isotropic ; (5) only mechanical
coupling is considered, and other couplings are excluded (in particular, thermomechanical and
electrokinetic ones). Pride et al. (1992) formulate these equations in the frequency domain,
assuming a time dependency in e−ıωt. They obtain the following system of equations :
∇.τ = − ω2 (ρ −→u + ρf
−→w )
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τ = [KU ∇.
−→u + C ∇.−→w ] I +G [∇−→u + (∇−→u )t − 2/3 ∇.−→u I]
−P = C ∇.−→u +M ∇.−→w (2.8)
−∇P = − ω2 (ρf
−→u + ρ˜ −→w ),
where the stress tensor is denoted by τ and the fluid pressure by P . The mean displacement of
the porous medium −→u is approximately equal to the mean solid displacement −→us (
−→u ≃ −→us) and
will be the one involved in the system 2.8. Denoting the fluid displacement by −→uf , the relative
fluid/solid displacement −→w is defined by −→w = φ (−→uf −
−→us), which will be the other field to be
estimated in the numerical simulation. Solving the differential system of equations 2.8 in the
frequency-space domain is the purpose of this work.
2.1.3.3 Wave slownesses
Biot theory (equation system 2.8) predicts three wave types : a compressional wave and a
shear wave similar to those propagating inside an elastic body, and a slow compressional wave,
called the Biot wave, which is strongly diffusive and attenuated at low frequencies. This Biot
wave behaves as either a diffusive signal or a propagative wave depending on the frequency
content of the source with respect to the cut-off pulsation or characteristic frequency as defined
in equation 2.2. The slowness of the shear wave is given by the following equation (Pride, 2005),
s2S =
ρ− ρ2f/ρ˜
G
, (2.9)
and the slownesses of compressional waves, the P-wave and Biot wave, are given by
s2P = γ −
√
γ2 −
4(ρρ˜− ρ2f )
HM − C2
, s2Biot = γ +
√
γ2 −
4(ρρ˜− ρ2f )
HM − C2
(2.10)
where γ and H terms are
γ =
ρM + ρ˜H − 2ρfC
HM − C2
, H = KU +
4
3
G . (2.11)
2.1.3.4 Parameters homogenisation
The macroscale physical parameters, which are needed in the poroelastodynamic equations
(system 2.8), are
 four mechanical parameters : the uncompressibility modulus KU and the shear modulus
G of the porous medium ; the Biot C modulus, which describes fluid/solid coupling ; and
the storage coefficient M for the fluid behavior
 three density terms : the fluid density ρf , the mean density ρ, and the complex frequency-
dependent flow resistance term ρ˜
These parameters are deduced from physical input parameters, which are the fluid ones
(Kf , η, ρf ), the mineral ones (Ks, Gs, ρs), and those related to the skeleton arrangement
as the consolidation cs and the cementation exponent m, the porosity φ, and the hydraulic
permeability k0 (see Table 2.1 for typical values). Relationships (equations 2.3, 2.4, 2.5 and
2.6) between these input parameters and the poroelastodynamic parameters needed for the
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forward modeling are explicit with singularities that we will discuss. For a frequency of 200 Hz
and, therefore, a pulsation of 1260 rad/sec, Figure 2.1(a) presents the variations with respect
to the porosity of the three density terms, and Figure 2.1(b) presents the four mechanical
moduli. We observe a linear evolution of the mean density ρ with respect to the porosity φ. It
is equal to the solid density for φ = 0 and to the fluid density for φ = 1. As the considered
medium is consolidated, all the mechanical parameters decrease with increasing porosity, which
corresponds to an increasing influence of the fluid. These parameters and the average density
vary inside a bounded interval from the pure solid (φ = 0) to the pure fluid (φ = 1), except for
two parameters.
The flow resistance term ρ˜ and the parameter M are singular when the porosity tends
toward zero. In association with these singularities, the relative fluid/solid displacement vector
(−→w = φ (−→uf −
−→us)) decreases to zero as well, and therefore the terms C ∇.
−→u , M ∇.−→w and
ρ˜ −→w in the differential equations vanish when computing the solution. Hence, we can retrieve
exact elastodynamic equations by setting M = ρ˜ = 0 for the specific case φ = 0. On the
other hand, when the porosity tends toward one, the medium is a complete fluid and thus
the flow resistance term ρ˜, related to the interaction between the fluid and the solid, reaches
a minimum because no more viscous interaction occurs between fluid and solid phases. We
end up by modeling wave propagation for the elastic monophasic case using this poroelastic
formulation, although this is not very efficient in terms of computer resources. We verified that
small values of φ = 10−3 do not trigger any numerical instabilities in the direct solver we are
using and provide nearly identical results as in the solid monophasic case at frequencies we
usually consider in our different synthetic modelings.
Ks (GPa) 40
Gs (GPa) 10
ρs (kg/m
3) 2700
Kf (GPa) 2.2
ρf (kg/m
3) 1000
η (Pa.s) 0.001
m 1
φ 0.4
k0 (m
2) 10−11
cs 5
fc (Hz) 6400
Biot wave regime Diffusive
VP (m/s) 2570
VS (m/s) 860
VBiot (m/s) 160
Table 2.1 – Physical parameters of the infinite medium. Velocities of the P-, S-, and Biot
waves (VP , VS and VBiot) are given at the central source frequency (200 Hz).
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Figure 2.1 – Variations of parameters with respect to the porosity φ. (a) Density terms related
to inertial effects, with the fluid density ρf indicated by a dotted line, mean density ρ by a
continuous line, and flow resistance term ρ˜ by a dashed line. Please note that the flow resistance
term is clipped as it goes to infinity for a porosity φ going to zero. (b) Mechanical terms, with
the elastic parameter KU indicated by a continuous line, parameter G by a dotted line, coupling
parameter C by a dashed line, and fluid behavior parameter M by a dotted-dashed line. The
clipping of the parameter M must be underlined as it goes to infinity for a porosity φ going to
zero.
2.1.4 Discontinuous Galerkin method in frequency-space domain
2.1.4.1 Frequency-space approach
We solve partial differential equations in the frequency-space domain : volumetric methods
have been extensively developed in the time-space domain, whereas boundary integral equa-
tions through a spectral formulation are more often expressed in the frequency-wavenumber
domain. Solving in the frequency-space domain has begun to be considered intensively when
tackling full-waveform inversion because thousands of forward problems are required to reco-
ver the medium properties. We now introduce a discontinuous finite-element method called
the discontinuous Galerkin method (DGM) in the frequency domain. This method is found to
be quite accurate, especially when considering complex interface geometries and topographies.
Moreover, discontinuous conditions also allow considering fluid/solid interfaces. The advantages
found for the elastic formulation should be valid for the poroelastic approach. More detailed
descriptions of the discontinuous Galerkin method are given by Hesthaven & Warburton (2008)
and, for the elastodynamic case, by Brossier (2011) and Brossier et al. (2010). The spatial dis-
cretization is based on triangular meshes with nodal interpolation inside each cell of the mesh,
and it transforms differential equations into a linear system to be solved.
2.1.4.2 Discontinuous Galerkin formulation
In 2D heterogeneous discrete domains, we consider the discrete velocity fields (u˙x and u˙z)
corresponding to the discretization of the time derivative of the mean porous displacement −→u
and the discrete relative velocity fields (w˙x and w˙z) corresponding to the discretization of the
time derivative of the relative fluid/solid displacement −→w . Three discrete stress components
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(σxx, σzz, σxz) are applied to the mean porous medium, whereas only a discrete pressure field
P is considered inside the fluid. This leads to eight unknowns to be estimated in each cell of
the mesh, whereas one has five unknowns when considering only a solid elastic medium. We
apply the following transformation for the stress/pressure component tensor
T
t = (T1, T2, T3, T4) =
(
σxx + σzz
2
,
σxx − σzz
2
, σxz , −P
)
. (2.12)
Consequently, we have the expression of pressure through the component T1 in the mean
porous medium (confining pressure) and through the component T4 in the fluid (interstitial
pressure). We consider as well the following buoyancy terms deduced from the standard density
terms,
ρ1 =
ρ2f
ρ˜
− ρ , ρ2 =
ρρ˜
ρf
− ρf , ρ3 =
ρ2f
ρ
− ρ˜, (2.13)
which are involved in the following differential system we deduce from the system 2.8 :
iω u˙x =
1
ρ1
(
sx
∂(T1 + T2)
∂x
+ sz
∂T3
∂z
− Fσx
)
+
1
ρ2
(
sx
∂T4
∂x
+ FPx
)
,
iω u˙z =
1
ρ1
(
sz
∂(T1 + T2)
∂z
+ sx
∂T3
∂x
− Fσz
)
+
1
ρ2
(
sz
∂T4
∂z
+ FPz
)
,
iω w˙x =
1
ρ2
(
sx
∂(T1 + T2)
∂x
+ sz
∂T3
∂z
− Fσx
)
+
1
ρ3
(
sx
∂T4
∂x
+ FPx
)
,
iω w˙z =
1
ρ2
(
sz
∂(T1 + T2)
∂z
+ sx
∂T3
∂x
− Fσz
)
+
1
ρ3
(
sz
∂T4
∂z
+ FPz
)
,
−iω T1 = (KU +G)
(
s′x
∂u˙x
∂x
+ s′z
∂u˙z
∂z
)
+ C
(
s′x
∂w˙x
∂x
+ s′z
∂w˙z
∂z
)
− iω T 01 ,
−iω T2 = G
(
s′x
∂u˙x
∂x
− s′z
∂u˙z
∂z
)
− iω T 02 ,
−iω T3 = G
(
s′z
∂u˙x
∂z
+ s′x
∂u˙z
∂x
)
− iω T 03 ,
−iω T4 = C
(
s′x
∂u˙x
∂x
+ s′z
∂u˙z
∂z
)
+M
(
s′x
∂w˙x
∂x
+ s′z
∂w˙z
∂z
)
− iω T 04 . (2.14)
We consider absorbing conditions (i.e., the functions si and s
′
i) at the edges of the limited
numerical domain through the perfectly matched layer (PML) formulation (Berenger, 1994).
Functions sx and sz for velocity equations and s
′
x and s
′
z for stress equations are equal to
one inside the medium and decay slowly inside PML regions. Source terms are point forces
(Fσx , Fσz , FPx , FPz) applied on the mean porous medium or on the fluid phase. We might
consider as well the external applied stresses (T 01 , T
0
2 , T
0
3 , T
0
4 ) on the mean porous medium or
on the fluid phase. Based on a variational approach, a surface integration in two dimensions
is performed inside each cell of the mesh sampling the medium. For simplicity’s sake, a P0
approximation, i.e., constant quantities inside each cell i, is considered for unknown field com-
ponents in the following description, although we also implement higher order (first-order P1
and second-order P2) Lagrangian nodal interpolation inside each cell in the computer code we
have developed. Using Green’s theorem, the system 2.14 can be recast into a discrete form
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considering four flux vectors (G1, G2, G3 and G4) depending on stresses for velocity estimation
and five flux vectors (H1, H2, H3, H4 and H5) depending on velocities for stress estimation,
giving us the discrete linear system
iωAi Vi −
1
ρ1i
∑
j∈∂Ki
lijG
1
ij −
1
ρ2i
∑
j∈∂Ki
lijG
2
ij −
1
ρ2i
∑
j∈∂Ki
lijG
3
ij
−
1
ρ4i
∑
j∈∂Ki
lijG
4
ij = AiFi ,
−iωAi Ti − (KUi +Gi)
∑
j∈∂Ki
lijH
1
ij − Ci
∑
j∈∂Ki
lijH
2
ij −Gi
∑
j∈∂Ki
lijH
3
ij
− Ci
∑
j∈∂Ki
lijH
4
ij −Mi
∑
j∈∂Ki
lijH
5
ij = −iωAi T
0
i , (2.15)
where the surface of the cell i is denoted by Ai. The index j denotes the three neighbors of
the cell i. The length of the boundaries between the current cell i and its neighbors is called
lij , and fluxes are computed across these boundaries. Medium parameters are assumed to be
constant inside each cell, regardless of the order we use for velocity and stress components.
Source terms (external forces Fi and stresses T
0
i ) can be merged into a source vector b, which
is the right-hand-side (RHS) of the system 2.15. Centered fluxes of stress components Gαij and
velocity components Hβij are expressed as
G
α
ij =
∑
k∈(x,z)
nijkM
β
k
skiTi + skjTj
2
,
H
β
ij =
∑
k∈(x,z)
nijkN
α
k
s′kiVi + s
′
kj
Vj
2
, (2.16)
α ∈ (1; 4) , β ∈ (1; 5) , k ∈ (x, z) ,
where projection matrices Mβx , M
β
z , N
α
x and N
α
z are given in appendix A. The vector nijk
is the normal vector of each side of the current cell i oriented toward the neighboring cell j.
Combining unknowns of the cell i and the three neighboring cells j allows the construction of the
sparse matrix of the left-hand side (LHS) of the linear system 2.15. We can gather the unknowns
of each cell (Ti, Vi) of the mesh in a global vector x we need to estimate. We end up with a
linear sparse matrix system A.x = b. The number of unknowns (eight for poroelastodynamics
with respect to five for elastodynamics) increases the fill-in of the sparse impedance matrix
from 41 nonzero terms in elastodynamics to 104 in poroelastodynamics for the P0 order. The
complex impedance matrix A can be decomposed through an LU transformation (Amestoy
et al., 2006) only once, making very attractive solving the forward problem in the frequency
domain when considering multisources as needed for seismic imaging. The impedance matrix
is not symmetrical because of PML boundary conditions.
2.1.5 Numerical aspects
Four main issues should be considered when solving the linear system we have built for
each frequency. First, the meshing should be considered small enough to accurately model
continuous fields by discrete fields. Then, as the numerical model is always finite, we must
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devise a technique to absorb waves when they hit the computational boundaries of the model.
Moreover, we compare the computational costs between this approach and elastic simulations.
Finally, we end this section underlining the implementation of external excitation sources.
2.1.5.1 Meshing strategy
We use triangular cells to sample spatially the medium as allowed by the discontinuous
Galerkin method. Each triangular element can have its own interpolation order, leading to
the p-adaptivity of the method. The P0 order consists of assuming constant values of the fields
inside each cell, whereas the P1 order assumes a linear interpolation and the P2 one a quadratic
interpolation. Remaki (2000) and Brossier et al. (2008b) show that regular meshes are required
when considering the P0 order to avoid kinematic shifts in the solution, whatever the meshing
discretization is. Unstructured grids could be used for the P1 and P2 orders.
The sampling strategy of the continuous medium is related to the mechanical property
variations, the propagation/diffusion regimes, and the numerical method we use. The estima-
tion of the adequate discretization requires an evaluation of the characteristic lengths of the
problem : for the propagation, wavelengths could be estimated, but diffusive and dispersive
Biot waves will add an extra difficulty that we should investigate numerically. Velocities of
the waves (equations 2.9 and 2.10) of the two-layer consolidated soils given in Table 2.2 as
a function of frequency (Figure 2.2) provide the information needed for the meshing. Unless
specifically underlined, we select a discretization of the medium with 10 cells per minimum
S-wavelength for a P0 order (i.e., one degree of freedom per element) because it is found to be
accurate enough for elastic (Brossier et al., 2008b) and poroelastic (Martin et al., 2008; de la
Puente et al., 2008) propagation. The dimension of the cell, which should be considered, is the
diameter of the inscribed circle of the triangle. The discretization of the medium is defined by
the minimum propagative wave velocities, i.e., in our cases the S-wave because the propagative
Biot wave has a velocity higher than the S-wave.
We will show in the next part that we do not need to discretize the diffusive Biot wave
correctly. For the P1 order, we must consider the same sampling strategy for unstructured grids,
whereas, for the P2 order, we might go down to 2.5 cells per minimum S-wavelength following
the recommendations of Brossier et al. (2008a). We perform this meshing investigation for the
highest computed frequency. We have not yet adapted the meshing to each frequency, and we
have not yet performed an h-adaptivity by adjusting the local spatial discretization to the local
values of physical parameters as possible for DGM.
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Layer 1 Layer 2a Layer 2b Layer 2c
Ks (GPa) 50 40 40 40
Gs (GPa) 30 10 10 10
ρs (kg/m
3) 2700 2700 2700 2700
Kf (GPa) 2.2 2.2 2.2 2.2
ρf (kg/m
3) 1000 1000 1000 1000
η (Pa.s) 0.001 0.001 0.001 10−7
m 1.5 1 1 1
φ 0.1 0.4 0.4 0.4
k0 (m
2) 10−14 10−11 10−9 10−11
cs 5 5 5 5
fc (Hz) 3.2 10
6 6400 64 0.64
Biot wave regime Diffusive Intermediate Propagative
VP (m/s) 4610 2570 2610 2630
VS (m/s) 2470 860 940 960
VBiot (m/s) 10 160 1170 1340
Table 2.2 – Physical parameters of the two-layer porous medium for the diffusive (layer 2a),
intermediate (layer 2b), and propagative (layer 2c) behaviors of the Biot wave. Velocities of the
P-, S-, and Biot waves (VP , VS and VBiot) are given at the central source frequency (200 Hz).
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Figure 2.2 – Wave velocities for the three Biot regimes. Shown are the P-wave (continuous
line), S-wave (dashed line), and Biot-wave (dotted-dashed line) velocities as a function of fre-
quency for the (a) diffusive regime, (b) intermediate regime, and (c) propagative regime as
defined in Table 2.2. Please note the strong variation of the Biot wave velocity with respect to
the frequency related to the highly dispersive nature of this wave.
2.1.5.2 Absorbing boundary conditions : Perfectly Matched Layers
Introduced by Berenger (1994) for electromagnetism, perfectly matched layers (PML) are
extensively applied by different authors to various problems. More specifically, Brossier et al.
(2008a) and Etienne et al. (2009) analyze them in 2D and 3D nodal DGM elastodynamic
equations using the same formulation we consider in this work. We need a specific meshing
strategy inside the PML layer so that continuous lines parallel to the numerical boundary exist
as we enter deeper into the PML zone because only the flux components perpendicular to
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PML boundaries are efficiently damped (Brossier et al., 2008a). In the corners, the meshing
tentatively adapts its strategy to two contrary conditions (see Figure 2.3). The application of
these constraints in the mesh design of triangles is supported by the software we are using
(TRIANGLE by Shewchuk (1996)). Moreover, damping functions, as proposed by Drossaert &
Giannopoulos (2007), seem to be the most efficient ones. By considering the variable r as being
either x or z, these functions are expressed as
sr =
1
κr + iγr
,
γr(l) = B
(
1− cos
(
lπ
2 lPML
))
, κr(l) = 1 + C
(
1− cos
(
lπ
2 lPML
))
, (2.17)
with the thickness of the PML area denoted by lPML and l being the distance between the cell
and the edge of the PML. We look for the values of the factors B and C, which are optimal
for the most efficient absorption of waves inside the PML layer.
PML
Transition
area
Propagation
area
Figure 2.3 – Illustration of the meshing for one corner of the numerical model. The PML
structure has parallel lines with respect to the outer edge, whereas a transition zone enables
moving gradually to the inner structured grid based on equilateral triangles, thanks to the
meshing engine we are using : TRIANGLE software by Shewchuk (1996).
With this aim, we consider a homogeneous model that is a square 70 ∗ 70 m, which should
be considered as infinite. The PML zones add an extra length of 2 ∗ 5 m in both directions. An
explosive source is considered at the position x = 10 m and z = 10 m of the porous medium
(see Figure 2.4(a)). The source time function is a Ricker signal with a central frequency of
200 Hz. Table 2.1 provides the physical values for our simulations. The parameters lead to a
cut-off frequency equal to 6400 Hz, and as the frequency band (between 1 and 600 Hz) is lower
than fc, the Biot wave has a diffusive regime.
The DGM in the space-frequency domain computes the stationary field for each selected
frequency. We consider 50 discrete frequencies between 1 and 600 Hz. The frequency range
as high as fmax = 600 Hz induces a minimum S-wavelength λmin = VS/fmax = 1.43 m.
Therefore, the cell size should be smaller than 0.14 m in a regular mesh for the P0 order. For
the P1 order, we use the same discretization for an unstructured grid, whereas, for P2 order
case, we can consider a cell size about 0.57 m. We do not link the discretization of the medium
to the “wavelength” of the Biot wave because it is strongly attenuated and highly dispersive in
this case. We have found that efficient absorption is obtained with same values as those used
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for the elastodynamic modeling, i.e., B = 25 and C = 2 with a thickness of 5 m for the PML
layers we have selected.
Actually, the PML conditions indeed absorb 99 % of the wave energy. If higher absorption
is required for specific applications, one could extend the PML thickness, increasing the com-
putational cost significantly and improving the PML efficiency by one order of magnitude, as
we have checked with a PML thickness of 10 m.
As the simulation is carried out in the frequency domain, the effect of PML conditions is felt
at any time when we go back to the time domain by an inverse Fourier transform. We check that
similar values provide efficient absorption for a propagative/diffusive intermediate Biot regime
(corresponding to a cut-off frequency of fc = 64 Hz and a permeability of k0 = 10
−9 m2) as
well as for a propagative Biot regime (corresponding to a cut-off frequency of fc = 0.64 Hz
and a fluid viscosity of η = 10−7 Pa.s). Of course, as the medium becomes less permeable,
the field w˙ becomes weaker with respect to the field u˙ and parasite reflections from the field
u˙ negligible when considering that only this field might introduce noises in the field w˙. In our
different examples, we find that this problem is not too drastic as long as we consider the
above parameters for the PML absorption. Figure 2.4 shows frequency waveform maps for the
u˙z component at different frequencies. Similar behaviors are obtained for other components.
Putting the source near a corner increases the difficulty of this numerical test with grazing
parasitic strong reflections on numerical boundaries. One can see the efficient damping of waves
inside the PML layers. Performing an inverse fast Fourier transform gives us the reconstructed
snapshot in the time domain (Figure 2.5), in which the efficiency of PML conditions is again
illustrated.
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Figure 2.4 – Frequency (f) maps of the solid vertical particle velocity u˙z at (a) 110.80 Hz,
(b) 232.80 Hz, (c) 354.80 Hz, (d) 476.80 Hz, and (e) 598.80 Hz. We recall the geometry and
the source position on (a).
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Figure 2.5 – Two time snapshots of solid vertical particle velocity u˙z at time 0.014 s plotted
(a) with the true field amplitude and (b) with a graphical saturation of 100 to detect small
parasitic numerical reflections coming from discretized PML zones.
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2.1.5.3 Computational cost estimation
In Table 2.3, we compare the time and memory of LU factorization for elastic and poroelastic
DGM modeling with P0, P1, and P2 orders. The fill-in increases by a factor of 104/41 ≃ 2.5,
which is the ratio of nonzero elements between the elastic and poroelastic matrices. For a
standard simulation, computation times and memory are provided in Table 2.3 for the elastic
and poroelastic cases. We observe a factor of 3 to 5 for time and memory resources to solve the
linear system through the LU decomposition (we use the direct solver MUMPS ; Amestoy et al.
(2000)) in coherence with the increase of the theoretical fill-in. For 2D geometries, extension
toward poroelastodynamics is still manageable with available computer resources for present-
day clusters, but for high-order interpolations (P1 and P2 orders), we must limit our model
sizes because of memory limitations. Consequently, our simulations are performed using the P0
order. The P1 and P2 orders can be used in local areas to enhance solution precision as, for
example, along irregular interfaces or in near-field source zones. Despite the different orders of
magnitude in the values of the parameters and the field unknowns, single precision storage for
complex numbers is found to be enough for the different simulations we present here.
Poroelastic Elastic
Order P0 P1 P2 P0 P1 P2
Number of cells 13000 16000 1000 13000 16000 1000
Number of unknowns (∗106) 2.1 19 5.7 0.89 7.2 1.8
Time for matrix building 0.1 s 1.6 s 0.5 s 0.07 s 0.6 s 0.2 s
Time for analysis and factorization 3.6 s 43 s 23 s 1.4 s 9.4 s 2.3 s
Maximum memory for one processor 130 Mb 1290 Mb 270 Mb 70 Mb 320 Mb 120 Mb
Table 2.3 – Comparison of different numerical parameters for elastic and poroelastic DGM
modeling for P0, P1, and P2 orders. We consider a small homogeneous medium (15 ∗ 15 m),
and we compute its response on 16 processors (2 nodes of 8 processors).
2.1.5.4 Source implementation
The implementation of the source depends on the interpolation order we are using. For
structured grid, the central flux estimation induces a pattern whereby only velocities (and not
stress components) on adjacent cells are perturbed when considering a stress increase in a given
cell (the same for stresses with a velocity increase) giving a red/black pattern in the solution
(the excitation of two spatially independant subgrids ; see Brossier et al. (2008b)). For the P0
order, this pattern is a binary one, and for higher interpolations of wanted components of fields,
this pattern is strongly reduced.
For the P0 order, especially for punctual sources, we should smear numerical excitations
over neighboring cells to have a correct excitation of the grid : we spread the source over a circle
with a diameter equal to eight times the characteristic cell size. This area size is small compared
to the distances between sources and receivers and characteristic lengths of the modeling. The
amplitude of the excitation is normalized by the number of cells included in the source area for
correct excitation amplitudes. For the P1 and P2 orders, we consider the punctual source inside
the triangle, thanks to linear or quadratic interpolations. The excitation is estimated for each
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node inside the element to produce the right impulsion at the source position. When the source
is right on one of the triangle nodes, we slightly shift it to avoid interpolation singularities. In
the example of the infinite medium (medium properties are defined in Table 2.1), we compare
solutions obtained for the P0 and P2 sources. The medium is a square 6 ∗ 6 m with 2-m-thick
PML all around the medium. An isotropic source (a Ricker function centered on 200 Hz ; we
compute 49 frequencies from 1 to 600 Hz) is set at x = 1 m and z = 1 m, and two receivers are
set at x = z = 2 m and x = z = 5 m. Figure 2.6 describes the geometry. As we record complex
frequency signals at receiver positions, through an inverse fast Fourier transform, we transform
them into real time signals for the different components. The seismograms of the vertical and
horizontal solid velocity components (u˙z and u˙x) are plotted in Figure 2.7. The results show
an excellent agreement of the P direct wave between the solutions with a P0 spreaded source
and solutions with a P2 punctual source, and confirm the source implementation and the wave
propagation in an infinite medium.
We might introduce both forces (Fσx , Fσz , FPx , FPz) and excitation stresses (T
0
1 , T
0
2 , T
0
3 , T
0
4 )
as shown in the system 2.14. We might use various kinds of sources (vertical or horizontal forces,
isotropic sources, and so on) applied on mean porous and/or fluid fields. For the homogeneous
previous example that we have used for the PML investigation, Figure 2.4 shows the radiation
pattern of an explosive source at different frequencies for the component u˙z.
Source
PML
Receiver1
6 m
6 m
2 m
Receiver 2
0
1
2
5
Depth
(m)
-1 0 1 4
Offset (m)
Figure 2.6 – Geometry of the source and the receivers for the infinite medium. Medium
properties are given in Table 2.1.
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Figure 2.7 – Comparison between (a) u˙z and (b) u˙x components between the P2 source
(continuous line) and the P0 spreaded source (crosses) for two receivers at x = z = 2 m and
x = z = 5 m. Errors between these solutions are displayed through dashed-dotted lines (with
an amplification factor of 10). Medium properties are given in Table 2.1.
2.1.6 Validation of different Biot regimes across a flat interface between two
media
The main difference between elastic and poroelastic modeling consists in considering fluid/solid
interactions. In addition to the fluid displacement, the poroelastic theory allows the propaga-
tion of the Biot slow wave. As shown in Figure 2.2, the P- and S-waves are slightly dispersive.
In contrast, the Biot wave is highly dispersive with strong frequency dependence, via the flow
resistance term ρ˜ defined in equation 2.3 as a function of the cut-off pulsation ωc. Different va-
lues of the viscosity and the permeability are considered (see Table 2.2) to look at the different
behaviors of the Biot wave. As shown in Figure 2.2, this wave is propagative above the cut-off
frequency (given in Table 2.2), diffusive and strongly dispersive below, with an intermediate be-
havior around this frequency. For the latter, the wave behavior is very complex, as it is moving
from a diffusive to a propagative regime across a narrow frequency band. To verify whether
the fluid/solid interactions are correctly taken into account, we must check the accuracy of this
wave for both the solid and the relative fluid/solid displacements for these three behaviors of
the Biot wave.
We consider a medium of a square 40 ∗ 40 m, with a 5-m-deep interface separating two
homogeneous areas. We add 5-m-thick PML all around the medium. The first layer is close to a
purely elastic layer (low permeability and porosity ; see Table 2.2) in which an explosive source
is set at x = 2 m and z = 2 m. The line of receivers is 37 m deep in the second layer in which
the cut-off frequency varies to get the different Biot wave behaviors (see Table 2.2). Figure 2.8
summarizes the geometric configuration.
The time seismograms obtained through an inverse fast Fourier transform from frequency
solutions are compared with semi-analytic solutions obtained by the reflectivity approach of
De Barros & Dietrich (2008) (see also De Barros et al. (2010)) based on the generalized reflec-
tivity method (Kennett & Kerry, 1979; Bouchon, 1981) through a computer code named SKB
(developed by De Barros).
Figures 2.9, 2.10, and 2.11 show the comparison between DGM and SKB solutions for both
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Figure 2.8 – Geometry of the source and the receiver line for the medium composed of two
half-spaces separated by a flat interface. Medium properties are given in Table 2.2.
uz and wz signals and for the diffusive, propagative, and intermediate behaviors, respectively.
The DGM solutions are for the P0 order in this particular case. Similarly to the Plona (1980)
experiment, a P-wave is generated in the first layer and is transmitted and converted into S-
waves and Biot waves at the interface ; then we can observe the three propagative waves into the
second layer. In the seismograms of Figures 2.9, 2.10, and 2.11, the transmitted P-wave (PP),
the conical wave associated to the P direct wave in the first layer (PS1), and the transmitted
S-wave (PS2) are identified. These two S-waves (PS1 and PS2) are going to be uncoupled at
far offsets. In the case of the propagative Biot wave, the transmitted Biot wave (PBiot) and
the conical wave phases are not uncoupled, so the two waves are difficult to separate in Figure
2.10. In the three cases, the waveform agreement between the DGM and the SKB solutions
is quite good. Small errors come from the spatial discretization of the medium in the DGM
as we have verified it by increasing the density of cells. These errors are at an acceptable
level for many modeling purposes. This quantitative comparison with the discrete-wavenumber
semi-analytic solutions shows that our implementation of the source and, consequently, the
poroelastic solutions are correct for the three Biot wave regimes. Moreover, the fluid/solid
interaction, as well as the energy repartition at the interface, is accurately taken into account
in our approach.
As expected (see Figure 2.2), the Biot wave is clearly visible when it is propagative (Figure
2.10). Its amplitude is obviously negligible for the far-field receivers when its behavior is diffu-
sive. When the Biot wave has an intermediate behavior (Figure 2.11), a close-up of the relative
fluid/solid displacement is required to identify the Biot wave (Figure 2.12). In all cases, the
relative amplitude of the Biot wave is stronger for the fluid/solid displacement than for the
solid displacement. In the case of the intermediate behavior, even with an amplification of 200
for amplitude with respect to the source amplitude, the Biot wave is still nicely built (Figure
2.12). This intermediate case illustrates the numerical accuracy : we might consider this mode-
ling to be a difficult one because we have taken the sampling criterion of 10 cells per minimum
S-wavelength, although the Biot wave has a velocity lower than the S-wave at low frequency
(below the cut-off frequency). Moreover, it is important to notice that the quality factors of
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the S-wave are considerably reduced, leading to smaller amplitude of this wave compared to
the ones in the propagative and diffusive cases.
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Figure 2.9 – Flat interface case : Seismograms of (a) vertical solid uz, and (b) relative
fluid/solid wz, displacement components for the diffusive regime. The SKB solution is indi-
cated by a continuous line and the DGM by crosses ; dashed-dotted lines indicate differences
between the two solutions (multiplied by a factor of 5). Medium properties are given in Table
2.2 (layer 1 and layer 2a). The PP and PS2 stand for the converted P and S waves, respectively,
and PS1 stands for the conical wave associated to the P direct wave in the first layer. The two
S-waves, PS1 and PS2, are going to be uncoupled at far offset.
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Figure 2.10 – Flat interface case : Seismograms of (a) vertical solid uz, and (b) relative
fluid/solid wz, displacement components for the propagative regime. The SKB solution is in-
dicated by a continuous line and the DGM by crosses ; dashed-dotted lines indicate differences
between the two solutions (multiplied by a factor of 5). Medium properties are given in Table
2.2 (layer 1 and layer 2c). The PP, PS2, and PBiot stand for the converted P, S, and Biot
waves, respectively, and PS1 stands for the conical wave associated to the P direct wave in the
first layer. The two S-waves, PS1 and PS2, are going to be uncoupled at far offset.
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Figure 2.11 – Flat interface case : Seismograms of (a) vertical solid uz, and (b) relative
fluid/solid wz, displacement components for the intermediate regime. The SKB solution is
indicated by a continuous line and the DGM by crosses ; dashed-dotted lines indicate differences
between the two solutions (multiplied by a factor of 5). Medium properties are given in Table
2.2 (layer 1 and layer 2b). The PP and PS2 stand for the converted P and S waves, respectively,
and PS1 stands for the conical wave associated to the P direct wave in the first layer. These
two S-waves, PS1 and PS2, are going to be uncoupled at far offset.
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Figure 2.12 – A close-up of seismograms of the vertical relative fluid/solid displacement com-
ponent (wz) for the intermediate regime (see Figure 2.11). The SKB solution is indicated by a
continuous line and the DGM by crosses ; dashed-dotted lines indicate differences between the
two solutions. In spite of the very weak amplitude of the signal, agreement between solutions
is still quite good.
2.1.7 Laterally variable medium
Similarly to the field example of Dai et al. (1995), we consider a steam injection area in
a sand reservoir consisting of eight layers. All layers are filled with water except for the sixth
layer, which is saturated with oil. Steam is injected into this layer : the heat pushes outward the
oil of surrounding zones, leading to two concentric areas, one saturated by steam and the outer
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one by heated oil at a depth of 450 m. This complex laterally variable medium is accurately
discretized with a triangular cell mesh. We consider an explosive source (a Ricker function
centered at 20 Hz) at a depth of 20 m with a line of receivers at a depth of 400 m. The medium
is a square 700∗700 m surrounded by absorbing layers of 100 m in thickness. Figure 2.13 shows
the configuration of the sand layers and the oil reservoir, and the source/receiver layout. Table
2.4 gives the medium parameters of each geologic formation. Figure 2.14 shows two snapshots
of the monochromatic wavefield of the relative fluid/solid vertical particle velocity w˙z at 25 Hz
for the cases with and without steam injection. Fluid motions show higher amplitude in the low
cut-off frequency layers, in particular within the steam injection area. Indeed, in layers with a
cut-off frequency above 100 kHz (layers 5, 6, and 8 and the heated oil area ; see Table 2.4), the
relative fluid/solid particle velocity is between three and four orders of magnitude lower than
in the other layers.
In both cases, the time seismograms of the vertical solid particle velocity u˙z (Figure 2.15)
display waves interacting with the oil-saturated zone. Despite the complexity of the signal, after
the direct transmitted P-wave arrival, we see a reflection on the top of the central injected-
steam area, whereas there is a smaller reflection in the case without injection. These reflected
and converted waves on top of the steam injection zone are underlined on the differential seis-
mogram between the numerical modelings with and without injection (Figure 2.15(c), displayed
with an amplification factor of 2 compared to the seismograms in Figure 2.15(a) and 2.15(b)).
The differential seismogram is hence the seismic response associated to the fluid substitution.
Through this complex example, we illustrate the capacity of our approach for accurate mode-
ling, which could become efficient when considering the problem of multisources, as for seismic
imaging.
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Figure 2.13 – Layout of the heterogeneous medium. Medium properties are given in Table 2.4.
Concentric circles stand for the steam (inner circle) and heated oil extensions (after Dai et al.
(1995)).
(a) (b)
Figure 2.14 – Frequency maps of the relative fluid/solid vertical particle velocity w˙z at a
frequency (f) of 25 Hz for the cases (a) with steam injection and (b) without injection. Please
note the injection area with strong amplitudes of motion.
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Figure 2.15 – Seismograms of vertical solid particle velocity u˙z for a line of receivers at a
depth of 400 m with respect to the top PML origin for the cases (a) with steam injection and
(b) without injection. (c) The differential seismogram (with an amplification factor of 2). These
seismograms show the incident wave as well as scattering from the injection area after steam
substitution and reflections coming from the deepest interfaces. The seismogram of differences
underlines the multiple reflections and conversions at the top of the injection area.
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2.1.8 Conclusion
We have proposed a new numerical method to simulate wave propagation in 2D hetero-
geneous porous media. The homogenization of porous media leads to considering frequency-
dependent parameters and wave regimes (via the flow resistance term and the Biot slow wave)
to take into account diffusive phenomena linked to Biot poroelastodynamics theory. Thus, we
have chosen the DGM, in the space-frequency domain, to compute wave propagation in the
whole frequency band without approximation. The DGM formulation builds the fluxes of the
eight poroelastodynamic fields between mesh elements. These cells are triangular and allow us
to build complex interfaces and topographies and to adapt locally cell sizes and interpolation
orders (hp-adaptivity). The P1 and P2 orders have been implemented, but full simulations
with these high orders are still quite expensive numerically and, consequently, we expect to
use these P1 and P2 orders locally to enhance solution precision around interfaces or sources.
The spreaded (P0 order) and punctual (P1 and P2 orders) sources are validated with respect
to the diffusive Biot wave. The PML absorbing conditions are implemented quite naturally in
the frequency domain at the edges of the propagation medium.
A good agreement with reflectivity simulations in stratified media is shown for the entire
frequency band and so for various Biot wave regimes. An example of a laterally variable medium
is given as an illustration of the poroelastic wave modeling in a 2D heterogeneous medium.
More complex descriptions of the porous medium (double porosity, patchy saturation) could
be implemented by homogenization to study waveform attenuations that we might foresee
for future works. Moreover, a sensibility study of porous parameters could be carried out
to compute sensitivity kernels. These sensitivity kernels could then be used to perform time
differential imaging by full-waveform inversion techniques. In subsurface surveys such as for
landslides, and geotechnical and reservoir issues, this kind of seismic imaging is a difficult
challenge to better estimate porosity, permeability, and fluid property time variations.
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2.1.10 APPENDIX A : Projection matrices
Projection matrices are needed for the estimation of fluxes in equation 2.16.
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N
1
x =


1 1 0 0
0 0 1 0
0 0 0 0
0 0 0 0

N2x =


0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0

N3x =


0 0 0 0
0 0 0 0
1 1 0 0
0 0 1 0


N
4
x =


0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0

N1z =


0 0 1 0
1 −1 0 0
0 0 0 0
0 0 0 0

N2z =


0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0


N
3
z =


0 0 0 0
0 0 0 0
0 0 1 0
1 −1 0 0

N4z =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

M1x =


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


M
2
x =


0 0 1 0
0 0 0 0
0 0 0 0
0 0 0 0

M3x =


0 0 0 0
1 0 0 0
0 1 0 0
0 0 0 0

M4x =


0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0


M
5
x =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 1 0

M1z =


0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0

M2z =


0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0


M
3
z =


0 0 0 0
0 −1 0 0
1 0 0 0
0 0 0 0

M4z =


0 0 0 0
0 0 0 0
0 0 0 0
0 1 0 0

M5z =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1


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2.2 Surface libre et ondes de surface
2.2.1 Imple´mentation nume´rique
La prise en compte de la surface libre dans les mode´lisations poroe´lastiques est un proble`me
complexe. En effet, une des hypothe`ses fortes de la the´orie de Biot-Gassmann est que les pores
sont tous connecte´s (la porosite´ occluse n’est pas conside´re´e dans la mode´lisation). Le contact
du milieu poreux avec un milieu fluide (air, eau) est difficile a` de´crire, le fluide du milieu poreux
pouvant eˆtre en contact ou non avec le “fluide externe” suivant l’ouverture des pores, ce qui est
naturellement tre`s variable suivant les mate´riaux (se´diments, roches) et a` l’e´chelle d’un massif
(variabilite´ spatiale).
Classiquement, pour les mode´lisations e´lastodynamiques avec la me´thode Galerkin discon-
tinue (BenJemaa et al., 2007; Brossier, 2009), pour imple´menter nume´riquement les conditions
de surface libre, on conside`re une cellule fantoˆme voisine de l’interface qui permet d’assurer la
continuite´ des de´placements (condition de Neumann) et l’annulation des contraintes (condition
de Dirichlet). On utilise cette cellule fantoˆme pour annuler les flux de contraintes et doubler
la valeur des flux de vitesses a` la surface libre. L’application explicite de ces conditions a` la
surface libre permet de simuler correctement les ondes re´fle´chies a` l’interface et la cre´ation des
ondes de surface (ondes de Rayleigh dans le cas P-SV 2D). Dans les milieux poroe´lastiques,
Deresiewicz (1962) et Bourbie´ et al. (1987) ont montre´ que les ondes de Rayleigh correspon-
daient a` un phe´nome`ne dispersif et dissipatif cause´ par les pertes d’e´nergie par conversions
modales de l’onde de Biot. Les ondes de surface a` une interface milieu poroe´lastique/milieu
liquide proviennent de la combinaison (Edelman & Wilmanski, 2002)
 d’une onde de surface “vraie“ qui a une vitesse infe´rieure a` toutes les autres ondes,
 d’une pseudo-onde de Scholte ayant une vitesse comprise entre la vitesse de l’onde de
Biot et la vitesse de l’onde S,
 et d’une pseudo-onde de Rayleigh (devenant une “vraie” onde de Rayleigh si la densite´
du fluide ρf tend vers 0).
En ge´ne´ral, l’onde de surface “vraie” est difficilement observable (Nagy, 1992). En plus
de la complexite´ des ondes de surface en milieu poreux, il faut de´terminer si les pores au
niveau de la surface sont ouverts ou ferme´s, et donc si les contraintes et les de´placements
s’annulent ou pas. Sidler et al. (2010) montrent les diffe´rences de formes d’ondes des ondes
de surface dans les deux cas en utilisant une approche nume´rique pseudo-spectrale. La the´orie
de Biot-Gassmann conside`re uniquement la porosite´ connecte´e et donc les pores ouverts en
surface. Cela constitue une approximation, notamment pour la surface libre ou` l’arrangement
de l’espace poreux est variable selon les mate´riaux et l’espace pour un meˆme mate´riau. De
plus, la complexite´ des champs de contraintes et de de´placements calcule´s dans l’approche
poroe´lastique fait que l’on doit conside´rer des de´placements relatifs entre phases fluide et solide
et des contraintes s’appliquant sur les phases fluide ou solide. Pour les milieux poroe´lastiques,
il est donc difficile d’appliquer des conditions nume´riques explicites telles que celles utilise´es
dans le cas e´lastique.
La solution pour simuler correctement les ondes de surface a e´te´ de ne pas appliquer de
conditions aux limites a` la surface libre mais de conside´rer le milieu au dessus de la surface
libre comme un fluide pur. En effet, en posant la porosite´ e´gale a` 1, ce milieu est un fluide pur
auquel on peut attribuer les caracte´ristiques de l’air ou de l’eau suivant l’application choisie.
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Le coˆut nume´rique supple´mentaire est faible, car meˆme si la vitesse de propagation de l’onde
P dans l’air ou dans l’eau est faible (respectivement environ 330 m/s et 1500 m/s), il n’est pas
ne´cessaire de respecter le crite`re de dispersion dans ce milieu fluide pour correctement calculer
les ondes de surface dans le milieu poroe´lastique, les coefficients de re´flexion a` l’interface milieu
poreux/fluide e´tant correctement calcule´s.
2.2.2 Validation et exemples de simulations d’ondes de surface
Dans un premier temps, la ve´rification de l’imple´mentation de la surface libre est faite sur un
cas simple en comparant les sismogrammes obtenus avec ceux obtenus par une me´thode semi-
analytique (code SKB, voir partie 2.1.6) ou` les coefficients de re´flexion a` la surface libre sont
explicitement calcule´s par cette approche. Ensuite, je donne quelques exemples de l’influence
de l’onde de Biot sur les ondes de surface en conside´rant un milieu bicouche avec les trois
re´gimes de l’onde de Biot (diffusif, interme´diaire, propagatif) comme re´alise´ pre´ce´demment
(partie 2.1.6).
2.2.2.1 Validation de l’imple´mentation de la surface libre
On conside`re un demi-espace (milieu homoge`ne avec surface libre) de profondeur 35 m
et de largeur 90 m. Pour mode´liser la surface libre, on applique une couche d’air de 15 m
d’e´paisseur. Le milieu global fait 90 sur 50 m et est entoure´ de couches absorbantes PML
de 5 m d’e´paisseur. La source explosive est situe´e a` 1 m de profondeur de l’interface milieu
poreux/air et a` 2m du bord PML ; la fonction source est un ricker de fre´quence centrale 200 Hz
et on calcule 50 fre´quences entre 0 et 600 Hz. Deux lignes de re´cepteurs sont place´s : une en
surface a` 3 m de l’interface milieu poreux/air et une en profondeur a` 20 m de l’interface milieu
poreux/air. La ge´ome´trie est re´sume´e par la figure 2.16. Les parame`tres physiques du milieu
poreux sont donne´s dans le tableau 2.5 et correspondent a` un sable consolide´. Dans ce tableau
sont e´galement donne´s les parame`tres physiques de la phase fluide. L’interface milieu sature´ en
eau/couche d’air conserve les hypothe`ses de la the´orie de Biot-Gassmann, les pores sont donc
connecte´es, y compris au niveau de l’interface.
La figure 2.17 repre´sente les cartes monochromatiques de la contrainte moyenne T1 et de
la vitesse de de´placement solide vertical u˙z a` 354, 8 Hz. On voit ainsi tre`s bien les interfe´rences
constructives a` l’interface milieu poreux/air qui aboutissent a` la cre´ation des ondes de surface.
On calcule la solution temporelle en des points carte´siens de l’espace en combinant les cartes
monochromatiques via une transforme´e de Fourier inverse et en extrayant les sismogrammes
pour les deux lignes de re´cepteurs de´crites sur la figure 2.16. Les sismogrammes ainsi obtenus
sont trace´s sur la figure 2.18. On met en e´vidence un bon accord entre la solution calcule´e par
le code Galerkin Discontinu avec une couche d’air et la solution semi-analytique obtenue par le
code SKB avec des conditions de surface libre explicites. P est l’onde de compression directe,
confondue avec l’onde de compression re´fle´chie a` la surface libre PfP (la source e´tant tre`s proche
de l’interface milieu poreux/air), PfS est l’onde de cisaillement issue de la conversion de l’onde
P directe a` la surface libre. SW est l’onde de surface (Rayleigh) cre´e´e par l’inte´raction des ondes
P et S a` la surface libre dont le caracte`re dispersif est bien visible sur les re´cepteurs situe´s en
profondeur (re´cepteurs 2), les formes d’onde, et donc la vitesse de phase, variant avec l’offset.
Il faut noter e´galement que les ondes de surface ont une amplitude beaucoup plus forte que les
ondes de volume, notamment a` grands offsets et pour les re´cepteurs situe´s en surface.
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Source
PML
Receivers2
50 m
90 m
5 m
Interface air/medium
Receivers 1
15 mAIR
POROUS MEDIUM
3 m
17 m
Figure 2.16 – Ge´ome´trie du milieu conside´re´ pour valider l’imple´mentation nume´rique de la
surface libre. Les parame`tres des deux milieux (milieu poreux et air) sont donne´s dans le tableau
2.5.
Milieu poreux Air
Ks (GPa) 50
Gs (GPa) 30
ρs (kg/m
3) 2700
Kf (GPa) 2.2 0.0001
ρf (kg/m
3) 1000 1
η (Pa.s) 0.001 0.00001
m 1.5
φ 0.1 1
k0 (m
2) 10−14
cs 20
fc (Hz) 5 10
5
Re´gime de l’onde de Biot Diffusif
VP (m/s) 3586 330
VS (m/s) 1633
VBiot (m/s) 18
Table 2.5 – Parame`tres physiques du milieu poreux et de la couche d’air au dessus de l’interface
surface libre. Les vitesses des ondes P, S et Biot (VP , VS et VBiot) sont donne´es a` la fre´quence
centrale de la source (200 Hz).
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(a) T1
(b) u˙z
Figure 2.17 – Cartes monochromatiques (a` 354, 8 Hz) des champs (a) de contrainte moyenne
T1 et (b) de vitesse de de´placement solide vertical u˙z. Les parame`tres des deux milieux (milieu
poreux et air) sont donne´s dans le tableau 2.5.
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Figure 2.18 – Sismogrammes du champ de de´placement solide horizontal ux (a,c) et vertical
uz (b,d) pour la ligne de re´cepteur 1 situe´e a` 3 m de l’interface milieu poreux/air (a,b) et
pour la ligne de re´cepteur 2 situe´e a` 20 m de l’interface milieu poreux/air (c,d). La solution
semi-analytique SKB est trace´e en trait continu noir et la solution calcule´e par le code Galerkin
Discontinu en croix bleues. Les diffe´rences entre les deux solutions sont trace´es en tirete´s rouges
et multiplie´es par 5. P est l’onde de compression directe, PfP l’onde de compression re´fle´chie
a` la surface libre, PfS est l’onde de cisaillement convertie a` la surface libre et SW est l’onde
de surface. Les parame`tres des deux milieux (milieu poreux et air) sont donne´s dans le tableau
2.5.
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2.2.2.2 Influence de l’onde de Biot sur les ondes de surface
On conside`re le meˆme mode`le que pour la validation : configuration ge´ome´trique de´crite
sur la figure 2.16 et parame`tres physiques donne´s dans le tableau 2.5. De la meˆme fac¸on que ce
qui est re´alise´ dans l’article pre´sente´ pre´ce´demment (partie 2.1.6), on fait varier les parame`tres
entrant dans le calcul de la fre´quence de coupure fc (e´quation 2.2), afin de conside´rer des
re´gimes de l’onde de Biot variables : diffusif, interme´diaire et propagatif (figure 2.2). Tous
les parame`tres du milieu poreux e´tant constants par ailleurs (tableau 2.5), on fait varier la
perme´abilite´ k0 de 3 a` 5 ordres de grandeurs, soit k0 = 10
−11 m2 et k0 = 10
−9 m2. Cela revient
a` conside´rer trois mode`les diffe´rents, de´crits dans le tableau 2.6.
Les sismogrammes enregistre´s sur les lignes de re´cepteurs 1 et 2 sont trace´s respectivement
sur les figures 2.19 et 2.20 avec des zooms traces par traces a` court, moyen et grand offsets.
L’onde de Biot propagative (mode`le 2) est visible a` court offset sur les deux lignes de re´cepteurs.
Il est important de noter que, comme dans le cas ou` on conside`re une interface (partie 2.1.6),
meˆme si l’onde de biot n’est pas visible (re´gime interme´diaire ou re´gime propagatif a` moyen et
grand offset) sur les sismogrammes, elle a une forte influence sur la forme des ondes de surface,
a` cause de la part importante d’e´nergie “absorbe´e” par la partie diffusive de l’onde de Biot. En
effet, la forme d’onde des ondes de surface est tre`s diffe´rente quand l’onde de Biot est dans
un re´gime diffusif (trait noir) interme´diaire (croix rouges) ou propagatif (points bleus). Ainsi,
on justifie, ici encore, l’utilisation d’une the´orie poroe´lastique comple`te (prenant en compte
tous les phe´nome`nes fre´quentiels) pour calculer correctement la propagation des ondes dans les
milieux biphasiques.
Mode`le de base Mode`le 1 Mode`le 2
Ks (GPa) 50
Gs (GPa) 30
ρs (kg/m
3) 2700
Kf (GPa) 2.2
ρf (kg/m
3) 1000
η (Pa.s) 0.001
m 1.5
φ 0.1
k0 (m
2) 10−14 10−11 10−9
cs 20
fc (Hz) 5 10
5 503 5.03
Re´gime de l’onde de Biot Diffusif Interme´diaire Propagatif
VP (m/s) 3586 3586 3586
VS (m/s) 1633 1635 1643
VBiot (m/s) 18 448 617
Table 2.6 – Parame`tres physiques des trois milieux poreux correspondant a` trois re´gimes
diffe´rents de l’onde de Biot. Les vitesses des ondes P, S et Biot (VP , VS et VBiot) sont donne´es
a` la fre´quence centrale de la source (200 Hz).
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Figure 2.19 (facing page) – Sismogrammes du champ de de´placement solide horizontal ux
(a,c,e,g) et vertical uz (b,d,f,h) pour la ligne de re´cepteur 1 situe´e a` 3 m de l’interface mi-
lieu poreux/air. Les figures (a) et (b) repre´sentent les sismogrammes complets et les figures
(c,d,e,f,g,h) sont des traces a` court (c,d), moyen (e,f) et grand (g,h) offsets, extraites des sis-
mogrammes pour faciliter la comparaison. La solution du mode`le de base (diffusif) est trace´e
en trait continu noir, la solution du mode`le 1 (interme´diaire) en croix rouges et la solution du
mode`le 2 (propagatif) en points bleus. Les parame`tres des trois milieux sont donne´s dans le
tableau 2.6.
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Figure 2.20 (facing page) – Sismogrammes du champ de de´placement solide horizontal ux
(a,c,e,g) et vertical uz (b,d,f,h) pour la ligne de re´cepteur 2 situe´e a` 20 m de l’interface mi-
lieu poreux/air. Les figures (a) et (b) repre´sentent les sismogrammes complets et les figures
(c,d,e,f,g,h) sont des traces a` court (c,d), moyen (e,f) et grand (g,h) offsets, extraites des sis-
mogrammes pour faciliter la comparaison. La solution du mode`le de base (diffusif) est trace´e
en trait continu noir, la solution du mode`le 1 (interme´diaire) en croix rouges et la solution du
mode`le 2 (propagatif) en points bleus. Les parame`tres des trois milieux sont donne´s dans le
tableau 2.6.
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Conclusion partielle
On a de´crit dans ce chapitre la me´thode nume´rique employe´e pour calculer la propagation
des ondes dans les milieux poroe´lastiques. L’article publie´ au journal Geophysics de´crit les
bases de la me´thode et donne des exemples de validation et d’application. On montre ainsi
que les ondes de volume sont sensibles a` l’onde de Biot quel que soit son re´gime (diffusif,
interme´diaire ou propagatif) et on donne un exemple de calcul de sismogrammes diffe´rentiels
applique´ aux re´servoirs profonds pour lesquels la prise en compte de la the´orie poroe´lastique
permet de bien de´crire les phe´nome`nes que l’on veut mode´liser. Le de´veloppement de la me´thode
Galerkin Discontinue aux ordres d’interpolation e´leve´s est donne´e en annexe A. La validation
de l’imple´mentation de la surface libre est e´galement re´alise´e dans ce chapitre et montre la
sensibilite´ des ondes de surface a` l’onde de Biot. Toutes les simulations pre´sente´es ici ont e´te´
re´alise´es pour un milieu biphasique “simple” tel que celui de´crit dans le chapitre 1. Dans le
chapitre suivant, on va e´tendre les mode`les d’homoge´ne´isation a` des milieux plus complexes et
ceci afin d’essayer de mieux mode´liser les formes d’ondes et en particulier les atte´nuations et
les dispersions dans des milieux plus re´alistes (non sature´s, porosite´s he´te´roge`nes...).
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Chapitre 3
Ondes sismiques dans les milieux
complexes multiphasiques : vitesses,
atte´nuations et formes d’ondes
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Introduction
Les deux chapitres pre´ce´dents ont pre´sente´ la fac¸on de de´crire les milieux poreux et de
calculer la propagation des ondes sismiques dans de tels milieux. Cependant, des hypothe`ses
simplificatrices ont e´te´ prises pour ne conside´rer que des milieux avec une seule phase fluide
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et une seule phase poreuse. Cela ne refle`te pas force´ment certains milieux re´els, souvent plus
complexes. On a ainsi utilise´ des modules me´caniques re´els et inde´pendants de la fre´quence
et seul le terme inertiel ρ˜ (de´crivant les interactions visqueuses entre phases fluide et solide)
de´pend de la fre´quence.
Cette approximation est, la plupart du temps, correcte pour calculer les vitesses de pro-
pagation a` basse fre´quence (conside´re´es alors comme des constantes re´elles) mais ne refle`tent
pas les atte´nuations des ondes et les dispersions de vitesses de propagation observe´es dans les
milieux re´els. De plus, pour des cas d’expe´riences de laboratoire ou` les fre´quences d’e´tude sont
hautes (kHz ou MHz) et peuvent donc eˆtre proches de la fre´quence de coupure fc (caracte´risant
la transition entre re´gimes diffusif et propagatif de l’onde de Biot, voir chapitre 1), les vitesses
pre´dites par la the´orie de Biot-Gassmann ne sont pas correctes. De meˆme, pour certains mi-
lieux de subsurface de perme´abilite´s faibles, la fre´quence de coupure fc est dans la gamme des
fre´quences sismiques.
Pour s’approcher des atte´nuations et des dispersions observe´es dans les milieux re´els, une
description plus pre´cise des milieux re´els est ne´cessaire. La prise en compte de l’atte´nuation dans
les milieux poreux complexes a e´te´ e´tudie´e par de nombreux auteurs et se re´sume a` conside´rer
trois e´chelles (Pride et al., 2004) :
 macroscopique = longueur d’onde : l’atte´nuation conside´re´e dans la the´orie de Biot-
Gassmann ou dans les analogies visco-e´lastiques rentre dans cette cate´gorie car ce type
d’atte´nuation re´sulte de l’homoge´ne´isation qui revient a` conside´rer des parame`tres “ge´ne´-
raux“ complexes et de´pendants de la fre´quence pour de´crire des atte´nuations observe´es.
Cela se fait au travers du terme de re´sistance a` l’e´coulement ρ˜ pour Biot-Gassmann et
avec des modules incluant une partie imaginaire base´e sur un phe´nome`ne de relaxation
e´quivalent pour les mode`les visco-poroe´lastiques.
 microscopique = taille des grains : des microfissures parcourent les grains des mine´raux ;
au passage des ondes sismiques, les micro-variations de pression et l’e´coulement des fluides
dans ces microfissures provoquent le me´canisme de “squirt flow” ou “e´coulement local“
de´crit par Mavko & Jizba (1991) et Dvorkin et al. (1995). Ce phe´nome`ne d’atte´nuation
entre en jeu principalement a` haute fre´quence pour les milieux anisotropes.
 me´soscopique = e´chelle interme´diaire : c’est a` cette e´chelle que l’atte´nuation dans les
milieux re´els aux fre´quences sismiques est la plus importante. Les he´te´roge´ne´ite´s me´-
soscopiques (plusieurs phases fluides ou solides a` cette e´chelle) cre´ent des variations de
pressions et d’e´coulements de fluides significatives a` cette e´chelle.
3.1 He´te´roge´ne´ite´s me´soscopiques : e´coulements de fluides in-
duits et atte´nuations
Les he´te´roge´ne´ite´s me´soscopiques des milieux naturels sont les principales causes de la
dispersion et des atte´nuations observe´es aux fre´quences sismiques (voir figure 3.1). Ce type
d’atte´nuation correspond a` un e´coulement de fluide local : au passage de l’onde sismique,
le gradient de pression impose´ au fluide s’e´quilibre sur une distance me´soscopique avec des
inte´ractions entre le fluide et le solide et des phe´nome`nes de friction dans les pores.
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Figure 3.1 – Illustration des e´chelles d’observation : depuis l’e´chelle microscopique (pore) a`
l’e´chelle macroscopique (d’apre`s Muller et al. (2010)). Les he´te´roge´ne´ite´s a` l’e´chelle interme´-
diaire (me´soscopiques) constituent la source des atte´nuations et des dispersions oberve´es sur
les donne´es re´elles.
L’atte´nuation a` l’e´chelle me´soscopique est donc le phe´nome`ne pre´dominant pour expliquer
l’atte´nuation observe´e dans les milieux re´els sur une large bande de fre´quences. Ce type d’at-
te´nuation a d’abord e´te´ montre´ sur un empilement de couches poreuses fines par Gurevich
& Lopatnikov (1995) et Gelinsky & Shapiro (1997) ou` les multiples diffractions/conversions
d’ondes aux interfaces provoquent des pertes d’e´nergie importantes par conversion en ondes de
Biot diffusives. Cependant, dans les milieux he´te´roge`nes, ces phe´nome`nes se produisent plutoˆt
sur des lentilles/patches de taille me´soscopique compose´es de milieux diffe´rents. Ce type de
configuration s’applique bien aux milieux compose´s de deux phases fluides ou` la phase gazeuse
par exemple, se re´partit en patches. Cela s’applique e´galement aux milieux fracture´s (double po-
rosite´), ou` une phase de forte porosite´ et de forte perme´abilite´ est enchasse´e dans un encaissant
de plus faible porosite´ et de plus faible perme´abilite´.
Muller et al. (2010) de´crivent l’ensemble des mode`les propose´s par divers auteurs pour
mode´liser ce phe´nome`ne d’e´coulement me´soscopique induit. Comme c’est un me´canisme de
relaxation, des valeurs limites (basses et hautes fre´quences correspondant aux e´tats ”relache´s“
et ”contracte´s“ du phe´nome`ne) peuvent eˆtre de´finis analytiquement (par exemple, par Norris
(1993) pour les milieux partiellement sature´s ou par Gurevich (2003) pour les milieux fracture´s).
Ensuite, Muller et al. (2010) classent les mode`les en plusieurs cate´gories :
 les mode`les base´s sur la the´orie de Biot-Gassmann qui conside`rent un volume e´le´mentaire
repre´sentatif sur lequel est fait l’homoge´ne´isation.
 les mode`les ou` sont de´crits la forme des pores et des he´te´roge´ne´ite´s. Ces mode`les s’ap-
pliquent pour les petites e´chelles et donc plutoˆt a` haute fre´quence, c’est le cas du mode`le
d’e´coulement local (squirt flow introduit par Mavko & Jizba (1991)).
 les mode`les ”analogiques“ visco-e´lastiques et visco-poroe´lastiques qui de´crivent des mo-
de`les e´quivalents avec des modules complexes de´pendants de la fre´quence. Ces mode`les
introduisent des coefficients empiriques pour mieux prendre en compte l’atte´nuation ob-
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serve´es dans les milieux re´els.
Dans ce chapitre, on essaie de mieux comprendre comment les attributs sismiques (vitesses
et atte´nuations) sont de´pendants de la description physique du milieu dans les formations
ge´ologiques de subsurface. On ne va donc pas s’inte´resser a` la deuxie`me cate´gorie de mode`les
qui est plus approprie´e pour des applications de laboratoire.
La premie`re cate´gorie de mode`les, qui repose sur une description ”homoge´ne´ise´e“ des he´te´ro-
ge´ne´ite´s me´soscopiques, est bien approprie´e pour de´crire les milieux de subsurface partiellement
sature´s ou fracture´s. Pride et al. (2004) ont formule´ ces the´ories sous forme d’homoge´ne´isations
complexes permettant de se ramener a` une the´orie de Biot-Gassmann effective avec des mo-
dules me´caniques complexes et fre´quentiellement de´pendants. Le me´canisme de d’e´coulement
local (”squirt flow“), introduit par Mavko & Jizba (1991), a e´galement e´te´ exprime´ dans le for-
malisme d’une the´orie de Biot-Gassmann effective par Pride et al. (2004), mais l’influence de
ce mode`le sur les formes d’ondes est tre`s limite´e et ne sera donc pas e´tudie´e ici. Une description
comple´mentaire de ces phe´nome`nes d’atte´nuations me´soscopiques est donne´e dans l’annexe B.
On e´tudiera ensuite la troisie`me cate´gorie de mode`les, qui consiste a` mode´liser les relations
de dispersion et d’atte´nuation directement via des modules complexes de´duits d’analogies visco-
e´lastiques. On applique cela aux milieux non consolide´s (sables) ou` les pertes d’e´nergie sont
principalement dues a` la combinaison des phe´nome`nes de friction entre grains qui se de´placent
au passage de l’onde et d’e´coulement locaux. C’est donc un me´canisme d’atte´nuation a` l’e´chelle
microscopique. Ce mode`le a e´te´ de´veloppe´ par Stoll & Kan (1981) puis e´tendu a` une the´orie de
Biot-Gassmann effective par Chotiros & Isakson (2004).
Dans ce chapitre, on e´tudie donc trois milieux complexes en comparant les mode`les d’ho-
moge´ne´isation propose´s par diffe´rents auteurs :
 milieux avec deux phases fluides : mode`le de saturations partielles (”patchy saturation“)
et homoge´ne´isations simples par moyennes,
 milieux avec deux phases poreuses : mode`le de double porosite´ et homoge´ne´isations par
moyennes,
 milieux peu consolide´s : mode`les de friction inter-grains avec e´coulement local (mode`les
de Stoll).
Les deux premiers cas sont traite´s avec le formalisme de Pride et al. (2004) de´crit dans la partie
3.2.
L’e´tude de ces mode`les complexes sera re´alise´e de deux fac¸ons. On comparera, dans un
premier temps, l’influence du mode`le sur les attributs sismiques macro-e´chelles (vitesses et at-
te´nuations) puis on analysera les diffe´rences observe´es sur des formes d’ondes calcule´es dans un
milieu bicouche. La mode´lisation de la propagation des ondes est re´alise´e avec le code Galerkin
discontinu (dont le principe est de´crit dans le chapitre 2). La re´solution du syste`me poroe´lasto-
dynamique e´tant re´alise´e dans le domaine fre´quence-espace, on calcule la propagation des ondes
sans approximation sur la rhe´ologie. Il est important de noter que de telles simulations n’ont
jamais e´te´ re´alise´es sans approximation dans les milieux he´te´roge`nes. Les pre´ce´dents travaux
se sont uniquement inte´resse´s a` mode´liser les atte´nuations et dispersions dans les milieux he´te´-
roge`nes par diffe´rences finies, par exemple pour Masson & Pride (2007), ou par une approche
en fre´quence par Rubino et al. (2009) qui utilisent une mode´lisation e´quivalente visco-e´lastique
pour de´crire un milieu poreux sature´.
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3.2 Formalisme ge´ne´ral de l’homoge´ne´isation des milieux com-
plexes
Le but est de se ramener a` un milieu effectif ou` peut eˆtre utilise´e la the´orie de la po-
roe´lastodynamique de Biot-Gassmann. Ainsi, on calcule des modules me´caniques e´quivalents
(KU (ω), G(ω), C(ω) et M(ω)) qui de´pendent de la fre´quence et de´crivent le milieu complexe a`
chaque fre´quence/e´chelle, ce qui permet d’utiliser la the´orie de Biot-Gassmann de´crite dans le
chapitre 1 pour calculer la propagation des ondes dans ces milieux poreux. Pride et al. (2004)
ont formule´ les modules d’incompressibilite´ draine´ KD(ω), non draine´ KU (ω) et le module de
Skempton B(ω) effectifs de la fac¸on suivante :
1
KD(ω)
= a11 −
a213
a33 − γ(ω)
,
B(ω) =
−a12(a33 − γ(ω)) + a13(a23 + γ(ω))
(a22 − γ(ω))(a33 − γ(ω))− (a23 + γ(ω))2
,
1
KU (ω)
=
1
KD(ω)
+B(ω)
(
a12 −
a13(a23 + γ(ω))
a33 − γ(ω)
)
. (3.1)
On en de´duit les modules KU (ω), C(ω) et M(ω) entrant dans les e´quations de la poroe´-
lastodynamique (syste`me 1.7), le module de cisaillement G e´tant inde´pendant de la fre´quence
dans les mode`les e´tudie´s.
KU (ω) =
[
1
KD(ω)
+B(ω)
(
a12 −
a13(a23 + γ(ω))
a33 − γ(ω)
)]−1
,
C(ω) = B(ω) KU (ω) ,
M(ω) = B(ω)
KU (ω)
α
, (3.2)
avec la constante de Biot-Willis α = 1−KD0/Ks (KD0 est le module d’incompressibilite´ draine´
du milieu e´quivalent calcule´ par moyenne harmonique). Les constantes aij (i, j ∈ (1, 3)) et le
coefficient de transport γ(ω) sont spe´cifiques au type de milieu e´tudie´ (fluide biphasique, double
porosite´). Le module de cisaillement G(ω) est conside´re´ comme inde´pendant de la fre´quence
dans les mode`les e´tudie´s et pris e´gal au module de cisaillement draine´ : G(ω) = GD.
3.3 Milieux a` fluides multiphasiques
3.3.1 Mode`les de saturation partielle : ”patchy saturation”
Les milieux re´els sont souvent non sature´s ou constitue´s de deux phases fluides (air et
eau, gaz et pe´trole...). Les termes me´caniques (Kf ), inertiels (ρf , ρ˜) et visqueux (η) pour les
diffe´rents fluides peuvent varier de plusieurs ordres de grandeur (voir tableau 1.2 pour les
valeurs de ces parame`tres pour des fluides classiques) et donc, les inte´ractions fluide/solide et
fluide/fluide sont spe´cifiques et peuvent eˆtre tre`s variables. Knight et al. (1998) ont montre´ que
la re´partition ge´ome´trique des phases fluides sous forme d’he´te´roge´ne´ite´s me´soscopiques e´tait
la source d’atte´nuations et de dispersions des ondes sismiques. Des mesures de Cadoret (1993)
sur les calcaires ou celles de Knight & Dvorkin (1992) sur des e´chantillons de gre`s montrent
e´galement la de´pendance des attributs sismiques a` la saturation.
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En effet, si deux fluides immiscibles saturent la matrice solide, le fluide en plus faible quantite´
se re´partit sous forme de ”patchs“ entoure´s par le fluide en quantite´ supe´rieure (ge´ome´trie
de´crite par la figure 3.2). Au passage d’une onde de compression, a` cause de leur compressibilite´
diffe´rente, les deux fluides sont soumis a` des changements de pression diffe´rents, et donc, ont des
e´coulements diffe´rents lors de l’e´quilibration des gradients de pressions. White (1975) puis Dutta
& Ode´ (1979) ont propose´ une the´orie en mode´lisant les zones de saturation par des sphe`res
(“Patchy saturation theory”, figure 3.2). Re´cemment, Vogelaar et al. (2010) ont de´veloppe´ la
solution analytique exacte pour calculer le module d’incompressibilite´ dans un milieu contenant
deux fluides sous forme “patchy”.
Watersaturated rock
Air saturated rock
Water
Air
R
a
Figure 3.2 – Illustration du mode`le de saturation partielle (“patchy saturation”) ou` la re´parti-
tion ge´ome´triques des fluides se fait sous forme de sphe`res de milieu poreux sature´ par le fluide
le plus mobile (air) enchasse´es dans le milieu sature´ par le fluide le moins mobile (eau). On
de´crit ainsi ce mode`le par les caracte´ristiques ge´ome´triques a et R, rayons des sphe`res. Figure
modifie´e d’apre`s Dutta & Ode´ (1979).
A partir des e´quations d’e´tat des deux fluides, Pride et al. (2004) de´crivent les mouvements
respectifs des fluides pour calculer des parame`tres moyens (KU (ω), C(ω) et M(ω)) graˆce aux
expressions 3.2. Les constantes aij (i, j ∈ (1, 3)) sont les composantes de la matrice de rigidite´
ge´ne´ralise´e et sont donne´es par les relations :
a11 =
1
KD0
,
a22 = (−β + V1/B1)
α
KD0
,
a33 = (−β + V2/B2)
α
KD0
,
a12 = −
V1α
KD0
,
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a13 = −
V2α
KD0
,
a23 =
βα
KD0
. (3.3)
Le coefficient KD0 est le module draine´ du squelette solide (diffe´rent du module effectif
KD(ω) de´fini dans l’e´quation 3.1) ; Le facteur α est la constante de Biot-Willis associe´e a`
KD0 ; V1 et V2 sont les proportions respectives des deux fluides ; B1 et B2 sont les modules
de Skempton des deux phases fluides (qui s’expriment par les relations de Gassmann, voir
e´quations 1.35). Pride et al. (2004) de´terminent le parame`tre β en faisant une approximation
haute fre´quence qui permet de conside´rer tous les patches comme non draine´s et d’appliquer
les lois de l’e´lasticite´ au composite. L’expression de β ainsi de´duite est
β =
(
V1V2
B1B2
)
V1B1 + V2B2 − 1/α+KD0/KH
1− (1/α−KD0/KH)(V1/B1 + V2/B2))
, (3.4)
ou` KH est le module e´lastique du composite tel que
KH = 1/
[
V1
KD0/(1− αB1) + 4G/3
+
V2
KD0/(1− αB2) + 4G/3
]
. (3.5)
Le calcul du coefficient de transport γ(ω), fonction de γp et ωp est de´taille´ par Pride et al.
(2004). Ce coefficient caracte´rise la loi de comportement des tranferts entre les deux phases
fluides (qui de´pend des effets de capillarite´ et des e´coulements inter-phases a` l’e´chelle me´sosco-
pique). L’expression obtenue est la suivante :
γ(ω) = γp
√
1−
iω
ωp
, (3.6)
avec les deux termes suivants
γp =
V1k0
η1L21
,
ωp =
KD0B1
η1α
k0V
2
1 (V/S)
2
L41
(
1 +
√
η2B2
η1B1
)2
. (3.7)
Dans ces e´quations apparaissent les deux termes ge´ome´triques L1 et V/S. S est la surface
de contact entre fluides dans un volume e´le´mentaire V . L1 est la distance dans la phase 1
(celle qui a la mobilite´ la plus faible, proportionnelle au rapport k0/η) a` laquelle le gradient
de pression s’annule. Cette distance peut eˆtre estime´e nume´riquement par inversion mais, si
on conside`re que chaque patch de fluide est une sphe`re de rayon a, on peut utiliser des solu-
tions analytiques pour V/S et L1. Pride et al. (2004) conside`rent trois cas qui de´pendent des
proportions respectives de chaque phase fluide (V1 et V2) :
 V2 ≪ V1 : c’est, par exemple, le cas d’un milieu sature´ en eau a` 90%, la phase 2, la plus
mobile, e´tant constitue´e d’air (V2 = 0, 1), ce qui ve´rifie le crite`re η2/η1 petit. Dans ce
cas-la`, on conside`re les sphe`res de rayon a contenant la phase 2, incluses dans des sphe`res
de rayon R (voir figure 3.2), ce qui donne V/S = R3/3a2 = aV2/3 et L
2
1 = 9V
−2/3
2 a
2(1−
7V
1/3
2 /6)/14. De plus, la phase 2 e´tant en tre`s petite quantite´, elle peut eˆtre conside´re´e
comme immobile par rapport a` la matrice solide, et permet de faire l’approximation :
ρf = ρf1 (tout en gardant ρ = (1− φ)ρs + φ(V1ρf1 + V2ρf2)) et ρ˜ = iη1/(ωk(ω)).
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 V1 ≪ V2 : dans le cas contraire, ou` la phase la plus mobile est en quantite´ pre´dominante,
les parame`tres ge´ome´triques s’expriment : V/S = aV1/3 et L
2
1 = a
2/15 et on conside`re
ρf = ρf2 et ρ˜ = iη2/(ωk(ω)).
 si V1 et V2 sont du meˆme ordre de grandeur, il n’y a pas de solution analytique pour les
facteurs ge´ome´triques. C’est donc une des limitations du mode`le.
Pour justifier ces conside´rations semi-empiriques, Pride et al. (2004) ont montre´ un excellent
accord entre leurs re´sultats et ceux obtenus par le mode`le de Johnson (2001) (voir figure 3.3).
Figure 3.3 – Variation du module d’incompressibilite´ non draine´ KU (ω) en fonction de la
fre´quence ω pour le mode`le de Pride et al. (2004) en trait continu (avec a = 10 cm) et pour
le mode`le de Johnson (2001) en tirete´s. La figure du haut repre´sente la partie re´elle de KU (ω)
(proportionnelle aux vitesses de phase, voir e´quation 1.12) et la figure du bas, le rapport
des parties imaginaire et re´elle de KU (ω) (proportionnelle aux facteurs de qualite´ : Q
−1
k =
−Im(KU (ω))/Re(KU (ω)), voir e´quation 1.14). Le milieu est un gre`s consolide´ partiellement
sature´ en eau avec V1 = 0.97. Figure tire´e de Pride et al. (2004).
3.3.2 Homoge´ne´isation des phases fluides par moyennes
Une approche plus simple que celle pre´sente´e dans le paragraphe pre´ce´dent consiste a` cal-
culer une phase fluide effective par des moyennes arithme´tiques et harmoniques. Dans ce cas-la`,
on applique ensuite la the´orie de Biot-Gassmann (de´crite dans le chapitre 1) pour les milieux
sature´s par un seul fluide e´quivalent.
La solution la plus simple (Domenico, 1976; Berryman et al., 2000) consiste a` calculer
les parame`tres e´quivalents par des moyennes ponde´re´es par la fraction volumique de la phase
fluide i. Pour les modules d’incompressibilite´, les moyennes arithme´tiques (Voigt, 1889) et
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harmoniques (Reuss, 1929) constituent les bornes respectivement basses et hautes. Pour les
masses volumiques, on utilise une moyenne arithme´tique. suivant les expressions
ρf =
∑
i
Vi ρfi ,
1
Kf
=
∑
i
Vi
Kfi
. (3.8)
Hill (1952) sugge`re que les moyennes harmoniques et arithme´tiques donnent des estimations
correctes pour les modules effectifs. Ge´ne´ralement, la moyenne harmonique est utilise´e pour
calculer le module d’incompressibilite´ fluide e´quivalent. Cependant, dans le cas d’un me´lange
fluide air/eau, le module Kf de l’air e´tant tre`s faible par rapport a` celui de l’eau (de l’ordre
de 105 Pa pour l’air et 109 Pa pour l’eau), pour une saturation en eau infe´rieure a` 99.9 %,
les re´sultats obtenus par une moyenne harmonique ne sont pas re´alistes. Plusieurs auteurs ont
propose´ une solution a` ce proble`me de sous-estimation de Kf , notamment Brie et al. (1995)
qui a formule´ le module d’incompressibilite´ fluide moyen Kf de la fac¸on suivante
Kf = (Kfl −Kfg) V
e
l +Kfg , (3.9)
ou` l’indice l de´signe la phase liquide (eau) et g la phase gazeuse (air). L’exposant e est pris
e´gal a` 5 pour se rapprocher des re´sultats expe´rimentaux utilise´s par Johnson (2001) (Carcione
et al., 2006). La figure 3.4 illustre l’influence de la formule propose´e par Brie et al. (1995) dans
le cas d’un me´lange eau/air ou` les modules d’incompressibilite´ sont diffe´rents de quatre ordres
de grandeur.
Dans le cas d’un fluide biphasique, en conside´rant une phase liquide de viscosite´ ηl et une
phase gazeuse de viscosite´ ηg et de proportion volumique Vg, Teja & Rice (1981) ont propose´
une moyenne ponde´re´e par la fraction volumique de liquide (1− Vg) pour la viscosite´ moyenne
du fluide η
η = ηg
(
ηl
ηg
)(1−Vg)
. (3.10)
La figure 3.5 illustre l’influence de la formule propose´e par Teja & Rice (1981) et re´utilise´e
par Carcione et al. (2006) dans le cas d’un me´lange eau/air ou` les viscosite´s sont diffe´rentes de
deux ordres de grandeur.
Ce type d’homoge´ne´isation par moyennes simples permettra de comparer les re´sultats ob-
tenus ainsi avec ceux obtenus avec la the´orie de saturation partielle.
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Figure 3.4 – Module d’incompressibilite´ effectif de la phase fluide Kf en fonction de la satu-
ration en eau V1. La moyenne harmonique (e´quation 3.8) est trace´e en trait bleu continu, la
moyenne arithme´tique en tirete´s verts et la moyenne de Brie et al. (1995) (e´quation 3.9) en
pointille´s rouges.
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Figure 3.5 – Viscosite´ effective de la phase fluide η en fonction de la saturation en eau V1. La
moyenne harmonique est trace´e en trait bleu continu, la moyenne arithme´tique en tirete´s verts
et la moyenne de Teja & Rice (1981) (e´quation 3.10) en pointille´s rouges.
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Cas du stockage de CO2 :
Les masses volumiques des fluides donne´es dans le tableau 1.2 correspondent a` des valeurs
a` tempe´rature ambiante et a` pression atmosphe´rique. Ainsi, dans le cas particulier ou` l’on
conside`re une phase fluide constitue´e d’eau sale´e et de CO2 (cas de l’injection de CO2 dans
les aquife`res salins profonds), il faut calculer les masses volumiques a` la pression Pc et a` la
tempe´rature T . Les relations empiriques tire´es de Batzle & Wang (1992) et de Mavko et al.
(2009) donnent la masse volumique de l’eau douce ρw et de l’eau sale´e ρb en fonction de la
tempe´rature et de la pression :
ρw = 1 + 10
−6 (−80 T − 3, 3 T 2 + 0, 00175 T 3 + 489 Pc − 2 TPc + 0, 016 T
2Pc
−1, 3.10−5 T 3Pc − 0, 333 P
2
c − 0, 002 TP
2
c ) ,
ρb = ρw + S (0, 668 + 0, 44 S + 10
−6 (300 Pc − 2400 PcS + T (80 + 3 T − 3300 S
−13 Pc + 47 PcS))) . (3.11)
Dans ces e´quations, les masses volumiques ρw et ρb sont en g/cm
3 la pression Pc est en
MPa, la tempe´rature T est en  C et la salinite´ S est une fraction massique en ppm/106. La
masse volumique du CO2 (de meˆme que le module d’incompressibilite´ et la vitesse des ondes P)
en fonction de la tempe´rature et de la pression est donne´e dans le livre de Mavko et al. (2009),
ou` sont re´sume´es les valeurs de masse volumique obtenues par des mesures expe´rimentales (et
des interpolations pour Kf et VP ). D’autre part, la dissolution du CO2 dans l’eau peut eˆtre
prise en compte par les formules empiriques de Hebach et al. (2004), en fonction de la pression
de confinement et de la tempe´rature. Une masse volumique critique du CO2 est de´finie par
ρcCO2 = 468 kg/m
3. Au dessus de cette masse volumique critique, le dioxyde de carbone est
liquide ou sous forme de gaz compresse´ et la masse volumique du me´lange eau sale´e/CO2 peut
eˆtre calcule´e par la formule empirique
ρf = l0 + l1 Pc + l2 T + l3 P
2
c + l4 T
2 . (3.12)
Dans le cas ou` la masse volumique est infe´rieure a` ρcCO2 , la masse volumique du me´lange
eau/CO2 est calcule´e par
ρf = g0 + g1 Pc + g2 T + g3 P
2
c + g4 T
2 + g5 PcT + g6 P
3
c + g7 T
2Pc + g8 TP
2
c . (3.13)
Les coefficients lx (x = [0, 4]) et gy (y = [0, 8]) ont e´te´ de´termine´s par re´gression a` partir de
mesures expe´rimentales mene´es par Hebach et al. (2004) et sont donne´s dans le tableau 3.1.
Le module d’incompressibilite´ du me´lange eau/CO2 de´pend e´galement de la pression de
confinement Pc et de la tempe´rature T . La loi des gaz re´els de Van der Waals (1873) permet
de de´crire le comportement du CO2 comme
(Pc + a ρ
2
CO2)(1− b ρCO2) = ρCO2 R
′ (T + 273) , (3.14)
ou` a = 0, 359 Pa.(m3/mol)2 = 185, 43 Pa.(m3/kg)2 et b = 42, 7 cm3/mol = 0, 970234.10−3 m3/kg.
R′ est la constante des gaz parfaits re´duite par la masse molaire M tel que : R′ = R/M ou`
R = 8, 31 J/(mol.K) et la masse molaire du CO2 est e´gale a` M = 44 g/mol. A partir de
cette e´quation, on peut calculer la compressibilite´ isothermale cT par cT = 1/ρCO2 .∂ρCO2/∂Pc
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l0 l1 l2 l3 l4
kg/m3 kg/(m3.MPa) kg/(m3.K) kg/(m3.MPa2) kg/(m3.K2)
949,7109 0,559684 0,883148 -0,00097 -0,00228
g0 g1 g2 g3 g4
kg/m3 kg/(m3.MPa) kg/(m3.K) kg/(m3.MPa2) kg/(m3.K2)
805,1653 44,12685 1,573145 -1,45073 -0,00313
g5 g6 g7 g8
kg/(m3.MPa.K) kg/(m3.MPa3) kg/(m3.MPa.K2) kg/(m3.MPa2.K)
-0,19658 0,0000627 0,000209 0,004204
Table 3.1 – Coefficients et unite´s des fonctions de re´gression des e´quations 3.12 et 3.13.
qui est approxime´e a` 3/4 pour les gaz polyatomiques et donc, on peut calculer le module
d’incompressibilite´ du CO2 (voir Carcione et al. (2006)) par l’expression
Kf CO2 =
4
3 cT
= 4
ρCO2 R
′ (T + 273)− 2 a ρ2CO2 (1− b ρCO2)
2
3 (1− b ρCO2)
2
. (3.15)
De la meˆme fac¸on, il convient de de´crire la viscosite´ du CO2 en fonction de la tempe´rature
(on suppose la viscosite´ constante en fonction de la pression). On utilise comme loi simple, la
loi de Sutherland telle que
ηCO2 = 14, 8 10
−6 533
T + 513
(
T + 273
293
)1,5
. (3.16)
Ensuite par les moyennes de´finies pre´ce´demment (e´quations 3.8, 3.9 et 3.10), on calcule les
parame`tres de la phase fluide e´quivalente (combinant CO2 et l’autre fluide).
3.3.3 Influence de la saturation partielle sur les vitesses et atte´nuations des
ondes
Les milieux contenant deux phases fluides sont nombreux et varie´s : CO2 sous forme su-
percritique et eau sale´e dans le cas d’injection de CO2 dans des aquife`res salins, me´langes de
pe´trole et gaz dans les re´servoirs pe´troliers, milieux partiellement sature´s en eau en subsurface.
Pour illustrer l’influence de fluides multiphasiques sur la propagation des ondes sismiques dans
un milieu poreux, on conside`re une formation gre`seuse consolide´e et sature´e en eau pour la
couche 1 et peu consolide´e et partiellement sature´e en eau dans la couche 2. Les parame`tres
physiques des milieux conside´re´s sont donne´s dans le tableau 3.2. Dans la deuxie`me couche, on
conside`re plusieurs cas ou` on fait varier le parame`tre ge´ome´trique caracte´risant le rayon des
sphe`res dans la the´orie de saturation partielle. a varie entre 1 et 10 cm. On e´tudie e´galement
l’influence de la saturation tout en restant dans l’hypothe`se V2 ≪ V1, c’est-a`-dire qu’on consi-
de`re les cas V1 = 0.8, V1 = 0.9 et V1 = 0.97. Dans un premier temps, on e´tudie les diffe´rences
de vitesses et d’atte´nuations en fonction de la fre´quence dans la couche 2, partiellement sature´e
en eau.
Les graphiques des vitesses de propagation et des atte´nuations des ondes P, S et Biot en
fonction de la fre´quence (entre 1 et 108 Hz) sont donne´s sur les figures 3.6 et 3.7. Les calculs
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ont e´te´ faits selon le mode`le de saturation partielle avec a variable pour V1 = 0.97 (figure 3.6)
et avec V1 variable pour a = 5 cm (figure 3.7). On compare ces re´sultats avec ceux obtenus
pour le meˆme milieu poreux, sature´ en eau, en air et en un fluide effectif (air + eau, calcule´
par moyennes, voir partie 3.3.2).
Couche 1 Couche 2
Ks (GPa) 39 35
ρs (kg/m
3) 2650
m 1
φ 0.2 0.3
k0 (m
2) 10−14 10−13
Kd (GPa) 22.3 2.637
Gd (GPa) 44 1
V1 1 0.97 0.90 0.80
Kf (eau) (GPa) 2.25
Kf (air) (GPa) 1.51 10
−4
Kf (effectif) (GPa) 2.25 1.93 1.33 0.737
ρf (eau) (kg/m
3) 1000
ρf (air) (kg/m
3) 1.2
ρf (effectif) (kg/m
3) 1000 970.04 900.12 800.24
η (eau) (Pa.s) 0.001
η (air) (Pa.s) 1.8 10−5
η (effectif) (Pa.s) 0.001 8.86 10−4 6.69 10−4 4.48 10−4
a (cm) (1 ; 5 ; 10)
VP (m/s) 5978 (1831 ; 2295 ; 2296) (1458 ; 2203 ; 2216) (1394 ; 2065 ; 2118)
VS (m/s) 4355 683 686 691
VBiot (m/s) 16.1 (35.7 ; 27.4 ; 27.2) (52.3 26.2 25.8) (75.2 ; 24.5 ; 23.5)
QP 241957 (1.96 ; 23.2 ; 92.5) (3.41 8.39 33) (7.94 ; 4.42 ; 16.3)
QS 184620 17077 16910 16672
QBiot 0.50 (0.296 ; 0.49 ; 0.50) (0.136 0.48 0.50) (6.42 ; 0.50 ; 0.50)
ρ (kg/m3) 2320 2146 2125 2095
Table 3.2 – Parame`tres physiques utilise´s pour les mode`les non sature´s. Les vitesses et les
facteurs de qualite´ sont calcule´s a` 200 Hz. Les valeurs de VP ,VBiot, QP et QBiot sont donne´es
pour a = (1; 5; 10) cm. VS , QS et ρ sont inde´pendants de a.
La dispersion de vitesse des ondes P est tre`s importante meˆme a` basse fre´quence et varie
suivant le parame`tre de forme a et suivant la saturation V1. A basse fre´quence, la vitesse des
ondes P est infe´rieure a` la vitesse obtenue pour le milieu sature´ en air. De meˆme, a` haute
fre´quence, la vitesse obtenue dans les mode`les de saturation partielle est supe´rieure a` celle
obtenue pour un milieu sature´ en eau. Entre ces deux paliers, il y a une forte variation de
vitesse au niveau de la fre´quence de coupure. Meˆme une faible quantite´ d’air cre´e une dispersion
importante des vitesses. D’autre part, les mode`les effectifs calcule´s par moyennes ne rendent
pas du tout compte de cette forte dispersion. Enfin, le parame`tre a a une forte influence
sur la dispersion, la fre´quence de coupure est plus haute quand a est petit (petite longueur
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d’onde). L’atte´nuation des ondes P est proportionnelle a` l’inverse du facteur de qualite´ (1/Q).
L’atte´nuation est beaucoup plus forte pour les mode`les de saturation partielle que pour les
mode`les effectifs calcule´s par moyennes. Le pic d’atte´nuation se situe au niveau de la fre´quence
de coupure, cette fre´quence de coupure augmentant quand a diminue et quand V1 diminue. Il est
e´galement inte´ressant de noter que l’atte´nuation est plus forte pour des valeurs de saturations
V1 e´leve´es.
La vitesse et l’atte´nuation des ondes S sont insensibles au parame`tre a. La transition de
vitesse (et donc le pic d’atte´nuation) se situe a` plus haute fre´quence que pour les ondes P
(autour de 105 − 106 Hz pour les ondes S et infe´rieur a` 100 Hz pour les ondes P) et de´pend
peu de la saturation. En revanche, la vitesse et l’atte´nuation des ondes S est plus forte quand
la saturation diminue pour les mode`les a` saturation partielle. C’est le comportement inverse
pour les mode`les calcule´s par moyennes. Cependant, contrairement aux ondes P, les ondes S
ont un comportement voisin (vitesses et atte´nuations du meˆme ordre de grandeur) quel que
soit le mode`le utilise´, ce qui s’explique bien par la faible influence du fluide sur le module de
cisaillement et donc, sur les ondes S.
Quel que soit le mode`le, les ondes de Biot sont tre`s dispersives, diffusives et donc tre`s
atte´nue´es a` basse fre´quence, et propagatives au dessus de la fre´quence de coupure. La vitesse
est inde´pendante de a et varie avec la saturation de la meˆme fac¸on que les ondes S, en restant
a` proximite´ de la vitesse du milieu sature´ en eau. L’atte´nuation est plus forte pour les mode`les
de saturation partielle a` basse fre´quence mais est du meˆme ordre de grandeur que les autres
mode`les a` plus haute fre´quence.
Le fait d’utiliser le mode`le de saturation partielle pre´sente´ dans la partie 3.3.1, est donc tre`s
utile pour rendre compte des dispersions de vitesses et des atte´nuations fortes observe´es dans
les milieux re´els. Le paragraphe suivant montre cette influence sur les formes d’ondes.
Figure 3.6 (facing page) – Vitesses (a,c,e) et atte´nuations (1/Q) (b,d,f) en fonction de la
fre´quence pour un milieu partiellement sature´ en eau (parame`tres dans le tableau 3.2) pour les
ondes P (a,b), S (c,d) et Biot (e,f). La saturation est e´gale a` V1 = 0, 97. On conside`re trois
valeurs du parame`tre a pour les mode`les de saturation partielle (en bleu) : a = 1 cm en trait
bleu continu, a = 5 cm en tirete´s-pointille´s bleus et a = 10 cm en tirete´s bleus. En trait noir,
sont trace´s les re´sultats pour les milieux sature´s par les phases fluides 1 (eau) et 2 (air) et en
trait rouge, le milieu effectif calcule´ par moyennes.
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Figure 3.7 (facing page) – Vitesses (a,c,e) et atte´nuations (1/Q) (b,d,f) en fonction de la
fre´quence pour un milieu partiellement sature´ en eau (parame`tres dans le tableau 3.2) pour les
ondes P (a,b), S (c,d) et Biot (e,f). Le parame`tre de forme est e´gale a` a = 5 cm. On conside`re
trois valeurs de saturation en eau V1 pour les mode`les de saturation partielle (en bleu) : V1 = 0, 8
en trait bleu continu, V1 = 0, 9 en tirete´s-pointille´s bleus et V1 = 0, 97 en tirete´s bleus. En trait
noir, sont trace´s les re´sultats pour les milieux sature´s par les phases fluides 1 (eau) et 2 (air)
et en traits rouges, les milieux effectifs calcule´s par moyennes pour chaque saturation (trait
continu pour V1 = 0, 8, tirete´s-pointille´s pour V1 = 0, 9 et tirete´s pour V1 = 0, 97).
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3.3.4 Influence de la saturation partielle sur les formes d’ondes
Apre`s avoir de´montre´ dans le paragraphe pre´ce´dent que la pre´sence de deux fluides dans le
milieu poreux a beaucoup d’influence sur les vitesses et atte´nuations des ondes dans ce milieu,
notamment sur la de´pendance fre´quentielle, on calcule la propagation des ondes et on compare
les sismogrammes obtenus avec ceux calcule´s dans un milieu avec une seule phase fluide effective.
On utilise le code Galerkin Discontinu pre´sente´ dans le chapitre 2. Comme l’imple´mentation
du code est faite en fre´quence, on peut calculer les parame`tres du milieu qui de´pendent de
la fre´quence (le terme inertiel ρ˜(ω) mais aussi les parame`tres me´caniques complexes KU (ω),
C(ω) et M(ω)) sans approximation. La ge´ome´trie du milieu et la position de la source et des
re´cepteurs sont identiques au cas bicouche conside´re´ dans le chapitre 2, partie 2.1, de´crit par
la figure 2.8. Les fre´quences de simulations sont comprises entre 1 et 600 Hz et la source est
un ricker de fre´quence centrale e´gale a` 200 Hz. Les parame`tres physiques des deux couches de
gre`s sont de´crits dans le tableau 3.2.
Les sismogrammes obtenus sont pre´sente´s dans les figures 3.8 et 3.9. Seuls les signaux pour
un re´cepteur a` court offset et pour un re´cepteur a` grand offset sont trace´s. Sur la figure 3.8,
sont compare´s les signaux obtenus pour un mode`le saturation partielle avec ceux obtenus pour
une mode`le effectif calcule´ par moyennes, pour des valeurs de saturations variables. En plus des
diffe´rences d’amplitude visibles sur les ondes P et S (ceci, en relation avec l’atte´nuation plus
grande pour les mode`les saturation partielle, montre´e par les figures 3.6 et 3.7), l’onde P est
fortement de´forme´e par rapport au mode`le effectif. Ainsi, en plus de la vitesse de propagation et
de l’amplitude, les formes d’ondes des mode`les saturation partielle sont radicalement diffe´rents
de ceux calcule´s pour des milieux effectifs, et ce, quel que soit la valeur de la saturation V1
ou du parame`tre a. Il faut noter e´galement que le parame`tre a a une influence assez faible, et
uniquement sur les amplitudes des ondes P transmises (figure 3.9).
La prise en compte comple`te et sans approximation de tous les me´canismes physiques qui
interviennent dans un milieu avec deux phases fluides est donc cruciale pour calculer correcte-
ment la propagation des ondes dans de tels milieux. La the´orie de la saturation partielle de´crite
ici, permet d’utiliser une the´orie de Biot-Gassmann ge´ne´ralise´e pour le calcul de la propagation
des ondes, mais repose tout de meˆme sur des conside´rations ge´ome´triques simplificatrices (les
patches sont des sphe`res de rayon a) qui n’ont cependant pas une forte influence sur le re´sultat.
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Figure 3.8 – Sismogrammes des de´placements solides (a a` f) et relatifs fluide/solide (g a` l)
horizontaux (a,b,c,g,h,j) et verticaux (d,e,f,j,k,l). Le trait vert pointille´ correspond au mode`le
saturation partielle avec une saturation e´gale a` V1 = 0.80 (a,d,g,j), le trait bleu pointille´ corres-
pond au mode`le saturation partielle avec une saturation e´gale a` V1 = 0.90 (b,e,h,k) et le trait
rouge pointille´ correspond au mode`le saturation partielle avec une saturation e´gale a` V1 = 0.97
(c,f,i,l). Les traits noirs correspondent aux milieux effectifs respectifs calcule´s par moyennes.
Les solutions des mode`les saturation partielle sont multiplie´es par un coefficient variable : 2
pour (b,c,k,l), 4 pour (a), 5 pour (f,g,h,i) et 10 pour (d,e,j).
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Figure 3.9 – Sismogrammes des de´placements solides (a,b) et relatifs fluide/solide (c,d) hori-
zontaux (a,c) et verticaux (b,d). Le trait noir continu correspond au milieu effectif calcule´ par
moyennes, le trait vert au mode`le saturation partielle avec a = 5 cm et le trait rouge au mode`le
saturation partielle avec a = 10 cm. L’amplitude des signaux pour les mode`les saturations
partielles e´tant beaucoup plus faible, les signaux des simulations saturation partielle (rouges et
verts) ont e´te´ multiplie´s par 2 (ux, uz et wz) ou 3 (wx).
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3.4 Milieux double porosite´
3.4.1 Mode`les double porosite´
Dans les the´ories pre´ce´dentes, que ce soit pour les mate´riaux consolide´s ou non, on a fait
l’homoge´ne´isation du milieu solide (squelette) afin de conside´rer directement une phase solide
dans les e´quations de Biot. Cependant, dans le cas particulier ou` deux porosite´s de nature tre`s
diffe´rentes sont pre´sentes, porosite´ mine´rale (intrinse`que aux grains) et porosite´ de fracture par
exemple, il est pre´fe´rable de faire l’homoge´ne´isation avec la the´orie de la double porosite´ (Au-
riault & Boutin, 1994; Royer et al., 1996; Berryman & Wang, 1995, 2000; Pride & Berryman,
2003a,b; Olny & Boutin, 2003) afin de conside´rer des parame`tres de compressibilite´ et de re-
laxation variables suivant le type de pores. En effet, la the´orie de Biot conside`re un agencement
de la matrice solide homoge`ne et uniforme alors que les milieux re´els peuvent avoir un squelette
solide tre`s he´te´roge`ne rendant la de´finition de parame`tres moyens (notamment la porosite´ et
la perme´abilite´) difficile et surtout irre´aliste.
Les roches, telles que les gre`s par exemple, ont une porosite´ matricielle due a` l’agencement
des grains de quartz cimente´s et une porosite´ due aux fractures qui parcourent le massif rocheux
(sche´ma de gauche de la figure 3.10). Cela est e´galement vrai pour les sols qui n’ont pas une
re´partition granulome´trique homoge`ne avec, par exemple, la pre´sence de lentilles argileuses dans
une zone de se´diments sableux (sche´ma de droite de la figure 3.10). La double porosite´ s’applique
donc a` l’e´chelle me´soscopique. La figure 3.10 donne des exemples sche´matise´s de milieux double
porosite´. Comme pour le cas des milieux non sature´s, Pride & Berryman (2003a) de´duisent des
e´quations d’e´tat des deux phases poreuses, des modules me´caniques de´pendants de la fre´quence
pour aboutir a` une the´orie de Biot-Gassmann ge´ne´ralise´e (e´quations 3.2 de la partie 3.2).
Figure 3.10 – Sche´matisation de milieux double porosite´ : a` gauche, la phase 1 a une porosite´ de
pores et la phase 2 une porosite´ de fractures. A droite, des inclusions (phase 2) sont enchasse´es
dans un matrice de porosite´ diffe´rente (phase 1) (d’apre`s De Barros (2007)).
Les constantes aij (i ∈ (1, 3) et j ∈ (1, 3)) introduites dans les e´quations 3.2, s’expriment
avec les expressions suivantes :
a11 =
1
KD0
,
a22 =
V1α1
KD1
(
1
B1
−
α1(1− q1)
1−KD1/KD2
)
,
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a33 =
V2α2
KD2
(
1
B2
−
α2(1− q2)
1−KD2/KD1
)
,
a12 = −
V1q1α1
KD1
,
a13 = −
V2q2α2
KD2
,
a23 = −
α1α2KD1/KD2
(1−KD1/KD2)
2
(
1
KD0
−
V1
KD1
−
V2
KD2
)
, (3.17)
avec
V1q1 =
1−KD2/KD0
1−KD2/KD1
V2q2 =
1−KD1/KD0
1−KD1/KD2
. (3.18)
Les parame`tres KDi , Bi et αi sont respectivement le module d’incompressibilite´ draine´, le
module de Skempton et la constante de Biot-Willis de la phase i (i = (1; 2)). KD0 est pris e´gal
au module effectif calcule´ par moyenne harmonique tel que :
1
KD0
=
V1
KD1
+
V2
KD2
. (3.19)
Le coefficient de transport interne est donne´ par les relations suivantes (Pride & Berryman,
2003b)
γ(ω) = γm
√
1−
iω
ωm
,
γm =
V1k1
ηL21
,
ωm =
KD1B1k1V
2
1 (V/S)
2
ηα1L41
(
1 +
√
k1B2KD2α1
k2B1KD1α2
)2
. (3.20)
Comme pour la the´orie de la saturation partielle pre´sente´e pre´ce´demment, des parame`tres
ge´ome´triques doivent eˆtre de´finis pour caracte´riser la forme des inclusions de la phase 2 (la plus
perme´able et la plus poreuse) dans la phase 1. Pour avoir des solutions analytiques simples,
Pride et al. (2004) conside`rent la phase 2 comme des sphe`res de rayon a incluses dans le milieu
composite de rayon R. Il en de´duit l’expression de la longueur L1 et du rapport V/S tel que
V
S
=
R3
3a2
=
aV2
3
,
L21 =
9
14
R2
(
1−
7a
6R
)
. (3.21)
Dans le cas ou` une phase est totalement incluse dans l’autre, la perme´abilite´ dynamique
du milieu composite k(ω) peut eˆtre approxime´e par la moyenne harmonique des perme´abilite´
dynamiques de chaque phase (Pride & Berryman, 2003a), soit
1
k(ω)
=
V1
k1(ω)
+
V2
k2(ω)
. (3.22)
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3.4.2 Homoge´ne´isation par moyennes
De la meˆme fac¸on que pour les milieux a` phase fluide multiphasique, on peut faire une homo-
ge´ne´isation des deux phases solides par moyennes, ce qui revient a` conside´rer un milieu effectif
simple porosite´, pour lequel la the´orie de Biot-Gassmann telle que de´crite dans le chapitre 1
s’applique.
Les relations les plus simples consistent a` e´tablir les limites basse et haute des fonctions
reliant les modules effectifs d’incompressibilite´ et de cisaillement aux fractions volumiques de
chaque phase. Ainsi, les lois de Reuss (1929) (moyenne harmonique, limite basse) et Voigt (1889)
(moyenne arithme´tique, limite haute) donnent l’intervalle de valeurs de KD et G en fonction de
la proportion des constituants solides. Ce concept de limites pour l’ “homoge´ne´isation” e´lastique
a e´te´ e´tendu aux mate´riaux biphasiques e´lastiques isotropes par Hashin & Shtrikman (1963),
ce qui fournit ainsi les valeurs limites des modules d’incompressibilite´ et de cisaillement en
fonction de chaque phase d’un milieu biphasique (Berryman (1995) a e´galement formule´ les
limites de Hashin-Shtrickman pour les milieux multiphasiques). On utilise ici des moyennes
harmoniques pour les modules draine´s (KD et GD) et les perme´abilite´s k0 et une moyenne
arithme´tique pour les porosite´s donne´es par
φ = V1φ1 + V2φ2 ,
1
KD
=
V1
KD1
+
V2
KD2
,
1
GD
=
V1
KG1
+
V2
GD2
,
1
k0
=
V1
k01
+
V2
k02
. (3.23)
3.4.3 Influence de la double porosite´ sur les vitesses et atte´nuations des
ondes
Pour illustrer l’utilisation des mode`les double porosite´, on conside`re une formation gre´seuse
de perme´abilite´ et de porosite´ faibles contenant des lentilles de gre`s de´consolide´ (sables) sous
forme de patches de perme´abilite´ et de porosite´ fortes. Les parame`tres physiques sont donne´s
dans le tableau 3.3.
On calcule les valeurs de vitesses et d’atte´nuations des ondes P, S et Biot en fonction de
la fre´quence pour des mode`les double porosite´ avec a variable et la proportion de phase 1 (V1)
variable. On compare les re´sultats obtenus avec les re´sultats pour des mode`les effectifs de simple
porosite´ et pour des mode`les contenant une seule phase poreuse. On re´sume ces calculs sur les
figures 3.11 (V1 = 0.97, a variable) et 3.12 (a = 5 cm, V1 variable).
Concernant les vitesses, l’onde P est plus dispersive dans les milieux double porosite´ que
les cas e´quivalents simple porosite´. La vitesse des ondes P des milieux composites est toujours
comprise entre la vitesse dans la phase 2 et la vitesse dans la phase 1. On retrouve les deux
transitions de vitesses associe´es aux fre´quences de relaxation de chaque phase (transition re´gime
diffusif/re´gime propagatif de l’onde de Biot). Les ondes P sont un peu plus dispersives quand
on augmente la valeur de V1. Le parame`tre a a une forte influence sur la fre´quence de transition
et donc sur le comportement basse fre´quence, la fre´quence de relaxation diminuant quand la
taille des he´te´roge´ne´ite´s a augmente. Les ondes S sont insensibles a` l’homoge´ne´isation double
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porosite´, ce qui s’explique tre`s bien par le fait qu’on calcule les modules de cisaillement du
milieu double porosite´ et du milieu simple porosite´ de la meˆme fac¸on (moyenne harmonique).
Les ondes de Biot sont dispersives mais avec un comportement similaire a` celui de la phase 1
et au milieu simple porosite´.
Gre`s Gre`s + sables
Ks (GPa) 39
ρs (kg/m
3) 2650
Kf (GPa) 2.25
ρf (kg/m
3) 1000
η (Pa.s) 0.001
m 1
V1 1 0.99 0.97 0.95
φ (gre`s) 0.2
φ (sable) 0.36
φ (effectif) 0.2 0.2016 0.2048 0.2080
k0 (gre`s) (m
2) 10−14
k0 (sable) (m
2) 10−9
k0 (effectif) (m
2) 10−14 1.0101 10−14 1.0309 10−14 1.0526 10−14
Kd (gre`s) (GPa) 22.3
Kd (sable) (GPa) 0.645
Kd (effectif) (GPa) 22.3 16.695 11.11 8.325
Gd (gre`s) (GPa) 22
Gd (sable) (GPa) 0.387
Gd (effectif) (GPa) 22 14.12 8.22 5.8
a (cm) (1 ; 5 ; 10)
VP (m/s) 4805 (4225 ; 4271 ; 4273) (3664 ; 3776 ; 3783) (3345 ; 3512 ; 3523)
VS (m/s) 3079 2468 1886 1586
VBiot (m/s) 16 (13.4 ; 13.5 ; 13.5) (12 ; 11.7 ; 11.7) (11.7 ; 10.9 ; 10.9)
QP 285425 (27.5 ; 343 ; 752) (11.3 ; 109 ; 226) (8.2 ; 65.6 ; 133)
QS 184620 182566 178470 174391
QBiot 0.50 (0.56 ; 0.51 ; 0.50) (0.60 ; 0.51 ; 0.51) (0.60 ; 0.52 ; 0.51)
ρ (kg/m3) 2320 2317 2312 2307
Table 3.3 – Parame`tres physiques utilise´s pour les mode`les double porosite´. Les vitesses et les
facteurs de qualite´ sont calcule´s a` 200 Hz. Les valeurs de VP ,VBiot, QP et QBiot sont donne´es
pour a = (1; 5; 10) cm. VS , QS et ρ sont inde´pendants de a.
L’atte´nuation des ondes P pour les milieux double porosite´ est plus forte que pour les
phases 1 et 2 et que pour le milieu simple porosite´ et surtout, on retrouve les deux pics d’at-
te´nuations correspondants a` chaque phase dont celui a` basse fre´quence (phase 2) tre`s marque´.
L’augmentation de a diminue la fre´quence de ce pic d’atte´nuation sans changer son amplitude.
En revanche, ce pic d’atte´nuation basse fre´quence est d’autant plus fort que la proportion de
phase 2 augmente (V1 diminue). Il faut e´galement noter que les atte´nuations obtenues avec les
milieux simple porosite´ e´quivalents sont beaucoup plus faibles avec un pic uniquement a` haute
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fre´quence. Les valeurs des facteurs de qualite´ obtenus a` basse fre´quence pour les milieux double
porosite´ (QP ≃ 10) sont proches des valeurs obtenus sur des donne´es re´elles. L’atte´nuation des
ondes S et Biot de´pendent tre`s peu du type d’homoge´ne´isation.
En conclusion, l’influence de la mode´lisation double porosite´ est tre`s visible sur la dispersion
des ondes P et surtout sur l’atte´nuation que l’on peut observer a` basse fre´quence dans les milieux
re´els (fre´quences sismiques).
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Figure 3.11 (facing page) – Vitesses (a,c,e) et atte´nuations (1/Q) (b,d,f) en fonction de la
fre´quence pour les ondes P (a,b), S (c,d) et Biot (e,f). Les valeurs pour chaque phase inde´pen-
dante sont trace´es en trait noir, les valeurs pour le milieu effectif simple porosite´ en trait rouge
et les valeurs pour les milieux double porosite´ sont trace´es en bleu, en conside´rant trois cas
diffe´rents (V1 = 0.97) : a = 1 cm (continu), a = 5 cm (pointille´s) et a = 10 cm (tirete´s).
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Figure 3.12 (facing page) – Vitesses (a,c,e) et atte´nuations (1/Q) (b,d,f) en fonction de la
fre´quence pour les ondes P (a,b), S (c,d) et Biot (e,f). Les valeurs pour chaque phase inde´pen-
dante sont trace´es en trait noir, les valeurs pour le milieu effectif simple porosite´ en trait rouge
et les valeurs pour les milieux double porosite´ sont trace´es en bleu. Trois cas diffe´rents sont
conside´re´s (a = 5 cm) : V1 = 0.95 (continu), V1 = 0.97 (pointille´s) et V1 = 0.99 (tirete´s).
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3.4.4 Influence de la double porosite´ sur les formes d’ondes
On effectue maintenant des simulations de propagation d’ondes pour e´tablir comment les
variations des parame`tres macroscopiques (vitesses et atte´nuations) ont une influence sur les
formes d’ondes. On conside`re un milieu bicouche dont la premie`re couche est constitue´e de gre`s
consolide´ “pur”et la deuxie`me couche du milieu double porosite´ (gre`s + sable). La ge´ome´trie du
milieu et la position de la source et des re´cepteurs sont identiques au cas bicouche conside´re´ dans
le chapitre 2, partie 2.1, de´crit par la figure 2.8. Les fre´quences de simulations sont comprises
entre 1 Hz et 600 Hz et la source est un ricker de fre´quence centrale e´gale a` 200 Hz. Les
parame`tres physiques des deux couches de gre`s sont de´crits dans le tableau 3.3.
Les sismogrammes obtenus pour les simulations en milieu double et simple porosite´ sont
pre´sente´s sur les figures 3.13, 3.14 et 3.15. La figure 3.13 compare les re´sultats pour un milieu
double porosite´ avec V1 = 0.97 et a = 5 cm avec les re´sultats pour un milieu simple porosite´
e´quivalent. Les ondes P transmises dans le milieu double porosite´ sont fortement de´forme´es
par rapport au milieu simple porosite´, a` cause de l’atte´nuation et de la dispersion plus forte.
En revanche, les ondes S converties sont identiques. Il faut e´galement noter que le de´phasage
n’e´volue pas avec l’offset.
Sur la figure 3.14, sont compare´s diffe´rents mode`les double porosite´ avec a variable avec les
mode`les simple porosite´ e´quivalents pour un re´cepteur court offset et un re´cepteur grand offset.
Le parame`tre a a une influence sur l’amplitude des ondes P transmises mais les diffe´rences sont
assez faibles et uniquement pour des he´te´roge´ne´ite´s de petite taille (les re´sultats sont identiques
pour a ≥ 5 cm). Sur la figure 3.15, on voit que, logiquement, les diffe´rences entre formes d’ondes
entre mode`les double et simple porosite´ sont amplifie´es quand la proportion d’he´te´roge´ne´ite´s
(phase 2) augmente. La diffe´rence d’amplitude et de de´phasage est plus forte pour des valeurs
de V1 faibles. Sur ces simulations de propagation d’ondes, on montre ainsi l’importance de la
prise en compte de fac¸on pre´cise des he´te´roge´nite´s de la phase poreuse qui, meˆme si elles sont
en quantite´ faibles (entre 1 et 5% dans ces exemples), ont une influence non ne´gligeable sur les
temps d’arrive´s, les amplitudes et les formes d’ondes dans les milieux double porosite´.
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Figure 3.13 – Sismogrammes des de´placements solides (a,b) et relatifs fluide/solide (c,d) ho-
rizontaux (a,c) et verticaux (b,d). Le trait pointille´ bleu correspond au milieu double porosite´
(a = 5 cm et V1 = 0.97) et le trait noir continu au milieu effectif simple porosite´.
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Figure 3.14 – Sismogrammes des de´placements solides (a,b) et relatifs fluide/solide (c,d) ho-
rizontaux (a,c) et verticaux (b,d). Le trait noir correspond au milieu effectif simple porosite´
(V1 = 0.97), le trait vert au milieu double porosite´ avec a = 1 cm, le trait bleu au milieu double
porosite´ avec a = 5 cm et le trait rouge au milieu double porosite´ avec a = 10 cm.
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Figure 3.15 – Sismogrammes des de´placements solides (a a` f) et relatifs fluide/solide (g a`
l) horizontaux (a,b,c,g,h,j) et verticaux (d,e,f,j,k,l). Le trait noir correspond au milieu effectif
simple porosite´ pour V1 = 0.99 (a,d,g,j), pour V1 = 0.97 (b,e,h,k) ou pour V1 = 0.95 (c,f,i,l),
le trait rouge au milieu double porosite´ avec V1 = 0.99 (a,d,g,j), le trait bleu au milieu double
porosite´ avec V1 = 0.97 (b,e,h,k) et le trait vert au milieu double porosite´ avec V1 = 0.95
(c,f,i,l).
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3.5 Saturations dans les sables non consolide´s : la visco-poroe´lasticite´
3.5.1 Analogies visco-e´lastiques
Dans les se´diments non consolide´s partiellement sature´s en eau, les vitesses des ondes P et
S peuvent eˆtre tre`s faibles et les atte´nuations tre`s fortes. C’est ce que montre, par exemple,
les donne´es mesure´es sur une plage californienne par Bachrach et al. (1998a,b) (les ondes S
sont e´galement e´tudie´es par Bachrach et al. (1998c)) ou les donne´es expe´rimentales de Stoll
(1977), de Domenico (1977) ou de Spencer et al. (1994). Meˆme si l’aspect cine´matique (temps
d’arrive´es) est bien pris en compte par les mode`les visco-e´lastiques classiques, les dispersions
des vitesses et des atte´nuations ne sont pas bien mode´lise´es.
Chotiros & Isakson (2004) montrent qu’en utilisant les mode`les de Biot-Stoll (Stoll, 1977)
qui prennent en compte les pertes d’e´nergie dues aux mouvements de fluides visqueux (Biot)
et les pertes d’e´nergie associe´es aux frottements entre grains (Stoll), on peut de´terminer des
vitesses et des atte´nuations correctes a` certaines fre´quences. En revanche, pour une large bande
fre´quentielle, Chotiros & Isakson (2004) montrent qu’il faut associer a` ces mode`les Biot-Stoll, des
me´canismes d’e´coulements locaux et des forces de rappel pour le cisaillement (mode`le BICSQS).
Ils construisent ainsi un mode`le qui donne des re´sultats cohe´rents avec ceux observe´s sur des
donne´es de laboratoire (par exemple Nolla et al. (1963) et Thomas & Pace (1980) pour les
sables sature´s).
D’autres auteurs ont utilise´ des analogies visco-e´lastiques pour mode´liser les milieux poreux.
Par exemple, Carcione (1998) montre que des mode´lisations visco-e´lastiques sont e´quivalentes
aux mode´lisations poroe´lastiques dans des milieux simples mais diffe`rent quand le nombre
d’he´te´roge´ne´ite´s augmente, car la quantite´ de conversion d’ondes P en ondes de Biot diffusives
devient non ne´gligeable. Liu et al. (2009) en 2D et Liu et al. (2011) en 2.5D ont e´galement
de´veloppe´ une solution visco-acoustique pour les milieux double porosite´ (base´e sur un mode`le
de Zener) et montrent que cette solution est correcte uniquement sur une bande de fre´quences
restreinte.
Le contact entre deux grains de sables est naturellement he´te´roge`ne a` cause de la rugosite´
des grains. La re´partition de la phase fluide entre les grains est donc difficile a` mode´liser.
Le principe du mode`le BICSQS est de mode´liser le contact entre deux grains de sables par
un contact solide entre les deux grains et par une phase fluide de faible e´paisseur entre les
deux grains. Sur la figure 3.16, les sche´mas (a) et (b) illustrent le contact entre les grains et
l’he´te´roge´ne´ite´ de celui-ci a` l’e´chelle microscopique. Le sche´ma (c) montre la fac¸on dont on peut
ide´aliser cette interface grain/fluide/grain.
Le comportement en compression est de´crit par un contact e´lastique solide et associe´ a` un
comportement visco-e´lastique (Maxwell) du fluide pie´ge´ entre les deux grains (analogue aux
mode`les d’e´coulements locaux de Dvorkin & Nur (1993)). Cela revient a` utiliser un mode`le
visco-e´lastique de Zener (ou “Standard Linear Solid”, voir Zener (1948)). Le comportement
en cisaillement est controle´ par la re´ponse e´lastique du contact solide des grains et par la
re´ponse visqueuse de la pellicule fluide, ce qui est mode´lise´ par un mode`le visco-e´lastique de
Kelvin-Voigt. La figure 3.17 tire´e de Chotiros & Isakson (2004) re´sume ces analogies.
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Figure 3.16 – Illustration de l’ide´alisation du contact inter-grains des milieux non consolide´s
(d’apre`s Chotiros & Isakson (2004)).
Figure 3.17 – Illustration de la mode´lisation visco-e´lastique des milieux non consolide´s (d’apre`s
Chotiros & Isakson (2004)). Comportement en compression (a,c) et en cisaillement (b,d).
Chotiros & Isakson (2004) de´duisent de ces conside´rations physiques un module d’incompres-
sibilite´ draine´ et un module de cisaillement effectifs, complexes et de´pendants de la fre´quence,
tels que
KD(ω) = KD0 +
Ky
1 + i(2πfK)/ω
,
G(ω) = GD0
(
1− i
ω
2πfG
)
. (3.24)
Les fre´quences fK et fG sont les fre´quences de relaxation associe´es respectivement aux mo-
dules d’incompressibilite´ et de cisaillement. KD0 et GD0 sont les limites asympotiques basse
fre´quence de KD et G alors que Ky est la diffe´rence entre les valeurs limites basse et haute
fre´quence du module d’incompressibilite´. Ce type de mode`le est classique pour faire des ana-
123
MILIEUX COMPLEXES : ATTRIBUTS ET FORMES D’ONDES
logies visco-e´lastiques. Par exemple, Mavko et al. (2009) ont introduit une approche visco-
poroe´lastique semblable qui consiste a` prendre en compte la dispersion et l’atte´nuation par des
mode`les visco-e´lastiques de Zener en calculant des modules complexes qui tiennent compte des
limites basse (“relaxed behaviour“) et haute (“unrelaxed behaviour“) fre´quences des modules.
En plus de cet aspect visco-e´lastique permettant de prendre en compte les phe´nome`nes
de friction inter-grains, on conside`re une phase fluide multiphasique afin de bien prendre en
compte les sables partiellement sature´s en eau. On calcule les parame`tres effectifs de la phase
fluide par moyennes (voir partie 3.3.2). Dans l’e´tude des vitesses et atte´nuations et des formes
d’ondes comple`tes qui suit, on se limitera a` l’influence de la visco-e´lasticite´ en compression,
c’est-a`-dire que l’on prendra la fre´quence de relaxation associe´e au cisaillement supe´rieure aux
fre´quences de calcul (fG →∞).
3.5.2 Influence des mode`les visco-poroe´lastiques sur les vitesses et atte´nua-
tions des ondes
Pour illustrer l’utilisation du mode`le visco-poroe´lastique de´crit pre´ce´demment, on conside`re
un milieu bicouche, constitue´ d’une couche de gre`s et d’une couche de sables non consolide´s.
Les caracte´ristiques du sable sont celles d’un sable de Fontainebleau (Bordes, 2005) et on
prend les valeurs de Chotiros & Isakson (2004) pour les ordres de grandeurs des parame`tres
visco-poroe´lastiques (Ky, fK et fG). Ces valeurs ont e´te´ de´termine´es par essai-erreur pour
correspondre aux donne´es expe´rimentales. Les valeurs des parame`tres physiques sont donne´es
dans le tableau 3.4. Il faut noter que les modules d’incompressibilite´ et de cisaillement du
squelette ont des valeurs faibles (0.1 GPa) dans ce type de sable de proche surface (pression
de confinement et donc consolidation tre`s faibles).
Dans un premier temps, on calcule les vitesses et les atte´nuations poroe´lastiques dans le sable
en utilisant le mode`le de´crit pre´ce´demment : figures 3.18 et 3.19. Les ondes P des mode`les visco-
poroe´lastiques (Stoll) ont le meˆme comportement a` basse fre´quence que le mode`le poroe´lastique
(Biot-Gassmann). A partir de la fre´quence de relaxation (de 3 a` 300 kHz sur la figure 3.18), la
dispersion des ondes P est plus forte dans les mode`les de Stoll. De la meˆme fac¸on, l’atte´nuation
des ondes P est plus forte (d’un facteur 2 a` 3) a` partir de la fre´quence fK , le pic d’atte´nuation
e´tant de´cale´ ou de´double´ pour les mode`les de Stoll. On observe le meˆme type de comportement
des ondes P quelle que soit la saturation en eau, l’atte´nuation e´tant plus forte quand V1 diminue.
Pour les ondes S, on a pose´ une fre´quence de relaxation de cisaillement fG = 10
10 Hz et donc
les mode`les de Stoll ont un comportement identique aux mode`les Biot-Gassmann quelle que soit
la saturation ; les seules diffe´rences commencent a` apparaitre a` haute fre´quence (107−108 Hz).
Les ondes de Biot, comme les ondes P, ont un comportement modifie´ a` partir de fK avec une
dispersion plus forte et un pic d’atte´nuation plus marque´.
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Gre`s Sables
Ks (GPa) 39 36
ρs (kg/m
3) 2650
m 1 1.9
φ 0.2 0.4
k0 (m
2) 10−14 5.8 10−12
Kd (GPa) 22.3 0.1
Gd (GPa) 44 0.1
Ky (GPa) 0.675
fK (kHz) 30 (3 ; 30 ; 300)
fG (Hz) 10
10
V1 1 0.8 0.6 0.2
Kf (eau) (GPa) 2.27
Kf (air) (GPa) 1.51 10
−4
Kf (effectif) (GPa) 2.27 0.744 0.177 8.77 10
−4
ρf (eau) (kg/m
3) 1000
ρf (air) (kg/m
3) 1.2
ρf (effectif) (kg/m
3) 1000 800.24 600.48 200.96
η (eau) (Pa.s) 0.001
η (air) (Pa.s) 1.8 10−5
η (effectif) (Pa.s) 0.001 4.48 10−4 2 10−4 4.02 10−5
VP (m/s) 5978 (1032 ; 1031 ; 1030.6) (608 ; 605 ; 605) (383 ; 376 ; 376)
VS (m/s) 4355 229 234 245
VBiot (m/s) 16.2 (86 ; 79 ; 78) (104 98 97.6) (24.7 ; 24.7 ; 24.7)
QP 242528 (37.6 ; 114 ; 143) (14 74 132) (5.27 ; 44 ; 185)
QS 184620 185 143 244
QBiot 0.50 (0.46 ; 0.54 ; 0.55) (0.52 0.58 0.58) (0.64 ; 0.65 ; 0.65)
ρ (kg/m3) 2320 1910 1830 1670
Table 3.4 – Parame`tres physiques utilise´s pour les mode`les visco-poroe´lastiques non sature´s.
Les vitesses et les facteurs de qualite´ sont calcule´s a` 200 Hz. Les valeurs de VP ,VBiot, QP et
QBiot sont donne´es pour fK = (3; 30; 300) kHz. VS , QS et ρ sont inde´pendants de fK .
Figure 3.18 (facing page) – Vitesses (a,c,e) et atte´nuations (1/Q) (b,d,f) en fonction de la
fre´quence pour un milieu partiellement sature´ en eau (parame`tres dans le tableau 3.4) pour
les ondes P (a,b), S (c,d) et Biot (e,f). La saturation est e´gale a` V1 = 0.8. On conside`re trois
valeurs pour la fre´quence de relaxation associe´e a` KD pour les milieux visco-poroe´lastiques
(Stoll) : fK = 3 kHz en trait bleu continu, fK = 30 kHz en tirete´s bleus et fK = 3 kHz en
tirete´s-pointille´s bleus. Les re´sultats pour un milieu poroe´lastique (Biot-Gassmann) e´quivalent
sont trace´s en trait noir continu.
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Figure 3.19 (facing page) – Vitesses (a,c,e) et atte´nuations (1/Q) (b,d,f) en fonction de la
fre´quence pour un milieu partiellement sature´ en eau (parame`tres dans le tableau 3.4) pour les
ondes P (a,b), S (c,d) et Biot (e,f). La fre´quence de relaxation associe´e a` KD est e´gale a` fK =
30 kHz. On conside`re trois valeurs de saturation en eau pour les milieux visco-poroe´lastiques
(Stoll) : V1 = 0.8 en trait bleu continu, V1 = 0.6 en tirete´s bleus et V1 = 0.2 en tirete´s-pointille´s
bleus. Les re´sultats pour les milieux poroe´lastiques e´quivalents (Biot-Gassmann) sont trace´s en
traits noirs (continu pour V1 = 0.8, tirete´s pour V1 = 0.6 et tirete´s-pointille´s pour V1 = 0.2).
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3.5.3 Influence des mode`les visco-poroe´lastiques sur les formes d’ondes
3.5.3.1 Fre´quences sismiques
La mode´lisation de la propagation des ondes dans ces milieux visco-poroe´lastiques est aise´e
graˆce a` l’approche fre´quentielle du code Galerkin Discontinu qui permet de prendre en compte
des parame`tres de´pendants de la fre´quence. On conside`re ainsi un milieu bicouche (gre`s sature´
en eau + sable partiellement sature´, les parame`tres e´tant donne´s dans le tableau 3.4). La
ge´ome´trie du milieu et la position de la source sont identiques au cas bicouche conside´re´ dans
le chapitre 2, partie 2.1, de´crit par la figure 2.8. La seule diffe´rence est la profondeur de la ligne
de re´cepteurs qui, a` cause des vitesses faibles dans les sables, est fixe´e ici a` 12 m de profondeur.
On e´tudie les signaux pour un re´cepteur a` court offset et pour un re´cepteur a` grand offset.
Les sismogrammes des de´placements solides et relatifs fluide/solide horizontaux et verticaux
sont donne´s sur les figures 3.20 et 3.21. Sur la figure 3.20 sont trace´s les signaux calcule´s dans les
milieux visco-poroe´lastiques pour des valeurs de fre´quence de relaxation fK variables et pour
le mode`le poroe´lastique e´quivalent. Il y a peu de diffe´rences de de´phasages entre les mode`les de
Stoll et Biot-Gassmann, ceci pouvant s’expliquer par le fait que les vitesses et les atte´nuations
a` basse fre´quence sont identiques (figure 3.18), les fre´quences de calcul e´tant comprises entre
1 et 600 Hz. En revanche, l’amplitude des ondes P transmises et des ondes S converties est
infe´rieure dans le cas des mode`les visco-poroe´lastiques. On note peu de diffe´rences entre les
diffe´rents mode`les de Stoll qui ont des valeurs de fK variables. Sur la figure 3.21, on remarque
que la diffe´rence d’amplitude entre les mode`les de Stoll et de Biot-Gassmann est plus importante
quand la saturation est faible.
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Figure 3.20 – Sismogrammes des de´placements solides (a,b) et relatifs fluide/solide (c,d) ho-
rizontaux (a,c) et verticaux (b,d). Le trait noir continu correspond au milieu effectif (Biot-
Gassmann) calcule´ par moyennes, le trait rouge au mode`le stoll avec fK = 3 kHz, le trait vert
au mode`le stoll avec fK = 30 kHz et le trait bleu au mode`le stoll avec fK = 300 kHz (bleu et
vert sont confondus). Les mode`les Stoll sont calcule´s pour une saturation e´gale a` V1 = 0.8.
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Figure 3.21 – Sismogrammes des de´placements solides (a a` f) et relatifs fluide/solide (g a` l)
horizontaux (a,b,c,g,h,j) et verticaux (d,e,f,j,k,l). Le trait bleu pointille´ correspond au mode`le
Stoll avec une saturation e´gale a` V1 = 0.20 (a,d,g,j). Le trait rouge pointille´ correspond au
mode`le Stoll avec une saturation e´gale a` V1 = 0.60 (b,e,h,k) et le trait vert pointille´ correspond
au mode`le Stoll avec une saturation e´gale a` V1 = 0.8 (c,f,i,l). Les traits noirs correspondent aux
milieux effectifs respectifs Biot-Gassmann calcule´s par moyennes.
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3.5.3.2 Hautes fre´quences
Les variations de vitesses et d’atte´nuations (figures 3.18 et 3.19) dues aux mode`les visco-
poroe´lastiques ont lieu a` haute fre´quence (a` partir de la fre´quence de relaxation fK) et donc
dans les fre´quences sismiques (f ≤ 1000 Hz), on observe des diffe´rences uniquement sur les
amplitudes des ondes mais pas de de´phasages ou de distorsions de la forme d’onde (figures 3.20
et 3.21). On conside`re ainsi le meˆme type de milieu bicouche que pre´ce´demment ; les parame`tres
physiques des deux couches sont de´crits dans le tableau 3.4 et la configuration du milieu, de
la source et des re´cepteurs est donne´e par la figure 2.8 (chapitre 2, partie 2.1). Cependant, on
conside`re un facteur d’e´chelle de 100 sur les distances et 1000 sur les fre´quences : le milieu fait
40 ∗ 40 cm (au lieu de 40 ∗ 40 m), la fre´quence de la source est de 200 kHz (au lieu de 200 Hz)
et les fre´quences de simulations comprises entre 1 et 600 kHz (au lieu de 1 et 600 Hz). Ce
changement d’e´chelle permet de conside´rer des expe´riences de laboratoire.
Les sismogrammes obtenus sont repre´sente´s sur la figure 3.22 ou` l’on conside`re un mi-
lieu non sature´ (V1 = 0.6) avec une fre´quence de relaxation de fK = 30 kHz. Comme on
est dans la gamme de fre´quence ou` la dispersion et l’atte´nuation des ondes P et Biot sont
fortement diffe´rents entre les mode`les de Stoll et Biot-Gassmann, les formes d’ondes sont ra-
dicalement diffe´rentes. L’amplitude des ondes P transmises est tre`s infe´rieure pour le mode`le
visco-poroe´lastique (bien visible sur les de´placements verticaux) et les formes d’ondes P sont
e´galement tre`s de´forme´es. Les ondes S converties sont plus proches entre les deux mode`les mais
l’amplitude est tout de meˆme infe´rieure pour le mode`le de Stoll.
Pour mode´liser l’atte´nuation dans les milieux de subsurface et donc a` basse fre´quence, on
peut e´galement conside´rer des fre´quences de relaxation fK et fG dans la gamme des fre´quences
sismiques (1 a` 1000 Hz).
L’introduction des phe´nome`nes visco-e´lastiques dus a` la friction entre grains d’un milieu
non consolide´ et associe´s aux phe´nome`nes poroe´lastiques“classiques”(inte´ractions fluide/solide)
permet de mieux prendre en compte l’atte´nuation dans ces milieux de faibles vitesses. Dans les
mode´lisations effectue´es dans cette partie, la prise en compte de la non saturation a e´te´ faite
par des moyennes simples alors que l’on a vu dans la partie 3.3 que l’utilisation de mode`les de
saturation partielle modifiait beaucoup les formes d’ondes et les attributs sismiques obtenus.
C’est donc une piste permettant d’ame´liorer le mode`le visco-poroe´lastique utilise´ dans cette
partie.
132
3.5 Milieux visco-poroe´lastiques
0 1 2 3 4 5 6
x 10−4
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Time (s)
O
ffs
et
 (m
)
(a) ux
0 1 2 3 4 5 6
x 10−4
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
Time (s)
O
ffs
et
 (m
)
(b) uz
0 1 2 3 4 5 6
x 10−4
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
Time (s)
O
ffs
et
 (m
)
(c) wx
0 1 2 3 4 5 6
x 10−4
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
Time (s)
O
ffs
et
 (m
)
(d) wz
Figure 3.22 – Sismogrammes des de´placements solides (a,b) et relatifs fluide/solide (c,d) ho-
rizontaux (a,c) et verticaux (b,d). Le trait noir continu correspond au milieu effectif (Biot-
Gassmann) calcule´ par moyennes, le trait bleu pointille´ au mode`le stoll avec fK = 30 kHz et
V1 = 0.6.
Conclusion partielle
Dans ce chapitre, on a utilise´ des descriptions physiques plus complexes afin de mieux
rendre compte des attributs sismiques observe´s sur les donne´es re´elles. En effet, la the´orie de
Biot-Gassmann “classique” ne suffit pas a` de´crire les atte´nuations et les dispersions observe´es
sur les donne´es re´elles. Les phe´nome`nes responsables de ces atte´nuations et dispersions sont
principalement dues a` des e´coulements de fluides induits par le passage des ondes a` l’e´chelle
me´soscopique (Pride et al., 2004). Le nombre de mode`les diffe´rents pour rendre compte de ce
type de phe`nome`nes est a` peu pre`s aussi grand que la diversite´ des formations ge´ologiques
poreuses (Muller et al., 2010; Mavko et al., 2009).
Afin d’utiliser une the´orie de Biot-Gassmann ge´ne´ralise´e pour calculer la propagation d’ondes
dans ces milieux, on s’est inte´resse´ uniquement aux mode`les d’homoge´ne´isations sur un vo-
lume e´le´mentaire repre´sentatif qui ame`nent a` conside´rer des modules effectifs complexes et
de´pendants de la fre´quence. On a e´galement pris en compte des mode´lisations “analogiques“
visco-poroe´lastiques.
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En e´tudiant des milieux ge´ologiques partiellement sature´s, fracture´s ou non consolide´s, on
a montre´ que l’utilisation de the´ories prenant en compte les phe´nome`nes a` l’e´chelle me´so-
scopique e´tait cruciale pour bien mode´liser la propagation d’ondes, les formes d’ondes (am-
plitude, de´phasage) e´tant radicalement diffe´rentes suivant le mode`le utilise´. La mode´lisation
visco-poroe´lastique donne e´galement des re´sultats inte´ressants mais les parame`tres a` re´gler (fre´-
quences de relaxation, limites basse et hautes fre´quences du module d’incompressibilite´) sont
difficiles a` relier a` des phe´nome`nes physiques.
En revanche, les caracte´ristiques ge´ome´triques qu’il faut de´finir pour de´crire les milieux
multiphasiques ont peu d’influence sur les formes d’ondes obtenues. En effet, pour conserver
des solutions analytiques, on a suppose´ que l’inclusion d’une phase dans l’autre se faisait sous
forme de sphe`res ou` le rayon de la sphe`re interne est a ; c’est ce parame`tre qui doit eˆtre
re´gle´ empiriquement et meˆme si on observe une influence notable sur les parame`tres macro-
e´chelles (vitesses et atte´nuations), les formes d’ondes sont peu influenc¸e´es par ce parame`tre.
Il pourrait ainsi eˆtre inte´ressant d’e´tudier d’autres configurations ge´ome´triques plus re´alistes
pour de´terminer si la description ge´ome´trique ne´cessite une grande pre´cision.
De multiples phe´nome`nes d’atte´nuations peuvent eˆtre e´galement pris en compte. Par exemple,
Helle et al. (2003) montrent qu’avec une distribution fractale de patches de fluides, de mul-
tiples conversions d’ondes P en ondes de Biot propagatives cre´ent des de´perditions d’e´nergie
significatives. Graˆce a` l’approche fre´quence-espace du code de mode´lisation de la propagation
d’ondes, il est possible de prendre en compte les mode`les rhe´ologiques varie´s et calculer les
formes d’ondes comple`tes sans approximation. Ce type de calcul est extensible a` des mode`les
varie´s et plus ou moins complexes, a` condition que l’on puisse se rapporter a` une the´orie de
Biot-Gassmann ge´ne´ralise´e. On a ainsi montre´ que les de´pendances fre´quentielles touchaient
non seulement les mode`les physiques mais e´galement les parame`tres macro-e´chelles (vitesses
et atte´nuations) et donc les formes d’ondes. Ren et al. (2009), par exemple, montrent que les
coefficients de re´flexion de´termine´s par analyse AVO dans les milieux poroe´lastiques de´pendent
non seulement de l’angle mais e´galement de la fre´quence. Cet aspect fre´quentiel est crucial pour
bien mode´liser la propagation des ondes dans ce type de milieu poroe´lastique complexes mais
e´galement pour la caracte´risation des parame`tres poroe´lastiques par inversion.
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Introduction
Le but de l’imagerie ge´ophysique est de retrouver les parame`tres physiques qui de´crivent
le milieu terrestre auquel on s’inte´resse, a` partir d’enregistrements ponctuels, en surface ou en
forage. Ces enregistrements de donne´es physiques sont de plusieurs natures : ondes me´caniques,
ondes e´lectromagne´tiques, phe´nome`nes e´lectriques... Lorsque les ondes sismiques se propagent
dans le milieu terrestre, elles sont diffracte´es, re´fle´chies, re´fracte´es... par les he´te´roge´ne´ite´s du
milieu et la mesure des ondes sismiques en surface est donc porteuse d’information sur le milieu
qu’elles ont traverse´, un peu a` la manie`re d’un filtre qui va modifier la propagation et laisser
sa trace dans le phe´nome`ne enregistre´. Historiquement, l’utilisation des ondes sismiques pour
caracte´riser les interfaces a` l’inte´rieur de la Terre est tre`s ancienne et a de´bute´ avec la mise en
e´vidence, graˆce a` l’e´tude des te´le´se´ismes, des discontinuite´s majeures “stratifiant” la structure
terrestre interne : discontinuite´ de Mohorovicˇic´ (limite croute-manteau supe´rieur), discontinuite´
de Gutenberg (limite manteau-noyau), discontinuite´ de Lehman (limite noyau externe-graine)...
Cependant, l’information contenue dans les donne´es sismiques a lontemps e´te´ partiellement
utilise´e. En effet, les me´thodes de tomographie des temps d’arrive´es n’interpre`tent que les pre-
mie`res arrive´es ; les me´thodes de sismique-re´flexion interpre`tent qualitativement les re´flecteurs
du milieu ; l’inversion des courbes de dispersion des ondes de surface donne des informations
sur les ondes S ; les analyses AVO (“Amplitude Variation with Offset” ou “Amplitude Versus
Offset”) prennent en compte les amplitudes des re´flexions des ondes P ou S. Les approches
re´centes d’inversion des formes d’ondes comple`tes (“FWI = Full Waveform Inversion”) visent
a` interpre´ter la totalite´ du signal enregistre´. D’abord utilise´ en approximation acoustique (Ta-
rantola, 1984; Ravaut et al., 2004), sur des donne´es re´elles 3D (Sirgue et al., 2009; Plessix &
Perkins, 2010), puis en approximation e´lastique (Brossier et al., 2009a; Brossier, 2009) pour des
applications lie´es a` l’exploration pe´trolie`re, la me´thode a e´galement e´te´ utilise´e a` des e´chelles
de laboratoire (Bretaudeau et al., 2011), de proche surface (Ge´lis et al., 2007; Romdhane et al.,
2011; Roques et al., 2010), crustales (Operto et al., 2006) ou lithosphe´riques (Roecker et al.,
2010; Pageot et al., 2009). Les parame`tres inverse´s dans ces e´tudes sont les vitesses des ondes P
(cas acoustique) et des ondes P et S (cas e´lastique), la masse volumique moyenne du milieu, les
parame`tres anisotropes (Plessix & Cao, 2011; Gholami et al., 2010) et les atte´nuations (Hicks
& Pratt, 2001; Malinowski et al., 2011).
Toutes ces e´tudes visent a` interpre´ter les signaux sismiques en terme de parame`tres macro-
e´chelles (vitesses, atte´nuations, masse volumique moyenne, coefficients de re´flexion...), ce qui
constitue une premie`re e´tape d’inversion. Les parame`tres poroe´lastiques de´crivant la structure
microscopique du milieu (porosite´, consolidation...) sont rarement e´tudie´s, seulement a` partir
de relations empiriques cas-de´pendantes. De Barros & Dietrich (2008) ont analyse´ les sensibili-
te´s des parame`tres poreux aux ondes sismiques en calculant les de´rive´es de Fre´chet associe´es a`
chaque parame`tre pour un milieu stratifie´ (voir e´galement l’annexe B). Morency et al. (2009)
ont confirme´ l’importance de la sensibilite´ relative des parame`tres poreux et l’influence de la
parame´trisation en calculant les noyaux de sensibilite´ 2D. En effet, par le calcul de l’interaction
entre les champs directs et adjoints, ils de´montrent l’influence du choix de la parame´trisa-
tion des parame`tres poroe´lastiques (parame`tres relatifs, racines carre´es...) sur la sensibilite´.
Bosch (2004) est le premier a` inverser les parame`tres poroe´lastiques directement a` partir des
signaux sismiques. Par une optimisation locale base´e sur les me´thodes de Newton, il inverse
conjointement les amplitudes sismiques en impe´dances e´lastiques et les impe´dances en porosite´.
Cependant, l’approche passe toujours par les parame`tres macro-e´chelles puisque qu’il y a, en
136
4.1 Inversion des parame`tres poroe´lastiques par “downscaling”
premier lieu, une e´tape d’inversion base´e sur les parame`tres e´lastiques. Les seules tentatives
d’inversion directe des formes d’ondes comple`tes ont e´te´ re´alise´es par De Barros et al. (2010)
en milieu stratifie´. Ils montrent que l’inversion simultane´e multi-parame`tres est difficile a` cause
du fort couplage entre certains parame`tres, sauf si on utilise une approche diffe´rentielle (pour
plus de de´tails, voir l’annexe B). Morency et al. (2011) utilise ce type d’approche diffe´rentielle
(suivi d’injection de CO2) pour de´duire quels parame`tres poreux sont inversibles a` partir de
quels attributs sismiques en utilisant plusieurs mode`les physiques (acoustique, e´lastique sans
et avec relations de Gassmann ou poroe´lastique).
Ces me´thodes d’inversion en une seule e´tape visent a` passer directement des donne´es macro-
e´chelles (sismogrammes) aux parame`tres micro-e´chelles (poroe´lastiques). Dans ce chapitre, on
va utiliser une me´thode d’inversion en deux e´tapes, la premie`re consistant a` recontruire les
parame`tres macro-e´chelles et la seconde a` interpre´ter ces derniers en terme de parame`tres
microscopiques par des relations de physiques des roches.
4.1 Inversion des parame`tres poroe´lastiques par “downscaling”
Dans les trois chapitres pre´ce´dents, on a essaye´ de de´crire au mieux les parame`tres phy-
siques des milieux poreux a` l’e´chelle microscopique (porosite´, perme´abilite´, modules me´ca-
niques, masses volumiques...), afin de pouvoir calculer la propagation des ondes sismiques de
la fac¸on la plus pre´cise possible. Dans ce chapitre, on va aborder l’approche inverse. A` par-
tir des parame`tres macro-e´chelles (vitesses et atte´nuations) de´termine´s par la premie`re e´tape
d’inversion, on va tenter, dans une seconde e´tape, de retrouver les parame`tres micro-e´chelles
qui de´crivent le milieu ; c’est le principe du “downscaling“, qui revient a` passer d’une e´chelle de
description macroscopique a` une e´chelle de description microscopique.
De nombreux mode`les essaient de relier vitesses des ondes P et S et porosite´. En ge´ne´ral,
une augmentation de la porosite´ cre´e une diminution de la vitesse des ondes P et S, les mo-
dules d’incompressibilite´ et de cisaillement du squelette diminuant quand le volume des pores
augmente. Des relations empiriques permettent de relier VP et φ mais de´pendent du type de
roches car elles sont base´es sur des mesures expe´rimentales. Par exemple, Han et al. (1986)
ont e´tabli des relations line´aires entre VP , VS et la porosite´ et la teneur en argile pour des
se´diments de´tritiques tout au long de leur e´volution diage´ne´tique (des sables non consolide´s
aux gre`s). D’autres relations empiriques ont e´te´ e´tablies, par exemple, celles de Wyllie et al.
(1956), Raymer et al. (1980) ou Raiga-Clemenceau et al. (1988). Cependant, dans ces relations,
la vitesse des ondes P est seulement lie´e a` la porosite´ alors que, dans les cas re´els, la rigidite´
du milieu draine´ (squelette) entre e´galement en jeu. Cette rigidite´ de´pend, elle-meˆme, de la
rigidite´ des grains mine´raux et de leur agencement (ge´ome´trie, compaction...). A` cela, il faut
associer la rigidite´ des fluides contenus dans les pores. D’autre part, de nombreuses relations
empiriques entre VP et VS ont e´te´ e´tablies pour diffe´rentes roches (compile´es, par exemple, par
Castagna et al. (1993) pour les calcaires, les gre`s, les marnes et les dolomites).
Les approches consistant a` inverser les parame`tres poroe´lastiques a` partir des donne´es
macro-e´chelles de´duites des signaux sismiques (vitesses, atte´nuations, AVO...) ont e´te´ abor-
de´es par diffe´rents auteurs. Berryman et al. (2002) relient les vitesses de propagation VP et VS
a` la porosite´ et a` la saturation en eau pour diffe´rents types de roches en se basant sur des don-
ne´es expe´rimentales. En fixant tous les autres parame`tres, Tang & Cheng (1996) de´duisent la
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perme´abilite´ a` partir des ondes de Stoneley ge´ne´re´es en puits. Bosch (1999) a introduit une ap-
proche stochastique (fonctions de densite´ de probabilite´, me´thodes Monte-Carlo) pour inverser
des donne´es ge´ophysiques de fac¸on conjointe (donne´es sismiques, e´lectromagne´tiques et gravi-
me´triques). Ce type d’approche a e´te´ repris par Chotiros (2002) sur des donne´es sismiques pour
les sables sature´s. Il montre que l’interpre´tation par des mode`les visco-e´lastiques est impossible
a` cause des pertes d’e´nergie lors de re´flexions non explique´es. Il utilise donc une mode´lisation
poroe´lastique pour son inversion, ou` il tente de de´duire le module d’incompressibilite´ draine´
KD et le module de cisaillement draine´ GD a` partir des vitesses et des atte´nuations des ondes
P et S (VP , VS , QP et QS). Il propose e´galement des ame´liorations en introduisant des mode`les
plus complexes (mate´riaux composites ou variation de porosite´ avec la pression fluide). De la
meˆme fac¸on, par des me´thodes stochastiques, Bachrach (2006) inverse les donne´es sismiques
pour de´duire des cartes de valeurs de la porosite´ et de la saturation. Gunning & Glinsky (2007)
essaient e´galement d’inverser les caracte´ristiques ge´ome´triques des grains (granoclassement) en
plus de la porosite´ dans le but de de´duire la perme´abilite´ du milieu. Pour cela, ils utilisent des
donne´es AVO a` offsets variables. De meˆme, van Dalen et al. (2010) montrent qu’il est possible
d’inverser simultane´ment la perme´abilite´ et la porosite´ en utilisant les informations contenues
dans les de´pendances fre´quentielles et angulaires des coefficients de re´flexions (PP et PS).
Dans ce chapitre, je me suis base´ sur les relations de Gassmann (1951) (e´quation 1.36) qui
permettent de calculer les variations du module d’incompressibilite´ du milieu draine´ (et donc,
de VP ) lors d’une substitution (comple`te) du fluide saturant le milieu poreux. Cela ne´cessite
de bien connaitre les proprie´te´s des fluides (modules, masses volumiques, viscosite´s), la plupart
e´tant re´sume´s par Batzle & Wang (1992) ou dans le livre de Mavko et al. (2009). Cependant,
en utilisant les relations de Gassmann, on doit faire face aux hypothe`ses limitatrices suivantes :
 Les modules calcule´s ne sont valables qu’a` basse fre´quence. Pour s’affranchir de ce pro-
ble`me, la prise en compte de modules de´pendants de la fre´quence pour des milieux com-
plexes (double porosite´, partiellement sature´, analogies visco-poroe´lastiques, voir chapitre
3) permet d’e´tendre la validite´ sur une large bande de fre´quence.
 Le milieu est suppose´ isotrope. Brown & Korringa (1975) ont e´tendu les relations aux
milieux poreux anisotropes mais cela ne´cessite d’avoir une bonne connaissance de l’ani-
sotropie, ce qui est difficile meˆme avec des essais de laboratoire bien contraints.
 Le squelette solide est constitue´ de grains identiques. Pour prendre en compte des compo-
sitions mine´ralogiques diffe´rentes, on peut calculer par moyennes (Reuss-Voigt ou Hashin-
Shtrickman) les modules solides e´quivalents (voir paragraphe 1.3 du chapitre 1).
 Les pores sont sature´s par un seul fluide. Domenico (1976) et Brie et al. (1995) par
exemple, ont propose´ d’utiliser des moyennes simples, en partie empiriques, pour calculer
les parame`tres d’un fluide effectif. Cependant, l’influence des fluides multiphasiques sur
les ondes sismiques, provient aussi de la re´partition spatiale de chaque fluide. C’est ce
que l’on a montre´ dans la partie 3.3 du chapitre 3.
L’utilisation des relations de Gassmann (ge´ne´ralise´es ou non) nous sert de base pour le
”downscaling” des parame`tres poroe´lastiques. Les parame`tres macro-e´chelles qui seront inver-
se´s sont classiquement les vitesses des ondes P et S. Ce sont les donne´es qui sont extraites des
sismogrammes par tomographie des temps d’arrive´es. Avec l’ave`nement des techniques d’inver-
sion des formes d’ondes comple`tes, on peut espe´rer obtenir des images plus haute re´solution et
utiliser e´galement les atte´nuations des ondes P et S via une meilleure estimation des facteurs de
qualite´ QP et QS . D’autres parame`tres ou combinaisons de parame`tres peuvent eˆtre envisage´s,
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comme les impe´dances (acoustiques, e´lastiques ou associe´es aux ondes P et S), les parame`tres
de Lame´ ou les parame`tres issus d’interpre´tations AVO (coefficients de re´flexion, gradients...)...
De plus, l’utilisation des ondes S est cruciale pour plusieurs raisons :
 cela permet d’avoir plus de donne´es, ce qui n’est pas ne´gligeable pour le syste`me d’inver-
sion largement sous-de´termine´ que nous conside´rons,
 les effets des parame`tres non associe´s au fluide (porosite´, compaction teneur en argile...)
sur VP et VS sont similaires mais en revanche, seule la saturation en fluide a des effets
diffe´rents sur VP et VS (voir figure 4.1 et Berryman et al. (2002)).
Figure 4.1 – VP en fonction de VS pour des gre`s sature´s en eau et en air. Il faut noter
que l’e´volution de la saturation est perpendiculaire a` l’e´volution de la porosite´ et d’autres
parame`tres du squelette. Les effets des parame`tres inde´pendants du fluide sont similaires sur
VP et VS (courbes de tendances identiques). En revanche, le changement de saturation a un
effet diffe´rent sur VP et sur VS , la vitesse des ondes S permet donc, de discrimer les effets du
fluide sur les vitesses lorsque les vitesses sont faibles. Figure tire´e de Avseth et al. (2005).
Dans ce chapitre, on va de´crire dans une premie`re partie quels parame`tres sont inversibles
(en fonction de leur sensibilite´) a` partir de quelles donne´es. Ensuite, on appliquera cette e´tape
de downscaling sur des cas synthe´tiques re´alistes. Apre`s avoir calcule´ des sismogrammes par
propagation d’ondes poroe´lastiques dans le milieu de re´fe´rence (de´crit par les parame`tres po-
reux micro-e´chelles), on va faire une e´tape d’inversion des sismogrammes pour retrouver des
parame`tres macro-e´chelles (par tomographie des temps d’arrive´es ou par inversion des formes
d’ondes comple`tes). Enfin, la dernie`re e´tape consistera a` retrouver les parame`tres micro-e´chelles
par inversion globale des parame`tres macro-e´chelles. Cette dernie`re e´tape d’inversion se basera
sur des algorithmes d’optimisation globale.
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4.2 Me´thodes d’optimisation globale
Les me´thodes d’imagerie sismique par inversion des formes d’ondes comple`tes (FWI) ou par
tomographie des temps de premie`res arrive´es sont base´es sur des me´thodes d’optimisations lo-
cales line´arise´es qui utilisent les proprie´te´s locales de la fonction couˆt pour chercher la direction
de descente (voir Menke (1984); Tarantola (1987); Brossier (2009) pour la the´orie comple`te).
Ces me´thodes fonctionnent bien pour trouver un minimum local dans le voisinage proche de
la solution de de´part. Les me´thodes d’optimisation globale cherchent le minimum global de
la fonction couˆt sur l’ensemble du domaine en e´vitant ainsi la convergence dans un minimum
local. Ces me´thodes consistent a` explorer l’ensemble de l’espace des mode`les (parame`tres in-
verse´s) limite´ seulement par des valeurs minimales et maximales, pour trouver la fonction couˆt
minimale. Les me´thodes d’optimisation globale peuvent eˆtre classe´es de la fac¸on suivante :
 recherche sur grille (grid search) : exploration exhaustive des mode`les avec un pas carte´sien
donne´. Cette me´thode fonctionne bien pour les mode`les simples avec peu de parame`tres,
sinon, elle a un couˆt de calcul prohibitif.
 me´thodes Monte-Carlo (ou explorations globales) introduites par Metropolis & Ulam
(1949) : explorations ale´atoires du milieu. Comme pour les me´thodes de grid search, les
me´thodes Monte-Carlo fonctionnent bien avec un mode`le direct simple et rapide a` calculer
sinon, le couˆt de calcul est prohibitif.
 me´thodes Monte Carlo oriente´es (ou explorations semi-globales) : ces me´thodes sont fon-
de´es sur des explorations ale´atoires des mode`les mais dirige´es vers les meilleurs mode`les
afin de re´duire le couˆt de calcul. Il y a trois principales me´thodes avec des variantes :
→ Recuit simule´ (Simulated Annealing, SA) introduit par Rothman (1985, 1986) en ge´o-
physique. Cette me´thode repose sur une analogie physique avec le refroidissement lent
d’un me´tal dans un fluide. Les particules se re´arrangent selon un e´tat de moindre e´nergie
(fonction couˆt) si la tempe´rature de´croit a` la vitesse optimale.
→ Algorithmes ge´ne´tiques (GA) ont e´te´ applique´s aux proble`mes ge´ophysiques par Stoffa &
Sen (1991). Ils sont base´s sur une analogie avec l’e´volution biologique.
→ Algorithme de voisinage (Neighbourhood algorithm, NA). Introduit par Sambridge (1999a,b),
l’avantage de cette me´thode par rapport aux me´thodes SA et GA est qu’elle ne´cessite
seulement deux parame`tres de controle.
Les ouvrages de van Laarhoven & Aarts (1987) pour le recuit simule´, de Michalewicz (1994)
pour les algorithmes ge´ne´tiques et de Sen & Stoffa (1995) offrent une vision de´taille´e de ces
me´thodes d’optimisation globale stochastiques.
Le proble`me inverse, qui vise a` extraire des donne´es (attributs sismiques de´duits des sismo-
grammes) les mode`les (parame`tres poroe´lastiques), est formule´ de manie`re ge´ne´rale de la fac¸on
suivante :
−→
d = g(−→m) , (4.1)
ou`
−→
d est le vecteur donne´es, −→m le vecteur mode`les et g est une fonction non line´aire reliant
mode`les et donne´es. Dans notre approche, cette fonction g regroupe les relations analytiques
de Biot-Gassmann (e´quations de´finies dans le chapitre 1), permettant de calculer les vitesses et
atte´nuations des ondes P, S et Biot (e´quations 1.9, 1.12 et 1.14) ainsi que la masse volumique
moyenne (e´quation 1.30) en fonction des parame`tres de´crivant le milieu poreux a` l’e´chelle
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microscopique. Cette fonction est non line´aire et l’inverse de g n’est pas calculable. La re´solution
du syste`me −→m = g−1(
−→
d ) doit donc se faire par des me´thodes d’optimisation. La line´arisation
du syste`me peut se faire par des me´thodes de recherche locale qui ne´cessite d’avoir un mode`le
de de´part a-priori proche du mode`le vrai afin d’e´viter les minima locaux. Cette me´thode est la
seule envisageable pour les proble`mes qui ont un grand nombre d’inconnues et/ou un temps de
calcul du proble`me direct important (par exemple, re´solution d’e´quations diffe´rentielles pour la
FWI). Dans notre cas, la mode´lisation directe est tre`s rapide (calcul d’une dizaine de relations
analytiques) et le nombre de parame`tres/mode`les est faible (entre 10 et 18 parame`tres).
L’optimisation se re´sume a` mininiser une fonction scalaire (nomme´e fonction misfit ou
fonction couˆt) de´crivant l’e´cart entre les donne´es observe´es dobs et les donne´es calcule´es g(
−→m)
par mode´lisation directe. On utilise une norme L2 pour calculer ce misfit, soit :
misfit =
[
(
−−→
dobs − g(
−→m))T (
−−→
dobs − g(
−→m))
]1/2
. (4.2)
Pour l’inversion, on utilise l’algorithme de voisinage de Sambridge (1999a). Le principe de
l’algorithme consiste a` subdiviser l’espace des mode`les en cellules de Vorono¨ı en focalisant le
re´e´chantillonage en fonction des valeurs de la fonction misfit les plus faibles. A chaque ite´ration,
de nouvelles cellules sont de´finies en fonction de la valeur du misfit de l’e´chantillon pre´ce´dent.
Le re´e´chantillonnage se concentre donc dans les zones de misfit faible comme de´crit par la figure
4.2. L’algorithme se de´compose en 4 e´tapes :
 1) ns mode`les sont ge´ne´re´s ale´atoirement (avec une probabilite´ uniforme) sur l’ensemble
de l’espace des mode`les,
 2) le misfit de ces ns mode`les est calcule´ et nr meilleurs mode`les (de misfit le plus faible)
sont choisis,
 3) ns nouveaux mode`les sont ge´ne´re´s avec un pas ale´atoire (de´termine´ par la me´thode de
l’e´chantilloneur de Gibbs) dans la cellule de Vorono¨ı de chaque mode`le nr,
 4) re´pe´tition des e´tapes 2 et 3 jusqu’au nombre d’ite´ration maximal itmax.
Les deux parame`tres ns et nr sont les deux seuls parame`tres de controˆle de l’algorithme. Plus
ns et nr sont grands, plus l’e´chantillonnage est large et donc la recherche exploratoire, plus ils
sont faibles, plus l’optimisation est locale et donc efficace. Cependant, Sambridge (1999a) pre´cise
qu’il n’y a pas de re`gle quantitative pour de´terminer les valeurs optimales de ns et nr, seuls des
tests nume´riques cas-de´pendants permettent de de´terminer ces valeurs. Dans la pratique, quatre
parame`tres sont a` de´finir pour le calcul d’optimisation. Les deux parame`tres ns (nombre de
mode`les ge´ne´re´s a` chaque ite´ration) et nr (nombre de cellules choisies pour le re´e´chantillonnage)
ainsi que le nombre d’ite´ration itmax et le nombre de mode`les ge´ne´re´s a` la premie`re ite´ration
ns0, qui peut eˆtre diffe´rent de ns, et qui de´termine l’e´chantillonnage initial. Dans la plupart
des cas pre´sente´s dans ce chapitre, ns = nr = 10 et 1000 ite´rations sont calcule´es, ce qui fait
que 10 000 mode`les sont ge´ne´re´s par inversion. Apre`s cette e´tape d’e´chantillonnage, Sambridge
(1999b) a propose´ une e´tape d’estimation probabiliste de la re´solution des mode`les obtenus
dans la premie`re phase. Par la de´finition de fonctions de densite´ de probabilite´s, on peut ainsi
quantifier les erreurs et la re´solution obtenues par la premie`re e´tape d’e´chantillonage. Cette
e´tape d’analyse baye´sienne ne sera pas utilise´e ici.
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Figure 4.2 – Re´partition des cellules de Vorono¨ı apre`s (a) 1, (b) 5, (c) 10 et (d) 20 ite´rations.
A chaque ite´rations, 9 cellules sont re´e´chantillonne´es. Le misfit est calcule´ au centre de chaque
cellule (points noirs) et attribue´ a` la cellule entie`re. Figure tire´e de Sambridge & Kennett (2001).
4.3 Sensibilite´ des parame`tres poroe´lastiques
Dans cette premie`re partie, on de´termine la sensibilite´ des parame`tres poroe´lastiques suivant
les donne´es macro-e´chelles utilise´es :
 vitesse de propagation de l’onde P uniquement : VP ,
 vitesse de propagation des ondes P et S : VP , VS ,
 vitesse de propagation des ondes P et S et masse volumique moyenne : VP , VS , ρ,
 vitesse et facteur de qualite´ (inverse de l’atte´nuation) de l’onde P et masse volumique
moyenne : VP , QP , ρ,
 vitesses et facteurs de qualite´ des ondes P et S : VP , QP , VS , QS ,
 vitesses et facteurs de qualite´ des ondes P et S et masse volumique : VP , QP , VS , QS , ρ.
Dans les exemples pre´sente´s ici, on utilise le mode`le de Biot-Gassmann (e´quations de´finies
dans le chapitre 1) ou le mode`le de Biot-Gassmann e´tendu a` des milieux non sature´s par
moyennes (e´quations de´finies dans la partie 3.3.2 du chapitre 3). Diffe´rentes parame´trisations
sont e´tudie´s, pour les milieux sature´s et non sature´s :
 milieux sature´s, inversion de tous les parame`tres du mode`le de Biot-Gassmann (a` l’ex-
ception de la perme´abilite´ qui a une sensibilite´ trop faible) : parame`tres de la phase fluide
(Kf , η et ρf ), de la phase solide (Ks, Gs et ρs) et du squelette (m, cs et φ),
 milieux sature´s, inversion des parame`tres du squelette : porosite´ φ et parame`tre de conso-
lidation cs (les autres parame`tres e´tant fixe´s),
 milieux sature´s, inversion des parame`tres de la phase fluide : module d’incompressibilite´
Kf , viscosite´ η et masse volumique ρf ,
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 milieux non sature´s, inversion de la saturation en eau V1 et des parame`tres du squelette
(φ et cs).
4.3.1 Inversion de tous les parame`tres en milieux sature´s
On utilise les e´quations de Biot-Gassmann pour un milieu consolide´ sature´ en eau. Les
parame`tres micro-e´chelles de´crivant le milieu et les parame`tres macro-e´chelles calcule´s par les
relations de Biot-Gassmann, sont donne´s dans le tableau 4.1. Pour le premier test, on inverse
“brutalement” tous les parame`tres de la phase solide (Ks, Gs et ρs), de la phase fluide (Kf , η
et ρf ) et du squelette (m, cs et φ) a` partir de VP (figure 4.3), de VP et VS (figure 4.4), de VP ,
VS et ρ (figure 4.5), de VP , QP et ρ (figure 4.6), de VP , VS , QP et QS (figure 4.7) et de VP , VS ,
QP , QS et ρ (figure 4.8).
Dans chaque figure, les graphiques de la premie`re ligne repre´sentent la valeur du parame`tre
obtenu pour chaque mode`le calcule´ en fonction du nombre de mode`le calcule´. La couleur de
chaque point (= chaque mode`le) correspond a` la valeur de misfit obtenue. Plus le nombre de
mode`les calcule´s est grand, plus on converge vers une ou plusieurs valeurs graˆce a` l’optimisation
dirige´e par le re´e´chantillonage du milieu par cellules de Vorono¨ı. Les graphiques de la deuxie`me
ligne correspondent a` des coupes 2D de l’espace des mode`les, chaque mode`le e´tant repre´sente´
par un code couleur de´pendant de la valeur du misfit. On peut ainsi interpre´ter la forme de la
fonction misfit pour les deux parame`tres conside´re´s.
Parame`tres micro-e´chelles
Ks (GPa) 40
Gs (GPa) 10
ρs (kg/m
3) 2700
Kf (GPa) 2.2
ρf (kg/m
3) 1000
η (Pa.s) 0.001
m 1
φ 0.4
k0 (m
2) 10−11
cs 5
Parame`tres macro-e´chelles
VP (m/s) 2570
VS (m/s) 862
QP 1190
QS 161
ρ (kg/m3) 2010
Table 4.1 – Parame`tres micro- et macro-e´chelles du mode`le sature´. Les vitesses et les facteurs
de qualite´ des ondes P et S sont calcule´s a` 200 Hz.
Les parame`tres de la phase fluide sont inverse´s avec plus ou moins de succe`s. Le module
d’incompressibilite´ Kf est assez bien estime´ malgre´ quelques minima locaux et ce, quelles que
soit les donne´es, probablement a` cause de la relation de proportionalite´ plus ou moins directe
entre Kf et KU et donc, avec les vitesses VP et VS . La masse volumique ρf est correctement
estime´e seulement si les donne´es contiennent les atte´nuations (notamment QP ). Quand on
utilise seulement les vitesses et la masse volumique, il y a de nombreux minima locaux qui
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empeˆchent d’estimer correctement ρf . La viscosite´ η n’est jamais e´value´e correctement quelles
que soit les donne´es, probablement a` cause de la faible sensibilite´ du parame`tre et de la grande
amplitude de valeurs envisageables pour η (7 ordres de grandeurs entre la viscosite´ d’un gaz et
du pe´trole par exemple).
Les parame`tres de la phase solide (grains) pre´sentent une sensibilite´ assez grande. Le module
d’incompressibilite´ Ks est bien appre´cie´ malgre´ la pre´sence de quelques minima locaux, et une
erreur plus importante quand on utilise les atte´nuations. Le module de cisaillement Gs est mal
estime´ avec les donne´es des ondes P seulement (VP , QP ), ce qui parait logique puisque l’on
n’apporte aucune information sur le cisaillement dans ce cas-la`. En revanche, on a une bonne
estimation de Gs de`s que l’on utilise les donne´es de cisaillement. La fonction misfit de la masse
volumique ρs pre´sente de nombreux minima locaux, seule l’utilisation de VP , VS et ρ permet
une appre´ciation correcte de ρs.
Les parame`tres du squelette sont relie´s plus directement aux parame`tres macro-e´chelles.
Le facteur de cimentation m est correctement estime´ avec l’utilisation conjointe de VP et VS ,
mais des erreurs dues aux minima locaux apparaissent avec l’utilisation des atte´nuations. Le
parame`tre de consolidation cs est plus ou moins bien estime´ (minima locaux) a` part avec les
donne´es VP seules et VP , VS et ρ. La porosite´ φ est assez bien appre´cie´e quelles que soient les
donne´es avec cependant des minimas locaux.
L’inversion de tous les parame`tres est donc possible quand on n’a aucune information sur
le milieu. Cependant, certains parame`tres seront mal estime´s et surtout, l’e´valuation correcte
de tous les parame`tres ne requiert pas force´ment l’utilisation des meˆmes donne´es. Dans les
cas plus classiques ou` on dispose de connaissances a-priori sur certains parame`tres du milieu
(notamment sur les grains et la phase fluide), on peut faire des inversions plus cible´es sur
quelques parame`tres.
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(a) Phase fluide : Kf , η, ρf
(b) Phase solide : Ks, Gs, ρs
(c) Squelette : m, cs, φ
Figure 4.3 – Inversion des parame`tres poroe´lastiques a` partir des donne´es VP . (a) Parame`tres
de la phase fluide : Kf (en GPa), η (en Pa.s) et ρf (en kg/m
3), (b) Parame`tres de la phase
solide : Ks (en GPa), Gs (en GPa) et ρs (en kg/m
3), (c) Parame`tres du squelette : m, cs et φ.
Le mode`le vrai est repre´sente´ par la croix rouge. Chaque graphique repre´sente les valeurs des
mode`les calcule´s dans l’espace des parame`tres (ou en fonction du nombre de mode`les calcule´s
et donc, du nombre d’ite´rations). La couleur des points de´pend de la valeur de misfit obtenue
pour le mode`le conside´re´.
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(a) Phase fluide : Kf , η, ρf
(b) Phase solide : Ks, Gs, ρs
(c) Squelette : m, cs, φ
Figure 4.4 – Inversion des parame`tres poroe´lastiques a` partir des donne´es VP et VS . (a)
Parame`tres de la phase fluide : Kf (en GPa), η (en Pa.s) et ρf (en kg/m
3), (b) Parame`tres de
la phase solide : Ks (en GPa), Gs (en GPa) et ρs (en kg/m
3), (c) Parame`tres du squelette :
m, cs et φ. Le mode`le vrai est repre´sente´ par la croix rouge. Chaque graphique repre´sente
les valeurs des mode`les calcule´s dans l’espace des parame`tres (ou en fonction du nombre de
mode`les calcule´s et donc, du nombre d’ite´rations). La couleur des points de´pend de la valeur
de misfit obtenue pour le mode`le conside´re´.
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(a) Phase fluide : Kf , η, ρf
(b) Phase solide : Ks, Gs, ρs
(c) Squelette : m, cs, φ
Figure 4.5 – Inversion des parame`tres poroe´lastiques a` partir des donne´es VP , VS et ρ. (a)
Parame`tres de la phase fluide : Kf (en GPa), η (en Pa.s) et ρf (en kg/m
3), (b) Parame`tres de
la phase solide : Ks (en GPa), Gs (en GPa) et ρs (en kg/m
3), (c) Parame`tres du squelette :
m, cs et φ. Le mode`le vrai est repre´sente´ par la croix rouge. Chaque graphique repre´sente
les valeurs des mode`les calcule´s dans l’espace des parame`tres (ou en fonction du nombre de
mode`les calcule´s et donc, du nombre d’ite´rations). La couleur des points de´pend de la valeur
de misfit obtenue pour le mode`le conside´re´.
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(a) Phase fluide : Kf , η, ρf
(b) Phase solide : Ks, Gs, ρs
(c) Squelette : m, cs, φ
Figure 4.6 – Inversion des parame`tres poroe´lastiques a` partir des donne´es VP , QP et ρ. (a)
Parame`tres de la phase fluide : Kf (en GPa), η (en Pa.s) et ρf (en kg/m
3), (b) Parame`tres de
la phase solide : Ks (en GPa), Gs (en GPa) et ρs (en kg/m
3), (c) Parame`tres du squelette :
m, cs et φ. Le mode`le vrai est repre´sente´ par la croix rouge. Chaque graphique repre´sente
les valeurs des mode`les calcule´s dans l’espace des parame`tres (ou en fonction du nombre de
mode`les calcule´s et donc, du nombre d’ite´rations). La couleur des points de´pend de la valeur
de misfit obtenue pour le mode`le conside´re´.
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(a) Phase fluide : Kf , η, ρf
(b) Phase solide : Ks, Gs, ρs
(c) Squelette : m, cs, φ
Figure 4.7 – Inversion des parame`tres poroe´lastiques a` partir des donne´es VP , VS , QP et QS .
(a) Parame`tres de la phase fluide : Kf (en GPa), η (en Pa.s) et ρf (en kg/m
3), (b) Parame`tres
de la phase solide : Ks (en GPa), Gs (en GPa) et ρs (en kg/m
3), (c) Parame`tres du squelette :
m, cs et φ. Le mode`le vrai est repre´sente´ par la croix rouge. Chaque graphique repre´sente
les valeurs des mode`les calcule´s dans l’espace des parame`tres (ou en fonction du nombre de
mode`les calcule´s et donc, du nombre d’ite´rations). La couleur des points de´pend de la valeur
de misfit obtenue pour le mode`le conside´re´.
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(a) Phase fluide : Kf , η, ρf
(b) Phase solide : Ks, Gs, ρs
(c) Squelette : m, cs, φ
Figure 4.8 – Inversion des parame`tres poroe´lastiques a` partir des donne´es VP , VS , QP , QS
et ρ. (a) Parame`tres de la phase fluide : Kf (en GPa), η (en Pa.s) et ρf (en kg/m
3), (b)
Parame`tres de la phase solide : Ks (en GPa), Gs (en GPa) et ρs (en kg/m
3), (c) Parame`tres
du squelette : m, cs et φ. Le mode`le vrai est repre´sente´ par la croix rouge. Chaque graphique
repre´sente les valeurs des mode`les calcule´s dans l’espace des parame`tres (ou en fonction du
nombre de mode`les calcule´s et donc, du nombre d’ite´rations). La couleur des points de´pend de
la valeur de misfit obtenue pour le mode`le conside´re´.
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4.3.2 Inversion des parame`tres du squelette en milieux sature´s
Dans ce deuxie`me test, on suppose que les parame`tres de la phase fluide et des grains sont
connus a-priori (voir tableau 4.1) et on inverse uniquement la porosite´ φ et le parame`tre de
consolidation cs (figure 4.9). Quand on utilise uniquement VP , la fonction misfit conjointe de
φ et cs est centre´e sur le mode`le vrai (un seul minimum) mais l’ensemble des mode`les avec
un misfit faible est assez large. Plus on injecte des donne´es, plus on re´duit cet espace des
mode`les, jusqu’a` avoir une forme de fonction misfit tre`s encaisse´e. Les valeurs estime´es a` la fin
des ite´rations sont regroupe´es dans le tableau 4.2 avec l’e´cart par rapport aux valeurs vraies.
A` part quand les donne´es sont uniquement constitue´es de VP , on a une tre`s bonne estimation
de φ et cs avec moins de 0.2 % d’erreur. Quand on inverse a` partir de VP uniquement, l’erreur
est beaucoup plus forte (50 %), ce qui s’explique par la forme aplatie de la fonction misfit et
par le fait que l’on inverse deux parame`tres a` partir d’une seule donne´e : on a ainsi du mal a`
discrimer une valeur correcte dans l’espace des mode`les de faible misfit. L’estimation de φ et
cs est donc correcte quelles que soient les donne´es (a` part avec seulement VP ), si on connait les
autres parame`tres du milieu. Cependant, si une erreur est faite sur l’estimation d’un parame`tre,
l’inversion est biaise´e et l’erreur entre valeurs estime´es et valeurs vraies augmente (voir tableau
4.2). L’estimation de φ et cs est encore assez bonnes quand on dispose de trois types de donne´es
au minimum, on obtient alors moins de 7% d’erreur.
φ Erreur sur φ (%) cs Erreur sur cs (%)
Donne´es Valeurs exactes 0.4 5
VP
Parame`tres fixe´s 0.596 49 2.26 55
Kf = −5% 0.35 12.5 6.06 21
Ks = −5% 0.251 37 10.1 102
VP , VS
Parame`tres fixe´s 0.40012 0.03 4.9978 0.044
Kf = −5% 0.362 9.5 5.746 15
Ks = −5% 0.316 21 6.879 38
VP , VS , ρ
Parame`tres fixe´s 0.39999 0.0025 5.0003 0.006
Kf = −5% 0.399 0.25 4.982 0.36
Ks = −5% 0.398 0.5 4.957 0.86
VP , QP , ρ
Parame`tres fixe´s 0.3998 0.05 5.0079 0.16
Kf = −5% 0.388 3 5.338 6.8
Ks = −5% 0.397 0.75 4.769 4.6
VP , VS , QP , QS
Parame`tres fixe´s 0.39997 0.0075 5.0079 0.158
Kf = −5% 0.385 3.75 5.34 6.8
Ks = −5% 0.406 1.5 4.763 4.7
VP , VS , QP , QS , ρ
Parame`tres fixe´s 0.39977 0.058 5.00775 0.155
Kf = −5% 0.388 3 5.335 6.7
Ks = −5% 0.405 1.25 4.765 4.7
Table 4.2 – Pourcentages d’erreurs entre les valeurs vraies et les valeurs estime´es pour la
porosite´ φ et le parame`tre de consolidation cs. Les erreurs sont calcule´es pour l’inversion avec
un mode`le a-priori exact (parame`tres fixe´s) et pour un mode`le a-priori en partie errone´ (−5%
d’erreur sur Kf ou Ks) quelles que soient les donne´es.
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(a) Data = (VP ) (b) Data = (VP , VS)
(c) Data = (VP , VS , ρ) (d) Data = (VP , QP , ρ)
(e) Data = (VP , QP , VS , QS) (f) Data = (VP , QP , VS , QS , ρ)
Figure 4.9 – Inversion des parame`tres du squelette (porosite´ φ et parame`tre de consolidation
cs) a` partir des donne´es (a) VP , (b) VP , VS , (c) VP , VS , ρ, (d) VP , QP , ρ, (e) VP , QP , VS , QS
et (f) VP , QP , VS , QS , ρ. Le mode`le vrai est repre´sente´ par la croix rouge. Chaque graphique
repre´sente les valeurs des mode`les calcule´s dans l’espace des parame`tres (ou en fonction du
nombre de mode`les calcule´s et donc, du nombre d’ite´rations). La couleur des points de´pend de
la valeur de misfit obtenue pour le mode`le conside´re´.
4.3.3 Inversion du type de fluide saturant (milieux sature´s)
Dans le cas de re´servoirs (gaz, pe´trole, eau) ou de stockage (CO2), il est souvent inte´ressant
de connaitre quel est le fluide saturant dans une formation rocheuse connue et de suivre son
e´volution au cours du temps (par exemple, lors de pompages ou d’injections). Par exemple, lors
d’injection de vapeur d’eau a` haute tempe´rature dans un re´servoir pe´trolife`re, les extensions
respectives de pe´trole, de pe´trole chauffe´ et de vapeur d’eau dans la couche ge´ologique peuvent
eˆtre de´termine´es par inversion des donne´es macro-e´chelles pour retrouver les parame`tres du
fluide :Kf , η et ρf . On conside`re ici la formation de sables consolide´s utilise´e dans la partie 2.1.7
du chapitre 2 et on essaie de de´terminer quel fluide sature la couche re´servoir. Les parame`tres
du milieu sont donne´s dans le tableau 4.3.
Les figures 4.10 et 4.11 pour le pe´trole chauffe´, les figures 4.12 et 4.13 pour le pe´trole et les
figures 4.14 et 4.15 pour la vapeur d’eau, pre´sentent les fonctions misfit obtenues a` partir des
donne´es (VP ), (VP , VS), (VP , VS , ρ), (VP , QP , ρ), (VP , QP , VS , QS), (VP , QP , VS , QS , ρ). On ob-
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tient des re´sultats similaires pour le pe´trole chauffe´ et le pe´trole mais une re´solution beaucoup
plus faible pour la vapeur d’eau. Les diffe´rences d’ordres de grandeurs des parame`tres (3 ordres
de magnitudes entre pe´troles et vapeur d’eau pour Kf , 2 ordres pour ρf , 7 ordres pour η)
expliquent probablement cette moins bonne estimation pour la vapeur d’eau. Le module d’in-
compressiilite´ Kf est correctement estime´ avec les vitesses mais l’introduction des atte´nuations
pose proble`me. On a un comportement similaire pour ρf ou` l’utilisation des donne´es de masse
volumique moyenne ρ ame´liore l’estimation. La viscosite´ η est mal appre´cie´e, l’introduction des
atte´nuations l’ame´liorant un peu.
Parame`tres micro-e´chelles
Ks (GPa) 37
Gs (GPa) 4.4
ρs (kg/m
3) 2650
m 1.5
φ 0.33
k0 (m
2) 10−12
cs 20
Pe´trole Pe´trole chauffe´ Vapeur d’eau
Kf (GPa) 1.7 1.2 1.4 10
−3
ρf (kg/m
3) 985 900 10
η (Pa.s) 150 0.3 2.2 10−5
Parame`tres macro-e´chelles
VP (m/s) 1900 1769 1428
VS (m/s) 359 361 390
QP +∞ +∞ +∞
QS 2.6 10
9 6.1 106 3.1 106
ρ (kg/m3) 2100.55 2072.5 1778.8
Table 4.3 – Parame`tres micro- et macro-e´chelles du mode`le de Da¨ı. Les vitesses et les facteurs
de qualite´ des ondes P et S sont calcule´s a` 20 Hz.
Ainsi, meˆme si certains parame`tres du fluide sont difficilement inversibles (viscosite´), on
peut tout de meˆme de´terminer le type de fluide en se basant sur les informations obtenues
par l’inversion de Kf et ρf a` partir des vitesses VP et VS et de la masse volumique ρ, pour
de´terminer la nature du fluide saturant. Ceci est de encourageant si l’on conside`re les me´thodes
de FWI qui permettent de retrouver ces parame`tres macro-e´chelles avec une approche e´lastique.
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(a) Data = (VP )
(b) Data = (VP , VS)
(c) Data = (VP , VS , ρ)
Figure 4.10 – Inversion des parame`tres de la phase fluide : module d’incompressibilite´ Kf (en
GPa), viscosite´ η (en Pa.s) et masse volumique ρf (en kg/m
3) a` partir des donne´es (a) VP , (b)
VP , VS , (c) VP , VS , ρ. Le mode`le vrai est repre´sente´ par la croix rouge. Le fluide saturant est du
pe´trole chauffe´. Chaque graphique repre´sente les valeurs des mode`les calcule´s dans l’espace des
parame`tres (ou en fonction du nombre de mode`les calcule´s et donc, du nombre d’ite´rations).
La couleur des points de´pend de la valeur de misfit obtenue pour le mode`le conside´re´.
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(a) Data = (VP , QP , ρ)
(b) Data = (VP , QP , VS , QS)
(c) Data = (VP , QP , VS , QS , ρ)
Figure 4.11 – Inversion des parame`tres de la phase fluide : module d’incompressibilite´ Kf
(en GPa), viscosite´ η (en Pa.s) et masse volumique ρf (en kg/m
3) a` partir des donne´es (a)
VP , QP , ρ, (b) VP , QP , VS , QS , (c) VP , QP , VS , QS , ρ. Le mode`le vrai est repre´sente´ par la croix
rouge. Le fluide saturant est du pe´trole chauffe´. Chaque graphique repre´sente les valeurs des
mode`les calcule´s dans l’espace des parame`tres (ou en fonction du nombre de mode`les calcule´s
et donc, du nombre d’ite´rations). La couleur des points de´pend de la valeur de misfit obtenue
pour le mode`le conside´re´.
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(a) Data = (VP )
(b) Data = (VP , VS)
(c) Data = (VP , VS , ρ)
Figure 4.12 – Inversion des parame`tres de la phase fluide : module d’incompressibilite´ Kf (en
GPa), viscosite´ η (en Pa.s) et masse volumique ρf (en kg/m
3) a` partir des donne´es (a) VP ,
(b) VP , VS , (c) VP , VS , ρ. Le mode`le vrai est repre´sente´ par la croix rouge. Le fluide saturant
est du pe´trole. Chaque graphique repre´sente les valeurs des mode`les calcule´s dans l’espace des
parame`tres (ou en fonction du nombre de mode`les calcule´s et donc, du nombre d’ite´rations).
La couleur des points de´pend de la valeur de misfit obtenue pour le mode`le conside´re´.
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(a) Data = (VP , QP , ρ)
(b) Data = (VP , QP , VS , QS)
(c) Data = (VP , QP , VS , QS , ρ)
Figure 4.13 – Inversion des parame`tres de la phase fluide : module d’incompressibilite´ Kf
(en GPa), viscosite´ η (en Pa.s) et masse volumique ρf (en kg/m
3) a` partir des donne´es (a)
VP , QP , ρ, (b) VP , QP , VS , QS , (c) VP , QP , VS , QS , ρ. Le mode`le vrai est repre´sente´ par la croix
rouge. Le fluide saturant est du pe´trole. Chaque graphique repre´sente les valeurs des mode`les
calcule´s dans l’espace des parame`tres (ou en fonction du nombre de mode`les calcule´s et donc,
du nombre d’ite´rations). La couleur des points de´pend de la valeur de misfit obtenue pour le
mode`le conside´re´.
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(a) Data = (VP )
(b) Data = (VP , VS)
(c) Data = (VP , VS , ρ)
Figure 4.14 – Inversion des parame`tres de la phase fluide : module d’incompressibilite´ Kf (en
GPa), viscosite´ η (en Pa.s) et masse volumique ρf (en kg/m
3) a` partir des donne´es (a) VP , (b)
VP , VS , (c) VP , VS , ρ. Le mode`le vrai est repre´sente´ par la croix rouge. Le fluide saturant est
de la vapeur. Chaque graphique repre´sente les valeurs des mode`les calcule´s dans l’espace des
parame`tres (ou en fonction du nombre de mode`les calcule´s et donc, du nombre d’ite´rations).
La couleur des points de´pend de la valeur de misfit obtenue pour le mode`le conside´re´.
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(a) Data = (VP , QP , ρ)
(b) Data = (VP , QP , VS , QS)
(c) Data = (VP , QP , VS , QS , ρ)
Figure 4.15 – Inversion des parame`tres de la phase fluide : module d’incompressibilite´ Kf
(en GPa), viscosite´ η (en Pa.s) et masse volumique ρf (en kg/m
3) a` partir des donne´es (a)
VP , QP , ρ, (b) VP , QP , VS , QS , (c) VP , QP , VS , QS , ρ. Le mode`le vrai est repre´sente´ par la croix
rouge. Le fluide saturant est de la vapeur. Chaque graphique repre´sente les valeurs des mode`les
calcule´s dans l’espace des parame`tres (ou en fonction du nombre de mode`les calcule´s et donc,
du nombre d’ite´rations). La couleur des points de´pend de la valeur de misfit obtenue pour le
mode`le conside´re´.
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4.3.4 Inversion de la saturation et des parame`tres du squelette (milieux non
sature´s)
Dans ce dernier test synthe´tique, on utilise un mode`le de Biot-Gassmann en incluant une
phase fluide non sature´e calcule´e par moyennes simples (e´quations 3.8, 3.9 et 3.10 de la partie
3.3.2 du chapitre 3). La formation ge´ologique est constitue´e de sables peu consolide´s partielle-
ment sature´s en eau et en air. Les valeurs des parame`tres sont donne´es dans le tableau 4.4. On
inverse conjointement les parame`tres du squelette φ et cs et la saturation en eau V1.
Parame`tres micro-e´chelles
Ks (GPa) 40
Gs (GPa) 10
ρs (kg/m
3) 2700
V1 0.4
Kf (eau) (GPa) 2.2
Kf (air) (GPa) 1.5 10
−4
Kf (effectif) (GPa) 0.0227
ρf (eau) (kg/m
3) 1000
ρf (air) (kg/m
3) 1.2
ρf (effectif) (kg/m
3) 400.72
η (eau) (Pa.s) 0.001
η (air) (Pa.s) 1.8 10−5
η (effectif) (Pa.s) 2 10−4
m 1
φ 0.4
k0 (m
2) 10−11
cs 5
Parame`tres macro-e´chelles
VP (m/s) 2377
VS (m/s) 919
QP 85
QS 82
ρ (kg/m3) 1780
Table 4.4 – Parame`tres micro- et macro- e´chelles du mode`le non sature´. Les vitesses et les
facteurs de qualite´ des ondes P et S sont calcule´s a` 200 Hz.
Les re´sultats sont pre´sente´s dans la figure 4.16 pour les donne´es (VP ), (VP , VS) et (VP , VS , ρ)
et dans la figure 4.17 pour les donne´es (VP , QP , ρ), (VP , QP , VS , QS) et (VP , QP , VS , QS , ρ).
Les fonctions misfit pour φ, cs et V1 pre´sentent des minimas locaux quand on utilise peu
de parame`tres (uniquement les vitesses et la masse volumique) et la convergence vers le bon
mode`le est donc faible (voir tableau 4.5 : entre 10 et 30 % d’erreur pour φ et cs et plus
de 25 a` 100 % d’erreur sur V1). Etonnament, l’estimation de φ et cs a` partir de seulement
VP est bonne avec respectivement 4 et 8 % d’erreur par rapport au mode`le vrai. On peut
penser que l’explication vient du fait que VP est principalement sensible a` V1 et φ alors que
les autres parame`tres macro-e´chelles sont sensibles a` d’autres parame`tres poroe´lastiques et
donc, en utilisant uniquement VP comme donne´es, on concentre l’optimisation sur φ et V1
sans introduire d’artefacts. Quand le mode`le a-priori est biaise´, les erreurs d’estimation sont
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beaucoup plus grandes si on posse`de uniquement les donne´es de vitesses et de masse volumique.
Cependant, l’utilisation des atte´nuations (figure 4.17), et notamment de QP , est de´terminante
pour re´duire l’espace des mode`les corrects, l’inversion de φ, cs et V1 converge alors vers les
valeurs vraies avec une tre`s bonne re´solution (voir tableau 4.5, moins de 0.6 % d’erreurs) meˆme
quand le mode`le a-priori est errone´ (25 % d’erreur sur V1 et respectivement 5 et 13 % d’erreur
sur φ et cs pour des donne´es (VP , QP , ρ) ; moins de 4 % d’erreur avec l’introduction de QS).
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(a) Data = (VP )
(b) Data = (VP , VS)
(c) Data = (VP , VS , ρ)
Figure 4.16 – Inversion des parame`tres du squelette : porosite´ φ et consolidation cs et de
la saturation en eau V1 a` partir des donne´es (a) VP , (b) VP , VS , (c) VP , VS , ρ. Le mode`le
vrai est repre´sente´ par la croix rouge. Chaque graphique repre´sente les valeurs des mode`les
calcule´s dans l’espace des parame`tres (ou en fonction du nombre de mode`les calcule´s et donc,
du nombre d’ite´rations). La couleur des points de´pend de la valeur de misfit obtenue pour le
mode`le conside´re´.
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(a) Data = (VP , QP , ρ)
(b) Data = (VP , QP , VS , QS)
(c) Data = (VP , QP , VS , QS , ρ)
Figure 4.17 – Inversion des parame`tres du squelette : porosite´ φ et consolidation cs et de la sa-
turation en eau V1 a` partir des donne´es (a) VP , QP , ρ, (b) VP , QP , VS , QS , (c) VP , QP , VS , QS , ρ.
Le mode`le vrai est repre´sente´ par la croix rouge. Chaque graphique repre´sente les valeurs des
mode`les calcule´s dans l’espace des parame`tres (ou en fonction du nombre de mode`les calcule´s
et donc, du nombre d’ite´rations). La couleur des points de´pend de la valeur de misfit obtenue
pour le mode`le conside´re´.
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4.3.5 Conclusion sur la sensibilite´ des parame`tres poroe´lastiques
Le tableau 4.6 re´sume les sensibilite´s a` l’inversion des parame`tres en fonction des donne´es
utilise´es. L’inversion simultane´e de tous les parame`tres est difficile et les re´sultats obtenus sont
variables suivant les parame`tres et les donne´es. En revanche, quand on inverse uniquement les
parame`tres du squelette et la saturation en fluide, l’estimation des parame`tres inverse´s est tre`s
bonne et augmente quand on introduit plus de donne´es, notamment l’atte´nuation des ondes P.
L’inversion des parame`tres du fluide fonctionne aussi assez bien mais les re´sultats sont biaise´s
par la tre`s faible sensibilite´ de la viscosite´. On peut envisager de de´terminer dans un premier
temps le type de fluide afin de fixer la viscosite´ avant d’inverser uniquement Kf et ρf pour
avoir des valeurs pre´cises. Pour re´soudre les ambiguite´s sur la viscosite´ (qui sont e´galement
pre´sentes sur la perme´abilite´, non montre´e ici), au lieu d’inverser η, on pourrait estimer log(η)
afin de mieux discriminer les nombreux ordres de magnitude.
On pourrait e´galement tester d’autres configurations de parame`tres a` inverser suivant les
cas conside´re´s et d’autres configurations de donne´es, en ajoutant par exemple des donne´es issues
d’interpre´tations AVO. D’autre part, des approches couple´es prenant en compte des donne´es
e´lectriques ou e´lectromagne´tiques (GPR, CSEM par exemple) peuvent eˆtre envisage´es pour
mieux contraindre certains parame`tres du milieu poreux qui ont une influence significatives sur
les ondes sismiques, les ondes e´lectrome´gne´tiques et les phe´nome`nes e´lectriques. D’autre part, si
les dispositifs de mesures de potentiels e´lectriques se de´veloppent, on peut envisager l’utilisation
des ondes de Biot en champ proche qui peuvent apporter des informations importantes sur la
perme´abilite´ et la viscosite´ du fluide.
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4.4 Applications synthe´tiques
Apre`s avoir e´tudie´ les sensibilite´s des parame`tres poroe´lastiques a` l’inversion par optimisa-
tion globale, on va appliquer ce type de downscaling a` des cas re´alistes ou` l’on peut obtenir
des images de vitesses du sous-sol. On va e´tudier deux exemples : le premier reprend le mo-
de`le de re´servoir e´tudie´ dans la partie 2.1.7 du chapitre 2. Le second concerne une application
hydroge´ophysique de subsurface, ou` des formations sableuses sont partiellement sature´es en
eau.
La de´marche des tests sera la suivante :
 calcul de donne´es synthe´tiques poroe´lastiques pour un ensemble de source et de re´cepteurs,
 inversion des parame`tres macro-e´chelles a` partir des sismogrammes par FWI (partie 4.4.1)
ou par tomographie des temps d’arrive´es (partie 4.4.2),
 downcaling des parame`tres poroe´lastiques par optimisation globale.
4.4.1 Monitoring de re´servoir
4.4.1.1 Description du mode`le
Cet exemple est base´ sur une application re´aliste de re´servoir pe´trolier dans lequel on injecte
de la vapeur d’eau pour ame´liorer la production. Ce cas est base´ sur les travaux de Dai et al.
(1995) et a e´te´ utilise´ dans la partie 2.1.7 du chapitre 2. Huit couches de sables de plus en plus
consolide´es avec la profondeur sont de´finies par leurs parame`tres poroe´lastiques micro-e´chelles
(voir tableau 4.7). La phase fluide saturant le milieu poreux est constitue´e d’eau, sauf pour la
couche re´servoir (couche nume´ro 6) sature´e en pe´trole avant l’injection. Au cours de l’injection
de vapeur d’eau, deux demi-cercles concentriques se forment autour du point d’injection (toit
de la couche re´servoir) ou` le milieu poreux se sature en vapeur d’eau et en pe´trole chauffe´.
Ces changements de proprie´te´s du fluide affectent les parame`tres macro-e´chelles (vitesses et
atte´nuations) donne´s dans le tableau 4.7.
La figure 4.18 re´sume les valeurs des parame`tres micro-e´chelles pour le mode`le de base
avec la re´partition ge´ome´trique des valeurs de Ks, Gs, ρs, Kf , η, ρf , φ et k0. Les valeurs des
parame`tres des grains (Ks, Gs et ρs) augmentent avec la profondeur, tout comme les valeurs
des parame`tres du squelette (φ et k0), a` part dans le couche re´servoir qui a une forte porosite´
et une forte perme´abilite´. Les parame`tres cs et m sont constants. En effet, dans la de´finition du
mode`le de Dai et al. (1995), la compaction du milieu est porte´e par les parame`tres des grains
KS et GS (qui s’apparentent plus a` KD et GD). Les parame`tres du fluide sont constants dans
toutes les couches (eau), excepte´ dans la sixie`me, sature´e en pe´trole.
La figure 4.19 montre les valeurs des parame`tres de la phase fluide apre`s injection, ou` on
voit bien les demi-cercles concentriques des phases de vapeur d’eau et de pe´trole chauffe´ dans
la couche re´servoir. Les parame`tres macro-e´chelles associe´s sont donne´s par la figure 4.20 pour
le mode`le de base et par la figure 4.21 pour le mode`le apre`s injection. De fac¸on ge´ne´rale, VP ,
VS et ρ augmentent avec la profondeur (en relation avec la porosite´ et la compacite´ du milieu),
excepte´ dans la couche re´servoir de forte porosite´ qui a des valeurs de vitesses et de masse
volumique infe´rieures aux couches encaissantes (toit et base du re´servoir). Les atte´nuations
sont assez faibles a` part dans les couches de subsurface. Le changement de phase fluide dans la
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couche re´servoir a une influence importante uniquement sur les valeurs de VP et ρ (figure 4.21)
et pas sur les atte´nuations ; c’est donc un cas peu “sensible”.
La propagation d’ondes est calcule´e dans ce milieu par le code Galerkin discontinu (chapitre
2) pour obtenir des donne´es poroe´lastiques et par un code diffe´rences finies en temps (Levander,
1988) pour avoir des donne´es acoustiques. A partir de ces donne´es (figure 4.22), une e´tape
d’inversion des formes d’ondes comple`tes dans le domaine temporel (Mora, 1987, 1989) fournit
une estimation des parame`tres macro-e´chelles dans le milieu. La configuration des sources et
des re´cepteurs est la suivante :
 22 sources espace´es de 25 m sur une ligne horizontale a` 75 m de profondeur,
 45 re´cepteurs sur la meˆme ligne horizontale que les sources et 45 re´cepteurs dans chaque
puits verticaux. Les re´cepteurs sont espace´s de 12.5 m.
Les donne´es acoustiques sont calcule´es pour une source (fonction Ricker) centre´e sur 20 Hz
et on inverse jusqu’a` 65 Hz en domaine temporel (Asnaashari et al., 2011). Pour des raisons
de couˆt nume´rique, l’inversion e´lastique est re´alise´e a` plus basse fre´quence : la source est un
Ricker de fre´quence centrale e´gale a` 9 Hz et on inverse neuf fre´quences entre 5 et 20 Hz pour
l’inversion e´lastique des donne´es poroe´lastiques.
Les sismogrammes obtenus pour une source centre´e sur la ligne horizontale du dispositif
pour des simulations acoustiques et poroe´lastiques sont donne´s par la figure 4.22 avant et
apre`s injection. On voit que les donne´es poroe´lastiques sont beaucoup plus complexes avec de
nombreuses converties PS notamment au niveau de la couche re´servoir qui pre´sente un fort
contraste de vitesse des ondes S. Cependant les ondes P re´fle´chies les plus e´nerge´tiques (toit de
la couche re´servoir et substratum) se retrouvent sur chaque sismogramme. Les amplitudes des
ondes re´fle´chies et converties par la couche re´servoir sont diffe´rentes avant et apre`s injection
(pour plus de de´tail, voir Asnaashari et al. (2011)).
Les re´cepteurs place´s dans les forages verticaux permettent de comple´ter le spectre des
nombres d’ondes en ame´liorant l’illumination. On suppose e´galement que l’on posse`de des
donne´es dans les puits ou` sont place´s les re´cepteurs et on utilise un mode`le a-priori pour mieux
contraindre l’inversion FWI. Dans un premier temps, on cherche a` reconstruire le mode`le de
base le plus pre´cise´ment possible pour pouvoir de´tecter ensuite les changements dus a` l’injection.
168
4.4 Applications synthe´tiques
C
ou
ch
es
d
e
sa
b
le
V
a
p
eu
r
P
e´t
ro
le
1
2
3
4
5
6
7
8
d
’e
a
u
ch
a
u
ff
e´
K
s
(G
P
a
)
5.
2
5.
3
5.
8
7.
5
6.
9
37
9.
4
26
3
7
3
7
G
s
(G
P
a
)
2.
4
2.
9
3.
3
4.
2
3.
6
4.
4
5.
6
17
4
.4
4
.4
ρ
s
(k
g
/m
3
)
22
50
23
00
24
00
24
90
22
11
26
50
26
70
27
00
2
6
5
0
2
6
5
0
K
f
(G
P
a
)
2.
5
2.
5
2.
5
2.
5
2.
5
1.
7
2.
5
2.
5
0
.0
0
1
4
1
.2
ρ
f
(k
g
/m
3
)
10
40
10
40
10
40
10
40
10
40
98
5
10
40
10
40
1
0
9
0
0
η
(P
a
.s
)
0.
00
1
0.
00
1
0.
00
1
0.
00
1
0.
00
1
15
0
0.
00
1
0.
00
1
2
.2
1
0
−
5
0
.3
m
1.
5
1.
5
1.
5
1.
5
1.
5
1.
5
1.
5
1.
5
1
.5
1
.5
φ
0.
25
0.
1
0.
05
0.
03
0.
01
0.
33
0.
02
0.
05
0
.3
3
0
.3
3
k
0
(m
2
)
10
−
1
2
10
−
1
3
10
−
1
3
10
−
1
3
10
−
1
6
10
−
1
2
10
−
1
3
10
−
1
4
1
0
−
1
2
1
0
−
1
2
cs
20
20
20
20
20
20
20
20
2
0
2
0
f c
(k
H
z
)
19
48
17
8
15
30
4.
6
10
6
4.
3
17
1
6
6
1
0
4
R
e´g
im
e
d
e
l’
on
d
e
d
e
B
io
t
D
iff
u
si
f
V
P
(m
/s
)
15
05
16
13
17
49
20
19
21
79
19
00
22
65
32
81
1
4
2
8
1
7
6
8
V
S
(m
/s
)
33
0
54
8
73
3
93
6
11
16
35
9
11
40
15
71
3
9
0
3
6
1
V
B
io
t
(m
/s
)
7.
8
4.
2
6.
2
8.
8
0.
4
0.
03
11
.7
3.
5
3
.5
0
.6
Q
P
94
8
41
3
+
∞
10
54
+
∞
+
∞
+
∞
+
∞
+
∞
+
∞
Q
S
∗
10
3
14
.3
3
16
0
17
2
18
0
1.
62
10
5
2
.5
8
10
6
19
4
19
25
3
1
1
4
6
1
0
8
Q
B
io
t
0.
5
0.
5
0.
5
0.
5
0.
5
0.
5
0.
5
0.
5
0
.5
0
.5
ρ
(k
g
/m
3
)
19
48
21
74
23
32
24
45
22
00
21
00
26
37
26
17
1
7
7
9
2
0
7
3
T
a
b
l
e
4.
7
–
P
ar
am
e`t
re
s
m
ic
ro
et
m
ac
ro
-e´
ch
el
le
s
d
u
m
o
d
e`l
e
d
e
re´
se
rv
oi
r
(d
’a
p
re`
s
D
ai
et
a
l.
(1
99
5)
).
L
es
v
it
es
se
s
et
le
s
fa
ct
eu
rs
d
e
q
u
al
it
e´
d
es
on
d
es
P
,
S
et
B
io
t
(V
P
,
V
S
,
V
B
io
t,
Q
P
,
Q
S
et
Q
B
io
t)
so
n
t
ca
lc
u
le´
s
p
ou
r
la
fr
e´q
u
en
ce
ce
n
tr
al
e
d
e
la
so
u
rc
e
(2
0
H
z
).
169
INVERSION DES PARAME`TRES POROE´LASTIQUES PAR OPTIMISATION GLOBALE
0
100
200
300
400
500
600
700
D
ep
th
 (m
)
0 100 200 300 400 500 600 700
Distance (m)
0
2
3
4
x1010
Un
co
m
pr
es
sib
ilit
y 
so
lid
 m
od
ul
us
 (P
a)
(a) Ks
0
100
200
300
400
500
600
700
D
ep
th
 (m
)
0 100 200 300 400 500 600 700
Distance (m)
0.2
0.7
1.2
1.7
x1010
Sh
ea
r M
od
ul
us
 (P
a)
(b) Gs
0
100
200
300
400
500
600
700
D
ep
th
 (m
)
0 100 200 300 400 500 600 700
Distance (m)
2210
2310
2410
2510
2610
So
lid
 d
en
sit
y 
(kg
/m
^3
)
(c) ρs
0
100
200
300
400
500
600
700
D
ep
th
 (m
)
0 100 200 300 400 500 600 700
Distance (m)
1.7
2.2
x109
Un
co
m
pr
es
sib
ilit
y 
flu
id
 m
od
ul
us
 (P
a)
(d) Kf
0
100
200
300
400
500
600
700
D
ep
th
 (m
)
0 100 200 300 400 500 600 700
Distance (m)
0
50
100
Fl
ui
d 
vis
co
sit
y 
(P
a.s
)
(e) η
0
100
200
300
400
500
600
700
D
ep
th
 (m
)
0 100 200 300 400 500 600 700
Distance (m)
985
1005
1025
Fl
ui
d 
de
ns
ity
 (k
g/m
^3
)
(f) ρf
0
100
200
300
400
500
600
700
D
ep
th
 (m
)
0 100 200 300 400 500 600 700
Distance (m)
0
0.1
0.2
0.3
Po
ro
si
ty
(g) φ
0
100
200
300
400
500
600
700
D
ep
th
 (m
)
0 100 200 300 400 500 600 700
Distance (m)
0
2
4
6
8
x10 -13
Pe
rm
ea
bi
lity
 (m
^2
)
(h) k0
Figure 4.18 – Valeurs des parame`tres poroe´lastiques micro-e´chelles pour le mode`le de base
(avant injection) : (a) Ks, (b) Gs, (c) ρs, (d) Kf , (e) η, (f) ρf ,(g) φ, (h) k0. Les valeurs exactes
sont donne´es dans le tableau 4.7. Les parame`tres cs et m sont constants.
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Figure 4.19 – Valeurs des parame`tres poroe´lastiques micro-e´chelles pour le mode`le apre`s in-
jection : (a) Kf , (b) η, (c) ρf . Les valeurs exactes sont donne´es dans le tableau 4.7. Les autres
parame`tres (grains, squelette) ont des valeurs identiques au mode`le de base (figure 4.18).
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Figure 4.20 – Valeurs des parame`tres visco-e´lastiques macro-e´chelles pour le mode`le de base
(avant injection) : (a) VP , (b) VS , (c) QP , (d) QS , (e) ρ. Les valeurs exactes sont donne´es dans
le tableau 4.7. Les valeurs de QP et QS supe´rieures a`, respectivement, 1200 et 500000, ne sont
pas diffe´rencie´es.
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Figure 4.21 – Valeurs des parame`tres visco-e´lastiques macro-e´chelles pour le mode`le monitor
(apre`s injection) : (a) VP , (b) ρ. Les valeurs exactes sont donne´es dans le tableau 4.7. Les
autres parame`tres (VS , QP et QS) ont des valeurs sensiblement e´gales a` celles du mode`le de
base (figure 4.20).
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Figure 4.22 – Sismogrammes de la vitesse de de´placement solide vertical u˙z, obtenus pour une
source situe´e a` 250 m du bord du dispositif d’acquisition. (a,c) Simulations acoustiques pour le
mode`le de base (a) et pour le mode`le apre`s injection (c). (b,d) Simulations poroe´lastiques pour
le mode`le de base (b) et pour le mode`le apre`s injection (d). Les traces 1 a` 45 correspondent aux
re´cepteurs place´s sur la ligne horizontale, les traces 46 a` 90 correspondent aux re´cepteurs du
puits de gauche (x = 75m) et les traces 91 a` 135 aux re´cepteurs du puits de droite (x = 625m).
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4.4.1.2 Inversions acoustiques et downscaling pour le mode`le de base
A partir des donne´es obtenues par la premie`re e´tape d’inversion, une e´tape de downscaling
point par point est effectue´e en utilisant l’algorithme NA. On a vu dans la partie 4.3 que la
sensibilite´ des parame`tres poroe´lastiques a` l’inversion est tre`s de´pendante des donne´es macro-
e´chelles utilise´es. Dans cette e´tude, l’inversion acoustique fournit des valeurs de VP avec une
re´solution haute fre´quence (figure 4.23(a)). Les re´sultats obtenus par l’e´tape d’inversion FWI
sont bons pour l’inversion acoustique, l’utilisation du mode`le a-priori permet de bien contraindre
l’optimisation et de converger vers le minimum global (le mode`le de VP obtenu sur la figure
4.23(a) est tre`s proche du mode`le vrai, repre´sente´ sur la figure 4.20(a)).
La re´ussite de l’e´tape de downscaling de´pend directement de la qualite´ des re´sultats macro-
e´chelles obtenus par FWI. On essaie ici de de´terminer le plus pre´cise´ment possible le mode`le
de base et en particulier, les parame`tres du squelette car on suppose que l’on connait la li-
thologie et la phase fluide (graˆce aux donne´es de puits). En re`gle ge´ne´rale, les parame`tres du
squelette sont de´finis par la porosite´ φ et le coefficient de consolidation cs. Ici, la de´finition du
module d’incompressibilite´ des grains Ks contient des informations sur l’e´tat de consolidation
du squelette (Dai et al., 1995) ; Le parame`tre cs a donc e´te´ choisi constant dans ce mode`le (voir
tableau 4.7). On a vu dans la partie 4.3 que la reconstruction conjointe de φ et cs a` partir de
seulement VP n’e´tait pas parfaite avec des minima locaux (figure 4.9 et tableau 4.2). A partir
des donne´es VP recontruites par FWI acoustique (figure 4.23(a)), si on reconstruit uniquement
la porosite´ par downscaling, on a de tre`s bons re´sultats (figure 4.23(b) a` comparer avec le vrai
mode`le 4.18(g)). En revanche, l’inversion conjointe de φ et cs (figures 4.23(c) et 4.23(d)) ou
plus logiquement de φ et Ks (figures 4.23(e) et 4.23(f)) donne des re´sultats incorrects meˆme
si φ est a` peu pre`s bien estime´ par inversion conjointe avec cs (alors que cs ne l’est pas). On
voit donc, que si on dispose de peu de donne´es (uniquement VP ), on ne peut reconstruire que
la porosite´.
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Figure 4.23 – Downscaling des parame`tres poroe´lastiques du squelette (φ, cs et Ks) a` partir
des donne´es VP estime´es par inversion acoustique (a) pour le mode`le de base (avant injection).
(b) Inversion de φ uniquement. (c,d) Inversion conjointe de φ (c) et cs (d). (e,f) Inversion
conjointe de φ (e) et Ks (f).
4.4.1.3 Inversions e´lastiques et downscaling pour le mode`le de base
L’inversion des donne´es poroe´lastiques vise a` reconstruire les donne´es macro-e´chelles VP
et VS . Cependant, pour des raisons de couˆt nume´rique, l’inversion FWI e´lastique des donne´es
poroe´lastiques fournit des valeurs de VP et VS plus basses fre´quences que l’inversion acoustique
(figures 4.24(a) et 4.24(b)). De plus, le manque d’illumination n’est pas suffisament compense´
par l’ajout des informations de puits (par les re´cepteurs et par l’information a-priori) pour bien
prendre en compte toute la complexite´ des sismogrammes (voir figure 4.22). Les re´sultats de
VP et VS (figures 4.24(a) et 4.24(b)) sont donc moins pre´cis que ceux de l’inversion acoustique.
L’inversion de la porosite´ seule est correcte (de moins bonne qualite´ que celle issue des don-
ne´es acoustique a` cause de la reconstruction plus basse fre´quence de VP ). L’inversion conjointe
de φ avec respectivement cs ou Ks est correcte meˆme si ces deux parame`tres sont mal recons-
truits.
4.4.1.4 Inversions acoustiques et downscaling pour le mode`le apre`s injection
Apre`s avoir caracte´rise´ le milieu avant injection (en particulier, la porosite´), une inversion
diffe´rentielle base´e sur la me´thode des doubles diffe´rences (Watanabe et al., 2004; Denli &
Huang, 2009) a e´te´ mene´e sur le mode`le apre`s injection pour les donne´es acoustiques (Asnaa-
shari et al., 2011). On obtient ainsi un mode`le de vitesse VP apre`s injection ou` le changement
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Figure 4.24 – Downscaling des parame`tres poroe´lastiques du squelette (φ, cs et Ks) a` partir
des donne´es VP (a) et VS (b) estime´es par inversion e´lastique pour le mode`le de base (avant
injection). (c) Inversion de φ uniquement. (d,e) Inversion conjointe de φ (d) et cs (e). (f,g)
Inversion conjointe de φ (f) et Ks (g).
de fluide dans la couche re´servoir est bien visible. Pour l’e´tape de downscaling, on suppose
le milieu encaissant (phase solide et squelette) de´termine´ par l’analyse du mode`le de base et
donc parfaitement connu et on inverse uniquement les parame`tres de la phase fluide : module
d’incompressibilite´ Kf , viscosite´ η et masse volumique ρf . L’analyse de sensibilite´ (figures 4.10,
4.11, 4.12, 4.13, 4.14 et 4.15) a montre´ qu’a` partir de VP uniquement, on pouvait reconstruire
Kf et ρf mais pas la viscosite´. Dans cet exemple, η (figure 4.25(b)) et ρf (figure 4.25(c)) sont
tre`s mal contraints et mal reconstruits, mais en revanche l’inversion de Kf (figure 4.25(d)) est
bonne et on retrouve bien la re´partition ge´ome´trique des nouveaux fluides. De plus, comme
les valeurs de Kf sont bien estime´es, on peut de´terminer le type de fluide et sa re´partition
meˆme si les deux autres parame`tres ne sont pas reconstruits. Le deuxie`me test (figures 4.25(e),
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4.25(f), 4.25(g) et 4.25(h)) vise a` inverser φ en plus des parame`tres de la phase fluide, la po-
rosite´ pouvant varier au cours de l’injection. Dans ce cas-la`, la porosite´ est bien reconstruite
sur l’ensemble du mode`le mais la reconstruction de Kf est moins pre´cise, notamment en terme
d’amplitude. La viscosite´ n’est pas reconstruite mais e´trangement, les variations spatiales de
ρf sont reconstruites meˆme si les amplitudes des variations sont fausses.
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Figure 4.25 – Downscaling des parame`tres poroe´lastiques de la phase fluide et de la porosite´
a` partir des donne´es VP estime´es par inversion acoustique (a) pour le mode`le apre`s injection.
(b,c,d) Inversion conjointe de η (b), ρf (c) et Kf (d). (e,f,g,h) Inversion conjointe de η (e), ρf
(f), Kf (g) et φ (h).
4.4.1.5 Conclusion sur le mode`le de re´servoir
Dans ce premier exemple synthe´tique de re´servoir, on a simule´ des donne´es acoustiques et
poroe´lastiques. Meˆme si la complexite´ des sismogrammes est plus importante pour les donne´es
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poroe´lastiques (a` cause des nombreuses converties PS), les ondes re´fle´chies de plus forte ampli-
tude sont les meˆmes et ont e´te´ interpre´te´es par l’inversion FWI. Les images de VP obtenues par
FWI acoustiques sont plus pre´cises que celles obtenues par inversion e´lastique (basse fre´quence)
mais l’inversion e´lastique permet d’obtenir une image de VS . La seconde e´tape d’inversion des
cartes spatiales des parame`tres macro-e´chelles permet de bien reconstruire la porosite´ du milieu
et les parame`tres de consolidation quand on dispose de VS . Apre`s avoir de´termine´ ces para-
me`tres pour le mode`le de base, on a de´termine´ les variations des parame`tres de la phase fluide a`
partir d’une image VP obtenue par inversion diffe´rentielle. On reconstruit bien le module d’in-
compressibilite´ du fluide, et on peut ainsi de´terminer la re´partition spatiale des fluides injecte´s
si on connait le milieu encaissant.
4.4.2 Application hydroge´ophysique de subsurface
4.4.2.1 Description du mode`le
Dans ce second exemple, on utilise les donne´es acquises sur des se´diments alluviaux avec
diffe´rentes me´thodes ge´ophysiques (GPR, sismique et e´lectrique) afin de de´terminer le contenu
en eau de ces se´diments partiellement sature´s (Garambois et al., 2002). Le mode`le sismique
synthe´tique qui en est de´duit est un mode`le constitue´ de trois couches de sables et de graves
partiellement sature´es en eau. Les valeurs des parame`tres poroe´lastiques et visco-e´lastiques sont
donne´es dans le tableau 4.8. La re´partition ge´ome´trique est donne´e par la figure 4.26 pour les
parame`tres micro-e´chelles et par la figure 4.27 pour les parame`tres macro-e´chelles. La saturation
en eau augmente avec la profondeur et les parame`tres de la phase fluide e´quivalente varient
e´galement. Les parame`tres ge´ome´triques du squelette (porosite´ et perme´abilite´) varient peu et
la consolidation (KD et GD) augmente un peu avec la profondeur. Les principales variations
sont donc dues uniquement a` la saturation qui influe directement sur les parame`tres e´lastiques.
La vitesse des ondes P augmente avec la saturation alors que VS ne varie quasiment pas. De
meˆme, la masse volumique moyenne et les facteurs de qualite´ augmentent avec la profondeur.
Dans ce milieu, on simule une expe´rience de tomographie sismique en surface, classique et
facile a` mettre en oeuvre au niveau acquisition. On calcule des donne´es poroe´lastiques syn-
the´tiques avec 12 sources explosives sur une ligne horizontale a` 1 m de profondeur, espace´es
de 4 m. On dispose 49 ge´ophones a` 1.1 m de profondeur espace´s de 1 m. Les sismogrammes
obtenus sont repre´sente´s sur la figure 4.28. On observe bien l’onde P directe et deux ondes P
refracte´es sur les deux couches plus profondes. Comme VS ne varie quasiment pas, on n’observe
pas de conversions PS.
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Couches de sable
1 2 3
Ks (GPa) 35
ρs (kg/m
3) 2600
m 1
φ 0.26 0.24 0.23
k0 (m
2) 10−11 10−12 10−12
KD (GPa) 0.3 2.1 2.26
GD (GPa) 0.3 0.31 0.31
V1 0.15 0.3 1
Kf1 (eau) (GPa) 2.27
Kf2 (air) (GPa) 0.00015
Kf (effectif) (GPa) 0.00322 0.00567 2.27
ρf1 (eau) (kg/m
3) 1000
ρf2 (air) (kg/m
3) 1.2
ρf (effectif) (kg/m
3) 151.02 300.84 1000
η1 (eau) (Pa.s) 0.001
η2 (air) (Pa.s) 0.000018
η (effectif) (Pa.s) 0.0000329 0.0000601 0.001
fc (Hz) 901 7628 36606
Re´gime de l’onde de Biot Diffusif
VP (m/s) 598 1112 2104
VS (m/s) 391 389 373
QP 481 2447 6483
QS 459 2164 3552
ρ (kg/m3) 1963 2048 2232
Table 4.8 – Parame`tres micro et macro-e´chelles du mode`le tricouche de sables partiellement
sature´s. Les vitesses et les facteurs de qualite´ des ondes P et S sont calcule´s pour la fre´quence
centrale de la source (100 Hz).
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Figure 4.26 – Valeurs des parame`tres poroe´lastiques micro-e´chelles : (a) V1, (b) Kf , (c) η,
(d) ρf ,(e) φ, (f) k0, (g) KD, (h) GD Les valeurs exactes sont donne´es dans le tableau 4.8. Les
parame`tres de la phase solide (Ks, Gs et ρs) sont constants.
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Figure 4.27 – Valeurs des parame`tres visco-e´lastiques macro-e´chelles : (a) VP , (b) VS , (c) QP ,
(d) QS , (e) ρ. Les valeurs exactes sont donne´es dans le tableau 4.8.
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Figure 4.28 – Sismogrammes du de´placement solide vertical uz, obtenus pour des sources
situe´es a` un offset de 0 m (a), de 24 m (b) et de 48 m (c).
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4.4.2.2 Tomographie des temps de premie`res arrive´es et downscaling
On utilise les donne´es poroe´lastiques synthe´tiques (sismogrammes de la figure 4.28) pour
retrouver les parame`tres macro-e´chelles par une e´tape d’inversion par tomographie des temps
d’arrive´es. On utilise le code Sardine (Demanet et al., 2001) ou` le proble`me direct (calcul des
temps de premie`res arrive´es) est re´alise´ par une me´thode de diffe´rences finies (Vidale, 1988,
1990), et ou` le proble`me d’optimisation est re´solu par une me´thode ite´rative (SIRT : “Simulta-
neous Iterative Reconstruction Technique, Dines & Lytle (1979)). L’inversion acoustique donne
les re´sultats pre´sente´s sur la figure 4.29(a). Le trace´ des rais associe´ a` cette inversion est donne´
sur la figure 4.29(b). La profondeur de pe´ne´tration est directement relie´e a` l’interface entre les
couches 2 et 3 ou` se propage l’onde re´fracte´e enregistre´e a` long offset.
Le mode`le obtenu (figure 4.29(a)) est assez proche du vrai mode`le (figure 4.27(a)) mais
beaucoup plus ”lisse´”, les deux interfaces ne sont pas marque´es malgre´ le fort contraste de VP .
Le downscaling de la porosite´ et de la saturation en eau est ensuite re´alise´ a` partir de ces
donne´es VP (figure 4.29) en supposant que l’on connait les parame`tres des phases fluides (air
et eau) et de la phase solide. Que ce soit pour l’inversion conjointe des deux parame`tres (figure
4.29(e)) ou en inversant seulement φ (figure 4.29(c)), la porosite´ est mal reconstruite a` part
pour la troisie`me couche. V1 est mieux estime´e (conjointement avec φ ou pas), notamment dans
la premie`re et la troisie`me couche. Les re´sultats du downscaling, de´taille´s dans le tableau 4.9
et illustre´s par la figure 4.30 pour la premie`re couche, de´montrent l’importance de la pre´cision
de l’image VP pour le downscaling.
Dans le tableau 4.9, les valeurs exactes et les valeurs minimales, maximales et moyennes de
VP estime´es par tomographie pour chaque couche sont utilise´es pour le downscaling de φ et V1.
Les erreurs faites sur VP par la tomographie sont comprises entre 1 et 30%. Le downscaling a`
partir des valeurs de VP correctes fournit des valeurs de φ et V1 correctes (moins de 2% pour
les couches 1 et 3 a` 50% pour la couche 2). L’utilisation de VS ame´liore un peu les re´sultats. En
revanche, de`s que l’estimation de VP est biaise´e, l’erreur d’estimation de φ et V1 augmente. La
figure 4.30 donne les repre´sentations des fonctions misfit de φ et V1 pour la couche 1 avec les
valeurs de VP estime´es par tomographie. L’estimation de V1 reste correcte car la plage de valeur
de misfit faible reste la meˆme alors que la fonction misfit de φ est plus e´troite et le de´calage cre´e´
par la fausse valeur de VP de´cale le minimum local. Il faut noter que lorsque la valeur de VP est
trop mal estime´e (20% d’erreur pour la valeur minimale estime´e par tomographie), la fonction
misfit de V1 est e´galement de´cale´e vers un autre minimum (figure 4.30(c)) et l’estimation de V1
est mauvaise (artefacts de la figure 4.29(f)).
En re´sume´, l’estimation de la porosite´ et de la saturation en eau conjointement est difficile
a` partir de donne´es macro-e´chelles issues de tomographie des temps d’arrive´es, car les biais sur
les valeurs de VP (lissage basse fre´quence) ont une forte influence sur le downscaling de φ. En
revanche, l’estimation de V1 est assez robuste et fournit des re´sultats satisfaisants.
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Figure 4.29 – Downscaling de la porosite´ φ (c,e) et de la saturation en eau V1 (d,f) a` partir
des donne´es VP (a) estime´es par tomographie des temps d’arrive´es. (b) Trace´ des rais utilise´
dans l’inversion de VP . (c) Inversion de φ uniquement. (d) Inversion de V1 uniquement. (e,f)
Inversion conjointe de φ (e) et V1 (f).
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(a) Data = (VP ) (b) Data = (VP , VS)
(c) Data = (VP ) (d) Data = (VP )
(e) Data = (VP )
Figure 4.30 – Inversion de la porosite´ φ et de la saturation en eau V1 a` partir des donne´es
(a,c,d,e) VP et (b) VP , VS exactes ou estime´es dans la premie`re couche de sable. Le mode`le vrai
est repre´sente´ par la croix rouge. La couleur des points de´pend de la valeur de misfit obtenue
pour le mode`le calcule´. Les inversions sont faites pour les donne´es vraies (a,b), et pour les
valeurs estime´es par tomographie des temps d’arrive´es dans la couche 1 : valeur minimale (c),
valeur maximale (d) et valeur moyenne (e).
4.4.2.3 Apport des donne´es de vitesses et des ondes S et des atte´nuations sur le
downscaling
Dans ce paragraphe, on va analyser l’apport des donne´es de vitesses des ondes S et des
atte´nuations QP et QS , en plus des donne´es VP estime´es par tomographie des temps d’arrive´es
(figure 4.29(a)). En effet, l’analyse de sensibilite´ de la partie 4.3.4 a montre´ que l’utilisation des
atte´nuations e´tait indispensable pour bien estimer la saturation et les parame`tres du squelette
dans un milieu non sature´.
On voit sur la figure 4.31 que l’apport des informations de VS est ne´gligeale pour mieux
contraindre l’estimation de φ et V1 inde´pendamment (figures 4.31(a) et 4.31(b), a` comparer
avec les figures 4.29(c) et 4.29(d), estime´es avec VP et avec les figures vraies 4.26(e) et 4.26(a),
respectivement). En effet, comme on inverse uniquement un parame`tre (φ ou V1), qui a, qui
plus est, peu d’influence sur VS , les informations apporte´es par VS n’aident pas a` la convergence
184
4.4 Applications synthe´tiques
hors des minimas locaux. En revanche, quand on inverse conjointement les deux parame`tres,
l’apport de VS ame´liore l’estimation, de φ notamment.
En utilisant en plus les atte´nuations des ondes P et S, l’estimation inde´pendante de φ
(figure 4.32(a)) et V1 (figure 4.32(b)) est tre`s bonne et l’estimation conjointe (figures 4.32(c)
et 4.32(d)) est e´galement ame´liore´e. Ici, les atte´nuations apportent des informations cruciales
pour permettre la convergence vers le minimum global.
Ainsi, l’utilisation de donne´es sismiques supple´mentaires (VS , QP et QS) est tre`s impor-
tante pour mieux contraindre le downscaling des parame`tres poroe´lastiques. La connaissance
de ces parame`tres macro-e´chelles est donc non ne´gligeable quand on souhaite inverser plusieurs
parame`tres poroe´lastiques.
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Figure 4.31 – Downscaling de la porosite´ φ (a,c) et de la saturation en eau V1 (b,d) a` partir
des donne´es VP (figure 4.29(a)) estime´es par tomographie des temps d’arrive´es et des donne´es
VS . (a) Inversion de φ uniquement. (b) Inversion de V1 uniquement. (c,d) Inversion conjointe
de φ (c) et V1 (d).
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Figure 4.32 – Downscaling de la porosite´ φ (a,c) et de la saturation en eau V1 (b,d) a` partir
des donne´es VP (figure 4.29(a)) estime´es par tomographie des temps d’arrive´es, des donne´es
VS et des donne´es QP et QS . (a) Inversion de φ uniquement. (b) Inversion de V1 uniquement.
(c,d) Inversion conjointe de φ (c) et V1 (d).
4.4.2.4 Interpre´tation des donne´es re´elles
Le mode`le synthe´tique utilise´ dans cette partie est de´duit de donne´es re´elles publie´es par
Garambois et al. (2002). A partir des profils de vitesses VP et VS de´termine´s respectivement
par tomographie et par sismique-re´flexion des ondes S respectivement, Garambois et al. (2002)
retrouvent des valeurs de saturation en eau, de porosite´ et de modules du squelettes en se
calant sur les relations de Biot-Gassmann par essai-erreur. Les figures 4.33 et 4.34 pre´sentent
une inversion de φ, V1, KD et GD avec l’algorithme de voisinage en utilisant les donne´es de
Garambois et al. (2002) et en fixant les parame`tres poroe´lastiques des phases fluides et solides
(voir tableau 4.10). Pour chaque couche, le downscaling permet de retrouver un ensemble de
valeurs acceptables (misfit infe´rieur a` 0.1) pour les quatre parame`tres inverse´s. Quand on utilise
uniquement VP , les plages de valeurs obtenues pour chaque couche sont les suivantes :
 Couche 1 (figure 4.33(a)) : φ compris entre 0 et 0.3 avec des patchs entre 0 et 0.1 et
autour de 0.2, V1 compris entre 0 et 0.3, KD et GD compris entre 0.15 et 0.4 GPa.
 Couche 2 (figure 4.33(b)) : φ autour de 0.1 et entre 0.25 et 0.45, V1 compris entre 0 et
0.4 et entre 0.6 et 0.8, KD compris entre 0.1 et 3.5 GPa et GD compris entre 0.1 et 1.5
GPa.
 Couche 3 (figure 4.33(c)) : φ compris entre 0 et 0.35, V1 compris entre 0.2 et 0.8, KD
compris entre 2 et 10 GPa et GD compris entre 0.1 et 5 GPa.
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Les valeurs des modules du squelette sont re´alistes et bien en accord avec ceux choisi dans
le mode`le synthe´tique et retrouve´s par Garambois et al. (2002). La porosite´ et la saturation en
eau sont plus mal de´finies.
Avec VP et VS , on obtient des intervalles de valeurs correctes plus e´troits :
 Couche 1 (figure 4.34(a)) : φ compris entre 0 et 0.15, V1 compris entre 0 et 0.3, KD et
GD compris entre 0.2 et 0.4 GPa.
 Couche 2 (figure 4.34(b)) : φ compris entre 0 et 0.2, V1 compris entre 0 et 0.5, KD compris
entre 1.5 et 3.5 GPa et GD compris entre 0.2 et 0.5 GPa.
 Couche 3 (figure 4.34(c)) : φ compris entre 0 et 0.2, V1 compris entre 0.4 et 0.6 ou entre
0.8 et 1, KD supe´rieur a` 8 GPa et GD compris entre 0.2 et 0.5 GPa.
Les valeurs des modules KD et GD sont plus pre´cises et on obtient des valeurs plus re´alistes
pour φ et V1 graˆce a` l’apport des informations de VS . Pour interpre´ter plus pre´cise´ment ces
re´sultats, on pourrait faire d’autres inversions en supposant que la porosite´ varie peu (peu de
consolidation en subsurface) ou que le milieu est sature´ en eau dans la couche 3 (contraste fort
pour VP et pas de variation pour VS). Ces hypothe`ses fortes permettent de mieux contraindre
l’estimation des parame`tres comme l’ont fait Garambois et al. (2002). Ils utilisent e´galement
des donne´es obtenues graˆce a` d’autres me´thodes ge´ophysiques (GPR, e´lectrique) pour valider
les re´sultats obtenus par downscaling. On a vu e´galement dans le paragraphe pre´ce´dent sur les
donne´es synthe´tiques que l’apport des donne´es de vitesses des ondes S et surtout des atte´nua-
tions QP et QS e´tait crucial pour ame´liorer l’estimation de la porosite´ et de la saturation en
eau (ce qui est corre´le´ aux tests de sensibilite´ de la partie 4.3.4).
Parame`tres micro-e´chelles fixe´s
Ks (GPa) 35
ρs (kg/m
3) 2600
m 1
k0 (m
2) 10−11
Kf1 (eau) (GPa) 2.27
Kf2 (air) (GPa) 0.00015
ρf1 (eau) (kg/m
3) 1000
ρf2 (air) (kg/m
3) 1.2
η1 (eau) (Pa.s) 0.001
η2 (air) (Pa.s) 0.000018
Parame`tres micro-e´chelles inverse´s φ, V1, KD, GD
Donne´es macro-e´chelles
Couche 1 Couche 2 Couche 3
VP (m/s) 467 1088 2097
VS (m/s) 370
Table 4.10 – Parame`tres micro-e´chelles fixe´s et donne´es macro-e´chelles de´duites des donne´es
re´elles de sismique.
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(a) Couche 1
(b) Couche 2
(c) Couche 3
Figure 4.33 – Inversion de la porosite´ φ, de la saturation en eau V1, du module d’incompres-
sibilite´ du squelette KD et du module de cisaillement du squelette GD a` partir des donne´es
re´elles VP pour les trois couches de sables (a,b,c). La couleur des points de´pend de la valeur de
misfit obtenue pour le mode`le calcule´.
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(a) Couche 1
(b) Couche 2
(c) Couche 3
Figure 4.34 – Inversion de la porosite´ φ, de la saturation en eau V1, du module d’incompres-
sibilite´ du squelette KD et du module de cisaillement du squelette GD a` partir des donne´es
re´elles VP et VS pour les trois couches de sables (a,b,c). La couleur des points de´pend de la
valeur de misfit obtenue pour le mode`le calcule´.
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Conclusion partielle
Dans ce chapitre, on pre´sente une me´thode d’inversion des parame`tres poroe´lastiques. A`
partir de donne´es sismiques macro-e´chelles (sismogrammes), on peut de´terminer des cartes de
parame`tres macro-e´chelles (vitesses, atte´nuations et masse volumique) par diffe´rentes me´thodes
(FWI, tomographie des temps d’arrive´es...), c’est la premie`re e´tape d’inversion.. Ensuite, dans
la seconde e´tape, graˆce a` une me´thode d’optimisation semi-globale (algorithme de voisinage),
on peut de´terminer les parame`tres poroe´lastiques micro-e´chelles.
Par une analyse de sensibilite´, on montre qu’en fixant certains parame`tres (par exemple,
ceux de la phase fluide et de la phase solide), on peut inverser assez pre´cise´ment quelques
parame`tres poreux meˆme avec peu de donne´es (seulement les vitesses VP et VS par exemple).
On peut e´galement de´terminer certains parame`tres de la phase fluide si on connait le milieu
encaissant. En revanche, pour de´terminer la saturation en eau par exemple, il est pre´fe´rable de
connaitre QP pour avoir une meilleure estimation.
On applique ensuite la me´thode de downscaling sur deux jeux de donne´es synthe´tiques
pour des applications tre`s diffe´rentes. Dans le mode`le de re´servoir, on calcule des donne´es
synthe´tiques acoustiques et poroe´lastiques que l’on inverse par FWI acoustique et e´lastique
respectivement. A partir des cartes de VP et VS obtenues, on estime les parame`tres du squelette
de la couche re´servoir et des couches encaissantes. Ensuite, une injection de vapeur change les
caracte´ristiques de la phase fluide dans la couche re´servoir et on peut de´terminer le changement
de VP par inversion diffe´rentielle puis les valeurs des variations des parame`tres fluides par
downscaling. On retrouve bien la re´partition ge´ome´trique des nouveaux fluides injecte´s et leur
nature a` condition de bien connaitre le milieu encaissant (phase solide et squelette), ce qui est
le cas ici graˆce aux informations de puits.
Dans le second exemple, on s’est inte´resse´ a` un milieu de subsurface partiellement sature´
en eau. Le milieu est stratifie´ et une analyse en tomographie des temps d’arrive´es fournit une
image de VP basse fre´quence. Le downscaling effectue´ ensuite procure une estimation correcte
de la saturation en eau mais moins bonne pour la porosite´. En effet, des erreurs de 20% sur
l’estimation de VP sont dramatiques pour l’estimation de φ et V1 conjointement, l’optimisation
converge alors vers des minima locaux. En revanche, l’ajout des informations de vitesses des
ondes S et surtout des atte´nuations permet de converger vers les minima globaux. D’autre
part, l’estimation des parame`tres du squelette (KD, GD et φ) et de la saturation V1 a` partir
des donne´es re´elles fournit des plages de valeurs re´duites et cohe´rentes.
Dans les deux exemples d’inversion de´crits dans ce chapitre, les parame`tres macro-e´chelles
utilise´s pour le downscaling sont les vitesses des ondes P et S. L’analyse de sensibilite´ a montre´
que l’utilisation des facteurs de qualite´ e´tait cruciale dans certaines configurations. D’autres
attributs sismiques peuvent e´galement eˆtre utilise´s (coefficients de re´fle´xion AVO...) et d’autres
parame´trisations peuvent aussi eˆtre envisage´es (impe´dances, coefficients de Lame´...) pour aug-
menter la sensibilite´ de certains parame`tres poroe´lastiques. La figure 4.35 re´sume ces conside´-
rations. Avseth et al. (2005) montrent en effet que suivant la parame´trisation macro-e´chelle
(vitesses, impe´dances, rapports de vitesses...), la discrimation des parame`tres micro-e´chelles
(saturation, type de fluide...) est bonne pour des vitesses faibles et moins bonne quand le
milieu devient plus compact (vitesses fortes) ; VS n’est plus utile dans ce cas-la`.
D’autre part, les variations fre´quentielles des parame`tres micro et macro-e´chelles dans cer-
tains milieux (double porosite´, partiellement sature´s, voir chapitre 3) ne´cessiteraient d’une
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part, d’utiliser des me´thodes de downscaling cas-de´pendantes fonde´es sur les relations de Biot-
Gassmann ge´ne´ralise´es et d’autre part, de conside´rer les estimations des parame`tres poroe´las-
tiques a` plusieurs fre´quences, si les vitesses sont dispersives par exemple. Enfin, dans les travaux
de Garambois et al. (2002) d’ou` sont tire´s le mode`le synthe´tique de subsurface, d’autres me-
sures ge´ophysiques sont prises en compte pour la validation des estimations. Il est envisageable
d’inte´grer directement ces donne´es dans le processus de downscaling via une fonction misfit
unique pour mieux contraindre l’optimisation. L’inversion conjointe de donne´es sismiques et
e´lectromagne´tiques ou e´lectriques peuvent apporter une meilleure estimation des parame`tres
poroe´lastiques auxquels sont sensibles ces me´thodes/physiques diffe´rentes.
Figure 4.35 – Discrimination de la saturation et de la pression de pore suivant le type de fluide
saturant (eau ou air) dans un e´chantillon de gre`s pour diffe´rents domaines de parame´trisation.
(A) VP et VS , (B) Impe´dances des ondes P et S (IP = ρVP et IS = ρVS) et (C) Rapport VP /VS
et VS . Figure tire´e de Avseth et al. (2005).
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Conclusions ge´ne´rales
J’ai aborde´ dans cette the`se l’e´tude de la propagation des ondes sismiques dans les milieux
multiphasiques sous trois angles :
 l’aspect the´orique de la description physique de ces milieux et des techniques d’homoge´-
ne´isation,
 la me´thode nume´rique utilise´e pour calculer la propagation des ondes sismiques dans ces
milieux en deux dimensions,
 l’approche inverse qui vise a` caracte´riser les parame`tres poroe´lastiques a` partir d’obser-
vables sismiques.
Homoge´ne´isation des milieux multiphasiques : de´pendance fre´quentielle
Le chapitre 1 traite de la description physique des milieux biphasiques et de´crit la the´orie
de la poroe´lastodynamique ainsi que les diffe´rents types d’ondes en pre´sence et leurs proprie´te´s.
Fonde´e sur les travaux de Gassmann (1951) et Biot (1956), reformule´e par Pride et al. (1992), la
description me´lange de´finitions the´oriques et empiriques pour aboutir a` un mode`le homoge´ne´ise´
de´fini par sept parame`tres, avec quatre modules me´caniques et trois termes inertiels. Un seul
terme, de´crivant les inte´ractions entre phases fluides et solides, de´pend de la fre´quence. En
plus des ondes “classiques“ de l’e´lastodynamique (P et S), une onde de compression lente (ou
onde de Biot) est solution du syste`me diffe´rentiel ainsi de´fini ; cette onde a un comportement
macroscopique fortement dispersif.
Ce premier mode`le d’homoge´ne´isation de´crit des milieux poreux sature´s avec une phase
solide homoge`ne et isotrope. Cependant, il ne permet pas d’expliquer les atte´nuations et les
dispersions de vitesses observe´es dans les milieux re´els. Pour cela, les mode`les plus complexes
utilise´s dans le chapitre 3 peuvent eˆtre plus approprie´s. En effet, la prise en compte des e´cou-
lements de fluides induits par le passage des ondes a` l’e´chelle me´soscopique permet de mieux
mode´liser les atte´nuations et les dispersions. Les milieux a` fluides biphasiques ou les milieux
double porosite´ peuvent eˆtre homoge´ne´ise´s sur un volume e´le´mentaire repre´sentatif pour abou-
tir a` une the´orie de Biot-Gassmann ge´ne´ralise´e. Ainsi par l’utilisation de modules me´caniques
e´quivalents qui sont complexes et de´pendants de la fre´quence, on peut calculer la propaga-
tion des ondes sismiques dans des milieux partiellement sature´s, dans des milieux fracture´s ou
non consolide´s. De la meˆme fac¸on, par analogie avec des phe´nome`nes visco-e´lastiques, on peut
construire des modules me´caniques complexes pour ajouter des atte´nuations empiriques.
CONCLUSIONS ET PERSPECTIVES
Ces mode`les complexes engendrent des parame`tres macro-e´chelles (vitesses et atte´nuations
des ondes P, S et Biot) qui sont fortement de´pendants de la fre´quence. La description micro-
scopique ne´cessite de de´finir e´galement un parame`tre ge´ome´trique (taille des inclusions d’une
phase dans l’autre) qui a une influence sur les comportements des parame`tres macro-e´chelles
et notamment sur leur dispersion.
Propagation des ondes sismiques dans les milieux poreux multiphasiques
Le chapitre 2 aborde les me´thodes nume´riques permettant la re´solution des e´quations de la
poroe´lastodynamique. La propagation des ondes sismiques est de´crite par le syste`me d’e´qua-
tions diffe´rentielles de Biot-Gassmann (ge´ne´ralise´ ou non). Comme plusieurs parame`tres de´-
pendent de la fre´quence, le choix s’est naturellement porte´ vers une re´solution dans le domaine
fre´quence-espace, ce qui permet de re´soudre le syste`me sans approximation sur la rhe´ologie.
La discre´tisation spatiale a e´te´ re´alise´e avec une me´thode d’e´le´ments finis discontinus qui per-
mettent, graˆce leur forte adaptivite´ (taille des e´le´ments et ordres d’interpolations peuvent varier
d’un e´le´ment a` l’autre), de prendre en compte des milieux 2D he´te´roge`nes avec des interfaces
complexes. La mode´lisation de la propagation des ondes dans ces milieux poreux plus ou moins
complexes est donc exacte, aux approximations de discre´tisation nume´rique pre`s.
Les exemples de simulations dans des milieux re´alistes (chapitre 2) ont montre´ l’inte´reˆt
d’utiliser des mode`les poroe´lastiques. Dans le chapitre 3, les exemples de milieux non sature´s,
double porosite´ et visco-poroe´lastiques, montrent l’importance du choix du type de mode`le. En
effet, en comparant avec des mode`les e´quivalents calcule´s par moyennes classiques, j’ai mon-
tre´ que les formes d’ondes obtenues e´taient radicalement diffe´rentes. Par contre, le parame`tre
ge´ome´trique (taille des inclusions sphe´riques d’une phase dans l’autre) utilise´ dans chaque
description des milieux complexes, n’a que peu d’influence sur les formes d’ondes (meˆme s’il
en a sur les parame`tres macroscopiques). Ainsi, suivant le mode`le utilise´ (approximation par
moyennes ou prise en compte de toutes les inte´ractions), les formes d’ondes sont tre`s diffe´rentes.
Je souligne ainsi l’importance de bien prendre en compte l’ensemble des inte´ractions dans le
processus d’homoge´ne´isation des milieux complexes.
Inversion des parame`tres poroe´lastiques
Le chapitre 4 pre´sente une me´thode d’inversion des parame`tres poroe´lastiques en deux
e´tapes. La premie`re e´tape consiste a` inverser les donne´es issues des sismogrammes (temps d’ar-
rive´es, formes d’ondes...) pour fournir des parame`tres macro-e´chelles (vitesses de propagation,
atte´nuations...) sous la forme de cartes de valeurs 2D. La seconde e´tape d’inversion passe des
proprie´te´s macro-e´chelles aux parame`tres poroe´lastiques micro-e´chelles par optimisation semi-
globale. En effet, si la premie`re e´tape d’inversion utilise des algorithmes d’optimisation locale
line´arise´e (inversion des formes d’ondes comple`tes, tomographie...), la seconde e´tape emploie
un algorithme de voisinage qui permet d’e´chantillonner tout l’espace des mode`les et de conver-
ger vers les principaux minimas de la fonction couˆt. L’utilisation de cette me´thode, de´rive´e de
la recherche sur grille, est possible graˆce a` la rapidite´ et au faible couˆt nume´rique du mode`le
direct, qui consiste ici a` calculer une dizaine de relations analytiques de´finies par les relations
de Biot-Gassmann (reliant les parame`tres micro- et macro-e´chelles).
L’analyse de sensibilite´ a montre´ que l’on pouvait inverser avec pre´cision les parame`tres du
squelette poroe´lastique (porosite´, consolidation...), y compris si l’on dispose uniquement des
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vitesses de propagation. De meˆme, la nature du fluide saturant peut eˆtre de´termine´e a` partir
des vitesses de propagation si le milieu encaissant est connu. En revanche, pour retrouver la
saturation en fluide, il est pre´fe´rable de connaˆıtre les atte´nuations (a` la fre´quence dominante de
la source). J’ai applique´ ce type d’inversion en deux e´tapes sur des applications synthe´tiques
re´alistes (suivi temporel de re´servoir et hydroge´ophysique de subsurface). Les re´sultats obtenus
sont encourageants et de´montrent qu’a` partir de donne´es estime´es par des me´thodes classiques
d’imagerie, on peut remonter a` certains parame`tres poroe´lastiques constitutifs. Un exemple de
caracte´risation sur des donne´es re´elles acquises en subsurface a e´galement montre´ la pre´cision
que l’on peut envisager pour l’estimation des parame`tres poroe´lastiques sur les premiers me`tres
du sous-sol, zone importante de transfert des fluides au niveau environnemental.
Perspectives
Mode´lisation des milieux multiphasiques : description physique et simulation
de la propagation des ondes sismiques
Il a e´te´ montre´ tout au long de cette the`se que la description physique des milieux re´els
avait une influence notable sur la mode´lisation de la propagation des ondes. En effet, la prise
en compte de la complexite´ de ces milieux est cruciale a` des e´chelles de subsurface ou` les
he´te´roge´ne´ite´s ont une influence sur la propagation et notamment sur les atte´nuations et les
dispersions des ondes. Graˆce aux me´thodes d’homoge´ne´isation qui permettent de se ramener
a` une the´orie de Biot-Gassmann ge´ne´ralise´e avec des modules complexes et fre´quentiellement
de´pendants, on peut envisager la mode´lisation de milieux de plus en plus complexes (plusieurs
phases poreuses associe´es a` de la saturation partielle ou a` des phe´nome`nes visco-poroe´lastiques
multiples). Pour cela, il est ne´cessaire que les the´ories d’homoge´ne´isation permettent de se
ramener a` une the´orie de la poroe´lasticite´ de Biot-Gassmann ge´ne´ralise´e.
Les exemples de simulation de propagation d’ondes pre´sente´s dans ce travail ont e´te´ re´a-
lise´s sur des milieux stratifie´s assez simples. Graˆce a` l’approche nume´rique en e´le´ments finis
discontinus, on pourra re´aliser des simulations dans des milieux re´alistes variables late´ralement
et ainsi faire des mode´lisations de propagation d’ondes pour des applications varie´es : glis-
sements de terrain, re´servoirs, effets de site... De plus, l’e´tude de l’influence des mode`les sur
d’autres parame`tres macroscopiques, par exemple les coefficients de re´flexion calcule´s par AVO,
devra eˆtre re´alise´e afin de de´terminer quels attributs sismiques sont utilisables pour caracte´-
riser tel ou tel type de milieu multiphasique. Une perspective logique concerne l’extension du
code de mode´lisation aux e´quations de Maxwell, ceci afin de pouvoir calculer des conversions
sismo-e´lectromage´ntiques qui pourraient permettre d’avoir une vision plus large des proprie´-
te´s des milieux poreux (Garambois & Dietrich, 2002). Enfin, pour bien mode´liser les milieux
re´els he´te´roge`nes, il est e´vident qu’il faudra e´tendre ces mode´lisations aux milieux trois di-
mensions. L’utilisation d’autres me´thodes nume´riques (domaine temporel ou solveurs ite´ratifs)
sera vraisemblablement ne´cessaire a` cause du couˆt nume´rique qui s’ave´rera prohibitif pour des
applications 3D.
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Caracte´risation des parame`tres constitutifs des milieux multiphasiques
Me´thodes
L’inversion des parame`tres poroe´lastiques a e´te´ re´alise´e dans les milieux biphasiques simples
(sature´s et simple porosite´) par une me´thode en deux e´tapes : des donne´es aux attributs sis-
miques macro-e´chelles puis des attributs aux parame`tres poroe´lastiques micro-e´chelles. Les deux
e´tapes d’otimisation utilisent des approches diffe´rentes : optimisation locale line´arise´e pour la
premie`re et optimisation semi-globale non line´aire pour la seconde.
L’inversion en une seule e´tape qui consiste a` inverser certains parame`tres poroe´lastiques
par optimisation locale a` partir des donne´es de formes d’ondes comple`tes a e´te´ aborde´e re´-
cemment. Morency et al. (2009) ont calcule´ les noyaux de sensibilite´ (produits des champs
directs et adjoints) pour diffe´rentes parame´trisations et De Barros et al. (2010) ont re´alise´ des
tests d’inversions des formes d’ondes comple`tes en milieu poroe´lastique stratifie´. Ces travaux
ont montre´ toute la difficulte´ de l’approche d’inversion des formes d’ondes comple`tes poroe´las-
tiques, certains parame`tres a` inverser e´tant fortement couple´s ou peu sensibles (la perme´abilite´
notamment). De plus, en approximation e´lastique (Brossier, 2009), le proble`me est de´ja` mal-
conditione´ et fortement sous-de´termine´. En passant de 3 ou 5 (VP , VS et ρ et QP et QS en
visco-e´lastique) parame`tres e´lastiques a` inverser a`, au minimum, 10 parame`tres, l’inversion
FWI poroe´lastique est encore plus difficile. Cependant, on a vu que la sous-de´termination du
syste`me pouvait eˆtre compense´e par la connaissance a-priori des parame`tres des phases solides
ou fluides par exemple. La connaissance de certains parame`tres peut venir de donne´es de puits
ou en ajoutant de l’a-priori. Une approche diffe´rentielle, qui vise a` caracte´riser uniquement les
parame`tres qui varient au cours du temps (les fluides lors d’un monitoring de re´servoir, par
exemple), peut e´galement fournir cette connaissance a-priori du milieu poroe´lastique et mieux
contraindre l’inversion.
En effet, comme l’ont montre´ De Barros et al. (2010) (voir aussi l’annexe B et Morency
et al. (2011) et l’exemple de monitoring de re´servoir (partie 4.4.1 du chapitre 4), l’approche
diffe´rentielle peut e´galement eˆtre une solution pour inverser certains parame`tres poroe´lastiques
qui varient au cours du temps (nature de la phase fluide et saturation notamment). Le monito-
ring de re´servoir (suivi d’injection de CO2 ou de pompage d’aquife`res), est une des applications
les plus e´videntes, mais le suivi de la saturation en eau dans les glissements de terrain, ou les
proble`mes de pollution de nappes, sont e´galement concerne´s par ce type de caracte´risation.
Les techniques d’imagerie diffe´rentielle devront s’appliquer aux e´tapes d’inversion des donne´es
(FWI, tomographie...), que l’on conside`re une caracte´risation en une ou deux e´tapes. Enfin,
dans le chapitre 4, il a e´te´ confirme´ l’importance de l’utilisation des atte´nuations pour l’e´tape de
downscaling poroe´lastique. Des efforts sur l’inversion visco-e´lastique des formes d’ondes com-
ple`tes ou sur d’autres me´thodes alternatives permettant d’estimer au mieux les atte´nuations et
les dispersions, doivent donc eˆtre faits.
Une seconde e´tape d’ame´lioration de la caracte´risation des parame`tres poroe´lastiques passe
par la prise en compte des milieux multiphasiques complexes. En effet, j’ai montre´, dans le
chapitre 3, que la propagation des ondes sismiques dans les milieux non sature´s ou double
porosite´ est fortement modifie´e par l’introduction d’une description plus e´volue´e de ces milieux.
Les milieux re´els ayant ces caracte´ristiques ne pourront donc eˆtre correctement caracte´rise´s que
par l’utilisation de rhe´ologies correctes. La seconde e´tape d’inversion utilise´e dans cette the`se
devra donc eˆtre e´tendue a` ces milieux complexes. Cela ne posera pas de proble`me nume´rique,
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le proble`me direct e´tant encore analytique et donc rapide et peu couˆteux. En revanche, des
e´tudes de sensibilite´ devront eˆtre re´alise´es avec pre´cision afin de de´terminer quels parame`tres
sont inversibles et en fonction de quelles donne´es. La` aussi, l’utilisation des atte´nuations sera
cruciale, ces milieux complexes se distinguant par de fortes atte´nuations et dispersions des
ondes. De plus, l’utilisation de donne´es a` plusieurs fre´quences permettra de mieux rendre compte
de ces phe´nome`nes de´pendants de la fre´quence et ainsi de mieux contraindre l’optimisation.
Enfin, toute cette the`se s’est concentre´e sur l’utilisation des ondes sismiques dans les mi-
lieux poroe´lastiques. Cependant, d’autres phe´nome`nes ge´ophysiques sont e´galement sensibles
aux propie´te´s des milieux multiphasiques. Les phe´nome`nes e´lectriques, comme la re´sistivite´ ou
les phe´nome`nes de polarisation spontane´e, sont sensibles aux teneurs en eau ou aux e´coulements
de fluides, respectivement. Les ondes e´lectromagne´tiques (GPR, CSEM) peuvent apporter des
informations pre´ponde´rantes pour l’estimation des parame`tres fluides. De meˆme, l’utilisation
des conversions sismo-e´lectromagne´tiques est prometteuse, l’onde de Biot par exemple, ayant
une plus forte amplitude sur les composantes des champs e´lectriques (Garambois, communi-
cation personnelle). La me´thode de downscaling utilise´e dans cette the`se pourrait donc eˆtre
e´tendue a` d’autres phe´nome`nes physiques. Par la prise en compte des contributions de chaque
phe´nome`ne dans une fonction couˆt unique, l’inversion conjointe de donne´es d’origines varie´es
permettra de mieux contraindre les parame`tres des milieux poreux, notamment ceux peu sen-
sibles aux ondes sismiques, comme la perme´abilite´ par exemple.
Donne´es et applications
L’acquisition de donne´es plus varie´es est ne´cessaire pour mieux caracte´riser les milieux
multiphasiques. En effet, l’estimation des atte´nuations des ondes sismiques par une premie`re
e´tape d’inversion est cruciale pour de´terminer la saturation. Des mesures d’autres phe´nome`nes
physiques sont e´galement requises pour les inversions conjointes. Comme chaque me´thode agit
a` des e´chelles (profondeur de pe´ne´tration et re´solution) varie´es, il faudra bien corre´ler les
diffe´rentes observables ge´ophysiques.
Des expe´riences de laboratoire bien contraintes pourraient permettre de mieux appre´cier les
potentialite´s des inversions conjointes. En de´signant un protocole d’expe´rimentation controle´
et en mesurant diffe´rents phe´nome`nes physiques (sismique, e´lectrique, e´lectromagne´tique, me´-
canique statique...) dans un milieu multiphasique bien connu, on pourra estimer quel peut eˆtre
l’apport de chaque me´thode ge´ophysique pour une meilleure caracte´risation des proprie´te´s des
milieux poreux.
L’application de cette me´thode sur diffe´rents milieux poreux re´els peut ensuite eˆtre envi-
sage´e. Par exemple, on pourra conside´rer un glissement de terrain de type argileux dont la
cine´tique est tre`s sensible aux variations de teneur en eau et dont les structures ge´ologiques
sont en ge´ne´ral assez simples. Apre`s une caracte´risation comple`te de la zone en glissement et
du substratum par des me´thodes ge´ophysiques (sismique haute re´solution, tomographie e´lec-
trique...), on pourra effectuer une e´tape de downscaling conjointe en utilisant toutes les donne´es
disponibles. La pre´cision de cette seconde e´tape d’inversion de´pend fortement de la qualite´ des
re´sultats de la premie`re e´tape d’inversion. Par exemple, l’imagerie sismique devra apporter des
informations haute re´solution par une inversion des formes d’ondes comple`tes, ce qui ne´cessite
un dispositif de sources et de re´cepteurs denses et avec une grand illumination (ge´ophones situe´s
a` grand offsets ou en forages).
197
CONCLUSIONS ET PERSPECTIVES
La premie`re e´tape de caracte´risation ge´ne´rale du milieu (porosite´, modules du squelette...)
tiendra compte de toutes les observables ge´ophysiques et d’informations a-priori (inclinome`tres
donnant la profondeur de la surface de rupture, caracte´risation de la mine´ralogie et des modules
me´caniques de l’argile par des essais de laboratoire...). Un suivi temporel pourra ensuite eˆtre
effectue´ avec des expe´riences d’imagerie sismique re´pe´tables et des techniques d’inversion diffe´-
rentielle, pour mettre en e´vidence des variations de saturation (l’e´tape de downscaling concer-
nera donc uniquement la saturation ou la phase fluide saturante). La cine´tique du mouvement
et l’e´volution des parame`tres poroe´lastiques pourront alors eˆtre corre´le´s. On peut e´galement
envisager ce type d’expe´rience de terrain pour le monitoring de re´servoirs (eau, CO2) avec une
premie`re e´tape de caracte´risation du re´servoir (porosite´, consolidation...) et un suivi temporel
ensuite, au cours de l’injection ou du pompage.
L’utilisation des donne´es fournies par la sonde HPPP (voir figure 1) est e´galement une piste
inte´ressante. En effet, si l’estimation spatiale et temporelle du signal source est re´alisable afin
de de´convoluer les signaux observe´s a` quelques longueurs d’ondes de l’e´talement de la source,
la caracte´risation du milieu poreux encaissant peut eˆtre grandement ame´liore´e en couplant
mesures ”classiques“ (ge´ophones) dans des forages voisins, et mesures de de´formations et de
pression fluide en champ proche. En re´solvant le proble`me de re´pe´tabilite´ de la source de
pression impulsive, des e´tudes diffe´rentielles permettront d’estimer les proprie´te´s de ces milieux
poreux fracture´s. En revanche, il faudra probablement envisager l’extension de la mode´lisation
de la propagation d’ondes aux milieux fracture´s anisotropes, ce qui est rendu possible par
l’approche en e´le´ments finis discontinus utilise´e ici.
Finalement, ce type de travaux visant a` reconstruire les caracte´ristiques des milieux multi-
phasiques pre´sente des applications environnementales et de re´servoir nombreuses :
 le suivi de la saturation en eau dans les glissements de terrain ou dans les argiles sou-
mises aux phe´nome`nes de retrait-gonflement, la cine´tique de ces phe´nome`nes de´pendant
fortement de la teneur en eau,
 l’estimation des parame`tres des aquife`res (la porosite´ donne des informations sur la quan-
tite´ de fluide et la perme´abilite´ sur sa capacite´ a` circuler),
 l’estimation et le suivi des pollutions de nappes, par caracte´risation du type de fluide
saturant,
 les caracte´risations (porosite´, perme´abilite´) des re´servoirs d’hydrocarbures pour ame´liorer
les capacite´s de pompage de gaz et de pe´trole,
 la caracte´risation et le monitoring des re´servoirs naturels et des encaissants lors des sto-
ckages de CO2 ou de de´chets radioactifs.
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Annexe A
Me´thode des e´le´ments finis
discontinus (Galerkin Discontinue) :
de´veloppement des interpolations
polynomiales d’ordre Pk
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A.1 Rappel des e´quations de la poroe´lastodynamique : syste`me
2D P-SV en fre´quence
Les e´quations d’ondes poroe´lastiques ont e´te´ formule´es en fre´quence a` partir de la the´orie de
Biot (1956) et Gassmann (1951) par Pride et al. (1992). On obtient le syste`me 1.7 pre´sente´ dans
le chapitre 1 et e´galement utilise´ dans l’article de la partie 2.1 (syste`me 2.8). Apre`s ajout des
conditions aux limites absorbantes (PML, Berenger (1994)) si et s
′
i (i = (x, z)), les expressions
de ces fonctions sont donne´es dans l’e´quation 2.17), changements de variables (transformation
du vecteur contrainte en T t = ((σxx + σzz)/2 , (σxx − σzz)/2 , σxz , −P ) = (T1, T2, T3, T4)
(e´quation 2.12), passage en vitesse de de´placement u˙ et w˙ et homoge´ne´isation des termes
inertiels ρ1 = ρ
2
f/ρ˜ − ρ , ρ2 = ρρ˜/ρf − ρf , ρ3 = ρ
2
f/ρ − ρ˜ (e´quation 2.13)), le syste`me s’e´crit
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(syste`me 2.14) :
iω u˙x =
1
ρ1
(
sx
∂(T1 + T2)
∂x
+ sz
∂T3
∂z
− Fσx
)
+
1
ρ2
(
sx
∂T4
∂x
+ FPx
)
,
iω u˙z =
1
ρ1
(
sz
∂(T1 + T2)
∂z
+ sx
∂T3
∂x
− Fσz
)
+
1
ρ2
(
sz
∂T4
∂z
+ FPz
)
,
iω w˙x =
1
ρ2
(
sx
∂(T1 + T2)
∂x
+ sz
∂T3
∂z
− Fσx
)
+
1
ρ3
(
sx
∂T4
∂x
+ FPx
)
,
iω w˙z =
1
ρ2
(
sz
∂(T1 + T2)
∂z
+ sx
∂T3
∂x
− Fσz
)
+
1
ρ3
(
sz
∂T4
∂z
+ FPz
)
,
−iω T1 = (KU +G)
(
s′x
∂u˙x
∂x
+ s′z
∂u˙z
∂z
)
+ C
(
s′x
∂w˙x
∂x
+ s′z
∂w˙z
∂z
)
− iω T 01 ,
−iω T2 = G
(
s′x
∂u˙x
∂x
− s′z
∂u˙z
∂z
)
− iω T 02 ,
−iω T3 = G
(
s′z
∂u˙x
∂z
+ s′x
∂u˙z
∂x
)
− iω T 03 ,
−iω T4 = C
(
s′x
∂u˙x
∂x
+ s′z
∂u˙z
∂z
)
+M
(
s′x
∂w˙x
∂x
+ s′z
∂w˙z
∂z
)
− iω T 04 . (A.1)
Ce syste`me s’e´crit sous forme vectorielle tel que :
iω
−→
u˙ =
1
ρ1
−−−−−−−−→
div(
−→
F1(
−→
T )) +
1
ρ2
−−−−−−−−→
div(
−→
F2(
−→
T )) +
1
ρ2
−−−−−−−−→
div(
−→
F3(
−→
T )) +
1
ρ3
−−−−−−−−→
div(
−→
F4(
−→
T )) +
−→
F
−
[
∂sx
∂x
(
Nx1
ρ1
+
Nx2
ρ2
)
−→
T +
∂sz
∂z
(
Nz1
ρ1
+
Nz2
ρ2
)
−→
T
+
∂sx
∂x
(
Nx3
ρ2
+
Nx4
ρ3
)
−→
T +
∂sz
∂z
(
Nz3
ρ2
+
Nz4
ρ3
)
−→
T
]
,
−iω
−→
T = (λU +G)
−−−−−−−−→
div(
−→
G1(
−→
u˙ )) + C
−−−−−−−−→
div(
−→
G2(
−→
u˙ )) +G
−−−−−−−−→
div(
−→
G3(
−→
u˙ ))
+ C
−−−−−−−−→
div(
−→
G4(
−→
u˙ )) +M
−−−−−−−−→
div(
−→
G5(
−→
u˙ ))− iω
−→
T 0
−
[
∂s′x
∂x
((λU +G)Mx1 +GMx3 + CMx4)
−→
u˙ +
∂s′z
∂z
((λU +G)Mz1 +GMz3 + CMz4)
−→
u˙
+
∂s′x
∂x
(CMx2 +MMx5)
−→
u˙ +
∂s′z
∂z
(CMz2 +MMz5)
−→
u˙
]
.
Les vecteurs
−→
F et
−→
T 0 contenant les termes initiaux et les termes sources sont
−→
F =
(
−
Fσx
ρ1
+
FPx
ρ2
, −
Fσz
ρ1
+
FPz
ρ2
, −
Fσx
ρ2
+
FPx
ρ3
, −
Fσz
ρ2
+
FPz
ρ3
)t
,
(A.2)
−→
T 0 = (T 01 , T
0
2 , T
0
3 , T
0
4 )
t , (A.3)
avec
T 01 =
σ0xx + σ
0
zz
2
,
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T 01 =
σ0xx − σ
0
zz
2
,
T 03 = σ
0
xz ,
T 04 = − P
0 . (A.4)
Les vecteurs
−→
u˙ et
−→
T regroupent respectivement les quatre champs de de´placements et les
quatre champs de contraintes tels que :
−→
u˙ = (u˙x , u˙z , w˙x , w˙z)
t ,
−→
T = (T1 , T2 , T3 , T4)
t . (A.5)
Les vecteurs
−→
Fα, α ∈ (1, 4) et
−→
Gβ , β ∈ (1, 5) sont de´finis tels que

−→
F1 = (sxNx1
−→
T , szNz1
−→
T ) ,
−→
F2 = (sxNx2
−→
T , szNz2
−→
T ) ,
−→
F3 = (txNx3
−→
T , tzNz3
−→
T ) ,
−→
F4 = (txNx4
−→
T , tzNz4
−→
T ) ,

−→
G1 = (sxMx1
−→
u˙ , szMz1
−→
u˙ ) ,
−→
G2 = (txMx2
−→
u˙ , tzMz2
−→
u˙ ) ,
−→
G3 = (sxMx3
−→
u˙ , szMz3
−→
u˙ ) ,
−→
G4 = (sxMx4
−→
u˙ , szMz4
−→
u˙ ) ,
−→
G5 = (txMx5
−→
u˙ , tzMz5
−→
u˙ ) .
Les dix-huit matrices de projections sont donne´es dans l’annexe 2.1.10 de l’article (partie
2.1.
Approximation e´lastique : a` partir des e´quations (A.1), on peut retrouver les cinq champs
e´lastiques classiques : les vitesses de de´placements de la matrice solide (u˙x et u˙z) et les
contraintes s’exercant sur le solide (T1, T2 et T3), les de´placements relatifs fluide/solide (w˙x et
w˙z) et la pression (T4) et les forces de pression FP (x,z) e´tant nuls. Pour cela, il suffit d’annu-
ler certains parame`tres : ρ2 et ρ3 en ce qui concerne les termes de densite´s et C et M pour
les parame`tres me´caniques. Les autres parame`tres me´caniques (λU et G) restent inchange´s.
Les densite´s ρ2 et ρ3 e´tant de´pendantes des parame`tres re´els ρ, ρf et ρ˜, il faut annuler ρf
pour avoir ρ2 = ρ3 = 0. De plus, en posant ρ1 = ρ, on peut ainsi retrouver les e´quations de
l’e´lastodynamique.
A.2 Discre´tisation spatiale par e´le´ments finis discontinus
La discre´tisation par e´le´ments finis discontinu est faite selon une technique classique utili-
se´e par exemple par BenJemaa et al. (2007), Brossier et al. (2008b) et Etienne et al. (2008)
en e´lastodynamique 2D ou 3D, dans les domaines fre´quentiel ou temporel. Le principe de la
discre´tisation Galerkin discontinue consiste a` approximer le syste`me par une solution discre`te
issues de combinaisons line´aires de fonctions de base propres a` chaque cellules. Les degre`s de
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liberte´ de chaque cellule sont variables selon l’ordre d’interpolation conside´re´ et l’approche dis-
continue permet d’avoir des ordres d’interpolations (et donc un nombre de degre´s de liberte´)
diffe´rents pour des cellules voisines. Les e´changes de champs entre cellules sont de´finis par des
flux a` travers les interfaces. On introduit les notations suivantes :
 ∂Ω = frontie`re du domaine Ω
 ∂τi = frontie`re de la cellule τi
 Ai =
∫
τi
dV = aire de la cellule τi
 V (i) contient toutes les cellules partageant un coˆte´ avec la cellule τi (voisins)
 τik = τi
⋂
τk = interface entre les cellules τi et τk
 
−→n ik = vecteur unitaire normal a` l’interface τik, de τi vers τk
Dans chaque cellule τi, on conside`re une fonction vectorielle de base
−→ϕij avec 1 ≤ j ≤ di ou`
di est le nombre de degre´s de liberte´ dans la cellule. Les champs de contraintes et de vitesses
peuvent alors s’exprimer { −→
u˙i =
∑di
j=1 u˙ij
−→ϕij ,
−→
Ti =
∑di
j=1 Tij
−→ϕij ,
(A.6)
ou` u˙ij et Tij repre´sentent respectivement les j
eme degre´s de liberte´ de
−→
u˙i et
−→
Ti . Ce type de
fonctions de base permet de ne pas avoir de continuite´ des champs entre chaque cellule. Cepen-
dant, dans cette formulations, les coefficients PML et les proprie´te´s physiques sont conside´re´es
constants dans chaque cellule. Graˆce a` cette hypothe`se, les termes en de´rive´es partielles des
fonctions PML du syste`me A.2 sont nuls. En multipliant les e´quations A.2 par la fonction test
−→ϕij et en inte´grant sur la cellule τi, on obtient∫
τi
iω −→ϕij
−→
u˙ =
∫
τi
1
ρ1
−→ϕij
−−−−−−−−→
div(
−→
F1(
−→
T )) +
∫
τi
1
ρ2
−→ϕij
−−−−−−−−→
div(
−→
F2(
−→
T ))
+
∫
τi
1
ρ2
−→ϕij
−−−−−−−−→
div(
−→
F3(
−→
T )) +
∫
τi
1
ρ3
−→ϕij
−−−−−−−−→
div(
−→
F4(
−→
T )) +
∫
τi
−→ϕij
−→
F , (A.7)∫
τi
−iω −→ϕij
−→
T =
∫
τi
(λU +G)
−→ϕij
−−−−−−−−→
div(
−→
G1(
−→
u˙ )) +
∫
τi
C −→ϕij
−−−−−−−−→
div(
−→
G2(
−→
u˙ )) +
∫
τi
G −→ϕij
−−−−−−−−→
div(
−→
G3(
−→
u˙ ))
+
∫
τi
C −→ϕij
−−−−−−−−→
div(
−→
G4(
−→
u˙ )) +
∫
τi
M −→ϕij
−−−−−−−−→
div(
−→
G5(
−→
u˙ ))−
∫
τi
iω −→ϕij
−→
T 0 . (A.8)
Une inte´gration par partie donne∫
τi
iω −→ϕij
−→
u˙ = −
∫
τi
1
ρ1
−→
∇
−→ϕij :
−→
F1(
−→
T ) +
∫
∂τi
1
ρ1
−→ϕij (
−→
F1(
−→
T ) −→n )
−
∫
τi
1
ρ2
−→
∇
−→ϕij :
−→
F2(
−→
T ) +
∫
∂τi
1
ρ2
−→ϕij (
−→
F2(
−→
T ) −→n )
−
∫
τi
1
ρ2
−→
∇
−→ϕij :
−→
F3(
−→
T ) +
∫
∂τi
1
ρ2
−→ϕij (
−→
F3(
−→
T ) −→n )
−
∫
τi
1
ρ3
−→
∇
−→ϕij :
−→
F4(
−→
T ) +
∫
∂τi
1
ρ3
−→ϕij (
−→
F4(
−→
T ) −→n ) +
∫
τi
−→ϕij
−→
F ,
(A.9)
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∫
τi
−iω −→ϕij
−→
T = −
∫
τi
(λU +G)
−→
∇
−→ϕij :
−→
G1(
−→
u˙ ) +
∫
∂τi
(λU +G)
−→ϕij (
−→
G1(
−→
u˙ ) −→n )
−
∫
τi
C
−→
∇
−→ϕij :
−→
G2(
−→
u˙ ) +
∫
∂τi
C −→ϕij (
−→
G2(
−→
u˙ ) −→n )
−
∫
τi
G
−→
∇
−→ϕij :
−→
G3(
−→
u˙ ) +
∫
∂τi
G −→ϕij (
−→
G3(
−→
u˙ ) −→n )
−
∫
τi
C
−→
∇
−→ϕij :
−→
G4(
−→
u˙ ) +
∫
∂τi
C −→ϕij (
−→
G4(
−→
u˙ ) −→n )
−
∫
τi
M
−→
∇
−→ϕij :
−→
G5(
−→
u˙ ) +
∫
∂τi
M −→ϕij (
−→
G5(
−→
u˙ ) −→n )−
∫
τi
iω −→ϕij
−→
T 0 ,
avec, pour tout vecteur −→p = (p1, ..., pd)
t,
−→
∇
−→p =


∂xp1 ∂zp1
. .
. .
. .
∂xpd ∂zpd

 , (A.10)
et, pour les matrices A = (aij) ∈Mn,m et B = (bij) ∈Mn,m avec 1 ≤ i ≤ n et 1 ≤ j ≤ m :
A : B =
1≤j≤m∑
1≤i≤n
aij bij . (A.11)
Le syste`me A.9 peut donc eˆtre approxime´ par∫
τi
iω −→ϕij
−→
u˙i = −
∫
τi
1
ρ1i
−→
∇
−→ϕij :
−→
F1(
−→
Ti) +
∫
∂τi
1
ρ1i
−→ϕij (
−→
F1(
−→
T /∂τi)
−→n )
−
∫
τi
1
ρ2i
−→
∇
−→ϕij :
−→
F2(
−→
Ti) +
∫
∂τi
1
ρ2i
−→ϕij (
−→
F2(
−→
T /∂τi)
−→n )
−
∫
τi
1
ρ2i
−→
∇
−→ϕij :
−→
F3(
−→
Ti) +
∫
∂τi
1
ρ2i
−→ϕij (
−→
F3(
−→
T /∂τi)
−→n )
−
∫
τi
1
ρ3i
−→
∇
−→ϕij :
−→
F4(
−→
Ti) +
∫
∂τi
1
ρ3i
−→ϕij (
−→
F4(
−→
T /∂τi)
−→n ) +
∫
τi
−→ϕij
−→
Fi ,
(A.12)∫
τi
−iω −→ϕij
−→
Ti = −
∫
τi
(λUi +Gi)
−→
∇
−→ϕij :
−→
G1(
−→
u˙i) +
∫
∂τi
(λUi +Gi)
−→ϕij (
−→
G1(
−→
u˙ /∂τi)
−→n )
−
∫
τi
Ci
−→
∇
−→ϕij :
−→
G2(
−→
u˙i) +
∫
∂τi
Ci
−→ϕij (
−→
G2(
−→
u˙ /∂τi)
−→n )
−
∫
τi
Gi
−→
∇
−→ϕij :
−→
G3(
−→
u˙i) +
∫
∂τi
Gi
−→ϕij (
−→
G3(
−→
u˙ /∂τi)
−→n )
−
∫
τi
Ci
−→
∇
−→ϕij :
−→
G4(
−→
u˙i) +
∫
∂τi
Ci
−→ϕij (
−→
G4(
−→
u˙ /∂τi)
−→n )
−
∫
τi
Mi
−→
∇
−→ϕij :
−→
G5(
−→
u˙i) +
∫
∂τi
Mi
−→ϕij (
−→
G5(
−→
u˙ /∂τi)
−→n )−
∫
τi
iω −→ϕij
−→
T 0i .
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ou`
−→
Fα(
−→
T /∂τi) et
−→
Gβ(
−→
u˙ /∂τi) sont les approximations de
−→
Fα(
−→
T ) et
−→
Gβ(
−→
u˙ ) sur l’interface ∂τi
(α ∈ (1, 4) et β ∈ (1, 5)). On rapelle que les parame`tres de masse (ρ1i, ρ2i et ρ3i) et les
parame`tres me´caniques (λUi, Gi, Ci et Mi) sont constants par cellule τi.
A.2.1 Flux centre´s
Nous avons choisi d’utiliser les flux centre´s (introduits par Remaki (2000)) pour l’approxi-
mation nume´rique des e´changes de champs entre cellules. BenJemaa et al. (2009) ont montre´
que cette formulation permettait d’avoir une bonne conservation d’e´nergie dans le syste`me
mais d’autres types de flux peuvent eˆtre utilise´s (voir par exemple Ka¨ser & Dumbser (2006)
qui utilisent des flux upwind pour la re´solution d’un syste`me e´lastodynamique temporel). On
exprime donc les flux centre´s de la fac¸on suivante :

−→
Fα(
−→
T /∂τik) =
−→
Fα
(−→
Ti+
−→
Tk
2
)
,
−→
Gβ(
−→
u˙ /∂τik) =
−→
Gβ
(−→
u˙i+
−→
u˙k
2
)
,
(A.13)
soit 

−→
Fα(
−→
T /∂τik) =
1
2
(−→
Fα(
−→
Ti) +
−→
Fα(
−→
Tk)
)
,
−→
Gβ(
−→
u˙ /∂τik) =
1
2
(−→
Gβ(
−→
u˙i) +
−→
Gβ(
−→
u˙k)
)
.
(A.14)
On e´crit alors le syste`me A.12 sous la forme∫
τi
iω −→ϕij
t −→u˙i = −
∫
τi
1
ρ1i
−→
∇
−→ϕij :
−→
F1(
−→
Ti) +
1
2
∑
k∈V (i)
∫
τik
1
ρ1i
−→ϕij
t (
−→
F1(
−→
Ti) +
−→
F1(
−→
Tk))
−→nik
−
∫
τi
1
ρ2i
−→
∇
−→ϕij :
−→
F2(
−→
Ti) +
1
2
∑
k∈V (i)
∫
τik
1
ρ2i
−→ϕij
t (
−→
F2(
−→
Ti) +
−→
F2(
−→
Tk))
−→nik
−
∫
τi
1
ρ2i
−→
∇
−→ϕij :
−→
F3(
−→
Ti) +
1
2
∑
k∈V (i)
∫
τik
1
ρ2i
−→ϕij
t (
−→
F3(
−→
Ti) +
−→
F3(
−→
Tk))
−→nik
−
∫
τi
1
ρ3i
−→
∇
−→ϕij :
−→
F4(
−→
Ti) +
1
2
∑
k∈V (i)
∫
τik
1
ρ3i
−→ϕij
t (
−→
F4(
−→
Ti) +
−→
F4(
−→
Tk))
−→nik +
∫
τi
−→ϕij
t −→Fi ,
(A.15)∫
τi
−iω −→ϕij
t −→Ti = −
∫
τi
(λUi +Gi)
−→
∇
−→ϕij :
−→
G1(
−→
u˙i) +
1
2
∑
k∈V (i)
∫
τik
(λUi +Gi)
−→ϕij
t (
−→
G1(
−→
u˙i) +
−→
G1(
−→
u˙k))
−→nik
−
∫
τi
Ci
−→
∇
−→ϕij :
−→
G2(
−→
u˙i) +
1
2
∑
k∈V (i)
∫
τik
Ci
−→ϕij
t (
−→
G2(
−→
u˙i) +
−→
G2(
−→
u˙k))
−→nik
−
∫
τi
Gi
−→
∇
−→ϕij :
−→
G3(
−→
u˙i) +
1
2
∑
k∈V (i)
∫
τik
Gi
−→ϕij
t (
−→
G3(
−→
u˙i) +
−→
G3(
−→
u˙k))
−→nik
−
∫
τi
Ci
−→
∇
−→ϕij :
−→
G4(
−→
u˙i) +
1
2
∑
k∈V (i)
∫
τik
Ci
−→ϕij
t (
−→
G4(
−→
u˙i) +
−→
G4(
−→
u˙k))
−→nik
−
∫
τi
Mi
−→
∇
−→ϕij :
−→
G5(
−→
u˙i) +
1
2
∑
k∈V (i)
∫
τik
Mi
−→ϕij
t (
−→
G5(
−→
u˙i) +
−→
G5(
−→
u˙k))
−→nik −
∫
τi
iω −→ϕij
t
−→
T 0i .
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Avec les approximations discre`tes des vecteurs
−→
u˙i et
−→
Ti (e´quation A.6), on obtient le syste`me
suivant :
di∑
k=1
iω u˙ik
∫
τi
−→ϕij
t −→ϕik = −
di∑
k=1
1
ρ1i
Tik
∫
τi
−→
∇
−→ϕij :
−→
F1(
−→ϕik)
+
1
2
∑
k∈V (i)
(
di∑
r=1
1
ρ1i
Tir
∫
τik
−→ϕij
t −→F1(
−→ϕir)
−→nik +
dk∑
s=1
1
ρ1k
Tks
∫
τik
−→ϕij
t −→F1(
−→ϕks)
−→nik
)
−
di∑
k=1
1
ρ2i
Tik
∫
τi
−→
∇
−→ϕij :
−→
F2(
−→ϕik)
+
1
2
∑
k∈V (i)
(
di∑
r=1
1
ρ2i
Tir
∫
τik
−→ϕij
t −→F2(
−→ϕir)
−→nik +
dk∑
s=1
1
ρ2k
Tks
∫
τik
−→ϕij
t −→F2(
−→ϕks)
−→nik
)
−
di∑
k=1
1
ρ2i
Tik
∫
τi
−→
∇
−→ϕij :
−→
F3(
−→ϕik)
+
1
2
∑
k∈V (i)
(
di∑
r=1
1
ρ2i
Tir
∫
τik
−→ϕij
t −→F3(
−→ϕir)
−→nik +
dk∑
s=1
1
ρ2k
Tks
∫
τik
−→ϕij
t −→F3(
−→ϕks)
−→nik
)
−
di∑
k=1
1
ρ3i
Tik
∫
τi
−→
∇
−→ϕij :
−→
F4(
−→ϕik)
+
1
2
∑
k∈V (i)
(
di∑
r=1
1
ρ3i
Tir
∫
τik
−→ϕij
t −→F4(
−→ϕir)
−→nik +
dk∑
s=1
1
ρ3k
Tks
∫
τik
−→ϕij
t −→F4(
−→ϕks)
−→nik
)
+
di∑
k=1
Fik
∫
τi
−→ϕij
t −→ϕik ,
(A.16)
di∑
k=1
−iω Tik
∫
τi
−→ϕij
t −→ϕik = −
di∑
k=1
(λUi +Gi) u˙ik
∫
τi
−→
∇
−→ϕij :
−→
G1(
−→ϕik)
+
1
2
∑
k∈V (i)
(
di∑
r=1
(λUi +Gi) u˙ir
∫
τik
−→ϕij
t −→G1(
−→ϕir)
−→nik
+
dk∑
s=1
(λUk +Gk) u˙ks
∫
τik
−→ϕij
t −→G1(
−→ϕks)
−→nik
)
−
di∑
k=1
Ci u˙ik
∫
τi
−→
∇
−→ϕij :
−→
G2(
−→ϕik)
+
1
2
∑
k∈V (i)
(
di∑
r=1
Ci u˙ir
∫
τik
−→ϕij
t −→G2(
−→ϕir)
−→nik +
dk∑
s=1
Ck u˙ks
∫
τik
−→ϕij
t −→G2(
−→ϕks)
−→nik
)
−
di∑
k=1
Gi u˙ik
∫
τi
−→
∇
−→ϕij :
−→
G3(
−→ϕik)
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+
1
2
∑
k∈V (i)
(
di∑
r=1
Gi u˙ir
∫
τik
−→ϕij
t −→G3(
−→ϕir)
−→nik +
dk∑
s=1
Gk u˙ks
∫
τik
−→ϕij
t −→G3(
−→ϕks)
−→nik
)
−
di∑
k=1
Ci u˙ik
∫
τi
−→
∇
−→ϕij :
−→
G4(
−→ϕik)
+
1
2
∑
k∈V (i)
(
di∑
r=1
Ci u˙ir
∫
τik
−→ϕij
t −→G4(
−→ϕir)
−→nik +
dk∑
s=1
Ck u˙ks
∫
τik
−→ϕij
t −→G4(
−→ϕks)
−→nik
)
−
di∑
k=1
Mi Vik
∫
τi
−→
∇
−→ϕij :
−→
G5(
−→ϕik)
+
1
2
∑
k∈u˙(i)
(
di∑
r=1
Mi u˙ir
∫
τik
−→ϕij
t −→G5(
−→ϕir)
−→nik +
dk∑
s=1
Mk u˙ks
∫
τik
−→ϕij
t −→G5(
−→ϕks)
−→nik
)
−
di∑
k=1
iω T 0ij
∫
τi
−→ϕij
t −→ϕik .
(A.17)
A.2.2 Vecteurs de base et matrices de masse locales
On introduit ensuite les notations suivantes pour chaque vecteur de base −→ϕ

−→
∇
−→ϕ :
−→
Fn(
−→ϕ ) =
∑
α∈(x,z)
(∂α
−→ϕ )t sα Nα
−→ϕ ,
−→
∇
−→ϕ :
−→
Gm(
−→ϕ ) =
∑
α∈(x,z)
(∂α
−→ϕ )t sα Mα
−→ϕ ,
(A.18)
ou` n ∈ (1, 4) et m ∈ (1, 5). On introduit e´galement les matrices

Pnik =
∑
α∈(x,z)
nikαsiαNαn ,
Qmik =
∑
α∈(x,z)
nikαsiαMαm ,
P ′
n
ik =
∑
α∈(x,z)
nikαskαNαn ,
Q′
m
ik =
∑
α∈(x,z)
nikαskαMαm .
(A.19)
On a donc les e´galite´s suivantes :
−→ϕij
t −→Fn(
−→ϕir)
−→nik =
−→ϕij
t Pnik
−→ϕir , (A.20)
−→ϕij
t −→Gm(
−→ϕir)
−→nik =
−→ϕij
t Qmik
−→ϕir , (A.21)
−→ϕij
t −→Fn(
−→ϕks)
−→nik =
−→ϕij
t P ′
n
ik
−→ϕks , (A.22)
−→ϕij
t −→Gm(
−→ϕks)
−→nik =
−→ϕij
t Q′
m
ik
−→ϕks . (A.23)
Les matrices de masse locales d’une cellule τi sont de´finies telles que :
(K)jk =
∫
τi
−→ϕij
t−→ϕik
t 1 ≤ j, k ≤ di . (A.24)
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En de´finissant u˙i et Ti les vecteurs colonnes respectivement ((u˙ij)1≤j≤di) et ((Tij)1≤j≤di), le
syste`me A.16 s’e´crit
iω (Kiu˙i)j = −
∑
α∈(x,z)
di∑
k=1
1
ρ1i
Tik
∫
τi
(∂α
−→ϕ )t sα Nα1
−→ϕ −
∑
α∈(x,z)
di∑
k=1
1
ρ2i
Tik
∫
τi
(∂α
−→ϕ )t sα Nα2
−→ϕ
−
∑
α∈(x,z)
di∑
k=1
1
ρ2i
Tik
∫
τi
(∂α
−→ϕ )t sα Nα3
−→ϕ −
∑
α∈(x,z)
di∑
k=1
1
ρ3i
Tik
∫
τi
(∂α
−→ϕ )t sα Nα4
−→ϕ
+
1
2
∑
k∈V (i)
[
di∑
r=1
1
ρ1i
Tir
∫
τik
−→ϕij
t P1ik
−→ϕir +
dk∑
s=1
1
ρ1k
Tks
∫
τik
−→ϕij
t P ′
1
ik
−→ϕks
]
+
1
2
∑
k∈V (i)
[
di∑
r=1
1
ρ2i
Tir
∫
τik
−→ϕij
t P2ik
−→ϕir +
dk∑
s=1
1
ρ2k
Tks
∫
τik
−→ϕij
t P ′
2
ik
−→ϕks
]
+
1
2
∑
k∈V (i)
[
di∑
r=1
1
ρ2i
Tir
∫
τik
−→ϕij
t P3ik
−→ϕir +
dk∑
s=1
1
ρ2k
Tks
∫
τik
−→ϕij
t P ′
3
ik
−→ϕks
]
+
1
2
∑
k∈V (i)
[
di∑
r=1
1
ρ3i
Tir
∫
τik
−→ϕij
t P4ik
−→ϕir +
dk∑
s=1
1
ρ3k
Tks
∫
τik
−→ϕij
t P ′
4
ik
−→ϕks
]
+ (Ki Fi)j ,
(A.25)
−iω (KiTi)j = −
∑
α∈(x,z)
di∑
k=1
(λUi +Gi) u˙ik
∫
τi
(∂α
−→ϕ )t sα Mα1
−→ϕ
−
∑
α∈(x,z)
di∑
k=1
Ci u˙ik
∫
τi
(∂α
−→ϕ )t sα Mα2
−→ϕ −
∑
α∈(x,z)
di∑
k=1
Gi u˙ik
∫
τi
(∂α
−→ϕ )t sα Mα3
−→ϕ
−
∑
α∈(x,z)
di∑
k=1
Ci u˙ik
∫
τi
(∂α
−→ϕ )t sα Mα4
−→ϕ −
∑
α∈(x,z)
di∑
k=1
Mi u˙ik
∫
τi
(∂α
−→ϕ )t sα Mα5
−→ϕ
+
1
2
∑
k∈V (i)
[
di∑
r=1
(λUi +Gi) u˙ir
∫
τik
−→ϕij
t Q1ik
−→ϕir +
dk∑
s=1
(λUk +Gk) u˙ks
∫
τik
−→ϕij
t Q′
1
ik
−→ϕks
]
+
1
2
∑
k∈V (i)
[
di∑
r=1
Ci u˙ir
∫
τik
−→ϕij
t Q2ik
−→ϕir +
dk∑
s=1
Ck u˙ks
∫
τik
−→ϕij
t Q′
2
ik
−→ϕks
]
+
1
2
∑
k∈V (i)
[
di∑
r=1
Gi u˙ir
∫
τik
−→ϕij
t Q3ik
−→ϕir +
dk∑
s=1
Gk u˙ks
∫
τik
−→ϕij
t Q′
3
ik
−→ϕks
]
+
1
2
∑
k∈V (i)
[
di∑
r=1
Ci u˙ir
∫
τik
−→ϕij
t Q4ik
−→ϕir +
dk∑
s=1
Ck u˙ks
∫
τik
−→ϕij
t Q′
4
ik
−→ϕks
]
+
1
2
∑
k∈V (i)
[
di∑
r=1
Mi u˙ir
∫
τik
−→ϕij
t Q5ik
−→ϕir +
dk∑
s=1
Mk u˙ks
∫
τik
−→ϕij
t Q′
5
ik
−→ϕks
]
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− iω (KiT
0
i )j .
A.2.3 Syste`me tensoriel
Finalement, si les vecteurs
−→
u˙i et
−→
Ti de´signent les vecteurs champs de vitesses et de contraintes
dans la cellule τi tels que : { −→
u˙i = (u˙xi , u˙zi , w˙xi , w˙zi)
t ,
−→
Ti = (T1i ,T2i ,T3i ,T4i)
t ,
et que l’on fait l’hypothe`se que toutes les fonctions de base sont de la meˆme famille (du type
−→ϕij , 1 ≤ j ≤ di) pour chaque champ de contraintes et de vitesses, on peut e´crire le syste`me
sous forme compacte :
iω (I3 ⊗Ki
−→
u˙i) = −
∑
α∈(x,z)
1
ρ1i
(sα Nα1 ⊗ Eiα
−→
Ti)−
∑
α∈(x,z)
1
ρ2i
(sα Nα2 ⊗ Eiα
−→
Ti)
−
∑
α∈(x,z)
1
ρ2i
(sα Nα3 ⊗ Eiα
−→
Ti)−
∑
α∈(x,z)
1
ρ3i
(sα Nα4 ⊗ Eiα
−→
Ti)
+
1
2
∑
k∈V (i)
[
1
ρ1i
(P1ik ⊗ Fik
−→
Ti) +
1
ρ1k
(P ′
1
ik ⊗ Gik
−→
Tk)
]
+
1
2
∑
k∈V (i)
[
1
ρ2i
(P2ik ⊗ Fik
−→
Ti) +
1
ρ2k
(P ′
2
ik ⊗ Gik
−→
Tk)
]
+
1
2
∑
k∈V (i)
[
1
ρ2i
(P3ik ⊗ Fik
−→
Ti) +
1
ρ2k
(P ′
3
ik ⊗ Gik
−→
Tk)
]
+
1
2
∑
k∈V (i)
[
1
ρ3i
(P4ik ⊗ Fik
−→
Ti) +
1
ρ3k
(P ′
4
ik ⊗ Gik
−→
Tk)
]
+ I3 ⊗ Ki
−→
Fi ,
(A.26)
iω (I3 ⊗Ki
−→
Ti) = −
∑
α∈(x,z)
(λUi +Gi) (sα Mα1 ⊗ Eiα
−→
u˙i)−
∑
α∈(x,z)
Ci (sα Mα2 ⊗ Eiα
−→
u˙i)
−
∑
α∈(x,z)
Gi (sα Mα3 ⊗ Eiα
−→
u˙i)−
∑
α∈(x,z)
Ci (sα Mα4 ⊗ Eiα
−→
u˙i)
−
∑
α∈(x,z)
Mi (sα Mα5 ⊗ Eiα
−→
u˙i)
+
1
2
∑
k∈V (i)
[
(λUi +Gi) (Q
1
ik ⊗ Fik
−→
u˙i) + (λUi +Gi) (Q
′1
ik ⊗ Gik
−→
u˙k)
]
+
1
2
∑
k∈V (i)
[
Ci (Q
2
ik ⊗ Fik
−→
u˙i) + Ci (Q
′2
ik ⊗ Gik
−→
u˙k)
]
+
1
2
∑
k∈V (i)
[
Gi (Q
3
ik ⊗ Fik
−→
u˙i) +Gi (Q
′3
ik ⊗ Gik
−→
u˙k)
]
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+
1
2
∑
k∈V (i)
[
Ci (Q
4
ik ⊗ Fik
−→
u˙i) + Ci (Q
′4
ik ⊗ Gik
−→
u˙k)
]
+
1
2
∑
k∈V (i)
[
Mi (Q
5
ik ⊗ Fik
−→
u˙i) +Mi (Q
′5
ik ⊗ Gik
−→
u˙k)
]
−iω (I3 ⊗ Ki
−→
T
0
i ) ,
avec l’expression des diffe´rentes matrices. La matrice de masse Ki est de´finie par une inte´gration
surfacique sur la cellule τi :
(Ki)jk =
∫
τi
ϕij ϕik dτ 1 ≤ j, k ≤ di . (A.27)
Les matrices Eiα sont e´galement de´finies par une inte´gration surfacique sur τi :
(Eiα)jk =
∫
τi
(∂αϕij) ϕik dτ 1 ≤ j, k ≤ di . (A.28)
Les matrices Fik et Gik sont de´finies par une inte´gration line´ique sur l’interface τik entre les
cellules τi et τk :
(Fik)jr =
∫
τik
ϕij ϕir dτ 1 ≤ j, r ≤ di , (A.29)
(Gik)js =
∫
τik
ϕij ϕks dτ 1 ≤ j ≤ di 1 ≤ s ≤ dk . (A.30)
De plus, on de´finit le produit tensoriel ⊗ pour chaque matrice A = (aij) ∈Mn,m avec 1 ≤ i ≤ n
et 1 ≤ j ≤ m et B = (bij) ∈Mp,q avec 1 ≤ i ≤ p et 1 ≤ j ≤ q tel que :
A⊗ B =


a11B ... a1mB
. . .
. . .
. . .
an1B ... anmB

 ∈Mnp,mq . (A.31)
A.2.4 Syste`me ge´ne´rique
En supposant que les matrices de masse sont inversibles, on peut introduire les matrices
suivantes 

Eˆiα = Ai K
−1
i Eiα α = (x, z) ,
Fˆij = Ai K
−1
i Fij j = (1, 2, 3) ,
Gˆij = Ai K
−1
i Gij j = (1, 2, 3) .
(A.32)
Les matrices Fik et Gik sont des matrices de flux associe´es respectivement a` la cellule i et k. Ces
deux matrices sont e´gales si le degre´ d’interpolation dans chaque cellule est le meˆme. On peut
donc ensuite de´velopper terme a` terme le syste`me pour exprimer les huit champs tels que :
iω Ai
−→
u˙xi = −
1
ρ1i
[
six Eˆix(
−→
T1i +
−→
T2i) + siz Eˆiz
−→
T3i
]
−
1
ρ2i
[
six Eˆix
−→
T4i
]
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+
1
2
∑
k∈V (i)
Fˆik
(
1
ρ1i
[
(
−→
T1i +
−→
T2i)sixnikx +
−→
T3isiznikz
]
+
1
ρ2i
−→
T4isixnikx
)
+
1
2
∑
k∈V (i)
Gˆik
(
1
ρ1k
[
(
−→
T1k +
−→
T2k)skxnikx +
−→
T3kskznikz
]
+
1
ρ2k
−→
T4kskxnikx
)
+ Ki
−−→
Fu˙xi ,
iω Ai
−→
u˙zi = −
1
ρ1i
[
six Eˆix
−→
T3i + siz Eˆiz(
−→
T1i −
−→
T2i)
]
−
1
ρ2i
[
siz Eˆiz
−→
T4i
]
+
1
2
∑
k∈V (i)
Fˆik
(
1
ρ1i
[−→
T3isixnikx + (
−→
T1i −
−→
T2i)siznikz
]
+
1
ρ2i
−→
T4isiznikz
)
+
1
2
∑
k∈V (i)
Gˆik
(
1
ρ1k
[−→
T3kskxnikx + (
−→
T1k −
−→
T2k)skznikz
]
+
1
ρ2k
−→
T4kskznikz
)
+ Ki
−−→
Fu˙zi ,
iω Ai
−→
w˙xi = −
1
ρ2i
[
six Eˆix(
−→
T1i +
−→
T2i) + siz Eˆiz
−→
T3i
]
−
1
ρ3i
[
six Eˆix
−→
T4i
]
+
1
2
∑
k∈V (i)
Fˆik
(
1
ρ2i
[
(
−→
T1i +
−→
T2i)sixnikx +
−→
T3isiznikz
]
+
1
ρ3i
−→
T4isixnikx
)
+
1
2
∑
k∈V (i)
Gˆik
(
1
ρ2k
[
(
−→
T1k +
−→
T2k)skxnikx +
−→
T3kskznikz
]
+
1
ρ3k
−→
T4kskxnikx
)
+ Ki
−−→
Fw˙xi ,
iω Ai
−→
w˙zi = −
1
ρ2i
[
six Eˆix
−→
T3i + siz Eˆiz(
−→
T1i −
−→
T2i)
]
−
1
ρ3i
[
siz Eˆiz
−→
T4i
]
+
1
2
∑
k∈V (i)
Fˆik
(
1
ρ2i
[−→
T3isixnikx + (
−→
T1i −
−→
T2i)siznikz
]
+
1
ρ3i
−→
T4isiznikz
)
+
1
2
∑
k∈V (i)
Gˆik
(
1
ρ2k
[−→
T3kskxnikx + (
−→
T1k −
−→
T2k)skznikz
]
+
1
ρ3k
−→
T4kskznikz
)
+ Ki
−−→
Fw˙zi , (A.33)
− iω Ai
−→
T1i = −(λUi +Gi)
(
six Eˆix
−→
u˙xi + siz Eˆiz
−→
u˙zi
)
− Ci
(
six Eˆix
−→
w˙xi + siz Eˆiz
−→
w˙zi
)
+
1
2
∑
k∈V (i)
Fˆik
(
(λUi +Gi)
[
−→
u˙xisixnikx +
−→
u˙zisiznikz
]
+ Ci
[
−→
w˙xisixnikx +
−→
w˙zisiznikz
])
+
1
2
∑
k∈V (i)
Gˆik
(
(λUk +Gk)
[
−→
u˙xkskxnikx +
−→
u˙zkskznikz
]
+ Ck
[
−−→
w˙xkskxnikx +
−→
w˙zkskznikz
])
− iω Ki
−→
T 01i ,
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−iω Ai
−→
T2i = −Gi
(
six Eˆix
−→
u˙xi − siz Eˆiz
−→
u˙zi
)
+
1
2
∑
k∈V (i)
Fˆik Gi
[
−→
u˙xisixnikx −
−→
u˙zisiznikz
]
+
1
2
∑
k∈V (i)
Gˆik Gk
[
−→
u˙xkskxnikx −
−→
u˙zkskznikz
]
− iω Ki
−→
T 02i ,
−iω Ai
−→
T3i = −Gi
(
siz Eˆiz
−→
u˙xi + six Eˆix
−→
u˙zi
)
+
1
2
∑
k∈V (i)
Fˆik Gi
[
−→
u˙xisiznikz +
−→
u˙zisixnikx
]
+
1
2
∑
k∈V (i)
Gˆik Gk
[
−→
u˙xkskznikz +
−→
u˙zkskxnikx
]
− iω Ki
−→
T 03i ,
−iω Ai
−→
T4i = −Ci
(
six Eˆix
−→
u˙xi + siz Eˆiz
−→
u˙zi
)
−Mi
(
six Eˆix
−→
w˙xi + siz Eˆiz
−→
w˙zi
)
+
1
2
∑
k∈V (i)
Fˆik
(
Ci
[
−→
u˙xisixnikx +
−→
u˙zisiznikz
]
+Mi
[
−→
w˙xisixnikx +
−→
w˙zisiznikz
])
+
1
2
∑
k∈V (i)
Gˆik
(
Ck
[
−→
u˙xkskxnikx +
−→
u˙zkskznikz
]
+Mk
[
−−→
w˙xkskxnikx +
−→
w˙zkskznikz
])
− iω Ki
−→
T 04i . (A.34)
A.2.5 Syste`me matriciel line´aire
Le syste`me ge´ne´rique des e´quations de la poroe´lastodynamique 2D discre´tise´ en e´le´ments
finis discontinu est e´crit sour forme e´clate´e dans les e´quations A.33 (de´placements) et A.34
(contraintes). Dans ce syste`me, les fonctions de base permettant de projeter les champs dans
les cellules peuvent eˆtre choisies dans un large panel. Classiquement, pour des proble`mes de
propagation d’ondes me´caniques, on utilise des fonctions polynomiales d’ordre k (k = (1, 3))
(voir par exemple, Brossier (2009); Etienne (2011); Ka¨ser & Dumbser (2006); de la Puente et al.
(2008)). Quel que soit le degre´ d’interpolation choisi, le syste`me (A.33,A.34) se rame`ne a` un
syste`me matriciel line´aire
A.−→x =
−→
b , (A.35)
ou` A est la matrice d’impe´dance dont les termes de´pendent des proprie´te´s physiques, de la
fre´quence, du type de maillage et du degre´ d’interpolation de chaque cellule. −→x est le vecteur
contenant les champs de contraintes et de de´placements et
−→
b contient les termes sources.
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A.2.6 De´tail des termes du syste`me line´aire, ordre P0
Le de´veloppement du syste`me (A.33,A.34) en choissisant des polynoˆmes de degre´ 0 comme
fonctions de base, ce qu’on nomme interpolation P0, est en partie de´crite dans la partie 2.1.4.2
de l’article. Cela revient a` conside´rer que les parame`tres et les champs sont constants par partie
dans chaque cellule, une seule fonction de base est utilise´e par cellule et sa valeur est 1. Cela
implique que les matrices Ki, Eix , Fik et Gik sont des scalaires (matrices de dimension 1× 1).
L’inte´gration des matrices donne donc

Ki = Ai ,
Eiα = 0 ,
Fik = lk ,
Gik = lk ,
(A.36)
ou` lk est la longueur de l’interface.
Le vecteur −→x est donc de´fini de la fac¸on suivante pour chaque cellule i, i variant de 1 a` n
(n est le nombre de cellules du mode`le) :
−→x =


...
u˙xi
u˙zi
w˙xi
w˙zi
T1i
T2i
T3i
T4i
...


. (A.37)
Le vecteur
−→
b est donc constitue´ des huit termes de forces externes/contraintes initiales
associe´es aux huit e´quations du syste`me pour la cellule d’indice i :
−→
b =


...
b1i
b2i
b3i
b4i
b5i
b6i
b7i
b8i
...


. (A.38)
Les termes bαi (α ∈ (1; 8)) s’e´crivent
b1i = iω Ai
(
−
Fσxi
ρ1i
+
FPxi
ρ2i
)
,
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b2i = iω Ai
(
−
Fσzi
ρ1i
+
FPzi
ρ2i
)
,
b3i = iω Ai
(
−
Fσxi
ρ2i
+
FPxi
ρ3i
)
,
b4i = iω Ai
(
−
Fσzi
ρ2i
+
FPzi
ρ3i
)
,
b5i = ω
2Ai T
0
1i ,
b6i = ω
2Ai T
0
2i ,
b7i = ω
2Ai T
0
3i ,
b8i = ω
2Ai T
0
4i . (A.39)
La construction de la matrice d’impe´dance A doit eˆtre re´alise´e en cohe´rence avec cette
de´finition du vecteur des inconnues a` calculer. On aura des contributions au sein de la cellule
i et des cellules voisines indice´es j. Les autres cellules n’interagissent pas avec la cellule i en
raison de l’aspect local de l’inte´gration, donnant ainsi une matrice A particulie`rement creuse.
En effet, pour chaque ligne, on a 1 terme sur la cellule courante i et 4 termes sur les 3 cellules
triangulaires voisines j donc 13 termes par ligne (1+ 4 ∗ 3). Et comme on a 8 lignes associe´es a`
chaque cellule i, on obtient un total de 104 termes non nuls par cellules, donc avec n cellules,
nous aurons 104 ∗ n termes non nuls.
Le de´tail de chacun des termes des 8 lignes associe´es a` la cellule i est le suivant :
Premie`re ligne associe´e a` la cellule i (u˙xi) :
Au˙x1i = −ω
2Ai ,
AT11j = iω lij nijxsxj
1
2ρ1i
,
AT21j = iω lij nijxsxj
1
2ρ1i
,
AT31j = iω lij nijzszj
1
2ρ1i
,
AT41j = iω lij nijxsxj
1
2ρ2i
. (A.40)
Deuxie`me ligne associe´e a` la cellule i (u˙zi) :
Au˙z2i = −ω
2Ai ,
AT12j = iω lij nijzszj
1
2ρ1i
,
AT22j = − iω lij nijzszj
1
2ρ1i
,
AT32j = iω lij nijxsxj
1
2ρ1i
,
AT42j = iω lij nijzszj
1
2ρ2i
. (A.41)
Troisie`me ligne associe´e a` la cellule i (w˙xi) :
Aw˙x3i = −ω
2Ai ,
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AT13j = iω lij nijxtxj
1
2ρ2i
,
AT23j = iω lij nijxtxj
1
2ρ2i
,
AT33j = iω lij nijz tzj
1
2ρ2i
,
AT43j = iω lij nijxtxj
1
2ρ3i
. (A.42)
Quatrie`me ligne associe´e a` la cellule i (w˙zi) :
Aw˙z4i = −ω
2Ai ,
AT14j = iω lij nijz tzj
1
2ρ2i
,
AT24j = − iω lij nijz tzj
1
2ρ2i
,
AT34j = iω lij nijxtxj
1
2ρ2i
,
AT44j = iω lij nijz tzj
1
2ρ3i
. (A.43)
Cinquie`me ligne associe´e a` la cellule i (T1i) :
AT15i = ω
2Ai ,
Au˙x5j =
iω
2
lij nijxs
′
xj (λUi +Gi) ,
Au˙z5j =
iω
2
lij nijzs
′
zj (λUi +Gi) ,
Aw˙x5j =
iω
2
lij nijxt
′
xj Ci ,
Aw˙z5j =
iω
2
lij nijz t
′
zj Ci . (A.44)
Sixie`me ligne associe´e a` la cellule i (T2i) :
AT26i = ω
2Ai ,
Au˙x6j =
iω
2
lij nijxs
′
xj Gi ,
Au˙z6j = −
iω
2
lij nijzs
′
zj Gi ,
Aw˙x6j = A
w˙z
6j = 0 . (A.45)
Septie`me ligne associe´e a` la cellule i (T3i) :
AT37i = ω
2Ai ,
Au˙x7j =
iω
2
lij nijzs
′
zj Gi ,
Au˙z7j =
iω
2
lij nijxs
′
xj Gi ,
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Aw˙x7j = A
w˙z
7j = 0 . (A.46)
Huitie`me ligne associe´e a` la cellule i (T4i) :
AT48i = ω
2Ai ,
Au˙x8j =
iω
2
lij nijxs
′
xj Ci ,
Au˙z8j =
iω
2
lij nijzs
′
zj Ci ,
Aw˙x8j =
iω
2
lij nijxt
′
xj Mi ,
Aw˙z8j =
iω
2
lij nijz t
′
zj Mi . (A.47)
A.2.7 De´veloppement des matrices de forme, ordre P1
L’interpolation polynomial de degre´ 1 (P1) a e´te´ effectue´e en deux dimensions sur les e´qua-
tions de l’e´lastodynamique par Brossier (2009). Moyennant des hypothe`ses ge´ome´triques sur
l’expression des fonctions de base, on inte`gre les matrices Ki, Eix , Fik et Gik, ce qui permet
de calculer les matrices finales Eˆix , Eˆiz , Fˆi1, Fˆi2 et Fˆi3. Comme les degre´s d’interpolations sont
e´gaux pour chaque cellule, on a Fik = Gik :
Eˆix =
1
2

 e1x e1x e1xe2x e2x e2x
e3x e3x e3x

 , (A.48)
Eˆiz =
1
2

 e1z e1z e1ze2z e2z e2z
e3z e3z e3z

 , (A.49)
Fˆi1 =
l1
2

 0 −3 −30 5 1
0 1 5

 , (A.50)
Fˆi2 =
l2
2

 5 0 1−3 0 −3
1 0 5

 , (A.51)
Fˆi3 =
l3
2

 5 1 01 5 0
−3 −3 0

 . (A.52)
avec 

e1x = −3 l1 ni1x + l2 ni2x + l3 ni3x ,
e2x = l1 ni1x − 3 l2 ni2x + l3 ni3x ,
e3x = l1 ni1x + l2 ni2x − 3 l3 ni3x ,
e1z = −3 l1 ni1z + l2 ni2z + l3 ni3z ,
e2z = l1 ni1z − 3 l2 ni2z + l3 ni3z ,
e3z = l1 ni1z + l2 ni2z − 3 l3 ni3z .
(A.53)
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D’autre part, l’approche discontinue implique que des cellules voisines peuvent avoir des
degre´s d’interpolations diffe´rents. On donne ici l’exemple du de´veloppement des matrices pour
une interface entre une cellule P0 et une cellule P1. A l’interface P0-P1, on calcule les matrices
Gˆik avec k = (1, 2, 3) : 

Gˆi1 =
l1
2
[
0 1 1
]
,
Gˆi2 =
l2
2
[
1 0 1
]
,
Gˆi3 =
l3
2
[
1 1 0
]
.
(A.54)
De meˆme, a` l’interface P1-P0, on a :

Gˆi1 =
l1
2

 −66
6

 ,
Gˆi2 =
l2
2

 6−6
6

 ,
Gˆi3 =
l3
2

 66
−6

 .
(A.55)
L’expression des matrices de forme Ki, Eix , Fik et Gik peut ainsi eˆtre calcule´ a` tout ordre
d’interpolation polynomiale. Dans le code nume´rique de´veloppe´ pendant ma the`se, on se limite
a` des degre´s d’interpolations compris entre 0 et 2.
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Using a poroelastic theory to reconstruct subsurface properties :
numerical investigation
L. De Barros, B. Dupuy, G. O’Brien, J. Virieux, S. Garambois
Seismic Waves, Research and Analysis, 2011, ed. Dr K. Masaki, In press
Cet article a e´te´ e´crit en collaboration avec Louis de Barros et Gareth O’Brien de l’University
College of Dublin et publie´ par De Barros et al. (2011). Il pre´sente une e´tude de faisabilite´
nume´rique sur l’inversion des parame`tres poroe´lastiques dans les milieux de subsurface. Apre`s
une premie`re partie de´crivant la the´orie classique de Biot-Gassmann et la fac¸on de mieux
prendre en compte les atte´nuations (par exemple, par les milieux double porosite´), on utilise
trois techniques nume´riques pour mode´liser la propagation des ondes dans les milieux poreux :
une me´thode diffe´rences finies 3D dans le domaine temps-espace, une me´thode de re´flectivite´
dans les milieux stratifie´s 3D dans le domaine fre´quence-nombres d’ondes et une me´thode
d’e´le´ments finies discontinus (Galerkin discontinu) 2D dans le domaine fre´quence-espace. Des
exemples de mode´lisations dans des milieux poreux simple et double porosite´ compare´es avec
des mode´lisations e´lastiques e´quivalentes montrent les diffe´rences importantes dues a` la prise
en compte des phe´nome`nes poroe´lastiques. La sensibilite´ des parame`tres poroe´lastiques est
ensuite analyse´e et montre que les parame`tres ont des sensibilite´s tre`s variables et certains sont
fortement couple´s. Enfin, un exemple d’inversion poroe´lastique des formes d’ondes comple`tes
est pre´sente´ et montre que l’inversion diffe´rentielle est la me´thode la plus a` meˆme pour re´soudre
les forts couplages entre parame`tres poroe´lastiques et pour re´ussir a` inverser ces parame`tres de
fac¸on fiable et robuste.
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1. Introduction
The quantitative imaging of the subsurface is a major challenge in geophysics. In oil and
gas exploration and production, aquifer management and other applications such as the
underground storage of CO2, seismic imaging techniques are implemented to provide as
much information as possible on fluid-filled reservoir rocks. Biot theory (Biot; 1956) and its
extensions provide a convenient framework to connect the various parameters characterizing
a porous medium to the wave properties, namely, their amplitudes, velocities and frequency
content. The poroelastic model involves more parameters than elastodynamic theory, but on
the other hand, the wave attenuation and dispersion characteristics at the macroscopic scale
are determined by the medium intrinsic properties without having to resort to empirical
relationships. Attenuation mechanisms at microscopic and mesoscopic scales, which are not
considered in the original Biot theory, can be introduced into alternative poroelastic theories
(see e.g. Pride et al.; 2004). The inverse problem, that is, the retrieval of poroelastic parameters
from the seismic waveforms is much more challenging. Porosity, permeability and fluid
saturation are the most important parameters for reservoir engineers. The estimation of
poroelastic properties of reservoir rocks from seismic waves is however still in its infancy.
The classical way of doing that is to first solve the elastic problem and then interpret the
velocities in terms of poroelastic parameters by using deterministic or stochastic rock physics
modelling. However, these methods do not make full use of the seismograms, as does Full
Waveform Inversion (FWI).
In the poroelastic case, eight model parameters enter the medium description, compared
with only one or two in the acoustic case, and three in the elastic case if wave attenuation is
not taken into account. The advantages of using a poroelastic theory in FWI are (1) to directly
relate seismic wave characteristics to porous media properties; (2) to use information that
cannot be described by viscoelasticity or elasticity with the Gassmann (1951) formulae and
(3) to open the possibility to use fluid displacement and force to determine permeability and
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fluid properties.
The aim of this paper is thus to investigate the gain and the feasibility of using a poroelastic
approach, rather than the classical elastic one, in full waveform methods. The forward
modelling is solved using different algorithms: a reflectivity approach, a 3D finite difference
scheme and a 2D discontinuous Galerkin method. The comparison of synthetic data
computed in the elastic and poroelastic cases shows that poroelastic modelling leads to
some typical patterns that cannot be explained by elastic theory. This proves that the use of
poroelastic theories may bring more insight in the model reconstruction, particularly, in the
fluid properties. Moreover, mesoscopic attenuation can be introduced in the poroelastic laws
for double porosity medium, adding extra changes in the waveforms. This demonstrates the
utility of using such theories to correctly reproduce measured seismic data.
Analytical formulas are then derived to compute the first-order effects produced by plane
inhomogeneities on the point source seismic response of a fluid-filled stratified porous
medium. The derivation is achieved by a perturbation analysis of the poroelastic wave
equations in the plane-wave domain using the Born approximation. The sensitivity of the
wavefields to the different model parameters can be investigated: the porosity, consolidation
parameter, solid density, and mineral shear modulus emerge as the most sensitive parameters
in the forward and inverse modelling problems. However, the amplitude-versus-angle
response of a thin layer shows strong coupling effects between several model parameters.
The inverse problem is then tackled using a generalized least-squares, quasi-Newton
approach to determine the parameters of the porous medium. Simple models consisting
of plane-layered, fluid-saturated and poro-elastic media are considered to demonstrate
the concept and evaluate the performance of such a full waveform inversion scheme.
Numerical experiments show that, when applied to synthetic data, the inversion procedure
can accurately reconstruct the vertical distribution of a single model parameter, if all other
parameters are perfectly known. However, the coupling between some of the model
parameters does not permit the reconstruction of several model parameters at the same time.
To get around this problem, we consider composite parameters defined from the original
model properties and from a priori information, such as the fluid saturation rate or the
lithology, to reduce the number of unknowns. We then apply this inversion algorithm to
time-lapse surveys carried out for fluid substitution problems, such as CO2 injection, since
in this case only a few parameters may vary as a function of time. A two-step differential
inversion approach allows the reconstruction of the fluid saturation in reservoir layers, even
though the medium properties are mainly unknown.
2. Wave propagation in stratified porous media
The governing equations for the poroelastodynamic theory were first derived by Biot (1956),
and are thus often called “Biot theory”. The main hypothesis behind these equations is that
the seismic wavelengths are longer than the pore size, the medium can then be described
by homogeneised laws. Poroelastic theories have then been derived and improved by many
authors (e.g. Auriault et al.; 1985; Geertsma and Smith; 1961; Johnson et al.; 1987).
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2.1 Governing equations
Assuming a e−iωt dependence, Pride et al. (1992) rewrote Biot’s (1956) equations of
poro-elasticity in the frequency domain in the form
[ (KU + G/3) ∇∇ + (G∇
2 + ω2ρ) I ] . u+ [ C∇∇+ ω2ρ f I ] . w = 0 (1)
[ C∇∇+ ω2ρ f I ] . u+ [ M∇∇+ ω
2ρ˜I ] . w = 0 ,
where u and w respectively denote the average solid displacement and the relative
fluid-to-solid displacement, ω is the angular frequency, I the identity tensor,∇∇ the gradient
of the divergence operator and ∇2 the Laplacian operator. The other quantities appearing in
equations (1) are medium properties.
The bulk density of the porous medium ρ is related to the fluid density ρ f , solid density ρs
and porosity φ:
ρ = (1− φ)ρs + φρ f . (2)
KU is the undrained bulk modulus and G is the shear modulus. M (fluid storage coefficient)
and C (C-modulus) are mechanical parameters. In the quasi-static limit, at low frequencies,
these parameters are real, frequency-independent and can be expressed in terms of the
drained bulk modulus KD, porosity φ, mineral bulk modulus Ks and fluid bulk modulus K f
(Gassmann; 1951):
KU =
φKD +
[
1− (1+ φ)
KD
Ks
]
K f
φ(1+ ∆)
,
C =
[
1−
KD
Ks
]
K f
φ(1+ ∆)
, M =
K f
φ(1+ ∆)
(3)
with ∆ =
1− φ
φ
K f
Ks
[
1−
KD
(1− φ)Ks
]
.
It is also possible to link the frame properties KD and G to the porosity and constitutive
mineral properties (Korringa et al.; 1979; Pride; 2005):
KD = Ks
1− φ
1+ csφ
and G = Gs
1− φ
1+ 3csφ/2
, (4)
where Gs is the shear modulus of the grains. The consolidation parameter cs appearing in
these expressions is not necessarily the same for KD and G (Korringa et al.; 1979). However,
to minimize the number of model parameters, and following the recommendation of Pride
(2005), we consider only one consolidation parameter to describe the frame properties. cs
typically varies between 2 to 20 in a consolidated medium, but can be much greater than 20 in
an unconsolidated soil.
Finally, the wave attenuation is explained by a generalized Darcy’s law which uses a complex,
frequency-dependent dynamic permeability k(ω) defined via the relationship (Johnson et al.;
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1994):
ρ˜ = i
η
ω k(ω)
with k(ω) = k0/
[ √
1− i
4
nJ
ω
ωc
− i
ω
ωc
]
. (5)
In equation (5), η is the viscosity of the fluid and k0 the hydraulic permeability. Parameter nJ
is considered constant and equal to 8 to simplify the equations. The relaxation frequency ωc =
η/(ρ f Fk0), with F the electrical formation factor, separates the low frequency regime where
viscous losses are dominant from the high frequency regimewhere inertial effects prevail. We
refer the reader to the work of Pride (2005) for more information on the parameters used in
this study.
The solution of equation (1) leads to classical fast P- and S-waves, and to an additional slow
P-wave (often called Biot wave) . The fast P-wave has fluid and solid motion in phase, while
the Biot wave has out-of-phase motions. At low frequency, the Biot wave has a diffusive
pattern and can be seen as a fluid pressure diffusion wave. At high frequency, the inertial
effects are predominant. This wave becomes propagative and can be seen on data, as Plona
(1980) firstly did, giving an experimental justification to the dynamic poroelasticity theory.
2.2Mesoscopic attenuation and more complex theories
Although the slow P-wave does not appear on the seismograms at low frequency, it plays
an important role in the attenuation process, as it produces loss of energy by wave-induced
fluid-flow. However, the attenuation as described in the Biot theory is not strong enough to
model the attenuation in the geological medium, especially at low (i.e. seismic) frequencies.
Attenuation processes can actually be separated into 3 different spatial scales, namely
microscopic, mesoscopic and macroscopic (Pride et al.; 2004). Within this classification, the
Biot mechanism of attenuation takes place at macroscopic scale (on the order of the seismic
wavelength). The microscopic attenuation is due to mechanisms that occur at the grain
size, such as the squirt flow mechanism (Mavko and Jizba; 1991). This mechanism leads
to attenuation mainly at high frequencies. The attenuation mechanism that prevails at low
frequency is the mesoscopic attenuation (Pride et al.; 2004), which is due to fluid flow that
occurs at boundaries between any medium heterogeneities whose size is between the grains
and the wavelength. This is particularly true for layered medium (Gurevich et al.; 1997;
Pride et al.; 2002) or when the medium contains 1) inclusions of different materials such as
composite medium or double porosity medium (Pride et al.; 2004; Santos et al.; 2006), or 2)
different fluids (Santos et al.; 1990) or patches of different saturation (Johnson; 2001).
Double porositymedium (DP in the text) refers to a porousmediumwhich contains inclusions
with different porosity and permeability properties (Pride et al.; 2004; Santos et al.; 2006).
Assuming that the most compressible phase (patches, phase 2) is embedded into the less
compressible one (host rock, phase1), the seismic properties of the phase 2 can be eliminated
from the homogeneised equations. This assumption allows Pride and Berryman (2003a) and
Pride and Berryman (2003b) to write the DP equations under the form of the classical Biot
theory (eq. 1). This involves the use of complex frequency dependent moduli KU , C and M.
These parameters are particularly function of the respective volume of each phases and of the
size of the patches. a denotes here the average radius of the spherical inclusions in the host
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Figure 1: P-wave velocities (left panel) and attenuations (right panel) with respect to the
frequency (between 1 and 108 Hz). Blue lines are for the double porosity theory for inclusion
sizes a = 1 cm (continuous line), a = 5 cm (dotted-dashed line) and a = 10 cm (dashed line).
Poroelastic response for the individual phases are the black lines. The results for the effective
single porosity theory, computed using weigthed average of each phase properties, are given
in red line.
rock. Finally, as the patches are assumed to be spherical, the shear modulus of the medium
is still real and not frequency dependent, and can be approximated by the geometric mean
of the modulus inside each phase. For the derivation and the detailled expressions of the
parameters, please refer to the work of Pride (2005); Pride et al. (2004).
To show how the mesoscopic attenuation due to DP media impacts the seismic properties, we
look for the modification of the P-wave velocity and attenuation. The medium is composed
by little patches of high permeable and high porosity medium in a less permeable one.
Following the work of Liu et al. (2009), we consider a sandstone with 3% sand inclusions.
The complex moduli KU , C and M are computed using the DP effective theory of Pride et al.
(2004), leading to the P-wave velocity and attenuation with respect to the frequency. The
results are compared to each single phase seismic properties results and to an effective single
porosity medium results, where moduli are computed by harmonic averages. Figure 1 shows
the P-wave velocity and attenuation (via the inverse of the quality factor) for the double
porosity media (for the inclusion radius a equal to 1, 5 and 10 cm), for the single porosity
effective medium and for the corresponding single phases media.
The P-wave velocity is much more dispersive for the double porosity media than for the
single porosity media. At high frequency, the P-wave velocity in double porosity medium is
much higher than for the equivalent single porosity medium. It shows two main changes at
the relaxation frequencies of each phase, which are at the transition between the diffusive and
the propagative regime of the Biot wave. It is worth noting that the size of inclusions a has
an strong effect on the low frequency behaviour. We observe similar patterns for the P-wave
attenuation (inverse of the quality factor). In double porositymedium, attenuation shows two
main peaks, associated with the two phases, while the equivalent single poroelastic medium
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produce only one single peak at high frequency. At low frequency (seismic frequencies), the
attenuation is very high for the double porosity medium, leading to quality factors that are in
good agreement with quality factors in geological materials. This pattern strongly depends
on the size of the inclusions. On the other hand, attenuation produced by single phase
medium is too low to be realistic. This means that the fluid flow at the boundaries between
heterogeneities plays a fundamental role in the attenuation process, that cannot be neglected.
These P-wave macro-characteristics will have a strong influence on the seismic waveforms.
Using a poroelastic theory is much more complex than an equivalent visco-elastic theory.
However, modelling seismicwaves with poroelastic theories take into account the mesoscopic
attenuation induced by fluid equilibration at layer interfaces or heterogeneity boundaries,
whereas a viscoelastic approach neglects this attenuation process. As shown by Pride et al.
(2004), this is the most important attenuation process at low frequency. As the shallow
subsurface has strong lateral and vertical heterogeneities, one should solve the full poroelastic
theory to deal with attenuation.
3. Numerical modelling of seismic waves in porous media
3.1 Forward modelling solver
The model properties m, which are the material parameters introduced in the previous
section, are nonlinearly related to the seismic data d via an operator f , i.e., d =
f (m). The forward problem has been solved by many authors, using different methods.
Analytical solutions have been derived for a homogeneous medium (Boutin et al.; 1987;
Philippacopoulos; 1997). The response of porous layered medium has been computed
using reflectivity methods in the frequency-wavenumber domain, such as the Kennett (1983)
approach (De Barros and Dietrich; 2008; Pride et al.; 2002). This method was also used to
solve the coupling between seismic and electromagnetic waves (Garambois and Dietrich;
2002; Haartsen and Pride; 1997). The poroelastic equations have been solved in 2D and
3D cases, mainly using finite difference schemes (Carcione; 1998; Dai et al.; 1995; Masson
and Pride; 2010; O’Brien; 2010) in the time-space domain. For discretisation issues, the
equations (1) should be decomposed in propagative and diffusive parts, that have to be
solved independently (Carcione; 1998). Other time domain numerical schemes have been
used, such as finite elements (Morency and Tromp; 2008) or finite volume (de la Puente
et al.; 2008). Finally, Dupuy et al. (2011) solved this problem in the frequency domain using
a discontinuous Galerkin approach. For a complete and precise review of the numerical
modelling used to solve the poroelastic problem, we refer the reader to Carcione et al. (2010)
In this paper, we will use three different techniques to illustrate our points:
• a 3D Finite Difference scheme (FD; O’Brien; 2010): The solutions of Biot’s equations
are obtained by fourth-order in space and second-order in time staggered-grid and
rotated-staggered-grid methods. Stability of the methods and accuracy of the solutions
have been carefully checked in the low-frequency domain.
• a reflectivity approach (SKB; De Barros and Dietrich; 2008; De Barros et al.; 2010): The
3D solution is obtained in the frequency-wavenumber domain for horizontally layered
media by using the generalized reflection and transmission method of Kennett (1983). The
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synthetic seismograms are finally transformed into the time-distance domain by using the
3D axisymmetric discrete wavenumber integration technique of Bouchon (1981).
• a Discontinuous Galerkin Method (DGM; Dupuy et al.; 2011): For 2 dimensions medium,
the discrete linear system for the Biot theory has been deduced in the frequency domain
for a discontinuous finite-element method, known as the nodal discontinuous Galerkin
method. Solving this system in the frequency domain allows accurate modelling of the
wave propagation for all frequencies.
The last two approaches are in the frequency domain, which has several advantages: 1) there
is no need to decompose the problem into diffusive and propagative parts; 2) all frequencies,
i.e., in the low- and high-frequency regimes, can be accuarately treated; 3) solving more
complex theories, such as double porosity or poroviscoelastic theories is straighforward and
does not require any modifications of the solver; and 4) frequency domain has been shown to
be the most efficient way to solve the Full waveform inverse problem, as the the solution has
to calculated only for a few frequencies (Pratt et al.; 1998).
3.2 Seismic waveforms in poroelastic medium
As already stated, the main improvement of using poroelastic versus elastic theories is in the
description of the attenuation from intrinsic medium parameters. Figure 2 gives an example
of poroelastic and elastic data computed by equivalent finite difference codes (FD, O’Brien;
2010). The medium is a complex 200m thick reservoir embedded into a homogeneous
half-space. The reservoir, modified from Manzocchi et al. (2008) is composed of 7 different
facies, with different mineral and frame properties (see Fig. 2, top). In order to mimic a time
lapse survey for CO2 geological storage in a saline aquifer, a baseline is first computed for
brine fully saturated medium. CO2 is then injected in the center of the reservoir and spread
out accordingly to the permeability, leading to areas containing gas of roughly 500 m and
2000 m diameter. The figure 2 presents the differential data (data with CO2 in the reservoir
minus baseline) for both gas extensions. The same modellings are run using equivalent elastic
properties (computed through the Gassmann formulation). As the velocities are equal, phases
of the elastic and poroelastic waves are the same. However, changes appear in amplitude,
mainly in the multiple reflected waves and coda. The amplitude differences are up to 40%
of the data. This stresses the importance of using attenuation in the forward modelling and
inversion processes. Even if the Biot theory cannot explain the full range of attenuation, it
leads to significant changes in the seismic waveforms.
Attenuation is due to the fluid movement. In the poroelastic theories, evidence for this is
in the relative fluid-to-solid motion and in the existence of the slow P-wave. The figure 3
reproduce the experiment performed by Plona (1980). The modelling is made using the
Discontinuous Galerking method (DGM) of Dupuy et al. (2011) and it is checked against the
reflectivity approach (SKB) used by De Barros and Dietrich (2008). A P-wave is generated
with an explosive source (central frequency of 200 Hz) in an quasi-elastic first layer (the Biot
wave is entirely diffusive in this layer) and is transmitted and converted into S-wave and
Biot wave at the interface with the second layer. Receivers are set into the second layer and
record the three waves. Two cases are studied: 1) a low frequency case, where the source
frequency is smaller than the cut-off frequency ( fc = 6400 Hz). The Biot wave, in this case, is
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Figure 2: Example of poroelastic + elastic numerical modelling to mimic differential data for
CO2 storage. Top) Resevoir models (left: Facies, right: Permeability) used in the modelling,
modified from Manzocchi et al. (2008). Elastic properties are computed using the Gassmann
relationships from the porous parameters. Middle) Left: Differential seismograms (model
with CO2 minus baseline) for elastic (red) and poroelastic data (black), and right: differences
between the elastic and poroelastic differential data. Bottom) Same as the middle panels, for a
different extension of CO2. Receivers and source are located on the free surface. The explosive
source has a 8Hz Ricker wavelet signature.
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Figure 3: Flat interface case: Left) Seismograms of (top) vertical solid uz, and (bottom) relative
fluid/solid, displacement components wz for the low-frequency regime; Rigth) Same in the
high-frequency domain. The SKB solution is indicated by a continuous line and the DGM by
crosses; dashed-dotted lines indicate differences between the two solutions (multiplied by a
factor of 5). PP, PBiot and PS2 stand for the converted P, Biot and S waves, respectively, and
PS1 stands for the conical wave associated with the direct P wave in the first layer. The two S
waves, PS1 and PS2, are going to be uncoupled at far offset.
not propagative and cannot be seen; 2) a high frequency case, the source frequency is higher
than the cut-off frequency ( fc = 0.64 Hz). This is obtained by decreasing the value of the fluid
viscosity by 10000. The Biot wave becomes propagative, and can be observed, mainly in the
fluid displacement data. In the seismograms of figure 3, the transmitted P-wave (PP), the
conical wave associated with the P direct wave in the first layer (PS1), and the transmitted
S-wave (PS2) are identified. These two S-waves (PS1 and PS2) are going to be uncoupled at
further offsets. In the case of the propagative Biot wave, the transmitted Biot wave (PBiot)
and the conical wave phases are still coupled, so the two waves are difficult to separate.
A similar case is studied in a double porosity medium. Taking the same source/receivers
layout with an explosive source in the first layer constituted by a quasi-elastic sandstone and a
line of receivers in the second layer composed by the double porositymediumdescribed in the
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Figure 4: Double porosity case: seismograms of top) solid displacement ux (left) and uz (right)
and bottom) relative fluid/solid displacements wx (left) and wz (rigth). The setup is the same
as for figure 3, source is in a quais-elastic layer, while receivers stand in a porous half space.
The double porosity solution is indicated by a continuous black line and the effective single
porosity by a dashed blue line. PP and PS stand for the converted P and S waves, respectively.
part 2.2 (sandstone with 3% of 1 cm spherical sand inclusions), we compute seismograms and
we compare double porosity results and effective single porosity results. The seismograms
of solid and relative fluid/solid displacements are given in Figure 4. The influence of the
double porosity homogeneization (via complex frequency dependent mechanic moduli) is
clearly visible on the transmitted P-waves. Particularly, the waveforms are strongly distorted
as the attenuation and dispersion are higher (see figure 1). As we are in the low frequency
domain, the Biot waves are not visible in the seismograms, but they responsible for the loss
of seismic energy. As predicted by the theory, the converted S-waves are not impacted by
the double porosity approach. In these examples, we have demonstrated the importance of
taking into account complex poroelastic theories in order to understand and reproduce real
seismic signals whose waveforms are strongly impacted by the presence of fluid and medium
heterogeneities.
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Figure 5: Sensitivity of the fluid and the mineral bulk modulus as a function of the
consolidation. Sensitivity of the parameters for P and S waves
4. Sensitivity analysis
In the next sections, we use the reflectivity algorithm SKB (De Barros and Dietrich; 2008) and
we focus on backscattered energy, i.e., we consider reflected seismic waves as in a seismic
reflection experiment. We further assume that, whenever they exist, waves generated in
the near surface (direct and head waves, surface and guided waves) are filtered out of the
seismograms prior to the analysis. The assumption of plane-layered media is admittedly too
simple to correctly describe the structural features of geological media, but it is nevertheless
useful to explore the feasibility of an inversion process accounting for the rheology of porous
media.
The sensitivity of the seismic waveforms to the model parameters is investigated for
layered medium by computing the first-order derivatives of the seismic displacements with
respect to the relevant poroelastic parameters. These operators, which are often referred
to as the Fréchet derivatives, are expressed via semi-analytical formulas by using the Born
approximation (De Barros and Dietrich; 2008). They can be readily and efficiently evaluated
numerically because they are functions of the Green’s functions of the unperturbed medium.
In each layer, we consider the eight following quantities as model parameters: 1) the porosity
φ, 2) the mineral bulk modulus Ks, 3) the mineral density ρs, 4) the mineral shear modulus
Gs, 5) the consolidation parameter cs, 6) the fluid bulk modulus K f , 7) the fluid density
ρ f and 8) the permeability k0. This parameter set allows us to distinguish the parameters
characterizing the solid phase from those describing the fluid phase. The fluid viscosity η is
one of the input parameter but it is not considered in the inversion tests as its sensitivity is
similar to the permeability.
Figure 5 (left) presents the sensitivity of the 8 parameters, for P and S waves. The sensitivity
of the reflected wavefield varies drastically among the different parameters. We note that the
reflected waves are especially sensitive to the mineral density ρs, porosity φ, shear modulus
Gs and consolidation parameter cs. If we have some knowledge about the mineral properties
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(i.e., Gs, Ks and ρs are fixed), the porosity φ and consolidation factor cs are the most sensitive
parameters and therefore the key parameters to consider in an inversion procedure. On the
other hand, the viscosity η and permeability k0 have only a weak influence (104 times smaller
than the porosity) on the wave amplitudes. The inversion for the parameters with such a
low influence on the seismic waves will therefore be very delicate if other parameters are
imperfectly known.
Figure 5 (right) shows the sensitivity of the P waves to the the fluid modulus K f and the
mineral solid modulus. We note that the fluid modulus K f has a stronger influence than the
solid modulus Ks if the medium is poorly consolidated. The inverse is true for a consolidated
medium. Similar patterns can be observed with the porosity: the higher the porosity, the
more the fluid has an influence on the seismic waves. This means that it will be easier to
determine fluid properties for an unconsolidated medium. For example, fluid substitution
due to CO2 injection leads to clear bright spot in Sleipner area (Norway, Arts et al.; 2004),
where the medium is poorly consolidated. The same set-up in stiff rocks does not produce
any clear images, like in Weyburn field (Canada, White; 2009)
To evaluate the coupling between parameters, we look at the Amplitude Versus Angle
(AVA) curves in figure 6 for the PP (left) and SS (right) reflected waves due to a small
and localized perturbation of a model parameter. We note that for some parameters, the
model perturbations lead to similar modifications of the seismic response. For example,
perturbations in densities and permeability show identical AVA responses. The same is true
for the bulk moduli. This strong coupling between parameters will prevent simultaneously
reconstruction of these parameters in an inversion process.
Morency et al. (2009) also investigate the sensitivity of the seismic waves in porous media.
They determine finite-frequency kernels based upon adjoint methods. They investigate
different parameter sets, in order to find the set that leads to the less coupling between
parameters. They conclude that decomposing the input parameters into seismic velocities
is the most stable approach in an inversion code.
5. Full waveform inversion
Full waveform inversion has shown to be an efficient and accurate tool to study the
subsurface in the acoustic and elastic wave theory (Brossier et al.; 2009). Historically, most of
the FWI methods (Lailly; 1983; Tarantola; 1984) have been implemented under the acoustic
approximation, for 2D model reconstruction (e.g. Gauthier et al.; 1986; Pratt et al.; 1998) or
3D structures (for instance, Ben-Hadj-Ali et al.; 2008; Sirgue et al.; 2008). Applications to
real data is even more recent (Hicks and Pratt; 2001; Operto et al.; 2006; Pratt and Shipp;
1999). The elastic case is more challenging, as the coupling between P and S waves leads
to ill-conditioned problems. Since the early works of Mora (1987) and Kormendi and
Dietrich (1991), the elastic problem has been addressed several times over the last years with
methodological developments (Brossier et al.; 2009; Choi et al.; 2008; Gélis et al.; 2007).
Using a poroelastic theory makes the problem even more difficult, especially because it adds
much more unknowns. To the best of our knowledge, the first attempt to solve this problem
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Figure 6: Energy of plane waves reflected from perturbations in ρs, ρ f , k0, φ, Ks, K f , Gs, and
cs, as a function of incidence angle. The eight upper panels and eight lower panels correspond
to PP and SS reflections, respectively. The curves are normalized with respect to the maximum
value indicated above each panel.
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weremade by De Barros and Dietrich (2008) and De Barros et al. (2010) for stratifiedmedia and
by Morency et al. (2009) and Morency et al. (2011) in 3-dimensional media. In the following
sections, we will describe the main results obtained from De Barros and Dietrich (2008) and
De Barros et al. (2010).
5.1 Inversion algorithm
Our method to determine the intrinsic properties of porousmedia is based on a full waveform
iterative inversion procedure. It is carried out with a gradient technique to infer an optimum
model which minimizes a misfit function. The latter is defined by a sample-to-sample
comparison of the observed data dobs with a synthetic wavefield d = f (m) in the time-space
domain, and by an equivalent term describing the deviations of the current model m with
respect to an a priori modelm0, i.e.,
S(m) =
1
2
||d− dobs||D + ||m−m0||M, (6)
where the L2-norms || . ||D and || . ||M are defined in terms of a data covariance matrix
CD and an a priori model covariance matrix CM (Tarantola; 1987). The model m contains
the description of one or several parameters in layers whose thicknesses are defined by
the peak content of the data (Kormendi and Dietrich; 1991). The model is updated using
a quasi-Newton algorithm, which involves the Fréchet derivatives obtained earlier. As
this problem is strongly non-linear, several iterations are necessary to converge toward an
optimum modelm, i.e, a model whose response d satisfactorily fits the observed data dobs.
5.2 Numerical Results
In order to determine the accuracy of the inversion procedure for the different model
parameters considered, we first invert for a single parameter, in this case the mineral density
ρs, and keep the others constant. The true model to reconstruct and the initial model used to
initialize the iterative inversion procedure (which is also the a priori model) are displayed in
figure 7. The other parameters are assumed to be perfectly known. Their vertical distributions
consist of four 250 m thick homogeneous layers. Parameters φ, cs and k0 decrease with depth
while parameters ρ f , Ks, K f and Gs are kept strictly constant.
Vertical-component seismic data (labelled DATA, fig 8) are then computed from the true
model for an array of 50 receivers spaced 20 metres apart at offsets ranging from 10 to 1000
metres from the source. The latter is a vertical point force whose signature is a perfectly
known Ricker wavelet with a central frequency of 25 Hz. Source and receivers are located at
the free surface. As mentioned previously, direct and surface waves are not included in our
computations to avoid complications associated with these contributions. Figure 8 also shows
the seismograms (labelled INIT) at the beginning of the inversion, i.e., the seismogramswhich
are computed from the starting model. Figure 7 shows that the true model is very accurately
reconstructed by inversion. As there are no major reflectors in the deeper part of the model,
very little energy is reflected toward the surface, which leads to some minor reconstruction
problems at depth. In figure 8, we note that the final synthetic seismograms (SYNT) almost
perfectly fit the input data (DATA) as shown by the data residuals (RES) which are very small.
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Figure 7: Models corresponding to the inversion for the mineral density ρs: initial model,
which is also the a priori model (dashed line), true model (thick grey line), and reconstructed
model (black line). The corresponding seismograms are shown in figure 8.
The inversions carried out for the φ, ρ f , Ks, K f , Gs and cs parameters (not shown) exhibit the
same level of accuracy. However, as predicted by De Barros and Dietrich (2008) and Morency
et al. (2009) with two different approaches, the weak sensitivity of the reflected waves to
the permeability does not allow us to reconstruct the variations of this parameter. Being
related to seismic wave attenuation and fluid flow, permeability appears as not only the most
difficult parameter to estimate but also the one which would have the greatest benefits to the
characterization of porous formations, notably in the oil industry (Pride et al.; 2003). One
possibility to estimate it is to measure the fluid motion, or, by reciprocity, to use fluid sources.
As observed in the sensitivity study, parameters are strongly coupled. Multiparameter
inversion is thus an ill-posed problem, which is, in most of the cases, not reliable, as errors on
one parameter will map into the reconstruction of the other parameter. The use of analytical
expressions for the sensitivity kernels allows an easy rearrangement of the parameter sets, in
order to invert for the most pertinent parameters. Using some a priori information, it is then
possible to efficiently decrease the number of parameters to reconstruct. For example, there
is no point to invert for both fluid parameters ρ f and K f , if we know that pores are filled by
either gas or water. It is much more efficient to invert only for the saturation rate.
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Figure 8: Seismograms corresponding to the inversion for the mineral density ρs:
synthetic data used as input (DATA), seismograms associated with the initial model (INIT),
seismograms obtained at the last iteration (SYNT), and data residuals (RES) computed from
the difference between the DATA and SYNT sections for the models depicted in figure 7. For
convenience, all sections are displayed with the same scale, but the most energetic signals are
clipped.
5.3 Differential inversion
To reduce the ambiguities of multiparameter inversion, a differential inversion has been
considered and implemented (De Barros et al.; 2010). Instead of dealing with the full
complexity of the medium, we concentrate on small changes in the subsurface properties
such as those occurring over time in underground fluid-filled reservoirs. This approach may
be particularly useful for time-lapse studies to follow the extension of fluid plumes or to
assess the fluid saturation as a function of time.
For example, the monitoring of CO2 underground storage sites mainly aims at mapping
the CO2 extension. Time lapse studies performed over the Sleipner CO2 injection site in
the North Sea (see e.g. Arts et al.; 2004) highlight the variations of fluid content as seen in
the seismic data after imaging and inversion. In this fluid substitution issue, the parameter
of interest is the saline water/carbon dioxide relative saturation. A differential inversion
process will allow us to free ourselves from the unknown model parameters. This approach
is valid for any type of fluid substitution monitoring problem, such as water-table variation,
gas and oil extraction or hydrothermal activity.
The first step in this approach is to perform a base or reference survey to estimate the solid
properties before the fluid substitution occurs. When performing a multiparameter inversion,
the model properties are poorly reconstructed in general. However, the seismic data are
reasonably well recovered. Thus, in spite of its defects, the reconstructed model respects the
wave kinematics of the input data. In other words, the inverted model provides a description
of the solid earth properties which can be used as a starting model for subsequent inversions.
The latter would be used to estimate the fluid variations within the subsurface from a series of
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Figure 9: Models corresponding to the differential inversion for the water saturation Sr : Initial
model (dashed line), true model (thick grey line), and reconstructed model (black line).
monitor surveys (second step). To test this concept, we perform an inversion for two strongly
coupled parameters, namely the porosity and the consolidation parameter. The resulting
models are then used as starting models. We perturb the fluid properties of the true model
to simulate a fluid variation over time. Two 30-metre thick layers located between 50 and 80
metres depth and between 110 and 140 metres depth are water depleted due to gas injection.
The water saturation then varies between 60 and 80% in these two layers (figure 9). Our goal
is to estimate the fluid properties by inverting the seismic data for the water saturation.
The model obtained is displayed in figure 9. We see that the location and extension of the
gas-filled layers are correctly estimated. The magnitude of the water saturation curve, which
defines the amount of gas as a function of depth, is somewhat underestimated in the top gas
layer but is nevertheless reasonably well estimated. In the bottom gas layer, the inversion
procedure only provides a qualitative estimate of the water saturation. These computations
show that the differential inversion approach is capable of estimating in reasonably good
quality the variations of fluid content in the subsurface without actually knowing the full
properties of the medium.
6. Conclusion
Using a poroelastic theory is much more complex than an elastic or a visco-elastic theory.
However, poroelastic theories are an attempt to quantitatively describe the attenuation
processes from the physical properties of the geological material. Furthermore, at seismic
frequencies, attenuation is dominated by the mesoscopic scale mechanism, involving fluid
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flow at the boundaries of any heterogeneities. Poroelastic theories intrinsically take into
account this loss of energy, while the equivalent visco-elastic approach neglects it. As the
near surface media are stronly heterogeneous, with strong lateral and vertical contrasts, and
different fluids involved, one has to deal with full poroelastic theories to accurately consider
attenuation and fluid-solid motions.
The sensitivity to the different parameters varies hugely among parameters, and parameters
are strongly coupled. Using a poroelastic theory to reconstructmodel properties is in its nature
an ill-conditioned problem. It shows however very promising possibility for differential
inversion, and for certain issues where the problems can be reduced to the determination
of only few parameters.
Poroelastic theories are, of course, not perfect yet, as they fail to give an universal law to
explain seismic wave attenuation and propagation. They are however the direction to go if
one wants to use full waveform inversion to make quantitative imagery of the rock physics
and subsurface fluids. In particular, the permeability is a key parameter for exploration;
the reconstruction of such a parameter from seismic waves will necessary require the use
of complex poroelastic theories. Development in this direction still has to be continued. In
particular, for imagery problems, data have to be improved to get around the problems of
coupling between parameters. This can be done by using the information carried by fluid
motions, which can give new insight into the permeability and the fluid properties, or by
exploring in deeper details the coupling between seismic and electromagnetic waves.
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