Abstract. Block truncation coding (BTC) is a well known lossy compression scheme. Due to its low complexity and easy implementation, BTC has gained wide interest in its further development and application for image compression. Based on simple thresholding, BTC retains sharp edges and thus leads to artifacts such as the staircase effect. The second problem encountered in BTC is the splitting of homogeneous regions, which produces false contours. In this work a fuzzy approach of BTC to avoid truncating homogeneous blocks and to preserve smooth edges in two-cluster blocks is proposed. Each image block, viewed as a fuzzy set, is segmented into two clusters using a fuzzy clustering algorithm. The block is then encoded by modified fuzzy weighted means of the two clusters. Initialization strategies of the fuzzy clustering algorithm and a contextual quantization method are proposed. Experimental results show an improvement of visual quality of reconstructed images and peak signal-to-noise ratio when compared to BTC, economical BTC (EBTC), absolute moment BTC (AMBTC), and a minimum mean square error quantizer (MMSEQ). Computation time required by AMBTC, EBTC, and fuzzy BTC methods are reported. © 2002 Society of Photo-Optical Instrumentation Engineers.
Introduction
Block truncation coding ͑BTC͒ is a well known lossy image compression scheme. 1 Due to its low complexity and easy implementation, BTC has gained wide interest in its further development and application in image data compression. This block-based method is a two-level quantizer that adapts to local properties of the image. The reconstruction levels of the quantizer are chosen to preserve the first and second moments of the block. The blocks are coded individually and each one is described by the values of mean, standard deviation, and an NϫN bit plane consisting of ones and zeros, indicating whether pixels are above or below a decision level ͑e.g., mean value of the block͒. Blocks are typically 4ϫ4 in size. BTC has found applications in coding color images 2, 3 video, 4 and visual pattern coding. 5 BTC is also attractive for hardware implementation. 6 Lema and Mitchell 7 modified the one moment-preserving constraint of BTC and derived a new method, called absolute moment BTC ͑AMBTC͒, which outperforms BTC in computational complexity and mean square error ͑MSE͒. 7 In addition to the first moment, AMBTC preserves the first absolute central moment rather than the simple variance, which is required in BTC. Instead of using the first absolute moment as a constraint in AMBTC, the minimum mean square error quantizer ͑MMSEQ͒ searches for a threshold for each block to meet the criterion of minimizing MSE. 1 It has been shown that performances of AMBTC and MMSEQ coding methods are almost identical. 8 Other techniques are also proposed to find the optimal threshold for BTC using MSE as a fidelity criterion. [9] [10] [11] Due to its relatively high bit rate, different variants of BTC aimed at reducing the bit rate using median filtering, 12 discrete cosine transform, 13 or interpolation 14 are proposed. These improvements, however, are achieved at the cost of decreasing image quality. To improve the quality of the reconstructed image, a BTC with more than two quantization levels has been developed. 15 Vector quantization ͑VQ͒, which provides a high compression ratio and multilevel quantizer ability, has been combined with BTC to reduce the bit rate and improve edge degradation. 16, 17 The main difficulty in applying BTC is finding an adequate decision boundary to separate the data block into two classes. Obviously, the mean of the total pixel values is not an optimal threshold in the sense of minimizing MSE. Furthermore, thresholds generated by BTC 1 and its variants 7,9-11 are difficult ones. Indeed, these thresholds may retain sharp edges, and this leads to artifacts such as the staircase effect, while edge regions are not always sharp but smooth ones. A second problem encountered is the splitting of the homogeneous blocks, which produces false contours. The aim is a two-level coding scheme that avoids truncating homogeneous blocks and preserves smooth edges in two-cluster blocks. For block truncation, a clustering method is more robust against noise than a simple graylevel thresholding-based method. Boundaries of real data structures ͑clusters͒ are not well defined ͑fuzzy͒ and the transition from one cluster to another is not abrupt but smooth. Thus, formulation of the block truncation should be done fuzzy instead of crisp using a fuzzy set theory. It is convenient and appropriate to regard image regions as fuzzy subsets of the image, 18 -19 Fuzzy subsets are characterized by the possibility ͑degree͒ of each pixel belonging
to them. Note also, since a gray-level picture possesses some ambiguity with pixels due to the possible multivalued levels of brightness in the image, it is justified to apply the concept of fuzzy logic to image compression problems. 20, 21 One popular method for assigning multisubset membership values to pixels, for either segmentation or other processing, is the fuzzy C-means ͑FCM͒ algorithm. We propose a BTC method based on a FCM algorithm called fuzzy BTC ͑FBTC͒.
Fuzzy Clustering
A basic problem that arises in a great variety of fields including pattern recognition, machine learning, and statistics, is the so-called clustering problem. It plays a key role in searching for structures in data. Each of these structures is called a cluster, a region in which the elements ͑objects͒ are as similar as possible to each other and at the same time as different from those of the other sets as possible. In this work, data clustering is viewed as a data partitioning problem. For partitioning datasets into groups of similar objects, it has been argued that fuzzy approaches often work better than crisp ones. [22] [23] [24] This is the case with many iterative algorithms that converge to a local minimum of the objective function, without any assurance of its proximity to the global minimum. In this situation a fuzzy clustering method evolves more smoothly to the global minimum, whereas a crisp method bears more risk to get stuck in a local minimum. 25 Consider a set of n vectors X ϭ͕x 1 , . . . ,x n ͖ʚR p to be clustered into c͕1, . . . ,n͖ subsets that represent the structure of X. Each x k R p is a feature vector consisting of p real-valued measurement ͑color, length, . . . ͒ describing the features of the object represented by x k . Clustering in unlabeled data X is the assignments of labels to objects generating X. c-partitions of X are sets of (cϫn) values ͕ ik ͖ that can be conveniently arranged as a (cϫn) matrix Uϭ͓ ik ͔. Each element, ik , represents the membership degree of x k to belong to the i'th cluster. The set of all cϫn nondegenerate constrained fuzzy partitions, A cn , is defined as follows:
A well known model of fuzzy clustering in X is the following objective function 22 :
UA cn is a fuzzy partition matrix, m͓1,ϩϱ͓ is a weighting exponent called the fuzzifier, V ϭ(v 1 ,v 2 , . . . ,v c ) is the vector of unknown cluster centers ͑prototypes͒, v i R p for 1рiрc and ͉͉x͉͉ A ϭ(x T Ax) 1/2 is any inner product norm where A is any positive definite matrix. Good partition U* of X is taken from (U*,V*) that are local minimizers of J m . The usual method to optimize J m is to use partial optimization of U and V. One can first fix U and find necessary conditions on V to minimize J m . Then we fix V and minimize J m with respect to U. 22 Approximate optimization of J m by FCM is based on iteration through the following conditions for its extrema:
The FCM algorithm consists of iterations alternating between Eqs. ͑3͒ and ͑4͒. This algorithm converges to either a local minimum or a saddle point of J m .
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Fuzzy-2-Mean (F2M) Algorithm
Since the BTC scheme is based on a two-level quantizer, fuzzy clustering is restricted to two clusters. In this case, it is easy to see that membership degrees ik can be reduced to:
Contextual Quantization Output Levels
Prototypes v i ͓Eq. ͑4͔͒ can be used as reconstruction levels. 21 In this work, output levels of the quantizer, q 1 and q 2 , are estimated as the weighted fuzzy means of the clusters C 1 and C 2 respectively. Indeed, for a better estimation of a level of cluster C i , only pixels affected to this cluster contribute to the output level. Levels are defined as follows:
where i͕1,2͖. Relation ͑10͒ is the rule of the maximum membership degree ͑defuzzification͒. ␤(i,k) is a weighting component, which acts like the degree of fuzziness m, and its value depends on the cluster homogeneity. Compared to m, which is fixed for all data points, 22 ␤(i,k) is block and cluster dependent. This component is introduced to give more weight for typical pixels of the cluster C i to others to compute the output level. It is easy to see that ␤(i,k)
For ␤(i,k)ϭ0 ͑uniform cluster͒, the weighted fuzzy mean q i coincides with the arithmetic mean of the cluster. The closer ␤(i,k) gets to zero, the more typical pixel x k is. The decoder reconstructs the image block using the calculated levels q 1 and q 2 . To use less than 8 bits each for q 1 and q 2 , only the difference between levels ͉q 1 Ϫq 2 ͉ and one prototype are transmitted.
Initialization of F2M Algorithm
As an iterative technique, the FCM algorithm is sensitive to initial starting membership degrees. This problem is not exclusive to the FCM algorithm but shared with many clustering algorithms that work as a hill-climbing strategy. Furthermore, due to the limited number of pixels to be clustered per block ͑i.e., 16͒ and to the fact that block pixels are spatially correlated, an adequate block initialization is required to avoid the F2M to be easily trapped inside a local minimum. In this work, four spatial initializations corresponding to four principal edge orientations ͕0,45,90, and 135 deg͖ and an initialization based on the mean gray level of the block, like in the BTC scheme, are proposed. The aim of these initializations is to detect possible heterogeneous or homogeneous blocks before fuzzy clustering, thus making FBTC a more robust method. However, one may be restricted to only one initialization. The block is first initialized ͑truncated͒ spatially with ϭ0 deg ͓Eq. ͑11͔͒ and the corresponding mean values of the generated classes are compared. If these two values are different, the block clustering is started. If the spatial initialization for ϭ0 deg fails another ͕0,45,90, and 135 deg͖ is tested and so on. If all spatial initializations fail, the block is truncated using its mean gray level value ͓Eq. ͑12͔͒. Let x(i, j) denote the pixel value at location (i, j) in the image, and i and j the row and the column respectively. In this study, a point (i, j) is represented by a scalar k, whose value depends on the scanning order of the block. Spatial initializations are defined as follows: 1. Edge block ():
where ͕0,45,90, and 135 deg͖. 2. Mean of the block:
where X is the mean of the block. ͉N͉, ͉N 1 ͉ and ͉N 2 ͉ are the cardinals of the block, clusters 1 and 2, respectively. For an edge block, initialization clusters 1 and 2 are defined by the sets N 1 ϭᎭ and N 2 ϭᎭϪᎭ , respectively.
Proposed Image Coding Algorithm
The proposed FBTC works as follows. The image is partitioned into nonoverlapping NϫN blocks ͑i.e., NϫNϭn ϭ16). F2M algorithm segments each block pixels into two clusters ͑i.e., cluster 1, cluster 2͒. It is achieved as follows: FBTC algorithm ͕ Choose a threshold value ⑀ and set iteration counter tϭ1. Initialize U (t) using equations (7),(11), or (12) . while(͉͉U (tϩ1) ϪU (t) ͉͉р⑀) ͕ Calculate prototypes using Eq. (4). Calculate U (tϩ1) using Eqs. (6) and (7). Increment t.
Estimate the two-level block q 1 and q 2 using Eq. (8). ͖
Results
Thirteen well known gray-scale images, each with 256 ϫ256 pixels and 8 bits/pixel resolution are tested on a PC Ϫ3 . The fuzzifier m is fixed at 1.5. 22 In this work, the Euclidean inner product norm is used (A is the unit matrix͒. As a commonly used measure in a variety of coding systems, peak signal-to-noise ratio ͑PSNR͒ is adopted for evaluating objective quality. PSNR is defined as PSNRϭ10 log 10 255
where 255 is the peak gray level of the image, x(i, j) and x (i, j) are the pixel gray levels from the original and the reconstructed images, respectively, and M ϫM is the total number of pixels in the image. Data rate R is determined by the block size ͉N͉ and the numbers of bits f 1 and f 2 to quantize q 1 and q 2 respectively. R is given by (͉N͉ϩ f 1 ϩ f 2 )/͉N͉ bits per pixel ͑bpp͒. For instance, for a block size ͉N͉ϭ4ϫ4 and using f 1 ϭ f 2 ϭ8 bits, the image would be compressed to 2 bpp ͑see Table 1͒ . See, for example, the leap, the right pupil, and the right cheek where the contouring and staircase effects are clearly reduced in the FBTC-encoded image than in the AMBTC one. This result also illustrates that threshold generated by F2M is optimal compared to that based on the pixels mean block. Results shown in Figs. 2 and 3 are well expected. Indeed, in AMBTC or BTC, an homogeneous block with one pixel ͑outlier͒ whose value is far from those of the remaining pixels is split into two classes and this turns in a false contour. While in FBTC, this outlier pixel constitutes a cluster by itself to avoid a false contour. Table 2 PSNR performance for AMBTC, EBTC, and FBTC and the corresponding improvement in dB when the block size is 4ϫ4. 8 It can also be seen from Table 1 that PSNR produced by the EBTC algorithm is slightly better than that of AMBTC and MMSEQ. We list in Table 3 the execution time needed in EBTC, FBTC, and AMBTC methods with block sizes 4ϫ4 and 8ϫ8. As shown in Table 3 , the processing time of AMBTC is much faster than that of the FBTC and EBTC methods. On the average, AMBTC, EBTC, and FBTC require 0.05, 0.158, and 0.336 s, respectively. In other words, the computing cost of FBTC is 2.12 times the cost of EBTC and 6.72 the cost of AMBTC. However, the improvement of FBTC over EBTC is up to 3.074 dB for Rϭ1.25 bpp ͑bridge image͒. We can say that there is a good compromise between the PSNR produced by FBTC and the processing time required. FBTC is computationally more demanding than AMBTC or EBTC due mainly to the five initializations in Eqs. ͑11͒ and ͑12͒ tested for each block, and to the contextual quantization evaluated by the formula in Eq. ͑8͒. If we restrict ourselves to only one initialization, the FBTC scheme becomes faster. Recall that these initializations are introduced to avoid the F2M algorithm being easily trapped inside a local minimum and consequently to make FBTC a more robust method. Different values of the stop criterion, ⑀ ranging from 10 Ϫ1 to 10 Ϫ6 , have been tested with block sizes 4ϫ4 and 8ϫ8. The best results, in PSNR, have been obtained for ⑀ϭ10
Ϫ3 . For ⑀Ͼ10 Ϫ3 , we have not observed significant improvements of PNSR values. Note that in general ⑀ is empirically chosen. 21, 22, 26 Although still widely used, the PSNR generally does not correlate well with subjective judgments. Thus, development of the objective quality measure for image compression based on the human visual system is urgently required. Compared to the reconstruction level methods used in Ref. 21 , in this work each quantizer (q 1 or q 2 ) is not estimated using all block pixel values ͓Eq. ͑4͔͒, but only the pixels of C 2 ) . This contextual quantization reduces the error reconstruction pixel value, particularly in a heterogeneous block. However, this reconstruction level leads to erroneous output levels when the subblock (q 1 or q 2 ) contains outliers. This is due to the fact that the FCM algorithm does not distinguish outliers from nonoutliers. To avoid this problem, one may use possibilistic c-means 26 as a clustering algorithm, but it is heavily dependent on initialization and requires the estimation of the bandwidth of each cluster. The FCM clustering method is a gradient-based algorithm that converges to a local minimum. A practical solution to the initialization problem is to perform the clustering several times, initializing randomly each time. Thus, in this work five initialization strategies are proposed. The aim of these initializations is to detect possible heterogeneous or homogeneous blocks before fuzzy clustering. Only four basic orientations, which occur in the coding of nature images, among a large number of edge blocks are considered. No information about the position of the edge block is incorporated.
Conclusion
A new technique called FBTC is proposed for encoding still images. The encoding method divides each image block into two clusters using a fuzzy clustering algorithm. Although there is no mathematical proof of the superiority of FBTC over BTC and AMBTC, experimental results performed on 13 well known gray-scale images have shown that FBTC improves the perceptual quality of these encoded images and increases the corresponding PSNR values. There is a tradeoff between the PSNR and the computation time. Like AMBTC, one advantage of FBTC is its simplicity, and it is not time consuming. The proposed coding method can be combined with the VQ method for better image quality and compression, as was done in Refs. 16 
