This article details the development and implementation of an incompressible solver for simulation and design in variable density incompressible flows with heat transfer. In the low-Mach approximation of the Navier-Stokes equations, density can vary as a function of transported scalars, and in this case, density varies with temperature from a coupled energy equation. These governing equations are spatially discretized using a finite volume method on unstructured grids and solved in a coupled manner with a custom preconditioning approach. The implementation is within the SU2 suite for multiphysics simulation and design, and it has been algorithmically differentiated to construct a discrete adjoint for efficient sensitivity analysis. Results demonstrating the primal solver on a set of standard verification and validation cases and adjoint-based shape optimization are presented.
I. Introduction
In this article, we pursue the development and implementation of a solver for variable density incompressible flows with heat transfer. Variable density, low-speed flows are of interest for many applications, such as natural (buoyancy-driven) or forced convection problems, environmental flows, fire simulations, or for reacting flows, such as combustion simulations. In these situations, the Mach number can be very small, but the effects of heat transfer and the accompanying variations in density remain important.
One approach for this regime is to apply the fully compressible form of the Navier-Stokes equations for conservation of mass, momentum, and energy. Unfortunately, it is well known that the equations become very stiff at low Mach numbers, resulting in poor convergence behavior for density-based, compressible codes, and the numerical methods applied typically suffer from accuracy issues due to artificial dissipation that is poorly scaled at small Mach numbers (related to disparate scales of convection/acoustics). Preconditioning approaches for the compressible Navier-Stokes equations at low speeds can be a remedy, and they have been successfully demonstrated in literature by many authors. [1] [2] [3] [4] [5] [6] [7] [8] These approaches can be an ideal choice for flows with mixed high and low Mach numbers. However, they carry more complexity than necessary for purely low-speed flows, which could lead to convergence or performance issues or more restrictions on the numerics.
On the other hand, the flow can be treated as incompressible. In order to include heat transfer effects in incompressible flows, the energy equation, or a temperature evolution equation, must be solved in addition to the continuity and momentum equations for the fluid. The specific coupling of the energy equation will depend on the situation. For constant density fluids, the energy equation can be solved with a one-way coupling, essentially as a passive scalar, or be two-way coupled through the Boussinesq approximation for problems with suitably small temperature variations. However, for some problems, large density variations are critical even at very small Mach numbers, such as in reacting flows, and a more elaborate model is necessary. Here, the low-Mach number formulation of the equations is an attractive choice.
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The appeal of the low-Mach Navier-Stokes equations is the ability to treat incompressible fluids that feature large density variations while avoiding the complexity of the fully compressible form of the NavierStokes equations. Density is decoupled from pressure and determined from an equation of state that is a function of transported scalars, such as temperature. This decoupling of the thermodynamic pressure removes the acoustics from the equations. Practically speaking, the low-Mach approximation, arrived at The preconditioning approach is implemented to solve the governing equations in the context of a general, unstructured finite volume code with vertex-based schemes, and it allows for solution of the incompressible Euler, laminar Navier-Stokes (constant or variable density), or Reynolds-averaged Navier-Stokes (RANS) equations within the same solver framework. It is implemented within the SU2 software suite. [18] [19] [20] SU2 is an open-source collection of software tools written in C++ and Python for performing multiphysics simulation and design. Motivating factors for this particular development direction include the opportunity to leverage an existing artificial compressibility solver within SU2 as a starting point, 21, 22 the potential for performing time-accurate calculations in the future (combining the preconditioning with dual time-stepping), and the availability of tools for adjoint-based design in SU2.
Adjoint methods for use in gradient-based optimal shape design have come a long way since early pioneering efforts in incompressible flows and airfoil design. 23, 24 Today, these methods are applied to large-scale problems of interest in the aircraft, automotive, and other engineering industries, and their effectiveness for efficient design optimization has been well documented in a rich body of literature over the past several decades. Thanks to collaboration across the open-source community, SU2 contains multiple implementations of the adjoint methodology with supporting tools for design all within the same codebase, including a continuous adjoint and a discrete adjoint constructed via algorithmic differentiation (AD) of the code.
A secondary contribution of this article is a verification and validation (V&V) of the preconditioning approach as implemented in SU2. A set of common laminar and RANS V&V cases are simulated, and the results are compared to analytical solutions, well-established codes, and experiment in order to build a high degree of confidence in the implementation. This article can be considered a reference to build upon for future users and developers of the incompressible solver in SU2.
This paper is organized as follows. Section II covers the governing equations and presents the development of the preconditioning approach. The numerical implementation of the equations is explained in Section III. Then, in Section IV, a series of V&V cases are detailed. Adjoint-based shape design is also demonstrated for a heated cylinder in cross-flow. Finally, in Section V, we will summarize the major conclusions of the article.
II. Modeling
In this section, the governing equations for variable density, incompressible flow are described, including details on the different fluid models that are available. For completeness, the general approach to forming an adjoint problem from the governing equations, or primal, is also presented.
A. Governing Equations
We are concerned with incompressible, viscous fluid flows involving heat transfer governed by the low-Mach Navier-Stokes equations. The governing equations can be expressed in differential form on a domain Ω ⊂ R 3 with a disconnected boundary that is divided into a solid wall S, an inlet boundary Γ in , and an outlet boundary Γ out , as the following:
where the conservative variables are U = {ρ, ρv, ρc p T } T . The second line of (1) represents the no-slip condition at a fixed, solid wall, the third line represents an isothermal condition at the wall (a heat flux condition is also possible), and the final two lines represent inlet and outlet boundary conditions on which the inlet velocity and outlet pressure can be imposed, respectively. Q is a generic source term to be discussed later. The convective and viscous fluxes can be written as
where ρ is the fluid density,v = {u, v, w} T ∈ R 3 is the flow speed in Cartesian system of reference, p is the dynamic pressure,τ is the viscous stress tensor, c p is the specific heat at constant pressure, T is the temperature, κ is the thermal conductivity, µ is the viscosity, and the viscous stress tensor can be expressed in vector notation asτ
In the low-Mach approximation of the equations, the pressure is decomposed into thermodynamic and dynamic components. In Eqn. 2, p is interpreted as the dynamic pressure in the governing equations, and p o is the thermodynamic pressure, which is constant in space. In this article, we will assume the thermodynamic pressure is also constant in time, but it must be computed if not. 11 The system in (1) is closed with an equation of state for the density as a function of temperature alone. Assuming an ideal gas with a ratio of specific heats γ and gas constant R, one can determine the density from ρ = p o /RT . We assume a constant Prandtl number P r such that the conductivity varies with viscosity as κ = µc p /P r. It is also possible to solve additional equations as part of the system in (1) for updating the density or the transport coefficients, such as adding equations for multiple species in reacting flows, but this is not discussed here. The topic of complex fluid modeling within the present framework is left for future work.
For laminar flows, µ is simply the dynamic viscosity µ dyn , which can be constant or assumed to satisfy Sutherland's law 25 (a function of temperature alone), and P r is the dynamic Prandtl number P r d . For turbulent flows, we solve the Reynolds-averaged Navier-Stokes (RANS) equations. In accord with the standard approach to turbulence modeling based upon the Boussinesq hypothesis, 26 which states that the effect of turbulence can be represented as an increased viscosity, the viscosity in Eqn. 3 is divided into dynamic and turbulent components, or µ dyn and µ tur , respectively. Therefore, the effective viscosity in Eqn. 3 becomes
Similarly, the thermal conductivity in the energy equation becomes an effective thermal conductivity written as
where we have introduced a turbulent Prandtl number P r t . The turbulent viscosity µ tur is obtained from a suitable turbulence model involving the mean flow state U and a set of new variables for the turbulence. The Shear Stress Transport (SST) model of Menter 27 and the Spalart-Allmaras (S-A) 28 model are two of the most common and widely used turbulence models and will be used in this work.
B. Preconditioning Approach
In this section, the approach of Weiss and Smith 6 is followed in order to develop a preconditioning strategy for solving the low-Mach equations with a coupled method. Note that the main difference in the following development from previous work is that it starts from the low-Mach equations rather than the fully compressible Navier-Stokes equations. The equation of state for density is assumed to be a function of both pressure and temperature during the manipulations, or ρ = ρ(p, T ), to arrive at general expressions that can be simplified later.
We will work in terms of primitive quantities V = {p,v, T } T , which is a natural choice for an incompressible solver, so we first transform our governing equations from conservative to primitive variables with transformation matrix M :
where
transforms the conservative variable vector to the primitive vector and ρ p = ∂ρ ∂p and ρ T = ∂ρ ∂T are the partial derivatives of the equation of state with respect to pressure and temperature, respectively. We next transform the equations into non-conservative form through premultiplication of an additional transformation matrix K, which can be written as
to give
It is important to note the difference in the matrix K here as compared to that of Weiss and Smith (Eqn. 3 in the original article 6 ). Due to the simplifications to the energy equation inherent in the low-Mach formulation of the equations, the bottom row of K contains fewer entries, and this simplification carries through the remainder of the manipulations. Ultimately, this will lead to a slightly simpler preconditioning overall. Inspecting KM , we see
and from here, we form the preconditioning approach. In incompressible flow, ρ p = 0, and since we have limited ourselves to operating in the incompressible regime by construction, we will replace it with a value proportional to the magnitude of the velocity in the domain, which will control the eigenvalues of the system. Therefore, we form the preconditioning matrix Γ nc to replace KM as
where β is our preconditioning factor related to the maximum velocity in the domain. To arrive at the final form of the preconditioned equations in conservation form, we introduce Γ nc and premultiply by K −1 to give
The choice of nomenclature for β is not arbitrary, rather it is chosen to draw the clear link between the present preconditioning approach and the artificial compressibility method, where β is typically used. However, the matrix Γ in Eqn. 13 represents a preconditioning that treats all equations simultaneously with a pressure time derivative term, rather than only the density equation treatment in the classic artificial compressibility approach. In the author's experience, treating all equations with the preconditioning is critical for the stability and robustness of the method. Early attempts to simply introduce an energy equation with the classic artificial compressibility method were challenging and often met with divergence, especially when fully coupling the energy equation for variable density laminar or RANS problems. As noted previously, the preconditioning here can be seen as a generalization of the artificial compressibility approach to all equations in the governing system, which has been discussed by Turkel 1 for several types of flows. For steady problems, Eqn. 12 is relaxed in pseudo-time until the time derivative term vanishes and the divergence-free condition is satisfied for isothermal flows, providing an incompressible solution. Therefore, the β parameter is disposable, and in practice, it affects the convergence behavior of the solution more than the accuracy. Several authors have investigated β and its impact. 1, 8, 22 Following Riedel, 14 we choose the following for a problem independent scaling of β:
where is a user-provided value (default value of 2.0) and (v ·v) max is the maximum squared velocity in the domain, which is updated with each time step for an adaptive β value. More advanced tunings of β are possible, such as those by Colin et al., 8 but Eqn. 14 performs robustly for all test cases considered in this article without modification. As noted in the literature, the preconditioning in Eqn. 12 destroys the timeaccuracy in this form, but time-accurate flows can be computed in a straightforward manner by combining the approach with a dual time-stepping method.
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Lastly, we can obtain the eigenvalues Λ Γ of the preconditioned system from
wheren = {n x , n y , n z } is the local normal vector,Ā c Γ is the preconditioned convective flux Jacobian, and we see that, as usual with an artificial compressibility-type approach, β acts as a pseudo speed of sound.
C. Variations on the Fluid Modeling
The governing equation set in (1) in the preconditioned form of Eqn. 12 is very flexible for handling a number of variations in the modeling assumptions, from constant density inviscid flows up to variable density turbulent flows with a two-way coupled energy equation and temperature-dependent transport coefficients. In this section, we will briefly cover several different modeling approaches that one can apply.
Constant Density Flows
The preconditioned system can easily be applied to constant density flows by removing the coupling from the energy equation back to the mass / momentum equations through the equation of state. Here, we assume a constant density that is no longer dependent on temperature, or ρ = ρ o , and in this case, the preconditioning matrix becomes
as ρ T = 0. With the preconditioning in Eqn. 16 and a constant density assumption, the energy equation is simply one-way coupled from mass / momentum to energy and can be optionally computed. For constant density problems without heat transfer (isothermal), the energy equation is unnecessary, and the final row and column of Eqn. 16 can be removed:
Eqn 17 makes the clearest connection to the artificial compressibility approach and the analysis of Turkel 1 concerning the inclusion of pressure time derivatives for all equations in the system. If an inviscid assumption is appropriate for a given problem, the incompressible Euler equations can be recovered from the preconditioned system by eliminating all viscous terms and removing the energy equation. Here, we have the simplest subset of the present framework with a constant density assumption, the convective terms only, and the preconditioning in Eqn. 17. With the Euler equations, flow tangency boundary conditions are applied to solid surfaces in place of the no-slip condition.
Body Forces
A general body force can be added by including the following source term in (1):
wheref = {f x , f y , f z } T is a body force vector.
Natural Convection
For natural convection-type problems with large temperature variations, we assume a variable density fluid with a suitable equation of state ρ = ρ(T ) along with gravity. In this case, Eqn. 18 takes the form of a buoyancy term and can be expressed as
where we subtract the constant operating density ρ o multiplied by gravityḡ in order to remove the hydrostatic pressure component, which can be important from a numerical implementation point of view, especially for boundary conditions. If the temperature variations are small, we can make a final simplification and apply the Boussinesq approximation for the source term instead as
where we assume a constant density fluid throughout the calculation (ρ = ρ o ) but approximate the difference (ρ − ρ o ) from Eqn. 19 with variations in temperature from a one-way coupled energy equation. β is the thermal expansion coefficient, and T o is the operating temperature.
Axisymmetric Flows
For axisymmetric flows, it is possible to rewrite the equations in a cylindrical coordinate system such that one obtains a 2D formulation of the equations that can be solved numerically for both 2D planar flows or axisymmetric flows with an added source term. 30, 31 It is also possible to introduce swirl terms for velocity in the circumferential direction for axisymmetric flows, but that is not considered here. The following source term should be added to (1) for axisymmetric flows:
where y is the y-coordinate in the cartesian reference frame of the 2D grid (the radial direction in cylindrical coordinates) and the axis of symmetry lies along y = 0. The first term in each expression in Q in Eqn. 21 is the contribution from the convective terms, while the others are contributions from the viscous terms, which are zero for inviscid axisymmetric flows.
D. Adjoint Method
The adjoint method is a highly efficient sensitivity analysis technique that allows the calculation of the sensitivity of a single objective function (e.g., drag, pressure drop, heat flux, etc.) with respect to an arbitrary number of control parameters (design variables) at a fixed cost that is roughly equivalent to an additional solution of the primal problem. These sensitivities can be used for gradient-based design optimization, uncertainty quantification, or even for simply gaining intuition into a complex system, for example. With the primal problem formally defined, we can now formulate a corresponding adjoint problem, which we will do at a high level in this section before discussing the implementation later. After our development above, we can now define our governing equations for the analysis of our particular problem as the preconditioned form in Eqn. 12. Next, we define a functional of interest, and this objective function J should be computable from the solution of our governing equations R(V ) = 0. Lastly, we define our vector of control input parameters, or design variables α, which are used to control our chosen objective function J.
We assume that the governing equations and the objective function are both functions of the flow solution state V as well as the specific design variables α, i.e., R = R(α, V (α)) and J = J(α, V (α)). Taking the total derivative of J with respect to α, we find that
The fluid state is constrained to satisfy the governing equations, or R(α, V (α)) = 0, so we can also take the total derivative of R to give
The direct approach to evaluating dJ dα would to solve Eqn. 23 for ∂V ∂α due to a perturbation for each entry in α and to use it to compute the derivative of J with Eqn. 22. The partial derivatives of J and R can be relatively inexpensive to calculate, but the partial derivative of the fluid state V can be extremely expensive to evaluate. Unfortunately, this makes the direct method prohibitively expensive for a large vector of design variables α.
However, there is another option for computing dJ dα that is highly efficient when the design space is large: the adjoint approach. We introduce a Lagrange multiplier Ψ multiplied by Eqn. 23, subtract the result from Eqn. 22, and rearrange to give
where dJ dα
T is a row vector. We can choose the Lagrange multiplier, or adjoint state, such that first term vanishes by solving
which allows us to recover an expression for dJ dα that is independent of ∂V ∂α :
Therefore, given a solution V to the primal governing equations R(α, V (α)) = 0 and the corresponding adjoint state Ψ (at a cost roughly equivalent to the primal solution), dJ dα can be computed at a cost independent of the number of parameters in α.
III. Numerical Implementation
In this section, we overview the numerical implementation details of the preconditioning approach and corresponding adjoint within the SU2 software suite. SU2 is an open-source collection of software tools written in C++ and Python for performing multiphysics simulation and design. It is built specifically for the analysis of partial differential equations (PDEs) and PDE-constrained optimization problems on unstructured meshes with state-of-the-art numerical methods, and it is particularly well suited for adjointbased shape design.
A. Spatial Integration via the Finite Volume Method
We discretize in space using a finite volume method (FVM) [32] [33] [34] [35] [36] [37] [38] [39] with a standard edge-based data structure on a dual grid with control volumes constructed using a median-dual, vertex-based scheme. Median-dual control volumes are formed by connecting the centroids, face, and edge midpoints of all primal cells sharing the particular vertex.
After integrating the governing equations in Eqn. 12 over a control volume and applying the divergence theorem, one obtains the following semi-discretized, integral form:
whereF c ij andF v ij are the numerical approximations of the convective and viscous fluxes projected along an edge, respectively. ∆S ij is the area of the face associated with the edge ij, |Ω i | is the volume of the dual control volume, and N (i) is the set of neighboring vertices to vertex i.
The convective and viscous fluxes are evaluated at the midpoint of an edge. The convective fluxes can be discretized using either an upwind or a centered scheme. This section will describe the development of two convective schemes for the preconditioned form of the equations, since the dissipation terms must be adjusted accordingly. The first is a flux difference splitting scheme (FDS), and the second is a centered scheme with artificial dissipation, which is a modified version of the Jameson, Schmidt, and Turkel (JST) scheme.
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The preconditioning matrix in Eqn. 13 can be introduced into the typical FDS scheme, along with a transformation from conservative to primitive variables, as follows:
wheren ij is the outward unit normal associated with the face between nodes i and j, V i is the vector of the primitive variables at point i, andF c i is the convective flux constructed with data from node i. P is the matrix of eigenvectors of the preconditioned convective flux Jacobian matrixĀ c Γ projected in then ij direction, and |Λ Γ | is a diagonal matrix with entries corresponding to the absolute value of the eigenvalues of the flux Jacobian matrix, as given in Eqn. 15. The matrices Γ, P , |Λ Γ |, and P −1 are constructed with mean values computed from data at nodes i and j. For completeness, the matrices P and P −1 are given by 
As written, Eqn. 28 is first-order accurate in space. However, second-order accuracy can be achieved via reconstruction of the primitive variables on the cell interfaces by a MUSCL approach. 41 In the MUSCL approach, the flow state is reconstructed from the gradients of the variables at each node to project a higher-order approximation of the state at the mid-point of an edge. For second-order accuracy, a linear approximation is applied:
wherer ij is the vector pointing from node i to the midpoint of edge ij,r ji is the vector pointing from node j to the midpoint of edge ij, and we have also introduced a slope limiter that is represented by φ.
Slope limiting is applied within upwind schemes in order to preserve monotonicity in the solution by limiting the gradients during reconstruction. It has been shown that limiting is essential for obtaining smooth solutions for compressible flows with shocks, in particular. The slope limiters of Barth and Jesperson 42 and Venkatakrishnan 43 are available, among others. Eqns. 30 and 31 are used to reconstruct the states in place of V i and V j in Eqn. 28, respectively, for a second-order flux approximation.
The JST scheme approximates the convective flux using a central difference with a blend of two types of artificial dissipation to maintain numerical stability by preventing even-odd decoupling of the solution at adjacent nodes. It is second-order in space. The artificial dissipation terms are computed using the differences in the undivided Laplacians (higher-order dissipation) of connecting nodes and the difference in the conserved variables (lower-order dissipation) on the connecting nodes on unstructured grids.
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For compressible flows, the two levels of dissipation are blended based on a pressure switch for triggering lower-order dissipation near discontinuities, e.g., shockwaves.
With a similar procedure for introducing the primitive variables and preconditioning matrix into the FDS scheme, we create a modified version of JST scheme for computing the convective flux approximation, which takes the following form:
The artificial dissipation d ij along the edge connecting nodes i and j can be expressed as
where the undivided Laplacians ∇ 2 V , local spectral radius, stretching in the grid and pressure switches are computed as
where N (i) represents the set of neighboring points to node i, p i is the pressure at node i, s 2 and s 4 are stretching parameters, α is typically set to 0.3, and κ (2) and κ (4) are adjustable parameters (typical values on unstructured meshes are κ (2) = 0.5 and κ (4) = 0.02). For incompressible flow problems, we expect smooth solutions, and therefore, the low-order dissipation switch should be largely inactive. Using the same approach, we can easily formulate a first-order centered scheme as well, such as Lax-Friedrichs.
The viscous flux approximationF v ij and any source terms Q do not require special treatment due to the preconditioning. In order to evaluate the viscous fluxes, flow quantities and their first derivatives are required at the faces of the control volumes. The spatial gradients of the flow variables are calculated in a pre-processing step at all vertices using a Green-Gauss or Weighted Least-Squares approach 46 and then averaged to obtain these gradients at the control volume faces when evaluating viscous fluxes along the edges of the unstructured mesh. The viscous fluxes are computed using a corrected average-gradient method.
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Source terms are approximated at each vertex using piece-wise constant reconstruction within each of the dual control volumes. The convective term for any turbulence model variable is discretized using a scalar upwind scheme, and viscous terms in the turbulence model are computed similarly to the mean flow using a corrected average-gradient method.
B. Time Integration
We now consider the techniques for time-marching the coupled system of ordinary differential equations represented by Eqn. 27, which can be rewritten as
where R i (V ) is the numerical residual that represents the integrated sum of all spatial terms for the control volume surrounding vertex i. |Ω i | is assumed constant in time for now. The governing equations must be satisfied over the entire time interval during integration, so Eqn. 39 can be discretized either explicitly or implicitly by evaluating the residual R i (V ) at the time t n or t n+1 , respectively. Time level n corresponds to the known solution in its current state, while time level n + 1 represents the new solution state that is being sought after advancing one time step ∆t where ∆t = t n+1 − t n . Both explicit and implicit schemes are described here in order to demonstrate how the preconditioning is applied in both situations. For a simple forward Euler explicit method, the residual is evaluated using the solution in the current state V n , and the time derivative is discretized with a first-order forward difference. Applying this to Eqn. 39, one has
i . An expression for the new solution state is obtained by rearranging terms to yield
where Γ −1 is given by
The application of the preconditioning is straightforward: after computing the terms in the spatial residual R i (V n ) at each node with current solution data, the inverse preconditioning matrix Γ
can be constructed and multiplied locally at each vertex to complete the solution update.
The solution is relaxed to a steady state iteratively with Eqn. 41 and a suitable time step ∆t that respects stability limits. Local time-stepping can be used to accelerate convergence to a steady state. A local time step can be calculated from an estimation of the spectral radii at every node i according to
where N CF L is the Courant-Friedrichs-Lewy (CFL) number and C is a constant (typically C = 
wherev ij = (v i +v j )/2 and β ij = (β i + β j )/2 denote the velocity and the artificial speed of sound at the cell face as an average of the neighboring nodes, respectively. The viscous spectral radius λ visc i is computed as
where µ ij is the sum of the mean laminar and eddy viscosities on the edge in a turbulent calculation and ρ ij is the mean density evaluated at the midpoint of the edge ij. Lastly, the heat conduction spectral radius is estimated as λ
where κ ij is the mean thermal conductivity based on values at nodes i and j and c v is the specific heat at constant volume. Implicit methods can be used to improve convergence due to their increased numerical stability. For the backward Euler scheme, the residual is evaluated using the solution state at the new time level V n+1 . Applying this to Eqn. (39) , one has
A first-order linearization about time level n provides an approximation to R i (V n+1 ):
Introducing Eqn. (48) into Eqn. (47), we find that the following linear system should be solved to obtain the solution update (∆V n i ):
where if a fluxF ij has a stencil of points {i, j}, then contributions are made to the Jacobian at four points, or
Similar to the explicit scheme scenario, the preconditioning is relatively straightforward to apply to the implicit method. As seen in the first term of Eqn. 49, we simply multiply the block contribution along the diagonal involving the volume and time step by the preconditioning matrix Γ i and add it to the Jacobian matrix for node i. This can be completed as a final loop through all local vertices before solving the linear system for the solution update.
C. Adjoint-based Optimal Shape Design
SU2 contains multiple implementations of the adjoint methodology within the same codebase, including a continuous adjoint 49, 50 and a discrete adjoint 51, 52 constructed via algorithmic differentiation (AD) of the code using the open-source C++ library Code-Differentiation Package (CoDiPack). 53 The discrete adjoint solver has been implemented in a general way within the SU2 suite, such that a consistent discrete adjoint for any evolutions and extensions of the primal analysis capabilities will be available upon recompilation without the need to manually differentiate any new components for inclusion. As such, in this work, we will leverage the availability of AD to construct a discrete adjoint of the preconditioning approach developed in this article and use it for performing optimal shape design in variable density incompressible flows.
Here, we briefly detail the process of constructing the discrete adjoint as implemented within SU2. First, we express the PDE-constrained optimization problem:
where we now define the objective J as a function of both the flow state V (α) and also the mesh state X(α), as we will be solving for discrete solutions of the governing equations on numerical grids. Given that we are interested in shape optimization, both the flow state and the mesh will be implicit functions of our design variables α, i.e., any shape perturbations to the geometry in our simulation will result in changes in both the flow state and the numerical grid (surface and volume). The grid deformations will be governed by the solution of another discretized PDE, typically the linear elasticity equations in a pseudo-structural mesh deformation approach, and we denote this with an operator M , such that X(α) = M (α). Finally, we introduce a fixed-point operator for the governing flow equations defined as:
where Q is our approximate Jacobian from Eqn. 49, or
By introducing the fixed-point formulation, an adjoint can be constructed that resembles the iterative flow solver and enables the use of the same approximate Jacobian from the primal solve. The ability to avoid the construction of exact Jacobians for the discrete adjoint has important implications for both performance and robustness of the method.
We transform the constrained optimization problem in Eqn. 51 into an unconstrained problem by forming the Lagrangian:
where we have introduced our adjoint states for the flow and mesh as Ψ and Φ, respectively. We can now differentiate J with respect to our design parameters α and rearrange as dJ dα
where dJ dα T is a row vector. In this form, we now clearly see that to eliminate the expensive derivatives, in this case both ∂V ∂α as well as the mesh component ∂X ∂α , we should solve the following adjoint problems:
After satisfying Eqns. 56 and 57, the final formula for evaluating the total derivative of the objective function becomes
Eqn. 56 is a fixed-point iteration for the adjoint flow state and can be solved in a similar fashion to the primal solver once a solution V is available on the current mesh X. As described in detail by Albring et al., 51, 52 the derivatives and expressions above can be evaluated using AD, which allows for G to be considered as a black box, i.e., the AD tool will enable the construction of a discrete adjoint independent from the specific structure of G. In practice, this enables straightforward construction of consistent discrete adjoints for a rapidly evolving code framework, such as SU2, as new features and capabilities are added. In addition to embedded adjoint techniques, SU2 ships with all of the tools necessary for optimal shape design, including the modules for the numerical solution of PDEs, additional sensitivity analysis methods, geometry parameterizations, and mesh deformation techniques. Typically, geometry parameterization is accomplished with either Hicks-Henne bumps in 2D 54 or a free-form deformation (FFD) approach in 2D or 3D, 55 mesh deformation with an elasticity-based approach, 56 and the shape design loop is driven by the SciPy SLSQP optimizer.
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IV. Results
In this section, we investigate the following series of verification and validation cases: a buoyancy-driven cavity, a heated flat plate in laminar flow, a flat plate in turbulent flow, the NACA 0012 in turbulent flow at two angles of attack, a 3D bump in a channel in turbulent flow, and an axisymmetric laminar pipe flow. For a final case, adjoint-based shape optimization of a heated cylinder in a cross-flow is demonstrated.
All SU2 results within this section leverage the proposed preconditioning approach for incompressible flows. Unless stated otherwise, mean flow convective fluxes are computed with the flux difference splitting upwind scheme developed in Section III with a second-order reconstruction. No slope limiters are applied. Turbulent variables for the S-A and SST models are convected with a first-order scalar upwind method. Viscous fluxes are calculated using a corrected average-gradient method. Boundary conditions for the turbulence models are as given for the standard S-A and SST models on the NASA Turbulence Modeling Resource (TMR) a . Implicit, local time-stepping is used to relax problems to steady-state solutions, and the linear systems are solved using GMRES with an ILU preconditioner with zero fill-in. Non-linear geometric multigrid (FAS) is applied when possible for convergence acceleration. RANS cases are typically relaxed with a CFL number of 25, while some laminar problems are stable up to a CFL of 1000 or more. Calculations are converged to machine precision in the residual of the pressure equation, unless otherwise noted. The default expression for β from Eqn. 14 is used for all calculations without any additional tuning.
a https://turbmodels.larc.nasa.gov/
A. 2D Buoyancy-driven Cavity Verification Case
The first verification case for the preconditioning approach is a 2D buoyancy-driven cavity, also known as a differentially-heated cavity. This is a classic natural convection case for testing incompressible flow solvers with heat transfer effects. The geometry consists of a square cavity in 2D with opposing hot and cold vertical walls and insulated horizontal walls. A gravity force is added in the negative y-direction. For small temperature differences between the two walls, the Boussinesq approximation is valid. However, a large temperature difference is imposed between the two plates in order to test the full variable density capability of the solver.
For comparison purposes, the same problem set up from Sockol 7 is employed here. The Rayleigh number (Ra) is the key parameter, and it is defined by
where ∆T = 2(T h − T c )/(T h + T c ), T h is the constant temperature of the hot left wall, T c is the constant temperature of the cold right wall, g is the acceleration due to gravity, and L is the length of a side of the square cavity. Additionally, we impose that T h /T c = 4 and that µ dyn and κ are constants with κ = µ dyn c p /P r d . The laminar Prandtl (P r d ) and Froude (F r) numbers are 0.7 and 1.2, respectively. A reference velocity can then be computed as The flow is computed on a relatively fine 257 × 257 uniform grid for a 1 m × 1 m domain, resulting in a total of 66,049 vertices and 65,536 quadrilaterals. An adiabatic no-slip condition is applied to the horizontal walls, while an isothermal no-slip condition is applied to the vertical walls. Standard air governed by the ideal gas law is assumed for the fluid with γ = 1.4 and R = 287.058 J/(kg-K). The hot wall is 461.04 K, the cold wall is 115.26 K, and the initial temperature in the cavity is 288.15 K. The viscosity and thermal conductivity are constants with the values 1.716e-5 kg/(m-s) and 0.02462 W/(m-K), respectively. Gravity is imposed as -9.81 m/s 2 in the y-direction. The Ra number is controlled by changing the initial operating density in the cavity, which also sets the constant thermodynamic pressure in the cavity via the ideal gas law.
Flow velocity is induced within the cavity due to the heated walls combined with the buoyancy effect (variable density fluid under the influence of gravity). Calculations for Ra = 1e3, 1e5 and 1e6 were performed, and the SU2 results for x-velocity profiles at the cavity centerline are compared to those of Sockol in Figs. 1(a)-1(c) . The agreement is excellent in all three comparisons.
B. 2D Laminar Flat Plate Verification Case
The next verification case is for 2D laminar, incompressible, external flow over a flat plate. The analytical solutions of Blasius 58 can be compared to computed values for the velocity profile and skin friction coefficients. In this case, the flat plate is also fixed at a different temperature from that of the free-stream fluid, such that a thermal boundary layer appears for comparison with Blasius correlations for the local Nusselt number N u x . To accomplish this, the energy equation is solved with a one-way coupling while the fluid density is held constant.
The flat plate grid is composed of quadrilaterals with 65 nodes in both the x-and y-directions. The flat plate is part of the lower boundary of the domain (y = 0) starting at x = 0 m with a total length of 0.3048 m. An isothermal, no-slip boundary condition is applied to the flat plate. Upstream of the flat plate, a symmetry condition is applied to represent the free-stream approaching the zero-thickness flat plate. The mesh is stretched in the y-direction to better resolve the boundary layer on the flat plate with approximately 30 points in the boundary layer. A uniform velocity inlet condition is imposed at the inlet boundary, and pressure outlet conditions are imposed on the upper and downstream boundaries of the domain. The free-stream velocity is 69.1687 m/s in the positive x-direction, and the free-stream temperature is 297.62 K. The outlet pressure is set to atmospheric (0 Pa). The dynamic viscosity is assumed constant at 1.83463e-5 kg/(m-s). The resulting Reynolds number is 1.3e6. The flat plate temperature is set to 197.62 K by the isothermal, no-slip boundary condition. Fig. 2(a) presents the well-known laminar boundary layer velocity profile plotted against the non-dimensional variable η (wall-normal coordinate). For the skin friction and local Nusselt number, we have
N u x =q x κ∆T ≈ 0.33 Re
where Re x = ρV ∞ x/µ dyn ,q is the heat flux, and ∆T here is the difference in temperature between the wall and the free-stream fluid. Figs 2(b) and 2(c) show the computed values of C f and N u x from SU2 (the first expressions on the right-hand side of Eqns. 60 and 61) as compared to the Blasius correlations (second expressions). All of the computed results match exceptionally well with the analytic solutions for this problem.
C. 2D Zero Pressure Gradient Flat Plate Verification Case
2D flow over a flat plate with zero pressure gradient is a useful first verification for turbulence model implementations. Here, SU2 is demonstrated for this RANS case and compared to results from NASA's compressible CFL3D and FUN3D codes. Grids, comparison data, and flow conditions are available from the NASA TMR. 59 The flow conditions for this case are M ∞ = 0.2, Re = 5e6 based on plate length, T ∞ = 300 K, and the plate is at a 0
• angle of attack. The new preconditioning approach is applied here in constant density form (isothermal flow) for the mean flow equations with the S-A model for turbulence. To match the specified Re for this problem in the incompressible solver, the following conditions are used: ρ ∞ = 1.32905 kg/m 3 , V ∞ = 69.4448 m/s in the positive x-direction, and µ dyn = 1.84592e-5 kg/(m-s). The dynamic viscosity is held constant.
A rectangular domain is considered and discretized with quadrilateral elements. A grid from the NASA TMR is chosen with 545 × 385 cells in the stream-wise and normal directions, respectively. An adiabatic, no-slip boundary condition is applied to the flat plate. Upstream of the flat plate, a symmetry condition is applied to represent the free-stream approaching the zero-thickness flat plate. The mesh is stretched in the y-direction to ensure y + < 1 over the plate. A uniform velocity inlet condition is imposed at the inlet boundary, and pressure outlet conditions are imposed on the upper and downstream boundaries of the domain. The outlet pressure is set to atmospheric (0 Pa). Fig. 3(c) presents the skin friction coefficient along the length of the plate as computed by SU2 and compared to both CFL3D and FUN3D. Here, some disagreement is visible, but this is to be expected given the mildly compressible conditions and comparisons against results from compressible codes. The NASA TMR reports that compressible and incompressible codes arrive at slightly different results for this case, and additional data for incompressible codes are also available. Consequently, Fig. 3(d) displays a grid convergence study for the value of C f at x = 0.97008 m computed by SU2 using the series of NASA TMR grids and compared against data from two different incompressible solvers. All three solvers converge to a very similar value of C f on the finest grid, and the results from SU2 and FUN3D in incompressible mode compare favorably on all grids. The C f values for the incompressible codes are all slightly larger than their compressible counterparts, which is consistent with the findings in Fig. 3(c) .
D. 2D NACA 0012 Airfoil Validation Case
This RANS validation case simulates 2D flow over a NACA 0012 airfoil under essentially incompressible free-stream conditions as specified by the NASA TMR.
60 SU2 results are compared against published experimental data from Gregory 61 and also against NASA's CFL3D compressible code. The flow conditions for this case are M ∞ = 0.15, Re = 6e6 based on chord length, T ∞ = 300 K, and the calculations are performed at two angles of attack (0 • , 10 • ). Constant density, incompressible flow is applied for the mean flow equations with the S-A model for turbulence. To match the specified Re for this problem in the incompressible solver, the following conditions are used: ρ ∞ = 2.13163 kg/m 3 , V ∞ = 52.1572 m/s, and µ dyn = 1.853e-5 kg/(m-s). The dynamic viscosity is held constant.
A series of C-grids are available from the NASA TMR, and for the results presented below, the quadrilateral grid with 897 nodes in the airfoil-normal and 257 in the airfoil-tangent directions is used. The far-field boundary is approximately 500 chord lengths away from the airfoil surface, and the mesh spacing near the airfoil is sufficient to ensure y + < 1 over the airfoil surface. An adiabatic, no-slip condition is applied to the airfoil surface. Airfoil surface pressure and skin friction coefficients are shown in Figs. 4(a)-4(d) for the two angle of attack conditions. The computed SU2 solutions are in good agreement with the published data from Gregory. In addition, the computed values for C p and C f for both angle conditions are nearly indistinguishable from the CFL3D results with the S-A model. The only noticeable discrepancies appear at the suction peak for the pressure and at the trailing edge of the airfoil for the skin friction. However, it is common to see some solution noise at sharp trailing edges.
E. 3D Bump-in-Channel Verification Case
Flow over a bump in a channel introduces non-zero pressure gradients on the wall, which makes it a valuable verification case for RANS solvers. This is an important verification case for the preconditioning approach, as 3D internal flows are common applications for incompressible codes. Additionally, this case considers the SST turbulence model, which has not been demonstrated yet. As with the flat plate and NACA 0012, grids and comparison data, computed using the CFL3D and FUN3D codes with the SST model, are available through the NASA TMR. Calculations are performed on each of the 5 available grids in order to assess the grid convergence behavior of C L and C D as compared to other software, as seen in Figs. 5(a) and 5(b). The C L plateaus at a lower value than the compressible codes as the grid is refined. However, similar to the 2D flat plate case, these comparisons of the incompressible SU2 results are against compressible codes in slightly compressible conditions, so small discrepancies are expected as the grids are refined, as noted by the NASA TMR. The C D values on the finest grid match across all three codes. As these 3D cases are larger and more complex than previous tests, achieving convergence is more challenging. The Venkatakrishnan limiter was applied during the second-order reconstruction of the mean flow convective fluxes, and at least one case (17 × 177 × 81) exhibited residual "ringing" behavior that is typical of slope limiters after converging several orders of magnitude. Overall, the SU2 results compare favorably to those of CFL3D and FUN3D, and the differences are consistent with expectations.
F. Axisymmetric Laminar Pipe Flow Verification Case
This verification case is for laminar, incompressible, internal flow within a circular pipe, which has a wellknown analytic solution for the velocity profile once fully-developed. The solution is axisymmetric, which offers an opportunity to verify the correctness of the axisymmetric source term implementation. The pipe has a length L of 3 m and a diameter D of 0.2 m. A constant density, incompressible fluid flows through the pipe with Re = 100 based upon pipe diameter. To match the specified Re for this problem in the incompressible solver, the following conditions are imposed at the inlet: ρ = 1.0 kg/m 3 , V = 1.0 m/s in the positive x-direction, and µ dyn = 2.0e-3 kg/(m-s). The dynamic viscosity is held constant.
An axisymmetric calculation is performed on a series of 2D grids with rectangular elements discretizing the upper half of the pipe domain. No grid stretching is applied. A uniform velocity inlet is imposed at the inlet of the pipe, and a pressure outlet condition is applied to the outlet. The outlet pressure is set to atmospheric (0 Pa). The upper boundary of the rectangular domain is an adiabatic, no-slip wall, and the lower boundary of the domain is the axis of symmetry at y = 0. Fig. 6(a) compares the SU2 results for the x-velocity profile to the analytic solution, which is parabolic with a maximum velocity of 2 m/s at the centerline. The velocity profiles are non-dimensionalized by a reference velocity V ref chosen as the maximum velocity. The pipe radius is aligned with the y-direction and non-dimensionalized by D. As the grid is refined, the velocity profile computed by SU2 closely approaches the analytic solution. For illustration purposes, the solution is also computed in 2D planar mode (without the axisymmetric source term) and plotted in Fig. 6(a) . The impact of the additional source term for axisymmetry is made clear by the difference in profiles between the planar and the axisymmetric solutions.
G. 2D Cylinder Verification and Optimization Case
The final case is for laminar, incompressible flow past a 2D cylinder. A grid convergence study is first performed in isothermal flow at Re = 40, based on a cylinder diameter D of 1 m, to verify the value of the coefficient of drag computed by SU2 against those reported in the literature. As a second investigation, the cylinder is heated, and the geometry is optimized for improved heat transfer with a drag constraint using the adjoint technique. Therefore, another goal of this case is to demonstrate the adjoint methodology for computing sensitivities of both the drag and the heat flux on the cylinder surface with respect to shape changes.
For the grid convergence study in constant density, isothermal flow, an adiabatic, no-slip boundary condition is set on the cylinder surface. A family of curvilinear O-grids discretizes the domain with quadrilateral elements with a circular far-field boundary. The grids are generated by setting a number of equally-spaced vertices on the cylinder surface and extruding the grid normally such that the first cell height off the wall matches the distance between surface vertices. The extrusion marches radially from the surface at a growth rate of 1.1 until reaching a distance of 50 cylinder diameters. It should be noted that no deliberate effort was made to refine the wake region, rather, it was desired to maintain a family of grids with similar characteristics (although not perfectly nested). The following conditions are imposed at the far-field: ρ As a second investigation, an isothermal condition is imposed on the cylinder such that its temperature is considerably larger than the incoming free-stream. The test case is meant to be a simple analogy to a pin heat sink for a cooling application. For this case, a 2D grid around the cylinder is composed of 26,192 triangular elements with tighter spacing near the cylinder and a far-field approximately 15 diameters away from the cylinder. Fig. 7(a) contains a zoom view of the triangular grid near the cylinder, along with the lattice of 50 FFD control points (25 × 2) making up the design parameterization for adjoint-based shape optimization. The 25 control points on the top and bottom of the cylinder are each free to move in the y-direction only, and their motion controls the shape of the cylinder.
A variable density, incompressible flow governed by the ideal gas law is assumed (standard air), requiring the fully-coupled solution of the energy equation for the temperature in the field. An isothermal, no-slip boundary condition is applied to the cylinder with a temperature of 1000 K. The free-stream conditions are ρ ∞ = 0.00021 kg/m 3 , V ∞ = 3.40297 m/s in the positive x-direction, T ∞ = 288.15 K, and µ dyn∞ = 1.7893e-5 kg/(m-s). Given the large disparity in temperature between the cylinder and the free-stream, this case is an opportunity to test both the variable density capability of the solver along with temperature-dependent fluid properties. Consequently, µ dyn and κ vary with temperature according to Sutherland's Law and a constant P r d of 0.72, respectively. Fig. 7(b) shows contours of non-dimensional temperature around the heated cylinder.
Before attempting shape optimization, the gradients of the C d and integrated heat flux with respect to the vertical motion of the 50 FFD control points are computed via the discrete adjoint method and compared to a simple finite differencing (FD) and a direct differentiation using AD. Finite differencing and direct differentiation are both direct methods for sensitivity analysis, meaning that the cost is proportional to the number of design variables α, i.e., computing the gradient for N design variables requires at least N calculations. Fig. 8(a) and 8(b) present the gradient comparisons. At convergence, the discrete adjoint should provide numerically exact sensitivities, and direct differentiation is typically used to verify their accuracy. In both comparisons for C d and integrated heat flux, the discrete adjoint matches the result of direct differentiation to high precision, which is to be expected (reverse and forward mode, respectively, of the same AD tool). FD results are shown for C d sensitivities given a step size of 1e-5 m for the FFD control point perturbations. The FD results compare favorably, but some discrepancies are apparent, likely due to the typical truncation error or subtractive cancellation issues with FD. FD results for integrated heat flux are not shown, as a suitable step size could not be found to give accurate sensitivities for this problem. As a final demonstration, gradient-based shape optimization of the cylinder is performed. The objective is to increase the integrated heat flux from the cylinder to the fluid (improve cooling) while imposing a constraint on drag. Drag and integrated heat flux are opposing objectives for this problem: to minimize drag, the cylinder profile should be made thinner and streamlined, while to improve heat flux, the profile should be made thicker with more area for heat transfer. Figs 8(c) and 8(d) display the history for the drag and integrated heat flux values for each major optimizer iteration of the SLSQP algorithm, as well as a comparison of the initial and final geometries. The magnitude of the integrated heat flux from the cylinder is increased by 2.2 % while the C d is maintained at 2.062, which is just slightly in violation of the imposed C d constraint of 2.06. The results could be improved with further tweaking of the design variable number and position, optimizer parameters (including scale factors), and additional optimizer convergence. However, the results are a successful demonstration of adjoint-based optimization for variable density, incompressible flows with heat transfer with the preconditioning approach in SU2.
V. Conclusion
In this article, we have developed a preconditioning scheme for computing variable density incompressible flows with heat transfer. The preconditioning is applied in order to solve the low-Mach Navier-Stokes equations with a coupled approach in the context of an unstructured finite volume code with vertex-based schemes. In addition to providing detail about the preconditioning formulation and implementation, we have demonstrated the solver through a set of standard verification and validation (V&V) cases for laminar and turbulent flows. Design of a heated cylinder demonstrates the adjoint capability of the solver that can be used for efficient shape optimization.
The primary contribution of the article is the preconditioning formulation that has been shown to perform robustly for all cases considered. The formulation can be seen as a generalization of the artificial compressibility approach to a preconditioning that treats all equations in the low-Mach Navier-Stokes system, as an extension of earlier work by Turkel, 1 or it could also be seen as a simplification of the preconditioning approach developed by Weiss and Smith 6 who sought to unify artificial compressibility and low-speed preconditioning approaches into one method for all flow speeds. During development of the present formulation, the author found that treating all equations with the preconditioning, as opposed to the density equation alone as with artificial compressibility, is critical for the stability and robustness of the method, especially when fully coupling the energy equation for variable density problems.
The V&V of the preconditioning approach is a secondary contribution. The incompressible results from SU2 compare very favorably to analytical solutions, well-established codes, and experiment in all cases investigated. V&V is critically important in order to build a high degree of confidence in the implementation and to overcome skepticism concerning accuracy or quality of the solutions produced by open-source software. The results here are reproducible with open data, and the source code is available for all potential future users and developers. This article can be considered a reference to build upon for simulating incompressible flows in SU2. Future work is already underway for including more complex fluid models (thermodynamics, chemistry, etc.) as well as pursuing unsteady flows with dynamic grid motion.
