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CHROMATIC NUMBERS OF DIRECTED HYPERGRAPHS WITH NO “BAD”
CYCLES
ZARATHUSTRA BRADY
Abstract. Imagine that you are handed a rule for determining whether a cycle in a digraph is
“good” or “bad”, based on which edges of the cycle are traversed in the forward direction and
which edges are traversed in the backward direction. Can you then construct a digraph which
avoids having any “bad” cycles, but has arbitrarily large chromatic number?
We answer this question when the rule is described in terms of a finite state machine. The proof
relies on Nesˇetrˇil and Ro¨dl’s structural Ramsey theory of posets with a linear extension. As an
application, we give a new proof of the Loop Lemma of Barto, Kozik, and Niven in the special case
of bounded width algebras.
1. Setup
Notation: [k] stands for the set {1, ..., k}, P(S) is the power-set of S, and ∆S is the diagonal of
S × S. If S is a set and n is a natural number, then
(
S
n
)
is the set of n-element subsets of S. Also,
Pn is a directed path of length n, that is, the digraph ([n+1], E) with E = {(i, i+1) | 1 ≤ i ≤ n}.
Definition 1. A directed hypergraph of uniformity k is a pair (V,E) with E ⊆ V k. The chromatic
number of a directed hypergraph is the chromatic number of the associated undirected hypergraph,
that is, the least number χ such that there exists a function f : V → [χ] such that for each edge
e ∈ E, not all of f(e1), ..., f(ek) are equal. We’ll assume that no edge of E has any two coordinates
equal to avoid annoying technical details which end up not mattering.
Definition 2. A k-machine M is a tuple M = (S, f,B) where S is a finite set of states, f :
S × [k]2 → P(S) is a transition function, and B ⊆ S × S is the set of bad transitions. We say
that the k-machine M is deterministic if the value of f(s, (i, j)) always has size at most one,
and is empty for i = j. If M is deterministic, we abuse notation and think of f as a function
f : S × ([k]2 \∆[k])→ S ∪ {∅}, and think of ∅ as a special “accepting” state.
Definition 3. A cycle of a k-uniform directed hypergraphH = (V,E) is a sequence c = (v0, e1, v1, ..., en, vn)
with vn = v0, and vi−1, vi ∈ {(ei)1, ..., (ei)k} for each i. We define |c| = n, and we define the trace
of c by tr(c, i) = (a, b) where (ei)a = vi−1, (ei)b = vi. We say that the cycle c of H isM-bad if there
is a sequence of states s0, ..., sn ∈ S such that for each i we have
si ∈ f(si−1, tr(c, i)),
and such that
(s0, sn) ∈ B.
We say that H is M-good if H has no M-bad cycles.
Problem 1. Given a k-machine M, determine whether there exist M-good k-uniform directed
hypergraphs H of arbitrarily large chromatic number.
Example 1. Let k = 2, and consider the deterministic 2-machine M = ({s, t, u, v}, f, {s} × {t, v}),
with f given by f(s, (1, 2)) = t, f(t, (1, 2)) = t, f(t, (2, 1)) = u, f(u, (1, 2)) = v, and all other values
of f are ∅. Then a directed graph G is M-good if and only if G is the Hasse diagram of a poset.
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It’s well-known that Hasse diagrams can have arbitrarily large chromatic number ([4], [3], [12],
[11]). An explicit poset whose Hasse diagram has chromatic number n is the poset (
([2n]
2
)
,) with
{a, b}  {c, d} when max(a, b) ≤ min(c, d) [5].
2. Warm up: cycling k-machines
Definition 4. A cycling k-machine M is a k-machine (S, f,B) such that B = ∆S.
In the context of cycling k-machines, we only consider a cycle c to be M-bad if it has |c| > 0.
It’s easy to modify a cycling k-machine such that it handles cycles of length 0 correctly (while at
most doubling the number of states), but this makes the definition clunky.
Definition 5. If M = (S, f,∆S) is a cycling k-machine, we say that ≺ is an M-compatible order
on S × [k] if it is a total order such that the induced orderings on S × {i} agree for all 1 ≤ i ≤ k,
and for each (s, i), (t, j) ∈ S × [k] such that t ∈ f(s, (i, j)), we have (s, i) ≺ (t, j).
Theorem 1. IfM = (S, f,∆S) is a cycling k-machine, then there existM-good k-uniform directed
hypergraphs H of arbitrarily large chromatic number if and only if there is an M-compatible order
≺ on S × [k]. Furthermore, if the chromatic number is bounded then it is bounded by |S|!.
Proof. First we show the necessity. Let H = (V,E) be an arbitrary k-uniform directed hypergraph.
We define an auxiliary digraph G with vertex set V × S and edge set given by
{((a, s), (b, t)) | ∃e ∈ H, i, j ∈ [k] s.t. ei = a, ej = b, t ∈ f(s, (i, j))}.
Any directed cycle in G corresponds to an M-bad cycle in H, and vice-versa. Therefore if H is
M-good, then G is a directed acyclic graph, so there exists a total order ≺ on G such that if
((a, s), (b, t)) is an edge of G then (a, s) ≺ (b, t). Color the vertex v ∈ V by the induced ordering
≺|{v}×S . If the chromatic number of H is greater than |S|!, then there must exist an edge e ∈ E
such that e1, ..., ek all have the same induced orderings. We now define the ordering ≺ on S× [k] by
(s, i) ≺ (t, j) if and only if (ei, s) ≺ (ej , t), and note that this is an M-compatible order on S × [k].
Now we show the sufficiency. Fix an M-compatible order ≺ on S × [k]. We define H = (V,E)
by taking V =
(
N
|S|
)
, and defining E by
E = {({a11, ..., a1|S|}, ..., {ak1, ..., ak|S|}) | ais < ajt ⇐⇒ (s, i) ≺ (t, j)}.
It’s easy to show that this H is M-good (the auxiliary digraph G has vertices corresponding to
elements of vertices of H, with the correspondence determined by the restriction of ≺ to any S×{i},
and every edge of G is increasing under the total ordering from N). Finally, the chromatic number
of H is infinite by Ramsey’s theorem for hypergraphs (if we color the k-subsets of N by finitely
many colors, then there is some subset C of N of size k|S| such that
(C
k
)
is monochromatic, and
there is an edge e ∈ E with ∪ki=1ei = C). 
Example 2. Consider the family of cycling 2-machines Mn, with Mn = ({0, ..., n}, f,∆{0,...,n}) and
f(i, (1, 2)) = min(i+ 1, n) and f(i, (2, 1)) = i− 2 if i ≥ 2, f(0, (2, 1)) = f(1, (2, 1)) = ∅. For n ≥ 2,
any Mn-good digraph must be the Hasse diagram of a poset (but the converse is not true). We’ll
use Theorem 1 to show that for each n, there is anMn-good digraph of infinite chromatic number.
We just have to construct an Mn-compatible order ≺ on {0, ..., n} × [2]. We take the restriction
of ≺ to {0, ..., n} × {1} to be the reverse of the usual ordering (and the same for {0, ..., n} × {2}),
and take (i, 1) ≺ (j, 2) if and only if i > j − 2.
The following type of digraph, parametrized by a real number α > 1, acts like a limiting case of
Example 2 in the case α = 2.
Definition 6. Let α > 1. We say that a digraph is α-balanced if every cycle which has k forward
edges has strictly less than αk backwards edges.
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Proposition 1. A digraph is 2-balanced if and only if it is Mn-good for every n, with Mn defined
as in Example 2.
Theorem 2. Any α-balanced digraph G = (V,E) has chromatic number at most ⌈α⌉ + 1.
Proof. Assume WLOG that α is a whole number and that G is connected and finite. Pick some
vertex v0 ∈ V , and for every walk w from v0 to a vertex v ∈ V , we let ℓ(w) be the number of
forward steps in w minus α times the number of backward steps in w. For v ∈ V , we let ℓ(v) be the
supremum of ℓ(w) over all walks w from v0 to v. To see that ℓ(v) is finite, note that for any walk
w containing a cycle, we can delete that cycle to get a walk w′ with the same endpoints such that
ℓ(w′) > ℓ(w) (by the definition of an α-balanced digraph), and that only finitely many of the walks
in G contain no cycles. Now for any edge (a, b) ∈ E, we have ℓ(b) ≥ ℓ(a) + 1, and ℓ(a) ≥ ℓ(b)− α,
by extending a walk to a or b by one forward or backward step, respectively, so
ℓ(a) + 1 ≤ ℓ(b) ≤ ℓ(a) + α.
In particular, we have
(a, b) ∈ E =⇒ ℓ(a) 6≡ ℓ(b) (mod α+ 1),
so coloring the vertices of G according to the remainder of ℓ(v) (mod α+1) finishes the proof. 
2.1. Hardness of checking for a compatible ordering. We would like to know how difficult
it is to test whether a cycling k-machine has a compatible order. Our first result shows that if we
allow the uniformity k to vary, then this is NP-complete.
Theorem 3. Checking whether a given deterministic cycling k-machine M has a compatible order
is NP-complete if k is allowed to vary.
Proof. We’ll reduce from 3-SAT. Suppose we have an instance with variables V and constraints C,
take S to be the set of literals, take k = 3|C|, and number the constraints as C1, C2, .... For each
constraint Ci, we will introduce just three transitions for M, and we will have all other transitions
lead to ∅. Suppose that Ci is the ∨ of the literals a, b, c, with negations a, b, c. Then the transitions
corresponding to Ci are as follows:
f(a, (3i − 2, 3i − 1)) = b,
f(b, (3i− 1, 3i)) = c,
f(c, (3i, 3i − 2)) = a.
Now, if ≺ is an M-compatible order on S × [k], then not all three of the inequalities a ≺ a, b ≺ b,
c ≺ c can be true, since these together with the above three transitions imply a directed cycle
of inequalities. Thus, if we define the value for the literal a to be true iff a ≺ a, then any M-
compatible order corresponds to a solution to our instance of 3-SAT. Conversely, given a solution
to our 3-SAT instance, we can use it to first decide which of the inequalities a ≺ a should hold,
then extend this to an order on S, and finally extending this to an M-compatible order on S × [k]
is straightforward. 
Surprisingly, when k = 2 (i.e., in the case of digraphs), testing for a compatible ordering is
equivalent to testing whether Pn is M-good for all n.
Theorem 4. If M is a cycling 2-machine, then there are M-good digraphs having arbitrarily large
chromatic number if and only if the directed path Pn is M-good for all n. This can be tested in
polynomial time (even if M is non-deterministic).
Proof. LetM = (S, f,∆S). Suppose that ≺ is any total ordering on S× [2]. Then there is an order
preserving map ι : (S × [2],≺) →֒ (Q, <). Thinking of this as a map S → Q2, we can associate an
interval Is ⊂ Q to each element s ∈ S, with endpoints ι(s, 1) and ι(s, 2).
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Suppose now that ≺|S×{1} agrees with ≺|S×{2}. It’s easy to check that there can’t be any s, t ∈ S
with Is ⊂ It. Therefore, by the fact that proper interval graphs are always unit interval graphs
([13], [6]), we may assume without loss of generality that
|ι(s, 2)− ι(s, 1)| = 1
for all s ∈ S. Additionally, if Is overlaps with It for any s, t ∈ S, then we can check that the
endpoints of Is must be sorted in the same way as the endpoints of It. Thus, within any connected
component of our unit interval graph, all the intervals must have their endpoints sorted the same
way.
Now we associate a weighted digraph G to M, as follows. For any s, t ∈ S and any i, j ∈ [2], if
t ∈ f(s, (i, j)) then we draw an edge from s to t with weight j − i in G (note that G might have
multiple edges of different weights connecting a pair of vertices, and that some edges may have
weight 0). Note that if ≺ isM-compatible, then every strongly connected component (ignoring the
weights) of G must be mapped to a connected component of our unit interval graph. It’s easy to
see that an M-compatible order on S× [2] exists if and only if each strongly connected component
C of G has an M-compatible order on C × [2] (since we can linearly order the strongly connected
components of G), so we may assume without loss of generality that G is strongly connected.
If we have ι(s, 2) > ι(s, 1) for all s ∈ S, then ≺ will be M-compatible if and only if the system
of inequalities
{xs < xt + w | (s, t) is an edge of G having weight w}
is solved by taking xs = ι(s, 1). If ι(s, 2) < ι(s, 1) for all s ∈ S, then the inequalities above must
be replaced with xs < xt − w.
We will show that there is anM-compatible order if and only if G has no directed cycles of total
weight 0 (an efficient way to test this is given in [7]). First, if there is such a cycle, then adding
the inequalities corresponding to its edges we see that the system of inequalities above has no
solution (regardless of which way the endpoints of each interval are sorted). Conversely, if there is
no solution to the above system of inequalities for either choice of how the endpoints of the intervals
are sorted, then there must be a positive linear combination of these inequalities that comes out
to 0 < 0. Since each inequality has exactly one variable on each side, we can decompose this linear
combination into positive linear combinations corresponding to directed cycles of G, to see that G
must have a directed cycle c+ with nonnegative total weight and a directed cycle c− of nonpositive
total weight. Since we have assumed that G is strongly connected, it isn’t hard to show that in fact
G must have a directed cycle of total weight 0 (by finding a suitable positive linear combination of
c+, c−, and any directed cycle that connects c+ to c−). 
Theorem 5. Checking whether a given (non-deterministic) cycling 3-machine M has a compatible
order is NP-complete.
Proof sketch. We restrict to the case of cycling 3-machines such that for each state s ∈ S, we have
s ∈ f(s, (1, 2)), so that our compatible order ≺ must satisfy (s, 1) ≺ (s, 2). Using the fact that
proper interval graphs are always unit interval graphs as in the proof of the previous theorem, to
any compatible ≺ we can associate an order preserving map ι : (S × [3],≺) → (Q, <) such that
ι(s, 2) = ι(s, 1) + 1 for all s ∈ S. Introduce variables xs with xs = ι(s, 1). Since
xs < xt ⇐⇒ ι(s, 3) < ι(t, 3)
for compatible orders ≺, we can find an increasing function u : (Q, <)→ (Q, <) such that
ι(s, 3) = u(xs).
Thus, the existence of a compatible order is equivalent to the existence of rational numbers xs
for s ∈ S and an increasing function u satisfying a system of inequalities where each side of each
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inequality is in one of the forms xs, xs+1, or u(xs). Our goal is to show that solving such a system
(for the xss and the unknown function u) is NP-complete.
Using polynomially many auxiliary variables, we can also use inequalities of the form xs < xt±n,
where n is a natural number which is at most polynomially large. Our main gadget will be based
on the following observation. Suppose that a1, ..., an, b satisfy the system
∀i ≤ n− 1, ai+1 < ai + 1,
a1 < an − (n − 2),
∀i, u(ai) < ai,
b+ 1 < u(b).
Then we must have b 6∈ [a1 − 1, an]: if b ∈ [ai − 1, ai], then
ai ≤ b+ 1 < u(b) ≤ u(ai) < ai,
a contradiction. If we let m,k be natural numbers and let x, y be two more variables, and add the
inequalities
y +m < a1,
an < y +m+ n,
x+ k < b+ 1,
b < x+ k,
to the above system, then we see that
x− y 6∈ [(m− k) + 2, (m− k) + n− 2].
The strategy is to fixm−k and takem large enough that the interval [a1−1, an] will not be anywhere
near any other variables, other than b, giving us a gadget that guarantees that the difference x− y
is not in a given interval with integer endpoints.
Now it is straightforward to find a reduction from 3-coloring. Given a graph G = (V,E), we
introduce variables xv corresponding to the vertices of V , and use the gadget described above to
force
xv − xw ∈ [−21,−19] ∪ [−11,−9] ∪ [−1, 1] ∪ [9, 11] ∪ [19, 21]
for all v,w ∈ V . For each edge {v,w} ∈ E, we use the above gadget to add the additional constraint
xv − xw 6∈ [−2, 2]. Given a solution to the above system, if we color the vertex v of G based on the
closest multiple of 10 to xv − xv0 for some fixed vertex v0, we get a 3-coloring of G, and conversely
from a 3-coloring of G we can easily construct a solution to the above system. 
3. The general case
In the general case, it is technically convenient to require trivial cycles not to be M-bad (in
particular, if a nontrivial M-good hypergraph exists, we must have B ∩∆S = ∅).
Definition 7. We define an order system on a set S to be a triple (∼,,≤) such that ∼ is an
equivalence relation on S,  is a partial order on S/∼, and ≤ is an extension of  to a total order
on S/∼.
Definition 8. If M = (S, f,B) is a k-machine, then we say that the order system (∼,,≤) on
S × [k] is compatible with M if it satisfies the following three conditions:
• For any (s, i), (t, j) ∈ S × [k] with t ∈ f(s, (i, j)), we have ((s, i)/∼)  ((t, j)/∼).
• The induced order systems (∼,,≤) |S×{i} on S are independent of i.
• For any s, t ∈ S with (s/∼)  (t/∼) in the induced order system on S, we have (s, t) 6∈ B.
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Theorem 6. If M = (S, f,B) is a k-machine, then there exist M-good k-uniform directed hyper-
graphs H of arbitrarily large chromatic number if and only if there is an order system (∼,,≤) on
S × [k] which is compatible with M. Furthermore, if the chromatic number is bounded then it is
bounded by the number of possible order systems on S.
Proof. First we show the necessity. Let H = (V,E) be an arbitrary k-uniform directed hypergraph.
As in the cycling case, we define an auxiliary digraph G with vertex set V × S and edge set given
by
{((a, s), (b, t)) | ∃e ∈ H, i, j ∈ [k] s.t. ei = a, ej = b, t ∈ f(s, (i, j))}.
We define an equivalence relation ∼ on the vertex set of G by partitioning G into its strongly
connected components. Define a partial order  on G/ ∼ by (u/ ∼)  (v/ ∼) if there exists a
directed path from u to v in G. Finally, extend the partial order  to a total order ≤ on G/∼.
Note that H is M-good if and only if, for any v ∈ V and any (s, t) with ((v, s)/∼)  ((v, t)/∼),
we have (s, t) 6∈ B.
Color the vertex v ∈ V by the induced order system (∼,,≤) |{v}×S . If the chromatic number
of H is greater than the number of possible order systems on S, then there must exist an edge
e ∈ E such that e1, ..., ek all have the same induced order systems. We now define the order system
(∼,,≤) on S × [k] by (s, i) ∼ (t, j) if and only if (ei, s) ∼ (ej , t), and similary for ,≤, and note
that this order system is compatible with M.
Now we show the sufficiency. Fix an order system (∼,,≤) on S × [k] which is compatible with
M. Let A be the structure (S/∼,|S/∼,≤|S/∼), and let B be the structure ((S × [k])/∼,,≤), so
A,B are both partial orders with linear extensions. Let Ai by the induced copy of A in B coming
from S ×{i}. By structural Ramsey theory for posets with a linear extension (Theorem 4.9 of [8]),
there exists a partial order with linear extension C such that for every way of coloring the set of
induced copies of A in C by finitely many colors, there exists an induced copy B′ of B in C such
that all induced copies of A in B′ are colored with the same color.
We define H = (V,E) by taking V to be the set of induced copies of A in C, and defining E to
be the set of k-tuples (A′1, ..., A
′
k) such that there is an induced copy B
′ of B such that the map
B
∼
−→ B′ takes Ai to A
′
i.
It’s easy to show that this H is M-good (the auxiliary digraph G has an equivalence relation ∼
such that the vertices of G/∼ correspond to the elements of the induced copies of A in C, and all of
the edges of G/∼ are non-decreasing with respect the partial order ), and the chromatic number
of H is infinite by the choice of C. 
Example 3. Consider the 2-machine M = ({0, 1}, f, {(0, 1)}), with f(0, (1, 2)) = f(0, (2, 1)) =
{1}, f(1, (1, 2)) = {0}, and f(1, (2, 1)) = ∅. A digraph isM-good if and only if it has no odd cycles
such that every even-numbered edge points in the same direction (in particular, every odd cycle
of an M-good digraph must have length at least 7). There is a unique order system (∼,,≤) on
{0, 1} × [2] which is compatible with M: (0, 1) < (1, 1) ∼ (0, 2) < (1, 2), 0 is incomparable with 1
in the induced  on {0, 1}, and (0, 1) ≺ (1, 2).
We can unwind the proof of Theorem 6 to construct an explicit M-good digraph with infinite
chromatic number as follows. For our vertex set, we take the set of ordered pairs (A,B) of finite
subsets of N such that A 6⊆ B and B 6⊆ A. For edges we take pairs of vertices of the form
((A,B), (B,C)) such that A ⊂ C. It’s easy to check that this digraph is M-good. To see that it
has infinite chromatic number, we apply structural Ramsey theory for posets with a linear extension
and note that every finite poset has an induced copy inside the poset of finite subsets of N.
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4. Application to constructing terms in bounded width algebras
We follow the same general proof strategy as in Theorem 3.2 of [9]. Rather than (2, 3)-consistency,
we’ll use the framework of pq-instances from [10] - this will allow us to both prove stronger results
and simplify the argument.
Definition 9. We let Rn be the set of subdirect relations on the n-element set {x1, ..., xn}. For
R,S ∈ Rn, we define R ◦ S to be {(a, c) | ∃b (a, b) ∈ R, (b, c) ∈ S}, and we define R
− to be
{(b, a) | (a, b) ∈ R}.
Definition 10. We say a set S ⊆ Rn of subdirect relations is pq-compatible if S is closed under
composition and reversal, and for any P,Q ∈ S there exists j ≥ 0 such that
∆{x1,...,xn} ⊆ P ◦ (Q ◦ P )
◦j .
Definition 11. For any pq-compatible set of subdirect relations S, and any function π : ([k]2 \
∆[k])→R, we define the deterministic k-machineMS,pi to beMS,pi = (R, f, {∆{x1,...,xn}}×(R\S)),
where f is defined by f(R, (i, j)) = R ◦ π(i, j).
Theorem 7. Let R ⊆ {x1, ..., xn}
k be subdirect, and define π by π(i, j) = πi,j(R). For any
pq-compatible set S, if there are MS,pi-good k-uniform directed hypergraphs of arbitrarily large
chromatic number, then for any finite bounded width algebra A there exists a diagonal element in
SgA(R).
Proof. This follows from the definition of MS,pi, the definition of a pq-compatible set of relations,
and Theorem A.2 of [10]. 
Corollary 1. Every finite bounded width algebra has a 4-ary term t which satisfies t(x, x, y, z) ≈
t(y, z, z, x).
Proof. Let
R =
{[
x
y
]
,
[
x
z
]
,
[
y
z
]
,
[
z
x
]}
,
define π by π(i, j) = πi,j(R), and let S be the set of relations in the compositional semigroup
generated by R,R− which correspond to words which either contain R ◦R or R− ◦R−, or are equal
to (R ◦R−)◦j or (R− ◦R)◦j for some j ≥ 0. Since every element of S contains some power of the
cyclic permutation (x y z), and since both
R ◦R ◦R =
{[
x
x
]
,
[
x
y
]
,
[
x
z
]
,
[
y
y
]
,
[
y
z
]
,
[
z
x
]
,
[
z
z
]}
and
R− ◦R ◦R ◦R− =
{[
x
x
]
,
[
x
y
]
,
[
y
x
]
,
[
y
y
]
,
[
y
z
]
,
[
z
x
]
,
[
z
y
]
,
[
z
z
]}
contain two distinct powers of the cyclic permutation (x y z), S is pq-compatible.
The MS,pi-bad cycles in a digraph are now exactly the odd cycles which alternate between
forward steps and backward steps (aside from a single vertex where they do not alternate), so we
just have to construct a digraph G = (V,E) which has no odd alternating cycles and has infinite
chromatic number. To finish the proof, we take V = {(a, b) ∈ N2 | a < b} and E = {((a, b), (b, c)) |
a < b < c}. 
We can generalize the previous result, to give a new proof of the “Loop Lemma” (Theorem 3.5
of [1], originally proved in [2]) in the case of bounded width algebras.
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Proposition 2. If R ⊆ {x1, ..., xn}
2, when viewed as a digraph, is smooth, weakly connected, and
has algebraic length 1, then there exists a number k such that for all l,m ≥ k,
(R◦l ◦R−◦m)◦k = {x1, ..., xn}
2.
Definition 12. Say that a digraph G is k-unbalanced if for every directed cycle c of G, either c has
exactly as many forward edges as backward edges, or there are two contiguous, non-overlapping
stretches of c such that one stretch has at least k more forward edges than backward edges and the
other stretch has at least k fewer forward edges than backward edges.
Theorem 8. For every fixed k, there exist digraphs which are k-unbalanced and have arbitrarily
large chromatic number.
Proof. Define the deterministic 2-machine Mk to be Mk = (S, f, {a0} × (S \ {a0})), with
S = {a−k, ..., ak, b0, ..., bk}
and f given by
∀ − k ≤ i < k, f(ai, (1, 2)) = ai+1,
∀ − k < i ≤ k, f(ai, (2, 1)) = ai−1,
f(ak, (1, 2)) = b0,
∀0 ≤ i < k, f(bi, (2, 1)) = bi+1,
∀0 < i ≤ k, f(bi, (1, 2)) = bi−1,
f(b0, (1, 2)) = b0,
and all other values of f are ∅. It’s easy to see that any Mk-good digraph is k-unbalanced. Thus,
by Theorem 6, it suffices to exhibit an order system (∼,,≤) on S × [2] which is compatible with
M.
The equivalence relation ∼ and the total order ≤ are given by
(a−k, 2) < (a−k, 1) ∼ (a−k+1, 2) < · · · ∼ (ak, 2) < (ak, 1) < (b0, 1)
< (b0, 2) ∼ (b1, 1) < (b1, 2) ∼ · · · < (bk−1, 2) ∼ (bk, 1) < (bk, 2).
The partial order  is a little bit more delicate. On {b0, ..., bk} × [2]/∼,  agrees with ≤, while
{a−k, ..., ak} × [2]/∼ forms a -antichain. Between the ais and the bjs, we have
(ai, u) ≺ (bj , v) ⇐⇒ i+ j > k + u− v.
In particular, in the induced partial order on S, a0 is not comparable to any other element of S. 
Corollary 2. If R ⊆ {x1, ..., xn}
2 is smooth and has algebraic length 1 when viewed as a digraph,
and if A is a finite bounded width algebra, then there is a diagonal element in SgA(R).
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