ABSTRACT Debugging multithread programs is extremely difficult because the basic assumption that underlies sequential program debugging, that is, the program behavior is deterministic under a fixed input, is no longer valid due to the nondeterminism attributed to thread scheduling. It is because the programs behavior is non-deterministic due to the nondeterminism of parallel execution, which makes debugging or testing multithreaded programs extremely difficult. In this paper, we propose a proactive debugging method to restore this basic assumption so that programmers can debug multithreaded programs as if they were sequential. Our approach is based on the synergistic integration of symbolic analysis and dynamic analysis techniques. In particular, symbolic analysis investigates the program behavior under the same input to search whether there is a thread schedule would trigger a bug or a not-yet-explored path. Dynamic analysis is to execute these new paths with the guide of the generated thread schedules, thereby further guiding the symbolic analysis. The net effect of applying this feedback loop is a systematic and complete coverage of the program behavior under a fixed test input. We implement the proposed approach in a prototype tool called proactive-debugger. Our experiments show that proactive-debugger outperforms both ESBMC and Maple, which are two powerful and well-known testing tools for failure detection in multithreaded programs.
I. INTRODUCTION
Nowadays, multi-core processors have become ubiquitous. Multithreading is a practical technique that makes full use of the potential of multi-core processors. In order to benefit from the advance, the applications must be wellwritten multithreaded programs. However, due to nondeterminism, the execution of multithreaded programs often unexpectedly trigger concurrency errors which are extremely difficult to test, reproduce, and debug [1] . Although most current mainstream programming languages have supported concurrency or multithreading technique, their debugging tools are still designed primarily for developing sequential programs. Practical methods or tools for coping with the unique difficulties in debugging parallel programs are still limited.
For serial programs debugging, one implicit assumption is that if an execution of the program produces the correct result for a given test input, then this program is deemed errorless under the given input [2] . Figure 1 (a) illustrates a typical debugging procedure for sequential programs. Consider a program P and a test input I . If executing P triggers an error, then the programmer can modify the program code and fix the bug by reproducing the execution under I . We will continue debugging the revised version P with I . If running P does not trigger any error, then program P is considered errorless under input I . Thus, we can continue debugging P with a new input I new .
Unfortunately, the above assumption that is used to debug serial programs is no longer valid for parallel programs due to the nondeterminism of thread scheduling, wherein one execution of the parallel program may perform different behaviors from another even under the same input. As shown in Figure 2 , the example program owns 2 threads foo() and bar(). There are 2 inputs a, b and 2 shared variables x, y in the program. Assume that the programmer wants to check whether the requirement (y ≥ 0) always holds after the execution is terminated. Given the test input {a : 1, b : 0}, a random interleaving π = 1, 2, 3, 6, 7, 10 results in y = 0 at the termination, which satisfies (y ≥ 0). However, there exists another interleaving π new = 6, 7, 1, 10, 2, 5 violating (y ≥ 0). It's because π new results in y = −1 after the execution. This tells us a fact that an errorless execution of a multithreaded program does not imply that the program is errorless under the current input. On the contrary, if the first execution is π new , then its replay in the next execution cannot also be guaranteed.
The preceding example illustrates two closely related problems that prevent conventional debugging procedures for sequential software from being applied to multithreaded programs. As shown in Figure 1 (b), the question mark in the box at the top indicates that reproducing the same erroneous execution is out of the programmer's control; the question mark in the box at the bottom indicates that a correct execution does not provide correctness guarantee and thus the programmer will not be able to know when to continue the debugging under the same input and when to switch to a different input. As a result, programmers are lost on how to debug their multithreaded programs. Numerous distinguishing features [3] contribute to the significant difference between debugging multithreaded and sequential programs, thereby leading to the following three major difficulties:
A. NUMEROUS THREAD INTERLEAVINGS
Although actively steering the thread scheduling is possible for programmers, explicitly enumerating and checking all the possible interleavings allowed by the program semantics remains infeasible. For example, a program with 3 threads and 50 lines of code per thread may have 10 69 interleavings. Consider a multithreaded program with n threads, each of which executes at most k instructions. The number of possible interleavings for this multithreaded program can be as large as (nk)!/(k!) n ≥ (n!) k [1] , a dependence that is exponential in n and k.
B. NONDETERMINISTIC THREAD SCHEDULE
Because the default execution environment does not provide a mechanism for programmers to steer the thread schedule of the program, the net effect of such debugging practice is that only a few interleavings end up being tested. These interleavings only occupy a small portion of the large state space Due to concurrent bugs being only caused by very specific interleavings, finding them is similar to finding a needle in a haystack.
C. DIFFICULTY IN EXECUTION REPLAY
Another difficulty in debugging multithreaded programs is the lack of repeatability of the erroneous program behavior. In practice, the goal of debugging is not only merely detecting the bugs, but also diagnosing its root cause and ultimately eliminating it by making proper modifications to the program code. If the particular thread interleaving that exposes the bug cannot be easily reproduced during the debugging phase, it becomes difficult for developers to come up with the necessary corrections to remove the bug [4] .
In this study, we present a proactive debugging method that validates the basic assumption of debugging serial programs for multithreaded programs to allow debugging of these programs as if they were sequential. This study is an extension of our previous work [5] . To achieve this goal, we implement a synergistic debugging framework as shown in Figure 3 . The framework includes a total of three components, namely, Interleaving Prediction, Branch Negation, and Guided Execution. The two former components are called symbolic analysis because they employ constraint encoding and solving, whereas the third component is referred to as dynamic analysis. The three components is synergistic and form a loop, where symbolic and dynamic analysis drive each other to exhaust all the possible interleavings under a fixed input.
Specifically, in interleaving prediction component, we capture the set of alternative interleavings of a given execution trace using a quantifier-free first-order logic (FOL) formula and conduct a form of predictive analysis to infer new program behavior. In the branching negation component, we detect the branches that are not yet visited by the previous executions, and compute a thread interleaving that enables the execution of some new instructions. In the guided execution component, we enforce the newly computed thread interleaving while concretely executing the program under the given input. Such execution, in turn, leads to new execution traces to be analyzed by the interleaving prediction. The loop terminates when an error is discovered or no new distinctive program path is available any more. Note that our new proactive debugging system shown in Figure 3 is intended to be applied behind the scene. That is, as far as the user is concerned, the synergistic loop is invisible -users will feel like they are debugging a sequential program. Therefore, for programmers, Proactive-Debugger will reduce the perceived complexity of debugging multithreaded programs to a level that is comparable to debugging sequential programs.
In Section V, we evaluate our approach on 15 benchmarks, some of which are from well-known application suites SPLASH2 [6] and PARSEC [7] . In order to enhance computation capacity, we design three optimizations: Specifying Program Semantics Constraint (O1), Eliminating Non-Flippable Branches (O2) and Concretizing Read-Write Constraints (O3). Compared with non-optimization version, the +O1, +O1+O2 and +O1+O2+O3 versions averagely reduce 38%, 48% and 39%, respectively. These optimizations make it possible to directly handle execution traces of up to 70K instructions. Based on the optimizations, we compare our approach with two state-of-the-art tools Maple [8] and ESBMC [9] . Maple, a systematic testing tool, is used to detect concurrent bugs during execution of a multithreaded program. Besides bug detection, model checker ESBMC also can prove that falling executions do not exist. The experimental result shows that our approach outperforms them on the ability of bug detection and correctness verification.
In summary, the contributions of this study are as follows:
• We present a proactive debugging framework for multithread programs, which conducts predictive analysis on an execution trace by leveraging constraint encoding and solving, together with a number of optimization techniques to improve its performance. This behindthe-scene procedure allows us to investigate all the feasible interleavings for an execution simultaneously. The generated constraint formulas are suitable for constraint solving based on satisfiability modulo theories (SMT) [10] , [11] .
• We propose a branch negation approach to identify the scheduling-sensitive branches with different statements, and then to compute new thread schedules that result in negating the branches. Therefore, this method significantly differs from existing methods, such as concolic testing [12] , which only compute new data inputs to guide the exploration of program paths in sequential programs.
• We develop the proposed approach in a prototype tool called Proactive-Debugger and evaluate it on a number of well-known benchmarks. We have release its source code at site https://github.com/ZHYfeng/2016_cap_6. The remainder of this paper is organized as follows. Section II uses an example to illustrate the basic idea of our approach, followed by a formal presentation of algorithms in Section III. Section IV describes three effective optimization heuristics. After reporting experimental results in Section V, Section VI reviews the related work. Finally, section VII concludes the paper with a discussion of future work.
II. MOTIVATING EXAMPLE
This section presents a running example to briefly illustrate all the steps of our method, as shown in Figure 2 . Although the implementation works on byte code (our prototype is developed on the top of KLEE), we use source code for the purpose of illustration, . The requirement is still whether y ≥ 0 constantly holds under I = a : 1, b : 0 after the execution of the example program terminates. Table 1 partially lists the six feasible execution traces, all of which satisfy the requirement of y ≥ 0 except for π 6 , as indicated by the last row. Assume that π 1 is the first execution. We then illustrate how to find the buggy executions like π 6 in the subsequent steps. First, we perform interleaving prediction by encoding π 1 as a formula ϕ π1 , which captures not only interleaving π 1 but also all the other feasible interleavings of P(π 1 ). Herein, P(π 1 ) stands for the path of π 1 , which ignores thread interleaving. All the interleavings of P(π 1 ) have the same instructions as π 1 , but exhibit different orderings. ϕ π1 consists of three types of constraints, namely, program semantics constraint ϕ sm , memory order constraint ϕ mo , and read-write constraint ϕ rw . Next, we describe their formulas with respect to π 1 .
A. PROGRAM SEMANTICS CONSTRAINT
Program semantics constraint defines and captures the program semantics of each thread. This constraint defines the data flow of each thread. We first need to transform execution 40026 VOLUME 6, 2018 π 1 into static single assignment (SSA) form, in which each time a variable (e.g., x) is assigned a value, it gets a unique label (e.g., x 1 w or x 2 w ). Figure 4 provides the transformed trace of π 1 in the SSA form, where v i r /v i w denotes the i-th read/write operation of v. The program semantics constraint for π 1 , as shown in Equation (1), is straightforwardly translated from its SSA form in Figure 4 .
where the terms in the first row specify the input values of a and b.
B. MEMORY ORDER CONSTRAINT
Memory order constraint specifies the order of statements in the to-be-computed interleavings. The memory order constraint for π 1 is shown in Equation (2),
where o i stands for the possible ordering of the statement or instruction at Line i in a to-be-computed interleaving. Subformula o i < o j indicates the statement at Line i occurs before the statement at Line j. In this work, we only consider the sequential consistency model which enforces the runtime order of statements to follow the order of static code. This constraint only restricts the order of intra-thread statements, and leave alone the order of inter-thread statements, which is guarded by synchronization primitives. Its encoding is introduced in Section III-A.
C. READ-WRITE ORDER CONSTRAINT
Read-write order constraint specifies the matching relations to describe the ordering rule between read and write operations for shared variables. Thread scheduling makes the data flow between uses and definitions of shared variables quite complicated and random. Anyhow, the read-write relation must conform to the rule that the read value for a shared variable is from its recently written value. With this constraint, the intra-and inter-thread data flows are completed. Consider x 1 r at L2(stands for Line 2), which may read value from either x 1 w at L1 or x 2 w at L10. If x 1 r reads x 1 w , then the execution of Line 10 must occur either after L2 or before L1. Similarly, the execution of L10 must happen between those of L1 and L2 for x 1 r to read x 2 w . The read-write order constraint for x 1 r is provided in Equation (3) .
For each read of a shared variable, a constraint formula similar to the preceding equation is necessary. The read-write order constraint for π 1 is a conjunction of the constraints of all reads. In addition, we also need to specify which write of the variable y is read by the requirement y ≥ 0 at the end of execution. We must name variable y in the requirement formula as a unique label, that is y 3 r . y 1 w and y 2 w are the last write values to y in threads 1 and 2, respectively. The corresponding value of y 3 r can be written by either L3 or L6, as shown by Equation (4),
where if L3 occurs after L6, then the final value of y is from L3; otherwise, the value is from L6. Then, the requirement formula can be denoted as (ρ = y 3 r ≥ 0). Finally, we combine the three types of constraints by making a conjunction: ϕ π 1 = ϕ sm ∧ ϕ mo ∧ ϕ rw . ϕ π 1 symbolically encodes all possible interleavings of P(π 1 ), such as π 3 , π 4 and π 5 . We verify the requirement by checking the satisfiability of ϕ π 1 ∧ ¬ρ with an SMT solver. The solving is to implicitly exhaust all the interleaving of P(π 1 ) and find an interleaving violating the requirement. Since ϕ π 1 ∧ ¬ρ is unsatisfiable, we can believe that none of interleavings in ϕ π 1 , including the four executions, violates y ≥ 0.
However, we cannot consider that the example program is errorless under the input I , because not all possible paths of the program have been examined. Concretely speaking, ϕ π 1 does not cover π 2 and π 6 at all. Because both have the statements that are not found on π 1 . For π 2 , it is Line 8, and for π 6 , it is Line 5. However, our goal is to investigate all possible program behavior under a given input, therefore we must also consider π 2 and π 6 .
Next, we conduct branch negation and guided execution. Consider the conditional branch statement at Line 2 (denoted as b 2 ), which takes the true branch in π 1 . If the false branch of b 2 can be executed under a particular schedule, then we will obtain a new base to drive further analysis. Herein, the difficulty is how to compute the thread schedule leading to new paths and then to enhance these paths being executed. The formal algorithm will be discussed in Section III-E. Back to the example program, we build a negation constraint formula for the to-be-flipped branch b 2 , as shown in Equation 5 ,
where sub-formula ¬ (x 1 r > 0) mandates that b 2 must be reversed in the new paths.
Additionally, sub-formula o 7 < o 2 → y 2 r ≤ 0 implies that if b 7 happens before b 2 , then the direction of b 7 must remain unchanged. Otherwise, the direction of b 7 need not be restricted. This constraint guarantees that b 2 must be the first reversed branch in a newly-computed path. We cannot directly simply combine this negation constraint with constraint model ϕ π 1 because the combined formula will raise a conflict with the sub-formula (x 1 r > 0) already in ϕ π 1 . Thus, this requires us to firstly remove the branch sub-formulas in ϕ π 1 before computing the schedules. Let the branch-free VOLUME 6, 2018 constraint formula be ϕ π 1 . Via checking the satisfiability of Equation 6
with an SMT solver, we can know whether b 2 can be flipped under any schedule. If Equation 6 is unsatisfiable, b 2 cannot be the first negated branch in any schedule. Otherwise, we can extract a thread schedule flipping b 2 from the solving solution of Equation 6 . The thread schedule can lead to the execution of a new path. In this running example, the newly-generated schedule is s = 6, 7, 1, 10, 2, 3 .
Once a new schedule is obtained, a concrete execution must be conducted under the guidance of a thread schedule s. The reason why symbolic analysis alone is insufficient is because the thread schedule s generated by symbolic analysis may not always be valid. Thus, a thread schedule s is invalid if there is actually no path that can follow s. For the example program, after reversing b 2 , the program goes different branches with π 1 . Therefore, a schedule computation based on π 1 results in random results after b 2 . However, the partial schedule with any instruction prior to b 2 is still feasible because it still follows the same control flow as that in π 1 . Consequently, schedule s = 6, 7, 1, 10, 2 is not only valid but also ensures the negation of b 2 . If the program is executed by the guide of s , then we will get a new trace π 6 = 6, 7, 1, 10, 2, 5 , which drives further analysis.
Besides constraint
, we create a constraint for the case where b 7 is the first negated branch, which leads to the execution of π 2 . If there are no more branches that can be negated, our algorithm terminates. In this running example, an execution of π 6 leads to assertion failure, and thus a bug is detected.
The above running example briefly describes how Proactive-Debugger works. Details of the overall formal algorithm will be introduced in the subsequent sections.
III. DEBUGGING ALGORITHMS
We call our approach proactive debuging/testing to contrast the typical sequential program debugging/testing procedure. When an input is provided, the latter monitors program executions without any analysis. Our approach integrates implicit executions with symbolic analysis to systematically exhaust all the feasible interleavings under a fixed input. As shown in Algorithm 1, we give its pseudo-code, consisting of main sub-algorithms: GuidedExecution (for guided execution), InterleavingPrediction (for interleaving prediction), and BranchNegation (for branch negation).
As shown in Algorithm 1, the inputs to our approach are a multithreaded program P, an input I , and a to-be-verified property ρ. The algorithm terminates when it satisfies either of the two following conditions: 1. Set S becomes empty; 2. SymbolicAnalysis finds an interleaving violating property ρ. Set S is used to maintain the to-be-explored schedules. Initially, Set S only has one item . We maintain set T to avoid exploring the tested or redundancy traces. The reason
Schedule s = S.remove(); 5: π = GuidedExecution(P, I , s);
if π.abstract ∈ T then 7:
ϕ π =InterleavingPrediction(π, ρ);
BranchNegation(ϕ π , S); 10: end if 11: end while why we maintain such set is that depth-first search or breadthfirst search is not valid for thread interleavings, whose details are explained in Section III-B. GuidedExecution drives an execution by following a schedule s removed from S. The execution from the beginning to the end of s is specified. The program runs randomly after the end of s. Note that the initial schedule indicates that the first execution is completely random from the beginning. If the generated traces have been in T , then we skip it. Herein, we use an abstract to record a trace in a light manner, whose definition will be presented in Section III-C. InterleavingPrediction transforms an execution trace π into a constraint formula and then investigates its different interleavings by solving the formula. The goal of InterleavingPrediction is to find an interleaving that triggers the violation of property ρ. Additionally, this sub-algorithm delivers the encoded formula to BranchNegation. BranchNegation aims at verifying the flippable branches under particular interleavings of P(π ) and generating the schedules with constraint solving. The newly-generated schedules lead to the execution of branches with new statements.
Algorithm 2 InterleavingPrediction(Trace π , Property ρ)
1: Encode program semantics constraint ϕ sm ; 2: Encode memory order constraint ϕ mo ; 3: Encode read-write order constraint ϕ rw ; 4: ϕ π = ϕ sm ∧ ϕ mo ∧ ϕ rw ; 5: if ϕ π ∧ ¬ρ is satisfiable then 6: let s be the schedule vector based on its solution; 7: Replay program to trigger bug according to s; 8: terminate; 9: end if 10: return ϕ π ;
A. INTERLEAVING PREDICTION
Algorithm 2 provides the details on how to symbolically analyze an execution trace. Interleaving Prediction encodes an interleaving π as an FOL formula
where ϕ mo , ϕ sm , and ϕ rw denote memory order constraint, program semantics constraint, and read-write constraint, respectively. Let the property constraint be ρ. If ϕ π ∧ ¬ρ is satisfiable, then we extract a thread schedule from its solution.
By following this schedule, our tool can reproduce the error. Thus, we can address addresses the issue of execution replay for multithreaded programs in case of failure. Otherwise if it is unsatisfiable, then we need to examine whether there exist some statements, which are not executed in π under input I and may cause undesirable behavior. This procedure will be introduced in the following section.
Our encoding is not a new concept in this paper, but the technical details differ from existing works.
B. MEMORY ORDER CONSTRAINT (ϕ MO )
Memory order constraint defines the ordering of the statements in the to-be-computed interleavings derived from π. The instruction order for a multithreaded trace includes intrathread and inter-thread.
We first introduce how to restrict the order of the intrathread instructions. Let T be the set of threads and π t be the sequence of instructions of thread t ∈ T . Assume that instructions are indexed by their order of appearances in the execution. The constraint for intra-thread instructions is written as follows:
where ins i and ins j denote the adjacent executed instruction pairs in π t , and o i represents the possible order of instruction ins i in any valid thread interleaving. Note that in order to reduce unnecessary interleavings we treat consecutive thread local events as a single instruction. Then, we explain how to restrict the order of the inter-thread instructions, which is guarded by synchronization operations, including create/join, lock/unlock and wait/signal. For create/join, its encoding is as follows. The first instruction of a thread must happen after the instruction that creates the thread. Similarly, the last instruction of a thread must happen before the instruction that joins the thread. This leads to constraint ϕ CJ mo . For two arbitrary lock/unlock pairs on one same mutex, the constraint in Equation 9 enforces that one pair must happen either before or after another:
where Lock[m] stands for the set of lock/unlock pairs on mutex m, l i /u i and l k /u k stand for two arbitrary lock/unlock pairs in set Lock [m] . o x denotes the ordering of operation x. The encoding for synchronization operation wait/signal is as follows. Given a condition variable cd, let WT be the set of wait operations on cd, and SG the set of signal operations on cd. The constraint for the synchronization of wait/signal is: 
Herein, we make a conjunction for all the above constraints, and obtain a formula
, which describes a partial order relation by relaxing the total order observed in π .
C. PROGRAM SEMANTICS CONSTRAINT (ϕ SM )
Our implementation is based on LLVM [13] bytecode. This constraint maps each instruction to its corresponding formula according to the syntax rule of LLVM bytecode. Because it requires mapping rules for a complete LLVM bytecode syntax, we skip the detailed presentation. The left column in Figure 7 provides an example of building program semantics constraint for a trace. The purpose of this constraint is to propagate data value in local threads.
D. READ-WRITE CONSTRAINT (ϕ RW )
This constraint enumerates all matching possibilities between read and write instructions of shared variables. This constraint also conforms that a read must observe the recent write for the same shared variables. The program semantics constraint maintains the intra-thread data flow, and this constraint is for the inter-thread data flow. Only the two are combined, the data flow for a multithreaded trace is completed. This constraint ensures that the control flow of generated interleavings is same as that of π 
where if r reads the value of w, it must happen after w, and all the other writes to v are not allowed to happen between r and w. Therefore, the read-write order constraint is:
where V stands for the set of shared variables. Note that not all writes can be mapped to r. If a write operation happens after r in the same thread, r cannot be mapped to it. Although the constraint solver can eliminate such impossible cases, we recognize as many impossible read-write matchings as possible to reduce the solving time.
Algorithm 3 BranchNegation(Formula ϕ π , ScheduleSet S)
if ϕ c i π is satisfiable then 5: compute schedule s i up to branch c i from the solving solution. 6 :
end if 8: end for
The solving of ϕ π can investigate the interleavings that have the same instructions with execution π . That is, ϕ π only captures the feasible interleavings of P(π ) with the same statements. Thus, the unsatisfiability of ϕ π ∧ρ does not imply correctness under the current input since we don't analyze the feasible executions not covered by ϕ π under I . Next, we compute valid paths that cover different branches to settle this issue.
Algorithm 3 gives the pseudo-code for describing the steps of branch negation. At Line 1, we remove all the branch constraints from ϕ π and then obtain ϕ π . For each c i ∈ C, we then verify whether it can be the first branch to be flipped in the to-be-computed interleaving. That is, to ensure that the negation of c i is valid, any branch statement before c i in a tobe-computed interleaving must choose the same branches as in π . The potential schedules that lead to the negation of c i can be represented as Equation 13
where o i represents the order of branch c i , and ¬c i stands for the flipping of branch c i . From the preceding formula, we can know that the branch-related constraints, such as c i will raise a conflict with ¬c i since they are mutually exclusive. This is the reason why we remove these constraints from ϕ π . Suppose no other branches can be negated after Trace 3, the traversal terminates. This is a typical DFS procedure for exploring paths of sequential programs. Such traversal has an implicit assumption, which is the fixed order of the branches. That is, when a branch is negated, the relative order of the branches before the selected branch remains the same. The assumption is no longer valid for multithreaded programs. Consider a valid execution Trace 4, where b k is negated. In order to negate b k in thread t1, b m in t2 has to happen before b k . Note that in DFS b k never happens before b m . This example shows when deciding whether a branch can be negated, we must consider all the branches instead of only those branches that are executed before this branch. In addition, the positions of b 1 and b 2 are switched in Trace 4 as well. Therefore, even for those branches that are executed before the branch under consideration, their relative order may be changed. As a result, in our encoding when a branch b i is selected, we only fix the outcomes of the branches before b i to ensure that b i is the first negated branch in the new execution. We allow any branch to happen after b i , and the output of the branches after b i is arbitrary.
F. GUIDED EXECUTION
As shown in Algorithm 4, we provide the details on how to execute a program with the guidance of a partial schedule. [i] .tid at i-th step. In most cases s only specifies a prefix up to a certain step. In other words, s is a partial schedule. The execution becomes random once going beyond s.
Algorithm 4
In Section III-B we have explained the reason why backtrack-based exploration such as DFS is not suitable for our work. As a result, we must maintain a set T of explored traces to avoid repeated exploration of the same traces. Reconsider the example program in Figure 2 . Assume that π 1 = 1, 2, 3, 6, 7, 10 is the first execution under input a = 1, b = 0 . Branch negation obtains a schedule 1, 6, 7, 10, 2 to flip the branch at Line 2 in π 1 . We then obtain trace π 2 = 1, 6, 7, 10, 2, 4 by guidedly executing the schedule. We also conduct branch negation on π 2 and obain a schedule 1, 2 to flip the branch at Line 2. By following 1, 2 , we may obtain 1, 2, 3, 6, 7, 10 , identical to π 1 . As a result, top Algorithm 1 may not terminate without T .
There are two challenges to maintain the set of explored traces. The first one is that the number of interleavings, even under a fixed input, can be exponential to the number of instructions. Therefore, it's greatly expensive to record all the executed traces. The second one is that it is not sufficient to only record explicitly executed traces. T must include the traces implicitly explored by SMT solvers as well. We set an abstract for each trace to address both issues, which can avoid recording complete traces and meanwhile cover all the implicit traces derived from π . Let π i be a subsequence by projecting π onto thread t i . We partition π into a set π = {π i |1 ≤ i ≤ N }, where N is the number of threads. Let
be the subsequence of branches in π i . The trace abstract of π is defined as π.abstract = {π B i |1 ≤ i ≤ N }. We only keep the abstracts of traces that are executed explicitly. This is sufficient because according to our algorithm: first, explicitly explored traces must be different at some branches; second, interleaving prediction captures all the traces with different interleavings but with the same branch instances. A set T based on trace abstract not only keeps much simpler sequences of traces but also provides exponential reduction in the number of traces.
IV. OPTIMIZATIONS
Aside from our work, symbolic encoding of execution traces has been a focus of many studies [14] - [19] because of its capability to gain insight of program behavior that is hidden from concrete executions. However, it is not scalable due to the fact that even small programs may produce extremely long traces and symbolic analysis of long traces is computationally expensive. In order to mitigate this issue, we have developed heuristics that drastically increases the size of the traces that we can handle. Since most of our computational cost is due to the search for alternative branches, we focus our discussion on its improvement. 
A. SPECIFYING PROGRAM SEMANTICS CONSTRAINT (O1)
Consider the program shown in Figure 6 . There are three shared variables a, b, c with initial values 0, 0, 0.0. A typical execution starts Thread 2 after Thread 1 terminates, which results in a trace with four iterations of for loop. An encoding on program semantics, as shown by the left column in Figure 7 , has to include all the SSA instances. Considering that the purpose of encoding is to determine whether the branches at i 1 − i 5 , a 1 r and b 1 r can be negated, the program semantics constraint can be significantly simplified. Such simplification is different from the typical VOLUME 6, 2018 dependence based optimization where instructions not relevant to the branches can be removed. We are scrutinizing the variables whose values do not change the outcome of a branch even though there exist dependence between them.
First, expressions transitively depending on only local variables need not be symbolically analyzed. Consider the trace in Figure 7 . If there are no other assignments to a between a 1 w = d 5 Figure 7 . The concretization also severs the impact of the loop on any of the branches, since their effect has already been reflected by the value of 24. As a result, the encoding of the loop can be skipped.
Second, expressions with shared variables can be ignored if they have no impact on branch outcomes. This happens if branches do not transitively depends on the expression, or the shared variables are not written by other threads. For example, the assignments to c 1 w and c 2 w need not be encoded because the shared variable instances of c in Figure 7 have no impact on any branches. This observation simplifies not only the program semantics constraint but also the read-write constraint. In particular, in Figure 6 , the set of statements relevant to read-write of shared variables is reduced to {T 1 : 4 − 6, T 2 : 9, T 2 : 11} from {T 1 : 4 − 7, T 2 : 9, T 2 : 11 − 12}.
The simplified trace is shown in the right column in Figure 7 . This optimization is highly effective -without it the encoding presented in Section III-A cannot handle non-trivial programs.
B. ELIMINATING NON-FLIPPABLE BRANCHES (O2)
Our experiments show that approximately 99.5% of the branch instances on a given execution π cannot be flipped. That is, most of the formulas that encode alternative branches are not satisfiable. If non-flipping branches-those branches that cannot be flipped under any thread interleaving with the instructions in π -can be statically determined, we can avoid some of the expensive SMT solving procedures.
We consider three types of non-flipping branches. A branch is obviously non-flipping if its conditional expression transitively depends on local variables only. There are two other types of non-flipping branches that involve shared variables. Figure 8 gives a code snippet with two shared variables x and y, and two local variables a and b. Assume Lines 2,3,7-9 and 12 are the only places where x and y are accessed in the three threads. Consider the branch at Line 8. Since y is not written in any threads other than Thread 2, under the same input the conditional outcome at Line 8 remains the same regardless of thread interleavings. That is, Line 8 represents a non-flipping branch. As for Line 2, x is updated at Line 12 by Thread 3. However, the fork statement at Line 4 forms a happens-before relation between Line 2 and Line 12, so the value of x at Line 2 cannot be affected by any thread. In either case, the conditional expression of a branch instance cannot be affected by any other threads except its own.
C. CONCRETIZING READ-WRITE CONSTRAINTS (O3)
Thread interleaving is not the direct reason to the complexity of multithreaded programs. For example, a multiple-threaded program without any shared variables is as simple as sequential programs, even though there are large number of thread interleavings. It is the read-write relationship between the shared variables that make it hard to analyze multithreaded programs. This is reflected in our encoding: the size of constraint grows rapidly with the number of read/write instances of shared variables. In many of our experiments the read-write constraint contributes to 90% of the size of encoding.
Consider the example in Figure 6 , after the optimization O1 we need to consider two shared variables a and b in the encoding. For variable a, its read-write constraint φ RW [a] is :
The two disjunctive terms indicates two reading choices of a. If we would like to check whether br : b 1 r ≥ 2 can be negated, we simplify the constraint shown in Equation 14 with an additional conjunctive term a 1 r = 24. By restricting the value to be the same as in the executed trace, it reduces the search space of the read-write constraints of the variables not appearing in the to-be-negated branches. This optimization is sound in that it may miss some branches that can actually be negated. However, as we argued that the values are likely the same in the derived traces and it is confirmed by our experiments.
V. EXPERIMENTS

IMPLEMENTATION:
We have implemented the proposed method in a software tool built upon KLEE [20] . This tool targets multithreaded C programs implemented with the POSIX thread library. Note that KLEE does not support multi-threading by itself. We have developed a thread class and a customized thread scheduler to support multithreaded programs on top of KLEE. The thread class is used to hold the state of created threads. The scheduler is able to guide program executions under a given thread interleaving specification. We have also implemented a listener to collect executed instruction instances and an encoder to translate a trace into a logic formula.
In addition, we describe some implementation details in this work. We record the return value of system calls at runtime for encoding and guided execution. To implement the simplification in O1, we set shared access points as symbolic variables during the rerunning of the execution trace within KLEE. For each shared access point (read or write), we provide a unique symbolic identifier. If a branch is affected by shared variables, its condition will be a symbolic formula, not a concrete value. When the execution is finished, we collect the constraints. Before collecting, we must filter out the constraints which are irrelevant to any symbolic branch conditions. For the example as shown in Figure 7 , constraint c 1 w = c 1 r + 1 is irrelevant to constraints a 1 r ≥ 24 and b 1 r ≥ 2, since it does not share the same memory with them. Thus, the collected constraint is just the simplified semantic constraint. In this study, we do not handle the loops over shared variables. Although this type of loop does not exist in our evaluation, it is a threat to the completeness of proactive debugging.
In total, we have added 7,000 lines of code to KLEE. The current prototype is part of new tool called ProactiveDebugger, which differs significantly from existing debuggers that passively monitor execution without the automated analysis of the thread interleavings.
Our experiments are designed to address the following research questions. First, how effective are the optimization heuristics in improving the performance of ProactiveDebugger? Second, if there are bugs under an input, how effective is Proactive-Debugger in detecting these bugs? Third, if a program is correct under a given input, how effective is Proactive-Debugger in proving its correctness with respect to the given input?
EXPERIMENT SETTINGS: Our empirical study is conducted on 15 benchmarks that are obtained from well-known application suites SPLASH2 [6] and PARSEC [7] , as well as experimental objects in previous studies on bounded model checker ESBMC [9] and a trace simplification technique [21] . These benchmarks are widely use in concurrency research literatures. Due to the limits of KLEE virtual machine (e.g. system calls) and SMT solving (e.g. nonlinear computations), not all applications in the SPLASH2 and PARSEC can be processed. As summarized in Table 2 , Column Prog. gives the names of the benchmarks, followed by Column LOC, which lists the lines of code. Column #T shows the number of threads when the corresponding benchmark is executed. Note that it is the size of traces, not LOC, that determines the complexity of the experiments. Column Version gives the version information of each subject, where Bad, Ok and Ori indicate buggy, correct and original versions, respectively. Column Root Cause shows the bug type of the subject, where T1 and T2 represent the bugs that are triggered under special interleaving and result from removing a lock/unlock pair, respectively. A case for T1 is shown in the Figure 9-(a) . The wrong flow indicates the triggering of assertion failure. In fact, T1 can be viewed as an order violation. For the case of T2, which is actually a data race, is shown in Figure 9-(b) . In this study, we present these two types of bugs as assertion failures.
We use the original versions to evaluate our optimization heuristics. In addition to the original programs, we also create additional buggy and correct versions in our study. The correct versions add assertions into the original versions to check whether the outputs are correct. The correct versions are mainly used to evaluate the correctness verification capability. By contrast, the buggy versions are used to evaluate the bug detection capability. Code examples for the three versions are shown in Figure 10 . The bugs are carefully crafted, such that the selected inputs can trigger assertion failures under some but not all interleavings. Note that the injection of bugs is not specially designed for our method. All together we obtain 53 versions from the 15 benchmarks.
We compare Proactive-Debugger against two widely used concurrent software testing tools, namely, ESBMC [9] and Maple [8] . All three tools are capable of automatically exploring different thread interleavings. For a fair comparison, we restrict them to consider the same test inputs in our experiments. Under a given test input, Maple keeps records of tested interleavings and actively seeks to expose untested interleavings through delaying certain statements to increase interleaving coverage. ESBMC, on the other hand, is based on bounded model checking. It terminates after they either find an error, or explores all possible interleavings under the current bound of context switches among threads. We add constraints on fixed inputs to reduce the search space of ESBMC. Although the work [9] introducing ESBMC is in 2011, its developers keep on updating it. In our work, we choose its latest version 4, which is released in 2016. All our experiments were conducted on a Linux with quadcore 3.2 GHz CPU and 16-GB RAM.
Our empirical study shows that Proactive-Debugger reaches the sweet spot between model checking based tools such as ESBMC, and dynamic execution based tools such as Maple. Specifically, compared with ESBMC, ProactiveDebugger is significantly more scalable and easier to use. Despite its high overhead, its cost is still worthy for users, because program behavior can be examined thoroughly in a limited time. Meanwhile, Proactive-Debugger can cover more bugs than Maple.
A. OPTIMIZATION EVALUATION
In this section we initially evaluate the effectiveness of the optimizations. We report four groups of data. Base provides the results of the baseline implementation. +O1 includes optimization O1, +O1+O2 includes both O1 and O2, and +O1+O2+O3 includes all three optimizations. Table 3 shows the experimental results. Column #SAP and #Br denote the number of Shared Access Points (SAP) and the number of branches which depend upon SAPs in an execution trace, respectively. In component Branch Negation, we symbolically verified whether these branches in Column #Br can be negated under an interleaving. Column PNBr shows the percentage of branches that can be negated.
Column #P gives the number of traces. Since it is a comparison, except time usage, we provide relative data instead of absolute data for +O1, +O1+O2 and +O1+O2+O3. Column t gives efficiency improvement in terms of time usage when comparing with Column Base. The symbols →, ↑ and ↓ denote the same, increased and decreased values. With O1, on average the number of SAPs and time usage are reduced by 35% and 27%, respectively. We also conduct an experiment on program micro [9] to show the cause of reducing branch-irrelevant SAPs. micro has two child threads to compute shared variable i without any synchronization operations, each of which only has N consecutive i++s. And the property is to check whether the final value of i is equal to 2 * N at the end of execution. When the number of i++s is increased, the constraint solving time for the corresponding version increases exponentially, as represented by the red fitting curve in Figure 11 . More SAPs indicate more readwrite relations between threads, and the bigger solving space. This result tell us why we conduct this optimization. For program pfscan and radix, O1 explores the more 3 and 4 traces, respectively. Column PNBr under Base shows that only 16% branches can be negated on average. Expecially, there are less 1% branches being reversed in one execution trace for the longer programs, such as blackscholes, fft, luc, and lunc. This motivates our second optimization to recognize nonflipping branches.
On average O2 reduces 38% of the branches and 48% of time usage. This optimization can speed up computation because it decreases the times of constraint solving. However, it misses 4 traces when exploring program radix. For the four small programs, O2 doesn't work at all as there is no reduction for to-be-analyzed branches. The time cost fluctuation is in a quite normal range.
Finally, our method averagely increases by 39% with +O1+O2+O3. In fact, O3 does not perform well compared with O1 and O2. It only boosts the analysis of part of subjects, such as pfscan, radix, luc and lunc. The other parts of subjects deteriorate under O3. This shows that adding additional constraints can guarantee state space reduction, but cannot guarantee the performance speedup. In addition, for small programs arith and stack, none of the optimization techniques have effect. One thing to be noted is that more 21 traces are explored under O3 in pbzip. We locate the branches that decide these more 21 traces and then investigate the reasons. We find that our method is incapable of flipping these branches under O2 due to the limited performance of SMT solver. Fortunately, the task can be accomplished under O3. As a result, more time cost is spent due to the exploration of additional traces.
As shown in Column t, The optimizations perform better on longer programs than in small ones. In the following experiments, our method runs each benchmark with a combination of optimizations which performs best. For example, we select the combination of +O1+O2 when programs swarm and pnscan are analyzed.
B. BUG DETECTION
In this section we compare the bug detection capability among the three tools. The experimental results are shown in Table 4 , where Column Prog. gives the names of the programs. We collect different types of data for different natures of the tools. For Proactive-Debugger, Maple and ESBMC, whether the bugs are detected is shown in Columns R. Column Ram and time list memory consumption and time usage, respectively. For Proactive-Debugger, Columns #I, #F and #SAP give the number of executed instructions, the number of formulas and the number of SAPs on an execution, respectively. For Maple, Columns Rate lists the bug detection rate in 30 testing runs. For ESBMC, Columns R(CS = 1) and R(CS = 2) show the results when the bound of context switches are set to 1 and 2, respectively.
By running programs instrumented by PIN [25] , Maple observes the pattern of inter-thread dependence through shared-memory accesses and orchestrates the thread schedule to execute untested interleavings with an active scheduler. Because it uses heuristics to diversify thread interleavings during repeated executions, Maple does not have consistent behavior for individual test cases. Therefore, for each program we run Maple 30 times to obtain its bug detection rate. Before each run we delete the results from previous runs. The bug detection rates range from 0% to 100%, with an average rate of 84%. Note that we only report the shortest running time for the cases where bugs are detected. It takes much longer time when the bugs are not detected. Maple consumes very little memory -it is sufficient to reserve 100KB before testing for all the experiments. For program pbzip and pnscan, Maple fails to detect the bugs. This is because that Maple only covers a little part of program behavior. VOLUME 6, 2018 ESBMC fails to run the last four programs, which are marked as ⊗. So we don't describe their result and can't conduct comparison. Only programs queue_bug and stack_bug are affected by context switch bound. When context switch bound is set to 1, ESBMC misses the bugs in them. That is because the bugs cannot be triggered under the current bound on context switches and loops. When set to 2, ESBMC detects their bugs. The bug in arith_bug is missed whether the context switch bound is 1 or 2. For programs account_bug, arith_bug, queue_bug, luc_bug1, luc_bug2, lunc_bug1, lunc_bug2 and blackscholes_bug, ESBMC can quickly detect the bugs within an acceptable time. But it fails to terminate due to memory limit when testing radix_bug1 and radix_bug2. And ESBMC can't find the bugs in program fft_bug1, fft_bug2 and swarm_bug within 3600s which are Marked as TO. In fact, this kind of problem results from state space explosion when model-checking a program.
Proactive-Debugger detects the bugs in all the experiments. Without considering acount_bug (maximum speedup ratio) and blackscholes_bug (minimum speedup ratio), it gains an average speedup of 8.3X over Maple (not directly conducting 27.7/6.4). Note this is a comparison against the cases where Maple and Proactive-Debugger detect bugs. Except stack_bug, blackscholes_bug and swarm_bug, ProactiveDebugger is faster than Maple for all other benchmarks. In Maple, the overhead of online profile and active scheduler is up to 100X [8] . Although running programs on KLEE makes the executions much slower, Proactive-Debugger conducts significantly fewer executions with the help of symbolic analysis that implicitly enumerates most of the thread interleavings. For each bug, Proactive-Debugger also generates a buggy interleaving to help locate the bug. Unlike ESBMC's explicitly examining every individual interleaving, we implicitly explore all interleavings of execution trace by constraint solving. Meanwhile, advance in modern constraint solver makes solving the constraint formulas quite efficient. Proactive-Debugger consumes more memory than that of Maple, but much less than that of ESBMC. Indeed, Proactive-Debugger is a trade-off between the two techniques on opposite ends of testing spectrum.
C. CORRECTNESS VERIFICATION
In this group of experiments, we initially execute the benchmarks to obtain their outputs. Then we add assertions in the correct versions to assert that the outputs are the same as the obtained values. These assertions can never be violated in the correct versions. In this case a testing must consider all the possible interleavings under the same inputs to verify the assertion. The experimental results are shown in Table 5 . We omit Maple because it lacks the capability of exhaustive search. For ESBMC, we add statements to enforce input assignment and remove bound on context switch to achieve a fair comparison on correctness verification. Due to memory limit, ESBMC fails to terminate for nearly all the experiments, except for account_ok, queue_ok and stack_ok. In the table, MO stands for out of memory. Nevertheless, we insist that ESBMC can examine all the possible interleavings if powerful processor and sufficient memory are guaranteed. Proactive-Debugger explores all possible interleavings without detecting any assertion failures, thereby proving the correctness under fixed inputs. Columns #I, #F, #SAP, Ram(M), and time(s) provide the same type of information as in Table 4 . Column #P gives the number of explicitly explored traces, and Column #Br shows the average number of branches that depend on SAPs in an execution trace. Note that we do not include the branches that are non-flipping.
VI. RELATED WORKS
A large body of works on detecting concurrent bugs are available,, some of which are based on static analysis [26] - [30] , whereas others are based on dynamic analysis [1] , [8] , [9] , [31] - [41] . Static analysis based techniques often focus on analyzing the software code at compile time to detect specific types of bug, such as datarace [28] - [30] , memory access anomaly [29] , and deadlock [26] , [27] . Although static analysis-based techniques may handle larger software code than dynamic analysisbased techniques, they tend to have higher false-positive rate as well, due to lack of information regarding program execution, which may only be available at the run time [3] . Dynamic analysis techniques, in contrast, often have a significantly lower-false positive rate. These techniques include random testing [31] , [42] , systematic testing [1] , [8] , [9] , [34] , [35] , [37] , active testing [32] , [36] , [38] - [41] , [43] - [45] , and predictive analysis based testing [46] - [52] . Our new method is a dynamic analysis metho. Thus, we only reviewed works that are related under this category in this section.
A. RANDOM TESTING
When debugging a multithreaded program, it is often ineffective to repeatedly run the program in its standard execution environment, because the same thread interleavings tend to be exercised again and again. The reason is that the thread scheduler generally switches context at the same program locations, which means only a small subset of all possible interleavings will be tested. In order to execute more different interleavings, delays need to be randomly inserted into code to perturb scheduling order [31] , [42] , such as sleep() statement. Random testing techniques tend to be scalable and practical for real-world systems since it is easy-to-implement and low-overhead. However, these techniques cannot provide a systematic and complete coverage; Indeed, they only excise a small part of interleavings. Therefore, they often cannot trigger bugs that are only witnessed in rare interleavings [33] .
B. SYSTEMATIC TESTING
To investigate a unique scheduling in each run, systematic testing steers the thread scheduler to explore interleavings with a predefined coverage information. It terminates when the predefined coverage is reached. Generally, this technique falls into two categories, namely, coverage-driven [8] , [34] , [35] , [37] and stateless model checking [1] , [9] , [53] , [54] . For example, Hong et al. [37] propose a testing method targeting on synchronization pair coverage when testing Java multithreaded programs. This method analyzes the coverage requirements in estimation phase and then enforces the scheduler to cover these requirements in the testing phase. Musuvathi et al. [1] , [53] restricted preemptive context switches by using a small bounded number to significantly alleviate the state explosion. It has become an influential technique in practice since many concurrency bugs can be triggered by interleavings with few context switches. Gambit [54] groups interleavings into equivalence classes with Partial Order Reduction (POR) when detecting bugs in concurrency libraries for .NET framework of Microsoft. However, POR is unsuitable for our encoding. Because it aims to narrow down the state space by reducing equivalence interleavings, and our optimizations do not target on the reduction of interleaving space. If applied, POR will greatly narrow down the interleaving space so that ProactiveDebugger cannot explore all the possible interleavings under a given input. Exhausting all the interleavings is a nearly impossible mission. Although the purpose of examining different interleavings is achieved, it still misses the detection of deeply-hidden bugs. By contrast, our new method can reach a sweet spot within the general framework of systematic testing by exploiting the benefits of both symbolic analysis and dynamic analysis while avoiding their shortcomings.
C. ACTIVE TESTING
This technique focuses on catching a certain type of concurrency bugs, such as deadlock [36] , [40] , data-race [32] , [38] , [43] , [44] , and atomicity violation [39] , [41] , [45] . For example, Maiya et al. [43] detected data races in Android applications with a happens-before based method. Shacham et al. [41] implemented VINE to test atomicity violations using an observation of data-independent. ConLock detects deadlock using a should-happen-before constraint model [40] . A schedule that possibly triggers a deadlock is computed by the model and is subsequently verified in actual execution. The limitations of active testing is as follows. It only handles specific bug patterns and therefore misses the bugs under other patterns [37] . Moreover, it targets one interleaving during dynamic analysis, which will decrease accuracy. Although our current Proactive-Debugger only handles assertion failures, it is significantly more general than the prior techniques because assertion can be used to capture a wide range of concurrency bugs in practice.
D. PREDICTIVE TESTING
There is also a large body of works on the predictive analysis of execution traces for multithreaded program. Wang et al. [55] , [56] introduced the first method for symbolic predictive analysis, where SMT solvers are leveraged to conduct trace-based predictive analysis symbolically. Subsequently, ExceptioNULL leverages constraint solving based techniques to detect null-pointer dereferences. PECON [47] is a pattern-directed tool for searching a partial and temporal order graph extracted from an execution trace to detect general access anomalies and produce the corresponding thread schedules for validation. CLAP generates a schedule to reproduce concurrent bugs by encoding failed executions [49] . Farzan et al. [50] conducted concolic execution on C multithreaded programs that target the coverage of interference scenarios. They consider multiple inputs, and our work is under a fixed input. Huang [51] leverages constraint solving to generate new schedule in a stateless model checker in. However, these methods do not target schedulingaware branches, and only conduct analysis on the logged execution traces without inferring new paths. By contrast, our new method leverages predictive symbolic analysis to guide the dynamic analysis, and then leverages dynamic analysis to guide the predictive symbolic analysis, to construct a mutually benefiting feedback loop.
Cortex [48] and TAME [57] are closely related to our Proactive-Debugger. Cortex confines the exploration of bugs to execution paths that are previously seen in production. Thus, it cannot guarantee the coverage of all the path/interleavings under a given input. TAME aims to identify schedule-sensitive branches in concurrent programs, but does not have the synergistic composition of symbolic analysis and dynamic analysis, which are the main contribution of this work.
VII. CONCLUSION AND FUTURE WORK
We have presented a proactive testing method to address the main challenges of testing and debugging multithreaded programs. Compared with state-of-the-art techniques, our method has the following advantages. First, by integrating symbolic analysis with dynamic execution, our method is able to offer systematic and complete coverage of the program behavior at a reasonable cost. When the requirement for achieving complete coverage is lifted, the performance of our method is further improved. More importantly, our proactive testing procedure matches the expectation of programmers in their everyday debugging practice. Under a fixed input, the testing and debugging of a multithreaded program is fully automated and hidden behind the scenes. The programmer does not need to worry about controlling the thread schedule in order to reproduce previously detected bugs.
Our work is an important step toward achieving the goal of lifting the burden imposed on programmers today for testing and debugging multithreaded programs, so that it becomes comparable to testing and debugging sequential programs in terms of time and effort. However, this is an ambitious goal and there are still many interesting research problems left unsolved. In the future, we plan to add other functionalities to Proactive-Debugger including the capability to allow programmers to set symbolic breaking points to aid the diagnosis of multithreaded programs. Meanwhile, we also will design other optimizations to enhance our idea, such as concretizing the read-write constraints by replacing them altogether by the assignment conjunct and leveraging POR. QINGHUA ZHENG received the B.S. degree in computer software, the M.S. degree in computer organization and architecture, and the Ph.D. degree in system engineering from Xi'an Jiaotong University, China, in 1990 China, in , 1993 China, in , and 1997 
