This paper studies the following online replacement problem. There is a real function f(t), called the ow rate, de ned over a nite time horizon 0; T]. It is known that m f(t) M for some reals 0 m < M. At time 0 an online player starts to pay money at the rate f(0). At each time 0 < t T the player may changeover and continue paying money at the rate f(t). The complication is that each such changeover incurs some xed penalty. The player is called online as at each time t the player knows f only over the time interval 0; t]. The goal of the player is to minimize the total cost comprised of cumulative payment ow plus changeover costs. This formulation of the replacement problem has various interesting applications among which are: equipment replacement, supplier replacement, the menu cost problem and mortgage re nancing.
Introduction
The replacement problem. A real function f(t), called the ow rate, is de ned over some nite time horizon 0; T] where T is a positive real. It is given that for all t, m f(t) M where m; M 2 < and 0 m < M. A player is required to pay money throughout the time interval 0; T] where the payment ow is determined in the following manner. At time 0 the player starts to pay money at the rate f(0). At each time 0 < t T the player can changeover and continue paying money at the rate f(t). To perform any such changeover the player must pay some xed positive amount C called the changeover cost. The player may choose any number k of changeover times, 0 < t 1 < t 2 < < t k < T. Thus, for each such changeover time t i , the player pays a changeover cost C and throughout the interval t i ; t i+1 ), i = 0; 1; : : : ; k, his payment ow is at the rate f(t i ). (By convention we de ne t 0 = 0 and t k+1 = T.) For each particular choice of changeover times the total cost incurred by the player, comprised of payment ows and changeover costs, is kC + k X i=0 (t i+1 ? t i )f(t i ):
Any choice of k and (k) changeover times is called a replacement policy. Of course we are interested in replacement policies that minimize the total cost. Given f, it is straightforward to compute an optimal replacement policy via (continuous) dynamic programming 1]. Throughout this paper opt will denote this optimal policy and for each ow function f, opt(f) is the (optimum) total cost obtained by opt with respect to f.
Online replacement. In this paper we are concerned with online replacement; that is, the player must determine his changeover times online without knowledge of future values of the ow rate function. Speci cally, we consider an online player that at each time t knows f only over the interval 0; t].
Measuring the performance of online replacement. Following Sleator and Tarjan 13] we measure the performance of an online replacement policy by its competitive ratio de ned as follows. Let S be any online replacement policy and denote its total cost with respect to the ow f by S(f). If there exist constants and r such that for all f S(f) ? r opt(f) ; then we say that S is r-competitive or that S attains a competitive ratio of r. 1 The least r such that S is r-competitive is called the competitive ratio of S (or S's competitiveness). If S is r-competitive and r is obtained with = 0 then S is said to be strictly r-competitive. Thus, if S is r-competitive it will never pay more than r times the absolute optimum obtained by opt (up to the additive constant ) and the smaller r is the better S performs compared to opt (clearly r > 1 if S is online).
Using this performance measure we are interested in determining the optimal competitive ratio for the online replacement problem in terms of the problem parameters m; M; C and T. Optimality here is of course de ned in a straightforward manner with respect to the competitive ratio.
Viewing the problem as a two-player game. Using the above competitive ratio objective it will be convenient to view the online replacement problem as the following two-player game. The rst player is the online player de ned above. The second player is called the adversary or the o ine player. The online player chooses a strategy (or replacement policy) S and makes it known to the adversary. Then, based on S, the adversary chooses a ow function f so as to maximize the competitive ratio. The online player's objective is to minimize the competitive ratio (which means that this game is a zero-sum game).
Applications
The above replacement problem has various interesting applications. In all of these applications the basic question is when to switch from one activity, investment, or facility, to another more rewarding one, when there is a cost associated with making the switch. More speci cally, it is assumed that the (online) player participates in exactly one activity at a time. From time to time a new activity is o ered as a possible replacement for the original one. Associated with this new activity is a changeover cost and an operating cost per unit time. This operating cost corresponds to our ow rate de ned above. 2 Some striking examples of particular applications are the following.
Equipment replacement. Here the player needs to use some piece of equipment throughout the time horizon and from time to time, due to a priori unknown economic events and/or technological improvements (or equipment deterioration) the player can and may wish to switch to a di erent or newer equipment that incurs a lower operating cost (or higher payo ). \Typical" examples of equipment for which this application is relevant are cars, computers, industrial machinery, etc. The same formulation applies of course to more abstract types of \equipment" such as jobs, etc. In all these examples the operating cost can be approximated by a xed rate payment ow (e.g. gasoline consumption rate, salary, etc) Supplier replacement. A rm is purchasing goods at a constant rate from one supplier. The cost of purchasing the same goods from other suppliers varies with time. The rm can switch to another supplier but at a certain cost. The cost of this switchover can be approximated by some constant that accounts for the paperwork, the wasted time and possibly the costs involved in breaking the contract that are associated with the switch.
The menu cost problem. Many rms are constantly faced with the problem of when to adjust prices of the goods or services they o er. Due to in ationary markets (and/or other economic events) the rm may wish to update its price menu to re ect their \real" values in order to increase its overall payo . Each of these price adjustments which correspond to our ( ow) changeovers, incurs some xed cost (to physically update the \menu", advertise, 2 In many applications, this ow rate or operating cost should be viewed as a the rate of positive payo .
etc.).
Mortgage re nancing. The zero-point xed rate mortgage common in North America is almost exactly modeled by our replacement problem. Here the ow rate corresponds to the payment rate which is based on a xed interest rate (and the principal).
Our formulation applies to all these situations with various degrees of accuracy. Nevertheless, it is our feeling that our model captures the essential problem in all of them.
Contextual background and relation to other work
The literature related to online replacement problems (or various of the above applications) is quite extensive and it is beyond the scope of this paper to survey it all. Nevertheless, we note that the common denominator of all previous theoretical work on the subject is that it is based on the conventional \average case analysis"; that is, analyses are typically made under the assumption that the ow rate function follows a particular (usually simple) stochastic process that may or may not be known to the online player. Let us describe two examples.
Derman 4] studies a simpli ed discrete time replacement problem where his analog of our ow rate function is a piecewise constant function in which the next value is determined via a simple one-stage Markov process.
Sheshinski and Weiss 12] study policies for price adjustments (described above as the menu cost problem) under the assumption that \real" prices are determined by the following two-state process. During each state the price level is changed at a xed rate (in particular, they assume that at one state the price is xed and at the second state, the price increases at a xed rate). The duration of each state is an independent exponentially distributed random variable.
Other examples of average case analyses of replacement problems can be found in 2, 14, 5, 9]. It is not surprising that in all these examples (and in most other analyses of this kind) the optimal policy is heavily dependent on the stochastic assumptions.
Competitive analysis. The use of the competitive ratio performance measure for online problems is called competitive analysis. The competitive ratio was rst used by computer scientists in the 70's in connection with approximation algorithms for NP-complete problems (e.g. bin-packing 8, 11, 10, 15]), and then was explicitly formulated in the 80's in the seminal work of Sleator and Tarjan 13] on list accessing and paging algorithms. Since then, competitive analysis has been extensively used to analyze and design online algorithms for many online problems naturally appearing in computer science and has gained much recognition as a useful approach for the analysis of online problems. This paper is the rst to study the replacement problem based on the competitive ratio performance measure. To the best of our knowledge our analyses are the rst to study replacement problems without relying on particular stochastic models of the ow rate function. Thus, in some sense the replacement policies derived in this paper trade performance for robustness. It is clear that in applications where the nature of the ow rate function is known our replacement policies will be inferior to those that are optimized with respect to the known ow rate function. However, in many instances not much is known of the ow rate function and a large investment of resources is required to gain adequate knowledge (if this is at all possible) in order to devise a realistic stochastic analysis. In these situations our approach to the replacement problem could be the model of choice. Further, a policy that is good on average is not always the most desired one and one can envision situations in which a smaller but almost certain payo is preferable to a higher uncertain one.
Problem reduction.
By suitably scaling the time and cost axes, we may assume, that C = T = 1. Speci cally, given an initial problem set-up with parameters m 0 ; M 0 ; T 0 and C 0 we map each ow rate x 0 2 m 0 ; M 0 ] to x = x 0 T 0 =C 0 and each time t 0 2 0; T 0 ] to t 0 =T 0 . Thus, the new problem set-up is given by M = M 0 T 0 =C 0 , m = m 0 T 0 =C 0 and T = C = 1. It is not hard to see that any choice of changeover times, t 0 1 ; t 0 2 ; : : : ; t 0 k 2 0; T 0 ], has total cost A in the initial set-up, if and only if, under the above mappings, the changeover times t 1 ; t 2 ; : : : ; t k 2 0; 1] have total cost A=C 0 in the new set-up. Therefore, the above scaling preserves the competitive ratio. After scaling, we further assume that m + 1 < M. For M m + 1 the problem is trivial in the sense that the online player can always achieve a \perfect" competitive ratio of one.
For the rest of this paper we consider the reduced replacement problem with C = T = 1 so that the only relevant parameters are m and M.
Classes of replacement policies
Recall that the job of the (online) player is to choose a nite sequence t 1 ; t 2 ; : : : ; t k of changeover times. At each time, t 2 0; 1], the information available to the online player for this purpose (aside from the parameters m and M) is t, and the \history" of the game until time t. Notice that it does not make sense to changeover too many times. For instance, it is easy to see that changing over more than dMe times, does not make any sense. Motivated by these facts we now de ne online deterministic replacement policies. First we de ne o ine policies and then re ne the de nition to capture online policies.
O ine replacement policies. Fix m and M. Let and for all i and t, M i (t; f) M i+1 (t; f). The interpretation is as follows: for a given ow rate function, f(t), the policy will change over at the sequence of times t i , i = 1; 2; : : : ; k 0 , k 0 k, where t i is the least t greater than t i?1 such that f(t) M i (t; f). (By convention, we take t 0 = 0.) Notice that the range of M i includes the number ?1. This provides the policy with the possibility to`disable' any threshold at any given time (or in other words, to `refuse' to change over). Intuitively, for a xed f, M i (t; f) should be non-increasing, for the player should become more reluctant to change over as time passes since the later the time of the changeover, the less will he bene t from making the change.
Online replacement policies. We now de ne an online replacement policy. Time independent policies. Perhaps the simplest class of online replacement policies that is still interesting is the following class of time-independent policies. A policy in this class is a sequence of constant changeover thresholds ( xed over time and ow rate functions). Thus, a time-independent policy is a decreasing sequence of real numbers, M M 1 > M 2 > : : : > M k m: The interpretation is that the online player changes over for the ith time when the ow rate decreases to the level of (or below) M i .
Time-dependent (refusal) policies. A more sophisticated class of policies is the following class of time-dependent or refusal policies (we may use either name). A refusal policy is de ned as a sequence fM i (t)g k i=1 of functions with domain 0; 1]. By de nition, each of the functions is non increasing and for all i and t, M i (t) M i+1 (t). Thus, the online policy is willing to make the ith changeover at time t if f(t) M i (t). Otherwise, it refuses to change over. Clearly, a time-independent policy is a rudimentary form of a refusal policy. However, if a refusal policy is also a time-independent policy, it will not usually be called a refusal policy.
In this paper we shall focus on time-independent and refusal policies. Nevertheless, for completeness we mention the following class of replacement policies.
History-dependent policies. The most general class of policies is the class of historydependent policies, where the online player make use of the history of ow rates for making his decisions. Here again, if a history-dependent policy can be represented as a time-independent or a refusal policy it will not be called history-dependent.
As we shall see (and somewhat surprisingly), in all instances of the replacement problem it is possible to obtain optimal or approximately optimal online performance with timeindependent and refusal policies (and without resorting to history-dependent policies).
Outline of results
For the statement of our results (and in the analyses that follow) we use the following standard notational convention for asymptotic relations:
Let us now overview the results of this paper.
A lower bound. In Section 2 we prove a general lower bound on the competitive ratio of any deterministic policy for the replacement problem; This lower bound is obtained by considering a restricted class of adversaries ( ow rate functions) against which we can identify an optimal online policy and characterize its competitive ratio. In particular, the restricted class of ow rate functions we consider includes functions that start at time zero at the rate M and then drop \instantaneously" and continuously to some rate chosen by the adversary. It turns out that against such functions the optimal online performance can be attained by a time-independent policy. After establishing this fact we determine the optimal time-independent policy (against such restricted functions) and characterize the asymptotic behavior of its competitive ratio. For a xed m we show that this competitive ratio is r = ln M ln ln M . The optimal policy is called S . Since the competitive ratio of S is optimal only against a subclass of all ow rate functions it must be a lower bound on the competitive ratio of any replacement policy against an unrestricted ow rate function.
A characterization theorem. In Section 3 we consider a simple but rich subclass of refusal (time-dependent) policies of the following form. Each policy in this subclass is a timeindependent policy equipped with \refusal times"; that is, a (decreasing) sequence of constant changeover thresholds M M 1 > M 2 > : : : > M k m and for each 1 i k, the threshold M i is coupled with a refusal time b i . The interpretation is that the policy refuses to change over to the threshold M i if the ow rate function intersects M i after time b i . We consider only policies in which the the refusal time sequence fb i g is decreasing. This means that once the policy refuses to change over for the rst time, it will refuse to change over for the rest of the game.
We provide a characterization theorem that gives necessary and su cient conditions for establishing the competitive ratio of any policy in this subclass. Given any refusal policy S (of the above subclass) with k changeover thresholds, and a number r > 1 the theorem speci es a set of O(k 2 ) inequalities such that they are all satis ed if and only if S is rcompetitive. This characterization theorem proves to be a strong tool for proving upper bounds and it also provides a computational tool for determining the competitive ratio of any policy numerically.
Upper bounds. In Section 4 we apply the characterization theorem of Section 3 to establish four upper bounds. First we construct in Section 4.1 a refusal policy based on the timeindependent policy S by coupling it with an appropriate sequence of refusal times. We call the resulting policy S . We prove the following results:
In Section 4.2 we prove that S is optimal whenever q M=(m + 1) (m + 2)=(m + 1).
In section 4.3 we state (without a proof) a theorem that establishes the optimality of S whenever m = 0 (for all values of M). Both these results of optimality for S are established by showing that S attains the ratio r (i.e. the lower bound for the restricted problem). In Section 4.4 we nd that S cannot always attain the ratio r . Nevertheless, based on numerical evidence we conjecture that S is always optimal within a very small constant factor. In Section 4.5 we prove that S is (r ) 2 -competitive for almost all values of M when m > 0. Of course, this bound appears to be weak based on our conjecture of Section 4.4. In Section 4.6 we take a di erent direction and construct a new time-independent policy. This policy, called S is proven to be approximately optimal for almost all values of M when m > 0; that is, the competitive ratio attained by S is within a constant factor of r . Finally, in Section 5 we conclude and indicate some directions for future work.
A Lower bound
In this section we derive a lower bound on possible competitive ratios for the replacement problem. To this end, we con ne ourselves to a restricted class of adversaries, corresponding to a restricted class of ow rate functions. The optimal competitive ratio for this restricted version of the problem is a lower bound on the competitive ratio for the original problem. Most of this section will then be devoted to identifying the optimal online policy for the restricted problem and to characterizing its competitive ratio. . In other words, the ow rate swoops down continuously to at the initial time interval, and then jumps to its maximum possible value and remains there. Let F ;" be the set of all such ow rate functions.
Let F be the union over all 2 m; M] and " 2 (0; " 0 ) of the sets F ;" . An adversary is called a -adversary if he is restricted to choose only one of the ow rate functions in F .
Notice that no sensible online policy will ever change over if 2 (M ? 1; M]; the savings resulting from such a changeover never exceeds 1, which is the penalty incurred to perform the replacement. Hence, without loss of generality, we shall further restrict our attention to 2 m; M ? 1], and update the above de nitions accordingly.
Assume that the online player knows that he plays against a -adversary. We now seek an optimal policy for the online player. We shall rst argue that in the limit ! 0, every deterministic online policy (and in particular, the optimal one) is captured by a timeindependent policy. More formally, it will be shown that there exists a constant c such that for every , if the online player con nes himself to one of the best time-independent policies, he can guarantee a competitive ratio smaller then r + c where r is the (general) optimal competitive ratio against the -adversary.
Lemma 2.1 Let S be any online policy against the -adversary and assume that r is its competitive ratio. Then, there exists a time-independent policy,Ŝ, that isr-competitive against the -adversary andr < r + c where c is a constant independent of .
Proof. Let S = fM i ( )g k i=1 , an arbitrary replacement policy, be given. Choose g 2 F such that S(g) opt(g) = r. Hence, g 2 F 0 ;" 0 for some 0 < " 0 < " 0 and m 0 M ? 1. Choose any" with " 0 <" < " 0 and choose a ow rate function,f 2 F m;" , such thatf 0;" 0 ] = g 0;" 0 ] .
That is,f is an \extension" of g that decreases to the minimum possible rate. Clearlŷ f 2 F . We shall de neŜ, a time-independent policy, as follows. Let " 1 ; " 2 ; : : : ; " k 0, (k 0 k) be the times S changes over when played againstf. For 1 i k 0 , setM i =f(" i ), and
For each 2 m; M ? 1], denote by "( ) the (unique) " such thatf(") = , and let f 2 F ;"( ) be a function such that (f ) 0;"( )] =f 0;"( )] . It is evident, by the choice ofŜ, and since S is an online policy, that for each , the performance of S andŜ againstf is identical; that is, S(f ) =Ŝ(f ).
By the choice of r and g, it is clear that for each , S(f ) opt(f ) r: (1) Fix . As " varies, the total cost ofŜ with respect to a function in F ;" does not vary by much. SinceŜ is time-independent, the number of changeovers it performs is independent of the choice of ". Clearly, for " 2 (0; " 0 ),
From (2) and by the de nition of " 0 we obtain that for each choice of f 2 F with f 2 F ;" , S(f) Ŝ (f ) + " 0 (M ? ) <Ŝ(f ) + :
The bounds (2) are also true for opt since sup f;" opt(f) (f 2 F ;" ) is certainly not greater than (M ? )" 0 + +1 and inf f;" opt(f) (f 2 F ;" ) is not smaller than minfM; +1g +1. Remark 2.1 Ultimately, we would like to consider a -adversary where is \in nitesimally small". Such a is, of course, non-existent. Hence, we should investigate this problem as approaches zero. Formally, one should obtain all results for a xed and then calculate the appropriate limits. However, to simplify the analysis, we shall avoid this formality whenever possible. We shall pretend that the ow rate function decreases continuously in \zero-time" to its nal value, , and measure all the quantities that depend on by their limits, as ! 0. For instance, we shall pretend that the optimal competitive ratio (for the restricted replacement problem) is attained by a time-independent policy. This is not proven to be true, of course, but as ! 0, by Lemma 2.1, the competitive ratio of the optimal timeindependent policy approaches the (general) optimal ratio against the limit behavior of the -adversary. It is to be understood that by taking this approach the only sacri ce we make is that our nal result, the lower bound, will not be a real number, but a limit.
In continuation to Remark 2.1, we shall consider for the rest of this section only timeindependent policies (that may be referred to simply as`policies'). For each 2 m; M ? 1], let f denote the ctitious ow rate function that drops continuously in \zero-time" to the rate and then jumps to M and remains constant. Formally, when we measure costs of policies against such f , we actually refer to the limit, " ! 0, of these costs against functions in F ;" . For each , the cost of opt against f is characterized by the following lemma.
Lemma 2.2 For su ciently small 0 < " < " 0 , for each 2 m; M ? 1], and each f 2 F ;" , opt(f) = minfM; + 1 + "(M ? )g: Proof. We argue that the two options opt has are either to avoid change overs and keep paying at the rate M, or to change over once, at time ", and to keep paying at the rate . First we show that opt will change over at most once. Suppose opt changes over exactly once at time 0 < t ", to the rate f(t). An additional changeover at time t 0 , 0 < t 0 < t, will cut the ow rate component of the total cost by (t ? t 0 )(M ? f(t 0 )) < " 0 (M ? m) < < 1.
However, the penalty to perform this changeover is 1. It follows that opt will change over at most once.
Next, let us compare the cost of changing over once at time " to the rate , with the cost of changing over once to some ow rate a > , say, at time " 0 < ". By changing over once to the rate a instead of changing over once to the rate , opt will gain G = ("?" 0 )(M ?a) but will lose L = (a ? )(1 ? "). It is not hard to see that when " ! 0, either L > G or a ! .
Hence, we may assume that between these two alternatives, opt will choose to change over to .
Since lim "!0 + 1 + "(M ? ) = + 1 M, a corollary of Lemma 2.2 is that for each 2 m; M ? 1], opt(f ) = + 1.
Let S = fM i g k i=1 be any (time-independent) policy that achieves a competitive ratio r. As noted in a previous discussion, we may assume that M 1 M ? 1. Also, we may assume that the last threshold, M k , is strictly greater than m. The reason is that the adversary can always choose to be greater than m, but arbitrarily close to m. By convention, we set M 0 = M and if the smallest threshold of S is M k , we set M k+1 = m. Thus,
If lies in the interval (M i+1 ; M i ], the online player's cost with respect to f is M i +i and the optimal o ine cost is +1. A simple observation is that an optimal choice of 2 (M i+1 ; M i ] by the adversary is larger than but arbitrarily close to M i+1 . Hence, we assume that the optimal o ine cost for such is arbitrarily close to M i+1 + 1. Putting all this together we have 
This formula can be veri ed by induction on i.
The following two lemmata establish a few basic properties of the sequence S(r; a) that will be used later.
Lemma 2.4 For any a > 1 and r > 1, the sequence S(r; a) = fm i (r)g is unimodal (that is, it has a unique minimum).
Proof. By Lemma 2.6, the competitive ratio 2 is attainable by the induced policy if and only if m m(2) = 3:625. Therefore, both S 1 and S 2 are 2-competitive. However, for m < 3:625, the induced policy, which is again S 1 , cannot attain the ratio 2. 
and, together with (8) , and the fact the k is an integer, the proof is completed. We are now interested in characterizing, r (m; M), the optimal competitive ratio. It is not hard to obtain an explicit expression for su ciently small optimal ratios. This system implicitly de nes the function r = r (m; M), which we desire to characterize. However, the functional dependency of the optimal ratio, r, in m and M is very complicated. For example, when it is known that the optimal policy consists of exactly two changeover thresholds (k = 2), then the optimal competitive ratio is Although it may be desirable to nd a simple approximation for r (m; M), it seems that any accurate approximation will be hard to nd, rather complex, and not necessarily informative (for our purposes). We therefore con ne ourselves to the much simpler task of nding an asymptotic approximation that will show the nature of r (m; M) as the ratio M=m grows.
(Then again, such an approximation will be useless for very small competitive ratios.) 
Then from (11) we derive lower and upper bounds on the optimal k (m + 1)(r ? 1) k < (m + 1)(r ? 1) + 1 = m(r ? 1) + r: (14) Using (12), it is not hard to derive the following bounds on M: r k?1 ? 2 < M < r k+1 ? 1:
Further, by applying the bounds on k, (14) , we obtain r (r?1)m ? 2 < M < r r(m+1)?m+1 ? 1:
Then by applying the natural logarithm to both these inequalities we easily obtain r = ( ln M ln r ). Applying again the natural logarithm to this asymptotic bound we obtain r = (ln ln M) and the proof is complete.
A characterization theorem for simple refusal policies
Having determined a general lower bound for the replacement problem using the restricted adversary, we now step back and examine the general case, in which the ow rate function is entirely unrestricted.
A subclass of simple refusal policies
We will be focusing on a subclass of refusal policies (see Section 1.4 for a de nition). A refusal policy in this new subclass has a particularly simple form and is speci ed by two sequences of real numbers:
We require that the changeover threshold sequence is strictly decreasing within the open interval (M; m) and that the refusal time sequence is non-increasing within the time horizon 0; 1]. Given these sequences of changeover thresholds and refusal times, the refusal policy Here again (as in the discussion in page 11) we can assume that the last threshold, M k , is greater than m, and then we set M k+1 = m.
A characterization theorem
We now introduce a characterization theorem that proves very useful for obtaining upper and lower bounds. This theorem provides necessary and su cient conditions for establishing that a refusal policy hfM i g; fb i gi as de ned above attains a competitive ratio r. By this theorem, to establish whether or not a particular refusal policy with k thresholds attains a certain competitive ratio, all that is needed is to examine O(k 2 ) inequalities. This means in particular that given any parameters for the problem (i.e. m and M), one can compute e ciently a numerical approximation of the best refusal policy. Proof. To prove the su ciency of the above conditions, assume that they are satis ed.
Consider the behavior of S against a ow rate function f. For each 0 i k, let I i be the (possibly null) interval of time during which S is paying at the ow rate M i . Let j be the largest index for which the associated interval is nonempty. Then, throughout the interval I i , where i < j, f(t) M i+1 . Let the interval I j be partitioned into two parts, I . Clearly, g(t) f(t) for all t, so opt(g) opt(f). We shall prove that the hypotheses of the theorem imply that S(f) r opt(g).
Since g is a non-increasing, piecewise-constant function, the optimal policy for the o ine player has the property that changeovers occur only at the boundary points between intervals of constancy for g. For each particular choice of changeover points, the o ine cost is a linear form, L( 0 ; 1 ; : : : ; j+1 ). It su ces to show that for every choice of j, for every choice of the i , and for every such linear form, S(f) r L( 0 ; 1 ; : : : ; j+1 ). For each xed choice of j, the quantities i satisfy the following conditions: Regard the (j + 2)-tuple ( 0 ; 1 ; : : : ; j+1 ) as a point of a (j + 2)-dimensional Euclidean space. Then the set of feasible points (possible choices of the i 's) is determined by the above conditions I1-I4. Since the (in)equalities in these conditions are linear each inequality xes a half-space and each equality xes a hyperplane and the set of feasible points is the intersection of these half spaces and hyperplanes. As this feasible set is a polytope it is completely determined by its corner points and it is hence su cient to prove that the linear inequality j X i=0 i M i + j+1 M j+1 + j r L( 0 ; 1 ; : : : ; j+1 ) (15) is satis ed by the corner points of the feasible set. We now claim that in each corner point at most one of the i 's, i = 0; 1; : : : ; j, is non-zero. Therefore, by the hypotheses of the theorem, the linear inequality (15) holds for every corner point of the feasible set and we have completed the proof of su ciency.
To prove that the conditions C1 and C2 are necessary, we construct for each condition a ow rate function for which the left-hand side of the condition corresponds to the online cost and the right-hand side (not including the factor r), to the o ine cost.
First consider the condition C1. Fix any j and i j. Let Therefore, condition C1 must hold for S to attain a competitive ratio r.
The necessity of condition C2 is similarly justi ed. For any i; j with i < j, and ", Hence, condition C2 must hold for S to attain a competitive ratio r.
Upper bounds
Equipped with the characterization theorem of the previous section, we construct and analyze in this section two replacement policies. The rst, S , is strictly optimal in some cases and the second, S , is approximately optimal.
Construction of the refusal policy S (m; M)
We now construct a refusal policy and then calculate its competitive ratio. The basis for this construction is the changeover threshold sequence fM i g of the policy S (m; M), the optimal policy against the restricted adversary (see Section 2 What would be a reasonable choice for the refusal times? A simple observation is that it is worthwhile to change over only if the changeover will save the policy at least the penalty it pays to perform it (1) Proof. Let We shall use theorem 3.1 to prove that S (m; M) attains the ratio r. Since for these M and m, r is also a lower bound for the problem, it will follow that S (m; M) is optimal. It remains to con rm that the conditions of the theorem hold.
Since b 2 is set to zero, proving that condition C1 holds reduces to proving that the following three inequalities hold, corresponding to the three possible values of the pair (i; j) ( (19) Consider rst inequalities (18) and (19). In both these inequalities m + 1 is the minimum of the right-hand side (by assumption, m+1 < M) so it remains to prove that M 1 +1 r(m+1). But since m = M 2 , both inequalities follow by the identity M 2 = M 1 +1 r ? 1.
Next we prove that inequality (17) holds. We will consider four cases, that correspond to the four expressions inside the \min" operator in ( 
Is S (m; M) always optimal?
In the previous sections we learned that S (m; M) is optimal in two special cases. This was established by showing that S (m; M) attains the lower bound in these special cases. Unfortunately, S (m; M) does not attain the lower bound ratio r (m; M) for all values of m and M. For example, for M = 100, m = 3:625, with r (3:625; 100) = 2 (see Example 2.1), it can be veri ed that S (3:625; 100) violates some of the conditions of Theorem 3.1, and therefore, by the`only if' direction of this theorem, it cannot attain a competitive ratio of 2. However, for this example it can be shown (using Theorem 3.1) that S (3: 
Approximately optimal policy for m > 0
We now present a stronger upper bound for the general case where m is positive. We shall identify a policy that for every positive m achieves a competitive ratio that for su ciently large M, is within a constant factor of r (m; M) (the constant is independent of M).
The policy we consider is a time-independent policy, fM i g k i=1 , where the sequence of changeover thresholds, fM i g, is de ned by the following recurrence relation. For each > 1, set k = b c. Then we de ne 
Assuming that is greater than, say 2, it can be easily veri ed that the sum of the two right most terms inside the parentheses is always in (0; 1). In addition, we have the bounds 
Future work
This work is the rst that studies the online replacement problem from the perspective of competitive analysis. Not surprisingly, we leave many unresolved questions. In this section we shall mention a few.
An intriguing question is whether or not one can obtain strictly tight bounds for this problem. A sensible starting point to investigate this question would be to try re ning the time-independent policy S (m; M) (e.g. consider a refusal policy based on S (m; M)). Also, it would be of interest to obtain tighter bounds on the performance of S (m; M) for m > 0 and M > (1 + 1 m+1 )(m + 2). Our problem formulation is still somewhat simplistic to accurately model various reallife applications. We now point out several possible extensions that will lead towards more realistic models. A relatively simple extension (but probably, quite technical) would be the introduction of interest rates (or discount factors); i.e. to measure all costs by their present value. In our model, we assume that the changeover penalty is the same for all ow changeovers. It would be of interest to extend our results to the case where each ow rate is o ered with a possibly di erent changeover penalty.
It is reasonable that one could obtain strictly better performance by allowing only discrete ow rate sequences. For example, instead of considering the continuous time horizon 0; T], one could formulate the problem in terms of n, the length of the ow rate sequence. In this case, the sequence cannot vary (and in particular, drop) in an arbitrarily small time interval. It is probably the case that the lower bound for this discrete problem variant is an increasing function of n (approaching the lower bound in this paper). However, for practical purposes, n is bounded from above and is typically rather small.
There are various examples of online problems in which one obtains a dramatic improvement of the competitive ratio by allowing the online player to use randomization (e.g. 3, 7] ). A further intriguing question is whether or not randomized replacement policies can improve the (optimal) deterministic performance obtained here.
Therefore, together with the upper bound on j we learn that it is su cient to nd (the minimal) that satis es (m + 1)(r ? 1) ( ? 1)M i + i. we have an equality in (24). It is easy to check that 1 < min(r; m + 2).
Consider G2. By the same argument as above we obtain that it is su cient to nd (the minimal) that satis es k ( ? 1)M i + i: (25) We cannot solve this inequality in the same way we solved G1; that is, we cannot \sacri ce" the term i in the right hand side of (25). The reason is that this time i can take values as large as k ? 1 and the right hand side can be very small. Therefore, we \pump-out" of (25) more constraints that correspond to large values of i, and then, after ensuring that M i cannot be too small, we solve (25) exactly as we solved G1. It is easy to see that 0 (x) is positive, and therefore, (1) = mr+r+1 mr+r maximizes (x). But it is also evident that (1) < 1 , and therefore, it is included in the previous constraint. It is easy to check that 3 < m + 2, and that 3 r for any r 1:175.
Therefore, for r 1:619, max i min(r; m + 2), and the proof is complete. Note that in general, we have actually proven that S (m; M) attains a competitive ratio r where = max( 1 ; 2 ; 3 ).
