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Abstract
A practical information theoretic framework is developed for studying the optimal tradeoff between location update and paging
costs in cellular networks. The framework envisions quantization of location information into a Registration Area (RA) level
granularity, followed by the use of an entropy-coding technique to decrease the location update rate. The rate distortion theory of
lossy quantization is identified as an appropriate measure for capturing the optimal tradeoff between a mobile’s update rate and its
location uncertainty. Based on LZ-78 compression, two different RA-level location update algorithms (RA-LeZi and LeZi-RA)
have been developed, both of which asymptotically approach this rate-distortion bound. By allowing for quantization loss in the
mobile node’s movement pattern, this framework can reduce the overall update cost below the entropy bound associated with
the original loss-less LeZi-Update mobility management algorithm. Simulation results demonstrate a sharp decrease (  )
in the update cost, at the expense of a minor (  ) increase in the overall location management costs. The key essence of
this framework lies in its practical applicability, because today’s wireless networks already track the mobile user at an RA-level
granularity.
I. INTRODUCTION
Algorithms for tracking the location of mobile nodes in a wireless cellular infrastructure essentially utilize
two fundamental operations:
  Update: whereby a mobile node (  ) proactively informs the network of its current cellular coordinates,
thus reducing its locational ambiguity.
  Paging: whereby the cellular system potentially searches for the   in all plausible cells, i.e., those cells
in which the   currently has a non-zero probability of residence.
Optimizing the total location management cost usually involves trading off the costs associated with these
two functions against each other (a lower location update cost implies a higher paging cost, and vice versa).
These two costs are often inter-dependent in a non-linear way. In general,   -specific algorithms, where
the location update and paging strategies are individualized for each   ’s movement history, outperform
global, threshold-based management algorithms, where all (or groups of) users generate location updates at
the same cell transitions. Most   -specific algorithms, however, assume specific movement models, and
do not allow an   to tradeoff between the update and paging costs in a model-independent fashion.
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LeZi-Update [5] is perhaps the first model-independent approach to design an optimal location tracking
scheme in cellular networks. By modeling the   ’s movement as a (piece-wise) stationary, ergodic stochas-
tic sequence, the LeZi-Update algorithm presents an optimal   -specific approach to mobility management.
The movement history of the   is represented by a sequence of symbols, where each symbol corresponds
to a cell that the   has traversed. It then uses an entropy coding algorithm with on-line learning (the
Lempel-Ziv ( ) compression scheme) to reduce the location update cost per symbol to an asymptotically
optimal value (defined by the entropy of the stochastic process). No other location management approach can
accurately convey this movement sequence at a smaller cost. The existing LeZi-Update scheme is, however,
based on the lossless   text compression algorithms, and does not allow the individual user to trade off
the location update and paging costs against each other. Moreover, LeZi-Update is purely an   -specific
algorithm, which is unable to exploit the global registration-area (RA) based location management infrastruc-
ture currently deployed in cellular PCS networks. Based on these observations, our work attempts to answer
the following two questions:
(1) Is it possible to further reduce the location update cost incurred by LeZi-Update (below the entropy
bound), and if so, how does one modify the location management algorithms in an optimal way?
(2) Is it possible to combine the LeZi-Update approach with the current RA-based approach to offer sig-
nificantly lower mobility management costs, without disbanding the current PCS infrastructure?
In this paper, we have developed an information-theoretic model to capture the fundamental bounds on the
trade-off between location update and paging, which is applicable to any practical location update scheme.
The model is also constructive, since it allows us to use a variety of coding techniques from information
theory to practically achieve these bounds. The concept of rate distortion functions from information theory
is used to formalize the notion of how the location update cost of an   can be arbitrarily reduced, at the
expense of correspondingly higher paging costs. In essence, we investigate the use of lossy quantization
algorithms with the LeZi-Update framework, such that the network does not necessarily receive the   ’s
true movement history, but a “reasonably close” approximation to it. Like the LeZi-Update approach, our
tradeoff framework is also model-independent and adapts to the   ’s movement history.
Our approach combines the LeZi-Update technique with the current RA-based management scheme. In
this approach, we preserve the current PCS design, whereby cells are statically partitioned into a set of RAs.
We have developed two different algorithms, RA-LeZiand LeZi-RA, to express the   ’s movement history
into two different sequences of symbols, where the symbols refer to the registration areas, rather than the
individual cell. By applying   compression on each of these RA-based symbol sequences, we have
reduced the location update cost of the   below its entropy bound (in terms of its cell-level uncertainty),
albeit by sacrificing on the precision of the reported sequence. Both the update algorithms correspond to
a combined quantization and entropy coding technique. Information theoretic concepts are used to express
the reduction in the update rates, and the increase in the paging costs, with the variation in the size of each
RA. In particular we have shown that in practical systems with reasonable bounds on the paging latency, our
algorithms are able to track the   ’s location with an overall cost very close to the optimal LeZi-update
strategy, but at much lower update cost.
Section II briefly summarizes the existing location update and paging schemes. The practical estimation
of location uncertainty in a lossy wireless environment is mathematically formulated in Section III. Subse-
quently, we have developed the new, near-optimal location management framework, and the two proposed
location update strategies in Section IV. Simulation results in Section V empirically demonstrate the advan-
tages and relative performance of our two proposed strategies. Section VI concludes the paper with pointers
to future research.
II. RELATED WORK ON LOCATION MANAGEMENT
Given the large amount of work on location tracking in cellular systems, we briefly discuss only the broad
categories of location management solutions. Cellular PCS networks generally cluster a group of cells into
registration areas (RAs), such that an   ’s location uncertainty is confined into its last reported RA. The
mobile node (  ) performs proactive location updates only when it changes its current RA, and not on
every cell-change. To resolve the   ’s precise location within its current RA, the network pages the  
simultaneously in all the cells within that RA. Various strategies, such as simulated annealing [8], have been
used to adjust the RA partitions to minimize the cumulative location update and paging costs. While it is
well-known that larger RAs imply lower update and higher paging costs, the PCS framework is, however, far
from optimal.   -specific location update strategies can be broadly classified into three groups based on
the different thresholds used: distance-based [1], time-based [12] and movement-based [2], whose relative
performance has been analyzed in [4].
Rose and Yates [11] have pointed out that the naive approach of paging the mobile simultaneously, over all
cells with a non-zero residence probability, is an overkill. They have shown that, in absence of any constraint,
the expected paging cost is minimum when the cells are paged in decreasing order of occupancy probabilities.
Even when the paging process is subject to a maximum delay constraint, they use an approximate dynamic
programming-based solution to demonstrate how an optimal paging sequence can significantly lower the
expected paging cost (using a uniform residence probability distribution). The basis of cluster paging [11]
and directional paging [4] lies in the underlying assumption that the occupancy probabilities decrease omni-
directionally with increasing distance from the last known (updated) location. More recently, the idea of
profile-based paging [10], [5] has also been formulated.
LeZi-Update [5] has used lossless LZ78 data compression algorithms to develop the most generalized
information-theoretic framework for optimal location tracking. However, none of the above-mentioned ap-
proaches has explicitly considered mechanisms to tradeoff between the location update and paging costs, by
appropriately modifying the accuracy of the mobile’s update sequence. Supporting such a tradeoff mechanism
is important, since mobile nodes with identical movement patterns can have very different battery capacities
or paging delay constraints. A major novelty of our scheme lies precisely in its ability to allow for loss of
information during the location update process.
III. RATE DISTORTION THEORY AND ITS IMPLICATION IN MOBILITY MANAGEMENT
Our proposed location management framework expresses the movement of a mobile in an abstract symbolic
space. Unlike the existing LeZi-Update, where every symbol represents a particular cell, our location tracking
framework works at an RA-level granularity. In other words, every cell is quantized to its nearest possible
RA, and the set of RAs are represented by a sequence of symbols. Accordingly, the framework is practical,
universal and can even support networks having geometric location information.
Let the lower-case symbols       denote the individual cells of the cellular system, while the upper
case symbols represent the registration areas. From a cell-level standpoint, the movement history of the
mobile node (  ) is represented as a random sequence 	  =  

 
 


     

 
, where each element 


is
a particular symbol from the alphabet , where  is the set of all cells. When expressed at the RA-level
granularity, the   ’s movement history appears as a random sequence      
 
 

     
 
, where each


is a symbol from the alphabet , where  is the set of RAs. For any RA,  , let   denotes the set
of cells comprising that RA. Similarly, for any cell, 
, let 
 denote the ID of the corresponding RA. We
assume that the system has  cells, partitioned into   different RAs. The mobility of   essentially creates
an uncertainty of its location. Shannon’s entropy [7] is the most fair measure to estimate this uncertainty.
Definition 1: The entropy 	 of a discrete random variable 	 , with probability mass function 
 is
defined by
	  
 


  
 (1)
The limiting value “

    	” is used in the expression when 
  	.
Result 1: It is impossible to reconstruct any (piece-wise) stationary, ergodic, stochastic sequence at the
receiver end at a cost less than its entropy 	. Shannon’s entropy provides the estimate the minimum
amount of information needed to transmit a coded sequence in a lossless manner.
However, most of the practical systems are inherently lossy and thus the receiver can only construct an
approximation of the original sequence. This insight forms the basis of our work.
The essence of our scheme lies in a lossy learning of the   ’s movement pattern, i.e., allowing for some
distortion in the location update process. From the system’s perspective, the   generates location updates,
not at a cell-level granularity, but based on a quantized version of it. Indeed, the many-to-one mapping from
multiple cells to a specific RA, via the function 
, can be viewed as a scalar quantization of the original
symbol sequence. The   ’s quantized movement history is then the stochastic process        , where
the repetitive patterns add piece-wise stationarity. Even if the system receives the sequence    without
any error, the original sequence can never be recovered, implying that the transmission process results in a
distortion cost. Let us assume that the system maps each RA value, 

, to a particular cell 


 

,
according to a function 


  

. In general, the fidelity of this quantization process is expressed via a
distortion function, , that expresses the cost between an input vector 	   and a quantized vector    
=   
 
 

     
 
.
Definition 2: If the sequence 	   

 
 


     

 
 a the realization of the ergodic stochastic process  ,
and     is the lossy estimate of this sequence, then the distortion is estimated as 
 
	
 
 
 
, where

 
	
 
 
 
  	 if 	       and 
 
	
 
 
 
  	 otherwise.
The system is - if 
 
	
 
 
 
  . In general, while 

 can be any legitimate cost
function, most practical applications use a scalar (or per-symbol) distortion measure, with

 
	
 
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 
 



 
 


	

 

 (2)
where 

 is a scalar distortion measure (e.g., squared distance or Hamming distance). From a stochastic
viewpoint, we are interested in the expected distortion 
 
	
 
 
 
 over all plausible input sequences 	 .
For the location update problem, this distortion cost should relate to the eventual paging cost, since the loss
of information about the   ’s precise movement history will eventually manifest itself in a less-optimal
paging strategy. While we are not concerned with the definition of specific distortion functions, it should be
clear that the larger the size  of an RA, the larger should be the distortion value , since the quantization
error is proportionately greater. This measure of fidelity forms the basis of rate distortion theory [7]:
Definition 3: For any distortion  	 	 and  	 
, the -order rate-distortion function of    is given by

 
  

 
 

 
 
 	

 

 
 
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 
 

 	
 
 
 
 
 
 (3)
where  	 
 
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 
 
  
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
 
 

 
 

denotes the mutual information between the sequence and its
distorted estimate, 
 
 
 !
 
 
 is the   "## joint probability of two random variables 
 and ! and the
infimum ( ) is taken over all jointly distributed random vectors 	  
 
 
 
 
 with values in   
  . The
limiting operational value is achieved as   
 

$
 
.
 essentially indicates a lower bound on the symbol-generation rate (update cost) of any feasible scheme
that transmits the sequence    without incurring a distortion cost larger than . To ensure lossless reproduc-
tion of the random process   , the update rate cannot be lower than the entropy, i.e., 	  	. How-
ever, by allowing for progressively larger values of the error cost , we can reduce the update rate/symbol
arbitrarily below this entropy bound. From our perspective, the most important result is that [13]:
Result 2: For memoryless sources, cascading the scalar quantizer with a conventional (lossless) entropy
coding algorithm is nearly optimal in that it yields a rate very close to the rate-distortion bound.
In the next section, we shall use this result and the rate-distortion framework to present two alternative ap-
proaches for combining the use of registration areas with LeZi style updates.
IV. COMPARATIVE PICTURE OF TWO DIFFERENT ALGORITHMS
We now present two alternative location management strategies that exploit this notion of rate-distortion
coding to reduce the   ’s location update cost below the entropy bound, at the expense of increasing the
paging cost. The two strategies can be viewed as two different approaches to scalar quantization of the
underlying movement sequence of the   , and allow us to tradeoff between the location update and paging
costs in two different ways. Both approaches to quantization-based location update operate in two stages. In
the first stage, each cell associated with the mobile user is represented by its corresponding registration area
(RA). In other words, the movement of the mobile user is quantized to a coarser RA-level granularity. Note
that the RAs are themselves not user-specific, but are statically defined for all users. In the second stage, this
(user-specific) quantized sequence is processed in chunks according to the LeZi-Update algorithm. Both the
schemes, however, use an identical paging process, which is described in Section IV-C.
A. The LeZi-RA Location Update Algorithm
initialize dictionary := NULL
initialize phrase := NULL
loop
wait for next symbol (cell) 

quantize the symbol to get the RA 

 


if(

in dictionary)
   
else
encode <index 

>
add 

to dictionary
 := NULL
endif
forever
Fig. 1. Encoder of the LeZi-RA scheme in mobile
initialize dictionary := NULL
loop
wait for next codeword
decode phrase
add phrase to dictionary
increment frequency for every prefix
of every suffix of phrase
forever
Fig. 2. Decoder at the system
In the first location-update approach, which we call LeZi-RA, every change in the   ’s cell 

 
is mapped
to the corresponding RA 
 
, given by 
 
 

 
. The   then acts as an encoder, performing LZ78
compression on this quantized sequence   . Thus, the movement pattern “

 





	
  ” is first quantized
as “
 



	
  ”, and eventually reaches the location register as a sequence “%&
 
%&

%&
	
   ,” where
&

s are non-overlapping, distinct segments of the string (sequence of RAs) “
 



	
  ” and %& is the
encoding for segment &. For example, let us assume that the RAs ', ( ,  and  respectively consist of
cells   ,  ) #, 
 ! * and   +. Now, let the movement of   in the cellular granularity is
given by the string ,

= “, , , , , , ), #, #, 
, 
, !, *, *,  , +, , +, , , , , , , ), #, , , +, 
, !,
!, *”. This movement sequence is now quantized in the RA-level to obtain the lossy sequence ,

= “', ',
', ', ( , ( , ( , ( , ( , , , , , , , , , , ', ', ', ', ( , ( , ( , ( , , , , , , , .” The
algorithm for generating updates (at the   ) and for processing them (at the location registers) is described
in Figures 1 and 2. Following these algorithms, the lossy sequence is incrementally parsed as ', '', '( ,
( , (( , (, , , , , , ''', '(( , ((, , . This symbol-wise context model is
efficiently stored in a dictionary implemented as a search trie. Figure 3 shows these different phrases with
their frequencies, where the frequency of every symbol is incremented for every prefix of every suffix of each
phrase [5]. The incremental parsing accumulates larger and larger sequences of RAs in the dictionary, thereby
accruing estimate of probabilities of all possible orders.
In the LeZi-RA algorithm, the input symbol rate to the LZ coder equals the cell transition rate of the   .
However, LeZi-RA will outperform the simple RA-based reporting algorithm currently used in cellular PCS,
since the actual update rate (the output of the LZ coder) adjusts to each   ’s individual RA-level movement
pattern.
A (8) P (8) Z (8) E (7)
A (3) P (2) P (3) Z (1) Z (3) E (1) E (2)
A (1) P (1) E (1) Z (1) Z (1)
Fig. 3. Trie for the LeZi-RA Scheme
initialize dictionary := NULL
initialize phrase := NULL
loop
wait for next symbol 

if(

  
  
)
quantize  to get 

 


if(

in dictionary)
  

else
encode <index 

>
add 

to dictionary
 := NULL
endif
endif
forever
Fig. 4. Encoder of the RA-LeZi scheme in mobile
Result 3: The location update cost per symbol of the LeZi-RA algorithm is lower than the corresponding
update cost of the original LeZi-Update algorithm.
Proof: We first show that the entropy of the quantized sequence is smaller than the entropy of the original
movement sequence of the   . To see this, note that 	    	 $	     	$ .
Accordingly, we have
   	 $		$  (4)
 		$   	 (since $	  	 as the   ' mapping is deterministic)
Since the LZ-compression algorithm asymptotically approaches the entropy rate of the input sequence, it
follows that the update cost for LeZi-RA (i.e.,   bits/symbol) will be lower than that of LeZi-Update
(i.e., 	 bits/symbol).
B. The RA-LeZi Location Update Algorithm
The second approach is called RA-LeZi and involves a further compression of the quantized sequence.
In RA-LeZi, a new quantized sequence (RA value) is generated as input to the LZ coder only when the RA
value changes from its previous value. Since each RA typically comprises multiple contiguous cells, the  
would typically make multiple cell transitions within the same RA. Note that, RA-LeZi essentially ignores the
run length of these quantized symbols, and generates a new symbol only when the   changes its current
RA. The string ,

, formulated earlier, is now quantized into the lossy string, ,

= “', ( , , , ', ( , , ”.
Subsequently, the parsing results in the the ', ( , , , '( , . Clearly, in this process, we are further
reducing the input symbol rate to the LZ coder. Figure 4 provides the encoder of this new update mechanism;
the decoder remains the same as described in Figure 2.
It is, however, interesting to observe that the relative performance of LeZi-RA and RA-LeZi is dependent
on the precise movement model – one cannot make model-independent claims that one scheme will outper-
form the other. While LeZi-RA has a higher symbol input rate to the LZ compressor, this symbol sequence
also has much higher correlation (since the   will typically make multiple successive transitions in the
same RA), thereby incurring a lower entropy cost per input symbol. On the other hand, while RA-LeZi has
a lower symbol generation rate, these symbols will have lower correlation (greater randomness), since the
RA-LeZi symbol sequence does not capture the self-transitions that occur within an RA. Accordingly, the
entropy cost per input symbol will be higher than that of LeZi-RA. The overall cost, per cell transition, or
per time, is then model-dependent, since it depends on the combination of the actual cell transition rate, and
the correlation between successive cell transitions (whether or not an   makes multiple transitions within
an RA).
Our strategy of performing LZ compression on the RA-level sequence, rather than the cell level sequence,
is motivated by the observation that the use of coarser-grained location coordinates usually increases the
regularity observed in the movement pattern of typical mobile users. For example, in the Boring Professor
Model [15] of user mobility, an   usually travels between a set of well-defined points of interest (such as
home, work or shopping center). While the paths between these points can, however, exhibit some random-
ness at cell-level granularity (e.g., the mobile user takes a detour to a travel agency on the way to work), these
perturbations disappear when the user pattern is considered at a coarser (RA-level) granularity.
C. Paging Algorithm (for both LeZi-RA and RA-LeZi)
The paging process is identical for both the LeZi-RA and RA-LeZi update strategies, and essentially in-
volves a trie-traversal to compute the unconditional residence probabilities of the   at each RA present
in the trie. The unconditional residence probabilities are computed using a three-stage approach. In the first
stage, prediction by partial match (PPM) style blending techniques [14] are used to compute the probability
Initialize   ,  
  , :=highest order
Initialize escape probability 

  
While (  )
Search for 
 at order  
If ( 
 found)
Compute its   order
probability (
 



)
else

 



  
End-if
Compute the escape probability (
 
)
to order ( )
Estimate the combined probability as



  


  
 




 
 




    
End-while
Compute the probability of individual RAs based on
their relative weights in the phrase
Sequentially probe the RAs in decreasing order
of normalized residence probabilities
Page the cells of an RA in any random order
(since they have identical residence probabilities)
Fig. 5. Paging Algorithm
of a particular phrase (sequence of RA). The algorithm, shown in Figure 5, starts from the highest order of
context (leaf nodes in the trie) and escapes to lower order, until order-0 (the root) is reached. If -,  .,
., 

. and . denote the last updated phrase, number of occurrences of a phrase ., its length, /-th
suffix, and prefix respectively, the probability of any phrase 0 can be estimated by the recursive formula:
(# 0 
 0  

-


 .  

-

   

-


 .  

-

 Pr  -
for all /, where 
  /  -.
In the next stage, following the principle of insufficient reason [9], the phrase probability mass is dis-
tributed according to its type or composition. The probability of an individual symbol (RA), is thus essentially
computed based on the relative weights of symbols on these phrases. Formally, the probability 1

 of each
RA, 

, is then obtained as
1

 
 

 


0

 Pr 0 (5)
Unlike LeZi-Update, the unconditional residence probabilities in LeZi-RA and RA-LeZi apply not to indi-
vidual cells, but to RAs. Accordingly, these unconditional probabilities are now equally distributed among
the constituent cells. For example, if 

denotes the set of cells constituting the RA 

, the unconditional
probability 1


is distributed among these cells 1
  



  

.
The optimal paging scheme, in the absence of any delay constraints, is to page the cells in the decreasing
order of these unconditional residence probabilities. Due to the RA-based updates of LeZi-RA and RA-
LeZi, it is clear that the unconditional residence probabilities for all cells belonging to a common RA will
be identical. Accordingly, paging the cells in decreasing order of their residence probabilities is effectively
identical to paging the RAs in the order of their normalized residence probabilities (residence probability
divided by the RA size). Within each RA, the cells can be sequentially paged in random order.
It is interesting to compare the costs of paging algorithm employed by LeZi-RA and RA-LeZi with the
paging costs of original LeZi-Update. In general, by dispersing the paging probabilities of an RA over all its
constituent cells, our paging algorithm may either a) include cells in the paging sequence that the   has
never visited (and have zero residence probability under LeZi-Update), or b) change the order in which the
cells are paged. As an example of the first possibility, consider an extreme situation, where the   simply
visits K cells (indexed in their optimal paging order), 
 
 

     

, each of which lies in a different RA,

 
     

. Then, the expected minimum paging cost, (
 
, is clearly given by
(
 


 
 

 1

 (6)
where 1

 is the unconditional residence probability in cell 

. In our strategies, the unconditional residence
probability of each cell 

will be distributed among all the cells in the set 

. Assuming that each
RA consists of  cells (i.e., 

  ), our paging sequence will consist of 2 
  cells. The order of
paging the RAs will, however, remain unchanged, since the normalized residence probabilities are divided
identically (by ) for each RA. Moreover, if the   is indeed in cell 

, it will be paged first in  

 
cells (in each of  
 
     
 
), and, on average, 

cells in RA 

. Accordingly, the expected paging cost
(  is then given by:
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 

 
 

 
  
 



1

 (7)
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  

We thus see that the paging cost in this case is  times the optimal paging cost. Clearly, this motivates us
to consider a distortion measure (in Equation 2), that is proportional to , the size of an RA. However,
Result 4: In general, the expected paging cost incurred by LeZi-RA or RA-LeZi can be arbitrarily high
(trivially $ 
 (
 
, for a system comprising  cells) even if the optimal paging cost (
 
is arbitrarily
small (close to 1). (This trivial bound is reached when the true residence probability is arbitrarily close to 
 in
one cell, while our paging algorithm computes this probability to be uniformly distributed across all  cells).
Proof: We prove this ‘worst-case’ result by construction. Consider a situation where the optimal paging
sequence involves 2 cells,  
 
 

     

, each belonging to a distinct RA, with the residence probability
of 

being 1

. In general, it is possible to create smaller and smaller expected paging costs by skewing
the distribution of 1. Now, consider the situation where the size of each RA is different and   

, such
that the normalized residence probabilities of all 

s are equal. If the 

s (  
     2) now cover all the 
cells of the cellular system, it follows that the residence probability of the   , (from the viewpoint of our
algorithm) is uniformly distributed over all cells. Accordingly, in the worst case, our expected paging cost
can prove to be as high as 

, even though the optimal expected cost is arbitrarily close to 
. Of course, this
is an extremely pessimistic result, since this ‘worst-case’ result is unlikely to occur in any practical system.
C.1 Paging with Delay Constraints
Since we are specifically concerned with designing a practical mobility management scheme, we also
consider a paging process subject to constraints in the maximum allowable paging delay. We assume that
this constraint is expressed as  
, which indicates the upper bound on the number of sequential paging
attempts. In such a constrained environment, our paging strategy essentially groups RAs into  
 different
clusters, %
 
 %

     %

, indexed in the order in which these clusters are paged. Following the results
in [11], any RA belonging to cluster %

should have a normalized residence probability not greater than the
normalized residence probability of any RA belonging to clusters %

  3 4. All cells belonging to RAs
in the same cluster are then paged simultaneously. The actual clustering of these RAs is performed using the
approximation technique presented in [11].
V. SIMULATION RESULTS
We now present results obtained using a discrete-event simulation framework that we developed for study-
ing the movement of a mobile user. Synthetic traces of user’s activities are dynamically generated and fed
in. In order to consume memory space economically, while keeping the scheme fast and efficient, every
trie is implemented as a hash-table, which is periodically refreshed. The user has a home and a work-place
randomly chosen in different cells. The time spent by the user at every cell is normally distributed. The
movement pattern of the user differs between weekdays and weekends/holidays. The call arrival process is
Markov-modulated with three distinct states, each having its own Poisson arrival rate 5 and normally dis-
tributed holding times with mean 6 and variance 7. The states represent weekday daytimes (5  	 calls/hr,
6  
	 min, 7   min), weekday evenings (5  	 calls/hr, 6  	 min, 7   min), and weekends
(5  	 calls/hr, 6  	 min, 7    min). The entire simulation results are based on an observation for a
period of 
 weeks.
A. Performance with Unconstrained Paging
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Fig. 6. Comparison of Different Update Costs (S=5)
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We first present the results of a typical study to compare the update and paging costs for four strategies –
existing PCS-style RA-based updates, existing LeZi-Update (at cellular granularity), and our proposed LeZi-
RA and RA-LeZi schemes. The plots in Figures 6, 7 and 8 correspond to the case where each RA comprises
   cells. Figure 6 shows that both of the proposed LeZi-RA and RA-LeZi schemes result in significant
savings in update cost, compared to existing RA-based update strategy and the original LeZi-Update scheme
(cellular granularity). The update-cost of LeZi-RA (and RA-LeZi) is only   (and   ) of existing
RA-based updates and  (and  ) of existing LeZi-Update. This is indeed, a direct consequence of
lossy compression and quantization at a higher-level of granularity.
The penalty for these savings in the update cost occur in terms of higher paging cost. Figure 7 demonstrates
that the paging cost associated with LeZi-RA and RA-LeZi schemes are bounded by  
 times and  
times that of the optimal profile-based paging cost provided by LeZi-Update. However, the two schemes still
result in only  
 and  , respectively, of the existing paging cost associated with RA-based updates
in current PCS systems. To obtain an overall picture of the performance of our newly proposed schemes,
we have measured the total location management (location update + paging) cost of all the  schemes, for
changing values of the location update to paging cost ratio (UPR). The higher the UPR, the higher is the cost
of transmitting an update, relative to the cost of a single paging message. Figure 8 shows that the proposed
LeZi-RA and RA-LeZi algorithms respectively, result in only - and 
-  more than the optimal
location management scheme (LeZi-Update), and also incur only  -	 of the total cost associated with
the existing RA-based location management scheme. It can also be noted that while the LeZi-RA scheme
outperforms the RA-LeZi scheme for low update to paging ratios, the relative performance of the two schemes
is reversed at higher values of the UPR.
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To further illustrate the rate-distortion framework under which LeZi-RA and RA-LeZi allow the system
to tradeoff between paging and update costs, we now present performance results for different values of ,
the number of cells/RA. Figure 9 shows the update and paging cost for the four schemes, and shows how the
LeZi-RA and RA-LeZi schemes result in progressively greater savings in update cost as  increases. Clearly,
a larger  corresponds to a larger distortion value , and thus lowers the rate-distortion bound  on the
minimum feasible update rate. However, as Figure 9 illustrates, the savings in update cost come at the expense
of higher paging costs. Clearly, a coarser quantization process (larger ) increases the loss of information
about the   ’s precise movement pattern, and hence results in a greater deviation from the optimal paging
sequence. In high UPR scenarios (where the system is more concerned about conserving   ’s energy by
reducing the number of location updates), the use of the LeZi-RA or RA-LeZi strategy, together with larger
values of , can result in a location management algorithm with a much lower update rate, yet with an overall
cost that is only marginally higher than the optimal LeZi-Update scheme.
Figure 10 is an alternative representation of Figure 9, in that it plots the change (or ‘delta’) in the update and
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Fig. 10. Variation of Update and Paging Costs
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Fig. 11. Variation of total Location Management Costs
paging costs, with successive increases in the number of cells () in RAs. As the figure shows, the changes to
both the update and paging costs are non-linear. (The negative increments for the update cost indicate that the
update cost actually decreases with increasing .) number of cells per RA). In particular, the rate of decrease
in the update costs diminishes for increasing , while the rate of increase in the paging costs is fairly linear
in . Figure 11 shows the total location management (update+paging) costs for two different UPRs with
increasing number of cells per RA. The total location management cost of LeZi-Update is taken as the basis
of comparison. Initially both LeZi-RA and RA-LeZi results in lower location management costs than cellular
LeZi update, when 8(  	. For 8(  
	 the total location management cost is initially almost
same. With increasing cells/RA the update cost decreases but the paging cost increases. After a certain point
(    "# 8(  
	 and   
 "# 8(  	) the increase of paging cost outperforms the reduction
of update costs; beyond this point, the total location management cost starts increasing and exceeds that of
cellular LeZi-Update.
B. Performance Under Paging Latency Bounds
Since practical systems will always impose bounds on the maximum acceptable paging latency, we now
consider the performance of LeZi-RA and RA-LeZi in scenarios where the system imposes a bound on the
number of sequential paging attempts. Since bounds on the paging latency do not modify the update behavior,
we only consider the changes in the paging costs. Figure 12 presents the average paging cost (average number
of individual paging messages per paging request) for LeZi-RA, RA-LeZi, and the original LeZi-Update
strategy, for different values of  
, the maximum allowable number of sequential paging attempts. The
plot shows that, under practical constraints on the maximum tolerable paging latency, both the RA-LeZi and
LeZi-RA schemes generate only -
 more paging overhead than the optimal LeZi-Update scheme.
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VI. CONCLUSIONS AND FUTURE WORK
In this paper we have developed an information-theoretic framework for trading off the location update
and paging costs in a near-optimal fashion. By considering the movement of an individual mobile node as
an outcome of a stochastic process, the tradeoff problem is expressed in terms of rate-distortion functions.
The framework demonstrates how the location update cost of a mobile node can potentially be lowered well
below its entropy bound, at the expense of a corresponding increase in the paging cost. For any well-defined
distortion measure , the rate-distortion function , then expresses the minimum feasible update rate.
We have then presented two different online, model-independent location update algorithms, called LeZi-RA
and RA-LeZi, that leverage the existing RA-based PCS infrastructure, and first quantize the   ’s location
history at the RA-level granularity, and subsequently use an entropy coder to reduce the update rate to .
Extensive simulation experiments demonstrate that both these schemes can reduce the update cost to  	
of the existing LeZi-Update strategy, while causing only a minor increase in the overall (paging+ location
update) location management cost. Simulations also demonstrate that these update costs can be lowered even
further by increasing the size of each RA, effectively increasing the distortion between the mobile node’s true
mobility pattern and the pattern reported to the system. Even when we consider practical networks, which are
subject to constraints on the maximum paging delay, both of our algorithms suffer from only a small increase
in the paging cost. Our future interests lie in further refining this approach to develop lossy compression
algorithms and pattern matching techniques for multi-system, heterogeneous wireless networks.
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