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Abstract
Vehicular ad hoc networks (VANETs) are an extreme case of mobile ad hoc networks
(MANETs). High speed and frequent network topology changes are the main character-
istics of vehicular networks. These characteristics lead to special issues and challenges in
the network design, especially at the medium access control (MAC) layer. Due to high
speed of nodes and their frequent disconnections, it is difficult to design a MAC scheme
in VANETs that satisfies the quality-of-service requirements in all networking scenarios.
In this thesis, we provide a comprehensive evaluation of the mobility impact on the IEEE
802.11p MAC performance. The study evaluates basic performance metrics such as packet
delivery ratio, throughput, and delay, as well as the impact of mobility factors. The study
also presents a relation between the mobility factors and the respective medium access
behavior. Moreover, a new unfairness problem according to node relative speed is identi-
fied for both broadcast and unicast scenarios. To achieve better performance, we propose
two dynamic contention window mechanisms to alleviate network performance degradation
due to high mobility. Extensive simulation results show the significant impact of mobility
on the IEEE 802.11p MAC performance, an identification of a new unfairness problem in
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1.1 Vehicular communication networks
Vehicular ad hoc networks (VANETs) are an extreme case of mobile ad hoc networks
(MANETs). In MANETs, nodes communicate with each other in an ad hoc mode, i.e.,
without a fixed infrastructure. In VANETs, the nodes communicate in a similar way,
but with high speed and different mobility characteristics which lead to frequent network
topology changes. On the other hand, several characteristics of the vehicular networks can
be used as advantages [1]. For example, in VANETs, vehicles move within specific road
directions, and the importance of transmission power and message storage space constraints
is not limited. Moreover, the geographic location of a vehicle can be determined by using
a global positioning system (GPS) receiver, when applicable. Table 1.1 lists the main
characteristics of mobile and vehicular ad hoc networks.
1
MANETs VANETs
Topology dynamic highly dynamic
Speed low high
Mobility unconstrained constrained
Power & buffer space very limited not much limited
Infrastructure not fixed fixed/not fixed
Table 1.1: Main characteristics of mobile and vehicular ad hoc networks.
1.2 Vehicular networks applications
The main purpose of communication in vehicular networks, either in vehicle-to-vehicle
(V2V) or vehicle-to-infrastructure (V2I), is to provide safety and/or non-safety services.
In safety applications, vehicles broadcast safety messages to other vehicles within a small
range such as 300 meters [2]. Safety messages are given the highest priority in vehicular
communication networks. However, even with the consideration of priority, when a vehicle
broadcasts a safety message, a transmission collision may occur due to a transmission of
other safety messages that needs to be sent with priority by simultaneously. Thus, an
efficient medium access methodology is needed to enhance the collision avoidance process.
Another application for vehicular networks is multimedia services. For example, a vehicle
might download maps, audio, or video files with certain quality-of-service (QoS) require-
ment from a roadside unit (RSU) or from another vehicle in a cooperative mode. If these
applications are provided commercially, ceratin QoS should be guaranteed. This makes de-
signing an efficient medium access control (MAC) protocol in vehicular networks essential.





Figure 1.1: An illustration of V2V and V2I communication modes in VANETs.
1.3 Motivation and Research Contributions
Due to the nature of VANETs, the communication is affected by many factors. One of the
factors that plays a significant role is the vehicle mobility. When vehicles move, the vehicle
traffic density varies, the communication time between vehicles differs, and communication
link disconnectivity can occur frequently. With the limited time offered for each vehicle to
communicate, having a MAC protocol that provides a fair and effective sharing of radio
resources while maintaining the required QoS is challenging but crucial.
A simple example of the mobility impact on VANET communication occurs when
nearby vehicles move with different speeds. In the V2I mode, a vehicle with high speed
can enter and leave the communication range of the RSU without getting much channel
access. On the other hand, a low-speed vehicle can have a relatively long communication
time with the RSU as shown in Figure 1.2(a), which indicates the problem of unfairness in
the V2I communications. Karamad et. al. proposed a modified MAC version of the IEEE
802.11p to assure fairness in the V2I mode [3]. However, to the best of our knowledge, the
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problem of unfairness due to the different node speeds has not been identified in the V2V
communication mode. For example, Figure 1.2(b) shows a simple case for three nodes
communicating in the V2V mode. Node A moves with an average speed while node B
moves with an extremely high speed. It can be seen that, after some time, node B will
be out of the active communication range while A can still communicate with the sending
node in the range. This shows the significant impact of node relative speed in V2V com-
munications. An effective MAC protocol should provide priority to node B to transmit
before it moves out of the communication range.
The IEEE draft standard 802.11p [4], included in the wireless access in vehicular envi-
ronment (WAVE) stack, is the only standard for MAC in VANET. Since the 802.11p uses
the basic mechanism of the Distributed Coordination Function (DCF) that was originally
designed for low mobility networks, it does not operate efficiently for high mobility com-
munication scenarios in VANETs. Moreover, the IEEE 802.11p standard does not consider
the mobility impact at the medium access level. Extensive studies in the literature show
that IEEE 802.11p does not provide the required performance in terms of packet deliv-
ery ratio (PDR), throughput, and fairness [3][5][6][7][8]. The protocol suffers from severe
performance degradation with high node density, high data traffic, high speeds, and net-
work partitions. Without considering the preceding factors in the MAC operation, QoS
provisioning for both safety and multimedia applications is difficult to achieve.
The objective of this research is to address the above problems and develop an effective
MAC protocol that provides better PDR, throughput, and fairness in a multihop infras-
tructureless vehicular networks. In this thesis, we provide a comprehensive performance
evaluation based on a mobility and performance metrics to study the impact of mobility
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Figure 1.2: The problem of unfairness in channel access due to nodes having different
speeds.
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and the respective behavior of the MAC protocol. Our study shows that relative speed of
the communicating vehicles has a significant impact on the channel access time provided
at the MAC layer. To the best of our knowledge, we are the first to identify the problem
of unfairness due to the relative speed for the V2V communications at the MAC level.
Moreover, we propose two dynamic priority channel access schemes that are based on
the IEEE 802.11 DCF function. Both schemes provide adaptivity to the vehicular mobility.
To that end, vehicles are assigned different access priorities according to their speeds and
neighbor node densities. It is shown that both protocols provide better performance than
the IEEE 802.11p standard in terms of PDR and average number of retransmissions per
packet.
1.4 Thesis Organization
The remainder of this thesis is organized as follows. Chapter 2 presents a literature review
of the MAC protocols for VANETs, and the recent related work. Chapter 3 describes the
system model considered in our research. In addition, it presents the proposed priority ac-
cess schemes. Chapter 4 presents the performance evaluation of the current IEEE 802.11p
standard. Moreover, the mobility impact is thoroughly studied according to mobility met-
rics, and the performance of the mobility adaptive MAC protocols is presented. Finally,
Chapter 5 gives concluding remarks of our work and outlines the possible future work.
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Chapter 2
Literature Review and Related Work
In this literature review, the main medium access control (MAC) protocols that are pro-
posed for VANETs are reviewed in such a way that each protocol is briefly explained, and
the issues it addresses are identified. In this chapter, we discuss the essential background
knowledge about VANET MAC and explain some related work research.
2.1 MAC Protocols for Vehicular Ad Hoc Networks
MAC protocols are considered crucial and important when measuring the network perfor-
mance. The importance of MAC protocols in defining how each node shares the limited
bandwidth in the network increases due to the special characteristics of the vehicular
networks. Both high speed and fast topology changes make the process of sharing the
bandwidth more difficult.
MAC protocols can be classified into two main types, centralized and decentralized.
However, in VANETs, due to the lack of a central coordinator, distributed MAC protocols
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are expected to provide a reliable communication even though some VANET applications
interact with infrastructure units, e.g. roadside units (RSUs) [9]. The majority of the
protocols discussed in the literature are distributed.
For VANET MAC, random access protocols are extensively researched. In random
access protocols, the nodes contend to access the medium and should be aware of the
collisions. On the other hand, contention-free protocols, e.g., TDMA, CDMA, FDMA,
determine which node should have access to the medium without any contention. There
are some protocols that utilize the medium access by embedding the principle of schedule-
based MAC. For example, ADHOC-MAC uses a dynamic TDMA mechanism [10].
Historically, ALOHA [1] is the base of random access protocols. The idea of ALOHA
is basically that nodes send whenever they have packets to transmit. Based on ALOHA,
slotted ALOHA (S-ALOHA) [1] provides a better medium access mechanism by dividing
the time into slots, and a node only transmits at the beginning of a time slot. While
ALOHA and S-ALOHA allow nodes to access the medium whenever they have packets to
send, carrier sense multiple access (CSMA) [1] protocols allow a node to send only if the
medium is not busy. Thus, the node checks the status of the channel before transmitting,
and if the channel is busy, it backs off for a random amount of time; otherwise, it trans-
mits. CSMA with collision detection (CSMA/CD) [1] and CSMA with collision avoidance
(CSMA/CA) [1] are both inherited from the original CSMA protocol. However, the latter
is the one that is applicable in wireless networks. As Section 2.4 shows, several protocols




The performance of any MAC protocol is measured through certain metrics that are spec-
ified for a certain application. For example, some protocols are intended to increase the
capacity and maintaining the delay at specific values, while other applications require de-
lay to be minimized and scarifying some of the capacity for the transmission. In vehicular
networks, depending on the application, certain QoS measures should be met. Generally,
the following performance metrics should be considered by VANET MAC protocols:
Packet Delivery Ratio – Usually, packet delivery ratio (PDR) requirement depends
on the type of the application. The PDR should be larger than a certain threshold to
provide a specific service. To achieve a good PDR that satisfies certain QoS, the hidden
node problem, which causes unexpected collisions, should be addressed. Section 2.3.4
explains the hidden and exposed node problems. To achieve a desired PDR, two factors
can be dealt with at the MAC level. They are collisions (which occur due to the hidden node
problem) and transmission interference. Some performance metrics do not consider PDR.
Instead, they consider the probability of packet reception or, alternatively, the probability
of reception failure. Generally, PDR or packet loss rate (PLR), which is the complement
of the PDR, is used as a measure of the transmission reliability of the MAC protocol. In
some vehicular network applications, e.g., safety messages in safety applications, the packet
delivery rate should be very high (>99%).
Delay – An important requirement for vehicular communications is that a message
should be delivered within a certain time. This time is known as communication delay
bound, and can be defined as the maximum time duration between the generation and
the successful reception of that message. In many cases, especially for safety applications
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in vehicular networks, if the message is delivered after the delay bound, it is considered
useless. For example, in [1], it is mentioned that accident information should be delivered
in a maximum of half a second to all desired destinations. Other specification requires a
maximum of 100 ms or 50 ms delay depending on the application. Consider the scenario
where two vehicles are moving in opposite directions, the delay of transmission in this case
should be very small. In such a case, the delay should be bounded by a limit that is called
deadline. After the reception deadline, the message is not considered fresh anymore.
Channel Busy Time – As mentioned in Section 2.1, when a node is willing to trans-
mit using a CSMA protocol, it may find the channel busy and backoff for a certain amount
of time. This time is the channel busy time. Reducing the channel busy time results in
better channel utilization. For vehicular networks, Xu et al. [2] have defined the channel
busy time (CBT) for safety message communication in the dedicated short range communi-
cations (DSRC) spectrum range (DSRC will be discussed later in Section 2.4). The control
channel is monitored for a certain time Tinv. During this monitoring time, the channel
might be busy for some time, due to the transmission of other safety messages that might
be delivered successfully or not. The transmission is assumed for a randomly chosen node
and its neighbors who are located in the interference range of that node. If the total time





Fairness – At the MAC level, if the probability of transmission from each node that
is transmitting using the same MAC protocol is equal, then the protocol is considered
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fair. However in vehicular networks, due to the high mobility and differences of speed,
fairness is difficult to achieve. Therefore, a certain level fairness is usually defined as a
goal. Although it is difficult to achieve complete fairness, it is preferred to allow a tradeoff
between fairness and other QoS metrics in order to achieve better overall QoS in certain
applications.
2.3 Challenges and Issues in VANET Environment
There are several issues and difficulties that should be considered when designing a MAC
protocol for VANETs. Some of these problems are classic and exist in other networks, e.g.,
hidden and exposed node problems, and others exist only in vehicular networks.
2.3.1 High Speed and Frequent Topology Changes
In vehicular networks, the vehicles move very fast on road. This causes frequent changes
in the topology of the network. However, due to road geometry, the directions of the
vehicles can be predicted to a certain extent. This issue should be handled carefully by the
MAC protocol. For example, two nodes can communicate if they are in the transmission
range of each other. If one node moves very fast, it will be out of the other node’s range
before completing the transmission. Due to high node density and high speed, the system
performance can degrade dramatically. Another example is when vehicles move with speed
of 120km or even 150km per hour, the probability of having frequent link disconnections
increases. Therefore, the MAC protocol design should address mobility issues and estimate
accurately the condition of the highly dynamic channel.
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2.3.2 Lack of central coordination
As mentioned precedently, vehicular networks are considered a special case of MANETs
with high speed. Therefore, it is difficult for a centralized MAC protocol to coordinate
the medium access. Currently, distributed MAC protocols are proposed to enhance the
performance of vehicular networks even though some applications may involve communi-
cation with roadside units. In those cases, where central coordination is used partially
or completely, the network generally does not operate in an ad hoc mode. However, the
coordinator station can be considered on the other hand as a node that operates in ad hoc
mode similar to any other vehicles moving on the road. As mentioned in Section 2.1, there
are some protocols that are schedule-based, e.g., ADHOC MAC uses TDMA [10]. Those
protocols are mainly intended to work in a centralized mode, which makes it difficult to
apply them to vehicular networks without major changes [11].
2.3.3 Scalability
In a distributed system that has very high mobility such as in vehicular networks, changes
of network size should be handled carefully. It is normal to have a situation where vehicle
density is near the average. However, the vehicle density can suddenly grow significantly
and becomes very large in a road segment. Operability in both sparse and high node
density situations is very important for MAC protocols. An effective MAC protocol should
be adaptive to various network information load and vehicle density. In this context,
scalability can be defined as the ability to accept an increase in the number of nodes
or elements in the network without suffering a noticeable decrement in performance or
a complexity increment [12]. Vehicular networks can be considered a typical example
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where scalability is required. Several studies on performance evaluations, some of which
are mentioned in Section 2.4.3, show that some protocols do not work properly in a high
node density and/or when the network is highly loaded with teletraffic. In such cases, the
network may not provide the desired performance unless the MAC protocol is designed to
address this issue.
2.3.4 Hidden and Exposed Node Problems
One of the classical problems in distributed MAC is the hidden node problem. In the
situation in Figure 2.1(a), node A is transmitting to node B; At the same time node C,
that can not detect the transmission from node A, wants to initiate a transmission to the
same receiver node, B. If C initiates the transmission, a collision occurs. This happens
because both nodes A and C are out of each other’s transmission range, while node B is
placed in the transmission range of both A and C. In VANETs, due to the high speed
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Figure 2.1: Hidden and exposed node problems.
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Another problem is the exposed node problem. In Figure 2.1(b), node B is transmitting
to node A. However, node C, which is located in the transmission range of node B, wants
to initiate a transmission, but it hears node B transmitting. Thus, C will not transmit in
order to avoid collision.
The hidden node problem can be solved by using the request-to-send/clear-to-send
(RTS/CTS) handshaking as shown in Figure 2.2. Node A, which wants to transmit to node
B, sends an RTS packet to inform node B that it wants to transmit. Node B responds to
this request by broadcasting a CTS message to all the neighbors in its transmission range.
Every node that hears the CTS should not start any transmission, especially the hidden





Figure 2.2: Solving hidden node problem using the RTS/CTS handshaking.
2.4 IEEE 802.11 based protocols
2.4.1 IEEE 802.11 Standard
IEEE 802.11 [13] is a communication standard for wireless networks. The 802.11 works in
two modes; centralized and decentralized. The basic group of 802.11 nodes communicate
with an access point (AP) is called Basic Service Set (BSS). The BSS allows nodes to
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communicate with the AP and gain access to its services after having some authentica-
tion, association, and multiple handshaking steps. On the other hand, the ad hoc mode
allows the nodes to communicate with each other without any infrastructure and is called
Independent BSS (IBSS). In vehicular networks, both modes are adopted with several mod-
ifications. Moreover, the IEEE 802.11 standard is often suggested for the implementation
in vehicular networks due to the wide availability.
In IEEE 802.11, there are two methods to access the medium. Distributed Coordination
Function (DCF), based on CSMA/CA, is used to coordinate the medium access in the ad
hoc mode. The other function is point coordination function (PCF) which is used to
control the medium access in a centralized mode. However, the majority of the protocols
proposed for vehicular networks require operating in an ad hoc mode especially for V2V
communications. On the other hand, if the MAC protocol involves infrastructure units
such as RSUs or uses a virtual grouping mechanism, then a PCF or PCF-like function can
be used for access coordination.
One of the functions used to coordinate channel access and guarantee QoS requirements
is the Enhanced Distributed Channel Access (EDCA), which is used in the IEEE 802.11e
[14], and is considered an enhanced version of the 802.11 DCF. The EDCA is based on
CSMA/CA. The main feature of the EDCA is that, when the channel is busy, the back-off
mechanism differs. The back-off procedure is as follows. A node that will transmit senses
the channel first, and if the channel is busy, it will choose a back-off time sampled from
a uniform distribution [0,CW](CW is the contention window size). If the channel is free,
the back-off time will be decreased. Otherwise it will be doubled. The node will transmit
when the back-off value reaches 0. The IEEE 802.11e prioritizes messages by providing
different Traffic Categories (TC) that are also called Access Categories (ACs).
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2.4.2 IEEE 802.11p, WAVE and DSRC
In the United States, the Federal Communication Commission (FCC) has allocated 75
MHz of the Dedicated Short Range Communications (DSRC) spectrum at the licensed
band of 5.9 GHz, specifically in the range 5.850-5.925 GHz, for vehicular communications.
The major goal is to provide safety for lives and enhance vehicle traffic flow. The DSRC
spectrum consists of 7 channels, each one is 10 MHz wide. Figure 2.3 shows these seven
channels. Channel 178 or control channel (CCH) is restricted for safety communications.
The two channels at the edges of the spectrum are reserved for future applications. The
remaining four channels are used for other services such as nonsafety applications. It should
be noticed that, even though there are seven channels allocated for transmission, single
radio device cannot transmit in more than one channel simultaneously, and this raises the
need to efficient channel access coordination.
Ch 172   Reserved
Ch 182   Service Channel
Ch 174   Service Channel
Ch 176   Service Channel
Ch 178   Control Channel
Ch 180   Service Channel











Figure 2.3: DSRC spectrum allocation by FCC.
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To work in the DSRC spectrum range, the IEEE 802.11 devices should operate in
Wireless Access in Vehicular Networks (WAVE) mode or IEEE 802.11p [4]. IEEE 802.11p
is an amendment for the IEEE 802.11 standard to make it suitable for an intelligent
transportation systems (ITS) environment. Just like IEEE 802.11, IEEE 802.11p defines
the MAC and PHY layers of the WAVE protocol stack. The upper level layers are defined
in the IEEE 1609 [15] family of standards. As shown in Figure 2.4, IEEE 1609 is divided
into four standards:
1. IEEE P1609.1 - Standard for WAVE - Resource Manager;
2. IEEE P1609.2 - Standard for WAVE - Security Services for Applications and Man-
agement Messages;
3. IEEE P1609.3 - Standard for WAVE - Networking Services;
4. IEEE P1609.4 (802.11p) - Standard for WAVE - Multi-Channel Operations.
For the PHY level, which is not the focus of our work, the IEEE 802.11p is required to
provide communication with minimal modification of the 802.11 PHY layer. The standard
is mainly based on the 802.11a-like PHY layer [9].
To work in a vehicular environment, the 802.11p MAC should simplify the BSS oper-
ations and reduce the amount of the overhead needed to establish a communication link.
Thus, WAVE mode stations operate in the same channel and communicate immediately
without wasting time in association when joining the BSS. The joining process is done
using a wildcard Basic Service Set Identification (BSSID) which is the name of the BSS
at the MAC layer. This new BSS mode is known as WAVE Basic Service Set (WBSS)
in which authentication and association are not required. Instead, a station can join the
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WBSS according to the WAVE advertisement or announcement. More information about
WBSS is given in [4]. The IEEE 802.11p is supposed to provide prioritized channel access
through the use of the EDCA by providing different Access Categories (ACs). The ACs













Figure 2.4: The IEEE 1609 standards.
2.4.3 Related Work Review
The IEEE 802.11p has been extensively studied [5][6][8][16]. However, to the best of our
knowledge, there is no comprehensive evaluation that reflects the impact of mobility on
the IEEE 802.11p MAC protocol performance, especially for the V2V communications.
Moreover, very little work has been done on enhancing the performance of IEEE 802.11p
via adaptation to the mobility factors.
The IEEE 802.11p is meant to provide reliable and efficient MAC for the high speed
vehicular environment. In the literature, researchers are continuing to investigate and
study the performance of the 802.11p, 802.11- and 802.11p-based MAC protocols, and
study their suitability for vehicular networks. It is known that 802.11 MAC is designed
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for low mobility and has some limitations especially in a high density scenario. Since
the IEEE 802.11p is based on the original IEEE 802.11, it is normal for it or any other
protocol based on 802.11p to inherit those limitations. In [5], the authors have studied the
saturated performance of 802.11 MAC in a single-hop network. The study shows the delay
requirement, which is below 100 ms, is satisfied while the PDR decreases dramatically
when the number of nodes increases. The authors suggest that the reason for the failure
on achieving the desired PDR rate (more than 99 per cent) is the high collisions due to the
fixed short back-off window and hidden node problem. Several enhancements at the 802.11
MAC level are suggested such as repetition mechanisms, adaptive backoff, and dynamic
adjustments of the contention window size.
The 802.11 Wireless LAN (WLAN) performance has been studied over different scenar-
ios and with a reactive routing protocol in [17]. The performance indexes used to test the
network performance are throughput and the signal to noise ratio (SNR). Experimental
results show that the 802.11 throughput decreases dramatically in a high node density and
large network. The recommended solutions are to modify the back-off mechanism, using a
super frame structure, and using different inter-frame spacing system for different service
priority. In [18], the simulation results of 802.11p MAC in a highway scenario show that
some nodes are forced to drop over 80% of its time-critical messages due to the long channel
busy time. This can lead to serious failure in delivering safety messages.
In [7], simulation results of the IEEE 802.11p standard show that the fixation of the
back-off window size does not guarantee the desired throughput in vehicular networks. Two
algorithms for a dynamic back-off window size are proposed. In the centralized approach,
the base station is assumed to know the number of transmitting nodes and, accordingly,
computes the optimal transmission probability. In the distributed algorithm, local medium
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information is needed for the vehicle to select the back-off time. Therefore, the number
of current users is estimated by observing the current contending nodes. Both algorithms
improve the performance over the 802.11 static back-off mechanism. However, the enhance-
ment proposed is used for the V2I communication mode and even though the throughput
has been improved, the computed contention window sizes are very large and can cause
very long delay in transmission. Similar simulation results supported with analytical means
show that the IEEE 802.11p suffers from an undesired decrease in throughput and increase
in delay in high density scenarios [6]. The study evaluates the collision probability, through-
put, and delay in the performance evaluation, and focuses on WAVE message prioritization
using the EDCA mechanism. It is mentioned that increasing the CW size in order to re-
duce the probability of collisions causes the throughput to decrease. An alternative is to
shape the traffic while maintaining the number of high priority packets at a certain level.
To achieve better performance, the author suggests using a re-evaluation mechanism for
messages to reduce the number of high priority messages continuously. A similar study
on the factors affecting the performance of the ad hoc networks gives similar suggestions
[19]. It is shown that increasing the network size, while maintaining the traffic load, leads
to increased throughput. To apply this in vehicular networks, the number of potential
neighbors should be considered. Aiming at multi-hop communications, Stibor et al. [16]
evaluate the number of potential communication partners and the maximum communica-
tion time for vehicular ad hoc networks using the IEEE 802.11p standard. The simulation
is done for a highway scenario, and the results show that the number of neighbors varies
and leads to different communications time between vehicles. It is shown that the number
of neighbors should be used as an input parameter in multi-hop communications.
Other issues that the IEEE 802.11p should address are mentioned in [20]. To make
20
the IEEE 802.11p work efficiently, some challenges should be addressed. These challenges
are the stateless channel access, caching for handoff, and opportunistic frame scheduling.
By operating in the WAVE mode, WBSS providers (e.g., APs) cannot keep track of the
WBSS users due to the absence of authentication and association in the WBSS. Moreover,
when a WBSS user moves out of a WBSS provider’s range, the WBSS provider does not
know that the WBSS user is not in its range anymore because there is no de-association
process. The mobility of a WBSS user leads to its communication with multiple WBSS
providers. Therefore, supporting fast handoff should be considered. In [21], a simulation
framework that includes handoff mechanisms for the IEEE 802.11p is developed to study
the behavior of handovers for the V2I communications. A solicitation-based IEEE 802.11p
MAC protocol is proposed for roadside to vehicle communication [20]. The solicitation
MAC protocol is based on a wired backbone for the WBSS providers, and introduces two
new concepts. A new operation mode called WBSS user initiation mode (W-UIM), in
which the WBSS user opportunistically solicits data frames for itself. A WAVE-poll frame
is used to request the transmission from a WBSS provider. The other concept is that the
adjacent WBSSs are virtually grouped and denoted as a WBSS-area.
Karamad and Ashtiani propose a modified MAC protocol based on 802.11 DCF to as-
sure fairness in the V2I communications [3]. The idea is to adapt the minimum contention
window of every node to its speed. To do that, the scheme modifies the probability of trans-
mission according to the node speed. Moreover, the probability of transmission changes
according to the adjustment of the contention window size. In this way, a relation between
the speed and the window size is obtained. Analytical approximation for this relation is
validated by simulation and the protocol can handle the intuitive unfairness problem.
A study in [8] showes that node speed is not a significant factor in terms of aggregate
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throughput, average delay, and packet loss rate. However, traffic load is shown to be
a significant factor that affects the performance. From the simulation results, when the
vehicle density increases, both aggregate throughput and average delay increases while
the delay requirement is met. However, the simulation is done only for a one-lane road
scenario.
2.5 Virtual Grouping MAC
2.5.1 Cluster-based MAC
Clustering has been proposed for ad hoc networks. Clustering schemes can be used to
manage the mobility and the quick changes in the network topology. In a vehicular en-
vironment, since vehicles sometimes move with similar speeds and in the same direction,
dividing them into groups through clustering can help controlling the medium access.
Clustering is basically used by routing in mobile ad hoc networks to handle the problem
of flooding. However, in the medium access layer, clustering is used to handle the hidden
node problem, provide better scalability, reduce the number of interfering nodes, limit the
area of message dissemination, and provide fair access to the medium [22].
By using clustering techniques, an ad hoc network can be handled by a centralized
controller. This occurs by virtually grouping the mobile nodes into clusters. In each cluster,
a Clusterhead (CH) is elected to act as a central controller that coordinates intra-cluster
transmission. The other nodes in the cluster are considered clustermembers, which are
normal nodes, or cluster gateways. Figure 3.3 shows an example of a clustering structure.






Figure 2.5: Clustering structure example.
For vehicular networks, research on cluster-based MAC focuses on clustering formula-
tion algorithms, improving the medium access through clustering, minimizing the cost by
using a fewer number of transceivers, and avoiding the inter-cluster interference. The au-
thors in [22] proposes a clustering medium access mechanism based on TDMA. The main
function of the clusterhead is to manage the bandwidth assignment in the cluster. Through
simulation, the protocol is shown to be stable except for a high dense traffic situation such
as in rush hours. Su and Zhang propose a clustering-based multichannel MAC scheme in
[24]. Their scheme integrates clustering with contention-free and contention-based MAC
protocols. Each vehicle is supposed to use two transceivers that operate simultaneously.
The clusterhead of each cluster has three functions to perform: 1) collection and delivery of
safety messages within a cluster, 2) forwarding the safety messages to the neighboring clus-
ters, and 3) coordinating the channel access for local clustermembers with non-realtime
communication flows. The contention-free MAC for communication within a cluster is
TDMA, while the IEEE 802.11 is used for communications between clusterheads. The
protocol is designed to provide QoS for the realtime data, e.g. safety messages, and pro-
vide an increased throughput for non-realtime data for a V2V communication scenario.
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Based on the analytical model and the comparison with the IEEE 802.11 and V2V dy-
namic channel assignment (DCA) [24] through simulations, the proposed MAC scheme
achieves both timely delivery of safety messages and high throughput for non-realtime
traffic. A similar idea is proposed in [25], but using only one DSRC transceiver in each
vehicle. The proposed protocol uses a clusterhead for the intra-cluster communication and
cluster forwarder for the communication with backward clusters. Inter-cluster interference,
that occurs to clusters close to each others as in Figure 2.6 or due to clusters overlapping,
is handled with a simple algorithm.
Clusterhead
Clustermember 
Nodes susceptible to inter-
cluster interference 
Cluster A Cluster B
Figure 2.6: Example of inter-cluster interference.
2.5.2 Space Division Multiple Access (SDMA)
Space Division Multiple Access (SDMA) is proposed for inter-vehicular networks in [26][27][28].
The protocol is only theoretically investigated. The SDMA introduces a new concept of
partitioning the geographical area into multiple divisions. Each of these divisions is mapped
to a certain channel to achieve desired performance. To perform the mapping process ac-
curately, the precise positions of the vehicles are assumed to be known. This can be done
by using GPS devices.
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The SDMA aims to reduce access collisions, and increase channel reusability. However,
many issues and challenges exist for the SDMA in vehicular networks. In [29], the suitability
of SDMA in VANETs is investigated. For example, the partitioning process of the road
depends on the road map. It is shown that SDMA is suitable for a highway scenario,
but there are other scenarios that should be dealt with such as meshed road scenario [29].
Therefore, the SDMA should handle such a challenge when performing the partitioning
and mapping processes.
2.5.3 Token-Ring based MAC
In [30], a wireless token ring protocol (WTRP) is proposed for intelligent transportation
systems. The protocol is evaluated and implemented on top of the IEEE 802.11 DCF. No
mobility consideration is mentioned in the work. In [31], an extension of the WRTP with
three implementations is proposed. The implementations are a simulator implementation,
an application layer implementation that is platform-independent, and a kernel implemen-
tation which is a Linux link layer module built on top of the IEEE 802.11 DCF. In order
to achieve reliable and fast communication for safety applications as well as QoS guar-
antee for data services, an overlay token ring protocol (OTRP) is proposed in [32]. The
OTRP minimizes the number of possible collisions, and transmits safety messages with
high probability and low delay. Another advantage is the feasibility of implementation




ADHOC MAC [10] is a MAC protocol developed under the CarTalk2000 project to support
inter-vehicular communications. ADHOC MAC uses a dynamic TDMA mechanism with
slotted frame structure that is independent from the physical layer. The protocol is based
on Reliable R-ALOHA (RR-ALOHA), which is an extended version of Reservation ALOHA
(R-ALOHA). R-ALOHA is capable of coordinating the channel access in a centralized
mode. RR-ALOHA aims to do the same thing, but in a fully distributed mode. The
protocol is supposed to deal with the hidden and exposed node problems, provide a reliable
single-hop broadcast service, and reserve additional bandwidth and QoS for real-time traffic
as needed in the applications. An advantage of ADHOC MAC is that it can be adapted
to work with the 802.11 physical layer by providing a frame structure.
In [1][5], several issues regarding ADHOC MAC are discussed. It is mentioned that the
minimum time needed to successfully obtain the basic channel is greater than 200 ms in
a static scenario. Moreover, several factors such as mobility and dense traffic may cause
more latency in allocating and releasing slots. Another issue is the number of frame slots
that should be optimized. It is known that frame size is related to other parameters such
as network capacity. Thus, the number of vehicles in the same communication range must
not exceed the number of slots in each time frame. In comparison with the IEEE 802.11,
ADHOC MAC is not utilizing the medium efficiently, and does not handle high mobility
as the 802.11 does. Further information about ADHOC MAC performance can be found
in [17].
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2.6.2 Directional Antenna-Based MAC
In VANETs, vehicles move according to road geometry. Therefore, the transmission of
information, depending on the application, should be done in specific directions. For exam-
ple, for a safety application that should warn vehicles of sudden breaking, the information
should be send to the vehicles that follow the vehicle with the breaking action. Other vehi-
cles in front of the broadcasting vehicle are probably not affected by this breaking action.
This can be done by using directional antenna-based MAC protocols. For more informa-
tion about MAC protocols with directional antennas, [33] is considered a good reference
that provides a classification of MAC protocols with directional antennas, and discusses
the challenges in their design.
Directional antennas are used to overcome some problems such as interference, hidden
node and exposed node problems. In addition, increased transmission range, and reuse of
channels are the main benefits brought by those protocols. Ideally, the transmission range
is divided into x non-overlapping transmission angles each having a degree of 360/x. It is
known that increasing x results in smaller antennas angles and narrower transmission range.
One requirement in directional antenna protocols is the knowledge of transmitter’s and the
receiver’s active antennas during the transmission. This can be done by having neighbors’
location information using a GPS, by neighbors location estimation, or by continuous
neighborhood discovery. While the use of GPS devices incur extra cost and has some
limitations, location estimation methods such as Angle of Arrival (AoA) may cause some
errors [33]. On the other hand, continuous neighbor scanning are used in several protocols
such as [34]. Furthermore, directional antennas can be classified as traditional directional
or smart antennas [33].
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For vehicular networks, several MAC protocols adopt directional antennas and achieve
network performance improvement as in [35][36][37]. However, investigations of the perfor-
mance and the suitability for VANETs show that, even though directional MAC protocols
improve the performance by reducing collisions and increasing channel reusability, complex-
ity and difficulties of providing practical implementation are the major issues of directional
MAC in VANETs. More information regarding directional antenna MAC performance can
be found in [38].
2.6.3 Repetition-based MAC
The idea of repetition-based MAC is proposed by Xu et al. in [2][39]. The aim of the
protocol is to deliver safety messages in an ad hoc mode with high reliability and low delay.
In [2], several random access protocols for medium access which are compatible with the
DSRC multichannel architecture are discussed and used in the design. The main advantage
of the repetition is to have a better probability of reception. However, undesirable amount
of reception may cause severe consequences. The main idea is based on repetition. The
lifetime of a message is divided into several slots based on its useful lifetime and the
transmission time. A variable number of slots are randomly chosen for repetition. A
reception of at least one packet means that the message is successfully received within
the limited delay. Otherwise, a failure of reception occurs. The main issue here is how
to find the number of slots to be selected for repetition. Figure 2.7 illustrates the idea of
repetition.
The repetition may overcome the collision problem, and the main advantage of this
design is its simplicity. In this protocol, a MAC extension layer handles the generation










Figure 2.7: Illustration of the idea of repetition for two senders A and B.
the MAC layer.
Some proposals utilize optical orthogonal codes (OCC) to minimize the message loss
probability, reach better probability of detection, and reduce the reception delay such as
in [40]. The main idea is to use these codes to assure that a certain number of repetitions
of every two nodes cause a collision. By knowing the number of collisions between the
two nodes, it is obvious that using a larger number of repetitions will grantee a successful
reception. The same concept is used in [41] to provide different QoS priority levels.
Another repetition based MAC is proposed in [42]. In this protocol, a distributed feed-
back mechanism is used to optimize the number of repetitions. The feedback mechanism
is used to broadcast information regarding the transmission and reception of messages
through the network. According to the broadcasted information, an algorithm based on
index coding is used to minimize the number of transmissions. It is shown through sim-
ulations that the protocol results in a lower message loss probability compared with the
previous repetition-based MAC protocols, but close results in terms of average delay.
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2.6.4 Multichannel MAC
It is known that inter-vehicle communication systems are proposed for safety applications
and traffic enhancements. However, non-safety applications, or commercial applications,
have been proposed in the literature to provide effective use of the DSRC spectrum [43]
[44] [45]. The best solution to provide nonsafety realtime applications is through the
multichannel communications. It has been explained in Section 2.4.2 that DSRC allows
multiple channel communications by operating only one channel at a time. This is because
there is only one radio used in DSRC. The difficult part of designing a multichannel MAC
protocol is to provide the nonesafety communication while meeting the QoS of the safety
communications. As discussed in Section 2.5.1, Su and Zhang propose a multichannel
protocol that operates in two different radios simultaneously. This type of communication
is considered a multichannel operating protocol, but it is also considered costly since each
vehicle should be equipped with two transceivers.
Wang and Hassan propose a framework that performs periodic channel switching over
DSRC to provide a concurrent safety and nonsafety applications in [43]. It is found that,
during rush hours of traffic, the nonsafety applications can be extremely restricted to assure
the QoS of the safety applications. An interesting conclusion is that using simple techniques
can increase the commercial nonsafety applications opportunities. Moreover, the authors
suggested the use of an adaptive scheme to perform dynamic adjustments to the control
channel interval to support the switching between safety and commercial applications.
In [45], multichannel single radio MAC is proposed to provide V2V and V2I communi-
cations. The protocol aims at providing concurrent safety and commercial services. The
work is first presented with the basic idea in [44]. However, in [45], the authors extend
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their work with proof of theorems of the design, and performance evaluation with the IEEE
802.11 DCF used in the ad hoc mode and PCF used in the centralized mode. The protocol
is tested in three configurations: the DCF-only, the PCF-only in the hotspot area, and
dedicated coordinating AP (DCAP) protocol configuration. The DCAP configuration is
based on the DCF, PCF, and spatial division functions. These configurations are simulated
using NS-2 in a four-lane highway scenario with high density of a vehicle flow. The DCAP
configuration is shown to offer more consistent QoS than the other two configurations.
A cognitive MAC protocol for VANETs (CMV) based on cognitive radio management
is proposed in [46]. In CMV, the protocol provides long-term and short term spectrum
access which is applied in vehicular communications channels. The protocol is applied
on DSRC channels. The cognitive radio management is used to improve the capacity
in long-term spectrum access. For short-term access, the wideband spectrum pooling is
used. The protocol showed a significant improvement in throughput compared with other
multichannel protocols.
2.7 Comparison of the Existing Protocols
MAC protocols are designed to achieve better medium access and overcome some obstacles
in the system, such as the issues discussed in Section 2.3 for vehicular networks. To compare
MAC protocols, certain criteria must be considered. Here, the protocols are compared
qualitatively. The issues each protocol solved are emphasized, and the limitations are
pointed out. Since vehicular networks have their special characteristics, till now, there
is still no comprehensive solution that is suitable for all situations, scenarios, and QoS
requirements. The IEEE 802.11p standard at the MAC is one of the most promising
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protocols due the popularity of the 802.11 protocol. The 802.11p aims at providing a
multichannel operation over DSRC with QoS support.
Since the 802.11p is amended from the original 802.11, it is obvious that it inherits
its limitations. The 802.11p and 802.11p-basad protocols perform better in a low node
density, and tend to provide unstable results in a highly loaded situation. The hidden
node problem is addressed by the carrier sensing mechanism. However, throughput and
PDR are highly affected by a high node density. A logical explanation of what happens in
a highly traffic loaded scenario with an 802.11-based MAC protocol is that as the channel
busy time becomes larger, nodes have to wait longer time before retransmission. Moreover,
when a node retransmits during the busy time, the contention window size increases due
to the back-off mechanism. Therefore, the number of nodes in the network is a significant
factor that affects MAC performance. Prioritizing messages is shown to cause decrement
of throughput when the number of high priority packets increases. The frequent link
disconnections can be dealt with by evaluating network state, which is not included in the
IEEE 802.11p standard. To achieve better evaluation of the network state, node speed
can be used to predict the duration of transmission, and help to adapt the medium access
protocol.
ADHOC MAC reduces collisions, handles hidden and exposed node problems, and
provides a reliable single-hop broadcast service. It also reserves additional bandwidth and
QoS for real-time traffic. However, the performance of ADHOC MAC degrades with high
mobility and node density. Moreover, the number of vehicles in the same communication
range is restricted by the number of slots in the time frame. ADHOC MAC is considered
independent from the physical layer and can work with the 802.11 physical layer.
Transmitting at a specific direction is done by directional antennas-based MAC. This
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type of MAC is used to increase transmission range and channel reusability. In vehicular
networks, directional MAC does not provide a feasible solution due to the complexity of
implementation.
Clustering is used to handle mobility and frequent network topology changes. How-
ever, clustering is considered for average speed and similar direction mobility. Moreover,
clustering provides better scalability, reduces interference between nodes in each cluster,
limits the area for message dissemination, and achieves fair access to the medium. The
problem with clustering is in deciding which node should be elected to be the clusterhead,
and how to handle interference between nodes in clusters (intra-cluster interference) and
among the clusters (inter-cluster interference).
The repetition based MAC protocols aim at a high probability of reception with low
delay. A MAC extension layer is required to perform that. However, the number of repe-
titions and the generation process should be optimized. The SDMA and token ring based
MAC protocols are based on grouping the nodes. While the SDMA aims at reducing ac-
cess collisions and increasing channel reusability, it is only theoretically studied, and no
feasible implementation exists. Similarly, token ring protocols reduce the number possible
collisions, and deliver safety messages with a high probability within low delay. The advan-
tage of token ring MAC protocols is that they can be implemented without high hardware
complexity, but there are no practical implemetations for VANETs.
A multichannel solution that efficiently utilizes the bandwidth and meets the QoS
requirements can be considered a total solution, but with a non-avoidable complexity. The




802.11- and 802.11p-based 1. Handles hidden node problem.
2. Works in centralized and distributed
mode.
3. Widely accepted.
1. Inefficient with loaded scenarios.
2. Use a static back-off mechanism.
3. No deterministic upper bound for chan-
nel access delay.
ADHOC MAC 1. Avoids hidden terminal problem.
2. Can be adapted to work with 802.11
PHY by providing frame structure.
3. Provides reliable one-hop transmission.
1. Limited number of nodes.




2. Increases channel reusability.
1. Complexity of implementation.





1. Can be complex in implementation.
2. Inter-cluster and intra-cluster interfer-
ence must be handled.
Repetition-based MAC 1. Better probability of reception. 1. Requires MAC extension layers to han-
dle the generation and removal of repeti-
tions.
Multichannel MAC 1. Utilization of the bandwidth. 1. Complexity.
SDMA 1. Reduce access collisions, and increase
channel reusability.
1. No feasible implementation exists.
Token ring MAC 1. Reduce the number possible collisions.
2. Deliver safety messages with high prob-
ability within low delay. 3. Can be imple-
mented without high hardware complexity.
1. No feasible implementation exists for
VANET.
Table 2.1: Comparison between the current VANET MAC protocols.
2.8 Summary
In this chapter, a literature review for MAC protocols in vehicular networks supported with
related background is presented. First, the special characteristics of VANETs and their
relation with medium access are discussed. Issues that should be addressed by VANET
MAC are presented. After that, an overview of the existing MAC solutions for a vehicular
environment are briefly introduced to provide a broad view of the existing solutions from
the IEEE 802.11p standard, through virtual grouping mechanisms, multichannel utiliza-




System Model and Mobility
Adaptive Schemes
In vehicular networks, with the existence of different traffic scenarios, different medium
access techniques are adopted to provide better medium sharing in terms of efficiency and
fairness. Until now, there is no MAC scheme that provides the desired performance in
all communication scenarios. The main issues with VANETs are the mobility of vehicles
and, in most cases, the fact of not having a fixed network infrastructure. Therefore,
traffic velocities and, accordingly, their physical positions affect the performance of the
communication protocol. Moreover, a major issue that should be solved in VANET MAC
is the adaptation to fluctuations in vehicle traffic density.
The MAC scheme under consideration is a modified version of the IEEE 802.11 MAC.
As mentioned in Chapter 2, the original 802.11p protocol performance has been extensively
studied and several drawbacks have been identified [5, 17, 18, 7, 6]. Here, we are proposing
two modified 802.11-based MAC schemes to provide priority channel access by adapting
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to mobility factors. In VANETs, nodes move with different speeds. Therefore, nodes
with extreme velocity may enter and leave the range of communication in a very short
time while other nodes with similar velocities have the opportunity to communicate for
a longer time. Accordingly, a fair MAC scheme should provide priority channel access
to the former class of vehicles. This problem can be clearly identified for a cluster of
vehicles communicating in an ad hoc mode. Although virtual grouping mechanisms such
as clustering are used to enhance communication stability, the cost of maintaining clusters
in terms of overhead is generally high. Instead of that, we are using a periodic message
broadcasting to exchange information among nodes and this is compatible with the VANET
basic operation. Moreover, it is shown in [6][7][16] that in dense traffic and with sudden
changes in the number of communication partners, the performance of the 802.11 MAC is
highly affected. To address this issue, each node should get medium access according to
the recent information received from neighbors in the last broadcast period.
The static parameters that are used in the 802.11p standard [4] do not take into account
the number of communicating nodes [16], the speed of each node [3], the adaptivity of
the backoff mechanism [7], and the fluctuation in vehicle density. All of these factors
affect the efficiency and sharing of the communication medium. To achieve better network
performance, our proposed DCF function addresses many factors that have significant
impact at the MAC layer. These are the vehicle’s speed, its position, and the number
of one-hop neighbors. The first two factors are related to the network topology and the
communication scenario, which is a vehicular ad hoc network in our case. The last one is
related to the MAC scheme, which is in our case a modified DCF function.
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3.1 Network Topology and Configuration
In the system model under consideration, mobile nodes communicate via a single physical
channel in a pure ad hoc mode. The channel is assumed to be error free. Each node has a
unique ID, based on its MAC address. Moreover, vehicles cooperate in the ad hoc mode,
and each node relays packets whenever a multihop connection is established. All nodes
have identical MAC functions and equal transmission capabilities. Each node sends its
packets to a specific destination according to a routing protocol. Here, we focus on MAC
for single-hop transmissions. When the packets are broadcasted, the message is sent to the
one-hop neighbors.
3.2 MAC Layer
Vehicles operate at the MAC level according to the standard IEEE 802.11 DCF function.
As in a WLAN, IEEE 802.11p is based on the DCF mechanism which is a CSMA/CA-based
protocol. A CSMA/CA protocol basic function assumes a specific backoff mechanism.
Typically, a node senses a channel and if it finds the channel busy, it backoffs for a certain
time that is uniformly distributed between 0 and CW+1, where CW is the contention
window size. Otherwise, the node transmits its packets. Each node with a specific type
of traffic has an initial value for CW called the minimum contention window (CWmin).
Figure 3.1 illustrates the channel status of the IEEE 802.11 DCF.
The IEEE 802.11p uses the static parameters of the IEEE 802.11e EDCA. The EDCA
function provides traffic priorities as given in Table 3.2. To find the exact values for CWmin







Figure 3.1: Illustration of the DCF operation.
the IEEE 802.11p, we set the static parameters of the contention windows according to
the IEEE 802.11e standard.













− 1 aCWmin 6
BK aCWmin aCWmax 9
Table 3.1: Different parameters values for different traffic categories in 802.11p EDCA.
Each vehicle is equipped with a GPS receiver that can determine its position and speed.
Each node maintains a list of one-hop neighbors, and periodically broadcasts a HELLO
message that includes its information to the neighbors. All the neighboring nodes store
the information for a certain time (e.g., 2-3 seconds [16]). If a node does not hear any
information from a previous neighbor for a while, that neighbor will be removed from the
neighbor list. At the end of a broadcasting period, each node calculates the average speed
of itself and its one-hop neighbors, and the deviation of its speed from the average. The
deviation from the average speed will be considered in the dynamic priority management
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in channel access (to be discussed in Section 3.3.2). Time is partitioned into frames of
a constant length. Figure 3.2 shows the time frame for the periodic broadcasting and
the IEEE 802.11p contention-based channel access period. At the beginning of a time
frame, a cluster formation is performed. Each cluster is maintained by a clusterhead. A
clusterhead broadcasts a message that assigns the mini-slots in the broadcasting period to
the clustermembers. Every node that receives the clusterhead’s message knows its mini-
slot, and is synchronized with the other clustermembers. Therefore, there are no collisions
during the HELLO broadcasting period.







Figure 3.2: Frame structure with periodic broadcasting of vehicle information.
3.3 MAC Adaptivity to Mobility
Here, we present two priority channel access schemes based on vehicle mobility. Both
schemes aims at optimizing the backoff mechanism in the MAC protocol by assigning
dynamic contention window sizes based on node mobility parameters. The first scheme
is a p-persistent carrier sense multiple access with collision avoidance (CSMA/CA) based
backoff mechanism, while the second one is a dynamic priority management scheme based
on node relative velocity.
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3.3.1 Adaptation to the Number of Neighboring Nodes
The IEEE 802.11 DCF function is modeled in the literature differently. Bianche proposes
a complex model based on a Markove chain [47], and provides a performance analysis of
the DCF in the saturated mode. However, another model for the DCF is based on the
p-persistent CSMA/CA. Several researchers showe that p-persistent CSMA/CA provides
very close approximation for the IEEE 802.11 [48][49][50][51][52].
To provide adaptivity to the number of neighboring nodes, we model the backoff pro-
cedure of the IEEE 802.11p as a p-persistent CSMA/CA. The main difference between
the p-persistent 802.11 and the standard IEEE 802.11p protocol is only in the selection of
the backoff interval. In the standard protocol, the backoff interval is binary exponential.
However, in the p-persistent CSMA/CA, the backoff interval is based on a geometric dis-
tribution with a specific probability of transmission, p. Therefore, the probability that a
node stays idle when having a busy medium is 1−p. The p-persistent CSMA/CA provides
very close approximation to the IEEE 802.11 [48][50][51][52], and the memoryless backoff
property makes it suitable for the purpose of analysis.
Based on the geometrically distributed backoff, the probability of having a success after
n− 1 failures of Bernoulli trials is
P (X = n) = (1− p)n−1p, n = 1, 2, ... . (3.1)
Accordingly, based on [48] and [51], the expected value of the random variable X can be













There are several important probabilities that we should consider. Consider that, at the
beginning of a transmission, a node has probability p to transmit. We have
P{0 transmissions} = (1− p)M
P{only one transmission} = Mp(1− p)M−1
P{at least one transmission} = 1− (1− p)M
where M is the number of contending nodes. Then, the probability of a successful trans-
mission, Ps, and the probability of a collision, Pc, are given by




Pc = P{Trans. nodes ≥ 2|Trans. nodes ≥ 1}
=
1− (1− p)M −Mp(1− p)M−1
1− (1− p)M
.
In [51], a virtual transmission time (VT ) is defined to be the time interval between
two adjacent successful transmissions for all the nodes in a cluster. Figure 2.4 shows an
example of the VT . It is possible to have a number of collisions in addition to one successful
transmission, in a VT .
Let Ti denote the idle time during which no vehicle is transmitting, Ts the time of









Figure 3.3: Illustration of a virtual transmission time.
transmission time. Then, we have [52]
E[VT ] = E[Ti] + E[Tc] + E[Ts]. (3.3)
Based on the defined probability of transmissions and since the packet length, L, is fixed,
mathematical expressions for E[Ti], E[Tc], E[Ts] can be obtained [51][52]. For maximum
system performance in terms of throughput, the value of VT should be minimized. Let L,




































By using basic algebra, we have
E[VT ] =
[




The optimal transmission probability, popt, which minimizes the value of E[VT ], can be
obtained by equating the first derivative of E[VT ] with respect to p to zero. Given values
of L, D, and M , popt can be numerically computed.
In the proposed MAC protocol, the popt value is used to tune the contention window
size to reach the desired performance. To that end, each node that wants to transmit
should already have the number of one-hop contending nodes, M . With popt, a suitable
value for the minimum contention window sizes is assigned based on (3.2). A summary of
symbols and variables used in the model is given in Table 3.2.
3.3.2 Adaptation to Vehicle Velocity
This proposed MAC scheme uses a relation between the relative speed and the level of
service priority. Basically, the deviation of the node speed from the average speed of the
neighbors is proportional to the level of channel access priority. In other words, over each
constant observation interval, the share of the channel time for a node with the average
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Variable Meaning and description of the variable
p Probability of transmission in a time slot.
M Number of transmitting nodes.
VT Virtual Transmission time.
L Length of the packet.
D Length of the DIFS time.
popt Optimal probability of transmission.
E[Ti] Average total length of idle time slots.
E[Tc] Average total length of collision time slots.
E[Ts] Average successful transmission length in time slots.
δ Slot time.
Table 3.2: List of notations and variables used in the model.
speed is reduced and that of a node with an extremely low or high speed is increased. In
this way, we want to achieve better fairness over a number of the observation intervals, in
terms of how long each node shares the medium based on the estimated time it spends in
the active transmission range.
For a cluster of M nodes contending for the channel, the share of node i accessing the
channel is proportional to pi∑M
j=1 pj
, where pi is the transmission probability of node i.
One way to relate the channel access time to the node velocity is to adjust the contention
window size to provide service priority. For a transmitting node, i, with a velocity, Vi, the
deviation from the average speed, d, is given by
d = |Vi − V |
where V is the average speed of the one-hop neighbors in the cluster.
For simplicity in implementation, vehicles are categorized into different classes based
on their speed deviations from the average speed, as given in Table 3.3.2. Accordingly,
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each vehicle adjusts the values of the minimum and maximum contention window sizes,
CWmin and CWmax, respectively.




Table 3.3: Dynamic service priority assignment based on relative speed.
3.4 Summary
In this chapter, we describe the system model and the proposed priority channel access
schemes. The network structure and the MAC layer are illustrated. A detailed description
of the DCF function is given. Moreover, the neighbor discovery procedure through the
periodic broadcasting of the HELLO message. Finally, the p-persistent MAC model is




4.1 Vehicular Mobility Model
Vehicles are assumed to move in a straight segment of highway road according to the
freeway mobility model [53]. Initially, vehicles positions are uniformly distributed. Then,
vehicles move according to a predetermined range of speeds and acceleration. When a
vehicle leaves the highway, it re-enters from the start point. In the freeway mobility model,
there are three main conditions. A node does not change lane, its speed is temporally
dependent on its previous one, and a safety distance between two consecutive nodes is
used to keep the following node speed lower than the speed of the preceding one. Figure









Figure 4.1: Vehicles mobility according to the freeway model.
4.2 Simulation Parameters
To evaluate the impact of mobility on the standard IEEE 802.11p and the proposed dy-
namic priority management schemes, simulations are performed using Network Simulator
(NS2) [54], version 2.31. The simulations are carried out for a 3-lane highway with a length
of 5 km and a width of 10 m per lane as in Figure 4.2. Vehicle velocity varies from 60 -
120 km/h. All vehicles have the same 802.11p MAC parameters. Vehicles move according
to the freeway mobility model as described in [53].
In all the simulations, the system time is set to 100 s, and the transmission range
of each vehicle is 250 m. Vehicles communicate in a V2V mode. Each vehicle either
transmits packets at a constant rate, or generates packets according to a Poisson random
process with mean arrival rate λ=3.125 packets per second. In the constant rate packet
arrival, each node always has packets to transmit. The packet size is constant. Channel
reuse is permitted in different node clusters. The number of nodes contending for the
channel in the simulations varies from 20 to 200. For each number of nodes, we run four
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simulation scenarios and obtain the average of the four results. We set the parameters of










Figure 4.2: The traffic mobility scenario used in the simulation.
Consider two different communication scenarios in the evaluation. In the first one,
each node broadcasts packets to its neighbors. In the second scenario, each node unicasts
packets to a destination, which may not be a neighbor. We use the Ad hoc On-Demand
Distance Vector (AODV) routing protocol in the unicast scenario. The packet size is fixed
for each scenario. Five minimal contention window sizes are used: CWmin = 3, CWmin = 7,
CWmin = 15, CWmin computed using the p-persistent scheme, and CWmin = 7 computed
using the velocity adaptive scheme. Three maximal contention windows sizes are used:
CWmax = 7, CWmax = 255, and CWmax = 1023. The rest of the parameters for are given
in Table 4.1.
48
Broadcast scenario Unicast scenario
Packet size 500 Bytes 1024 Bytes
Broadcast interval 500 ms 500 ms
Routing No routing AODV
Traffic Rate 1.2 Mbps Poisson, λ=3.125 packets/s
Table 4.1: Different parameters for the simulation.
4.3 Mobility and Performance Metrics
Unlike previous works in the literature, we use different performance metrics to evaluate
the mobility impact and the network performance. The purpose of the defined metrics is
twofold. First, identifying the mobility impact on the IEEE 802.11p MAC performance.
For that, we investigate the effective mobility factors. Figure 4.3 shows the factors that
affect the IEEE 802.11p performance in VANETs. The second purpose is to measure the
system performance at the MAC layer. The performance metrics are chosen as follows.
In order to study the mobility impact and network connectivity, we use the communi-
cation duration as a performance metric. We study the communication duration per node
according to its relative speed and distance between communicating vehicles. Furthermore,
we study the distribution of the communication duration of a link. For two vehicles i and
j, the link distance l and relative speed vr are defined as
vr = |vi − vj|
l = |xi − xj|
where vi and vj are the velocities of vehicles i and j, respectively, and xi and xj are the
x-axis positions of vehicles i and j, respectively.
49
Factors affecting IEEE 802.11p
performance














Figure 4.3: Factors affecting the IEEE 802.11p performance.
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The PDR, system throughput, average number of retransmissions per packet, average
delay, and Jain fairness index [55] are used to measure the network performance at the
MAC level. System throughput is the total number of bits successfully transmitted over
the simulation time. These measurements indicate the efficiency of the system by showing
the ratio of dropped packets, the level of contention for channel access, and the level of
fairness in channel access.
4.4 Evaluation of the Mobility Impact
4.4.1 Broadcast Scenario
In the broadcast scenario, we first evaluate the number of potential communication neigh-
bors within the transmission range as shown in Figure 4.4. It can be seen that the number
of neighbors varies and does not follow a specific pattern. However, it is obvious that the
distribution shifts to the right when the number of nodes increases. This indicates that,
when the number of nodes increases, the connectivity of the network links increases. The
number of communication neighbors is an important mobility factor, and their distribution
can be used to adapt the MAC protocol to the fluctuation in density. Figure 4.5 shows the
average number of communication neighbors for different node densities.
Moreover, we study the communication duration of network links. The cumulative dis-
tribution function (CDF) shows that for more than 50-60% of all occurrences, the potential
communication time is less than 1 s as in Figure 4.6. This indicates that the communication
time is very limited due to differences in node velocity.












































Figure 4.5: Average number of communication neighbors.
Figures 4.7(a) and 4.7(b) shows the accumulated fraction of channel access time for different



















Figure 4.6: CDF of the communication duration of a link.
For a low node density, Figure 4.7(a) shows that most of the channel access time is
allocated for the nodes with relative speeds less than 1 m/s. However, the rest of the results
oscillates up and down but with smaller portion of channel time. This fluctuation is caused
by having different number of neighbors and, accordingly, different probability of channel
access, which makes the network connectivity highly unpredictable. This fluctuation almost
disappears in a higher node density as in Figure 4.7(b). Figure 4.7(b) shows that most of
the channel time is allocated for the nodes with relative speed less than 1 m/s, and then
the access time decreases with very small fluctuations until it reaches zero with a relative
speed higher than 17 m/s. Therefore, the channel access time is unfairly divided between
the contending nodes according to their relative speed.
In contrast to the impact of the relative speed on the medium access, the distance
between a transmitter and a receiver does not have such a huge impact as shown in Figure



























































(b) High node densities.
Figure 4.7: Accumulated fraction of time access versus relative speed.
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time that depends on the other mobility factors. Figure 4.8 shows, the channel access time































Figure 4.8: Accumulated fraction of time access versus distance.
4.4.2 Unicast Scenario
In the unicast scenario, each vehicle sends its packets at the routing level to a destination
that may not be a neighbor. Each source and destination pair is selected randomly. The
number of communication neighbors is the same as in Figure 4.4 since we are using the
same mobility scenario. However, the effect of the other mobility factors on the MAC
performance differs as follows. First, we evaluate the CDF of the communication duration
for different node densities. Figure 4.9(a) shows the results similar to that in the broadcast
scenario. It shows that, among 40-60% of all occurrences, vehicles have less than 1 s to


















































(b) Accumulated fraction of time access versus relative speed.
Figure 4.9: Mobility impact at the MAC layer in the unicast scenario.
channel time as Figure 4.9(b) shows. Unlike the broadcast scenario, the channel access
time as a function of relative speed shows a similar behavior disregarding the node density,
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as Figure 4.9(b) shows. Similar to the broadcast scenario, Figure 4.10 shows that node
position does not have a great impact on the medium access. The channel access time is
spreaded over the link distance. However, the channel access time tends to a fraction of
time less than 0.004 at link distance of 50 m or lower, and forms a bell shape at a link































Figure 4.10: Accumulated fraction of access time versus distance.
4.4.3 Evaluation of the IEEE 802.11p Performance
In the previous subsections, we provide performance evaluation of the IEEE 802.11p MAC
from the perspective of mobility impact. In this subsection, a different performance metric
is used to evaluate the performance of the V2V communications. From now on, each node
sends its packets to a destination in unicast mode. First we measure the PDR for different
access categories and with packet arrival rate R=9.9 packets per second as Figure 4.11(a)
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shows. The PDR starts at a high value. However, when the number of nodes increases, the
PDR drops to below 75% due to the frequent network partitions and lack of adaptivity to
mobility factors. Similarly, the average number of retransmissions per packet is low with
a low number of nodes, but increases drastically with number of nodes of 50 or more as
in Figure 4.12(a). A large number of retransmissions indicates that the level of contention
on channel access is severe.
Figure 4.13(a) shows that the throughput of the system increases as the number of
nodes increases. This is a normal behavior of the network since more transmitting nodes
lead to more delivered packets. Figure 4.14(a) shows that the delay of the successfully
delivered packets at the MAC level is always under 0.4 ms. Interestingly, Jain Fairness
Index indicates poor fairness at a low number of nodes, as shown in Figure 4.15(a). This
is due to the frequent fragmentation of the network which causes some nodes to have less
connectivity than the others. At a higher node number, the fairness index increases.
For the Poisson data traffic with mean λ = 3.125 packets per second, the IEEE 802.11p
reveals similar behavior. Figure 4.11(b) shows that the PDR drops when the number of
nodes increases. Figure 4.12(b) shows that the average number of retransmission is low
at a low node number and increases to around 7.5 retransmissions at a node number of
250. However, it can bee seen that the number of retransmissions is lower than that in
the constant packet rate scenario as Figure 4.12(a) shows. This is due to the fact that the
Poisson data arrival rate chosen is lower than that in the constant rate scenario. System
throughput increases when the number of nodes increases as in Figure 4.13(b). The delay
is always less than 0.45 ms as Figure 4.14(b) shows. In terms of fairness, Jain fairness index
indicates better fairness than that in the constant packet arrival rate scenario, but with



































(b) Poisson packet arrival rate
Figure 4.11: PDR of the IEEE 802.11p.












































































(b) Poisson packet arrival rate




















































(b) Poisson packet arrival rate





















































(b) Poisson packet arrival rate
















































(b) Poisson packet arrival rate
Figure 4.15: Jain Fairness Index of the IEEE 802.11p.
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4.5 Evaluation of the Adaptive Schemes
The simulation parameters are the same as in Section 4.2. Vehicles communicate in a
V2V mode. Each vehicle sends its packets at constant rate R=9.9 packets per second, or
according to a Poisson process with arrival rate λ = 3.125 packets per second. Moreover,
each node broadcasts its HELLO message every 500 ms. We run the simulation for the
IEEE 802.11p standard and compare it with each proposed scheme. For the velocity
adaptive MAC, the values for the speed deviation from average speed and the respective
channel access priorities are given in Table 4.2. Accordingly, each vehicle adjusts the values
of CWmin and CWmax. The dynamic priority channel access should give nodes with high
mobility the privilege of transmission over the nodes with a similar mobility behavior.
Speed deviation (m/s) Priority CWmin CWmin
0-3 low 15 1023
3-10 medium 7 255
10-17 high 3 7
Table 4.2: Dynamic assignment of parameters according to relative speed.
For the constant packet arrival rate, Figure 4.16(a) shows that the p-persistent MAC
protocol results in a higher PDR than the IEEE 802.11p standard. Allowing different
service priorities based on the neighbor number shows obvious alleviation of the number
of dropped packets. The average number of retransmissions in the proposed p-persistent
MAC protocol is lower than that in the IEEE 802.11p, as in Figure 4.17(a), in almost all
the numbers of nodes. Therefore, the severity of contention on channel access is obviously
reduced.
The p-persistent scheme reveals close performance to that of the IEEE 802.11p in terms
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of throughput with number of node less than 150 as shown in Figure 4.18(a). However,
at node density of 50 or higher, the p-persistent scheme outperforms the IEEE 802.11p.
Average transmission delay is significantly improved with a maximum value of 0.15 ms as
Figure 4.19(a).
Even though the velocity adaptive MAC does not use the exact relative velocity between
vehicles, simulation results show improvement in the performance as can be seen in Figures
4.16(a), 4.17(a), 4.18(a), and 4.19(a). The main improvement is that the protocol reduces
the number of high priority packets that cause packets collisions [6] and alleviates the
network performance degradation as shown in Figure 4.11(a) in Section 4.4.3. Moreover,
the average number of retransmissions per packet is lower than that of the IEEE 802.11p.
The velocity adaptive scheme outperforms both the p-persistent scheme and the IEEE
802.11p standard in terms of system throughput at a node density of 150 or higher. The
average transmission delay is improved as Figure 4.20(a) shows.
Overall, both newly proposed schemes outperform the IEEE 802.11p. However, they
tend to be competitive and each protocol provides better performance in certain scenarios.
This is due to the fact that each MAC protocol is adaptive to one of the significant mobility
parameters. Interestingly, all three MAC protocols exhibit a similar behavior at a very
small node density. For the delivery ratio, both schemes outperform the IEEE 802.11p.
However, there is much uncertainty of which one performs better than the other except at
a high node density as in Figure 4.16(a). At a high node density, the p-persistent scheme
performs better than the velocity adaptive scheme. This is due to the large backoff times
and the fact that, the p-persistent scheme operate as a function of the number of one-
hop neighbors. For the number of retransmissions and system throughput, the velocity








































(b) Poisson packet arrival rate
Figure 4.16: PDR of the adaptive MAC schemes.
in Figures 4.17(a) and 4.18(a).

















































































(b) Poisson packet arrival rate
Figure 4.17: Average number of retransmissions of the adaptive MAC schemes.
for the two proposed schemes at node densities less than 150 nodes. For number of nodes































































(b) Poisson packet arrival rate
Figure 4.18: Throughput of the adaptive MAC schemes.
and the velocity adaptive schemes. However, the proposed schemes still reveal high fairness

























































(b) Poisson packet arrival rate
Figure 4.19: Transmission delay of the adaptive MAC schemes.
terms of fairness and delay in almost all node densities, result in different behavior in terms




















































(b) Poisson packet arrival rate
Figure 4.20: Jain Fairness Index of the adaptive MAC schemes.
schemes reduce the level of contention by reducing the number of high priority packets
through the dynamic assignment of service priority. By reducing the contention level,
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the number of collisions is reduced, packet dropping rate is decreased, and throughput is
increased. Since the p-persistent scheme reveals large contention window sizes at a high
node density, it provides better management of the contention level. Therefore, it reveals
better (or at some node densities, similar) behavior than the velocity adaptive scheme.
However, the velocity adaptive scheme outperforms the p-persistent scheme in terms of
throughput at number of nodes 150, 200, and 250. In sum, reducing the level of contention
may result in better performance than that in the IEEE 802.11p, but to achieve the best
performance, the MAC protocol should consider the other mobility parameters in VANETs.
For the Poisson packet arrival rate, both proposed schemes outperform the IEEE
802.11p standard in terms of packet delivery rate as Figure 4.17(b) shows. Moreover,
the p-persistent scheme results are similar to the velocity adaptive scheme at a low node
density and better than the velocity scheme at number of nodes 100 or higher. The average
number of retransmissions is slightly improved than that in the IEEE 802.11p as in Figure
4.18(b). Average throughput is significantly improved as Figure 4.19(b) shows. Figure
4.20(b) shows the improvement in the transmission delay. In terms of fairness, the IEEE
802.11p shows a better fairness with Poisson packet arrival rate however, both proposed
schemes show high fairness than that of the IEEE 802.11p at a low node density. At a high
node density, the IEEE 802.11p shows slightly better fairness than that of the proposed
schemes. However, both schemes provide high fairness index of at least 88%.
4.6 Summary
In this chapter, we present the simulation-based evaluation of the IEEE 802.11p in the
broadcast and unicast scenarios. First, we evaluate the impact of mobility factors at the
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MAC level in the broadcast scenario. The results show that relative node speed has a
significant impact on the channel access. On the other hand, the distance between the
transmitter and receiver does not have such a significant impact. Once a node is in the
transmission range of the sender/receiver, it is given a channel time that depends on the
other mobility factors. Then, evaluation of the mobility impact at the MAC layer in the
unicast scenario shows a severer impact of the relative speed on the medium access. Despite
the number of communicating vehicles, most of the vehicles with relative speed less than
or equal 1 m/s have the largest portion of medium access time. Moreover, an evaluation of
the system performance based on throughput, PDR, average number of retransmissions per




Conclusions and Future Work
The performance of vehicular communication networks depends on several factors. One of
the major factors is how the vehicles share the channel time at the MAC level. An efficient
and fair medium access in VANETs should result in a reliable packet delivery and a small
delay. This can be achieved by considering the mobility model of the vehicles, and taking
into account the mobility impact at the MAC level.
In this chapter, we summarize the research contributions and briefly discuss the possible
further research work.
5.1 Research Contributions
The aim of this thesis is to develop a distributed MAC scheme to provide effective band-
width sharing for a VANET environment. The main research contributions are as follows:
• We provide a comprehensive evaluation of the mobility impact on the standard IEEE
802.11p performance in the VANET environment. The mobility metrics measure
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the mobility impact on the link connectivity by considering the relative information
between vehicles. Relative velocities and positions, the distribution of communica-
tion duration, and the distribution of the number of potential neighbors are used
as the mobility metrics. Moreover, the performance of the IEEE 802.11p is evalu-
ated according to our performance metrics. The performance metrics include average
throughput, PDR, average number of retransmissions, delay, and the fairness index.
• We identified the effective mobility factors that have significant impact on the MAC
level. According to our simulation, vehicles relative velocities have a significant im-
pact on the channel access time at the MAC level. In contrast, node relative position
does not hve such an impact. However, relative node position can be used to indicate
the expected link expiration, which is very frequent in a VANET.
• To the best of our knowledge, we are the first to identify the unfairness problem
according to the relative velocities among vehicles in the V2V, infrastructureless,
communication mode. Through our extensive simulation, we find out that vehicles
with a small relative velocity gain a large part of the medium access, and vice versa.
By realizing that, a new unfairness measurement should be addressed in VANET
MAC performance.
• Based on the IEEE 802.11 DCF, we propose two dynamic priority management
schemes that are adaptive to the significant mobility factors. Both schemes take
into consideration the mobility information exchanged periodically among the ve-




In our work, we focus on studying the impact of mobility on the IEEE 802.11p MAC. We
basically provid a simulation-based evaluation of the impact of the mobility factors on the
medium access. Although this thesis provides a comprehensive study and evaluation from
different perspectives, there are still some open issues and several research directions that
can be pursued to improve the performance of the IEEE 802.11p in VANETs.
Mobility index: In our work, we study the performance of the IEEE 802.11p and
evaluate the mobility impact on its performance. The impact is proven to exist. However,
a more precise measure that can indicate the mobility state of the node in the network
according to its current state would help to enhance the MAC performance. This measure
should provide different communication priority for the vehicles based on their mobility
and provide better fairness.
Fuzzy adaptiveness: The dynamic priority management used in our research assumes
exact classification of relative speeds into different categories. This assumption is used
in the evaluation of the velocity adaptive scheme. However, in reality, it is difficult to
determine if the relative speed is very high or very low. There is always a fuzzy region
between the different classes of relative speed. Therefore, to avoid crisp assignment and
to translate the knowledge from uncertain form to a meaningful output, fuzzy logic based
soft computing is expected to give better priority management.
Joint analysis: In our work, we assume a routing protocol that is not based on the
mobility factors. A more thorough model should benefits from the same evaluation in a
cross-layer design with the upper and/or lower layers. For example, a joint routing and
MAC performance analysis based on mobility metrics, such as relative speeds and positions,
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is expected to provide better end-to-end delivery and QoS provisioning.
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