LetL be a positive definite bilinear functional on the unit circle defined on P n , the space of polynomials of degree at most n. Then its Geronimus transformation L is defined byL(p, q) = L (z − α)p(z), (z − α)q(z) for all p, q ∈ P n , α ∈ C. GivenL, there are infinitely many such L which can be described by a complex free parameter. The Hessenberg matrix that appears in the recurrence relations for orthogonal polynomials on the unit circle is unitary, and can be factorized using its associated Schur parameters. Recent results show that the unitary Hessenberg matrices associated with L andL, respectively, are related by a QR step. For the analogue on the real line of this so-called spectral transformation, the tridiagonal Jacobi matrices associated with the respective functionals are related by an LR step. In this paper we derive algorithms that compute the new Schur parameters after applying a Geronimus transformation. We present two forward and one backward algorithm. The QR step between unitary Hessenberg matrices plays a central role in the derivation of each of the algorithms, where the main idea is to do the inverse of a QR step. Making use of the special structure of unitary Hessenberg matrices, all the algorithms are efficient and need only O(n) flops. We present several numerical experiments to analyze the accuracy and to explain the behaviour of the algorithms. 
Introduction
Let L m,n , m ≤ n, be the vector space of Laurent polynomials
We denote by P = L 0,∞ the vector space of polynomials with complex coefficients and by P n = L 0,n its subspace with polynomials of degree less than or equal to n. Next we consider a bilinear functional L defined on P n , which is Hermitian, L(p, q) = L(q, p), and unitary, L(zp, zq) = L(p, q). The moment matrix T n ∈ C (n+1)×(n+1) associated with L is the Toeplitz matrix 
where µ k = L(z k , 1), k = 0, . . . , n, are the moments associated with L.
Definition 1.1. [1] (i) L is quasi-definite on P n if T n is strongly regular, i.e., if all the leading principal submatrices of T n are nonsingular.
(ii) L is positive definite on P n if T n > 0, i.e., if T n is positive definite.
For P ∞ = P, we will simply say that L is quasi-definite (or positive definite).
As mentioned in [2] , L can be written as
, where F is a linear functional defined on L −n,n with
The bar on q(z) denotes complex conjugation of the coefficients of q(z). It is well known that if L is positive definite, then it has an integral representation given by
where dµ(z) is a positive measure on the unit circle T = {z ∈ C : |z| = 1} (see [2, 3, 4] ). If L is positive definite on P n , then there exists a unique sequence of orthonormal polynomials {φ k } n 0 defined by
where δ k,l is the Kronecker delta. The polynomials φ k (z) satisfy the following recurrence relations (see [5] )
where ρ k = √ 1 − |a k | 2 and φ * k (z) = z k φ k (1/z) is the so-called reversed polynomial of φ k (z). Both recurrence relations are equivalent, the first is a forward relation, while the second is a backward one. The numbers {a k } n 1 are known as Schur parameters, Verblunsky parameters and reflection coefficients. They lie inside the open unit disk D = {z ∈ C : |z| < 1} and together with the first moment µ 0 , they determine the polynomials {φ k } n 0 completely. If L is quasi-definite but not positive definite on P n , then there exists a sequence of monic orthogonal polynomial {Φ k } n 0 , so Φ k (z) = z k + lower degree terms, and L(Φ k , Φ l ) = γ k δ k,l with γ k 0. The polynomials Φ k (z) satisfy similar recurrence relations determined by the same Schur parameters {a k } n 1 , which satisfy |a k | 1. Note that in the quasidefinite case, the Schur parameters can lie outside the unit circle while a k ∈ D for all k ≤ n iff L is positive definite on P n . 1 We will always assume that orthonormal polynomials are defined with a positive highest degree coefficient. 
where H is a semi-infinite Hessenberg matrix with orthonormal columns (see [5, chapter 4] ). It is completely determined by the sequence of Schur parameters {a n } ∞ 1 that appear in the recurrence relations for {φ k } ∞ 0 . We call H the Hessenberg matrix associated with L.
In [6, 2, 7, 8] the following linear spectral transformation of L has been studied
called the Christoffel transformation of L. We use the notationL = |z − α| 2 L, since for a positive definite L associated with a measure dµ(z), it amounts to multiplying the measure by |z − α| 2 . Our work builds on an important connection between the Christoffel transformation and a QR step, studied in [6, 2] . If H andĤ are the Hessenberg matrices associated with positive definite L andL, respectively, then
where Q has orthonormal columns and R is upper triangular with positive real diagonal elements. I is the semi-infinite identity matrix. The inverse of the Christoffel transformation has been considered in [8, 9] . In [8] it is proven that ifL is a bilinear functional, |α| > 1 and (5) holds, then L is given by
where m ∈ C is a free parameter. (7) is called the Geronimus transformation ofL. Hence, a third linear spectral transformation appears naturally, called the Uvarov transformation, which has been studied in [6, 8] U(p, q) =L(p, q) + mp(α)q
A recent overview of these linear spectral transformations is given in [10] , both for the real line and for the unit circle. The analogue for the real line of the Hessenberg matrix H is a symmetric positive definite tridiagonal matrix J. It is often referred to as the Jacobi matrix, associated with a positive measure dν(x) on the real line. The Christoffel transformation on the real line counts down to multiplication of dν(x) by x − β, which yields a new Jacobi matrixĴ that satisfies
This relation corresponds to one step of the Cholesky LR algorithm with shift β ([11, Chap. 8, § §20, 55]), disregarding the fact that J is semi-infinite. 2 When multplying dν(x) by (x − β) 2 , the resulting Jacobi matrix can be found by a QR step with shift β. This can be proven directly (see [12, 13, 14] ) or by noticing that doing two steps of a Cholesky LR algorithm is the same as doing one step of a QR algorithm, a fact discussed in [15] .
These relations between Jacobi matrices and the Christoffel transformation on the real line first appeared in [16, 12, 17] in the context of constructing Gaussian quadrature rules. The resulting algorithms were studied again in [18] , where a modified algorithm is presented including a stability analysis.
Analogously to (7), the Geronimus transformation of a measure dν(x) on the real line depends on a free parameter (see [19, 10] ). Only one value of this parameter corresponds to the modified measure dν(z)/(x − β). Finding the Jacobi matrix associated with this measure has been studied in [20, 21, 22] . In [19] the more general case for any value of the free parameter has been considered including a stability analysis.
In this paper we present efficient algorithms for the Geronimus transformation on the unit circle and we discuss their accuracy by doing several numerical experiments. We only focus on positive definite functionals, hence our algorithms can be written in terms of unitary Hessenberg matrices. More precisely, we need to do an inverse QR step, by computing some sort of RQ factorization. By working directly on a finite sequence of n Schur parameters that constitute these Hessenberg matrices, the algorithms need O(n) floating point operations (flops) as in the real line case. Equation (7) shows that the Geronimus transformation is not unique, but depends on a free parameter m. While this equation holds for quasi-definite functionals, we will only consider functionals that are positive definite. Moreover, since we work with a finite sequence of Schur parameters, the functionalL is not necessarily defined on the entire space P. In §2 we redefine the Geronimus transformation for a positive definite functional defined on P n . Using linear algebra, we prove that the solution set can again be described by an Uvarov relation with parameter m ∈ C, a result analogous to (7) .
We proceed by reviewing some linear algebra concepts in §3 that are needed in the following sections, such as Givens transformations and semiseparable matrices. Then in §4 we deduce a finite generalization of (6) which serves as a basis for all the algorithms discussed.
Before heading to our main contribution, we give an efficient algorithm for the Christoffel transformation in §5. Although fast implementations of this algorithm already exist in the context of the QR algorithm to find eigenvalues of unitary Hessenberg matrices (see [23, 24, 25] ), we include our version, because it is closely related to the algorithms in the following sections.
In §6 a backward algorithm for the Geronimus transformation is presented, built on the Christoffel algorithm of §5. Section 7 is devoted to computing a unique RQ factorization in a forward sense. To this end, we show that the matrix R is a semiseparable matrix and we analyze some of its properties. This RQ factorization then leads to two forward algorithms for the Geronimus transformation in §8.
We finish the paper with some numerical experiments in §9. First we show that the backward method can be very accurate. Then we discuss how the backward method can converges to a numerically identical sequence of Schur parameters for any value of the free parameter. The convergence behaviour depends on α and on the input sequence. After showing some results of the forward method, we analyze the conditioning of the forward problem. Both the convergence of the backward method and the conditioning of the forward problem are linked with the Uvarov transformation. Finally we compare both variants of the forward method.
During the preparation of this manuscript, we became aware of similar results by Cantero, Moral and Velázquez in [26] . Instead of using linear matrix algebra, they work with direct relations between Schur parameters. The algorithms they present are more general since they compute Schur parameters associated with Hermtian Laurent polynomial modifications of arbitrary degree of quasi-definite functionals. Indeed, the Christoffel transformation is a special case of a Hermitian Laurent polynomial modification of degree one. However, from a numerical point of view, there is no guarantee that their algorithms will be accurate, since no numerical tests have been done. Although focussing on a more specific problem, we think that our contribution is valuable, since we adopt an entirely different approach, we include several numerical experiments to show when our algorithms work well and we analyze the numerical behaviour of the problem. By restricting us to positive definite functionals, we can implement an inverse QR step using Givens transformation which is a numerically attractive approach.
Geronimus transformation redefined
In this section, we redefine the Geronimus transformation in P n and describe the solution set of this transformation using linear algebra.
Suppose a functional L is only defined on P n , which we denote as L[P n ]. Then we can write its Christoffel transformation as the functionalL that satisfieŝ
The algorithms in this paper solve the inverse problem. Suppose the functionalL[P n−1 ] is given by its associated Schur parameters {â k } n−1 1 , find the Geronimus transformation L[P n ] that satisfies (10) , by computing the Schur parameters
In terms of the moments µ k andμ k associated with L andL, respectively, we can write (10) aŝ
IfL is given by its moments {μ k } n−1 0 , then the problem of finding L is equivalent to solving the linear system
where β = 1 + |α| 2 . We write this as
The matrix A is tridiagonal, Toeplitz and Hermitian. The number γ ∈ C acts as a free parameter describing the solution set of Geronimus transformations ofL. Since the matrix A is positive definite 3 , any value of γ agrees with exactly one solution and vice versa. Note that µ(γ) andμ(γ) satisfy the following property
where P ∈ R (2n+1)×(2n+1) is defined by P i, j = δ i+ j,2n+2 . So reversing the ordering of the elements of µ(γ) is equivalent to taking the complex conjugate.
We can write the solution of (11) as
where µ(0) is the particular solution for γ = 0 and d satisfies
LetÃ be the matrix A without its first and last row, then (12) holds iffÃd = 0 and Pd = d. The nullspace ofÃ is two-dimensional. One can easily check that the following vectors are in this nullspace
3 This can be checked by computing its leading principal minors.
If |α| 1, then u and v are linearly independent so there exist δ u , δ v ∈ C such that
Note that Pu = v. The condition Pd = d then translates to
From the linear independence of u and v it follows that δ u = δ v . Hence, we can write the solution of (11) as
We have proven the following proposition, which is a variant of (7) for finite functionals. 
where {μ k } n 0 agrees with a particular solution. We adopt the following notation. 
IfL is positive definite on P n−1 , then S + is the set of positive definite Geronimus transformations ofL:
Note that the set S + can be described by all the positive definite Uvarov transformations of one particular L ∈ S + , a topic we have discussed in [27] .
Our algorithms for the Geronimus transformation are restricted to compute Schur parameters a k ∈ D. Hence, we can only compute solutions pertaining to the set S + . Therefore, this set will be of importance to explain the numerical behaviour of the algorithms that compute a Geronimus transformation. We cover this in §9, where we also make connections with the results in [27] .
IfL is known by its measure dμ, then
is the unique positive definite Geronimus transformation defined by (5) . Its uniqueness follows from (7) and the result in [27] that m = 0 iff the Uvarov transformation is positive definite. In practice only the first n moments are known corresponding toL[P n−1 ], yielding a set S + of Geronimus transformations. The functional L[P n ] given by (13) of course belongs to S + and its Schur parameters can be computed with the algorithms presented in this paper.
Givens transformations, semiseparability and Hessenberg matrices
In this section, we briefly define some numerical linear algebra concepts, which are needed in other sections. These include Givens transformations, semiseparable matrices and unitary Hessenberg matrices.
Givens transformations
Givens transformations are unitary matrices that work on only two rows (columns) when multiplied to the left (right). Throughout this article, we will make extensive use of Givens reflections, which are Givens transformations with determinant equal to −1. Note that Givens rotations have determinant equal to 1. We consider Givens reflections Ω k ∈ C n×n that act on consecutive rows, which can be written as
The subindex k indicates that it acts on rows k and k+1 and Ω k denotes the nontrivial part of the Givens transformation Ω k . We will rely on two properties, discussed in [28, p. 392-395] for real matrices, to manipulate sequences of Givens transformations. We also introduce a visualization for Givens transformations that will clarify our reasoning in the following sections.
Lemma 3.1 (fusion). Given two Givens transformations Ω k andΩ k that operate on the same two rows, then Γ k = Ω kΩk is again a Givens transformation. We will call this the fusion of Givens transformations, visualized as follows:
Ω kΩk = Γ k → =
Lemma 3.2 (shift-through). Suppose three Givens transformations A k , B k+1 and C k are given. Then there exist Givens transformationsÃ k+1 ,B k andC k+1 such that
Note that the fusion of two reflections is a rotation. In our implementation of shift-through, we will always choosẽ A k+1 andB k to be reflections, leavingC k+1 uniquely determined. They can easily be found as the Givens reflections that induce zeros at the appropriate locations in the unitary 3 × 3 matrix A k B k+1 C k .
Semiseparability and Hessenberg matrices
Another concept that we need is semiseparability, which we define as follows (similar definitions can be found in [28] ):
n×n is called k-semiseparable if all submatrices whose lower-left element lies on the k-th superdiagonal, have rank one or zero, i.e.,
We will visualize this structure as follows. Consider from left to right A 0 , A 1 and A 2 , respectively 0-, 1-and 2−semiseparable 5 × 5 matrices:
Every submatrix consisting only of elements ⊗ has rank one or rank zero. Note that a k-semiseparable matrix is also (k + m)-semiseparable, when m ≥ 0. Later on, we will need the following proposition. 
then d = γb and e = δa for some γ, δ ∈ C.
Proof. We prove that if (16) holds for j ∈ {1, . . . , n − k − 1}, then d = γb. Let h l T and m l T be the l-th row vectors of H and M respectively. Then for any l ∈ {1, . . . , j − 1} we can write
where
. This shows that M is (k + 1)-semiseparable and that d = γb. The proof for e = δa is analogous.
Next, consider the following definition.
(i) R is proper triangular if it is upper or lower triangular and has strictly positive real diagonal elements.
(ii) H is proper Hessenberg if it is Hessenberg and if it has strictly positive real subdiagonal elements.
It is well known that a proper Hessenberg matrix H ∈ C n×n with orthonormal columns can be factorized in its Schur parametric form (see [23] )
where Ω k , I β ∈ C n×n and I β is the identity matrix with the unimodular number β as its lower right element. As we noted in §1, if H is the semi-infinite Hessenberg matrix associated with a positive definite functional L, then it has orthonormal columns and it is proper Hessenberg. Therefore, we have
where a k is the k-th Schur parameter associated with L (see [5] ). This shows that the matrix H is completely determined by the sequence {a n } n≥1 of Schur parameters. Using the Givens factorization of (20), we can deduce the following proposition:
If H is proper Hessenberg and has orthonormal columns, then H is 0-semiseparable.
Finite QR step
The Hessenberg matrices corresponding to a positive definite functional and its Christoffel transformation satisfy (6) . This result can be found in [6, 2] . In this section we adapt the proofs in these references to give a more precise relation when L is only positive definite on P n . Then we simplify the relation to contain only square matrices. 
is a finite version of (4). The matrix H (n+1) ∈ C (n+1)×n is upper Hessenberg, where the lower index between brackets denotes the number of rows, and the single inverted comma denotes that it is one column short to be square. Note that H (n+1) also has orthonormal columns, since it is the nonzero part of the first n columns of the Hessenberg matrix H of (4). We will call H (n+1) the Hessenberg matrix of order n associated with L.
Let
where R (n) ∈ C n×n is upper triangular and Q (n+1) ∈ C (n+1)×n is upper Hessenberg. Note that
so the matrix Q (n+1) has orthonormal columns. Using equation (22), we can proof the following proposition, which generalizes (6).
Proposition 4.1. Let L be a bilinear functional that is positive definite on P n and letL = |z − α| 2 L, soL is positive definite on P n−1 . Let H (n+1) andĤ (n) be the Hessenberg matrices of order n and n − 1, associated with L andL, respectively. Then
(23)
The matrix R (n) ∈ C n×n is upper triangular and has positive real diagonal elements, while
Hessenberg and has orthonormal columns. I (k) ∈ C k×(k−1) denotes the identity matrix without its last column.
Proof. Both equations follow from (21) and (22):
In the rest of this section, we simplify (23) to a form containing only square matrices. This form is also the basis for the following sections.
Let H ∈ C (n+1)×(n+1) be the unitary matrix H = (
Note that the column vector h is unique up to a unimodular factor. Next consider the following QR step
where R is proper upper triangular, Q is unitary and all the matrices involved are of order n + 1. Note that the QR factorization is uniquely determined and Q is proper Hessenberg. It follows that alsoĤ is proper Hessenberg. Moreover, it is clear that Q and R can be partitioned as
The QR step (24) thus encapsulates (23) . Note that there is some freedom left as h can be scaled by a unimodular factor, but this only changes the columnsĥ 1 andĥ 2 .
The unitary matrix H is proper Hessenberg and can be written in its Schur parametric form (20) . We choose β = 1, since this only affects the last column of H, giving
The matrixĤ is clearly unitary and and has the Schur parametric form
are the Schur parameters associated with the functional L, while {â k } n−1 1 are those associated withL. Note thatâ n is not necessarily the n-th Schur parameter associated withL. In §6, we will treatâ n as a free parameter while computing the Geronimus transformation ofL.
Christoffel algorithm
In this section we give a fast algorithm to compute the QR step (24), corresponding to a Christoffel transformation. Even though the ideas we use are not new, the algorithm provides valuable insights for the following sections where we handle an RQ step, corresponding to a Geronimus transformation.
The computation ofĤ is equivalent to one step of the implicitly shifted QR algorithm to compute the eigenvalues of H. This algorithm has been extensively studied (see [29, 30, 31] ). In every step, the matrix Q is typically built up implicitly by using Givens transformations and bulge chasing. Moreover, fast algorithms have been developed for unitary Hessenberg matrices, involving only O(n) flops per step (see [23, 24, 32, 33, 25] ). We will briefly present an equivalent algorithm using the elementary operations on Givens transformations of Lemma 3.1 and Lemma 3.2. This strategy is not new (see e.g. [34, 35] ), but it will give a groundwork for the following sections.
First, consider a general proper Hessenberg matrix H. The implicit QR step using bulge chasing is then as follows. The matrix Q is unitary proper Hessenberg, so it can be written as Q = Q 1 . . . Q n I β , where the reflections Q k and the matrix I β satisfy
, s k ∈ R + , and
where I n is the identity matrix of order n. The first reflection Q 1 induces a zero in the first column of H − αI. If
The reflections Q k are found as follows. In general, H k is Hessenberg except for one nonzero element, the bulge, on position (k + 2, k). We compute Q k+1 such that Q * k+1 H k is back in Hessenberg form, but applying Q k+1 to the right creates a bulge on position (k + 3, k + 1). We visualize this for k = 1, looking only at the leading principal submatrices of order 5:
Hence, after applying Q 1 , the other Givens reflections are found by eliminating the bulge in each step, chasing it down to the lower right corner. The unitary matrix H n is Hessenberg and has strictly positive and real subdiagonal elements, except possibly for the element H n (n + 1, n). With the right β, we haveĤ = I β H n I β , which is proper Hessenberg.
Applying this procedure to a general Hessenberg matrix requires O(n 2 ) flop. If we exploit the Schur parametric form (20) of H, we can reduce this to O(n) flop. The idea is never to work with the full matrix H, but to manipulate the Schur parameters directly using the fusion and shift-through operations of Lemma 3.1 and Lemma 3.2. We explain the algorithm for n = 5 to keep the notation simple. To start, Q 1 is the Givens reflection that satisfies (29) . Multiplication of Q 1 to both sides of H is done as follows
where F denotes fusion and S T denotes shift-through on the bold matrices on the left hand side. It is important to note the following:
• Q 1 can be moved before G 3 , because two Givens transformations that operate on different rows can be interchanged.
• H 1 is a product of Q 2 and a unitary Hessenberg matrix, so by multiplying with Q * 2 we remove the bulge. This explains why we immediately name this Givens reflection Q 2 .
• N 1 is a rotation which implies that N 2 is also a rotation, because we choose Q 2 andĜ 1 to be reflections in our shift-through implementation.
• A straighforward calculation shows that
The following steps are very similar.
and so on, until we get
Finally, I β is applied to the reflection M 5 in order to computeĜ 5 . The resulting Algorithm 5.1 is given below. We assume that Givens(a,b) computes the Givens reflection Q satisfying
and that ShiftThrought(A,B,C) is our implementation of Lemma 3.2. In the algorithm itself, we drop the (.) notation to make the notation lighter. Note that the subindices of N k and Q k can be omitted without affecting the output.
Algorithm 5.1 QR step on unitary Hessenberg matrix
Backward Geronimus algorithm
In this section, we present a first algorithm to compute the Geronimus transformation. It is very similar to the Christoffel algorithm of the previous section. Given the matrixĤ, computing the unique RQ factorization ofĤ − αI yields H = QR+αI. This can be done efficiently, by doing the RQ step implicitly using the factorizations (27) and (28) . Instead of repeating the scheme of §5 with some adaptations, we show how the RQ step can be implemented using Algorithm 5.1. At the end of the section we explain how the resulting algorithm computes a Geronimus transformation where the last Givens reflectionĜ n ofĤ acts as a free parameter.
, Q is unitary and R is proper upper triangular. G k andĜ k are Givens reflections of the form
While Algorithm 5.1 computes
and α, the algorithm of this section is its exact inverse, since it computes {G k } n k=1 from {Ĝ k } n k=1 and α. Let P ∈ R (n+1)×(n+1) be the orthogonal matrix defined by P i, j = δ i+ j,n+2 , where δ n,k is the Kronecker delta. Taking the conjugate transpose of (30) and multiplying with P on both sides we get
since P 2 = I. Note that multiplying with P on both sides reverses the order of rows and columns. It follows that if
is a Givens transformation operating on rows k and k + 1, then PΩ k P operates on rows n − k + 1 and n − k + 2. We define
Hence, we can find {G k } n 1 by applying Algorithm 5.1 after reversing the given sequence {Ĝ k } n 1 , and reversing its output again, where we 'reverse' according to (32) . The result is Algorithm 6.1. It is clear that the algorithm works in a backward sense, computing first G n , then G n−1 and so on.
Note that we could simplify the algorithm by using only the Schur parameters as inputs and outputs. Since
the algorithm would only have one line (−a n , . . . , −a 1 ) = Algorithm 5.1 ( α; −â n , . . . , −â 1 ).
Nevertheless we stick by using Givens transformations for numerical reasons. That is, the complementary parameters ρ k cannot be computed accurately from the Schur parameters a k if those are close to the unit circle (see [36, p. 59] ). Let us explain how Algorithm 6.1 computes the Geronimus transformation. Suppose that {â k } n−1 k=1 are the Schur parameters associated withL andâ n is an arbitrary number inside the unit circle. From Proposition 4.1 and the discussion in §4, we know that the computed {a k } n k=1 must be associated with some L ∈ S + , according to Definition 2.2. Vice versa, any L ∈ S + is associated with some value ofâ n ∈ D, that can be computed with Algorithm 5.1. Hence, there is a one-to-one relation betweenâ n ∈ D and L ∈ S + , andâ n can be interpreted as a complex free parameter. One question that arises is how Algorithm 6.1 can be useful. IfL is given by its associated measure (2), then one could be interested in computing L given by (7) for some value of m. Unfortunately, there is no simple expression relating m (or L) toâ n .
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The answer, however, lies in the Uvarov relation between the solutions in S + and the set D of values for m where the Uvarov transformation is positive definite, which we discussed in [27] . Numerical experiments in §9 show that for certain ranges of the modulus of α and depending on the input sequence, we can accurately compute a numerically unique Geronimus transformation using the backward algorithm.
Algorithm 6.1 RQ step on unitary Hessenberg matrix INPUT: α;Ĝ 1 , . . . ,Ĝ n such thatĤ = ∏ n k=1Ĝ k . OUTPUT: G 1 , . . . , G n such that H = ∏ n k=1 G k = QR + αI, withĤ − αI = RQ.
RQ factorization computed in forward sense
The main equation considered in the previous section iŝ
where all matrices involved are of order n + 1. If the Schur parameters {â k } n−1 1 associated withL are given, then the idea of §6 is to fix the parameterâ n in order to determineĤ given by (28) , thus making the RQ factorization uniquely determined.
In this section, we take as free parameter the first Schur parameter a 1 associated with the Geronimus transformation L. Using (33) we show how a 1 determines the first columns of R and Q and we deduce formulas to compute R and Q in a recursive fashion. These formulas form the basis for two forward algorithms for the Geronimus transformation, described in the following section. We will assume that |α| > 1.
Recall that Q is proper Hessenberg and unitary, so we can write
according to (20) . The matrices H andĤ are given by (27) and (28) . Note that in the current settingĜ n is unknown, so the last two columns ofĤ are undetermined. Next, we define the vectors w (l) , v (l) ∈ C l+1 for l = 1, . . . , n as follows:
The notation ( ) l means that we take the first l columns. Note three things. First, w (l) generates the first l + 1 rows of the semiseparable part ofĤ starting at the (l + 1)-th column, i.e., all the columns are proportional to w (l) . Second,
since |â k | < 1 for all k. Third, (36) follows from (33) and the fact that applying Q l+1 and following Givens transformations leaves the first l columns unchanged. The matrix V l is the part of R that has remained untouched while multplying by Q 1 . . . Q l .
The outline of the remainder of this section is as follows. First, formulas for the first columns of R and Q are given and the computation of R is discussed. Then we show that R has semiseparable structure. Finally we present a way of computing Q, using this structure in R.
Computing the first columns
Let r i, j = R(i, j). From (28) and (34), the first column of the second equation of (33) can be written as
) .
It follows that
. We find the following expressions for r 1,1 and c 1 :
Computation of R
Suppose for now that aside from r 1,1 and c 1 , also the values of c 2 , . . . , c n−1 of the Givens transformations Q 2 , . . . , Q n−1 are given. Consider (36) for l = 1
]
T . It follows that
v (1) can then be found using (40). This process can be repeated for Q 2 , Q 3 , . . . , Q n . Each step consists of the computation of r i,k+1 and v
yielding a direct formula for the (k + 1)-th column of R,
The computation of v (k) follows from (42). It is clear that given {Ĝ k } n−1 k=1 , r 1,1 and {c k } n−1 k=1 , we can compute the first n columns of R and v (k) for k = 1, . . . , n − 1.
Semiseparable structure of R
The matrices H andĤ are both 0-semiseparable, according to Definition 3.3 and Proposition 3.6. From (33), we can write R as
These are two equations expressing R as a product of a lower Hessenberg matrix and a 1-semiseparable matrix. Applying Proposition 3.4 leads to the following result.
Proposition 7.1. The matrix R of (33) satisfies the following properties:
(ii) The rows contained in the semiseparable part of R are proportional to the corresponding rows in H.
(iii) The columns contained in the semiseparable part of R are proportional to the corresponding columns inĤ.
Computation of Q k
The computation of the Givens factors Q k resides in using the structural properties of the matrix R of Proposition 7.1. Before heading to the actual derivation of the formulas for c k , note the following property. 
and let e k be the k-th column of the identity matrix. Then
Note that (25) implies Qe k = Q n+1ẽ k , whereẽ k equals e k without its last element. It follows from (22) that
where {φ k (z)} k≥0 and {ψ k (z)} k≥0 are the orthonormal polynomials associated with L and |z − α| 2 L. This means that φ k+1 (α) = 0, which is in contradiction with the fact that the zeros z * of orthogonal polynomials on the unit circle satisfy |z * | < 1 (see [5, Theorem 1.7 
.1]).
From Proposition 7.1 and the fact thatĤ is 0-semiseparable, the first k − 1 rows of (42) become
with γ, δ ∈ C and w (k−2) defined by (35) . Since c k 0 from Proposition 7.2, it follows that (38) and (39) (38) and (39) 
] end end
Numerical experiments
In what follows we show the results of several numerical experiments. The goal is to give a good picture of the numerical behaviour of the algorithms presented in the previous sections. To improve readability, we will adopt the following names for the algorithms:
• QRstep is Algorithm 5.1.
• RQstep is Algorithm 6.1.
• GFwdDirect is the direct forward Geronimus algorithm: Algorithm 8.1.
• GFwdST is the shift-through forward Geronimus algorithm: Algorithm 8.2.
First we briefly examine the accuracy of QRstep and RQstep, which are numerically the same. Next we show how RQstep can converge to a numerically unique Geronimus transformation, given any value of the free parameter. The convergence behaviour depends on the input sequence and the parameter α. We show how this fact is closely connected with the solution set S + of the problem, discussed in §2. Then, we visualize the numerical behaviour of the forward algorithms and show how the conditioning of the problem solved by GFwdDirect and GFwdST is again related to the solution set S + . We also show that the free parameter of these algorithms is restricted to lie in some subset of the unit circle. Finally, we compare both forward algorithms, pointing to stability issues GFwdDirect can have.
All experiments have been run in MATLAB v7.11.0.584 (R2010b). Calculations in high precision arithmetic are done with the function vpa using 256 decimal digits. The code to generate the figures in this section is available at the webpage http://people.cs.kuleuven.be/~marc.vanbarel/software/.
Accuracy of backward algorithm
Algorithm RQstep computes a sequence of Givens reflections from a given sequence and the parameter α. In Figure 1 , we show the absolute errors on the sequence of computed Schur parameters, which are mathematically equivalent with the Givens reflections. The input Givens sequence is associated with Schur parameters in D with random moduli and angles and α = 1.2e iπ/5 . The errors are computed by comparing with the output of RQstep applied on the same input, but in high precision.
The absolute errors shown in Figure 1 are of the order of the machine precision. This means that RQstep is accurate for this example. We do not intend to show its accuracy in general, but note that the algorithm only consists of computations involving Givens transformations, more precisely the fusion and shift-through operations of §3. The problem of computing Givens transformations accurately and reliably is studied, e.g., in [37] .
Convergence of backward algorithm
As we explained in §6, every value of the free parameterâ n of RQstep yields a solution in S + . The usefulness of RQstep lies in the fact that the solutions in S + can be close to each other, i.e., for any value ofâ n we get a sequence {a k } n 1 that is identical up to machine precision for k ≤ K for some K < n. From §2 we know that if the input of RQstep comes from a measure dμ, then the sequence {a k } n 1 will agree up to machine precision with the measure
We illustrate this with the following example. In Figure 2 we plot the absolute difference between two solutions obtained from two different values of the free parameterâ n , respectively. For some input sequences and values of |α|, the solutions converge to each other as k diminishes. We note the general trend that for higher values of the modulus of α, the slope of the differences is steeper. The same seems to hold if the modulus of the input Schur parameters is higher.
These phenomena are explained by the fact that both solutions are related by an Uvarov transformation defined by α and some m ∈ C, see §2. Since the Schur parameters lie inside the unit circle, the possible values of m lie in the convex set D for which the Uvarov transformation is positive definite on P n . We have studied this topic in [27] , where we also gave the necessary condition that m lies inside a circle if the Uvarov transformation is positive definite on P n . This circle contains the convex set D. We visualize these ideas in Figure 3 . On the left we show the same differences as in Figure 2 for the input sequence on the left with |α| = 2.1, but now also computed in high precision. On the right we plot the circle of the necessary condition for m and the convex set D, regarding the Uvarov transformation of the solution forâ n = −0.95.
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The size of the set D of possible values of m determines the range of the first Schur parameter of all the Geronimus solutions, as we show later in Figure 6 using (49). This is also visible in Figure 3 on the left, where the difference between the first Schur parameter of the sequences computed in high precision is clearly of the same order of magnitude as the set D. This would hold taking any two values for the free parameterâ n . Hence, in the current example of Figure 3 , both values of the free parameter yield sequences {a k } n 1 that are numerically the same for k < K = 50. It remains an open question how long the input sequence must be, given the value of K, and how to compute this length.
We note that there is a strong analogy with the backward algorithm provided in [22, §2.4] for the modification of measures on the real line by a linear divisor. In this case, the coefficients of the modified Jacobi matrix have to be computed. Likewise, the convergence of the computed sequence is discussed, although this is not linked with the Uvarov transformation. For some classical measures, lower bounds have been obtained in [38] for the length of the input sequence, to guarantee convergence up to a given error tolerance.
Accuracy of forward algorithms
In order to examine the errors of GFwdDirect and GFwdST, consider the following experiment. The input sequences {â k } n−1 1 are the same as for the experiment of Figure 2 on the left and on the right, respectively, with the same values of α. The output sequence {a k } n 1 of RQstep associated withâ n = −0.95 is the reference sequence we want to compute. Consequently, the free parameter for both forward algorithms equals the first Schur parameter a 1 of this sequence. In Figure 4 , we plot the errors on the outputs of GFwdDirect and GFwdST, compared with the reference sequence.
First, observe that GFwdDirect gives somewhat larger errors than GFwdST. Later in this section we will compare both algorithms more thoroughly. More important now is the remarkable correspondence between the errors of the forward algorithms in Figure 4 and the convergence of the backward algorithm in Figure 2 . When RQstep shows 5 Details on how to compute the right plot can be found in [27] . Note that we need the moments associated with the solution forâ n = −0.95. Using the recurrence relation (3), we can compute the orthonormal polynomial coefficients λ k,i , where steep convergence, the errors of the forward algorithms seem to grow with a similar rate. If, on the contrary, there is no convergence, then both forward algorithms seem to give small errors. Obviously, this behaviour is connected with the solution set S + . In the following subsection, we show how this connection can make the problem of computing a Geronimus transformation in a forward sense very badly conditioned. 
Conditioning issues
In the previous experiment, both forward algorithms show bad numerical results in many of the cases. We repeat the experiment with GFwdST for |α| = 2.1 and the input sequenceâ k = 0.1. The reference sequence is again the output sequence of RQstep associated withâ n = −0.95, computed in double precision. To analyze the source of the errors, we include calculations in high precision arithmetic. The main question to answer is if the errors can be attributed to the problem or if they are due to instabilities of the algorithm. Figure 5 on the left shows the absolute errors of GFwdST in double precision and the absolute difference between the outputs of RQstep forâ n = −0.95 andâ n = 0.5 + 0.5i, respectively. Besides these numbers, already visible in previous figures, we also show the absolute errors of GFwdST
• when all computations are done in high precision (VPA),
• when all computations are done in high precision, except for the computation of c 1 in the beginning of the algorithm, which is done in double precision (partial VPA).
On the right hand side of Figure 5 , we plot the absolute errors of the Christoffel transformation on the outputs of GFwdST in double precision, GFwdST in high precision and RQstep, respectively. The Christoffel transformation is computed with QRstep and the errors are taken with respect to the input sequenceâ k . We make the following observations for Figure 5 on the left.
• The slope of the errors for GFwdST carried out in high precision, is the same as the slope of the differences for RQstep.
• GFwdST performs worse in double precision than in high precision.
• Only doing one line in double precision instead of high precision in GFwdST already gives errors of similar magnitude as when everything is done in double precision.
Taking the Christoffel transformation and comparing the errors with the original sequence is a measure of how well we have computed a Geronimus solution. From the right plot of Figure 5 we observe the following.
• RQstep computes a Geronimus solution up to machine precision. This is no surprise, since QRstep and RQstep are each other's inverse in exact arithmetic and both algorithms show high accuracy in the example at the beginning of this section.
• GFwdST in high precision computes a Geronimus solution up to machine precision, but only for k < K, for some K. Keeping track of the values c k in the algorithm, we note that |c 48 | ≥ 1, while |c k | < 1 for k < 48, so the algorithm breaks down at K = 48.
• GFwdST in double precision drifts away exponentially from being a numerically correct Geronimus solution.
First, we explain the output of GFwdST in high precision and connect it with the subset of valid values for a 1 . Then we discuss the behaviour of GFwdST in double precision. Finally we comment on the similar slope of the error of GFwdST in high precision and the difference between two backward sequences.
Given the reference sequence, all the possible positive definite Geronimus transformations of the input sequence are Uvarov transformations of this reference sequence. If a e 1 is the exact first Schur parameter of the reference sequence, then the first Schur parameter of an Uvarov transformation can be written as
Forã(m) to agree with a positive definite Geronimus solution, m must lie within the convex set D, shown in Figure 3 . In Figure 6 on the left we plotã 1 (m) − a e 1 for m on the boundary of the convex set D. This gives the boundary of possible values of a 1 , shifted to the origin. Observe that the free parameter a 1 of the forward algorithms is constrained to a certain subset of D, in contrast to the backward algorithm, where the free parameterâ n can be anywhere in the open unit disk.
In this example, the subset is smaller than the machine precision. Since the free parameter a 1 is computed in double precision, it lies outside this subset and is not associated with a Geronimus solution of length n. However, together with the set D, the set of possible values of a 1 grows bigger as the length K of the reference sequence diminishes. We recompute the convex set D and its associated set of valid values for a 1 for subsequences of length 47 and 48, respectively, of the reference sequence. In Figure 6 on the right we see that the computed value of a 1 lies outside the set for K = 48 but inside this set for K = 47. This agrees with the fact that GFwdST in high precision breaks down at step K = 48 as the computed value of c 48 lies outside the unit disk.
Thus the problem of computing the Geronimus transformation in a forward sense, is extremely sensitive to small perturbations on the free parameter. Yet there is still a difference between the errors in high precision, merely coming from the difference between two Uvarov transformations, and the errors in double precision.
We observed that when GFwdST is applied in double precision, its errors grow much faster than predicted by the perturbation of the free parameter a 1 . This behaviour can again be connected to the sensitivity of the problem to small perturbations on intermediate results. To demonstrate this, we apply GFwdST again in high precision, except for the computation of c 1 , which is done in double precision. As can be seen in Figure 5 on the left, a perturbation on c 1 of the order of machine precision results in errors on the output that are similar in magnitude to the errors when GFwdST is done entirely in double precision. We conclude that when working in double precision, GFwdST seems as accurate as one can get to solve the forward problem in this example.
The similar slope in Figure 5 is due to the following. Both the difference between two backward sequences and the error of GFwdST in high precision are differences between two Uvarov related sequences. The fact that we use a constant input sequenceâ k = 0.1 for all k explains that these differences are straight lines (on a semilogarithmic plot) that are shifted when the input sequence shortens.
Comparison of forward algorithms
GFwdDirect and GFwdST only differ in how the Schur parameters are computed from the values c k and r i, j . Recall that GFwdDirect first computes the elements h k,k and h k+1,k of the unitary Hessenberg matrix H and then a k and ρ k follow from :ã 1 (m) − a e 1 for m on the boundery of the convex set D computed for the entire reference sequence of length n = 100 (left) and for a part of length 47 and 48, respectively, of the reference sequence. We also include the location of the computed value a 1 (right).
The approach of GFwdST is to use a shift-through step using only the computed c k and the input GivensĜ k .
While the first approach is simpler, it can suffer from instabilities. This can be seen as follows. Suppose thatã k is the computed a k and letã k = a k (1 + δ k ). In addition, suppose that the elements of the Hessenberg matrix H carry an absolute error k . This absolute error can be due to rounding errors. The computedã k can then be written as
where γ k is the division error and where the approximation is more accurate when the error terms between the brackets are closer to zero. It follows that the relative error onã k is given by
Ignoring the division error, this means that δ k is at least of the same magnitude as δ k−1 . More importantly, if a k−1 is small, then the absolute error k is blown up and can dominate in the expression for the absolute error a k δ k . This shows that the formulae (50) yield an unstable method to compute the Schur parameters from a unitary Hessenberg matrix H. These issues are well known as in [23, p. 2] a stable algorithm is given to compute Schur parameters from a unitary Hessenberg matrix. By using all the elements of the matrix H, the problematic division is avoided. The drawback is that the process requires O(n 2 ) operations. In our case, however, we can implicitly compute the Schur parameters using only one shift-through operation in each step. In this fashion we need only O(n) operations.
We illustrate this in Figure 7 , where we compare both forward algorithms for a specific sequence of Schur parameters and α = 1.001e iπ/5 . The sequence is visible on the right. All the moduli are chosen random in [0.01, 0.1], except for only a few numbers with smaller moduli. 6 The input sequence is then obtained from QRstep , applied on the chosen sequence. On the left of Figure 7 , the absolute errors are shown for GFwdDirect, GFwdST and RQstep, respectively. Small Schur parameters clearly affect the errors of GFwdDirect, while there seems to be no influence at all for GFwdST and RQstep. 
Conclusions
In this paper we derive and test several algorithms for the Geronimus transformation for measures on the unit circle. The main relation we use is a QR step for unitary Hessenberg matrices, associated with these measures. Using Givens reflections to represent these matrices, all the algorithms we present can work directly with Schur parameters, requiring only O(n) operations.
We present three algorithms: two compute the Schur parameters in a forward sense and one computes them in a backward sense. All algorithms consist of computing an RQ factorization, though this happens implicitly for the backward algorithm. Here an RQ step is computed as a QR step for which Gragg already proposed an algorithm in [23] . We follow a different approach, making use of fusion and shift-though operations on Givens transformations. In the forward algorithms the matrix R is computed straightforwardly, but to compute Q, the semiseparable properties of R have to be considered. The variants of the forward algorithm only differ in how the Schur parameters are computed, once the RQ factorization is (partially) known.
The Geronimus transformation is defined as the inverse of the Christoffel transformation, a Hermitian polynomial modification of degree one. It is known that this implies that there is a set of Geronimus transformations which can be described by the Uvarov transformation. Using linear algebra, we proof this fact and make it more precise for finite dimensional functionals.
We illustrate the numerical behaviour of our methods with several numerical experiments, showing the convergence of the backward method, the (ill) conditioning of the forward problem and comparing both forward methods. By means of the Uvarov transformation, we explain the convergence of the backward method and the conditioning of the forward problem.
Future work can involve the computation of a condition number for the forward method, like it was done in [19] . This number is then computed with the same order of operations as the algorithm itself and can indicate ill conditioning and possibly associated good convergence of the backward method. Another numerical improvement that can be studied is the choice of j = 1 when using the formula (45). Although we note that the forward problem is often ill conditioned, choosing j depending on the situation could influence the stability of the forward method. Finally, determining a suitable length for the input sequence of the backward method, given an error tolerance for convergence, is still an open question.
