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Zusammenfassung
Variationsmethoden spielen eine grundlegende Rolle in der mathematischen
Bildverarbeitung als Bindeglied zwischen Modellen und Algorithmen. Es ist
oft schwierig, ein gegebenes Modell auf ein handhabbares Optimierungsproblem
abzubilden. Zuletzt wurde große Fortschritte bei der (na¨herungsweisen) Lo¨sung
lokaler Modelle durch konvexe Relaxationen gemacht. Doch nicht-lokale Mod-
ellierungsaspekte, wie z.B. die Form des gesuchten Objekts, stellen weiter eine
große Herausforderung dar. In dieser Dissertation werden verschiedene math-
ematische Abstraktionen des Konzepts ‘Form’ studiert und, darauf basierend,
Funktionale entwickelt, zur Einbringung von Vorwissen u¨ber die Objektform
in variationelle Segmentierungsverfahren. Besondere Aufmerksamkeit wird der
Invarianz der Funktionale unter Isometrien und der Kompatibilita¨t mit den
bereits existierenden konvexen Funktionalen fu¨r das Segmentierungsproblem
gewidmet. Das Transportproblem wird als zentrales Werkzeug zur Modellierung
und Berechnung von Korrespondenzen zwischen verschiedenen Formen einge-
setzt. Auf Basis der berechneten Korrespondenzen kann ein aussagekra¨ftiges
A¨hnlichkeitsmaß fu¨r Formen definiert werden. Unter diesem Blickwinkel wird
zwischen den, in gewisser Weise komplementa¨ren, Darstellungen einer Form
durch die Fla¨che die sie einnimmt oder durch ihre Kontur, eine Verbindung
erkennbar. Dies ermo¨glicht die Kombination der jeweiligen Sta¨rken. Ohne weit-
eres ist der implizierte Rechenaufwand der vorgestellten Funktionale sehr hoch.
Daher werden geeignete hierarchische Optimierungsverfahren entwickelt.

Abstract
Variational methods play a fundamental role in mathematical image analysis
as a bridge between models and algorithms. A major challenge is to formulate
a given model as a feasible optimization problem. There has been a huge leap
in that respect concerning local data models in the framework of convex relax-
ation. But non-local concepts such as the shape of a sought-after object are
still difficult to implement. In this thesis we study mathematical representations
for shapes and develop shape prior functionals for object segmentation based
thereon. A particular focus is set on the isometry invariance of the function-
als and the compatibility with existing convex functionals for image labelling.
Optimal transport is used as a central modelling and computational tool to
compute registrations between different shapes as a basis for a shape similarity
measure. This point of view leads to a link between the two somewhat dual
representations of a shape by the region it occupies and its outline, allowing
to combine their respective strengths. Na¨ıvely the computational complexity
implied by the derived functionals is unfeasible. Therefore suitable hierarchical
optimization methods are developed.
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Chapter 1
Introduction
1.1 Shape and Representation
1.1.1 Shape and Tasks
Shape is an omnipresent concept in mathematical image analysis and computer
vision. It is difficult to find a precise definition for it, because of the vast
set of mathematical and computational structures or representations that has
been associated with the word ‘shape’: contours, indicator functions, pictorial
structures, patches, histograms, point clouds, triangulated meshes and many
more. However, there is a set of problems recurring in the context of shape.
Typical examples are
• measuring similarity between shapes, i.e. finding a metric on shapes, ap-
plicable for classification and recognition,
• statistical analysis and modelling of distributions of shapes,
• finding meaningful registrations or interpolations between similar shapes,
• optimizing w.r.t. exterior criteria, be it technical specifications in prod-
uct design or local appearance features for object localization and pose
estimation in image data,
• the abstraction from geometric transformations, such as Euclidean isome-
tries in the ambient space or non-isometric changes in the pose of articu-
lated objects, that a shape can undergo while still perceptually remaining
the same shape.
Each of the representations named above is more or less compatible with certain
tasks, mathematically or computationally. So for each application the most
suitable representation has to be picked with care.
1
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1.1.2 Object Segmentation
Object segmentation is a prototypical problem related to shape. One is to
locate and segment a particular sought-after object within a given image. It
is a special case of the image labelling problem with two classes (fore- and
background). In a variational framework every pixel of the image is assigned
a label, based on local appearance information and a regularizer. The job of
the regularizer is to exploit prior knowledge on the arrangement of labels to
compensate for noisy local observations.
A popular a priori modelling assumption is that boundaries between re-
gions of different labels are smooth and occur along lines in the image with a
strong gradient. Such regularizers are local in the sense that the correspond-
ing functionals are local functions of the labelling. From the perspective of
probabilistic graphical models this means that labels in two disjoint regions
that are separated by a third region are independent when conditioned on the
separating region. Local regularizers have been studied in great depth and a
lot of attention has been given to corresponding convex relaxations to obtain
(approximately) optimal solutions.
But local regularizers can only compensate for local noise, i.e. noise that
is statistically independent at different points of the image. This assumption
is often not satisfied: faulty observations caused by illumination changes or
occlusion clearly have long range correlations. At the same time, for the problem
of object segmentation more detailed prior knowledge might be available that
is not exploited by local regularizers: the shape of the sought after object. A
regularizer that encourages the foreground region to have a particular shape is
called shape prior.
The design of a shape prior entails most, if not all, the tasks we have listed
above. We are looking for an image region that is optimal in terms of both ap-
pearance and shape regularization. Determining whether a given region looks
like the sought-after shape requires a measure of shape similarity. Since not all
sought-after instances will be exact copies of each other, one will need to be able
to model the expected statistical intra-class variations. In many problems the
location, orientation or scale of the object are not known beforehand, in other
problems the same shape may be represented by equivalent but seemingly dif-
ferent mathematical objects (e.g. different parametrizations of the same curve),
so the prior must be invariant w.r.t. these transformations. Last but not least,
it has been demonstrated that the computation of registrations between shapes
is a helpful basis for the construction of a similarity measure.
This makes choice of shape representation particularly difficult and in fact
many variants have been tried, resulting in a variety of approaches with weak-
nesses and strengths in different aspects. The goal of the work, presented in this
thesis, is to design and study shape representations and mathematically sound
shape prior functionals based thereon that combine as much of the different
advantages as possible.
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1.2 Related Literature
1.2.1 Image Labelling
The image labelling problem with local regularizers is a fundamental field
of research and many approaches for convex relaxations have been presented
to obtain good approximate or even exactly optimal solutions to the inher-
ently combinatorial problems. The prototypical convex local regularizer is total
variation, of which, since its introduction to image analysis [ROF92], count-
less variations and extensions have been developed: application to vectorial
data [BC98, LS11, PCCB09, GC10], regularization of higher order deriva-
tives [BKP10], implementation of local ordering constraints [LVS10, SC11],
anisotropic adaptive variants [GL10] and many more. The two class case has
been shown to be solvable exactly through means of convex relaxation in the
discrete [KZ04] and continuous case [CEN06].
A common feature of these approaches is that segmentation regions are
represented by (relaxed) indicator functions or suitable generalizations thereof.
1.2.2 Shape Representations and Priors
The situation concerning non-local regularizers such as shape priors is not yet
as satisfactory.
Indicator Functions. Shape priors formulated directly in terms of indica-
tor functions have the obvious advantage of being computationally compatible
with the well established convex variational framework of image labelling. A
rich variety of data terms and local regularizers is readily available. Such ap-
proaches are however often rather simplistic and lack important features such
as geometric invariance [SS12, KC11, AMH11, EHW12]. This may be owed to
the fact that the linear structure provided by the vector space of real functions
is not quite suitable for describing shapes: for example the linear interpola-
tion between two shapes is nowhere a shape itself (see Fig. 1.1). Also, Lp-type
metrics are no good measures of shape similarity: they only measure the area
of difference, regardless where the differing regions are. A notable exception
to this limitation is [LBR08], which circumvents the lack of a suitable linear
structure and flexibility through vast numbers and smart optimization.
Parametrized Contours. Somewhat complimentary is the representation
of regions by their outline contours. The set of parametrized contours can be
treated as an infinite dimensional manifold [KM97]. This manifold, equipped
with various metrics, has been studied theoretically in great depth in the con-
text of shape analysis [MM06, YMSM08, SMSY11]. Local approximation by
its tangent space yields a natural linear structure for applying machine learning
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Figure 1.1: Linear structure on shape representations. From left to right: first
four columns show a linear interpolation between two shapes in different rep-
resentations. Fifth column shows a close-up of the second step for better vis-
ibility. First row: indicator functions (contours given for visual orientation).
The intermediate objects are no indicator functions themselves. Second row:
parametrized contours with compatible parametrizations. Blue contour de-
scribes a smooth interpolation between the two shapes given in black. Third
row: similar contours with strongly differing parametrizations. The interme-
diate blue contours describe no meaningful interpolation.
techniques for elaborate statistical modelling [CKS03, CFK07]. But this rep-
resentation, too, has its disadvantages: the parametrization ambiguity, while
eliminated in theory by resorting to a suitable quotient manifold, remains a
practical problem in implementations (see Fig. 1.1). In particular, it is more
complicated as with indicator functions to evaluate and optimize the contour
w.r.t. local image appearance features. Usually, internally the contour has to
be converted into the corresponding region representation to evaluate the func-
tional and optimization is only performed w.r.t. small local updates, resulting
in non-convex models that are prone to get stuck in suboptimal local minima
(e.g. [CKS03]).
Contour manifolds are closely related [MM07] to diffeomorphism groups
[Tro98, TY05, You10], which are a popular tool in medical imaging [BMR13].
The relation between diffeomorphism groups and indicator functions is studied
in [DZ11]. The difference in the natural linear structures on parametrized
contours and indicator functions is illustrated in Figure 1.1.
Pictorial Structures. Another shape representation, which is popular espe-
cially in computer vision applications, are pictorial structures [FH05, KTZ05,
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YV13]. These usually consist of a set of object parts and a list of parame-
ters specifying their relative positions, thus being a rather compact and low-
dimensional description. Although the functionals based thereon are usually
non-convex, the low dimensionality helps in devising local [KTZ05] or clever
global [YV13, FH05] optimization schemes, albeit possibly under certain mod-
elling restrictions (e.g. tree graphs on the object parts).
Signatures. In shape classification and recognition tasks signatures haven
proven to be a useful concept. By this term one usually refers to more compact
representations that one computes from the ‘actual’ full shape representations,
which are then easier to compare. Often such signatures are designed to be
‘blind’ w.r.t. certain classes of transformations and thus enable simple isometry
invariant methods. Examples for signatures are Laplacian eigenvalues [RWP06],
distributions of distances [OFCD02] and distributions of distributions of dis-
tances [RPC10]. Although some signatures uniquely determine a given object
(up to the split off transformations), see e.g. [Kac66], it is generally difficult to
reconstruct an object, given its signature. Thus, for shape segmentation the
signature approach seems unsuitable.
1.2.3 Shape Matching
The problem of shape matching asks to find an optimal registration between
two given shapes. For two objects of the same class this usually implies that
the corresponding parts should be assigned to each other. This is the basis for
applications such as shape interpolation, statistical analysis of sets of shapes
[BFH+13] and for constructing similarity measures between shapes [Me´m11],
which can then again be used for classification and recognition.
Functionals for shape matching have been proposed based on physical de-
formation energies [HRWW12] or the notion of metric fidelity [EK03, MS05,
BBK06]. An important property of these functionals is that the computed
matchings are invariant under applying (non-rigid) isometries to either of the
two objects. Consequently the implied optimization problems are computa-
tionally very demanding. They resemble the (bottleneck) quadratic assignment
problem [Me´m11], involve explicit optimization over the set of interpolating
paths [RW] or very large linear programs [WSSC11], based on discrete exterior
calculus [DHLM05].
Within this group we want to call particular attention to the framework of
[Me´m11], based on representing shapes by metric measure spaces (mm-spaces)
and measuring their similarity with the Gromov-Hausdorff / Wasserstein dis-
tances [Gro07]. This representation is very general, encompassing indicator
functions, super-pixel segmentations, point clouds, meshes and more abstract
object such as graphs. The comparison is based purely on intrinsic metric in-
formation. Functionals based on physical deformation require existence of a
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common ambient metric space into which the two compared objects can be
embedded. For application on real-world objects this is certainly a natural as-
sumption. The intrinsic methods in [Me´m11] however require no such space
and can thus also be applied to more abstract metric spaces with no natural
common ambient space, such as graphs.
This literature impressively illustrates the power of shape matching for mea-
suring similarity between shapes, and is thus very inspiring for the design of
shape priors. But the computational complexity is already very high and clever
optimization schemes are already required for practical application. Thus, when
used na¨ıvely, building a search for the optimal segmentation on top of the
matching procedure will definitely render the methods unfeasible.
1.2.4 Optimal Transport
Optimal transport (OT) and the particular case of the linear assignment prob-
lem (LAP) are closely related optimization problems, dating back as far as the
18th century. Their mathematical structure has been studied in great depth,
see for example [RR98, Vil03, Vil09] for monographs on OT and [KV12, Sch03]
for the LAP. A brief historical overview on optimal transport can be found in
[Vil09, Chap. 3]. Today they are widespread tools in machine learning and
image analysis, but they also allow modelling of problems with an economic
context [Kuh55].
By explicitly taking into account a cost function on the base space, OT
yields a distance on measures which is robust to quantization noise. This has
proven very useful in computer vision applications [RTG00, PW09]. It has
been successfully used to compute smooth interpolations between gray level
images [HZTA04], to regularize densities [BFS12], for shape recognition [GM00,
RPC10], and for texture analysis [FXPA12].
Computing meaningful registrations with standard OT requires alignment
of the measures. To overcome this constraint, extension to an application de-
pendent low-dimensional set of transformations was proposed in [CG99]. In
[PT13] infinitesimal transformations have been incorporated in a linear pro-
gramming formulation, allowing discrimination between systematic quantiza-
tion errors and noise. Also an extension to measures of unequal mass was given
[PW08].
The particular case of OT w.r.t. powers of the Euclidean distance gives rise
to the rich structure of Wasserstein spaces [Vil09]. A fascinating facet is the
differential geometric perspective of the 2-Wasserstein space on Rn. Several par-
tial differential equations can be interpreted as gradient flows therein [Ott01].
This led to viewing these spaces as Riemannian manifolds [Vil03, Lot08, AG13],
which reveals connections between OT and fluid dynamics [BB97].
An interesting application of the Riemannian structure is given in [WSB+12],
where a set of sample densities is projected into the appropriate tangent space to
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exploit its linear structure for statistical analysis by standard machine learning
techniques.
1.2.5 Solvers for Optimal Transport
Despite all its merits as a metric on measures and more generally as a mod-
elling tool, optimal transport has the disadvantage of being computationally
more expensive than simpler comparisons like Lp-distances, χ2-like statistics
or Mahalanobis distances. Thus, efficient solvers are critical for application.
Optimal transport and the linear assignment problem can both be formulated
as linear programs (LP) and thus they can in principle be solved by any LP
solver. But of course there are also specialized algorithms available that exploit
the particular structure of the problems.
Linear Assignment Problem. Famous ‘classical’ examples for algorithms
to solve the linear assignment problem are the Hungarian method [Kuh55] and
the ‘Blossom algorithm’ [Edm65], which can solve the linear assignment problem
in at most O(N3) steps, with N being the number of elements per set [Sch03].
See [Kol09] for a recent efficient implementation.
Another famous solver for the LAP is the auction algorithm by Bertsekas
[Ber79], which is apt for parallelized implementation [Ber88], can be generalized
to optimal transport [BC89] and which spawned development of more general
min-cost flow algorithms [BE88]. A common feature of those algorithms is,
that elements of one set submit ‘bids’ for elements in the other to achieve an
assignment, somewhat analogous to an auction, hence the name.
Optimal Transport on 2-Wasserstein spaces in Rn. For optimal trans-
port in 2-Wasserstein spaces on Rn (see Sect. 2.4.1.3) there are dedicated solving
algorithms based on the non-linear Monge formulation with the advantage that
one need not handle a dense mass assignment matrix [HZTA04, CGS10]. These
exploit the polar factorization theorem [Bre91], see also [Vil03, Chap. 3]. In
[Me´r11] an efficient multi-scale algorithm is given.
Approximate Methods. To save computation time, a lot of work has also
been invested in approximation schemes. Proposed methods include equiva-
lent metrics based on wavelets [SJ08], cost function thresholding [PW09], lin-
earized approximation on the tangent space [WSB+12], and entropy regular-
ization [Cut13].
1.3 Outline and Contribution
In preliminary work [SS12], state of the art techniques were used to directly
incorporate a shape prior learned from examples into a convex variational seg-
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mentation approach based on Markov random fields. The price to be paid for
convexity was lack of invariance of the shape prior. This motivated the central
topic of this thesis, the development of isometry invariant shape priors for ob-
ject segmentation that are compatible with the convex variational framework
for image labelling. This means the prior functionals should either be convex
or global optimization of functionals including non-convex priors should still be
feasible. Inspired by the success of shape matching as a foundation for similar-
ity measures, the constructed priors will be based on matching for which we use
optimal transport as computational tool. Hierarchical coarse to fine schemes
will play an important role in this work, to find global optima of non-convex
functionals and to make optimal transport computationally more efficient. The
broad range of topics from the analysis of shape manifolds to efficient numeri-
cal implementation of combinatorial optimization algorithms is reflected in the
breadth of mathematical areas that this work touches upon.
The main contributions are:
• Two approaches to construct isometry invariant shape priors are pre-
sented, based on matching a template onto the foreground of the image.
Shapes are represented by metric measure spaces, thus ensuring compat-
ibility with segmentation functionals based on indicator functions.
• The shape measure representation is introduced. This special class of
mm-spaces forms a Riemannian manifold which is shown to be diffeomor-
phic to the manifold of closed simple contours modulo parametrization.
This allows the combination of the strengths of the shape representa-
tions as contours and indicator functions and consequently the design of
advantageous shape priors.
• A hierarchical sparse / dense hybrid variant of the auction algorithm for
optimal transport is developed, that can solve optimal transport problems
to global optimality by considering only a small fraction of all potential
assignment pairs and thus achieving a significant decrease in run-time
on typical practical problems. This is not only important for efficient
application of the two developed shape prior functionals but applies to
optimal transport problems in general.
The following thesis is organized as follows: In Chapter 2 the necessary
mathematical background is established. We touch upon supervised image seg-
mentation, the linear and quadratic assignment problem, optimal transport and
in particular the Riemannian structure of the 2-Wasserstein space, isometry in-
variant shape matching with the Gromov-Hausdorff / -Wasserstein distances
and some basic facts on contour manifolds, flow-fields, their induced diffeomor-
phisms and Poisson’s equation.
Chapter 3 starts with the first approach to design an isometry invariant
shape prior, based on a convex relaxation of the Gromov-Wasserstein distance.
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According to the nomenclature established in Sect. 2.5.2.3 this is an intrinsic
method. Combination of the shape prior with other convex functionals is dis-
cussed. In particular it is shown for a discrete setting, that combination of the
shape prior with a linear appearance term implies existence of a binary optimal
segmentation and a bijective assignment between image foreground and shape
template. Some numerical experiments are given and the breakdown point of
the relaxation is illustrated, when optimal segmentation and assignment be-
come spatially very irregular. In the second part of the chapter a method for
tightening the relaxation is discussed. This method applies to general instances
of the quadratic assignment problem. The benefit is demonstrated numerically.
The second approach is presented in Chapter 4. In the first part the set of
shape measures is introduced and their Riemannian structure, as a ‘submani-
fold’ of the 2-Wasserstein space on R2 is pointed out. It is then established that
this structure is in fact a manifold in the precise sense of [KM97] and that it is
diffeomorphic to the manifold of closed simple contours modulo parametriza-
tion. In the second part of the chapter a shape prior based on the tangent space
approximation of the shape measure manifold is constructed. This allows for ex-
plicit modelling of isometries (thus making it an extrinsic approach, according
to Sect. 2.5.2.3) as well as statistical variations. The resulting overall func-
tional is non-convex, but since non-convexity is confined to a low-dimensional
variable, this can still be optimized to global optimality through hierarchical
relaxations and branch & bound.
In Chapter 5 a sparse / dense hybrid variant of the auction algorithm is de-
veloped that solves large dense optimal transport problems to global optimality
while only explicitly considering a sparse subset of assignment pairs. Equiv-
alence with the dense problem is ensured via hierarchical consistency checks.
Proper initializations for the initial sparse subsets are obtained via a coarse-
to-fine multi-scale scheme. We show that the worst-case computational com-
plexity of the algorithm is only slightly increased by the proposed alternations
but illustrate on realistic test problems that the average runtime is significantly
decreased.
1.4 Notation
An overview on mathematical notation will be given, sorted by area.
Calculus. The space of test functions D = C∞0 (R2) is the space of smooth real
functions on R2 with compact support. For a multi-index I = (i1, i2, . . . , in)
denote by ∂Iϕ = ∂i1∂i2 . . . ∂inϕ the corresponding partial derivative and by
|I| = n its order. Given a differentiable map ϕ : R2 → R2, we write Jϕ for the
Jacobian matrix.
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Measures. For a measurable set Y ⊂ Rn we denote by LY the restriction of
the Lebesgue measure to Y . In some cases, when a discrete Y approximates
a continuous domain, LY gives the discrete approximation of the Lebesgue
measure, i.e. an area weighted counting measure. The volume of a measurable
set Ω ⊂ R2 w.r.t. the Lebesgue measure is denoted by |Ω|. For a discrete set A
by |A| we denote its cardinality. For a measurable space A denote by Meas(A)
the set of non-negative measures on A and by Prob(A) the set of probability
measures. For a measurable map f : A→ B by f]µ we denote the push-forward
of measure µ from A to B, defined by (f]µ)(σ) = µ(f
−1(σ)) for all measurable
σ ⊂ B. We write sptµ for the support of the measure µ, which is the smallest
closed set such that µ(A \ sptµ) = 0. Throughout this dissertation we will
assume that all measures on R2 are absolutely continuous, i.e. they yield zero
on any Lebesgue negligible set. This is equivalent to the existence of a locally
integrable map ρ such that
µ(A) =
∫
A
ρ dx .
ρ is called density of µ and is unique Lebesgue almost everywhere.
Differential Geometry, Contour Manifolds and Shape Measures. For
a smooth manifold M we denote by TM its tangent bundle and for x ∈M by
TxM the tangent space at x. Generally for any fiber bundle FM over M we
denote the fibre at x by FxM . For a differentiable map f : M → N between
two smooth manifolds, denote by Df : TM → TN the differential.
Sobolev Spaces. Denote by H(div,Ω) the space of square-integrable vector
fields u : Ω→ R2, with square integrable divergence
div u = ∇ · u =
2∑
i=1
∂
∂xi
ui .
This is a Hilbert space with scalar product and norm
〈u, v〉div;Ω =
∫
Ω
u · v dx+
∫
Ω
(div u)(div v) dx, ‖u‖2div;Ω = 〈u, u〉div;Ω .
For some Sobolev space W , by [u] we denote the equivalence class of func-
tions u ∈W that only differ by a constant. They form a unique element of the
quotient space W/R. The corresponding norm is given by
‖[u]‖W/R = inf{‖u‖W : u ∈ [u]} .
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Miscellaneous and Collisions. By O(. . .) we denote the Landau Big O
symbol for asymptotic scaling. prA denotes the projection map onto the set A.
Due to the variety of different fields, it was not possible to completely avoid
collision in nomenclature throughout this dissertation. However, these collisions
only occur for vastly different objects, thus the meaning of each symbol should
still be unambiguous when considering the context. The most prominent cases
are:
• The symbol α refers to both a dual variable for linear assignment and
optimal transport, as well as to tangent vectors on the manifold of shape
measures.
• a refers to normal deformation fields that represent tangent vectors on
the manifold of contours, as well as to assignment fields, as introduced in
the context of QAP diffusion (Sect. 3.2).
• The symbol c refers to both cost functions in linear assignment and opti-
mal transport problems, as well as to parametrized smooth contours.

Chapter 2
Mathematical Background
2.1 Supervised Image Segmentation
The initial motivation for the work presented in this thesis comes from the
problem of supervised image segmentation or labelling. We provide a brief
review to obtain the necessary background for our work. For more details see
for example [LS11].
2.1.1 The Generic Functional
The problem consists of assigning to each pixel of an image a label from a
pre-specified set (for example {‘gras’, ‘house’, ‘sky’, . . .}). A typical functional
for such a task looks like this [LS11, Sect. 1]: Let Ω be the image domain
(either described by a discrete set of pixels or by a continuous subset of R2)
and {1, . . . , l} the set of labels. We are looking for a function ` : Ω→ {1, . . . , l}
that minimizes an energy of the following type:
E(`) =
∫
Ω
s
(
x, `(x)
)
dx+R(`) (2.1.1)
The first term is usually referred to as data term and the second as regularizer.
The value s
(
x, `(x)
)
describes how well the label `(x) fits to the pixel x accord-
ing to local appearance information (for a review on local image features see
for example [CRD07]). Without a regularizer each pixel would choose its best
label purely on the data term. This is obviously highly sensitive to noise. The
regularizer introduces additional prior knowledge into the problem: in many
applications it is designed to encourage smooth boundaries between regions of
different labels or to penalize unwanted transitions between certain labels (e.g.
‘house’ cannot be above ‘sky’) to at least partially compensate for noise in the
data term (cf. Sect. 1.2.1).
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2.1.2 Convex Relaxation
The problem of minimizing (2.1.1) is combinatorial and hence in general not
feasible in this formulation. A lot of attention has been focussed on finding good
convex relaxations via which one can find optimal or at least approximately
optimal solutions.
One important step is to convexify the feasible set. This can be achieved by
the simplex relaxation [LS11, Sect. 1]. First one identifies the i-th label with
the i-th unit vector ei ∈ Rl. One can then rewrite (2.1.1) as
E(u) =
∫
Ω
〈s(x), u(x)〉 dx+R(u) (2.1.2)
where u : Ω→ {e1, . . . , el} and s(x) =
(
s(x, 1), . . . , s(x, l)
)>
.
The feasible set can then be convexified by allowing u to take values in the
convex hull of the unit vectors which is the l-dimensional unit simplex
∆l = conv
({e1, . . . , el}) =
{
v ∈ Rl : v ≥ 0 ∧
l∑
i=1
vi = 1
}
. (2.1.3)
Remark 2.1.1. (Linear data term) Note that by replacing the labelling func-
tion ` in (2.1.1) with the vector valued function u in (2.1.2) the data term
became linear in u, regardless of the original function s
(
x, `(x)
)
. Hence, even
complicated appearance models can be described by a linear data term.
A regularizer that has been studied very intensely is total variation [ROF92]
(cf. Sect. 1.2.1). For a differentiable scalar function u on a domain Ω ∈ Rn it is
given by
TV(u) =
∫
Ω
‖∇u(x)‖ dx . (2.1.4)
An extension to non-smooth u is given via the dual of the norm [LS11]:
TV(u) = sup
{∫
Ω
u · div v dx : v ∈ C∞c (Ω,Rn) s.t. ‖v(x)‖ ≤ 1 ∀ x ∈ Ω
}
(2.1.5)
This reduces to (2.1.4) for differentiable u.
For more than two labels problem (2.1.1) is usually NP-hard [BVZ01], so the
convex relaxations cannot be expected to be tight. But the particular case of
two labels has been shown to be solvable exactly by means of convex relaxation
for R being the total variation, both in a discrete [KZ04] and a continuous
setting [CEN06]. For the application of object segmentation two classes are
sufficient: fore- and background. Then the simplex relaxation is equivalent to
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using a continuous function u : Ω → [0, 1] with 0 corresponding to one label
and 1 to the other. A corresponding energy reads
E(u) =
∫
Ω
s(x)u(x) dx+ TV(u) , (2.1.6)
to be optimized subject to the constraint
0 ≤ u(x) ≤ 1 for all x ∈ Ω . (2.1.7)
We will, in the course of this dissertation, construct regularizers based on the
notion of optimal transport (Sect. 2.4). Thus, we will interpret u as the density
of a measure w.r.t. the Lebesgue measure on Ω and consequently reformulate
the box constraint (2.1.7) for u directly in terms of measures. For compatibility
we will sometimes need to constrain the mass of this measure to be fixed. We
define:
Definition 2.1.2 (Segmentation measures). For a space Z, a fixed mass M > 0
and a non-negative reference measure LZ on Z we define the set of segmentation
measures
SegMeas(Z,M) = {ν ∈ Meas(Z) : ν(Z) = M ∧ ν(σZ) ≤ LZ(σZ)
for all measurable σZ ⊂ Z} . (2.1.8)
For Z ⊂ Rn the reference measure LZ will usually be the Lebesgue measure, for
discrete sets it will be a weighted counting measure. Segmentation measures
will be the feasible sets in several of the variational approaches we introduce
later on.
2.2 The Linear Assignment Problem
2.2.1 Definition and Basic Properties
The (linear) assignment problem (LAP) [KV12, Sch03] is a fundamental class of
optimization problems, both interesting as a theoretical object of study and as
a practical tool for modelling in various fields. It is an important tool for shape
matching in the work that this thesis is based upon. Let X = {x1, x2, . . . , xN}
and Y = {y1, y2, . . . , yN} be two sets of equal finite cardinality |X| = |Y | = N
and let c : X × Y → R ∪ {∞} be a cost function where c(x, y) gives the cost
of assigning element x to y, a value c(x, y) =∞ indicating that this particular
assignment is impossible altogether.
Let
N = {(x, y) ∈ X × Y : c(x, y) <∞} . (2.2.1)
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We call N the set of neighbours and write
N (x) = {y ∈ Y : (x, y) ∈ N} (2.2.2)
and similarly N (y).
The LAP asks to find the one-to-one assignment between X and Y that
inflicts the minimal total assignment cost. One-to-one assignments between
two sets of equal cardinality correspond to permutations. Hence, the LAP can
be formulated as an optimization problem over the set PermN of permutation
matrices of dimension N ×N :
min

N∑
i,j=1
c(xi, yj)Pij : P ∈ PermN
 (2.2.3)
We call a problem feasible if there is at least one permutation P with a finite
cost.
2.2.1.1 Linear Programming Formulation
The LAP, as stated in (2.2.3), is a combinatorial optimization problem over a
discrete set of permutations. We will now consider a reformulation as a linear
program based on doubly stochastic matrices and the Birkhoff-von-Neumann
theorem. Recall that the set of doubly stochastic matrices of dimension N×N ,
denoted by StochN , is defined by
StochN =
{
P ∈ RN×N : Pij ≥ 0 ∀ 1 ≤ i, j ≤ N
∧
N∑
i=1
Pij = 1 ∀ 1 ≤ j ≤ N
∧
N∑
j=1
Pij = 1 ∀ 1 ≤ i ≤ N
}
. (2.2.4)
Theorem 2.2.1 (Birkhoff-von-Neumann Theorem [KV12, Cor. 11.5]). Any
doubly stochastic matrix is a convex combination of permutation matrices.
Consider then optimizing (2.2.3) over StochN instead of PermN :
inf

N∑
i,j=1
c(xi, yj)Pij : P ∈ StochN
 (2.2.5)
From Theorem 2.2.1 immediately follows:
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Corollary 2.2.2 (Relation of (2.2.3) and (2.2.5)). The problems (2.2.3) and
(2.2.5) have the same optimal value. The linear program (2.2.5) always has an
optimizer which is a permutation matrix.
Remark 2.2.3 (Existence of non-binary optimizers). However, in the case that
there are multiple optimal permutations for (2.2.3), any convex combination of
the optimal permutation matrices, which need not be a permutation matrix
itself, will also be an optimizer to (2.2.5).
2.2.1.2 Dual Problem
Rewriting the LAP as a linear program allows to derive a corresponding dual
problem which is given by
sup

N∑
i=1
α(xi) +
N∑
j=1
β(yj) : α : X → R, β : Y → R
s.t. α(x) + β(y) ≤ c(x, y) ∀ (x, y) ∈ X × Y
}
. (2.2.6)
Note that for fixed β the best choice for a corresponding α is given by
α(x) = min{c(x, y)− β(y) : y ∈ N (x)} . (2.2.7)
Duality implies that for any feasible matrix P ∈ Stochn of (2.2.5) and any
feasible pair of functions (α, β) of (2.2.6) one has
N∑
i,j=1
c(xi, yj)Pij ≥
N∑
i=1
α(xi) +
N∑
j=1
β(yj) (2.2.8)
with equality when P and (α, β) are primal, resp. dual optimizers. Further, for
any primal optimizer P and dual optimizers (α, β) one has
Pij > 0⇒ α(xi) + β(yj) = c(xi, yj) . (2.2.9)
This relation is called complimentary slackness.
2.2.1.3 Solvers for the LAP
The formulation of the LAP as a linear program allows in principle to apply
any linear programming algorithm for its solution. This can be very convenient
since such algorithms are available on many platforms. However, there are cer-
tain limitations: first, a general linear programming algorithm may not be able
to exploit the particular structure of the constraints. This can be critical for
the performance on large problems. Second, when there are multiple optimal
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permutations to (2.2.3), an interior point method may not yield a binary so-
lution in PermN but some non-binary convex-combination (see Remark 2.2.3)
which does not immediately imply a one-to-one assignment between the two
sets.
As mentioned in Sect. 1.2.5 there are also dedicated combinatorial solvers
to the LAP that heavily exploit the particular problem structure, such as the
Hungarian method and the auction algorithm. In Sect. 2.4.3 we will discuss an
extension of the auction algorithm for more general optimal transport problems
and in Chapter 5 we will introduce a modified version of the auction algorithm
to increase performance on typical optimal transport and linear assignment
problems. Therefore, we will in the next Section present the basic version of
the auction algorithm.
2.2.2 Auction Algorithm
One possible method for solving linear assignment problems is the auction algo-
rithm [Ber79]. Details on the intuitive motivation, descriptions and analysis of
the properties of the various forms of the algorithm are given in the references
listed in Sect. 1.2.5. Here we give the description from [Ber88, Sect. 2].
2.2.2.1 Sign Conventions
In the literature the LAP is sometimes seen as minimizing the assignment cost
between two sets and sometimes as maximizing an assignment score. Naturally
both conventions are equivalent and connected by sign inversion. We choose
the viewpoint of minimizing an assignment cost to keep signs compatible with
the notion of optimal transport. Hence, note that we flipped the signs relative
to the original presentation of the algorithm. In the following the comparison
to an auction is no longer very intuitive because the lowest bid gets accepted.
2.2.2.2 Primal-Dual Method
The auction algorithm is a primal-dual method since it works with both vari-
ables for the primal as well as the dual problem. The primal variable P will be
taken from the set of ‘incomplete permutation matrices’ Perm′N :
Perm′N =
{
P ∈ {0, 1}N×N :
N∑
i=1
Pij ≤ 1 ∀ 1 ≤ j ≤ N
∧
N∑
j=1
Pij ≤ 1 ∀ 1 ≤ i ≤ N
}
. (2.2.10)
This is equivalent to the notion of assignment defined in [Ber88, Sect. 2]. Note
that Perm′N includes matrices that are primal feasible in neither (2.2.3) nor
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(2.2.5). P will be initialized with all entries being 0. During the iterations of the
algorithm assignments between elements of X and Y are added and removed
(i.e. the corresponding entries of P will be set to 1 or 0 respectively). The
algorithm will terminate when P is primal feasible and therefore corresponds
to a complete one-to-one assignment between X and Y .
Additionaly, the state of the algorithm will be represented by a dual variable
β : Y → R (Sect. 2.2.1.2). The second dual variable α will be held implicitly
via (2.2.7), i.e. the dual variables will by construction always be dual feasible.
The initialization of β is arbitrary, reasonable choices and dependency of the
algorithm runtime on the initialization are briefly discussed in Sect. 2.2.2.6.
2.2.2.3 ε-Complimentary Slackness
A key property of the auction algorithm is that the complimentary slackness
condition (2.2.9) does not hold strictly throughout the iterations and on termi-
nation. Instead, the weaker condition
Pij > 0⇒ α(xi) + β(yj) ≥ c(xi, yj)− ε (2.2.11)
called ε-complimentary slackness for a parameter ε > 0 is satisfied throughout
execution [Ber88, Sect. 2]. Positivity of ε is essential for convergence of the
algorithm. As long as ε < δc/N the primal variable P ∈ PermN , that the
algorithm returns upon termination, will be an optimizer of (2.2.3). Here, δc
is the smallest absolute difference between to distinct values of c. A proof for
this is given for example in [Ber88, Prop. 1]. There ε < 1/N is required for
optimality and it was assumed that c only takes integer values to ensure that
the cost difference between an optimal permutation and a suboptimal one is at
least 1. This generalizes directly to the case with ε < δc/N discussed here.
2.2.2.4 Main Loop
The main loop of the algorithm consists of two stages: bidding and assignment.
During the bidding phase elements of X locally determine their most suitable
assignment partner in Y and propose a corresponding dual variable change.
After that, during the assignment phase, for each y ∈ Y the best proposed dual
variable change and the corresponding assignment in P is implemented. The
two stages will be iterated until P is a complete permutation. If the problem is
feasible the algorithm will terminate after a finite number of iterations [Ber88,
Prop. 2]. Different x do not interact during the bidding phase and neither
do different y during the assignment phase. Thus both stages can be easily
parallelized. We will now discuss both stages in detail.
Bidding Phase. For every x ∈ X that is unassigned under P (i.e. the corre-
sponding row of P contains only 0s):
Compute the corresponding value of α(x) as given by (2.2.7):
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α(x) = min{c(x, y)− β(y) : y ∈ N (x)} (2.2.12)
and find a minimizer y∗. Determine also the slack of the ‘second nearest’
constraint:
α′(x) = min{c(x, y)− β(y) : y ∈ N (x) \ {y∗}} (2.2.13)
Then element x ∈ X submits a bid for element y∗ ∈ Y with value
bxy∗ = c(x, y
∗)− α′(x)− ε . (2.2.14)
Assignment Phase. For each y ∈ Y let B(y) be the set of x ∈ X from which
y received a bid in the bidding phase of the iteration. If B(y) is nonempty,
decrease β(y) to the lowest bid
β(y) := min
x∈B(y)
bxy , (2.2.15)
set the column in P corresponding to y to 0 and the entry in P cor-
responding to the assignment (x∗, y) to 1, where x∗ is some element in
B(y) attaining the minimum in (2.2.15). If B(y) is empty, β(y) is left
unchanged.
2.2.2.5 Complexity Analysis
For the application of the algorithm one is interested in its average compu-
tational complexity. This is very difficult to estimate theoretically. Instead
usually a worst case bound is given and evaluation of the average runtime is
done through numerical experiments.
The details of a theoretical complexity analysis depend on the considered
variant of the auction algorithm. It usually consists of two parts: bounding the
number of bids and estimating the cost per bid.
The maximum number of bids is typically estimated via the implied mini-
mum decrease of the dual variable at the receiving node. For the more general
minimum cost flow algorithm such an estimate is given by [BE88, Lemma 5],
of which the sequential auction algorithm is a special case (Sect. 6, ibid.). This
estimate bounds the number of accepted bids by
O(N2 · C/ε+N2) (2.2.16)
with
C =
(
max
x,y
c(x, y)
)− (min
x,y
c(x, y)
)
. (2.2.17)
For the sequential variant the number of accepted bids is equal to the number
of submitted bids. For the parallel variant discussed here, some submitted bids
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may not be accounted for when multiple bids are submitted to the same y ∈ Y
but only one is accepted. Apart from the obvious benefit of potential parallel
implementation, the parallel variant is also more amenable for the extensions
discussed in Chapter 5.
For ε < δc/N as required for global optimality (2.2.16) yields
O(N3 · C/δc) (2.2.18)
where we have only kept the dominant first term.
For dense problems the cost per bid is
O(N) (2.2.19)
since one must scan all y ∈ Y to determine (2.2.12) and (2.2.13).
The estimated cost per bid (2.2.19) is accurate. The bound (2.2.16) on the
number of bids is typically quite conservative. But one often observes a critical
dependency of the number of bids on the ratio C/ε, causing long runtimes. A
fix for this is discussed in the next section.
In Chapter 5 we will present an extension of the auction algorithm that
attempts to reduce the average cost per bid.
2.2.2.6 Epsilon-Scaling
Estimate (2.2.16) is computed by bounding the maximal change in the dual
variable β(y) at a given y ∈ Y and dividing this by the minimum amount of
change of β(y) per accepted bid. One quickly finds that upon accepting a bid
the dual variable β(y) of the receiving node decreases by at least ε.
It may happen that the algorithm gets stuck in a phase where β-changes
only occur in the smallest possible size, a phenomenon dubbed price haggling
[BE88]. For ε < δc/N , as required for global optimality, this can result in very
long runtimes. ε-scaling has been proposed to alleviate this problem [BE88,
Sect. 5] which we will briefly describe here.
When the auction algorithm is run with an initial βinit for which we know
that a feasible primal variable exists for which ε-complimentary slackness holds
for a parameter γ > 0, then the bound (2.2.16) can be refined to [BE88, Lem-
mata 4(a) and 5]
O(N2 · γ/ε+N2) . (2.2.20)
Based on this refined bound one can make the algorithm more efficient by
first running it with a large value for ε and successively re-running it with
smaller values. Let θ be a given constant, in practice somewhere between 2
and 10. First the algorithm is run with ε0 = C/θ and with some constant
initial β0,init. We know from (2.2.16) that the number of bids is bounded by
O(N2 · θ + N2). The returned dual variable β0,fin and the assignment matrix
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P0,fin satisfy the ε-complimentary slackness condition for ε0 = C/θ which is
probably not sufficient for guaranteeing global optimality. Instead, run the
auction algorithm again with ε1 = ε0/θ and β1,init = β0,fin. Through (2.2.20)
the number of bids is again bounded by O(N2 · θ+N2). By repeating this loop
until εi = ε0/θ
i < δc/N one can obtain a globally optimal solution. It is readily
computed that one needs of the order
O( log(N · C/δc)/ log θ) (2.2.21)
runs where O(log θ) = O(θ) = 1. Summing up the number of bids over the
iterations yields
O( log(N · C/δc) ·N2) (2.2.22)
which is clearly more efficient than the unscaled approach (2.2.18). The effect of
ε-scaling is not only relevant for decreasing the theoretical worst case complexity
but is also critical for practical application.
Remark 2.2.4 (Primal variable initialization). It seems like a waste of informa-
tion always to initialize the auction algorithm with the empty assignment after
reducing ε. With some effort one could certainly establish an at least partial
assignment matrix P which satisfies ε-complimentary slackness with the new
dual variable βi,init and εi. In [BE88, Sect. 5] a method to initialize the primal
variable upon decreasing ε is discussed. However, we find in practice that the
first iterations of the auction algorithm quickly restore an almost complete as-
signment from the suitably initialized βi,init and thus find empty initialization
sufficient.
2.3 The Quadratic Assignment Problem
Although the LAP is a widespread tool that lends itself to modelling optimiza-
tion problems in many fields, it is inherently limited in its applicability by the
linearity of the cost function. Interaction between different assignments takes
only place through the one-to-one constraint. We will now introduce the more
general quadratic assignment problem (QAP). The QAP will be of interest to
us for its relation to shape matching (Sect. 2.5). For a good introduction to the
topic see for example [BC¸PP98]. We summarize here what is relevant for this
dissertation.
2.3.1 Definition and Basic Properties
2.3.1.1 The Koopmans-Beckmann QAP
The QAP was used by Koopmans and Beckmann in 1957 [KB57] as a model
for describing the cost of assigning a set of plants or factories to a set of pre-
specified locations. There is a linear term, just as with the LAP, that models
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the cost of building a given factory at a given location. But more importantly
between the factories there are flows of goods and naturally between locations
there are transport costs per unit of goods. The costs caused by transportation
of goods between the sites is modelled by a quadratic term.
Similarly as with the LAP, let X = {x1, . . . , xN} be the set of factories
and Y = {y1, . . . , yN} the set of sites. Let Fij be the matrix of flows between
factories xi and xj , let Dij be the matrix of distances between the sites yi and
yj , i.e. the transportation costs, and let Bij be the cost of constructing factory
xi at site yj . Again, we will describe an assignment between factories and sites
by a permutation matrix. Pij = 1 means factory xi is built at site yj . Finding
the best assignment then corresponds to solving
inf

N∑
i,j,k,l=1
Fij Dkl Pik Pjl +
N∑
i,j=1
BijPij : P ∈ PermN
 . (2.3.1)
The first term is quadratic in P , the array of coefficients being constructed from
the flow matrix F and the distance matrix D.
2.3.1.2 The Lawler QAP
More generally, one can just pick any array of coefficients as costs for pairs
of assignments. This was proposed by Lawler [Law63]. For a cost array d ∈
R
(N×N)2 the problem is given by
inf

N∑
i,j,k,l=1
dijkl Pij Pkl : P ∈ PermN
 . (2.3.2)
Obviously by choosing dijkl = FikDjl one can describe the flow / transporta-
tion costs and by setting dijij = Bij one can incorporate linear costs. So any
Koopmans-Beckmann QAP can be formulated as a Lawler QAP.
A variant of the QAP is the bottleneck QAP [BC¸PP98, Sect. 13.1] where
we do not ask for the total cost but for the maximal cost that is inflicted by
one pair of assignments:
inf
{
max
{
dijkl Pij Pkl : 1 ≤ i, j, k, l ≤ N
}
: P ∈ PermN
}
(2.3.3)
The Gromov-Wasserstein distances that we will introduce in Sect. 2.5 will be
formally similar to the QAP and the bottleneck QAP.
2.3.1.3 Computational Complexity
Due to the non-linearity of the objective function, relaxing the QAP from
permutation matrices to doubly stochastic matrices as with the LAP (Corol-
lary 2.2.2) will not allow reformulation as a linear program analogous to (2.2.5).
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In fact, the QAP is considered a ‘very hard’ problem. More precisely, it is
strongly NP-hard and existence of an algorithm for finding an approximate
solution which is sub-optimal by at most a pre-specified factor would imply
P = NP [BC¸PP98, Thm. 3.2]. Several other difficult problems, such as the
travelling salesman problem can be formulated as special cases of the QAP
(Sect. 13.4, ibid.).
Hence, in particular for the problem sizes relevant in shape matching, ap-
proximate methods are indispensable. We will give a short overview on lower
bounds in the next section.
2.3.2 Lower Bounds
Lower bounds for the QAP are used to construct exact branch and bound
algorithms [BC¸PP98, Sect. 7.1]. They can however be used in their own right
to obtain approximate solutions. In [KC¸CE99] a framework of constructing
lower bounds from a linearized variant of the QAP is presented.
2.3.2.1 Linearization
First the QAP is rewritten as an integer linear program (ILP):
Definition 2.3.1 (Integer linear program formulation of the QAP [KC¸CE99,
Sect. 2]). An equivalent formulation of the QAP (2.3.2) is given by the following
linear integer program:
Minimize:
N∑
i,j=1
N∑
k,l=1
dijkl P
′
ijkl (2.3.4a)
Subject to:
P ∈ PermN (2.3.4b)
N∑
l=1
P ′ijkl = Pij ∀ 1 ≤ i, j, l ≤ N (2.3.4c)
N∑
k=1
P ′ijkl = Pij ∀ 1 ≤ i, j, k ≤ N (2.3.4d)
P ′ijkl = P
′
klij ∀ 1 ≤ i, j, k, l ≤ N, i ·N + j < k ·N + l (2.3.4e)
P ′ijkl ≥ 0 ∀ 1 ≤ i, j, k, l ≤ N (2.3.4f)
P ′ijij = Pij ∀ 1 ≤ i, j ≤ N (2.3.4g)
P ′ijil = 0 ∀ 1 ≤ i, j, l ≤ N, j 6= l (2.3.4h)
P ′ijkj = 0 ∀ 1 ≤ i, j, k ≤ N, i 6= k (2.3.4i)
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Remark 2.3.2. Obviously the variables P ′ijil and P
′
ijkj for j 6= l and i 6= k,
set to zero by constraints (2.3.4h, 2.3.4i) and the variables P ′ijij which are just
copies of Pij could be eliminated from the linear program, consequently the
constraints (2.3.4c, 2.3.4d) could be dropped for i = k and j = l. This will
yield the formulation given in [KC¸CE99], where we have absorbed the linear
costs into the ‘diagonal’ of d.
2.3.2.2 The Gilmore-Lawler Bound
The well known Gilmore-Lawler bound can be obtained from (2.3.4) by drop-
ping the constraints (2.3.4e), known as complimentary constraints.
Definition 2.3.3 (Gilmore-Lawler bound [KC¸CE99, Sect. 2.2]). The Gilmore-
Lawler bound for the QAP (2.3.2) is given by
inf

N∑
i,j=1
cij Pij : P ∈ PermN
 (2.3.5a)
where
cij = inf

N∑
k,l=1
dijkl P
′
ijkl : P
′
ij ∈ PermN , P ′ijij = 1
 . (2.3.5b)
Remark 2.3.4 (Relation to the linearized QAP and interpretation). The equiv-
alence with (2.3.4) minus the constraints (2.3.4e) can be seen rather directly:
when computing cij we first fix the hypothetical assumption Pij = 1 which turns
constraints (2.3.4c, 2.3.4d, 2.3.4f) into the constraint P ′ij ∈ StochN , which is
by virtue of Corollary 2.2.2 equivalent to P ′ij ∈ PermN and constraints (2.3.4g,
2.3.4h, 2.3.4i) into the constraint P ′ijij = 1. The final optimization in (2.3.5a) is
then an optimization over the best set of consistent hypotheses of which Pij = 1
are true.
Remark 2.3.5 (Complexity of the Gilmore-Lawler bound). Given that the
LAP can be solved in O(N3) (Sect. 1.2.5) and the Gilmore-Lawler bound re-
quires the computation of O(N2) entries of c, its computational complexity
for general d is O(N5). However, for the particular case of the Koopmans-
Beckmann QAP (2.3.1), the effective cost function entries cij can be computed
by a simple sorting of lists, thus reducing the dominant contribution to the
complexity to O(N3). See [BC¸PP98, Sect. 6.1 and Prop. 6.1] or [Gil62].
Remark 2.3.6 (A Dual Framework for QAP Bounds). Usually one observes
that the tightness of the Gilmore-Lawler bound quickly decreases with growing
problem size. Hence, tighter bounds have been developed by many researchers.
In [KC¸CE99] it is shown that many previously presented bounds, including
the GLB itself, can be viewed within a unified framework as approaches to
approximately solving a dual of the continuous relaxation of (2.3.4).
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2.4 Optimal Transport
2.4.1 Definition and Basic Properties
The problem of optimal transport (OT) is a natural generalization of the linear
assignment problem. Let X and Y be two measurable spaces and let µ ∈
Prob(X), ν ∈ Prob(Y ) be two probability measures on X and Y respectively.
Let further c : X × Y → R ∪ {∞} be a function where c(x, y) gives the cost
of transporting one unit of mass from x to y. Just as with the LAP a value
c(x, y) = ∞ indicates that no mass may be transported from x to y. OT asks
for finding a transport plan for the mass from (X,µ) onto (Y, ν) that causes the
least possible total transportation cost. Such plans are described by measures
on the product space X × Y :
Π(µ, ν) =
{
pi ∈ Prob(X × Y ) : pi(σX × Y ) = µ(σX)
∧ pi(X × σY ) = ν(σY )
for all measurable σX ⊂ X, σY ⊂ Y
}
(2.4.1)
The set Π(µ, ν) is referred to as transport plans or couplings between µ and ν.
It always contains at least the product measure of µ and ν. For any pi ∈ Π(µ, ν)
the weight pi(σX × σY ) tells how much mass is transported from σX ⊂ X to
σY ⊂ Y . The total transportation cost associated with a coupling pi is given by
integration of c w.r.t. pi:
∫
X×Y
c(x, y) dpi(x, y) (2.4.2)
Hence, the optimal transport problem can be written as
inf
{∫
X×Y
c(x, y) dpi(x, y) : pi ∈ Π(µ, ν)
}
. (2.4.3)
Just as with the LAP we call the problem feasible if there is at least one coupling
with a finite cost.
Remark 2.4.1 (Extension to non-probability measures). Optimal transport
can be extended to non-probability measures by rescaling. Let 0 < M < ∞
such that µ/M ∈ Prob(X), ν/M ∈ Prob(Y ). Then (2.4.3) and all successive
concepts in this section naturally extend to µ and ν.
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2.4.1.1 Dual Problem
Intuitively, since OT is a linear program (although potentially infinite dimen-
sional) there exists a corresponding dual problem. It is given by [Vil09, Chap. 5]
sup
{∫
X
α(x) dµ(x) +
∫
Y
β(y) dν(y) : α ∈ L1(µ), β ∈ L1(ν)
s.t. α(x) + β(y) ≤ c(x, y)
}
. (2.4.4)
For any primal feasible coupling pi ∈ Π(µ, ν) and a dual feasible pair (α, β) we
find immediately:∫
X
α(x) dµ(x) +
∫
Y
β(y) dν(y) =
∫
X×Y
(
α(x) + β(y)
)
dpi(x, y)
≤
∫
X×Y
c(x, y)dpi(x, y) (2.4.5)
Hence, the optimum of the dual problem is not greater than the optimum of
the primal problem.
2.4.1.2 Regularity and Existence of Optimal Couplings and Dual
Optimizers
The setting of optimal transport is much more general than that of the linear
assignment problem. Hence, for a more detailed study further assumptions
on the regularity of the measurable spaces X,Y and the cost function c are
required. Let us fix such a setting.
Definition 2.4.2 (Regularity setting for optimal transport). We define the
following regularity setting:
(i) (X,µ) and (Y, ν) are Polish spaces, that is complete, separable metric
spaces equipped with their Borel σ-algebra.
(ii) c is lower semi-continuous and bounded from below.
(iii) There exists at least one coupling with a finite cost.
One then has the following results:
Theorem 2.4.3 (Existence of Optimal Couplings [Vil09, Thm. 4.1]). Under
the assumptions of Definition 2.4.2 the optimal transport problem (2.4.3) has a
minimizer in Π(µ, ν).
Theorem 2.4.4 (Duality and Existence of Dual Optimizers [Vil09, Thm. 5.10]).
Under the assumptions of Definition 2.4.2 the dual optimal transport problem
(2.4.4) has an optimizer. The optimal values of the primal and dual problem are
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identical. Moreover, if pi is an optimal coupling and (α, β) are dual optimizers
then
α(x) + β(y) = c(x, y) pi-almost surely. (2.4.6)
2.4.1.3 Wasserstein Spaces
If X = Y is a metric space with a metric d then optimal transport induces a
family of metrics on Prob(X) for p ∈ [1,∞[ through
Wp(µ, ν) =
(
inf
pi∈Π(µ,ν)
∫
X×Y
d(x, y)p dpi(x, y)
)1/p
. (2.4.7)
A proof that Wp satisfies the axioms of a metric can be found in [Vil09, Chap. 6].
The space of probability measures on X with finite moments of p-th order is
called the Wasserstein space Wp(X) of order p.
There are several notions of convergence on Wp(X), defined through con-
vergence of integrals w.r.t. functions. What we will introduce as narrow con-
vergence on Prob(X) is sometimes referred to also as weak convergence. This
must be carefully distinguished however from the slightly stronger notion of
weak convergence on Wp(X).
Definition 2.4.5 (Narrow convergence on Prob [AGS08, Sect. 5.1]). Let X
be a Polish space. A sequence (µk)k∈N in Prob(X) is narrowly convergent to
µ ∈ Prob(X) if ∫
X
φdµk →
∫
X
φdµ (2.4.8)
for every function φ ∈ C0b (X), the space of continuous and bounded real func-
tions on X.
Using this, we can establish weak convergence on Wp.
Definition 2.4.6 (Weak convergence in Wp [Vil09, Def. 6.8]). Let (X, d) be a
Polish space and p ∈ [0,∞[. A sequence (µk)k∈N in Wp(X) is said to converge
weakly to some µ ∈WSp(X) if
µk converges narrowly to µ (2.4.9)
and ∫
X
d(x0, x)
p dµk(x)→
∫
X
d(x0, x)
p dµ(x) (2.4.10)
for any x0 ∈ X.
Theorem 2.4.7 (Wp metrizesWp [Vil09, Thm. 6.9]). Wp metrizes the topology
of weak convergence on Wp(X). That is
Wp(µk, µ)→ 0 ⇔ µk converges weakly to µ . (2.4.11)
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2.4.1.4 Relation to the LAP
It is easy to see that optimal transport reduces to the linear assignment problem
when X and Y are finite sets of equal cardinality, equipped with the discrete
topology, and µ and ν are just the normalized counting measures thereon. The
set Π(µ, ν) will then correspond to the set of permutation matrices Perm|X|,
primal and dual problems of OT will coincide with their LAP counterparts (up
to normalization by a factor of N) and (2.4.6) will turn into (2.2.9).
Conversely, the LAP can be used to approximate optimal transport prob-
lems. We will now briefly sketch a discretization scheme. Let XˆN and YˆN be
sets of N points sampled from X and Y according to the probabilities µ and
ν. Then by the law of large numbers, with probability 1 the measures
µˆN =
1
|Xˆ|
∑
x∈Xˆ
δx , νˆN =
1
|Yˆ |
∑
y∈Yˆ
δy (2.4.12)
converge to µ and ν respectively with increasing sampling number N → ∞ in
the sense of narrow convergence (cf. Sect. 2.4.1.3). Prokhorov’s theorem then
implies that a sequence pˆiN ∈ Π(µˆN , νˆN ) of couplings has a subsequence which
converges weakly to some pi ∈ Π(µ, ν). For sufficiently regular (e.g. continuous,
bounded) cost functions this implies convergence of the optimal transport cost.
For more details on this kind of approximation see for example step 2 of the
proof of Thm. 5.10 in [Vil09].
An additional approximation step might be to divide the spaces X and Y
into bins {Xi}i, {Yi}i, that is
X =
⋃
i
Xi, i 6= j ⇒ Xi ∩Xj = ∅ , (2.4.13)
Y =
⋃
i
Yi, i 6= j ⇒ Yi ∩ Yj = ∅ (2.4.14)
and ‘round’ the cost function according to the bins such that
x, x′ ∈ Xi, y, y′ ∈ Yj ⇒ c(x, y) = c(x′, y′) . (2.4.15)
Then there will be groups of samples in Xˆn and Yˆn that will have the same
rounded cost among each other. We will see in Sect. 2.4.3 that this helps
to simplify numerical solution of the approximating assignment problem. By
suitable refinement of the bins, such that the rounded cost function converges
to the original one in a suitable sense, convergence of the optimal transport
cost can still be ensured.
For the particular case X = Y and c(x, y) = d(x, y)p as on a Wasserstein
space, one can use the triangle equation to show convergence of the approxi-
mated cost (cf. [Me´m11, Remark 2.4]).
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2.4.1.5 Monge Formulation of Optimal Transport
The first mathematical treatment of the optimal transport problem dates back
to the works of the French mathematician Gaspard Monge from the 18th cen-
tury [Vil09, Chap. 3] . His formulation was not based on couplings but in terms
of a transport map T : X → Y . T (x) indicates where the mass in x ∈ X is
transported to. This is a deterministic assignment in the sense that mass from
x can, unlike as in the more general coupling formulation, only be transported
to a single location. Transporting the measure µ under the map T will yield the
measure T]µ (assuming T is measurable) which must equal the desired target
measure ν. It is easy to check that a feasible transport map (in the sense that
the push-forward of µ via T yields ν) induces a feasible coupling by
(id, T )]µ ∈ Π(µ, ν) (2.4.16)
where (id, T ) : X → X × Y denotes the product map x 7→ (x, T (x)). The cost
induced by T is∫
X
c
(
x, T (x)
)
dµ(x) =
∫
X×Y
c(x, y) d
(
(id, T )]µ
)
(x, y) , (2.4.17)
which equals the cost of the induced coupling. The formulation of Monge
would require to optimize the set of feasible transport maps T , subject to
the push-forward constraint and suitable regularity conditions. Neither the
feasible set nor the objective function are particularly easy to handle (compared
to polyhedrons in some real vector space and linear functionals) nor is it in
general clear whether a feasible map exists at all. By virtue of (2.4.16) and
(2.4.17) we know however that the deterministic cases are a subset of all allowed
assignments in the coupling formulation. A popular question is thus under
what conditions the optimizer to (2.4.3) will be deterministic and induced by a
transport map.
For this dissertation the following basic case is sufficient:
Theorem 2.4.8 (Existence of Monge Optimizers [Vil03, Thm. 2.12]). Let X =
Y = Rn and let µ, ν be absolutely continuous measures (w.r.t. Lebesgue measure)
with finite second order moments. Then for the cost function c(x, y) = ‖x−y‖2
there is a unique optimal coupling pi which is induced by a transport map T :
X → Y .
For this particular setup in fact much more is known, e.g. that T is the
gradient of a convex function on Rn. More details on this special case are for
example found in [Vil03, Chap. 3].
2.4.2 The Riemannian Structure of Wasserstein Spaces
The 2-Wasserstein space in Rn has a structure akin to a Riemannian manifold,
allowing for smooth deformation of measures along flow-fields. We will later use
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this structure to model deformations of shape templates analogous to contour
manifolds. Hence, we now give some required background.
2.4.2.1 Displacement Interpolation
We now fix the case X = Y = Rn, c(x, y) = ‖x − y‖p, p ∈ [1,∞[. What has
been discussed so far on optimal transport can be considered to be from a rather
static perspective. We were only concerned with the initial and final locations
of each mass ‘atom’, as only these coordinates appear in the cost function c:
when mass is transported from x to y the cost per unit is given by c(x, y), a
function of x and y.
We will now discuss a more dynamical point of view. Let us start by an
informal discussion of the underlying idea. A more rigorous treatment will then
follow.
In many applications the cost function can be written as minimal value of
an action functional A evaluated on curves γ : [0, 1]→ X joining x and y (i.e.
γ(0) = x, γ(1) = y), minimized over a suitable regularity class of curves.
For example, the cost function c(x, y) = ‖x−y‖p, p ∈ [1,∞[ can be expressed
as a minimization problem over differentiable curves from x to y:
c(x, y) = inf
{A(γ) : γ ∈ C1([0, 1], X), γ(0) = x, γ(1) = y} (2.4.18)
with
A(γ) =
∫ 1
0
‖∂tγ(t)‖p dt . (2.4.19)
For p > 1 the minimizing curves γ will be straight lines from x to y, parametrized
with constant speed. For p = 1 any parametrization of the straight line will be
minimizing.
Now, when mass is transported from x to y in an optimal coupling between
two measures µ, ν, one can think of that mass as not just ‘teleporting’ from x
to y, but as ‘travelling smoothly’ along the joining action-minimizing curve. In
the example above that would be the straight line geodesics.
Informally, ‘keeping track’ of how each ‘mass atom’ moves along its action
minimizing curve from the initial to its final location will provide a path of
measures
[0, 1] 3 t 7→ ρt ∈ Prob(X), ρ0 = µ, ρ1 = ν (2.4.20)
which is called displacement interpolation between µ and ν. This is clearly
distinct from the linear interpolation based on the vector space structure of
measures: ρlin,t = (1 − t) · µ + t · ν. In the context of optimal transport,
displacement interpolation seems much more natural (Fig. 2.1).
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Figure 2.1: Displacement interpolation between two measures. Gray level indi-
cates density, frame numbers indicate temporal ordering. Instead of a simple
fade out/in (cf. Fig. 1.1), with displacement interpolation one obtains more
natural intermediate measures: mass is actually ‘moving’ through the image
plane from its initial to its final location.
For a thorough and rather general introduction to displacement interpola-
tion we refer the reader to [Vil09, Chap. 7]. Here will will just briefly indi-
cate the main results: under suitable regularity assumptions on X, c,A and
µ, ν ∈ Prob(X) a displacement interpolation exists. It is related to transport-
ing mass from µ to ν along action minimizing curves and it is itself an action
minimizing path in Prob(X) in a suitable sense (Thm. 7.21, ibid.). Moreover,
on a Wasserstein space (Sect. 2.4.1.3), mass is transported along geodesics in
the underlying metric space X and the displacement interpolation is itself a
geodesic in Wp(X) (Cor. 7.22, ibid.).
In the next section we will adopt a more regular setting and discuss dis-
placement interpolation in more mathematical detail.
2.4.2.2 Absolute Continuity and Continuity Equation
In the last section, due to the lack of regularity assumptions, we had to be
very vague about the relationship between geodesics in X and displacement
interpolation on Prob(X). We will now assume additional regularity and make
the relation more explicit.
As before, let X = Y = Rn. We will now fix c(x, y) = ‖x− y‖2 and further
assume that µ and ν are absolutely continuous measures (i.e. they have a
density).
Additionally, we introduce the notion of absolute continuous curves in a
metric space.
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Definition 2.4.9 (Absolutely continuous paths [AGS08, Def. 1.1.1]). Let (Z, d)
be a complete metric space and let [0, 1] 3 t 7→ zt ∈ Z be a path in Z. (zt)t is
said to be absolutely continuous if there exists a function m ∈ L1([0, 1]) such
that
d(zs, zt) ≤
∫ t
s
m(r) dr ∀ 0 < s ≤ t < 1 . (2.4.21)
An important tool for analyzing displacement interpolation in Rn is the con-
tinuity equation which describes the evolution of the interpolation ρt through
a fluid-dynamics like PDE.
Definition 2.4.10 (Continuity equation [AGS08, Sect. 8.1]). Let [0, 1] 3 t 7→
µt ∈ Prob(Rn) be a measure path and [0, 1] 3 t 7→ αt ∈ L2(µt,Rn) a path of
flow-fields such that ∫ 1
0
‖αt‖L2(µt,Rn) dt <∞ . (2.4.22)
Then we say (µt, αt) satisfy the continuity equation
d
dt
µt +∇ (αt µt) = 0 (2.4.23a)
on Rn × [0, 1] in the sense of distributions if∫ 1
0
∫ (
∂tφ+ 〈∇φ, αt〉
)
dµt dt = 0 (2.4.23b)
for all test functions φ ∈ C∞0 (Rn×]0, 1[).
Remark 2.4.11. From (2.4.23b) follows immediately that∫
〈∇φ, αt〉dµt (2.4.24)
is the weak time derivative of ∫
φdµt (2.4.25)
for any φ ∈ D. That is, we can express derivatives along measure paths of
the function µ 7→ ∫ φdµ in terms of the flow-field αt. So αt seems to encode
first-order deformation information of µt.
The continuity equation can be used to characterize absolutely continuous
paths of measures.
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Theorem 2.4.12 (Characterization of absolutely continuous curves inW2(Rn)
[AGS08, Thm. 8.3.1]). When t 7→ µt is an absolutely continuous measure path
then there exists a flow-field t 7→ αt such that t-a.e. αt ∈ L2(µt,Rn) and (µt, αt)
satisfy the continuity equation (2.4.23) in the sense of distributions.
Conversely, if a narrowly continuous curve t 7→ µt satisfies the continuity
equation with some flow-field t 7→ αt with t 7→ ‖αt‖L2(µt,Rn) ∈ L1([0, 1]) then µt
is absolutely continuous and ‖αt‖L2(µt,Rn) is an admissible bounding function in
Definition 2.4.9.
The continuity equation allows us to reformulate the optimal transport prob-
lem explicitly in terms of a displacement interpolation, as discussed in the last
section:
Proposition 2.4.13 (Benamou-Brenier formula [AG13, Prop. 2.30]). Let µ, ν ∈
W2(Rn) be absolutely continuous measures with compact support. Then
W2(µ, ν) = inf
{∫ 1
0
‖αt‖L2(ρt)dt
}
, (2.4.26)
where the infimum is taken among all (ρt, αt) such that ρt is a weakly continuous
measure path with ρ0 = µ and ρ1 = ν and (ρt, αt) are a distributional solution
of the continuity equation (2.4.23).
For absolutely continuous measures on Rn it is rather simple to verify that
minimizers to (2.4.26) are in fact displacement interpolations. Let µ, ν ∈
W2(Rn) be two absolutely continuous measures and let T be the optimal trans-
port map of the Monge problem with c(x, y) = ‖x− y‖2, that is
ν = T]µ and W
2
2 (µ, ν) =
∫
‖T (x)− x‖2 dµ(x) . (2.4.27)
Then consider the measure path
ρt =
(
(1− t) · id +t · T )
]
µ (2.4.28)
and the flow-field path
αt = (T − id) ◦
(
(1− t) · id +t · T )−1 . (2.4.29)
It is easy to see that the pair (ρt, αt) is feasible for the optimization problem
(2.4.26) and that it attains the minimum. By construction we see that mass in
ρt travels along constant speed straight lines γt =
(
(1− t) · id +t ·T ), which are
the action minimizing curves in this setup.
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2.4.2.3 Tangent Space and Riemannian Inner Product
Let us now have a closer look at the continuity equation (2.4.23): assume (ρt, αt)
is a pair of measure and flow field that satisfy (2.4.23). Then, as discussed in
Remark 2.4.11 we know that αt encodes first order deformation information on
µt.
Now let us turn to the Benamou-Brenier formula (2.4.26): it states that
the distance between two elements µ, ν is given by finding the shortest path
between the two, where path length is measured by integrating along the path
a norm of something that encodes first-order deformation information.
These considerations have motivated Otto to view W2(Rn) informally as an
infinite dimensional Riemannian manifold [Ott01], see also [Vil03, Sect. 8.1.2]
for a discussion and [AG13, Sect. 2.3.2] for further analogies.
A problem that remains with this perspective is ambiguity of the deforma-
tion encoding: if ∇· (βt µt) = 0 in a distributional sense t-a.e., then (ρt, αt+βt)
will satisfy the continuity equation when (ρt, αt) does. So there are many ways
to encode the same measure deformation through different flow-fields. However,
there is a natural selection principle: it turns out that minimizers to (2.4.26)
lie in a particular subspace which we can interpret as representing the tangent
space of the manifold.
Definition 2.4.14 (The tangent space [AG13, Def. 2.31]). Let µ ∈ W2(Rn).
Then the tangent space Tan(µ) at µ is defined as
Tan(µ) ={∇u : u ∈ D}L
2(µ)
. (2.4.30)
Remark 2.4.15. The flow-fields α ∈ Tan(µ) should not so much be thought
of as tangent vectors themselves but more as representatives. We will refer to
functions u whose gradients represent tangent vectors as potential functions.
Comparing with (2.4.26) will tells us how the metric inner product on
Tan(µ) should look like. The expression ‖α‖L2(µ) can be interpreted as the
(pseudo-)norm of α, induced by the following inner product on Tan(µ):
〈α1, α2〉L2(µ) =
∫
〈α1, α2〉R2 dµ for α1, α2 ∈ Tan(µ) . (2.4.31)
2.4.2.4 A Geodesic Equation for Optimal Transport
So far our considerations on W2(Rn) as a Riemannian manifold have been
merely in terms of analogies. In [Lot08] the set of probability measures with
smooth density functions is treated as an infinite dimensional manifold in the
precise sense of [KM97]. Expressions for typical notions in differential geometry,
such as the Levi-Civita connection, parallel transport or the geodesic equation
are derived. It is however a very tedious task to extend these results in formally
rigorous way to less smooth settings.
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We will now recall some of the results from [Lot08] for the particular case
of optimal transport on a compact subset of Rn. Here, we will not explicitly
denote limitation but simply assume that we are on some compact subset, but
the set is large enough such that for all our purposes it looks like the whole Rn.
We consider the set Prob∞(Rn) of measures that are absolutely continuous and
have a smooth density function. Hence, concepts like the continuity equation
can be expressed directly in terms of flow-fields and density functions, and one
need not fall back on a distributional formulation.
The tangent space at a point µ ∈ Prob∞ is isomorphic to
Tan∞(µ) = {∇u : u ∈ C∞(Rn)} , (2.4.32)
where due to the additional smoothness, in contrast to Definition 2.4.14 we do
not consider the L2-completion. Any element in the tangent space describes a
local deformation of the footpoint measure as discussed in Remark 2.4.11. In
fact, due to the additional regularity, for α ∈ Tan∞(µ) we can explicitly model
this first order deformation through
t 7→ (id +t · α)]µ . (2.4.33)
Note that this path and α satisfy the continuity equation at t = 0.
More generally, a function u ∈ D and its gradient not only represent a
tangent vector at one footpoint µ, one can think of them as representing a
tangent vector at any footpoint on Prob∞(Rn), i.e. a vector field [Lot08, Sect. 2].
One then finds:
Proposition 2.4.16 (Covariant Derivative on Prob∞(Rn) [Lot08, Sect. 2]).
Let ∇u1,∇u2 represent two vector fields on Prob∞(Rn). Then the Levi-Civita
covariant derivative ∇u1u2 of u2 w.r.t. u1 is given by
(∇u1u2)i =
n∑
j=1
(∂ju1)(∂i∂ju2) . (2.4.34)
This can be interpreted as the change that the flow field ∇u2 exhibits when
being pushed along the flow induced by flow-field ∇u1.
This covariant derivative only applies to vector fields on Prob∞(Rn) for
which the vector at any footpoint is represented by the gradient of the same
static function u2. In general, this function can also change throughout the
manifold Prob∞(Rn). Let µt be a path in Prob∞(Rn) with tangent vector ∇ut
at time t and let ∇wt be a vector field on the path µt with potential function
wt at footpoint µt. Then the covariant derivative of ∇wt at µt w.r.t. ∇ut is
given by
(∇utwt)i =
2∑
j=1
(∂jut)(∂i∂jwt) + ∂t∂iwt . (2.4.35)
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This is the change of the vector field as given by Proposition 2.4.16, plus the
change induced by the change of the potential function wt along the path.
Since a vector ∇ut is specified by the unique potential ut, up to a constant,
one can for wt = ut, by suitably fixing this constant, express the covariant
derivative directly in terms of the potential function:
(∇utut) = ∇
(
1
2
‖∇ut‖2 + ∂tut
)
. (2.4.36)
Setting this, the covariant derivative of ut along itself, to zero, one finds the
geodesic equation on Prob∞(Rn) in terms of the potential function ut:
Proposition 2.4.17 ([Lot08, Prop. 4]). The geodesic equation on Prob∞(Rn)
in terms of the potential function ut is given by
∂tut +
1
2
‖∇ut‖2 = 0 . (2.4.37)
Remark 2.4.18. This geodesic equation is in fact known to be satisfied in a
more general setting as Prob∞(Rn). For absolutely continuous measures it is
also satisfied by minimizers to (2.4.26).
2.4.3 Auction Algorithm for Optimal Transport
We have now gone through various theoretical properties and aspects of optimal
transport in a continuous setting. At the end of the day however, we will have
to solve a discretized approximation on a computer.
2.4.3.1 Mass Splitting
Let us now consider the following setup: X and Y are finite, c : X × Y →
R ∪ {∞} is a cost function with smallest difference between non-equal values
δc > 0 (cf. Sect. 2.2.2.3), the measures µ ∈ Prob(X), ν ∈ Prob(Y ) shall be
decomposable into some ‘mass atom’, ∆m > 0, such that the mass assigned
to any x ∈ X, y ∈ Y will be an integer multiple of ∆m. This corresponds to
an approximation described in 2.4.1.4, obtained through sampling and binning,
where we have just joined all samples that were within the same bin.
In principle we can translate this approximation into an LAP by splitting ev-
ery x ∈ X, y ∈ Y into an appropriate number of nodes, each carrying one atom
∆m of mass. Then any LAP solver can be used for solving (see Sect. 2.2.1.3), in
particular the auction algorithm (Sect. 2.2.2). By applying suitable data struc-
tures this splitting can be made implicit and the auction algorithm does not
actually need to handle each mass atom separately. For example permutation
matrices will be replaced by couplings. Also, some modifications in the bidding
process are advisable to prevent inefficient competition between atoms origi-
nating from the same elements of X. Such a reformulation is given in [BC89,
Sect. 4], which we will now discuss. As with the standard auction algorithm
we flipped the signs relative to the original presentation (cf. Sect. 2.2.2.1).
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2.4.3.2 Implicit Mass Splitting
We will treat any measure in Prob(X),Prob(Y ),Prob(X × Y ) as vector of di-
mension |X|, |Y |, |X| · |Y | respectively and address its elements by x ∈ X, y ∈
Y, (x, y) ∈ X × Y respectively. For the description of the algorithm it is
convenient, to extend the set X by some placeholder element ♦, standing
for ‘unassigned’. We then initialize the algorithm with pi(x, y) = 0 for all
(x, y) ∈ (X \ {♦}) × Y and pi(♦, y) = ν(y) for all y, being interpreted as: all
mass from y is currently considered ‘unassigned’. All pairs (♦, y) for y ∈ Y will
be added to N . After convergence the row pi(♦, ·) can be dropped from pi. So
the variable pi will not be a feasible coupling between µ and ν when running
the algorithm. In analogy to the standard auction algorithm it can be viewed
as an ‘incomplete coupling’ (compare with (2.2.10)).
The auction algorithm implicitly splits any x ∈ X and y ∈ Y into small
mass atoms and solves the LAP on these atoms. As a result the dual variable β
may no longer be constant ‘within’ every y. Instead there will be one variable
β for every pair (x, y). Set all β(x, y) = βinit(y) for (x, y) ∈ (X ∪ {♦})× Y for
some initially given βinit(·).
During iterations a ‘homogeneous’ (in the sense that it has a unique value
for every y) dual variable β can be obtained by
β(y) = max{β(x′, y) : x′ ∈ X ∪ {♦}, pi(x′, y) > 0} . (2.4.38)
One finds that β (2.4.38) and the corresponding α via (2.2.7) satisfy ε-
complimentary slackness (2.2.11) throughout running of the algorithm. The
returned coupling pi is optimal if
ε < δc/min{|X|, |Y |} . (2.4.39)
For a detailed discussion and for a stepwise development from the standard auc-
tion algorithm via an explicit splitting into mass atoms to the implicit splitting
we refer to [BC89].
2.4.3.3 Main Loop
We can now describe the main loop of the algorithm.
Bidding Phase. For each x ∈ X \ {♦} where ∑y pi(x, y) < µ(x), consider the
collection
R(x) =
{
c(x, y)− β(x′, y) : y ∈ N (x),
x′ ∈ (X ∪ {♦} \ {x}) ∩N (y), pi(x′, y) > 0} (2.4.40)
and assume that the entries are arranged in ascending order, i.e. we have
R(x) =
{
c(x, y1)− β(x′1, y1), . . . , c(x, y|R(x)|)− β(x′|R(x)|, y|R(x)|)
}
(2.4.41)
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with c(x, yi)−β(x′i, yi) ≤ c(x, yi+1)−β(x′i+1, yi+1) for all 1 ≤ i ≤ |R(x)|−
1, and possibly x′i = ♦ for some i.
Let m be the smallest integer that satisfies
pi(x′1, y1) + . . .+ pi(x
′
m, ym) > µ(x)−
∑
y∈N (x)
pi(x, y) . (2.4.42)
Define new coupling entries pˆi(x, y) as follows:
pˆi(x, y) =

pi(x, y) if y 6= y1, . . . , ym
pi(x, y) +
∑
i=1,...,m−1 : yi=y pi(x
′
i, y) if y ∈ {y1, y2, . . . , ym−1}
µ(x)−∑y′∈N (x)\{ym} pˆi(x, y′) if y = ym
(2.4.43)
The value α′(x), corresponding to (7) in the LAP variant, is given by
α′(x) = c(x, ym)− β(x′m, ym) (2.4.44)
if pˆi(x, y) > 0 for more than one y ∈ Y . Otherwise set
α′(x) = c(x, ym′)− β(x′m′ , ym′) (2.4.45)
where m′ is the smallest integer which satisfies ym′ 6= y1.
x then submits a bid for any y where pˆi(x, y) > 0 with value bxy =
c(x, y)− α′(x)− ε.
Assignment Phase. For each y ∈ Y , let B(y) be the set of x ∈ X for which
y received a bid, corresponding to a positive hypothetical coupling entry
pˆi. Assume that B(y) is ordered in ascending bid value, i.e. for n¯ = |B(y)|
one has
B(y) = {x1, x2, . . . , xn} where bxiy ≤ bxi+1y for all i = 1, . . . , n¯− 1 .
(2.4.46)
Let m¯ = n¯ if
n¯∑
i=1
pˆi(xi, y) ≤ ν(y) (2.4.47)
and, otherwise, let m¯ be the smallest integer that satisfies
m¯∑
i=1
pˆi(xi, y) > ν(y) . (2.4.48)
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Then update the coupling pi for x ∈ N (y) as follows:
pi(x, y) :=

pˆi(x, y) if x ∈ {x1, . . . , xm¯−1}
pˆi(x, y)−max{0,∑m¯i=1 pˆi(xi, y)− ν(y)} if x = xm¯−1
0 else
(2.4.49)
and update β by setting β(x, y) = bxy for x ∈ {x1, . . . , xm¯}.
The two stages are repeated, until pi(♦, y) = 0 for all y.
Remark 2.4.19 (Complexity of auction algorithm for optimal transport). The
cost per bid in the auction algorithm for the linear assignment problem was
O(n). The worst case cost of determining (2.4.40) is O(n2) for finding the can-
didates and some more for sorting, leading to a higher complexity bound. Via
[BE88] an algorithm for OT could be constructed with the same complexity
bound as for the linear assignment problem. It turns out however that in prac-
tice the modifications made here make the algorithm robust to price haggling
(see Sect. 2.2.2.6) and thus lead to a better average complexity on practical
problems.
2.4.4 Assignment Regularization
Under sufficient regularity conditions the Monge formulation of optimal trans-
port guarantees that the optimal coupling is deterministic and induced by a
transport map T (Sect. 2.4.1.5). In the case of the LAP we know from Corol-
lary 2.2.2 that an optimal permutation matrix exists, which can also be inter-
preted as deterministic assignment T . Optimal transport and linear assignment
are often used on geometric problems. It is then usually a reasonable modelling
assumption that the map T is spatially regular. However such spatial regularity
is not explicitly implemented into the linear matching approach. Corresponding
extensions have therefore been proposed.
In this section we will briefly go through the approach presented in [FPPA13].
For simplicity we consider a partial linear assignment problem between two sets
X and Y with |X| ≤ |Y | and cost function c : X × Y → R. By extension of
X with dummy nodes this can be solved through the following linear program
(cf. Proposition 3.1.6 later on):
inf
 ∑
(x,y)∈X×Y
c(x, y)pi(x, y) : pi ∈ R|X|×|Y |+ s.t.
∑
y∈Y
pi(x, y) = 1 ∀ y ∈ Y
∑
x∈X
pi(x, y) ≤ 1 ∀ x ∈ X
 (2.4.50)
We now want to extend the functional by a geometric regularizer on the
assignment T . Since we are not optimizing over T , but over the coupling matrix
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pi, we must try to extract T from pi. We assume that X and Y are embedded
into some vector space (for example the image plane). Then from pi we can
extract for every x ∈ X the mean assignment
Tˆ (x, pi) =
∑
y∈Y
pi(x, y) y . (2.4.51)
The definition in [FPPA13, Sect. 3.2] is slightly more general since the X-
marginal of the coupling is not fixed during optimization and one needs to
normalize Tˆ (x) by the assigned mass.
Vˆ (x, pi) = Tˆ (x, pi)− x (2.4.52)
is then the vector field of mean relative mass displacement. For a vector field
on X and neighbourhood weights w : X ×X → R+ one can define a gradient
on vector fields by
grad(V, x, x′) = w(x, x′)
(
V (x′)− V (x)) . (2.4.53)
IfX is a regular pixel grid, w(x, x′) can be chosen 1 for adjacent pixels and 0 else.
On point clouds and super-pixels a suitable neighbourhood graph will have to
be introduced on X and the weights set accordingly, for example w(x, x′) = ‖x−
x′‖−1 for adjacent nodes, to obtain consistency with the directional derivative.
In [FPPA13] a regularizer of the form
Jp
(
Vˆ (·, pi)) = ∑
x,x′∈X
∥∥∥grad (Vˆ (·, pi), x, x′)∥∥∥p (2.4.54)
for some exponent p ≥ 1 is then proposed and introduced into the linear optimal
transport functional, yielding
E(pi) =
∑
(x,y)∈X×Y
c(x, y)pi(x, y) + Jp
(
Vˆ (·, pi)) . (2.4.55)
This functional is no longer linear in pi and can no longer be optimized with an
optimal transport solver. Nevertheless it is still convex and can be tackled for
reasonable instance sizes.
The benefit of this type of geometric regularization has been demonstrated
on the problem of color transfer [FPPA13] and it is likely to improve results on
other geometric assignment problems.
2.5 The Gromov-Wasserstein Distance
We have discussed earlier (Sect. 1.2.3) the significance of matchings between
shapes as a means of data interpretation and as a basis for a similarity measure.
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As was pointed out, ‘na¨ıve’ linear approaches are limited in their applicabil-
ity, in particular when it comes to invariance w.r.t. geometric transformations.
The metric approach to shape matching is a framework particularly devised to
obtain this kind of invariance. Central tools are the Gromov-Hausdorff and
the Gromov-Wasserstein distances. A very good motivation, overview and
mathematical study of the Gromov-Hausdorff/Wasserstein distances is given in
[Me´m11]. We will now briefly go through the results that are most relevant to
this work.
2.5.1 The (Gromov-)Hausdorff Distance
2.5.1.1 The Hausdorff Distance
We have already touched upon the importance of choosing a good representation
for shape. In the following we will describe shapes by metric spaces. This
comes quite natural, as we can for example model ‘the world’ or a given image
as Euclidean spaces. The metric space describing an object is then simply the
restriction of the ambient space to the object. One could then compare objects
by the Hausdorff distance. Let Z be the ambient space with metric d and let
X,Y ⊂ Z be subspaces, describing two objects. The Hausdorff distance is
defined by
DH(X,Y ) = max
{
sup
x∈X
inf
y∈Y
d(x, y), sup
y∈Y
inf
x∈X
d(x, y)
}
. (2.5.1)
By introducing the concept of correspondences we can reformulate (2.5.1) to
make the importance of shape matching for shape similarity more explicit.
Definition 2.5.1 (Correspondence [Me´m11, Def. 2.1]). For non-empty sets X
and Y , a subset R ⊂ X×Y is a correspondence (between X and Y ) if and only
if
• ∀x ∈ X there exists y ∈ Y s.t. (x, y) ∈ R,
• ∀ y ∈ Y there exists x ∈ X s.t. (x, y) ∈ R.
Let Corr(X,Y ) denote the set of all possible correspondences between X and
Y .
A correspondence in Corr(X,Y ) can be interpreted as a multivalued assign-
ment between X and Y . We then find:
Proposition 2.5.2 ([Me´m11, Prop. 2.1]). For a compact metric space (Z, d)
the Hausdorff distance between two sets X,Y ⊂ Z can be expressed as
DH(X,Y ) = inf
R∈Corr(X,Y )
sup
(x,y)∈R
d(x, y) . (2.5.2)
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2.5.1.2 Geometric Invariance
It is obvious that the standard Hausdorff distance is not a good measure of
shape similarity. For a given ambient space (Z, d), when Y is the image of X
under translation we intuitively sayX and Y are of the same shape. Nonetheless
we will find DH(X,Y ) > 0. A solution could be to explicitly take into account
isometries on the ambient space Z:
T = {ϕ : Z → Z : d(ϕ(z), ϕ(z′)) = d(z, z′) ∀ z, z′ ∈ Z} (2.5.3)
We can then define an isometry invariant extension of the Hausdorff distance
by
DTH(X,Y ) = inf
ϕ∈T
DH
(
X,ϕ(Y )
)
. (2.5.4)
Naturally this is not limited to the Hausdorff distance, but can be done for
any non-invariant similarity measure. Also, in principle the set of transforma-
tions T need not be restricted to rigid isometries: for example, one could also
take into account rescaling and transformations that correspond to changes in
pose. Due to the explicit role of the ambient space and its invariance trans-
formations we will refer to this type of invariance as extrinsic. We will next
develop a corresponding intrinsic notion.
2.5.1.3 Intrinsic Invariance
For the Hausdorff distance and its isometry invariant extension (2.5.4) we have
represented a shapes X,Y as a metric spaces that were subspaces of an ambient
space Z, the metric being induced by restrictions. Let us now consider X as a
metric space in its own right, with no reference to a distinct ambient space and
try to find a direct means of comparison. This has some important advantages:
First, one can choose a metric on X that is more meaningful than the re-
stricted ambience metric of Z. For example let Z = Rn and let X be some
articulated object. Then, when we change the pose of X, the Euclidean dis-
tance between points of X, as induced by the embedding X → Z may change
significantly, while X basically remains the same object. If instead we equip X
with a geodesic metric, based on the length of paths running only within X,
then distances between points in X will be approximately invariant under pose
changes of X (Fig. 2.2).
Second, the notion of an ambient space might not always be available, for
example if X were a graph. Thus, by working without an ambient space the
approach will become applicable to a wider set of problems.
This proposal implies that information on the shape of X will no longer
be encoded in both the metric on X and a set of allowed transformations on
Z, but exclusively in the metric of X, which one might find more aesthetically
pleasing.
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Figure 2.2: Pose invariance of geodesic metric: a humanoid shape is given in
two different poses. Color coding gives the geodesic distance to a point in the
left hand. The distance is approximately equal in both versions, despite the
pose change.
A way to directly compare the structure of two metric spaces is the Gromov-
Hausdorff distance, which we will discuss next.
2.5.1.4 The Gromov-Hausdorf Distance
Definition 2.5.3 (Gromov-Hausdorff distance [Gro07, Def. 3.4]). Let X,Y be
metric spaces. Then the Gromov-Hausdorff distance between them is given by
DGH(X,Y ) = inf
Z,f,g
DH
(
f(X), g(Y )
)
(2.5.5)
where the infimum runs over all metric spaces Z and isometric embeddings
f : X → Z, g : Y → Z.
The Gromov-Hausdorff distance is a metric on the space of equivalence
classes of compact metric spaces ([Gro07, Rem. 3.1112 ], also [Me´m11, Prop. 4.1]).
Of course formula (2.5.5) is impractical from a numerical point of view: min-
imizing over the set of metric spaces is certainly not explicitly feasible on a
computer. [Me´m11, Table 1] gives a list of equivalent formulations. We will
here focus on the following form in terms of correspondences:
DGH(X,Y ) = inf
R∈Corr(X,Y )
sup
(x,y),(x′,y′)∈R
Γ(x, y, x′, y′) (2.5.6)
with
Γ(x, y, x′, y′) = |dX(x, x′)− dY (y, y′)| (2.5.7)
where dX , dY are the metrics on X,Y . This is considerably more concrete than
(2.5.5). However, due to the combinatorial nature (2.5.6) is still very difficult to
handle from a numerical point of view. We will next discuss a smooth relaxation
based on concepts from mass transportation.
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2.5.2 The Gromov-Wasserstein Distance
2.5.2.1 Mass Transport Relaxation
Let Z be a compact Polish space, let µ, ν ∈ Prob(Z) and let X = sptµ, Y =
spt ν. In Sect. 2.4.1.3 we have introduced the Wasserstein distances Wp, p ∈
[1,∞[ on sufficiently regular probability measures on Z by minimization over
the set of couplings (2.4.1). In Sect. 2.5.1.1 the Hausdorff distance was defined
for subsets of Z by minimizing over the set of correspondences (Def. 2.5.1). We
see that both distances are constructed in terms of minimization over a suitable
notion of matching between the two objects in question. Let us have a closer
look at the relation between Wp and DH.
From [Me´m11, Lem. 2.2] we know that
pi ∈ Π(µ, ν) ⇒ sptpi ∈ Corr(sptµ, spt ν) .
A reasonable extension of the definition of Wp to p =∞ is given by (cf. [Me´m11,
Def. 2.4])
W∞(µ, ν) = inf
pi∈Π(µ,ν)
sup
(x,y)∈spt(pi)
d(x, y) . (2.5.8)
So we can conclude [Me´m11, Cor. 2.1] that
DH(X,Y ) ≤W∞(µ, ν) . (2.5.9)
We can thus interpret the Wasserstein distances as a relaxation of the Haus-
dorff distance. There are two important differences: First, the optimization in
DH is combinatorial, the problem underlying the computation of Wp for finite
p is smooth and convex. Second, the Hausdorff distance is defined between
sets, the Wasserstein distances are defined between measures. The additional
information contained in the measure can be interpreted as a description of
importance of elements in the support.
We will now try to find a relaxation of the Gromov-Hausdorff distance based
on mass transportation that is related to the Gromov-Hausdorff distance in the
way that the Wasserstein distances are related to the Hausdorff distance. To
that end we will from now on represent shapes by both a metric and a measure.
Definition 2.5.4 ([Me´m11, Def. 5.1]). A metric measure space (mm-space) is
a triple (X, d, µ) where
• (X, d) is a compact metric space,
• and µ is a Borel probability measure on X, i.e. µ(X) = 1, and µ has full
support: sptµ = X.
When it is clear from the context, sometimes the triple (X, d, µ) will be denoted
only by X or µ. Two mm-spaces (X, dX , µ), (Y, dY , ν) are isomorphic if there
exists an isometry ψ : X → Y such that ψ]µ = ν.
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We are then ready to define:
Definition 2.5.5 (Gromov-Wasserstein distance [Me´m11, Def. 5.7]). For two
mm-spaces (X, dX , µ), (Y, dY , ν) and p ∈ [1,∞] the Gromov-Wasserstein dis-
tance DGW,p(µ, ν) is given by
DGW,p(µ, ν) = inf
pi∈Π(µ,ν)
Jp(pi) (2.5.10a)
with
Jp(pi) =
1
2
(∫
X×Y
∫
X×Y
Γ(x, y, x′, y′)p dpi(x, y) dpi(x′, y′)
)1/p
(2.5.10b)
for p <∞ and
J∞(pi) =
1
2
sup
(x,y),(x′,y′)∈sptpi
Γ(x, y, x′, y′) . (2.5.10c)
Some central properties of DGW,p are proved in [Me´m11, Thm. 5.1], in
particular that it metrizes the collection of isomorphism classes of mm-spaces
and that
DGH(X,Y ) ≤ DGW,∞(µ, ν) , (2.5.11)
which is the equivalent of (2.5.9).
Remark 2.5.6 (Relation to the QAP). Let X and Y be discrete, |X| = |Y | <
∞, and µ, ν be the (normalized) counting measures on X and Y . Then the
problem (2.5.10) for p < ∞ is related to the quadratic assignment problem
(2.3.2) (the quadratic bottleneck problem (2.3.3) for p =∞) as (2.2.5) is related
to (2.2.3). That is, the set of permutation matrices to optimize over is relaxed
to the set of doubly stochastic matrices. Since the objective functional is not
linear (and the quadratic form is in general non-definite), its optimizers need
not lie at the vertices of the feasible polytope. So there is no equivalent to
Corollary 2.2.2. Also this means that computing DGW,p is not necessarily NP-
hard.
We should still regard the formal similarity as a warning that computing
DGW,p is not an easy problem.
2.5.2.2 Lower Bounds
The computational complexity of solving the problem underlying DGW,p (or
to find sufficiently good suboptimal solutions) suggest the application of less
expensive lower bounds, in particular when many problem instances need to
be solved or when DGW,p is only a part of the total problem, as it will be in
Sect. 3.1.
In [Me´m11] three lower bounds are discussed. We will now discuss the one
we will later apply in Sect. 3.1.
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Definition 2.5.7 (Relaxed linearization of the Gromov-Wasserstein distance
[Me´m11, Def. 6.3]). Let (X, dX , µ), (Y, dY , ν) be two metric measure spaces and
p ∈ [1,∞[. Then define
DLinGW,p(µ, ν) = inf
pi∈Π(µ,ν)
1
2
(∫
X×Y
cLinGW,p(µ, ν;x, y) dpi(x, y)
)1/p
(2.5.12a)
with
cLinGW,p(µ, ν;x, y) = inf
pi′∈Π(µ,ν)
∫
X×Y
Γ(x, y, x′, y′)p dpi′(x′, y′) . (2.5.12b)
We immediately find:
Proposition 2.5.8 ([SS13c, Prop. 4.1]).
DLinGW,p(µ, ν) ≤ DGW,p(µ, ν) (2.5.13)
Proof. Problem (2.5.12) can be transformed into problem (2.5.10) by adding
the additional constraint pi′ = pi for all (x, y) ∈ X × Y in (2.5.12b).
Remark 2.5.9 (Relation to Gilmore-Lawler QAP bound). Adopting the sce-
nario of Remark 2.5.6 the bound DLinGW,p corresponds to the Gilmore-Lawler
bound (Def. 2.3.3). There is a slight difference in the constraints for computing
cLinGW,p(x, y): in the Gilmore-Lawler bound the assignment pi
′(x, y) = µ(x) =
ν(y) is fixed. Beyond that, both objective functions (2.5.12a) and (2.5.12b) are
linear, the binary-ness constraint of the QAP does not matter and both relax-
ations (Gilmore-Lawler to QAP, DLinGW,p to DGW,p) are identical (cf. Corol-
lary 2.2.2).
Remark 2.5.10 (Interpretation of DLinGW,p). As with the Gilmore-Lawler
bound the interpretation of this relaxation is very simple (cf. Remark 2.3.4): for
the computation of cLinGW,p(µ, ν;x, y) we fix the hypothetical assignment x↔ y
and see how well the rest of the mm-spaces can be matched w.r.t. the distances
to x and y respectively. The final matching with cLinGW,p(µ, ν; ·, ·) as cost
function corresponds then to finding the optimal consistent set of assignment
hypotheses.
All involved sub-problems for computing DLinGW,p are standard linear pro-
grams. However, in a numerical implementation na¨ıvely |X| · |Y | sub-problems
for computing cLinGW,p(µ, ν;x, y) need to be solved, each containing |X| · |Y |
variables. The cost for this quickly becomes prohibitive when the cardinality of
X and Y increases. Throughout this thesis we will repeatedly address the ques-
tion of how DLinGW,p and various extensions can be computed more efficiently.
We will start by the following observation, which helps greatly reducing the
dimensionality of the sub-problems to compute cLinGW,p(µ, ν;x, y) in numerical
implementations.
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Definition 2.5.11 (Radial mass distribution). For an mm-space (X, dX , µ)
define the measure valued map
RadDistX : X → Prob(R+), x 7→ dX(x, ·)]µ , (2.5.14)
which assigns every point x the radial distribution of mass around that point.
In Sect. 3.1.4 it will be shown that cLinGW,p(µ, ν;x, y) can be computed
by solving a suitable optimal transport problem between RadDistX(x) and
RadDistY (y). This means cLinGW,p(µ, ν;x, y) can be computed by solving an
optimal transport problem on the real line, which can for larger problems be dis-
cretized with reasonable accuracy by much fewer bins than both the cardinality
of X and Y , reducing the involved computational cost.
A weaker relation between cLinGW,p and RadDistX,Y that allows for an even
cheaper lower bound on DLinGW,p is proved in [Me´m11, Cor. 6.3]. In Exam-
ple 5.6, ibid., it is shown that the radial mass distributions do not uniquely
characterize a mm-space. So this relaxation is no longer a distance, because
different mm-spaces can have the same radial mass distributions and thus zero
DLinGW,p-‘distance’ between them.
Remark 2.5.12 (Connection to the Koopmans-Beckmann QAP (2.3.1)). For
the particular case p = 2 and the setup of Remark 2.5.6 the Gromov-Wasserstein
distance resembles the Koopmans-Beckmann QAP (2.3.1):
Up to renormalization of the permutation matrices (to turn them into prob-
ability measures) computing the Gromov-Wasserstein distance boils down to
inf
12
n∑
i,j,k,l=1
(
dX(xi, xj)− dY (yk, yl)
)2
Pik Pjl : P ∈ Stochn
 . (2.5.15)
We can rewrite the objective function as follows:
1
2
n∑
i,j,k,l=1
(
dX(xi, xj)− dY (yk, yl)
)2
Pik Pjl (2.5.16)
=
n∑
i,j,k,l=1
(
1
2
(
dX(xi, xj)
)2 − dX(xi, xj) dY (yk, yl) + 1
2
(
dY (yk, yl)
)2)
Pik Pjl
(2.5.17)
For any feasible P ∈ Permn the first and the third term will be constant and can
be dropped during optimization. We are left with the middle term which takes
the required form. Then, according to Remark 2.3.5 one can greatly reduce the
computational effort for computing the relaxed Gromov-Wasserstein distance.
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2.5.2.3 A Discussion
In the previous sections we have discussed two alternative approaches for con-
structing transformation invariant shape similarity measures based on match-
ing: extrinsic and intrinsic. In Sect. 2.5.1.2 explicit modelling of invariance via
optimization of a non-invariant similarity measure over a corresponding set of
transformations has been proposed. In Sections 2.5.1.3 and 2.5.1.4 invariance
was obtained by completely stripping of any reference to the ambient space of
the object, encoding all information about shape in the intrinsic metric.
In this thesis we will use both methods to construct invariant geometric
shape priors. In Sect. 3.1 we will present a functional based on the linear relax-
ation of the Gromov-Wasserstein distance (Def. 2.5.7), an intrinsic approach.
An extrinsic approach with explicit modelling of invariance transformations
through the Riemannian structure of optimal transport (Sect. 2.4.2) is devel-
oped in Chapter 4. Here, let us briefly compare the advantages and difficulties
in both variants.
The intrinsic variant works without optimization over a set of transforma-
tions. This allows for a completely convex approach through suitable relax-
ations, however, at the cost of losing some of the descriptive power. For one,
the metric will have to be static and cannot depend on the object’s current con-
figuration. This limits the implementation of pose invariance. Second, due to
the absence of an explicit low-dimensional variable describing the transforma-
tion underlying the shape matching, geometric regularity of the shape matching
is a difficult challenge which we address in Sect. 3.2.
The explicit transformation modelling of the extrinsic approach leaves us
with a non-convex functional which cannot be optimized in a straight-forward
fashion. In return, we gain more flexibility in shape modelling: shape similarity
is no longer solely based on the near-isometry assumption. Instead we can also
model non-isometric variations. Also, regularity of the underlying assignments
is automatically encouraged. It is shown in Sect. 4.1 that from a modelling
perspective this approach is equivalent to well-established contour manifolds.
Both approaches address the difficult problem of simultaneous shape opti-
mization and matching. Hence, we cannot expect to find functionals that are
computationally cheap to optimize. By substituting the combinatorial simi-
larity measures with their mass transport relaxations (cf. Sect. 2.5.2.1) both
problems can be turned into computationally more approachable forms. But
the na¨ıve complexities even of the approximations that we use are still huge.
It is not uncommon however for problems inspired by computer vision, that
while the general problem class is generally unfeasible, practical problem in-
stances are de facto much simpler and one can hope for efficient solvers for at
least those cases. The key question is then how to ‘extract the simpleness’. In
Chapter 5 hierarchical coarse-to-fine schemes are proposed as a means of doing
just that.
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2.6 Contour Manifolds, Flows, Diffeomorphisms and
Poisson’s Equation
In Chapter 4 we will introduce a connection between the shape representations
in terms of parametrized contours and indicator functions, to combine the ad-
vantages of the former in terms of shape modelling with those of the latter
in terms of local appearance matching. More precisely we will show that the
manifold of closed simple contours is diffeomorphic to a submanifold of the
‘manifold’ of measures as introduced in Sect. 2.4.2.
In this section we will first summarize some facts on this contour manifold.
Then some background on flows and their induced diffeomorphisms as well
as on Poison’s equation are given. These tools are required to establish the
diffeomorphism in Sect. 4.1. A shape prior based thereon is then discussed in
Sect. 4.2.
2.6.1 Contour Manifolds
The set of embeddings of the unit circle S1 into R2 can formally be treated
as infinite dimensional manifold. A comprehensive framework is laid out in
[KM97] and an overview is given for example in [MM06]. We now summarize
the facts that are relevant for this thesis.
Definition 2.6.1 (Space of smooth mappings, manifold of embeddings, mani-
fold of submanifolds [SS13a, Def. 2.1]). Denote by C∞(S1,R2) the vector space
of smooth mappings from S1 into R2, equipped with the topology of uniform
convergence in all derivatives and spatial components. By Emb we denote the
set of C∞-embeddings S1 → R2. It is an open submanifold of C∞(S1,R2).
Its tangent bundle TEmb is given by Emb × C∞(S1,R2). Let Diff be the Lie
group of C∞-diffeomorphisms on S1. Then, by B we denote the quotient set
Emb/Diff of equivalence classes in Emb, two contours in Emb being equivalent
if there is a reparametrization in Diff that transforms one into the other by
right composition. That is for c1, c2 ∈ Emb have c1 ∼ c2 if c2 = c1 ◦ϕ for some
ϕ ∈ Diff.
The set B of equivalence classes [c] on Emb is then itself a smooth manifold
and the continuous map
pi : Emb→ B, c 7→ [c] (2.6.1)
that takes contours to their equivalence class is a principal bundle with total
space Emb, base space B and structure group Diff.
The relevant parts of [KM97] for this definition are: Sect. 6.1, Thm. 42.1 for
the structure of C∞(S1,R2), Thm. 44.1 for the principal bundle (Emb, pi,B,Diff).
For a given contour c ∈ Emb we denote by nc ∈ C∞(S1,R2) its outward
pointing unit-normal field.
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Definition 2.6.2 (Vertical and horizontal bundle, horizontal lifting [KM97,
Sect. 37] [SS13a, Def. 2.2]). The vertical bundle on Emb with respect to pi,
V Emb = kerDpi, is at each point c ∈ Emb the set of tangent vectors
VcEmb =
{
a ∈ TcEmb = C∞(S1,R2) : 〈a(θ), nc(θ)〉R2 = 0∀ θ ∈ S1
}
(2.6.2)
which are locally orthogonal to the normal field nc on c. A corresponding choice
for the horizontal bundle is then given by
HcEmb =
{
a · nc : a ∈ C∞(S1,R)
}
. (2.6.3)
This is the orthogonal complement of VcEmb w.r.t. the L
2-inner product on
TcEmb.
The projection pi : Emb→ B induces an isomorphism
pic,∗ : HcEmb→ Tpi(c)B (2.6.4)
whose inverse is referred to as horizontal lift. For every tangent vector v ∈
Tpi(c)B there is a unique horizontal vector field a ∈ HcEmb such that pic,∗(a) = v.
Lemma 2.6.3 (Horizontal Parametrization [SS13a, Lemma 2.3]). Any C1
contour-family [0, 1] 3 t 7→ ct ∈ Emb can be reparametrized such that c˙t =
at · nct, at ∈ C∞(S1,R), i.e. such that the temporal deformation is normal to
the contour and the tangent vectors lie in the horizontal bundle.
The proof is analogous to that of the proposition in [MM06, Sect. 2.5], see
also discussion ibid., Sect. 2.3.
Remark 2.6.4. Based on Lemma 2.6.3, in the course of this paper, we will
always describe contour deformations by scalar fields, that give the local defor-
mation along the normal field, i.e. within the horizontal bundle. By aid of the
unit normal-field on contours we will canonically identify
HEmb ∼= Emb× C∞(S1,R) . (2.6.5)
We show next that diffeomorphisms ϕ ∈ Diff preserve horizontal lifting.
Proposition 2.6.5 ([SS13a, Prop. 2.5]). For any v ∈ T[c]B and ϕ ∈ Diff have(
pi−1c,∗ (v)
) ◦ ϕ = pi−1c◦ϕ,∗(v) . (2.6.6)
This implies that any element in the tangent bundle TB can be represented by
an equivalence class [(c, a)] in HEmb, equivalence (c1, a1) ∼ (c2, a2) holding
when there is some ϕ ∈ Diff such that c2 = c1 ◦ ϕ and a2 = a1 ◦ ϕ.
52 Mathematical Background
Proof. Let c1 ∈ Emb and c2 = c1 ◦ ϕ for some ϕ ∈ Diff. Let further v ∈ T[c1]B
and let a1 = pi
−1
c1,∗(v). There is then a horizontal C
1-path c1,t in Emb with
∂tc1,t|t=0 = a1. The path c1,t ◦ ϕ is a horizontal path through c2 at t = 0. By
differentiation we find that it is tangent to a2 = a1 ◦ ϕ in t = 0 with a2 ∈
Hc2Emb. Since pi(c1,t) = pi(c2,t) for all times, we must have that Dpi(c1, a1) =
Dpi(c2, a2) = ([c1], v). Hence pic2,∗(a2) = v and therefore a2 = pi−1c2,∗(v). This
establishes (2.6.6).
Hence, analogously to Emb, we introduce an equivalence relation on HEmb
by stating (c1, a1) ∼ (c2, a2) if c2 = c1 ◦ϕ and a2 = a1 ◦ϕ for some ϕ ∈ Diff. We
can then represent the point ([c1], v) ∈ TB by the equivalence class [(c1, a1)] in
HEmb. By virtue of (2.6.6) all elements in [(c1, a1)] consistently represent the
same element ([c1], v) and by virtue of horizontal lifting we know that every
point in ([c], v) ∈ TB has a representing equivalence class with one element in
HcEmb for every c ∈ [c].
Finally we need to establish how to verify convergence on B.
Proposition 2.6.6 (Convergence on B [SS13a, Prop. 2.6]). A sequence [cn] in
B converges to some [c] ∈ B if and only if there is a sequence c′n and a point c′
in Emb with c′n ∈ [cn] for all n and c′ ∈ [c] such that c′n → c′ in Emb.
Proof. The ‘if’ part follows immediately from the continuity of pi. The ‘only if’
part works as follows: let U be an open neighbourhood of [c] in B such that
pi−1(U) ' U × Diff. Then, since [cn] → [c], all [cn] will eventually lie in U .
We can then pick any element ϕ from Diff and employ the local isomorphism
of the fiber bundle to turn the sequence ([cn], ϕ) into some sequence in Emb
converging to the c corresponding to ([c], ϕ).
2.6.2 Flows and Diffeomorphisms
Flow-fields and the diffeomorphisms they induce are important tools in this the-
sis because of the way they act on subsets of R2. We collect some corresponding
facts.
Let B denote the open unit ball in R2 centered at the origin and
B0 = {x ∈ B : x1 = 0}, B+ = {x ∈ B : x1 > 0}, B−{x ∈ B : x1 < 0} .
(2.6.7)
Definition 2.6.7 ([DZ11, Def. 3.1] [SS13a, Def. 2.7]). A subset Ω ⊂ R2 is
locally of class Ck if for any x ∈ ∂Ω there exists a neighbourhood U(x) of x
and a map gx ∈ Ck
(
U(x), B
)
with inverse g−1 ∈ Ck(B,U(x)) such that
gx
(
int Ω ∩ U(x)) = B+, gx(∂Ω ∩ U(x)) = B0 . (2.6.8)
If gx and g
−1
x are also bi-Lipschitzian for all x ∈ ∂Ω then Ω is said to be
locally k-Lipschitzian.
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If an open set Ω of class C∞ is simply connected, its boundary ∂Ω is dif-
feomorphic to S1 and can be parametrized by a map c ∈ Emb.
In the context of image segmentation an important type of shape functionals
is the integration of a given function over the interior of the shape. The following
Lemma gives the derivative of such an integration in the contour representation
w.r.t. a contour deformation.
Lemma 2.6.8 (Shape Derivative). For a family of contours [0, 1] 3 t 7→ ct ∈
Emb which is C1 in time and for some φ ∈ C∞loc(R2)
d
dt
∫
Ω(ct)
φdt =
∫
∂Ω(ct)
φ 〈c˙t ◦ c−1t , nct ◦ c−1t 〉 ds . (2.6.9)
Proof. By virtue of [DZ11, Chap. 4, Sect. 3.3.2], for any given time t˜ ∈ [0, 1], we
can use the normal component of the time derivative of ct and extend it to some
C∞-field around the boundary. This field will only describe the deformation
correctly up to first order in t, being exact only in t˜ itself. This is however
sufficient to apply [DZ11, Chap. 9, Thm. 4.2] for this instant. As we can do
this for any t, the proof is complete.
Now we make some definitions similar to [You10, Sect. 8.2.1]. The goal is to
establish existence and regularity of diffeomorphisms associated to flow-fields
by integration.
For some bounded open Ω ⊂ R2 and a positive integer p we denote by
Cp0 (Ω,R
2) the Banach space of continuously differentiable vector fields α on Ω,
such that the support of α and its derivatives up to p-th order lies within Ω.
Denote the corresponding norm by
‖α‖Ω,p,∞ =
∑
I : |I|≤p
‖∂Iα‖Ω,∞ (2.6.10)
with ‖ · ‖Ω,∞ denoting the supremum-norm on Ω.
We then define the set of absolutely integrable functions from [0, 1] to
Cp0 (Ω,R
2) by
Xp(Ω) = {α : [0, 1]→ Cp0 (Ω,R2) : ‖α‖Xp(Ω) <∞}
with
‖α‖Xp(Ω) =
∫ 1
0
‖αt‖Ω,p,∞ dt . (2.6.11)
Given these regularity conditions, we find:
Theorem 2.6.9 ([You10, Thms. 8.7,8.9]). A flow-field path α ∈ Xp(Ω) induces
a family of diffeomorphisms ϕt, t ∈ [0, 1], on Ω via the differential equation
∂tϕt = αt ◦ ϕt, ϕ0 = id . (2.6.12)
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ϕt is p-times differentiable and for all I with |I| ≤ p have
∂t∂Iϕt = ∂I(αt ◦ ϕt) (2.6.13)
with corresponding initial conditions.
We will later need the following small Lemma, based on the theorem above.
Lemma 2.6.10 (Uniform convergence of ϕt). For α ∈ Xp(Ω) the corresponding
family of diffeomorphisms ϕt according to Theorem 2.6.9 is continuous in time
w.r.t. uniform convergence in its derivatives up to p-th order.
Proof. In 0-th order we have
‖ϕt1 − ϕt2‖Ω,∞ ≤
∫ t2
t1
‖∂tϕt‖Ω,∞ dt =
∫ t2
t1
‖αt‖Ω,∞ dt→ 0 as t1 → t2 .
(2.6.14)
For all orders from 1 up to p the proof can be established by induction: accord-
ing to Theorem 2.6.9 for any multi-index I, 1 ≤ |I| ≤ p have
∂t∂Iϕt = ∂I(αt ◦ ϕt) (2.6.15)
Using [You10, Lemma 8.3] to disentangle the expression one finds
=
∑
j
(
(∂jαt) ◦ ϕt
)(
∂I(ϕt)j
)
+ Ct (2.6.16)
where Ct is a combination of derivatives up to order |I| − 1 of ϕt and of deriva-
tives up to order |I| of αt. Assuming the Lemma holds for orders up to |I|−1 and
using the assumption α ∈ Xp(Ω), we can find some bound Cˆt with Cˆt ≥ ‖Ct‖Ω,∞
and
∫ 1
0 Cˆtdt <∞. Consider then the following ODE:
∂tϕˆt = αˆt ϕˆt + Cˆt with αˆt =
∑
j
‖∂jαt‖Ω,∞ (2.6.17)
For some initial condition ϕˆ0 ≥ maxj ‖∂I(ϕ0)j‖Ω,∞ the continuous solution ϕˆt
to (2.6.17) will satisfy ϕˆt ≥ maxj ‖∂I(ϕt)j‖Ω,∞. One then has
‖∂Iϕt1 − ∂Iϕt2‖Ω,∞ ≤
∫ t2
t1
‖∂t∂Iϕt‖Ω,∞ dt ≤
∫ t2
t1
αˆt ϕˆt + Cˆt dt→ 0 as t1 → t2 .
(2.6.18)
For |I| = 1 one finds Ct = 0, i.e. the first step holds. The higher orders then
follow from induction.
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2.6.3 Poisson’s Equation
In Section 4.1 the differential of the diffeomorphism between the manifold of
contours and the counterpart on the measure manifold will be defined through
solutions to Poisson’s equation with appropriate data terms. For the analysis
of this map general facts on existence, uniqueness and smoothness properties
of solutions to Poisson’s equation will be used.
We assume for now that Ω ⊂ R2 is a simply connected, bounded, open set
with a Lipschitz-continuous boundary.
Lemma 2.6.11 ([GR86, Thm. 2.5]). The operator γn : C
∞(Ω,R2)→ C∞(∂Ω)
mapping a vector to its normal component on the boundary, can be continuously
extended to an operator γ˜n : H(div; Ω)→ H−1/2(∂Ω).
The following Green’s formula holds:∫
Ω
u·(∇q) dx+
∫
Ω
(div u)q dx =
∫
∂Ω
(u·n)q ds, u ∈ H(div; Ω), q ∈ H1(Ω),
(2.6.19)
where the integral on the r.h.s. is understood as the duality pairing between
H−1/2(∂Ω) and H1/2(Ω).
The following Lemma can be deduced from the basic theory of elliptic PDEs
[GR86, Prop. 1.2, Cor. 2.7].
Lemma 2.6.12. Let g ∈ H−1/2(∂Ω) be given. Then the mapping F˜ : H−1/2(∂Ω)
→ H(div; Ω) given by α = F˜ (g) = ∇u, where u is up to a constant the unique
solution to the Neumann problem
∆u = f in Ω,
∂u
∂n
= g on ∂Ω, f =
1
|Ω|
∫
∂Ω
gds, (2.6.20)
maps g to the unique vector field α with constant divergence divα = f and
normal component γ˜n(α) = n · α = g.
The solution u to (2.6.20) inherits additional regularity of the data as fol-
lows.
Theorem 2.6.13 ([GR86, Thm. 1.10]). Let Ω ⊂ R2 be a locally (m + 1)-
Lipschitzian domain with boundary ∂Ω and assume that the data f and g satisfy
f ∈Wm,p(Ω), g ∈Wm+1−1/p,p(∂Ω), 1 < p <∞. (2.6.21)
Then [u] ∈Wm+2,p(Ω)/R and there exists a constant C = C(m, p,Ω) such that
‖[u]‖Wm+2,p(Ω)/R ≤ C(‖f‖Wm,p(Ω) + ‖g‖Wm+1−1/p,p(∂Ω)). (2.6.22)
Based on the assumptions of Theorem 2.6.13 and the Sobolev embedding
theorem [GR86, Thm. 1.3], the continuous injection
Wm,p(Ω) ↪→ Cn(Ω), 1/p < (m− n)/2 (2.6.23)
holds.
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Remark 2.6.14. Theorem 2.6.13 in fact holds for more general differential
operators than the Laplacian. The weak solution to (2.6.20) is given by the
minimizer of
E(u,Ω, f, g) =
1
2
∫
Ω
‖∇u‖2 dx+
∫
Ω
f u dx−
∫
∂Ω
g u ds (2.6.24)
over u ∈ H1(Ω)/R. More generally, Theorem 2.6.13 holds for minimizers of
functionals of the type
E(u,Ω, A, f, g) =
1
2
∫
Ω
〈A∇u,∇u〉dx+
∫
Ω
f u dx−
∫
∂Ω
g u ds (2.6.25)
with spatially varying matrix A ∈ Cm+1(Ω,R2×2) such that there are constants
0 < λ < Λ with
λ‖r‖2
R2
≤ 〈A(x)r, r〉 ≤ Λ‖r‖2
R2
(2.6.26)
for all x ∈ Ω and r ∈ R2.
In particular the dependency of the constant C on A is only through the
parameters λ,Λ and on upper bounds to the supremum norms supx∈Ω |∂IAij(x)|
of derivatives up to order m + 1 of coefficients of A. That is, for a set of
matrices for which common λ,Λ and common upper bounds can be found, the
same constant C in Theorem 2.6.13 can be applied uniformly. For a detailed
exposition of regularity results based on C∞ assumptions, we refer to [Sch59,
ADN59].
Now we adopt the settings for the main part of this paper, that is Ω is
of class C∞, bounded and simply connected, f is constant as in (2.6.20) and
g ∈ C∞(∂Ω). First we establish additional regularity of the images F˜ (g) in
Lemma 2.6.12. If m, p → ∞, as in this setting, then n < m − 2/p → ∞. In
view of the isomorphism established by equation (2.6.19) due to Lemma 2.6.12,
we conclude
Proposition 2.6.15. Let Ω ⊂ R2 be a C∞ domain, g ∈ C∞(∂Ω) and f =
|Ω|−1 ∫∂Ω g ds. Then there is a unique vector field α ∈ C∞(Ω,R2) with 〈α, n〉 =
g and divα = f , given by the unique solution to the corresponding Neumann
problem (2.6.20).
Chapter 3
Relaxed Gromov-Wasserstein
Distance
3.1 Relaxed Gromov-Wasserstein Distance
3.1.1 Setup and Overview
3.1.1.1 A Proposal for a Shape Prior Functional
In Section 2.1 we have briefly discussed some standard functionals for super-
vised image segmentation based on local criteria such as appearance and local
boundary regularity. We have discussed the need to enhance such functionals by
a shape prior term to deal with noisy or otherwise corrupted local information.
In Section 2.5 the Gromov-Wasserstein distance was introduced as an isometry
invariant distance on metric measure spaces, based on matching. We will now
use this for the construction of a shape prior which is intrinsically invariant
under geometric transformations (recall the discussion in Sect. 2.5.2.3).
Let Y be the image domain in which we want to locate and match the
sought-after object and let dY be a suitable metric thereon. As discussed in
Sect. 2.1.2 we will describe the object location by an indicator function u :
Y → {0, 1}, which we relax to the interval [0, 1] to simplify optimization. Since
we want to use the mass transport based Gromov-Wasserstein distance for
shape regularization, we interpret u as the density of a corresponding measure
ν w.r.t. the Lebesgue measure LY on Y . The feasible set for ν will be given by
SegMeas(Y,M), as defined in (2.1.8). The role of M will be explained shortly.
Note that this is conceptually different from matching approaches where a
certain image feature (usually intensity or gray-level) is directly converted into
a density. To handle image appearance information and local regularity of the
segmentation, we introduce a function G : Meas(Y ) → R that contains typical
local components of a segmentation functional, as discussed in Sect. 2.1. We
will assume G is convex. The total functional will be comprised of G and a
shape prior.
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If computational complexity was not an issue, a potential variational ap-
proach to image segmentation is
inf
ν∈SegMeas(Y,M)
EGW(ν) with EGW(ν) = G(ν) +DGW,p(µ, ν)
p (3.1.1)
The the triple (X, dX , µ) is a mm-space that plays the role of prior knowledge
by representing a prototype of the sought-after shape, it will be referred to as
template. X and the metric dX will model the geometry of the object and µ
will be the Lebesgue measure on X with constant density 1 to indicate that ‘all
of X is part of the template’. The constant
M = µ(X) (3.1.2)
is the total mass of µ. A segmentation proposal ν will have a low shape prior
energy, if it can be matched onto the template with little geometric distortion
via DGW,p.
Concerning the discussion in Sect. 1.2.2 we note that both the shape prior
as well as the remaining segmentation functional are functions of ν and no
conversion between different shape representations is necessary.
Remark 3.1.1 (Generality of functional). The setup of functional (3.1.1) can
be applied to very different data structures. X and Y can be open sets in R2,
describing continuous templates and images. Then µ would be, as indicated,
the Lebesgue measure on X and LY in (2.1.2) would be the Lebesgue measure
on Y . Alternatively X and Y could be discrete sets of pixels in R2 or point
clouds in Rn, then µ and LY should be chosen to be the respective uniform
counting measures on X and Y . If X and Y represent an over-segmentation of
some data (i.e. super-pixels or voxels), µ and LY would be weighted counting
measures, the weights representing the area/volume of each cell.
Of course however, computational complexity is in fact a crucial issue. Com-
puting the value of DGW,p requires solving a non-convex optimization problem
and it is non-convex as a function of ν, thus the problem (3.1.1) is not practical.
3.1.1.2 Chapter Overview
In Section 3.1.2 we will discuss a convex relaxation, based on Definition 2.5.7.
This will render the problem feasible while preserving the important isometry
invariance. The particular case of a linear appearance term G will be treated in
Section 3.1.3. Then the relaxed functional will be an optimal transport prob-
lem and we will prove for the discrete case that the segmentation measure ν is
binary (i.e. its density is binary) and the optimal coupling pi ∈ Π(µ, ν) induces
a bijection between the template and the segmented region (Sect. 3.1.3.1). In
Sect. 3.1.3.2 we discuss inhomogeneous appearance models where the corre-
sponding functionals do no longer just depend on the marginal ν. This allows
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modelling additional prior information about the sought-after object. A re-
formulation of the computation of the linear cost function (cf. Def. 2.5.7) in
terms of radial mass distributions is discussed in Sect. 3.1.4 (see also Proposi-
tion 3.1.9). This is important both from the aspect of interpreting the relaxation
as well as for efficient numerical implementation. Numerical experiments for
illustrating all discussed aspects of the proposed approach will be presented in
Section 3.1.5.
It is to be expected that the presented relaxation will be too loose in difficult
cases with very noisy appearance data. In practice this results in spatially very
irregular assignments between template and image. Therefore, to strengthen
the relaxation, in Sect. 3.2 some proposals to enforce regularity of the assign-
ment are discussed.
3.1.2 Linearization
3.1.2.1 Linearizing the Gromov-Wasserstein Distance
The first thing which may come to mind to make (3.1.1) feasible is to replace
DGW,p by DLinGW,p (Def. 2.5.7):
ELinGW(ν) = G(ν) +DLinGW,p(µ, ν)
p . (3.1.3)
By virtue of Proposition 2.5.8 we immediately find that (3.1.3) is a lower bound
to (3.1.1), for an interpretation recall Remark 2.5.10. The optimization problem
involved in evaluating this functional is convex. However it is itself not convex
as a function of ν. So while we can for a segmentation proposal ν compute the
corresponding score, we still cannot easily find the globally optimal proposal.
3.1.2.2 Static Cost Function
The non-convexity arises from the dependency of cLinGW,p on ν. We therefore
try to estimate a static cost function (in the sense that it is no longer a function
of ν) by exploiting an appearance model.
Consider the following definition:
Definition 3.1.2 (Relaxed Gromov-Wasserstein distance with static cost func-
tion [SS13c, Def. 4.2]).
DLinGW,p(µ, ν,G) = inf
pi∈Π(µ,ν)
1
2
(∫
X×Y
cLinGW,p(µ,G;x, y) dpi(x, y)
)1/p
(3.1.4)
with
cLinGW,p(µ,G;x, y) = inf
ν′∈SegMeas(Y,M)
(
cLinGW,p(µ, ν
′;x, y) +G(ν ′)
)
(3.1.5)
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Recall that SegMeas(Y,M) is the set of segmentation measures on Y with total
mass M (Definition 2.1.2).
Compared to DLinGW,p(µ, ν) this relaxation goes one step further: for each
pair (x, y) to compute cLinGW,p(µ,G;x, y) not only a locally optimal coupling
pi′ is estimated as in cLinGW,p(µ, ν;x, y), but a locally optimal segmentation
ν ′ ∈ SegMeas(Y,M), based on the appearance modelG and the metric matching
in cLinGW,p(µ, ν
′;x, y). This potentially introduces inconsistencies as the various
optimal marginals ν ′ estimated for different pairs (x, y) need not agree. The
relaxation is however necessary to obtain a functional that is convex in the
segmentation proposal ν.
We can relate the relaxations DLinGW,p(µ, ν) and DLinGW,p(µ, ν,G) as fol-
lows:
Proposition 3.1.3 ([SS13c, Prop. 4.2]).
DLinGW,p(µ, ν,G)
p ≤ DLinGW,p(µ, ν)p +M ·G(ν) (3.1.6)
where M = µ(X).
Proof. By definition for each ν ∈ SegMeas(Y,M) (recall: M = µ(X)) we have
cLinGW,p(µ,G;x, y) ≤
(
cLinGW,p(µ, ν;x, y) +G(ν)
)
. (3.1.7)
Thus we have for any pi ∈ Π(µ, ν)∫
X×Y
cLinGW,p(µ,G;x, y) dpi(x, y) (3.1.8)
≤
∫
X×Y
(
cLinGW,p(µ, ν;x, y) +G(ν)
)
dpi(x, y) (3.1.9)
=
∫
X×Y
cLinGW,p(µ, ν;x, y) dpi(x, y) +M ·G(ν) . (3.1.10)
The claim follows.
Analogous to (3.1.1) this leaves us with the following overall optimization
problem:
inf
ν∈SegMeas(Y,M)
ELinGW,static(ν) (3.1.11a)
with
ELinGW,static(ν) = DLinGW,p(µ, ν, λ1 ·G)p + λ2 ·G(ν) (3.1.11b)
The appearance model G will first be used to estimate the static linear cost
function cLinGW,p(µ,G; ·, ·) and can be used again in the final optimization over
ν. The constants λ1, λ2 ≥ 0 control the weight of the two influences.
3.1 Relaxed Gromov-Wasserstein Distance 61
Summarizing the two relaxation steps (3.1.1) → (3.1.3) → (3.1.11) we con-
clude:
DLinGW,p(µ, ν, λ1 ·G)p + λ2 ·G(ν) (3.1.12a)
≤DLinGW,p(µ, ν)p + (λ1 + λ2 ·M)G(ν) (3.1.12b)
≤DGW,p(µ, ν)p + (λ1 + λ2 ·M)G(ν) (3.1.12c)
The relaxation (3.1.12c)→ (3.1.12b) is necessary because evaluation of (3.1.12c)
involves a non-convex problem. (3.1.12b) → (3.1.12a) is required because
(3.1.12b) is still non-convex as a function of ν.
Remark 3.1.4. Note that these bounds hold for any convex appearance term
G. Also, in principle different appearance models G1 and G2 could be used for
the cost function estimation and the final matching.
3.1.2.3 Metric on Y
In Section 2.5 it was discussed how geometric invariance can be achieved by
imposing a suitable metric on the mm-spaces to be compared. For rigid ob-
jects the Euclidean metric of the ambient space is the obvious option, enabling
recognition of an object in any translated, rotated or flipped state. For articu-
lated objects that can appear in different poses the geodesic metric is a more
appropriate choice. It can be computed efficiently by fast marching algorithms
[Set95]. To increase robustness to topological noise, more robust variants as for
example the diffusion metric [CL06] can be applied (see for example [BBK+10]).
Having said this it must be pointed out that there is a fundamental issue
about the geodesic (and diffusion) metric in the context of our application: the
geodesic metric on Y is given by the shortest path between two points that
runs within the object. The area of the object in the image is described by
the segmentation measure ν. This implies that the metric fidelity coefficients
Γ(x, y, x′, y′) (2.5.7) depend on ν in a highly non-trivial fashion. This leads to
severe computational obstacles: The feasible set for ν, SegMeas(Y,M), contains
non-binary measures for which it is unclear how a meaningful notion of geodesic
distance should be defined. And of course this dependency of the metric on
the segmentation would result in a highly non-convex functional. To obtain
feasible problems, the metric on Y must be fixed beforehand. In most cases this
limits application to the Euclidean metric. We will present in Sect. 3.1.5 some
experiments with particular cases where this issue can be partially circumvented
and more sophisticated metrics can be applied.
3.1.3 Linear Appearance Term
We have just presented a way how a generic appearance model, based on local
features, can be combined with relaxations to the Gromov-Wasserstein distance
to incorporate prior knowledge on shape. Let us now consider the particular
case of a linear appearance term and investigate its specific properties.
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3.1.3.1 Bijective Shape Matching
In this section we will assume that X and Y are finite spaces with |X| ≤ |Y |.
As done earlier, we can then identify measures on X,Y and X × Y with their
densities which we can treat as vectors of dimensions |X|, |Y | and |X| · |Y |
respectively and index their entries by elements in X,Y and X × Y . Assume
that µ is the counting measure on X, that is each point x ∈ X carries unit mass:
µ(x) = 1 for all x ∈ X. As reference measure LY on Y for defining the set of
segmentation measures (see Definition 2.1.2) we pick the counting measure on
Y .
Remark 3.1.5. The assumption |X| ≤ |Y | is certainly reasonable for the
application of shape segmentation: (Y, dY ) represents the whole image of which
the object we are looking for, its shape described by (X, dX) and its location
given by ν, only takes up a fraction. If the object was larger than the image,
we could not make out its shape anyway.
We now consider the case when G is linear:
G(ν) =
∫
Y
g(y) dν(y) =
∑
y∈Y
g(y) ν(y) (3.1.13)
The coefficients g(y) ∈ R indicate for each pixel its affinity for foreground
(g(y) < 0) or background (g(y) > 0). Recall from Remark 2.1.1 that also a
simple linear term allows incorporation of sophisticated appearance models.
In this case we find:
Proposition 3.1.6 (Binary shape segmentation and deterministic matching
[SS13c, Props. 4.3 and 4.4]). For discrete finite X and Y with |X| ≤ |Y | with µ
being the counting measure on X and the segmentation reference measure LY
(see Definition 2.1.2) being the counting measure on Y for a real finite cost
function c : X × Y → R and for G being linear as in (3.1.13), for the problem
inf
ν∈SegMeas(Y,M)
E(ν) with E(ν) = inf
pi∈Π(µ,ν)
∑
(x,y)∈X×Y
c(x, y)pi(x, y) +G(ν)
(3.1.14)
there is a binary optimal segmentation ν and a deterministic optimal coupling
pi ∈ Π(µ, ν) that induces a bijection between the template X and the foreground
of Y , as indicated by ν.
By picking c(x, y) = cLinGW,p(µ,G;x, y) this applies to ELinGW,static (3.1.11).
Proof.
inf
ν∈SegMeas(Y,M)
E(ν) (3.1.15)
= inf
ν∈SegMeas(Y,M)
inf
pi∈Π(µ,ν)
∑
(x,y)∈X×Y
c(x, y)pi(x, y) +
∑
y∈Y
g(y) ν(y) (3.1.16)
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Since ν can be reconstructed from pi via marginalization, ν = prY ]pi, one can
merge the nested optimization problem over ν and pi. Let
SegCoupl(Y, µ) =
⋃
ν∈SegMeas(Y,M)
Π(µ, ν)
=
{
pi ∈ Meas(X × Y ) : prX]pi = µ ∧ prY ]pi ≤ LY
}
. (3.1.17)
We can then write for the nested optimization above:
= inf
pi∈SegCoupl(Y,µ)
∑
(x,y)∈X×Y
c(x, y)pi(x, y) +
∑
y∈Y
g(y)
∑
x∈X
pi(x, y) (3.1.18)
= inf
pi∈SegCoupl(Y,µ)
∑
(x,y)∈X×Y
(
c(x, y) + g(y)
)
pi(x, y) (3.1.19)
Let the set Xˆ = Xunionsq{1, . . . , |Y |−|X|} be an extension of the set X by dummy el-
ements such that it has the same cardinality as Y and let µˆ be the counting mea-
sure on Xˆ. It is obvious that any pˆi ∈ Π(µˆ,LY ) induces a pi′ ∈ SegCoupl(Y, µ)
by restriction from Xˆ × Y to X × Y and that any pi′ ∈ SegCoupl(Y, µ) can be
written as the restriction of some pˆi ∈ Π(µˆ,LY ). One then can rewrite (3.1.19)
as
= inf
pˆi∈Π(µˆ,LY )
∑
(x,y)∈(X×Y )
(
c(x, y) + g(y)
)
pˆi(x, y) (3.1.20)
= inf
pˆi∈Π(µˆ,LY )
∑
(x,y)∈(Xˆ×Y )
cˆ(x, y) pˆi(x, y) (3.1.21)
with
cˆ ∈ R|Xˆ|×|Y |, cˆ(x, y) =
{
c(x, y) + g(y) if x ∈ X,
0 else
. (3.1.22)
Note that there is a natural one-to-one correspondence between Π(µˆ,LY ) and
Stoch|Y |. So problem (3.1.21) is equivalent to the linear programming formu-
lation of the LAP (2.2.5). From Corollary 2.2.2 follows then the existence of
binary optimizers pˆi∗ to (3.1.21) and through restriction to X × Y follows exis-
tence of a binary optimizer pi∗ ∈ SegCoupl(Y, µ) to (3.1.19). Naturally, taking
the Y marginal of pi∗ provides a corresponding binary optimal segmentation
ν∗. The restriction of pˆi∗ to X × (spt ν∗) in Y is a permutation matrix that
induces a bijection between the template and the segmented foreground region
spt ν∗.
Remark 3.1.7 (Merged Optimizations). The merging of the nested optimiza-
tion over ν and pi in (3.1.16) to the joint linear program (3.1.19) shows how prob-
lem (3.1.11) can be solved and evaluated at the optimum in a single pass. The
same reformulation applies for the computation of cLinGW,p(µ,G;x, y) (3.1.5)
for linear G.
We will also apply this merging in Sect. 4.2.
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3.1.3.2 Inhomogeneous Appearance Models
The proof of Proposition 3.1.6 provides inspiration for a natural extension of the
linear appearance term (3.1.13). In (3.1.19) the term
∑
y g(y) ν(y) is pulled into
the linear matching cost. So instead of uniform coefficients g(y) that specify
homogeneously for each y ∈ Y its affinity for being foreground, ‘localized’
coefficients g(x, y) are conceivable that specify the affinity of a pixel y to a
specific part of the template. The proof still holds if G is no longer a function
of just ν but in fact of the full coupling pi:
G(pi) =
∫
X×Y
g(x, y) dpi(x, y) (3.1.23)
This would, for example, allow different appearance models for different parts
of the template, which is a quite natural: the head is expected to look different
from the torso. We will therefore refer to such models as inhomogeneous.
A particular subset of such models can be constructed in the following man-
ner: let F be some sort of feature space (this could be the real line, a discrete
set of labels or a space of patch-based local signatures such as filter responses or
gradient histograms) and let cF : F ×F → R be a matching similarity function
thereon. We could then equip any element x ∈ X with an expected feature
fx, every y ∈ Y with an observed feature fy and define the appearance based
matching cost
g(x, y) = cF (fx, fy) . (3.1.24)
Note that the inhomogeneous appearance model can not only be applied
in the global final matching through the second term in E(ν) (3.1.11) but can
also, through the computation of cLinGW,p(µ,G; ·, ·), influence the first term.
We will in Section 3.1.5 demonstrate the benefit of this additional modelling
power.
3.1.4 Radial Distribution Comparison
Through the relaxations presented in Sect. 3.1.2 the original non-convex func-
tional (3.1.1) has been turned into a convex problem (3.1.11). For the particular
choice of a linear appearance model (3.1.13) all involved sub-problems are linear
programs (cf. Remark 3.1.7).
Still, even for the case that X,Y are super-pixel over-segmentations, the
cardinality of X and Y is easily of the order 103, na¨ıvely leaving us with about
a million cost function values cLinGW,p(µ,G;x, y) to compute, each of which
requires the solution of an optimization problem with about a million variables.
In this thesis we will present several approaches to significantly reduce the
na¨ıve computational effort. One possibility is the reformulation of the static
cost function cLinGW,(µ, ν; ·, ·) in terms of radial mass distributions (Proposi-
tion 3.1.9) which we will examine in more detail here and provide an extension
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to cLinGW,(µ,G; ·, ·) for linear G based on a feature space cost (3.1.24). Another
possibility to effectively reduce dimensionality of the involved problems is the
multi-scale approach presented in Chapter 5.
3.1.4.1 Push-forwards and Couplings
As in Sect. 3.1.3.1 we will now assume that X and Y are discrete and finite.
We will need the following statement:
Proposition 3.1.8 (Push-forwards and couplings [SS13c, Prop. 4.5]). Let µ ∈
Meas(X), ν ∈ Meas(Y ) be two measures with equal total mass. For two maps
φX : X → SX and φY : Y → SY that take X and Y to two discrete sets SX , SY ,
denote by φ the product map φ(x, y) =
(
φX(x), φY (y)
)
. Then one finds
φ]Π(µ, ν) = Π(φX] µ, φY ] ν) . (3.1.25)
That is, the push-forwards of the couplings are the couplings of the push-
forwards.
Proof. For any pi ∈ Π(µ, ν) get
(φ]pi)(σ) = pi(φ
−1(σ)) ≥ 0
(φ]pi)(σSX × SY ) = pi(φ−1X (σSX )× Y )
= µ(φ−1X (σSX )) = (φX]µ)(σSX )
and analogous
(φ]pi)(X × σSY ) = (φY ]ν)(σSY )
for all measurable σ ⊂ SX × SY , σSX ⊂ SX , σSY ⊂ SY . Thus φ]Π(µ, ν) ⊂
Π(φX]µ, φY ]ν).
We now show by construction for any ρ ∈ Π(φX ]µ, φY ]ν) the existence of
some pi ∈ Π(µ, ν) such that ρ = φ]pi. For any element (sX , sY ) ∈ SX × SY
construct the pre-image measure
pi(sX ,sY )(x, y) =
0 if
ρ(sX , sY ) = 0 ∨
(sX , sY ) 6= φ(x, y)
µ(x) ν(y)
(φX]µ)(sX) (φY ]ν)(sY )
ρ(sX , sY ) else
where this element wise definition for each (x, y) is extended to all subsets of
X × Y by
pi(sX ,sY )(σ) =
∑
(x,y)∈σ
pi(sX ,sY )(x, y).
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Now consider pi =
∑
(sX ,sY )∈SX×SY pi(sX ,sY ): first verify that it is indeed
contained in Π(µ, ν):
pi(σ) ≥ 0
since pi(x, y) ≥ 0 for all (x, y). Furthermore
pi(σX × Y ) =
∑
x∈σX
y∈Y
∑
sX ,sY :
φ(x,y)=(sX ,sY ),
ρ(sX ,sY )>0
µ(x) ν(y)
(φX]µ)(sX) (φY ]ν)(sY )
ρ(sX , sY )
=
∑
x∈σX
∑
sY :
ρ(φX(x),sY )>0
µ(x) (
∑
y:φY (y)=sy
ν(y))
(φX]µ)(φX(x)) (φY ]ν)(sY )
ρ(φX(x), sY )
=
∑
x∈σX
∑
sY :
ρ(φX(x),sY )>0
µ(x) ν(φ−1Y (sY ))
(φX]µ)(φX(x)) (φY ]ν)(sY )
ρ(φX(x), sY )
=
∑
x∈σX
µ(x)
(φX]µ)(φX(x))
∑
sY :
ρ(φX(x),sY )>0
ρ(φX(x), sY )
=
∑
x∈σX
µ(x) = µ(σX)
and likewise
pi(X × σY ) = ν(σY )
for all measurable subsets σ ⊆ X × Y, σX ⊆ X, σY ⊆ Y .
Now check whether φ]pi = ρ:
(φ]pi)(σ) = pi(φ
−1(σ)) =
∑
(x,y)∈φ−1(σ)
pi(x, y)
=
∑
(x,y)∈φ−1(σ):
ρ(φ(x,y))>0
µ(x) ν(y)
(φX]µ)(φX(x)) (φY ]ν)(φY (y))
ρ(φ(x, y))
=
∑
(sX ,sY )∈σ
ρ((sX ,sY ))>0
∑
(x,y)∈φ−1((sX ,sY ))
µ(x) ν(y)
(φX]µ)(sX) (φY ]ν)(sY )
ρ(sX , sY )
=
∑
(sX ,sY )∈σ
ρ((sX ,sY ))>0
(
∑
x∈φ−1X (sX) µ(x)) (
∑
y∈φ−1Y (sY ) ν(y))
(φX]µ)(sX) (φY ]ν)(sY )
ρ(sX , sY )
=
∑
(sX ,sY )∈σ
ρ((sX ,sY ))>0
ρ(sX , sY ) = ρ(σ).
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Consequently any ρ ∈ Π(φX ]µ, φY ]ν) is also contained in φ]Π(µ, ν) and the
two sets are equal.
By setting φX = dX(x, ·) and φY = dY (y, ·) the next corollary follows.
Proposition 3.1.9 ([SS13c, Cor. 4.6]). Let X,Y be discrete mm-spaces, fix
some element (x, y) ∈ X×Y and let ρX = RadDistX(x) and ρY = RadDistY (y)
(recall Definition 2.5.11). Then
cLinGW,p(µ, ν;x, y) = inf
pi∈Π(ρX ,ρY )
∫
R
2
+
|l1 − l2|p dpi(l1, l2) . (3.1.26)
Proof.
cLinGW,p(µ, ν;x, y) = inf
pi∈Π(µ,ν)
∫
X×Y
|dX(x, x′)− dY (y, y′)|p dpi(x′, y′) (3.1.27)
= inf
pi∈Π(µ,ν)
∫
R2
|lX − lY |p d(φ] pi)(lX , lY ) (3.1.28)
where φ(x′, y′) =
(
dX(x, x
′), dY (y, y′)
)
. Then
= inf
pi∈φ]Π(µ,ν)
∫
R
2
+
|lX − lY |p dpi(lX , lY ) (3.1.29)
and now use Proposition 3.1.8 to find
= inf
pi∈Π(ρX ,ρY )
∫
R
2
+
|lX − lY |p dpi(lX , lY ) (3.1.30)
with ρX = RadDistX(x) = dX(x, ·)] µ and ρY = RadDistY (y) = dY (y, ·)] ν.
Note that although R+ is not discrete, Proposition 3.1.8 still applies since the
support of ρX and ρY is discrete.
3.1.4.2 Extension to Static Cost Functions
Proposition 3.1.9 cannot be used to speed up the solution of (3.1.11). We
need to find an equivalent result for the computation of cLinGW,p(µ,G; ·, ·).
We consider the linear inhomogeneous case based on a feature space and a
corresponding similarity function, introduced in Sect. 3.1.3.2. This naturally
covers the homogeneous linear appearance term as a special case.
Let FX : X → F , x 7→ fx and FY : Y → F , y 7→ fy be the maps that
take points in X and Y to their associated features in F . For a fixed pair
(x, y) ∈ X × Y let further φX : X → R+ ×F , x′ 7→
(
dX(x, x
′),FX(x′)
)
and φY
correspondingly. As in Proposition 3.1.8 let φ be the product map of φX and
φY .
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We are then prepared for the following manipulations:
cLinGW,p(µ,G;x, y)
= inf
ν∈SegMeas(Y,M)
inf
pi∈Π(µ,ν)
∫
X×Y
(
|dX(x, x′)− dY (y, y′)|p + cF (fx′ , fy′)
)
dpi(x′, y′)
(3.1.31)
and by involving Proposition 3.1.8 with φX , φY , φ as defined above
= inf
ν∈SegMeas(Y,M)
inf
pi∈Π(φX] µ,φY ] ν)∫
(R+×F)2
(
|lX − lY |p + cF (fX , fY )
)
dpi
(
(lX , fX), (lY , fY )
)
(3.1.32)
Analogous to the proof for Proposition 3.1.6 we can summarize the two nested
optimizations by introducing a set equivalent to SegCoupl(Y, µ) (3.1.17):
SegCoupl(R+ ×F , φX] µ) =
⋃
ν∈SegMeas(Y,M)
Π(φX] µ, φY ] ν) . (3.1.33)
This set is given by
SegCoupl(R+ ×F , φX] µ) =
{
pi ∈ Meas ((R+ ×F)2) :
pi
(
σX × (R+ ×F)
)
= (φX] µ)(σX) ∀ σX ⊂ R+ ×F ∧
pi
(
(R+ ×F)× σY
) ≤ (φY ] LY )(σY ) ∀ σY ⊂ R+ ×F } . (3.1.34)
This definition looks quite bulky but is in its form completely equivalent to
(3.1.17). Figure 3.1 illustrates the measure φX] µ for an example with F = R.
Compared to cLinGW,p(µ, ν;x, y) instead of comparing only radial distributions,
here one has to compare distributions over radius and features.
Of course using formula (3.1.32) and optimizing over (3.1.34) to compute
the static cost cLinGW,p(µ,G;x, y) pays off in terms of computational cost only
if the dimension of F is low. Otherwise the discretization of (R+×F)2 will not
be possible with significantly less bins as X × Y would require.
We will revisit the issue of how to efficiently compute cLinGW,p(µ,G;x, y)
and consequently DLinGW,p(µ, ν,G) again in Chapter 5, then by means of a
multi-scale approach.
3.1.5 Numerical Examples
In this section the potential of the proposed shape prior functional, based on
the relaxed linearized Gromov-Wasserstein distance, combined with a linear ap-
pearance term (Sect. 3.1.3) for variational image segmentation is demonstrated.
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Figure 3.1: Illustration of radial mass distributions. Left: example image with
gray level as feature. Three points {xi}i, i = 1, 2, 3 are marked. We assume a
measure LX is defined on the image, giving unit mass to every pixel. Right:
densities of (dX(xi, ·),FX)]LX on R+ × [0, 1] for the three marked points.
Some numerical examples are given to illustrate the favourable properties of the
approach and also the limitations implied by the involved approximations.
For a linear appearance term, the exact approach (3.1.1), without approxi-
mations, corresponds to a quadratic assignment problem (Sect. 2.3). As X and
Y describe the shape template and the test image, their cardinalities are far be-
yond what one could optimize exactly (Recall |Y |  |X|, Remark 3.1.5, the un-
equal cardinalities can formally be handled by introducing dummy nodes.). As
a consequence, performing ground truth experiments, i.e. comparing (3.1.12c)
to relaxation (3.1.12a), from the viewpoint of optimization is elusive. Therefore
the numerical experiments can only investigate the extent to which invariant
matching of metric measure spaces can be enforced by the presented convex
relaxation approach to shape prior design.
Before presenting numerical results, the next section describes technical
details of the implementation, in particular how computational effort can be
reduced (including using the results presented in Sec. 3.1.4).
3.1.5.1 Implementation Details and Computational Complexity
The prior mm-spaces (X, dX , µ) were created from binary images, depicting
the template shapes. All pixels with value 0 were removed from the space.
The remaining pixels were equipped with the Euclidean metric and µ was set
to be the counting measure on these points. For a given experiment (Y, dY )
represents the test-image grid with Euclidean metric. For most examples the
coefficients g that define the appearance term (3.1.13) were constructed from
the gray values of the test-image. That is, in those cases we take the feature
space to be the real line F = R. To illustrate the generality of the approach,
an example with a more elaborate feature space is also given.
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To compute the cost function cLinGW,p(µ,G;x, y) for some (x, y) one needs
to compute a modified mass transport problem on R+ × F (see Sect. 3.1.4.2).
For this R+ was approximated by a set of equally sized bins over the range
of dX(x, ·) and dY (y, ·). In the case F = R a set of bins on R over the range
of relevant features is used. While only inflicting a small discretization error
this reduced the involved problem sizes by several orders of magnitude. This
method becomes particularly efficient when the affinity coefficients g are binary
(e.g. ±1, indicating unweighted preference for yes/no only). Then F = {0, 1}
and one only needs two bins. Also, it is straightforward to parallelize the
computation of cLinGW,p(µ,G;x, y) for all (x, y).
For solving the global matching between X and Y we experimented with
constraining the full coupling spaceX×Y to smaller subsets to keep the problem
size low, while still solving the global problem. Consider the following modifica-
tion to the partial assignment problem in Proposition 3.1.6 for a given cost func-
tion c : X ×Y → R, usually c = cLinGW,p(µ,G; ·, ·). For any x ∈ X include only
a subset Yx ⊂ Y with the lowest assignment costs. Then, for every x, add an
additional overflow element yof,x and a corresponding variable pi(x, yof,x) whose
assignment cost c(x, yof,x) is chosen such that c(x, y1) ≤ c(x, yof,x) ≤ c(x, y2)
for all y1 ∈ Yx, y2 ∈ (Y \ Yx). For each x the coupling value pi(x, yof,x) will
be taken into account when computing the X-marginal constraint, but there
will be no Y -constraints on any of the yof,x. Then for any feasible coupling
pi in the original problem that is non-zero outside of the constrained coupling
set, one can create a feasible coupling in the modified problem with non-zero
overflow variables, which will yield a lower score. This implies that when solv-
ing the restricted partial assignment problem and one gets an optimizer where
pi(x, yof,x) = 0 for all x then one knows to have found an optimizer for the
original problem with the full coupling space X × Y . As long as some of the
overflow variables pi(x, yof,x) are non-zero, the corresponding sets Yx have to
be enlarged and one has to resolve. In “easy” problems this allowed to find
global minimizers while considering only < 5% of the coupling space, “harder”
problems were still generally < 25%. In the special case p = 1 it is easy to show
that both cLinGW,1(µ, ν; ·, ·) and cLinGW,1(µ,G; ·, ·) are Lipschitz. Then one can
estimate a suitable subset of X × Y by sub-sampling and lower bounds via the
Lipschitz condition without scanning all possible pairs.
A more systematic approach to reducing the na¨ıve computational complex-
ity of the functional will be provided in Chapter 5 in terms of a multi-scale
approach (see Figure 5.8).
In the presented experiments |X| is of the order 103 and |Y | up to the order
of several 104. We have set p = 2 but we did not observe a substantial change
of results for other values p ≥ 1.
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3.1.5.2 Approximation Quality DGW,p → DLinGW,p
The purpose of the first experiment is to gain an insight into the quality of
the relaxation DGW,p → DLinGW,p, see Proposition 2.5.8. We take a simple
shape, rotate it, distort it by non-isometric but mass preserving scalings with
factors qn, q−n along the vertical and horizontal axis and then compute the
optimal coupling according to DLinGW,p between the original and the distortion
for various n > 0. As an estimate for ground truth we use the coupling induced
by the distortion map (r1, r2)→ (qn · r1, q−n · r2) and plug it into the Gromov-
Wasserstein functional (2.5.10). This provides an upper bound to the true
distance.
The results are summarized in Fig. 3.2. For low distortions one can see
how DLinGW,p is a good measure for increasing non-isometry, although growing
slower than the functional value of the distortion map. For high n the devi-
ation becomes more significant as DLinGW,p decreases, while the upper bound
grows further. Here one can assume that the distortion map is no longer the
optimal assignment and thus the estimated “ground truth” is in fact too high.
There is an additional subtlety in in this experiment: DLinGW,p was computed
between two rasterizations of a vector graphic, one as is and one undergoing the
distortion transformation. Thus even for n = 0 (applying only a rotation) the
two resulting metric spaces would not be isometric due to different rasteriza-
tion. When estimating the ground truth this rasterization cannot be taken into
account, since it is unclear how to match the two rasterized graphics. It has
thus been estimated on the vector graphics level. The fact that such problems
appear even for such simple shapes is a clear indicator of how hard it is to solve
the full quadratic problem.
3.1.5.3 Linear Appearance Term and Matching
We want to go beyond measuring the distance between two fixed shapes and
perform shape optimization according to the two criteria shape and appear-
ance. The affinity coefficients g(y) for the linear appearance term G are gener-
ated from a grayscale image: First an imprint of the template shape is created
somewhere in the initially empty test image and then noise is added in differ-
ent levels. For low noise level the shape restoration works perfectly, without
any prior knowledge about the location or the need for proper initialization.
Increasing noise will cause an increasing number of assignments to become in-
accurate, while remaining roughly correct. Eventually only the coarse location,
but no longer the contours of the shape can be recovered (see Fig. 3.3). In Fig.
3.4 the influence of the global weighting parameters λ1, λ2 (cf. (3.1.12a)) is
demonstrated: For high values of λ2 the optimal ν is determined locally by the
appearance coefficients, for low values the shape prior becomes more dominant
and leads to a more accurate restoration of the original contours.
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Figure 3.2: Relaxed linearization of DGW,p: (a) top-left to bottom right: orig-
inal shape and three distortions qn for n = 2, 4, 6 and q = 0.95 (dimensions:
≈ 60 · 70 · (length units)2). (b) : DLinGW,p between original and qn-distortion,
: Gromov-Wasserstein functional evaluated for coupling induced by distortion
map. (c) mean metric deviation between underlying distortion assignment and
assignment computed by DLinGW,p (averaged over all assigned pairs). For small
n ≤ 4, DLinGW,p grows with increasing metric distortion, although slower than
the estimated “true” Gromov-Wasserstein distance. For n > 4, DLinGW,p first
starts to decrease a little, before eventually growing again. The assignment
computed by DLinGW,p is (up to rasterization errors on the pixel level) iden-
tical to the underlying distortion transformation for n = 1, deviation grows
with increasing non-isometry. From n ≤ 4 we learn that DLinGW,p is a lower
bound that grows with increasing level of non-isometry, which is a favourable
property for the functional. For n > 4 presumingly the distortion map itself is
no longer the best distance-preserving assignment between the two shapes and
thus the estimated ground truth value is in fact too high (note how the triangle
transforms from being horizontally elongated to vertically elongated). This is
an illustration for the difficulty of obtaining ground truth data and the need
for relaxations.
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Figure 3.3: Appearance term and noise: (a) top row: appearance coefficients
g for the image (bright indicating higher foreground-affinity), noise increasing
from left to right. bottom row: corresponding optimal ν according to (3.1.12a),
brightness indicating mass density. (X, dX , µ) as in Fig. 3.2, Y -image dimen-
sions: 160 × 120(length units)2. (c) fraction of computed assignments that is
closer than 3 pixels to the underlying transformation (c) mean metric deviation
between true underlying transformation and assignment computed by (3.1.12a)
(averaged over all assigned pairs). For low noise levels the appearance term in
combination with the metric information can compensate for noisy appearance
data and correctly restore the original shape. Although the location and ori-
entation of the shape within Y is not known a priori, the isometry invariant
approach can extract the correct transformation. With higher noise levels the
number of assignments that is led astray increases, starting to erode the shape
contours, although the majority remains correct. Finally, for very high noise
levels the relaxation becomes too loose and hardly any of the assignments are
exact. The rough location of the object is however still detected. Probably here
the local Y -marginal estimation during the computation of cLinGW,p(µ,G; ·, ·)
is no longer powerful enough. For better results a more global approach would
be required that exchanges information between different local estimates (see
Sect. 3.2).
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(a)
(b)
Figure 3.4: Influence of the global regularization parameters λ1, λ2: (a) appear-
ance coefficients g, representing a transformed, distorted version of the original
shape (see Fig. 3.2). (b) from left to right: optimal ν for λ2 = 10
4, 103, 102, λ1
is fixed to 1. With decreasing λ2 the shape prior term becomes more influential
and pushes towards restoration of the original shape. It should be noted here,
that tiny holes or jagged contours in the optimal segmentation regions are not
due to numerical instabilities of the optimization implementation but due to
discretization artifacts. Sometimes, from the metric point of view, it is better
to drop single pixels when matching two different rasterizations of the same
shape. Spatial regularity of ν on the rasterization scale is not enforced by the
used functional, so this does not increase the functional value.
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3.1.5.4 Pseudo-Local Features
When the appearance coefficients g are binary, for example ±1, indicating
unweighted preference for fore- or background, one can interpret the region
{y ∈ Y : g(y) = −1} as a noisy foreground proposal and extract additional
information from this region. An example for this would be the distance trans-
form (for a noise resistant alternative see [GGS+06]). In a scenario with strong
appearance classifier one might assume that this preliminary foreground region
already resembles the true sought-after region. Thus the distance transform
might yield similar values in corresponding places of the template and the im-
age and can therefore be used as a feature for an inhomogeneous appearance
model as discussed in Sect. 3.1.3.2, with fx, fy being the values of the distance
transforms, F the real line and cF for example the absolute difference. These
features are pseudo-local in the sense that the local value of the distance trans-
form already encodes some information about its neighbourhood.
The experiment presented in Fig. 3.5 has been specifically designed to
demonstrate how the local estimation of ν during the computation of the cost
cLinGW,p(µ,G; ·, ·) via the simple homogeneous binary features can fail: for
points near the center of the cross of the template the outer regions of the
“blob” on the right of the input image appear more suitable than the center
of the actually corresponding cross, where one “arm” has been shortened. By
including the additional information encoded in the distance transform features
this mismatches can be fixed.
The setup of Fig. 3.5 is also well suited to discuss the implications of
the convexity of the functional. A major advantage is the independence of
initialization. An approach based on active contours would, if initialized around
the blob, be stuck on the right hand side no matter how bad the matching
cost will be. The contour could not leave the blob and move through an area
without any indication of foreground (and thus without reasonable gradient
information). The proposed approach does not suffer from this issue (up to the
discussed level of confusion caused by approximations of the GW-functional).
The question then arises how the optimal coupling measure looks like if there
are multiple (approximately) equivalent optimal solutions. Up to rasterization
artifacts there is no preferred choice how to map the template cross onto the
input: eight orientations (rotations, reflections) are equally possible. Each
corresponding to one local extremum for an active contour approach that one
would consider as valid solution. For the proposed approach such symmetries
cause degeneration of the space of optimal couplings, making a whole facet of
the feasible polytope extremal. Interior point methods then usually do not lead
to integer solutions. Integer solutions exists and applying a simplex algorithm
will produce one. Some may correspond to one of the eight possible assignments,
some may be highly discontinuous (meaning that adjacent pixels are assigned
to very different target pixels), but from the viewpoint of the functional they
are all equivalent and the choice is arbitrary.
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(a) (b) (c)
Figure 3.5: Breakdown of second Approximation step, enhancement by inhomo-
geneous appearance features: (a) top: template (white indicates mass), bottom:
corresponding distance transform. (b) top: binary appearance coefficients g of
query image (white indicates foreground), bottom: distance transform. (c) top:
optimal ν according to (3.1.12a), bottom: optimal ν with distance transform
as additional feature. In the input image, one arm of the cross has been short-
ened and the ‘blob’ on the right-hand side of the input has been designed to
confuse the local ν estimation during the computation of cLinGW,p(µ,G; ·, ·),
thus causing faulty assignments. This demonstrates the limitations of the sec-
ond approximation step. By including additional information like the distance
transform as a feature this confusion can be resolved.
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Figure 3.6: Inhomogeneous appearance term: (a) top: template with region
specific features, black indicating background, gray → “body” and white →
“eye”; bottom: input image with detected features. (b) optimal ν (gray shading
bottom) and assignment (black lines, subsampling) of homogeneous appearance
term, distinguishing only background ↔ fish (=body & eye). Due to the ap-
proximate mirror symmetry and the noise in the image features, front and back
are confused (while still “correctly” reconstructing the edges according to the
mix-up). (c) optimal ν and assignment with an appearance term that penalizes
the matching x ↔ y between different feature classes (see Sec. 3.1.3.2). The
confusion between back and front is remedied.
3.1.5.5 Inhomogeneous Appearance Term
The inhomogeneous linear appearance term discussed in Sect. 3.1.3.2 can also
be used to incorporate information about different characteristic appearances
being associated with different regions of the sought-after shape. See for ex-
ample Fig. 3.6: the shape itself is almost mirror-symmetric and in fact the
noise was chosen such that the matching purely based on background ↔ “fish”
confuses front and back of the schematic fish. Assume now from the underlying
image data there is additional information available, like a dedicated detector
for the eye. Then this can be exploited, leading to the desired effect. Also note
that in both cases, corresponding to the assumed orientation of the fish, the
appropriate shape is restored.
3.1.5.6 Geodesic Metric and Pose Invariance
A way to recognizing the same object in different poses is to equip shapes with
the geodesic metric. In Figures 3.7a and 3.7b the geodesic metric is used to
compute the optimal assignments between two pairs of objects in different poses
via D1. In Sect. 3.1.2.3 the problems were discussed that arise when one wants
to port the concepts of intrinsic mm-space matching to image segmentation
and faces the involved shape optimization task. The estimation of a static cost
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(a) (b) (c)
Figure 3.7: Geodesic metric and pose invariance: (a) assignment between two
different poses of an object, computed byDLinGW,2. (b) assignment between two
different poses of a schematic “horse” via DLinGW,2. Both assignments correctly
associate the corresponding parts of the objects. (c) left: modification of the
lower horse from (b) by adding additional false positive foreground detections;
right: optimal marginal ν for matching between the modified lower and the
original upper horse via (3.1.12a). Excess detections are mostly removed at the
correct locations.
function cLinGW,p(µ,G; ·, ·) can in general not be performed in a straightforward
fashion. Here we demonstrate the potential of the geodesic metric for a pose
invariant shape prior functional in a restricted setup where the aforementioned
difficulties can be avoided.
Consider binary appearance coefficients, as introduced earlier, and assume
that all true foreground pixels are in fact also labelled as foreground by the
appearance term. In addition some false positive detections are possible, i.e.
regions in the test image that are wrongfully indicated to be foreground. The
template shape and the apparent foreground region are then equipped with
their respective geodesic metrics, efficiently computed by fast marching meth-
ods [Set95]. This requires that the false positive detections are rare enough
to keep the geodesic metric of the underlying true foreground approximately
unchanged. Figure 3.7c shows an image of binary appearance-coefficients with
such superfluous false positive foreground labels and the computed optimal ν
via (3.1.12a). Although the reconstruction is by no means perfect, the method
still tends to neglect the false positive foreground-detections.
3.1.6 Conclusion
In the previous sections an isometry invariant shape prior functional, based on
convex relaxation of the Gromov-Wasserstein distance was presented. Prior in-
formation on the shape was encoded in a template object. The representation of
shapes through metric measure spaces is compatible with the representation as
indicator functions and thus such a prior can in principle be combined with any
convex segmentation functional. For the particular case of a linear appearance
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model existence of binary optimal segmentations and deterministic bijective as-
signments between shape template and image foreground was established. It
was indicated how a broad range of local image features can be incorporated
into the approach.
We numerically illustrated the key property of simultaneous convexity and
isometry invariance that yields globally optimal segmentations without need
for initialization. The price for this is that the relaxation becomes too loose in
scenarios with strong noise, resulting in spatially irregular segmentations and
assignments. It was demonstrated how this can be alleviated to some extend
by using more elaborate (psuedo-)local features.
In the next section the robustness of the prior to noise is increased by
tightening the relaxation. A different approach to construct isometry invariant
shape priors, based on mm-spaces, is presented in Chap. 4. We have already
discussed the na¨ıve computational complexity of the approach and how it can
be reduced in various ways. A systematic method is presented in Chap. 5.
3.2 Assignment Regularization
In the last section we developed functional (3.1.12a) through convex relaxation
of (3.1.12c). This reduced the computational complexity and enables applica-
tion to image segmentation. But of course the simplifications do not come for
free. In the relaxed functional every pair (x, y) locally estimates how the best
marginal ν and coupling pi ∈ Π(µ, ν) would have to look like from their per-
spective, obtaining an assignment cost cLinGW,p(µ,G;x, y) (3.1.5). At the time
of the final assignment computation, based on cLinGW,p, the only interaction
between different x ∈ X and y ∈ Y is via the coupling constraints. This can
be considered a waste of information, since all points have to find their correct
assignment partners basically ‘on their own’. Therefore, as we have seen, in
difficult cases the local estimates can be inconsistent and the resulting global
assignment can become quite spatially irregular.
To improve upon this, one must obviously increase the strength of interac-
tion between points x ∈ X and y ∈ Y when choosing their assignment partners,
such that information is propagated and flawed local estimates are combined
to obtain a globally reasonable assignment.
In this section discuss two types of approaches to introduce additional in-
teraction. The first type is based on explicit regularization. That is, during
the final matching additional terms are added that tend to enforce local regu-
larity of the assignment. Such an approach has already been briefly discussed
in Sect. 2.4.4. The second type we dubbed implicit. The final matching will
still be based on a linear assignment, but the cost function is computed by
propagating information between local estimates.
It should be noted that the problem of assignment regularization is not
specific to the approach in Sect. 3.1 but arises in many computer vision and
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image processing applications.
3.2.1 Explicit and Implicit Regularization
3.2.1.1 Mean Assignment Regularization
Let us discuss application of the approach discussed in Sect. 2.4.4 to isometry
invariant shape segmentation.
The originally proposed regularizer Jp
(
Vˆ (·, pi)) (2.4.54) is only invariant to
translations. Assignments that correspond to rotations, flips or more general
isometries will be penalized. Hence, for application to the isometry invariant
shape matching proposed in Sect. 3.1 another choice is more appropriate, for
example:
Jp
(
Tˆ (·, pi)) = ∑
(x,x′)∈X2
w(x, x′) max
{
‖Tˆ (x, pi)− Tˆ (x′, pi)‖ − dX(x, x′), 0
}
(3.2.1)
This regularizer is convex and blind w.r.t. isometries, in fact it is blind to
any transformation T with ‖T (x) − T (x′)‖ ≤ dX(x, x′), but when one chooses
w(x, x′) > 0 only for nearby pairs (x, x′), such that dX(x, x′) is small, this can
be considered a sufficiently close convex approximation.
The averaging in (2.4.51) implies that Y has an underlying vector space
structure. This assumption is true in many applications but it limits the flexi-
bility of the metric matching framework, which can be applied to more general
metric spaces.
Remark 3.2.1. A major limitation of the approach (2.4.55) is the introduction
of degenerate optimizers through the convex relaxation of the regularizer, i.e.
the expression of T in terms of pi. Consider a case where for a given x ∈ X all
y ∈ Y which have a low cost c(x, y), are unfavourable in terms of the vector field
regularization. Since the regularizer ‘sees’ only the barycenter
∑
y∈Y pi(x, y)y
of distributed mass, x can try to ‘trick’ the regularizer by distributing its mass
over several y ∈ Y with cheap costs such that the resulting mean assignment
looks favourable (see Fig. 3.8 for illustration). This may not be relevant when
the potential support Y is rather constrained. But in the image segmentation
application, where every pixel is a potential transportation target, this can
become an issue.
3.2.1.2 Probabilistic Assignment Regularization
The problem described in Remark 3.2.1 can be somewhat alleviated by not
simply taking the mean Tˆ (x, pi) in (2.4.51), but to interpret pi(x, ·) as a prob-
abilistic assignment, i.e. pi(x, ·) is the probability distribution of a random
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Figure 3.8: Mean assignment regularization: mass is transported from x1 to
y1, y2, y3, leading to an ‘apparent’ mean mass destination Tˆ (x1, pi). Such ap-
parent destinations may seem more favourable than deterministic assignments
and cause non-deterministic degenerate optimal couplings pi.
variable T (x) ∈ Y . given two adjacent x, x′ ∈ X (in the sense of the neighbour-
hood structure expressed in the weights w), one must then determine, which
potential assignments for T (x) and T (x′) co-occur and hence must be rated
by a regularizer. This co-occurrence relation can be encoded in a coupling
pi(x,x′) ∈ Π
(
pi(x, ·), pi(x′, ·)) and for a given coupling the regularizer value can
be given by a corresponding cost function c(x,x′) : Y × Y → R through∑
(y,y′)∈Y 2
c(x,x′)(y, y
′)pi(x,x′)(y, y′) . (3.2.2)
For the isometry invariant matching application the obvious choice for c(x,x′) is
c(x,x′)(y, y
′) = Γ(x, y, x′, y′)p = ‖dX(x, x′)− dY (y, y′)‖p , see (2.5.7). (3.2.3)
Given two probabilistic assignments pi(x, ·), pi(x′, ·) one can define their in-
flicted regularizer cost by finding the best co-occurrence coupling pi(x,x′) ∈
Π
(
pi(x, ·), pi(x′, ·)) according to (3.2.2,3.2.3). This is in itself an optimal trans-
port problem. Analogously to (2.4.55) one could define
E(pi) =
∑
(x,y)∈X×Y
c(x, y)pi(x, y) +
∑
(x,x′)∈X2
w(x, x′) Jp,(x,x′)
(
pi(x, ·), pi(x′, ·))
(3.2.4a)
with
Jp,(x,x′)(pi1, pi2) = inf
pi(x,x′)∈Π(pi1,pi2)
∑
(y,y′)∈Y 2
Γ(x, y, x′, y′)p pi(x,x′)(y, y′) . (3.2.4b)
Since the optimal transport cost is a convex function of the involved marginals,
this functional is convex, too, and can therefore in principle be optimized ‘eas-
ily’.
82 Relaxed Gromov-Wasserstein Distance
However, in Sect. 3.1.5 we were considering examples where the pure linear
assignment part was already challenging from a computational point of view.
The na¨ıve complexity of (3.2.4) is considerably larger. The overall functional is
no longer linear in pi but contains nested optimization problems Jp,(x′,x)(pi1, pi2).
Each of these terms is na¨ıvely again an optimal transport problem on Y × Y .
Additional insight into (3.2.4) can be gained by looking at it from the per-
spective of convex relaxation methods for graphical models. Let us for now drop
the Y -marginal mass constraint on pi ∈ SegMeas(Y, µ). That is, we consider
optimizing (3.2.4) over
{pi ∈ Meas(X × Y ) : prX]pi = µ} . (3.2.5)
That is, multiple x ∈ X may be assigned to the same y ∈ Y . This problem
corresponds to the local polytope relaxation [WJ08, Sect. 4.1.1] of the following
graphical model:
min
T :X→Y
E′(T ) (3.2.6a)
with
E′(T ) =
∑
x
c
(
x, T (x)
)
+
∑
(x,x′)
w(x, x′) Γ
(
x, T (x), x′, T (x′)
)
(3.2.6b)
The local polytope relaxation is tight only for tree graphs, i.e. when the graph
implied by w has no cycles [WJ08, Prop. 4.1]. The graphs corresponding to
templates used in Sect. 3.1.5 however, have many cycles. In such a case, there
may not exist binary optimizers pi∗ to (3.2.4) within the set (3.2.5) (cf. [WJ08,
Example 4.1]). By reintroducing the Y -marginal constraint one can even con-
struct cases where no binary optimizers exist for tree graphs. So even though
(3.2.4) circumvents the ‘barycenter-cheating’ discussed in Sect. 3.2.1.1, regular-
ization still invalidates the guarantee for existence of binary optimizers.
3.2.1.3 Implicit Regularization
The approaches discussed in the previous sections aimed at counter-balancing
the relaxation steps (3.1.12c) → (3.1.12b) → (3.1.12a) by introducing an addi-
tional geometric regularizer in the final matching step.
Both ideas had two common problems: although being convex, the ad-
ditional regularization term made optimization of the final assignment more
difficult. And the guarantee for the existence of deterministic optimal pi∗, given
by Proposition 3.1.6 was lost.
In this section we will discuss an alternative approach: instead of adding
explicit regularizers to the final assignment functional, we attempt to improve
the estimation of the static cost function (Sect. 3.1.2.2). The final matching
remains linear. The method applies to general QAP instances and will be
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formulated in this context. Application as isometry invariant shape prior for
segmentation in the setting of Sect. 3.1.3.1 is done by introducing dummy nodes
to X, as done during the proof of Proposition 3.1.6.
The basic idea is the following: the estimated locally optimal coupling pi∗
for computation of cLinGW,p(µ,G;x1, y1) for a given pair (x1, y1) might as-
sign some pair (x2, y2), because it seems favourable from the perspective of
(x1, y1), although the value of cLinGW,p(µ,G;x2, y2) is in fact very high, indi-
cating that the assignment is not very likely. We now try to create an im-
proved re-estimation cLinGW,p,2(µ,G;x1, y1), taking into account values of the
first estimates cLinGW,p(µ,G; ·, ·). We will refer to this updating as cost function
iteration.
In section 3.2.2 we will discuss cost function iteration and its relation to the
Gilmore-Lawler bound (Sect. 2.3.2.2). In particular we will show that repeating
the iteration procedure converges. In Sect. 3.2.3.1 a reformulation of the QAP
in terms of a diffusion process will be given. This may seem unnecessarily
complicated at the time. However, in Sect. 3.2.3.2 we show how the lower
bound given by the cost function iteration can be seen as a relaxation to this
particular formulation. A brief experimental evaluation of this relaxation is
given in Sect. 3.2.4.
3.2.2 Cost Function Iteration
Remark 3.2.2 (Conventions). We consider the QAP (2.3.2) for set cardinality
|X| = |Y | = N and a general cost coefficient array d ∈ RN4 . For a more
compact notation, we will not address entries of d via elements in X and Y ,
but by indices 1 ≤ i, j, k, l ≤ N , as done in Sect. 2.3.
In the course of this section we will handle cost functions in RN
2
, mass
distributions in RN
2
and vectors in RN
4
which we will at times interpret as
matrices RN
2 → RN2 . To keep notation efficient, we will sometimes no longer
explicitly give all involved indices and sums but resort to compact matrix no-
tation. That is, for a cost function c ∈ RN2 , a mass distribution pi ∈ RN2 , and
a matrix A ∈ RN4 we might write:
(cA)kl =
∑
ij
cij Aijkl
(Ax)ij =
∑
kl
Aijkl pikl
c pi =
∑
ij
cij piij
cApi =
∑
ijkl
cij Aijkl pikl
It will be convention in this article that cost functions are regarded as N2-
dimensional row vectors and mass distributions as column vectors.
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The matrix multiplication convention will not always be applicable and
explicit index / sum notation will then be chosen.
In Sect. 2.3.2.2 we have already introduced the Gilmore-Lawler bound to
the QAP (2.3.5):
GLB = min
pi∈PermN
N∑
i,j=1
(c0)ij piij (3.2.7)
with
(c0)ij = min
pi∈PermN : piij=1
N∑
k,l=1
dijkl pikl (3.2.8)
Within this section we will refer to objects like c0 as cost functions. The minimal
linear assignment cost associated with a cost function c will be denoted by
D(c) = min
pi∈PermN
N∑
i,j=1
cij piij , (3.2.9)
i.e. the GLB is given by D(c0). Relative to (2.3.5b) we have added the subscript
0 to c0 since we now try to estimate an updated c1, based on c0. Consider the
following definition:
Definition 3.2.3 (Minimizing Cost Function Iteration). For a given c ∈ RN2
we define the minimizing cost function iteration R : RN2 → RN2 by
R(c)ij = min
pi∈PermN : piij=1
N∑
k,l=1
(σ dijkl + τ ckl)pikl (3.2.10)
where σ ∈]0, 1] is a free parameter and
τ = (1− σ)/N . (3.2.11)
Let c1 = R(c0), i.e.
(c1)ij = min
pi∈PermN : piij=1
N∑
k,l=1
(
σ dijkl + τ (c0)kl
)
pikl . (3.2.12)
This is similar to the GLB computation, but instead of only using the coeffi-
cients d, we mix in some contribution by c0, controlled by the parameter σ. So
if a constellation is considered very unlikely by c0, this will affect the new local
estimates. The relation between the weights σ and τ has been carefully chosen
to ensure that D(c1) will still be a lower bound to the QAP but potentially
tighter as D(c0). In fact it can be shown:
3.2 Assignment Regularization 85
Proposition 3.2.4.
D(c0) ≤ D(c1) ≤ min
pi∈PermN
N∑
i,j,k,l=1
dijkl piij pikl (3.2.13)
Proof. Consider the first inequality:
D(c1) = min
pi∈PermN
N∑
i,j=1
(
min
pi′∈PermN : pi′ij=1
∑
kl
(σ dijkl + τ (c0)kl)pi
′
kl
)
piij
≥ min
pi∈PermN
N∑
i,j=1
((
min
pi′∈PermN : pi′ij=1
∑
kl
σ dijkl pi
′
kl
)
+
(
min
pi′∈PermN : pi′ij=1
τ (c0)klpi
′
kl
))
piij
≥ min
pi∈PermN
N∑
i,j=1
σ (c0)ij piij + min
pi∈PermN
N∑
i,j=1
τ D(c0)|fix:ij piij
where by D(c0)|fix:ij we denote the optimal linear assignment cost (3.2.9) under
the restriction piij = 1. By picking for pi in the second term an optimizer of
D(c0), one finds
=(σ + τ ·N)D(c0) = D(c0)
The second inequality is proven by writing down the full nested expression for
D(c1), obtaining an upper bound by fixing all involved pi-optimizations to be
the same variable and summing up the terms.
This re-estimation can in principle be repeated arbitrarily often, defining a
sequence of cost functions cn = Rn(c0) (where Rn denotes repeated application
of R). Analogous to the proof above it can be established that D(c0) ≤ D(cn)
and D(cn) will always be a lower bound to the QAP objective value. We will
not detail this but instead investigate where the sequence cn is heading. One
can show:
Proposition 3.2.5 (Fixed-point of minimizing cost function iteration). The
minimizing cost function iteration converges to a unique fixed-point which only
depends on the cost array d and σ ∈]0, 1].
The proof follows from the proof of Proposition 3.2.9, which we give a little
further down.
Remark 3.2.6. For σ = 1 the map R will always return c0, regardless of its
argument. Thus for σ = 1, c0 = R(c0) is the unique fixed-point.
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The following of this section is aimed at interpreting the minimizing cost
function iteration, its fixed-point and the relation between the fixed-points of
different parameters σ. For these investigations we need to establish some
auxiliary concepts.
Definition 3.2.7 (Assignment field). A vector a ∈ {0, 1}N4 is called an assign-
ment field if
(i) aij ∈ {0, 1}N2 is in PermN for all 1 ≤ i, j ≤ N ,
(ii) aijij = 1 for all 1 ≤ i, j ≤ N .
That is, a is a set of permutation matrices, one for every assignment i↔ j, and
for each assignment pair (i, j) the corresponding permutation matrix assigns
i↔ j. We denote the set of assignment fields by A.
An example for an assignment field is given by the set of minimizers for
computing the entries of the cost functions cn: for every entry (cn)ij one seeks
an optimal permutation pi∗ ∈ PermN with piij = 1. Conversely, every assign-
ment field a ∈ A induces a cost function iteration, where one simply replaces
minimization in (3.2.10) by the fixed permutation aij . We define:
Definition 3.2.8 (Pre-specified cost function iteration). For a given assign-
ment field a ∈ A let analogous to Definition 3.2.3
Ra(c)ij =
N∑
k,l=1
(σ dijkl + τ ckl) aijkl . (3.2.14)
Proposition 3.2.9 (Fixed-point of pre-specified cost function iteration). The
pre-specified cost function iteration converges to a unique fixed-point which only
depends on the cost array d, σ ∈]0, 1] and the assignment field a.
Proof. We will show that R and Ra for any a ∈ A are contractions. Existence
and uniqueness of the fixed-points follows then from the Banach fixed-point
theorem (e.g. [BC11, Thm. 1.48]). Equip the space RN
2
with the max-metric
δ(f, g) = max1≤i,j≤N |fij − gij |, turning it into a complete metric space. For
two f, g ∈ RN2 consider now
Ra(f)ij =
N∑
k,l=1
(σ dijkl + τ fkl) aijkl
≤
N∑
k,l=1
(
σ dijkl + τ (gkl + δ(f, g))
)
aijkl
=Ra(g)ij + τ N δ(f, g)
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Analogous
Ra(g)ij ≤Ra(f)ij + τ N δ(f, g)
and therefore
|Ra(f)ij −Ra(g)ij | ≤(1− σ) δ(f, g)
and eventually
δ
(Ra(f),Ra(g)) ≤(1− σ) δ(f, g) .
Since by assumption σ > 0 this proves Proposition 3.2.9. The reasoning above
still holds when minimizing over A, so Proposition 3.2.5 follows.
It is easy to see that
R(c)ij = min
a∈A
Ra(c)ij (3.2.15)
and since in an assignment field all permutation matrices can be chosen inde-
pendently (i.e. minimized independently), there is for every c some a ∈ A such
that R(c) = Ra(c). This is particularly true for the fixed-point cˆ of R, i.e.
there is some aˆ ∈ A such that
cˆ = R(cˆ) = Raˆ(cˆ) .
So cˆ is also the fixed-point of Raˆ and together with (3.2.15) one immediately
finds:
Proposition 3.2.10. The linear assignment cost of the minimizing cost func-
tion iteration is equal to the minimal linear assignment cost of the pre-specified
cost function iteration, minimized over a ∈ A:
min
a∈A
D
(Ra(c)) = D(R(c)) (3.2.16)
In the next section we will investigate the role of the parameter σ. Yet, first
a final remark on cost function iterations regarding computational efficiency.
Remark 3.2.11 (“Diagonal” and “non-diagonal” iteration). Given the intu-
itive motivation for the minimizing cost function iteration in terms of using
(c0)kl to help judging whether the assignment k ↔ l is reasonable when com-
puting (c1)ij in addition to dijkl, it seems strange, that in the computation of
(c1)ij the value (c0)ij is also included by a constant factor, since piij = 1 is fixed
when finding the minimum for R(c0)ij . It would seem more natural, to define
the minimizing cost function iteration in the following fashion:
R˜(c)ij = min
pi∈PermN : piij=1
 N∑
k,l=1
σ dijkl pikl +
N∑
k,l=1: k 6=i,l 6=j
τ˜ ckl pikl
 (3.2.17)
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with τ˜ = (1 − σ)/(N − 1). Here, the “old” information (c0)ij is not dragged
along and enters the computation of the “new” information (c1)ij at the same
location. Only old information from other locations is used. We refer to this
variant as “non-diagonal”, since there is no transmission from (c0)ij to (c1)ij .
For this modified iteration both the minimizing and the pre-specified variant
can be defined as above and one can establish similar results: convergence to
unique fixed-points and the implication of a QAP bound which is at least as
tight as GLB.
Let c∞ be the fixed-point of R˜ for some given assignment field a and σ ∈
]0, 1]:
(c∞)ij = R˜(c∞)ij = min
pi∈PermN : piij=1
∑
kl
σ dijkl pikl +
N∑
k,l=1: k 6=i,l 6=j
τ˜ (c∞)kl pikl

⇒ (1 + τ˜)(c∞)ij = min
pi∈PermN : piij=1
 N∑
k,l=1
σ dijkl pikl +
N∑
k,l=1
τ˜ (c∞)kl pikl

⇒ (c∞)ij = min
pi∈PermN : piij=1
N∑
k,l=1
(
σ
1 + τ˜
dijkl +
τ˜
1 + τ˜
(c∞)kl
)
pikl
⇒ (c∞)ij = min
pi∈PermN : xij=1
N∑
k,l=1
(
σ′ dijkl + τ ′ (c∞)kl
)
pikl = (R(c)|σ′)ij
where
σ′ = σ
N − 1
N − σ , τ
′ =
1− σ′
N
and R(c)|σ′ denotes minimizing iteration with parameter σ′.
That is, the fixed-point c∞ of the non-diagonal variant and parameter σ is
equal to the fixed-point of the regular variant with parameter σ′. One should
note that σ′ ∈]0, 1] ⇔ σ ∈]0, 1] and in particular σ′ ≤ σ. Thus, with the non-
diagonal iteration we are finding the fixed-point of the diagonal iteration with
a smaller parameter σ′. From the proofs on the existence of the fixed-points we
can thus see, that although R˜|σ has the same fixed-point as R|σ′ , the bound
on the Lipschitz constant (i.e. the minimal contraction rate) is lower for R˜|σ
(as one would expect, since the old value of (cn)ij is not simply dragged along
with a constant factor).
The same is naturally true for comparison of the pre-specified iteration
variants.
In the following we will continue to use the “diagonal” iteration variants,
because the notation and proofs are simpler. However it should be kept in mind
that for actual implementation one should choose the “non-diagonal” variant
due to potentially faster convergence towards the fixed-points (which is what
we will be looking for in the end).
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3.2.3 Diffusion Relaxation of QAP
3.2.3.1 Diffusion Formulation of QAP
So far we have introduced the minimizing cost function iteration as a way to
obtain potentially tighter bounds to the QAP as the GLB does. It was shown
that the sequence converges. We now want to learn more about the fixed-point
and the role of the parameter σ ∈]0, 1]. For this we give a reformulation of the
QAP in terms of a discrete diffusion process.
Definition 3.2.12 ((Left) stochastic matrix). A quadratic matrix with non-
negative coefficients whose columns sum to 1 is called (left) stochastic. A
stochastic matrix A ∈ Rn×n is mass preserving:
n∑
i,j=1
Aij vj
n∑
i=1
vi for all v ∈ Rn
Repeated application of a stochastic matrix A ∈ Rn×n to a non-negative
vector p0 can be interpreted as a discrete diffusion process on the node set
{1, . . . , n} with initial particle distribution given by p0. We will now consider a
particular type of diffusion, namely on the set of assignments {1, . . . , N}2 with
transition probabilities given by some assignment field a.
Definition 3.2.13 (Assignment diffusion). Let a be an assignment field and
from the coefficients of a construct a N2 × N2 matrix A via Aijkl = aklij/N
(note the swap in the order of indices), where the first two indices reference the
rows and the second pair enumerates the columns (and we can think of both
rows and columns to be again composed of rows and columns). We refer to A
as the assignment diffusion matrix corresponding to assignment field a and by
construction A is stochastic.
For a given non-negative vector p0 ∈ RN2 (i.e. a vector that assigns mass to
pairs (i, j) ∈ {1, . . . , N}2) the sequence {An p}∞n=0 describes a discrete diffusion
process on {1, . . . , N}2. At each time step the mass located at (i, j) is evenly
distributed onto the assignment pairs given by aij ∈ PermN , which implies that
a fraction of 1/N of mass is kept at (i, j). We refer to this process as assignment
diffusion.
More general, for a given non-negative vector p0 and a probability σ ∈ [0, 1]
we consider the assignment diffusion process with reset probability σ, described
by
pn = σ p0 + (1− σ)Apn−1 for n > 0 . (3.2.18)
That is, at each time step a fixed fraction σ of particles is reset to the initial
distribution while the rest (1− σ) undergoes regular assignment diffusion.
It is not a coincidence that we picked for the reset probability the same
symbol σ that has been used in the definitions of the cost function iterations
and we will later on show a tight connection between the two concepts.
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Proposition 3.2.14 (Properties of assignment diffusion matrices). Assignment
diffusion matrices have the following properties:
(i) Mass preservation:
∑N
i,j,k,l=1Aijkl pkl =
∑N
i,j=1 pij for all p ∈ RN×N .
(ii) Any eigenvalue λ satisfies |λ| ≤ 1.
(iii) The only eigenvalues λ with |λ| = 1 are λ = 1. For λ = 1 algebraic and
geometric multiplicity coincide.
This proposition is closely related to the Perron-Frobenius Theorem (see for
example [GR01, Thm. 8.1.1]), but assignment diffusion matrices can in general
be reducible.
Proof. Property (i) follows from A begin stochastic (Def. 3.2.12). Since A is
non-negative we also find ‖Ap‖1 ≤ ‖p‖1. From the equivalence of the norms
‖ · ‖1 and ‖ · ‖2 in finite dimensional vector spaces then follows (ii). Conversely,
were there no eigenvalue λ with |λ| = 1, then any sequence {An p}∞n=0 would
converge to the 0-vector, violating the mass preservation property for non-
negative p. Hence, at least one such eigenvalue must exist. We will now show
that it must be λ = 1. Since Aijij = 1/N we can write
A =
1
N
id +
N − 1
N
B
with a mass-preserving non-negative matrix B. Thus, by the reasoning above,
B may only have eigenvalues λB with |λB| ≤ 1. By this decomposition of A we
find for any eigenvector v of A with eigenvalue λ:
λ v = Av =
(
1
N
+
N − 1
N
B
)
v
That is, it is an eigenvector of B with eigenvalue λB with the relation
λ =
1
N
+
(
1− 1
N
)
λB
The only λ with |λ| = 1 that can satisfy this equation for some |λB| ≤ 1 is λ = 1.
Were the algebraic multiplicity of 1 not equal to its geometric multiplicity one
could construct sequences that violate the mass-preservation property by using
the Jordan normal form.
One finds as a corollary:
Corollary 3.2.15. For some a ∈ A let A be the corresponding assignment
diffusion matrix. The sequence {An}∞n=0 converges.
We can then establish the following facts on assignment diffusion:
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Proposition 3.2.16 (Properties of Assignment Diffusion). The assignment
diffusion process with reset probability σ ∈ [0, 1] and initial/reset distribution
p0 satisfies the following properties:
• There exists a non-oscillating limit distribution towards which the se-
quence of successive distributions {pn}∞n=0 is converging.
• The limit distribution is a continuous function of σ for σ ∈ [0, 1].
Proof of Proposition 3.2.16. For some σ denote by p∞(σ) the corresponding
limit distribution. We start by considering the case σ ∈]0, 1]. For the n-th
iterated distribution one obtains
pn =
n−1∑
k=0
σ (1− σ)k Ak p0 + (1− σ)nAn p0 .
Since A is stochastic, the total mass of An p0 is that of p0 and thus finite. Also
An p0 is non-negative, if p0 is. Therefore, the second term will vanish in the
limit n→∞. The first term is a geometric matrix series and yields
p∞(σ > 0) = σ (id−(1− σ)A)−1 p0
in the limit. Thus the sequence of distributions converges towards a well defined
unique non-oscillating limit.
In the case σ = 0 the geometric sequence vanishes but the second term
does not. By virtue of Corollary 3.2.15 we have that this term converges to a
non-oscillating limit:
p∞(σ = 0) = lim
n→∞A
np0
This implies that p∞(0) is an eigenvector of the limit matrix limn→∞An with
eigenvalue 1.
The limit distribution is obviously a continuous function of σ for σ ∈]0, 1].
It remains to be established, that it is continuous at σ = 0 which is equivalent
to showing that the sequence p∞(σm) for any positive sequence of σm-values
that converges towards 0 as m → ∞ converges towards the limit distribution
p∞(0).
Let {σm}∞m=0 be some positive sequence σm ∈]0, 1] that converges to 0. Let
then sm be the largest integer such that
σm ≤ 1−
(
1− 1
sm
)1/sm
.
Since limm→∞ σm = 0 one finds limm→∞ sm =∞. By construction one has
(1− σm)sm ≥ 1− 1/sm → 1 as m→∞ .
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We write:
p∞(σm) =
∞∑
k=0
σm (1− σm)k Ak p0
=
sm−1∑
k=0
σm (1− σm)k Ak p0︸ ︷︷ ︸
I
+
( ∞∑
k=0
σm (1− σm)k Ak
)
︸ ︷︷ ︸
II
(1− σm)sm︸ ︷︷ ︸
III
Asm p0︸ ︷︷ ︸
IV
The norm ‖Ak p0‖1 of all vectors in the first term can be bounded by ‖p0‖1.
The sum of all coefficients
∑sm−1
k=0 σm (1− σm)k can be shown to tend to 0 for
m→∞, thus the first term vanishes in the limit. The third term converges to
1 by construction. The fourth term converges to p∞(0). For finite m we write
Asm p0 = p∞(0) + ∆p where ‖∆p‖1 → 0 as m → ∞. Since A is stochastic we
find ‖Ak ∆p‖1 ≤ ‖∆p‖1 for all k. p∞(0) will “pass through” all the Ak in term
two unaltered, the coefficients σm (1−σm)k sum up to 1. The norm of the total
contribution of ∆p with any term in two will be bounded by ‖∆p‖1 and thus
the product of ∆p and term two will vanish in the limit and we find
lim
m→∞ p∞(σm) = p∞(0) .
During a diffusion step p → Y p, we can imagine that an amount of mass
Yklij pij = N
−1 yijkl pij travels along an edge from (i, j) to (k, l). If we associate
with each of these edges a cost dijkl per an amount N
−1 of mass, we can see,
that this diffusion step inflicts a cost of
∑
ijkl dijkl yijkl pij .
We now give an alternative definition of the QAP in terms of assignment
diffusions and the diffusion cost inflicted during each iteration in the equilibrium
state.
Definition 3.2.17 (Diffusion QAP). For an array of costs d ∈ RN4 the diffusion
QAP is given by:
min
pi∈PermN ,a∈A
∑
ijkl
dijkl aijkl (p∞)ij (3.2.19)
subject to
piij = 1⇒ aij = pi (3.2.20)
where p∞ is the unique limit distribution of the assignment diffusion process
defined by assignment field y and initial distribution p0 = x. This holds for any
reset probability σ ∈ [0, 1].
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Proposition 3.2.18 (Equivalence of QAP and Diffusion QAP). The diffusion
QAP with cost coefficients d has the same optimal value as the corresponding
QAP. If pi is an optimal assignment in the diffusion QAP, it is also an optimal
assignment in the QAP.
Proof. Consider for the initial distribution p0 = pi one iteration of the assign-
ment diffusion for some feasible pair pi, a:
p1 = σ pi + (1− σ)Api
(p1)ij = σ piij + (1− σ)N−1
N∑
k,l=1
aklij pikl
= σ piij + (1− σ)N−1
N∑
k,l=1: pikl=1
aklij
(and by virtue of constraint (3.2.20) for feasible pairs pi, a)
= σ piij + (1− σ)N−1
N∑
k,l=1: pikl=1
piij
= piij
σ + (1− σ)N−1 N∑
k,l=1: pikl=1
1

= piij
Thus we have p1 = pi and thus any pn = pi and the limit p∞ = pi, the diffusion
is “degenerate” and already set up in its stationary state. The corresponding
diffusion QAP score then is
N∑
i,j,k,l=1
dijkl aijkl (p∞)ij =
N∑
i,j,k,l=1: piij=1
dijkl pikl piij =
N∑
i,j,k,l=1
dijkl piij pikl
which is nothing but the usual QAP score for assignment pi. Therefore both
problems are equivalent.
The formulation of the QAP in terms of assignment diffusion seems imprac-
tically complicated: the introduced diffusion framework seems rather useless,
since the initially chosen distribution equals the equilibrium distribution and
nothing really is changed by diffusion. The motivation behind this is to ob-
tain a new family of lower bounds by dropping the constraint (3.2.20) from the
diffusion QAP.
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3.2.3.2 Diffusion Relaxation
We will now introduce the diffusion relaxation of the QAP and relate it to the
previously presented concept of cost function iterations.
Definition 3.2.19 (Diffusion relaxation of QAP). For an array of costs d ∈ RN4
the diffusion relaxation of the QAP is given by:
min
pi∈PermN ,a∈A
N∑
i,j,k,l=1
dijkl aijkl (p∞)ij (3.2.21)
where p∞ is the unique limit distribution of the assignment diffusion process
defined by assignment field a and initial distribution p0 = pi.
The diffusion relaxation of the QAP obviously gives a lower bound, as the
problem is identical to the diffusion formulation of the QAP without constraint
(3.2.20).
Proposition 3.2.20 (Equivalence of assignment diffusion and cost function
iteration). Let pi ∈ PermN be a fixed assignment and a ∈ A a fixed assignment
field. Also let c0 be some arbitrary (bounded) initial cost function. Let some
σ ∈]0, 1] be both the free parameter of the pre-specified cost function iteration
as well as the reset probability in the assignment diffusion process. The initial
(and reset) distribution of the assignment diffusion process shall be given by pi.
Then in the limit of n→∞ pre-specified cost function / diffusion iterations the
linear cost associated with the iterated cost function and the assignment pi equals
the diffusion cost associated with iterations of the iterated mass distributions.
More precisely:
lim
n→∞
N∑
i,j=1
piij (cn)ij = lim
n→∞
N∑
i,j,k,l=1
dijkl aijkl (pn)ij (3.2.22)
where cn is the n-th pre specified cost function iteration of c0 with assignment
field a and parameter σ and pn is the n-th iteration of the assignment diffusion
with assignment field a, reset probability σ and initial (and reset) distribution
pi.
Proof. Given some assignment pi ∈ PermN , assignment field a ∈ A, some pa-
rameter σ ∈]0, 1] and an initial cost function c0 (for now not necessarily the one
used in the GLB) we define recursively for n > 0
cn = Ra(cn−1) .
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Explicitly
(cn)ij =
N∑
k,l=1
(σ dijkl + τ (cn−1)kl) aijkl
=
N∑
k,l=1
(σ dijkl aijkl + (1− σ) (cn−1)kl aijkl/N)
which we denote in short as
cn = σ da + (1− σ) cn−1A
where da ∈ RN2 , (da)ij =
∑N
k,l=1 dijkl aijkl and we interpret all cost functions
as N2 dimensional row vectors and cn−1A denotes multiplication of the row
vector cn−1 with the diffusion matrix A,Aijkl = aklij/N , from the left.
In this short notation one can easily resolve the recursion and give a direct
expression for cn:
cn =
n−1∑
k=0
σ (1− σ)k daAk + (1− σ)n c0An
One then obtains for the linear assignment cost of assignment pi (which we will
regard as a column vector) simply by
cn pi =
n−1∑
k=0
σ (1− σ)k daAk pi + (1− σ)n c0An pi .
The second term is (1 − σ)nc0An pi, where A is a stochastic matrix. Thus its
absolute value is bounded by (1− σ)nC N , where C is a bound of the absolute
value of entries of c0. For σ ∈]0, 1] this term tends to 0 as n→∞. By the same
reasoning the sum in the first term converges for n→∞ (geometric series) and
for the limit we obtain
lim
n→∞ cn pi =
∞∑
k=0
σ (1− σ)k daAk pi .
Now consider the assignment diffusion determined by assignment field a, initial
distribution p0 = pi and reset probability σ. For n > 0 we recursively define
pn = σ pi + (1− σ)Apn−1 .
Again, one can easily resolve the recursion and obtain
pn =
n−1∑
k=0
σ (1− σ)k Ak pi + (1− σ)nAn p0 .
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The second term is equal to (1−σ)nAn p0. Since p0 = pi is bounded in mass and
L1-norm, A is stochastic and σ ∈]0, 1] this term vanishes in the limit n → ∞.
Again, the sum in the first term is a geometric series. For the diffusion step
cost in the limit we then find
lim
n→∞
∑
ijkl
dijkl aijkl (pn)ij = lim
n→∞ da pn =
∞∑
k=0
σ (1− σ)k daAk pi .
Proposition 3.2.21 (Reset Probability and Tightness of Diffusion Bound).
The diffusion step cost in the equilibrium, minimized with respect to initial
distribution pi and assignment field a is a non-increasing function of the reset
probability σ ∈]0, 1].
That is, the diffusion relaxation bound of the QAP is non-decreasing for
decreasing σ. Before we can prove Proposition 3.2.21 it is convenient to establish
the following lemma:
Lemma 3.2.22. If pi ∈ RN2 is a doubly stochastic matrix and A is a assign-
ment diffusion matrix, then Api is doubly stochastic, where pi is interpreted as
column vector during multiplication with A. Also σ(id−(1−σ)A)−1pi is doubly
stochastic for σ ∈]0, 1].
Proof. Let pi be doubly stochastic. Then obviously Api is non-negative. Further
one finds
N∑
j=1
(Api)ij =
N∑
j,k,l=1
1/N aklij pikl =
N∑
k,l=1
1/N pikl = 1
and
N∑
i=1
(Api)ij =
N∑
i,k,l=1
1/N aklij pikl =
N∑
k,l=1
1/N pikl = 1
where we have used that akl is a permutation matrix for any (k, l). This proves
the first claim.
Consider now
σ(id−(1− σ)A)−1pi = σ
∞∑
k=0
(1− σ)kAk pi .
By virtue of the first part of the lemma any term Ak pi is double stochastic.
The coefficients σ(1−σ)k are non-negative and sum up to 1 over k = 0, . . . ,∞.
Thus the whole term is a limit of convex combinations of doubly stochastic
matrices, which makes it a double stochastic matrix itself (since the set of
doubly stochastic matrices is closed).
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Proof of Proposition 3.2.21. Let 0 < σ1 < σ2 < 1. Consider now a fixed assign-
ment field a, with assignment distribution matrix A,Aijkl = aklij/N , and initial
distributions pi1,2 (which for now need not be assignments). We now look at the
assignment diffusion, described by the iteration pi,n = σi pii + (1 − σi)Api,n−1
for i = 1, 2 (see Definition 3.2.13). Then we obtain as limit distributions (the
no-reset term vanishes, since σi > 0):
pi,∞ =
∞∑
k=0
σi (1− σi)k Ak pii = σi (id−(1− σi)A)−1 pii
where we used the geometric series formula for matrices. Recall that in (1−σi)A
the matrix A is stochastic (i.e. absolute value of eigenvalues at most 1) and
1− σi < 1, thus the sum converges and the inverse exists.
Let now
pi2 =
σ1
σ2
(id−(1− σ2)A) (id−(1− σ1)A)−1pi1 (3.2.23)
which implies that p1,∞ = p2,∞. The expression for pi2 can be rewritten as
follows:
pi2 =
σ1
σ2
(id−(1− σ2)A)
( ∞∑
k=0
(1− σ1)k Ak
)
pi1
=
σ1
σ2
( ∞∑
k=0
(1− σ1)k Ak − 1− σ2
1− σ1
∞∑
k=1
(1− σ1)k Ak
)
x1
=
σ1
σ2
((
1− 1− σ2
1− σ1
)( ∞∑
k=0
(1− σ1)k Ak
)
+
1− σ2
1− σ1 id
)
pi1
=
σ1
σ2
((
1− 1− σ2
1− σ1
)
(id−(1− σ1)A)−1 + 1− σ2
1− σ1 id
)
pi1
=
(
σ2 − σ1
σ2(1− σ1)
)
σ1 (id−(1− σ1)A)−1 x1 + σ1 (1− σ2)
σ2 (1− σ1)pi1
If pi1 is doubly stochastic, then by virtue of Lemma 3.2.22 so is
σ1 (id−(1− σ1)A)−1 pi1 .
Furthermore, for σ2 > σ1 the coefficients (σ2 − σ1)/(σ2 (1 − σ1)) and (σ1 (1 −
σ2))/(σ2 (1−σ1)) are non-negative and sum up to 1, so also pi2 is doubly stochas-
tic. Note, that this argument is not possible if σ2 < σ1, so this construction
only works one way.
Consider now the following optimization problems:
min
pin∈PermN
N∑
i,j,k,l=1
dijkl aijkl (pn,∞)ij
98 Relaxed Gromov-Wasserstein Distance
for n = 1, 2 and some fixed assignment field a. For fixed a the limit distribu-
tion pn,∞ is linear in pi, so due to the famous Birkhoff–von Neumann theorem
(Theorem 2.2.1) the optimization of pi can be carried out over the set of dou-
bly stochastic matrices. Then, as we have shown, by construction according
to (3.2.23) we can for any doubly stochastic pi1 construct an pi2 which is also
doubly stochastic and yields the same limit distribution. Thus, we can conclude
that
min
pi1∈PermN
N∑
i,j,k,l=1
dijkl aijkl (p1,∞)ij ≥ min
pi2∈PermN
N∑
i,j,k,l=1
dijkl aijkl (p2,∞)ij .
This inequality will also hold after additional minimization over a ∈ A on both
sides, thus the proof is established.
That is, the diffusion relaxation bound of the QAP is non-decreasing for
decreasing σ.
With the diffusion relaxation of the QAP we have introduced a new family of
lower bounds for the QAP, depending on the reset probability parameter σ. The
well known GLB is contained as special case σ = 1. For decreasing σ we have
shown that the bound does never decrease. Per se it appears to be a difficult
problem, how the diffusion relaxation of the QAP should be solved: the limit
distribution p∞ depends on the initial distribution x and the assignment field
y in a highly non-linear fashion, thus optimization seems unfeasible. However,
by having shown the equivalence of assignment diffusion to pre-specified cost
function iteration, and by having shown that the cost function fixed-point with
minimal cost can be found by successively performing minimizing cost function
iterations, we have presented a simple way to solve the diffusion relaxation of
the QAP. The following corollary combines the results provided by the single
propositions.
Corollary 3.2.23 (Minimizing cost function iteration and diffusion relaxation
of the QAP). Combining the results from Propositions 3.2.20 and 3.2.10 we
can see for some σ ∈]0, 1], that the minimizing cost function iteration yields
the fixed-point which has minimal associated linear assignment cost and which
is thus yields the optimum of the diffusion relaxation of the QAP with reset
probability σ.
In particular for σ = 1 the diffusion relaxation bound is equal to the Gilmore-
Lawler bound and by virtue of Proposition 3.2.21 the diffusion relaxation bound
value is non-decreasing with decreasing σ. That means, the GLB is contained
in the presented family of bounds as the weakest one.
Due to the continuity of the equilibrium distribution for σ ∈ [0, 1] (Propo-
sition 3.2.16) and therefore also of the diffusion relaxation QAP value, the
minimal linear assignment cost associated with the minimizing cost function
iteration fixed-point is a continuous function for σ ∈]0, 1] and converges for
σ → 0.
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Remark 3.2.24 (Cost function iteration and dual QAP relaxation framework).
As briefly mentioned in Remark 2.3.6, the GLB can be seen as a special case
of a framework of approximate solvers for the dual of a relaxed QAP formula-
tion. Within this framework one adds Lagrangian multipliers for the constraints
dropped in the linear formulation (2.3.4) and alternates between recomputing
the GLB (taking into account the multipliers) and suitable updates of the mul-
tipliers. This seems similar to the proposed cost function iteration. However,
we could not find a decomposition of the changes made to the standard GLB
by our iterations, that can be interpreted as Lagrangian multipliers.
3.2.4 Experiments
In this section we provide a brief experimental study of the potential of the
cost function iteration. Due to the na¨ıve computational effort (see Remark
3.2.25 below) we will only study small examples, which nevertheless give a
good overview over its weaknesses and strengths.
3.2.4.1 Implementation Details
Implementation of the minimizing cost function iteration, Def. 3.2.3, is not hard.
So in principle one can determine the value for the diffusion relaxation for any
σ ∈]0, 1] by iteration. For small σ → 0 the contraction ratio 1 − σ → 1 and
thus convergence can become very slow. In practice we started iterating with
σ = 1, i.e. we computed the GLB and then gradually decreased σ by a constant
factor. Before every decrement we checked via the a-posteriori estimate [BC11,
Thm. 1.48]
δ(cn, c∞) ≤ δ(cn, cn−1)1− σ
σ
(3.2.24)
where δ denotes the max-metric, whether the iteration was sufficiently close to
the fixed-point.
Just as the GLB, the cost function iteration can also provide a coarse upper
bound to the QAP objective value by evaluating the QAP functional on the
optimal linear matching. There is no guarantee that this upper bound decreases
with decreasing σ, but in practice it usually does and we can always pick the
smallest upper bound obtained so far.
Remark 3.2.25 (Computational complexity of cost function iteration). Ev-
ery step of the cost function is computationally equivalent to computing the
GLB, hence the cost is O(N5) per iteration (Remark 2.3.5). This constrains
practical application to relatively small problems. In principle, application of
the multi-scale algorithm presented in Chap. 5 is possible, but sophisticated
data structures are required to handle the on-demand computation of entries of
different cost functions cn on different scales at different times. In this section
we remain within the regime that is accessible via na¨ıve computations.
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3.2.4.2 Point Cloud Matching
As a first scenario we consider isometric matching of random point clouds
in 2D. A first point cloud is randomly sampled. It is then subjected to an
isometric transformation and distortion through noise to generate a second
point cloud. Via the pairwise metric fidelity matching cost Γ(x, y, x′, y′)2 =
|dX(x, x′)−dY (y, y′)|2 (2.5.7), discussed in the context of the Gromov-Hausdorff
/ Wasserstein distances, we then try to find the optimal near-isometry between
the two point clouds via cost function iteration. In a variant, additional clutter
points are added to the second point cloud and the objective is to find the best
near-isometric partial matching. Figure 3.9 illustrates the obtained results. In
both cases we see, that the upper bound and the gap between upper and lower
bound could be significantly decreased in most cases. Since the upper bound
is very sensitive to irregular assignments we can thus deduce that the idea of
implicit regularization does indeed work in most cases.
3.2.4.3 QAPLIB
The QAPLIB [BKR97] is a set of problem instances for the QAP, intended
to provide a comparison benchmark for various (approximate) solution ap-
proaches. We applied the cost function iteration to several instances to compare
the obtained bound with other methods. Unfortunately the results are quite
disappointing. The GLB could hardly ever be increased by more than 2% and
the corresponding upper bound was usually not decreased by more than 10%.
Other approximation methods found in the literature can perform significantly
better. Some details are given in Table 3.1.
3.2.4.4 Image Segmentation with Shape Prior
The intention behind the development of the cost function iteration was to
improve the results of the shape prior based on the relaxed linearized Gromov-
Wasserstein distance, as presented in Sect. 3.1. Figure 3.10 illustrates results
obtained on an example with linear appearance model and different noise levels.
As on the QAPLIB instances, the lower bounds are not increased substantially.
But we see that this is because the linear appearance component is quite large
compared to the minimally possible quadratic geometrical assignment costs.
On the lowest noise level the basic approach from Sect. 3.1, equivalent to the
GLB, already performs quite well, providing a relatively smooth assignment.
The iteration is able to regularize the remaining outliers and to reduce the
gap between upper and lower bound to about 5%. On the intermediate noise
level the basic approach already produces several irregularities, most of which
are correctly smoothed through iterations. On the highest noise level the basic
approach produces a very irregular assignment which can no longer be improved
through iterations. Only the coarse location of the triangle is detected.
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Figure 3.9: Performance of cost function iteration on isometric point cloud
matching (see text). Left column: 10 points per cloud, right column: 10
additional clutter points in cloud 2. Data shown for 100 random iterations.
First row: relative growth of the QAP diffusion bound with decreasing σ
as compared to GLB (σ = 1). Second row: relative decrement of the best
upper bound obtained so far, relative to GLB. Third row: histograms over
upper/lower bound ratios for GLB (σ = 1) and σ ≈ 0.072. We observe a
consistent increase in the lower bound, a decrease in the upper bound. With
cost function iteration most upper / lower bound ratios are significantly reduced
and often brought close to 1, i.e. the problem is solved in good approximation.
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Had16 3.72E3 3.36E3 4.02E3 3.38E3 3.89E3 3.72E3
Had18 5.36E3 4.78E3 5.80E3 4.82E3 5.80E3 5.36E3
Had20 6.92E3 6.17E3 7.62E3 6.22E3 7.46E3 6.92E3
Kra30a 8.89E4 6.84E4 1.16E5 6.93E4 1.11E5 8.67E4
Kra30b 9.14E4 6.91E4 1.26E5 6.99E4 1.11E5 8.77E4
Nug12 5.78E2 4.93E2 8.50E2 4.94E2 6.78E2 5.78E2
Nug15 1.15E3 9.63E2 1.44E3 9.67E2 1.30E3 1.15E3
Nug18 1.93E3 1.55E3 2.40E3 1.57E3 2.28E3 1.93E3
Nug20 2.57E3 2.06E3 3.13E3 2.07E3 2.89E3 2.57E3
Nug22 3.60E3 2.48E3 4.59E3 2.52E3 4.24E3 3.59E3
Nug30 6.12E3 4.54E3 7.34E3 4.56E3 7.26E3 5.93E3
Rou15 3.54E5 2.99E5 4.17E5 3.05E5 3.98E5 3.54E5
Rou20 7.26E5 5.00E5 8.20E5 6.10E5 8.20E5 7.25E5
Tai20a 7.03E5 5.81E5 8.78E5 5.90E5 8.56E5 7.03E5
Tai25a 1.17E6 9.62E5 1.46E6 9.73E5 1.42E6 1.11E6
Tai30a 1.82E6 1.50E6 2.16E6 1.52E6 2.13E6 1.71E6
Tho30 1.50E5 9.06E4 1.92E5 9.15E4 1.87E5 1.43E5
Table 3.1: Cost function iteration on QAPLIB problems: First column: name
of instance (number gives problem size). Second column: optimal value.
Third column: lower and upper bound provided by GLB. Fourth column:
lower and upper bound provided by cost function iteration at σ ≈ 0.072. Fifth
column: best bound provided by either [BV06, AGHH07, Zhu07]. A more
detailed table can be found at [HA10]. Unfortunately the cost function iteration
cannot improve significantly upon the GLB. Other approximate methods prove
to be much more efficient.
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Figure 3.10: Cost function iteration applied to shape segmentation with re-
laxed linearized Gromov-Wasserstein distance (Sect. 3.1): (a) super-pixel input
images with three different noise levels (low, middle, high), gray-level indicates
foreground-affinity. (b) upper and lower bounds produced by cost function it-
eration. (c) upper bound on the geometric component of the assignment costs.
(d) deviations of assignments of template super-pixels from ground-truth as-
signment using the GLB. (e) deviations of assignments of template super-pixels
from ground-truth assignment after cost function iteration at σ ≈ 0.080. It
can be seen that the cost function iteration increases the robustness to noise
and produces more regular assignments at moderate noise levels. At high noise
levels the iteration can no longer improve the already quite distorted initial
assignments.
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3.2.5 Conclusion
We have discussed a method for tightening the relaxation applied in Sect. 3.1,
that applies to general instances of the quadratic assignment problem, by im-
plicit regularization of the assignment. Compared to explicit methods, dis-
cussed in the beginning, this has the advantage that the overall problem natu-
rally decomposes into smaller instances and that a deterministic optimal assign-
ment always exists. Further elegant theoretical properties, such as convergence
of the cost function iteration and improvement of the bound through adjusting
the parameter σ have been established.
But the na¨ıve computational complexity of the iterations is prohibitive for
large problem instances. As briefly discussed, this will require further develop-
ment of the methods presented in Chap. 5, to be applicable to this problem.
Also, it was demonstrated experimentally on the QAPLIB that the method is
not competitive with state-of-the-art bounds for the QAP. Thus, this concept
requires further research and development. Numerical results on an example of
isometry invariant object segmentation however illustrated its potential.
Chapter 4
Wasserstein Modes
4.1 Shape Measures
In Section 2.1 indicator functions have been introduced to describe binary im-
age segmentations. For combination with shape priors we choose to interpret
such functions as densities of corresponding measures (Def. 2.1.2). As discussed
in Section 1.2.2 it is rather difficult to model shape variations directly in the
indicator function representation, whereas it is rather straight-forward on con-
tours. In this section we will show that, under sufficient regularity conditions,
the set of segmentation measures, considered as a submanifold of the ‘manifold’
of measures (Sect. 2.4.2) is in fact diffeomorphic to the manifold of simple closed
contours (Sect. 2.6.1). We can then use this equivalence to construct shape pri-
ors that combine the advantages of the indicator and the contour representation
(Sect. 4.2).
4.1.1 Shape Measures and Contour Lifting
4.1.1.1 Shape Measures
We now introduce the set of shape measures which are measures whose density
is given by indicator functions with sufficiently regular support. All measures
are normalized to have unit-mass to keep them comparable through optimal
transport.
Definition 4.1.1 (Shape measure [SS13a, Def. 3.1]). A measure µ is called
a shape measure, if there is an open set Ω, 0 < |Ω| < ∞ with a connected
C∞-boundary such that for all measurable A ⊂ R2
µ(A) = |Ω|−1 · |A ∩ Ω| . (4.1.1)
Integration w.r.t. µ can then be written as∫
A
φdµ = |Ω|−1
∫
A∩Ω
φdx . (4.1.2)
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Denote by dens(µ) the corresponding density function w.r.t. the Lebesgue mea-
sure. Identifying functions that are equal a.e., the density is unique and given
by dens(µ) = |Ω|−1indΩ where indΩ denotes the indicator function of Ω. We
can then write ∫
A
φdµ =
∫
A
φ dens(µ) dx . (4.1.3)
Denote the set of shape measures by SP.
Remark 4.1.2. We require that Ω is of class C∞ and has a connected boundary
to obtain compatibility with the contour description of shapes as introduced
in Sect. 2.6.1. Within this class of regular shape measures one can however
describe a more general class of shapes by metric completion in the sense of
[DZ11, Chap. 3, Thm. 3.1]. The analogous step in the context of contours is
briefly discussed in [MM06].
In analogy to Definition 2.4.14 we now introduce a corresponding tangent
space for shape measures.
Definition 4.1.3 (Shape tangent space [SS13a, Def. 3.3]). For a shape measure
µ the shape tangent space STan(µ) at µ is defined as
STan(µ) = {∇u : u ∈ D ∧∆u = const in spt(µ)} . (4.1.4)
Compared to the tangent space for conventional optimal transport, Def-
inition 2.4.14, two modifications have been made: an additional constraint
∆u = const is introduced and no completion w.r.t. L2(µ) is made.
The first modification ensures that vectors in STan(µt) correspond to de-
formations that, to first order, keep the density of µt constant within its sup-
port. Consider for a given shape measure µ and some α ∈ STan(µ) the path
µt = (id +t · α)]µ. The density of µt can be determined from the density of µ
and Jacobian of id +t · α. A brief calculation shows that near t = 0
det Jid +t·α = 1 + t · divα+O(t2) . (4.1.5)
Since divα = const on sptµ for α ∈ STan(µ), we see that deformation keeps
the density of µt homogeneous to first order.
The second change ensures that shape measure trajectories with tangents
in STan(µt) retain a C
∞ boundary during evolution. The following theorem
properly establishes the relation between STan(µ) and absolutely continuous
paths of shape measures.
Theorem 4.1.4 (Paths with Tangents in STan(µt) are Absolutely Continuous
Shape Measure Paths [SS13a, Thm. 3.4]). Given a measure path t 7→ µt and a
flow field path t 7→ αt, t ∈ [0, 1] such that
(i) µt is a shape measure at t = 0,
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(ii) αt ∈ STan(µt),
(iii) µt and αt satisfy the continuity equation,
(iv) there is an open bounded set Ωˆ such that sptµt ⊂ Ωˆ for all t ∈ [0, 1],
(v) α ∈ Xp(Ωˆ) for any positive integer p, see (2.6.11),
then µt is an absolutely continuous shape measure path .
Remark 4.1.5. Note hat in condition (ii) we demand αt ∈ STan(µt) without
knowing whether µt ∈ SP. However, the definition of STan(µt) is formally
valid also for this case.
Proof. Since α ∈ Xp(Ωˆ), by virtue of Theorem 2.6.9 the family of maps ϕt, t ∈
[0, 1] defined by
∂tϕt = αt ◦ ϕt, ϕ0 = id
is a family of C∞-diffeomorphisms on Ωˆ. One has Jϕ−1 = (Jϕ ◦ϕ−1)−1. There-
fore, one finds
0 = ∂t
(
ϕt ◦ ϕ−1t
)
= (∂tϕt) ◦ ϕ−1t + (Jϕt ◦ ϕ−1t )∂t(ϕ−1t ) (4.1.6)
and then
∂t(ϕ
−1
t ) = −(Jϕt ◦ ϕ−1t )−1
(
(∂tϕt) ◦ ϕ−1t
)
= −Jϕ−1t αt . (4.1.7)
Consider now the following integral and its time derivative for a test function
φ ∈ D:
d
dt
∫
φd(ϕ−1t ] µt) =
d
dt
∫
φ ◦ ϕ−1t dµt
=
∫
〈(∇φ) ◦ ϕ−1t , ∂tϕ−1t︸ ︷︷ ︸
−J
ϕ−1t
αt
〉 dµt +
∫
〈∇(φ ◦ ϕ−1t ), αt〉︸ ︷︷ ︸
〈(∇φ)◦ϕ−1t ,Jϕ−1t αt〉
dµt = 0 (4.1.8)
Where we applied the chain rule in the first term and the continuity equation
in the second. Thus we have by integration∫
φd(ϕ−1t1 ]µt1) =
∫
φd(ϕ−1t2 ]µt2) (4.1.9)
for all t1, t2 ∈ [0, 1]. From [Ho¨r90, Thm. 1.2.5] we know that if∫
f φ dx =
∫
g φ dx for all φ ∈ D
for locally integrable f, g then f = g almost everywhere. Let f and g be
the density functions of (ϕ−1ti ]µti) for i = 1, 2. These exist since the density
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functions of µti exist and ϕ
−1
ti
are diffeomorphisms. Then we can conclude that
these density functions agree a.e. and hence the measures are in fact identical.
We thus have
ϕ−1t ] µt = ϕ
−1
0 ] µ0 = µ0 (4.1.10)
and by conjugation of the push-forward with ϕt find
µt = ϕt ]µ0 . (4.1.11)
Now check the Jacobian determinant of ϕt: recall for a differentiable family of
matrices
d
dt
det(At) = det(At) tr(A
−1
t ∂tAt) . (4.1.12)
From Theorem 2.6.9 we have that the Jacobian of ϕt satisfies
∂tJϕt = (Jαt ◦ ϕt)Jϕt (4.1.13)
thus we find
∂
∂t
det(Jϕt) = det(Jϕt) tr(J
−1
ϕt ∂tJϕt) (4.1.14)
= det(Jϕt) tr(J
−1
ϕt (Jαt ◦ ϕt)Jϕt) (4.1.15)
= det(Jϕt)(divαt) ◦ ϕt (4.1.16)
where we have interpreted the vector field αt as a map and denote its Jacobian
accordingly by Jαt . Since for any x ∈ spt(µ0) the path ϕt(x) over t always lies
within the support of µt for all t ∈ [0, 1] and since divαt = const throughout
sptµt, the temporal derivative of the determinant of the Jacobian of ϕt is
spatially constant. Since Jϕ0 = Jid = 1, i.e. det(Jϕ0) = 1, one finds det Jϕt is
spatially constant at all times within spt(µ0). Since µ0 is a shape measure, it has
a density function, with constant value within spt(µ0) and zero elsewhere, i.e. a
rescaled indicator function. One can then, through the push-forward via ϕt find
density functions for other t ∈ [0, 1]. Since detJϕt is constant within spt(µ0) one
easily finds, that the density functions of µt is also a rescaled indicator function.
Since ϕt is a C
∞-diffeomorphism it preserves simple connectedness and C∞-
smoothness of the boundary of spt(µ0). Therefore µt must be a shape measure
at all times. Absolute continuity of the path µt is given by the assumption
α ∈ Xp(Ωˆ), from which absolute integrability with respect to L2(µt) follows.
Remark 4.1.6. Note that so far the term tangent space is only used in a sense
of analogy, in the way that [AG13] discusses the weak Riemannian structure of
Meas.
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4.1.1.2 Lifting of Contours
Every contour c ∈ Emb has a well-defined interior Ω(c) of class C∞. We
formally define the map that takes c to the shape measure associated with
Ω(c).
Definition 4.1.7 (Lifting of contours [SS13a, Def. 3.7]). For a C∞-embedding
c : S1 → R2 that parametrizes the boundary of some open, simply connected
domain Ω(c) the corresponding shape measure F (c) is given by(
F (c)
)
(A) = |Ω(c)|−1 · |A ∩ Ω(c)| . (4.1.17a)
As in 4.1.1, integration w.r.t. F (c) is given by∫
A
φdF (c) = |Ω(c)|−1
∫
A∩Ω(c)
φdx . (4.1.17b)
It is evident that if two contours are related by some C∞-diffeomorphism
ϕ : S1 → S1 such that c1 = c2 ◦ ϕ then F (c1) = F (c2). Vice versa, if two
contours c1 and c2 both parametrize the boundary of some shape measure µ,
then there is a C∞-diffeomorphism ϕ such that c1 = c2 ◦ϕ. Therefore we have:
Proposition 4.1.8 ([SS13a, Prop. 3.8]). The map
FB : B→ SP , [c] 7→ F (c) (4.1.18)
is a bijection between the quotient manifold B and the space of shape measures
SP.
4.1.1.3 Lifting of Contour Tangent Vectors
Let c ∈ Emb describe a shape in the contour representation and let µ = F (c)
be the corresponding shape measure representation. Let α ∈ STan(µ) describe
to first order a deformation of µ. The information encoded in α can also be
encoded in some normal deformation a ∈ HcEmb of the contour c. This raises
the question how the two descriptions for deformation are related. As it turns
out α is already completely determined by its behaviour on the boundary of
spt(µ). This can be used to define maps that convert between a and α.
Definition 4.1.9 (Lifting of contour tangent vectors [SS13a, Def. 3.9]). For a
contour c and a normal deformation field a ∈ HcEmb, see Remark 2.6.4, we
define the lifting
fc : HcEmb→ STan
(
F (c)
)
, a 7→ α = fc(a) (4.1.19)
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from c onto F (c) as the gradient of the extended unique solution (up to constant
shifts) of the Neumann problem
∆u = S in Ω(c) (4.1.20a)
〈n,∇u〉 = a ◦ c−1 on ∂Ω(c) (4.1.20b)
where n is the outward pointing unit normal vector on ∂Ω(c) and
S = |Ω(c)|−1
∫
∂Ω(c)
a ◦ c−1 ds . (4.1.20c)
Proof. By virtue of Proposition 2.6.15 the solution u to the PDE is unique
(up to constants, which we can fix arbitrarily) and sufficiently smooth, i.e. in
C∞(Ω). We can then specify any well-designed extension method that maps
C∞(Ω) to D to extend u. Since the extended u is in D and its Laplacian is
constant within Ω(c), we find that fc(a) = ∇u ∈ STan
(
F (c)
)
.
Some examples for the lifting of contour tangent vectors to the shape mea-
sure tangent space are illustrated in Fig. 4.1.
Remark 4.1.10. The extension of the solution u to (4.1.20) is formally nec-
essary such that α = ∇u is contained in STan(F (c)). For a unique solution u
(up to the constant shift) there are many valid extensions, all of them however
coincide on Ω(c). Hence, from now on we will identify functions in STan(µ)
that coincide on spt(µ).
With this identification rule, for a fixed c, the map fc is a bijection between
HcEmb and STan
(
F (c)
)
, with inverse given by
f−1c (α)(θ) = 〈α ◦ c(θ), nc(θ)〉R2 for θ ∈ S1 , (4.1.21)
that is taking the normal component on the restriction of α to the boundary.
In analogy to Proposition 4.1.8 we then find:
Proposition 4.1.11 ([SS13a, Prop. 3.11]). The map
fB[c] : T[c]B→ STan
(
FB([c])
)
, [a] 7→ fc(a) (4.1.22)
is a bijection between the tangent space T[c]B on the quotient manifold and the
shape measure tangent space STan
(
FB([c])
)
at the shape measure obtained by
lifting the footpoint contour.
Proof. Keep in mind the identification rule in Remark 4.1.10 and the resulting
bijectivity through (4.1.21). Further, let c1 ∼ c2 be two contours, related
by some ϕ ∈ Diff, i.e. c2 = c1 ◦ ϕ, i.e. F (c1) = F (c2), and let a1, a2 be
two respective normal deformation fields. Then obviously fc1(a1) = fc2(a2)
if and only if a2 = a1 ◦ ϕ, that is when (c1, a1) ∼ (c2, a2) in the sense of
Proposition 2.6.5. Then, by the representation property from Proposition 2.6.5
the proposition follows.
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Figure 4.1: Lifting of tangential deformation fields. Left column: two different
normal deformation fields on a given contour. Right column: lifted flow-fields
with constant divergence on the corresponding shape measure. Color shading
indicates the potential function that solves the involved Neumann problem. In
the first example the contour deformation has a low frequency and the lifted
flow-field has large amplitudes throughout the interior. In the high-frequency
example in the second row, the lifted flow-field has non-vanishing amplitude
only near the boundary. Note that the lifted flow-field is not normal to the
contour at the shape boundary.
So far we have established that there is a map fc that takes the (horizontal
part of the) tangent space HcEmb to STan
(
F (c)
)
. Let ct be a path of contours
and let ∂tct be the tangent vectors. We need yet to check that fct(∂tct) is
tangent to F (ct) in the sense of the continuity equation (2.4.23).
Theorem 4.1.12 (Commutation of deformation and lifting [SS13a, Thm. 3.12]).
Given a contour path ct which is C
1 in time, with normal temporal deformation
at, the following commutation relation holds for all test functions φ ∈ D:
d
dt
∫
φdF (ct) =
∫
〈∇φ, fct(at)〉 dF (ct) (4.1.23)
The implication is that the measure path F (ct) generated by lifting ct satis-
fies the continuity equation (2.4.23) together with the flow-field f(at) generated
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F
d
dt
d
dt
f
Figure 4.2: Shapes can be represented by parametrized contours (top left) or
probability measures with constant density in the interior and zero elsewhere
(top right). Let F be the map that takes contours to measures. Taking the time
derivative of a path of contours will yield a normal deformation field (bottom
left), on a path of measures it will yield a flow-field according to the continuity
equation in optimal transport (bottom right). In this section we will discuss
a map f that takes contour deformation fields to measure deformation fields,
such that the diagram above commutes (Theorem 4.1.12).
by lifting the tangent path at. In analogy to (2.4.23) we can write for (4.1.23):
d
dt
F (ct) = −∇ (fct(at)F (ct)) (4.1.24)
This corresponds to the following commutation diagram (cf. Fig. 4.2):
ct
time derivative−−−−−−−−−→ at = ddtct
↓ lift ↓ lift
F (ct)
time derivative−−−−−−−−−→ fct( ddtct) ≡ ddtF (ct)
Proof. From Lemma 2.6.8 we have:
d
dt
∫
Ω(ct)
φdx =
∫
∂Ω(ct)
at ◦ c−1t φds (4.1.25)
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Then one finds:
d
dt
∫
φdF (ct) (4.1.26)
=
d
dt
|Ω(ct)|−1
∫
Ω(ct)
φdx (4.1.27)
=
(
d
dt
|Ω(ct)|−1
)∫
Ω(ct)
φ(x) dx+ |Ω(ct)|−1
(
d
dt
∫
Ω(ct)
φdx
)
(4.1.28)
=− |Ω(ct)|−2
∫
∂Ω(ct)
at ◦ c−1t ds ·
∫
Ω(ct)
φdx+ |Ω(ct)|−1
∫
∂Ω(ct)
at ◦ c−1t φds
(4.1.29)
=− |Ω(ct)|−2
∫
∂Ω(ct)
at ◦ c−1t ds ·
∫
Ω(ct)
φdx+ |Ω(ct)|−1
∫
Ω(ct)
div
(
fct(at)φ
)
dx
(4.1.30)
(in the second term the properties of the lifting fct(at) and the divergence
theorem were used)
=− |Ω(ct)|−2
∫
∂Ω(ct)
at ◦ c−1t ds ·
∫
Ω(ct)
φdx
+ |Ω(ct)|−1
∫
Ω(ct)
(
div fct(at)
)︸ ︷︷ ︸
|Ω(ct)|−1
∫
∂Ω(ct)
at◦c−1t ds
φdx+ |Ω(ct)|−1
∫
Ω(ct)
〈fct(at),∇φ〉 dx
(4.1.31)
(div f(at) is determined by f(at) = ∇u, where u is the solution to (4.1.20))
=
∫
〈fct(at),∇φ〉 dF (ct)
This means, the region deformations encoded in at and fct(at) in their re-
spective representations coincide.
4.1.2 Equivalence of Shape Measures and Contours
4.1.2.1 Paths in Contour and Shape Measure Description
In the assumptions to Theorem 4.1.4 we have established a regularity class
of paths of shape measures. We will now show that smooth paths on Emb
transform into such paths via lifting by F and vice versa that ‘de-lifting’ of
such paths on SP will result in smooth paths on Emb.
Proposition 4.1.13 (Contours → Measures [SS13a, Prop. 3.13]). Let [0, 1] 3
t 7→ ct ∈ Emb be a C∞-family of contours. Then the shape measure path gen-
erated by lifting, µt = F (ct) together with αt = fct(∂tct) satisfies the conditions
of Theorem 4.1.4.
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Proof. Conditions (i) and (ii) follow immediately from µt = F (ct) ∈ SP and
αt = fct(∂tct). Condition (iii) is implied by Theorem 4.1.12.
Condition (iv) is established as follows: let Ω(ct) be the interior of the region
enclosed by contour ct. Let further, for any Ω
d(x,Ω) = inf{‖x− y‖ : y ∈ Ω} (4.1.32)
and
Ω(ct, ε) =
{
x ∈ R2 : d(x,Ω(ct)) < ε} . (4.1.33)
Each set Ω(ct, ε) is open and bounded. The topology on Emb guarantees that
for any t ∈ [0, 1] and ε > 0 there is some δ > 0 such that
ct′(S
1) ⊂ Ω(ct, ε) for all t′ ∈ τ = [t− δ, t+ δ] ∩ [0, 1] .
Pick then a set of (ti, εi) such that the corresponding intervals τi cover [0, 1].
Since [0, 1] is compact, there must be a finite subcovering. We assume that
{(ti, εi)}mi=1 induces such a covering. Then we find
sptµt = Ω(ct) ⊂ Ωˆ =
m⋃
i=1
Ω(cti , εi) (4.1.34)
for all t ∈ [0, 1] where Ωˆ is open and bounded.
Let us finally turn to the last condition (v). First extend the normal bound-
ary deformations ∂tct to a flow-field [0, 1] 3 t 7→ βt ∈ C∞(Ωˆ,R2), for example
as outlined in [DZ11, Chap. 4, Sect. 3.3.2]. This construction can be designed
such that β ∈ Xp(Ωˆ) for any integer p ≥ 0. Let ϕt be the family of diffeomor-
phisms induced by β, according to Theorem 2.6.9. Note, that ϕt is in general
not volume preserving.
The weak solution to Poisson’s equation, describing the tangent vector lift-
ing at time t is given by the minimizer w.r.t. u ∈ H1(Ω(ct))/R of (2.6.24) with
the following parameters
E(u,Ω(ct), ft, gt) =
1
2
∫
Ω(ct)
‖∇u‖2 dx+
∫
Ω(ct)
ft u dx−
∫
∂Ω(ct)
gt u ds
(4.1.35)
with
gt = 〈∂tct, nct〉 and ft =
1
|Ω(ct)|
∫
∂Ω(ct)
gt ds . (4.1.36)
By means of function space parametrization [DZ11, Chap. 10, Sect. 2.2] we can
express H1(Ω(ct))/R in terms of H
1(Ω(c0)) and ϕt:
H1(Ω(ct))/R =
{
u ◦ ϕ−1t : u ∈ H1(Ω(c0))/R
}
(4.1.37)
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For some u ◦ ϕ−1t ∈ H1(Ω(ct))/R we then find
E(u ◦ ϕ−1t ,Ω(ct), ft, gt) =
1
2
∫
Ω(ct)
‖∇(u ◦ ϕ−1t )‖2 dx+
∫
Ω(ct)
ft (u ◦ ϕ−1t ) dx
−
∫
∂Ω(ct)
gt (u ◦ ϕ−1t ) ds (4.1.38)
=
1
2
∫
Ω(c0)
〈At∇u,∇u〉dx+
∫
Ω(c0)
f˜t u dx−
∫
∂Ω(c0)
g˜t u ds
(4.1.39)
= E(u,Ω(c0), At, f˜t, g˜t) (4.1.40)
with
At = |det Jϕt | ·
(
J−1ϕt
) (
J−1ϕt
)>
(4.1.41)
and
f˜t = |det Jϕt | · (f ◦ ϕt) and g˜t = | det Jϕt|∂Ω(c0) | · (g ◦ ϕt) (4.1.42)
where ϕt|∂Ω(c0) denotes the restriction of ϕt to the sub-manifold ∂Ω(c0) and
Jϕt|∂Ω(c0) is the Jacobian of this restriction.
Since ϕt is continuous in t w.r.t. the topology of uniform convergence in all
its derivatives (Lemma 2.6.10) there is a t > 0 such that the matrix At′ will be
positive-definite with bounds 0 < λ < Λ such that At′ satisfies (2.6.26) for all
t′ ∈ [0, t[. f˜t′ and g˜t′ are always C∞
(
Ω(c0)
)
and continuous in time w.r.t. the
supremum norm in any derivative. Also, the map u → u ◦ ϕ−1t′ is continuous
w.r.t. any Sobolev norm between the connected spaces.
Hence, by virtue of the discussion in Remark 2.6.14 the minimizers ut′ to the
functionals E(·,Ω(ct′), ft′ , gt′) for t′ ∈ [0, t[ have a uniformly bounded Sobolev
norm ‖ut′‖Wm,p(Ω)/R for any positive integer m and 1 < p < ∞. Repeating
this construction at different times until the whole interval [0, 1] is covered by
finitely many ‘starting points’, one can extend the uniform bound to [0, 1]. By
the embedding theorem and by taking the gradient αt = ∇ut it follows then
that α ∈ Xp(Ωˆ) for any non-negative integer p.
And similarly for the opposite direction:
Proposition 4.1.14 (Measures → Contours [SS13a, Prop. 3.14]). Let (µt, αt)
be a pair of shape measure and flow field paths satisfying the conditions for
Theorem 4.1.4. Then there is a smooth path [0, 1] 3 t 7→ ct ∈ Emb such that
F (ct) = µt.
Proof. Let c0 be a contour that parametrizes the boundary of the region given
by µ0. Then, as in the proof for Theorem 4.1.4, integrate αt into a family of
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C∞-diffeomorphisms ϕt. As the push-forward of µ0 under ϕt yields µt we can
deduce that ct = ϕt ◦ c0 parametrizes the boundary of µt, i.e. F (ct) = µt. Since
ϕt is a C
∞-diffeomorphism at all times, ct will be a C∞-embedding S1 → R2 at
all times, hence it will really be a path in Emb. Recall from Proposition 2.6.6:
since Emb is an open submanifold of the space C∞(S1,R2), we show continuity
of the path there, continuity in Emb then follows. Convergence in C∞(S1,R2)
is verified by uniform convergence on S1 in all derivatives separately.
In analogy to [You10, Lemma 8.3] it is easy to proof by induction that for
any non-negative integer n
c
(n)
t = ∂
n
θ (ϕt ◦ c0) (4.1.43)
=
∑
I:|I|≤n
(
(∂Iϕt) ◦ c0
)
BI,n(c0) (4.1.44)
where BI,n(c0) is a linear combination of terms (c
(n1)
0 )i1 (c
(n2)
0 )i2 . . . (c
(nq)
0 )iq such
that the tuple I = (i1, i2, . . . , iq) and n =
∑q
r=1 nr. By virtue of Lemma 2.6.10
∂Iϕtk → ∂Iϕt uniformly as tk → t for any multi-index I. Hence, uniform
convergence c
(n)
tk
→ c(n)k is implied.
4.1.2.2 Shape Measures as a Manifold
We have now established bijections between B and SP and between the defor-
mations T[c]B and STan
(
FB([c])
)
. Further, we have shown how regular paths
in contour and measure descriptions transform into each other. In this section
we will formally establish that the set of shape measures SP is a manifold,
diffeomorphic to B.
Equip SP with the topology induced by the Wasserstein metric W . Then
it is easy to see that FB is continuous but F
−1
B is not.
Proposition 4.1.15 (Continuity of FB). Equip the set of shape measures with
the topology induced by the Wasserstein metric W . Then the map FB is con-
tinuous.
Proof. Let {[cn]}n be a sequence in B converging to some [c], where by [·] we
denote the equivalence class of reparametrizations of a given element of B.
Hence, there is a sequence of contours {cn}n and a contour c in Emb with
cn ∈ [cn], c ∈ [c] such that cn → c in Emb (Proposition 2.6.6).
Since cn → c uniformly, there exists for any ε > 0 some n(ε) ∈ N such that
for n > n(ε) the contour cn in R
2 lies completely within a tube of thickness ε
(both inwards and outwards) around the contour c. Anything within the inner
boundary of the tube lies within both Ω(cn) and Ω(c) and anything beyond the
outer boundary is in neither of the two sets. The area of the tube goes to 0 as
ε → 0. Therefore also |Ω(cn)| → |Ω(c)|. Hence, we find for any test function
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φ ∈ D: ∫
φdF (cn)→
∫
φdF (c) (4.1.45)
The measures F (cn) as well as the measure F (c) have support limited to the
union of Ω(c) and the aforementioned tube, which is bounded. Therefore con-
vergence w.r.t. test functions corresponds to the notion of narrow convergence
[AG13, Sect. 1.1] and we can also conclude that the second order moments
of F (cn) converge towards the second moments of F (c). Hence, by virtue of
[AG13, Thm. 2.7] we have W
(
F (cn), F (c)
)→ 0.
Proposition 4.1.16. F−1B is not continuous.
Proof. For sufficiently small λ > 0, consider the sequence of contours cn and
the contour c in Emb given by
cn(θ) =
(
1 + (λ/n) sin(n · θ))(cos(θ)
sin(θ)
)
, c(θ) =
(
cos(θ)
sin(θ)
)
(4.1.46)
We have cn → c uniformly, but not its derivatives. Hence, as in the reasoning
for Proposition 4.1.15, we can conclude that F (cn) → F (c) in the Wasserstein
topology, but we have cn 6→ c and also [cn] 6→ [c] on B. Hence, F−1B is not
continuous.
We see from this example, that convergence in the optimal transport sense
is only concerned with convergence of the regions towards each other, regardless
of the boundary or even higher order regularity as required on Emb. For this
reason additional assumptions on the regularity of α were necessary in Theo-
rem 4.1.4 to be able to transform paths back and forth between contour and
measure description.
However, if we equip SP with the topology induced by FB, then by definition
FB and also F
−1
B are continuous, thus constituting a homeomorphism between
the two sets. Then SP inherits the manifold property from B. Let ψi, ψj be
any two charts mapping overlapping open sets Ui, Uj ⊂ B into the modelling
space. Then ψi ◦ F−1B will be a chart on SP. The corresponding chart change
(ψi ◦ F−1B ) ◦ (ψj ◦ F−1B )−1 remains differentiable as the lifting onto SP cancels.
Likewise, the map
(ψj ◦ FB) ◦ F−1B ◦ ψ−1i = id ,
that takes the modelling space of a chart on B onto the modelling space of a
corresponding chart on SP is trivial and thus differentiable. Hence the two
manifolds are actually diffeomorphic.
By virtue of Proposition 4.1.11 we can represent the tangent space on SP at
µ by STan(µ). And due to Theorem 4.1.12 we have that such tangent vectors
naturally represent directional derivatives of functions on SP that are given
118 Wasserstein Modes
by region integrals over test functions. Evaluation is given by the continuity
equation (2.4.23).
The diffeomorphism between the contour manifold B and the set of shape
measures establishes that the shape measure representation is a formally equiv-
alent way of describing shapes. The tangent space STan(µ) gives a linear struc-
ture to describe deformations that is just as powerful as T[c]B in terms of shape
analysis and modelling. In addition, every shape is uniquely represented in the
shape measure description, whereas one has to handle parametrization ambi-
guities in the contour representation. Shape measures are therefore an elegant
way for shape representation in image segmentation tasks.
4.1.3 A Riemannian Metric on the Manifold of Shape Measures
4.1.3.1 Metric Structure of the Tangent Space
In Sect. 2.4.2 we have discussed the analogy of Meas, metrized by W2, to a
Riemannian manifold with metric tensor (2.4.31). In the last Section we have
formally established, that the set of shape measures SP can be viewed as an
infinite dimensional manifold, diffeomorphic to B, albeit with a topology which
is not compatible with the metric topology induced by W . Nevertheless, since
SP ⊂ Meas and since the tangent space w.r.t. SP, Definition 4.1.3, is a subset of
the tangent space w.r.t. Meas, Definition 2.4.14, STan(µ) ⊂ Tan(µ) for µ ∈ SP,
it suggests itself to informally view the shape measures as a submanifold of
all measures and to equip SP with the Riemannian metric that is induced
by ‘restricting’ the metric tensor on Meas to the ‘submanifold’. A prominent
example of how such treatments can yield valuable insights, is the Otto calculus
and its success in the context of interpreting partial differential equations as
gradient flows (see for example [Vil09, Chap. 15]).
This will yield a new type of metric on the contour manifold B, as opposed
to contour-based metrics, for example discussed in [MM06, MM07, SMSY11].
Formally one can find an expression for the new metric inner product by pull-
back through F . One would find a non-local integral involving the kernel for the
PDE (4.1.20). In this article we study the new metric directly in the measure
representation where the inner product is local.
We start by analyzing the metric structure on STan(µ). First note that the
equivalence classes of tangent vectors, induced by the pseudo-metric (2.4.31)
(two vectors being equivalent if they have zero distance), are just those de-
scribed in Remark 4.1.10.
We now consider various subspaces of STan(µ).
Translation. Let µ be some shape measure and α = v be a flow field that is
constant in space for some v ∈ R2. Such fields span a two dimensional subspace
of STan(µ). Then µt = (id +t · α)]µ is for every t just the translation of µ by
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the vector t · v. One finds for any test function φ ∈ D
d
dt
∫
φdµt
∣∣∣∣
t=0
=
d
dt
∫
φd(id +t · α)]µ
∣∣∣∣
t=0
=
d
dt
∫
φ
(
x+ t · α(x)) dµ(x)∣∣∣∣
t=0
=
∫
〈∇φ, α〉dµ , (4.1.47)
i.e. (µt, αt = α) satisfy the continuity equation.
Strictly, for αt = α to be within STan(µt) at any time, we need to smoothly
truncate it, such that its support is compact. We will assume that such a
truncation has been applied, but at such a large radius that at all times t ∈ [0, 1]
we have α = v on the support of µt.
Let now α ∈ STan(µ) be a flow-field that is orthogonal to any translation
flow field w.r.t. the Riemannian inner product. That is
0 =
∫
〈α(x), v〉R2dµ for all v ∈ R2 .
We then find
0 =
〈∫
α(x) dµ, v
〉
R2
for all v ∈ R2, and thus 0 =
∫
α(x) dµ .
From this follows after a brief calculation
0 =
d
dt
∫
x d(id +t α)]µ(x)
∣∣∣∣
t=0
where we need to smoothly truncate the function x 7→ x beyond the support
of µ to turn it into a test function. We then see that any tangent vector
that is locally orthogonal to any translation field keeps the center of mass of µ
unchanged.
Scale. Assume now, we fix some tangent vector αscale ∈ STan(µ) with diver-
gence 1 in sptµ, that is orthogonal to the translation fields. We refer to αscale
as scale component. Then we can uniquely decompose any given tangent vector
α into the following components:
α = αtrans + λ · αscale + αdef (4.1.48)
where αtrans is a translation component as discussed above, λ is given by divα
and αdef is a divergence-free residual, orthogonal to the translation component,
we will refer to as deformation component. We now discuss, how a scale com-
ponent can be determined which is orthogonal to all divergence-free flow fields,
this includes the translation component and the residual αdef, such that the
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decomposition (4.1.48) is an orthogonal one. Demand for any α with divα = 0
that
0 =
∫
〈αscale, α〉dµ =
∫
Ω
〈αscale, α〉dx (4.1.49)
where Ω = spt(µ) and we can neglect the normalization factor |Ω|−1, since the
integral vanishes. We then take αscale = ∇uscale, uscale ∈ D, and find
0 =
∫
Ω
〈∇uscale, α〉dx =
∫
Ω
∇(uscale · α)dx
where the second equality holds since divα = 0. Then by the divergence
theorem
0 =
∫
∂Ω
uscale〈n, α〉R2ds (4.1.50)
where n is the outward pointing unit-normal on ∂Ω.
If uscale were non-constant on ∂Ω, one could locate a region where uscale is
above average (w.r.t. the boundary length as weight) and one, where uscale is
below average. One could then choose some smooth normal components for
a field α, 〈n, α〉R2 , that have some influx in the above-average region and a
corresponding outward flux in the below average region with zero net flux. For
this normal component (4.1.50) would be non-zero. This normal component
could then be lifted to a complete divergence-free flow-field α by virtue of
Definition 4.1.9, yielding a contradiction to assumption (4.1.49). Thus we can
conclude that uscale must be constant on ∂Ω. We choose to set uscale = 0 on
∂Ω.
To obtain a valid uscale throughout Ω, one can solve the following Dirichlet
problem:
∆uscale = 1 in Ω (4.1.51a)
uscale = 0 on ∂Ω (4.1.51b)
In analogy to Proposition 2.6.15 this problem has a unique solution in C∞(Ω)
and thus (after extension onto D) induces a unique scale component αscale =
∇uscale which is orthogonal to all divergence-free modes. The effect on shapes
when moving along the scale-component on the manifold of shape measures is
illustrated in Fig. 4.3.
4.1.3.2 Geodesic Equation on Shape Measures
We have recalled in Sect. 2.4.2 some results from [Lot08] about the mani-
fold Meas∞ of absolutely continuous measures with smooth density functions.
Points in SP and Meas can be approximated to arbitrary precision by points
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Figure 4.3: Moving along the scale-component: the contours correspond to
different shape measures along a path in SP that is locally tangent to the
scale-component (Sect. 4.1.3.1). As one moves to larger scales, small details
are increasingly smoothened. Towards smaller scales they become more em-
phasized.
in Meas∞ as measured by W . Thus, encouraged also by Remark 2.4.18, in this
section we will pretend, expressions (2.4.34) and (2.4.35) were also valid for
sufficiently smooth tangent vectors on Meas. From these we will want to find
equivalent expressions on SP. We emphasize that this is not a rigorously justi-
fied analysis. It is yet a worthwhile excursion as one might gain some intuition
on the new metric structure of the space of shape measures, which, as shown,
is a new metric on the contour manifold B.
Geodesics on Meas. Let us first have a look at geodesics on Meas. For an
initial measure µ ∈ Meas and an initial tangent vector α ∈ Tan(µ), the solution
to the geodesic equation for regular optimal transport, (2.4.37), is given by
µt = (id +t · α)]µ . (4.1.52)
That is, every infinitesimal ‘mass particle’ in µt moves along a straight line,
direction and velocity determined by α at t = 0. Once this flow-field has been
chosen, no interaction between ‘mass particles’ is necessary, which is why the
corresponding geodesic equation (2.4.37) is local in ut.
Let now µ ∈ SP and α ∈ STan(µ). Then from the discussion around (4.1.5)
we know that to first order µt as in (4.1.52) has homogeneous density within its
support. However, let us check the geodesic equation (2.4.37) for the potential
function ut of αt, where αt is the temporal evolution of α0 = α along the
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geodesic. Applying the Laplacian to both sides (assuming for now sufficient
regularity), we find at t = 0
∂t ∆ut|t=0 = −
1
2
∆‖∇ut‖2
∣∣∣∣
t=0
=
2∑
i,j=1
(∂i∂ju)
2 (4.1.53)
which is the Frobenius norm of the Hessian of u. So, if the Hessian is not
spatially constant, we find that µt will leave the subset SP. Hence, for geodesics
on SP, ‘mass particles’ will not always be allowed to simply move along straight
lines. They will need to make sure, that their joint density remains spatially
constant. Hence, there is need for another equation of evolution, which we will
now informally try to motivate.
Projection. Recall the following result from differential geometry in finite
dimensions: Let M,N be Riemannian manifolds, let N be a submanifold of M .
Let x ∈ N ⊂ M , let a ∈ TxN ⊂ TxM and let b be a vector field on M with
b(x′) ∈ Tx′N for all x′ ∈ N . Then b can be turned into a vector field on N
by restriction. Denote by ∇M
(
b, (x, a)
)
the covariant derivative of b at point x
w.r.t. direction a, and likewise for other parameters. Then
∇N
(
b, (x, a)
)
= ProjTxN
(
∇M
(
b, (x, a)
))
(4.1.54)
where projection is w.r.t. the Riemannian inner product.
Next, let us find the projection map ProjSTan(µ). For a given shape measure
µ ∈ SP, let u ∈ D, so ∇u ∈ Tan(µ). Our goal is now to find uˆ ∈ D such that
∇uˆ = ProjSTan(µ)(∇u). In that case ∇(u − uˆ) is orthogonal to any vector in
STan(µ). Let u⊥ be the unique solution to the following Dirichlet problem:
∆u⊥ = ∆u in Ω (4.1.55a)
u⊥ = 0 on ∂Ω (4.1.55b)
Again, we find u⊥ ∈ C∞(Ω) and can suitably extend to D. Recall the discussion
on the scale component in Sect. 4.1.3.1 to find that ∇u⊥ is perpendicular to
any divergence-free vector in STan(µ) w.r.t. the inner product (2.4.31). Further,
the vector ∇(u− u⊥) lies in STan(µ). Thus, all that remains to be done is, to
orthogonalize w.r.t. the scale component ∇uscale as introduced in Sect. 4.1.3.1,
which spans the only direction of STan(µ) which has non-zero divergence. Thus,
begin with the ansatz
uˆ = u− u⊥ + λ · uscale (4.1.56)
and determine λ such that ∇(u− uˆ) ⊥ ∇uscale w.r.t. (2.4.31).
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Geodesic Equation. Now we put together the pieces: Combining (2.4.36)
and (4.1.54) to obtain the covariant derivative of ut in SP along itself, and
setting this to zero, we find:
0 = ProjSTan(µt)
(
∇
(
1
2
‖∇ut‖2 + ∂tut
))
(4.1.57)
Since the projection is linear, we can separately apply it to the ‖∇ut‖2 and to
the ∂tut terms. Further, since ∇ut ∈ STan(µt), we have that ∇∂tut ∈ STan(µt)
since also the divergence of the temporal derivative must be spatially constant.
Hence, the projection of the second term is redundant and we can write:
0 = ProjSTan(µt)
(
∇1
2
‖∇ut‖2
)
+∇∂tut (4.1.58)
Since ProjSTan(µ) is a non-local operation, the new geodesic equation is non-
local, in contrast to (2.4.37). This non-locality is necessary to keep the density
of µt spatially constant along the path.
4.1.3.3 Geodesics on the Manifold of Shape Measures
We now discuss some particular solutions to (4.1.58). Let µ ∈ SP be some
shape measure and the initial tangent vector α0 = αtrans = v be a spatially
constant translation mode, as discussed in Sect. 4.1.3.1. The geodesic in Meas
through µ, tangent to α0 is given by µt = (id +t · v)]µ. This is the translation
of µ by the vector t · v. Obviously this is a path in SP. Since SP ⊂ Meas, it
must therefore also be a geodesic in SP.
This can be verified explicitly: we have α0 = ∇u0 for u0 = 〈x, v〉R2 and
consequently find ∇‖∇u0‖2 = 0 ∈ STan(µ). Hence, the projection will change
nothing and we find ∂tαt|t=0 = 0. One can thus see that αt = α0 is in fact a
solution to (4.1.58).
Consider further the initial tangent vector α0(x) = x. This corresponds to
resizing the original shape. A possible potential function is given by u(x) =
‖x‖2/2. One can check that the induced optimal transport geodesic µt = (id +t·
α0)]µ lies within SP, hence by the same reasoning as with the translations, it
must therefore also be a geodesic on the shape measures.
A numerical solution to the geodesic equation where the projection is im-
portant is illustrated in Fig. 4.4.
4.1.4 Conclusion
In this section the set of shape measures as a ‘submanifold’ of W2(R2) was
introduced and it was established that this set, equipped with a suitable topol-
ogy, is in fact diffeomorphic to the manifold B of closed contours modulo
reparametrization. The metric induced on this manifold by optimal transport
124 Wasserstein Modes
(a) (b)
Figure 4.4: Numerically computed geodesic on SP. (a) Top left to bottom
right: geodesic between two shape measures (initial and final shape indicated
by contours for orientation). Unlike the natural linear structure on measures
(cf. Fig. 1.1) this gives a meaningful interpolation between the two shapes.
(b) Trajectories of ‘mass particles’ in the measure (with close-up). Unlike in
conventional optimal transport, particles do not all travel on straight lines. This
is necessary such that the intermediate measure will always represent a shape.
was investigated and a candidate for the geodesic equation was discussed. A
more theoretical study of the geodesic equation of this metric is a natural open
question.
The diffeomorphism established that modelling shapes via shape measures
is equivalent to modelling on contour manifolds and thus provides a way of
combining the advantages of the respective representations (cf. Sect. 1.2.2). A
shape prior based on this equivalence is presented in the next Section.
4.2 Wasserstein Modes
Based on the description of shape measures as a manifold we will now construct
another shape prior functional for object segmentation.
Instead of using an inherently isometry invariant regularizer as in Sect. 3.1,
we start in Sect. 4.2.1.1 with a basic functional, where the shape prior is given
by the 2-Wasserstein distance of the current segmentation measure to a tem-
plate. Among other limitations this is of course by no means invariant under
any kind of geometric transformation. To overcome these constraints, addi-
tional degrees of freedom are added, to manipulate the template measure in a
tangent space approximation to the previously introduced manifold of shape
measures (Sect. 4.2.1.2). These degrees of freedom can then be used to obtain
(approximate) invariance under Euclidean isometries and scale transformations
and to model non-isometric deformations that one can learn from training data
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(Sects. 4.2.1.3 and 4.2.1.4). So, as opposed to the prior discussed in Sect. 3.1 this
is an extrinsic way to obtain isometry invariance (cf. discussion in Sect. 2.5.2.3).
Some considerations on modelling the image background to improve results are
given in Sect. 4.2.1.5.
The overall resulting functional unsurprisingly turns out to be non-convex,
but non-convexity is constrained to a low-dimensional variable. A locally op-
timal alternating optimization method, a globally optimal branch-and-bound
scheme and a fast graph-cut relaxation are discussed in Sect. 4.2.2. Some nu-
merical examples are given in 4.2.3.
4.2.1 Shape Regularization with Wasserstein Distances
4.2.1.1 Setup and Basic Functional
The setup will be analogous to Sect. 3.1.1.1: Let Y describe the image domain
in which we want to locate and match the object. Let LY be the Lebesgue
measure on Y . A segmentation proposal will be encoded by some measure
ν ∈ SegMeas(Y,M) (see (2.1.8)).
As in Sect. 3.1.3.2, to handle local image data we introduce a suitable feature
space F . Depending on the image this may be the corresponding color space.
It may however also be a more elaborate space spanned by small image patches
or local filter responses. We then assume that any point y ∈ Y is equipped with
some fy ∈ F which we refer to as the observed feature. We can thus consider
every pixel to be a point in the enhanced space Y ×F with coordinates (y, fy).
For regularization with optimal transport we again need to provide a tem-
plate. Let X be a set whose geometry will model the shape of the sought
after object and let µ be again the Lebesgue measure thereon. Recall that the
constant M in the feasible set for ν will be the mass of µ:
M = µ(X) (4.2.1)
Additionally, we describe the appearance of the template by associating to all
elements x ∈ X corresponding fx ∈ F , the expected features.
We assume that both the templateX and the image domain Y are embedded
into R2. The squared Euclidean distance ‖x − y‖2 for x ∈ X and y ∈ Y then
provides a geometric matching cost for points:
cgeo(x, y) = ‖x− y‖2 (4.2.2)
Moreover, we pick some function cF : F × F → R which models the matching
cost on the feature space. Possible choices for cF are for example a (squared)
metric, or a Bayesian log-likelihood cF (fx, fy) for observing a noisy feature fy
when expecting feature fx.
126 Wasserstein Modes
Combining this, we can construct a functional for rating the plausibility of
a segmentation proposal ν ∈ SegMeas(Y,M):
E(ν) =
1
2
inf
pi∈Π(µ,ν)
∫
X×Y
(
cgeo(x, y) + cF (fx, fy)
)
dpi(x, y) +G(ν) (4.2.3)
The first term is the minimal matching cost between the segmentation region
and the template via optimal transport with a cost function that combines the
geometry and appearance. The second term can contain other typical compo-
nents of a segmentation functional, for example a local boundary regularizer
(cf. Sect. 2.1). The functional is illustrated in Fig. 4.5a.
Remark 4.2.1 (Generality of functional). This setup provides the same gener-
ality as functional Sect. 3.1.1.1, see Remark 3.1.1. The introduction of a general
feature space allows to handle all sorts of features associated to elements in X
and Y , cf. Sect. 3.1.3.2.
Limitations of the Basic Functional. Functional (4.2.3) has three major
shortcomings for the application of object segmentation and shape matching,
related to the choice of the embedding X → R2:
(i) The location and orientation of the sought-after object are often unknown
beforehand. Hence, a segmentation method should be invariant under
Euclidean isometries, which is clearly violated by picking an arbitrary
embedding X → R2. If µ and ν were fixed measures in Meas(R2) with
equal mass, then the optimal coupling for W2(µ, ν) would be invariant
under translation (up to an adjustment of the coordinates according to
the translation, of course). However, since in this application ν is not
fixed and the cost function is enhanced by an appearance component, this
quasi-invariance cannot be exploited. Also, there is no similar invariance
w.r.t. rotation.
(ii) Any non-isometric deformation between template foreground and the ob-
ject will be uniformly penalized by the geometric part of the corresponding
optimal transport cost. No information on more or less common deforma-
tions can be encoded.
(iii) Since the mass M of µ, related to the size of the template X, equals
the mass of ν, this determines the size of the foreground object in Y .
Hence, the presented functionals imply that one must know the scale of
the sought-after object beforehand. This is not possible in all applications.
In the next sections we will discuss how to overcome these obstacles. By mak-
ing the embedding X → R2 flexible, the resulting functionals become fit for
isometry invariance, can handle prior information on more or less common
non-isometric deformations and can dynamically adjust the object scale.
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X,µ
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x Tλ(x)
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(b)
Figure 4.5: Illustration of functionals E0(ν), eq. (4.2.3), and E1(λ, ν), eq.
(4.2.5): (a) The segmentation in Y is described by measure ν which is regular-
ized by the Wasserstein distance to a template measure µ, living on X. This
simple approach introduces strong bias, depending on the relative location of X
and Y , and lacks the ability to explicitly model typical object deformations. (b)
In the enhanced functional the template measure µ is deformed by the map Tλ,
resulting in the push-forward Tλ ] µ. The segmentation ν is then regularized
by its Wasserstein distance to Tλ ] µ. The corresponding optimal coupling pi
gives a registration between the foreground part of the image and the deformed
template.
4.2.1.2 Wasserstein Modes
To overcome the limitations listed in Sect. 4.2.1.1 we will allow X to move and
be deformed within R2. We choose the following family of embeddings:
Tλ : X → R2, Tλ(x) = x+
n∑
i=1
λi · ti(x) (4.2.4)
The transformation is parametrized by the coefficients λ ∈ Rn. This linear de-
composition will allow enough flexibility for modelling while keeping the result-
ing functionals simple. We refer to the basis maps {ti}ni=1 as modes. Including
the coefficients λ as degrees of freedom into (4.2.3) yields:
E(λ, ν) =
1
2
inf
pi∈Π(µ,ν)
∫
X×Y
(
cgeo
(
Tλ(x), y
)
+ cF (fx, fy)
)
dpi(x, y)+
F (λ) +G(ν) (4.2.5)
The function F can be used to introduce statistical knowledge on the distribu-
tion of the coefficients λ. The enhanced functional is illustrated in Fig. 4.5b.
Functional (4.2.5) is generally non-convex. For fixed λ it is convex in ν. For
fixed ν and a fixed coupling pi in the optimal transport term it is convex in λ
if transformations are of the form (4.2.4) and F is convex. Joint non-convexity
does not come as a surprise. It is in fact easy to see that a meaningful isometry
invariant segmentation functional with explicitly modelled transformations is
bound to be non-convex (Fig. 4.6).
128 Wasserstein Modes
t1
t2
Figure 4.6: Explicit transformation variables and non-convexity. Gray shading
indicates ‘foreground features’. Placing the template (red contour) at t1 or
t2 yields equally good hypotheses. Were the prior functional convex in the
translation variable, any point along the line (1 − λ) · t1 + λ · t2 for λ ∈ [0, 1]
would yield an at least equally good proposal, which is clearly unreasonable.
Remark 4.2.2 (Eliminating ν). For optimization of (4.2.5) assume we first
eliminate the high-dimensional variable ν through minimization (which corre-
sponds to solving a convex problem). One is then left with:
E1(λ) = inf
ν∈SegMeas(Y,M)
E(λ, ν) (4.2.6)
This is in general non-convex, but the dimensionality of λ is typically very low
(of the order of 10). We can thus still hope to find globally optimal solutions
by means of non-convex optimization. We will present a corresponding branch
and bound scheme in Sect. 4.2.2.2.
Remark 4.2.3 (Modelling transformations in feature space). When the feature
space F has an appropriate linear structure a natural generalization of (4.2.4)
is to not only model geometric transformations of X but also of the expected
features fx. In analogy to (4.2.4) consider
Tˆλ : X → R2 ×F , Tˆλ(x) = (x, fx) +
n∑
i=1
λi · tˆi(x) (4.2.7)
where Tˆ0(x) = (x, fx) returns the original position and expected feature of a
point. The modes tˆi : X → R2×F can then be used to alter both the geometry
of X as well as its appearance.
This will be useful when the appearance of a sought-after object is known
to be subject to variations or when a feature is affected by geometric trans-
formations: for example the expected response to an oriented local filter will
need to be changed when the object is rotated. The corresponding generalized
functional is
EF (λ, ν) =
1
2
inf
pi∈Π(µ,ν)
∫
X×Y
cˆ
(
Tˆλ(x), (y, fy)
)
dpi(x, y) + F (λ) +G(ν) (4.2.8)
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with
cˆ : (R2 ×F)2 → R, cˆ((x′, f ′x), (y, fy)) = cgeo(x, y) + cF (f ′x, fy) .
(4.2.9)
Further study of this generalization is however beyond the scope of this thesis.
As pointed out, for a meaningful template µ should be the Lebesgue measure
onX with constant density 1. We need to take into account how transformingX
through Tλ effectively influences µ. Applying Tλ toX will result in the deformed
measure Tλ] µ on Tλ(X). We have established earlier (Sect. 4.1.1.1) that for
keeping the density of Tλ] µ constant to first order we must have div ti = const.
Moreover, non-zero divergence will lead to a density which is not 1. Hence,
Tλ] µ must be rescaled accordingly, which will change its total mass and thus
influence the corresponding feasible set SegMeas(Y,M) for ν. This will require
some additional care during optimization. All constant-divergence modes can
be decomposed into zero-divergence modes plus an additional ‘scale mode’ (see
Sect. 4.2.1.3). We will thus see to it that all but one mode will have zero-
divergence and handle the scale mode with particular care (Sect. 4.2.2).
We can thus see that introducing suitable Wasserstein modes corresponds
to working in a tangent space approximation to the manifold of shape measures
where the original template µ is the footpoint.
4.2.1.3 Geometric Invariance
The framework provided by transformations (4.2.4) and functional (4.2.5) al-
lows to introduce geometric invariance into the segmentation / matching ap-
proach. In this section we will consider translations, (approximate) rotations
and scale transformations. Scale transformations will play a special role as they
change the mass of the template.
The transformations will be modelled with the generators of the correspond-
ing (local) Lie group in R2. Likewise invariance w.r.t. transformation Lie groups
could be introduced into matching functionals on other manifolds.
Translation and Rotation. If one chooses modes
tt1(x) = (1, 0)
>, tt2(x) = (0, 1)> (4.2.10)
the corresponding coefficients λt1,t2 parametrize translations of the template.
Further, let R(φ) be the 2-dimensional rotation matrix by angle φ. Then the
mode
tr(x) =
d
dφ
R(φ)
∣∣∣∣
φ=0
x = (−x2, x1)> (4.2.11)
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will approximately rotate the template. This first order expansion works satis-
factory for angles up to about ±30◦.
For explicit invariance under translations and rotations the modelling func-
tion F in (4.2.5) should be constant w.r.t. the coefficients λt1, λt2 and λr.
Scale. The size of X and µ determines the size of the object within the
image. In many applications the scale is not known beforehand, thus dynamical
resizing of the template during the search is desirable. With slight extensions
the framework of transformations can be employed to introduce as a scale-mode
into the approach. Let
ts(x) = x . (4.2.12)
By the change of variable formula the density of Tλ] µ is given by
dens
(
Tλ] µ
) (
Tλ(x)
)
= dens(µ)(x) · ( det JTλ(x))−1 . (4.2.13)
By plugging in the scale mode ts and ignoring other modes, which due to zero
divergence do not contribute to first order, we find in 2 dimensions:
= (1 + λs)
−2 (4.2.14)
Thus, introducing a scale mode into (4.2.5) yields
Es(λ, ν) =
1
2 (1 + λs)2
inf
pi∈Π
(
(1+λs)2·µ,ν
)∫
X×Y
(
cgeo
(
Tλ(x), y) + cF (fx, fy)
)
dpi(x, y)
+ F (λ) +G(ν) (4.2.15)
where we have scaled µ by the appropriate factor in the feasible set for pi and
we have normalized the first term by a factor of (1 + λs)
−2 to make the term
scale invariant. Depending on whether scale invariance is desired the terms
F (λ) and G(ν) may need to be rescaled appropriately, too. The feasible set for
ν in Es is SegMeas
(
Y, (1 + λs)
2 ·M).
While the modes for translation and rotation leave the area of the template
unaltered, statistical deformation modes that we learn from sample data will in
general have non-zero divergence. Handling changes in mass will require some
extra care during optimization. Therefore we will decompose such modes into
a divergence-free part and a contribution of the scale-component.
4.2.1.4 Statistical Deformations
In this section we describe how modes tdi can be learned that model class-typical
shape variations from a set of training samples. These modes can then be used
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to allow X to be deformed in the learned way, to prefer known deformations
over unknown deformations during the segmentation process.
Let {µi}mi=1 be a set of training segmentations, given as indicator-measures:
the support of µi marks the foreground of the corresponding segmentation. As-
sume that all µi have the same mass (we normalize accordingly, see prev. Sec-
tion). We arbitrarily choose µ1 to be the reference segmentation and com-
pute the optimal transport couplings {pi1,i}ki=1 between the reference and the
other segmentations, optimized over rotation. It is easy to see that the relative
translation with smallest cost is the one where the centers of mass coincide
[WSB+12]. Note that the optimal coupling pi1,1 simply transports mass from
all pixels onto themselves. By virtue of Theorem 2.4.8 in a continuous setting
an optimal transport map would exist. Granted sufficient numerical resolu-
tion, the discrete optimal coupling is almost deterministic and one can extract
an approximate assignment field as in Sect. 2.4.4. The relative transportation
maps that underlie the optimal couplings pi1,i are then elements of the tangent
space of the manifold of measures at µ1. As in [WSB
+12], we can perform a
classical principal component analysis (PCA) on the set of tangent vectors to
obtain the mean deformation tm, a set of principal deformation modes {tdi}i
and corresponding parameters Σi that give the data variance along each mode.
From this we can construct a Gaussian prior on the non-isometric deformation
by choosing
F (λ) =
1
2
λ>d Σ
−1 λd (4.2.16)
where Σ−1 = diag({Σ−1i }i) and λd is the sub-vector of λ that describes defor-
mations.
The choice of a reference template is arbitrary and rather heuristic. But
computing the barycenter on the manifold of shape measures is yet an unsolved
problem. Even in unrestricted (i.e. no constant density constraint) Wasserstein
spaces this is a difficult problem [AC11]. In [WSB+12] simply the L2-mean
of the densities was taken, which is however not applicable here due to the
constraint of binary densities. We consider the presented choice sufficient for
a proof of concept. The arbitrary choice of the reference measure is somewhat
alleviated by the PCA, where the mean of all observed transportation maps is
determined. During segmentation the template µ will then be generated by the
reference template µ1, shifted by this mean.
It should be noted that through the diffeomorphism between shape mea-
sures and the manifold of closed contours, one can in principle ‘outsource’ the
learning problem to the contour representation and lift the obtained mean and
deformation modes, as discussed in Defs. 4.1.7 and 4.1.9. One can then draw
from the theory on contours referred to in Sect. 1.2.2. However, we consider
this to be beyond the scope of this thesis.
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4.2.1.5 Background Modelling
The feasible set for (4.2.5) is SegMeas(Y,M). A feasible ν will be matched to
the template measure µ according to geometry and appearance. Therefore the
optimal ν will select the mass of LY on Y that fits best. This will be the object /
the foreground. The rest of the mass of LY , which is ignored, will be considered
to be ‘assigned to background’. This ‘selection of the best matching mass’ is a
typical approach in the literature [CG99, RTG00]. This assumption is however
problematic in some cases: Consider looking for an object of particular shape
and particular appearance. In the image let there be another, much bigger
object with same appearance but different shape. Then any ‘immersion’ of
the small template into the large second object will yield a very low value for
functional (4.2.5). But of course these are not the configurations that we are
looking for.
This issue can be solved by explicitly modelling the background around
the foreground object with the template. From now on, refer to the original
template that describes the foreground by XF . Then add to the template an ad-
ditional layer XB of thickness rB > 0 around the foreground region (Fig. 4.7a).
µF will be the Lebesgue measure on XF , µB on XB and µF +µB on XF ∪XB.
Elements x ∈ XB will also be associated with features that model the expected
appearance of the image background. One optimizes functional (4.2.5) with the
enhanced template. The optimal image foreground will then be the region that
the mass from µF is transported to.
‘Immersion’ of the template into another, larger object will now inflict a
large cost, as the background part XB will be a bad match for the surrounding
image region (Fig. 4.7b).
4.2.2 Optimization
4.2.2.1 Alternating Optimization
Functional (4.2.5) is generally non-convex. It is convex in ν for fixed λ and
it is convex in λ under suitable conditions (see Sect. 4.2.1.2). Based on this,
an alternating optimization scheme is conceivable for divergence-free modes.
This has also been proposed in [CG99, Sect. 3.2.1]. We require the following
reformulation of (4.2.6):
Remark 4.2.4 (Coupling reformulation). Computing (4.2.6) involves a nested
optimization problem over ν ∈ SegMeas(Y,M) and then pi ∈ Π(µ, ν). Given
a coupling pi ∈ Π(µ, ν) the marginal ν can be reconstructed via projection:
ν = prY ]pi. This allows to reformulate optimization of (4.2.6) directly in terms
of couplings. Let
Eˆ(λ, pi) =
1
2
∫
X×Y
(
cgeo
(
Tλ(x), y
)
+ cF (fx, fy)
)
dpi(x, y) + F (λ) +G(prY ]pi)
(4.2.17)
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XF
XB
rB
(a) (b)
Figure 4.7: Explicit background modelling: (a) around the original template
XF that models the foreground, a layer XB of thickness rB > 0 is added, that
models the background surrounding the object. (b) let white indicate features
typical for foreground. Without explicit background modelling, ‘immersing’ the
template into the white region yields a low score, while it is actually not a good
match from the viewpoint of shape. Through adding XB such faulty detections
can be suppressed.
and let the feasible set for pi in Eˆ be
SegCoupl(Y, µ) =
⋃
ν∈SegMeas(Y,M)
Π(µ, ν)
=
{
pi ∈ Meas(X × Y ) : prX]pi = µ ∧ prY ]pi ≤ LY
}
. (4.2.18)
Then for fixed λ one has by construction
inf
ν∈SegMeas(Y,M)
E(λ, ν) = inf
pi∈SegCoupl(Y,µ)
Eˆ(λ, pi) (4.2.19)
and for any optimizer pi∗ of Eˆ the marginal prY ]pi
∗ is an optimizer of E.
Functional Eˆ(λ, pi) is separately convex in λ and pi for transformations of the
form (4.2.4) and convex F . For some initial λ1 consider the following sequence:
pik+1 ∈ argminpi∈SegCoupl(Y,µ) Eˆ(λk, pi) (4.2.20a)
λk+1 ∈ argminλ∈Rn Eˆ(λ, pik+1) (4.2.20b)
Proposition 4.2.5. The sequence of energies Eˆ(pik, λk) → Eˆ(pik+1, λk) →
Eˆ(pik+1, λk+1)→ . . . is non-increasing and converges.
Proof. Since pik is a feasible point for computing pik+1, one has Eˆ(pik+1, λk) ≤
Eˆ(pik, λk). Likewise λk is feasible when determining λk+1 so Eˆ(νk+1, λk+1) ≤
Eˆ(νk+1, λk). Hence, the sequence of energies is non-increasing. As Eˆ is bounded
from below, the sequence must converge.
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Unfortunately this cannot be extended to modes with non-zero divergence:
as changing λs changes the feasible set SegCoupl
(
Y, (1 + λs)
2 · µ) for pi. Thus
pik need not be feasible for the problem that determines pik+1 and the sequence
of energies created may be increasing. We will provide a workaround for this
in the next section (Remark 4.2.10).
The alternating scheme (4.2.20) is fast and tends to converge after few iter-
ations. But obviously it need not converge to a global optimum and the result
depends on the initialization λ1. Therefore, similar to contour based segmen-
tation functionals it must be applied with care. In practice (cf. Sect. 4.2.3)
application to ‘large’ transformations, e.g. translations and rotations, works
only if a good initial guess is available. On the other hand it achieves decent
results on smaller transformations, as most statistically learned deformations
are.
4.2.2.2 Globally Optimal Branch and Bound
For handling large displacement transformations, one needs a global optimiza-
tion scheme. As discussed in Remark 4.2.2, for fixed λ we can eliminate ν by a
separate convex optimization. One obtains (4.2.6):
E1(λ) = inf
ν∈SegMeas(Y,M)
E(λ, ν)
= inf
ν∈SegMeas(Y,M)
1
2
inf
pi∈Π(µ,ν)
∫
X×Y
(
cgeo
(
Tλ(x), y
)
+ cF (fx, fy)
)
dpi(x, y)
+ F (λ) +G(ν) (4.2.21)
This function is in general non-convex but low dimensional. We thus can hope
to find a non-convex global optimization scheme.
Given Remark 4.2.4 E1(λ) can be written as
E1(λ) = inf
pi∈SegCoupl(Y,µ)
1
2
∫
X×Y
(
cgeo
(
Tλ(x), y
)
+ cF (fx, fy)
)
dpi(x, y)+
F (λ) +G(prY ]pi) . (4.2.22)
If G is zero, then by inserting suitable dummy nodes, computing E1(λ) can be
written as an optimal transport problem for which efficient solvers are available.
In this section we will consider a hierarchical branch and bound approach.
We will compute lower bounds for E1 on whole intervals of λ-configurations for
successively refined intervals. Let Λ ⊂ Rn be a set of λ-values. We assume for
now all modes have zero divergence. For such subsets define
E2(Λ) = inf
pi∈SegCoupl(Y,µ)
1
2
∫
X×Y
((
inf
λ∈Λ
cgeo
(
Tλ(x), y
))
+ cF (fx, fy)
)
dpi(x, y)
+ inf
λ∈Λ
F (λ) +G(prY ]pi) (4.2.23)
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where have again merged optimizations as above. This is an adaptive convex
relaxation of E1(λ) over Λ. The relaxation becomes tighter as the set becomes
smaller. For application in a branch and bound scheme following properties are
required:
Proposition 4.2.6 ([SS13d, Prop. 1]). The functional E2 has the following
properties:
(i) E2(Λ) ≤ E1(λ) ∀ λ ∈ Λ,
(ii) limΛ→{λ0}E2(Λ) = E1(λ0),
(iii) Λ1 ⊂ Λ2 ⇒ E2(Λ1) ≥ E2(Λ2).
Proof. Property (i): For any λ ∈ Λ obviously
inf
λ′∈Λ
cgeo
(
Tλ′(x), y
) ≤ cgeo(Tλ(x), y) and inf
λ′∈Λ
F (λ′) ≤ F (λ) . (4.2.24)
So for any fixed pi ∈ SegCoupl(Y, µ) (fixing for now the minimization in (4.2.22,
4.2.23)) have E2(Λ) ≤ E1(λ). Consequently this inequality will also hold after
minimization of pi.
For the limit property (ii) note that the functions cgeo
(
Tλ(x), y
)
and F (λ)
are continuous functions of λ. Hence, when Λ → {λ0} all involved minimiza-
tions will converge towards the respective function values at λ0 and E2 converges
as desired.
For the hierarchical bound property (iii) note that for fixed pi in (4.2.23)
minimization over the larger set λ2 will never yield the larger result for all
occurrences of λ. This relation will then also hold after minimization.
refine(L):
(1) Find the element (Λi∗ , bi∗) ∈ L with the smallest lower bound
bi∗ .
(2) Let subdiv(Λ) = {Λi∗,j}j be a subdivision of the interval Λi∗
into smaller intervals.
(3) Compute bi∗,j = E2(Λi∗,j) for all Λi∗,j ∈ subdiv(Λ).
(4) Remove (Λi∗ , bi∗) from L and add {(Λi∗,j , bi∗,j)}j for Λi∗,j ∈
subdiv(Λ).
Algorithm 1: Refinement procedure for hierarchical branch & bound.
With the aid of E2 one can then construct a branch and bound scheme for
optimization of E1. Let L = {(Λi, bi)}i be a finite list of λ-parameter intervals
Λi and lower bounds bi on E1 on these respective intervals. For such a list
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consider the refinement procedure given in Algorithm 1. It allows the following
statement:
Proposition 4.2.7 ([SS13d, Prop. 2]). Let L be a list of finite length. Let
the subdivision in refine be such that any interval will be split into a finite
number of smaller intervals, and that any two points will eventually be separated
by successive subdivision. subdiv({λ0}) = {{λ0}}. Then repeated application
of refine to the list L will generate an adaptive piecewise underestimator of
E1 throughout the union of the intervals Λ appearing in L. The sequence of
smallest lower bounds will converge to the global minimum of E1.
Proof. Obviously the sequence of smallest lower bounds is non-decreasing and
never greater than the minimum of E1 throughout the considered region (see
Proposition 4.2.6 (iii) and (i)). So it must converge to a value which is at most
this minimum. Assume that {Λi}i is a sequence with Λi+1 ∈ subdiv(Λi) such
that E2(Λi) is a subsequence of the smallest lowest bounds of L (there must be
such a sequence since L is finite). Since subdiv will eventually separate any
two distinct points, this sequence must converge to a singleton {λ0} and the
corresponding subsequence of smallest lowest bounds converges to E2({λ0}) =
E1(λ0). Since the sequence of smallest lowest bounds converges, and the limit
is at most the minimum of E1, E1(λ0) must be the minimum.
In practice we start with a coarse grid of hypercubes covering the space of
reasonable λ-parameters (e.g. translation throughout the image, rotation within
bounds where the approximation is valid and the deformation-coefficients in
ranges according to the statistical model) and the respective E2-bounds. Any
hypercube with the smallest bound will then be subdivided into equally sized
smaller hypercubes, leading to an adaptive 2n-tree cover on the considered
parameter range.
The refinement is stopped, when the interval with the lowest bound has
edge lengths that correspond to an uncertainty in Tλ(x) which is in the range
of the discretization of X and Y . Further refinement would only reveal structure
determined by rasterization effects.
Remark 4.2.8 (Combining hierarchical and alternating optimization). The
optimum of E1 w.r.t. modes that have large displacements (such as translation
and rotation) tends to be rather distinct, i.e. there is a small, distinct basin
around the optimal position. The hierarchical optimization scheme then tends
to be working rather efficiently.
On the other hand, modes that model smaller, local displacements (often
those learned from training samples), often have broad, shallow basins around
the optimal value. The branch and bound scheme can then take longer to
converge.
Therefore it suggests itself to combine the two optimization schemes: the
hierarchical approach is used to determine a good initial guess for translation,
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rotation and a coarse estimate for the smaller modes. For this the alternating
scheme is not applicable due to the non-convexity. But once the broad basin
around the global optimum is located, the branch and bound scheme may be-
come inefficient. Conversely, using the estimate of the hierarchical scheme as
initialization, we can then expect that the alternating method will give reason-
able results.
Scale Mode. In the presence of a scale mode one can define Es,1 and Es,2
equivalent to E1 and E2 with slight adaptations.
Es,1(λ) = inf
ν∈SegMeas
(
Y,(1+λs)2·M
)Es(λ, ν)
= inf
pi∈SegCoupl
(
Y,(1+λs)2·µ
) 12 (1 + λs)2∫
X×Y
(
cgeo
(
Tλ(x), y
)
+ cF (fx, fy)
)
dpi(x, y) + F (λ) +G(prY ]pi)
(4.2.25)
where in the second line we have merged the nested optimization over ν and pi,
see Remark 4.2.4. To obtain Es,2(Λ) all occurrences of λ will again be replaced
by local optimizations over Λ. To handle the dependency of the feasible set on
λs consider the following set:
SegCoupl(Y, µ1, µ2) =
{
pi ∈ Meas(X × Y ) : µ1 ≤ prX]pi ≤ µ2 ∧ prY ]pi ≤ LY
}
(4.2.26)
Obviously SegCoupl
(
Y, (1+λs)
2 ·µ) ⊂ SegCoupl (Y, (1+λs,l)2 ·µ, (1+λs,u)2 ·µ)
as long as λs,l ≤ λs ≤ λs,u. Then a possible definition of Es,2 equivalent to
(4.2.23) is
Es,2a(Λ) = inf
pi∈SegCoupl
(
Y,(1+λs,l)2·µ,(1+λs,u)2·µ
)( min
λs∈[λs,l,λs,u]
1
2 (1 + λs)2
)
∫
X×Y
((
inf
λ∈Λ
cgeo
(
Tλ(x), y
))
+ cF (fx, fy)
)
dpi(x, y)+
inf
λ∈Λ
F (λ) +G(prY ]pi) (4.2.27)
where λs,l and λs,u are the largest lower and smallest upper bound on λs in Λ.
It is easy to see that Es,2a satisfies Proposition 4.2.6 w.r.t. Es,1. The proof is
analogous.
If G is zero the definition of Es,2a can be improved upon. Consider the
following Lemma:
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Lemma 4.2.9. For some cost function c and m > 0 let
f(m) = inf
pi∈SegCoupl(Y,m·µ)
∫
X×Y
c(x, y) dpi(x, y) . (4.2.28)
Then f(m2)/m2 ≥ f(m1)/m1 for m2 > m1.
Proof. Assume f(m2) < (m2/m1) · f(m1) for m2 > m1 and let pi∗2 be an opti-
mizer for f(m2). Then (m1/m2) · pi∗2 is feasible for computation of f(m1) and
one has
m1
m2
∫
X×Y
c(x, y) dpi∗2(x, y) =
m1
m2
f(m2) < f(m1) (4.2.29)
which is a contradiction.
With the aid of Lemma 4.2.9 one then finds that the following is a suitable
variant of Es,2:
Es,2b(Λ) = inf
pi∈SegCoupl
(
Y,(1+λs,l)2·µ
) 12 (1 + λs,l)2∫
X×Y
((
inf
λ∈Λ
cgeo
(
Tλ(x), y
))
+ cF (fx, fy)
)
dpi(x, y) + inf
λ∈Λ
F (λ)
(4.2.30)
The advantages over Es,2a are a tighter scaling factor and a simpler feasible set
for the optimal transport term.
Remark 4.2.10 (Scale mode and alternating optimization). The alternating
optimization scheme presented in Sect. 4.2.2.1 only works with zero-divergence
modes. The hierarchical optimization scheme can be used to extend this to the
scale mode. The non-scale coefficients are determined by separate optimiza-
tion as before, see (4.2.20b). The new coefficient λk+1s and ν
k+1 are jointly
determined by global hierarchical optimization, while keeping the other mode
coefficients fixed (this replaces (4.2.20a)). This hierarchical scheme will only
go over one degree of freedom and thus be relatively quick. Again one finds a
non-increasing sequence that must eventually converge.
4.2.2.3 Graph Cut Relaxation
Both alternating and hierarchical optimization require solving a lot of optimal
transport problems. Even with efficient solvers this will quickly become compu-
tationally expensive as the size of X and Y or the number of modes increases.
If G is non-zero then usually even more so because dedicated optimal trans-
port solvers can no longer be applied directly to compute E1(λ). Therefore, in
this section we present a mass-constraint relaxation that, for suitable choice of
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G, turns computation of E1(λ) into a min-cut problem. These can be solved
extremely fast with dedicated algorithms and therefore the relaxation yields a
huge speed-up.
Throughout this section let X and Y be discrete sets, e.g. pixels or super-
pixels. The Lebesgue measure on Y is approximated by
LY (σ) =
∑
y∈σ
my (4.2.31)
for subsets σ ⊂ Y , where my is the area of super-pixel y. Any feasible ν ∈
SegMeas(Y,M) can then be expressed as
ν(σ) =
∑
y∈σ
my uν(y) (4.2.32)
for all σ ⊂ Y with some function uν ∈ Y → [0, 1]. Let G be a total-variation-like
local boundary regularizer of ν, expressed in terms of uν :
G(ν) =
∑
(y,y′)∈G
ay,y′ · |uν(y)− uν(y′)| (4.2.33)
where G is the set of super-pixel neighbours and ay,y′ is a weight that models
the likelihood of a boundary between neighbours y and y′. Such weights can
be constructed from feature dissimilarity in y, y′, from edge detectors and from
the length of the boundary.
We now relax the template-marginal constraint from the coupling set Π(µ, ν)
and allow ν to have arbitrary mass. So the feasible set of ν will be
SegMeas(Y ) =
{
ν ∈ Meas(Y ) : 0 ≤ ν ≤ LY
}
. (4.2.34)
This is (2.1.8) without the mass constraint. The ‘couplings’ pi will be taken
from the set
Πˆ(ν) =
{
pi ∈ Meas(X × Y ) : prY ]pi = ν
}
. (4.2.35)
Merging optimizations (see Remark 4.2.4) yields the feasible set
SegCoupl(Y ) =
{
pi ∈ Meas(X × Y ) : prY ]pi ≤ LY
}
. (4.2.36)
The relaxed equivalent of E1 (4.2.22) that we consider in this section is
Er,1(λ) = inf
pi∈SegCoupl(Y )
1
2
∫
X×Y
(
cgeo
(
Tλ(x), y
)
+ cF (fx, fy)
)
dpi(x, y)+
F (λ) +G(prY ]pi) . (4.2.37)
Let pi∗ be an optimizer of Er,1(λ) for some configuration λ. If (prY ]pi
∗)(y) > 0
for some y ∈ Y , this mass will come from the cheapest x ∈ X for this y, since
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there is no longer any constraint on the mass on X. The linear matching in the
first term simplifies to a nearest neighbour matching for each y ∈ Y . This im-
plies that the minimization in (4.2.37) over pi ∈ SegCoupl(Y ) can be simplified
to a minimization over ν ∈ SegMeas(Y ). Therefore (4.2.37) is equivalent to
Er,1(λ) = inf
ν∈SegMeas(Y )
1
2
∑
y∈Y
cmin(y, λ) ν(y) + F (λ) +G(ν) (4.2.38)
with
cmin(y, λ) = min
x∈X
cgeo
(
Tλ(x), y
)
+ cF (fx, fy) . (4.2.39)
We express now ν in terms of uν , see (4.2.32), and plug in the form of the
regularizer G (4.2.33). This yields
Er,1(λ) = inf
u:Y→[0,1]
1
2
∑
y∈Y
cmin(y, λ) ·my · u(y) + F (λ)+∑
(y,y′)∈G
ay,y′ · |u(y)− u(y′)| . (4.2.40)
This is a convex formulation of the max-flow / min-cut problem with nodes Y
and edges G. The flow between y ∈ Y and the source is given by cmin(y, λ) ·my
and the capacities of the edges by ay,y′ . This problem can be solved very
efficiently by dedicated algorithms, see for example [BK04].
Remark 4.2.11 (Optimization of Er,1). Both the alternating method and the
hierarchical scheme, Sections 4.2.2.1 and 4.2.2.2, can be applied directly to the
optimization of Er,1. The sequence equivalent to (4.2.20) will provide a non-
increasing converging sequence of energies. Since the dependence of the feasible
set on the mass of µ has disappeared, it can also be extended to the scale mode.
Also, handling the scale mode in the hierarchical scheme is simplified, since the
feasible set for pi is constant over λs.
Remark 4.2.12 (Background modelling in Er,1). Er,1 can also be adapted to
background modelling as introduced in Section 4.2.1.5. Since then ν = LY ,
the regularizer G must be modified to be meaningful in this context. Recall
X = XF ∪XB. For any pi ∈ SegCoupl(Y ) let pi|XF be the restriction of pi onto
XF × Y . Introduce then νF = prY ]pi|XF ∈ SegMeas(Y ) and correspondingly
νB = ν − νF . The measure νF marks out the foreground segmentation, νB
corresponds to the background. So naturally G(ν) in (4.2.38) must be replaced
by G(νF ). As previously, consider some y ∈ Y for which (prY ]pi)(y) > 0. If
the mass comes from some x ∈ XF , it will come from the cheapest there. If
it comes from some x ∈ XB, it will come from the cheapest x there. The
remaining problem is only to decide, which mass comes from XF and which
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from XB and which is simply being ignored (which corresponds to background,
too). Analogous to (4.2.39) we define
cmin,F (y, λ) = min
x∈XF
cgeo(x, y) + cF (fx, fy) , (4.2.41)
cmin,B(y, λ) = min{ min
x∈XB
cgeo(x, y) + cF (fx, fy), 0} (4.2.42)
where the dependence of cgeo on λ should be kept in mind. The equivalent to
(4.2.38) is then
Er,b,1(λ) = inf
νF ,νB∈SegMeas(Y ):
νF+νB=ν
1
2
∑
y∈Y
cmin,F (y, λ) νF (y) +
∑
y∈Y
cmin,B(y, λ) νB(y)

+ F (λ) +G(νF ) . (4.2.43)
Let uF : Y → [0, 1] be the function representing νF analogous to (4.2.32). The
corresponding function uB for νB is given by uB = 1 − uF . In terms of uF
(4.2.43) can be rewritten as
Er,b,1(λ) = inf
uF :Y→[0,1]
1
2
∑
y∈Y
cmin,F (y, λ) ·my · uF (y) +
∑
y∈Y
cmin,B(y, λ) ·my ·
(
1− uF (y)
)
+ F (λ) +
∑
(y,y′)∈G
ay,y′ · |uF (y)− uF (y′)| . (4.2.44)
Again, this is a max-flow problem where cmin,F (y, λ) ·my are the flows from the
nodes to the source, cmin,B(y, λ) ·my are the flows from the nodes to the sink
and edge capacities are again given by ay,y′ .
Functional (4.2.44) can be interpreted as a binary Markov random field
(MRF) with labels fore- and background (uF = 1, 0) and latent object con-
figuration variables λ. Such enhanced MRFs have been used in [KTZ05] with
the latent variables describing layered pictorial structures and in [YV13] with
graph-based shape models. Optimization of a general class of such models via
branch and bound has been discussed in [LBR08].
4.2.3 Experiments
4.2.3.1 Implementation Details
Computation of the E2-lower bound requires local optimization w.r.t. λ for the
cost function entries of the optimal transport term. Given the linear decompo-
sition of Tλ these are low-dimensional constrained quadratic programs that can
quickly be solved. For a given λ-interval Λ the locally minimized cost function
minλ∈Λ ‖Tλ(x)− y‖2 has low values where λ values in Λ allow Tλ(x) to be close
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Figure 4.8: Left: Illustration of the approach on example data, analogous to
Fig. 4.5b. Small blue dots indicate the arbitrary position of X relative to the
image Y (bounding box). Large green dots give the position of Tλ(X), the
map is indicated by gray lines. The optimal segmentation ν is given by the
red shaded region in the image. As intended, the modes model the Euclidean
isometries (the true object position is not known beforehand and is not relevant
for the result), and the major deformations. The Wasserstein distance handles
the remaining degrees of freedom, guided by the local data term. Right: The
deformation of X by the non-Euclidean modes. Length and relative orientation
of the arms are adjusted.
to y and rises quickly elsewhere. Exploiting this, we only consider a sparse sub-
set of the full product space X×Y to speed up computation. To ensure that we
still obtain the global optimum, we add overflow variables (cf. Sect. 3.1.5.1). As
long as no mass is transported onto these dummy variables, the global optimum
is attained. Otherwise, more coupling combinations need to be added.
4.2.3.2 Homogeneous Appearance Model
For learning of the object class ‘starfish’ we used about 20 ground truth seg-
mentations. We took the first four principal components as modes, capturing
about 70% of the variance in the training set. Together with translation and
rotation this amounts to seven modes to be optimized over.
To the test images we applied a simple local color model, trained on seeds,
to obtain a homogeneous appearance model expressed in terms of linear affinity
coefficients (cf. Sect. 3.1.13). Note that we specifically chose test images with in-
homogeneously colored foreground objects and insufficient seeds for color model
training, to obtain coefficients on which a purely local segmentation would fail
and the benefit of shape-modelling can be demonstrated.
Fig. 4.8 illustrates the approach for a typical example. Position and pose
of the sought-after object are correctly estimated by the modes, independent of
the position of X, i.e. without requiring a good initial guess. Figure 4.9 gives
original image, affinity coefficients g and the resulting segmentation for the
example in Fig. 4.8 in column 1 and for further examples. The segmentations in
4.2 Wasserstein Modes 143
Figure 4.9: Segmentation results with starfish-prior. First row: original im-
ages. Second row: affinity coefficients g, based on a primitive local color
model. There is false-positive clutter, foreground parts are poorly detected or
missing. Third row: optimal segmentations, based on joint segmentation and
matching. The objects are correctly located, clutter is ignored, missing parts
are ‘filled in’. Different variants are segmented with the same prior, due to
statistical deformation modelling with modes.
On a small scale fluctuations may appear, although the underlying matching is
smooth (cp. Fig. 4.8). These could be handled by enhancing the functional G
to locally regularize the boundary of the segmentation.
Fig. 4.9 sometimes exhibit small holes or fluctuations along the boundary, even
though the underlying object position and pose are very accurately determined
(see Fig. 4.8) and the computed matching is smooth. These irregularities
on the pixel level are induced by noise in G and could be removed by local
regularization of the boundary of ν (e.g. total variation). As long as such an
extension yields a convex functional G, it is still compatible with our approach.
To make the acting of the presented Wasserstein-regularization as transparent
as possible, however, we chose to omit such fine-tuning.
4.2.3.3 Scale Invariance and Representation Flexibility.
In this section we demonstrate two further important properties of our ap-
proach: scale invariance and flexibility in application. Due to the general for-
mulation of optimal transport, adaptation to super-pixels is straightforward,
which facilitates application to large images. In a discrete implementation Y
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Figure 4.10: Scale invariance and super-pixels. Left: Foreground-affinities for
G of a super-pixel over-segmentation of an image with two fish of different size,
both of which induce strong local minima of our approach. By artificially break-
ing scale invariance through modelling the scale coefficient λs to be Gaussian,
one can choose which one shall be segmented by setting the mean scale. Other
than that, the setup was absolutely identical. One obtains similar segmenta-
tion results with a free-moving scale coefficient, if one, in turn, erases one of
the fish from the G-coefficients. Right: Template X for fish-experiment. To
prevent that the small fish is simply immersed in the big one, one must ex-
plicitly model a region of background around the fish, by reversing the affinity
coefficients for this region of X. Black (gray) dots indicate fore-(back-)ground.
See Sect. 4.2.1.5 for details.
need not be a regular grid (pixel-level) in R2, but can be any set of points.
We illustrate both aspects in Fig. 4.10. Our approach, equipped with a
prior trained on fish, is run on an image with a large and a small fish. We
demonstrate scale invariance by actually artificially breaking it: by modelling
the scale-coefficient λs to be Gaussian, through the choice of the mean scale
λs,m we can trigger which of the two fish is segmented, while the wrong sized
one is ignored. Except for the mean scale, no modifications in the approach
were made.
The same experiment with the graph-cut relaxation is illustrated in Fig. 4.11.
4.2.3.4 Inhomogeneous Appearance Model
The framework proposed in Sect. 4.2.1.2 can also handle inhomogeneous ap-
pearance models where different parts of the template expect different features.
The UIUC car dataset (see e.g. [AAR04]) provides a set of gray level side views
of cars. Foreground (the cars) and background do not appear to be separable
by a homogeneous appearance model. Only by taking into account the relative
spatial location of particular appearance features one can locate the cars.
From each image we extracted three simple local features: the local color
and the response to horizontally and vertically aligned small Gaussian edge
filters. Then we used the registrations between the training samples that was
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Figure 4.11: Graph cut relaxation: The experiment illustrated in Fig. 4.10 is
repeated with the graph cut relaxation (left: large, right: small). While the
segmentation outlines are more regular, as expected, due to the lack of the
marginal constraint, the small fish is no longer correctly located.
computed during learning of the statistical deformations to learn for each part
of the template a separate appearance classifier, based on the features that
were assigned to that particular part. While the rows of the appearance cost
function cF (xi, ·) are not very informative, the prior functional correctly locates
the cars by combining the information of all template parts. The experiment
is illustrated in Fig. 4.12.
4.2.4 Conclusion
A shape prior based on shape measures was presented. The manifold structure
allows uniform modelling of geometric transformations and statistical varia-
tions. Although the resulting overall functional is non-convex, global optimality
can be obtained by a hierarchical branch & bound scheme. Also an alternating
local optimization scheme and an efficient graph-cut relaxation were discussed.
Compared to the relaxed Gromov-Wasserstein distance, as used in Sect. 3.1,
this method has several notable differences: while the former relied on an intrin-
sic notion of invariance, here the template is explicitly embedded into the image
plane. Thus, to obtain invariance, one must optimize over a suitable class of em-
beddings, resulting in a non-convex overall functional. In return, since for any
fixed embedding one computes an optimal transport problem with the squared
Euclidean distance as a part of the cost function, the obtained matchings tend
to be more spatially regular as in Sect. 3.1, without the need for additional reg-
ularization. Also, explicitly keeping track of the location and pose of the object
via the mode parameters in the tangent space allows to model non-isometric
statistical variations of the template. This would be difficult to include into the
relaxed Gromov-Wasserstein approach, since the statistical variation would also
have to be estimated locally and independent, further loosening the relaxation.
The usefulness of the shape measure perspective was demonstrated numer-
ically in the previous section. Open questions are the extension of the shape
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Figure 4.12: Wasserstein modes and inhomogeneous appearance model: For
each template pixel a local appearance model was learned. Top left: template
with three selected (super-)pixels {xi}i. Top right, middle: costs cF (xi, ·)
for the three selected pixels. Bottom: two optimal segmentation examples.
Although the appearance costs of single pixels are not very informative, the
complete template with the information about relative spatial location of fea-
tures can detect the cars. The segmentation outlines are irregular on a small
scale because no local regularizer was employed.
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model beyond the linear tangent space approximation through modes, the de-
scription of local appearance features and geometry by a unified manifold model
and the application of shape measures to other applications such as object track-
ing.

Chapter 5
Hierarchical Optimal
Transport
5.1 Problem and Overview
5.1.1 Observations on Optimal Transport Solvers
As discussed in Sect. 1.2.4 optimal transport and the linear assignment problem
are important tools in machine learning and image processing. We have now
seen that they are an elementary part of the work in this thesis. Some available
solution methods have already been mentioned (Sect. 1.2.5). The continuous
Monge formulation is however not applicable for our problems, since the cost
functions are too general. Also, this would limit the applicability of the mm-
space representation to absolutely continuous measures in Rn, which rules out
point clouds and super-pixels. The linear programming formulation or the
combinatorial solvers are, when applied na¨ıvely, too inefficient to solve large
problems.
We have already presented some ideas to speed up computation: the ra-
dial mass distribution formulation (Sect. 3.1.4) or the heuristic cost function
thresholding and iteration (Sect. 3.1.5.1). These methods have tight limita-
tions however: the radial distribution approach becomes inefficient for complex
feature spaces. In the ‘thresholding and iteration’ approach there is no upper
bound on the number of iterations. Potentially one has to solve a long sequence
of large problems, with only a few variables added at each step. This can turn
out to be more expensive than a single exhaustive run.
A problem with combinatorial solvers is that they become slow on large,
dense problems, since they do not exploit any information on the cost function
structure. However, a priori all our problems are dense. Sometimes one can
use additional information on the problem to exclude certain assignment pairs
beforehand, thus reducing the problem size. But such methods will usually be
very application specific. In general it is hard to find criteria for ruling out
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1 0 1 2 3 4
2 1 0 1 2 3
3 2 1 0 1 2
4 3 2 1 0 1
5 4 3 2 1 0
5 5 4 3 2 1
Figure 5.1: Local and global structure of cost function: the table provides a
cost function for a small example instance of the LAP with N = 6. The unique
optimal assignment is highlighted in green. The cost function has a distinct
‘valley’ close to the diagonal and grows when moving away from this valley. It
appears very ‘regular’. Still one of the highest values of the cost function is part
of the optimal assignment. This illustrates how difficult it is to find a priori
rules for reliable exclusion of assignment pairs.
pairs that are both easy to check and can exclude a substantial fraction of
assignments. Sometimes, assignments that appear very unlikely from a local
perspective, can be part of the optimal assignment due to the global structure
of the cost function (Fig. 5.1).
5.1.2 Chapter Overview
In this chapter we present a sparse/dense hybrid variant of the auction algo-
rithm, based on a hierarchical representation of the optimal transport problem
(Sect. 5.2.2). The algorithm can exploit any heuristic for exclusion of pairs, even
if some exclusion-proposals may be wrong in the end. Wrongfully excluded pairs
are detected by a hierarchical consistency check for violated dual constraints,
thus guaranteeing global optimality of the final matching (Sect. 5.2.3). We will
see that the efficiency of this scheme depends on the regularity of underlying
cost function. The hierarchical structure lends itself to construct good sparse
estimates for the initialization of the hybrid algorithm by a multi-scale scheme
(Sect. 5.2.4). This scheme is very general and will in practice work on most
problems. To obtain solving times that are competitive with other algorithms
one needs to apply the technique of ε-scaling which can be naturally combined
with our multi-scale scheme (Sect. 5.3.2). A complexity analysis shows that
the worst case overhead of the hierarchical checks compared to the standard
auction algorithm is bounded (Sect. 5.3.1). The algorithm is then experimen-
tally compared to the standard auction algorithm in Sect. 5.4. We show that
on ‘typical’ problems there is a significant gain in the average performance that
increases with the problem size. We empirically investigate how the speed-up
relates to a suitable measure of regularity.
Throughout this Chapter we consider discrete problems.
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5.2 Multi-scale Auction Algorithm
5.2.1 Motivation
In the dual problem of the LAP and OT every cost function entry corresponds
to one constraint. During updates of the dual variables one needs to make sure
that no constraint is violated. In the auction algorithm this corresponds to the
scans in (2.2.12) and (2.2.13) during the bidding phase. Of course, for large,
dense problems checking all constraints takes a long time.
In most practical problems, the sets X and Y are equipped with some
additional structure and notion of closeness or similarity, which also represents
itself in the cost function. If x and y are close to x′ and y′ respectively, then we
expect |c(x, y) − c(x′, y′)| to be somehow bounded. Additionally, throughout
execution of the algorithm, we hope that |α(x)− α(x′)| and |β(y)− β′(y)| will
be bounded. The appropriate notions of closeness and boundedness depend on
the application. Some intuition for this is given in Sects. 5.2.4.2 and 5.4.
The idea underlying the sparse/dense hybrid auction algorithm is as follows:
the algorithm operates with a sparse subset N ′ ⊂ N of all potential pairings
(2.2.1), thus requiring much fewer scans in (2.2.12) and (2.2.13). Before the
bids are submitted however, it is checked, whether a constraint in N \ N ′
was overlooked. This is not done for every constraint separately. Instead,
by exploiting the regularity of c, α and β we will try to rule out constraint
violations in whole groups of variables at once, thus reducing the number of
required queries.
5.2.2 Hierarchical Structures
5.2.2.1 Hierarchical Partitions
To describe which elements in X and Y are close, we will use partitions.
Definition 5.2.1 (Partition). For a finite setX a partitionA = {a1, a2, . . . , an}
is a set of mutually exclusive jointly exhaustive subsets of X, i.e.
ai ⊂ X, ai ∩ aj = ∅ for i 6= j and
n⋃
i=1
ai = X . (5.2.1)
The sets ai are referred to as cells of the partition.
We will use partitions of X and Y where elements within each cell are
considered close. Of course, whether two elements are close or not depends
on the scale of the context. Therefore, we will not only use one partition, but
a whole set of increasingly coarser partitions, a hierarchical partition [SS13b,
Sect. 4].
Definition 5.2.2 (Hierarchical partition). Let X be a finite set. A sequence
A = {Ak}Kk=1 of partitions of X is called a hierarchical partition of X if
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(i) A1 = {{x} : x ∈ X} is the partition of X into singletons,
(ii) for every 1 < k ≤ K the cells of partition Ak are unions of cells of partition
Ak−1.
We call K the depth of the hierarchical partition. A hierarchical partition
induces a directed tree graph with vertex set
V (A) =
K⋃
k=1
Ak . (5.2.2)
For 1 ≤ k < K we say that a ∈ Ak is a child of a′ ∈ Ak+1 (and a′ is the parent
of a) and write a ∈ ch(a′), a′ = pa(a) when a ⊂ a′. Note that if |AK | > 1 then
the graph is not connected.
Given a hierarchical partition A = {Ak}Kk=1 on X, on scale 1 ≤ k ≤ K
elements within the same cells of partition Ak are considered close.
5.2.2.2 Hierarchical Constraints
Consider now a given a linear assignment problem or an instance of optimal
transport between sets X and Y . We first choose a suitable notion of closeness
and construct corresponding hierarchical partitions A = {Ak}Kk=1 and B =
{Bk}Kk=1 on X and Y (w.l.o.g. fixing them to have the same depth). Then we
use these to define hierarchical extensions of the dual variables and the cost
function:
Definition 5.2.3 (Hierarchical dual variables). The hierarchical extension of
dual variable α is given by
αˆ(a) = max
x∈a α(x) =
{
α(x) if a = {x} ∈ A1 for some x
maxa′∈ch(a) αˆ(a′) if a ∈ Ak for some k > 1
(5.2.3)
for every a ∈ V (A) (5.2.2). Analogously we construct βˆ from β and B.
Similarly we define a hierarchical extension cˆ of the cost function c over
V (A)× V (B):
Definition 5.2.4 (Hierarchical cost function).
cˆ(a, b) = min
(x,y)∈a×b
c(x, y) (5.2.4)
for (a, b) ∈ V (A)×V (B). In practice we only use values where a and b are cells
of partitions at the same scale k.
The hierarchical dual variables and the hierarchical cost function on the
smallest scale k = 1 correspond to the regular dual variables and cost function.
Now consider the set of hierarchical dual constraints.
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Definition 5.2.5 (Hierarchical dual constraints). For some 1 ≤ k ≤ K we
define the dual constraints at scale k by
αˆ(a) + βˆ(b) ≤ cˆ(a, b) for all (a, b) ∈ Ak × Bk (5.2.5)
For a′ ∈ ch(a) and b′ ∈ ch(b) one has by definition αˆ(a′) ≤ αˆ(a), βˆ(b′) ≤ βˆ(b)
and cˆ(a′, b′) ≥ cˆ(a, b). Consequently, when the hierarchical dual constraint for
(a, b) ∈ Ak × Bk for k > 1 holds, we know immediately that any hierarchical
constraint for (a′, b′) ∈ ch(a) × ch(b) at scale k − 1 and consequently all other
constraints further down the graph on smaller scales hold. The hierarchical
constraints at scale k = 1 are the regular dual constraints.
We will use this structure to verify validity of all dual constraints by trying to
rule out as many as possible on large scales with few checks and only descending
in scale if necessary. The requirement that elements within the same partition
cell at a given generation should be close, will ensure that the dual constraints
at scale k will not be a lot tighter than at scale k − 1.
5.2.3 Hierarchical Consistence Phase
Based on the hierarchical data structures introduced in the last section we are
now ready to devise a sparse/dense hybrid variant of the auction algorithm.
Consider a feasible linear assignment or optimal transport problem between X
and Y with cost function c. Let N be the set of neighbours as introduced in
(2.2.1). We consider dense problems with |N | = O(|X| · |Y |). Let N ′ ⊂ N be a
sparse subset of neighbours, possibly given by some sparsification heuristic, but
potentially faulty in the sense that pairings (x, y) /∈ N ′ may actually be part
of the globally optimal assignment (or in the support of the globally optimal
coupling).
When one runs the auction algorithm with N ′ instead of N the bidding
phase can be completed much faster, since the sets N ′(x) and N ′(y) to scan
over for determining α(x) in (2.2.12) and R(x) in (2.4.40) are much smaller.
At the same time however, since we are not considering all possible pairs in N ,
the α(x) and α′(x) that we are determining or the candidates in R(x) might
be larger than allowed by the dual constraints (2.2.7). Thus, before accepting
any bids, we need to check that no relevant constraints have been missed. So
we run the bidding and the assignment phase of the auction algorithm just as
presented in Sects. 2.2.2.4 and 2.4.3.3, but in between the following hierarchical
consistency check phase is executed:
Hierarchical Consistency Check Phase. Let αˆ be the hierarchical exten-
sion (Def. 5.2.3) of α′ from (2.2.13) in the LAP case and from (2.4.44,
2.4.45) in the OT case. Let βˆ be the hierarchical extension of the dual
variable β in the LAP case and of (2.4.38) in the OT case. cˆ is the
hierarchical extension of c (Def. 5.2.4).
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Then for k = K check whether the hierarchical constraints αˆ(a) + βˆ(b) ≤
cˆ(a, b) for all (a, b) ∈ AK×BK hold. For every violated constraint at (a, b)
check whether αˆ(a′) + βˆ(b′) ≤ cˆ(a′, b′) hold for all (a′, b′) ∈ ch(a)× ch(b).
Recursively refine the checking on all violated constraints until either all
constraints are satisfied or some violated constraints are found at scale
k = 1. The pairs (x, y) where constraints are violated either correspond
to α(x) and the corresponding minimizer y in (2.2.12) or to entries in
R(x) before the position m (or m′) that determines α′(x) in (2.4.40), or
the pair (x, y) /∈ N ′ and it was overlooked. In the latter case, add (x, y) to
N ′ and list element x for rebidding. After completion of the consistency
check phase, rerun the bidding phase for all listed x.
With this additional consistency check phase, one finds:
Proposition 5.2.6. The sparse / dense hybrid auction algorithm with an hier-
archical consistency phase between the bidding and assignment phase, initialized
with a non-maximal neighbourhood N ′ converges to a globally optimal assign-
ment / coupling under the same conditions as the regular auction algorithms.
Proof. Note first that the auction algorithm for the assignment problem can be
considered a special case of the optimal transport variant where α(x) (2.2.12)
is always the smallest entry in R(x) and the position m/m′ that determines
α′(x) (2.4.44,2.4.45) is always 2, yielding α′(x) as specified by (2.2.13). We will
henceforth only consider the optimal transport variant.
Consider the following observations on the algorithm:
(i) During the bidding stage, elements of the ordered list R(x), (2.4.40), that
appear beyond position m/m′, see (2.4.44,2.4.45), depending on which
case is relevant, do not affect the process of the algorithm.
(ii) The algorithm converges regardless of the arbitrary ordering of elements
of equal size in R(x).
By combinig (i) and (ii) we can easily see, that any variant of the auction
algorithm that can reproduce the list R(x), (2.4.40), up to position m/m′ (we
will from now on simply writem, implying the correct case), and up to irrelevant
reorderings of elements of equal size, has the same convergence properties as
the full auction algorithm.
Let N be the complete neighbourhood set of the full problem and let N ′ be
the reduced set that the hybrid variant is working with at a given iteration.
Assume the hybrid variant has completed the bidding stage and in the
consistency check phase no new candidates for some element x were added. Let
α′(x) = c(x, ym) − β(x′m, ym) be the m-th entry of R(x). By the hierarchical
structure of the dual constraints at all scales, we know that α′(x) ≤ c(x, y) −
β(y) for all y ∈ N (x) \ N ′(x) and because β(y) ≥ β(x′, y) for all x′ with
pi(x′, y) > 0 we thus have that α′(x) ≤ c(x, y)−β(x′, y) for all pairs (x′, y) that
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correspond to potential candidates in R(x), (2.4.40), that have been skipped
due to the reduced neighbourhood set N ′. All these skipped potential elements
would therefore have appeared beyond position m (up to potentially reordering
elements of equal size) and can thus be considered irrelevant for the process of
the algorithm.
Now assume, during the consistency check phase a set of violated constraints
V ⊂ N (x) \ N ′(x) was found, i.e. c(x, y) − β(y) < α′(x) for y ∈ V. After
extending N ′new(x) = N ′(x) ∪ V and recomputing the bidding steps, one finds
that the new α′new(x) ≤ α′(x). However, for the set N (y) \ N ′new(x) we know
that c(x, y) − β(y) ≥ α′(x) ≥ α′new(x) (since those are the constraints that
were not violated in the first consistency check) and thus a second consistency
check would always be successful. Hence, by the reasoning above, no relevant
candidates have been missed.
It may happen that the list R(x) is too short to find a valid integer m. This
can happen for two reasons: either the maximal neighbourhood N is as small
as feasibility allows and x needs all its neighbours N (x) to ship its mass to. In
this case the value for α′(x) can formally be set to ∞ which will result in a bid
of −∞ which basically removes x and all its neighbours from the rest of the
assignment problem. In the other case, the reduced neighbourhood N ′(x) has
been chosen too small. Handling this also with setting α′(x) =∞ will result in
all hierarchical consistency checks being violated for that x and having to set
N ′new(x) = N (x). This can of course be very inefficient and sabotage the idea
of reducing the number of active variables in N ′. Hence, upon initialization of
the hybrid algorithm one should see to it that the sets N ′(x) are sufficiently
large.
Given a ‘reasonable’ initialization N ′, that may be flawed, we can thus
efficiently solve linear assignment and optimal transport problems to global
optimality, with the aid of the hierarchical consistency checks.
It should be noted that the modifications preserve the parallel structure
of the algorithm. Bidding and assigning work as before and the tree struc-
ture of the hierarchical constraints allows for distribution of the hierarchical
consistency checks onto multiple processors.
In the next section we will describe how the hierarchical structure can be
used to come up with a good initial guess for N ′ in the first place.
5.2.4 Multi-scale Sparse Initialization Scheme
How does one obtain a good initial guess for N ′? In Sect. 3.1.5.1 a heuristic was
applied where N ′(x) was chosen to be the subset of Y with the smallest cost
function entries c(x, y). While this worked well for that particular application
it may in general not be very efficient, see Fig. 5.2. We will now present a very
general scheme to generate proposals for initial sets N ′ by using the hierarchical
structure that we introduced for the hybrid auction algorithm.
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Figure 5.2: Na¨ıve sparse initialization: a simple 1-dimensional optimal trans-
port problem is illustrated. The blue and red shaded regions indicate the in-
volved measures. As cost function the squared Euclidean distance is used. One
could try to initialize the hybrid algorithm with the region of lowest cost func-
tion values, this region is given by the gray shading. However, in this example,
due to the inhomogeneous densities, the support of the optimal coupling (green)
lies almost completely outside of this region. This shows that more sophisti-
cated initialization schemes are required.
5.2.4.1 Hierarchical bounds
Let µ and ν be the marginals in the OT problem that we consider (counting
measures in the LAP case). After dual variables and the cost function we will
now also introduce a hierarchical set of marginals.
Definition 5.2.7 (Hierarchical marginals). For 1 ≤ k ≤ K the measure µˆk ∈
Meas(Ak) is given by
µˆk(σ) =
∑
a∈σ
µ(a) (5.2.6)
for all subsets σ ⊂ Ak. One finds that µˆ1 is basically identical to µ, only that µˆ1
is formally defined on the set of singletons of X. By a slight abuse of notation
we identify the two measures. By introducing the functions
pX,k : Ak → Ak+1, a 7→ pa(a) (5.2.7)
for 1 ≤ k < K one easily sees that µˆk+1 = pX,k]µˆk. Similarly define νˆ and the
functions pY,k. Let pk be the product map of pX,k and pY,k.
This induces a hierarchical sequence of optimal transport problems. For
1 ≤ k ≤ K let
Dk = inf
pi∈Π(µˆk,νˆk)
∑
(a,b)∈Ak×Bk
cˆ(a, b)pi(a, b) . (5.2.8)
We refer to problem (5.2.8) for some k as the problem at scale k. Computing
D1 corresponds to solving the original full problem. The coarser the scale k,
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the smaller are the cardinalities of Ak and Bk, thus the problem of computing
Dk becomes smaller. We will now investigate how the values Dk at different
scales relate to each other and whether they can be used to approximate or
bound D1. For 1 < k ≤ K let
∆ck = max
(a,b)∈Ak×Bk
((
max
(a′,b′)∈ch(a)×ch(b)
cˆ(a′, b′)
)
−
(
min
(a′,b′)∈ch(a)×ch(b)
cˆ(a′, b′)
))
= max
(a,b)∈Ak×Bk
((
max
(a′,b′)∈ch(a)×ch(b)
cˆ(a′, b′)
)
− cˆ(a, b)
)
(5.2.9)
be the maximal variation of the hierarchical cost function within products of
partition cells of a given scale. We then find
Proposition 5.2.8. For 1 ≤ k < K one has
Dk+1 ≤ Dk ≤ Dk+1 +M ·∆ck+1 (5.2.10)
where M is the total mass of µ and ν.
Proof. We start with the first inequality:
Dk = inf
pi∈Π(µˆk,νˆk)
∑
(a,b)∈Ak×Bk
cˆ(a, b)︸ ︷︷ ︸
≥cˆ(pX,k(a),pY,k(b))
pi(a, b)
≥ inf
pi∈pk]Π(µˆk,νˆk)
∑
(a′,b′)∈Ak+1×Bk+1
cˆ(a′, b′)pi(a′, b′)
and by virtue of Proposition 3.1.8 with φX = pX,k and φY = pY,k
= inf
pi∈Π(pX,k]µˆk,pY,k]νˆk)
∑
(a′,b′)∈Ak+1×Bk+1
cˆ(a′, b′)pi(a′, b′) = Dk+1 .
The second inequality follows analogously but instead of bounding
cˆ(a, b) ≥ cˆ(pX,k(a), pY,k(b))
we bound
cˆ(a, b) ≤ cˆ(pX,k(a), pY,k(b))+ ∆ck+1 .
Remark 5.2.9 (Hierarchical computation of bounds). If the bounds ∆ck are
sufficiently small this allows an immediate application: when one uses optimal
transport for a classification task and needs to determine the nearest neighbours
of a query measure in a set of reference samples, one could potentially first
compute some bounds Dk for k > 1 which is computationally cheaper and only
compute the more expensive D1 for the most promising candidates.
158 Hierarchical Optimal Transport
5.2.4.2 Successive Refinement
Assume we have solved the optimal transport problem at some scale k > 1
with the auction algorithm with some parameter εk > 0 satisfying optimal-
ity condition (2.4.39). Let pi∗k be the optimal coupling and (α
∗
k, β
∗
k) the dual
variables obtained upon convergence. We are now looking for a guess for the
sparse neighbourhood N ′k−1, a coupling piinit,k−1 and a dual variable βinit,k−1 to
initialize the hybrid auction algorithm at scale k − 1.
Proposition 5.2.8 implies existence of a feasible coupling pˆi∗k−1 for the prob-
lem at scale k − 1 which is suboptimal by at most M · ∆ck. The proof of
Proposition 3.1.8 provides an explicit construction of some pˆi∗k−1 such that
spt(pi∗k) ⊂ p−1k−1
(
spt(pi∗k)
)
. (5.2.11)
It seems therefore reasonable to use this set as an initial guess for N ′k−1.
Alternatively, by the ε-complimentary slackness condition (2.2.11) we have
pˆi∗k−1(a, b) > 0 ⇒ α∗k(a) + β∗k(b) ≥ cˆ(a, b)− εk (5.2.12)
for (a, b) ∈ Ak × Bk. So we propose:
N ′k−1 =
{
(a, b) ∈ Ak−1 × Bk−1 : α∗k
(
pX,k(a)
)
+ β∗k
(
pY,k(b)
) ≥ cˆ(a, b)− εk}
(5.2.13)
This set contains spt(pˆi∗k−1) as is easy to check. In the context of the last
paragraph of the proof of Proposition 5.2.6 we found that this initialization
rule behaves more stable than picking spt(pˆi∗k−1).
Additionally we must carefully pick the initial state variables piinit,k−1 and
βinit,k−1. Since the new slackness parameter εk−1 < εk must be decreased when
going down in scale to keep the optimality condition (2.4.39) satisfied, it is
easiest to initialize piinit,k−1 with the empty coupling such that ε-complimentary
slackness (2.2.11) is trivially met (see also Remark 2.2.4). For the dual variable
we propose
βinit,k−1(b) = β∗k
(
pY,k−1(b)
)
. (5.2.14)
Proposition 5.2.10. pˆi∗k−1, βinit,k−1 and the αinit,k−1 implied via (2.2.7) satisfy
ε-complimentary slackness for ε = εk + ∆ck.
Proof. First find for a ∈ Ak−1
αinit,k−1(a) = min
b∈Bk−1
cˆ(a, b)− βinit,k−1(b)
≥ min
b∈Bk−1
cˆ
(
pX,k−1(a), pY,k−1(b)
)− β∗k(pY,k−1(b)) = α∗k(pX,k−1(a))
And then
pˆi∗k−1(a, b) > 0
(5.2.11)⇒ pi∗k
(
pX,k−1(a), pY,k−1(b)
)
> 0⇒
α∗k
(
pX,k−1(a)
)
+ β∗k
(
pY,k−1(b)
) ≥ cˆ(pX,k−1(a), pY,k−1(b))− εk ⇒
αinit,k−1(a) + βinit,k−1(b) ≥ cˆ(a, b)− εk −∆ck
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Corollary 5.2.11. βinit,k−1 and the αinit,k−1 implied via (2.2.7) are suboptimal
for the problem at scale k − 1 by at most M · (εk + ∆ck).
Proof. ∑
a∈Ak−1
µˆk−1(a)αinit,k−1(a) +
∑
b∈Bk−1
νˆk−1(b)βinit,k−1(b)
=
∑
(a,b)∈Ak−1×Bk−1
pˆi∗k−1(a, b)
(
αinit,k−1(a) + βinit,k−1(b)
)
≥
∑
(a,b)∈Ak−1×Bk−1
pˆi∗k−1(a, b)
(
cˆ(a, b)− εk −∆ck
)
≥Dk−1 −M · (εk + ∆ck)
This method of successive refinement can be used to recursively determine
good initializations for large problems and solve them efficiently with the hybrid
auction algorithm. One starts by solving the problem Dk at some scale which is
coarse enough so that it can be solved densely. Then one uses the found optimal
dual variables to initialize Dk−1 and solves this with the hybrid variant. This
cycle is repeated until D1 is solved. We will in Sect. 5.4 provide numerical
experiments that demonstrate the efficiency of this scheme.
Remark 5.2.12 (Some intuition on the efficiency of the hybrid variant and
the multi-scale scheme). Although it is quite difficult to predict the average
computational complexity of the presented modified auction algorithm, this
section provides some insight on why it may be more efficient on practical
problems.
Assume the problem were solved at scale k > 1 and we initialize the problem
at scale k − 1 with βinit,k−1 as specified by (5.2.14). We know from Proposi-
tion 5.2.10 that there is a feasible coupling pˆi∗k−1 such that βinit,k−1 and the
corresponding αinit,k−1 satisfy ε-complimentary slackness with ε = εk + ∆ck.
We can thus assume, that changes in the dual variables of the auction algorithm
will happen on this scale.
From the previously solved, coarser scales, we can hope that ‘irrelevant’ dual
constraints, corresponding to unlikely assignments, have a slack w.r.t. αinit,k−1
and βinit,k−1 on the order of some ∆ck′ for k′ > k.
If the problem at hand is such that ∆ck is decreasing quickly as we move
to finer scales, i.e. the cost function varies less and less within the increasingly
smaller partition cells, then these ‘far off’ constraints will in fact no longer be
relevant for the execution of the algorithm.
Of course this is only a very rough sketch of what might be going on during
the algorithm and the actual course of events depends on much more details
than just the ratio of ∆ck between different scales. We will see however, in the
experimental section, that there is in fact a relation between this ratio and the
observed speed-up.
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5.3 Complexity Analysis
5.3.1 Modified Bid Cost
We now compare the computational complexity of the sparse / dense hybrid
variant together with the multi-scale initialization scheme relative to the stan-
dard auction algorithm as discussed in Sect. 2.2.2.
The worst case analysis in 2.2.2.5 was decomposed into estimating the cost
per bid and the maximum number of bids. In this section we will estimate the
worst case cost per bid for the hybrid variant. In the next section we discuss the
maximum number of bids, how it can be reduced by ε-scaling and how ε-scaling
can be combined with the multi-scale initialization scheme.
Consider a dense problem withN = X×Y , |X| = |Y | = N . The hierarchical
partitions A and B will have K scales. Let b be a bound on the number of finer
cells that any hierarchical partition cell in B will be decomposed to when going
down to the next smaller scale and let B be the sum of the number of cells over
all partitions in B. In a worst case scenario the ‘sparse’ neighbourhood will be
maximally extended, i.e. N ′ = N and all the hierarchical consistency checks
will have to be tried. Let us sum of the involved costs per bid:
(i) Scanning the cost function row to determine α(x) and α′(x) requires O(N)
steps.
(ii) Updating αˆ′: the values of α′(x) are non-decreasing throughout the al-
gorithm. Since αˆ′ is generated by maximizing over the cells of the next
finer partition, an update after one value has been changed at the smallest
scale needs only O(K) steps, one per scale.
(iii) Checking of all hierarchical constraints related to the bidding element x
requires at most O(B) queries.
(iv) Potentially, after the hierarchical constraint check, bids have to be recom-
puted. This requires at most a constant factor of 2 of extra work which
we will neglect.
(v) In the standard variant acceptance of a bid costs O(1) per bid: simply
changing β accordingly. In the hybrid variant the hierarchical extension
βˆ must be updated. Since β is decreasing upon bidding, this requires at
most O(K · b) steps.
This yields a bound on the total cost per bid of
O(N +K · (1 + b) +B) . (5.3.1)
Let us now consider a more particular hierarchical partition structure: assume
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|Bk−1|/|Bk| = b > 1. For octrees one has for example b = 8. Then
B =
K∑
k=1
|Bk| = N
K−1∑
k=0
b−k <
N
1− 1/b . (5.3.2)
Typically K, b N . Then the first and last term in (5.3.1) dominate and one
has
O
(
N ·
(
1 +
1
1− 1/b
))
. (5.3.3)
This is the worst case overhead when ‘everything that could go wrong goes
wrong’. We see that it does not change the qualitative cost dependency on
N but only adds a factor which is, w.r.t. N , constant. Note that for the
optimal transport variant the worst case cost for scanning all bid candidates is
O(N2) (see Remark 2.4.19). Then the additional hierarchy consistency checks
are not affecting the dominating term. In Sect. 5.4 we will demonstrate that
on practical problems not ‘everything goes wrong’ and that the actual average
cost per bid is lower.
The cost (5.3.3) also assumes that every bid is submitted on its own. When
multiple bids are submitted in parallel the additional costs per bid due to
the hierarchical consistency checks is smaller. This is why the hierarchical
consistency phase fits better to the parallel variant of the auction algorithm.
5.3.2 Epsilon-Scaling
As in Sect. 2.2.2.6 it is advisable to use ε-scaling to reduce the total number of
bids. Since both ε-scaling and the multi-scale initialization scheme attempt to
solve the problem incremental from coarse to fine the two schemes should be
adjusted to each other. We propose to use adapted ε-scaling to solve each of
the scaled optimal transport problems (5.2.8).
As in Sect. 2.2.2.6 let θ be a parameter that regulates the reduction of ε. Let
δck be the smallest absolute difference between two distinct cost function values
at scale 1 ≤ k ≤ K. This is the natural generalization of δc from Sect. 2.2.2.3
to coarser scales. Let
CK =
(
max
(a,b)∈mcAK×BK
cˆ(a, b)
)
−
(
min
(a,b)∈mcAK×BK
cˆ(a, b)
)
(5.3.4)
be the equivalent for C (2.2.17) at scale K and for 1 ≤ k < K let
Ck = ∆ck+1 + δck+1/min{|Ak+1|, |Bk+1|} , (5.3.5)
the usefulness of which we will see below (recall the definition of ∆ck from
(5.2.9)). Also, let Nk = |Bk| for 1 ≤ 1 ≤ K.
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For solving DK at the coarsest scale we assume no prior knowledge and
thus choose first εK,0 = CK/θ. The algorithm is successively run with εK,i =
εK,i−1/θ until εK,i < δcK/min{|AK |, |BK} which guarantees global optimality
at scale K. In analogy to Sect. 2.2.2.6 this gives a bound on the number of bids
of
O (N2K log(NK · CK/δcK)) . (5.3.6)
As in Sect. 5.2.4.2 let pi∗K and (α
∗
K , β
∗
K) be the primal and dual variable of
the auction algorithm upon completing scale K. As then, one can use Proposi-
tion 3.1.8 to construct a coupling pˆi∗K−1 for the problem at scale K−1 and dual
variables (αinit,K−1, βinit,K−1) via (5.2.14) and (2.2.7) such that they satisfy ε-
complimentary slackness (2.2.11) for ε = CK−1. So by using ε-scaling again,
the scale K − 1 can be solved by at most
O (N2K−1 log(NK−1 · CK−1/δcK−1)) (5.3.7)
bids. This cycle can then be repeated for successively finer scales.
Remark 5.3.1 (Speed-up without sparsification through multi-scale). Exper-
iments show that the total number of bids is not reduced significantly through
combining multi-scale solving and ε-scaling as compared to regular ε-scaling
without multi-scale solving. However, at coarser scales bids are cheaper for
the standard auction algorithm because the cardinalities of the problem are
smaller. One could therefore attempt to speed up the standard auction algo-
rithm without any sparsification by trying to get good initial dual variables
through solving the coarse problems first. This will also be evaluated in the
experimental section.
5.4 Experiments
5.4.1 Implementation Details and Test Problems
For evaluation of the effectiveness of the proposed hybrid-variant and multi-
scale scheme we implemented the auction algorithm in c++ with sparse data
structures. The hybrid variant is based on the same implementation, extended
by the hierarchical consistency phase, to obtain a meaningful basis for per-
formance comparison. All computations were performed on standard desktop
computers.
We used the multi-scale initialization scheme as described in Sect. 5.2.4 and
scale-adjusted ε-scaling as described in Sect. 5.3.2. Note that at every iteration
of ε-scaling we reset the sparse neighbourhood N ′k to the initial setting (5.2.13).
We do this because relatively large ε-values at early stages of the scaling may
cause large steps of the dual variables that causeN ′k to grow faster than required
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for the later stage of the scaling with only small ε-values. On the standard
variant we used ε-scaling as described in Sect. 2.2.2.6.
For experimental comparison we have devised several different test-scenarios
that model a range of practical OT problems:
• (H2D) Assignment between two point clouds that are uniformly sampled
from [0, 1]2, based on the squared Euclidean distance as cost function.
• (H3D) As above, but in three dimensions.
• (H2D-1) As (H2D), but with the non-squared Euclidean distance as cost
function.
• (I2D) As (H2D), but with an inhomogeneous sampling density, given by
gray-level images.
• (Grid) Continuous 2D densities, approximated by a regular grid on the
unit square.
• (Mesh) Densities on the surface of a 3D mesh, equipped with its squared
geodesic distance as cost function (Fig. 5.3).
In all cases quadtrees (resp. octrees in 3D) were used as hierarchical partitions.
To illustrate another potential advantage of the presented algorithm, we have
devised an additional scenario:
• (Impl) As (H2D), but the hierarchical cost function cˆ was not generated
via explicit minimization over the relevant partition cells, as in Defini-
tion 5.2.4, but implicit lower bounds were computed directly from the
quadtree structure. Obviously the whole hierarchical consistency scheme
still works.
In some applications computing the cost function c(x, y) is itself a costly pro-
cedure and for huge problems storing the complete cost function can require a
lot of memory. This can be avoided by computing closed-form lower bounds
for cˆ as in the scenario (Impl) and only computing and storing fine-scale cost
function entries on demand. Of course this will require appropriate dynamical
data structures.
As a proof on concept we will also provide an example with the relaxed
linearized Gromov-Wasserstein distance matching presented in Sect. 3.1. In
this application computing entries c(x, y) involves solving an optimal transport
problem itself and thus a lot of computational effort can be spared if these
entries are only computed on demand.
To introduce a reasonable lower bound to δck, which determines the smallest
necessary ε-parameter, we rounded all cost function values to three decimal
places.
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Figure 5.3: Illustration of scenario (Mesh): Two densities are given on the
vertices of the mesh. The cost function is given by the squared geodesic distance
between points, as induced by the mesh-structure. This is illustrated by the
color of the vertices.
5.4.2 Coarse to Fine
Let us start the discussion of experimental results by going through the suc-
cessive scales of the multi-scale scheme in detail. Figure 5.4 illustrates the
comparison for each scale between the standard dense auction algorithm and
the discussed acceleration schemes for an example of scenario (H2D). We see
that when moving to finer scales, the relative sparsity of the hybrid variant
increases and that the initial neighbourhood guess via the multi-scale scheme
works well: less then 1% of all pairings need to be considered explicitly. As a
result, the number of cost function queries (direct plus indirect via hierarchical
checks) is reduced by about a factor of 20 relative to the number of queries
in the dense variant. Eventually this results in a speed-up of about 5 in the
presented example.
Concerning Remark 5.3.1 we see that the dense auction algorithm cannot
be significantly accelerated through a multi-scale scheme. ε-scaling alone is just
about as efficient.
5.4.3 Speed-up
It is clear that the number of hierarchical layers is critical for the speed-up
that one obtains. In our scenarios we used 4 × 4 squares on the coarsest scale
(4×4×4 cubes in 3D), a number of successively finer grids on the intermediate
scales and the single points on the finest scale. Results of an investigation of the
speed-up ratio, depending on the number of grid layers, for various scenarios,
are plotted in Fig. 5.5 and listed in Table 5.1.
We see that if the finest grid level is too coarse, the multi-scale initialization
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Figure 5.4: Illustration of solving a large LAP over multiple scales: a test
problem of the class (H2D) with 4000 points in each cloud is solved over six
scales, ranging from a 4×4 grid on each cloud (=256 coupling variables) to the
fully resolved points. Shown are different relevant quantities for the multi-scale
hybrid variant; for the dense variant with dual variable β initialized according
to the multi-scale scheme; and the dense variant, trying to solve each scale
problem from scratch. Top left: comparison of the problem sizes between
the dense and the hybrid variant, upon initialization, upon termination during
the last ε-scaling iteration and for the largest neighbourhood upon termination
during any iteration of the ε-scaling scheme. We see that the initialization
scheme works quite well in this example: the initial neighbourhood is increased
by at most a factor of two and the increase during the last ε-scaling iteration
is negligible. The relative level of sparsity increases with size. Top right:
the number of constraint queries for the two dense runs (which are hardly
distinguishable), the number of direct constraint queries of the hybrid variant
and the combined number of direct queries plus consistency check phase scans.
Bottom left: the time in seconds that each variant requires for solving a given
scale. To compute the speed-up ratio one must sum up the times of the multi-
scale approaches (hybrid and dense) and compare them to the time the dense,
uninitialized variant needs on the finest scale. Bottom right: the values ∆ck
(5.2.9) for the different scales and C (2.2.17) for the full problem.
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Figure 5.5: Dependency of the solving-time on the hierarchy depth for various
test scenarios at N = 4000 points per cloud: Left column: Solving time of the
multi-scale hybrid approach for all except the finest scale ( ); solving time for the
finest scale ( ); and for comparison solving time of the standard dense approach
on the same problem size ( ). Slight variations in the dense times are due to
statistical fluctuations. Right column: The ratio between the total solving
time of the standard dense approach and the multi-scale hybrid approach. With
increasing number of intermediate layers, the ‘preparation’ time for the final
stage increases, but in return the time for the final stage itself decreases until
saturation sets in. This determines the optimal number of intermediate levels.
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Scale Levels
Scenario 2 3 4 5 6
(H2D)
8.02E-1 9.01E0 1.04E2
3.62E2 3.15E2 3.26E2
3.03E3 2.82E3 2.79E3
9.05 9.18 6.42
(H3D)
2.39E-1 3.04E0 4.95E1
2.09E2 9.32E1 9.14E1
1.04E3 9.58E2 1.04E3
5.04 10.88 7.33
(H2D-1)
1.09E0 9.33E0 4.17E1
1.17E2 8.62E1 8.39E1
1.22E3 1.21E3 9.59E2
11.87 13.59 8.24
(I2D)
9.05E-1 1.26E1
2.37E2 3.98E2
2.05E3 2.88E3
8.86 7.43
(Grid)
2.62E-1 9.78E-1 8.77E0
8.78E2 2.87E2 1.97E2
4.07E3 3.19E3 3.19E3
4.74 13.04 19.29
(Mesh)
1.41E-1 2.10E-1 4.94E-1 2.45E0 2.16E1
1.97E3 1.38E3 9.45E2 5.54E2 4.09E2
3.85E3 3.85E3 3.85E3 3.85E3 3.85E3
1.96 2.79 4.08 6.93 8.94
(Impl)
8.18E-1 3.96E0 3.39E1
2.93E2 3.89E2 4.27E2
2.81E3 3.30E3 3.01E3
9.58 8.60 6.76
Table 5.1: Dependency of the solving time on the number of hierarchy layers for
all test scenarios at N = 4000. For each scenario the first row gives the time
the hybrid variant required for solving all but the finest scale. The second row
gives the time the hybrid variant required for the finest scale. The third row
gives the solving time of the dense standard algorithm. These values should
be constant within each row. Variations are due to statistical fluctuations in
generating random problems. The fourth row gives relative speed-up in total
solving time from standard to hybrid variant. All times are given in seconds.
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Figure 5.6: Average optimal relative speed-up (w.r.t. hierarchy depth) for dif-
ferent test-scenarios and for various problem sizes N = |X| = |Y | of the multi-
scale hybrid variant vs. the standard dense approach. For better overview only
three scenarios are shown, the others essentially perform like (H2D). The hy-
brid variant significantly outperforms the standard algorithm in all scenarios.
The gain increases with problem size and is at least of an order of magnitude
at N ≈ 6000 (grid-)points per side (≈ 3.6 · 107 coupling variables).
for the single point level will not be very precise and the speed-up will be
relatively small. By introducing more grid levels, the initialization for the
final level will become better and the solving time at the final stage decreases.
But when there are too many grid levels, solving them will take an increasing
amount of time (since the cardinalities grow) whereas the gain on the last
level will eventually saturate because the initialization does no longer improve
significantly. Thus one has to determine the intermediate level of hierarchical
layers at which the speed-up ratio is optimal.
In Figure 5.6 the optimal speed-up for the discussed scenarios and various
problem sizes is shown. The acceleration consistently grows with problem size
and is observed to be of about an order of magnitude for all scenarios at ≈ 6000
(grid-)points per side. In the particularly relevant scenario (Grid) the maximum
observed speed-up is ≈ 24. For clarity the presented data is also given in Table
5.2.
In Remark 5.2.12 it was hypothesized that the hybrid auction algorithm
will run more efficient, when the values ∆ck decrease quickly when moving to
smaller scales, i.e. most of the ‘structure’ of the cost function is at coarse scales.
Figure 5.7 provides some support of this notion: the relative number of queries
of the dense variant and the hybrid variant at the finest scale is clearly related
to the ratio ∆c1/C. The smaller ∆c1, the better is the approximate solution
obtained at scale k = 2 and thus the final scale can be solved more easily. Of
course this is only a rule of thumb: different scenarios behave very different and
the actual ratio depends on the detailed structure of the cost function. But the
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Problem Size N
Scenario 500 1000 2000 3000 4000 6000
(H2D)
1.44E0 6.54E0 4.07E1 1.45E2 3.24E2 7.47E2
3.63E0 2.59E1 2.74E2 1.06E3 2.82E3 9.56E3
2.74 4.18 7.18 7.96 9.18 13.10
1.13E7 2.03E7 1.13E8 3.89E8 2.45E8 5.04E8
2.81E7 1.57E8 9.10E8 2.66E9 5.63E9 1.66E10
2.49 7.68 8.03 6.82 23.15 32.79
(H3D)
3.95E0 1.51E1 4.41E1 9.63E1 3.08E2
1.28E1 1.00E2 3.30E2 9.58E2 3.96E3
3.35 6.91 8.12 10.88 12.70
7.95E7 9.16E7 2.04E8 3.92E8 1.08E9
8.59E7 4.18E8 1.07E9 2.35E9 6.34E9
1.08 4.56 5.25 5.99 5.82
(H2D-1)
1.07E0 5.12E0 2.37E1 4.89E1 9.55E1 3.91E2
2.49E0 1.82E1 1.55E2 3.80E2 1.21E3 3.50E3
2.43 3.76 6.48 8.51 13.59 9.15
1.18E7 2.36E7 1.34E8 1.01E8 2.01E8 6.11E8
1.89E7 1.02E8 5.29E8 1.20E9 2.61E9 6.50E9
1.62 4.34 4.04 12.02 13.13 10.91
(I2D)
1.39E0 5.94E0 5.89E1 2.38E2 9.96E2
3.37E0 2.55E1 3.56E2 2.05E3 1.15E4
2.63 4.40 6.62 8.86 11.59
1.30E7 2.54E7 2.26E8 1.43E9 9.52E8
2.84E7 1.60E8 1.03E9 4.79E9 1.57E10
2.17 6.39 4.64 3.33 16.24
(Grid)
2.53E0 1.43E1 3.97E1 2.06E2 4.19E2
1.07E1 7.96E1 4.49E2 3.19E3 9.75E3
4.42 5.70 12.57 19.29 24.03
2.10E7 3.49E7 1.42E8 3.43E8 7.04E8
9.43E7 4.73E8 3.02E9 1.28E10 3.26E10
4.45 13.55 20.69 36.99 45.71
(Mesh)
2.58E1 1.27E2 4.31E2 1.20E3
1.25E2 6.50E2 3.85E3 1.34E4
4.82 5.11 8.94 11.16
6.04E8 2.06E9 5.90E9 1.68E10
1.00E9 4.43E9 2.45E10 7.58E10
1.66 2.15 4.15 4.50
(Impl)
1.69E0 8.05E0 5.61E1 1.31E2 2.93E2 4.42E2
3.29E0 2.68E1 3.32E2 1.00E3 2.81E3 5.44E3
2.03 3.53 6.63 7.91 9.58 12.19
1.35E7 2.59E7 1.43E8 1.62E8 8.86E8 5.13E8
2.71E7 1.60E8 9.91E8 2.65E9 5.66E9 1.43E10
2.01 6.15 6.93 16.10 6.36 27.89
Table 5.2: Overview on speed-up and reduced constraint query numbers. For
each scenario the first three rows give the mean runtime of the hybrid
variant in seconds, the mean runtime of the dense variant in seconds and the
mean speed-up ratio. The second three rows give the combined (hierarchical
+ finest level) mean number of constraint queries in the hybrid variant, the
mean number of constraint queries in the dense variant and the mean reduction
ratio.
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Figure 5.7: Reduction of query number depending on cost function regularity:
Mean ratio of constraint queries of dense variant vs. hybrid variant on finest
scale (regular and hierarchical) plotted against the mean ratio C/∆c1 for dif-
ferent test scenarios. Left: N = 4000, right: N = 6000. Legend: (H2D),
(H3D), (H2D-1), (I2D), (Grid), (Mesh), (Impl). There is a clear trend
that the relative number of queries the hybrid variant requires decreases with
increasing C/∆c1.
general trend can clearly be seen.
5.4.4 Implicit Lower Bounds
We have already briefly studied the application of implicit lower bounds for
the hierarchical cost function cˆ in the scenario (Impl). The data in Table 5.2
shows that the multi-scale scheme still works well with the additional potential
benefit of not having to compute all cost function entries c(x, y) explicitly or
store them in memory simultaneously.
This technique can be applied to shape segmentation with the relaxed lin-
earized Gromov-Wasserstein distance, as presented in Sect. 3.1. Figure 5.8
illustrates results on an example instance. For this problem the number of
required cost function entries compared to the dense na¨ıve approach was only
about 16% on the finest scale and additionally about 1% on coarser scales.
5.5 Conclusion
A sparse / dense hybrid variant of the auction algorithm was presented that only
runs on a sparse subset of all potential dual constraints but ensures consistency
with the dense problem through hierarchical checks for violated constraints.
While the worst case complexity of the auction algorithm is only slightly in-
creased by the proposed extension, it was shown in numerical experiments that
the average runtime can be decreased significantly. The speed-up was shown to
consistently increase with problem size.
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Figure 5.8: Illustration of applying the multi-scale scheme to the linearized
Gromov-Wasserstein shape prior: Gray shading indicates foreground affinity
(white ↔ foreground). The color coding shows the finest required resolution
of the cost function (green indicating low resolution). Left: highest resolution
among all template pixels. Right: highest resolution for a single template pixel.
Points far from the true object location can be ruled out at coarse scales and
do not require a finer resolution of the cost function. The rectangular structure
of the boundaries between regions of different resolution are an artifact of the
hierarchical quadtree partition structure.
Optimal transport was a central tool for the shape priors presented in Chap-
ters 3 and 4, but is generally popular in image analysis and machine learning.
Thus this Chapter is relevant beyond the topic of shape matching.
Development of hierarchical solvers for optimal transport is still in an early
stadium. Several open questions naturally arise: Can the same hierarchical con-
cepts be applied to different algorithms? Can a more precise relation between
the regularity of the cost function and the observed speed-up be established?
Furthermore, the development of an efficient implementation is important for
practical application.

Chapter 6
Conclusion
Summary. With the work presented in this thesis we hope to have con-
tributed to the development of shape priors that are both strong from a mod-
elling as well as an optimization perspective. Two different approaches to
achieve important isometry invariance have been presented, both based on the
shape representation as metric measure spaces, thus allowing compatibility with
the convex variational framework of image labelling.
In Chap. 3 an intrinsic variant, based on convex relaxation of the Gromov-
Wasserstein distance was presented, making the computationally complex no-
tion of metric shape matching applicable for the object segmentation problem.
In cases with strong noise the relaxation proved to be too loose. Thus meth-
ods for counter balancing with more elaborate pseudo-local features, and in
particular an approach to tightening the relaxation have been introduced.
Conversely, in Chap. 4 isometry invariance was obtained via explicitly op-
timizing over extrinsic isometries. For modelling of these transformations we
employed the Riemannian structure of the 2-Wasserstein space. It was shown
that restricting this structure to measures that model shapes, one can recover
the manifold structure of contour embeddings, thus allowing to combine convex
local matching with manifold based shape modelling with no need for online
representation conversions. A shape prior based on a linearized tangent space
approximation of the manifold was presented.
Finally, in Chap. 5 the computational side of the project was addressed
systematically. A hierarchical sparse / dense hybrid variant of the auction
algorithm for optimal transport and linear assignment problems was presented,
that provided a significant speed-up on ‘real world’ problems, compared to the
classical dense variant.
Future Work. Given the related literature on image labelling and shape
matching, and the variety of tools and mathematical notions that were needed in
this thesis, it becomes apparent that isometry invariant object segmentation is a
challenging problem. It would be presumptuous to think it could be ‘solved’ just
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like that. Of course the approaches presented in Chapters 3 to 5 are by no means
finished. Open problems and further directions have already been pointed out
at the respective places. We would like to emphasize three particular directions
that seem most central to us:
• The optimization of assignments under geometric regularity constraints.
• Further investigation of the shape measure manifold: In particular the
study of suitable metrics, geodesics and barycenters, to provide a stable
basis for statistical analysis thereon. Also, the combination of matching
based on geometry and appearance, as applied in Sect. 4.2, into a unified
manifold model.
• The development of efficient corresponding numerical matching methods
that heavily exploit the structure of ‘good-natured’ real world problems
to significantly reduce the na¨ıve combinatorial complexity.
The author hopes to be able to help tackling these questions in the future.
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