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Gamow-Teller strength distributions and neutrino energy
loss rates due to chromium isotopes in stellar matter
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Abstract Gamow-Teller transitions in isotopes of
chromium play a consequential role in the presuper-
nova evolution of massive stars. β-decay and electron
capture rates on chromium isotopes significantly affect
the time rate of change of lepton fraction (Y˙e). Fine-
tuning of this parameter is one of the key for simulating
a successful supernova explosion. The (anti)neutrinos
produced as a result of electron capture and β-decay
are transparent to stellar matter during presupernova
phases. They carry away energy and this result in cool-
ing the stellar core. In this paper we present the cal-
culations of Gamow-Teller strength distributions and
(anti)neutrino energy loss rates due to weak interac-
tions on chromium isotopes of astrophysical impor-
tance. We compare our results with measured data
and previous calculations wherever available.
Keywords neutrino energy loss rates; Gamow-Teller
transitions; pn-QRPA theory; stellar evolution; core-
collapse.
1 Introduction
Elements heavier than helium are synthesized in the
stars via fusion chain reactions during the course of stel-
lar evolution. Once the nucleosynthesis process cooks
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iron (56Fe), the binding energy per nucleon curve pro-
hibits any further production of energy by nuclear fu-
sion. When the iron core, formed in the center of a
massive star, grows by silicon shell burning to a mass
around 1.5 M⊙, the electron degeneracy pressure re-
quired to counter the enormous self-gravity force of the
star is reduced and the core becomes unstable. This
starts what is normally termed as core-collapse super-
nova, in the course of which the star explodes and the
parts of heavy-element core and its outer shells are
ejected into the intersteller medium. In addition to
disseminating nuclei formed during stellar evolution,
supernova play a key role in synthesizing additional
heavy elements. These elements (heavier than iron)
are thought to be formed in the r-process nucleosyn-
thesis and type II supernova explosions are considered
to be the most probable site for such neutron-capture
processes (Cowan et al. 2004). Thus, a detailed under-
standing of the explosion mechanism is not only neces-
sary for the fate of a star’s life but also for understand-
ing the very important nucleosynthesis problem which
is intricately linked with the microphysics of core col-
lapse.
Since 1934, when Baade and Zwicky (Baade et al.
1934) proposed that a supernova represents the tran-
sition of a normal star to a neutron star, scientists
have been debating about the details of the mechanism
responsible for these spectacular explosions. Unfortu-
nately, the supernova explosion mechanism is still mys-
terious. To date, core- collapse simulators find it chal-
lenging to successfully transform the collapse into an
explosion.
Core collapse creates high temperatures (> 1 MeV)
and densities (107 g cm−3 < ρ < 1015 g cm−3) and
produces either a neutron star or black hole. Un-
der such extreme thermodynamic conditions, neutri-
nos are produced in abundance. The discovery of neu-
trino burst from SN1987A by the Kamiokande II group
2(Hirata et al. 1987) and IMB group (Bionta et al.
1987) energized the research on neutrino astrophysics.
Neutrinos are considered to play a critical role in our
understanding of the dynamics of supernova. They not
only provide an essential probe into the core-collapse
mechanism, but also probably play an active role in
the explosion mechanism. They seem to be mediators
of the transfer of energy from the inner core to the outer
mantle of the iron core. This energy transfer is thought
to transform the collapse into an explosion.
According to our present understanding of the explo-
sion mechanism, the onset of the collapse and infall dy-
namics are very sensitive to the core entropy and to the
lepton to baryon ratio, Ye (Bethe et al. 1979). These
two quantities are mainly determined by weak interac-
tion processes, electron capture and β-decay. Electron
capture on (Fe-peak) nuclei is energetically favorable
when electron Fermi energy reaches the nuclear energy
scale (energies in the MeV range). This produces neu-
trinos and reduces the number of electrons available
for the pressure support. Many of the nuclei present
can also β-decay, a process which acts in the opposite
direction. These weak-interaction mediated reactions
affect the overall lepton to baryon ratio of the core and
directly influence the collapse dynamics.
At the start of collapse, while densities in the core
are ∼ 109 g cm−3, the neutrinos can freely escape the
collapsing star and therefore assist in cooling the core
to a lower entropy state. As the core density reaches
ρ ∼ 1012 g cm−3, an important change occurs in the
physics of the core collapse. At such high densities,
(where neutrino diffusion time becomes larger than the
collapse time) (Bethe 1990) neutrinos feel the pres-
sure of matter and can become trapped in the so-called
neutrinosphere, mainly due to elastic scattering with
nuclei. After neutrino trapping, the collapse proceeds
essentially homologously (Goldreich et al. 1980), until
nuclear densities, ρ ∼ 1014 g cm−3, are reached. The
homologous core decelerates and bounces in response
to the increased nuclear matter pressure. This drives
a shock wave into the outer core. If the shock were
to propagate outward without stalling, we would have
what is called prompt-shock mechanism. However, it
appears as if the energy available to the shock is not
sufficient, as it loses energy in dissociating heavy nuclei
that pass through it as it propagates outward. The
shock loses additional energy due to neutrino emis-
sion (mainly non-thermal) leading to a standing shock.
This stalled shock is thought to be revived by what
has become known as the delayed-shock mechanism,
originally proposed by Wilson and Bethe (Bethe et al.
1985). The success of this explosion mechanism mainly
depends on the cross sections for neutrino capture on
nucleons, the neutrino production rates, the details of
the neutrino transport, neutrino cooling rates, con-
vection behind the stalled shock, and other factors,
many of which are not known with certainty. Depend-
ing on these ingredients, simulations of the delayed
shock mechanism yielded successful explosions in some
cases (Herant et al. 1994; Freher et al. 2000), while
they failed in some of the other cases (Buras et al.
2003)-(Thompson et al. 2003).
After core bounce, ∼ 1053 ergs of energy (Balantekin et al.
2003) is released from the cooling proto-neutron star
in the form of neutrinos and antineutrinos of all 3
flavours (electron, muon and tau). Only 1% of this
energy needs to be absorbed behind the shock to gen-
erate the ∼ 1051 ergs of energy associated with the
explosion. Simulating a 1% effect is indeed a challeng-
ing task faced by astrophysicists all around the globe.
Neutrinos while propagating through the proto-neutron
star interact with the protons, neutrons and electrons
in this central object via absorption and scattering.
These neutrinos play a vital role in our understanding
of the microphysics of the supernova. They provide in-
formation concerning the neutronization due to electron
capture, the formation, stalling, revival and propaga-
tion of the shock wave and the cooling phase. Electron
capture rates and associated neutrino cooling rates (as
a function of stellar temperature, density and Fermi
energy) are important input parameters for modeling
the dynamics and supernova collapse phase of massive
stars (Strother et al. 2009). A reliable and microscopic
calculation of neutrino loss rates and capture rates has
thus become a topic of interest for core-collapse simu-
lators all around the world.
Fuller, Fowler, and Newman (FFN) (Fuller et al.
1980, 1982) were the first who performed a comprehen-
sive calculation of stellar weak rates including the cap-
ture rates, neutrino energy loss rates and decay rates
for a wide range of density and temperature. The cal-
culation was done for 226 nuclei in the mass range
21 ≤ A ≤ 60. FFN work was later extended by
Aufderheide et al. (Aufderheide et al. 1994) for heav-
ier nuclei with A > 60. Since then theoretical efforts
were focused on the microscopic calculations of cap-
ture rates of iron-regime nuclide. The proton-neutron
quasi particle random phase approximation theory (pn-
QRPA) (Nabi et al. 1999) and large-scale shell model
(Langanke et al. 2000) were used largely for the mi-
croscopic calculation of weak interaction rates in stellar
environment.
Weak interaction rates for 709 nuclei with A = 18
to 100 in stellar matter using the pn-QRPA theory
were calculated by Nabi and Klapdor (Nabi et al.
1999). These weak interaction rate calculations in-
cluded decay rates, capture rates, neutrino energy loss
3rates, gamma heating rates, probabilities of β-delayed
particle emissions and energy rate of these particle
emissions (Nabi et al. 1999, 2004). These calculations
were later refined using more efficient algorithms, in-
corporating latest data from mass compilations and
experimental values, and by fine-tuning of model pa-
rameters (Nabi et al. 2005)-(Nabi et al. 2007). The
present work is devoted to a microscopic calculation
of Gamow-Teller strength distribution and detailed
analysis of the neutrino and antineutrino energy loss
rates due to weak-interaction reactions on isotopes of
chromium in stellar environment. The neutrino and
antineutrino energy loss rates can occur through four
different weak-interaction mediated channels: electron
and positron captures, and, electron and positron emis-
sions. The neutrinos are produced due to electron cap-
tures and positron decays whereas the antineutrinos are
produced due to positron captures and electron decays.
Charge-changing transitions normally referred to as
Gamow- Teller (GT) transitions play an important role
in many astrophysical events in universe. During early
stages of collapse many important nuclear processes,
such as β decays, electron captures, neutrino absorption
and inelastic scattering on nuclei, appear. These reac-
tions are mainly governed by GT (and Fermi) transi-
tions. GT transitions for fp-shell nuclei are considered
very important for supernova physics (Fuller et al.
1980, 1982). The GT transitions, in fp-shell nuclei,
play decisive roles in presupernova phases of massive
stars and also during the core collapse stages of su-
pernovae (specially in neutrino induced processes). At
stellar densities ∼ 1011 gcm−3, for fp-shell nuclei, the
electron chemical potential approaches the same order
of magnitude as the nuclear Q-value. Under such con-
ditions, the β-decay rates are sensitive to the detailed
GT distributions. For still higher stellar densities, the
electron chemical potential is much larger than nuclear
Q-values. Electron capture rates become more sensi-
tive to the total GT strength for such high densities.
To achieve a better understanding of these notoriously
complex astrophysical phenomena, a microscopic calcu-
lation of GT strength distributions is in order.
The GT excitations deal with the spin-isospin de-
gree of freedom and are executed by the στ±,0 opera-
tor, where σ is the spin operator and τ±,0 is the isospin
operator in spherical coordinates. The plus sign refers
to the GT+ transitions where a proton is changed into
a neutron (commonly referred to as electron capture or
positron decay). On the other hand, the minus sign
refers to GT− transitions in which a neutron is trans-
formed into a proton (β-decay or positron capture).
The third component GT0 is of relevance to inelastic
neutrino-nucleus scattering for low neutrino energies
and would not be considered further in this manuscript.
Total GT− and GT+ strengths (referred to as B(GT )−
and B(GT )+, respectively, in this manuscript) are re-
lated by Ikeda Sum Rule as B(GT )− − B(GT )+ =
3(N−Z), where N and Z are numbers of neutrons and
protons, respectively (Ikeda et al. 1963). Given nucle-
ons are treated as point particles and two-body currents
are not considered, the model independent Ikeda Sum
Rule should be satisfied by all calculations.
Isotopes of chromium are advocated to play an im-
portant role in the presupernova evolution of massive
stars. The measured data of GT strength in chromium
isotopes have been sparse to the best of our knowl-
edge. The decay of 46Cr was studied by (Zioni et al.
1972), who used the 32S(16O,2n) reaction to produce
46Cr. Later Onishi and collaborators (Onishi et al.
2005) observed the β-decay of 46Cr to the 1+1 state
at 993 keV excitation energy in 46V. The T = 1 nu-
clei decay to the T = 0 and 1+ states of daughter nu-
clei were called favored-allowedGT transitions and pos-
sessed a signature small ft value. The experiment was
performed at RIKEN accelerator research facility. Two
sets of independent measurement of B(GT )− strength
for 50Cr were also performed. Fujita et al. did a
50Cr(3He, t)50Mn measurement up to 5 MeV in daugh-
ter (Fujita et al. 2011). On the other hand Adachi
and collaborators (Adachi et al. 2007) were able to
perform a high resolution 50Cr(3He, t)50Mn measure-
ment at an incident energy of 140 MeV/nucleon and
at 00 for the precise study of GT transitions. The
experiment was performed at RCNP, Japan. Owing
to high resolution the authors were able to measure
B(GT )− strength up to 12 MeV in
50Mn. At higher
excitations above the proton separation energy, a con-
tinuous spectrum caused by the quasifree scattering
appeared in the experiment. Nonetheless there was
a need to perform more experiments to measure GT
transitions in fp-shell nuclei. Next-generation radioac-
tive ion-beam facilities (e.g. FAIR (Germany), FRIB
(USA) and FRIB (Japan)) are expected to provide us
measured GT strength distribution of many more nu-
clei. It is also expected to observe GT states in exotic
nuclei near the neutron and proton drip lines. However
simulation of astrophysical events (e.g. core-collapse
supernovae) requires GT strength distributions ideally
for hundreds of nuclei. As such experiments alone can-
not suffice and one has to rely on reliable theoretical
estimates for GT strength distributions.
Aufderheide and collaborators (Aufderheide et al.
1994) searched for key weak interaction nuclei in presu-
pernova evolution of massive stars. Phases of evolution,
after core silicon burning, were considered and a search
was performed for the most important electron capture
4and β-decay nuclei for 0.40 ≤ Ye ≤ 0.50 (Ye is lepton-
to-baryon fraction of the stellar matter). The rate of
change of Ye during presupernova evolution is one of
the keys to generate a successful explosion. As per their
calculation, electron captures on 51−58Cr and β-decay
of 53,54,55,56,57,59,60Cr were found to be of significant
astrophysical importance controlling Ye in stellar mat-
ter. Later Heger and collaborators (Heger et al. 2001)
performed simulation studies of presupernova evolution
employing shell model calculations of weak-interaction
rates in the mass range A = 45 to 65. Electron cap-
ture rates on 50,51,53Cr were found to be crucial for
decreasing the Ye of the stellar matter. Similarly, it
was shown in the same study that β-decay rates of
53,54,55,56Cr played a significant role in increasing the Ye
content of the stellar matter. These and similar stud-
ies of presupernova evolution provided us the motiva-
tion to perform a detailed study of GT transitions and
the (anti)neutrino energy loss rates due to isotopes of
chromium. In this work we calculate and study GT dis-
tributions of eleven (11) isotopes of chromium, 50−60Cr,
both in the electron capture and β-decay direction. The
(anti)neutrino energy loss rates of these chromium iso-
topes are also calculated and compared with previous
calculations.
The theoretical formalism used to calculate the GT
strength distributions and associated (anti)neutrino en-
ergy loss rates in the pn-QRPA model is described
briefly in the next section. We compare our results with
other model calculations and measurements in Section
3. A decent comparison would put more weight in the
predictive power of the pn-QRPA model used in this
work. It is pertinent to mention again that our calcula-
tion includes many neutron-rich and neutron-deficient
isotopes of chromium for which no experimental data is
available for now. Core-collapse simulators rely heavily
on reliable theoretical estimates of the corresponding
weak rates in their codes. Section 4 finally summarizes
our work and states the main findings of this study.
2 Model Selection and Formalism
GT strength distributions of 50−60Cr isotopes were
calculated by using the proton-neutron quasiparticle
random phase approximation (pn-QRPA) model (we
refer specially to the calculations by (Staudt et al.
1990; Hirsch et al. 1993)). The QRPA treats the
particle-particle (pp) and hole-hole amplitudes in a
similar way as in particle-hole (ph) amplitudes. The
QRPA takes into account pairing correlations albeit in
a non-perturbative way. Earlier a similar study for
calculation of GT transitions for key chromium iso-
topes, using different pn-QRPA models, was performed
(Cakmak et al. 2015). The idea was to find out the
best pn-QRPA model to perform the stellar weak in-
teraction rates with the respective model parameters.
It was concluded in (Cakmak et al. 2015) that the cur-
rent pn-QRPA model was indeed the best model that
reproduced not only the available experimental data
but had the best predictive power for estimate of weak
rates of nuclei far away from line of stability. In this
paper we use the same model (with same model pa-
rameters) to calculate (anti)neutrino cooling rates due
to isotopes of chromium.
In this section, we give necessary formalism used in
the pn-QRPA models. Detailed formalism may be seen
in (Nabi et al. 2004) and is not reproduced here for
space consideration.
2.1 The GT Strength Distribution
The Hamiltonian of the pn-QRPA model is given by
HQRPA = Hsp + V pair + V phGT + V
pp
GT . (1)
Single particle energies and wave functions were calcu-
lated in the Nilsson model which takes into account nu-
clear deformation. Pairing in nuclei was treated in the
BCS approximation. In the pn-QRPA model, proton-
neutron residual interaction occurs through both pp and
ph channels. Both the interaction terms were given
a separable form. V phGT is the particle-hole (ph) GT
force, and V ppGT is the particle-particle (pp) GT force.
The proton-neutron residual interactions occurred as
particle-hole and particle-particle interaction. The in-
teractions were given separable form and were charac-
terized by two interaction constants χ and κ, respec-
tively. Other parameters required for the calculation of
weak rates are the Nilsson potential parameters, the
pairing gaps, the deformations, and the Q-values of
the reactions. Nilsson-potential parameters were taken
from Ref. (Nilsson 1955) and the Nilsson oscillator
constant was chosen as ~ω = 41A−1/3(MeV ) (the same
for protons and neutrons). The calculated half-lives
depend only weakly on the values of the pairing gaps
(Hirsch et al. 1991). Thus, the traditional choice of
∆p = ∆n = 12/
√
A(MeV ) was applied in the present
work. Experimentally adopted values of the deforma-
tion parameters, for even-even isotopes of chromium
(50,52,54Cr), extracted by relating the measured energy
of the first 2+ excited state with the quadrupole de-
formation, were taken from (Raman et al. 1987). For
other cases the deformation of the nucleus was calcu-
lated as
δ =
125(Q2)
1.44(Z)(A)2/3
, (2)
5where Z and A are the atomic and mass numbers, re-
spectively, and Q2 is the electric quadrupole moment
taken from Mo¨ller and collaborators (Mo¨ller et al.
1981). Q-values were taken from the recent mass com-
pilation of Audi and collaborators (Audi et al. 2012).
Our ultimate goal is to calculate reliable and micro-
scopic weak rates for astrophysical environments, many
of which cannot be measured experimentally. The the-
oretical calculation poses a big challenge. For example,
it was concluded that β-decay and capture rates are ex-
ponentially sensitive to the location of GT+ resonance
while the total GT strength affect the stellar rates in a
more or less linear fashion (Aufderheide et al. 1996).
Weak rates, with an excited parent state, are required
in sufficiently hot astrophysical environments.
The results of pn-QRPA calculations were multiplied
by a quenching factor of f2q = (0.6)
2 (Vetterli et al.
1989; Gaarde 1983) in order to compare them with
experimental data and previous calculations, and to
later use them in calculation of (anti)neutrino energy
loss rates. Interestingly Vetterli et al. (1989) and
Ro¨nnqvist et al. (1993) predicted the same quenching
factor of 0.6 for the RPA calculation in the case of 54Fe
when comparing their measured strengths to RPA cal-
culations.
The Ikeda Sum Rule, in re-normalized form, in our
model translates to
ISRre−norm = B(GT )−−B(GT )+ ∼= 3f2q (N −Z). (3)
The reduced transition probabilities for GT transi-
tions from the QRPA ground state to one-phonon states
in the daughter nucleus were obtained as
B±GT (ω) = |〈ω, µ‖t±σµ‖QRPA〉|2, (4)
where the symbols have their usual meaning. ω rep-
resents daughter excitation energies. µ can only take
three values (-1, 0, 1) and represents the third compo-
nent of the angular momentum. The charge-changing
transition strengths were calculated as in Eq. (4). For
details of calculation of nuclear matrix elements we re-
fer to Nabi et al. (2004).
For odd-A nuclei, there exist two different types of
transitions: (a) phonon transitions with the odd parti-
cle acting only as a spectator and (b) transitions of
the odd particle itself. For case (b) phonon corre-
lations were introduced to one-quasiparticle states in
first-order perturbation. For further details, we refer to
(Hirsch et al. 1993).
2.2 Neutrino-Antineutrino Energy Loss Rates
As discussed earlier the neutrino and antineutrino en-
ergy loss rates can occur through four different weak-
interaction mediated channels: electron and positron
emissions, and, continuum electron and positron cap-
tures. It is assumed that the neutrinos and antineutri-
nos produced as a result of these reactions are trans-
parent to the stellar matter during the presupernova
evolutionary phases and contributes effectively in cool-
ing the system. The neutrino and antineutrino energy
loss rates were calculated using the relation
λ
ν(ν¯)
ij =
(
ln2
D
)
[fνij(T, ρ, Ef )][B(F )ij+(gA/gV )
2B(GT )ij ].
(5)
The value of D was taken to be 6295s (Yost et al.
1988). B′ijs are the sum of reduced transition prob-
abilities of the Fermi B(F) and Gamow-Teller (GT)
transitions B(GT). The effective ratio of axial and vec-
tor coupling constants, (gA/gV ) was taken to be -1.254
(Rodin et al. 2006). The fνij are the phase space inte-
grals and are functions of stellar temperature (T ), den-
sity (ρ) and Fermi energy (Ef ) of the electrons. They
are explicitly given by
fνij =
∫ wm
1
w
√
w2 − 1(wm −w)3F (±Z,w)(1−G∓)dw,
(6)
and by
fνij =
∫ ∞
wl
w
√
w2 − 1(wm + w)3F (±Z,w)G∓dw. (7)
In Eqs. (6) and (7) w is the total energy of the elec-
tron including its rest mass, wl is the total capture
threshold energy (rest+kinetic) for positron (or elec-
tron) capture. F(± Z,w) are the Fermi functions and
were calculated according to the procedure adopted by
(Gove and Martin 1971). G± is the Fermi-Dirac distri-
bution function for positrons (electrons).
G+ =
[
exp
(
E + 2 + Ef
kT
)
+ 1
]−1
, (8)
G− =
[
exp
(
E − Ef
kT
)
+ 1
]−1
, (9)
here E is the kinetic energy of the electrons and k is
the Boltzmann constant.
For the decay (capture) channel Eq. (6) (Eq. (7))
was used for the calculation of phase space integrals.
Upper (lower) signs were used for the case of elec-
tron (positron) emissions in Eq. (6). Similarly upper
(lower) signs were used for the case of continuum elec-
tron (positron) captures in Eq. (7). Details of the
6calculation of reduced transition probabilities can be
found in Ref. (Nabi et al. 2004). Construction of par-
ent and daughter excited states and calculation of tran-
sition amplitudes between these states can be seen in
Ref. (Nabi et al. 1999).
The total neutrino energy loss rate per unit time per
nucleus is given by
λν =
∑
ij
Piλ
ν
ij , (10)
where λνij is the sum of the electron capture and
positron decay rates for the transition i → j and Pi
is the probability of occupation of parent excited states
which follows the normal Boltzmann distribution.
On the other hand the total antineutrino energy loss
rate per unit time per nucleus is given by
λν¯ =
∑
ij
Piλ
ν¯
ij , (11)
where λν¯ij is the sum of the positron capture and elec-
tron decay rates for the transition i→ j.
3 Results and Discussions
The β-decay and capture rates are exponentially sensi-
tive to the location of GT+ resonance (Aufderheide et al.
1996) which in turn translates to the placement of
GT centroid in daughter. The statistical data for the
calculated GT strength distributions for isotopes of
chromium (50−60Cr) is presented in Table 1. Here we
show the calculated GT strengths (in arbitrary units),
centroids (in MeV) and widths (in MeV) along both
β-decay and electron capture direction for isotopes of
chromium. The fulfillment of Ikeda Sum Rule (Eq. (3))
is one of the key factors to check for the consistency
of any theoretical calculation of GT strength function.
Fig. 1 shows the excellent comparison of our calculated
re-normalized Ikeda Sum Rule with the theoretical pre-
diction.
We compare our calculated total GT strengths with
other theoretical calculations and measurements wher-
ever possible in Table 2. References for previous theo-
retical calculations and experimental data is provided in
caption of Table 2. It is to be noted that the pn-QRPA
calculated strengths are relatively smaller than those
calculated by shell model results. The total B(GT )+
strength for 56Cr calculated by SMMC(KB3) model
is 1.5±0.21 (Langanke et al. 1995) (not shown in Ta-
ble 2). The corresponding strength calculated by our
model is 1.31 and is in decent comparison with the shell
model result.
Fig. 2 shows our calculated GT strength distribution
in the β-decay direction for 50Cr. Shown also are the
two measured GT distributions for 50Cr. Exp. 1 shows
the measurement result of (3He, t) experiment up to
5 MeV by Fujita et al. (2011). The high resolution
50Cr(3He, t)50Mn measurement at an incident energy
of 140 MeV/nucleon and at 00, for a precise study of
GT transitions up to 12 MeV in daughter performed
by Adachi et al. (2007), is shown as Exp. 2 in Fig. 2.
We further compare our calculated GT strength dis-
tribution with the previous shell model calculation of
Petermann et al. (2007) using the KB3G interaction.
Fragmentation of GT 1+ strength exists in all cases.
It can be seen that the pn-QRPA calculates low-lying
transitions in daughter of bigger magnitude than the
shell model results resulting in placement of centroid
at a much lower energy in daughter. The pn-QRPA
calculated strength distribution is in good agreement
with Exp. 2 data.
(Petermann et al. 2007) also performed a large scale
shell model calculation of GT− in
52Cr using the KB3G
interaction. We compare their results with our pn-
QRPA calculation in Fig. 3. In shell model calculation
the GT states are mainly concentrated between 5–15
MeV in daughter. The pn-QRPA places the energy
centroid at low excitation energy of 5.41 MeV in 52Mn.
A similar comparison of our calculated GT− in
54Cr
with that of Petermann et al. (2007) is shown in Fig. 4.
Bulk of GT strength in 1+ states have been concen-
trated in different energy ranges in both models. They
are placed at energy intervals of 2.5–10 MeV in pn-
QRPA model and 8–16 MeV in shell model calculation.
The calculated neutrino and antineutrino loss rates
due to 11 isotopes of chromium (50−60Cr) for selected
densities and temperatures in stellar matter are pre-
sented in Tables 3-5. The first column of the tables
gives log ρYe in units of g cm
−3, where ρ is the baryon
density and Ye is the ratio of the lepton number to the
baryon number. Stellar temperatures (T9) are given
in units of 109 K. λν (λν¯) are the total neutrino (an-
tineutrino) energy loss rates as a result of β+ decay
and electron capture (β− decay and positron capture)
in units of MeV s−1. All calculated rates are tabulated
in logarithmic (to base 10) scale. In the tables, -100
means that the rate is smaller than 10−100 MeV s−1. It
can be seen from Table 3 that at low stellar tempera-
tures the neutrino energy loss rates due to 50,51Cr dom-
inate by order of magnitudes. As temperature soars
to T9[K] ∼ 30, the antineutrino energy loss rates try
to catch up with the neutrino energy loss rates. For
52Cr, energy losses by neutrino and antineutrino have
comparable rates in density range ρ = 102−5 g cm−3,
while for 53Cr, at same density range, the antineutrino
7energy loss rates dominate. At high stellar densities
the neutrino energy loss rates due to 52,53Cr are or-
ders of magnitude bigger. The calculated energy losses
due to weak rates on 54−57Cr and 58−60Cr are given
in Tables 4 and 5, respectively. It can be seen from
Tables 3-5 that at low densities and temperatures the
antineutrino energy loss rates due to 53−60Cr dominate
by order of magnitudes and hence more important for
the collapse simulators. As T9[K] ∼ 30, the neutrino
energy loss rates try to catch up with the antineutrino
energy loss rates. At high stellar densities the story
reverses with neutrino energy loss rates assuming the
role of the dominant partner. At low densities the an-
tineutrino energy loss rates have a dominant contribu-
tion from the positron captures. As temperature rises
or density lowers (the degeneracy parameter is negative
for positrons), more and more high-energy positrons are
created leading in turn to higher positron capture rates
and consequently higher antineutrino energy loss rates.
The complete electronic version (ASCII files) of these
rates may be requested from the authors.
Our calculation of neutrino and antineutrino energy
loss rates due to weak interactions on chromium iso-
topes was also compared with previous calculations per-
formed by (Fuller et al. 1980, 1982) (FFN) and those
performed using the large-scale shell model (LSSM) by
Langanke et al. (2000). The FFN rates had been used
in many simulation codes (e.g., KEPLER stellar evolu-
tion code) while LSSM rates were employed in recent
simulation of presupernova evolution of massive stars in
the mass range 11-40 M⊙ Heger et al. (2001). Here we
compare our calculation of (anti)neutrino energy loss
rates for all isotopes of chromium which were found to
be astrophysically important as per simulation results
of (Aufderheide et al. 1994; Heger et al. 2001).
Figure 5 shows the comparison of neutrino energy
loss rates due to weak rate interactions on 50Cr (left col-
umn) and 51Cr (right column) with the FFN and LSSM
calculations. The upper panel displays the ratio of the
LSSM rates to the calculated rates, Rν(LSSM/QRPA),
and the lower panel shows a similar comparison with
the FFN calculation, Rν(FFN/QRPA). All graphs
are drawn at four selected densities (ρYe[g cm
−3] =
102, 105, 108 and 1011). These values correspond to
low, medium-low, medium-high and high stellar densi-
ties, respectively. The calculated ratios are shown as a
function of stellar temperatures ranging from T9[K] =
1 to 30. Our calculated neutrino energy loss rates due
to 50Cr is more than two orders of magnitude (factor
43) bigger than the rates calculated by LSSM (FFN) at
T9[K] = 1 at low and medium-low densities. As stellar
temperature soars to T9[K] = 30, our rates are still fac-
tor 5 (2) bigger than LSSM (FFN) rates. At high stellar
densities and temperatures the mutual comparison with
previous calculations improves to within a factor two.
The primary reason for our enhanced neutrino energy
loss rates may be traced back to the calculation of our
ground-state GT strength distributions. Our calculated
GT strength distribution centroids reside at much lower
energy in daughter than shell model calculation (see
Figs. 2- 4). To a lesser extent, the difference in calcu-
lated rates may also be attributed to calculation of ex-
cited state GT strength distributions in the two models.
The LSSM employed the so-called Brink’s hypothesis in
the electron capture direction and back-resonances in
the β-decay direction to approximate the contributions
from high-lying excited state GT strength distributions
in their calculation of weak rates. Brink’s hypothesis
states that GT strength distribution on excited states is
identical to that from ground state, shifted only by the
excitation energy of the state. GT back resonances are
the states reached by the strong GT transitions in the
inverse process (electron capture) built on ground and
excited states. On the other hand the pn-QRPA model
performs a microscopic calculation of the GT strength
distributions for all parent excited states and provides
a fairly reliable estimate of the total stellar rates. For
the case of 51Cr (right column) the pn-QRPA neutrino
energy loss rates are again bigger for reasons mentioned
earlier. At high densities the comparison improves with
LSSM and FFN calculations. However our rates are still
bigger by factor of 3-9. Simulators should take note of
our enhanced neutrino energy loss rates at low stellar
temperatures and densities characteristic of the hydro-
static phases of stellar evolution which may affect the
temperature and the corresponding lepton-to baryon
ratio which becomes very important going into stellar
collapse.
The left panels of Figure 6 shows that our calculation
of neutrino energy loss rates due to 52Cr agree with the
previous calculations to within a factor 5. For the case
of 58Cr (right panels) we note that FFN rates are up to
7 orders of magnitude smaller than our rates and sur-
pass our calculated rates only at high stellar densities.
Our results are in better comparison with the LSSM
calculation. Unmeasured matrix elements for allowed
transitions were assigned an average value of logft =5
in FFN calculations. On the other hand these tran-
sitions were calculated in a microscopic fashion using
the pn-QRPA theory (and LSSM) and depict a more
realistic picture of the events taking place in stellar en-
vironment.
Figures 7-11 show the simultaneous comparison of
neutrino (left panels) and antineutrino energy loss rates
(right panels) with previous calculations for 53Cr to
57Cr, respectively. Figure 7 shows that for the case
8of 53Cr the three neutrino energy loss rate calculations
are in decent comparison whereas orders of magnitude
differences are seen in the comparison of antineutrino
energy loss rates. Our calculated antineutrino energy
loss rates are in good comparison with FFN for low and
medium-low density regions. At higher densities FFN
rates are bigger by more than one order of magnitude.
There are two main reasons for this enhancement of
FFN rates. Firstly, FFN placed the centroid of the GT
strength at too low excitation energies in their compi-
lation of weak rates for odd-A nuclei Langanke et al.
(1998). Secondly, FFN threshold parent excitation en-
ergies were not constrained and extended well beyond
the particle decay channel. At high temperatures con-
tributions from these high excitation energies begin to
show their cumulative effect. Our antineutrino energy
loss rates are more than an order of magnitude bigger
than LSSM at low densities and temperatures. The
reason is the calculation of more GT strength at lower
energies in daughter in our model as discussed earlier.
LSSM rates get bigger as stellar density increases.
A similar comparison is seen in Figure 8 for the case
of neutrino energy loss rate due to 54Cr. Our calculated
antineutrino energy loss rates are bigger than LSSM
at low densities and temperatures. At high densities
LSSM rates get bigger except at high temperatures
(for reasons already stated). The FFN rates are big-
ger. It is further to be noted that FFN neglected the
quenching of the total GT strength in their rate calcu-
lation. The pn-QRPA calculated neutrino energy loss
rates due to 55Cr (Figure 9) are orders of magnitude
bigger than FFN. The approximations used by FFN in
calculation of nuclear matrix elements were not good
and resulted in very small neutrino cooling rates as
compared with the microscopic calculations performed
by us and LSSM. Our calculated neutrino energy loss
rates due to 55Cr are also bigger than LSSM results.
Only at high density does the comparison improves.
Our calculated antineutrino energy loss rates due to
55Cr are bigger at low, medium-low and medium-high
densities. At high density, the FFN and LSSM rates get
factor 5-10 bigger. Our calculated neutrino energy loss
rates for the case of 56Cr are orders of magnitude big-
ger than FFN (Figure 10). The situation is very much
similar to the comparison seen in bottom-left panel of
Figure 9. The reason for this large discrepancy was
stated earlier. At high density the two results compare
well. The antineutrino energy loss rates are in better
comparison. For the case of 57Cr (Figure 11) our cal-
culated neutrino energy loss rates are generally bigger
except at high density. The antineutrino energy loss
rates of FFN are bigger by orders of magnitude at high
density. The antineutrino energy loss rate comparison
is fair for the case of 59,60Cr (Figure 12). At high den-
sity FFN rates are too big for 59Cr whereas a decent
comparison is seen for the case of 60Cr. It is to be
noted that both pn-QRPA theory and LSSM calculates
the ground-state GT distributions microscopically. For
higher lying excited states, pn-QRPA model again cal-
culates the GT strength distributions in a microscopic
fashion whereas Brink’s hypothesis and back resonances
are employed in LSSM and FFN calculations. Accord-
ingly, whenever ground state rates command the total
rate, the two calculations are found to be in excellent
agreement. For cases where excited state partial rates
influence the total rate, differences are seen between the
two calculations.
4 Conclusions
For stellar densities less than ρYe[g cm
−3] = 1011, the
non-thermal (anti)neutrinos produced as a result of
weak-interaction rates are transparent to stellar matter
and cools the stellar core as a result of energy transfer.
This process also reduces the entropy of the core mate-
rial. In this paper we concentrated on astrophysically
important isotopes of chromium and calculated their
GT transitions using the microscopic pn-QRPA theory.
The calculated GT strength distributions satisfied the
model-independent Ikeda Sum Rule and were found in
decent comparison with measured data wherever avail-
able. We also calculated the centroids and widths of the
calculated GT strength distributions for 11 isotopes of
chromium.
Later we performed calculation of (anti)neutrino en-
ergy loss rates due to these isotopes of chromium in stel-
lar matter. The neutrino and antineutrino energy loss
rates were calculated on a detailed density-temperature
grid point and the ASCII files of the rates can be re-
quested from the authors. The rates were also com-
pared with the previous calculations (LSSM and FFN).
FFN and LSSM calculations used approximations like
Brink’s hypothesis, back-resonances not used in our cal-
culation. FFN calculation suffered with problems like
placement of centroids of GT strengths, microscopic
calculation of nuclear matrix elements, quenching of
GT strength. On the other hand the LSSM calculation
possessed the convergence problem (Lanczos-based as
pointed by Pruet et al. (2003)). Our pn-QRPA model
did not suffer from these issues and we believe our calcu-
lated rates provide a fair and realistic picture of energy
transfer from stellar cores via (anti)neutrino carriers.
We will urge simulators to test run our reported weak
interaction rates presented here to check for some inter-
esting outcome. We are currently in a phase of extend-
ing the present work for other nuclide of astrophysical
9importance and hope to report on the outcome of these
calculations in near future.
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Fig. 2 Comparison of calculated B(GT)− strength distributions in
50Cr with measurements and other theoretical model.
Exp. 1 shows measured values by (Fujita et al. 2011), Exp. 2 by (Adachi et al. 2007) while KB3G shows shell model
calculation by (Petermann et al. 2007). Ej represents excitation energy in
50Mn in units of MeV.
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Table 1 Total strength, centroid and width of calculated GT strength distributions (for β-decay and electron capture
directions) for 50−60Cr.
Nuclei
∑
B(GT )
−
∑
B(GT )+ E¯− (MeV) E¯+ (MeV) Width− (MeV) Width+ (MeV)
50Cr 4.65 2.49 4.81 4.16 2.12 2.3
51Cr 5.13 1.87 7.72 7.96 3.06 2.41
52Cr 6.55 2.21 5.41 3.27 2.44 1.92
53Cr 5.91 0.51 8.81 6.21 2.79 2.71
54Cr 8.45 1.95 6.19 2.88 2.97 3.32
55Cr 7.94 0.39 9.57 4.06 3.05 3.47
56Cr 9.95 1.31 6.44 1.77 2.59 2.14
57Cr 9.98 0.25 9.62 5.21 2.98 2.84
58Cr 11.6 0.82 6.85 1.57 2.83 2.49
59Cr 12.1 0.24 6.86 1.26 4.79 2.24
60Cr 13.4 0.39 7.74 3.03 3.3 4.99
Table 2 Comparison of calculated total B(GT ) values in 50,52,53,54Cr with measurement and other theoretical models
(LSSM (KB3G) → Petermann et al. (2007), SMMC (KB3) → Langanke et al. (1995), Shell Model → Nakada et al.
(1996) and Shell Model (KB3) → Caurier et al. (1995)). Experimental data was taken from Adachi et al. (2007).
50Cr 52Cr 53Cr 54Cr∑
B(GT )
−
∑
B(GT )+
∑
B(GT )
−
∑
B(GT )+
∑
B(GT )
−
∑
B(GT )+
∑
B(GT )
−
∑
B(GT )+
pn-QRPA 4.65 2.49 6.55 2.22 5.90 0.51 8.44 1.96
LSSM (KB3G) 5.20 - 8.85 - - - 11.13 -
SMMC (KB3) - 3.51 ± 0.27 - 3.51±0.19 - - - 2.21±0.22
Shell Model - - 17.4 4.3 20.1 3.8 22.4 2.9
Shell Model (KB3) - 3.57 - - - - - -
Exp. 2.69 - - - - - - -
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Table 3 Neutrino and antineutrino energy loss rates due to 50,51,52,53Cr for selected densities and temperatures in stellar
matter. log ρYe has units of g cm
−3, where ρ is the baryon density and Ye is the ratio of the lepton number to the baryon
number. Temperatures (T9) are given in units of 10
9 K. λν (λν¯) are the total neutrino (antineutrino) energy loss rates as
a result of β+ decay and electron capture (β− decay and positron capture) in units of MeV s−1. All calculated rates are
tabulated in logarithmic (to base 10) scale. In the table, -100 means that the rate is smaller than 10−100 MeV s−1.
log ρYe T9
50Cr 51Cr 52Cr 53Cr
λν λν¯ λν λν¯ λν λν¯ λν λν¯
2.0 0.01 -100 -100 -7.99 -100 -100 -100 -100 -100
2.0 0.10 -64.184 -100 -8.452 -100 -100 -100 -100 -45.112
2.0 0.20 -37.285 -100 -8.556 -93.165 -100 -100 -96.304 -29.973
2.0 0.40 -23.451 -100 -8.449 -48.523 -59.425 -66.075 -52.296 -17.72
2.0 0.70 -17.151 -59.608 -8.191 -28.863 -37.187 -38.789 -33.122 -11.164
2.0 1.00 -13.519 -42.43 -7.124 -21.319 -27.246 -28.289 -24.401 -9.072
2.0 1.50 -10.009 -28.721 -5.757 -15.085 -18.942 -19.798 -17.038 -7.477
2.0 2.00 -8.006 -21.691 -4.882 -11.778 -14.604 -15.261 -13.175 -6.467
2.0 3.00 -5.695 -14.497 -3.733 -8.294 -9.986 -10.45 -9.077 -5.122
2.0 5.00 -3.351 -8.409 -2.379 -5.192 -5.745 -6.105 -5.43 -3.493
2.0 10.00 -0.569 -3.009 -0.506 -1.983 -1.522 -1.92 -1.92 -1.182
2.0 30.00 3.184 2.229 3.322 2.669 2.97 2.678 2.884 2.951
5.0 0.01 -100 -100 -5.667 -100 -100 -100 -100 -100
5.0 0.10 -59.658 -100 -5.669 -100 -100 -100 -100 -47.691
5.0 0.20 -33.723 -100 -5.66 -95.628 -100 -100 -92.741 -30.924
5.0 0.40 -20.261 -100 -5.482 -50.659 -56.235 -69.081 -49.106 -18.709
5.0 0.70 -14.13 -62.629 -5.251 -31.31 -34.167 -41.568 -30.101 -13.248
5.0 1.00 -11.459 -44.489 -5.103 -23.227 -25.187 -30.19 -22.341 -10.809
5.0 1.50 -9.119 -29.611 -4.881 -15.966 -18.052 -20.667 -16.148 -8.312
5.0 2.00 -7.683 -22.014 -4.564 -12.099 -14.281 -15.582 -12.851 -6.771
5.0 3.00 -5.636 -14.556 -3.674 -8.352 -9.926 -10.509 -9.017 -5.173
5.0 5.00 -3.342 -8.418 -2.37 -5.201 -5.735 -6.114 -5.421 -3.5
5.0 10.00 -0.568 -3.009 -0.505 -1.984 -1.521 -1.921 -1.918 -1.182
5.0 30.00 3.184 2.23 3.322 2.67 2.971 2.679 2.884 2.952
8.0 0.01 -2.65 -100 -1.454 -100 -100 -100 -100 -100
8.0 0.10 -2.65 -100 -1.453 -100 -100 -100 -84.178 -100
8.0 0.20 -2.645 -100 -1.444 -100 -59.392 -100 -45.153 -72.452
8.0 0.40 -2.626 -100 -1.348 -71.367 -32.205 -90.891 -25.07 -39.23
8.0 0.70 -2.577 -74.916 -1.201 -42.683 -20.095 -53.541 -16.016 -24.516
8.0 1.00 -2.506 -53.607 -1.112 -30.989 -15.018 -38.342 -12.15 -18.239
8.0 1.50 -2.357 -36.578 -1.005 -21.665 -10.844 -26.353 -8.901 -13.037
8.0 2.00 -2.185 -27.667 -0.908 -16.847 -8.599 -20.229 -7.118 -10.301
8.0 3.00 -1.829 -18.434 -0.732 -11.785 -6.103 -13.86 -5.126 -7.39
8.0 5.00 -1.177 -10.615 -0.45 -7.279 -3.602 -8.167 -3.225 -4.815
8.0 10.00 0.161 -3.76 0.218 -2.73 -0.786 -2.664 -1.169 -1.891
8.0 30.00 3.219 2.195 3.357 2.635 3.006 2.644 2.919 2.917
11.0 0.01 5.913 -100 5.802 -100 5.731 -100 5.582 -100
11.0 0.10 5.913 -100 5.798 -100 5.73 -100 5.578 -100
11.0 0.20 5.914 -100 5.801 -100 5.731 -100 5.577 -100
11.0 0.40 5.912 -100 5.802 -100 5.731 -100 5.575 -100
11.0 0.70 5.913 -100 5.807 -100 5.731 -100 5.571 -100
11.0 1.00 5.913 -100 5.811 -100 5.731 -100 5.57 -100
11.0 1.50 5.913 -100 5.816 -93.812 5.731 -98.131 5.569 -84.642
11.0 2.00 5.914 -81.906 5.82 -70.997 5.732 -74.029 5.569 -64.008
11.0 3.00 5.915 -54.671 5.829 -47.962 5.733 -49.728 5.573 -43.213
11.0 5.00 5.918 -32.505 5.844 -29.135 5.737 -29.868 5.585 -26.383
11.0 10.00 5.942 -15.018 5.912 -13.984 5.77 -13.9 5.66 -13.069
11.0 30.00 6.322 -1.635 6.55 -1.195 6.236 -1.185 6.285 -0.912
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Table 4 Same as Table 3 but for 54Cr, 55Cr, 56Cr and 57Cr
log ρYe T9
54Cr 55Cr 56Cr 57Cr
λν λν¯ λν λν¯ λν λν¯ λν λν¯
2.0 0.01 -100 -100 -100 -2.482 -100 -2.762 -100 -1.053
2.0 0.10 -100 -100 -100 -2.482 -100 -2.762 -100 -1.053
2.0 0.20 -100 -63.135 -100 -2.482 -100 -2.762 -100 -1.044
2.0 0.40 -96.652 -31.8 -82.692 -2.482 -100 -2.762 -100 -0.999
2.0 0.70 -57.864 -18.076 -49.88 -2.464 -72.849 -2.762 -65.044 -0.951
2.0 1.00 -41.311 -13.29 -35.712 -2.249 -51.937 -2.761 -46.356 -0.927
2.0 1.50 -27.874 -9.768 -24.122 -1.576 -35.096 -2.76 -31.245 -0.907
2.0 2.00 -20.983 -7.9 -18.15 -1.128 -26.487 -2.748 -23.502 -0.892
2.0 3.00 -13.85 -5.797 -11.943 -0.689 -17.593 -2.635 -15.502 -0.84
2.0 5.00 -7.731 -3.534 -6.596 -0.3 -9.921 -1.86 -8.702 -0.648
2.0 10.00 -2.354 -0.743 -1.91 0.695 -3.162 0.04 -2.906 -0.102
2.0 30.00 2.734 3.075 2.909 3.6 2.547 3.225 2.492 2.355
5.0 0.01 -100 -100 -100 -2.501 -100 -2.783 -100 -1.054
5.0 0.10 -100 -100 -100 -2.501 -100 -2.783 -100 -1.054
5.0 0.20 -100 -66.698 -100 -2.5 -100 -2.781 -100 -1.045
5.0 0.40 -93.462 -34.991 -79.502 -2.497 -100 -2.778 -100 -1
5.0 0.70 -54.843 -21.097 -46.859 -2.475 -69.828 -2.775 -62.023 -0.952
5.0 1.00 -39.251 -15.35 -33.652 -2.256 -49.877 -2.772 -44.296 -0.928
5.0 1.50 -26.984 -10.658 -23.232 -1.58 -34.206 -2.77 -30.355 -0.907
5.0 2.00 -20.659 -8.224 -17.827 -1.131 -26.163 -2.761 -23.178 -0.892
5.0 3.00 -13.791 -5.856 -11.883 -0.691 -17.533 -2.652 -15.442 -0.841
5.0 5.00 -7.722 -3.543 -6.586 -0.302 -9.912 -1.867 -8.692 -0.649
5.0 10.00 -2.353 -0.744 -1.909 0.694 -3.161 0.04 -2.905 -0.102
5.0 30.00 2.735 3.076 2.909 3.6 2.547 3.226 2.493 2.355
8.0 0.01 -100 -100 -100 -4.442 -100 -100 -100 -1.381
8.0 0.10 -100 -100 -100 -4.437 -100 -27.97 -100 -1.379
8.0 0.20 -100 -100 -100 -4.432 -100 -17.652 -100 -1.371
8.0 0.40 -69.429 -52.982 -55.462 -4.413 -95.294 -11.906 -81.949 -1.329
8.0 0.70 -40.758 -31.853 -32.769 -4.27 -55.76 -9.009 -47.933 -1.283
8.0 1.00 -29.058 -23.194 -23.455 -3.656 -39.698 -7.64 -34.099 -1.259
8.0 1.50 -19.735 -16.173 -15.98 -2.712 -26.966 -6.383 -23.103 -1.234
8.0 2.00 -14.923 -12.493 -12.088 -2.171 -20.433 -5.638 -17.439 -1.211
8.0 3.00 -9.898 -8.599 -7.986 -1.582 -13.642 -4.68 -11.546 -1.129
8.0 5.00 -5.527 -5.078 -4.386 -1.001 -7.714 -2.797 -6.492 -0.863
8.0 10.00 -1.604 -1.41 -1.157 0.072 -2.409 -0.4 -2.153 -0.28
8.0 30.00 2.77 3.041 2.944 3.566 2.582 3.191 2.528 2.321
11.0 0.01 5.595 -100 5.494 -100 4.854 -100 3.966 -100
11.0 0.10 5.59 -100 5.493 -100 4.858 -100 3.968 -100
11.0 0.20 5.592 -100 5.49 -100 4.856 -100 3.969 -100
11.0 0.40 5.593 -100 5.491 -100 4.854 -100 3.975 -100
11.0 0.70 5.593 -100 5.491 -100 4.854 -100 3.982 -100
11.0 1.00 5.593 -100 5.492 -100 4.854 -100 3.986 -96.729
11.0 1.50 5.594 -86.624 5.503 -73.012 4.855 -76.197 3.991 -65.243
11.0 2.00 5.594 -65.265 5.529 -55.054 4.855 -57.373 4.005 -49.357
11.0 3.00 5.596 -43.68 5.593 -36.948 4.857 -38.347 4.119 -33.277
11.0 5.00 5.601 -26.081 5.684 -22.264 4.866 -22.797 4.529 -20.139
11.0 10.00 5.644 -12.298 5.805 -10.87 5.115 -10.649 5.143 -9.963
11.0 30.00 6.105 -0.786 6.284 -0.258 5.961 -0.632 5.901 -1.489
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Table 5 Same as Table 3 but for 58Cr, 59Cr and 60Cr
log ρYe T9
58Cr 59Cr 60Cr
λν λν¯ λν λν¯ λν λν¯
2.0 0.01 -100 -0.826 -100 0.396 -100 0.563
2.0 0.10 -100 -0.826 -100 0.396 -100 0.563
2.0 0.20 -100 -0.826 -100 0.396 -100 0.563
2.0 0.40 -100 -0.826 -100 0.395 -100 0.563
2.0 0.70 -89.901 -0.826 -79.134 0.396 -100 0.563
2.0 1.00 -63.491 -0.826 -56.211 0.423 -74.647 0.563
2.0 1.50 -42.335 -0.826 -37.747 0.515 -49.677 0.563
2.0 2.00 -31.552 -0.825 -28.293 0.6 -36.989 0.563
2.0 3.00 -20.493 -0.815 -18.537 0.713 -24.036 0.564
2.0 5.00 -11.197 -0.526 -10.273 0.837 -13.259 0.662
2.0 10.00 -3.512 1.23 -3.414 1.108 -4.519 2.061
2.0 30.00 2.498 3.846 2.397 3.211 2.256 4.241
5.0 0.01 -100 -0.831 -100 0.395 -100 0.561
5.0 0.10 -100 -0.831 -100 0.395 -100 0.561
5.0 0.20 -100 -0.831 -100 0.395 -100 0.561
5.0 0.40 -100 -0.83 -100 0.395 -100 0.562
5.0 0.70 -86.881 -0.829 -76.113 0.396 -100 0.562
5.0 1.00 -61.431 -0.829 -54.151 0.423 -72.587 0.562
5.0 1.50 -41.445 -0.828 -36.857 0.514 -48.787 0.562
5.0 2.00 -31.229 -0.828 -27.97 0.6 -36.665 0.562
5.0 3.00 -20.433 -0.818 -18.477 0.713 -23.976 0.564
5.0 5.00 -11.187 -0.528 -10.263 0.836 -13.25 0.661
5.0 10.00 -3.51 1.23 -3.413 1.108 -4.517 2.061
5.0 30.00 2.499 3.846 2.398 3.212 2.257 4.241
8.0 0.01 -100 -1.82 -100 0.243 -100 0.203
8.0 0.10 -100 -1.818 -100 0.242 -100 0.202
8.0 0.20 -100 -1.817 -100 0.241 -100 0.202
8.0 0.40 -100 -1.813 -100 0.241 -100 0.203
8.0 0.70 -72.79 -1.803 -62.023 0.243 -88.823 0.204
8.0 1.00 -51.234 -1.788 -43.954 0.274 -62.39 0.207
8.0 1.50 -34.193 -1.753 -29.604 0.375 -41.535 0.212
8.0 2.00 -25.489 -1.709 -22.23 0.468 -30.926 0.22
8.0 3.00 -16.536 -1.604 -14.58 0.591 -20.08 0.24
8.0 5.00 -8.987 -1.003 -8.063 0.728 -11.049 0.404
8.0 10.00 -2.758 1.019 -2.661 0.995 -3.765 1.952
8.0 30.00 2.534 3.812 2.433 3.178 2.292 4.209
11.0 0.01 3.857 -100 4.392 -100 3.364 -100
11.0 0.10 3.858 -100 4.394 -100 3.364 -100
11.0 0.20 3.858 -100 4.397 -100 3.364 -100
11.0 0.40 3.857 -100 4.394 -100 3.363 -100
11.0 0.70 3.857 -100 4.389 -100 3.364 -100
11.0 1.00 3.858 -100 4.377 -83.281 3.364 -90.844
11.0 1.50 3.859 -67.836 4.354 -56.099 3.366 -60.964
11.0 2.00 3.86 -50.968 4.334 -42.39 3.368 -45.839
11.0 3.00 3.864 -33.878 4.305 -28.516 3.373 -30.447
11.0 5.00 3.884 -19.842 4.284 -17.163 3.399 -17.701
11.0 10.00 4.643 -8.732 4.755 -8.254 4.155 -7.29
11.0 30.00 5.907 0.016 5.818 -0.609 5.755 0.539
