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1 Introduction




annihilation and in deep inelastic scattering
(DIS) can be characterised by a number of variables that describe the shape of the event.
These variables are also dened at the parton level, where they are calculable using
perturbative QCD (pQCD). A comparison of the hadron-level measurements with the
parton-level calculations tests pQCD theory as well as QCD-based models. It is critical,
however, that the non-perturbative eects due to hadronisation are correctly taken into
account.
A phenomenological determination of the hadronisation corrections can be obtained through
the use of Monte Carlo (MC) models. However, an analytic method has been presented
by Dokshitzer and Webber [1] which allows the necessary corrections to be explicitly
evaluated [2]. The mean value of a given shape variable is taken to be the sum of two
parts, one of which is calculable perturbatively in QCD, while the other models the soft,
non-perturbative contribution. The measured shape variable then depends on two experi-
mentally determined constants, namely the QCD coupling parameter, 
s
, and an eective
non-perturbative coupling, 
0
. The non-perturbative contribution is an analytic expres-
sion, known as a power correction [3], which varies inversely with the hard interaction




annihilation, this scale is taken to be
p
s, the centre-of-mass
energy of the incoming particles, while in DIS it is taken to be Q, the square root of the
virtuality of the exchanged boson. The power corrections provide a potentially powerful
tool in the experimental study of parton physics using perturbative QCD. They give a




annihilation [4,5,6]. A similar success was antici-
pated in DIS, assuming the universality of quark fragmentation, and hence of event-shape





annihilation, the event shapes may be evaluated in the laboratory frame. In order
to study quark fragmentation in DIS, a frame that isolates the current-quark region of
the event from the proton-remnant region is required, since only the current-quark region
is of interest. A natural frame for this purpose is the Breit frame [8]. In this frame, the
longitudinal axis is the direction of the incoming proton, and the current quark emerges
in the opposite direction; the nal-state particles are assigned to the current region if
their longitudinal momentum component is negative, in which case they are interpreted
as products of the hadronisation of the current quark.
This paper presents measurements of event shapes in DIS. The validity of the power
correction method is studied by examining whether the data can be correctly described





obtained from ts to the dierent event-shape variables. Measurements are given of
the mean values of the selected event-shape variables, evaluated in the kinematic range
6  10
 4
< x < 0:6, 10 < Q
2
< 20 480 GeV
2
and 0:04 < y < 0:95. Here x is the Bjorken
variable and y = Q
2
=sx. Denitions of the event shapes are given in the following section.
1
The Q dependence of the means of the event-shape variables is tted to next-to-leading-
order (NLO) estimates from pQCD [9,10], using the Dokshitzer-Webber power corrections,






The event-shape variables studied here are thrust, jet broadening, the invariant jet mass
and the C-parameter.
Thrust measures the longitudinal collimation of a given hadronic system, while broadening
measures the complementary aspect. These two parameters are specied relative to a














































The sums in the formulae are taken over all particles in the chosen region of the event,
namely the current region of the Breit frame. With n taken to be the virtual-photon





both quantities may be measured with respect to the thrust axis, dened as that along
which the thrust is maximised by a suitable choice of n. In this case, the thrust and

























The C-parameter is given by































































As seen from the above equations, the shape parameters in the present study are nor-
malised to the energy in the current hemisphere. With this normalisation, to ensure
infra-red safety, it is necessary to exclude events in which the energy in the current hemi-
sphere is less than a certain limit, E
lim
. Values of E
lim
of 0:1Q and 0:25Q have been
used. The primary analysis is based on event shapes calculated in the P -scheme, i.e. with
particles taken to have zero mass after transformation to the Breit frame. The E-scheme,
in which particle masses are assumed [11], was used as a cross-check.









) are employed so that non-zero values at the parton level are a direct
indicator of higher-order QCD eects.
3 Detector description and event selection
The data sample presented here was collected with the ZEUS detector during 1995-1997
and corresponds to an integrated luminosity of 45:00:7 pb
 1
. During this period, HERA
operated with protons of energy E
p
= 820 GeV and positrons of energy E
e
= 27:5 GeV.
The ZEUS detector is described in detail elsewhere [12]. The main components used in
the present analysis are the uranium-scintillator calorimeter (CAL) [13] and the central
tracking chamber (CTD) [14], which are positioned in a 1.43 T solenoidal magnetic eld.
The CAL is divided into forward, barrel and rear sections,
1
each of which is subdivided into
cells whose energy deposits are read out independently. The relative energy resolution,
as measured in test beams, is 18%=
p
E( GeV) and 35%=
p
E( GeV) for electrons and
hadrons, respectively. The interaction vertex was measured using the CTD with a typical
resolution of 0.4 (0.1) cm along (transverse to) the beam direction.
The DIS kinematic variables and the four-vector of the virtual photon were reconstructed
using the double-angle (DA) method [15]. The following additional experimental quanti-
ties are dened:








is the energy measured by a calorimeter cell, and 
i












, where the sum runs over all calorimeter cells except those
associated with the scattered positron;
1
The ZEUS coordinate system is a right-handed Cartesian system, with the Z axis pointing in the
proton beam direction, referred to as the `forward direction', and the X axis pointing left towards
the centre of HERA. The coordinate origin is at the nominal interaction point. The laboratory polar
















are the energy and angle of the scattered
positron.
A pure sample of DIS events in a well-dened kinematic region was selected as follows:
 the events must pass the trigger, whose critical component in this case was a selection
on a high-energy scattered positron identied in the CAL;




 a well-identied scattered positron, which was found by means of a neural-network




 the measured impact position of the scattered positron on the face of the rear calorime-
ter must be outside a square of 16 16cm
2
centred on the beampipe;
 35 < Æ < 60 GeV, to remove photoproduction events where the scattered positron is
lost down the beampipe, and also to reduce the eects of initial-state radiation;
 y
JB
 0:04, to ensure a well-measured hadronic system;
 y
e





and x > 6 10
 4
.
Both track and calorimeter information were used to determine the event shapes. Calorime-
ter cells were rst grouped to form clusters and these clusters were then associated
with tracks, where possible, to form energy-ow objects, EFO's, associated with the
hadrons formed in the interaction [18]. Both tracks and clusters were required to have
20
Æ
<  < 160
Æ
and transverse momentum p
T
> 150 MeV. At this stage, EFO's with
tracks were assigned the mass of the pion, while those without tracks, corresponding
mainly to photons from 
0
decays, were assigned zero mass. Each accepted EFO was
then transformed to the Breit frame, where it was assigned to the current region if its
longitudinal momentum was negative. Subsequently, the masses were assigned according
to the P - or E-scheme. A total of 321 000 events resulted from these selections and were
used in the analysis.
4 QCD models and event simulation
Monte Carlo event simulation was used to correct the data for acceptance and resolution
eects. The detector simulation was performed with the GEANT 3.13 program [19].
4
Neutral current DIS events were generated using the DJANGOH 1.1 package [20], com-
bining the LEPTO 6.5.1 [21] generator with the HERACLES 4.6.1 program [22], which
incorporates rst-order electroweak corrections. The parton cascade was modelled with
the colour-dipole model (CDM), using the ARIADNE 4.08 [23,24] program. In this model,
coherence eects are implicitly included in the formalism of the parton cascade. The Lund
string-fragmentation model [25] is used for the hadronisation phase, as implemented in
JETSET 7.4 [26].
Further samples were generated with the HERWIG 5.9 program [27], which does not
apply electroweak radiative corrections. The coherence eects in the nal-state cascade
are included by angular ordering of successive parton emissions, and a clustering model
is used for the hadronisation [28]. Events were also generated using the MEPS option of
LEPTO within DJANGOH, which subsequently uses a parton-showering model similar
to HERWIG. To achieve agreement with the data, a diractive component of 14% of the
DIS events [29] was required and was simulated using RAPGAP 2.08 [30].
For ARIADNE, the default parameters were used. The LEPTO simulation was run with
soft-colour interactions turned o, and HERWIG was retuned
2
to give closer agreement
with the measured shape variables at low Q; the CTEQ4D [31] parameterisations of the
proton parton distribution functions (PDF) were taken. The Monte Carlo event samples
were passed through reconstruction and selection procedures identical to those for the
data.
5 Data correction
The event shapes were evaluated for event samples in selected bins of x and Q
2
. The choice
of the bin sizes [32] was motivated by the need to have good statistics while keeping the
migrations, both between bins, and from the current to the target region within each bin,
to a minimum. The kinematic bin boundaries are listed in Table 1.
In each (x, Q
2
) bin, the ARIADNE MC was used to investigate the event acceptance and
the acceptance in each bin of the event-shape variable. The acceptance was dened at
the hadron level as the ratio of the number of reconstructed and selected events to the
number of generated events in the given bin. The event acceptance exceeded 70% for all
bins, while the event-shape acceptance was less than 70% only at the extremes of the Q
2
range and at low y.
Agreement was found between the uncorrected data and the predictions of ARIADNE
throughout the entire kinematic range of each event-shape variable, thus conrming its
suitability for the purposes of correcting the data. Good agreement with ARIADNE
was also found for the energy-ow [33] and charged-track distributions [34] studied in
2
The parameter PSPLT was set equal to 1.8; otherwise default parameters were used.
5
previous analyses. The data were also compared with the HERWIG predictions; here the
agreement with data was satisfactory but less good than for ARIADNE.
The correction factors for the means of the shape variables were evaluated as the ratios
of the generated to the observed values of the mean in each (x;Q
2
) bin. These correction
factors, which were used for the subsequent analysis, lie within the range 0.75 - 1.12 and
are typically within 5% of unity. As a check, the calculation was repeated correcting
the individual bins using the acceptances as described above.




and  decays, but exclude the decay products of weakly decaying
particles with lifetime greater than 3 10
 10
s. The correction procedure accounts for
event migration between (x;Q
2
) intervals, QED radiative eects, EFO-reconstruction
eÆciency and energy resolution, acceptances in p
T
and , EFO migration between the
current and target regions, and the decay products of K
0
S
and  decays that were assigned
to the primary vertex.
6 Systematic checks
The systematic uncertainties in the measurement can be divided into three types, due to
the MC model used, to the event reconstruction and selection, and to the EFO recon-
struction. The systematic checks were as follows:
 the data were corrected using a dierent hadronisation and parton-shower model,
namely HERWIG or LEPTO, in place of ARIADNE;
 the cut on y
JB
was increased to 0.05;
 the cut on Æ was changed to 40 < Æ < 60 GeV; this harder cut estimates any residual
uncertainties in the photoproduction background;
 the double-angle kinematics were recalculated after removing CAL deposits due to
backwardly scattered particles (albedo) from the material close to the proton beampipe
[29,35];
 the measured energies of clusters in the calorimeter were varied by 3%, 1% and
2% for the forward, barrel and rear CAL sections, respectively, corresponding to the
uncertainties on the associated energy scales;













> 200 MeV; the cuts were also removed;
The largest systematic uncertainty was due to using HERWIG as the hadronisation model.




1%, smaller than or similar to the statistical errors.
6
7 Power corrections
Next-to-leading-order QCD calculations of the shape parameters have been made using
the programs DISASTER++ [9] and DISENT [10], which give parton-level distributions.
Both programs used the CTEQ4A PDFs. To determine the theoretical 
s
dependence





) [31]. For both NLO calculations, the mean value of each shape variable was
found to be linearly dependent on 
s
in the appropriate range. For each bin, therefore,
the calculated value of the shape variable may be used to estimate the value of 
s
at the
chosen reference scale, namely the mass of the Z
0
boson.
The relationship used to calculate 
s




































































is the number of active quark avours at the scale M
Z
, taken to be ve.
Before comparison with experimental data, the calculated values of the shape parameters
require correction for the eects of hadronisation. Dokshitzer and Webber calculated




annihilation, assuming an infrared-
regular behaviour of the eective coupling, 
e
[1, 2]. The technique was subsequently
applied to the case of DIS [3] and has been used here.
In this approach, a constant, 
0
, is introduced, which is taken to be independent of the
shape variable. This constant is dened as the rst moment of the eective strong coupling
below the scale 
I
















where the variable 
I
is the lower limit for the perturbative approach to be valid. This is
taken to be 2 GeV, in common with previous analyses [4,5,6,7].
The theoretical prediction for a mean event-shape variable, denoted by hV i, is then given
by








is calculated perturbatively, and hV i
pow
is the power correction. The









This has a 1=Q dependence with a calculable coeÆcient, a
V
. The variable M is the `Milan
factor' of value 1.49 [37], which takes into account two-loop corrections; it has a relative
































































is taken to be ve. The central analysis was
performed with the renormalisation scale 
R
set to Q. The dependence of the perturbative







Q. The NLO calculations, but not the power corrections, depend also on the




In Eq. (7), the low-energy contribution to the mean shape variable is determined by

0
, while the remaining terms subtract out the integral, up to 
I
, of the perturbative
expression for the shape average. Above this limit, the perturbative expression is taken
to be applicable.
The values of a
V
for (1   T
T
); (1   T

); C and M
2
are respectively 2, 2, 1 and 3. For
B





















has been used, where 
0






, and the physical coupling 
CMW
is related














In Eq. (7), 
0
was calculated with N
f
= 3, which is appropriate for fragmentation. In
the corresponding expression for B
T










It has recently been found [39] that for B

, there is an additional x-dependent term in
Eq. (7). The importance of this term in the present analysis has been found to be small;
for further comments, see below.
8 Results
In this section, the observed Q dependences of the mean values of the event-shape pa-
rameters are presented and compared with the expectations from theory. To study the
8




are calculated separately in the high and low
x ranges as well as for the full x range. The values of E
lim
used were 0:25Q, as recom-
mended [40] to ensure convergence of the perturbative series involving ln(Q=2E
lim
), and
0:1Q [7]. The mean values of the event-shape parameters for E
lim
= 0:25Q are listed in
Table 2 together with their statistical and systematic uncertainties.
Figure 1 shows the corrected mean values of the event shapes as a function of Q, using
E
lim
= 0:1Q, together with the H1 measurements [7], with which there is good agreement.
The mean values fall with Q at the higher Q values, and at lower Q show an x dependence
at xed Q which is most pronounced for the variables measured with respect to the photon
axis. Both here and with E
lim
= 0:25Q (not shown), good agreement is found with the
predictions of ARIADNE over the entire Q range. The agreement with HERWIG is less






and C at low Q. Although not used in




are included for purposes of completeness,
and to allow comparison with more extended theoretical ts if they become available.
The data were tted to the sum of an NLO term, obtained from DISASTER++ or
DISENT, plus a power correction as described above. The theoretical calculation neglects
terms of the order of 1=Q
2
[1]. Consequently, the analyses have been conned to the region
Q > 9 GeV, i.e. bins 7 - 16 in Table 1. With 
I
xed at 2 GeV, there are two parameters






, that can be varied to obtain the best agreement between
calculation and data.
Two types of t were studied: the oset method and the Hessian method. The oset
method [41, 42] uses a 
2
dened using a diagonal error matrix with errors given by the
statistical errors on the data points combined in quadrature with the uncorrelated errors
arising from the limited statistics of the DISENT and DISASTER++ calculations. The
Hessian method [43, 42] uses a full error matrix which includes correlated o-diagonal
terms due to the systematic uncertainties. The ts obtained using the oset method
are shown in Fig. 2. For the Hessian method, the four major systematics, namely those
associated with Æ, the tightening and relaxation of the EFO angular and p
T
cuts, and the
use of HERWIG, were included as o-diagonal terms in the error matrix. As expected,
the 
2
is reduced with the Hessian method, and the tted error, which includes the
systematic contribution, is approximately a factor of two smaller than the systematic







the values of 
s
from the two t methods agree within the statistical uncertainties. For
the 
s




, and for all evaluations of 
0
, the two t methods
give results that in general dier by more than the statistical errors; they do however
agree within the oset systematic uncertainty. The dierence in the results of the ts
originates primarily from the use of HERWIG in place of ARIADNE. The Hessian method
relies upon Bayesian priors, specically the assumption of Gaussian distributions, for the
systematic uncertainties. There is no reason to believe that this assumption is correct for
the dominating fragmentation systematic. Consequently, the results presented here are
9
based on the oset method with its conservative estimate of systematic eects.
The DISASTER++ calculation gives predictions in closer agreement with analytic calcu-
lations [40,44] than does DISENT, which is believed to contain errors [45]. The ts using





. The DISENT-based analysis provides a check and facilitates comparison
with H1, whose analysis used this program. Reasonable ts are obtained; those based on
DISASTER++, using E
lim
= 0:25Q, are shown in Fig. 2, while those for DISENT (not
shown) are similar. The tted power-correction term is substantial except for the variables
that are based on the virtual-photon axis. The results of the ts using DISASTER++





is the same within statistical errors for the two NLO calculations. For all variables, 
0
determined using DISASTER++ is smaller than when using DISENT.
As seen in Fig. 2, the data have a signicant x-dependence at a given Q; consequently,
ts have been made using the high-x and low-x selections, as well as to the full set of used
bins. Results from the DISASTER++ ts are shown in the contour plots of Fig. 4.




using DISENT and E
lim
= 0:1Q; as expected from the agreement of the measured




values is, in general, good. In




is conrmed. The inuence of the E
lim
selection is
also illustrated in Fig. 5, which shows, for DISENT, that the dierent selections lead to

0





for several of the variables. In general, it is found that E
lim
= 0:25Q




with x than is found for E
lim
= 0:1Q (not
shown). Given this, together with the theoretical preference for the higher E
lim
[40], the
central analysis is based on the data evaluated with E
lim
= 0:25Q.




were estimated by repeating
the ts with the systematic variations described in Section 6. The largest eect resulted
from correcting the data with HERWIG instead of ARIADNE. The use of HERWIG gave
a systematic increase in 
s
and a systematic decrease in 
0
; these shifts are possibly
attributable, respectively, to the use of parton showers rather than the colour-dipole
model, and to the dierent fragmentation schemes used in the models. Also, HERWIG




are in addition sensitive
to the method of reconstructing the kinematic variables, owing to their dependence on
the photon direction.




values from ts using the statistical errors, in order
to indicate the degree of agreement between the dierent measurements. The systematic
uncertainties on the data introduce highly correlated eects on the results obtained from
the dierent shape variables, and so are not included here. The inconsistency which is
evident between the dierent determinations is discussed below.
10
To estimate the theoretical uncertainties, the fragmentation and renormalisation scales
were varied by a factor of two, and studies were made of the eects of changes to 
I
and to
the Milan factor. To give an indication of the uncertainties due to mass eects, the data
were reanalysed using the E-scheme [11]. It was found that 
s





is increased. If the model were robust, 
s




The t results including experimental and theoretical systematic uncertainties are col-
lected in Tables 3 and 4. The dominant uncertainty comes from the variation of the
renormalisation scale. The renormalisation-scale uncertainty quoted here follows the pro-




studies [4, 5, 6] using Eq. (7). If, following H1 [7], Q in
Eq. (7) were replaced by 
R
, the theoretical uncertainty due to the x

variation would
be approximately a factor of two larger. The inuence of the x-dependent term in Eq.
(7) was examined using the CTEQ5M proton structure [46]. While an improved t to




values were less than their
statistical uncertainties.
9 Discussion
From the results using DISASTER++, the following features are observed:
 (1 T

) requires a smaller hadronisation correction than (1 T
T
) (Fig. 2), contrary to
the theoretical expectation that the correction should be similar. This is responsible
for the signicantly dierent 
0
values for the two thrust variables;
 (1  T





and C variables, whose
denition does not depend on a choice of axis, show a small x dependence (Fig. 2);
 a residual x dependence in the tted 
0
value obtained from (1   T
T









and C can be seen in Fig. 4. However, the 
0
values are
also consistent with a similar small x dependence in all four variables;
 the 
s
values from all the variables except (1  T

) show no signicant x dependence.
There is an inconsistency between the 
0
values determined from (1   T

) and from the
other variables. As noted earlier, there is an x dependence in the data from (1 T

) that




for this variable are unlikely to be meaningful. The anomalous value of 
s
may
also be due to the fact that DISASTER++ does not take full account of initial-state gluon
radiation or other eects related to the target remnant, which may aect the direction of
the current-region system.
11






and C, the tted 
s
values are consistent within the




value that diers from the other
determinations, although its 
0
value agrees within 10% with those from the other four
variables. The inconsistency cannot be due to experimental or theoretical systematic
uncertainties, including scale uncertainties, since these act in the same direction for all
the variables. It may be taken to indicate that B
T
has a greater sensitivity to higher-order
corrections than the other variables.
A comparison with other measurements is of interest. With the exception of (1   T

),













data from a variety of experiments,
Movilla Fernandez et al. found good agreement between the means of the event-shape
variables as a function of
p
s; in contrast with the observations of this paper, they obtained

s
values that were consistent within statistical errors for all the variables studied [4,5,6].
The 
0
values were likewise mutually compatible, with the possible exception of that from
M
2





context and thus enabled an overall experimental value for 
s
to be given.
In summary, the power correction method applied in DIS gives consistent values for 
s






and C. The 
0
values for these variables









values that are inconsistent with the
other determinations. It must be concluded, therefore, that the power-correction model






A measurement has been made of the mean values of the event-shape variables thrust (T ),
broadening (B), normalised jet mass (M
2
) and C-parameter, using the ZEUS detector
at HERA. The variables T and B were determined relative to the virtual photon axis
and the thrust axis. The events were analysed in the Breit frame for the kinematic range
610
 4
< x < 0:6, 10 < Q
2
< 20 480 GeV
2
and 0:04 < y < 0:95. The data are successfully
described by the ARIADNE Monte Carlo model.
The Q dependences of the mean event shapes have been tted to NLO calculations
from perturbative QCD with the DISASTER++ and DISENT programs together with














of the shape variable. Neither DISASTER++ nor DISENT fulls these requirements for
all variables.
Using DISASTER++, consistent values of 
s







and C, with 
0
values that agree to within 10%. The 
0







are in disagreement with the other determinations. With the
exception of (1   T





annihilation, to within the theoretical uncertainties. There is consistency with the results
from H1.
The power correction method provides a successful description of the data for all event-





tions obtained in deep inelastic scattering, together with the dependence of the results on
Bjorken x, suggest the importance of higher-order processes that are not yet included in
the model employed in this analysis. These eects must be understood before a reliable
value of 
s
can be quoted using the present method.
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1 10 - 20 0.0006 - 0.0012 9 160 - 320 0.0024 - 0.010
2 10 - 20 0.0012 - 0.0024 10 160 - 320 0.01 - 0.05
3 20 - 40 0.0012 - 0.0024 11 320 - 640 0.01 - 0.05
4 20 - 40 0.0024 - 0.010 12 640 - 1280 0.01 - 0.05
5 40 - 80 0.0012 - 0.0024 13 1280 - 2560 0.025 - 0.150
6 40 - 80 0.0024 - 0.010 14 2560 - 5120 0.05 - 0.25
7 80 - 160 0.0024 - 0.010 15 5120 - 10240 0.06 - 0.40
8 80 - 160 0.01 - 0.050 16 10240 - 20480 0.10 - 0.60
Table 1: The kinematic boundaries of the bins in x and Q
2
. The power-correction
ts use bins 7 - 16, apart from the ts denoted `high x' and `low x', which omit













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































) 0:1258 0:1159 0:1271 0:1274 0:1354 0:1270
stat. error 0:0013 0:0013 0:0016 0:0010 0:0028 0:0026
stat.+sys. unc. 0:0040 0:0026 0:0040 0:0021 0:0132 0:0102

2
=dof 2:8 1:3 2:1 1:5 2:5 1:8
correlation  0:25  0:80  0:60 0:26  0:93  0:84
x
F
= 0:5  0:0007  0:0001  0:0004  0:0007 +0:0088 +0:0025
x
F
= 2:0 +0:0009 +0:0008 +0:0003 +0:0007  0:0008 +0:0036
x

= 0:5  0:0068  0:0067  0:0080  0:0067  0:0088  0:0222
x

= 2:0 +0:0083 +0:0081 +0:0090 +0:0082 +0:0084 +0:0053
M = 1:19 +0:0025 +0:0018 +0:0024 +0:0029 +0:0032 +0:0014
M = 1:79  0:0021  0:0017  0:0022  0:0025  0:0027  0:0012

I
= 1 GeV +0:0054 +0:0042 +0:0053 +0:0063 +0:0069 +0:0029

I
= 4 GeV  0:0059  0:0047  0:0061  0:0068  0:0075  0:0039
E-scheme +0:0040 +0:0028 +0:0029 +0:0030 +0:0025 +0:0010
Total +0:0117 +0:0101 +0:0118 +0:0114 +0:0197 +0:0128
uncertainty  0:0101  0:0088  0:0111  0:0101  0:0178  0:0248




) using the NLO prediction from DISASTER++
and E
lim
= 0:25Q. The quoted 
2
is that from the oset-method t using sta-
tistical uncertainties and DISASTER++. The third line is the total experimental
uncertainty from the statistical and experimental systematic uncertainties added in
quadrature. The quoted 
2
is from the oset-method t using statistical uncertain-
ties and DISASTER++. The fth row gives the correlation coeÆcients between










, M, and 
I
rows
give the theoretical systematic uncertainties due to variations on the fragmentation
and renormalisation scales, the Milan factor and the lower limit for the perturba-




values denote factors by which the
respective scale values are varied. The systematic eect of using the E-scheme
rather than the P -scheme is given in the nal row of systematic uncertainties. The
total uncertainty is the total experimental uncertainty added in quadrature with
the theoretical uncertainties.
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(2 GeV ) 0:4843 0:4566 0:4440 0:4274 0:3286 0:4593
stat. error 0:0020 0:0041 0:0030 0:0017 0:0187 0:0171
stat.+sys. error 0:0264 0:0139 0:0439 0:0144 0:0993 0:0815
x
F
= 0:5 +0:0030 +0:0019 +0:0006 +0:0018  0:1173  0:0491
x
F
= 2:0  0:0017  0:0034 +0:0002  0:0006 +0:0421  0:0128
x

= 0:5 +0:007 +0:056 +0:016 +0:007 +0:009 +0:256
x

= 2:0  0:002  0:033  0:007  0:003 +0:029  0:135
M = 1:19 +0:0363 +0:0390 +0:0223 +0:0235  0:0402 +0:0250
M = 1:79  0:0282  0:0296  0:0192  0:0200 +0:0187  0:0197
E-scheme +0:0163 +0:0101 +0:0134 +0:0127 +0:0052 +0:0103
Total +0:0483 +0:0706 +0:0535 +0:0312 +0:1137 +0:2700
uncertainty  0:0387  0:0467  0:0484  0:0248  0:1589  0:1664




= 2 GeV, using the NLO prediction
from DISASTER++ and E
lim
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0.1 0.11 0.12 0.13
αs(Mz)
Bγ






tted to the mean
values of thrust and broadening measured with respect to the photon axis, jet-mass
squared, C-parameter, and thrust and broadening measured with respect to the





based on DISASTER++ and DISENT with E
lim
= 0:25Q. The contours show the





























































0.11 0.115 0.12 0.125 0.13
αs(Mz)
Bγ






tted to the mean values of the
event-shape variables. The ts are based on DISASTER++, with E
lim
= 0:25Q.
The contours show the one-standard-deviation limits determined using statistical
uncertainties only. The high-x and low-x selections are as dened in Table 1, while



















DISENT          =  0.10Q

















tted to the mean values of the event-





with energy cuts E
lim
= 0:1Q (open squares) and 0:25Q (lled circles). The contours
show the one-standard-deviation limits determined using statistical uncertainties

























tted to the mean values of the
event-shape variables. The ts are based on DISASTER++, with E
lim
= 0:25Q.
The contours show the one-standard-deviation limits determined using statistical
uncertainties only. For further comments, see text; the full systematic errors, which
are strongly correlated between the dierent variables, are given in Tables 3 and 4.
25
