We report tight-binding (TB) calculations of magnetocrystalline anisotropy energy (MAE) of Iron slabs and nanoclusters with a particuler focus on local analysis. After clarifying various concepts and formulations for the determination of MAE, we apply our realistic TB model to the analysis of the magnetic anisotropy of Fe(001), Fe(110) slabs and of two large Fe clusters with (001) and (110) facets only: a truncated pyramid and a truncated bipyramid containg 620 and 1096 atoms, respectively. It is shown that the MAE of slabs originates mainly from outer layers, a small contribution from the bulk gives rise, however, to an oscillatory behavior for large thicknesses. Interestingly, the MAE of the nanoclusters considered is almost solely due to (001) facets and the base perimeter of the pyramid. We believe that this fact could be used to efficiently control the anisotropy of Iron nanoparticles and could also have consequences on their spin dynamics.
I. INTRODUCTION
The magnetic anisotropy which is characterized by the dependence of the energy of a magnetic system on the orientation of its magnetization is a quantity of central importance. The orientation corresponding to the minimum of energy (so called easy axis) determines the magnetization direction at low temperature. The width of a domain wall directely related to the strength of the anisotropy. The spin dynamics is also very much influenced by the shape of the magnetic energy landscape. For example the thermal stability of small nanoparticles with respect to magnetization reversal is controled by the height of the energy barrier to overcome during the switching process of the magnetization. The development of materials with large uniaxial anisotropy is very useful for technological applications such as high density magnetic recording or memory devices. For example the storage unit can be made up by metallic grains and higher storage densities is achieved by reducing the magnetic grains down to nanoscale.
The origin of magnetic anisotropy is twofold: magnetostatic interaction and spin-orbit coupling 1 . The first one gives rise of the so-called shape anisotropy since it depends on the shape of the sample while the second is responsible for the overall magnetocrystalline anisotropy energy (MAE). The shape anisotropy of classical origin needs not to be included in electronic structure calculation and can be added a posteriori by summing all pairs of magnetic dipole-dipole interaction energies. In thin films it favors in plane magnetization and is proportional to the thickness of the film and generally dominates for thick enough films. It will not be considered hereafter since it behaves almost linearly with the film thickness and cannot be at the origin of any MAE oscillations. The MAE on the contrary is a purely quantum effect and has a more complex behaviour.
Its value per atom is usually extremely small in bulk (µ eV) but can get larger in ultrathin films, multilayers or nanostructures.
Due to the smallness of the energy differences in play, the determination of MAE still remains numerically delicate. However, there now exists a vast body of reasearch devoted to the calculations of MAE in monolayers 1, 2 , multilayers [3] [4] [5] [6] , thin films 7 , clusters 8, 9 or nanowires 10 systems with ab-initio as well as tight-binding electronic structure methods. Technically several approaches have been developed for the determination of the MAE. The brute force method consists in performing self consistent calculations for various orientations of the magnetization. This approach although straightforward is the most computationnally demanding since it usually necessitates a long self-consistent loop that implies the diagonalization of large matrices. Rather early it was rec-ognized that small changes of the total energy could be related to the changes of the eigenvalues of the Hamiltonian. This is the so-called Force Theorem [11] [12] [13] that is very well suited to the calculation of MAE and has been used extensively in the past. Besides its computational efficiency it is also very stable numerically. Several works are also based on a perturbative treatment that consists in writing to second order the energy correction due to the spin-orbit Hamiltonian treated as a perturbation 1, 7 . Finally to get a basic understanding of the underlying physical phenomena it is very convenient to write the total MAE as a sum of contributions arising from atoms with bulklike environment and from atoms with lower local symmetry such as surface/interfaces atoms. In line with the various methods exposed above there are also many different ways to decompose the total MAE into atomic contributions and it is not always clear whether or not they are all valid.
In this paper we wish to propose a comprehensive overview that will clarify the different aproaches to calculate the magnetocrystalline anisotropy with a particular emphasis on the atomic site decomposition of MAE and application to Iron slabs and clusters. We will first describe in Sec.II our tight-binding method used thoughout the paper and then present in detail two alternative versions of the Force Theorem (FT) widely used in the litterature. We will basically show that even though these two versions of the FT are equivalent in terms of total energy variatons, the so-called grand-canonical FT is the most suited to define local quantities. In Sec. III we illustrate theses concepts on the case of Fe(001) and Fe(110) slabs that behave very differently. In particular (001) surface favors out of plane magnetization while the easy axis of (110) slabs is in-plane and a with a smaller anisotropy. This has important consequences on the MAE of nanoclusters that are investigated in the Sec. IV. Finally in Sec.V we will draw the main conclusions of this work.
II. METHOD AND COMPUTATIONAL DETAILS
A. Magnetic Tight-Binding model
In the following most of our calculations are based on an efficient tight-binding (TB) model including magnetism and spin-orbit interaction that has been described in several publications 10, 14 .
We will just briefly recall its main ingredients. Within this model the total energy of the system should be corrected by the so-called double counting terms arising from electron-electron interaction introduced by local charge neutrality and Stoner terms. The total energy then takes the form as follows:
where E b = α f α α is the band energy (f α = f ( α ) being the Fermi-Dirac occupation of state α and corresponding eigenvalue α ). The expression of the double counting term is given by: The Force Theorem 11 has been used in various contexts. In studies of magnetic materials it has mainly been used for the calculation of magnetocrystalline anisotropy 12 or for the determination of exchange coupling in magnetic multilayers 16 . In this section we will illustrate its principle in a simple magnetic pure d band orthogonal TB model of a monatomic system. The total energy reads:
where the Hamiltonian H is made of two terms:
The total energy obtained from this formula is caclulated by self-consistent loop on the charge and magnetic moment. Indeed the onsite terms of the Hamiltonian are renormalized by a quantity
m i σ which depends itself on the local charge and magnetic moment.
Let us now consider the effect of a perturbative external potential δV ext which in our case will be the spin-orbit coupling. This external potential will induce a total potential variation δV = δV ext + δV ind where δV ind is the potential variation provoked by the modification of on site levels in the perturbed system. Within our model δV ind is simply related to the variation δn i and δm i of the charge and magnetic moment thus,
The variation of the band energy due to δV ind can be straighforwardly calculated from first order pertubration expansion 17 :
This variation is exactly compensated (to linear order) by the one of the double counting term and therefore the change of the total energy is equal to the change of band energy induced by the external potential only, leading to the so-called force theorem:
Where ∆E FT b is the variation of the non-self-consistent band energy. The great advantage of this formulation is obviously that self-consistency effects can (and should) be ignored. In this context, the total energy variation induced by a change of the external potential from δV 1 ext to δV 2 ext (corresponding for instance to a change of the spin-orbit coupling matrices between two spin orientations 1 and 2) can be written:
n 1 (E) and n 2 (E) being the density of states and
F the Fermi levels of the configurations 1 and 2 respectively. The Fermi levels are determined by the condition on the total number of electrons N in the system:
C. Grand canonical Force Theorem: FT gc
In the previous derivation of the Force Theorem it is important to note that the band energy is a summation of the eigenvalues over the occupied states (at fixed number of electrons) . Therefore a small variation of Fermi energy is expected with respect to the non perturbed system as follows:
At linear order the variation of band energy can be written
using the conservation of the total number of electrons it comes that
We will denote FT gc this alternative formulation of the Force Theorem in the rest of the paper. The FT gc formulation seems very similar to the standard FT formulation, but it leads to very different "space" partition of the energy. The underlying reason is to be found in the type of statistical ensemble: canonical for FT and grand-canonical for FT gc . The grand-canonical ensemble for which the "good" variable is the Fermi energy (and not the total number of electrons) is better suited for a spatial partition of the energy 18 . For example the Gibbs construction 19 to define properly surface quantities is based on a grand-canonical ensemble. Within this approach the suitable potential is the so-called grand-potential Ω = E b − E F N . This formalism can be generalized at fi-nite temperature 18, 20, 21 . Since the first-order variation of the Helmholtz Free Energy F = E b −T S e at constant electron-number is equal to the fisrt order variation of the grand-potential at constant chemical potential the FT and FT gc formulation are equivalent in terms of variation of total energy.
However the spatial repartition of energy could be very different within these two approaches.
III. MAGNETOCRYSTALLINE ANISOTROPY ENERGY OF FE(001) AND FE(110) SLABS
In this section we will present results on the MAE of thin layers of Iron. In the first part (III A)
we will discuss the validity of the various approximations presented in the methodological section.
In particular we will justify the Force Theorem. We will also compare our results with ab-initio calculations proving the quality of our TB model. Sec. III B will be devoted to the comparison of FT and FT gc formulations with respect to the layer resolved MAE and we will analyze the surface anisotropy energy. Finally the Bruno formula will be discussed.
A. MAE of Fe(001) slabs: validity of the Force Theorem
The MAE is defined as the change of total energy E tot associated to a change in the direction of the magnetization S for a fixed position of atom. In the case of a full self-consistent calculation including spin-orbit coupling, the MAE is defined as the energy difference ∆E = E ⊥ tot − E tot , where ⊥ and refer to a magnetization where all atomic spins are pointing in a direction perpendicular or parallel to the surface respectively. The MAE is therefore the result of two independant self-consistent calculations which have to fulfill an extremely stringent condition for convergency since MAE are typically below meV. In systems containing "light" atoms like Iron for which the spin-orbit coupling constant ξ is modest (60meV) it is expected that the Force Theorem should apply very well. Within this approximation the MAE is given by the difference of the band energy but ignoring any self-consistent effect. This type of calculation is performed in three steps: i) Collinear self-consistent calculation without SOC for which the density matrix is diagonal in spin space ii) Global rotation of the density matrix to "prepare" it in the right spin direction iii) Non-collinear non-self-consistent calculation including SOC. We have performed a series of calculations for ultrathin (001) Iron layers of various thicknesses ranging from one to twenty atomic layers, within the full-scf and FT approaches. The lattice parameter of a = 2.85Å was everywhere used and no atomic relaxation was considered. The convergency of the calculations have been carefully checked, we found that 2500 k and 4900 k points in the first Brillouin zone for calculations without and with SOC respectively were sufficient to obtain a precision below 10 −5 eV.
The MAE obtained by these two methods differ by less than 10 −5 eV proving the validity of FT approach which will be used systematically in the rest of the paper. It should be noted that FT approach leads to a considerable savings in the computational cost since no self-consistency is needed, therefore only one diagonalization of the full Hamiltonian including SOC is sufficient.
In order to check the accuracy of our tight-binding model we have also performed ab-initio calculations using the Quantum-ESPRESSO (QE) package 22 based on Density Functional Theory (DFT). Since no FT approach is yet implemented in QE all the calculations are self-consistent and spin-orbit coupling is included via fully-relativistic ultrasoft pseudopotentials. The generalized gradient approximation (GGA) for exchange-correlation potential in the Perdew, Burke, and Ernzerhof parametrization was employed. To describe thin films we have used the so-called super-cell geometry separating the adjacent slabs by about 8Å in the z direction (orthogonal to the surface) in order to avoid their unphysical interaction. Since the MAE is usually a tiny quantity, ranging from µeV to meV , it requires a very precise determination of total energy, and the total energy difference among various spin directions is very sensitive to the convergence of computational parameters. We found that 40 × 40 k-point mesh in the two-dimensional Brillouin zone was sufficient to obtain a well-converged MAE for (001) Iron slabs . A Methfessel Paxton broadening scheme with 0.05 eV broadening width was used with plane wave kinetic energy cut-offs of 30 Ry and 300 Ry for the wave functions and for the charge density, respectively. Fig. 1 shows the total MAE as a function of the number layers of Fe (001) slabs. A good agreement is obtained between TB and ab initio calculations which proves once again the efficiency and quality of our TB model.
B. Layer-resolved MAE: FT versus FT gc
In section III A we have only considered variations of total energies but it is also very instructive to investigate the local density of energy. Let us write the MAE as a sum of atomic-like contribution within FT and FT gc approaches:
where n i ⊥ (E) and n i (E) are the density of states on atom i for perpendicular or in-plane magnetization direction, respectively, and
⊥ F E F are the corresponding Fermi energies and E F is the Fermi level of the collinear self-consistent calculation without SOC.
The layer-resolved MAE calculated by FT and FT gc methods for Fe (001) slab of 100 layers is shown in Fig.2b . The most striking result is the very large oscillating behaviour which persists very deeply into the bullk for the FT method. In addition, the local MAE obviously does not converge toward the expected bulk value which in this case should be exactly zero (since the three cubic axis are equivalent). In contrast, the layer resolved MAE obtained from the FT gc method corresponds to the behaviour expected from a proper local quantity, namely a dominant variation in the vicinity of the surface that attenuates rapidly when penetrating in the bulk. This is indeed the case since only the surface atomic layer is strongly perturbed. In fact there are slight oscillations over the five first outer layers and an almost perfect convergence towards the bulk value for deeper layers. It is then clear that FT gc is the appropriate method to define a layer resolved MAE. Note, however, that the total MAE are almost strictly indentical for FT and FT gc . Finally, it is very interesting to point out a striking analogy that exists with the simple one-dimensional free-electron model discusses in the next section III C.
It is also useful to note the relation between Eq. 13 and Eq. 14 in order to understand the difference between the two methods:
where N i ⊥ and N i are the Muliken charges on atom i for perpendicular or in-plane magnetization, respectively. When summed over all the atoms of the system the additionnal term,
disappears since the total number of electrons is preserved and we recover the equivalence between FT and FT gc for total energy differences. This formula is quite instructive since it shows that the difference between FT and FT gc is related to the slight charge redistribution between the two magnetic configurations. At the first sight it seems that FT and FT gc should lead to very similar decomposition of the energy since the local charge neutrality term is supposed to avoid charge transfers and therefore ∆N i = N i ⊥ − N i ≈ 0, but one should bear in mind that the force theorem applies only if self-consistency effects are ignored and therefore larger charge redistribu-tions may appear. They produce irrelevant (to magnetic anisotropy) contributions E F ∆N i to the local anisotropy energy which should be substracted as it is accomplished in the FT gc approach.
In Fig.2a we show ∆N i which indeed looks very similar in shape to the FT layer resolved MAE and, when substracted, leads thus to well behaved FT gc layer resolved MAE curve.
These arguments show that the local variation of band energy should be the same after a selfconsistent calculation provided that the local charge neutality is achieved. To check this point we have determined the layer-resolved MAE for a (001) slab of 20 Fe layer with full SCF calculation and FT gc method. Note that in the case of the full-scf approach one should consider the variation of the total energy wich includes band energy as well as double counting terms. In our TB scheme the double counting terms can easily be decomposed as a sum of atomic contributions and will participate to the local MAE. In Fig. 3 the layer-resolved MAE obtained from the two methods are presented and an excellent agreement between them is indeed found.
Finally let us point out an argument which was originally discussed by Daalderop et. al 12 : If a common Fermi energy is used for the two direction of magnetization within the FT formulation then an additional term E F ∆N is erroneously contributing to the total MAE.
C. Didactic example: one-dimensional quantum well
To illustrate the difference between FT and FT gc let us consider one of the simplest models, a one-dimensional free-electron gas bounded within a length L by infinite barriers (Fig. 4) . The normalized wave functions and the corresponding discretized eigenvalues are (atomic units in which 2 = 2m = 1 are used):
where p takes only positive integer values. For the unbounded electron-gas with periodic BornVon Karman (BVK) boundary conditions:
In that case n take any postive or negative integer values including 0. In the continuum limit the excess energy due to the creation of two surfaces is given by:
where the factor 2 is due to the spin degeneracy and
(N is the total number of electrons in the box of the length L) is the Fermi wave vector of the unbounded homogeous gas.
Since an electron at k = 0 is not allowed in the case of quantum well, it should be instead placed on the next free level, which leads to δk F = π 2L
and thus ∆E = k 2 F = E F . Local decomposition of ∆E is naturally achieved by weighting each energy eigenvalue in (18) by the squared modulus of the corresponding wave function which results in:
Equivalently, a grand-canonical formulation gives:
Simple integration leads to exact expressions for ∆E(z) and ∆E gc (z):
These expressions, illustrated in Fig. 4 , are quite instructive. Within the FT gc formulation the density of surface energy behaves like 1/z 2 for large z. The case of the FT formulation is more tricky: it contains, in addition, a term slowly decaying as 1/z and a term which does not decay (for a given L) but tends to zero as L goes to infinity. In fact, these two last terms are simply proportional to the surface excess electronic density:
so that ∆E(z) = ∆E gc (z) + E F ∆ρ(z). Therefore, we conclude that long-range Friedel oscil-lations in ∆ρ(z) are at the origin of slow convergence with z observed for the FT ∆E(z) which is perfectly in line with our previous analysis of layer-resolved magnetic anisotropies as illustrated by the striking similiraties between Fig. 2 and Fig. 4 .
D. MAE: surface and bulk contributions
From the discussion above it is natural to define the surface magnetic anisotropy energy as the sum of contributions from five outer layers (from both sides of the slab) obtained using the FT gc formulation. The contributions from other layers sum up to what we call a bulk MAE. In Fig.   5 we plot the evolution of the surface, bulk and total MAE for both Fe(001) and Fe (110) It is also important to mention that the amplitude of the oscillations, though do not change the sign of the MAE, can however be as large as 0.2meV for Fe(001) and 0.1meV for Fe(110) at least up to N ∼ 40. In addition, the total MAE is essentially dominated by the surface contribution. However, the oscillatory behaviour at large thicknesses, particularly pronounced for Fe(001),
clearly originates from the bulk. This kind of oscillatory behaviour of the MAE has been observed experimentally 23, 24 and was interpreted in terms of quantum well states. The latter are formed in the ferromagnetic films from occupied and unoccupied electronic states close to the Fermi level that contribute significantly to the MAE.
E. Bruno formula
To gain better understanding of MAE beyond bare numbers, investigating related quantities is helpful. The orbital moment is a quantity essentially related to the SOC and to the MAE in magnetic systems. It is well known that the easy axis always corresponds to the direction where the orbital moment is the largest. These arguments can be made more quantitative. Patrick Bruno 1 has derived an interesting relation using second order pertubation theory (since the first order term vanishes) with respect to the SOC parameter 25 . Provided that the exchange splitting is large enough compared to the d-electron bandwidth, the MAE can be made proportional to the variation of the orbital moments. More precisely:
This formula is based on a perturbative expansion (and an additionnal approximation concerning spin-flip transitions) for which the reference system and also the Fermi level are those of the unperturbed system without SOC. It can be shown that this approach is compatible with a grand canonical ensemble description (see Ref. 20 for a detailed discussion about statistical ensemble and second order corrections in the context of magnetic anisotropy). This relation can be generalized to systems with several atoms per unit cells 7 and also be used to extract a layer resolved MAE 26 .
In Fig. 6 the layer resolved MAE calculated by Eq. 25 and by the Force Theorem are plotted, we found that only the surface layers have a significant contribution, while contribution from inner layers rapidly converges to the bulk (zero) value within the two approaches. However, note that the Bruno's model results in quite different total MAE compared to the FT approximation in the vicinity of the surface. One can say that there is a rather good qualitative agreement between the two approaches, however the Bruno's formula can significantly (and quantitatively) differ from the FT gc results.
IV. ISOLATED FE NANOCLUSTERS
Once having properly defined the atomically resolved MAE and analyzed in detail (001) and (110) Iron surfaces, it is interesting to study the case of clusters. There exists a vast body of research on the theoretical investigation of combined structural and magnetic properties of unsupported transition metal clusters, relatively fewer are devoted to the determination of their magnetic anisotropy. Moreover most of them are dealing with small particles containing few atoms 8, 9, 27 , the case of large clusters is generally treated with empirical Neel-like models of anisotropy 28 . In this section we will present TB calculation of two large nanoclusters with facets of orientations (001) and (110). We will more specifically consider the case of a truncated pyramid of nanometer size (see inset on Fig.7 ). This geometry was chosen since such nanocrystals can be obtained by epitaxial growth on SrTiO 3 (001) 29 substrate. In a second part we will consider the corresponding truncated bipyramid made of two truncated pyramids joined at their bases.
A. Truncated pyramid
The particular cluster that we investigated is made of 620 atoms, with 12x12 atom lower base and 5x5 atom upper face and contains 8 atomic layers. Its length-to-height ratio, 1.14 is close to the experimental value of 1.20 ± 0.12. In Fig. 7 we present the variation of the grand-canonical band energy with respect to the Euler polar angle θ between the magnetization direction and the z axis choosen to be perpendicular to its "roof" and base of (001) orientation (see inset). The azimuthal angle φ is kept zero so that the magnetization remains in the xz plane. The easy axis is evidently along the z and the magneto-crystalline anisotropy is of the order of 110 meV. We also checked the azimuthal anisiotropy but found an extremely flat energy landscape in the xy plane with an amplitude of 3 meV, the hard axis being along the diagonal of the base. To get more insight into the origin of the anisotropy we have decomposed the band energy per atomic sites and analyzed different contributions: total surface, (001) facets, perimeter of the base, etc. Summing local MAE over atomic sites in the outer shell of the nanocluster (dashed line), we almost recover the total magnetocrystalline anisotropy proving that only the outer shell (so called surface atoms)
is participating to the overall anisotropy. A more detailed analysis showed only two significative contributions: i) low coordinated perimeter atoms of the base (red line) and ii) two (001) facets, excluding perimeter atoms (blue line).
Intrestingly, the perimeter atoms have the strongest anisotropy while, on the contrary, the contribution from (110) side facets is almost negligible (and, moreover, cancel each other because of their opposite orientations).
By counting the number of "implied" atoms (109 (001) atoms and 44 perimeter atoms) it is possible to extract an average anisotropy per (001) surface atom and per perimeter atom. One finds 0.56 meV/atom and 0.90 meV/atom for (001) and perimeter atoms, respectively. This coresponds quite well to the expected anisotropy found for the Fe(001) slabs.
B. Truncated bipyramid
We then consider another type of cluster: a truncated bipyramid (lower inset in Fig. 8 ) made of 1096 atoms and obtained by attaching symmetrically to the previous truncated pyramid another one (with removed base plane) from below. In Fig. 8 we have compared the total MAE of the two nanoclusters. Although the truncated bipyramid contains more atoms its anisotropy (15meV) is much lower than in previous case. The explanation is quite straightforward from the previous analysis: the surface of the (001) facets has been strongly reduced and, moreover, the perimeter atoms of the base have now more neigbours and no longer contribute so strongly to the total anisotropy. The latter comes from two small (001) facets only. This argument works rather well:
indeed, the number of atoms in (001) facets is now 18 which gives an anisotropy of 18 × 0.56 = 10meV, the value slightly smaller then the overall MAE, 15meV, with the missing contribution coming from perimeter atoms which were not taken into account. For the latter, the MAE is strongly reduced because of much smaller area of (001) facets and strongly reduced anisotropy from perimeter atoms.
