We study homomorphisms between randomly directed paths and give estimates on the probability of the existence of such homomorphism. We show that a random path is a core with positive probability. We apply our results in the investigation of homomorphism dualities, the most natural situation when a homomorphism (or Constraint Satisfaction) problem is in coNP.
Introduction
The n-path with vertices 0, 1, . . . , n and edges [i − 1, i], i = 1, . . . , n can be endowed with a random orientation by orienting the edges randomly and independently (both directions have probability half). A homomorphism is an edge-preserving map between two directed graphs A and B, that is, a map φ : V (A) → V (B) such that for every edge (u, v) of A, (φ(u), φ(v)) is an edge of B. Since homomorphisms are not allowed to collapse edges, it often happens that there is no homomorphism between two given directed graphs.
We analyze the probability that a random path A of length a can be mapped homomorphically to a random path B of length b. We denote this probability by P (a, b). Set c = sup{c : lim n→∞ P (n, e n b ) = 0 for every b < c} and c = inf{c : lim n→∞ P (n, e n d ) = 1 for every d > c}. It is easy to prove that both of these constants exist; obviously c ≤ c, and we think it very likely that c = c.
Problem:
Determine the values of c and c.
Our bounds on P (a, b) imply Theorem 1 There are positive constants c 1 , c 2 > 0 such that P (n, e c 1 n 1 9 ) → 0 and P (n, e c 2 n 1 2 ) → 1 as n → ∞.
The lower bound is an immediate consequence of the next theorem.
Theorem 2 There is a constant c > 0 such that P (a, b) < be −ca We use this theorem in further investigation of graph homomorphisms (colorings). A subgraph H of a graph G is called a retract of G if there exists a homomorphism φ : G → H such that φ(x) = x for every vertex x of H. H is called the core of G if H itself has no proper retract. It is well known (see [4] ) that every finite directed graph has a core which is unique up to isomorphism. Cores play an important role in the investigation of graph homomorphisms. It is known that almost all graphs are cores. On the other hand a random path A is "usually" not a core: If the first two edges of A have opposite orientations, then A is not a core, or if the first two edges have the same orientation which is reversed in the next two edges, then A is not a core, and so on. However we prove that a random path will be a core with positive probability. And in the following sense almost all paths are almost cores.
Theorem 3 For every ε > 0 there exists k = k(ε) such that for any integer n the core of a random path of length n has at least n − k vertices with probability at least 1 − ε.
Theorem 4 There is a p > 0 such that for every n a random path of length n is a core with probability at least p.
We apply our results to investigate the probabilistic aspects of homomorphism duality. It is known (see [5, 7] ) that every directed tree T admits a dual, that is, a digraph D(T ) such that for every digraph G, there exists a homomorphism from G to D(T ) if and only if there is no homomorphism from T to G. Hence the problem of determining whether an input digraph admits a homomorphism to D(P ) can be solved in polynomial time. These duals of trees later attracted attention as the building blocks of the firstorder constraint satisfaction problems, that is, the bottom of the descriptive complexity hierarchy (see [1, 6] ). We prove that random paths have duals with cores of exponential size. Hence given a random path P , we can compute the core D(P ) of its dual in finite time, and we typically get the following situation:
G admits a homomorphism to D(P ) if and only if every subgraph of G with at most c P vertices admits a homomorphism to D(P ).
• (ii) D(P ) itself does not admit a homomorphism to any of its proper subgraphs.
We prove Theorem 1 and Theorem 2 in the next section and Theorem 3 and Theorem 4 in Section 3. In Section 4 we investigate dualities.
Proof of Theorem 1 and Theorem 2
We write A → B if there exists a homomorphism from A to B, and A → B otherwise. When the context is clear, the subpath of a path A starting at vertex i and ending at vertex j is simply denoted by [i; j].
Proof (of Theorem 2)
We will bound the probability of the following events.
1. There is a homomorphism of A to a subpath of B of length at most a 2. There is a homomorphism of A to B such that the image of A contains a subpath of length a . For every 0 < x ≤ a the probability that w S (x) > a , so the probability that such an S exists is at most 2ba is at least a positive constant. The edges of these intervals are oriented independently, so the probability that d A ≤ 2a We will bound the probability of the second case by the expected number of homomorphisms. Consider a mapping f : A → B such that |f (i + 1) − f (i)| = 1 for every 0 ≤ i ≤ b. Note that the probability that such a mapping f is a homomorphism is 2 −a : Fix the direction of the edges in B. We have to check for every i < j that if (i, i + 1) is an edge then (f (i), f (i + 1)) is an edge, and if (i+1, i) is an edge then (f (i+1), f (i)) is an edge. We know that exactly one of the pairs (i, i + 1), (i + 1, i) is an edge, and also exactly one of the pairs (f (i), f (i+1)), (f (i), f (i+1)) is an edge. Hence the probability that the image of the edge (i, i + 1) (or (i + 1, i)) is an edge is a half. Since these events are independent the probability that f is a homomorphism is 2 −a . The number of mappings f : A → B (with the property |f (i+ 1)− f (i)| = 1) whose image contains a subpath of size a 5 9 is at most the number of paths
And this number is at most a2 a be
= a2 a be −a 1 9 /8 : Here we used again Chernoff's inequality (see Theorem A.1.1 in [2] ). Hence the expected number of these homomorphisms is at most be −a 1 9 /8 , and this bounds the probability of the second case.
We can conclude that the probability that A → B is at most be −c 1 a 1 9 for some c 1 > 0.
Proof (of Theorem 1)
The lower bound immediately follows from Theorem 2. We prove the upper bound. Denote by A the random path of length n and by B the random path of length e c 2 n 1 2 , where c 2 will be chosen later. We estimate the probabilities of the following events. The constant K will also be chosen later.
B has a subpath of length K √ n with edges directed in the same way.
If both events hold then there is a homomorphism of A to this subpath of B. The probability of the first event converges to 1 as K → ∞: here we use Theorem 1.1.A in [2] . The probability of the second event is at least
This converges to 1 if c 2 > Klog(2) and n → ∞.
Cores of random paths
Proof of Theorem 3. First we prove the lower bound. The core of a digraph is isomorphic to a retract of the digraph. We will prove that with high probability a random path has no small retract. Consider a path with vertex set [0; n] and its retract [a; b]. Note that both of the subpaths [0; b] and [a; n] are retracts of the path. We will show that there is a j 0 such that for every n the probability that there is a j > j 0 such that [j; n] is a retract of the path [0; n] is less than ε/2. This would imply that k = 2j satisfies the condition of the theorem. Fix j. Consider an integer n and the probability that [j; n] is a retract of the random path [0; n]: This probability is a monotone function of n. Remark 5 (Alon, [3] ) There exists c > 0 such that for a random path of length 2j the probability that all of the following events hold is at least e −clog(j)j 3. w(j) = min k≤j w(k)
Corollary 6 (Alon, [3] ) There is a c > 0 such that p j > e −clog(j)j Proof of Theorem 4. Let c n denote the number of core paths of length n.
Claim: c n+1 ≥ c n − 2 n n i=n/2 p i = c n + o(2 n ). Consider the core path P on [0; n]. Let P ′ denote the following path: If (n − 1, n) ∈ E(P ) (or (n, n − 1) ∈ E(P )) then the path P ′ on {0, . . . , n + 1}, with E(P ′ ) = E(P ) ∪ {(n, n + 1)} (or E(P ′ ) = E(P ) ∪ {(n + 1, n)}). We will show that there are very few core paths P such that P ′ is not a core path.
If P ′ is not a core path then it has either a retraction to a subpath [0; b] for some b ≤ n or to a subpath [a; n + 1] for some 0 < a. In the first case the choice of the last edge implies that b < n and [0; b] is also a retract of P contradicting that P is core.
We bound the number of paths P such that the second case holds. Note that if we had a < n/2 then [a; n] would be a retract of P , contradicting again that P is core. Hence a ≥ n/2. For every a the probability that [a; n] is a retract of a random path of length n is at most p a . Thus the number of such paths is at most p a 2 n . The Claim follows. Now let ε = 1 2 and k = k(ε) the integer given by Theorem 3. For every n there are at least 2 n−1 paths with core of size at least (n − k). On the other hand a path of length (n − i) can be the subpath of at most (i + 1)2 i paths of length n, and every core of a path is isomorphic to a subpath. These yield the inequality
We conclude that c n ≥
Duals of random paths
In [5, 7, 8] , it is shown that every directed tree T admits a "homomorphism dual", that is, a directed graph D(T ) such that for every directed graph G, we have a homomorphism from G → D(T ) if and only if T → G. The various constructions of D(T ) given in [5, 7, 8] are exponential in terms of T . However the core of D(T ), which is uniquely determined by T , can be much smaller. Indeed, the best known example is when T is the directed path with edges (0, 1), (1, 2), . . . , (n − 1, n) and D(T ) is the transitive tournament on n vertices; this is the Gallai-Roy-Hasse-Vitaver theorem. Nonetheless, the exponential construction is necessary in general; examples given in [8] show that sometimes the size of the core D(T ) is exponential in terms of that of T . Here we show that for paths, exponential sized duals are the norm rather than the exception.
Theorem 7
The average size of the core of the dual of a n-path is 2 Ω(n/log(n) 27 ) For reference, we will provide at the end of this section the construction of duals given in [8] , but we do not use it in the proof of Theorem 7. We only use the defining property of duals, that is, the fact that a digraph G admits a homomorphism to the dual D(A) of a path A if and only if there is no homomorphism from A to G.
Let n = st. For a directed path A with n edges and S ⊆ {1, . . . , t − 1}, the A-probe tree T A (S) is a rooted tree with root r S , constructed as follows: For k = 1, . . . , t − 1, if k ∈ S, put a copy of [0; ks] in T A (S), identifying the copy of ks to r S , and if k ∈ S, put a copy of [ks; n] in T A (S), identifying the copy of ks to r S . Thus the root is the only vertex of T A (S) of degree larger than 2. In all, there are 2 t−1 different A-probe trees.
Lemma 8 Let D be the core of the dual of A. Then
Proof. If A → T A (S), then there exists a homomorphism φ S : T A (S) → D. We will show that for S = S ′ , φ S (r S ) = φ S ′ (r S ′ ). Without loss of generality, take k ∈ S \ S ′ . Then T A (S) contains a copy L of [0, ks], and
is a homomorphism from a copy of A to D, which is impossible.
To prove Theorem 7, we take A at random, and bound the probability that there is a homomorphism from A to T A (S).
Proof of Theorem 7. Let X be the probability that there exists a homomorphism from A to T S (A). The subpaths [is; (i + 1)s] of A have natural isomorphic images in T A (S), but by the structure of T A (S), not all of these subpaths can be mapped to their natural images. More precisely A can be further decomposed into 3t subpaths of length s/3, and in any homomorphism φ from A to T A (S) there exists one of these subpaths whose image is edge-disjoint from all of its natural images. Under such a homomorphism, the image of R would need to be contained in a subpath of type [is/3; (i + 2)s/3] constructed independently from A, or in the disk of radius s/3 around the root r S of T A (S) which is also constructed independently from R. By Theorem 2, the probability that R admits a homomorphism to [is/3, (i + 2)s/3] is at most (2/3)se −c(s/3) 1/9 , so the probability that R admits a homomorphism to at least one such subpath is at most 3t(2/3)se −c(s/3) 1/9 . Therefore Y = ste −ds 1/9 + Z, where Z is the probability that R admits a homomorphism to a random star with at most t branches of length s/3.
To evaluate Z, we assume that R consists of x 2 subpaths of length x. The probability at least one of these subpaths admits a homomorphism to at least one branch of the star is at most x 2 t · x 3 e −cx 1 9 by Theorem 2. The probability that the x 2 subpaths of length x all have images containing the central vertex of the star is bounded by the probability that a random walk of length x 3 is contained in [−x, x], which is in turn bounded by the probability that x consecutive random walks of length x 2 are contained in [−x, x] , that is q x where q < 1. Overall, the first term is dominant hence we get Z < 2t · x 5 e −cx 1 9 . Therefore X ≤ 3t(tx 3 e −dx 1/3 + 2tx 5 e −cx1/9 ) ≤ kt 2 x 5 e −cx 1/9 . Putting t = e δx 1/9 , we get that X tends to 0 when x goes to infinity. Thus for n = 3x 3 t we get t − 1 = Ω(n/ ln(n) 27 ), and the average size of the dual of a n-path is X2 t−1 = 2 Ω(n/ ln(n) 27 ) .
For reference we provide here the general construction of duals given in [8] . For a directed tree T with vertex set V and arc set E the vertices of D(T ) are all functions f : V → E such that f (u) is always incident to u (as in or out neighbour), and the edges of D(T ) are the couples (f, g) such that for all(u, v) ∈ E, we have f (u) = (u, v) or g(v) = (u, v). Thus if T is a path with n edges, D(T ) has 2 n−1 vertices. Sources and sinks in D(T ) are easy to characterise: A vertex f of D(T ) is a source if there exists a source u of T such that f (v) = (v, u) for every outneighbour v of u. Thus if T is a random n-path, the expected number of sources in D(T ) is (1 − (3/4) n/4 )2 n−1 . The expected number of sinks is the same, so that most vertices of D(T ) are isolated.Švejdarová [9] proved that apart from the isolated vertices, D(T ) has only one connected component, and its diameter is linear in n.
