Providing accurate predictions is challenging for machine learning algorithms when the number of features is larger than the number of samples in the data. Prior knowledge can improve machine learning models by indicating relevant variables and parameter values. Yet, this prior knowledge is often tacit and only available from domain experts. We present a novel approach that uses interactive visualization to elicit the tacit prior knowledge and uses it to improve the accuracy of prediction models. The main component of our approach is a user model that models the domain expert's knowledge of the relevance of different features for a prediction task. In particular, based on the expert's earlier input, the user model guides the selection of the features on which to elicit user's knowledge next. The results of a controlled user study show that the user model significantly improves prior knowledge elicitation and prediction accuracy, when predicting the relative citation counts of scientific documents in a specific domain.
INTRODUCTION
We address the machine learning problem of predicting values of a target variable given a training data set in which the target variable values are known. The training data set needs to be representative of the underlying population, and its size must be large enough for the machine learning model to accurately learn to predict the target variable. Yet, in applications like personalized medicine [8, 24, 32] , brain imaging [34, 36] and textual document categorization [13, 19, 20, 25, 35] , the number of features by far exceeds the number of samples, leading to the "small n large p" problem [11] where classical models inaccurately predict the target. Fitting regression Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. models for this problem requires regularizing the model's regression coefficients [14, 33, 37] . Typically, the level of regularization is tuned by estimating a hyperparameter from the data, but this neglects prior information that could be available on the problem, the prior information referring to any knowledge of the problem the user may have before inspecting the data. Yet, knowledge of the features' effects on the target could significantly improve predictions [29] .
The use of prior knowledge in prediction is often not straightforward. For example, the prior information may not be available in any format that can easily be plugged into the prediction model. Nevertheless, a domain expert may possess tacit knowledge, not written down anywhere, of the relationships between the features and the target variable. Take, for example, the task of predicting the number of citations a scientific document receives in a certain domain. An expert can easily indicate that the presence of a term 'neural' in the document implies a higher relative citation count in the machine learning domain. However, eliciting such tacit knowledge is difficult when the number of putative features is large, and checking each individual feature is excessively laborious.
We present a novel approach that extracts the tacit knowledge from the domain expert and uses this knowledge as prior information for improved predictions. A prediction model is still responsible for generating the predictions for the target variable. However, a user model selects features whose relevance is indicated by the user, a domain expert, using an interactive visualization. Here, a relevant feature is a feature that is positively correlated 1 with the target value. The user model iteratively elicits this information, to build a model of the user's tacit knowledge and select other features that would benefit from the user's input. The user input is then encoded into prior knowledge for the prediction model to improve its accuracy. Our contributions are:
• We present a novel method that interactively models the user's tacit knowledge of the relevance of features to the predicted target, and uses this elicited information as prior knowledge for a more accurate prediction model. • Through a user study, we demonstrate that using a user model to select the features that require input from the domain expert significantly improves prior knowledge elicitation when compared to randomly selected features. 
RELATED WORK
Expert knowledge can be integrated into prediction models by defining prior distributions for model parameters. Typically, in prior elicitation full prior distributions have to be defined by experts [12, 15, 17] . This is time consuming and infeasible for high-dimensional problems, even with interactive tools. A simpler method for Bayesian Networks required experts to only indicate the presence or absence of the most uncertain causal relationships [6] . In information retrieval, interactive intent modeling finds relevant resources based on user's previous input [28] . Deciding which features to ask user input on is done iteratively, by balancing the exploitation of the currently most promising features and the exploration of uncertain, possibly interesting ones. The balancing is done with linear bandit algorithms [3] .
Previously, interactive visualization has been used in classification tasks [2, 18, 22] . However, the underlying classification model itself is not directly modified, or the approaches are limited to cases with more samples than features. In [5] , possibly important features were visualized to the user and included interactively to a classifier, and in [26] the user was shown features that best explained predictions of a classifier, allowing her to reject irrelevant features. Semisupervised clustering was considered in [21] , where users indicated which pairs of items should belong to the same cluster. However, simply including or excluding a feature is sensitive to errors and not sufficient in "small n large p" problems. The method in [30] tackles this problem with the simplifying assumption that the expert may give noisy input directly on the regression coefficients, and [23] performed non-interactively a direct elicitation of logistic regression coefficients. In recent works considering a similar problem, a user specified the similarity of features as input [1] , or features were chosen based on information gain [9] .
Our new approach for interactive visualization has the purpose of knowledge elicitation to improve the accuracy of a prediction model. Out approach differs from the methods above by using a 'user model' which adaptively learns the domain user's expert knowledge. It automatically guides the interaction towards features that would likely benefit from the user's input, based on the current representation of the expert's knowledge. Furthermore, the user model can exploit not only the training data, but also any additional auxiliary data about the features, important in scaling the method to small data sets. Fig. 1b shows the main components of our approach, namely: the prediction model (PM), the user model (UM), and the interactive visualization (IVis). An implementation of our approach is shown in Fig. 1a . IVis displays the training data and some features for which the user (a domain expert) has to indicate their relevance for a particular prediction task. UM then models the user's knowledge of feature relevances, and PM uses the user input with the training data to improve the predictions. The training data (TD) is a small set of samples with a large number of features and the target. Additional data, referred to as auxiliary feature descriptors (AFD), are required to provide information about the features that is not available in the training data. The flow of events in our approach is as follows:
METHOD
1. Initialize. PM is initialized by TD. UM is initialized by TD, AFD, and information from the learned PM. We introduce the idea on a scalar-valued prediction problem with linear models, but the approach can be generalized. As input, the prediction model takes the training data points (x i , y i ), i = 1, . . . , N, where x i ∈ R K are the features and y i ∈ R the value of the target variable for sample i. In addition, a vector of relevances r ∈ {0, 1} K is provided, where r j = 1 if the feature is relevant, i.e., has received positive user input, and r j = 0 otherwise. We assume a linear prediction model
where w ∈R K is a vector of regression coefficients and σ 2 the variance of the Gaussian noise. The relevances of the features r enter the prediction model through modifying the prior distribution of the elements of w as follows:
Half-N denotes the half-normal distribution. The intuition is that if a feature is deemed relevant, its presence is assumed to increase the value of the output variable (Fig. 2a) . The multiplier a determines the overall ratio of the effect sizes between relevant and non-relevant features. Fig. 2b shows the impact of this formulation on the estimated regression coefficients.
User Model
Efficient interaction balances between querying additional input on either the most promising relevant features (exploitation), or on the most uncertain ones (exploration). This is achieved by using the upper confidence bound criterion (UCB) to select features to show to the user, as in the algorithm LINREL [3] . At each iteration t, a user is shown n t features with highest UCBs from the previous iteration. The user then specifies a binary relevance r j ∈ {0, 1} value to each feature j. At each iteration, the user model updates the estimated feature relevancesr j,t using a linear model:
where Z j ∈ R N Z is a feature descriptor of the jth feature and b determines the default relevance. Thev t is a vector of regression coefficients, and it is estimated from inputs given so far, using the standard regularized least squares solution. The relevances are converted to interval (0, 1) using the logistic transformation.
Feature descriptors Z j are chosen depending on the problem domain, and they can be constructed from the training data and/or any auxiliary data in which the features, but not necessarily the target variable, are available. For example, in the evaluation study, we use the tf-idf [16] of keywords in clusters of scientific documents. The intuition is that keywords that appear in similar documents have similar effect in the prediction task, and should thus have correlated feature descriptors. Finally, the UCBs are defined as r UCB j,t =r j,t + c j,t , where c j,t is a high probability bound for relevance uncertainty, computed using SupLinUCB in [7] .
Interactive Visualization
A heatmap using a color-blind safe color scale 2 depicts the training data (Fig. 1a) . Rows indicate categories to which the samples are grouped (e.g., domains in which scientific documents were cited). Columns indicate features selected by the user model for which user input is required (e.g., words in a document). The cell color indicates how strongly, on average, the feature was associated to samples in that category (e.g., the average relative citation count in that domain for documents containing the word), with total bars (in grey) above the heatmap showing the total number of samples on which this value was based, to get an idea of the reliability of the training data. By clicking on the feature labels, the user can set relevance bars (in green) to either 1 or 0, indicating whether that feature is respectively relevant or not to the predicted target (e.g., being cited in the Artificial Intelligence domain). The relevance bars provide the domain expert the means to input her tacit knowledge. Even though the heatmap and the total bars showing the training data could help the domain expert decide the feature relevances, they are not essential for our approach. Nonetheless, we still evaluated their usefulness through a post-questionnaire in our user study (see the 'Results and Discussion' section).
EVALUATION
We conducted computational and empirical experiments to evaluate our approach in a real-world scenario.
The experiment conditions included:
• C1: non-interactive prediction model; • C2: interactive prediction model with features for user input suggested randomly; • C3: interactive prediction model with features for user input suggested by the user model.
The task was to predict the relative citation count a scientific document will get in the domain of Artificial Intelligence (target variable) given that it has certain words (features) in the title, abstract or keywords. In C2 and C3, participants had to indicate whether each of the 10 suggested features were relevant or not to the target, for 20 iterations.
The data we used was a subset of Tang et al.'s citation data set [31] containing 162 scientific documents, for which we: (i) manually retrieved the author provided keywords; (ii) automatically extracted additional keywords from the title and abstract of the documents using Python Rake [27] and KPMiner [10] ; (iii) lemmatized all the keywords obtained in i and ii using Python Natural Language Toolkit [4] . This resulted in 457 unique keywords that were used as features. The data collection was evenly split into a training set and a test set. The training set was used to train the prediction model in C1-C3, while the test set was used to evaluate the accuracy of the predictions, using the Mean Squared Error (MSE).
Our hypotheses were:
• H1: C2 and C3 provide more accurate predictions than C1;
• H2: C3 provides more accurate predictions than C2.
We adopted a between-participant design: 12 participants for C2 (8 males); 11 participants for C3 (9 males) 3 . All participants: had at least 2 years research experience in machine learning; were undertaking a PhD or postdoc (1st or 2nd year PhD: 4 in C2, 3 in C3); were at least somewhat familiar with heatmaps and bar charts; were aged 20-40. Each participant was trained to use the system (Fig. 1a) , introduced to the prediction task, and asked to complete the task for one iteration. The answers were then discussed with the experimenter and the participant was given 10 more min to explore the system before the actual experiment. At the end, participants filled in a questionnaire. The experiment took ≈30mins and a movie ticket was awarded. For details, see Supplementary Material.
RESULTS AND DISCUSSION
The final predictions of C2 and C3 were more accurate than those of C1 for all 23 participants, i.e., user input always increased prediction accuracy, and the Mean Squared Error (MSE) decreased as the participants provided more input (Fig. 3a) . MSE without user input (C1) was 0.93, and with user input (C2 and C3) after the interaction 0.84 (mean) ±0.05 (sd). Average performance at the end is significantly different from performance without user input (p=2.3e-7, Wilcoxon signed-rank test), confirming H1. Thus, without user input the prediction model explained about 7% of the variance in the target variable, and with user input 16%.
To evaluate the difference between giving user input in a random order (C2) vs. with the user model (C3), we computed the average MSE curves in the two groups (Fig. 3b) . The random order improves predictions approximately linearly w.r.t. the number of user input, whereas with the user model the predictions improve more rapidly at early stages of interaction, as expected. We used the maximum distance between the average curves as the test statistic to characterize this difference (Fig. 3b) . We computed the distribution of the test statistic, assuming no difference between groups, using 10 6 permutations of the group labels (Fig. 3c) , which shows that the difference is significant (p=0.026), thus confirming H2.
The results of the post-questionnaire (Table 1) indicate that: (i) the visualization of the training data (heatmap+total bars) is used more when the user is uncertain about the feature relevance (as in C2); (ii) when the heatmap is referred to, the total bars are more carefully analysed to verify the reliability 3 11 not 12 as the results of one participant were discarded as s/he provided incorrect input to the words learned in the training phase of the displayed data (as in C2); and (iii) the visualization is familiar and simple enough for a domain expert to understand and use. In summary, these findings suggest that visualizing the data is useful when eliciting expert feedback, inspiring us to develop the visualization further in the future.
In our approach we query the user about whether a feature is relevant, i.e., is positively correlated with the target variable. This is a compromise between detailed input about regression coefficients (exact value [30] or full prior [12, 15] and simple input discarding a subset of features [6, 26] ). This kind of user input is easy to give (difficulty C2 and C3, self-reported in post-study survey: 50% easy, 29% neutral), but powerful in improving the predictive performance. However, the model is potentially sensitive to errors in user input. Also, although providing user input on positive effects was natural for the prediction task considered here, in other cases negative user input may be useful. We will consider these issues further in future work. Our user model formulation has the additional benefit of allowing integration of auxiliary data when defining feature descriptors. This is particularly important when the sample size decreases, and training data alone would not provide enough information to guide user interaction.
CONCLUSION
We have presented a novel approach for eliciting tacit knowledge from domain experts and using it as prior knowledge to improve the accuracy of prediction models for "small n large p" problems. A user study indicates the effectiveness of our approach in contrast to a non-interactive prediction model, and one that is interactive but suggests features for user input at random. In the future, we will: evaluate this approach on other real-word data; explore how visualizations can facilitate knowledge elicitation; and investigate ways how to extend the prediction model to multiple output learning.
