An equitable graph coloring is a proper vertex coloring of a graph G where the sizes of the color classes differ by at most one. The equitable chromatic number, denoted by χeq(G), is the smallest number k such that G admits such equitable k-coloring.
Introduction
The Vertex Coloring Problem (VCP) arises in numerous applications. For example, consider the case of assigning a set V of n jobs to k identical machines. We assume that mutual conflicts between the jobs exist, so that, if v, w ∈ V are in conflict, they cannot be assigned to the same machine. We represent these relations among the jobs by a graph G = (V, E), denoting jobs as vertices with an edge between them if the corresponding tasks are in conflict. Given some k ∈ N, VCP asks whether the jobs can be partitioned into k sets C 1 , . . . , C k of pairwise nonadjacent vertices each to be processed on the same machines. The chromatic number χ(G) defines the smallest number of machines required to process all the jobs at once. More formally, the graph G admits a k-coloring if V can be partitioned into k sets C 1 , . . . , C k of pairwise nonadjacent vertices and the chromatic number χ(G) is the smallest number k such that G has a k-coloring. The sets C i are called color classes and Π := (C 1 , . . . , C k , C k+1 , . . . , C n ) with C k+1 = · · · = C n = ∅ is called a k-coloring. With respect to fairness, i.e., concerning machine usage, a natural constraint is to distribute the number of jobs equally among the machines. That is, given some k ∈ N, the task is to partition V into stable sets C 1 , . . . , C k such that their sizes differ by at most one. We refer to this task as the Equitable Graph Coloring Problem (ECP). The equitable chromatic number χ eq (G) is defined as the smallest integer k such that G possesses a k-coloring Π eq where ||C i |−|C j || ≤ 1 for all color classes i, j ∈ {1, . . . , k}.
From an economical point of view, the knowledge of χ eq (G) is important in a number of applications, e.g., in scheduling problems or, even more applied, in municipal services such as garbage collection, see [4] . An equitable coloring of a star is presented in Figure 1 . The example also shows that the difference between the chromatic number and the equitable chromatic number is, in principle, unbounded. In particular, given a star S with k ∈ N ≥3 nodes, we have χ(S) = 2 and χ eq (S) = ⌈ via network flows. We remark that a similar construction has been made by de Werra [7, 8] and that this scheme also includes the pruning rule derived in [13] . Computational experiments (Section 5) show that a straight forward implementation where this scheme is evaluated by a flow problem improves the original algorithm with respect to speed, number of solved instances given a fixed time limit and nodes in the search tree. However, the execution of flow algorithms at each node of a search tree is time consuming. Therefore, we discuss how arithmetical pruning rules can be derived from the network model. That is, we apply a result of Hoffman [2] which yields a complete description of our network pruning model in generalized Hallconditions. In Section 4, we classify these conditions. We will see that there are exponentially many (non-dominated) conditions, a selection of which we apply within our algorithm. Computational Experiments show, that this yields an enumerative equitable coloring algorithm which is faster than the original algorithm in all but some of the largest instances.
Definitions and Related Work
We repeat basic definitions and briefly describe the approach from Méndez-Díaz et al. [13] to tackle ECP. For this section and the remainder of the work, we assume a graph G = (V, E) to be given. We start with some basic observations. Since any equitable coloring is a coloring, it is clear that χ(G) ≤ χ eq (G). Let k ∈ N be fixed. If G admits an equitable k-coloring, the sizes of the color classes are fixed. Recall that a clique is a set of pairwise adjacent vertices and that we call a set of vertices stable if it only contains pairwise nonadjacent vertices. In the following, we adopt several notations and definitions from [13] . A partial k-coloring of G is given by Π p := (C 1 , . . . , C k , . . . , C n ) such that: all C i ⊆ V, i = 1, . . . , k are pairwise disjoint, C i = ∅ for i ≥ k + 1, and the C i are stable for i = 1, . . . , k. Note, that a partial coloring can also be completely empty, i.e., C i = ∅ for i = 1, . . . , n. We denote the set of uncolored vertices by U (Π p ) := V \ (C 1 ∪ · · · ∪ C k ). In the following, we make extensive use of the following property:
Definition 1 (extendability property). A partial k-coloring Π p can be extended to an (equitable)k-coloring fork ≥ k if and only if there exists an (equitable) k-coloring Π eq = (C 1 , . . . ,C n ) such thatC i ⊇ C i for i = 1, . . . ,k.
For any colored vertex v with v ∈ C i for some i = 1, . . . , n, we define Π p (v) := i as the Π p -color of v. For any uncolored vertex v ∈ U (Π p ), denote the forbidden colors of v as D Πp (v) := {Π p (w) | w ∈ V \ U (Π p ), wv ∈ E}, the set of free colors as
We refer to the saturation degree of vertex v ∈ V as ρ Πp (v) := |D Πp (v)|. For any uncolored vertex v ∈ U (Π p ) and a color i ∈ F Πp (v), we define the operation
as the extension of Π p with < v, i > which assigns the uncolored vertex v to a (possibly empty) color class C i .
An exact algorithm to solve ECP is EQDSATUR as presented in [13] . Its basic idea is to enumerate all colorings of G via DSATUR (cf. [5] ) and, thereby, eliminating non minimal and non equitable colorings to find a minimum equitable coloring. The nodes of the enumeration tree correspond to (different) partial colorings which are subsequently extended to full colorings.
EQDSATUR (see Algorithm 1) is initialized at the root node of the enumeration tree with two global bounds for χ eq (an upper bound k, a lower bound k) and with an initial partial coloring Π p . For the sake of simplicity, these bounds are not denoted in Algorithm 1. The initial partial coloring can, e.g., be empty or be a colored clique of G. Then, an uncolored vertex v ∈ U (Π p ) of highest saturation degree, i.e., argmax{ρ Πp (v)}, is chosen. Note, that in case of a tie a random tie break (or more elaborate tie breaking rules cf. [13] , e.g., PASS-VSS) can be applied at Step 7. Now, for every available color i ∈ F Πp (v), a new branch is generated, which is given by the extended partial coloring Π p + < v, i > . In this process, each branch inherits its own upper and lower bounds on χ eq . In
Step 2, the algorithm chooses, driven by a node selection criterion, the next node of the tree and continues as for the root node. If, at some point, a partial coloring is extended to a complete coloring, the branch is terminated. Then, it is checked whether the resulting coloring is equitable and yields an improved boundk. Naturally, the algorithm stops when all nodes are pruned/terminated, i.e., when all potential partial colorings have been tested.
Note, that this basic form of DSATUR can naturally be intertwined with pruning rules, for instance in Step 9, when updating the bounds k and k for the specific branches of the enumeration tree. Due to the exponential size of such an enumeration, from a practical perspective, good pruning rules are essential to reduce the size of the tree. For ECP these rules can be categorized into two groups. Pruning if
• a known upper bound for χ eq (G) cannot be improved by extending the coloring of the considered node.
• a partial coloring cannot be extended to an equitable coloring.
Algorithm 1 EQDSATUR
Require: Graph G = (V, E) with a partial coloring Π p Initialize: T ← {Π p } ⊲ T = enumeration tree 1: while T = ∅ do 2:
Evaluate Π p . 
if not prune(Π p + < v, i >) then 10:
We repeat some further definitions to introduce the results of [13] . Consider G and a partial coloring Π p , we denote by M (Π p ) := max{|C i | | i = 1, . . . , n} the size of the largest color class. Denote by 
Or, given a lower bound k for χ eq (G), it is n ≥ (M (Π p ) − 1) max{k, k} + t(Π p ).
The (first) condition of the foregoing theorem can be stated in a slightly different form. By subtracting k i=1 |C i | from both sides of the inequality, we obtain the equivalent formulation
EQDSATUR employs Theorem 1 as pruning rule: At each node of the search tree, given a partial coloring Π p , an uncolored vertex v ∈ U (Π p ) and a color i ∈ F Πp (v), it is to check whether
If any of the two conditions is not fulfilled, the branch is pruned. More informal, the theorem translates to: "There have to be enough uncolored vertices, to fill up all color classes to the size of the currently largest one minus one". A visual interpretation of the result is given in Figure 2 . In the figure, a coloring is depicted in which the largest color class (blue) has size three, the other three color classes have size one. Since there are only two uncolored nodes left, the coloring cannot be extended because not all color classes can be filled up to include at least two nodes each (which requires at least three additional nodes).
Flows and Partial Colorings
In this section, we present a flow-based scheme to model necessary conditions on partial colorings to be extendable. By means of this scheme Theorem 1 and additional, stronger conditions for extendability can be derived. Note that the presented construction is similar to a network model presented in [7, 8] .
Throughout this section, we assume a graph G together with a partial coloring Π p with k colors to be given. Therefore, we consider the simplified notation
Modeling Extendability via Network Flows
We model the extendability of a partial coloring Π p to an equitable k 0 coloring by a flow. That is, we describe a network where the vertices correspond to (uncolored) nodes of G and to the k 0 available colors, respectively to their color classes. The coloring is extendable if a flow from each uncolored vertex to a color (class) exists. Let a number of colors k 0 ≤ n be given. We emphasize that k 0 is not necessarily equal to k as the number of colors used in Π p . Let U be the union of l disjoint vertex sets U 1 , . . . , U l . Moreover, denote by α j = α(G U j ) an upper bound on the size of the maximum stable set, i.e., on the stability number, of the subgraph induced by U j . In order to model the extendability of Π p we define the directed network N (G, Π p , k 0 ) := (V N , A N ). For a visualization, we refer to Figure 3 . Formally, the construction writes as follows: Let C = {1, . . . , k 0 } be a set of vertices corresponding to the considered colors. With a slight abuse of notation, let U = l j=1 U j be a set of vertices corresponding to the uncolored nodes in G. For each j = 1, . . . , l, let F j be a copy of C and let F = l j=1 F j . We write f j (i) for the vertex in F j corresponding to (a copy of) color i. Then, adding a
. . . source node s and a sink node t, the vertex set V N is defined as
The arc set A N is then composed of the arc sets A 1 , . . . A 4 . Hereby, A 1 connects s to U , i.e.,
Similar, A 3 , connects each node in F to the corresponding color in C
We define the corresponding arc capacities as follows: Let minimum/maximum arc capacities be c : 
for i = 1, . . . , k 0 and for j = 1, . . . , l.
Theorem 2. Consider G and its partial k-coloring Π p . Assume k 0 ≥ k and that M ≤ ⌈ n k0 ⌉. Suppose that the set of uncolored vertices U is the union of l disjoint vertex sets U 1 , . . . , U l . Let α j be given for j = 1, . . . , l. If Π p can be extended to an equitable k 0 -coloring, then the network N (G, Π p , k 0 ) has an admissible flow of value |U |.
Proof. The transformation of an extension Π of Π p into an admissible flow x of value |U | in N (G, Π p , k) is easy (compare Table 1 ). It is clear that the flow obeys the capacity restrictions for the arcs in A 1 . We check the capacities on A 2 , A 3 and A 4 : Since Π extends Π p , a node v ∈ U can only be colored with colors from F (v). A 2 contains only one arc connecting v ∈ U j to f j (i) for each color i ∈ F (v). Thus, the flow on A 2 is well defined and obeys the capacity constraints. By construction, all of the nodes f j (i) are connected to the node corresponding to the color i ∈ C. Hence, the flow on (f j (i), i) ∈ A 3 is well defined. Since in any (equitable) coloring, each color class yields a stable set, the flow |{v ∈ U j | Π(v) = i}| on the arc (f j (i), i), obeys to the given capacity, which is chosen as upper bound on the stability number. For any arc (i, t) of A 4 , Lemma 1 gives us the size of the corresponding color classes C i of Π, namely ⌊ n k0 ⌋ or ⌈ n k0 ⌉. Subtracting the nodes which are already colored by Π p , we obtain ⌊
and all capacity constraints hold. Flow balance holds by construction and the flow given by Table 1 has value |U |. Since v∈U c((s, v)) = |U |, the flow is maximum.
The condition ⌈ n k0 ⌉ ≥ M is worth explaining: If M (the size of a largest color class) is greater than ⌈ n k0 ⌉, there is no equitable k 0 -coloring extending Π p , because we need color classes of size at most ⌈ n k0 ⌉.
Theorem 2 establishes a necessary criterion when a partial k-coloring is extendable to an equitable k 0 -coloring for fixed k 0 ≥ k and thus, it can be extended to serve as a pruning rule within EQDSATUR: Given a partial coloring Π p in the search tree of EQDSATUR and the collection of uncolored vertices U, then U is decomposed into sets U j and the condition is to be tested for any
If none of the flow problems yields the desired flow, the current branch is pruned. For later reference, we rephrase the pruning scheme in Algorithm 2. If the algorithm returns true, the current branch in the EQDSATUR can be pruned.
if N (G, Π p , k) has an admissible flow of value |U | then 5: p ← f alse 6:
In this context, the choice of the decomposition of U (compare Algorithm 2, step (1)) is a central element for the success of the pruning scheme. However, it is not clear what a 'best' decomposition of U for the ECP is. Still, given a decomposition into sets U j , the knowledge of good bounds α j is crucial from an algorithmic point of view. The discussion of different decompositions is the topic of the next subsection.
Decomposing the set of uncolored vertices
As as first step, we establish a relation between the choices of U j and α j , and the result stated in Theorem 1. After that, we discuss a setting, for which Theorem 2 yields a characterization of extendability. In this case, if and only if Algorithm 2 returns true, the current branch in the EQDSATUR can be pruned. Finally, the previous findings are combined to achieve a strong setting for practical use.
A direct and fast approach
We consider the trivial decomposition U 1 := U and let Since the capacities of arcs in A 3 are |U | = |U 1 |, they do not restrict the flow any more and can be omitted. As a further relaxation, assume that F (v) = C for all v ∈ U . In other words, we assume that any vertex can still be colored with all colors. For a potential application of Theorem 2, we are looking for a maximum flow of value |U | in the corresponding networkÑ . A necessary condition for the existence of such flow is
Implying that there are enough uncolored vertices to reach equitability, resp. to fill up the color classes to the size of the largest one minus 1. Assume the contrary. Consider the cut induced inÑ by V \ {t}. There, the overall required (minimum) flow is
which can not be fulfilled if less flow leaves the source. So, we obtain the condition from [13] for extendability (compare Theorem 1). This condition offers two practical advantages: It is not depending on k 0 and it is easy to verify since it does not require to solve any flow problem.
Strong decompositions
We consider the case that U can be decomposed into l pairwise nonadjacent cliques U j and hence, it is α j = 1 for all j = 1, . . . , l. Then, for fixed k 0 , the flow model N (G, Π p , k 0 ) even yields a characterization of extendability:
The partial coloring can be extended to an equitable k 0 -coloring if and only if the network N (G, Π p , k 0 ) has an admissible flow of value |U |.
Proof. Suppose that N has a maximum flow x of size |U |. The capacities
for all arcs a ∈ A 3 and for all i = 1, . . . , k 0 , j = 1, . . . , l ensure that each vertex v ∈ U j gets a different color i ∈ F (v). Hence, the flow transforms into a proper
If the network N has no admissible flow of value |U |, Theorem 2 shows that there is no equitable k 0 -coloring which extends Π p .
In the case where U decomposes into non adjacent cliques, the scheme corresponds to the model employed by de Werra in [7, 8] applied to equitable coloring.
A mixed approach
Up to now we have seen two decomposition variants of U. It is clear that the first one yields a very practicable but weak approach, while the second one provides a very impractical (since in general U will not decompose into non-adjacent cliques) but strong approach with respect to pruning rules for EQDSATUR. Therefore, we propose a heuristic combination of the two approaches.
We decompose the set U into non-adjacent cliques U 1 , . . . , U j and some remaining vertices U 0 . The idea is that the part of the auxiliary network N containing the cliques will provide a relatively strong pruning condition, while the remaining part can only contribute to a weak bound. With respect to Theorem 2, we set α j := 1 for j = 1, . . . , l and α 0 := |U 0 | for the remaining noes. In this setting, the nodes in U 1 , . . . , U l can have connections to nodes in U 0 , such that N does not give a sufficient but a necessary condition for the extension property. However, in the course of EQDSATUR, |U | decreases. If at some point, U 0 = ∅, N collapses to the strong setting and yields a characterization of extendability at which the current branch can be terminated at latest. In this decomposition, only cliques U j with |U j | ≥ 2 have to be considered because singletons can be put into U 0 without weakening the pruning.
Example 1. An example of the mixed approach is given in Figure 4 . In this figure, we consider a graph with 12 nodes, which we color with a DSATUR algorithm. An equitable coloring with four colors exists and we assume that four is a known upper bound at the beginning of the algorithm. Therefore, the algorithm searches for a better coloring, e.g., one that utilizes only three colors. The algorithm colors the node in sequence, starting with one, two and so forth. As soon as a color is selected for node one, Theorem 2 diretly implies that the partial coloring cannot be extended. Hence, the algorithm immediatly terminates. This is easy to see, as each color class would contain exactly four vertices, two of which are required to be taken by vertices within the two cliques. Assuming that node one is in color class C i for some color i, all remaining nodes are connected to node one, i.e., the color class C i cannot get more than three nodes. This is a contradiction. Solely based on Theorem 1, the non-extendability could not have been verified as early. An algorithm with just Theorem 1 as pruning rule needs to visit hundreds of partial colorings.
Again, we remark that a 'best' decomposition of U is not known, but intuitively, it is desirable to cover as many vertices as possible by the cliques. Such a decomposition can always be obtained greedily, e.g., as it is shown in Algorithm 3.
Note that it requires a few additional definitions: For a subset U ⊆ V resp. a vertex v ∈ V we denote by δ(U ) := {w ∈ V \ U | vw ∈ E for some v ∈ U } and by δ(v) := {w ∈ V \ {v} | vw ∈ E} the open neighborhood of U resp. of v. We denote the degree of a vertex v ∈ V by deg G (v).
Algorithm 3 Find Non Adjacent Cliques
Require: Graph G = (V, E) with a partial coloring Π p Initialize:
while ∃v ∈ w∈U i δ(w) do
We point out that at the very first iteration, with a slight increase in computation time, the algorithm can be executed for different starting nodes to obtain a better result. 
Extendability and Hall Conditions
In this section, we derive arithmetical pruning rules (compare Theorem 1) from the flow model, describing necessary conditions for a partial coloring to be extendable. These can then be incorporated into an algorithm, without requiring to explicitly solve a flow problem. For this purpose, we focus on the network model for the extendability of the mixed approach without the source node s and the target node t, compare Figure 5 . We formulate the flow problem as LP and apply a theorem of Hoffman [2] to derive said conditions. This way, we obtain generalized Hall conditions which give conditions for the existence of such flow.
In the course of this section, we show that three families of conditions are already necessary and sufficient. These are presented in Conclusion 1, in Conclusion 2, and in Conclusion 3.
We require some additional notation: let 
holds for all v ∈ {0, ±1} m , w ∈ {0, ±1} n with wA = v.
Since many Hall type theorems can be reduced to it, Hoffman referred to his result as "the most general theorem of the Hall type". In our case, it is c ≡ 0 and hence, the condition boils down to
Furthermore, note that: Remark 1. Let w ∈ {0, ±1} n be given. It is wA = v ∈ {0, ±1} m if and only if w i = w j or w i = 0 or w j = 0 for all ij ∈ A. A visual interpretation of the condition is as follows: We choose nodes from the network and assign to them a sign. These vertices yield the vector w (non chosen vertices get the value zero). If we choose neighboring vertices, they must have the same sign. By v = wA, we obtain a signed selection of edges (according to the coefficients ±1 of v). Therefore, by selecting a node set with plus or minus one, v corresponds to the incoming, respectively the outgoing arcs of this set. Both vectors v, w together define one of the inequalities in (5).
In the following, we systematically investigate different choices of vertex sets and the corresponding generalized Hall conditions. Therefore, let R + , R − ⊆ U, S + , S − ⊆ F, and T + , T − ⊆ C such that
Accordingly, define the vector
where 1 X denotes the incidence vector of the vertex set X. By construction, all possible choices of the vectorw correspond exactly to the possible choices of the vectors v in Theorem 4 and we obtain the following reformulation: 
We formulate a basic observation:
is dominated by the two conditions
where Condition (9) corresponds to Condition (8) for R + , S + and T + as given above and R − = S − = T − = ∅ and Condition (10) corresponds to Condition (8) for R − , S − and T − as given above and
Therefore, w.r.t Condition (8), it is sufficient to focus on the two vectors, respectively on the inequalities, induced bȳ
We call a vector w, respectively a collection of signed vertices dominating w.r.t. another vectorw, if its induced inequality dominates the inequality induced bỹ w. At first, we consider the conditions which are induced byw + .
Selecting vertices with a positive contribution
We consider inequalities which arise from vectors of the form w + := 1 R+∪S+∪T+ . Therefore, we set R − = S − = T − = ∅ in the remainder of this subsection.
Lemma 2. Given vertex sets R + , S + , T + as defined above and let
Inequality (9) (induced by w + ) is dominated by the inequality induced by 1R +∪S+∪T+ .
Proof. We divide the proof into two steps:
1. Assume that there is a vertex v ∈ U with v / ∈ R + but v ∈ δ − (S + ). Obviously, it is |R + | = |R + ∪ {v}| − 1 and
Since all other terms are unchanged, 1 (R+∪{v})∪S+∪T+ dominates 1 R+∪S+∪T+ .
2. Assume that there is a vertex v ∈ U with v ∈ R + but δ + (v) ∩ S + = ∅. Since |R + | = |R + \ {v}| + 1 and e(U \ R + , S + ) = e(U \ (R + \ {v}), S + ), the inequality 1 (R+\{v})∪S+∪T+ dominates 1 R+∪S+∪T+ because all other terms remain unchanged.
Restating the lemma, R + contains uncolored vertices which can still be colored by a color in S + . It implies that w.l.o.g., R + can be chosen maximally in that sense. In the light of this result, we assume w.l.o.g. that R + =R + in the following. Therefore, Inequality (9) collapses to
In the case T + = ∅, we obtain the inequality 0 ≤ |R + | which is trivially fulfilled. Therefore, we assume that T + = ∅ for the remainder of this section. The next result further classifies the dominating inequalities of the form (11).
Lemma 3. Let T + = ∅ be given. Assume that for any S + , R + is chosen accordingly to Lemma 2. A choice for S + such that
holds dominates any other choice of S + .
1. Suppose that there is a vertex v ∈ S + with v / ∈ δ − (T + ). We remove v from S + . After possibly changing the set R + (accordingly to Lemma 2), we obtain that 1 R+∪(S+\{v})∪T+ dominates 1 R+∪S+∪T+ , because all values remain unchanged except |R + | which possibly decreases.
Assume that there is v ∈ δ
− (T + ) ∩ F 0 with v / ∈ S + . We add v to S + and adapt R + accordingly. Therefore, 1 R+∪(S+∪{v})∪T+ dominates 1 R+∪S+∪T+ , because |R + | increases at most by |U 0 | whereas e(F 0 \S + , T + ) decreases by |U 0 | since v has exactly one outgoing arc.
The lemma implies that w.l.o.g., S + contains at most the vertices connected to T + . Furthermore, concerning the vertices in F 0 , it contains exactly all neighbors of T + . Hence, w.l.o.g., e(F 0 \ S + , T + ) = 0 and we obtain: Conclusion 1. With respect to Corollary 1 and Remark 2, it suffices to consider T + = ∅ and S + such that S + ⊆ δ − (T + ) and
Hence, the condition boils down to:
where R + is chosen depending on S + as described in Lemma 2. Concerning an application as pruning rule, it is clear that any choice of T + and S + yields a condition which has to be fulfilled for a coloring to be extendable. For a practical point of view, consider that T + corresponds to a selection of colors and that S + = δ − (T + ). In this case, there are no edges going from F C \ S + to T + and R + contains all vertices in U which can be colored by colors associated to T + , i.e., with a slight abuse of notation, the condition writes:
Or, from a combinatorial point of view: There have to be enough vertices which can be colored by colors of T + such that the corresponding color classes can be filled up to their cardinality requirement. We remark that this inequality can (theoretically) be strengthened. Clearly, such strengthening is difficult to realize in practice, since it relies on subset based arguments. However, with respect to our computational experiments, we discuss this strengthening for the case |T + | = 1. Hence, assume that T + = {f } for 'some color f '. Then, Condition (13) reads
Note that, in the current setting S + ∩F j contains a single element. The decision whether the inequality can be strengthened by excluding this element from S + can be encoded in the condition. We obtain:
That is, the selected color classes have to be filled up with at most one element per clique and all vertices in U 0 which can use these colors.
Selecting vertices with a negative contribution
We consider inequalities which arise from vectors of the form w − := −1 R−∪S−∪T− . Therefore, we set R + = S + = T + = ∅ in the remainder of this subsection. As in the previous subsection, we show that R − can be chosen accordingly to S − .
Lemma 4. Given vertex sets R − , S − , T − as defined above and let
Inequality (10) induced by w − is dominated by the one induced by 1R − ∪S−∪T− .
Proof. As above, we divide the proof into two parts:
1. If there is v ∈ U with v / ∈ R − and δ + (v) ⊆ S − , the inequality induced by −1 (R−∪{v})∪S−∪T− dominates the inequality corresponding to −1 R−∪S−∪T− because |R − ∪ {v}| > |R − | and e(R − ∪ {v}, V 1 \ S − ) = e(R − , V 1 \ S − ) hold. The remaining terms stay unchanged.
2. Similarly, assume that there is v ∈ U with v ∈ R − and there is u ∈ δ + (v) with u / ∈ S − . Then, the inequality induced by −1 (R−\{v})∪S−∪T− dominates the one corresponding to −1 R−∪S−∪T− because |R − \ {v}| = |R − |−1 and e(R − \{v}, V 1 \S − ) ≤ e(R − , V 1 \S − )−1. Again, the remaining terms stay unchanged.
We rephrase the result.R − contains all vertices in U , for which all outgoing arcs are in S − . This is the set of nodes which have to be colored by a color in S + . Lemma 4 implies that w.l.o.g., R − can be chosen maximally in that sense. Hence, we obtain e(R − , V 1 \ S − ) = 0 and the inequality collapses to
In the next paragraphs we discuss the two cases T − = ∅ and T − = ∅ with the choice of R − according to Lemma 4.
The first case. We start with T − = ∅, for which Inequality (16) reduces to
This inequality is dominated by inequalities for each set U j :
Corollary 3. Inequality (17) induced by −1 R−∪S−∪∅ is dominated by the (atomic) inequalities induced by
Proof. Observe that the sum of the atomic inequalities is exactly
If S − ∩ F 0 = ∅, the contribution to |R − | on the left side was at most |U 0 |. However, the contribution of |U 0 | · e(S − ∩ F 0 , C) on the right side is at least |U 0 |. Hence, Condition (17) is implied by Condition (18). Therefore, the dominating conditions solely depend on the sets F j . Note that from any element in F j exactly one arc goes to C. All in all, for T − = ∅, the strongest conditions are given by: Conclusion 2. With respect to Corollary 1 and Remark 2, for T − = ∅, it suffices to consider S − ⊆ F j for all j = 1, . . . , l, that is, the conditions
where R − is chosen depending on S − as described in Lemma 4.
We remark that Condition (19) corresponds to the well known Hall Conditions for matchings in bipartite graphs: S − corresponds to selection of colors, and R − contains exactly these nodes which have to be colored by these colors. Clearly there have to be more colors than vertices to permit a coloring.
The second case We consider the case T − = ∅ and discuss Inequality (16). Analogously to the 'positive' case, we state a first Corollary:
Lemma 5. Let T − = ∅ be given. Assume that for any S − , R − is chosen according to Lemma 4. A choice for S − such that
holds dominates any other choice of S − .
Proof. As before, we divide the proof into two steps:
1. Suppose that there is a vertex v ∈ δ − (T − ) with v / ∈ S − . We add v to S − . After possibly changing the set R − (accordingly to Lemma 4), −1 R−∪(S−∪{v})∪T− dominates −1 R−∪S−∪T− , because all values remain unchanged except |R − | which possibly increases.
Now, assume that there is
We remove v from S − and adapt R − accordingly. Therefore, −1 R−∪(S−\{v})∪T− dominates −1 R−∪S−∪T− , because |R − | (left hand side) decreases at most by |U 0 | whereas the right side (|U 0 | · e(S − ∩ F 0 , C \ T − )) also decreases by |U 0 | since v has exactly one outgoing arc to C \ T − .
The lemma implies that w.l.o.g., S − contains at least the vertices connected to T − , and w.r.t. U 0 , contains exactly the vertices connected to T − . Hence, w.l.o.g., e(S − ∩ F 0 , C \ T − ) = 0. We obtain:
Conclusion 3. With respect to Corollary 1 and Remark 2, it suffices to consider
Hence, the condition boils down to
where R − is chosen depending on S − as described in Lemma 4. . Again, we cannot state any further, general dominance relations. Still, "combinatorial" rules can be obtained straightforward, i.e., For a practical application, consider that T − corresponds to a selection of colors and that S − = δ − (T − ). In this case, there are no edges going from S − ∩ F C to C \ T − and R − contains all vertices in U which have to be colored by colors associated to T − , i.e., with a slight abuse of notation, the condition writes:
Or, from a combinatorial point of view: The number of vertices which have to be colored by colors in T − may not exceed the maximal cardinality of the color classes associated to T − . In contrast to Condition (15), no further strengthening via minimization subproblems is necessary due to the presence of the Hall Conditions (19).
Computational Study

Setting
In this section, we provide a computational evaluation of our results. As a basic solution algorithm, we consider EQDSATUR as presented in [13] (henceforth: STD). Note that this includes a check of the pruning rule (2) as described in Theorem 1 at step (9) in EQDSATUR. We compare the key figures/statistics of this algorithm to the same algorithm extended with the pruning rules described in this work.
In particular, we consider the algorithm FLOW. FLOW extends on EQDSATUR by, in step (9), after checking the rule (2), executing the Pruning Algorithm 2. Note that this takes place in every node of the search tree and that in step (1), the pruning algorithm calls Algorithm 3 to determine a decomposition of the uncolored vertices. Similar, we consider the algorithm COMB. COMB works exactly like FLOW, however, instead of solving a flow problem in step (4) of Algorithm 2, we evaluate the pruning rules (15), (19), and (21). Thereby, to achieve a fast runtime, we (only) consider sets T − and T + including a single or all but one color. This way, FLOW contains the strongest conditions but requires the solution of flow problems at every node of the search tree whereas COMB contains only a subset of conditions which can be tested arithmetically. For all our tests, we assume that upper (k) and lower bounds (k) on χ eq (G) are precomputed. In cases where k =k, we say that both algorithms solve the instance in 0 seconds. Both algorithms are initialized with a partial coloring of G, obtained by (greedily) coloring a maximal clique.
For both, the FLOW and the COMB algorithm, the extended pruning rules are inserted in Step 9 in the description of EQDSATUR, i.e., at first the pruning rule given by Theorem 1 is evaluated and if no pruning occurs, the pruning rules derived from the mixed approach are evaluated. By this setup, every instance solved by FLOW resp. COMB will require at most as many nodes in the search tree as if solved by STD. We employ two groups of test instances. The first one is made up from random instances, for the second group we consider instances from the DIMACS challenge. The random instances are generated according to the Erdős-Rényi graph model G(n, p) model for
For each combination of n and p, we generate a class of 200 test instances. We do not regard smaller instances as the running times are mostly insignificant below n = 40. For the case n > 70 the numbers of the instances which exceed the time limit becomes too large, such that these are neglected as well.
For all our computations, we employ an Intel(R) Core(TM) i7-3770 CPU @ 3.40 GHz with 32 GB RAM and a time limit of 3, 600 seconds. For all algorithms, we developed our own C++ code. The flow problems are solved by the Push Relabel algorithm by Goldberg (cf. [1] ) as provided in the Boost Graph Library for C++ [14] . Note that flow problems with lower bounds on the flow values can be solved by two max flow problems (see e.g. [6] ). The code for STD was used as a basis for the code for the other algorithms, providing comparability among both algorithms.
The remainder of this section is structured as follows. At first, in Subsection 5.2, we discuss the results of the random instances with n ≤ 65. Due to the size of this testbed (10, 800 instances), we consider this as our most significant study. In Subsection 5.3, we comment on results of larger instances (n = 70). In the following, in Subsection 5.4, we focus on specific instances from this test set (with n = 60) and evaluate more economic interpretations of our pruning rule, i.e, evaluating the pruning rules every x th nodes, etc. Finally, in Subsection 5.5, we focus on the results of the DIMACS instances.
Random Graphs
For the detailed results, we refer to Table 2 . In this table, we present three key figures to evaluate the success of the additional pruning rules, i.e., of the algorithms FLOW and COMB.
At first, for each algorithm, we report the average runtime (Time) of each class of instances. Hereby, each instance which cannot be solved within the time limit accounts for 3, 600 seconds of computation time. This way, the total average time multiplied with 10, 800 yields the overall time required to deal with all Table 2 : Solution time, number of instances meeting the time limit, and number of nodes in the tree of STD, FLOW and COMB for the random instances. instances. Obviously, the lower this value, the better. Additionally, we state the number of instances which cannot be solved within the time limit per algorithm. At last, we report the average number of nodes in the search tree required per algorithm. Hereby, the nodes of an "unsolved" instance are left out in the averages of all algorithms to allow a comparison of the required "nodes to optimality" of each algorithm.
We observe that the additional pruning rules are very strong, having a dramatic effect on all three key figures of the DSATUR algorithms. Over all classes/instances, even a straightforward implementation of the exact pruning scheme (FLOW) can reduce the runtime from 54.8 seconds down to 16.4 seconds (STD) on average. This decrease is enabled by a drastic decrease in the node count since STD requires, on average, 56 times more nodes than FLOW (to solve an instance to optimality). However, it is clear that the time required per node in the search tree of FLOW is larger than the one of STD, as the former has to solve multiple flow problems in each of them and has to sustain additional data structures for evaluating these problems. In comparison to FLOW, COMB is more lightweight, which results in a further decrease in solution time, down to 9.0 seconds per instance on average. Since COMB only evaluates a part of the criterion's of the flow problem, it requires more nodes than FLOW, but this trade-off appears to be beneficial for the overall solution time.
A further improvement of FLOW, respectively COMB over STD is the greatly increased stability of the algorithm. While STD cannot solve, on average 2.4 instances (out of 200) within the time limit, both extended algorithms can solve all but 0.2 of the instances. This is especially remarkable for the instance class n = 60 and p = 0.9, for which STD cannot solve 20 instances whereas FLOW (COMB) can solve all (but one of) the instances.
While, in general, the extended algorithms can greatly improve on STD, we remark that this trend does not hold for every instance class. For example, for n = 65 and p = 0.4, both extended algorithms require more time (61.8, respectively 8.9 seconds) compared to STD (4.2 seconds). Nevertheless, the overall improvements are substantial, indicating the strength and the importance of the pruning rules described in this work.
Large Instances
In this subsection, we give some concluding comments on how our algorithms behave for larger instances. In particular, we consider random instances with n = 70. For detailed results, we refer to Table 3 . What we can see, in comparison to the smaller instances, compare Table 2 , is that FLOW is not faster than STD anymore, whereas COMB is still the best algorithm. This is due to the problem size, which requires larger flow problems to be initialized and to be solved which is relatively more time consuming. However, COMB still outperforms the other two algorithms, both with respect to time and with respect to the number of solved instances. We refer to Figure 6 for a visualization for the average solution time for increasing problem size, pointing out that COMB is always the fastest algorithm.
In the case that even larger instances are to be considered, also compare the results on the DIMACS instances in Subsection 5.5, the algorithms have to be adapted as the additional overhead due to the extended pruning rules rises. One way of doing so is by updating the pruning schemes lazily, as described in the next Subsection. In general, when the problem size increases, the necessary data structures and the time spent updating and searching in these increases as well. This way, custom implementations, especially tailored for larger networks become necessary. In this context, COMB could also be adapted to be even more lightweight by not considering the Pruning Rule (21) as this rule requires substantially more effort, from a data lookup perspective, than the other rules. All in all, the larger the problems become, the less likely it is that a single variant/implementation of an algorithm is equally well fit for both, small and very large problem sizes. Naturally, the same arguments apply to other parameters such as graph density as well, the more specific a certain testbed is, the more worthwhile is a custom implementation of an algorithm.
Lazy Application
In the previous subsection, we have observed that a DSATUR based algorithm for the ECP greatly benefits from additional pruning rules. However, such pruning rules induce additional effort on the computational side, i.e., through additional data structures which have to be updated or through the flow problems which have to be solved. In this context, a natural question is whether the runtime of our extended algorithms can benefit of a lazy application of such pruning schemes. We elaborate on this in the following.
In general, the additional time investment of the pruning rules depends on two factors. The first one is the repeated search for an improving clique decomposition (CD, compare Algorithm 3), the second one is creation and solution of the flow problems, respectively the evaluation of the combinatorial pruning rules. In the setting presented above, both actions are performed once per node of the tree. Therefore, reasonable alternatives are to execute each of the actions only at every x th (x > 1) node in the search tree. However, computational experiments show that evaluating the pruning scheme, that is the combinatorial pruning rules (as in COMB) or the flow problem (as in FLOW) in such lazy manner significantly worsens the runtime of our algorithms and even leads to solving fewer instances in the time limit. Contrasting this, looking for an improving CD, i.e., executing Algorithm 3, only in every second, third or fifth node can improve the runtime of our algorithms. We refer to Table 4 for an evaluation of the modified COMB algorithm for the random instances with n = 60. Note that we do not regard the four instances which cannot be solved by COMB, thus the figures for COMB are different to the ones in Table 2 . All remaining instances are solved by all the variants of COMB. As we can see in Table 4 , a lazy application of the CD decreases the runtime of COMB. This trend is more pronounced, the "lazier" the CD is updated. E.g., for x = 2 (that is updating the CD at every second node in the tree), the runtime decreases by 25% whereas for x = 5, the reduction exceeds 30 percent. The time saved in calculating the new CD is well worth the increase (26%) in the number of nodes in the search tree when working with a potentially worse CD. We point out that the same holds for FLOW, but to a lesser extend. Note that we did not evaluate any further variants for x > 5 as we speculate that, at some point, depending on the problem sizes, the improvements diminish and the algorithm becomes slower again.
As mentioned above, evaluating the pruning scheme in a lazy manner has a negative effect on the overall runtime of the algorithms. Combining this with the lazy update of the CD still has an overall negative impact. Thus, the "best", with respect to runtime, variation of the STD algorithm is to extend it with the combinatorial pruning rules and to apply a lazy update of the CD while explicitly evaluating the pruning rules at every node in the search tree.
DIMACS Instances
In this subsection, we briefly discuss the behavior of our algorithms on the instances of the DIMACS challenge. All results of instances solvable within a time limit of 7, 200 seconds (24 in total) are displayed in Table 5 , all remaining instances cannot be solved by any of the three algorithms within the time limit. The DIMACS instances are particularly difficult for (standard) graph coloring problems and, apparently, they are also difficult for the ECP since only a fraction of the instances can be solved. We point out that in some cases, all algorithms require the same amount of nodes in the search tree, indicating the weakness of the (additional) pruning rules.
What we can observe in the table is that, on all instances, FLOW respectively COMB requires 7, 291 respectively 4, 115 seconds in total (excluding the 7, 200 seconds per unsolved instance), in comparison to the 10, 123 seconds required by STD. It is important to note that each of STD and FLOW cannot solve a different group of five instances. COMB cannot solve six instances. In total, COMB cannot solve all instances FLOW can solve but there are instances which COMB can solve but FLOW cannot. However, in contrast to the previous section, the FLOW algorithm seems to be preferable in this setting.
However, the picture is mixed as all algorithms struggle with different and large parts of the instances. We believe that the weakness of FLOW, respectively COMB, in comparison to the findings in the previous section is due to the size and the low density of the regarded instances. In the case of large and sparse instances, the additional data structures required by FLOW (COMB) are rather time consuming to maintain. At the same time they yield little benefit as the pruning scheme is rather weak. All in all, it is clear that for the DIMCAS instances, more sophisticated implementations of the pruning rules become necessary as the feasibility of "one size fits all" approaches diminishes due to the problem size. Still, we believe that additional pruning rules are central for a successful algorithm regarding these instances.
Conclusion
In this work, we have presented a flow based scheme for the generation of pruning rules for EQDSATUR. The scheme includes state of the art pruning rules as presented in [13] and extends them. The pruning decision is encoded in the flow problem, based on which further combinatorial pruning rules (formulae) have been devised. To evaluate our results, we added the new pruning rules to the EQDSATUR algorithm. We considered two variants, in the first, the flow problem is evaluated explicitly (FLOW), in the second we only consider a selection of combinatorial pruning rules (COMB). In our experiments, we have observed that, even a naive implementation of the pruning scheme via a flow problem (FLOW) is already sufficient for time competitiveness. However, an algorithm which relies on the combinatorial pruning rules (COMB) usually outperforms the naive approach, yielding the overall fastest algorithm. In all our random test instances COMB was the fastest, most stable algorithm. However, the DIMACS instances prove to be very difficult, respectively too large, for the ECP. There, the additional overhead of the pruning rules could not pay off, such that COMB, respectively FLOW could not significantly improve over the standard EQDSATUR algorithm (STD). In any case, the potential in the reduction of necessary nodes in the search tree is tremendous.
All in all, the here presented pruning rules greatly expand the ones already known in the literature and can benefit the existing algorithmic approaches. That is, they can directly be incorporated into enumerative algorithms and can as well be used as cutting planes for MILP approaches, compare [11] . We advise to use them wherever applicable. However, with respect to the enumerative algorithms considered here, for large instances, more sophisticated implementations become necessary to avoid too costly operations for evaluating the pruning rules.
