Abstract. In earlier papers of the author it was shown that some simple commutator identities on an associative algebra generate integrable nonlinear equations. Here, this observation is generalized to the case of difference nonlinear equations. The identity under study leads, under a special realization of the elements of the associative algebra, to the famous Hirota difference equation. Direct and inverse problems are considered for this equation, as well as some properties of its solutions. Finally, some other commutator identities are discussed and their relationship with integrable nonlinear equations, both differential and difference, is demonstrated. §1. Algebraic identities 1
§1. Algebraic identities

Commutator identity and a linear difference equation.
Suppose we have an associative algebra with unity I over the complex field C. Let a 1 , a 2 , and a 3 be some complex parameters. Then for any pair A, B of elements of this algebra such that (A − a 1 I) −1 , (A − a 2 I) −1 , and (A − a 3 I) −1 exist in this algebra, we have the following identity: where ε ijk is a totally antisymmetric tensor, ε 123 = 1, and where we have omitted the unity operator as a multiplier of a j . This identity is a trivial consequence of associativity, and it is proved by multiplying, say, from the right by (A − a 1 )(A − a 2 )(A − a 3 ). One can consider a more general situation where the a j are elements of the same algebra that commute with A and B, but here we use a j ∈ C. Relation (1.1) can be written in a simpler form if we introduce the operation B. It is clear that the algebra generated by these operations is commutative, but it is not free, because relation (1.3) is a constraint in the sense of this algebra. Now we introduce dependence on discrete "times" m n ∈ Z, n = 1, 2, 3, where the e n are the "vectors" e 1 = (1, 0, 0), e 2 = (0, 1, 0), e 3 = (0, 0, 1), (1.6) we see that
Thus, by (1.1) (or equivalently, (1.3)), B(m) obeys the following difference equation:
Below we develop a procedure that enables derivation of the nonlinear difference equation (specifically, the Hirota equation) and its Lax pair via a special realization of the elements A and B. In this construction equation (1.8) will play the role of the equation on the spectral data of the Lax operator. Here we only mention that if a 1 = a 2 = a 3 , then equation (1.8) becomes meaningless. If, say, a 1 = a 2 = a 3 , the equation is trivially solvable:
, where B 1 and B 2 are arbitrary functions of their arguments. We see that the Cauchy problem with respect to one of the variables m n is undetermined in this case. In order to avoid such degenerate situations, we always assume that all three parameters a n are different. §2. Hirota difference equation, and the Lax pair 2.1. Extended operators. The function B(m) can be viewed as a function of two "space" variables (say, m 1 and m 2 ) and one "time" variable (correspondingly, m 3 ) with evolution given by (1.8). Thus, here we deal with functions of two variables and their evolution with respect to the third variable. The operators on this set of functions are (infinite) matrices F m,m , where m and m are double indices, m = (m 1 , m 2 ), m = (m 1 , m 2 ), and m 1 , m 2 , m 1 , m 2 ∈ Z. In order to develop our construction, we embed a subspace of these matrices in the set of some special objects; by analogy with the continuous case, these objects will be called extended operators; see [3] - [6] .
Let
with respect to the variables
We emphasize that no kind of analyticity of the functions F (ζ 1 , ζ 2 ; z 1 , z 2 ) with respect to their variables is assumed, and we omit writing, say, the variables s z in the dependence of F only for brevity. For the same reason, in what follows we use expressions of the kind zζ, 1/z, etc., to denote the following pairs of complex variables:
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On the set of such functions F (ζ; z), we define the following linear operations:
transposition: (2.5) and Hermitian conjugation:
* , as always. We also define the composition of such functions via the integral
if it exists in the sense of distributions; here we have used the notation
Let F m,m be an arbitrary matrix such that the "Fourier series"
converges in the sense of distribution (see (2.1)), where the variables ζ and z obey conditions (2.2). Then this relation determines a map
i.e., the embedding mentioned above. It is clear that by (2.9) we get a function depending on six real variables, instead of a matrix depending on four real numbers. For this reason, all operators F introduced above will be called extended operators with kernels F (ζ; z). Now, defining
we easily see that if F (ζ; z) (see (2.9) ) is the image of a matrix F m,m , then the right-hand side is independent of |z 1 | and |z 2 |, and this relation is the inversion of the transformation (2.9). In the case where F extends a matrix F, it is easy to check that F T , F * , and F † in (2.4)-(2.6) are the kernels of the transposed, complex conjugate, and Hermitian conjugate matrices F T , F * , and F † . In the same way we can check that in this case the standard product of matrices,
has extension F G with kernel given by (2.7).
As the simplest examples of extensions, we consider the unity and shift matrices. The image of the unity matrix is the unity (with respect to composition (2.7)) operator I:
where
is the delta-function on the contour, i.e., (2.14)
for a test function f (ζ). Likewise, for the (infinite) shift matrices (T 1 ) m,m and (
Clearly, a characteristic property of the quasidiagonal matrices is that the kernels of their extensions (2.9) are meromorphic functions of the variables z 1 and z 2 (with the only singularity at zero).
As was mentioned before, in a generic situation the functions F (ζ; z) have no property of analyticity. The main advantage of the set of extended operators is the possibility to associate, with any operator F , two new operators s ∂ 1 F and s ∂ 2 F with kernels given in terms of the s ∂-derivatives with respect to z j :
so that they control the deviation of F from analyticity. By (2.7), the Leibniz rule for these s ∂-derivatives takes the form
For future references, we mention that in the specific case where the kernel of F equals F (ζ; z) = f (z)δ c (ζ), from (2.7) and (2.14) it follows that the similarity transformation of an arbitrary operator G has the kernel
2.2.
Operator realization of elements of an associative algebra. The operator L 0 . We realize elements A and B of an associative algebra as extended operators in the sense of the definitions in Subsection 2.1 with kernels A(ζ; z) and B(ζ; z), respectively. Here we impose conditions on this realization that enable us to derive the Lax pair and nonlinear integrable equations; see [1] and [2] . 
In order to use this property, we recall that in the algebraic approach to integrable hierarchies (see [7] - [9] ) it was proved that under the Zakharov-Shabat procedure [10] , the two lowest times simply shift the space variables (in the case of the main symmetries, [11] ). Under our approach, choosing m 1 and m 2 to be space variables as in Subsection 2.1, we impose the following condition. 
i.e., there exists an operator 22) shows that the kernel of the operator A is independent of z 2 . Thus, as in [1] , we also impose the next condition. 
is the standard δ-function of the complex variable w = w + iw (not the contour one defined in (2.13)). 1 Thus, there exists a function b(m, z 1 ) such that
where, thanks to (1.4) and the δ-function in (2.28), the m-dependence of the function b(m, ζ) looks like this:
b(ζ) being a function of ζ only. It is easily seen that, in general, the m 3 -dependent factor may grow with m 3 . In order to exclude this growth and also to preserve symmetry with respect to m 1 , m 2 , m 3 , we must assume that this factor is unimodular. This condition, which we always assume below, is equivalent to the property that any two of the three differences a 1 − a 2 , a 2 − a 3 , a 3 − a 1 have arguments equal mod π.
Transformation operator, the Lax pair, and the nonlinear equation.
Following the general method suggested in [1] and [2] , we introduce the dressing operator ν as a solution of the following s ∂-equation:
By analogy with Condition 3, we look for an operator whose kernel is independent of z 2 , i.e., ν(ζ; z) = ν(ζ; z 1 ). We fix a solution of (2.30) by normalizing ν to be equal the unity operator at the singularity point of L 0 (ζ; z) by z 1 . By (2.12), (2.15), and (2.24) this kernel is equal to
and the normalization condition reads as (2.32) lim
In what follows we assume that problem (2.30), (2.32) is uniquely solvable. We introduce the m-dependence by the equation 
where U (m, ζ) is the 1/z 1 -term of the expansion of ν(m, ζ; z) at z 1 -infinity:
By the unique solvability condition for problem (2.30), (2.32), we have
2 , and U (m) is the operator with the kernel U (m, ζ). A specific property of this kernel is its independence of z 1 . Accordingly, the inverse transformation (2.10) yields (2.39) so that the matrix U is diagonal with the following diagonal elements: a 1 − a 3 )B(m)(T 1 + a 1 − a 3 ) −1 . Then as above we get
In order to present these equations in a more standard form, we introduce the Jost solution via the kernel of the transformation operator
so that z 1 plays the role of the spectral parameter. Then (2.41) takes the form
and (2.42) reads as
where the spectral parameter is denoted by k = z 1 for simplicity. We mention that, by (2.32) and (2.43), the Jost solution is normalized at k-infinity, k ∈ C, as
We see that, by the symmetry of the problem, the first and second equations of the Lax pair can be exchanged. Observe that the difference of these equations
is also symmetric with respect to the previous equations, so that any two of them can be taken as the Lax pair. The compatibility condition of these two equations gives
where Δ is the difference operator defined in (1.5); this is the Hirota difference equation for the function u = u(m 1 , m 2 , m 3 ) . Clearly, equation (1.8) is a linearization of this equation. [12, 13] in its bilinear form, the Hirota bilinear difference equation (HBDE), as an equation on the tau-function. It is often regarded as a fundamental integrable system, because many other integrable equations, such as KdV, KP, mKdV, mKP, the two-dimensional Toda lattice, the sine-Gordon, the Benjamin-Ono, etc., were shown to arise as special (continuous) limits of the HBDE. It also presents itself as a model-independent functional relation for the eigenvalues of quantum transfer matrices. A detailed survey of this equation was given in [14] ; see also the references therein. Elliptic solutions of the HBDE were considered in [15] . In [16] it was called the "generalized KP hierarchy", and equation (4) of that article can be rewritten in the form (2.48) after the change of parameters a j → −1/a j .
Some remarks on the Hirota difference equation.
The Hirota difference equation was introduced in
2.4.2.
In Subsection 1.1 we mentioned that the case where at least two parameters a n coincide is degenerate. The same can be seen from (2.48). Say, if a 1 = a 2 , then equation (2.48) has a solution u such that Δ 1 u = Δ 2 u. Thus, the condition that all the a n are different is essential to have a nontrivial equation on u m . But even under this condition, if the equation Δ 1 u = Δ 2 u is valid, then (2.48) reduces to the linear equation [(a 1 − a 2 )Δ 1 u + (a 2 − a 3 )Δ 3 ]Δ 1 u = 0 again. Thus, it is natural to assume that all finite differences Δ n u are distinct, at least at the initial value of m 3 . On the other hand, it is clear that, introducing the new dependent variable
we can remove the parameters a n from equations (2.48) and (2.44), (2.45) (or (2.47)) of the Lax pair, e.g.,
Since these parameters play an essential role in the evolution (2.29) of the spectral data, this means that the direct (see §3) and inverse problems are solvable only in the case where u(m) decays sufficiently rapidly as m → ∞. The condition that u(m) decays at least in some direction is necessary for uniqueness: addition of a constant to u(m) affects neither equation (2.48), nor the Lax pair.
2.4.3.
The relationship between (2.48) and the τ -function formulation of the HBDE follows from [17] ; in our notation here it looks like this: Precisely this relation is called the Hirota bilinear discrete equation; note that, as in the case of other discrete systems, it can be written in fairly different forms (see [14] ). §3. Direct problem
Here we briefly discuss the direct problem for the Lax operator (2.38). In the framework of the extended resolvent approach (see, say, [4] for details) the main object of the construction is the resolvent, i.e., the inverse of the operator L in the sense of composition (2.7): LM = I = ML. Under the conditions on U formulated in Subsection 2.4, we can define the resolvent with the help of the equation
is the resolvent corresponding to the case of the zero potential U , i.e., the inversion of the operator L 0 in (2.24). Explicitly, we get the following integral equation for M :
By definition, the resolvent obeys the Hilbert identity
where L and M have kernels L(ζ; zw) and M (ζ; zw), respectively, and w is a complex parameter. Then, using (2.16) and (2.17), for the s ∂-derivatives of M we get
Here ν and ω are operators with the kernels ν(ζ; z) = (ML 0 )(ζ; z)
where reduction appeared thanks to the s ∂-derivative of (3.1). The operator ν can also be defined by the following integral equation, which follows from (3.2) and (3.4):
.
It is easy to check that this ν satisfies equation (2.37) and the asymptotic condition (2.36), so that it coincides with the transformation (dressing) operator introduced in Subsection 2.3. Leaving details for a forthcoming publication, we only mention that ω is the dual transformation operator. In Subsection 2.3, the dressing operator ν was defined by equation (2.30), i.e., the equation of the inverse problem. Here, in the direct problem, we also get relation (2.28), where , which gives an expression for the scattering data b(ζ) in terms of the potential and transformation operator (i.e., the Jost solution if we use (2.43)). §4. Discussion
In the present paper, the observation of [1] and [2] concerning the equivalence between the integrability of nonlinear equations and the existence of commutator identities on associative algebras was carried over to the case of purely discrete systems. On the other hand, some identities used in [1] and [2] can be obtained as special limits of (1. The dressing procedure for this case can be developed as was explained in [2] , leading to the corresponding nonlinear integrable equation and its Lax pair.
