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Abstract—A large-scale complex system comprising many,
often spatially distributed, dynamical subsystems with partial
autonomy and complex interactions are called system of systems.
This paper describes an efficient algorithm for model predictive
control of a class of system of systems for which the overall
objective function is the sum of convex quadratic cost functions of
(locally) constrained linear subsystems that are coupled through
a set of (global) linear constraints on the subsystems coordination
parameters.
The proposed control algorithm is based on parametrization
and splitting of the underlying optimization problem into one
global coordination problem and a set of local optimization prob-
lems pertaining to individual subsystems. The local optimization
problems are solved off-line, via parametric optimization, while
the coordination problem is solved on-line. The properties of the
local parametric solutions are utilized to solve the coordination
problem very efficiently. In particular, it is shown that, for a
fixed number of coupling constraints, the coordination problem
can be solved with a linear-time algorithm in a finite number
of iterations if all subsystems have one-dimensional coordination
parameters.
Index Terms—Model predictive control, parametric optimiza-
tion, system of systems, distributed management, coordinated
control.
I. INTRODUCTION
MANY socio–technical systems consist of a large numberof partly autonomous subsystems with local selfman-
agement that are coupled by physical interactions via streams
of energy (electricity, steam) or material (water, gas, intermedi-
ates), forming so-called System of Systems (SoS) [1], [2], [3].
Examples of such systems are the electrical grid, buildings and
building complexes, petrochemical and chemical production
plants, water distribution systems, and gas networks. There is
inherently a conflict between the local optimization performed
by individual subsystems and the goals of the overarching
SoS or of society as a whole. For example, in the electrical
distribution grid, the local consumers want maximum comfort,
guaranteed power supply and a low cost of electricity, the grid
operator wants to maintain grid stability and high revenues
by cheap generation, low transmission losses and high sales
prices, and society wants to minimize the carbon footprint.
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Constituent subsystems and their interactions, resources and
goals clearly need to be coordinated if common (global)
desired outcomes are to be achieved. Moreover, the dynamic
interaction of locally managed subsystems gives rise to com-
plex dynamic behavior of the overall SoS. Hence, the lack
of proper coordination in SoS can easily lead to large-scale
disruptions, e.g. black-outs in the electrical grid.
The coordination of SoS can often be formulated as a Model
Predictive Control (MPC) problem. The main idea of the
discrete-time MPC is to forecast system behavior, as a function
of control inputs, by using a dynamic model of the system
that starts from a known (measured or estimated) initial state.
For a chosen cost function on a (finite) prediction horizon
and prescribed state/input constraints, the MPC computes the
optimal sequence of control inputs. Only the first element of
the optimal sequence is applied to the system and the entire
procedure is repeated at the next sampling instant, starting
from a new initial state. For more details on the theory of
MPC the reader is referred to [4].
For practical applicability of the MPC it is vitally important
to be able to solve the underlying optimization problem
at every time instant, i.e., within the sampling time. There
are basically two approaches to ensure this: i) the (off-line)
computation of the optimal control law, or ii) the use of
fast/tailored (on-line) constrained optimization algorithms.
The first approach – the so-called explicit MPC – employs
multi-parametric programming to compute the solution to the
underlying optimization problem as an explicit function of
the initial state. Such a function is precomputed off-line for
all possible values of the initial state. Hence, the on-line
computation reduces to a simple function evaluation [5]. The
main drawback of explicit MPC is that the complexity of the
off-line solution can grow exponentially with the number of
constraints in the control problem formulation. In practice, this
means that explicit MPC is applicable only for systems with
small number of states, control inputs and/or constraints.
The second approach consists of solving the underlying
MPC optimization problem (in most cases a linear or a
quadratic program) on-line at every sampling instant. Unfor-
tunately, the general purpose solvers are of limited use when
one has to solve computationally demanding optimization
problem, as is the case in optimal coordination of complex
SoS. The optimization problems arising in MPC algorithms
often have specific structure that can be exploited to tailor
the optimization algorithm and obtain the solution efficiently.
Several methods are proposed in the literature for efficient
interior point methods tailored to convex multistage problems
arising in MPC applications, c.f. [6], [7], [8], [9]. However,
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2a well-known drawback of these methods is their limited
warm start capability. A tailored active set strategy for the
fast solution of quadratic programs (QPs) arising in MPC was
proposed in [10], [11]. Although this method fully exploits the
knowledge of similarity between the solutions of subsequently
solved QPs, it does not benefit from the problem sparsity as
much as interior point methods do. A dual Newton strategy
that builds on ideas of interior point methods but still features
warm start capabilities of active set methods is proposed in
[12] for solving strictly convex QPs in the MPC setting.
Although the aforementioned, specifically tailored MPC
algorithms are very efficient, they all assume that the control
problem can be solved in a centralized fashion. Unfortunately,
this is not true in general, especially in the case of complex
SoS. In many instances the central coordinator does not have
full information about the local variables and constraints, e.g.
because of privacy issues, different ownerships, conflicting
economic goals, or management structures. In such cases
fully centralized coordination based on the MPC approach
is inapplicable [3]. The state-of-the-art approaches found in
literature usually deal with this problem by decentralization of
the computation – they decompose the original, large optimal
control problem into a number of smaller and more tractable
subproblems that can be solved in parallel (i.e., indepen-
dently). The overview of different approaches for distributed
MPC based on various distributed optimization methods can
be found in survey papers, e.g. [13], [14], [15]. Different
techniques can be found in the literature for distributed
optimization but most of these methods heavily exploit the
concepts of convexity and duality, i.e., the original problem is
often decoupled by introducing some dual variables to relax
coupling constraints. The problem is then to find the optimal
dual variables by maximizing the dual function. Typically, an
iterative (global) aggregation/(local) optimization procedure is
employed to find the globally optimal solution. The down-
side of these distributed optimization approaches is that they
usually require a great number of calculation/communication
iterations to converge to the solution [14], [16].
This paper describes a different, centralized MPC approach
that combines both the on-line and off-line computation for
coordinated control of SoS. The two main goals of the pro-
posed method are: i) to mimic favorable properties of classical
distributed optimization methods so that it is applicable in
an SoS framework (e.g. the protection of data privacy of
individual subsystems) and (ii) to have an efficient and scalable
on-line computation algorithm that can easily be applied to
large SoS. A considerable amount of the computational effort
is transferred to the off-line procedure thus allowing for more
efficient on-line computation. The overall control problem is
decomposed into smaller, decoupled local problems related
to individual subsystems and one coordination problem that
describes the coupling of the subsystems. The contribution
of each local subsystem to the overall cost function and its
optimal control actions are determined off-line, as the solution
to a multi-parametric Quadratic Program (mp-QP). This is
also motivated by real-life examples of SoS, e.g. a power
system where the grid coordinator needs to coordinate different
generators in order to meet the demand for electrical power
in the grid, while the generators declare their local behavior
to the coordinator with the cost-of-generation functions. The
globally optimal coordination parameters are determined on-
line by solving the coordination problem based on the off-line
solutions. There is no need for iterative exchange of infor-
mation between the central coordinator and local subsystems
to ensure the convergence to a globally optimal solution – a
limited amount of information (parts of local solution obtained
off-line) is sent to the coordinator by each subsystem only once
per sampling time. Thus, the central coordinator does not need
to know everything about local subsystems in order to find the
globally optimal solution. The optimal coordination problem
has a specific structure that rests on the theoretic properties
of multi-parametric solutions of local problems. The problem
structure enables design of a linear-time on-line coordination
algorithm that finds the solution in a finite number of iterations
and therefore, by utilizing efficient primal decomposition of
the optimization problem, allows the application of MPC to
an SoS with a large number of subsystems.
In [17] a similar idea of solving a distributed MPC with
a combined explicit-iterative approach is described. Trnka et
al. target a class of strictly convex quadratic optimization
problems with linear constraints, where complicating (global)
variables are coupled by equality constraints. Parametric solu-
tions of local subproblems are used in each iteration to build
the gradient and Hessian of a dual function and the global
coordination problem (the search for dual function maximum)
is solved by a damped Newton method. Although we focus on
a less general formulation of the optimization problem where
a dimension of global variable at each subsystem is equal to 1
(whereas in [17] an arbitrary dimension is allowed), in our case
the global coordination problem exhibits a special structure
that we exploit to develop an efficient linear-time algorithm
that scales well with the overall size of the SoS.
This paper significantly extends on the previous work [18]
in which a special case of a single coupling constraint was
considered. An algorithm presented here can handle more
coupling constraints. Furthermore, an in-depth description of
the on-line coordination algorithm that runs in linear time is
made, together with benchmark results from a numerical case
study.
The main contributions of the paper are:
• It is shown that, under the considered problem formula-
tion, the global coordination problem can be reformulated
as a (multiply constrained) continuous quadratic knapsack
problem.
• We describe an efficient linear-time algorithm, denoted as
the hyperplane searching (HPS) algorithm, that solves the
global coordination problem in a finite number of itera-
tions thus allowing for a superior scalability to large-scale
SoS. The algorithm generalizes the breakpoint searching
(BPS) algorithm to the case of multiple coupling con-
straints.
• The developed control algorithm is tested on a power sys-
tems numerical case study that shows favorable compu-
tational properties of the proposed approach. Numerical
results not only empirically confirm theoretical properties
of the on-line algorithm (i.e. its linear-time complexity)
3but also highlight its practical usefulness - drastic re-
ductions in on-line computation time are achievable (up
to two orders of magnitude smaller) compared to the
classical centralized MPC.
The rest of this paper is organized as follows. In Section II
the control problem – MPC for SoS – is defined, while
Section III describes the proposed solution method. In Sec-
tion IV a linear-time algorithm for the coordination problem
is described. The efficiency of the proposed approach is tested
on a numerical case study of a microgrid system in Section V,
followed by the concluding remarks in Section VI.
II. PROBLEM SETUP
We consider coordinated MPC of an SoS comprising M
coupled, locally controllable subsystems described by linear
time-invariant (LTI) dynamics
xi(t+ 1) = Aixi(t) +Biui(t), (1)
where t ∈ Z denotes discrete time, i ∈ {1, . . . ,M} is the
subsystem index, xi(t) ∈ Rnx,i and ui(t) ∈ Rnu,i denote state
and input of i-th subsystem at time t, respectively, while Ai
and Bi are constant matrices of appropriate dimensions.
It is assumed that the control objective for every LTI
subsystem (1), when considered in isolation, can be expressed
as a local MPC problem with some finite prediction horizon,
quadratic cost and linear constraints on the subsystems’ states
and inputs. Since every linear MPC problem can be formulated
as a multi-parametric Quadratic Program (mp-QP), see [5] for
details, in the rest of the paper it is assumed, without loss of
generality, that the local control problem has the form of the
following mp-QP
J?i (Φi,Θi) = min
Ui
Ji(Φi,Θi, Ui), (2a)
s.t. Cui Ui ≤ Cci + Cpi
[
ΦTi Θ
T
i
]T
, (2b)
with a convex quadratic cost function
Ji(Φi,Θi, Ui) :=
[
ΦTi Θ
T
i
]
Qpp,i
[
ΦTi Θ
T
i
]T
+ UTi Quu,iUi
+
[
ΦTi Θ
T
i
]
Qpu,iUi,
(2c)
where Ui ∈ RnU,i is the vector of local optimization variables
(e.g. control inputs on the prediction horizon), Φi ∈ RnΦ,i and
Θi ∈ RnΘ,i are the parameters, Qpp,i = QTpp,i  0, Quu,i =
QTuu,i  0 and Qpu,i are suitably sized cost matrices, while
Cui , C
c
i and C
p
i are suitably sized constraint matrices. The
properties of the optimizer U?i (Φi,Θi) and the value function
J?i (Φi,Θi) are summarized in the following theorem.
Theorem 1 (see [5]). Consider the mp-QP (2). The set of
feasible parameters
Pi :=
{[
ΦTi Θ
T
i
]T | ∃Ui : Cui Ui ≤ Cci + Cpi [ΦTi ΘTi ]T}
(3)
is a polyhedral set, the value function J?i : Pi → R is a convex
and continuous piecewise quadratic function on polyhedra
(PPWQ), and the optimizer U?i : Pi → RnU,i is a continuous
piecewise affine function on polyhedra (PPWA).
Note that the mp-QP (2) has two types of parameters:
local parameters Φi and coordination parameters Θi. The
vector of local parameters Φi includes all data that will be
locally available (obtained from measurements, estimations or
predictions from historical data; e.g., initial state of the i-
th subsystem) at the time instant when MPC problem has
to be solved. The coordination parameters Θi describe the
contribution of the i-th subsystem to the coupling constraints.
The coupling between constituent subsystems in the SoS is
described by m linear (in)equalities of the following form
M∑
i=1
aTi,jΘi
(≤)
= bj , j = 1, . . . ,m, (4)
where ai,j ∈ RnΘ,i and bj ∈ R are constant parameters.
These kinds of constraints typically arise in resource allocation
problems [19] and distributed production problems [20]. Note
that inequality constraints can be treated exactly the same as
equality constraints, e.g. by introduction of slack variables.
Therefore, in the rest of the paper, without loss of generality,
only equality coupling constraints in (4) are considered.
Coordination problem
The coordinated SoS aims to minimize the cumulative
cost of all subsystems while satisfying their local constraints
and global coupling constraints, i.e., one needs to solve the
following (centralized) coordination problem
min
U1,...,UM
Θ1,...,ΘM
M∑
i=1
Ji(Φi,Θi, Ui), (5a)
s.t. Cui Ui ≤ Cci + Cpi
[
ΦTi Θ
T
i
]T
, i = 1, . . . ,M, (5b)
M∑
i=1
aTi,jΘi = bj , j = 1, . . . ,m. (5c)
Note that Θi is treated as a parameter in the local control
problem (2), while in the coordination problem (5) it is one
of the optimization variables.
The overall control algorithm – MPC for SoS – runs in
a receding horizon fashion. The coordination problem (5) is
solved at every time sample t for fixed (measured or estimated)
values of parameters Φ1(t), . . . ,ΦM (t). Only the first element
u?0,i of the optimizer U
?
i is applied to i-th subsystem using
the control law ui(t) = u?0,i, i = 1, . . . ,M , and the entire
procedure is repeated at the next sampling instant. Although
(5) is a quadratic program – the global cost function (5a) is
a sum of convex quadratic local cost functions (2c) – that
can be solved by a centralized controller, we aim to solve it
more efficiently and in a manner that allows for protection of
subsystems data.
Remark 1. Note that local control problems (2) are consid-
ered to be heterogeneous in terms of prediction horizon length,
number of local constraints, number of subsystem states and
control inputs.
For simplicity, however, it is assumed that all local sub-
systems have the same sampling time. Note that one could
also handle the case with different sampling times – provided
they are all integer multiples of coordinator’s sampling time
Ts. In such case subsystems with sampling times larger than
4Ts would also have to provide a prediction of their behavior
between their respective samples.
Remark 2. The dynamic optimal dispatch problem in electri-
cal grid operation and control [20] can be formulated as (5).
In that case M subsystems are dispatchable generators, where
Ji(Φi,Θi, Ui) is the cost of power generation, Φi is initial
state (Φi(t) = xi(t)), Ui is the vector of control inputs on the
prediction horizon, and Θi is the desired generated electrical
power in steady state. The goal is to minimize the total cost of
generation (5a), while satisfying local constraints pertaining to
individual generators (5b) as well as power balance coupling
constraints (5c) induced by the grid itself.
Dimension of the coordination parameter
If the coordination parameter Θi is allowed to have an
arbitrary dimension, practically any control problem based on
model predictive control of linear(ized) SoS with quadratic
cost would be covered by this problem setup. When nΘ,i > 1
an iterative approach outlined in [21] can be used to solve
the coordination problem. Naturally, larger coordination pa-
rameters render more complex coordination problems and as
the parameter size increases, this approach is expected to be
less efficient. In this paper, however, we are focused on the
case when nΘ,i = 1 because in this case a very efficient
on-line algorithm that runs in linear time and retrieves the
globally optimal solution of (5) in a finite number of itera-
tions can be constructed. The requirement that the dimension
of the coordination parameter is equal to one is somewhat
restrictive in terms of applicability to a general class of SoS,
e.g. dynamically coupled systems. However, it allows very
efficient solution methods. In the example of electrical grid
from Remark 2, the subsystems were coupled by flows of
only one main product Θi – electrical power. One could,
in principle, introduce multiple secondary products to the
coupling constraints (4) if the secondary products were affine
functions of the main product, i.e. the coupling constraints (4)
could still be expressed in terms of Θi. One such example
is the network of combined heat and power generators that
can produce both the electrical power (main product) and heat
(secondary product) from some primary energy source (e.g.
natural gas). This example is further described in Sec. V.
III. SOLUTION METHOD
Since (5) is a convex optimization problem it can be restated
as follows
min
Θ1,...,ΘM
M∑
i=1
{
min
Ui
Ji(Φi,Θi, Ui)
s.t. Cui Ui ≤ Cci + Cpi
[
ΦTi Θ
T
i
]T
s.t.
M∑
i=1
aTi,jΘi = bj , j = 1, . . . ,m.
(6)
From (6) it is clear that the coordination of SoS, i.e.,
solution to (5), can be achieved with a hierarchically structured
controller, illustrated in Fig. 1, with two levels of control:
• A set of local controllers assigned to each subsystem at
the bottom layer of the control hierarchy. Each localized
computational unit has full knowledge of the local control
problem (2) data/variables, but it has no knowledge about
other subsystems.
• The central coordinator, which sits at the top of the
controller hierarchy, is a centralized computational unit
responsible for solving the coordination problem. It can
communicate with all local controllers, but it does not
have direct access to any of the subsystems. The central
coordinator has full knowledge of the coupling con-
straints, but the knowledge of the local control problems
is limited to the parts which the local controllers are
willing to share.
With the hierarchical structure in Fig. 1 in mind, the method
proposed in this paper for MPC of SoS combines off-line
and on-line computation phases. Firstly, in the off-line phase,
the local controllers solve their local control problems (2)
parametrically, to obtain the optimizer U?i (Φi,Θi) and the
value function J?i (Φi,Θi) as closed-form functions, which can
be readily done, e.g. by solving the corresponding mp-QP with
the MPT toolbox [22].
In the on-line phase, at every time sample t, the computation
is done in the following steps:
1) Local evaluation: For all i ∈ {1, . . . ,M}, obtain mea-
surement/estimation of local parameters Φˆi and evaluate
the local control problem solution for it
U˜i(Θi) := U
?
i (Φˆi,Θi), U˜i : Ii → RnU,i , (7a)
J˜i(Θi) := J
?
i (Φˆi,Θi), J˜i : Ii → R, (7b)
where Ii is an interval in R, obtained by slicing Pi with
Φi = Φˆi, i.e., Ii =
{
Θi | [ΦˆTi ,Θi]T ∈ Pi
}
.
2) Solve the coordination problem: Given the evaluated local
value functions (7), solve the coordination problem (5)
reformulated in the following equivalent form
min
Θ1,...,ΘM
M∑
i=1
J˜i(Θi), (8a)
s.t. Θi ∈ Ii, i = 1, . . . ,M, (8b)
M∑
i=1
ai,jΘi = bj , j = 1, . . . ,m, (8c)
to obtain the optimal value of coordination parameters
Θ?i , i = 1, . . . ,M .
3) Local evaluation: For all i ∈ {1, . . . ,M}, evaluate the
optimal control input
U?i = U˜i(Θ
?
i ). (9)
and apply ui(t) = u?0,i as a control input to the i-
th subsystem. Note that u?0,i is either contained in U
?
i
or can be straightforwardly computed from Θ?i and U
?
i .
The overview of the on-line steps are illustrated in Fig. 1.
The local evaluations are performed in parallel on the lo-
cal controllers, while the coordination problem is solved by
the central coordinator. Notice the flow of information: the
local controllers send the description of the value function
J˜i : Ii → R (up to 3nr,i+1 numbers, where nr,i is the number
of critical regions in the off-line solution of the i-th subsystem)
to the central coordinator, while the central coordinator returns
the value of the optimal coordination parameter Θ?i (only one
5Fig. 1: The hierarchical controller structure for coordination
of SoS. Red arrows indicate communication links and blue
arrows indicate the coupling between individual subsystems.
number per subsystem). We point out that 3nr,i + 1 is the
size of J˜i in the worst-case scenario. In practice, the number
of intervals in J˜i is expected to be much lower than the total
number of regions nr,i in the local parametric solution since J˜i
is just a slice of the entire J?i with fixed local parameters Φˆi.
This exchange of information is performed only once per time
sample. Hence, there is no need for iterative communication
between the central coordinator and local controllers in order
to reach the global optimum, like with most of classical
distributed optimization techniques which usually need a large
number of such iterations (see e.g. [23]). Please note that our
total communication effort (the amount of data transferred) can
generally be as good (or bad) as other distributed optimization
methods, if the number of intervals in the description of J˜i is
excessively high. However, we point out that this was not the
case in our case study where only a small amount of data
was transferred in each iteration. Any further analysis of the
communication effort is out of scope of this paper.
The solution obtained in the on-line steps outlined above is
globally optimal and it is exactly the same as the solution that
would be obtained by solving (5).
Moreover, notice that the local controllers share only limited
information with the central coordinator. Potentially confiden-
tial data like subsystem matrices, constraints and cost functions
are masked behind evaluated functions (7b) which are scalar
piecewise quadratic functions defined on intervals Ii.
The local computation boils down to evaluation of PPWA
and PPWQ functions, a relatively simple task that can be
performed efficiently and thus introduces a negligible compu-
tational overhead. A real computational burden lies in solving
(8) so an efficient algorithm for (8) is needed.
IV. EFFICIENT COORDINATION ALGORITHM
A. Reformulation of the coordination problem
Note that J˜i defined in (7b) is a scalar convex piecewise
quadratic function defined on a closed interval Ii ⊂ R, i.e.,
J˜i(Θi) =
1
2hi,rΘ
2
i + fi,rΘi + gi,r if Θi ∈ [Ii,r−1, Ii,r] ,
(10a)
Ii =
Ni⋃
r=1
{Θi | Ii,r−1 ≤ Θi ≤ Ii,r} = [Ii,0, Ii,Ni ] , (10b)
where Ni is the number of subintervals in partition of Ii,
scalars hi,r, fi,r and gi,r are parameters of the quadratic
function in r-th subinterval, while Ii,r ∈ R are the endpoints
of those subintervals, r = 1, . . . , Ni, i = 1, . . . ,M . Conse-
quently, the cost function of (8) is a PPWQ function defined
on a Cartesian product of intervals, i.e. on hyperrectangles in
RM .
The optimization problem (8) is historically known as a
monotropic piecewise quadratic program (PQP) (cf. [24], [25],
[26]). PQP is found in many practical problems, especially
those involving network structures, variable costs, stochastic
factors, soft constraints but it can also arise as a subproblem
in solving more complex mathematical programs [25]. In [27]
an iterative simplex-based algorithm that solves PQP directly
has been developed. In our work we pursue a different indirect
approach.
As is shown in Appendix, the optimization problem (8) can
be reformulated as a convex separable quadratic program with
box constraints and coupling equality constraints that has the
following general form
min
x1,...,xn
n∑
i=1
1
2dix
2
i − aixi, (11a)
s.t. li ≤ xi ≤ ui, i = 1, . . . , n, (11b)
Bx = c, (11c)
where x = [x1, . . . , xn]
T ∈ Rn is the optimization variable,
while d = [d1, . . . , dn]
T ∈ Rn, di ≥ 0, a = [a1, . . . , an]T ∈
Rn, l = [l1, . . . , ln]T ∈ Rn, u = [u1, . . . , un]T ∈ Rn, li ≤ ui,
B = [B1, . . . , Bn] ∈ Rm×n, and c ∈ Rm are (known)
parameters, with m ∈ N being the number of coupling
constraints in (11c). The total number of variables n in (11)
is equal to
∑M
i=1Ni (see Appendix for details).
Remark 3. In literature problem (11) is called a continuous
quadratic knapsack problem (CQKP) when m = 1 (single
coupling constraints), and a multiply constrained continuous
quadratic knapsack problem (MCQKP) otherwise [28].
B. Single coupling constraint
There are two very efficient methods for solving (11) when
m = 1 known in literature: the breakpoint searching (BPS)
algorithm [29], [30] and the variable fixing (VF) algorithm
[31]. The BPS algorithm solves (11) in O(log n) iterations
in time O(n), but it heavily depends on an efficient imple-
mentation of median searching algorithm. The VF algorithm
has simpler implementation since it uses only elementary
algebraic operations. On average the VF algorithm requires
O(n) iterations and the worst-case performance is O(n2). In
practice both algorithms have similar average run times [31].
The focus in the rest of the paper is on the BPS algorithm
since it can be nicely generalized to handle the case m > 1.
For m = 1 the problem (11) can be written compactly as
min
x
1
2x
TDx− aTx (12a)
s.t. l ≤ x ≤ u, (12b)
bTx = c, (12c)
6where D = diag (d), b = [b1, . . . , bn]
T ∈ Rn, c ∈ R. Let
x∗ ∈ Rn denote a minimizer to (12).
Next we give a detailed description of the known BPS
algorithm [29], [30] for solving (12), with an extension (which,
to the best of our knowledge, is not available in the literature)
to handle the cases when some di = 0. For simplicity, in the
rest of this subsection the following assumption holds.
Assumption 1. Problem (12) is feasible and b > 0.
Note that Assumption 1 is non-restrictive. If some bi = 0
then xi does not contribute to the coupling constraint (12c) and
x∗i can be easily computed (e.g., x
∗
i = median{li, ai/di, ui}
if di > 0) thus reducing dimension of the problem to n−1. If
some bi < 0, one can use variable substitution x˜i = −xi (and
solve the new problem for which b˜i > 0). Finally, for b > 0,
the problem (12) is feasible if and only if bTl ≤ c ≤ bTu.
The Lagrangian relaxation of (12) is
φ(λ) := min
x
1
2x
TDx− aTx+ λ(bTx− c) (13a)
s.t. l ≤ x ≤ u, (13b)
where λ ∈ R is a multiplier for the equality constraint (12c).
It is well known that φ(λ) is concave and that maximizing
φ(λ) is equivalent to solving (12) [32]. For any given λ it is
easy to evaluate φ(λ) because it has a separable structure
φ(λ) = φ1(λ) + . . .+ φn(λ)− λc, (14)
φi(λ) := min
xi
{
1
2dix
2
i + (λbi − ai)xi : li ≤ xi ≤ ui
}
. (15)
Let xi(λ), i = 1, . . . , n, denote a minimizer to (15), then
solving (12) amounts to finding a multiplier λ∗ in the optimal
dual set, [30],
Λ? :=
{
λ : bTx(λ) = c
}
= [λ?L, λ
?
U] ⊂ R. (16)
The BPS algorithm does this by updating λ to a new
value if bTx(λ) 6= c, while simultaneously improving the
(over)estimate of Λ∗. To help describe the BPS algorithm it is
useful to define a scalar function
g(λ) := bTx(λ), (17)
which can be readily evaluated for any λ since explicit
expressions for xi(λ) are available:
xi(λ) =

li if di = 0 ∧ λbi > ai,
∈ [li, ui] if di = 0 ∧ λbi = ai,
ui if di = 0 ∧ λbi < ai,
median{li, ai−λbidi , ui} if di > 0.
(18)
The situation when (di = 0) ∧ (λbi = ai) needs to be treated
carefully since in that case xi(λ) is not uniquely defined by
(18). To resolve this ambiguity one can find all such indices
I := {i : di = 0, λbi = ai} , (19)
then compute
L¯ =
∑
i∈I bili, U¯ =
∑
i∈I biui, s =
∑
i/∈I bixi(λ), (20)
and evaluate xi(λ), ∀i ∈ I, depending on which of the
following conditions is met:
i) L¯ ≤ c − s ≤ U¯ . The optimum has been found, i.e.,
λ ∈ Λ∗. With a straightforward inspection, using (20),
one can confirm that the choice
xi(λ) = li +
c−s−L¯
U¯−L¯ (ui − li), ∀i ∈ I, (21)
satisfies the coupling constraint g(λ) = c.
ii) U¯ < c− s. The optimum has not been found, g(λ) < c.
xi(λ) = ui, ∀i ∈ I. (22)
iii) L¯ > c− s. The optimum has not been found, g(λ) > c.
xi(λ) = li, ∀i ∈ I. (23)
From (17)–(23) it follows that g(λ) is a piecewise affine,
non-increasing function of λ that is either continuous (if all
di > 0) or has a finite number of discontinuities (if some
di = 0), see Fig. 2 for illustration. Clearly, g(λ) > c if and
only if λ < λ?L and g(λ) < c if and only if λ > λ
?
U. In general,
g(λ) has 2n breakpoints
λli :=
ai − lidi
bi
, λui :=
ai − uidi
bi
, i = 1, . . . , n. (24)
at which it changes slope or makes a jump. Note that λui ≤ λli
since li ≤ ui and bi > 0. If di = 0 then λli = λui = ai/bi.
Algorithm 1 Breakpoint searching algorithm, cf. [30]
Input: Parameters l, u, d, a, b, c of (12)
Output: x? = [x?1, . . . , x?n]
T
1: procedure BPS(l, u, d, a, b, c)
2: L ← {λl1, λu1 , . . . , λln, λun}, where λli and λui ,
with i = 1, . . . , n, are computed as in (24)
3: λL ← minL, λU ← maxL
4: while true do
5: λˆ← median {L}
6: if g(λˆ) = c then
7: λ? ← λˆ , break
8: else if g(λˆ) > c then
9: λL ← λˆ, L ←
{
λ ∈ L | λ > λˆ
}
10: else if g(λˆ) < c then
11: λU ← λˆ, L ← {λ ∈ L | λ < λˆ}
12: end if
13: if L = ∅ then
14: λ? ← λL − [g(λL)− c] λU−λLg(λU)−g(λL) , break
15: end if
16: end while
17: return x? ← x(λ?)
18: end procedure
A simple implementation of the BPS algorithm is listed in
Alg. 1. It generates successive nondecreasing underestimates
λL of λ?L and nonincreasing overestimates λU of λ
?
U by
evaluating g(λ) at trial breakpoints in [λL, λU] until λL and
λU become two consecutive breakpoints; then g(λ) is linear
on [λL, λU] and λ? is found by simple interpolation.
Note that all steps in Alg. 1 can be executed in O(|L|)
time, if proper care is taken to use previous calculations
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Fig. 2: Illustration of xi(λ) and g(λ) = bTx(λ).
(in particular when evaluating g(λˆ), see [30]). Since initially
|L| = 2n, and with every pass through the while loop |L| is
reduced by half, the following proposition holds.
Proposition 1 (see [30] for details). The BPS algorithm in
Alg. 1 has a linear worst-case time complexity O(n).
Consequently, it has been shown that the coordination
problem (8), in the case of one coupling constraint, can be
solved with an efficient, linear-time algorithm.
C. Multiple coupling constraints
The Lagrangian relaxation of the general MCQKP (11) is:
φ(λ) := min
x
1
2x
TDx− aTx+ λT(Bx− c), (25a)
s.t. l ≤ x ≤ u, (25b)
where λ ∈ Rm, B = [B1, . . . , Bn] ∈ Rm×n, c ∈ Rm, with
m ≥ 2 denoting the number of coupling equality constraints.
As before, φ(λ) is a separable, concave function
φ(λ) = φ0(λ) + φ1(λ) + . . .+ φn(λ), (26)
where
φi(λ) := min
xi∈[li,ui]
1
2dix
2
i + (λ
TBi − ai)xi, i = 1, . . . , n
(27)
φ0(λ) = −λTc. (28)
Solving (11) is the same as finding
λ? ∈ arg max
λ
φ(λ). (29)
For simplicity of exposition, in the rest of this section it is
assumed that di > 0, i = 1, . . . , n. Therefore, the minimizer
in (27) takes a simplified form
xi(λ) = median{li, (ai − λTBi)/di, ui}. (30)
The optimization problem (25) can be interpreted as an mp-
QP if λ is treated as a parameter. From Theorem 1, φ(λ) is a
piecewise quadratic concave function over polyhedral partition
of λ space (i.e. Rm) imposed by 2n hyperplanes:
Hi = {λ | hi,0 + hTi λ = 0}, i = 1, . . . , 2n, (31)
where hi,0 ∈ R and hi ∈ Rm, i = 1, . . . , n, are defined as:
hi = hi+n := Bi, hi,0 := dili−ai, hi+n,0 := diui−ai. (32)
Fig. 3: An example of a function φ(λ) for a MCQKP (11)
with n = 3, m = 2.
An example of φ(λ), for n = 3 and m = 2, is illustrated in
Fig. 3, with different colors denoting different regions.
A key element in the following computations is the avail-
ability of an oracle – an algorithm that takes as inputs
parameters p0 and p 6= 0 of a hyperplane P ⊂ Rm,
P = {λ ∈ Rm | p0 + pTλ = 0} (33)
and parameters of function φ : Rm → R in (25), and then
returns the sign of hyperplane, i.e. information about the
relative position of λ? with respect to that hyperplane:
sign(P) := sign(p0 + pTλ?) ∈ {−1, 0, 1}. (34)
One possible implementation of an oracle is given in Alg. 3.
Note that if sign(Hi) and sign(Hn+i) are known, for some
i ∈ {1, . . . , n}, then the exact expression for xi(λ) in (30) is
also known because
sign(Hi) ∈ {0, 1} ⇒ sign(Hn+i) = 1, xi(λ) = li, (35a)
sign(Hn+i) ∈ {−1, 0} ⇒ sign(Hi) = −1, xi(λ) = ui,
(35b)
sign(Hi) = −1 ∧ sign(Hn+i) = 1⇒ xi(λ) = ai−λTBidi ,
(35c)
and, consequently, one can obtain an explicit (in general
quadratic) form of φi(λ) in (27). It is convenient to aggregate
all known explicit expressions for φ(λ) in φ0(λ)
φ0(λ) :=
1
2λ
TH0λ+ F
T
0 λ+G0 =
= −cTλ+∑i∈E φi(λ)|x(λ) from (35) , (36)
8where E is the set of indices of φi(λ) with known explicit
expressions
E := {i ∈ {1, . . . , n} | (i /∈ U) ∧ (i+ n /∈ U)}. (37)
and U ⊆ {1, . . . , 2n} is the set of indices of hyperplanes
whose signs are not yet determined. Note that (26) now
becomes
φ(λ) = φ0(λ) +
∑
j∈{1,...,n}\E
φj(λ), (38)
with the implicit φj(λ) defined by (27).
The proposed algorithm for finding λ? is called the hy-
perplane searching (HPS) algorithm, since it is essentially a
generalization of the BPS algorithm to multiple coupling con-
straints – with the notion of breakpoints (24) being replaced
with the notion of hyperplanes (31). A pseudo-code of the
HPS algorithm is listed in Alg. 2.
Algorithm 2 Hyperplane searching algorithm
Input: Index set of hyperplanes with unknown signs, U ,
parameters l, u, d, a, B of (11), φ0(·) in (36)
Output: x? = [x?1, . . . , x?n]
T
1: procedure HPS(U , l, u, d, a, B, φ0)
2: [m,n]← dim(B)
3: Define hyperplanes HU as in (31)–(32)
4: while U 6= ∅ do
5: [I, sign(HI)]← MDS(HU ,U , l, u, d, a,B, φ0)
6: for i ∈ I do
7: U ← U\i
8: if i > n then i← i− n end if
9: if (i /∈ U) ∧ (i+ n /∈ U) then
10: Compute explicit expression for φi(·) via
(35), and update φ0(·)← φ0(·) + φi(·)
11: end if
12: end for
13: end while
14: λ? ← arg max
λ
φ0(λ) = −H−10 F0
15: return x? ← x(λ?)
16: end procedure
In each iteration of the HPS algorithm the sign of a
fixed proportion of |U| hyperplanes in Rm (with currently
unknown signs) is determined using the multidimensional
search (MDS) algorithm, which was first introduced in [33]
and later improved in [34], [35]. The MDS algorithm takes
as inputs the set HU of hyperplanes in Rm, the index set
U of those hyperplanes, parameters of the original problem
(11), and φ0(λ) – the aggregate of the currently discovered
explicit expressions for φ (starting with φ0(λ) = −cTλ, see
(36)–(38)). The MDS algorithm returns the index set I of
hyperplanes whose signs have been deduced and the values
of those signs, sign(HI). Once the signs of all hyperplanes
are known the explicit expression for φ(λ) is available and
the computation of λ? in (29) becomes simple unconstrained
maximization of a concave quadratic function φ0(λ). In the
end, one calculates the optimizer to (11) as x? = x(λ?).
The MDS algorithm runs in a recursive manner, starting
with the initial problem at the level m, and then explores,
in a depth-first approach, a binary tree down to the (bottom)
level 1. When moving towards lower levels, the MDS uses
appropriate variable transformations to create 2 sets of hyper-
planes (of, roughly, half the size of the parent problem), whose
effective dimensions (in the new coordinates) are reduced
by one. At the bottom level, with one query to the oracle
(passing the description of the hyperplane in the initial, level
m coordinates), the MDS algorithm can deduce the signs of
roughly half of hyperplanes on that level. Due to the properties
of transformations that are used to reduce dimensions of
hyperplanes, it is possible to determine the signs of a portion
of hyperplanes at level `+ 1, from the signs of hyperplanes at
level `. The intricate details of these transformations and other
implementation details of the general MDS algorithm can be
found in [33], [34], [35].
As mentioned before, the MDS algorithm computes the
signs of a fixed proportion of |U| hyperplanes, while making,
at the bottom level of its exploration strategy, a finite number
of queries to the oracle (e.g., Alg. 3). A key feature of the
MDS algorithm is that the number of those queries depends
(exponentially) only on the number of coupling constraints,
m, and does not depend on |U|, cf. [33], [34].
Algorithm 3 Oracle algorithm – sign of hyperplane P ⊂ Rm
Input: Parameters of P as in (33), index set of hyperplanes
with unknown signs, U , parameters l, u, d, a, B of (11),
φ0(·) in (36)
Output: σ = sign(P)
1: procedure ORACLE(p0, p, U , l, u, d, a, B, φ0)
2: [m,n]← dim(B)
3: if m > 1 then
4: Compute parameters l¯, u¯, d¯, a¯, B¯, and φ¯0(·), of
restriction of φ in (38) on P , i.e. φ¯ : Rm−1 →
R,
φ¯(λ¯)← φ
([
λ¯
− p0pm −
∑m−1
j=1
pj
pm
λ¯j
])
5: Find the optimal solution for the restriction
λ¯? ← HPS(U , l¯, u¯, d¯, a¯, B¯, φ¯0),
λ?P ←
[
λ¯?
− p0pm −
∑m−1
j=1
pj
pm
λ¯?j
]
,
6: else
7: λ?P ← −p0p1
8: end if
9: Compute subgradient of φ at λ?P ∈ P , and deduce
the value of sign(P) from the values of derivative
of φ at λ?P in the direction p and −p.
10: return σ ← sign(P)
11: end procedure
In Alg. 3, the oracle deduces the value of sign(P) by using
subgradient of φ at λ?P ∈ P = {λ | p0 + pTλ = 0}. The
idea is as follows. Let HU be the set of all hyperplanes with
unknown signs, formed as in (31)–(32), with l, u, d, a, being
the parameters passed to the oracle. Clearly, for arbitrarily
9Fig. 4: Illustration of the subgradient method for determining
the position of λ? relative to a hyperplane P . A situation where
sign(P) = +1 is shown.
small  > 0, one can readily compute the explicit expressions
for φ in (38) at λ = λ?P + p,
φ+(λ) =
1
2λ
TH+λ+ F
T
+λ+G+, (39)
and at λ = λ?P − p,
φ−(λ) = 12λ
TH−λ+ FT−λ+G−, (40)
where matrices H+, H−, F+, F−, G+, and G−, are obtained
similarly to (35)–(36), by checking on which side of each Hi
lies the corresponding λ. Computations can be sped up by
noticing that the expressions for φ+ and φ− differ only for
the set of hyperplanes that intersect P at the point λ?P . After
computation of gradients:
g+ :=
∂
∂λφ+(λ)|λ=λ?P= H+λ?P + F+, (41a)
g− := ∂∂λφ−(λ)|λ=λ?P= H−λ?P + F−, (41b)
one can determine the position of the global optimizer λ?
relative to P as follows:
sign(P) =
 −1 if (p
Tg+ < 0) ∧ (pTg− < 0),
0 if (pTg+ ≤ 0) ∧ (pTg− ≥ 0),
1 if (pTg+ > 0) ∧ (pTg− > 0).
(42)
Note that other cases, e.g., (pTg+ > 0) ∧ (pTg− < 0),
cannot happen due to concavity of φ(λ). Figure 4 illustrates
the situation when sign(P) = +1.
In summary, we have the following proposition.
Proposition 2. For a fixed number of coupling constraints,
m, the HPS algorithm (Alg. 2) solves problem (11) with
complexity O(n).
Proof. Note that all steps in Alg. 3 can be executed in O(|U|)
time, if one can solve the HPS algorithm at dimension m− 1
in O(|U|). Clearly, for m = 1 the HPS algorithm has the
same complexity as the BPS algorithm, O(n), since the MDS
algorithm in this case involves one median calculation and one
call to the oracle that invokes no recursions. The proof then
goes by induction on the dimension m. For arbitrary m the
computational effort in each iteration of the HPS algorithm
is O(|U|), where |U| is the number of remaining hyperplanes
with unknown signs at the beginning of that iteration, plus the
effort of a constant number of queries to the oracle (remember
that the number of oracle queries depends on m but not on
|U|) each of which is of complexity O(|U|), cf. Alg. 3. Since
the initial number of hyperplanes is 2n, the total number of
iterations of the HPS algorithm is O(log n). By noting that
after iteration k only αk|U| hyperplanes remain with unknown
signs, with 0 < α < 1, it follows that the total complexity
of the HPS algorithm is O(n). Parameter α depends on the
implementation of the MDS algorithm, i.e. the number of
queries to the oracle. For a more detailed argumentation the
reader is kindly referred to [33], [34], [36].
Note that the linear-time bound for the HPS algorithm
is valid only if the number of coupling constraints m is
fixed. Indeed, the constant of linearity that is ”hidden” inside
O(n) grows exponentially with m [34]. Clearly, this limits
practical applicability of the HPS algorithm to cases when m
is relatively small. The algorithm would still be linear with
respect to n, but with a larger m it would become slower and
slower in practice, as demonstrated in Section V on a practical
case study for m = 1 and m = 2.
Remark 4. Note that in case when m = 1 the HPS algorithm
boils down to the BPS algorithm. To better see the connection
between the two algorithms one has to look at the difference
in implementation of the oracle used by Alg. 1 and Alg. 2. In
Alg. 1 (m = 1) the oracle is implemented between lines 6–12,
i.e. it simplifies to a check of whether the function value of (17)
at a breakpoint is equal to the right-hand side of the coupling
constraint. This simpler implementation of oracle in Alg. 1 is
possible because of monotonicity of function (17). However,
the oracle for the case m = 1 could also be implemented like
in Alg. 3 (which is the implementation of oracle used by Alg. 2
for a general case m > 1), i.e. by checking the sub-gradients
of (14) at a given breakpoint. Both oracle implementations
would determine the same thing – the position of the global
optimizer λ? relative to the given breakpoint. Hence the claim
that the BPS algorithm is just a special case of the HPS
algorithm.
V. ILLUSTRATIVE EXAMPLE
The efficiency of the proposed control algorithm will be
demonstrated on an example from the domain of electrical
distribution systems. The interested reader is referred to our
previous work [18] where the proposed control algorithm was
applied to the optimal control of wind farms, with m = 1.
In this paper, however, we consider the optimal coordination
of a microgrid system, e.g. as in [37] but with two coupling
constraint and with more subsystems.
A microgrid is a cluster of locally controllable distributed
(renewable) generation sources, storages, and loads operating
as a single controllable system [38], [39]. As such, microgrid
belongs to a class of systems of systems coupled by flows
of energy. Microgrids where local subsystems provide and/or
consume both electrical power and heat are considered (see
Fig. 5). Microgrid concept is expected to enhance utilization
and integration of distributed (and especially renewable) gen-
eration sources through the use of energy storage systems that
enable the time-shift between production and consumption.
Microgrids can be operated and managed independently from
the power distribution grid and can economically optimize
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Fig. 5: An illustration of a microgrid system comprising
different generation, consumption, and storage devices that can
provide and/or consume both electrical and heating power.
their internal power flows and the power exchange profile
with the grid based on varying electricity prices, local energy
needs, the states of the storage devices and renewable sources
availability [40], [41]. Furthermore, they can also be used to
stabilize voltage conditions in the overall power distribution
grid, to shorten the energy path to consumers, and to minimize
the CO2 footprint of the distributed energy production [42].
We consider a microgrid comprising M controllable sub-
systems: (i) micro combined heat and power (µ-CHP) units,
and (ii) heating and electricity storage devices. There is also
a certain number of uncontrollable heating and electricity
consumers (see Fig. 5). All µ-CHP units are grouped in
set G, all electricity storage units in set Se, and all heating
storage units in set Sh, such that |G| = |Se| = |Sh| and
|G| + |Se| + |Sh| = M . It is assumed that all subsystems
share the same electrical/heating link. A prediction horizon of
length N = 10 is used.
A. Mathematical models of individual subsystems
1) µ-CHP units: Micro CHP units are small-scale cogener-
ation units intended for homes or small commercial buildings.
They can produce both electricity and heat from some primary
energy source (e.g. natural gas). It is assumed that the µ-CHP
unit produces electricity primarily and heat is the by-product.
The electrical efficiency of the µ-CHP unit is denoted by ηe
and its thermal efficiency by ηh. For simplicity, no extra losses
are considered, i.e. ηh = 1− ηe. The produced electrical and
heating power are denoted by pe and ph, respectively. It is
evident that ph = peηh/ηe.
All µ-CHP are modeled as second-order LTI systems with
electrical efficiency ηe,i chosen randomly from [0.5, 0.7] and
system matrices
Ai =
[
0.6 + 0.2ζi −0.1− 0.1ζi
1 0
]
, Bi =
[
ηe,i
0
]
,
Ci =
[
1 0
]
, Di = [0] , i ∈ G,
where ζi is a random number drawn uniformly from [0, 1].
The output of µ-CHP is pe,i, i.e. the electrical power produced
by the i-th µ-CHP unit. The produced heat is simply ph,i =
1−ηe,i
ηe,i
pe,i. A power reference, which is to be tracked by the
i-th µ-CHP unit, is denoted by pr,i.
The local objective of the i-th µ-CHP unit reflects the desire
to track the power reference but also penalizes the excessive
use of input signal:
Ji =
∑N−1
k=0 Qi(Cixk,i − pr,i)2 +Riu2k,i, i ∈ G,
where xk,i and uk,i are the state and input, respectively, of
the i-th µ-CHP unit at time step k. Matrices Qi = 10(1+4ζi)
and Ri = 0.1(1 + ζi) are used.
States and inputs are constrained as xi ≤ xi ≤ xi and
ui ≤ ui ≤ ui, respectively, where:
xi = [0, 0]
T
, xi = (1 + 4ζi) [20, 20]
T
, i ∈ G,
ui = 0, ui = [xi]1 /ηe,i, i ∈ G.
2) Storage devices: Both heating and electricity storage
devices are modeled as integrators with the following system
matrices (for simplicity we neglect losses):
Ai = 1, Bi =
−1
20(1 + 4ζi)
, Ci = 1, i ∈ Se ∪ Sh,
where ζi is a random number drawn uniformly from [0, 1].
State xi represents the amount of energy available in the
storage device. Two reference signals are defined: (i) a locally
defined reference for the state of charge xr,i, and (ii) a
reference for the power production/consumption pr,i that can
be set by the microgrid coordinator.
The objective of the i-th storage device balances between
tracking the locally defined reference for the state of charge
and the externally defined reference for the power produc-
tion/consumption:
Ji =
∑N−1
k=0 Qi(xk,i − xr,i)2 +Ri(uk,i − pr,i)2, i ∈ Se ∪ Sh,
where Qi = (1 + ζi)I2 and Ri = 10(1 + ζi).
States and inputs are constrained as follows:
xi = 0, xi = 1, i ∈ Se ∪ Sh,
ui =
1
5|Bi| , ui = −ui, i ∈ Se ∪ Sh.
3) Consumers: Power demand profiles are used to represent
the consumers. These power demand profiles can be predicted,
e.g. using historical data. The total electrical power demand is
denoted by p˜e and the total heating power demand is denoted
by p˜h. Heat and electricity demand profiles during a typical
day are shown in Fig. 6.
B. The control problem
In the control problem that is considered, the microgrid
coordinator needs to ensure that the total power output of the
microgrid tracks the total power demand. This is achieved by
distribution of the power references to individual subsystems,
i.e. the task of the microgrid coordinator is to optimally coor-
dinate individual subsystems to meet the common requirement
while satisfying all constraints. It is assumed that microgrid
operates in the grid-connected mode so the main electrical grid
and district heating grid ensure the balance of both electrical
and heating power (i.e. any excess generated power can be
exported to the main grid and vice-versa). The global objective
is the sum of locally defined objective functions for each
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Fig. 6: Typical heat and electricity demand profiles in p.u.
during one day.
subsystem. Such control problem can easily be formulated
as an MPC problem. Furthermore, the considered control
problem can be cast to form (5). The local parameter contains
the initial state of the subsystem and local references. The
coordination parameter is the power output reference given to
the individual subsystem. The coordination requirement states
that the sum of individual power output references should be
equal to the total power demand. In the simulations, two cases
are considered:
1) The first case is where only electrical power demand
needs to be tracked. In this case there is only one coupling
constraint so the global coordination problem (8) can be
solved using the BPS algorithm (see Subsection IV-B).
2) The second case is where both the electrical power
demand and the heating power demand are to be tracked.
In this case we need to use the HPS algorithm (see
Subsection IV-C) because there are now two coupling
constraints.
C. Simulations and results
In both cases, the computation time required to compute
the solution using the proposed approach is compared to that
of a classical on-line MPC implementation. The comparison
is based on a number of simulations for different microgrid
sizes (i.e. different numbers of µ-CHP and storage devices
in a microgrid). The simulations are done using Matlab 8.5.0
(R2015a) on a personal computer with Intel(R) Core(TM) i5
CPU at 3.4GHz, with 8 GB RAM, on Windows 10 operating
system.
The classical approach (solving a QP (5) at every sampling
instant) is tested using CPLEX (version 12.6) - a state of the
art commercial QP solver that can exploit sparsity structures
in QPs. YALMIP toolbox [43] is used to formulate and solve
the overall centralized optimization problem.
The proposed approach is implemented in Matlab. Off-
line solutions are computed using the MPT toolbox [22].
The coordination algorithms, i.e. the BPS and the HPS al-
gorithm, are implemented as Matlab functions, i.e. they are
not implemented in C/C++ or a similar compiled program-
ming language. For a median algorithm, however, we do
use std::nth_element from the C++ standard library,
compiled as a mex-file for Matlab. This implementation of
Fig. 7: Histogram of the computation time for the local
evaluation.
a partial sorting algorithm has a linear complexity on average,
cf. [44].
The simulations are done for a range of microgrid sizes
of up to a thousand subsystems. Each simulation is done
for 168 time steps where one time step equals to 1 hour
(which corresponds to 7 days of total simulated time). The
simulation results are shown in Fig. 7 and Fig. 8. Figure
7 shows the histogram of computation times per instance
of local evaluation in our approach (i.e. for evaluation on
one subsystem) of J˜i and U˜i. The computation time never
exceeded 4.5 milliseconds and the average computation time
was around 2.7 milliseconds.
Figure 8 depicts the comparison of the total computation
times of a classical on-line MPC approach and our approach
in both considered cases: the case of one coupling constraint
is shown in Fig. 8a and the case of two coupling constraints
in Fig. 8b . In both cases our approach clearly outperforms the
classical MPC approach. In the case of one coupling constraint
our approach is up to 100 times faster than the classical MPC
approach. In the case of two coupling constraints the speed-
up is not that drastic but it is still present for microgrids
comprising more than 100 subsystems. We point out, how-
ever, that the results would probably be even better if our
approach was fully implemented in highly efficient compiled
programming language like C/C++ instead of an interpreted
programming language like Matlab. The linear increase in
computation time is clear for our approach in both Fig. 8a
and Fig. 8b. Technically the complexity of the BPS and the
HPS algorithms is linear with respect to the total number of
variables in the transformed global coordination problem (11).
However, recall that the number of variables is equal to the
number of intervals in PPQW functions (10) that are shared
with the global coordinator by each subsystem. In our case
study the average number of these intervals is similar for all
subsystems (because our subsystems are similar) and averages
to around 5 intervals per subsystem during all simulations.
It follows that the total number of variables in (11) was on
average 5M during our simulations and so the linear trend is
evident with respect to the number of subsystems as well.
VI. CONCLUSION
The paper describes an efficient implementation of the MPC
algorithm for the coordinated control of a large-scale System
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(a) The case with one coupling constraint. (b) The case with two coupling constraints.
Fig. 8: Comparison of computation times of a classical on-line MPC approach and our approach. Circles and diamonds denote
mean computation time, while error bars denote the range of obtained computation times during simulations.
of Systems. The proposed method consists in distribution and
parametrization of the overall control problem, which enables
a significant part of the computational effort to be carried out
off-line, by individual subsystems. The on-line computation –
finding the globally optimal solution – is carried out by the
coordinator. To achieve this the coordinator requires only a
limited amount of information from subsystems that is sent
once per sampling time, i.e. (unlike in classical distributed
optimization techniques) there is no need for iterative com-
munication between the coordinator and the subsystems. An
algorithm is derived, for the coordinator’s on-line computation,
whose complexity grows linearly with the number of variables
(for a fixed number of coupling constraints). There is no
conservatism in the obtained solution in comparison to the
classical centralized approach.
Using an example of a microgrid coordination controller
design, it is shown that the proposed solution method can
lead to drastic reductions in on-line computation times. In case
of a single coupling constraint the on-line computation time
for the proposed approach is up to two orders of magnitude
smaller than the on-line computation time when the classical
MPC controller implementation is used. Although the obtained
speed-up is less drastic in the case of multiple coupling
constraints, it still illustrates that the optimal control of large–
scale systems at small sampling times is achievable.
APPENDIX
The purpose of this Appendix is to show that problem (8)
can be reformulated as (11). For this purpose we introduce the
following Lemma 1 and Theorem 2 which are then used to
demonstrate the reformulation of (8) to (11).
Lemma 1. Let ϕ : R → R be a non-affine, convex function
on an interval [x1, x2] ⊂ R, with x1 < x2. Then
ϕ(x1 + ξ) + ϕ(x2 − ξ) < ϕ(x1) + ϕ(x2),
∀ξ ∈ (0, x2 − x1).
(45)
Proof. Note that x1 < x1 + ξ < x2 and x1 < x2− ξ < x2 for
all ξ ∈ (0, x2 − x1). Since ϕ is a non-affine, convex function
on [x1, x2] the following inequalities hold
ϕ(x1 + ξ) < ϕ(x1) +
ϕ(x2)−ϕ(x1)
x2−x1 ξ,
ϕ(x2 − ξ) < ϕ(x1) + ϕ(x2)−ϕ(x1)x2−x1 (x2 − ξ − x1),
which can be easily combined to obtain (45).
Theorem 2. Consider the following optimization problem
min
w,y1,...,yN
γ(w) + ϕ(Z0) +
N∑
r=1
[ϕ(yr)− ϕ(Zr−1)]
s.t. Zr−1 ≤ yr ≤ Zr, r = 1, . . . , N,
A¯
[
Z0 +
N∑
r=1
[yr − Zr−1]
]
+ B¯w ≤ C¯,
(46)
where γ : Rnw → R is a convex piecewise quadratic function,
A¯ ∈ Rm, B¯ ∈ Rm×nw , C¯ ∈ Rm, and ϕ : R→ R is a convex
piecewise quadratic function on an interval [Z0, ZN ] ⊂ R,
ϕ(z) =
1
2
hrz
2 + frz + gr if z ∈ [Zr−1, Zr],
r ∈ {1, . . . , N},
(47)
with Z0 < Z1 < . . . < ZN , N is the number of subintervals
(regions), and it is assumed, without loss of generality1, that
coefficients hr, fr, gr ∈ R are such that
hr > 0 ∨ [fr gr] 6= [fr+1 gr+1], ∀r ∈ {1, . . . , N −1}. (48)
Let w∗, y∗r , r = 1, . . . , N , be an optimizer of (46), then
i) ∀r ∈ {2, . . . , N},
if y∗r > Zr−1 then y
∗
s = Zs, s = 1, . . . , r − 1, (49)
ii) ∀r ∈ {1, . . . , N − 1},
if y∗r = Zr−1 then y
∗
s = Zs−1, s = r+ 1, . . . , N, (50)
iii) w∗ and z∗ ∈ R, with
z∗ := Z0 +
∑N
r=1[y
∗
r − Zr−1], (51)
1Otherwise one could simply reduce N by merging two neighboring
subintervals for which ϕ has the same affine expression.
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is an optimizer of the following problem
min
w,z
γ(w) + ϕ(z)
s.t. Z0 ≤ z ≤ ZN ,
A¯z + B¯w ≤ C¯.
(52)
Proof. i) It is enough to prove (49) for s = r − 1,
since the other cases (s < r − 1) follow analo-
gously. Assume the opposite, ∃r ∈ {2, . . . , N} such
that y∗r > Zr−1 and y
∗
r−1 < Zr−1. Choose any δ ∈(
0,min{y∗r − Zr−1, Zr−1 − y∗r−1}
)
. From Lemma 1
(by using x1 = y∗r−1, x2 = y
∗
r , ξ = δ) it follows
that ϕ(y∗r−1 + δ) + ϕ(y
∗
r − δ) < ϕ(y∗r−1) + ϕ(y∗r ).
Therefore, one can construct a feasible point for (46):
w = w∗, yr−1 = y∗r−1 + δ, yr = y
∗
r − δ, and yi = y∗i ,
∀i ∈ {1, . . . , r − 2, r + 1, . . . , N}, that gives a smaller
value of the objective function in (46) than the optimizer
does – a contradiction. Therefore, it is proven y?s ≥ Zs,
but from bounds on ys it follows y?s = Zs.
ii) Similarly as in i). Let y∗r = Zr−1 and y
∗
r+1 > Zr. From
Lemma 1, for any δ ∈ (0,min{y∗r+1 − Zr, Zr − Zr−1})
follows ϕ(y∗r + δ) + ϕ(y
∗
r+1 − δ) < ϕ(y∗r ) + ϕ(y∗r+1).
Hence, a feasible point for (46) exists: w = w∗,
yr = y
∗
r + δ, yr+1 = y
∗
r+1 − δ, and yi = y∗i ,
∀i ∈ {1, . . . , r−1, r+2, . . . , N}, that gives smaller value
of the objective function in (46) than the optimizer – a
contradiction. Therefore, it is proven y?s ≤ Zs−1, but
from bounds on ys it follows y?s = Zs−1.
iii) Note that any z ∈ [Z0, ZN ] can be written as
z = Z0 +
∑N
r=1[yr − Zr−1], (53)
with appropriate (not necessarily unique) choice of values
for new variables
yr ∈ R, Zr−1 ≤ yr ≤ Zr, r = 1, . . . , N. (54)
It can be easily verified that the following, particular
choice of yr = yr(z):
yr =
 Zr−1 if z < Zr−1,z if Zr−1 ≤ z ≤ Zr,
Zr if z > Zr,
r = 1, . . . , N,
(55)
satisfies (53)-(54) and also guarantees that
ϕ(z) = ϕ(Z0) +
∑N
r=1[ϕ(yr)− ϕ(Zr−1)]. (56)
Consequently, the problem (46) is really a relaxation
of the problem (52) – with omitted constraints (55).
However, from i) and ii) it follows that an optimizer of
(46) – variables y∗r , r = 1, . . . , N – behaves as if defined
with (55), with yr = y∗r and z = z
∗, where z∗ is given
by (51). Since this implies that (56) holds (with yr = y∗r
and z = z∗), it follows that both problems achieve the
same optimal cost. Therefore, z∗ is an optimal solution
to (52).
Note that problem (8) can be written as (52). We have
simply singled out one scalar convex piecewise quadratic
function ϕ(z) while the sum of the remaining functions from
(8) is replaced by a single convex piecewise quadratic function
γ(w) in (52) to simplify the notation. Theorem 2 proves
that (52) can be solved by solving its relaxation (46). Since
Theorem 2 holds for an arbitrary convex piecewise quadratic
function γ : Rnw → R, its results can be applied (in
succession) to γ that is the sum of scalar convex piecewise
quadratic functions (which is the case in problem (8)), i.e. the
same relaxation that is mapped out in Theorem 2 for a single
scalar piecewise quadratic function ϕ(z) can be repeated for
the remaining functions hidden in γ(w). By ignoring constant
parts of J˜i, problem (8) transforms to:
min
y1,1,...,yM,NM
M∑
i=1
Ni∑
r=1
1
2hi,ry
2
i,r + fi,ryi,r, (57a)
s.t.
Ii,r−1 ≤ yi,r ≤ Ii,r, r = 1, . . . , Ni,
i = 1, . . . ,M,
(57b)
M∑
i=1
ai,j
[
Ii,0 +
Ni∑
r=1
[yi,r − Ii,r−1]
]
= bj ,
j = 1, . . . ,m.
(57c)
Finally, with a substitution of variables θi,r = yi,r−Ii,r−1 and
by ignoring the constant part of the cost again, (57) becomes
the following separable quadratic program with box constraints
and coupling equality constraints:
min
θ1,1,...,θM,NM
M∑
i=1
Ni∑
r=1
1
2hi,rθ
2
i,r + (hi,rIi,r−1 + fi,r)θi,r,
s.t. 0 ≤ θi,r ≤ Ii,r − Ii,r−1, r = 1, . . . , Ni,
i = 1, . . . ,M,
M∑
i=1
ai,j
[
Ii,0 +
Ni∑
r=1
θi,r
]
= bj , j = 1, . . . ,m.
(58)
Therefore, from Theorem 2 it follows that the optimizer, Θ?i ,
i = 1, . . . ,M , for problem (8) can be calculated as
Θ?i = Ii,0 +
Ni∑
r=1
θ?i,r, i = 1, . . . ,M. (59)
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