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Abstract
We study the problem of preservation of canard connections for time discretized fast-
slow systems with canard fold points. In order to ensure such preservation, certain favor-
able structure preserving properties of the discretization scheme are required. Conventional
schemes do not possess such properties. We perform a detailed analysis for an unconven-
tional discretization scheme due to Kahan. The analysis uses the blow-up method to deal
with the loss of normal hyperbolicity at the canard point. We show that the structure pre-
serving properties of the Kahan discretization imply a similar result as in continuous time,
guaranteeing the occurrence of canard connections between attracting and repelling slow
manifolds upon variation of a bifurcation parameter. The proof is based on a non-canonical
Melnikov computation along an invariant separating curve, which organizes the dynamics
of the map similarly to the ODE problem.
Keywords: slow manifolds, invariant manifolds, blow-up method, loss of normal hyperboli-
city, discretization, maps, canards.
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1 Introduction
In this paper, we study the effect of the time discretization upon systems of ordinary differential
equations (ODEs) which exhibit the phenomenon called “canard connection”. It takes place,
under certain conditions, in singularly perturbed (slow-fast) systems exhibiting fold points. The
simplest form of such a system is
x′ = f(x, y, λ, ε),
y′ = εg(x, y, λ, ε), (1.1)
where we interpret ε > 0 as a small time scale parameter, separating between the fast variable
x and the slow variable y. For λ = 0, the origin is assumed to be a non-hyperbolic fold point,
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possessing an attracting slow manifold and a repelling slow manifold. One says that the system
admits a canard connection if there are trajectories connecting the attracting and the repelling
slow manifolds [2, 6, 15]. This is a non-generic phenomenon which only becomes generic upon
including an additional parameter λ, for the region of λ’s which is exponentially narrow as ε→ 0.
This makes the study of canard connections especially challenging.
Krupa and Szmolyan [13] have analyzed canard extensions for equation (1.1) by using the
blow-up method which allows to effetively handle the non-hyperbolic singularity at the origin.
The key idea to use the blow-up method [4, 5] for fast-slow systems goes back to Dumortier and
Roussarie [6]. They observed that non-hyperbolic singularities can be converted into partially
hyperbolic one by means of an insertion of a suitable manifold, e.g. a sphere, at such a singularity.
The dynamics on this inserted manifold are partially hyperbolic, and truly hyperbolic in its
neighborhood. The dynamics on the manifold are usually analyzed in different charts. See
e.g. [17, Chapter 7] for an introduction into this technique. A non-exhaustive list of different
applications to planar fast-slow systems includes [20, 19, 21, 9, 13, 16, 18].
The crucial observation for a proof of canard connections in [13] is the existence of a constant
of motion for the dynamics in the rescaling chart in the blown-up space. This constant of motion
can be used for a Melnikov method to compute the separation of the attracting and repelling
manifold under perturbations, in particular to find relations between parameters ε and λ under
which the manifolds intersect, leading to a canard connection.
The role of this constant of motion suggests that, in order to retain the existence of canard
connections, the right choice of the time discretization scheme becomes of a crucial importance.
Indeed, one can show that conventional discretization schemes like the Euler method do not
preserve canard connections. The concept of a structure preserving discretization method is
necessary. We investigate time discretization of the ODE (1.1) via the Kahan method which has
been shown to preserve various integrability attributes in many examples (and known also as
Hirota-Kimura method in the context of integrable systems, see e.g. [12, 25]). We apply the blow-
up method, which so far has been mainly used for flows, to the discrete time fast-slow dynamical
systems induced by the Kahan discretization procedure. We show that these dynamical systems
exhibit canard connections for λ and ε related by a certain a functional relation existing in a
region which exponentially narrow with ε → 0. Thus, we extend to the discrete time context
the previously known feature of the continuous time systems, provided an intelligent choice of
the discretization scheme. We would like to stress that, despite the similarity of results to the
continuous time case, the techniques of the proofs for the discrete time had to be substantially
modified. In particular, the arguments based on the conserved quantity cannot be directly
transferred into the discrete time context, since the conserved quantities there are only formal
(divergent asymptotic series). Thus, it turned out to be necessary to use more general arguments
based on the existence of an invariant measure and an invariant separating curve characterized
as a singular curve of an invariant measure. We use also a non-canonical version of the Melnikov
method, similar to the one presented in [26].
The paper is organized as follows. Section 2 recalls the setting of fast-slow systems in con-
tinuous time and summarizes the main result on canard connections, Theorem 2.2, with a short
sketch of the proof, as given in [13]. In Section 3, we study the problem of a canard connection
for systems with folds in discrete time. We establish the Kahan discretization of the canard
problem in Section 3.1 and discuss the reduced subsystem of the slow time scale in Section 3.2.
In Section 3.3, we introduce the blow-up transformation for the discretized problem. We dis-
cuss the dynamics for the entering and exiting chart in Section 3.4, and for the rescaling chart
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in Section 3.5. In Section 3.6, we explore the dynamical properties of the Kahan map in the
rescaling chart, including a formal conserved quantity, an invariant measure and an invariant
separating curve. Finally, we conduct the Melnikov computation along the invariant curve in
Section 3.7, leading to the proof of the main Theorem 3.11, which is the discrete-time analogue
to Theorem 2.2.
Thus, we succeeded in adding the problem of canard connections to the list of problems
where the discretization can preserve certain features of fast-slow systems with non-hyperbolic
singularities, including the cases of the fold singularity [22], the transcritical singularity [7] and
the pitchfork singularity [1].
Acknowledgments: The authors gratefully acknowledge support by DFG (the Deutsche
Forschungsgemeinschaft) via the SFB/TR 109 “Discretization in Geometry and Dynamics”. ME
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2 Canard connection through a fold in continuous time
2.1 Fast-slow systems
We start with a brief review and notation for continuous-time fast-slow systems. Consider a
system of singularly perturbed ordinary differential equations (ODEs) of the form
ε
dx
dτ = εx˙ = f(x, y, ε),
dy
dτ = y˙ = g(x, y, ε), x ∈ R
m, y ∈ Rn, 0 < ε 1 ,
(2.1)
where f, g, are Ck-functions with k ≥ 3. Since ε is a small parameter, the variables x and y
are often called the fast and the slow variables, respectively. The time variable τ in (2.1) is
termed the slow time scale. The change of variables to the fast time scale t := τ/ε transforms
the system (2.1) into ODEs
x′ = f(x, y, ε),
y′ = εg(x, y, ε). (2.2)
To both systems (2.1) and (2.2) there correspond respective limiting problems for ε = 0: the
reduced problem (or slow subsystem) is given by
0 = f(x, y, 0),
y˙ = g(x, y, 0), (2.3)
and the layer problem (or fast subsystem) is
x′ = f(x, y, 0),
y′ = 0. (2.4)
The reduced problem (2.3) can be understood as a dynamical system on the critical manifold
S0 = {(x, y) ∈ Rm+n : f(x, y, 0) = 0} .
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Observe that the manifold S0 consists of equilibria of the layer problem (2.4). S0 is called normally
hyperbolic if for all p ∈ S0 the matrix Dxf(p) ∈ Rm×m has no eigenvalues on the imaginary axis.
For a normally hyperbolic S0, Fenichel theory [8, 11, 17, 27] implies that, for sufficiently small ε,
there is a locally invariant slow manifold Sε such that the restriction of (2.1) to Sε is a regular
perturbation of the reduced problem (2.3). Furthermore, it follows from Fenichel’s perturbation
results that Sε possesses an invariant stable and unstable foliation, where the dynamics behave
as a small perturbation of the layer problem (2.4).
2.2 Main result on canard connection in slow-fast systems with a fold
A challenging phenomenon is the breakdown of normal hyperbolicity of S0 such that Fenichel
theory cannot be applied. Typical examples of such a breakdown are found at bifurcation points
p ∈ S0, where the Jacobi matrix Dxf(p) has at least one eigenvalue with zero real part. The
simplest examples are folds in planar systems (m = n = 1). These are points p = (x0, y0) ∈ R2
such that
f(p, 0) = 0, ∂f
∂x
(p, 0) = 0,
where we make additionally the following non-degeneracy assumptions:
∂2f
∂x2
(p, 0) > 0, ∂f
∂y
(p, 0) < 0.
Without loss of generality we assume p = (x0, y0) = (0, 0). This implies that, in some neighbor-
hood of p = (0, 0), the origin is the only point on S0 where ∂f/∂x vanishes. In this neighborhood,
S0 looks like a parabola, its left part (with x < 0) is denoted by Sa (a for “attractive”), while
its right part (with x > 0) is denoted by Sr (r for “repelling”). These notations refer to the
properties of dynamics of the layer problem in the region y > 0 (see e.g. [17, Figure 8.1]). By the
standard Fenichel theory, for sufficiently small ε > 0, outside of an arbitrarily small neighborhood
of p, the manifolds Sa and Sr perturb smoothly to invariant manifolds Sa,ε and Sr,ε.
In the following we focus on the particularly challenging problem of fold points admitting
canard connections. This is the case where
g(p, 0) = 0, ∂g
∂x
(p, 0) 6= 0
(the first condition being a departure from the generic fold situation). The critical curve S0 =
{f(x, y, 0) = 0} can be locally parametrized as y = ϕ(x). Thus, the reduced dynamics on S0 are
given by
x˙ = g(x, ϕ(x), 0)
ϕ′(x) . (2.5)
In our setting, the function at the right-hand side is smooth at the origin, so that the reduced
flow goes through the origin via a maximal solution x0(t) of (2.5) with x0(0) = 0. The solution
(x0(t), y0(t)) with y0(t) = ϕ(x0(t)) connects both parts Sa and Sr of S0. However, there is no
reason to expect that for ε > 0, the (extension of the) solution parametrizing Sa,ε will coincide
with the (extension of the) solution parametrizing Sr,ε, unless there are some special reasons, like
symmetry, forcing such a coincidence.
Definition 2.1. We say that a planar slow-fast system admits a canard connection, if the exten-
sion of the attracting slow manifold Sa,ε coincides with the extension of a repelling slow manifold
Sr,ε.
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Example. Consider the system
εx˙ = −y + x2,
y˙ = x, (2.6)
corresponding to f(x, y, ε) = x2−y and g(x, y, ε) = x. For the reduced system (ε = 0) we obtain
y = ϕ(x) = x2 and 2xx˙ = x, hence x˙ = 1/2 (regular at x = 0). The solution x0(t) is given by
x0(t) = τ/2 so that
(x0(τ), y0(τ)) =
(
τ
2 ,
τ 2
4
)
.
Observe that the system is symmetric with respect to the reversion of time τ 7→ −τ simultan-
eously with x 7→ −x. This ensures the existence of the canard connection also for any ε > 0.
In this particular example, one can easily find the canard connection explicitly. Indeed, one can
easily check that, for any ε > 0,
(x0,ε(τ), y0,ε(τ)) =
(
τ
2 ,
τ 2
4 −
ε
2
)
is a solution of (2.6) which parametrizes the invariant set
Sε =
{
(x, y) ∈ R2 : y = x2 − ε2
}
, (2.7)
which consists precisely of the attracting branch Sa,ε = {(x, y) ∈ Sε : x < 0} and the repelling
branch Sr,ε = {(x, y) ∈ Sε : x > 0}, such that trajectories on Sε go through x = 0 with the speed
x˙ = ε/2. However, any generic perturbation of this example, e.g. with g(x, y, ε) = x + x2, will
destroy its peculiarity and will not display a canard connection.
Thus, canard connections are not a generic phenomenon in the above setting. In order to find
a context where they become generic, we have to consider families depending on an additional
parameter λ:
x′ = f(x, y, λ, ε),
y′ = εg(x, y, λ, ε). (2.8)
We assume that at λ = ε = 0, the vector fields f and g satisfy the above conditions. By a local
change of coordinates, the problem can be brought into the canonical form
x′ = −yk1(x, y, λ, ε) + x2k2(x, y, λ, ε) + εk3(x, y, λ, ε),
y′ = ε(xk4(x, y, λ, ε)− λk5(x, y, λ, ε) + yk6(x, y, λ, ε)), (2.9)
where
ki(x, y, λ, ε) = 1 +O(x, y, λ, ε) , i = 1, 2, 4, 5,
ki(x, y, λ, ε) = O(x, y, λ, ε) , i = 3, 6. (2.10)
The main result on existence of canard connections, as given in [13], can be formulated as follows.
For j ∈ {a, r}, let ∆j := {(x, ρ), x ∈ Ij} be transversal sections to Sj; here Ia ⊂ R− and Ir ⊂ R+
are suitable intervals and ρ > 0 is sufficiently small. Let qj,ε = ∆j ∩ Sj,ε be the intersections of
∆j with the corresponding perturbed manifolds, and let pi be the transition map from ∆a to ∆r
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along the flow of (2.9). The condition that the extended attracting slow manifold Sa,ε coincides
with the extended repelling slow manifold Sr,ε can be equivalently expressed as pi(qa,ε) = qr,ε.
Set
a1 = ∂k3∂x (0, 0, 0, 0), a2 =
∂k1
∂x
(0, 0, 0, 0), a3 = ∂k2∂x (0, 0, 0, 0),
a4 = ∂k4∂x (0, 0, 0, 0), a5 = k6(0, 0, 0, 0),
(2.11)
and
C = 18(4a1 − a2 + 3a3 − 2a4 + 2a5). (2.12)
Theorem 2.2. [13, Theorem 3.1] Consider system (2.9) such that the solution (x0(t), y0(t)) of
the reduced problem for ε = 0, λ = 0 connects Sa and Sr. Assume that C 6= 0. Then there exist
ε0 > 0 and a smooth function
λc(
√
ε) = −Cε+O(ε3/2),
defined on [0, ε0] such that for ε ∈ [0, ε0] the following holds:
1. The map pi is only defined if λ− λc(√ε) = O(e−c/ε) for some c > 0.
2. There is a canard connection, that is, the extended attracting slow manifold Sa,ε coincides
with the extended repelling slow manifold Sr,ε, if and only if λ = λc(
√
ε).
2.3 Existence of the canard connection
In order to use specific geometric methods in singular perturbation theory, we consider ε and λ
as variables, writing
x′ = f(x, y, λ, ε),
y′ = εg(x, y, λ, ε),
ε′ = 0,
λ′ = 0.
(2.13)
Note that the Jacobi matrix of the above vector field in (x, y, λ, ε) has a quadruple zero eigenvalue
at the origin. A well established way to gain (partial) hyperbolicity at such a singularity is the
blow-up technique which replaces the singularity by a manifold on which the dynamics can be
desingularized. An important technical assumption for this technique is quasi-homogeneity of
the vector field f : Rn → Rn of the ODE (cf. [17, Definition 7.3.2]), which means that there are
(a1, . . . , an) ∈ Nn and k ∈ N such that for every r ∈ R and each component fj : Rn → R of f we
have
fj(ra1z1, . . . , ranzn) = rk+ajfj(z1, . . . , zn).
The proof of Theorem 2.2 in [13] uses the quasi-homogeneous blow-up transformation Φ : B → R4,
x = rx¯, y = r2y¯, ε = r2ε¯, λ = rλ¯,
where (x¯, y¯, ε¯, λ¯, r) ∈ B = S2 × [−κ, κ] × [0, ρ], where S2 = {(x¯, y¯, ε¯) : x¯2 + y¯2 + ε¯2 = 1}, with
some κ, ρ > 0. We assume that ρ and κ sufficiently small, so that the dynamics on Φ(B) can
be described by the normal form approximation. Let X = Φ∗(X) be the pull-back of the vector
field X to B. The dynamics of X on B are analyzed in two charts K1, K2:
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• the entering and exiting chart K1 projecting the neighborhood of (0, 1, 0) on S2 to the
plane y¯ = 1:
K1 : x = r1x1, y = r21, ε = r21ε1, λ = r1λ1, (2.14)
• and the scaling chart K2 projecting the neighborhood of (0, 0, 1) on S2 to the plane ε¯ = 1:
K2 : x = r2x2, y = r22y2, ε = r22, λ = r2λ2. (2.15)
The dynamics in the chart K2 is of a primary interest. Here, the transformed equations admit a
time rescaling allowing to divide out a factor r2, which is possible due to the quasi-homogeneity
of the leading part of the vector field X (the new time being denoted by t2 = r2t). Upon this
operation, equations of motion take the form
x′2 = −y2 + x22 + r2G1(x2, y2) +O(r2(λ2 + r2)),
y′2 = x2 − λ2 + r2G2(x2, y2) +O(r2(λ2 + r2)),
r′2 = 0,
λ′2 = 0,
(2.16)
where G = (G1, G2) can be written explicitly as
G(x2, y2) =
(
G1(x2, y2)
G2(x2, y2)
)
=
(
a1x2 − a2x2y2 + a3x32
a4x
2
2 + a5y2
)
. (2.17)
On the invariant set {r2 = 0, λ2 = 0}, we have(
x′2
y′2
)
= f(x2, y2) =
(−y2 + x22
x2
)
. (2.18)
Let us list some crucially important qualitative features of system (2.18).
• As pointed out in [13, Lemma 3.3], system (2.18) possesses an integral of motion
H(x2, y2) = e−2y2
(
y2 − x22 +
1
2
)
. (2.19)
• Moreover, one can put (2.18) as a generalized Hamiltonian system(
x′2
y′2
)
= 12e
2y2
(
0 1
−1 0
)
gradH(x2, y2). (2.20)
• As a generalized Hamiltonian system, (2.18) preserves the measure e−2y2dx2 ∧ dy2. Since
the density of an invariant measure is defined up to a multiplication by an integral of
motion, the following is an alternative invariant measure:
µ = dx ∧ dy|y2 − x22 + 12 |
. (2.21)
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• System (2.18) has an equilibrium of center type at (0, 0), surrounded by a family of periodic
orbits coinciding with the level curves {H(x2, y2) = c} for 0 < c < 12 . The level curves
for c < 0 correspond to unbounded solutions. These two regions of the phase plane are
separated by the invariant curve {H(x2, y2) = 0}, or
y2 = x22 −
1
2 . (2.22)
Thus, we have two alternative characterizations of the separatrix (2.22): on one hand, it is
the level set {H(x2, y2) = 0}, and on the other hand, it is the singular curve of the invariant
measure (2.21).
• Separatrix (2.22) supports a special solution of (2.18):
γ0,2(t2) =
x0,2(t2)
y0,2(t2)
 =

1
2t2
1
4t
2
2 −
1
2
 , t2 ∈ R. (2.23)
Pulled back to the manifold B, the special solution γ¯0 connects the endpoint pa of the critical
attracting manifold Sa across the sphere S2 to the endpoint pr of the critical repelling manifold
Sr (see e.g. [17, Figure 8.2]). In other words, the center manifolds Ma and M r, corresponding
to pa and pr respectively, and written in chart K2 as Ma,2 and Mr,2, intersect along γ0,2 for
r2 = λ2 = 0.
The difference between Ma,2 and Mr,2 for (r2, λ2) 6= (0, 0) is measured by the difference
ya,2(0)− yr,2(0), where γa,2(t) = (xa,2(t), ya,2(t)) and γr,2(t) = (xr,2(t), yr,2(t)) are the trajectories
in Ma,2 and Mr,2 respectively, for given r2, λ2 with the initial data xa,2(0) = xr,2(0) = 0. This
distance can be expressed as [13, Proposition 3.5]
D(r2, λ2) = H(0, ya,2(0))−H(0, yr,2(0)) = drr2 + dλλ2 +O(2) , (2.24)
where
dr =
∫ ∞
−∞
〈
gradH(γ0,2(t2)), G(γ0,2(t2))
〉
dt2, (2.25)
dλ =
∫ ∞
−∞
〈
gradH(γ0,2(t2)),
(
0
−1
)〉
dt2 (2.26)
are the respective Melnikov integrals. Since dλ 6= 0, one concludes by the implicit function
theorem that for sufficiently small r2 there exists λ2 such that the manifolds Ma,2 and Mr,2
intersect. Transforming back into the original variables yields Theorem 2.2.
It will be important for us that formulas (2.25), (2.26) admit also a non-Hamiltonian expres-
sion given in [26], where gradH(γ0,2(t2)) is replaced by
ψ(t2) = 2e−2y0,2(t2)
(−y′0,2(t2)
x′0,2(t2)
)
= e−2y0,2(t2)
(−t2
1
)
. (2.27)
The function ψ(t2) admits a more intrinsic interpretation as the only exponentially decaying
solution of the adjoint system for the system (2.18) linearized along the solution γ0,2(t2),
ψ′ = −Df(γ0,2(t2))>ψ, (2.28)
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while the expression 2y0,2(t2) = t22/2 in the exponent is interpreted as
t22
2 =
∫ t2
0
tr Df(γ0,2(τ))dτ, (2.29)
the matrix of the system (2.18) linearized along the solution γ0,2(t2) being given by
Df(γ0,2(t2)) =
(
2x0,2(t2) −1
1 0
)
=
(
t2 −1
1 0
)
. (2.30)
3 Canard connection for a system with a fold in discrete
time
3.1 Kahan discretization of canard problem
We discretize system (2.9) with the Kahan method. It was introduced in [12] as an unconven-
tional discretization scheme applicable to arbitrary ODEs with quadratic vector fields. It was
demonstrated in [23, 24, 25] that this scheme tends to preserve integrals of motion and invariant
volume forms. There are few general results available that support this claim, but the number
of particular examples reviewed in the above references is quite impressive. Our study here will
add an additional evidence.
Consider an ODE with a quadratic vector field:
z′ = f(z) = Q(z) +Bz + c, (3.1)
where each component of Q : Rn → Rn is a quadratic form, B ∈ Rn×n and c ∈ Rn. The Kahan
discretization of this system reads as
z˜ − z
h
= Q¯(z, z˜) + 12B(z + z˜) + c, (3.2)
where
Q¯(z, z˜) = 12(Q(z + z˜)−Q(z)−Q(z˜))
is the symmetric bilinear form such that Q¯(z, z) = Q(z). Note that equation (3.2) is linear with
respect to z˜ and therefore defines a rational map z˜ = Ff (z, h), which approximates the time h
shift along the solutions of the ODE (3.1). Further note that F−1f (z, h) = Ff (z,−h) and, hence,
the map is birational. An explicit form of the map Ff defined by equation (3.2) is given by
z˜ = Ff (z, h) = z + h
(
Id− h2 Df(z)
)−1
f(z). (3.3)
In order to be able to apply the Kahan discretization scheme, we restrict ourselves to systems
(2.1), (2.2) which are quadratic, that is, to
εx˙ = −y + x2 + εa1x− a2xy,
y˙ = x− λ+ a5y + a4x2,
(3.4)
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resp.
x′ = −y + x2 + εa1x− a2xy,
y′ = ε(x− λ) + εa5y + εa4x2,
(3.5)
which corresponds to normal forms (2.9) with k1 = 1 + a2x, k2 = 1, k3 = a1x, k4 = 1 + a4x,
k5 = 1, and k6 = a5.
Remark 3.1. It was demonstrated in [3, Proposition 1] that Kahan map (3.3) coincides with the
map produced by the following implicit Runge-Kutta scheme, when the latter is applied to a
quadratic vector field f :
z˜ − z
h
= −12f(z) + 2f
(
z + z˜
2
)
− 12f(z˜). (3.6)
This opens the way of extending our present results for more general (not necessarily quadratic)
systems (2.9). However, in the present paper we restrict ourselves to the case (3.5).
3.2 Reduced subsystem of the slow flow
Kahan discretization of (3.4) reads:
ε
h
(x˜− x) = −12(y + y˜) + xx˜+
εa1
2 (x+ x˜)−
a2
2 (x˜y + xy˜),
1
h
(y˜ − y) = 12(x+ x˜)− λ+
a5
2 (y + y˜) + a4xx˜.
(3.7)
Proposition 3.2. The reduced system (3.7) with ε = 0 defines an evolution on a curve
S0,h =
{
(x, y) ∈ R2 : y = ϕ0,h(x)
}
which supports a one-parameter family of solutions xh(n;x0) with xh(0;x0) = x0. For small ε > 0,
this curve is perturbed to normally hyperbolic invariant curves Sa,h,ε resp. Sr,h,ε of the slow flow
(3.8) for x < 0, resp. for x > 0.
For the simplest case a1 = a2 = a4 = a5 = 0 and λ = 0,
ε
h
(x˜− x) = −12(y + y˜) + xx˜,
1
h
(y˜ − y) = 12(x+ x˜).
(3.8)
everything can be done explicitly. Straightforward computations lead to the following results.
The reduced system
0 = −12(y˜ + y) + x˜x,
1
h
(y˜ − y) = 12(x˜+ x)
(3.9)
has an invariant critical curve
S0,h =
{
(x, y) ∈ R2 : y = x2 − h
2
8
}
. (3.10)
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The evolution on this curve is given by x˜ = x+ h2 , so that xh(n;x0) = x0 +
nh
2 .
For the full system (3.8), the symmetry x 7→ −x, h→ −h ensures the existence of an invariant
curve
Sε,h =
{
(x, y) ∈ R2 : y = x2 − ε2 −
h2
8
}
, (3.11)
whose parts with x < 0, resp x > 0 are the invariant curves Sa,h,ε resp. Sr,h,ε. This curve supports
solutions with x(n) = x0 + nh2 . Thus, system (3.8) exhibits a canard connection. Our goal is to
establish the existence of a canard connection for the general system (3.7).
3.3 Blow-up of the fast flow
Kahan discretization of the fast flow (3.5) is the system (3.7) with h 7→ hε:
1
h
(x˜− x) = −12(y˜ + y) + x˜x+
εa1
2 (x˜+ x)−
a2
2 (x˜y + xy˜),
1
h
(y˜ − y) = ε2(x˜+ x)− ελ+
εa5
2 (y˜ + y) + εa4x˜x.
(3.12)
We introduce a quasi-homogeneous blow-up transformation for the discrete time system, in-
terpreting the step size h as a variable in the full system. Similarly to the continuous time
situation, the transformation reads
x = rx¯, y = r2y¯, ε = r2ε¯, λ = rλ¯, h = h¯/r ,
where (x¯, y¯, ε¯, λ¯, r, h¯) ∈ B := S2 × [−κ, κ] × [0, ρ] × [0, h0] for some h0, ρ, κ > 0. The change of
variables in h is chosen such that the map is desingularized in the relevant charts.
This transformation is a map Φ : B → R5. If F denotes the map obtained from the time-
discretization, the map Φ induces a map F on B by Φ ◦ F ◦ Φ−1 = F . Analogously to the
continuous time case, we are using the charts Ki, i = 1, 2, to describe the dynamics. The chart
K1 (setting y¯ = 1) focuses on the entry and exit of trajectories, and is given by
x = r1x1, y = r21, ε = r21ε1, λ = r1λ1, h = h1/r1 . (3.13)
In the scaling chart K2 (setting ε¯ = 1) the dynamics arbitrarily close to the origin are analyzed.
It is given via the mapping
x = r2x2, y = r22y2, ε = r22, λ = r2λ2, h = h2/r2 . (3.14)
The change of coordinates from K1 to K2 is denoted by κ12 and, for ε1 > 0, is given by
x2 = ε−1/21 x1, y2 = ε−11 , r2 = r1ε
1/2
1 , λ2 = ε
−1/2
1 λ1, h2 = h1ε
1/2
1 . (3.15)
Similarly, for y > 0, the map κ21 = κ−112 is given by
x1 = y−1/22 x2, r1 = y
1/2
2 r2, ε1 = y−12 , λ1 = y
−1/2
2 λ2, h1 = h2y
1/2
2 . (3.16)
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3.4 Dynamics in the entering and exiting chart K1
Here we extend the dynamical equations (3.12) by
ε˜ = ε, λ˜ = λ, h˜ = h, (3.17)
and then introduce the coordinate chart K1 by (3.13):
x = r1x1, y = r21, ε = r21ε1, λ = r1λ1, h = h1/r1, (3.18)
defined on the domain
D1 =
{
(x1, r1, ε1, λ1, h1) ∈ R5 : 0 ≤ r1 ≤ ρ, 0 ≤ ε1 ≤ δ, 0 ≤ h1 ≤ ν
}
. (3.19)
where ρ, δ, ν > 0 are sufficiently small.
To transform the map (3.12) into the coordinates of K1, we start with the particular case
a1 = a2 = a4 = a5 = 0, generated by difference equations
1
h
(x˜− x) = x˜x− 12(y˜ + y),
1
h
(y˜ − y) = ε2(x˜+ x)− ελ, (3.20)
supplied, as usual, by (3.17). Written explicitly, this is the map
x˜ = P (x, y, ε, λ, h)
R(x, ε, h) , y˜ =
Q(x, y, ε, λ, h)
R(x, ε, h) , ε˜ = ε, λ˜ = λ, h˜ = h, (3.21)
where
P (x, y, ε, λ, h) = x− hy − h24 εx+ h
2
2 λε, (3.22)
Q(x, y, ε, λ, h) = y − hyx− h22 εx2 − hλε+ h2xλε+ hεx− h
2
4 εy, (3.23)
R(x, ε, h) = 1− hx+ h24 ε. (3.24)
Upon substitution K1, we have:
P (x, y, ε, λ, h) = r1P1(x1, ε1, λ1, h1), (3.25)
Q(x, y, ε, λ, h) = r21Q1(x1, ε1, λ1, h1), (3.26)
R(x, ε, h) = R1(x1, ε1, λ1, h1), (3.27)
where
P1(x1, ε1, λ1, h1) = x1 − h1 − h
2
1
4 ε1x1 +
h21
2 λ1ε1, (3.28)
Q1(x1, ε1, λ1, h1) = 1− h1x1 − h
2
1
2 ε1x
2
1 − h1λ1ε1 + h21x1λ1ε1 + h1ε1x1 − h
2
1
4 ε1, (3.29)
R1(x1, ε1, h1) = 1− h1x1 + h
2
1
4 ε1. (3.30)
Setting
Y1(x1, ε1, λ1, h1) =
Q1(x1, ε1, λ1, h1)
R1(x1, ε1, h1)
, (3.31)
X1(x1, ε1, λ1, h1) =
P1(x1, ε1, λ1, h1)
Q1(x1, ε1, λ1, h1)1/2R1(x1, ε1, h1)1/2
, (3.32)
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we come to the following expression for the map (3.21) in the chart K1:
x˜1 = X1(x1, ε1, λ1, h1),
r˜1 = r1(Y1(x1, ε1, λ1, h1))1/2,
ε˜1 = ε1(Y1(x1, ε1, λ1, h1))−1,
λ˜1 = λ1(Y1(x1, ε1, λ1, h1))−1/2,
h˜1 = h1(Y1(x1, ε1, λ1, h1))1/2.
(3.33)
Now it is straightforward to extend these results to the general case of the map (3.12) with
arbitrary constants ai. For this, we observe:
– in the first equation, the terms y and x2 on the right-hand side scale as r21 and r21x21, while
the terms εx and xy scale as r31ε1x1 and r31x1, respectively;
– in the second equation, the terms εx and ελ on the right-hand side scale as r31ε1x1 and
r31ε1λ1, while the terms εy and εx2 scale as r41ε1 and r41ε1x21, respectively.
Therefore, we can treat all terms involving a1, a2, a4, a5 as O(r1). The resulting map is given
by formulas analogous to (3.33), with X1(x1, ε1, λ1, h1), Y1(x1, ε1, λ1, h1) replaced by certain
functions
X1(x1, ε1, λ1, h1) +O(r1) and Y1(x1, ε1, λ1, h1) +O(ε1r1).
We now analyze the dynamics of this map.
• The subset {r1 = 0, ε1 = 0, λ1 = 0} ∩ D1 is invariant, and on this subset we have
Y1(x1, r1, ε1, λ1, h1) = 1, so that
x˜1 =
x1 − h1
1− h1x1 , h˜1 = h1.
Hence, it contains two curves of fixed points
pa,1(h1) = (−1, 0, 0, 0, h1) and pr,1(h1) = (1, 0, 0, 0, h1).
We have: ∣∣∣∣∣∂x˜1∂x1 (pa,1(h1))
∣∣∣∣∣ =
∣∣∣∣∣1− h11 + h1
∣∣∣∣∣ < 1,
∣∣∣∣∣∂x˜1∂x1 (pr,1(h1))
∣∣∣∣∣ =
∣∣∣∣∣1 + h11− h1
∣∣∣∣∣ > 1
for h1 ≤ ν < 1, hence the point pa,1(h1) is attracting in the x1-direction and the point
pr,1(h1) is repelling in the x1-direction. In all other directions, the multipliers of these fixed
points are equal to 1.
• Similarly, we have on {ε1 = 0, λ1 = 0} ∩D1 for small r1 > 0:
x˜1 =
x1 − h1
1− h1x1 +O(r1), h˜1 = h1, r˜1 = r1.
By the implicit function theorem, we can conclude that on {ε1 = 0, λ1 = 0} ∩ D1, there
exist two families of normally hyperbolic (for h1 > 0) curves of fixed points denoted as
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Sa,1(h1) and Sr,1(h1), parametrized by r1 ∈ [0, ρ] and ending for r1 = 0 at pa,1(h1) and
pr,1(h1), respectively. For the map (3.21), corresponding to difference equation (3.20) (that
is, to (3.12) with all ai = 0), the O(r1)-term vanishes, and the above families are simply
given by
Sa,1(h1) = {(−1, r1, 0, 0, h1) : 0 ≤ r1 ≤ ρ} ∩D1,
Sr,1(h1) = {(1, r1, 0, 0, h1) : 0 ≤ r1 ≤ ρ} ∩D1.
• On the invariant set {r1 = 0, λ1 = 0} ∩D1, the dynamics of x1, ε1 and h1 are given by
x˜1 = X1(x1, ε1, 0, h1),
ε˜1 = ε1(Y1(x1, ε1, 0, h1))−1,
h˜1 = h1(Y1(x1, ε1, 0, h1))1/2.
(3.34)
We compute the Jacobi matrices of the map (3.34) at pa,1(h1) and pr,1(h1), restricting to
the invariant set {r1 = 0, λ1 = 0} ⊂ D1,
Aa :=
∂(x˜1, ε˜1, h˜1)
∂(x1, ε1, h1)
(pa,1(h1)) =

1−h1
1+h1
−h1
2(1+h1) 0
0 1 0
0 −h212 1
 ,
Ar :=
∂(x˜1, ε˜1, h˜1)
∂(x1, ε1, h1)
(pr,1(h1)) =

1+h1
1−h1
−h1
2(1−h1) 0
0 1 0
0 h
2
1
2 1
 .
The matrix Aa has a two-dimensional invariant space corresponding to the eigenvalue 1,
spanned by the vectors v(1)a = (0, 0, 1)> and v(2)a = (−1, 4, 0)>, such that
(Aa − I)v(1)a = 0, (Aa − I)v(2)a = −2h21v(1)a .
Similarly, the matrix Ar has a two-dimensional invariant space corresponding to the eigen-
value 1, spanned by the vectors v(1)r = (0, 0, 1)> and v(2)r = (1, 4, 0)>, such that
(Ar − I)v(1)r = 0, (Ar − I)v(2)a = −2h21v(1)r .
It is instructive to compare this with the continuous-time case h1 → 0 (see, e.g., [13, Lemma
2.5]), where both vectors v(1)a and v(2)a are eigenvectors of the corresponding linearized
system, with v(1)a being tangent to Sa,1 and v(2)a corresponding to the center direction in the
invariant plane r1 = 0 (and similarly for v(1)r and v(2)r ).
We summarize these observations into the following statement.
Proposition 3.3. For system (3.33), there exist a center-stable manifold M̂a,1 and a center-
unstable manifold M̂r,1, with the following properties:
1. For i = a, r, the manifold M̂i,1 contains the curve of fixed points Si,1(h1) on {ε1 = 0, λ1 =
0} ⊂ D1, parametrized by r1, and the center manifold Ni,1 whose branch for ε1, h1 > 0 is
unique (see Figure 3 (b)). In D1, the manifold M̂i,1 is given as a graph x1 = gˆi(r1, ε1, λ1, h1).
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2. For i = a, r, there exist two-dimensional invariant manifolds Mi,1 which are given as graphs
x1 = gi(r1, ε1).
Proof. The first part follows by standard center manifold theory (see, e.g., [10]). There exist
two-dimensional center manifolds Na,1 and Nr,1, parametrized by h1, ε1, which at ε1 = 0 coincide
with the sets of fixed points
Pa,1 = {pa,1(h1) : 0 ≤ h1 ≤ ν} and Pr,1 = {pr,1(h1) : 0 ≤ h1 ≤ ν}, (3.35)
respectively (see Figure 3 (b)). Note that, by (3.34), on {r1 = 0, λ1 = 0, h1 > 0} ∩D1 we have
ε˜1 > ε1 and h˜1 < h1 for x1 ≤ 0. Hence, for δ small enough, the branch of the manifold Na,1 on
{r1 = 0, ε1 > 0, λ1 = 0, h1 > 0} ∩D1 is unique. On the other hand, we observe that for x1 ≥ 1K
with a constant K > 1, we have ε˜1 < ε1 and h˜1 > h1, if and only if h1 < 2K1+K2 . Thus, for x1 from
a neighborhood of 1, we see that ν < 2K1+K2 < 1 guarantees that, for δ small enough depending
on K, the branch of the manifold Nr,1 on {r1 = 0, ε1 > 0, λ1 = 0, h1 > 0} ∩D1 is unique.
The second part follows from the invariances r˜1λ˜1 = r1λ1 and h˜1/r˜1 = h1/r1, compare [7,
Proposition 3.3 and Figure 2] for details.
3.5 Dynamics in the scaling chart K2
Next, we investigate the dynamics in the scaling chart K2, in order to find a trajectory connecting
M̂a,1 with M̂r,1, or Ma,1 with Mr,1 respectively. Recall from (3.14) that in chart K2 we have
x = r2x2, y = r22y2, ε = r22, λ = r2λ2, h = h2/r2 . (3.36)
In this chart and upon the time rescaling t = t2/r2, equation (3.5) takes the form
x′2 = −y2 + x22 + r2(a1x2 − a2x2y2),
y′2 = x2 − λ2 + r2(a4x22 + a5y2),
(3.37)
where the prime now denotes the derivative with respect to t2, compare (2.16). Since in this chart
r2 =
√
ε is not a dynamical variable (remains fixed in time), we will not write down explicitly
differential, resp. difference evolution equations for λ2 = λ/
√
ε and for h2 = h
√
ε. We will
restore these variables as we come to the matching with the chart K1. The Kahan discretization
of equation (3.37) with the time step h2 can be written as
x˜2 = F1(x2, y2, h2) + r2Gˆ1(x2, y2, h2) + λ2Jˆ1(x2, h2),
y˜2 = F2(x2, y2, h2) + r2Gˆ2(x2, y2, h2) + λ2Jˆ2(x2, h2),
(3.38)
On the blow-up manifold r2 = 0, we are dealing with the simple model system
1
h2
(x˜2 − x2) = x2x˜2 − 12(y2 + y˜2),
1
h2
(y˜2 − y2) = 12(x2 + x˜2)− λ2. (3.39)
This yields the birational map
x˜2 =
x2 − h2y2 − h
2
2
4 x2 +
h22
2 λ2
1− h2x2 + h
2
2
4
,
y˜2 =
y2 + h2x2 − h2x2y2 − h2λ2 − h
2
2
2 x
2
2 + h22λ2x2 − h
2
2
4 y2
1− h2x2 + h
2
2
4
.
(3.40)
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This gives the following expressions for the map F = (F1, F2) and Jˆ = (Jˆ1, Jˆ2) in (3.38):
x˜2 = F1(x2, y2, h2) =
x2 − h2y2 − h
2
2
4 x2
1− h2x2 + h
2
2
4
,
y˜2 = F2(x2, y2, h2) =
y2 + h2x2 − h2x2y2 − h
2
2
2 x
2
2 − h
2
2
4 y2
1− h2x2 + h
2
2
4
,
(3.41)
and
Jˆ1(x2, h2) =
h22
2
1− h2x2 + h
2
2
4
,
Jˆ2(x2, h2) =
−h2 + h22x2
1− h2x2 + h
2
2
4
.
(3.42)
Explicit expressions for the functions Gˆ1 and Gˆ2 can be easily obtained, as well, but are omitted
here due to their length.
3.6 Dynamical properties of the model map in the scaling chart
For a better readability, we omit index “2” referring to the chart K2 starting from here. In
particular, we write x, y, r, λ, h for x2, y2, r2, λ2, h2 rather than for the original variables (before
rescaling). Similarly to the continuous-time case, we start the analysis in K2 with the case λ = 0,
r = 0 for h > 0 fixed. This means that we study the dynamics of the map given by F (3.41),
F :

x˜ =
x− hy − h24 x
1− hx+ h24
,
y˜ =
y + hx− hxy − h22 x2 − h
2
4 y
1− hx+ h24
,
(3.43)
which comes as the solution of the difference equation
1
h
(x˜− x) = xx˜− 12(y + y˜),
1
h
(y˜ − y) = 12(x+ x˜). (3.44)
We discuss in detail the most important properties of the model map (3.43).
3.6.1 Formal integral of motion
Recall that, for r = λ = 0, the ODE system (2.18) in the chart K2 has a conserved quantity
(2.19). Its level set H(x, y) = 0 supports the special canard solution (2.23),
γ0,2(t2) =
(1
2t2,
1
4t
2
2 −
1
2
)>
.
In general, Kahan discretization has a distinguished property of possessing a conserved quant-
ity for unusually numerous instances of quadratic vector fields. For (2.18), it turns out to possess
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a formal conserved quantity in the form of an asymptotic power series in h. However, there
are indications that this power series is divergent, so that map F (3.43) does not possess a true
integral of motion. Nevertheless, it possesses all nice properties of symplectic or Poisson integ-
rators, in particular, a truncated formal integral is very well preserved on very long intervals of
time. Moreover, as we will now demonstrate, the zero level set of the formal conserved quantity
supports the special family of solutions of the discrete time system crucial for our main results.
We recall a method for constructing a formal conserved quantity
H¯(z, h) = H(z) + h2H2(z) + h4H4(z) + h6H6(z) + . . . (3.45)
for the the Kahan discretization Ff (3.3) for an ODE of the form (3.1) admitting a smooth
conserved quantity H : Rn → R. The latter means that
n∑
i=1
∂H(z)
∂zi
fi(z) = 0. (3.46)
The ansatz (3.45) containing only even powers of h is justified by the fact that the Kahan method
is a symmetric linear discretization scheme. Writing z˜ = Ff (z, h), we formulate our requirement
of H¯ being an integral of motion for Ff as H¯(z, h) = H¯(z˜, h) on Rn × [0, h0], i.e., up to terms
O(h4),
H(z˜) + h2H2(z˜) = H(z) + h2H2(z) +O(h4). (3.47)
To compute the Taylor expansion of the left hand side, we observe:
H(z˜) = H
(
z + hf(z) + h
2
2 f(z)Df(z) +O(h
3)
)
= H(z) + h
n∑
i=1
∂H(z)
∂zi
fi(z)
+ h
2
2
 n∑
i,j=1
∂2H(z)
∂zi∂zj
fi(z)fj(z) +
n∑
i,j=1
∂H(z)
∂zi
∂fi(z)
∂zj
fj(z)
+O(h3).
Here, the h and the h2 terms vanish, as follows from (3.46) and its Lie derivative:
0 =
n∑
j=1
∂
∂zj
(
n∑
i=1
∂H(z)
∂zi
fi(z)
)
fj(z) =
n∑
i,j=1
∂2H(z)
∂zi∂zj
fi(z)fj(z) +
n∑
i,j=1
∂H(z)
∂zi
∂fi(z)
∂zj
fj(z). (3.48)
Thus, we find: H(z˜) = H(z) +O(h3), or, more precisely,
H(z˜) = H(z) + h3G3(z) + h4G4(z) + h5G5(z) + . . . . (3.49)
Plugging this, as well as a Taylor expansion of H2(z˜) similar to H(z˜), into (3.47), we see that
vanishing of the h3 terms is equivalent to
n∑
i=1
∂H2(z)
∂zi
fi(z) = −G3(z). (3.50)
This is a linear PDE defining H2 up to an additive term which is an arbitrary function of H.
Following terms H4, H6, . . . can be determined in a similar manner, from linear PDEs like
(3.50) with recursively determined functions on the right hand side.
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We now apply this scheme to obtain (the first terms of) the formal conserved quantity
H¯(x, y, h) for (3.41). It turns out to be possible to find it in the form
H¯(x, y, h) ≈ H(x, y) +
∞∑
k=1
h2kH2k(x, y), (3.51)
where
H(x, y) = e−2y
(
y − x2 + 12
)
and H2k(x, y) = e−2yH¯2k(x, y), (3.52)
with H¯2k(x, y) being polynomials of degree 2k + 2. The symbol ≈ reminds that this is only a
formal asymptotic series which does not converge to a smooth conserved quantity. A Taylor
expansion of H(x˜, y˜) as in (3.49) gives
H(x˜, y˜) = H(x, y) + h3G3(x, y) +O(h4),
with
G3(x, y) =
1
3e
−2y(x3 + x5 − 4x3y + 3xy2).
The differential equation (3.50) reads in the present case:
(x2 − y) ∂
∂x
(
e−2yH¯2(x, y)
)
+ x ∂
∂y
(
e−2yH¯2(x, y)
)
= −G3(x, y). (3.53)
A solution for H¯2 which is a polynomial of degree 4 reads:
H¯2(x, y) =
1
3
(
x2 − x
4
2 + (y − x
2)(y − y2)
)
. (3.54)
Hence, we obtain the approximation
H¯(x, y, h) = e−2y
(
y − x2 + 12
)
+ h
2
3 e
−2y(x2 − x42 + (y − x2)(y − y2)
)
+O(h4). (3.55)
A straightforward computation shows that on the curve y−x2 + 12 = 0 (the level set H(x, y) = 0),
the function H¯2(x, y) takes a constant value 18 . Therefore, the level set H¯(x, y, h) = 0 is given,
up to O(h4), by
ϕh(x, y) = y − x2 + 12 +
h2
8 = 0. (3.56)
Remarkably, we have the following statement.
Proposition 3.4. The curve (3.56) represents a zero level set of the (divergent) formal integral
H¯(x, y, h). More precisely, on this curve
H(x, y) +
n∑
k=1
h2kH2k(x, y) = O(h2n+2).
We will not prove this statement, but rather derive a different dynamical characterization of
the curve (3.56).
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3.6.2 Invariant measure
Proposition 3.5. The map F given by (3.43) admits an invariant measure
µh =
dx ∧ dy
|ϕh(x, y)| (3.57)
with ϕh(x, y) given in (3.56). This measure µh is singular on the curve ϕh(x, y) = 0.
Proof. Difference equations (3.44) can be written as a linear system for (x˜, y˜):1− hx h2
−h2 1
x˜
y˜
 =
x− h2y
y + h2x
 .
Differentiating with respect to x, y, we obtain:1− hx h2
−h2 1
∂x˜∂x ∂x˜∂y
∂y˜
∂x
∂y˜
∂y
 =
1 + hx˜ −h2
h
2 1
 .
Computing determinants, we find:
det ∂(x˜, y˜)
∂(x, y) =
1 + hx˜+ h24
1− hx+ h24
. (3.58)
Next, we derive from the first equation in (3.43):
x˜− x = −hy + hx
2 − h22 x
1− hx+ h24
.
Since the system (3.44) is symmetric with respect to interchanging (x, y) ↔ (x˜, y˜) with the
simultaneous change h 7→ −h, we can perform this operation in the latter equation, resulting in
x− x˜ = hy˜ − hx˜
2 − h22 x˜
1 + hx˜+ h24
.
Comparing the last two formulas, we obtain:
y − x2 + h2x
1− hx+ h24
=
y˜ − x˜2 − h2 x˜
1 + hx˜+ h24
,
or, equivalently,
y − x2 + 12 + h
2
4
1− hx+ h24
=
y˜ − x˜2 + 12 + h
2
4
1 + hx˜+ h24
. (3.59)
Together with (3.58), this results in
det ∂(x˜, y˜)
∂(x, y) =
ϕh(x˜, y˜)
ϕh(x, y)
, (3.60)
which is equivalent to the statement of proposition.
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3.6.3 Invariant separating curve
It turns out that the singular curve of the invariant measure µh is an invariant curve under the
map (3.43).
Proposition 3.6. The parabola
Sh :=
{
(x, y) ∈ R2 : y = x2 − 12 −
h2
8
}
(3.61)
is invariant under the map F given by (3.43). Solutions on Sh are given by
γh,x0(n) =

x0 +
hn
2
x20 + hnx0 +
h2n2
4 −
1
2 −
h2
8
 , n ∈ Z. (3.62)
For (x, y) ∈ Sh, we have: ∣∣∣∣∣∂x˜∂x
∣∣∣∣∣

< 1 for x < 0,
= 1 for x = 0,
> 1 for x > 0.
(3.63)
Proof. Plugging y = x2 − 12 − h
2
8 into formulas (3.43), we obtain upon a straightforward compu-
tation:
x˜ = x+ h2 , y˜ =
(
x+ h2
)2
− 12 −
h2
8 .
This proves the first two claims.
As for the last claim, we compute by differentiating the first equation in (3.43):
∂x˜
∂x
=
1− h2y − h416(
1− hx+ h24
)2 . (3.64)
For (x, y) ∈ Sh, this gives:
∂x˜
∂x
=
(
1 + h24
)2 − h2x2(
1− hx+ h24
)2 = 1 + hx+ h
2
4
1− hx+ h24
,
which implies inequalities (3.63). (We remark that the right hand side tends to infinity as
x→ (1 + h24 )/h.)
The invariant set Sh (3.61) plays the role of a separatrix for F (3.41): bounded orbits of F
lie above Sh, while unbounded orbits of F lie below Sh, as illustrated in Figures 1, 2.
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Figure 1: Trajectories for the Kahan map F in chart K2 (3.41) with h = 0.01 for different initial points
(x2,0, y2,0) (black dots): three bounded orbits above the separatrix Sh, and three unbounded orbits below
the separatrix Sh.
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(a) (b)
(c) (d)
Figure 2: Approximation of H¯ along the corresponding trajectories γ1, γ3, γ4 from Fig. 1, showing the
levels of H¯ ' H + h2H2 (a) which are then compared with H for γ1 (b), γ3 (c) and γ4 (d).
We can show the following connection to the chart K1:
Lemma 3.7. The trajectory γh(n), transformed into the chart K1 via
γ1h(n) = κ21(γh(n), h)
for large |n|, lies in M̂a,1 as well as in M̂r,1.
Proof. From (3.16) there follows that for sufficiently large |n|, the component ε1(n) of γ1h(n) is
sufficiently small such that γ1h, which lies on the invariant manifold κ21(Sh, h), has to be in Na,1
for n < 0, and in Nr,1 for n > 0 respectively, due to the uniqueness of the invariant center
manifolds (see Proposition 3.3). In particular, observe that, if h is small enough, γ1h reaches an
arbitrarily close vicinity of some pa,1(h∗1) for sufficiently large n < 0 and of some pr,1(h∗1) for
sufficiently large n > 0, within Na,1 ⊂ M̂a,1 and Nr,1 ⊂ M̂r,1 respectively (see also Figure 3 (b)).
This finishes the proof.
The trajectory γh is shown in global blow-up coordinates as γh¯ in Figure 3 (a), in comparison
to the ODE trajectory γ¯0 corresponding to γ0,2 in K2.
3.7 Melnikov computation along the invariant curve
We consider a Melnikov-type computation for the distance between invariant manifolds, which
is a discrete time analogue of continuous time results in [14] and, for a more general framework,
in [26].
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p¯a(h¯) p¯r(h¯)
q¯in(h¯) q¯out(h¯)γ¯0
γh¯
(a) Dynamics on S2,+×{0}×{0}×{h¯}, where S2,+
denotes the upper hemisphere
x1
ε1
h1
Nr,1
Na,1
Pa,1
Pr,1
pa,1(h∗1)
pr,1(h∗1)
γ1h
γ1h
γ0,1
γ0,1
(b) Dynamics in K1 for r1 = λ1 = 0
Figure 3: The trajectory γh¯ in global blow-up coordinates for r = λ¯ = 0 and a fixed h¯ > 0 (a), and as γ1h
in K1 for r1 = λ1 = 0 (b). The figures also show the special ODE solution γ¯0 connecting p¯r(h¯) and p¯a(h¯)
(a), and γ0,1 connecting pr,1(h∗1) and pa,1(h∗1) for fixed h∗1 > 0 (b) respectively. In Figure (a), the fixed
points q¯in(h¯) and q¯out(h¯), for ε¯ = 0, are added, whose existence can be seen in an extra chart (similarly
to [13]). In Figure (b), the trajectory γ1h is shown on the attracting center manifold Na,1 ⊂ M̂a,1 and
on the repelling center manifold Nr,1 ⊂ M̂r,1 (see Section 3.4 and Lemma 3.7).
Consider an invertible map depending on a parameter µ:
x˜ = F1(x, y) + µG1(x, y, µ),
y˜ = F2(x, y) + µG2(x, y, µ),
µ˜ = µ,
(3.65)
where (x, y) ∈ R2, and F = (F1, F2)> , G = (G1, G2)> are Ck, vector-valued maps, k ≥ 1. The
following theory can be easily extended to µ ∈ Rm, like in [26], but for reasons of clarity we
formulate it for µ ∈ R.
We formulate the following assumptions:
(A1) There exist invariant center manifolds M± of the dynamical system (3.65), given as graphs
of Ck-functions y = g±(x, µ) and intersecting at µ = 0 along the smooth curve
S = {(x, y) ∈ R2 : y = g(x, 0)},
where g±(x, 0) = g(x, 0).
(A2) Orbits of the map (3.65) with µ = 0 passing through a point (x0, g(x0, 0)) on the in-
variant curve are given by a one-parameter family of solutions (γx0(n), 0)> of dynamical
system (3.65) with µ = 0, such that γx0(n) and G(γx0(n), 0) are of a moderate growth when
n→ ±∞ (to be specified later).
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(A3) There exist solutions φ±(n) = (w±(n), 1)> of the linearization of (3.65) along (γx0(n), 0)>,
φ(n+ 1) =
(
DF (γx0(n)) G(γx0(n), 0)
0 1
)
φ(n), (3.66)
such that
T(γx0 (n),0)>M± = span
{(
∂x0γx0(n)
0
)
,
(
w±(n)
1
)}
,
and w±(n) are of a moderate growth (to be specified later) when n→ ±∞, respectively.
(A4) The solutions ψx0(n) of the adjoint difference equation
ψ(n+ 1) =
(
DF (γx0(n))>
)−1
ψ(n) (3.67)
with initial vectors ψx0 satisfying 〈ψx0(0), ∂x0γx0(0)〉 = 0, rapidly decay at ±∞ (the rate of
decay to be specified later).
For a given x0, we define ψx0(0) to be a unit vector in R2 orthogonal to ∂x0γx0(0), and set
Σ = {(x, y, µ) : (x, y) ∈ span{ψx0(0)}, µ ∈ R};
the intersections M± ∩ Σ are then given by (∆±(µ)ψx0(0), µ), where ∆± are Ck-functions.
The following proposition is a discrete time analogue of [14, Proposition 3.1].
Proposition 3.8. The first order separation between M+ and M− at the section Σ is given by
dµ = −
∞∑
n=−∞
〈ψx0(n+ 1), G(γx0(n), 0)〉. (3.68)
Proof. Equations (3.66) and (3.67) read:
ψx0(n+ 1) =
(
DF (γx0(n))>
)−1
ψx0(n),
w+(n+ 1) = DF (γx0(n))w+(n) +G(γx0(n), 0),
w−(n+ 1) = DF (γx0(n))w−(n) +G(γx0(n), 0).
There follows:
〈ψx0(n+ 1), w±(n+ 1)〉 − 〈ψx0(n), w±(n)〉
=
〈(
DF (γx0(n))−1
)>
ψx0(n),DF (γx0(n))w±(n) +G(γx0(n), 0)
〉
− 〈ψx0(n), w±(n)〉
= 〈ψx0(n+ 1), G(γx0(n), 0)〉 .
Choose initial data w±(0) = d∆±dµ (0)ψx0(0). Assuming that the growth of w±(n) and the decay
of ψx0(n) at n→ ±∞, mentioned in (A3) and (A4), are such that
lim
n→−∞〈ψx0(n), w−(n)〉 = 0, limn→+∞〈ψx0(n), w+(n)〉 = 0,
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we derive:
d∆−
dµ (0) = 〈ψx0(0), w−(0)〉 =
−1∑
n=−∞
〈ψx0(n+ 1), G(γx0(n), 0)〉,
and
d∆+
dµ (0) = 〈ψx0(0), w+(0)〉 = −
∞∑
n=0
〈ψx0(n+ 1), G(γx0(n), 0)〉.
From this formula (3.68) follows immediately.
We now apply Proposition 3.8 (or, better to say, its generalization for the case of two para-
meters µ = (r2, λ2)) to the Kahan map (3.38) in the rescaling chart K2. First of all, we have
to justify Assumptions (A1)–(A4) for this case. Assumption (A1) follows from the fact that
for µ = (r, λ) = 0, the center manifolds M̂a,2 and M̂r,2 intersect along the curve Sh given in
(3.61). Assumption (A2) follows from the explicit formula (3.62) for the solution γh,x0 , as well as
from formulas (3.42) for the functions Jˆ and similar formulas for the functions Gˆ. Assumption
(A3) follows from the existence of the center manifolds away from µ = (r, λ) = 0, established in
Proposition 3.3. Turning to the assumption (A4), we have the following results.
Proposition 3.9. For problem (3.38), the adjoint linear system (3.67),
ψ(n+ 1) =
(
DF (γh,x0(n), h)>
)−1
ψ(n), (3.69)
has the decaying solution
ψh,x0(n) =
1
X(n)
(−2x0 − hn
1
)
, n ∈ Z, (3.70)
where
X(n) =
n−1∏
k=0
a(k), X(−n) =
n∏
k=1
(a(−k))−1 for n > 0, (3.71)
and
a(k) =
1 + h
(
x0 + h2 (k + 1)
)
+ h24
1− h
(
x0 + h2k
)
+ h24
. (3.72)
We have:
|X(n)| ≈ |n|4/h2+2, as n→ ±∞. (3.73)
Here the symbol ≈ relates quantities having a limit as n→ ±∞.
Proof. Fix x0 ∈ R and set
A(n) = DF (γh,x0(n), h).
Let
Φ(n) =
(
φ1,1(n) φ1,2(n)
φ2,1(n) φ2,2(n)
)
be a fundamental matrix solution of the linear difference equation
φ(n+ 1) = A(n)φ(n)
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with det Φ(0) = 1. The first column of the fundamental matrix solution Φ(n) can be found as
∂x0γh,x0 . Using formula (3.62) for γh,x0 , we have:(
φ1,1(n)
φ2,1(n)
)
=
(
1
2x0 + hn
)
.
A fundamental solution of the adjoint difference equation
ψ(n+ 1) = (A>(n))−1ψ(n)
is given by
Ψ(n) = (Φ>(n))−1 = 1det Φ(n)
(
φ2,2(n) −φ2,1(n)
−φ1,2(n) φ1,1(n)
)
.
Its second column is a solution of the adjoint system as given in (3.70), with X(n) = det Φ(n).
To compute X(n), we observe that from
Φ(n) = A(n− 1)A(n− 2) . . . A(0)Φ(0) for n > 0,
Φ(0) = A(−1)A(−2) . . . A(−n)Φ(−n) for n > 0,
and from det Φ(0) = 1, there follows a discrete analogue of Liouville’s formula: for n > 0,
det Φ(n) =
n−1∏
k=0
detA(k), det Φ(−n) =
n∏
k=1
(detA(−k))−1,
which coincides with (3.71) with a(k) = detA(k). Expression (3.72) for these quantities follows
from (3.58).
To prove the estimate (3.73), we observe:
a(k) = −k + β
k − α with α =
2
h2
(
1− hx0 + h
2
4
)
, β = 2
h2
(
1 + hx0 +
3h2
4
)
.
Therefore, for n > 0,
X(n) = (−1)n
n−1∏
k=0
k + β
k − α = (−1)
n Γ(n+ β)
Γ(n− α)
Γ(−α)
Γ(β) ,
X(−n) = (−1)n
n∏
k=1
k + α
k − β = (−1)
n Γ(n+ α)
Γ(n− β)
Γ(−β)
Γ(α) .
Using the formula Γ(n + c) ∼ ncΓ(n) by n → +∞ (in the sense that the quotient of the both
expressions tends to 1), we obtain for n→ +∞:
|X(n)|, |X(−n)| ≈ nα+β = n4/h2+2. (3.74)
This completes the proof.
With the help of estimates of Proposition 3.9, we derive from Proposition 3.8 the following
statement:
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Proposition 3.10. For the separation of the center manifolds M̂a,2 and M̂r,2, and for sufficiently
small h, we have the first order expansion
Dh,x0(r, λ) = dh,x0,λλ+ dh,x0,rr +O(2), (3.75)
where O(2) denotes terms of order ≥ 2 with respect to λ, r, and
dh,x0,λ = −
∞∑
n=−∞
〈ψh,x0(n+ 1), Jˆ(γh,x0(n), h)〉, (3.76)
dh,x0,r = −
∞∑
n=−∞
〈ψh,x0(n+ 1), Gˆ(γh,x0(n), h)〉. (3.77)
In particular, convergence of the series in equation (3.76) is obtained for any h > 0 and conver-
gence of the series in equation (3.77) is obtained for 0 < h <
√
4/3.
Proof. The form of the first order separation follows from Proposition 3.8. Furthermore, recall
from equation (3.42) that
Jˆ(γh(n), h) =
h2
2
1
1− h2n2 + h
2
4
,−h 1−
h2n
2
1− h2n2 + h
2
4
 n→±∞−−−−→ (0,−h).
Using Proposition 3.9, this yields (3.76) for any h > 0. Note from equation (3.5) that the highest
order nκ we can obtain in the terms Gˆ(γh(n), h) is κ = 3 (coming from the term with factor a2)
such that for large |n| we have
〈ψh(n+ 1), Gˆ(γh(n), h)〉 = O
(
n−4/h
2−2nn3
)
= O
(
n−4/h
2+2
)
.
This means that the convergence in (3.77) is given for −4/h2 + 2 < −1 such that the claim
follows.
We are now prepared to show our main result.
Theorem 3.11. Consider the Kahan discretization for system (3.5). Then there exist ε0, h0 > 0
and a smooth function λhc (
√
ε) defined on [0, ε0] such that for ε ∈ [0, ε0] and h ∈ (0, h0] the
following holds:
1. The attracting slow manifold Sa,ε,h and the repelling slow manifold Sr,ε,h intersect, i.e. ex-
hibit a maximal canard connection, if and only if λ = λhc (
√
ε).
2. The function λhc has the expansion
λhc (
√
ε) = −Cε+O(ε3/2h),
where C is given as in (2.12) (for a3 = 0).
Proof. First, we will work in chart K2 and show that the quantities dh,x0,λ, dh,x0,r in (3.76), (3.77)
with x0 = 0 approximate the quantities dλ, dr in (2.25), (2.26)(up to change of sign). We prove:
∞∑
n=−∞
〈ψh,0(n+ 1), Gˆ(γh,0(n), h)〉 =
∫ ∞
−∞
〈
ψ(t2), G(γ0,2(t2))
〉
dt2 +O(h), (3.78)
∞∑
n=−∞
〈ψh,0(n+ 1), Jˆ(γh,0(n), h)〉 =
∫ ∞
−∞
〈
ψ(t2),
(
0
−1
)〉
dt2 +O(h), (3.79)
27
where, recall,
ψh,0(n) =
1
X(n)
(−hn
1
)
, ψ(t2) =
1
et22/2
(−t2
1
)
, (3.80)
γh,0(n) =

hn
2
(hn)2
4 −
1
2 −
h2
8
 , γ0,2(t2) =

t2
2
t22
4 −
1
2
 , (3.81)
the function Jˆ is defined as in (3.42), and similar formulas hold true also for the function Gˆ.
Further recall that the Melnikov integrals can be solved explicitly, yielding∫ ∞
−∞
〈ψ(t2), J(γ0,2(t2)〉 dt2 = −
∫ ∞
−∞
e−t
2
2/2 dt2 = −
√
2pi ,∫ ∞
−∞
〈ψ(t2), G(γ0,2(t)〉 dt = 18
∫ ∞
−∞
(−4a5 − (4a1 + 2a2 − 2a4 − 2a5)t22 + a2t42)e−t
2
2/2 dt2
= −C√2pi ,
where ai and C are as introduced in Section 2.2 (for a3 = 0, see (3.4) and (3.5)).
We show (3.78) — the simpler case (3.79) then follows similarly. We observe:
1. The remainder of the integral satisfies
S(t) :=
(∫ −T
−∞
+
∫ ∞
T
)
〈ψ(t2), G(γ0,2(t2)〉 dt2 = O(TMe−T 2/2),
for T > 0 and some M ∈ N. Hence, we can keep S(T ) = O(h2−c) for any c > 0 with the
choice T ≥ (4 ln 1
h
)1/2.
2. For N = T/h, we turn to estimate
Sˆ(N) :=
( −N∑
n=−∞
+
∞∑
n=N
)
〈ψh,0(n+ 1), Gˆ(γh,0(n), h)〉.
We denote by n∗ the closest integer to α = 2/h2 + 1/2, and recall that β = 2/h2 + 3/2.
Since ∣∣∣∣∣n∗ + βn∗ − α
∣∣∣∣∣ ≥ n∗ + β ≥ 4/h2,
we can write, for all n ≥ 2/h2 + 3/2,
|X(n+ 1)| ≥ 4
h2
n∏
k=0,k 6=n∗
∣∣∣∣∣k + βk − α
∣∣∣∣∣ .
Since, with Proposition 3.9 the summands of Sˆ(N) converge to zero even faster for smaller
h, we obtain by choosing N ≥ d2/h2 + 3/2e, and hence T ≥ 2/h+ 5h/2, that( −N∑
n=−∞
+
∞∑
n=N
)
〈ψh,0(n+ 1), Gˆ(γh,0(n), h)〉 = O(h2).
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3. For T = 3/h, we get by the standard methods the estimate
N∑
n=−N
〈ψh,0(n+ 1), Gˆ(γh,0(n), h)〉 −
∫ T
−T
〈
ψ(t2), G(γ0,2(t2))
〉
dt2 = O(Th2) = O(h).
Hence, we can conclude that equations (3.78) and (3.79) hold, and, in particular, that dh,0,λ and
dh,0,r are bounded away from zero for sufficiently small h. Recall from (3.75) that
Dh,0(r, λ) = dh,0,λλ+ dh,0,rr +O(2), ,
where Dh,0(0, 0) = 0. Hence, the fact that dh,0,λ and dh,r are not zero implies, by the implicit
function theorem, that there is a smooth function λh(r) such that
Dh,0(r, λh(r)) = 0
in a small neighborhood of (0, 0). Transforming back from K2 into original coordinates then
proves the first claim.
Furthermore, we obtain
λh(r) = −dh,0,r
dh,0,λ
r +O(2) = −Cr +O(rh) .
Transformation into original coordinates gives
λhc (
√
ε) = −Cε+O
(
ε3/2h
)
.
Hence, the second claim follows.
Numerical computations show that h0 in Theorem 3.11 does not have to be extremely small
but that our results are quite robust for different step sizes. In Figure 4, we display such compu-
tations for the case a1 = 1, a2 = a4 = a5 = 0. In this case, the rescaled Kahan discretization in
chart K2 is given by
x˜ =
x− hy + h2xr − h
2
4 x+
h2
2 λ
1− hx− h2r + h
2
4
,
y˜ =
y − hyx− h2yr − h
2
2 x
2 − hλ+ h2xλ+ hx+ h22 λr − h
2
4 y
1− hx− h2r + h
2
4
.
(3.82)
Hence, we obtain
Gˆ1(x, y, h) =
hx− h22 y − h
2
2 x
2(
1− hx+ h24
)2 , Gˆ2(x, y, h) = h
2
2 x− h
3
4 y − h
3
4 x
2(
1− hx+ h24
)2 . (3.83)
For different values of h and N we calculate
dh,λ(N) :=
N−1∑
n=−N
〈ψh(n+ 1), Jˆ(γh(n), h)〉 ≈ −dh,0,λ ,
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and, for the situation of (3.82) with Gˆ as in (3.83),
dh,r(N) :=
N−1∑
n=−N
〈ψh(n+ 1), Gˆ(γh(n), h)〉 ≈ −dh,0,r ,
We compare these quantities with the values of the respective continuous-time integrals dλ =
−√2pi and dr = −
√
2pi/2 (we have C = 1/2 in this case).
We observe in Figure 4 that the sums converge very fast for relatively small hN in both cases.
Additionally, we see that |dh,λ(N)− dλ| is significantly smaller than |dh,r(N)− dr| for the same
values of h. Note that the computations indicate that Theorem 3.11 holds for the chosen values
of h since dh,0,λ ≈
√
2pi + (dλ − dh,λ(N)) is clearly distant from 0.
Nh
(a) |dh,λ(N)− dλ|
Nh
(b) |dh,r(N)− dr|
Figure 4: The integral errors (a) |dh,λ(N)− dλ| and (b) |dh,r(N)− dr| for different values of h and
N ∈ N.
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