A novel method based on machine learning is developed to estimate event-related potentials from single trial electroencephalography. This paper builds a basic framework using classification and an optimization model based on this framework for estimating event-related potentials. Then the SingleTrialEM algorithm is derived by introducing a logistic regression model, which could be obtained by training before SingleTrialEM is used, to instantiate the optimization model. The simulation tests demonstrate that the proposed method is correct and solid. The advantage of this method is verified by the comparison between this method and the Woody filter in simulation tests. Also, the cognitive test results are consistent with the conclusions of cognitive science.
Techniques commonly used to monitor brain functions include electroencephalography (EEG), magnetoencephalography (MEG), functional magnetic resonance imaging (fMRI), positron emission tomography (PET). EEG has two significant features, i.e., high temporal resolution and no damage to humans. Most researchers believe that EEG measures voltage fluctuations resulting from ionic current flows within the neurons of the brain. Specific external stimuli on the sensory system or certain parts of the brain with certain meanings will evoke changes in the EEG called event-related potentials (ERPs). ERPs contain various components, each of which has its physiological, psychological or cognitive meaning.
ERPs are very weak signals hidden in the EEG. The amplitudes of all components of ERPs are much smaller than those of EEG. Usually, ERPs can be exposed from the EEG by removing spontaneous potentials with superposition and average (SA). SA has been widely applied and has led to several interesting researches [1] . However, the fact that SA results of different groups show a significant difference reveals that SA is approximately correct at best [2] . There are two fundamental assumptions for SA. One is that spontaneous signals in EEG are stationary processes with zero mean so that they could be eliminated by SA [3, 4] . The other is that ERPs evoked by the same stimulus are also the same so that SA would not change the waveform of ERPs [4] [5] [6] [7] . These two assumptions are not strictly valid. In addition, studies on the trial-to-trial variability of ERPs are required in neuro-physiological science, cognitive neuroscience and psychology [8, 9] . This aim cannot be met by SA. Estimating ERPs from single trial EEG could provide these studies with more detailed data. In 1967, Woody proposed a signal model describing the change of amplitude and latency from trial to trial and designed the match filter that might estimate latency of event related activities from single trial EEG [10] . Woody's thinking was expanded in subsequent works to consider the change of amplitudes of ERPs components so that the amplitude and latency of each trial could be estimated as parameters in a maximum likelihood framework [3, 4, 8, 9, 11] . A two-stage Bayesian method to estimate single trial ERPs was also proposed [12] . In the first stage, each of the N raw sweeps is processed by a filter based on 2nd order a priori statistical information to obtain mean ERPs. In the second stage, a single-sweep estimation is dealt with by using the average ERPs estimated in the previous stage as an priori expected response.
Some methods based on analysis in the frequency domain were developed to estimate ERPs from single trial EEG [7, 13, 14] . Other papers [15] [16] [17] [18] introduced wavelet analysis to deal with this problem. Independent component analysis (ICA) was also applied to estimate ERPs from single trial EEG [19, 20] . This kind of method assumes EEG sources to be independent. The authors of the paper [21] estimated ERPs from single trial EEG by a combination of ICA, wavelet filtering, and multiple linear regression.
Most researchers built their ERPs estimation from single trial EEG on an assumption that spontaneous signals in EEG are stationary processes with zero mean, but this assumption is approximately right at best [14, 22, 23] . In these studies, the assumption that ERPs evoked by the same stimulus would be the same, one of the two fundamental assumptions of SA, is given up. The other assumption is still applied. The present paper totally abandons the two assumptions used in SA. It views the data measured by multiple electrodes at the same time as a vector, trains a classification model discovering the rough temporal position of components of ERPs by machine learning, and estimates the amplitude and latency of a component of ERPs by minimizing an optimization objective function derived from the classification model.
Materials and methods

Spatial-temporal signal model
The amplitudes and latencies of a component of ERPs in different electrodes are slightly different. This kind of difference has neurophysiological science implications. Also, a large number of experimental results indicate that spontaneous signals in EEG are not stationary processes with zero mean [14, 22, 23] . The spatial-temporal signal model, which is consistent with the above fact, is built in this paper. This model is described in eq. (1). (2), which resembles the Gaussian function, depicts a waveform similar to the normalized waveform of ERPs components. A similar approach was adopted in [5] . It should be emphasized that there are no assumptions for x j (t) in this model. The estimation of ERPs in this model is by determining the amplitudes and latencies of components of ERPs. As parameters of a spatial-temporal signal model, the amplitudes of a component on different electrodes are different, and so are its latencies. This model's high consistency with the actual situation enables an accurate estimation of the amplitudes and latencies of components of ERPs from single trial EEG.
In this model e j (t) is known;  is a span factor of the waveform of a component, and  is a constant for a specific component of a specific subject. Therefore, this estimation is actually to determine  rj and  rj (r=1,…,R, j=1,…,n) under the constraints of eqs. (1) and (2) when e j (t) is known. Each component could be processed separately because there is very little overlap between the waveforms of different components. Since there are two parameters on each electrode, 128 (=64×2) parameters are required to be determined for one component if EEG is measured by an instrument with 64 electrodes. In fact, an instrument with more electrodes is often used. Too many parameters might give rise to computational problems.
A large number of experiments show that the amplitudes and latencies of a component of ERPs are significantly different between various brain regions, but the difference is not obvious within the same brain region. According to this fact, which is consistent with the principles of neurophysiology, we simplify the spatial-temporal signal model, intending to construct a feasible algorithm. We may consider just one ERPs component when discussing the estimation of ERPs because components of ERPs can be dealt with separately. 
There are only two undetermined parameters in the simplified model.
Framework for estimation of ERPs
Because we make no assumptions on the spontaneous signals in EEG, the methods of [4] [5] [6] are no longer valid. This paper proposes a framework based on classification for the estimation of ERPs. This framework is depicted in Figure 1 , where S denotes the waveform of the component of ERPs hidden in EEG, i.e., ( Figure 1 denotes EEG, i.e., e j (t) in the model. This framework views EEG at one moment as a vector denoted by E(t). When the brain is in the resting state, EEG contains only spontaneous signals, i.e., e j (t)=x j (t). We mark the vectors in this state as positive examples. When subjects are exposed to an external stimulus, EEG contains ERPs. The temporal ranges of components of ERPs are fixed. We mark the vectors in such a range as negative examples.
For each subject, a training set including positive and negative examples can be built for any ERPs component. A classifier  could be trained on the training set by machine
learning. ( ( ))
E t  ranging in (0,1) means the probability of E(t) as a positive example. ( ( )) 0.
The estimation of ERPs could be transformed to an optimization problem by . It is easy to convert eq. (3) to eq. (5):
A vector corresponding to x j (t) at one moment is denoted by x j (t) is almost equal to e j (t), i.e., X(t) is almost equal to E(t), since the signals of component during the time range far from the latency are very weak.
X(t).
The classification result of E(t) for t T  is shown as 
According to Definition 3 and Proposition 4, let
Eq. (7) is a logistic-regression-based instance of . Eq. (6) can be transformed to Eq. (8) by Eq. (7).
.
Eq. (8) is an optimization model based on logistic regres- sion, which is computable.
SingleTrialEM algorithm
Theoretically, any intelligent optimization algorithm can be applied to solve eq. (8) . However, the general intelligent optimization algorithms do not consider the special characteristics of this model. SingleTrialEM, a special algorithm for this model, is developed in this paper. Based on Definition 4, we have a simple form of eq. (8).
,,
According to Proposition 5, if  takes a fixed value, then we will have ( , ) ,
where  1 ,  2 ,  3 all are constants and  1 >0. The solution of eq. (9) in this condition can be depicted as follows:
The temporal resolution of EEG and the temporal range of each ERPs component is definitive, so  is an integer in a range when the time unit is millisecond. This, combined with Proposition 5, concludes that F(, ) is a set of quadratic polynomial functions of variable . Therefore, F(, )
can be drawn as a group of parabolic curves as shown in Figure 3 . In Figure 3 , the horizontal axis represents the value of , the vertical axis represents the value of F(, ), the three curves correspond to F(, ) of  = T 0 , T 1 , and T 2 .
Therefore, the solution of eq. (9) is in fact the minimum of a group of parabolic curves, and it is logical to propose SingleTrialEM as follows. In SingleTrialEM, [T 0 , T n ] is the range of   ; the question of minima of Step 2 and Step 5 can be solved by eq. (11).
Algorithm SingleTrialEM algorithm
Step 1: let
Step 2:
Step 3: 1.
   
Step 4: if
Step 5: arg min ( , ).
Step 6: if
Step 7: go to Step 3.
Results
Simulation
The procedure to build simulation data was designed by referring to [5] . The core of this procedure is the superposition of spontaneous EEG and a template of ERPs component. The real EEG recorded from subjects in the resting state could be viewed as spontaneous EEG. To collect real EEG, we randomly selected eight subjects from universities. Their age range was 19-25, their sex ratio was 1:1, and all of them had normal hearing and sight. The 64 scalp electrodes were placed according to 10-20 international standards when recording EEG. The real 64-channel EEG was recorded from subjects in resting state at 1000 Hz. The real EEG of each subject was further handled as follows. The real EEG was divided into EEG fragments according to the standard of 200 ms per fragment. The EEG fragments, which were all 64×200 matrices, were viewed as 200 ms spontaneous signals after the stimulation. We synthesized the simulation data, which were also 64×200 matrices, by adding each channel of the EEG fragments and a template Figure 3 The F function.
of the ERPs component. Four templates of the ERPs component were generated according to eq. (4) with the span factor  value of 8,  value of 170 ms and  respective values of 3, 6, 10 and 15 V. The values of , , and  were determined by referring to [5] . We collected 300 EEG fragments which were all synthesized respectively with four templates of the ERPs component. The simulation data were divided into four groups, each of which had the same  value.
The vectors corresponding to a column of EEG fragments were marked as positive examples and the ones corresponding to a column of simulation data were marked as negative examples. We selected only 17 pairs of vectors corresponding to the range of 162-178 ms from one EEG fragment and its corresponding simulation data as positive and negative examples of the training set, although 200 pairs of positive and negative examples can be acquired from an EEG fragment and its corresponding simulation data. We had two reasons for doing so. First, we could get enough examples for each group of simulation data by doing so. Second, the distinction between the positive examples and negative examples near the peak of a component was obvious, while the distinction between the positive examples and negative examples far from the peak of a component was obscured. One training set was built for each of the four groups of simulation data.
For estimation of the component, we selected four brain regions, which were respectively left frontal including F1, F3, F5 and F7 channels, left parietal including P1, P3, P5 and P7 channels, right frontal including F2, F4, F6 and F8 channels, and right parietal including P2, P4, P6 and P8 channels. Each of the above four training sets was split into four according to the four brain regions. Therefore, there were 16 training sets, on which 16 models were trained. The hidden ERPs components are estimated by the SingleTrialEM algorithm with the span factor  value of 8 and its corresponding model.
Three examples of estimated results are presented in Figure 4 . Since the ERPs component templates of the three simulation trials are same, the templates of three simulation trials could be represented by one curve (the simulation curve in Figure 4 ). The extracted1, extracted2 and extracted3 curves in Figure 4 are the results estimated by SingleTrialEM respectively from three simulation trials. The results in Figure 4 are very close to their real values.
In the test, no significant difference is observed in the results of the eight subjects. We randomly select only three subjects and list their results in Tables 1, 2 , and 3 for brevity. The signal to noise ratio (SNR) in Tables 1, 2 and 3 regions, the means of latencies estimated by SingleTrialEM from the groups with amplitude of 15 V are all equal to their real values, and the standard deviation are very small. In terms of the estimation of amplitude, the results of SingleTrialEM in the groups with amplitude of 6 V are essentially better than those of Woody filter in the groups with amplitude of 10 V. When the amplitudes of components are less than 6 V, the means of amplitudes estimated by SingleTrialEM deviate from their real values and the standard deviations are also significantly larger. However, with the increase of SNR, the means of amplitudes estimated by SingleTrialEM gradually approach their real values, and the standard deviations become smaller and smaller.
Cognitive test
Sensory gating is a normal function of brain to inhibit the irrelevant stimuli. This function is a mechanism, particularly important for the brain to adapt to new environments, by which the brain filters redundant information and maintains the integrity of cognitive function [24] . Sensory gating protects the cognition by affecting the cognitive processes such as attention and working memory [25] . Attention performance is also positive correlated with sensory gating [24] . Therefore, we took the ordinary experiment pattern of researching sensory gating which is called the paired-click paradigm. Then we put this pattern into a cognitive sequence task called the delayed-response task with different memory load. We could estimate the ERPs of a single trial in different cognitive processes by SingleTrialEM. Normally, the amplitudes of ERPs evoked by second sounds are smaller than those of ERPs evoked by first sounds. This phenomenon is described as pre-inhibition, which is seen as performance of sensory gating. According to the mechanism of sensory gating, we designed three cognitive tests to verify our method. In test 1, the subjects were in resting state. In test 2, the subjects were in the state of low load object working memory with different faces as objective stimuli. In test 3, the subjects were also in the object working memory state with faces, but with more faces as the high memory load. All the subjects in these states were exposed to two consecutive sounds designed as paired-click paradigm. The paired-click paradigm results were compiled by Matlab with two identical sounds whose parameters were frequency (1000 Hz), intensity (85 dB), duration (10 ms), inter-stimuli interval (500 ms), and inter-trial interval (6-8 s). All these tests were repeated for 80 trials, and the second main components of ERPs N100 which were evoked by the sounds of paired-click paradigm were taken as the indicator.
Previous studies showed that sensory gating is a biological substrate [26] [27] [28] which always exists with normal brain function. Therefore, the amplitudes of N100 evoked by the first sounds should be obviously larger than the amplitudes of N100 evoked by the second sounds, no matter which one of the three states the subjects are in [26] [27] [28] . In our tests SingleTrialEM was used to estimate the component of N100 from single trial EEG. We verified SingleTrialEM by judging whether the amplitudes of N100 evoked by the first sounds were significantly larger than the ones corresponding to the second sounds.
Eight subjects, who were randomly selected from college students, participated in our tests. Their age range was 19-25, and sex ratio was 1:1. All of them had the normal hearing and sight. The subjects S1, S2, S3 and S4 were tested in test 1 and test 2, and the subjects S5, S6, S7, and S8 were tested in test 1 and test 3. The NeuroScan system was used to record EEG of subjects during these tests. NeuroScan software was used as a tool of the pretreatments such as removal of ocular artifacts, marking refused blocks, interception of EEG around the events, baseline adjustment, artificial rejection of artifacts, and low-pass filter. After pretreatment, many single trial EEG were obtained.
All single trial EEG of the subject S1 for the first sound in test 1 were gathered into Set 1; all single trial EEG of the subject S1 for the second sound in test 1 were gathered into Set 2; all single trial EEG of the subject S1 for the first sound in test 2 were gathered into Set 3, all single trial EEG of the subject S1 for the second sound in test 2 were gathered into Set 4;...; all single trial EEG of the subject S8 for the first sound in test 1 were gathered into Set 29; all single trial EEG of the subject S8 for the second sound in test 1 were gathered into Set 30; all single trial EEG of the subject S8 for the first sound in test 3 were gathered into Set 31; all single trial EEG of the subject S8 for the second sound in test 3 were gathered into Set 32. Generally, such a set did not contain 80 but about 60 single trial EEG, since some single trial EEGs were discarded in the pretreatment.
Twenty single trial EEG were randomly selected from Set 1 to construct a training set. The negative examples were the vectors in the range of 162-178 ms of the selected single trial EEG. We selected the range of 162-178 ms because the latencies of N100 are most likely to be located in this range. The positive examples were the vectors in the range of 10-26 ms before the stimuli of the selected single trial EEG, because EEG in this range could be viewed as spontaneous. The training set contained the positive and negative examples from Set 1. A logistic regression model was trained on the training set. SingleTrialEM with the model was used to estimate the amplitude and latency of N100 for each single trial EEG of Set 1. For Set 2, Set 3,..., Set 32, the amplitude and latency of N100 hidden in single trial EEG were also estimated in the same way.
Some results of the subject S1 in test 1 are presented in Figure 5 . Figure 5A is a histogram of estimated latencies on FPZ, where blue corresponds to latencies of the first sounds and red corresponds to latencies of the second sounds. Fig- ure 5B is a comparison of estimated amplitudes on FPZ. In Figure 5B , the horizontal axis indicates the index number of the trial, the vertical axis indicates the estimated amplitude of N100. The points represent the mean of amplitudes of three adjacent trials for the sake of conciseness, the circles indicate the amplitudes of the first sounds, and the stars denote the amplitudes of the second sounds. The solid line is a fitting of the circles, and the dotted line is a fitting of the stars. The situation in Figure 5B is consistent with sensory gating. Figure 5C is the brain map drawn according to amplitudes of N100 on all channels estimated from the single trial EEG corresponding to the first sound of the 10th trial. Figure 5D is the brain map drawn according to amplitudes of N100 on all channels estimated from the single trial EEG corresponding to the second sound of the 10th trial. The comparison of two brain maps is consistent with sensory gating [24,2628] . The amplitudes of N100 of each single trial EEG of these tests were estimated by SingleTrialEM. The comparison between the first sound and the second sound is listed in Table 4 . The data in the "1st sound" columns are the means and standard deviations of amplitudes of N100 estimated on FPZ from all trials corresponding to the first sound. The data in the "2nd sound" columns are the means and standard deviations of amplitudes of N100 estimated on FPZ from all trials corresponding to the second sound. The amplitudes of the first sound and the second sound were matched and then tested by the signed ranks test. The data in the "P-value" columns are P-values obtained by the signed ranks test. In Table 4 , the means of amplitudes of the first sound are all larger than the means of amplitudes of the second sound, and the P-values are all less than 0.05. The result of Table 4 is fully consistent with sensory gating [24, [26] [27] [28] .
Discussion and conclusion
This paper proposes a framework based on a training classification model for estimating event-related potentials from single trial EEG. This framework is not deduced from an assumption about spontaneous EEG but from models trained on spontaneous EEG and EEG containing ERPs. This idea differs from previous ERPs estimations from single trial EEG. The SingleTrialEM algorithm was derived by introducing the logistic regression to this framework. The simulation tests show that SingleTrialEM would work excellently as long as the SNR is high enough and SingleTrialEM is superior to Woody filter. Cognitive tests based on sensory gating were designed to verify SingleTrialEM. The results of SingleTrialEM in these cognitive tests are fully consistent with sensory gating.
Introducing other classification models under this framework is worthy of further study. Additionally, several issues on our method remain to be resolved. First, the cost of training the logistic models, which must be trained before SingleTrialEM runs, is very high. Second, the span factor of SingleTrialEM is currently determined by experience. Third, it is possible that no model could be obtained by training. SingleTrialEM cannot work when no model is used. We are very interested in solving these problems in our future work.
