Abstract. The paper concerns algebras of almost periodic pseudodifferential operators on R d with symbols in Hörmander classes. We study three representations of such algebras, one of which was introduced by Coburn, Moyer and Singer and the other two inspired by results in probability theory by Gladyshev. Two of the representations are shown to be unitarily equivalent for nonpositive order. We apply the results to spectral theory for almost periodic pseudodifferential operators acting on L 2 and on the Besicovitch Hilbert space of almost periodic functions.
Introduction
The paper is a study of three representations of almost periodic (a.p.) pseudodifferential operators on R d with applications in the spectral theory of such operators. The symbols a ∈ C ∞ (R 2d ) we study belong to Hörmander classes S m ρ,δ with 0 < ρ ≤ 1, 0 ≤ δ < 1, δ ≤ ρ and m ∈ R. We are interested in the case when a(·, ξ) is a continuous a.p. function in the sense of Bohr for all ξ ∈ R d , and study the corresponding algebra of pseudodifferential operators in the Kohn-Nirenberg quantization, denoted AP L ∞ ρ,δ . Such operators are called a.p. pseudodifferential operators, and have been investigated by Coburn, Moyer and Singer [3] , Dedik [5] , Filippov [8] , Oliaro, Rodino and Wahlberg [17] , Pankov [18] , Rabinovich [19] , Shubin [25] [26] [27] [28] [29] , and others. Recently, Ruzhansky and Turunen [23] have studied the related class of pseudodifferential operators on the torus T d where the almost periodicity is replaced by periodicity. Pseudodifferential operators on more general compact Lie groups are studied in their monograph [24] .
In an earlier paper [31] we have shown that the transformation of a symbol a, defined by U(a)(ξ) λ,λ ′ = M x (a(x, ξ − λ ′ )e −2πix·(λ ′ −λ) ), λ, λ ′ , ξ ∈ R (M x denotes the mean value functional of a.p. functions), introduced by Gladyshev [11] in probability theory, may be used as a representation of AP L ∞ ρ,δ . More precisely, for fixed ξ ∈ R d , U(a)(ξ) is considered an operator on l 2 (R d ) with kernel U(a)(ξ) λ,λ ′ , and ξ → U(a)(ξ) is used as an operator-valued symbol of a Fourier multiplier operator U(a)(D) acting on vector-valued function spaces like S (R d , l 2 (R d )). It is shown in [31] that the map AP L ∞ ρ,δ ∋ a(x, D) → U(a)(D) preserves identity, composition, formal adjoint, and positivity (the latter result was proved by Gladyshev [11] for a different class of symbols), and therefore deserves the designation of a representation.
Moreover, the evaluation at the origin of the symbol U(a)(0) gives a representation of AP L .
Thus two representations of AP L
∞ ρ,δ are defined. A third representation was introduced by Coburn, Moyer and Singer [3] and studied further by Shubin [26, 29] . The idea is to define the spatially translated symbol a x (y, ξ) = a(x+y, ξ) and for fixed x ∈ R d let the operator a x (y, D) act on a function of two variables u(x, y). That is, we set (Au)(x, y) = a x (y, D)u(x, ·)(y), which defines an operator acting on B 2 (R d )⊗L 2 (R d ) where B 2 (R d ) denotes the space of Besicovitch a.p. functions. In [26] it is shown that A :
continuously for s ∈ R, where H s (R d ) denotes a Sobolev space on R d . Moreover, it shown that a(y, D) → A = A(a(y, D)) preserves identity, composition and formal adjoint, with rather brief arguments.
An important feature of the representation A(a(y, D)) is the fact that it is adjoined to a von Neumann algebra A B which is a factor of type II ∞ [3, 26, 29] . If m ≤ 0 and a ∈ AP S m ρ,δ this means that A(a(y, D)) ∈ A B . Based on this fact, Shubin [26] develops results on the spectral asymptotics of linear PDEs with smooth a.p. coefficients, that are uniformly elliptic and essentially selfadjoint. Index theory in this context is discussed in [3, 29] . This paper contains four contributions. First we extend the results of [31] and simplify their proofs. In particular, we prove that for a ∈ AP S [25, 26, 28] ).
Secondly we give a detailed exposition of the results by CoburnMoyer-Singer and Shubin concerning the representation (0.1) a(y, D) → A = A(a(y, D)).
We prove that the operator A extends to a continuous map A : 
). Finally, as a fourth topic we discuss applications of the representations in spectral theory of a.p. pseudodifferential operators. Shubin has shown that the spectra of a.p. pseudodifferential operators considered as operators on L 2 (R d ) and on B 2 (R d ), respectively, coincide. More precisely we have σ L 2 (a(y, D)) = σ B 2 (a(y, D)) (where a(y, D) denotes the closure of an unbounded closable operator [20] ) when 0 ≤ δ < ρ ≤ 1 and a ∈ AP S ess (a(y, D) ), i.e. the whole spectrum is essential under the same assumptions [26] . In [21] , Rozenblum, Shubin and Solomyak indicate with a brief sketch that the same assumptions imply σ B 2 (a(y, D)) = σ B 2 ,ess (a(y, D)). We give a detailed proof of this result. As a consequence of these results on the essential spectrum, it follows that an operator in AP L 0 ρ,δ (where ρ,δ satisfy (1.8)) cannot be compact on neither L 2 nor on B 2 unless it is zero. If a ∈ AP S m ρ,δ and the symbol a does not depend on ξ, then we show that σ B 2 (a(y, D)) = σ B 2 ,ess (a(y, D)) = Ran(a). If a does not depend on x, then σ B 2 (a(D)) = σ B 2 ,ess (a(D)) = Ran(a), the point spectrum is σ B 2 ,p (a(D)) = Ran(a) and the continuous spectrum is σ B 2 ,cont (a(D)) = Ran(a)\Ran(a). If there exists
Finally, we have the following invariances of the spectrum over the three representations. If 0 < ρ ≤ 1, 0 ≤ δ < 1, δ ≤ ρ and a ∈ AP S
(The first identity is proved in [29] ). If 0 ≤ δ < ρ ≤ 1 and a ∈ AP HS m,m 0 ρ,δ
(The first identity is proved in [26, 29] under slightly less general hy-
) is missing in the latter sequence of equalities. Although U(a)(D) is adjoined to a von Neumann algebra which is a factor of type II ∞ , in the same way as A(a(y, D)), the latter representation is not as useful for spectral theory as the latter, since there is no connection to the spectrum of the original operator, that is σ L 2 (a(x, D)) = σ B 2 (a(x, D)).
Preliminaries
C denotes a positive constant that may vary over equalities and inequalities. For an integer m ≥ 0 we denote by C m (R d ) the space of functions such that ∂ α f is continuous for |α| ≤ m, and 
If X is a topological vector space and the coefficients a n ∈ X in (1.1) then f ∈ T P (R d , X) is an X-valued trigonometric polynomial. As usual we denote by δ a = δ 0 (· − a), a ∈ R d , a translated Dirac measure at the origin of R d . We denote by δ (a) the function on R d that is zero everywhere except a ∈ R d where it equals one. The same notation is used when the domain is Z d , in which case δ (0) is the Kronecker delta. Translation is written T x f (y) = f (y − x) and modulation M ξ f (x) = e 2πix·ξ f (x) for functions defined on R d . The linear span of a finite set of vectors in a vector space is denoted span(x 1 , · · · , x n ).
The Fourier transform for scalar-or Hilbert space-valued functions is defined by
We denote coordinate reflection by Rf (x) = f (−x). By H ⊗ H ′ we denote the Hilbert space tensor product [20] of the Hilbert spaces H and H ′ . If the spaces are merely vector spaces, then we use the same notation for the algebraic tensor product, that is, the space of finite linear combinations of simple tensors.
We will use the counting measure on R d and an associated family of weighted Hilbert spaces. For s ∈ R and λ = (1+|λ|
is the space of complex-valued sequences (x λ ) λ∈R d with at most countably many nonzero entries, normed by
The spaces l 
−s by means of the bilinear form (·, ·) l 2 . We will use some integration theory for vector-valued functions. A function f : M → X, where (M, B, µ) is a measure space and X is a Banach space, is said to be strongly measurable [6, 20] if there exists a sequence (f n ) of simple (finite range) measurable functions such that f n → f almost everywhere. The function f is weakly measurable if M ∋ x → (f (x), y) is measurable for all y ∈ X ′ , which denotes the topological dual of X. Strongly measurable functions are always weakly measurable [20] , and if X is a separable Hilbert space then weakly measurable functions are strongly measurable [20, Thm. IV.22] . The Bochner integral M f (x)dµ(x) (cf. [6] ) exists provided f is strongly measurable and
As a particular case of this situation we use functions and distributions defined on R d that take values in l 2 s . More specifically we need the l
and [2] .
We will also use continuous functions U : 
Since U is strongly measurable it may be Bochner integrated provided its norm is integrable.
We will work with spaces of a.p. functions (cf. [1, 16, 28] 
such that, for any ε > 0, the set of ε-almost periods of f is relatively dense. With the understanding that the uniform a.p. functions are a subspace of C b (R d ), this original definition by H. Bohr is equivalent to the following three [16, 28] :
. Thus f can be extended to a continuous function on R d B ; (iii) f is the uniform limit of trigonometric polynomials. The Bohr compactification G B of a locally compact abelian group G is a compact abelian topological group defined as the dual group of (G ′ , with discrete topology), that is
is a conjugate-invariant complex algebra of uniformly continuous functions, and a Banach space with respect to the
where
By M x we understand the mean value in the variable x of a function of several variables. The Bohr-Fourier transformation (cf. [16] ) is defined by
and f λ = 0 for at most countably many λ ∈ R d . The set Λ = Λ(f ) = {λ ∈ R d : f λ = 0} is called the set of frequencies for f . A function f ∈ C ap (R d ) may be reconstructed from its Bohr-Fourier coefficients ( f λ ) λ∈Λ using Bochner-Fejér polynomials [16, 28] . The reconstruction formula may be written as the uniform limit
where (K n ) ∞ n=1 is a sequence of functions on R d , such that for each n ≥ 1 we have: The support of K n is finite, K n (λ) = 0 for λ / ∈ Λ, and 0 
The mean value defines an inner product
and
The completion of C ap (R d ) in the norm · B is the Hilbert space of Besicovitch a.p. functions B 2 (R d ) [25] . We have the isometric isomorphism
denotes the square integrable functions on the Bohr compactification R [28] . For a Banach space X, the space of X-valued a.p. functions is denoted C ap (R d , X). It enjoys many of the properties of C ap (R d ), for example the equivalence among properties (i), (ii) and (iii) above (cf. [1, 4, 16] ). When X is a Hilbert space we also have the natural generalization of Plancherel's formula (1.6), and C ap (R d , X) can be completed in the norm
to the Hilbert space-valued Besicovitch space B 2 (R d , X).
Analogous to the usual Sobolev space norm
Shubin [25] has defined Sobolev-Besicovitch spaces of a.p. functions
for s ∈ R, as the completion of T P (R d ) in the norm corresponding to the inner product
It follows that
The spaces
, but there is no result corresponding to the Sobolev embedding theorem for the Sobolev-Besicovitch spaces. In fact, [25] . We will use the family of Hörmander symbol classes (cf. [10, 13, 30] ), with an almost periodicity condition in the space variables for each frequency (cf. [25] [26] [27] [28] [29] ). We impose the conditions
We consider the Kohn-Nirenberg quantization of pseudodifferential operators, defined by
If the symbol a does not depend on x then we write a(D) instead of
equals one in a neighborhood of the origin. With this definition it can be shown (cf. [25, 28] 
where the intersections do not depend on ρ, δ.
holds for both definitions (1.10) and (1.11). For a pair of symbols a, b such that a(x, D)b(x, D) is well defined we define the symbol product # 0 by
For the symbol classes AP S m ρ,δ , the symbol product is a continuous bilinear map (cf. [10, 13] )
for a ∈ AP S m ρ,δ and b ∈ AP S n ρ,δ , when ρ = 1 and δ = 0. The proof extends to ρ, δ that satisfy (1.8). For a proof of the continuity of the bilinear map (1.14) under more general assumptions we refer to [10, 13] .
The following definition gives a sufficient condition for the operator a(x, D) to be hypoelliptic (cf. [25, 30] ). Shubin has shown
In fact, the norm equality is proved in [27, Thm. 5.1] (see also [28] ) for 0 ≤ δ < ρ ≤ 1, and the proof extends to the assumption (1.8).
The space of linear unbounded closable operators on a Hilbert space H is denoted L(H). For T ∈ L(H) we will denote by Ker T , Ran T , Dom T , Coker T = H/Ran T , and T , its kernel, range, domain, cokernel, and closure, respectively. Dom T will always be dense in H. The notation f is also used for the complex conjugate of a function f , and the closure A of a subset A of a topological space, ambiguity being avoided from the context.
An operator A ∈ L(H) is positive on a vector space X ⊆ H if (Af, f ) H ≥ 0 for all f ∈ X. This is denoted A ≥ 0 where the spaces X and H are understood from the context. We will use the following pairs (X, H):
). Let A be an algebra of unbounded operators on a Hilbert space H. A common domain Dom A ⊆ H, dense in H, is assumed to exists for all A ∈ A . Each operator A ∈ A is assumed to have a formal adjoint
that preserves operator composition and identity. It is assumed that there exists a common domain Dom T A ⊆ H ′ , dense in H ′ . The representation is called a faithful + -representation if it preserves the formal adjoint operation and is injective.
The representation by Gladyshev
Gladyshev [11] introduced a transformation of covariance functions of a certain type of second-order stochastic processes, called almost periodically correlated (or cyclostationary), which has been important in the development of the corresponding branch of probability theory. The transformation maps the covariance function (or operator kernel) of an almost periodically correlated stochastic process into an operator kernel of a translation-invariant operator, which may be interpreted as the covariance function of a vector-valued weakly stationary stochastic process. This fact is due to Gladyshev's result that the map preserves positivity. Since the covariance operator of an almost periodically correlated stochastic process has a symbol that is almost periodic in the first variable, there is a connection to the theory of a.p. pseudodifferential operators.
Let us recall some definitions from [31] where Gladyshev's transformation is studied in the context of a.p. pseudodifferential operators. Throughout this section we assume that (1.8) holds. We denote the Bohr-Fourier coefficients of a symbol a ∈ AP S m ρ,δ by
is countable [31] . Without loss of generality we may assume that Λ is a linear space over Q with closure Λ = R d . Based on (2.1) we define
, which is a slight modification of the definition in [31] . In fact, there we defined U(a)(ξ) λ,λ ′ only for (λ, λ ′ ) ∈ Λ × Λ. We consider U(a)(ξ) as the kernel of an operator acting on complex-valued sequences (z λ ) λ∈S with nonzero entries in a countable set
which is zero unless λ ∈ Λ + S, which is a countable set. Thus U(a)(ξ) maps a sequence with countably many nonzero entries into another such sequence. Since a(x, D)e 2πix·λ = a(x, λ)e 2πix·λ (cf. [30] ) we have
By means of (1.7) we thus obtain for a ∈ AP S m ρ,δ
where the last equality is a consequence of (1.14) and (1.17) (see e.g.
f . The operator-valued function ξ → U(a)(ξ) may be used to define a Fourier multiplier operator
acting on vector-valued functions
where initially we let
we have U(I)(D) = I where I denotes the identity operator, both on 
If m ≤ 0 then we have the isometry
In order to prove (2.10), let ξ ∈ R d . Since U(a)(ξ) = U(T 0,−ξ a)(0) we get using (1.12) and (2.4)
, which proves the upper bound (2.10). The lower bound follows from
proving (2.11).
. We obtain using (2.10) 
s−m is continuous for any s ∈ R and any ξ ∈ R d , and (2.3) gives the factorization (2.14)
Combined with (1.12) this gives
In order to formulate the following corollary of (2.14), we need a result by Shubin (cf.
We denote by U(a)(ξ) 
Proof. We obtain from (1.14), Lemma 2.3 and (1.13)
which proves (2.15). From (1.12) we may conclude that a(x, D) ≥ 0 on
We get consequently the following result. Here we use 
By Lemma 2.3,
, which implies that a = 0 due to the fact that the Bohr-Fourier inversion formula (1.3) gives a(x, ξ) = lim n→∞ λ∈Λ
Thus a(x, D) = 0 and the representation is faithful.
which proves that U preserves positivity. Suppose on the other hand that
where we have used Proposition 2.1 and the shrinking support of ϕ ε . Therefore U(a)(0) ≥ 0 on l 2 f which implies that a(x, D) ≥ 0 on T P (R d ) according to (2.5).
The representation by Coburn, Moyer and Singer
In this section we always assume that (1.8) holds. For x ∈ R d and a ∈ AP S m ρ,δ the symbol a x is defined by a x (y, ξ) = a(x + y, ξ) = (T −x,0 a)(y, ξ) ∈ AP S m ρ,δ . It follows from (1.10) and (1.11) that
In [3] , a linear transformation
is defined, such that A is an operator acting on a function of two variables u :
where F 2 denotes partial Fourier transformation in the second R d variable. The operator A is well defined for a ∈ AP S m ρ,δ , for example if
The study of this transformation is developed further in [26, 29] .
In order to prove a result about the continuity of the operator A we need the following lemma. Lemma 3.1. For any s ∈ R we have the Hilbert space isomorphism
, T extends by linearity to a continuous map T :
) that preserves inner products. It remains to prove that T is onto. Suppose
and T is unitary. A :
Proof. We abbreviate
As a first step we claim that x → a x (y, D)f extends to a strongly measureable function
is a precompact family of functions, since it depends continuously on ξ in the C ap (R d ) norm [31] and decays to zero at infinity. Thus, according to (1.4) there exists for any ε > 0 a positive integer N ε such that (3.5)
Combining with (3.5) it follows that
It follows that the function
, because it is a uniform limit of trigonometric polynomials. Next let g ∈ H m−s and pick (g n ) ⊆ S such that g − g n H m−s → 0 as n → ∞. Then (3.1) gives 
is strongly measureable.
Let x → u(x, ·) ∈ T P (R d , S ), which means that u has the form
extends by (3.6) to a strongly measureable function R d B → H s−m . Therefore it may be integrated. We obtain using Lemma 3.1, (3.1), and denoting the Haar measure on R d B by µ, Au
Finally (3.4) follows from the density of T P (R
It follows in particular from Proposition 3.2 that if for a ∈ AP S
). Next we prove that the map (3.2) is a representation. We use
Proof. Again we abbreviate
We have (cf. [13] )
where we denote e 2πiDz·Dη = F −1 MF and M is the multiplier operator (Mf )( z, η) = e 2πi z· η f ( z, η) in the Fourier domain. Hence
Since the map (3.2) preserves the identity operator, a(y, D) → A(a(y, D)) is a representation. Suppose A = 0 as an operator on be the frequencies of two characters e λ and e µ . We have
Since a x (y, D)
+ T x and λ ∈ R d , g ∈ S are arbitrary, we deduce that A + = A(a(y, D) + ) when the operators act on the algebraic tensor product
The representation A is therefore + -invariant. Finally we prove the preservation of positivity property. Suppose
Thus A ≥ 0 on T P (R d , S ). On the other hand, suppose that (Au, u) B 2 ⊗L 2 ≥ 0 for all u ∈ T P (R d , S ). Let h ∈ C ap (R d ) and define the sequence of functions (K n ) ∞ n=1 , used in the Bohr-Fourier reconstruction formula (1.3), based on the frequencies Λ corresponding to h. Then F −1 [16] and we may hence write F −1
, which is the bilinear generalization of Plancherel's formula (1.6). For p ∈ T P (R d ) we obtain
From (1.3) it follows that the right hand side may be made arbitrarily small by first picking n sufficiently large and then picking p ∈ T P (R d ) in order to make p − f n L ∞ as small as necessary. It follows that there exists a sequence (p n )
Let ϕ ∈ S . From the proof of Proposition 3.2 we know that
is chosen in order to satisfy (3.8) . The assumption and (3.8) give
It follows that a(y, D) ≥ 0 on S as well as on T P (R d ).
Unitary equivalence for nonpositive order
Also in this section we assume that (1.8) holds. Let
We define the map Q from an ONB in
Initially Q is defined only on the ONB {e λ ⊗ϕ n } λ∈R d ,n∈N . The following result extends its domain and range.
By Pettis's measurability theorem [6] , F (x) takes values in a separable subset of
which implies that {Q(e µ ⊗ ϕ n )} µ∈R d ,n∈N is an ONB and Q extends to a unitary transformation. , y) ) dy.
Proof. The integral R n f (x, y)dy can be approximated, uniformly in x, by a finite sum of C ap (R d ) functions. Therefore it belongs to C ap (R d ). By Fubini's theorem we have
The result follows from Lebesgue's dominated convergence theorem, since the integrand with respect to y is dominated by
The next result says that these operators are unitarily equivalent. 
are unitarily equivalent.
, and let n ∈ N and µ ∈ R d . We have
and hence for y, λ ∈ R
On the other hand we have, writing A = A(a(y, D)),
We compute the coefficients of A(e µ ⊗ ϕ n ) with respect to e λ ′ ⊗ ϕ m , λ ′ ∈ R d , m ∈ N. By Lemma 3.1 and Lemma 4.2 we have
The identity (4.4) thus holds for all y ∈ R d \ N µ,n,λ ′ where N µ,n,λ ′ ⊆ R d is a null set depending on µ, n, λ ′ . We obtain for any λ ∈ R d , and y ∈ R d \ N µ,n,−λ , using (4.1), (4.4) and (4.3),
there exists by Pettis's measurability theorem a null set N µ,n ⊆ R d and a countable set
We have
Therefore A and Q * U(a)(D)Q are equal when they act on the ONB {e µ ⊗ ϕ n } µ∈R d ,n∈N , and hence A = Q * U(a)(D)Q on the whole Hilbert space
Applications to spectral theory
A closed operator T on a Hilbert space H is called Fredholm if dim Ker T < ∞ and dim Coker T < ∞. Then Ran T = T Dom T is automatically closed [9, Thm. I.3.2].
We recall some facts about the spectrum of an unbounded, closed, densely defined operator T on a Hilbert space H (cf. [20] ). The resolvent set ρ H (T ) consists of all s ∈ C such that T −sI is injective, surjective and has a bounded inverse. The spectrum is the complement σ H = σ H (T ) = C \ ρ H (T ). It is partitioned as σ H = σ H,d σ H,ess into the essential spectrum σ H,ess and the discrete spectrum σ H,d = σ H \ σ H,ess . There are several definitions of the essential spectrum (cf. [9, 15, 20] ). We use the following: s ∈ σ H,ess if and only if T − sI is not a Fredholm operator. If T is selfadjoint we have the following characterization of σ H,d [9, Thm. IX.1.6]. (5.1) s ∈ σ H,d if and only if s is isolated in σ H and dim Ker(T − sI) < ∞.
Here s isolated in σ H means that there exists an ε > 0 such that
The spectrum is also partitioned as σ H = σ H,p σ H,cont σ H,res [9] . The point spectrum σ H,p consists of all s ∈ C such that T − sI is not injective, the continuous spectrum σ H,cont consists of all s ∈ C such that T − sI is injective and Ran(T − sI) = H, and the residual spectrum σ H,res is all s ∈ C such that T − sI is injective and Ran(T − sI) H. Let T be a densely defined closable, not necessarily closed, operator T with closure T . Then s / ∈ σ H (T ) if and only if for some C > 0
where T * denotes the adjoint of T . 
then it has a bounded inverse.
As a corollary it follows that the whole spectrum of certain a.p. pseudodifferential operators, considered as possibly unbounded operators on L 2 (R d ), is essential. 
The corollary gives the following result that nonzero operators with symbols in AP S 
Hence a(x, D) * a(x, D) = 0 which is equivalent to a(x, D) = 0.
The next result concerns the statements corresponding to Proposition 5.1 and Corollary 5.2 when the operators act on
A brief sketch of a proof of the following proposition is given in [21, pp. 189-190] . We give a detailed proof based on the ideas in the proof of [26, Thm. 11.1] . Here a(x, D) denotes the closure in B 2 (R d ) of a closable operator a(x, D) with original domain T P (R d ). 
Let N > M be an integer and let δ < ε/N. Pick g ∈ Ker A s that satisfies g B = 1 and A s g = 0. Since A s is the closure of a(x, D) − sI 
and we obtain by
In the next step we construct, as in the proof of [26, Thm. 11
The construction proceeds inductively starting from N = 1 and h 1 = h. Supposing that (5.7) and (5.8) hold for N = j − 1, one defines h j = h(· − y j ) for some translation parameter y j ∈ R d . For sufficiently large y j the orthonormality (5.7) is satisfied for 1 ≤ k, ℓ ≤ j. The bound (5.8) for k = j is obtained by means of (5.6) and a (large) translation y j within a set of common θ-almost periods of {b s (·, ξ) ξ
, and θ > 0 is sufficiently small. For any θ > 0, the set of common θ-almost periods for {b s (·, ξ) ξ 
where the sequence (χ j )
is chosen in such a way that
Defining ψ k,j = χ j * h k this gives, using Fubini's theorem,
N ×N is thus nonsingular for j sufficiently large. It may be factorized as
where U j ∈ C N ×N is unitary and Σ j ∈ C N ×N is diagonal with diagonal elements (σ j,k ) N k=1 equal to the nonzero eigenvalues of G j . By Geršgorin's theorem [12] , σ j,k → 1 as j → ∞ for each 1 ≤ k ≤ N.
We define
is an orthonormal system and ψ k,j 2 B = σ j,k for 1 ≤ k ≤ N. By (5.8) and (5.9), A s ψ n,j B < δ/2 for 1 ≤ n ≤ N, for j sufficiently large. Therefore the fact that U j is unitary and σ j,k → 1 give (5.10)
, and (5.10) yields
According to the following Lemma 5.5 we may choose ψ ∈ V ∩(Ker A s ) ⊥ such that ψ = 0. But this means that (5.11) contradicts (5.5). Therefore 0 < dim Ker A s < ∞ and Ran A s is closed cannot hold, which proves the implication (5.3).
Lemma 5.5. Let H be a complex Hilbert space and let U ⊆ H and V ⊆ H be two nonzero finite-dimensional subspaces. Then
Proof. We prove the equivalent implication
Let n = dim(V ) and let (f i ) n i=1 ⊆ V be an ONB for V . Let P denote the orthogonal projection P : H → U. Then P f i ∈ U \0 for each 1 ≤ i ≤ n, since P f i = 0 gives the contradiction
Proposition 5.4 has the following consequences, the second of which is proved analogously to Proposition 5.3. Next we study the spectrum of operators whose symbols depend on only one variable, that is, the operator is either a Fourier multiplier or the operator of multiplication with a C 
. Suppose on the other hand s ∈ Ran(a). Let ε > 0. There exists a(x, D) ) and the second equality of (5.13) is proved.
(ii) In this case a(D) is a Fourier multiplier operator and acts on
We take the closure of a(D) as an unbounded operator on
. By the proofs of [9, Thms. III.9.2 and IX.6.2], the closure is 
In the next theorem we use the unitary equivalence (2.14) between a(x, D) acting on B 2 (R d ) and U(a)(0) acting on l 2 (R d ). ess (a(x, D) ).
Proof. Note that a 0 (ξ 0 ) = M (a(·, ξ 0 )) by (2.1). Plancherel's formula (1.6) yields for any
By the mean value theorem we have for
where ∇ 2 denotes the gradient in the second R d variable and 0 ≤ θ 1 , θ 2 ≤ 1. It follows from this and (1.9) that for any ξ ∈ R This means that the first inequality of (5.2) does not hold for any C > 0. Therefore a 0 (ξ 0 ) ∈ σ B 2 (a (x, D) ). Furthermore, we may use Weyl's criterion (see [9, Thm. IX.1.3] and [20] for the case of bounded operators). In fact, the sequence (e ξ j ) , D) ). The arguments in the proof of (i) are valid for this purpose, provided that we can show that (A + ) = (A)
* . According to [27, Thm. 4 .1] it suffices to prove that A + A is essentially selfadjoint, which means that its closure is selfadjoint. By [20, Thm. VIII.3] this is equivalent to (5.22) Ker((A + A) * ± iI) = {0}.
To prove the theorem it thus suffices to establish (5. for all g ∈ T P (R d , S ). Let (f n ) In [3, 26, 29] it is shown that the representation A = A(a(y, D)) maps AP L ∞ ρ,δ into an algebra of operators that is associated with a certain von Neumann algebra A B . That is, we have A(a(y, D) ) η A B for all a ∈ AP S ∞ ρ,δ . The von Neumann algebra A B is generated by the family of operators {M λ ⊗ M λ , I ⊗ T µ } λ,µ∈R d acting on
, and its commutant A ′ B is generated by the family of operators {T −λ ⊗ T λ , M µ ⊗ I} λ,µ∈R d (cf. [7] ).
The algebra A B is a so-called factor, meaning that A B ∩ A ′ B = CI. Furthermore, A B is of type II ∞ which means that there exists a faithful normal semifinite trace (cf. [14, 29] ) which takes values in [0, +∞] on the space of orthogonal projections in A B , and which is unique up to scalar multiplication. If A is selfadjoint one defines the function N(t) = tr P t , where {P t } t∈R denotes the family of spectral projections, which characterizes the distribution of the spectrum of the operator A.
For a uniformly elliptic, essentially selfadjoint partial differential operator a(y, D) with coefficients in C ∞ ap (R d ), it is possible to show results about the asymptotic behavior of N(t) as t → +∞, and to give upper bounds on the lengths of lacunae (gaps) in the spectrum of A (a(y, D) ). Such results have been obtained by Shubin [26] , using the representation A (a(y, D) ). According to Proposition 5.11 (ii) we have σ L 2 (a(x, D)) = σ B 2 (a(x, D)) = σ B 2 ⊗L 2 (A(a(x, D) )), so these spectral results apply to the operator a(x, D) acting on L 2 and on B 2 . Due to the equivalence of the representations A and U (Proposition 4.3), also the representation U (a(y, D) ) is adjoined to a von Neumann algebra of type II ∞ , provided m ≤ 0. In fact, we have U (a(y, D)) η QA B Q * for all a ∈ AP L 0 ρ,δ , where QA B Q * is a factor of type II ∞ , conjugate to A B . However, the representation U(a(y, D)) does not seem to be as useful as A(a(y, D)) in order to obtain results for the spectrum of a(y, D) similar to Shubin's results described in the preceding paragraph, since for m > 0, (i) U (a(y, D)) is not adjoined to a factor of type II ∞ , and (ii) Proposition 5.11 gives no connection between σ L 2 (a(x, D)) and σ L 2 (R d ,l 2 ) (U(a)(D)).
