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Abstract
We study the d-Uniform Hypergraph Matching (d-UHM) problem: given an n-vertex hy-
pergraph G where every hyperedge is of size d, find a maximum cardinality set of disjoint
hyperedges. For d ≥ 3, the problem of finding the maximum matching is NP-complete, and
was one of Karp’s 21 NP-complete problems. In this paper we are interested in the problem
of finding matchings in hypergraphs in the massively parallel computation (MPC) model that
is a common abstraction of MapReduce-style computation. In this model, we present the first
three parallel algorithms for d-Uniform Hypergraph Matching, and we analyse them in terms
of resources such as memory usage, rounds of communication needed, and approximation ratio.
The highlights include:
• A O(log n)-round d-approximation algorithm that uses O(nd) space per machine.
• A 3-round, O(d2)-approximation algorithm that uses O˜(√nm) space per machine.
• A 3-round algorithm that computes a subgraph containing a (d− 1 + 1d )2-approximation,
using O˜(
√
nm) space per machine for linear hypergraphs, and O˜(n
√
nm) in general.
For the third algorithm, we introduce the concept of HyperEdge Degree Constrained Subgraph
(HEDCS), which can be of independent interest. We show that an HEDCS contains a fractional
matching with total value at least |M∗|/(d − 1 + 1d ), where |M∗| is the size of the maximum
matching in the hypergraph. Moreover, we investigate the experimental performance of these
algorithms both on random input and real instances. Our results support the theoretical bounds
and confirm the trade-offs between the quality of approximation and the speed of the algorithms.
∗Research partially supported by NSF grants CCF-1714818 and CCF-1822809.
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1 Introduction
As massive graphs become more ubiquitous, the need for scalable parallel and distributed algorithms
that solve graph problems grows as well. In recent years, we have seen progress in many graph
problems (e.g. spanning trees, connectivity, shortest paths [4, 5]) and, most relevant to this work,
matchings [22, 27]. A natural generalization of matchings in graphs is to matchings in hypergraphs.
Hypergraph Matching is an important problem with many applications such as capital budgeting,
crew scheduling, facility location, scheduling airline flights [53], forming a coalition structure in
multi-agent systems [50] and determining the winners in combinatorial auctions [49] (see [56] for a
partial survey). Although matching problems in graphs are one of the most well-studied problems in
algorithms and optimization, the NP-hard problem of finding a maximum matching in a hypergraph
is not as well understood.
In this work, we are interested in the problem of finding matchings in very large hypergraphs,
large enough that we cannot solve the problem on one computer. We develop, analyze and experi-
mentally evaluate three parallel algorithms for hypergraph matchings in the MPC model. Two of
the algorithms are generalizations of parallel algorithms for matchings in graphs. The third algo-
rithm develops new machinery which we call a hyper-edge degree constrained subgraph (HEDCS),
generalizing the notion of an edge-degree constrained subgraph (EDCS). The EDCS has been re-
cently used in parallel and dynamic algorithms for graph matching problems [6, 16, 17]. We will
show a range of algorithm tradeoffs between approximation ratio, rounds, memory and computa-
tion, evaluated both as worst case bounds, and via computational experiments.
More formally, a hypergraph G is a pair G = (V,E) where V is the set of vertices and E is the
set of hyperedges. A hyperedge e ∈ E is a nonempty subset of the vertices. The cardinality of a
hyperedge is the number of vertices it contains. When every hyperedge has the same cardinality
d, the hypergraph is said to be d-uniform. A hypergraph is linear if the intersection of any two
hyperedges has at most one vertex. A hypergraph matching is a subset of the hyperedges M ⊆ E
such that every vertex is covered at most once, i.e. the hyperedges are mutually disjoint. This
notion generalizes matchings in graphs. The cardinality of a matching is the number of hyperedges
it contains. A matching is called maximum if it has the largest cardinality of all possible matchings,
and maximal if it is not contained in any other matching. In the d-Uniform Hypergraph Matching
Problem (also referred to as Set Packing or d-Set Packing), a d-uniform hypergraph is given and
one needs to find the maximum cardinality matching.
We adopt the most restrictive MapReduce-like model of modern parallel computation among
[4, 11, 29, 40], the Massively Parallel Computation (MPC) model of [11]. This model is widely used
to solve different graph problems such as matching, vertex cover [2, 6, 7, 27, 44], independent set
[27, 34], as well as many other algorithmic problems. In this model, we have k machines (processors)
each with space s. N is the size of the input and our algorithms will satisfy k · s = O˜(N), which
means that the total space in the system is only a polylogarithmic factor more than the input size.
The computation proceeds in rounds. At the beginning of each round, the data (e.g. vertices and
edges) is distributed across the machines. In each round, a machine performs local computation
on its data (of size s), and then sends messages to other machines for the next round. Crucially,
the total amount of communication sent or received by a machine is bounded by s, its space. For
example, a machine can send one message of size s, or s messages of size 1. It cannot, however,
broadcast a size s message to every machine. Each machine treats the received messages as the
input for the next round. Our model limits the number of machines and the memory per machine to
be substantially sublinear in the size of the input. On the other hand, no restrictions are placed on
the computational power of any individual machine. The main complexity measure is therefore the
memory per machine and the number of rounds R required to solve a problem, which we consider
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to be the “parallel time” of the algorithm. For the rest of the paper, G(V,E) is a d-uniform
hypergraph with n vertices and m hyperedges, and when the context is clear, we will simply refer
to G as a graph and to its hyperedges as edges. MM(G) denotes the maximum matching in G, and
µ(G) = |MM(G)| is the size of that matching. We define dG(v) to be the degree of a vertex v (the
number of hyperedges that v belongs to) in G. When the context is clear, we will omit indexing
by G and simply denote it d(v).
2 Our contribution and results.
We design and implement algorithms for the d-UHM in the MPC model. We will give three different
algorithms, demonstrating different trade-offs between the model’s parameters. Our algorithms are
inspired by methods to find maximum matchings in graphs, but require developing significant new
tools to address hypergraphs. We are not aware of previous algorithms for hypergraph matching
in the MPC model. First we generalize the randomized coreset algorithm of [7] which finds an
3-rounds O(1)-approximation for matching in graphs. Our algorithm partitions the graph into
random pieces across the machines, and then simply picks a maximum matching of each machine’s
subgraph. We show that this natural approach results in a O(d2)-approximation. While the
algorithmic generalization is straightforward, the analysis requires several new ideas.
Theorem 4.2 (restated). There exists an MPC algorithm that with high probability computes
a (3d(d − 1) + 3 + )-approximation for the d-UHM problem in 3 MPC rounds on machines of
memory s = O˜(
√
nm).
Our second result concerns the MPC model with per-machine memory O(d · n). We adapt
the sampling technique and post-processing strategy of [44] to construct maximal matchings in
hypergraphs, and are able to show that in d-uniform hypergraphs, this technique yields a maximal
matching, and thus a d-approximation to the d-UHM problem in O(log n) rounds.
Theorem 5.1 (restated). There exists an MPC algorithm that given a d-uniform hypergraph
G(V,E) with high probability computes a maximal matching in G in O(log n) MPC rounds on
machines of memory s = Θ(d · n).
Our third result generalizes the edge degree constrained subgraphs (EDCS), originally intro-
duced by Bernstein and Stein [16] for maintaining large matchings in dynamic graphs, and later used
for several other problems including matching and vertex cover in the streaming and MPC model
[6, 17]. We call these generalized subgraphs hyper-edge degree constrained subgraphs (HEDCS).
We show that they exist for specific parameters, and that they contain a good approximation for
the d-UHM problem. We prove that an HEDCS of a hypergraph G, with well chosen parameters,
contain a fractional matching with a value at least d
d2−d+1µ(G), and that the underlying fractional
matching is special in the sense that for each hyperedge, it either assigns a value of 1 or a value less
than some chosen . We call such a fractional matching an -restricted fractional matching. For
Theorem 6.15, we compute an HEDCS of the hypergraph in a distributed fashion. This procedure
relies on the robustness properties that we prove for the HEDCSs under sampling.
Theorem 6.4 (restated informally). Let G be a d-uniform hypergraph and 0 <  < 1. There
exists an HEDCS that contains an -restricted fractional matching MHf with total value at least
µ(G)
(
d
d2−d+1 − 
)
.
Theorem 6.15 (restated). There exists an MPC algorithm that given a d-uniform hypergraph
G(V,E), where |V | = n and |E| = m, can construct an HEDCS of G in 2 MPC rounds on
machines of memory s = O˜(n
√
nm) in general and s = O˜(
√
nm) for linear hypergraphs.
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Corollary 6.16 (restated). There exists an MPC algorithm that with high probability achieves
a d(d− 1 + 1/d)2-approximation to the d-Uniform Hypergraph Matching in 3 rounds.
Table 1 summarizes our results.
Approximation ratio Rounds Memory per machine Computation per round
3d(d− 1) + 3 3 O˜(√nm) Exponential
d O(log n) O(dn) Polynomial
d(d− 1 + 1/d)2 3 O˜(n√nm) in general Polynomial
O˜(
√
nm) for linear hypergraphs
Table 1: Our parallel algorithms for the d-uniform hypergraph matching problem.
Experimental results. We implement our algorithms in a simulated MPC model environment
and test them both on random and real-world instances. Our experimental results are consistent
with the theoretical bounds on most instances, and show that there is a trade-off between the
extent to which the algorithms use the power of parallelism and the quality of the approximations.
This trade-off is illustrated by comparing the number of rounds and the performance of the
algorithms on machines with the same memory size. See Section 7 for more details.
Our techniques. For Theorem 4.2 and Theorem 6.15, we use the concept of composable coresets,
which has been employed in several distributed optimization models such as the streaming and
MapReduce models [1, 8, 9, 10, 37, 47]. Roughly speaking, the main idea behind this technique
is as follows: first partition the data into smaller parts. Then compute a representative solution,
referred to as a coreset, from each part. Finally, obtain a solution by solving the optimization
problem over the union of coresets for all parts. We use a randomized variant of composable
coresets, first introduced in [46], where the above idea is applied on a random clustering of the
data. This randomized variant has been used after for Graph Matching and Vertex Cover [6, 7], as
well as Column Subset Selection [18]. Our algorithm for Theorem 4.2 is similar to previous works,
but the analysis requires new techniques for handling hypergraphs. Theorem 5.1 is a relatively
straightforward generalization of the corresponding result for matching in graphs.
The majority of our technical innovation is contained in Theorem 6.4 and 6.15. Our general
approach is to construct, in parallel, an HEDCS that will contain a good approximation of the
maximum matching in the original graph and that will fit on one machine. Then we can run an
approximation algorithm on the resultant HEDCS to come up with a good approximation to the
maximum matching in this HEDCS and hence in the original graph. In order to make this approach
work, we need to generalize much of the known EDCS machinery [16, 17] to hypergraphs. This
endeavor is quite involved, as almost all the proofs do not generalize easily and, as the results
show, the resulting bounds are weaker than those for graphs. We first show that HEDCSs exist,
and that they contain large fractional matchings. We then show that they are useful as a coreset,
which amounts to showing that even though there can be many different HEDCSs of some fixed
hypergraph G(V,E), the degree distributions of every HEDCS (for the same parameters) are almost
identical. In other words, the degree of any vertex v is almost the same in every HEDCS of G. We
show also that HEDCS are robust under edge sampling, in the sense that edge sampling from a
HEDCS yields another HEDCS. These properties allow to use HEDCS in our coresets and parallel
algorithm in the rest of the paper.
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3 Related Work
Hypergraph Matching. The problem of finding a maximum matching in d-uniform hypergraphs
is NP-hard for any d ≥ 3 [41, 48], and APX-hard for d = 3 [39]. The most natural approach for an
approximation algorithm for the hypergraph matching problem is the greedy algorithm: repeatedly
add an edge that doesn’t intersect any edges already in the matching. This solution is clearly
within a factor of d from optimal: from the edges removed in each iteration, the optimal solution
can contain at most d edges (at most one for each element of the chosen edge). It is also easy to
construct examples showing that this analysis is tight for the greedy approach. All the best known
approximation algorithms for the Hypergraph Matching Problem in d-uniform hypergraphs are
based on local search methods [13, 15, 20, 30, 36]. The first such result by Hurkens and Schrijver
[36] gave a (d2 + )-approximation algorithm. Halldorsson [30] presented a quasi-polynomial
(d+23 )-approximation algorithm for the unweighted d-UHM. Sviridenko and Ward [54] established
a polynomial time (d+23 )-approximation algorithm that is the first polynomial time improvement
over the (d2 + ) result from [36]. Cygan [21] and Furer and Yu [26] both provide a (
d+1
3 + )
polynomial time approximation algorithm, which is the best approximation guarantee known so
far. On the other hand, Hazan, Safra and Schwartz [35] proved that it is hard to approximate
d-UHM problem within a factor of Ω(d/ log d).
Matching in parallel computation models. The study of the graph maximum matching prob-
lem in parallel computation models can be traced back to PRAM algorithms of 1980s [3, 38, 45].
Since then it has been studied in the LOCAL and MPC models, and (1 + )- approximation can be
achieved in O(log log n) rounds using a space of O(n) [6, 22, 27]. The question of finding a maximal
matching in a small number of rounds has also been considered in [28, 44]. Recently, Behnezhad
et al. [12] presented a O(log log ∆) round algorithm for maximal matching with O(n) memory
per machine. While we are not aware of previous work on hypergraph matching in the MPC
model, finding a maximal hypergraph matching has been considered in the LOCAL model. Both
Fischer et al. [24] and Harris [33] provide a deterministic distributed algorithm that computes
O(d)-approximation to the d-UHM.
Maximum Independent Set. The d-UHM is strongly related to different variants of the In-
dependent Set problem as well as other combinatorial problems. The maximum independent set
(MIS) problem on degree bounded graphs can be mapped to d-UHM when the degree bound is d
[14, 31, 32, 55]. The d-UHM problem can also be studied under a more general problem of maxi-
mum independent set on (d+ 1)-claw-free graphs [13, 20]. (See [19] of connections between d-UHM
and other combinatorial optimization problems).
4 A 3-round O(d2)-approximation
In this section, we generalize the randomized composable coreset algorithm of Assadi and Khanna
[7]. They used a maximum matching as a coreset and obtained a O(1)-approximation. We use
a hypergraph maximum matching and we obtain a O(d2)-approximation. We first define a k-
partitioning and then present our greedy approach.
Definition 4.1 (Random k-partitioning). Let E be an edge-set of a hypergraph G(V,E). We say
that a collection of edges E(1), . . . , E(k) is a random k-partition of E if the sets are constructed by
assigning each edge e ∈ E to some E(i) chosen uniformly at random. A random k-partition of E
naturally results in partitioning the graph G into k subgraphs G(1), . . . , G(k) where G(i) := G(V,E(i))
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for all i ∈ [k].
Let G(V,E) be any d-uniform hypergraph and G(1), . . . , G(k) be a random k-partitioning of G.
We describe a simple greedy process for combining the maximum matchings of G(i), and prove that
this process results in a O(d2)-approximation of the maximum matching of G.
Algorithm 1: Greedy
1 Construct a random k-partitioning of G across the k machines. Let M (0) := ∅.
2 for i = 1 to k do
3 Set MM(G(i)) to be an arbitrary hypergraph maximum matching of G(i).
4 Let M (i) be a maximal matching obtained by adding to M (i−1) the edges of MM(G(i)
that do not violate the matching property.
5 end
6 return M := M (k).
Theorem 4.2. Greedy computes, with high probability, a
(
3d(d− 1) + 3 + o(1))-approximation for
the d-UHM problem in 3 MPC rounds on machines of memory s = O˜(
√
nm).
In the rest of the section, we present the proof of Theorem 4.2. Let c = 13d(d−1)+3 , we show that
M (k) ≥ c · µ(G) w.h.p, where M (k) is the output of Greedy. The randomness stems from the fact
that the matchings M (i) (for i ∈ {1, . . . , k}) constructed by Greedy are random variables depending
on the random k-partitioning. We adapt the general approach in [7] for d-uniform hypergraphs,
with d ≥ 3. Suppose at the beginning of the i-th step of Greedy, the matching M (i−1) is of size
o(µ(G)/d2). One can see that in this case, there is a matching of size Ω(µ(G)) in G that is entirely
incident on vertices of G that are not matched by M (i−1). We can show that in fact Ω(µ(G)/(d2k))
edges of this matching are appearing in G(i), even when we condition on the assignment of the edges
in the first (i − 1) graphs. Next we argue that the existence of these edges forces any maximum
matching of G(i) to match Ω(µ(G)/(d2k)) edges in G(i) between the vertices that are not matched
by M (i−1). These edges can always be added to the matching M (i−1) to form M (i). Therefore,
while the maximal matching in Greedy is of size o(µ(G)), we can increase its size by Ω(µ(G)/(d2k))
edges in each of the first k/3 steps, hence obtaining a matching of size Ω(µ(G)/d2) at the end. The
following Lemma 4.3 formalizes this argument.
Lemma 4.3. For any i ∈ [k/3], if M (i−1) ≤ c · µ(G), then, w.p. 1−O(1/n),
M (i) ≥M (i−1) + 1− 3d(d− 1)c− o(1)
k
· µ(G) .
Before proving the lemma, we define some notation. Let M∗ be an arbitrary maximum matching
of G. For any i ∈ [k], we define M∗<i as the part of M∗ assigned to the first i − 1 graphs in the
random k-partitioning, i.e., the graphs G(1), . . . G(i−1). We have the following concentration result:
Claim 4.1. W.p. 1−O(1/n), for any i ∈ [k]:
M∗<i ≤
( i− 1 + o(i)
k
)
· µ(G)
Proof of claim 4.1. Fix an i ∈ [k]; each edge in M∗ is assigned to G(1), . . . , G(i−1), w.p. (i− 1)/k,
hence in expectation, size of M∗<i is i−1k ·µ(G). For a large n, the ratio µ(G)k is large and the claim
follows from a standard application of Chernoff bound.
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Proof of Lemma 4.3. Fix an i ∈ [k/3] and the set of edges for E(1), . . . E(i−1). This also fixes
the matching M (i−1) while the set of edges in E(i), . . . , E(k) together with the matching M (i)
are still random variables. We further condition on the event that after fixing the edges in
E(1), . . . , E(i−1), |M∗<i| ≤ i−1+o(i)k · µ(G) which happens w.p. 1−O(1/n) by claim 4.1.
Let Vold be the set of vertices incident on M
(i−1) and Vnew be the remaining vertices. Let E≥i
be the set of edges in E \ E(1) ∪ . . . ∪ E(i−1). We partition E≥i into two parts: (i) Eold: the set of
edges with at least one endpoint in Vold, and (ii) Enew: the set of edges incident entirely on Vnew.
Our goal is to show that w.h.p. any maximum matching of G(i) matches Ω(µ(G)/k) vertices in
Vnew to each other by using the edges in Enew. The lemma then follows easily from this.
The edges in the graph G(i) are chosen by independently assigning each edge in E≥i to G(i)
w.p. 1/(k − i + 1). This independence makes it possible to treat the edges in Eold and Enew
separately. We can fix the set of sampled edges of G(i) in Eold, denoted by E
i
old, without changing
the distribution of edges in G(i) chosen from Enew. Let µold := MM(G(V,E
i
old)), i.e., the maximum
number of edges that can be matched in G(i) using only the edges in Eiold. In the following, we
show that w.h.p., there exists a matching of size µold+Ω(µ(G)/k) in G
(i). By the definition of µold,
this implies that any maximum matching of G(i) has to use at least Ω(µ(G)/k) edges in Enew.
Let Mold be any arbitrary maximum matching of size µold in G(V,E
i
old). Let Vnew(Mold) be
the set of vertices in Vnew that are incident on Mold. We show that there is a large matching in
G(V,Enew) that avoids Vnew(Mold).
Claim 4.2. |Vnew(Mold)| < c · d(d− 1) · µ(G).
Proof of Claim 4.2. Since any edge in Mold has at least one endpoint in Vold, we have |Vnew(Mold)| ≤
(d − 1)|Mold| ≤ (d − 1)|Vold|. By the assertion of the lemma, |M (i−1)| < c · µ(G), and hence
Vnew(Mold)| ≤ (d− 1) · |Vold| ≤ d(d− 1) · |M (i−1)| < c · d(d− 1) · µ(G).
Claim 4.3. There exists a matching in G(V,Enew) of size
(
k−i+1−o(i)
k − 2d(d − 1)c
)
· µ(G) that
avoids the vertices of Vnew(Mold).
Proof of Claim 4.3. By the assumption that |M∗<i| ≤ i−1+o(i)k · µ(G), there is a matching of size
k−i+1−o(i)
k · µ(G) in the graph G(V,E≥i). By removing the edges in M that are either incident
on Vold or Vnew(Mold), at most 2d(d − 1)c · µ(G) edges are removed from M . Now the remaining
matching is entirely contained in Enew and also avoids Vnew(Mold), hence proving the claim.
We are now ready to finalize the proof of Lemma 4.3. Let Mnew be the matching guaranteed
by Claim 4.3. Each edge in this matching is chosen in G(i) w.p. 1/(k − i + 1) independent of the
other edges. Hence, by Chernoff bound, there is a matching of size
(1− o(1)) ·
(1
k
− o(i)
k(k − i+ 1) −
2d(d− 1)c
k − i+ 1
)
· µ(G) ≥ 1− o(1)− 3d(d− 1)c
k
· µ(G)
in the edges of Mnew that appear in G
(i) (for i ≤ k/3). This matching can be directly added
to the matching Mold, implying the existence of a matching of size µold +
1−o(1)−3d(d−1)c
k · µ(G)
in G(i). As we argued before, this ensures that any maximum matching of G(i) contains at least
1−o(1)−3d(d−1)c
k · µ(G) edges in Enew. These edges can always be added to M (i−1) to form M (i),
hence proving the lemma.
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Proof of Theorem 4.2. Recall that M := M (k) is the output matching of Greedy. For the first k/3
steps of Greedy, if at any step we got a matching of size at least c · µ(G), then we are already
done. Otherwise, at each step, by Lemma 4.3, w.p. 1 − O(1/n), we increase the size of the
maximal matching by 1−3d(d−1)c−o(1)k · µ(G) edges; consequently, by taking a union bound on the
k/3 steps, w.p. 1 − o(1), the size of the maximal matching would be 1−3d(d−1)c−o(1)3 · µ(G). Since
c = 1/(3d(d− 1) + 3), we ensure that 1−3d(d−1)c3 = c and in either case, the matching computed by
Greedy is of size at least µ(G)/(3d(d − 1) + 3) − o(µ(G)), and this proves that Greedy is a O(d2)-
approximation. All is left is to prove that Greedy can be implemented in 3 rounds with a memory of
O˜(
√
nm) per machine. Let k =
√
m
n be the number of machines, each with a memory of O˜(
√
nm).
We claim that Greedy can run in three rounds. In the first round, each machine randomly partitions
the edges assigned to it across the k machines. This results in a random k-partitioning of the graph
across the machines. In the second round, each machine sends a maximum matching of its input
to a designated central machine M ; as there are k =
√
m
n machines and each machine is sending
O˜(n) size coreset, the input received by M is of size O˜(
√
nm) and hence can be stored entirely on
that machine. Finally, M computes the answer by combining the matchings.
We conclude this section by stating that computing a maximum matching on every machine
is only required for the analysis, i.e., to show that there exists a large matching in the union of
coresets. In practice, we can use an approximation algorithm to obtain a large matching from the
coresets. In our experiments, we use a maximal matching instead of maximum.
5 A O(log n)-rounds d-approximation algorithm
In this section, we show how to compute a maximal matching in O(log n) MPC rounds, by gener-
alizing the algorithm in [44] to d-uniform hypergraphs. The algorithm provided by Lattanzi el al.
[44] computes a maximal matching in graphs in O(log n) if s = Θ(n), and in at mostbc/c iterations
when s = Θ(n1+), where 0 <  < c is a fixed constant. Harvey et al. [34] show a similar result.
The algorithm first samples O(s) edges and finds a maximal matching M1 on the resulting
subgraph (we will specify a bound on the memory s later). Given this matching, we can safely
remove edges that are in conflict (i.e. those incident on nodes in M1) from the original graph G. If
the resulting filtered graph H is small enough to fit onto a single machine, the algorithm augments
M1 with a matching found on H. Otherwise, we augment M1 with the matching found by recursing
on H. Note that since the size of the graph reduces from round to round, the effective sampling
probability increases, resulting in a larger sample of the remaining graph.
Theorem 5.1. Given a d-uniform hypergraph G(V,E), Iterated-Sampling omputes a maximal
matching in G with high probability in O(log n) MPC rounds on machines of memory s = Θ(d ·n).
Next we present the proof of Theorem 5.1. We first show that after sampling edges, the size of
the graph G[I] induced by unmatched vertices decreases exponentially with high probability, and
therefore the algorithm terminates in O(log n) rounds. Next we argue that M is indeed a maximal
matching by showing that if after terminating, there is an edge that’s still unmatched, this will
yield a contradiction. This is formalized in the following lemmas.
Lemma 5.2. Let E′ ⊂ E be a set of edges chosen independently with probability p. Then with
probability at least 1− e−n, for all I ⊂ V either |E[I]| < 2n/p or E[I] ∩ E′ 6= ∅.
Proof of Lemma 5.2. Fix one such subgraph, G[I] = (I, E[I]) with |E[I]| ≥ 2n/p. The probability
that none of the edges in E[I] were chosen to be in E′ is (1 − p)|E[I]| ≤ (1 − p)2n/p ≤ e−2n. Since
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Algorithm 2: Iterated-Sampling
1 Set M := ∅ and S = E.
2 Sample every edge e ∈ S uniformly with probability p = s5|S|d to form E′.
3 If |E′| > s the algorithm fails. Otherwise give the graph G(V,E′) as input to a single
machine and compute a maximal matching M ′ on it. Set M = M ∪M ′.
4 Let I be the unmatched vertices in G and G[I] the induced subgraph with edges E[I]. If
E[I] > s, set S := E[I] and return to step 2.
5 Compute a maximal matching M ′′ on G[I] and output M = M ∪M ′′.
there are at most 2n total possible induced subgraphs G[I] (because each vertex is either matched
or unmatched), the probability that there exists one that does not have an edge in E′ is at most
2ne−2n ≤ e−n.
Lemma 5.3. If s ≥ 20d · n then Iterated-Sampling runs for at most O(log n) iterations with high
probability.
Proof of Lemma 5.3. Fix an iteration i of Iterated-Sampling and let p be the sampling probability
for this iteration. Let Ei be the set of edges at the beginning of this iteration, and denote by I be
the set of unmatched vertices after this iteration. From Lemma 5.2, if |E[I]| ≥ 2n/p then an edge
of E[I] will be sampled with high probability. Note that no edge in E[I] is incident on any edge in
M ′. Thus, if an edge from E[I] is sampled then Iterated-Sampling would have chosen this edge to
be in the matching. This contradicts the fact that no vertex in I is matched. Hence, |E[I]| ≤ 2n/p
with high probability.
Now consider the first iteration of the algorithm, let G1(V1, E1) be the induced graph on the
unmatched nodes after the first step of the algorithm. The above argument implies that |E1| ≤
10d·n|E0|
s ≤ 10d·n|E|s ≤ |E|2 . Similarly |E2| ≤ 10d·n|E1|s ≤ (10d·n)
2|E1|
s2
≤ |E|
22
. After i iterations :
|Ei| ≤ |E|2i , and the algorithm will terminate after O(log n) iterations.
Lemma 5.4. Iterated-Sampling finds a maximal matching of G with high probability.
Proof of Lemma 5.4. First consider the case that the algorithm does not fail. Suppose there is an
edge e = {v1, . . . , vd} ∈ E such that none of the vi’s are matched in the final matching M that
the algorithm output. In the last iteration of the algorithm, since e ∈ E and its endpoints are not
matched, then e ∈ E[I]. Since this is the last run of the algorithm, a maximal matching M ′′ of
G[I] is computed on one machine. Since M ′′ is maximal, at least one of the vi’s must be matched
in it. All of the edges of M ′′ get added to M in the last step. This yields a contradiction.
Next, consider the case that the algorithm fails. This occurs due to the set of edges E′ having size
larger than the memory in some iteration of the algorithm. Note that E[|E′|] = |S|·p = s/5d ≤ s/10
in a given iteration. By the Chernoff Bound it follows that |E′| ≥ s with probability smaller than
2s ≥ 2−20d·n (since s ≥ 20d ·n). By Lemma 5.3 the algorithm completes in at most O(log n) rounds,
thus the total failure probability is bounded by O(log n · 2−20·n) using the union bound.
We are now ready to show that Iterated-Sampling can be implemented in O(log n) MPC rounds.
Proof of Theorem 5.1. We show that Iterated-Sampling can be implemented in the MPC model
with machines of memory Θ(dn) and O(log n) MPC rounds. Combining this with Lemma 5.4 on
the correctness of Iterated-Sampling , we immediately obtain Theorem 5.1 for the case of s = Θ(dn).
Every iteration of Iterated-Sampling can be implemented in O(1) MPC rounds. Suppose the edges
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are initially distributed over all machines. We can sample every edge with the probability p (in
each machine) and then send the sampled edges E′ to the first machine. With high probability we
will have |E′| = O(n), so we can fit the sampled edges in the first machine. Therefore, the sampling
can be done in one MPC round. Computing the subgraph of G induced by I can be done in 2
rounds; one round to send the list of unmatched vertices I from the first machine to all the other
machines, and the other round to compute the subgraph G[I], and send it to a single machine if it
fits, or start the sampling again.
6 A 3-round O(d3)-approximation using HEDCSs
In graphs, edge degree constrained subgraphs (EDCS) [16, 17] have been used as a local condition
for identifying large matchings, and leading to good dynamic and parallel algorithms [6, 16, 17].
These papers showed that an EDCS exists, that it contains a large matching, that it is robust to
sampling and composition, and that it can be used as a coreset.
In this section, we present a generalization of EDCS for hypergraphs. We prove that an HEDCS
exists, that it contains a large matching, that it is robust to sampling and composition, and that
it can be used as a coreset. The proofs and algorithms, however, require significant developments
beyond the graph case. We first present definitions of a fractional matching and HEDCS.
Definition 6.1 (Fractional matching). In a hypergraph G(V,E), a fractional matching is a mapping
from y : E 7→ [0, 1] such that for every edge e we have 0 ≤ ye ≤ 1 and for every vertex v :∑
e∈v ye ≤ 1. The value of such fractional matching is equal to
∑
e∈E ye. For  > 0, a fractional
matching is an -restricted fractional matching if for every edge e: ye = 1 or ye ∈ [0, ].
Definition 6.2. For any hypergraph G(V,E) and integers β ≥ β− ≥ 0 a hyperedge degree constraint
subgraph HEDCS(H,β, β−) is a subgraph H := (V,EH) of G satisfying:
• (P1): For any hyperedge e ∈ EH :
∑
v∈e dH(v) ≤ β.
• (P2): For any hyperedge e 6∈ EH :
∑
v∈e dH(v) ≥ β−.
We show via a constructive proof that a hypergraph contains an HEDCS when the parameters
of this HEDCS satisfy the inequality β − β− ≥ d− 1.
Lemma 6.3. Any hypergraph G contains an HEDCS(G, β, β−) for any parameters β−β− ≥ d−1.
Proof. Consider the following simple procedure for creating an HEDCS H of a given hypergraph
G: start by initializing H to be equal to G. And while H is not an HEDCS(G, β, β−), find an edge
e which violates one of the properties of HEDCS and fix it. Fixing the edge e implies removing it
from H if it was violating Property (P1) and adding it to H if it was violating Property (P2). The
output of the above procedure is clearly an HEDCS of graph G. However, a-priori it is not clear
that this procedure ever terminates as fixing one edge e can result in many edges violating the
HEDCS properties, potentially undoing the previous changes. In the following, we use a potential
function argument to show that this procedure always terminates after a finite number of steps,
hence implying that a HEDCS(G, β, β−) always exists.
We define the following potential function Φ:
Φ := (
2
d
β − d− 1
d
) ·
∑
v∈V
dH(v)−
∑
e∈H
∑
u∈e
dH(u)
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We argue that in any step of the procedure above, the value of Φ increases by at least 1.
Since the maximum value of Φ is at most O(2dn · β2), this immediately implies that this procedure
terminates in O(2dn · β2) iterations.
Define Φ1 = (
2
dβ − d−1d ) ·
∑
v∈V
dH(v) and Φ2 =
∑
e∈H
∑
u∈e
dH(u). Let e be the edge we choose to
fix at this step, Hb be the subgraph before fixing the edge e, and Ha be the resulting subgraph.
Suppose first that the edge e was violating Property (P1) of HEDCS. As the only change is in the
degrees of vertices v ∈ e, Φ1 decreases by (2β − (d − 1)). On the other hand,
∑
v∈e
dHb(v) ≥ β + 1
originally (as e was violating Property (P1) of HEDCS), and hence after removing e, Φ2 increases
by β + 1. Additionally, for each edge eu incident upon u ∈ e in Ha , after removing the edge e,∑
v∈eu
dHa(v) decreases by one. As there are at least
∑
u∈e
dHa(u) =
∑
u∈e
dHb(u)−d ≥ β− (d−1) choices
for eu, this means that in total, Φ2 increases by at least 2β + 1− (d− 1). As a result, in this case
Φ increases by at least 1 after fixing the edge e.
Now suppose that the edge e was violating Property (P2) of HEDCS instead. In this case,
degree of vertices u ∈ e all increase by one, hence Φ1 increases by 2β − (d− 1). Additionally, note
that since edge e was violating Property (P2) we have
∑
v∈e
dHb(v) ≤ β−− 1, so the addition of edge
e decreases Φ2 by at most
∑
v∈e
dHa(v) =
∑
v∈e
dHb(v) + d ≤ β− − 1 + d. Moreover, for each edge
eu incident upon u ∈ e, after adding the edge e,
∑
v∈eu
dHa(v) increases by one and since there are
at most
∑
v∈e
dHb(v) ≤ β− − 1 choices for eu, Φ2 decreases in total by at most 2β− − 2 + d. The
total variation in Φ is therefore equal to 2β − (d − 1) − (2β− − 2 + d) = 3 + 2(β − β− − d). So if
β − β− ≥ d− 1, we have that Φ increases by at least 1 after fixing edge e.
The main result in this section shows that an HEDCS of a graph contains a large -restricted
fractional matching that approximates the maximum matching by a factor less than d.
Theorem 6.4. Let G be a d-uniform hypergraph and 0 ≤  < 1. Let H:= HEDCS(G, β, β(1− λ))
with λ = 6 and β ≥ 8d
2
d−1 · λ−3. Then H contains an -restricted fractional matching MHf with total
value at least µ(G)( d
d2−d+1 − d−1).
In order to prove Theorem 6.4, we will need the following two lemmas. The first lemma we
prove is an algebraic result that will help us bound the contribution of vertices in the -restricted
fractional matching. The second lemma identifies additional structure on the HEDCS, that we
will use to construct the fractional matching of the theorem. For proofs of both lemmas, see
Appendix A.2
Lemma 6.5. Let φ(x) = min{1, (d−1)xd(β−x)}. If a1, . . . ad ≥ 0 and a1 + . . . + ad ≥ β(1 − λ) for some
λ ≥ 0, then
d∑
i=1
φ(ai) ≥ 1− 5 · λ.
Lemma 6.6. Given any HEDCS(G, β, β(1 − λ)) H, we can find two disjoint sets of vertices X
and Y that satisfy the following properties:
1. |X|+ |Y | = d · µ(G).
2. There is a perfect matching in Y using edges in H.
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3. Letting σ = |Y |d +
∑
x∈X
φ(dH(x)),we have that σ ≥ µ(G)(1− 5λ).
4. All edges in H with vertices in X have at least one other vertex in Y , and have vertices only
in X and Y .
We are now ready to prove Theorem 6.4.
Proof of theorem 6.4. Suppose we have two sets X and Y satisfying the properties of Lemma 6.6.
We construct an -restricted fractional matching MHf using the edges in H such that
val(MHf ) ≥ (
d
d2 − d+ 1 −

d− 1)µ(G),
where val(MHf ) is the value of the fractional matching M
H
f . Now, by Property 2 of Lemma 6.6, |Y |
contains a perfect matching MHY using edges in H. Let Y
− be a subset of Y obtained by randomly
sampling exactly 1/d edges of MHY and adding their endpoints to Y
− Let Y ∗ = Y \Y − and observe
that |Y −| = |Y |/d and |Y ∗| = d−1d |Y |.
Let H∗ be the subgraph of H induced by X ∪ Y ∗ (each edge in H∗ has vertices in only X and
Y ∗). We define a fractional matching MH∗f on the edges of H
∗ in which all edges have value at most
. We will then let our final fractional matching MHf be the fractional matching M
H∗
f joined with
the perfect matching in H of Y − (so MHf assigns value 1 to the edges in this perfect matching).
MHf is, by definition, an -restricted fractional matching.
We now give the details for the construction of MH
∗
f . Let V
∗ = X ∪ Y ∗ be the vertices of H∗,
and let E∗ be its edges. For any vertex v ∈ V ∗, define d∗H(v) to be the degree of v in H∗. Recall
that by Property 4 of Lemma 6.6, if x ∈ X then all the edges of H incident to x go to Y (but some
might go to Y −). Thus, for x ∈ X, we have E[d∗H(x)] ≥ dH(x)(d−1)d .
We now define MH
∗
f as follows. For every x ∈ X, we arbitrarily order the edges of H incident to
x, and then we assign/add a value of min
{

|X∩e| ,
1
|X∩e|
1
β−dH(x)
}
to these edges one by one, stopping
when either val(x) (the sum of values assigned to vertices incident to x) reaches 1 or there are no
more edges in H incident to x, whichever comes first. In the case that val(x) reaches 1 the last
edge might have added value less than min
{

|X∩e| ,
1
|X∩e|
1
β−dH(x)
}
, where e is the last edge to be
considered.
We now verify that MH
∗
f is a valid fractional matching in that all vertices have value at most
1. This is clearly true of vertices x ∈ X by construction. For a vertex y ∈ Y ∗, it suffices to
show that each edge incident to y receives a value of at most 1/dH(y) ≤ 1/d∗H(y). To see this,
first note that the only edges to which MH
∗
f assigns non-zero values have at least two endpoints
in X × Y ∗. Any such edge e receives value at most min{, ∑
x∈X∩e
1
|X∩e|
1
β−dH(x)
}
, but since e is
in MH
∗
f and so in H, we have by Property (P1) of an HEDCS that dH(y) ≤ β − dH(x), and so∑
x∈X∩e
1
|X∩e|
1
β−dH(x) ≤
1
|X∩e|
|X∩e|
dH(y)
≤ 1dH(y) .
By construction, for any x ∈ X, we have that the value val(x) of x in MH∗f satisfies :
val(x) = min
{
1,
∑
e3x
min
{

|X ∩ e| ,
1
|X ∩ e|
1
β − dH(x)
}}
≥ min
{
1, d∗H(x) ·min
{

d− 1 ,
1
d− 1
1
β − dH(x)
}}
.
12
Furthermore, we can bound the value of the fractional matching MH∗f : as val(M
H∗
f ) ≥
∑
x∈X
val(x).
For convenience, we use val′(x) = min
{
1, d∗H(x) ·min
{
, 1β−dH(x)
}}
such that
val(x) ≥ val
′(x)
d− 1 and (1)
val(MH∗f ) ≥
1
d− 1
∑
x∈X
val′(x) , (2)
Next we present a lemma, proved in Appendix A.2 that bounds val′(x) for each vertex.
Lemma 6.7. For any x ∈ X, E[val′(x)] ≥ (1− λ)φ(dH(x)).
This last lemma, combined with (2), allows us to lower bound the value of MH
∗
f :
val(MH
∗
f ) ≥
1
d− 1
∑
x∈X
val′(x) ≥ 1− λ
d− 1
∑
x∈X
φ(dH(x)).
Note that we have constructed MHf by taking the fractional value in M
H∗
f and adding the
perfect matching on edges from Y −. The latter matching has size |Y
−|
d =
|Y |
d2
, and the value of MHf
is bounded by:
val(MHf ) ≥
1
d− 1(1− λ)
∑
x∈X
φ(dH(x)) +
|Y |
d2
=
1
d− 1
(
(1− λ)
∑
x∈X
φ(dH(x)) +
|Y |
d
)− |Y |
d2(d− 1)
≥ 1
d− 1(1− λ)(1− 5λ)µ(G)−
|Y |
d2(d− 1)
≥ 1
d− 1(1− 6λ)µ(G)−
|Y |
d2(d− 1) .
To complete the proof, recall that Y contains a perfect matching in H of |Y |/d edges, so if
|Y |
d ≥ dd(d−1)+1µ(G) then there already exists a matching in H of size at least dd(d−1)+1µ(G), and
the theorem is true. We can thus assume that |Y |/d < ( dd(d−1)+1)µ(G), in which case the previous
equation yields that:
val(MHf ) ≥
1
d− 1(1− 6λ)µ(G)−
|Y |
d2(d− 1)
≥ (1− 6λ
d− 1 )µ(G)−
µ(G)
(d− 1)(d(d− 1) + 1)
=
( d
d(d− 1) + 1 −
6λ
d− 1
)
µ(G) .
In both cases we get that
val(MHf ) ≥ (
d
d2 − d+ 1 −
6λ
d− 1)µ(G).
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6.1 Sampling and constructing an HEDCS in the MPC model
Our results in this section are general and applicable to every computation model. We prove
structural properties about the HEDCSs that will help us construct them in the MPC model. We
show that the degree distributions of every HEDCS (for the same parameters β and λ) are almost
identical. In other words, the degree of any vertex v is almost the same in every HEDCS of the
same hypergraph G. We show also that HEDCS are robust under edge sampling, i.e. that edge
sampling from and HEDCS yields another HEDCS, and that the degree distributions of any two
HEDCS for two different edge sampled subgraphs of G is almost the same no matter how the two
HEDCS are selected. In the following lemma, we argue that any two HEDCS of a graph G (for
the same parameters β, β−) are “somehow identical” in that their degree distributions are close to
each other. In the rest of this section, we fix the parameters β, β− and two subgraphs A and B
that are both HEDCS(G, β, β−).
Lemma 6.8. (Degree Distribution Lemma). Fix a d-uniform hypergraph G(V,E) and parameters
β, β− = (1−λ)·β (for λ small enough). For any two subgraphs A and B that are HEDCS(G, β, β−),
and any vertex v ∈ V , then |dA(v)− dB(v)| = O(
√
n)λ1/2β.
Proof. Suppose that we have dA(v) = kλβ for some k and that dB(v) = 0. We will show that if
the k = Ω(
√
n
λ1/2
), then this will lead to a contradiction. Let e be one of the kλβ edges that are
incident to v in A. e 6∈ B so ∑
u6=v
dB(u) ≥ (1− λ)β. From these (1− λ)β edges, at most (1− kλ)β
can be in A in order to respect (P1), so at least we will have (k − 1)λβ edges in B \ A, thus we
have now covered kλβ + (k − 1)λβ edges in both A and B. Let’s keep focusing on the edge e, and
especially on one of its (k − 1)λβ incident edges in B \ A. Let e1 be such an edge. e1 ∈ B \ A,
therefore
∑
v′∈e1
dA(v
′) ≥ (1 − λ)β. The edges incident to e1 in A that we have covered so far are
at most (1 − kλ)β, therefore we still need at least (k − 1)λ new edges in A to respect (P1). Out
of these (k − 1)λ edges, at most λβ can be in B (because e1 has already (1 − λ)β covered edges
incident to it in B). Therefore at least (k − 2)λβ are in A \ B. Thus, we have so far covered at
least kλβ + (k− 1)λβ + (k− 2)λβ. One can see that we can keep doing this until we cover at least
k(k+1)
2 λβ edges in both A and B. The number of edges in each of A and B cannot exceed n · β
(each vertex has degree ≤ β), therefore we will get a contradiction if k(k+1)2 λβ > 2nβ, which holds
if k > 2
√
n
λ1/2
. Therefore
k ≤ 2
√
n
λ1/2
, and dA(v) = kλβ ≤ 2
√
nλ1/2β.
The next corollary shows that if the hypergraph is linear (every two hyperedges intersect in at
most on vertex), then the degree distribution is closer. The proof is in Appendix A.3.
Corollary 6.9. For d-uniform linear hypergraphs, the degree distribution is tighter, and |dA(v)−
dB(v)| = O(log n)λβ.
Next we prove two lemmas regarding the structure of different HEDCSs across sampled sub-
graphs. The first lemma shows that edge sampling an HEDCS results in another HEDCS for the
sampled subgraph. The second lemma shows that the degree distributions of any two HEDCS for
two different edge sampled subgraphs of G is almost the same.
Lemma 6.10. Let H be a HEDCS(G, βH , β
−
H) for parameters βH := (1− λα) · βp , β−H := βH−(d−1)
and β ≥ 15d(αd)2 · λ−2 · log n such that p < 1 − 2α . Suppose Gp := GEp (V,Ep) is an edge sampled
subgraph of G and Hp := H ∩Gp; then, with high probability:
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1. For any vertex v ∈ V : |dHp(v)− p · dH(v)| ≤ λαdβ
2. Hp is a HEDCS of Gp with parameters (β, (1− λ) · β) .
Proof. Let α′ := αd. For any vertex v ∈ V , E[dHp(v)] = p · dH(v) and dH(v) ≤ βH by Property
(P1) of HEDCS H. Moreover, since each edge incident upon v in H is sampled in Hp independently,
by the Chernoff bound:
P
(
|dHp(v)− p · dH(v)| ≥
λ
α′
β
)
≤ 2 · exp(− λ
2β
3 · α′2 ) ≤
2
n5d
.
In the following, we condition on the event that:
|dHp(v)− p · dH(v)| ≤
λ
α′
β .
This event happens with probability at least 1 − 2
n5d−1 by above equation and a union bound on|V | = n vertices. This finalizes the proof of the first part of the claim. We are now ready to prove
that Hp is indeed am HEDCS(Gp, β, (1 − λ) · β) conditioned on this event. Consider any edge
e ∈ Hp. Since Hp ⊂ H, e ∈ H as well. Hence, we have,∑
v∈e
dHp(v) ≤ p · βH +
dλ
α′
β = (1− λ
α
+
dλ
α′
)β = β ,
because αα′ =
1
d , where the inequality is by Property (P1) of HEDCS H and the equality is by the
choice of βH . As a result, Hp satisfies Property (P1) of HEDCS for parameter β. Now consider an
edge e ∈ Gp \Hp. Since Hp = Gp ∩H, e 6∈ H as well. Hence,
∑
v∈e
dHp(v) ≥ p · β−H −
dλ
α′
β = (1− λ
α
− dλ
α′
)β − p · (d− 1)
= (1− 2λ
α
)β − p · (d− 1)
> (1− λ) · β .
Lemma 6.11. (HEDCS in Edge Sampled Subgraph). Fix any hypergraph G(V,E) and p ∈ (0, 1).
Let G1 and G2 be two edge sampled subgraphs of G with probability p (chosen not necessarily
independently). Let H1 and H2 be arbitrary HEDCSs of G1 and G2 with parameters (β, (1−λ) ·β).
Suppose β ≥ 15d(αd)2 · λ−2 · log n, then, with probability 1− 4
n5d−1 , simultaneously for all v ∈ V :
|dH1(v)− dH2(v)| = O
(
n1/2
)
λ1/2β.
Proof. Let H be an HEDCS(G, βH , β
−
H) for the parameters βH and β
−
H as defined in the previous
lemma. The existence of H follows since βH−(d−1) ≥ β−H . Define Hˆ1 := H∩G1 and Hˆ2 := H∩G2.
By Lemma 6.10, Hˆ1 (resp. Hˆ2) is an HEDCS of G1 (resp. G2) with parameters (β, (1− λ)β) with
probability 1 − 4
n5d−1 . In the following, we condition on this event. By Lemma 6.8 (Degree
Distribution Lemma), since both H1 (resp. H2) and Hˆ1 (resp. Hˆ2) are HEDCSs for G1 (resp. G2),
the degree of vertices in both of them should be “close” to each other. Moreover, since by Lemma
6.10 the degree of each vertex in Hˆ1 and Hˆ2 is close to p times its degree in H, we can argue that
the vertex degrees in H1 and H2 are close. Formally, for any v ∈ V , we have
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|dH1(v)− dH2(v)| ≤ |dH1(v)− dHˆ1(v)|+ |dHˆ1(v)− dHˆ2(v)|+ |dHˆ2(v)− dH2(v)|
≤ O(n1/2)λ1/2β + |dHˆ1(v)− pdH(v)|+ |dHˆ2(v)− pdH(v)|
≤ O(n1/2)λ1/2β +O(1) · λ · β .
Corollary 6.12. If G is linear, then |dH1(v)− dH2(v)| = O
(
log n
)
λβ.
We are now ready to present a parallel algorithm that will use the HEDCS subgraph. We first
compute an HEDCS in parallel via edge sampling. Let G(1), . . . , G(k) be a random k-partition of a
graph G. We show that if we compute an arbitrary HEDCS of each graph G(i) (with no coordination
across different graphs) and combine them together, we obtain a HEDCS for the original graph G.
We then store this HEDCS in one machine and compute a maximal matching on it. We present
our algorithm for all range of memory s = nΩ(1). Lemma 6.13 and Corollary 6.14 serve as a proof
to Theorem 6.15.
Algorithm 3: HEDCS-Matching(G, s): a parallel algorithm to compute a O(d3)-
approximation matching on a d-uniform hypergraph G with m edges on machines of memory
O(s)
1 Define k := ms logn , λ :=
1
2n logn and β := 500 · d3 · n2 · log3 n.
2 G(1), . . . , G(k):= random k-partition of G.
3 for i = 1 to k, in parallel do
4 Compute C(i) = HEDCS(G(i), β, (1− λ) · β) on machine i.
5 end
6 Define the multi-graph C(V,EC) with EC := ∪ki=1C(i).
7 Compute and output a maximal matching on C.
Lemma 6.13. Suppose k ≤ √m. Then with high probability
1. The subgraph C is an HEDCS(G, βC , β
−
C ) for parameters: λC = O
(
n1/2
)
λ1/2 , βC = (1 + d ·
λC) · k · β and β−C = (1− λ− d · λC) · k · β.
2. The total number of edges in each subgraph G(i) of G is O˜(s).
3. If s = O˜(n
√
nm), then the graph C can fit in the memory of one machine.
Proof of Lemma 6.13.
1. Recall that each graph G(i) is an edge sampled subgraph of G with sampling probability
p = 1k . By Lemma 6.11 for graphs G
(i) and G(j) (for i 6= j ∈ [k]) and their HEDCSs C(i) and
C(j), with probability 1− 4
n5d−1 , for all vertices v ∈ V :
|dC(i)(v)− dC(j)(v)| ≤ O
(
n1/2
)
λ1/2β .
By taking a union bound on all
(
k
2
) ≤ nd pairs of subgraphs G(i) and G(j) for i 6= j ∈ [k], the
above property holds for all i, j ∈ [k], with probability at least 1− 4
n4d−1 . In the following, we
condition on this event.
16
We now prove that C is indeed a HEDCS(G, βC , β
−
C ). First, consider an edge e ∈ C and let
j ∈ [k] be such that e ∈ C(j) as well. We have
∑
v∈e
dC(v) =
∑
v∈e
k∑
i=1
dC(i)(v)
≤ k ·
∑
v∈e
dC(j)(v) + d · k · λC · β
≤ k · β + d · k · λC · β
= βC .
Hence, C satisfies Property (P1) of HEDCS for parameter βC . Now consider an edge e ∈ G\C
and let j ∈ [k] be such that e ∈ G(j) \ C(j) (recall that each edge in G is sent to exactly one
graph G(j) in the random k-partition). We have,
∑
v∈e
dC(v) =
∑
v∈e
k∑
i=1
dC(i)(v)
≥ k ·
∑
v∈e
dC(j) − d · kλCβ
≥ k · (1− λ) · β − d · kλCβ .
2. Let E(i) be the edges of G(i). By the independent sampling of edges in an edge sampled
subgraph, we have that E
[|E(i)|] = mk = O˜(s). By Chernoff bound, with probability 1− 1k·n20 ,
the size of E(i) is O˜(s) . We can then take a union bound on all k machines in G(i) and have
that with probability 1− 1/n20, each graph G(i) is of size O˜(s).
3. The number of edges in C is bounded by n · βc = O(n · k · β) = O˜(n3ms ) = O˜(s).
Corollary 6.14. If G is linear, then by choosing λ := 1
2 log2 n
and β := 500 · d3 · log4 n in HEDCS-
Matching we have:
1. With high probability, the subgraph C is a HEDCS(G, βC , β
−
C ) for parameters: λC =
O(log n)λ , βC = (1 + d · λC) · k · β and β−C = (1− λ− d · λC) · k · β.
2. If s = O˜(
√
nm) then C can fit on the memory of one machine.
Proof of Corollary 6.14.
1. Similarly to Lemma 6.13 and by using corollary 6.12, we know that for graphs G(i) and G(j)
(for i 6= j ∈ [k]) and their HEDCSs C(i) and C(j), with high probability , for all vertices
v ∈ V :
|dC(i)(v)− dC(j)(v)| ≤ O
(
log n
)
λβ.
By taking a union bound on all
(
k
2
) ≤ nd pairs of subgraphs G(i) and G(j) for i 6= j ∈ [k], the
above property holds for all i, j ∈ [k], with probability at least 1 − 4
n4d−1 . In the following,
we condition on this event. Showing that C is indeed a HEDCS(G, βC , β
−
C ) follows by the
same analysis from the proof of Lemma 6.13.
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2. The number of edges in C is bounded by n · βc = O(n · k · β) = O(n · k) = O˜(nms ) = O˜(s).
The previous lemmas allow us to formulate the following theorem.
Theorem 6.15. HEDCS-Matching constructs a HEDCS of G in 3 MPC rounds on machines of
memory s = O˜(n
√
nm) in general and s = O˜(
√
nm) for linear hypergraphs.
Corollary 6.16. HEDCS-Matching achieves a d(d − 1 + 1/d)2-approximation to the d-Uniform
Hypergraph Matching in 3 rounds with high probability.
Proof of Corollary 6.16. We show that with high probability, C verifies the assumptions of theorem
6.4. From Lemma 6.13, we get that with high probability, the subgraph C is a HEDCS(G, βC , β
−
C )
for parameters: λC = O
(
n1/2
)
λ1/2 , βC = (1 + d · λC) · k · β and β−C = (1 − λ − d · λC) · k · β. We
can see that βc ≥ 8d2d−1 · λ−3c . Therefore by Theorem 6.4, C contains a (d − 1 + 1d)-approximate
-restricted matching. Since the integrality gap of the d-UHM is at most d − 1 + 1d (see [19] for
details), then C contains a (d − 1 + 1d)2-approximate matching. Taking a maximal matching in
C multiplies the approximation factor by at most d. Therefore, any maximal matching in C is a
d(d− 1 + 1d)2-approximation.
7 Computational Experiments
To understand the relative performance of the proposed algorithms, we conduct a wide variety of
experiments on both random and real-life data [43, 51, 57]. We implement the three algorithms
Greedy, Iterated-Sampling and HEDCS-Matching using Python, and more specifically relying on the
module pygraph and its class pygraph.hypergraph to construct and perform operations on hyper-
graphs. We simulate the MPC model by computing a k-partitioning and splitting it into k different
inputs. Parallel computations on different parts of the k-partitioning are handled through the use
of the multiprocessing library in Python. We compute the optimal matching through an Integer
Program for small instances of random uniform hypergraphs (d ≤ 10) as well as geometric hy-
pergraphs. The experiments were conducted on a 2.6 GHz Intel Core i7 processor and 16 GB
RAM workstation. The datasets differ in their number of vertices, hyperedges, vertex degree and
hyperedge cardinality. In the following tables, n and m denote the number of vertices and number
of hyperedges respectively, and d is the size of hyperedges. For Table 3, the graphs might have
different number of edges and m¯ denotes the average number of edges. k is the number of machines
used to distribute the hypergraph initially. We limit the number of edges that a machine can store
to 2mk . In the columns Gr, IS and HEDCS, we store the average ratio between the size of the
matching computed by the algorithms Greedy, Iterated-Sampling and HEDCS-Matching respectively,
and the size of a benchmark. This ratio is computed by the percentage ALGBENCHMARK , where ALG
is the output of the algorithm, and BENCHMARK denotes the size of the benchmark. The
benchmarks include the size of optimal solution when it is possible to compute, or the size of a
maximal matching computed via a sequential algorithm. #I denotes the number of instances of
random graphs that we generated for fixed n, m and d. β and β− are the parameters used to
construct the HEDCS subgraphs in HEDCS-Matching. These subgraphs are constructed using the
procedure in the proof of Lemma 6.3.
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7.1 Experiments with random hypergraphs
We perform experiments on two classes of d-uniform random hypergraphs. The first contains
random uniform hypergraphs, and the second contains random geometric hypergraphs.
Random Uniform Hypergraphs. For a fixed n, m and d, each potential hyperedge is sampled
independently and uniformly at random from the set of vertices. In Table 2, we use the size of
a perfect matching nd as a benchmark, because a perfect matching in random graphs exists with
probability 1− o(1) under some conditions on m,n and d. If d(n,m) = m·dn is the expected degree
of a random uniform hypergraph, Frieze and Janson [25] showed that d(n,m)
n1/3
→ ∞ is a sufficient
condition for the hypergraph to have a perfect matching with high probability. Kim [42] further
weakened this condition to d(n,m)
n1/(5+2/(d−1)) →∞. We empirically verify, by solving the IP formulation,
that for d = 3, 5 and for small instances of d = 10, our random graphs contain a perfect matching.
In Table 2, the benchmark is the size of a perfect matching, while in Table 5, it is the size of a
greedy maximal matching. In terms of solution quality (Tables 2 and 5) HEDCS-Matching performs
consistently better than Greedy, and Iterated-Sampling performs significantly better than the other
two. None of the three algorithms are capable of finding perfect matchings for a significant number
of the runs. When compared to the size of a maximal matching, Iterated-Sampling still performs
better, followed by HEDCS-Matching. However, the ratio is smaller when compared to a maximal
matching, which is explained by the deterioration of the quality of greedy maximal matching as
n and d grow. Dufosse et al. [23] confirm that the approximation quality of a greedy maximal
matching on random graphs that contain a perfect matching degrades as a function of n and d.
The performance of the algorithms decreases as d grows, which is theoretically expected since
their approximations ratio are both proportional to d. The number of rounds for Iterated-Sampling
grows slowly with n, which is consistent with O(log n) bound. Recall that the number of rounds
for the other two algorithms is constant and equal to 3.
Geometric Random Hypergraphs. The second class we experimented on is random geometric
hypergraphs. The vertices of a random geometric hypergraph (RGH) are randomly sampled from
the uniform distribution of the space [0, 1)2. A set of d different vertices v1, . . . , vd ∈ V forms a
hyperedge if, and only if, the distance between any vi and vj is less than a previously specified
parameter r ∈ (0, 1). The parameters r and n fully characterize a RGH. We fix d = 3 and generate
different geometric hypergraphs by varying n and r. We compare the output of the algorithms
to the optimal solution that we compute through the IP formulation. Table 3 shows that the
performance of our three algorithms is almost similar with Iterated-Sampling outperforming Greedy
and HEDCS-Matching as the size of the graphs grows. We also observe that random geometric
hypergraphs do not contain perfect matchings, mainly because of the existence of some outlier
vertices that do not belong to any edge. The number of rounds of Iterated-Sampling still grows with
n, confirming the theoretical bound and the results on random uniform hypergraphs.
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n m d k #I Gr IS HEDCS β β− Rounds IS
15 200
3
5
500
77.6% 86.6% 82.8% 5 3 3.8
30 400 5 78.9% 88.1% 80.3% 7 4 4.56
100 3200 10 81.7% 93.4% 83.1% 5 2 5.08
300 4000 10 78.8% 88.7% 80.3% 8 6 7.05
50 800
5
6
500
66.0% 76.2% 67.0% 16 11 4.89
100 2,800 10 68.0% 79.6% 69.8% 16 11 4.74
300 4,000 10 62.2% 75.1% 65.5% 10 5 6.62
500 8,000 16 63.3% 76.4% 65.6% 10 5 7.62
500 15,000
10
16
500
44.9% 58.3% 53.9% 20 10 6.69
1,000 50,000 20 47.3% 61.3% 50.5% 20 10 8.25
2,500 100,000 20 45.6% 59.9% 48.2% 20 10 8.11
5,000 200,000 20 45.0% 59.7% 47.8% 20 10 7.89
1,000 50,000
25
25
100
27.5% 34.9% 30.8% 75 50 8.10
2,500 100,000 25 26.9% 34.0% 27.0% 75 50 8.26
5,000 250,000 30 26.7% 33.8% 28.8% 75 50 8.23
10,000 500,000 30 26.6% 34.1% 28.2% 75 50 8.46
5,000 250,000
50
30
100
22.4% 30.9% 27.9% 100 50 10.22
10,000 500,000 30 22.2% 31.0% 26.5% 100 50 10.15
15,000 750,000 30 20.9% 30.8% 26.4% 100 50 10.26
25,000 1,000,000 30 20.9% 30.8% 26.4% 100 50 10.29
Table 2: Comparison on random instances with perfect matching benchmark, of size nd .
n r m¯ d k #I Gr IS HEDCS β β− Rounds IS
100 0.2 930.1 ± 323
3
5
100
88.3% 89.0% 89.6% 3 5 4.1
100 0.25 1329.5 ± 445 10 88.0% 89.0% 89.5% 3 5 5.2
250 0.15 13222± 3541 5 85.0% 88.6% 85.5% 4 7 8.1
300 0.15 14838 ± 4813 10 85.5% 88.0% 85.2% 4 7 11.1
300 0.2 27281 ± 8234 10 85.0% 89.0% 86.3% 4 7 13.5
Table 3: Comparison on random geometric hypergraphs with optimal matching benchmark.
7.2 Experiments with real data
PubMed and Cora Datasets. We employ two citation network datasets, namely the Cora
and Pubmed datasets [51, 57]. These datasets are represented with a graph, with vertices being
publications, and edges being a citation links from one article to another. We construct the
hypergraphs in two steps 1) each article is a vertex; 2) each article is taken as a centroid and
forms a hyperedge to connect those articles which have citation links to it (either citing it or
being cited). The Cora hypergraph has an average edge size of 3.0± 1.1, while the average in the
Pubmed hypergraph is 4.3 ± 5.7. The number of edges in both is significantly smaller than the
number of vertices, therefore we allow each machine to store only mk +
1
4
m
k edges. We randomly
split the edges on each machine, and because the subgraphs are small, we are able to compute
the optimal matchings on each machine, as well as on the whole hypergraphs. We perform ten
runs of each algorithm with different random k-partitioning and take the maximum cardinality
obtained. Table 4 shows that none of the algorithms is able to retrieve the optimal matching. This
behaviour can be explained by the loss of information that using parallel machines implies. We
see that Iterated-Sampling, like in previous experiments, outperforms the other algorithms due to
highly sequential design. HEDCS-Matching particularly performs worse than the other algorithms,
mainly because it fails to construct sufficiently large HEDCSs.
20
Social Network Communities. We include two larger real-world datasets, orkut-groups and
LiveJournal, from the Koblenz Network Collection [43]. We use two hypergraphs that were con-
structed from these datasets by Shun [52]. Vertices represent individual users, and hyperedges
represent communities in the network. Because membership in these communities does not require
the same commitment as collaborating on academic research, these hypergraphs have different char-
acteristics from co-citation hypergraphs, in terms of size, vertex degree and hyperedge cardinality.
We use the size of a maximal matching as a benchmark. Table 4 shows that Iterated-Sampling
still provides the best approximation. HEDCS-Sampling performs worse than Greedy on Live-
journal, mainly because the ratio mn is not big enough to construct an HEDCS with a large matching.
Name n m k Gr IS HEDCS Rounds IS
Cora 2,708 1,579 2 75.0% 83.2% 63.9% 6
PubMed 19,717 7,963 3 72.0% 86.6% 62.4% 9
Orkut 2,32 ×106 1,53 ×107 10 55.6% 66.1% 58.1% 11
Livejournal 3,20 ×106 7,49 ×106 3 44.0% 55.2% 43.3% 10
Table 4: Comparison on co-citation and social network hypergraphs.
7.3 Experimental conclusions
In the majority of our experiments, Iterated-Sampling provides the best approximation to the d-
UHM problem, which is consistent with its theoretical superiority. On random graphs, HEDCS-
Matching performs consistently better than Greedy, even-though Greedy has a better theoretical
approximation ratio. We suspect it is because the O(d3)-approximation bound on HEDCS-Matching
is loose. We conjecture that rounding an −restricted matching can be done efficiently, which would
improve the approximation ratio. The performance of the three algorithms decreases as d grows.
The results on the number of rounds of Iterated-Sampling also are consistent with the theoretical
bound. However, due to its sequential design, and by centralizing the computation on one single
machine while using the other machines simply to coordinate, Iterated-Sampling not only takes more
rounds than the other two algorithms, but is also slower when we account for the absolute runtime
as well as the runtime per round. We compared the runtimes of our three algorithms on a set of
random uniform hypergraphs. Figure 1 and 2 show that the absolute and per round run-times of
Iterated-Sampling grow considerably faster with the size of the hypergraphs. We can also see that
HEDCS-Sampling is slower than Greedy, since the former performs heavier computation on each
machine. This confirms the trade-off between the extent to which the algorithms use the power of
parallelism and the quality of the approximations.
8 Conclusion
We have presented the first algorithms for the d-UHM problem in the MPC model. Our theoretical
and experimental results highlight the trade-off between the approximation ratio, the necessary
memory per machine and the number of rounds it takes to run the algorithm. We have also
introduced the notion of HEDCS subgraphs, and have shown that an HEDCS contains a good
approximation for the maximum matching and that they can be constructed in few rounds in the
MPC model. We believe better approximation algorithms should be possible, especially if we can
give better rounding algorithms for a -restricted fractional hypergraph matching. For future work,
it would be interesting to explore whether we can achieve better-than-d approximation in the MPC
model in a polylogarithmic number of rounds. Exploring algorithms relying on vertex sampling
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instead of edge sampling might be a good candidate. In addition, our analysis in this paper is
specific to unweighted hypergraphs, and we would like to extend this to weighted hypergraphs.
Figure 1: Runtime of the three algorithms when d = 3 and m = 20 · d · n
Figure 2: Total runtime per round (maximum over all machines in every round) of the three
algorithms when d = 3 and m = 20 · d · n
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A Omitted proofs
A.1 Proof of Lemma 6.7
Lemma 6.7. For any x ∈ X, E[val′(x)] ≥ (1− λ)φ(dH(x)).
Proof. We distinguish three cases:
• dH(x) ≤ βd : in this case 1β−dH(x) ≤
d
(d−1)β <  and dH∗(x) ≤ dH(x) ≤ β−dH(x). This implies
that val′(x) = dH∗ (x)β−dH(x) , so that :
E[val′(x)] ≥ d− 1
d
· dH(x)
β − dH(x) = φ(dH(x)) .
Now consider the case in which dH(x) >
β
d . Then
E[dH∗(x)] ≥ (d− 1)dH(x)
d
>
(d− 1)
d2
· β ≥ 8 · λ−3 >> −1 ,
because β ≥ 8d2d−1 · λ−3, and by a Chernoff Bound :
P
[
dH∗(x) < (1− λ
2
)
(d− 1)dH(x)
d
]
≤ exp (−E[dH∗(x)](λ
2
)2
1
2
)
≤ exp (−λ−1)
≤ λ/2 .
(3)
• Let us now consider the case dH(x) > βd and min
{
, 1β−dH(x)
}
= . With probability at least
(1− λ2 ), we have that:
dH∗(x) ≥ (β − 1

)(1− λ
2
)
d− 1
d
>> −1.
Thus with probability at least (1− λ2 ), we have that dH∗(x) > 1 and:
E[val′(x)] ≥ (1− λ
2
) ≥ (1− λ
2
)φ(x).
• The only case that we need to check is dH(x) ≥ βd and min
{
, 1β−dH(x)
}
= 1β−dH(x) , so that
val′(x) = min
{
1, dH∗ (x)β−dH(x)
}
. Again we have that with probability at least (1− λ2 ) :
dH∗(x)
β − dH(x) ≥
d− 1
d
dH(x)
β − dH(x)(1−
λ
2
) ≥ (1− λ
2
)φ(dH(x)).
In other words, with probability at least (1 − λ2 ), we have val(x) ≥ (1 − λ2 )φ(dH(x)), so that
E[val(x)] ≥ (1 − λ2 )2φ(dH(x)) > (1 − λ)φ(dH(x)). We just showed that in all cases E[val′(x)] ≥
(1− λ)φ(dH(x))
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A.2 Proof of Lemma 6.5 and Lemma 6.6
Lemma 6.5. Let φ(x) = min{1, (d−1)xd(β−x)}. If a1, . . . ad ≥ 0 and a1 + . . . + ad ≥ β(1 − λ) for some
λ ≥ 0, then
d∑
i=1
φ(ai) ≥ 1− 5 · λ.
Proof. We will provide a proof for d = 3 that is easy to generalize. We first show that if a+b+c ≥ β,
then φ(a) + φ(b) + φ(c) ≥ 1. The claim is true if φ(a) ≥ 1 or φ(b) ≥ 1 or φ(c) ≥ 1. Suppose that
φ(a) < 1 and φ(b) < 1 and φ(c) < 1. Then :
φ(a) + φ(b) + φ(c) =
d− 1
d
( a
β − a +
b
β − b +
c
β − c
)
≥ d− 1
d
( a
b+ c
+
b
a+ c
+
c
a+ b
)
.
By Nesbitt’s Inequality we know that
a
b+ c
+
b
a+ c
+
c
a+ b
≥ d
d− 1 =
3
2
,
and therefore φ(a) + φ(b) + φ(c) ≥ 1.
By the general Nesbitt’s Inequality (See appendix D), we know that for d > 3
d∑
i=1
ai∑
j 6=i
aj
≥ d
d− 1 .
So if
d∑
i=1
ai ≥ β, then
d∑
i=1
φ(ai) ≥ 1. Now, let φ′(x) = ddxφ(x). To complete the proof, it is sufficient
to show that we always have φ′(x) ≤ 5β . To prove this inequality, note that if x ≥ d2d−1β then
φ(x) = 1 and thus φ′(x) = 0. Now, if x ≤ d2d−1β then:
φ′(x) =
d− 1
d
d
dx
x
β − x =
d− 1
d
β
(β − x)2 ,
which is increasing in x and maximized at x = d2d−1β, in which case φ
′(x) = (2d−1)
2
d(d−1)
1
β ≤ 5β . In the
end we get:
d∑
i=1
φ(ai) ≥ 1− 5 · λ .
Lemma 6.6. Given any HEDCS(G, β, β(1 − λ)) H, we can find two disjoint sets of vertices X
and Y that satisfy the following properties:
1. |X|+ |Y | = d · µ(G).
2. There is a perfect matching in Y using edges in H.
3. Letting σ = |Y |d +
∑
x∈X
φ(dH(x)),we have that σ ≥ µ(G)(1− 5λ).
4. All edges in H with vertices in X have at least one other vertex in Y , and have vertices only
in X and Y .
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Proof. Let MG be some maximum integral matching in G. Some of the edges in MG are in
H, while others are in G \ H. Let X0 contain all vertices incident to edges in MG ∩ (G \ H),
and let Y0 contain all vertices incident to edges in MG ∩ H. We now show that X0 and Y0
satisfy the first three properties of the lemma. Property 1 is satisfied because X0 ∪ Y0 con-
sists of all matched vertices in MG. Property 2 is satisfied by definition of Y0. To see that
Property 3 is satisfied, remark that the vertices of Y0 each contribute exactly
1
d . Now, X0
consists of |X0|/d disjoint edge in G \ H, and by Property P2 of a HEDCS, for each such edge
e :
∑
x∈e
dH(x) ≥ β(1 − λ) and by Lemma 6.5, we have
∑
x∈e
φ(dH(x)) ≥ (1 − 5λ) and each one
of these vertices contributes in average at least 1−5λd to σ, just as desired. Loosely speaking,
φ(dH(x)) will end up corresponding to the profit gained by vertex x in the fractional matching M
H
f .
Consider Y0 and X0 from above. These sets might not satisfy the Property 4 (that all edges
in H with an endpoint in X have at least one other endpoint in Y ). Can we transform these
into sets X1 and Y1, such that the first three properties still hold and there are no hyperedges
with endpoints in X1 and V \ (X1 ∪ Y1); at this stage, however, there will be possibly edges
in H with different endpoints in X1. To construct X1,Y1, we start with X = X0 and Y = Y0,
and present a transformation that terminates with X = X1 and Y = Y1. Recall that X0 has a
perfect matching using edges in G \ H. The set X will maintain this property throughout the
transformation, and each vertex x ∈ X has always a unique mate e′. The construction does the
following : as long as there exists an edge e in H containing x and only endpoints in X and
V \ (X ∪ Y ), let e′ be the mate of x, we then remove the endpoints of e′ from X and add the
endpoints of e to Y . Property 1 is maintained because we have removed d vertices from X and
added d to Y . Property 2 is maintained because the vertices we added to Y were connected by
an edge in H. Property 3 is maintained because X clearly still has a perfect matching in G \H,
and for the vertices {x1, x2, . . . , xd} = e′, the average contribution is still at least 1−5λd , as above.
We continue this process while there is an edge with endpoints in X and V \ (X ∪ Y ). The
process terminates because each time we are removing d vertices from X and adding d vertices
to Y . We end up with two sets X1 and Y1 such that the first three properties of the lemma are
satisfied and there are no edges with endpoints in X1 and V \ (X1 ∪ Y1). This means that for
any edges in H incident to X, this edge is either incident to Y as well or incident to only points in X.
We now set X = X1 and Y = Y1 and show how to transform X and Y into two sets
that satisfy all four properties of the lemma. Recall that X1 still contains a perfect matching
using edges in G \ H; denote this matching MGX . Our final set, however, will not guarantee
such a perfect matching. Let MHX be a maximal matching in X using edges in H (with edges
not incident to Y , because they already satisfy Property 4). Consider the edge set E∗X = M
G
X∪MHX .
We now perform the following simple transformation, we remove the endpoints of the edges
in MHX from X and add them directly to Y . Property 1 is preserved because we are deleting and
adding the same number of vertices from X and to Y respectively. Property 2 is preserved be-
cause the endpoints we add to Y are matched in MHX and thus in H. We will see later for Property 3.
Let’s check if Property 4 is preserved. To see this, note that we took MXH to be maximal
among edges of H that contain only endpoints in X, and moved all the matched vertices in MHX
to Y . Thus all vertices that remain in X are free in MXH , and so there are no edges between only
endpoints in X after the transformation. There are also no edges in H containing endpoints from
X and V \ (X ∪ Y ), because originally they don’t exist for X = X1
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Figure 3: Example with d = 4. In blue the edges of MGX and in yellow the edges of M
H
X
Let’s check if the Property 3 is preserved. As before, this involves showing that after the
transformation, the average contribution of a vertex in X ∪Y to σ is at least 1−5λd . (Because every
vertex in X is incident to an edge in E∗X , each vertex is accounted for in the transformation.)
Now, all vertices that were in Y1 remain in Y , so their average contribution remains at 1/d. We
thus need to show that the average contribution to σ among vertices in X1 remains at least
1−5λ
d
after the transformation.
Let n = |MGX | and k = |MHX |. Since MGX is a perfect matching on X1, we always have k ≤ n.
If n = k, then all vertices of X1 are transferred to Y and clearly their average contribution to σ is
1
d ≥ 1−5λd . Now consider when k ≤ n− 1. Let the edges of MHX be {e1, . . . ek} and these of MGX be
{e′1, . . . e′n}. Let X ′ be the set of vertices that remain in X1. Because the edges of MGX are not H,
the by two properties of HEDCS :
∑
1≤i≤n, x∈e′i
dH(x) ≥ nβ(1− λ) , and
∑
1≤i≤k, x∈ei
dH(x) ≤ kβ .
The sum of the degrees of vertices in X ′ can be written as the following difference:
∑
x∈X′
dH(x) =
∑
1≤i≤n, x∈e′i
dH(x)−
∑
1≤i≤k, x∈ei
dH(x) (4)
≥ nβ(1− λ)− kβ
= (n− k) · β − nβλ .
Now we prove that (5) implies that the contribution of vertices from X ′ on average at least
1−5λ
d .
Claim A.1.
∑
x∈X′
φ(dH(x)) ≥ (n− k)− 5n · λ.
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By claim A.1, the average contribution among the vertices that are considered is
(n− k)− 5n · λ+ k
nd
=
1− 5λ
d
,
which proves Property 3 and completes the proof of the lemma.
Proof of claim A.1. Let’s denote m := n− k. Recall that the number of vertices in X ′ is equal to
md and φ(x) = d−1d
x
β−x . Here we will prove it for λ = 0. This means that we will prove that∑
x∈X′
dH(x) ≥ m · β ⇒
∑
x∈X′
φ(dH(x)) ≥ m .
If m = n − k = 1, then the result clearly holds by Lemma 6.5. Let’s suppose k < n − 1 and
thus m ≥ 2. By Lemma 6.5, we know that:
md− 1
md
∑
x∈X′
dH(x)
m · β − dH(x) ≥ 1 . (5)
We also know that :
mβ − a
β − a = m+
(m− 1)a
β − a , and (6)
a
β − a = m ·
a
mβ − a +
(m− 1)a2
(mβ − a)(β − a) . (7)
Combining (5) and (7), we get:∑
x∈X′
dH(x)
β − dH(x) ≥
m2d
md− 1 +
∑
x∈X′
(m− 1)dH(x)2
(mβ − dH(x))(β − dH(x)) .
which leads to:∑
x∈X′
φ(dH(x)) ≥ d− 1
d
∑
x∈X′
dH(x)
β − dH(x)
≥ m · m(d− 1)
md− 1 +
d− 1
d
∑
x∈X′
(m− 1)dH(x)2
(mβ − dH(x))(β − dH(x))
≥ m+ d− 1
d
∑
x∈X′
(m− 1)dH(x)2
(mβ − dH(x))(β − dH(x)) −
m− 1
md− 1 .
(8)
By convexity of the function x 7→ x2(mβ−x)(β−x) :∑
x∈X′
dH(x)
2
(mβ − dH(x))(β − dH(x)) ≥ md
(
∑
dH(x))
md )
2
(mβ −
∑
dH(x))
md (β −
∑
dH(x))
md )
≥ mβ
(md− 1)(d− 1) .
(9)
Where the last inequality is due to
∑
x∈X′
dH(x) ≥ m · β
Therefore, when β ≥ d2 the right hand side of (8) becomes:
m+
d− 1
d
∑
x∈X′
dH(x)
2
(mβ − dH(x))(β − dH(x)) −
1
md− 1 ≥ m+
1
md− 1
(
mβ
d
− 1
)
≥ m.
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A.3 Proof of Corollary 6.9
Corollary 6.9. For d-uniform linear hypergraphs, the degree distribution is tighter, and |dA(v)−
dB(v)| = O(log n)λβ.
Proof. For linear hypergraphs, assume that dA(v) = kλβ with k = Ω(log n) and dB(v) = 0. The
difference in the analysis is that, for every edge e belonging to the kλβ edges that are incident to
v in A, we can find a new set of at least (k − (d+ 1))λβ edges in B \ A. In fact, for such an edge
e, every one of the (1− λ)β edges that verify ∑
u6=v
dB(u) ≥ (1− λ)β intersect e in exactly on vertex
that is not v. The same goes for the subset of at least (k − 1)λβ that are in B\ A, these edges
already intersect e, and can at most have one intersection in between them. At most d(d − 1) of
these edges can be considered simultaneously for different e1, . . . , ed from the kλβ edges incident
to v. Therefore, for every edge e, we can find at least a set of (k − 1)λβd(d− 1) ≥ (k − (d+ 1))λβ
new edges that in B \A. This means that at this point we have already covered kλβ(k− (d+1))λβ
edges in both A and B. One can see that we can continue covering new edges just like in the
previous lemma, such that at iteration l, the number of covered edges is at least
k(k − (d+ 1))(k − 2(d+ 1)) . . . (k − l(d+ 1))(λβ)l,
for l ≤ k−1d+1 . It is easy to see that for l = k−1d+1 , we will have k(k − (d + 1))(k − 2(d + 1)) . . . (k −
l(d+ 1))(λβ)l > 2nβ if k = Ω(log n), which will be a contradiction.
B Figures and Tables
n m d k #I Gr IS HEDCS β λ
15 200
3
5
500
79.1% 87.5% 82.3% 5 3
30 400 5 82.6% 91.3% 84.4% 7 4
100 3200 10 83.9% 96.2% 88.2% 5 2
300 4000 10 81.1% 92.0% 86.3% 4 2
50 800
5
6
500
76.0% 89.1% 78.5% 16 11
100 2,800 10 77.9% 92.1% 81.9% 16 11
300 4,000 10 77.8% 93.9% 87.1% 10 5
500 8,000 16 79.2% 94.3% 85.9% 10 5
500 15,000
10
16
500
71.8% 90.6% 79.2% 20 10
1,000 50,000 20 73.8% 92.3% 81.5% 20 10
2,500 100,000 20 72.2% 91.5% 80.7% 20 10
5,000 200,000 20 72.5% 90.7% 79.8% 20 10
1,000 5,0000 25 20 100 68.2% 87.5% 75.6% 75 50
2,500 100,000 25 69.0% 87.9% 74.3% 75 50
5,000 250,000 30 67.8% 87.3% 75.1% 75 50
10,000 500,000 30 67.2% 86.9% 73.7% 75 50
5,000 250,000
50
30
100
67.4% 86.6% 74.0% 100 50
10,000 500,000 30 68.1% 87.1% 73.4% 100 50
15,000 750,000 30 66.9% 86.2% 73.2% 100 50
25,000 1,000,000 30 67.3% 86.0% 72.8% 100 50
Table 5: Comparison on random uniform instances with maximal matching benchmark.
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C Chernoff Bound
Let X1, . . . , Xn be independent random variables taking value in [0, 1] and X :=
n∑
i=1
Xi. Then, for
any δ ∈ (0, 1)
Pr
(
|X − E[X]| ≥ δE[X]
)
≥ 2 · exp
(
− δ
2E[X]
3
)
.
D Nesbitt’s Inequality
Nesbitt’s inequality states that for positive real numbers a, b and c,
a
b+ c
+
b
a+ c
+
c
a+ b
≥ 3
2
,
with equality when all the variables are equal. And generally, if a1, . . . , an are positive real
numbers and s =
n∑
i=1
, then:
n∑
i=1
ai
s− ai ≥
n
n− 1 ,
with equality when all the ai are equal.
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