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Abstract
Space-time coding (STC) schemes for Multiple Input Multiple Output (MIMO) sys-
tems have been an area of active research in the past decade. In this thesis, we propose a
novel design of Space-Time Block Codes (STBCs) using Redundant Residue Number Sys-
tem (RRNS) codes, which are ideal for high data rate communication systems. Application
of RRNS as a concatenated STC scheme to a MIMO wireless communication system is the
main motivation for this work. We have optimized the link between residues and complex
constellations by incorporating the “Direct Mapping” scheme, where residues are mapped
directly to Gray coded constellations. Knowledge of apriori probabilities of residues is uti-
lized to implement a probability based “Distance-Aware Direct Mapping” (DA) scheme,
which uses a set-partitioning approach to map the most probable residues such that they
are separated by the maximum possible distance. We have proposed an “Indirect Mapping”
scheme, where we convert the residues back to bits before mapping them. We have also
proposed an adaptive demapping scheme which utilizes the RRNS code structure to reduce
the ML decoding complexity and improve the error performance. We quantify the upper
bounds on codeword and bit error probabilities of both Systematic and Non-systematic
RRNS-STBC and characterize the achievable coding and diversity gains assuming maxi-
mum likelihood decoding (MLD). Simulation results demonstrate that the DA Mapping
scheme provides performance gain relative to a Gray coded direct mapping scheme. We
show that Systematic RRNS-STBC codes provide superior performance compared to Non-
systematic RRNS-STBC, for the same code parameters, owing to more efficient binary to
residue mapping. When compared to other concatenated STBC and Orthogonal STBC
(OSTBC) schemes, the proposed system gives better performance at low SNRs.
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Chapter 1
Introduction
Wireless communication systems have become an indispensable part of our lives. Mobile
phones have become the most important means of personal communication, while Wireless
LAN, Wifi, Bluetooth, IRDA (infrared data communication) dominate the world of infor-
mation exchange and computing. It has brought about a radical change in the way people
interact and explore leading to an ever increasing demand for further research and develop-
ment. Apart from applications in telephony and computing, wireless communication systems
have found wide ranging applications in remote sensing and wireless sensor networks [1],
[2], battle field communications [3], mapping inaccessible terrains, remote health monitoring
[4], security, surveillance, home networking, global positioning systems [5] and literally any
portable or hand-held device. Wireless systems are even used for transfer of power, without
the use of wires, from the power source [6]. Wireless communications systems have enabled
us to widen our horizons and conquer previously insurmountable barriers. Space exploration
and missions to Mars and other planets employing deep-space radio communication [7],[8]
are shining examples of the advancements made in wireless systems. With increasing appli-
cations the demand of increased capacity and support of higher data rates is omnipresent.
Achieving theoretical performance limits and improving the performance of present wireless
systems has been the main objective of research in this area. One of the major break-
throughs in wireless communication research has been Space-time wireless communication,
which exploits the spatial dimension to increase fidelity and data rate. Conventional wire-
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less systems use only a single antenna at both transmitter and receiver. Space-time systems
on the other hand use multiple antennas at receiver and transmitter. In this chapter, we
first introduce the concept of multiple input multiple output (MIMO) wireless communi-
cation systems and space-time coding. Residue Number System and Redundant Residue
Number System are discussed next. Finally, we expound on the prior work, motivation and
contributions of this thesis.
1.1 MIMO Wireless Communication
In wireless communication systems, the use of multiple antennas at the transmitter and
receiver is known as MIMO (multiple-input multiple output) systems. In recent years, the
use of MIMO systems for space-time communication have gained popularity owing to its
enhanced performance capabilities which caters to the ever increasing demands of higher
data rates and better transmission fidelity. The main challenges in designing a wireless
communication system is to counter the effects of multi-path fading (angle spread, delay
spread and Doppler spread) in the wireless channel and satisfy the constraints posed by
limited transmission power and scarcity of frequency bandwidth. MIMO technology is a
breakthrough in communication system design. It offers benefits that help mitigate the
impairments in wireless channels as well as the challenges in resource management. Apart
from the temporal and frequency dimensions, MIMO systems enable the exploitation of
the spatial dimension. MIMO systems offer higher data rates at much lower signal-to-noise
ratio (SNR) and no additional power or bandwidth expenditure as compared to single input
single output (SISO) antenna systems. For example, at a target receive SNR of 25 dB,
a conventional SISO system can deliver a data rate of 0.7 Mbps. However, with 2 and 4
transmit antennas, data rates of 1.4 and 2.8 Mbps can be achieved [9], provided orthogonal
channels are used. The benefits provided by MIMO technology can be attributed to array
gain, spatial diversity gain, spatial multiplexing gain and interference reduction.
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Array Gain: Array gain is the increase in receive SNR due to coherent combining of
wireless signals at the receiver, which provides improved resistance to noise. This in turn
improves coverage and network range. In MIMO systems, channel state information at the
transmitter (CSIT) is required to fully exploit the array gain.
MIMO  
Wireless 
Channel 
Transmitter Receiver 
MT MR 
Figure 1.1: Multiple Input Multiple Output System
Diversity Gain: Spatial diversity gain mitigates fading and is a result of transmitting
multiple copies of the same signal in space, frequency or time. With an increasing number
of independent copies of the transmitted signal at the receiver, the probability of at least
one of the copies not experiencing deep fade increases. A MIMO channel with MT transmit
antennas and MR receive antennas can provide a maximum spatial diversity up to the order
of MRMT .
Multiplexing Gain: Spatial Multiplexing gain results from transmitting multiple inde-
pendent data streams within the bandwidth of operation, which leads to an increase in data
rate. Multiplexing increases the channel capacity by a multiplicative factor equal to the
number of independent data streams, provided that the streams can be separated reliably
at the receiver. In general, the number of reliable data streams equals min {MT ,MR}.
There have been many attempts at exploiting the transmit diversity by precoding. The
delay diversity schemes [10]-[12] are a classic example.
3
Interference Reduction: Interference in wireless networks results from multiple users
sharing the same frequency and temporal resources. MIMO systems also offer improved
interference mitigation by exploiting the spatial dimension to increase the separation be-
tween users. This can be achieved by directing signal energy towards the intended user and
minimizing interference to other users. In presence of interference, the array gain increases
the noise tolerance and the signal-to-interference-noise ratio (SINR) improves. Schemes like
dirty paper coding (DPC) for MIMO channels exploits the channel knowledge at the trans-
mitter to mitigate interference resulting from the multiple channels [13],[14]. DPC uses a
successive interference cancellation framework to cancel out multi-channel interference.
In general it may not be possible to exploit all the benefits simultaneously due to conflict-
ing demands on spatial degrees of freedom but some combination of these benefits provides a
considerable improvement in coverage, capacity and reliability [9]. Thus MIMO technology
has found increasing applications in wireless cellular networks and ad-hoc networks. MIMO
systems form the core of many wireless standards e.g., IEEE 802.11n(Wifi), IEEE 802.16
(WMAN), 4G, 3GPP Long term evolution (LTE), WiMAX (Worldwide Interoperability for
Microwave Access) and HSPA+ (Evolved High-Speed Packet Access).
In particular, LTE aims to exploit the advantages offered by MIMO technology. LTE
is the next generation for mobile communications, where data usage in handheld devices
holds a much greater importance than before. All major wireless telecom service providers
e.g., Verizon, AT&T, Sprint etc have started migrating their networks to LTE. LTE Release
8(2010) specifies 2 × 2 MIMO as a standard. Different MIMO modes used are Spatial
Multiplecing, MIMO Beamforming and Transmit Diversity. Spatial Multiplexing is preferred
in high SINR conditions to increase throughput and spectral efficiency. The use of both open
loop(for robustness in high speed scenarios) and closed loop SM(for low speed scenarios
with accurate channel feedback) is specified in Release 8. On the other hand, Transmit
Diversity is preferred in low SINR conditions to improve coverage. Space Frequency Block
Coding (SFBC) and Cyclic Delay Diversity schemes are used for diversity transmission.
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LTE specifies adaptive selection of MIMO modes to maximize performance in the downlink.
In the uplink however, only virtual Multi-user MIMO (MU-MIMO) is presently supported.
LTE Release 10(2012) i.e., LTE-Adavnced specifies upto 8 Tx antennas in downlink and
upto 4 Tx antennas in the uplink. Theoretically, the use of higher order MIMO systems
are predicted to push the data rates upto 1 Gbps. However, present LTE networks offers
data only upto 20Mbps. The implementation of uplink MIMO is still subject to device
compatibiltiy and research continues on ways to solve the existing problems and push the
actual data rates towards the theoretical boundaries.
1.2 Space-Time Coding
Space-time codes (STC) exploit the transmit diversity of the MIMO system which pushes
the system performance close to the theoretical performance limits. STCs have been an
area of considerable research in the past decade due to its many advantages. Firstly, STC
improves the downlink performance without necessitating the use of multiple antennas at
the receiver. STCs have been applied to wideband code-division multiple access (WCDMA)
techniques [15], which resulted in considerable capacity gains due to smoother fading which
makes power control more effective, thereby reducing transmit power. Secondly, STCs can
be combined with channel codes [16], which help in realizing an additional coding gain on
top of the available diversity gain. Thirdly, STCs operate in an open-loop mode as it does
not necessitate the use of channel state information at the transmitter (CSIT). Thus it saves
frequency resources by eliminating the need for feedback to the transmitter, which is often
unreliable in case of a fast fading channel. Finally, STCs have been shown to be highly
robust in non-ideal operating conditions [17], [18].
The two basic space-time coding scheme are - Space-Time Block Codes proposed by
Alamouti [19] and Space-Time Trellis Code proposed by Tarokh et al.[16], which introduce
spatial and temporal correlation into signals transmitted from different transmit antennas,
without increasing the total transmit power or the transmission bandwidth. In this thesis
5
we concern ourselves with the design of space time block codes.
Space Time Block Code 
Constellation Mapper 
 
 
Information 
Source 
Signal 1 
Signal 2 
Figure 1.2: Space-time block code - Alamouti’s transmit diversity scheme
Space-Time Block Codes Over the years many variants of space-time block codes
(STBC) has been developed. Tarokh et al. extended the concept of Alamouti’s orthogonal
STBC (OSTBC), which was proposed for a 2 × 2 MIMO system, to higher order MIMO
systems [20] at the cost of a loss in rate. Alamouti’s OSTBC was a simple yet revolutionary
step in design of modern wireless communication systems as it provided maximum diversity
gain and has been adopted in several wireless standards like WCDMA and CDMA2000.
Non-orthogonal STBCs have also been developed, where the orthogonality constraint was
relaxed but polynomial decoding complexity was maintained. Linear dispersion codes [21]
are an example, where orthogonality is relaxed. But this comes at the expense of constel-
lation expansion and cannot guarantee maximum diversity gains. This reflects the inherent
trade-off in STBC design which suggests that to increase diversity gain, the multiplexing
gain has to bounded and vice versa [22]. In this thesis we examine the design of a new,
simple STBC scheme which employs an outer forward error correcting code (FEC) concate-
nated with constellation mapping and inner spatial multiplexing to extract better diversity
order. We use a special class of channel codes based on the Residue Number System (RNS).
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1.3 RNS and RRNS based Channel coding
RNS is a non-weighted, carry-free number system with applications in high-speed parallel
signal processing and digital hardware implementations [23]-[28]. The RNS employs carry-
free arithmetic which ensures that operations related to the different residue digits are
independent. The errors during multiplication, addition and subtraction operations, or
due to transmission or processing noise do not propagate and remain confined to their
original residue digits and do not contaminate other residue digits [27]-[31]. Thus RNS
arithmetic simplifies computations by decomposing a problem into a set of parallel residue
computations. The properties of RNS motivate the use of redundant residue number system
(RRNS) for robust self-checking, error detection and error correction. The lack of ordered
significance among the residues implies that some redundant residue digits can be discarded
without affecting the result, as long as a sufficiently high dynamic range is maintained by
the retained residues of the reduced RNS so that the information symbols can be described
without ambiguity.
The use of RRNS as an error correcting code was initially proposed by [25],[26],[29].
But prior efforts in application of RRNS as a channel coding scheme have been limited
due to the complexity of decoding. But recent advances in computing has enabled the
use of RRNS as a channel code to improve error detection and correction [23],[27],[30]-[38].
The theoretic framework of RRNS as a channel coding scheme and its error detection and
correction capabilities has been investigated in detail by [27][30]-[32]. The applications of
RRNS based codes in OFDM based communication systems has been discussed in [33][38],
while its application and performance in DS-CDMA systems has been studied in [34]. An
adaptive RRNS based multi-carrier modulation scheme for combating effects of frequency
selective fading channels has been discussed in [35]. The performance of systematic and non-
systematic RRNS codes and near-optimal decoding algorithms for soft decision decoding
has been proposed in [37]. The similarities and advantages of RRNS over other non-binary
codes like Reed-Solomon (RS) codes has been discussed in detail in [23],[25]-[27],[30]-[38].
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Although some prior research has been done on applications of RRNS as channel code,
strategies to incorporate RRNS techniques in MIMO has not received any consideration.
Analyzing and quantifying the role of systematic and non-systematic RRNS based STBC
design for MIMO wireless communications is the main objective of this work.
1.4 Overview of Thesis
In this thesis, both systematic and non-systematic RRNS codes [27][37] along with direct
mapping and indirect mapping schemes are formulated as space-time block codes (STBCs)
to support high performance, high-rate transmission. In contrast to orthogonal space-time
block codes (OSTBCs) [20][19], RRNS-STBC does not require the channel to remain con-
stant during its coding/decoding period. In our proposed scheme, information bits are
first mapped to integers and based upon a predetermined moduli set, the corresponding
residues are calculated. Then, the obtained residues are mapped to complex constellation
symbols using the direct mapping (DM) scheme which is similar to the one discussed in
[39]. While mapping information bits to residues, not all residue digits occur with equal
probability. The unequal apriori probabilities of residues can be effectively exploited by the
direct mapping scheme as it maps residues directly to constellation points. We propose an
unique prior probability based distance-aware direct mapping (DA) scheme. In this scheme
residues are mapped to complex symbol constellations in a distance aware manner using a
set-partitioning approach, based on their apriori probabilities. Alternately, we also propose
an indirect mapping(IM) scheme. In the proposed scheme, the residues are once again con-
verted back to bits and then modulated by any M-ary complex constellation. Finally, the
mapped symbols are constructed as space-time block codes and transmitted over multiple
antennas. At the receiver, inverse operations including the use of Chinese Remainder Theo-
rem (CRT)[30] to convert residues back to integers are implemented to recover the original
information. We have derived upper bounds on the codeword and bit error probability of
both non-systematic and systematic RRNS-STBC assuming ML detection and M-ary QAM
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constellation. We also propose an Adaptive demapping scheme, which utilizes the RRNS
code structure to decrease the ML decoding complexity and increase the error performance
of the system. The analytical results clearly illustrate the achievable coding and diversity
gains.
Using simulations, we compare the performance of systematic and non-systematic RRNS-
STBC with OSTBC i.e., Alamouti scheme for a 2×2 MIMO system and other concatenated
STCs e.g., RS-STBC (Reed Solomon Codes concatenated with STBC). The simulation re-
sults clearly show the improvement provided by RRNS-STBC. With DA mapping, a further
improvement in SNR (signal to noise ratio) of about 2dB for spatially multiplexed case
and about 1dB for full diversity transmission case is obtained. The IM scheme also gives
an improvement in SNR of about 1.5dB over DM. It is important to note that this gain
comes at the cost of increased receiver complexity as compared to the Alamouti’s scheme.
The systematic RRNS-STBC is shown to give an improvement in performance over the
non-systematic RRNS-STBC scheme for the same set of moduli.
The main advantage of the proposed schemes over other schemes like concatenated Reed-
Solomon Codes as in [40] is that the hardware implementation in case of RRNS is highly
modular i.e., same hardware can encode and decode codes with different parameters. The
complexity of the CRT is of a higher order as compared to other schemes like the Mixed
Radix Conversion(MRC) and Base Extension (BEX) [37]. In [41], decoding schemes having
lower complexity have also been introduced. The complexity in our scheme is comparable
to other concatenated STBCs as in [40],[42].
1.5 Key Contributions
Key contributions of this thesis are as follows:
• Novel application of RRNS based channel codes as STBC: We propose an unique ap-
plication of Redundant Residue Number system based channel coding scheme coupled
with direct mapping based M-ary modulation to design Space-time Block codes which
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have a higher degree of freedom with respect to design parameters. This is a non-
binary concatenated coding scheme which can used in high data rate systems. The
carry free property of RRNS ensures that error propagation within a codeword is elim-
inated. The concatenated code parameters can be changed to encode different block
lengths without extensive change in hardware, thus making the implementation highly
modular. In our paper [43], we deign a system which enables the application of this
scheme for encoding binary data streams.
• Proposal of the unique probability based distance aware direct mapping (DA) scheme:
The direct mapping scheme optimizes the link between coded non-binary informa-
tion symbols and complex constellation points. We propose an unique probability
based distance aware (DA) direct mapping scheme. The scheme and associated per-
formance improvements are discussed in detail in our papers [43]-[45]. This scheme
takes advantage of the apriori probability distribution of the coded data symbols to
map them intelligently to complex constellation points such that maximum distance
separation is obtained between the symbols having highest probability of occurrence.
We demonstrate the results for a 16−QAM constellation but the scheme in general can
be extended to any complex constellation. The unique properties of RRNS channel
codes make it possible to determine the probability of occurrence of residues, which
is unique for a particular code. It is also shown that code parameters can be chosen
so as to maximize the separation between highest probability sets of residues so that
maximum utilization of the DA mapping scheme can be achieved.
• Proposal of Indirect Mapping Scheme with modified IM scheme to improve transmis-
sion efficiency: We also propose an alternative Indirect Mapping (IM) scheme where
residues are converted back to bits before being mapped to the complex constellation
using Gray coded bit assignment. A modified IM scheme has also been formulated
in order to increase transmission efficiency by transmitting lesser number of bits than
in the naive IM scheme. This is advantageous in cases where the difference between
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the minimum and maximum residues in the residue set is quite large. We have shown
that the IM scheme shows improvement in performance similar to the DA mapping
scheme.
• Proposal of an Adaptive Demapping Scheme: We propose an adaptive demapping
scheme [45], which exploits the RRNS code structure to decrease the total number
of ML searches during hard decision decoding and improve the performance of the
concatenated system. We have shown that the adaptive demapping scheme gives a
0.5− 1.5 dB improvement in performance. We have also shown that the relative error
performance, using DA mapped constellations is better than when a Gray coded direct
mapped constellation is used. This implies that the adaptive demapping scheme can
exploit the DA mapping scheme further and improve the error performance.
• Upper bounds on the codeword error probability of both non-systematic and systematic
RRNS-STBC are derived: We analyze and quantify the probability of error perfor-
mance of RRNS-STBC codes. We expound on the code construction for both non-
systematic [43],[44] and systematic RRNS-STBC [45] and derive bounds on the code-
word and bit error probability. We draw analogies with Reed Solomon (RS) codes and
provide conditions under which RRNS codes can be approximated as RS codes. The
expressions of probability bounds throw further light on advantages of the proposed
RRNS-STBC scheme.
• Achievable maximum diversity and coding gain assuming maximum likelihood decoding
(MLD) are characterized: We assume equal gain combining and maximum likelihood
(ML) detection at the receiver to quantify the achievable performance of the RRNS-
STBC schemes, which is treated in great detail in our papers [43]-[45]. RRNS intro-
duces a new parameter in the STBC design which helps us to maximize the diversity
gain based on the RRNS code parameters.
• Performance gain relative Alamouti scheme and other concatenated space-time cod-
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ing schemes is achieved: In our papers, [43]-[45],it has been shown with the help of
simulation results that the proposed RRNS-STBC scheme outperforms the Alamouti
scheme. Other concatenated schemes like RS-STBC are also outperformed at low
SNRs. The application of DA mapping brings about further improvement in RRNS-
STBC schemes.
1.6 Organization
This thesis is divided into 6 chapters. In Chapter 2, the principles of RNS and RRNS
arithmetic, encoding and decoding of binary information using RNS and RRNS, and their
application as a channel code are discussed. Applications of RRNS encoding as error cor-
recting codes and their decoding techniques are discussed and illustrated with examples.
Chapter 3 introduces the direct and indirect mapping schemes. The DA mapping and adap-
tive demapping schemes are proposed and explained with suitable examples. In Chapter
4, we introduce the concept of RRNS based STBC design. We analyze the performance
of both the Systematic and Non-systematic RRNS-STBC coding scheme and quantify the
achievable coding and diversity gains. In Chapter 5, using simulation results, the perfor-
mance of RRNS-STBC with OSTBC and other concatenated STBC schemes are compared.
The performance of direct and indirect mapping schemes are also illustrated. Finally we the
conclude the thesis with Chapter 6, which summarizes the key contributions and conclusions
and throws light on future work that can be done in this area.
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Chapter 2
Residue Number System and
Redundant Residue Number System
In this chapter, we introduce the mathematical framework for the RNS and RRNS. We intro-
duce the concept of RRNS as a channel coding scheme and discuss the Non-systematic and
Systematic approaches to RRNS encoding. We further discuss the decoding of RRNS based
channel codes with the help of Chinese Remainder Theorem (CRT) and more practically
viable alternative techniques like Base Extension Algorithm (BEX) and Mixed Radix Con-
version (MRC). Examples are cited to illustrate the error detecting and correcting properties
of RRNS codes.
2.1 RNS and RRNS Arithmetic
This section introduces the basic mathematical tools for converting any weighted number
system to RNS and RRNS. The inverse transformation from RNS and RRNS back to the
original number system is also introduced. For the inverse transform, conventional tech-
niques using the CRT as well as alternative techniques like BEX and MRC are used.
2.1.1 Residue Number System
RNS can be used to represent any weighted number system as a u-tuple residue sequence.
It is defined by the choice of u number of positive integers mi (i = 1, 2, · · · , u), referred to as
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Table 2.1: RNS representation of integer messages
Message X RNS
r1 r2 r3
X1 = 2 2 2 2
X2 = 5 0 5 5
X3 = 17 2 3 8
X4 = 56 1 0 2
X5 = 108 3 3 0
X6 = 274 4 1 4
moduli [29],[46]. Let N be any non- negative integer number in the range 0 ≤ N ≤ ̺n, where
̺ is the radix of the weighted number system. N can be represented in weighted number
system as N = {bn−1bn−2 · · · b2b1b0} =
∑n−1
j=0 bj̺
j, where b ∈ {1, 2, ..., ̺− 1}. If ̺ = 2, then
it represents the weighted binary representation. Henceforth, in this thesis, we will assume
that ̺ = 2, i.e., the weighted binary system will be used as we deal with information bits
in binary and encoding of binary bits with non-binary channel codes.
The dynamic range of the RNS is defined by the interval [0,Mr−1] whereMr =
u∏
i=1
mi ≥
̺n. If all the moduli are pairwise relative primes to each other, any integer N which falls
in the dynamic range can be uniquely and unambiguously denoted by the u-tuple residue
sequence {r1, r2, · · · , ru}, where ri = Nmod{mi} = N − ⌊ Nmi ⌋mi for i = {1, 2, · · · , u},
⌊x⌋ represents the largest integer not exceeding x and 0 ≤ ri ≤ mi − 1. Thus the RNS
representation of any integer N can be defined as:
N ⇔ (r1, r2, r3, ...ru), 0 ≤ N ≤Mr
ri = N(modmi), i = 1, 2, ...u. (2.1)
Example 2.1.1. In this example, we assume that the moduli set used for the RNS repre-
sentation is m1 = 5, m2 = 7 and m3 = 9. Table(2.1) illustrates the RNS representation of
integer messages N. The dynamic range is [0, 314], since Mr = (5× 7× 9) = 315. Thus any
integer in this range can be unambiguously represent by the RNS, as shown in the table.
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Table 2.2: RRNS representation of integer messages
Message X Non-redundant Redundant
Residues Residues
r1 r2 r3 r4 r5 r6
X1 = 2 2 2 2 2 2 2
X2 = 5 0 5 5 5 5 5
X3 = 17 2 3 8 6 4 1
X4 = 56 1 0 2 1 4 8
X5 = 274 4 1 4 10 1 2
X6 = 320 0 5 5 1 8 0
2.1.2 Redundant Residue Number System
An RNS can be designed not only for data representation but also for protection of data.
In order to incorporate the capability of self checking and error control, RNS has to be
designed with certain number of redundant moduli. A redundant RNS (RRNS) representa-
tion is obtained by appending (u− v) number of moduli {mv+1,mv+2, · · · ,mu} to the RNS
consisting of v number of moduli. The RRNS representation consists of u positive, pairwise
relative prime moduli, where min{mv+1,mv+2, · · · ,mu} ≥ max{m1,m2, · · · ,mv} must hold.
Now, the integer N is represented by a residue sequence {r1, r2, · · · , ru} based on u number
of moduli, forming a so-called RRNS(u,v) code. In this case the moduli m1,m2,m3, ...,mv
are called the information moduli, while mv+1,mv+2, ...,mu are the redundant moduli. The
integer N is limited to the information dynamic range or the legitimate range [0,Mr], where
Mr =
v∏
i=1
mi ≥ ̺n and v ≤ u. The range [Mr,MrMu], where Mu =
∏u
i=v+1mi, is called the
illegitimate range of the RRNS representation.
Example 2.1.2. In his example, we illustrate the RRNS representation of an integer in-
formation X. To the moduli set used in Example(2.1.1), we append the redundant moduli
m4 = 11, m5 = 13 and m6 = 16. The legitimate range of the RRNS representation is still
[0, 314], while the illegitimate range is given by [315, 720720] since Mu = 11×13×16 = 2228
and MrMu = 720720. Table(2.2) illustrates the RRNS representation. It can be seen that
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both X = 5 and X = 320 have the same Non-redundant Residue representation but different
Redundant Residue. This is because the integer X = 320 is in the illegitimate range and
thus has no unique representation by the information moduli, i.e., m1,m2,m3.
2.1.3 Decoding of RNS and RRNS
To recover the integer information N , from the u-tuple residue representation of RNS and
RRNS, Chinese Remainder Theorem (CRT)[29] is generally used. Since the implementation
of CRT is computationally exhaustive, other methods such as the BEX along with MRC[47]
are generally used. RRNS has a very important property, namely, that the integer informa-
tion represented by the u-tuple residue digits can be recovered from any combination of v
out of the total of u residues and their corresponding moduli. In the following subsections,
CRT as well as BEX and MRC are discussed in detail.
Chinese Remainder Theorem
The CRT [28]-[30] is an important implementation of the reverse transformation from RNS
and RRNS to the conventional weighted number system. According to the CRT, any u-tuple
residue representation (r1, r2, ..., ru), where 0 ≤ ri ≤ mi for i = 1, 2, ..., u, there exists one
and only one integer N such that 0 ≤ N ≤ Mr and ri = N(modmi). The numerical value
of N can be computed according to the equation [23],[31]:
N =
u∑
i=1
riTiMi(modMr) (2.2)
where, Mi =
Mr
mi
and the coefficients Ti are computed apriori by the solving the congru-
ences
TiMi = 1(modmi) (2.3)
Ti are referred to as the multiplicative inverses ofMi. The congruence given in equation(2.3)
can be simplified by the equation [46]:
TiMi
mi
−
⌊
TiMi
mi
⌋
− 1
mi
= 0 (2.4)
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After calculating Mi and Ti, the integer information N can be easily recovered using equa-
tion(2.2), given the residue sequence (r1, r2, ..., ru).
Example 2.1.3. The residue digits for representing the integer X6 = 274 are given, from
Table(2.1), by r1 = 4, r2 = 1 and r3 = 4. We use the CRT to recover the decimal value
from the given residue representation. First, M1, M2 an M3 are calculated:
M1 =
Mr
m1
=
5× 7× 9
5
= 7× 9 = 63
M2 =
Mr
m2
=
5× 7× 9
7
= 5× 9 = 45
M3 =
Mr
m3
=
5× 7× 9
9
= 5× 7 = 35
The corresponding multiplicative inverses can be calculated by solving equation(2.3) or equa-
tion(2.4) for the corresponding M − i values:
M1 = 63 → T1 = 2
M2 = 45 → T1 = 5
M3 = 35 → T1 = 8
Then using equation(2.2), we can recover X6 :
N = [4× (63× 2) + 1× (45× 5) + 4× (35× 8)](mod315)
= [504 + 225 + 1120](mod315)
= [1849](mod315)
= 274
which is the same integer X6 from Table(2.1)
For the case of RRNS we illustrate, with an example, the property of recovering integer
information from a combination of any v residues of the total u residues.
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Example 2.1.4. In this example we consider the RRNS representation of the integer X6 =
274 given in Table(2.2). The residues are given by r1 = 4, r2 = 1, r3 = 4, r4 = 10, r5 = 1
and r6 = 2. We consider the v = 3 residues r1 = 4, r3 = 4, r6 = 2 and their corresponding
moduli m1 = 5, m3 = 9 and m6 = 16. Here we use M = 5 × 9 × 16 = 720 in place of
Mr = 315 for solving the congruences. We use the CRT to recover the decimal value from
the given residue representation. First, M1, M3 an M6 are calculated:
M1 =
M
m1
= 144
M3 =
M
m3
= 80
M6 =
M
m6
= 45
The corresponding multiplicative inverses can be calculated by solving equation(2.3) or equa-
tion(2.4) for the corresponding M − i values:
M1 = 144→ T1 = 4
M3 = 80→ T1 = 8
M6 = 45→ T1 = 5
Then using equation(2.2), we can recover X6 :
N = [4× (144× 4) + 4× (80× 8) + 2× (45× 5)](mod720)
= [5314](mod720)
= 274
which is the same integer X6 from Table(2.2). Thus if we compare the results from exam-
ple(2.1.3) with that from example(2.1.4), it can be seen that any v-tuple from the u-tuple
residue and their corresponding moduli can be used to recover the integer information N , in
case of an RRNS provided that 0 ≤ N < Mr.
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Base Extension Algorithm and Mixed Radix Conversion
CRT is a classical algorithm but its implementation is computationally intensive for large
moduli values as deals with modular operations with a large value of Mr. Thus to avoid
processing large numbers, the use of base extension (BEX) operation in conjunction with
mixed radix conversion [47] has been frequented. Using mixed radix conversion, the integer
information N can be represented in the form:
N = a1 + a2m1 + a3m1m2 + · · · ak
k−1∏
i=1
mi + · · ·+ au
u−1∏
i=1
mi, (2.5)
where, 0 ≤ ak < mk for k = 1, 2, ..., u are the mixed radix digits and we have
∏0
i=1mi = 1.
The mixed radix digits for a given residue sequence (r1, r2, ..., ru) can be computed as:
a1 = r1,
a2 = ((r2 − a1)/m1)(modm2),
a3 = (((r3 − a1)/m1 − a2)/m2)(modm3)
· · ·
au = (((· · · ((ru − a1)/m1 − a2)/m2 − · · · )− au−1)/mu−1)(modmu) (2.6)
It has been shown that MRC is independent of large integer Mr and all operations
are related to relatively small operands which are of the order of the moduli values. The
following example illustrates the recovery of the same integer X6 = 274 from Table(2.1)
using equation(2.5) and equation(2.6).
Example 2.1.5. Using equation(2.6), we have:
a1 = r1 = 4
a2 = ((r2 − a1)/m1)(modm2)
= ((1− 4)/5)(mod7)⇔ 5a2 = −3(mod7)→ a2 = 5
a3 = ((r3 − a1)/m1 − a2)/m2)(modm3)
= ((4− 4)/5− 5)/7)(mod9)⇔ 7a3 = −5(mod9)→ a3 = 7
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Now, using equation(2.5), the integer information can be recovered:
N = a1 + a2m1 + a3m1m2
= 4 + 5× 5 + 7× 5× 7
= 274
Thus it can be seen that the integer information can be retrieved without having to modulo
operators large numbers when compared to the previous examples. All the integer operands
are of the order of the moduli involved in RNS.
2.2 RRNS based Error Correcting Codes:
RRNS based u-tuple residue representation of any non-negative integer has the advantage
that the original integer can be recovered from any combination of v out of the total u
number of moduli. This property is the basis for the design of the RRNS based error
correction codes. An RRNS scheme having v number of information moduli and u − v
number of redundant moduli is denoted as an RRNS(u, v) code. The encoding operation
of binary information bits using RRNS(u, v) code can be implemented using groups of
bits to form binary coded decimal integers, which are then operated upon to generate the
non-redundant and redundant residues. There are two encoding schemes, namely, the Non-
systematic encoding and the Systematic encoding scheme.
2.2.1 Non-systematic Encoding
kb  binary 
bits 
Integer  
Information 
N 
Residue 
Sequence 
mapping 
mod 
 {m1, … , mu} 
Figure 2.1: Encoding procedure for Non-Systematic RRNS
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Figure 2.1 shows the block diagram of the encoding procedure non-systematic RRNS i.e.
binary to RRNS conversion. In the encoder, kb bits are mapped to one integer N , where
kb = ⌊log2Mr⌋ and ⌊x⌋ denotes the largest integer smaller than x. Then, corresponding
residues are obtained by taking the modulus of N based upon the chosen set of moduli.
2.2.2 Systematic Encoding
෍ ݇௜ 
Binary 
Information 
Bits  
Binary to  
Non-Redundant 
Residue Mapping 
Use CRT to 
generate 
Integer N 
Redundant 
Residues  
 
Residue Sequence 
 
mod 
{mv+1, ..  
…, mu} 
Figure 2.2: Encoding procedure for Systematic RRNS
In Systematic RRNS, the information bits are mapped directly to residues. Figure 2.2
illustrates the systematic encoding scheme. For a moduli set {m1, · · · ,mu}, the number
of bits required to represent the residue corresponding to each modulus is given by ki =
⌈log2mi⌉ for i = 1, 2, · · · , u. The input information bits are grouped into ki binary bits and
these bits from binary represented integers {Ii} = 0, 1, 2, · · · , 2ki − 1. These integers are
mapped to residue digits {ri} = 0, 1, 2, · · · ,mi − 1 according to the following rule:
• If a binary represented integer, Ii, is in the range 0 ≤ Ii ≤ mi − 1, then we assign
residue ri = Ii
• If a binary represented integer, Ii, is in the range mi ≤ Ii ≤ 2ki − 1, then we assign
residue ri = 2
ki − Ii − 1
Table(2.3) illustrates the mapping scheme. It can be seen that residues in the range
[0, 2ki −mi − 1] correspond to two different binary represented integers thus giving rise to
a 2 → 1 mapping. The remaining residues are 1 → 1 mapped. In case of 2 → 1 mapping,
the hamming distance between two binary represented integers is maximized i.e., ki, thus
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Table 2.3: Mapping of information bits to residues for Systematic RRNS
encoding
Residue Digits Binary represented integer Binary Represented integer
0 000 · · · 00 111 · · · 11
1 000 · · · 01 111 · · · 10 2ki −mi
2 000 · · · 10 111 · · · 01 2→ 1
· · · · · · · · · · · · · · · mapping
2ki −mi − 1 · · · · · · · · · · · ·
2ki −mi · · · · · · 2mi − 2ki
· · · · · · · · · 1→ 1
mi − 1 · · · · · · mapping
the decoder can reliably differentiate between the two. The v residues thus obtained from
the mapping and their corresponding moduli are used to generate an integer N with the
help of CRT. This integer is then modulo divided by the u− v redundant moduli to obtain
the redundant residues i.e., ri = Nmod{mi} for i = v, v + 1, · · · , u. Thus with the help of
the systematic mapping scheme an information block of length
∑k
i=1 ki is encoded into a
Systematic RRNS(u, v) code.
The decoding of RRNS channel codes incorporating error detection and correction are
discussed in the following section.
Note: For decoding the Systematic RRNS, two stages are required. In the 1st-stage decod-
ing, the redundant and non-redundant residues are used to correct errors using CRT. In the
2nd-stage decoding, the non-redundant residues are mapped back to the binary information
using the mapping as shown in Table(2.3). In case of residues with 2→ 1 mapping, the bi-
nary represented integer with least hamming distance to the received binary representation
of the given residue is selected.
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2.3 Error Detection and Correction with RRNS
The unique properties of RRNS make it possible to use RRNS codes for efficient error
detection and correction. Error correction decoding of RRNS codes has been studied in
detail by Mandelbaum [48], Barsi and Maestrini [25], Sun, Lin and Krishna [28]-[30] and
also by Hanzo et all [23],[27],[46]. Barsi and Maestrini developed the theory for single
residue digit error correction while Sun, Lin and Krishna addressed the problem of double
residue digit errors and simultaneous detection of multiple residue errors. The theory of
RRNS(u, v)-codes in terms of their error correcting capabilities have been consolidated into
the so-called minimum distance decoding algorithm.
From the perspective of coding theory, the properties of RRNS(u, v)-codes having v-
information moduli and (u− v) redundant moduli can be summarized as follows:
• The Hamming weight of a code vector x in an RRNS code is the number of non-zero
residue components in x.
• The Hamming distance between two RRNS codewords, d(xi,xj), is the number of
positions in which xi and xj differ.
• The maximum possible minimum Hamming distance δ of an RRNS(u, v)-code is de-
fined as δ = u − v + 1, provided {m1 < m2 < ... < mv < mv+1 < ... < mu}, i.e., the
largest non-redundant residue is smaller than the smallest redundant residue.
• An RRNS(u, v)-code can detect up to two (u− v) residue digit errors and correct up
to t = ⌊u−v
2
⌋ residue digit errors.
The error detection and correction capabilities of the RRNS(u, v)-code can explained
with the help of the two following examples. The mechanisms of error correction are illus-
trated invoking the use of CRT, in general, the principle remains unchanged even if BEX
and MRC are used.
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Example 2.3.1. Error Detection in RRNS: Let’s consider the moduli set {3, 4, 5, 7},
where {3, 4, 5} are the information moduli and 7 is the redundant modulus. The information
dynamic range i.e., the legitimate range of the code is [0,Mr) where Mr = 3 × 4 × 5 = 60.
Let the integer message to be encoded be N = 21 which has the corresponding residue repre-
sentation {0, 1, 1, 0}. Supposing there is an error in the residue digit r3 during transmission
and it is changed form 1 to 3, i.e. the received residue sequence is {0, 1, 3˜, 0}, then, following
the CRT approach, using equation(2.2), we obtain:
N = [20× (0× 2) + 15× (1× 3) + 12× (3× 3)](mod 60)
= 33
However, we can verify that N = 33(mod 7) 6= r4, hence we can conclude that there were
errors in the RRNS representation. Hence and RRNS code with one redundant modulus can
detect the residue digit error in r3.
Example 2.3.2. Error Correction in RRNS: For this example, we invoke another
redundant modulus, 11, such that information moduli set is {3, 4, 5} and redundant moduli
set is {7, 11}. Encoding the same integer information N = 21 with this RNS(5, 3) code
yields the residue representation {0, 1, 1, 0, 10}. As in the previous example we suppose r3
has been changed from 1 to 3 due to transmission error such that the received residue set
becomes {0, 1, 3˜, 0, 10}. According to CRT, any integer in the information range i.e., [0, 60)
can be recovered by using any 3 of the moduli and their corresponding residues, if no errors
are present.
We consider all possible combinations of 3 out of 5 moduli and their corresponding
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residues in an attempt to recover N :
(r1, r2, r3) = (0, 1, 3) ⇔ X123 = 33(mod 60),
(r1, r2, r4) = (0, 1, 0) ⇔ X124 = 21(mod 60),
(r1, r2, r5) = (0, 1, 10) ⇔ X125 = 21(mod 60),
(r1, r3, r4) = (0, 3, 0) ⇔ X134 = 63(mod 60),
(r1, r3, r5) = (0, 3, 10) ⇔ X135 = 153(mod 60),
(r1, r4, r5) = (0, 0, 10) ⇔ X145 = 21(mod 60),
(r2, r3, r4) = (1, 3, 0) ⇔ X234 = 133(mod 60),
(r2, r3, r5) = (1, 3, 10) ⇔ X235 = 153(mod 60),
(r2, r4, r5) = (1, 0, 10) ⇔ X245 = 21(mod 60),
(r3, r4, r5) = (3, 0, 10) ⇔ X345 = 98(mod 60),
where, Xijk corresponds to the integer recovered using the i-th, j-th and k-th moduli and
their corresponding residues. From the results we can observe that X134, X135, X234, X235
and X345 are all in the illegitimate range i.e, their values are out the range [0, 60). In the
remaining cases, 4 out of 5 give the result 21. It can also be observed that all these results
were recovered from 3 moduli without including the moduli m3. Thus, we conclude that 21
is the correct result and that the residue corresponding to m3 i.e., r3 is in error. The correct
value for r3 can be easily computed as rˆ3 = 21(mod 5) = 1.
2.4 Summary
This chapter introduces the concept Residue Number System representation of non-negative
integers and gives an outline of the mathematical operations involved in conversion of any
weighted number system representation to RNS. The inverse transformation of RNS back to
the weighted number system, using Chinese Remainder Theorem as well as BEX and MRC
has been discussed. We also introduced the concept of error-checking and error-correction
through the use of Redundant Residue Number System. The concept of RRNS as channel
codes has been introduced and systematic and non-systematic encoding procedures have
been investigated. A coding theory framework for RRNS based channel codes has been laid
and error detection and error correction using RRNS codes has been illustrated with the
aid of simple examples.
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Chapter 3
Direct and Indirect Mapping Schemes
In this chapter, the methods for mapping non-binary information symbols to complex con-
stellations for transmission over wireless channels are discussed. The link between infor-
mation symbols and M-ary complex signal constellations is optimized by using the direct
mapping scheme, where the symbols are mapped directly to constellation points using a
one to one mapping. If the probability of occurrence of the information symbols are known
apriori, then this information can be exploited to further optimize the mapping scheme.
We propose an unique prior probability based distance aware (DA) direct mapping scheme,
which exploits the probability of occurrence of residues in an RRNS channel coding scheme.
We also propose an Indirect mapping scheme whereby, the residues are converted back to
binary bits before being mapped to the M-ary constellation using binary bit assignment
strategy.
In this chapter we discuss the mapping schemes from the perspective of being applied to
RRNS based channel coded systems which is pertinent to the context of the thesis. We also
propose an adaptive demapping scheme which exploits the code structure of the RRNS(u, v)-
code to reduces the complexity of the ML decoding and increase the error performance of
the system.
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Figure 3.1: System Block for Direct Mapping
3.1 Direct Mapping Scheme
In Figure 3.1, the binary information is first mapped to integer information and then encoded
using non-systematic or systematic RRNS technique as discussed sections 2.2.1 and 2.2.2.
The calculated residues are then mapped to M-ary complex constellation points before
transmission. We discuss two different M-ary direct mapping schemes, namely, naive direct
mapping and the proposed probability based distance aware(DA) direct mapping.
3.1.1 Direct Mapping Scheme
In the direct mapping scheme, the calculated residues are directly mapped to complex con-
stellation points. We notice that the available residue digits are in the range of [0,max{m1,
· · · ,mu} − 1]. Therefore, we propose to map residue digits directly to M-ary (PSK/QAM)
complex constellation points forming the so-called “direct-mapping” scheme. Here, M ≥
max{m1, · · · ,mu}− 1 must hold. Consequently, complex symbols corresponding to each of
the residue digits are transmitted over wireless channels.
Table 3.1: Direct residues to complex symbols mapping using modulus 4
Residues Bit Assignment QPSK Symbols
0 00 1
1 01 j
2 10 −j
3 11 −1
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Example 3.1.1. One illustrative example is given in Table(3.1) to characterize the “direct
mapping” scheme in the case of max{m1, · · · ,mu} − 1 = 3. Since the maximum modulus
value is 4, QPSK (M = 4) and gray coded mapping is considered. The residues are mapped
directly to the constellation points such that the log2M-bit binary value of the residue is equal
to binary gray coded bit assignment of the constellation point. The mapping is illustrated in
Figure 3.2
-1 1 
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-j 
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11 
Figure 3.2: Gray Coded Direct Mapping for QPSK
Probability Based Distance-Aware Direct Mapping
In case of non-systematic RRNS(u,v) code, when a random bit sequence is given as input
and the residues are calculated as shown in Figure 3.1, the probability of occurrence of each
of the u residues corresponding to each decimal integer information mapped from kb bits,
is different for every unique set of u moduli. In case of Systematic RRNS(u, v) code the
probability of occurrence of v non-redundant residues and the u − v redundant residues
corresponding to
∑v
i=1 ki bit information block is considered. Thus for every RRNS(u, v)
code, the range of possible residues is given by [0,max(m1,m2, ...,mu)-1]. The probabilities
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of occurrence of these residues can be calculated apriori for a predetermined set of v primary
moduli and u− v redundant moduli.
We exploit the apriori probability of occurrence of the residues by proposing a unique
probability based distance-aware (DA) direct mapping scheme. After calculation of apriori
probabilities, the residues are ranked in order of their probabilities, with the highest ranked
residue being the one with the highest probability of occurrence. A set-partitioning approach
is used to decompose constellation points into sets with maximum separation for the highest
ranked residues according to their probability of occurrence.
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Figure 3.3: Probability Based Distance-Aware Mapping Scheme for 16-QAM.
Figure 3.3 illustrates the mapping scheme for 16-QAM. The numbers correspond to the
probability of occurrence i.e., the rank of the particular residue. Number 1 denotes the
most probable and 16 the least probable residue/symbol. The set of four most probable
residues are mapped to the four corners of the constellation. The next set of four residues
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are mapped diagonally across from them such that the least probable in this set is nearest
to the most probable in the first set thus maintaining maximum distance possible among
the most probable residues. The next two residue sets are mapped to points such that the
convention is followed and the least probable surround the most probable residues from
the first set. The scheme is general for any M-ary QAM constellation. For an 8-PSK
constellation, the first set of four residues are mapped to points on the four axes and the
next four are again mapped to the remaining constellation points such that the two least
probable ones surround the most probable residue. For QPSK and BPSK, the same mapping
scheme is applicable and the extension is trivial.
Example 3.1.2. For example, we consider a moduli set where mo = {5, 7, 9} and mr =
{11, 13, 16}. The pmf (probability mass function) of the residues in the case of non-systematic
RRNS(6, 3) code is shown in Figure 3.4.
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Figure 3.4: Probability mass function for mo = {5, 7, 9} and mr = {11, 13, 16}.
It can be seen from Figure 3.4, that the residues can be ranked according to probability
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in the order {0, 1, 2, 3, 4, 5, 6, 7, 8, 10, 9, 11, 12, 14, 15, 13}, where the position of each residue
in the set is its rank. Here, we see that max{r} = max{m1, · · · ,mu} − 1 = 15. Thus, for
this case, we can use a 16-QAM constellation for mapping the residues. Thus the residue
0, which has highest probability of occurrence has the highest rank i.e 1 and the residue 13
with the lowest probability of occurrence has the lowest rank, 16. The mapping scheme is
illustrated in Figure 3.3.
3.2 Indirect Mapping Scheme
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Figure 3.5: System Block for Indirect Mapping
An alternative to the direct mapping scheme is the indirect mapping scheme (IM). In
this scheme, we convert the residues back into bits before mapping them to complex con-
stellations as illustrated in Figure 3.5. Each residue is converted into an “n” bit binary
number, where n = ⌈log2(max{m1, · · · ,mu})⌉. After conversion to bits, the bit sequence is
modulated by any M-ary scheme using Gray coded bit assignment. There are no limitations
to the scheme chosen in this case as “M” has no relation to the max{m1, · · · ,mu}. Thus
in this scheme we can use any moduli set for the RRNS(u, v) code with any given M-ary
modulation scheme. This scheme provides better performance than the naive direct map-
ping scheme owing to the fact that the apriori probability of residues has a lesser effect after
conversion to binary before mapping to M−ary constellation. However this comes at the
cost of greater number of transmitted symbols as opposed to the Direct and DA mapping
schemes.
In the case of RRNS coding schemes, one alternative is to modify the IM scheme such that
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all residues are not converted back to “n”-bit binary numbers. We can exploit the coding
structure and modularity of the RRNS to optimize the number of symbol transmissions.
Since the moduli for an RRNS(u, v) code are fixed, the residue ri corresponding to moduli
mi can have a maximum value mi − 1. Thus the residue corresponding to moduli mi can
be represented by ni = ⌈log2(mi)⌉ bits for i = 1, ..., u. Thus residues corresponding to each
moduli can be represented by less than n bits. Using this scheme, we save n − ni bits,
i = 1, ..., u, for each residue to binary conversion before M−ary mapping. This gives fewer
symbols than the original IM scheme. This is especially true if the range of the moduli set
is large and the largest modulus is much larger than the smallest one. In this case n would
be much larger than the ni for the smaller moduli and we would transmit redundant bits
thereby decreasing transmission efficiency and wasting valuable power resources.
3.3 Adaptive Demapping Scheme
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Figure 3.6: Probability Mass Function for Systematic RRNS(6, 3)-STBC with moduli set
mo = {5, 7, 9}; mr = {11, 13, 16}
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The receiver detects the Direct mapped and DA mapped residues using an ML decoder.
After the noise corrupted symbol is received, the ML decoder searches for the nearest point
in the M−ary constellation by searching for shortest among M distances[43],[44]. We use
16−QAM as an example. We consider a Systematic RRNS(6, 3)-STBC, having moduli set
mo = {5, 7, 9} and mr = {11, 13, 16}. The residues are mapped to the QAM constellation
using DA mapping scheme as discussed in 3.1.1. In this section, we propose an adaptive
M-ary demapping scheme that can reduce the complexity of ML decoding while increasing
error performance relative to the DA mapping scheme without adaptive demapping.
Figure 3.6, shows the probability mass function (pmf) of the RRNS(6, 3)-STBC. The residues
have different apriori probabilities of occurrence and can be ranked according to decreasing
probability of occurrence, in the order: {0, 2, 1, 3, 4, 6, 5, 8, 7, 10, 9, 12, 11, 15, 13, 14}.
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Figure 3.7: Probability based DA Mapping and Smart Demapping Scheme for 16-QAM
Figure 3.7 shows the scheme for DA mapping and adaptive demapping. The numbers
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beside the constellation points denote the rank of the residues, while the numbers in the
boxes are the actual residues. For the adaptive demapping scheme, we use the coding
structure of the RRNS(u, v) code to reduce the number of ML searches. The receiver keeps
track of the number of blocks, each consisting of u received residues. In each block, the
1st residue corresponds to the modulus m1 and so on, i.e., the u−th residue corresponds
to the last modulus mu. For example, we consider the 2nd residue of the block. For the
RRNS(6, 3)-STBC, this corresponds to the modulus m2 = 7. Thus the range of residues
resulting from this modulus is [0,mi − 1] → [0 − 6]. In the adaptive demapping scheme,
for every 2nd residue in the block of 6 received residues, we search only for the points
in the constellation corresponding to mapped residues, which are in the range of possible
values for that particular position i.e., 0 − 6. In Figure 3.7, the points marked by gray
boxes are the residues which are used for the ML search for each received residue which
corresponds to m2 = 7. Thus, in general, we reduce the number of ML searches for each
received residue from M to mi for the i−th residue in every block of u received residues.
For every block i.e., codeword, we have
u∑
i=1
(M −mi) number of less searches compared
to exhaustive ML decoding. By not searching for the non-occurring residues, this scheme
eliminates more errors in the demapping than traditional ML decoders. This, in turn,
leads CRT (or MRC/BEX) to correct more errors for a particular RRNS(u, v) code when
adaptive demapping is used. As a result adaptive demapping effectively and dynamically
increases the free distance of the RRNS(u, v) code and accounts for better performance.
The simulation results for both Systematic and Non-systematic RRNS-STBC in Chapter 5
justify our claim.
NOTE: It is to be noted that the adaptive demapping exploits the DA mapping scheme
in a better manner. For the case discussed here, we can see the the possible residues are
distributed in a manner that they are separated by the maximum possible distance. In case
of a Direct Mapping scheme however, the residues are mapped according to a Gray coded
scheme and the residues 0 − 6, as in the example, will not be separated by the maximum
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Figure 3.8: Gray coded Direct Mapping and Adaptive Demapping scheme for 16-QAM
using modulus 7.
possible distance. In this case, most of them will lie in the 1st and 2nd quadrants of the
constellation map. This is illustrated in Figure 3.8. The colored boxes indicate the residues
that will searched in the ML decoding corresponding to the modulus 7. On comparing
Figures 3.7 and 3.8, it can be seen that the DA mapping scheme offers wider separation
between the chosen residues than the naive Gray coded scheme. This would result in a
relatively lesser performance improvement in the case when adaptive demapping is applied
to Gray coded direct mapped constellations as compared to a DA mapped constellation.
However, even in this case, it reduces the decoding complexity by reducing the number of
ML searches, but gives around 0.5dB improvement in performance as illustrated in Chapter
5.
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3.4 Summary
This chapter discussed the methods for mapping residue digits to complex M-ary constel-
lation. Two basic mapping methods were introduced - the DM scheme and the IM scheme.
The DM scheme optimizes the link between the residue digits and the complex constellation
points by mapping residue directly on a one to one basis. We have proposed an unique prior
probability based DA mapping scheme which exploits the unique prior probability of occur-
rence of residues for a given moduli set, to provide maximum separation between residues
with highest probability of occurrence. The direct mapping however imposes a restriction
on the dimension of constellation that can be used, based on the maximum moduli value of
the RRNS(u, v) code. The IM scheme removes this restriction, by converting the residues
back to binary bits and then mapping the bits to complex constellations. We have also
proposed an adaptive M−ary demapping scheme, which reduces the complexity of the ML
decoding and increases the error performance of the concatenated code.
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Chapter 4
Redundant Residue Number System
based STBC Design
In this chapter, we discuss the application of RRNS based channel codes to the design of
space-time block codes (STBC) for MIMO wireless Communications. The system model
used for the analysis of RRNS-STBC is described and the design parameters are identified.
The performance of both non-systematic and systematic RRNS-STBC is quantified and the
effect of using RRNS is analyzed from the perspective of coding and diversity gain of the
system. The RRNS-STBC introduces a new parameter for quantifying the diversity gain of
the MIMO system.
4.1 System Model
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Figure 4.1: The block diagram of RRNS-STBC coded 2× 2 MIMO system
The RRNS-STBC scheme is a concatenated channel code [49], with M-ary modulation
and STBC together acting as the inner code and RRNS being the outer code. Figure
4.1 illustrates the system block for RRNS-STBC based 2 × 2 MIMO system. The binary
information is first mapped to integers. For non-systematic RRNS, kb bits are grouped
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together and converted to decimal integer N , while for systematic RRNS,
v∑
i=1
ki bits are
grouped together to form integer information N . The integer N is then encoded using
RRNS(u, v) channel code. The residues from RRNS(u, v) encoding are mapped to complex
symbols using any of the three aforementioned mapping schemes. The symbols are then
grouped together into blocks of MT × T , where T is the number of time slots used for the
RRNS-STBC code andMT is the number of transmit antennas. At the receiver the received
codeword is of dimensionMR×T , whereMR is the total number of receive antennas. At the
receiver, the inverse operations are performed. Firstly, Maximum Likelihood decoding and
STBC demapping is performed. Then the complex symbols are demapped to residue digits
using the exact inverse of the mapping operation, based whichever mapping scheme among
DM, DA mapping or IM is used. The residues are then decoded into integer information
using RRNS decoding schemes as discussed in Chapter 2. Finally the integer information is
converted back into binary bits.
Different transmission mechanisms are used to transmit the RRNS-STBC over wireless
channels. In case of spatially multiplexed RRNS-STBC, all the MT ×T symbols are unique.
However, in case of full diversity transmission, the code block is formed by choosing T
symbols and transmitting the same T symbols across MT antennas. Other conventional
STBC techniques such as the Alamouti scheme [19] and higher order orthogonal schemes
for M > 2, as in [20], can be used as the inner code without any loss of generality.
4.2 Performance Analysis
In this section, we analyze the performance of RRNS based STBC coded MIMO systems.
We denote the transmitted MT × T codeword as X. The received MR × T block code Y is
then given by,
Y = HX+N, (4.1)
where, H is theMR×MT channel matrix with each entry distributed according to CN (0, 1);
N is a MR × T complex Gaussian noise matrix with each entry distributed according to
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CN (0, 1
2
N0).
For Direct and Indirect mapping using Gray coded QAM/PSK constellations, it is as-
sumed that the mapped symbols are equiprobable. At the receiver, assuming maximum
likelihood decoding (MLD), the output codeword Xˆ corresponds to
Xˆ = arg min
X∈RMT×T
‖Y −HX‖2, (4.2)
where the minimization is taken over all possible input STBCs RMT×T .
For the case of DA mapping, the fact that the M symbols are not equiprobable, as a
result of RRNS coding, is taken into account. Therefore the output codeword Xˆ corresponds
to
Xˆ = arg min
X∈RMT×T
‖Y −HX‖2 − 2σ2 lnP (X), (4.3)
where, σ2 is the variance of the channel noise and P (X) is the apriori probability of gener-
ation of the codeword X.
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Figure 4.2: The block diagram for performance analysis of RRNS-STBC coded 2×2 MIMO
system
From Figure 4.2, it can be seen that for the proposed RRNS-STBC scheme, the STC acts
as the inner code and the RRNS as the outer code. The mapping scheme and modulation
together with the inner STC serves as a super channel for the RRNS encoder. The pairwise
error probability of the STC is evaluated and this is used as the symbol error probability
of the super channel, for evaluation of the RRNS codeword error probability. In subsection
4.2.1, the upper bound on the STC pairwise codeword error probability is evaluated. The
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average codeword error probability and bit error probability of the Non-systematic and
Systematic RRNS-STBC, for error correction only, is analyzed in subsections 4.2.2 and
4.2.3 respectively.
4.2.1 STC Pairwise Error Probability
Assuming M -QAM constellation, the probability that the transmitted codeword Xi is mis-
taken for another codeword Xj (also known as the pairwise error probability (PEP)) [16]
is
P (Xi,Xj|H) = Q


√
ρ‖HEi,j‖2F
2MT

 , (4.4)
where, Ei,j = Xi−Xj is theMT ×T codeword difference matrix, Q(·) is the Q-function, and
ρ = Ebkb
uN0
is the average SNR at the receive antenna in a SISO fading link, which accounts
for the change in SNR due to redundancy in the RRNS code. Applying Chernoff bound and
averaging over all channel realizations, (4) can be upper bounded as [16]
P (Xi,Xj) ≤
r(Gi,j)∏
k=1
(
1
1 + ρλk(Gi,j)/4MT
)MR
, (4.5)
where, λk is the k-th non-zero eigenvalue of Gi,j = Ei,jE
H
i,j, and r(Gi,j) is the rank of Gi,j.
Hence, the symbol/residue error probability, Ps, can be upper bounded as [50],[51]
Ps ≤
Nc∑
i=1
P (Xi)
Nc∑
j 6=i
P (Xi,Xj), (4.6)
where, Nc is the total number of codewords and P (Xi) is the probability that the codeword
Xi is transmitted. When the codewords are equiprobable, equation (4.6) reduces to:
Ps ≤ 1
Nc
Nc∑
i=1
Nc∑
j=1,j 6=i
P (Xi,Xj), (4.7)
When the DA mapping scheme is used, the union bound in equation (4.6) changes as
we utilize unequal prior probabilities of occurrence of the residues. Therefore, the P (Xi)
are different for each codeword. As a result, during symbol by symbol ML detection, the
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decision boundaries are scaled according to the prior probabilities of each symbol. Thus,
in the DA mapping case, Xˆ becomes more accurate and the performance bound is lowered.
As a result, the DA mapping scheme is expected to provide better error performance than
normal gray coded QAM mapping with ML decoding.
Lemma 1. The number of possible codewords N sc , in case of Systematic RRNS, is greater
than the number of possible codewords,Nnsc , in Non-Systematic RRNS, when the same set
of moduli are used.
Proof: This is accounted for by the fact that in Systematic mapping the whole range of
legitimate codewords i.e., Mr is used. This gives N
s
c = Mr. Whereas in case of Non-
Systematic mapping, Nnsc = 2
⌊log2Mr⌋. Thus we have,
Nnsc = 2
⌊log2Mr⌋ ≤ 2log2Mr ≤ N sc (4.8)
The equality holds when the legitimate range Mr is a perfect square number. 
The total range, including the illegitimate range, of the RRNS code is given by MT =∏u
i=1mi. It is also clear that both Systematic and Non-Systematic RRNS codeword sets
cannot be comprised of all possible combinations of residues 0 ≤ ri ≤ max{mi} − 1 for
i = 1 · · · u. Depending on the integers operated upon, the combinations of residues in the
codeword are determined. This differentiates RRNS from other non-binary block codes like
RS codes.
Since N sc ≥ Nnsc , the bound in equation(4.6) becomes more accurate for Systematic
RRNS than for Non-Systematic RRNS. The Ei,j are calculated on a larger codeword set
in Systematic than on Non-Systematic leading to lesser Ps in the Systematic case. Now,
NT −N sc ≤ NT −Nnsc . Thus, the number or codewords that can be erroneously detected in
case of Systematic RRNS-STBC is less than Non-Systematic RRNS-STBC and hence, the
performance in the case of Systematic is better than Non-Systematic RRNS-STBC.
41
4.2.2 Non-Systematic RRNS-STBC
Codeword Error Probability
Let the error probability of the residue digit corresponding to each moduli mi for i = 1 · · · u,
in the RRNS-STBC codeword be defined as pi(e). For an RRNS(u, v) code, t = ⌊12(dmin−1)⌋
is the maximum number of errors that can be corrected by the code and dmin = χ = u−v+1
is the maximum possible minimum-distance of the RRNS (u, v) code. The probability of
correct decoding in the case of Non-systematic RRNS-STBC can be expressed as [27] :
P nsC =
t∑
λ=0


∑
Q(uλ)


∏
{α}λ
pα(e)
︸ ︷︷ ︸
λterms
∏
{β},{β}6={α}
(1− pβ(e))
︸ ︷︷ ︸
(u−λ)terms




, (4.9)
where Q
(
u
λ
)
represents λ errors out of the u received residue digits in a codeword,
∑
Q(uλ)
represents all possible combinations of λ elements out of possible 1, 2, · · · , u. Also, {α}λ
represents the set of residue digits corresponding to the positions of the λ errors while {β}
represents the set of residue digits corresponding to the positions of (n − λ) residue digits
which are not in error. We define
∏
{α}λ
(·) = 1, when the set {α}λ is empty i.e. there are
no residue digit errors. For minimum-distance decoding, the received vector is decoded to
an incorrect codeword, only if the vector is within the incorrect codeword’s error-correction
decoding sphere. Apart from the correct codeword’s error-correction decoding sphere, there
are (Nnsc −1) other legitimate decoding spheres, corresponding to Nnsc legitimate information
messages. The number of all vectors having a distance ’i’ from a transmitted codeword is
given by:
Vi =
∑
Q(ui)
∏
{β}i
(mβ − 1), (4.10)
and distance is calculated by the number of positions in which the vector differs with the
codeword. The set {β}i contains the positions corresponding to the i number of residues
for each of the Q
(
u
i
)
combinations. In the incorrect decoding sphere, the total number of
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vectors can be expressed as [27]:
SnsIC = (N
ns
c − 1)
t∑
α=0
∑
Q(uα)
∏
{β}α
(mβ − 1), (4.11)
and the total number of MT vectors in the coding space, except those within the error-
correction decoding sphere of the correct codeword, can be expressed as [27]:
S = MT −
t∑
α=0
∑
Q(uα)
∏
{β}α
(mβ − 1), (4.12)
where, the set {β}α contains the positions corresponding to the α number of residues for
each of the Q
(
u
α
)
combinations. Thus the codeword error probability is given as:
P nsE =
SnsIC
S
(1− P nsC ), (4.13)
where P nsC is given by equation(4.9). The RRNS (u, v) code is similar to RS Codes pro-
vided min{mv+1, · · · ,mu} ≥ max{m1,m2, · · · ,mv} holds [27]. If the moduli are relatively
close to each other i.e. they can be approximated by using their average value, the weight
distribution of RRNS codes can be approximated using the weight distribution of RS codes
[30]. For “error-correction-only” [27],[46] the codeword error probability in equation(4.13)
can be simplified by replacing each moduli, m1,m2 · · · ,mu, by their average value q and
error probabilities of the residue corresponding to each modulus, i.e., p1(e), p2(e), · · · , pu(e)
by value of the channel symbol error probability, Ps. Thus equation(4.13) simplifies to:
P nsE =
SnsIC
S
u∑
λ=t+1
(
u
λ
)
P λs (1− Ps)u−λ (4.14)
Lemma 2. The codeword error probability of Non-Systematic RRNS-STBC can be upper
bounded by:
P nsE ≤
SnsIC
S
(Nnsc − 1)2uPsχ/2, (4.15)
Proof: See Appendix(A). 
43
Lemma 3. The codeword error probability P nsC for the case of equiprobable codewords can
be further simplified in the high SNR region as:
P nsE ≤
SnsIC
S
(Nnsc − 1)2u[Nnsc (Nnsc − 1)]r(Gi,j)[
r(Gi,j)∏
k=1
λk(Ga,b)
]MR
×
(
ρ
4MT
)−r(Gi,j)MRχ/2
. (4.16)
Proof: By substituting equation (4.7),(4.5) into equation(4.15), we have:
P nsE ≤
SnsIC
S
(Nnsc − 1)2uP χ/2s
≤ S
ns
IC
S
(Nnsc − 1)2u ×
[
1
Nnsc
Nnsc∑
i=1
Nnsc∑
j=1,j 6=i
P (Xi,Xj)
]
≤ S
ns
IC
S
(Nnsc − 1)2u ×

Nnsc∑
j=1
Nnsc∑
i=1,i 6=j
r(Gi,j)∏
k=1
(
1
1 + ρλk(Gi,j)/4MT
)MRχ/2
≤ S
ns
IC
S
(Nnsc − 1)2u ×
r(Gi,j)∏
k=1
[
Nnsc∑
j=1
Nnsc∑
i=1,i 6=j
(
1
1 + ρλk(Ga,b)/4MT
)MRχ/2]
≤ S
ns
IC
S
(Nnsc − 1)2u[Nnsc (Nnsc − 1)]r(Gi,j) ×
r(Gi,j)∏
k=1
[(
1
1 + ρλk(Ga,b)/4MT
)MRχ/2]
,
(4.17)
where,
λk(Ga,b) = min
1≤i,j≤Nnsc ,i 6=j
λk(Gi,j).
In high SNR regime, ρ≫ 1 and equation(4.17) can be further simplified as equation(4.16).
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From equation (4.16), we observe that for RRNS(u, v)-STBC, the coding gain mainly
depends on the term
[
r(Gi,j)∏
k=1
λk(Ga,b)
]MR
, while r(Gi,j)MRχ/2 determines the achievable
diversity gain. In contrast to OSTBC, Gi,j in RRNS(u, v)-STBC can not be guaranteed
to be full rank. However, the additional term χ/2 introduces a new degree of freedom
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for designing STBC. This is consistent with the results discussed in [52], which analyses a
concatenated system based on Convolution codes and STBC.
Lemma 4. For a MT ×MR MIMO system, the best RRNS code is one with dmin = 2MT .
Thus for a 2× 2 MIMO system, the best code is the one with dmin = χ = 4
Proof: From (4.16) we see that the diversity gain of the RRNS-STBC is dependent on the
factor MRχ/2. The maximum achievable diversity order for an MT ×MR MIMO system is
MRMT .
This implies that
χ
2
r(Ga,b)MR ≤ MRMT
⇒ χ ≤ 2MT
r(Ga,b)
(4.18)
Now, min r(Ga,b) = 1 and max r(Ga,b) = MT . Thus for r(Ga,b) = MT an RRNS code with
dmin = χ = 2 will be sufficient to extract maximum diversity order. But since full rank
cannot be guaranteed in case of RRNS-STBC design, thus for r(Ga,b) = 1, a code with
dmin = χ = 2MT will be able to achieve maximum possible diversity order. Codes with
dmin ≥ 2MT will only achieve extra coding gain without any change in diversity order. 
Bit Error Probability
An RRNS code is designed with d = u − v redundant moduli, meaning that d number of
moduli can be dropped from each codeword, that is, even if there are errors in d number of
moduli, we can still decode the decimal number correctly. As a result, there will be an error
in decoding kb bits only when there are more than d residue errors per RRNS codeword.
The probability that a symbol is not recovered correctly after the residue to kb binary bit
conversion is denoted by Ps(E) and is upper bounded as [39]
P nsEs ≤ 1−
d∑
k=0
(
u
k
)
(Ps)
k (1− Ps)u−k P (d, k) (4.19)
where, Ps, given in equation (4.6), is the upper bound on the symbol error probability of
the inner STBC of the concatenated scheme, and P (d, k) is the probability that there are
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k residue errors out of the possible d. P (d, k) depends on the error probability of a single
residue digit. We have considered an M-ary QAM modulation and Rayleigh fading channel
for our analysis. The probability of a single residue digit error is determined based on the
performance of the M-ary QAM in Rayleigh fading channel.
The average probability of error of M-ary QAM in fading channel is given as [53]:
P¯QAM =
4
π
(
1− 1√
M
)∫ π/2
0
Mγs
(
− g
sin2φ
)
dφ
− 4
π
(
1− 1√
M
)2 ∫ π/4
0
Mγs
(
− g
sin2φ
)
dφ, (4.20)
where g = 1.5/(M − 1) is a function of the M-ary QAM constellation size.
Mγs
(
− g
sin2φ
)
=
(
1 +
gγ¯s
sin2φ
)−1
, (4.21)
is the moment generating function (MGF) of the Rayleigh fading channel and γ¯s is the
average SNR per symbol.
Using the above result, the probability P (d, k) is obtained as
P (d, k) =
d−k∑
n=0
(
u− k
m
)
(P¯QAM)
m(1− P¯QAM)u−k−m, (4.22)
where d represents the number of redundant moduli. Thus using the above expression in
equation (10), the probability of correct symbol detection Ps(C) can be evaluated. Then
the approximate average BER is given by
P nsEb ≈
2kb−1
2kb − 1P
ns
Es. (4.23)
Our analysis in this section is based on M-ary QAM and Rayleigh fading channel. How-
ever this approach is applicable to any M-ary modulation scheme and any fading channel
provided the MGF can be determined for the channel distribution.
4.2.3 Systematic RRNS-STBC
Codeword Error Probability
In the case of Systematic RRNS-STBC, there exists a number of ambiguous 2→ 1 mappings,
which depend on the choice of moduli. Thus a decoded symbol can still be in error due
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incorrect decoding of 2 → 1 mapping even if it is correctly RRNS decoded. This is the
so-called 2→ 1 mapping problem. It is to be noted that only the successfully error corrected
symbols associated with the systematic information part of the systematic RRNS codeword
exhibit this problem. If a non-redundant residue digit is corrected by RRNS decoding,
referred to as the 1st stage decoding, then this corrected residue digit must be decoded to
one of its two possible binary representations, referred to as 2nd stage decoding. Residue
digits which have a 1→ 1 mapping are also exempt from this problem.
As discussed in [27], this problem can be addressed by assuming that the value of the ki-
bit information symbol used for generation of the i−th non-redundant residue is uniformly
distributed in the range [0, 2ki − 1]. Thus with reference to Table(2.3), these values can be
given as:
2→ 1 mapping : P (xi) = 1
2ki−1
(4.24)
1→ 1 mapping : P (xi) = 1
2ki
(4.25)
Let pǫ1(xi) denote the probability of error for the 1st stage decoding error probability
for the i-th residue digit. In the case of Systematic RRNS-STBC, the average 1st stage
decoding error probability, p¯ǫ1 = Ps, i.e., the symbol error probability of the super-channel
given by equation(4.7). The symbol error probability of the 2nd stage decoding is denoted
by pǫ2(xi). In case a residue digit is in error and is corrected by 1st stage decoding, but
there is no second stage decoding as 1 → 1 mapping was used i.e., xi ≥ 2ki − mi, then
pǫ2(xi) = 0. For any xi ≤ 2ki −mi − 1, the error probability is given by the probability of
error of the minimum-distance decoding i.e., pǫ2(xi) = Q(
√
2kiγbRc), where γb is the SNR
per bit and Rc is the code rate of the systematic RRNS given by [37]:
Rsc =
v∑
i=1
ki/
u∑
j=1
kj (4.26)
The average error probability of the second stage for the corrected residue digit xi,
i = 1, 2, · · · , u is given by [27]:
p¯ǫ2(xi) =
2ki −mi
2ki−1
Q
(√
2kiγbRc
)
(4.27)
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For error-correction-only decoding of Systematic RRNS-STBC codes, we consider the
probability of correct decoding, P sC , the probability of incorrect decoding due 2nd-stage de-
coding errors, P sIC and the codeword error probability P
s
E. The 1st-stage error probability is
denoted by pǫ1(xi) and the average 2nd-stage error probability is denoted by p¯ǫ2(xi), where
xi are the residues and i = 1, 2 · · · , u. p¯ǫ2(xi) = 0 for i = v+1, · · · , u since there is no 2→ 1
mapping for redundant residue digits. For successful decoding, the residue digits corrected
by the 1st-stage RRNS decoding are successfully mapped back to their corresponding infor-
mation bits by 2nd-stage decoding. The probability for systematic RRNS-STBC correcting
upto t errors, is given by:
P sC =
t∑
λ=0
[Probability of λ residue digits in error]
×[Probability that the λ errors are corrected by 2nd-stage decoding]
=
t∑
λ=0


∑
Q(uλ)


∏
{α}λ
pǫ1(xα)(1− p¯ǫ2(xα))
︸ ︷︷ ︸
λterms
∏
{β},{β}6={α}
(1− pǫ1(xβ))
︸ ︷︷ ︸
(u−λ)terms




(4.28)
(1− P sC) =
u∑
λ=t+1


∑
Q(uλ)


∏
{α}λ
pǫ1(xα)(1− p¯ǫ2(xα))
︸ ︷︷ ︸
λterms
∏
{β},{β}6={α}
(1− pǫ1(xβ))
︸ ︷︷ ︸
(u−λ)terms




(4.29)
where the notations are same as in equation(9). The probability of incorrect decoding due
to 2nd-stage decoding errors is given by:
P sIC2 =
t∑
λ=0


∑
Q(uλ)


∏
{α}λ
pǫ1(xα)p¯ǫ2(xα)
︸ ︷︷ ︸
λterms
∏
{β},{β}6={α}
(1− pǫ1(xβ))
︸ ︷︷ ︸
(u−λ)terms




(4.30)
where the product over αλ is zero when the set is empty. If we apply the same approximations
as in the case of Non-systematic RRNS codes i.e., replace the moduli, m1,m2 · · · ,mu, with
an average value q. Taking this further, if we replace the values ki for i = 1, · · · , v with an
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average value kavg, then we can substitute the error probability defined by equation(4.27)
with an average value for all residue digits, p¯ǫ2. Also the average 1st-stage decoding error
probability over all residue digits is given by p¯ǫ1 = Ps. Substituting these in equation(4.29
and 4.30), we have:
(1− P sC) = P sE1 =
u∑
λ=t+1
(
u
λ
)
{p¯ǫ1(1− p¯ǫ2)}λ {1− p¯ǫ1}u−λ (4.31)
P sIC2 = P
s
E2 =
t∑
λ=0
(
u
λ
)
{p¯ǫ1p¯ǫ2}λ {1− p¯ǫ1}u−λ (4.32)
The probability of error due 1st-stage decoding is given by:
P sIC1 =
SsIC
S
(1− P sC − P sIC2) (4.33)
where, S is given by equation(4.12) and SsIC is given by [27]:
SsIC = (N
s
c − 1)
t∑
α=0
∑
Q(uα)
∏
{β}α
(mβ − 1), (4.34)
The codeword error probability for the Systematic RRNS-STBC can be then expressed as:
P sE = P
s
IC1 + P
s
IC2
=
SsIC
S
(1− P sC) +
S − SsIC
S
P sIC2 (4.35)
=
SsIC
S
u∑
λ=t+1
(
u
λ
)
{p¯ǫ1(1− p¯ǫ2)}λ {1− p¯ǫ1}u−λ
+
S − SsIC
S
t∑
λ=0
(
u
λ
)
{p¯ǫ1p¯ǫ2}λ {1− p¯ǫ1}u−λ (4.36)
Lemma 5. The codeword error probability for Systematic RRNS-STBC can be upper bounded
as:
P sE ≤ (N sc − 1)2u(p¯ǫ1)χ/2
[
SsIC
S
(1− p¯ǫ2)χ/2 + S − S
s
IC
S
(p¯ǫ2)
χ/2
]
(4.37)
where χ = u− v + 1 and p¯ǫ1 = Ps.
Proof: See Appendix(B). 
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Using the fact that p¯ǫ1 = Ps, and following the same method as in Lemma 5, we can
derive an expression for the upper bound on Systematic RRNS-Codeword error probability
given by:
P sE ≤ (N sc − 1)2u(Ps)χ/2
[
SsIC
S
(1− p¯ǫ2)χ/2 + S − S
s
IC
S
(p¯ǫ2)
χ/2
]
≤ 2u(N sc − 1)[N sc (N sc − 1)]r(Gi,j)
[
SsIC
S
(1− p¯ǫ2)χ/2 + S−S
s
IC
S
(p¯ǫ2)
χ/2
]
[
r(Gi,j)∏
k=1
λk(Ga,b)
]MR
×
(
ρ
4MT
)−r(Gi,j)MRχ/2
(4.38)
It can be seen that similar to Non-systematic RRNS-STBC, the Systematic code also pro-
vides the same degree of freedom for design of STBC.
Bit Error Probability
The bound on the bit error probability of Systematic RRNS-STBC can be obtained in similar
manner to Non-Systematic RRNS-STBC. When there is a codeword error the corresponding
symbol error probability, P sEs, is given by:
P sEs ≤

1−
d∑
k=0
(
u
k
)
{p¯ǫ1p¯ǫ2}k {1− p¯ǫ1}u−kP (d, k)︸ ︷︷ ︸
1st−stage decoding


+

1−
d∑
k=0
(
u
k
)
{(1− p¯ǫ1)p¯ǫ2}k {1− p¯ǫ2}u−kP (d, k)︸ ︷︷ ︸
2nd−stage decoding

 (4.39)
where P (d, k) is calculated in the same way as for non-systematic RRNS and is given by
equation(4.22). The corresponding bit error probability is given by:
P sEb =
2
∑
ki−1
2
∑
ki − 1P
s
Es (4.40)
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where
∑
ki; i = 1, 2, · · · , v represents the size of the information block in bits which was
initially encoded to form non-redundant residues.
The code rate of the Non-systematic RRNS-STBC is given by [37]:
Rnsc = kb/
u∑
j=1
kbj (4.41)
where kb=⌊log2Mr⌋ and kbj=⌈log2mj⌉, where mj,{j = 1, 2 · · · u} are the moduli. Comparing
equation(4.26) and equation(4.41), it can be seen that for the same moduli set, systematic
RRNS has a higher code rate i.e., Rc ≥ R′c. This results from the more efficient binary to
residue mapping in case of Systematic RRNS as well as the result stated in Lemma 1.
4.3 Complexity of RRNS-STBC
Implementation of the CRT with exhaustive Maximum Likelihood search results in a com-
plexity of O(N3), where N is number of non-redundant moduli. However, several methods
of lower complexity also exist in literature. In [54], an implementation of CRT using systolic
array has been proposed which has a complexity of θ(logNP ), where N is the number of
moduli and P is the number of bits. The Base Extension algorithm is used in [30], [31]
with a complexity of O(N2), where N is number of non-redundant moduli used in RRNS.
In [55], Mixed Radix Conversion algorithm is used which yields a time complexity of O(N).
VLSI architectures capable of decoding RRNS with time complexity of θ(N) has been pro-
posed in [56]. In [41] and even lower complexity scheme, having a complexity of θ(logN), is
proposed. The decoding in this case is achieved using carry-save adders (CSA) and mod-
ulo adders (MA). Thus, the complexity of RRNS-STBC compares favourably with other
concatenated STC schemes like the RS-STBC discussed in [40],[42].
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4.4 Summary
In this chapter present the system model for an RRNS-STBC coded 2× 2 MIMO System.
The STBC mapping and modulation scheme together act as the inner code forming a super
channel, while the RRNS based channel code acts as the outer code. Thus the proposed
RRNS-STBC is a concatenated coding scheme. The performance of both systematic and
non-systematic RRNS-STBC schemes is quantified and the bounds on the Symbol Error
rate and BER are derived. The Pairwise error probability of the inner STBC is used as
the channel error probability of the super channel. This is in turn used for deriving the
performance bounds on the RRNS-STBC schemes. We also comment on the complexity of
the RRNS-STBC concatenated coding scheme and see that it is similar to other concate-
nated schemes like RS-STBC. In the next chapter, we simulate the RRNS-STBC codes and
compare the performance with other concatenated coding schemes.
52
Chapter 5
Performance of RRNS-STBC:
Analysis of Simulation Results
In this chapter, we simulate different RRNS-STBC codes and analyze their performance
over a Rayleigh fading environment. The different RRNS-STBC schemes are compared
with OSTBC and other Concatenated coding schemes. The results derived in Chapter 4
are illustrated and justified. The performance of the different mapping schemes discussed in
Chapter 3 are also illustrated with the help of simulations. We first discuss the simulation
parameters and then expound on the simulation results and their implications.
5.1 Simulation Parameters
A 2 × 2 MIMO system is considered for the simulation. We assume a Rayleigh fading
channel. Block fading is assumed i.e., the channel is considered to be constant over the
duration of block length, T , of the codeword (given each codeword is MT × T ). It is
also assumed that channel state information (CSI) is available at the receiver. Alamouti
scheme [19] is simulated as an example of OSTBC. In order to develop a fair comparison
between Alamouti scheme and RRNS (u, v)-STBC, we use global coding efficiency [40] as a
standardizing metric. The global coding efficiency is defined as the product of the spatial
and temporal coding rates of the concatenated code, i.e., ηG = RcRs, where Rc is the coding
rate of the outer error correcting code (RRNS in this case) and Rs is the space time coding
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rate. Space time coding rate [40] is defined as the number of useful modulation symbols
over the number of space time coded symbols used in the STBC. In case of the OSTBC, i.e.,
Alamouti’s scheme for a 2 × 2 MIMO system, each set of two symbols are coded into four
different symbols. Thus, Rs becomes 0.5. In the case of other space time coding schemes
like simple spatial multiplexing, Rs is unity.
We set the same ηG for both RRNS(u, v)-STBC and OSTBC. Secondly, modulation
scheme used in RRNS-STBC is set to be the same as in OSTBC. For our simulations we
have assumed 16-QAM without any loss of generality. Bit error rate (BER) performance of
different mapping schemes is evaluated and compared. The bound on the BER, given by
equation (4.23) for Non-Systematic RRNS and by equation(4.40) for Systematic RRNS, is
an union bound on the average bit error probability and it can tightened further by removing
error sequences that are multiples of lower weight error sequences [51].
5.2 Simulation Results
The simulation results based on both Non-Systematic and Systematic RRNS-STBC are
discussed in detail in the following subsections.
5.2.1 Non-Systematic RRNS-STBC
Non-Systematic RRNS-STBC vs. OSTBC
In Figure 5.1, BER performance of Non-systematic RRNS (5, 3)-STBC using full diversity
transmission and Alamouti coding scheme is compared. In case of full diversity transmission,
the same symbol is transmiited on the MT transmit antennas at each time slot. In case of
Spatial Multiplexing, we transmit MT distinct symbols for each time slot. In the case of
RRNS-STBC system with full diversity transmission, the condition of channel invariance
across block length can be relaxed. Even if the channel varies for each time slot, the
performance does not differ as we suppose that identical symbols are transmitted on the
MT antennas for a given time slot and CSI is available at the receiver. The moduli set
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RRNS(5,3)−Full Diversity with Direct Mapping
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Figure 5.1: BER performance of RRNS (5,3)- STBC with moduli set of mo = {7, 9, 11},
mr = {13, 16}.
that is used in case of Direct and DA mapped RRNS (5, 3)-STBC is {7, 9, 11, 13, 16}, where
mo = {7, 9, 11} and mr = {13, 16} correspond to the original moduli set and redundant
moduli set, respectively. 16-QAM modulation scheme is applied in both RRNS (5, 3)-STBC
and Alamouti scheme. The global codes efficiency of RRNS (5, 3)-STBC (RcRs = 0.5× 1 =
0.5) is the same as Alamouti coding (RcRs = 1 × 0.5 = 0.5). The Rc for Non-systematic
RRNS-STBC is given by equation(4.41). It is observed that RRNS (5, 3)-STBC outperforms
Alamouti coding scheme in terms of BER. This is expected as in this case, χ/2 = 1.5.
Therefore, the contribution of the additional term χ/2 provides a similar diversity order
relative to Alamouti scheme. Furthermore, RRNS-STBC exploits extra coding gain while
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Alamouti coding has no coding gain. All these features are clearly revealed in Figure 5.1.
For the RRNS-STBC with Indirect Mapping, the basis of this comparison is the transmission
rate given by bits per channel use. Here the moduli set of the RRNS-STBC is chosen as
mo = {9, 11, 13}, mr = {16, 17}. This yields a code rate Rc = 0.48 and kb = 10. Thus in
this case the ηG ≈ 0.5. Since we are using block length T = 5, the bits per channel use in
case of this code is 4. This is because we are transmitting 10 bits using 5 complex symbols.
Thus for a 2 × 2 system, 20 bits are transmitted using 5 channel uses or time slots. Thus
for the RRNS(5, 3)-STBC, transmission rate is 4 bits per channel use. The Alamouti code
also transmits at 4 bits per channel use. We can see that the RRNS-STBC still outperforms
the Alamouti scheme when bits per channel use is used as a metric for comparison. The
RRNS-STBC uses the Chinese Remainder Theorem for decoding the codewords. The CRT
is computationally intensive as compared to the simple Alamouti scheme. Thus the gain
using RRNS-STBC comes at the cost of increased receiver complexity. However in terms
of complexity, our implementation is comparable to [40] where RS codes have been used
as STBC. Also, RRNS decoding methods having much lower complexity can be used, as
discussed in [41],[54]-[56] etc. The use of DA mapping also gives an improvement of 0.5dB
in BER performance for the RRNS(5,3)-STBC as seen from Fig.4. This gain due to the
DA mapping scheme obtained as a result of the decision boundaries in the signal space
being scaled according to the probability of occurrence of a symbol, i.e., the most probable
symbol having the largest decision region. This leads to a consistent improvement in error
performance of the RRNS-STBC when DA mapping is used.
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RRNS-STBC schemes using Direct, DA and Indirect Mapping
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RRNS (6,3) − STBC Full Diversity Direct Mapping
RRNS (6,3) − STBC Full Diversity DA Mapping
RRNS (6,3) − STBC Full Diversity Indirect Mapping
Figure 5.2: Comparison of BER performance of Full Diversity Non-systematic RRNS(6,3)-
STBC (T = 6), with prior probability based Distance-Aware mapping and Gray coded map-
ping and Indirect Mapping with ML decoding assuming equal priors
In Figure 5.2, the comparison between normal gray coded mapping and the new prob-
ability based DA mapping for an RRNS (6, 3)-STBC, as considered in Example(3.1.2), is
shown. Here, m0 = {5, 7, 9} and mr = {11, 13, 16} and full diversity transmission scheme
is used i.e., each antenna transmits the same symbol over the same time period. At the
receiver end, equal gain combining (EGC) is used along with ML detection. Thus, in this
case, Rs = 1. It can be seen that the DA mapping scheme gives a consistent improvement
of about 1dB in BER performance over the normal gray coded QAM mapping scheme. The
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IM scheme is shown to give nearly the same performance as the DA mapping scheme at
very low SNR and slightly better performance as SNR increases. Thus, this scheme can be
used as an alternative to DA mapping. It removes the limitations on the modulation scheme
used. However, it comes at the cost of transmitting more complex symbols as compared to
DA and also the extra decimal to binary conversion at the encoder after RRNS coding and
vice-versa at the receiver.
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Figure 5.3: Comparison of BER performance of Spatially Multiplexed Non-systematic
RRNS-STBC with Direct and Distance-Aware mapping and with different χ
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Figure 5.3 shows the comparison in BER performance in case of a spatial multiplexing
scheme with the same Non-systematic RRNS(6, 3) channel code. The moduli set used for
RRNS(6, 3)-STBC is m0 = {5, 7, 9} and mr = {11, 13, 16} and code rate is 0.36. Here the
two antennas transmit a pair of different symbols at each time instant and ML detection
at the receiver is based on detecting a symbol pair instead of symbol by symbol detection.
Thus, as expected the performance degrades from that of full diversity scheme. It can be
seen in this case also that a performance improvement of about 2dB is obtained by using
the DA mapping scheme over the normal Gray coded scheme.
Figure 5.3 also illustrates the fact that with increase in χ, the diversity gain is bounded
at MR × MT . The RRNS(6, 2)-STBC code is used with moduli set m0 = {5, 7}, mr =
{9, 11, 13, 16} and code rate 0.22. For RRNS(6, 3)-STBC and RRNS(6, 2)-STBC, the block
length is T = 3. We can see from the figure that the diversity order for the three schemes at
high SNR is almost same. The factor χ/2 contributes to achieving the maximum possible
diversity order for the given code set. But beyond dmin = χ = 4, i.e., MR×MT for the 2×2
system, the only thing that changes is coding gain. The diversity remains unchanged. The
RRNS(6, 4)-STBC with moduli set mo = {5, 7, 9, 11} and mr = {13, 16} is also simulated.
In this case dmin = χ = 3. It can be observed that this case has a slight decrease in diversity
compared the others. But the factor χ contributes to make it almost equal to the other two.
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Non-systematic RRNS-OSTBC Schemes
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RRNS (5,3) − Alamouti Direct Mapping 
RRNS (5,3) − Alamouti DA Mapping
RRNS (5,3) − Alamouti Indirect Mapping
Figure 5.4: Comparison of BER performance of Non-systematic RRNS(6,3)- Alamouti
with prior probability based Distance-Aware mapping, Gray coded mapping and Indirect map-
ping assuming equal priors
Figure 5.4 shows the BER performance of a Non-systematic RRNS(5,3)-OSTBC scheme.
Here the Alamouti scheme is used as the inner STBC of the concatenated scheme. This
scheme gives a better performance as compared to the full diversity scheme as the ηG is lesser
in this case. It can be seen here that the DA mapping scheme gives a 0.5 dB improvement in
performance. The IM scheme shows a further 0.5 dB performance improvement. However
in case of OSTBC, Rs = 0.5. As a result, this improvement comes at the cost of more
transmitted symbols as compared to the other two schemes.
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Non-systematic RRNS-OSTBC vs. Concatenated OSTBC schemes
0 1 2 3 4 5 6 7 8
10−6
10−5
10−4
10−3
10−2
10−1
100
SNR per bit (in dB)
Bi
t E
rro
r R
at
e
 
 
RRNS (4,2) − Alamouti with Indirect Mapping; Rc = 0.33
Non−systematic Cyclic (15,5) code − Alamouti; Rc = 0.33 
Non−systematic RS (15,5) − Alamouti; Rc = 0.33
Figure 5.5: Comparison of BER performance of RRNS(4, 2)-Alamouti (T = 2) with Non-
systematic RS(15, 5)-Alamouti and Non-systematic (15, 5)-Cyclic code-Alamouti with 16-
QAM.
Figure 5.5 shows the comparison of the Non-systematic RRNS (4, 2)-Alamouti scheme
with a binary non-systematic (15, 5)-Cyclic code concatenated with Alamouti as the inner
OSTBC and the Non-systematic (15, 5)-RS code concatenated with the Alamouti scheme.
The modulation scheme used is 16QAM. It can be seen clearly that the RRNS-OSTBC
out performs the Cyclic code of same rate. The RS-OSTBC is generally very good in the
high SNR region, but the RRNS-OSTBC provides appreciable performance improvement
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over the RS-OSTBC in the low SNR region of 0 − 5 dB. For fairness in comparison, non-
systematic RS code was chosen as the RRNS considered in this paper is also non-systematic.
Systematic RS codes give a better performance than non-systematic RS codes in the low
SNR region [57], but its comparison with non-systematic RRNS is not fair.
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Performance of DA Mapping scheme
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Figure 5.6: Comparison of PMFs for different RRNS codes
From Figure 5.1, we observe that the improvement due to DA mapping is less than
0.5dB over normal Gray coded mapping. But as redundancy in RRNS is increased, the
improvement given by the DA mapping scheme also increases as seen from Figure 5.2,
where the relative gain in performance is about 1dB. Thus it can be observed that the DA
mapping performance improvement increases as the coding rate decreases.
A formal explanation for this can be observed from Figure 5.6 and Figure 5.7. Here
we compare the pmf of the residues for different RRNS schemes. It can be seen that that
separation between the sets of residues used in the set partitioned scheme for DA mapping
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Figure 5.7: Comparison of BER performance of different RRNS codes
is different for different choice of moduli i.e. for different RRNS codes.
The choice of moduli in the codes in Figure 5.6 is given in Table(5.1). It can be seen
clearly from Figure 5.6 that for RRNS(6, 2) and RRNS(6, 3) code, the residues in the sets
(of 4 residues each) having the highest probability are separated by a wider margin from the
remaining residues. In the case of RRNS(5, 3) and RRNS(4, 2) code, the separation is not as
distinct and the first two sets of four residues are almost equiprobable. As the separation of
the sets of residues increases in terms of probability, the decision boundaries for the residues
in the most probable set become larger in case of ML detection. This scaling of decision
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Table 5.1: Choice of Moduli for different RRNS codes
RRNS Code mo mr
RRNS(6,2) Code 5,7 9,11,13,16
RRNS(6,3) Code 5,7,9 11,13,16
RRNS(4,2) Code 7,9 13,16
RRNS(5,3) Code 7,9,11 13,16
boundaries, thus suggests that the codes having better set separation should perform better
when DA mapping is used. This is observed in the performance improvement obtained using
DA mapping.
We simulate the RRNS-STBC schemes with parameters given in Table(5.1), for a full
diversity transmission case. The results are illustrated in Figure 5.7. Here, we can clearly
see that for DA mapping scenario, the RRNS(6, 2)-STBC and RRNS(6, 3)-STBC provides
a better performance than the other two. Another observation is that in case of the DA
mapping RRNS(6, 2) performs better than RRNS(6, 3). The increase in redundancy, for the
same set of moduli, leads to the decrease of the legitimate rangeMr. Thus the lower residues
digits are more likely to occur than higher ones. This can be observed from Figure 5.7 where
the probability values for the most probable residue set are higher in the case of RRNS(6, 2)
code. Thus we can conclude that as redundancy increases, i.e., the legitimate range of RRNS
decreases, the DA mapping scheme gives better gain in BER performance. This also implies
that as the coding rate decreases, the DA mapping scheme provides better performance gain
compared to a Gray coded mapping scheme. But trade off lies in the fact that as coding
rate decreases, the decrease in legitimate range leads to generation of residues which are
much less than max{m1, · · · ,mu} leading to inefficient mapping and unused codewords and
constellation symbols. It is to be noted that the coding performances of the different RRNS
schemes shown in Fig.9 cannot compared with one another on basis of coding rate alone. In
order to provide a fair comparison of the different RRNS schemes, the bits per residue i.e.
kb/u for the RRNS(u, v) codes has to equal to one another.
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Figure 5.8: Performance of DA Mapping Scheme over a SISO channel using RRNS (6,2)
encoding with moduli set of mo = {5, 7}, mr = {9, 11, 13, 16}.
Figure 5.8 shows another important observation in case of the DA mapping scheme.
It can be seen that at low SNRs, the DA scheme provides an appreciable improvement
in performance of about 1dB SNR. However at very high SNRs, the performance of DA
mapping scheme is almost same as the the Direct mapping. This is because as SNR increases,
the effect of additive noise displaces symbols from their original position in the constellation
by lesser distances as compared to low SNR (when noise is much higher). As a result the
decoding spheres needed for accurate decoding shrink in size. Thus DA mapping ceases to
provide any appreciable advantage in comparison to normal Gray coded mapping scheme.
This inference can be extended to a MIMO case without any loss in generality.
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Performance of Indirect Mapping Scheme
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Figure 5.9: Performance of Indirect Mapping Scheme using RRNS (5,3) encoding with
moduli set of mo = {9, 11, 13}, mr = {16, 17}.
Figure 5.9 shows the comparison in performance of Indirect mapping scheme. In one case
we use the transmission where each residue is converted back to n = ⌈log2(max{m1, · · · ,mu})⌉
bits i.e., redundant bits are transmitted. In the second case we use the scheme in which each
residue ri, corresponding to moduli mi, is converted into ni = ⌈log2(mi)⌉ bits for i = 1, ..., u.
We can see that for the case in which lower number of bits are transmitted, the performance
improves. On an average, we use lower number of bits for transmission of each residue.
Thus when we we have a residue digit error, it translates to lesser number of bit errors.
This reflects in the performance improvement.
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Performance of the Adaptive Demapping Scheme
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Figure 5.10: Comparison in BER performance of Systematic and Non-systematic RRNS
(6,3)- STBC with moduli set of mo = {5, 7, 9}, mr = {11, 13, 16} for the case of Adaptive
Demapping.
Figure 5.10 shows the performance of both Systematic and Non-Systematic RRNS(6, 3)-
STBC schemes when the proposed Adaptive demapping is used. It can be seen that the
adaptive demapping scheme offers a further 1 dB - 1.5 dB performance improvement over the
DA mapping scheme when exhaustive search based ML decoding is used. In case of adaptive
demapping, we eliminate some of the residue which are not valid choices corresponding to
a particular modulus. This increases the inter-symbol distance of the constellation for the
corresponding modulus. This decreases the symbol error probability of the super channel.
This in turn leads to better error detection and correction in the RRNS decoding stage.
This improvement is reflected in Figure 7. The added advantage in the adaptive case is the
lesser number of comparisons which decreases complexity.
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Figure 5.11: Comparison in BER performance of Non-systematic RRNS (6,3)- STBC with
moduli set of mo = {5, 7, 9}, mr = {11, 13, 16} for the case of Gray coded Direct Mapping
and naive vs. Adaptive Demapping.
Figure 5.11 shows that the adaptive demapping scheme, when applied to a Gray coded
direct mapped constellation, give a relatively lesser improvement in performance. However,
we get a comparable, even slightly better performance with lesser number of ML searches.
So this demapping method should be preferred over exhaustive ML decoding.
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5.2.2 Systematic RRNS-STBC
Systematic RRNS-STBC vs. Non-Systematic RRNS-STBC & OSTBC
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Figure 5.12: BER performance of Systematic and Non-systematic RRNS (5,3)- STBC
with moduli set of mo = {7, 9, 11}, mr = {13, 16}.
In Figure 5.12, BER performance of RRNS (5, 3)-STBC using full diversity transmission
and Alamouti coding scheme is compared. The theoretical upper bounds are simulated.
The moduli set that is used in case of Systematic and Non-systematic RRNS (5, 3)-STBC is
{7, 9, 11, 13, 16}, where mo = {7, 9, 11} and mr = {13, 16} correspond to the original moduli
set and redundant moduli set, respectively. 16-QAM modulation scheme is applied in both
RRNS (5, 3)-STBC and Alamouti scheme. The global codes efficiency of RRNS (5, 3)-STBC
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(RcRs = 0.5× 1 = 0.5) is the same as Alamouti coding (RcRs = 1× 0.5 = 0.5). The coding
rate of systematic RRNS-STBC is given by equation(4.26).
It is observed that both systematic and non-systematic RRNS (5, 3)-STBC outperforms
Alamouti coding scheme in terms of BER. This is expected as in this case, χ/2 = 1.5.
Therefore, the contribution of the additional term χ/2 provides a similar diversity order
relative to Alamouti scheme. Furthermore, RRNS-STBC exploits extra coding gain while
Alamouti coding has no coding gain. All these features are clearly revealed in Figure 5.12.
For the RRNS-STBC with Indirect Mapping, the basis of comparison is the transmission
rate given by bits per channel use. Here the moduli set of the RRNS-STBC is chosen as
mo = {9, 11, 13}, mr = {16, 17}. This yields a code rate Rc = 0.48 and kb = 10. Thus in
this case the ηG ≈ 0.5. Since we are using block length T = 5, the bits per channel use in
case of this code is 4. This is because we are transmitting 10 bits using 5 complex symbols.
Thus for a 2×2 system, 20 bits are transmitted using 5 channel uses or time slots. Thus for
the RRNS(5, 3)-STBC, transmission rate is 4 bits per channel use. The Alamouti code also
transmits at 4 bits per channel use. We can see that the RRNS-STBC still outperforms the
Alamouti scheme when bits per channel use is used as a metric for comparison.
It is also seen from Figure 5.12, the Systematic RRNS-STBC outperforms the Non-
Systematic RRNS-STBC which corroborates the theoretical results and discussions. Also,
the theoretical upper bounds are seen to be a bit loose but that results from the approxima-
tions and assumptions made in Chapter 4. However, the theoretical BER curves still show
that systematic RRNS-STBC outperforms non-systematic RRNS-STBC.
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Systematic RRNS-STBC with Direct and DA Mapping
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Figure 5.13: Comparison in BER performance of Systematic and Non-systematic RRNS
(5,3)- STBC with moduli set of mo = {7, 9, 11}, mr = {13, 16}, for the case of Direct
Mapping and Probability based Distance Aware Mapping.
In Figure 5.13, the improvement in performance obtained by use of DA mapping in case
of Systematic and Non-systematic RRNS-STBC is shown. The use of DA mapping gives
an improvement of 0.5dB in BER performance. It can also be seen that for the same code
parameters, the performance of the Systematic RRNS is better than the Non-systematic
RRNS. This result is a direct implication of Lemma(1) and discussions at the end of Section
4.2.3 in Chapter 4. Also, as discussed in 5.2.1, the DA mapping performance can be seen
to approach the Direct mapping case for high SNRs.
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Figure 5.14: BER performance of Systematic RRNS (6,3)- STBC with moduli set of mo =
{5, 7, 9}, mr = {11, 13, 16}, for the case of Direct Mapping and Probability based Distance
Aware Mapping.
Figure 5.14 shows the improvement in performance in the case of Alamouti’s scheme
being used as the inner OSTBC. It is seen that the DA Mapping scheme provides a im-
provement of 1 dB SNR at a bit error rate of 10−2.
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Systematic & Non-Systematic RRNS-OSTBC vs. Concatenated OSTBC schemes
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Figure 5.15: Comparison BER performance of Systematic and Non-systematic RRNS
(4,2)- STBC with moduli set of mo = {7, 9}, mr = {13, 16} with Systematic and Non-
systematic RS-STBC Schemes for the case of Indirect Mapping.
In Figure 5.15, the proposed schemes are compared with concatenated RS-Alamouti
codes. It can be seen that at low SNR region the Non-systematic RRNS-Alamouti outper-
forms both the Systematic and Non-systematic (15,5)RS-Alamouti codes which have the
same rate i.e., Rc = 0.33. For the same set of moduli, the Systematic RRNS-Alamouti has
a higher coding rate i.e., Rc = 0.47. It can be seen that in low SNR region, the Systematic
RRNS-Alamouti outperforms both the systematic and non-systematic (15,5)RS-Alamouti
as well as the (15,7)RS-Alamouti. Despite having the higher coding rate, the Systematic
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RRNS performs better than the Non-Systematic RRNS due to more efficient binary to
residue mapping.
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Figure 5.16: Comparison BER performance of Systematic and Non-systematic RRNS
(4,2)- STBC with moduli set of mo = {7, 9}, mr = {13, 16} with RS-STBC Schemes for the
case of Direct Mapping.
Figure 5.16 shows the comparison of the systematic and Non-Systematic RRNS-Alamouti
with the Systematic RS-Alamouti for the case of Direct Mapping. As expected the System-
atic RS codes outperform the Non-systematic RRNS but the Systematic RRNS-Alamouti
shows similar performance to the (15,7)RS-Alamouti at higher SNRs and slightly better
performance at low SNR range of 0− 5 dB.
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5.3 Summary
In this chapter, we have analyzed the simulation results with respect to both Non-systematic
and Systematic RRNS-STBC schemes. The results corroborate the theoretical performance
analysis in Chapter 4. It has been clearly shown that the RRNS-STBC schemes outperform
the Alamouti scheme and other concatenated STBC scheme like the RS-STBC and Cyclic-
STBC codes at low SNRs. The DA mapping scheme also brings about an appreciable
improvement, in order of 1- 2 dB, for SNR regions of interest i.e., 0-10 dB. The DA mapping
can be further optimized by selecting moduli sets which have more separation among the
moduli in terms of prior probability of occurrence. The Systematic RRNS-STBC has been
shown to outperform the Non-systematic RRNS-STBC owing to its more efficient binary
to residue mapping as discussed in Chapter 2. The adaptive demapping scheme gives an
improvement in performance for both Systematic and Non-systematic RRNS-STBC, even
with a reduction in the number of ML searches.
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Chapter 6
Conclusions
In this thesis, we have proposed a unique RRNS based STBC design. The main objective
behind our research is to provide an application of RRNS based concatenated space-time
code to a MIMO wireless communication system. Chapters 3, 4 and 5 form the core of our
research. In this chapter, we provide a concise summary of the contributions of our research
and the conclusions drawn. We also discuss the future work that can be done to further
optimize the performance of the proposed RRNS-STBC system.
6.1 Summary of Key Contributions
We have proposed an application of RRNS based channel coding scheme coupled with
Direct Mapping of residues to complex constellations to design Space-time Block codes
which have a higher degree of freedom with respect to design parameters. The proposed
RRNS-STBC scheme is a non-binary concatenated coding scheme which is highly modular
and can be used in high data rate systems. The carry free property of RRNS ensures that
error propagation within a codeword is eliminated. The concatenated code parameters can
be changed to encode different block lengths without extensive change in hardware, thus
making the implementation highly modular.
In Chapter 2, we show that the Systematic RRNS-STBC scheme has a more efficient
mapping scheme than the Non-systematic RRNS-STBC.We confirm our conjectures through
the simulation results, where we show that the Systematic RRNS-STBC performs better
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than the Non-systematic RRNS-STBC for the same set of moduli. We show that the pro-
posed RRNS-STBC scheme outperforms the Alamouti scheme. Other concatenated schemes
like RS-STBC are also outperformed at low SNRs. The application of DA mapping brings
about further performance improvement in RRNS-STBC schemes. The decoding of RRNS-
STBC is more complex than OSTBC when CRT is used. But we can use alternatives like
MRC and BEX, as discussed in Chapter 2, to decrease complexity.
We map the residues directly to complex constellation points using the Direct Map-
ping scheme, which optimizes the link between coded non-binary information symbols and
complex constellation points. In Chapter 3, we have proposed an unique probability based
distance aware direct mapping scheme. The DA mapping scheme takes advantage of the
apriori probability distribution of the coded data symbols to map them intelligently to com-
plex constellation points. The mapping is done using a set partitioning scheme such that
maximum distance separation is obtained between the symbols having highest probability of
occurrence. We show that code parameters can be chosen so as to maximize the separation
between highest probability sets of residues so that maximum utilization of the DA mapping
scheme can be achieved. We have also shown that the DA mapping scheme ceases to provide
appreciable improvement over the naive Gray coded mapping when the SNR is very high.
This is because the decoding spheres for each constellation point becomes smaller as SNR
increases. We also propose an alternative IM scheme where residues are converted back to
bits before being mapped to the complex constellation. A modified IM scheme has also been
formulated in order to increase transmission efficiency by transmitting lesser number of bits
than in the naive IM scheme. This is advantageous in cases where the difference between
the minimum and maximum moduli in the moduli set is large. We have shown that the IM
scheme shows improvement in performance similar to the DA mapping scheme but comes
at the cost of more transmitted bits. Thus we can conclude that DA mapping scheme is
a more efficient scheme. We have also proposed an adaptive demapping scheme, which ex-
ploits the RRNS code structure to decrease the total number of ML searches during hard
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decision decoding and improve the performance of the concatenated system. We have shown
that the adaptive demapping scheme gives a 0.5− 1.5 dB improvement in performance. We
have also shown that the relative error performance, using DA mapped constellations is
more than when a Gray coded direct mapped constellation is used. This implies that the
adaptive demapping scheme can exploit the DA mapping scheme further and improve the
error performance. The adaptive demapping scheme provides performance improvement in
the case of both Systematic and Non-systematic RRNS-STBC, which is justified by the
simulation results.
In Chapter 4, we have designed a system which enables the application of RRNS-STBC
scheme for encoding binary data streams. The RRNS acts as the outer code while the
STBC and the M−ary mapping scheme together form the inner code. We have analyzed
the probability of error performance of both Systematic and Non-systematic RRNS-STBC
codes. We give a detailed discussion on code construction for both Non-systematic and
Systematic RRNS-STBC and derive bounds on the codeword and bit error probability. We
draw analogies with Reed Solomon (RS) codes and show conditions under which RRNS codes
can be approximated as RS codes. We assume equal gain combining and maximum likelihood
(ML) detection at the receiver to quantify the achievable performance of the RRNS-STBC
schemes. The expressions of probability bounds throw further light on advantages of the
proposed RRNS-STBC scheme. From the bounds on the BER we can see that use of RRNS
gives us an extra factor, χ/2, which can help us optimize the coding and diversity gain. The
factor χ/2 can be controlled directly by varying the coding parameters of the RRNS-STBC,
which is a very interesting observation. We have shown that the diversity gain is bounded
by the factor MT ×MR. Beyond this the diversity gain becomes constant and the coding
gain increases.
In Chapter 5, we demonstrate the results for a 16−QAM constellation but the scheme,
in general, can be extended to any complex constellation. It is shown that the results and
conclusions from the previous chapters are corroborated by the simulation results.
79
We have investigated the performance of the RRNS-STBC over a 2× 2 MIMO wireless
channel in a Rayleigh fading environment. In the next section we discuss future work with
the goal of further optimizing the system performance.
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6.2 Future Work
Some interesting areas which can be investigated with respect to extending the present work:
• An interesting area of work in extension to the original DA mapping scheme, would
be to quantify the choice of moduli which can produce the optimum code with respect
to separation of the moduli based on the apriori probability. We can identify the
exact distribution of the apriori probability mass function of the residues. The code
parameters which generate residues according to the optimum probability distribution
can be identified. This will generalize the choice of moduli for DA mapping which can
give maximum possible improvement in performance.
• We can also extend the DA mapping algorithm to non-square constellations like
32−QAM. We can also investigate further receiver architectures to decrease com-
plexity while maintaining near optimal performance.
• Another area worth investigating would be characterize the achievable capacity that
can be obtained by use of Systematic and Non-systematic RRNS-STBC.
• Different suboptimal decoding schemes including sphere decoding, soft decision de-
coding and turbo decoding as in [37] can be implemented to counter the complexity
of hard ML decoding.
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Appendix A
A.1 Proof of Lemma 2:
For an RRNS(u, v)-STBC, dmin = χ = u − v + 1 and the maximum number of correctable
errors is t = ⌊u−v
2
⌋. We define a variable Xi for i = 1, 2, · · · , u such that
Xi =
{
1, with probability Ps i.e. an error;
−1, with probability (1− Ps) i.e. no error;
(A.1)
Now, given a transmitted codeword, the RRNS(u, v)-STBC code can correct t number of
errors, i.e., there is a codeword error if there are more than t symbol errors i.e. if
u∑
i=1
Xi > −v (A.2)
Now, using Chernoff bound, we have,
P
(
1
u
u∑
i=1
Xi > δm
)
6
[
e−wˆδmE
(
ewˆX
)]u
, (A.3)
where wˆ is the solution of the equation
E
(
XewX
)− δmE (ewX) = 0 (A.4)
For our case, we choose δm = − vu . This gives
P
(
u∑
i=1
Xi > −v
)
6
[
e
wˆv
u E
(
ewˆX
)]u
, (A.5)
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where wˆ is the solution of
E
(
XewX
)− (−v
u
) (
ewX
)
= 0
⇒− (1− Ps)e−w + Psew −
(
−v
u
) [
(1− Ps)e−w + Psew
]
= 0
⇒
(
1− v
u
) [
Pse
w − (1− Ps)e−w
]
= 0
⇒wˆ = ln
(√
1− Ps
Ps
)
= ln(θ) (A.6)
Using this result, the bound in equation(A.5) is given as
P (
∑u
i=1 Xi > −v) 6
[
e−ln(θ)δmE
(
eln(θ)X
)]u
,
6
[
elnθ
v
u
{
(1− Ps)e−lnθ + Pselnθ
}]u
,
6 θ(u+v)2uP us ,
6 2u(1− Ps)u+v2 P
u−v
2
s ,
6 2uP
χ/2
s
By applying the union bound using equation(A.7) we get the desired result
P nsE 6
SnsIC
S
(Nnsc − 1)2uP χ/2s (A.7)
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Appendix B
B.1 Proof of Lemma 5:
To prove this Lemma, we follow the same procedure as in Appendix A. We use a Chernoff
Bound to derive upper bounds for the expressions P sE1 and P
s
E2 from equations(4.31 and
4.32).
B.1.1 Calculation of Upper Bound for P s
E1
We model the problem as follows. We define a variable Xi for i = 1, 2, · · · , u such that
Xi =
{
1, with probability p¯ǫ1(1− p¯ǫ2) i.e. an error;
−1, with probability (1− p¯ǫ1) i.e. no error;
(B.1)
Now, given a transmitted codeword, the RRNS(u, v)-STBC code can correct t number of
errors, i.e., there is a codeword error if there are more than t symbol errors i.e. if
u∑
i=1
Xi > −v (B.2)
Now, using Chernoff bound, we have,
P
(
1
u
u∑
i=1
Xi > δm
)
6
[
e−wˆδmE
(
ewˆX
)]u
, (B.3)
where wˆ is the solution of the equation
E
(
XewX
)− δmE (ewX) = 0 (B.4)
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For our case, we choose δm = − vu . This gives
P
(
u∑
i=1
Xi > −v
)
6
[
e
wˆv
u E
(
ewˆX
)]u
, (B.5)
where wˆ is the solution of
E
(
XewX
)− (−v
u
) (
ewX
)
= 0
⇒− (1− p¯ǫ1)e−w + p¯ǫ1(1− p¯ǫ2)ew −
(
−v
u
) [
(1− p¯ǫ1)e−w + p¯ǫ1(1− p¯ǫ2)ew
]
= 0
⇒
(
1− v
u
) [
p¯ǫ1(1− p¯ǫ2)ew − (1− p¯ǫ1)e−w
]
= 0
⇒wˆ = ln
(√
1− p¯ǫ1
p¯ǫ1(1− p¯ǫ2)
)
= ln(θ) (B.6)
Using this result, the bound in equation(B.5) is given as
P (
∑u
i=1 Xi > −v) 6
[
e−ln(θ)δmE
(
eln(θ)X
)]u
,
6
[
elnθ
v
u
{
(1− p¯ǫ1)e−lnθ + p¯ǫ1(1− p¯ǫ2)elnθ
}]u
6 θ(u+v)2u[p¯ǫ1(1− p¯ǫ2)]u
6 2u(1− p¯ǫ1)u+v2 [p¯ǫ1(1− p¯ǫ2)]u−v2
6 2up¯
χ/2
ǫ1 (1− p¯ǫ2)χ/2
By applying the union bound we get:
P
(
u∑
i=1
Xi > −v
)
≤ 2u(p¯ǫ1)χ/2(1− p¯ǫ2)χ/2 (B.7)
Applying the union bound, we get
P sE1 ≤ (N sc − 1)2u(p¯ǫ1)χ/2(1− p¯ǫ2)χ/2 (B.8)
B.1.2 Calculation of Upper Bound for P s
E2
Again we define a variable Xi for i = 1, 2, · · · , u such that
Xi =
{
1, with probability p¯ǫ1p¯ǫ2 i.e. an error;
−1, with probability (1− p¯ǫ1) i.e. no error;
(B.9)
Following the same steps as in Appendix A, we have:
P
(
u∑
i=1
Xi > −v
)
≤ 2u(p¯ǫ1)χ/2(1− p¯ǫ2)χ/2 (B.10)
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Applying the union bound, we get
P sE2 ≤ (N sc − 1)2u(p¯ǫ1)χ/2(p¯ǫ2)χ/2 (B.11)
Therefore the upper bound on the codeword error probability is given by:
P sE ≤
SsIC
S
(N sc − 1)2u(p¯ǫ1)χ/2(1− p¯ǫ2)χ/2 +
S − SsIC
S
(N sc − 1)2u(p¯ǫ1)χ/2(p¯ǫ2)χ/2
≤ (N sc − 1)2u(p¯ǫ1)χ/2
[
SsIC
S
(1− p¯ǫ2)χ/2 + S − S
s
IC
S
(p¯ǫ2)
χ/2
]
(B.12)
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