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RESUMEN 
 
 
En la actualidad los Call Centers se han convertido en una nueva opción para el 
mercado laboral colombiano y más importante aún, es que estos son un gran 
apoyo para las muchas y diversas organizaciones.  
 
 
Debido a esto los Call Centers necesitan para su funcionamiento diferentes 
herramientas tecnológicas, equipos de cómputo, servidores, igualmente un 
estructura sólida de red, voz y datos, que muchas veces debido al crecimiento 
inesperado de clientes que afrontan los Call Centers, no se tiene en cuenta una 
planeación estratégica para ampliar la cobertura que soporte estos nuevos flujos 
de trabajo, por lo cual se presentan fallas de comunicaciones, instalaciones y 
administración ocasionando que la prestación de los servicios sea de baja calidad.  
 
 
Por estas razones con esta monografía se planea realizar un diseño de red para 
Call Centers que permita la prestación de un servicio de calidad, evitando los 
problemas mencionados, teniendo en cuenta principalmente el conocimiento y la 
experiencia adquirida con el diplomado Cisco e igualmente las bases teóricas y 
conceptuales recibidas a lo largo de los cursos del curriculum en ingeniería de 
sistemas de la Universidad Libre. 
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INTRODUCCIÓN 
 
 
La presente monografía tiene como tema principal, el diseño y la administración de 
una red en uno de los campos de mayor crecimiento en Colombia, como lo es el 
de los Call Centers.  
 
 
Por esta razón en la primera parte del documento se aborda la situación actual de 
los Call Centers en Colombia, destacando como se desarrolla su funcionamiento, 
los servicios que se prestan y tanto las fortalezas como las debilidades que tienen 
estas organizaciones. 
 
 
En seguida se establece la información teórica necesaria que se tuvo en cuenta 
para dar solución a las diferentes problemáticas presentada en los Call Centers. 
 
 
Posteriormente se presenta el desarrollo ingenieril del proyecto mostrando los 
requisitos, los parámetros escogidos, el diseño y la prueba de la topología de red 
sugerida para Call Centers  
 
 
Finalmente se encuentran las recomendaciones y conclusiones obtenidas a lo 
largo del desarrollo de la monografía. 
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1. PLANTEAMIENTO DEL PROBLEMA 
 
 
Los Call Centers en los últimos años, han tomado una gran y valiosísima 
importancia para Colombia como fuente de trabajo, debido a que tanto para 
empresas del país, como para empresas de carácter extranjero; los Call Centers 
se han convertido en uno de los valores agregados que cualquier tipo de 
organización debería pensar en implementar, la razón es muy simple, los Call 
Centers le permiten a las organizaciones una administración a gran escala y 
adecuada de su razón de ser, los CLIENTES.  
 
 
Colombia es uno de los países preferidos por las empresas para establecer 
servicios de Call Center, a raíz de los bajos costos que se requiere tanto en 
implementación como en mano de obra, que conlleva la instalación y posterior 
funcionamiento de un Call Center, además, es de resaltar la alta calidad del 
empleado colombiano. 
 
 
A raíz de todo este masivo crecimiento de los Call Centers en toda Colombia, se 
han presentado diferentes problemas que han venido afectando la calidad en el 
servicio que prestan a las organizaciones anteriormente mencionadas, 
perjudicando a los Call Centers como prestadores de este servicio y a las 
organizaciones que decidieron invertir dinero para delegar la administración de su 
centro de respuestas. Este crecimiento ha permitido que una misma empresa de 
Call Centers maneje los servicios no solo a una sino a varias empresas 
paralelamente, incrementando al mismo tiempo el riesgo de que se produzcan 
fallas con sus redes de voz y datos, desencadenando problemas de velocidad en 
sus operaciones, debido al alto tráfico de datos que estas redes manejan, dándose 
el caso de que sus redes dejen de funcionar parcialmente y el Call Center quede 
inutilizable por completo. 
 
 
Los Call Centers manejan un gran número de Pc’s, llamadas telefónicas y 
transferencia de datos, que son la herramienta fundamental de los empleados de 
los Call Centers, y que son susceptibles de presentar problemas de 
direccionamiento IP (Dinámico y Fijos) en estos equipos, de igual forma, un diseño 
pobre en la segmentación de red que no contempla el crecimiento futuro para los 
mismos y problemas de tráfico de voz y datos, generándose pérdidas de 
conexiones para el usuario del servicio. Estas son situaciones comunes que se 
están presentando en los Call Centers. 
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2. FORMULACIÓN DEL PROBLEMA 
 
 
¿Es posible diseñar una red con equipos Cisco que permita mejorar el 
funcionamiento de los Call Center y que esté en capacidad de prever y 
contrarrestar cualquier tipo de situación problemática relacionada con su 
infraestructura y administración?  
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3. JUSTIFICACIÓN 
 
 
El aporte científico que concede esta monografía a los ingenieros de sistemas 
tiene en cuenta su ámbito laboral, para que con esta proporcionen mejoras en el 
funcionamiento de los Call Centers, posibilitando obtener un servicio de alta 
calidad en su operación diaria, niveles de rendimiento más altos y disminución de 
costos a los Call Centers. 
 
 
Además del aporte académico que proporciona esta monografía tanto a 
estudiantes como a profesionales de la Ingeniería de Sistemas debido a que esta 
puede ser tomada como una guía para implementaciones, posteriores 
investigaciones, desarrollos  y mejoras referentes a la infraestructura de red de los 
Call Centers. 
 
 
Para finalizar con el aporte social que depara esta monografía, logrando una 
mayor satisfacción del servicio recibido hacia las personas que hacen uso de los 
Call Centers, debido a las mejoras sustanciales obtenidas con el diseño de red 
propuesto. 
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4. OBJETIVOS 
 
 
4.1 OBJETIVO GENERAL 
 
 
Diseñar una red con equipos Cisco que permita mejorar el funcionamiento de los 
Call Center incrementando su capacidad de prever y contrarrestar situaciones 
problemáticas con respecto a su infraestructura de telecomunicaciones y a la 
calidad en los servicios de voz y datos que se administran. 
 
 
4.2 OBJETIVOS ESPECÍFICOS 
 
 
 Identificar los servicios básicos prestados por los Call Centers. 
 
 
 Identificar los problemas actuales que están afectando a las 
comunicaciones voz IP y la administración de QoS (Calidad de Servicio). 
 
 
 Sugerir los equipos, dispositivos y configuración de estos, que serán 
empleados en el diseño de la red. 
 
 
 Sugerir el diseño de red apropiado para los Call Centers. 
 
 
 Establecer el correcto funcionamiento de la red para Call Center. 
 
 
 Emplear los simuladores de red que ayuden a un desarrollo confiable y 
veraz del diseño de red. 
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5. ESTADO DEL ARTE 
 
 
Básicamente un Call Center es un  soporte parcial o integral de la relación con el 
cliente. El centro de atención telefónica surge con el fin de satisfacer determinados 
aspectos de la relación con el cliente de forma aislada: promociones, información y 
consulta, reclamaciones, cobro, recepción de incidencias, entre otros. El objetivo 
es la propia capacidad de prestar el servicio de atención al cliente a través del 
teléfono con unos niveles de calidad óptimo. 
 
 
Este gestiona de forma eficiente el negocio, maximizando recursos, reduciendo 
costes, aumentando sus beneficios ("venta cruzada") y, cómo no, un mayor 
contacto con los clientes. Gracias a esta redefinición de los procesos de negocios 
se puede aumentar la productividad además de conseguir un entorno empresarial 
mucho más estructurado (gestión centralizada integrada en el negocio). A través 
de un Call Center también se puede dar servicio no solo a clientes sino a 
colaboradores internos y proveedores de su compañía, ellos también son clientes. 
 
 
La Misión principal de un Call Center, es lograr que los clientes sean más 
productivos en sus negocios a través del servicio que se ofrecen. Lograr que los 
clientes de los Call Center se enfoquen más en su negocio, que sean más ágiles 
en su operación, y que sean más eficientes en cuanto a sus resultados. 
 
 
La operación en un Call Center es completamente automatizada para garantizar 
agilidad, calidad, precisión y bajos costos en la atención de sus clientes. En un 
panorama económico como el actual, con un mercado cada vez más exigente, las 
empresas se ven obligadas a concentrarse en el desarrollo de su actividad a fin de 
ser competitivas. Esto les lleva a confiar a empresas externas especializadas la 
gestión de determinados servicios que, aun siendo fundamentales en sus 
resultados, no forman parte de su actividad principal. 
 
 
Con la consolidación de un Call Center podemos destacar, que se reducen los 
costos, en los tiempos de llamada, en los tiempos de espera, igualmente en 
personal de trabajo, en transferencias, en papel, en complejidad y en tiempo de 
aprendizaje. 
 
 
Igualmente con los servicios de Call Center se incrementa la satisfacción del 
usuario final, existen posibilidades de consolidar nuevos negocios, se desarrollara 
un manejo adecuado en la retención de clientes, aumenta considerablemente la 
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calidad del servicio y se busca consolidar una posición competitiva a varias 
organizaciones. 
 
 
En los Call Centers resaltan tres tipos de asesores, encargados del buen 
funcionamiento del centro de llamadas como los asesores con labores exclusivas 
de entrada, labores exclusivas de salida y asesores tanto de entrada y salida. Las 
organizaciones que delegan su servicio a los Call Centers, lo hacen permitiendo 
proveer mayores niveles de servicio a un menor costo y que estos están en 
capacidad de responder frente al aumento y variaciones que se le quiera dar al 
servicio, acompañado de el empleo de tecnología de punta y de un servicio que 
puede ser suministrado las 24 horas del día. 
 
 
En el desarrollo de un Call Center participan cuatro áreas diferentes 
comunicaciones, infraestructura, recursos humanos y sistemas de soporte. 
 
 
Las Comunicaciones son el medio por el cual el cliente se contacta con el Call 
Center. La evolución de la tecnología disponible en el país hace que existan 
distintas alternativas para asegurar que no pierda ninguna llamada: 
 
 
 Líneas digitales 
 
 
 Discado directo entrante 
 
 
 Centrex 
 
 
 Estudios de trafico 
 
 
Siguiendo con la Infraestructura donde el cambio más significativo es la 
integración de comunicaciones y computación C&C. Son tres los factores básicos 
que participan en esta integración: 
 
 
 Los sistemas de accesos telefónicos 
 
 
 Los accesos a los sistemas de gestión de la compañía 
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 Los sistemas para guiar al operador en el curso de una llamada. 
 
 
Igualmente los recursos humanos debido a que de su correcta capacitación 
depende el éxito, teniendo siempre en cuenta que el costo del entrenamiento es 
siempre menor que el costo de atender mal a un cliente. 
 
 
Finalmente los sistemas de soporte de los que dependerá la capacidad del 
operador y  la efectividad del operador. 
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6. MARCO TEÓRICO 
 
 
6.1 LAN 
 
 
Las infraestructuras de red pueden variar en gran medida en términos de: 
 
 
 El tamaño del área cubierta. 
 
 
 El número de usuarios conectados. 
 
 
 El número y los tipos de servicios disponibles. 
 
 
Una red individual generalmente cubre una única área geográfica y proporciona 
servicios y aplicaciones a personas dentro de una estructura organizacional 
común, como una empresa, un campus o una región. Este tipo de red se 
denomina Red de área local (LAN). Una LAN por lo general está administrada por 
una organización única. El control administrativo que rige las políticas de 
seguridad y control de acceso está implementado en el nivel de red. 
 
 
6.2 WAN 
 
 
Una WAN es una red de comunicación de datos que opera más allá del alcance 
geográfico de una LAN. Las WAN se diferencian de las LAN en varios aspectos. 
Mientras que una LAN conecta computadoras, dispositivos periféricos y otros 
dispositivos de un solo edificio u de otra área geográfica pequeña, una WAN 
permite la transmisión de datos a través de distancias geográficas mayores. 
Además, la empresa debe suscribirse a un proveedor de servicios WAN para 
poder utilizar los servicios de red de portadora de WAN. Las LAN normalmente 
son propiedad de la empresa o de la organización que las utiliza. 
 
 
Las WAN utilizan instalaciones suministradas por un proveedor de servicios, o 
portadora, como una empresa proveedora de servicios de telefonía o una empresa 
proveedora de servicios de cable, para conectar los sitios de una organización 
entre sí con sitios de otras organizaciones, con servicios externos y con usuarios 
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remotos. En general, las WAN transportan varios tipos de tráfico, tales como voz, 
datos y video. Las tres características principales de las WAN son las siguientes: 
 
 
 Las WAN generalmente conectan dispositivos que están separados por un 
área geográfica más extensa que la que puede cubrir una LAN. 
 
 
 Las WAN utilizan los servicios de operadoras, como empresas proveedoras 
de servicios de telefonía, empresas proveedoras de servicios de cable, 
sistemas satelitales y proveedores de servicios de red. 
 
 
 Las WAN usan conexiones seriales de diversos tipos para brindar acceso al 
ancho de banda a través de áreas geográficas extensas. 
 
 
Las tecnologías LAN proporcionan velocidad y rentabilidad para la transmisión de 
datos dentro de organizaciones, a través de áreas geográficas relativamente 
pequeñas. Sin embargo, hay otras necesidades empresariales que requieren la 
comunicación entre sitios remotos, incluidas las siguientes: 
 
 
 Los empleados de las oficinas regionales o las sucursales de una 
organización necesitan comunicarse y compartir datos con la sede central. 
 
 
 Con frecuencia, las organizaciones desean compartir información con otras 
organizaciones que se encuentran a grandes distancias. Por ejemplo, los 
fabricantes de software comunican periódicamente información sobre 
productos y promociones a los distribuidores que venden sus productos a 
los usuarios finales. 
 
 
 Con frecuencia, los empleados que viajan por temas relacionados con la 
empresa necesitan acceder a la información que se encuentra en las redes 
corporativas. 
 
 
Además, los usuarios de computadoras domésticas necesitan enviar y recibir 
datos que recorren distancias cada vez mayores. 
 
 
 24
Ahora es común en muchos hogares que los consumidores se comuniquen con 
bancos, tiendas y una variedad de proveedores de bienes y servicios a través de 
las computadoras. Los estudiantes buscan información para las clases mediante 
índices de bibliotecas y publicaciones ubicadas en otras partes del país y del 
mundo. 
 
 
Como, obviamente, no es posible conectar computadoras a nivel nacional o 
mundial de la misma manera en la que las computadoras de una LAN se conectan 
con cables, han evolucionado diferentes tecnologías para cubrir esta necesidad. 
Internet se está utilizando cada vez más como una alternativa económica al uso 
de una WAN empresarial para algunas aplicaciones. Hay nuevas tecnologías 
disponibles para las empresas que proporcionan seguridad y privacidad para las 
comunicaciones y las transacciones a través de Internet. El uso de redes WAN 
solas o en combinación con Internet permite a las organizaciones y a los 
particulares satisfacer sus necesidades de comunicaciones de área extensa. 
 
 
6.2.1 Terminología de la capa física de la WAN. Una de las diferencias 
primordiales entre una WAN y una LAN es que una empresa u organización debe 
suscribirse a un proveedor de servicio WAN externo para utilizar los servicios de 
red de una portadora WAN. Una WAN utiliza enlaces de datos suministrados por 
los servicios de una operadora para acceder a Internet y conectar los sitios de una 
organización entre sí, con sitios de otras organizaciones, con servicios externos y 
con usuarios remotos. La capa física de acceso a la WAN describe la conexión 
física entre la red de la empresa y la red del proveedor de servicios. La imagen 
muestra la terminología utilizada comúnmente para describir las conexiones físicas 
de la WAN, por ejemplo: 
 
 
 Equipo local del cliente (CPE, Customer Premises Equipment): dispositivos 
y cableado interno localizados en las instalaciones del suscriptor y 
conectados con un canal de telecomunicaciones de una portadora. El 
suscriptor es dueño de un CPE o le alquila un CPE al proveedor de 
servicios. En este contexto, un suscriptor es una empresa que contrata los 
servicios WAN de un proveedor de servicios u operadora.  
 
 
 Equipo de comunicación de datos (DCE, Data Communications Equipment): 
también llamado equipo de terminación de circuito de datos, el DCE está 
compuesto por dispositivos que ponen datos en el bucle local. La tarea 
principal del DCE es suministrar una interfaz para conectar suscriptores a 
un enlace de comunicación en la nube WAN. 
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 Equipo terminal de datos (DTE, Data Terminal Equipment): dispositivos del 
cliente que pasan los datos de la red o la computadora host de un cliente 
para transmisión a través de la WAN. El DTE se conecta al bucle local a 
través del DCE.  
 
 
 Punto de demarcación: punto establecido en un edificio o un complejo para 
separar los equipos del cliente de los equipos del proveedor de servicios. 
Físicamente, el punto de demarcación es la caja de empalme del cableado 
que se encuentra en las instalaciones del cliente y que conecta los cables 
del CPE con el bucle local. Normalmente se coloca en un lugar de fácil 
acceso para los técnicos. El punto de demarcación es el lugar donde la 
responsabilidad de la conexión pasa del usuario al proveedor de servicios. 
Esto es muy importante porque cuando surgen problemas, es necesario 
determinar si la resolución o la reparación son responsabilidad del usuario o 
del proveedor de servicios. 
 
 
 Bucle local: Cable telefónico de cobre o fibra que conecta el CPE del sitio 
del suscriptor a la CO del proveedor de servicios. El bucle local a veces se 
denomina "última milla".  
 
 
 Oficina central (CO, Central Office): instalaciones o edificio del proveedor 
de servicios local en donde los cables telefónicos se enlazan con las líneas 
de comunicación de fibra óptica de largo alcance y completamente digitales 
a través de un sistema de switches y otros equipos. 
 
 
6.2.2 Dispositivos WAN. Las WAN utilizan numerosos tipos de dispositivos que 
son específicos para los entornos WAN, entre ellos: 
 
 
 Módem: modula una señal portadora analógica para codificar información 
digital y desmodula la señal portadora para decodificar la información 
transmitida. Un módem de banda de voz convierte las señales digitales 
producidas por una computadora en frecuencias de voz que se pueden 
transmitir a través de las líneas analógicas de la red de telefonía pública. En 
el otro extremo de la conexión, otro módem vuelve a convertir los sonidos 
en una señal digital para que ingrese a una computadora o a una conexión 
de red. Los módems más rápidos, por ejemplo los módems por cable y los 
módems DSL, transmiten mediante el uso de frecuencias de banda ancha 
mayores. 
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 CSU/DSU: las líneas digitales, por ejemplo las líneas portadoras T1 o T3, 
necesitan una unidad de servicio de canal (CSU, channel service unit) y una 
unidad de servicio de datos (DSU, data service unit). Con frecuencia, las 
dos se encuentran combinadas en una sola pieza del equipo, llamada 
CSU/DSU. La CSU proporciona la terminación para la señal digital y 
garantiza la integridad de la conexión mediante la corrección de errores y la 
supervisión de la línea. La DSU convierte las tramas de la línea Portadora T 
en tramas que la LAN puede interpretar y viceversa. 
 
 
 Servidor de acceso: concentra las comunicaciones de usuarios de servicios 
de acceso con marcación. Un servidor de acceso puede tener una mezcla 
de interfaces analógicas y digitales y admitir a cientos de usuarios al mismo 
tiempo. 
 
 
 Switch WAN: dispositivo de internetworking de varios puertos que se utiliza 
en redes portadoras. Estos dispositivos normalmente conmutan el tráfico, 
por ejemplo Frame Relay, ATM o X.25, y operan en la capa de enlace de 
datos del modelo de referencia OSI. Dentro de la nube también es posible 
utilizar switches de red pública de telefonía conmutada (PSTN, Public 
Switched Telephone Network) para conexiones de conmutación de 
circuitos, por ejemplo red digital de servicios integrados (ISDN, Integrated 
Services Digital Network) o conexión telefónica analógica. 
 
 
 Router: proporciona puertos de interfaz de internetworking y acceso WAN 
que se utilizan para conectarse con la red del proveedor de servicios. Estas 
interfaces pueden ser conexiones seriales u otras interfaces WAN. En 
algunos tipos de interfaces WAN se necesita un dispositivo externo, como 
una CSU/DSU o un módem (analógico, por cable o DSL) para conectar el 
router al punto de presencia (POP, point of presence) local del proveedor 
de servicios. 
 
 
 Router núcleo: router que reside en el centro o backbone de la WAN y no 
en la periferia. Para cumplir con esta función, el router debe soportar varias 
interfaces de telecomunicaciones de la mayor velocidad que se utilice en el 
núcleo de la WAN y debe poder reenviar los paquetes IP a la velocidad 
máxima por todas esas interfaces. El router también debe admitir los 
protocolos de enrutamiento que se utilizan en el núcleo. 
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6.3 WLAN 
 
 
El término  para designar la conexión de nodos sin necesidad de una conexión 
física (cables), ésta se da por medio de ondas electromagnéticas. La transmisión y 
la recepción se realizan a través de puertos. 
 
  
Una de sus principales ventajas es notable en los costos, ya que se elimina todo el 
cable Ethernet y conexiones físicas entre nodos, pero también tiene una 
desventaja considerable ya que para este tipo de red se debe de tener una 
seguridad mucho más exigente y robusta para evitar a los intrusos. En la 
actualidad las redes inalámbricas son una de las tecnologías más prometedoras. 
Una implementación común de transmisión inalámbrica de datos permite a los 
dispositivos conectarse en forma inalámbrica a través de una LAN. En general, 
una LAN inalámbrica requiere los siguientes dispositivos de red: 
 
 
 Punto de acceso inalámbrico (AP): concentra las señales inalámbricas de 
los usuarios y se conecta, generalmente a través de un cable de cobre, a la 
infraestructura de red existente basada en cobre, como Ethernet. 
 
 
 Adaptadores NIC inalámbricos: proporcionan capacidad de comunicación 
inalámbrica a cada host de la red. 
 
 
A medida que la tecnología fue evolucionando, surgió una gran cantidad de 
estándares WLAN basados en Ethernet.  Los estándares incluyen: 
 
 
IEEE 802.11a: opera en una banda de frecuencia de 5 GHz y ofrece velocidades 
de hasta 54 Mbps. Posee un área de cobertura menor y es menos efectivo al 
penetrar estructuras edilicias ya que opera en frecuencias superiores. Los 
dispositivos que funcionan conforme a este estándar no son interoperables con los 
estándares 802.11b y 802.11g que se describen a continuación. 
 
 
IEEE 802.11b: opera en una banda de frecuencia de 2.4 GHz y ofrece velocidades 
de hasta 11 Mbps. Los dispositivos que implementan este estándar tienen un 
mayor alcance y pueden penetrar mejor las estructuras edilicias que los 
dispositivos basados en 802.11a. 
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IEEE 802.11g: opera en una frecuencia de banda de 2.4 GHz y ofrece velocidades 
de hasta 54 Mbps. Por lo tanto, los dispositivos que implementan este estándar 
operan en la misma radiofrecuencia y tienen un alcance de hasta 802.11b pero 
con un ancho de banda de 802.11a. 
 
 
IEEE 802.11n: el estándar IEEE 802.11n se encuentra actualmente en desarrollo. 
El estándar propuesto define la frecuencia de 2.4 Ghz o 5 Ghz. La velocidad típica 
de transmisión de datos que se espera es de 100 Mbps a 210 Mbps con un 
alcance de distancia de hasta 70 metros. 
 
 
Los beneficios de las tecnologías inalámbricas de comunicación de datos son 
evidentes, especialmente en cuanto al ahorro en el cableado costoso de las 
instalaciones y en la conveniencia de la movilidad del host. Sin embargo, los 
administradores de red necesitan desarrollar y aplicar procesos y políticas de 
seguridad rigurosas para proteger las LAN inalámbricas del daño y el acceso no 
autorizado. 
 
 
6.4 PROTOCOLOS 
 
 
A nivel humano, algunas reglas de comunicación son formales y otras 
simplemente se entienden, o están implícitas, de acuerdo a los usos y costumbres. 
Para que los dispositivos se puedan comunicar en forma exitosa, un nuevo 
conjunto de aplicaciones de protocolos debe describir los requerimientos e 
interacciones precisos. Las suites de protocolos de networking describen procesos 
como los siguientes: 
 
 
 El formato o la estructura del mensaje. 
 
 
 El método por el cual los dispositivos de networking comparten información 
sobre las rutas con otras redes. 
 
 
 Cómo y cuándo se transmiten mensajes de error y del sistema entre los 
dispositivos. 
 
 
 La configuración y la terminación de sesiones de transferencia de datos. 
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Los protocolos individuales en una suite de protocolos pueden ser específica para 
el vendedor y exclusiva. Exclusiva, en este contexto, significa que una compañía o 
proveedor controla la definición del protocolo y cómo funciona. Algunos protocolos 
exclusivos los pueden utilizar distintas organizaciones con permiso del propietario. 
Otros, sólo se pueden implementar en equipos fabricados por el proveedor 
exclusivo. 
 
 
6.4.1 Protocolo de transporte. El Protocolo de control de transmisión (TCP) es el 
protocolo de transporte que administra las conversaciones individuales entre 
servidores Web y clientes Web. TCP divide los mensajes HTTP en pequeñas 
partes, denominadas segmentos, para enviarlas al cliente de destino. También es 
responsable de controlar el tamaño y los intervalos a los que se intercambian los 
mensajes entre el servidor y el cliente. 
 
 
6.4.2 Protocolo de internetwork. El protocolo más común es el Protocolo de 
Internet (IP). El IP es responsable de tomar los segmentos formateados del TCP, 
encapsularlos en paquetes, asignar las direcciones apropiadas y seleccionar la 
mejor ruta al host de destino. 
 
 
6.5 TCP Y UDP 
 
 
Los dos protocolos más comunes de la capa de transporte del conjunto de 
protocolos TCP/IP son el Protocolo de control de transmisión (TCP) y el Protocolo 
de datagramas de usuario (UDP). Ambos protocolos gestionan la comunicación de 
múltiples aplicaciones. Las diferencias entre ellos son las funciones específicas 
que cada uno implementa.  
 
 
6.5.1 Protocolo de datagramas de usuario (UDP). UDP es un protocolo simple, 
sin conexión, descrito en la RFC 768. Cuenta con la ventaja de proveer la entrega 
de datos sin utilizar muchos recursos. Las porciones de comunicación en UDP se 
llaman datagramas. Este protocolo de la capa de transporte envía estos 
datagramas como "mejor intento". Las aplicaciones que utilizan UDP incluyen: 
 
 
 Sistema de nombres de dominio (DNS) 
 
 
 Streaming video 
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 Voz sobre IP (VOIP) 
 
 
6.5.2 Protocolo de control de transmisión (TCP). TCP es un protocolo orientado 
a la conexión descrito en RFC 793. El TCP utiliza recursos adicionales para ganar 
funciones. Las funciones adicionales especificadas por TCP están en el mismo 
orden de entrega, son de entrega confiable y de control de flujo. Cada segmento 
de TCP posee 20 bytes de carga en el encabezado que encapsulan los datos de 
la capa de aplicación, mientras que cada segmento UDP sólo posee 8 bytes de 
carga. Las aplicaciones que utiliza el TCP son: 
 
 
 Exploradores Web. 
 
 
 Correo electrónico.  
 
 
 Transferencias de archivos. 
 
 
6.6 TCP 
 
 
6.6.1 TCP Comunicación confiable. La diferencia clave entre TCP y UDP es la 
confiabilidad. La confiabilidad de la comunicación TCP se lleva a cabo utilizando 
sesiones orientadas a la conexión. Antes de que un host que utiliza TCP envíe 
datos a otro host, la capa de transporte inicia un proceso para crear una conexión 
con el destino. Esta conexión permite el rastreo de una sesión, o stream de 
comunicación entre los hosts. Este proceso asegura que cada host tenga 
conocimiento de la comunicación y se prepare. Una conversación completa de 
TCP necesita establecer una sesión entre los hosts de ambas direcciones. 
 
 
Después de establecer una sesión, el destino envía un acuse de recibo al origen 
por los segmentos que recibe. Estos acuses de recibo forman la base de la 
confiabilidad dentro de la sesión TCP. Cuando el origen recibe un acuse de recibo, 
reconoce que los datos se han entregado con éxito y puede dejar de rastrearlos. 
Si el origen no recibe el acuse de recibo dentro de un tiempo predeterminado, 
retransmite esos datos al destino. 
 
 
Parte de la carga adicional que genera el uso de TCP es el tráfico de red generado 
por los acuses de recibo y las retransmisiones. El establecimiento de las sesiones 
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genera cargas en forma de segmentos adicionales intercambiados. Hay también 
sobrecarga en los hosts individuales creada por la necesidad de mantener un 
registro de los segmentos que esperan un acuse de recibo y por el proceso de 
retransmisión. 
 
 
Esta confiabilidad se logra al tener archivos en el segmento TCP, cada uno con su 
función específica. Estos campos se explicarán más adelante en esta sección. 
 
 
6.6.2 Procesos del servidor TCP. Los procesos de aplicación se ejecutan en 
servidores. Estos procesos esperan hasta que el cliente inicia comunicación con 
una solicitud de información u otros servicios. 
 
 
Cada proceso de aplicación que se ejecuta en el servidor se configura para utilizar 
un número de puerto, ya sea predeterminado o de forma manual por el 
administrador del sistema. Un servidor individual no puede tener dos servicios 
asignados al mismo número de puerto dentro de los mismos servicios de la capa 
de transporte. Un host que ejecuta una aplicación de servidor Web y una de 
transferencia de archivos no puede configurar ambas para utilizar el mismo puerto 
(por ejemplo, el puerto TCP 8.080). Cuando una aplicación de servidor activa se 
asigna a un puerto específico, este puerto se considera "abierto" para el servidor. 
Esto significa que la capa de transporte acepta y procesa segmentos 
direccionados a ese puerto. Toda solicitud entrante de un cliente direccionada al 
socket correcto es aceptada y los datos se envían a la aplicación del servidor. 
Pueden existir varios puertos simultáneos abiertos en un servidor, uno para cada 
aplicación de servidor activa. Es común para un servidor proporcionar más de un 
servicio, tal como un servidor Web y un servidor FTP, al mismo tiempo. 
 
 
Una manera de mejorar la seguridad en un servidor es restringir el acceso al 
servidor únicamente a aquellos puertos asociados con los servicios y aplicaciones 
que deberían estar accesibles para los solicitantes autorizados.  
 
 
6.6.3 Establecimiento y finalización de la conexión TCP. Cuando dos hosts se 
comunican mediante TCP, se establece una conexión antes de que puedan 
intercambiarse los datos. Luego de que se completa la comunicación, se cierran 
las sesiones y la conexión finaliza. Los mecanismos de conexión y sesión habilitan 
la función de confiabilidad del TCP. 
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El host rastrea cada segmento de datos dentro de una sesión e intercambia 
información sobre los datos que recibe cada host mediante información en el 
encabezado del TCP.  
 
 
Cada conexión involucra streams de comunicación de una vía, o sesiones para 
establecer y terminar el proceso del TCP entre dispositivos finales. Para 
establecer la conexión los hosts realizan un protocolo de enlace de tres vías. Los 
bits de control en el encabezado TCP indican el progreso y estado de la conexión. 
El enlace de tres vías: 
 
 
 Establece que el dispositivo de destino se presente en la red 
 
 
 Verifica que el dispositivo de destino tenga un servicio activo y que acepte 
solicitudes en el número de puerto de destino que el cliente de origen 
intenta utilizar para la sesión 
 
 
 Informa al dispositivo de destino que el cliente de origen intenta establecer 
una sesión de comunicación en dicho número de puerto 
 
 
En las conexiones del TCP, el host que sirve como cliente inicia la sesión para el 
servidor. Para entender cómo funciona el enlace de tres vías que se utiliza en el 
proceso de conexión del TCP, es importante observar diversos valores que los dos 
hosts intercambian. Los tres pasos en el establecimiento de una conexión TCP 
son: 
 
 
1. El cliente de origen envía un segmento que contiene un valor de secuencia 
inicial, el cual sirve como solicitud para que el servidor comience una sesión de 
comunicación. 
 
 
2. El servidor responde con un segmento que contiene un valor de reconocimiento 
igual al valor de secuencia recibido más 1, más su propio valor de secuencia de 
sincronización. El valor es uno mayor que el número de secuencia porque el ACK 
es siempre el próximo Byte u Octeto esperado. Este valor de reconocimiento 
permite al cliente unir la respuesta al segmento original que fue enviado al 
servidor.  
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3. El cliente que inicia la conexión responde con un valor de reconocimiento igual 
al valor de secuencia que recibió más uno. Esto completa el proceso de 
establecimiento de la conexión. 
 
 
Dentro del encabezado del segmento TCP, existen seis campos de 1 bit que 
contienen información de control utilizada para gestionar los procesos de TCP. 
Estos campos son los siguientes:  
 
 
URG: campo indicador urgente importante 
 
 
ACK: campo de reconocimiento importante 
 
 
PSH: función de pulsación 
 
 
RST: restablecer la conexión 
 
 
SYN: sincronizar números de secuencia 
 
 
FIN: no hay más datos del emisor 
 
 
Se hace referencia a estos campos por medio de señaladores, porque el valor de 
uno de estos campos es sólo 1 bit y, por lo tanto, sólo tiene dos valores: 1 o 0. 
Cuando el valor de un bit se establece en 1, indica qué información de control se 
incluye en el segmento. Los señaladores se intercambian para terminar una 
conexión del TCP mediante un proceso de cuatro pasos. 
 
 
6.6.4 Protocolo TCP de enlace de 3 vías. Paso 1. Un cliente del TCP inicia un 
enlace de tres vías al enviar un segmento con el señalador de control de SYN 
activo, lo que indica que un valor inicial en el campo de número de secuencia en el 
encabezado. Este valor inicial para el número de secuencia, conocido como 
número de secuencia inicial (ISN), se elige de manera aleatoria y se utiliza para 
comenzar a rastrear el flujo de datos desde el cliente al servidor para esta sesión. 
El ISN en el encabezado de cada segmento se incrementa en uno por cada byte 
de datos enviados desde el cliente hacia el servidor mientras continúa la 
conversación de datos. 
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Paso 2. El servidor TCP necesita dar acuse de recibo del segmento SYN del 
cliente para establecer la sesión de cliente a servidor. Para hacerlo, el servidor 
envía un segmento al cliente con el señalizador ACK establecido indicando que el 
número de acuse de recibo es significativo. Con este señalizador establecido en el 
segmento, el cliente interpreta esto como acuse de recibo de que el servidor ha 
recibido el SYN del cliente TCP.  
 
 
El valor del campo de número del acuse de recibo es igual al número de 
secuencia inicial del cliente más 1. Esto establece una sesión desde el cliente al 
servidor. El señalizador ACK permanecerá establecido para mantener el equilibrio 
de la sesión. Cabe recordar que la conversación entre el cliente y el servidor está 
compuesta en realidad por dos sesiones de una vía: una del cliente al servidor y la 
otra del servidor al cliente. En este segundo paso del enlace de tres vías, el 
servidor debe iniciar la respuesta del servidor al cliente. Para comenzar esta 
sesión, el servidor utiliza el señalizador SYN de la misma manera en que lo hizo el 
cliente. 
 
 
Establece el señalizador de control SYN en el encabezado para establecer una 
sesión del servidor al cliente. El señalizador SYN indica que el valor inicial del 
campo de número de secuencia se encuentra en el encabezado. Este valor se 
utiliza para rastrear el flujo de datos en esta sesión desde el servidor y de regreso 
al cliente. 
 
 
Paso 3. Por último, el cliente TCP responde con un segmento que contiene un 
ACK que actúa como respuesta al SYN de TCP enviado por el servidor. No 
existen datos de usuario en este segmento. El valor del campo número de acuse 
de recibo contiene uno más que el número de secuencia inicial recibido del 
servidor. Una vez que se establecen ambas sesiones entre cliente y servidor, 
todos los segmentos adicionales que se intercambian en esta comunicación 
tendrán establecido el señalador ACK. Se puede añadir seguridad a la red de 
datos de la siguiente manera: 
 
 
 Denegar el establecimiento de sesiones del TCP 
 
 
 Permitir sólo sesiones que se establezcan para servicios específicos 
 
 
 Permitir sólo tráfico como parte de sesiones ya establecidas 
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Esta seguridad se puede implementar para todas las sesiones del TCP o sólo para 
las sesiones seleccionadas. 
 
 
6.6.5 Finalización de la sesión TCP. Para cerrar la conexión se debe establecer 
el señalador de control FIN (Finalizar) en el encabezado del segmento. Para 
finalizar todas las sesiones TCP de una vía, se utiliza un enlace de dos vías, que 
consta de un segmento FIN y un segmento ACK. Por lo tanto, para terminar una 
conversación simple admitida por TCP, se requieren cuatro intercambios para 
finalizar ambas sesiones. Nota: En esta explicación, los términos cliente y servidor 
se utilizan como referencia por facilidad, pero el proceso de finalización lo pueden 
iniciar dos hosts cualquiera que completen la sesión: 
 
 
1. Cuando el cliente ni tiene más datos para enviar en el stream, envía un 
segmento con el señalador FIN establecido. 
 
 
2. El servidor envía un ACK para acusar de recibo el FIN para terminar la sesión 
de cliente a servidor. 
 
 
3. El servidor envía un FIN al cliente para terminar la sesión de servidor a cliente. 
 
 
4. El cliente responde con un ACK para dar acuse de recibo del FIN desde el 
servidor. 
 
 
Cuando el cliente que finaliza la sesión no tiene más datos que transferir, 
establece el señalador FIN en el encabezado de un segmento. Luego, el servidor 
finaliza la conexión y envía un segmento normal que contiene datos con el 
señalizador ACK establecido utilizando el número de acuse de recibo, confirmando 
así que se han recibido todos los bytes de datos. Cuando se dio acuse de recibo 
de todos los segmentos, la sesión se cierra. 
 
 
La sesión en la otra dirección se cierra con el mismo proceso. El receptor indica 
que no existen más datos para enviar estableciendo el señalizador FIN en el 
encabezado del segmento enviado al origen. Un acuse de recibo devuelto 
confirma que todos los bytes de datos se recibieron y que la sesión, a su vez, 
finalizó. 
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También es posible terminar la conexión por medio de un enlace de tres vías. 
Cuando el cliente no posee más datos para enviar, envía un señalizador FIN al 
servidor. Si el servidor tampoco tiene más datos para enviar, puede responder con 
los señalizadores FIN y ACK, combinando dos pasos en uno. El cliente responde 
con un ACK. 
 
 
6.6.6 Resecuenciamiento de segmentos para transmitir en orden. Cuando los 
servicios envían datos mediante el TCP, los segmentos pueden llegar a su destino 
en desorden. Para que el receptor comprenda el mensaje original, los datos en 
estos segmentos se reensamblan en el orden original. Para lograr esto, se asignan 
números de secuencia en el encabezado de cada paquete.  
 
 
Durante la configuración de la sesión, se establece un número de secuencia inicial 
(ISN). Este número de secuencia inicial representa el valor de inicio para los bytes 
de esta sesión que se transmitirán a la aplicación receptora. A medida que se 
transmiten los datos durante la sesión, el número de secuencia se incrementa en 
el número de bytes que se han transmitido. Este rastreo de bytes de datos permite 
que cada segmento se identifique y se envíe acuse de recibo de manera 
exclusiva. Se pueden identificar segmentos perdidos. Los números de secuencia 
de segmento permiten la confiabilidad indicando cómo reensamblar y reordenar 
los segmentos recibidos.  
 
 
El proceso de recepción del TCP coloca los datos del segmento en un búfer de 
recepción. Los segmentos se colocan en el orden de número de secuencia 
adecuado y se pasa a la capa de aplicación cuando se reensamblan. Todos los 
segmentos que llegan con números de secuencia no contiguos se mantienen para 
su procesamiento posterior. Luego, cuando llegan con los segmentos con bytes 
perdidos, se procesan. 
 
 
6.6.7 Confirmación de recepción de segmentos. Una de las funciones del TCP 
es asegurar que cada segmento llegue a su destino. Los servicios TCP en el host 
de destino envían a la aplicación de origen un acuse de recibo de los datos 
recibidos.  
 
 
El número de secuencia y el número de acuse de recibo del encabezado del 
segmento se utilizan para confirmar la recepción de los bytes de datos contenidos 
en los segmentos. El número de secuencia es el número relativo de bytes que ha 
sido transmitido en esta sesión más 1 (que es el número del primer byte de datos 
en el segmento actual). TCP utiliza el número de acuse de recibo en segmentos 
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que se vuelven a enviar al origen para indicar el próximo byte de esta sesión que 
espera el receptor. Esto se llama acuse de recibo de expectativa.  
 
 
Se le informa al origen que el destino ha recibido todos los bytes de este stream 
de datos, pero sin incluir el byte que se especifica por el número de acuse de 
recibo. Se espera que el host emisor envíe un segmento que utiliza un número de 
secuencia que es igual al número de acuse de recibo. 
 
  
6.6.8 Manejo de segmentos perdidos. Por más óptimo que sea el diseño de una 
red, siempre se producirán pérdidas ocasionales de datos. Por lo tanto, TCP 
cuenta con métodos para gestionar dichas pérdidas de segmentos. Entre estos 
está un mecanismo para retransmitir segmentos con datos sin acuse de recibo. 
 
 
Un servicio de host de destino que utiliza TCP generalmente sólo da acuse de 
recibo de datos para bytes de secuencia continuos. Si uno o más segmentos se 
pierden, sólo se acusa recibo de los datos de los segmentos que completan el 
stream.  
 
 
Por ejemplo, si se recibieron los segmentos con números de secuencia de 1500 a 
3000 y de 3400 a 3500, el número de acuse de recibo sería 3001. Esto es porque 
hay segmentos con números de secuencia del 3001 al 3399 que no se han 
recibido. 
 
 
Cuando el TCP en el host de origen no recibe un acuse de recibo luego de un 
determinado período de tiempo, éste regresará al último número de acuse de 
recibo que recibió y volverá a transmitir los datos desde dicho punto. 
 
 
El proceso de retransmisión no lo especifica el RFC, pero se deja al criterio de la 
implementación particular del TCP.  
 
 
Para una implementación de TCP típica, un host puede transmitir un segmento, 
colocar una copia en una cola de retransmisión e iniciar un temporizador. Cuando 
se recibe el acuse de recibo de los datos, se elimina el segmento de la cola. Si no 
se recibe el acuse de recibo antes de que el temporizador venza, el segmento es 
retransmitido.  
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En la actualidad, los hosts pueden emplear también una función opcional llamada 
Acuses de recibo selectivos. Si ambos hosts admiten el Acuse de recibo selectivo, 
es posible que el destino reconozca los bytes de segmentos discontinuos y el host 
sólo necesitará retransmitir los datos perdidos. 
 
 
6.6.9 Control de flujo. TCP también proporciona mecanismos para el control del 
flujo. El control del flujo contribuye con la confiabilidad de la transmisión TCP 
ajustando la tasa efectiva de flujo de datos entre los dos servicios de la sesión. 
Cuando se le informa al origen que se recibió una cantidad específica de datos en 
los segmentos, puede seguir enviando más datos para esta sesión. 
 
 
El campo de Tamaño de ventana en el encabezado del TCP especifica la cantidad 
de datos que se pueden transmitir antes de que se deba recibir un acuse de 
recibo. El tamaño inicial de la ventana se determina durante el arranque de sesión 
por medio del enlace de tres vías. 
 
 
El mecanismo de retroalimentación del TCP ajusta la velocidad eficaz de 
transmisión de datos al flujo máximo que la red y el dispositivo de destino pueden 
admitir sin pérdidas. TCP intenta gestionar la tasa de transmisión de manera que 
todos los datos se reciban y se reduzcan las retransmisiones. 
 
 
Durante el retraso en la recepción del acuse de recibo, el emisor no enviará 
ningún segmento adicional para esta sesión. En los períodos en los que la red 
está congestionada o los recursos del host receptor están exigidos, la demora 
puede aumentar. A medida que aumenta esta demora, disminuye la tasa de 
transmisión efectiva de los datos para esta sesión. La disminución de la velocidad 
de los datos ayuda a reducir la contención de recursos. 
 
 
6.6.10 Reducción del tamaño de la ventana. Otra forma de controlar el flujo de 
datos es utilizar tamaños de ventana dinámicos. Cuando los recursos de la red 
son limitados, TCP puede reducir el tamaño de la ventana para lograr que los 
segmentos recibidos sean reconocidos con mayor frecuencia. Esto reduce de 
forma efectiva la velocidad de transmisión porque el origen espera que se de 
acuse de recibo de los datos con más frecuencia. 
 
 
El host receptor del TCP envía el valor del tamaño de la ventana al TCP emisor 
para indicar el número de bytes que está preparado para recibir como parte de la 
sesión. Si el destino necesita disminuir la velocidad de comunicación debido a su 
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memoria de búfer limitada, puede enviar un valor más pequeño del tamaño de la 
ventana al origen como parte del acuse de recibo. 
 
 
Después de períodos de transmisión sin pérdidas de datos o recursos limitados, el 
receptor comenzará a aumentar el tamaño de la ventana. Esto reduce la 
sobrecarga de la red, ya que se requiere enviar menos acuses de recibo. El 
tamaño de la ventana continuará aumentando hasta que haya pérdida de datos, lo 
que producirá una disminución del tamaño de la misma. 
 
 
Estas disminuciones y aumentos dinámicos del tamaño de la ventana representan 
un proceso continuo en TCP que determina el tamaño óptimo de la ventana para 
cada sesión del TCP. En redes altamente eficientes, los tamaños de la ventana 
pueden ser muy grandes porque no se pierden datos. En redes donde se tensiona 
la infraestructura subyacente, el tamaño de la ventana probablemente 
permanecerá pequeño. 
 
 
6.7 UDP 
 
 
UDP es un protocolo simple que provee las funciones básicas de la capa de 
transporte. Tiene una sobrecarga mucho menor que el TCP, ya que no está 
orientado a la conexión y no proporciona mecanismos sofisticados de 
retransmisión, secuenciamiento y flujo de control. 
 
 
Esto no significa que las aplicaciones que utilizan UDP no son siempre poco 
confiables. Sólo quiere decir que estas funciones no las contempla el protocolo de 
la capa de transporte y se deben implementar aparte, si fuera necesario. 
 
 
Pese a que es relativamente baja la cantidad total de tráfico UDP que puede 
encontrarse en una red típica, los protocolos clave de la capa de aplicación que 
utiliza UDP incluyen: 
 
 
 Sistema de nombres de dominio (DNS) 
 
 
 Protocolo simple de administración de red (SNMP, Simple Network 
Management Protocol) 
 
 40
 Protocolo de configuración dinámica de host (DHCP) 
 
 
 Protocolo de información de enrutamiento (RIP) 
 
 
 Protocolo de transferencia de archivos trivial (TFTP) 
 
 
 Juegos en línea 
 
 
Algunas aplicaciones, tales como los juegos en línea o VoIP, pueden tolerar la 
pérdida de algunos datos. Si estas aplicaciones utilizaran TCP, experimentarían 
largas demoras, ya que TCP detecta la pérdida de datos y los retransmite. Estas 
demoras serían más perjudiciales para la aplicación que las pequeñas pérdidas de 
datos. Algunas aplicaciones, como DNS, simplemente vuelven a intentar la 
solicitud si no reciben una respuesta y, por lo tanto, no necesitan el TCP para 
garantizar la entrega del mensaje. La baja sobrecarga del UDP es deseada por 
dichas aplicaciones. 
 
 
6.7.1 Reensamble de datagramas UDP. Ya que UDP opera sin conexión, las 
sesiones no se establecen antes de que se lleve a cabo la comunicación, como 
sucede con TCP. Se dice que UDP es basado en transacciones. En otras 
palabras, cuando una aplicación tiene datos que enviar, sólo los envía. 
 
 
Muchas aplicaciones que utilizan UDP envían pequeñas cantidades de datos que 
pueden ajustarse en un segmento. Sin embargo, algunas aplicaciones envían 
cantidades más grandes que deben dividirse en varios segmentos. La PDU del 
UDP se conoce como un datagrama, aunque los términos segmento y datagrama 
se utilizan algunas veces de forma intercambiable para describir una PDU de la 
capa de transporte. 
Cuando se envían datagramas múltiples a un destino, pueden tomar diferentes 
rutas y llegar en el orden equivocado. UDP no mantiene un seguimiento de los 
números de secuencia de la manera en que lo hace TCP. UDP no puede 
reordenar los datagramas en el orden de la transmisión.  
 
 
Por lo tanto, UDP simplemente reensambla los datos en el orden en que se 
recibieron y los envía a la aplicación. Si la secuencia de los datos es importante 
para la aplicación, la misma deberá identificar la secuencia adecuada y determinar 
cómo procesarlos. 
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6.7.2 Procesos y solicitudes del servidor UDP. Al igual que las aplicaciones 
basadas en TCP, a las aplicaciones de servidor con base en UDP se les asignan 
números de puerto bien conocidos o registrados. Cuando se ejecutan estas 
aplicaciones o procesos, aceptan los datos que coincidan con el número de puerto 
asignado. Cuando UDP recibe un datagrama destinado a uno de esos puertos, 
envía los datos de aplicación a la aplicación adecuada en base a su número de 
puerto. 
 
 
6.7.3 Procesos de cliente UDP Como en TCP, la comunicación cliente-servidor la 
inicia una aplicación cliente que solicita datos de un proceso del servidor. El 
proceso de cliente UDP selecciona al azar un número de puerto del rango 
dinámico de números de puerto y lo utiliza como puerto de origen para la 
conversación. El puerto de destino por lo general será el número de puerto bien 
conocido o registrado asignado al proceso del servidor.  
 
 
Los números de puerto de origen seleccionados al azar colaboran con la 
seguridad. Si existe un patrón predecible para la selección del puerto de destino, 
un intruso puede simular el acceso a un cliente de manera más sencilla intentando 
conectarse al número de puerto que tenga mayor posibilidad de estar abierto. 
 
 
Ya que no se crean sesiones con UDP, tan pronto como los datos están listos para 
enviarse y los puertos estén identificados, UDP puede formar el datagrama y 
pasarlo a la capa de red para direccionarlo y enviarlo a la red. 
 
 
Cabe recordar que una vez que el cliente ha elegido los puertos de origen y 
destino, estos mismos puertos se utilizarán en el encabezado de todos los 
datagramas que se utilicen en la transacción. Para la devolución de datos del 
servidor al cliente, se invierten los números de puerto de origen y destino en el 
encabezado del datagrama. 
 
 
6.8 PROTOCOLOS DE ENRUTAMIENTO 
 
 
El enrutamiento requiere que cada salto o router a lo largo de las rutas hacia el 
destino del paquete tenga una ruta para reenviar el paquete. De otra manera, el 
paquete es descartado en ese salto. Cada router en una ruta no necesita una ruta 
hacia todas las redes. Sólo necesita conocer el siguiente salto en la ruta hacia la 
red de destino del paquete. 
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La tabla de enrutamiento contiene información que un router usa en sus 
decisiones al reenviar paquetes. Para las decisiones de enrutamiento, la tabla de 
enrutamiento necesita representar el estado más preciso de rutas de red a las que 
el router puede acceder. La información de enrutamiento desactualizada significa 
que los paquetes no pueden reenviarse al siguiente salto más adecuado, lo que 
causa demoras o pérdidas de paquetes. 
 
 
Esta información de ruta puede configurarse manualmente en el router o 
aprenderse dinámicamente a partir de otros routers en la misma internetwork. 
Después de que se configuran las interfaces de un router y éstas se vuelven 
operativas, se instala la red asociada con cada interfaz en la tabla de enrutamiento 
como una ruta conectada directamente. 
 
 
6.8.1 Enrutamiento estático. Las rutas a redes remotas con los siguientes saltos 
asociados se pueden configurar manualmente en el router. Esto se conoce como 
enrutamiento estático. Una ruta predeterminada también puede configurarse 
estáticamente. 
 
 
Si el router está conectado a otros routers, se requiere conocimiento de la 
estructura de internetworking. Para asegurarse de que los paquetes están 
enrutados para utilizar los mejores posibles siguientes saltos, cada red de destino 
necesita tener una ruta o una ruta predeterminada configurada. Debido a que los 
paquetes se reenvían en cada salto, cada router debe estar configurado con rutas 
estáticas hacia los siguientes saltos que reflejan su ubicación en la internetwork. 
 
 
Además, si la estructura de internetwork cambia o si se dispone de nuevas redes, 
estos cambios tienen que actualizarse manualmente en cada router. Si no se 
realiza la actualización periódica, la información de enrutamiento puede ser 
incompleta e inadecuada, lo que causa demoras y posibles pérdidas de paquetes. 
 
 
6.8.1.1 Cuándo usar rutas estáticas. Las rutas estáticas se deben usar en los 
siguientes casos: 
 
 
 Una red está compuesta por unos pocos routers solamente. En tal caso, el 
uso de un protocolo de enrutamiento dinámico no representa ningún 
beneficio sustancial. Por el contrario, el enrutamiento dinámico agrega más 
sobrecarga administrativa. 
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 Una red se conecta a Internet solamente a través de un único ISP. No es 
necesario usar un protocolo de enrutamiento dinámico a través de este 
enlace porque el ISP representa el único punto de salida hacia Internet. 
 
 
 Una red extensa está configurada con una topología hub-and-spoke. Una 
topología hub-and-spoke comprende una ubicación central (el hub) y 
múltiples ubicaciones de sucursales (spokes), donde cada spoke tiene 
solamente una conexión al hub. El uso del enrutamiento dinámico sería 
innecesario porque cada sucursal tiene un único camino hacia un destino 
determinado, a través de la ubicación central. 
 
 
Generalmente, la mayoría de las tablas de enrutamiento contienen una 
combinación de rutas estáticas y rutas dinámicas. Sin embargo, la tabla de 
enrutamiento debe contener primero las redes conectadas directamente que se 
usan para acceder a estas redes remotas antes de poder usar cualquier 
enrutamiento estático o dinámico. 
 
 
6.8.2 Enrutamiento dinámico. Aunque es esencial que todos los routers en una 
internetwork posean conocimiento actualizado, no siempre es factible mantener la 
tabla de enrutamiento por configuración estática manual. Por eso, se utilizan los 
protocolos de enrutamiento dinámico. Los protocolos de enrutamiento son un 
conjunto de reglas por las que los routers comparten dinámicamente su 
información de enrutamiento. Como los routers advierten los cambios en las redes 
para las que actúan como Gateway, o los cambios en enlaces entre routers, esta 
información pasa a otros routers. Cuando un router recibe información sobre rutas 
nuevas o modificadas, actualiza su propia tabla de enrutamiento y, a su vez, pasa 
la información a otros routers. De esta manera, todos los routers cuentan con 
tablas de enrutamiento actualizadas dinámicamente y pueden aprender sobre las 
rutas a redes remotas en las que se necesitan muchos saltos para llegar. La figura 
muestra un ejemplo de rutas que comparten un router. Entre los protocolos de 
enrutamiento comunes se incluyen: 
 
 
 Protocolo de información de enrutamiento (RIP) 
 
 
 Protocolo de enrutamiento de Gateway interno mejorado (EIGRP) 
 
 
 Open Shortest Path First (OSPF) 
 
 44
Aunque los protocolos de enrutamiento proporcionan routers con tablas de 
enrutamiento actualizadas, existen costos. Primero, el intercambio de la 
información de la ruta agrega una sobrecarga que consume el ancho de banda de 
la red. Esta sobrecarga puede ser un problema, particularmente para los enlaces 
del ancho de banda entre routers. Segundo, la información de la ruta que recibe 
un router es procesada extensamente por protocolos como EIGRP y OSPF para 
hacer las entradas a las tablas de enrutamiento. Esto significa que los routers que 
emplean estos protocolos deben tener suficiente capacidad de procesamiento 
como para implementar los algoritmos del protocolo para realizar el enrutamiento 
oportuno del paquete y enviarlo. 
 
 
El enrutamiento estático no produce sobrecarga en la red ni ubica entradas 
directamente en la tabla de enrutamiento; el router no necesita ningún tipo de 
procesamiento. El costo para un enrutamiento estático es administrativo, la 
configuración manual y el mantenimiento de la tabla de enrutamiento aseguran un 
enrutamiento eficiente y efectivo. En muchas internetworks, la combinación de 
rutas estáticas, dinámicas y predeterminadas se usa para proporcionar las rutas 
necesarias. 
 
 
6.8.2.1 Descubrimiento automático de las redes. El descubrimiento de redes es 
la capacidad de un protocolo de enrutamiento de compartir información sobre las 
redes que conoce con otros routers que también están usando el mismo protocolo 
de enrutamiento. En lugar de configurar rutas estáticas hacia redes remotas en 
cada router, un protocolo de enrutamiento dinámico permite a los routers obtener 
información automáticamente sobre estas redes a partir de otros routers. Estas 
redes, y el mejor camino hacia cada red, se agregan a la tabla de enrutamiento del 
router y se indican como una red detectada por un protocolo de enrutamiento 
dinámico específico. 
 
 
6.8.2.2 Mantenimiento de las tablas de enrutamiento. Después del 
descubrimiento inicial de la red, los protocolos de enrutamiento dinámico 
actualizan y mantienen las redes en sus tablas de enrutamiento. Los protocolos de 
enrutamiento dinámico no sólo deciden acerca del mejor camino hacia diferentes 
redes, también determinan el mejor camino nuevo si la ruta inicial se vuelve 
inutilizable (o si cambia la topología). Por estos motivos, los protocolos de 
enrutamiento dinámico representan una ventaja sobre las rutas estáticas. Los 
routers que usan protocolos de enrutamiento dinámico comparten 
automáticamente la información de enrutamiento con otros routers y compensan 
cualquier cambio de topología sin que sea necesaria la participación del 
administrador de la red. 
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6.8.2.3 Protocolos de enrutamiento IP. Existen varios protocolos de 
enrutamiento dinámico para IP. Éstos son algunos de los protocolos de 
enrutamiento dinámico más comunes para el enrutamiento de paquetes IP: 
 
 
 Protocolo de información de enrutamiento (RIP, Routing Information 
Protocol)  
 
 
 Protocolo de enrutamiento de Gateway interior (IGRP, Interior Gateway 
Routing Protocol) 
 
 
 Protocolo de enrutamiento de Gateway interior mejorado (EIGRP, 
Enhanced Interior Gateway Routing Protocol) 
 
 
 Open Shortest Path First (OSPF) 
 
 
 Intermediate-System-to-Intermediate-System (IS-IS) 
 
 
 Protocolo de gateway fronterizo (BGP, Border Gateway Protocol) 
 
 
6.8.2.4 El propósito de los protocolos de enrutamiento dinámico. Un protocolo 
de enrutamiento es un conjunto de procesos, algoritmos y mensajes que se usan 
para intercambiar información de enrutamiento y completar la tabla de 
enrutamiento con la elección de los mejores caminos que realiza el protocolo. El 
propósito de un protocolo de enrutamiento incluye: 
 
 
 Descubrir redes remotas. 
 
 
 Mantener la información de enrutamiento actualizada. 
 
 
 Escoger el mejor camino hacia las redes de destino. 
 
 
 Poder encontrar un mejor camino nuevo si la ruta actual deja de estar 
disponible. 
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6.8.2.5 Funcionamiento del protocolo de enrutamiento dinámico. Todos los 
protocolos de enrutamiento tienen el mismo propósito, obtener información sobre 
redes remotas y adaptarse rápidamente cuando ocurre un cambio en la topología. 
El método que usa un protocolo de enrutamiento para lograr su propósito depende 
del algoritmo que use y de las características operativas de ese protocolo. Las 
operaciones de un protocolo de enrutamiento dinámico varían según el tipo de 
protocolo de enrutamiento y el protocolo de enrutamiento en sí. En general, las 
operaciones de un protocolo de enrutamiento dinámico pueden describirse de la 
siguiente manera:  
 
 
 El router envía y recibe mensajes de enrutamiento en sus interfaces. 
 
 
 El router comparte mensajes de enrutamiento e información de 
enrutamiento con otros routers que están usando el mismo protocolo de 
enrutamiento. 
 
 
 Los routers intercambian información de enrutamiento para obtener 
información sobre redes remotas.  
 
 
 Cuando un router detecta un cambio de topología, el protocolo de 
enrutamiento puede anunciar este cambio a otros routers. 
 
 
6.8.2.6 La función de los protocolos de enrutamiento dinámico. Los protocolos 
de enrutamiento se usan para facilitar el intercambio de información de 
enrutamiento entre los routers. Estos protocolos permiten a los routers compartir 
información en forma dinámica sobre redes remotas y agregar esta información 
automáticamente en sus propias tablas de enrutamiento.  
 
 
Los protocolos de enrutamiento determinan el mejor camino hacia cada red, que 
luego se agrega a la tabla de enrutamiento. Uno de los principales beneficios de 
usar un protocolo de enrutamiento dinámico es que los routers intercambian 
información de enrutamiento cuando se produce un cambio de topología. Este 
intercambio permite a los routers obtener automáticamente información sobre 
nuevas redes y también encontrar rutas alternativas cuando se produce una falla 
de enlace en la red actual. 
 
 47
En comparación con el enrutamiento estático, los protocolos de enrutamiento 
dinámico requieren menos sobrecarga administrativa. Sin embargo, el costo de 
usar protocolos de enrutamiento dinámico es dedicar parte de los recursos de un 
router para la operación del protocolo, incluso el tiempo de la CPU y el ancho de 
banda del enlace de red. Pese a los beneficios del enrutamiento dinámico, el 
enrutamiento estático aún ocupa su lugar. En algunas ocasiones el enrutamiento 
estático es más apropiado, mientras que en otras, el enrutamiento dinámico es la 
mejor opción. Muy a menudo, se encontrará una combinación de los dos tipos de 
enrutamiento en una red que tiene un nivel de complejidad moderado.  
 
 
6.8.3 Funcionamiento del protocolo de enrutamiento vector distancia. "Vector 
distancia" significa que las rutas se publican como vectores de distancia y 
dirección. La distancia se define en términos de una métrica como el conteo de 
saltos y la dirección es simplemente el router del siguiente salto o la interfaz de 
salida. Los protocolos vector distancia generalmente usan el algoritmo Bellman-
Ford para la determinación del mejor camino. Algunos protocolos vector distancia 
envían en forma periódica tablas de enrutamiento completas a todos los vecinos 
conectados. En las redes extensas, estas actualizaciones de enrutamiento pueden 
llegar a ser enormes y provocar un tráfico importante en los enlaces. 
 
 
Aunque el algoritmo Bellman-Ford eventualmente acumula la información 
suficiente como para mantener una base de datos de las redes en las que se 
puede lograr la conexión, el algoritmo no permite que un router obtenga 
información sobre la topología exacta de una internetwork. El router solamente 
conoce la información de enrutamiento que recibió de sus vecinos.  
 
 
Los protocolos vector distancia utilizan routers como letreros a lo largo de la ruta 
hacia el destino final. La única información que conoce el router sobre una red 
remota es la distancia o métrica para llegar a esa red y qué ruta o interfaz usar 
para alcanzarla. Los protocolos de enrutamiento vector distancia no tienen un 
mapa en sí de la topología de la red. Los protocolos vector distancia funcionan 
mejor en situaciones donde: 
 
 
 La red es simple y plana y no requiere de un diseño jerárquico especial. 
 
 
 Los administradores no tienen suficientes conocimientos como para 
configurar protocolos de link-state y resolver problemas en ellos, 
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 Se están implementando tipos de redes específicos, como las redes hub-
and-spoke y los peores tiempos de convergencia en una red no son motivo 
de preocupación. 
 
 
6.8.4 Protocolos de enrutamiento sin clase. Estos protocolos de enrutamiento 
incluyen la máscara de subred con la dirección de red en sus actualizaciones de 
enrutamiento. Las redes de la actualidad ya no se asignan en función de las 
clases y la máscara de subred no puede determinarse según el valor del primer 
octeto. La mayoría de las redes de la actualidad requieren protocolos de 
enrutamiento sin clase porque admiten VLSM, redes no contiguas. Los protocolos 
de enrutamiento sin clase son RIPv2, EIGRP, OSPF, IS-IS y BGP. 
 
 
6.8.5 Características de los protocolos de enrutamiento. Los protocolos de 
enrutamiento se pueden comparar según las siguientes características: 
 
 
 Tiempo de convergencia: el tiempo de convergencia define con qué rapidez 
los routers de la topología de la red comparten información de enrutamiento 
y alcanzan un estado de conocimiento constante. Cuanto más rápida sea la 
convergencia, más preferible será el protocolo. Los loops de enrutamiento 
pueden ser el resultado de tablas de enrutamiento incongruentes que no se 
han actualizado debido a la lenta convergencia de una red sujeta a 
cambios. 
 
 
 Escalabilidad: la escalabilidad define cuán grande puede ser una red según 
el protocolo de enrutamiento que se implementa. Cuanto más grande sea la 
red, más escalable debe ser el protocolo de enrutamiento. 
 
 
 Sin clase (uso de VLSM) o con clase: Los protocolos de enrutamiento sin 
clase incluyen la máscara de subred de las actualizaciones. Esta función 
admite el uso de la Máscara de subred de longitud variable (VLSM) y una 
mejor sumarización de ruta. Los protocolos de enrutamiento con clase no 
incluyen la máscara de subred y no admiten la VLSM. 
 
 
 Uso de recursos: el uso de recursos incluye los requisitos de un protocolo 
de enrutamiento, como por ejemplo, el espacio de memoria, y la utilización 
de la CPU y el ancho de banda del enlace. Una mayor cantidad de 
requisitos de recursos exige hardware más potente para admitir el 
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funcionamiento del protocolo de enrutamiento además de los procesos de 
reenvío de paquetes. 
 
 
 Implementación y mantenimiento: la implementación y el mantenimiento 
describen el nivel de conocimiento requerido para que un administrador de 
red ponga en práctica y mantenga la red según el protocolo de 
enrutamiento aplicado. 
 
 
6.8.6 Convergencia. La convergencia ocurre cuando todas las tablas de 
enrutamiento de los routers se encuentran en un estado de uniformidad. La red ha 
convergido cuando todos los routers tienen información completa y precisa sobre 
la red. El tiempo de convergencia es el tiempo que los routers tardan en compartir 
información, calcular las mejores rutas y actualización sus tablas de enrutamiento. 
Una red no es completamente operativa hasta que la red haya convergido; por lo 
tanto, la mayoría de las redes requieren tiempos de convergencia breves. 
 
 
La convergencia es cooperativa e independiente al mismo tiempo. Los routers 
comparten información entre sí pero deben calcular en forma independiente los 
impactos del cambio de topología en sus propias rutas. Dado que establecen un 
acuerdo con la nueva topología en forma independiente, se dice que convergen 
sobre este consenso. 
 
 
Las propiedades de convergencia incluyen la velocidad de propagación de la 
información de enrutamiento y el cálculo de los caminos óptimos. Los protocolos 
de enrutamiento pueden clasificarse en base a la velocidad de convergencia; 
cuanto más rápida sea la convergencia, mejor será el protocolo de enrutamiento. 
Por lo general, RIP e IGRP tienen convergencia lenta, mientras que EIGRP y 
OSPF tienen una convergencia más rápida. 
 
 
6.9 PROTOCOLOS DE ENRUTAMIENTO (RIPv2) 
 
 
Con el tiempo, el RIP ha pasado de ser un protocolo de enrutamiento con clase 
(RIPv1) a un protocolo de enrutamiento sin clase (RIPv2). El RIPv2 es un 
protocolo de enrutamiento estandarizado que funciona en un entorno de router de 
fabricante mixto. Los routers fabricados por empresas diferentes pueden 
comunicarse utilizando el RIP. Éste es uno de los protocolos de enrutamiento más 
fáciles de configurar, lo que lo convierte en una buena opción para las redes 
pequeñas. Sin embargo, el RIPv2 todavía tiene limitaciones. Tanto el RIPv1 como 
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el RIPv2 tienen una métrica de ruta que se basa sólo en el conteo de saltos y que 
se limita a 15 saltos. 
 
 
Los protocolos de enrutamiento con clase no incluyen la máscara de subred con la 
dirección de red en las actualizaciones de enrutamiento, lo que puede ocasionar 
problemas con las redes o subredes no contiguas que usan la Máscara de subred 
de longitud variable (VLSM). Como RIPv2 es un protocolo de enrutamiento sin 
clase, las máscaras de subred se incluyen en las actualizaciones del 
enrutamiento, lo que hace que RIPv2 sea más compatible con los entornos de 
enrutamiento modernos. 
 
 
En realidad, RIPv2 es una mejora de las funciones y extensiones de RIPv1, más 
que un protocolo completamente nuevo. Algunas de estas funciones mejoradas 
incluyen: 
 
 
 Direcciones del siguiente salto incluidas en las actualizaciones de 
enrutamiento. 
 
 
 Uso de direcciones multicast en el envío de actualizaciones. 
 
 
 Opción de autenticación disponible. 
 
 
 Admite sumarización manual de ruta. 
 
 
Como RIPv1, RIPv2 es un protocolo de enrutamiento vector distancia. Las dos 
versiones de RIP tienen las siguientes funciones y limitaciones: 
 
 
 Uso de temporizadores de espera y otros temporizadores para prevenir 
loops de enrutamiento. 
 
 
 Uso de horizonte dividido u horizonte dividido con envenenamiento en 
reversa para ayudar también a impedir loops de enrutamiento. 
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 Uso de triggered updates cuando hay un cambio en la topología para lograr 
una convergencia más rápida. 
 
 
 Límite máximo en el conteo de saltos de 15 saltos, con el conteo de saltos 
de 16 que expresa una red inalcanzable. 
 
 
6.9.1 Distancia administrativa. La distancia administrativa (AD) constituye la 
confiabilidad (o preferencia) del origen de la ruta. RIP tiene una distancia 
administrativa predeterminada de 120. Al compararlo con otros protocolos de 
Gateway interior, RIP es el protocolo de enrutamiento menos preferido. IS-IS, 
OSPF, IGRP y EIGRP tienen valores de AD predeterminados inferiores. 
 
 
6.9.2 Comparación de los formatos de mensajes de RIPv1 y RIPv2. RIPv2 se 
define en RFC 1723. Al igual que la versión 1, RIPv2 se encapsula en un 
segmento UDP mediante el puerto 520 y puede transportar hasta 25 rutas. Si bien 
RIPv2 tiene el mismo formato de mensaje básico que RIPv1, se agregan dos 
extensiones importantes.  
 
 
La primera extensión en el formato de mensaje de RIPv2 es el campo de la 
máscara de subred que permite que una máscara de 32 bits se incluya en la 
entrada de ruta de RIP. Como resultado, el router receptor ya no depende de la 
máscara de subred de la interfaz entrante ni de la máscara con clase al determinar 
la máscara de subred para una ruta. 
 
 
La segunda extensión importante para el formato de mensaje de RIPv2 es la 
adición de la dirección de siguiente salto. La dirección del siguiente salto se usa 
para identificar una dirección de siguiente salto mejor que la dirección del router 
emisor, si es que existe. Si el campo se establece todo en ceros (0.0.0.0), la 
dirección del router emisor es la mejor dirección del siguiente salto.  
 
 
6.9.3 RIPv2 y VLSM. Debido a que los protocolos de enrutamiento sin clase como 
RIPv2 pueden transportar la dirección de red y la máscara de subred, no necesitan 
resumir estas redes a sus direcciones con clase en los bordes de redes 
principales. Por lo tanto, los protocolos de enrutamiento sin clase admiten VLSM. 
Los routers que usan RIPv2 ya no necesitan usar la máscara de la interfaz saliente 
para determinar la máscara de subred en la notificación de la ruta. La red y la 
máscara están incluidas de manera explícita en todas las actualizaciones de 
enrutamiento. En las redes que usan un esquema de direccionamiento de VLSM, 
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un protocolo de enrutamiento sin clase es esencial para propagar todas las redes 
junto con las máscaras de subred correctas.  
 
 
6.10 RUTAS ESTÁTICAS SUMARIZADAS 
 
 
6.10.1 Sumarización de ruta. La sumarización de ruta, también conocida como 
agregación de rutas, es el proceso de publicar un conjunto de direcciones 
contiguas como una única dirección con una máscara de subred más corta y 
menos específica.  
CIDR ignora la limitación de los bordes con clase y permite la sumarización con 
las máscaras que son menores que las de la máscara con clase predeterminada. 
Este tipo de sumarización ayuda a reducir la cantidad de entradas en las 
actualizaciones de enrutamiento y disminuye la cantidad de entradas en las tablas 
de enrutamiento locales. Reduce, además, el uso del ancho de banda para las 
actualizaciones de enrutamiento y acelera las búsquedas en las tablas de 
enrutamiento. Las múltiples rutas estáticas se pueden resumir en una sola ruta 
estática si: 
 
 
 Las redes de destino se pueden resumir en una sola dirección de red y  
 
 
 Todas las rutas estáticas utilizan la misma interfaz de salida o la dirección 
IP del siguiente salto. 
 
 
6.10.2 CIDR y sumarizacion de rutas. CIDR usa máscaras de subred de longitud 
variable (VLSM) para asignar direcciones IP a subredes de acuerdo con la 
necesidad individual en lugar de hacerlo según la clase. Este tipo de asignación 
permite que el borde de la red/del host se produzca en cualquier bit de la 
dirección. Las redes, a su vez, se pueden subdividir o dividir en subredes cada vez 
más pequeñas.  
 
 
Del mismo modo que Internet estaba creciendo a un ritmo exponencial a principios 
de la década del noventa, el tamaño de las tablas de enrutamiento que los routers 
de Internet mantenían también estaba creciendo bajo el direccionamiento IP con 
clase. CIDR permitía la agregación de prefijo, que ya conoce como sumarización 
de ruta. "Enrutamiento estático", que se puede crear una única ruta estática para 
varias redes. Las tablas de enrutamiento de Internet ahora podían beneficiarse del 
mismo tipo de agregación de rutas. La capacidad de las rutas para ser 
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sumarizadas en una ruta única ayuda a reducir el tamaño de las tablas de 
enrutamiento de Internet.  
 
 
La propagación de la VLSM y las rutas de superred requiere un protocolo de 
enrutamiento sin clase porque la máscara de subred ya no puede determinarse 
por el valor del primer octeto. La máscara de subred ahora necesita incluirse con 
la dirección de red. Estos protocolos de enrutamiento sin clase incluyen la 
máscara de subred con la dirección de red en la actualización de enrutamiento. 
 
 
6.11 RED CONVERGENTE 
 
 
El teléfono tradicional, la radio, la televisión y las redes de datos informáticos 
tienen su propia versión individual de los cuatro elementos básicos de la red. En el 
pasado, cada uno de estos servicios requería una tecnología diferente para emitir 
su señal de comunicación particular. Además, cada servicio tenía su propio 
conjunto de reglas y normas para asegurar la comunicación exitosa de su señal a 
través de un medio específico. Los avances de la tecnología nos permiten 
consolidar estas redes diferentes en una plataforma: una plataforma que se define 
como una red convergente. El flujo de voz, vídeo y datos que viaja a través de la 
misma red elimina la necesidad de crear y mantener redes separadas. En una red 
convergente todavía hay muchos puntos de contacto y muchos dispositivos 
especializados, (por ejemplo: computadoras personales, teléfonos, televisores, 
asistentes personales y registradoras de puntos de venta minoristas) pero una 
sola infraestructura de red común.  
 
 
6.12 DISPOSITIVOS INTERMEDIARIOS 
 
 
Además de los dispositivos finales con los cuales la gente está familiarizada, las 
redes dependen de dispositivos intermediarios para proporcionar conectividad y 
para trabajar detrás del escenario y garantizar que los datos fluyan a través de la 
red. Estos dispositivos conectan los hosts individuales a la red y pueden conectar 
varias redes individuales para formar una internetwork. Los siguientes son 
ejemplos de dispositivos de red intermediarios: 
 
 
 Dispositivos de acceso a la red (hubs, switches y puntos de acceso 
inalámbrico) 
 
 
 54
 Dispositivos de internetwork (routers) 
 
 
 Servidores y módems de comunicación 
 
 
 Dispositivos de seguridad (firewalls) 
 
 
La administración de datos, así como fluye en la red, es también una función de 
los dispositivos intermediarios. Estos dispositivos utilizan la dirección host de 
destino, conjuntamente con información sobre las interconexiones de la red, para 
determinar la ruta que deben tomar los mensajes a través de la red. Los procesos 
que se ejecutan en los dispositivos de red intermediarios realizan las siguientes 
funciones: 
 
 
 Volver a generar y transmitir las señales de datos. 
 
 
 Conservar información acerca de las rutas que existen a través de la red y 
de internetwork 
 
 
 Notificar a otros dispositivos los errores y las fallas de comunicación 
 
 
 Dirigir los datos a lo largo de rutas alternativas cuando hay una falla en el 
enlace 
 
 
 Clasificar y dirigir mensajes de acuerdo a las prioridades de QoS 
 
 
 Permitir o denegar el flujo de datos de acuerdo a los parámetros de 
seguridad 
 
 
6.12.1 Switch. En los últimos años, los switches se convirtieron rápidamente en 
una parte fundamental de la mayoría de las redes. Los switches permiten la 
segmentación de la LAN en distintos dominios de colisiones. Cada puerto de un 
switch representa un dominio de colisiones distinto y brinda un ancho de banda 
completo al nodo o a los nodos conectados a dicho puerto. Con una menor 
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cantidad de nodos en cada dominio de colisiones, se produce un aumento en el 
ancho de banda promedio disponible para cada nodo y se reducen las colisiones. 
 
 
6.12.1.1 Los nodos se conectan directamente. En una LAN en la que todos los 
nodos están conectados directamente al switch, el rendimiento de la red aumenta 
notablemente. Las tres principales razones de este aumento son: 
 
 
 Ancho de banda dedicado a cada puerto 
 
 
 Entorno libre de colisiones 
 
 
 Operación full-dúplex 
 
 
6.12.1.2 Ancho de banda dedicado Cada nodo dispone del ancho de banda de 
los medios completo en la conexión entre el nodo y el switch. Debido a que un hub 
replica las señales que recibe y las envía a todos los demás puertos, los hubs de 
Ethernet clásica forman un bus lógico. Esto significa que todos los nodos deben 
compartir el mismo ancho de banda para este bus. Con los switches, cada 
dispositivo tiene una conexión punto a punto dedicada entre el dispositivo y el 
switch, sin contención de medios. 
  
 
6.12.1.3 Entorno libre de colisiones. Una conexión punto a punto dedicada a un 
switch también evita contenciones de medios entre dispositivos, lo que permite 
que un nodo funcione con pocas colisiones o ninguna colisión. En una red 
Ethernet clásica de tamaño moderado que utiliza hubs, aproximadamente entre el 
40% y el 50% del ancho de banda se consume en la recuperación por colisiones. 
En una red Ethernet con switch, en la que prácticamente no hay colisiones, el 
gasto destinado a la recuperación por colisiones se elimina casi por completo. 
Esto le proporciona a la red con switches tasas de rendimiento notablemente 
mejoradas. 
 
 
6.12.1.4 Operación full-dúplex El uso de switches también le permite a una red 
funcionar como entorno de Ethernet full-dúplex. Antes de que existieran los 
switches, la Ethernet sólo era half-duplex. Esto implicaba que en un momento 
dado un nodo podía transmitir o recibir. Con la característica full-dúplex habilitada 
en una red Ethernet con switches, los dispositivos conectados directamente a los 
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puertos del switch pueden transmitir y recibir simultáneamente con el ancho de 
banda completo de los medios.  
 
 
La conexión entre el dispositivo y el switch está libre de colisiones. Esta 
disposición efectivamente duplica la velocidad de transmisión cuando se le 
compara con la half-duplex. Por ejemplo, si la velocidad de la red es de 100 Mbps, 
cada nodo puede transmitir una trama a 100 Mbps y, al mismo tiempo, recibir una 
trama a 100 Mbps. 
 
 
6.12.2 Router. Un router es una computadora, al igual que cualquier otra 
computadora; incluso una PC. El primer router, utilizado para la Red de la Agencia 
de Proyectos de Investigación Avanzada (ARPANET), fue el Procesador de 
mensajes de interfaz (IMP). El IMP era una mini computadora Honeywell 316; esta 
computadora dio origen a la ARPANET el 30 de agosto de 1969.  
 
 
Los routers tienen muchos de los mismos componentes de hardware y software 
que se encuentran en otras computadoras, entre ellos: 
  
 
 CPU 
 
 
 RAM 
 
 
 ROM 
 
 
 Sistema operativo 
 
 
6.12.2.1 Los routers se encuentran en el centro de la red. Es posible que los 
usuarios comunes no estén al tanto de la presencia de numerosos routers en su 
propia red o en Internet. Los usuarios esperan poder acceder a las páginas Web, 
enviar mensajes de correo electrónico y descargar música, ya sea si el servidor al 
que están accediendo está en su propia red o en otra red del otro lado del mundo. 
Sin embargo, los profesionales de los sistemas de redes saben que el router es el 
responsable del reenvío de paquetes de red a red, desde el origen al destino final. 
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Un router conecta múltiples redes. Esto significa que tiene varias interfaces, cada 
una de las cuales pertenece a una red IP diferente. Cuando un router recibe un 
paquete IP en una interfaz, determina qué interfaz usar para reenviar el paquete 
hacia su destino. La interfaz que usa el router para reenviar el paquete puede ser 
la red del destino final del paquete (la red con la dirección IP de destino de este 
paquete), o puede ser una red conectada a otro router que se usa para llegar a la 
red de destino. 
 
 
Generalmente, cada red a la que se conecta un router requiere una interfaz 
separada. Estas interfaces se usan para conectar una combinación de Redes de 
área local (LAN) y Redes de área extensa (WAN). Por lo general, las LAN son 
redes Ethernet que contienen dispositivos como PC, impresoras y servidores. Las 
WAN se usan para conectar redes a través de un área geográfica extensa. Por 
ejemplo, una conexión WAN comúnmente se usa para conectar una LAN a la red 
del Proveedor de servicios de Internet (ISP). 
 
 
6.12.2.2 Los routers determinan el mejor camino. La principal responsabilidad 
de un router es dirigir los paquetes destinados a redes locales y remotas 
mediante: 
 
 
 La determinación del mejor camino para enviar paquetes  
 
 
 El reenvío de los paquetes a su destino 
 
 
El router usa su tabla de enrutamiento para determinar el mejor camino para 
reenviar el paquete. Cuando el router recibe un paquete, examina su dirección IP 
de destino y busca la mejor coincidencia con una dirección de red en la tabla de 
enrutamiento del router. La tabla de enrutamiento también incluye la interfaz que 
se utilizará para reenviar el paquete. Cuando se encuentra una coincidencia, el 
router encapsula el paquete IP en la trama de enlace de datos de la interfaz de 
salida. Luego, el paquete se reenvía hacia su destino. 
 
 
Es muy probable que un router reciba un paquete encapsulado en un tipo de 
trama de enlace de datos, como una trama de Ethernet, y al reenviar el paquete, el 
router lo encapsulará en otro tipo de trama de enlace de datos, como el Protocolo 
punto a punto (PPP, Point-to-Point Protocol). La encapsulación de enlace de datos 
depende del tipo de interfaz del router y del tipo de medio al que se conecta. Las 
diferentes tecnologías de enlace de datos a las que se conecta un router pueden 
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incluir tecnologías LAN, como Ethernet, y conexiones seriales WAN, como la 
conexión T1 que usa PPP, Frame Relay y Modo de transferencia asíncrona 
(ATM).  
 
 
Los routers usan protocolos de rutas estáticas y de enrutamiento dinámico para 
detectar redes remotas y crear sus tablas de enrutamiento. Estas rutas y 
protocolos representan el enfoque principal del curso y se analizarán en detalle en 
los siguientes capítulos junto con el proceso que usan los routers al buscar en sus 
tablas de enrutamiento y al reenviar los paquetes. 
 
 
6.12.2.3 Función del router. El router es una computadora diseñada para fines 
especiales que desempeña un rol clave en el funcionamiento de cualquier red de 
datos. Los routers son responsables principalmente de la interconexión de redes 
por medio de: 
 
 
 La determinación del mejor camino para enviar paquetes  
 
 
 El reenvío de los paquetes a su destino 
 
 
Los routers reenvían paquetes mediante la detección de redes remotas y el 
mantenimiento de la información de enrutamiento. El router es la unión o 
intersección que conecta múltiples redes IP. La principal decisión de envío de los 
routers se basa en la información de Capa 3, la dirección IP de destino.  
 
  
La tabla de enrutamiento del router se utiliza para encontrar la mejor coincidencia 
entre la dirección IP de destino de un paquete y una dirección de red en la tabla de 
enrutamiento. La tabla de enrutamiento determinará finalmente la interfaz de 
salida para reenviar el paquete y el router lo encapsulará en la trama de enlace de 
datos apropiada para dicha interfaz de salida. 
 
 
6.13 VOZ SOBRE IP 
 
 
Voz sobre Protocolo de Internet, también llamado Voz IP,  VoIP (por sus siglas 
en inglés), es un grupo de recursos que hacen posible que la señal de voz viaje a 
través de Internet empleando un protocolo IP (Protocolo de Internet). Esto significa 
que se envía la señal de voz en forma digital, en paquetes, en lugar de enviarla en 
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forma digital o analógica, a través de circuitos utilizables sólo para telefonía como 
una compañía telefónica convencional o PSTN. 
 
 
Los Protocolos que se usan para enviar las señales de voz sobre la red IP se 
conocen como protocolos de Voz sobre IP o protocolos IP. Estos pueden verse 
como aplicaciones comerciales de la "Red experimental de Protocolo de Voz" 
(1973), inventada por ARPANET. 
 
 
El tráfico de Voz sobre IP puede circular por cualquier red IP, incluyendo aquellas 
conectadas a Internet, como por ejemplo las redes de área local (LAN). 
 
 
6.13.1 Ventajas. La principal ventaja de este tipo de servicios es que evita los 
cargos altos de telefonía (principalmente de larga distancia) que son usuales de 
las compañías de la Red Pública Telefónica Conmutada (PSTN). Algunos ahorros 
en el costo son debidos a utilizar una misma red para llevar voz y datos, 
especialmente cuando los usuarios tienen sin utilizar toda la capacidad de una red 
ya existente la cual pueden usar para VoIP sin un costo adicional. Las llamadas de 
VoIP a VoIP entre cualquier proveedor son generalmente gratis, en contraste con 
las llamadas de VoIP a PSTN que generalmente cuestan al usuario de VoIP. 
 
 
El desarrollo de codecs para VoIP (aLaw, G.729, G.723, etc.) ha permitido que la 
voz se codifique en paquetes de datos de cada vez menor tamaño. Esto deriva en 
que las comunicaciones de voz sobre IP requieran anchos de banda muy 
reducidos. Junto con el avance permanente de las conexiones ADSL en el 
mercado residencial, éste tipo de comunicaciones, están siendo muy populares 
para llamadas internacionales. 
 
 
Hay dos tipos de servicio de PSTN a VoIP: "Discado Entrante Directo" (Direct 
Inward Dialling: DID) y "Números de acceso". DID conecta a quien hace la llamada 
directamente al usuario VoIP mientras que los Números de Acceso requieren que 
este introduzca el número de extensión del usuario de VoIP. Los Números de 
acceso son usualmente cobrados como una llamada local para quien hizo la 
llamada desde la PSTN y gratis para el usuario de VoIP. Estos precios pueden 
llegar a ser hasta 50 veces más económicos que los precios de operadores 
locales. 
 
 
6.13.2 Funcionalidad. VoIP puede facilitar tareas que serían más difíciles de 
realizar usando las redes telefónicas comunes: 
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 Las llamadas telefónicas locales pueden ser automáticamente enrutadas a 
un teléfono VoIP, sin importar dónde se esté conectado a la red. Uno podría 
llevar consigo un teléfono VoIP en un viaje, y en cualquier sitio conectado a 
Internet, se podría recibir llamadas. 
 
 
 Números telefónicos gratuitos para usar con VoIP están disponibles en 
Estados Unidos de América, Reino Unido y otros países de organizaciones 
como Usuario VoIP. 
 
 
 Los agentes de Call center usando teléfonos VoIP pueden trabajar en 
cualquier lugar con conexión a Internet lo suficientemente rápida. 
 
 
 Algunos paquetes de VoIP incluyen los servicios extra por los que PSTN 
(Red Publica Telefónica Conmutada) normalmente cobra un cargo extra, o 
que no se encuentran disponibles en algunos países, como son las 
llamadas de 3 a la vez, retorno de llamada, remarcación automática, o 
identificación de llamada. 
 
 
6.13.3 Móvil. Los usuarios de VoIP pueden viajar a cualquier lugar en el mundo y 
seguir haciendo y recibiendo llamadas de la siguiente forma: 
 
 
 Los subscriptores de los servicios de las líneas telefónicas pueden hacer y 
recibir llamadas locales fuera de su localidad. Por ejemplo, si un usuario 
tiene un número telefónico en la ciudad de Nueva York y está viajando por 
Europa y alguien llama a su número telefónico, esta se recibirá en Europa. 
Además si una llamada es hecha de Europa a Nueva York, esta será 
cobrada como llamada local, por supuesto el usuario de viaje por Europa 
debe tener una conexión a Internet disponible. 
 
 
 Los usuarios de Mensajería Instantánea basada en servicios de VoIP 
pueden también viajar a cualquier lugar del mundo y hacer y recibir 
llamadas telefónicas. 
 
 
 Los teléfonos VoIP pueden integrarse con otros servicios disponibles en 
Internet, incluyendo videoconferencias, intercambio de datos y mensajes 
con otros servicios en paralelo con la conversación, audio conferencias, 
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administración de libros de direcciones e intercambio de información con 
otros (amigos, compañeros, etc). 
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7. DESARROLLO INGENIERIL 
 
 
7.1 TOPOLOGÍAS 
 
 
Topología Física 
 
 
 63
Topología Lógica 
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7.2 DIRECCIONAMIENTO 
 
 
Tabla 1. Direccionamiento Dispositivos 
 
 
TABLA DE DIRECCIONAMIENTO DISPOSITIVOS DE                                    
ROUTERS Y SWITCH CISCO 
  INTERFAZ DIRECCIÓN IP MASK DE SUBRED 
R1-ISP-A 
S0/0/0 190.60.245.89 * 255.255.255.248 
S0/0/1 190.60.119.137 * 255.255.255.248 
FA0/0 172.150.0.1 255.255.255.0 
        
R2-ISP-B 
S0/0/0 200.93.180.1 * 255.255.255.248 
S0/0/1 200.75.45.177 * 255.255.255.248 
FA0/0 172.60.0.1 255.255.255.0 
        
R1-HOME 
S0/0/0 190.60.245.90 * 255.255.255.248 
S0/0/1 200.75.45.178 * 255.255.255.248 
FA0/0.10 192.168.0.1 255.255.252.0 
FA0/0.20 192.168.4.1 255.255.252.0 
FA0/0.30 192.168.8.1 255.255.252.0 
FA0/0.99 192.168.12.1  255.255.252.0  
        
R2-BACKUP 
S0/0/0 200.93.180.2 * 255.255.255.248 
S0/0/1 190.60.119.138 * 255.255.255.248 
FA0/0.10 192.168.0.1 255.255.252.0 
FA0/0.20 192.168.4.1 255.255.252.0 
FA0/0.30 192.168.8.1 255.255.252.0 
FA0/0.99 192.168.12.1 255.255.252.0 
        
SW-A-1 Vlan 99 192.168.12.5 255.255.252.0 
SW-A-2 Vlan 99 192.168.12.6 255.255.252.0 
SW-B-1 Vlan 99 192.168.12.5 255.255.252.0 
SW-B-2 Vlan 99 192.168.12.8 255.255.252.0 
SW-HOME Vlan 99 192.168.12.10 255.255.252.0 
 
Nota: * El proveedor de ISP A, asigna dos direcciones de red es 
190.60.245.88/29, 190.60.119.136/29 y el proveedor de ISP B asigna otras dos 
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direcciones de red 200.75.45.176/29, 200.93.181.0/29, con pool de direcciones de 
Ip publicas máximo 6, se los entrega directamente al Cliente, para que el 
administrador de red administre las configuraciones necesarias para la red de un 
call center.  
 
 
Tabla 2. Direccionamiento Servidores 
 
 
SERVER INTERFAZ DIRECCIÓN IP 
MASK DE 
SUBRED 
GW POR 
DEFECTO 
DNS 
SERVER 
Domain 
Controller GigabitEthernet 192.168.0.3 255.255.252.0 192.168.0.1 192.168.0.6 
Storage GigabitEthernet 192.168.0.4 255.255.252.0 192.168.0.1 192.168.0.6 
Application GigabitEthernet 192.168.0.5 255.255.252.0 192.168.0.1 192.168.0.6 
Firewall and 
Proxy GigabitEthernet 192.168.0.6 255.255.252.0 192.168.0.1 192.168.0.6 
Communications GigabitEthernet 192.168.0.7 255.255.252.0 192.168.0.1 192.168.0.6 
Web and Mail GigabitEthernet 192.168.0.8 255.255.252.0 192.168.0.1 192.168.0.6 
 
 
Tabla 3. Direccionamiento VLAN 
 
 
VLAN DIR RED BROADCASTS MASK DE SUBRED 
1er. DIR 
VALIDA 
ULT. DIR 
VALIDA 
DEFAULT 
GW 
10 192.168.0.0 192.168.3.255 255.255.252.0 192.168.0.1 192.168.3.254 192.168.0.1 
20 192.168.4.0 192.168.7.255 255.255.252.0 192.168.4.1 192.168.7.254 192.168.4.1 
30 192.168.8.0 192.168.11.255 255.255.252.0 192.168.8.1 192.168.11.254 192.168.8.1 
99 192.168.12.0 192.168.15.255 255.255.252.0 192.168.12.1 192.168.15.254 192.168.12.1 
 
 
Tabla 4. Descripción VLAN 
 
 
VLAN NOMBRE VLAN INTERFAZ HOSTS DESCRIPCIÓN 
10 VLAN - DATOS_CALL FA0/1-9 1022 Estas direcciones de red por cada una 
de las Vlans, están segmentadas de 
acuerdo con la dimensión de 
crecimiento de un Call Center, 
aproximadamente para 1022 hosts. 
20 VLAN - VOZ IP FA0/10-17 1022 
30 VLAN - INALÁMBRICA FA0/18-19 1022 
99 VLAN - ADMON_NATIVA FA0/20-24 1022 
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Tabla 5. Direccionamiento Inalámbrico 
 
 
REDES INALÁMBRICAS 
NOMBRE AP SEGURIDAD KEY VLAN 
AP-A-1 WPA-PERSONAL Abc12345 30 
AP-A-2 WPA-PERSONAL Abc12345 30 
AP-B-1 WPA-PERSONAL Abc12345 30 
AP-B-2 WPA-PERSONAL Abc12345 30 
 
 
7.3 REQUISITOS DEL DISEÑO DE LA RED 
 
 
Las redes de información son esenciales para lograr el éxito en las empresas de 
Call Center. Estas redes conectan a las personas, admiten aplicaciones y 
servicios, y proporcionan acceso a los recursos que mantienen el funcionamiento 
correcto de este tipo de organizaciones. Para cumplir con los requisitos diarios de 
los Call Centers, las redes de este tipo de organización tienen un alto nivel de 
complejidad. 
 
 
En la actualidad, en los Call Centers se debe procurar la prestación de servicio a 
los clientes las 24 horas. Esto significa que la red propuesta estará disponible casi 
el 100% del tiempo. La red será lo suficientemente inteligente como para 
protegerse automáticamente de los incidentes de seguridad imprevistos. También 
podrá adaptarse a las cargas de tráfico cambiantes para mantener tiempos de 
respuesta constantes en las aplicaciones. Dentro de los requisitos que la red de 
Call Center posee se debe destacar:  
 
 
 La red estará activa a toda hora, incluso en caso de falla en los enlaces, en 
el equipo y en condiciones de sobrecarga. 
 
 
 Es eficiente en el direccionamiento y en el enrutamiento de la red. 
 
 
 Se ubican los servidores dentro de una granja de servidores. 
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 Se facilita la agregación de  nuevos servicios de red que se necesiten en los 
Call Centers. 
 
 
 Se entregara aplicaciones de manera confiable y proporcionara tiempos de 
respuesta razonables de host a host. 
 
 
 Es segura. Se  protegen los datos que se transmiten a través de la misma, 
al igual que los datos almacenados en los dispositivos que se conectan a 
ella.  
 
 
 La red es fácil de modificar para adaptarse a un futuro crecimiento de la red 
y a los cambios generales que los Call Centers pudieran presentar. 
 
 
Es decir que el diseño de la red de Call Center, está consolidada con estas cuatro 
cualidades fundamentales: 
 
 
 Escalabilidad: El diseño de red es escalable, garantizando el futuro 
crecimiento para incluir nuevas terminales de trabajo, nuevos dispositivos y 
poder soportar nuevas aplicaciones sin que estas situaciones tengan un 
impacto negativo en el nivel de servicio que se da a los usuarios. 
 
 
 Disponibilidad: El diseño de la red estará disponible, ofreciendo un 
rendimiento consistente y confiable las 24 horas del día, los 7 días de la 
semana. Además, la falla de un solo enlace o una parte del equipo no 
impacta significativamente en el rendimiento de la red. 
 
 
 Seguridad: Se ubican dispositivos de seguridad, filtros y funciones de 
firewall, fundamentalmente protegiendo los recursos de la red y las 
conexiones entrantes y salientes en la red. 
 
 
 Facilidad de administración: El posible administrador de la red estará en 
capacidad de administrar y respaldar la red del Call Center. La red no es  
muy compleja ni difícil de mantener, lo que genera un funcionamiento eficaz 
y eficiente. 
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Para dar cumplimiento a estas cuatro cualidades el diseño tiene una arquitectura 
que permite la flexibilidad y el crecimiento.  
 
 
7.4 DISEÑO JERÁRQUICO 
 
 
Igualmente se optó por un diseño de red jerárquico en el que se agruparan los 
dispositivos en varias redes mediante un enfoque en capas, dividiendo la red en 
bloques más pequeños, que permite una administración mucho más fácil del 
tráfico de orden local, garantizando el control del broadcast y una red con buenos 
tiempos de respuesta. 
 
 
7.5 CAPA DE NÚCLEO 
 
 
En esta capa los routers proporcionan conectividad de alta velocidad, conectividad 
a la granja de servidores. También se incluyeron enlaces a los dispositivos con el 
fin de disponer de Internet y acceso a la WAN. 
 
 
Los objetivos de la capa de núcleo dentro de este diseño de red son: 
 
 
 Proporcionar un 100% de tiempo de actividad. 
 
 
 Maximizar el rendimiento. 
 
 
 Facilitar el crecimiento de la red. 
 
 
En esta capa también se empleo enlaces redundantes que garantizan que los 
dispositivos de red puedan encontrar caminos alternativos para enviar datos en 
caso de falla. Los routers ubicados en la capa núcleo, poseen enlaces 
redundantes que pueden utilizarse para realizar el balanceo de carga, además de 
proporcionar respaldo. Se dispone de una topología de malla parcial, en la cual los 
routers se conectan entre sí, lo cual creara una redundancia suficiente. 
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7.6 PRIORIDAD DEL TRÁFICO DE LA RED 
 
 
Se establecerá una red que sea resistente a fallas y que pueda recuperar su 
funcionamiento lo más rápido posible en el caso que se presente una falla. Se 
establecerán componentes redundantes aunque esta acción aumentara los 
costos, pero vale la pena invertir en ellos. 
 
 
7.7 CONVERGENCIA DE RED 
 
 
Se escogió el protocolo de enrutamiento RIPv2 teniendo en cuenta que es un 
protocolo dinámico, adicionalmente el tamaño de la red no es muy grande, 
logrando que este protocolo funcione a la perfección en este diseño de red, 
garantizando una recuperación rápida de la red en el caso que se presenten fallas 
tanto en los dispositivos o en los enlaces. 
 
 
Igualmente los dispositivos de tienen la información completa y precisa sobre la 
red, facilitando el tiempo de convergencia de la red ante cualquier cambio en la 
topología gracias a este protocolo.  
 
 
Se empleo un diseño de direccionamiento de red adecuado y se empleo 
sumarización en todas las capas del diseño, que ayudara a la eficiencia del 
protocolo de enrutamiento (RIPv2) para reaccionar ante una falla. 
 
 
7.8 CAPA DE DISTRIBUCIÓN 
 
 
En esta capa se utilizaron dispositivos como switches multicapas y switches capa 
2, proporcionando diferentes funciones que son de vital importancia para cumplir 
con un diseño de red adecuado. Estas funciones incluyen: 
 
 
 Filtrar y administrar los flujos del tráfico 
 
 
 Exigir el cumplimiento de las políticas de control de acceso 
 
 
 Resumir rutas antes de publicarlas en el núcleo 
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 Aislar el núcleo de las interrupciones o fallas de la capa de acceso  
 
 
 Enrutar entre las VLAN de la capa de acceso 
 
 
Se configuraron enlaces troncales entre los switches tanto de la capa de 
distribución como de la capa de acceso que permite el transporte de tráfico 
perteneciente a múltiples VLAN entre los dispositivos pertenecientes al mismo.  
 
 
Se tuvo en cuenta enlaces redundantes entre los switches de la capa de 
distribución, que permitirá balancear la carga del tráfico a través de estos enlaces, 
mejorando el rendimiento del ancho de banda disponible para las aplicaciones 
utilizadas en el Call Center. 
En esta capa se siguió manejando una topología de malla parcial, proporcionando 
un número suficiente de rutas redundantes, asegurando que el diseño de red 
pueda sobrevivir a una posible falla en un dispositivo o enlace.  
 
 
7.9 DOMINIO DE FALLAS 
  
 
El dominio de fallas definirá la porción de la red que posiblemente se verá 
afectada cuando falle una aplicación de red o un dispositivo. 
 
 
El diseño se centro en procurar evitar que se presenten fallas, debido a que esto 
puede afectar de manera considerable la red en su totalidad. Como se decidió 
optar por un diseño jerárquico de la red es mucho más sencillo y menos costoso  
controlar el tamaño de fallas en la capa de distribución, permitiendo contener los 
errores de la red en un área más pequeña y así impedir que la mayoría de los 
usuarios finales se vean afectados.  
 
 
7.10 CREACIÓN DE UNA RED REDUNDANTE 
 
 
Se diseño una  red redundante que reduce el tiempo de inactividad de la misma. 
Los switches de la capa de distribución tendrán conexiones redundantes, con los 
dispositivos en la capa de acceso y con los dispositivos en la capa de núcleo.  
Si dado el caso llegara a fallar un dispositivo o un enlace, estas conexiones están 
en capacidad de proporcionar rutas alternativas. Los dispositivos reaccionarían 
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rápidamente ante fallas que se presenten en los enlaces, por tal razón no 
afectarían el funcionamiento correcto de la red. Igualmente la utilización de varias 
conexiones entre los switches, pueden provocar un comportamiento inestable en 
la red, por tal razón se eligió la activación del protocolo RSTP (Rapid Spanning 
Tree) con lo que se respalda que los enlaces redundantes no puedan causar 
tormentas de broadcast. 
 
 
7.11 FILTRADO DEL TRÁFICO 
 
 
Para controlar tráfico, se implementara en el diseño de red las listas de control de 
acceso (ACL, Access control lists), especialmente en la capa de distribución, lo 
que limita el acceso y evita que el tráfico no deseado ingrese a la red. Estas listas 
de control de acceso aceptan o deniega el tráfico que intenta viajar a través de la 
interfaz de los routers de salida y entrada a la red. 
 
 
7.12 CAPA DE ACCESO  
 
 
La capa de acceso representa el extremo de la red donde se conectan los 
switches, como las estaciones de trabajo, portátiles, pda, etc.  
 
 
La capa de acceso de la infraestructura del Call Center utiliza la tecnología de 
conmutación de los switches de capa 2 para proporcionar acceso a la red. El 
acceso se hace a través de una infraestructura cableada permanente o mediante 
puntos de acceso inalámbrico. El equipo del armario de cableado suministra 
potencia a los dispositivos finales como teléfonos IP y puntos de acceso 
inalámbrico.  
 
 
La red informática de Call Center moderna implica mucho más que sólo 
computadoras personales e impresoras conectadas a la capa de acceso. Muchos 
dispositivos diferentes pueden se conectan a esta red IP, entre ellos: 
 
 
 Teléfonos IP 
 
 
 Sistemas de videoconferencia 
 
 72
Se implementaron mejoras en la facilidad de administración de la capa de acceso, 
la administración de la capa de acceso es esencial debido a lo siguiente: 
 
 
 El aumento en la cantidad y en los tipos de dispositivos que se conectan a 
la capa de acceso 
 
 
 La introducción de puntos de acceso inalámbrico dentro de la LAN. 
  
 
Se proporciono conectividad básica en la capa de acceso y se considero lo 
siguiente: 
 
 
 Arquitectura VLAN 
 
 
 Patrones de tráfico 
 
 
 Estrategias de prioridad  
 
 
Se obtuvo un diseño eficiente mejorando la facilidad de administración y el 
respaldo constante de la red al realizar lo siguiente: 
 
 
 Garantizar que la red no se vuelva demasiado compleja 
 
 
 Permitir una resolución de problemas sencilla cuando se presenta un 
problema  
 
 
 Facilitar la incorporación de nuevas funciones y servicios en el futuro 
 
 
7.13 VLAN SEGREGAN Y CONTROLAN TRÁFICO 
 
 
Se  utilizan VLAN y subredes IP para segregar grupos de usuarios y tráfico dentro 
de la red de la capa de acceso. Se utilizaron VLAN para crear redes de grupo de 
trabajo dentro de la red. Igualmente se utilizaron VLAN  para separar y clasificar 
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flujos de tráfico, además de controlar el tráfico de broadcast y admitir aplicaciones 
especiales, como servicios de roaming y teléfonos IP.  Se asocio una única subred 
IP con una única VLAN. El direccionamiento IP en la capa de acceso permite que 
el diseño proporcione escalabilidad de toda la red. 
 
 
7.14 SEGURIDAD EN EL EXTREMO DE LA RED 
 
 
Solo se permite que accedan a la red  los dispositivos autenticados y conocidos 
que hacen parte de la red  limitando la capacidad de los intrusos de ingresar a la 
red, teniendo en cuenta igualmente los dispositivos inalámbricos. 
 
 
7.15 MEDIDAS DE SEGURIDAD 
 
 
Las siguientes medidas proporcionan seguridad adicional a los dispositivos de red 
en la capa de acceso: 
 
 
 Se configuraron contraseñas seguras 
 
 
 Se utilizo SSH para administrar dispositivos 
 
 
 Se deshabilitaron los puertos sin utilizar  
 
 
Se garantizo la seguridad de puerto de los switches, teniendo el control de acceso 
a la red, respaldando que solo los dispositivos confiables y conocidos tengan 
acceso a la red. 
 
 
7.16 LA GRANJA DE SERVIDORES Y LA SEGURIDAD 
 
 
Se dispuso la creación de una granja de servidores ofreciendo los siguientes 
beneficios: 
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 El tráfico de la red entra y sale de la granja de servidores en un punto 
definido. Esta configuración facilita la seguridad, el filtrado y la priorización 
del tráfico. 
 
 
 Los enlaces redundantes de alta capacidad se instalaron en los servidores 
y  la LAN principal.  
 
 
 Se  proporciona el balanceo de carga y la migración en caso de fallos entre 
los servidores y entre los dispositivos de red. 
 
 
7.17 SEGURIDAD FIREWALLS 
 
 
Los servidores del centro de datos pueden ser blancos de ataques 
malintencionados y por esta razón se garantizo su  protección. Se emplearon  
firewalls para proporcionar un nivel básico de seguridad cuando los usuarios 
externos e internos intentan acceder a Internet.  Igualmente se utilizaron: 
 
 
 Firewalls 
 
 
 Características de seguridad del switch de la LAN 
 
 
 Sistemas de prevención y detección de intrusión basados en la red y en el 
host 
 
 
 Balanceadores de carga 
 
 
7.18 LA RED INALÁMBRICA 
 
 
La red inalámbrica está disponible para los empleados corporativos y personas 
autorizadas por el Call Center, proporcionando áreas de cobertura para la red y 
ubicaciones óptimas para los puntos de acceso inalámbrico. Además, la red 
inalámbrica es segura y fácil de usar debido a su correcta configuración.  
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El Call Center puede ofrecer  los siguientes servicios: 
 
 
 Acceso inalámbrico libre para visitantes y proveedores 
 
 
 Acceso inalámbrico seguro para sus empleados móviles 
 
 
 Conectividad confiable para teléfonos IP inalámbricos 
 
 
Cuando los visitantes y proveedores se encuentran en un sitio de la empresa, a 
obtendrán acceso a los sitios Web y correos electrónicos. Este tipo de acceso es 
fácil de utilizar y no está encriptado mediante la privacidad equivalente por cable 
(WEP, Wired Equivalent Privacy) o el acceso protegido Wifi (WPA, Wi-Fi Protected 
Access). Para permitir a los usuarios visitantes conectarse a la red, se transmite el 
identificador del servicio (SSID, service set identifier) del punto de acceso.  
 
 
Los usuarios visitantes generalmente accederan a la red inalámbrica de la 
siguiente manera: abren una ventana del explorador y aceptan una política de uso 
determinada. El sistema de registro de visitantes documenta la información del 
usuario y la dirección de hardware, y luego comienza a conectar el tráfico IP.  
 
 
Se separo los usuarios internos en una VLAN diferente para permitirles un acceso 
exclusivo. Se implementaron prácticas inalámbricas como: 
 
 
 SSID sin broadcast 
 
 
 Encriptación segura 
 
 
 Autenticación de usuario 
 
 
 Tunneling de red privada virtual (VPN, Virtual Private Network) para datos 
vulnerables 
 
 
 Firewall y prevención de intrusión 
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7.19 CONSIDERACIONES DE DISEÑO PARA LA WAN 
 
 
Es el área donde la red empresarial se conecta a redes externas. Los routers en el 
margen empresarial proporcionan conectividad entre la infraestructura interna del 
Call Center e Internet. La conectividad WAN se alquila de un proveedor externo 
que presta servicios de telecomunicaciones.  
 
 
Se administra las colas de datos aplicando una estrategia de calidad de servicio 
(QoS, Quality of Service). Dando como resultado que no se formen cuellos de 
botella entre la LAN y la WAN.  
 
 
Debido a que no siempre se conoce a los usuarios y servicios a los que se accede 
a través de los routers extremos. Se implemento una detección de intrusión y una 
inspección de firewall con estado a fin de proteger la red interna del Call Center 
ante posibles amenazas. 
 
 
7.20 EQUIPOS UTILIZADOS 
 
 
 Seis  Servidores 
 
 
 Dos Routers 1841 Home y Backup (Vease Anexo A) 
 
 
 Dos Routers 1841 ISP A y B con sus respectivos server 
 
 
 Switch Capa 3 Catalys 3560 (Vease Anexo B) 
 
 
 Seis Switch Capa 2 2960 (Vease Anexo C) 
 
 
 Cinco Access point  
 
 
 Teléfonos IP  
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7.21 COSTOS 
 
 
COTIZACIÓN - INSTALACIÓN DE RED CALL CENTER 
Nombre Vr. Unitario Cantidad Total 
Router Cisco 1841  $     700.000,00  4  $    2.800.000,00 
Switch 2960 Cisco  $  2.700.000,00  6  $  16.200.000,00 
Switch 3560 Cisco  $  6.500.000,00  1  $    6.500.000,00 
Servido Hp Ml350  $  3.500.000,00  6  $  21.000.000,00 
Acces Point Aironet Cisco  $     600.000,00  4  $    2.400.000,00 
Cable UTP Cat 6 305mts  $     350.000,00  3  $    1.050.000,00 
Canaleta 600 mts  $     600.000,00  3  $    1.800.000,00 
Roseta Pto. de Red  $       10.000,00  200  $    2.000.000,00 
Conectores Rj45  $             800,00  200  $       160.000,00 
Rack  $     800.000,00  2  $    1.600.000,00 
 Total Instalación  $  55.510.000,00  
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8. RECOMENDACIONES 
 
 
 Si se desea utilizar dispositivos intermediarios diferentes a la marca CISCO, 
se deberá hacer un nuevo estudio, demostrando que el diseño de red será 
igualmente eficiente y eficaz. 
 
 
 Se recomienda en caso de una futura implementación de la red, que se 
implementes políticas de seguridad que garanticen un correcto uso de la 
red, para no impedir su buen funcionamiento. 
 
 
 Durante el diseño de la red, hay que tener en cuenta las compatibilidades 
que existen hoy en día entre los dispositivos de redes Ciscos y entre otros, 
de las cuales son comunes en los Routers, Switch y Router inalámbricos. 
 
 
 Hay que estar monitoreando y dar soporte en la red, que nos permitiría la 
identificación y documentación de los errores que producen en la calidad de 
servicios ofrecidos y el estado general de la red en un lapso de tiempo. 
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9. CONCLUSIONES 
 
 
 Los requisitos que debe cumplir una red, siempre deben estar 
acompañados de las necesidades que tenga una organización para cumplir 
con sus objetivos propuestos. 
 
 
 Un diseño jerárquico de red permite una correcta utilización de los equipos 
intermediarios Cisco, garantizando un buen rendimiento de la red. 
 
 
 Un buen direccionamiento de la red permite una adecuada administración 
por parte de un administrador de la red, tanto de equipos finales como de 
dispositivos intermediarios. 
 
 
 De acuerdo con la administración de red que se aplico para un Call Center, 
nos permite obtener mejores resultados en la calidad de servicios para el 
usuario final. 
 
 
 Durante el desarrollo de diseño y administración de red, podemos identificar 
los posibles problemas y consecuencias que se puede presentar en nuestra 
vida diaria, sobre implementación, adquisición de recursos, el manejo de las 
configuraciones de las redes, seguridad, logística, ya que estos factores 
afectan la calidad de servicios, toma de decisiones inadecuadas  y un mal 
funcionamiento de las redes. 
 
 
 Implementando una buena seguridad y logística, aprovechando lo mejor 
que nos ofrecen las maquinas de Cisco, podemos tener una red muy 
segura y confiable en la funcionalidad total de la red 
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ANEXO A 
 
 
CISCO 1841 INTEGRATED SERVICES ROUTER 
 
 
Los routers de la serie Cisco 1800 de servicios integrados incluye el router Cisco 
1841, que es un router exclusivamente de datos. Los modelos de router Cisco 
1841 admiten tarjetas de interfaz WAN (WIC), tarjetas de interfaz de voz/WAN 
(VWIC) en modo de sólo datos, tarjetas de interfaz WAN de ancho simple y alta 
velocidad (HWIC) y módulos de integración avanzada (AIM). 
 
General 
Tipo de dispositivo Encaminador 
Factor de forma Externo - modular - 1U 
Cantidad de módulos instalados (máx.) 0 (instalados) / 3 (máx.) 
Anchura 34.3 cm 
Profundidad 27.4 cm 
Altura 4.4 cm 
Peso 2.7 kg 
 
 
 
 
Conexión de redes 
Tecnología de conectividad Cableado 
Protocolo de interconexión de 
datos 
Ethernet, Fast Ethernet 
Red / Protocolo de transporte IPSec 
Protocolo de gestión remota SNMP, HTTP, SSH-2 
Características Protección firewall, compresión del hardware, 
asistencia técnica VPN, soporte VLAN, 
Intrusion Detection System 
(IDS), Sistema de prevención de intrusiones (IPS), 
 
 
 
Memoria 
Memoria RAM 128 MB (instalados) / 384 MB (máx.) - SDRAM 
Memoria Flash 32 MB (instalados) / 128 MB (máx.) 
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Diverso 
Kit de montaje en bastidor Opcional 
Algoritmo de cifrado DES, Triple DES, SSL, AES de 128 bits, AES de 192 bits, 
 
AES de 256 bits 
Método de autentificación Secure Shell v.2 (SSH2) 
Cumplimiento de normas CSA, CTR 21, CISPR 22 Class A, CISPR 24, EN 60950, EN 
 
61000-3-2, IEC 61000-4-11, IEC 61000-4-2, IEC 61000-4-3, 
 
IEC 61000-4-4, IEC 61000-4-5, IEC 61000-4-6, EN 
 
61000-3-3, EN55024, EN55022 Class A, EN50082-1, EN 
 
61000-4-4, EN 61000-4-2, EN 61000-4-3, EN 61000-4-6, 
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ANEXO B 
 
 
Cisco Catalyst 3560-24PS-E son 
 
 
APROBACIONES REGULADORAS 
Cumplimiento de estándares del mercado: IEEE 802.1s, IEEE 802.1w, IEEE 
802.1x, IEEE 802.3ad, IEEE 802.3af, IEEE 802.3x, IEEE 802.1D, IEEE 802.1p, 
IEEE 802.1Q VLAN, IEEE 802.3, IEEE 802.3u, IEEE 802.3z 
Emisiones electromagnéticas: FCC Part 15 Class A, EN 55022: 1998 (CISPR22), 
EN 55024: 1998 (CISPR24), VCCI Class A, AS/NZS 3548 Class A, CE, CNS 
13438 Class A, MIC 
Seguridad: UL 60950, CAN/CSA C22.2, TUV/GS to EN 60950:2000, CB to IEC 
60950, NOM-019-SCFI, CE 
 
 
CARACTERíSTICAS DE MANEJO 
Administración de Web-based: Si 
Calidad de servicio (QoS) soporte: Si 
Plataforma de gestión: Cisco IOS CLI, Cisco Network Assistant, SAA 
Tipo de interruptor: Administrado 
 
 
CONDICIONES AMBIENTALES 
Alcance de temperatura operativa: 0 - 45 °C 
Altitud operacional: 3049 m 
Humedad relativa: 10 - 85 % 
Temperatura: -25 - 70 °C 
 
 
CONECTIVIDAD 
Cantidad de puertos: 28 
Cantidad de puertos SFP : 4 
Ethernet LAN (RJ-45) cantidad de puertos: 24 
Tecnología de cableado: 10Base-T, 100Base-TX 
 
 
CONTRO DE ENERGíA 
Consumo energético: 45 W 
Energía sobre Ethernet (PoE), soporte: Si 
Requisitos de energía: 100-240 VAC, 3.0-1.5A, 50-60Hz 
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DETALLES TéCNICOS 
Cantidad de rutas: 11000 
Source data-sheet: ICEcat.biz 
ILUMINACIóN/ALARMAS 
ConectividadLEDs: Si 
Energía LED: Si 
 
 
MEMORIA 
Memoria Flash: 32 MB 
Memoria interna: 128 MB 
 
 
PESO Y DIMENSIONES 
Apilabre: No 
Dimensiones (Ancho x Profundidad x Altura): 445 x 378 x 44 mm 
Montaje en bastidor: 1U 
Peso: 3900 g 
 
 
PROTOCOLOS 
Protocolo de conmutación: EIGRP, IPv6, DTP, PAgP, DHCP,HSRP, TCP, UDP 
Protocolos de gestión: IGMP, RMON, SNMP, Telnet 
 
 
RED 
Adición de vínculos: Si 
Alcance limitado: Si 
Auto MDI/MDI-X: Si 
Características de red: Ethernet, Fast Ethernet 
Control de Tormentas de Broadcast: Si 
DHCP, servidor: Si 
Guardar y remitir: Si  
IGMP snooping: Si 
IP routing: Si 
Jumbo Frames, soporte: Si 
Soporte de control flow: Si 
Spanning tree protocol: Si 
Tamaño de la tabla de direcciones: 12000 entradas 
 
 
SEGURIDAD 
Aceso a lista de control (ACL): Si 
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TRANSMISIóN DE DATOS 
Capacidad de conmutación: 32 Gbit/s 
Full dúplex: Si 
Tasa de transferencia (máx): 0.1 Gbit/s 
Tasa de transferencia de datos(min/max): 10/100 Mbps 
Velocidad de transferencia (paquete): 6.5 Mpps 
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ANEXO C 
 
 
SWITCH CISCO 2960 
 
 
Performance and Scalability Numbers for All Switch Models 
Forwarding Bandwidth 16 Gbps (2960), 50 Gbps (2960-S) 
Flash Memory 32 MB (2960), 64 MB (2960-S) 
Memory DRAM 64 MB (2960), 128 MB (2960-S) 
Max VLANs 64 
VLAN IDs 4000 
Maximum Transmission Unit (MTU) Up to 9000 bytes 
Jumbo Frames 9016 bytes (2960), 9216 bytes (2960-S) 
 
 
Connectors and Cabling and Indicators 
 
 
 10BASE-T ports: RJ-45 connectors, 2-pair Category 3, 4, or 5 unshielded 
twisted-pair (UTP) cabling 
 
 
 100BASE-TX ports: RJ-45 connectors, 2-pair Category 5 UTP 
cabling1000BASE-T ports: RJ-45 connectors, 4-pair Category 5 UTP 
cabling 
 
 
 1000BASE-T SFP-based ports: RJ-45 connectors, 4-pair Category 5 UTP 
cabling 
 
 
 1000BASE-SX, -LX/LH SFP-based ports: LC fiber connectors (single- and 
multimode fiber) 
 
 
 100BASE-FX: LC fiber connectors (single- and multimode fiber) 
 
 
 Customers can provide power to a switch only by using the internal power 
supply. The connector is located at the back of the switch. These switches 
do not have a redundant-power-supply port. 
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 The internal power supply is an auto-ranging unit 
 
 
 The internal power supply supports input voltages between 100 and 240 
VAC 
 
 
 Use the supplied AC power cord to connect the AC power connector to an 
AC power outlet 
 
 
 Per-port status: Link integrity, disabled, activity, speed, and full duplex 
 
 
 System status: System, link status, link duplex, PoE, and link speed 
 
 
 The Cisco Catalyst 2960-S with SFP+ does not support the GLC-FE-100BX, 
GLC-FE-100FX, or GLC-FE-100LX 
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ANEXO D 
 
 
CONFIGURACIÓN ROUTER CISCO R1-ISP-A 
 
 
Current configuration : 1125 bytes 
! 
version 12.4 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
no service password-encryption 
! 
hostname R1-ISP-A 
! 
enable secret 5 $1$mERr$hx5rVt7rPNoS4wqbXKX7m0 
! 
no ip domain-lookup 
! 
interface FastEthernet0/0 
 ip address 172.150.0.1 255.255.255.0 
 duplex auto 
 speed auto 
! 
interface FastEthernet0/1 
 no ip address 
 duplex auto 
 speed auto 
 shutdown 
! 
interface Serial0/0/0 
 description "Configuracion Ip Publica al Router Home" 
 ip address 190.60.245.89 255.255.255.248 
 clock rate 64000 
! 
interface Serial0/0/1 
 description "Configuracion Ip Publica al Router Backup" 
 ip address 190.60.119.137 255.255.255.248 
 clock rate 64000 
! 
interface Vlan1 
 no ip address 
 shutdown 
! 
router rip 
 89
 network 172.150.0.0 
 network 190.60.0.0 
! 
ip classless 
ip route 0.0.0.0 0.0.0.0 190.60.245.90  
ip route 0.0.0.0 0.0.0.0 190.60.119.138  
! 
no cdp run 
! 
banner motd ^C "*****Para Ingresar, Contacte con el Administrador de red*****" 
^C 
! 
line con 0 
 password class 
 login 
line vty 0 4 
 password classvty 
 login 
line vty 5 15 
 password classvty 
 login 
! 
end 
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ANEXO E 
 
 
CONFIGURACIÓN ROUTER CISCO R1-ISP-B 
 
 
Current configuration : 1066 bytes 
! 
version 12.4 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
no service password-encryption 
! 
hostname R2-ISP-B 
! 
enable secret 5 $1$mERr$hx5rVt7rPNoS4wqbXKX7m0 
! 
! 
no ip domain-lookup 
! 
interface FastEthernet0/0 
 ip address 172.60.0.1 255.255.255.0 
 duplex auto 
 speed auto 
! 
interface FastEthernet0/1 
 no ip address 
 duplex auto 
 speed auto 
 shutdown 
! 
interface Serial0/0/0 
 description "Configuracion Ip Publica al Router Backup" 
 ip address 200.93.180.1 255.255.255.248 
 clock rate 64000 
! 
interface Serial0/0/1 
 description "Configuracion Ip Publica al Router Home" 
 ip address 200.75.45.177 255.255.255.248 
 clock rate 64000 
! 
interface Vlan1 
 no ip address 
 shutdown 
! 
 91
ip classless 
ip route 0.0.0.0 0.0.0.0 200.93.181.2  
ip route 0.0.0.0 0.0.0.0 200.75.45.178  
! 
no cdp run 
! 
banner motd ^C "*****Para Ingresar, Contacte con el Administrador de red*****" 
^C 
! 
line con 0 
 password class 
 login 
line vty 0 4 
 password classvty 
 login 
line vty 5 15 
 password classvty 
 login 
! 
end 
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ANEXO F 
 
 
CONFIGURACIÓN ROUTER CISCO R1-HOME 
 
 
Current configuration : 2090 bytes 
! 
version 12.4 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
no service password-encryption 
! 
hostname R1-HOME 
! 
enable secret 5 $1$mERr$hx5rVt7rPNoS4wqbXKX7m0 
! 
ip dhcp excluded-address 192.168.0.1 192.168.0.50 
ip dhcp excluded-address 192.168.4.1 192.168.4.50 
ip dhcp excluded-address 192.168.8.1 192.168.8.50 
ip dhcp excluded-address 192.168.12.1 192.168.12.50 
! 
ip dhcp pool vlan10 
 network 192.168.0.0 255.255.252.0 
 default-router 192.168.0.1 
 dns-server 192.168.0.6 
ip dhcp pool vlan20 
 network 192.168.4.0 255.255.252.0 
 default-router 192.168.4.1 
 dns-server 192.168.0.6 
ip dhcp pool vlan30 
 network 192.168.8.0 255.255.252.0 
 default-router 192.168.8.1 
 dns-server 192.168.0.6 
ip dhcp pool vlan99 
 network 192.168.12.0 255.255.252.0 
 default-router 192.168.12.1 
 dns-server 192.168.0.6 
! 
no ip domain-lookup 
! 
interface FastEthernet0/0 
 description "Configuracion Sub.Interfaces Vlnas 10,20,30,99" 
 no ip address 
 duplex auto 
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 speed auto 
! 
interface FastEthernet0/0.10 
 encapsulation dot1Q 10 
 ip address 192.168.0.1 255.255.252.0 
! 
interface FastEthernet0/0.20 
 encapsulation dot1Q 20 
 ip address 192.168.4.1 255.255.252.0 
! 
interface FastEthernet0/0.30 
 encapsulation dot1Q 30 
 ip address 192.168.8.1 255.255.252.0 
! 
interface FastEthernet0/0.99 
 encapsulation dot1Q 99 
 ip address 192.168.12.1 255.255.252.0 
! 
interface FastEthernet0/1 
 no ip address 
 duplex auto 
 speed auto 
 shutdown 
! 
interface Serial0/0/0 
 description "Configuracion Ip Publica Proveedor ISP-A" 
 ip address 190.60.245.90 255.255.255.248 
! 
interface Serial0/0/1 
 description "Configuracion Ip Publica Proveedor ISP-B" 
 ip address 200.75.45.178 255.255.255.248 
! 
interface Vlan1 
 no ip address 
 shutdown 
! 
router rip 
! 
ip classless 
ip route 0.0.0.0 0.0.0.0 190.60.245.89  
ip route 0.0.0.0 0.0.0.0 200.75.45.177  
! 
no cdp run 
! 
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banner motd ^C "Para Ingresar Router ISP, Contacte con el Administrador de 
red" ^C 
! 
line con 0 
 password class 
 login 
line vty 0 4 
 password classvty 
 login 
line vty 5 15 
 password classvty 
 login 
! 
end 
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ANEXO G 
 
 
CONFIGURACIÓN ROUTER CISCO R1-BACKUP 
 
 
Current configuration : 1436 bytes 
! 
version 12.4 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
no service password-encryption 
! 
hostname R2-BACKUP 
! 
enable secret 5 $1$mERr$hx5rVt7rPNoS4wqbXKX7m0 
! 
no ip domain-lookup 
! 
interface FastEthernet0/0 
 no ip address 
 duplex auto 
 speed auto 
! 
interface FastEthernet0/0.10 
 description "Salida Vlan 10 Datos" 
 encapsulation dot1Q 10 
 ip address 192.168.0.1 255.255.252.0 
! 
interface FastEthernet0/0.20 
 description "Salida Vlan 20 VozIp" 
 encapsulation dot1Q 20 
 ip address 192.168.4.1 255.255.252.0 
! 
interface FastEthernet0/0.30 
 description "Salida Vlan 30 Inalambrica" 
 encapsulation dot1Q 30 
 ip address 192.168.8.1 255.255.252.0 
! 
interface FastEthernet0/0.99 
 description "Salida Vlan 99 Native" 
 encapsulation dot1Q 99 
 ip address 192.168.12.1 255.255.252.0 
! 
interface FastEthernet0/1 
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 no ip address 
 duplex auto 
 speed auto 
 shutdown 
! 
interface Serial0/0/0 
 ip address 200.93.180.2 255.255.255.248 
! 
interface Serial0/0/1 
 ip address 190.60.119.138 255.255.255.248 
! 
interface Vlan1 
 no ip address 
 shutdown 
! 
router rip 
! 
ip classless 
ip route 0.0.0.0 0.0.0.0 200.93.180.1  
ip route 0.0.0.0 0.0.0.0 190.60.119.137  
! 
no cdp run 
! 
banner motd ^C "*****Para Ingresar, Contacte con el Administrador de red*****" 
^C 
! 
line con 0 
 password class 
 login 
line vty 0 4 
 password classvty 
 login 
line vty 5 15 
 password classvty 
 login 
! 
end 
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ANEXO H 
 
 
CONFIGURACIÓN SWITCH CISCO SW-HOME 
 
 
Current configuration : 3395 bytes 
! 
version 12.2 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
no service password-encryption 
! 
hostname SW-HOME 
! 
enable secret 5 $1$mERr$hx5rVt7rPNoS4wqbXKX7m0 
! 
no ip domain-lookup 
! 
! 
spanning-tree vlan 1,10,20,30,99 priority 24576 
! 
interface FastEthernet0/1 
 description ***Conexion VLAN 10*** 
 switchport access vlan 10 
 switchport mode access 
! 
interface FastEthernet0/2 
 description ***Conexion VLAN 10*** 
 switchport access vlan 10 
 switchport mode access 
! 
interface FastEthernet0/3 
 description ***Conexion VLAN 10*** 
 switchport access vlan 10 
 switchport mode access 
! 
interface FastEthernet0/4 
 description ***Conexion VLAN 10*** 
 switchport access vlan 10 
 switchport mode access 
! 
interface FastEthernet0/5 
 description ***Conexion VLAN 10*** 
 switchport access vlan 10 
 98
 switchport mode access 
! 
interface FastEthernet0/6 
 description ***Conexion VLAN 10*** 
 switchport access vlan 10 
 switchport mode access 
! 
interface FastEthernet0/7 
 description ***Conexion VLAN 10*** 
 switchport access vlan 10 
 switchport mode access 
! 
interface FastEthernet0/8 
 description ***Conexion VLAN 10*** 
 switchport access vlan 10 
 switchport mode access 
! 
interface FastEthernet0/9 
 description ***Conexion VLAN 10*** 
 switchport access vlan 10 
 switchport mode access 
! 
interface FastEthernet0/10 
! 
interface FastEthernet0/11 
! 
interface FastEthernet0/12 
! 
interface FastEthernet0/13 
! 
interface FastEthernet0/14 
! 
interface FastEthernet0/15 
! 
interface FastEthernet0/16 
! 
interface FastEthernet0/17 
! 
interface FastEthernet0/18 
! 
interface FastEthernet0/19 
! 
interface FastEthernet0/20 
 description ***Conexion Tronacales VLAN 99*** 
 switchport trunk native vlan 99 
 99
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
! 
interface FastEthernet0/21 
 description ***Conexion Tronacales VLAN 99*** 
 switchport trunk native vlan 99 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
! 
interface FastEthernet0/22 
 description ***Conexion Tronacales VLAN 99*** 
 switchport trunk native vlan 99 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface FastEthernet0/23 
 description ***Conexion Tronacales VLAN 99*** 
 switchport trunk native vlan 99 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface FastEthernet0/24 
 description ***Conexion Tronacales VLAN 99*** 
 switchport trunk native vlan 99 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface GigabitEthernet0/1 
 description ***Conexion Tronacales VLAN 99*** 
 switchport trunk native vlan 99 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface GigabitEthernet0/2 
 description ***Conexion Tronacales VLAN 99*** 
 switchport trunk native vlan 99 
 switchport trunk encapsulation dot1q 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface Vlan1 
 100
 no ip address 
 shutdown 
! 
interface Vlan99 
 ip address 192.168.12.10 255.255.252.0 
! 
ip classless 
ip route 192.168.0.0 255.255.0.0 192.168.12.1  
! 
banner motd ^C*****Para Ingresar, Contacte con el Administrador de red*****^C 
! 
! 
line con 0 
 password class 
 login 
line vty 0 4 
 password classvty 
 login 
line vty 5 15 
 password classvty 
 login 
! 
End 
 
Vlan Database 
 
VLAN Name                             Status    Ports 
---- -------------------------------- --------- ------------------------------- 
1    default                          active    Fa0/10, Fa0/11, Fa0/12, Fa0/13 
                                                Fa0/14, Fa0/15, Fa0/16, Fa0/17 
                                                Fa0/18, Fa0/19, Fa0/22 
10   Datos_call                       active    Fa0/1, Fa0/2, Fa0/3, Fa0/4 
                                                Fa0/5, Fa0/6, Fa0/7, Fa0/8 
                                                Fa0/9 
20   Voz_Ip                           active     
30   Inalambrica                      active     
99   Admon_Nativa                     active     
1002 fddi-default                     active     
1003 token-ring-default               active     
1004 fddinet-default                  active     
1005 trnet-default                    active     
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VTP 
 
VTP Version                     : 2 
Configuration Revision          : 44 
Maximum VLANs supported locally : 1005 
Number of existing VLANs        : 9 
VTP Operating Mode              : Server 
VTP Domain Name                 : CC 
VTP Pruning Mode                : Disabled 
VTP V2 Mode                     : Disabled 
VTP Traps Generation            : Disabled 
MD5 digest                      : 0x8D 0x57 0xDE 0x90 0xB0 0x29 0x1F 0xEE 
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ANEXO I 
 
 
CONFIGURACIÓN SWITCH CISCO SW-A 
 
 
Current configuration : 2333 bytes 
! 
version 12.2 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
no service password-encryption 
! 
hostname SW-A 
! 
enable secret 5 $1$mERr$hx5rVt7rPNoS4wqbXKX7m0 
! 
no ip domain-lookup 
! 
spanning-tree vlan 1,10,20,30,99 priority 28672 
! 
interface FastEthernet0/1 
! 
interface FastEthernet0/2 
! 
interface FastEthernet0/3 
! 
interface FastEthernet0/4 
! 
interface FastEthernet0/5 
! 
interface FastEthernet0/6 
! 
interface FastEthernet0/7 
! 
interface FastEthernet0/8 
! 
interface FastEthernet0/9 
! 
interface FastEthernet0/10 
! 
interface FastEthernet0/11 
! 
interface FastEthernet0/12 
! 
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interface FastEthernet0/13 
! 
interface FastEthernet0/14 
! 
interface FastEthernet0/15 
! 
interface FastEthernet0/16 
! 
interface FastEthernet0/17 
! 
interface FastEthernet0/18 
! 
interface FastEthernet0/19 
! 
interface FastEthernet0/20 
 description ***Conexion Troncal VLAN 99*** 
 switchport trunk native vlan 99 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface FastEthernet0/21 
 description ***Conexion Troncal VLAN 99*** 
 switchport trunk native vlan 99 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface FastEthernet0/22 
 description ***Conexion Troncal VLAN 99*** 
 switchport trunk native vlan 99 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface FastEthernet0/23 
 description ***Conexion Troncal VLAN 99*** 
 switchport trunk native vlan 99 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface FastEthernet0/24 
 description ***Conexion Troncal VLAN 99*** 
 switchport trunk native vlan 99 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface GigabitEthernet1/1 
 104
 description ***Conexion Troncal VLAN 99*** 
 switchport trunk native vlan 99 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface GigabitEthernet1/2 
 description ***Conexion Troncal VLAN 99*** 
 switchport trunk native vlan 99 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface Vlan1 
 no ip address 
 shutdown 
! 
interface Vlan99 
 ip address 192.168.12.4 255.255.252.0 
! 
ip default-gateway 192.168.12.1 
! 
banner motd ^C*****Para Ingresar, Contacte con el Administrador de red*****^C 
! 
line con 0 
 password class 
 login 
! 
line vty 0 4 
 password classvty 
 login 
line vty 5 15 
 password classvty 
 login 
! 
End 
 
VTP 
 
VTP Version                     : 2 
Configuration Revision          : 44 
Maximum VLANs supported locally : 255 
Number of existing VLANs        : 9 
VTP Operating Mode              : Client 
VTP Domain Name                 : CC 
VTP Pruning Mode                : Disabled 
VTP V2 Mode                     : Disabled 
 105
VTP Traps Generation            : Disabled 
MD5 digest                      : 0x8D 0x57 0xDE 0x90 0xB0 0x29 0x1F 0xEE  
Configuration last modified by 0.0.0.0 at 3-1-93 00:00:00 
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ANEXO J 
 
 
CONFIGURACIÓN SWITCH CISCO SW-B 
 
 
Building configuration... 
 
Current configuration : 2285 bytes 
! 
version 12.2 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
no service password-encryption 
! 
hostname SW-B 
! 
enable secret 5 $1$mERr$hx5rVt7rPNoS4wqbXKX7m0 
! 
no ip domain-lookup 
! 
! 
interface FastEthernet0/1 
! 
interface FastEthernet0/2 
! 
interface FastEthernet0/3 
! 
interface FastEthernet0/4 
! 
interface FastEthernet0/5 
! 
interface FastEthernet0/6 
! 
interface FastEthernet0/7 
! 
interface FastEthernet0/8 
! 
interface FastEthernet0/9 
! 
interface FastEthernet0/10 
! 
interface FastEthernet0/11 
! 
interface FastEthernet0/12 
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! 
interface FastEthernet0/13 
! 
interface FastEthernet0/14 
! 
interface FastEthernet0/15 
! 
interface FastEthernet0/16 
! 
interface FastEthernet0/17 
! 
interface FastEthernet0/18 
! 
interface FastEthernet0/19 
! 
interface FastEthernet0/20 
 description ***Conexion Troncal VLAN 99*** 
 switchport trunk native vlan 99 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface FastEthernet0/21 
 description ***Conexion Troncal VLAN 99*** 
 switchport trunk native vlan 99 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface FastEthernet0/22 
 description ***Conexion Troncal VLAN 99*** 
 switchport trunk native vlan 99 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface FastEthernet0/23 
 description ***Conexion Troncal VLAN 99*** 
 switchport trunk native vlan 99 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface FastEthernet0/24 
 description ***Conexion Troncal VLAN 99*** 
 switchport trunk native vlan 99 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
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interface GigabitEthernet1/1 
 description ***Conexion Troncal VLAN 99*** 
 switchport trunk native vlan 99 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface GigabitEthernet1/2 
 description ***Conexion Troncal VLAN 99*** 
 switchport trunk native vlan 99 
 switchport mode trunk 
 spanning-tree link-type point-to-point 
! 
interface Vlan1 
 no ip address 
 shutdown 
! 
interface Vlan99 
 ip address 192.168.12.3 255.255.252.0 
! 
ip default-gateway 192.168.12.1 
! 
banner motd ^C*****Para Ingresar, Contacte con el Administrador de red*****^C 
! 
line con 0 
 password class 
 login 
! 
line vty 0 4 
 password classvty 
 login 
line vty 5 15 
 password classvty 
 login 
! 
End 
 
VTP 
 
VTP Version                     : 2 
Configuration Revision          : 44 
Maximum VLANs supported locally : 255 
Number of existing VLANs        : 9 
VTP Operating Mode              : Client 
VTP Domain Name                 : CC 
VTP Pruning Mode                : Disabled 
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VTP V2 Mode                     : Disabled 
VTP Traps Generation            : Disabled 
MD5 digest                      : 0x8D 0x57 0xDE 0x90 0xB0 0x29 0x1F 0xEE 
 
 
 
