ABSTRACT In this paper, a real-life application of bi-level evolutionary optimization is proposed to optimize the electricity industry infrastructure. It offers a coordinated generation and transmission expansion planning (CGTEP) from the perspective of an independent system operator (ISO). The main objective of the proposed study is to show the effect of optimizing the generators concerning capacity and location both to reduce the transmission investment and increasing the reliability of the network. The proposed framework of bi-level optimization contributes to utilize global evolutionary optimization method GA in its hybrid form in level-I to select the location of lines and energy generators. The respective capacities of the corresponding selected lines and generators are optimized in the level-II by RW. In conflicting objectives of minimizing the investment for capacity addition in the network and maximizing the reliability, a Pareto-optimal solution is achieved by using the theory of marginal value (TMV). To satisfy TMV, the total cost is minimized, which comprises the cost of investment in building new transmission and generation capacities, cost of not-served expected energy, cost of unutilized expected generation, and cost of unserved energy due to the constrained network. Proposed methodology on IEEE 24-bus power system is presented encountering the combination of N-1 and probable N-2 contingency security criteria. The comparison results show that bi-level GA-RW optimization minimizes the investment with increasing power system reliability.
I. INTRODUCTION
Electrical power industry is one of the important critical infrastructures which needs to be redesigned for increasing reliability with respect to lower investment. It can reduce the energy cost to the consumers, where weak interconnections in the power network can reverse the above concept [1] , [2] . In this regard, Transmission Expansion Planning (TEP) coordinated with the energy Generation Expansion Planning (GEP) could be a critical topic of analysis under the increasing pace of renewable energy growth around the world [3] , [4] . Separate planning of TEP and GEP could rise the operational complexity of the power industry [5] , [6] and sometimes, it causes blackout risk increment during the peak demand [7] , [8] . A recent blackout in India is an example, where approximately 32 GW power generations had shut down due to the limited transmission capacity [9] . This caused a huge economic loss not only to the electricity generator companies even though they were capable to supply power into the grid but also to consumers, like industries, railways, and commercial organizations. Therefore, there are a lot of benefits in the coordination of TEP and GEP, as penalties due to their separation have been analyzed by a mixedinteger linear programming (MILP) coordinated GEP and TEP over a 24-bus stakeholder-developed representation of the U.S. Eastern Interconnection [10] .
The present state-of-the-art explains the advantage of coordinated generation transmission expansion planning (CGTEP). In a recently published paper [11] , an N-k CGTEP is presented with a Bender Decomposition algorithm. Another coordinated GEP-TEP has been applied to a competitive electricity market while it takes into account the wind farm uncertainty [12] as formulates the problem in a constrained MINLP optimization model and solved it by particle swarm optimization method. Stochastic adaptive robust optimization has been used in another recent coordination of TEP and GEP for handling the future peak demand and fuel cost uncertainties [13] . Reference [14] proposes a marketbased approach to coordinate TEP and GEP expansion, where for the evaluated generation investment on Nash equilibrium, an optimal TEP expansion is proposed. Linearization of the expansion planning is very common in practice [11] , [14] , [15] . Reference [15] proposes an approach wherein it keeps the reliability criteria as a constraint to the problem. The reliability consideration is an essential practice, which needs to be decided by mathematical analysis. Moreover, the similar implementation of the MILP and linearization of the problem with handling some binary variables under constrained reliability criteria can be seen in [16] . In another angle of view, there are value assessment methods (VAM) available even for calculation of the reliability of the network. However, they do not encounter the damage associated with generator and transmission owners. In the other side, the expected energy not served (EENS) is inherent to a constrained system where generators cannot inject power into the network [9] , [17] . The incorporation of these two costs to the power system planning leads to the social-welfare concept, where the objective is the well-being of the entire society involved in the system operation.
Moreover, coordinated TEP-GEP should incorporate higher contingency scenarios more than N-1 contingencies in order to have a more reliable electricity system under peak demand [9] , [11] , [18] . We have observed in the literature that, few papers describe the situation of islanding and handling approach during the simulation [19] . Consideration of higher contingency increases the computational complexity and may be the cause of non-optimal solution. A major cause of limited N-k contingency approach is the drawback of the available value assessment methods in being slow and time-consuming to give solution for one scenario due to their iterative nature, hence, not being possible Mont Carlo Simulation (MCS). Two existing value assessment methods Min-Cut-Max-Flow (MCMF) graph theory based algorithm and linear optimization based load curtailment strategy (LCS) have been being in practice [5] - [7] , [9] , [11] , [14] , [16] . Note that MCMF method is not following the electrical law thus it is less accurate than LCS. Both methods are iterative in nature, thus computationally expensive. As a result, composite TEP problems based on above VAM methods have limitation to apply on large power systems for higher contingency scenarios. The methodology presented in [9] demonstrates a new non-iterative VAM, which appears to be useful to incorporate higher contingency scenarios. The computational efficiency of the same batch approach of VAM has been analyzed and demonstrated in [20] .
CGTEP is treated as a multi-objective optimization problem, e.g. Reference [21] presents CGTEP as a trade-off model solved by NSGA-II algorithm. Due to limited application of GA and the structure of solution approach, very limited publications have been reported in the same regard. The new era of evolutionary computation and its applications inspire the researchers to redefine the application structure of GA in solving the composite TEP problem. To solve the multi-objective problem references [9] , [17] , and [22] have introduced the concept of marginal cost theory to establish a trade-off between system reliability level and investment. As a result of this approach, there is no need to specify reliability level a priori as a constraint [5] , [6] , [23] .
The wide range of literature about the TEP methodologies can be classified in (i) mathematical modeling [18] , [23] , [24] , (ii) optimization methods [4] , [23] , [25] , [26] , (iii) congestion management and value assessment [9] , [27] , [15] , (iv) AC power planning [29] , (v) distributed generation (integration of wind farms and other renewable generators) [22] , (vi) Composite expansion planning of energy generation and transmission network at HL-II level [3] , [18] , [22] , [30] , and (vii) security constrained static or dynamic planning approach [11] , [27] . Some of the above-described domains have been integrated during the last two decades in order to increase the economic efficiency of power systems. They are currently in practice in different countries including India, China, European countries, USA etc., subject to topological and environmental constraints [8] , [31] . In TEP methodologies apart from traditional optimization methods like integer programming, quadratic programming, mixed-integer etc., meta-heuristic algorithms as GA, Particle Swarm Optimization, Shuffled Frog Leap algorithm etc. are used [9] , [23] , [25] . Meta-heuristic algorithms are more effective in this regard due to work on nonlinear, separable and discontinuous objective functions and discrete, binary variables, which is usual in CGTEP. References [4] , [9] , [25] present the importance of meta-heuristic techniques as GA in this regard. Expected Information flow for CGTEP is as in Fig. 1 , where GENCOs and TRANSCOs are expected to share their alternative plans to the ISO. Expansion plans are examined by the ISO on the ground of social-welfare and security of the system. Under establishing synchronization between GENCOs and TRANSCOs, if it finds some correction in the expansion, such as optimizing the capacity of given generators and transmission lines, returns back the solution signals to them after simulation for optimizing the capacity of energy infrastructure. Investigations reveal associated shortcomings (SC) in CGTEP which need to be encounter in the methodology. SC 1: The capacities of all possible new alternative lines and generators are specified a priori [5] , [6] , [27] , [31] , where they try to allocate the optimal locations with multiple units. Under privatization, this approach may give inappropriate investment signal as shown in [8] and [32] . Proposed incremental capacity updating approach is able to give better solution where upper/max limit of the generators is decided to minimize congestion probabilities. This can be seen as if the proposed methodology calculates 500 MW of plant requirement at a particular bus, and if, one company is interested in setup 350 MW power plant, then ISO may invite other company for the rest of the 150 MW capacity on the same bus. Because the proposed method says this capacity is important for minimizing the congestion in the network to supply a particular demand. SC 2: Incorporation of the loss associated with generators (GENS) and transmission owners (WL), with the cost of EENS in designing the damage function. Calculated reliability of the planned network in terms of monetary value will be a better investment signal to GENCOs and TRANSCOs. An investor can guess by the results of the proposed methodology that how much expected monetary loss may happen in the planned network. SC 3: The recent research works [8] , [23] , [27] , [31] do not take advantage of optimizing the location of generators, and the work in [11] is without any trade-off between reliability and investment. This does not only affect a single or the portion of grid flow but has a chaos effect on the entire power industry. SC 4: The calculation procedure of energy not served (E) is iterative, thus expensive to implement with higher contingency analysis [9] , [22] . We suggest here a noniterative batch approach which is time-sufficient for complex problems. SC 5: Minimizing the cost of energy system does not incorporate congestion management in long-term conventional TEP and CGTEP approach which are dealt as separate strategy known as a market-based approach by minimizing congestion charges (CC) [14] based on the difference of market clearing price at buses. SC 6: Consideration of reliability level as a constraint may lead to suboptimal solution. Because during the planning of the power systems, reliability level is decided a priori as a constraint [5] , [16] , [23] , based on experts knowledge, and thereafter, simulations are carried out to achieve the least cost solution satisfying the given reliability level. This issue can be solved by the wellestablished theory of marginal value as presented in this paper. SC 7: Under the higher contingency analysis, islanding situations should be handled to remove ill-conditioning of the network matrices such as PTDF, GLODF etc. These are used to improve the computational efficiency of the simulation procedure as discussed in [9] . Thus, a fast islanding detection scheme is significant for a big power system. SC 8: CGTEP requires restructuring the evolutionary optimization approach to improve the computation power for handling a large set of binary and integer variables.
To improve the ability of GA for global optimization in the context of CGTEP, a bi-level evolutionary optimization scheme is proposed here. While, in highly uncertain and non-linear environment, linearization may be the cause of sub-optimal solution, and on the other hand, the problem presented by Mix Integer Linear Programming has the limitation of handling a large set of integer variables and continuous variables, this paper suggests linearization of the subproblem. The inspired methodology is capable of solving the composite TEP problem under dealing with a huge number of integer or binary variables. Thus, in a recent practice, a limited number of expansion possibilities are considered, but the set of alternative lines may be large. It can be noticed that the structure of GA is capable of handling integer or binary variables to solve multi-modal and highly nonlinear problems without any constraints.
II. PROPOSED BI-LEVEL OPTIMIZATION PROCESS
In this paper, composite TEP is presented under the following assumptions:
1) Forecasted peak hourly load curve [9] , [18] , [23] with 8.5% compound load growth is used to define seasonal variations at each bus. 2) Static TEP is proposed for ten years time span [9] . 3) Alternative locations for new energy generators and lines are pre-specified based on resource availability [22] . 4) All lines and new energy generators are free to be updated with some ROW constraints, which would be calculated by the proposed methodology [9] , [22] . 5) Multiple energy generators can share the same bus in order to lower the grid investment and interruption cost [22] . 6) Reliability level is specified by the marginal cost theory of incremental cost and investment due to the update of network [9] , [17] . 7) Methodology belongs to the ISO, where it coordinates the energy GEP along with TEP. 8) Outage cost curve is taken from [33] for one hour outage. 9) Apart from the fuel cost, the O&M cost of lines and generators are taken as 3% of the capital cost. Conventional optimization algorithms show a kind of restriction for handling problems with a large number of binary variables. This can be seen in the references [34] - [36] , where for increasing number of variables, the evolutionary optimizers are not achieving absolute results. Thus, breaking down the optimization problem in the levels may improve the solution as described in [37] - [39] . Inspired by the definition of the bi-level optimization process, we devoted framework to provide researchers the applications of evolutionary optimization instead of prime-dual type conventional methods.
The proposed bi-level optimization model is symbiotic coordination between two different optimization approaches, where the output of one is taken as the input to the other or vice-a-versa. Structure of the bi-level optimization approach is shown in the Fig. 2 . In the proposed framework of optimizing coordinated TEP, it would be effective to point out again that GA in level-I optimizes the network based on the output of Level-II RW optimization process. Under the given scenarios, integration of upper-level GA with lowerlevel Roulette wheel optimization could be an alternative tool to offset the difficulties encountered in TEP which could lead to an approximately optimal solution. These difficulties may be non-linearity, discreteness, non-differentiability, non-convexity etc. In the traditional framework of bi-level optimization, objective functions defined for both levels are the function of same decision variables. But in our approach, level-I and level-II objective functions are the functions of a different set of decision variables as described under the following items:
• Interactive variables between two levels: those variables are involved in both layers which are interruption cost associated with EENS, EGNS and EWL in k$, • Decision variables for the upper level problem: in addition to the interactive variables, set of the new alternative lines locations {l} NTL , set of the existing generator locations {g} p .
• Decision variables for the lower level problems: in addition to interactive variables, demand scenario at each bus D b , the cost coefficients for each g-th generator a g , b g , and c g , number of contingency scenarios N C , number of demand scenarios N S .
• Exchanged variables: These variables are exchanged between two levels after their update to new value due to optimization process. The exchanged variables from upper level to the lower level are initial expected cost of generators and lines for initiation of the optimization in first layer EC 0 g and EC 0 l , set of newly added and updated generators {g} q , and set of the newly added and updated lines {l} q . The exchanged variables from lower level to the upper level are EENS, EGNS and EWL which are respectively E, G and W, expected cost of each line EC l , expected cost of each generator EC g and fuel cost of the generators FC g . The interactive variables between the two levels are the ones responsible for both levels objective functions. The definition of the objective functions for both levels are given as follows:
A. LEVEL-I OPTIMIZATION MODEL
To utilize the computational power of GA, we use the selection of binary and integer variables in the level-I stage. The objective function defined in level-I has other decision variables which are the outcome of the level-II stage. After the solution acquired from the level-II stage, we can calculate the following objective function and associated constraints are defined for level-I.
1) OBJECTIVE FUNCTION LEVEL-I OPTIMIZATION
For such a process of optimizing energy infrastructure, the proposed objective function is J = (J 1 + J 2 + J 3 . Here, J 1 is the total interruption cost inherent to the power system due to contingencies. Indeed, J 1 is indicator of power system reliability defined as follows:
where E, G and W are respectively EENS, EGNS and EWL due to demand uncertainty for the particular contingency scenario. E is the energy not served, G is the generation not served and W is wheeling loss which all three are functions of transmission flow T f and capacity T c for the given demand and the associated generation. α E (t), is the interruption cost to the customers in k$ per MW, α G (t) is the interruption cost of the generators in k$ per MW, and α W (t) is the interruption cost to the transmission owner in k$ per MW. ρ(.) is the probability of occurrence of event. Indeed, Equation (1) calculates the value of the network comprising three terms as explained blow: 1) First term represents the value associated with interruption cost to consumers including the effect of contingency and demand uncertainties respectively calculated from the distributions φE(t) and φE(t) where φE(t) is formed by the expected value of φE(t) for all contingency scenarios at time instance t by the following equation.
Minimization of this is the direct indication to increase the reliability of the network. 2) Second term corresponds to the energy supply loss to energy generators, similarly incorporating the effect VOLUME 6, 2018
of contingency and demand uncertainties respectively calculated from the distributions φG(t) and φG(t) where φG(t) is formed by the expected value of φG(t) for all contingency scenarios at time instance t by
Minimization of this ensures the open access supply and economic operation. 3) Third term calculates the value of transmission network, which gives capacity addition signal to the transmission owners or ISO. Similarly it can be calculated by incorporating the effect of contingency and demand uncertainties respectively obtained from the distributions φW(t) and φW(t) where φW(t) is formed by the expected value of φW(t) for all contingency scenarios at time instance t as
Minimization of this term increases the revenue to ISO, which can be utilized by them to provide better ancillary services under peak load. J 2 is the investment cost in new transmission services and defined as follows:
where t and l respectively represent time and transmission line. T and µ T respectively denote the capital cost and O&M cost for a transmission line in k$/MW/km, and ι T ,l is the operating cost factor for the l-th transmission line. L l is the length of the l-th line in km. The sets {l}, {l} p and {l} q are respectively the set of all transmission lines, the set of already existing transmission lines, and the set of newly added lines to the existing ones. EC l (t) is the expected capacity of l-th transmission line, which results from the distribution of line capacity φT c,l (t) at time instance t by incorporating all demand and contingency scenarios, defined as:
T c,l is the capacity of transmission l-th line. Equation (5) calculates total investment in setting up transmission lines and associated O&M cost. The objective J 2 updates all the lines along with proposing new lines, thus first term in this equation includes the capacity cost along with O&M cost of new transmission lines as well new transmission capacity added to the existing ones, and the second term concerns the O&M cost of the existing line excluding their capacities.
J 3 is the investment cost in new generation facilities and defined as follows:
where φEC g (t), and φFC g (t) are the distributions at the time instance t associated with EC g and FC g which are respectively the expected capacity and the expected fuel cost of generator g, where g ∈ {g} q . The subscripts p indicates the set of existing capacities and q indicates the set of new as well newly added to the existing ones. EC g (t) results from the distribution of generator capacity φG c,g (t) at time instance t for all demand and contingency scenarios as:
EC g is the expected capacity which is calculated by using Equation 11 . Similarly, FC g (t) is the expected fuel cost of generator g calculated by the distribution of fuel cost φF g (t) at time instance t for all scenarios as:
Minimization of equations (5) and (7) simultaneously improves the economics of the system, because it affects directly the energy price to the consumers [22] . In Equation (9), we have F g = a + b × P g + c × P 2 g , where P g is the generation injection of generator g for the given demand scenario, for which network may or may not have contingencies. Here a, b and c are the cost coefficients of generator g [9] . Notice that from Equation (1) to (7) and in J , expectations are taken for all testing scenarios including demand scenarios and contingency scenarios for the target year.
2) CONSTRAINTS FOR LEVEL − I OPTIMIZATION
Constraints for level-I of optimization process are given from Equation (10) to (16) .
Equation (10) checks the feasibility of new selected alternative lines where at least one location should be selected. In other words, {l} q ⊆ {l} NTL where {l} q is the set of the selected lines and {l} NTL is the set of all alternative new lines. As you observed before, Equation (8) represents the constraint for the proposed capacity of generator at bus g ∈ {g}, where EC g at right side of the equation is output of Equation (11), which is added by 3 times of its standard deviation σ for robust planning and then multiplied by a factor 1.2 to incorporate reserve margin capacity, which is generally taken as 20% of the generator capacity. Equation (12) assures the maximum number of outage components of either line or generator in the system not to be more then 2 where N C,l and N C,g are respectively the number of outage lines and outage generators.
The equation (13) shows that the locations of selected new lines {l} q ∈ {l} NTL may belong to the existing locations of lines {l} p . Also, the equation (14) indicates that the location of some of the newly selected generators {g} q may belong to the existing locations of the generators {g} p . After selecting the locations of lines and generators in level-I, they are passed to level-II according to the equations (15) and (16), respectively. These equations say that the new selected facilities {l} q and {g} q should have minimum capacity limits as initialization to the Level-II optimization procedure. Following the constraint (15) , during the simulation, each active line l is initially assigned by the minimum capacity T min c,l which can be updated up to the T max c,l permissible limit. In the same manner by the constraint (16) , during the simulation, P g which is the power injected to the grid by a generator g, its lower limit is bounded to P min g , while it has a relaxed upper limit to achieve an optimal value as a result of optimization methodology.
B. LEVEL-II OPTIMIZATION MODEL
For the selected locations of the transmission lines and generators in level-I, a capacity update is carried out based on the natural selection law mimicked by RW simulation update rule, which manages congestion stochastically and update the transmission lines incrementally. The associated objective function and constraints are as follows:
1) OBJECTIVE FUNCTION FOR LEVEL-II OPTIMIZATION
Congestion probability κ is associated with each line as κ l which indicates that how many times out of all operating scenarios the power flow in corresponding line crosses its existing capacity, and it can be obtained as explained in section III-B via Equations (36) and (37) . The probabilistic RW optimization minimizes the congestion probability associated with each k congested line, where k ∈ {l}, as:
Equation (18) represents the permissible congestion (κ permissible ) in the network to maintain the economics of the power systems operation. This constraint decides the permissible E, G and W in the system satisfying Equations (19), (20) and (21), respectively. In the formulation subscript k belongs to the congested lines and κ is the congestion probability. Notations E, G and W are respectively energy not served, generation not served and wheeling loss. The parameter s has been explained in Section IV-A.
Equation (22) checks islanding in the system, where if the sum of all elements il in vector IL is less than or equal to the total number of lines N indicated by the cardinality of {l} p ∪ {l} q , where p denotes the set of old lines at existing corridors and q is the set of new selected lines belong to the existing and new corridors in the network, then I 0 = 0 must be satisfied, wherein I 0 is the number of zeros in vector IL. Description of IL is given in Section-IV.E. This prevents the methodology from unfeasible and wrong solution.
In Equation (23) (23) is the difference between demand and generation at bus b. Equation (24) is supply demand criteria under which planning is carried out. For feasibility of the proposed methodology this constraint must be satisfied, which is calculated for all demand and contingency scenarios respectively N S and N C . Because of employing the method of generation participation factors (GPF) for economic load dispatch (ELD), as recommended in [28] for efficient use, constraint (25) 
Here, the calculation in Equation (25) follows Equation (26) for all N S scenarios, where the difference of each element D b in D form its median D base is calculated. Equation (27) , supports (25) as well, where the value of y between 20 and 30 allows maximum fluctuations of demand when is acquired around 20% of the D base . In Equation (28), T total c,k is the total updated value in the present capacity of k-th congested line T min c,k . For old corridors k ∈ {l} p , the T min c,k is the existing capacity, where for new corridors k ∈ {l} q , it is defined by Equation (31) . After the violation of Equation (28), k-th line will not be available for further update by RW procedure. In Equation (29) , rotations of RW in one cycle are indicated in the set of as the RW event set of pairs of selected congested lines for updating and its updating frequency decided by RW. The parameter k is the index of the congested line. Each congested line should get at least one chance to be updated according to the principle of fittest survival indicating that higher congestion probability lines are more likely to be updated. Detailed explanation of this procedure is given in Section-III.B. Equation (30) represents techno-economic criterion with δ = ±10 −3 , where marginal expected cost (MEC) and marginal expected investment (MEI) for generation and transmission both in k$/MW are calculated as below:
In above equations (32) and (33) ,ᾱ and¯ are expected cost and investment of facilities (generators and transmission lines). The subscript i indicate the iteration number, k is the index for congested lines. It would be worth to remind that we are adopting MCS based demand scenarios selection from the given distribution of the forecasted demand. It is worth to remind that the optimization procedure should follow the constraints of Equations (19) to (21) , where zero value of these variables shows higher reliability but gives an uneconomic solution. Notice that equation (30) secures maximum social welfare and establishes a trade-off between reliability and investment. This gives a solution at the Pareto front by marginal theory mechanism under multiple conflicting objectives, like reliability and investment [3] , [9] , [18] , [32] , [40] , [41] without adopting any special multi-objective methods.
III. SOLVING METHODS FOR THE BI-LEVEL OPTIMIZATION PROCESS
A. LEVEL-1: HYBRID GA MECHANISM FOR GLOBAL OPTIMIZATION Equation (1) gives a non-linear response due to discrete capacities of transmission lines and generators. It sometimes becomes noncontinuous and more complicated due to the outage of network components. GA is one of the dominant global meta-heuristic optimization techniques which deals with discrete, multi-modal, separable and deceptive natured problems [42] efficiently thus adopted to solve the nonlinear discontinuous composite expansion planning problem. Following the previous implementation of GA on the power system planning problem [4] , [25] , where most of the design variables are discrete [9] , in our case location and capacity of the transmission lines and generators, we propose extended hybrid GA mechanism in the nested loop of another evolutionary optimization process. Proposed mechanism is different form the already established bi-level approach for solving CGTEP [11] . It does not need many LP formulations as sub-problems of master problem. It would be worth to remind that the procedure is designed in such a way that it can decide the required generation at particular bus to maintain optimized operation. The utilized structure of the GA is described below:
1) CHROMOSOME REPRESENTATION
Structure of each chromosome in binary GA is the concatenation of two segments where each contains the collection of binary bits as shown in Fig. 3 . Here, each gene of one segment represents the status of a particular transmission line for the corresponding location. Thus, the number of the bits in this segment for outlining the network infrastructure is equal to |{l} NTL | the number of new alternative lines to be planned, including existing and new corridors. In the binary valued chromosome segment, the '1' and '0' number in particular location decides the selection and rejection of the associated line, respectively. The other segment of the chromosome indicates the location of generators for which multiple bits are used to represent the location for one generator. Thus, in this segment of the chromosome, a different coding and decoding strategy is used where segment associate with the lines has simple coding-decoding as described in Fig. 3 . For the formation of a segment in the chromosome associated with generator's location, a question arises here: If a generator has the maximum number of alternative locations equal to 12, then how many bits are necessary to represent one generator in the chromosome string? Here, 4 binary bits represent the maximum of 16 locations, by standard binaryto-real decoding technique, however, 3 bits represent 8 locations. So, four bits substring is used for locating 12 sites with the following decoding technique. Although, five bits could be used, but because output location is integer, thus increasing number of bits only increases the complexity by introducing unnecessary bits to represent one generator's location, where it does not improve the accuracy of resolution as the rounded value of ( 
where the floor represents largest previous integer of the resulting output x ic . This procedure is generalized and can be utilized for any possible number of buses for locating particular generators.
2) GENERATION OF POPULATION
A process of population generation in each evolution is given in Fig. 4 . The initial population of ic number of chromosomes is generated randomly satisfying the constraints as given in Equation (10), so the network is tested for at least one new line or generator location. From the second iteration of GA, the population generation follows the sequential process such as reproduction, crossover, mutation, and selection, as described in Fig. 4 . In this proposal, we named first step as reproduction instead of selection-reproduction in standard GA. Because we introduce a selection operator after mutation to form a parents population for the next generation of GA.
3) PARENT SELECTION FOR CROSSOVER
From the generated population of ic parents chromosomes, the effective strings are selected first to form a mating pool as a result of the reproduction operation [43] . Hybrid Selection scheme is adopted at this step, wherein one out of three schemes is deployed by the algorithm randomly in each evolution generation. The utilized three operators for the proposed hybridization selection procedure are given as follows:
1) Roulette wheel selection: This section mechanism selects the chromosome strings to form a mating pool based on the law of natural selection scheme as in Ref. [43] . In this scheme, chromosomes with higher fitness value have the greater chance to be selected as a parent candidate in mating pool and thus it could be repeated more than one time. 2) Tournament selection: This is one of the widely used strategies for evolutionary algorithms. It works on stagging a tournament, which we decide for three candidates and then selects two of them based on the selection probability. Selected candidates may be 1 out of 3, but it will increase the number of tournaments. Details of this strategy can be seen in [44] . VOLUME 6, 2018 FIGURE 4. GA optimization process.
3) Random selection: This is one stochastic method which follows the random walk by associate variables. For this, all candidates are assigned with equal selection probability and then the projection of uniformly generated random number on the constructed CDF decides the selected candidates to go in the mating pool. This selection procedure is explained in [45] . The effect of these selection schemes can be seen in [46] - [48] , which inspires us to hybridize them to extract the benefit of all. Selected chromosomes in mating pool are not biased and arranged from best to worst, instead they are mixed. Due to the probabilistic nature of above operators, selection of parents are noisy and thus not all the selected chromosomes are always better than the eliminated ones. A further process of crossover operation is required during evolution.
4) CROSSOVER OPERATION
At this juncture, hybridization of the crossover operations is applied on the strings obtained in mating pool. Unlike the hybridization of selection processes, here for hybridized crossover three schemes as single-point crossover, multipoint crossover, and the uniform crossover are adopted. During the evolution for crossover operation, one scheme out of three is selected randomly to introduce more diversity in search space. For the crossover, a pair of parents is formed form top of the mating pool, where all chromosomes in this are not in sorted order from best to worst fitness.
To select the pair of parents from the resulting mating pool, in order to have minimum need of randomly generated decision number, one parent is directly acquired from the top of the pool, and the other is selected randomly. In this way, we are beneficiary of the random selection diversity advantage and avoid bias with one random number generation instead of two. Additionally, after selection of two parents if both are same chromosomes, then one of them is replaced by a random chromosome to remove the situation of confounding or null-offspring, where offspring are not different from the parents. The same process is repeated until all chromosomes are assigned a partner for crossover. Then, one of the following process is carried out.
1) Single-point crossover: For the selected i-th pair of parents, first a crossover point is calculated using
Here, b 1 the first bit of the chromosomes is assigned to 1 to represent first bit in the parent's chromosomes with the length of l bits, and ρ ∼ U ([0, 1]), a random variable uniformly distributed on [0, 1]. Notice that a 1 and l are acquired same for all chromosome strings in mating pool. Now, using the above equation, from 1-st to r-th bits are exchanged for the two selected parents chromosomes. Single-point crossover provides local exploration thus we selected it as one of the crossover techniques [43] . 2) Multi-points crossover: This crossover is a segment by segment exchange of the bits between two parents chromosomes as it is performed in the following steps: a) First, for the selected pair of parents, we randomly choose n as the number of the segments. b) Having the number of segments, n − 1 separating location points of the segments are randomly acquired between 1 and l and sorted as r 1 , r 2 , . . . , r n−1 , the end of last segment r n is taken l. Note r i s must be different values (i = j ⇒ r i = r j ). The uniform random selection is by r i = l ×ρ using ρ as explained above in single-point crossover. c) The n segments s i (b start , b end ), i = 1, . . . , n are defined by the starting and the ending bits as s i (r i−1 + 1, r i ) where r 0 = 0. At this stage, we get n segments on parents chromosomes as shown in Fig. 5 . d) Exchange all bits between the parent chromosomes for segments s i , if i is an odd number. In other words, crossover between the random segments of two parents one by one. 3) Uniform crossover: Bits are exchanged between the parents based on a uniformly generated random number. For each bit in the parents chromosomes at same location a fair coin is flipped. If it is head then the bit is exchanged otherwise go to the next bit, and continue until the coin is tossed for all bits. It is shown in Fig. 5 , the bottom sub-figure. More explanation is shown in Fig. 6 . Here we sketch the process by introducing a switch S i with each i th bit of two parent chromosomes. Movement of S i follows the equation below:
where ρ i is the uniformly generated random number for i th bit of the chromosome. It would be worth to notice that hybridization of three crossover methods of different nature leads to better solution than using single one. Single-point crossover is often used as a simple method for implementing recombination which is very important for local exploration through a little exchange of genetic characteristics between the parents. It searches neighbor points for getting a better solution. Where, multi-point crossover exchanges the genetic characteristics between the parents at multiple locations, which provides comparatively thorough search of the optimal point in search space. The comparative study of these operators can be seen in [48] and [49] . However, a number of recent studies show the benefits of multi-point crossover for complex problems with a large size of chromosome strings. The higher number of crossover points creates better global search strategy comparative to single-point crossover as shown in [48] and [49] .
On the other hand, References [45] and [50] show the importance of uniform crossover which disrupts the chromosomes with great probability and helps to search a larger problem space better than the above-described crossover strategies. It evaluates each bit of parent's chromosomes to exchange with a probability of 0.5. The studies show that it is a better exploratory method than the traditional exploitative approaches in case of handling longer schemata. As a result, a complete search of problem space is maintained, this can be seen in [51] as well. However, as it is observable from [50] , the uniform crossover fails to find the best result for particular problems where 2-point crossover plays a better role. Although, it is recommended using the uniform crossover to solve more complicated real-life problems, inspiring from the results provided in this article, we tried to utilize the advantage of all crossover methods using hybrid technology. In this case, proposed GA is converted into a powerful technique, where each crossover technique tries to find a better solution than the others in each evolution generation.
Here, we do not carry crossover with all pairs of parents strings extracted from mating pool. A coin with crossover probability of 0.8 is flipped and if the outcome is true the crossover is performed, otherwise, the pair of parents strings is directly swapped into the intermediate population which is resulted by the crossover operation. This process is carried out for all parents pairs.
5) MUTATION OPERATION
Now, a bitwise mutation operation is performed on the resulting intermediate population. In this process, a coin with the mutation probability of 0.05 is flipped for each bit. If the outcome is true, the binary bit in the string is reverted (0 1). Notice that with a lower mutation probability not all strings are changed. Using this process, we create some new points with possible good characteristics from the available chromosomes in the intermediate population.
6) OFFSPRING SELECTION FOR NEW POPULATION
As shown in Fig. 4 , we concatenate two intermediate populations resulting from crossover and mutation. In this way, our proposed model evaluates all the new strings generated in the intermediate stage and pass the selected first ic elite chromosomes to next evolution after shuffling them to restrict any bias. Number of candidates in concatenated population is dynamic, because the number of mutated strings (m) varies from generation to generation due to probabilistic selection, as shown in Fig. 4 . As a result, varying ic + m strings are available to compute associated fitness value in each generation of GA for achieving an optimal solution. This enables GA to prevent from premature convergence with increasing diversity in exploring the search space. This is an essential process to find the global solution irrespective of extra computational burden.
Some chromosomes in each intermediate populations may be same. This multiplicity of the chromosomes are handled by RW stochastic optimization model in level-II, which gives different solutions for similar chromosomes, each time. This mechanism provides additional diversity in the search space to find the optimal solution. This enables GA to prevent from premature convergence with increasing diversity in exploring the search space. The process of creating a new population is continued until one of the stopping criteria is satisfied, i.e. the maximum number of iterations, the achievement of a solution, not changed value of the objective function for the given number of consecutive iterations.
B. LEVEL-2: RW SIMULATION BASED STOCHASTIC OPTIMIZATION
This optimization process deals with the discrete value of transmission lines and energy generators by a stochastic update rule named RW optimization. This concept is inspired from the selection operator in GA optimization [9] , [43] as the associated algorithm is given in steps:
Step 1: Transmission lines including all scenarios of demand and contingencies, are assigned the value '1', if it is congested otherwise '0' for normal operation. In this way we can introduce the set of congestion bitmap for a line l as
where {D} and Z are respectively the set of demand scenarios and the set of contingency scenarios.
Step 2: For line l the probability of congestion κ l is obtained as follows
where the nominator and denominator are respectively L 1 -norm and L 0 -norm of the set K which respectively indicate the number of 1s, and the number of all 0s and 1s.
Step 3: The above probability is calculated for all lines. For a possible congested line k this value as κ k fulfills the constraint (18).
Step 4: An imaginary RW is constructed, where each congested transmission line in the network is represented by a separate segment on the RW surface. The area of each segment on the RW surface is proportional to the κ of k congested lines [9] .
Step 5: The wheel is rotated k times, in a way satisfying the constraint (29).
Step 6: At the end of k rotations, the segments at which pointer stops j l times out of k times, the capacity of associated lines is updated according as the rule:
where i is iteration number, T c , k is the transmission capacity of the k-th line, and j k is the RW repetition for the line. T c,k is the updating step which it shows the capacity update for k-th line. Here,
4 , otherwise update the network with the outcome of the above equation.
Step 7: Until J 4 is minimized within the constraints given from Equation (18) to (21), Step 2 to 6 are repeated. This update rule of the network is based on congestion probability, thus guarantees to minimize congestion charges in the network. Proposed evolutionary algorithm concludes the solution, once, one of the following termination criteria met for level-I optimization model.
1) Minimum number of iterations.
2) Average of the population does not change in N iterations.
3) The same answer is coming in each successive generation for m times. Where each evolution of Level-I depends on the Level-II optimization termination criteria as follows: 1) MEC is equivalent to MEI.
2) The congestion probability in the network goes under the desired value.
IV. METHODS INVOLVED IN THE PROPOSED METHODOLOGY A. VALUE ASSESSMENT MECHANISM
In this paper, we utilize a value assessment model as given in [9] , which integrates the values of E, G and W. Equation (39) presents deficit/excess of energy at bus s, which is the function of flow and capacity of constrained incoming (cm) and constraint outgoing (cn) lines. s is the sum of overflow in cm and cn lines and represents one of the three values: zero, positive, and negative, respectively for ideal system, G and E as Equation (40). Also, the vector T over in Equation (41) represents overflow in kth lines, where T f ,k,s is the amount of power flow (either k-th incoming or outgoing lines to bus s). Sum of the elements in vector T over is W for a particular demand scenario (monetary loss to transmission owner due to constrained network). For the system Equation (39) matrix notation is represented by Equation (42) . Based on this formulation a computationally efficient reliability calculation of power system is given in [9] , which saves approximately more than 85% computation time compared to the standard linear optimization based value assessment load curtailment strategy (LCS) and Min-Cut-Max-Flow (MCMF) algorithm, which has multiple iterations for each load scenario for computing E.
Here, W = k T over k (t), is calculated along with E and G from Equation (41) . The calculated values of E, G and W for all N S and N C scenarios at time instance t are supplied to Equations (2), (3) and (4), where the expected values of E, G and W are calculated for further evaluations.
B. EFFECT OF OPTIMAL LOCATION SELECTION OF GENERATORS
This section presents the importance of generator location for optimal planning through a simple example, in the network shown in Fig.7 . The capacity of generators located at bus 1 and 2, the capacity of the transmission network, and demand at buses are given in Fig.7 . Here, the effect of changing the location of Gen-2 -to bus 2, 3, 4, and 5 in a sequential manner -is explored in term of E. Overflow appears in transmission lines for Gen-2 location at bus 2, 3, 4 and 5 are {TL 2 (48.06 MW), TL 4 (8.9 MW), TL 5 (12.8 MW) and TL 6 (9.5 MW)}, {TL 6 (59.4), TL 7 (10.1)}, {TL 7 (14.9 MW)}, and {TL 2 (4 MW), TL 3 (1.5 MW), TL 4 (4.5), and TL 7 (2.6 MW)}, respectively. 
TABLE 4.
at different buses for different location of Gen-2.
It produces the wheeling loss (W) 79.3 MW, 69.5 MW, 14.9 MW and 12.1 MW, respectively for Gen-2 located at bus 2, 3, 4 and 5. Associated EGNS E(G) are given in TABLE 4, for + value it is E otherwise G. Here, it can be observed that minimum value of E and G equal to 7.08 MW is achieved for the given transmission configuration when bus-5 is selected for the location of Gen-2. In essence, this example suggests, that for a given transmission network, optimizing the location of new energy generators further reduces the interruption cost, without making any investment. This theme is the central concept of the proposed methodology.
C. HANDLING UNCERTAINTY IN DEMAND
It would be worth to indicate here that for the expansion planning, the proposed methodology is simulated for forecasted yearly peak demand curves defined for each bus in the power network. Due to the randomness and uncertainty in the calculation of demand forecasting where data is missed, we consider demand as a random variable and utilize stochastic selection approach. To handle the uncertainty, for VOLUME 6, 2018 checking the network capacity violation, MCS based sampling of demand scenarios is deployed here which is one of the standard methods [15] , [52] , [53] . The adopted approach is recommended in recent empirical studies for the robust design of the network which incorporates the maximum demand scenarios to test the security of planned network against various contingency scenarios. In our approach, for each contingency scenario, we sample N S demand situations by the forecasted demand distributions and test the network reliability, if it violates then update it with a capacity. In this way, we achieve highly reliable system even for sever contingency under peak demand scenarios. Each hour demand D b at bus b is defined by a distribution having statistical characteristics pair
and D σ b represent mean and standard deviation respectively. The expansion plan is tested for all demand scenarios obtained by Monte Carlo simulation (MCS) approach. MCS performs extracting the samples for conducting large experiments using computer programs. At the last, statistical characteristics of the output of the model, is calculated for further analysis. Here, a set of system demand D = {D 1 , D 2 , . . . , D b } for a particular hour is sampled based on their distribution as above. ELD is carried out for this sampled demand to calculate economic energy requirement from all available generators through the performance function G = f (D) [22] . For more accurate experiments, 10,000 random MCS demand samples are extracted, so a large set of G is available for the statistical and other analysis. Three steps MCS sampling of demand is carried out in three stages as shown in Fig. 8.   FIGURE 8 . MCS steps for incorporating demand uncertainties. 1) Sampling is extracted from the distribution of the demand at each bus. 2) Evaluation of the model output is carried out, such as calculating economic generation requirement and load flow under all contingency scenarios. 3) At the last, statistical analysis on the output is performed. MCS sampling is performed by inverse transformation method. It utilizes CDF by the given distribution of demand at each bus and then extracting sample by the formula:
Here, F −1
CDF is the inverse of CDF defined for D b and z i is uniformly generated random number in the range of [0,1]. System demand is the base for all calculations in proposed methodology. Thus, more demand scenarios incorporation means better reliability of the network.
D. CONTINGENCY ANALYSIS
N-1 contingency analysis is practiced by most of the countries in general [22] . This leads to the economic design of the network with less investment but not reliable under unseen contingencies like multiple outages of lines/generators. This situation is obvious due to rapidly growing demand and uncertainties in the heterogeneity of generation process. The general and frequent act of changing operating scenarios increases the stress on transmission network and results in congestion. Thus, to maintain the grid code efficiently against vulnerable operating scenarios, the expansion plan should be tested under higher contingencies which are probable to occur.
We are suggesting an approach of VAM which is comparatively faster than LCS and MCMF approaches for multiple contingency analysis. Due to its inexpensive nature for calculation, here we incorporate N-1 with probable N-2 contingencies. It is worth to point out that (N-k) higher contingency is easy to incorporate in the model due to the simple structure of VAM. For a given outage probability of all alternative lines and generators, the process of finding a set of contingency scenarios (Z ) for simulation is as follows:
1) All transmission lines and generators, including existing and new, are the elements of set X = {T 1 , T 2 , . . . ,
This set contains all elements subject to the N-1 contingency analysis. 2) At this juncture, we need to find the set Y representing scenarios for N-2 contingencies. a) Make a set of all combinations of two transmission
where each element of it corresponds to the probability of outage of k−th element of set Y . c) Sort the elements of set P Y and rank the elements of set Y correspondingly from higher to lower outage probability. d) Calculate average of all the elements in set P Y . e) Now select the elements that we can choose from the set Y based on P Y . A simple criteria is the selection of all elements of Y corresponding to an outage probability more than the average calculated above. For more robust expansion, it is recommended to take at least 75% N-2 contingencies. 3) Concatenate the set {X } and {Y } to form the hybrid contingency set Z = {X ∪ Y } where X is the set of N-1 contingencies, Y is N-2 contingencies. Contingency can be the cause of islanding of any bus or a portion of power system, which we should take care of it. It is because, this scenario can result in ill-conditioning of network matrices such as PTDF and GLODF. The method described below is very useful for N − k contingency scenarios, where more than two components are subjected to the outage.
E. REMOVING ISOLATION CONDITIONS AFTER CONTINGENCIES OF LINES
During contingency analysis, there is a possibility to disconnect a part of the power system from the power grid. This islanding disturbs the simulation process and results in unconditional matrices. Thus, in our algorithm, a proposal to find the islanding conditions due to contingencies is incorporated based on an efficient method described by [19] . A modified method is incorporated to strengthen the proposed methodology. The basis of this approach is connectivity matrix A, which shows the topological connectivity of all buses in the power systems through the number of transmission lines. It is a square matrix of b × b dimensions, as follows:
x, if connection exists between i and j 0, if i = j 0, otherwise. (44) b is the number of buses in the power system, and the x represents the number of transmission lines exists between two concerned buses i and j. In this matrix, all diagonal elements are zero. Based on this connection matrix A, the steps to detect islanding is given as follows:
Step 1: Calculate sum of all rows in matrix A to get an array of size b × 1 and name it as BD. Each element of this vector represents the degree of concerned bus [19] . In the matrix BD, each element b i holds the following relation to detect islanding i-th bus is islanded = True,
where, zero entry b i = 0 associated with i-th bus represents its dis-connectivity to the grid. A problem arises when BD does not has any zero element, then in this case, a question arises that how one can detect the islanding in system? To answer this question, a sophisticated method is described in Steps 2 to 6. Step 2: Above problem can be solved by either upper or lower triangular matrices A U or A L respectively of A, because of its symmetry property. As a result here we extract the Upper triangular matrix A U from A as defined below:
Step 3: Remove the last row of A U .
Step 4: A vector IL of dimension (b − 1) × 1 is calculated by row sum of the reduced A U matrix, which signifies that the associated bus is connected to the grid. Moreover, the sum of the all elements il i of IL,
where il ∈ IL, represents the total number of transmission lines in the grid.
Step 5: Count the number of zero elements (I 0 ) in IL.
If I 0 = k, the number of zeros in IL, indicates that the grid is divided into k + 1 parts. This method insures detection of islanding if it is present in the system. Step 6: For i-th position of zero elements in IL, indicate the candidate bus represented by i-th row in the matrix A which needs to be connected to any of the buses represented by any column indices j, where j ∈ b and i = j, to remove islanding.
Step 7: At this juncture, we randomly place 1 at (i, j) and (j, i) position of matrix A, introducing a new entry in matrix A corresponding to the new transmission line between i-th and j-th buses for further analysis. The above setup will remove the ill-conditioning of PTDF, GLODF and Jacobean matrix.
V. PROPOSED METHODOLOGY FOR COMPOSITE TEP
Incorporating all above-described procedure, the proposed methodology for the CGTEP using the bi-level optimization is demonstrated in steps:
Step 1: Each hour demand at each bus is given by a distribution [µ, σ ].
Step 2: Carryout MCS sampling for each hour and extract N S scenarios of demand at all buses. At this stage, we have N S × 8760 demand scenarios to analyze.
Step 3: Generate a set Z of contingency scenarios.
Step 4: Run ELD for all generators, existing and available for planning, for all demand scenarios. It is noted here that ELD is calculated by relaxing upper limit of all generators.
Step 5: Initialize the population of chromosomes as described in Section III-A, satisfying (10). Step 6: Take a chromosome and according to the decoded value of bit/bits in chromosome segments, as discussed in Section III-A, lines and generators are connected at selected locations in the network with their initial minimum capacity.
Step 7: Take a demand and corresponding generation scenarios.
Step 8: A contingency scenario is taken and accordingly lines and generators are removed from the network.
Step 9: Islanding condition is checked by a method described above, and if Equation (22) is violated, an additional line is added between randomly chosen two buses to correspond to two islanded subsystems.
Step 10: Power flow in all lines is calculated using Equation (23).
Step 11: Compare the calculated flow of lines with initialized capacity.
Step 12: Go to Step 8 until all contingency scenarios are checked.
Step 13: Go to Step 7 until all demand uncertainty scenarios are checked. Step 14: At this stage, κ for all lines is calculated.
If Equation (18) is violated go to Step 22.
Step 15: If Equation (28) is violated go to Step 22.
Step
16: E[E], E[G], E[W]
and the corresponding aggregated cost (J 1 ) is computed using Equations (42) and (1).
Step 17: The total investment cost (J 2 + J 3 ) is calculated for the initial network.
Step 18: Calculate marginal expected cost (MEC) and marginal expected investment (MEI) as given in Equations (32) and (33).
Step 19: If Equation (30) is violated go to Step 22.
Step 20: Imaginary RW is constructed, and capacity of the transmission lines are updated using update rule given in Section III-A.
Step 21: Reactance of the network is updated according to increasing capacity ( T c,k ).
Step 22 Step 28: Apply mutation operation on the population generated in Step 27 to generate mutated set of chromosomes.
Step 29: Concatenate both new populations from Step 27 and Step 28, then replace the previous population with it and go to Step 6.
Step 30: Find the least cost solution from all solutions acquired in previous generations, until the GA stopping criteria meet.
Note: level-II optimization is carried out from Step 14 to 22. It is important to ensure that the transmission capacities are not over-specified because it would result in superfluous investment and violation of the right of way (ROW) issue. Thus, the process of capacity updating of a transmission line -elaborated above -is terminated, once the Equations (18) to (30) are violated. The general block diagram of the process of evolution in one generation has been illustrated in Fig. 9 .
VI. CASE STUDY
Based on the empirical study as given in [54] - [56] , parameters selection of GA is very important. In this study for comparative study with the results given in [48] , we adopted same parameters for some of the GA operators such as crossover probability, mutation probability and population size. However, for the other hybrid mechanism based on the results presented in [48] and [50] , for various problems, we adopted the suggested parameters for multi-point, uniform crossover and tournament and random selection operations. The list of the selected parameters for GA are as follows: VOLUME 6, 2018 1) General parameters: a) Population size is 100. b) Chromosome length is system dependent which is equal to the sum of number of the lines and number of bits to encode all generators location. c) Crossover probability is 0.8. d) Mutation probability is 0.05 2) Parameters for proportional selection (RW) scheme: a) Number of segments on RW is equal to the number of chromosomes in the population. b) Number of RW rotation is equal to the number of required chromosomes to form the mating pool. c) Selection of chromosomes using RW is random proportional to fitness of each chromosome. 3) Parameters for tournament scheme: a) Tournament size is 3. b) Number of winners is 2. c) Selection probability of chromosomes to form tournament is 0.5. d) Selection of chromosome from winners follows elite selection. e) Number of tournament is equal to the number of required chromosomes for forming the mating pool. 4) Parameters for random selection scheme: This is free from the parameters, where bits to exchange between parents are selected by probability of 0.5.
5) Parameters for single-point crossover:
a) Site selection probability is 0.5. 6) Parameters for multi-point crossover:
a) Number of crossover locations is selected randomly from 2 to half of the length of chromosomes. b) Site selection probability is 0.5. 7) Parameters for uniform crossover: a) Location selection probability for exchanging the bits is 0.5. 8) Parameters for selection of parents for crossover: a) Parent-1 is selected from top of the mating pool. b) Parent-2 is selected randomly from remaining candidates in mating pool. c) Remove selected parents and repeat the procedure.
IMPLEMENTATION ON IEEE 24-BUS POWER SYSTEM
The outlined theory is examined for IEEE-24 bus power system as shown in Fig. 10 , for probabilistic N-2 plus all N-1 contingency scenarios [9] . The same network with similar operating scenarios is taken from [9] for comparison of the proposed concept. Comparative results are shown in TABLE 5 and 6. All expected locations of new energy generators, all alternative new transmission lines (NTL) and types of generators with their operating and investment cost are taken from [22] . Transmission routes are constrained by the ROW constraints, where all existing transmission routes are constrained for only two parallel line except TL 1, 5, 7, 12, Adopted IEEE-24 bus power system has 10 generators with 1800 MW total capacity and 35 existing transmission lines, capacities of which are given in Fig. 10 . Here it is noted that existing generators can be updated with new generators to establish the synchronization between network and generation capacities. Total system forecasted demand of 4259 MW which has to be complemented with some lines from the number of NTL that is 82 as shown in [9] and [17] . Due to the computational efficiency of VAM, the proposed TEP methodology is able to handle a relatively higher number of critical N-2 contingency cases plus N-1 contingencies along with a high number of MCS demand scenarios. A comparative result of the proposed VAM can be seen in [20] .
Resulting updated plan for all network capacity is given in TABLE 6 and Fig. 13 . Associated proposed economic generation capacity is shown in Fig. 14 . In the methodology to realize discrete values of the transmission lines, step increment is taken as 25 MW. Here, generator's optimal capacity is calculated based on ELD for supplying the targeted demand. After economically getting optimal generation, it is approximated to the nearby standard value after simulation including capacity factor and 16% reserve margin. As a result of this methodology, we distribute the generation and spinning reserve capacity throughout the network, despite large volume at few buses. It increases the reliability of the network especially during any contingency and unseen congestion in the network. We have also observed that without optimizing the location of generators, transmission investment is high. In this case, the average capacity of each corridor is 126.19 MW as shown in Fig. 13 . To compensate this redundant cost, here, the location of the proposed generators has been optimized along with transmission network plans. We can observe that for the case of PGL, where instead of increasing capacity of existing power plants new generators at different locations are selected. In this case, ten new lines have to be set-up with the capacity update of eleven existing lines comprising total capacity of 2675 MW, with the reduced investment of approximately 15% comparative to [9] . It distributed the huge capacity update of generators at a particular bus, as mega power plan shown in [9] , to the more reasonable capacity of ten new generators, as shown in Fig. 14 . Physical setting up in the network can be seen in Fig. 11 , where the specified location for the new generators NG-1, NG-2, NG-3, NG-4, NG-5, NG-6, NG-7, NG-8, NG-9, and NG-10 are given respectively on bus number 8, 9, 3, 6, 19, 20, 11, 13, 23, and 14. It increases the resilience capability of the network under the outage of one or more power plants. Moreover, it keeps energy price at buses lower as shown in Fig. 15 , which is the most important thing. This is achieved without using market-based congestion cost (CC) phenomenon.
After getting updated capacity of the network through incremental update rule of stochastic RW optimization, we segment it to the available options easily. The resulting required number of parallel transmission lines on the specified corridors are shown in BLE 3 and Fig. 13 . The remaining expected cost in the system, comprising EENS, EGNS, and EWL, which is approximately reduced by 12%, 18% and 27%, respectively comparative to [9] . One can notice that reduction in the above quantities does not increase the capacity of the network, even approximately reduces 19%. It clearly indicates that the investment is going down with increased reliability of the network. Total investment in the generators is M$1767.62, similar to [9] because new generators (NG) have the same cost curve as existing. Thus, the updated capacity of total generation is the same but distributed to different locations. It can be noted that some existing generators G1, G2, G3, G4, G5, G9, and G10 are required to be updated by 175, 125, 100, 50, 225, 75, and 75 MW respectively, in order to maintain an economic operation of the power system.
We have extended our proposal for different locations of new generators as the case OGL and we found significant improvement in the reduction of investment while improving the reliability of the network as shown in TABLE 5 and Fig. 12 . Our results show a reduction in the: 1) Number of new lines and associated capacity additions, where only nine old routes are updated with eleven new routes. Also, network capacity reduction of approximately 30% has been observed for reduced 33%, 41% and 56% EENS, EGNS, and EWL, respectively. 2) Interruption cost and hence the total investment by 45% approximately. Optimal location of all the generators can be seen in Fig. 12 . The optimized location of new generators are NG-1, NG-2, NG-3, NG-4, NG-5, NG-6, NG-7, NG-8, NG-9, and NG-10 are respectively at buses 9, 4, 3, 10, 14, 18, 12, 1, 19, and 21. At this juncture, the solution guarantees for an open access strategy without boundary of transmission capacity because of N-2 based network design and synchronization between generators and transmission network. Thus, it utilizes full transmission network resources economically to supply all the required demand reliably. Moreover, it affects the energy cost to the consumers, which encounters the investment cost in their utility cost per KW.
In Fig. 13 , we can observe that in the case of PGL the average capacity update per transmission line is 126.19 MW, where the number of lines is less than the ones in [9] . Also, one can see that when we optimize the location of generators along with optimizing the transmission network, the average update of capacity per line is 106.26 with minimizing the number of total lines. The methodology of complete information flow between GENCOs, TRANSCOs, and ISO give a techno-economic solution.
Further notice that the required optimal capacity of all generators remains the same in both cases PGL and OGL due to the same generator data, except an interchange of their locations. Total 3200 MW new generation capacity is updated with 950 MW update of old generators. Form Fig. 14 , it can be noticed that the average update of capacity per generator is 415 MW in [9] , where distribution of generation yields only 217.64 MW average update of capacity per generator. This setup shows an increased efficiency of the electricity network operating under the probabilistic N-2 along with N-1 contingency analysis and follows all economic requirements. Also, minimizing EGNS and EWL may attract the investors, because due to these indicators they know maximum loss during the congestion of the network. To maintain the techno-economic solution, the required parallel lines for each decision corridors are given in TABLE 6.
Results further show that an update of existing lines is important to keep investment down for improving reliability, as invoked in [9] . The similar impression is for generators, where existing generators are important to update with same fuel or other fuel machines. Congestion management strategy in level-II RW optimization stage reduces the bus prices of energy. Design for zero congestion network is not economic, thus we establish a trade-off between MEC and MEI for optimizing congestion in the network. Due to the equation (30) the proposed network gives the solution at the Pareto front, where one sub-objective for minimizing is MEC and other MEI. A trade-off between both sub-objectives is established in the level-II optimization procedure.
Bi-level optimization methodology based on GA and stochastic RW is generally expensive but due to its advantageous features, it should be accepted globally for the solution of CGTEP, where the incremental capacity update of the network instead of placing big capacity evident as a more optimal approach. The simulation time is approximately ten hours on the Yoko server [57] in MATLAB environment for the problem specified in this paper.
Application of the proposed methodology for multistage power system design is the perspective direction for future work. Namely, this proposal anticipates generalization and wide applicability for large power systems having MCS based probabilistic contingency analysis. Results show that for each capacity -update of line and generator -the investment is noteworthy because it maintains an economic load dispatch at each time. This improves the operational economic efficiency of the power system while establishing an optimal trade-off between reliability and investment.
VII. CONCLUSION
In this paper, a methodology for static TEP for the composite energy and transportation network expansion design is presented wherein the reliability of the network is increased by optimizing the location of new generators. A paretooptimal solution is achieved by the theory of marginal costing in level-II optimization. Roulette wheel (RW) optimization removes the discrepancies of generating same strings in GA procedure by providing a different solution in level-I. Moreover, to estimate the monetary value of power systems, value assessment model comprises loss to the consumers, loss to the generators and loss to the transmission owners in the form of EENS, EGNS, and EWL respectively for better estimation of total loss due to the constrained network. Not only N-1 and probable N-2 contingency cases are tested, furthermore, due to the proposed fast value assessment model security checks of the power system can be carried out even for more than N-2 contingencies like MCS. Major advantage of the proposed methodology is that it does not require a priori specification of the (i) location of generators, (ii) capacity of generating units, (iii) location of transmission lines and (iv) capacity of transmission lines. The proposed methodology calculates the optimal capacity of generators and transmission lines based on the marginal value of an investment and associated interruption loss. Importantly, simulations show that the location selection of new generators plays a vital role to reduce the network capacity and it also improves the reliability level by minimizing the magnitude of EENS, EGNS, and EWL, significantly. It reduces the network capacity approximately 35% by optimizing the location of generators while improving the reliability by approximately 40%. In short, it gives an economic solution with increased reliability of the power network and synchronizes generators capacity with the transmission network. As the future research directions of this paper, it is worth to integrate the following techniques to the proposed method: (i) Monte Carlo Simulation-based contingency analysis, (ii) multi-stage planning, (iii) AC load flow analysis, (iv) incorporation of congestion market-based approach, (v) expansion and analysis on alternative multi-objective solution algorithm, and (vi) space and time complexity analysis of the algorithm with comparison to multi-objective algorithms.
