Applications of shuffle product to restricted decomposition formulas for
  multiple zeta values by Guo, Li et al.
ar
X
iv
:1
40
1.
73
97
v1
  [
ma
th.
NT
]  
29
 Ja
n 2
01
4
APPLICATIONS OF SHUFFLE PRODUCT TO RESTRICTED DECOMPOSITION
FORMULAS FOR MULTIPLE ZETA VALUES
LI GUO, PENG LEI, AND BIAO MA
Abstract. In this paper we obtain a recursive formula for the shuffle product and apply it to
derive two restricted decomposition formulas for multiple zeta values (MZVs). The first formula
generalizes the decomposition formula of Euler and is similar to the restricted formula of Eie and
Wei for MZVs with one strings of 1’s. The second formula generalizes the previous results to the
product of two MZVs with one and two strings of 1’s respectively.
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1. Introduction
A multiple zeta value (MZV) is the special value of the complex valued function
ζ(s1, · · · , sk) =
∑
n1>···>nk>1
1
n
s1
1 · · · n
sk
k
at positive integers s1, · · · , sk with s1 > 2 to ensure the convergence of the nested sum. MZVs
are natural generalizations of the Riemann zeta values ζ(s) to multiple variables. They were
introduced in the 1990s with motivations from number theory [31], combinatorics [19] and
quantum field theory [5]. Since then the subject has turned into an active area of research
that involves many areas of mathematics and mathematical physics [7]. Its number theoretic
significance can be seen from the recent theorem of Brown [6, 33] that all periods of mixed Tate
motives unramified over Z are Q[ 12πi ]-linear combinations of MZVs (See also [12, 13, 30]).
A major goal on MZVs is to determine all algebraic relations among MZVs. In the two variable
case, this problem has been studied over two hundred years ago by Goldbach and Euler [10, 29].
Among Euler’s major discoveries are his sum formula
n−1∑
i=2
ζ(i, n − i) = ζ(n)
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expressing one Riemann zeta values as a sum of double zeta values and the decomposition
formula
(1) ζ(r)ζ(s) =
s−1∑
k=0
(
r+k−1
k
)
ζ(r + k, s − k) +
r−1∑
k=0
(
s+k−1
k
)
ζ(s + k, r − k), r, s > 2,
expressing the product of two Riemann zeta values as a sum of double zeta values.
Soon after MZVs were introduced, Euler’s sum formula was generalized to MZVs [19, 14, 32]
as the well-known sum formula, followed by quite a few other generalizations [3, 8, 16, 18, 21, 23,
25, 26, 27, 28]. Generalizations of Euler’s decomposition formula to MZVs came much slowly
even though Euler’s formula had been revisited and found applications in modular forms [1,
2, 11]. Euler’s decomposition formula was generalized in [4, 34] to the product of two q-zeta
values. More recently, Euler’s decomposition formula for multi-variable MZVs were obtained
in [9, 17]. In [17], Euler’s decomposition formula is generalized to the product of any two MZVs
by the algebraic method of double shuffle product. By an analytic method, Euler’s decomposition
formula is generalized in [9] to the product of two MZVs of the form ζ(m, {1}k) with one string
of 1’s: {1}k := 1, · · · , 1︸   ︷︷   ︸
k terms
. A formula for MZVs with strings of 1’s is often called a restricted
decomposition formula (see Section 3.1 for a general discussion on restricted decomposition
formulas).
In this paper, we give a new recursive formula (Theorem 2.2) for the shuffle product and apply
it to obtain two restricted decomposition formulas. One is for MZVs with one strings of 1’s
similar to the one in [9]. The other one is for MZVs with one and two strings of 1’s. The
following are the two theorems on MZVs. We will use the convention that, if i = 0, then the
string α1 + m, · · · , αi, αi+1 is taken to be α1 + m.
Theorem 1.1. For positive integers m, n, j and k, we have
ζ(m + 1, {1} j−1)ζ(n + 1, {1}k−1)
=
∑
|α|=n−n1+ j1+1
j1+ j2= j, ji>0
06n16n
(
m−1+n1
m−1
) ( j2+k−1
k−1
)
ζ(α1 + m + n1, α2, · · · , α j1 , α j1+1, {1} j2+k−1)
+
∑
|β|=m2+k−t+1
m1+m2=m−1,mi>0
06t6k−1
(
m1+n−1
n−1
) ( j+t
j
)
ζ(β1 + m1 + n, β2, · · · , βk−t, βk−t+1 + 1, {1} j+t−1),
where |α| := α1 + α2 + · · · + α j1 + α j1+1 with αi > 1 and |β| := β1 + β2 + · · · + βk−t + βk−t+1 with
βi > 1.
The appearance of the formula is different from the one in [9]. They should agree with each
other after rearrangement of terms since both formulas are based the shuffle product.
When j = k = 1, we derive Euler’s decomposition formula (see Section 3.3).
Corollary 1.2. For positive integers m, n, we get
(2) ζ(m + 1)ζ(n + 1) =
n+1∑
j=1
(
m+n− j+1
m
)
ζ(m + n + 2 − j, j) +
m+1∑
j=1
(
m+n− j+1
n
)
ζ(m + n + 2 − j, j).
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We further obtain the following formula for the product of two MZVs one of which has two
strings of 1’s.
Theorem 1.3. For positive integers m, n, j, k, s and t, we have
ζ(m + 1, {1} j−1)ζ(n + 1, {1}k−1, s + 1, {1}t−1)
=
∑
|α|=n−n1+ j1+1
|˜α|=s+ j3
j1+ j2+ j3+ j4= j
06n16n
(
m−1+n1
m−1
) ( j2+k−1
k−1
) ( j4+t−1
t−1
)
ζ(α1 + m + n1, α2, · · · , α j1 , α j1+1, {1} j2+k−1, α˜1 + 1, · · · , α˜ j3 , α˜ j3+1, {1} j4+t−1)
+
∑
16k16k
06m16m−1
(
m1+n−1
n−1
) ∑
|β|=m−m1+k1 ,|˜β|=s+ j2
j1+ j2+ j3= j
( j1+k−k1
k−k1
) ( j3+t−1
t−1
)
×
ζ(β1 + m1 + n, β2, · · · , βk1 , βk1+1 + 1, {1} j1+k−k1−1, β˜1 + 1, · · · , β˜ j2 , β˜ j2+1, {1} j3+t−1)
+
∑
16s16s
m1+m2+m3=m−1
(
m1+n−1
n−1
) (
m3+s1−1
s1−1
) ∑
|γ|=m2+k+1,|˜γ|=s−s1+ j1+1
j1+ j2= j
( j2+t−1
t−1
)
×
ζ(γ1 + m1 + n, γ2, · · · , γk, γk+1 + γ˜1 + m3 + s1, γ˜2, · · · , γ˜ j1 , γ˜ j1+1, {1} j2+t−1)
+
∑
m1+m2+m3+m4=m−1
16t16t
(
m1+n−1
n−1
) (
m3+s−1
s−1
) ( j+t−t1
j
)
×
∑
|δ|=m2+k
|˜δ|=m4+t1+1
ζ(δ1 + m1 + n, δ2, · · · , δk,m3 + s + δ˜1, δ˜2, · · · , δ˜t1 , δ˜t1+1 + 1, {1} j+t−t1−1),
where ji,mi > 0 and
|α| = α1 + · · · + α j1+1, |α˜| = α˜1 + · · · + α˜ j3+1 with αi, α˜i > 1,
|β| = β1 + · · · + βk1+1, |˜β| = β˜1 + · · · + β˜ j2+1 with βi, β˜i > 1,
|γ| = γ1 + · · · + γk+1, |˜γ| = γ˜1 + · · · + γ˜ j1+1 with γi, γ˜i > 1,
|δ| = δ1 + · · · + δk, |˜δ| = δ˜1 + · · · + δ˜t1+1 with δi, δ˜i > 1.
The method in this paper can be applied to give restricted decomposition formulas for MZVs
with more stings of 1’s, but the complexity of the formula increases quickly as the number of
strings of 1’s increases. See Remark 3.1 for the case of the product of two MZVs both with two
strings of 1’s.
To prove the theorems, we first obtain a recursive formula for the shuffle product in Section 2.
The recursive formula is for words of special forms discussed in this paper and is different from
the usual recursive formula for the shuffle product of arbitrary words. Then our recursive formulas
are applied to obtain Theorem 1.1 in Section 3.2 and Theorem 1.3 in Section 3.4 respectively.
2. A recursive formula for the shuffle product
Let X be a nonempty set. Let S (X) be the free semigroup on X. The shuffle product algebra
on X, denoted by HX = HXX , is the vector space QS (X) spanned by S (X) together with the
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shuffle product X. There are several equivalent descriptions of the shuffle product. We will use
the following description in terms of order preserving maps. For details see [17] or [15, § 3.1.4]
for example.
Denote [k] := {1, · · · , k} and [k, ℓ] = [k, · · · , ℓ] for 1 6 k < ℓ. For m, n > 1, denote
Jm,n :=
{
(ϕ, ψ)
∣∣∣∣∣ ϕ : [m] → [m + n] and ψ : [n] → [m + n] are order preservingand injective maps such that imϕ ∪ imψ = [m + n]
}
.
Note that the conditions for (ϕ, ψ) implies that imϕ ∩ imψ = ∅. Thus for each i ∈ [m + n], either
ϕ( j) = i for some j ∈ [m] or ψ( j) = i for some j ∈ [n], but not both. For (ϕ, ψ) ∈ Jm,n, define
aXϕ,ψ b := c1 · · · cm+n, where ci := cϕ,ψ,i =
{
a j, if i = ϕ( j) for j ∈ [m]
b j, if i = ϕ( j) for j ∈ [n] .
We then have
(3) aXb =
∑
(ϕ,ψ)∈Jm,n
aXϕ,ψ b.
To describe the shuffle product of words of the forms a = am1 · · · am2 and b = bn1 · · · bn2 , define
the set
J[m1,m2],[n1,n2] :=
(ϕ, ψ)
∣∣∣∣∣ ϕ : [m1,m2] → [m1 + n1 − 1,m2 + n2]and ψ : [n1, n2] → [m1 + n1 − 1,m2 + n2] are order preserving
and injective map such that imϕ ∪ imψ = [m1 + n1 − 1,m2 + n2]
 .
For (ϕ, ψ) ∈ J[m1,m2],[n1,n2], define
aXϕ,ψ b := cm1+n1−1 · · · cm+n, where ci := cϕ,ψ,i =
{
a j, if i = ϕ( j) for j ∈ [m1,m2]
b j, if i = ϕ( j) for j ∈ [n1, n2] .
Then we have
(4) aXb =
∑
(ϕ,ψ)∈J[m1,m2],[n1 ,n2]
aXϕ,ψ b.
Lemma 2.1. Let X be a nonempty set. Let HX be the shuffle product algebra on X with the shuffle
product X. Let a = a1 · · · am and b = b1 · · · bn with ai, b j ∈ X, 1 6 i 6 m, 1 6 j 6 n. For a fixed k
with 1 6 k 6 m, we have
(5) aXb =
n∑
i=0
((a1 · · · ak−1)X(b1 · · · bi))ak((ak+1 · · · am)X(bi+1 · · · bn)).
Proof. For the fixed k ∈ [m] in the lemma and for a given i ∈ [n], denote
Jim,n := Jk,im,n := {(ϕ, ψ) ∈ Jm,n | ϕ(k) = i + k}.
Then we have the disjoint union
Jm,n =
n⊔
i=0
Jim,n .
Further, for (ϕ, ψ) ∈ Jim,n, we have
ϕ|[k−1] : [k − 1] → [i + k − 1],
ϕ|[k+1,m] : [k + 1,m] → [i + k + 1,m + n],
ψ|[i] : [i] → [i + k − 1],
ψ|[i+1,n] : [i + 1, n] → [i + k + 1,m + n].
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Then we have (ϕ|[k−1], ψ|[ j]) ∈ Jk−1, j = J[k−1],[ j] and (ϕ|[k+1,m], ψ|[i+1,n]) ∈ J[k+1,m],[i+1,n]. Hence
aXb =
∑
(φ,ϕ)∈Jm,n
aX(ϕ,ψ)b
=
∑
06i6n
∑
(φ,ϕ)∈Jim,n
aX(ϕ,ψ)b
=
∑
06i6n
((a1 · · · ak−1)X(b1 · · · bi))ak((ak+1 · · · am)X(bi+1 · · · bn)).
This completes the proof. 
By the above lemma, we easily get
Theorem 2.2. Let k, ℓ > 1. For y1, · · · yk, z1, · · · , zℓ ∈ X and m1, · · · ,mk, n1, · · · , nℓ ∈ Z>1, we
have
(ym11 · · · ymkk )X(zn11 · · · znℓℓ )
=
∑
16 j6ℓ
∑
16n j16n j
n j1+n j2=n j
(ym1−11 X(zn11 · · · z
n j1
1 ))y1
((ym22 · · · ymkk )X(zn j21 · · · znℓℓ )) + ym11 ((ym22 · · · ymkk )X(zn11 · · · znℓℓ )).
Proof. In Lemma 2.1 take k = m1 so that ak is the last y1 (from the left) in ym11 = y1 · · · y1︸  ︷︷  ︸
m1 factors
. Then
the theorem follows. The last term in the formula corresponds to the term when i = 0 in the
lemma. 
3. Proofs of the main theorems
We prove our main theorems on restricted decompositions of MZVs in this section. After a
brief general discussion in Section 3.1, we apply Theorem 2.2 to prove Theorem 1.1 in Section 3.2
and to prove Theorem 1.3 in Section 3.4. We also show that Euler’s decomposition formula
(Corollary 1.2) can be derived from Theorem 1.1 in Section 3.3.
3.1. Decomposition formulas of MZVs. As is well-known, an MZV has an integral represen-
tation [24]
(6) ζ(s1, · · · , sk) =
∫ 1
0
∫ t1
0
· · ·
∫ t|~s|−1
0
dt1
f1(t1) · · ·
dt|~s|
f|~s|(t|~s|) .
Here |~s| = s1 + · · · + sk and
f j(t) =
{
1 − t j, j = s1, s1 + s2, · · · , s1 + · · · + sk,
t j, otherwise.
The MZVs span the following Q-subspace of R
MZV := Q{ζ(s1, · · · , sk) | si > 1, s1 > 2} ⊆ R.
Consider the set X = {x0, x1}. The shuffle product algebra HX = HXX in Section 2 contains the
subalgebra HX0 := x0HXx1. Since the product of nested integrals like those in Eq. (6) is governed
by the shuffle product, the linear map
(7) ζX : HX0 → MZV, xs1−10 x1 · · · xsk−10 x1 7→ ζ(s1, · · · , sk)
is an algebra homomorphism [20, 22]. In other words,
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(8) ζX(a)ζX(b) = ζX(aXb) for a, b ∈ HX0 .
This gives a so called decomposition formula when the product aXb on the right hand side is
explicitly calculated even though a decomposition formula can also mean a formula derived from
a process equivalent to the shuffle product, such as the one obtained in [9]. For example, when
a = xm0 x1 and b = xn0x1 this gives the Euler decomposition formula. In the general case, this
leads to the generalized decomposition formula in [17] which gets complicated quickly as the
number of variable in the MZVs increases. For a and b is “restricted” forms such as a = xm0 x
j
1
and b = xn0xk1, it is possible to find simpler formulas for aXb, giving restricted decomposition
formulas.
In this paper, we prove Theorem 1.1 and Theorem 1.3 by applying Theorem 2.2 to recursively
calculate shuffle product formulas for xm0 x
j
1Xx
n
0x
k
1 and xm0 x
j
1Xx
n
0x
k
1x
s
0x
t
1 respectively. We then apply
Eq. (8) to obtain equations of MZVs in the theorems.
3.2. The proof of Theorem 1.1. To prove Theorem 1.1, we first recall the following well-known
shuffle product formulas
(9) xm0 Xxn0 =
(
m+n
m
)
xm+n0
and
(10) xm1 Xxn1 =
(
m+n
m
)
xm+n1 .
We further have
(11) xm0 Xxn1 =
∑
m1+m2+···mn+1=m,mi>0
xm10 x1x
m2
0 x1 · · · x
mn
0 x1x
mn+1
0 .
where we denote the sum by Bm
n+1. Thus we also have
(12) xm1 Xxn0 =
∑
n1+n2+···nm+1=n,ni>0
xn10 x1x
n2
0 x1 · · · x
nm
0 x1x
nm+1
0 = B
n
m+1.
By Theorem 2.2, Eqs. (10) and (12), we obtain
xm1 Xx
n
1x
k
0 =
∑
m1+m2=m,mi>0
(xm11 Xxn−11 )x1(xm21 Xxk0)(13)
=
∑
m1+m2=m,mi>0
(
m1+n−1
n−1
)
xm1+n1 B
k
m2+1.
Likewise we have
xm0 Xx
n
1x
k
0 =
∑
m1+m2=m,mi>0
(xm10 Xxn1)x0(xm20 Xxk−10 )(14)
=
∑
m1+m2=m,mi>0
(
m2+k−1
k−1
)
B
m1
n+1x
m2+k
0 ,
xm1 Xx
n
0x
k
1 =
∑
m1+m2=m,mi>0
(xm11 Xxn0)x1(xm21 Xxk−11 )(15)
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=
∑
m1+m2=m,mi>0
(
m2+k−1
k−1
)
B
n
m1+1x
m2+k
1
and
xm0 Xx
n
0x
k
1 =
∑
m1+m2=m,mi>0
(xm10 Xxn−10 )x0(xm20 Xxk1)(16)
=
∑
m1+m2=m,mi>0
(
m1+n−1
n−1
)
x
m1+n
0 B
m2
k+1.
By Theorem 2.2, Eqs. (15), (11) and (12), we obtain
xm1 Xx
n
1x
k
0x
s
1 =
∑
m1+m′1=m,m1,m
′
1>0
(xm11 Xxn−11 )x1
(
x
m′1
1 X(xk0xs1)
)(17)
=
∑
m1+m
′
1=m,m1,m
′
1>0
(xm11 Xxn−11 )x1
 ∑
m2+m3=m′1,m2,m3>0
(xm21 Xxk0)x1(xm31 Xxs−11 )

=
∑
m1+m2+m3=m,mi>0
(xm11 Xxn−11 )x1(xm21 Xxk0)x1(xm31 Xxs−11 )
=
∑
m1+m2+m3=m,mi>0
(
m1+n−1
n−1
) (
m3+s−1
s−1
)
x
m1+n
1 B
k
m2+1x
m3+s
1 .
By a similar argument, we obtain the following Eqs. (18) – (20).
xm0 Xx
n
0x
k
1x
s
0 =
∑
m1+m2+m3=m,mi>0
(xm10 Xxn−10 )x0(xm20 Xxk1)x0(xm30 Xxs−10 )(18)
=
∑
m1+m2+m3=m,mi>0
(
m1+n−1
n−1
) (
m3+s−1
s−1
)
xm1+n0 B
m2
k+1x
m3+s
0 .
xm1 Xx
n
0x
k
1x
s
0 =
∑
m1+m2+m3=m,mi>0
(xm11 Xxn−10 )x0(xm21 Xxk−11 )x1(xm31 Xxs0)(19)
=
∑
m1+m2+m3=m,mi>0
(
m2+k−1
k−1
)
B
n−1
m1+1x0x
m2+k
1 B
s
m3+1.
xm0 Xx
n
1x
k
0x
s
1 =
∑
m1+m2+m3=m,mi>0
(xm10 Xxn−11 )x1(xm20 Xxk−10 )x0(xm30 Xxs1)(20)
=
∑
m1+m2+m3=m,mi>0
(
m2+k−1
k−1
)
B
m1
n x1x
m2+k
0 B
m3
s+1.
By Theorem 2.2 and Eq. (20), we further obtain
xm0 Xx
n
0x
k
1x
s
0x
t
1(21)
=
∑
m1+m2+m3+m4=m,mi>0
(xm10 Xxn−10 )x0(xm20 Xxk−11 )x1(xm30 Xxs−10 )x0(xm40 Xxt1)
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=
∑
m1+m2+m3+m4=m,mi>0
(
m1+n−1
n−1
) (
m3+s−1
s−1
)
xm1+n0 B
m2
k x1x
m3+s
0 B
m4
t+1.
We similarly have
xm1 Xx
n
0x
k
1x
s
0x
t
1(22)
=
∑
m1+m2+m3+m4=m,mi>0
(xm11 Xxn0)x1(xm21 Xxk−11 )x0(xm31 Xxs−10 )x1(xm41 Xxt−11 )
=
∑
m1+m2+m3+m4=m,mi>0
(
m2+k−1
k−1
) (
m4+t−1
t−1
)
B
n
m1+1x
m2+k
1 x0B
s−1
m3+1x
m4+t
1 .
Using Theorem 2.2 and then Eqs. (9), (15), (16) and (10), we derive
xm0 x
j
1Xx
n
0x
k
1(23)
=
∑
06n16n
(xm−10 Xxn10 )x0(x j1Xxn−n10 xk1) +
∑
16k16k
(xm−10 Xxn0xk11 )x0(x j1Xxk−k11 )
=
∑
06n16n
(
m−1+n1
m−1
)
xm+n10
∑
j1+ j2= j, ji>0
( j2+k−1
k−1
)
B
n−n1
j1+1 x
j2+k
1
+
∑
16k16k
∑
m1+m2=m−1,mi>0
(
m1+n−1
n−1
)
xm1+n0 B
m2
k1+1
(
j+k−k1
j
)
x0x
j+k−k1
1
=
∑
06n16n
(
m−1+n1
m−1
) ∑
j1+ j2= j, ji>0
( j2+k−1
k−1
) ∑
α1+···+α j1+1=n−n1 ,αi>0
xα1+m+n10 x1x
α2
0 x1 · · · x
α j1+1
0 x
j2+k
1
+
∑
16k16k
∑
m1+m2=m−1,mi>0
(
m1+n−1
n−1
) ∑
β1+···+βk1+1=m2,βi>0
(
j+k−k1
j
)
x
β1+m1+n
0 x1x
β2
0 · · · x
βk1
0 x1x
βk1+1+1
0 x
j+k−k1
1 .
Applying the algebra homomorphism ζX in Eq. (7) to both sides of the above equation. By
Eq. (8), the left hand side becomes ζ(m + 1, {1} j−1)ζ(n + 1, {1}k−1). The right hand side becomes
the right hand side of the equation in Theorem 1.1. This proves Theorem 1.1.
3.3. The proof of Corollary 1.2. We now derive Euler’s decomposition formula, namely Corol-
lary 1.2, from Theorem 1.1. We recall the formula
(24)
k∑
s=0
(
m−1+s
m−1
)
=
(
m+k
m
)
or
n∑
t=k
(
m−1+n−t
m−1
)
=
(
m+n−k
m
)
, m, k > 0, 0 6 k 6 n,
which can be proved from the Pascal’s rule by an induction.
Taking j = k = 1 in Theorem 1.1 and writing the case when j1 = 0 in the first sum separately,
we obtain
ζ(m + 1)ζ(n + 1)(25)
=
∑
06n16n
(
m−1+n1
m−1
)
ζ(m + n + 1, 1) +
∑
06n16n,|α|=n−n1+2,αi>1
(
m−1+n1
m−1
)
ζ(α1 + m + n1, α2)
+
∑
|β|=m2+2,m1+m2=m−1,mi>0
(
m1+n−1
n−1
)
ζ(β1 + m1 + n, β2 + 1).
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The second sum in Eq. (25) equals∑
06n16n
(
m−1+n1
m−1
) ∑
|α|=n−n1+2,αi>1
ζ(α1 + m + n1, α2)
=
n∑
n1=0
(
m+n1−1
m−1
) n−n1+1∑
α2=1
ζ(m + n + 2 − α2, α2)
Taking t := n − n1, exchanging the order of the summations and applying Eq. (24), we obtain
n∑
t=1
(
m+n−t−1
m−1
) t+1∑
α2=1
ζ(m + n + 2 − α2, α2)
=
n+1∑
α2=1
n∑
t=α2−1
(
m+n−t−1
m−1
)
ζ(m + n + 2 − α2, α2)
=
n+1∑
α2=1
(
m+n−α2+1
m
)
ζ(m + n + 2 − α2, α2).
This is the first sum in Eq. (2).
Applying the same argument to the third sum in Eq. (25), we derive∑
m1+m2=m−1,mi>0
(
m1+n−1
n−1
) ∑
|β|=m2+2,βi>1
ζ(β1 + m1 + n, β2 + 1)
=
m−1∑
m1=0
(
m1+n−1
n−1
) m−m1∑
β2=1
ζ(m + n + 1 − β2, β2 + 1)
=
m∑
k=1
(
m+n−k−1
n−1
) k+1∑
β2=2
ζ(m + n + 2 − β2, β2)
=
m+1∑
β2=2
m∑
k=β2−1
(
m+n−k−1
n−1
)
ζ(m + n + 2 − β2, β2)
=
m+1∑
β2=2
(
m+n−β2+1
n
)
ζ(m + n + 2 − β2, β2).
By Eq. (24), the first sum in Eq. (25) is
(
m+n
m
)
ζ(m+n+1, 1). Combining it with the above sum,
we see that the first sum and the third sum in Eq. (25) give
m+1∑
β2=1
(
m+n−β2+1
n
)
ζ(m + n + 2 − β2, β2).
This is the second sum in Eq. (2). Thus Corollary 1.2 is proved.
3.4. The proof of Theorem 1.3. We finally prove Theorem 1.3.
Applying Theorem 2.2 and then Eqs. (9), (22), (16), (17), (18), (15), (21) and (10), we obtain
xm0 x
j
1Xx
n
0x
k
1x
s
0x
t
1
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=
∑
06n16n
(xm−10 Xxn10 )x0(x j1Xxn−n10 xk1xs0xt1) +
∑
16k16k
(xm−10 Xxn0xk11 )x0(x j1Xxk−k11 xs0xt1)
+
∑
16s16s
(xm−10 Xxn0xk1xs10 )x0(x j1Xxs−s10 xt1) +
∑
16t16t
(xm−10 Xxn0xk1xs0xt11 )x0(x j1Xxt−t11 )
=
∑
06n16n
(
m−1+n1
m−1
)
xm+n10
∑
j1+ j2+ j3+ j4= j, ji>0
( j2+k−1
k−1
) ( j4+t−1
t−1
)
B
n−n1
j1+1 x
j2+k
1 x0B
s−1
j3+1x
j4+t
1
+
∑
16k16k
∑
m1+m2=m−1,mi>0
(
m1+n−1
n−1
)
xm1+n0 B
m2
k1+1x0
∑
j1+ j2+ j3= j, ji>0
( j1+k−k1
k−k1
) ( j3+t−1
t−1
)
x
j1+k−k1
1 x0B
s−1
j2+1x
j3+t
1
+
∑
16s16s
∑
m1+m2+m3=m−1,mi>0
(
m1+n−1
n−1
) (
m3+s1−1
s1−1
)
xm1+n0 B
m2
k+1x
m3+s1+1
0
∑
j1+ j2= j, ji>0
( j2+t−1
t−1
)
B
s−s1
j1+1x
j2+t
1
+
∑
16t16t
∑
m1+m2+m3+m4=m−1,mi>0
(
m1+n−1
n−1
) (
m3+s−1
s−1
) ( j+t−t1
j
)
xm1+n0 B
m2
k x1x
m3+s
0 B
m4
t1+1x0x
j+t−t1
1
=
∑
06n16n
(
m−1+n1
m−1
) ∑
j1+ j2+ j3+ j4= j, ji>0
( j2+k−1
k−1
) ( j4+t−1
t−1
) ∑
α1+···+α j1+1=n−n1 ,αi>0
∑
α˜1+···+α˜ j3+1=s−1,α˜i>0
xα1+m+n10 x1x
α2
0 x1 · · · x
α j1
0 x1x
α j1+1
0 x
j2+k
1 x
α˜1+1
0 x1 · · · x
α˜ j3
0 x1x
α˜ j3+1
0 x
j4+t
1
+
∑
16k16k
∑
m1+m2=m−1,mi>0
(
m1+n−1
n−1
) ∑
β1+···+βk1+1=m2 ,βi>0
∑
j1+ j2+ j3= j, ji>0
( j1+k−k1
k−k1
) ( j3+t−1
t−1
) ∑
β˜1+···+β˜ j2+1=s−1,˜βi>0
x
β1+m1+n
0 x1x
β2
0 x1 · · · x
βk1
0 x1x
βk1+1+1
0 x
j1+k−k1
1 x
β˜1+1
0 x1 · · · x
β˜ j2
0 x1x
β˜ j2+1
0 x
j3+t
1
+
∑
16s16s
∑
m1+m2+m3=m−1,mi>0
(
m1+n−1
n−1
) (
m3+s1−1
s1−1
) ∑
γ1+···+γk+1=m2,γi>0
∑
j1+ j2= j, ji>0
( j2+t−1
t−1
) ∑
γ˜1+···+γ˜ j1+1=s−s1 ,˜γ>0
x
γ1+m1+n
0 x1x
γ2
0 x1 · · · x
γk
0 x1x
γk+1+γ˜1+m3+s1+1
0 x1x
γ˜2
0 x1 · · · x
γ˜ j1
0 x1x
γ˜ j1+1
0 x
j2+t
1
+
∑
16t16t
∑
m1+m2+m3+m4=m−1,mi>0
(
m1+n−1
n−1
) (
m3+s−1
s−1
) ( j+t−t1
j
) ∑
δ1+···+δk=m2,δi>0
∑
δ˜1+···+δ˜t1+1=m4 ,˜δi>0
xδ1+m1+n0 x1x
δ2
0 x1 · · · x
δk
0 x1x
m3+s
0 x
δ˜1
0 x1x
δ˜2
0 x1 · · · x
δ˜t1
0 x1x
δ˜t1+1+1
0 x
j+t−t1
1 .
Applying the algebra homomorphism ζX in Eq. (7) to both sides of the above equation. By
Eq. (8), the left hand side becomes ζ(m+1, {1} j−1)ζ(n+1, {1}k−1, s+1, {1}t−1). The right hand side
becomes the right hand side in the equation in Theorem 1.3. This proves Theorem 1.3.
Remark 3.1. As noted in the introduction, our method in this paper in principle can be applied
to derive a restricted decomposition formula for a product of two MZVs with any numbers of
strings of 1’s. But the formula becomes complicated quickly. For example, to derive the formula
for a product of two MZVs both with two strings of 1’s, we computed xm0 x
j
1x
r
0x
ℓ
1Xx
n
0x
k
1x
s
0x
t
1 and
obtained 20 nested sums. So we do not present the formula here.
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