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Abstract. This paper is concerned with the transient dynamics described by the solutions of
the reaction-diffusion equations in which the reaction term consists of a combination of a superlinear
power-law absorption and a time-independent point source. In one space dimension, solutions of these
problems with zero initial data are known to approach the stationary solution in an asymptotically
self-similar manner. Here we show that this conclusion remains true in two space dimensions, while
in three and higher dimensions the same conclusion holds true for all powers of the nonlinearity not
exceeding the Serrin critical exponent. The analysis requires dealing with solutions that contain a
persistent singularity and involves a variational proof of existence of ultra-singular solutions, a special
class of self-similar solutions in the considered problem.
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1. Introduction. Many problems of mathematical biology can be modeled by
reaction-diffusion equations containing strongly localized source terms. For exam-
ple, in embryonic development locally produced molecules called morphogens spread
through the developing tissue, producing graded concentration profiles that provide
positional information guiding morphogenesis [22]. The simplest mechanism of mor-
phogen gradient formation involves diffusion and degradation of morphogen molecules
throughout the tissue [19,25,29,32,37]. Typically, the degradation is a nonlinear pro-
cess due to the presence of regulatory feedbacks [2]. In one of the generic regulatory
mechanisms the degradation rate is an increasing function of the morphogen con-
centration, which in the simplest case can be modeled by a power law [9]. After a
suitable non-dimensionalization, this mechanism gives rise to the following canonical
reaction-diffusion model [9, 18,19,25,35,37,38]:
ut = ∆u− up + αδ(x). (1.1)
Here, u = u(x, t) ∈ R+ and represents the morphogen concentration, x ∈ Rd is
the spatial coordinate, t ∈ R+ is time, δ(x) is the spatial Dirac delta-function, and
p > 1 and α > 0 are the order of the degradation reaction and the source strength,
respectively. Note that although our interest in this type of equations arose in the
context of morphogen gradients [12–14, 23], this equation is quite general and may
also arise, for example, in the studies of intracellular calcium dynamics [30, 31], the
dynamics of photo-generated charge carriers in semiconductors [17,33], or the kinetics
of a non-conserved order parameter in Ginzburg-Landau models of phase transitions
in the presence of heterogeneities [15,20].
In this paper we are interested in the transient dynamics described by (1.1) with
zero initial data, u(x, 0) = 0 (for the precise definition of the solution, see section
2). Recently, we studied this problem in one space dimension, d = 1 [12, 23]. In this
case we proved that the solution of this problem is monotone increasing in t for any
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x and converges to the unique stationary solution. Moreover, we showed that the
ratio of the solution of the initial value problem to the stationary solution, written
as a function of time t and the parabolic similarity variable x/
√
t, approaches some
limit profile independent of α when t → ∞. This has to do with the existence of an
ultra-singular solution for problem (1.1), namely a function U : Rd\{0} × R+ → R+
verifying 
Ut = ∆U − Up (x, t) ∈ Rd\{0} × R+,
lim
t→0
U(x, t) = 0 x ∈ Rd\{0},
lim
|x|→0
|x| 2p−1U(x, t) > 0 t ∈ R+.
(1.2)
Furthermore, this function is self-similar in the sense that |x| 2p−1U(x, t) can be written
as a function of the similarity variable only. In addition, this function is, equivalently,
the limit of the solutions of (1.1) with zero initial data as α→∞.
Our choice of terminology is motivated by another class of self-similar solutions,
called very singular solutions, which arise in a closely related problem that is given
by (1.1) with α = 0 and the initial data in the form of a constant multiple of a delta-
function [7, 10, 11]. These solutions satisfy (1.2), except for the last condition, and
are instead smooth for all t > 0, blow up faster than the heat kernel at the origin as
t→ 0 and go to zero uniformly as t→∞. Moreover, these solutions are, in a suitable
sense, the long time attractors of the solutions of the above problem [16]. In contrast,
the ultra-singular solutions constructed by us contain a persistent singularity at the
origin for all t > 0, as can be seen from the third condition in (1.2), and approach
from below the unique stationary solution as t→∞. Let us also note that existence
of very singular solutions depends delicately on the power p of the nonlinearity and
the space dimension d. In fact, non-trivial solutions of the problem considered in [7]
exist if and only if p < pc, where pc := (d+ 2)/d is the Fujita critical exponent [5]. In
particular, in one space dimension very singular solutions exist if and only if p < 3.
At the same time, as we showed in [12], ultra-singular solutions exist for all p > 1 in
one space dimension.
Coming back to our problem, it is natural to expect that the solutions of (1.1)
with zero initial data would exhibit the same type of behavior in dimensions d >
1, namely, that they approach the unique stationary solution of (1.1) from below
as t → ∞, and do so in an asymptotically self-similar fashion. However, in going
to arbitrary dimensions one encounters the difficulty that for d ≥ 2 non-negative
stationary solutions that satisfy (1.1) classically away from the origin exist if and only
if p < p∗ [4, 6, 8, 36] (for a recent overview of results on nonlinear elliptic equations
involving measures, see [26]), where
p∗ :=
{ ∞ d = 2,
d
d−2 d ≥ 3,
(1.3)
is often referred to as the Serrin critical exponent. Therefore, one can only hope to
extend our one-dimensional results to the case d > 1 when p < p∗. In fact, the latter
condition is also necessary for the existence of distributional solutions of (1.1) with a
persistent singularity at the origin [3].
In this paper, we study equation (1.1) with zero initial condition, d ≥ 2 and
1 < p < p∗. Under these assumptions we prove that the one-dimensional picture
described above extends to higher dimensions. The main difference with the one-
dimensional case is that all solutions of (1.1) with zero initial data are unbounded
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near the origin for all times t > 0. Note that singular solutions of (1.1) (with α ≥ 0)
have been considered in the literature in a variety of contexts [3, 5, 7, 16, 24]. In
particular, Baras and Pierre developed a general existence theory for solutions of (1.1)
in which the delta-function in the right-hand side is replaced by a general bounded
Radon measure on Rd × R+ [3]. They provided a necessary and sufficient condition
for existence in terms of parabolic capacity.
Although the framework of [3] can be straightforwardly extended to the problem
under consideration, in view of the special form of the source term in the right-
hand side of (1.1) we chose to give a self-contained proof of existence, uniqueness,
regularity and some qualitative properties of solutions of (1.1) with zero initial data.
These results are presented in Theorem 1. We then proceed to establish existence of a
self-similar solution that satisfies (1.2). The proof is an adaptation of our variational
proof in [12] for the one-dimensional case (for a related variational proof in a different
context, see also [10]). The result is contained in Theorem 2. Finally, our main result
is on the asymptotic self-similar behavior of solutions of (1.1) with zero initial data
given in Theorem 3. There we prove that the long-time limit of solutions can be
characterized by the self-similar solution constructed in Theorem 2.
From the point of view of the applications, our results apply in two space dimen-
sions irrespectively of the power p of the nonlinearity. In particular, they indicate
that the approach of the morphogen concentration to the steady state in a develop-
ing epithelium, which to a first approximation is a two-dimensional layer of cells, is
asymptotically self-similar and, therefore, exhibits robustness in the case of a point
source in the plane. Such robustness was previously demonstrated for these types
of problems in one space dimension [9, 14, 23]. Our results also apply in the case of
three space dimensions and a physically important case of a second-order degradation
reaction, p = 2. At the same time, our results break down in the case d = 3 and
p = 3, corresponding to, e.g., the Ginzburg-Landau equation for the non-conserved
order parameter in the presence of a localized heterogeneity [20].
Our paper is organized as follows. In Sec. 2, we introduce the notation used
throughout the paper, present a few auxiliary facts and state the main results. Sec-
tions 3, 4 and 5 are then devoted to the proofs of each the three theorems in Sec. 2,
respectively.
2. Preliminaries and the main results. In this section, we introduce the
notations, collect a number of known results that will be useful throughout the paper
and state our main theorems.
We begin with a discussion of the stationary solutions for (1.1). By a stationary
solution for a given α > 0, we mean a non-negative function vα ∈ Lp(Rd) which
satisfies
−∆vα + vpα = αδ(x) in D′(Rd). (2.1)
Solutions of (2.1) enjoy the following properties:
i) For each α > 0, d ≥ 2 and 1 < p < p∗, problem (2.1) has a unique positive
solution that belongs to C∞(Rd\{0}), is radially-symmetric, and behaves as
vα(x) ' αΦ(x), |x|  1, (2.2)
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where
Φ(x) :=

1
2pi
ln
1
|x| , d = 2,
1
(d− 2)|Sd−1| ·
1
|x|d−2 , d ≥ 3,
(2.3)
is the fundamental solution of the Laplace’s equation.
ii) vα(x) is an increasing function of α for each x 6= 0 fixed and approaches from
below the function v∞(x) as α→∞, where
v∞(x) :=
c(p, d)
|x| 2p−1
, c(p, d) =
[
2
p− 1
(
2p
p− 1 − d
)] 1
p−1
. (2.4)
Furthermore, v∞(x) is the only classical solution of (2.2) on Rd\{0} which grows
faster than Φ(x) as |x| → 0.
For these and other results related to the solutions of (2.2), we refer the reader
to [4, 6, 8, 26,36] and further references therein.
We next turn to assigning the meaning to the solutions of (1.1) with zero initial
data. As these solutions are expected to exhibit a singularity of the type αΦ(x)
near the origin, they should be understood in an appropriate distributional sense. To
illustrate this point, let us first consider the linearized version of (1.1). Extending the
solution by zero for t ≤ 0 and setting α = 1 for simplicity, we are lead to the following
equation:
It = ∆I + δ(x)θ(t) in D′(Rd+1), (2.5)
where θ(t) is the Heaviside step function. The solution of this equation reads
I(x, t) =
∫ t
0
θ(t)
[4pi(t− s)]d/2 e
− |x|2
4(t−s) ds =
1
4pid/2
θ(t)
|x|d−2Γ
(
d
2
− 1, |x|
2
4t
)
, (2.6)
where Γ(a, x) is the incomplete Gamma-function [1]. Note that I(x, t) is a monoton-
ically increasing function of t that approaches Φ(x) from below for each x 6= 0 as
t → ∞ when d ≥ 3, while it blows up logarithmically for all x 6= 0 as t → ∞ in the
case d = 2. Also note that for t > 0 we have the following asymptotic behavior of
I(x, t):
I(x, t) '
t
1− d2 Φ(x/
√
t), |x|  √t,
22−dpi−d/2t2−
d
2 e−
|x|2
4t |x|−2, |x|  √t.
(2.7)
In particular, a straightforward calculation shows that I(·, t) ∈ Lp(Rd) for every t > 0,
provided that 1 ≤ p < p∗. This dictates that for those values of p the nonlinear term
in (1.1) is expected to be “dominated” by the delta-function near the origin. The
latter observation is key to the well-posedness of the initial value problem for (1.1).
We next introduce the definition of solutions of (1.1) with zero initial data as
distributions for which the nonlinearity in (1.1) also makes sense.
Definition 2.1. We call u(x, t) a solution of (1.1) with zero initial data, if for
any T > 0 the map t 7→ u(·, t) belongs to C([0, T ];Lp(Rd)), u(·, 0) = 0 and∫ T
0
∫
Rd
u
(
ϕt + ∆ϕ− |u|p−1ϕ
)
dx dt+ α
∫ T
0
ϕ(0, t)dt = 0 ∀ϕ ∈ C∞c (Rd × (0, T )).
(2.8)
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Our first result concerns existence, uniqueness, regularity and qualitative proper-
ties of positive solutions from Definition 2.1 (see also the general framework in [3]).
theorem 1. For each α > 0, d ≥ 2 and 1 < p < p∗, there is a unique positive
solution u(x, t) of (1.1) with zero initial data in the sense of Definition 2.1. Moreover,
it is radially-symmetric, solves
ut = ∆u− up (2.9)
classically for all (x, t) ∈ Rd\{0} × R+ and obeys u(x, t) ' αΦ(x) for all t > 0 and
|x|  1. In addition, for each x 6= 0 the map t 7→ u(x, t) is non-decreasing, and
u(x, t)→ vα(x) from below as t→∞.
Our next result concerns self-similar solutions of (1.2) that are constructed via
the similarity ansatz
U(x, t) = v∞(x)φ(ζ), ζ = ln
( |x|√
t
)
. (2.10)
Here 0 ≤ φ(ζ) ≤ 1 is some unknown function, which will be referred to as the self-
similar profile. Substituting the similarity ansatz from (2.10) into (1.2), after some
algebra we obtain the following equation for the self-similar profile φ:
φ′′ +
(
e2ζ
2
− p+ 3
p− 1 + d− 1
)
φ′ +
2
p− 1
(
p+ 1
p− 1 − d+ 1
)
(φ− φp) = 0, ζ ∈ R,
(2.11)
supplemented with the limit behavior
lim
ζ→−∞
φ(ζ) = 1, lim
ζ→−∞
dφ(ζ)
dζ
= 0, (2.12)
lim
ζ→+∞
φ(ζ) = 0, lim
ζ→+∞
dφ(ζ)
dζ
= 0. (2.13)
Solutions of (2.11) satisfying (2.12) and (2.13) will be sought as weak solutions
belonging, after subtracting a function η ∈ C∞(R) that obeys
η′(ζ) ≤ 0, ζ ∈ R, η(ζ) = 1, ζ ∈ (−∞, 0], η(ζ) = 0, ζ ∈ [1,+∞), (2.14)
to the weighted Sobolev space H1(R, dµ), which is defined as the completion of the
family of smooth functions with compact support with respect to the Sobolev norm
||w||2H1(R,dµ) := ||wζ ||2L2(R,dµ) + ||w||2L2(R,dµ), (2.15)
where ||w||2L2(R,dµ) :=
∫
R w
2(ζ)dµ(ζ), and the measure µ is defined as
dµ(ζ) := ρ(ζ)dζ, ρ(ζ) := exp
{
e2ζ
4
−
(
p+ 3
p− 1 − d+ 1
)
ζ
}
. (2.16)
This setting allows to view (2.11) as the Euler-Lagrange equation of a certain en-
ergy functional and prove existence of solutions via the direct method of calculus of
variations (compare also with [10]). We have the following result.
theorem 2. For each d ≥ 2 and 1 < p < p∗, there exists a unique weak solution
φ ∈ H1loc(R) of (2.11) such that φ − η ∈ H1(R, dµ) and 0 ≤ φ ≤ 1. Furthermore,
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φ ∈ C∞(R), satisfies (2.11) classically, and 0 < φ < 1. In addition, φ is strictly
decreasing, satisfies (2.12) and (2.13), and has the following asymptotic behavior:
φ(ζ) ∼ exp
{
−e
2ζ
4
+
(
5− p
p− 1 − d+ 1
)
ζ
}
, ζ → +∞. (2.17)
Finally, the main result of this paper is the following.
theorem 3. For α > 0, d ≥ 2 and 1 < p < p∗, let u(x, t) be the solution of (1.1)
with zero initial data, and define
F (ζ, t) :=
u(x, t)
vα(x)
, ζ = ln
( |x|√
t
)
. (2.18)
Then
F (ζ, t)→ φ(ζ) as t→∞, (2.19)
where φ(ζ) is as in Theorem 2.
3. Proof of Theorem 1. In this section, we prove existence of distributional
solutions of (1.1) with zero initial data, as well as their uniqueness, regularity, asymp-
totic behavior at the origin and monotonic approach from below to the solution of
(2.1). As we already noted in the introduction, existence of these singular solutions
can be treated within the general framework developed in [3]. For the sake of com-
pleteness, we give a self-contained proof that uses the special form of the measure
appearing in (1.1) and follows the ideas used in the analysis of the elliptic case (for
an overview, see, e.g., [26]).
To prove existence of solutions of (1.1) with zero initial data in the sense of
Definition 2.1, we mollify the delta-function and consider for each n ∈ N the solution
u = un(x, t) that vanishes at t = 0 of the equation
ut = ∆u− fn(u) + αgn(x), (x, t) ∈ Rd × R+, (3.1)
where gn(x) = n
dg(nx) for some non-negative, radially-symmetric function g ∈
C∞c (Rd) supported on a unit ball and satisfying
∫
Rd g(x)dx = 1. Also, here fn ∈
Lip(R) is the extended and truncated nonlinearity, namely,
fn(u) :=

0, u < 0,
up, 0 ≤ u ≤ u¯n,
u¯pn, u > u¯n,
u¯n :=
(
α‖gn‖L∞(Rd)
)1/p
. (3.2)
Short-time existence of a unique solution un of (3.1) in the class of bounded uniformly
continuous functions then follows from the classical theory (see, e.g., [34, Chapter 15],
[21]). Moreover, since u = 0 and u = u¯n are a sub- and a super-solution for (3.1), the
solution is, in fact, global in time, and we have fn(un) = u
p
n. By standard parabolic
theory, this solution is smooth for all t ≥ 0. Also, by construction the solution
is radially-symmetric. In addition, by comparison principle [27], for all t > 0 the
solution is positive and monotonically increasing in t for each x ∈ Rd. In particular,
we have un(x, t)→ vα,n(x) > 0 from below for all x 6= 0 as t→∞, where vα,n solves
−∆vα,n + vpα,n = αgn(x). (3.3)
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Furthermore, it is easy to see that vα,n ≤ vα,n, where vα,n(x) := C|x|− 2p−1 , for some
C > 0 depending only on d, p, α and ‖g‖L∞(Rd). Indeed, choosing C sufficiently large,
we have that the left-hand side of (3.3) is bounded from below by 12C
p|x|− 2pp−1 ≥
α‖g‖L∞(Rd)|x|−d ≥ αgn(x) for all |x| ≤ 1n , as long as p < p∗. At the same time,
trivially 12C
p|x|− 2pp−1 ≥ 0 = αgn(x) for all |x| > 1n . Hence vα,n is a super-solution,
and the conclusion follows by maximum principle [28].
We now show that
un(x, t) ≤ αCdI(x, 1 + 2t) ∀(x, t) ∈ Rd × R+, (3.4)
for some Cd > 0 depending only on the dimension and the choice of g, where I(x, t)
is defined in (2.6). Indeed, by comparison principle un can be estimated from above
by the solution of the linearized equation:
un(x, t) ≤ α
∫
Rd
I(x− y, t)gn(y)dy ∀(x, t) ∈ Rd × R+. (3.5)
Therefore, recalling the definitions of gn and I, we have
un(x, t) ≤ αI(x, 1 + 2t)
∫
Rd
I(x− y, t)
I(x, 1 + 2t)
gn(y)dy
≤ αI(x, 1 + 2t)‖g‖L∞(Rd)
∫
B1(0)
I(x˜− y˜, n2t)
I(x˜, n2(1 + 2t))
dy˜, (3.6)
where x˜ := nx. It is then not difficult to see from (2.7) that the integral in the
right-hand side of (3.6) is bounded independently of x˜, t and n, which yields the
claim.
The estimate in (3.4) and the fact that p < p∗ imply that un(·, t) are uniformly
bounded in Lp(Rd) for all t ∈ [0, T ], with T > 0 arbitrary. Therefore, the right-hand
side of (3.1) is uniformly bounded in L1(Rd) for each t ∈ [0, T ], and by parabolic
theory [34, Chapter 15] we also have that un(·, t) is uniformly bounded in W 1,q(Rd)
for any 1 ≤ q < d/(d − 1). Choosing q sufficiently close to d/(d − 1), which is,
again, possible for p < p∗, and passing to a subsequence (not relabeled), by Rellich-
Kondrachov theorem we then conclude that un(·, t) → u(·, t) strongly in Lploc(Rd) as
n → ∞ for every t ∈ [0, T ]. In fact, the bound in (3.4) implies that convergence is
in Lp(Rd). In addition, by Sobolev embedding and parabolic theory we have uniform
Ho¨lder continuity of un(·, t) in Lp(Rd) [21, Chapter 4] and, hence, upon extraction
of a subsequence we have un → u in C([0, T ];Lp(Rd)). Thus, we can pass to the
limit in the distributional formulation of (3.1) to obtain that u satisfies (2.8). By
construction, u(·, t) is radial. By the same line of arguments, we also have vα,n → vα
strongly in Lp(Rd) as n→∞.
Uniqueness of solutions of (2.8) follows from parabolic theory, noting that the
difference w(x, t) of any two solutions of (2.8) satisfies
wt = ∆w + k(x, t)w in D′(Rd × R+), (3.7)
where k(·, t) is uniformly bounded in Lp′(Rd), with p′ = p/(p − 1), for all t ∈ [0, T ],
and is, hence, zero. Note that uniqueness also implies that u is the full limit of un
as n → ∞. Regularity outside the origin is also standard in view of the estimate in
(3.4), which implies that u(·, t) is uniformly bounded on Rd\BR(0) for any R > 0.
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Furthermore, by the bootstrap argument un(·, t) converges to u(·, t) uniformly in
Rd\BR(0) as n→∞. In particular, the limit u(x, t) of un(x, t) is non-decreasing in t
for all x 6= 0 and approaches some stationary solution v(x) ≤ lim supn→∞ vα,n(x) as
t→∞. At the same time, by elliptic regularity we also have vα,n(x)→ vα(x) for all
x ∈ Rd\{0} as n→∞. It then follows that v(x) ≤ vα(x).
Finally, the asymptotic behavior of u(·, t) near the origin follows from (2.7) and
the fact that u− αI solves forced heat equation with the forcing term of order |x|−s
near the origin for some 0 < s < d and is, therefore, less singular than Φ there.
Combining this with monotonicity of u(x, t) in t and (2.7), we then conclude that
u(x, t) ' αΦ(x) for |x|  1 uniformly in t, which implies that v = vα.
4. Proof of Theorem 2. Observe that (2.11) is the Euler-Lagrange equation
for the energy functional
E [φ] :=
∫
R
{
1
2
(
dφ
dζ
)2
+
(
1
p− 1 −
d− 1
p+ 1
)
η
−
(
1
(p− 1)2 −
d− 1
p2 − 1
)
φ2
(
p+ 1− 2φp−1)}dµ(ζ), (4.1)
which is well-defined for all φ− η ∈ H1(R, dµ). This energy can be written as
E [φ] =
∫
R
{
1
2
(
dφ
dζ
)2
+
(
p+ 1
p− 1 −K(d)
)[
η
p+ 1
− φ
2
(
p+ 1− 2φp−1)
p2 − 1
]}
dµ(ζ),
(4.2)
where
K(d) =
{
1 d = 2,
p∗+1
p∗−1 d ≥ 3.
(4.3)
Clearly, the term multiplying the square bracket in (4.2) is positive for all p < p∗. This
means that we can apply the proof in [12, Theorem 2.1] verbatim to prove existence
and qualitative properties of solutions of (2.11) in the considered class of functions.
In particular, the decay estimate follows as in [12, Remark 1].
5. Proof of Theorem 3. We start with the following simple observation. Let-
ting R > 0, consider the problem wt = wrr +
d−1
r wr − wp (r, t) ∈ (R,∞)× (0,∞),
w(R, t) = u(R, t) t ∈ (0,∞),
w(r, 0) = 0 r ∈ (R,∞),
(5.1)
where, with some abuse of notation, for any r > 0 we take u(r, t) to be the value of
the solution u(x, t) of (1.1) with |x| = r. By regularity of u(R, t) (see Theorem 1) and
standard parabolic theory, problem (5.1) has a unique classical solution. Therefore,
by uniqueness we have w(r, t) = u(r, t) for r ≥ R and t ≥ 0. The advantage of
considering problem (5.1) instead of (1.1) is that solutions of (5.1) are classical and
thus classical comparison principle applies. We also note that the stationary version
of (5.1): { −Wrr − d−1r Wr +W p = 0 r ∈ (R,∞),
W (R) = vα(R),
(5.2)
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where, with the same abuse of notation, vα(r) is the solution of (2.1) written as a
function of the radial coordinate, has a unique solution satisfying W (r)→ 0 as r →∞
(see, e.g., [28, Theorem 4.3.2]). Therefore, W (r) = vα(r) for r ≥ R.
The proof of Theorem 3 is based on a construction of explicit sub- and super-
solutions for problem (5.1). Let
N [w] := wt − wrr − d− 1
r
wr + w
p. (5.3)
We say that w is a super-solution of w if it solves the differential inequality N [w] ≥ 0 (r, t) ∈ (R,∞)× (0,∞)w(R, t) ≥ u(R, t) t ∈ (0,∞)
w(r, 0) ≥ 0 r ∈ (R,∞)
(5.4)
Similarly, we say that w is a sub-solution of w if N [w] ≤ 0 (r, t) ∈ (R,∞)× (0,∞)w(R, t) ≤ u(R, t) t ∈ (0,∞)
w(r, 0) ≤ 0 r ∈ (R,∞)
(5.5)
Then by classical comparison principle [27,28] the solution of problem (5.1) obeys
w(r, t) ≤ w(r, t) ≤ w(r, t) (r, t) ∈ [R,∞)× [0,∞). (5.6)
Likewise, we define radial sub- and super-solutions for (5.2). Namely, let
M [W ] = −Wrr − d− 1
r
Wr +W
p (5.7)
Then the functions W and W are called super- and sub-solutions of (5.2), respectively,
if they satisfy {
M [W ] ≥ 0 r ∈ (R,∞)
W (R) ≥ vα(R) (5.8)
and {
M [W ] ≤ 0 r ∈ (R,∞)
W (R) ≤ vα(R) (5.9)
respectively. Again, by the maximum principle [28] we have
W (r) ≤W (r) ≤W (r) r ∈ [R,∞). (5.10)
In the following lemma, we construct explicitly a sub- and a super-solution for
the stationary problem (5.2).
Lemma 5.1. Let R > 0 and α > 0. Then there exists 0 < γ¯ < 1 such that for all
γ¯ ≤ γ < 1 there exists b > 0 such that the function
v0(r) :=
c(p, d)
(r + brγ)
2
p−1
(5.11)
is a sub-solution for problem (5.2). Moreover, the function v∞(r) defined by (2.4) is
a super-solution for this problem.
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Proof. Let us start with the construction of a sub-solution. First, observe that
direct substitution of v0 defined by (5.11) into (5.7) gives
M [v0] =
2bc(p, d)
(p− 1)2(r + brγ) 2pp−1
{
γb [(d− 2)(p− 1)− 2γ] r2(γ−1)
+(p− 1)
[
γ2 −
(
4p
p− 1 − d
)
γ + d− 1
]
rγ−1
}
. (5.12)
In order for v0 to satisfy the condition M [v0] ≤ 0, it is sufficient to choose the
parameter γ such that the following two inequalities hold:
γ ≥ γ1 := (d− 2)(p− 1)
2
, (5.13)
and
s(γ) ≤ 0, (5.14)
where
s(γ) = γ2 −
(
4p
p− 1 − d
)
γ + d− 1. (5.15)
Indeed, first observe that γ1 = 0 for d = 2 and γ1 = 1 − (d − 2)(p∗ − p)/2 < 1 for
d ≥ 3. Next, since s(γ) is a parabola having the following properties: s(0) = d−1 > 0,
s(1) = − 2dp−1
(
1− pp∗
)
< 0 and s′(γ) ≤ s′(1) < −2/(p − 1) < 0, we conclude that
s(γ) ≤ 0 for all 1 > γ ≥ γ2, where γ2 < 1 is the smallest root of the equation s(γ) = 0.
Setting γ¯ = max{γ1, γ2} we have M [v0] ≤ 0. Next, we choose b sufficiently large so
that an inequality v(R) ≥ v0(R) holds. Thus, both conditions in (5.9) are satisfied,
and v0(r) is a sub-solution for problem (5.2).
Now, let us verify that v∞(r) is a super-solution for W . First, by direct substitu-
tion we have M [v∞] = 0. Moreover, v∞(r) > vα(r) for any α and r > 0 (see section
2). Thus, v∞(r) is a super-solution.
remark 1. It follows from Lemma 5.1 that for each pair R > 0, α > 0 one can
choose 0 < γ < 1 and b > 0 so that v0(r) < vα(r) < v∞(r) for all r ≥ R.
Now we construct a super-solution for problem (5.1).
Lemma 5.2. There exists T1 > 0 such that the function
w(r, t) := v∞(r)φ(y), y = log
(
r√
t+ T1
)
(5.16)
is a super-solution of (5.1)
Proof. First, observe that w(r, t) = U(r, t+T1) and thus verifies N [w] = 0. Next,
since v∞(R) > v(R) > u(R, t) and φ(ζ) → 1 as ζ → −∞, one can always choose T1
large enough, so that v∞(R)φ(log
(
R/
√
t+ T1
)
) > u(R, t) for all t > 0. As a result,
w is a super-solution.
Finally, we give a construction of a sub-solution for problem (5.1). This construc-
tion requires the following elementary lemma.
Lemma 5.3. Let φ(ζ) be as in Theorem 2. Then, there exists ζ0 > 0 such that
φ(ζ) ≤ |φ′(ζ)| for all ζ ≥ ζ0.
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Proof. First, rewrite (2.11) as follows:[
φ′ +
(
e2ζ
2
− p+ 3
p− 1 + d− 1
)
φ
]′
=
[
e2ζ − 2
p− 1
(
p+ 1
p− 1 − d+ 1
)
(1− φp−1)
]
φ.
(5.17)
Integrating this equation from ζ to ∞ and taking into account (2.13) and (2.17), we
have
− φ′(ζ)−
(
e2ζ
2
− p+ 3
p− 1 + d− 1
)
φ(ζ) > 0, (5.18)
provided that ζ is sufficiently large. In view of the fact that φ′(ζ) < 0 (see Theorem
2), we obtain
φ(ζ) ≤ 4e−2ζ |φ′(ζ)|, (5.19)
for large enough ζ, which gives the desired result.
Lemma 5.4. Given R > 0 and α > 0, there exist T2 > 0, b > 0 and 0 < γ < 1
such that the function
w(r, t) =
{
0 t < T2,
v0(r)φ(z) t ≥ T2, (5.20)
where v0 is given by (5.11) and
z = ln
(
r + brγ√
t− T2
)
, (5.21)
is a sub-solution for problem (5.1).
Proof. Observe first that by (2.17) and the fact that φ ∈ C∞(R) the function
defined by (5.20) is smooth for all r ≥ R and t > 0. Next, let us show that N [w] ≤ 0.
For t ≤ T2 this is trivial. For t > T2, after a very tedious but straightforward
computation, we have:
N [w] = − c(p, d)b
(r + brγ)
2p
p−1
[(−φ′)(z)A1(r, z) + φ(z)A2(r, z)] , (5.22)
where
A1(r, z) =
(
γe2z − (d− 1− γ)δ) rγ−1 + b(γ2
2
e2z − (d− 2)δ
)
r2(γ−1), (5.23)
A2(r, z) =
2
p− 1
{[
2γ
(
p+ 1
p− 1 − d+ 1
)
φp−1 − (d− 1− γ)δ
]
rγ−1
+b
[
γ2
(
p+ 1
p− 1 − d+ 1
)
φp−1 − (d− 2)δ
]
r2(γ−1)
}
, (5.24)
and
δ = 1− γ. (5.25)
Thus, all we need to show is that Ψ(r, z) = (−φ′)(z)A1(r, z) + φ(z)A2(r, z) ≥ 0. In
order to show that this condition indeed holds, assume first that z < ζ0, where ζ0 is
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chosen as in Lemma 5.3. In this case, by Theorem 2 we have φ ≥ k1 > 0 and |φ′| ≤ k2
for some positive constants k1 and k2. Therefore
Ψ(r, z) ≥ 2
p− 1
[
2γ
(
p+ 1
p− 1 − d+ 1
)
kp−11 −
(
1 +
k2(p− 1)
2
)
(d− 1− γ)δ
]
rγ−1 +
2b
p− 1
[
γ2
(
p+ 1
p− 1 − d+ 1
)
kp−11 −
(
1 +
k2(p− 1)
2
)
(d− 2)δ
]
r2(γ−1), (5.26)
and thus Ψ(r, z) ≥ 0 independently of b and T2 for all r ≥ R and z < ζ0, provided
that δ is sufficiently small. In the case when z ≥ ζ0 we have, by Lemma 5.3, that
φ < |φ′|, which implies
Ψ(r, z) ≥ |φ′(z)|
[(
γ −
(
1 +
2
p− 1
)
(d− 1− γ)δ
)
rγ−1
+b
(
γ2
2
−
(
1 +
2
p− 1
)
(d− 2)δ
)
r2(γ−1)
]
, (5.27)
and thus Ψ(r, z) ≥ 0 for all r ≥ R and z ≥ ζ0 for δ small enough independently of b
and T2. Therefore, we conclude that one can choose γ < 1 sufficiently close to unity
so that N [w] ≤ 0 for all r ≥ R and t > 0 independently of b and T2.
Now we choose T2 and b large enough so that u(R, t) > 2v(R)/3 for t > T2 and
v0(R) = v(R)/2, which is always possible, since by Theorem 1 for each R > 0 the
function u(R, t) is a monotone increasing function of t and limt→∞ u(R, t) = v(R),
and v0 is a decreasing function of b that vanishes as b→∞. In view of this observation
and the fact that φ < 1, we have
w(R, t) < u(R, t), (5.28)
for all t > 0. As a result, w given by (5.20) is a sub-solution for (5.1).
Proof of Theorem 3. Recall first that by construction
w(r, t) ≤ u(r, t) ≤ w(r, t), (5.29)
for all t ≥ 0 and r ≥ R. Therefore, by Lemmas 5.4 and 5.2, for t > T2 and r > R we
have
w(r, t)/vα(r) ≤ F (ζ, t) ≤ w(r, t)/vα(r), (5.30)
where F and ζ and defined by (2.18). Using this inequality, after straightforward
algebraic computations we obtain
F (ζ, t) ≤ v∞(r)
vα(r)
φ
(
ζ − 1
2
ln (1 + T1/t)
)
, (5.31)
F (ζ, t) ≥ v0(r)
vα(r)
φ
[
ζ + ln
(
1 + be−(1−γ)ζ/t(1−γ)/2√
1− T2/t
)]
. (5.32)
It is also not difficult to see that
H(ζ, t) := v0(r)/v∞(r) =
1
1 + be−(1−γ)ζ/t(1−γ)/2
. (5.33)
Taking the limit as t→∞ in (5.31), (5.32) and (5.33), we obtain (2.19).
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