In this paper we study the branching law for the restriction from SU(n, m) to SO(n, m) of the minimal representation in the analytic continuation of the scalar holomorphic discrete series. We identify the group decomposition with the spectral decomposition of the action of the Casimir operator on the subspace of
Introduction
One of the most important problems in harmonic analysis and in representation theory is that of decomposing group representations into irreducible ones. When the given representation arises as the restriction of an irreducible representation of a bigger group, the decomposition is referred to as a branching law. One of the most famous examples of this is the Clebsch-Gordan decomposition for the restriction of the tensor product of two irreducible SU(2)-representations (which is a representation of SU(2) × SU (2) ) to the diagonal subgroup. For an introduction to the general theory for compact connected Lie groups, we refer to [10] .
Since the work by Howe [6] and by Kashiwara, Vergne [8] , the study of branching rules for singular and minimal representations on spaces of holomorphic functions on bounded symmetric domains has been an active area of research. In [7] , Jakobsen and Vergne studied the restriction to the diagonal subgroup of two holomorphic representations. More recently, Peng and Zhang [19] studied the corresponding decomposition for the tensor product of arbitrary (projective) representations in the analytic continuation of the scalar holomorphic discrete series. Zhang also studied the restriction to the diagonal of a minimal representation in this family tensored with its own anti-linear dual [26] .
The restriction of the representations given by the analytic continuation of the scalar holomorphic discrete series to symmetric subgroups (fixed point groups for involutions) has been studied recently by Neretin [14, 15] , Davidson, Ólafsson, and Zhang [2] , Zhang [25, 27] , van Dijk and Pevzner [24] and by the author [23] .
All the above mentioned decompositions have the common feature that they are multiplicity free. This general result follows from a recent theorem by Kobayashi [11] , where some geometric conditions are given for the action of a Lie group as isometric automorphisms of a Hermitian holomorphic vector bundle over a connected complex manifold to guarantee the multiplicityfreeness in the decomposition of any Hilbert space of holomorphic sections of the bundle. The action of a symmetric subgroup on the trivial line bundle over a bounded symmetric domain then satisfies these conditions (cf. [12] ).
In this paper we study the branching rule for the restriction from G := SU(n, m) to H := SO(n, m) of the minimal representation in the analytic continuation of the scalar holomorphic discrete series. We consider the subspace of L := S(O(n) × O(m))-invariants and study the spectral decomposition for the action of Casimir element of the Lie algebra of H . The diagonalisation gives a unitary isomorphism between the subspace of L-invariants and an L 2 -space with a Hilbert basis given by certain continuous dual Hahn polynomials. The main theorem is Theorem 9, where the decomposition on the group level is identified with this spectral decomposition. The Plancherel measure turns out to have point masses precisely when n − m > 2. The second half of the paper is devoted to the realisation of the representation associated with one of these points and the unitary embedding into the representation space for the minimal representation. The main theorem of the second half is Theorem 21.
The paper is organised as follows. In Section 2 we begin with some preliminaries on the structure of the Lie algebra g, the group action, and the minimal representation. In Section 3 we construct an orthonormal basis for the subspace of L-invariants. In Section 4 we compute the action of the Casimir elements on the L-invariants and find its diagonalisation. We also state the branching theorem. In Section 5 we construct an irreducible representation of the group H (for n − m > 2, i.e., when point masses occur in the Plancherel measure), identify it with a parabolically induced representation, and finally we construct a unitary embedding that realises one of the discrete points in the spectrum.
Preliminaries
Let D be the bounded symmetric domain of type I mn (n m) , i.e.,
Here M nm (C) denotes the complex vector space of n × m matrices. We let G be the group SU(n, m), i.e., the group of all complex (n+m)×(n+m) matrices of determinant one preserving the sesquilinear form ·,· n,m on C n+m given by u, v n,m = u 1 v 1 + · · · + u n v n − u n+1 v n+1 − · · · − u n+m v n+m .
The group G acts holomorphically on D by
if g =
A B C D
is a block matrix determined by the size of A being n × n. The isotropy group of the origin is
and hence
Harish-Chandra decomposition
Let θ denote the Cartan involution g → (g * ) −1 on G. We use the same letter to denote its differential θ : g → g at the identity. Here, we have identified T e (G) with g. Let
be the decomposition into the ±1 eigenspaces of θ , respectively. In terms of matrices,
where the size A is n × n. The Lie algebra g has a compact Cartan subalgebra t ⊂ k, where
Its complexification, t C (the set of complex diagonal traceless matrices), is a Cartan subalgebra of the complexification g C = sl(n + m, C), where
We let E ij denote the matrix with 1 at the entry corresponding to the ith row and the j th column and zeros elsewhere. By E * ij we mean the dual linear functional, i.e., E * ij (z) = z ij for z ∈ M nm (C). Moreover, we define an ordered basis {F j } for t C by
The root system, Δ(g C , t C ) is given by
We denote the root E * ii − E * jj by α ij . We define a system of positive roots Δ + by the ordering (10) . Then
and we let Δ − denote the complement so that Δ = Δ + ∪ Δ − . For a root, α, we let g α stand for the corresponding root space. Then g α ij = CE ij . For a root space, g α , we either have g α ⊂ k C or g α ⊂ p C . In the first case, we call the corresponding root compact, and in the second case we call it non-compact. We denote the sets of compact and non-compact roots by Δ k and Δ p , respectively. Finally, we let Δ + p and Δ − p denote the set of non-compact positive roots and the set of non-compact negative roots, respectively. We set
These subspace are abelian Lie subalgebras of p C . Moreover, the relations
hold. We let K C , P + , and P − denote the connected Lie subgroups of the complexification of G, G C , with Lie algebras k C , p + , and p − , respectively. The exponential mapping exp : p ± → P ± is a diffeomorphic isomorphism of abelian groups. As subspaces of the Lie algebra g C = sl(n + m) we have the matrix realisations
The Lie algebra g C can be decomposed as
On a group level, the multiplication map
is injective, holomorphic and regular with open image containing GP + . In fact, identifying the domain D with the subset
there is an inclusion
For g ∈ G, we let (g) + , (g) 0 , and (g) − denote its P + , K C , and P − factors, respectively. The action of g on D defined by
then coincides with the action (3). In fact, for g =
A B C D
, the Harish-Chandra factorisation is given by
For g as above, and exp z =
by (22) .
We also use the Harish-Chandra decomposition to describe the differentials dg(z) for group elements g at points z. We identify all tangent spaces T z (D) with p + ( ∼ = M nm (C)). Then dg(z) : p + → p + is given by the mapping
(cf. [22] ). In the explicit terms given by (22) , this mapping is given by
Strongly orthogonal roots
We recall that two roots, α and β, are strongly orthogonal if neither α + β, nor α − β is a root. We define a maximal set of strongly orthogonal non-compact roots, Γ , inductively by choosing γ k+1 as the smallest non-compact root strongly orthogonal to each of the members {γ 1 , . . . , γ k } already chosen. When the ordering of the roots in given as in (10), we get
We now let E γ j denote the elementary matrix that spans the root space g γ j . Then the real vector space
is a maximal abelian subspace of p. We set
Shilov boundary
Let O(D) denote the set of holomorphic functions on D , and let O(D) denote the subset consisting of those which have continuous extensions to the boundary. The Shilov boundary of D is the set
It has the property that
and it is minimal with respect to this property, i.e., no proper subset of S has the property. The set S can also be described as the set of all rank m partial isometries from C m to C n . The group
To find the isotropy group of the fixed element z 0 :=
where A is of size m × m. Then
So, the equality gz 0 h −1 = z 0 holds if and only if A = h and C = 0. Since g is unitary, the last condition implies that also B = 0 and hence the isotropy group is
Thus we have the description
of the Shilov boundary as a homogeneous space.
In the sequel, we will often be concerned with the submanifold S Δ of S, where
Also, we let diag(ξ ) denote the m × m matrix
The identity
identifies the matrices in the submanifold S Δ with certain cosets in K/K 0 .
The real form X

Consider the mapping
where the conjugation is entrywise. It is an antiholomorphic involutive diffeomorphism of D . We let X denote the set of fixed points of τ , i.e.,
Moreover, τ defines an involution, which we also denote by τ , of G given by
We let H denote the set of fixed points, i.e.,
Clearly, H = SO(n, m), i.e., the elements in G with real entries. The group H acts transitively on X , and the isotropy group of 0 in H is
Minimal representation H 1
We recall that the Bergman kernel of D is given by
It has the transformation property
where J g (z) denotes the complex Jacobian of g at z. We let h(z, w) denote the function
Then, for real ν, the kernel
is positive definite if and only if ν belongs to the Wallach set W. Here,
(cf. [3] ). The kernel h(·,·) −ν satisfies the transformation rule
For ν ∈ W, we denote the Hilbert space defined by the kernel
We will be concerned with the so called minimal representation, i.e., with the representation π 1 on the space H 1 .
The L-invariants
For any ν ∈ W, let
. . , γ m } is the maximal strongly orthogonal set in Δ + p with ordering γ 1 < · · · < γ m defined in the previous section, and
and P k is a representation space for the K-representation of highest weight that is realised inside the space of homogeneous polynomials of degree |k| = k 1 + · · · + k m on p + . When ν = 1, the weights occurring in this sum are all of the form
The data (K, L, τ ) defines a Riemannian symmetric pair, and hence (V k ) L is at most onedimensional by the Cartan-Helgason theorem (cf. [5, Chapter IV, Lemma 3.6]). We recall the compact Cartan subalgebra t ⊂ k in (8) . We lett denote the Cartan subalgebra of u(n) ⊕ u(m) consisting of all diagonal imaginary matrices, i.e., matrices of the form (8) but without the requirement that the trace be zero. Then we have an orthogonal decompositioñ
given by the Killing form.
Any linear functional l ∈ t * extends uniquely to a functional ont which annihilates the orthogonal complementt ⊥ . We will denote these extensions by the same letter l. Therefore, any dominant integral weight on t parametrises an irreducible representation of u(n) ⊕ u(m) in which t ⊥ acts trivially. When λ = k = kγ 1 is a K-type occurring in H 1 , we denote the underlying representation space for u(n) ⊕ u(m) by V λ . Moreover, the Cartan subalgebrat is the sum
of the corresponding subalgebras of u(n) and u(m), respectively. The restrictions of λ to t 1 and t 2 respectively define integral weights, hence they parametrise irreducible representations of the Lie algebras u(n) and u(m), respectively. We denote the corresponding representation spaces by V λ n and V λ m . In what follows, λ will always denote the extension to u(n) ⊕ u(m) of a weight of the form k in (45). We will use the explicit realisations
where the right-hand side denotes the symmetric tensor product defined as a quotient of the k-fold tensor product of C n . In the following, for a multi-index α = (α 1 , . . . , α n ) ∈ N n , we let
For any choice of orthonormal basis {e 1 , . . . , e n } for C n , the set
Observe that we have suppressed both the indices k and n here. For n fixed, the norm in fact equals the restriction of the norm defined on all polynomial functions on C n (we use the natural identification e α ↔ z α of symmetric tensor power with polynomial functions)
where p(∂) is the differential operator defined by substituting 
The suppressing of the index n will not cause any confusion in what follows. Finally, on the dual space V λ m we have the corresponding basis
where {e * 1 , . . . , e * n } is the dual basis to {e 1 , . . . , e n } with respect to the standard inner product on C n . We also let · F denote the K-invariant norm on V λ m normalised by 
where
Proof. We recall the identification of the isotropic subgroup of the fixed element z 0 with
From this it is clear that it suffices to prove that the vector
i.e., ι λ corresponds to the identity operator. Moreover, for the action of u(m) on the tensor product
e., the action as derivations of the tensor product corresponds to the commutator action on the endomorphisms. In particular, Xι λ = 0 for all X in u(m). This proves the lemma. 2
Since the vectors in the representation space V λ are holomorphic polynomials, they are determined by their restrictions to the Shilov boundary S.
In the sequel, we use the Fock inner product to define an antilinear identification of V λ m with
We let ·,· denote the inner product on the tensor product V λ n ⊗ (V λ m ) * induced by the Fock inner products on the factors.
Proposition 2. The operator
Proof. We first observe that the left-hand side is well defined as a function of z by the invariance of ι λ . The root system Δ(u(n) ⊕ u(m), t) is the union of the root systems Δ(u(n), t 1 ) and Δ(u(m), t 2 ). Fix choices of positive roots Δ + (u(n), t 1 ), and Δ + (u(m), t 2 ), respectively. We define a system of positive roots in Δ(u(n) ⊕ u(m), t) by
Let u λ ∈ V λ n be a lowest weight-vector, and v λ ∈ V λ m be a highest weight-vector.
is a vector of weight λ. Any root vector in u(n) ⊕ u(m) lies in either of the components. Take therefore a positive root 
where z ξ is the matrix defined in (30).
Proof. We use the isomorphism from the proposition above. Then the first statement is obvious, since for any λ = −jγ 1 , the representation space V λ n is isomorphic to the space of all polynomials of homogeneous degree j on C n , and the corresponding statement holds for V λ m . Assume therefore that λ = −2kγ 1 .
Clearly, the vector (
We compute its image under T λ when restricted to the matrices in S Δ .
Since the symmetric tensor (e 2 1 + · · · + e 2 n ) k has the monomial expansion
we get the equality
Theorem 4. The polynomials ϕ k of degree 2k, for k ∈ N, given by
Proof. The only thing that is left to prove is the normalisation part of the statement, i.e., we need to compute the norms of the polynomials ψ k . Using the antilinear isomorphism T λ , we can introduce an inner product
where the right-hand side denotes the conjugate of the inner product on the tensor product induced by the Fock inner products on the factors, on V λ . By Schur's lemma, the equality 
Moreover, the normalised lowest weight-vector
where p 11 is the highest weight vector given by p 11 (z) = z 2k 11 . Since 2 ) is straightforward to compute. In fact,
Finally, we have the equality
(cf. [3] ) relating the H 1 -norm to the Fock-Fischer norm on the K-type 2k = −2kγ 1 , and this ends the proof. 2
The action of the Casimir element on the L-invariants
We consider the representation of the universal enveloping algebra
for f in the dense subspace H ∞ 1 of analytic vectors, and extended to a homomorphism U(h C ) → End(H ∞ 1 ). We will denote this representation too by π 1 . We recall that the Casimir element C ∈ U(h C ) is given by
where {X i , i = 1, . . . , dim q} and {Y i , i = 1, . . . , dim l} are any orthogonal bases for q and l respectively with respect to the Killing form, B(·,·), on h such that
Consider now the left regular representation, l, of
This is the generalised Segal-Bargmann transform due to Ólafsson and Ørsted (cf. [18] ). A nice introduction to this transform in a more general context can also be found in Ólafsson's overview paper [17] . The following lemma is an immediate consequence of the transformation rule (42).
Lemma 5. The operator R
Moreover, the Casimir element acts on C ∞ (H /L) as the Laplace-Beltrami operator L for the symmetric space H/L. We recall the "polar coordinate map" (cf. [ 
Here (H /L) := H /L, where H is the set of regular elements in H , and A + = exp a + , where
The map φ is a diffeomorphism onto an open dense set in H/L. Hence, any f ∈ C ∞ (H /L) L is uniquely determined by its restriction to the submanifold
Recall that the radial part of the Laplace-Beltrami operator is a differential operator ΔL on the submanifold A + · 0 with the property that the diagram
where the vertical arrows denote the restriction map, commutes. Moreover, the functions in H 1 are determined by their restrictions to the real submanifold H/L, and the L-invariant functions are determined by their restrictions to A + · 0. By Lemma 5 and the above discussion, we have the following commuting diagram:
where, again, the vertical arrows denote the restriction maps.
In what follows, we will compute the action of the operator R 
The coordinates t i are related to the Euclidean coordinates x i by x i = tanh t i , i.e.,
In the coordinates x i , the operator 4R
The following lemma is proved by a straightforward calculation. A proof for a similar decomposition can be found in [26] . 
Proposition 7.
The operator L 1 acts on the (unnormalised) orthogonal system {ψ k } as the Jacobi operator
Proof. It follows from the above lemma that the operator is a Jacobi operator. In order to identify the coefficients A k , B k , and C k , we evaluate the polynomials at points (x 1 , 0) := (x 1 , 0, . . . , 0). Then we have
. We now investigate the action of the operators
that occur in L − and in L 0 . For i and j fixed, we write the symmetric polynomial ψ k as a sum (suppressing here the indices k, i and j in order to increase readability)
where the p c,d are symmetric polynomials in the variables other than x i and x j . The operator then acts on the second factor of each term, and
Evaluating the right-hand side at (x 1 , 0) (whence x i = 0) yields zero unless d = 0, in which case we get 2cx
We now consider two separate cases.
(1) If j = 1, then evaluating the polynomial p c,0 at a point (x 1 , 0) yields zero unless it is a constant polynomial, i.e., unless c = k. In this case, 0) gives zero unless c = 1, in which case we get the value
Hence, we have
.
From this, we conclude that
, and hence
Similarly, we see that
and hence the value of B k . 2
Theorem 8. The Hilbert space H L 1 is isometrically isomorphic to the Hilbert space L 2 (Σ, μ), where
and μ is the measure defined by
where the constants a, b, and c are given by
Under the isomorphism, the operator L 1 corresponds to the multiplication operator f → −(a 2 + x 2 )f .
Proof.
We recall the continuous dual Hahn polynomials, S k (x 2 ; a, b, c) (cf. [13] ) defined by
Here, (·) k denotes the Pochhammer symbol defined as
Suppressing the parameters and denoting the left-hand side above byS k (x 2 ), these polynomials satisfy the recurrence relation
where the recursion constants A k , B k , and C k are given by
Under a renormalisation of the form
where α k is some sequence of complex numbers, the corresponding polynomialsS α k will also satisfy a recurrence relation of the type in (68), with constants, A α k , B α k , C α k , given by
From this we can see that the product A k+1 C k = A α k+1 C α k is invariant. Consider now the continuous dual Hahn polynomials with S k (x 2 ; a, b, c) , with the parameters a, b, c from (66). These polynomials satisfy the orthogonality relation (cf. [13] 
By a straightforward computation one sees that the corresponding constants A k , B k , and C k are related to the Jacobi constants A k , B k , and C k in (64) by
We can thus use (74) to define a sequence α k recursively in such a way that the resulting polynomialsS α k satisfy the recurrence relation
with the same Jacobi constants as the operator 4L 1 . More precisely, we set
) k , and hence, by (75), we have
Therefore, the operator 
Proof. The Banach algebra L 1 (H ) equipped with convolution as multiplication carries the structure of a Banach * -algebra when the involution * is defined as f
If L 1 (H ) # denotes the subalgebra of left and right L-invariant L 1 -functions, the closed C * -algebra generated by π 1 (L 1 (H ) # ) and the identity operator is a commutative C * -algebra. Moreover, the Casimir operator π 1 (C) commutes with all the operators
Hence, by [1, vol. I, Theorem 1, p. 77], the diagonalisation of the Casimir operator yields a simultaneous diagonalisation of the whole commutative algebra
For f ∈ L 1 (H ) # , we let the functionf : Σ → C be the multiplier corresponding to the oper-
For each x ∈ Σ, we let λ x denote the multiplicative functional
which clearly is bounded almost everywhere with respect to μ. The equality
holds for f ∈ L 1 (H ) # , i.e., the positive functional
is expressed as an integral of characters. 
Then Y is the homogeneous space H/P 0 , where P 0 is the maximal parabolic subgroup defined by the one-dimensional subalgebra
of a (cf. (28)). We let P 0 = M 0 A 0 N 0 be the Langlands decomposition. Then Y can also be described as a homogeneous space Y = L/L ∩ M 0 . Consider the one-dimensional representation with character 
where ω 0 = 0 ∈ D(T e(L∩M 0 ) ) is arbitrary, and D(T e(L∩M 0 ) ) denotes the vector space of densities on T e(L∩M 0 ) . The section ω then corresponds to a constant function F ω : L → C. In the usual way, we will sometimes identify ω with the measure it defines by integration against continuous functions. We then use measure theoretic notation and write Y ϕ dω for Y ϕω. Moreover, we choose ω 0 in (88) so that this measure is normalised.
Using the identification l/l ∩ m 0 h/p 0 , the representation (87) extends to the representation δ 0 of p 0 given by
Clearly, δ 0 (m 0 a 0 n 0 ) = e 2ρ 0 (log a 0 ) , where ρ 0 denotes the half sum of the restricted roots. The action of H as pullbacks (actually, the inverse mapping composed with pullback) on densities is equivalent to the left action defined by the representation Ind
. For the extension of the function F ω to a P 0 equivariant function H → C (which we still denote by F ω ), we then have
From this, it follows that
The action of H on Y can either be described on the coset space H/P 0 in terms of the Langlands decomposition for P 0 , or in terms of the geometric action on the boundary of D defined by the Harish-Chandra decomposition. The next proposition expresses the transformation of ω under H in terms of the latter description.
Lemma 10. The density ω transforms under the action of H as
Proof. The idea of the proof is to use the (non-unique) factorisation H = LM 0 A 0 N 0 of H . We prove that the group N 0 fixes the reference point e 1 + · · · + e m and acts with Jacobian equal to one on the tangent space at e 1 + · · · + e m , and the group elements in M 0 have Jacobian equal to one at e 1 + · · · + e m . By the chain rule for differentiation, it then suffices to prove the statement for all group elements in A 0 . In the Langlands decomposition p min = m ⊕ a ⊕ n for the minimal parabolic subgroup, the subalgebra n is generated by the restricted root spaces
where the matrices are written in blocks in such a way that the block-rows are of height m, n − m, and m, respectively, and the block-columns are of width m, n − m, and m, respectively.
In the Langlands decomposition m 0 ⊕ a 0 ⊕ n 0 , the centraliser, m 0 of a 0 is the direct sum
The matrices X q and X z commute, so in order to prove that the elements in N 0 have Jacobian equal to one at e 1 + · · · + e m , it suffices to consider elements of the form
We have 
If we write this matrix in the block form
A B C D
, then the K C -component in the Harish-Chandra decomposition is given by
Next, we consider the action of exp X z . We have
Here, the K C -component is given by
The complex differential of exp X z at e 1 + · · · + e m is then the linear mapping
where we have identified the tangent spaces with p + = M nm (C). Clearly, the determinant of this mapping is
Consider now the subgroup M 0 . Its Lie algebra m 0 is reductive with Cartan involution given by the restriction of θ and the corresponding decomposition is
The abelian subalgebra a is included in m 0 ∩ q, and therefore (cf. [9, Proposition 7 .29])
We now investigate the Jacobians of arbitrary group elements in A.
, where Δ(cosh t) denotes the m × m diagonal matrix with entries cosh t 1 , . . . , cosh t m , and the other blocks are analogously defined. Then
,
where Y 1 is the upper m × m block of the n × m matrix in the tangent space. Counting the multiplicities of the eigenvalues e −t j , we see that
If we write a as the orthogonal sum a = a 0 ⊕ (a 0 ) ⊥ (with respect to the Killing form), then (a 0 ) ⊥ consists of those t 1 E 1 + · · · + t m E m in a for which m j =1 t j = 0. From the identities (94), (96), (97), and (98) we can thus conclude that
On the other hand, by (93),
so
In what follows, we will define a Hilbert space of functions on the manifold Y . Hilbert spaces of a similar kind were also considered by Neretin and Olshanski in [16] . One difference is that their spaces were not defined using a limit procedure (see the next definition below).
We begin by introducing some notation. For a continuous function f on Y and r ∈ (0, 1), we define the function F r : Y → C by
We construct the Hilbert space by requiring that the following space of functions be dense.
Definition 11. Let C 0 denote the set of all continuous functions f : Y → C such that the limit function
exists in the supremum norm.
On C 0 we define a sesquilinear form , C 0 by
By the Dominated Convergence Theorem, we have
and hence the form , C 0 is positive semidefinite. Let N denote the space of functions of norm zero, i.e.,
Then the quotient space C 0 /N together with the induced sesquilinear form , C 0 is a pre-Hilbert space. We define C to be the Hilbert space completion of C 0 with respect to , C 0 . We denote the inner product on C by , C .
Proposition 12.
The action τ of H on C 0 given by
n+m , descends to a unitary representation of H on C .
Proof. It suffices to prove that the dense subspace C 0 /N of C is H -invariant and that the action is unitary on C 0 /N . For this, it clearly suffices to prove that the space C 0 is H -invariant, and that H preserves the sesquilinear form , C 0 , since then the subspace N is also H -invariant. Consider first the mapping f → F in Definition 11. We write K 1 for the reproducing kernel. For h ∈ H , we then have
by the transformation property for the measure ω. By the transformation rule for the reproducing kernel K 1 , we have
Therefore,
where the convergence is uniform in u, so C 0 is H -invariant.
where the second equality follows from the transformation property of ω. 2
The next proposition gives a sufficient condition for the Hilbert space C to be nonzero. Proof. Recall that the reproducing kernel has a series expansion
where K k (z, w) is the reproducing kernel with respect to the Fock-Fischer norm for the K-type indexed by k. The functions
are then L-invariant vectors in the K-type 2k and hence differ from the L-invariants ψ k by some constants depending on k. We determine these by computing the integrals for a suitable choice of z. Before we begin with the computations, consider the fibration
For u ∈ S n−1 , the fibre p −1 (u) can be identified with the set of all rank m − 1 partial isometries from R m to (Ru) ⊥ . Moreover, p is equivariant with respect to the actions of O(n) on Y and S n−1 . Hence the equality
where σ denotes the normalised rotation invariant measure on S n−1 , holds for all f ∈ C(S n−1 ). Choose now z = λe 1 , where 0 < λ < 1. Since zv t is a matrix of rank one, det(I n − zv t ) − 
By (107), we have
Moreover,
The integrands on the right-hand side depend only on the first coordinate, and hence the integrals can be written as integrals over the open interval (−1, 1) in R (cf. [20, 1.4.4] ). In fact,
This integral is zero for odd j , and for j = 2k, we have
. Therefore,
From this, it follows that for an arbitrary z ∈ D , we have the expansion
Since the functions ψ k are L-invariant, they are constant on the set {ru | u ∈ Y, 0 < r < 1}. This value equals
Suppose now that |r − r | < . By (108) and (109),
and hence we have the estimate
Applying Sterling's formula to the kth term on the right-hand side yields
Hence, the sum in (110) converges if and only if n − m > 2. In this case, the corresponding net 
, where P is the minimal parabolic subgroup defined by the maximal abelian subspace a ⊂ p, and λ ∈ (a C ) * is defined as 
We now let λ ∈ (a C ) * be defined by the requirements (112) 
The action of H is given by
On the other hand, the restriction of the representation τ to the space of continuous functions on Y coincides with the H -action defined by the parabolically induced representation Ind
Since P ⊂ P 0 , and
it follows that
where f is the extension of a continuous function on Y to a P 0 -equivariant function on H . This finishes the proof. Proof. We rewrite the series expansion in (108) using the orthonormal basis {ϕ k }, i.e.,
where . By Sterling's formula 
The square of the H 1 -norm is then given by
rη) dω(ζ ) dω(η).
These norms are uniformly bounded in r, and hence there is a convergent sequence {Tf (r k ·)} k with respect to the H 1 -norm. Since point evaluation functionals are continuous, we also have pointwise convergence, and hence this limit function is Tf . Therefore,
We let T 1 denote the restriction of the operator T to the subspace H · 1. Then, we have the following corollary.
Corollary 19. For the operator T
The operator T 1 then descends to an operator U 1 : H · 1/N H ·1 → H 1 . Now let H denote the Hilbert space completion of the space H · 1/N H ·1 . We keep the letter τ to denote the representation of H of this space (in reality, the representation we mean is derived from τ by first restricting, then descending to a quotient, and, finally, by extending uniquely to a Hilbert space completion).
Proposition 20. The representation τ of H on H is irreducible.
Proof. The representation τ is H -cyclic with a spherical (L-invariant) vector. Hence, there exists a unitary, H -equivariant direct integral decomposition
where Λ is a subset of the bounded spherical functions (or rather, the functionals on a that parametrise them), μ is some measure on Λ, and H λ is the canonical spherical unitary representation corresponding to the spherical function φ λ . For each λ, we let v λ denote the canonical spherical vector in H λ . Suppose now that τ is not irreducible, i.e., the set Λ is not a singleton set. We are now ready to state a subrepresentation theorem. The proof follows from Proposition 18, the above corollary, and Corollary 16.
Theorem 21. The operator U 1 can be extended to an isometric H -intertwining operator
Its image is isomorphic to the spherical unitary representation corresponding to the discrete point {i( 
