Two main techniques have been used so far to solve the #P-hard problem #SAT. The first one, used in practice, is based on an extension of DPLL for model counting called exhaustive DPLL. The second approach, more theoretical, exploits the structure of the input to compute the number of satisfying assignments by usually using a dynamic programming scheme on a decomposition of the formula. In this paper, we make a first step toward the separation of these two techniques by exhibiting a family of formulas that can be solved in polynomial time with the first technique but needs an exponential time with the second one. We show this by observing that both techniques implicitly construct a very specific Boolean circuit equivalent to the input formula. We then show that every β-acyclic formula can be represented by a polynomial size circuit corresponding to the first method and exhibit a family of β-acyclic formulas which cannot be represented by polynomial size circuits corresponding to the second method. This result sheds a new light on the complexity of #SAT and related problems on β-acyclic formulas. As a byproduct, we give new handy tools to design algorithms on β-acyclic hypergraphs.
Abstract-Two main techniques have been used so far to solve the #P-hard problem #SAT. The first one, used in practice, is based on an extension of DPLL for model counting called exhaustive DPLL. The second approach, more theoretical, exploits the structure of the input to compute the number of satisfying assignments by usually using a dynamic programming scheme on a decomposition of the formula. In this paper, we make a first step toward the separation of these two techniques by exhibiting a family of formulas that can be solved in polynomial time with the first technique but needs an exponential time with the second one. We show this by observing that both techniques implicitly construct a very specific Boolean circuit equivalent to the input formula. We then show that every β-acyclic formula can be represented by a polynomial size circuit corresponding to the first method and exhibit a family of β-acyclic formulas which cannot be represented by polynomial size circuits corresponding to the second method. This result sheds a new light on the complexity of #SAT and related problems on β-acyclic formulas. As a byproduct, we give new handy tools to design algorithms on β-acyclic hypergraphs.
I. INTRODUCTION
The problem #SAT of counting the satisfying assignments of a given CNF-formula is a central problem to several areas such as probabilistic reasoning [1] , [2] or probabilistic databases [3] , [4] , [5] . This problem is much harder than SAT, its associated decision problem. For example, the problem 2-SAT of deciding if a formula having at most two literals per clause is satisfiable is easy whereas counting those satisfying assignments is as hard as #SAT. Even computing a 2 n 1− -approximation in the restricted case of monotone 2-SAT is hard for any > 0 [1] .
In order to tackle this problem, two main approaches have been used so far. The first approach -applied in practical tools for solving #SAT -follows the successful road paved by SAT-solvers: it is based on a variation of DPLL [6] called exhaustive DPLL [2] , [7] and the approach is mainly focused on improving the heuristics used for eliminating variables and choosing which subformulas should be cached during the computation. The performance of such tools -though impressive for such a hard problem [7] , [8] , [9] , [2] -lag far behind the state-of-the-art SAT-solvers. This gap is mainly explained by the differences between the hardness of both problems, but also by the fact that optimizations for exhaustive DPLL are inspired by those used in SAT-solvers and are not always relevant for model counting [10] . The second -more theoretical -approach focuses on structural restrictions of the input formula. The main idea of this approach is to solve #SAT more quickly on formulas where interaction between the clauses and the variables is restricted. This interaction is usually represented by a graph derived from the input CNF-formula. The complexity of #SAT is then studied on inputs where the associated graph belongs to a restricted class of graphs. Samer and Szeider [11] were the first to formalize this idea for #SAT by showing that if this graph is of bounded tree width, then #SAT can be solved in polynomial time. This result has then been improved and completed by different work showing the tractability of #SAT for more general or incomparable classes of formulas [12] , [13] , [14] , [15] , [16] , the intended goal being to understand the frontier of tractability for #SAT. In this paper, we will refer to such algorithms as structure-based algorithms. Almost all of these algorithms work in a very similar way that we will refer to as the standard technique in this paper, in the sense that this technique is standard with respect to structurebased algorithms. The standard technique works in two main steps. First, the graph of the formula is decomposed into a tree-like structure which is used to define subformulas from the input. The number of satisfying assignments of the input formula is then computed by dynamic programming on these subformulas, in a bottom-up fashion. The run time of such algorithms depends on how good the initial decomposition is.
This work intends to lay the foundations to compare the power of exhaustive DPLL and of the standard technique. We use notions from knowledge compilation to formally capture the extent of each technique. We make a first step toward their separation. a) Contributions: The main goal of this paper is to provide a good understanding of the behavior of the known algorithmic techniques for #SAT on the class of β-acyclic formulas, a generalisation of acyclicity to hypergraphs, using tools from knowledge compilation. We apply these results to compare the respective power of the standard technique and of exhaustive DPLL.
The class of β-acyclic formulas has been extensively studied in the framework of query answering in databases [17] , [18] , [19] and shown to be the exact class of linear time tractable conjunctive queries [20] . The complexity of #SAT on this class has however puzzled the community for long since it was the only one for which SAT was known to be tractable [21] and for which the complexity of #SAT was unknown. The technique used for the decision do not generalise to model 978-1-5090-3018-7/17/$31.00 c 2017 Crown counting and it was believed that solving this case will give a new understanding on the complexity of #SAT based on the structure of formulas. The tractability of #SAT for this class was finally shown in [16] using an algorithm that is very different both from the standard technique and from the DPLL based method. This deviation is explained [16] by the fact that the class of β-acyclic formulas is not tractable for the state-of-the-art algorithm based on the standard technique from [14] . However, this result does not rule out the existence of a more general algorithm based on the standard technique for this class of formulas.
In this paper, we start by showing that the tractability of β-acyclic formulas can be explained with exhaustive DPLL. We prove this by constructing a Boolean circuit equivalent to the input β-acyclic formula. This Boolean circuit corresponds to the trace of an execution of exhaustive DPLL choosing a certain elimination order for the variables. We then show that the standard technique cannot be applied by proving that Our result shows that every algorithm using the standard technique will need an exponential time on this class. We show this by first observing that the trace of algorithms using the standard technique corresponds to a certain class of Boolean circuits. We then show an exponential lower bound on the size of such circuits for β-acyclic formulas. b) Methodology: Our method relies on the fact that both exhaustive DPLL and the standard technique implicitly construct a Boolean circuit equivalent to the input formula. Each technique can be characterised by a structural property of this circuit. We then separate both techniques by proving lower and upper bounds on the size of such circuits.
More particularly, it has been observed that the trace of every implementation of exhaustive DPLL actually constructs a very specific Boolean circuit equivalent to the input formula [7] . Such circuits are known in knowledge compilation under the name of decision Decomposable Negation Normal Form (dec-DNNF). We show in Section III that every β-acyclic formula can be represented by a linear size dec-DNNF, which can be interpreted as the fact that exhaustive DPLL may solve this class of formulas in polynomial time, if it chooses the right order to eliminate variables and the right caching methods. Our proof is based on new decompositions techniques of β-acyclic hypergraphs presented in Section III-A that are of independent interest.
It has also been shown that all structure-based algorithms for #SAT using the standard technique implicitly construct a very specific Boolean circuit equivalent to the input formula [22] . Such circuits are known under the name of structured deterministic DNNF. We use this observation to formalise in Section II what we mean by standard technique and explain how it can be related to a very specific property -called structuredness -of the circuit implicitly constructed. In Section IV, we exhibit a class of β-acyclic formulas having no polynomial size equivalent structured DNNF, thus separating both methods. Our lower bound is based on techniques recently developed in [23] that makes a connection between the size of the smallest DNNF representing a Boolean function and its communication complexity. c) Related work: It is not the first time that lower bounds on circuits from knowledge compilation are used to prove lower bounds on algorithmic techniques. Beame et al. [4] for example have exhibited a very interesting class of queries on probabilistic databases that can be answered in polynomial time by using specific techniques but that cannot be represented by polynomial size circuits corresponding to the execution of an exhaustive DPLL algorithm. They conclude that solving the query by using a reduction to #SAT -a common technique in the framework of probabilistic databases -is out of reach of the modern #SAT-solvers. Our result is of the same flavor but shows the limits of a different algorithmic technique: the standard technique. Several recent works have also shown lower bounds on classes of circuits used in knowledge compilation [23] , [3] , [24] , [25] , [26] , [27] .
d) Organization of the paper: The paper is organized as follows: Section II contains the needed definitions and concepts used through this paper. In particular, it contains the formalization of the standard technique, that is, the framework for studying algorithms based on dynamic programming along branch decompositions. Section III gives decomposition tools for β-acyclic hypergraphs which are of independent interest and describes an algorithm to transform β-acyclic formulas into circuits corresponding to the execution of an exhaustive DPLL algorithm. Finally, Section IV contains a proof that βacyclic formulas cannot be efficiently solved using the standard technique.
II. PRELIMINARIES A. CNF-formulas.
A literal is a variable x or a negated variable ¬x. A clause is a finite set of literals. A clause is tautological if it contains the same variable negated as well as not negated. A Conjunctive Normal Form formula, CNF-formula for short, is a finite set of non-tautological clauses. If x is a variable, we let var(x) = var(¬x) = x. Given a clause C, we denote by var(C) the set of variables appearing in C, formally var(C) = ∈C var( ). Similarly, given a CNF-formula F , we write var(F ) = C∈F var(C). The size of a CNF-formula F , denoted by size(F ), is defined to be C∈F |var(C)|. A CNF-formula is monotone if it does not contain negative literals.
Let X be a set of variables. An assignment τ of X is a mapping from X to {0, 1}. The set of assignments of X is denoted by {0, 1} X . Given an assignment τ of X and X ⊆ X, we denote by τ | X the restriction of τ on X . Given two sets X, X , τ ∈ {0, 1} X and τ ∈ {0, 1} X , we write τ τ if τ | X∩X = τ | X∩X . If τ τ , we denote by τ ∪ τ the assignment of X ∪ X such that for all x ∈ X, (τ ∪ τ )(x) = τ (x) and for all x ∈ X , (τ ∪ τ )(x) = τ (x).
A Boolean function f on variables X is a mapping from
Given two Boolean function f and g both on variables X, we write f ≡ g if for all τ ∈ {0, 1} X , τ |= f if and only if τ |= g.
A CNF-formula F naturally induces a Boolean function. Extending assignments to literals in the usual way, we say that an assignment τ satisfies a clause C if there is a literal ∈ C such that τ ( ) = 1. An assignment satisfies a formula F if it satisfies every clause C ∈ F . In this paper, we often identify the CNF-formula and its underlying Boolean function. Thus, given a CNF-formula F on variables X and an assignment τ of Y ⊆ X, we will use the notation F [τ ] in the same way as for any other Boolean function. Observe that F [τ ] is still represented by a CNF-formula of size less than size(F ): it is the CNF-formula where we have removed satisfied clauses from F and removed the variables of Y in each remaining clause.
B. Graphs and branch decompositions.
We assume the reader is familiar with the basics of graph theory. An introduction to the topic can be found in [28] . Given a graph G = (V, E), we denote by V (G) the set V of vertices of G and by E(G) the set E of edges of G if they have not been named explicitly before.
A branch decomposition of G is a binary rooted tree T whose leaves are in one-to-one correspondence with V . Given t a vertex of T , we denote by T t the subtree of T rooted in t. We denote by V t the set of leaves of T t .
The maximal induced matching width [29] , MIM-width for short, of a vertex t of T is the size of the largest
The MIM-width of T , denoted as mimw(T ), is the maximal MIM-width of its vertices. The maximal induced matching width of a graph G, denoted as mimw(G), is the minimal MIM-width of all branch decomposition of G. Figure 1 depicts a graph G together with a branch decomposition of G. The distinguished node t of this branch decomposition has MIM-width 1 as the biggest induced
C. Hypergraphs and β-acyclicity.
A hypergraph H is a finite set of finite sets, called edges. We denote by V (H) the set of vertices of hypergraph H, in symbols V (H) = e∈H e.
Most notions on graphs may be naturally generalized to A walk of length n from edge e ∈ H to f ∈ H is a sequence (e 1 , x 1 , . . . , x n , e n+1 ) of vertices and edges such that: e = e 1 , f = e n+1 and for every i ≤ n, x i ∈ e i ∩ e i+1 . A path is a walk that never goes twice through the same vertex nor the same edge. It is easy to check that if there is a walk from e to f in H, then there is also a path from e to f .
There exist several generalizations of acyclicity to hypergraph introduced by Fagin [17] in the context of database query answer. An extensive presentation of hypergraph acyclicity notions may be found in [30] . In this paper, we focus on the βacyclicity. A hypergraph H is β-acyclic if there exists an order (x 1 , . . . , x n ) of V (H) such that for all i ≤ n, for all e, f ∈ H such that x i ∈ e ∩ f , then either e \ {x 1 , . . . , x i } ⊆ f or f \ {x 1 , . . . , x i } ⊆ e. Such an order is called a β-elimination order of H. The leftmost hypergraph depicted on Figure 2 is β-acyclic hypergraph. It can be checked that the order (1, 2, 3, 4, 5) is a β-elimination order.
Given a hypergraph H, the incidence graph of H is defined as the bipartite graph whose vertices are V (H) ∪ H and there is an edge between e ∈ H and x ∈ V (H) if and only if x ∈ e. The incidence MIM-width of a hypergraph is the MIM-width of its incidence graph. The incidence MIM-width of β-acyclic hypergraphs can be very large:
). There exists an infinite family of β-acyclic hypergraphs of incidence MIM-width Ω(n) where n is the number of vertices of the hypergraph.
D. Structure of formulas.
Let F be a CNF-formula. The incidence graph of F , denoted by G inc (F ), is the bipartite graph whose vertices are the variables and the clauses of F and there is an edge between a variable x and a clause C if and only if x ∈ var(C). The incidence MIM-width of a formula F is the MIM-width of G inc (F ).
The hypergraph of F , denoted by H(F ), is defined as
Observe that the incidence graph of a formula may be slightly different from the incidence graph of its hypergraph. Indeed, if two clauses have the same variables, then they will be represented by two vertices in the incidence graph of the formula but by only one edge of its hypergraph, thus by only one vertex in the incidence graph of its hypergraph. A CNF-formula is said to be β-acyclic if and only if its hypergraph is β-acyclic.
E. Knowledge compilation
One goal of knowledge compilation is to find a good representation of a given Boolean formula for which reasoning tasks, such as counting the solution, finding the optimal one or deciding if the value of a variable is implicated by the function, can be answered in polynomial time. Most of the interesting representations are based on syntactic restrictions of Boolean circuits. It turns out that these classes of circuits naturally describe the trace of every known algorithms for #SAT. In this paper we focus on a class of Boolean circuits called Decomposable Negation Normal Form, DNNF, introduced by Darwiche in [31] . The curious reader may find an extensive presentation of different classes of Boolean circuits used in the context of knowledge compilation together with their properties in [32] . a) DNNF: A Boolean circuit C on variables X is in Negation Normal Form, NNF for short, if its inputs are labeled with literals on X and its internal gates are labeled with either a ∧-gate or a ∨-gate. We assume that such a circuit has a distinguished gate called the output. An NNF circuit D computes the Boolean function computed by its output gate and we will often identify a circuit and its computed Boolean function. We denote by size(D) the number of gates of D and by var(D) the set of variables its inputs are labeled with. If v is a gate of D, we denote by D v the maximal sub-circuit of D rooted in v and whose output is v.
An NNF circuit is in Decomposable Normal Form if all its ∧-gates are decomposable. We will refer to such circuits as DNNF and denote the class of all DNNFs by DNNF. It is easy to see that one can find a satisfying assignment of a DNNF D in
is computed by a DNNF smaller than D since we can plug the values of literals in Y in the circuit D.
b) Deterministic and Decision DNNF:
Observe that determinism is a semantic condition and may hard to decide if a ∨-gate is deterministic when only the DNNF is given. In this paper, we will be mostly interested in decision gates that are a special case of deterministic gates. An ∨-gate v of D is a decision gate if it is binary and if there exists a variable x and two gates v to see that a dec-DNNF is deterministic. Figure 3 depicts a DNNF. The output is represented by a square and the DNNF computes the Boolean function (¬x ∧ z) ∨ (x ∧ (y ∨ z)). It is easy to check that both ∧-gates are decomposable. The output gate is also a decision gate on variable x. The other ∨-gate is not deterministic since the Boolean function y ∧ z is satisfiable. We denote by dec-DNNF the class of all dec-DNNFs. c) Structuredness: Structuredness is a constraint on the way variables can be partitioned by a decomposable ∧-gate in a DNNF. It may be seen as a generalization to trees of the variable ordering that is sometimes required in data structures such as OBDD [33] and was introduced by Pipatsrisawat and Darwiche in [34] . Let D be a DNNF on variables X. A vtree T on X is a binary tree whose leaves are in one-to-one correspondence with X. An ∧-gate v of D respects a vertex t of T if it has exactly two inputs v 1 , v 2 and if var(D v1 ) ⊆ X t1 and var(D v2 ) ⊆ X t2 where t 1 , t 2 are the children of t in T and X t1 (resp. X t2 ) is the set of variables that appears in the leaves of T t1 (resp. T t2 ). A DNNF D respects a vtree T if for every ∧-gate v of D, there exists a vertex t of T such that v respects t. A DNNF D is structured if there exists a vtree T such that D respects T . It can be checked that the DNNF depicted in Figure 3 respects the vtree given on the same figure.
F. Structuredness and the standard technique
In this section, we explain how most of the structure-based algorithms for #SAT work and how we can relate this to the fact that they are implicitly constructing a structured DNNF equivalent to the input formula.
The current techniques for solving #SAT by exploiting the structure of the input are all based on the same technique: they start by computing a "good" branch decomposition T of the incidence graph of the formula F . Each vertex t of the branch decomposition is then used to define a sub-formula F t and partial assignments a 1 , . . . , a k of its variables. The number of solutions of F t [a i ] is then computed by dynamic programming along the branch decomposition in a bottom-up fashion. In all algorithms, the variables of F t are the variables of F that label the leaves of T t . The number of solutions of F t on some partial assignment a i is computed by multiplying and summing the number of solutions of F t1 and of F t2 , where t 1 , t 2 are the children of t on restrictions of a i to the variables of F t1 and F t2 respectively. Those multiplications can be seen as a decomposable ∧-gate and the sums can be seen as deterministic ∨-gates. Thus, the underlying DNNF constructed by those algorithms is naturally structured along the vtree obtained from the branch decomposition T by removing the leaves that are labeled with clauses of the formula.
This connection between structure-based algorithms and knowledge compilation has been formally made by Bova, Mengel, Slivovsky and the present author in [22] where it is shown that the most general known algorithm for #SAT using branch decomposition of the formula can be seen as a construction of an equivalent deterministic structured DNNF equivalent to the input CNF-formula. In this paper, we will thus say that a class of formulas can be solved by the standard (dynamic programming) technique if it can be represented by a polynomial size deterministic structured DNNF. Proving lower bounds on this standard technique not only gives lower on every known algorithm for #SAT based on branch decompositions but also practical tools such as miniC2D by Oztok and Darwiche [35] or tools transforming CNF-formulas into OBDD, since OBDD is a subset of structured DNNF.
III. COMPILATION OF β-ACYCLIC FORMULAS INTO dec-DNNF
We show how to construct a linear size dec-DNNF equivalent to a given β-acyclic formula F (Theorem 8). We use a dynamic programming approach by iteratively constructing dec-DNNFs for subformulas of F . These subformulas are defined using general observations on the structure of β-acyclic hypergraphs.
A. Structure of β-acyclic hypergraphs.
In this section, we introduce a family of subhypergraphs for a β-acyclic hypergraph that we will use to design a dynamic programming scheme later and study their properties. This is, to the best of our knowledge, the first time such subhypergraphs are studied and they may be of independent interest to design new algorithms on β-acyclic hypergraphs as they reveal structures that are not directly apparent with other characterizations.
In the following, we fix a β-acyclic hypergraph H with n vertices and a β-elimination order (x 1 , . . . , x n ) of its vertices denoted by <. We denote by < H the order on H defined as the lexicographical order on H where e ∈ H is seen as the {0, 1} n -vector e such that e i = 1 if x n−i ∈ e and e i = 0 otherwise. In other words, e < H f if and only if max(e f ) ∈ f where denotes the symmetric difference of two sets, that is e f = (e \ f ) ∪ (f \ e).
From these orders, we construct a family of subhypergraphs of H which will be interesting for us later. Let x ∈ V and e ∈ H. We denote by V ≤x = {y ∈ V | y ≤ x}. V <x , V ≥x and V >x are defined similarly. We denote by H x e the subhypergraph of H that contains the edges f ∈ H such that there is a walk from f to e that goes only through edges smaller than e and vertices smaller than x.
Observe that, by definition, H x e is a connected subhypergraph of H, with e ∈ H x e and for all f ∈ H x e , f ≤ H e. Observe also that even if there is a walk from f ∈ H x e to e that goes only through vertices smaller than x, f may hold vertices that are bigger than x. We insist on the fact that the whole edge f is in H x e and not only its restriction to V ≤x . We start by giving an example. Let H = {{1, 2}, {3, 4}, {2, 5}, {4, 5}, {2, 4, 5}} be the hypergraph depicted on Figure 2 . One can easily check that 1 < 2 < 3 < 4 < 5 is a β-elimination order and that the order < H is the following:
e5 is the whole hypergraph since one can reach any edge from e 5 by going through vertices smaller than 4. H 3 e5 however is lacking edge e 2 = {3, 4} since the only way of reaching e 2 from e 5 is to go through vertex 4 which is not allowed.
Observe that these subhypergraphs are naturally ordered by inclusion:
By definition, there exists a walk P 1 from f to g 2 going through vertices smaller than y and edges smaller than f and a walk P 2 from g 1 to e going through vertices smaller than x and edges smaller than e. Since z ≤ x ≤ y and e ≤ H f , P = (P 1 , z, P 2 ) is a walk from f to e going through edges smaller than f and vertices smaller than y, that is, e ∈ H y f . Now let h ∈ H x e and let P 3 be a path from e to h going through vertices smaller than x and edges smaller than e. Then (P, P 3 ) is a walk from f to h going through vertices smaller than y and edges smaller than f . That is, h ∈ H y f , so H x e ⊆ H y f . We now state the main result of this section. Theorem 3 relates the variables of H x e to those of V ≥x and e. This is crucial for the dynamic programming scheme of our algorithm: 
A path P = (e 0 , y 0 , . . . , y l−1 , e l ) in H is called decreasing if for all i, e i > H e i+1 and y i > y i+1 .
Lemma 5. For every x ∈ V , e ∈ H and f ∈ H x e , there exists a decreasing path from e to f going through vertices smaller than x.
Proof. By definition of H x e , there exists a path P = (e 0 , y 0 , . . . , y l−1 , e n ) with e 0 = e and e n = f such that for all i ≤ l, e i ≤ H e and y i ≤ x. We show that if P is a shortest path among those going through vertices smaller than x, then it is also decreasing. Assume toward a contradiction that P is a non-decreasing such shortest path. Remember that by definition of paths, the edges (e i ) are pairwise distinct. The same is true for the vertices (y i ). Moreover, observe that since P is a shortest path, then it holds that:
( ) Indeed, if there exists i and j / ∈ {i, i + 1} such that y i ∈ e j , P could be shortened by going directly from e i to e j if j > i + 1 or from e j to e i+1 if j < i.
Let i = min{j | y j+1 > y j or e j+1 > H e j } be the first index where P does not respect the decreasing condition, which exists if P is not decreasing by assumption.
First assume i = 0. By definition of P, e 0 = e > H e 1 . Thus it must be that y 0 < y 1 . By definition, y 0 ∈ e 0 ∩ e 1 and by Lemma 4, e 1 ∩ V ≥y0 ⊆ e 0 . Since y 1 > y 0 , y 1 ∈ e 1 ∩ V ≥y0 , thus y 1 ∈ e 0 which contradicts ( ). Now assume i > 0. First, assume that e i+1 > H e i . By definition of P, it holds that y i ∈ e i ∩ e i+1 and then by Lemma 4, e i ∩ V ≥yi ⊆ e i+1 . Now observe that by minimality of i, y i−1 > y i . Since y i−1 ∈ e i , y i−1 ∈ e i ∩ V ≥yi ⊆ e i+1 , which contradicts ( ).
Otherwise, e i > H e i+1 and then y i+1 > y i . By Lemma 4 again, e i+1 ∩ V ≥yi ⊆ e i . Since y i+1 ∈ e i+1 , this implies that y i+1 ∈ e i+1 ∩ V ≥xi ⊆ e i , which contradicts ( ). It follows that such i does not exist, that is, P is decreasing.
Proof (of Theorem 3). We show by induction on l that for any decreasing path P = (e 0 , y 0 , . . . , e l ) from e 0 to e l , we have e 0 ⊇ e l ∩ V ≥y0 . If n = 0, then e n = e 0 and the inclusion is obvious. Now, let P = (e 0 , y 0 , . . . , e n , y n , e n+1 ). By induction, e 0 ⊇ e n ∩ V ≥y0 since (e 0 , y 0 , . . . , e n ) is a decreasing path from e 0 to e n . Now by Lemma 4, since y n ∈ e n+1 ∩ e n and e n+1 < H e n , we have e n+1 ∩ V ≥yn ⊆ e n . Since y 0 > y n , In this section, we only consider β-acyclic hypergraphs and formulas. Given a CNF-formula F with β-acyclic hypergraph H, we can naturally define a family of subformulas F x e from H x e as the conjunction of clauses corresponding to the edges in H x e , that is F x e = {C ∈ F | var(C) ∈ H x e }. Theorem 3 implies in particular that var(F x e ) ⊆ (e ∪ V <x ). Thus, if τ is an assignment of variables (e ∩ V >x ), then F x e [τ ] has all its variables in V ≤x . We will be particularly interested in such assignments: for a clause C ∈ F , denote by τ C the only assignment of var(C) such that τ C |= C and by τ x C := τ C | V>x . We construct a dec-DNNF D by dynamic programming such that for each clause C with var(C) = e and variable x ∈ V , there exists a gate in D computing F x e [τ x C ], which is a formula with variables in V ≤x . Lemma 6 and Corollary 7 describe everything needed for the dynamic programming algorithm by expressing F x e as a decomposable conjunction of precomputed values. Lemma 6. Let x ∈ var(F ) such that x = x 1 and let y ∈ var(F ) be the predecessor of x for <. Let e ∈ H(F ) and τ : (e ∩ V ≥x ) → {0, 1}. Then either F x e [τ ] ≡ 1 or there exists U ⊆ H x e and for all g ∈ U a clause C(g) ∈ F x e with var(C(g)) = g such that
Moreover, this conjunction is decomposable and U can be found in time polynomial in size(F ).
Proof. Assume first that for all C ∈ F x e , τ |= C. Thus F x e [τ ] ≡ 1 since every clause of F x e is satisfied by τ . Now assume that there exists C ∈ F x e is such that τ |= C. This means that τ τ C . We let A = {var(C) | C ∈ F x e and τ |= C} = ∅ by assumption. Observe that
since for every C ∈ F x e , if var(C) / ∈ A, τ |= C by construction of A.
Let U = {g ∈ A | ∀f ∈ A \ {g}, g / ∈ H y f }. For each g ∈ U , we choose an arbitrary clause C(g) such that var(C(g)) = g and τ |= C(g). Such a clause exists since U ⊆ A. We claim that U meets the conditions given in the statement of the lemma.
We start by observing that U can be computed in time polynomial in size(F ). Indeed, computing F x e for all e, x can be done in polynomial time as it boils down to a computation of connected component in a hypergraph. Now to compute A, it is enough to test for every C ∈ F x e that τ |= C which can be done in time polynomial in size(F ). Finally, extracting U from A can also be done in polynomial time by testing for every g ∈ A if g respects the given condition: it is enough to test for every f ∈ A \ {g} if g / ∈ H y f , which is possible since we can compute H y f easily. We start by showing that for every f ∈ A, there exists g ∈ U such that f ∈ H y g . If f ∈ U , then we are done since f ∈ H y f . Now assume that f / ∈ U . By definition of U , the set B defined as B = {g ∈ A \ {f } | f ∈ H y g } is not empty. We choose g to be the maximum of B for ≤ H . We claim that g ∈ U . Indeed, assume there exists g ∈ A such that g ∈ H y g . By definition, we have g ≤ g and by Lemma 2, H y g ⊆ H y g . Since f ∈ H y g , we also have f ∈ H y g , that is, g ∈ B. Yet, g = max(B) and g ≤ g , that is, g = g . Thus g ∈ U .
We just proved that for all f ∈ A, there exists g ∈ U such that f ∈ H y g . Thus if C is a clause of F x e , either var(C) / ∈ A and then τ |= C by definition of A, or var(C) ∈ A, then there exists g ∈ U such that var(C) ∈ H y g , that is, C ∈ F y g . In other words, f ∈A F y f ⊆ g∈U F y g . Now, assume that C ∈ F y g for some g ∈ U . By definition of U , g ∈ H x e and then, by Lemma 2, H x g ⊆ H x e . By Lemma 2 again and since y < x, we also have H y g ⊆ H x g and thus F y g ⊆ F x e . In other words, g∈U F y g ⊆ F x e . Thus, every clause C such that var(C) ∈ A is in g∈U F y g and all these clauses are in F x e too. It follows from this observation and from (1) that:
.
Let g ∈ U . We now show that τ | var(F y g ) = τ y C(g) . We have to show that they both assign the same variables and that they are compatible. By construction, we have that τ |= C(g), thus τ τ y C(g) by definition of τ y C(g) . We then just have to show that τ | var(F y g ) assigns exactly the variables var(C(g)) ∩ V >y = g ∩ V ≥x . By definition, τ assigns all variables of e ∩ V ≥x . Thus, τ | var(F y g ) assigns all variables of e ∩ V ≥x ∩ var(F y g ). Thus, we have to show
Removing y from both sides of the equality leads to var(F y g ) ∩ V ≥x ⊆ g ∩ V ≥x . In particular, e ∩ var(F y g ) ∩ V ≥x ⊆ g ∩ V ≥x , which proves one side of the desired equality. Now, since g ∈ H x e , we have g ∩ V ≥x ⊆ e ∩ V ≥x by Theorem 3 again. Now, as g ∈ H y g by definition, var(F y g ) = var(H y g ) ⊇ g. Thus, g ∩ V ≥x ⊆ e ∩ V ≥x ∩ var(F y g ) which proves the other side of the desired equality.
So far, we have thus proven that:
It remains to show that this conjunction is decomposable, that is, for all g 1 , g 2 ∈ U , var(F y g1 [τ y C(g1) ]) ∩ var(F y g2 [τ y C(g2) ]) = ∅. Let g 1 , g 2 ∈ U with g 1 < H g 2 and assume there exists z ∈ var(F y g1 [τ y C(g1) ]) ∩ var(F y g2 [τ y C(g2) ]). Since we just have shown that τ assigns every variable of F y g1 greater than x, we must have z < x. In other words, z ∈ var(F y g1 ) ∩ var(F y g2 ) ∩ V ≤y . By Lemma 2 however, we have F y g1 ⊆ F y g2 , which contradicts the fact that g 1 ∈ U . Corollary 7. Let x ∈ var(F ) such that x = x 1 and let y ∈ var(F ) be the predecessor of x for <. For every C ∈ H(F ), there exist U 0 , U 1 ⊆ H x var(C) and for all g ∈ U 0 ∪ U 1 a clause C(g) ∈ F x var(C) with var(C(g)) = g such that
Moreover, all conjunctions are decomposable and U 0 , U 1 can be found in time polynomial in size(F ).
Proof. Let τ 1 = τ x C ∪ {x → 1} and τ 0 = τ x C ∪ {x → 0}. We observe that
Clearly, x / ∈ var(F x var(C) [τ 1 ]) and x / ∈ var(F x var(C) [τ 0 ]), thus, both conjunctions are decomposable. Now, applying Lemma 6 on F x var(C) [τ 0 ] and on F x var(C) [τ 1 ] yields the desired decomposition.
Theorem 8. Let F be a β-acyclic CNF-formula. One can construct in time polynomial in size(F ) a dec-DNNF D of size O(size(F )) and fanin at most |H(F )| computing F .
Proof. Let H be the hypergraph of F and < a β-elimination order. Let var(F ) = {x 1 , . . . , x n } where x i < x j if and only if i < j. We construct by induction on i a dec-DNNF D i of fanin |H| at most such that for each e ∈ H, C ∈ F such that var(C) = e and j ≤ i, there exists a gate in
We start by explaining how D 1 is constructed. Let e ∈ H. If x 1 / ∈ e, then F x1 e contains only the clauses C such that e = var(C). For such a C, τ x1
e contains only clauses D such that x 1 ∈ var(D) ⊆ e since x 1 is the first element of the elimination order. Let C be a clause such that var(C) = e. For every
C ] has only one variable:
C ] is equivalent to either x 1 , ¬x 1 or 0. We thus define D 1 to be the dec-DNNF with at most three gates x 1 , ¬x 1 and 0, which are input gates. We have |D 1 | ≤ 3 ≤ 7 · c(x 1 ). Now lets assume D i is constructed. To simplify notation, let x = x i+1 . Let e ∈ H and C be a clause such that var(C) = e. We want to add a gate in D i that will compute F x e [τ x C ]. If x / ∈ e, then H x e = H xi e since by Theorem 3, var(H xi e ) ⊆ (e ∪ V <xi ). Thus F x e = F xi e and τ x C = τ xi C . Therefore, there is already a gate computing F x e [τ x C ] in D i . Assume now that x ∈ e. By Corollary 7, we can compute F x var(C) [τ x C ] for every C with var(C) = e by adding at most two fanin |H| decomposable ∧-gates to D i and one decisiongate on x since for all values appearing in the statement of Corollary 7 there exists a gate in D i computing it. This results in the addition of at most two input gates, two fanin 2 ∧gates, two fanin |H| gates and one fanin 2 ∨-gate, that is 7 new gates at most. Moreover such gate can be found in polynomial time. That is, we add to D i at most 7 gates to compute F x var(C) [τ x C ]. We have to do this for each C ∈ F such that x ∈ var(C). We thus add at most 7c(x) gates in D i . Thus |D i+1 | ≤ 7 · j≤i+1 c(x j ).
To conclude, assume that H is connected and let e = max(H). We have H xn e = H since there is a path from e to every other edge in H. Thus F xn e = F . Let C be a clause with var(C) = e. The assignment τ xn C is empty, thus F xn e [τ xn C ] ≡ F . Hence, there is a gate in D n that computes F and D n is of size at most 7 · size(F ) and fanin |H| at most. Each step can be done in time polynomial in size(F ).
If H is not connected, then each connected component of H is β-acyclic, thus we can compile them independently and take the decomposable conjunction of these dec-DNNFs.
We conclude this section by giving insights on the significance of Theorem 8 from a practical point of view. Most practical tools for #SAT are based on an algorithm called exhaustive DPLL with caching [7] , [8] , [9] , [2] which works as follows: given F , the algorithm starts by trying to write F as F 1 ∧ F 2 with F 1 and F 2 having no common variables. If it succeeds, it computes recursively #F 1 , #F 2 and returns #F 1 · #F 2 . Otherwise, it chooses a variable x and returns #F [x → 0] + #F [x → 1]. In addition, these tools use caching techniques to avoid redoing the same computation twice. It was observed in [7] that the trace of such algorithms is exactly a dec-DNNF. It is not hard to see that the construction given in Theorem 8 is the trace of a run of an exhaustive DPLL algorithm where the variables are chosen in a reverse β-elimination order. This shows that if the right elimination order of the variables is chosen (and this order can be computed greedily in polynomial time), then practical tools for solving #SAT can in theory solve β-acyclic formulas in polynomial time.
IV. DEVIATION FROM THE TECHNIQUE BASED ON BRANCH

DECOMPOSITIONS
In this section, we finally prove that standard technique based on branch decompositions fail on β-acyclic formulas. Recall that we have defined in Section II-F the standard technique to be the implicit construction of a polynomial size structured DNNF equivalent to the input formula. We prove the following: Theorem 9. There exists an infinite family F of β-acyclic CNF-formulas such that for every F ∈ F having n variables, there is no structured DNNF of size less than 2 Ω( √ n) computing F .
This lower bound is not the first separation of structured DNNF and dec-DNNF. To the best of our knowledge, the first separation of structured DNNF and FBDD, which can be seen as dec-DNNF without ∧-gates, can be found in the thesis of Pipatsrisawat [36] . A more generic approach is given in the author's thesis [37] using techniques close to the one presented in this paper. In both cases, the instances used to separate these classes are artificially crafted instances which does not correspond to structured CNFs. The main strength of Theorem 9 is to provide such lower bound for a natural class of structured CNFs.
We use techniques based on communication complexity tools developed in [23] to prove the lower bound. [25] ). Let D be a DNNF on variables X respecting the vtree T . For every vertex t of T , there exists a (X t , X \ X t )-rectangle cover of D of size at most |D|, where X t = var(T t ).
Given a CNF-formula F , we defineF to be the formula
Intuitively,F is the formula obtained by adding one fresh variable c K in each clause K of F . Our main lower bound relates the incidence MIM-width of a monotone CNF-formula to the size of the smallest structured DNNF computingF .
Theorem 12. Let F be a monotone formula of incidence MIM-width k. Any structured DNNF computingF is of size at least 2 k/2 .
The proof of Theorem 12 heavily relies on the following lower bound and on Theorem 11: Lemma 13. Let X = {x 1 , . . . , x k } and Y = {y 1 , . . . , y k } be two disjoint sets of k variables. The number of (X, Y )rectangles needed to cover the CNF-
. . , k}, we denote by τ K the assignment such that τ K (x i ) = 1 if i ∈ K and 0 otherwise and τ K (y i ) = 1−τ K (x i ). Observe that by definition, for every K ⊆ {1, . . . , k}, τ K |= F . We claim that if τ K |= R i then for any K = K, we have τ K |= R i . For the sake of contradiction, assume there exist K, K such that K = K , τ K |= R i and τ K |= R i . Without loss of generality, we can assume that there exists i ∈ K \ K . By definition of rectangles, τ = τ K | X ∪ τ K | Y |= R i . But τ (x i ) = τ (y i ) = 0 and then τ |= F which contradicts the definition of R i . Since there are 2 k different subsets of {1, . . . , k} and each τ K satisfies disjoint rectangles, we have that q ≥ 2 k .
Proof (of Theorem 12). Let G = G inc (F ) and D be a structured DNNF computingF . We claim that |D| ≥ 2 k/2 .
Let T be the vtree respected by D. Observe that the variables ofF are in one to one correspondence with V (G) thus we can see T as a branch decomposition of G. Since G is of MIM-width k, there exists a vertex t of T such that there is an
where V t denotes the labels of the leaves of T t . Let e = (x, y) be an edge of M . Since it is an edge of G, too, one end point of e corresponds to a variable x e of F and the other to a clause c e ∈ F . Let M be the set of edges e of M such that x e ∈ V t and c e / ∈ V t and let M be the set of edges e of M such that x e / ∈ V t and c e ∈ V t . It is readily verified that M = M M . Let N be the largest of these two sets. N is thus an induced matching of G[V t , V (G) \ V t ] of size at least k/2. Moreover, if e, e ∈ N are distinct, we have x e / ∈ c e . Indeed, if x e ∈ c e then they are connected by an edge of G and this edge is across V t and V (G) \ V t by construction of N . Thus, if such an edge exists, it violates the assumption that N is an induced matching of
Now let τ be the following partial assignment of var(F ): if C is a clause that does not appear in N , we let τ (C) = 1. If x is a variable of F that does not appear in N , we let τ (x) = 0. We claim thatF [τ ] ≡ e∈N (x e ∨ c e ). Indeed, each clause C that does not appear in N is already satisfied inF [τ ] since τ (C) = 1 and for the remaining clauses, the variables that do not appear in N disappear as they are set to 0 (remember that F is monotone). Moreover, if e, e ∈ N are distinct edges of N , we have that x e / ∈ c e thus the only variables remaining in the clause c e is x e for each e ∈ N . Now sinceF is computed by D,F [τ ] is computed by D = D[τ ] which is a structured DNNF smaller than D. By Theorem 11, there is a (V t , V (G) \ V t )-rectangle cover of D of size at most size(D ) and by Lemma 13, we need at least 2 |N | ≥ 2 k/2 rectangles to cover F [τ ]. Thus, size(D) ≥ size(D ) ≥ 2 k/2 . Theorem 9 is a corollary of Theorem 12 and Theorem 1:
Proof of Theorem 9. Let F be a β-acyclic formula. We claim thatF is also β-acyclic. Indeed, let (x 1 , . . . , x n ) be a β-elimination order for H(F ). We claim that (c 1 , . . . , c m , x 1 , . . . , x n ) is a β-elimination order of H(F ) where c 1 , . . . , c m are the variables ofF corresponding to the clauses of F . Indeed, for all i, c i is in exactly one edge of H(F ) and can thus be eliminated from the start. Finally, H(F ) \ {c 1 , . . . , c m } = H(F ), thus (x 1 , . . . , x n ) is a β-elimination order of H(F ) \ {c 1 , . . . , c m }.
To every hypergraph H, we can associate a monotone formula CNF(H) whose variables are the vertices of H and clauses are the edges of H without negations. It is readily verified that the hypergraph of CNF(H) is H. Let G be the family of β-acyclic hypergraphs with MIM-width of Ω(n) from Theorem 1 and let F = { CNF(H) | H ∈ G}. From what precedes, F is a family of β-acyclic hypergraphs and by Theorem 12, if F ∈ F has m clauses and N = n + m variables then any structured DNNF computing F is of size at least 2 Ω(n) . The statement of Theorem 9 follows since the number of edges in a β-acyclic hypergraph with n vertices is at most n(n + 1)/2 (Remark 13 in [30] ). Thus, N = O(n 2 ), i.e. n = Ω( √ N ).
V. DISCUSSION
We discuss here further directions that can be studied from the results presented in this paper. First, a technical question remains open: it is not clear if we need the ∧-gates to efficiently represent β-acyclic formulas. The lower bound of Section IV shows in particular that β-acyclic formulas cannot be efficiently represented by OBDDs, as they are less succinct than structured DNNFs [34] . However, this does not rule out the existence of a small decision DNNF without ∧-gates, also known as FBDD in the literature. This is unfortunately unlikely that the construction of Section III-A may be adapted to this case as we strongly rely on the ordering of the variables, which would be more suited to construct an OBDD.
More fundamental questions concerning the different techniques known to solve #SAT remain open. In Section IV, we have shown that β-acyclic formulas cannot be succinctly represented by structured DNNF contrary to other known tractable classes. It would be interesting to study the opposite question, that is, to understand which tractable classes with respect to the standard technique can be compiled into dec-DNNF. A particularly interesting class to study this question would be the class of formulas of incidence treewidth k. We know how to compile them into structured DNNF of size 2 Ω(k) · size(F ) 2 but the best upper bound we have for DPLL is n Ω(k) for this class which rapidly becomes intractable even for small n when k grows. It would be interesting to know if DPLL can solve this instances in time f (k) · poly(n). A positive answer to this question would open interesting perspectives as it would imply that tractable structural restrictions for #SAT can be processed using exhaustive DPLL with caching. This would lead to practical implementation of such theoretical results and motivate the study of interesting heuristics for the order in which variables are eliminated in DPLL based on structural restrictions. A negative answer would show that some "easy" cases are missed by practical tools and that it is worth investing time to develop practical tools taking the formula structure into account.
Another direction is suggested by Theorem 12 which says that the MIM-width of the formula is closely related to the size of the smallest structured DNNF forF . The most general graph parameter that is known to lead to polynomial time execution with the STV-algorithm is the MIM-width: #SAT can be solved in time m Ω(k) poly(n + m) on a formula with m clauses, n variables and of MIM-width k. It would be interesting to generalise Theorem 12 in order to prove the optimality of this class of graphs for compilation into structured DNNF.
