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Abstract  
Due to the structure of the human brain and its functioning, it can be modelized as a 
network, i.e. a collection of nodes connected by links. One of the approaches consists 
in constructing functional brain networks, where nodes are identified by regions of 
interest (ROIs) composed of neurons with similar functional activation. 
The main issue of this kind of approaches is how to define nodes and links. In a 
typical functional brain network construction pipeline, one critical step is the 
registration of brain areas into templates which makes possible statistical analysis 
and comparison across different subjects and studies. 
Different registration methods can lead to different results. 
Here, we compare standard space registration method with a new method, called 
inverse-registration, starting from raw data provided by functional Magnetic 
Resonance Imaging (fMRI). 
In standard registration, data is projected into a standard common space, which is the 
same across different subjects and studies. In inverse registration approach, a 
template from Standard space is (inverse) registered to structural space and the 
obtained images are finally registered to the functional subject space. We found out 
that inverse registration leads to nodes with increased functional homogeneity, while 
basic network properties are not significantly affected. 
These results suggest that inverse registration is a better registration method, 
although it is very recent and further investigation is needed before generalizing this 
statement. 
Keywords Brain Networks, Computational Neuroscience, Inverse Registration, 
ROIs, Functional Homogeneity 
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Chapter 1
Introduction
1.1 Complex Systems
Since its birth, science, physics in particular, has been claimed to have a
strictly deterministic character. Although the intervention of quantum me-
chanics has strongly outlined the inevitable presence of uncertainty in nature,
it remains to be asked whether indeed any macroscopic system, away from
microscopic bizarreness, can be predictable in a deterministic way.
For a physicist, all the properties of a system are contained in an equation:
a law enunciated in mathematical language whose solution at any given mo-
ment describes exactly how the properties of the initial system evolve in time.
However, we are now aware of the fact that some systems composed by many
interacting bodies have not an analytical solution because they are described
by equations that can be solved only with numerical methods. Components
of this kind of systems interact nonlinearly and hence, it is extremely diffi-
cult (or even impossible) to predict their future evolution, although they are
deterministic systems [1].
Of course the presence of many bodies is not the only requirement to
have this kind of behaviour. Perfect gases, for example, have a number
of microscopic components in the order of 1023 which interact in a very
complicated way, but in spite of that the macroscopic behavior is predictable
and described by simple parameters. In such cases, instead of writing 1023
equations of motion we use the approach of statistical mechanics. Statistical
Mechanics describes those systems using macroscopic parameters such as
temperature, pressure, etc [2].
3
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The systems described above can also be studied with tools from Statis-
tical Mechanics. However, they are neither predictable nor chaotic systems:
they are about halfway in correspondence to what is called the edge of chaos.
Such systems are calledComplex Systems and they can be found in Physics
or even in Biology, Sociology and Economics. One interesting property is that
the evolution of a system like this can lead to what is called emergent phe-
nomena, a macroscopic (global) result that is in no way predictable by the
interaction of the individual elements [1].
Taken the fact that complex systems are composed of many interacting
bodies, it is natural to model them as a network, i.e. a collection of nodes
which are connected with links [3]. The most interesting thing is that the
structures of very different kind of complex systems show same patterns
and properties suggesting us that some fundamental principles should exists.
Consequently, those systems, no matter what their nature is, can be analyzed
using a common set of mathematical tools: the WWW where nodes are
the pages of a website and the links are the hyperlinks between pages or
sites, socio-economic networks (online or offline) where nodes are people,
banks or enterprises and links are friendship or professional relationships,
biological networks like metabolic networks, genes network and, of course,
neuronal networks. The field that studies these different networks, as well
as their abstract theoritical model, is called Network Science. Its aim is to
extract knowledge from these systems to better understand their structures
and dynamics.
1.1.1 The Brain as a Complex System
The human brain’s activity is basically due to neurons, electrically excitable
cells that exchange electrical and chemical signals through connections called
synapses. The average adult human brain contains around 86 billions of
neurons [4]. Each of the 86 billions neurons has on average 7,000 synaptic
connections to other neurons. It has been estimated that the brain of a
three-year-old child has about 1015 synapses while for an adult, the numbers
range from 1014 to 5 · 1014 [5].
Looking at those numbers seem reasonable to define the human brain as
a complex system. Several studies have observed many properties of complex
systems in the brain, for example non-linearity [6] or self-organized criticality
[7].
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1.2 The Brain as a Complex Network
As described above, neural systems are based on interactions in the form of
electrical and chemical signals so they can be easily modelled as a network.
The field that studies this systems using the network-oriented tools is called
network neuroscience.
But how exactly can the brain be modeled as a network? The first in-
tuitive approach would be imagine neurons as nodes and synapses as links.
Unfortunately, this method has two major problems:
1. As said, the number of neurons and synapses is huge. Therefore, a sim-
ulation of a full human brain would require a computational tecnology
far better than the one we actually possess. To make a comparison, the
only neural system analyzed at single neuron and synapse level is the
nervous system of the nematode worm Caenorhabditis elegans, which
consists in 2,287 synapses connecting 279 neurons [8]. Also imaging
methods with such resolution are still missing.
2. Even if it is possible to create a perfect full-scale replica of a human
brain, the model would be as complex as the original system and it
would be hard to extract knowledge from it.
Anyway, the brain posses a particular structure of groups of strongly con-
nected neurons specialized on the same task [9, 10]. This enables focusing
only on some of these areas or studying the whole brain at a larger scale
analyzing the interections between these areas. However, choosing the right
brain area to identify as node is not only question of numbers of neurons
involved. Indeed, brain networks are commonly divided into three categories
[11]:
1. Structural networks. This is maybe the first intuitive approach (and
also the historically oldest). In structural networks, brain areas are
anatomical portions of the brain tissue which are physically connected
by white matter tracks.
2. Functional networks. Here, links are identified in terms of some
similarity measure which determines how strong is a connection, i.e.
temporal coactivation. In this kind of networks, links might not repre-
sent interactions between areas.
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3. Effective networks. Also here, the same nodes are used, while links
represent the influence of a brain area to another. Hence, links always
represent interaction.
In this thesis, functional networks from data acquired with functional mag-
netic resonance, or fMRI (see 3.1), are utilized. Data is based on 4-dimensional
images (where time is the 4th dimension) composed by a collection of vol-
umes, called voxels, the intensity of which represents activity.
One more issue is that there is no single size that would be optimal
for brain regions used as nodes of functional brain networks. Hence, brain
networks have been studied at very different range of scales: from whole brain
networks compound of 70 nodes [12] to 140,000 nodes [13]. This could be an
opportunity because network model can be constructed differently based on
the requirements of each study [14], but also a threat, because the number
of the nodes significatly affects network properties [12].
1.2.1 Network Neuroscience
Studying the structure and connections in the brain, human and animal, has
been a common approach since long time ago [15]. For examplex, the first
method to identify brain areas was post-mortem histology, i.e. histological
analysis of the brain in order to physically find boundaries which should have
identified the areas boundaries [16]. However, it is in the beginning of 1980’s
that computational models started to change completely this kind of research.
Since then, a lot of studies used computational models to combine mathe-
matical results on anatomy (connection matrix) and physiology (biophysical
processes) [17]. Several interesting results have been achieved since then, like
the observation of emergent rhythmicity [18] or syncronization among neural
populations [19].
Brain research interest exploded around mid-1990’s, when non-invasive
imaging tecniques were developed [20]. Since then, data has grown exponen-
tially both in number of samples and in complexity (for example, capturing
larger portions of nervous systems) [21]. Today, most of these big data are in
form of networks [22], representing protein interactions, neural systems with
synaptic connections or interactions between whole brain systems [23] and
even social networks [22].
Baically, the research was first conducted on structural networks and then
continued on functional networks. Starting from the early 21st century, the
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concept of connectome, the structural description of the brain that can be
studied with network science, has been introduced [24] and methods from
network science were, for the first time, applied to the analysis of experi-
mental neuro-imaging data [25]. The developing of new methods and tools
in computer science and network science, as well as the growing amount of
data, lead authors to define a new discipline, called network neuroscience
[26].
Network neuroscience is a new discipline but already achieved impor-
tant results. For example it was outlined the presence of hubs in the brain,
i.e. higly connected nodes which can be crucial for information transfer and
processing [26, 27, 93]. It was observed that in the brain, hubs tend to be
strongly connected each other in what are called rich clubs [29]. Furthermore,
the other nodes, which form the perifery, are connected to the hubs which
are found in the center. This property is called core-periphery organization
[29] (this concept should not be confounded with the concept of assortativity,
which measure the tendency of similar-degree nodes to connect each others,
see 2.2.4 for details). A more global results tells us that brain is organized
in hierarchical communities, i.e. strongly connected subnetworks which can
be further divided into smaller communities [29]. It was also observed that
brain structure changes with age or because neurological deseases such as
Alzheimer’s or autism spectrum disorder and this could be crucial in order
to find a remediation for those illnesses [30, 31].
Network Neuroscience has been focusing on static networks, but one of
the main challenges is represented by the study of dynamic networks, i.e.
networks that may change their structures in time [22]. Furthermore, more
interest will be put in dynamic prediction of networks and effects of pertur-
bation and manipulation in order to control the specific output of the system
[22].
1.2.2 The Non-Trivial Problem of Defining Nodes
Focusing on functional brain networks, is crucial to choice the boundaries of
nodes and this can influences the result of the study in several ways [32]. Ac-
tually, there are three mainly used approaches for defing nodes in functional
networks [33]:
1. Voxel-Wise Approach. Each individual voxel is identified as a node.
In this way, nodes have the same dimensions. Number of nodes can
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vary widely across different studies, from 3,400 nodes [34] to 140,000
[13].
2. Structural Anatomical Atlases. Nodes are particular Regions-of-
Interest (ROIs) identified starting from a readily available structural
anatomical image which works as a template (atlas). In each of these
areas, fMRI average signal for all of the ROIs into that area is calculated
and used for defining links [33].
3. Functional Activation Meta-Analytic Approaches. Nodes are
defined by analyzing previous fMRI studies in order to find a set of
fixed ROIs that will be used for all of the following similar studies.
They are modeled as 3-6 mm radii spheres which center is a point of
maximum activity in functional area [35, 36].
Although some authors recommends voxel-wise approach [33], the method
used in the major part of the studies is the structural anatomical atlases
approach, and it’s the one that has been used in order to create the data for
this study.
The main advantage is that with this approach, it is possible to register
atlases into a standard space during preprocessing, and that is useful to have
a universal comparison standard across subjects or even different studies [37].
However, weak points are present, too. The main critique to this approach,
is about the coarse resolution (number of ROIs is typically from 70 to 250).
This may cause some brain areas, with different functions, to collapse into
a single node [38]. Hence, a network constructed in this way may not be a
good model of real brain because it may show different properties from the
ones of networks constructed in other ways. This problem was outlined by
calculating the ROI functional homogeneity, a certain measure of similarity
between components time series within a ROI [39], and showing that it is
very poor [33, 40].
The poor ROIs functional homogeneity is clearly a main issue that has
to be take into account. Recently, a new way to register atlases has been
developed in order to try to solve this issue. The idea is that, instead of reg-
istering atlases in a common standard space, each ROI is “inverse” registered
into the correspondent subject native space. So, even if the ROIs are still
big, they will take into account anatomical variation between subjects. This
method is called inverse registration and its valitadion is the main goal of
this thesis.
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1.3 Structure of the Thesis
The aim of this work is to apply network-oriented tools to validate the inverse-
registration method for constructing brain networks from fMRI data.
The thesis is divided in two parts: part 1 is about the theoretical back-
ground. In chapter 2, I will first present in detail network science theory
defining some basic measuress that will be used to make a comparison be-
tween networks with inverse-registered nodes and registration in standard
space. In chapter 3, I will describe the complete procedures of obtaining
brain networks. First of all, data has to be acquired. In this study, MRI
and fMRI are used in order to obtain respectively structural high-resolution
images and functional low-resolution images; I will explain briefly these tec-
nique (which also are a nice example of the application of Physics to Biology).
Then, nodes and links have to be defined; this is the main problem of my
thesis (and also one of the main problems in Network Neuroscience in gen-
eral) and I will explain in detail how this goal can be reached. Finally, I will
explain in detail the registration in standard space and inverse-registration
approaches for defining nodes of brain networks. It will be important to
outline the main differences in terms of pros and cons.
Part 2 is the practical part of the thesis. In chapter 4, I will present the
matherials and methods, i.e. the theoretical and practical tools that will be
used to pursue the aim of this study. This chapter contains the information
about how dataset and subjects have been selected, methods for constructing
nodes and links, and methods and tools that have been used to analyze brain
networks. In chapter 5, I will present the results of the study. I will calculate
the spatial consistency of the nodes in both networks, i.e. how much the
nodes are correlated each others, and make a comparison. Indeed, the central
goal of this research is to see if inverse-registered network nodes have a higher
spatial consistency. This will prove that back-registration is a better method
to define nodes than the ones utilized until now. Further, I will compare
networks constructed with two different node-definition strategies in term of
some network properties (explained in chapter 2) to eventually spot relevant
differences. In chapter 6 I will briefly discuss the results at a general level. I
will also talk about limitations and possible further research.
Part I
Theoretical Background
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Chapter 2
Network Science Tools
We said that interaction is a fundamental feature of complex system, and
know how components interacts each other is fundamental if we want to
exctract knowledge from those systems. In order to do this, in this chapter I
will describe the fundamentals of Network Science. The informations in this
chapter are retrieved from [41], if not differently specified.
2.1 Graphs and Networks
We will call these components nodes or vertices and the interactions links
or edges. This representation is well suited for studying systems whose na-
ture is totally different. Such representation, which doesn’t take into account
the nature of the network, but only its structure, is called graph.
Graphs or networks have two basic parameters:
1. N , the number of nodes or vertices. It is also called the size of the graph
or network. Different nodes are labeled with an index i = 1, 2, ..., N .
2. L, the total number of links or edges. Links are usually identified
through the nodes they connect. For example (1, 4) means that there
is a link connecting nodes 1 and 4.
The links of a network can be directed or undirected. Directed links lead
information or interaction only in a single way: for example, a URL in the
WWW points from one resource to another, and not vice versa. Undirected
links work in both ways: for example in social networks if A is a friend of
11
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B, normally B is a friend of A. The same network may have both undirected
and directed links, for example in metabolic networks where certain pro-
teins interactions may be irreversibile (directed links) while others reversible
(undirected links). A network is called directed if it only contains directed
links; it is called undirected if it only contains undirected links. In this work,
we will focus on undirected networks (see 4.2.2 for details about the links
definition used in this work).
2.1.1 Adjacency Matrix
To obtain a complete description of a network, we need to have a complete
information about all of its links. The easiest representation of all of the
links is in the form of a matrix. This matrix is called adjacency matrix,
and for a network with N nodes, it is a N ×N matrix whose elements are:{
Aij = 1, if there is a link pointing from node j to node i
Aij = 0, if nodes i and j are not connected each other
(2.1)
In an undirected network Aij = Aji, i.e. the adjacency matrix is symmetric.
2.2 Network Properties
We will see now some of the most important measuress used in network
science which can tell us a lot of information about the network we are
studying.
2.2.1 Degree and Degree Distribution
The node degree is defined as the number of links the node has with other
nodes. We denote with ki the degree of the i
th node in the network. For
an undirected network the total number of links, L, is the sum of the node
degrees:
L =
1
2
N∑
i=1
ki (2.2)
The 1
2
factor is a correction because in the sum, each link is counted twice.
An important measure which characterize different properties in networks
is the degree distribution. The degree distribution, pk, is the distribution
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of the probability that picking a random node in the network it has degree
k, and of course it must be normalized:
∞∑
k=1
pk = 1 (2.3)
For a network with N nodes the degree distribution is represented by the
normalized histogram:
pk =
Nk
N
(2.4)
where Nk is the number of degree-k nodes. It can be derived from the degree
distribution as Nk = Npk.
If we know the adjacency matrix, we can easily caluate the degree ki of
node i. In order to do this, for undirected networks, we sum over the rows
or the columns of the matrix, obtaining the same result:
ki =
N∑
j=1
Aji =
N∑
i=1
Aji (2.5)
2.2.2 Clustering Coefficient
Node clustering coefficient tells us how connected local neighborhoods of the
node are. The definition of local clustering coefficient for a node ki is [42]:
Ci =
2Li
ki(ki − 1)
(2.6)
where Li is the number of links between the ki neighbors of node i. This
coefficient vary between 0 (none of the neighbors of node i link to each other)
to 1 (the neighbors of node i form a complete graph, i.e. they all link to each
other) and is basically the measure of the probability that two neighbors of
a node link to each other.
It is possible to define the average clustering coefficient:
〈C〉 =
1
N
N∑
i=1
Ci (2.7)
i.e. the average of Ci over all nodes i = 1, ..., N . In probabilistic terms, 〈C〉
is the probability that two randomly picked neighbors of a determined node
link to each other.
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It is also interesting to ask ourselves how the local clustering coefficient
varies with node degree. In order to do this, we define a function:
C(k) =
1
Nk
Nk∑
j=1
Cj (2.8)
where we refer as node degree with k instead of ki because we are no longer
interested in single nodes, but rather in degrees. This function calculate the
average clustering coefficient over all nodes with the same degree k.
The coefficients calcuated in 2.6, 2.7 and 2.8 refer to unweighted net-
works. Generalize the concept of clustering coefficient for weighted network
is possible, but not trivial. Indeed, there are many different weighted clus-
tering coefficient each leading to different results and behaviors [43]. For this
reason, in this work we will focus only on unweighted clustering coefficient.
2.2.3 Shortest Path
In Physics, physical distance is usually essential to determine the properties
of interactions. However, in networks, what matters is the distance between
two nodes which is expressed by path lengh, i.e. the number of links the
path contains. The most important is usually the shortest path. The shortest
path between nodes i and j is the path with the fewest number of links. This
is often called distance between i and j and represented as dij. The distance
between the two most distant nodes in the network is called the longest
shortest path d or diameter of the network.
2.2.4 Assortativity
Observing real networks, it could be found that nodes tend to have a spefi-
cic behavior about connection with similar-degree node. For example, very
high-degree nodes, called hubs, can prefer to connect with other hubs, or
conversely, try to avoid them. We can define two kinds of real networks
depending on this behaviour:
Assortative In these networks, nodes tend to connect to ones with a similar
degree. Hence, hubs tend to connect with other hubs and avoid low-
degree nodes.
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Disassortative the hubs avoid each other, linking instead to low-degree
nodes.
A quantitative way to define this property is the use of a degree correlation
matrix, eij, where each element represents the probability that a randomly
picked link connects nodes with degrees i and j. Since eij is a probability, it
must be normalized: ∑
i,j
eij = 1 (2.9)
Even if all the information about degree correlation is contained into eij,
it is difficult to extract information from the visual inspection of the matrix.
Moreover, it is difficult to compare networks with different correlations. For
those reasons, it is useful to define an assortativity coefficient [44]. This
allows us to define assortativity using only one number. The assortativity
coefficient is defined as the mean Pearson correlation coefficient between the
degrees of the nodes connected by a link, where the average is done across
all connected nodes pair. Its values range between −1 ≤ r ≤ 1. Negative
values indicate disassortativity, and positive values assortativity.
Assortative networks The fact that in assortative networks hubs tend
to connect each other is reflected by the fact that the correlation is positive.
Hence, 0 < r ≤ 1. This is the case for example for social networks.
Disassortative networks In disassortative networks, the correlation
is negative, hence −1 ≤ r < 0. This is the case of metabolic networks.
Neutral networks In neutral networks, nodes link to each other ran-
domly. Hence there no correlation in the linking pattern and r = 0.
2.2.5 Weighted Networks
So far we have assumed that links have the same weight but in many real
cases, different links may have different relevance. Networks with those kind
of links are called weighted networks (for a complete analysis of weighted
networks, see [43]). In this case, adjacency matrix elements represent the
weight of the link:
Aij = wij (2.10)
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Many of the real networks are weighted, but determining link weight is
not always trivial. Consequently, we often approximate these networks with
an unweighted graph. Sometimes it is easier to calculate some unweighted
network parameters even for weighted networks. In order to do this, we may
consider a thresholded network, i.e. a network where we keep only a certain
percentage of the strongest link and forget about the others. We assign then
to the strongest links a weight 1 and consequently trasforming it into an
unweighted network. Thresholding is also useful when we have full matrices
that we want to transform into a network.
Node Strength
We can generalize the notion of degree for weighted network by defining node
strength as follow:
Si =
N∑
j=1
wij (2.11)
2.3 Different Types of Networks
2.3.1 Scale-free Networks
One can intuitively think that degree distribution in networks is symmetric,
i.e. there will be equally low degree and high degree nodes, but the most
part of the nodes will lay into a medium degree region. This is actually
true for random networks, i.e. networks constructed by assigning a certain
number of links randomly between nodes. In random networks, node degree
distribution follows a Poisson distribution [45]. Anyway, if we compare it
with degree distributions of real networks, there are a lot of differences. That
means that real networks are very far from random networks.
Degree distribution of real networks are often well approximated with a
power law distribution defined as follow [45]:
pk ∼ k
−γ (2.12)
where γ is the degree exponent. If we take a logarithm of 2.12, we obtain:
log pk = −γ log k (2.13)
So, log pk depends linearly on log k with slope γ.
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The main consequence of a network following this distribution is the pres-
ence of hyper-connected nodes, i.e. nodes with very high degree or hubs.
2.3.2 Small-World Networks
The small-world phenomenon states that given any pair of nodes in a network,
their distance is much smaller in comparison of the dimension of the network
[42]. In mathematical terms, it can be found that the small-world property
can be expressed as follow:
dmax ≈
logN
log 〈k〉
, (2.14)
where dmax is the distance between the two most distant nodes, N is the
dimension of the network and 〈k〉 is the average degree. Hence, the maximum
distance is proprotional to logN << N for high values of N .
Although random networks possess the small-world properties, in order
to define small-work networks, also another requirement should be satisfied
[42]. The average clustering coefficient in small-world networks is higher than
the one expected for a random network of similar dimension and number of
links. A mathematical way to state this is that:
〈Csw〉
〈Crnd〉
> 1, (2.15)
where 〈C〉 is the average clustering coefficient.
Chapter 3
Constructing Brain Networks
In this chapter, I will describe in detail the full path that brings us from
getting an image of the brain to the construction of the network that can be
analyzed with network science tools described in chapter 2.
3.1 Data Acquisition
The first step is obtaining an image of the brain and many tecniques can
be used. A well-known method for studying the brain is fMRI or functional
magnetic resonance imaging. This is a non-invasive method that consists on
using magnetic resonance imaging (MRI) to evaluate the functionality of an
organ or apparatus.
3.1.1 Magnetic Resonance Imaging (MRI)
MRI is based on nuclear magnetic resonance (NMR) phenomenon. It consists
in applying a strong static magnetic field, usually of 3T, to the patient. This
causes spin of tissues’ protons to align with the magnetic field in parallel
(majority) or antiparallel [46, 47]. In classical systems (which are a good
approximation of quantum macroscopic system with spin 1/2), spin of atomic
nucleus are described with a vector −→µ called magnetic moment. In this case,
there will be a small positive total magnetization
−→
M , defined as the vectorial
sum of the nuclei’s spins−→µ [46, 47]. To observe
−→
M , we have to perturbate
the system, and this can be done by the application of a short magnetic
pulse B1 called excitatory field (B0 is called polarization field). This causes
18
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−→
M to rotate and, when the effect of the excitatory field is over, it slowly
returns to the equilibrium where the net magnetization again aligns with the
polarization field [46]. The system gives back the excess of energy by emitting
a radio pulse that can be recorded [47]. The NMR signal, called FID (free
induction decay), is roughly monochrome and attenuating exponentially as
a function of the relaxation time, i.e. the length of the time required for
returning to the equilibrium state. This time, and therefore the duration
of the radio wave, depends on the concentration of hydrogen atoms (proton
nuclei) in the tissue [47].
For brain imaging in particular, measures are taken in sequence of overlay-
ing layers until the whole head is covered. Every layer is a 2D image which is
divided in pixels. Each pixel has a particular intensity, which is proportional
to the correspondent relaxation time. Finally, the layers can be combined
to generate a three-dimensional image of the head. Overlaying pixel, a 3D
basic unit, called voxel, is generated. A voxel is a three-dimensional cube
with edge length of 2–8mm, each one containing on average 5.5 millions of
neurons [47]. This is an excelent resolution but we should keep in mind that
it is clearly far from the neural level.
3.1.2 Functional Magnetic Resonance Imaging (fMRI)
While MRI is useful for medical diagnostic because it gives us a static image
of the structure of the brain, a temporal dimension is necessary to observe
the function of the brain. Functional magnetic resonance imaging (fMRI)
is the method used in order to reach this goal [48]. In fMRI, a sequence of
magnetic pulses, instead of a single one, is applied to the brain and then,
the temporal evolution of the relaxation times is measured. As said in the
previous section, relaxation time depends on the properties of the tissue.
The frequency of the pulses, which is called repetion time (TR), provides the
temporal resolution of fMRI. TR is influenced by spatial resolution: the more
slices collected (more spatial resolution), the longer TR is required. TRs of
approximately 2 seconds are typically used.
BOLD signal
Adding a temporal resolution is not sufficient for studying the function of the
brain: MRI is based on nuclei magnetic properties which of course depend
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on the tissue but not on its functionality. In order to solve this problem,
fMRI uses the magnetic properties of hemoglobin molecule in blood.
The idea is that because cell metabolism requires more oxygen, which
is carried by hemoglobin, more oxygenated blood in a brain area means
that this area is more active [49]. Deoxygenated hemoglobin (dHb), i.e.
hemoglobin without oxygen bound, possess a spin excess (paramagnetic),
while oxygenated hemoglobin (Hb) is neutral. This difference causes a drop in
the measured MRI signal [47, 49, 50]. Blood-oxygen-level dependent (BOLD)
signal is a signal correlated to the change in the ratio between oxygenated
and deoxygenated hemoglobin. Measuring BOLD signal for each voxel gives
us a time series of three-dimensional brain images (volumes).
However, the use of BOLD signal to identify more active brain areas
presents some issues. First of all, fMRI BOLD is not a direct measure of brain
activity because changes in neuronal activity are not immediatly traduced
in BOLD signal. Increase in blood flow because of neuronal activity, known
as neurovascular coupling, is not a simple mechanism and requires several
seconds to be observable in terms of BOLD signal. This, of course, affects
the temporal resolution of fMRI [50]. Moreover, BOLD signal may change
across subjects or even in the same subject at different times and it is affected
by physiological factors, like smoking, alcohol or drugs consumption and
physical exercise [47].
3.2 Preprocessing
The acquired raw data is not ready for being analyzed. Indeed, we need
to make sure the signal from each voxel contains the right temporal and
spatial information. In order to do this, it is usually necessary to make some
adjustments in the phase of preprocessing.
The first step is usally to correct head motion of the patient. Motion
will result in a mismatch of the location of subsequent images in the time-
series and this is translated in higher noise. This type of motion problem,
however, usually corresponds to wholesale movements (bulk-motion) and is
well corrected by rigid transformations [52].
Another correction that may be applied is the temporal filtering [51]. It
aims to reduce or completely remove undesired frequencies within the raw
signal, provoqued for example from cardiac pulses, respiration or general
noise due to the scanner. This can improve SNR but the right frequencies to
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discard have to be identified, e.g. if for fMRI TR is 2 seconds, then we want
to keep frequency around 0.5 Hz.
One very important step of preprocessing is normalization. It aim is to
project subjects’ brain images to a standard space in order to make easy the
comparison between those images. The process is explained in detail in 3.5.
3.2.1 Spatial Smoothing
Spatial smoothing is a typical preprocessing procedure which aims to reduce
the differences between near voxels in order to reduce the effects of noise
[39]. This can be done by averaging each voxel’s time series with the ones
of their neighbours. Each neighbour voxel’s time series is weighted using a
smoothing kernel, typically Gaussian:
xi =
∑
j Gi(j)xj∑
j Gi(j)
, (3.1)
where xi is the time series of voxel i, Gi(j) is the smoothing kernel value at
voxel j, but centered at voxel i. Kernel is defined in terms of FWHM (full
width at half maximum) which identifies the distance (in mm) at which the
filter is applied and hence, the the extent of smoothing.
So, spatial smoothing increases the signal-to-noise (SNR) ratio, but also
reduces spatial resolution and hence, a good balance has to be found between
improving SNR and maintening an accetable image resolution [39]. Further-
more, many other negative effects have been reported for the use of spatial
smoothing, in the structures and properties of networks, and for these rea-
sons its use in this kind of research is controversial [39]. For these reason,
spatial smoothing has not been applied to the data used in this study.
3.3 Parcellating the Brain
After images acquisition, the following step is defining what a node is and
how to obtain it from images in order to proceed to the preprocessing phase
(although all preprocessing is typically done a priori, for comodity the whole
preprocessing phase is explained in 3.2). As discussed in 1.2.2, identifying
nodes in brain networks is a central problem so the problem has to be ap-
proached carefully.
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Brain parcellation is the process that aims to divide brain in ROIs that
can be used as nodes. Before the advent of modern imaging tecniques, par-
cellations were based of histological analysis of the brain [53]. The idea is
that different brain areas were composed by slightly different kinds of cells
and cells of the same area are specialized in a determined task, so they are
similar each others. Of course, this method had a lot of limitations, first of
all the fact that the analysis had to be done post-mortem. Moreover, it is not
trivial to extend the results for one subjects to other anatomically different
brains.
With MRI and subsequent imaging methods, this process has become
easier and more effective, primarily because it allowed in vivo analisys. The
most widely used is Automated Anatomical Labeling (AAL) template, which
identifies gyral and sulcal lines as boundaries of cortex and subcortical regions
[54].
Harvard-Oxford (HO) Probabilistic Atlas
Another very commonly used atlas is the Harvard-Oxford (HO) probabilistic
atlas [55], which identifies a number of nodes ranging from around 19 nodes
of a partial network [56] to 300 nodes [57] of whole brain network. Studies
that have used HO have also subparcellated the images diving each ROI into
uniform sized brain areas [57, 58]. The term probalistic refers to the fact
that, intead of setting precise boundaries, this parcellating method assign a
voxel to each ROI with a determined probability which can be adjusting by
thresholding. This is done to avoid strict boundaries assignments in order
to match better ROIs with brain areas that are anatomically different in
each subject. Unfortunately, this choice doesn’t always leads to a perfect
matching between ROIs and anatomical or functional areas [33, 59, 60], and
hence, brings to node with poor correlation as discussed in 1.2.2.
HO is the atlas utilized in this work. Here, I will describe two other
atlases
Spatially Constrained Spectral Clustering-Generated Atlas
Spatially Constrained Spectral Clustering-Generated Atlas is a connectivity-
based parcellation method, because it is based on constructing a regular
graph (lattice) before, and identify nodes by successive links removal which
leads to an increased homogeneity between voxels [61]. The regular graph
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is identified by assigning 26 links to each voxel (faces and edges touching).
Links are weighted based on similarity between voxels. A number of clusters
diving the entire volume V is set. Then an algorithm, iteratively cuts links
in order to minimize a cut cost function defined as:
cut (A,B) =
∑
vi∈A,vj∈B
wij, (3.2)
where i index indicates the voxels in a cluster A and j the voxels in another
cluster B, and wij is the similarity between voxels i and j, i.e. the link weight.
Weight values are thresholded: if the distance between voxels is more than a
radius ε, then wij = 0. Radius ε is set to include only the 26 neighbors voxels.
In this way, we can identify the thresholded weight as a measure of similarity
and hence, the cut cost function try to maxime similarity cutting only links
between non-similar voxels. However, this minimization usually leads to
cluster containing one single voxel. In order to avoid this, a Normalized Cut
cost function (NCUT) [62] is defined as follow:
Ncut (A,B) =
cut (A,B)∑
vi∈A,vn∈V
win,
+
cut (A,B)∑
v∈B,vn∈V
wjn,
(3.3)
where n index refers to all the N voxels, that are contained in the total
volume V . This method has been tested with a number of clusters, i.e.
ROIs, ranging from 50 to 1000.
Human Brainnetome Atlas
A recent approach called Human Brainnetome Atlas aims to improve some
issues of other atlases, by providing a whole-brain, fine-grain and cross-
validated atlas which carries information on both anatomical and functional
structures [63]. As the previous method, the Human Brainnetome Atlas is
said to be connectivity-based because the final procedure of parcellation fol-
lows the connectivity definition. This atlas is obtained by first dividing the
raw MRI image into 34 cortical ROIs for each hemisphere and 14 subcortical
ROIs. This first parcellation was done following Desikan-Killiany (DK) atlas
[64].
The second step consists in applying a procedure called Probabilistic Dif-
fusion Tractography [65]. This tecnique requires diffusion MRI (dMRI) im-
ages. DMRI is an MRI imaging tecnique which acquire a sequence of MRI
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images, while a software uses the diffusion of water molecules to generate con-
trast in MR images [66]. In this way, thanks to dMRI, precise information
about micro-structural connectivity is obtained. After the images are coreg-
istered with the previous DK-parcellated structural images, for each voxel,
the probability that a fibre pathway (or streamline) leaving a voxel will pass
through other voxels is calculated. In order to do this, the probability dis-
tribution of the principal diffusion direction is estimated at each voxel. The
presence of a probability distribution, instead of a single value, reflects the
fact that each voxel may have different diffusion direction, plus of course the
possible effects of noise and artifacts. By combining diffusion directions, it
is possible to obrain a complete connectivity maps of the voxels.
In the Human Brainnetome Atlas, 5000 streamline fibers for each voxel
belongin to a DK ROI are considered in order to obtain the connectivity
profile of the ROI. A 2/5000 threshold is set to reduce the effect of the noise.
Finally, each ROI was divived into a number of voxels clusters from 2 to 12
based on its dimension, with a clustering procedure which aimed to obtain
the maximum homogeneity across ROIs. For each cluster, the probability of
connection with other clusters have been computed and finally, 210 cortical
ROIs and 36 subcortical ROIs have been found.
3.4 Defining Links
After nodes definition, the following step is determining the connections be-
tween nodes. There are several links definition methods for functional net-
works (for a comparison between methods results see [67]).
Correlation
The most intuitive and easiest method is define a link weight between a cer-
tain measure of correlation between two time series [67]. If the time series
are normalized to unit variance, what we measure is normalized or full corre-
lation. If normalization is done after excluding all of the other time series in
the data (all of the nodes in the network) then what is obtained is the partial
correlation. One problem with full correlation is that it could overestimate
nodes connectivity [67]. If we consider a simple chain of 3 nodes, A-B-C, the
presence of noise or some other external inputs could bring to assign a high
value of correlation between A and C even if there is no direct connection
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(sometimes, this is also how to define the difference between functional and
effective networks [11]). This could bring to define the chain as a connected
triangle. Using partial correlation instead, calculation of correlation between
A and C is done excluding B, so no (or low) correlation will be found [67].
This method does not give any information about directionality of links.
Mutual Information
Mutual Information (MI) is a measure of the information exchanged between
two variables [68]. The calculation considers both linear and non-linear de-
pendencies, i.e. takes in consideration higher order statistics than correlation
methods and hence, can detect connections in the network in a more sensi-
tive way [67]. Exchanged information is obtained from individual and joint
histograms comparison (for a general example of joint histograms compari-
son method see [69]). It is possible to calculate Partial Mutual Information
considering each pair individually, i.e. after the other variables have been
excluded. As correlation based methods, this method does not give any
information about directionality of links.
Granger Causality and Related Lag-Based Measures
If we have two variables A and B, and the past of A is able to to give a
better prediction of B than the past of B itself, we say that there is a causal
connection between A and B. A statistical interpretation of this concept is
given by Granger causality method [70]. In order to calculate a statistical
measure for causality, multivariate vector autoregressive modelling (MVAR)
is used. In the original paper [70], the measure indicating causality from A
to B is defined as FAB, and the reverse causality with FBA. Other authors
recomment to use FAB − FBA in order to obtain a more robust statistical
causality measure [71]. The main critique about this method is that because
of the indirect nature of BOLD signal measures, Granger causality method
could be influenced by systematic differences across brain regions and return
several spurious values [72]. Links defined with this method are directed.
Coherence
Two signals are coherent if their phase difference is constant in a time (fre-
quency) window. Using coherence to generate links could be useful because it
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ignores delays between two registered time series (e.g. because of indirect na-
ture of BOLD signal measures) [67]. Two approaches can be done, estimate
coherence in a single, narrow frequency window, or in multiple frequency
windows and combine later the values.
Generalized Synchronization
Synchronization is a surprising phenomenon that could be observed in many
complex systems. It happens when components of the system can be mod-
eled as oscillators, i.e. when the components perform a periodic motion or
activity, and they are coupled with each other by certain interaction [73].
Synchronization has been observed also in the brain [19], hence it could be
used to defined a link between synchronized areas. Synchrony can then evali-
ated “by analysing the interdependence between the signals in a state space
reconstructed domain” [74]. The term generalized means that the synchro-
nization is nonlinear.
Patel’s Conditional Dependence Measures
Given two voxel time series 1 and 2, this Bayesian approach is based on
calculation of P (A1|A2), where A is a certain measure of activation [75].
Hence, P (A1|A2) is the probability that 1 shows high activity given that 2
shows high activity after all the disturbing effects have been isolated. Given
the corresponding marginal distributions P (A1) and P (A2), it is possible to
define a measure κ, which define the strenght of the connection (and not yet
the link weight because we are still considering voxels time series), with these
properties:
• κ = 0, if 1 and 2 are statistically independent,
• κ increases with P (A1|A2) when P (A1) and P (A2) are fixed,
• κ decreases with P (A1) , as P (A2) and P (A1|A2) are fixed, and vice
versa, κ decreases with P (A2) , as P (A1) and P (A1|A2) are fixed.
It is also possible to define another measure τ ∈ [−1, 1] which identifies the
directionality of the links.
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Bayes Net Methods
In order to describe Bayes Net methods, I should introduce the concept of
Directed Acyclic Graph (DAG). A Directed Acyclic Graph is a finite directed
graph with no directed cycle, i.e. without nodes connected in a closed chain
[76]. This kind of graphs show a particular ordering because links cannot
go “backwards”, but can only proceed in the direction of this ordering. A
Bayesian Network or Bayesian model is basically a DAG representation where
nodes are variables and links represent conditional dependencies. Bayes Net
methods are based on automatic algorithms which construct networks in
order to obain a Bayesian network [76, 67], where nodes (variables) are voxels
time series. There are different algorithms which work in a sligthly different
way (for details about each algorithm see [76]). On limited data, i.e. finite
number of nodes, it is of course impossible to have a DAG, so the process will
end at some point and the output will be the network we wanted to construct.
This method is a global network modeling method because it assigns all of
the links at the same time. The output is usually a directed network but
with no information about the link weight. Link weight could be obtained
with some modifications in the method.
LiNGAM
Linear, Non-Gaussian, Acyclic causal Models (LiNGAM) are based on an
algorithm which is conceptually similar to a Bayes Net method, but instead
of computing causal dependency, it utilizes higher-order statistic distribu-
tions to define network links [67]. Here, the assumption is that voxels time
series (nodes) inputs follow distinct, non-Gaussian distributions, so Indepen-
dent Component Analysis can be utilized. Independent Component Analysis
(ICA) is a computational processing method that is used to separate a mul-
tivariate signal into its additive sub-components, assuming that there is a
mutual statistical independence of the source of the non-Gaussian signals.
3.4.1 Functional Homogeneity: Spatial Consistency
As said in 1.2.2, functionally inhomogeneus ROIs are a problem in construct-
ing a good network model for the brain because some brain areas, with differ-
ent functions, can collapse into a single node without belonging effectively to
that node. We also said that ROIs with poor homogeneity have components
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(voxels) with poor correlation.
Poor homogenity could have two resons. First, is possible that ROI
boundaries have not been set properly, so it could include voxels with different
activity patterns and hence, that should belong to a different ROI. Second, it
is possible that functional homogeneity varies in time [77], and this requires
using dynamical network theory and tools to analyze brain networks, which
is not the aim of this study.
A good measure to quantify functional homogeneity is the spatial con-
sistency [77], defined as the mean Pearson correlation coefficient across the
ROI’s voxels’ time series:
φ(I) =
1
NI(NI − 1)
∑
i,i′∈I
C(xi(t), xi′(t)), (3.4)
where NI is the number of voxel inside ROI I, i.e. its dimension, xi(t) and
xi′(t) are the time series of the voxels i and i
′, and C indicates the Pearson
correlation coefficient. Sum is performed for every voxels pair belonging to
ROI I. A spatial consistency value of 1 indicates perfectly homogeneous ROI,
while 0 means a random collection of voxels. Although negative correlations
can be found, normally φ ≥ 0.
3.5 Registration
3.5.1 Standard Space
The aim of registration process is to transform the data to a standard space.
Data projected to a standard common space, which is the same across sub-
jects or even studies, can be statistically analyzed and compared. Registra-
tion consists of 3 steps [37]:
1. Coregister low-resolution fMRI image in structural (anatomical) high
resolution image so that they are aligned and in the same space. This
can be done by identifing a transformation matrix [A], which contain
the parameters needed to match the two images.
2. Normalize the structural image transforming it in order to math a tem-
plate common for all the subjects. A second transformation matrix [B]
is needed.
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be applied to the input image and this could lead, as said above, to some
problems in output data.
In order to solve these problems, a new registration process, called inverse
registration, has been developed (for a good description of the method, see
[78]). The term “inverse” means that here, standard space brain areas are
registered back to each subject’s individual space. So, all subjects have the
same number of brain areas, with same names, but the boundaries should
take into account the individual anatomy of each subject.
Inverse registration is a three steps process:
1. Calculating transform matrices [A] and [B], but without applying them
to the images.
2. Determining the inverse matrices [A]−1 and [B]−1.
3. Applying the matrices sequentially, from standard space to structural
space with [B]−1, and from structural space to subject functional space
with [A]−1 (fig. 3.1with red arrows).
This process basically transforms the template into the subject’s native space.
Furthermore, spatial smoothing is applied to the template and not in the
subjects’ voxels. The idea is that for these reasons, spatial consistency can
be improved.
During the inverse registration process, an individual atlas should be cre-
ated for every subject. In order to do this, the process of inverse registration
is applied separately to every ROI. This generates a 4D image where each
volume contains a ROI. The process is schematized in fig. 3.2. Because the
final result will be a low resolution image, some voxels could appear to be-
long to different ROIs at the same time. In this case, the voxel is assigned
to the ROI correspondent to its highest ROI probability value. This process
is called ROI overlapping correction. If this is not sufficient and some voxels
still belong to different ROIs, they should be discarded. Finally, the volumes
in the 4D image are collapsed into a 3D image, which is the individual atlas,
i.e. the map of the ROIs for that specific subject (fig. 3.3).
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Chapter 4
Materials and Methods
The results of this thesis has been obtained on data used before in another
work [78], for which it was selected, checked and preprocessed. In this chap-
ter, a resume of those processes of data selection is presented, together with
tools and methods.
4.1 ABIDE Database
ABIDE (Autism Brain Imaging Data Exchange) is the most used open database
of brain fMRI data from subjects with autism spectrum disorder (ASD), sim-
ply known as autism [79].
ABIDE database was released in June 2014 and since then, new data
has been added. ABIDE I is the first release and contains samples for 539
subjects with ASD and 573 control subjects (healthy), from 17 different in-
ternational institutes [79]. ABIDE II is the second release and updated the
first with 487 ASD samples and 557 controls subjects, from 19 sites [80]. In
ABIDE it is also possible to find preprocessed data by different preprocessing
tools and methods [81]. Data is matched with phenotypic information about
the subjects and it is completely anonymous and without protected health
information.
4.1.1 Subject Selection
Subject selection has been done in another work [78], here I will include a
brief resume. For the aims of this study, raw NIFTI files have been used
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only selected the 33 healthy control subjects to perform all of the analises.
Preprocessing has been performed with FSL software: non-brain tissue was
removed and head motion corrected (for all the details see [78]). Spatial
smoothing has not been applied.
4.2 Network Construction and Analysis
4.2.1 Node Definition
Data was processed using the HarvardOxford parcellation thresholded at 30%
of probability, whereas in the inverse-registration process, the parcellation
was not thresholded. Instead, the strongest probability for each ROI has
been kept. Since this is a standard procedure, a group mask, i.e. maps that
tell which voxels belong to which ROI, was created and based on that mask,
the ROI maps were computed. During this procedure, one ROI was lost, i.e.
it was not present in any of the inverse-registered subjects. This means that
networks with inverse-registered nodes posses one node less than standard
space brain networks. In any case, this is assumed not to bea problem for
network analysis.
4.2.2 Link Definition
In order to properly define links, we first identify a ROI time series as the
unweighted average of the time series of its voxels:
XI(t) =
1
NI
∑
i∈I
xi(t), (4.1)
where NI is the number of voxels inside ROI I, i.e. its size, and xi(t) is
the time series of voxel i. Then, link weights between two ROIs are calculated
as the pearson coefficients between ROIs time series [39]. This is a typical
procedure that lead to all-to-all connected weighted undirected networks.
For some of the network measures, I thresholded the network, in order
to keep only 10% percent of the strongest link and discard the rest, obtain-
ing a unweighted networks. Furthermore, this procedure yielded to negative
correlations, and hence negative link weights, which some authors recom-
mends to discard [93], but they have been kept in order to obtain smoother
distributions of some of the network measures (see 5.2.3 and 5.6).
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4.2.3 Network Analysis
In order to compare network measures between networks with inverse reg-
istered nodes and networks with standard space nodes, what is calculated
is the Probability Density Distributions (PDF) i.e. the probability that a
random variable falls within a particular range of values. In a rigorous way,
PDF should be defined for a continuous variable (even if there are ways to
define it for non-continuous variable), but some parameters, like degree or
path lenghts, are discrete values so the functions will look more like a normal-
ized probability histogram. Since we are mainly interested in a qualitative
comparison this does not significantly affect the results.
Network adjacency matrices and voxel’s time series has been saved in
Matlab “.mat” files and loaded with Python programming language. Net-
work analysis was performed with NetworkX Python library, which define
networks as a dictionary where keys are node pairs and values represent the
link weight between those nodes. The Python code containing the functions
for calculating spatial consistency was retrieved from another study [84]. I
only created a new frontend script and defined parameters in order to adapt
the code to the data used on this study.
Chapter 5
Results
In this chapter, I will present the results of this study. Firs of all, I will present
spatial consistency probability density plot for both networks with ROIs
registered in standard space, and for the networks with inverse-registered
ROIs in order to inspect the differences and see if the hypothesis of increased
functional homogeneity of inverse-registered ROIs is valid. Then, I will show
the principal network measures described in detail in chapt. 2, again in
comparison between the two kind of networks, in order to spot and discuss
eventual differences. A similar comparison for degree, clustering coefficient,
path lenght and assortativity distributions has been made in another study
[85], so I will also discuss if the results are consistent.
5.1 Spatial Consistency
The plot of the distributions of spatial consistency probability density across
all the ROIs is shown in figure 5.1. It is evident that inverse registration leads
to increased spatial consistency while standard space ROIs are internally less
homogeneous. As discussed in 3.4.1, ROIs with 0 consistency are a random
collection of non-correlated voxels; we can see that standard space ROIs
spatial consistency distribution is really close to that value. Even without
considering the consistency distribution of inverse registered ROIs, this result
already suggests that standard-space ROIs are not a good way to define
nodes. The price for having a common space to make different subjects
comparable is too high and hence new methods are strongly recommended.
Of course, the inverse-registered ROIs don’t yet have values very close to
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one, which whould mean an almost perfect correlation. However, the inverse
registration approach surely is already a huge improvement.
5.2 Network Properties Comparison
Now that we prove that inverse registration leads to ROIs with a higher spa-
tial consistency than the ones defined in standard space, we are interested
in network measures to see if there are changes between the two kind of net-
works. The properties whose distributions we want to compare are described
in details in chapter 2.
5.2.1 Degree Distribution
The plot of the distributions of node degree is shown in figure 5.2 in a lin-lin
plot, and in figure 5.3 in a log-log plot. Thresholded networks have been used
keeping only the strongest 10% of the links. In order to obtain a relatively
smooth line, degree values are divided into 11 bins.
As we can see, the two distributions are very similar. Networks with
inverse registered nodes seem to have slightly more higher degree nodes (L >
35) in comparison to standard space networks. This slight difference across
degrees is consistent with the results of another similar study [85].
The shape of the distribution in log-log plot is consistent with the one
obtained in another study which did not use inverse registration; in such
study, data was fitted well with power-law distribution with exponential cut-
off [86] which is a distribution found on a lot of different kind of networks, for
example WWW [87], protein networks [88], scientific collaboration networks
[89], etc.
5.2.2 Clustering Coefficient Distribution
The plot of the distributions of node clustering is shown in figure 5.4. Also
here, networks thresholded to 10% of the strongest links have been used
because, as discussed in section 2.2.2, we focused on unweighted clustering
coefficient.
The two distributions are basically the same. Of course there are several
nodes with clustering 0 because in scale-free networks we expect nodes with
degree 0 and 1to be high in number, and for those nodes, clustering value is 0
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by definition. Clustering coefficient values lay mainly in the region between
0.4 and 0.6 and higher values are more present than lower ones. Average
clustering for both kind of networks are all very close to 0.47. These values
are consistent with a similar study [85], and it may be a good indicator of
the small-world property as found from other authors [90], although small-
worldness of brain networks is still controversial [91]. Indeed, it was observed
that small-worldness property may be observed because of inaccuracies in
data and consequent preprocessing methods [91]. Furthermore, even if the
brain is really a small-world network, is still challenging to find a statisfactory
functional meaning [91].
The plot of the C(k) function 2.8is shown in figure 5.5. It is interesting to
note that values of inverse registered nodes appear to fluctuate less, especially
in extremely low degree and high degree regions. Values of C(k) tend to
decrease with k, i.e. smaller nodes have a higher local clustering coefficient
than hubs. Hence small degree nodes have a more dense neighborhoods than
hubs. This is a consequence of hierarchy [92]: we can say that small degree
nodes belong to small dense communities, while hubs tend to create “bridges”
between different communities by linking them. A similar behavior has been
observed in WWW, scientific collaboration networks, metabolic and protein
networks [92]. This could suggest that brain areas work together in order to
attempt specific tasks.
5.2.3 Link Weight Distribution
The distributions of link weight are shown in figure 5.6. In this case, non-
thresholded networks have been used for both networks with nodes defined
in standard space and with inverse registered nodes. We can see that the
shape of the distributions is very similar. However, link weight distribu-
tion of networks with inverse registered nodes is a little bit shifted towards
higher values. This is not surprising: with increased spatial consistency
(ROIs functional homogeneity) we expected stronger links. Negative values
can be interpreted as negative action of the links (inhibition) but a clear
interpretation is still missing. They should be removed before the analysis
of the network until when, possibly, future network methods will be able to
clarify the role of negative weights [93].






Chapter 6
Conclusions
Modeling brain as a network in order to use the power of the tools of network
science gives us new extraordinary insights about one of the most complex
systems in the known universe. However, a universal accepted method for
defining nodes in functional brain networks is still missing. In this thesis,
I validated the use of inverse-registration method and the results are really
encouraging. In inverse registration the templates from standard space are
(inverse) registered to structural space and the obtained images are registered
to the functional subject space. The spatial consistency, i.e. a measure of
functional homogeneity of ROIs (how similar they are), had a huge improve-
ment for inverse-registered nodes than nodes registered in standard space.
Although this should be a sufficient reason to prefer this new method, it is
still interesting to outline the fact that nodes registered in a standard space
have a very low spatial consistency. Moreover, the comparison between net-
work properties has shown some significant differences. Degree, link weight,
strenght and assortativity distributions had shown slight differences, while
clustering and path lenght distributions were basically the same. However,
the results are mostly still consistent with another study that I used as ref-
erence [85] and with general theoretical results.
These results can suggest that standard space registration method should
be discarded a priori. However, since inverse registration is a very recent
method, this work is actually, to the best of my knowledge, the first validation
of it using spatial consistency. Another study had the goal to validate inverse
registration , and the results for network analysis were consistent to the ones
in this work.
This thesis was based on data with a specific parcellation method with a
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specific threshold and a specific way to defining links, among several others.
Also the dataset (33 subjects) is relatively small. For all of these reasons it is
still soon to generalize the results. There are still many possibilities to further
validate the new method, for example usind different raw data, like from
electroencephalography (EEG) or magnetoencephalography (MEG), using
different parcellation or link defining methods. Validating inverse registration
in different environments will also be useful to spot differences in functional
homogeneity variations, for example if there are combinations of methods
which can lead to a even higher functional homogeneity than the one found
in this work. Other studies were done using inverse registration approach,
but they don’t contain any validation of it [93, 94, 95].
A general validation of inverse registration could open to even more re-
search to see if new insights about brain network properties will be found.
Of course, since this research line is relatively young, we should be keen to
eventually modify, adapt or completely drop some of the tools that have been
used until today. What said is also applicable to inverse registration, since
even a more general validation should take into account that the results are
not perfect and probably a new method could define nodes with an even
higher functional homogeneity.
Anyway, the results of this work are a good starting point, both to open
new insights on functional brain networks and to be a step to bring us closer
to a universal method to define nodes. This should be a research line parallel
to the improvement of data acquiring and processing tecniques in order to
give Network Neuroscience, a relatively young discipline, more powerful tools
to face the hard challenges of the next years.
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