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We study the dynamical generation of the chiral chemical potential in a Weyl metal constructed from a three-
dimensional optical lattice and subject to synthetic gauge fields. By numerically solving the Boltzmann equation
with the Berry curvature in the presence of parallel synthetic electric and magnetic fields, we find that the spectral
flow and the ensuing chiral magnetic current emerge. We show that the spectral flow and the chiral chemical
potential can be probed by time-of-flight imaging.
PACS numbers: 67.85.-d,03.65.Vf,11.30.Rd,47.11.-j
Introduction. Topological states of matter have attracted
growing attention in recent years. The Berry phase and curva-
ture [1] provide a universal understanding of anomalous trans-
ports in such states [2, 3]. The prime example is the quantum
Hall effect in two-dimensional electron systems [4, 5], where
the quantized Hall conductance is characterized by the first
Chern numbers which are expressed in terms of the Berry
phase [6–8]. Recently, the Berry phase has been applied to
study a nondissipative current in chiral systems [9–12]. It
has been shown that the Berry curvature on the Fermi sur-
face of Weyl fermions has a close connection with the trian-
gle anomaly and leads to a nondissipative current induced by
external magnetic fields. Such an effect was originally pro-
posed in Refs. [13, 14], and later it has been applied to ex-
plain charge-dependent azimuthal correlations in relativistic
heavy-ion collision experiments and termed the chiral mag-
netic effect [15–18].
The chiral magnetic effect has been actively investigated
also in condensed-matter materials under the name of Weyl
semimetals [19–21], which are three-dimensional analogues
of graphene. In such a system, Weyl fermions (nodes) are re-
alized as band touching points with a definite topological char-
acter [22–24]; the effective Hamiltonian near a Weyl node be-
comes that of a Weyl fermion in relativistic theory. The Weyl
nodes act as monopoles in momentum space, and naturally ex-
hibit topological properties described by the Berry curvature.
The key signal of the chiral magnetic effect, i.e., a negative
and anisotropic magnetoresistance [25] has been experimen-
tally observed [26].
Contrary to the quantum Hall effect, the chiral magnetic
effect arises only in nonequilibrium. It requires the differ-
ence between the Fermi surfaces of right- and left-handed
Weyl fermions, which cannot be realized in equilibrium [27].
The chiral chemical potential, which quantifies the difference,
is only dynamically generated. The mechanism for the dy-
namical generation of the chiral chemical potential awaits full
understanding, which is crucially important for the study of
anomaly induced transport.
Ultracold atom gases are ideally suited to investigate such
nonequilibrium physics of interacting particles [28, 29]. For
example, the long-time dynamics towards thermalization
has been experimentally observed in one-dimensional sys-
tems [30]. Even though atoms are neutral and do not interact
with electromagnetic fields, we can simulate anomalous trans-
port induced by them by using ultracold atoms thanks to the
invention of synthetic gauge fields [31, 32]. Furthermore, by
exploiting a Feshbach resonance [28, 33–35], we can change
the magnitude of the coupling strength to study the physics of
quantum anomalies in strongly-correlated systems.
In this Letter, we study the dynamical generation of the
chiral chemical potential in a three-dimensional optical lat-
tice system with Weyl nodes. We numerically solve the time
evolution of the Boltzmann equation with the Berry curva-
ture in the presence of parallel synthetic electric field E and
magnetic field B. We show that the excitation from the left-
handed Weyl nodes to the right-handed ones occurs only if
E · B 6= 0, which is referred to as the spectral flow. We
discuss how to experimentally observe the spectral flow. The
dynamics of the chiral magnetic current is also discussed.
Model. We consider a spinless fermion in a three-
dimensional optical lattice. We adopt the cubic lattice sys-
tem proposed in Ref. [36], which is constructed by stacking
Harper Hamiltonians [37, 38] along the third direction. The
Hamiltonian is
H = −1
2
∑
A
Kxb
†
A+xˆaA −Kyb†A+yˆaA −Kza†A+zˆaA
− 1
2
∑
B
Kxa
†
B+xˆbB +Kya
†
B+yˆbB +Kzb
†
B+zˆbB + h.c.,
(1)
where a†A and aA (b
†
B and bB) are the creation and annihila-
tion operators of fermions at A (B) sites (see Fig. 1), Ki de-
notes the hopping parameter along the i direction (i = x, y, z),
and iˆ denotes a unit vector in the i direction. The site r is la-
beled by integers (m,n, l) as r = (x, y, z) = (mxˆ+nyˆ+lzˆ)a
with a being the lattice spacing, and belongs to the A (B)
sublattice if m+ n is odd (even). The choice of hopping am-
plitudes is illustrated in Fig. 1. The position-dependent hop-
ping means that the magnetic flux per plaquette ϕ is nonzero
(ϕ = pi), which has experimentally been realized by laser-
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FIG. 1. Schematic illustration of the present optical lattice system.
(a) Three-dimensional sketch. A pair of Raman lasers is illustrated
by arrows. (b) Schematic illustration of the Harper Hamiltonian in
the x-y plane. The orange triangle denotes the direction along which
optical potentials are tilted. (c) and (d) Alternating two-dimensional
lattices in the y-z plane.
assisted tunneling [39–41] or shaking of an optical lattice [42]
for the case of staggered magnetic flux.
The Hamiltonian (1) is written in the wave-number basis
as H = ∫ d3pψ†ph(p)ψp with h(p) = −Kx cos(pxa)σx −
Ky sin(pya)σy +Kz cos(pza)σz , where we call sublattice in-
dices “spin” indices and introduce the following pseudo-spin
representation: ψTp = (ap, bp)
T . The energy eigenvalue is
E± = ±
√
K2x cos
2(pxa) +K2y sin
2(pya) +K2z cos
2(pza),
which has eight Weyl points, pw = (±pi/(2a), 0,±pi/(2a))
and (±pi/(2a), pi,±pi/(2a)) in the first Brillouin zone. We
can assign the chirality κ = +1 or −1 to the Weyl points,
depending on the sign of vxvyvz with vi = ∂E+/∂pi at
p = pw. The Berry connection is defined by iA±(p) =
(u±(p))†∇pu±(p) with u±(p) being the wave function of a
positive (negative) energy eigenstate. We then find a nonzero
Berry curvature
Ω±(p) ≡ ∇p ×A±
= ±a2KxKyKz
2E3+
− cos(pxa) cos(pya) sin(pza)+ sin(pxa) sin(pya) sin(pza)
− sin(pxa) cos(pya) cos(pza)
 . (2)
A surface integration ofΩ± becomes
∫
dSp ·Ω±(p) = ±2piκ,
where the integration is performed over the surface that en-
closes only one of the Weyl nodes. We can interpret A±(p)
and Ω±(p) as the vector potential and the magnetic field in
momentum space, respectively. The “magnetic field” is gen-
erated by (anti-)monopoles at the Weyl nodes. We remark
that the Berry curvature affects particles occupying the posi-
tive and negative energy eigenstates in an opposite manner.
We need to apply further synthetic electric and magnetic
fields. The magnetic field is already embedded in the Hamil-
tonian (1). To simulate the Weyl fermion at finite magnetic
fields, it is enough to slightly change the momentum of Ra-
man lasers. On the other hand, to create a synthetic electric
field, we have to apply a time-dependent phase simultaneously
with the position-dependent phases induced by laser-assisted
tunneling. At finite magnetic fields, the energy is modified
because a quasi-particle has a nonzero magnetic moment.
The corrected energy reads ε± = ±E+
(
1− e~cB ·Ω+
)
[3],
which is used in the kinetic equation discussed below.
Chiral kinetic theory. We numerically solve the colli-
sionless Boltzmann equation by assuming the weak-coupling
and dilute limit. We consider the Wigner function in the
pseudospin representation n(x,p) =
∫
d3yeip·y〈ψ†(x +
y/2)ψ(x − y/2)〉, which serves as a distribution function in
the phase space (x,p). According to the Liouville theorem
dn/dt = 0, the collisionless Boltzmann equation reads
∂tn+ x˙ · ∇xn+ p˙ · ∇pn = 0, (3)
with
√
ωx˙ = v +
e
~
E ×Ω+ (v ·Ω) e
~c
B, (4)
√
ωp˙ =
e
~
E + v × e
~c
B +
( e
~
E · e
~c
B
)
Ω, (5)
where ω = (1+eB ·Ω/(~c))2 and v = ∇pε+/~ is the veloc-
ity of a quasiparticle [9–12, 25]. This equation can be derived
from quantum field theory on the basis of the derivative ex-
pansion of the Wigner function [11, 43].
Since we are interested in the momentum distribution func-
tion, we first integrate Eq. (3) over x and solve (1 + 3)-
dimensional equation of np =
∫
d3xn(x,p)/V with V being
the volume in real space:
∂tnp + p˙ · ∇pnp = 0. (6)
We emphasize that the reduction is exact as long as electric
and magnetic fields are spatially uniform. Because of the
Berry curvature in Eq. (5), the momentum distribution isotrop-
ically expands (contracts) according to Eq. (6) if E · B is
nonzero. Then the Fermi surface of the right-handed (left-
handed) Weyl node enlarges (shrinks) and the difference be-
tween the Fermi surfaces (i.e, the chiral chemical potential) is
dynamically generated.
Numerical simulation. We numerically solve Eq. (6)
by adopting the constrained interpolation profile (CIP)
scheme [44], which is used to solve the Boltzmann equation
(the Vlasov-Maxwell or the Vlasov-Poisson equation) stably
and accurately in plasma physics and astrophysics.
We consider the synthetic electric and magnetic fields along
the z direction, E = (0, 0, E) and B = (0, 0, B). We set
Kx = Ky = Kz = K, aeE/K = (Θ(1 − Kt/~) −
Θ(−Kt/~))/200 with Θ being the Heaviside step function,
and ϕr ≡ ϕ/ϕ0 = 1/5000 (ϕ = a2B) in terms of flux per
unit cell with the flux quanta ϕ0 = 2pi~c/e. As an initial
state of np, we choose the Fermi distribution with temperature
3⇤
 
px
py
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⇤
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FIG. 2. Boundary conditions of the Boltzmann equation. The right-
and left-handed Weyl nodes are located at the centers of the cubes.
The momentum-space fluxes are illustrated by arrows. The fluxes
perpendicular to the outer boundaries are set to zero. The fluxes that
enter or leave the inner boundaries are fixed by the divergence of a
monopole or an anti-monopole.
T/K = 1/400 and chemical potential µ/K = 1/10. We per-
form numerical simulations at a sufficiently low temperature
such that the Fermi surface is well defined. Also we choose
a small chemical potential so that the distribution is well lo-
calized around each Weyl node. Then instead of solving
the Boltzmann equation over the entire momentum space, we
have to solve it only near the Weyl node. We consider a three-
dimensional cube defined by |pi=x,y,z − pwi| < Λ, and solve
the time evolution of np only inside of the cube to get bet-
ter spatial resolution. We choose p±w = (pi/(2a), 0,±pi/(2a))
out of the eight Weyl nodes, which have the positive and nega-
tive chiralities. The distribution around other Weyl nodes can
be obtained simply by shifting the data shown below. The
boundary conditions are schematically illustrated in Fig. 2.
We adopt the slip-free boundary conditions for the outer
boundaries. We also need to impose boundary conditions at
the deep inside of the cube since the Berry curvature diverges
at the Weyl node, where the kinetic description apparently
breaks down. Following Ref. [9], we fix the distribution with
the initial equilibrium value inside of the small cube defined
by |pi− pwi| < λ Λ. The momentum-space fluxes that en-
ter or leave the inner boundaries are given by the divergence
of a monopole or an anti-monopole. We have confirmed that
the following results are independent of Λ and λ.
We show the momentum distribution integrated over pz ,
n2(t, px, py) =
∫
dpz
√
ωnp, which can experimentally be
measured by time-of-flight imaging. To see the spectral flow
clearly, we show the deviation from the initial equilibrium
distribution δn2(t, px, py) = n2(t, px, py) − n2(0, px, py)
in Fig 3(a). We find that positive and negative rings ap-
pear just above and below the initial Fermi surface εF /K ∼
a
√
(px − pwx)2 + p2y ∼ µ/K = 1/10, and the difference be-
tween the Fermi surfaces of the left- and right-handed Weyl
nodes is dynamically generated. The time dependence of the
double-ring pattern is shown in Fig 3(b). We expect that
this pattern is robust and can be observed through absorption
imaging after time-of-flight ballistic expansion with adiabati-
cally ramping down the lattice potential and mapping the lat-
tice momentum to the free-particle one [45, 46].
⇥⇥10 5⇤
5.0
2.5
0.0
 2.5
 5.0
 0.10 0.15  0.05 0.050.0 0.10 0.15
 0.10
 0.15
 0.05
0.05
0.0
0.10
0.15
apx   apwx
a
p
y
���������
���������
�
��������
��������
apx   apwx
a
n
2
⇥⇥10 4⇤
 0.50
 1.0
1.0
0.50
0.0
0.0 0.05 0.05 0.10 0.10 0.15 0.15����� ����� ����� ���� ���� ���� ����
�������
��������
������
�������
������
FIG. 3. (a) Momentum distribution aδn2(px, py) at Kt/~ = 1.0.
(b) One-dimensional distribution aδn2(px, pwy) along the dashed
line in (a) at Kt/~ = 0.25, 0.50, and 1.0.
The chiral chemical potential is in general small compared
with the chemical potential. Its calculation requires a fine mo-
mentum resolution near the Fermi surface and hence a huge
computational cost to keep the required resolution over the
entire momentum space. Also it is impractical since the distri-
bution is exponentially small in most of the momentum region
away from the Fermi surface.
To look at the spectral flow more closely, we have calcu-
lated the number density n and the chiral density n5. We de-
fine the chiral density by dividing the first Brillouin zone into
the eight regions so that the eight Weyl nodes are located at
their centers. Then n and n5 are obtained from the momentum
integration of
√
ωnp in each region, npw , as n =
∑
pw
npw ,
and n5 =
∑
pw
κpwnpw . We show the deviation of the num-
ber density from its initial value δn(t) = n(t)−n(0) in Fig. 4.
Our simulation satisfies the particle-number conservation. We
also show the chiral density in Fig. 4. We see that the chiral
density increases as the spectral flows grows, which induces
the chiral magnetic current as shown below.
We show the chiral magnetic current in Fig. 5. The current
density reads j =
∫
d3p/(2pi)3
√
ωx˙np =
∫
d3p/(2pi)3(v +
e
~E × Ω + (v ·Ω) e~cB)np [9, 25]. The first term on the
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FIG. 4. Time evolution of the number-density fluctuation δn and
that of the chiral density n5.
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FIG. 5. Time evolution of the conventional current density jcon and
that of the chiral magnetic current density jcme. The anomalous Hall
current density jHall and other components not shown in the figure
vanish at all times.
right-hand side is the conventional current jcon. The second
is the the anomalous Hall current jHall, which vanishes since
np is isotropic in the px-py plane around the Weyl nodes as
seen in Fig. 3. The last is the chiral magnetic current jcme.
The first and last terms can be expressed by using ∇pnp to
make the contributions from the Fermi surface manifest [10].
We have confirmed that both expressions give the same result.
We find that as the spectral flow grows, the chiral magnetic
current increases, and once the spectral flow ceases, so does
the chiral magnetic current, which is consistent with Fig. 4.
Concluding remarks. We have analyzed the spectral flow in
a Weyl metal constructed from a three-dimensional optical lat-
tice. By numerically solving the Boltzmann equation, which
involves the Berry curvature in the presence of synthetic elec-
tric and magnetic fields on the basis of the CIP scheme, we
have successfully simulated the spectral flow, and shown that
the particle is excited from the left-handed Weyl nodes to the
right-handed ones through the triangle anomaly only if E ·B
is nonzero. As a consequence, the Fermi surface around the
right-handed (left-handed) Weyl node enlarges (shrinks) and
the chiral chemical potential is dynamically generated. The
difference between the Fermi surfaces can be experimentally
observed as the double ring pattern by the time-of-flight imag-
ing with adiabatic ramping. Also we have analyzed the time
evolution of the chiral magnetic current.
There are several future applications. We can analyze the
effect of dissipation by directly applying our simulation on the
basis of the relaxation time approximation [25]. By consider-
ing dissipation, we can simulate a nonequilibrium steady state
with a nonzero chiral chemical potential, where the excitation
via the triangle anomaly is balanced by dissipation.
Another possible direction is a simulation in real space co-
ordinates. Since there are nonzero currents, particles move in
real space. To fully understand the nonequilibrium physics,
we need to solve the dynamics in real space. However a
simulation in full six-dimensional coordinates requires a huge
computational cost. Our approach is also applicable to other
anomalous transports induced via the triangle anomaly. It is
also of interest to solve the Boltzmann equation under rota-
tion [27] or dislocation [47].
Our analysis can be applied to relativistic systems as well
as condensed matter systems. We can study the dynamical
evolution of the chiral magnetic/vortical current and estimate
their effects on heavy ion collision experiments [48], measure-
ments of neutron stars (magnetars) [49] and neutrino physics
in the early universe [50].
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