Optimal resource allocation with an objective of maximizing the system capacity is an NP-hard problem in multihop cellular networks. Hence, different heuristic algorithms have been developed over the years that would improve the network system capacity. In this paper, a novel cluster-based architecture is proposed for a two-hop cellular network whereby the transmission distance between any communicating pair is restricted to half the cell radius. In this design, a given radio resource is used by two simultaneously communicating pairs in every hexagonal cell, but for only half the time slot period. The characteristic feature of this cluster-based design is that it enables a frequency reuse ratio of one. The proposed hierarchical system is analyzed and tested under realistic propagation conditions including lognormal shadowing. It has been observed that the system capacity of a cluster-based design is 2.5 times that obtained from the single-hop cellular system with no relaying. In addition, the cluster-based design achieves higher capacity compared to state-of-the-art two-hop algorithms. This is an important finding since the hierarchical cluster-based approach has fewer degrees of freedom in the selection of the routing path for the end-to-end connection. Practical routing algorithms should be able to benefit from this.
Introduction
Some of today's key challenges in the design of wireless systems are to provide high peak data rates as well as to provide a network architecture that allows for an efficient utilization of the scarce spectrum resources while the power consumption of the network is minimized. Currently deployed single-hop cellular networks as a stand-alone technology are handicapped by numerous limitations, viz., inability to cover dead zones, high attenuation of signals, high shadowing, inefficient use of energy, etc. A direct evolution of the existing cellular network architecture are multihop hybrid cellular networks, where the communication between the mobile station (MS) and the base station (BS) takes place in multiple hops [1] . One can envisage a multihop hybrid cellular network as a means to enable sharing of information between possibly mobile sensor nodes or gathering of sensed information toward query points on a wireline network [2] . Alternatively, one can view multihop cellular network models as a method to extend the communication coverage and provide higher data rate for an infrastructure-based cellular network [3] . Such a hybrid network model aims at providing global connectivity. At the same time, it seeks to mitigate interference, and to maximize the system capacity of the network while achieving a frequency reuse of one. This is the target being aimed for the development of 4 th generation, or IMT-Advanced, wireless networks. These systems are primarily based on orthogonal frequency division multiplexing (OFDM), time division multiple access (TDMA), frequency division multiple access (FDMA) and time division duplexing (TDD) [4] .
In recent years, there has been extensive research work in the direction of capacity scaling for multihop hybrid wireless networks. It is shown in [5] that having the infrastructure based BS component over the multihop ad hoc network drastically increases the connectivity of the network. For a multihop hybrid cellular network with n nodes and m BSs, the results in [6] show that if m grows asymptotically slower than n , the benefit of adding BSs on capacity is insignificant. However, if m relays, capacity gains can also be achieved in the cellular network. However, a multihop hybrid cellular design also requires extra radio resources for relaying hops and is sensitive to the quality of relaying routes. Therefore, multihop hybrid cellular networks require a welldesigned radio resource allocation strategy in order to secure performance gains. A hybrid architecture, viz., mobile assisted data forwarding (MADF) is proposed in [9] , wherein, a multihop relaying system is overlaid on the existing cellular networks. The main objective of this system is to dynamically divert the traffic load from a hot cell (highly loaded cell) to cooler cells (lightly loaded) in its neighborhood. Similarly, a multihop cellular network (MCN) architecture is investigated in detail in [10, 11, 12] , wherein, the end-to-end communication is always between the MS and BS, like in a traditional single-hop cellular network. There has been considerable research work in finding different routing techniques for multihop cellular networks, viz., base assisted ad hoc routing (BAAR), base-driven multihop bridge routing (BMBP), [13] single-interface multihop cellular network routing protocol (SMRP) [14] , for different kinds of traffic patterns. These techniques effectively utilize the ad hoc relaying in presence of fixed infrastructure in order to achieve enhanced network capacity. However, it has been shown in [15] that optimum resource allocation in multihop cellular networks, with the objective of throughput maximization with radio resource allocation (TM-RRA) is an NP-hard problem. In fact, the wellknown multiple choice knapsack problem, (MCKP), which is proved to be NP-hard [16] , is shown to be a restricted version of TM-RRA [15] . Hence, researchers across the scientific community have worked towards designing suboptimal but efficient heuristic algorithms and architecture designs.
In this paper, a multihop cellular network model is designed such that all communication between the source and destination nodes is routed through the BS. All the mobile nodes communicate with the BS in either single-hop or two hops. However, the focus of this paper is on designing a novel cluster-based architecture for a two-hop cellular network. Section 2 presents the system model and the underlying mechanism of the cluster-based design. Section 3 explains how the system capacity is calculated for such a design. A deterministic clusterbased technique is described in Section 4 and a semi-analytical model is presented for calculating the different interferences and the carrier-to-interference ratio, γ . In addition, the capacity bounds for the semianalytical model and the confidence interval due to lognormal shadowing are also calculated in Section 4. The simulation model and the results of the cluster-based design are presented in Section 5 and Section 6 respectively, along with a performance comparison with other benchmark algorithms. Finally, conclusions are provided in Section 7.
System Model
A multi-cellular system, with a BS at the center of each cell, is considered in the network design. The maximum distance between the BS and the edge of the cell is given by, r. There are 19 hexagonal cells in the coverage area. These 19 cells are arranged such that a center cell is surrounded by six cells in the 1 st tier and twelve cells in the 2 nd tier. A Protocol Model [17] is considered in the system design in order to reduce the interference. According to this model, a circular exclusion region is defined around every communicating receiver, such that no other transmitter apart from the desired transmitter communicates in this exclusion region. The radius of this circular exclusion region, r c , is given by the following equation.
In the literature [17] , r c is also sometimes termed as the exclusion range. In Equation (1) above, d c is the distance between the transmitter and receiver of any communicating pair, and ∆ ≥0 is the spatial protection margin, that indicates the ratio of increase of the exclusion range distance to the transmission range distance. Hence, at any time instant in a TDMA system, all receivers of the simultaneously communicating pairs are inherently separated from the unintended transmitters, by at least, the exclusion range distance, i.e., the minimum distance between any receiver and an unintended transmitter is at least (1+ ∆ ) times the transmission distance of the desired communication pair. It is shown in [18] that under the Protocol Model, the system capacity is maximized when the spatial protection margin of the Protocol Model is around ∆ =1.0. Hence, a spatial protection margin of ∆ =1.0 is considered throughout this work, while designing the cluster-based architecture for the two-hop cellular network.
The proposed cluster-based design is based on the formation of multiple clusters in every cell. Each cell is initially divided into two layers, viz., inner layer and outer layer. 1) Inner Layer: This is the circular area contiguous to the BS; and the MS in this zone communicate to the BS directly using a single-hop. The distance between the MS and BS in the inner layer is always less than or equal to half the cell edge length, i.e., r/2. 2) Outer Layer: This circular region is located around the inner zone, and the MSs located in this region communicate to the BS in two hops. This area is further divided into several clusters. The MSs within any of the clusters would communicate to the BS via a cluster-head node, called the gateway (GTW). The GTWs are located on the boundary adjoining the inner and outer layer, i.e., at a distance of r/2 from the BS. Since the radius of the hexagonal cell is r, the maximum distance between the GTW and the MSs in the outer layer would be r/2. Hence, the maximum transmission distance in the cell, i.e., between BS and GTW (inner layer), or between MS and GTW (outer layer) is r/2.
The MSs located in the outer layer are grouped into several clusters. A single cell scenario depicting the schematic of a cluster-based two-hop cellular architecture is shown in Figure 1 . There are six circular clusters in each cell. For each of the clusters, a wireless terminal located at the boundary of the inner and outer layer of the cell is selected as a cluster-head node, alternatively known as GTWs. There are six GTWs/cell, each of them located at a distance of r/2 from the BS. Cluster-heads GTW 1a and GTW 1b are diametrically opposite to each other and are separated by a distance of r, i.e., twice the transmission distance, r/2. The same holds for the cluster-heads GTW 2a and GTW 2b , and for GTW 3a and GTW 3b . In practice, the GTWs could be fixed relay stations (RSs), located on the street lamps/roof tops, or, MSs/wireless terminals with their own traffic. In case of fixed RSs/GTWs, they could probably be placed at exactly r/2 from the BS.
However, if the MSs are selected as relays, then the exact location of the relay node would depend on the distribution and the density of the mobile terminals. Hence, the selected GTW node could be located at a distance slightly less or greater than r/2 from the BS, and also, the GTWs would not be equidistant to each other. There would be a small yet noticeable difference in the system performance due to fixed/mobile GTWs, and is explained later in Section 6. In addition, a deterministic cluster-based design is considered in the semi-analytical model, later in this paper, where the six GTWs in the cell are assumed to be both equidistant to each other, located exactly at a distance of half the cell radius from the BS, and most importantly, the MSs in the outer-layer of the cell are assumed to be at a maximum distance of r/2 from the cluster-head GTWs. An important point to be noted is that the number of clusters per cell in the cluster-based design need not be always six. It could be two, four, six, eight, ten or even higher. The only condition is that the number of clusters per cell has to be an even number, due to the basic principle of simultaneous transmission of communication pairs located in the diametrically opposite clusters in the cell. However, in practice there is a limitation that as the number of clusters per cell is increased, the amount of resources that could be given to one cluster decreases. In a very recent work, it is shown [19] that for a cellular network, with six BSs surrounding the central BS, the optimum number of GTWs in each cell that maximizes the system capacity is six.
This justifies the selection of six GTWs in the clusterbased two-hop cellular design. The variation of system capacity for different number of GTWs per cell is shown in Section 6. In addition, the cell region could be divided such that the radius of the inner layer is where 0 < < 1 is the ratio of the inner layer radius to the radius of the cell [20] . In that case, the maximum transmission distance would no longer be restricted to r/2. However, the cluster-based design would be still valid, as would be observed later when the GTWs are selected from the MSs.
In order to understand the complete working mechanism, a conceptual model of the cluster-based two-hop cellular network with six clusters/cell and equidistant GTWs at a fixed distance of r/2 from the BS is considered, and the underlying principle of the synchronized resource reuse technique is described as follows:
1) As shown in Figure 1 , SH 0 is the inner-layer (single-hop region) and MH 1a , MH 1b , … MH 3b are the two-hop clusters in the outer layer. In addition, GTW 1a , GTW 1b … GTW 3b are the respective cluster-heads for MH 1a , MH 1b … MH 3b . Each cluster contains a number of MSs. In case of downlink communication between BS and a wireless terminal located in any of the clusters, the BS would communicate to the cluster-head GTW in the 1 st hop, and in the 2 nd hop, the GTW would communicate to the MSs associated with the corresponding clusters. Similarly, in the uplink, the MSs in any of the clusters communicate with the BS in two hops, wherein, the MS communicates to the GTW in the 1st hop, and the GTW communicates to the BS in the 2nd hop.
2) A TDD/TDMA scheme is considered for the cluster-based two-hop network. For a multihop system with number of hops per link, M≥1, the signal for any hop can be transmitted only for T/M time slot duration, where T is the TS period. Hence, the TS is divided into two minislots for the two-hop links. However, for a wireless node located in the inner layer (SH 0 ), the communication between the wireless terminal and the BS would take place in single-hop, for the full duration of one TS.
3) The reusability of the resources is increased by allowing two multihop clusters in any cell to occupy the same TS at the same frequency. As shown in Figure 1 , the clusters MH1a and MH1b are located at diametrically opposite sides of the BS. The synchronized TDD frame structure for both uplink and downlink is shown in Figure 2 . In the downlink, GTW 1a can download to the MS in its cluster in a particular time slot. At the same time instant, the BS could download to GTW 1b in the opposite cluster of the same multihop cell. It should be noted that both these simultaneously communicating pairs are outside the exclusion region of each other. Similarly, in the next time slot, the GTW 1b → MS and BS → GW 1a communication takes place simultaneously. 4) In the uplink, the transmitters and receivers of the cluster-based model are reversed, as seen in Figure 2 , but the governing principle of the resource reuse technique remains the same. It can be therefore noted that the reuse of the resources can be done independently for both uplink and downlink, using the synchronized resource reuse technique. Hence, this cluster-based design remains valid even for asymmetric traffic, as long as the traffic asymmetry remains the same for all the cells.
5) The given TS resource is also allotted to each of the hexagonal cells in the system. As shown in Figure 3 , for both uplink and downlink, the transmitters of all the concurrently communicating pairs in the adjacent cells are beyond the exclusion region of the desired receiver in the intended cell. Hence, as shown in Figure 4 , a given TS resource is not only used by two simultaneously communicating pairs in any cell, but also, the same TS resource is reused in every cell. However, it is to be noted that a TS resource given to a communicating pair in a two-hop network is only half the time slot period given to an equivalent single-hop network, as shown in Figure 2 . Due to using a resource twice within a cell, however, the cluster-based design effectively results in a frequency reuse factor of one.
6) The GTWs can be considered to be equidistant and located at approximately r/2 from the BS if they are fixed terminals. However, if the GTWs are not fixed, and are selected from the distributed MSs, then, the wireless terminal located at either half the cell radius or closest to half the cell radius (either in the inner-layer or in the outer-layer) is selected as a GTW. Irrespective of whether the selected GTW is in the inner layer or outer layer, the transmission distance of the communicating pair between Figure 3 . Interference reduction mechanism for cluster based two-hop cellular network using synchronized resource reuse technique.
Capacity Calculation
All the wireless terminals in any cell are assumed to transmit their signals with the same power, P T . If d c is the transmission distance between any communicating pair, then the power received, P R , using a general propagation model is given by: ) ) ( log 10 (
where k 1 is a constant that depends on the propagation environment (indoor/urban/suburban), α is the path loss exponent and c ξ is the shadowing factor across the transceiving pair. In a multi-cell scenario, the given radio resource is utilized by all the cells in the system. The transmitters of all simultaneously communicating pairs in the seven-cell scenario are marked and shown in Figure 4 along with the interference calculation at the receiver gateway (i.e., the receiver of BS → GTW pair) of the center cell (cell 0). The thick arrows in Figure In all, the Rx GTW in cell 0 would experience interference from thirteen interferers: two interferers from each of the six adjacent cells and one transmitting GTW (of GTW → MS pair) from cell 0.
For any communicating pair, the inter-cell interference only across six adjacent cells, i.e., the 1 st tier of cells is considered. The transmitting interferers from the 2 nd tier of cells are very far from the intended receiver, and hence, the interference generated from these transmitters is assumed to be negligible. Therefore, for any communicating pair in this cluster-based model, there is one interferer from own cell and two interferers from each of the adjacent cells. The carrier-to-interference ratio is therefore calculated as follows: hence, the Shannon bound is not calculated for the twelve cells in the 2 nd tier. As shown in Figure 2 , the data across each communicating pair is transmitted for only half the time slot period in a two-hop system. As a consequence, the Shannon capacity has to be scaled by a factor of 1/2. Also, in each of the seven cells, there are two simultaneously communicating pairs, and depending on the distance of the interfering transmitters the receivers of these two communicating pairs would have different values of γ . Therefore, the system capacity (of only the two-hop links) is calculated from the Shannon equation as:
where ij γ is the carrier-to-interference ratio of the j th communicating pair in the i th cell. N l is the number of concurrently communicating pairs in the outer layer that use the same radio resource, in any single cell. For a cluster-based design, two pairs located diametrically opposite to each other communicate simultaneously, i.e., N l =2. N C =7 is the number of cells over which the system capacity is calculated. In order to calculate the average per-cell system capacity, the Shannon capacity equation in Equation (4) is summed up over all N c cells and averaged over them.
Semi-Analytical Model
In order to assess the performance of the synchronized resource reuse technique for the cluster-based design, a semianalytical model is developed for a deterministic cluster-based two-hop network. In this deterministic cluster-based model, the GTWs are fixed and located exactly at a distance of r/2 from the BS. Also, the GTWs are equidistant from each other. Hence, the six GTWs in the cell represent the six vertices of a regular hexagon, with a side length of r/2. In addition, the MSs in the outer layer are assumed to be always located at a distance of r/2 from their respective GTWs; and also, the MSs are assumed to be uniformly distributed between [0°,360°] across the outer layer of the cell. Hence, the distance between the BS and GTW, and also the distance between the MS and its corresponding GTW is fixed. This simplifies the analysis for numerically calculating the Shannon capacity of the cluster-based two-hop network.
However, the precise location of the GTW in the cell is determined from the angle made by the BS -GTW pair with the reference line, as shown in Figure 5 . q 11 indicates the angle made by the 1 st communication pair, BS → GTW, in the intended cell (cell 0 in this case) with the reference line of cell 1, whereas, q 11 indicates the angle In Section 6, the capacity results obtained from the deterministic cluster-based model are compared with the simulation model. For both uplink and downlink, this Semi-analytical model first calculates the distance of the intended receiver from all simultaneously communicating intended transmitters. A downlink schematic for a seven-cell cluster-based two-hop model is shown in . In Figure 4 , all the transmitters in the seven cells are shaded with gray background. The black circle in the center cell marks one of the desired receivers which would experience interference from other unintended transmitters. The distance between the black circle (desired receiver) and all the gray colored circles (interfering transmitters from the own cell and all the adjacent cells) marks the distance of the different interfering entities. Hence, as shown in Figure 4 , the total interference experienced by a receiver depends on the relative distance between this receiver and all its interfering transmitters.
Carrier-To-Interference Calculation for

Downlink.
In the downlink, the communication takes place from BS → GTW and from GTW → MS. Figure 5 (both, case a and case b) shows the simultaneously communicating pairs in cell 0 and cell 1 in the downlink scenario. As seen in Figure 5 , there are two simultaneously communicating pairs per cell, i.e., the BS → GTW pair and GTW → MS pair. The receivers of cell 0 would experience interference not only from its own cell, but also from the simultaneously communicating pairs from other cells. The interference experienced by the communicating pairs in cell 0 are calculated as follows:
1) BS → GTW Communication in the Intended Cell:
When the gateway in the intended cell is the desired receiver (say, GTW1a in cell 0 in Figure 5 ), the distance between this gateway and the interfering transmitters of the adjacent cell are calculated as shown in Figure 5 computed. As shown in Figure 5 (a), the distance of receiving gateway at cell 0, GTW1a, from the BS of cell 1 is given by:
whereas the distance of the unintended transmitting gateway of the cell 1, GTW2b, to the desired gateway receiver in cell 0 is given by:
The angle, q 11 , is formed between the line joining the communicating pairs, BS→GTW1a in cell 0 with the reference line of cell 1. Similarly, x 12 is the angle between the line joining the communicating pairs, GTW2b → MS in cell 1, with the reference line of cell 1. The above equations, Equation (5) and Equation (6) could be generalized to calculate the interference coming from the transmitters of all the six adjacent cells into the desired receiver, i.e., the GTW of the intended cell. By changing the reference line for each of the six adjacent cells, the distance of the interfering transmitters from the i th cell can be calculated as follows:
whereas the distance of the unintended transmitting GTW to the desired GTW receiver is given by:
)) cos( ) (cos( . In addition, the distance of the intra-cell interfering transmitter is, d owncell =2d c . The carrier-to-interference value at the receiver of any communication pair is therefore given by: If the orientation of the GTW is fixed with respect to the BS, then the interference and the capacity of the BS → GTW pair in the semi-analytical model varies only with the location of all the interfering transmitters from own cell and adjacent cell. Hence, the best and worst case for the capacity of BS → GTW pair in the intended cell can be calculated by considering all the interferers to be located at the maximum and minimum distance from the intended receiving GTW of the BS → GTW pair.
Upper bound for capacity:
As can be seen from Figure 6(a) , the own-cell interferer (transmitting GTW from the diametrically opposite cluster) is at a fixed distance of r from the intended receiver (GTW of cell 0). Similarly, the interfering transmitters of the adjacent cell (BS and GTW) are at a distance of d BS = 2 3 r r + ≈2.232r and d GTW = r r + 3 ≈ 2.732r respectively from the intended receiver. It should be observed that these intercell interferers are at a maximum possible distance from the intended receiver; and hence, causes the least interference to the intended communicating pair. The carrier power at the receiver of the BS → GTW pair is given by For a multi-cellular network with r=217m, a propagation model [21] with k 1 =37, α=4, and assuming a transmit power of 1W, i.e., 0 dBW, the received power, P R , would be -118.4 dBW. The BS → GTW pair in the intended cell would experience interference from six adjacent cells. Hence, the upper bound for the capacity of the BS → GTW communicating pair is obtained by substituting the values of these interferences distances into Equation (13) 
Lower bound for capacity:
The lower bound for the capacity of GTW → MS pair is obtained by considering the minimum distance of the inter-cell interfering entities. As can be observed from respectively from the intended receiver. The resulting lower bound for the capacity of BS → GTW pair is 0.72 bps/Hz.
2) GTW → MS Communication Pair in the Intended Cell:
For the 2 nd active communication pair, GTW → MS, in the downlink of cell 0, the maximum distance of the intended receiver, i.e., the MS of the GTW → MS pair, from the BS is twice the transmission distance. Therefore, as seen in Figure 5 , the MS in cell 0 is located at a distance of d = 2d c = r from the BS, and is distributed uniformly from [0 o , 360 o ]. The distance of the interfering BS and the interfering GTW from the cell 1 is calculated from basic trigonometry as:
This equation for calculating the distances of the interfering transmitters from other cells could be written in a generalized form as: It should be noted that the equation for γ remains the same as given in Equation (14) .
Upper bound for capacity:
In the semi-analytical model, the MS in the GTW → MS pair is assumed to be at a maximum distance of r/2 from the GTW. The own-cell interferer is the transmitter from the diametrically opposite cluster. Hence, the own cell interferer is at a distance of r from the desired receiver. It can be observed from Figure 7 that the maximum distance of the interferers from an adjacent cell are d BS = 3 r + 2 3r ≈ 2.732r and d GTW = 3 r + 2 3r ≈ 3.232r respectively. Hence, substituting these values into Equation (13) and Equation (4) results in the upper bound for the capacity of the GTW → MS communicating pair, which is 3.91 bps/Hz.
Lower bound for capacity:
Similarly, the lower bound for the capacity of the GTW → MS pair is calculated by knowing the distance of all the interfering entities. The own cell interferer is at a distance of r, whereas the minimum distance of the interferers from any adjacent cell are 0.5r and r, as is shown in Figure 7 . Hence, the lower bound of the capacity for the communicating pair is 0.21 bps/Hz. 
3) Capacity Bounds for End-to-End Link:
In a two-hop system, the capacity of the end-to-end link is limited by the lower value of the capacity of any of the two-hops of the link, i.e., if the capacity of the 1 st hop of the link is less than the capacity of the 2 nd hop of the link, then the capacity of the end-to-end link is limited by the capacity of the 1 st hop of the link [22] . Hence, the capacity of the end-to-end link in the downlink scenario in the cluster-based design is limited by the lesser of the capacity values of BS → GTW pair and GTW → MS pair. Hence, the lower and upper bounds of the capacity for the cluster-based two-hop design is limited by the capacity values of the BS → GTW pair, and is equal to 0.21 bps/Hz/cell and 3.68 bps/Hz/cell respectively.
It should be noted at this stage that the upper bound of the GTW → MS pair would be higher than 3.91 bps/Hz/cell if the distance between the GTW and MS is less than r/2. However, since the upper bound of the downlink capacity for the cluster-based design is limited by the lesser of the capacity values of BS → GTW and GTW → MS pair, the higher values of the capacity obtained by the GTW → MS pair does not change the capacity result of the cluster-based design.
4) Effect of Lognormal Shadowing on Capacity Bounds:
In presence of lognormal shadowing, the bounds for the system capacity would vary. The amount of variation would depend on the standard deviation of the lognormal shadowing. Due to the summation of lognormal variables in the calculation of the interference power (as shown in Equation (3)), it is very difficult to find an exact expression that would reflect the effect of lognormal shadowing on the system capacity. Instead, the effect of lognormal shadowing on the capacity bounds is computed in this paper. Lognormal shadowing with zero mean and standard deviation of 4 dB is considered throughout the analysis [23] . The received power for the carrier signal would vary within a value of 2ζ, i.e., 8 dB, for a confidence measure of 95% [24] .
Effect on upper bound of capacity:
The upper bound of the capacity in case of downlink communication is 3.68 bps/Hz/cell, achieved for the BS → GTW communication. The corresponding value of the carrier power and total interference power are -118.4 dBW and -129.2 dBW respectively, resulting in a γ of 10.8dB. An 8 dB variation in the signal strength implies that the carrier power would be between -110.4 dBW and -126.4 dBW for 95% of the cases, i.e., a variation of 6.75% on either side of -118.4 dBW. There are thirteen transmitters that would interfere with the intended communicating pair and the resulting interfering power would be a summation of all these interferers. If the same confidence measure of 95% is to remain for both the carrier signal and the resulting interference signal, then a higher confidence measure should be assumed for each of the interfering entities. A confidence measure of 99.6% for the power received from each of the thirteen independent interfering transmitters would result in a confidence measure of 95% (0.996 13 = 0.95) for the resulting interferers [25] . However, a confidence measure of 99.6% for each of the interfering entities implies that the total interference power would vary by 6ζ, i.e., 24 dB. Hence, the total interference power would be between -105.2 dBW and -153.2 dBW for 95% of the cases, i.e., a variation of 18.55% on either side of -129.2 dBW. Therefore, γ, would experience a variation of 25.3% (6.75+18.5) around 10.8 dB (-118.4+129.2) . Hence, the system capacity would vary between 2.75 bps/Hz/cell and 4.61 bps/Hz/cell for 90% of the cases, due to lognormal shadowing. It should be noted that the multiplication of the confidence measures for the carrier power (95%) and for the interference power (95%) results in a confidence measure of 90% for the values of γ and the system capacity.
A significant inference that can be derived from the above calculation is that even for a shadowing with a zero mean and 4 dB standard deviation, the upper bound of the system capacity would vary by 25.3% around its mean, for 90% of the cases. If the environment causes a much higher shadowing, the variation in the upper bound of the system capacity would be still higher. This shows the significance of taking the shadowing into considerations while allocating the resources in a wireless network.
Effect on lower bound of capacity:
The lower bound of the capacity in case of downlink communication is 0.21 bps/Hz/cell, achieved for the GTW → MS communication. The corresponding value of the carrier power and total interference power are -118.4 dBW and -110.3 dBW respectively, resulting in a γ of -8.1 dB. Similar to the upper bound case, a confidence measure of 95% implies a variation of 6ζ = 24 dB in the interference power. Hence, the total interference power would be between -86.3 dBW and -134.3 dBW for 95% of the cases, i.e., a variation of 21.75% on either side of -110.3 dBW. Given that the carrier power would experience a variation of 6.75% on either side of -118.4 dB, the value of γ and the system capacity would experience a variation of 28.5% (21.75% + 6.75%) around 0.21 bps/Hz/cell, for 90% of the cases. Hence, for a lognormal shadowing with zero mean and a standard deviation of 4 dB, the lower bound of the system capacity would vary between 0.15 bps/Hz/cell and 0.27 bps/Hz/cell for 90% of the cases. It can be observed that the absolute effect of lognormal shadowing on the lower bound of the capacity value is not a significant issue, since the lower bound of the system capacity is already a very small value.
Carrier-to-Interference Calculation for Uplink
In the case of an uplink as well, there exist two simultaneously communicating pairs in the cluster-based model: the MS → GTW and the GTW → BS pairs located at the diametrically opposite clusters. In the case of an uplink, both the transmitters in the cluster-based For the MS → GTW pair communication, the expression for β is given by: 
3) Capacity Bounds for End-to-End Link:
The lower and the upper capacity bounds for the two communicating pairs in the uplink, GTW → BS pair, and MS → GTW pair can be calculated in a similar manner as is done for downlink. The maximum distance of the inter-cell interferers from the receiver of the GTW → BS pair are 1.732r and 2.732r, resulting in a maximum capacity of 3.32 bps/Hz for the GTW → BS communicating pair. Similarly, the minimum distance of the inter-cell interferers from the receiver of the GTW → BS pair are 0.732r and 1.366r, which results in a minimum capacity value of 0.74 bps/Hz. The minimum and the maximum capacity values for the MS → GTW pair, assuming a constant distance of r/2 between the MS and GTW, are 0.88 bps/Hz and 3.71 bps/Hz respectively. Hence, the upper and lower bounds for the system capacity in the uplink scenario are 3.32 bps/Hz/cell and 0.74 bps/Hz/cell respectively. 4) Effect of Lognormal Shadowing on Capacity Bounds: Similar to the downlink scenario, the lognormal shadowing causes a variation in the bounds of the system capacity in the uplink scenario as well. The upper bound of the system capacity for the uplink scenario (3.32 bps/Hz/cell) experiences a variation of 25.3% for 90% of the cases in presence of lognormal shadowing of 4 dB standard deviation. Similarly, the lower bound of the system capacity (0.74 bps/Hz/cell) would vary by 27.25% for 90% of the cases.
Simulation Model
A simulation model for the cluster-based two-hop cellular network is developed in Matlab. An airport or a campus environment, with a total coverage area of 1 km 2 is considered in the system design. There are 19 cells within a coverage area of 1 km 2 . Hence, the distance from the centrally located BS to the edge of the cell, r, is around 130 meters. A propagation model with k 1 = 37 and α = 4 has been considered in the simulation model. 1000 MSs are uniformly distributed around this network coverage area and each cell is designed to have six clusters. All the MSs that are located in the outer layer of the cell are assigned to any one of the six clusters. This assignment is done depending on the closest distance (lowest path loss, in the presence of lognormal shadowing) of the respective MS to the six GTWs in the cell. This results in a system where there are, on an average, eight MSs per cluster. The GTWs are selected from among the MSs. The MSs selected as GTWs are located at nearly half the cell radius. The exact position of the GTW depends on the distribution of the MSs. A TDMA time frame with 16 TSs has been considered in the simulator design. The simulation model calculates the value of γ and the system capacity for seven cells independently and then takes an average over these seven cells. The network is simulated for two different scenarios. In the 1st case, it is assumed that there is no shadowing. Hence, for this case, ζ = 0 in Equation (2) . In the 2 nd case, a lognormal shadowing with a zero mean and a standard deviation of 4 dB is considered [23] .
For different locations of the GTWs and the MSs (with respect to the reference line), the distance of the desired receiver from the interfering transmitters would vary, which in-turn would vary the γ experienced at the receiver of the communicating pair. The synchronized resource reuse technique ensures that all the interfering transmitters are spatially well-separated in distance. The exact value of γ, and thereby the system capacity value, however, depends on the relative distance between the receiver and other transmitting GTWs and MSs. Hence, the system capacity is plotted as cumulative distribution function (cdf) as can be seen from Section 6. The Shannon capacity obtained from the cluster-based two-hop cellular architecture is compared with the following systems:
1) A single-hop cellular network with no relaying: There are no relays in this design. In every hexagonal cell, the BS and the MS communicate with each other in single hop, irrespective of whether the MS is located in the inner layer or outer layer.
2) A benchmark relaying algorithm for a two-hop cellular network:
The benchmark algorithms for the two-hop cellular design, introduced in [26] , provides three efficient methods for finding the wireless terminals that could act as relays in order to maximize the system capacity. These benchmark algorithms could be either distance-based or path loss-based, as explained below. The path loss based algorithms take the random effects, arising due to shadowing, into account. Hence, in the presence of lognormal shadowing, the path loss based algorithms are superior to distance-based algorithms.
Distance-Based Benchmark Algorithm
In the two-hop design based on benchmark algorithms, the MSs located in the outer layer of the cell communicate to the BS in two hops, as is the case with the cluster-based model. The GTWs/ relay nodes are selected from the mobile nodes available in the network. Suppose, there are N possible two-hop routes, between the BS and the MS in the outer layer. Then, the selected route, rs, is determined, depending on the transmission distance between the BS and the relay node 
Path Loss-based Benchmark Algorithm
In addition to the distance-based benchmark algorithms, [26] also introduced the path loss-based benchmark algorithms. Let an interference avoidance model, with an optimum spatial protection margin of ∆ = 1.0, is considered for all the different methods. In addition, it should be noted that, in the simulation model, the increase in the overhead due to additional signaling is not considered in any of the two-hop cellular designs. This increase in the overhead in the two-hop design would cause some reduction in the capacity gain with respect to the single-hop cellular network. However, this paper focuses on the different two-hop schemes, and comparing the performance of the two-hop schemes with the single-hop design is not the main focus of this work. Also, it is expected that, the cluster-based architecture with an intelligent resource allocation technique, would require less or same amount of overhead signaling as compared to the benchmark algorithms, for the two-hop cellular network. Hence, the capacity results obtained in this work for the two-hop networks, viz., the cluster-based design and the three benchmark algorithms are directly comparable. In addition, the MSs in the inner-layer of the cluster-based design are not considered in the simulation, for any of the two-hop methods, as well as for the single-hop design. This is because, in both the cluster-based design and the three standard benchmark algorithms, the wireless terminals located in the inner-layer will communicate with the BS directly in single-hop, as in case of single-hop cellular networks. Hence, all these two-hop methods would use the same amount of radio resource for the inner-layer, and hence, the inner-layer design is not considered in this study. number of clusters/cell. For example, when the number of clusters per cell is increased from two to four, the expected value of the system capacity is increased from 1.44 bps/Hz/cell to 1.85 bps/Hz/cell, an increase of 0.41 bps/Hz/cell. However, when the number of clusters/cell is increased from four to six, and six to eight, the increase in the expected value of the system capacity is only 0.378 bps/Hz/cell and 0.23 bps/Hz/cell respectively. It should be noted that this increase in the capacity value does not take into account the capacity losses arising due to the increased overhead, as the number of clusters/cell increases. Hence, in all further part of analysis, six clusters/cell are considered, as is also done in [27, 28] . Figure 9 and Figure 10 shows the simulation results of the cdf of the system capacity for uplink and downlink scenarios of all different two-hop design methods, in the absence of any lognormal shadowing. The GTWs are selected from among the distributed MSs in the network. Hence, the GTWs are not located at exactly half the cell radius. It is observed in Figure 10 that in case of downlink in the two-hop cluster-based design, the median of the system capacity (2.71 bps/Hz/cell) is 2.5 times that obtained from the single-hop cellular system with no relaying (1.11 bps/Hz/cell). Similarly, the expected value of the cluster-based design is 2.52 bps/Hz/cell, which is more than twice that obtained from the single-hop cellular network value of 1.12 bps/Hz/cell. More significantly, the cluster-based design shows a superior performance over all three standard benchmark techniques for two-hop cellular network. The capacity behavior of the STD and SRD schemes are nearly similar to each other and their expected values are 1.89 bps/Hz/cell and 1.77 bps/Hz/cell respectively. Hence, the expected value of the system capacity in the cluster-based design is 0.63 bps/Hz/cell and 0.75 bps/Hz/cell better than that obtained from STD and SRD algorithms. The LLH technique provides the best performance out of the three standard benchmark techniques. The expected value of the system capacity for the LLH method is 2.05 bps/Hz/cell, which is higher than the expected value of the capacity obtained from the STD and SRD schemes, but less than the expected value obtained for the cluster-based technique by 0.47 bps/Hz/cell. Similarly, in case of an uplink as well, the expected value of the system capacity for the cluster-based design (1.82 bps/Hz/cell) is greater than the LLH method (1.36 bps/Hz/cell) by 0.46 bps/Hz/cell. In the LLH method, the node that has the minimum value among all longest hops (both between, MS and GTW node, and GTW node and BS) among all possible relay nodes is selected as a relay. Hence, a node located in the vicinity of half the cell radius is selected as a relay, which results in more than one pair utilizing the given resource simultaneously, in any cell. It should be noted that this is similar to the cluster-based design introduced in this paper. However, the significant improvement in the system capacity observed in the cluster-based design is due to the synchronized resource reuse technique proposed in this work that ensures a reuse of the radio resource in every cell. a maximum improvement of 0.8 bps/Hz/cell over the LLH method; and up to 1.4 bps/Hz/cell improvement over the STD algorithm. Figure 11 shows the probability density function (pdf) of the mobile GTWs in the cluster-based design and that of the mobile relay nodes for the benchmark two-hop algorithms. It can be observed from Figure 11 that the pdf of the STD algorithm is almost a straight line, in the range from 0.28r to 0.74r. The SRD algorithm selects the relay that is more towards the cell edge, than at the center of the cell. Hence, the pdf of the SRD algorithm has a non-zero value only after 0.38r. A significant observation that can be made from Figure 11 is that, in case of the LLH method, the mean of the pdf is at 0.5r, same as that of the cluster-based design. Hence, the LLH method outperforms STD and SRD benchmark algorithms. However, the variance of the LLH method is 0.28r, which is twice more than that of the cluster-based design, which has a variance of 0.13r. This implies that in case of LLH method, there is a greater probability of relay nodes being not located in the vicinity of r/2, which results in only one pair in the cell being able to utilize the given resource. It should be noted that if the GTWs are selected from among the MS, then the GTW selection would depend on the distribution of MS. But still, the pattern of the GTWs would remain the same for the different benchmark methods and cluster-based design. Hence, the cluster-based two-hop model, with resource reuse in every cell, gives the best performance in terms of system capacity, as compared to the single-hop non-relaying scenario and the benchmark algorithms for the two-hop cellular network. The performance of the cluster-based design with MSs as GTWs is then compared with the path loss-based benchmark algorithms, in the presence of lognormal shadowing. It is observed from Figure 12 and Figure 13 that, even in the presence of lognormal shadowing, the performance of the cluster-based two-hop network is superior to all three benchmark techniques, for both uplink and downlink. For example, the expected value of the system capacity for the cluster-based design is 2.18 bps/Hz/cell in case of downlink, and is 0.25 bps/Hz/cell better than LMP (the best performing algorithm among all three benchmark algorithms). Similarly, in case of uplink, the expected value of the cluster-based design is 1.98 bps/Hz/cell, and is 0.09 bps/Hz/cell better than the LMP technique. It should however be noted that, in the presence of lognormal shadowing, the performance of the LMP scheme comes close to the performance of the cluster-based design. This is because, the relays are selected not on the basis of distance measurement, but on the basis of path loss measurement, which vary with lognormal shadowing. The presence of lognormal shadowing results in MSs that are far from half the cell radius, r/2, to be selected as GTWs. As seen from the pdf of the GTW location in Figure 14 , in the presence of lognormal shadowing, there is a non-zero probability for a node located beyond 0.8r, to be selected as a GTW. In the absence of lognormal shadowing, the distribution of the GTW is almost symmetric with a mean value of 0.5r. However, in the presence of lognormal shadowing, the pdf of the GTW selection exhibits a long tail, resulting in an expected value of 0.58r. This results in a situation in the cluster-based design, where the exclusion region of a communicating pair in one cell extends to the other cell, and hence, prevents the simultaneous communication of another pair in the adjacent cell. This, in turn, results in a reduction in the gain in the system capacity. Figure 15 and Figure 16 compare the results of the cluster-based design independently for uplink and downlink, when fixed GTWs are used instead of mobile GTWs. When there is no lognormal shadowing, the expected value of the system capacity, in case of fixed GTWs, is 2.09 bps/Hz/cell (uplink) and 2.76 bps/Hz/cell (downlink) and is greater than the expected value of that obtained from the mobile GTWs by 0.27 bps/Hz/cell and 0.24 bps/Hz/cell for uplink and downlink respectively. The results observe a similar pattern even in the presence of lognormal shadowing. For example, the expected value of the system capacity in case of uplink is 2.24 bps/Hz/cell for fixed GTWs, and is greater than that of the expected value of the system capacity for mobile GTWs (1.98 bps/Hz/cell) by 0.26 bps/Hz/cell. In addition, it can be observed from Figure 15 (uplink) and Figure 16 (downlink), that the cdf obtained from the semi-analytical model shows a close match with that obtained from the simulation results for cluster-based design with fixed GTWs. The expected values of the system capacity for the semi-analytical model are 2.16 bps/Hz/cell (uplink) bps/Hz/cell for fixed GTWs, and is greater than that of the expected value of the system capacity for mobile GTWs (1.98 bps/Hz/cell) by 0.26 bps/Hz/cell. In addition, it can be observed from Figure 15 (uplink) and Figure 16 (downlink), that the cdf obtained from the semi-analytical model shows a close match with that obtained from the simulation results for cluster-based design with fixed GTWs. The expected values of the system capacity for the semi-analytical model are 2.16 bps/Hz/cell (uplink) and 2.69 bps/Hz/cell (downlink), and is very close to that obtained from the simulation results for fixed GTWs: 2.09 bps/Hz/cell for uplink and 2.76 bps/Hz/cell for downlink respectively. This is primarily because, in case of semi-analytical model, not only all the GTWs are fixed at a distance of r/2 from the center of the cell, but also all the MSs in the cluster are at the maximum distance of r/2 from the cluster-head GTWs, whereas in the simulation model for fixed GTWs, only the GTWs are fixed at a distance of r/2. Hence, the distance between the cluster-head GTW and the MSs could be any value less than or equal to r/2.
Results
In a significant observation, the upper and lower bounds for the system capacity obtained from the simulation results is quite close to those obtained from the semi-analytical model where all the MSs were assumed to be distributed at a location of r/2 from the GTW. In downlink mode, the lower bound for capacity under the semi-analytical model is 0.21 bps/Hz/cell whereas that obtained from the simulations is 0.22 bps/Hz/cell. The upper bound for the system capacity under the semi-analytical model is 3.68 bps/Hz/cell whereas that obtained from the simulations is 2.91 bps/Hz/cell. Similarly, in the uplink mode, the lower and upper bound for the system capacity under the semi-analytical model is 0.74 bps/Hz/cell and 3.32 bps/Hz/cell respectively; whereas that obtained from the simulations is 0.82 bps/Hz/cell and 2.91 bps/Hz/cell respectively. Hence, it can be concluded that the lower and upper bound results obtained from the simulation model closely match with the results of the semianalytical model, thereby validating the performance of cluster-based two-hop model.
Summary and Conclusions
In this paper, a novel resource allocation mechanism has been proposed for a two-hop cellular network. The new scheme, known as cluster-based architecture, is designed using a synchronized resource reuse technique. As per this design, each hexagonal cell is divided into two layers, the inner layer and outer layer. All MSs in the inner layer communicate with the BS in single hop, whereas, the MSs in the outer layer communicate with the BS in two hops, using a GTW terminal as relay node. This architecture design, developed under an interference avoidance Protocol Model, results in a frequency reuse ratio of one, whereby, the given resource is used twice in every cell in the system, but for only half the duration of a time slot period. This work, first, shows that the system spectral efficiency of a cellular network can be increased significantly by allowing two-hop communication.
Second, it has been found that a hierarchical, co-ordinated approach which essentially means to limit the degrees of freedom for forming the two-hop links does not lower the capacity, but in fact gives higher capacity than compared to state-of-the-art two-hop algorithms. This means that the complexity of the routing problem in such two-hop communication systems can be significantly reduced while the system performance does not have to be compromised.
