Abstract. Protein conformation problem, one of the hard and important problems, is to identify conformation rules which transform sequences to their tertiary structures, called conformations. Our aim of this work is to give a concrete theoretical foundation for graph-theoretic approach for the protein conformation problem in the framework of a probabilistic learning model. We propose the conformation problem as a learning problem from hypergraphs capturing the conformations of proteins in a loose way. We consider several classes of functions based on conformation rules, and show the PAC-learnability of them. The refutable PAC-learnability of functions is discussed, which would be helpful when a target function is not in the class of functions under consideration. We also report the conformation rules learned in our preliminary computational experiments.
Introduction
A protein is a chain of amino acid residues that folds into a unique native tertiary structure under specific conditions. Biochemical experiments show that an unfolded protein spontaneously refolds into its native structure when specific conditions are restored. This is the basis for the hypothesis that the native structure of a protein can be determined from the information contained in the amino acid sequence. Under this hypothesis, various computational methods of predicting protein conformation from sequence have been proposed.
Protein conformation is analyzed in terms of free energy, where it is assumed that the free energy of a native structure of a protein is the globally minimum, which is known as "thermodynamic hypothesis." Many computational methods based on the assumption have been extensively developed. For example, Church and Shalloway [1] developed a top-down search procedure in which conformation space is recursively dissected according to the intrinsic hierarchical structure of a landscape's effective-energy barriers, and Konig and Dandekar [4] applied genetic algorithms to this problem. Another interesting heuristic method is the hydrophobic zipper method by Dill et al. [2] . Based on the fact that many hydrophobic contacts are topologically local, the hydrophobic zipper method randomly generates hydrophobic contacts near enough in a sequence, which serve as constraints forcing other hydrophobic contacts to be zipped up sequentially.
Inspired by this hydrophobic zipper method, but apart from the free-energy minimization problem, we introduce a hypergraph representation of the tertiary structure of a protein, and a conformation rule which is defined as a rewriting rule of hypergraphs.
Many simple conformation models in free-energy minimization problems use lattices, which are periodic graphs in two-or three-dimensional space. The conformation of a protein turns to be a self-avoiding path in the lattice in which the nodes are labeled by the amino acids. Thus the hypergraph representation representation model is a generalization of the lattice model. The degree of a node v of a hypergraph is the number of hyperedges including v, and the rank of a hyperedge e is the number of the nodes in e. Because of spatial conditions of conformations, it would be natural to impose restrictions on both of the degrees and the ranks of a hypergraph representing a tertiary structure to be bounded by constants, which is helpful in learning conformation rules. We capture the tertiary structure of a protein as a hypergraph in a loose way, from which conformation rules are extracted.
Conformation rules are repeatedly applied to a hypergraph, where the initial hypergraph is a hypergraph representing an amino acid sequence, called a chainhypergraph. The procedure searches for a location in the current hypergraph which is applicable to a conformation rule, from local toward global as in the hydrophobic zipper method. Thus we can say that our procedure of applying conformation rules to a sequence obeys the "local to global" folding principle, which is one of the various folding principles proposed so far. The resulting hypergraph represents the structure of the protein.
We then consider the problem of learning conformation rules from hypergraph representations of proteins. A conformation is defined as a function from sequences to hypergraphs. Thus the problem is to learn functions from an example, that is, a pair of a protein sequence and the corresponding hypergraph representation. The PAC-learning paradigm was extended to include functions by Natarajan and Tadepalli [9] and some results on concept learning have been extended for functions [7, 8] .
This paper has three contributions. One is a formulation of conformation rules by using hypergraphs, and another is a polynomial-time PAC-learning algorithm for a class which is defined by this new concept of conformation rules. The other is some results on refutable PAC-learnability of functions, which would be helpful when a target function is not in the classes of functions we consider.
We have implemented the algorithms of learning conformation rules and applying conformation rules in the Python language [13] . Preliminary computational experiments have been done with using TIM barrel proteins whose data files can be downloaded from the site of Protein Data Bank (PDB) [14] . The results of the experiments are also reported.
A hypergraph H = (V, E) consists of a set V of nodes and a set E of hyperedges each of which is a nonempty subset of V . In this paper we assume that |e| ≥ 2 for all e ∈ E without any notice. The rank of H is r(H) = max e∈E |e|. For a node v, the degree of
. . , n} for some n ≥ 1 and each {i, i + 1} is contained in some hyperedge in E for 1 ≤ i ≤ n−1, i.e., there is e ∈ E with {i, i+1} ⊆ e. Especially,
For a set E of hyperedges, we call simplify(E) = E − {e ∈ E | there is e ′ in E with e ⊆ e ′ and e ̸ = e ′ } the simplification of E. In this paper we consider a hypergraph H = (V, E) whose nodes are labeled with a mapping ψ : V → ∆, where ∆ is an alphabet. It is denoted by H = (V, E, ψ), and called a hypergraph over ∆. We confuse
This subsection reviews some notions and results on the PAC-learnability of a class of functions by following Natarajan [7, 8] . For an alphabet Ω, the set of all strings over Ω is denoted by Ω * . The length of a string x ∈ Ω * is denoted by |x|. For n ≥ 1, Ω
[n] = {x ∈ Ω * | |x| ≤ n}. Here, the alphabet Ω is assumed to be finite. 
is undefined. For a class F of functions from Ω * to Ω * , we define ) ≤ p(n 1 , n 2 ). We say that F is of polynomialexpansion if there exists a polynomial q(n) such that for all f ∈ F and x ∈ Ω * , |f (x)| ≤ q(|x|). The following theorem will be used to prove a result in Section 5 on the PAC-learnability of conformation rules. 
Hypergraph Representation of a Protein
Let P be the protein of a primary structure A 1 A 2 · · · A n , where A i represents the i-th amino acid residue. Its tertiary structure is usually represented by a sequence of the positions of amino acid residues in the three dimensional space
The distance between p i and p j is denoted by |p i − p j |. Let Σ be the alphabet consisting of symbols representing the amino acid residues.
Let µ > 0 be a real number. For a protein P with a tertiary structure (
be an undirected graph defined as follows:
We call the undirected graph G µ P = (V, E) the structure graph of P with µ-range. For positive integers k, ω, τ and
be the set of the hyperedges e ⊆ V satisfying the following conditions: 
is a chain-hypergraph over Σ, which is called the hypergraph representation of P over Σ by complete graphs with µ, k, ω and τ . We say that an undirected graph G = (V, E) where
be the set of the hyperedges e ⊆ V satisfying the following conditions: 2 ≤ |e| ≤ k, max e−min e+1 ≥ τ , and
is a chain-hypergraph over Σ, which is called the hypergraph representation of P over Σ by star graphs with µ, k, ω and τ . Instead of the explicit representation with amino acid residues, it is often used to classify the amino acid residues into several categories (e.g., [2, 10, 11] ). In order to deal with such cases, we represent a protein in a more extended way. Namely, we consider chain-hypergraphs whose nodes are labeled with some "colors", which are not necessarily the same as the amino acid residues. Let ∆ be an alphabet which consists of such "colors" labeling the nodes of hypergraphs. In this paper, we assume that the tertiary structure of a protein is represented by a chain-hypergraph over some alphabet ∆ in a way mentioned above.
Conformation Rules
In this section, we define a conformation which transforms strings over ∆ to chain-hypergraphs over ∆. We denote the set of all chain-hypergraphs over ∆ by H ∆ .
Definition 3. A conformation over ∆ is a function
We give a way of completing a conformation by introducing conformation rules over ∆, which is based on hypergraph rewriting rules defined as follows: A hypergraph rewriting rule over ∆ is a triplet ρ = (B, A, D) of a hypergraph B = (V, E, ψ) over ∆ and subsets A and D of 2 V . The elements of A and D are called additional and removable hyperedges, respectively. The rank of ρ is defined to be max{r(B), max{|a| | a ∈ A}}. The degree of ρ is defined to be d(B). 
where
In this paper, we consider a rather limited hypergraph rewriting rules defined in the following way:
For short, we denote such a bundle rule ρ = (B, A, D) by (B, U ).
We denote by Γ ∆ the set of all bundle rules over ∆, and, for integers k ≥ 2 and d ≥ 1, by Γ k,d,∆ , the set of all bundle rules over ∆ such that the rank is at most k and the degree is at most d.
We here describe a concrete conformation, which is a function transforming strings to hypergraphs by using conformation rules. Let σ = (β 1 , β 2 , . . . , β P ) be a (P × Q)-conformation rule over Γ ∆ where β p = (λ p,1 , λ p,2 , . . . , λ p,Q ) and
For a positive integer ω, we start with a rank ω linear chain-hypergraph
At the pth stage (1 ≤ p ≤ P ), the pth unit-sequence β p of σ is used in the following way. In each stage, a window on the node sequence 1, 2, . . . , n corresponding to the string x = x 1 · · · x n is an interval of the sequence, and enlarged from smaller to larger. The initial window size is specified by τ . For each window size, the window is slided from left to right on V . Suppose a window of size w(≥ τ (V, E, ψ) . Namely, we consider a subhypergraph H(e). A new hyperedge e will be created if there is a bundle rule (B, U ) ∈ γ p,q which is isomorphic to (H(e), e). After creating all new hyperedges in the process of sliding the window from left to right, these hyperedges are added to E and the proper subsets of them are deleted from E, and this window sliding process is repeated after the window is enlarged. A formal description is given in Fig. 1 .
Input:
a (P × Q)-conformation rule σ = (β1, . . . , βP ) over Γ∆ where βp = (γp,1, γp,2, . . . , γp,Q) and γp,q ⊆ Γ∆ for 1 ≤ p ≤ P and 1 ≤ q ≤ Q, positive integers ω and τ with ω < τ , and a string
# linear chain-hypergraph of rank ω for p from 1 to P :
for q from 1 to min{Q, n}: w = τ + q − 1 # w is the window size A = ∅; D = ∅ foreach i from 1 to n − w + 1:
. . , j} such that i, j ∈ e and |e| ≤ k: if a bundle rule (H(e), e) ≈ ρ for some ρ in γp,q: add e to A add the proper subsets of e in E to D E = E ∪ A \ D
Fig. 1. Algorithm CON FORM
The graph G given in Fig. 2 is an example of the graphs which cannot be generated by any (1, Q)-conformation rule for any Q.
The following proposition is obvious by definitions: Fig. 1 is a chain-hypergraph over ∆ of at most rank k.
Definition 7. For a (P × Q)-conformation rule σ over Γ ∆ and positive integers ω and τ with ω < τ , we define a conformation c ω,τ σ as a function from ∆ + to the set of chain-hypergraphs over ∆, by c
ω,τ σ (x) = CON FORM(ω, τ, σ, x) for x ∈ ∆ + .
PAC-Learning of Conformation
For a positive integer n, let H [n] . For integers ω ≥ 2, τ > ω, P, Q ≥ 1, and an alphabet ∆, let
As noted in Remark 1, the alphabet Γ ∆ is infinite even if ∆ is finite. This makes a trouble in discussing the PAC-learnability of a class of conformations. However, if we restrict the rank and degree of conformation rules to constant integers k and d, respectively, the alphabet Γ k,d,∆ is finite for finite alphabets ∆. Let
Our main result is the following theorem:
is polynomial-time PAC-learnable.
Theorem 3. The class
We can prove these theorems by showing that these classes satisfy three conditions in Theorem 1.
For an integer k ≥ 2, a hypergraph H = (V, E, ψ) of rank k with n = |V | can be expressed under an appropriate encoding as a string over ∆ whose length is polynomially bounded with respect to n. Thus we regard a conformation c over ∆ as a function from ∆ + to ∆ + . Therefore we can see that any class of conformations over ∆ is of polynomial-expansion.
Next we show that C
By Lemma 1, it suffices to show that
and
,∆ can be considered as a P × Q matrix whose elements are subsets
is also bounded by a finite constant. It should be noted here that
. Thus, we can see that since the cardinality of the class is a finite constant.
We then describe a polynomial-time fitting B for
by employing the algorithm EX T RACT given in Fig. 3 . Given chain-hypergraphs H 1 = (V 1 , E 1 , ψ 1 ) , . . . , H t = (V t , E t , ψ t ) over ∆ and positive integers ω and τ with τ > ω, the algorithm B computes, for 1 ≤ h ≤ t, a conformation rule over Γ ∆ , 1,1 ,γ 1,2 , . . . ,γ 1,N ) ). The algorithm B outputsσ from H 1 , . . . , H t . Obviously, Q runs in polynomial time since the rank of conformation rules is a constant k.
If
-C h,q be the contents of E just after the qth iteration of the for-loop on q of the 1st iteration of the for-loop on p of CON FORM(ω, τ, σ, s h ) has been finished if q ≤ min{Q, |s h |}, C h,q = C h,q−1 otherwise.
Input:
a chain-hypergraph H = (V, E, ψ) over ∆ of rank k, and positive integers ω, τ and R Output: a conformation rule σ = (β1) over Γ∆ of rank k where β1 = (γ1,1, γ1,2, . . . , γ1,R) with γ1,q
Fig. 3. Algorithm EX T RACT
-E h,q be the contents ofẼ just after the qth iteration of the for-loop of EX T RACT (ω, τ, N, H h ) has been finished. -Ĉ h,q be the contents of E just after the qth iteration of the for-loop on q of the 1st iteration of the for-loop on p of
for 1 ≤ h ≤ t, which the initial hyperedges in the algorithm CON F ORM and EX T RACT on the string s h . It is not hard to prove by induction on q
This completes the proof. The following theorem can be shown in a similar way and we omit its proof.
Theorem 4. The class
Refutably PAC-Learning Functions
In this section, we introduce the refutability of PAC-learning algorithms on functions. The refutability of PAC-learning algorithms on concepts have been already discussed in [5, 6] . PAC-learning algorithms having the ability to refute classes which do not seem to include a target function would be helpful in dealing with real data. Let f be a function from Ω * to Ω * , F be a class of functions from Ω * to Ω * , and P be a probability distribution on Ω * . We define opt f (P, F ) by
We can see that if f ∈ F then opt f (P, F ) = 0 for any P . 
The algorithm A takes as input parameters ε, ε
′ , δ ∈ (0, 1) and n ≥ 1. We call ε ′ a refutation accuracy parameter.
Let f be a target function from Ω
* to Ω * and P an arbitrary and unknown probability distribution on Ω * . The algorithm A takes a sample of size p(1/ε, 1/ε ′ , 1/δ, n) using a subroutine EX(f, P ), which at each call produces a single example for f according to P . 3. If opt f (P, F ) = 0 then A outputs a function g ∈ F which satisfies P (f △g) < ε with probability at least 1−δ. If opt f (P, F ) ≥ ε ′ then A refutes the function class F with probability at least 1 − δ.
Theorem 5. If a class F of functions is of polynomial dimension, then F is polynomial-sample refutably learnable.
By this theorem the followings hold:
are polynomial-sample refutably learnable.
Since F is of polynomial dimension, there exists a polynomial poly(·, ·) such that log 2 |F
[n1][n2] | ≤ poly(n 1 , n 2 ) for any n 1 , n 2 ≥ 1. We construct the algorithm described in Figure 4 .
We introduce a refutation threshold parameter η ∈ (0, 1) so that a learning algorithm produces an approximate function instead of refuting F when the minimum error opt f (P, F ) is small enough. 3. If opt f (P, F ) ≤ η then A outputs a concept g ∈ F which satisfies P (f △g) < η + ε with probability at least 1 − δ. If opt f (P, F ) ≥ η + ε ′ then A refutes the function class F with probability at least 1 − δ.
Theorem 6. If a class F of functions is of polynomial dimension, then F is polynomial-sample strongly refutably learnable.

Corollary 2. The classes
are polynomial-sample strongly refutably learnable.
We construct the algorithm described in Figure 5 . We denote by d(g, S) the number of examples in S with which g does not agree. We can easily see that F is of polynomial dimension if F is polynomial-sample refutably learnable or polynomial-sample strongly refutably learnable. Therefore the following three statements are equivalent:
1. F is of polynomial dimension. 2. F is polynomial-sample refutably learnable. 3. F is polynomial-sample strongly refutably learnable.
In this section, we report our preliminary computational experiments on learning conformation rules from hypergraphs representing tertially structures of proteins. We have implemented the PAC-learning algorithm shown in the algo- rithms CON FORM(ω, τ, σ, x) and EX T RACT (ω, τ, R, H) in the Python language [13].
Method of Experiments
The hypergraph representation of a protein over ∆ by star graphs are used with µ, k, ω, τ specified as follows: µ = 5.8Å, k = 10, ω = 5 and τ = 8. The choice of the alphabet ∆ for labeling the nodes of a hypergraph is one of the key to experiments. The alphabet ∆ represents a classification of amino acid residues. In Hart and Istrail [3] , they used the hydrophobic-hydrophilic model that regards a protein as a linear chain amino acid residues that are of two types H (hydrophobic) and P (hydrophilic). However some amino acids are neither hydrophobic nor hydrophilic. In our experiments, ∆ is set to {H, P, N }, where the amino acid residues are assigned as follows:
H : ALA, CYS, ILE, LEU, MET, PHE, TRP, VAL, P : ARG, ASN, ASP, GLN, GLU, LYS, PRO, ASX, GLX, N : GLY, HIS, SER, THR, TYR. The class of conformations, C
where P = 1 and Q = 2, is considered in the experiments (Since the degree bound d is not important rather than the rank bound k, d is unlimited.). Given examples (s 1 , H 1 ) , . . . , (s t , H t ), the polynomialtime fitting B, used to prove Theorem 3, outputs a (1, 2)-conformation ruleσ, which is applied in CON FORM(ω, τ,σ, x) for a sequence x.
To evaluate how a hypergraph predicted by CON F ORM is similar to the target hypergraph, we compare them hyperedge by hyperedge. To this end, we define a similarity between hyperedges as follows: Let g ≥ 0 and 0 ≤ κ ≤ 1, and subsets E 1 and E 2 of 2 V , where V = {1, 2, . . . , n}. For e 1 ∈ E 1 and e 2 ∈ E 2 , we say that e 1 is (g, κ)-similar to e 2 if min e 2 −g ≤ min e 1 ≤ min e 2 +g and e 1 △e 2 ≤ κ. We denote Sim g,κ (E 1 , E 2 ) = |{e 1 ∈ E 1 | e 1 is (g, κ)-similar to e 2 ∈ E 2 }| TIM-barrel proteins have high regulatory conformations, which are composed by eight parallel β-sheets forming a barrel structure [12] . We downloaded PDB files of TIM-barrel proteins from the site of PDB [14] , which are screened out. The 15 proteins remains, whose tertiary structures are fully determined and composed of a single chain of amino acids.
In our experiments, the following small modification has been done: for a bundle rule ρ = (B, A, D) where A = {U }, D is set to ∅ instead of {e ∈ E | e ⊂ U }, which affects nothing but would enable to attain more detailed conformation rules.
Evaluation
We have executed two kinds of experiments. One is self-conformation, that is, for a single protein p, a (1, 2)-conformation rule α is learned from the hypergraph representation of p, and used in CON FORM with the sequence of p. Another is the case where a (1, 2)-conformation rule α is extracted from 14 TIM-barrel proteins, and applied to the remaining one.
In self-conformation, the successful results are attained. Let H T = (V, E T , ψ) and H P = (V, E P , ψ) be a target and a predicted hypergraph, respectively. For a set S, by S c we denote the complement of S. We give a typical results of selfconformation test in Tab. 1. Since the experiment is going well under the window sizes 7 and 8, the experiment should be continued with the window sizes over 8. However, if it is done, the procedure does not finish in a practical time. The task of hypergraph matching is repeatedly done in our procedure. An efficient and practical algorithm for the problem of hypergraph isomorphism should be developed, which would be one of the future works. Tab. 2 shows the result of conformation of protein 4ALD obtained by applying a (1,2)-conformation rule learned from the other 14 TIM-barrel proteins. In the stage of window size 7, 23 (= 6+17) hyperedge are added, 6 hyperedges of which are similar or exactly identical to hyperedges in the target H T . However, the remaining 17 hyperedges are wrong, that is, there are no similar hyperedges to them in H T . An interesting observation is that correct hyperedge addition often occurs in a neighborhood, which would imply that the conformation rule causing correct hyperedge addition captures some regional property common to several proteins. In the stage of window size 8, no hyperedge is added. This is because, once a wrong hyperedge is added, the wrong hyperedge makes it difficult to add correct hyperedges in the following stages with larger window sizes. To settle this problem is also a future work. 
