Hirst obtained a generalization^) of Hardy's theorem by replacing p. by a more general function of X. Very recently Kuttner has shown that, while Hirst's conditions are both necessary and sufficient in the case in which the order of summability is an integer (7), there do not seem to be available any reasonably simple conditions which are both necessary and sufficient in the case in which the order of summability is nonintegral(8). In 1942 Chandrasekharan proved(9) the direct analogue of Hardy's theorem for the absolute summability of series by Rieszian means, thus confining the type p. to a special class of logarithmico-exponential function. Very recently Pati has extended the scope of applicability of the second theorem of consistency for absolutely summable series, when the order of summability is a positive integer, by establishing the following theorem.
Theorem B (10) . If cp(t) is a non-negative and monotonic increasing function of t for tTzO, steadily tending to infinity as t tends to infinity, such that, for positive integral k, <b(t) is a (n+l)th indefinite integral for t^O, and
where h is a finite positive number, then any infinite series which is summable | R, X", k\ is also summable | R, c/>(X"), k\ .
The object of the present paper is to establish a parallel theorem in the case in which the order of summability k is positive and nonintegral, and cf>(-1)(t) is a monotonic nondecreasing function of t.
2.1. We establish the following theorem.
Theorem. If cp(t) is a non-negative and monotonic increasing function of t for t^O, steadily tending to infinity as t tends to infinity, such that </>(1)(/) is monotonic nondecreasing for t^O, cp(t) is a (k + 2)th indefinite integral for 1^0, where k is the integral part of k(u), and
where h is a finite positive number, then any infinite series which is summable | R, X", k| , is also summable | R, c6(X"), k\ .
2.2.
It is evident that the truth or otherwise of the theorem depends only upon the behavior of cp(t) for sufficiently large t. We may, therefore, alter cp(t) in any finite range in any convenient way, and may suppose without any loss of generality that h=\i, or even h=\i = 0, for the sake of con-(•) Hirst [4] .
(') Kuttner [5] . This is a particular case of a result due to Faa di Bruno(13) on the rath derivative of a function of a function; the factor {f(x) }m~r accrues from the differentiation of {f(x)}m with respect to f(x), and is multiplied by a zero factor if m is a positive integer and r>m.
Lemma 3(u). Let <b(t) be a non-negative and monotonic increasing function oftforf^O. If 5^0, then, under the hypotheses (2.11) and h=0,
This follows from a result due to Pati(16) on making the substitutions:
Lemma 5. If n>r ^0, where r is an integer, and
Proof. Since
where K>r=ir'3i0. Putting k -r' = S, we have to show that
Integrating by parts, we see that the above expression equals 
Proof. Integrating by parts we have
The result follows by an application of Lemma 5. We first prove that (3.11) /n/{0(u)}«e 2*7(0, oo).
We have
. l*w-*wl--'*<-w{*w}'(-=r)(-^r) -■- it suffices, by virtue of Lemma 7, to prove only that, uniformly in 5>0,
EBV,(s, oo). f t"-\l -t)k'"dt E BVc(s, oo).
For any s>0, and for a>s, as cr increases, fl/J"~l(l -t)k~Kdt increases, and on account of its uniform boundedness in (s, oo) it is of uniform bounded variation in (s, oo).
Proof of (3.15). As in the proof of (3.14), it is sufficient, by virtue of Lemma 7 , to prove that, uniformly in s>0, 
Thus, in view of (3.18), it is sufficient for our purpose to show that, uniformly in 0<i><l and 5>0,
Putting t\-s = t, we have only to show that, uniformly in 0<zj<1 and s>Q,
Proof of (3.19). We write F(t) = U(t) V(t), where V(t) is the last factor in the above expression for F(t), and U(t) the rest. Since <p(1)(t) is nondecreasing, {cp(s+t) -cj>(s+ vt) }/(l -v)t is nondecreasing, and hence U(t) is nonincreasing. We also see that V(t) is nondecreasing, and that (1) [<p(s+ t) -<p(s+ vt)}/(l -v)t ^ c6(1)(s + vt). here C is an absolute finite constant. Now (2) shows that it is sufficient to prove that W(t) = U(t) FC1)(/) has a uniformly bounded integral over (0, 00). We proceed to prove this. where C is an absolute finite constant. This completes the proof of the theorem.
