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Spintronics—the all-electrical control of the electron spin for quantum or classical information
storage and processing—is one of the most promising applications of the two-dimensional material
graphene. Although pristine graphene has negligible spin-orbit coupling (SOC), both theory and
experiment suggest that SOC in graphene can be enhanced by extrinsic means, such as functional-
ization by adatom impurities. We present a theory of transport in graphene that accounts for the
spin-coherent dynamics of the carriers, including hitherto-neglected spin precession processes taking
place during resonant scattering in the dilute impurity limit. We uncover a novel “anisotropic spin
precession” (ASP) scattering process in graphene, which contributes a large current-induced spin
polarization and modifies the standard spin Hall effect. ASP scattering arises from two dimension-
ality and extrinsic SOC, and apart from graphene, it can be present in other 2D materials or in
the surface states of 3D materials with a fluctuating SOC. Our theory also yields a comprehen-
sive description of the spin relaxation mechanisms present in adatom-decorated graphene, including
Elliot-Yafet and D’yakonov-Perel relaxation rates, the latter of which can become an amplification
process in a certain parameter regime of the SOC disorder potential. Our work provides theoretical
foundations for designing future graphene-based integrated spintronic devices.
I. INTRODUCTION
The role of quantum spin coherence in graphene spin
transport is presently poorly understood. It has been ne-
glected in previous theoretical treatments based on semi-
classical transport equations1,2. Regarding the magni-
tude of the spin relaxation time, which determines the
degree of quantum coherence, there is substantial dis-
agreement between theory and experiment3–5, as well as
between different experiments6–9. Nevertheless, it seems
that graphene exhibits fairly long spin relaxation times
compared to metals, making it a promising material for
passive spintronics, i.e. long-distance transport of spin
currents3–10.
There is also a solid body of theoretical11–14 and
experimental15–18 work indicating that graphene can
exhibit strong extrinsic SOC induced by proximity to
adatom impurities or metallic substrates. This sug-
gests that graphene-based devices can also play an im-
portant role in active spintronics. Extrinsic SOC in-
duced by proximity to metals and metal clusters has been
detected experimentally in graphene, via angle-resolved
photoemission15, scanning tunneling spectroscopy16, and
spin transport17,18. In particular, Balakrishan et al.18
have reported observing the spin Hall effect (SHE) in
graphene devices sparsely decorated with copper clus-
ters (residues found in graphene grown by chemical va-
por deposition); they found that the spin Hall angle
(the ratio of spin current to charge current) was θsH ∼
0.1, comparable to transition metals19,20 and 2D transi-
tion metal dichalcogenides21,22. Although other groups
have reproduced the nonlocal resistance measurements in
adatom-decorated graphene, they have failed to observe
the expected modulation with in-plane magnetic field
(Hanle precession)23,24. Other recent experiments25–27
have demonstrated spin-charge conversion in graphene
by spin-pumping, and some25,27 reported values of θsH
many orders of magnitude below what was obtained in
earlier Hall-bar devices18. In our view, the confusing
experimental situation calls for a more detailed theoreti-
cal analysis of how spin currents and charge currents are
coupled by extrinsic SOC in graphene.
A semi-classical theory of the SHE in graphene with ex-
trinsic SOC has been developed by Ferreira et al.1 That
work showed that the spin Hall angle can be enhanced
in graphene by resonant skew scattering, and that the
enhancement is much stronger than in bulk metals28 due
to graphene’s 2D Dirac density of states29,30. However,
the theory neglected quantum spin coherence, describ-
ing the carriers using distinct “spin-up” and “spin-down”
distributions1. As shown below, this can be strictly jus-
tified only when the extrinsic SOC is purely of the spin-
conserving (Maclure-Yafet-Kane-Mele) type31. Rashba-
type SOC, which favors spin polarization parallel to the
graphene plane (and appears when reflection symmetry
about the plane is broken), gives rise to coherent spin
precession and spin relaxation processes that have not
been accounted for, which could lead to qualitative de-
vitations from the results of Ref. 1. Indeed, numerous
tight-binding and density functional theory studies have
found that adatom impurities induce both types of SOC,
with comparable strengths11,12,14,32,33.
Numerical quantum transport simulations are an alter-
native approach to studying extrinsic SOC in graphene,
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FIG. 1. (a) Relationship between the three basic macroscopic transport quantities (charge current J , spin current J , and
magnetizationM) in systems with time-reversal symmetric microscopic dynamics. The coupling between J and J is governed
by the spin Hall angle θsH, and the coupling between J andM is governed by the Rashba scattering rate αR; together, these yield
the Edelstein effect. The anisotropic spin precession (ASP) scattering rate, αasp, describes a novel direct coupling between J
andM. (b) Feynman diagram corresponding to scattering events linear in the impurity density nimp. The scattering amplitude
involves the product of T -matrix elements, and different terms in the product describe ASP scattering, skew scattering, Rashba
scattering, Drude relaxation, and Elliott-Yafet spin relaxation. (c) Schematic of ASP scattering, which arises from the terms in
the product given by c3 = iBkp ×B∗kp. For example, the product of (Bkp)zσz and (B∗kp)xσx can cause a randomly polarized
spin to align in the y direction. The former skews while the latter flips the electron spin. This gives rise to spin alignment in
the y direction, My 6= 0, but no net transverse spin current J zy .
and are capable of accounting for quantum spin coher-
ence. So far, however, simulations based on the Kubo
formalism34,35 have been limited to impurity densities
of & 10%, significantly higher than in typical experi-
ments17,18,24 (. 1%). It is uncertain whether these nu-
merical methods can be extrapolated to the dilute im-
purity regime, due to the different, density dependent
mechanisms involved in the SHE20,36,37.
This paper presents an analytical theory of spin-
coherent transport for extrinsic SOC in graphene, based
on the linearized Quantum Boltzmann Equation (QBE).
It incorporates coherent spin dynamics into the trans-
port equations by treating both types of extrinsic SOC
on equal footing, and is directly applicable to the
experimentally-relevant limit of strongly-scattering but
dilute impurities17,18,24. From the theory, we uncover a
novel extrinsic SOC scattering process, “anisotropic spin
precession” (ASP) scattering, which involves a combi-
nation of skew and spin-flip scattering. ASP scattering
directly couples non-equilibrium spin polarization and
charge current [cf. Fig. 1(a)], and is distinct from other
previously-studied scattering processes that couple non-
equilibrium spin polarization M, charge current J , and
spin current J .
One of the most striking predictions of the theory
is that graphene can exhibit a sizable current-induced
spin polarization (CISP). CISP, also known as the in-
verse spin-galvanic effect38–40, refers to the production of
non-equilibrium spin polarization (i.e. magnetization) by
passing a charge current through a material. So far, the
mechanism that has been identified as the cause of CISP
is the Edelstein effect41–43, in which a charge current J is
first converted into a spin current J via the SHE, and J
is then converted into spin polarization, M, by Rashba
SOC44. However, as we show below, in graphene doped
with SOC impurities, CISP arises from both an extrinsic
version of the Edelstein effect and ASP scattering; and
the latter is dominant when the Rashba SOC induced by
the impurities is strong.
Apart from CISP, ASP scattering also contributes to
the spin current J , and the size of its contribution can be
comparable to the standard SHE contribution caused by
skew scattering. In particular, the ASP scattering contri-
bution is distinct from side-jump scattering36,37, which
3is another mechanism that contributes to the SHE in
graphene. ASP scattering also gives important correc-
tions to spin relaxation processes, and particularly the
D’yakonov-Perel (DP) relaxation time.
The rest of the article is organized as follows. Sec. II
summarizes our most important results, including the lin-
ear response equation relating charge current, spin cur-
rent, and non-equilibrium spin polarization to the ap-
plied electric field. We also discuss some of the experi-
mental implications from our theory and clarify the spin
relaxation mechanisms in graphene with SOC disorder.
Sec. III provides a brief summary of the QBE, emphasiz-
ing the structure of the collision integral. Sec. IV explains
how the linearized QBE can be solved after introducing a
microscopic model for the SOC disorder potential and an
ansatz for the electron distribution function. Finally, in
Sec. V we close the article with a summary and outlook.
Key technical details and the detailed derivation of the
QBE from the equation of motion for the density matrix
are given in the Appendix.
II. RESULTS
In this section, we present the theory’s main results,
leaving a discussion of its derivation to Sec. III. When
both types of extrinsic SOC (Maclure-Yafet-Kane-Male
and Rashba) are present in adatom decorated graphene,
and quantum spin coherence is accounted for, the lin-
ear response of the system becomes qualitatively different
from the semi-classical descriptions previously developed
in Refs.1,2. Specifically, let us consider an electric field
Ex applied along the xˆ direction, the graphene plane be-
ing the xˆ-yˆ plane. The response of the system in terms of
the longitudinal charge current Jx, transverse spin cur-
rent J zy , and magnetization My (in rescaled units; see
Sec. III) takes the form: JxJ zy
My
 =
 0 θsH τDαasp−θsH 0 τDαR
τEYαasp −τEYαR 0
 JxJ zy
My

+ σD
Ex0
0
 . (1)
The first term on the right describes the coupling of spin
and charge, and the second term describes the out-of-
equilibrium drive (σD is the Drude conductivity). In
the (dimensionless) coupling matrix, τD and τEY are the
Drude relaxation time and Elliott-Yafet spin relaxation
time (see Sec. II C); αR is the scattering rate induced
by Rashba SOC; and θsH is the spin Hall angle. In
the experimentally relevant dilute-impurity regime18,23,
the dominant contribution to the SHE arises from skew
scattering1,20, and thus θsH = τDαsk where αsk is the
skew scattering rate. These relationships are depicted in
Fig. 1(a).
The matrix elements that directly couple Jx with My
are a novel outcome of the theory. They are governed
by the ASP scattering rate, αasp. As shown in Fig. 1(c),
ASP scattering arises from quantum interference between
skew scattering and spin flip scattering: in a single scat-
tering event, the electron is skewed and then flipped (or
vice versa), and this results in a net spin polarization
in the plane. As discussed in Sec. III, the existence of
ASP scattering is fundamentally due to the existence
of a special axis (the out-of-plane direction) in 2D ma-
terials, which breaks rotational symmetry for rotations
about this axis. ASP scattering vanishes in 3D materials
possessing time-reversal and 3D rotational symmetries
(such as the system studied by Lifshits and Dyakonov in
Ref. 45). As shown in Appendix A, ASP scattering can
also occur in 2D electron gases in quantum wells, and in
other spin-orbit coupled electron systems when the full
3D rotational symmetry is broken, such as interfaces.
Note that the coupling between J and J (the SHE)
and between J andM are both odd under Onsager reci-
procity. In other words, in the matrix in Eq. (1), the
(1, 2) and (2, 1) elements have opposite signs, and like-
wise the (2, 3) and (3, 2) elements have opposite signs.
This is consistent with the fact that J and M are odd,
and J is even, under time-reversal. On the other hand,
the new ASP scattering induced couplings between J and
M are even under Onsager reciprocity; correspondingly,
the (1, 3) and (3, 1) matrix elements have the same sign.
This has important consequences for the ASP contribu-
tions to spin relaxation, as discussed in Section II C.
A. Current-induced spin polarization
To compute the CISP, we expand the last row in
Eq. (1) to first order in αRθsH and αasp. This gives
My = σcispEx, where
σcisp = σD (θsHαR + αasp) τs. (2)
Here τ−1s = τ
−1
EY + τ
−1
DP is the total spin relaxation time
(see Section II C). Eq. (2) shows that there are two dis-
tinct mechanisms contributing to the CISP: (i) the ex-
trinsic Edelstein effect which is a two-step process asso-
ciated with θsHαR, and (ii) the ASP scattering which is
associated with αasp. The first term is formally identical
to the Edelstein effect found in the 2D electron gas,43
with one important difference: the effect here is of ex-
trinsic origin. Unlike the intrinsic Eldestein effect41–43,
which arises from a spatially uniform Rashba SOC, the
extrinsic Eldestein effect arises from impurity scattering.
Its strength is determined by the Rashba scattering rate
αR, which depends on the chemical potential µ.
The second term in Eq. (2) describes the enhancement
of the magnetization by ASP scattering. Normally, since
ASP scattering is present even in the first Born approx-
imation, we would expect it to dominate over the Edel-
stein effect, which appears only in the third Born ap-
proximation. However, in the model calculations below,
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FIG. 2. Ratio of magnetization to charge current at zero tem-
perature, plotted versus the chemical potential µ (measured
from the Dirac point). The magnetization is measured in
Bohr magnetons. The top panel is plotted for strong Rashba
SOC with bare Rashba potential strength of 30 meV while
the bottom panel is for weak Rashba SOC with bare Rashba
potential strength of 10 meV . In both cases, the strength of
the spin-conserving and scalar potentials are set to 10 meV
and 80 meV, respectively, in line with previous theoretical
studies.1,18 See appendix B for details.
all the scattering rates are computed to all orders in the
impurity potential strength. This results in the two con-
tributions being comparable in magnitude for most µ.
In Fig. 2, we plot the dimensionless ratio σcisp/σD,
which serves as a figure of merit for CISP, against the
chemical potential µ. It exhibits a peak for positive µ due
to resonant spin-coherent scattering (∼ 100 meV based
on our choice of SOC impurity potential; see Sec. IV).
ASP scattering gives the dominant contribution to CISP
when the impurity Rashba SOC is large.
Both the extrinsic Edelstein and ASP scattering contri-
butions to CISP are proportional to the total spin relax-
ation time. Due to the specific features of graphene, this
implies that the net magnetization, normalized by the
charge current, can be enhanced both by the resonant
enhancement of the SHE1, and the long spin relaxation
times characteristic of graphene8,9.
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FIG. 3. Ratio of spin current to charge current at zero tem-
perature, plotted versus the chemical potential µ (measured
from the Dirac point). In the close vicinity of Dirac point, the
contribution of ASP scattering goes to number much larger
than one. This is because τEY goes to infinity much faster
than αasp goes to zero, an artefact of the theory. The param-
eters used here are the same as in Fig. 2
B. Current-induced spin current
In addition to the magnetization, we can compute the
spin current from the second row of Eq. (1). To first order
in θsH and αaspαR, we find that J zy = σciscEx, where
σcisc = σD
(
− θsH + (αRτD) (αaspτEY)
)
. (3)
The first term in Eq. (3) is the conventional spin Hall con-
ductivity arising from skew scattering. The second term
arises from a combination of ASP scattering and Rashba
scattering. If Rasba SOC is absent, the “skewness ratio”
σcisc/σD reduces to θsH, conventionally known as the spin
Hall angle. Note that both terms are independent of the
impurity density, unlike the quantum side-jump contri-
bution to the spin Hall current36,37. (Side-jump is not
included in the present theory.)
Fig. 3 shows σcisc/σD versus µ. For strong impurity-
induced Rashba SOC, the skewness ratio is enhanced for
µ near the scattering resonance (∼ 100 meV; see Sec. IV),
with the skew scattering and ASP/Rashba contributions
having the same sign. However, for weak impurity-
induced Rashba, the two contributions can have oppo-
site signs, diminishing the total spin current response.
This is consistent with a previous semiclassical (non-spin-
5coherent) calculation which found a similar reduction un-
der weak Rashba SOC disorder1. These plots also indi-
cate that at small µ, there is a sharp increase in the
skewness ratio coming from the ASP/Rashba scattering
contribution. Specifically, as µ tends to zero, αasp van-
ishes more slowly than the Elliot-Yafet spin relaxation
time τEY increases. However, at very small values of µ
(∼ 10 meV), our theory becomes unreliable due to mul-
tiple impurity scattering and interband coherence effects
(see Sec. IV). It is interesting to note that the Edelstein
contribution to CISP (blue dotted line in Fig. 2) tracks
the SHE contribution to CISC (blue dash-dotted line in
Fig. 2. This is because the Edelstein effect is a two-step
conversion process, see Fig. 1a.
The new ASP scattering contribution to the spin
current calls for a need to revise the existing SHE
theory46 which has been customarily employed to fit
the nonlocal resistance data in Hall bar spin-transport
experiments17,18,23,24. This is especially true when the
impurity-induced Rashba is large, as it may be the case of
hydrogenated graphene18,24; such an analysis will be pre-
sented elsewhere47. The present theory may also have im-
portant implications for understanding recent spin pump-
ing experiments in CVD graphene involving the inverse
of CISP26 and the inverse of current-induced spin cur-
rent25,27.
C. Spin relaxation
The theory derived in Sec. III also allows us to obtain
the spin relaxation rate arising from SOC disorder, τ−1s .
In the stationary state, this relaxation rate is obtained
by solving Eq. (1) for the spin polarization My, as de-
scribed in Section II A. We find that τ−1s receives two
contributions, which add up by Matthiessen’s rule
τ−1s = τ
−1
EY + τ
−1
DP. (4)
The two contributions can be identified as Elliott-Yafet
(EY) relaxation4 and D’yakonov-Perel (DP) relaxation48.
The rates are derived to be
1
τEY
=
C
τD
, (5)
1
τDP
=τD(α
2
R − α2asp), (6)
where τD is the Drude relaxation (elastic scattering)
time and C > 0 depends on the microscopic model (see
Sec. IV). Since our theory assumes that the SOC disor-
der stems from localized impurities (e.g. adatoms17,18,24),
the EY relaxation is caused by spin-flip scattering events.
This form of EY spin relaxation is akin to the one consid-
ered by Lifshits and Dyakonov in Ref. 45, but different
from other models (e.g. Ref. 4) where the Rashba SOC
is assumed to be uniform.
The DP relaxation time, τDP, is related to spin preces-
sion and was previously understood to arise from Rashba
SOC scattering. We argue that this understanding is
incomplete: τDP also receives a contribution from ASP
scattering. It can be seen from Eq. (6) that, unlike the
EY relaxation time τEY which is strictly positive, the sign
of the DP relaxation time τDP depends on the competi-
tion between αR and αasp. As noted above, ASP scatter-
ing is an Onsager even process. As a result, its contribu-
tion to τDP is negative. When α
2
R > α
2
asp, τDP describes
a spin relaxation process, whereas when α2R < α
2
asp, it de-
scribes spin amplification (the total spin relaxation time,
however, remains strictly positive, cf. Fig. 4). This shows
that Rashba SOC can either randomize or align the spin
polarization, depending on the microscopic details of the
system. We also find that the total spin relaxation time
is minimum near zero-doping, which agrees well with the
trend observed in the experiments49,50, and suggesting
that resonant scattering with SOC disorder is an impor-
tant source of spin relaxation at low temperatures.
In Fig. 4, the EY and DP spin relaxation rates are
plotted against the chemical potential µ, for strong and
weak Rashba SOC. We find that EY relaxation is the
dominant mechanism for spin relaxation at large µ, but
DP spin relaxation becomes important at small µ since
it is inversely proportional to the Drude relaxation time.
Fig. 4(c) shows that the total spin relaxation time τs
approaches a minimum as the Drude relaxation (elastic
scattering) time τD peaks near µ = 0 (the Dirac point).
This agrees with the experimental observations of spin re-
laxation in exfoliated graphene49 and CVD graphene,51
which indicate that both EY and DP spin relaxation
mechanisms are present in graphene.
Finally, we note that Eqs. (1)–(6) follow from the gen-
eral form of the QBE within the linear response regime,
and are independent of the underlying microscopic scat-
tering model. The parameters {τD, τEY, αsk, αR, αasp}
entering into these equations all depend on the chemi-
cal potential, the impurity density, and the SOC impu-
rity potential. Their actual values must be derived from
a microscopic scattering model, which in turn is fitted
to ab initio calculations and/or experimental measure-
ments. Details of this derivation are given in Sec. IV and
the Appendix.
III. QUANTUM BOLTZMANN EQUATION IN
THE STRONG AND DILUTE DISORDER
REGIME
In this section, we discuss the quantum transport equa-
tion that leads to the linear response matrix equation
(1). To capture the coherent quantum dynamics of elec-
tron spins in disordered graphene, we use the method
of Kohn and Luttinger52 to derive a quantum kinetic
equation. The collision integral derived is first-order in
the impurity concentration nimp, but exact to all orders
in the strength of the single-impurity potential. Details
of this formalism are given in the Appendix C. Unlike
the original Kohn-Luttinger treatment, we keep track of
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FIG. 4. (a)–(b) Spin relaxation rates of the Elliott-Yafet type, τ−1EY, and Dyakonov-Perel type, τ
−1
DP, for different Rashba SOC
strengths. Note that the DP spin relaxation rate becomes negative for a window of chemical potential where α2R < α
2
sk. Both
scattering rates show resonant enhancements near the vicinity of Dirac point (i.e. µ = 0). At large µ, the EY scattering rate
dominates. (c) Relaxation time versus µ for weak Rashba SOC. In these calculations, we assume identical impurities and zero
temperature; for a random distribution of impurity strengths and/or finite temperatures, these resonant features will be further
smoothed out. The parameters are the same as in Fig. 2
the quantum spin coherence by using a 2 × 2 density
matrix distribution nk(t). The deviation from equilib-
rium distribution is given by δnk(t) = nk(t)− n0k, where
n0k = fFD(k) 1 is the equilibrium distribution, 1 is the
2 × 2 unit matrix, k = vF k (k = −vF k) is the dis-
persion relation of electrons (holes) in graphene, and
fFD() = (e
(−µ)/kBT + 1)−1 is the Fermi-Dirac distribu-
tion at absolute temperature T and chemical potential µ.
This results in a linearized quantum Boltzmann equation
(QBE) which describes how δnk reacts to applied electric
and magnetic fields, E(t) and H(t):
∂tδnk +
i
~
γ [δnk, s ·H(t)] + eE(t) · ∇kn
0
k
~
= I [δnk] .
(7)
Here, s = ~2σ is the electron spin operator (σ =
(σx, σy, σz) are the Pauli matrices) and γ is the gyromag-
netic ratio. In deriving Eq. (7), we have assumed that
the external (electric and magnetic) fields vary slowly in
time compared to the time scale of ~/µ.
To leading order in nimp, the collision integral is
I[δnk] = i~ [δnk,Σ
R
k ] +
2pinimp
~
∑
p
δ(k − p)
×
(
T +kpδnpT −pk −
T +kpT −pkδnk + δnkT +kpT −pk
2
)
. (8)
Here T +kp ≡ 〈k|T (k + i0+)|p〉 (T −pk) is the retarded (ad-
vanced) on-shell T -matrix of a single impurity located at
the origin. For graphene, |k〉 and |p〉 are Bloch states of
pristine graphene corresponding to the conduction band,
for electron doping (valence band, for hole doping).
We stress that δnk and T ±kp are matrices in spin space,
so the order of factors in Eq. (8) is important. The
first term behaves as an effective (impurity-generated and
momentum-dependent) magnetic field which respects
time-reversal invariance. This “magnetic field” is pre-
cisely the hermitian part of the self-energy correction that
can be derived in a diagrammatic calculation:
ΣRk =
nimp
2
(T +kk + T −kk). (9)
For impurity potentials that do not act upon the spin
degree of freedom, this term has no dynamical conse-
quences and can be absorbed by redefining the chemical
potential. However, this is not the case for our prob-
lem because the T -matrix acts upon the spin degree of
freedom. Note that a uniform Rashba coupling that
arises from encapsulation53 or an out-of-plane applied
electric field54 will add an energy-independent potential
to Eq. (9). Finally, the last two terms in Eq. (8) are the
quantum analogues of the “scattered-in” and “scattered-
out” terms in the semiclassical Boltzmann equation. In
the first Born approximation, T ±kp → Vkp (where V
is the single-impurity potential), the collision integral
I[δnk] would reduce to the more familiar form found in
Refs. 42, 55, and 56.
Next, note that the two T -matrices are related by her-
mitian conjugation:
T −pk =
[
T +kp
]†
. (10)
Upon using the following parametrization: δnk = ρk 1+
mk · σ, where ρk and mk represent the charge and spin
distribution functions, respectively, and T +kp = Akp 1 +
Bkp · σ, we obtain:
∂tρk + eE · ∇kn
0
k
~
= I1[ρk,mk], (11)
∂tmk +
(γ
~
H− nimp
~
ReBkk
)
×mk = I2[ρk,mk].
(12)
Note that the term involving Bkk in Eq. (12) is related
to the self-energy correction ΣRk ; This term is moved to
the left-hand side of the equation to emphasis the resem-
blance between the impurity SOC-generated magnetic
field Bkk and the real magnetic field H. The collision
7terms on the right of Eqs. (11) and (12) describe how
charge and spin are scattered by (time-reversal invari-
ant) impurities; they are given by the following:
I1[ρk,mk] = nimp
2pi~
∫
d2p
[
c1(ρp − ρk) + c2 · (mp −mk)
− c3 · (mp +mk)
]
δ(p − k),
(13)
I2[ρk,mk] = nimp
2pi~
∫
d2p
[
c1(mp −mk) + c2(ρp − ρk)
+ c3 (ρp − ρk) +K
]
δ(p − k),
(14)
where the real-valued c1, c2, c3 and K are given by:
c1 =|Akp|2 + |Bkp|2 ; c2 = 2Re (AkpB∗kp), (15)
c3 =iBkp ×B∗kp, (16)
K =2Im(AkpB∗kp)×mp + 2B∗kp × (Bkp ×mp)
+ 2i Im [(Bkp ·mp)B∗kp]. (17)
The various terms in the collision integrals in Eqs. (13)
and (14) correspond to second-order scattering processes
with specific physical interpretations [see Fig. 1(b)]. The
c1 terms describe conventional elastic scattering, and give
rise to the Drude relaxation time. The c2 terms give the
skew scattering rate αsk, which couples the charge cur-
rent to the spin current and is thus responsible for the
extrinsic SHE.57 The terms in K contribute to the scat-
tering rate induced by Rashba SOC αR; the physical in-
terpretation of these terms depends on the symmetry of
the T -matrix and the dimensionality of the system. For a
3D electron gas with parity, rotational and time-reversal
symmetry, the first (second) term in K corresponds to
the swapping spin current (EY spin relaxation) while
the last term vanishes.45 On the other hand, in a 2D
non-relativistic electron gas with the same symmetry, K
gives rise to the extrinsic Edelstein effect, in addition to
the swapping spin current and EY spin relaxation (see
App. A).
The c3 terms correspond to the ASP scattering mech-
anism [Fig. 1(c)]. For example, the terms involving cy3
contain the factors (Bkp)
xσx and (B∗kp)
zσz which flips
and skews the electron spin, respectively. Their product
is proportional to σy which polarizes the electron spin
in the y direction. Note that the scattering process c2
couples to mp −mk in Eq. (13) and cannot lead to a
uniform magnetization.
IV. MICROSCOPIC MODEL AND ANSATZ
In order to solve the transport equations (11)–(17), we
require (i) a microscopic description2 of the scattering
process that gives the single-impurity T -matrix T ±kp , and
(ii) an ansatz for the distribution function58.
As mentioned above, the T-matrix is parameterized by
T +kp = Akp 1 +Bkp · σ. We can calculate Akp and Bkp
for a microscopic model of 2D Dirac states scattering off
an isolated rotationally and time-reversal symmetric im-
purity. (Inter-valley scattering is neglected, because we
are ultimately interested in impurities with characteris-
tic size much larger than the inter-carbon distance in
graphene.) As shown in Appendix B, the result is
Akp = γ0 cos θ, (18)
Bkp =
[
γR sinφ, −γR cosφ, iγI sin θ
]
, (19)
where θ ≡ (θk − θp)/2 and φ ≡ (θk + θp)/2, with
θk ≡ tan−1(ky/kx) being the azimuthal angle for vec-
tor k. Thus, the results below will be expressed in
terms of the (complex) renormalized potential strengths
{γ0, γI , γR}, which vary with the energy of the scatter-
ing electron (i.e. chemical potential at zero temperature),
and can exhibit resonances at certain energies. They are
calculated from the bare impurity potentials which served
as the inputs to the theory. The bare impurity potentials
can be fitted to ab initio calculations and/or experiments
(see Appendix B).
In order to obtain the steady state solution of the QBE,
we introduce a drift velocity ansatz for the distribution
function (which generalizes the one used in Ref. 58):
n0k + δnk
= fFD [k − ~k · vc − ((~k · vs)nˆ1 + h0nˆ0) · σ] . (20)
Here, n0k = fFD(k) is the equilibrium Fermi-Dirac dis-
tribution function, vc (vs) is the drift velocity of the
charge (spin) degrees of freedom, h0 is proportional to
the magnitude of the magnetization, and nˆ0 and nˆ1 are
the directions of magnetization and spin current polar-
ization directly. The quantities of interest are the mag-
netization (i.e. non-equilibrium spin polarization), M =
(Mx,My,Mz), the charge current density, J = (Jx, Jy),
and the spin current density J a = (J ax ,J ay ) (where
a = x, y, z is the spin orientation). At zero temperature,
they are related with the ansatz by
Ma =
~gsgv
Ω
∑
k
(mk)
a = ~gsgνN(µ)h0 (nˆ0)a, (21)
Ji =
egvgs
Ω
∑
k
ρk(vk)i = egsgvN(µ)F
(vc)i
2
, (22)
J ai =
egsgv
Ω
∑
k
(mk)
a(vk)i = egsgvN(µ)F
(vs)i(nˆ1)
a
2
,
(23)
where gs = gv = 2 are the spin and valley degener-
acy, vk = ~vF (k/k) is the group velocity, and N(µ) =
µ/(2pi~2v2F ) is the density of states at Fermi energy. We
follow the convention where spin current and charge cur-
rent are measured in the same units. For the sake of
notational simplicity, we have rescaled
M = (evF /~)M . (24)
8Next, we substitute Eqs. (18)–(20) into Eqs. (11)–(12)
and set E = Ex and H = 0. This yields Eq. (1), the
linear response relation. The scattering rates that enter
into this equation are given by:
αsk =
pinimp
~
N(µ) Im (γIγ
∗
0 ) , (25)
αR =
nimp
~
(
1
2
Re γR + piN(µ)Im (γ0 + γI)γ
∗
R
)
, (26)
αasp = −2pinimp~ N(µ) ReγIγ
∗
R, (27)
1
τD
=
pinimp
2~
N(µ)
(|γ0|2 + 3|γI |2 + 4|γR|2) , (28)
1
τEY
=
8
τD
( |γI |2 + |γR|2
|γ0|2 + 3|γI |2 + 4|γR|2
)
. (29)
Note that αR contains a term linear in the SOC strength
arising from forward scattering (i.e., the effective mag-
netic field induced by Bkk). If we neglect Rashba SOC
(αR = αasp = 0) and set the magnetic field H = 0,
the spin precession vanishes and the QBE reduces to the
semi-classical transport equation of Ref. 1 (for the case of
spin-conserving SOC disorder), which captures the SHE
but not CISP. Accounting for finite temperatures will
complicate the expressions of the scattering rates with-
out changing the results qualitatively.
Our theory neglects multiple impurity scattering and
interband coherence effects. Therefore, it becomes less
reliable when the Fermi energy µ becomes comparable
to the temperature and, at zero temperature, when the
Fermi wavelength is comparable to the average impurity
distance. Using the impurity density nimp ∼ 1010 cm−2
reported in Ref. 18, we estimate our theory breaks down
for µ ≈ 10 meV.
V. SUMMARY AND OUTLOOK
We have developed a quantum Boltzmann equation
that exhibits three important technical advantages: (i) it
accounts for the coherent spin dynamics of the electrons
as they undergo scattering with a random ensemble of
impurities that induced spin-orbit coupling by proxim-
ity; (ii) it goes beyond the standard Born approximation
and treats impurity potential strength to all orders, thus
capturing the important effect of scattering resonances;
and (iii) it describes the experimentally-relevant dilute
impurity regime (higher impurity densities can also be
systematically accessed via Virial expansion if necessary;
see Appendix C).
Upon applying this theoretical framework to spin co-
herent transport in graphene with extrinsic SOC impu-
rities, we found that besides the previously-known skew
scattering and Rashba-induced spin flip scattering pro-
cesses, there exists a distinct and novel scattering mecha-
nism: anisotropic spin-precession (ASP) scattering. Con-
ceptually, ASP scattering provides a “missing link” in
the mechanisms linking spin polarization, charge cur-
rent, and spin current, as shown diagrammatically in
Fig. 1(a). The most striking physical consequence is
that ASP scattering provides a dominant contribution
to current-induced spin polarization (CISP) in graphene.
This can be detected experimentally using either spa-
tially resolved magneto-optical Kerr rotation39 or suit-
able non-local transport measurements. ASP scattering
also gives a sizeable correction to the SHE, which could
be verified by studying the spin current at low chemical
potentials. We have also calculated the spin relaxation
time arising from SOC disorder, which includes both
EY and DP relaxation. The DP relaxation rate turns
out to have a significant contribution from ASP scatter-
ing. In the future, it will be interesting to extend the
transport equations to describe spin diffusion47, which
may yield insights into ongoing experimental controver-
sies over nonlocal resistance measurements in adatom-
decorated graphene18,23,24.
Apart from the graphene context, analogues of ASP
scattering might also be present in other systems where
3D rotation symmetry is broken, such as interfaces be-
tween two different materials where roughness59 and im-
purities can generate SOC disorder. The QBE formalism
that we have developed can also be extended to study
the anomalous Hall effect in ferromagnetic graphene, for
which the anomalous Hall conductivity receives a large
extrinsic contribution60.
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Appendix A: Anisotropic spin precession scattering
in two dimensional systems
In this Appendix, we describe the generic form of
the T -matrix of 2D electrons scattering off a spin-orbit
coupling potential which exhibits rotational invariance
(around the axis normal to the plane), time-reversal in-
variance and (in-plane) parity invariance. The goal is
to show that the anisotropic spin precession (ASP) scat-
tering term in the collision integral is in general non-
vanishing for T -matrices with the above symmetries.
91. Symmetry constraints on the T -matrix of two
dimensional electron gas
For simplicity, we begin our discussion with two di-
mensional electron gases (2DEG). The discussion below
can be readily generalized to the case of graphene by
accounting for Berry’s phase. The T -matrix in the colli-
sion integral of the Boltzmann transport equation is usu-
ally expressed in plane-wave eigenstates 〈r|p〉 = 1√
Ω
eip·r,
where Ω is the area of the sample. In order to extract the
angular dependence, it is more convenient to transform
the T -matrix onto the (orbital) angular momentum basis
〈r|E,m〉 = 2piJm(kr)eimθ:
Tpk = 〈p|T (r)|k〉
=
∑
mm′
〈m,E|T (r)|m′, E〉〈p|m,E〉〈k|m′, E〉∗. (A1)
Note that the rotational invariance immediately implies
that the impurity potential must be isotropic in space.
The overlap between momentum basis and the (orbital)
angular momentum basis is as follow:
〈p|m,E〉 =
∫
d2r2piJm(kr)e
imθreipr cos(θr−θp)
= cm(E)e
imθp , (A2)
where
cm(E) ∝
∫
rdr2piJm(pr)2pii
m(pr)mJm(pr). (A3)
Here θp = arccos(pˆ · xˆ) is the angle subtended from the
x-axis. With this, the T -matrix in the new basis is as
follow:
Tpk =
∑
mm′
cm(E)c
∗
m′(E)〈m,E|T (r)|m′, E〉ei(mθp−m
′θk).
(A4)
In what follows, it is convenient to project the T -matrix
onto the unit and Pauli matrices:
T (r) = a(r)1 + b(r)sz + α(r)s
+ + β(r)s−. (A5)
where s± = sx± isy and a, b, α, β are unknown functions
of the position operator. For electron states with spin
aligned in the z direction, the terms proportional to a and
b are the spin conserving part of the T -matrix whereas
terms proportional to α and β are the spin-flip part of
the T -matrix.
Rotational symmetry
The T -matrix is invariant under rotation generated by
the total angular momentum Jz = Lz +
1
2sz, i.e.,
〈m,E|T (r)|m′, E〉
=〈m,E|ei(Lz+ 12 sz)χT (r)e−i(Lz+ 12 sz)χ|m′, E〉
=ei(m
′−m)φ〈m,E|eiχ2 szT (r)e−iχ2 sz |m′, E〉 (A6)
where χ is an arbitrary angle. The spin conserving part
of the T -matrix commutes with the rotation generated
by sz. For arbitrary angle χ, the above condition can
only be fulfilled with m = m′. Hence,
〈p|a(r)|k〉 =
∑
m
am(E)e
im(θp−θk) (A7)
〈p|b(r)sz|k〉 =
∑
m
bm(E)e
im(θp−θk)sz (A8)
where am(E) = |cm(E)|2〈m,E|a(r)|m,E〉 and bm(E) =
|cm(E)|2〈m,E|b(r)|m,E〉. For the spin-flip part of the
T -matrix,
〈m,E|α(r)s+|m′, E〉
=ei(m
′−m)χ〈m,E|α(r)
(
e−
i
2 szχs+e
i
2 szχ
)
|m′, E〉 (A9)
=ei(m
′−m)χ〈m,E|α(r) (e−iχs+) |m′, E〉 (A10)
=ei(m
′−m−1)χ〈m,E|α(r)|m′, E〉s+ (A11)
For arbitrary angle χ, the equality above can only be
satisfied by m′ = m + 1. Similar arguments applied to
β(r)s−, therefore
〈p|α(r)s+k〉 =
∑
m
αm(E)s
+eimθpe−i(m+1)θk (A12)
〈p|β(r)s−|k〉 =
∑
m
βm(E)s
−ei(m+1)θpe−imθk (A13)
with αm(E) = 〈m,E|α(r)|m + 1, E〉cm(E)c∗m+1(E) and
βm(E) = 〈m,E|β(r)|m + 1, E〉cm+1(E)c∗m(E). The
physics of these equations is clear: Since the total an-
gular momentum is conserved, an increment in the spin
angular momentum is compensated by a decrement in
the orbital angular momentum. In summary, using ro-
tational invariance, the T -matrix is constrained to the
following form:
Tkp =
∑
m
(
am(E) + bm(E)sz + αm(E)e
−iθks+
+ βm(E)e
iθps−
)
eim(θp−θk). (A14)
Time-reversal symmetry
To further constrain the T -matrix, we invoke time-
reversal symmetry. Under time reversal, the matrix ele-
ments of the T -matrix undergoes the following change:
〈φ|T |ψ〉 → 〈ΘTψ|T |ΘTφ〉 (A15)
where ΘT is the time-reversal operator. Effectively, this
would map θp → θk + pi, θk → θp + pi, s± → −s± and
sz → −sz.
Under time reversal invariance, the scalar part of the
T -matrix must be an even function of the scattering angle
θ ≡ θp − θk; the sz part of the T -matrix must be an odd
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function of the scattering angle θ ≡ θp − θk. Hence, the
spin-conserving part of the T -matrix must be of the form
∑
m
am(E) cosm(θp − θk) + bm(E)sz sinm(θp − θk).
(A16)
The spin flip part of the T -matrix can be written as
the following,∑
m
(
αm(E)e
−i
(
θk+θp
2
)
ei(m+
1
2 )(θp−θk)s+
+ βm(E)e
i
(
θk+θp
2
)
ei(m+
1
2 )(θp−θk)s−
)
(A17)
Under time-reversal invariance the sum of the angle φ ≡
θk + θp → φ + 2pi . Hence, the spin flip part of the T -
matrix must be an even function of the scattering angle:
Tkp =
∑
m
am(E) cos(mθ) + bm(E) sin(mθ) sz
+
(
s+αm(E)e
−iφ2 + s−βm(E)ei
φ
2
)
cos
(
(2m+ 1)θ)
2
)
(A18)
where,
θ = θp − θk ; φ = θp + θk (A19)
Parity symmetry
Parity symmetry in two dimension system acts like
an mirror symmetry. Under mirror symmetry about
the yz plane, {x, y, z} → {−x, y, z} and {sx, sy, sz} →
{sx,−sy,−sz}. Effectively, this maps s± → s∓ ; sz →
−sz , θk → pi−θk ; θp → pi−θp and θ → −θ ; φ→ 2pi−φ.
After rotational and time-reversal symmetry, the parity
symmetry does not put any further constraint on the
spin-conserving part of the T -matrix. It does, however,
constraint the spin flip part: αm(E) = −βm(E). This
leads us to the form of Rashba spin orbit coupling:
Tkp =
∑
m
am(E) cosmθ + szbm(E) sinmθ
+ αm(E)
(
s+e−i
φ
2 − s−eiφ2
)
cos
(
(m+
1
2
)θ
)
=
∑
m
am(E) cosmθ + szbm(E) sinmθ
+ αm(E)
(
sx sin
φ
2
− sy cos φ
2
)
cos
(
(m+
1
2
)θ
)
,
(A20)
where in the last line we have further defined αm(E) →
−2iαm(E). The peculiar half angle dependence of the
spin flip part of the T -matrix arises from the rotational
invariance in two dimensions. It is more convenient to
restore the angular dependence and write the T -matrix
in the following form:
Tkp ≡ a(E, θ)+szb(E, θ)+α(E, θ)
(
sx sin
φ
2
− sy cos φ
2
)
.
(A21)
Keeping in mind that a(E, θ) and α(E, θ) is an even func-
tion of θ; b(E, θ) is an odd function of θ.
2. Symmetry constraints on the T -matrix of
graphene
For doped graphene, instead of projecting the T -
matrix onto the plane wave eigenstates, we project it onto
the conduction (valence) band eigenstates 〈p ± |T |k±〉
where (+ applies to electron doping and − to hole dop-
ing):
〈r|p±〉 = 1√
2
(
e−iθp/2
±eiθp/2
)
eip·r. (A22)
We recall inter-band transitions (i.e. 〈p+|T |k−〉 and 〈p−
|T |k+〉 ) are forbidden for elastic scattering. For impu-
rities with characteristic size R  a, where a = 0.25nm
is the distance between carbon atoms in graphene, inter-
valley scattering in graphene can be neglected. Hence,
following the same derivation we did for the 2DEG, we
can arrive at the same equation,
Tkp = a(E, θ)+szb(E, θ)+α(E, θ)
(
sx sin
φ
2
− sy cos φ
2
)
(A23)
where a(E, θ) and α(E, θ) is an even function of θ; b(E, θ)
is an odd function of θ (recall that θ ≡ θk − θp is the
scattering angle). However, note that time-reversal sym-
metry in graphene affects the valley degree of freedom,
K → K ′ and K ′ → K. Since inter-valley scattering is
neglected and we are only interested in the T -matrix for
single valley, the “valley time-reversal symmetry” imple-
mented by Θs = (−isyK)σxτx is used to constraint the
T -matrix instead of the (total) time-reversal symmetry.
Here K is the anti-unitary operator; σ, τ , s and repre-
sent the sublattice pseudospin, valley pesudospin and real
electron spin respectively. The valley time reversal sym-
metry consists of a time-reversal symmetry, followed by
inversion and a pi rotation about the axis perpendicular
to graphene plane.
In spite of the similarities between the T -matrix for
graphene and 2DEG, there is one crucial difference aris-
ing from the Berry phase; when θp → θp+2pi and θk → θk
(hence θ → θ + 2pi, and φ → φ + 2pi), the T -matrix of
graphene changes sign. Therefore,
a(E, θ + 2pi) = −a(E, θ), (A24)
b(E, θ + 2pi) = −b(E, θ), (A25)
α(E, θ + 2pi) = +α(E, θ). (A26)
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Note that in a 2DEG, the T -matrix has the same struc-
ture but there is no (sublattice) pseudo-spin and there-
fore there is no change of sign associated with the Berry
phase:
a(E, θ + 2pi) = a(E, θ), (A27)
b(E, θ + 2pi) = b(E, θ), (A28)
α(E, θ + 2pi) = −α(E, θ). (A29)
In summary, although the T -matrix of doped graphene
and 2DEG are formally identical, the periodicity of the
T -matrix parameters are different, due to the existence
of the Berry phase. For graphene, a(θ) and b(θ) are 4pi
periodic, i.e. functions of θ/2, whereas α(θ) is 2pi peri-
odic, i.e. a function of θ. On the other hand, for 2DEG,
a(θ) and b(θ) are functions of θ with periodicity 2pi, and
α(θ) is a function of θ/2 with periodicity 4pi.
3. Aniostropic spin precession scattering
In the main text, we argued that the anisotropic spin
precession (ASP) scattering can occur in general two-
dimensional metallic systems with time-reversal symme-
try, rotational symmetry and parity symmetry. We will
verify the claim in this section with the T -matrices de-
rived in the previous section. First, recall the ASP scat-
tering term is described by the collision integral:
I1 =
2pinimp
~
∫
d2p c3.(mk +mp)δ(k − p) (A30)
where
mk =
1
2
Tr (δnkσ) , (A31)
c3 =iBkp ×B∗kp (A32)
From the previous discussion, it is clear that
Akp = a(θ), (A33)
Bkp =
[
α(θ) sin
(
φ
2
)
, −α(θ) cos
(
φ
2
)
, b(θ)
]
= B⊥kp +B
‖
kpzˆ, (A34)
where,
B⊥kp = α(θ)
[
sin
(
φ
2
)
, − cos
(
φ
2
)
, 0
]
, (A35)
B
‖
kp = b(θ). (A36)
The ASP scattering cross-section is then given by
c3 = i
(
B⊥kp +B
‖
kpzˆ
)
×
(
(B⊥kp)
∗ + (B‖kp)
∗zˆ
)
= iB⊥kp × (B⊥kp)∗ − 2Im
[
B⊥kp(B
‖
kp)
∗
]
× zˆ. (A37)
However, we note that B⊥kp ∝
(
B⊥kp
)∗
and therefore the
first term vanishes. To make further progress, we substi-
tute the generalized drift-velocity ansatz 58 of the distri-
bution matrix (Eq. 20) into Eq. A37. Then,
c3 = 2Re [α(θ)b
∗(θ)] nˆ(φ). (A38)
where nˆ(φ) =
(
cos φ2 , sin
φ
2 , 0
)
.
In order to couple magnetization M to charge current
J , the following integral must not vanish:
J ∝
∫
d2k
∫
d2pvk δ(k − p)c3 · (mk +mp). (A39)
Since magnetization corresponds to the zeroth harmonic
mode oscillation of the Fermi surface, we further expand
mk = δ(k−µ)h0 + .... The zeroth harmonic mode h0 =
h0n0 is the magnetization and higher harmonic modes
are not important in the discussion of the ASP effect
(see Eq. (20)). The integration can be further simplified
into the following:
J ∝
∫
dθk
∫
dθp kˆRe [α(θ)b
∗(θ)] (nˆ(φ) · 2h0). (A40)
Here kˆ = (cos θk, sin θk) determines the direction of the
current. The integral can be simplified by expressing kˆ
as follow:
kˆ = cos
(
θ
2
)
nˆ(φ) + sin
(
θ
2
)
(nˆ(φ)× zˆ) , (A41)
where θ and φ are defined in Eq. A19. Next, us-
ing the symmetries of the T -matrix discussed earlier
(i.e. α(−θ) = α(θ) and b(−θ) = −b(θ)), the term pro-
portional to cos θ/2 in the integrand vanish upon inte-
gration. Hence,
J ∝
∫ 2pi
0
dθ Re [α∗(θ)b(θ)] sin
(
θ
2
)
×∫ 2pi
0
dφ (nˆ(φ) · h0) (nˆ(φ)× zˆ) . (A42)
Finally, we note that∫ 2pi
0
dφ (nˆ(φ) · h0) (nˆ(φ)× zˆ) = zˆ× h0. (A43)
Form which we arrive at the result:
J ∝ (zˆ× h0)
∫ 2pi
0
dθ Re [α∗(θ)b(θ)] sin
(
θ
2
)
(A44)
The θ integral above is non-vanishing for general α(θ)
and b(θ). Note that the direction of the induced cur-
rent is perpendicular to the magnetization. Hence, in the
presence of an electric field in the x-direction, the current
induced spin polarization (CISP) is non-vanishing the y-
direction but CISP in the x-direction is not excited.
In summary, using the parameters of a single impurity
T -matrix with parity, time-reversal and rotational sym-
metry, we show that ASP scattering can indeed couple
magnetization with charge current directly for 2DEG and
graphene.
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Appendix B: Microscopic model of T -matrix in
graphene
In this section, we present a microscopic model of the
T -matrix. The underlying hamiltonian is
H = ~vF (±σxpx + σypy)+
∑
α=0,I,R
λαR
2Λαδ
(2)(r) (B1)
where λα is the strength of the potential, R the radius
of the scatterer (∼ range of the potential) , and Λα are
4× 4 matrices acting upon the sublattice-spin degrees of
freedom. Explicitly, the Λ matrices are,
Λ0 = I4×4, ; ΛI = σzsz, ; ΛR = ±σxsy − σysx. (B2)
Here Λ0 is the spin-independent scalar potential, ΛI is
the Kane-Mele type spin-conserving spin-orbit coupling
and ΛR is the Rashba type spin-flip spin-orbit coupling.
The bare potential strengths serve as the inputs into our
theory and they can be extracted from numerical and
experimental studies. The ± stands for the two valleys
in graphene. In this model, we have assumed that the
disorder potential varies very slowly on the lattice scale of
graphene and cannot induce inter-valley scattering. This
model can be solved exactly2 and gives the following T -
matrix:
Tkp =γ0(k) cos
(
θk − θp
2
)
+ iγI(k) sin
(
θk − θp
2
)
sz
+ γR(k)
(
sin
(
θk + θp
2
)
sx − cos
(
θk + θp
2
)
sy
)
.
(B3)
Here (θk − θp)/2 and (θk + θp)/2 reflect the Berry phase
of the T -matrix. That is, rotating the scattered state by
2pi, (i.e. θp → θp + 2pi) while keeping the incident state
θk unchanged, the T -matrix gets back to itself with an
extra minus sign. The γ(k)’s are complex numbers and
they represent the renormalized potential strength as a
function of incident energy. They are related with the
bare impurity potential by the following equations:
γ0(k) =
1
4G0(k)
(
1
G0(k)(−λ0 + λI − 2λR) + 1 +
1
G0(k)(−λ0 + λI + 2λR) + 1 −
2
G0(k)(λ0 + λI)− 1 − 4
)
, (B4)
γI(k) =
λI + λIG0(k)(λI − λ0)− 2G0(k)λ2R
(1−G0(k)(λI + λ0)) (1−G0(k)(λ0 − λI − 2λR)) (1−G0(k)(λ0 − λI + 2λR))) , (B5)
γR(k) =
λR
(1 +G0(k)(λI − λ0))2 − 4G20(k)λ2R
, (B6)
where
G0(k) = sign(E)
k
2pi~vF
log |kR| − ik
4~vF
, (B7)
is the Green function at the origin. It is obtained by
imposing a cut-off at momentum k′ ∼ R−1. In the
main text, results are plotted for the strong Rashba and
weak Rashba cases. Strong Rashba SOC corresponds to
λR = 30 meV whereas weak Rashba SOC corresponds
to λR = 10 meV . In both situation, λ0 = 80 meV and
λI = 10 meV. These parameters are consistent with the
range of parameters provided by ab initio11,12,14,32,33 or
experimental15–18 studies. However, note that the ex-
act values of the bare potential strengths depend on the
microscopic details of a particular graphene sample.
Appendix C: Derivation of the Quantum Boltzmann Equation
In this appendix, we discuss in detail the derivation of the Quantum Boltzmann Equation (QBE) starting from
the quantum Liouville equation, following the methods pioneered by Kohn and Luttinger52. The derivation of the
QBE consists of three steps. First, the linearized quantum Liouville equation (or linearized QBE) is transformed
into two operator equations by introducing the collision integral Γk. The two operator equations correspond to the
diagonal (in momentum) part of the QBE Eq. (C34), and off-diagonal (in momentum) part of the QBE Eq. (C35).
Then, we eliminate (i.e. integrate out) the off-diagonal part of the QBE in favor of the diagonal QBE to arrive at a
self-consistent equation for Γk, Eq. (C63). Lastly, a Virial (power) expansion on the impurity density is used to solve
the self-consistent equation for Γk and we arrive at the QBE.
13
1. Definition of single particle density operator
Before discussing the details of the QBE, we made a small digression to discuss the one-particle density matrix
operator. We define the one particle density operator as follows
ρ(t) =
∑
kpαβ
|kα〉 〈c†pβ(t)ckα(t)〉 〈pβ|. (C1)
Here cpα (c
†
pα) is the annihilation (creation) operator of momentum p and quantum number α. In this notes, the
vector notation for momentum p and coordinate r are denoted by p and r respectively. In the context of the Boltz-
mann transport equation for electrons, the annihilation and creation operators obey the fermionic anticommutation
relationship {cpα, c†kβ} = δkpδαβ . The thermodynamic average is given by the following equation,
〈c†pβ(t)ckα(t)〉 =
1
Z
Tr
[
e−(H−µN)/kBTU†(t)c†pβckαU(t)
]
= Tr
[
ckαU(t)
e−(H−µN)/kBT
Z
U†(t)c†pβ
]
= Tr
[
ckαΛ(t)c
†
pβ
]
, (C2)
where Z = Tr e−(H−µN)/kBT is the partition function in the grand canonical ensemble (at absolute temperature T
and chemical potential µ) and U(t) is the evolution operator which obeys the equation:
i~∂tU(t) = H(t)U(t) (C3)
with H(t) being the Hamiltonian of the system at time t. The operator
Λ(t) = U(t)
e−(H−µN)/kBT
Z
U†(t) (C4)
is the many-particle density matrix at time t. Note that this operator obeys the equation:
i~∂tΛ(t) = [H(t),Λ(t)] . (C5)
The strange index assignment of the single-particle density matrix becomes more clear if we use Eq. (C2) as well as
the cyclic property of the trace and rewrite it as:
ραβkp (t) = 〈kα|ρ(t)|pβ〉 = 〈c†pβ(t)ckα(t)〉 = Tr
[
ckαΛ(t)c
†
pβ
]
(C6)
For a system of non-interacting particles, the Hamiltonian can be written as follows:
H(t) =
∑
kpαβ
[
αβk δkp + u
αβ
kp (t)
]
c†kαcpβ =
∑
kpαβ
hαβkp (t)c
†
kαcpβ , (C7)
where k are the energies of the Bloch orbitals and u
αβ
kp describes a time and spin-dependent potential. In its first
quantized form the single-particle Hamiltonian can be written as
h(t) = h0 + u(t), (C8)
where,
h0 =
∑
kαβ
αβk |kα〉〈kβ|, (C9)
u(t) =
∑
kpαβ
uαβkp (t)|kα〉〈pβ|, (C10)
h(t) =
∑
kpαβ
hαβkp (t) |kα〉〈pβ|. (C11)
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In what follows, we shall derive the equation of motion for the single-particle density matrix operator ρ(t) introduced
in Eq. (C1). To this end, we need to use the equations of motion for the operator c†pβ(t)ckα(t):
i~∂tc†pβ(t)ckα(t)
=
[
c†pβ(t)ckα(t), H(t)
]
= −
∑
lγ
hγβlp (t)c
†
lγ(t)ckα(t) +
∑
qδ
hαδkq (t)c
†
pβ(t)cqδ(t)
=
∑
lγ
[
hαγkl (t)c
†
pβ(t)clγ(t)− hγβlp (t)c†lγ(t)ckα(t)
]
, (C12)
where we have used [
c†lγcqδ, c
†
pβckα
]
= c†lγ
[
cqδ, c
†
pβckα
]
+
[
c†lγ , c
†
pβckα
]
cqδ
= δqpδδβc
†
lγckα − δlkδγαc†pβcqδ. (C13)
Hence, by taking the expectation value of this equation and using ραβkp (t) = 〈c†pβ(t)ckα(t)〉, we arrive at:
i~∂tραβkp (t) =
∑
lγ
[
hαγkl (t)ρ
γβ
lp (t)− ραγkl (t)hγβlp (t)
]
, (C14)
which in operator form reduces to:
i~∂tρ(t) = [h(t), ρ(t)] = [h0 + u(t), ρ(t)] . (C15)
In summary, we have shown that the one-particle density operator defined in Eq. (C1) obeys the quantum Lioville
equation.
2. Extension of the Kohn-Luttinger formalism
In this section, we shall develop an extension to the Kohn and Luttinger (henceforth referred to as KL) derivation
of the Boltzmann transport equation to leading order in the density of impurities nimp
52. This kinetic equation can be
used to study spin and/or (pesudo-spin) and charge transport in systems contaminated by a dilute, random ensemble
of impurities for which spin coherence are important. The derivation presented below extends KL’s work in two
directions: First, the quantum coherence of the spin dynamics is taken into account. Second, we account for the
possibility of time dependent electric and magnetic fields, whose characteristic frequency is much smaller than the
Fermi energy, µ.
We consider a non-interacting system where the single-particle Hamiltonian is of the form:
hE(t) = h− eE(t) · r+ γH(t) · s, h = h0 + u, (C16)
where H(t) ∼ H(ω)e−iωt is a time-dependent external magnetic field and γ is the gyromagnetic factor. E(t) ∼
E(ω+)e−iω
+t is an AC electric field that drives a current through the system (ω+ = ω+2iη, η → 0+, which contains a
small imaginary part, to account for the adiabatic switching of the external perturbations). u =
∑Nimp
i=1 ui is the sum
of impurity potentials located at ri and h0 is the spin and (crystal) momentum diagonal part of the Hamiltonian,
h0 =
∑
kα
k |kα〉〈kα| (C17)
Following KL, for small |E(ω)|, we split the one-particle density matrix into two parts:
ρE(t) = ρ+ δρ(t), (C18)
where
ρ =
1
e(h−µ)/kBT + 1
(C19)
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and δρ(t) = δρ(ω)e−iω
+t, δρ(ω) ∝ |E(ω)|. Thus, to leading order in |E(t)| the linearized quantum Liouville equation
(LQLE) reads:
[h, δρ(t)]− eE(t) · [r, ρ]− γ [H · s, ρ+ δρ(t)]− i~∂tδρ(t) = 0. (C20)
We shall assume that ρ describes states that are not spin-polarized and therefore [s, ρ] = 0 (this is the case when
u describes a spin-dependent potential which does not break time-reversal symmetry). Next we project the LQLE
equation onto the basis of Bloch waves:
[δρ(t), h]
αβ
kp − γ [H(t) · s, δρ(t)]αβkp − i~∂tδραβkp (t) = E(t) ·Cαβkp . (C21)
We have introduced the following notation:
[A,B]
αβ
kp = 〈kα| [A,B] |pβ〉 ; Cαβkp = e [r, ρ]αβkp (C22)
In what follows, it will be more convenient to write the LQLE in terms of the Fourier components of the electric
field and the linear response density matrix, i.e.
[δρ(ω), h]
αβ
kp − γ [H(ω) · s, δρ(ω)]αβkp −~ω+δραβkp (ω)
= eE(ω) ·Cαβkp , (C23)
where ω+ = ω + 2iη (η → 0+). To proceed further, we split δρ(ω) into diagonal and non-diagonal parts in the Bloch
basis (but retaining the quantum coherence of the spin degree of freedom encoded in the off-diagonal components of
the density matrix):
δραβkp (ω) = δn
αβ
k (ω) + δg
αβ
kp (ω), (C24)
where
δnαβk (ω) = δρ
αβ
kk (ω)δkp, (C25)
δgαβkp (ω) = δρ
αβ
kp (ω)(1− δkp). (C26)
Note that, by construction δg is an operator whose (momentum) diagonal elements are zero.
The procedure by which KL derived the linearized quantum Boltzmann equation (LQBE) from the LQLE consist
of integrating out the momentum off diagonal components of δρ(ω), which are described by δg(ω). The first step in
such elimination procedure is to derive the “equations of motion” for the diagonal and off diagonal parts from the
LQLE:
[h, δn(ω)]
αβ
kk + [h, δg(ω)]
αβ
kk − γ [H(ω) · s, δn(ω)]αβkk − ~ω+δnαβk (ω) = E(ω) ·Cαβkk , (C27)
[h, δg(ω)]
αβ
kp + [h, δn(ω)]
αβ
kp − γ [H(ω) · s, δg(ω)]αβkp − ~ω+δgαβkp (ω) = E(ω) · C˜αβkp , (k 6= p) (C28)
Here we have introduced C˜αβkp = C
αβ
kp (1− δkp).
To eliminate the off diagonal components, we will now promote the off-diagonal part of the LQLE (i.e. Eq. (C28))
into an operator equation. This is done by introducing the operator,
g(ω) = Γ(ω) + δg(ω), (C29)
where the auxiliary operator Γαβkp (ω) = Γ
αβ
k (ω)δkp, that is, diagonal in the crystal momentum indices. The operator
g(ω) has the same off diagonal components of δg(ω) but unlike δg(ω), it contains diagonal components given by Γ(ω).
By choosing Γ(ω) carefully, we can turn Eq. (C28) into an operator equation. Physically, the operator Γ(ω) carries
the information of scattering processes between different momentum states p and k. In fact, as we shall see below,
the collision integral of the LQBE emerges from Γ(ω).
In terms of g(ω), Eq. (C28) reads:
[h, g(ω)− Γ(ω)]αβkp + [h, δn(ω)]αβkp − γ [H(ω) · s, g(ω)− Γ(ω)]αβkp − ~ω+gαβkp (ω) = E(ω) · C˜αβkp , (k 6= p) (C30)
The operator Γ(ω) is determined by requiring that the above equation also holds for k = p, which leads to:
[h, g(ω)− Γ(ω)]αβkk + [h, δn(ω)]αβkk − γ [H(ω) · s, g(ω)− Γ(ω)]αβkk − ~ωΓαβk (ω) = 0 (C31)
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(recall that C˜kk = 0 by definition). Furthermore, one can show that the term γ [H · s, g(ω)− Γ(ω)]αβkk vanishes thus
the condition that determines Γ(ω) becomes:
[h, g(ω)− Γ(ω)]αβkk + [h, δn(ω)]αβkk − ~ω+Γαβk (ω) = 0 (C32)
Using this equation, we can write the diagonal part of the LQBE, δnk(ω) as follows:
~ω+δnαβk (ω) +E(ω) ·Cαβkk + γ [H(ω) · s, δnk(ω)]αβ = ~ω+Γαβk (ω). (C33)
In other words, δnk(ω) is determined by the diagonal elements of C and Γ(ω). The diagonal part of the LQLE thus
resembles the form of the Boltzmann equation, i.e. left hand side of the equation describes the drift-diffusion process
while the right hand side describes the collision process.
In summary, by introducing an auxiliary matrix Γ(ω) which physically corresponds to the collision integral, we have
transformed the original LQBE into two operator equations given by the following:
~ω+δnk(ω) +E(ω) ·Ckk + γ [H(ω) · s, δnk(ω)] = ~ω+Γk(ω) (C34)
[h, g(ω)]− ~ω+g(ω) = E(ω) · C˜+ [h,Γ(ω)− δn(ω)] + γ [H(ω) · s, g(ω)− Γ(ω)] (C35)
In the above equations and from what follows, the spin indices are dropped for notation simplicity. However, readers
should keep in mind that δnk(ω), g(ω), Γ(ω), C and C˜ are matrices in spin space.
Self-consistent equation for the collision integral
Next, we proceed with the computation of the collision integral ~ω+Γ(ω). In operator form, g(ω) can be written
as follows:
[h, g(ω)]− ~ω+g(ω) = Λ(ω), (C36)
where
Λ(ω) = E(ω) · C˜+ [h,Γ(ω)− δn(ω)] + γ [H(ω) · s, g(ω)− Γ(ω)] (C37)
Note that Eq. (C36) must be solved self-consistently because the left-hand side depends on g(ω) as well as on Γ(ω),
which is just a short-hand for the diagonal elements of g(ω). To proceed further, let us write down the formal solution
of g(ω) by projecting Eq. (C36) onto the eigenbasis of h (i.e. h|n〉 = n|n〉):
(m − n) gmn(ω)− ~ω+gmn(ω) = Λmn(ω). (C38)
Hence,
gmn(ω) =
Λmn(ω)
m + n − (~ω − 2iη) , (C39)
where we have used ω+ = ω + 2iη. Eq. (C39) can be rewritten as follows:
gmn(ω) =
i
2pi
∫ +∞
−∞
(
1
+ ~ω/2− m + iηΛmn(ω)
1
− ~ω/2− n − iη
)
d. (C40)
Then, we rewrite this equation in operator form as follows:
g(ω) =
i
2pi
∫
dG+
(
+
~ω
2
)
Λ(ω)G−
(
− ~ω
2
)
, (C41)
where the resolvent operators (Green functions) read (η → 0+)
G±() =
1
− h± iη . (C42)
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Next, we proceed to obtain a formal solution to Eq. (C40) in powers of nimp and the strength of the external electric
and magnetic fields E(ω) and H(ω), we split
g(ω) = g1(ω) + g2(ω), (C43)
and consequently,
Γ(ω) = Γ1(ω) + Γ2(ω), (C44)
for the diagonal part. The operator g1(ω) (Γ1(ω)) contains terms starting at linear order in nimp but it is zeroth order
in the external fields. g2(ω) (Γ2(ω)) contains terms starting at O(n
2
imp), or linear in O(nimp) but containing at least
one (or higher powers) of |E(ω)| and/or |H(ω)|. Thus, we can split
Λ1(ω) = [h,Γ1(ω)− δn(ω)] = [u,Γ1(ω)− δn(ω)] , (C45)
Λ2(ω) = [u,Γ2(ω)] +E(ω) · C˜+ γ [H(ω) · s, g1(ω)− Γ1(ω)]
+ γ [H(ω) · s, g2(ω)− Γ2(ω)] , (C46)
where we have used that [h0,Γ1,2(ω)] = 0 and [h0, δn(ω)] = 0. Hence, using Eq. (C40),
g1(ω) = i
∫
d
2pi
G+
(
+
~ω
2
)
[u,Γ1(ω)− δn(ω)]G−
(
− ~ω
2
)
, (C47)
and
g2(ω) = i
∫
d
2pi
G+
(
+
~ω
2
){
[u,Γ2(ω)] +E(ω) · C˜+ γ [H(ω) · s, g1(ω)− Γ1(ω)]
+ γ [H(ω) · s, g2(ω)− Γ2(ω)]
}
G−
(
− ~ω
2
)
. (C48)
Let us consider g1(ω), which contains the leading contributions which interest us here. For notational simplicity,
we denote
R(ω) = δn(ω)− Γ(ω), (C49)
and simplify g1(ω):
g1(ω) = i
∫
d
2pi
G+
(
+
~ω
2
)
[u,R(ω)]G+
(
− ~ω
2
)
= i
∫
d
2pi
[
G+
(
+
~ω
2
)
uR(ω)G−
(
− ~ω
2
)
−G+
(
+
~ω
2
)
R(ω)uG−
(
− ~ω
2
)]
= i
∫
d
2pi
[
G+0
(
+
~ω
2
)
T+
(
+
~ω
2
)
R(ω)G−
(
− ~ω
2
)
−G+
(
+
~ω
2
)
R(ω)T−
(
− ~ω
2
)
G−0
(
− ~ω
2
)]
. (C50)
Here the relationships between T -matrix and Green function, G+u = G0T
+ and uG− = T−G0 are used. Next,
using the Dyson equation G±() = G±0 () + G
±
0 ()T
±()G±0 (), we split the above integral in two terms g1(ω) =
I(1)(ω) + I(2)(ω), where
I(1)(ω) = i
∫
d
2pi
[
G+0
(
+
~ω
2
)
T+
(
+
~ω
2
)
R(ω)G−0
(
− ~ω
2
)
−G+0
(
+
~ω
2
)
R(ω)T−
(
− ~ω
2
)
G−0
(
− ~ω
2
)]
. (C51)
I(2)(ω) = i
∫
d
2pi
[
G+0
(
+
~ω
2
)
T+
(
+
~ω
2
)
R(ω)G−0
(
− ~ω
2
)
T−
(
− ~ω
2
)
G−0
(
− ~ω
2
)
−G+0
(
+
~ω
2
)
T+
(
+
~ω
2
)
G+0
(
+
~ω
2
)
R(ω)T−
(
− ~ω
2
)
G−0
(
− ~ω
2
)]
.
(C52)
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Note that by construction, R(ω) is diagonal in momentum indices. If we take the diagonal (in crystal momentum
indices) elements :(
I(1)(ω)
)
kk
= i
∫
d
2pi
(
G+0k
(
+
~ω
2
)
G−0k
(
− ~ω
2
))[
T+
(
+
~ω
2
)
R(ω)−R(ω)T−
(
− ~ω
2
)]
kk
. (C53)
Note that the big parenthesis containing G+0k and G
−
0k is a number whereas the terms inside the square bracket is a
matrix in spin space. To evaluate this integral, we use
Πk(, ~ω) = (~ω + 2iη)G+0k
(
+
~ω
2
)
G−0k
(
− ~ω
2
)
= (~ω + 2iη)
(
1
+ ~ω/2− k + iη
)(
1
− ~ω/2− k − iη
)
=
[
1
+ ~ω/2− k + iη −
1
− ~ω/2− k − iη
]
= G−0k
(
− ~ω
2
)
−G+0k
(
+
~ω
2
)
. (C54)
Hence,
~ω+
(
I(1)(ω)
)
kk
= i
∫
d
2pi
G−0k
(
− ~ω
2
)[
T+
(
+
~ω
2
)
R(ω)
]
kk
+G+0k
(
+
~ω
2
)[
R(ω)T−
(
− ~ω
2
)]
kk
. (C55)
Note that a term of the form ∫
d
2pi
G+0k
(
+
~ω
2
)[
T+
(
+
~ω
2
)
R(ω)
]
kk
vanishes because the poles all lie on the lower half-plane. Closing the contour on the upper-half side of the complex
plane therefore picks up a vanishing contribution. Similar remarks apply to the term of the form:∫
d
2pi
G−0k
(
− ~ω
2
)[
R(ω)T−
(
− ~ω
2
)]
kk
.
Thus, we can proceed to evaluate the integral over  in Eq. (C55). For the first term, we choose to close the contour
in the upper half-plane where the pole of G−0k
(
− ~ω2
)
lies at  = k +
~ω
2 + iη. For the second term, we choose to
close the contour in the lower half-plane, where the pole of G+0k
(
+ ~ω2
)
lies at  = k− ~ω2 − iη. Therefore, Eq. (C55)
becomes
~ω+(I(1)(ω))kk =
[
R(ω)T+(k + ~ω)− T− (k − ~ω)R(ω)
]
kk
. (C56)
We would like to remind the reader that both the T matrix and the operator R are matrices in spin space and their
ordering is important. In terms of their components (where summation over repeated indices is implied):
~ω+(I(1)(ω))αβkk = R
αγ
k (ω)(T
+)γβkk (k + ~ω)− (T−)αγkk (k − ~ω)Rγβk (ω). (C57)
Recall that the operator R is diagonal in k by construction; repeated Greek indices are summed.
Let us now take up the second integral I(2)(ω). Again, we focus on the diagonal elements of momentum which are
needed to determine the equation for the diagonal part of the density matrix, δn(ω):
~ω+
(
I(2)(ω)
)
kk
= i
∑
p
∫
d
2pi
Πk(, ~ω)Πp(, ~ω)
[
T+kp
(
+
~ω
2
)
Rp(ω)T
−
pk
(
− ~ω
2
)]
(C58)
In the last line, the terms in the square bracket is a matrix in spin space. Next, let us study the function
Πk(, ~ω) = G−0k
(
− ~ω
2
)
−G+0k
(
+
~ω
2
)
. (C59)
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Typically the values of k and ~ω for which we are interested in this function are such that k ≈ kF (i.e. k ≈ µ) and
~ω  µ. Thus it is possible to expand this function in powers of ~ω. The leading order term is obtained by setting
~ω = 0:
Πk(, ~ω = 0) =
[
G−0k ()−G+0k ()
]
= 2ipiδ(− k). (C60)
We shall see below that ~ω+I(2)kk (ω) is of linear order in nimp and we shall be neglecting terms of order O [nimp(~ω/µ)]
assuming that ~ω  µ. Thus, we approximate
Πk(, ~ω) ≈ Πk(, ~ω = 0) = 2ipiδ(− k). (C61)
Hence,
~ω+
(
I(2)(ω)
)
kk
≈ −2pii
∑
p
T+kp (p)Rp(ω)T
−
pk (p) δ(p − k). (C62)
This is the quantum analogue of the scattered-in term of the collision integral in the semiclassical Boltzmann equation.
Therefore, collecting the two results ~(ω+I(1)(ω))kk and ~ω+(I(2)(ω))kk together, we arrive at the following equa-
tion:
~ω+Γ1k(ω) = [δnk(ω)− Γ1k(ω)]T+kk(k)− T−kk (k) [δnk(ω)− Γ1k(ω)]
− 2pii
∑
p
T+kp (p) [δnp(ω)− Γ1p(ω)]T−pk (p) δ(p − k). (C63)
Note we have used the definition Rk = δnk − Γ1k defined in Eq (C49). This is the self-consistent equation of the
collision integral Γ1k. An exact solution of the above equation appears to be very difficult, as it requires the knowledge
of the multiple impurity T -matrix. To get around this obstacle, following KL, we solve this equation in powers of the
impurity density nimp.
Virial expansion
We first notice that in powers of nimp, the T -matrix admits the following virial expansion (see Ref. 52). The volume
of the system in this section is taken to be unity:
T±() =
∑
i
T±i () +
1
2
∑
i 6=j
[
T±ij ()− T±i ()− T±j ()
]
+ · · · (C64)
where the terms in the above series are arranged in increasing order in nimp; Ti being the single impurity T -matrix
for the impurity located at r = ri. Similarly, Tij is the T -matrix of two impurities located at ri and rj . The relevant
matrix elements in Eq. (C63) are:
T±kk =
∑
i
〈k|T±i |k〉+ · · · = nimpT ±kk() +O(n2imp), (C65)
T+kpΓ1pT
−
pk =
(∑
i
(
T+i
)
kp
+ · · ·
)
Γ1p
∑
j
(
T−j
)
pk
+ · · ·

=
∑
i
(
T+i
)
kp
Γ1p
(
T−i
)
pk
+
∑
i 6=j
(
T+i
)
kp
Γ1p
(
T−j
)
pk
+ · · ·
=nimp T +kpΓ1pT −pk +O(n2imp). (C66)
Here T ±kp is the matrix element of a T -matrix for a single impurity located at the origin ri = 0. In the above
derivation, we used the translational property of a single impurity,(
T±i
)
kp
= 〈k|T±(r − ri)|p〉 = 〈k|e−iqˆriT±(r)eiqˆri |p〉 = ei(p−k)riT ±kp. (C67)
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To proceed further, we see from Eq. (C63) that the series for Γ1(ω) starts at linear order in nimp, hence we expand:
Γ1(ω) = A1(ω) +A2(ω) + · · · (C68)
where Am(ω) is O(n
m
imp). Similarly, we can expand:
Γ2(ω) = [B2(ω) +B3(ω) + · · · ] + [D1(ω) +D2(ω) + · · · ] (C69)
where the first set of terms in brackets Bm(ω) (m ≥ 2) are O(nmimp) ; the second set of terms in the brackets Dm is
a force term which is O(|F(ω)|nmimp), with F(ω) = E(ω),H(ω) and m ≥ 1. Therefore, to leading order in nimp and
zeroth order in nimp|F|, Γ2(ω) = 0 and the collision integral Eq. (C63) becomes:
~ω+Γ1k(ω) =nimp
(
δnk(ω)T +kk(k)− T −kk (k) δnk(ω)
)
− 2pinimp i
∑
p
T +kp (p) δnp(ω)T −pk (p) δ(p − k). (C70)
Lastly, we wish to express the collision integral of the QBE as follow:
δnk(ω)T +kk(k)− T −kk (k) δnk(ω)
= δnk(ω)Σ
R
k (k)− ΣRk (k)δnk(ω) + i
(
δnk(ω)Σ
I
k(k) + Σ
I
k(k)δnk(ω)
)
(C71)
where ΣRk () =
[T +kk() + T −kk()] /2 and ΣIk() = [T +kk()− T −kk()] /(2i) are the hermitian and anti-hermitian part
of the single impurity T -matrix. From optical theorem, the anti-hermitian part of the T -matrix is related to the
scattering cross section,
ΣIk(k) = pi
∑
p
T +kp(k)T −pk(k)δ(k − p). (C72)
Therefore, the collision integral can be written into the more familiar form,
~ω+Γ1k(ω) =[δnk(ω),ΣRk (k)]−
2piinimp
~
∑
p
δ(k − p)×(
T +kp(p)δnp(ω)T −pk(p)−
T +kp(k)T −pk(k)δnk(ω) + δnk(ω)T +kp(k)T −pk(k)
2
)
. (C73)
The above expression is the collision integral of the QBE apart from a factor of−i. Before we substitute this equation
back to the diagonal part of LQBE ( Eq. (C34)) and arrive at the linearized spin-coherent QBE, the left hand side
of Eq. (C34) must (also) expand to leading order in nimp and zeroth order in nimpF (ω) (for F (ω) = E(ω),H(ω)):
~ω+δnk(ω) + γ [H(ω) · s, δnk(ω)] +E(ω) · (C)kk
= ~ω+δnk(ω) + γ [H(ω) · s, δnk(ω)] +E(ω) · (C0)kk. (C74)
Here, we have expanded the force term in powers of nimp,
C = e [r, ρ] = C0 +C1 + · · · (C75)
where the zeroth order term is of the form,
C0 = e [r, ρ0] . (C76)
Here ρ0 = (e
(h0−µ)/kBT + 1)−1 is the Fermi-Dirac distribution function in the absence of impurities. The matrix
components of C0 is given by
(C0)kk = e [r, ρ0]kk = e 〈k| [r, ρ0] |k〉 = ie∇kn0(k)× I, (C77)
where we have used that [r, F (k)] = i∇kF (k) and I is the unit matrix in spin space. This result follows e.g. from
the commutation relation [ri, kj ] = iδij . Hence, for any analytic function of the (crystal) momentum k (in units of
~), it is possible to expand in Taylor series around k = 0 and obtain [ri, f(k)] = i∂kif(k). Notice that for graphene,
21
there is no Berry connection contribution away from the Dirac point. Collecting all terms, we finally arrive at the
(linearized) QBE:
− iω+δnαβk (ω)−
i
~
γ [H(ω) · s, δnk(ω)]αβ − eE(ω) · ∇kn
0(k)
~
δαβ = I[δnk(ω)] (C78)
or in real time:
∂tδn
αβ
k (t)−
i
~
γ [H(t) · s, δnk(t)]αβ − eE(t) · ∇kn
0(k)
~
δαβ = I[δnk(t)] (C79)
The collision integral I[δnk(s)] to leading order in nimp takes the form (s ≡ ω, t):
I[δnk(s)] = i~
[
ΣRk (k), δnk(s)
]αβ
+ δnαγk (s)
[
pi
~
∑
p
(T +(p))γθkp (T −(p))θβpkδ(p − k)
]
+
[
pi
~
∑
p
(T +(p))αγkp (T −(p))γθpkδ(p − k)
]
δnθβk (s)
−2pi
~
∑
p
(T +(p))αγkp δnγθk (s)(T −(p))θβpkδ(p − k). (C80)
The self-energy correction term is given by the hermitian part of the T -matrix,
ΣRk () =
T +kk() + T −kk()
2
(C81)
At the end of this section, the spin labels (greek letters) are reinserted to remind the readers that the disorder is spin
dependent.
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