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Abstract. Global existence and uniqueness is proved for a stochastic reaction-diffusion equation 
with polynomial nonlinearity in a bounded domain. The white noise appears in multiplicative form, 
against first order differential operators. 
1. INTRODUCTION 
We consider the following reaction-diffusion equation perturbed by multiplicative noise: 
du = Au dt + f(u) dt + c;fl ti . Vu dzvi in [O,T] x D, 
u= 0 in [O,T] x dD, (1) 
u(0) = 210 in D. 
Here D is a bounded open subset of Rd with regular boundary 8D; uo E L2(D); d = (e, . . . , bj,), 
j=l,... , m, are continuous vector fields in D (independent of time) such that 
((1,. . . ,&I) E Rd,z E E (2) 
for some constant v > 0 (as in [l]); w(t) = (w’(t), . . . , w”(t)), t 1 0, is a standard m-dimensional 
Wiener process on a complete probability space (0, .T, P); and finally, for a certain positive integer 
p and real numbers al,. . . , a2,_1, 
2p-1 
f(s) = c aksk, 
k=l 
with azp-l < 0. 
Equation (l), with cylindrical additive noise of the form cEI pj(Z)d&(t) in place of the 
multiplicative noise C’?zI hi(z) . Vu(t, z)duj(t), 
instance [2] and the re erences therein). On the contrary, the problem with multiplicative noise / 
h ss b een studied by several authors (cf. for 
considered here has not been explicitly studied until now. Since the nonlinear operator in (1) 
is monotone, up to the shift by a multiple of the identity, the model equation (1) can also 
be solved by the general theory of [4]. The purpose of our paper is to present a new method 
of solution, based on semigroups techniques, which seems to be applicable to other classes of 
nonlinear stochastic equations, besides equation (1). These further applications will be reported 
elsewhere. 
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2. PRELIMINARY NOTATIONS 
For h E N and p E [l,oo), let l@lP(D) be the standard Sobolev space, and let Wilp(D) and 
C’s(D) be the subspaces of WLJ’(D) and C(a) of those functions vanishing on 0D. Let D(A) = 
{u E IV,*‘(D);Au E LI(D)}, h w ere Au is understood in the sense of distributions, and let 
A : D(A) c L’(D) + L’(D) be the .operator defined as Au = Au. It is known that A generates 
an analytic semigroup S(t) (t 2 0) in L’(D) and that the restrictions of S(t) to L2(D) and to 
Cs(o) are still analytic semigroups in these spaces (cf. [5], sections 7.2-7.31. 
Moreover, let H = L2(D) ( norm 1.1, inner product (.,.)), V = IV:’ (D 
-(Az,z)), and let Ej, j = 1,. . . , m, be the bounded linear operators from V 
(Bju)(z) = d(c) - Vu(z). 
) (norm ]]z]]2 = 
to H defined as 
Finally, let E denote the mathematical expectation on (a, .T, P), and let Lc 
the space of all predictable square integrable processes with values in V. 
,(O x [O,T'j; V) be 
3. SOLUTION OF EQUATION (1) 
In the sequel we will take m = 1 (B := B1) and ~0 = 0 to simplify the notations (the general 
case can be treated exactly in the same way). We rewrite equation (1) in the abstract mild form 
u(t) = I’s(t - S)f(U(S)) ds + 1’ qt - s)Bu(s) Ws), t E PATI 
where u(t) = u(t, .) is now a stochastic process with values in an infinite dimensional space 
(specified later). If u E L$(R x [0, T]; V) n L2(Q C(0, T; H)) fl L2P-‘(fi x [0, Tj x D), then the 
Ito integrals in (3) belong to L2(R;C(0,T; H)) (by [3]), f(u(.)) E L1(R x [0, Tj x D), so that the 
deterministic integral in (3) belongs to L1(R; C(O,T; L’(D))). Thus, if u E L$(Q x [O,T’j; V) ll 
L’(Q; C(0, T; H)) I-I L2P(Q x [O,Tj x D), th en equation (3) will be interpreted as an identity in 
L’(Q; C(O,T; L’(D))). 
THEOREM 3.1 Under the assumptions and notations listed above, there exists a unique solution 
of equation (3) in L$(fl x [0, T’J; V) n L2(R; C(0, T; H)) n L2p(R x [O,T’j x D). To prove this 
Theorem, let us introduce the auxiliary equation 
u(t) = I’S@ - s)f(u(s)) ds + 1’ S(t - s)Bv(s) dw(s), 
where w E L$(il x [O,T]; V) is g iven, and u is unknown. Moreover, let 
mating equations 
rt rt 
t E D,Tl (4 
us consider the approxi- 
un(t) = 1 S(t - s)f(un(s)) ds + J, S(t - s)B,v(s) dw(s), t E [O,T]. 
0 
(5) 
Here B, = I,B, and 1, = (n(n - A)-‘)‘, where 1 is a sufficiently large positive integer such 
that I,,(L2(D)) c Co(D) f or all n E N (such 1 exists by the Sobolev embedding Theorem). We 
recall that the operators I,, are equibounded in L2(D), and 1,~ -+ u ss n + oo in L2(D) for all 
11 E L2(D) (cf. [5]). Wh en uo # 0, we have to replace ue with 1,~s in (5). 
LEMMA 3.2 Given v E Lg(fi x [O,T’J;V), th ere exists a continuous adapted process u, : fl x 
[O,Tj + Co(D) satisfying (5) ( as an identity of continuous processes with values in Co(D)). 
PROOF OF LEMMA 3.2. Define the process z,,(t) = I, Jl S(t - s)Bv(s)dw(s). By [1,3], and the 
regularity properties of I, we have z, E L$(Sl x [O,T]; V) n L2(QC(0,T;Co(D))). Thus there 
exists a full measure set Re c 52 such that for all w E Rc the function t --) t;l(t,w) belongs to 
C(O,T;Co(n)). Under this condition it is proved in [2] that the equation 
un(t,w) = 
/ 
t s(t - s)f(un(s,W)) ds + Zn(t,u), t E [&a 
0 
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has a unique solution u,(.,w) E C(O,T; Co(D)), for all w E Rs, and the function un : %I x [O,T] - 
Cc(D) so defined is a stochastic process (i.e., u,.,(t) is a random variable for every t E [O,q). In 
particular, repeating this argument on [0, To] for all To E [0, Tj, one can show that u,, is adapted. 
Therefore, u, is a continuous adapted solution of (5), as required. I 
LEMMA 3.3 Given v E L$(R x [0, T]; V), let u,, be a sequence defined as in Lemma 3.2. Then: 
(i) u,, E L$(SI x [O,T]; V) I-I L2(Q C(O,T; H)) n L2p(s1 x [0, Tj x D) for all tz E N, and there 
exists a constant c > 0 such that for all n E N 
sup EIu,,(t)12 + E J oT llufl(t>l12dt + EJT J u,(t, z)2pdzdt 5 c; O<t<T 0 D 
(ii) un converges in L 2P-1(S2x [O,T] x D)nL$(Rx [O,T];V)nC(O,T; L2(R;H)) to aprocess 
u; 
(iii) u E L$(Q x [O,Tl; V) n L2(R; C(0, T; H)) n L2P(a x [0, T’j x D) and is the unique solution 
of equation (4) in this space. 
PROOF OF LEMMA 3.3. 
(i) By Ito formula (that can be justified using Yosida approximations as in [3]) we have 
Eju,(t)12 + 2E 1’ (II~n(s)I12 - (f(un(s)),uJs))> ds = El’ Ih4412ds. (f-3 
Using the Young inequality one can find a constant cl > 0 such that -iazp_ls2P - cl 5 --f(s)s 
for all s E R so that (6) implies 
t -+,$)I2 E 211~n(s)l12 - J un(s, +)2pdz ds 
0 D > 
I cJm(D) + E J t JB,v(s)12ds. 0 
Since a2,_1 < 0, this inequality proves part i) (using Gronwall Lemma). 
(ii) Given n,m E N, let z~,,,, = u, - urn. By Ito formula we have 
El+,, WI2 + 213 oL (II+n(4112 - Mun(s) - f&4s))~n,&))> ds J 
= E J t I(& - Im)Bv(s)12ds. 0 (7) 
Using the condition azp_l < 0, one can easily verify that there exists a constant cs > 0 such that 
(f(s) - f(Ws -t> I C2(S-q2 V s,t E R. (8) 
Therefore (7) yields 
El+n (t)12 + ~3 J ot (llzn,m(s)l12 - c21+-,&)12) ds = Elt I(& - LPv(s)12ds. 
Applying Gronwall Lemma to (9), we see that u, is a Cauchy sequence in L$(Q x [0, T]; V) n 
C(0, T; L2(R; H)), h ence converging to a process u in this space. In particular, we have proved 
that un is bounded in L2P(Sl x [O,T] x D) and converges to 21 in L2(R x [O,T] x D). From this 
fact it follows that u E L2p(R x [O,T] x 0) and that un converges to u in L2P-‘(s1 x [O,T] x D) 
for all E > 0. Therefore the convergence part of ii) is proved. 
(iii) By the previous convergence result we can take the limit in (5) proving that u satisfies 
(4). Moreover, from (4) we can now deduce that u E L2(f12; C(0, T; H)). Finally, the uniqueness 
of u follows again by the Ito formula. m 
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PROOF OF THEOREM 3.1. Let XT = L$(R x [O,T]; V). Consider the mapping 
I : XT + XT n L2(@c(o,T; H)) n L2’(n x [o,T] x D) c XT (9) 
defined as I% = u, where u is the solution of equation (4) corresponding to v, given by Lemma 
3.3. Let ui,02 E XT, u1 = PVi, 212 = I’v2, and let X be a real number to be specified below. 
Moreover, let z(t) = ext(ur(t) - u2(t)). By Ito formula, as in the previous computations, we have 
Jw~)12 + 2E J ot (I14s)l12 - (f(Ul(S) - f(uz(s)), z(s)) + 444l”) &J 
=E J t e2x”IBvl(s) - Bv2(s)12ds. 0 
Hence, using (8) as in the proof of Lemma 3.3, we can find X E R such that 
E J 0 t e2Xsllul(s) - u2(s)l12ds 5 :El' e2’“lBvl(s) - Bvz(s)12ds. 
Therefore, by the ellipticity condition (2), I’ is a contraction in XT (endowed with the norm 
If IL, = Esze2Xs Ilf (4112ds)* M oreover, the unique fixed point u of I in XT belongs also 
to L2(Q C(O,T; H)) n L2P(n x [O,Tj x II), by (9). H ence u is the unique solution of equa- 
tion (3) in $(a x [O,T]; V) rl L2(R;C(0,T; H)) fl L2J’(fi x [O,T] x D), completing the proof t 
Theorem 3.1. 
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