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Abstract
It is believed that deep learning requires a large dataset to learn how natural
images look like, but recent work proposed that convolutional neural net-
works already have the prior in their architecture and named it “deep image
prior”. To analyze the relationship between a deep image prior and a trained
network, we implemented denoising using both methods and compared the
results. Through experiments of over 300 architectures, we have shown that
the deep image prior gets better as the depth of the CNN increases up to 3.
At first, there seemed to be some relationship between a deep image prior
and a trained network, but their performance result from different aspects
of the CNN architecture
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Deep Learning has been attracting great attention since Hinton [6] showed
its high performance on image classification tasks. It can be applied to a
wide range of tasks not limited to computer vision and performs significantly
well in other tasks such as signal processing, natural language processing,
and so on. It is believed that the great performance of deep learning can
be attributed to the availability of the use of large scale datasets. In image
classification tasks, for example, a large number of images and corresponding
labels are used in training a neural network. In image generation tasks, a
neural network trained on images of a specific category generates the new
images of the same category.
A number of papers have been published to achieve state-of-the-art per-
formance on various tasks, and the methodology includes inventing a new
loss function or optimizer, changing how the input and the output are given,
or altering neural network architectures. One interesting fact is that, in spite
of the popularity of deep learning, the reason why it works well is not fully
explained yet. A neural network is usually interpreted as a converter that
extracts features from an input, or a tool to define the solution space, and
the focus is on finding the best parameters for it. It is believed that a neural
network without training is useless since it only has randomly initialized
parameters. It is recently reported, however, that the architecture of a con-
volutional neural network (CNN) already has an image prior, information
about how natural images look like, before training [15]. In other words, a
CNN that has not been trained on any image can capture low-level statistics
of images.
This finding of a deep image prior drew attention, and soon many appli-
cations have been proposed. It is not, however, discussed well how this deep
image prior is related to a convolutional neural network that has performed
well in a wide range of tasks. In our research, we investigate this relationship
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by comparing the performance of noise reduction (denoising) between when
deep image prior is used in optimization and when the CNN with the same
architecture is trained on a dataset. As a result, within the target architec-
tures of our experiments, we found that the denoising performance of deep
image prior optimization is better when the CNN has a deeper architec-
ture with features of smaller spatial size, and the performance of a trained
network depends on the shallowest level of connection of the architecture.
1.2 Image Prior and Image Restoration
Although Deep Image Prior is a new idea, image prior is a well-known idea
in computer vision. The term “prior” of “image prior” is the same meaning
as in “prior probability”, that is, some information before applying a solu-
tion. “Image prior” is a prior assumption, usually about natural images or
sometimes an illustration, but not a group of random pixels. This assump-
tion (image prior) is often described in a formulation, and used to restore
corrupted images. For example, “Total Variation norm” is a classical and
well-known prior used for denoising [13].
An image prior is used to solve other tasks. Inpainting is a task to
fill in missed pixels in the image, where missed pixels may be distributed
randomly over the image or dense at a part of the image creating a large hole.
Super-Resolution is a task to naturally upscale an image without creating
artifacts. These tasks, including denoising, belong to the category called
“Image Restoration”.
Image restoration aims to obtain a clean image x0 from a given corrupted
image y, assuming y is observed as a result of y = H(x0) + ϵ, where H is
a corrupting transformation and ϵ is an additional factor. In the case of
denoising, H is an identical transformation and ϵ is additive noise. In prior
based methods, Image Restoration is solved as energy minimization problem
x∗ = argminx{E(x, y) +R(x)}, (1.1)
where E(·) is a data term, and R(·) is a prior term also called regularizer.
The data term defines the error of the output image x, which is minimum
when the output is exactly the same as the corrupted image. The prior
term is energy defined by the prior which pushes the output to be ’natural’
according to the prior.
1.3 Deep Image Prior
Deep Image Prior is an idea proposed by Ulyanov et al. [15] that the ar-
chitecture of a convolutional neural network (CNN) has a prior for natural
images. Their claim is based on the findings that well-performing CNN for
classification also overfits when random labels are given [17]. Zhang et al.
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[17] state that neural networks can learn and overfit to any given data, and
that, explicit and implicit regularizers in training is not the fundamental
reason for generalization of neural network. Ulyanov et al. [15] attributed
the reason for generalization to the architecture of the CNN.
To observe deep image prior, it is easy to think of an image generation
process,
x = fθ(z) (1.2)
conditioned on a corrupted image y, assumed to be the result of
y = H(xclean) + ϵ, (1.3)
where xclean is a latent clean image, H is a corrupting transformation, and
ϵ is additive-white-gasussian-noise. In equation 1.2, f is a CNN viewed as
a function with randomly initialized parameter θ. The input z is a fixed
random vector sampled from a uniform distribution, and x is the output of
the CNN. Similar to the general training process of deep learning, the pa-
rameter θ is repeatedly updated via backpropagation of mean-squared-error
loss between the output image x and corrupted image y. We here note that
the loss is calculated between 2 single images. Deep image prior is observed
halfway through the training process. While updating the parameter θ to
generate the corrupted image, the output of the CNN first becomes closer
to a latent clean image xclean despite that the CNN is not directly provided
with any information about the clean image. It is again noted that the
CNN is not trained on any image, so the only information available to the
CNN in the process is the observed corrupted image and the architecture
of the CNN. The optimization is based on the mean-squared-error, which
only pushes the output to be the target image, the synthesis of clean image
and noise. Considering equation (1.1), regularization is needed to output
the natural image, which indicates that the architecture of the CNN works
as a regularizer, a prior.
Since deep image prior is not explicitly given as a formulation, it is
interpreted as an implicit regularizer. The equation 1.1 can be rewritten as
x∗ = fθ∗(z) (1.4)




In this chapter, we will briefly cover pieces of literature related to our re-
search.
2.1 Denoising for Image
2.1.1 Noise of Image and Metrics
Noise is always present in images in the real world. When taking pictures via
camera, various noises are introduced on the image more or less depending
on the performance of image sensors. Noise can also be injected due to the
lenses, the condition of the environment, transformation such as compres-
sion. Denoising is therefore important and has been studied for more than
30 years [13].
As a metric for the performance of denoising methods, we use root-
mean-squared-error (RMSE) in this research. In much literature on image
restoration, Peak-Signal-to-Noise-Ratio (PSNR) is used for a metric. We,
however, do not use it as a primary metric, since PSNR is a log scale metric
and so it is difficult to compare the difference of absolute values between
scores.
Although we do not use PSNR, it is a popularly used metric and calcu-
lated from mean-squared-error, so we briefly introduce it. PSNR represents
how similar two images are. Given two different images with the same size,
PSNR is calculated as follows,





where MAX is the possible maximum value of the pixel and MSE is the
mean-squared-error of the two images. The possible maximum value of the
pixel is usually 255 or 1.0, depending on how to handle images in compu-
tation. Mean-squared-error is the mean of squares of the difference of each
pixel value. In an experimental setting, a noisy image is obtained by adding
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noise to a clean noiseless image. As is obvious from equation 2.1, PSNR is
essentially measuring the same similarity as RMSE.
2.1.2 Denoising Method
For denoising, both prior-based methods and discriminative methods includ-
ing deep learning have been used in history. Many papers have proposed
good priors for regularizer in equation (1.1) [13] [2] [9]. Zoran and Weiss [21]
showed that a better image patch prior leads to restoring a good whole im-
age, and proposed a framework where any patch prior can be used for whole
image restoration. These prior-based denoising methods do not need train-
ing, but they are usually time-consuming, which is the main drawback. Deep
learning based discriminative methods are also popular in image restora-
tion especially after a breakthrough of neural networks [6]. Mao et al. [8]
proposed a CNN consisting of convolutions, de-convolutions, and symmetric
skip connections, enabling blind denoising. Blind denoising can also be done
with the method by Zhang et al. [18], where a CNN is trained to generate
the additive white gaussian noise, not the latent clean image. Zhang et al
[20] improved effectivity while being able to remove various known levels
of noise in addition to spatially variant noise. In addition to these high-
performance networks, it is reported that CNN trained for denoising can
also be used in other Image Restoration tasks [19].
2.2 Related Literature with Deep Image Prior
After the proposition of deep image prior, many related papers have been
published. Some papers just cite deep image prior in the context of few-shot
learning [14], while others show further application with a deep image prior.
Yokota et al [16] made use of deep image prior as a non-biased CNN for
denoising of medical image. Liu et al. [7] combined both total variation and
deep image prior to further improve the performance of image restoration.
Ren et al. [10] applied a deep image prior to deblurring. Gandelsman et
al. [4] applied a deep image prior to solving image decomposition tasks with
multiple CNN. In [4], each CNN is optimized in the same way as in the work
by Ulyanov [15], while the target image is not the entire image, but each
decomposed part of images. We note that deep image prior is not powerful
enough to distinguish components of images, so for example in [4] additional




In order to investigate the relationships between deep image prior and the
trained CNN with the same architecture, we have implemented a number
of denoising experiments task with both deep image prior optimization and
well-known end-to-end training.
3.1 Experimental Setting
For comparing the RMSE of different architectures, we prepared architec-
tures using the code implementation of the original deep image prior paper
[15]. The architectures are similar to the architecture of U-net [11], encoder-
decoder network with skip-convolution. Within the flexibility that the code
provides, we created over 300 architectures by changing the multiple factors;
the depth of the whole network, the number of channels of convolutions, and
the placing of skip-convolutions. In our research, ”depth” refers to the total
number of down-convolutions shown as blue arrows in Fig 3.1 for example.
It indicates how many times the spatial size of the feature is reduced. The
depth of the architecture shown in Fig 3.1 is 4 and the architecture has a
skip connection with convolution (skip-convolution). For each architecture
we created, we implemented deep image prior optimization and inference us-
ing a trained network in a classical end-to-end manner, and obtained RMSE
for each experiment.
Following other literature [8][18][19], we used the popular BSD68 dataset
[12] for the test dataset, which consists of 68 grayscale images with an image
size of 480x360 or 360x480. The full set of images are shown in Fig 4.1.
For deep image prior optimization, we follow a similar procedure as oth-
ers [15][4]. We used a fixed 1-dimensional random vector sampled from a
uniform distribution for the input to the network. We generated this fixed
random noise input every time we started a new optimization for a new im-
age. The target of the CNN, a corrupted image, was obtained by adding an
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Figure 3.1: Visualization of an example architecture. The number shown
above each feature representation is the number of channels.
from our test dataset. The standard deviation of noise added to the ground
truth image is 50 out of 255. With a fixed random vector as an input, the
CNN outputs a grayscale image, and the loss between the output image and
the corrupted image is calculated. For every iteration of the optimization,
we calculated RMSE between the output image and the ground truth image
as the denoising performance. We optimized for 10000 iterations and defined
the lowest RMSE as the RMSE for the deep image prior. Note that we use
a test image to get a corrupted image and to calculate RMSE, but the clean
image is not used for optimization. For further detail of implementation,
see Appendix A. We also looked into how precise the RMSE of deep image
prior optimization is over many trials with different parameters in sec. 3.2.
For getting a trained network to be compared with, we trained the net-
work in an end-to-end manner. We prepared 16384 grayscale images from
Imagenet database [3]. As for other training techniques, we cropped images
with size 128x128 and set the batch size to 64. The training is done for 200
epochs.
Both deep image prior optimization and end-to-end training uses mean-
squared-error for the loss function, and Stochastic Gradient Descent for the
optimizer. We search for the best learning rate for the optimizer using the
hyperparameter search library optuna [1].
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3.2 Precision of RMSE
Compared with end-to-end training, deep image prior is a newer idea, and it
is unknown how precise and robust the result of deep image prior optimiza-
tion is if various parameter changes. It is ideal to remove all the influences
other than that of what we focus on, the architecture of the CNN. Deep
learning or methods related to the CNN, however, include various hyper-
parameters in addition to the architecture. Major factors involved in deep
image prior optimization are already too many to handle; the architecture,
optimizer, loss function, evaluation metrics, the input of the CNN, the initial
parameter of the CNN, and the learning rate. Among them, the possible
influence of the learning rate is suggested when the deep image prior paper
was first published [15]. To make the analysis as precise as possible, we have
investigated how RMSE changes in 2 stages, first by fixing only the learning
rate, and then without fixing anything.
3.2.1 Influence of Initial Parameters of Convolutional Neural
Network
First, we analyzed how the RMSE changes when the learning rate is fixed.
In this setting, the variables that may change the RMSE are the randomly
initialized weight parameters and the input vector of the CNN. For each
architecture and each image, we repeated deep image prior optimization 50
times. In this experiment, 10 architectures are examined. 68 images are
used for all the architectures, so in total, deep image prior optimization is
conducted 34000 times.
In Fig 3.2a, we draw a boxplot of the RMSE distribution of an archi-
tecture about 5 images sampled from 68 images. Sample x is expanded in
Fig 3.2b for a detailed look, where the scale is adjusted accordingly. It is
obvious that the difference of RMSE is larger between images than between
initial parameter settings.
For the same 5 images, the mean of RMSE and the standard deviation
are shown in Table 3.1. The standard deviations of RMSE within an image
are 0.0002 or 0.0003. We calculated the statistics of the standard deviation
over 68 images for each architecture, and showed them in Table 3.2. Each
row corresponds to a different architecture. Regardless of the architectures,
the RMSE fluctuation is around 0.0003. In sec. 3.3, this difference did not
have a critical influence on our analysis. Once the RMSE is obtained using
a learning rate, we do not repeat the same learning rate again.
3.2.2 Influence of Learning Rate
We then conducted experiments to see the influence of the learning rate.









































Figure 3.2: RMSE distribution when learning rate is fixed. (a) RMSE box-
plot of sample 5 images, (b) detailed view of the leftmost image of plot
(a)
mean std min max
0.0765 0.0002 0.0761 0.0771
0.0437 0.0002 0.0433 0.0441
0.0491 0.0004 0.0479 0.0499
0.0421 0.0002 0.0416 0.0425
0.0567 0.0002 0.0561 0.0572
Table 3.1: sample 5 image RMSE statistics (fixed learning rate)
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mean std min max
0.000335 0.000117 0.000168 0.000750
0.000315 0.000094 0.000143 0.000549
0.000319 0.000100 0.000159 0.000592
0.000327 0.000122 0.000166 0.000792
0.000311 0.000102 0.000162 0.000579
0.000310 0.000106 0.000155 0.000718
0.000324 0.000111 0.000150 0.000601
0.000271 0.000072 0.000069 0.000466
0.000298 0.000087 0.000149 0.000512
0.000321 0.000102 0.000128 0.000631
Table 3.2: 10 different architecture’s statistics of the standard deviation of
RMSE
mean std min max
0.0772 0.0007 0.0761 0.0787
0.0721 0.0004 0.0714 0.0731
0.0852 0.0008 0.0837 0.0872
0.0550 0.0002 0.0547 0.0555
0.1040 0.0004 0.1032 0.1050
Table 3.3: sample 5 image RMSE statistics (learning rate is NOT fixed)
in some tasks, changing the learning rate can lead to failure of capturing the
statistics of an image.
In the same way as the previous section, we repeated deep image prior
optimization 50 times per pair of an architecture and an image, while chang-
ing the learning rate. To decide the learning rate, we use the hyperparameter
optimization library ”optuna” [1]. We set the range of search from 0.001 to
0.01. The number of kinds of architectures used here is 8.
We show the boxplot of the experiments about 5 randomly sampled im-
ages in Fig 3.3, and the values in Table 3.3. Note that these 5 images are
different from the previous section. In Table 3.3, The standard deviations
of the RMSE have a wider range than when the learning rate is fixed. For a
general analysis, the statistics of the standard deviation over 68 images for
each architecture is shown in Table 3.4. Compared with when the learning
rate is fixed, the mean values of the standard deviation are different among
architectures. It is still less than 0.001, which does not have a critical influ-






































Figure 3.3: RMSE distribution when learning rate is NOT fixed. (a) RMSE
boxplot of sample 5 images, (b) expanded of the leftmost image for a detailed
view
mean std min max
0.000409 0.000225 0.000173 0.001071
0.000314 0.000104 0.000175 0.000735
0.000409 0.000262 0.000162 0.001303
0.000285 0.000078 0.000174 0.000561
0.000306 0.000081 0.000192 0.000537
0.000305 0.000083 0.000184 0.000550
0.000506 0.000339 0.000179 0.002207
0.000335 0.000115 0.000204 0.000703
Table 3.4: 10 different architecture’s statistics of mean of standard deviation
(learning rate is NOT fixed)
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3.3 Results and Analyses
For each architecture, we now have the RMSE values both for deep image
prior optimization and trained CNNs. In this chapter, based on the results
of the experiments, we will analyze the relationship between deep image
prior optimization and trained CNNs from various perspectives.
Fig 3.4 shows the scatter plot where the horizontal axis stands for RMSE
of denoising with a trained network, the vertical axis for RMSE of denoising
with a deep image prior, and points for architectures. RMSE is an error
term, so the performance as a denoising task is better when RMSE is smaller.
Since the axis of Fig 3.4 has the same scale, we zoomed the dense region and
showed it in 3.5 for clarity. In both figures, the plot seems to be shaped like
‘L’, which means no architecture performs worse with both deep image prior
optimization and end-to-end training. Suppose if there were no relationship
between them, then the points of the plot should be scattered within the
entire figure. At this stage of analysis, we can expect that some relationship
exists.
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Figure 3.4: RMSE of deep image prior and end-to-end training
To investigate what caused this ‘L’ shaped plot, we think of differences
between these architectures and put color on the points of the plot based on
the difference. First, we analyzed the influence of the difference of depth of
architectures (for the definition of ”depth”, please refer to 3.1). The result of
colorization is shown in Fig 3.6, and the zoomed plot is shown in 3.7. From
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Figure 3.5: zoomed dense part of RMSE of deep image prior and end-to-end
training
this, no new relationship is observed between deep image prior optimization
and end-to-end training, but deep image prior optimization shows relevance
with depth independently. For clearer analysis, we show the plot of depth
and the RMSE of deep image prior optimization in Fig 3.8. Note that we
only plot the points that exist in Fig 3.7, and most architecture with depth
1 does not appear. Although depth 3, 4, 5 have a small difference compared
with others, within depth 1, 2, and others, you can see that the deeper
the depth of architecture is, the better the denoising of deep image prior
optimization.
In our settings, the number of parameters of a CNN increases as the
depth of the CNN gets deeper. We need, therefore, to analyze the relation-
ship between the number of parameters and the RMSE to make sure that
the relationship between the depth and the RMSE is not a spurious correla-
tion. We prepared additional architectures so that some architectures have
a close number of parameters while the depths of them are different. We
combined these architectures with the other architectures and plot them in
Fig 3.10, 3.11. In these figures, the horizontal axis stands for the number of
parameters, the vertical axis for the RMSE of deep image prior optimization,
and color for the depth. We then extracted specific ranges of the number
of parameters for a detail view and showed it in Fig. 3.12-3.15. The range
of the number of parameters in Fig 3.12, 3.13 is from 80,000 to 120,000. It
18
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Figure 3.6: RMSE of deep image prior and end-to-end training colored with
depth of architecture. Each color corresponds to different depth
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Figure 3.7: zoomed dense part of RMSE of deep image prior and end-to-
end training colored with depth of architecture. Each color corresponds to
different depth
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Figure 3.8: The relationship between RMSE of deep image prior optimiza-
tion and depth of architecture
mean std min 25% 50% 75% max
depth
1 1.74e-1 4.33e-2 9.66e-2 1.59e-1 1.95e-1 2.03e-1 2.04e-1
2 8.21e-2 5.26e-3 7.63e-2 7.83e-2 7.99e-2 8.83e-2 9.47e-2
3 7.24e-2 5.68e-4 7.08e-2 7.21e-2 7.25e-2 7.28e-2 7.33e-2
4 6.96e-2 1.38e-3 6.77e-2 6.85e-2 6.91e-2 7.12e-2 7.18e-2
5 6.80e-2 1.18e-3 6.66e-2 6.71e-2 6.73e-2 6.90e-2 7.02e-2
Figure 3.9: statistics of RMSE of deep image prior optimization depending
on depth of architecture
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is observed that the gaps between architectures with the depth of 1, 2, and
others are clear even when the number of parameters is close, but within the
architectures with the depth of 3, 4, 5, the RMSE is very close or within the
error margin (see section 3.2) Fig 3.14, 3.15 show the similar observations.
This analysis shows that deep image prior gets better until the depth is 3,
and the observed minor improvement in RMSE was not from the increase
in the depth, but from the increase in the number of parameters.
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Figure 3.10: Relationship of the number of paramaeters to RMSE of deep
image prior
We then paid attention to skip-convolutions the architectures have, es-
pecially the shallowest one. In our configuration of preparing the architec-
tures, we can choose where to add skip-convolution. For example in our
target architectures, there are 3 different architectures shown in 3.16. For
the convenience of discussion, we define a term “the shallowest level of skip-
convolution” (SLSC), where “level of skip-convolution” stands for how many
times the down-convolution is applied before the skip-convolution. Essen-
tially, SLSC describes the largest spatial size of features delivered to the
output of architecture without decreasing. Our architectures also include
those without skip-convolution. We therefore also define a term “the shal-
lowest level of connection” (SLC) as
SLC =
{
SLSC, if skip-convolution exists
depth, otherwise
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Figure 3.11: Detail of plot of relationship of the number of paramaeters to
RMSE of deep image prior
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Figure 3.12: The range of [80k, 120k]: the number of paramaeters to RMSE
of deep image prior
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Figure 3.13: Detail of range of [80k, 120k]: the number of paramaeters to
RMSE of deep image prior
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Figure 3.14: The range of [530k, 630k]: the number of paramaeters to RMSE
of deep image prior
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Figure 3.15: The range of [1.1M, 1.33M]: the number of paramaeters to
RMSE of deep image prior
which is the extended idea to apply the concept of SLSC to architectures
without skip-convolution. In other words, we interpret both the convolution
at the deepest level and skip-convolution as “connection”, and SLC is the
lowest level of “connection”.
Now we put colors according to SLC, which is shown in Fig 3.17 and
expanded in Fig 3.18. In comparison to when the colorization is based on
depth, we can see the RMSE of the trained CNN is better when its SLC is
lower.
To have a clear look, we plot the RMSE performance of a trained network
with respect to SLC in Fig 3.19. When SLC is 0 or 1, the difference in RMSE
is too small to see the difference, but for larger SLC, the RMSE is getting
worse.
These relationships of depth and SLC explain the reason why there was
no architecture that performs worse both with deep image prior optimization
and end-to-end training, leading to the plot shaped like ‘L’. On one hand,
when deep image prior optimization performs badly, the architecture has a
small depth. SLC of such architecture is always small, leading to a high-
performing trained CNN. On the other hand, the trained CNN performs
badly when the SLC is a large value, and in such a case, the depth of













































: Conv1 + Sigmoid
: ReflectionPadding + Conv3 + BN +Leaky ReLU
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: Conv1 + Sigmoid
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: Conv1 + Sigmoid
: ReflectionPadding + Conv3 + BN +Leaky ReLU










: conv1 + BN + Leaky ReLU
(c) architecture example of DSC=3
Figure 3.16: architectures with different DSSC
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Figure 3.17: RMSE of deep image prior and end-to-end training colored
with SLC of architecture. Each color corresponds to different SLC
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Figure 3.18: zoomed dense part of RMSE of deep image prior and end-to-
end training colored with SLC of architecture. Each color corresponds to
different SLC
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In this research, we analyzed the relationship between deep image prior and
end-to-end training by comparing their performance in denoising. We have
found their performance result from different aspects of the architecture of
the CNN. The primary factor that improves the deep image prior is the depth
of the architecture. This improvement saturates once the depth reaches 3.
A network trained in an end-to-end manner performs well in denoising when
the architecture of the network has a small level of the shallowest connection
(LSC). The depth and the LSC are related to each other in that LSC does
not exceed the depth, which results in the seeming relationship.
28
Figures
Figure 4.1: 68 test images
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In this section, we explain how the architectures are prepared.
For preparing architectures, we used a codebase implemented by Ulyanov
et al [15]. In the codebase, there is a function that creates CNN whose
components or the parameters of components can be specified by giving ar-
guments. In our research, we used this function to create architectures with
different numbers of channels in convolutions, different number of channels
in skip convolutions, and the different placing of skip convolutions. The
original code by Ulyanov et al [15] had more flexibilities in creating archi-
tectures, such as specifying the way of upsampling, whether to use sigmoid
layer at the end, and so on, but we only used the feature to change the
number of channels of convolutions and skip-convolutions. The number of
channels can be specified as a list of integers, where each integer stands for
the number of channels of output features of the convolution at the corre-
sponding level. The length of the list implicitly specifies the depth of the
architecture. The depth is, therefore, the same as the number of down-
convolutions. The generation of architecture is a recursive process that puts
the same layers while changing the parameters. In Fig A.1, the “Recursive
Block” painted in blue is a recursive block, and this block is recursively
inserted into the “Recursion Area” painted in red. The skip-convolutions
in Fig A.1 is not added if the specification by the argument is zero. If no
recursion happens, the generated architecture is the one shown in Fig A.2.
In Fig A.3, you can see each value of the argument “num channels down”
corresponds to the number of feature channels of the output of convolution
at each level, and the same is true of the argument “num channels up”. The
argument “num channels skip” is slightly different in that there is no skip
convolution if the corresponding value in a given list is 0. In Fig A.4, there
are no skip convolutions since all the values in a list given as an argument








































































































































































































































































































































































































































































































































































































































Figure A.5: Example of architecture with multiple skip convolutions
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In the table of full experiment results shown in appendix B, we added
columns of each argument of the three instead of giving the visualization of
each architecture.
A.2 Aborting of Deep Image Prior Optimization
As described in [15], in many cases, the RMSE between the output image
and the ground truth image goes up after hitting the bottom. Since we only
use the best RMSE, there is no use continuing the optimization in such cases.
We stop the optimization halfway before reaching the number of iteration
originally set. This shortened the time for each optimization and contributed
to broader analysis in terms of the architectures. In some settings, however,
we observed that the RMSE between generated and ground truth keeps
going down over the whole iteration, which makes it difficult to prune the
optimization halfway. Although the RMSE is expected to improve after the
maximum iteration we manually set, we define the lowest RMSE as the best
RMSE. Some may wonder that the best RMSE in a pruned experiment is
not an actual best value, but in fact, the improvement in RMSE has already
saturated after an adequate iteration.
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Appendix B
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