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Lo sviluppo delle moderne tecniche di Business ha visto incrementare sempre di
più, con il passare degli anni, l’attenzione delle imprese verso una delle variabili
fondamentali alla base di una buona solidità aziendale, ovvero i clienti.
I grandi passi avanti effettuati nel data collection hanno permesso alle impre-
se di poter raccogliere grosse moli di dati sul comportamento dei proprio clienti,
il cui semplice possesso assume tuttavia poco valore senza l’utilizzo di accurate
tecniche atte ad estrarne conoscenza ed informazioni utili. In questo scenario i
moderni sistemi di Data Mining rivestono un ruolo fondamentale, fornendo gli
strumenti necessari per analizzare i dati raccolti, elaborandoli in modo efficiente
con l’obiettivo di estrarre informazioni e risultati che non si riuscirebbero ad ot-
tenere attraverso delle semplici analisi. Uno degli aspetti più interessanti emerso
dalle analisi delle imprese che offrono beni o servizi a grossi bacini di clienti è
legato al fatto che il cliente già acquisito è, ai fini del perseguimento di profitto
nel lungo periodo, una precipua risorsa, in quanto il processo di acquisizione pre-
senta dei costi tra le cinque e le sei volte superiori a quelli necessari per cercare
di mantenerlo in seguito alla manifestazione di comportamenti defezionanti.
L’analisi dei comportamenti defezionanti (Churn Analysis) ha pertanto as-
sunto sempre più importanza, diventando uno strumento fondamentale, soprat-
tutto per tutte quelle aziende che forniscono un servizio su abbonamento con
sottoscrizione di contratto. Sono infatti i dati relativi ai clienti di questo tipo
di aziende o società quelli che più si adattano a quest’analisi, in quanto la defe-
zione è in tali casi un fenomeno chiaro ed esplicito e di conseguenza facilmente
identificabile, che fornisce un punto temporalmente chiaro dal quale far partire
una backward analysis. In questo gruppo rientrano gli operatori di telefonia, le
aziende che forniscono servizi on demand, ma anche banche e assicurazioni. Por-
re attenzione al comportamento dei clienti diventa quindi il centro della churn
analysis, con lo scopo di sviluppare modelli di classificazione che, imparando
dall’analisi dei dati di clienti defezionari, riescano ad identificare tutti quei com-
portamenti che un cliente manifesta prima della defezione, in modo da poter
agire tempestivamente con azioni ad hoc di retain per cercare di mantenerlo.
Un ramo poco approfondito della churn analysis riguarda invece la sua appli-
cazione a casi diversi dalle realtà proponenti un servizio su abbonamento e con
sottoscrizione di contratto, tra questi la vendita al dettaglio, dove il fenomeno
di defezione non è chiaro e riconducibile ad un momento preciso nel tempo. In
questi casi infatti il cliente potrà avere dei periodi di inattività, caratterizzati
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dall’assenza di visite nei supermercati, senza essere comunque interessato ad
abbandonare gli stessi, o diminuire con il passare del tempo i propri acquisti
fino a terminarli in maniera definitiva. Entrare quindi nel dettaglio di questo fe-
nomeno non risulta immediato, introducendo pertanto la necessità di un’analisi
dettagliata del fenomeno di churn applicato al caso in analisi.
Il progetto presentato in questa tesi ha avuto come obiettivo quello di pre-
sentare una soluzione per la churn analysis all’interno di un sistema di Grande
Distribuzione Organizzata. Come testè descritto, in un sistema di vendita al
dettaglio è difficile identificare l’esatto momento in cui il cliente deciderà di ter-
minare il rapporto con il punto vendita, in quanto, diversamente dai casi classici
di analisi sul fenomeno churn, non si ha a che fare con un abbandono immedia-
to, giacchè il cliente non sottoscrive un abbonamento, ma solo una fidelity card,
che non impone allo stesso alcun vincolo. Il progressivo abbandono dei clienti
all’interno di questo sistema prende il nome di defezione parziale. Solo dopo
aver analizzato e contestualizzato questo fenomeno al caso in oggetto si è deci-
so di modellare le soluzioni progettuali utilizzando due approcci e confrontarli
tra loro, con l’obiettivo di presentare al cliente la migliore soluzione ottenuta.
Il primo approccio è consistito nello sviluppo di un albero decisionale di clas-
sificazione, mentre il secondo ha visto la realizzazione di una random forest.
Terminate le fasi di modellazione, i classificatori sono stati fra loro confrontati
sulla base dei risultati ottenuti.
Nel Capitolo 1 verrà fatta una panoramica sul Data Mining e sullo stato del-
l’arte per quanto riguarda la churn analysis. Nel Capitolo 2 si approfondirà il
tema della Classificazione con maggiore enfasi sulla modellazione tramite alberi
decisionali e random forest alla base del lavoro progettuale. Successivamente, al
Capitolo 3, si passerà alla definizione del problema di business, oltre che degli
obiettivi del progetto, approfondendo le fasi preliminari del lavoro di modella-
zione. Nel Capitolo 4 saranno presentate nel dettaglio tutte le fasi di sviluppo
dei due modelli, al termine del quale si procederà con la scelta di quello migliore
proveniente da ciascun approccio implementato. Il Capitolo 5 vedrà confrontati
tra loro i modelli scelti, sulla base di un processo di classificazione di dati a loro
sconosciuti, mentre nel Capitolo 6 saranno tratte le conclusioni sul lavoro svolto
illustrando possibili scenari per ricerche future.
Capitolo 1
DATA MINING E CHURN
ANALYSIS: STATO
DELL’ARTE
Viviamo oggi in quella che viene definita Information Age (Era dell’informa-
zione). Grazie ai continui progressi nel campo della tecnologia abbiamo colle-
zionato, e stiamo collezionando, un’enorme mole di dati. Inizialmente questo
processo è stato caratterizzato da un accumulo ingente di dati di ogni sorta,
arrivando a rendere obsolete le strutture di raccolta dati utilizzate fino a quel
momento e generando una necessità di evoluzione delle stesse, che ha portato
allo sviluppo di quelli che oggi vengono definiti Data Warehouse, ovvero gros-
se basi di dati che mantengono tutte le informazioni sulle attività aziendali,
consentendo di integrare i dati dell’organizzazione solitamente dislocati su fonti
informative diverse in un’unica struttura, offendo la possibilità di interrogarli
al fine di prendere le migliori decisioni strategiche. Tuttavia la semplice estra-
zione dei dati non è sufficiente ai fini di avere un’informazione utile, è infatti
necessario riuscire ad estrarre conoscenza da questa enorme mole di dati, ed è
in questo quadro che si inserisce la scienza del Data Mining.
Il data mining è quindi il processo di scoperta automatica di informazioni
valide all’interno di grandi repository, attraverso l’uso di tecnologie in grado di
analizzarli allo scopo di far emergere pattern utili che altrimenti rimarrebbero
sconosciuti. Le realtà che si prestano all’applicazione di questo processo risulta-
no essere diverse, partendo sì da quelli che sono i casi classici di analisi vendite,
finanza, comunicazioni e marketing, ma estendendosi fino ad applicazioni nei
campi della sanità, medicina, criminalità, ecc.
1.1 KDD
Il Data Mining è parte integrante di quella che viene definita Knowledge Disco-
very from Data (KDD), ovvero l’insieme di tutti quei processi che portano alla
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conversione di dati grezzi in informazioni utili, come illustrato in Figura 1.1. I
passi basse del processo di KDD risultano essere i seguenti:
1. Sviluppo di una comprensione del dominio applicativo, della conoscenza a
priori rilevante e degli obiettivi dell’utente finale
2. Il consolidamento dei dati prevede la costruzione di un Data Warehouse
sulla base dei dati provenienti dalle diverse sorgenti. Più nel dettaglio è
un processo articolato in diverse fasi:
(a) determinazione di un insieme preliminare di attributi interessanti
(b) identificazione delle sorgenti da cui prelevare tali attributi
(c) consolidamento dei dati nel data warehouse (da sorgenti interne ed
esterne)
(d) scelta della strategia da adottare per i valori nulli (eliminazione,
stima, nessun trattamento)
(e) rimozione outlier e rumore
3. Selezione e preprocessing: in questo processo è necessario ridurre la quan-
tità di dati raccolti all’interno del data warehouse in modo che si adattino
all’applicazione del processo di data mining.
4. Scelta dell’analisi di data mining: classificazione, clustering, regressione,
ecc.
5. Scelta dell’algoritmo di data mining
6. Applicazione dell’algoritmo
7. Interpretazione e valutazione dei pattern e possibile ritorno ai passi da
1 a 6 per ulteriori eventuali iterazioni perchè il risultato ottenuto non è
soddisfacente o sufficientemente accurato
8. Consolidamento della conoscenza acquisita ed incorporamento della stes-
sa all’interno di un sistema o all’interno di un documento da mostrare
all’utente.
Questo processo è sia iterativo in quanto i passi possono essere ripetuti, sia
interattivo in quanto è necessario l’intervento di un analista per supporto su
diverse decisioni e per la scelta dei vincoli da imporre agli algoritmi. Un fat-
tore primario da tenere in considerazione durante il processo di KDD è che la
qualità dei risultati è in diretta relazione con la qualità dei dati. Il 50%-70%
degli sforzi su tutto il procedimento viene speso infatti nella preparazione e nel
consolidamento dei dati (preprocessing). Scopo del preprocessing è quello di
trasformare i dati grezzi in input in una forma adeguata per le successive ana-
lisi, attraverso la fusione di dati provenienti da sorgenti multiple, pulizia degli
stessi al fine di rimuoverne il rumore ed eliminare eventuali duplicazioni o oulier,
e selezione di tutti quei record e feature rilevanti per l’analisi di data mining.
CAPITOLO 1. DATA MINING E CHURN ANALYSIS 7
Figura 1.1: Processi KDD (Knowledge Discovery nei Database)
Dati i numerosi modi in cui i dati possono essere collezionati e memorizzati, il
preprocessing risulta essere appunto la fase più laboriosa ed onerosa in termini
di tempo. Terminate le fasi di data mining si passa a quello che viene in gergo
definito Closing the loop, ovvero il processo di integrazione dei risultati all’in-
terno del sistema a supporto decisionale. Questa integrazione richiede dei passi
di postprocessing, come ad esempio le fasi di visualizzazione dei risultati o test
con misurazioni statistiche, in modo da assicurare che solo risultati utili e validi
vengano incorporati nel sistema.
1.2 TECNICHE DI DATA MINING
Le tecniche di data mining sono generalmente divise in due macro categorie:
Predittive Queste tecniche hanno lo scopo di predire il valore di un parti-
colare attributo sulla base dei valori di altri attributi. La variabile da
predire viene comunemente definita variabile target o dipendente, men-
tre gli attributi utilizzati per formulare la predizione vengono definiti come
variabili indipendenti
Descrittive Obiettivo di queste tecniche è quello di identificare pattern (cor-
relazioni, trend, clusters, traiettorie e anomalie) dall’analisi delle relazioni
all’interno dei dati. Questi task sono spesso di natura esplicativa e richie-
dono frequentemente adeguate tecniche di postprocessing per validare e
spiegare i risultati in modo corretto.
All’interno di queste categorie possono essere identificati diversi approcci,
come la modellazione predittiva, l’analisi associativa, la cluster analysis e il ri-
levamento di anomalie (Anomaly Detection).
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La modellazione predittiva (Predictive Modeling) prevede lo sviluppo di un
modello per la definizione della variabile target come funzione delle variabi-
li indipendenti. Per questa modellazione esistono due approcci principali: la
classificazione, utilizzata per predire variabili target discrete, e la regressio-
ne, utilizzata per le variabili target continue. Per esempio predire se un utente
acquisterà o meno un prodotto è un task di classificazione, in quanto la varia-
bile target sarà di tipo binario, mentre se si dovesse stimare il prezzo futuro
di un’azione quello sarebbe un task di regressione, in quanto questo attributo
assumerebbe valori continui. L’obiettivo di entrambi gli approcci è quello di
sviluppare ed istruire un modello in grado di minimizzare l’errore tra la predi-
zione e il valore effettivo della variabile target. Questi modelli possono essere
ad esempio utilizzati per identificare i clienti che risponderanno ad una certa
campagna di marketing o che intendano abbandonare i punti vendita (Churn
Analysis), giudicare se un paziente sia affetto o meno da una certa malattia sulla
base dei risultati delle sue analisi, ecc.
L’analisi associativa (Association Analysis) viene utilizzata per l’identificazio-
ne di pattern per descrivere le feature con un’associazione forte nei dati. Essendo
un approccio basato su uno spazio di ricerca dimensionalmente esponenziale, l’o-
biettivo di questa analisi si concentra nell’estrarre i pattern di maggiore interesse
nel modo più efficiente possibile.
La cluster analysis viene utilizzata per la ricerca all’interno dei dati di gruppi
di osservazioni molto simili tra loro tali che le osservazioni che appartengono al
medesimo gruppo (cluster) sono più simili tra loro che rispetto alle altre osserva-
zioni degli altri cluster. Questa tecnica viene spesso utilizzata per raggruppare
la clientela in cluster, ma anche per attività particolari come ad esempio la ri-
cerca di aree oceaniche che hanno un significativo impatto sul clima del pianeta.
L’anomaly detection punta all’identificazione di osservazioni con caratteristi-
che significativamente differenti dal resto dei dati. Queste osservazioni vengono
definite anomalie o outlier. L’obiettivo di questi algoritmi è quello di scoprire
in modo efficiente le vere anomalie evitando l’erronea identificazione come ou-
tlier di istanze normali. Tra le applicazioni di maggior distribuzione di questa
tecnica rientrano l’identificazione di frodi (fraud detection), intrusioni di rete o
alterazioni dell’ecosistema.
1.3 APPLICAZIONI BUSINESS
L’uso di algoritmi di data mining nei contesti business ha raggiunto oggi un
livello di fondamentale importanza, permettendo alle aziende di consolidare
una valevole conoscenza dei propri clienti in modo da poter gestire al meglio
il rapporto con gli stessi. Tuttavia l’applicazione di queste tecniche al conte-
sto in oggetto deve tenere in conto alcuni fattori rilevanti ai fini di perseguire
un buon risultato. I database business contengono spesso rumore in termini di
inaccuratezza ed inconsistenza dei dati al loro interno. Senza una corretta im-
plementazione di adeguate procedure di validazione di questi è facile incorrere
in analisi basate su dati errati. Un altro fattore da tenere in considerazione
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riguarda eventuali dati mancanti, problema spesso ricorrente in queste appli-
cazioni, specialmente quanto gli stessi vengono raccolti da diverse sorgenti. A
titolo di esempio si consideri la raccolta di dati relativi ai clienti in diversi punti
vendita, come ad esempio l’età e il titolo di studio. I database di alcuni punti
vendita raccoglieranno queste informazioni mentre altri no, e questa situazione
si tradurrà, successivamente alla fase di importazione delle informazioni, nella
presenza di dati mancanti. Altri aspetti da tenere in considerazione sono le
dimensioni dei dataset che possono andare da qualche gigabyte fino a diversi
terabyte, come anche la tipologia dei dati in quanto alcuni algoritmi di data
mining riescono a gestirne solo alcune. Ai fini di condurre una buona analisi di
business data mining è quindi necessario tenere in considerazione questi ed altri
aspetti in modo da scegliere le tecniche migliori e che meglio si adattino di volta
in volta ai casi in analisi.
Questo lavoro di tesi ha approfondito lo studio di un’analisi di classificazio-
ne, in particolare ci si è concentrati sulle tecniche di churn analysis applicate
all’ambito retail.
1.4 CHURN ANALYSIS
Per churn, abbandono o defezione, si intende l’interruzione del rapporto fruitore-
fornitore da parte del fruitore. Questa interruzione può essere di due tipi:
Esplicita Tipica dei rapporti che richiedono un contratto o impegni da parte
del fruitore (telecomunicazioni, pay-tv).
Implicita Tipica dei rapporti non formalizzati o privi di costi per il fruitore
(tessere sconto e carte fedeltà).
L’evoluzione, nelle ultime decadi, del rapporto tra clienti e aziende dovuto ai
cambiamenti economici e sociali, ha portato quest’ultime a rivedere e migliorare
le loro tecniche analitiche e di marketing. Tra queste l’identificazione di clienti
potenzialmente defezionari è permeata sempre più all’interno di diverse realtà,
con l’obiettivo di veicolare azioni di retain per cercare di mantenerli.
Nonostante la maggior parte delle realtà marketing aziendali siano al corrente
di come l’acquisizione di nuovi clienti abbia un costo 5 volte superiore rispetto
ai costi di retain, solo il 18% delle aziende focalizza il proprio marketing nella
customer retention. Gli studi a riguardo indicano come la probabilità di vendita
ad un cliente effettivo si aggiri tra il 60-70% mentre quella di vendita ad un nuo-
vo cliente potenziale solo tra il 5 e il 20%. Inoltre comparati ad un nuovo cliente,
i clienti effettivi hanno il 50% di possibilità in più di comprare nuovi prodotti
spendendo fino al 31% in più. Un altro punto di fondamentale importanza da
tenere in considerazione è dato dal fatto che è stato registrato come un semplice
incremento del 5% nella customer retention arrivi a tradursi in un incremento
dei profitti compreso tra il 25% e il 95%.
Nel settore delle telecomunicazioni ci si riferisce al churn come al cambiamen-
to di operatore telefonico e l’applicazione a questo contesto è ad oggi la più
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utilizzata in questo tipo di analisi. Nel settore finanziario, banche e assicura-
zioni, il fenomeno di churn viene associato alla chiusura di un conto mentre nel
settore dei servizi sotto sottoscrizione di abbonamento un esempio può essere
dato dal mancato rinnovo, come ad esempio per le pay-tv o le sottoscrizioni
editoriali. Diversamente da quanto accade nei casi appena citati, nell’ambito
retail è difficile identificare l’esatto momento in cui i clienti rendono discontinua
la loro relazione (churn implicito), in quanto non viene identificato un punto
nel tempo in cui viene rivelata l’intenzione di sospendere il rapporto o tanto-
meno questi sono tenuti a comunicare esplicitamente le loro intenzioni. Inoltre
i clienti tipicamente non cambiano rivenditore ex abrupto, ma diminuiscono
progressivamente i loro acquisti a causa della transitorietà del loro rapporto di
fidelizzazione che li porta a cercare un nuovo rivenditore, ma non essendo ancora
fidelizzati verso il nuovo, continuano saltuariamente e per alcune categorie di
prodotti a rifornirsi presso il precedente. Per queste ragioni il fenomeno churn
rispetto al settore retail risulta differire in maniera consistente dagli altri, tra-
ducendo quella che nella maggior parte dei casi risulta essere una predizione di
un comportamento definito (churn esplicito), nell’identificazione di segmenti di
clientela manifestanti pattern di abbandono parziale (churn implicito). Lo stu-
dio di questo fenomeno si basa sull’analisi comportamentale dei clienti per un
certo periodo di riferimento, che porta alla modellazione di un classificatore che
si adatti al riconoscimento del comportamento di clienti defezionari che verrà
utilizzato ed applicato nel periodo successivo a quello di training del modello.
La prima domanda da porsi quando si decide di intraprendere uno studio di
churn analysis in ambito retail riguarda la comprensione di quello che effettiva-
mente è il churn applicato al caso in oggetto:
• il cliente non fa acquisti per un mese?
• il cliente non fa acquisti per un anno?
• vengono effettuate meno di due visite al mese presso il punto vendita?
• la spesa è diminuita di almeno il 50% rispetto a tre mesi prima?
Una volta definito quale comportamento si vuole analizzare, è possibile pas-
sare all’effettiva fase di tracciamento comportamentale dei clienti per il periodo
di monitoraggio, che produce i dati sui quali il modello verrà sviluppato in segui-
to ad una fase di etichettamento delle istanze sulla base dell’assunto scelto sul
churn, per poi essere applicato a dati di monitoraggio temporalmente successivi.
Ovviamente, data la natura variabile del comportamento dei clienti, è necessario
operare periodicamente sulle variabili e sui vincoli utilizzati dal modello, grazie




Tra le tecniche di data mining introdotte nel capitolo precedente, il progetto di
tesi portato avanti si è avvalso della classificazione.
I dati in input per un processo di classificazione sono un insieme di record, dove
ogni record, definito anche istanza, è caratterizzato da una tupla (x,y), dove
x è l’insieme degli attributi ed y è un attributo speciale, definito come classe
o variabile target. Con il termine classificazione ci si riferisce al processo di
sviluppo di una funzione target f che mappi ogni attributo dell’insieme x alla
variabile target y. La funzione target, informalmente nota come modello di
classificazione, viene utilizzata per i seguenti obiettivi:
Modellazione Descrittiva In questo caso il modello di classificazione viene
utilizzato come strumento esplicativo delle caratteristiche che definiscono
l’appartenenza ad una classe.
Modellazione Predittiva Il modello viene in questo contesto utilizzato per
predire il valore della variabile target di record sconosciuti.
Figura 2.1: La classificazione è il processo di mapping di un insieme di attributi
x con il corrispondente valore della classe y.
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2.1 PROBLEMA DI CLASSIFICAZIONE
Una tecnica di classificazione è il sistematico approccio alla costruzione di mo-
delli di classificazione a partire da dati in input. Alcuni esempi di tecniche sono
la classificazione tramite alberi decisionali, le reti neurali, le macchine a supporto
di vettori, i classificatori bayesiani, ecc. Ognuna di queste tecniche implementa
un algoritmo di apprendimento per identificare il modello che meglio evidenzi
le relazioni tra l’insieme degli attributi e la classe dei dati in input. Il modello
generato dall’algoritmo di apprendimento dovrà sia adattarsi correttamente ai
dati in input sia predire correttamente la classe di istanze che non ha mai visto
prima.
L’obiettivo degli algoritmi di apprendimento è pertanto quello di costruire mo-
delli con buone capacità di generalizzazione in quanto un modello senza queste
capacità condurrebbe al fenomeno definito come overfitting. Questo fenomeno
si presenta nel caso dello sviluppo di modelli troppo dettagliati e vincolati ai
dati sui quali sono stati indotti, il che si traduce in un aumento della varianza
all’interno del modello, ovvero un’alta sensibilità a dati sconosciuti, che a sua
volta si tradurrà in un conseguente aumento degli errori predittivi in questi casi.
In Figura 2.2 viene mostrato l’approccio generale per risolvere un problema di
classificazione. Il primo step nel processo di creazione di un modello di clas-
sificazione consiste generalmente nella creazione di un cosiddetto training set,
costituito da un insieme di istanze per le quali siano conosciuti i valori assunti
dalla variabile target. Tale set sarà utilizzato per sviluppare, tramite opportuni
algoritmi, il modello in grado di effettuare la classificazione, che potrà esse-
re poi applicato ai dati contenuti in un test set, ovvero un insieme di istanze
sconosciute allo stesso.
2.2 VALUTAZIONE DI UN MODELLO
2.2.1 MATRICE DI CONFUSIONE
Per valutare un modello di classificazione ci si basa sul conteggio del numero
di record classificati in modo corretto ed incorretto dallo stesso. Questi dati
vengono raccolti in quella che viene definitamatrice di confusione (Confusion
Matrix).
A titolo di esempio, in Tabella 2.1, viene rappresentata una matrice di confusione
relativa ad un problema di classificazione binario. Ogni valore fij nella tabella
rappresenta il numero di record di classe i predetti come classe j.
Avremo quindi i seguenti casi:
f01 - è il numero di record di classe 0 classificati erroneamente come classe 1
(False Positive).
f10 - è il numero di record di classe 1 classificati erroneamente come classe 0
(False Negative).
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Figura 2.2: Approccio generale per la risoluzione di un problema di
classificazione.
f11 - è il numero di record di classe 1 classificati correttamente come classe 1
(True Positive).
f00 - è il numero di record di classe 0 classificati correttamente come classe 0
(True Negative).
Predetti
Class = 0 Class = 1
Effettivi Class = 0 f00 f01Class = 1 f10 f11
Tabella 2.1: Matrice di confusione. Ogni valore fij nella tabella rappresenta il
numero di record di classe i predetti come classe j.
Sulla base dei dati presenti all’interno della matrice, il numero totale di
istanze classificate correttamente sarà dato dalla somma tra f11 e f00, mentre il
numero totale di istanze classificate in modo errato sarà dato dalla somma tra
f10 e f01.
2.2.2 METRICHE DI PERFORMANCE
Sebbene la matrice fornisca già di per sé le informazioni per determinare le
performance di un modello di classificazione, avere a disposizione questa infor-
mazione in un unico valore permette di effettuare un più comodo ed efficace
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confronto tra diversi modelli. Per questo motivo vengono introdotte le cosid-
dette metriche di performance, definite in funzione dei valori riportati nella
matrice. Tra le metriche di maggiore interesse, utilizzate anche all’interno di
questo progetto, si annoverano:
Accuratezza Questa metrica di performance, la più nota ed intuitiva, rappre-
senta il rapporto tra il numero di osservazioni classificate correttamente e
il numero totale di istanze classificate.
Accuratezza = Numero di predizioni corretteNumero totale di predizioni =
f11+f00
f11+f10+f01+f00
L’utilizzo dell’accuratezza come metrica di valutazione è particolarmen-
te adatto nel caso di dataset simmetrici, ossia nei quali la distribuzione
di classe si aggiri intorno al 50/50 e il peso dei falsi positivi e negativi
durante la fase di predizione sia pressoché il medesimo. Nonostante tale
vantaggio possa indurre, ad una prima analisi, a classificarla come misura
di valutazione ottimale, è bene valutare con attenzione il suo utilizzo nel
caso di dataset asimmetrici, caratterizzati da una distribuzione sbilanciata
a favore di una delle classi.
A titolo di esempio si pensi di voler costruire un modello che sia in grado di
predire la presenza di difetti in una macchina, e di basare questo sviluppo
su un campione composto da 1000 istanze delle quali solo 6 risultino essere
in difetto (classe positiva). Un modello che classifichi tutte le istanze come
in non difetto (ovvero classe negativa) avrà il 99.4% di accuratezza pur
senza aver mai classificato il fenomeno ricercato.
Precision Questa metrica di performance, che indica quante delle istanze clas-
sificate positivamente siano effettivamente rilevanti, è data dal rappor-
to tra il numero di istanze di classe 1 correttamente classificate (True
Positive) e il totale di istanze classificate con la classe 1.
Precision = True PositiveTrue Positive + False Positive =
f11
f11+f01
Estendendo l’esempio precedente, utilizzando la matrice di confusione rap-
presentata in Tabella 2.2, si assuma che vengano classificato 8 istanze delle
1000 come difetti. Se 5 di queste 8 fossero effettivamente difetti la Pre-
cision sarebbe 5/8 = 0.625. L’utilizzo della Precision come metro di va-
lutazione risulta particolarmente adatto nei casi in cui la distribuzione di
classe non sia simmetrica, concentrando l’attenzione sulle istanze positive.
Recall Questa metrica, nota anche come sensitivity o true positive rate, indica
la proporzione di istanze correttamente classificate come positive. Il suo
valore è dato dal rapporto tra il numero di istanze di classe 1 correttamente
classificate come classe 1 (True Positive) e il totale di tutte le istanze
effettivamente positive.
Recall = True PositiveTrue Positive + False Negative =
f11
f11+f10
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Portando avanti l’esempio precedente, si assuma che 6 macchine su 1000
siano in difetto. Avendo il modello predetto correttamente 5 di queste
(nonché 3 incorrettamente, sebbene per il calcolo della Recall questo dato
non sia importante), il valore della Recall sarà uguale a 5/8 = 0.833.
Come la Precision, anche questa metrica è utile nei casi di sbilanciamento
di classe in quanto entrambe si focalizzano sulla performance nel caso dei
positivi piuttosto che dei negativi, in quanto sono questi i casi di maggior
interesse (e.g. diagnosi di malati all’interno di grossi dataset di individui
prevalentemente sani).
F-Measure Nota anche come F1 Score, questa metrica di performance è rap-
presentata dalla media armonica tra Precision e Recall, calcolata come:
F -Measure = 2 ∗ Precision * RecallPrecision + Recall
Questa misura di valutazione, nonostante risulti meno intuitiva rispetto
alle precedenti, è molto utile nel caso di distribuzioni di classe asimme-
triche, soprattutto nei casi in cui il peso di classificazioni sbagliate (False
Positive e False Negative) sia il medesimo. Nel caso in cui questo sia
differente è preferibile concentrarsi maggiormente su Precision e Recall.
Predetti
Class = 0 Class = 1
Effettivi Class = 0 991 3Class = 1 1 5
Tabella 2.2: Matrice di confusione sui risultati di un modello di classificazio-
ne per la predizione di macchine in difetto. Su un dataset di 1000 istanze,
solamente 6 sono effettivamente di classe positiva (ovvero in difetto).
2.2.3 TECNICHE DI VALUTAZIONE
Una volta sviluppato un modello, come precedentemente anticipato, verrà ap-
plicato ad un dataset di test per predire la classe di record ad esso sconosciuti.
La valutazione delle metriche di performance ottenute su questi nuovi dati per-
metterà di avere una stima più accurata di quelle che saranno le capacità del
classificatore. Tuttavia per poter effettuare quest’analisi è necessario che i va-
lori della variabile target del test set siano noti in modo da poter confrontare i
valori della predizione del classificatore con quelli effettivi. Tra le tecniche per
la valutazione delle performance di un classificatore le più diffuse sono:
Metodo Holdout In questo metodo il dataset originale con la variabile tar-
get già valorizzata viene partizionato in due insiemi diversi chiamati ri-
spettivamente training set e test set. Un modello di classificazione viene
sviluppato a partire dai dati di training e le sue performance vengono suc-
cessivamente valutate sul test set. La dimensione dei due subset rimane
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solitamente a discrezione dell’analista ma generalmente vengono utilizzati
2/3 delle istanze come training ed il restante 1/3 come test.
Random Subsampling Il metodo Holdout può essere ripetuto diverse volte
per migliorare la stima delle performance del classificatore. Questo ap-
proccio prende il nome di Random Subsampling e prevede che il calcolo
di una metrica di performance sia dato dalla somma pesata del risultato
di quella metrica ad ogni iterazione.
Cross-Validation In questo approccio ogni record viene utilizzato lo stesso
numero di volte per il training e esattamente una per il testing. Per capire
meglio questo metodo si supponga di partizionare i dati in due subset
uguali. Come prima cosa uno dei due subset viene scelto come training
e l’altro per il testing. Successivamente i due subset vengono invertiti e
quello che prima era il test set diventerà il training e viceversa. Questo
approccio prende il nome di 2-fold cross-validation. Il metodo k-fold cross-
validation generalizza questo approccio segmentando i dati in k partizioni
uguali. Ad ogni esecuzione una delle partizioni è scelta come test set
mentre le altre vengono utilizzate come training. Questa procedura viene
ripetuta k volte in modo che ogni partizione venga usata per il testing
esattamente una volta. Una particolare variante di questo metodo è quella
che prevede k = N, con N il numero di istanze del dataset, chiamata
leave-one-out, dove ogni test set contiene solamente un record. Questo
approccio ha il vantaggio di utilizzare il maggior numero di dati possibili
per il training ed inoltre i test set sono mutualmente esclusivi e coprono in
maniera effettiva tutto il dataset. Lo svantaggio di questo approccio è che
ripetere N volte la procedura è computazionalmente oneroso ed inoltre,
essendo ogni test set formato da un solo record, la varianza del modello
tenderà ad essere alta.
2.3 APPRENDIMENTO D’INSIEME
Negli ultimi anni la ricerca nei campi del data mining e dell’apprendimento
automatico ha portato allo sviluppo di nuovi metodi di classificazione. Tra quelli
di maggiore interesse si trovano i metodi di insieme (ensemble methods) basati
sull’assunto della combinazione di più classificatori in un unico modello capace di
generare una maggiore certezza, precisione ed accuratezza nella predizione. Alla
base dello sviluppo di questi modelli risiede il fatto che così come una decisone
presa da più persone sarà solitamente migliore rispetto a quella presa da una
sola persona, allo stesso modo una predizione basata sulla combinazione delle
decisioni prese da più classificatori porterà ad un risultato complessivamente
migliore.
È importante sottolineare come tutti gli algoritmi di apprendimento utilizza-
ti nei classici metodi di classificazione (classificazione tramite albero decisionale,
reti neurali, ecc.) siano deterministici in quanto l’induzione multipla, ad esem-
pio, di un albero decisionale sullo stesso dataset condurrà ogni volta all’otteni-
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mento dello stesso albero. Se la medesima logica venisse utilizzata all’interno dei
modelli d’insieme tutti i classificatori al suo interno sarebbero uguali in quanto
generati sugli stessi dati e la predizione del modello d’insieme sarebbe pertan-
to data dall’unione delle predizioni di classificatori uguali, quindi di predizioni
uguali. Per fare in modo di ottenere un valore effettivo dall’unione delle predi-
zioni di più classificatori è pertanto necessario riuscire a differenziare gli stessi
all’interno dell’insieme. Per riuscire ad ottenere questa differenziazione un’op-
zione è quella di frammentare il dataset. Ad esempio dividendo il dataset in 10
parti si può modellare un classificatore per ognuno dei subset ottenuti, tuttavia
questo porterebbe ad indurre gli alberi su piccole porzioni del dataset originale,
che si tradurrebbe in scarse performance.
Una soluzione migliore risiede nel bootstrap sampling. Questa tecnica di na-
tura statistica assume che, dato un dataset D, se viene creato un dataset D˜
dalla selezione random con ripetizione delle istanze di D, allora D˜ è un sam-
pling di D. L’applicazione di questa tecnica ai metodi d’insieme prende il nome
di bagging. Dato un dataset D contenente N istanze di training vengono crea-
ti M bootstrap-training set D˜1,...,D˜M. Ogni sample contiene al suo interno N
istanze di training, selezionate randomicamente con ripetizione da D. A questo
punto è possibile indurre un modello per ciascun sample, in modo da ottenere i
classificatori f1,...,fM che comporranno il modello d’insieme.
Questo metodo fa in modo che i sample ottenuti siano simili tra loro ma non
troppo, infatti solo circa il 60% dei dati di training originali è rappresentato
all’interno di ogni sample. I metodi d’insieme puntano in questo modo a svilup-
pare modelli che riducano la varianza, ovvero la sensibilità a variazioni rispetto
ai dati di training, in quanto ogni classificatore conoscerà solamente una porzio-
ne dei dati. Inoltre, anche se ogni classificatore f1,...,fM all’interno del modello
tenderà al fenomeno di overfitting, questi manifesteranno il fenomeno su dati
diversi, ed essendo la predizione totale data dalla combinazione delle predizioni
di ognuno, questo farà in modo di appiattire complessivamente il fenomeno.
Durante lo svolgimento di questo progetto è stato sperimentato l’utilizzo di un
metodo d’insieme, ovvero quello delle Random Forest, che verrà successivamente
analizzato nel dettaglio.
2.4 CLASSIFICAZIONE TRAMITE ALBERO
DECISIONALE
Tra le tecniche di classificazione, quella basata sull’uso di un albero decisionale
è sicuramente tra le più diffuse. Questo successo è da ricondurre sia all’ottima
resa funzionale di questo tipo di classificatori su un ampio spettro applicativo
[1][2], sia alla loro semplicità ed intuitività nella comprensione del processo di
classificazione. Questa tecnica, lavorando sui dati forniti, si basa sullo sviluppo,
tramite ragionamento induttivo, di un modello a struttura ad albero.
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L’albero risultante è costituito da:
• Un nodo radice (root node) che non avrà alcun arco in ingresso e zero o
più archi in uscita.
• Dei nodi interni (internal nodes) che avranno esattamente un arco in
ingresso e due o più archi in uscita.
• Delle foglie (leaf), o nodi terminali, aventi esattamente un arco in ingresso
e nessun arco in uscita.
All’interno dell’albero decisionale ad ogni nodo foglia è assegnato il valore
di una classe. I nodi non-terminali, ovvero sia il nodo radice che i nodi interni,
contengono una condizione di test su un attributo per separare i record con
caratteristiche differenti. Si veda, a titolo di esempio, l’albero decisionale di
classificazione in Figura 2.3 per la classificazione dei mammiferi e non. Una volta
costruito l’albero il processo di classificazione è chiaro ed intuitivo. Partendo
dal nodo radice viene applicata la condizione di test ai vari record, proseguendo
verso il ramo relativo all’esito del test. Questo processo porta ad un nuovo nodo
interno, presso il quale verrà applicata una nuova condizione di test, o ad una
foglia. Il valore della classe associato alla foglia sarà assegnato ad ognuno dei
record che la raggiunge.
Figura 2.3: Albero decisionale di classificazione degli animali mammiferi. In blu
viene rappresentato il nodo radice, in azzurro i nodi interni, mentre le foglie,
ciascuna delle quali associata ad una classe, in viola.
2.4.1 INDUZIONE DELL’ALBERO DECISIONALE
Dato un insieme di dati esiste un numero esponenziale di alberi decisionali di
classificazione che possono essere costruiti sulla sua base. Nonostante alcuni
di questi saranno sicuramente più accurati di altri, la ricerca dell’albero deci-
sionale ottimale è computazionalmente irrealizzabile a causa della dimensione
esponenziale dello spazio di ricerca. Ciononostante, sono stati sviluppati diversi
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algoritmi efficienti per l’induzione, in tempi ragionevoli, di subottimali e suffi-
cientemente accurati alberi decisionali di classificazione.
Questi algoritmi utilizzano una strategia greedy, basata sulla ricerca di una so-
luzione ottimale da un punto di vista globale ad ogni passo locale in un tempo
polinomiale, permettendo dunque di costruire un albero decisionale sulla ba-
se esclusiva di una serie di decisioni ottimali localmente prese per individuare
l’attributo migliore per il partizionamento dei dati. Uno di questi algoritmi, uti-
lizzato anche per lo sviluppo degli alberi in questo progetto di tesi, è l’algoritmo
di Hunt, che è alla base dei più diffusi algoritmi di induzione degli alberi deci-
sionali tra i quali l’ID3, il C4.5 e il CART.
L’algoritmo di Hunt prevede lo sviluppo di un albero decisionale in maniera
ricorsiva partizionando le istanze di training in subset sempre più puri.
Definito Dt l’insieme dei record di training associati al nodo t e y = {y1,y2,...,yc}
l’insieme di valori della variabile target, l’algoritmo applica ricorsivamente i
seguenti passi:
Passo 1 Se tutti i record in Dt appartengono alla stessa classe yt, allora t è un
nodo foglia etichettato con yt.
Passo 2 Se Dt contiene record che appartengono a più di una classe viene
selezionata una condizione di test su un attributo per partizionare i record
in subset più piccoli. Per ogni esito della condizione di split viene creato
un nodo figlio e i record appartenenti a Dt vengono distribuiti sui nodi
figli in base ai vari esiti. L’algoritmo viene poi ricorsivamente applicato
ad ogni nodo figlio.
2.4.2 SCELTA DELLO SPLIT MIGLIORE
Esistono diverse misure che possono essere utilizzate per determinare quale sia
lo split migliore dei record durante la creazione di un albero decisionale. Queste
misure sono definite in termini di distribuzione di classe dei record prima e dopo
lo split.
Entropia
L’Entropia è una misura basata sul grado di impurità dato dalla distribuzio-
ne di classe all’interno di un nodo. Più il grado di impurità sarà basso, più la
distribuzione di classe al suo interno sarà sbilanciata a favore della classe eti-
chettante quel nodo. Per esempio, un nodo con distribuzione di classe (0,1) ha
impurità 0, quindi viene definito puro in quanto tutti i record al suo interno
appartengono alla stessa classe, mentre un nodo con distribuzione di classe (0.5,
0.5) ha impurità massima, in quanto la metà dei record al suo interno appar-
tengono ad una classe mentre l’altra metà all’altra classe. Per determinare la
bontà di uno split s è necessario confrontare il grado di impurità del nodo pa-
dre t (prima dello split) con il grado di impurità dei nodi figli tL e tR (dopo lo
split), nel caso di un albero binario. Maggiore sarà la differenza, migliore sarà
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la condizione di split. Il Gain, ∆, che nel caso specifico dell’Entropia prende il
nome di Information Gain, è il criterio utilizzato per determinare la bontà di
uno split:
∆i(s, t) = i(t)− pLi(tL)− pRi(tR)
dove i(t) è la misura di impurità di un nodo t (in questo caso l’Entropia), pL è il
rapporto tra il numero di record associati al nodo figlio sinistro e quelli associati
al nodo padre e pR il rapporto tra il numero di record associati al nodo figlio
destro ed il numero di record associati al nodo padre.
Gli algoritmi per l’induzione di alberi decisionali tendono a scegliere la condi-
zione di split che massimizzi il ∆. Essendo l’indice di impurità del nodo padre
uguale per tutte le condizioni di split, massimizzare il gain corrisponde a mini-
mizzare la media pesata delle misure di impurità dei nodi figli.
Definita p(i|t) la frazione di record appartenenti alla classe i in un certo nodo t,





dove c rappresenta il numero delle classi.
Gini
Un’altra misura basata sulla distribuzione di classe prima e dopo uno split è
il Gini.
Definita p(i|t) la frazione di record appartenenti alla classe i in un certo nodo t,





dove c rappresenta il numero delle classi.
Come l’Entropia, anche il Gini è una misura basata sul grado di impurità dei
nodi figli per cui, anche in questo caso, gli algoritmi per l’induzione di alberi
decisionali vedranno effettuata la divisione dei nodi sulla base della condizione
di split in grado di massimizzare il ∆.
2.4.3 ALGORITMI
Durante il lavoro progettuale svolto tramite questo approccio è stato utilizzato
l’algoritmo C4.5 di Quinlan implementante l’algoritmo di Hunt e che utilizza
l’Entropia, e quindi l’information gain, come criterio di split. La decisione di
utilizzare questo algoritmo è sopraggiunta in seguito allo studio di diversi algo-
ritmi, tra i quali ID3, CART, C5.0, CHAID e MARS, che ha mostrato come
il C4.5 fosse superiore rispetto agli altri sia per quanto riguarda la gestione di
diverse tipologie di attributi, continui e discreti, sia per la gestione di dati in-
completi ed una confermata maggiore qualità dei modelli sviluppati. Sarebbe
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stato interessante poter testare l’algoritmo C5.0, sempre di Quinlan, implemen-
tante un’evoluzione del C4.5 con documentate migliorie in termini di velocità,
uso della memoria e funzionalità aggiuntive, ma essendo rilasciato commercial-
mente sotto licenza non è stato possibile.
Viene analizzato in maniera un po’ più dettagliata, nel Listato 1, il processo
di creazione dell’albero decisionale utilizzato dall’algoritmo C4.5.
Algoritmo 1 C4.5(D)
Input: Dataset D
1: Tree = {}
2: if D e` ′′puro′′ OR altro criterio di stop e` verificato then
3: termina
4: end if
5: for all attributi a ∈ D do
6: Calcola il gain qualora si eseguisse lo split per a
7: end for
8: abest = L’attributo migliore in termini di gain
9: Tree = Crea un nodo che alla radice esegue il test su abest
10: Dv = I sottoinsiemi del dataset ottenuti dividendolo sulla base di abest
11: for all Dv do
12: Treev = C4.5(Dv)
13: Collega Treev al corrispondente ramo di Tree
14: end for
15: return Tree
1. Una volta preso in input il dataset D viene effettuato un controllo nel caso
in cui sia soddisfatto il criterio di stop dell’algoritmo, ovvero se il set di
record è puro, quindi tutte le istanze appartengono alla stessa classe, o
un altro eventuale altro criterio. In uno degli approcci successivamente
presentati verrà introdotto un vincolo di terminazione una volta raggiunte
un numero minimo di istanze per foglia.
2. Se il criterio di uscita non viene soddisfatto, viene calcolato l’information
gain per ognuno degli attributi.
3. Viene scelto l’attributo con lo split migliore sui dati, ovvero quello con il
valore di gain maggiore.
4. Viene creato un nodo decisionale basato sullo split migliore appena iden-
tificato al punto 3.
5. Il dataset viene a questo punto splittato sulla base della condizione appena
definita sul nodo al punto 4.
6. Per ciascuno dei dataset creati in seguito allo split viene ricorsivamente
richiamato l’algoritmo.
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7. Ogni albero ottenuto al punto 6 viene collegato al nodo decisionale dello
step 4.
8. L’albero viene ritornato.
La scelta della soglia relativa allo split sugli attributi avviene conseguente-
mente al tipo di attributo. Per attributi nominali vengono ovviamente utilizzati
i valori nominali assunti, mentre per quanto riguarda gli attributi numerici la
soglia viene scelta in seguito ad un ordinamento dei valori scegliendo lo split tra
valori successivi che più massimizza il gain.
2.5 RANDOM FOREST
Le random forest, come precedentemente anticipato, fanno parte dei cosiddetti
metodi d’insieme, e sono modelli di apprendimento costituiti al loro interno da
diversi alberi decisionali. Queste vengono utilizzate sia per analisi di classifi-
cazione che di regressione, e la predizione della classe sarà data, nel caso della
classificazione, dalla moda delle predizioni degli alberi al suo interno, mentre
nella regressione dalla media delle predizioni.
L’albero decisionale di classificazione è da sempre uno dei metodi più utilizzati
nel data mining grazie alle sue caratteristiche di robustezza, adattamento, chia-
rezza ed intuitività del modello. Tuttavia col tempo si sono cercati dei metodi
che andassero a colmare quelli che sono gli svantaggi, o comunque i punti di
debolezza di questo approccio, in primis l’accuratezza decisionale e la tendenza
all’overfitting, causata da un’alta varianza come risultato di un’alta sensibilità
a dati nuovi. Le random forest puntano a ridurre la varianza tramite un pro-
cesso decisionale comune tra diversi alberi profondi, indotti su diverse parti del
training set.
Questo approccio porta però con sé anche un leggero aumento della distorsione
(bias), ovvero un decremento della capacità di assegnamento della giusta classe
alle istanze, e una perdita di chiarezza ed interpretabilità decisionale dovuta al
fatto che, diversamente dall’approccio tramite un singolo albero decisionale, l’e-
tichettamento della classe avviene in seguito al calcolo della moda ed è pertanto
impossibile seguire nel dettaglio delle feature e degli split correlati il processo
di classificazione.
L’algoritmo utilizzato per la costruzione delle foreste, schematizzato nel Li-
stato 2, applica la tecnica precedentemente introdotta del bootstrap sampling
per la creazione degli alberi decisionali, introducendo però una variante.
Questa tecnica prevede infatti che, durante l’induzione degli alberi, al momento
dell’analisi per ogni nodo dell’attributo che meglio discriminerà i record, non
vengano prese in considerazione tutte le feature ma solo una selezione randomi-
ca del numero totale di feature del dataset.
Questa caratteristica, definita anche feature bagging, viene implementata per ov-
viare alla forte correlazione che si avrebbe tra gli alberi utilizzando un sampling
bootstrap ordinario. Infatti se una o più feature fossero molto discriminanti ai
fini della classificazione, queste verrebbero sicuramente utilizzate in molti degli
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Algoritmo 2 RandomForestClassifier(D)
Input: Dataset D
1: Per la generazione di c alberi
2: for i = 1 to c do
3: Effettua un random sampling con ripetizione dai dati di D per creare Di





9: if N contiene istanze di una sola classe then
10: return
11: else
12: Seleziona randomicamente x feature tra quelle di N
13: F = Feature migliore in termini di gain
14: Crea f nodi figli di N, N1,...,Nf, dove F ha f possibili valori (F1,...,Ff)
15: for i = 1 to f do





alberi della foresta, correlando eccessivamente tra loro i modelli. Solitamente
per i problemi di classificazione, viene utilizzata la radice quadrata di n, con
n numero di feature totale del dataset, come numero di feature da selezionare
randomicamente durante l’analisi dello split per ogni nodo. Una variante prende
invece in considerazione per questo valore il logaritmo in base 2 delle n feature.
Una volta terminata la fase di training, la predizione di nuove istanze viene ef-
fettuata calcolando, per ogni record, la moda relativa alle predizioni di ciascun
albero all’interno della foresta ed associando il valore trovato come classe di quel
record.
Nonostante le caratteristiche di difficile interpretabilità causata dall’impossibili-
tà di seguire passo passo il processo decisionale, è possibile, durante l’utilizzo di
questo modello, tenere traccia dell’importanza di ciascuna variabile del dataset
all’interno del modello, come studiato da Breiman nel 2001 [3].
Lo studio in questione valuta l’importanza di una variabile Xm per predire una
classe Y sommando il decremento pesato dell’impurità p(t)∆i(st,t) per tutti i
nodi t dove Xm è utilizzata, facendo la media tra tutti gli NT alberi nella foresta:






dove p(t) è la proporzione Nt/N di record che raggiungono t e v(st) è la varia-
bile usata nello split st. Alla fine di quest’analisi è pertanto possibile valutare il
peso delle diverse feature nella fase di classificazione dei record. Questo processo
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colma almeno in parte la lacuna di interpretabilità data dalla caratteristica di
questo modello di creare un effetto ’Scatola Nera’.
2.6 RANDOM FOREST E ALBERO
DECISIONALE: TECNICHE
A CONFRONTO
Possono essere riassunte quattro differenze principali tra le random forest e i
classificatori basati su singolo albero decisionale.
1. Gli alberi della random forest vengono indotti utilizzando la tecnica di
bootstrap sampling
2. Nel classificatore ad albero decisionale singolo per ogni split vengono consi-
derate tutte le feature del dataset, mentre nell’induzione degli alberi della
random forest vengono selezionate ad ogni split solo x feature random.
3. Il classificatore ad albero decisionale singolo viene potato in quanto, se
troppo grande e quindi troppo dettagliato, porterebbe a situazioni di over-
fitting. Gli alberi all’interno della random forest vengono invece sviluppati
fino alla massima profondità.
4. La classificazione del modello random forest avviene dalla combinazio-
ne dei risultati di ciascun albero al suo interno, calcolando la moda del
risultato di classificazione ottenuto per ogni record dai vari alberi.
Analizzando i pro e i contro delle random forest e dei classificatori ad albero
singolo [4] emerge come nessuna delle due tecniche sovrasti l’altra e che il valore
aggiunto di ognuna sarà dato dalla contestualizzazione al problema in analisi e
dagli strumenti e tempi a disposizione. Vengono elencati, in Tabella 2.3, i pro e
contro più rilevanti per ciascuna tecnica.
Albero Decisionale Random Forest
+








+ Piuttosto veloce + Parametri facilmente settabili
+ Parametri facilmentesettabili - Abbastanza lente
- Alta varianza -
Effetto Scatola Nera dovuto
all’impossibilità di entrare nel
dettaglio del processo decisionale.






3.1 CLIENTE SETTORE GDO
Il progetto si pone come obiettivo quello di identificare i clienti defezionari di
un importante rappresentante della Grande Distribuzione Organizzata in Italia.
La grande distribuzione organizzata (GDO) è il moderno sistema di vendita al
dettaglio attraverso una rete di supermercati e di altre catene di intermediari
di varia natura. Rappresenta l’evoluzione del supermercato singolo, che a sua
volta costituisce lo sviluppo del negozio tradizionale. Con diverse migliaia di
negozi distribuiti su tutto il territorio nazionale, il cliente in analisi si pone tra
i maggiori rappresentanti della GDO in Italia, con un bacino clienti superiore a
tre milioni.
Come facilmente intuibile, una simile struttura, caratterizzata da una vasta
rete di negozi e da un elevato numero di clienti, porta alla quotidiana produzione
di enormi quantità di dati, i quali confluiscono, tramite flussi di estrazione, tra-
sformazione e caricamento (Flussi ETL - Extract, Transform, Load) all’interno
di un data wharehouse (DWH), composto da centinaia di tabelle, il quale, oltre
a raccogliere i dati relativi alla clientela e ai diversi punti vendita, tiene traccia
di ogni transazione all’interno del sistema. La struttura dettagliata del DWH
in oggetto sarà illustrata più avanti in questo capitolo.
3.2 PROBLEMA E OBIETTIVI
La presenza nei sistemi informativi di tale mole di dati transazionali è alla base
dell’idea di sviluppare una tecnica che sia in grado, analizzandoli, di individuare
i più probabili casi di abbandono dei supermercati da parte dei clienti. Prima
di procedere con lo sviluppo di un simile sistema è necessario tuttavia definire
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Figura 3.1: I flussi ETL (Extract, Transform, Load) raggruppano tutti i processi
di data warehousing che si preoccupano di caricare i dati da sorgenti omogenee
o eterogenee e del loro caricamento in un DWH.
in maniera chiara il concetto di defezione della clientela (churn), offrendone una
versione contestualizzata e pertanto applicabile al caso del cliente della GDO. A
causa del suo discostarsi da quelle tipologie di servizi caratterizzate dalla sotto-
scrizione di un abbonamento, nelle quali risulta semplice identificare l’effettivo
abbandono da parte di un cliente, il concetto di churn classico è difficilmente
applicabile all’ambito della vendita al dettaglio. Infatti se in tutti quei casi
risulta più intuitivo identificare ed entrare nel dettaglio di tutti quei comporta-
menti che possono essere correlati ad una situazione di churn, come ad esempio
eventuali ritardi nei pagamenti o un numero mediamente superiore di chiamate
al servizio clienti o di reclami, nel caso della vendita al dettaglio tutti questi fe-
nomeni non si presentano. Inoltre, se nel mondo delle telecomunicazioni o nelle
realtà bancarie è presente un comportamento contrattuale mensile o comun-
que ad intervalli di tempo regolari, questo non avviene nella realtà retail, dove
possono presentarsi periodi di settimane o addirittura mesi senza che vengano
registrate visite volontarie da parte dei clienti, oppure dove la spesa degli stessi
subisca variazioni sia intenzionali oppure derivate come naturale conseguenza di
fenomeni stagionali.
Buckinx e Van den Poel introducono a tal proposito, nel 2005, il concetto di
defezione parziale (partial churn) [5]. Partendo da un’analisi degli acquisti su
base trimestrale vengono classificati come partial churners tutti quei clienti che,
a partire da un certo periodo T, non effettuano più acquisti e tutti coloro per
i quali gli acquisti diminuiscono di almeno il 40% nei due trimestri successivi,
come mostrato in Figura 3.2.
Identificare questi clienti è di vitale importanza in quanto solo in un’ottica di
gestione del cliente e di un conseguente basso tasso di customer satisfaction si
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Figura 3.2: Rappresentazione grafica del trend di acquisto di due clienti secon-
do il modello di Buckinx e Van den Poel. La prima sequenza mostra il trend
relativo ad un normale cliente abitudinario. La seconda sequenza vede invece
rappresentato un esempio di abbandono parziale dove gli acquisti del trimestre 4
e del trimestre 5 sono infatti inferiori di almeno il 40% rispetto al trimestre 3.
Figura 3.3: Rappresentazione grafica del trend di acquisto di due clienti con
modifica al modello di Buckinx e Van den Poel. Nella sequenza in alto è pos-
sibile visualizzare il trend di acquisto di un normale cliente abitudinario. Nella
sequenza in basso viene esposto un esempio di abbandono parziale dove a partire
dal Trimestre 3 gli acquisti assumo un trend discendente di almeno il 40% per i
due trimestri successivi.
possono attivare iniziative di retain in modo da non perderlo in modo definiti-
vo. Tuttavia, nella fase analitica di applicabilità del concetto appena presentato
al caso di studio specifico, è emerso come tale approccio non sarebbe risultato
particolarmente utile senza l’aggiunta di alcune modifiche. La radice di tale
problematica risiede nel fatto che per quanto riguarda il cliente GDO in ana-
lisi capita spesso che i clienti del supermercato abbiano un comportamento di
spesa abbastanza regolare, ma senza escludere eventuali aumenti della spesa in
un determinato trimestre salvo poi tornare al comportamento abituale. Tale
caratteristica comportamentale avrebbe viziato i risultati dell’analisi con l’in-
troduzione di un grande numero di casi classificati come abbandoni parziali,
rendendoli di conseguenza poco interessanti nel contesto del fenomeno studiato.
Si è quindi deciso di variare questo approccio in modo da considerare partial
churners tutti quei clienti che a partire da un trimestre T hanno una diminu-
zione degli acquisti di almeno il 40% nel T+1 e nuovamente del 40% nel T+2,
come riportato in Figura 3.3.
Si è deciso di utilizzare la definizione di abbandono parziale arricchita della
modifica appena introdotta come base di partenza per lo sviluppo del progetto,
utilizzando una finestra temporale di 21 mesi, considerando tutto il 2013 e i pri-
mi tre trimestri dell’anno 2014. Tale decisione è stata presa in seguito all’analisi
dei risultati di differenti sperimentazioni condotte, le quali saranno in seguito
esposte nel dettaglio.
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Si pone quindi come obiettivo del progetto quello di identificare i clienti a rischio
defezione dall’analisi dei trend di acquisto di ognuno, attraverso la modellazio-
ne di un classificatore che, analizzando un dataset precedentemente classificato
sulla base dell’assunto del partial churning, sia in grado di far emergere dei
comportamenti per l’identificazione di questa tipologia di clienti. Una volta in-
dividuato l’insieme di clienti partial churn, sarà compito del reparto marketing,
attraverso campagne ad hoc e promozioni sviluppate a partire da un’accurata
analisi dei passati acquisti del cliente, cercare di mantenere lo stesso, in quanto,
come precedentemente spiegato, la retain dei clienti presenta dei costi notevol-
mente minori rispetto all’acquisizione di nuovi.
La fase di scelta del periodo di analisi da considerare è stata caratterizzata
da differenti strade percorse prima di individuare quella definitiva. Un primo
approccio prevedeva la scelta di un periodo di 12 mesi sul quale modellare il
classificatore, tuttavia da un confronto con esperti del settore e dallo studio ap-
profondito della letteratura al riguardo è emerso come un intervallo di un anno
risultasse troppo breve ai fini dell’ottenimento di un modello robusto e resilien-
te. Si è pertanto deciso di estendere l’analisi perché prendesse in considerazione
un periodo di 24 mesi, comportando un aumento dei tempi necessari all’estra-
zione dei dati ma portando con se il vantaggio di una maggiore accuratezza e
adattività del modello prodotto.
L’idea iniziale era di sviluppare un modello che, utilizzato su un dataset a rag-
gruppamento trimestrale, riuscisse a far emergere un comportamento di partial
churn. Tuttavia non è possibile trascurare il problema dato dall’irregolarità
al variare del trimestre della distribuzione degli acquisti all’interno dei punti
vendita. Come mostrato nel grafico riportato in Figura 3.4, l’andamento della
spesa media nei 4 trimestri di un anno risulta molto variabile. In particolare
è possibile notare subito come nel trimestre Aprile-Maggio-Giugno, ma soprat-
tutto in quello Ottobre-Novembre-Dicembre, i valori siano più alti rispetto alla
media degli altri periodi. Questo a causa delle festività del periodo di Pasqua
e di quello di Natale, dove la spesa media dei clienti cresce di circa il 10%.
Questo fenomeno risulta di poco conto se il modello viene sviluppato su una fi-
nestra temporale che va da Gennaio a Dicembre e testato e applicato su finestre
temporali dello stesso tipo. Ma volendo shiftare temporalmente l’intervallo di
un solo trimestre piuttosto che di quattro, che possa essere per motivi di busi-
ness o di disponibilità dei dati, le logiche sviluppate dal modello nell’intervallo
Gennaio-Dicembre crollerebbero se testate da Aprile a Marzo. Questo perchè
il modello costruisce la sua conoscenza dei dati sapendo, in questo caso, che il
quarto trimestre presenta sempre quel tipo di comportamento.
Per ovviare a questo problema si è deciso di normalizzare i dati di acquisto di
21 mesi in quattro fotografie temporali di 12 mesi ciascuna (4 trimestri), spo-
standosi di volta in volta avanti di un trimestre, per permettere al modello di
trovare logiche comportamentali più generiche e svincolate da comportamenti
stagionali. Tuttavia, per far sì che si conservasse comunque traccia di ogni fi-
nestra temporale, si è deciso di aggiungere una variabile flag, valorizzata da 1
a 4 in base alla finestra temporale di appartenenza. Questa decisione è stata
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Figura 3.4: Grafico sulla spesa media dei clienti durante i trimestri di un anno.
Si nota subito come i trimestri contenenti le festività di Natale e Pasqua abbiano
una spesa media maggiore rispetto agli altri due.
presa per far sì che, se necessario, gli algoritmi di modellazione del classificatore
potessero tenere in considerazione anche la possibilità di correlazione con una
fotografia temporale piuttosto che con un’altra. Questa normalizzazione fa in
modo che ogni record venga trasformato in quattro record distinti, passando
dalla struttura visibile in Tabella 3.1 alla struttura presentata in Tabella 3.2.
Cliente T1 T2 T3 T4 T5 T6 T7
Tabella 3.1: Struttura iniziale dei record del dataset prima della norma-
lizzazione. Vengono aggregati per ogni cliente i dati relativi a tutti i
trimestri.
Codice Trimestre Trimestre Trimestre Trimestre Flag
Cliente T1 T2 T3 T4 1
Cliente T2 T3 T4 T5 2
Cliente T3 T4 T5 T6 3
Cliente T4 T5 T6 T7 4
Tabella 3.2: Struttura dei record del dataset dopo la normalizzazione. Ogni
record relativo ad un cliente viene trasformato in quattro record distinti, rac-
cogliendo di volta in volta i dati di quattro trimestri consecutivi e shiftando
temporalmente in avanti di un trimestre ad ognuno dei quattro record.
Il lavoro di tesi ha visto la modellazione e la sperimentazione di due differenti
classificatori, il primo dei quali basato su un albero decisionale, mentre il secondo
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sulle random forest. Entrambi gli approcci verranno in seguito presentati per
poi effettuare un confronto in grado di illustrare il percorso che ha condotto alla
scelta della soluzione definitiva.
3.3 DATA WAREHOUSE
Un data warehouse (DWH) è una collezione di dati orientata al soggetto, inte-
grata e consistente, rappresentativa dell’evoluzione temporale e non volatile, di
supporto al processo decisionale. Il processo di data warehousing permette di
integrare dati provenienti da diverse sorgenti in un unico DWH organizzato op-
portunamente per consentire agli utenti di formulare interrogazioni complesse
per generare rapporti di sintesi per analisi e supporto alle decisioni. La rap-
presentazione multidimensionale dei dati al suo interno si basa solitamente su
schemi a stella (star schema) o a fiocco di neve (snowflake schema) che mettono
in relazione le varie tabelle, come si può vedere in Figura 3.5. Le tabelle possono
essere di due tipi: tabelle dei fatti (fact tables) o tabelle dimensionali (dimen-
sions). Nel caso siano presenti più fact tables si parla di schema a costellazione
(fact constellation schema).
Figura 3.5: Schemi Data Warehouse. Nella parte sinistra dell’immagine viene
rappresentato uno star schema, con le tabelle dimensionali (D) che si collegano
con la fact table (F). Nella parte destra viene invece rappresentato uno snowflake
schema, sempre con le tabelle dimensionali collegate alla tabella dei fatti, ma con
alcune dimensioni collegate ad altre dimensioni.
Una tabella dei fatti contiene al suo interno misure, metriche e fatti rela-
tivi ad un processo di business e si localizza al centro di uno star o snowflake
schema con intorno le tabelle dimensionali. Le colonne al suo interno possono
essere divise in due tipologie. Quelle che contengono il fatto vero e proprio e
quelle che servono come collegamenti (chiavi esterne) alle chiavi primarie delle
tabelle dimensionali, e contenenti un codice solitamente numerico. Per quanto
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riguarda invece le tabelle dimensionali, queste contengono solitamente attributi
descrittivi e ogni riga al loro interno è identificata univocamente da un campo
chiave utilizzato per i collegamenti con le altre tabelle.
Il data warehouse in analisi si compone di 874 tabelle, di cui 108 tabelle dei fatti,
264 tabelle dimensionali e le restanti tabelle di supporto. Tramite 34 procedure
scritte in linguaggio PL/SQL i dati vengono caricati e aggiornati dai sistemi
sorgenti al DWH. Questo tipo di procedure sono di due tipi: le più comuni sono
quelle schedulate ed automatiche che, in base al tipo di dato trattato, sono ese-
guite ad intervalli che vanno dall’infragiornaliero al settimanale, mentre le altre
sono procedure ad esecuzione manuale, utilizzate soprattutto nel caso vengano
riscontrati errori nel caricamento dei dati e si manifesti la necessità di un recu-
pero manuale degli stessi.
Per quanto riguarda l’accesso ai dati sono presenti due ambienti, uno di Pro-
duzione, ovvero il DWH effettivo utilizzato per il cliente, ed uno di Sviluppo,
utilizzato come ambiente per testare eventuali modifiche o nuovi sviluppi prima
che questi vengano implementati in Produzione. Tuttavia essendo Sviluppo un
ambiente non sempre aggiornato e completo solo in parte molte estrazioni sono
state effettuate direttamente in Produzione, dove, per evitare di sovraccaricare
troppo il sistema, è stato necessario frammentare i lavori di estrazione in più
step ed in fasce orarie specifiche, ovvero negli intervalli tra la fine dei cicli di
caricamento più pesanti ed il loro successivo inizio schedulato.
3.3.1 ESPLORAZIONE E SELEZIONE DATI
Nella fase preliminare dello sviluppo si è proceduto con l’analisi dell’intero cor-
pus tabellare, allo scopo di individuare quali delle tabelle potessero fornire dati
consistenti per la creazione del dataset finale.
Poiché l’intero studio ha il suo obiettivo di azione l’insieme dei dati transazionali
raccolti, le tabelle contenenti questo tipo di dati sono state le prime ad essere
analizzate. Al termine dell’analisi si è deciso di procedere utilizzando una tabel-
la di scontrinato nella quale ogni record rappresentasse un oggetto acquistato da
un cliente in un punto vendita in un determinato momento. Il dato all’interno
della fact si struttura come illustrato nella Tabella 3.3.
Non avendo necessità di tutti gli attributi della tabella si è deciso di creare
un sampling contenente solo le feature ritenute utili ai fini dell’analisi, ovvero:
• PDV_COD rappresenta il codice identificativo del punto vendita;
• SCONTR_ID rappresenta il codice identificativo dello scontrino;
• DATA_SCONTR_ID la data in formato YYYYMMDD di battuta
dello scontrino;
• FID_ID il codice fedeltà del cliente;
• ART_ST_ID il codice identificativo del prodotto acquistato;
• PROMO_FLAG è un campo binario che ad 1 indica che il prodotto è
stato acquistato in promozione;



















































Tabella 3.3: Record di esempio all’interno della tabella transazionale.
• IMP_SCONTR indica l’importo pagato per l’acquisto del prodotto;
• ART_RADICE_ID rappresenta il codice identificativo della radice del-
l’articolo, ovvero un codice che permette di risalire la gerarchia dell’articolo
fino alla categoria di appartenenza;
Oltre a questa tabella si è deciso di utilizzare la dimensione relativa all’anagrafica
clienti, quella relativa ai punti vendita, quella relativa agli articoli ed infine tutte
le dimensioni relative alla gerarchia categorica degli articoli.
3.3.2 METRICHE
Scelte le tabelle da utilizzare, è stato necessario scegliere con accuratezza le
metriche da inserire all’interno del dataset, ovvero le feature da calcolare in
seguito all’aggregazione dei dati transazionali della tabella dei fatti. Ai fini
di condurre una buona churn analysis è importante tenere in considerazione le
variabili base relative al comportamento dei clienti, ovvero quella che nell’ambito
retail viene definita analisi Recency, Frequency, Monetary (RFM).
L’analisi RFM permette di focalizzarsi sul valore dei clienti basandosi su tre
indicatori:
• Recency: quando il cliente ha effettuato l’ultimo acquisto? Secondo il
modello RFM un cliente che ha effettuato acquisti recentemente sarà più
incline a proseguire gli acquisti ed accettare eventuali offerte
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• Frequency: con quanta regolarità il cliente effettua acquisti?
• Monetary: quanto spende il cliente in un certo periodo di tempo?
Questi tre indicatori non solo forniscono una fotografia della tipologia del
cliente, ma consentono di avere una base per quelle che saranno le decisioni
future nel breve/medio periodo. Infatti un cliente con buoni valori di monetary
ma con pessimi valori per quanto riguarda recency e frequency dovrà essere
preso in considerazione per azioni mirate di marketing in modo da portarlo o
riportarlo ad una situazione più abitudinaria e fidelizzata. Considerata la natura
trimestrale dell’analisi condotta, i valori delle metriche sono stati calcolati per
ogni singolo periodo. Prendendo in considerazione sia le analisi di tipo RFM
più classiche e traendo spunto dal lavoro di V.L. Miguéis e di Dirk Van den
Poel sulla predizione dell’abbandono parziale [6] sono state scelte le seguenti
metriche:
• Monetary (M_T): valore rappresentante la spesa media per cliente nel
determinato periodo T, calcolata come il rapporto tra il totale spesa e il
numero visite;
• Visite (V_T): dato dal conteggio di scontrini distinti per cliente in ogni
periodo T (il conteggio viene effettuato con la funzione DISTINCT in
quanto nella tabella transazionale per lo stesso scontrino possono essere
presenti più righe, una per ogni articolo acquistato in quella spesa);
• Totale Spesa (TS_T): rappresenta la somma di tutte le spese di ogni
cliente nel periodo di riferimento T;
• Frequency (F_T): valore che rappresenta il numero medio di visite set-
timanali per trimestre T;
• Recency (RECT_T): numero di giorni passati dall’ultimo acquisto alla
fine del periodo di riferimento T;
• Delta_T: rappresentante i giorni passati tra le ultime due spese del
periodo di riferimento T;
È stato inoltre calcolato, per ogni cliente, il numero di visite totali su tutti i
periodi.
In un primo approccio alla scelta e creazione delle metriche è stata presa in
considerazione anche l’idea di tenere traccia del peso di ogni singola categoria
merceologica sugli acquisti di ogni cliente, calcolando la quantità di spesa su
ognuna delle 15 categorie e valutandone il rapporto rispetto al totale degli ac-
quisti. È stata inoltre creata un’ulteriore metrica rappresentante la percentuale
di acquisti in promozione sul totale degli acquisti.
Per quanto riguarda le metriche relative agli acquisti per categoria merceologi-
ca, si è deciso, dopo aver lavorato alle fasi progettuali finali di valutazione dei
modelli, di rimuoverle in quanto nessun algoritmo ha ritenuto utile ai fini della
classificazione l’uso di queste metriche nella costruzione del modello, che alla
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luce di quanto appurato, avrebbero solo appesantito il dataset.
Alla stesso modo, la metrica relativa agli acquisti in promozione, non è stata
utilizzata in nessuna delle sperimentazioni condotte e quindi successivamente
eliminata.
3.4 CREAZIONE DATASET
Una volta aggregati i dati della tabella transazionale creando per ogni cliente e
per ogni trimestre le metriche sopra citate sono stati aggiunti i dati relativi alla
data di nascita, sesso, stato civile, titolo di studio e professione.
Un altro campo che si è deciso di aggiungere è quello relativo all’insegna pre-
ferita, ovvero la tipologia di punto vendita più frequentato per i propri acquisti.







• Cash & Carry
Queste si differenziano tra loro sia per quanto riguarda il tipo di beni e servizi
venduti sia per al dimensione dei punti vendita. Viene effettuato un conteggio
delle visite per ogni tipologia di punto vendita e il campo viene popolato con
quella con numero maggiore. Il dataset assume quindi la forma illustrata nella
Tabella 3.4, aggiungendo in coda ai campi e alle metriche analizzate fino a questo
momento un nuovo campo CLASS che rappresenterà la variabile binaria per la
classificazione.
Avendo preso in considerazione, come detto precedentemente, tutti gli ac-
quisti del 2013 e dei primi tre trimestri del 2014, il dataset avrà al suo interno
784398 record, uno per ognuno dei clienti che hanno effettuato acquisti nella
finestra temporale considerata. Questo numero risulta abbastanza inferiore ri-
spetto al pool di circa 3 milioni di clienti registrati all’interno del DWH. Tale
ridimensionamento del numero di record considerati dipende dall’esclusione dal
processo estrattivo dei dati relativi a quei clienti che non hanno effettuato al-
meno 21 visite per il periodo in analisi, in quanto ritenuti non strategicamente
interessanti da parte del management, e ovviamente al fatto che il bacino di
3 milioni di clienti sia rappresentante della somma di tutte le tessere fedeltà
registrate ma che non avranno obbligatoriamente registrato acquisti nel periodo
in analisi.





































Tabella 3.4: Campi componenti il dataset per l’analisi
3.5 PRE-PROCESSING
Una volta creato il dataset si è passati alla fase di preparazione del dato (Pre-
processing) e per un’analisi dettagliata di ciascun attributo è stato utilizzato il
software Trifacta, un tool di trasformazione dati prodotto dall’omonima azien-
da, fondata in California nel 2012. Nonostante la giovane età il tool si è presto
imposto come uno tra i migliori software per il data pre-processing e il data-
preparation, sia per la sua semplicità ed intuitività nell’utilizzo, sia per quanto
riguarda l’ottima qualità del risultato finale anche partendo da dati destruttu-
rati. Essendo il dataset importato in buona parte già strutturato e pulito, ci
si è concentrati maggiormente sull’analisi della bontà dei dati piuttosto che su
eventuali cambi strutturali.
Inizialmente si è analizzata la presenza di record con campi non valorizzati.
Questa ricerca ha portato all’identificazione di circa un 10% di clienti per i qua-
li i campi anagrafici erano tutti a NULL. Si è deciso, ai fini di puntare ad una
maggiore pulizia del dato, di eliminare questi clienti, in quanto il dataset avreb-
be preservato comunque un numero sufficiente di casi utili per l’analisi.
Il primo campo analizzato è stato DATA_NASCITA che, come si può vedere
in Figura 3.6, ha mostrato da subito la presenza di alcuni valori anomali, con
alcuni clienti con anno di nascita inferiore al 1900 o superiore all’anno attuale.
Si è deciso ai fini dell’analisi di eliminare tutti questi record in modo da ottenere
dei dati il più puliti possibile ed inoltre di tenere solamente i clienti con un’età
compresa tra i 16 e i 99 anni.
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Figura 3.6: Screen di Trifacta sulle statistiche del campo DATA_NASCITA. Ol-
tre a fornire informazioni sulla distribuzione clienti per data di nascita, vengono
individuati automaticamente presunti outlier, mentre in basso un istogramma
fornisce la visualizzazione della distribuzione del campo in analisi.
Nome Range Numero Clienti
Fascia 1 [16,37) 63976
Fascia 2 [37,58) 361318
Fascia 3 [58,79) 269617
Fascia 4 [79,99) 69966
Tabella 3.5: Categorizzazione dell’attributo ETÀ in quattro fasce.
Il campo DATA_NASCITA è stato inoltre modificato in modo da ot-
tenere un campo numerico ETÀ, facendo la differenza tra l’anno in corso e
DATA_NASCITA in modo da ottenere il giusto conteggio degli anni.
Fatto questo è stata analizzata la distribuzione degli anni e si è deciso di ca-
tegorizzare questo campo ottenendo quattro fasce d’età, come mostrato nella
Tabella 3.5.
Per quanto riguarda il campo SESSO si è notato da subito come la distri-
buzione fosse notevolmente sbilanciata a favore di quello femminile, con 567945
clienti donne contro 196932 uomini.
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Analizzando la distribuzione di questo attributo emerge una predominanza
della tipologia Coniugato/a all’interno del dataset, con una percentuale di circa
il 70%. A seguire Celibe/Nubile con il 20%, mentre il resta 10% si distribuisce
tra Non Dichiarato, Altro e Vedovo/a, come visibile nel grafico in Figura 3.8 .
Questo dato rispecchia in modo abbastanza chiaro i dati Istat sul numero delle
coppie in Italia, con più del 60% della popolazione facente parte di una coppia.
Figura 3.8: Distribuzione della popolazione del campione per stato civile.
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In questo caso la predominanza all’interno del campione è formata da record
valorizzati con Non Dichiarato, con a seguire Diploma, Licenza media, Licenza
elementare ed infine Laurea.
Figura 3.9: Distribuzione della popolazione del campione per l’attributo
Professione.















Il grafico riportato in Figura 3.9 mostra la distribuzione delle professioni nel
campione, dove, tralasciando coloro che non dichiarano il loro impiego, emerge
un dato abbastanza fisiologico, ovvero come quasi un quarto dei clienti siano
casalinghe. Seguono impiegati/e e pensionati tra il 14% e il 10%, e tutti gli
altri con percentuali tra l’1% e il 10%. Terminata questa fase il dataset risulta
composto da 764877 record.
3.6 OUTLIER
Dato un insieme di osservazioni, un outlier rappresenta un valore anomalo ed
aberrante che si allontana notevolmente dalle altre osservazioni disponibili. L’a-
nalisi e la gestione di questi valori merita sempre una particolare attenzione in
quanto analisi e statistiche condotte su un campione contenente outlier possono
essere spesso fuorvianti. Per spiegare meglio questo fenomeno viene presentato
un esempio in Tabella 3.6.
Famiglia 01 e 16000 Famiglia 06 e 19000
Famiglia 02 e 18000 Famiglia 07 e 20000
Famiglia 03 e 18000 Famiglia 08 e 21000
Famiglia 04 e 18000 Famiglia 09 e 21000
Famiglia 05 e 19000 Famiglia 10 e 500000
Tabella 3.6: Outlier su un dataset relativo ai guadagni annuali di dieci famiglie.
Analizzando i dati si può notare come le prime nove famiglie presentano tutte
valori tra i 16000e e i 21000e mentre la decima un valore di 500000e. La
famiglia 10 in questo caso è un outlier, ovvero un valore che si discosta no-
tevolmente dagli altri nella distribuzione. Bisogna perciò prestare particolare
attenzione in questi casi perchè se valori statistici come la mediana, in questo
caso 19000e, riescono a presentare un dato affidabile, altri come la media, in
questo caso 67000e, presentano un dato totalmente fuorviante.
Per fare in modo che il dataset non risultasse corrotto è stata fatta un ricerca
di eventuali outlier all’interno del campione.
Una prima cosa resasi particolarmente evidente durante l’analisi della distribu-
zione delle visite è stata la presenza di diversi record con un numero notevol-
mente superiore rispetto al normale comportamento di un cliente medio. Infatti
oltre 200 clienti hanno un numero visite, su 21 mesi, superiore a 630 ovvero più
di una visita al giorno. Stupisce ancora di più tra questi la presenza di 35 clienti
con un numero superiore a 1000 visite, fino ad arrivare ad un ristretto gruppo
con più di 4000 visite. Come è possibile vedere nella Figura 3.10 si può inoltre
scendere nel dettaglio trimestrale per riconfermare il valore outlier anche per
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Figura 3.10: Screen di Trifacta sulle statistiche del campo V_T1 relativo alle
visite per un singolo trimestre. Risultano essere diversi i clienti con un numero
troppo elevato di visite per rappresentare un dato attendibile su una media di 90
giorni.
un periodo più breve con diversi record con numero visite superiore a 90 per
trimestre.
Ovviamente questo scostamento è osservabile anche negli altri attributi, co-
me il totale degli acquisti con valori superiori anche a 100.000e per il periodo
di riferimento, o nelle metriche di frequency e monetary. Si è deciso, non solo
per interesse ma anche per motivi manageriali, di entrare nel dettaglio di questi
casi per provare a spiegare la presenza di questi clienti, che per ora definiremo
clienti premium. La prima analisi si è concentrata sul capire se il calcolo del-
le metriche in oggetto fosse altamente sbilanciato a causa di record duplicati
dall’estrazione delle tabelle transazionali o fossero effettivamente tutti record
“buoni”. Controllate le transazioni di questi clienti è emerso il fatto che fossero
tutti relativi a transazioni distinte e non sovrapposte temporalmente, quindi
effettivamente record buoni. Il ricalcolo delle aggregate ha quindi riconfermato
i valori inizialmente ottenuti. Altra considerazione è stata fatta riguardo la pos-
sibilità di una vendita all’ingrosso ma, avendo escluso dall’analisi tutta quella
tipologia di punti vendita, è stato immediato scartare questa ipotesi.
Al termine di un processo analitico che ha visto il vaglio di differenti ipotesi
le quali, sebbene avvalorate da alcuni elementi, si sono rivelate poco conclu-
denti in termini di spiegazioni plausibili per il fenomeno osservato, si è deciso
di attribuirne le ragioni a quello che è stato definito il problema dei cassieri.
Analizzando gli orari di battuta degli articoli nei vari scontrini, è emerso che
gli scontrini di una stessa giornata risultavano essere praticamente consecutivi,
a volte anche a meno di un minuto di distanza. Data l’improbabilità dell’idea
che un cliente sia in grado di ritirare la spesa ed in meno di un minuto portarne
a termine un’altra ripresentandosi in cassa, si è supposto l’utilizzo di tessere
fedeltà da parte degli impiegati alla cassa, che, utilizzando la propria tessera o
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una a loro disposizione qualora il cliente ne risulti sprovvisto, possono raccoglie-
re punti sulla propria carta fedeltà e permettere al cliente di poter usufruire di
eventuali sconti.
Si è deciso perciò di eliminare questa tipologia di clienti dall’analisi utilizzando,
per discriminare all’interno del sottocampione di clienti premium, il controllo
sul timestamp degli scontrini. In questo modo si è scoperto che quasi il 70%
di questi erano riconducibili al problema dei cassieri, facendo però emergere un
subset di clienti effettivamente premium. Tuttavia, continuando a scostarsi fin
troppo dai valori medi del resto del dataset si è deciso di metterli da parte per
questo tipo di analisi, con la prospettiva di modellare soluzioni di churn predic-
tion ad hoc per questa categoria in seguito.
Terminata la fase di analisi e normalizzazione del dataset, si è proceduto con la
fase di etichettamento di classe sul quale sviluppare in seguito il modello. Come
detto precedentemente si è deciso di utilizzare il metodo proposto da Buckinx
e Van den Poel sulla diminuzione degli acquisti per due trimestri consecutivi di
almeno il 40%. È stato però deciso di implementarne una variante, ovvero di
utilizzare il numero di visite invece del totale degli acquisti per periodo. Questa
classificazione iniziale è stata implementata tramite la scrittura di uno script
SQL di update, che, ciclando su ogni record, aggiorna il campo CLASS scri-
vendo il valore 1 nel caso venga identificato il tipo di trend discendente appena
descritto.
L’esecuzione dello script ha fatto emergere un dato che fino a quel momento
non era stato ancora considerato, lo sbilanciamento di classe (class imbalance).
Solamente il 5% dei clienti all’interno del dataset sono stati classificati come
partial churners.
3.7 CLASS IMBALANCE
Questo fenomeno si presenta in un dataset con distribuzione di classe asimme-
trica, ovvero quando il numero di record appartenenti ad una classe supera in
modo elevato il numero di record appartenenti all’altra. Un esempio comune è
quello dei dataset utilizzati in campo medico, dove spesso i record per la classifi-
cazione di specifiche malattie sono di numero molto esiguo rispetto alla totalità
del campione. Altri esempi sono quelli relativi all’analisi delle frodi bancarie o
predizione di fallimenti tecnici.
In queste situazioni i classificatori tendono a sbilanciarsi concentrandosi sulla
classe maggioritaria, e questo comportamento si traduce in un’ottima accura-
tezza predittiva per questa classe a scapito di una predizione molto scarsa per
la classe minoritaria. Si verificano anche situazioni in cui i modelli arrivano
a classificare tutto il dataset con la classe maggioritaria, il che porta ad una
classificazione sbagliata ma con metriche di accuratezza anche molto buone.
Le soluzioni più comuni, da effettuare in fase di data-preprocessing, consi-
stono o nella rimozione di una parte dei record della classe maggioritaria (under
sampling) in modo che la distribuzione risulti meno sbilanciata, o nella duplica-
zione dei record della classe minoritaria (over sampling). Altro approccio è quel-
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lo di non considerare l’accuratezza come metrica di performance per l’affidabilità
del classificatore, ma piuttosto altre come Precision, Recall e F-score.
In questo caso si è deciso di utilizzare un over-sampling in modo da portare
la classe minoritaria ad occupare il 30% del totale dei dati. Sono state inoltre
utilizzate, in fase di valutazione dei modelli sviluppati, le metriche appena citate,




Durante l’approccio alla risoluzione di un problema di classificazione è necessario
tenere in considerazione non soltanto l’obiettivo di sviluppare un modello che
ben si adatti ai dati già conosciuti, ma anche e soprattutto che esso risulti
performante e affidabile nella classificazione di record ad esso sconosciuti, in
modo tale da costruire un modello che sia caratterizzato da buone capacità di
generalizzazione.
Ai fini di perseguire tale obiettivo si è deciso di affiancare al metodo holdout,
che consiste nella suddivisione dell’intero dataset in due sottoinsiemi utilizzati
rispettivamente per il training e per il testing (si veda al riguardo il Capitolo
2), una ulteriore suddivisione che ha visto il training set a sua volta scomposto
in modo da ottenere un sottocampione, che prende il nome di validation set,
che fornisse, durante lo sviluppo dei diversi modelli, una stima più accurata
sulle capacità di ciascuno basata sulla classificazione di dati diversi da quelli di
training.
In seguito alle fasi finali di rimozione degli outlier, over-sampling per risolvere il
problema della class imbalance e di normalizzazione di ogni record in 4 record
relativi ad altrettante finestre temporali, si è ottenuto un dataset composto da
3824384 record.
Il primo split, ovvero quello relativo al training e al test set, è stato effettuato
conservando il 66% del dataset per la fase di apprendimento, e il restante 34%
per la fase di test. Per conservare all’interno dei due subset la distribuzione
originaria dei record per l’attributo classe, la divisione dei dati è stata effettuata
utilizzando il metodo del campionamento stratificato (Stratified Sampling), in
quanto attraverso un campionamento semplice sarebbe emerso il rischio di creare
un subset con un numero troppo basso di istanze per un valore della classe
o viceversa. Il metodo del campionamento stratificato prevede che vengano
creati, a partire dal dataset originale, diversi subset detti strati, con ogni record
assegnato ad uno e un solo strato. Il metodo prevede poi che all’interno di
ciascuno degli strati venga mantenuta la stessa distribuzione che la classe aveva
nel dataset originale. Terminata la fase di creazione degli strati viene effettuato
un campionamento semplice in modo da raccogliere i dati da ognuno degli strati
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per creare i subset definitivi. Questo metodo è molto utilizzato nei lavori di
statistica computazionale per gli ottimi risultati in termini di riduzione della
varianza e conservazione della distribuzione. Lo stesso procedimento è stato
utilizzato per la creazione del validation set a partire dal training set, sempre
considerando uno split del 66% e del 34%. In Figura 4.1 vengono riportate le
suddivisioni effettuate tramite sampling stratificato.
Figura 4.1: Suddivisione del dataset tramite metodo hold-out in Training, Vali-
dation e Test Set. Nell’ottica di mantenere all’interno di ciascun subset la di-
stribuzione di classe è stato utilizzato il metodo del campionamento stratificato
per ogni suddivisione.
Si è pertanto deciso di utilizzare il dataset di training per la creazione dei
modelli, il validation set per stimare le capacità dei vari modelli generati e di
tenere il test set per la parte finale del lavoro progettuale, ovvero il confronto
tra i modelli migliori generati in ciascuno degli approcci implementati.
4.1 APPROCCIO TRAMITE DECISION
TREE
4.1.1 SOFTWARE
La scelta del software per l’induzione dell’albero di classificazione è stata fatta in
seguito ad alcune sperimentazioni eseguite sui software Weka e Knime e tramite
programmazione Python con l’utilizzo della libreria scikitLearn.
Weka è un software open source di machine learning scritto in Java che contiene
un insieme di algoritmi utili per il data mining, i quali possono essere applicati
ad un dataset utilizzando l’interfaccia utente o essere richiamati direttamente
nel proprio codice Java. L’interfaccia utente si compone di tutta una serie di
strumenti utili per il data pre-processing, la classificazione, la regressione, il
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clustering, le regole associative e la visualizzazione dei dati, come si può vedere
in Figura 4.2 .
Figura 4.2: Interfaccia utente di Weka. Dopo aver importato il dataset è pos-
sibile selezionare nel menù superiore la propria scheda di lavoro, scegliendo tra
Preprocess, Classify, Cluster, Associate, Select Attributes e Visualize.
Knime (Konstanz Information Miner) è una piattaforma open source per
l’analisi dei dati e la reportistica. Utilizza un’interfaccia utente grafica che
permette, tramite l’uso di nodi, di sviluppare flussi ETL per la modellazione,
l’analisi e la visualizzazione dei dati, come si può vedere in Figura 4.3, ed integra
molti nodi per il data mining, comprendendo anche tutti i moduli di analisi
dell’ambiente Weka.
Scikit-learn è una libreria Python open source per l’apprendimento auto-
matico. Integra al suo interno diversi algoritmi di classificazione, regressione,
clustering e metodi d’insieme, interoperando con le librerie NumPy e SciPy che
permettono di poter svolgere calcoli scientifici su moli di dati considerevoli.
Per quanto riguarda la modellazione dell’albero decisionale si è deciso di uti-
lizzare Weka in quanto è risultato essere il più versatile e completo per il caso
in questione, soprattutto per quanto riguarda il setting degli algoritmi e l’ana-
lisi delle performance, mentre per quanto riguarda lo split dei dati in training,
validation e test set è stato utilizzato Knime, che ha permesso, come visibile in
Figura 4.4 , di costruire con pochi nodi un flusso per importare il dataset, effet-
tuare i due split in sequenza ed esportare i tre dataset così ottenuti in formato
CSV (comma-separated values) in modo da permetterne l’importazione in We-
ka. In seguito alle sperimentazioni condotte utilizzando la libreria Scikit-learn
si è deciso di non utilizzarla per questo approccio in quanto gli stessi risultati
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Figura 4.3: Interfaccia utente di Knime. Una volta creato un nuovo progetto è
possibile selezionare, utilizzando il menù Node Repository sulla sinistra, i nodi
da utilizzare per creare il proprio flusso di lavoro. Questi sono divisi per catego-
rie, tra le quali I/O che comprende tutti i nodi per l’importazione e l’esportazione
dei dati, Data Manipulation e Data Views per l’elaborazione e la visualizzazione
dei dati, Statistics che fornisce un set di nodi per il calcolo di statistiche all’in-
terno del proprio dataset. Le categorie Mining e Weka contengono una serie
di algoritmi per il data mining, sia per quanto riguarda la classificazione, ma
anche per il clustering, regole associative, ecc.
Figura 4.4: Flusso Knime per la creazione di training, validation e test set
tramite campionamento stratificato. Il nodo di partizionamento permette, come
si può vedere nell’immagine a destra, di selezionare la dimensione dei subset
indicandone la percentuale rispetto al dataset originale. Una volta spuntata
l’opzione Stratified Sampling viene richiesto di selezionare l’attributo per il quale
si vorrà conservare la distribuzione.
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venivano ottenuti tramite Weka in modo più semplice ed intuitivo, avendo a di-
sposizione anche più informazioni sui modelli di volta in volta sviluppati. Verrà
invece approfondito l’uso di questa libreria nel paragrafo successivo riguardo la
modellazione tramite random forest.
4.1.2 WEKA CLASSIFICATION
Una volta terminata la fase di esportazione in formato CSV dei tre subset tra-
mite Knime, si è passati all’importazione degli stessi in Weka. Per far in modo
che questi potessero essere utilizzati insieme è stato necessario come prima co-
sa convertirli, sempre tramite Weka, in formato ARFF (Attribute-Relation File
Format), in quanto, dopo aver testato il loro utilizzo in formato CSV, il program-
ma sollevava un errore di incompatibilità tra i file, nonostante la loro struttura
fosse la medesima.
Terminata questa fase il training set nel nuovo formato è stato importato nel-
l’interfaccia preprocessing, per poi passare alla scheda Classify del programma.
Tra gli algoritmi di induzione dell’albero presenti in Weka si è deciso di utiliz-
zare il J48, che implementa al suo interno l’algoritmo di apprendimento C4.5
descritto al Capitolo 2. Tra i suoi parametri, il J48 permette di modificare,
come si può vedere in Figura 4.5, il fattore di confidenza (Confidence Factor),
che determina il livello di post-pruning dell’albero (valori più piccoli indicano un
maggiore livello di potatura), e il minimo numero di istanze per foglia (minNu-
mObj), che consente di impostare una soglia sotto la quale i nodi non verranno
ulteriormente espansi. Più piccolo è il fattore di confidenza usato, maggiore sarà
la probabilità che un nodo venga potato; più alto è il numero minimo di oggetti
per foglia, più il modello sarà semplice.
Figura 4.5: Impostazioni dell’algoritmo J48 di Weka.
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Per la fase di induzione dell’albero di classificazione possono essere adottate
due strategie:
1. tenere costante a 1 il Confidence Factor incrementando sistematicamente
il minimo numero di istanze per foglia partendo da valori bassi
2. eseguire l’algoritmo per diversi valori del fattore di confidenza, con in-
crementi dello 0.25, tenendo costante il numero minimo di istanze per
foglia
La prima strategia corrisponde a quella di pre-pruning dell’albero: lo split
dei nodi viene infatti interrotto durante la creazione del modello se il numero
di record scende sotto il livello prefissato. La seconda rappresenta invece la
strategia di default del J48: il post-pruning. Questo è implementato a partire
da un albero decisionale completo seguendo uno stile bottom-up, rimpiazzando
un sottoalbero con un una foglia, la cui classe è determinata scegliendo la più
numerosa fra le istanze del subtree, se questa permette di ridurre l’errore di
classificazione. Si è deciso di utilizzare entrambi gli approcci e di scegliere, in
seguito all’analisi dei modelli ottenuti, quello migliore.
Una volta terminato il setting dell’algoritmo è necessario specificare se l’al-
bero ottenuto verrà testato direttamente sui dati del training set, importando
un nuovo dataset di test (in questo caso il validation set), utilizzando la tecnica
della cross validation, oppure lasciando a Weka la responsabilità di creare un
subset di test a partire dai dati di training impostando la percentuale di dati
che costituiranno lo stesso. Si è deciso di non utilizzare quest’ultima tecnica
in quando Weka avrebbe creato, per ogni esecuzione dell’algoritmo, un test set
differente e questo non avrebbe permesso di eseguire un confronto equo tra i
diversi alberi modellati, in quando ognuno sarebbe stato testato su un subset di
test differente.
Una volta spuntata l’opzione supplied test set è stato possibile importa-
re il validation set in modo da essere pronti alla fase di effettiva esecuzione
dell’algoritmo.
4.1.3 PRE-PRUNING
Il primo parametro sul quale prendere una decisione è stato il numero minimo
di istanze per foglia dal quale partire, in quanto, in base alla dimensione del
dataset di training, uno stesso valore può generare alberi molto grandi o molto
piccoli, ovvero modelli non buoni. Avendo un dataset composto da 1665901
istanze, si è deciso di partire da un valore basso, ovvero 1000. I test effettuati
per numeri minori sviluppavano alberi eccessivamente grandi, che adattandosi
perfettamente ai dati di training avrebbero sicuramente condotto a situazioni
di overfitting. A titolo di esempio, come riportato in Tabella 4.1, impostando il
minNumObj a 100 l’algoritmo genera un albero di 403 nodi, di cui 202 foglie,
con valori di Precision, Recall ed F-Measure a 99.9% che testimoniano quanto
appena spiegato sull’eccessivo adattamento a dati conosciuti del modello che,
non avendo abbastanza capacità di generalizzazione, produrrebbe molti errori
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nel processo di classificazione di dati nuovi.
Come detto precedentemente, il secondo parametro da considerare per quest’a-
nalisi è il fattore di confidenza, che determina il livello di potatura che l’algoritmo
utilizzerà nell’induzione degli alberi. Nel contesto della tipologia di approccio
considerata, il suo valore è stato tenuto costantemente fissato sul massimo va-
lore possibile, ossia 1, ad indicare il livello minimo di potatura, scelta dettata
dalla volontà di valutare un pruning vincolato alla sola definizione del numero
minimo di istanze per foglia.
minNumObj Nodi Foglie Precision Recall F-measure
100 403 202 99.9 99.9 99.9
Tabella 4.1: Risultati per il primo test eseguito settando a 100 il numero minimo
di istanze per foglia dell’algoritmo J48. Il classificatore ottenuto è troppo preciso
e vincolato al dato, e non avendo capacità di generalizzazione, non lavorerebbe
bene con dati diversi da quelli conosciuti, causando il fenomeno detto overfitting.
Iniziando da 1000 istanze ed incrementando di volta in volta di ulteriori 1000,
si è portata avanti la creazione di diversi alberi decisionali, tenendo traccia dei
valori delle metriche di Precision, Recall e F-Measure ottenuti per ognuno.
La Tabella 4.2 riassume gli alberi decisionali ottenuti incrementando fino a 15000
il numero minimo di istanze per foglia. Si è deciso di interrompere la creazione
arrivati a tale valore in quanto gli alberi ottenuti da lì in poi risultavano essere
troppo piccoli ed imprecisi per la classificazione. Come si può vedere in alcuni
casi diversi valori in input del campo minNumObj hanno portato alla genera-
zione del medesimo modello. Si è tuttavia deciso di documentare comunque il
fenomeno al fine di non presentare una tabella dei risultati incompleta rispetto
al piano decisionale di analisi con incrementi di 1000 istanze.
Ogni setting dell’algoritmo ha previsto due esecuzioni, il primo utilizzando
tra le test options di Weka quella relativa al testing direttamente sul training set,
mentre il secondo utilizzando l’opzione supplied test set importando il dataset di
validation precedentemente creato. Nella Tabella 4.3 vengono riepilogati i risul-
tati ottenuti nella classificazione di test sui dati del training e del validation set.
Durante il processo di induzione dei vari modelli sono state considerate anche
alcune esecuzioni dell’algoritmo con valori intermedi del parametro minNumObj
rispetto al normale incremento di 1000 istanze previsto, in quanto inizialmente
ritenuti di possibile interesse a causa del brusco incremento/decremento nel nu-
mero di nodi emerso tra i modelli da 1000 e 2000 istanze minime per foglia e tra
quelli con 14000 e 15000. È stato pertanto eseguito l’algoritmo sia impostando
a 1500 il numero di istanze minime per foglia che a 14500. Nel primo caso è
stato ottenuto un modello sempre eccessivamente dettagliato e vincolato ai dati,
mentre nel secondo un modello troppo semplice con conseguente degrado delle
prestazioni.
Per la scelta del modello migliore si è deciso di creare dei grafici riportanti i dati
relativi alle metriche ottenute per ogni albero sviluppato, in modo da avere un

















Tabella 4.2: Dati dimensionali relativi agli alberi ottenuti partendo da 1000
istanze minime per foglia ed incrementando di ulteriori 1000 istanze ad ogni
esecuzione dell’algoritmo. Ai due estremi dell’analisi sono presenti, per quanto
riguarda il valore di 1000 istanze minime, un albero grande ed eccessivamente
preciso e vincolato ad dati, mentre per quanto riguarda il valore di 15000 un
modello oltremodo piccolo e inaccurato per la classificazione dei dati.
confronto prestazionale sui dati di training e validation. Come si può evincere
dall’analisi dei dati in Tabella 4.3, tra le tre metriche calcolate, la Recall e l’F-
Measure, risultano essere le più descrittive, rispetto alla Precision i cui valori
variano in modo minore.
Nelle Figure 4.6 e 4.7, rappresentanti i grafici sulle metriche di Recall e F-
Measure sui diversi alberi, ottenuti plottando il numero di nodi di ciascun albero
con i valori della metrica ad esso relativi, si nota subito come le curve delle due
metriche siano molto simili.
Questo perchè essendo l’F-Measure la media armonica tra Recall e Precision,
ed avendo ottenuto valori di quest’ultima abbastanza simili su tutti i modelli,
risulta influenzata nella quasi totalità dall’andamento della sola Recall.
Analizzando la curva all’interno dei grafici si parte tenendo conto del fatto che
per tutti i modelli sviluppati con un minNumObj alto, ovvero gli alberi più
piccoli e meno dettagliati, si hanno valori bassi per ciascuna metrica. Questo a
causa del basso livello di conoscenza raggiunto da questi modelli che anche su
dati conosciuti non riescono ad ottenere delle buone performance. Man mano
che i modelli diventano più complessi i valori delle metriche tendono a salire
sempre di più, finché le strade della curva del training e del validation iniziano
a seguire direzioni diverse. Questo perchè per quanto riguarda il training set
i modelli man mano più complessi ottengono sempre risultati migliori, ma es-
sendo questi troppo vincolati ai dati che già conoscono, non ottengono buoni
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Training
minNumObj Nodi Foglie Precision Recall F-measure
1000 149 75 99.1 93.7 96.32
2000 89 45 98.7 87.6 92.82
3000 73 37 98.4 86.3 91.95
4000 65 33 98.3 85 91.17
5000 39 20 98.1 80 88.13
6000 39 20 98.1 79.8 88.01
7000 37 19 97.9 77.4 86.45
8000 35 18 97.8 79 87.40
9000 33 17 97.7 79.1 87.42
10000 33 17 97.7 79.1 87.42
11000 29 15 97.8 79.6 87.77
12000 29 15 97.8 79.6 87.77
13000 25 13 97.6 72.3 83.07
14000 25 13 97.6 72.3 83.07
15000 9 5 97.2 70.1 81.46
Validation
minNumObj Nodi Foglie Precision Recall F-measure
1000 149 75 98.9 77.2 86.71
2000 89 45 98.3 78 86.98
3000 73 37 98.1 80 88.13
4000 65 33 98 79.8 87.97
5000 39 20 97.9 80.9 88.59
6000 39 20 97.9 80.9 88.59
7000 37 19 97.7 81.6 99.93
8000 35 18 97.8 83.8 90.26
9000 33 17 97.5 79.2 87.40
10000 33 17 97.5 79.2 87.40
11000 29 15 97.2 80.1 87.83
12000 29 15 97.2 80.1 87.83
13000 25 13 97.1 75.7 85.07
14000 25 13 97.1 75.7 85.07
15000 9 5 96.4 68.5 80.33
Tabella 4.3: La Tabella in alto mostra i risultati relativi, per ogni albero generato,
al test di classificazione su dati conosciuti, ovvero quelli di training sui quali il
modello è stato costruito, mentre la Tabella in basso i risultati degli stessi alberi
sulla classificazione del validation set, considerando le metriche di Precision,
Recall ed F-Measure. Si nota come per tutti i modelli i valori della Precision
siano buoni, mentre per quanto riguarda la Recall si distribuiscano,nel caso del
training set, in un intervallo tra il 70% e il 93%, mentre nel validation set
questa metrica assuma valori più bassi a naturale conseguenza dell’utilizzo di
dati sconosciuti al modello come test. L’F-Measure, che rappresenta la media
armonica tra queste due metriche assume valori più alti rispetto alla Recall
grazie al valori alti della Precision.
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Figura 4.6: Grafico rappresentante i valori della Recall in seguito alla classifi-
cazione di training e validation set. Le ascisse rappresentano il numero di nodi
degli alberi mentre le ordinate i valori della metrica per entrambi i test eseguiti.
È possibile notare come, superato un certo numero di nodi, le due linee tendano
a divergere a causa del fenomeno dell’overfitting per il quale i modelli più gran-
di e quindi più vincolati ai dati conosciuti non riescano a lavorare bene nella
classificazione dei dati nuovi del validation set a causa della loro bassa capacità
di generalizzazione.
Figura 4.7: Grafico rappresentante i valori dell’F-Measure su training e vali-
dation set. Le ascisse rappresentano il numero di nodi degli alberi mentre le
ordinate i valori della metrica per entrambi i test eseguiti. Le curve per i valori
di training e validation hanno un andamento molto simile a quelle ottenute nel
plotting dei dati relativi ai valori della Recall. Questo in quanto i dati sulla Pre-
cision risultano essere molto simili tra loro, ed essendo l’F-Measure la media ar-
monica tra Precision e Recall, i suoi valori risultano influenzati dall’andamento
della Recall.
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Figura 4.8: Albero decisionale selezionato tra i modelli generati tramite pre-
pruning.
risultati sui dati a loro sconosciuti del validation set, il che porta ad una suc-
cessiva diminuzione dei valori delle metriche di performance.
Si è pertanto deciso tra i diversi modelli calcolati tramite pre-pruning di selezio-
nare dalla curva dei risultati sul validation set, quello rappresentante il punto
più alto, ovvero il valore maggiore raggiunto prima del verificarsi del fenomeno
dell’overfitting. Questo punto corrisponde all’albero costituito da 35 nodi e 18
foglie, ottenuto impostando ad 8000 il numero minimo di istanze per foglia du-
rante la fase di induzione dell’albero.
Questo modello è infatti quello che ha ottenuto un risultato di classificazione
migliore sui dati sconosciuti del dataset di validazione, con un valore di Recall
pari a 83.8% ed F-Measure pari a 90.26%. In questo caso il modello è quello
illustrato in Tabella 4.4, rappresentato graficamente in Figura 4.8.
minNumObj Nodi Foglie RT RV FT FV
8000 35 18 79 83.8 87.40 90.26
Tabella 4.4: Dati relativi all’albero decisionale scelto come migliore tra quelli
generati tramite l’approccio del pre-pruning (T e V rappresentano le sigle ri-
spettivamente per Training e Validation). Il modello rappresentato è quello che
ha ottenuto risultati migliori su dati sconosciuti, con valori di Recall pari a
83.8% ed F-Measure pari a 90.26%.
Dall’analisi dell’albero decisionale scelto si nota come le tipologie di variabili
discrezionanti scelte per costruire il classificatore siano tre, ovvero la Monetary,
le visite e il Delta rappresentante i giorni passati tra le ultime due spese per
periodo. Per cercare di entrare nel dettaglio sulla scelta di questa tipologia di
variabili si è deciso di analizzare anche gli altri modelli.
Questa indagine ha portato alla luce il fatto che le altre tipologie di variabili
come Spesa Totale e Frequency venissero utilizzate nei modelli più grandi ma
inclini al fenomeno dell’overfitting, mentre per quanto riguarda i dati anagrafici
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nessun modello ha trovato correlazione tra i valori assunti da queste variabi-
li e l’identificazione del fenomeno di partial churning. Approfondendo questo
fenomeno con esperti del settore è emerso come questo comportamento sia co-
mune data la particolarità dell’analisi churn applicata all’ambito retail, dove la
defezione risulta già di per sé ambigua. Nell’albero scelto, la variabile più di-
screzionante che ha contribuito allo split iniziale dei dati è la Monetary relativa
al quarto trimestre, ovvero la spesa media dell’ultimo periodo proposto. Anche
per quanto riguarda la variabile di tipo Delta è stata presa in considerazione la
feature relativa al quarto trimestre. Questo risulta abbastanza logico nell’ottica
di voler identificare un comportamento di defezione, in quanto il tempo inter-
corso tra le ultime spese può dire molto dello status di quel cliente in quanto
un cliente fidelizzato non avrà mai tempi eccessivamente lunghi di latenza tra
le sue ultime spese. Per quanto riguarda invece le variabili relative alle visite,
sono stati presi in considerazione il numero di visite nel secondo, terzo e quarto
trimestre.
Viene presentato nella Tabella 4.5 uno dei pattern di maggior interesse per la
positività al fenomeno di partial churning all’interno dell’albero di classificazio-
ne. Una volta controllato che la spesa media del cliente per il quarto trimestre
sia maggiore di 1.02e, si passa all’analisi, sempre per lo stesso periodo, del nu-
mero di giorni intercorsi tra le ultime due visite del cliente nei supermercati. Se
questi sono più di 42, quindi quasi un mese e mezzo di distanza fra le ultime
due spese, si passa al controllo del numero di visite. Se il cliente ha effettuato
più di 4 visite nel trimestre 2, una o nessuna del trimestre 4 e tra le 0 e le 4
visite per il trimestre 3, questo viene classificato come partial churner.
Monetary_T4 Delta_T4 Visite_T2 Visite_T4 Visite_T3
>1.02 >42 >4 <=1 <=4
Tabella 4.5: Pattern di partial churn. Partendo da sinistra è possibile seguire
il processo di classificazione. Il primo split dei dati avviene prendendo in consi-
derazione i clienti che nel trimestre 4 hanno registrato un valore di spesa media
maggiore di 1.02e. Successivamente vengono selezionati tra questi quelli per i
quali sono intercorsi più di 42 giorni tra le ultime due visite nei supermercati
della catena. A seguire vengono tra questi presi in considerazione quelli con un
numero di visite nel trimeste 2 maggiore di 4 e quelli che hanno effettuato una
sola visita o nessuna nel trimestre 4. Vengono infine classificati come partial
churners tutti i clienti che tra questi hanno visitato i supermercati, nel trimestre
3, un numero di volte compreso tra 0 e 4.
Un altro pattern facilmente analizzabile all’interno dell’albero è quello che,
dopo aver preso in considerazione tutti i clienti con spesa media per il trimestre
4 inferiore ad 1.02e, seleziona quelli con un numero visite compreso tra 1 e 3
per il trimestre 3 e classifica come partial churners tutti quelli che tra questi
hanno un numero di visite maggiore di cinque per il trimestre 2.
Viene invece presentato in Tabella 4.6, a titolo di studio, anche un caso di
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pattern di classificazione di un cliente buono (non partial churn), in modo da
avere un esempio pratico anche della classificazione nel caso opposto a quello in
esame.
Anche in questo caso consideriamo inizialmente i clienti che nell’ultimo trime-
stre di riferimento, il quarto, abbiano registrato un valore di spesa superiore a
1.02e. Tra questi vengono selezionati tutti quelli per i quali, nel trimestre 4,
siano intercorsi meno di 42 giorni tra le ultime due spese al supermercato. Suc-
cessivamente i clienti vengono splittati tenendo in considerazione tutti quelli che
hanno effettuato al massimo 3 visite nel trimestre 4. Tra questi si selezionano
quelli che nel trimestre 2 siano venuti più di 8 volte al supermercato, classifican-
do come non churn tra questi tutti quelli che nel trimestre 3 hanno nuovamente
effettuato più di 8 visite.
Monetary_T4 Delta_T4 Visite_T4 Visite_T2 Visite_T3
>1.02 <=42 <=3 >8 >8
Tabella 4.6: Pattern di classificazione non partial churn. Partendo da sinistra
è possibile seguire il processo di classificazione. Il primo split dei dati avviene
prendendo in considerazione i clienti che nel trimestre 4 hanno registrato un
valore di spesa media maggiore di 1.02e. Successivamente vengono selezionati
tra questi quelli per i quali sono intercorsi meno di 42 giorni tra le ultime due
visite nei supermercati della catena. A seguire vengono tra questi presi in con-
siderazione quelli con un numero di visite nel trimeste 4 maggiore di 3 e quelli
che hanno effettuato più di 8 visite nel trimestre 2. Vengono infine classificati
come clienti buoni tutti i clienti che tra questi hanno visitato i supermercati, nel
trimestre 3, un numero di volte superiore ad 8.
4.1.4 POST-PRUNING
Diversamente dal pre-pruning, il post-pruning non prevede la definizione di una
soglia per l’interruzione dell’induzione dell’albero, come il numero minimo di
istanze per foglia. In questo caso l’albero verrà prima sviluppato nella sua
interezza e in una seconda fase potato. Come precedentemente anticipato, il
post-pruning nel C4.5 è il processo bottom-up che prevede la valutazione del-
l’errore decisionale ad ogni giunzione dell’albero ed alla sua propagazione. Ad
ogni nodo infatti l’algoritmo confronta l’errore di classificazione pesato relativo
alla presenza dei nodi figli con l’errore di classificazione che si avrebbe se i nodi
figli venissero potati e al nodo decisionale rimasto venisse associata la classe
maggioritaria. Se da quest’analisi emerge una diminuzione dell’errore generale
di classificazione la potatura viene effettuata sostituendo il sottoalbero con un
nodo foglia etichettato con la classe maggioritaria del sottoalbero potato.
In quest’analisi il setting del J48 ha previsto di tenere sempre lo stesso valore
per il campo minNumObj, eseguendo l’algoritmo variando di volta in volta in
fattore di confidenza tra 0 e 1 con incrementi dello 0.1. Tuttavia l’errore di
classificazione su dati di training ad ogni nodo non riesce a fornire una stima
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sufficiente ed esaustiva, in quanto l’albero è stato creato a partire dai medesimi
dati. Per ottenere un pruning migliore l’errore deve essere considerato come
un’approssimazione di un effettivo errore su dati sconosciuti. Per fare questo
viene introdotto il concetto di confidenza, in modo da effettuare una stima pessi-
mistica dell’errore di classificazione sui dati di training. Se un nodo è classificato
come positivo e contiene al suo interno due record, di cui uno positivo e uno
negativo (classificato erroneamente), il suo errore sarà del 50%. Tuttavia il suo
effettivo errore da considerare per la classificazione di record sconosciuti sarà
compreso, utilizzando un fattore di confidenza dello 0.25, nell’intervallo com-
preso tra il 28% e il 72%. Essendo una stima pessimistica l’errore assegnato è
quello più alto, ovvero 72%. Se la fiducia sulla completezza dei dati di training
è minore (il che corrisponde ad un valore minore del fattore di confidenza) la
stima dell’errore per ogni nodo sarà maggiore, incrementando la possibilità che
questo venga potato nell’ottica di ottenere maggiore stabilità nei nodi superiori
dell’albero.
Nei casi di studio analizzati prima di utilizzare questo approccio il numero mini-
mo di istanze per foglia veniva lasciato al suo valore di default, ovvero 2. Dopo
aver effettuato i primi test con questo setting, ci si è resi conto che, sia per bassi
valori del fattore di confidenza, sia per i valori massimi, gli alberi generati erano
comunque troppo grandi e dettagliati, il che avrebbe sicuramente condotto ad
una situazione di overfitting su dati sconosciuti. In seguito ad un’accurata ana-
lisi di documentazione su questo fenomeno è emerso come questo approccio non
sia ottimale in tutti quei casi in cui il dataset sia abbastanza grande e porti ad
una situazione come quella appena descritta. Viene in questi casi consigliato o
di utilizzare un dataset di training più piccolo o di definire un valore più alto per
il numero minimo di istanze per foglia (rinunciando però all’induzione massima
prevista dall’approccio base). Non volendo rinunciare all’utilizzo del dataset
di training generato, sono stati effettuate alcune esecuzioni dell’algoritmo per
decidere quale potesse essere il valore migliore per il setting del parametro min-
NumObj, tenendo il fattore di confidenza ad un valore di 0.5. Come emerso
anche dai test esplorativi effettuati nel precedente approccio, anche in questo
caso sono stati esclusi tutti i valori al di sotto delle 1000 istanze minime per foglia
in quanto gli alberi generati risultavano essere sempre troppo grandi. L’interval-
lo di maggior interesse è risultato essere quello tra 1000 e 10000 istanze minime
per foglia e sulla base di questo dato e da una rianalisi dei modelli ottenuti
col precedente approccio si deciso di utilizzare il valore intermedio 4500 per il
parametro in analisi. Definito questo valore si è passati alle effettive esecuzioni
dell’algoritmo, partendo da un valore di 0.1 per il fattore di confidenza fino ad
arrivare al valore 1. La Tabella 4.7 riporta una panoramica relativa gli alberi
decisionali ottenuti, mostrando come spesso gli incrementi dello 0.1 non abbiano
portato allo sviluppo di modelli differenti. Questo fenomeno risulta essere do-
cumentato anche in diversi casi di studio analizzati prima dell’implementazione
di questo approccio, dove solitamente viene testato l’algoritmo con incrementi
dello 0.25. Non volendo però correre il rischio di perdere un eventuale buon
modello si è comunque deciso di perseguire la strada degli incrementi dello 0.1
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Tabella 4.7: Dati dimensionali relativi agli alberi ottenuti tramite post-pruning
utilizzando un numero minimo di istanze per foglia pari a 4500 e partendo da un
fattore di confidenza (C.F.) dello 0.1 ed incrementando di 0.1 ad ogni esecuzione
dell’algoritmo fino ad arrivare al valore 1.
Come per il precedente approccio, vengono presentati, in Tabella 4.8, i risul-
tati di classificazione ottenuti dagli alberi generati sia sui dati di training che su
quelli del validation set. Dall’analisi dei tre alberi ottenuti tramite questo ap-
proccio e dal confronto dei loro risultati sulla classificazione di record conosciuti
e non, visibile in Figura 4.9, emerge come la differenza prestazionale registrata
in seguito ai diversi valori del fattore di confidenza testati sia decisamente di
poco conto, evidenziando come questo approccio preso singolarmente non sia
particolarmente utile nell’obiettivo di avere un set di modelli da confrontare sul
quale effettuare dei test. Sotto questo aspetto il pre-pruning ha permesso di
ottenere sia un numero di modelli maggiore, ma soprattutto un set di alberi
decisionali eterogeneo.
L’albero generato utilizzando valori di confidenza compresi tra 0.1 e 0.4, ovvero
quello costituito da 39 nodi e 20 foglie è risultato essere il migliore, con un valore
di Recall sulla classificazione di record sconosciuti pari all’80.9%. Bisogna co-
munque considerare come la differenza prestazionale tra i modelli generati con
questo approccio sia davvero bassa in quanto il modello con risultati peggiori,
ovvero quello con 57 nodi e 29 foglie, presenta un valore di Recall del 79.2% sulla
classificazione di dati sconosciuti. Tenendo presente questo fattore si è deciso di
preferire il modello sia prestazionalmente migliore ma anche più semplice, ovve-
ro l’albero costituito da 39 nodi e 20 foglie ottenuto con il fattore di confidenza
compreso tra 0.1 e 0.4 visibile in Figura 4.10. L’albero decisionale risulta essere
molto simile al modello generato tramite l’approccio del pre-pruning, con solo
quattro nodi di differenza. Gli split, soprattutto per quanto riguarda la parte
superiore dell’albero, ovvero quella più discrezionante, sono i medesimi, mentre
nella parte bassa dell’albero le differenze non riguardano tanto gli attributi usati
per gli split quanto i valori utilizzati per lo split su quegli attributi.
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Anche in questo caso è facile evincere come il modello con 35 nodi e 18 foglie
con valore di Recall sulla classificazione di record sconosciuti pari all’83.8% sia
da preferire ad un modello leggermente più complesso, 39 nodi e 20 foglie, con
valore di Recall dell’80.9% su dati sconosciuti. Dato questo risultato si è deci-
so di considerare l’albero ottenuto tramite pre-pruning come modello migliore
ottenuto nell’analisi degli alberi decisionali.
Training
C.F. Nodi Foglie Precision Recall F-measure
0.1 39 20 98.1 80.6 88.49
0.2 39 20 98.1 80.6 88.49
0.3 39 20 98.1 80.6 88.49
0.4 39 20 98.1 80.6 88.49
0.5 41 21 97.7 80.1 88.03
0.6 41 21 97.7 80.1 88.03
0.7 41 21 97.7 80.1 88.03
0.8 57 29 97.8 79.4 87.64
0.9 57 29 97.8 79.4 87.64
1 57 29 97.8 79.4 87.64
Validation
C.F. Nodi Foglie Precision Recall F-measure
0.1 39 20 97.9 80.9 88.59
0.2 39 20 97.9 80.9 88.59
0.3 39 20 97.9 80.9 88.59
0.4 39 20 97.9 80.9 88.59
0.5 41 21 98.2 80.3 88.35
0.6 41 21 98.2 80.3 88.35
0.7 41 21 98.2 80.3 88.35
0.8 57 29 98.4 79.2 87.76
0.9 57 29 98.4 79.2 87.76
1 57 29 98.4.8 79.2 87.76
Tabella 4.8: Risultati relativi, per ogni albero generato, al test di classificazione
sia su dati conosciuti, ovvero quelli di training sui quali il modello è stato co-
struito, sia sui dati sconosciuti del validation set, considerando le metriche di
Precision, Recall ed F-Measure Gli incrementi del fattore di confidenza dello 0.1
hanno generato nel totale tre diversi alberi.
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Figura 4.9: Grafici rappresentanti i risultati di Recall ed F-Measure per la clas-
sificazione sui dati di training e validation set. Le ascisse rappresentano i valori
del fattore di confidenza utilizzati mentre le ordinate i valori della metrica per
entrambi i test eseguiti.
Figura 4.10: Albero decisionale selezionato tra i modelli generati tramite post-
pruning.
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4.2 APPROCCIO TRAMITE RANDOM
FOREST
Per la modellazione delle random forest si è deciso di utilizzare gli stessi dataset
creati per il lavoro relativo agli alberi decisionali, creando quindi le foreste sui
dati di training e testando di volta in volta i risultati sui dati di validazione
ad esse sconosciuti. In questo caso, diversamente dal precedente, si sono potuti
utilizzare i dataset in formato CSV.
Per questo lavoro è stata utilizzata la libreria scikitLearn, di cui si è breve-
mente parlato nei paragrafi precedenti, per sviluppare un programma Python
che si occupasse di importare i dataset, creare le foreste a partire da alcuni
parametri di setting in input, testarle e raccogliere i dati relativi alle metriche
di misurazione delle performance. La libreria contiene al suo interno il modu-
lo sklearn.ensemble relativo ai metodi d’insieme di classificazione e regressione.
Tra questi, l’algoritmo RandomForest e il metodo Extra-Trees sono basati su
alberi decisionali randomici e permettono di creare un insieme di classificatori
e fornendo una predizione data dalla moda delle predizioni di ognuno.
Si è deciso di utilizzare per l’analisi la classe RandomForestClassifier dove ogni
classificatore è costruito a partire da un sample con campionamento bootstrap
dal training set.
Inoltre, nella suddivisione di un nodo effettuata durante la costruzione di un
albero, lo split scelto viene selezionato come il migliore all’interno di un sottoin-
sieme random delle feature, invece che come il migliore tra tutti gli attributi
come avviene negli alberi decisionali classici. L’introduzione di tale componente
randomica porta con sé un aumento della distorsione della foresta rispetto a
quella di un singolo albero non random in quanto presi singolarmente gli alberi
non avranno la stessa bontà predittiva di un albero indotto valutando di vol-
ta in volta lo split migliore tra tutte le feature, tuttavia essendo la predizione
della foresta basata sulla moda, la corrispondente diminuzione della varianza è
solitamente sufficiente a compensare l’aumento di distorsione conducendo ad un
risultato complessivo migliore.
La classe RandomForestClassifier della libreria permette di specificare diversi
parametri in ingresso. Tra questi quelli sui quali ci si è concentrati per l’analisi
sono i seguenti:
n_estimators Parametro opzionale di tipo intero che rappresenta il numero
di alberi che comporranno la foresta. Se non specificato assume il valore
di 10.
criterion Parametro opzionale di tipo stringa che rappresenta la misura che
verrà utilizzata per misurare la qualità degli split durante la costruzione
degli alberi. Quelle supportate sono il Gini, che viene utilizzato di default
nel caso non venga specificato un valore per questo parametro, e l’Entro-
pia.
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max_features Parametro opzionale che può essere di tipo intero, float o strin-
ga e rappresenta il numero di feature da considerare per la ricerca dello
split migliore.
Se intero permette di specificare il numero esatto di feature. Se float rap-
presenta una percentuale e verrà considerato come valore l’intero generato
dall’approssimazione dal calcolo della percentuale inserita sull’insieme di
tutte le feature. Se auto o sqrt allora max_features sarà uguale alla radice
quadrata del numero totale. Se log2 il numero sarà dato dal logaritmo in
base due del numero totale di feature. Se non viene specificato verranno
sempre considerate tutte le feature.
bootstrap Parametro opzionale di tipo booleano che permette di specificare se
il bootstap samplig sarà utilizzato per la costruzione degli alberi. Se non
specificato assume il valore True.
n_jobs Parametro opzionale di tipo intero che rappresenta il numero di job
da eseguire in parallelo, sia per la parte di creazione della foresta, sia per
quanto riguarda la fase di predizione. Se non specificato assume il valore
1. Se viene indicato -1 il numero di jobs in parallelo sarà uguale al numero
di core.
Per questo studio si è deciso di partire da un valore del campo n_estimators
di 50 alberi per foresta e di aumentare di altri 50 alberi ad ogni esecuzione del-
l’algoritmo, fino ad arrivare al valore di 1000 alberi. Ogni setting della variabile
n_estimators ha previsto a sua volta quattro esecuzioni dell’algoritmo, due uti-
lizzando come criterio di split il Gini, con il campo max_features settato sia su
sqrt che log2, e due utilizzando come criterio di split l’Entropia. Questa decisio-
ne ha comportato un consistente allungamento nei tempi di sviluppo in quanto
ogni esecuzione dell’algoritmo, ad eccezione di quelli con un numero piccolo di
alberi nella foresta, ha presentato dei tempi decisamente maggiori rispetto a
quelli di creazione dei singoli alberi di classificazione del precedente approccio
(in media 15 minuti per foresta), ma ha tuttavia permesso di avere uno spettro
di analisi maggiore per la scelta della foresta migliore.
Una volta importati i dataset tramite la funzione read_csv sono state create
due matrici, una contenente i valori dell’attributo CLASS e l’altra contenente
tutti i valori dei restanti attributi.
Il passo successivo ha riguardato il setting dell’algoritmo RandomForestClassi-
fier, dove di volta in volta sono stati modificati i parametri precedentemente
citati. Di seguito un esempio di setting.
RandomForestClassifier(n_estimators=50, criterion=’entropy’, max_features=’log2’)
Al termine delle operazioni preliminari appena descritte si è utilizzata la fun-
zione fit la quale, ricevendo in input le due matrici precedentemente create rela-
tive rispettivamente ai valori delle variabili indipendenti (trainingAttributes) e
ai valori della variabile target di classificazione (trainingClass), si occupa della
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generazione della random forest sulla base dei parametri impostati.
fit(trainingAttributes, trainingClass)
Terminato il processo di creazione della foresta si è passati alla fase di predizione
dei record del dataset di validazione, avvalendosi dell’utilizzo di un timer per
misurare le performance di ogni modello in termini di tempo. Per ogni modello
sono state inoltre calcolate, come nel caso precedente, i valori delle metriche di
Precision, Recall ed F-Measure ottenuti in seguito alla classificazione.
Verranno di seguito presentati i risultati ottenuti, entrando prima nel det-
taglio delle foreste create utilizzando l’Entropia come criterio di split per lo
sviluppo degli alberi decisionali e successivamente quelle create utilizzando il
Gini. Studiando la letteratura a riguardo [7], è emerso come il processo decisio-
nale di split utilizzando l’Entropia differisca di meno del 2% rispetto a quello
basato sul Gini, riallacciandosi così a quanto emerso in altri studi a riguardo,
ovvero al fatto che non sia possibile decidere quale dei due sia effettivamente
migliore. Tuttavia, sia per approfondire quale di questi due approcci avrebbe
portato ad un risultato migliore per il caso in oggetto, ma anche per fornire un
quadro analitico più chiaro e completo, si è deciso di effettuare i test su entrambi
i criteri di split presentati nel Capitolo 2.
4.2.1 Entropia
La prima analisi portata avanti riguarda l’utilizzo dell’Entropia, spiegata nel
dettaglio al Capitolo 2, come criterio di split all’interno dei vari nodi durante la
creazione degli alberi della foresta. La Tabella 4.9 raccoglie i risultati ottenuti
durante la fase di classificazione dei dati del validation set da parte delle 20 fo-
reste sviluppate utilizzando l’entropia come criterio di split e la radice quadrata
di n, con n numero totale di feature del dataset, come numero di feature sul
quale basare la scelta dello split migliore durante la costruzione degli alberi.
L’approssimazione all’intero più vicino della radice quadrata delle 32 feature è
in questo caso 6. La Tabella 4.10 raccoglie invece i risultati ottenuti sui dati del
validation set dalle 20 foreste sviluppate utilizzando l’Entropia come criterio di
split e il logaritmo in base 2 di n, con n numero totale di feature del dataset,
come numero di feature sul quale basare la scelta dello split migliore durante
la costruzione degli alberi. In questo caso il parametro assume il risultato del
logaritmo in base 2 di 32, ovvero 5. Come si può notare dai grafici in Figura
4.11 rappresentanti rispettivamente i dati di Recall ed F-Measure ottenuti in
seguito alla fase di classificazione dei record del dataset di validazione per i due
diversi setting del parametro max_features implementati, entrambi gli approcci
mostrano un leggero incremento prestazionale per quanto riguarda le foreste
aventi alberi in un numero compreso tra 500 e 650 ed è facilmente constatabile
come le foreste sviluppate utilizzando la radice quadrata del numero delle fea-
ture per gli split nella creazione degli alberi presentino risultati migliori rispetto
a quelle generate utilizzando il logaritmo in base 2.
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Entropy - Sqrt
Alberi Precision Recall F-Measure
50 96.92 78.68 86.86
100 97.16 78.72 86.97
150 97.10 81.05 88.35
200 97.12 80.79 88.21
250 97.30 80.15 87.90
300 97.15 80.66 88.14
350 97.30 80.92 88.36
400 97.42 80.45 88.13
450 97.28 81.30 88.58
500 97.37 80.51 88.14
550 97.34 81.18 88.53
600 97.44 80.96 88.44
650 97.63 81.41 88.79
700 97.26 80.71 88.22
750 97.25 80.36 88.00
800 97.32 80.81 88.30
850 97.59 81.16 88.62
900 97.42 80.30 88.04
950 97.27 80.79 88.27
1000 97.28 80.54 88.12
Tabella 4.9: Risultati delle random forest generate partendo da 50 alberi per
foresta fino ad arrivare a 1000 sui dati del validation set impostando la ra-
dice quadrata del numero delle feature del dataset come valore dal parametro
max_features.
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Entropy - Log2
Alberi Precision Recall F-Measure
50 96.21 74.53 83.99
100 96.73 75.90 85.06
150 96.75 76.31 85.32
200 96.15 75.09 84.32
250 97.13 75.88 85.20
300 96.92 75.28 84.74
350 96.61 74.60 84.19
400 96.81 74.94 84.48
450 96.79 75.79 85.01
500 96.95 75.39 84.82
550 96.83 76.16 85.26
600 96.86 76.37 85.40
650 96.93 76.29 85.38
700 96.67 75.62 84.86
750 96.72 74.90 84.42
800 96.44 74.91 84.32
850 96.76 75.02 84.51
900 96.57 74.87 84.35
950 96.17 74.80 84.15
1000 96.16 74.76 84.12
Tabella 4.10: Risultati delle random forest generate partendo da 50 alberi per
foresta fino ad arrivare a 1000 sui dati del validation set impostando il loga-
ritmo in base 2 del numero delle feature del dataset come valore dal parametro
max_features.
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Figura 4.11: Grafici rispettivamente sui valori di Recall ed F-Measure ottenu-
ti in seguito al test di classificazione eseguito sui dati sconosciuti del dataset
di validazione per le foreste create utilizzando l’Entropia come criterio di split.
Una curva riporta i valori ottenuti settando il parametro max_features con la
radice quadrata del numero totale di feature, mentre l’altra riporta i valori ot-
tenuti settando il paramentro con il logaritmo in base due del numero totale di
feature. Nonostante in entrambi i grafici le curve abbiano un andamento abba-
stanza costante e simile tra loro, si evince facilmente come le foreste generate
utilizzando la radice quadrata del numero di feature come valore del parametro
max_features abbiano ottenuto valori di Recall ed F-Measure migliori, ed in
particolare la foresta da 650 alberi con un valore di Recall pari all’81.41% e un
valore di F-Measure pari all’88.79%.
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Per quanto riguarda questo gruppo si è deciso di scegliere la foresta con 650
alberi ottenuta utilizzando il parametro max_features settato con sqrt. Dopo
aver notato questa differenza di prestazioni causata dall’aver considerato un solo
attributo in più per il parametro max_features, 5 per il setting log2 e 6 per il
setting sqrt, si è deciso di effettuare degli ulteriori test settando manualmente
questo valore per verificare se effettivamente un numero maggiore di feature
avrebbe portato ad un incremento totale delle prestazioni delle foreste. Sono
state nuovamente create tutte le foreste passando come parametro prima il va-
lore 8 e poi 10 come setting dell’opzione max_features.
Si è deciso di non andare ulteriormente oltre con l’incremento di questo valore
sia perchè i tempi di esecuzione sono risultati essere molto più lunghi rispetto
alle precedenti esecuzioni, ma soprattutto perchè l’utilizzo di un numero così
elevato di feature avrebbe impattato negativamente sulla natura randomica del-
lo split dei dati, peggiorando così il trade off tra aumento della distorsione e
diminuzione della varianza.
Tuttavia nessuno dei test ha portato all’ottenimento di un miglioramento nei
risultati, confermando quanto sostenuto dalla letteratura a riguardo, ovvero che
il numero ottimale per questo parametro sia quello dato dalla radice quadrata
del numero totale di feature. Nella Tabella 4.11 vengono riportati i risultati
ottenuti per il valore 8, ed è facile notare come i valori delle metriche siano più
bassi di quelli ottenuti per i valori precedentemente utilizzati per il parametro.
4.2.2 Gini
Una delle differenze note tra i due criteri di split presentati in questo progetto è
che l’Entropia è di solito computazionalmente più onerosa, il che porta gli algo-
ritmi implementanti il Gini ad avere dei tempi di modellazione minori. Questa
caratteristica si è potuta riscontrare anche durante l’analisi portata avanti in
questo progetto.
Come nei test eseguiti utilizzando come criterio di split l’Entropia, anche in que-
sto caso l’algoritmo è stato eseguito sia assegnando al parametro max_features il
valore relativo alla radice quadrata del numero di feature del dataset che quello
del logaritmo in base due delle stesse.
La Tabella 4.12 riporta tutti i valori relativi alle esecuzioni con il primo dei due
casi. Si può notare come questo approccio sia finora quello che meglio lavori su
dati nuovi, con la foresta da 600 alberi che raggiunge un valore di Recall del
84.11%, migliore anche di quella scelta utilizzando l’Entropia come criterio di
splt costituita da 650 alberi con un valore di Recall sugli stessi dati di validazione
pari a 81.41%.
La Tabella 4.13 raccoglie invece i dati relativi all’uso del logaritmo in base 2
come valore del parametro max_features. Anche in questo caso i risultati otte-
nuti risultano essere migliori rispetto alle foreste generate utilizzando il criterio
dell’Entropia per gli split. Analizzando i grafici in Figura 4.12 sulle metriche
di Recall e F-Measure ottenute dopo il test delle foreste sul validation set si
possono confrontare i risultati sia per quanto riguarda il setting sqrt che log2,
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Entropy - 8
Alberi Precision Recall F-Measure
50 92.04 65.71 76.68
100 92.47 65.77 76.87
150 92.27 66.23 77.11
200 92.38 66.31 77.20
250 92.50 66.04 77.06
300 92.44 66.25 77.18
350 92.47 66.39 77.29
400 92.55 67.01 77.74
450 92.56 66.76 77.57
500 92.46 66.71 77.50
550 92.64 67.34 77.99
600 92.52 67.14 77.81
650 92.57 66.52 77.41
700 92.60 67.23 77.90
750 92.49 67.02 77.72
800 92.36 66.88 77.58
850 92.40 66.84 77.57
900 92.38 66.91 77.61
950 92.46 66.79 77.56
1000 92.25 66.76 77.46
Tabella 4.11: Risultati delle random forest generate partendo da 50 alberi per
foresta fino ad arrivare a 1000 sui dati del validation set impostando 8 come
valore dal parametro max_features.
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Gini - Sqrt
Alberi Precision Recall F-Measure
50 95.39 82.78 88.64
100 95.81 82.81 88.84
150 96.02 82.99 89.03
200 96.09 83.14 89.15
250 96.00 83.31 89.21
300 95.88 83.20 89.09
350 95.98 83.48 89.29
400 96.17 83.55 89.42
450 96.24 83.56 89.45
500 96.31 83.55 89.48
550 96.19 83.92 89.64
600 96.23 84.11 89.76
650 96.35 83.74 89.60
700 96.41 83.88 89.71
750 96.32 83.71 89.57
800 96.23 83.66 89.51
850 96.27 83.45 89.40
900 96.34 83.43 89.42
950 96.21 83.49 89.40
1000 96.22 83.39 89.35
Tabella 4.12: Risultati delle random forest generate partendo da 50 alberi per
foresta fino ad arrivare a 1000 sui dati del validation set impostando la ra-
dice quadrata del numero delle feature del dataset come valore dal parametro
max_features.
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identificando nella foresta di 600 alberi ottenuta con setting sqrt il modello pre-
stazionalmente migliore sviluppato durante questo approccio.
Dal confronto grafico delle metriche di Recall ed F-Measure relative ai risultati
ottenuti in seguito alla classificazione da parte delle foreste generate con i due
setting implementati dei dati del validation set, visibile in Figura 4.12, emer-
ge quanto appena evidenziato, ovvero come l’utilizzo del Gini come criterio di
split abbia condotto nel complesso ad un risultato migliore, in particolare per
quanto riguarda le foreste generate utilizzando la radice quadrata del numero
delle feature come setting del parametro max_features. Il particolare il picco
nella curva relativa a questo setting riconduce alla foresta di 600 alberi, con una
valore di Recall dell’84.11% e di F-Measure dell’89.76%.
Gini - Log2
Alberi Precision Recall F-Measure
50 93.93 80.17 86.51
100 93.06 80.33 86.61
150 94.05 80.42 86.70
200 94.01 80.39 86.67
250 94.01 80.72 86.86
300 94.08 80.79 86.93
350 94.19 80.84 87.01
400 94.22 80.89 87.05
450 94.27 80.77 87.00
500 94.17 80.80 86.97
550 94.30 80.92 87.10
600 94.26 80.85 87.04
650 94.30 80.72 86.98
700 94.25 80.64 86.92
750 94.66 80.69 87.12
800 94.54 80.62 87.03
850 94.55 80.58 87.01
900 94.49 80.51 86.94
950 94.42 80.52 86.92
1000 94.40 80.54 86.92
Tabella 4.13: Risultati delle random forest generate partendo da 50 alberi per
foresta fino ad arrivare a 1000 sui dati del validation set impostando il loga-
ritmo in base 2 del numero delle feature del dataset come valore dal parametro
max_features.
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Figura 4.12: Grafici sui valori di Recall ed F-Measure ottenuti in seguito al te-
st di classificazione eseguito sui dati sconosciuti del dataset di validazione per
le foreste create utilizzando il Gini come criterio di split. Una curva riporta i
valori ottenuti settando il parametro max_features con la radice quadrata del
numero totale di feature, mentre l’altra riporta i valori ottenuti settando il pa-
rametro con il logaritmo in base due del numero totale di feature. Come nei test
eseguiti utilizzando l’Entropia come criterio di split, anche in questo caso le due
curve all’interno dei grafici hanno un andamento abbastanza regolare e simile
tra loro, registrando incrementi prestazionali per quanto riguarda i valori inter-
medi tra quelli presi in analisi. Le foreste generate utilizzando la radice quadrata
del numero di feature come setting del parametro max_features non solo hanno
ottenuto risultati migliori rispetto a quelle ottenute utilizzando il logaritmo in
base due, ma anche rispetto a quelle generate sempre con la radice quadrata del
numero di feature e utilizzando l’Entropia come criterio di splitting. In parti-
colare la foresta da 600 alberi raggiunge un valore di Recall sulla classificazione
di dati sconosciuti pari all’84.11% ed un valore di F-Measure pari all’89.76%,
ovvero i più alti ottenuti finora tra tutti gli approcci progettuali sviluppati.
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4.2.3 ANALISI DELL’IMPORTANZA DELLE
FEATURE
Diversamente da quanto accade nella classificazione tramite un albero decisio-
nale singolo, come di frequente rimarcato nel corso della tesi, nel caso delle
random forest non si ha la possibilità di visualizzare il modello o seguire il suo
processo decisionale, sia per il fatto che si dovrebbero analizzare tutti gli n al-
beri all’interno della foresta, sia perchè questa analisi non porterebbe ad avere
più conoscenza del funzionamento del modello in quanto, come precedentemen-
te specificato, la classificazione della foresta è data dalla moda delle predizioni
degli alberi al suo interno. Nonostante questa caratteristica e il fatto che non
si possa entrare nel dettaglio di come lo split su una variabile influenzi la clas-
sificazione, è possibile tenere traccia di quali siano quelle variabili che hanno
più importanza sul peso della predizione all’interno del modello. Nella libreria
scikit-Learn questo tracciamento prende il nome di Feature Importances e si
basa sull’importanza delle variabili studiata da Breiman nel 2001 introdotta al
Capitolo 2. Per ogni foresta generata per quest’analisi è stata calcolata l’impor-
tanza delle feature al suo interno. Il risultato emerso è che nella maggioranza dei
modelli confrontati, le dieci feature principali sono risultate essere le stesse. In
particolare, in Tabella 4.14, sono riportate quelle relative al modello proposto,
ossia la foresta di 600 alberi con settaggio sqrt per il parametro max_features e













Tabella 4.14: Importanza delle feature per la classificazione all’interno della
foresta costituita da 650 alberi con settaggio Gini-sqrt. Le feature che hanno
contribuito maggiormente alla fase di discriminazione dei record all’interno della
foresta sono risultate essere quelle relative alla frequenza e al numero di visite
sugli ultimi tre trimestri, con a seguire quelle relative ai giorni intercorsi tra le
ultime due visite nell’ultimo trimestre considerato, il totale spesa, il valore di
spesa media e la recenza.
Anche in questo caso, come nel precedente approccio, gli attributi riguar-
danti le anagrafiche dei clienti non sono risultati essere particolarmente utili ai
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fini dell’analisi. Si nota invece come i dati relativi ai trimestri da T2 a T4 sul
numero di visite, il tasso di frequenza e in minor parte i giorni trascorsi tra
le ultime due visite, il totale della spesa, il valore di spesa media e la recenza
abbiano contribuito più delle altre feature ad una migliore discriminazione dei
record all’interno della foresta.
4.2.4 ANALISI TEMPI DI ESECUZIONE
Per ogni foresta generata si è analizzato anche il tempo di classificazione sul sub-
set di validazione. La Tabella 4.15 raccoglie i tempi di classificazione, espressi in
secondi approssimati al secondo decimale, di ogni foresta sul dataset composto
da 858192 record. Le sigle E-sqrt e E-Log2 rappresentano i modelli sviluppa-
ti utilizzando come criterio di split per gli alberi decisionali l’Entropia mentre
G-sqrt e G-Log2 quelle create utilizzando il Gini. Analizzando questi dati emer-
ge come le foreste generate utilizzando il parametro max_features settato con
log2 (quindi 5 nel caso considerato) abbiano ottenuto un risultato decisamente
migliore su questo fronte rispetto a quelle generate settando il parametro col
valore sqrt (nel caso considerato 6). La foresta scelta in questa fase dell’analisi,
ovvero quella costituita da 600 alberi con settaggio sqrt e Gini come criterio
di split, ha impiegato 63.45 secondi per la classificazione del dataset. Questo
tempo risulta essere notevole se confrontato ad esempio con quelli del settaggio
Entropia-Log2, dove il modello costituito da 1000 alberi ha impiegato solo 18.22
secondi per classificare tutti i record. Tuttavia, dopo aver preso consapevolezza
di questo dato e dell’esiguo peso che avrebbe apportato la scelta sulla base di
questo risultato di un modello piuttosto che di un altro, si è deciso di proseguire
con la scelta del modello che meglio classifica record ad esso sconosciuti.
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Tempi Classificazione Validation Set
Alberi E-sqrt E-Log2 G-sqrt G-Log2
50 4.48 0.82 5.92 2.74
100 9.18 2.62 10.08 5.19
150 15.61 2.51 14.21 8.34
200 18.87 3.47 18.77 11.85
250 23.59 4.01 24.42 15.70
300 48.61 5.07 29.38 16.62
350 48.39 6.91 35.63 20.15
400 53.44 7.29 39.59 19.77
450 58.03 7.41 46.68 26.28
500 61.79 9.59 50.09 29.22
550 65.52 9.69 58.51 34.53
600 64.29 10.33 63.45 37.02
650 69.81 12.53 69.52 42.08
700 76.70 11.15 74.43 43.83
750 78.53 11.72 77.90 45.36
800 82.22 12.88 81.89 49.99
850 83.65 14.21 86.37 54.29
900 86.18 14.76 93.11 61.11
950 89.02 15.06 98.25 60.70
1000 88.97 18.22 107.08 64.72
Tabella 4.15: Tempi di esecuzione per la classificazione del validation set per
ogni foresta generata. La prima colonna rappresenta le foreste generate mentre
le altre quattro rappresentano i tempi di classificazione per ognuno dei quattro
setting utilizzati per l’algoritmo, ovvero i due relativi all’Entropia, con radice
quadrata del numero delle feature e logaritmo in base due del numero di feature
come valori del campo max_features, e i due relativi al Gini, con le medesime
parametrizzazioni del campo max_features. Dall’analisi di questi dati emerge
come le foreste generate con setting Entropia-Log2 siano quelle con risultati mi-
gliori in termini temporali per quanto riguarda la classificazione dei record del
dataset di validazione, impiegando al più 18.22 secondi nel caso della classifica-
zione eseguita con la foresta più grande, ovvero quella costituita da 1000 alberi.
Seguono in questa classifica prestazionale le foreste generate con setting Gini-
Log2 che arrivano ad impiegare circa un minuto per la classificazione nel caso
peggiore. Infine le foreste generate con setting Entropia-Sqrt e Gini-Sqrt arriva-
no rispettivamente a tempi di un minuto e mezzo e circa un minuto e cinquanta
nel caso più oneroso. Nonostante la foresta scelta non facesse parte della fa-
scia con valori più bassi si è comunque deciso, dopo aver concluso che i tempi




5.1 STRUTTURA DEL TEST
Terminata la fase di modellazione dei classificatori tramite i diversi approcci
seguiti, si è proceduto col confrontarne le prestazioni. Quest’analisi non è però
stata effettuata utilizzando i dati prestazionali ricavati al passo progettuale pre-
cedente, ma definendo un nuovo processo di classificazione utilizzando il dataset
di test ricavato all’inizio della fase di modellazione dal dataset originario. Il
test set in oggetto si compone, come mostrato in Figura 5.1, di 1300291 istanze,
con 390087 casi relativi a clienti partial churners con campo class uguale ad 1
(positivi) e 910204 casi di clienti buoni con campo class uguale a 0 (negativi),
con un rapporto quindi del 70/30.
Per quanto riguarda il test relativo all’utilizzo dell’albero decisionale si è conti-
nuato ad utilizzare Weka come software di riferimento, come allo stesso modo
per la foresta l’analisi è proseguita tramite la scrittura di script in Python.
I risultati ottenuti nei test dai modelli risultanti dai due differenti approcci de-
scritti al capitolo precedente saranno di seguito illustrati nel dettaglio, e un
confronto volto a determinare il più efficiente tra essi sarà eseguito alla fine del
presente capitolo.
5.2 DECISION TREE
Una volta scelto l’albero decisionale migliore durante la precedente fase ana-
litica, ovvero il modello ottenuto tramite pre-pruning impostando ad 8000 il
numero minimo di istanze per foglia, costituito da 35 nodi e 18 foglie, questo è
stato esportato, sotto forma di un file con estensione .model, in modo da ren-
derlo disponibile per essere importato ogni qualvolta fosse necessario eseguire
un test di classificazione. Weka è stato quindi avviato nuovamente in modo da
importare il modello e il dataset di test. Tuttavia, non essendo possibile la-
vorare direttamente all’interno della scheda Classify senza importare prima un
dataset nella scheda Preprocess, si è prima provveduto ad importare il dataset
in questa scheda, e successivamente a spuntare l’opzione Supplied Test Set nelle
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Figura 5.1: Composizione del dataset di test. Delle 1300291 istanze da testare
390087 rappresentano clienti partial churners etichettati con classe 1 (positivi),
mentre le restanti 910204 rappresentano clienti buoni, pertanto etichettati con
classe 0 (negativi).
test options della scheda Classify reimportando anche lì il dataset. Fatto questo
il modello è stato importato, tramite l’opzione Load Model, nella sezione Result
List di Weka, come visibile in Figura 5.2.
Terminata la fase di importazione dell’albero decisionale è stata eseguita
la classificazione sul test set importato, che ha impiegato circa 10 secondi. In
Figura 5.3 viene rappresentata la matrice di confusione, introdotta nel Capitolo
2, relativa ai dati ottenuti in seguito a questa fase. Dall’analisi di questi dati si
evince come delle 390087 istanze relative a clienti partial churners siano state
classificate in modo corretto 331212 (True Positive), mentre le restanti 58875
siano state classificate erroneamente con il valore 0 (False Negative), ovvero
quello relativo ai clienti buoni. Sulla base di questi dati sono state calcolate, oltre
alle metriche di Accuratezza, Precision, Recall ed F-Measure finora utilizzate, le
metriche di Prevalence, FP-Rate (False Positive Rate) e Misclassification Rate.
Prevalence metrica che indica la percentuale effettiva di istanze di classe 1
all’interno del dataset. Il suo valore è dato dal rapporto tra il numero di
record effettivi di classe 1 e il totale delle istanze del dataset.
FP-Rate metrica che indica quante volte il classificatore assegna la classe 1 a
record con classe effettiva 0. Il suo valore è dato dal rapporto tra i falsi
positivi e il totale delle istanze effettivamente 0.
Misclassification Rate metrica che indica, nel totale delle istanze classificate,
quante volte il modello ha classificato erroneamente. Il suo valore è dato
dal rapporto tra la somma dei falsi positivi e dei falsi negativi e il numero
totale di istanze del dataset.
La Tabella 5.1 raccoglie i valori relativi al calcolo di tutte le metriche appe-
na citate sulla classificazione delle 1300291 istanze del dataset di test da parte
dell’albero decisionale utilizzato.
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Figura 5.2: Importazione del modello tramite Weka.
Figura 5.3: Matrice di confusione relativa ai risultati di classificazione
dell’albero decisionale sul dataset di test.
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Si nota che, come nel caso del dataset di validazione, la Precision abbia ottenuto
un valore più basso, in questo caso pari al 96.25% rispetto al 97.8% del caso pre-
cedente, ma comunque da considerare come più che valido. La Recall, metrica
che più ha influito sulla scelta del classificatore in questo progetto, ha ottenuto
anche in questo caso un buon valore, molto simile a quello ottenuto nella fase
di test sul validation set, ovvero l’84.90%, rispetto all’83.8% ottenuto preceden-
temente. A naturale conseguenza dell’aver ottenuto due valori consistenti per
le metriche appena esaminate, l’F-Measure assume un valore altrettanto buono
del 90.22%. La Prevalence riporta giustamente la percentuale del numero di
istanze effettivamente di classe 1 all’interno del dataset di test, ovvero il 30%.
Dall’analisi della metrica sul False Positive Rate (FP-Rate) emerge come sola-
mente l’1.41% di clienti buoni sia stato classificato erroneamente come partial
churn, mentre la metrica sul Misclassification Rate (MsC-Rate) mostra come,
nel totale delle clienti classificati, il modello abbia sbagliato solo il 5.51% delle
volte.
Nell’analizzare quest’ultima metrica, che corrisponde a sottrarre ad 1 il valo-
re ottenuto per la metrica di Accuratezza (Acc.), così come per l’Accuratezza
stessa, bisogna però stare attenti in quanto il risultato può risultare fuorviante
rispetto a quello che è l’obiettivo effettivo dell’analisi, ovvero l’identificazione dei
clienti partial churners, ovvero la classe 1. Pertanto sarà di nuovo la Recall a
fornire il dato più utile sulla classificazione di questi clienti, sottolineando come
il modello scelto riesca nell’84.90% dei casi a svolgere il compito per il quale è
stato effettivamente sviluppato, ovvero identificare questa tipologia di clienti.
Decision Tree
Acc. Precision Recall F-Measure Prevalence FP-Rate MsC-Rate
94.44 96.25 84.90 90.22 0.30 1.41 5.51
Tabella 5.1: Risultati di classificazione ottenuti dall’albero decisionale sul da-
taset di test per quanto riguarda le metriche di Accuratezza, Precision, Recall,
F-Measure, Prevalence, FP-Rate e MsC-Rate.
5.3 RANDOM FOREST
La random forest migliore selezionata durante l’approccio presentato al capitolo
precedente è quella costituita da 600 alberi, ottenuta utilizzando come criterio
di split per i nodi all’interno degli alberi il Gini e la radice quadrata del numero
di feature del dataset come valore per il parametro max_feature.
Ognuna delle foreste generate all’approccio precedente è stata di volta in volta
esportata utilizzando il modulo joblib della libreria scikitLearn che permette l’e-
sportazione e l’importazione di modelli. Per testare le capacità di classificazione
della foresta sul dataset di test è stato sufficiente creare uno script Python che,
una volta importato il modello e il file CSV relativo al dataset di test, classi-
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ficasse le istanze calcolando, come fatto durante la precedente analisi, tutte le
metriche di riferimento e il tempo impiegato per l’analisi.
Il processo di classificazione del test set ha impiegato 104.57 secondi ed in Fi-
gura 5.4 viene rappresentata la matrice di confusione relativa ai dati ottenuti
durante questa fase.
Figura 5.4: Matrice di confusione relativa ai risultati di classificazione della
random forest sul dataset di test.
Dall’analisi dei valori all’interno della matrice si evince come, sul totale dei
390087 clienti effettivamente partial churners, ne siano stati classificati corretta-
mente 332704 (True Positive), mentre i restanti 57383 siano stati erroneamente
classificati come buoni (False Negative). Sulla base dei valori della matrice di
confusione sono state anche in questo caso calcolate le metriche di Accuratezza,
Precision, Recall, F-Measure, Prevalence, False Positive Rate e Misclassification
Rate, riportate in Tabella 5.2.
Random Forest - Test Set
Acc. Precision Recall F-Measure Prevalence FP-Rate MsC-Rate
94.87 97.28 85.28 90.89 0.30 1.01 5.12
Tabella 5.2: Risultati di classificazione ottenuti dalla random forest sul dataset
di test per quanto riguarda le metriche di Accuratezza, Precision, Recall, F-
Measure, Prevalence, FP-Rate e MsC-Rate.
I risultati del test, riportati in Tabella 5.2, confrontati, soprattutto per quan-
to riguarda le metriche di Precision, Recall ed F-Measure, con quelli ottenuti in
seguito alla classificazione dei dati contenuti nel dataset di validazione visibili
in Tabella 5.3, mettono in evidenza come i valori delle metriche siano addirit-
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Random Forest - Validation Set
Alberi Precision Recall F-Measure
600 96.23 84.11 89.76
Tabella 5.3: Risultati di classificazione ottenuti dalla random forest sul dataset
di validazione per quanto riguarda le metriche di Precision, Recall ed F-Measure.
tura migliori rispetto a quelli ottenuti nelle analisi precedentemente svolte, già
considerati di assoluto valore. Infatti la Precision che nel caso del validation set
aveva ottenuto un valore di 96.23% arriva in questo caso al 97.28%, la Recall che
prima aveva un valore dell’84.11% presenta in questo caso un valore del’85.28%
e l’F-Measure raggiunge così un valore del 90.89%. La Prevalence, come nel
precedente caso, rispecchia la percentuale di partial churners effettivi all’interno
del dataset, mentre il False Positive Rate e il Misclassification Rate mostrano
rispettivamente come solo l’1% di clienti buoni sia stato erroneamente classifi-
cato come caso partial churn e come la foresta abbia classificato erroneamente
solo il 5.12% di casi totali.
5.4 COMPARAZIONE DEI RISULTATI
Una volta terminata la fase di test di classificazione su entrambi i modelli è stata
effettuata la comparazione dei risultati ottenuti da ognuno di essi. Dal confronto
dei valori assunti dalle metriche utilizzate per analizzare le performance emerge
come i risultati prestazionali dell’albero decisionale e della random forest sia-
no molto simili tra loro, come visibile in Tabella 5.4, presentando differenze
all’interno dell’unità percentuale.
Accuratezza Precision Recall F-Measure
Decision Tree 94.44 96.25 84.90 90.22
Random Forest 94.87 97.28 85.28 90.89
Tabella 5.4: Confronto di Accuratezza, Precision, Recall ed F-Measure della
classificazione dei due modelli.
Come precedentemente spiegato, essendo la ricerca progettuale incentrata
sull’identificazione delle istanze di classe 1, la Recall è la metrica che risulta
essere di maggior interesse. Analizzando l’istogramma in Figura 5.5 si possono
raffrontare i valori assunti da questa metrica, così come per le altre, notando
come i valori relativi alla classificazione tramite random forest siano leggermente
superiori, a dimostrazione di quello che è stato lo sviluppo nel campo della
classificazione negli ultimi 10 anni che ha visto l’emergere di soluzioni sempre
più robuste e prestazionalmente buone date dall’utilizzo di metodi d’insieme. Se
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infatti si confrontano i dati dell’IEEE International Conference on Data Mining
sugli algoritmi migliori di machine learning di 10 anni fa [8] con quelli migliori
di oggi si nota come il C4.5 fosse ai tempi l’algoritmo migliore, mentre oggi la
regressione e le random forest sono quelli di riferimento per questa branca del
Data Mining.
Figura 5.5: Istogramma rappresentante i risultati delle metriche di Accuratezza,
Precision, Recall ed F-Measure sulla classificazione dei dati del test set ottenuti
da entrambi i modelli.
Tuttavia, nonostante una semplice scelta scientifica avrebbe indotto a questo
punto a preferire il modello prestazionalmente migliore, essendo i valori dei
modelli molto simili tra loro, è stato necessario tenere in considerazione un
ulteriore fattore, ovvero la catena di Grande Distribuzione Organizzata come
il cliente finale. Da un confronto con i manager aziendali è emerso come a
quasi parità di prestazioni fosse molto più consono presentare un modello che
il cliente riuscisse a capire in tutte le sue componenti, seguendo passo passo il
processo di classificazione in modo semplice ed intuitivo. Sotto questo punto di
vista l’albero decisionale si è imposto sulla natura del modello random forest
caratterizzata dall’essere una soluzione a scatola chiusa per il cliente finale GDO,
che può solo avere un dato parziale sull’utilizzo delle feature ma non può entrare
nel dettaglio del processo di classificazione, tantomeno entrare nel dettaglio
dei comportamenti del cliente che conducono al fenomeno di partial churning.
Proprio questa difficoltà interpretativa del modello random forest ha portato
alla decisione di proporre l’albero decisionale come strumento di classificazione
per la risoluzione del problema progettuale considerato.
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5.5 APPLICAZIONE MODELLO AI DATI
RELATIVI AL 2015
Una volta scelto il modello si è deciso di utilizzarlo per l’analisi dei dati relativi
all’anno 2015. Per far questo è stata creata una procedura PL/SQL per la
creazione del dataset relativo ai dati dell’anno in analisi. Dopo un accurato
lavoro di pulizia dei dati è stato possibile eseguire su questi l’albero decisionale
scelto durante il progetto di tesi. In seguito al processo di classificazione è emerso
come il 4.39% dei clienti in analisi stesse presentando comportamenti di partial
churn, ma essendo questa ricerca ancora in fase di sperimentazione, non è stato
possibile interagire ed approfondire con il reparto marketing l’analisi caso per
caso e la successiva modellazione di iniziative di retain per gli stessi. È stato
comunque appurato come, una volta terminato il processo di classificazione,
per ogni cliente venga richiamato il ricalcolo di tutte le metriche relative alle
abitudini di spesa del cliente, scendendo ancor più nel dettaglio ad esempio
nelle categorie merceologiche utilizzate all’inizio di quest’analisi progettuale.
Un’ulteriore fase di analisi sarà effettuata in seguito alla chiusura dei dati relativi
a marzo 2016, e avrà come obiettivo quello di effettuare i primi test di marketing




Il lavoro di churn analysis svolto ha fatto sì che fosse evidente come l’individua-
zione del fenomeno di partial churning sia un processo legato a doppio filo con
i dati comportamentali del cliente all’interno dei punti vendita piuttosto che ai
valori assunti dai suoi attributi anagrafici. Tra le due tecniche selezionate per lo
sviluppo del progetto di tesi, quella basata sull’albero decisionale ha permesso di
raggiungere l’obiettivo prefissato di creare un modello che garantisse prestazioni
ottimali pur risultando chiaro e di semplice comprensione per il cliente finale
della GDO, mettendo pertanto a sua disposizione un modello non soltanto ca-
pace di identificare con efficacia il comportamento alla base delle analisi svolte,
ma anche semplice a tal punto da consentire di seguire senza difficoltà alcuna i
passi che caratterizzano il processo di classificazione.
Come visto in precedenza i modelli risultanti dagli approcci seguiti hanno
visto un confronto pressochè pari dal punto di vista meramente prestazionale,
con una scelta a favore dell’albero decisionale effettuata in virtù non solo di una
volontà di proporre un modello quanto più possibile semplice, ma anche della
necessità per i modelli utilizzati per la churn analysis di essere periodicamente
aggiornati. Tale necessità trova origine nella natura variabile del comportamen-
to dei clienti, basato su un ampio spettro di fattori di influenza, che condurrebbe,
se non adeguatamente contrastata, a situazioni di obsolescenza del modello uti-
lizzato. Pertanto è necessaria, allo scopo di garantire il mantenimento di un
buon livello di performance del modello, una continua analisi dei valori sinora
considerati, affiancata da uno studio di nuove metriche che, calcolate sulla base
dei dati conosciuti, permettano di mantenere stabili o addirittura di aumentare
le capacità di classificazione del sistema. Risulta vitale, al fine di perseguire
tale obiettivo nella maniera più efficace possibile, la costante collaborazione a
contatto diretto con il cliente GDO, agevolata dall’avere a disposizione un mo-
dello funzionalmente semplice da comprendere, come garantito dalle soluzioni
basate sull’albero decisionale di classificazione ma non da quelle sviluppate tra-
mite l’approccio delle random forest. Per quanto riguarda l’implementazione,
il modello verrà utilizzato dal reparto marketing del cliente GDO che ad ogni
chiusura trimestrale effettuerà l’identificazione dei clienti partial churn, entran-
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do di volta in volta nel dettaglio comportamentale di ognuno di essi, in modo
da modellare ad hoc le migliori strategie di retain.
L’analisi effettuata, sebbene ritenuta sufficientemente esaustiva, non si esime
dalla definizione di ulteriori step di sviluppo che possano migliorarne i risulta-
ti. Gli sviluppi futuri al momento individuati possono essere raggruppati in due
macro-aree. Il primo campo di azione è rappresentato dalla ricerca di nuove me-
triche da calcolare sulla base dei dati comportamentali dei clienti, con l’obiettivo
di identificare eventuali variabili di maggiore utilità ai fini dell’identificazione del
fenomeno di partial churn. Il secondo aspetto sul quale basare un’evoluzione del
sistema è identificabile nell’utilizzo di differenti tecniche di classificazione, come
ad esempio i sistemi basati sulle reti neurali (Neural Networks) o macchine a
vettori di supporto (Support Vector Machines), sulla base delle ricerche portate
avanti da Anuj Sharma e dal Dottor Prabin Kumar Panigrahi nel campo della
Customer Churn Prediction [9], applicandoli al caso in oggetto.
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