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EDUCATIONAL AND PSYCHOLOGICAL MEASUREMENT
VAN PROOIJEN AND VAN DER KLOOT
CONFIRMATORY ANALYSIS OF EXPLORATIVELY
OBTAINED FACTOR STRUCTURES
JAN-WILLEM VAN PROOIJEN AND WILLEM A. VAN DER KLOOT
Leiden University
Factor structures obtained by exploratory factor analysis (EFA) often turn out to fit
poorly in confirmative follow-up studies. In the present study, the authors assessed the
extent to which results obtained in EFA studies can be replicated by confirmatory factor
analysis (CFA) in the same sample. More specifically, the authors used CFA to test three
different factor models on several correlation matrices of exploratively obtained factor
structures that were reported in the literature. The factor models varied with respect to the
role of the smaller factor pattern coefficients. Results showed that confirmatory factor
models in which all low EFA pattern coefficients were fixed to zero fitted especially
poorly. The authors conclude that it may be justified to use a less constrained model when
testing a factor model by allowing some correlation among the factors and some of the
lower factor pattern coefficients to differ from zero.
Multifactor psychological scales and tests are very common measurement
tools that are widely used in research and in practical applications. Psycho-
logical knowledge is, for a large part, founded on such psychometric instru-
ments. Most multifactor tests and measurement instruments are initially de-
veloped by exploratory factor analysis (EFA) (Gorsuch, 1983), which
produces a set of factor pattern coefficients on, usually, orthogonal factors
based on the correlations between the items of the test. If one wants to investi-
gate whether the factor structure of the test can be replicated in a new study,
one could, in principle, perform EFA on the new data. Subsequently, one
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could check whether the number of factors, the amount of variance ex-
plained, the factor pattern coefficients and factor correlations, as well as the
corresponding interpretation corroborate the original results. However, as
EFA is data driven and involves a number of subjective decisions, the more
appropriate way to cross validate the factor structure of a test is by means of
confirmatory factor analysis (CFA) (Byrne, 1989; Jöreskog & Sörbom, 1989;
Pedhazur & Schmelkin, 1991). The basic question answered by CFA is
whether the factor structure matches the results of the original study.
More specifically, in CFA, a model is tested that specifies in advance the
relations between observed variables and latent factors and the relationship
among the factors themselves. Such a model contains parameters that are
(a) fixed to a certain value, (b) constrained to be equal to other parameters,
and (c) free to take on any unknown value. The fit of the model to the data can
be statistically evaluated by means of a χ2 statistic. The χ2 test, however, is
very sensitive to conceptually unrelated technical conditions, like sample
size (Bandalos, 1993; Boomsma, 1987) or a violation of the multivariate nor-
mality assumption (Curran, West, & Finch, 1996; Hu, Bentler, & Kano,
1992; West, Finch, & Curran, 1995). Therefore, the fit of the model is often
evaluated by means of a group of descriptive fit indices, such as the Bentler-
Bonett nonnormed fit index (NNFI) and the comparative fit index (CFI) (e.g.,
Bentler, 1990; Bentler & Bonett, 1980; Bollen, 1986, 1990; Hu & Bentler,
1998; Marsh, Balla, & McDonald, 1988; McDonald & Marsh, 1990).
When using CFA in practice, a number of decisions have to be made with
regard to the model that one should test. Typically, the interpretation of
exploratively obtained factor structures involves some simplification. Fac-
tors are distinguished on the basis of high factor pattern coefficients. Items
with lower pattern coefficients (usually, pattern coefficients with |fij| < .3) are
ignored, both with regard to interpretation of the factors and for combining
items into composite measures of separate factors (cf. Grice & Harris, 1998).
This practice often leads to a dilemma for CFA. Should one test a factor
model in which all factor pattern coefficients are specified, including the low
ones? Or should one try to confirm a simpler model in which the lower pattern
coefficients are fixed to zero?
The research literature shows many instances in which the claimed factor
structure of a set of variables (e.g., subscales of a measurement instrument)
could not be confirmed by CFA in a subsequent study. In particular, there are
many examples of exploratively obtained factor structures that could not be
replicated in subsequent CFA studies (e.g., see Borkenau & Ostendorf, 1990;
Church & Burke, 1994; Hartman et al., 1999; Lonigan, Hooe, David, &
Kistner, 1999; McCrae, Zonderman, Costa, Bond, & Paunonen, 1996;
Parker, Bagby, & Summerfeldt, 1993; Rao & Sachs, 1999; Reynolds & Lee,
1991; Vassend & Skrondal, 1997). For these discrepancies, several explana-
tions are possible, both substantive and methodological. Substantive expla-
nations include, for example, that the original measurement structure does
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not apply to the present participant population, or the measurement structure
has been changed through translation (cf. Van de Vijver & Leung, 1997).
Researchers may sometimes be tempted to adopt such a substantive explana-
tion. For example, in cross-cultural studies, researchers may attribute differ-
ences between EFA and CFA solutions to cultural differences between popu-
lations (e.g., Rao & Sachs, 1999). Furthermore, researchers may dispute the
validity or generalizability of a scale after the failure to confirm its original
factor structure (Hartman et al., 1999; Parker et al., 1993). Although substan-
tive explanations like these may very well be appropriate explanations for a
lack of fit in CFA, we argue here that methodological explanations should be
ruled out first. After all, substantive explanations in cases in which a lack of
fit in CFA should be explained methodologically may contain the risk of
drawing wrong conclusions, which may lead to erroneous psychological the-
ory building. We will now discuss three classes of methodological explana-
tions for apparent discrepancies in results of EFA and CFA.
One possible explanation for a lack of correspondence between EFA and
CFA results is that many exploratory factor solutions that are described in the
literature tend to be based on inadequate applications of EFA, which, in turn,
may have led to wrong factor solutions. As Fabrigar, Wegener, MacCallum,
and Strahan (1999) have convincingly demonstrated, many EFAs reported in
the literature were based on (a) inappropriate criteria to determine the num-
ber of factors, (b) an inappropriate rotation method, and (c) an inappropriate
factor analytic procedure (notably, principal component analysis [PCA]
instead of EFA). These inadequacies were shown to have important conse-
quences for the derived factor structures. For example, the exploratory analy-
sis may not have discovered the appropriate number of factors. Therefore, we
conclude that it is highly likely that researchers sometimes fail to confirm a
factor model because the original model did not have a solid empirical basis
in the first place.
Another possible explanation for a lack of correspondence between
results from EFA and CFA is that the two techniques may not be fully compa-
rable. That is, EFA is primarily a data-driven technique and therefore allows
researchers much freedom with regard to the number of factors one wishes to
retain in the model. Furthermore, in EFA all variables incorporated in the
analysis are free to load on all factors (e.g., Gorsuch, 1983). Conversely, CFA
is a theory-driven rather than a data-driven technique (e.g., Bollen, 1989).
That is, researchers have to specify the number of factors in advance. In addi-
tion, not all variables are free to load on all factors: the factor pattern coeffi-
cients that were “low” or “insignificant” in the original exploratory analysis
(usually, pattern coefficients with |fij| < .30) are often fixed to zero in the con-
firmatory analysis. Therefore, a number of parameters that were uncon-
strained in the exploratory analysis are restricted in the subsequent confirma-
tory analysis. Because CFA typically has more restrictions than EFA, it is
therefore by nature more conservative than EFA (cf. Bollen, 1989).
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Insofar as this difference in conservativeness between EFA and CFA is
responsible for the lack of fit of an EFA-based model in a CFA analysis, it
could mean either of two things. On one hand, the lack of fit of CFA seems to
suggest that CFA may sometimes be too conservative, and relatively small
and unimportant deviations from the model often lead to model rejection. On
the other hand, the lack of fit may also suggest that, sometimes, EFA is too
liberal, because it may be too easy to interpret an exploratory factor solution
as satisfactory, whereas the “true” model may be different from the one origi-
nally retained.1 In fact, this latter position is implied by the criticism by
Fabrigar et al. (1999) on the injudicious use of some forms of EFA.
Finally, some divergences in results obtained by EFA and CFA may be
explained by inappropriate applications of CFA. That is, to obtain a good fit, a
confirmatory factor model sometimes has to be adjusted in several ways.
Such modifications of the original model do, however, abandon the theory-
driven confirmatory logic of CFA and may make the results almost as data
driven as EFA. Although adjustments of the confirmatory factor model may
increase the fit of the model, it may at the same time lead to a model that is
substantially different from the theoretical model originally hypothesized on
the basis of an earlier exploratory analysis.
In a typical cross-validation study, CFA is carried out on new data col-
lected independently of the original study in which a factor structure was
derived by EFA. If the two techniques are applied to different data sets, it is
difficult to ascertain whether the three methodological explanations men-
tioned above (i.e., inappropriate applications of EFA, incomparability of
EFA and CFA, and inappropriate applications of CFA) accounts for a lack of
correspondence between EFA and CFA. After all, it is easy to imagine a sub-
stantive reason why CFA failed to replicate results of EFA on different data
(e.g., different participant populations or the variables have different mean-
ings in these populations; cf. Van de Vijver & Leung, 1997).
To rule out such substantive explanations, the ultimate test of possible
methodological explanations for the differences in EFA and CFA results
should necessarily involve the same samples. That is, the same data set is
used to derive a factor model by EFA and subsequently test this model by
CFA. From a substantive point of view, EFA and CFA should lead to the same
conclusions when applied to the same data. Therefore, only methodological
explanations can account for cases in which EFA and CFA lead to different
conclusions based on the same data. This is important because if CFA cannot
confirm results of EFA on the same data, one cannot expect that CFA will
confirm results of EFA in a different sample or population. To summarize, to
judge the (lack of) fit of CFA on new data, it would be useful to know more
about the (lack of) fit of CFA on the same data from which the factor model
was derived.
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The Present Research
In the present study, we investigated the extent to which results obtained in
EFA studies can be replicated by CFA on the same set of observations. Fur-
thermore, we studied whether the aforementioned methodological explana-
tions can account for possible discrepancies between results obtained by EFA
and CFA. We thus aimed to understand the extent to which applied research-
ers can expect that results obtained in EFA will replicate in a confirmatory
analysis. To these ends, we reanalyzed several correlation matrices published
in the research literature and systematically performed confirmative factor
analyses on the original data for which EFA had been conducted and pub-
lished. To address the three methodological explanations for differences
between EFA and CFA (i.e., inappropriate applications of EFA, incompara-
bility of EFA and CFA, and inappropriate applications of CFA), we tested
three different confirmatory analysis models on each correlation matrix.
In the first model (Model 1), we tested the exact factor structure obtained
by the EFA. That is, all of the pattern coefficients (i.e., both high and low fac-
tor pattern coefficients) were fixed to their original values as obtained in the
original EFA and, when applicable, the correlations among the factors
obtained in EFA (e.g., after an oblimin rotation in EFA) were also fixed. This
“baseline” model allowed us to perform CFA on the exact factor structure in
EFA on the same data and thus provides a confirmative test of this factor
structure. In doing so, we evaluated the extent to which the original explor-
atory model would be suitable for confirmation. That is, a bad fit of this
model may suggest that the EFA did not discover the optimal number of fac-
tors or the most appropriate factor pattern coefficients. On the basis of the
study by Fabrigar et al. (1999), we expected that a confirmatory test of Model
1 would not fit optimally in all cases, even though this test uses the exact fac-
tor structure obtained in EFA from the very same data.
The second model we tested (Model 2) corresponds with the approach
usually adopted by researchers who want to confirm a factor model: All high
factor pattern coefficients were estimated as free parameters and all low fac-
tor pattern coefficients (i.e., pattern coefficients with |fij| < .30) were fixed to
zero. Comparison of the results of Models 1 and 2 allows us to determine the
extent to which a lack of fit in CFA is due to the more conservative use of CFA
compared with EFA. More specifically, a factor model as specified in Model 2
(and as specified by most researchers who want to confirm a model) has many
more restrictions than the factor model obtained through EFA. Therefore, we
generally expected a bad fit of Model 2. It is important to note here that this
would not automatically imply that CFA is too conservative or that EFA is too
liberal. Rather, it points at differences in the use of the two techniques that
may account for differences in results obtained by CFA and EFA.
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Third, we tested a less constrained model (Model 3) in which we imple-
mented some adjustments to Model 2. We freed or constrained some correla-
tions between factors, and we freed some of the “secondary pattern coeffi-
cients” (i.e., .20 < |fij| < .30; Hofstee, De Raad, & Goldberg, 1992; Saucier &
Goldberg, 1998) of the original exploratory solution in our confirmatory
analysis. We only made these adjustments if they were likely to improve the
fit as indicated by the Wald and Lagrange Multiplier (LM) tests (Bentler &
Dijkstra, 1985; Lee, 1985). The Wald test indicates which of the free parame-
ters may be dropped without seriously affecting the model fit. The LM test
indicates which of the fixed or constrained parameters should be freed to
improve the fit. These recommendations of the Wald and LM tests were
implemented only if they did not lead to extreme deviations from the original
exploratively obtained factor structure. In particular, we never allowed for
correlations between error variances because correlated error terms are indi-
cations that the model has omitted one or more relevant exogenous variables,
that is, factors (James, Mulaik, & Brett, 1982). Furthermore, factor pattern
coefficients that were extremely low in the original exploratory factor struc-
ture (|fij| < .20) were never estimated as free parameters. However, factor pat-
tern coefficients that were high in the original structure (|fij| > .30) and thus
estimated as free parameters in Model 2 were free in Model 3 as well.
Obviously, we can expect Model 3 to have a better fit than Model 2
because Model 3 generally has fewer restrictions and the differences between
the models are derived from tests aimed at improving the fit. Our main inter-
est in Model 3 is, however, in the comparison of Model 3 with Model 1 (the
most precise test of the original exploratory model). That is, in Model 3 we
made some adjustments to Model 2 but only adjustments that did not lead to
extreme deviations from the original exploratively obtained factor model.
This is important because Model 3 is a “desimplification” of Model 2, and the
desimplification of a factor model can easily lead to a decreased inter-
pretability of the model.2 However, by allowing only very moderate deviations
from the original model, we aimed to develop a model that is interpretable in
similar fashion as the original exploratory model. We were interested, there-
fore, in the extent to which results from Model 3 were comparable to results
obtained in the direct test of the exploratively obtained factor structure,
Model 1.
More specifically, if test statistics of Models 1 and 3 would be similar, this
would imply that it might be justified to test an exploratory factor structure in
a less stringent way than by Model 2. That is, it may be reasonable to release
some of the secondary pattern coefficients when confirmatively testing a fac-
tor model. After all, although most of the individual secondary pattern coeffi-
cients frequently have little practical significance in that they account for lit-
tle variance in a factor solution, together they form a large portion of the total
variance. Indeed, some of the secondary pattern coefficients may frequently
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be statistically significant (for example, when sample size is large). Further-
more, by only freeing some of the secondary pattern coefficients, the substan-
tive interpretation of the model is not appreciably altered. Therefore, it may
sometimes be statistically necessary to unconstrain some of these secondary
factor pattern coefficients when testing a factor model to evaluate the original
factor structure.
In addition, it may be reasonable to allow for some correlations between
factors, even if factors were orthogonal in the original exploratory solution.
The reason for this is the following. By equating low factor pattern coeffi-
cients to zero, we formulate a model in which all correlations between vari-
ables that have their nonzero pattern coefficients on different factors are
expected to be equal to zero. Obviously, this is a very restricted hypothesis
that is very likely to be falsified because the low but nonzero pattern coeffi-
cients in the EFA results show that there must at least be some correlation
between those variables. Allowing the factors to be correlated would ease
those restrictions a little without freeing the zero factor pattern coefficients.
On the other hand, this should be done with care because, as Thompson
(1997) has shown, variables with zero pattern coefficients on correlated fac-
tors may still have considerable correlations with those factors. Therefore,
freeing the orthogonality restriction of the factors may result in factors with a
substantive interpretation that is very different from the one suggested by the
zero pattern coefficients in the original, orthogonal solution.
Method
Material
In an electronic search through psychological research literature, we tried
to find articles in which EFAs were described and that contained the original
correlation matrices that were used in the EFAs. A set of approximately 100
potentially relevant articles was obtained. Articles that were actually avail-
able were explored and judged on relevance. An article was considered rele-
vant when it contained (a) a matrix of factor pattern coefficients obtained by
EFA and (b) a correlation matrix of the variables included in the analysis.
Eventually, we selected the following articles: Strelau and Zawadski (1993);
Yamauchi (1982); Alden, Wiggins, and Pincus (1990); Kremer (1990); Rice,
Cole, and Lapsley (1990); and Davies, Stankov, and Roberts (1998). In these
articles, a total of 10 factor structures are described, which vary with regard to
the number of variables, number of factors, extraction method, and number
of respondents. Furthermore, these articles all reported correlations of the
variables included in the factor analyses to two decimal places. Although
these articles did not constitute a random sample from all possible articles,
we regard them as representative for the phenomena we want to study.
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We will now briefly describe the 10 factor structures presented in the arti-
cles.3 Furthermore, we will assign an individual number to each of the 10 fac-
tor structures (i.e., Structures 1 to 10). In the remainder of this article, we will
refer to the factor structures by means of these numbers.
Description of the Factor Structures
In Strelau and Zawadski (1993), two different factor structures were dis-
tinguished in two different samples, resulting in four different structures.
These four factor structures were all obtained by means of PCA with varimax
rotations. In both Sample 1 and Sample 2 (N = 1,011 and 1,012, respectively),
a factor structure with two orthogonal factors was extracted from five vari-
ables (we label these two Structures 1 and 2). Furthermore, in both Samples 1
and 2, a factor structure with four orthogonal factors was extracted from
seven other variables (we label these two Structures 3 and 4). In Yamauchi
(1982), a PCA with varimax rotation on eight variables (N = 124) resulted in a
factor structure with four orthogonal factors (Structure 5). Alden et al. (1990)
described a factor structure (obtained from a PCA, rotation method not
reported) with two orthogonal factors, which were extracted from eight vari-
ables (N = 974; Structure 6). In Kremer (1990), a PCA with varimax rotation
yielded a factor structure with five orthogonal factors (extracted from 14 vari-
ables) in a relatively small sample (N = 89; Structure 7). In Rice et al. (1990),
an exploratory principal factor analysis with oblique rotation on eight vari-
ables (N = 120) yielded a factor structure with two slightly correlated factors
(Structure 8). Finally, in Davies et al. (1998), two factor structures with their
corresponding correlation matrices were described. Both factor structures
were obtained by means of principal-axis EFA with oblimin rotation. In the
first structure (Structure 9), eight correlated factors were extracted from 30
measures in a sample of 100 participants. In the second structure (Struc-
ture 10), five correlated factors were extracted from 17 measures in a sample
of 131 participants.
Analysis
In the present study, we confirmatively examined all factor structures
found in the aforementioned studies with the program EQS (Bentler, 1992).
In the first model (Model 1), we fixed all factor pattern coefficients to their
original values obtained in the exploratory analyses. In structures in which
factors were correlated, the correlations were also fixed to their original val-
ues. The factor and error variances were added as free parameters. In the sec-
ond model (Model 2), high factor pattern coefficients found in the explor-
atory model were specified as free parameters and low factor pattern
coefficients in the exploratory model were fixed to zero in the CFA (a factor
loading was considered high if |fij| > .30). If factors were orthogonal in the
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exploratively obtained structure, correlations between factors were fixed to
zero. If factors were correlated in the exploratively obtained structure, corre-
lations between factors were added as free parameters. To identify these
models, the factor variances were fixed to one. In a few structures, it was nec-
essary to constrain some other parameters to identify the model. More specif-
ically, in Structures 3, 4, and 5, we had to fix one or two of the factor pattern
coefficients to the values obtained in the exploratory factor structure to iden-
tify the model.
The third model tested (Model 3) was a less constrained model compared
with Model 2. This model was obtained by following the recommendations
of the Wald test and the LM test. The recommendations of the Wald and LM
tests were implemented, as far as they did not lead to extreme deviations from
the original exploratively obtained factor structure. That is, we never allowed
for correlations between error variances as this would amount to adding new
factors to the model (cf. James et al., 1982). Furthermore, factor pattern coef-
ficients that were extremely low in the original exploratory factor structure
(|fij| < .20) were never estimated as free parameters. Finally, pattern coeffi-
cients that were considered high enough to be estimated as free parameters in
Model 2 (|fij| > .30) were always estimated as free parameters in Model 3 as
well. Moreover, recommendations referring to estimating or constraining
correlations between factors or estimating moderately low factor pattern
coefficients (.20 < |fij| < .30) as free parameters were always implemented.
With these adjustments, models were obtained that—in principle—would
replicate the structure of the correlation matrices as closely as possible.
In all analyses, the maximum-likelihood method was used to estimate the
parameters and to compute the fit of the model. The fit of a model was deter-
mined by first examining the significance of χ2 in relation to the degrees of
freedom. Given the problems of the χ2 statistic alone (as described briefly in
the introduction), we also examined two other fit indices: the NNFI (Bentler &
Bonett, 1980) and the CFI (Bentler, 1990). Generally, the fit of a model is
considered acceptable if these fit indices are equal to or larger than .90
(Pedhazur & Schmelkin, 1991).
Results
The results of our CFAs on the 10 exploratively obtained factor structures
are described in Table 1. We will present the results produced by the three dif-
ferent models that were tested on the 10 factor structures.
Model 1: All Parameters Fixed to Their Original Values
When all parameters were fixed to their values obtained in the original
exploratory factor structures, we found nonsignificant χ2 values in four factor
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Table 1
Summary of the Goodness-of-Fit of Three Models to Ten Data Sets
Model 1 Model 2 Model 3
Factor Number of Number
Structure Variables of Factors N χ2(df) NNFI CFI χ2(df) NNFI CFI χ2(df) NNFI CFI
Structure 1 5 2 1,011 31.85 (8)*** 0.97 0.98 32.09 (3)*** 0.90 0.97 0.50 (1) 1.01 1.00
Structure 2 5 2 1,012 23.61 (8)** 0.98 0.98 160.40 (4)*** 0.57 0.83 5.93 (1)* 0.95 1.00
Structure 3 7 4 1,011 158.30 (17)*** 0.93 0.94 643.41 (14)*** 0.61 0.74 89.76 (10)*** 0.93 0.97
Structure 4 7 4 1,012 75.01 (17)*** 0.97 0.98 621.96 (15)*** 0.67 0.76 77.67 (10)*** 0.95 0.97
Structure 5 8 4 124 1.51 (24) 1.19 1.00 48.37 (19)*** 0.70 0.79 28.22 (17)* 0.87 0.92
Structure 6 8 2 974 460.70 (26)*** 0.85 0.86 458.99 (16)*** 0.75 0.86 440.11 (15)*** 0.74 0.86
Structure 7 14 5 89 59.35 (86) 1.12 1.00 88.09 (70) 0.90 0.92 61.93 (68) 1.04 1.00
Structure 8 6 2 120 20.64 (13) 0.95 0.96 8.50 (6) 0.97 0.99 — — —
Structure 9 30 8 100 279.49 (427) 1.18 1.00 558.22 (391)*** 0.77 0.80 493.89 (383)*** 0.85 0.86
Structure 10 17 5 131 279.31 (131)*** 0.68 0.69 220.68 (114)*** 0.73 0.78 203.88 (112)*** 0.77 0.81
Note. NNFI = nonnormed fit index; CFI = comparative fit index.
*p < .05. **p < .01. ***p < .001.
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structures (Structures 5, 7, and 9: ps > .98; Structure 8: χ2[13, N = 120] =
20.64, p < .09). The corresponding fit indices were all very high (all NNFIs >
0.94; all CFIs > 0.95), so these structures fitted very well. The χ2 values of the
six other factor structures were all highly significant (Structure 2: χ2[8, N =
1,012] = 23.61, p < .01; all other structures: ps < .001). However, the fit indi-
ces of Structures 1, 2, 3, and 4 were rather high (NNFIs > 0.92, CFIs > 0.93).
Given that χ2 alone is not always the most reliable indicator of model fit, the
fit of these factor structures can be regarded as acceptable. Finally, Structures 6
and 10 had a bad fit (Structure 6: NNFI = 0.85, CFI = 0.86; Structure 10:
NNFI = 0.68, CFI = 0.69).
In sum, most of the confirmatory models in which all parameters were
fixed to the values that were found in the original exploratively obtained fac-
tor structures had a good fit. Out of 10 factor structures, 8 models fitted
acceptably.
Model 2: High Pattern Coefficients Added as Free
Parameters, Low Pattern Coefficients Fixed to Zero
In Model 2, high pattern coefficients were added as free parameters and
lower pattern coefficients were fixed to zero. For factor structures that were
based on correlated factors in the original exploratory structure, correlations
between factors were also added as free parameters. As can be seen in Table 1,
Structures 7 and 8 fitted very well: Both had a nonsignificant χ2 (Structure 7:
χ2[70, N = 89] = 88.09, p < .08; Structure 8: χ2[6, N = 120] = 8.50, p < .21) and
acceptable fit indices (Structure 7: NNFI = 0.90, CFI = 0.92; Structure 8:
NNFI = 0.95, CFI = 0.98). The other 8 structures all had very large and statis-
tically significant χ2 values (all ps < .001). Of these 8 structures, only Structure
1 had acceptable fit indices (Structure 1: NNFI = 0.90, CFI = 0.97).
The 7 other factor structures all had very low fit indices (0.57 < all NNFIs <
0.78; 0.74 < all CFIs < 0.87). As expected, when high factor pattern coeffi-
cients were added as free parameters and lower factor pattern coefficients
were fixed to zero, most factor structures (7 out of 10) could not be con-
firmed, even for the same data.
Model 3: A Less Constrained Model
Based on the LM and Wald tests described above, we then developed a less
constrained model for each correlation matrix. It turned out that for Structure 8,
the third model was identical to the second model, so we only tested a third
model for the remaining nine factor structures. For most of the factor struc-
tures, some of the moderately low factor pattern coefficients (.20 < |fij| < .30)
were added as free parameters. For most of the factor structures that were
based on orthogonal exploratory factor structures, some correlations between
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factors were also added as free parameters. Nonsignificant χ2 values were
found for Structures 1 and 7 (ps > .48). These two structures had very high fit
indices (Structure 1: NNFI = 1.01, CFI = 1.00; Structure 7: NNFI = 1.04,
CFI = 1.00), which indicated that the structures fitted very well. The remain-
ing seven factor structures had significant χ2 values (Structures 2 and 5: ps <
.05; Structures 3, 4, 6, 9, and 10: ps < .001). Three of these structures (Struc-
tures 2, 3, and 4) had acceptable fit indices (NNFIs > 0.91, CFIs > 0.94).
Structure 5 had inconsistent fit indices (NNFI = 0.87, CFI = 0.92): Whereas
the NNFI did not show an acceptable fit, the CFI did. Because the CFI
showed an acceptable fit and the NNFI did approach 0.90, we regarded the fit
of Structure 5 as marginally acceptable. Structures 6, 9, and 10 did not have
acceptable fit indices (NNFIs < 0.86, CFIs < 0.87). For these structures, the
less constrained model could not confirm the exploratively obtained factor
structure adequately.
Thus, in six out of nine structures, the less constrained model fitted accept-
ably. When compared with Model 1, these six structures also fitted very well
in Model 1, and two out of the three structures that did not fit acceptably had a
bad fit in Model 1 as well. Apparently, the results obtained in the less con-
strained model seemed to be quite comparable to results from Model 1.
Discussion
The pattern of results revealed corroborative evidence for our line of rea-
soning. Model 1 had an acceptable fit in 8 out of 10 factor structures. Model 2,
however, had an acceptable fit in only 3 out of 10 factor structures. As pre-
dicted, the fit of Model 2 on the same data was rather poor, both in absolute
terms and relatively compared with Model 1. This lends support for the idea
that the frequently found lack of fit in CFA may, at least to some extent, be
attributable to the fact that CFA is typically applied with more restrictions
than EFA. Model 3, on the other hand, had an acceptable fit in 6 out of 9 struc-
tures. If we compare these structures with Model 1, we note that most of the
structures that fitted well in Model 1 also fitted well in Model 3, whereas the 2
structures that fitted badly in Model 1 also fitted badly in Model 3.4 Thus,
Model 3 seems to be quite accurate in replicating the findings of Model 1.
This is an indication that it may be justified to implement such a less con-
strained model when confirming a factor model, as we will discuss below.
Although our study focused on the role of lower factor pattern coeffi-
cients, our results do not imply that the restriction of low and nonsignificant
pattern coefficients is the only reason why an exploratively obtained factor
structure often cannot be confirmed. Other explanations may also account for
this to some extent. First of all, in EFAs, different researchers may have used
different criteria to define the factor solution (Gorsuch, 1983; cf. Vassend &
Skrondal, 1997). This could mean that in some cases, the optimal solution for
the data at hand might not have been discovered in the exploratory analysis
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(Fabrigar et al., 1999). As a result, the exploratively obtained factor structure
may sometimes yield a bad starting point for confirmative analyses. Further-
more, as noted in the introduction, conceptually unrelated technical condi-
tions like sample size (e.g., Boomsma, 1987) and deviations from multi-
variate normality (e.g., Hu et al., 1992) may also affect the CFA model fit.
It is important to note that we do not assume that in the exploratory analy-
sis of our data the optimal solution was found or that sample size or the
multivariate normality assumption was optimal. Indeed, violations of these
assumptions may possibly explain why a good fit could not be obtained in
two factor structures when we specified the exact exploratively obtained fac-
tor structure (i.e., Model 1). Moreover, even when a good fit was obtained in
Model 1, the extent to which these assumptions were met may not always
have been optimal. Yet, it should be recognized that the extent to which these
assumptions were optimal was (within structures) equal between Models 1,
2, and 3. After all, Models 1, 2, and 3 were based on the same exploratively
obtained factor structures and on the same data. Therefore, even if these
assumptions were not optimal in a factor structure, they cannot account for
differences in results between Models 1, 2, and 3.
Practical Implications
How should researchers proceed when they want to confirm an
exploratively obtained factor structure? Based on the preliminary findings
here, one could argue that researchers should start out to test Model 1. After
all, this is the closest replication of the original factor structure, which, gener-
ally, turns out to fit reasonably when applied to the same data. However, from
a practical point of view, things are often not that simple. That is, one may
often find that when an EFA is reported in the literature, the article only
shows the higher pattern coefficients and does not report the lower pattern
coefficients. In fact, this was one of the problems we encountered during the
search process for exploratively obtained factor structures that were reported
in the literature.
Researchers may therefore want to consider developing a somewhat less
restricted model (our Model 3). As noted above, Model 3 seemed to be a
rather close replication of Model 1. Model 3 was computed by allowing for
some correlations between factors and by freeing some of the secondary fac-
tor pattern coefficients (.20 |fij| < .30). This may have some important practi-
cal implications for researchers who want to confirm an exploratively
obtained factor model. First, variables that have a factor loading fixed to zero
may in reality be correlated with a factor. Deleting this variable-factor corre-
lation may result in factors that inevitably cannot explain all correlations
between the variables. By way of compensation, it seems reasonable, there-
fore, to allow for some correlations between factors in a confirmatory factor
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model, even though the model may be based on an exploratively obtained
structure with orthogonal factors. However, care should be taken that the
variables with zero pattern coefficients should not obtain too large correla-
tions (i.e., structure coefficients) with the factors. Otherwise, one would be
testing a model that is substantively different from the model one started out
to test (cf. Thompson, 1997).
Second, in our study, freeing the secondary factor pattern coefficients that
are indicated by the LM test was found to compensate somewhat for the
restriction of all low factor pattern coefficients to zero. That is, secondary pat-
tern coefficients form a substantial amount of the total variance and may even
be statistically significant in a factor model. Furthermore, these pattern coef-
ficients were free parameters in the original EFA analysis. As a consequence,
a model in which some of these pattern coefficients are freed would be more
accurate in replicating the original exploratively obtained model. Freeing
some of the secondary pattern coefficients does not decrease the inter-
pretability of the model substantially because the adjustments of the model
are within the results of the original exploratory model. It seems justified,
therefore, to free some of the secondary factor pattern coefficients when test-
ing a factor model by CFA.
In closing, we would like to remark that the above considerations could
and indeed need to be complemented by statistical research regarding the
shrinkage of factor models when applied to new data sets. If a good fit is ques-
tionable when the factor structure is confirmatively tested on the same data,
we cannot expect that a test of the factor structure in a confirmative follow-up
study, that is, on different data, will lead to a good fit.
Notes
1. Note that there is never one single true model. Even if there were a model that perfectly
reproduced the original correlation matrix, any rotation of the model would also fit the data
perfectly.
2. We thank an anonymous reviewer for urging us to emphasize this point.
3. Due to space considerations, we decided not to print tables with all of the factor structures
and correlation matrices. The factor structures and corresponding correlation matrices on which
we based our analyses were published in the articles referred to or can be found at http:www.
fsw.leidenuniv.nl/www/w3_ment/medewerkers/vdkloot/vdklootcv.htm.
4. The only exception is Structure 9, in which Model 1 fitted very well, whereas Model 3 fit-
ted less than acceptable. This may be explained if we take into account that Structure 9 was a
rather large factor model (i.e., a structure with eight factors extracted out of 30 variables). After
freeing some of the moderately low factor pattern coefficients in such a large model, many of the
lower factor pattern coefficients may still be fixed to zero. Thus, in Structure 9, a large number of
the parameters may have been restricted in Model 3, even after freeing some of the moderately
low factor pattern coefficients.
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