We consider a singular perturbation problem of Modica-Mortola functional as the thickness of diffused interface approaches to zero. We assume that sequence of functions have uniform energy and squareintegral curvature bounds in two dimension. We show that the limit measure concentrate on one rectifiable set and has square integrable curvature.
Introduction
The Modica-Mortola functional [12] has been used widely as an approximation of hypersurface area of diffused interface, both in static and timedependent models and the functional often being coupled with other interacting fields. After a suitable normalization it is defined for scalar-valued function u : U ⊂ R n → R by
where W : R → [0, ∞) is a double-well potential with two equal minima at ±1 and ε > 0 is a small parameter. In mathematical literature some of the first rigorous results are given by Modica [11] , Sternberg [18] and others who proved that E ε Γ-converges to the area functional as ε → 0. Namely, consider a sequence of minimizers {u ε } of E ε (·), ε → 0, among functions with U u dx = m fixed. Here −|U | < m < |U | and |U | is the n-dimensional volume of U . One expects that u ε is close to ±1 for the most part of U and that it is advantageous to have as little transition region as possible. It is also straightforward to see that the transition region should have the thickness of order ε for E ε to be of constant order with respect to ε. The aforementioned works show that there exist a converging subsequence and the limit u 0 such that u 0 = ±1 a.e. on U and u 0 minimizes the hypersurface area of U ∩ ∂{u 0 = 1} among such functions with equal integral value m. Such area-minimizing hypersurfaces are known to be smooth constant mean curvature hypersurfaces (CMC) if the dimension n of domain U is less than 8 and CMC with possible small singularities for n ≥ 8 [7, 17] . The functional E ε approximates the hypersurface area in the sense that 
W (s)/2 ds
and H n−1 is the (n − 1)-dimensional Hausdorff measure. It is also proved [10] that the limit of Lagrange multipliers
has the geometric meaning in that
where λ 0 = lim ε→0 λ ε and H is the constant mean curvature of U ∩ ∂{u 0 = 1}. It is of interest to study the limiting behavior of E ε without the energyminimizing properties in view of applications to various dynamical problems. In [8, 19, 20] motivated by the Cahn-Hilliard equation [4] they gave a geometric characterization of limit interfaces without minimizing property but with W 1,p Sobolev norm control of
where p > n 2 , which corresponds to the chemical potential field in the framework of van der Waals-Cahn-Hilliard theory of phase transitions. The control of such quantity may be seen as an analogue of control of mean curvature field in view of above result by Luckhaus and Modica [10] and also Schätzle [16] .
Recently there have been much interest in studying limit interface when we have a control of 1 ε U |f ε | 2 dx, (1.3) in dimensions n ≤ 3 as ε → 0 [3, 9, 14, 5] . If one makes the ansatz that the internal layer profile is the usual hyperbolic tangent shape, it is reasonable to relate this quantity to the L 2 norm of the mean curvature of interface. In general one expects as ε → 0 that the limit interface should have L 2 mean curvature and that appropriately defined limit of f ε should correspond to the mean curvature. For this problem Moser [14] showed for dimension n ≤ 3 with some technical monotonicity assumption that the limit interface is a rectifiable varifold [1] with L 2 mean curvature. Bellettini and Mugnai [3] considered the problem with radial symmetry assumption and showed that the quantity (1.3) converges to the L 2 norm of mean curvature for the limit interface as ε → 0.
In this paper we extend the results of [3, 14] in that we make no assumptions on the sequence of functions {u ε } except for the uniform bounds on the energy (1.1) and L 2 norm of the chemical potential in the form (1.3), and conclude essentially the same results as in [3, 14] for the limit interface. Unfortunately we can prove the result only for n = 2. Here we state our main theorem. A few minor assumptions are made on the function W (see Sect. 2.1).
Theorem 1.1. Suppose U ⊂ R 2 is a bounded domain. Suppose a sequence of functions {u
Define a sequence of Radon measures on U by (iv) The generalized curvature f of µ satisfies
For the definition of rectifiable set and generalized (mean) curvature see [1, 17] . The function f can be obtained as follows. Define any vector-valued limit measure of
Note that the L 1 norms are uniformly bounded by
and (1.4). Since η is absolutely continuous with respect to µ we define f as the Radon-Nikodym derivative dη dµ . We show f is indeed the generalized curvature of µ with property (iv).
Though it appears to us that it is not stated explicitly in the literature, any 1-dimensional integral varifold [1] with L p (p > 1) generalized curvature should have support consisting of finite number of C 1,1− 1 p curves possibly meeting at isolated junction points. The proof should follow more or less from stationary case studied by Allard and Almgren [2] , where they proved that stationary integral varifold has support which are fininte number of lines with possible junction points.
The main point of the paper is to establish a properly scaled monotonicity formula for the energy density, which was also essential in [8, 19, 20] . There we assumed the Sobolev W 1,p norm for some p > n 2 is bounded:
Though we do not have any control of derivatives of f ε i in this paper, we find that we may still use many of the estimates in [8, 19, 20] if we regularize u ε appropriately. More specifically, we consider the convolution of u ε , u ε * ψ ε 1+β , where ψ ε 1+β is the usual mollifier scaled by ε 1+β , for a carefully chosen β > 0. The function still satisfies a similar equation while nonlinear term produces error terms. The regularization gives some control of derivatives of f ε * ψ ε 1+β , to which we apply estimates for the so-called discrepancy measure
obtained in [19] . After the main part of the paper is completed we were informed that Röger and Schätzle [15] obtained the similar results for n ≤ 3 using different estimates for the discrepancy measure. Since our method is different from theirs we believe that it should have an independent interest.
Assumptions and preliminaries
In the following we set up the assumptions, recall various definitions and the rectifiablity theorem due to Moser [13] which we use later in Section 4.
Assumptions
We assume that the double-well potential W : R → [0, ∞) is a C 3 function satisfying the following assumptions;
(ii) there exists γ ∈ (−1, 1) such that W < 0 on (γ, 1) and W > 0 on (−1, γ),
Under the assumption (1.4) we may assume that there exist constants E 0 and a 1 such that
Throughout this paper, different positive constants will be denoted by the same letter c. We write c(s) when it is helpful to write out the dependence of c on s.
The generalized L 2 curvature functional
We find that it is convenient to work in the framework set out by Moser [14] . In the following we only need results for n = 2. Let F be the set of all symmetric, positive semidefinite real (n × n)-matrices. We write M(U ) for the set of all pairs M = (µ, ν) such that (1) µ is Radon measure on U , (2) ν is Radon measure on U with values in F and
In the following we set M ε i = (µ ε i , ν ε i ) with
The usual summation convention is assumed. The functional δM is an analogue of the usual first variation [1] and it was introduced by Moser [13] . Using (1.2) and integration by parts, one verifies that
where H
Now define the generalized L 2 curvature functional C as the functional on M(U ) by
C(M ) corresponds to the usual L 2 norm square of mean curvature when M = (µ, ν) is a pair of smooth objects, namely, µ is an (n − 1)-Hausdorff measure restricted to a smooth (n−1)-dimensional submanifold Σ and Φ(x) = p(x)⊗ p(x), where p(x) is the unit normal to the tangent space T x Σ at x. By (2.5)
Important subclass of C(U ) we need is
which has the following rectifiability property:
Here θ(x) is the 1-dimensional density of µ:
where B r (x) = {y ∈ R 2 ; |y − x| < r}.
The main task in this paper is to show that trace ν ≤ µ holds for the limit measure pair (µ, ν) of
and θ(x) ≥ c > 0 uniformly on suppµ, which follows once we establish the monotonicity formula in Section 3.
Monotonicity formula
The main task of this section is to prove Theorem 3.10 which gives the uniform lower bound of the scaled energy. It is the crucial ingredient for the application of the rectifiability theorem, Proposition 2.1. In the following we drop the index i for simplicity. 
Proof. We may assume x 0 = 0 by a suitable translation. Write B r = B r (0). By (2.4) and (2.5), for any φ ∈ C 1 c (U ; R 2 ),
By the definitions of µ ε and ν αβ ε we obtain 
Integrating over (s, r), we obtain
be a sequence of approximate functions for the characteristic function of (−∞, 1) and use h = h k in (3.6). Since
By Φ αβ ε µ ε = ν αβ ε and (2.8), we obtain for any δ > 0
and
Using (3.8) and (3.9) in (3.7), we proved (3.1).
Later we use the following L ∞ estimates of u ε away from 1.
Lemma 3.2. For each open set
Proof. Let x ∈ V be arbitrary and set r =
where
be a smooth function with φ = 1 on B r 2 . Multiplying (1.2) by (u ε − 1) + φ 2 and by integration by parts we obtain
By applying Cauchy's inequality to (3.12), for any δ > 0
By the assumption on W ,
By (3.13-15) and (A.2),
Since δ is arbitrary, we choose δ = κ 2 . Thus we have
With a suitable choice of constant, (3.16) shows (3.11). Next we consider u(x) = u(εx) and f (x) = f (εx) which satisfy (2.1). Set h(s) = s + and let {h k } ∞ k=1 ⊂ C 3 (R) be a sequence of approximate functions for h with h k (s) = 0 for s ∈ (−∞, 0] and
By the standard elliptic estimate (cf. [6, Theorem 8.17 .]) applied to (3.17), we obtain for any
By taking the limit k → ∞ we obtain
We have (
With a suitable choice of c 1 we have
Repeating the same arguement, we obtain sup
, which proves (3.10).
Remark 3.3.
In the following we often use the fact that the scaled functioñ u ε has uniform C 0,γ estimate for any 0 < γ < 1. This follows from (2.1) and the standard W 2,2 estimate
as well as the Sobolev inequality (recalling n = 2)
Remark 3.4. In the remaining part of the paper we fix constants as follows. First fix
Choose β 1 > 0 to be small so that
and define
We note that 0 < ι < 1 by above choice. Finally fix β 3 so that
We next quote the following from [19] , which holds for W with the properties stated in Sec. 2.1. 
The above estimate is derived via the Alexsandroff-Bakelman-Pucci estimate and it is essential that W is a double well potential.
Let us consider the estimate of the discrepancy measure ξ ε (u ε ) = (
). Since we have no control of the derivative of f ε , we cannnot apply Lemma 3.5 to u ε directly. Thus we consider the regularization of u ε . Let ψ ∈ C ∞ 0 (R 2 ) be a positive radial symmetric function with suppψ ⊂ B 1 (0) and
where β 2 is chosen in Remark 3.4. Next proposition follows from applying Lemma 3.5 to u ε * ψ ε 1+β 2 . Proposition 3.6. Define
For V ⊂⊂ U there exist a constant 0 < ε 2 < ε 1 and c 4 depending only on W , dist(V, ∂U ), E 0 and a 1 satisfying that
Since u ε satisfies (2.1), v ε satisfies
In the following we apply Lemma 3.5 thus we need to estimate
we obtain
By C 0,γ estimate for u ε we have
Thus with this sup bound
Similarly with
For (II 2 ) we have
we estimate the L 2 -norm of the first term of (3.27) as
By the W 2,2 estimate of u ε in Remark 3.3 we have
Substituting (3.29) into (3.28), we obtain
As the L 2 -norm of the second term of (3.27) can be estimated by (3.29), we obtain (II 2 ) ≤ c(ε
(3.32)
In the same way as we obtained (3.31) we have from (3.32) 
Now we are ready to use Lemma 3.5 to conclude with (3.34) that
We defined ι so that the right-hand side is bounded by cε −ι thus we proved (3.19) with an appropriate choice of constant c 4 .
Proposition 3.7. There exist constants c 5 > 0 and ε 2 > 0 depending only on W , dist(V, ∂U ), E 0 and a 1 such that for ε ≤ ε 2 and
Proof. Since |∇u ε | ≤ |∇u ε − ∇v ε | + |∇v ε |, by considering the square of both sides and Cauchy's inequality,
By substituting (3.36) to (3.35) we obtain
Using (3.37) we obtain
(3.38)
Integrating (3.38) on B r for ε ≤ r,
We estimate each term of (3.39). As we proved in (3.28), 
By (3.40) and (3.43),
since r ≥ ε. For the estimate of the third term of (3.39),
(3.46)
For the right-hand side of (3.46)
(3.47)
By substituting (3.47) to (3.46) we obtain
(3.48)
The claim of the proposition follows from (3.39), (3.44), (3.48).
Next we estimate the lower bound of the energy density ratio for 'small' scale, namely, for ε ≤ r ≤ t 1 ε ι with small t 1 independent of ε.
Theorem 3.8. There exist constants c
Proof. We may assume x 0 = 0. For u ε (x) = u ε (εx),
Since | u ε (0)| < α and u ε ∈ C 0,γ there exists a constant c 7 > 0 satisfying W ( u ε ) > c 7 on B c 7 and thus
Let t 1 > 0 be a constant to be determined shortly. We claim that µ ε (B r )/r ≥ c 8 /2 for ε ≤ r ≤ t 1 ε ι . To derive a contradiction assume that there exists a constant r 1 with ε ≤ r 1 ≤ t 1 ε ι satisfying
By continuity of 
(3.50)
Using (3.50) with s = r 0 and r = r 1 as well as r 1 ≤ t 1 ε ι we obtain 
Proof. We estimate the integral on three domains,
Case 1. (estimate on A)
By Proposition 3.6 and 
Case 3. (estimate on C)
We define a Lipschitz function ρ as follows;
ρ is 0 on the set {|x| ≥ r − ε β 3 /2} ∪ {|u ε | ≤ α}, 1 on C and |∇ρ| ≤ 2ε −β 3 . Using this ρ, we estimate 
By integrating by parts, the left-hand side of (3.58) is
Since W ≥ κ on {|u ε | ≥ α} and κ 2 ≥ sup |W |ε γβ 2 for sufficiently small ε, by Cauchy's inequality, the right-hand side of (3.58) is
(3.60)
By (3.58), (3.59) and (3.60), we obtain
We estimate the L 2 -norm of ∇g in a similar manner as in the proof of Proposition 3.6 and 3.7. Now the scale is different from Proposition 3.6 and 3.7. By inserting the term ± ∇W (uε) ε like (3.25), 
Thus by (3.66), (3.67) and (A.2), we obtain
By (3.65) and (3.68),
As the L 2 norm of the second term of (3.64) can be estimated by µ ε (B r ), we obtain
In the same way as we obtained (3.69) we have 
With |∇ρ| ≤ 2ε −β 3 , (3.61) and (3.73), we obtain
.
dx ≤ µ ε (B r ), multiplying above by
(3.74) Combining (3.53), (3.57) and (3.74), and recalling the definition of β 4 , we obtain the desired estimate.
Next, we obtain the lower bound of the energy density ratio for t 1 ε ι ≤ r ≤ t 2 . Theorem 3.10. There exist constants c 10 > 0, t 2 > 0 and ε 5 
Proof. By Theorem 3.8, c 6 ≤ 1 r µ ε (B r ) with r = t 1 ε ι . The proof of the claim is similar to that of Theorem 3.8. Let t 2 > 0 be a constant to be determined shortly. We claim that µ ε (B r )/r ≥ c 6 /2 for t 1 ε ι ≤ r ≤ t 2 . To derive a contradiction assume that there exists a constant r 3 with t 1 ε ι ≤ r 3 ≤ t 2 satisfying 1 r 3 µ ε (B r 3 ) = c 6 2 .
Rectifiability of limit interface
In this section we show that the support of the limit measure µ is a 1-rectifiable set and that it has generalized L 2 curvature expressed as the Radon-Nikodym derivative as we described after Theorem 1.1. Define the (signed) vector-valued measure ν αβ on U
Proof. The existence of D 2 follows immediately from Proposition 3.11. We show the existence of D 1 . Let x 0 ∈ supp µ. We claim that on passing to a subsequence, there exist 
(4.1)
, which is a contradiction to x 0 ∈ suppµ. Thus for r ≤ t 2 Theorem 3.10 shows
We set D 2 = c 10 /2. [7] .)
The proof of next proposition is similar to [19, Proposition 4 .3] but we include it for the convinence of the reader. 
Proof. Let |ξ| be a Radon measure defined as the limit of |ξ ε i (u ε i )|. We need to prove that |ξ| = 0. First we show
for all x ∈ supp |ξ| by contradiction. Thus we assume that there exist x 0 ∈ supp |ξ|, R > 0 and b > 0 with |ξ|(B r (x 0 )) ≥ br for 0 < r < R. Fix δ (e.g. δ = 1/2) and fix r 1 = min{R, t 2 } and
By Theorem 4.1 and the definition of |ξ|, we may choose large enough i such that t 1 ε ι i ≤ r 2 and
for all r 2 ≤ τ ≤ r 1 . By Propositon 3.7 and 3.9 we have for r 2 ≤ τ ≤ r 1
as i → ∞. Thus for all large i and r 2 ≤ τ ≤ r 1 we have
(4.5) By Theorem 3.11 with s = r 2 and r = r 1 and using (4.5) we obtain
By (4.4), the right-hand side of (4.6) is estimated from below by 4D 2 . This is a contradiction. The claim with Theorem 4.1 shows
for all x ∈ supp|ξ|. A standard result in measure theory then shows that |ξ| = 0.
Next we show that the limit measure µ has a well-defined curvature. 
Proof. We consider the rectifiability of supp µ first. By Proposition 4.3 and by recalling the definitions (2.2), we have |µ ε − trace ν where Φ = dν dµ ∈ L ∞ (µ, F). The fact that η is absolutely continuous with respect to µ follows from φ d|η| 
for φ ∈ C 1 c (U, R 2 ). The limit of (4.11) gives
By (4.9), the left-hand side is div Tx(suppµ) φ dµ, where the integrand is the divergence restricted to the tangent line which exists a.e. on supp µ. The relation (4.12) shows that f is the generalized (mean) curvature in the sense of varifold [1] .
Integrality of the limit interface
The remaining part of the paper concerns (iii) of Theorem 1.1, namely, we need to prove that the densities of the measure µ are integer multiple of 2σ for a.e. on supp µ. 
Proof. The estimate for B 1 ∩{|uε|≥1−b} W (uε) ε dx can be obtained by the same argument as in [20, Prop. 4.5] . To estimate the gradient term, one shows that replacing u ε by v ε causes a small error, which can be estimated as in Section 3. One then uses (3.19) to show that the gradient term is also small.
Also we define n = (n 1 , n 2 ) = ∇u |∇u| where |∇u| = 0 and n = (0, 0) where |∇u| = 0.
(2) Y has no more than N + 1 elements, T (x) = 0 and t 1 + a < T ⊥ (x) < t 2 + a for all x ∈ Y and |x −x| > 3a for any distinct x,x ∈ Y .
(3) (M + 1)diamY < R, and denote R = M diamY .
Then the following hold:
Then Y 1 and Y 2 are non-empty and for all 0 < δ < 1
We establish the monotonicity formula restricted on S. Let ρ(y) : R 2 → R be a smooth approximation to the charactaristic function of S. For x ∈ Y we may assume x = 0 by a suitable translation. Let ζ be a smooth approximation to the characteristic function of (−∞, 1). We substitute φ = yζ( |y| r )ρ(y) into (3.2) and multiply the result by − 1 r 2 . After letting ζ → χ (−∞,1) and ρ → χ S and by similarly proceeding as in Lemma 3.1, we obtain for 0 < δ < 1
By (4) and(5) applied to (5.7) we obtain (1) Y ⊂ R 2 has no more than N + 1 elements, T (y) = 0 for all y ∈ Y, a > 0, |y − z| > 3a for all y, z ∈ Y and diamY ≤ ηR.
(3) For each y ∈ Y and a ≤ r ≤ R,
Then we have 
Then we have
Proof. We rescale the domain by ε for convenience. Let q : R 2 → (−1, 1) be the unique solution of the ODE
(5.14)
We note that
We also identify q on R 2 by q(x 1 , x 2 ) = q(x 2 ). Let b and s be given. For large L, we have
We show the claim of the theorem by contradiction. Assume that there exists a sequence
but one of the following fails, Proof. By the rectifiability of supp µ and the lower density bound µ has an approximate tangent line for H 1 a.e. on suppµ. Fix such a point and choose coordinates so that the point is the origin and the approximate tangent line is P = {x = (x 1 , x 2 ) | x 2 = 0}. We consider the scaling u ε i (x) = u ε i (r i x) and f ε i (x) = f ε i (r i x) with r i → 0. Let ε i = ε i r i
. u ε i satisfies (5.27) By Besicovich's covering theorem and monotonicity formula, N − 1) . By the assumption of N we obtain θ = 2σ(N − 1). This shows that the density at this point is integer multiple of 2σ.
