We present what we believe to be the first results that obtained with the recursive least square zonal slope predictor working on an open-loop liquid-crystal adaptive optics system operating on astronomical implementation at visible and near infrared wavelength on a 1:23 m telescope. The system produces substantially better results than a direct open-loop correction based on previous measurement. A 27% relative gain in full-width at half-maximum and 30% relative gain in Strehl ratio are obtained.
The adaptive optics systems (AOS) have an inherent error source the time delay that results in the corrections always lagging behind the wavefront distortions. Fortunately, the deteriorative effect of time delay could be reduced by predictors. Indeed, atmospheric turbulence is predictable [1, 2] . Predictors have already been studied in closed-loop AOS based on deformable mirrors (DM) [3] [4] [5] . In the open-loop regime, the artificial neural networks are used to predict turbulence wavefront slope [6, 7] . However, they need hundreds of thousands of training data and are plagued by running into local minima in the training error surface [8] . Gibson, Barchers, and Rhoadarmer et al. [4, 9, 10] have shown the possibility to correct and predict the turbulent wavefront with the recursive least squares (RLS) algorithm [11] . In this Letter we describe a new spatiotemporal predictor that copes with the Shack-Hartmann wavefront sensor (SHWFS) slope values with the RLS algorithm and apply it to an open-loop AOS for astronomical implementation. Compared with the modal prediction method [12, 13] , it can take good advantage of the wind information. Therefore, it can acquire better predictive results.
The architecture of the zonal slope predictor is shown in Fig. 1 . For each subaperture of the SHWFS, we use the slope values s ij of itself and its neighbors (K subapertures for each frame of data) of the past M frames of data, each with a linear weight ω ij , to predict the corresponding slope value s ͡ of the subaperture in the next N frame of data. It is
The basic idea of deriving a good predictor is to obtain good series of these prediction coefficients which are obtained by minimizing the mean square prediction error. The prediction coefficients are updated for each recursive step and ultimately approach the most optimized prediction coefficients. The RLS zonal slope prediction procedure can be divided into two steps: the study step and the prediction step. In the study step, the prediction coefficients are updated. For the prediction of each subaperture, the import vector of the RLS predictor is
The import vector contains both the temporal and spatial information. T is the transpose of the vector and the underline indicates that it is a column vector in this Letter. The prediction coefficient vector that needs to be updated can be written as
Each element of the prediction coefficient vector represents the predictive contribution of the corresponding slope to the slope being predicted.
The prediction coefficient vector is updated through the recursive process: [11] kðnÞ ¼ Pðn − 1ÞuðnÞ λ þ uðnÞ T Pðn − 1ÞuðnÞ ;
αðnÞ ¼ sðn þ NÞ − uðnÞ T ωðn − 1Þ; where λ is the forgetting factor, sðn þ NÞ is the desired response. sðn þ NÞ is the actual newly measured slope value of the subaperture 1 of the current frame n þ N (see Fig. 1 ). In order to start the recursions, the initial values of ωð0Þ and Pð0Þ have to be given. In the experiment, we take
where I is an identity matrix, δ is a large number that is bigger than 50=σ 2 , (σ 2 is the variance of import vector u). After a recursion of Eq. (4) is finished, the prediction coefficient vector of a certain subaperture is updated.
In the prediction step, the newly updated prediction coefficient vector and the newly measured slope vector uðn þ NÞ are used to predict the unknown slope values sðn þ 2NÞ through
This step is also illustrated in Fig. 1 . The procedure including the study step and the prediction step continues until the prediction of all the effective slope values of a SHWFS frame is complete. Then, a frame of predicted slope values is achieved, which is expanded on the Zernike polynomials to drive the liquid crystal (LC) wavefront corrector [14] . Once a new frame of SHWFS measurement is acquired, the whole process mentioned above is repeated with n replaced by n þ 1.
The predictor was implemented on an open-loop LC adaptive optics system (OLAOS), which was mounted on the 1:23 m telescope of the CIOMP in Changchun, China. The performance of the predictor is compared with an ordinary controller that corrects directly based on SHWFS measurements, namely direct correction. The OLAOS is equipped with a two-axis tip-tilt mirror (TTM) with a diameter of 10 mm and a 256 × 256 pixels nematic pure-phase LC wavefront corrector (LWC). The central wavelength of the LWC is 785 nm. The light intensity with a waveband from 700 to 950 nm is propagated to the LWC to compensate the wavefront aberration and then to a science camera for imaging the observed star. The science camera is a DU897 EMCCD camera with 512 × 512 pixels. The other light intensity with a waveband from 400 to 700 nm is used to measure the turbulent phase with a 103-hexagonal-subaperture SHWFS. The SHWFS is equipped with a 64 × 64 pixel (2 × 2 binning) Andor DU860 EMCCD with a maximum EM gain of 1000. It has a sampling frequency of 910 Hz and an equivalent electronic noise level of one electron per pixel per frame. The global tilts, subtracted from the slope data measured by the SHWFS, are used to control the TTM by a proportional-integral (PI) controller working in closed-loop. The remaining slope data are applied to the predictor. Then, the predicted slope data are expanded on the Zernike polynomials to control the LWC in an open-loop manner. The calibration errors of the OLAOS are corrected. The registration error is very small and can be neglected. The main error of the OLAOS is the time delay error. The time delay is due to the exposure time of the SHWFS (1:1 ms), the SHWFS readout time (1:1 ms), calculating time (0:7 ms), transmission time (0:4 ms), and the LC response time (1:5 ms). The total delay time is 4:8 ms, which is nearly four sampling frames. Therefore, the prediction frame number N equals four in our experiments.
The field experiment was carried out during the night of June 24, 2011. The star Polaris, with magnitude 1.96, was observed from 14h17 to 14h26 UT. The signal to noise ratio (SNR) of the SHWFS was about 60 and the estimated subaperture tip/tilt measurement error due to noise was about 0:03 arc mrad. In order to estimate the turbulence condition, three groups of turbulence data of the SHWFS measurements were recorded to estimate the Fried parameter r 0 and Greenwood frequency f g . The average r 0 at 0:55 μm was 5 cm and the mean f g was 60 Hz.
Thereafter, the correction experiments without and with prediction were carried out. The forgetting factor λ was 0.999. Because of the calculation complexity, only eight subapertures (four in each frame, K ¼ 4) of the last two frames (M ¼ 2) were used to predict. Figure 2(a) shows the turbulence, the direct corrections and the predictions of a random selected slope (the sixty-eighth slope) of the SHWFS varying with the sampling number. The correlation coefficients between the turbulence and direct corrections or predictions illustrated in Fig. 2(a) are 0.89 and 0.95, respectively. The deviations of the predictions from turbulence were much smaller than that of the direct corrections from turbulence [see Fig. 2(b) ]. Therefore, the direct corrections were always lagging behind the turbulent distortions while the predictions were much closer to the turbulent distortions. The convergence of the corresponding prediction coefficients is shown in Fig. 3 . After about 700 recursions, all the prediction coefficients became steady. We also have confirmed that the prediction coefficients of the other slopes were all convergent after 700 recursions. The prediction results of each slope of the SHWFS are shown in Fig. 4 . The mean slope value was about 0:5 arc mrad before correction. After direct correction, the residual mean slope value decreased to 0:19 arc mrad. Furthermore, the residual slope error decreased to 0:14 arc mrad after applying the prediction. A relative gain of about 26% in reducing residual slope value caused by time delay is achieved.
Before correction, the full-width at half-maximum (FWHM) of the star image of Polaris was 1:84 00 and the Strehl ratio (SR) (550 nm) was 0.02 [See Fig. 5(a) ]. After direct correction, the FWHM of the star image improved to 0:44 00 and the SR increased to 0.12 [See Fig. 5(b) ]. After appling the prediction technique, the FWHM of the image improved further to 0:32 00 and the SR increased to 0.16 [See Fig. 5(c) ]. Therefore, compared to direct correction, 27% relative gain in FWHM and 30% relative gain in SR have been achieved with the zonal slope prediction technique. A video about the Polaris image is also provided (first 1 st ∼ 2 nd second: without correction; 3 rd ∼ 5 th second: direct correction; 6 th ∼ 8 th second: with prediction). In conclusion, we have shown the feasibility of the zonal slope predictor used in an OLAOS. A 30% relative gain in SR has been achieved. It needs to be pointed out that the predictor is still in a low prediction regime. First, it is due to the long time delay of the OLAOS. If the time delay could be decreased, the prediction results would be improved. Second, due to the calculation complexity, only two SHWFS frames were used. In fact, using more frames and more subapertures in each frame would result in a more accurate predictor. The graphic processing unit that has powerful parallel calculation ability is currently under our consideration. In this case, more slope values could be used to improve the prediction results. 
