Abstract-In this paper, a novel distributed model-based prediction method is proposed using sensor networks. Each sensor communicates with the neighboring nodes for state estimation based on a consensus protocol without centralized coordination. The proposed distributed estimator consists of a consensus-filtering scheme, which uses a weighted combination of sensors information, and a model-based predictor. Both the consensus-filtering weights and the model-based prediction parameter for all the state components are jointly optimized to minimize the variance and bias of the prediction error in a Pareto framework. It is assumed that the weights of the consensus-filtering phase are unequal for the different state components, unlike consensus-based approaches from literature. The state, the measurements, and the noise components are assumed to be individually correlated, but no probability distribution knowledge is assumed for the noise variables. The optimal weights are derived and it is established that the consensus-filtering weights and the model-based prediction parameters cannot be designed separately in an optimal way. The asymptotic convergence of the mean of the prediction error is demonstrated. Simulation results show the performance of the proposed method, obtaining better results than distributed Kalman filtering.
I. INTRODUCTION
In this paper, we consider the problem of distributed prediction of the state of a dynamical system from noisy measurements taken by a wireless sensor network. This approach, which is thought for the networked control field, can be useful in many applications, such as wireless localization, target tracking, environment and agriculture monitoring, where the state of the processes has to be estimated in a distributed manner at each sensor node. We assume that each sensor locally estimates the state of a common dynamic system with an uncertain model. This is done by letting each node communicate measurements and estimates only to neighboring nodes in the sensor network. Each sensor filters the measurements by taking a linear combination of its own and neighboring measurements and predictions. Subsequently, the sensor uses the current filtered measurements to implement a classic model-based predictor, smoothing the previous prediction error. The consensus-filtering weights and the model-based prediction parameters are time-varying and are computed locally by each sensor at each step in an optimal way so as to minimize the mean and variance of the current prediction error. In this paper, for the sake of simplicity, we assume that the entire system state is measured by each sensor. The non-completely measurable state case is left for further works.
Considering decentralized or distributed scenarios, the estimates are affected by bias due to the measurement and modeling uncertainty and the possibly incomplete communication between the sensors of the network. This motivates the need of simultaneously minimizing the bias and the variance of the estimation error. The proposed estimation method minimizes at each discrete-time step both the mean and the variance of the prediction error by posing a multi-objective optimization problem based on a Pareto optimization framework and this is the first main contributions of the paper. Compared to Kalman-based approaches, beyond the asymptotic behavior of the estimator -we show that asymptotic convergence is achieved -we aim at guaranteeing a good transient behavior of the estimator. Moreover, we jointly optimize the design of both the consensus-filtering weights and the modelbased prediction parameters, and we establish that it is not possible to separate the two designs. This is the second main contribution of this work.
As far as our previous results are concerned, in [1] we developed a distributed estimation method based on Pareto optimization, but we considered only the measurement filtering task of a scalar signal, whereas in the present paper, we investigate the much more challenging task of prediction with a multi-variable scenario having possibly correlated components. The distributed state prediction goal is also motivated by the purpose of applying the proposed method to model-based fault detection in future works. Besides, in [2] we proposed a distributed prediction approach for fault detection purposes, but we did not consider the correlations between different state components, i.e., we considered each component as independent, and we did not optimize the model-based prediction parameter (we assumed it was given). On the other hand, in this paper, we minimize the bias and the variance of the prediction error with reference to both the consensus-filtering weights and the model-based prediction parameter at the same time in a jointly optimization problem. In this paper we obtain an important result: filtering and prediction weights cannot be designed in an optimal way separately. Therefore the approach proposed in this paper gives a substantial innovative contribution to the distributed estimation problem and considers a more challenging scenario. To the best of the authors' knowledge, this is the first time that a Pareto optimization approach has been designed for distributed prediction using sensor networks.
Proposed Approach vs. State of the Art
In the state of the art, roughly two different approaches have been proposed to the problem of distributed state estimation and prediction. First, the approaches based on diffusion strategies, such as the ones proposed in [3] , [4] and the references therein of the same authors, where the diffusion of the local estimations in neighbors is applied after incremental update. These are in contrast with the second approach: consensus strategies, used, e.g., in [5] , where consensus approaches are applied to obtain average observations or estimations at each iteration. Moreover, in [6] an optimal decentralized Kalman-Consensus Filtering approach is designed with the objectives of estimating the state of the system and reaching a consensus with neighboring estimator agents on the estimate.
Unlike Kalman filtering approaches (such as the optimal decentralized Kalman-consensus filter proposed in [6] that assumes a Gaussian distribution), in the proposed method no assumptions on the probability distribution of the measurement and modeling noises are made: we do not need to assume Gaussian distribution, but we assume knowledge of the mean and covariance matrix of the noise components. When our estimation problem is solved by a centralized approach, the Kalman filter is optimal under Gaussian assumption on the noises and represents the best linear filter also when disturbances are non-Gaussian [7] . However, the scenario we are facing is more challenging, since we consider a distributed case, i.e., the prediction is computed locally without the coordination of a central agent. Moreover, we consider the multi variable case, unlike [8] which was for scalar cases. This is done by managing correlations between the different components of the state and of the noises, which is a major analysis challenge. In this paper, we minimize in a multi-objective optimization problem both the mean and the variance of the prediction error at each iteration. This is in contrast to [8] , where Kalman-Consensus based approaches are investigated for the scalar case to obtain optimal Kalman gains and consensus weights such that the variance of the estimate error is minimized. Compared to [6] , [5] , [9] , [10] , we do not assume that the distribution of the disturbance is known. We only assume to know the mean and variance of such disturbance. Compared to [11] , we do not select the most accurate estimate to propagate through the network. By using local estimation and measurements fusion, our method updates the filtering weights at each iteration. Furthermore, our work is in contrast to approaches that are focused on average initial samples [12] , or where the estimation variables are static parameters [13] , or where the only measurements are diffused over the network [14] , [15] . Compared to [5] , [6] , we do not use the consensus algorithms in the estimator.
The paper is organized as follows. In Section II, we introduce the problem formulation. We describe the distributed prediction method in Section III, where the convergence of the predictor is demonstrated in Subsection III-C. In Section IV, the optimization problem of the time-varying weights is designed and the optimal values are derived in Section IV-A. Finally, some simulation results are provided in Section V and concluding remarks in Section VI.
II. PROBLEM FORMULATION We introduce some notations that will be used throughout the paper. By |·| we denote the cardinality of the argument and by · the spectral norm of a matrix. Given a stochastic variable x, we represent as Ex its expected value. By 1 and I we denote the vector (1, . . . , 1) and the identity matrix with appropriate size, respectively. Finally, ⊗ denotes the Kronecker product and the operator • represents the component-by-component product: as example, applied to a matrix M as M • I, it is equivalent to M with off-diagonal elements set to zero.
The process the state of which we want to predict is modeled as
where t is the discrete time, x ∈ R m denotes the state vector, w ∈ R m represents a known time-varying bias including possibly known non-linearities and process disturbances, whilew(t) models process uncertainties and noises.
Assumption 1: We assume thatw(t) is a zero-mean process with covariance matrix Σ w (t). A sensor network, made of n nodes, monitors system (1) by taking measurements, so that, for each sensor node i, with i = 1, . . . , n, we have:
where y i ∈ R m denotes the measurements vector taken by sensor i and v i ∈ R m is the measurement noise. The noncompletely measurable state case is left for further works.
Assumption 2: We assume that v i (t) is a zero-mean measurement noise, with Σ vi its covariance matrix.
The extension to the non-zero mean case is trivial. The original contribution of this paper concerns the state filtering and one-step-ahead prediction. We wish to answer the questions: how to optimally choose the weights of the two phases? Can the two phases be designed separately?
The main underlying assumption is that each node of the network observes the entire state vector and exchanges measurements and predictions with the neighboring nodes to implement a consensus mechanism. The communication network is modeled by an undirected graph G = (V, E), where N i = {j ∈ V : (j, i) ∈ E}∪{i} is the set of neighbors of node i ∈ V plus the node itself.
III. DISTRIBUTED STATE PREDICTION
We propose that each node i of the sensor network implements a two phases estimator: a filtering phase and a prediction phase. First, by communicating with neighboring nodes, the estimator filters the measurements noise by computing a linear combination of its own and neighboring measurements and predictions. This is similar to a consensusphase already used for distributed filtering:
where k i,j (t) and h i,j (t) are time-varying filter weights that we design, differently from consensus filtering approaches, where they are given. The objective of this first phase is for each node to reduce its own measurement uncertainty and to reach a consensus, without centralized coordination. After the consensus-filtering phase, each node implements a classical model-based prediction, using filtered measurements (obtained from the previous step), instead of the observed measurements. The one-step-ahead prediction iŝ
where λ i (t) ∈ R m×m is a matrix collecting the time-varying filter parameters that will be designed in an optimal form in the following sections. The term λ i (t)(x i (t) −x i (t)) represents a correction of the previous prediction errors.
To facilitate the analysis, the distributed estimatorpredictor formulation can be expressed in a vector form that includes all the nodes in the sensor network:
wherex,x and y ∈ R mn×1 are column vectors collecting the local vectorsx i ,x i and y i , respectively, with i = 1, . . . , n; A E is a diagonal block matrix, with each block on the diagonal equal to A, and w E is a column vector of appropriate length, where the process disturbance vector w is repeated n times. K(t) and H(t) are block matrices, where each (i, j)-th block, with i, j = 1, . . . , n, collects on the diagonal the weights with which the i-th sensor weights measurements or estimates components developed by the jth node, if they are neighbors; the block is a null matrix if i and j are not neighboring nodes. λ is a diagonal block matrix, collecting matrices λ i , i = 1, . . . , n, on the diagonal.
The main goal of the paper is to devise a design principle of the time-varying weights H(t), K(t) and λ (t) in order to minimize bias and variance of the prediction error at each time-instant t. In particular, we aim at establishing whether the consensus weights H(t) and K(t) can be designed separately with respect to the prediction weight λ (t). We address this issue in the following subsection.
A. Analysis of the estimation error
Let us define the following estimation errors: the filtering errorē(t) =x(t) − x E (t) and the prediction errorÊ(t) = x(t) − x E (t), with x E being a column vector of appropriate dimension, where the process state vector x is repeated. They can be computed as follows:
where we use the following assumption, needed for the tractability of the problem: Assumption 3: Suppose that (K(t) + H(t))1 = 1. For simplicity, we express the prediction parameter as λ (t) = A E λ(t), being λ(t) a diagonal matrix. Accordingly, the prediction error iŝ
Let us compute mean and variance of the global estimation and prediction errors. The expected value expressions are
We introduce the following further assumption: Assumption 4: The measurement noise v and process disturbances w are not correlated. The covariance matrices can then be computed as (10) where
and
B. Local estimation and prediction errors
In this section, we derive the expressions of the local estimation and prediction errors. Each node computes locally a consensus estimation and a model-based prediction as are two column vectors collecting the prediction vectors and the measurements vectors respectively available at node i, ordered according to their indexes:
where N i is the cardinality of set N i . Moreover, κ i (t) and η i (t) are the timevarying matrices corresponding to the non-zero elements of the m rows related to the i-th node of matrices K(t) and H(t), respectively. Let us now define the local filtering errorē i (t) =x i (t) − x(t) and the local prediction error
Similarly to the global quantities, they can be computed as
whereˆ i collects the prediction error vectors available at node i and v i collects the measurement noise vectors related to the measurements available at node i, both ordered following their indexes. Now, we can derive the expressions of the bias and the variance for the local estimation and prediction errors. The mean values can be computed as
whereas the variance can be computed as
where
and Σ vˆ i is the measurement noise covariance matrix, including correlations between neighboring sensors.
C. Convergence analysis
In this subsection, we show that the mean of the global prediction error (Eq. (9)) of our proposed estimation method converges to zero. In this subsection, for the sake of notational simplicity, we drop the dependence on t of the matrices.
Proposition 3.1: Consider the global prediction error mean of Eq. (9). The following local conditions are sufficient to guarantee its convergence to zero: if
Proof: Eq. (9) represents the dynamics of a linear time-varying system. We use the results in [16] to derive convergence conditions on the time-varying matrices K(t) and λ(t). A necessary and sufficient condition for global asymptotic stability is given in [16] , by which there exists a finite k > 0 such that
This condition is sufficiently satisfied if, for each t,
Remember that λ(t) and I −λ(t) are two diagonals matrices; by definition K(t) is a block matrix, where each block is a diagonal matrix; therefore also (I − λ(t))K(t) + λ(t) is a block matrix with all diagonal blocks. Thanks to the submultiplicative property of the norm, the convergence condition is implied by
This is satisfied if, for each l-th row of each i-th block row of matrix (I − λ(t))K(t) + λ(t), with i = 1, . . . , n and l = 1, . . . , m, we have
We analyzed this last condition for all the alternative cases of values of λ l i to extract it from the absolute value and we obtained the convergence conditions in the statement. Note that the previous proposition gives local convergence conditions, meaning that they can be computed at each node. Therefore, in this section, we have proved that the proposed estimator converges under the derived convergence conditions and we can therefore formulate an optimization problem to build the distributed estimator.
IV. THE OPTIMIZATION PROBLEM
The proposed distributed estimation methodology is based on minimizing the bias and variance of the prediction error at every time step. To do that, each sensor at each step, computes the optimal time-varying weights by solving a Pareto optimization problem:
2 is the variance of the prediction error. According to the derived expressions for the bias and the variance of the prediction error, the cost function of problem (21) is 
2 . The first constraint in problem (21) is the local condition given by Assumption 3; the other constraints are the convergence conditions derived in Section III-C, depending on matrix A norm. We briefly analyze the convergence conditions (16), (17) , (18) . The first condition is common to all the three cases. In the optimization problem, for tractability reasons, we use the more restrictive conditions
Moreover, as regards the quantities in Eqs. (16), (17), (18), we note that
In this paper, due to space restrictions, we consider only the case for 1/ A E ∞ = 1/ A ∞ > 1 (Eq. (16)). The other two cases, for different norms of system matrix A, can be investigated in a similar way. Therefore, for tractability reasons, we simplify the second condition in (16) with
using the element-wise inequality, which implies the more complex condition in (16) . To highlight the dependencies on the the decision variables κ i (t), η i (t) and λ i (t), we rewrite the Pareto optimization problem (21) by substituting the following expressions which are data of the problem or can be computed using samples:
We obtain
where the last two constraints are equivalent to the original ones since λ i (t) is a diagonal matrix. It is worth noting that problem (21) and problem (25) and S i are positive definite matrices. Coherently, we can use Lagrangian duality to solve the problem. Let introduce the dual variables ξ i1 , ξ i2 , ξ i4 and ν i , which are m × 1 vectors, and the m Ni × 1 vector ξ i3 .
Proposition 4.1:
Consider optimization problem (25). Let 1 be a positive constant. Then, the optimal values of the primal (κ i (t), η i (t) and λ i (t)) and dual (ξ i1 , ξ i2 , ξ i3 , ξ i4 and ν i ) variables satisfy the following equations:
Proof: Problem (25) is convex. Therefore the Karush Kuhn Tucker conditions are both necessary and sufficient for optimality. In Eqs. (26)- (28) we derive the canonical form of the constraints. Since κ i (t), η i (t) and λ i (t) are composed by diagonal blocks, the Eqs. (35)-(37) are obtained by using matrix derivatives for diagonal and symmetric matrices [17] , [18] : given matrices A, M 0 and diagonal matrix X, then
As an extension to this result, given block-diagonal matrix κ, positive semidefinite matrix M and matrix A, then
In the following we analyze the derived KKT conditions to obtain the optimal weight values.
A. The optimal weights
We formulated problem (21) to minimize mean and variance of the local prediction errors and we obtained some optimality conditions for the equivalent problem (25) with more restrictive constraints. Here we analyze the KKT conditions to derive the optimal values for the decision variables κ i (t), η i (t) and λ i (t). We need the following preliminary result:
Lemma 1: Suppose square matrices M , A and X with same size, where A is symmetric and X is diagonal. Then
Proof: Suppose all matrices have size n × n. We have
then we obtain
On the other side, we have
Thus for j = 1, . . . , n we have
We use this lemma to solve Equations (35) -(37). We now define the m Ni × 1 vector κ vec i (t) = κ i (t)1 m , collecting all the decision variables of the diagonals of κ i (t) on a column vector. Similarly, we define also η
collecting N i times the vector ν i . For the sake of notation simplicity, in the following we will omit the dependence on the time when it is not strictly necessary. We now provide an analytical solution for problem (25). It is worth noting that only these formula have to be implemented in each node to compute at each step the optimal weights.
Proposition 4.2:
A solution for problem (25) is given by
Proof: We observe that the Eq. (37) is equivalent to
By using the result from (1), we have
Let us now analyze KKT conditions in Eqs. (35) and (36).
We find a solution with ξ i3 = 0 and ξ i4 = 0. Let note that Eq. (35) holds if and only if it holds 
Then, by using block operations, we have
Thus by using block by block the result in (1):
is the vector that collects all the elements from κ i , from Eq. (47), we obtain
, and similarly
, as in the statement of the proposition. According to the first KKT condition, we have
which implies that
In this way we have obtained the optimal value of the dual variable ν i and, by substituting the result in Eq. (41) and (42), we obtain the optimal values of κ i and η i depending on λ i . We can observe that the KKT conditions hold by imposing ξ i2 = 0: λ i has to be null because of Eq.(30) and ξ i1 = 0 because of Eq.(29). Therefore, we can find optimal solutions in closed form for κ i and η i by substituting λ i = 0 in Eq. (41), (42) and (43). Remember that the weights are adaptive and can be computed locally by node i at each step. This is an optimal solution for the Pareto optimization problem (25), if, once computed the solutions on-line, in addition they satisfy the constraints in (31) and (32). In the analytical solution given by the previous proposition, one of the convergence conditions constraints is active. Since in problem (25) we have imposed more restrictive conditions than the ones obtained in Section III-C for tractability reasons, and so the solution could be sub-optimal, we propose here an alternative solution of the problem to use the more complex less restrictive computed constraints (16) . In this section we have proposed two methods to obtain the values of the optimal time-varying weights for the proposed distributed estimator. Moreover, we showed that in general Theorem 4.4: Consider optimization problem (21). The consensus-filtering weights κ i and η i , and the model-based prediction parameters λ i cannot be computed by two separate optimization problems.
Proof: "Sketch": from Prop. 4.3, it follows that the optimal solution of λ i depends on the optimal solutions of κ i and η i , and vice versa.
Algorithm 1 Algorithm
Set λ
This is an important result, since in many works of the state of the art (see [10] , as example), the two phases (consensusfiltering and prediction) are designed separately.
V. SIMULATION RESULTS
In this section, simulation results are given with the purpose of illustrating the analysis performed in this paper. In [1] , it is explained how to derive the estimates of the needed quantities to implement the proposed method.
To quantify the performance of the distributed estimator proposed in this paper, we consider a linear system, whose dynamics are described by the matrix: A = 0.9 0.05 0.25 0.6 .
We compare the following prediction methods: E DKF1 : Decentralized Kalman filter as in [5] . E DKF2 : Decentralized Kalman filter as in [6] . E KF : Centralized Kalman filter. The estimator collects all the measurements and implements the classical Kalman filter. E p1 : The proposed estimator using Algorithm 1. E p2 : The proposed estimator using Prop. 4.2. Note that the Kalman Filter method can not be implemented in the distributed scenario we are considering due to communication and computation limits. A 15-nodes network is obtained by distributing the nodes randomly over a squared area of size N/2 and the graph by letting two nodes communicate if their relative distance is less than 1.7 √ N . The evaluated performance metric is the Mean Square Error (MSE) of the predictions at each node, that is then averaged over all the nodes of the network. We consider different noise scenarios. For each scenario, we repeat the experiment 50 times with a random network topology. We denote MSE the average value over the 50 experiments. We investigate the performances of the considered methods with different values of modeling uncertainty/disturbances and measurement noise. Figs. 1(a) , 1(b) and 1(c) show the MSE values for all the estimators with respect to the measurement noise standard deviation, with different values of disturbances standard deviation for each figure. In this first case, we consider Gaussian colored noises for the measurement noise and white noises for the disturbances. We can see that in these conditions, the proposed estimator obtains always better results than the distributed Kalman filters and it performs equal or slightly worse than the centralized Kalman filter. Even in the ideal case with Gaussian white noises (Fig. 2) , where the Kalman filter is optimal, the proposed predictor continues to behave similarly.
VI. CONCLUDING REMARKS
In this paper, we propose a novel distributed prediction method for dynamic systems using sensor networks, able to simultaneously minimize both the bias and the variance of the prediction error. The optimal consensus-filtering and prediction weights are time-varying and can be computed locally at each step by each sensor node. We consider a multi-variable scenario where the components of the state and therefore measurement and modeling noises can be correlated. No knowledge of the noise distribution is assumed.
As a future work, we aim at extending the proposed method by considering the case the state is not observable by each node, and a scenario with the topology changing along the time. Moreover, future efforts will be devoted to a more extensive simulative comparison with distributed prediction methods at the state of the art.
