generation, i.e., wind and PhotoVoltaic (PV) generation. The dynamic characteristics of these technologies are different from conventional synchronous generators, which may impact the performance of the power system.
Furthermore, recent incidents such as the Southern California event [1] or the South Australian blackout [2] , both in 2016, highly motivate the studies reported in this paper. The former event was influenced by missing/incorrect Low Voltage Ride-Through (LVRT) requirements and too slow active current recovery rates [1] . The driving forces for the latter event were the inability to ride through multiple faults and the missing Dynamic Voltage Support (DVS) capability, i.e., no reactive current injection in response to the voltage dip [2] . Based on the recent work of the authors [3] , the aforementioned aspects are addressed within this paper.
B. Literature Review
A comprehensive review of power system stability challenges for large-scale PV integration is given in [4] . Recently, several studies have analyzed the impact of PV systems on transient stability [5] - [7] , small-disturbance angle stability [6] , [8] and frequency stability [7] , [9] . Nevertheless, only a few studies have investigated the impact of PV systems on Short-Term (ST) voltage stability and recovery, such as [10] .
C. Contributions
In this paper, the impact of: i) the LVRT and DVS capability; ii) the active current recovery rate; iii) the local voltage; and iv) the plant-level voltage control of PV systems on ST voltage stability and recovery is reported. For this investigation, the WECC generic PV system model was considered and the studies were performed on the IEEE Nordic test system. The main contributions of this paper can be summarized as: See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
r the impact of different active current recovery rates on frequency dynamics. Finally, the paper gives recommendations for the adequate control of PV systems to improve the dynamic performance and avoid incidents such as those mentioned earlier.
D. Organization
The remainder of the paper is organized as follows. Section II provides the definition of ST voltage stability considered in this paper. Section III outlines the load model and its composition. Section IV discusses the model structure and control of the PV systems. Section V presents the test system along with the modifications made to investigate ST voltage stability and recovery. Section VI details the metrics used to evaluate the impact of PV systems on power system dynamic performance. Section VII presents the numerical results. Finally, the conclusions and directions for future work are drawn in Section VIII.
II. SHORT-TERM VOLTAGE STABILITY
Voltage instability is a major threat in power system operation as it may trigger cascading failures and/or widespread blackouts. The time frame of interest for voltage stability problems may vary from a few seconds to tens of minutes. Therefore, voltage stability may be either a ST or a long-term phenomenon [11] .
A. Definition
In general, ST voltage stability is defined according to the well-known report [11] In particular, ST voltage stability is understood in this paper as a phenomenon related to the stalling of Induction Motor (IM) loads, which try to restore their pre-disturbance power after a fault. For slowly cleared fault conditions IMs cannot reaccelerate, the mechanical and electromagnetic torque curves of the IM intersect, but at fault clearing the IM slip exceeds the unstable equilibrium value [12] . Therefore, the modelling of IMs is crucial.
B. Analysis
The study period of interest to analyze ST voltage stability is in the order of several seconds [11] . As ST voltage stability is a nonlinear stability problem [13] , the analysis is based on solving differential algebraic equations of the system that capture these nonlinearities. In this study, the slips of IM loads are monitored via time-domain simulations to detect ST voltage instability. Transient P-V curves [10] or Lyapunov exponents [13] could be also applied. Further details to the evaluation methods are provided in Section VI.
C. Related Phenomena
The phenomenon of FIDVR also plays a major role as it relates to the dynamic behavior of IM loads, which tend to decelerate following a large disturbance, resulting in low voltages in a significant portion of the power system. FIDVR can take place before ST voltage instability is reached. The time scale of ST voltage stability is also the time scale of transient (angle) stability. However, ST voltage instability should not be confused with the voltage drop that accompanies the loss of synchronism of a synchronous generator (transient instability). Both phenomena are also considered in this investigation.
III. LOAD MODELLING
As mentioned in Section II, accurate load modelling is important for the investigation of ST voltage stability and delayed voltage recovery. In the following sections, the composition of the aggregated load model is presented. The model includes a static and a dynamic part with a ratio of 70% and 30%, respectively.
A. Static Part
The static part is represented with an exponential load model [12] that is defined as:
where P and Q are the active and reactive power, respectively, consumed by the load at the bus voltage V . P 0 and Q 0 are the active and reactive power, respectively, under the reference voltage V 0 , obtained from the initial operating conditions. Since IMs are represented explicitly, the exponents of voltage dependency of active and reactive powers have been increased to α = β = 2 (i.e., a constant admittance is assumed).
B. Dynamic Part
The dynamic part consists of an equivalent IM. This is a crucial component in ST voltage stability studies, because: i) it is a fast restoring load in the time frame of a second; ii) it is a low power factor load with a high demand of reactive power; and iii) it is prone to stalling, when voltage is significantly depressed [12] . In power system studies equivalent, aggregated IM models are usually considered. Therefore, the dynamic part of the load model consists of two equivalent, single-cage IMs, each with a third-order model. The IM model uses the rotor winding fluxes and the rotor speed as state variables. The IM rotates at a speed ω r = ω s determined by the IM slip [12] given in:
with the speed of the stator and rotor ω s and ω r , respectively. The differential equation of the rotor motion dynamics [12] has the form of:
with the inertia constant H and the electrical and mechanical torques T e and T m , respectively. The mechanical torque is assumed constant as this is usually more critical for ST voltage stability:
with T 0 as the torque value determined from the initial power flow computation, assuming the motor is operating in steady state. The 30% IM load is sub-divided into 15% of small and 15% of large industrial motors with power factors of 0.6 and 0.8, respectively [14] . Finally, a compensation shunt capacitor is connected in parallel to the IM in order to match the reactive power consumption of the entire (static and dynamic) load in steady state.
IV. PHOTOVOLTAIC SYSTEM MODELLING

A. Generic Model
The large-scale generic PV system model used to study the impact on ST voltage stability and recovery follows the WECC specifications [15] , [16] and was implemented and validated in [17] . An overview of the WECC generic PV system model is given in Fig. 1 and it consists of the Renewable Energy Generator/Converter (REGC_A) model, the Renewable Energy Electrical Control (REEC_B) model and the Renewable Energy Plant Control (REPC_A) model, which are interfaced with each other. Different control modes of the PV system, i.e., parameter settings of the REGC_A, REEC_B and REPC_A model shown in
Figs. 2, 3 and 4, respectively, are investigated and the relevant parameters are highlighted in green. These variations represent presently required operating modes and settings according to international grid codes and the parameter set is nearly similar to [3] . Reactive current priority is considered in all modes. The different controllers have an impact on different dynamics, i.e., the REGC_A and REEC_B model affect dynamics in the order of a few seconds, while the REPC_A model affects dynamics in the order of several seconds up to minutes. An overview of the equivalent system is given in Fig. 5 
B. LVRT and DVS Capability
The following control modes are considered for the response of the PV system to faults and the corresponding parameter variations are defined in REGC_A_1 of Fig. 2 and REEC_B_1 of Fig. 3 .
1) No LVRT Capability (No LVRT):
In this mode the undervoltage protection immediately trips the PV system in response to the voltage dip and the plant is merely disconnected. This setting represents old grid code requirements in Germany.
2) LVRT With Blocking Mode (LVRT & Block):
In this mode the PV system remains connected to the grid but it does not inject any active or reactive current during the fault-on period. This mode is also called zero power or momentary cessation mode and is apparently applied in many inverters in USA [1] . By activating the low voltage power logic Lvplsw = 1 in REGC_A_1 of Fig. 2 , and setting the static gain Kqv = 0 in REEC_B_1 of Fig. 3 , this mode is enabled.
3) LVRT With DVS (LVRT & DVS):
This control mode corresponds to the requirements of the recent German grid code for high-voltage networks [18] . Similarly to the former control mode, the PV system remains connected to the grid during the fault (LVRT requirement). However, in order to support the voltage during the disturbance, an additional reactive current is injected, also called DVS. The additional reactive current is calculated as iqinj = Kqv · ΔV with the static gain Kqv and the voltage deviation ΔV = Vref0 − Vt filt determined from the pre-fault condition as seen in REEC_B_1 of Fig. 3 . The static gain is set to Kqv = 4.
C. Active Current Recovery Rate
The following control modes relate to the variation of the active current recovery rate rrpwr , during the post-fault period, as shown in REGC_A_1 of Fig. 2 .
1) Very Slow Recovery (10%/s):
This setting represents a recovery rate with rrpwr = 10%/s, which is widely used in USA [1] .
2) Slow Recovery (20%/s):
This setting describes a recovery rate with rrpwr = 20%/s, which is the lower limit defined by the German grid code [18] .
3) Medium Recovery (100%/s):
This setting defines a recovery rate with rrpwr = 100%/s, which is the lower limit defined by the grid code in Great Britain for faults with a duration of more than 140 ms [19] .
4) Fast Recovery (1000%/s):
This setting specifies a recovery rate with rrpwr = 1000%/s, which is the lower limit defined by the grid code in Great Britain for faults with a duration of less than 140 ms [19] .
D. Local Voltage Control
The subsequent modes refer to different local voltage control strategies during normal operation (Vt filt > 0.9 pu) that can be set in REEC_B_2 of Fig. 3 in order to investigate the influence on ST voltage stability and recovery. The corresponding flag combinations are shown in Table I .
1) Local Constant Reactive Power Control (Local Q ctr):
This control mode uses the feed-forward loop in REEC_B_2 with QFlag = 0. The reactive power is kept at the value given by the initial power flow computation.
2) Local Constant Voltage Control (Local V ctr):
This mode enables constant voltage control by using the second PI controller in REEC_B_2 with QFlag = 1 and VFlag = 0 that keeps the voltage at its initial power flow value.
3) Local Coordinated Reactive Power/Voltage Control (Local Q/V ctr):
This control mode allows a coordinated reactive power/voltage control by using the two PI controllers in series in REEC_B_2 of Fig. 3 with QFlag = VFlag = 1. The controllers allow a fast voltage control to restore the voltage quickly after the fault, followed by a slow reactive power control that brings the PV system back to its reactive power set point in steady state.
E. Plant-Level Voltage Control
The following modes involve the plant-level control, i.e., the REPC_A model shown in Fig. 4 , to study its impact on the dynamics. The corresponding flag combinations are shown in Table II . For all subsequent plant-level control modes, reactive power limits of Qmax = 0.4 pu and Qmin = −0.4 pu on the PV system MVA base are imposed in REPC_A_1, as shown in Fig. 4 . It should be noted that compared to the local control in Section IV-D, the plant control has a slower response time and thus influences system dynamics in the order of several seconds up to minutes. A typical example of plant control is the provision of frequency response [9] . Fig. 4 with RefFlag = 1, together with local coordinated reactive power/voltage control in REEC_B_2 of Fig. 3 with VFlag = QFlag = 1.
V. TEST SYSTEM
A. Overview
The power system dynamic performance including largescale PV plants has been investigated using the IEEE Nordic test system detailed in [20] , which was implemented and validated in DIgSILENT PowerFactory, as reported in [21] . The single-line diagram is shown in Fig. 6 . The operating point B is considered, as documented in [20] .
B. Integration of Photovoltaic Systems
The initial system configuration is without PV systems and serves as the base case. In the next step, synchronous generators are replaced with large-scale PV systems as follows: g6 and g7 by 5 PV plants (130 MVA each) connected to buses 1041 to 1045; g14 by 3 PV systems (240 MVA each) connected to buses 4042, 4043 and 4046; and g17 by 2 PV plants (300 MVA each) connected to buses 4061 and 4062, as seen in Fig. 6 . Table III gives the active power load, generation and the penetration level in each area and for the entire system. The PV penetration level is calculated as the PV generation divided by the total generation. In order to match operating point B as in [20] , a new shunt is connected to bus 1042 and the other existing shunts are adjusted. All PV plants consist of the single-generator equivalent system shown in Fig. 5 . They are connected to the high-or extra-highvoltage level in the test system (see Fig. 6 ), and operated at unity power factor.
VI. EVALUATION OF POWER SYSTEM DYNAMIC PERFORMANCE
A. Time-Domain Simulation
The results were obtained from time-domain (phasor mode) simulations performed with DIgSILENT PowerFactory [22] . The integration time step is 0.01 s. 
B. Critical Clearing Time (CCT)
The Critical Clearing Time (CCT) is the maximum permissible duration of the fault for which the subsequent system response remains stable [11] . In this study, the CCT is determined as the longest duration of the fault that does not cause: r stalling of any IM load (ST voltage instability); r loss of synchronism of any synchronous generator (transient instability). If only one of these conditions holds true, the fault duration exceeds the CCT. In general, the longer the CCT, the better the dynamic performance of the power system. It should be noted that the CCT is usually applied to assess transient stability [6] , [7] . However, it has been also used to evaluate ST voltage stability [10] .
C. Voltage Recovery Index (VRI)
Available methods in literature to quantify FIDVR can be classified into two categories [23] :
r Slope-based methods: metrics based on the slope or the derivative of the voltage evolution are not the most appropriate in case of oscillations or sudden (discontinuous) changes in the voltage.
r Integral error-based methods: those techniques cannot distinguish between the following two voltage waveforms: i) one with a lower initial voltage drop that takes more time to recover, and ii) the other with a higher initial voltage drop but showing fast recovery over a small period of time.
To deal with the aforementioned limitations, the KullbackLeibler (KL) divergence measure was introduced in [23] . However, the authors of this paper met several issues using the KL measure for the evaluation of FIDVR. The calculation of the KL measure as well as its limitations are detailed in the Appendix. These limitations motivated the authors to define a new metric, namely the VRI, to evaluate the phenomenon of FIDVR more systematically. The steps involved in calculating the VRI for a specific voltage waveform are as follows.
1) Voltage Violation Criterion:
A voltage violation criterion is defined that determines the lowest acceptable voltage. In this work, the WECC voltage violation criterion according to [24] is considered, which has been used in several studies [23] , [25] to evaluate FIDVR. An example of the WECC voltage violation criterion along with two sample voltage recoveries is illustrated in Fig. 7 (a) . The parameters V 1 , V 2 , V 3 and t 1 , t 2 denote the voltage and time limits, respectively, and are shown in Table IV .
2) Probability Density Function of Voltage Sample: If the voltage recovers quickly to its steady-state value, the corresponding Probability Density Function (PDF) has a high peak near that steady-state value. The opposite holds true when the voltage recovery is slow. To define the PDF for the VRI, the voltage axis from V min to V max is partitioned into L sub-intervals, where the index i refers to the i-th partition and the values are given in Table IV . The voltage samples are observed from the fault clearing instant t cl to the final observation time t f , as also given in Table IV . Considering the WECC voltage violation criterion and a given voltage time series V (t), the rewarding PDF P is divided by the total number of samples A to obtain a normalized distribution. Hence, the overall PDF P VRI is:
where M denotes the number of voltage constraints and the index j refers to the j-th voltage constraint. It should be emphasized that compared to the PDF for the KL divergence measure P KL given in (10) (see Appendix), the PDF for the VRI P VRI defined in (5) Fig. 7 (b) . where the parameter λ controls the width. The values of λ significantly influence the resulting VRI and should be tuned according to the violation criterion, i.e., in the case of V WECC :
Considering the WECC criterion with M = 3, the so defined weighting functions are depicted in Fig. 7 (c) . The corresponding values for λ + j , λ − j , and σ are listed in Table IV . 
4) Calculation of Index:
Finally, the VRI, denoted as V, is calculated using the PDFs and the weighting functions:
The lower bound of the VRI corresponds to no voltage recovery (V = 0 pu), leading to V = −1. The upper bound of the VRI is reached for an ideal immediate recovery (V = V ideal ), leading to V = +1. These clear bounds of the VRI give another advantage of this metric compared to the KL measure. Moreover, the VRI is "neutral" if the voltage recovers exactly to the specified voltage violation criterion. It can be concluded that the higher the value of V, the better the voltage recovery. The obtained VRIs for the sample voltage recoveries in Fig. 7 (a) are shown in Table V .
VII. CASE STUDIES
A. Overview
An overview of all the reported case studies is given in Table VI. The initial system configuration is without PV systems and serves as a reference, as seen in the last row of the table. In the first part (cases A1-A3), the impact of LVRT and DVS of the PV systems on ST voltage and transient stability is analyzed, as shown in detail in Section VII-C. In the second part (cases B1-B3), the impact of the active current recovery rate on the delayed voltage recovery and the frequency dynamics is investigated, as described in Section VII-D. In the third part (cases C1-C2), the impact of different local voltage control strategies is studied, as analyzed in Section VII-E. In the fourth and last part (cases D1-D4), the impact of the plant-level voltage control of PV systems is studied, as shown in Section VII-F. The corresponding variations for the cases A-D in Table VI , according to the control modes presented in Section IV, are highlighted in gray. All of the aforementioned cases are analyzed based on the evaluation methods described in Section VI.
B. Contingencies
The first contingency (fault 1) is a solid three-phase fault on line 4032-4044, located between the North and the Central area (see Fig. 6 ). The fault takes place close to bus 4044, lasts 0.1 s and is cleared by opening the line, which remains open.
The second contingency (fault 2) is a solid three-phase fault on one of the lines 4045-4051, located in the Central area (see Fig. 6 ). The fault takes place close to bus 4051, lasts 0.1 s and is cleared by opening the line, which remains open.
These contingencies are selected because: i) the fault location influences PV systems, IMs, and synchronous generators; ii) the fault impedance and iii) the fault type lead to severe voltage sags; and iv) the fault duration is typical for protection systems according to international grid codes.
C. Impact of LVRT and DVS
This section analyzes the impact of the LVRT and DVS capability of PV systems not only on ST voltage stability and delayed voltage recovery, but also transient stability. The corresponding cases A1-A3 (see Table VI ) aim at comparing the disconnection of the large-scale PV systems (A1) with the blocking (zero power) mode (A2) as well as with the LVRT and DVS capability (A3). The aforementioned control modes are described in detail in Section IV-B and the results of the analysis are shown in Fig. 9 and Table VII. The time-domain results in response to fault 2 are gathered in Fig. 9 . Due to the disconnection of PV systems (A1), large and small IMs at buses 1-5 and 51 stall because their rotor slips exceed the unstable equilibrium values. This causes ST voltage instability, as revealed by the slips (s s2 , s l2 ) and the bus voltage (V 2 ). As a result of the voltage collapse, synchronous generators g16 and g16b lose synchronism (i.e., become transient unstable), which is shown by the relative rotor angle (δ 16 ) and the voltage oscillation at the load bus (V 2 ). In fact, the evolution of slips (s s2 , s l2 ) and the rotor angle (δ 16 ) show that ST voltage instability and transient instability go hand in hand and appear in the same time scale. If the PV systems remain connected to the grid but reduce their active and reactive current to zero during the fault-on period (A2), ST voltage instability still takes place, as seen by the slip evolution of the large IM (s l2 ) in Fig. 9 . After the fault is cleared, the voltage at the load bus (V 2 ) is locked at a low level. However, due to the LVRT capability of the PV systems in this case (A2), the dynamic performance of the overall power system is improved in so far as less IMs stall and no transient instability takes place. Note that due to the depressed voltage caused by the blocking mode (A2), PV systems may disconnect according to the LVRT requirements [18] , but this is not considered in this investigation. The best performance is achieved with the LVRT and DVS capability of the PV systems (A3), where the latter ride through the fault and feed in an additional capacitive reactive current during the fault-on period, as seen by the reactive current evolution (I q ) in Fig. 9 . As a result, ST voltage and transient instabilities can be avoided, and FIDVR is significantly improved.
The calculated metrics that evaluate the impact of LVRT and DVS are presented in Table VII and the best performance is highlighted in gray. Considering fault 2, the CCT is significantly increased from 0.05 s to 0.12 s when passing from (A1) to (A3). In the same manner, the VRI V 2 at load bus 2 shows the best performance using the LVRT and DVS capability (A3) with a value of 0.64. The lowest performance is reached if the PV systems do not have any LVRT capability (A1), with a V 2 value of −0.28. The base case without PV systems shows the best VRI due to the higher voltage support capability of synchronous generators during the fault-on period.
D. Impact of Active Current Recovery Rate
This section studies the impact of the active current recovery rate of PV systems on voltage recovery and frequency dynamics. The corresponding cases B1-B3 and A3 are shown in Table VI and differ by the ramp rate rrpwr of the active current, ranging from 10%/s (B1) to 1000%/s (B3). The details to the ramp rates can be found in Section IV-C and the results of the analysis are provided in Fig. 10 and Table VII. The time-domain results in response to fault 1 are shown in Fig. 10 . The slow active current (I d ) recovery rates of 10%/s (B1) and 20%/s (B2) lead to significantly delayed voltage recoveries with voltages as low as 0.83 pu at 1.2 s, respectively, as shown by the load bus voltage (V 4 ). Higher ramp rates, such as 100%/s (A3) and 1000%/s (B3) accelerate the voltage recovery, leading for instance to 0.93 pu voltage at 1.2 s, respectively. It is noteworthy that due to the low voltages caused by the slow active current (I d ) ramping, the PV systems inject an additional reactive current (I q ) at 1.2 s and 2.5 s to support the voltage (DVS capability), even though the fault has been already cleared. At 0.6 s, the frequency of the Center Of Inertia (COI) (f COI ) rises due to the load sensitivity (lower voltage leads to lower active power consumption). However, the slow active current (I d ) ramp rates of 10%/s (B1) or 20%/s (B2) lead to a frequency nadir of 49.8 Hz and 49.85 Hz, respectively, at 2.2 s. The medium recovery rate of 100%/s (A3) shows the best frequency performance. However, taking voltage dynamics into account, the fast ramp rate of 1000%/s (B3) is more efficient. Note that due to the fast ramp rate of 1000%/s (B3) leading to frequencies higher than 50.2 Hz, PV systems operated according to old grid code requirements might disconnect and cause a further frequency drop in the system (this is well known as the 50.2 Hz problem).
The calculated metrics to assess the impact of the active current recovery rate are provided in Table VII . In general, the same tendency is observed as for the time-domain results. According to the VRI V 4 at load bus 4, the best voltage recovery is achieved with the highest ramp rate of 1000%/s (B3), with a value of 0.68. On the other hand, a slow active current ramp rate of 10%/s (B1) leads to a poor performance value with V 4 of 0.22. The CCT for fault 1 is not influenced by the different ramp rates with t CCT = 0.12 s in all cases. Note that a smaller step size for the simulations, i.e., smaller than 0.01 s (see Section VI-A), leads to somewhat more accurate values of the CCT. Furthermore, the base case shows a slightly better dynamic performance compared to the cases with PV systems.
E. Impact of Local Voltage Control
This section studies the impact of local voltage control of PV systems. The corresponding cases C1-C2 and A3, shown in Table VI , aim at comparing different local voltage control strategies, as detailed in Section IV-D. The results of the analysis are shown in Fig. 11 and Table VII. The time-domain results for fault 1 are depicted in Fig. 11 . In the case of constant voltage control without reactive power limitation (C1), the PV system tries to restore its pre-fault voltage by injecting reactive current (I q ) and therefore, reducing its active current (I d ). However, due to the rather stiff grid behavior, restoring grid voltage is impossible and the system collapses, as seen by the load bus voltage (V 4 ) and the small and large IM slips (s s2 , s l2 ), owing to the lack of active power produced by the PV systems. To overcome this problem, the coordinated reactive power/voltage control (C2) can be used, in which the second PI controller (see REEC_B_2 in Fig. 3 ) restores the voltage very quickly (same as (C1)), while, the first PI controller brings the reactive power slowly back to its pre-fault value. This results in a less oscillatory voltage evolution compared to the constant reactive power control (A3). Although counterintuitive, the time-domain results show that a high reactive power injection is not always the best to counteract a voltage collapse. This is in fact a matter of relative effects of active and reactive current injections.
The resulting metrics to evaluate the impact of local voltage control are given in Table VII . The best dynamic performance, with respect to delayed voltage recovery, is achieved using constant reactive power control (A3), leading to a V 4 value at load bus 4 of 0.66. As expected, using constant voltage control without reactive power limitation (C1), the VRI reaches an unacceptable value when the system collapses, with V 4 = −0.02. The CCT for fault 1 is a little higher with constant reactive power (A3) with a value of 0.12 s, compared to constant voltage control (C1) or coordinated reactive power/voltage control (C2) with 0.11 s, respectively. Furthermore, the base case without PV systems shows the best dynamic behavior according to the metrics presented in Table VII .
F. Impact of Plant-Level Voltage Control
The last studies focus on the impact of plant-level voltage control of PV systems on dynamics in the order of tens of seconds. The corresponding cases D1-D4 are depicted in Table VI and compare the impact of the relatively slow plant control on the voltage dynamics. The applied plant-level control modes are outlined in Section IV-E and the results of the analysis are provided in Fig. 12 and Table VII. The results of the time-domain simulations are provided in Fig. 12 . Focusing on dynamics in the order of a few seconds, plant-level reactive power control (D1) and plant-level voltage control (D2) yield very similar behavior, as shown by the PV system currents (I d , I q ) and the resulting load bus voltage (V 4 ). In the same time scale, plant-level reactive power control and local coordinated reactive power/voltage control (D3) as well as plant-level voltage control and local coordinated reactive power/voltage control (D4) act similarly and lead to a less oscillatory load bus voltage (V 4 ) during the recovery period. On the contrary, focusing on dynamics up to 20 s, different control mode similarities are observed, namely Plant Q ctr (D1) and Plant Q ctr & Q/V ctr (D3) act in a similar manner and bring the reactive power (current) back to its pre-fault value (i.e., zero), as shown by the PV system currents (I d , I q ) in Fig. 12 . On the other hand, Plant V ctr (D2) and Plant V ctr & Q/V ctr (D4) try to restore the pre-fault voltage, as seen by the slow injection of reactive current (I q ). Hence, the best performance considering both voltage dynamics can be achieved with Plant V ctr & Q/V ctr (D4). Note that due to the reactive power limitation and the rather slow behavior of the plant-level control, the constant voltage control modes, i.e., Plant V ctr (D2) and Plant V ctr & Q/V ctr (D4), can avoid the system collapse that was experienced using Local V ctr (C1), as shown in Fig. 11 .
The calculated metrics to evaluate the dynamics of the plantlevel voltage control are given in Table VII . The best performance according to the VRI V 4 at load bus 4 is achieved with Plant V ctr (D2) with a value of 0.67. Considering fault 1, Plant V ctr (D2) and Plant Q ctr (D1) show the highest CCT with a value of 0.12 s, which is still less compared to the base case.
VIII. CONCLUSION
This paper studies the impact of the LVRT and DVS capability, the active current recovery rate as well as local and plant-level voltage control of large-scale PV systems on ST voltage stability and recovery, and incidentally on transient and frequency stability. The studies, performed on the IEEE Nordic test system, involve WECC generic PV system models with parameter variations in accordance with international grid codes. Moreover, the CCT and a novel metric, the so-called VRI, are utilized to assess the dynamic performance.
The numerical examples show that without LVRT capability the system is ST voltage as well as transient unstable. Even the blocking mode of PV systems leads to ST voltage instability. Only the LVRT and DVS capability helps avoiding instabilities and improve FIDVR. Considering voltage and frequency dynamics, an intermediate value of the active current recovery rate of 100%/s shows the best behavior. Based on voltage dynamics up to 20 s, the best performance can be achieved using plantlevel voltage control together with local coordinated reactive power/voltage control. In general, with adequate control of PV systems, the results show the improvement of power system dynamic performance to prevent incidents like those experienced recently.
Future work will consider the impact of plant-level control on long-term voltage stability. The application of Lyapunov exponents [13] to investigate ST voltage stability is also of interest.
APPENDIX KULLBACK-LEIBLER DIVERGENCE MEASURE
Calculation of Kullback-Leibler Divergence Measure [23] 1) Voltage violation criterion: specifies the critical value of the KL divergence measure and, for instance, the WECC voltage violation criterion according to [24] can be used. 2) PDF of voltage sample: has the form of a normalized distribution: where the number of samples in a particular sub-interval P KL i is divided by the total number of samples A. 3) PDF of reference voltage recovery: is a Dirac-delta function with the approximation:
where the parameter γ controls the concentration of the density near V pre , and W denotes the normalizing factor. 4) Calculation of KL divergence measure: using the relative entropy between two PDFs:
that compares the distance between the PDF of a given voltage recovery P KL and the PDF of the reference voltage recovery P KL ref .
Limitations of Kullback-Leibler Divergence Measure
By way of example, consider the evolution of the two voltages shown in Fig. 13 . One shows an ideal voltage recovery, denoted as V ideal , which reaches its pre-fault value V pre immediately after the fault clearing instant t cl . On the other hand, the second evolution, denoted as V osc , shows a delayed voltage recovery with an oscillatory behavior. It is clear that voltage recovery V osc is worse. Hence, the KL divergence measure for the ideal voltage recovery K ideal is expected to be smaller. However, from the calculated divergence measures using γ = 450 and the same values shown in Table IV , yield K ideal = 1.94 and K osc = 0.84. As K ideal is higher than K osc , the former suggests a lower quality of recovery, which is contradictory. This is due to the fact that the distance of the PDF of the delayed voltage recovery P 
