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Abstract
Psychologists have identified multiple different forms of conflict, such as information process-
ing conflict and goal conflict. As such, there is a need to examine the similarities and differences
in neurology between each form of conflict. To address this, we conducted a comprehensive
electroencephalogram (EEG) analysis of Shadli, Glue, McIntosh, and McNaughton’s calibrated
stop-signal task (SST) goal-conflict task. Specifically, we examined changes in scalp-wide cur-
rent source density (CSD) power and coherence across a wide range of frequency bands during
the calibrated SST (n= 34). We assessed differences in EEG between the high and low goal-
conflict conditions using hierarchical analyses of variance (ANOVAs). We also related goal-
conflict EEG to trait anxiety, neuroticism, Behavioural Inhibition System (BIS)-anxiety and
revised BIS (rBIS) using regression analyses. We found that changes in CSD power during goal
conflict were limited to increased midfrontocentral theta. Conversely, coherence increased
across 23 scalp-wide theta region pairs and one frontal delta region pair. Finally, scalp-wide
theta significantly predicted trait neuroticism but not trait anxiety, BIS-anxiety or rBIS. We
conclude that goal conflict involves increased midfrontocentral CSD theta power and scalp-
wide theta-dominated coherence. Therefore, compared with information processing conflict,
goal conflict displays a similar EEG power profile of midfrontocentral theta but a much wider
coherence profile. Furthermore, the increases in theta during goal conflict are the characteristic
of BIS-driven activity. Therefore, future research should confirm whether these goal-conflict
effects are driven by the BIS by examining whether the effects are attenuated by anxiolytic drugs.
Overall, we have identified a unique network of goal-conflict EEG during the calibrated SST.
Conflict has become an area of increasing interest for psychologists and neuroscientists. This is
perhaps due to the relevance of conflict to both functional cognition (e.g., decision making) and
dysfunctional cognition (e.g., anxiety disorders) (see Cavanagh & Shackman, 2015; Gray &
McNaughton, 2000). However, there is no one single accepted definition of conflict (e.g.,
Botvinick, 2007; Cavanagh & Frank, 2014; Cohen, 2014; McNaughton, DeYoung, & Corr,
2016). As such, there is a need to examine the neurology of each form of conflict individually
to identify any differences and similarities.
The neurology of one form of conflict, information processing conflict (IPC), is already well
understood. IPC can occur when an individual is deciding how best to respond, based on the
available information. Examinations of IPCmost commonly use response conflict tasks, such as
the Stroop, Flanker and Simon tasks (Botvinick, Braver, Barch, Carter, & Cohen, 2001). During
these tasks, each participant is given conflicting information about which response is correct,
creating IPC (for a detailed explanation of each task, see Stins, Polderman, Boomsma, & de
Geus, 2005). In his review, Cohen (2014) described twomajor patterns of electroencephalogram
(EEG) activity during these response conflict tasks. Firstly, Cohen highlighted the modulations
of ongoing theta (~6 Hz) power oscillations within the midfrontocentral (MFC) region.
Secondly, Cohen pointed to increased theta synchronicity between the MFC region and the
wider task-related regions (also see Cohen & Cavanagh, 2011; Nigbur, Ivanova, & Stürmer,
2011; Padrão, Rodriguez-Herreros, Pérez Zapata, & Rodriguez-Fornells, 2015; Pinner &
Cavanagh, 2017; Zavala et al., 2016). Furthermore, functional magnetic resonance imaging
(fMRI) research has demonstrated that the conflict stages of the Flanker, Stroop and Simon tasks
all activate the same areas of anterior cingulate cortex (ACC) (for reviews, see Botvinick et al.,
2001; Botvinick, Cohen, & Carter, 2004; Ridderinkhof, Ullsperger, Crone, & Nieuwenhuis,
2004). Therefore, evidence from response conflict tasks suggests that IPC is linked to an
MFC-centred network of theta EEG activity and to the ACC.
Conversely, another form of conflict, goal conflict, is theorised to be distinct from IPC (Gray&
McNaughton, 2000). Within goal conflict, a goal constitutes a situation–motivation compound
(McNaughton et al., 2016). For example, a hungry (motivation) mouse in a maze that contains
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food (situation)may view approaching the food as a goal. Goal con-
flict can then occur between the pairs of goals that hold a similar
level of appeal but are incompatible (Gray & McNaughton,
2000). For instance, if the food in the maze was accompanied by
the scent of a predator (situation), then a wary mouse (motivation)
may be faced with the conflicting goal of avoiding the predator.
As such, the circumstances and experimental tasks that generate
goal conflict are distinct from those that generate IPC.
The neurology of goal conflict is also thought to differ from that
of IPC (McNaughton et al., 2016). Specifically, researchers have the-
orised that goal conflict is processed by a network of neural struc-
tures, known as the Behavioural Inhibition System (BIS) (Gray,
1982; Gray & McNaughton, 2000; McNaughton & Corr, 2004;
McNaughton et al., 2016). The core of BIS is the septohippocampal
system which is driven by the supramammillary nucleus (Gray &
McNaughton, 2000; McNaughton et al., 2016). Much like IPC, theta
EEG is thought to be an important part of goal conflict, as theta syn-
chronises the structures of the BIS (Gray & McNaughton, 2000).
However, unlike IPC, the regions and synchronicity networks of
EEG that are involved in goal conflict are still largely uncertain.
Therefore, the neurology of goal conflict appears to be largely dis-
tinct from that of IPC but is also, in terms of EEG, less well
understood.
To our knowledge, only two laboratories have investigated EEG
effects during goal conflict. The first conducted a series of studies
using a go/no-go task that was modified to produce goal conflict
(Moore, Gale, Morris, & Forrester, 2006, 2008; Moore, Mills,
Marshman, & Corr, 2012). Specifically, Moore et al.’s (2006,
2008, 2012) tasks created goal conflict by altering the order or prop-
erties of instructional stimuli during the anticipatory phase of the
task. In high goal-conflict trials, participants are led to anticipate
a “go” instruction but, instead, receive a “no-go” instruction, creat-
ing goal conflict. During the high goal-conflict trials, theta (4–8 Hz)
power (Moore et al., 2006) and coherence (Moore et al., 2006, 2012)
increased across the scalp, relative to the low goal-conflict trials.
Furthermore, in a follow-up study, the researchers confirmed that
the goal-conflict EEG effects did not extend into the alpha range
(8–12Hz) (Moore et al., 2008). Therefore, Moore et al.’s (2006,
2008, 2012) findings suggest that goal conflict may have wider
spatial characteristics than IPC but that it still involves the same
EEG waveband of theta (4–6 Hz).
However, it is worth noting that Moore et al. (2006, 2008,
2012) did not include procedures to limit the effects of volume
conductance. Volume conductance occurs as electrical signals,
originating from the brain, pass through the skull to be later
recorded via EEG at the scalp (Nunez & Srinivasan, 2006). In
some cases, the activity is not passed directly up through the skull
but, rather, is passed up and out, to spread to multiple regions
(Nunez & Srinivasan, 2006). Activity that is volume conducted
in this manner can be misinterpreted as increased EEG synchro-
nicity between regions, potentially causing a considerable
amount of distortion within coherence analyses (Khadem &
Hossein-Zadeh, 2014). Therefore, some caution must be taken
when interpreting the spatial characteristics of goal-conflict
EEG from Moore et al.’s findings (2006, 2008, 2012).
The second laboratory to investigate goal conflict did so using
a calibrated stop-signal task (SST) (McNaughton, Swart, Neo,
Bates, & Glue, 2013; Neo, Thurlow, & McNaughton, 2011;
Shadli, Glue, McIntosh, & McNaughton, 2015; Shadli, Smith,
Glue, & McNaughton, 2016). Much like Moore et al.’s (2012)
go/no-go task, the calibrated SST manipulates the timing of
instructional stimuli in a way that balances the participants’
expectations of receiving either a go or stop signal. This balance
of expectation during the anticipatory stage of the task creates goal
conflict (Neo et al., 2011). However, unlike Moore et al.’s (2012)
task, the timing of the instructional stimuli in the SST is calibrated
to account for the reaction times and accuracy rate of each partici-
pant. As such, the task should create a more consistent level of goal
conflict across participants compared to Moore et al.’s (2012)
goal-conflict task.
Previous applications of the calibrated SST have already suc-
cessfully demonstrated, and replicated, the increases in right fron-
tal (RF) theta that are (a) present during goal conflict (Neo et al.
2011; McNaughton et al., 2013) and (b) reduced by anxiolytic
drugs (Shadli et al., 2015, 2016). Certain investigations of the task
have also observed wider frontal increases in theta power during
goal conflict (Neo et al., 2011; Shadli et al., 2016). Furthermore,
on three occasions, the goal-conflict activity spreads into the con-
ventional human alpha range (8–12 Hz) (McNaughton et al., 2013;
Shadli et al., 2015, 2016). Therefore, the findings of the calibrated
SST may suggest that, unlike IPC EEG, goal-conflict EEG can be
understood through 4- to 12-Hz RF and, sometimes, wider frontal
power. These findings would also run contrary to Moore et al.’s
(2006, 2008, 2012) observations of scalp-wide theta-restricted
(4–8 Hz) goal-conflict effects.
However, it is important to note that the EEG signals produced
by the calibrated SST have only once been analysed in areas outside
of the frontal regions and have not yet been analysed using either
coherence or using frequency bands outside of the 4- to 12-Hz
range (McNaughton et al., 2013; Shadli et al., 2015, 2016).
Therefore, it appears that, of the two laboratories working on
EEG goal conflict, Moore et al. (2006, 2008, 2012) have developed
the most comprehensive EEG recording methodology for goal
conflict, with their investigations of scalp-wide power and coher-
ence across multiple wavebands, whereas, Neo et al. (2011),
McNaughton, Swart, Neo, Bates, and Glue (2013) and Shadli et
al. (2015, 2016) have developed themost effective goal-conflict task
with their calibrated SST. As such, it may be of great utility to com-
bine the approaches of the two laboratories and to investigate the
calibrated SST using a full scalp-wide topography of electrodes, a
measure of coherence and a wide range of frequency bands. Doing
so would significantly advance the literature on the EEG properties
of goal conflict and would allow for further comparisons with the
EEG properties of IPC.
1.1 The present study
Subsequently, in the present study, we will combine Moore et al.’s
(2012) comprehensive EEG approach with the calibrated SST.
Furthermore, we will take measures to attenuate the influence of
problematic volume conductance (see Section 2.3.2), which may
have distorted the coherence findings of Moore et al.’s (2006,
2008, 2012) work. In terms of predictions, we expect to observe
the following changes during the high, compared with the low,
goal-conflict condition of the calibrated SST. Firstly, we expect to
observe increased MFC theta power (following Cohen, 2014;
Cavanagh & Frank, 2014). Secondly, we expect to observe increased
lateral frontal power within the 4- to 12-Hz range (following
McNaughton et al., 2013; Neo et al., 2011; Shadli et al., 2015,
2016). Thirdly, we expect to observe increased theta (4–8 Hz) power
in regions other than the MFC and lateral frontal regions (following
Moore et al., 2006). Finally, we expect to observe increased theta
coherence in region pairs across the scalp (following Moore et al.,
2006, 2012).
2 TS Lockhart et al.
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2 Methods
2.1 Participants
Thirty-six healthy, right-handed participants (nine males), aged 18
to 42 years (M= 26.32; SD= 9.31) were recruited. Data from two
female participants were excluded due to high levels of artefacts
(for criteria, see Section 2.3.1). Ethical approval for the study
was obtained from the University of Portsmouth Science Faculty
Ethics Committee.
2.2 Procedure
Each participant completed four paper-based psychometric tests
(for details, see Section 2.5) before being prepared for the EEG
recording (see Section 2.3.1). Following preparation for EEG, the
participant was seated in front of a laptop to complete an SST
(Shadli et al., 2015). During the task, the participant monitored
the screen for the appearance of a fixation circle. After 500ms,
an arrow, pointing left or right, appeared in the circle. The partici-
pant responded with a left or right mouse click using their right
index finger as quickly as possible. These trials featured in the prac-
tice block, at the start of the task, and in the main part of the task,
which followed. We refer to the 30 trials that appeared in the prac-
tice block as practice response trials and to the 288 trials that
appeared in the main body of the task simply as go trials. Data from
the 30 practice response trials were included in neither the EEG nor
behavioural analyses and were only used for task timing calibration
purposes (see below). In contrast, the go trials were included in EEG
and behavioural analyses as well as in task timing calibration. After
each response, feedback was administered in the form of an emoji.
In addition to go trials, stop trials appeared 25% of the time
(comprising 96 individual trials in total). No stop trialswere included
in the practice block. In these trials, the arrow was followed by an
auditory tone of 1000 Hz for 0.5 s. This tone indicated that response
should now be withheld (see Figure 1). The delay between the arrow
and the tone, known as the stop-signal delay (SSD), varied in two
respects. Firstly, there were three types of trial (short SSD, intermedi-
ate SSD and long SSD). This was thought to manipulate the level of
goal conflict between the go and stop tendencies. Secondly, the exact
delay in each of these conditions varied from participant to partici-
pant, depending on their reaction time and accuracy rate. It is in this
sense that the task is calibrated to each participant to ensure that goal
conflict occurs consistently across participants.
In short SSD trials, the tone followed the arrow almost imm-
ediately (delay= [mean reaction time to the previous 16 go
trials]× 0.2). This provided the participant with plenty of time to
process the stop signal, thus presenting a clear instruction to inhibit
and causing low levels of goal conflict. Conversely, in the long SSD
trials, the tone followed the arrow after a considerable delay (delay
= [mean reaction time to the previous 16 go trials]× 0.8). This gave
the participant very little time to process the stop signal and provided
them with a clear (but misleading) signal to respond. Therefore, the
long SSD trials should also create a low level of goal conflict.
Finally, the intermediate SSD trials used a staircase model for
the delay. The staircase began at 45% of the participant’s mean
reaction time in the 30 practice response trials and increased/
decreased by 30 ms for every successful/unsuccessful inhibition,
respectively. Therefore, the delay in this stop condition continually
adjusted itself to produce a consistent level of goal conflict across
participants and trials (but see the discussion of goal-conflict EEG
effects differing across task blocks in Shadli et al., 2015). In behav-
ioural terms, previous work on this task has suggested that
participants should successfully inhibit their response in around
80% of the short SSD and around 20% of the long SSD trials
(McNaughton et al., 2013; Neo et al., 2011; Shadli et al., 2015).
However, accuracy rates for inhibiting should be nearer to 50%
in the intermediate SSD trials, generating a higher degree of goal
conflict between the, now equally weighted, goals. Overall, the task
contained 384 trials (go: 288, stop short SSD: 32, stop intermediate
SSD: 32, stop long SSD: 32).
2.3 Physiological measures
2.3.1 EEG recording
Continuous EEG was recorded from 32 scalp electrodes arranged
in the 10–20 system using a Brain Vision QuickAmp (version
1.03.0004; Brain Products, Gilching, Germany) sampling at
2000 Hz. Electrodes were combined into 12 regions of interest
(ROIs) (see Figure 2). Impedances were below 10 kΩ with anterior
frontal z used as the subject ground. Horizontal and vertical elec-
trooculogram activity was recorded using independent electrodes
placed at the outer canthi of the eyes as well as above and below the
Figure 1. Flow diagram of a stop trial proceeding from left to right.
Figure 2. Outline of the ROIs that were based on Bosch, Mecklinger, and Friederici
(2001). LCP, left centroparietal; LFC, left frontocentral; LPO, left parietooccipital;
MCP, mid centroparietal; RCP, right centroparietal; RPO, right parietooccipital (figure
taken, with permission, from Moore et al., 2012).
Personality Neuroscience 3
https://www.cambridge.org/core/terms. https://doi.org/10.1017/pen.2019.10
Downloaded from https://www.cambridge.org/core. University of Portsmouth Library, on 11 Mar 2020 at 13:45:42, subject to the Cambridge Core terms of use, available at
right eye. The filters used consisted of a 0.531-Hz high-pass, a
70-Hz low-pass and a 50-Hz notch.
Data were analysed offline using Brain Analyzer (version 2.21;
Brain Products, Gilching, Germany). Firstly, data were re-referenced
to a common average reference. Next, eye movement artefacts were
corrected using a BrainVision independent components analysis-
based ocular artefact removal tool trained on data from the horizon-
tal electrooculogram and vertical electrooculogram channels (Jung
et al., 2000). Any epochs containing amplitudes outside of the range
of – 75 toþ 75 μV following ocular correction and epoching were
marked for rejection. If more than 15% of a participant’s epochs
were marked for rejection, then the participant’s data were not
included in the EEG analyses.
2.3.2 Controlling for volume conduction
The BrainVision current source density (CSD) transformwas applied
to the raw EEG data prior to epoching (see Section 2.4.1 for details of
the epochs) using an “m” value (spine stiffness) of 4 and a lambda
variable of 1e−5 (in line with Kayser & Tenke, 2015). This particular
variation uses the formulas of Perrin, Pernier, Bertrand, and Echallier
(1989) to produce surface Laplacian estimates1. Functionally, the CSD
acts as a spatially driven band-pass filter. Specifically, the CSD takes
into account the estimated physical distance between each electrode
(based on the fractional distances of the 10–20 system) and the phase
lag between the signals recorded at each electrode. By doing so, the
CSD can: (a) for each electrode, produce a value to quantify the signal
activity at the electrode, known as a surface Laplacian estimate and (b)
identify signals that have spread from a single source to multiple elec-
trodes due to volume conductance (i.e., signals that appear atmultiple
bordering electrodes with no perceivable phase lag). The CSD then
attenuates any activity that appears to have resulted from this form
of volume conductance (Kayser & Tenke, 2015). Controlling for
volume conduction in this manner is particularly appropriate for
analyses that examine the similarity of activity across multiple areas,
such as coherence analysis (Khadem & Hossein-Zadeh, 2014).
Furthermore, this version of the CSD transform has been demon-
strated to work well in low electrode-density recordings, such as ours
(Kayser & Tenke, 2006).
The surface Laplacian estimates produced by the CSD transform
are effectively reference-free (Kayser & Tenke, 2015). More specifi-
cally, the reference that is applied to the EEG data, prior to CSD
transform, does not affect the surface Laplacian estimates produced
by the CSD2 (see Kayser & Tenke, 2015). Therefore, the CSD trans-
form mitigates many of the biases that are inevitably introduced
when using a referencing technique (see Kayser & Tenke, 2010).
Finally, conducting a CSD transform changes the unit of measure-
ment from μV to μV/m2 (see Tenke et al., 2017). Raw EEG data that
have been cleaned and CSD transformed will be referred to as CSD
EEG for the remainder of the methods section.
2.4 EEG data reduction
2.4.1 Defining the high and low goal-conflict conditions
First, CSD EEG data relating to the three types of stop trial (i.e.,
short SSD, intermediate SSD and long SSD) were segmented to
form 500-ms epochs beginning at the inhibitory tone played
during the stop trials. Then, for each stop trial, the preceding go
trial was identified and the corresponding epoch (i.e., with match-
ing temporal characteristics) was extracted. This enabled identifi-
cation of the epochs contributing to the go short, go intermediate
and go long trials. Overall, this approach yielded 32 epochs for each
type of stop trial (i.e., short SSD, intermediate SSD and long SSD)
and, similarly, 32 epochs for each category of the corresponding go
trials (i.e., go short, go intermediate and go long).
A fast Fourier transform was then applied to all 192 of the indi-
vidual 500-ms epochs to derive both CSD power3 and coherence
spectra associated with the full topography of electrodes (see
Section 2.4.2 for details of CSD power and coherence spectra
approach). Following this stage, the CSD power and coherence val-
ues of each of the go trials were subtracted from their correspond-
ing stop trial yielding, per participant, a trial-by-trial change in
CSD power and change in coherence spectra representation
for the short, intermediate and long SSD trials. The subtraction
step was included to isolate goal-conflict activity relating to the
appearance of the stop signal (after Neo et al., 2011; Shadli
et al., 2015, 2016)4.
Lastly, the CSD power and coherence spectra representations,
following subtraction for the short, intermediate and long SSD tri-
als, were averaged (respectively) across trials to form, for each par-
ticipant, a single CSD power and coherence spectra representation
of their response to each of the SSD types. The resultant data asso-
ciated with intermediate SSD trials were then defined as the high
goal-conflict condition, while the activity from the short and long
SSDs were averaged to form the low goal-conflict condition5.
2.4.2 Extraction of wavebands, CSD power/coherence spectra
and ROIs
Trial-by-trial CSD power and coherence spectral data were
extracted within the delta (1–4 Hz), low theta (4–6 Hz), high theta
(6–8 Hz), low alpha (8–10 Hz), high alpha (10–12 Hz), low beta
(12–20 Hz), high beta (20–30 Hz) and gamma (30–50 Hz) wave-
bands. Initially, to form the CSD power spectra, the CSD EEG data
were transformed into complex CSD power (μV/m2)2 including a
periodic Hamming window with a 20% taper. This produced a
spectral decomposition with a frequency resolution of 2 Hz. The
Hamming window was used, instead of a square window, to more
effectively reduce the influence of signal distortion at the ends of
each epoch and to emulate a more periodic signal. Then, to form
the coherence spectra, smoothed waveband-specific cross CSD
power spectra from pairs of electrodes (CXY) were derived using
1For an open-source tutorial on using CSD transforms, see Kayser and Tenke (2015).
2The reader may wish to ask why we initially applied a common average reference,
knowing that we would later transform the data into reference-free surface Laplacian esti-
mates using a CSD transform. The reason for this is simply that the CSD transformmust be
applied to cleaned EEG data. Therefore, we needed to apply the common average reference
to the data for the cleaning phase, before applying the CSD.
3Conventionally, EEG (μV) transformed into power via an FFT uses the unit measure-
ment μV2. However, CSD EEG (μV/m2) transformed into power via an FFT uses the unit
measurement (μV/m2)2. We acknowledge this difference in unit measurement by referring
to CSD EEG transformed via a FFT as CSD power. CSD power is largely comparable to
conventional power (i.e., μV2) and has become an increasingly useful metric in the EEG
literature. Specifically, CSD power acts as a measure of power which is less influenced by
spatially broad effects (which are the EEG effects that are most likely to be distorted by
volume conductance) (Tenke & Kayser, 2015; Tenke et al., 2017).
4The epochs derived from the go trials would also have contained EEG activity linked to
motor response superimposed onto the comparison EEG in the same epoch, but this would
only have been the case in a proportion of the stop trials. However, the rate of stop trials
affected in this way was very similar in the high goal-conflict and low goal-conflict con-
ditions meaning the degree to which this would have contributed to error or artefact within
the EEGDVs derived using this subtraction approachwas controlled (see Section 3.1 which
provides overall response trial percentages for the two experimental conditions, low goal
conflict and high goal conflict).
5It is important to point out that there was no expectation that the trials comprising the
low goal-conflict condition would be completely free of goal-conflict effects, only that there
would be a comparatively lower level of goal conflict than the trials comprising the high
goal-conflict condition.
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https://www.cambridge.org/core/terms. https://doi.org/10.1017/pen.2019.10
Downloaded from https://www.cambridge.org/core. University of Portsmouth Library, on 11 Mar 2020 at 13:45:42, subject to the Cambridge Core terms of use, available at
SSD trial type (i.e., short, intermediate and long SSDs as well as
short, intermediate and long go, respectively) specific 500-ms
epochs of artefact-free CSD EEG. These data were then entered
into the following equation: KXY= |CXY|2/(CXX CYY), where KXY
is the resultant coherence value between the electrodes X and Y.
This has the effect of normalising by the averaged powers of the
signals at the compared electrodes (CXX CYY) (for details, see
Moore et al., 2012). The output value of such a coherence compu-
tation typically sits between 0 and 1 and represents the level of
phase synchronicity between the involved electrodes. However,
in the present study, we subtracted go activity from stop activity
after the spectral transformations (see Section 2.4.1). Therefore,
in this sense, we obtained a measure of change in coherence. As
such, it is possible to obtain negative values in this instance,
representing a reduction in coherence in the go trials relative to
the stop trials.
CSD power and coherence spectral activity was then organised
according to 12 ROIs (see Figure 2, Section 2.3.1). For the CSD
power data, spectral activity was averaged among grouped elec-
trodes for each ROI (see Andersen, Moore, Venables, & Corr,
2009; Moore et al., 2012). However, for the coherence data, activity
in each of the 12 ROIs was considered in relation to each of the
other 11 regions (which produced 66 ROI pairs). Specifically,
the coherence level for each ROI pair was calculated by averaging
the coherence levels of all possible inter-region coherence permu-
tations (see Moore et al., 2012).
2.5 Behavioural and psychometric measures
2.5.1 Behavioural measures
We recorded five behavioural measures in the present study. Firstly,
we recorded the reaction time for the go trials. Secondly, we recorded
the accuracy rates for the go trials. Finally, we recorded the accuracy
rates for the short SSD, intermediate SSD and long SSD stop trials6.
The go trial reaction time was defined as the median duration from
the presentation of the arrow stimulus to the participant responding.
The go trial accuracy rate wasmeasured as the percentage of go trials
in which the participant successfully executed a response. Stop trial
accuracy rates were measured as the percentage of stop trials, in each
SSD, respectively, in which the participant successfully inhibited a
response. Additionally, the percentage of motor responses that were
executed in trials associated with each of the SSD trial types was
recorded.
2.5.2 The Revised Reinforcement Sensitivity Questionnaire
(Reuter, Cooper, Smillie, Markett, & Montag, 2015)
The Revised Reinforcement Sensitivity Questionnaire (r-RSTQ) is
a self-report measure of reinforcement sensitivity theory (RST)
that adheres to the revisions to the theory that fully differentiated
the BIS from the other systems in RST (Gray & McNaughton,
2000). It features 31 items that are measured along a four-point
Likert scale from “Strongly disagree” to “Strongly agree”. Of the
31 items, 11 contribute to the measure of Revised BIS (rBIS), 12
to the Fight Flight Freeze System and 8 to the Behavioural
Activation System (for an overview of the systems, see Corr,
2008). The following is an example of an rBIS question: “If I have
the choice between two appealing options, I have difficulty
deciding on one”. For the purposes of this study, only results
relating to the rBIS factor were entered for analysis.
2.5.3 The State-Trait Anxiety Inventory (Spielberger, 1983)
Form “Y” from the State-Trait Anxiety Inventory (STAI) was used
for this study. Form Y features 40 questions, half of which measure
state anxiety and half of which measure trait anxiety. As these are
conventionally presented to the participant together, data were
recorded from both state and trait items; however, only data from
the trait items were entered for analyses. The scale features a four-
point Likert scale ranging from “Almost never” to “Almost
always”. The STAI is mainly concerned with anxiety but also
includes items measuring depression. Here, the Bieling, Antony,
and Swinson (1998) STAI anxiety subscale was used. This updated
subscale included items, from the STAI, that are related to anxiety
and worry and excluded items that are related to sadness and
self-depreciation.
2.5.4 The Eysenck Personality Questionnaire Revised (Eysenck,
Eysenck, & Barrett, 1985)
The Eysenck Personality Questionnaire Revised (EPQ-r) is a mea-
sure of biologically derived dimensions of personality. The dimen-
sions of the scale heavily influenced the factor structure of RST
(Gray, 1982). This version includes the dimensions of introver-
sion–extraversion, neuroticism and psychoticism and features 100
yes/no items. For the purposes of this study, only results from the
neuroticism factor were entered into the analysis.
2.5.5 The Carver and White BIS/BAS scales (BIS/BAS scales)
(Carver & White, 1994)
The BIS/behavioural activation system (BAS) scales are ubiquitous
measures of RST. The scales feature 24 questions which are
answered from 1 (“very true for me”) to 4 (“very untrue for me”).
Of the 24, 4 relate to BAS Drive, 4 to BAS Fun-Seeking, 5 to BAS
Reward Responsiveness, 7 to the BIS and 4 to filler material. As
the measure was designed prior to the revised RST (Gray &
McNaughton, 2000), it is necessary to separate items in the BIS scale
pertaining to anxiety (BIS-anxiety) and to fear (BIS-fear). This was
accomplished using the Heym, Ferguson, and Lawrence (2008) BIS-
anxiety subscale. The following is an example of a trait BIS-anxiety
question from the BIS-anxiety subscale: “I feel worried when I think
I have done poorly at something important”. Only BIS-anxiety
scores for each participant were entered for analysis.
2.6 Statistical analysis
2.6.1 Analyses of variance of MFC and lateral frontal theta CSD
power effects
Ten pairwise repeated measures analyses of variance (ANOVAs)
were used to examine whether CSD power significantly increased
in the MFC, RF and left frontal (LF) regions during the high,
compared with the low, goal-conflict condition. Each ANOVA
contained one factor: Condition (two levels: high conflict and
low conflict). Separate ANOVAs were conducted for low theta
(4–6 Hz) and high theta (6–8 Hz), low alpha (8–10 Hz) and high
alpha (10–12 Hz) wavebands. The MFC region was only investi-
gated in the low and high theta wavebands, as there is no precedent
on which to justify a priori alpha examinations of this region.
Conversely, McNaughton et al. (2013) and Shadli et al. (2015,
2016) have identified lateral frontal goal-conflict effects across
the 4- to 12-Hz range, thus justifying theta and alpha a priori
examinations of the LF and RF regions. Benjamini–Hochberg
6For the purpose of the EEG, data associated with the short SSD and long SSD stop trials
were collapsed together to form the low goal-conflict condition (see Section 2.4.1) as each
was reasoned to create a lower level of goal conflict than the intermediate SSD trials.
However, to prove, rather than simply assume, the differences in induced goal-conflict
levels, we separated the three trial types in the behavioural analyses.
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corrections for multiple comparisons were applied based on the
10 pairwise ANOVAs conducted (Benjamini & Hochberg, 1995;
Blume et al., 2015; McDonald, 2008).
2.6.2 Hierarchical ANOVAs of wider CSD power and coherence
effects
Hierarchical, or nested, repeated measures ANOVA models were
employed to test for differences in spectral EEG between the high
goal-conflict and low goal-conflict conditions (following Bosch,
Mecklinger, & Friederici, 2001; Hanslmayr et al., 2008; Moore
et al., 2012). In doing so, data were initially entered into superor-
dinate ANOVAs. Because we predicted that activity would occur
within a particular waveband, namely theta, a separate superordi-
nate ANOVA was conducted for each of the eight wavebands.
Additionally, CSD power and coherence data were analysed in sep-
arate superordinate ANOVAs, making a total of 16 superordinate
ANOVAs. Each superordinate ANOVA included the following
factors: Condition (2 levels: low goal conflict and high goal
conflict) and ROI (12 levels for CSD power ANOVAs and 66 levels
for coherence ANOVAs) (see Section 2.3.1). Any interaction
effects identified by these ANOVAs were followed up with subor-
dinate ANOVAs to further search for significant results. Following
Luck and Gaspelin (2017), we only report and follow up on the
factors which are most pertinent to our research hypotheses. As
such, a significant interaction or significant main effect involving
the condition factor was required in the superordinate stage.
For the CSD power data, a natural log transformation was
applied to normalise the distribution of the data prior to entry into
a hierarchical ANOVA. The normalised CSD power data were then
entered into a repeated measures superordinate ANOVA for each
waveband. For the coherence data, a Fisher-Z transformation was
applied (following Sarnthein, Petsche, Rappelsberger, Shaw, & von
Stein, 1998; also see Halliday & Rosenberg, 2000) to normalise the
data distribution. The Fisher-Z transform was applied to each
coherence value individually using the following formula: [z= (ln
(1þ r) – ln (1− r))/2], where ln is the natural log and r is the
coherence value. The normalised coherence data were then
entered into a repeated measures superordinate ANOVA for each
waveband7.
Benjamini–Hochberg corrections for multiple comparisons
(Benjamini & Hochberg, 1995; Blume et al., 2015; McDonald,
2008) were applied at each stage of the hierarchical ANOVAs based
on the total number of subordinate ANOVAs conducted at that
stage. To deal with violations of sphericity, tests with more than
two degrees of freedom were corrected using the Greenhouse
Geisser (Abdi, 2010) epsilon value (reported as EPS) to adjust
the degrees of freedom and resulting p-values. Uncorrected degrees
of freedom, corrected p-values and the Greenhouse Geisser EPS
values are reported for all such tests. Finally, partial-eta-squared
(ηp2) was reported as a measure of effect size that represents
the proportion of the variance accounted for by the variable in
question.
2.6.3 Regression analyses of spectral EEG and psychometric
data
For any ROIs and ROI pairs that showed differences in theta
between the goal-conflict conditions during theANOVAs, we exam-
ined whether high goal-conflict spectral EEG from those same ROIs
and ROI pairs could be used to predict psychometrically measured
traits using forced entry regression analyses. However, one of the
assumptions of regression analyses is that the predictor variables
are orthogonal, i.e., they are independent and do not share variance
(Salkind, 2010), which is often not the case with EEG data (van Den
Broek, Reinders, Donderwinkel, & Peters, 1998). Therefore, prior to
being entered into the regression analyses, the data from the theta
ROIs and ROI pairs (specifically, those which differed between
the conflict conditions) were first entered into spatial principal com-
ponent analyses (PCAs) to be grouped into orthogonal spatial com-
ponents. The spatial components were each represented by a single,
per-participant, value. The value was formed by combining spectral
EEG activity from ROIs and ROI pairs contributing to the spatial
component (see the following paragraph for details). These spatial
components were then used as predictor variables in the regression
analyses.
Specifically, high conflict theta data from each of the ROIs or
ROI pairs which differed between the conflict conditions were
entered into a spatial PCA. Principle components and variable
loadings were calculated using the MATLAB “pca” function.
The PCA computed a co-variance matrix and was therefore equiv-
alent to singular value decomposition (Ferree, Brier, Hart, & Kraut,
2009). Singular value decomposition is particularly appropriate for
high-dimensionality data sets, such as our EEG data set (Dien,
Beal, & Berg, 2005; Duffy & Als, 2012; Kayser & Tenke, 2003).
The number of spatial components was selected with parallel
analysis, which reduces the risk of over-selecting components
(Franklin, Gibson, Robertson, Pohlmann, & Fralish, 1995). For
each spatial component, any variables (ROIs or ROI pairs) loading
with a coefficient value of .3 or above (following Costello &
Osborne, 2005), after varimax rotation (Abdi, 2010), were retained
for the spatial component. To form a single value (component
score) for each spatial component (for each participant), the cen-
tred spectral EEG data from its retained variables (ROIs or ROI
pairs) were linearly combined with each variable weighted by its
loading coefficient following rotation (following Brier et al.,
2010; Duffy & Als, 2012).
The component scores of the spatial components were then
entered together as predictor variables in forced entry regression
analyses with psychometric scores used as independent variables.
Specifically, regression analyses were conducted to predict each of
the four psychometric variables (see Section 2.5). Therefore, four
regressions were computed in total. As they were forced entry
regression analyses, only one model, containing the component
scores of all of the retained spatial components, was used in each
regression analysis. The results were then corrected for multiple
comparisons, based on the four analyses conducted, using
Benjamini–Hochberg corrections (Benjamini & Hochberg, 1995;
McDonald, 2008).
3 Results
3.1 Behavioural data
For the go trials, the median recorded reaction time was (Mdn:
441 ms; SE: 8 ms). The accuracy rate for go trials was 99%,
demonstrating that participants adequately engaged with the task.
There was an accuracy rate of 57% (SE= 1.36) in the intermediate
SSD trials, which indicates that the overall motivation of partici-
pants, in these trials, was weighted slightly more towards inhibiting
than responding. However, it was considerably morematched than
both the short SSD (M= 93%; SE = 1.19) and long SSD (M= 19%;
SE= 1.82) trial types, indicating a higher level of goal conflict
7The CSD power values and coherence values reported in the Results section are the
natural log and Fisher-Z transformed values, respectively.
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during the intermediate SSD trials. In terms of overt motor
response, these data indicate that, in the high conflict condition,
a motor response was executed in 43% (calculated as 100% minus
the 57% inhibition-accuracy rate) of the trials comprising the
high goal-conflict condition. Conversely, in the low goal-conflict
condition, the overall motor response rate was 44%. Specifically,
the low goal-conflict condition overt motor response rate was
calculated as: ((100% – 93% short SSD inhibition-accuracy rate)
þ (100% – 19% long SSD inhibition-accuracy rate))/ 2.
3.2 CSD power effects during goal conflict
3.2.1 MFC theta (4–6 Hz) CSD power increased significantly
during goal conflict
The pairwise ANOVA for MFC low theta CSD power revealed a
significant increase in the high (M= 1.76, SE= 0.32), compared
with the low (M= 0.76, SE = 0.21), goal-conflict condition,
F(1,33) = 6.698, p< .05, ηp2= 0.169. Conversely, in the ANOVA
for MFC high theta CSD power, there was no statistically detect-
able effect of goal conflict, F(1,33) = 3.447, p= .072, ns.
3.2.2 No wider changes in CSD power were observed
The low theta, high theta, low alpha and high alpha ANOVAs for
the LF and RF regions did not identify any statistically detectable
effects of condition. We have included the ANOVA statistics for
each comparison in Table 1, given that we included these compar-
isons in our hypotheses. Finally, none of the eight CSD power
superordinate ANOVAs, which examined changes in CSD power
across the scalp for each of the eight wavebands, identified any sta-
tistically detectable effects of condition nor of condition × ROI.
Overall, therefore, the only significant change in CSD power
observed during goal conflict was an increase in MFC theta
CSD power.
3.3 Coherence effects during goal conflict
3.3.1 Increased high theta (6–8 Hz) coherence during conflict
The superordinate ANOVA for high theta revealed a significant
interaction effect of condition × ROI (F(65,2145)= 3.10, p< .01,
EPS = 0.093). This justified the use of a subordinate ANOVA
for each ROI pair. The subordinate ANOVAs revealed increases
in coherence during the high goal-conflict, relative to the low
goal-conflict, condition among 23 pairs of regions (see Table 2
for details). These data have also been depicted in Figure 3a,
showing the extent to which high theta coherence increases during
high goal-conflict, relative to low goal-conflict, trials. Additionally,
the strength of the effects between ROIs for high theta is shown in
Figure 3b (topographical map). Of particular note, the largest effect
sizes are found between the LF-right frontocentral (RFC) ROI pairs
and between the mid frontal–mid parietooccipital (MF–MPO)
ROIs. The superordinate ANOVAs for the low theta, low alpha,
high alpha, low beta, high beta and gamma wavebands did not
identify any statistically detectable effects of goal conflict.
Subsequently, no follow-up analyses were carried out on coherence
data associated with those wavebands.
3.3.2 Increased delta (1–4 Hz) coherence during conflict
The superordinate ANOVA for delta revealed a significant inter-
action of condition × ROI (F(65,2145)= 2.78, p< .001, EPS =
0.92). We subsequently conducted a subordinate ANOVA for each
ROI pair. A single ROI pair, involving the LF and MF ROIs,
demonstrated a significant increase in delta coherence during
the high (M= 0.16, SE=0.04), compared with the low (M= 0.07,
SE= 0.03), goal-conflict condition (F(1,33)= 13.64, p< .005,
ηp2= 0.251).
Table 1. ANOVA statistics for the pairwise analyses of the lateral frontal
regions between the high and low goal-conflict conditions within the theta
and alpha wavebands
Region Waveband Df df error F p ηp2
RF
Low theta 1 33 0.190 .666 0.006
High theta 1 33 0.226 .142 0.007
Low alpha 1 33 0.001 .972 <.001
High alpha 1 33 0.534 .470 0.016
LF
Low theta 1 33 1.963 .170 0.056
High theta 1 33 0.617 .438 0.019
Low alpha 1 33 1.261 .269 0.037
High alpha 1 33 0.798 .378 0.024
Table 2. ANOVA and descriptive statistics for the coherence
pairs showing significant increases in the high theta band
during the high, compared with the low, goal-conflict
condition
Coherence pair F(1,33) p ηp2
LF and MF 8.38 <.01 .202
LF and RF 7.56 <.05 .186
LF and MFC 6.86 <.05 .172
LF and RFC 16.30 <.001 .332
LF and LPO 5.79 <.05 .149
LF and MPO 4.49 <.05 .120
MF and RF 9.50 <.005 .223
MF and LFC 8.23 <.01 .200
MF and MFC 8.01 <.01 .195
MF and MPO 19.51 <.001 .372
RF and LFC 4.76 <.05 .126
RF and MFC 4.15 <.05 .112
RF and LPO 4.39 <.05 .117
RF and MPO 4.76 <.05 .126
RF and RPO 5.14 <.05 .135
LFC and MFC 4.40 <.05 .118
LFC and RFC 8.28 <.01 .201
LFC and MPO 7.66 <.01 .188
MFC and LPO 8.28 <.01 .201
MFC and MPO 7.66 <.01 .188
MFC and RPO 4.72 <.05 .125
RFC and MPO 4.46 <.05 .119
RFC and RPO 4.93 <.05 .130
LPO, left parietooccipital; LFC, left frontocentral; RPO, right
parietooccipital.
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3.3 High goal-conflict EEG activity predicts neuroticism in
forced entry regression models
3.3.1 Generation of orthogonal components via PCA prior to
entry into regression analyses
High goal-conflict spectral EEG activity from the 23 theta ROI
pairs (see Table 2) and the MFC region was entered into the spatial
PCA (see Section 2.6.3). These region pairs and this region were
included in the PCA because they differed significantly between
the high and low goal-conflict conditions in the ANOVA analyses.
Based on the result of the parallel analysis, we adopted a three-
component solution that explained 96% of the total variance.
The first identified spatial component involved theMF CSD power
alone. The second component involved the LF–MPO, MF–RF,
MF–MPO and the RF–MPO ROI pairs. The final component
involved the LF–MF, LF–MFC and the MF–MFC ROI pairs (see
Section 2.3.1 for abbreviation definitions). Topographic summa-
ries of these components can be found in Figure 4.
3.3.2 Orthogonal high goal-conflict components predict
neuroticism in regression analyses
Component scores for the three orthogonal componentswere simul-
taneously entered as predictor variables into four forced entry regres-
sion analyses. In predicting trait neuroticism, the regression model
was significant (R2= .278, F(3,29)= 3.720, p< .05). However, while
the overall model was significant, only component 3 significantly
contributed to themodel. Specifically, component 3 showed a signifi-
cant negative association with neuroticism. The other two compo-
nents (1 and 2) were non-significantly, but positively, associated
with neuroticism (see Table 3). The regression models predicting
trait STAI-anxiety (R2= .134, F(3,26)= 1.337, p= .284, ns),
BIS-anxiety (R2= .135, F(3,31)= 0.574, p= .454, ns) and rBIS
(R2= .009, F(3,31)= 0.291, p= .593, ns) were non-significant (for
beta weights, zero-order and partial correlations, see Table 3).
4 Discussion
In the present study, we combined Moore et al.’s (2012) compre-
hensive EEG recording methodology with Shadli et al.’s (2015)
calibrated SST task to advance research into goal-conflict EEG.
Specifically, we investigated scalp-wide CSD power and coherence
during the calibrated SST within a wide range of wavebands. From
our results, we can identify five main findings. Firstly, as predicted,
MFC theta CSD power increased during the goal-conflict phase of
the calibrated SST. Secondly, contrary to our hypotheses, EEGCSD
power did not change outside of the MFC during goal conflict.
Thirdly, as predicted, we observed scalp-wide increases in theta
coherence during the goal-conflict phase of the calibrated SST.
Fourthly, in addition to our predictions, we observed a single
increase in frontal delta coherence. Finally, PCA components
formed from high goal-conflict EEG data significantly predicted
trait neuroticism. Taken together, our findings demonstrate that
goal conflict involves a network of MFC theta (4–6 Hz) CSD
power, scalp-wide theta (6–8 Hz) coherence and frontal delta
(1–4 Hz) coherence. In the following sections, we will comment
on each of these findings to provide comparisons with IPC EEG
and with previous work on goal-conflict EEG.
4.1 Goal conflict was effectively manipulated by the task
The behavioural findings suggest that the calibrated SST effectively
manipulated goal conflict. Specifically, the mean accuracy rate in
the trials that contributed to the high goal-conflict condition
neared 50%. This suggests that the levels of anticipation for receiv-
ing either a go or stop signal were near equally weighted in these
trials. Subsequently, a high degree of goal conflict should have been
created across the participants in the high goal-conflict condition.
Conversely, in the trials contributing to the low goal-conflict
Figure 3. (a) Changes in high theta (6–8 Hz) coherence levels in the high and low goal-conflict conditions. Of particular note is that every change in theta occurs as an increase in
theta during the high, compared with the low, goal-conflict condition. (b) Effect sizes of the increases in high theta coherence during the high, compared with low, goal-conflict
condition (N= 34). In general, theta coherence can be observed across most of the scalp. In particular, the strongest effects occur between the MF–MPO and LF–RFC region pairs.
LFC, left frontocentral; LPO, left parietooccipital; RPO, right parietooccipital
Figure 4. Spatial components produced by a PCA of high goal-conflict theta EEG.
Only regions or region pairs which differed significantly between the high and low
goal-conflict conditions in the ANOVAs were entered into the PCA.
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condition, accuracy rates were much further from 50%. Therefore,
as expected, the high goal-conflict condition does appear to have
created a higher degree of goal conflict than the low goal-conflict
condition. Our behavioural results are highly similar to those of
previous studies using this task (McNaughton et al., 2013; Neo
et al., 2011; Shadli et al., 2015).
4.2.1 The only change in CSD power during goal conflict was
an increase in MFC theta (4–6 Hz)
As predicted, MFC theta CSD power increased during the high,
compared with the low, goal-conflict condition. This was the only
significant change in CSD power during goal conflict. Therefore,
our findings suggest thatMFC theta is the primary CSD power cor-
relate of goal conflict. This presents an interesting contradiction to
previous investigations of goal-conflict EEG (McNaughton et al.,
2013; Moore et al., 2006, 2012; Neo et al., 2011; Shadli et al.,
2015, 2016) and a striking similarity to IPC EEG (Cavanagh &
Frank, 2014; Cohen, 2014). In the following section, we shall
discuss each of these comparisons in detail.
Using their modified go/no-go task, Moore et al. (2006) iden-
tified scalp-wide increases in theta (4–6 Hz) power during goal
conflict. Therefore, our CSD power findings appear to contradict
those of Moore et al. (2006). Specifically, we identified increased
theta CSD power that, far from being scalp-wide, was limited to
the MFC region. However, it is worth noting that a replication
of Moore et al.’s (2006) task later identified no significant changes
in power during the goal-conflict stage of the task (Moore et al.,
2012). Therefore, changes in scalp-wide theta power during goal
conflict have yet to be replicated. Furthermore, the present increase
in MFC theta emerged from, what we propose is, a more effective
goal-conflict task. Specifically, the task used in the present study
included a calibration mechanism that advances Moore et al.’s
(2006, 2012) go/no-go task by ensuring that the level of goal con-
flict created was consistent across participants. Therefore, the
increase in MFC theta CSD power during goal conflict, observed
here, may be a more accurate summary of region-specific goal-
conflict EEG than Moore et al.’s (2006) scalp-wide increases in
theta power.
Additionally, our observation of increasedMFC theta CSDpower
during goal conflict is a unique finding among previously reported
outcomes for the calibrated SST (i.e., across McNaughton et al.,
2013; Neo et al., 2011; Shadli et al., 2015, 2016). Specifically, previous
investigations of this task have identified increased lateral frontal
theta (4–12Hz) power during goal conflict (McNaughton et al.,
2013; Neo et al., 2011; Shadli et al., 2015, 2016). Only one previous
calibrated SST investigation has analysed goal-conflict activity within
the MFC region (Neo et al., 2011). Therefore, our observation of
increased MFC theta CSD power adds to previous research by iden-
tifying a new region that may be related to goal conflict. However, at
the same time, we were not able to replicate the changes in lateral
frontal theta power that has been replicated in multiple previous
applications of the task (McNaughton et al., 2013; Neo et al.,
2011; Shadli et al., 2015, 2016). Therefore, our findings run contrary
to a great deal of previous work by suggesting that changes in
localised EEG during goal conflict are restricted to the MFC.
Furthermore, our findings also disagree with previous examina-
tions of the SST in terms of the wavebands involved. Specifically, our
region-specific (i.e., non-connectivity) EEG findings were restricted
to the 4- to 6-Hz waveband and not to the 4- to 12-Hz waveband
range identified in the previous work (McNaughton et al., 2013;
Shadli et al., 2015, 2016). McNaughton et al. (2013) explained that
the wide waveband range, observed in their findings, may be due to
the origins of the theta activity. Specifically, they suggested that their
goal-conflict EEG activitymay have spread into, what is convention-
ally considered to be, the human alpha range because it has become
synchronised with hippocampal theta which, in rodents, occurs
in the 4- to 12-Hz range (see Young & McNaughton, 2009).
Therefore,McNaughton et al. (2013) seem to suggest that, when dis-
cussing goal conflict, “theta” (as in, hippocampal-locked theta) may
need to be interpreted beyond its conventional human definition of
4 to 8 Hz. Conversely, in the present study, it appears that region-
specific (i.e., non-connectivity) goal-conflict EEG is, in fact, limited
to the conventional human theta range and not to the extended
4–12Hz rodent theta range.
However, there is a crucial consideration to made here which
may explain why our localised EEG findings appear to contradict
previous research so consistently. Specifically, previous examina-
tions of goal-conflict EEG have recorded measures of power
(μV2) (McNaughton et al., 2013; Moore et al., 2006, 2012; Neo
et al., 2011; Shadli et al., 2015, 2016). Conversely, in the present
study, we recorded a measure of CSD power (μV/m2)2. The
CSD transformation attenuates volume conductance, enabling
the accurate identification of connectivity measures and making
it of considerable benefit to the present study (Khadem &
Hossein-Zadeh, 2014). However, as mentioned, all EEG is volume
conducted to some extent (Nunez & Srinivasan, 2006). Therefore,
the job of the CSD transform is to determine which forms of vol-
ume conductance are problematic, which would distort the connec-
tivity analyses and which forms of volume conductance are
acceptable (Kayser & Tenke, 2015). This then, of course, becomes
a question of what is considered problematic or acceptable volume
conductance. In trying to decide between the two, the CSD trans-
form thatwe applied here has been shown to be effective at reducing
connectivity–analysis–distorting activity across medium and long
Table 3. Coefficients and model values resulting from the neuroticism regression analysis.
Neuroticism (EPQ-r) rBIS (r-RSTQ) Trait Anxiety (STAI) BIS (BIS/BAS scales)
C 1 C 2 C 3 C 1 C 2 C 3 C 1 C 2 C 3 C 1 C 2 C 3
ß 0.125 3.38 −15.76 0.290 0.968 −0.697 0.223 2.669 −7.584 0.195 0.099 0.291
t 0.287 0.873 −3.107 0.545 0.218 −1.137 0.620 0.834 −1.874 0.729 0.044 0.094
p .776 .39 <.005 .590 .829 .265 .541 .412 .070 .472 .965 .926
ZO 0.032 0.121 −0.367 0.097 −0.080 −0.216 0.106 −0.045 −0.316 0.135 0.026 0.028
Partial 0.057 0.376 −0.516 0.101 0.041 −0.207 0.123 0.165 −0.354 0.134 0.008 0.018
ß, beta coefficient; C, Component; p, p value given as the predictor’s significancewithin themodel; partial, partial correlation value; t, t value used to calculate the predictor’s significance
within the model; ZO, zero-order correlation value.
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range pairs (Kayser & Tenke, 2015). However, in doing so, the CSD
transform can also attenuate localised EEG activity that originates
from deep cortical sources (Kayser & Tenke, 2015). Therefore, the
CSD transform can producemore accurate connectivity results (i.e.,
effects between the pairs of regions) but may hide certain localised
results (i.e., effects at individual regions). Subsequently, if the lateral
frontal and wider theta power effects, observed in previous studies
(McNaughton et al., 2013; Moore et al., 2006, 2012; Neo et al., 2011;
Shadli et al., 2015, 2016), are derived, even in part, from deep cort-
ical sources, then they may have been attenuated by the CSD trans-
form. Therefore, lateral frontal, and even scalp-wide, goal-conflict
effects may be visible in measures of power but not CSD power.
Future research may wish to investigate this possibility further
by computing both power and CSD power from a single calibrated
SST data set.
Finally, it is worth mentioning that our localised EEG findings
appear to overlap with those of IPC research. Specifically, both the
goal-conflict-related CSD power effects of the present study and
the IPC-related power effects of previous studies appear to be
focused around the MFC region (see Cohen, 2014). Therefore,
when only localised (non-connectivity) activity is considered, goal
conflict and IPC appear to be highly similar in terms of EEG. This
may suggest that there is also some similarity between the under-
lying source activity of goal conflict and IPC EEG. In particular,
fMRI research has linked IPC conflict to the ACC (Botvinick
et al., 2001; Botvinick et al., 2004; Ridderinkhof et al., 2004).
The ACC is known to be a generator of midline theta (Asada,
Fukuda, Tsunoda, Yamaguchi, & Tonoike, 1999; Ishii et al.,
1999; Onton, Delorme, & Makeig, 2005). This may explain why
IPC is so commonly linked to modulations of midline theta
EEG. It may, therefore, also be possible that the ACC is generating
the mid-central theta that we observed here during goal conflict.
Furthermore, Young and McNaughton (2009) have noted that
the ACC can display hippocampal-locked theta from its rostral–
rostral and caudal subsections and hippocampal-independent
theta from its wider subsections. This is important because
the hippocampal system is the core of the BIS (Gray &
McNaughton, 2000) but is thought to be largely unrelated to
IPC. Therefore, the observation of increased MFC theta in both
IPC (Cohen, 2014) and in goal conflict may suggest that the
ACC is the source of both effects but that the IPC and goal-conflict
effects are generated by separate subdivisions of the ACC.
However, this is a highly tentative conclusion that requires a great
deal of further research. For now, we have identified that increased
MFC theta is common across both goal conflict and IPC.
4.2.2 Theta coherence increases across the scalp
Coherence is a measure of the similarity or synchronicity of
frequency-domain EEG between multiple regions of the scalp
(Lachaux, Rodriguez, Martinerie, & Varela, 1999). Therefore, the
pairs of regions that show increased levels of coherence during goal
conflict may be tentatively speculated to be displaying functional
connectivity and, subsequently, to be part of a goal-conflict net-
work. In the present study, increases in theta coherence were iden-
tified across the scalp during the high goal-conflict condition of the
calibrated SST. These effects were identified by a hierarchical
ANOVA ending with alpha-corrected pairwise subordinate
ANOVAs. As such, the coherence findings emerged despite their
analyses being more conservative than those of the CSD power
EEG. This suggests that coherence, rather than CSD power, may
provide the most easily identifiable non-MFC effects for future
studies of calibrated goal-conflict tasks. Our own coherence results
exhibited four main characteristics. Firstly, changes in theta coher-
ence occurred predominantly within the theta (6–8 Hz) waveband.
Secondly, changes in theta coherence were universally the increases
in coherence. Thirdly, the MF–MPO and LF–RFC region pairs
displayed the strongest effects. Finally, the majority of the coher-
ence increases could be considered to be small effects.
The observation of predominantly theta increases in coherence
during goal conflict aligns with the predictions of BIS-driven activ-
ity. Specifically, the structures of the BIS are thought to be synchron-
ised by hippocampal-locked theta activity (Gray & McNaughton,
2000). Additionally, researchers have also proposed that BIS-
directed theta should be visible to EEG recordings during goal con-
flict (Moore et al., 2006). Therefore, the goal-conflict-related
increases in theta coherence observed in the present study align with
Gray and McNaughton’s (2000) and Moore et al.’s (2006) predic-
tions. Specifically, we have identified a network of activity that
may be driven by the BIS.
Within this network, the largest changes in theta involved the
MF–MPO and LF–RFC region pairs. To make sense of the MF–
MPO region pair, we will examine the possible role of the MF
and MPO separately. Firstly, the involvement of the MF region
suggests that the activity may be part of the conflict resolution
and inhibitory functions of the BIS. Specifically, magnetoencepha-
logram research has linked medial prefrontal theta to interference
resolution and inhibition during episodic memory retrieval
(Ferreira, Marful, Staudigl, Bajo, & Hanslmayr, 2014).
Specifically, during memory recall, the hippocampus (acting as
the core of the BIS) is thought to reduce the effects of interference
by eliminating competing memories to enable the individual to
recall only the correct memory (Gray & McNaughton, 2000).
Furthermore, rodent research has identified increased theta syn-
chrony between the medial prefrontal cortex and the hippocampus
during memory retrieval (O'Neill, Gordon, & Sigurdsson, 2013)
and during the encoding of behaviourally relevant events
(Jarovi, Volle, Yu, Guan, & Takehara-Nishiuchi, 2018).
Therefore, it is possible that the MF theta, observed here as part
of an MF–MPO region pair during goal conflict, is related to
the BIS process of resolving conflicts between competing, behav-
iourally relevant, memories during recall. The MPO part of the
MF–MPO region pair may relate to sensory processing.
Specifically, hippocampal–frontal–occipital networks have been
previously implicated in sensory processing (Sehatpour et al.,
2008). Therefore, the MF part of the region pair may signal the
involvement of conflict resolution between memories, and the
MPO part of the region pair may specify that the memories in
question relate to sensory information. Unfortunately, it is less
clear as to why LF–RFC coherence increased during goal conflict
with such a large effect size.
In addition to the large effects, a multitude of moderate and
small effects were also observed. Specifically, of the 23 increases
in theta coherence during goal conflict, 6 presented as moderately
sized effects and 15 presented as small-sized effects. Brunner,
Billinger, Seeber, Mullen, and Makeig (2016) demonstrated that
low levels of residual volume conductance can remain between
pairs of neighbouring regions following the application of a
CSD. Therefore, interpreting the small changes in coherence during
conflict within each ROI pair individually may not be appropriate.
Rather, it is important to notice the trend provided by these changes
in coherence, specifically, that they are all increases in theta
coherence and that they occur across the scalp. As such, our results
support those of previous studies that identified scalp-wide increases
in theta coherence during goal conflict (Moore et al., 2006, 2012).
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In comparison to coherence changes during IPC, coherence
changes during goal conflict appear to operate over a much wider
set of region pairs. Specifically, IPC has been linked to a network of
increased theta centred around the MFC. For example, in their
reviews, both Cavanagh and Frank (2014) and Cohen (2014) high-
lighted the finding of IPC-related increases in theta between the
MFC and (a) the parietal regions, (b) the lateral frontal regions
and (c) the occipital regions. Conversely, in the present study,
we identified goal-conflict-related increases in theta coherence
across the scalp with no obvious centre point of the coherence net-
work. Therefore, coherence metrics can present a clear distinction
between the neural processing of IPC and goal conflict.
Interestingly, the centroparietal regions were the only regions
that were not involved in coherence changes during goal conflict.
Previous IPC tasks have identified links between the MFC
and parietal regions on multiple occasions (Nigbur, Cohen,
Ridderinkhof, & Sturmer, 2012; van de Vijver, Ridderinkhof, &
Cohen, 2011). Therefore, the involvement or non-involvement
of parietal coherence may be another crucial difference between
goal conflict and IPC. Alternatively, this discrepancy may result
from the way that the SST controls for motor activity, which is
a function of the parietal cortices (Cavanagh & Frank, 2014), com-
pared to other conflict tasks. For example, Nigbur et al. (2012)
observed increased coherence between the MFC and left-parietal
cortex during right-handed response inhibitions in an IPC task.
Additionally, when the same conflict task required a left-handed
response inhibition, increased coherence was observed between
the MFC and the right-parietal cortex. Therefore, MFC-parietal
coherence appears to be directly related to changes in motor
response processing. However, in the present study, the motor
response rates were nearly identical in the low and high conflict
conditions (45% and 43%, respectively). Furthermore, participants
responded with their right hand in all trials. Subsequently, there
were no differences in response rates or response laterality between
our conditions. This may explain why, contrary to previous studies
of conflict tasks, our results did not involve the parietal cortex.
Either way, our results suggest that there are dramatic differences
in the coherence networks involved in IPC and goal conflict.
4.2.3 Frontal delta coherence and conflict
A single increase in LF–MF delta during goal conflict resulted from
a superordinate ANOVA followed by subordinate pairwise
ANOVAs. Given the close proximity of the two regions, the
increase may have been influenced by volume conduction
(Rutkove, 2007). However, if this was the case then we might also
expect to see a large change in delta CSD power in these regions,
indicating a strong source that spreads to create volume conduc-
tion (Rutkove, 2007). However, we observed no such change in
CSD power. Therefore, the change in delta does appear to be
due, at least in part, to the increase in goal conflict between the con-
ditions. Changes in delta coherence during goal conflict are not
present in predictions of BIS activity (Gray & McNaughton,
2000; Moore et al., 2006) or in theories of IPC (e.g., Cavanagh &
Frank, 2014; Cohen, 2014). However, they are not unprecedented.
For example, Papenberg, Hämmerer, Müller, Lindenberger, and
Li (2013) identified increased inter-trial delta phase coherence dur-
ing a go/no-go task and attributed it to increased performance
monitoring. Additionally, delta coherence has been related to an
increase in communications travelling from the cortex to the
hippocampus during memory formation (Chan et al., 2017;
Mitra et al., 2016). Therefore, delta coherence may relate to
increased cortical-hippocampal communication during goal
conflict. However, this is an entirely post hoc explanation and
examining such a claim is beyond the scope of the present study.
4.3 Theta conflict activity predicts neuroticism
The regression analyses identified that activity from the high goal-
conflict condition significantly predicted trait neuroticism but not
trait anxiety, BIS or rBIS. Researchers have predicted that partic-
ipants with greater sensitivity to threat, such as those high in neu-
roticism, should show heightened cortical activation during
conflict (here, defined in the most general of senses) (Gray &
McNaughton, 2000; Johnson, Turner, & Iwata, 2003; Neo et al.,
2011). However, our results only partially align with this predic-
tion. Specifically, three conflict theta components were included
as predictor variables for neuroticism, but only the first two were
positively associated with neuroticism. Furthermore, the only sig-
nificant component in the model, component 3, was negatively
associated with neuroticism. Additionally, trait anxiety is also used
as ameasure of threat sensitivity but was not significantly predicted
by our model of conflict theta. Therefore, we can only offer limited
support for the findings and theories of Gray and McNaughton
(2000), Johnson, Turner, and Iwata (2003) and Neo et al. (2011)
in terms of personality and conflict (here, goal conflict) EEG.
Contrary to predictions, theta EEG during goal conflict did not
predict trait BIS or rBIS scores. We expected goal-conflict theta to
predict trait BIS/rBIS for two reasons. Firstly, trait rBIS is, in
theory, concerned with goal-conflict sensitivity (Torrubia, Avila, &
Caseras, 2008). Secondly, previous studies have successfully linked
both event related potentials (Amodio, Master, Yee, & Taylor,
2008; Balconi & Crivelli, 2010; Boksem, Tops, Wester, Meijman,
& Lorist, 2006; De Pascalis, Varriale, & D’Antuono, 2010;
Wacker, Chavanon, Leue, & Stemmler, 2010) and theta power
(Balconi & Crivelli, 2010; Massar, Rossi, Schutter, & Kenemans,
2012; Moore et al., 2012) to trait BIS. Therefore, we expected both
trait BIS and trait rBIS to be predicted by theta EEG during goal
conflict. However, our rejection of this hypothesis is in line with
previous applications of the calibrated SST (Neo et al., 2011;
Shadli et al., 2015, 2016) that were also unable to link goal-conflict
EEG to trait BIS. Concerning future investigations, Moore et al.
(2012) have suggested that links between EEG and personality
are most likely to be identified on the sub-second level (i.e.,
100 ms or less) (Moore et al., 2012). Therefore, it may be beneficial
to use EEG measures with high temporal precision that maintain
spectral information, such as time frequency analysis.
4.4 Limitations
Finally, we should highlight three limitations of our approach that
future researchers may wish to advance. Firstly, statistical research
has suggested that a sample size of slightly more than 3 times of our
own would be needed to produce stable regression estimates for
our models (Schönbrodt & Perugini, 2013). However, this is a
widespread problem that comes with the difficulties of collecting
large samples within EEG research. Therefore, while our findings
still contribute to the literature and have utility when compared
across studies, future investigations would be better placed to con-
sider larger sample sizes, where possible. Secondly, future research
may consider splitting males and females, as both sexes appear
to display unique EEG-personality links with EPQ-r traits.
Specifically, research has demonstrated that neuroticism is related
to a different pattern of spectral EEG in men and women, respec-
tively (Jaušovec & Jaušovec, 2007; Razumnikova, 2004). Therefore,
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examining each gender individually may identify stronger links
between goal-conflict-related EEG and psychometric EPQ-r traits.
Finally, the increases in theta CSD power and coherence,
observed here, do align with the predictions of BIS-driven activity.
Specifically, the theta waveband is thought to synchronise the
structures of the BIS during goal conflict (Gray & McNaughton,
2000). However, it cannot be taken as a certainty that the coherence
increases are BIS-driven, simply because they occur predominantly
within the theta waveband. Therefore, future research should
examine whether the goal-conflict-related increases in theta coher-
ence observed here are reduced by anxiolytic drugs (which reduce
septohippocampal-driven theta) (Gray & McNaughton, 2000;
Mitchell, McNaughton, Flanagan, & Kirk, 2008). We recommend
restricting the first of such studies to the MF–MPO and LF–RFC
region pairs, based on their larger effect sizes, before moving onto
the wider region pairs. Alternatively, studies may consider trends
in theta coherence given the large number of region pairs linked to
conflict in the present study. For example, researchers might exam-
ine the number of region pairs that show increases in theta during
goal conflict before and after the anxiolytic drugs are administered.
Furthermore, research has demonstrated that the effects of anxio-
lytic drugs on scalp-wide EEG can be moderated by psychometric
personality scores (Perkins et al., 2013). In the present study,
conflict EEG significantly predicted the psychometrically mea-
sured personality trait of neuroticism. Therefore, it is possible that
neuroticism may moderate the effects of anxiolytic drugs on con-
flict-related theta coherence. Either way, future research should
examine whether any such link between the anxiolytic drugs
and the present goal-conflict-related theta effects exists.
5 Conclusions
In the present study, we combined the comprehensive EEG record-
ing methodology of Moore et al. (2012) with Shadli et al.’s (2015)
highly efficient calibrated SST task. In doing so, we aimed to advance
EEG research into goal conflict and to provide comparisons with
previous IPC research. Our results suggest that goal-conflict EEG
can be understood through a network of increased theta CSD power
within the MFC region, theta coherence across the scalp and
delta coherence within the frontal regions. As these effects are
theta-dominated and are increases in activity during goal conflict,
they are aligned with the predictions of BIS-driven activity.
However, future research with anxiolytic drugs is needed to confirm
that these effects are BIS-driven. Compared to previous studies, our
CSD power results suggest that goal-conflict EEG is characterised by
a narrower spatial and frequency profile than previously thought
(McNaughton et al., 2013; Moore et al., 2006, 2012; Neo et al.,
2011; Shadli et al., 2015, 2016). However, our coherence results
do agree with previous work demonstrating that goal conflict occurs
as a scalp-wide network of theta-dominated activity (Moore et al.,
2006, 2012). In comparison to IPC, our results suggest that goal con-
flict involves much the same profile of MFC CSD theta power activ-
ity, but that goal conflict involves a much wider network of theta
coherence. Finally, our findings identified preliminary links between
neuroticism and goal-conflict EEG. Overall, we here present the
most comprehensive EEG analysis of Shadli et al.’s (2015) calibrated
SST and, in doing so, have identified a novel network of EEG activity
that is related to goal conflict and may even be BIS-driven.
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