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LOCAL EULER OBSTRUCTIONS AND SECTIONAL EULER
CHARACTERISTICS OF RECURSIVE GROUP ORBITS
XIPING ZHANG
Abstract. The local Euler obstructions of a projective variety and the Euler characteristics of
its linear sections with given hyperplanes are key geometric invariants in the study of singularity
theory. Despite their importance, in general it is very hard to compute them. In this paper we
consider a special type of singularity: the recursive group orbits. They are the group orbits of a
sequence of Gn representations Vn satisfying certain assumptions. We introduce a new intrinsic
invariant called the csm invariant, and use it to give formulas to the local Euler obstructions and
sectional Euler characteristics of such orbits. In particular, the matrix rank loci are examples
of recursive group orbits. Thus as application, we explicitly compute these geometry invariants
for ordinary, skew-symmetric and symmetric rank loci. Our method is algebraic, thus works for
algebraically closed field of characteristic 0.
1. Introduction
The geometric invariants on singular varieties have been an important subject for us to understand
the singularities. In 1973 MacPherson introduced a local measurement for complex varieties (later
published as [25]), and named it the local Euler obstruction. Defined as the obstruction to extend
the distance 1-form after lifting to the Nash transform; it is the key ingredient in MacPherson’s proof
of the existence and uniqueness of Chern class on singular spaces. Pointed out in [5], for Whitney
stratified singularities the local Euler obstruction also equals the index of certain stratified vector
field. Later Gonza´lez-Sprinberg showed in [17] that there is an algebraic formula for the local Euler
obstruction function, thus this definition extends to arbitrary algebraically closed field. For more
about local Euler obstructions we refer to [5] and [7].
In the same year M. Kashiwara published his paper introducing the famous index theorem for
holonomic D-modules [22]. In the paper he defined certain local topological invariants, as the
weighted sum of the Euler characteristics of certain link spaces. He named them local characteristics.
Although the two definitions were defined by two different flavors, and were introduced in two
different branches of mathematics, it was proved in [9] that surprisingly the two definitions are
equivalent. As the key ingredients in both singularity theory and Kashiwara’s index theorem, the
local Euler obstructions of stratified spaces have been intensively studied in many different fields. It
is one of the most important invariants in singularity theory.
However, it is very hard to compute the local Euler obstructions in general. Many authors have
been working on formulas that make the computation easier. For example, Gonza´lez-Sprinberg’s
formula allows one to use intersection theory method; the formula in [31] reduced the computation
to the knowledge of local polar multiplicities. In [6] the authors provided a recursive formula using
the Euler characteristics of the link spaces of strata. Recently in [21] the authors proved the relation
between the local Euler obstructions and the maximal likelihood degree, and proposed an algorithm
to compute local Euler obstructions by computer. Despite the difficulty, in many cases we have
Date: September 29, 2020.
1
2 XIPING ZHANG
known the Euler obstructions very well. For Schubert cells in Grassmannnians they were computed
in [8]; for skew-symmetric and ordinary rank loci they were computed in [29] and [16]. Recently in [26]
the authors provide an algorithm for local Euler obstructions of Schubert varieties in all cominuscule
spaces. Based on the examples computed Mihalcea and Singh conjectured [26, Conjecture 10.2] the
non-negativity of the local Euler obstructions.
Another fundamental geometric invariant is the Euler characteristic. Over C it’s simply the
topological Euler characteristic, over arbitrary field of characteristic 0 it can be defined via the
integration of MacPherson’s Chern class. When X is a projective variety, we can access more
refined invariants by consider linear sections, i.e., the Euler characteristic of X intersects with
a given hyperplane H . We call them sectional Euler characteristics. When H is generic, such
invariants can be obtained from MacPherson’s Chern class (Cf. [2]). However, for ‘special’ linear
sections, the geometry of the intersection is determined by both the singularity of X and the position
of H , and concrete formulas are unknown in general. Also, it’s quite subtle to determine when a
hypersurface is generic. These sectional Euler characteristics are very important invariants of X .
For example, when X is a hypersurface, the generic sectional Euler characteristics of the complement
correspond to another fundamental invariant of X : the Milnor numbers of X (Cf. [20] [11]). Also,
from computational algebraic geometry perspective, many algorithms involves the step of ‘choose a
generic hyperplane section’, where one needs to compute the invariants on a generic linear section.
For example, in [21] the authors prove a formula of local Euler obstructions in terms of the Maximal
likelihood degrees of generic linear sections. As the case of local Euler obstructions, the sectional
Euler characteristics are important but very hard to compute in general .
In this paper we consider a special type of singularities: the recursive group orbits over alge-
braically closed field of characteristic 0. By recursive group orbits we mean a sequence of group
actions Gn → GL(Vn) satisfying certain conditions (Assumption 1). For such group orbits, we
define an intrinsic invariant called the csm invariants, using the Chern classes of the projectivized
orbits. They are discussed in §3. The main result in §3 is Theorem 3.1:
Theorem. Assume that we have sequence of group actions as in Assumption 1. For any 1 ≤ k ≤
m(n) − 1 we denote Sn,k = P(On,k) ⊂ P(Vn) to be the projectivizations. Denote the csm invariants
of On,k by Smn,i. We have the following formula for the local Euler obstructions :
EuO¯n,k(On,r) = EuOr,k(0) =
∑
(µ1>µ2>···>µl≥k)
Smnµ1 · Smµ1µ2 · · · · Smµlk
Here the sum is over all (partial and full) flags (µ1 > µ2 > · · · > µl) such that µi − 1 = µi+1 for
every i and µl ≥ k.
The formula requires only the knowledge of our csm invariants, which in many cases can be directly
computed. Our result is purely algebraic and works for general field k. In particular, when the base
field is C, we prove that our csm invariants agree with Kashiwara’s local Euler characteristics, i.e.,
the Euler characteristic of the complex link spaces of the orbits to 0. We prove an algebraic Brasselet-
L-Seade type formula (Proposition 2.9 using our csm invariants. This theorem can be viewed as an
algebraic version of the definition given in [12].
In §4 we discuss the sectional Euler characteristics of group orbits satisfy Assumption 2. The
main result is Theorem 4.1, in which we prove a formula to the Euler characteristics of such orbits
with any given hyperplane in terms of their Euler obstructions:
Theorem. With the Assumption 2. Let Lr ∈ S′r be the corresponding hyperplane, and let A =
[αi,j ]n−1×n−1 be the inverse matrix of the matrix E of local Euler obstructions. Let en,k and e
′
n,k be
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their local Euler obstructions. Then we have
χSk∩Lr =
n−1∑
i=r
αk,i · (−1)
di+d
′
n−i+Ne′n−i,r + χ(Sk)− Sm(Sk).
We also give explicit description on when a hypersurface is generic with respect to sectional
Euler characteristic. In particular, for recursive group orbits (group orbits satisfy Assumption 1)
we prove that, the local Euler obstructions of the recursive orbits are equivalent to their sectional
Euler characteristics.
As application we apply the formulas to a special type of recursive group orbits: the ordianry,
skew-symmetric and symmetric matrix rank loci. In §5 we briefly review the basic property of
the matrix rank loci, and in §6 we explicitly compute the local Euler obstructions for all three
types rank loci. When the base field is C, the formula is known for ordinary rank loci in [16]
and for skew-symmetric rank loci by [28]. It was not known for symmetric case. Our method is
systematic and algebraic: we translate the computation of the topological Euler characteristic of the
link spaces to standard Schubert calculus, and take advantage of the nice enumerative properties on
Grassmannians. With the knowledge of local Euler obstructions, in §7 we also compute the sectional
Euler characteristics for the rank loci. For all three cases, we give implicit binomial formulas for
the sectional Euler characteristics. Our computation indicates that, these topological invariant of
ordinary rank loci behave very similarly to the skew-symmetric rank loci, but very differently from
symmetric rank loci. For further discussions of this phenomenon we refer to [34] [4] and [8].
As pointed in [16], for ordinary rank loci the local Euler obstructions are, surprisingly, Newton
binomials fitting into the Pascal triangle. The skew-symmetric rank loci behaves the same with
ordinary case. For symmetric case this is almost true, except that the Euler obstructions are zero
on even size but odd rank rank loci. For other cases the local Euler obstructions are also Newton
binomials. When the base field is C, via MacPherson’s definitions this vanishing phenomenon says
that for such cases we can always extend the distance 1-form on the Nash transform. It should
be interesting to study from topology why such cases are special. Moreover, as singularities in the
rank stratification are the same as singularities of certain Schubert varieties in the Grassmannians
(for symmetric and skew-symmetric case the Grassmannians should be chosen as Grassmannians
of isotropic subspaces with a symplectic or symmetric bilinear form), our results in §6 support the
Conjecture 10.2 in [26].
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2. Preliminary
Unless specifically mentioned, all varieties in this note are closed projective, and the base field k
is algebraically closed of characteristic 0.
2.1. Characteristic Classes. Let X ⊂ P(V ) be a closed subvariety. A constructible function on X
is a finite sum
∑
W mW1W over closed subvarieties W of X , where the coefficients mW are integers
and 1W is the indicator function on W . Let F (X) be the addition group of constructible functions
on X . It is isomorphic to the group of cycles Z(X).
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Let f : X → Y be a proper morphism. One defines a homomorphism Ff : F (X) → F (Y ) by
setting, for all p ∈ Y ,Ff(1W )(p) := χ(f−1(p)∩W ). and extending this definition by linearity. This
makes F into a functor from the category of k-varieties VAR to AB, the category of abelian groups.
The following theorem was first proved in [25] by MacPherson, to answer a conjecture proposed by
Deligne, then generalized to characteristic 0 algebraically field by G. Kennedy in [23].
Theorem 2.1 (MacPherson, Kennedy). Let X be a projective variety. There is a unique natural
transformation c∗ from the functor F to the Chow functor A such that if X is smooth, then c∗(1X) =
c(TX) ∩ [X ], where TX is the tangent bundle of X.
The proof of the theorem may be summarized as the following steps.
(1) For any closed projective variety X , there is a local measurement of the singularity called
local Euler obstruction. This is a construction function on X denoted by EuX , i.e., EuX =∑
W eW1W for some sub-varieties W of X .
(2) For anyX , the Euler obstruction functions along the closed subvarieties {EuW |W is a subvariety of X}
form a basis for F (X).
(3) For any closed subvariety W , there is an assigned characteristic class cM (W ) ∈ A∗(W )
defined via Nash blowup, called Chern-Mather class.
(4) Let i : W → X be the closed embedding. Define c∗(EuW ) = i∗(cM (W )) to be the pushfor-
ward of the Chern-Mather class of W in A∗(X). This is the unique natural transformation
that matches the desired normalization property.
The Euler obstruction was originally defined over C via obstruction theory to extend the lift of
a non-zero vector field to the Nash transform, we refer [25] for details. In [17] the author gave an
algebraic formula works for arbitrary algebraically closed field. Here we use the formula in [17] as
our definition. Let X ⊂ M be a closed subvariety of dimension d, we define the Nash transform of
X to be
Xˆ := closure of {(x, TxX)|x is a smooth point} ⊂ Gd(TM)
The projection map p : Xˆ → X is birational and is isomorphic over the smooth locus Xsm. The
universal subbundle S of Gd(TM) restricts to a rank d vector bundle on Xˆ, denoted by TX .
Definition. We define the local Euler obstruction of X as follows: for any x ∈ X we define
EuX(x) :=
∫
p−1(x)
c(TX) ∩ s(p
−1(x), Xˆ).
The Chern-Mather class of X is defined as
cM (X) := p∗(c(TX) ∩ [Xˆ]).
We define the Chern-Schwartz-MacPherson class of X as csm(X) := c∗(1X). Thus we have
csm(X) =
∑
k
akcM (Wk)
providing that 1X =
∑
k ak1Wk .
Proposition 2.2. We have the following properties.
(1) EuX(x) is a local invariant, thus only depends on an open neighborhood of x in X.
(2) If x /∈ X, then EuX(x) = 0.
(3) If x ∈ X is a smooth point, then EuX(x) = 1. But notice that EuX(x) = 1 does NOT imply
that x is smooth (Cf. [27] and [26]).
(4) The Euler obstruction has the product property, i.e., EuX×Y (x× y) = EuX(x)× EuY (y).
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Definition. Let X be a projective or affine variety. By a stratification on X we mean a disjoint
union X = ∪αSα such that
(1) Each Sα is an smooth quasi-projective variety.
(2) For any p and q in Sα, we have EuX(p) = EuX(q).
(3) If Sα ∩ S¯β 6= ∅, then we have Sα ⊂ S¯β.
Example 1. Let X be a proejctive variety, we define X0 = Xsm to be the smooth locus of X , and
Xk=1 to be the singularity of X¯k. This process will stop in finite steps, since dim X¯k+1 < dim X¯k.
The strata Xk satisfy the above assumptions. We call this the Singularity Stratification of X .
Remark 1. Assuming that X is complete. If we consider the constant map k : X → {p}, then the
covariance property of c∗ shows that∫
X
csm(Y ) =
∫
{p}
Afc∗(1Y ) =
∫
{p}
c∗Ff(1Y )
=
∫
{p}
χ(Y )c∗(1{p}) = χ(Y ).
This observation gives a generalization of the classical Poincare´-Hopf Theorem to possibly singular
varieties.
2.2. Sectional Euler Characteristic. In [2] Aluffi shows that, for projective varieties the generic
sectional Euler characteristic can be obtained by studying their Chern-Schwzrtz-MacPherson classes.
Let X ⊂ P(V ) be a projective variety of dimension n. For any r ≥ 0 we define
Xr = X ∩H1 ∩ · · · ∩Hr
to be the intersection of X with r generic hyperplanes. Let χ(Xr) =
∫
Xr
csm(Xr) be its Euler
characteristic, we define χX(t) =
∑
i χ(Xr) · (−t)
r to be the corresponding polynomial. This is a
polynomial of degree ≤ n.
Also, notice that A∗(P(V )) = Z[H ]/H
n+1 is a polynomial ring, thus we can write i∗csm(X) =∑
i≥0 γi[P
i] =
∑
i γN−iH
i. Let γX(t) =
∑
i γit
i and cXsm(t) =
∑
i γN−it
i be the assigned polynomials
respectively. They are polynomials of degree ≤ n.
We have the following beautiful theorem connecting csm class and sectional Euler chracteristics:
Theorem 2.3 ( [3]). We consider the transformation ISM : Z[t]
≤n → Z[t]≤n defined by
P (t) 7→ ISM (P )(t) :=
t · p(−t− 1) + p(0)
t+ 1
.
This is a Z-linear involution, i.e., I2SM (P ) = P . Moreover, we have
ISM (γX(t)) = χX(t); ISM (χX(t)) = γX(t).
In particular, we have the following property.
Proposition 2.4. For a generic hyperplane H, we have
cXsm(−1) = (−1)
n(χ(X)− χ(X ∩H)).
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Proof. By the theorem, we have
γX(t) =
t · χX(−1− t) + χ(0)
t+ 1
=
t · (χX(0)− χ1(−1− t) + χ2(−1− t)2 − · · · ) + χX(0)
1 + t
=
(t+ 1)χ0 + t · χ1 · (t+ 1) + t · χ2 · (1 + t)2 + · · ·
1 + t
=χ0 + t · χ1 + t(1 + t) · F (t)
Thus
cXsm(−1) = (−1)
n · γX(−1) = (−1)
n(χ(X)− χ(X ∩H)).

Thus if we know the csm class of X , then we can obtain the generic sectional Euler characteristics
χ(Xr). In general, the characteristic classes of a variety may be hard to compute. However, as in
the property, we only need the alternating sum cXsm(−1), which in practice much easier to compute.
Definition. Let X ⊂ P(V ) be a (quasi)-projective variety, and let Σ ⊂ V be its affine cone. We
define the csm invariant of X (or Σ) as
SmX = SmΣ := (−1)
dimV−1cXsm(−1) = χ(X)− χ(X ∩H).
In fact, if we write csm(X) =
∑dimX
i=0 Xi; where Xi ∈ Ai(X) denotes the dimension i component
of csm(X). One can see that Sm(X) =
∑dimX
i=0 (−1)
i degXi. Thus this definition is intrinsic, i.e.,
independent of the dimension of the embedding of X .
2.3. Dual Varieties and Radon Transform. Let X ∈ Pn = P(V ) be a projective variety, and
let P∗n = P(V ∗) be the (projective) dual space of hyperplanes in Pn. We define the dual variety of
X , denoted by X∨, as the closure of the following
{H ∈ P∗n|there is some x ∈ Xsm such that TxXsm ⊂ H}.
HereXsm denotes the smooth locus ofX . The varietyX and its dual are related as follows. Consider
the product P(V )× P(V ∗) and define IX to be the closure of
I◦X := {(x, h)|x ∈ Xsm;h ∈ P(V
∗) s.t. TxXsm ⊂ H}
to the the incidence correspondence. Let p and q denote the first and second projection. Then one
can check that p(IX) = X , and q(IX) = X
∨. The correspondence induces the definition of Radon
transform:
Definition. The topological Radon transform is the group homomorphism
F (X)→ F (X∨) : λ 7→ λ∨ := q∗p
∗λ.
If we write λ =
∑
i ni1Wi , then by the definition of proper pushforward and pull back we have
λ∨(h) =
∑
i
niχ(Wi ∩H)
for any h ∈ P(V ∗). Here H is the hyperplane in P(V ) correspond to h.
In particular, as proved in [14], the Radon transform takes the Euler obstruction function in X
to the Euler obstruction function in X∨, up to an error term.
GEOMETRY INVARIANTS OF GROUP ORBITS 7
Theorem 2.5 (Radon Transform). Let X be of dimension n, and X∨ be of dimension m. Let V
be of dimension N + 1. Then
(EuX)
∨ = (−1)n+(N−1)−mEuX∨ + eX1P(V ∗)
Here eX := (EuX)
∨(h) for generic hyperplanes h.
This theorem shows that the Euler obstruction of the dual variety and the (signed) dual of the
Euler obstruction differ by the Euler characteristic of generic hyperplane section.
Remark 2. Recall that there is a unique expression 1X =
∑
i eiEuWi for closed subvarieties Wi.
Then the generic value ex can be expressed as
eX =
∑
i
eiχ(Wi ∩H)
for generic hyperplane H. Here by generic we mean that, by Bertini’s theorem there is an open
dense subset U in P(V ∗) such that χ(Wi ∩H) is constant for any h ∈ U .
Corollary 1. Let X and X∨ be a pair of dual varieties. Assume that X = ∪mi=1Si is a stratification.
Let L be a hyperplane such that L lives outside X∨. Then L is Euler characteristic generic with
respect to X, i.e.,
χ(X ∩ L) = χ(X ∩H)
for generic hyperplane H ∈ U . In particular, if L /∈ S¯∨i , then L is Euler characteristic generic with
respect to Si: χ(Si ∩ L) = χ(Si ∩H).
Moreover, when X∨ admits a stratification ∪Ti, we have χ(X ∩L1) = χ(X ∩L2) for any Li and
L′i living in the same stratum T
◦
i .
Proof. Recall that l /∈ X∨ implies that EuX∨(l) = 0. Let ej be the local Euler obstruction EuX(Sj),
then the theorem says:
(EuX)
∨(lL) =
∑
j
ejχ(Sj ∩ L) = 0 +
∑
i
ejχ(Si ∩H)
Since there are only have finitely many strata, by induction on the dimension of strata it suffice to
prove the argument for smooth X , otherwise its singularity locus induces smaller stratum. When X
is smooth, we have EuX = 1X , and the theorem shows χ(X ∩ L) = χ(X ∩H).
When X∨ = ∪Ti is a stratification, the theorem shows that (EuX)∨(Li) = (EuX)∨(L′i). Thus
we have ∑
j
ejχ(Sj ∩ Li) =
∑
j
ejχ(Sj ∩ L
′
i).
The same inductive argument on dimension of Si completes the proof. 
2.4. Projective Duality. As pointed out in [2, Prop 3.20], the two-way projections from conormal
space induces an involution of Chern-Mather classes of dual varieties:
Theorem 2.6 ( [2]). Let X ⊂ P(V ) be a proper projective variety of dimension d, and let X∨
be its dual variety of dimension d∗. We write cXM (H) ∈ A∗(P(V )) and c
X∨
M (H) ∈ A∗(P(V
∗)) as
polynomials in H. Then
Jn((−1)
dcXM (H)) = (−1)
d∗cX
∨
M (H); Jn((−1)
d∗cX
∨
M (H)) = (−1)
dcXM (H)
Here dimV = n+ 1, and Jn : Z[H ]→ Z[H ] is defined as
Jn(p(H)) = p(−1−H)− p(−1)
(
(1 +H)n+1 −Hn+1
)
.
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As corollary of the duality theorem, we have the following result.
Proposition 2.7. Let X ⊂ P(V ) be a proper projective variety. Let CX to be the affine cone of X
in V . Then
EuCX (0) = (−1)
dimV−1cXM (−1).
Moreover, let X∨ be the dual variety of X in P(V ∗), then we have
(−1)d+d
∗+dimV ·EuCX (0) = EuCX∨ (0).
Proof. The first argument is Proposition 3.17 in [2]. For the second part, plug H = −1 into the
involution formula we have
EuCX∨ (0) =(−1)
dimV−1cX
∨
M (−1) = (−1)
dimV−1+d∗Jn((−1)
dcXM (H))(−1)
=(−1)dimV−1+d
∗+d
(
cXM (0) + c
X
M (−1) · (−1)
dimV
)
=(−1)d+d
∗+dimV · EuCX (0)

And we have the following Brasselet-L-Seade type formula.
Proposition 2.8. Let X ⊂ P(V ) be a projective variety, and let X = ∪iSi be a stratification. Let
Σ ⊂ V and Vi be the affine cones of X and Si respectively. Recall that SmSi := (−1)
dimV−1cSism(−1).
Then we have
EuΣ(0) =
∑
i
EuX(Si) · SmSi .
Proof. This follows directly from the definition of the functor c∗:
EuΣ(0) = (−1)
dimV−1cX
∨
M (−1) = (−1)
dimV−1
∑
i
EuX(Si)csm(Si)(−1).

More generally, let α be a constructible function on Σ, i.e., α =
∑
i aiEuV¯i . Then from previous
Proposition we have
α(0) =
∑
i
ai · SmSi .
As we will see, this is exactly [30, Theorem 0.2] when restricted to base field C.
In the analytic setting, let V be a C-vector space of dimension n. Let X ⊂ P(V ) be a closed
subvariety with a Whitney stratification ∪mi=1Si. Let Vi ⊂ V be the affine cones of Si, and let C(X)
be the affine cone over X . For each Vi we consider the space Ll.t(Vi) := Vi ∩ Bǫ ∩ l−1(t). Here l
is a generic linear function V → C, Bǫ is the small ball centered at 0 and t is sufficiently close to
0. The spaces Ll.t(Vi) are homotopic equivalent for generic l and t small enough, and are called the
link space of Vi to 0. We show that the Euler characteristics of the link spaces are exactly our csm
invariants SmVi .
Proposition 2.9. When the base field k is C, for any i ≤ m we have
SmVi = (−1)
n−1cSism(−1) = χ(Vi ∩Bǫ ∩ l
−1(t))
In particular, we build the following affine-projective connection:
χ(C(X) ∩Bǫ ∩ l
−1(t)) = χ(X)− χ(X ∩H)
Here H is a generic hyperplane.
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Proof. Note that for any k ≤ m, the decomposition V¯k = ∪i≥kVi ∪ {0} is a Whitney stratification
of V¯k such that 0 ∈ V¯i for every k. We recall the famous Brasselet-L-Seade formula in [6]:
EuV¯k(0) =
∑
i≥k
χ(Vi ∩Bǫ ∩ l
−1(t)) ·EuV¯k(Vi).
Combine with previous Corollary we then have
m∑
i≥k
EuS¯k(Si) · c
Si
sm(−1) =c
S¯k
M (−1) = (−1)
n−1EuV¯k(0)
=(−1)n−1
m∑
i≥k
χ(Vi ∩Bǫ ∩ l
−1(t)) · EuV¯k(Vi).
For any point x ∈ Si, notice that locally we can view Vk as the product Sk ×C∗. Thus the product
property for the local Euler obstruction shows that: EuV¯k(Vi) = EuS¯k(Si), and
m∑
i≥k
EuS¯k(Si) · (−1)
n−1 · cSism(−1) =
m∑
i≥k
χ(Vi ∩Bǫ ∩ l
−1(t)) ·EuS¯k(Si).
This equation holds for every k ∈ {1, 2, · · ·m}, thus we have the following linear system
m∑
i≥k
EuS¯k(Si) · ζi = 0; k = 1, 2, · · ·m
has ζi =
(
cSism(−1)− (−1)
n−1χ(Vi ∩Bǫ ∩ l−1(t))
)
as a solution. However, the matrix represents the
linear system is upper triangular with 1 on the diagonal, the solution must be the zero vector. This
proves the first formula. The rest follows from the inclusion-exclusion property of both csm class
and Euler characteristic:
χ(C(X) ∩Bǫ ∩ l
−1(t)) =
m∑
i=1
χ(Vi ∩Bǫ ∩ l
−1(t)) ==
m∑
i=1
(−1)n−1cSism(−1)
=(−1)n−1cXsm(−1) = χ(X)− χ(X ∩H).
The last equality comes from Proposition 2.4 
2.5. A Segre Computation. We close this section with a technical Lemma that will be used in
later computations.
Lemma 1. Let E be a rank e vector bundle on X, and let L = O(1) be the tautological line bundle
on P = P(E). Let p be the projection map from P(E) to X. Then we have
p∗
(
c(E ⊗ L)
c(L)
∩ [P(E)]
)
= [X ]−
ce(E
∨) ∩ [X ]
c(E∨)
.
Proof. Thus we have
c(E ⊗ L) =
e∑
k=0
(
k∑
i=0
(
e − i
k − i
)
ci(E) · c1(L)
k−i
)
=
e∑
k=0
(
e−k∑
i=0
(
e− k
i
)
c1(L)
i
)
· ck(E)
=
e∑
k=0
ck(E) · (1 + c1(L))
e−k
=
e∑
k=0
ce−k(E) · (1 + c1(L))
k;
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Thus we have
c(E ⊗ L)
c(L)
=
∑e
k=0 ce−k(E) · (1 + c1(L))
k
1 + c1(L)
=
ce(E)
1 + c1(L)
+
e∑
k=1
ce−k(E) · (1 + c1(L))
k−1;
Recall the definition of Segre class:
p∗(c1(L)
e+i ∩ [P(E)]) = si+1(E) ∩ [X ].
The pushforward then becomes
p∗
(
c(E ⊗ L)
c(L)
∩ [P(E)]
)
=p∗(
ce(E)
1 + c1(L)
∩ [P(E)]) + s0(E) ∩ [X ]
=(−1)e−1s(E∨)ce(E) ∩ [X ] + [X ]
=[X ]− s(E∨)ce(E
∨) ∩ [X ].

3. Local Euler Obstruction of Recursive Group Orbits
Now we consider the following situation: for each n ≥ 1, the group Gn is a linear algebraic group
and Gn acts algebraically on a vector space Vn of dimension ln. Assume that for every such n there
are m = m(n) orbits.
Assumption 1. We assume the following
(1) All actions contain sub-actions by k∗ multiplications. Thus the orbits are necessarily cones.
(2) The orbits can be labeled by On,0,On,1, · · · ,On,m such that On,j ⊂ O¯n,i whenever j > i.
Thus On,0 is the largest orbit and On,m = {0}.
(3) The largest strata On,0 is dense in Vn.
(4) m(n+ 1) = m(n) + 1.
(5) For every n, k, and for any point p ∈ On,r, the normal slice pair (Np∩On,k, p) is isomorphic
to (Or,k, 0).
Example 2. Let Gn = GLn×GLn act on Vn = kn⊗kn, the space of n×n matrices by A·X ·B. The
orbits are matrices of fixed corank k, denoted by Σn,k. Then m(n) = n. Moreover, for each point p
in Σn,j ⊂ Σn,k, the normal slice Np intersect with Σn,k at p. Moreover we have Np ∩ Σn,k = Σj,k,
and isomorphism Σj,k × k
N ∼= Σn,k. Here k
N is centered at p of complementary dimension. Similar
arguments for symmetric matrices also give such sequence of actions.
For skew-symmetric matrices, we consider the sequence of Gn = GL2n actions on Vn = ∧
2k2n and
the sequence of Gn = GL2n+1 action on Vn = ∧2k2n+1 separately. Each of them form a recursive
group actions.
Remark 3. We can loose the assumption as follows. In fact we don’t need all the orbits to match the
assumption, among all the orbits we only concentrate a subset, i.e., a flag of them. Thus we can only
assume the following: For each n, there is a maximal flag of orbits labeled by On,0,On,1, · · · ,On,m
such that On,j ⊂ O¯n,i whenever j > i. Here m = m(n) and On,0 is the largest orbit with On,m = {0}.
We only require the sequence of flags satisfy the rest of Assumption 1, except that we want On,0 to
be dense in its closure, not V .
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Theorem 3.1 (Local Euler Obstructions by csm Invariants). Assume that we have a sequence of
group actions as in Assumption 1. For any 1 ≤ k ≤ m(n)− 1 we denote Sn,k = P(On,k) ⊂ P(Vn) to
be the projectivizations. Denote the csm invariants of On,k (or Sn,k) by Smn,i, i.e.,
Smn,i := (−1)
ln−1cSn,ism (−1)
Then the local Euler obstructions EuOn,r(On,k) can be computed as
EuO¯n,k(On,r) = EuOr,k(0) =
∑
(µ1>µ2>···>µl≥k)
Smnµ1 · Smµ1µ2 · · · · Smµlk
Here the sum is over all (partial and full) flags (µ1 > µ2 > · · · > µl) such that µi − 1 = µi+1 for
every i and µl ≥ k.
Proof. Recall the product property of local Euler obstructions, then Assumption (3) shows that
EuO¯n,k(On,r) = EuO¯r,k(Or,n) is independent of n.
Since Gn acts linearly on Vn, the orbits Vn = ∪
m(n)
i=0 On,i form a stratification of Vn such that
0 ∈ O¯n,k for every k. Proposition 2.7 shows that for any k = 1, · · · ,m− 1 we have
ek,m := EuO¯m,k(0) = (−1)
lm−1c
S¯m,k
M (−1) = (−1)
lm−1
m−1∑
i=k
EuS¯m,k(Sm,i)c
Sm,i
sm (−1) =
m−1∑
i=k
Smm,i · eki
This formula applies to all m and k, thus we obtain a recursive formula. On the initial case k = m,
notice that O¯k,k = {0} and thus ekk = EuO¯k,k(0) = 1. Then we have
ek,m =
m−1∑
i=k
Smm,i · eki =
m−1∑
i=k
Smm,i
i−1∑
j=k
Smi,jeij
= · · · · · ·
=
∑
(µ1>µ2>···>µl≥k)
Smm,µ1 · Smµ1,µ2 · · · · Smµl,k
The sum is over all the flags (µ1 > µ2 > · · · > µl) such that µi−1 = µi+1 for every i and µl ≥ k. 
Remark 4. When the base field is C, this actually correspond to [10, Definition 4,1,36] via Propo-
sition 2.9. The fact that the recursive definition using Kashiwara’s local Euler characteristics is
equivalent to MacPherson’s orbstruction theoretic definition are equivalent was proved in [9]. Thus
this theorem generalizes the equivalence from C to arbitrary algebraically closed field of characteristic
0, using Gonza´lez-Sprinberg’s algebraic formula and our csm invariants.
4. Sectional Euler Characteristic of Group Orbits
In this section we consider the following situation.
Assumption 2. Let G be a closed linear subgroup acting on V with finitely many orbits. We label
them by O0,O1, · · · ,On such that Oj ⊂ O¯i whenever j > i. We also label the orbits of the dual
action on V ∗ such that (O¯i)
∨ = O¯′n−i. Then we also have O
′
i ⊂ O¯
′
j whenever i > j. Thus the dense
open orbits by O0 and O′0, and we have On = O
′
n = {0}. Let di and d
′
i denote the dimensions of Oi
and O′i respectively. We have d0 = d
′
0 = dimV = N .
Definition. Let Si and S
′
i be the projectivizations of Oi and O
′
i. For any i, j in {1, · · · , n− 1} we
define the following numerical indices
ei,j := EuS¯i(p); χi,j := χ(Si ∩ Lj)
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for any point p ∈ Sj , and lj ∈ O′j . Symmetrically, we define
e′i,j := EuS¯′i(p); χ
′
i,j := χ(S
′
i ∩ L
′
j)
for any point p ∈ S′j , and l
′
j ∈ Sj . Let E = [ei,j] and E
′ = [e′i,j ] be the n− 1× n− 1 matrices.
Knowing the local Euler obstructions of the orbits lead us to the information of their sectional
Euler characteristics.
Theorem 4.1. With the Assumption 2. Let A = [αi,j ]n−1×n−1 be the inverse matrix of E, then we
have
χk,r =
n−1∑
i=r
αk,i · (−1)
di+d
′
n−i+Ne′n−i,r + χ(Sk)− Sm(Sk).
Proof. Notice that the matrix E = [ei,j] is triangular with 1 on the diagonal, thus is invertible
with inverse A also upper triangular. This shows that αi,j = 0 whenever i > j. As pointed out in
Corollary 1, for any Si we have χi,0 = χ(Si ∩H) and χ′i,0 = χ(S
′
i ∩ H) equal the generic sectional
Euler characteristic. Thus recall Theorem 2.5, for any ls ∈ S′s we have
n−1∑
i≥k
eki(χis − χi0) = (−1)
dk+d
′
n−k+Ne′ks
Thus written in matrix form we have
E·


χ1,1 − χ1,0 χ12 − χ1,0 · · · χ1,n−1 − χ1,0
χ2,1 − χ2,0 χ22 − χ2,0 · · · χ2,n−1 − χ2,0
· · · · · · · · · · · ·
χn−1,1 − χn−1,0 χn−1,2 − χn−1,0 · · · χn−1,n−1 − χn−1,0

 =


0 0 · · · eˆ′n−1,n−1
0 · · · eˆ′n−2,n−2 eˆ
′
n−2,n−1
· · · · · · · · · · · ·
eˆ′1,1 eˆ
′
1,2 · · · eˆ
′
1,n−1

 .
Here eˆ′i,j = (−1)
di+d
′
n−i+Ne′i,j. Thus we have
χk,r − χk,0 =
n−1∑
i=r
αk,i · (−1)
di+d
′
n−i+Ne′n−i,r
Recall from Proposition 2.4 shows χk,0 = χ(Sk ∩H) = χ(Sk)− Sm(Sk). Then we have
χk,r =
n−1∑
i=r
αk,i · (−1)
di+d
′
n−i+Ne′n−i,r + χ(Sk)− Sm(Sk)

In particular, for the recursive group orbits, the χ indices are equivalent to the local Euler
obstructions. For any Gn action on Vn, we label the dual orbits in V
∗n by {O′n,k} such that
S′n,n−k = P(O
′
n,n−k) is dual to Sn,k. We denote the dimension of Sn,k and S
′
n,k by dn,k and d
′
n,k
respectively. We define χnk,r = χ(Sn,k ∩ Lr) for lr ∈ S
′
n,r.
Corollary 2. With Assumption 1. Let χnk,r denote the Euler characteristic χ(Sn,k ∩ Ln,r) for any
hyperplane ln,r ∈ S′n,r. Then we have
ei,j = −eˆ
′
j−i,j .
Moreover, the information of sectional Euler characteristic {χnk,r|k, r = 0, 1, · · · , n− 1} is equivalent
to the information carried by the local Euler obstructions {ei,j|i, j = 1, · · ·n}. They can be deduced
from each other.
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Proof. Recall that the normal slice assumption shows that e′i,j are ei,j are independent of the recur-
sive n for j ≤ i ≤ m = m(n). Thus by Proposition 2.7 we have
ei,j = EuΣ¯j,i(0) = (−1)
dji+d
′
j,j−i+lj−1EuΣ¯′j,j−i(0) = −eˆ
′
j−i,j .
This shows that the local Euler obstruction of the dual orbits are the ‘same’ with the original orbits.
For the second statement, we just need to show that we can compute ei,j from χ
n
k,r. Apply the
theorem we have

e1,1 e1,2 · · · e1,m−1
0 e2,2 · · · e2,m−1
· · · · · · · · · · · ·
0 0 · · · em−1,m−1

 · [χnk,r − χnk,0]k,r = −


0 0 · · · e0,m−1
0 · · · e0,m−2 e1,m−1
· · · · · · · · · · · ·
e0,1 e1,2 · · · em−2,m−1

 .
Here the two triangular matrices are invertible, the matrix [βnk,r := χ
n
k,r − χ
n
k,0]k,r is also invertible.
Thus for 1 ≤ k ≤ m− 1 we have


β1,1 β2,1 · · · βm−1,1
β1,2 β2,2 · · · βm−1,2
· · · · · · · · · · · ·
β1,m−1 β2,m−1 · · · βm−1,m−1

 ·


0
· · ·
0
ek,k
ek,k+1
· · ·
ek,m−1


=


0
· · ·
0
e0,m−k
e1,m−k+1
· · ·
ek−1,m−1


This shows that if {ei,j} are known for i ≤ j < k, then ei,k are uniquely determined by [βnk,r ]k,r.
When k = 1, e0,j = 1. Thus by induction on k we have proved that ei,j can be obtained from
χnk,r. 
5. Matrix Rank Loci
For the rest of the paper we discuss the matrix rank loci. By a matrix rank loci we mean the
following three cases. Let Mn, M
∧
n and M
S
n be the space of n × n ordinary, skew-symmetric and
symmetric matrices over k respectively. We know that Mn = (k
n)⊗2, M∧n = ∧
2kn and MSn =
Sym2kn are of dimension n2,
(
n+1
2
)
and
(
n
2
)
respectively. The group GLn(k)×GLn(k) and GLn(k)
act on Mn, M
∧
n and M
S
n by sending a matrix A to PAQ, PAP
t and PAP t. For all three cases,
there are only finitely orbits consisting of matrices of the same rank. For any 0 ≤ k ≤ n, we denote
the orbits as
Σ◦n,k :={A ∈Mn| rkA = n− k};
ΣS◦n,k :={A ∈M
S
n | rkA = n− k}.
Since a skew-symmetric matrix can only be of even rank, we denote
Σ∧◦2n+1,2k+1 := {A ∈M
∧
n | rkA = 2n− 2k}; Σ
∧◦
2n,2k := {A ∈M
∧
n | rkA = 2n− 2k}.
We call those orbits the ordinary, symmetric and skew-symmetric rank loci. We denote Σn,k, Σ
∧
n,k
and ΣSn,k to be there closure.
Note that all three GLn actions contain k
∗ multiplications, thus the actions pass to projectived
spaces P(Mn), P(M
∧
n ) and P(M
S
n ). We denote the projectived orbits (and their closure) by τ
◦
n,k,
τ∧◦n,k and τ
S◦
n,k (and τn,k, τ
∧
n,k and τ
S
n,k) respectively. We list here some basic properties of rank loci ,
for details we refer to [28], [13] and [19].
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Proposition 5.1. With the notations mentioned above.
(1) The rank loci are reduced irreducible closed varieties.
(2) (Dimension) dimΣn,k = n
2 − k2, dimΣSn,k =
(n−k)(n+k+1)
2 and dimΣ
∧
n,k =
(n−k)(n+k−1)
2 .
(3) (Singularity) When 1 ≤ k ≤ n−1, Σn,k, Σ
∧
n,k and Σ
S
n,k are singular with singularity Σn,k+1,
Σ∧n,k+2 and Σ
S
n,k+1 respectively. For k = 0, n they are smooth.
(4) (Product Structure) For any A ∈ Σn,r, the normal slice NA is isomorphic to Mr, and
intersects Σn,r at {A} = 0. Moreover the intersection Σn,k∩NA is isomorphic to Σr,k. This
gives a local product structure (Σn,k, A) ∼= (Σr,k, 0)× kN . The same property holds for Σ∧n,k
and ΣSn,k.
(5) (Duality) For k = 1, · · · , n− 1, the dual variety of τn,k, τSn,k and τ
∧
2n+1,2k+1 (or τ
∧
2n,2k) are
isomorphic to τn,n−k , τ
S
n,n−k and τ
∧
2n+1,2n+1−2k (or τ
∧
2n,2n−2k) respectively.
(6) For ordinary matrix and skew-symmetric matrices, we have
χ(τ∧◦n,k) =

0 k < n− 2(n
2
)
k = n− 2
; χ(τ◦n,k) =

0 k < n− 1n2 k = n− 1
(7) For symmetric matrices, we have the following slightly different result
χSn,k := χ(τ
S◦
n,k) =


0 k < n− 2(
n
2
)
k = n− 2(
n
1
)
k = n− 1
Most importantly, all three types rank loci admit natural resolutions of singularities: the Tjurina
transforms defined as the incidence of Grassmannians. Let G(k, n) be the Grassmannian of k-planes
in V = kn, we denote S and Q to be the universal sub and quotient bundles. For ordinary rank loci
τn,k, the (projective) Tjurina transform is defined by
τˆn,k := {(Λ, A)|Λ ⊂ kerA} ⊂ P(Mn)×G(k, n).
The skew-symmetric and symmetric Tjurina transforms are defined as
τˆ∧n,k :={(Λ, X)|X |Λ = 0} ⊂ P(M
∧
n )×G(k, n);
τˆSn,k :={(Λ, X)|X |Λ = 0} ⊂ P(M
S
n )×G(k, n);
For all three cases, set X = τ , X = τ∧ and X = τS , and set PN by P(Mn), P(M
∧
n ) and P(M
S
n ) we
have commutative diagrams
Xn,k G(k, n)× PN
G(k, n) Xn,k P
N .
p
q
The first projection p is a resolution of singularity, and is isomorphic over τ◦n,k. The second projec-
tions q identifies the Tjurina transforms with projectivized bundles:
τˆn,k ∼= P(Q
∨n); τˆ∧n,k
∼= P(∧2Q∨); τˆSn,k
∼= P(Sym2Q∨).
For details we refer to [19] [28] [13].
6. Local Euler Obstruction of Rank Loci
In this section we apply Theorem 4.1 to the case of matrix rank loci.
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6.1. Ordinary Matrix. For ordinary matrix cells, the local Euler obstruction are computed over C
in [16] and over arbitrary algebraically closed field in [32]. In [16] the authors used recursive method
based on the knowledge of Smn,i computed in [18] via topology method. In [32] the formula came
from direct computation via the knowledge of Nash blowup and the Nash bundle. Here we propose
a proof to the formula for Smn,i different with [18] and [32]. The proof is algebraic, thus works for
arbitrary algebraically closed field of characteristic 0.
Proposition 6.1. For ordinary matrix rank loci we have
Smn,i = (−1)
n+1−k
(
n
k
)
.
Proof. Recall the Tjurina diagram
τˆn,k G(k, n)× PN
G(k, n) τn,k P
N .
pq
In [33] we proved the following formula
c
τ◦n,k
sm (H) =
n−1∑
i=k
(−1)i−k
(
i
k
)
p∗c
τˆn,i
sm (H).
Thus it amounts to compute p∗c
τˆn,i
sm (−1). Recall that τˆn,k is isomorphic to the projectivized bundle
P(Q∨n). Let S and Q be the universal sub and quotient bundles on Grassmannian G(k, n), and let
O(1) be the tautological line bundle. We have
(−1)n
2−1p∗c
τˆn,k
sm (−1) =
∫
P(Q∨n)
c(S∨ ⊗Q)c(Q∨n ⊗O(1))
c(O(1))
∩ [P(Q∨n)]
By Lemma 1 we have
(−1)n
2−1p∗c
τˆn,k
sm (−1) =
∫
P(Q∨n)
c(S∨ ⊗Q)c(Q∨n ⊗O(1))
c(O(1))
∩ [P(Q∨n)]
=
∫
G(k,n)
(
1−
cn(n−k)(Q
n))
c(Qn))
)
∩ [G(k, n)]
=
∫
G(k,n)
c(TG(k,n)) ∩ [G(k, n)] =
(
n
k
)
Thus we have
Smn,k =(−1)
n2−1c
τ◦n,k
sm (−1) =
n−1∑
i=k
(−1)i−k
(
i
k
)
(−1)n
2−1p∗c
τˆn,i
sm (−1)
=
n−1∑
i=k
(−1)i−k
(
n
i
)(
i
k
)
=
(
n
k
)
·
n−1∑
i=k
(−1)i−k
(
n− k
i− k
)
=(−1)n+1−k
(
n
k
)

Follow from Theorem 3.1 we have:
Theorem 6.2. The local Euler obstruction function of τn,k is
ei,j = Euτn,i(τ
◦
n,j) =
(
j
i
)
.
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Proof. We prove by inductions. For the initial case, we have ei,i = 1 for any i. Assume that ei,j =
(
j
i
)
for all i ≤ j < n. Then Proposition 2.4 we have
ek,n =
n−1∑
r=k
ek,r · Smn,r =
n−1∑
r=k
(
r
k
)
(−1)n+1−r
(
n
r
)
=
(
n
k
)
· (−1) ·
n−k−1∑
j=0
(−1)n−k−j
(
n− k
j
)
=
(
n
k
)
· (−1) · (0n−k − (−1)(n−k)−(n−k)) =
(
n
k
)

6.2. Skew-Symmetric Matrix. For skew-symmetric rank loci we have Vn = ∧2kn and Gn =
GLn(k). we denote to orbits of of rank n − k matrices in ∧2kn and P(∧2kn) by Σ∧◦n,k and τ
∧◦
n,k
respectively. Here n − k = 0, 2, 4, · · · ⌊n2 ⌋. Let Σn,k and τn,k be their closures. The local product
structure shows that, for m ≥ n we have
Euτm,k(τ
∧◦
n,k+j) = Euτm,k(τ
∧◦
m,k+j).
For complex skew-symmetric rank loci, the local Euler obstruction are computed in [28, Chapter
9], in which the author computed Smm,i using topology method. Here we propose an algebraic
proof , which works for general k of characteristic 0.
Proposition 6.3. The csm invariants are given by
Sm2n,2k = Sm2n+1,2k+1 = (−1)
n−k+1
(
n
k
)
.
Proof. Recall the Tjurina diagram for skew-symmetric rank loci.
τˆ∧m,k G(k, n)× P(∧
2km)
G(k, n) τ∧m,k P(∧
2km).
p
q
Here τˆ∧m,k is isomorphic to the projective bundle P(∧
2Q∨). Thus we have
(−1)(
m
2 )−1p∗(c
τˆ∧m,k
sm )(−1) =
∫
P(∧2Q∨)
c(S∨ ⊗Q)c(∧2Q∨)⊗O(1))
c(O(1))
∩ [P(∧2Q∨)]
By Lemma 1 we have
(−1)(
m
2 )−1p∗(c
τˆ∧m,k
sm )(−1) =
∫
G(k,m)
c(S∨ ⊗Q) ·
(
1−
ctop(∧
2Q)
c(∧2Q)
)
∩ [G(k,m)]
=
(
m
k
)
−
∫
G(k,m)
c(S∨ ⊗Q)ctop(∧
2Q)
c(∧2Q)
∩ [G(k,m)]
For any A ∈ τ∧◦m,r, the fiber p
−1(A) is isomorphic to the Grassmannian G(k, r). Notice that A
can only have even degree, we need to consider m = 2n and m = 2n+ 1 cases separately. First we
consider the even case. The pushforward of constructible functions shows that
(−1)(
2n
2 )−1p∗(c
τˆ∧2n,2k
sm )(−1) =
n−1∑
r=k
(
2r
2k
)
(−1)(
2n
2 )−1c
τ∧◦2n,2r
sm (−1)
=
n−1∑
r=k
(
2r
2k
)
Sm2n,2r.
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When m = 2n+ 1, we have
(−1)(
2n+1
2 )−1p∗(c
τˆ∧2n+1,2k+1
sm )(−1) =
n−1∑
r=k
(
2r + 1
2k + 1
)
Sm2n+1,2r+1.
Notice that the matrices [
(
2r
2k
)
]1≤r,k≤n−1 and [
(
2r+1
2k+1
)
]1≤r,k≤n−1 are invertible, thus it amounts to
prove the following Schubert identities:∫
G(2k,2n)
c(S∨ ⊗Q)c(2n−2k2 )
(∧2Q)
c(∧2Q)
∩ [G(2k, 2n)] =
n∑
r=k
(−1)n−k
(
2r
2k
)(
n
r
)
∫
G(2k+1,2n+1)
c(S∨ ⊗Q)c(2n−2k2 )
(∧2Q)
c(∧2Q)
∩ [G(2k + 1, 2n+ 1)] =
n∑
r=k
(−1)n−k
(
2r + 1
2k + 1
)(
n
r
)
When the base field is C, this was proved in [28, Chapter 9]. Since the equations are nothing but
binomial identities, thus they hold for arbitrary field k of charcteristic 0. 
Mimicking the proof for the ordinary rank loci case we have:
Theorem 6.4. The local Euler obstructions of skew-symmetric rank loci are
Euτ∧
2n,2k
(τ∧◦2n,2r) = Euτ∧2n+1,2k+1(τ
∧◦
2n+1,2r+1) =
(
r
k
)
.
6.3. Symmetric Matrix. In this section we have Vn = Sym
2kn to be the space of all symmetric n×
nmatrices, and Gn = GLn(k) acts on Vn by P ·A·P t. The group orbits consist of symmetric matrices
of rank n− k for k = 0, 1, · · ·n− 1, and are denoted by ΣS◦n,k. Let τ
S◦
n,k be their projectivizations in
P(Sym2kn). Let ΣSn,k and τ
S
n,k be their closures. The product structure shows that
EuΣS
n,k
(ΣS◦n,k+j) = EuΣS
m,k
(ΣS◦m,k+j) = EuτS
n,k
(τS◦n,k+j).
for k + j < n.
Unlike the ordinary and skew-symmetric case, the Euler obstructions of complex symmetric rank
loci are unknown. Thus we compute them here. We follow the strategy in Theorem 3.1. First we
compute the csm indices Smn,k.
Proposition 6.5. For any 1 ≤ k ≤ m− 1, we have the following formula
Smm,k := (−1)(
m+1
2 )−1 · c
τS◦◦m,k
sm (−1) =


(−1)n−i+1 ·
(
n
i
)
k = 2i,m = 2n
0 k = 2i+ 1,m = 2n
(−1)n−i
(
n
i
)
k = 2i,m = 2n+ 1
(−1)n−i+1
(
n
i
)
k = 2i+ 1,m = 2n+ 1
Proof. Consider the Tjurina transform diagram of symmetric rank loci:
τˆSn,k G(k, n)× P(Sym
2kn)
G(k, n) τSn,k P(Sym
2kn).
p
q
Here τˆSn,k is isomorphic to the projective bundle P(Sym
2Q∨) over G(k, n), for Q being the universal
quotient bundle. Notice that for any A ∈ τS◦m,k+j , its fiber p
−1(A) is isomorphic to G(k, k+ j). Thus
we have
p∗c
τˆSm,k
sm (H) =
m−1∑
j=k
(
j
k
)
c
τˆS◦m,j
sm (H)
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Following the same argument in ordinary case we have
c
τS◦m,k
sm (H) =
m−1∑
j=k
(−1)j−k
(
j
k
)
p∗c
τˆSm,j
sm (H).
Thus it amounts to compute the indices {p∗c
τˆSm,k+i
sm (−1)}. Since τˆSm,k
∼= P(Sym2Q∨), let O(1) be the
tautological line bundle we have
(−1)(
m+1
2 )−1p∗c
τˆSm,k
sm (−1) =
∫
P(Sym2Q∨)
c(S∨ ⊗Q)c(Sym2Q∨)⊗O(1))
c(O(1))
∩ [P(Sym2Q∨)]
By Lemma 1 we have
(−1)(
m+1
2 )−1p∗c
τˆn,k
sm (−1) =
∫
P(Sym2Q∨)
c(S∨ ⊗Q)c(Sym2Q∨ ⊗O(1))
c(O(1))
∩ [P(Sym2Q∨)]
=
∫
G(k,n)
c(S∨ ⊗Q) ·
(
1−
ctop(Sym
2Q)
c(Sym2Q)
)
∩ [G(k, n)]
=
(
n
k
)
−
∫
G(k,n)
c(S∨ ⊗Q)ctop(Sym
2Q)
c(Sym2Q)
∩ [G(k, n)]
Lemma 2. We have the following Schubert formula.∫
G(k,2n)
c(S∨ ⊗Q)ctop(Sym2Q)
c(Sym2Q)
=
n∑
r=k−n
(
n
r
)(
r
k − n
)
= 22n−k ·
(
n
k − n
)
∫
G(k,2n+1)
c(S∨ ⊗Q)ctop(Sym2Q)
c(Sym2Q)
=
n∑
r=k−n−1
(
n
r
)(
r
k − n− 1
)
= 22n−k+1 ·
(
n
k − n− 1
)
.
Proof of Lemma. Recall the standard duality
φ : G1 = G(k, n) = G(k, V )→ G(n− k, n) = G(n− k, V
∨) =: G2.
For i = 1, 2 we denote Si, Qi to be the universal sub and quotient bundles. Then φ
∗S2 = Q
∨
1 and
φ∗Q2 = S
∨
1 . Thus we have∫
G(k,2n)
c(S∨ ⊗Q)ctop(Sym2Q)
c(Sym2Q)
=
∫
G(2n−k,2n)
c(Q⊗ S∨)ctop(Sym2S∨)
c(Sym2S∨)
.
Thus it amounts to prove that∫
G(2n−k,2n)
c(Q ⊗ S∨)ctop(Sym2S∨)
c(Sym2S∨)
= 22n−k ·
(
n
k − n
)
∫
G(2n−k+1,2n+1)
c(Q ⊗ S∨)ctop(Sym2S∨)
c(Sym2S∨)
= 22n−k+1 ·
(
n
k − n− 1
)
.
We leave the rest of proof to Corollary 4, where we identify such integrations as the Euler charac-
teristics of certain moduli spaces, and compute them using geometry method. 
Thus from the Lemma we have
(−1)(
m+1
2 )−1p∗c
τˆS2n,k
sm (−1) =
(
2n
k
)
− 22n−k ·
(
n
k − n
)
(−1)(
m+1
2 )−1p∗c
τˆS2n+1,k
sm (−1) =
(
2n+ 1
k
)
− 22n−k+1 ·
(
n
k − n− 1
)
.
Here we make the convention that
(
n
k
)
= 0 whenever k < 0.
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Then for m = 2n we have
Sm2n,k =
2n−1∑
j=k
(−1)j−k
(
j
k
)
p∗c
τˆ2n,j
sm (−1)
=
2n−1∑
j=k
(−1)j−k
(
j
k
)((
2n
j
)
− 22n−j ·
(
n
j − n
))
=

(−1)
n−i+1 ·
(
n
i
)
k = 2i
0 k = 2i+ 1
.
For m = 2n+ 1 we have
Sm2n+1,k =
2n∑
j=k
(−1)j−k
(
j
k
)
p∗c
τˆ2n+1,j
sm (−1)
=
2n∑
j=k
(−1)j−k
(
j
k
)((
2n+ 1
j
)
− 22n+1−j ·
(
n
j − n− 1
))
=

(−1)
n−i
(
n
i
)
k = 2i
(−1)n−i+1
(
n
i
)
k = 2i+ 1
.
The last steps are binomial identities that can be proved by induction. We leave the details to the
readers. 
Now we proceed to compute the local Euler obstructions.
Theorem 6.6. Let ek,n be the local Euler obstruction of Σ
S
n,k at 0. Then we have
ek,m =


(
n
i
)
k = 2i,m = 2n
0 k = 2i+ 1,m = 2n(
n
i
)
k = 2i,m = 2n+ 1(
n
i
)
k = 2i+ 1,m = 2n+ 1
Proof. We prove by induction on n. When n = 1, Proposition 2.8 shows that
e1,2 =e1,1 · Sm2,1 = 0
e1,3 =e1,2 · Sm3,2 + e1,1 · Sm3,1 = 0 · 1 + 1 · 1 = 1 =
(
1
0
)
e2,3 =e2,2 · Sm3,2 = 1 · 1 =
(
1
1
)
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Assume that the theorem holds true for all n ≤ N and all k ≤ 2N + 1. For n = N + 1, combine
Proposition 2.8 and Proposition 6.5 we have
e2k+1,2n =
2n−1∑
j=2k+1
e2k+1,j · Sm2n,j
=
n−1∑
j=k+1
e2k+1,2j · Sm2n,2j +
n−1∑
j=k
e2k+1,2j+1 · Sm2n,2j+1
=
n−1∑
j=k+1
0 · Sm2n,2j +
n−1∑
j=k
e2k+1,2j+1 · 0
=0
e2k,2n =
2n−1∑
j=2k
e2k,j · Sm2n,j
=
n−1∑
j=k
e2k,2j · Sm2n,2j +
n−1∑
j=k
e2k,2j+1 · Sm2n,2j+1
=
n−1∑
j=k
e2k,2j · Sm2n,2j =
n−1∑
j=k
(−1)j−k+1 ·
(
j
k
)(
n
j
)
=
n−1∑
j=k
(−1)n−j+1
(
j
k
)
·
(
n
j
)
=
(
n
k
)
·
n−1∑
j=k
(−1)j−k+1
(
n− k
j − k
)
=
(
n
k
)
The proof for e2k,2n+1 = e2k+1,2n+1 =
(
n
k
)
are exactly the same. Thus we have proved the induction
step, and hence the theorem. 
7. Sectional Euler Characteristic of Rank Loci
In this section we apply Theorem 2.3 to compute the sectional Euler characteristic of matrix rank
loci.
7.1. Ordinary Matrix. Recall that the dual variety of τn,k ⊂ Pn
2−1 is exactly τn,n−k ⊂ P∗n
2−1,
with dimensions d = dim τn,k = (n+ k)(n− k)− 1 and d∗ = dim τn,n−k = (2n− k)k − 1. We have
the following.
Theorem 7.1. Let L be a hyperplane correspond to l ∈ τ◦n,r ∈ P
∗n2−1. Then we have
χ(τ◦n,k ∩ L) =


∑n
i=k(−1)
i−k
(
i
k
)(
r
n−i
)
k < n− 1
r − n+ n2 − 1 k = n− 1
.
Here we make the convention that
(
a
b
)
= 0 whenever b < 0.
Proof. Theorem 2.5 shows that
(Euτn,k)
∨ = Euτn,n−k + e1Pn2−1
Thus for any r we have
n−1∑
j=0
Euτn,k(τ
◦
n,j)
(
χnk,r − χ
n
k,0
)
= Euτn,n−k(τ
◦
n,r).
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Recall that Euτn,k(τ
◦
n,j) = ek,j =
(
j
k
)
. Let βnk,r :=
(
χnk,s − χ
n
k,0
)
we have


(
1
1
) (
2
1
) (
3
1
)
· · ·
(
n−1
1
)
0
(
2
2
) (
3
2
)
· · ·
(
n−1
2
)
· · · · · · · · · · · · · · ·
0 0 0 · · ·
(
n−1
n−1
)

·


βn1,1 · · · β
n
1,n−1
βn2,1 · · · β
n
2,n−1
· · · · · · · · ·
βnn−1,1 · · · β
n
n−1,n−1

 =


0 0 · · · 0
(
n−1
n−1
)
0 0 · · ·
(
n−2
n−2
) (
n−1
n−2
)
· · · · · · · · · · · · · · ·(
1
1
) (
2
1
) (
3
1
)
· · ·
(
n−1
1
)

 .
Since the inverse matrix of [
(
i
j
)
]1≤i,j≤n−1 is [(−1)
j−i
(
i
j
)
]1≤i,j≤n−1, we then have
βk,r =
n−1∑
i=k
(−1)i−k
(
i
k
)(
r
n− i
)
Recall that Proposition 2.4 shows:
χnk,r = β
n
k,r + χ
n
k,0 = β
n
k,r + χ(τ
◦
n,k)− Smn,k.
From Proposition 6.1 we have Smn,k = (−1)n+1−k
(
n
k
)
, and hence
χnk,r =
n−1∑
i=k
(−1)i−k
(
i
k
)(
r
n− i
)
+ (−1)n−k
(
n
k
)
+ χ(τ◦n,k)
=


∑n−1
i=k (−1)
i−k
(
i
k
)(
r
n−i
)
+ (−1)n−k
(
n
k
)
k < n− 1
r − n+ n2 − 1 k = n− 1

7.2. Skew-Symmetric Matrix. Now we consider skew-symmetric case. When m = 2n + 1, the
total space P(∧2k2n+1) is of dimension n(2n+1)−1. The rank loci τ∧2n+1,2k+1 is dual to τ
∧
2n+1,2n−2k−1,
and they are of dimensions (n− k)(2n+2k+1)− 1 and (k+1)(4n− 2k− 1)− 1 respectively. When
m = 2n is even, the total space P(∧2k2n) is of dimension n(2n− 1)− 1. The rank loci τ∧2n,2k is dual
to τ∧2n,2n−2k, and they are of dimensions (n− k)(2n+2k− 1)− 1 and (k+1)(4n− 2k− 1)− 1. Thus
we have the following:
Theorem 7.2. Let LB be a hyperplane correspond to l ∈ τ◦m,B ∈ P
∗(m2 )−1. Then we have
χ(τ∧◦2n,2k ∩ L2r) =χ(τ
∧◦
2n+1,2k+1 ∩ L2r+1)
=


∑n−1
i=k (−1)
i−k+1
(
i
k
)(
r
n−i
)
+ (−1)n−k
(
n
k
)
k < n− 1
2n2 − 1− r k = n− 1
Here we make the convention that
(
a
b
)
= 0 whenever b < 0.
Proof. First we consider the odd case m = 2n+ 1. Theorem 2.5 shows that
(Euτ∧
2n+1,2k+1
)∨ = (−1) ·Euτ∧
2n+1,2n−2k−1
+ e1P(∧2k2n+1)
Thus for 1 ≤ k, s ≤ n− 1 we have
n−1∑
r=k
Euτ∧
2n+1,2k+1
(τ∧◦2n+1,2r+1)
(
χ2n+12r+1,2s+1 − χ
2n+1
2r+1,1
)
= −Euτ∧
2n+1,2n−2k−1
(τ∧◦2n+1,2s+1).
Define β2n+12k+1,2s+1 = χ
2n+1
2r+1,2s+1 − χ
2n+1
2r+1,1. Recall from Theorem 6.4 that
Euτ∧
2n+1,2k+1
(τ∧◦2n+1,2r+1) =
(
r
k
)
.
22 XIPING ZHANG
Then we have

(
1
1
) (
2
1
) (
3
1
)
· · ·
(
n−1
0
)
0
(
2
2
) (
3
2
)
· · ·
(
n−1
2
)
· · · · · · · · · · · · · · ·
0 0 0 · · ·
(
n−1
n−1
)

·

 β
2n+1
3,1 · · · β
2n+1
3,2n−1
· · · · · · · · ·
β2n+12n−1,1 · · · β
2n+1
2n−1,2n−1

 = −


0 0 · · · 0
(
n−1
n−1
)
0 0 · · ·
(
n−2
n−2
) (
n−2
n−1
)
· · · · · · · · · · · · · · ·(
1
1
) (
2
1
) (
3
1
)
· · ·
(
n−1
0
)

 .
Since the inverse matrix of [
(
i
j
)
]1≤i,j≤n−1 is [(−1)j−i
(
i
j
)
]1≤i,j≤n−1, we then have
β2n+12k+1,2r+1 =
n−1∑
i=k
(−1)i−k+1
(
i
k
)(
r
n− i
)
Thus
χ2n+12k+1,2r+1 =β
2n+1
2k+1,2r+1 + χ
2n+1
2k+1,1
=
n−1∑
i=k
(−1)i−k+1
(
i
k
)(
r
n− i
)
+ χ2n+12k+1,1
=
n−1∑
i=k
(−1)i−k+1
(
i
k
)(
r
n− i
)
+ χτ∧◦
2n+1,2k+1
− Sm2n+1,2k+1
=


∑n−1
i=k (−1)
i−k+1
(
i
k
)(
r
n−i
)
+ (−1)n−k
(
n
k
)
k < n− 1
2n2 − 1− r k = n− 1
The last step follows from Proposition 6.3 we have the formula in the statement. When m = 2n is
even, Theorem 2.5 shows that
(Euτ∧
2n+1,2k+1
)∨ = (−1) ·Euτ∧
2n+1,2n−2k−1
+ e1P(∧2k2n+1)
The same argument shows that
χ2n2k,2r =


∑n−1
i=k (−1)
i−k+1
(
i
k
)(
r
n−i
)
+ (−1)n−k
(
n
k
)
k < n− 1
2n2 − 1− r k = n− 1

7.3. Symmetric Matrix. Now we compute the sectional Euler characteristic of symmetric rank
loci. We have the following theorem.
Theorem 7.3. Let τS◦m,A be the orbits in P(Sym
2km). For any lB ∈ (τS◦m,B) ⊂ P(Sym
2km∨), let LB
be the corresponding hyperplane. Then for A,B from 1 to m− 1 we have
χ(τS◦m,A ∩ LB) =


m = 2n+ 2


∑n
l=1(−1)
l−k
(
l
k
)(
r
n+1−l
)
− (−1)n−k
(
n+1
k
)
+ χS2n+2,2k A = 2k,B = 2r
χS2n+2,2k+1 A = 2k + 1, B = 2r∑n
l=1(−1)
l−k
(
l
k
)(
r+1
n+1−l
)
− (−1)n−k
(
n+1
k
)
+ χS2n+2,2k A = 2k,B = 2r + 1∑n
l=1(−1)
l−k+1
(
l
k
)(
r
n−l
)
+ χS2n+2,2k A = 2k + 1, B = 2r + 1
m = 2n+ 1


∑n
l=1(−1)
l−k
(
l
k
)(
r
n+1−l
)
− (−1)n−k
(
n
k
)
+ χS2n+1,2k A = 2kB = 2r
(−1)n−k+1
(
n
k
)
+ χS2n+1,2k+1 A = 2k + 1, B = 2r∑n−1
l=0 (−1)
l−k+1
(
l
k−1
)(
r
n−l
)
− (−1)n−k
(
n
k
)
+ χS2n+1,2k A = 2k,B = 2r + 1∑n−1
l=1 (−1)
l−k
(
l
k
)(
r
n−l
)
− (−1)n−k+1
(
n
k
)
+ χS2n+1,2k+1 A = 2k + 1, B = 2r + 1
Here χSm,A are defined in Proposition 5.1-7. We make the convention that
(
a
b
)
= 0 whenever b < 0.
GEOMETRY INVARIANTS OF GROUP ORBITS 23
Proof. We follow the proof as in ordinary matrix case. Recall that for k = 1, · · · ,m− 1 the variety
τSm,k is dual to τ
S
m,m−k, with dimensions
(m−k)(m+k+1)
2 − 1 and
k(2m−k+1)
2 − 1 respectively. Here
P(Sym2km) = PN , whereN =
(
m+1
2
)
− 1. Thus from Theorem 2.5 we have
(EuτS
m,k
)∨ = (−1)(m−k)(m+1)EuτS
m,m−k
+ e1PN
We denote βmi,j to be the difference χ(τ
S◦
m,j ∩ Lj)−χ(τ
S◦
m,j ∩H), where Lj ∈ τ
S◦
m,j in the dual space and
H is a generic hyperplane. First we consider the case that m = 2n+ 2 is even. Apply Theorem 6.6
we have

(
0
0
)
0
(
1
0
)
0 · · ·
(
n
0
)
0
(
1
1
) (
1
1
)
· · ·
(
n
1
) (
n
1
)
· · · · · · · · · · · · · · · · · ·
0 0 0 0 · · ·
(
n
n
)

·


β2n+21,1 · · · β
2n+2
1,2n+1
β2n+22,1 · · · β
2n+2
2,2n+1
· · · · · · · · ·
β2n+22n+1,1 · · · β
2n+2
2n+1,2n+1

 =


0 0 · · · 0 0 −
(
n
n
)
· · · · · · · · · · · · · · · · · ·
0
(
1
1
) (
1
1
)
· · ·
(
n
1
) (
n
1
)
−
(
0
0
)
0 −
(
1
0
)
0 · · · −
(
n
0
)

 .
Lemma 3. The inverse matrix of

(
0
0
)
0
(
1
0
)
0 · · ·
(
n
0
)
0
(
1
1
) (
1
1
)
· · ·
(
n
1
) (
n
1
)
· · · · · · · · · · · · · · · · · ·
0 0 0 0 · · ·
(
n
n
)


is 

(
0
0
)
0 −
(
1
0
)
0
(
2
0
)
0 · · ·
(
n
0
)
0
(
1
1
)
−
(
1
1
)
−
(
2
1
) (
2
1
)
· · · −
(
n
1
) (
n
1
)
0 0
(
1
1
)
0 −
(
2
1
)
0 · · · −
(
n
1
)
· · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 0 0 · · ·
(
n
n
)


The proof of the Lemma is straight binomial computation. Thus for A,B from 1 to 2n + 1 we
have:
β2n+2A,B =


∑n
l=1(−1)
l−k
(
l
k
)(
r
n+1−l
)
A = 2k,B = 2r
0 A = 2k + 1, B = 2r∑n
l=1(−1)
l−k
(
l
k
)(
r+1
n+1−l
)
A = 2k,B = 2r + 1∑n
l=1(−1)
l−k+1
(
l
k
)(
r
n−l
)
A = 2k + 1, B = 2r + 1
For the case that m = 2n+ 1, notice that
(EuτS
2n+1,k
)∨ = EuτS
2n+1,2n+1−k
+ e1PN
Thus we have

(
0
0
)
0
(
1
0
)
0 · · ·
(
n
0
)
0
(
1
1
) (
1
1
)
· · ·
(
n
1
) (
n
1
)
· · · · · · · · · · · · · · · · · ·
0 0 0 0 · · ·
(
n
n
)

·


β2n+11,1 · · · β
2n+1
1,2n+1
β2n+12,1 · · · β
2n+1
2,2n+1
· · · · · · · · ·
β2n+12n+1,1 · · · β
2n+1
2n+1,2n+1

 =


0 0 · · · 0 0
(
n
n
)
· · · · · · · · · · · · · · · · · ·
0
(
1
1
) (
1
1
)
· · ·
(
n
1
) (
n
1
)(
0
0
)
0
(
1
0
)
0 · · ·
(
n
0
)

 .
Mimicking the computation for m = 2n+ 2 we get
β2n+1A,B =


∑n
l=1(−1)
l−k
(
l
k
)(
r
n+1−l
)
A = 2k,B = 2r
0 A = 2k + 1, B = 2r∑n−1
l=0 (−1)
l−k+1
(
l
k−1
)(
r
n−l
)
A = 2k,B = 2r + 1∑n−1
l=1 (−1)
l−k
(
l
k
)(
r
n−l
)
A = 2k + 1, B = 2r + 1
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Recall that Smm,A = χ(τ
S◦
m,A)− χ(τ
S◦
m,A ∩H). We then have
χ(τS◦m,A ∩ LB) =β
m
A,B + χ(τ
S◦
m,A ∩H)
=βmA,B + χ(τ
S◦
m,A)− Smm,A
Proposition 5.1-7 shows that for symmetric rank loci we have
χ(τS◦m,A) = χ
S
m,A
Thus combine with Proposition 6.5 we have the formula in the theorem. 
8. An Enumerative Problem
In this section we finish the proof of Proposition 6.5. First we consider the following situation.
Let V be a complex vector space of dimension n+ 1, and let X ⊂ P(V ) be an irreducible quadratic
hypersurface defined by the vanishing of fX . Let G(d, n) = G(d+ 1, n+ 1) be the Grassmannian of
projective d planes, with S and Q being universal sub and quotient bundles. We consider the space
of projective d planes contained in X :
ZXd,n := {Λ|Λ ⊂ X} ⊂ G(d, n)
This space is called the Fano scheme of X . Notice that quadratic hypersurfaces in P(V ) corre-
spond to sections in Sym2(V ∨), thus the function defining X induces a section sX from G(d, n) to
Hom(Sym2(S),C), sending Λ to
sX |Λ : Sym
2Λ ⊂ Sym2V → C.
The last map is defined by fX . One can check that the zero locus of sX is exactly supported on Z
X
d,n.
When 2d ≤ n− 1, if we choose a generic smooth section fX in Sym
2(V ∨), the space ZXd,n is smooth
of codimension
(
d+2
2
)
. We denote this space by Zd,n, since for generic sections fX its topological
structure is preserved. For details we refer to [1].
In classical enumerative geometry we concern the degree of this variety, but here we consider its
(topological) Euler characteristic instead. When Zd,n is of dimension 0, they coincide. We denote
F (d, n) = χ(Zd,n) to be the Euler characteristic.
Theorem 8.1. When 2d ≤ n− 1, the functions F (d, n) satisfy the following recursive formula.
F (d, 2m) =F (d, 2m− 1),
F (d, 2m+ 1) =F (d, 2m) + 2 · F (d− 1, 2m).
Thus computing the initial value we have
F (d, 2m− 1) = F (d, 2m) = 2d+1 ·
(
m
m− d− 1
)
.
Proof. First we consider the initial value d = 0. When d = 0 we can see that Z0,n = X and
F (0, n) = χ(X). Notice that X is a smooth quadratic hypersurface in Pn, thus we have
cXsm(H) =
2H · (1 +H)n+1
(1 + 2H)
=
n−1∑
i=0
(−1)
(
n+ 1
i
)
(−2)n−iHn + lower degree terms.
In particular we have
χ(X) =
n−1∑
i=0
(−1)
(
n+ 1
i
)
(−2)n−i =
(−1)n+1 − 1− 2
(
n+1
n
)
2
= n+ 1 +
(−1)n+1 − 1
2
.
This shows that F (0, 2m) = F (0, 2m− 1) = 2m.
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Now we prove the induction process. Choose a generic hypersurfaceX such that Zd,n = Z
X
d,n. No-
tice that the intersection of X with a generic hyperplane H is again a generic quadratic hypersurface
Y = X ∩H in H ∼= Pn−1. We define the following two strata in ZXd,n:
AH := {Λ|Λ ⊂ H} ⊂ Z
X
d,n; BH := Z
X
d,n \AH .
There are two canonical restriction maps
p : AH → Z
Y
d,n−1; q : BH → Z
Y
d−1,n−1
defined as follows. For p, we simply send Λ ⊂ X to Λ ⊂ Y = X ∩H , since Λ ⊂ H . By the definition
of AH one can observe that p is an isomorphism, thus we have χ(AH) = χ(Z
Y
d,n−1) = F (d, n− 1).
We define q by sending a d-plane Λ to the d− 1-plane Λ ∩H . This is well-defined since Λ ∈ BH
iff Λ 6⊂ H . The map q is dominant for generic X and H , and for any Γ ∈ ZYd−1,n−1 the fiber q
−1(Γ)
is
{Λ ∈ G(d+ 1, n+ 1)|Γ ⊂ P(Λ) ⊂ X} \ {Λ ∈ G(d+ 1, n)|Γ ⊂ P(Λ) ⊂ X ∩H = Y }.
We denote them by CX and CY respectively. Notice that {Λ ∈ G(d + 1, n+ 1)|Γ ⊂ P(Λ)} can be
identified with G(1, n− d). For any L ∈ G(1, n− d), to force a the (projectivization of) the span of
L with Γ to live in X , we need d− 1 linear equations and a degree 2 equation. Thus we can identify
CX with a generic quadratic hypersurface in P
n−2d, and similarly CY is identified with a generic
quadratic hypersurface in Pn−2d−1. This shows that the fibers q−1(Γ) are all isomorphic, and we
then have
χ(BH) = χ(q
−1(Γ)) · F (d− 1, n− 1).
Moreover, the generic assumption shows that CX and CY are both smooth. Thus similar argument
of the initial case shows
χ(q−1(Γ)) =χ(CX)− χ(CY )
=
(
n− 2d+ 1 +
(−1)n−2d+1 − 1
2
)
−
(
n− 2d+
(−1)n−2d − 1
2
)
=1 + (−1)n−1
The proof is then closed by
F (d, n) = χ(ZXd,n) = χ(AH) + χ(BH) = F (d, n− 1) + (1 + (−1)
n−d) · F (d− 1, n− 1).

When d = 2r and n = 3r + 1, the space Zk,m is of dimension 0. Thus we have a direct Corollary
Corollary 3. For a generic quadratic hypersurface X in P3r+1, there are exactly 2d+1
(
A
A−d−1
)
projective 2r-planes living in X. Here A := 2 · ⌊n+12 ⌋.
Now we can finish the proof of Proposition 6.5.
Corollary 4.
∫
G(d+1,2m+1)
c(S∨ ⊗Q)c(d+22 )
(Sym2(S∨))
c(Sym2(S∨))
=2d+1 ·
(
m
m− d− 1
)
∫
G(d+1,2m)
c(S∨ ⊗Q)c(d+22 )
(Sym2(S∨))
c(Sym2(S∨))
=2d+1 ·
(
m
m− d− 1
)
.
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Proof. When 2d ≤ n−1, recall that the scheme ZXd,n is the zero locus of a section sX : G(d+1, n+1)→
Sym2(S∨). For generic X it is smooth of codimension
(
k+2
2
)
= rkSym2(S∨). Thus we have
c
ZXd,n
sm =
c(S∨ ⊗Q)c(k+22 )
(Sym2(S∨))
c(Sym2(S∨))
∈ A∗(G(d + 1, n+ 1)).
And the formula follows directly from the theorem.
It remains to prove the following: for 2d ≥ n we have∫
G(d+1,n+1)
c(S∨ ⊗Q)c(d+22 )
(Sym2(S∨))
c(Sym2(S∨))
= 0.
This follows from by standard Schubert calculus. First, from [24] we have
c(d+22 )
(Sym2(S∨)) = 2d+1∆[d+1](c(S
∨));
where [d+1] denotes the partition (d+1, d, d− 1, · · · , 1, 0, · · · , 0). Recall [15, Lemma 14.5.1], which
says that if there exists some 0 ≤ r ≤ k − 1 such that si(E) = 0 for i > r and λr+1 > 0, then
∆(λ1,··· ,λk)(c(E)) = 0
Notice that when 2d ≥ n, rkQ = n− d ≤ d < d+1 = rkS. Thus si(S∨) = ci(Q∨) = 0 for i > n− d.
Take λ = [d+ 1], one sees that λn−d+1 > 0, and then
∆[d+1](c(S
∨)) = 0.
This completes the proof. 
Remark 5. Although we work with C in this section, notice that Corollary 4 is purely about binomial
identities, thus it naturally holds for any characteristic 0 field.
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