A nonlinear data assimilation technique is applied to determine and track effective connections between ensembles of cultured spinal cord neurons measured with multielectrode arrays. The method is statistical, depending only on confidence intervals, and requiring no form of arbitrary thresholding. In addition, the method updates connection strengths sequentially, enabling real-time tracking of nonstationary networks. The ensemble Kalman filter is used with a generic spiking neuron model to estimate connection strengths as well as other system parameters to deal with model mismatch. The method is validated on noisy synthetic data from Hodgkin-Huxley model neurons before being used to find network connections in the neural culture recordings.
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PACS numbers: 87. 19 .lj, 07.05.Mh A dynamic of particular interest in neuronal networks is the connectivity structure. Connectivity changes as a function of network development and in response to applied electrical or pharmacological stimuli. Tracking these changes is essential for understanding the underlying dynamical evolution of the network, and serves as a valuable tool for experimental interventions.
A method for tracking connectivity should ideally meet several criteria. First, it should be statistical in nature. A strictly statistically-based method will require only a pre-determined confidence level, removing the need to provide an arbitrary decision threshold or decide how to make conclusions from a ROC curve. Second, the method should be robust to error. For our purposes, we are interested in two main types: error caused by system noise, and error caused by a mismatch in dynamics between acquired data and the model used to represent the data. Third, the method should have sequential, or real-time, implementation capability. Real-time analysis of a network's structure is particularly important in experimental scenarios where feedback is critical for determining or controlling the direction of the experiment. This letter describes a new method for tracking connectivity in neuronal networks that meets these three criteria.
Methods for detecting network links from complex time series have been the focus of several recent studies. The analysis of interactions between nonlinear processes was pursued in [1, 2] , and ideas from compressed sensing were introduced in [3] . The concept of Granger causality [4] has been exploited by calculating partial directed coherence in [5] .
Parallel to these developments are a wide range of connectivity methods for spike train measurements. Higher moment methods such as coherence, joint densities and cumulant spectra were pursued in [6] [7] [8] . An information theory approach was proposed in [9] . Maximum likelihood methods for spike train neuronal interaction were investigated in [10] [11] [12] [13] . These methods do not meet the first criteria of being statistically based.
The Cox method, introduced for neural networks in [14] and refined in [15] , was the first statistical test for connectivity in networks analyzed by spike trains. The method was expanded in [16] to include a test for changes in connectivity. The Cox method [17] is based on a proportional hazard model and uses multiple spike trains to compute a maximal likelihood connectivity parameter β ik along with a confidence interval. The confidence interval is then used to test for a connection against the null hypothesis H 0 : β ik = 0. It was shown in [15, 16] that to be empirically useful, a test for connectivity in large networks should produce confidence intervals that can be analyzed via multiple hypothesis testing. Additionally, the Cox method is designed to be independent of the individual neuron models, making the test very robust.
While the Cox method satifies the first two criteria of being statistical and robust to error, it fails to meet the third. Data requirements were found in [16] to be at least 10 3 spikes per neuron, and prior to the conclusion of processing, the method provides no estimate of the network connectivity structure. Furthermore, if new data is acquired then the entire data set must be re-processed before it can be included in the estimate, making use of the Cox method more suitable for offline analysis.
In the following we report on use of a parameter-augmented version of the ensemble Kalman filter (EnKF) to estimate connection strengths of a network of cultured neurons sampled by a multielectrode array (MEA). The Kalman filter [18] is a natural choice for this problem, because in addition to estimating the connection parameters it will estimate their uncertainties, which will allow a statistical test for connectivity to be developed. We will show that the method exhibits a robustness to error much like the Cox method, but offers a significant advantage in terms of application for real-time analysis.
The in vitro neuronal network we study consists of mammalian spinal cord neurons plated onto microelectrode arrays. An MEA simultaneously records the extracellular potential of spiking neurons plated near the array's electrodes. The neurons were extracted from embryonic day 18 (E18) mice, mechanically dissociated, and plated onto 64-channel MEAs at a density of about 200,000 cells per array. The connectivity strength between neural assemblies will be represented by a parameter vector β, where β ik indicates the connection parameter from neuron k to neuron i. Our goal is to continuously estimate these β ik parameters and determine which of the estimates are statistically significant, resulting in an identified network link.
For assimilation purposes, we posit a general nonlinear system with an n-dimensional state vector x and mdimensional observation vector y evolving according to
where w k and v k are Gaussian noise terms with covariance matrices Q and R respectively. An ensemble Kalman filter (EnKF) approximates a nonlinear system using a finite weighted ensemble [19] . We initialize the filter with state vector x + 0 = 0 n×1 and covariance matrix P + 0 = I n×n . At the k-th step of the filter we assume we are given an estimate of the state x + k−1 and a covariance matrix P + k−1 . We use the singular value decomposition to find the unique symmetric positive definite square root S + k−1 of the matrix P + k−1 . Using the algorithm of scaled unscented transformation (see for example [20] ) a weighted ensemble of state vectors is generated. This ensemble is then propagated forward a single time step using the model f and observed with h. The mean of the resulting state ensemble is the a priori estimate x − k and the mean of the observed ensemble is the predicted observation y − k . Denoting the covariance matrices P − k and P y k of the resulting state and observed ensemble, and the cross-covariance matrix P xy k between the state and observed ensembles, the equations
update the state and covariance estimates using the observation y k . For our purposes, f in (1) is chosen to be a generic spiking model. We used the Hindmarsh-Rose intracellular model [21] parametrized as in [22] :
is a gating function that regulates the amount of input between neurons. Here V is the membrane variable, y (resp., z) represents the fast (resp., slow) channel dynamics, I is the input current and a, b, c, α, µ are parameters whose values determine the different spiking behaviors of the neuron. The parameters β ik represent the connectivity parameter from neuron k to neuron i, andẆ represents standard white noise. The observable is the membrane voltage h(V, y, z) = V . Since the recorded extracellular potential waveform (see Fig. 1 ) differs from the Hindmarsh-Rose waveform, preprocessing is required. We connected the recorded potential to its intracellular counterpart through the relationship dI/dt ≈ E where E is the recorded extracellular potential and I is the intracellular potential [23] . The integration required was done using a simple moving average algorithm. The resulting approximation was then scaled as necessary to ensure stability when assimilated to our general model.
As discussed in [24] [25] [26] [27] , we can treat the l-dimensional parameter vector p as extra states of the model, with trivial dynamics. The augmented state vector consisting of the original n model states and l parameters is estimated by the EnKF. Fig. 1(b) compares the reconstruction of the observable by the EnKF in three senarios: when (1) no parameters, (2) only the model parameters, and (3) the model plus network parameters β are used in the assimilation.
Using the ensemble Kalman filter produces an estimate of the error of the parameter estimate, given by the diagonal entry of the covariance matrix P + k corresponding to the parameter in question. Let β = (x + k ) i be an estimated parameter in the state vector and σ 2 = (P + k ) ii its variance. The standard confidence interval for β with confidence level γ 0 is β − κ (1−γ0)/2 σ, β + κ (1−γ0)/2 σ where κ (1−γ0)/2 is the (1 − γ 0 )/2 quantile of the normal distribution. Thus, if β is a connectivity parameter we can apply a Wald test of β = 0 by asking whether 0 lies in the above confidence interval. Identified links are those whose estimated β connectivity parameter is greater than two times their filter-estimated standard deviation. Figure 2(a) shows that when data is fit with the correct model, the specificity and sensitivity results are correct at the 95% confidence level, independent of system noise. Here we used the Hindmarsh-Rose equations (3) both to generate data and as f in the EnKF equations.
To validate the method for use with real data, we test significant model error, caused by a mismatch in dynamics. Consider the Hodgkin-Huxley model [28] with original parameters as implemented by [29] , expanded to a network of n equations, and with gating function Γ HH (V k ) = β ik /(1 + e −10(V k +40) ) connecting neurons as in (3) . The observables are the voltage variables V i perturbed with noise, namely V i + σẆ i . We assimilate this data to model (3) and use the EnKF method to estimate the connectivity parameters.
The identification of network links using data from a significantly different neuron model, Hodgkin-Huxley, presents a new challenge. To handle the increased model error, we designate certain of the model parameters as free states while fixing others. We fix b = 9, c = 5, µ = .001 and leave a, α, I as free states to be estimated along with the model variables. Additionally, we have to carefully tune Q in the EnKF algorithm to prevent the covariance matrix from becoming degenerate and causing filter divergence.
In an attempt to develop a fair test for our method, we simulate random networks of five noisy Hodgkin-Huxley neurons where each connected pair has a bi-directional relationship. That is, for every β ik there is a β ki in the network. Observational noise is used on the horizontal axis rather than system noise since the discrepancy in dynamics between the Hodgkin-Huxley data and our neuron model is already so large that the addition of system noise has no real effect. Fig. 2(b) shows that the EnKF method is successful in determining the neurons that are connected to one another, identifying that a statistically significant connection exists between a connected pair. As the amount of observational noise increases, our method maintains specificity around 95% showing that our results are statistically significant. Sensitivity persists around 70% showing that our method is finding the majority of the network links. A significant application of this method is to detect the appearance and disappearance of connections in nonstationary networks, such as neural cultures. To verify the methodology for this purpose, in the Hodgkin-Huxley model-mismatch scenario, we turned a particular β ij on and off randomly, and asked the method to track the changes. We established the following protocol for determining the on/off transitions of the connection. When the connection is off, the protocol says to declare a transition from "off" to "on" when the mean estimated connection strength increases beyond the minimum (since the last "on" transition) of the confidence interval maximum; and vice versa for "off". Fig. 3 shows the ability of the method to detect these changes with minimal delay.
Finally, to track network structure, it is important to ensure that the network as a whole, rather than an individual neuron, is correct at a given statistical level. To properly account for the repeated testing of different nodes in a network, we control the Familywise Error Rate (FWER) with the Bonferroni correction, which corrects the error rate by dividing by the number of tests. If the desired FWER for a set of n tests is γ the individual tests should be conducted at confidence level γ 0 = 1 − (1 − γ)/n. For example, in the case of a 10 neuron network, to be 95% confident that the entire network was correct, each connection is tested at a confidence level of 99.94%. Fig. 4 shows the method's continuous tracking of β ik connectivity parameters with the appropriate 99.75% shaded confidence region over 160 seconds of recorded data. Panels (a) and (c) show identified connections within the confidence level, while panel (d) shows a clear non-connection. Panel (b) shows a difficult case, As the filter gains more information about the network, it is stating that the connection exists, at least within the confidence level used.
A method that can carry out sequential tracking of neuronal network links has a major advantage for experimental purposes. Using an EnKF with a general neuron model is a way to provide a statistically driven estimate of network connectivity that is updated continuously as data arrives, unlike offline methods such as [14] [15] [16] . This allows application to network structures with moderate nonstationarity, a typical feature of neural ensembles and biological networks in general. As shown above, this algorithm for detecting connectivity meets our criteria of being statistically based, robust to error and capable of real-time implementation.
The method could serve as a powerful tool in pharmacological or stimulation studies where the effects of an applied drug or pulse pattern on connectivity was to be determined. The ability to continuously track connectivity is designed to provide real-time feedback in an experimental situation, allowing an researcher to adjust observation, control or
