Recently, just-in-time (JIT) modeling, such as locally weighted partial least squares (LW-PLS), has attracted much attention because it can cope with changes in process characteristics as well as nonlinearity. Since JIT modeling derives a local model from past samples similar to a query sample, it is crucial to appropriately define the similarity between samples. In this work, a new similarity measure based on the weighted Euclidean distance is proposed in order to cope with nonlinearity and to enhance estimation accuracy of LW-PLS. The proposed method can adaptively determine the similarity according to the strength of the nonlinearity between each input variable and an output variable around a query sample. The usefulness of the proposed method is demonstrated through numerical examples and a case study of a real cracked gasoline fractionator of an ethylene production process.
Introduction
change in process characteristics caused by replacement of a catalyst, cleaning 26 of equipment, etc., because a query sampled just after an abrupt change becomes 27 significantly different from the prioritized samples.
28
Locally weighted regression (LWR) [16] , which is also called just in time gle [14, 24] , the distance between an output estimate for a query sample derived 38 by a global model and output measurements for samples in a database [23, 25] , 39 the correlation [26, 27] and the weighted Euclidean distance [28] [29] [30] . In addi-40 tion to define the similarity properly, it is crucial to update a database when new 41 data become available in order to cope with changes in process characteristics.
its simplicity. PLS is adopted for local modeling since it can cope with collinear-48 ity and has been widely accepted in various fields. The main contribution of this 49 paper is to discuss how the weight of each input should be determined and to pro-50 pose a method for deriving appropriate weights from operation data stored in a 51 database.
52
The rest of this paper is organized as follows. In Section 2, the algorithm of 
Locally Weighted Partial Least Squares

60
The nth sample (n = 1, 2, · · · , N ) of input and output variables is denoted by
where M is the number of input variables, L is the number of output variables and required for a query sample x q , the similarity ω n between x q and x n is calculated,
68
and a local PLS model is constructed by weighting samples with a similarity ma-
In general, the output estimateŷ q ∈ L is calculated through the following 71 procedure.
72
1. Determine the number of latent variables R and set r = 1.
73
2. Calculate the similarity matrix Ω.
74
3. Calculate X r , Y r and x q,r 
and the regression coefficient vector
6. Derive the rth latent variable of
7. If r = R, calculate the output estimate
and finish estimation. Otherwise, set
8. Set r = r + 1 and go to step 4.
85
When the similarity matrix Ω is an identity matrix, LW-PLS becomes the same 
91
The definition of the similarity affects the estimation performance of LW-PLS In the present work, it is assumed that the number of output variables is one,
106
and the following form of the similarity ω is investigated:
where σ d is a standard deviation of d n (n = 1, 2, · · · , N ) and ϕ is a localization Thus, θ 2 should be large to cope with nonlinearity between input 2 and the output 119 variable. In addition, the strength of nonlinearity around a query sample may 120 change depending on the value of the input variable as shown in Figure 1 (bottom).
121
In this case, θ 3 should be large for query 1 and small for query 2.
122
The weights proposed in [28] [29] [30] do not necessarily correspond to the strength 
Proposed Procedure for Calculating Similarity
128
In Section 3.1, it was revealed that weights of inputs should correspond to 129 strength of nonlinearity between the inputs and an output around a query sample.
130
In addition, a regression coefficient, i.e. slope in Figure 1 , significantly changes 
140
Offline and online calculation procedures of the weights are as follows. calculation. Here, ε 1 is a tolerance.
6. Set i = i + 1 and go to step 3. 159
5. If j = J or the following equation is satisfied for all m, finish the online 161 calculation. Here, ε 2 is a tolerance.
6. Set j = j + 1 and go to step 2.
163
In the online part, θ m is updated by using the weighted variance V m of a nm ob-164 tained in the offline part and the similarity ω n between a query sample to evaluate 165 the strength of nonlinearity around a query sample.
166
This procedure contains seven parameters to be determined: the number of 167 latent variables R, the localization parameter ϕ, the tuning parameter α, the max- 
Numerical Example
178
In this section, the proposed method is compared with the conventional meth- and N (µ, σ 2 ) denotes the normal distribution whose mean is µ and standard de-193 viation is σ. In both cases, 3000 samples were generated and divided into three Table 1 shows the selected parameters and root mean square error for valida- shows the relationship between RMSE for parameter tuning samples (RMSE 2).
Results and Discussions
206
210
and ϕ when the proposed method is applied to case 1 (R = 3). RMSE 2 was large 211 when ϕ was too small or too large. Overfitting occurred when ϕ was too small,
212
and models were unable to cope with nonlinearity between input and output vari- . The proposed method derived appropriate θ for both query samples while the 223 other methods could not. This is the reason why the proposed method could 224 achieve the best performance in the four methods. Then, the tuning parameters were determined using these data, and the aroma Table 5 shows the selected parameters and RMSE 1. In LW-PLS 4, tolerances Table 6 : Changes of weights in a case study of the CGL fractionator when LW-PLS 4 is applied.
Maximum value 0.32 0.12 0. showed that the proposed method could adaptively derive the appropriate weights 284 and more accurate models than the conventional methods in numerical examples.
285
Furthermore, root mean square error was improved by 11.3 % by using the pro-
286
posed method compared to LW-PLS in which conventional similarity based on the 
