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Abstract
Injection and detection of spin polarised current in a metal/semiconductor device
and the measurement of the degree of injected spin polarisation are two key issues
in the development of hybrid spintronics. This thesis touches on both themes as
it details the development of planar Andreev spectroscopy as a tool to measure
injected spin and the electrical characterisation of MgO tunnel barriers for efficient
spin injection and detection.
Point contact Andreev reflection spectroscopy has been widely used tomeasure
transport spin polarisation in magnetic materials. Planar Andreev structures have
an advantage over point contacts as they offer greater control over interface qual-
ity and the possibility of spatially resolved information about the spin polarisation
using nanojunction arrays. We find that planar junctions compare favourably to
point contacts in that they can yield low interface barriers and minimal nonther-
mal smearing. We show that a low interface barrier is critical for accurate detection
of spin polarisation, particularly in semiconductors where large Fermi velocity mis-
match contributes to the barrier. Furthermore, the fabrication method strongly af-
fects all parameter values. For Pb/InAs planar junctions we demonstrate that the
most feasible way to obtain interfaces suitable for spin detection is an “etch-back”
processing strategy. The processing routes are shown to be scalable to nanoarray
fabrication to allow measurement of spin accumulation.
We also examine the electrical properties of ultrathin MgO barriers grown on
InAs epilayers and the dependence of barrier characteristics on InAs surface pre-
treatment and growth conditions. Chemical pretreatment improves the yield of
tunnel junctions and changes the roughness of the interface between the oxide and
the semiconductor. Electrical characterisation confirms that tunnel barriers with
appropriate values of interface resistance for efficient spin injection/detection have
been achieved. Using the Rowell criteria and various tunnelling models we show
that single step tunnelling occurs above 150 K and a thermal smearing model sug-
gests that tunnelling is the dominant transport process down to 10 K.
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Chapter 1
Introduction
Spintronics is a branch of electronics which exploits the spin of the electron in ad-
dition to its charge. Conventional electronic devices function by moving around
charge whereas in a spintronic device the spin orientation of the electrons controls
its operation. The subject originates in the discovery of giant magnetoresistance
(GMR) in metallic multilayers (Baibich et al., 1988; Binasch et al., 1989) for which
Albert Fert and Peter Grünberg were awarded the 2007 Nobel prize in physics.
The resulting spin valve (Dieny et al., 1991) is the underlying technology of cur-
rent magnetic media read heads.1 Semiconductor spintronic devices are still not
commercially viable but they have the potential to combine the operations of logic,
communications and storage in one materials technology (Awschalom and Flatté,
2007).
Most spintronic devices rely on a sufficiently large spin polarisation of the elec-
trons i.e. a greater number of electrons in one of the two spin states. Non-magnetic
materials like conventional semiconductors have no spin polarisation and there-
fore most semiconductor spintronic devices require injection of spin-polarised cur-
rent from spin-polarised sources. Two key issues are therefore the efficiency of the
1Many read heads are now based on the tunnelling magnetoresistance (TMR) effect but this is a
variant of the current-perpendicular-to-plane GMR.
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transfer of spin polarisation from one material to the other, known as the spin injec-
tion efficiency, and the degree of polarisation in the magnetic source material and
nonmagnetic semiconductor.
The most obvious source of highly spin-polarised current is a ferromagnetic
transition metal such as iron. However, the spin injection efficiency from a fer-
romagnetic metal into a semiconductor is severely limited due to the substantial
difference in conductivity between the two materials (Schmidt et al., 2000). The so-
lution to this is to introduce a spin-preserving interface resistance in the form of a
tunnel barrier (Fert and Jaffrès, 2001; Rashba, 2000). The electrical characterisation
of MgO tunnel barriers for spin injection/detection is one of the two main themes
of this thesis.
Andreev reflection spectroscopy is a technique which can be used to determine
the degree of spin polarisation. The other main theme of the thesis is the devel-
opment of planar Andreev structures for spin polarisation measurements in metals
and semiconductors.
1.1 Planar Andreev spectroscopy
Andreev reflection is the mechanism by which normal current is converted into
supercurrent (and vice versa) at the interface between a normal conductor and a
superconductor (Andreev, 1964). By measuring the interface conductance one can
determine the superconductor energy gap and the spin polarisation of the normal
conductor and this technique is know as Andreev reflection spectroscopy (Blonder
and Tinkham, 1983; Soulen et al., 1998). The method is sensitive to the quality of the
interface such as the amount of interface impurities, surface oxides and structural
imperfections.
Andreev spectroscopy has been used extensively to determine the transport
spin polarisation of magnetic films (see for example Bugoslavsky et al., 2005, and
references therein). In contrast, the use of Andreev spectroscopy to detect injected
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spin polarisation in non-magnetic metals and semiconductors has not been demon-
strated. Semiconductors introduce additional complexity because their electrical
properties can be very sensitive to the surface preparation techniques used to fab-
ricate clean interfaces. In addition, metal/semiconductor junctions can have large
Fermi surface mismatch and Schottky barriers. These factors can combine to pro-
duce a large interface barrier and strong broadening of the Andreev conductance
spectrum which are both undesirable for accurate spin detection (Neurohr et al.,
1996; Braden et al., 2003).
Another potentially useful development for Andreev spectroscopy is achieving
spatial resolution. High spatial resolution measurement of the electron spin po-
larisation is essential in order to study the influence of sample microstructure on
the spin polarisation and to quantify the spin diffusion in non-magnetic materials.
Practical devices are submicron in dimension which calls for a probe size of the
order of one hundred nanometres.
Andreev spectroscopy traditionally involves bringing a sharpened tip of wire
mechanically into contact with the material of interest. This is known as point-
contact Andreev reflection (PCAR) spectroscopy. Although the method has the
advantage of speed, control of interfaces is extremely limited and due to tip de-
formation the tip footprint is too large to achieve the necessary spatial resolution
(Blonder and Tinkham, 1983). PCAR spectroscopy is therefore not ideally suited to
the study of injected spin in semiconductors. One way to address these issues is to
fabricate planar structures in a controlled environment. Planar fabrication allows a
variety of surface preparation methods which should yield cleaner interfaces com-
pared to point contacts. In addition, nanofabrication techniques can be used to
make nanojunctions and nanojunction arrays for high spatial resolution measure-
ments. Such arrays could be integrated into actual device designs to map out the
spin diffusion.
This part of the thesis details the development, fabrication and characterisation
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of planar Andreev structures. The main contributions made are:
• Determining the influence of the interface barrier strength and smearing on
the resolution of spin polarisation through simulations.
• Examining the properties of planar Pb/Cu and Pb/Co Andreev structures
compared to point contacts, specifically in terms of the interface barrier and
broadening.
• Exploring processing routes to achieve metallic submicron junction arrays,
suitable for Andreev spectroscopy with spatial resolution.
• Exploring processing routes to achieve Pb/InAs junctions in the desirable
parameter regime i.e. low interface barrier and low broadening.
• Fabricating Pb/InAs junction arrays for spatially resolvedAndreev spectroscopy.
• Examining anomalous conductance dip features commonly seen in Andreev
spectra.
1.2 MgO tunnel barriers for spin injection/detection
For efficient spin injection from a metallic ferromagnet into a semiconductor, it is
sufficient to have a large interface resistance which corresponds to a thick tunnel
barrier (Fert and Jaffrès, 2001). However, a spin valve or spin transistor requires
both spin injection at the source electrode and spin detection at the drain electrode
(Datta and Das, 1990). For efficient simultaneous spin injection and detection the
interface resistance must lie in a limited range which depends mainly on the con-
ductivity of the semiconductor (Fert and Jaffrès, 2001).
In the second part of this thesis we examine the electrical properties of MgO
tunnel barriers grown on InAs. MgO is a promising barrier material due to its re-
cently discovered spin filtering (or enhancing) properties (Yuasa et al., 2004; Parkin
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et al., 2004). Due to the relatively high conductivity of InAs the interface resistance
must be very low, requiring an MgO layer thickness of approximately 1 nm. The
growth of such a thin tunnel barrier requires careful engineering of growth param-
eters to reduce the number of metal–metal pinholes. In the process, it is necessary
to have some means of distinguishing continuous, uniform barriers from rough
or shorted ones. Several microscopic techniques exist which can probe the bar-
rier quality locally, but detecting Ångström-sized pinholes in a large area junction
presents serious difficulties. Electrical characterisation, on the other hand, can de-
tect the presence of pinholes in junctions of any size, is non-destructive and can
therefore be used on completed devices (Åkerman et al., 2002). Electrical character-
isation involves determining the contact resistance and measuring the conductance
versus bias voltage of individual junctions and comparing to theoretical models of
tunnelling.
The contributions of this part of the programme are:
• Determining whether the contact resistance values of MgO barriers on InAs,
fabricated under different conditions, lie within the correct range for efficient
injection/detection using transmission line model structures.
• Using the Rowell criteria to establish whether tunnelling is the dominant
transport mechanism in these junctions.
• Exploring the feasibility of extracting barrier parameters such as the thick-
ness, height and roughness from electrical measurements using various tun-
nelling models.
1.3 Overview of thesis
The thesis is organised as follows. In chapter 2 we introduce the field of Andreev
reflection spectroscopy. The chapter starts with a brief description of the basic
phenomenon of Andreev reflection at the interface between a superconductor (S)
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and a normal conductor (N) and the different transport regimes to consider when
analysing the interface conductance of a S/N junction. The bulk of the chapter
describes the Blonder-Tinkham-Klapwijk model (Blonder et al., 1982) which is the
basis of most models used to describe the interface conductance. The model has
been generalised to include the spin polarisation and the generic smearing as fitting
parameters. Possible sources of smearing are discussed as well as some consider-
ations for reliable detection of spin polarisation. Next, the literature on Andreev
spectroscopy on semiconductors is reviewed and finally we explore the theoretical
background of anomalous conductance dip structure which is commonly seen in
Andreev spectra but not fully understood.
Chapter 3 reviews the background theory of tunnel junctions for spin injection
and detection and the electrical characterisation of such barriers. The first half of
the chapter describes the motivation for studying ultrathin tunnel barriers for spin
injection/detection. The importance of efficient spin injection and detection is epit-
omised by the spin field effect transistor which is described briefly at the start of
the chapter. This leads to a discussion of the conductivity mismatch problemwhich
limits the spin injection/detection and the tunnel barrier solution. The second half
of the chapter describes the methods used to characterise tunnel barriers by elec-
trical measurements starting with the Rowell tunnelling criteria. Commonly used
tunnelling models are described and finally some limitations of these models are
discussed.
Chapter 4 details sample fabrication processes, measurement techniques and
data analysis methods used in this project. Planar Andreev structures have been
made using a variety of processing routes to try to optimise their performance and
these different routes are described in detail. The differential interface conductance
has been measured at low temperature in a cryogen free magnet system and anal-
ysed using a Labview program. This program has been modified to allow better
normalisation of the Andreev spectra and to model the anomalous conductance
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dip structure described in chapter 2. A brief overview of the growth of MgO tunnel
barriers and processing into tunnel junction structures is given and some technical
details of the Matlab fitting program for tunnel barrier analysis are described.
Chapter 5 describes the results on planar Andreev structures. First we study
through simulations the effect of the interface barrier parameter on detection of
spin polarisation to establish the parameter range to aim for in the planar devices.
Then we look at the results from metallic Andreev planar structures and compare
the properties of both large area and submicron junctions and arrays with those of
point contacts. A detailed investigation of planar Andreev junctions on the semi-
conductor InAs has been carried out to determine the best processing strategy. In
the process we have learnt a great deal about interface properties and how they
affect the different Andreev parameters. Finally, we examine in some detail the
anomalous conductance dips seen in most planar junctions to try to determine the
mechanism responsible as well as the effect they have on the Andreev fitting pa-
rameters.
Chapter 6 describes the results on the electrical characterisation of MgO tunnel
barriers on InAs. We determine the desired contact resistance range for efficient
spin injection/detection and use TLM structures to confirm whether this can been
achieved. Various tunnelling criteria and models are examined to verify that tun-
nelling is the dominant transport mechanism and we study whether information
about barrier properties such as thickness, height and roughness can be determined
from the electrical characterisation.
Chapter 7 summarises the main results and conclusions of the thesis. Some
potential avenues for future work are also suggested. The appendix lists the publi-
cations which have resulted from the work described in this thesis. These publica-
tions are attached at the end of the thesis.

Chapter 2
Andreev reflection spectroscopy
The development of planar Andreev spectroscopy is one of the two main themes
of this thesis. This chapter introduces Andreev reflection spectroscopy as a tool to
measure the spin polarisation of materials.
Section 2.1 describes the fundamental phenomenon of Andreev reflection be-
tween a superconductor (S) and a normal conductor (N). Such junctions fall into
specific transport regimes depending on the size of the junction with respect to the
electron mean free path in N and coherence length in S which may affect the inter-
pretation of the Andreev spectrum. Although the effect was described by Andreev
in 1964, its use as a spectroscopic tool only became widespread after a model was
developed by Blonder, Tinkham, and Klapwijk (BTK) in 1982 incorporating elastic
interface scattering into a single parameter Z . The Z parameter’s flexibility in de-
scribing the effects of interface imperfections which are present to a varying extent
in S/N junctions has made Andreev spectroscopy such a practical tool. An impor-
tant extension to the BTK model is the inclusion of a generic smearing parameter
which includes both thermal and nonthermal effects.
Section 2.2 shows how Andreev reflection spectroscopy can be used to deter-
mine the spin polarisation of a normal conductor by an extension of the BTKmodel.
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The spin polarisation P is formally defined and an analytical model of the conduc-
tance of a S/N junction which yields P is presented. Extracting P unambiguously
can however be difficult and some of the main considerations will be discussed.
Section 2.3 gives a brief review of Andreev reflection spectroscopy in supercon-
ductor/semiconductor junctions. The use of semiconductors involves additional
complexity particularly if spin detection is the objective. These issues will be dis-
cussed and some of the main studies introduced.
Finally, Andreev conductance spectra frequently exhibit above-gap dip features
which are not inherent to the Andreev reflection process. These dips are not de-
scribed by BTK theory and may have a number of different origins. Section 2.4
discusses these anomalous conductance features and reviews the different models
which have been proposed to explain them.
2.1 Introduction to Andreev reflection spectroscopy
2.1.1 Andreev reflection
Bardeen-Cooper-Schrieffer (BCS) theory (Bardeen et al., 1957) predicts that, below a
certain critical temperature Tc, electrons in a crystal can be bound in pairs through a
weak, long range attractive force mediated by the exchange of a phonon. The elec-
tron pair is known as a Cooper pair. The interaction can be pictured as follows. An
electron travelling through a crystal locally polarises the lattice due to the coulomb
interaction between the electron and the lattice ions. This local polarisation then af-
fects the passage of another electron resulting in an attractive force which is great-
est for electrons with opposite momentum and spin. The Cooper pairs are bosons
and can form a Bose-Einstein condensate (they all crowd into the ground state)
described by a macroscopic wavefunction which gives rise to the zero-resistance
characteristic of superconductors. An important consequence of BCS theory is that
superconductors have a minimum excitation energy Eg which corresponds to the
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(a) (b)
Figure 2.1: (a) Energy diagram of the Andreev reflection process. An incident
electron in the normal conductor with energy lower than ∆ is reflected as a
hole while a Cooper-pair is transmitted in the superconductor. (b) Real space
diagram of Andreev reflection. The hole is retroreflected in the opposite direc-
tion to the electron. Electrons and holes are denoted by grey and white circles,
respectively. Diagrams taken from Schäpers (2001).
Cooper pair binding energy. The parameter∆ = Eg/2 is known as the energy gap
of the superconductor (Tinkham, 1996).
At an ideal interface between a normal conductor (N) and a superconductor1
(S) there are two mechanisms by which current can enter the superconductor. An
electronwith excitation energyE (with respect to the Fermi energy) greater than the
superconductor energy gap ∆ can enter the superconductor by filling an electron
or hole-like state (known as a quasiparticle) before relaxing into the Cooper pair
condensate. For an electron with E < ∆ this process is forbidden (at T = 0) as
there are no allowed quasiparticle states in the superconductor gap. Furthermore,
as there is no barrier at the interface (this is an ideal interface), normal reflection
is not possible. The electron must therefore couple with another electron from the
normal conductor of opposite spin and momentum and enter the superconductor
as a Cooper pair. As a result, a hole is created in the normal conductor retracing
the path of the electron in the reverse direction as illustrated in figure 2.1 (Tinkham,
1996). This process was first described theoretically by de Gennes and Saint-James
(1963) and a year later by Andreev (1964) and Saint-James (1964) but is generally
1To simplify the theoretical description we will for now assume that the normal conductor and
superconductor are the same material.
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known as Andreev reflection.
A key consequence of the Andreev reflection process is that a charge of 2e is
transferred across the interface. The resulting interface conductance is therefore
twice that of the normal state interface as derived by Zaitsev (1980). The obser-
vation of the increase in conductance for E < ∆ in a S/N junction is the basis of
Andreev reflection spectroscopy. A recent review of the development of Andreev
reflection spectroscopy is given by Deutscher (2005).
2.1.2 Superconductor/normal conductor contacts and spatial resolution
Andreev reflection spectroscopy relies on forming a junction between a supercon-
ductor and a normal conductor, often known as a point contact. Point contacts can
be made in a variety of ways which each have their advantages and disadvantages
in terms of ease of use, interface properties and potential for high spatial resolution.
The most common method of forming a point contact is to press a sharpened
tip of a wire mechanically against a flat substrate (Blonder and Tinkham, 1983).2
The method is known as point contact Andreev reflection spectroscopy (PCAR).
The superconductor can be either the wire or substrate depending on the mate-
rial properties. The tip is formed by electrochemical etching or successive oblique
scalpel cuts which result in a tip apex roughly a few microns in size. As the tip
is crushed against the surface its footprint can be as large as 50 µm (Bugoslavsky
et al., 2005) but the active junction radius, where the tip has punctured the surface
oxides and contamination, is often as small as 1 nm (Blonder and Tinkham, 1983).
PCAR spectroscopy has the advantage that it is relatively easy and quick ex-
perimentally and can be apply to a variety of materials. However, it also has some
serious limitations. Firstly, control of the S/N interface is extremely limited unless
the junction can be formed in vacuum and the tip and substrate are cleaned in-
situ. Interface impurities can severely inhibit the detection of spin polarisation in
2These contacts are also referred to as spear-anvil contacts.
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(a)
(b)
Figure 2.2: Different schemes for spatially resolved Andreev reflection mea-
surements. (a) A scanning superconducting tip detecting a decaying spin po-
larisation which has been injected from a ferromagnet into a semiconductor
channel (see section 3.1.1 for a discussion of spin injection and spin transis-
tor structures). (b) An array of planar superconductor contacts on a normal
conductor between spin injection/detection electrodes. The lead outs for each
superconducting contact are not shown. From Bugoslavsky et al. (2004).
certain materials systems as we shall see in chapter 5. Secondly, junctions formed
in this way are in general unstable with regard to thermal cycling which makes
normalisation by above-Tc spectra difficult (see section 5.2.1). Finally, mechanical
point contacts are not well suited to measurements with high spatial resolution.
This may seem counterintuitive as piezo controlled scanning tips are used in scan-
ning tunnelling microscopy with atomic resolution. One might envisage a similar
scheme for PCAR spectroscopy as illustrated in figure 2.2(a). However, even if one
could control the tip position to within ∼10 nm, the indent made by a stable point
contact would be several orders of magnitude larger than that. Furthermore, the
deformation of the tip would mean that successive measurements would have an
even larger footprint.
Another method of forming point contacts is to induce a short through a thin
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insulating (I) film in a S/I/N structure by applying a voltage high enough to cause
break down of the insulator (see for example Hindmarch et al., 2007). Junctions
formed in this way are small but interface properties are uncontrolled and the lo-
cation and number of shorts is unknown.
A third way of making point contacts is to use micro- or nanofabrication meth-
ods to pattern planar junctions. A variety of different methods can be applied such
as photo- or electron beam lithography (Jakob et al., 2000; Ralls et al., 1989), focused
ion beam milling (Cespedes et al., 2005) or nanoindentation of an insulating film
with a scanning probe (Clifford and Coey, 2006). In theory, with the exception
of nanoindentation, these fabrication methods should yield well defined junction
sizes and allow engineering of the interface properties. In practice however, the in-
terface quality depends on the precise fabrication methods used and it may require
significant effort to optimise the process for each materials system as will be the
subject of chapter 5.
Another potential benefit of nanopatterning techniques is the ability to make
arrays of nanosized junctions for highly spatially resolved Andreev reflection mea-
surements. An example of such an array is shown in figure 2.2(b). The small
squares are superconducting electrodes and in this example they are placed be-
tween two ferromagnetic spin injection/detection electrodes. The structure is known
as a spin-valve and will be described in more detail in section 3.1.1. At its core
is the injection of spin polarised carriers into and diffusion across a non-magnetic
conductor. Nanopatterning allows accurate placement of the superconducting elec-
trodes within the device structure and a measurement of spin polarisation at each
point results in a map of the spin injection and diffusion. Obviously, accurate con-
trol of junction sizes is essential and we will examine this point later on.
In this thesis wewill mostly be discussingmicro- or nanofabricated planar junc-
tions as an alternative to mechanical spear-anvil-type contacts. From now on we
shall reserve the term point contact for spear-anvil-type junctions and refer to the
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former simply as planar junctions.
2.1.3 Transport regimes
The size of a junction between two materials affects the properties of electrical
transport across the junction. Typically, there are three different length scales to
consider when characterising an intermetallic junction. These are the electron elas-
tic mean free path le, the electron inelastic3 mean free path li and the radius of the
contact a. In light of these length scales there are three possible transport regimes
(Duif et al., 1989).
When the elastic mean free path is much larger than the contact radius (le " a),
the electron transport through the contact will be ballistic i.e. without collisions.
Both electrodes are at constant electric potential with an abrupt step inside the con-
tact area equalling the applied bias (Gloos et al., 1996). Sharvin (1965) calculated
the electrical resistance of such a contact (ignoring Fermi velocity mismatch) which
can be expressed in terms of the resistivity ρ of the material as (Duif et al., 1989)
RS =
4ρl
3pia2
. (2.1)
In the opposite limit, when the mean free path is much smaller than the contact
radius (l # a), the junction is in the thermal, or Maxwell, regime. In this case the
resistance is given by the expression
RM =
ρ(T )
2a
. (2.2)
The resistivity is written as a function of temperature to emphasise that, in this
regime, the electrons lose energy through inelastic electron-phonon scattering as
they traverse the contact region leading to heating in the contact. Note that 2.1
3The distinction between the elastic and inelastic mean free paths is not always made in the liter-
ature. In this case the mean free path is denoted simply by l.
26 Chapter 2. Andreev reflection spectroscopy
Figure 2.3: A schematic of an ideal S/N junction where the contact radius a is
smaller than the superconductor coherence length ξ. The current density can
be of the order of the depairing current density at the interface but at distances
below ξ it is much reduced due to the fan-out on the S side.
and 2.2 strictly only hold for similar metals but for dissimilar materials a weighted
average of the resistivities should be used (Sheet et al., 2004).
There is also an intermediate regime where le is smaller than the contact but
the diffusion length for inelastic scattering,
√
lile, is larger than the contact so that
no heating occurs. This is referred to as the diffusive regime as electrons diffuse via
elastic scattering across the contact area. Wexler (1966) suggested an interpolation
of equations 2.1 and 2.2 for the diffusive contact resistance
Rd = RS + Γ
(
l
a
)
RM (2.3)
where Γ(l/a) is a slowly varying function of the order of unity (Duif et al., 1989).
In a superconducting junction there is an additional length scale to consider,
namely the superconductor coherence length ξ. As an example, in pure bulk Pb
for T # Tc this value is approximately 83 nm (Kittel, 1986, p. 317). Due to the
proximity effect the superconductor gap is generally suppressed at a S/N interface
over the length ξ (see figure 2.6, page 33). If the contact size is much smaller than
ξ (as shown in figure 2.3) this effect is negligible. Furthermore, the current density
in a Sharvin contact can reach the superconductor depairing current density. If the
contact is smaller than ξ, and there is sufficient fan-out on the S side as illustrated
in figure 2.3, the spreading of the current in the superconductor should ensure that
2.1. Introduction to Andreev reflection . . . 27
it remains below the depairing current at distances smaller than ξ. Thus, quench-
ing of superconductivity would be avoided as quenching should not occur over a
length scale smaller than ξ (Deutscher, 2005). In practice, perfect fan-out is hard
to achieve and if the current is constricted in the superconductor on a length scale
∼ ξ we may see quenching of the superconductivity. It turns out that our planar
junctions may suffer from this problem as we shall see in section 5.4.
2.1.4 The BTK model
In practice, the doubling of the interface conductance in a S/N junction is rarely
seen due to imperfections in the interface region which give rise to elastic scatter-
ing of the electrons. A model describing Andreev reflection and transmission at
an interface with elastic scattering was first developed by Blonder, Tinkham, and
Klapwijk (1982) and is hence known as the BTK model. In this model, the scatter-
ing strength is characterised by a dimensionless parameter Z and by varying this
parameter the model is able to describe conductance spectra ranging from the ideal
clean interface to a tunnel barrier.
Blonder et al. (1982) identify four possible scattering events for an electron in a
normal conductor encountering a N/S interface:
(i) Andreev reflection as a hole with probability A(E),
(ii) ordinary reflection with probability B(E),
(iii) transmission through the interface with a wave vector on the same side of the
Fermi surface with probability C(E),
(iv) transmission with a wave vector on the opposite side of the Fermi surface
(branch crossing) with probabilityD(E).
Conservation of probability requires thatA(E)+B(E)+C(E)+D(E) = 1. Blonder
et al. use the Bogoliubov equations (see for example Tinkham, 1996, p. 384) in one
dimension to calculate the transmission and reflection probabilities and model the
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interface barrier by including in the Hamiltonian a delta potential
V (x) = Hδ(x) (2.4)
located at the interface. The resulting expressions for A, B, C , and D are functions
of energy and the dimensionless barrier parameter Z = kFH/2EF = H/!vF, where
kF, EF, and vF are the Fermi wave vector, energy and velocity, respectively. The
detailed derivation can be found in Blonder et al. (1982). An important point to
note is that the Bogoliubov equations have quasiparticle solutions even for E < ∆,
but these are evanescent waves which decay over a length scale of the order of the
superconductor coherence length ξ(T ). As a result, the Andreev process of electron
pairing and hole reflection does not occur abruptly at the S/N interface but over a
length∼ ξ.
To calculate the I–V curves, Blonder et al. assume ballistic transport in the elec-
trodeswhich allows them to use the equilibrium Fermi distribution functions for all
incoming particles. The electrochemical potential of the pairs in the superconduc-
tor is taken as the reference level and thus f0(E) describes incoming electrons from
the superconductor and f0(E − eV ) describes incoming electrons from the normal
conductor. V is the applied voltage. The resulting expression for the current across
the interface (calculated on the N side) is
INS = 2eANvF
∫ ∞
−∞
[f0(E − eV )− f0(E)] [1 +A(E)−B(E)] dE (2.5)
where A is the effective area of the contact and N the one-spin density of states
at the Fermi energy. The results of performing the integration in 2.5 are shown in
figure 2.4. Interestingly, the high voltage part of the I–V curves has a slope of RN
but is displaced from the normal state curve. This is referred to as the excess current
Iexcess and is due to the additional current contribution of the Andreev reflection
process.
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Figure 2.4: I–V characteristic of a N/S interface for various barrier strengths
Z at T = 0. The dashed line shows the normal state curve V = IRN. From
Blonder et al. (1982).
The differential conductance is found by taking the first derivative with respect
to voltage
G(V ) ∝
∫ ∞
−∞
d
dV
[f0(E − eV )− f0(E)] [1 +A(E)−B(E)] dE. (2.6)
For T = 0 the derivative of the Fermi function df0/dV is a δ-function so
G(V ) ∝ (1 +A(eV )−B(eV )) . (2.7)
Equation 2.7 shows that ordinary reflection (described by B) reduces the conduc-
tance whereas Andreev reflection (described by A) increases it. The conductance
spectra are computed by performing the integration in 2.6 numerically and are
shown in figure 2.5 for different values of Z . In the zero barrier case (Z = 0),
A(E < ∆) = 1 and B(E) = 0 giving the doubling of conductance described in
section 2.1.1. As Z increases, the subgap conductance is progressively suppressed
but a narrow peak in conductance remains at eV = ∆ due to the singularity in the
density of states (Tinkham, 1996). At high Z the spectrum closely resembles that of
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Figure 2.5: Conductance spectra of a S/N interface as predicted by the BTK
model for four different values of the barrier parameter Z . From Blonder et al.
(1982).
a S/I/N tunnel junction.
The success of the BTK model has relied on the remarkable way in which the
barrier parameterZ seems to be able to incorporate the complex physical properties
of the interface. Despite the obvious simplification of the δ-functional form for the
barrier, BTK theory has successfully described Andreev spectra from a variety of
materials systems where more advanced local-density approximation calculations
have not been so successful (Xia et al., 2002). The definition of Z most obviously
models an insulating tunnel barrier but can be thought of as a more general mea-
sure of elastic scattering in the contact region due to dislocations, interface oxides
and surface irregularities. In a later paper, Blonder and Tinkham (1983) showed
that Z also incorporates the Fermi velocity mismatch between the normal conduc-
tor and superconductor. By adding a step function to the potential in equation 2.4
one can show that the Fermi velocity mismatch simply has the effect of raising Z to
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a higher value
Zeff =
[
Z2 + (1− r)2/4r]1/2 , (2.8)
where r = vF1/vF2 is the ratio of the Fermi velocities of the two materials. In their
original paper Blonder et al. (1982) also noted that, although the BTK model as-
sumes ballistic transport, the model can also be used in the diffusive regime with
an increased Z value of∼0.55. Similar observations have beenmade by us and oth-
ers (Woods et al., 2004). It therefore seems that diffusive transport can effectively be
absorbed into Z .4 This flexibility of the Z parameter has made Andreev reflection
spectroscopy a practical tool in the study of the superconductor energy gap and, as
we will later see, the spin polarisation of materials.
2.1.5 Smearing mechanisms
The derivation of the BTK model assumes absolute zero temperature where the
Fermi distribution function is a step function at the Fermi energy, EF. With in-
creasing temperature the step is smeared so that there is a finite probability that the
transport electrons are at an energy slightly above or below EF. Thermal broad-
ening enters the BTK model through the derivative of the Fermi function ∂f/∂E
which is a peaked (bell shaped) functionwith a half-width of kBT . In practice, finite
temperature Andreev conductance curves are computed by taking the convolution
of zero temperature BTK curves with ∂f/∂E to simulate thermal broadening. Most
studies however show broadening which is significantly larger than kBT . Several
mechanisms have been proposed as the source of this nonthermal smearing.
The BTK model assumes that the quasiparticles injected into the superconduc-
tor have an infinite lifetime. This is consistent with the ideal BCS density of states
which has a singularity at E = ∆. However, in the presence of inelastic scat-
tering in the superconductor the quasiparticles can recombine into the superfluid
4The situation becomes more complicated when the spin polarisation is also a fitting parameter.
See section 2.2.3.
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condensate, thus broadening the density of states (or equivalently broadening the
gap edge). The basic mechanisms for inelastic broadening include electron-phonon
scattering (most prominent in strong coupling superconductors), electron-electron
scattering, spin fluctuations and spin-flip scattering (Chalsani et al., 2007).
Lifetime broadening has been studied extensively in bulk superconductors by
measuring the gap edge with S/I/S tunnel junctions (see for example Dynes et al.,
1978). It can be modelled by introducing a complex term Γ in the expression of the
quasiparticle energy in the Bogoliubov equations so that E → E − iΓ.
Inelastic scattering will also broaden the Andreev spectrum at an S/N or S/F
interface although in this case it is less obvious where the scattering is taking place.
In addition, if the junction is not sufficiently small compared to the superconductor
coherence length ξ or the scattering extends over a thickness t ! ξ, then the inelastic
scattering will also suppress the energy gap. In a heterostructure there are several
factors which can induce the above scattering events such as interfacial mixing,
disorder and defects in the surface layers and imbedding of magnetic impurities in
the superconductor (Chalsani et al., 2007). Chalsani et al. have studied the effects
of inelastic scattering in Pb/Cu and Pb/Co planar nanocontacts by intentionally
introducing a ∼1 nm thick Pt scattering layer at the interface. They find that the
Pt layer increases smearing compared to clean Pb/Cu and Pb/Co contacts and use
the complex energy term described above tomodel the increased smearing. Similar
findings are reported by Panguluri et al. (2005a) on the dilutemagnetic semiconduc-
tor GaMnAs (but the increased broadening is modelled by an increased effective
temperature). They link the pair-breaking effects with the mobility of the semicon-
ductor, pointing out that a higher mobility magnetic semiconductor InMnSb does
not exhibit high nonthermal smearing (Panguluri et al., 2004).
Smearing of the Andreev spectrum cannot always be described by lifetime broad-
ening alone. Smearing can also be a consequence of the proximity effect (Neurohr
et al., 1996). The proximity effect stems from the diffusion of Cooper-pairs across
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Figure 2.6: The spatial dependence of the Cooper-pair density in a su-
perconductor/normal conductor junction illustrating the proximity effect.
From Schäpers (2001).
the interface from the superconductor into the normal conductor. The situation is
illustrated in figure 2.6 for a S/N junction. The density of Cooper-pairs, F (x) de-
creases in the vicinity of the interface on the superconductor side on a length scale
equal to the coherence length in the superconductor, ξS, as previously mentioned.
At the interface there is a sharp drop in the Cooper-pair density which then decays
into the normal conductor on a length scale given by the normal conductor coher-
ence length ξN. The energy gap will be similarly affected resulting in a lower value
of∆ than in the bulk superconductor. As the Andreev reflection process takes place
over a length scale of ξ it will sample a range of gap values, possibly spread about
two average gaps, one larger gap on the S side and one much smaller on the N
side. This spread in gap values will result in smearing of the Andreev spectrum.
The consequence of the two distinct gap values is the subject of a study by Strijkers
et al. (2001) and will be discussed further in section 2.4. The model of Neurohr et al.
(1996) is the subject of section 2.3.
Other effects such as intrinsic gap anisotropy (de Wilde et al., 1996; Goll et al.,
1993), material composition fluctuations (Dynes et al., 1978), and junction inhomo-
geneity can also cause smearing. Gap anisotropy is only present in unconventional
superconductors and is therefore not relevant to this study. In contrast, material
composition fluctuations and inhomogeneity could be significant in our junctions.
Both point contacts (Bugoslavsky et al., 2005) and, as we will later see, planar junc-
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Figure 2.7: Comparison of the Fermi function f , its derivative df/dE and the
Gaussian function. From Miyoshi (2006).
tion are frequently composed of a number of small junctions conducting in parallel.
Variation in material composition or structure could result in different gap values
for each junction. The total measured conductance will be some average of these
parallel conductance channels resulting in a smeared Andreev spectrum. However,
a variation in Z between junctions does not translate into higher smearing as will
be shown in section 5.1.
From the above it is clear that there is a multitude of possible nonthermal smear-
ing mechanisms. The functional form describing each mechanism, or combinations
thereof, is unknown. In order to account for the combined effect of all these dif-
ferent mechanisms we take the convolution function as a Gaussian instead of the
derivative of the Fermi distribution function. For convenience it can be written as
W (E) = e
−
“
E−E
′
2ω
”2
(2.9)
whereω is known as the generic smearing parameter. The Gaussian function closely
resembles df/dE as shown in figure 2.7 and with this notation, when only thermal
smearing is present, ω ≈ kBT (Bugoslavsky et al., 2005).
To summarise, the main sources of smearing are temperature, finite lifetime
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broadening due to inelastic scattering in the contact, the proximity effect and junc-
tion inhomogeneity. All of the above can be modelled by the generalised smearing
parameter ω. Pure thermal smearing should result in ω = kBT whereas the non-
thermal mechanisms will be characterised by ω > kBT . The question is whetherwe
can differentiate between the different nonthermal effects. Both inelastic scattering
and the proximity effect can cause suppression of the gap. However, the proximity
effect requires a transmissive barrier so a high Z value or a bulk-like gap value can
rule out the proximity effect. We can therefore make the following general assump-
tions if we have ω > kBT :
(i) low ∆, high Z → inelastic scattering over thickness t > ξ,
(ii) high ∆, low Z → inelastic scattering over t < ξ or inhomogeneity,
(iii) low ∆, low Z → inelastic scattering over t > ξ or proximity effect,
(iv) high ∆, high Z → inelastic scattering over t < ξ or inhomogeneity.
It turns out that some of these regimes will be relevant in our junctions as discussed
in sections 5.2.1 and 5.3.3.
2.2 Measurement of spin polarisation
2.2.1 Definition of spin polarisation
The degree of spin polarisation P is a quantity that describes the difference in the
number of spin-up and spin-down electrons which take part in electrical transport.
The precise definition of P depends on the detection technique and as a result it is
important to understand which transport property is being probed in a particular
measurement (Mazin, 1999).
The most common definition of the spin polarisation is
P =
N↑(EF)−N↓(EF)
N↑(EF) +N↓(EF)
(2.10)
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where N↑(↓)(EF) is the spin-dependent density of states at the Fermi energy. This
quantity is what is measured by spin-polarised photoemission. Transport phenom-
ena, however, are not defined by the density of states alone. In this case it is the
current polarisation which is important. Separating the current into spin-up and
spin-down contributions we can define P as
P =
J↑ − J↓
J↑ + J↓
. (2.11)
Noting that J↑(↓) ∝ 〈N(EF)vnF〉↑(↓), where n = 1, 2 for ballistic and diffusive (or
tunnelling) transport respectively, we arrive at a new definition for the spin polari-
sation
P =
〈N(EF)vnF〉↑ − 〈N(EF)vnF〉↓
〈N(EF)vnF〉↑ + 〈N(EF)vnF〉↓
. (2.12)
For Andreev reflection spectroscopy the relevant definition of P is therefore equa-
tion 2.12 with n = 1 in the case of a ballistic, low-Z junction, and with n = 2 if the
junction is in the diffusive regime or with high a Z value (Mazin, 1999).
2.2.2 Spin dependent BTK model
The spin dependence of the Andreev reflection process follows rather simply from
the pairing of electrons in the superconductor. In a conventional (spin-singlet) su-
perconductor the Cooper pairs are composed of electrons with opposite spin. The
forming of Cooper pairs at a S/N interface therefore requires both spin-up and
spin-down electrons to be present in the normal conductor (assuming that spin is
preserved across the interface). As a result, an imbalance in the spin populations
of the normal conductor (i.e. a spin polarisation) will reduce the Andreev reflection
probability A (see section 2.1.4). In the extreme case of a fully polarised material
(such as an ideal half-metallic ferromagnet, Otto et al., 1989) at T = 0, Andreev re-
flection will be completely suppressed and the subgap interface conductance will
vanish. The process is illustrated in figure 2.8.
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(a) (b)
Figure 2.8: Density of states diagrams showing the Andreev reflection process
for (a) P = 0 and (b) P = 1. For P = 1 there are no available minority spin
states at the Fermi energy so a Cooper pair cannot be formed. From Soulen
et al. (1998).
Soulen et al. (1998) modified the BTKmodel to take into account a spin polarised
normal metal by decomposing the total current into an unpolarised and fully po-
larised contribution5
I = I↑ + I↓ = 2I↓ + (I↑ − I↓) = Iunpol + Ipol. (2.13)
The majority and minority spin electrons give rise to a current I↑ and I↓, respec-
tively. All the spin-down electrons (neglecting the effects of an interface barrier)
will be Andreev reflected into spin-up holes and give a double contribution to the
conductance. This constitutes the unpolarised current Iunpol and is described by the
original BTK model. Ipol represents the current due to the excess spin-up electrons
which cannot find spin-down electrons to pair with. This part of the current can-
not be Andreev reflected which can be modelled by setting the Andreev reflection
coefficient A to zero and renormalising all the remaining coefficients to 1. The total
interface conductance is therefore
G(V ) = (1− P )Gunpol(V ) + PGpol(V ). (2.14)
5A similar approach was also described by Strijkers et al. (2001), but assuming a double gap struc-
ture as discussed in section 2.4.
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Table 2.1: The normalised interface conductance in the analytical form de-
rived by Mazin et al. (2001) in both the ballistic and diffusive regimes. Pub-
lished in corrected form by Woods et al. (2004)
Regime E < ∆ E < ∆
Ballistic Gunpol =
2(1+β2)
β2+(1+2Z2)2
Gunpol =
2β
1+β+2Z2
Gpol = 0 Gpol =
4β
(1+β)2+4Z2
Diffusive Gunpol = 1+β
2
2β Im[F (−iβ)− F (iβ)] Gunpol = βF (β)
Gpol = 0 Gpol = βF
[
(1 + β)2/2− 1]
β = V√
|∆2−V 2|
and F (s) = cosh
−1(2Z2+s)√
(2Z2+s)2−1
Assuming minimal elastic interface scattering (Z ≈ 0) and T = 0, the normalised
zero bias conductance becomes
G(V = 0)
GN
= 2(1 − P ). (2.15)
Under these restrictions the spin polarisation is easily determined from the zero
bias conductance using 2.15. For finite Z and T the full conductance curve must be
fitted by equation 2.14.
The fitting algorithm used for Andreev reflection analysis in this thesis is based
on expressions for Gunpol(V ) and Gpol(V ) derived by Mazin, Golubov, and Nad-
gorny (2001). They use a scattering formulation (Beenakker, 1997) to reproduce the
BTK result and generalise BTK theory to the case of a half-metal (P = 1) in both
the ballistic and diffusive regimes. Their results are shown in table 2.1. Figure 2.9
shows the conductance spectra and the effect of varying Z and P independently.
2.2.3 Considerations for reliable detection of P
The generalised BTK model outlined in the previous sections allows the polarisa-
tion P of the normal conductor to be determined by fitting the measured differen-
tial interface conductance curves. In contrast with the relatively simple measure-
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(a) (b)
Figure 2.9: Andreev conductance curves generated using the Mazin et al. ex-
pressions in table 2.1, in the ballistic regime, for (a) Z varied, P = 0 and (b)
Z = 0, P varied.
ment technique, the analysis of the Andreev reflection data is nontrivial. Several
detailed studies have described the possible pitfalls and complications involved in
extracting the relevant polarisation reliably. What follows is a summary of some of
the main issues to keep in mind.
The generalised BTK model has at least four parameters which can vary sig-
nificantly from contact to contact, namely the energy gap∆, the barrier parameter
Z , the generic smearing parameter ω and the spin polarisation P . In theory, these
four parameters should be independent and represent different physical phenom-
ena and, as a result, full four parameter fitting analysis is required to extract P . The
uniqueness of such a fit has been studied in detail by Bugoslavsky et al. (2005) in
materials with zero, intermediate and high polarisation and with simulated data. It
is found that, in the presence of smearing, the solution becomes degenerate i.e. that
data can be fitted equally well with different sets of parameters. The main reason
for this is that both Z and P reduce the subgap conductance and, although the
difference is clear at ω = 0, this is no longer the case for intermediate smearing. Bu-
goslavsky et al. have developed a fitting procedure to reduce this ambiguity based
on performing a three parameter fit with P fixed, repeating this for a range of P
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Figure 2.10: Results of χ2(P ) analysis for NiMnSb point-contact spectra with
different smearing values (squares: ω = 0.4 meV, triangles: ω = 0.95 meV).
The spectrum with low smearing clearly yields a polarisation of 0.4 whereas
the high smearing spectrum does not give a minimum in the χ2(P ) depen-
dence. From Bugoslavsky et al. (2005).
and examining the quality of fit function χ2(P ). χ2(P ) will have a minimum at
the correct value of P but only for sufficiently low smearing. A typical example is
shown in figure 2.10 for the half metal NiMnSb.
Another important observation they make is the importance of correct normali-
sation for the value of P . Normalisation with the conductance at a bias value above
the energy gap involves a degree of arbitrary judgement. Incorrect normalisation
can result in an artificial minimum in theχ2(P ) dependence as shown in figure 2.11
for simulated datawithP = 0. These points will be discussed further in subsequent
chapters.
Determining the contact size in both point contacts and planar junctions and
hence whether transport is ballistic or diffusive is also nontrivial. As the gener-
alised BTK model derived by Mazin et al. (2001) includes both cases the question
arises whether an incorrect choice of transport regimewill affect the extracted value
of P . Blonder et al. (1982) note in their original paper that the Z parameter can ef-
fectively absorb the effects of diffusive transport. Woods et al. (2004) have put this
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Figure 2.11: The effect of incorrect normalisation on the χ2(P ) analysis. Per-
formed on simulated data with the parameters shown (n = 1 represents “cor-
rect normalisation”). From Bugoslavsky et al. (2005).
to the test using the generalised model with a finite P . They find that spectra sim-
ulated using the diffusive formulas can be fitted in the ballistic regime with an
almost identical value of P whereas the predicted Z is significantly higher. They
conclude that the ballistic model can be used safely to determine P for single junc-
tions. However, as the study of Bugoslavsky et al. (2005) shows, these results may
simply reflect the non-uniqueness of the fit.
Several studies have reported a suppression of the polarisation with increasing
interface barrier Z . It has been suggested that this apparent P–Z dependence is as-
sociated with spin-flip scattering which reduces P from its bulk value. The “intrin-
sic” polarisation should therefore be obtained by extrapolating to Z = 0. Strijkers
et al. (2001) proposed a quadratic functional form for the dependence and extract
values for P which are mostly consistent with tunnelling spectroscopy. However,
no theory supports the quadratic functional form. An exponential dependence pro-
posed by Kant et al. (2002) is an attempt to describe the effects of spin-flip scattering
in the contact and can be written as
P ≈ P0 exp
(−2αψZ2) (2.16)
42 Chapter 2. Andreev reflection spectroscopy
where P0 is the intrinsic spin polarisation, α is the spin-flip scattering probability
and ψ is the ratio of the forward and backward scattering probabilities. However,
Woods et al. (2004) show that there is no statistical difference between the qual-
ity of a quadratic, exponential or even a linear fit to their observed P–Z depen-
dence. Furthermore, they find that in some cases a purely spurious P–Z relation-
ship can result from neglecting the presence of the series resistance in an imperfect
four-terminal measurement.6 Chalsani et al. (2007) also point out that the P being
probed by the Andreev reflection may simply be changing from the ballistic P to
the diffusive P as scattering increases in the contact region. Finally, Miyoshi et al.
(2005a) have shown that an artificial P–Z dependence can also result from local
variations in the stray magnetic fields of the ferromagnet which drive vortices into
the superconducting electrode. Given all these different sources for a P–Z depen-
dence it is questionable whether extrapolation to Z = 0 to extract the “intrinsic” P
is justifiable. However, due to its widespread mention in the literature it is worth
examining in our planar junctions.
2.3 Andreev spectroscopy on semiconductors
The use of Andreev reflection spectroscopy on semiconductors (Sm) introduces an
additional degree of complexity due to both fundamental and technological rea-
sons. Fundamental issues include Schottky barrier formation at the interface and
high Fermi velocity mismatch between S and Sm. These issues affect the trans-
parency of the junction and hence the ability to detect spin polarisation. From a
technological point of view, the fabrication of a clean interface between a S and Sm
can be problematic as a result of the different growth methods.
Early work on S/Sm junctions was motivated by superconducting device pro-
posals such as the Josephson field effect transistor which is based on a S/Sm/S
6This is a knock on effect from the apparent shift in∆ due to voltage division between the series
resistance and the interface.
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structure. Such a device relies on a strong proximity effect and is therefore sensi-
tive to the transparency of the interface. Kleinsasser et al. (1990) showed that the
transport mechanism through a Nb/n-InGaAs/Nb device could be changed from
tunnelling to Andreev reflection by increasing the doping of the InGaAs channel.
The doping of the semiconductor has the effect of reducing the width of the space
charge region (Schottky barrier) at the S/Sm interface and thus increases transmit-
tance. A similar effect was seen in single Nb/InGaAs junctions by Kastalsky et al.
(1991) but the high transmittance conductance spectra could not be described by
BTK theory. The Nb was deposited ex-situ and the oxide removed from the InGaAs
by heating. The effects of these fabrication steps on the interface properties were
not discussed.
The Andreev reflection process has been shown to be extremely sensitive to the
precise method used to fabricate the junction (Neurohr et al., 1996; Braden et al.,
2003). Braden et al. find that only in situ fabricated GaMnAs/Ga junctions produce
simple Andreev spectra that can be described by BTK theory. Neurohr et al. have
compared twomethods of surface pretreatment in lateral Nb contacts to an InGaAs
two-dimensional electron gas (2DEG). They find that the Andreev reflection is dra-
matically affected by the surface pretreatment.
Their results are shown in figure 2.12. Sample A was cleaned by wet chemical
etching using HF whereas sample B was cleaned by in situ Ar ion sputtering. In
the case of the wet etched sample the junction is considered to be in the ballistic
regime. The observed suppression of ∆ is attributed to the proximity effect, en-
hanced by the presence of a normal conducting NbOx metallic oxide layer. Such a
layer could readily be formed on the superconductor as the chemical clean was per-
formed outside the vacuum chamber so a small amount of water and oxygen will
have been adsorbed on the semiconductor surface. The situation is illustrated in
figure 2.13(a).7 The nonthermal broadening is assumed to be due to pair breaking
7It is assumed that the interface between the superconductor and the oxide is perfectly transpar-
ent. This is reasonable as it is not an abrupt interface but rather a gradual change in composition.
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Figure 2.12: Experimental results of Neurohr et al. (1996) showing normalised
Andreev reflection spectra of Nb/InGaAs 2DEG junctions. Sample A has had
a wet chemical etch and sample B has been cleaned by Ar ion sputtering prior
to Nb deposition.
from inelastic scattering. The Ar ion milling of sample B has created a highly disor-
dered surface layer on the 2DEG as shown in figure 2.13(b). The disorder reduces
the mean free path of the 2DEG and puts the junction in the diffusive or thermal
regime. In addition, the high roughness and disorder caused by the milling also
results in substantial inelastic scattering and thus smearing.
This crucial point to take from the study of Neurohr et al. is that the lowest resis-
tance interface does not necessarily result in the cleanest Andreev spectrum. This
demonstrates the importance of choosing an appropriate surface cleaning method
when preparing planar Andreev junctions. The method has to be able to remove
unwanted surface layers without leavingmuch residue and, crucially, without dam-
aging the underlying material.
The discovery of ferromagnetic semiconductors has triggered a renewed inter-
est in S/Sm junctions for Andreev spectroscopy. A complication arises in such
junctions because of the large Fermi velocity mismatch between metals and semi-
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(a) (b)
Figure 2.13: The spatial dependence of the Cooper-pair density in a supercon-
ductor/2DEG junction with interfacial oxide layers. The physical interface is
at x = 0 and this is where Andreev reflection takes place (within ≈ ξ). (a) The
layer N represents a normal conducting oxide on the surface of the supercon-
ductor as in the case of sample A. (b) In sample B there is an additional normal
conducting, highly disordered layer N’ at the surface of the 2DEG. Similar to
diagrams in Neurohr et al. (1996).
conductors. In the BTK model, this mismatch is included in the barrier parameter
Z , as previously shown in equation 2.8, and a large Z can make the detection of P
unreliable (see section 2.2.3). Zutic and Das Sarma (1999) have calculated the trans-
mission specifically of semiconductor/superconductor junctions along the lines of
BTK theory but separating the effects of the potential scattering barrier and the
Fermi velocity mismatch and including spin-flip scattering. Surprisingly they find
that increasing the Fermi velocity mismatch can lead to increased subgap conduc-
tance in the presence of a finite spin polarisation. This effectively translates into a
lower Z value, contradicting BTK theory. Z values well below the Fermi velocity
mismatch contribution have been seen in in-situ grown planar Andreev junctions
with themagnetic semiconductors GaMnAs (Braden et al., 2003) and EuS (Ren et al.,
2007) which seems to confirm this theory. It is unclear, however, whether BTK the-
ory can still be used to extract P in these cases (although this was done in the above
studies).
Point contact Andreev spectroscopy has been used successfully to determine
the spin polarisation of a variety of dilute magnetic semiconductors such as In-
MnSb (Panguluri et al., 2004), GaMnSb (Panguluri et al., 2007), GaMnAs (Panguluri
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Figure 2.14: A measured Andreev spectrum showing sharp dips at voltages
above the superconductor energy gap.
et al., 2005a) and MnGe (Panguluri et al., 2005b). In these studies the Z values are
consistent with the expected contibution from Fermi velocity mismatch. As men-
tioned previously, these studies identify a relationship between the carrier mobility
and smearing due to inelastic scattering. GaMnAs, GaMnSb and InMnSb show
high, intermediate and no inelastic scattering, respectively, which corresponds to
mobility values.
2.4 Anomalous conductance dips
Many studies of Andreev reflection spectroscopy have reported anomalous dip
structure in the conductance at voltages above the energy gap. The precise shape
and the voltage at which they occur varies but they are generally symmetric about
zero bias. An example is shown in figure 2.14. The features were first reported
by Nguyen et al. (1992) in InAs-AlSb quantum well structures with two Nb elec-
trodes. Passing current between the two Nb electrodes through the InAs well they
noted broad dips at voltages an order of magnitude above the energy gap. The
dips were attributed to multiple Andreev and normal reflections between the Nb
and the bottom barrier of the well. Soon, however, similar features were discov-
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ered in completely different structures, Nb/Ag and Nb/Al single junctions where
multiple Andreev reflections were unlikely (Xiong et al., 1993). Both studies found
that the temperature dependence of the dip voltage closely mimicked that of the
energy gap. Since then, these anomalous dips have been seen in a wide variety
of materials systems and structures. These features are likely to have a variety of
origins such as series Josephson junctions, the proximity effect and critical current
effects.
Josephson junction in series
Shan et al. (2003) have compared results from PCAR measurements taken with
PtIr/Nb foil and PtIr/MgB2 polycrystalline point contacts and find that the dips
are present only for PtIr/MgB2 tips. They speculate that the dips are due to the
intergrain Josephson effect (IGJE) in the polycrystalline tip i.e. that there is a S/I/S
or S/N/S Josephson junction (between the superconducting grains of the MgB2) in
series with the point contact. When the current is lower than the Josephson criti-
cal current there is no Josephson voltage (VIGJE ≈ 0) and the point contact voltage
(VPC) dominates. However, as the current reaches the Josephson critical current
there is a sudden increase in VIGJE corresponding to the kink in the curve marked
IGJE in figure 2.15. At this point the gradient approaches zero over a small voltage
range resulting in a dip in the conductance spectrum. Above this region, the spec-
trum is determined by the sum of the normal state resistances of the point contact
and the Josephson junction. The I–V curves and resulting conductance spectrum
are shown in figure 2.15. The position of the dips will depend on the area and thick-
ness of the Josephson junction and the dip voltage will therefore not necessarily be
correlated with any readily measurable quantity.
Although this study focuses on Josephson junctions between superconducting
grains in a polycrystal one could envisage a similar effect due to constrictions in
single crystal materials or surface oxide layers. In section 4.1.4 we will show that
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Figure 2.15: Theoretical simulation of Andreev reflection with a series Joseph-
son junction. The I–V curves of a point contact, a Josephson junction and
their sum are shown along with the conductance spectrum corresponding to
the total I–V . From Shan et al. (2003).
our Pb films grow as largely disconnected islands up to thicknesses of the order of
100 nm and in addition some processing routes lead to the formation of possibly
dirty Pb/Pb interfaces. Both of the above could lead to series Josephson effects.
Proximity effect
Another explanation of the observed dip structure in Andreev spectra relies on
the proximity effect and was suggested by Strijkers et al. (2001). As described in
sections 2.1.5 and 2.3 Cooper pairs can diffuse across the S/N interface and create
a proximity induced superconducting layer on the N side. This layer will have a
reduced gap compared to the bulk superconductor. Strijkers et al. have constructed
a model which incorporates two values for the gap. ∆1 is the gap of the proximity
layer. The Andreev reflection process will take place between this layer and N. ∆2
is the gap of S (although suppressed from the bulk value as shown in figure 2.6) and
this is the minimum energy for quasiparticle transport into S. Figure 2.16 shows an
example of spectra fitted with the double gap model. The model accounts well
for the conductance dips but the small peaks above the dips are not present in the
data. These peaks are characteristic of the model. The dips are more pronounced
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Figure 2.16: Nb/Cu conductance spectra from Strijkers et al. (2001) showing
the double gap model at work for point-contact resistance (a) R = 7.6 Ω and
(b) R = 2.4 Ω.
for lower resistance (and lower Z) contacts which is consistent with the proximity
theory.
Critical current
Several studies have shown that the occurrence of the conductance dips is not lim-
ited to polycrystalline superconductors indicating that the Josephson effect is not
the primary cause of the dip structure. Furthermore, dips have been observed in the
spectra of superconductor/ferromagnet junctions. Ferromagnets are strong pair
breakers so the proximity effect should be negligible which rules out the double gap
model. A more versatile hypothesis involves the critical current being exceeded in
the contact region (Xiong et al., 1993; Westbrook and Javan, 1999; Sheet et al., 2004;
Hindmarch et al., 2007).
As noted in section 2.1.4 the Andreev reflection process leads to an excess cur-
rent Iexcess which is independent of voltage for V " ∆. If the superconductivity is
destroyed at the contact this excess current disappears resulting in a sharp dip in
the differential conductance. Westbrook and Javan (1999) assume that the super-
conductivity is destroyed by the magnetic field produced by the current through
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the contact. The I–V characteristic in the high voltage regime is
I(V " ∆) = V
RN
+ Iexcess. (2.17)
whereRN is the junction resistance. Assuming that the dips occur when the critical
current is reached, the dip voltage will be
Vdip = IcRN − IexcessRN. (2.18)
The critical current is Ic = 2piaHc1 and the Sharvin resistance (see section 2.1.2) is
RS ∝ 1/a2 so equation 2.18 becomes
Vdip = k
√
RN + V0, (2.19)
where k = 2piHc1
√
RSa2 and V0 are constants. This is precisely the relationship
between Vdip and RN seen by Westbrook and Javan in their Ta/W point contacts.8
The study of Sheet et al. (2004) also finds that the conductance dips shift to
higher voltages in higher resistance junctions although they do not show the pre-
cise dependence. They also find that their size increases with decreasing contact
resistance as shown in figure 2.17(a). This they attribute to the increasing contact
size and the consequent shift from ballistic to diffusive transport. They hypothesise
that the dips appear through the sudden increase in the Maxwell contact resistance
contribution due to the increase in resistivity. The dips should therefore not appear
in the ballistic regime. However, if these results are interpreted along the lines of
Westbrook and Javan (1999) the gradual emergence of dips with decreasing contact
resistance could be due to the Z dependence of the excess current as calculated by
Blonder et al. (1982), shown in figure 2.17(b). The excess current decreases with in-
8AsWestbrook and Javan (1999) point out the Sharvin resistanceRS should bemultiplied by 1+Z2
to take into account the resistance added by normal reflection. The derivation above assumes that Z
is constant for all junctions in which case
√
RSa2 is also constant.
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(a) (b)
Figure 2.17: (a) Experimental results of Sheet et al. (2004) for PCAR in Au/Ta
junctions showing the evolution of conductance dips with junction area. (b)
Normalised excess current as a function of interface barrier Z . From Blonder
et al. (1982).
creasing Z and therefore the size of the dips should also decrease with increasing
Z . Unfortunately though, Sheet et al. only reveal the Z values for the two topmost
spectra but it is clear from the curves that the trend is at least qualitatively consis-
tent with the excess current explanation.

Chapter 3
Tunnel barriers for spin
injection/detection
The injection of spin polarised carriers into a semiconductor, manipulation and
subsequent detection in a single device has been one of the main themes of spin-
tronics research since the spin transistorwas first proposedbyDatta andDas (1990).
Spin injection and detection in a hybrid ferromagnet/narrow gap semiconductor
device requires ultrathin tunnel barriers at the interfaces and MgO is a promising
barrier material. However, the growth of such a thin oxide is challenging and elec-
trical characterisation is essential to determine the quality of the barrier.
Section 3.1 gives a brief overview of hybrid spintronics with narrow gap semi-
conductors. The significance of efficient spin injection and detection is best illus-
trated by the spin FET which is the subject of Section 3.1.1. The spin FET also high-
lights the benefits of using narrow gap semiconductors. Section 3.1.2 discusses the
conductivity mismatch problem which limits spin injection/detection in ferromag-
net/semiconductor structures. A solution to this problem involving tunnel barriers
at the interfaces is described and some recent results on spin injection/detection are
mentioned. In section 3.1.3 the salient properties of MgO oxides are described.
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The tools for electrical characterisation of tunnel barriers are described in sec-
tion 3.2. First, the Rowell criteria, which are used to identify tunnelling, are pre-
sented in section 3.2.1. Section 3.2.2 describes models which are commonly used to
fit the tunnel conductance. Finally, we investigate some of the shortcomings of the
tunnelling models and how they affect our ability to determine barrier parameters
in section 3.2.3.
3.1 Spin injection/detection in hybrid spintronic devices
3.1.1 The narrow gap semiconductor spin FET
The idea of Datta and Das is to make use of spin precession in materials with a
strong spin-orbit interaction (SOI) such as the narrow gap semiconductors (NGS).
Two different mechanisms contribute to the SOI: the bulk inversion asymmetry
(BIA) and the structural inversion asymmetry (SIA). In a two-dimensional electron
gas (2DEG) these mechanisms can be described by the Hamiltonian terms
H = αBIA(σxkx − σyky) + αSIA(σxky − σykx) (3.1)
where σi are the Pauli matrices and ki are the components of the electron wave
vector. The coefficients αBIA and αSIA describe the weight of the BIA and SIA,
respectively. αSIA is known as the Rashba coefficient and is sensitive to an applied
electric field whereas αBIA is not.
The device design of Datta and Das is similar to that of a field effect transistor
(FET) except that the source and drain electrodes are ferromagnets (F). Spin po-
larised current is injected into a semiconductor 2DEG from a ferromagnetic source
electrode. In 2DEGs of NGSs the Rashba term of the spin-orbit Hamiltonian is
dominant and the spin precession can therefore be controlled with a gate bias. The
injected electron spins will precess as they travel along the semiconductor chan-
3.1. Spin injection/detection in hybrid . . . 55
nel until they reach the ferromagnetic drain electrode. If the spin orientation is
aligned to the drain magnetisation the source-drain resistance is low. If the spin is
not aligned the resistance is high.
A similar device has been proposed which relies on a resonance condition be-
tween the Rashba term and the BIA term (Cartoixa et al., 2003). When theD’yakonov-
Perel mechanism of spin relaxation (Dyakonov and Perel, 1971) is dominant the
spin lifetime goes to infinity for αBIA = αSIA. Injected electron spins can therefore
travel along the Sm channel to the drain without loosing their spin information.1
For αBIA += αSIA the spin polarisation decays via the D’yakonov-Perel mechanism
and the spins are randomly orientated at the drain electrode. This device has the
advantage that it works in the diffusive regime (the Datta and Das spin transistor
is a ballistic device) which eases size requirements.
As previouslymentioned, these device concepts require a channelmaterial with
a large Rashba SOI and the NGSs InAs and InSb have been shown to be excellent
candidates in this respect (Ganichev et al., 2004; Zawadzki and Pfeffer, 2004). InAs
and InSb also have exceptionally high room temperature electron mobilities which
means that carrier transit times through the device will be short. Perhaps surpris-
ingly, the short spin lifetimes found in these materials (Litvinenko et al., 2007) are
also advantageous as they allow the spin polarisation to decay fast when the gate
voltage is turned off. Short transit times and spin decay times therefore allow fast
switching of the resonant spin FET.
InAs naturally forms a surface accumulation layer with a high carrier density.
Recently, Litvinenko et al. (2006) have shown that the spin lifetime in this layer is
much shorter than in the bulk (" 1 ps vs.∼10 ps) and due to the high carrier density
approximately 60% of the current is carried along this layer. This could potentially
limit the usefulness of InAs in lateral spintronic devices. InSb, on the other hand,
does not have a surface accumulation layer but instead forms a surface depletion
1In practise, the length of the channel will be restricted due to other spin relaxation mechanisms.
56 Chapter 3. Tunnel barriers for spin . . .
or Schottky layer.
3.1.2 The conductivity mismatch problem
A prerequisite for the spin FET is to obtain sufficient contrast between the on and
off states i.e. a significant difference in the overall resistance of the parallel and
antiparallel magnetic configurations of the F/Sm/F trilayer. This relies on the effi-
ciency of spin injection from the ferromagnetic source electrode into the semicon-
ductor and how well the spin polarisation is maintained in the semiconductor. It is
obviously desirable for the source and drain electrodes to have a high room tem-
perature spin polarisation and the most obvious candidate materials are therefore
the ferromagnetic metals.
Early experiments on F/Sm/F spin-valves produced very small values of mag-
netoresistance, of the order of 1% or less (Lee et al., 1999; Hammar et al., 1999). Soon
after, Schmidt et al. (2000) showed that this was primarily due to the difference in
conductivities of metallic ferromagnets and semiconductors. They showed that, in
a F/Sm/F structure, the spin polarisation in the Sm is proportional to the ratio of
the semiconductor conductivity σSm and the ferromagnet conductivity σF. More
precisely,
PSm ∝ σSm
σF
lFsf
tSm
(3.2)
where lFsf is the spin-flip length in F (also known as the spin diffusion length) and
tSm is the thickness of Sm.2 This ratio is generally# 1 when F is a metallic ferro-
magnet with σF ∼ 104σSm. Even if the ratio is orders of magnitude lower, a typical
ferromagnet will have lFsf ∼ 10 nm which puts stringent size restraints on the de-
vice. In contrast, metallic multilayer structures (GMR devices) have σN/σF ! 1.
The mismatch in conductivities therefore imposes a fundamental limit on the spin
injection from a ferromagnet into a semiconductor.
The solution to this problem is to introduce a resistive, spin preserving bar-
2Here the spin polarisation is defined as in equation 2.11.
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rier between the ferromagnet and the semiconductor such as a tunnel barrier (Fert
and Jaffrès, 2001; Rashba, 2000). Fert and Jaffrès (2001) have performed a detailed
analysis of F/I/Sm and F/I/Sm/I/F structures, where I is an insulator, using the
diffusive spin transport equations introduced by van Son et al. (1988) and Johnson
and Silsbee (1987). The basic assumption of the spin transport equations is that we
can define variables such as the chemical potential, current density and conduc-
tivity separately for up and down spin. At the interface between a polarised and
unpolarised material there is a splitting between the chemical potentials of up and
down spin, ∆µ = µ↑ − µ↓, known as spin accumulation which allows transfer of
current between the two spin channels. Due to spin diffusion the spin accumula-
tion extends away from the interface with an exponential decay. The decay length
is known as the spin diffusion length lsf . In a nondegenerate semiconductor the
spin diffusion length can be expressed as
lSmsf =
√
kBT τsf
2ne2ρSm
(3.3)
where τsf is the spin relaxation time, n is the carrier density and ρSm is the resistivity
of Sm. It turns out that the crucial factor for spin injection and detection is the size
of the interface barrier resistance rb relative to the products of resistivity and the
spin diffusion lengths
rF = ρFl
F
sf (3.4)
rSm = ρSml
Sm
sf (3.5)
in the ferromagnet and semiconductor.
In the case of a single F/I/Sm junction they find that rb has to satisfy
rb ≈ rSm (3.6)
to achieve significant spin injection and the maximum spin injection is obtained in
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(a) (b)
Figure 3.1: (a) Current spin polarisation (as defined in equation 2.11, p. 36)
at a F/Sm interface with and without an interface barrier resistance. (b) Spin
accumulation ∆µ at a F/Sm interface. N denotes the nonmagnetic material,
in this case the semiconductor, β is the spin polarisation of F, γ is the interface
spin-asymmetry coefficient (see Valet and Fert, 1993) and z is the longitudinal
dimension of the device. The calculation uses typical parameters for F = Co
and Sm = GaAs (rSm/rF = 106). From Fert et al. (2007).
the limit rb " rSm + rF. The situation is illustrated in figure 3.1. Without the inter-
face resistance the depolarisation of the current occurs entirely in F and the current
has virtually no spin polarisation in Sm (this is equally true for current entering
and leaving Sm). This is a consequence of having the same spin accumulation ∆µ
on both sides of the interface. The calculations of Fert and Jaffrès show that in this
case the total number of spin flips in F and Sm are proportional to 1/rF and 1/rSm,
respectively. As rF # rSm all the depolarisation occurs in F. An interface resistance
introduces a discontinuity in ∆µ as shown in 3.1(b) which results in a more even
number of spin flips on either side of the interface and hence a significant spin
polarisation in Sm.
In an F/I/Sm/I/F structure the figure of merit is the difference of the over-
all resistance of the parallel and antiparallel magnetic configurations, denoted by
∆R/RP. Fert and Jaffrès (2001) show that a significant∆R/RP can only be obtained
when rb is within a small window, roughly centred at rN
ρSmtSm # rb # rSm l
Sm
sf
tSm
. (3.7)
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Figure 3.2: The dependence of ∆R/RP on interface resistance, calculated for
different values of semiconductor length tN = tSm. Parameters are the same
as in figure 3.1. From Fert et al. (2007).
The results of their calculation is shown in figure 3.2. The lower edge of thewindow
corresponds to a slightly relaxed version of the condition for efficient spin injection
through a single interface. The upper edge of the window is related to the con-
servation of spin accumulation across Sm. When rb exceeds rSmlSmsf /tSm then most
of the voltage drop occurs across the interface and the time which carriers spend
in Sm exceeds the spin lifetime. This causes a drop in ∆R/RP. The magnitude of
∆R/RP is also dependent upon the length of the Sm relative to the spin diffusion
length. As tSm approaches lSmsf the peak in magnetoresistance drops exponentially
as exp(−tSm/lSmsf ). This is illustrated in figure 3.2 by the black and red curves.
Efficient spin injection has been demonstrated experimentally in F/I/Sm struc-
tures using a reversed biased Schottky junction (Hanbicki et al., 2003; Crooker et al.,
2005) and oxide tunnel barriers (Motsnyi et al., 2002; Jiang et al., 2005) by optical
methods. In contrast, a significant two-terminal MR of the type described above
has only been demonstrated in vertical F/I/Sm/I/F structures. Lateral structures
have proved more demanding and, as an example, Koo et al. (2007) have found a
∆R/RP ratio of only 0.029% in an InAs quantum well with NiFe injector/detector.
The reason for these limited MR values is partly that proper optimisation of the
barrier resistance along the lines of equation 3.7 has not been carried out and in the
60 Chapter 3. Tunnel barriers for spin . . .
case of lateral devices the semiconductor channel length is too long compared to
the spin diffusion length.
Recently, electrical spin injection and detection has been demonstrated in the
so-called nonlocal spin-valve geometry (Lou et al., 2006, 2007). The concept is il-
lustrated in figure 3.3. In this geometry the MR is not measured across the current
carrying electrodes and does therefore not involve the interplay between two spin
accumulations. The spin accumulation which forms below contact 3 due to spin in-
jection diffuses in both directions. As there is no current flowing between contacts
4 and 5 the voltage measured is simply between contact 4 and the semiconductor
channel below. The idea is that this voltage is sensitive to the magnetic orientation
of the contact relative to the spin accumulation in the channel directly below. The
length of the channel ensures that there is no spin accumulation beneath contact
5. The voltage difference between the parallel and antiparallel magnetic configu-
rations measured by Lou et al. is ∆V/V0 = 0.06%. This is a very small change and
may simply reflect inefficient spin injection due to the lack of barrier engineering.
However, the relationship between the nonlocal voltage and the spin polarisation
is not fully understood and there are also unanswered questions about changes in
the sign of∆V with dc bias voltage seen by Lou et al.
It has been suggested (van Wees, 2000; Hammar et al., 2000) that the nonlocal
geometry offers a more reliable way of spin detection than the local geometry de-
scribed by the model of Fert and Jaffrès (2001). However, the nonlocal geometry
requires a four-point measurement technique and is therefore not easily compat-
ible with present semiconductor device technology. The pursuit of a significant
two-terminal MR in the local geometry is therefore important from an applications
point of view.
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Figure 3.3: Schematic diagram of the nonlocal spin-valve geometry. Current
is injected into the GaAs channel from the ferromagnetic contact 3 and exits
via 1 as shown with the red arrows. The voltage is measured between contact
4 and the GaAs channel via contact 5. The black arrows show the magnetisa-
tion orientation of the electrodes and the purple arrows indicate the injected
spins. The schematic is taken from Lou et al. (2007). In their study the device
dimensions are l1 = 160 µm and l2 = 12 µm.
3.1.3 The Co/MgO/InAs system
Let us consider qualitatively the consequences of the previous section for a spin-
valve device using a narrow gap semiconductor. As already mentioned, InAs and
InSb have very high mobilities and hence their conductivity is high compared to
most other semiconductors (but lower than that of metals). This means that rb must
be very low to satisfy the upper condition of equation 3.7. Only a tunnel barrier
produces a spin preserving and symmetric interface resistance. The resistance of a
tunnel barrier is dependent on the thickness and height (in energy) and as a result
it can be engineered to obtain a specific value of resistance. A very thin and/or low
tunnel barrier is required for resistance matching to narrow gaps.
MgO tunnel barriers have received much interest recently for their apparent
spin filtering properties in epitaxial Fe/MgO/Fe and CoFe/MgO/CoFe magnetic
tunnel junctions, leading to exceptionally high magnetoresistance values (Yuasa
et al., 2004; Parkin et al., 2004). Jiang et al. (2005) have also demonstrated high spin
injection efficiency (32% at room temperature) into GaAs from a CoFe/MgO tun-
nel injector. The high magnetoresistance was predicted theoretically in epitaxial
MgO(100) tunnel junctions with Fe, CoFe and Co electrodes with body centred cu-
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bic (bcc) crystal structures (Butler et al., 2001; Zhang and Butler, 2004). These stud-
ies found that Bloch states of different symmetry decay at different rates within the
barrier, with the decay rates determined by energy bands of the same symmetry
in the barrier. For bcc Fe, CoFe and Co electrodes, the highly spin polarised spd
hybridised states have by far the longest decay length and dominate tunnelling
through MgO(100). In our Co/MgO/InAs structures, the MgO is amorphous and
the Co is therefore likely to have its natural hexagonal close-packed (hcp) crystal
structure. As a result, we cannot expect a significant degree of spin filtering in these
structures.
There is another reason, however, why MgO is an attractive barrier material for
narrow gap spintronics. Scanning tunnelling microscopy studies of ultrathin MgO
tunnel barrier layers have shown that thin barriers (∼1.5 nm) have a low band gap
of approximately 1 eVwhereas thicker layers (∼3 nm) exhibit a bulk-like gap of∼5–
7 eV (Mather et al., 2006). The barrier height is generally defined as half of the band
gap. Studies employing fitting of conductance spectra have found barrier height
values of ∼0.9 eV (Kiyomura et al., 2000; Mitani et al., 2003), in good agreement
with the band gap study. In contrast, the barrier height of subnanometre AlOx
layers is typically 2–3 eV (Boeve et al., 2001). This means that for a given barrier
resistance, MgO oxides can be grown thicker compared to AlOx barriers which is
important when a very small barrier resistance is required.
We will revisit these issues more quantitatively in section 6.1.
3.2 Electrical characterisation of tunnel barriers
3.2.1 Tunnelling criteria
The discovery of large magnetoresistance in magnetic tunnel junctions (MTJs) has
triggered intense research effort in growing ultrathin insulating films (Moodera
et al., 1995). For integration into current read head and memory technology it is
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crucial to minimise the junction resistance-area product and as a result the typical
insulator thicknesses required are of the order of 1 nm (Moodera et al., 1997). Sim-
ilar thicknesses are required for resistance matching in hybrid F/I/Sm/I/F struc-
tures where the semiconductor is highly conductive (see section 6.1). The growth of
such thin insulating layers is extremely challenging due to the tendency for forma-
tion of pinholes i.e. small metal-to-metal nanocontacts through the insulator. The
pinholes effectively short the tunnel barrier and pinhole conductance may domi-
nate over tunnelling. This reduces the tunnelling magnetoresistance in MTJs (Song
et al., 2000) and the spin injection efficiency. It is therefore important to have some
method to determine whether pinholes are present in the tunnel barrier or not.
A set of criteria were formulated by Rowell (1969) to establish whether single-
step tunnelling was the dominant transport mechanism in tunnel junctions with
at least one superconducting electrode. Three of these criteria are still applicable
where neither electrode is a superconductor (Jönsson-Åkerman et al., 2000):
(i) The barrier conductance G decays exponentially with increasing insulator
thickness t.
(ii) The conductance spectrumG(V ) is nonlinear as described by theoretical mod-
els (see section 3.2.2).
(iii) The temperature dependence of the zero bias conductance G0(T ) is weakly
insulator-like, i.e. decreases with decreasing temperature.
The first Rowell criterion stems from the exponential decay of the wavefunction
in the barrier. Using the Wentzel-Kramers-Brillouin (WKB) approximation we can
calculate the tunnelling probability (Griffiths, 1995) which is proportional to the
conductance so that
G ∼ et/t0 , where t0 = !/2
√
2m∗φ. (3.8)
Here, φ is the height of the (rectangular) potential barrier with respect to the elec-
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tron energy (generally the Fermi energy) andm∗ is the effective electron mass. For
realistic parameters φ andm∗ the decay length t0 corresponds roughly to the thick-
ness of a single atomic layer (Rabson et al., 2001). Rabson et al. have shown that
the same exponential dependence on thickness is obtained by modelling the prob-
ability of pinhole formation during growth of a thin insulating film. The purely
classical model considers the deposition of insulating particles onto a perfect con-
ductor and an absence of such a particle constitutes a pinhole. The resulting in-
sulator thickness follows a Poisson distribution resulting in a pinhole probability
of exp(−µ) where µ is the average insulator thickness. For a finite insulator-to-
metal resistance ratio of 0.0001 the exponential dependence extends to a thickness
of approximately 10 monolayers which corresponds to a MgO layer 4 nm thick
(assuming a MgO lattice constant of 4.2 Å, Miller et al., 2006). As a result the first
Rowell criterion is not sufficient to rule out pinholes in a thin insulating film.
The second criterion usually involves fitting the junction I–V characteristic to
the Simmons model (Simmons, 1963) or fitting the conductance spectrum G(V )
to the Brinkman-Dynes-Rowell (BDR) model (Brinkman et al., 1970). However,
Jönsson-Åkerman et al. (2000) have shown that good fits can be obtained using
these models despite the presence of pinholes in the insulator. They have studied
the electrical properties of S/I/N junctions which all showa Simmons-like I–V and
BDR-like G(V ) above Tc of the superconductor. Below Tc however, some junctions
exhibit an excess conductance below the superconductor energy gap indicating An-
dreev reflection with a low Z value whereas others have a suppressed subgap con-
ductance indicating a high Z value as shown in figure 3.4. Consequently, criterion
(ii) is also not a sufficient condition for tunnelling.
In the same study, Jönsson-Åkerman et al. conclude that the third criterion is
sound. The samples showing Andreev reflection have a metallic-like G0(T ) depen-
dence i.e. the conductance is higher at low temperature due to reduced scattering in
themetals. The high-Z junctions on the other hand show a decrease in conductance
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Figure 3.4: Conductance spectra of two characteristic Nb/Al/AlOx/Fe struc-
tures at 4.2 K. The spectrum in (a) clearly has a high Z indicating a tunnelling
nature whereas (b) is highly transmissive (low Z) indicating pinhole conduc-
tance. From Jönsson-Åkerman et al. (2000).
with temperature as the tunnelling probability decreases with the electron energy.
Based on later studies of F/I/F junctions Åkerman et al. (2001) propose a further
three criteria which indicate the presence of a pinhole in a F/I/F junction (see also
Åkerman et al., 2002): (iv) decreasing fitted barrier height and increasing fitted bar-
rier thickness for decreasing T , (v) increased junction noise at finite bias, and (vi)
increased junction instability at finite bias. Criteria (v) and (vi) can be explained in
terms of the high current density in the pinhole.
3.2.2 Tunnelling models
An insulating film separating two conducting electrodes represents a potential bar-
rier between the electrodes. Two mechanisms can be resposible for current flow
through the barrier. Electrons with high enough thermal or potential energy can
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pass over the barrier in the conduction band of the insulator. Alternatively, if the
barrier is thin enough, electrons can tunnel through the barrier. At low bias volt-
ages, the conductance of the barrier will be dominated by direct tunnelling and
determined by the tunnelling probability. The tunnelling probability and therefore
the conductance will depend on the height, thickness and symmetry of the barrier.
A measurement of the conductance versus bias voltage should therefore contain
valuable information about these barrier properties.
The model most commonly used to fit tunnel barrier conductance curves was
derived by Brinkman, Dynes, and Rowell (1970) and is known as the BDR model.
They assume a trapezoidal potential barrier and use the WKB approximation to
calculate the conductance, which assumes that the band structure of the metal-
insulator-metal system varies slowly compared to the electron wavelength. By ex-
panding the expression for the current density in powers of the voltage they arrive
at the approximate expression for the barrier conductance
G(V )
G(0)
= 1−
(
A0∆φ
16φ¯3/2
)
eV +
(
9
128
A20
φ¯
)
(eV )2 (3.9)
where
∆φ = φ2 − φ1 (3.10)
represents the difference in barrier height on either side of the barrier (in volts),
A0 = 4
√
2med/3! (3.11)
and
G(0) =
(
3.16 × 1010φ¯1/2/d
)
exp
(
−1.025dφ¯1/2
)
. (3.12)
The barrier thickness d is in Å and φ¯ is the average barrier height in volts. Higher
order terms have been ignored in this expression and it is therefore only accurate in
a limited bias range, typically below a third of the barrier height (Miller et al., 2006).
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Brinkman et al. state that it is accurate to roughly 10% when the barrier thickness is
greater than 10 Å and when ∆φ/φ¯ is less than one. The asymmetry of the barrier
has the effect of shifting the minimum of equation 3.9 to a non-zero value.3
Assuming abrupt boundaries between the metals and the insulator (as apposed
to the slowly varying bandstructure used for the WKB approximation) results in
a much more complicated expression for the current density which gives different
values for the conductance. Nonetheless, the voltage dependence of the conduc-
tance is still roughly parabolic and the shift in the minimum due to asymmetry is
similar.
An alternative approach is to fit the I–V relationship with expressions derived
by Simmons (1963). His derivation is similar to that of Brinkman et al. (using the
WKB approximation) but the expressions generally used are for a rectangular bar-
rier. Fits to the Simmons model generally appear more convincing than to the BDR
model as the I–V looks quite close to being linear and does not exhibit as clearly
the zero bias anomaly described below (Åkerman et al., 2002). However, this makes
the quality of the fit hard to judge by eye and therefore fitting the conductance with
the BDR model seems more rigourous.
The temperature dependence of the barrier current can also be used to extract
the barrier thickness and height using the Stratton model (Stratton, 1962). Strat-
ton’s approach is similar to Simmons’ and makes use of the WKB approximation.
The conductance per unit area is found from the gradient of the I–V characteristic.
This results in a convenient expression at zero bias which can be written as (Li and
Wang, 2002; Oliver and Nowak, 2004)
G0(T ) =
4mee2pi2kB
Ch3
[
CT
sin(CT )
]
exp(−B) (3.13)
3Although equation 3.11 is cited in several studies of barrier conductance, we find that in order
to reproduce the results of the original BDR paper it is necessary to remove the factor of four in the
expression for A0 so the correct expression isA0 =
√
2med/3!. However, this factor can be absorbed
into the effective mass as discussed below.
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where
B =
d
√
8meeφ
!
(3.14a)
C =
pikBd
!
√
2me
eφ
. (3.14b)
In these expressions d is in metres and φ in electronvolts.4
3.2.3 Limitations of tunnelling models
The WKB-based tunnelling models such as the BDR, Simmons and Stratton mod-
els have been extensively used to determine tunnel barrier characteristics. Indeed,
Miller et al. (2006) state that the BDR and Simmons models had nearly 1500 com-
bined citations in 2006. Nevertheless, these models have serious shortcomings
which can influence the extracted parameter values. In the following, some of the
limitations of these models will be discussed.
Effective mass
Recently, Miller et al. (2006) have pointed out a severe deficiency inherent in the
WKB-based tunnelling models such as the BDR and Strattonmodels. Thesemodels
use the free electron mass and do not take into account the effective mass in the
barrier material. Miller et al. find that using the free electron mass in the BDR
model for CoFeB/MgO/CoFeB devices results in unexpectedly high barrier height
and low barrier width. They show that more realistic values are obtained when a
lower mass (m∗/me = 0.4) is used. They argue that this is a sign that the tunnelling
electron is sensitive to the band structure of the barrier material. In a N/I/Sm
structure the situation is even more complex due to the difference in effective mass
between N and Sm. In InAs m∗/me = 0.026 and so the effective mass varies by
two orders of magnitude between the metal and semiconductor (Vurgaftman et al.,
4Not in angstroms and volts as Oliver and Nowak (2004) state.
3.2. Electrical characterisation of tunnel . . . 69
2001).
From the above it is clear that using the free electron mass cannot yield physi-
cally correct parameters in N/I/Sm systems. However, the precise relevant value
for the effective mass is not known. To resolve this problem we can use a lower
value for m∗ (although strictly it is not clear whether substituting an average m∗
for me in the BDR and Stratton models is appropriate). As the BDR expression
in equation 3.9 is a second degree polynomial we can only extract from it three
independent parameters and the Stratton model can only give two independent
parameters. We cannot therefore vary m∗ unless we fix one of the other param-
eters but in general they are also unknown. The thickness could for example be
determined by TEM but it is not clear whether this would be representative of the
thickness relevant for electrical transport. As a result, we must conclude that ab-
solute barrier parameters determined by fitting to the BDR, Stratton or Simmons
models in N/I/Sm systems may not be reliable. Nevertheless, by fixing m∗ to a
“sensible” value we can obtain relative values for the parameters which give us a
useful measure of the variation in thickness and height between junctions.
Barrier roughness
Another problem pointed out by Miller et al. (2006) is that the influence of barrier
roughness on extracted parameter values has previously been ignored. Small vari-
ations in thickness can have a significant effect on the tunnel current due to the
exponential dependence of tunnelling probability on thickness (equation 3.8). The
thinnest regions will carry most of the current and significantly affect the net con-
ductance. Fitting data where even a modest thickness distribution is present with
a single thickness model will result in thinner than expected thicknesses and larger
barrier heights (Miller et al., 2007). Roughness can be quantified by replacing the
single average thickness by a Gaussian distribution of thicknesses and computing
the total conductance by summing over the different thickness conductance chan-
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nels. The standard deviation of the distribution then gives a measure of the rough-
ness. Miller et al. use this in conjunction with the BDR model but it should apply
equally well to the Stratton and Simmons models. It turns out that barrier rough-
ness is likely to play a role in our tunnel barrier structures and we will address this
issue in section 6.2.
Zero bias anomaly and thermal smearing
The BDR and Simmons models predict a parabolic G(V ) dependence at low bias
voltages. In contrast, tunnel junction conductance spectra can exhibit a cusp-like
feature at zero bias known as the zero bias anomaly (Sheng et al., 2004, and refer-
ences therein). An example from the literature is shown in figure 3.5. As we shall
see in section 6.2, this is a characteristic feature of all the junctions we have studied
which appear to be tunnel junctions. The mechanism responsible for the zero bias
anomaly (ZBA) is still under debate. The details are beyond the scope of this the-
sis but some of the suggested theories include (i) scattering off local magnetic mo-
ments in the barrier (Zhang et al., 1997; Bae andWang, 2002) due to magnetic impu-
rities and (ii) inelastic multi-step tunnelling via (non-magnetic) impurities (Sheng
et al., 2004). These theories result in a power law dependence for the conductance
∆G ∝ |V |p which can explain the cusp-like structure at zero bias.5 Even though the
precise mechanism is not known it is clear that the presence of a ZBA indicates that
the tunnelling process is non-ideal.
The ZBA is usually much more prominent at low temperature and in our junc-
tions it has typically vanished by about 150 K. The question arises whether the
non-ideal tunnelling process which is responsible for the ZBA is only prominent
at low temperatures or whether it is being masked by thermal effects. This is im-
portant as non-ideal tunnelling may not be spin preserving. Åkerman et al. (2003)
have proposed that the gradual disappearance of the ZBA with increasing temper-
5∆G is defined as the deviation from the parabolic dependence.
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Figure 3.5: The differential conductance curve of a CoFe/1.6 nm Al2O3/CoFe
magnetic tunnel junction at 1.6 K showing the zero bias anomaly in an other-
wise good tunnelling spectrum. From Bae and Wang (2002).
ature is due to thermal smearing. This implies that the ZBA is in fact present at all
temperatures and is simply broadened by temperature. Thermal smearing comes
about primarily through the derivative of the Fermi function and is analogous to
thermal smearing in superconducting junctions (see section 2.1.5). Its effect is most
clearly seen on narrow features such as the ZBA. Åkerman et al. use low tempera-
ture data as T = 0 data and fit higher temperature data by thermally smearing the
T = 0 data. They find that the smearing temperature Tsmear is proportional to the
experimental temperature Texp but the ratio Tsmear/Texp is between 1.6 and 2, de-
pending on the contact resistance and the relative magnetisation orientation of the
electrodes. The direct proportionality of Tsmear and Texp suggests that the theory
has some merit but the non-unity ratio remains unexplained.
A complication associated with the thermal smearing model is that it could be
seen to contradict the BDR and Stratton models. It suggests that the parabolicity of
the conductance is not a fundamental signature of tunnelling and therefore the BDR
model would not be valid at any temperature. Furthermore, the thermal smearing
will result in a temperature dependence of the zero bias conductance which is un-
related to the temperature dependence described by that Stratton model. We will
address these issues in the context of our data in section 6.2.2.
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3.2.4 Summary of electrical characterisation
Ultrathin tunnel barriers are prone to pinhole formation and electrical characteri-
sation is essential to distinguish between good tunnel junctions and shorted ones.
The Rowell criteria can be used for this purpose but care must be taken as indi-
vidual criteria may not be sufficient to rule out pinholes. Tunnelling models such
as the BDR and Stratton models can be employed as part of the Rowell criteria.
These models yield values for the thickness and height of the barrier but the ab-
solute values may not represent physical barrier properties accurately due to the
uncertainty about the effective mass value. Nonetheless, the models can be used
for comparison of different junctions. Modelling can also give information about
the roughness of the tunnel barrier. Finally, the BDR and Stratton models fail to
describe the zero bias anomaly but its presence is generally associated with tun-
nelling. A thermal smearing model can be used to determine whether the physical
mechanism responsible for the zero bias anomaly is relevant at both high and low
temperatures.
Chapter 4
Experimental Details
The experimental component of this project spans a wide range of techniques and
involves the work of several individuals. Even though large parts of materials
growth and device processing were carried out by others, it is essential to give an
overview of the entire processes to put the results into context. Throughout the
chapter I have tried to indicate where others are responsible for the work being
described.
First, in section 4.1 we look at the fabrication of several different types of S/N
and S/Sm planar Andreev structures in detail. Section 4.2 then describes how low
temperature conductance spectra are obtained and what measurement equipment
is used. Section 4.3 explains some of the technical details of the BTK fitting routine
for analysing Andreev spectra. Section 4.4 gives a brief overview of the growth of
MgO tunnel barriers on InAs and the fabrication of tunnel junction structures. The
measurement technique is also explained. Finally, section 4.5 discusses in detail the
fitting process for tunnel barrier conductance spectra.
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(a) (b)
Figure 4.1: (a) Top view of a planar Andreev sample. There are six junctions
with junction 6 being the cross nearest to the large contact pad. The pattern
fits on a 10× 5 mm2 sample. (b) Enlargement of an individual 50 µmby 50 µm
junction. These diagrams were generated by Dr. Gavin Burnell, Cambridge.
4.1 Planar Andreev Sample Fabrication
4.1.1 Superconductor/metal structures
The first attempts tomake planar Andreev junctionswerewith superconductor/metal
(S/M) structures. These were all fabricated by Dr. Gavin Burnell at the University
of Cambridge Nanoscience centre. Several different fabrication routes were tried
using niobium (Nb) or lead (Pb) as the superconductor and copper (Cu) or cobalt
(Co) as the normal metal. The objective was to develop a reliable route to produc-
tion of large scale and submicron junctions of good quality superconductor (with
relatively high Tc) and polarised and unpolarised metal. Of particular interest were
the interface properties obtainable with planar structures compared to point con-
tacts. Due tomeasurement restrictions the junction resistance had to be in the range
of approximately 1 – 100 Ω. Lead proved to be easier to work with so all structures
reported on here use lead as the superconductor.
Figure 4.1(a) is a schematic of the design of the first S/M planar Andreev struc-
tures. A 50 nm thick Cu or Co layer was deposited by DC magnetron sputtering
in a UHV system (base pressure ∼10−9 mbar) on an oxidised Si substrate (with a
5 nm Nb adhesion layer). Photolithography and a broad beam Ar ion mill were
4.1. Planar Andreev Sample Fabrication 75
used to create a 50 µm wide central track. The six 50 µm wide Pb superconductor
crosstracks were grown with thermal evaporation and patterned by photolithogra-
phy and lift-off resulting in 50 × 50 µm2 area junctions. The Pb thickness varied
from approximately 100 – 200 nm. Various processing routes were tried to achieve
cleaner interfaces such as performing an ex-situ Ar ion mill on the Cu or Co or
using an ex-situ oxygen plasma before depositing the Pb. The cleanest interfaces
were made by growing a Nb/Cu(Co) bilayer in-situ and etching away the Nb with
a CF4 plasma before depositing Nb tracks as before. However, this route produced
junction resistances of the order of 10 mΩwhich required excessively high currents
to achieve the sufficient bias range for the Andreev spectrum and was therefore
abandoned. A 50 µm junction is shown schematically in figure 4.1(b).
The process for fabricating the submicron size S/M junctions is illustrated in
figure 4.2. The 50 nm Cu or Co layer was sputtered as before on a Si substrate
and patterned into a track (4.2(a)) using photolithography. Next, the sample was
covered with a 100 nm thick RF sputtered SiOx insulating layer (4.2(b)). Then,
an aluminium mask layer was evaporated and the SiOx and Al patterned with
photolithography and lift-off into squares (100 µm× 100 µm) covering the junction
areas (4.2(c)). A focused ion beam (FIB) was used to mill a submicron hole in the
aluminium mask (4.2(d)) to define the junction area before exposing the surface to
a CF4 reactive ion etch to remove the SiOx (4.2(e)). The mask was introduced to
prevent the FIB from milling into the Cu(Co) and damaging the interface region
but surface imaging showed that the FIB milled SiOx very fast and therefore we
expect some FIB damage to the interface in most cases. Finally, a quick Ar+ clean
was performed before evaporating and patterning the Pb.
The junction sizes fabricated in this way were 100 × 100 nm2, 500 × 500 nm2
and 1 × 1 µm2 and to prove the feasibility of producing Andreev nanoarrays, one
junction was composed of an 8 by 8 array of 100 × 100 nm2 junctions connected
to a single top contact. At this point we had not yet devised a strategy to address
76 Chapter 4. Experimental Details
(a) (b)
(c) (d)
(e) (f)
Figure 4.2: Fabrication of submicron S/M structures. (a) Broad beam Ar+
mill Cu(Co) (50 nm) film. (b) RF Sputter SiOx insulator (100 nm) . (c) Evap-
orate and lift-off Al mask (25 nm). (d) FIB mill sub-µm window in Al layer.
(e) CF4 reactive ion etch to open aperture in SiOx layer (Al hard mask). (f)
Evaporate and lift-off Pb superconducting layer (∼250 nm) after Ar+ cleaning
mill. (Cu(Co): orange, SiOx: pink, Al: green, Pb: blue.) These diagrams were
generated by Dr. Gavin Burnell, Cambridge.
individual junctions of an array structure.
4.1.2 Superconductor/semiconductor single junctions
Fabrication of superconductor/semiconductor (S/Sm) structures is substantially
more complex than all-metal structures as the transport properties of semiconduc-
tors and metal/semiconductor interfaces can be strongly dependent on the choice
of surface preparation methods. Three different processing routes were compared
in an attempt to optimise the interface properties. The route 1 and route 2 samples
were designed and made by Dr. Gavin Burnell. The route 3 samples were designed
by me and Dr. Burnell and the first of those was made by Dr. Burnell but further
optimisation of route 3 was carried out by me under the supervision of Dr. Atif
Aziz in the Cambridge clean rooms.
Route 1 is illustrated in figure 4.3 and is similar to the submicron S/M structure
fabrication except the substrate was an undoped 1 µm thick InAs film (n = 4×1016
4.1. Planar Andreev Sample Fabrication 77
(a) (b)
(c) (d)
Figure 4.3: Fabrication route 1 for S/Sm structures. (a) Deposit SiOx (∼100
nm) and evaporate and lift-off Almask (25 nm) ontoMBE grown InAs film. (b)
FIB mill window in Al mask layer to define junction size. (c) CF4 reactive ion
etch SiOx layer down to InAs. (d) Deposit and pattern Pb (∼250 nm) contact
tracks using photolithography and lift-off after Ar+ ion cleaning mill. (Al:
orange, SiOx: pink, InAs: green, Pb: blue.)
(a) (b) (c)
Figure 4.4: Fabrication route 2 for S/Sm structures. (a) Start with a clean InAs
epilayer and define a photoresist pattern to cover junction area. (b) Deposit
SiOx (∼100 nm) and Au (∼20 nm). Lift-off Au and SiOx from junction area.
(c) Deposit and pattern Pb using photolithography and lift-off. Finally, Ar+
ion mill Au away. (Photoresist: red, Au: yellow, SiOx: pink, InAs: green, Pb:
blue.) Schematic adapted from a presentation by Dr. Gavin Burnell.
cm−3 at 2 K) grown bymolecular beam epitaxy (wafer number ADJ1196) on a semi-
insulating GaAs substrate. SiOx and Al mask layers were deposited onto the entire
InAs wafer in which apertures were opened using focused ion beam milling and
then CF4 reactive ion etching as before to define the contact areas. Finally, Pb tracks
crossing the junction areas were defined using photolithography and lift-off.
In route 2 a new mask set was used as illustrated in figure 4.5. The processing
steps are shown in figure 4.4. Photolithography and lift-off were used to open
apertures in an RF sputtered SiOx mask layer on lightly doped MBE grown InAs
(n = 1 × 1017 cm−3 at 2 K). Pb tracks were then deposited and patterned over the
apertures in the SiOx using photolithography and lift-off.
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Figure 4.5: Amicroscope image showing the design of route 2 and subsequent
large scale junctions. The light gray areas are Pb and the dark gray is the InAs
substrate (covered by a transparent SiOx film).
(a) (b)
(c) (d)
Figure 4.6: Fabrication route 3 for S/Sm structures. (a) Deposit Pb (∼100 nm)
on a cleaned InAs epilayer and define a photoresist pattern to cover intended
junction area. (b) Ar+ ion mill through Pb into the InAs substrate to define
a mesa structure. (c) Deposit SiOx (∼150 nm) and lift-off from junction area,
exposing the Pb. (d) Deposit and pattern Pb tracks and contact pads using
photolithography and lift-off. (Photoresist: red, SiOx: pink, InAs: green, Pb:
blue.)
Route 3 involves an “etch-back” approach where a Pb film (∼100 nm thick) was
deposited onto MBE grown InAs before patterning as shown in figure 4.6. The
etch-back approach allows chemical surface pretreatment of the InAs immediately
before the Pb deposition. Two such treatments were compared: (i) a degrease in
acetone and isopropanol and (ii) a degrease followed by an 18.5% HCl etch to re-
move surface oxides and a 2.1% (NH4)2S solution for surface passivation carried
out twice, known as the double etch (Singh et al., 2007). These surface pretreat-
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ments will be discussed in more detail in section 4.4.
Photolithographywas used to define squares of∼1.3 µm thick photoresist (AZ-
series) covering the intended junction area. As the masks were not designed for
this process (they were designed for the route 2 approach shown in figure 4.5), it
was necessary to use a two-step lithographic process. Unfortunately, we found that
the standard developer etches the Pb film so developing times had to be kept to a
minimum (in a 1:3 water:developer solution the etch rate was 40–60 nm/min). Ar+
ion milling removed the Pb everywhere except in the junction region where it was
covered by the resist creating a mesa structure. Next, 100 nm of SiOx were sputter
deposited andwhen the resist was removed the SiOx floated off the junction region,
exposing the Pb on top of the Pb/InAs interface. Care had to be taken to limit
the milling and sputtering times to avoid burning the resist as this forms a hard
crust which may not lift off easily. Therefore, we paused the sputtering at regular
intervals to allow the sample to cool down. Finally, Pb tracks crossing the junction
areas, were defined using photolithography and lift-off. Several variations to this
process were experimented with such as using a quick oxygen plasma to remove
photoresist residue from the Pb before the second Pb deposition but this accelerated
oxidation of the Pb surface which is not desirable (see section 5.3.3).
4.1.3 Lateral Pb/InAs nanoarrays
Significant effort was put into fabricating lateral arrays of Pb nanocontacts onto
InAs via an etch-back approach. Their design and fabrication wasmy responsibility
but the e-beam lithography machine was operated by Dr. Dan Read and the Ar+
ion beam miller by Hsin-I Chien and Dr. Peter K. Petrov. Unfortunately, due to
unexpected complications this did not result in a finished device. Nonetheless, a
brief description of progress in this area will be given for completeness.
A top view of the idealised design of an Andreev nanoarray is shown in fig-
ure 4.7(a). The pattern consists of a ferromagnetic injector electrode followed by
80 Chapter 4. Experimental Details
(a) (b)
Figure 4.7: (a) A top view schematic of an idealised Pb/InAs lateral array
structure with ferromagnetic and nonmagnetic injector electrodes. (b) Design
of a Pb/InAs array without injector electrodes. As with route 3 samples, the
lead outs are isolated from the InAs substrate by a SiOx film except in the
junction area, indicated by the small circles.
a series of ∼100 nm diameter circular junctions, all separated by ∼100 nm. At the
other end of the array is a nonmagnetic electrode allowing measurements of An-
dreev spectra with and without polarised current. As we shall see in section 4.4,
the ferromagnetic electrode (separated from the InAs substrate by a thin MgO tun-
nel barrier) would also have to be fabricated via an etch-back procedure making
the process extremely complex. As a first step we need to establish that route 3
can be adapted to electron beam processing while maintaining the same junction
properties. For this the structure shown in figure 4.7(b) is sufficient.
The process is similar to route 3 for the large scale junctions. First the InAs
wafer was given a chemical pretreatment, in this case a degrease followed by a
simple 18.5% HCl etch for 30 s followed by 3 minutes in deionised water. This
process was performed twice followed by 4 minutes in isopropanol. Within a cou-
ple of minutes of removing the sample from the etch, it was loaded into a thermal
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evaporator and 50 nm of Pb deposited at a base pressure of 2 × 10−6 mbar. After
deposition, a ∼400 nm thick layer of negative e-beam resist was spun on (ma-N
2405). Negative resist is crucial as we want 100 nm diameter cylinders of resist to
remain after development which would require exposing almost the entire sample
with the e-beam if a conventional positive resist were used. This is very time con-
suming and not practical due to the edge bead. With the negative resist we expose
the intended junction areas and the rest of the resist is removed by the developer.
Next we used Ar ion milling to remove the Pb where it was not covered by resist
and then RF sputtered amorphous SiOx. Removing the resist causes the SiOx to lift
off exposing the Pb. Again, we tried to limit the milling times as much as possible
and grow the oxide intermittently to avoid burning the resist.
The final stepwould have been to pattern Pb tracks to contact the Pb/InAs junc-
tions individually using positive e-beam lithography and lift-off. Unfortunately,
this step was not completed due to uncertainty about the success of previous pro-
cessing steps. Two problems were identified. Firstly, the Pbwas found to react with
negative e-beam resist developer and secondly, the negative resist was found to be
highly light sensitive and was therefore prone to over exposure. These issues com-
bine to make the development timing particularly critical. More work is needed to
optimise this part of the process but there was not sufficient time to carry out this
optimisation. A possible solution to Pb etching in developer is to deposit a thin
film of gold in situ on top of the Pb to protect it. A thin enough gold film should be
superconducting at low temperature due to the proximity effect.
4.1.4 Lateral Pb/Cu/Co nanoarrays
The design of the lateral Pb/Cu/Co nanoarrays is shown in figure 4.8. These de-
vices were made entirely to my own design. The processing steps are illustrated
in figure 4.9. We started with a 20 nm thick Co film, sputtered at room tempera-
ture in an argon pressure of 1.9 Pa onto an oxidised Si substrate (∼200 nm SiOx).
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(a) (b)
Figure 4.8: Design of the Pb/Cu/Co nanoarray. (a) The lead out pattern with
Co shown in blue (filled in). The pattern size is 4 mm by 4 mm. (b) An en-
largement of the central region of (a). The Co squares around the edges are
the ends of the lead outs. The width of the Cu and Pb wires is 100 nm (not
drawn to scale) giving a Pb/Cu interface of 100× 100 nm2.
Using photolithography, the resist pattern shown in 4.8(a) was defined and Ar ion
milling was used to remove the Co in the white regions. Next we patterned the
Cu nanowire using positive e-beam lithography and lift-off. We used a low power
oxygen plasma to clean resist residue and promote good Cu adhesion. In addition,
an in situ DC Ar plasma (40 W for 30 s) was used to attempt to remove the Co
surface oxide immediately before the Cu was deposited by RF sputtering (40 nm
thick). Finally the Pb was deposited (to a thickness of 30 nm) and patterned by
e-beam lithography into cross tracks.
Scanning electronmicroscope (SEM) images show that the patterning hasworked
almost flawlessly. Figure 4.10 shows that the Cu and Pb tracks are sharply defined
and the Pb tracks are separated from each other everywhere. Both the Cu and Pb
tracks are twice the designed width (where they intersect) or 200 nm but in this
first instance the Pb tracks were made to be separated by 300 nm where they cross
the Cu. The first one or two Pb tracks, closest to the Co injector, overlap with the
Co but this is inevitable as the alignment marks for the e-beam are made by pho-
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(a) (b)
(c) (d)
Figure 4.9: Schematic cross-section of a Pb/Cu/Co nanoarray showing the
processing steps. (a) Start with Co film on Si. (b) Pattern Co using pho-
tolithography and Ar ion milling. (c) Deposit and pattern Cu nanowire (e-
beam lithography) to overlap with two Co lead outs. (d) Deposit and pattern
Pb cross tracks (e-beam lithography). (Co: dark blue, Cu: orange, Pb: light
blue.)
tolithography and are therefore not well enough defined to allow such accurate
alignment.
The granular nature of the Pb film (most clearly visible in 4.10(d)) is a serious
problem however. The grain size varies and is roughly 50–150 nm in diameter for
this nominally 30 nm thick Pb film.1 A series of trial Pb depositions showed that 40
nm and 66 nm thick unpatterned Pb films were electrically discontinuous whereas
110 nm thick films were electrically continuous. We can deduce that the percolation
threshold is between 66 and 110 nm. All films were grown at a base pressure of
3 × 10−6 mbar and at room temperature (i.e. without cooling). Intermittent growth
of five 10 nm layers with a 5 minute cooling period between each layer did not
affect the continuity. Figure 4.11 shows SEM images of the trial depositions. The
electrical continuity is consistent with the SEM images.
In an attempt to make the Pb tracks continuous I have repeated the processing
steps described above but with a reduced number of wider Pb cross-tracks and
thicker Pb. Pb was grown to a thickness of 120 nm and a Au film of 20 nm grown
on top without breaking the vacuum to help with continuity. The results are shown
in figure 4.12. Even though the Pb is macroscopically continuous there are several
1The Pb thickness was determined by a crystal monitor during growth and with a surface profile
measurement system post growth.
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(a) (b)
(c) (d)
Figure 4.10: SEM images of the first Pb/Cu/Co nanoarray. (a) The part of
the sample corresponding to figure 4.8(b). (b) An enlargement of the Pb/Cu
junction region. The central horizontal track is the Cu and the large square on
the right is the end of a Co lead out. Scale bar: 1 µm. (c) A further enlargement
of the Pb/Cu junction region. Scale bar: 500 nm. (d) A high magnification
image of a region where the Pb track overlaps with a Co lead out highlighting
the granular nature of the Pb. Scale bar: 100 nm.
breaks in the narrowest parts of the wires. It is not clear from these images whether
the breaks are connected by the thin gold layer. Interestingly, the width of the
Pb tracks is approximately 170 nm, which is smaller than in the previous sample
shown in figure 4.10 despite the exposure being longer.
4.2 Andreev reflection measurements
The planar Andreev spectroscopy has been carried out in a 7.5 Tesla cryogen-free
magnet system (CFM), manufactured by Cryogenic Inc., with an integrated vari-
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(a) (b)
Figure 4.11: SEM images of the trial Pb film depositions. (a) The 66 nm thick
Pb film which is clearly discontinuous. Scale bar: 100 nm. (b) The 110 nm
thick Pb film. Scale bar: 200 nm.
(a) (b)
Figure 4.12: SEM images of a Pb/Cu/Co nanoarray (FM3)with thicker Pb/Au
bilayer tracks. (a) Entire e-beampattern. (b) An enlargement of the areawhere
the Pb/Au tracks cross the Cu track. Scale bar: 500 nm.
able temperature insert (VTI). The system uses a single two stage cryocooler to cool
the magnet down to approximately 4.2 K as well as allowing the VTI to reach tem-
peratures of 1.6 K. A schematic is shown in figure 4.13.
The VTI functions by circulating helium gas (4He) around a closed loop circuit
using a scroll pump.2 When the system is at room temperature and the pump is
off, the helium gas is stored in an external reservoir. As the cryostat cools down the
helium condenses into a pot inside the second stage of the cryostat. A needle valve
2A scroll pump is a dry pump with two interleaved spiral-shaped scrolls, one of which orbits
eccentrically without rotating, thus compressing and pumping the gas (see Wikipedia, 2007).
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Figure 4.13: A schematic of the cryogen free magnet system used for the pla-
nar Andreev spectroscopy. The cold head and compressor are not shown.
connects the helium pot to the sample space via a heat exchanger. With the pump
off and needle valve fully open the sample holder reaches a base temperature of
approximately 100 K.With the pump on, liquid helium is drawn through the needle
valve into the sample space where it evaporates and collects in the reservoir before
condensing back into the pot. The needle valve controls the flow and therefore
the cooling power. The flow is monitored indirectly by a pressure gauge which is
close to the sample space. The sample sits at the end of a long aluminium alloy rod
which is situated in a vertical sample access bore. An airlock chamber at the top
of the bore allows access to the sample holder without opening the sample space
up to air. Temperature sensors and heaters are situated on the sample holder and
at the heat exchanger to allow control of the sample temperature. With the pump
on, the VTI can be operated in the temperature range 1.6 – 100 K. For temperatures
from 100 – 300 K the VTI is operated with the pump switched off.
The measurement is controlled by software written by Dr. Yury Bugoslavsky
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Figure 4.14: A schematic of the four terminal measurement configuration used
to determine the differential conductance.
running under Labview 7 using subroutines from Cryogenic. The computer ac-
quires the signals through aNational InstrumentsData Acquisition Card (NI-DAQ).
The DAQ card has a connector box which has been modified to include variable se-
ries resistors for measurement of current. The software handles waveform genera-
tion, AC and DC voltage measurements and data collection in addition to control-
ling the magnetic field and temperature through a superconducting magnet power
supply (Cryogenic) and a temperature controller unit (Lakeshore). To measure the
differential conductance directly we apply a variable DC bias with a small super-
imposed AC ripple of a predefined frequency. Using digital filtering the software
extracts the AC voltage across the sample (dV ) and the AC current (dI) in the cir-
cuit at this frequency in addition to the DC current (I) and bias voltage (V ). The AC
and DC current is determined by measuring the voltage across the series resistor.
dI/dV vs. V is the conductance spectrum of the sample. In all cases the differential
conductance is measured using a four-terminal geometry as shown in figure 4.14.
In such a configuration any series resistance of the lead-outs should be eliminated
except in the rare cases where the interface resistance is smaller than the resistance
of the slab of conductor directly above or below the interface. In such cases current
crowding into the far corner of the contact will occur.
The DAQ card has a built in preamplifier but for some measurements an ex-
ternal battery operated preamplifier (VIP20) has been used before feeding the sig-
nal to the DAQ card. This has the advantage that one can use high-pass filtering
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to remove the DC component and thus achieve much greater amplification of the
comparatively small AC component without overloading the amplifier and DAQ
card
4.3 Andreev data analysis procedure
The Andreev spectra are analyzed by finding the best least-squares fit to the gen-
eralised Blonder-Tinkham-Klapwijk (BTK) theory, in either the ballistic or diffusive
regime (see sections 2.2.2 and 2.1.5). There are four fitting parameters: the super-
conductor energy gap ∆, the effective dimensionless barrier parameter Z , the spin
polarisation P and the generic spectral broadening ω. The physics of these param-
eters is discussed in detail in chapter 2. The fitting is carried out in a modified
version of a Labview program originally written by Dr. Yury Bugoslavsky.
The fitting procedure used is based on an optimisation algorithm which tries to
minimise the normalised sum of squared deviations between the data and theoret-
ical BTK trial function
χ2(∆, Z, P,ω) =
1
N
∑
i
[g(Vi)−G(Vi;∆, Z, P,ω)]2 , (4.1)
where the measured conductance-voltage curve g(V ) is comprised of N points
(Vi, g(Vi)). The fitting function G(Vi) is computed in either the ballistic or diffusive
regime of the generalised BTK model as described in section 2.2.2. χ2 is known as
the trial function. The algorithm allows optimisation of all four parameters, or any
subset of parameters while the others are kept fixed. Natural physical constraints
have been imposed on the parameters, keeping them always positive (Bugoslavsky
et al., 2005).
In some cases the trial function (χ2) does not have a unique minimum in the full
four parameter fit. To circumvent this problem we fix the polarisation at a certain
value, Ptrial, and perform a three parameter fit to find the minimum trial function
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(which is always unique). This process is then repeated for a range of Ptrial values
resulting in a one-dimensional function χ2(Ptrial)which should have a minimum at
the correct value ofP (Bugoslavsky et al., 2005). Even though the three parameter fit
always has a unique minimum the parameter space may have several local minima
in which the fitting routine can get trapped. In such cases tweaking the starting
values for the fitting parameters can lead to the correct minimum being found but
this requires some knowledge of the likely parameter values. This problem seems
to coincide with large values of Z (approximately Z > 1) and will be discussed in
detail in subsequent chapters.
Correct normalisation of the Andreev spectrum is crucial in order to obtain reli-
able parameter values. The method most commonly applied is to normalise by the
high bias or zero bias conductance but this method assumes that the background
conductance is independent of bias voltage i.e. the junction is Ohmic in the nor-
mal state. Bugoslavsky et al. (2005) have demonstrated that a small variation in
the conductance value used for normalisation can significantly affect the χ2(Ptrial)
dependence and therefore the extracted value of P . However, in practice the back-
ground conductance is usually not constant. For superconductor/metal junctions it
is often slightly parabolic whereas for superconductor/semiconductor junctions it
can be strongly V-shaped (in the relevant bias range). As the extracted polarisation
and barrier parameter depend on the height (depth) of the subgap conductance
peak (dip) it is obvious that such background structure can severely distort the ex-
tracted values of P and Z (an example of this is shown in section 5.3.3). Therefore,
it is necessary to normalise by the entire background spectrum.
The background spectrum can be determined by raising the temperature above
the critical temperature of the superconductor, Tc, provided that the background
conductance is not temperature dependent over the relevant temperature range.
Alternatively, applying a magnetic field greater than the critical field of the super-
conductor, Bc, will yield only the background spectrum, assuming that the back-
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ground conductance is not field dependent. In the following, above-Tc normalisa-
tion will be denoted by NT>Tc and above-Bc normalisation with NB>Bc .
I have modified the Andreev fitting program to allow normalisation with an
entire conductance spectrum allowing either NT>Tc or NB>Bc . As the background
spectrum may not have the exact same bias voltage values as the data, the curve
is interpolated with the appropriate bias data and a point by point division per-
formed. In addition, it is possible to correct for a bias-independent background
shift due to either temperature or magnetic field by single value normalisation.
I have made a further modification to the fitting program to model the anoma-
lous conductance dips which are commonly seen at high bias. A review of the lit-
erature on such conductance dips is given in section 2.4 and the model is described
in detail in section 5.4.2. The model assumes that the dips are due to a resistance in
series with the interface resistance. This resistance contribution is added point-by-
point to the inverse of the BTK expression before computing the convolution with
the smearing function. The dip position is determined by an additional parameter
Vdip which can only be varied manually (i.e. it is not a variable fitting parameter).
In theory the resulting function can be used as the fitting function G(Vi) but for
reasons to be discussed in section 5.4.2 this is generally not practical.
4.4 Fabrication and measurement of MgO tunnel barrier
structures
The MgO barriers were deposited on 1 µm thick layers of Te doped InAs (001)
grown by molecular beam epitaxy (MBE) on insulating GaAs at Qinetiq. The car-
rier density and mobility of the InAs epilayer (ADJ1122) were determined by Hall
measurements by me and Dr. Steven Clowes. The magnetic field dependence of
the normal resistivity and Hall resistivity was measured in a square geometry by
the van der Pauwmethod (van der Pauw, 1958) from 2 K to room temperature. The
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Table 4.1: Carrier density n and mobility µ of the InAs epilayer used in the
MgO barrier study.
T (K) n (cm−3) µ (m2/Vs)
2 1.0 × 1017 2.0
300 1.2 × 1017 1.4
Table 4.2: Surface pretreatments used for the InAs epilayers. An ultrasonic
bath was used in each pretreatment step. The root mean square roughness is
determined by AFM over a 5 × 5 µm area.
Pretreatment Details Roughness (nm)
Degrease Acetone (4 min) and isopropanol (4 min) 0.62
Single etch [Degrease] + 18.5%HCl (30 s), 0.57
distilled H2O (3 min), 2.1% (NH4)2S (10 s),
distilled H2O (3 min) and isopropanol (4 min)
Double etch [Single etch] ×2 0.54
pure Hall signal was separated from the magnetoresistive contribution by comput-
ing the odd component of the measured Hall resistance. The carrier density n and
mobility µ were determined from the low-field gradient of the Hall resistivity. The
resulting values of n and µ are shown in table 4.1.
Growth of MgO barriers was carried out by Dr. Laura Singh at the University
of Cambridge. Four different chemical surface treatments were carried out on the
InAs prior to MgO deposition: (i) degrease, (ii) single etch, (iii) double etch. The
details of these processes are given in table 4.2. The surface roughness after each
pretreatment was determined by atomic force microscopy (AFM). The HCl etch is
known to remove In and As oxides from the interface but it leaves an overlayer of
amorphous As (Tereshchenko et al., 2003). The (NH4)2S treatment passivates the
surface. The single etch was found to reduce roughness but left relatively large
particulates on the surface. These were removed by a second etch and this double
etch procedure yielded the smoothest surface (Singh et al., 2007).
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The MgO was grown by reactive sputtering from a Mg target in an Ar–30%O2
gas mixture. The substrate temperature during the MgO growth was 100 or 200 ◦C
and the target MgO film thickness was 1.3 nm. After MgO deposition the chamber
was pumped to reduce the partial O2 pressure to below 10−9 mbar before deposit-
ing a 20 nm thick film of Co.
Structural information on the MgO barrier thickness and quality was gathered
by transmission electron microscopy (TEM) and conducting AFM by Dr. David
Eustace at Imperial College and Dr. Laura Singh, respectively. TEM showed that
there was an amorphous region,∼5 nmwide, at the InAs/MgO interface in the de-
greased sample which can be attributed to the native InAs surface oxide. This was
not present in the etched samples. The MgO width was also more uniform in the
etched samples than the degreased sample and the reduced growth temperature
resulted in sharper interfaces. TEM did not find a difference between single and
double etched samples. However, conducting AFM showed the presence of high
current, pinhole-like features in the single etched samples but not in the double
etched samples. The fact that this was not observed in the TEM is not surprising as
the TEM can only examine ∼20 nm long sections of the barrier and the chances of
finding a pinhole are very small. More details of the growth and structural charac-
terisation are given by Singh et al. (2007) and Eustace et al.
The Co/MgO/InAs wafers were processed into transmission line model (TLM)
structures (Berger, 1972) by Adam Gilbertson at Qinetiq and Dr. Steven Clowes for
the purpose of electrical characterisation. A schematic of a TLM structure is shown
in figure 4.15. First, photolithography was used to cover a long, 5 µm wide track
on the wafer. Next, Ar ion milling removed the Co/MgO where uncovered and
reactive ion etching removed the InAs to form a mesa structure. SiO2 was sput-
tered to a thickness of ∼1 µm, or up to the Co and lift-off in acetone uncovered the
Co/MgO/InAs track. Cr:Au contact feeds, 5 µmwide, were thermally evaporated
and patterned using photolithography and lift-off to cross the mesa 50, 100 and 200
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Figure 4.15: A schematic of the TLM structures used for electrical conductance
measurements. On the left is a top view showing the voltage and current
terminal configuration for three terminal conductance measurements. On the
right is a cross section of the junction region. Adapted from a diagram by Dr.
Steven Clowes.
µm apart. Finally, the Co was removed from the track between the contact areas by
Ar ion milling, leaving 5 × 5 µm2 junctions.
TLMmeasurements were performedmostly by AdamGilbertson at Qinetiq but
some measurements were also carried out by me, Dr. Steven Clowes and Eugueny
Barkhoudarov at Imperial College. The two-terminal resistance between each pair
of contacts was measured at room temperature. The two-terminal resistance is the
sum of the resistance of two contacts (2Rc) and the semiconductor mesa in between
(Rs). In InAs the current will be mostly confined to the surface accumulation layer
so the relevant semiconductor resistance is the sheet resistance Rsheet. In a bulk
semiconductor the sheet resistance is given by
Rsheet =
ρL
W
(4.2)
where ρ is the resistivity, L is the semiconductor length and W is the width of the
current carrying channel. The two terminal resistance is therefore
R2T = 2Rc +
ρL
W
. (4.3)
R2T is linearly dependent on L so the intercept will yield twice the contact resis-
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tance and the resistivity can be determined from the gradient.
The DC current–voltage characteristic of each individual junction was mea-
sured using a three-terminal geometry (by Adam Gilbertson) as shown by the
current and voltage labels in figure 4.15 using a Hewlett Packard Semiconductor
Parameter Analyser (source–measure unit). The current was passed between two
adjacent contacts and the voltage measured between one of the current contacts
and a third contact (not in the current path). The common contact was grounded.
As a result, there should be no current flow between the voltage contacts, except
through the common contact, and therefore this should isolate the voltage drop
across that contact. The measurements were done at temperatures from 4.2 K up to
room temperature.
4.5 Tunnel conductance fitting
Analysis of the tunnel barrier I–V characteristic was performed in Matlab using
the Curve Fitting Toolbox. In order to obtain the differential conductance spectrum
the I–V characteristic was differentiated numerically after applying a moving av-
erage window to smooth the data. The differentiation algorithm is based on the
Savitzky-Golay filtering method (Savitzky and Golay, 1964). A second order poly-
nomial is fitted to each sequence of three consecutive data points and the slope of
the polynomial computed at all three points. The gradient is given by a weighted
average of the three slopes.
Conductance data was fitted by the BDR (equation 3.9, page 66) and Stratton
(equation 3.13, page 67) models using a robust nonlinear least squares algorithm
with bisquare weights to reduce the effect of outliers on the fit. The fitting param-
eters for the BDR model were the barrier thickness d, height φ and asymmetry∆φ.
The fitting parameters in the Stratton model were d and φ. Varying the effective
electron mass m∗ resulted in very large confidence bounds (∼105 nm for d and
∼104 eV for φ) confirming the statements of section 3.2.3. The parameter m∗ was
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therefore kept fixed. The fitting range (bias or temperature) was determined by
examining a plot of the residuals (difference between data points and fitted curve)
and adjusting the range so that the residuals were randomly spread about the fitted
curve over the entire fitting region. Upper and lower bounds were imposed on the
fitting parameters such as keeping the barrier width and height positive and below
100 nm and 100 eV, respectively.
We use the model of Miller et al. (2007) to take into account the effects of barrier
roughness on the parameter values (see section 3.2.3, p. 68). In both the Stratton and
BDR models the dependent variable is the barrier conductance. We assume that
the net conductance Gnet is the sum of parallel conductance channels G(V, dn, . . . )
with a distribution of thicknesses. Each channel is assigned a weighting factor
α(dn) determined by a Gaussian distribution centred on the mean thickness with
the roughness defined by the standard deviation σr. The weighting coefficient can
be interpreted as the area of each conductance channel. The fitting function is there-
fore
Gnet =
∑
n
α(dn)G(V, dn, . . . ) (4.4)
whereG(V, dn, . . . ) is the BDR or Stratton conductance. The Gaussian function was
constructed using the Gaussian window function in Matlab. A thickness step size
of 0.5 Å was used and a window size (thickness range) of 14 Å. We found that
the Stratton fitting routine produced fatal errors when a window size of more than
three points was used, most likely due to the small number of fitting points in the
conductance versus temperature data. Therefore, the roughness simulationwas not
used in fitting to the Stratton model although in principle this should be possible
with more data.
To implement the thermal model (see section 3.2.3, p. 68) we compute the con-
volution of the lowest temperature conductance vs. bias data with a Gaussian func-
tion. This is conceptually analogous to the way in which thermal smearing is in-
troduced into the BTK model. The Gaussian closely resembles the derivative of the
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Fermi function and the smearing temperature is related to the standard deviation
of the Gaussian by σ =
√
2kBTsmear (Miyoshi, 2006). As the conductance data is not
evenly spaced it must be interpolated so that the standard deviation of the Gaus-
sian can be properly defined. The standard deviation is then divided by the step
size of the interpolation to obtain the correct units.
Chapter 5
Planar Andreev spectroscopy –
results
This chapter describes the development of planar Andreev structures on metals
and semiconductors. Planar Andreev spectroscopy has potential advantages over
the more traditional point contact spectroscopy such as increased interface con-
trol and the possibility of making nanoscale junction arrays for highly spatially
resolved spin polarisation measurements. The chapter focusses on our efforts to
realise these benefits in both metallic and hybrid metal/semiconductor structures.
In section 5.1 we examine the constraints imposed by the interface parameter Z
on spin detection with Andreev spectroscopy. Simulations are used to determine
the desirable range of Z to aim for in the planar devices.
Section 5.2 describes the results for planar Andreev junctions on metals. We
compare the properties of large area planar superconductor/metal junctions to
those of point contacts of the same materials to determine whether the advantages
of planar junctions can been realised. Two routes to process metallic planar An-
dreev nanoarrays are described and the prospects of using such structures to detect
spin polarisation with high spatial resolution are explored.
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Section 5.3 describes efforts to engineer planar Pb/InAs structures suitable for
detection of injected spin polarisation in the InAs. The large Fermi velocity mis-
match between Pb and InAs means that minimising the interface barrier is even
more critical than in all-metal junctions. Three different processing routes are ex-
amined to achieve this goal.
Both metal and semiconductor planar structures yield a wealth of information
about interface transport properties. We can identify different regimes of behaviour
based on the BTK fitting parameters and their temperature dependence. This al-
lows us to identify different nonthermal smearing mechanisms and the amount
and length scale of disorder in the junctions.
Finally, in section 5.4 the frequently observed anomalous conductance dips are
analysed for a range of different structures. We attempt to determine the mecha-
nism responsible for the dips and their effect on the Andreev fitting parameters.
5.1 Simulations
Bugoslavsky et al. (2005) have already demonstrated the importance of minimising
the smearing ω when using Andreev spectroscopy to determine the spin polarisa-
tion P . Smearing not only broadens the conductance spectrumG(V ), it also broad-
ens the quality of fit function χ2(P ) as shown in figure 2.10, page 40. Consequently,
the resolution of P is reduced and if the smearing is high enough, P cannot be
found unambiguously.
The relationship between the interface parameter Z and resolution of P has not
been studied previously. The spin polarisation reduces the subgap conductance
as discussed in section 2.2.2. The interface parameter also produces a dip in con-
ductance below the energy gap ∆ but introduces a sharp peak at ∆ (see figure 2.9,
page 39). In the presence of moderate smearing, the peak size will be significantly
reduced whereas the dip size is only slightly reduced. As a result, it can be difficult
to determine whether a subgap dip in conductance is due to Z or P . The question
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arises whether this problem is equally significant for all values of Z i.e. can we de-
termine P for any value of Z? The resolution of P is also important for spatially
resolved measurements.
To quantify this I have carried out simulations for fixed values of ∆, ω and P
and a range of Z values. Three polarisation regimes are examined: low, intermedi-
ate and high P . The results, shown in figure 5.1, vary depending on the polarisation
regime.
The low-P regime (5.1(a) and (b)) is important in the context of detection of
injected spin. Interestingly, it is not the spectrum with the lowest value of Z which
produces the most pronounced minimum in the χ2(P ) dependence. The clearest
minimum is for Z = 0.5 whereas for Z # 1 the fitting routine is not capable of
finding the correct minimum. Despite that, we still see the rapid breakdown of the
fit above the correct value of P . At Z = 0.8 the minimum is roughly at the correct
P but shifted by +0.02. Consequently, for spin injection devices we need planar
Andreev structures with an interface with Z " 0.8.
The intermediate-P regime causes the fitting routine some problems. In this
regime the spin polarisation alone (in the absence of Z) result in a flat conductance
and this makes the fit more ambiguous. Only for very low values of Z " 0.2 is
the proper minimum found. For intermediate Z values the fitting routine cannot
locate the correct minimum but for Z ! 1 the approximate P value is recovered.
This ambiguity for intermediate P might pose a problem for materials such as Co
and Fe.
In the high-P regime, the fitting routine finds the correct minimum (at least ap-
proximately) for all values of Z . Interestingly the minimum even becomes sharper
for high Z values. As Bugoslavsky et al. (2005) have previously shown the χ2(P )
dependence in this regime is effectively a mirror image of the low-P regime with
the correct polarisation representing a threshold where for lower values of P the fit
rapidly breaks down.
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Figure 5.1: χ2(P ) analysis on simulated BTK conductance curves for a range
of Z as shown in the legends. The simulated spectra are on the left and the
corresponding χ2(P ) graphs on the right. (a) and (b) P = 0.2. (c) and (d)
P = 0.5. (e) and (f) P = 0.8. Other parameters: ∆ = 1meV and ω = 0.3meV.
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Figure 5.2: χ2(P ) analysis on simulated BTK conductance curves for a range
of P illustrating the resolution of P . (a) Simulated BTK conductance curves
with parameters: ∆ = 1.3 meV, ω = 0.3 meV, Z = 0.3. White gaussian noise
has been added. (b) χ2(P ) dependence. The labels represent the value of P
used in the simulation.
For detection of P with spatial resolution it is important to know whether we
can detect small differences in P . Therefore I have also simulated data with fixed
values of ∆, ω and Z and a range of P . To make the simulations more realistic
some white gaussian noise has been added to the curves. Figure 5.2(a) shows the
conductance curves with parameters ∆ = 1.3 meV, ω = 0.3 meV and Z = 0.3.
As we shall see in section 5.2.1 these parameter values closely resemble what we
get for some of our planar junctions. Figure 5.2(b) shows the results of the χ2(P )
analysis. The minima are sharp for all P and become sharper for larger values of
P (or more accurately, values of P close to P = 0.5). In this parameter regime we
should clearly be able to resolve a difference of 0.05 at low P and perhaps smaller
differences at higher P .
Figure 5.3 shows the same type of simulations but for ∆ =1 .3 meV, ω =
0.3meV, Z = 0.5. The minima are not as clearly defined but nonetheless the correct
P -value is found for P between 0.1 and 0.3. The threshold is still a good indicator
of the correct P except in the P = 0.5 curve. We can therefore conclude that the P
resolutionwill be somewhat less than in the lower-Z case. Note that the addition of
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Figure 5.3: χ2(P ) analysis on simulated BTK conductance curves for a range
of P illustrating the resolution of P . (a) Simulated BTK conductance curves
with parameters: ∆ = 1meV, ω = 0.3meV, Z = 0.5. White gaussian noise has
been added. (b) χ2(P ) dependence. The labels represent the value of P used
in the simulation.
noise to the simulated data (which was not done in the data shown in figure 5.1(a))
has quite a distinct effect as seen in the P = 0.2 data which has a much less clear
minimum than in figure 5.1(b).
A final point to consider is how junction inhomogeneity (discussed in section 2.1.5)
will affect the extracted parameters. A variation in ∆ across the junction area will
obviously result in a smeared spectrum but the effects of a variation in Z are not as
obvious. To analyse this we can take the average of spectra with different values
of Z and fit the averaged spectrum with the standard fitting routine. Taking the
average of the spectra shown in figure 5.1(a) with Z = [0.3, 0.5, 0.8, 1, 1.5, 2] and
analysing it using the χ2(P ) routine results in the parameter values∆ =1 .04meV,
ω = 0.31 meV, P = 0.22 and Z = 0.78. The averaged spectrum can be described
by the same parameters as the original except for Z which is somewhat lower than
the average Z value. This tells us that averaging of spectra with different Z values
due to inhomogeneity does not translate into a change in the other parameters.
To summarise, we find that the barrier parameter Z has a significant effect on
our ability to determine a reliable value of P . Even with low smearing we are
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unable to determine P in the low to intermediate regime if Z is too high. For low
Z and ω we should be able to detect differences in P as small as 0.05. A variation
in Z does not affect ω and therefore does not reduce resolution beyond the effect of
the Z value itself.
5.2 Planar Andreev probes for metals
5.2.1 Comparison of planar and point contacts
Planar Andreev junctions promise to have several advantages over point contacts
as touched upon in section 2.1.2. Potential advantages include:
• Control over junction area.
• Control over placement.
• Thermal stability.
• Control over interface quality.
Control over junction area and placement are crucial for Andreev spectroscopy
with high spatial resolution. Thermal stability allows heating the junction above
Tc which is essential for normalisation. Control over interface quality gives us the
ability tomake interfaces with lowZ and smearingwhich have already been shown
to be critical factors for detection of spin polarisation in the previous section. As
a first test we have fabricated large area junctions between the superconductor Pb
and the nonmagnetic andmagnetic metals Cu and Co, respectively. These junctions
are made using a photolithographic lift-off process and metallisation as described
in section 4.1.1. Here we look at some of the properties of these junctions and com-
pare them to point contact data in the same materials systems.
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Figure 5.4: Comparison of superconducting and normal state conductance
spectra illustrating the need for normalisation with an entire background
spectrum. (a) Pb/Cu (21041C, jn. 4). (b) Pb/Co (21045C, jn. 6).
Normalisation
Figures 5.4 (a) and (b) show examples of typical Andreev spectra obtained from
a 50 µm Pb/Cu junction and a 50 µm Pb/Co junction, respectively.1 The Tc of
Pb is approximately 7.3 K so by raising the temperature above this value we can
obtain the normal state background conductance spectrum. The planar junctions
are very stable to thermal cycling over the entire temperature range studied, from
room temperature down to 2 K, and both the Andreev features and background
spectrum can be obtained reproducibly over and over again.
Conventionally, the Andreev spectrum is normalised by dividing by the con-
ductance above the energy gap (Bugoslavsky et al., 2005). Figure 5.4 illustrates two
different scenarios where this would yield incorrect results. In figure 5.4(a) we see
that the low temperature conductance actually drops below the normal state con-
ductance at the highest bias values recorded. Without knowledge of the normal
state conductance one might assume that at 10 mV the conductance is becoming
flat and is reaching its normal state value. However, this is clearly not the case and
1Note on junction area: When referring to junction size I often only refer to the side length of the
nominally square junction so a 50 µm junction should be interpreted as a square junction of area 50
× 50 µm2.
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what we are seeing is the onset of high bias conductance dips as in figure 5.4(b).
In figure 5.4(b) the high bias conductance in the low temperature spectrum does
correspond to the normal state conductance. However, the background is not con-
stant but parabolic. In both cases the conventional method of normalising by the
high bias conductance would result in an overestimated subgap conductance and
hence underestimated Z and P values. Normalising with the entire background
spectrum solves this problem. The details of the normalisation procedure are given
in section 4.3.
Junction area
The junctions shown in figure 5.4 are designed to have a Pb/Cu(Co) contact area
of 2500 µm2. The large area should put these contacts firmly in the thermal regime.
Assuming zero resistivity of Pb and ρCu = 4.8 µΩ cm (Barnat et al., 2002)2 the
Maxwell expression (equation 2.2) gives a contact resistance of approximately 0.9
mΩ for a junction of this area. In contrast, the resistances measured for these junc-
tions at low temperature are of the order of 1–10 Ωwith relatively low Z values and
therefore the junctions must be much smaller than designed.
Figure 5.5 shows fits to the generalised BTK model in both the ballistic and dif-
fusive regimes for the same junctions, after above-Tc normalisation. For the Pb/Cu
junction the ballistic fit is clearly much better. The Pb/Co case is less obvious but
to obtain such a good diffusive fit the fitting routine must reduce Z to almost zero
which is not realistic given the results for the Pb/Cu samples and the fact that the
surface of Co will have a thin oxide which is not removed during sample process-
ing. As both junctions have similar contact resistances we must conclude that the
junctions are in the ballistic regime and must therefore be much smaller than de-
signed. As for point contacts these planar junctions are most likely a collection of
nanocontacts through an insulating interface contamination layer or surface oxide.
2Measured at room temperature for a 100 nm thick Cu film sputtered on SiO2.
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Figure 5.5: Typical Andreev spectra for 50 µm S/N planar junctions compar-
ing ballistic and diffusive fits. (a) Pb/Cu (21041C, jn. 4). (b) Pb/Co (21045C,
jn. 6). Ballistic fit gives P = 0.37 whereas the diffusive fit gives P = 0.28. Note
that the difference in P between ballistic and diffusive fits is not consistent
with the study of Woods et al. (see section 2.2.3).
We find that this is the case for all of the large area planar junctions.
Having determined that the junctions are in the ballistic regime we can use the
Sharvin expression
A = (1 + Z2)
2pihGN
e2k2F
, (5.1)
where GN is the normal state conductance of the junction, to estimate the junction
area. This expression is equivalent to the one in equation 2.1 except for the correc-
tion factor (1 + Z2) due to normal reflection off the interface barrier. Equation 5.1
gives contact radii of 10.5 nm and 4.0 nm for the Pb/Cu and Pb/Co junction, re-
spectively. The values are typical for the samples made via this processing route.
Interface quality
Table 5.1 summarises the fitting results for the planar junctions from figure 5.5 and
Pb/Cu and Pb/Co point contact measurements. All spectra from planar junctions
are normalised by the whole background curve and fitted in the ballistic regime.
The planar junctions yield Z values which are within the desired range for spin
detection as determined by simulations. The point contacts have smaller Z values
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Table 5.1: Fitting parameters obtained from the generalised BTK model for a
representative selection of Pb/Cu(Co) planar junctions at 2 K and point con-
tacts at 4.2 K. All junctions are fitted in the ballistic regime. (*) The smearing
values for the point contacts have been corrected for the difference in temper-
ature.
Sample Structure Size (µm) ∆ (meV) Z P ω (meV)
21041C Pb/Cu planar 50 1.39 0.50 0.04 0.32
21045C Pb/Co planar 50 1.37 0.27 0.37 0.30
– Pb/Cu point contact – 1.23 0.22 0.02 0.60*
– Pb/Co point contact – 1.07 0.04 0.29 1.53*
due to puncturing of surface oxides and contamination layers by the point contact
tip. However, the value obtained for the Pb/Co point contact is somewhat sus-
pect as it is below the Fermi velocity mismatch contribution of a Pb/Co junction
although there are other examples of this from the literature (Ji et al., 2002; Strijkers
et al., 2001).
The fitted gap values for the planar junctions are consistent with gap values de-
termined by tunnelling measurements. For example, Giaever and Megerle (1961)
measure the gap at 1 K as 1.34 ± 0.03 meV. The point contacts have a slightly sup-
pressed gap which could be due to the proximity effect or inelastic scattering in
the contact (see section 2.1.5). The fitting results also show that planar junctions
can yield significantly lower smearing than point contacts. There are several pos-
sible mechanisms which could be responsible for the nonthermal smearing such as
inhomogeneity, inelastic scattering in the contact or the proximity effect (see sec-
tion 2.1.5). Smearing due to the proximity effect is consistent with the gap suppres-
sion in the point contacts but as the planar junctions also have low Z values the
proximity effect should be similar in these junctions. It therefore seems more likely
that the difference in smearing between the planar junctions and point contacts is
due to more inelastic scattering in the point contacts. At these low temperatures,
inelastic scattering is mostly due to impurities or defects (Singleton, 2001). We can
108 Chapter 5. Planar Andreev spectroscopy . . .
−10 −8 −6 −4 −2 0 2 4 6 8 100
0.1
0.2
0.3
0.4
0.5
0.6
0.7
2 K
3 K
4 K
5 K
6 K
7 K
7.4 K
Bias (mV)
Co
nd
uc
ta
nc
e 
(Ω
−1
)
Figure 5.6: Evolution of the Andreev spectrum with temperature up to just
above Tc. The T # 3 K spectra have been shifted by – 0.06 Ω−1 successively,
for easy comparison. Sample 21041C, Pb/Cu 50 µm.
expect more impurities in point contacts due to the uncontrolled environment in
which they are formed and defects are a likely result of the pressure of the mechan-
ically formed junction.
The temperature dependence of the fitting parameters can give us more infor-
mation about the nature of the extracted parameters. The temperature evolution of
the conductance spectrum of the Pb/Cu sample is shown in figure 5.6 and the cor-
responding temperature dependence of∆ and ω is shown in figure 5.7. The planar
junctions show the expected energy gap BCS temperature dependence as shown by
the solid line with Tc ≈ 7.2 K which agrees with resistance measurements for the
Pb tracks and is consistent with the literature (Ashcroft and Mermin, 1976). Tem-
perature dependent point contact data is more difficult to obtain due to thermal
instability and the measurement setup and as a result there is limited data from the
point contacts. However, the Pb/Co junction clearly does not show the expected
behaviour but this is likely to be an artefact of the fitting routine due to the high
smearing and low Z .
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Figure 5.7: Evolution of the BTK fitting parameters with temperature for the
large area planar junctions and point contacts. (a) Superconductor energy gap
∆. The solid line is a fit the theoretical BCS dependence close to Tc for the
planar 50 µm Pb/Cu junction. (b) The smearing parameter ω. The solid lines
are parabolic fits to the data. The dashed line indicates pure thermal smearing,
ω = kBT .
The smearing parameter includes the combined effects of nonthermal and ther-
mal broadening as discussed in section 2.1.5. In the case of pure thermal smearing
ω = kBT as indicated by the dashed line in figure 5.7(b). The offset from this line
is due to nonthermal effects and one might argue that an extrapolation to T = 0
would yield the nonthermal smearing component. However, the figure shows that
the situation is more complicated as the temperature dependence is approximately
quadratic at low temperaturewith a constant offset from the thermal smearing line.
This implies that (i) the nonthermal and thermal smearing contributions do not
follow a simple sum rule or that (ii) there are (at least) two separate nonthermal
smearing mechanisms, one which has an inherent temperature dependence (de-
creases with increasing temperature) and one which is approximately temperature
independent.
As previously noted, inelastic scattering is likely to be mostly due to impurities
or defects and therefore temperature independent (Singleton, 2001). Variation in
the energy gap value due to the proximity effect or inhomogeneity could however
be temperature dependent as the gap itself is temperature dependent. As the gap
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decreases with temperature one could argue that the spread in gap values due to
inhomogeneity would also decrease with temperature and hence also the smearing
due to inhomogeneity. We therefore conclude that the constant offset from the ther-
mal smearing line is due to inelastic scattering and the deviation from linearity is
due to junction inhomogeneity.
Polarisation
Wenowproceed to the question of howwell we can determine the spin polarisation
from the Andreev spectra. Figure 5.8 shows the results of the χ2(P ) error analysis
(described in sections 4.3 and 2.2.3) for the planar junctions and point contact sam-
ples from table 5.1 at 4 K and 4.2 K, respectively. All samples show a relatively flat
region at low P until a threshold value is reached above which the fit rapidly breaks
down producing a sharp rise in χ2. The flat region is due to a compensation effect
inherent in the fitting procedure, where the model is able to adjust Z in such a way
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Figure 5.8: Comparison of the spin polarisation detection capability of the pla-
nar junctions and point contacts at 4 K and 4.2 K, respectively. χ2 is the quality
of the fit and the minimum in χ2(P ) represents the best fit. χ2 is normalised
to the P = 0 value.
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that it compensates for the increasing P (Bugoslavsky et al., 2005). Materials with
finite polarisation should produce a distinct minimum in the χ2(P ) dependence al-
though this is not always the case, depending on the parameters Z and ω, as our
simulations show. It is our experience that even when there is no clear minimum
the thresholdwhere the fit starts to break down is close to the “correct” polarisation
value in materials with a finite polarisation. However, where there is no minimum
we can strictly only assign an upper (or lower) bound to the polarisation.
Figure 5.8 shows that the planar junctions yield clearer results for P due to the
lower smearing. The planar Pb/Co sample yields a clear minimum at P = 0.37
whereas the Pb/Co point contact has a much broader minimum at P = 0.29. A
spin polarisation of 37% is consistent with other Andreev reflection studies of Co
(Strijkers et al., 2001; Kant et al., 2002). In the case of Cu we would expect χ2(P )
to increase monotonically but due to the compensation effect this is not the case.3
However, the threshold for the Pb/Cu point contact is at a higher P value, again
due to the higher smearing. Nonetheless, there is an obvious difference between
unpolarised and polarised materials and the planar junctions clearly have an ad-
vantage due to the low nonthermal smearing.
In section 2.2.3 we discussed the commonly observed relationship between P
and Z and the extrapolation to Z = 0 to determine the “intrinsic” polarisation.
Despite the questionable basis for this practice it is interesting to compare our re-
sults for Pb/Co planar junctions to previous findings for point contacts.4 Figure 5.9
shows that there is indeed an apparent P (Z) dependence and it can be equally well
fitted by linear, quadratic and exponential models as the r2 values testify. The in-
tercept varies depending on the model with P = 0.46 ± 0.08 for the quadratic fit
and P = 0.51 ± 0.1 for the exponential fit, in almost perfect agreement with Strijk-
3It should be noted that the χ2 value at P = 0 is almost always higher than the subsequent value
as the starting parameters for the first fit are determined by the user whereas at subsequent P values
the fitting routine uses the results from the previous fit.
4We can at least rule out the spuriousP–Z dependence due to a spreading resistance as this should
be negligible in the planar junctions.
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Figure 5.9: P–Z relationship for all fitted planar Pb/Co junctions. The red
solid line is a parabolic fit (r2 = 0.83), the green dashed line is a linear fit
(r2 = 0.87) and the blue dash-dotted line is an exponential fit (r2 = 0.87).
ers et al. (2001) and Kant et al. (2002), respectively. The exponential curve is a fit to
equation 2.16, p. 41, and we find that αψ = 1.8± 0.9 which also agrees remarkably
well with Kant et al. The error estimates represent the 95% confidence bounds and
are large due to the lack of points and the small spread in Z .
Summary of planar and point contact comparison
We set out to explore whether the potential advantages of planar junctions over
mechanical point contacts could be realised in simple, large area junctions made
via a metallisation approach. The planar junctions show excellent thermal stability
which allows normalisation of the Andreev spectra with an above-Tc conductance
curve. We have demonstrated the importance of this point.
Our fabrication approach does not provide any control over junction area apart
from an upper bound. The planar junctions are a collection of ballistic nanocon-
tacts, similar to mechanical point contacts. However, it should be possible to im-
prove on this with appropriate surface pretreatment to clean the interface before
metallisation.
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Some improvement of interface quality has been demonstrated for planar junc-
tions over point contacts although not reliably. However, the variation in param-
eters in the planar junctions could be reduced with appropriate surface pretreat-
ment. Most importantly, the planar junctions can exhibit significantly lower smear-
ing than point contacts and reduced inelastic scattering in the contact has been
suggested as an explanation. The Z values are in general in the desired range for
spin detection although point contacts yield lower values of Z .
The benefits of the low smearing in planar junctions have been demonstrated
for detection of P in Co. The planar data gives significantly clearer fitting results
than point contact data despite having larger Z values but neither point contacts
nor planar junctions unambiguously show P = 0 for the Cu. A P − Z dependence
is observed for the Pb/Co planar junctions which is consistent with point contact
studies.
5.2.2 Submicron junctions and arrays made by FIB methods
The large area junctions described in the previous section are too large to be of use
for Andreev spectroscopy with high spatial resolution. Furthermore, if we were to
achieve very clean interfaces with some type of surface pretreatment, it would re-
sult in very low contact resistances in such large area junctions. Excessive currents
would then be needed to reach the gap voltage resulting in local heating in the de-
vice. It is therefore necessary to fabricate submicron junctions. Here we look at the
properties of submicron Pb/Cu junctions made by focused ion beam (FIB) milling
as described in section 4.1.1 and compare the results to the large area planar junc-
tions.
Junction area
Aswe saw in the previous section the simple metallisation and lift-off method used
for the large area junctions does not give much control over junction area. The FIB
114 Chapter 5. Planar Andreev spectroscopy . . .
Figure 5.10: Diffusive fit of the 100 nm Andreev array junction, above-Tc nor-
malisation. Parameters: ∆ = 1.08, Z = 0.27, P = 0, ω = 0.52.
processing uses FIB milling and a CF4 reactive ion etch (RIE) to define the junction
area so we would expect more area control with this method.
Three different sizes of junctionsweremade: (1) 1× 1 µm2 junctions, (2) 500× 500
nm2 junctions and (3) an 8 by 8 array of 100 × 100 nm2 junctions connected to
a single top contact. These junction sizes are well above the mean free path of
Cu and should therefore be in the diffusive or thermal regime. However, some of
these junctions produce a better fit in the ballistic regime and some in the diffusive
regime. One of the junctions which appears to be in the diffusive regime is the 8 by
8 array of 100 × 100 nm2 junctions and the fit is shown in figure 5.10.
Although some junctions appear to be in the diffusive regime we can estimate
the area of all the junctions using the Z-corrected Sharvin expression from equa-
tion 5.1 as the Maxwell contribution is small in this interface resistance range. Fig-
ure 5.11 shows the calculated area as a function of the design area. The submi-
cron junctions show a linear dependence as expected although the Sharvin area is
roughly 1/600th of the design area. This number is rather puzzling but suggests
that the FIB is creating an area which is a fixed scaling factor of the design area,
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Figure 5.11: The relationship between the area calculated using the Sharvin
expression and the design area for the submicron junctions processed by FIB
methods. The relationship is approximately linear with a slope of 0.0016.
perhaps because the beam is not perpendicular to the sample. The Sharvin areas
correspond to a junction radius of approximately 8–24 nm and the array junction
has the smallest radius. It is surprising that the smallest junction appears to be in
the diffusive regime whereas nominally larger junctions are ballistic. A possible
explanation is that the processing of this particular sample has reduced the mean
free path of the Cu by implantation of impurities or structural damage.
Interface quality
The large area junctions had very low nonthermal smearing but Z values slightly
higher than point contacts. The fitting results for some of the submicron FIB pro-
cessed junctions are shown in table 5.2. The submicron junctions have similar Z
values as the large area junctions but somewhat higher smearing. They also show
a reduced energy gap.
The temperature dependence of the energy gap and smearing for the array
structure is compared to that of a large area junction in figure 5.12. The energy
gap and smearing of two single submicron junctions at 2 K are also shown. The
116 Chapter 5. Planar Andreev spectroscopy . . .
Table 5.2: Fitting parameters obtained from the generalised BTK model for a
selection of large area and submicron planar Pb/Cu junctions at 2 K.
Sample Structure Size (µm) ∆ (meV) Z P ω (meV) Regime
21041C Pb/Cu planar 50 1.39 0.50 0.04 0.32 ballistic
21045C Pb/Co planar 50 1.37 0.27 0.37 0.30 ballistic
21205C Pb/Cu 8×8 array 0.1 1.04 0.27 0 0.52 diffusive
21230A Pb/Cu planar 0.5 1.08 0.56 0 0.40 ballistic
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Figure 5.12: Evolution of the BTK fitting parameters with temperature for the
submicron planar array junction compared to the large area Pb/Cu junction.
Two single submicron junctions are also shown at 2 K only. (a) Superconductor
energy gap ∆. The solid line is a fit the theoretical BCS dependence close to
Tc for the planar 50 µm Pb/Cu junction. (b) The smearing parameter ω. The
solid lines are parabolic fits to the data. The dashed line indicates pure thermal
smearing, ω = kBT .
submicron array gap value seems to have a somewhat flatter temperature depen-
dence although, due to the higher smearing in this junction, it was not possible to
obtain good fits above 5 K.
The submicron array junction shows a large constant nonthermal smearing off-
set compared to the large area junction but also has the parabolic shape. As pre-
viously noted we can attribute a constant smearing offset to inelastic scattering
in the contact. Inelastic scattering over a thickness t > ξ would also explain the
suppressed gap values. Ar plasma cleaning has been shown previously to create a
highly disordered surface regionwith significant inelastic scattering (Neurohr et al.,
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1996; Jakob et al., 2000). In addition, our junctions have been exposed to RIE and
FIB milling which could result in defects and embedding of impurities in the Cu.
The array shows the highest smearing of the submicron planar structures, most
likely as a result of averaging over the 64 junctions. This is also consistent with the
parabolicity of the temperature dependence of the smearing.
Polarisation
The increased nonthermal smearing in the FIB processed junctions affects our abil-
ity to extract the spin polarisation using the χ2(P ) dependence as shown in fig-
ure 5.13. The compensation effect extends to higher P in the submicron junctions
and there are very shallow minima at P = 0.14–0.18. This could be due to slight
error in the normalisation as discussed in section 2.2.3. Nonetheless, there is a
clear difference between the unpolarised and polarised materials. The planar array
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Figure 5.13: Comparison of the spin polarisation detection capability of large
area and submicron planar junctions and arrays at 2 K. The large area Pb junc-
tions are the same ones as shown in figure 5.8 but at a lower temperature. χ2
is the quality of the fit and the minimum in χ2(P ) represents the best fit. χ2 is
normalised to the P = 0 value and then shifted for easier comparison.
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junction behaves similarly to the single submicron junction and large area junction
despite the averaging over 64 junctions.
Summary of submicron junction results
The fabrication of submicron junctions and arrays of junctions has been demon-
strated using FIB methods. The submicron junctions have been shown to offer
greater control over junction area than large area junctions processed by lift-off
methods. The calculated area scales linearly with the design area although the cal-
culated area is two orders of magnitude smaller than the design. The FIB route
produces interface barrier values which are similar to those of the large area junc-
tions and are in the desired range for detection of spin polarisation with spatial
resolution. However, the energetic processing induces disorder in the substrate
which results in significantly higher nonthermal smearing due to inelastic scatter-
ing. This adversely affects the spin detection capability although the resolution is
still sufficient to distinguish between Cu and Co.
5.2.3 Lateral Pb/Cu/Co nanoarrays
The previous sections have shown that planar structures have potential for themea-
surement of spin polarisation with high spatial resolution. The large area junctions
produce the best interface properties but lack precise control over area. FIB process-
ing is capable of making submicron junctions but at the cost of higher smearing.
E-beam lithography combines submicron resolution with the possibility of lift-off
processing. Therefore, e-beam processing has been used to make lateral arrays of
Pb nanocontacts on a Cu wire with Co injector electrodes. The design and fabrica-
tion of these structures is described in section 4.1.4. The purpose of these devices
is to examine whether it is possible to detect spin polarisation injected from the Co
electrode into the Cu and observe spin diffusion in the Cu wire.
As detailed in section 4.1.4 the thin Pb films are not continuous and even when
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grown to a thickness above the percolation threshold the nanowires still have breaks.
Therefore, we are unable to detect any clear signs of Andreev reflection in these
structures. Only one junction shows any temperature dependent structure close to
the Tc of Pb and this “junction” is shown in figure 5.14. The structure can obviously
not be interpreted along the lines of BTK theory and has disappeared at 4 K, some-
what below the Tc seen in most of our Pb films. The conductance of the “junction”
is in the MΩ range, which is approaching the resistance of the SiOx substrate. This
is therefore clearly not a well defined Pb/Cu junction.
Despite the obvious failure of these samples, the processing strategy has the
potential to deliver a working Andreev nanoarray. This would require further op-
timisation of the Pb growth, for example reducing the growth temperature (Jeffers
et al., 1994), and/or an increased width of the Pb tracks to avoid breaks. Another
possibility would be to use a different superconductor such as Al or Nb which
could be grown much thinner than the Pb.
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Figure 5.14: Conductance spectrum from the Pb/Cu/Co nanoarray showing
some temperature dependent structure around zero bias.
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5.3 Interface optimisation of planar Andreev probes on
InAs
5.3.1 Fermi velocity mismatch
In metal/semiconductor junctions the interface parameter Z is inevitably higher
due to the contribution of the Fermi velocity mismatch to Z as discussed in sec-
tions 2.1.4 and 2.3. The simulations in section 5.1 show that in the low to interme-
diate P regime there is a maximum value of Z that the fitting routine can tolerate
for accurate detection of P . This places even tighter restrictions on the structural
quality of S/Sm interfaces than S/F(N) interfaces.
Equation 2.8 p. 31 shows that it is possible to calculate the contribution of the
Fermi velocity mismatch to the barrier parameter, given the Fermi velocities of the
two materials, by setting Z = 0,
ZFVM =
[
(1− r)2/4r]1/2 where r = vF1/vF2. (5.2)
The Fermi velocity is given by
vF =
!
m∗e
kF =
!
m∗e
(
2pi2n
)1/3 (5.3)
where kF is the Fermi wavevector, n is the carrier density and m∗e is the effective
electron mass (Ashcroft and Mermin, 1976). From equation 5.3 we can calculate
the Fermi velocity for different carrier densities for InAs and InSb using values
for m∗e from Krotkus and Dobrovolskis (1988) and Zawadski (1974), respectively.
The Fermi velocity for Pb and a number of other metals can be found in Ashcroft
and Mermin (1976). The results for a Pb/InAs and Pb/InSb interface are presented
in Table 5.3. In all cases the mismatch contribution to Z is much higher than in
metal/metal junctions; for comparison ZPb/Cu = 0.077. InSb has lower effective
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Table 5.3: Barrier parameter Z due to the Fermi velocity mismatch alone, in
Pb/InAs and Pb/InSb junctions.
n (cm−3) ZPb/InAs ZPb/InSb
1016 0.954 0.637
1017 0.634 0.349
1018 0.365 0.248
electron mass which results in lower values ofZ . The Fermi velocity increases with
carrier density so the mismatch problem can be reduced by doping. Doping will
however reduce the mobility and therefore the spin diffusion length which may be
undesirable from a general spintronics point of view.
The simulations in section 5.1 established that, in the spin injection polarisation
regime, Z ≈ 0.8 represents themaximum desirable value for spin detection. Conse-
quently, the fabrication route for S/Sm junctions must be capable of producing an
interface with Z < 0.8 which is only slightly higher than the contribution of Fermi
velocity mismatch alone between Pb and bulk InAs (doped to 1×1017 cm−3) of 0.6.
However, InAs has a surface accumulation layer with a carrier density of ∼1×1018
cm−3 resulting in an effective Z of 0.4. Therefore, this means that the interface bar-
rier due to structural imperfections must not exceed approximately Z = 0.4 for
Andreev reflection spectroscopy on InAs.
5.3.2 Point contact spectroscopy on InAs
Point contact spectroscopy on InAs has been carried out by Dr. Yasuyuki Miyoshi.
The point contacts were made by pressing a mechanically sharpened Nb tip onto
the InAs surface, as described elsewhere (Bugoslavsky et al., 2005).
Figure 5.15 shows an example of data obtained in this way. The raw spectra
in 5.15(a) show a feature developing below the critical temperature of Nb but it is
broad and superimposed on a large V-shape background. By removing the linear
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background and further normalising the 4.2 K spectrum by the 10 K spectrum we
can isolate the Andreev contribution, as shown in figure 5.15(b). The spectrum is
very unstable, has a high Z value, very high smearing and a suppressed gap. Due
to the low transmissivity of the interface the suppression of ∆ is not due to the
proximity effect. The gap suppression could be in part due to local heating in a
nonballistic contact but given that the smearing equates to an effective temperature
of 18.6 K, well above Tc of Nb, this cannot be the main source of smearing and gap
suppression. In accordance with section 2.1.5 we can therefore deduce that the high
smearing and suppressed gap are a sign of strong inelastic scattering in the contact
leading to pair breaking over a thickness t > ξ.
These results are similar to results on the dilute magnetic semiconductor GaM-
nAs (Braden et al., 2003) where a V-shaped background conductance and high
smearing are also seen. Braden et al. find that they cannot determine the polari-
sation in such junctions. Our simulations have also shown that the high Z value
and high smearing will make spin detection almost impossible. We are therefore
forced to look at alternative methods of forming a S/Sm junction.
(a) (b)
Figure 5.15: Nb/InAs mechanical point contact spectroscopy results. (a) Raw
data showing the large V-shape background conductance.(b) Conductance
spectrum at 4.2 K normalised by the 10 K spectrum (blue points) with a fit
to the BTK model (red line). Parameters: ∆ = 0.7meV, Z = 1.4, ω = 1.6meV
and P = 0.
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Figure 5.16: (a) Conductance spectra of a route 1 Pb/InAs sample below Tc
and Bc, above Tc and above Bc. The above-Tc and above-Bc spectra are offset
for clarity. (b) The 2 K, 0 T spectrum normalised by the above Tc spectrum. (c)
The 2 K, 0 T spectrum normalised by the above Bc spectrum. The solid lines
are BTK fits.
5.3.3 Engineering of the Pb/InAs interface
Having established that point contact spectroscopy on InAs does not yield the de-
sirable range for Z and ω we now turn to our efforts to realise these characteristics
in a planar Pb/InAs device. The three different fabrication routes have been de-
scribed in detail in section 4.1.2. Here the electrical properties of these structures
will be presented.
Figure 5.16 shows the conductance spectrum of a route 1 sample (processed
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by FIB methods and metallisation) above and below Tc and Bc2 of the Pb. Bc2
has been determined both by measuring the resistance of one of the Pb tracks as
a function of magnetic field and by measuring conductance spectra at increasing
fixed field values. The track resistance increases sharply at 300 mT and reaches
equilibrium by 600 mT. Similarly the low bias dip in conductance diminishes in
field until around 300 mT after which it remains constant. The value Bc2 ≈ 300mT
is consistent with the literature (Gerber and Deutscher, 1989). The below-Tc-and-
Bc2 spectrum shows a dip in conductance around zero bias with barely visible wing
peaks, indicative of highly suppressed Andreev reflection. However, the high bias
region is not constant or linear. Both the above-Tc and above-Bc2 spectra are V-
shaped and look similar to the point contact result. Interestingly, the zero bias dip
is still present in the above-Bc2 spectrum, although suppressed. The presence of a
zero bias dip in the above-Bc2 spectrum suggests that its origin is interfacial and
not Andreev reflection. It is therefore crucial to choose a normalisation method
which isolates the Andreev reflection features.
Both above-Tc normalisation (NT>Tc) and above-Bc2 normalisation (NB>Bc) yields
spectra which can be fitted by BTK theory as shown in figures 5.16(b) and (c). A
three parameter fit with P = 0, has been performed. The gap and smearing values
obtained are similar for both normalisation methods (∆ ∼ 0.4 meV, ω ∼ 0.6 meV)
but the Z values are strikingly different. For NT>Tc , Z = 3.8 whereas for NB>Bc ,
Z = 1.9. In the presence of smearing, Z and P have very similar effects on the
shape of the Andreev spectrum so such a discrepancy in Z will have serious im-
plications for the detection of P (Bugoslavsky et al., 2005). Junctions showing these
interface properties are therefore not suitable for spin detection.
Samples produced by route 2 (processed by photolithography and metallisa-
tion) share features similar to those of route 1 samples and can be fitted by the
BTK model with a high Z value. However, the conductance spectrum is almost
completely unaffected by the application of B > Bc2 as shown in figure 5.17. The
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Figure 5.17: Conductance spectra of a route 2 Pb/InAs sample below Tc and
Bc, above Tc and above Bc. The above-Tc and above-Bc spectra are offset.
The inset shows the temperature dependence of the zero bias conductance
for another route 2 sample including a fit to the Stratton model of tunnelling
conductance (see section 3.2.2).
inset shows the temperature dependence of the zero bias conductance up to 250
K which is well described by tunnelling models such as the Stratton model (Strat-
ton, 1962). This shows that route 2 produces tunnel-barrier-like interface properties
which dominate over Andreev reflection. An important point to note is that, with-
out knowledge of the background conductance in an applied field of B > Bc, one
might conclude that Andreev reflection is present and extract completely false pa-
rameters from BTK fitting.
FIB processing in route 1 consistently yields high values of Z , a suppressed
energy gap and fairly high smearing. It is somewhat puzzling that both point con-
tacts and junctions prepared by route 1 produce such high values of Z . Mechanical
point contacts are usually capable of puncturing surface oxides and the FIB milling
and subsequent RIE should produce a clean, albeit disordered, surface. One must
therefore assume that both the pressure from a point contact and the ion bombard-
126 Chapter 5. Planar Andreev spectroscopy . . .
ment of route 1 destroy the surface accumulation layer of the InAs and induce
large Fermi velocity mismatch and/or a resistive interface layer. Route 2 on the
other hand does not actively damage the InAs surface but relies on lift-off of pho-
toresist from the interface which leaves a chemical residue which strongly affects
interface properties. This is a common problem for lift-off and is generally resolved
with a quick oxygen plasma which preferentially etches organic materials such as
photoresist. This would not be a desirable approach in our case however due to
oxidation of the InAs surface. The result is that both routes 1 and 2 fail to produce
junctions which meet the criteria established in the previous sections for detection
of spin polarisation. Therefore, we have developed route 3 which is an etch-back
approach where Pb is deposited onto the InAs surface before any processing takes
place (as apposed to routes 1 and 2 where junctions are formed via metallisation).
This avoids exposure of the interface during processing and allows us to engineer
the interface with chemical treatments prior to Pb deposition.
The results from samples processed by route 3 with surface pretreatment (i)
vary significantly (no chemical pre-etch). Figure 5.18(a) shows an example of junc-
tions that show high Z , exceptionally low smearing and a constant conductance
background. This suggests a pinhole free, uniform tunnel barrier, most likely from
an oxide of In which naturally occurs on the surface of InAs and is not removed by
the degreasing step (Tereshchenko et al., 2003). About 25% of junctions show this
property. A few junctions have high Z , moderate smearing, a suppressed energy
gap and a highly nonlinear background conductance similar to the route 1 junc-
tions. For such spectra we can use NB>Bc normalisation as shown in figure 5.18(b).
As junctions of type (a) have a constant backgound conductance the nonlinear-
ity seen in junction type (b) further confirms that it must be an interface feature.
Encouragingly, even with the simple degreasing pretreatment the etch-back route
produces a significant fraction of junctions with a value of Z as low as 0.6 (35%
have Z < 1) and a constant background conductance as shown in 5.18(c) and (d).
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The low Z values achieved are extremely encouraging and confirm that it is pos-
sible to fabricate a very clean interface between Pb and InAs using the etch-back
approach. The low-Z junctions can have both very low smearing as in (c) and
moderate smearing as in (d). The low-Z junctions also exhibit sharp dip features
commonly seen in S/N junctions which will be discussed in detail in section 5.4.
The large variation in the properties we see in route 3(i) junctions can be at-
tributed to roughness and inhomogeneity of the InAs surface. Atomic force mi-
croscopy has shown that the root mean square roughness of a similar untreated
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Figure 5.18: Normalised conductance spectra of route 3 sample junctions, pre-
pared using surface pretreatment recipe (i), illustrating different types of spec-
tra. Only a fraction of the collected data points are shown. (a) ∆ = 1.42meV,
Z = 2.61, ω = 0.22 meV, P = 0. (b) ∆ = 1.29 meV, Z = 2.07, ω = 0.30 meV,
P = 0. (c) ∆ = 1.40meV, Z = 0.68, ω = 0.16 meV, P = 0. (d) ∆ = 1.48 meV,
Z = 0.62, ω = 0.45meV, P = 0
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Figure 5.19: (a) A conductance spectrum of a route 3 sample having received
pretreatment (ii). The central peak indicates a Josephson junction in series.
(b) Enlargement of the central region of the spectrum which shows what look
like relatively lowZ Andreev features (although the spectrum cannot be fitted
using the BTK model).
InAs wafer is 0.62 nm over a 5 × 5 µm2 area. It is clear that degreasing is not
sufficient to produce a smooth surface or remove surface oxides and more aggres-
sive chemical treatment is necessary. The double etch pretreatment described in
section 4.4 (summarised in table 4.2) has been shown to reduce roughness and re-
move the native interface oxide of InAs epilayers (Tereshchenko et al., 2003; Singh
et al., 2007). Furthermore, we will show in section 6.1, that it gives a low interface
resistance for magnetic electrode junctions.
Indeed, we find that junctions processed by route 3 with surface pretreatment
(ii) yield on average almost two orders of magnitude larger interface conductance
values (more on this in section 5.3.4). The low resistance of the majority of route
3(ii) junctions is extremely encouraging. Unfortunately though, for all but two of
these junctions, the Pb/Pb interface (created when the Pb crosstracks are deposited
onto the patterned Pb squares) dominates the conductance spectrum producing a
Josephson junction in series. Figure 5.19 shows a rather clear example of this type
of behaviour where we can see the Josephson junction peak superimposed on what
looks like a relatively low Z and ω junction. In many junctions, however, we see
much more complex structure which we are unable to explain. This prevents us
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from fitting the data for the majority of route 3(ii) junctions. The two junctions
which show clean Andreev features are the ones with the lowest conductance.
In principle, it should be possible to eliminate the problem of the series Joseph-
son junction with an additional in-situ Ar plasma cleaning step before the second
Pb deposition. This should remove impurities and the oxide from the surface of the
Pb squares and ensure that the S/Sm junction properties would dominate the con-
ductance spectra. However, this facility was not available and time did not permit
its construction.
5.3.4 Conductance statistics
It is interesting to look at the normal state conductance of all the Pb/InAs planar
junctions. Even though many of these junctions do not show any signs of Andreev
reflection it is useful to compare the conductance values obtained by different pro-
cessing routes. This gives us some information about the nature of these processing
methods.
Figure 5.20 shows the normal state conductance for all fabrication routes. The
crosses indicate the median value of conductance. The median is a more useful
statistic than the average in this case as it tells us what the “typical” conductance
value is for each processing route and is not affected by few extreme values. Al-
though route 3 without the etch is capable of producing low resistance junctions the
median value is almost two orders of magnitude lower than for the route 3 samples
with the chemical etch. Route 1 produces the second highest median conductance
and route 2 is not surprisingly the worst with a very low median conductance.
This shows that the chemical etch does indeed remove surface oxides and result in
a low resistance interface. This is also true of the FIB and RIE route although it has
unfortunate side effects as we have seen.
The spread in conductance values is an indication of the reliability of the pro-
cessing method. The route 3(i) junction conductance values are spread between
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Figure 5.20: The normal state conductance of route 1, 2 and 3 Pb/InAs junc-
tions with pretreatments (i) and (ii). The crosses indicate the median value
(8.5 × 10−3 Ω−1 for 3(i) and 3.3× 10−1 Ω−1 for 3(ii)).
Table 5.4: Normal state interface conductance statistics for Pb/InAs planar
structures. All values are in Ω−1.
Processing Median Mean Min Max
Route 1 0.10 0.10 0.065 0.14
Route 2 9.8× 10−4 3.0 × 10−3 3.5 × 10−4 9.5 × 10−3
Route 3(i) 8.5× 10−3 0.055 1 × 10−4 1.05
Route 3(ii) 0.33 0.40 5.5 × 10−3 1.4
1 × 10−4 Ω−1 and 1 Ω−1 whereas route 3(ii) junctions have conductance values be-
tween 6 × 10−3 Ω−1 and 1 Ω−1. The chemical etch therefore also produces more
uniform results as expected. Route 1 appears to have by far the smallest spread but
this is based on only four data points. These findings are summarised in table 5.4.
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Table 5.5: Fitting parameters obtained from a three parameter BTK fit with
P = 0 for all of the Pb/InAs planar junction spectra shown in the previous
sections at 2 K and a Nb/InAs point contact at 4.2 K.
Sample Processing Size (µm) ∆ (meV) Z ω (meV) Figure
Nb/InAs point contact – – 0.7 1.4 1.6 5.15(b)
ADJ1096B Route 1 1 0.41 1.9 0.58 5.16(c)
ADJ1096B_B Route 3(i) 4 1.42 2.61 0.22 5.18(a)
ADJ1096B_A Route 3(i) 12 1.29 2.07 0.30 5.18(b)
C1821_D Route 3(i) 12 1.40 0.68 0.16 5.18(c)
ADJ1096B_A Route 3(i) 25 1.48 0.62 0.45 5.18(d)
5.3.5 Identification of parameter regimes
As we have seen in section 5.3.3 there is considerable variation in all three fitting
parameters ∆, Z and ω across the junctions. Table 5.5 shows a summary of these
parameters. Interestingly, we find that the parameters fall into distinct regimes.
These regimes are consistent with our discussion of nonthermal smearing in sec-
tion 2.1.5 and this, in conjunction with the temperature dependence of ∆ and ω,
can shed some light on the underlying mechanism for gap suppression and non-
thermal smearing.
Figure 5.21 illustrates the distinct parameter regimes seen in our junctions: (1)
suppressed ∆, high Z and ω, (2) low Z , high ω, (3) high Z , low ω, and (4) low Z
and ω. Regime (1) is accompanied by a V-shaped background conductance and all
route 1 junctions fall into this category. The suppression of∆ and high nonthermal
smearing can be attributed to inelastic scattering in a highly disordered surface
layer extending over a depth t greater than the bulk superconducting coherence
length ξ (Chalsani et al., 2007). This is consistent with the high energy ion bom-
bardment of FIB and RIE processing and the high surface roughness of the InAs.
Although an induced proximity layer would produce similar observations (Neu-
rohr et al., 1996) the high Z values indicate that these junctions are not transparent
enough for a strong proximity effect. In regime (2) there is a low elastic scattering
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Figure 5.21: Fitting parameters for Pb/InAs junctions at 2 K. The symbols
refer to the same junctions as in figure 5.22 and they are numbered according
to the parameter regimes described in the text. Additional data denoted by an
asterisk. The straight lines are a guide to the eye to emphasize the two distinct
groups of ∆ values. The additional data is omitted in the upper graph for
clarity as there is no Z–ω interdependence.
barrier and the gap is not suppressed so smearing is most likely due to inelastic
scattering in a rough, disordered layer of t < ξ. Regime (3) indicates a thin homo-
geneous tunnel barrier as apparent from the high Z and low smearing. Samples in
category (4) combine a minimal homogeneous elastic scattering barrier and mini-
mal inelastic scattering in the contact region. These are precisely the sought after
attributes. Remarkably, many of the junctions of category (3) and (4) show purely
thermal broadening.
Figure 5.22 shows the temperature dependence of the energy gap (a) and the
smearing parameter (b) for the junctions summarised in table 5.5. The energy gap
follows the theoretical BCS dependence as shown by the solid lines in (a). All the
route 3 junctions have a Tc close to the theoretical value whereas the route 1 junc-
tion appears to have a suppressed Tc. The suppression of Tc is not found when
measuring the resistance of a Pb track versus temperature and is therefore an inter-
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Figure 5.22: Temperature dependence of fitting parameters for Pb/InAs sam-
ples. (a) Superconductor energy gap. Solid lines are fits to the theoretical BCS
dependence close to Tc. (b) Generic smearing parameter. Dashed line repre-
sents thermal broadening. The route 1 junction is the one shown in figure 5.16
(NB>Bc) and the route 3 junction labels refer to figure 5.18. The junction with
the highest smearing has been fitted with a quadratic function.
face effect. It is interesting to note that the smearing of the route 1 junction at 5 K
(the highest temperature point on the graph) corresponds to an effective temper-
ature of 7.5 K which is very close to the theoretical Tc. The suppression of ∆ and
Tc could therefore indicate that this junction is large compared to ξ and the elastic
mean free path in InAs, le, leading to local heating. This could well be the case in
the route 1 junctions as the aggressive FIB milling and RIE should produce areas
which are close to the designed area.
As we have previously discussed the deviation from the thermal smearing line
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can be attributed to nonthermal smearing effects whose origins were the subject of
section 2.1.5. The results of the S/Sm junctions shown here differ from the results
of S/N structures (figure 5.7) in that the form of the temperature dependence varies
between high and low smearing junctions. The junctions exhibiting low smearing
have a linear (thermal-like) temperature dependence with gradient one whereas
the junctions with higher smearing have a smaller gradient. As the temperature
dependence must approach the thermal dependence with increased temperature5
we can exclude a linear temperature dependence and the quadratic dependence
seen for the S/N junctions is more appropriate in the high smearing case. These re-
sults suggest that there are two different sources of nonthermal smearing at work.
At least one of these is simply added to the thermal smearing giving the linear
dependence whereas the other does not follow a sum rule or decreases with tem-
perature. One could speculate that pair-breaking due to inelastic scattering would
mimic thermal effects because it spreads the quasiparticle distribution in a simi-
lar way. This could give rise to the constant offset to ω. In contrast, gap variation
due to junction inhomogeneity might decrease in magnitude as the gap decreases
with temperature. Inhomogeneity in conjunction with thermal broadening would
therefore give the quadratic dependence.
A final point to mention is that one of the data sets in figure 5.22 appears to
lie below the thermal smearing limit. This we can attribute to the effect of the
anomalous conductance dips shown in figure 5.18(c) and will be discussed in detail
in section 5.4. We find that apparent broadening less than the thermal limit is in
this case most likely an artifact of the fitting process which arises if the effects of
the conductance dips are ignored. No other data shown in figure 5.22 is affected by
this artefact.
5Otherwise it would go below the thermal smearing line.
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Table 5.6: Percentage of junctions of different categories showing anomalous
dip structure. Route 1 and 2 junctions encompass all S/N junctions and the
Pb/InAs samples made via metallisation (none of which have dip structure).
Route 3 junctions refers to the Pb/InAs samples made with the etch-back
method.
Junction category Junctions with dips
All BTK fitted junctions 60%
Pb/Cu(Co) junctions 88%
Pb/InAs junctions 40%
Metallisation junctions 78%
Etch-back junctions 43%
5.4 Anomalous conductance dips
5.4.1 Observations
In the previous sections we have already seen a few examples of Andreev spec-
tra exhibiting anomalous conductance dips at voltages greater than the supercon-
ductor energy gap. In fact, we see high bias conductance dip structure in approxi-
mately 60% of the planar junctions which can be fitted by the BTKmodel and across
all materials systems. Table 5.6 shows the percentage of junctions with dip struc-
ture among different groups of samples. Most notably, a much higher percentage
of S/N junctions (both ferromagnetic and normal metal) have dip structure than
S/Sm junctions. Dip features are commonly reported in the literature and have
been attributed to a variety of effects as discussed in section 2.4. These include (a)
a Josephson junction in series with the Andreev effect, (b) the proximity effect and
(c) exceeding the critical current in the junction area. We have observed that the dip
features in our planar junctions show systematic behaviour and in this section we
will describe these observations andmake some preliminary suggestions regarding
possible mechanisms.
Firstly, we can rule out the double gap model of Strijkers et al. (2001) to describe
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our observations. This model is able to reproduce dip features in some cases as
discussed in section 2.4. The model relies on the proximity effect where Cooper
pairs diffuse across the S/N interface as illustrated in figure 2.6, p. 33. Spin sin-
glet Cooper pairs are strongly suppressed in ferromagnets, where one spin state
is favoured above the other, and therefore the proximity effect is negligible in S/F
junctions. However, in our structures the conductance dips are just as frequently
seen in S/F junctions. Furthermore, the double gap model predicts a bulk-like gap
value associated with the high bias edge of the dip and a suppressed proximity
layer gap value associated with the edge of the Andreev reflection peaks (see fig-
ure 2.6). In all our junctions where dips are present, the BTK fitting yields gap
values which are close to the bulk value which is not consistent with the double
gap model. It is for these reasons that we conclude that the proximity effect, and
the double gap model of Strijkers et al. in particular, is not responsible for the dip
structure observed in our measurements.
Another possibility is that the dips are a result of the critical current being ex-
ceeded in the contact area. A sudden increase in the superconductor resistivity or
the sudden disappearance of the excess current could result in a dip in the differen-
tial conductance as discussed in section 2.4. The current at which the dip occurs can
then be interpreted as the critical current Ic. In a superconducting wire where the
wire radius is much smaller than the penetration depth (a# λ) the current density
will be nearly uniform (Tinkham, 1996). In this case the critical current should be
proportional to the area A,
Ic = JcA (5.4)
where Jc is the critical current density. Although a # λ may not apply to all our
junctions and we cannot be certain that the S/N or S/Sm junction itself is the nar-
rowest constriction of the structure, it is still interesting to examine the dependence
of Idip on junction area.
As we have seen in previous sections the designed area is not controlled pre-
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(a) (b)
(c) (d)
Figure 5.23: The current at which conductance dips occur as a function of the
area calculated using the Sharvin formula. The relationship should be linear
with a gradient equal to the critical current density Jc. (a) All junctions. Two
distinct groups can be identified as indicated by the red circles. (b) Pb/Cu
junctions, Jc = 2.8 ± 1.0 × 108 A/cm2. (c) Pb/Co junctions, Jc = 4.8 ± 0.6 ×
107 A/cm2. (d) Pb/InAs junctions, Jc = 1.8 ± 0.4 × 105 A/cm2. The error is
based only on the linear fit.
cisely and the junctions are generally formed by one or more much smaller pin-
hole junctions which are well described by the ballistic BTK model. In this case
we should be able to estimate the junction area by using the Sharvin expression
(equation 5.1, p. 106). We call this the Sharvin area and denote it by A. The area
dependence of the dip current for all BTK fitted junctions is shown in figure 5.23(a).
The junctions separate into two distinct groups. (i) Pb/Cu(Co) junctions made via
metallisation have area values in the range 10−12–10−11 cm2 which corresponds to
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a contact radius of approximately 1–20 nm. These junction sizes are well below the
penetration depth of Pb which is approximately λ = 50 nm (Egloff et al., 1983). (ii)
Pb/InAs junctions madewith the etch-back process have an area of 10−10–10−9 cm2
or a contact radius of roughly 50–150 nm. These junctions are of the order of or
larger than the penetration depth of Pb.
The Idip–A relationship is shown for various subsets of samples in figures 5.23(b)
to (d). On the assumption that equation 5.4 applies, the gradient of a linear fit
will of course yield the critical current density. Remarkably, the Pb/Cu junctions
yield a critical current density of Jc = 2.8 × 108 A/cm2 which is consistent with
the depairing current of Pb (Fischer and Klein, 1968). Pb/Co junctions produce
Jc = 4.8 × 107 A/cm2, an order of magnitude smaller than for Pb/Cu junctions.
The apparent suppression of Jc could well be a consequence of the stray field sur-
rounding the ferromagnetic Co. In contrast, the Pb/InAs junctions yield a much
lower critical current density of Jc = 1.8 × 105 A/cm2. This could indicate that
equation 5.4 does not apply in these junctions due to their size or a sign that the con-
ductance dips have a different origin in these junctions. We have already seen signs
of a Josephson junction in series with the Pb/InAs interface in junctions processed
via the etch-back route (see section 5.3.3, in particular figure 5.19) and this is indeed
another possible explanation for the dip structure. At this point we will not discuss
the Pb/InAs junctions further but from the simple application of equation 5.4 and
the Sharvin junction area it seems that the dips in S/N and S/F junctions relate to
the current exceeding the critical current in the junction area.
We can try to analyse the dip features in the S/N and S/F junctions in more
detail, for example by studying their magnetic field and temperature dependence.
The dependence of the critical current on applied magnetic field is strongly de-
pendent on the superconductor geometry (size and shape), whether it is type-I or
type-II and on the level of disorder (clean or dirty limit). Miyoshi et al. (2005b)
have shown that Hc2 can be extracted from an Andreev spectrum as the field at
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Figure 5.24: The effect of an applied magnetic field in the plane of the sample
on Andreev reflection and conductance dips in sample 21045C,Pb/Co. (a) The
peak conductance Gp normalised by the normal state conductance GN (deter-
mined by raising the temperature above Tc). Where Gp = GN corresponds
to Hc2. (b) The magnetic field dependence of the dip current with a fit to the
functional form
√
1−H2/H2c (characteristic of the energy gap of a thin film
type-I superconductor Tinkham, 1996, p. 131). The fit givesHc2 ≈ 220mT.
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Figure 5.25: Temperature dependence of Andreev reflection and conductance
dips in sample 21045C, Pb/Co. (a) Evolution of the Andreev spectrum with
temperature showing how the dips become smaller and move to lower cur-
rents. The spectra are shifted for clarity. (b) Temperature dependence of the
dip current (black squares) and the energy gap (blue crosses) for the same
junction. The black line is a fit to Idip(T ) by the theoretical BCS energy gap
dependence close to Tc and indicates Tc = 7.26 K.
which the Andreev peak conductance Gp equals the normal state conductance GN.
Gp/GN is shown as a function of an in-plane applied field in figure 5.24(a) for a S/F
junction. The normal state conductance has certainly been reached at 250 mT but
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the linear drop in Gp at high field suggests that Gp = GN at approximately 220 mT.
Consequently, we can state that the Pb at the S/F(N) interface is a type-II supercon-
ductor with Hc2 ≈ 220 mT. The variation of the dip current with applied field for
the same junction is shown in figure 5.24(b). The field dependence of Ic is highly
dependent on the geometry of the superconductor and the relative orientation of
the field, but the observed dependence is reasonable and indicates a critical field
of Hc2 ≈ 220 mT. The consistency between the Hc2 values determined from the
Andreev spectra and the dip current suggests that the dip feature has its origin at
the S/F interface and not in a different region of superconductor.
The temperature evolution of the same Andreev spectrum with dips is shown
in figure 5.25(a). Figure 5.25(b) shows that Idip(T ) closely resembles the energy
gap temperature dependence, determined by fitting the Andreev spectra with the
BTK model. Fitting the dip current temperature dependence with the BCS gap
temperature dependence yields a critical temperature of 7.26 K which is consistent
with BTK fitting and resistance versus temperature measurements. Again, we see
a consistency between the dip features and Andreev reflection.
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Figure 5.26: Magnetic field dependence of conductance dips (sample 21205
Pb/Cu 8×8 array of 100 nm junctions). (a) Evolution of the Andreev spectrum
with field showing how the dips move to lower currents. A second set of dips
appears at fields above approximately 90 mT although it is difficult to see in
the figure. The spectra are shifted for clarity. (b) Magnetic field dependence of
the dip current associated with each set of dips.
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More complex dip behaviour is observed in the 8×8 array junction. Figure 5.26
illustrates the magnetic field dependence in this array junction where there appear
to be three regimes of behaviour. Below approximately 75 mT the field dependence
is similar to that seen in figure 5.24(b) but at higher fields the relationship is linear
and then appears to decrease sharply at around 180 mT. In addition, secondary
dip structure appears at a higher current. These more complex relationships are
beyond the scope of the present work but interesting nonetheless.
Up to this point we have concentrated on dip current but we also observe a
relationship between the dip voltage Vdip and interface resistance RN in zero ap-
plied field. Figure 5.27 shows that Vdip is proportional to the square root of RN,
where both Vdip and RN are measured quantities. This is true in all but one of
our Pb/Cu(Co) samples. Interestingly, this relationship has been reported byWest-
brook and Javan (1999). When a > λ in both type-I superconductors and type-II
Figure 5.27: Bias voltage of the conductance dips plotted versus the square
root of the measured normal state resistance for Pb/Cu and Pb/Co junctions
in zero applied field. The linear fit gives a gradient of k = 5.1 ± 0.7 mV/√Ω
for Pb/Cu and k = 1.7 ± 0.1 mV/√Ω for Pb/Co. One Pb/Co sample and all
Pb/InAs samples do not show a linear dependence (not shown).
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superconductors in theMeissner regime, the critical current scales with the perime-
ter of the superconductor rather than the area, i.e.
Ic = 2piaHc1. (5.5)
This implies that the current is carried primarily in the sheath of the superconduc-
tor. In this case, Vdip turns out to be proportional to the square root of RN (see
section 2.4, p. 49) and the proportionality constant is given by
k = 2piHc1
√
Rsha2. (5.6)
Here, Rsh is the Z-corrected Sharvin resistance. Note that k is a constant because
Rsh ∝ a−2 and only when Z is also constant.
Westbrook and Javan suggest that the dips are a result of vortex penetration in
a type-II superconductor when the magnetic field due to the current (plus applied
or stray fields) reaches Hc1. Using equation 5.6 we can deduce Hc1 for our data
from the gradients in figure 5.27. From the Pb/Cu data we find that Hc = 4.3 ×
104 A/m = 54 mT. The critical field Hc of pure type-I bulk Pb at 2 K has been
determined to be 75 mT (Decker et al., 1958) so our calculated value is consistent
with the lower critical field Hc1 in thin film type-II Pb.6 The Pb/Co data yields
Hc = 1.7 × 104 A/m = 21 mT, again consistent with Hc1 in type-II Pb, suppressed
by the stray magnetic field.7
To summarise, we find that the dip features appear to be associated with the
current density locally reaching the depairing current density, or the associated self
field, inducing vortex penetration. Given the complexity of the interface geometry
it is not possible to make more definitive statments. The S/Sm structures show
behaviour which is distinctly different leading us to believe that Josephson junction
6Hc1 in type-II Pb should be somewhat lower thanHc in type-I Pb.
7In these calculations, data with Z values more than two standard deviations from the mean Z
has been ignored.
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behaviour may be playing the dominant role in these junctions.
5.4.2 Modelling
The anomalous dip structure is rarely included in the models used to fit the An-
dreev spectrum. As previously discussed, the dips can have a variety of origins
and their precise structure varies from sample to sample making modelling hard
to implement. Furthermore, the addition of more fitting parameters to the BTK
model could potentially reduce its reliability. Nonetheless, it is important to get
some handle on the possible influence of the dip structure on BTK fitting parame-
ters. In order to quantify this, we have devised a simple modification to the BTK
model which yields dip structure at a predetermined current Ic and generated a se-
ries of spectra with different values of Ic. We then fit these generated spectra with
our standard BTKmodel and observe how the parameters are affected by ignoring
the dip structure.
The model amounts to adding a term describing the series resistance of a small
length of superconducingwire to the generalised BTK expression. The voltage over
a length l of superconducting wire of radius a and with normal state resistivity ρ
and critical current Ic is given by (Tinkham, 1996)
V (I) =


0 I < Ic
ρlI
2pia2
{
1 +
[
1− ( IcI )2]1/2
}
I > Ic.
(5.7)
The resistance of the wire is therefore
dV
dI
=


0 I < Ic
RN
2
{
1 +
[
1− ( IcI )2]1/2 + [1− ( IcI )2]−1/2 ( IcI )2
}
I > Ic.
(5.8)
whereRN = ρl/pia2 is the normal state resistance of thewire. Equation 5.8 is plotted
in figure 5.28. Equation 5.8 can then be added to the (inverse) BTK expression. The
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Figure 5.28: Resistance of a wire passing through the critical current transition.
addition is performed before applying the smearing function which means that
both the Andreev and anomalous dip features are equally smeared.
The resulting spectra can be seen in figure 5.29 for a range of Ic normalized by
the gap current. It is apparent that the Andreev spectrum is significantly altered
when Ic ≈ Igap but when the dips occur well above the gap energy the Andreev
reflection features are unaffected. The results of fitting generated spectra with the
standard four parameter generalised BTK model (ignoring critical current effects)
are shown in figure 5.30. For spectra with Z = 0.3 we clearly see a suppression of
Z and increase in P in the range 0.5 $ Ic $ 2.5 whereas ω is suppressed when Ic is
on either side of the gap but increased when Ic = Igap. For the Z = 0.5 spectra the
effect is qualitatively similar except the fitting routine has more trouble deciding
whether the reduction in the subgap conductance is due to an increase in Z or ω.
Crucially, in both cases the value of P is overestimated by up to a third and the
corresponding Z is underestimated by roughly the same amount when Ic is close
to the gap current. Due to smearing the effects of the singularity are observed for a
range of Ic corresponding to the width of the Gaussian distribution and in the high
Ic regime the fitting parameters are unaffected by the dip features.
This model assumes that the critical current is reached in a piece of wire in series
with the junctions. A more realistic scenario is perhaps that the transition occurs
in a pinhole which is in parallel with several other pinholes. Indeed, we already
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Figure 5.29: Simulated BTK spectra including the effect of the critical current
being reached for a range of Ic values. Parameters: Z = 0.5, σ = 0.42 (normal-
ized by gap energy) and P = 0.3.
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Figure 5.30: Fitting parameters from a standard BTK fit (ignoring critical cur-
rent features) to data with conductance dips due to critical current effects for
spectra with σ = 0.42 (normalized by gap energy), P = 0.3 and (a) Z = 0.3 or
(b) Z = 0.5. The fitting range was from -2.5 mV to +2.5 mV.
146 Chapter 5. Planar Andreev spectroscopy . . .
know that the junctions are probably composed of a number of pinholes through a
surface oxide or contamination layer. This scenario is more complex to model but
the end result is similar. As the pinhole goes normal its resistance has a positive
singularity and there is a sudden drop in conductance until current is rerouted to
the other pinholes. Therefore, the results of our simulations should equally apply
to current constrictions in parallel.
It should be emphasised that this model can not be used to fit experimental
data. The dip in conductance (peak in resistance) is due to the singularity in equa-
tion 5.8 and its depth is mainly determined by the density of points used in the nu-
merical calculation and can therefore not easily be varied to fit experimental data
accurately. As stated previously, the bias range affected by the dips is determined
by the amount of smearing but this may be different from the smearing of the An-
dreev features. The model would therefore require at least three additional fitting
parameters, namely the dip smearing, the dip voltage/current and the dip depth.
Rather, the importance of the modelling is that it demonstrates clearly how indi-
vidual parameters are affected differently by the conductance dips and gives some
idea about the potential size of the effect. Care must be taken when the dips are
close to the Andreev features but when they appear at sufficiently high biases they
can be safely ignored.
These findings shed some light on the results of fitting the data of figure 5.18(c)
shown in figure 5.22. The smearing parameter is found to be approximately 30%
below the thermal smearing line, a result which is unphysical. However, the spec-
trum has dip structure which is similar to the generated spectra using the critical
current model and appears at a voltage which is approximately 2.5 times the en-
ergy gap. The modelling shows that this discrepancy in the smearing parameter
could well be attributed to the dip structure and we could therefore also expect the
Z value to be underestimated by a similar amount.
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5.5 Summary
Simulations, using the BTK model, have shown that the value of the interface pa-
rameter Z affects our ability to extract spin polarisation from Andreev spectra. In
the low-P regime (P < 0.5) Z must be below approximately 0.8 for accurate spin
detection. The resolution of P increases with decreasing Z and we should be able
to resolve a difference in P of 0.05 for low-Z (= 0.3) spectra.
Planar Pb/Cu and Pb/Co large area and submicron junctions have been com-
pared to point contact results. Planar junctions are found to compare favourably to
point contacts in some respects. Specifically, we find that:
• Large area junctions made by photolithography and lift-off do not provide
control over junction area. FIB methods give some control although junction
sizes are two orders of magnitude smaller than the design size.
• Planar junctions show excellent thermal stability and the background spec-
trum can be obtained easily by raising the temperature above Tc. It has been
shown that normalising by the entire background spectrum is essential for
correct interpretation of the Andreev spectrum.
• Planar structures have a somewhat higher interface barrier parameter Z than
point contacts but can yield significantly lower values of nonthermal smear-
ing.
• FIB processing results in increased smearing due to inelastic scattering in a
damaged surface layer.
• A practical route to fabricating Pb/Cu arrays with a Co injector electrode us-
ing e-beam lithography has been demonstrated although optimisation of the
processing is needed before the devices can be used to detect spin accumula-
tion.
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Significant progress has beenmade in engineering the interface between Pb and
InAs in order to obtain junctions capable of detecting spin polarisation injected into
the InAs. Three fabrication routes have been explored to realise such junctions. We
have shown that:
• In InAs the Fermi velocity mismatch between the surface accumulation layer
and Pb produces an effective barrier of Z ≈ 0.4 so this imposes stringent
constraints on the interface purity.
• Exposing the junction to FIB milling or photoresist degrades junction proper-
ties severely whereas etch-back processing is capable of producing junctions
with a very low Z and negligible nonthermal smearing.
• A chemical pre-etch of the InAs is required to improve the yield of low-Z ,
low smearing junctions.
• The Pb/InAs junctions have revealed distinct regimes of behaviour allowing
us to identify different smearing mechanisms and confirm that the fitting pa-
rameters are independent of each other.
We find that approximately 60% of planar junctions which can be fitted by the
BTK model have anomalous high bias conductance dips. We have ruled out the
proximity effect as a possible explanation for these dips. In S/N(F) junctions we
find that the dip features are most likely a result of the depairing current density
being reached in the contact. However, we cannot make any definitive statements
regarding the exact mechanism due to the uncertainty about the precise geometry
of the contact region. We find that the S/Sm junctions show quite different be-
haviour which, together with evidence described in section 5.3.3, indicates a series
Josephson junction is responsible for the dip structure.
A model based on the critical current being reached in the superconductor has
been devised. Simulations using this model show that fitting spectra with dips in
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the region of the energy gap with the standard BTK model can result in underesti-
mated Z and ω values and an overestimated P .

Chapter 6
Electrical characterisation of MgO
tunnel barriers on InAs – results
Detailed structural and electrical characterisation has been carried out on ultra-
thin MgO barriers grown on InAs epilayers in order to optimise the fabrication
of such barriers. Details of the growth and processing of tunnel junction struc-
tures have been discussed in section 4.4. Structural characterisation was carried
out by the Cambridge materials group and the Imperial College Materials group
and the details can be found in the papers by Singh et al. (2007) and Eustace et al.
Here we focus on the electrical properties of these MgO barriers. Electrical char-
acterisation is essential to determine the contact resistance and to confirm whether
tunnelling dominates the electrical transport from the ferromagnet into the semi-
conductor. This is a prerequisite for efficient spin injection and detection which in
turn is needed for significant magnetoresistance in a lateral spin-valve-type device.
In section 6.1 we determine quantitatively the resistance matching conditions
for MgO on InAs and compare these to our results from TLM measurements. Sec-
tion 6.2 examines how well the MgO barriers conform to the Rowell criteria to
determine whether they are continuous tunnel junctions. We examine to what ex-
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tent the bias and temperature dependence of tunnel conductance can be described
by the various tunnelling models of section 3.2 and discuss how factors such as the
effective electron mass uncertainty, zero bias anomaly and barrier roughness affect
our analysis. The results are summarised in section 6.3.
6.1 Resistance matching
In section 3.1.2 we have discussed the conditions for efficient spin injection and
detection in a two-terminal F/I/Sm/I/F structure according to the Fert and Jaffrès
model. Figure 3.2 shows that the maximum MR occurs when the barrier resistance
rb approximately satisfies the condition
rb ≈ rSm = ρSmlSmsf (6.1)
where ρSm is the resistivity and lSmsf the spin diffusion length of the nonmagnetic
material. The spin diffusion length is given by equation 3.3, p. 57. The barrier
matching condition is therefore dependent on the complex interplay of sample spe-
cific factors such as the doping level and sample quality. Murdin et al. (2005) have
measured the spin lifetime of bulk InAs at room temperature to be 15 ps. Using this
value and equations 6.1 and 3.3 we can estimate that rb ≈ 10−10 − 10−9 Ωm2 will
yield a significant two-terminal magnetoresistance. Interface resistances as low as
∼10−12 Ωm2 have been reported between gold and InAs, by cleaved edge over-
growth (Moller et al., 2002), so this leaves scope for growing a barrier material onto
the InAs to reach the desired interface resistance.
Using the Simmons model (Simmons, 1963) we have calculated the barrier re-
sistance as a function of barrier thickness for a range of barrier heights as shown
in figure 6.1. From electrical characterisation of magnetic tunnel junctions, MgO
tunnel barriers appear to have a relatively low barrier height of 0.9 eV (Kiyomura
et al., 2000; Mitani et al., 2003). However, because of the thickness dependence of
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Figure 6.1: Tunnel barrier resistance as a function of barrier thickness for fixed
values of barrier height, calculated using the Simmons model.
the energy gap and the uncertainty about the importance of the effective electron
mass this number is not set in stone (see sections 3.1.3 and 3.2.3, respectively). Fur-
thermore, the electrical properties of MgO oxides grown on InAs are unknown and
InAs properties such as the mobility may vary from sample to sample which in-
creases the uncertainty. We can therefore only estimate using figure 6.1 that, to
achieve the desired interface resistance, the target thickness of the MgO tunnel bar-
rier on InAs should be ∼1.2 nm.
The contact resistance is determined by transmission line model (TLM) mea-
surements (Berger, 1972) as shown in figure 6.2 (see section 4.4 for an explanation
of the TLM). The resistance values are the two terminal resistance between every
possible pair of contacts (see figure 4.15 for a schematic of the device) which is the
sum of the resistance of two barriers and the semiconductor mesa in between. The
intercept of the linear fit therefore gives twice the contact resistance and the bar-
rier resistance rb is determined by multiplying by the contact area of 2.5×10−11 m2.
The results for the Co/MgO/InAs structures are summarised in Table 6.1. rb varies
from 1.1×10−10 to 4.3×10−9 m2 which is in the desired range for efficient spin in-
jection and detection. The relationship between the thickness determined by TEM
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Figure 6.2: An example of a TLM measurement of contact resistance for sam-
ple 21358-1, showing the two terminal resistance of the Co/MgO/InAs device
as a function of semiconductor mesa length. The intercept is 171±37 Ω which
is twice the contact resistance.
studies and rb only roughly corresponds to our calculations. This may be due to
the uncertainties detailed above or simply due to the nature of the TEM technique.
The question of whether transport is by tunnelling or not is the subject of the next
section.
Table 6.1: Summary of Co/MgO/InAs sample properties and growth con-
ditions. Tg is the MgO growth temperature and tTEM is the MgO thickness
determined by TEM with a ±0.3 nm error.
Sample Pretreatment Tg (◦C) tTEM (nm) rb (Ωm2) Tunnelling
21472-1 Degrease 100 1.8 7.54×10−10 no
21487-1 Degrease 200 1.8 1.13×10−10 no
21527-1 Degrease 200 1.8 2.4×10−9 yes
21358-2 Single etch 200 1.8 4.3×10−9 yes
21424 Single etch 200 1.2 1.75×10−9 yes*
21472-2 Double etch 100 1.8 2.47×10−9 yes
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Figure 6.3: Barrier conductance spectra for a Co/MgO/InAs sample which
does not show signs of tunnelling, from room temperature down to 1.6 K.
Sample: 21472-1, degreased.
6.2 Analysis of conductance properties
Now that we have established that the contact resistance is in the right range let us
turn to the question of whether tunnelling is the dominant transport mechanism.
The Rowell criteria (Rowell, 1969) are commonly employed in this context as dis-
cussed in section 3.2.1. Conductance properties vary substantially but all surface
preparation recipes produce junctions which fulfil at least two of the three Rowell
criteria.
6.2.1 Fulfilment of tunnelling criteria
The second Rowell criterion states that the conductance should be bias dependent
as described by the Simmons or BDR models (Simmons, 1963; Brinkman et al.,
1970). These models predict an approximately parabolic G(V ) dependence for low
bias voltages. Figure 6.3 shows an example of conductance spectra which do not
fulfil this criterion. Except at the lowest temperature, the conductance is linear with
a small gradient indicating roughly ohmic behaviour with some drift.
The conductance spectra in figure 6.4 are quite different. The data shown are
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Figure 6.4: Barrier conductance spectra for the Co/MgO/InAs samples which
show signs of tunnelling, from room temperature down to 1.6 K showing
parabolicity at high temperature and the emergence of the ZBA at low temper-
ature. The solid lines are a fit to the BDR model. (a) Sample 21527-1 junction
1a, degreased. (b) Sample 21358-2 junction 5b, single etched. (c) Sample 21424
junction 5b, single etched. (d) Sample 21472-2b junction 3b, double etched.
from four different wafers, sampling all three surface pretreatments. At temper-
atures above approximately 200 K the conductance spectra G(V ) are parabolic at
low biases which is consistent with the BDR model. Below 200 K a sharp dip in
conductance (the zero bias anomaly or ZBA) appears to emerge around zero bias
so the BDR model can only be applied to the high temperature data. A fit to the
BDR model at the highest temperature is shown for each wafer. We restrict the fit-
ting to the central region with the limits chosen such that the residuals (between
data points and the fitted curve) are randomly spread about the fitted curve over
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Figure 6.5: Temperature dependence of the zero bias barrier conductance for
a Co/MgO/InAs sample which does not show signs of tunnelling. Sample:
21472-1C, degreased.
the entire fitting region. As a rule we find that this bias range is roughly – 0.1 to 0.1
V. Miller et al. (2006) have pointed out that the second order polynomial expansion
of the BDR model is only accurate up to approximately a third of the barrier height
so our data suggests that the barrier height is well below 1 eV.
The third Rowell criterion states that the zero bias conductance (ZBC) should
increase with temperature. Figure 6.5 shows the temperature dependence of the
ZBC, G0(T ), of a sample which is not consistent with this criterion. This data cor-
responds to the conductance curves in figure 6.3. In this sample the ZBC decreases
with temperature which is characteristic of the conductance of a metal, not a tunnel
junction.
In contrast,G0(T ) is shown in figure 6.6 for several junctions on the samewafers
as shown in figure 6.4 and here the ZBC increases with temperature. G0(T ) has
been modelled by Stratton (1962) and a fit to his model is included for one junction
on each wafer. There is good agreement with the Stratton model above approxi-
mately 200 K but below that temperature we again see the emergence of the ZBA,
consistent with the full conductance curves. Wafer 21358 shows a more compli-
cated temperature dependence where the conductance increases with decreasing
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Figure 6.6: Temperature dependence of the zero bias conductance for several
junctions on each of the samples which show signs of tunnelling. The solid
lines are a fit to the Stratton model for T = 200–300 K. (a) Sample 21527-1,
degreased. (b) Sample 21358-2, single etched. (c) Sample 21424, single etched.
(d) Sample 21472-2b, double etched.
temperature at intermediate T . This might indicate that there are two competing
conductance channels with different conductances. Åkerman et al. (2002) have sug-
gested that a more rigourous version of Rowell criterion (iii) is needed to rule out
pinholes, namely that G(T ) should be insulator-like at all biases. This is clearly
not the case for wafer 21358 (see figure 6.4(b)) which indicates that here we have a
short in parallel with the insulator. This is consistent with conducting atomic force
microscopy (AFM) studies of this sample which find the barrier to be rough and
have pinhole-like features (Singh et al., 2007).
To summarise, we find that the samples can be divided into three categories.
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In one category, the conductance spectra are nonparabolic and the ZBC decreases
with temperature. These junctions are “ohmic.” In the second category is the thin-
ner single etched sample which is consistent with the BDR and Stratton models at
high temperature but does not have a monotonically increasing G0(T ). This junc-
tion may have a pinhole which is small enough that it does not fully short the
tunnel barrier. The third category contains the samples which have a parabolic
G(V ) at high temperature and an increasingG0(T ) from 4.2 K up to room tempera-
ture. We conclude that these junctions are dominated by tunnelling, at least at high
temperature.
6.2.2 The ZBA and thermal smearing model
The ZBA is present in almost all of our tunnelling spectra regardless of growth
temperature and InAs pretreatment. It is not present in nontunnelling (ohmic) con-
ductance spectra. The presence of the ZBA means that the second Rowell criterion
(conductance described by BDR model) is not fulfilled at low termperature. This
raises two important questions: (1) Is tunnelling still the dominant transport mech-
anism at low temperature? (2) Is the ZBA only present at low temperatures or is it
present at all temperatures but masked by thermal effects?
The ZBA has been linked with tunnelling (see section 3.2.3) but the uncer-
tainty about the precise mechanism makes it difficult to model directly. An alter-
native approach, which may shed some light on the above questions, is to examine
whether the parabolicity of G(V ) at high temperature can be reproduced by ther-
mally smearing the zero bias anomaly (Åkerman et al., 2003). Figure 6.7 shows the
results of fitting the higher temperature data with a thermally smeared version of
the lowest temperature data. The fitting parameters are the smearing temperature
Tsmear, the conductance shift Gs and an asymmetry term Va. The bias range of the
fit is limited by the width of the Gaussian window (which must increase with tem-
perature) as the convolution requires cutting the window width off either end of
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Figure 6.7: The thermal smearing model applied to the conductance spectra
of sample 21527-1 junction 1a, previously shown in figure 6.4(a). The dashed
lines show the result of thermally smearing the 10 K data allowing for a small
offset in conductance and similarly a shift in bias voltage (Gs can be found in
figure 6.8(b), Va(100K) = 6mV, Va(200K) = 12mV and Va(300K) = 18mV).
the bias range. Despite that, we get a convincing fit up to room temperature as the
dashed lines show.
The temperature dependence of the fitting parameters is shown in figure 6.8.
The Tsmear to Texp ratio is approximately 2 which is similar to the results of Åker-
man et al. (2003) who find a ratio of 1.6–2. The fact that the ratio is greater than
one implies that thermal smearing is not sufficient to explain the shape of G(V ) at
higher temperatures but it could certainly be a contributing factor. Consequently,
the thermal smearing model does not rule out the validity of the BDRmodel. How-
ever, when fitting to the BDR model without considering thermal smearing one
could be underestimating the thickness of the barrier and/or overestimating the
barrier height.1
Thermal smearing will cause the apparent ZBC to rise with increased Tsmear.
1This is because an increased thickness makes the parabolic BDR dependence steeper whereas an
increased height makes it less steep.
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Figure 6.8: Parameters extracted by thermally smearing the low tempera-
ture data and fitting to higher temperature data (sample 21527-1 junction 1a).
(a) Smearing temperature giving the best fit versus the experimentally deter-
mined temperature. The dashed line shows Texp = Tsmear. (b) Conductance
shift needed to account for the temperature dependence of the conductance.
The dashed line shows the measured ZBC for this junction after subtracting
the ZBC at 10 K.
However, this is not enough to account for the increase in conductance and an
additional conductance shift Gs is needed. Gs can therefore be interpreted as the
component of the change in ZBC which is not due to thermal smearing. One might
therefore expect Gs to conform to the Stratton model. Figure 6.8(b) compares this
component with the totalG0(T ). Interestingly, the shape of the temperature depen-
dence of Gs and G0(T ) are almost identical once a proportionality factor of 2.3 has
been taken into account. The thermal smearing model does therefore not fully ac-
count for the deviation of G0(T ) from the Stratton model below 200 K as we might
have expected.
To summarise, thermally smearing the ZBA does yield a convincing parabolic
G(V ) dependence but twice the experimental temperature is needed to fit the data.
This suggests that thermal smearing does play a role in shaping G(V ) but the BDR
model is also valid. However, the parameters extracted from the BDR model may
need to be corrected for thermal effects. The thermal smearing model does not
explain why G0(T ) is consistent with the Stratton model at high temperature but
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Figure 6.9: Zero bias conductance at 300 K of each junction versus the bar-
rier thickness as determined by fitting to the BDR model. The thicknesses in
the legend are determined by TEM. The straight lines are a guide to the eye
showing the expected exponential decay ofG0 which is on a logarithmic scale.
not at low temperature.
6.2.3 Barrier roughness
The absolute barrier parameters extracted from fitting to the BDR or Stratton mod-
els can only be treated as a guide to barrier properties due to the uncertainty in
m∗ as discussed in section 3.2.3. Despite the uncertainty about their absolute val-
ues, we can use the fitting parameters as a guide to compare electrical variability
between junctions of the same materials by fixing the value of effective mass. An
effective mass ofm∗/me = 0.1 gives “reasonable” values for the fitting parameters
in our samples. Using this approach we can obtain valuable information about the
variation in thickness and roughness of the barriers.
Looking at G0 at a fixed temperature in figure 6.6 we see that there is a spread
in G0 between different junctions on each wafer. This indicates a small variabil-
ity in the insulator thickness over different parts of the wafer (which is not un-
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expected). The first Rowell criterion states that the relationship between G0 and
thickness should be exponential (see section 3.2.1). In figure 6.9 we have plot-
ted G0 at 300 K and the thickness determined by fitting to the BDR model (with
m∗/me = 0.1). The relationship is indeed close to linear on a logarithmic scale
within each wafer except for the wafer with the thinnest barrier (21424, green up-
triangles in figure 6.9). Therefore, although the absolute barrier thickness values
may not be correct, the BDR model does capture the correct variation in parame-
ters. The variation in thickness within each wafer is % 0.2 nm which is in good
agreement with the error estimate for the TEM thickness measurement. The failure
of the thinnest barrier is consistent with the temperature dependence of G0 as well
as with TEM and conducting AFM studies (Singh et al., 2007; Eustace et al., –) which
find this barrier to be rough and have pinholes.
Interestingly, figure 6.9 shows a discontinuity in theG0(d) dependence between
the wafers (the lines are shifted) which can be attributed to barrier roughness. Fig-
ure 6.10 compares the barrier thickness d, barrier height φ and barrier asymmetry
∆φ as determined by the BDRmodel at 300 K for the four wafers which show signs
of tunnelling. There is an apparent trend of decreasing thickness and increasing
barrier height across the series of samples. As discussed in section 3.2.3, roughness
of barriers can produce a similar trend. Increasing interface roughness across this
series would also be consistent with TEM and AFM measurements (Singh et al.,
2007; Eustace et al., –). We adopt the model of Miller et al. (2007) here and simulate
roughness by assuming that the net conductance is the sum of parallel conduc-
tance channels with a Gaussian distribution of thicknesseswith standard deviation
σr which is a measure of the roughness. We take the mean extracted thickness of
the double etched sample series as a reference point as this wafer has been shown
to have the most uniform interface by TEM imaging. Thus we assume for simplic-
ity that this sample has zero roughness and the roughness values of other samples
are relative to the double etched sample.
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Figure 6.10: Comparison of the BDR fitting parameters for the four different
samples: d is the barrier thickness, φ the barrier height and ∆φ the barrier
asymmetry. The thickness in the x-axis labels is determined by TEM. The
crosses show how barrier roughness σr can account for the apparent trend in
d and φ.
As shown in figure 6.10, we find that an increase in roughness of σr = 1Å (10%)
and σr = 2 Å (20%) can account for the apparent decrease in d and (to a lesser ex-
tent) increase in φ for the degreased and single etched samples. Note that, accord-
ing to TEM imaging and the growth recipe, samples 21472-2, 21527-1 and 21358-2
should have the same thickness. The roughness value has been determined such
that the mean fitted thickness of the samples reflects this, relative to the double
etched sample. Sample 21424 is thinner and the effects of the same amount of
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roughness as for the other single etched sample are shown. The higher rough-
ness of the degreased and single etched samples is entirely consistent with AFM
and TEM studies and the analysis is therefore rather convincing. Importantly, it re-
moves the apparent variation in thickness between samples preparedwith different
surface pretreatments.2
Even when the roughness has been taken into account the absolute thicknesses
are still low compared to TEM measurements. This could be due to an incorrect
choice ofm∗. To obtain larger thicknesses would require reducingm∗ which would
then lower φ. The barrier height is already quite low compared to literature values
in the double etched and degreased samples although the range of parabolicity of
G(V ) in these junctions (see section 6.2.1) does suggest even lower barrier heights.
However, these remarks can only be speculative due to the numerous uncertainties
about the validity of the BDR fitting parameters.
6.3 Summary
MgO tunnel barriers with a mean thickness of ∼1.2–1.8 nm have been grown on
InAs epilayers with a ferromagnetic Co top contact. Contact resistance values of
rb ∼ 10−9 Ωm2 have been determined by TLM measurements which is the desired
range for efficient spin injection and detection.
Three out of the six wafers studied satisfy all three Rowell criteria at temper-
atures from ∼200 K to room temperature which strongly suggests that tunnelling
is the dominant transport mechanism in these junctions in that temperature range.
All three chemical pretreatments yield some junctions where tunnelling dominates.
At temperatures below ∼200 K we observe the zero bias anomaly (ZBA). We
have followed a thermal smearing model to examine whether the disappearance of
the ZBA with increasing temperature can be explained by thermal smearing. We
2There is a subtlety here in that the BDR model with roughness yields the mean thickness of the
barrier whereas the thickness determined by the standard BDR model is not necessarily the mean
thickness.
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find that thermal smearing may play a role in the temperature dependence and as a
result we can deduce that tunnelling is also dominant at low temperature and that
the nonideal tunnelling processes responsible for the ZBA may also be present at
room temperature.
The BDR and Stratton models have been used in conjunction with the Rowell
criteria but absolute parameter values extracted from fitting to thesemodels are not
physically meaningful because of the uncertainty about the appropriate value for
the effective electron mass. We can therefore not determine the absolute thickness
or height relevant for electrical transport through the barriers. Nonetheless, we can
show that the degreasing and single etch surface pretreatments result in rougher
interfaces than the double etch procedure. Once the influence of roughness is prop-
erly taken into account, we find that the electrical properties of the oxide barrier are
relatively insensitive to surface pretreatment and growth temperature.
Chapter 7
Conclusions and future work
This thesis has described our efforts to develop planar Andreev structures for spin
polarisation measurements in metals and semiconductors and the electrical char-
acterisation of MgO tunnel barriers for spin injection/detection. Here we review
some of our main conclusions and to what extent the aims of the projects (detailed
in chapter 1) have been met. Possible avenues for future work are also explored.
7.1 Planar Andreev devices
This project set out to explore the potential advantages of planar Andreev devices
over point contacts and to develop planar Andreev spectroscopy as a tool to mea-
sure transport spin polarisation with high spatial resolution. The potential advan-
tages of planar structures include:
• Improved interface quality i.e. a lower interface barrier parameter Z and
lower smearing ω, both of which improve spin detection capability.
• Better control over junction area and placement, opening up the possibility
of spatially resolved spin polarisation measurements with arrays of Andreev
junctions.
167
168 Chapter 7. Conclusions and future work
To test these statements we have fabricated a variety of planar Pb/Cu and Pb/Co
large area and submicron junctions and compared their properties to those of point
contacts. Furthermore, previous point contact measurements on the semiconduc-
tors InAs and InSb at Imperial College had not been successful due to excessive
nonthermal smearing, high interface parameter values and a highly nonlinear back-
ground conductance. We have fabricated a large number of Pb/InAs structures
using a variety of processing methods to examine whether planar structures can
improve on these results.
We have used simulations to determine the effect of the value of Z on the effec-
tiveness of Andreev spectroscopy for detection of spin polarisation. In the low-P
regime, relevant for detection of injected spin, we find that P cannot be determined
uniquely for Z > 0.8. The precise value is no doubt specific to our curve fitting
routine but the result has general applicability nonetheless as it is a reflection of the
similarity between the effects of P and Z on the Andreev spectrum.
Some improvement in interface quality has been achieved in the planar S/N
structures. The planar S/N structures can have significantly lower nonthermal
smearing than point contacts which we attribute to reduced inelastic scattering in
the contact. However, this is highly sensitive to the fabrication method and expos-
ing the interface to energetic processing such as FIB milling and plasma etching
increases smearing due to inelastic scattering. The interface parameter is slightly
higher in planar junctions which have not had any surface pretreatment due to
interface layers which point contacts can puncture through.
Simple photolithographic lift-off processing does not give the required control
over junction area as the junctions are formed of a number of nanocontacts through
surface oxides or photoresist residue. Reducing the design size may result in more
uniform junctions but this depends on the number and spread of nanocontacts,
which is unknown. FIB processing gives more control although the calculated areas
do not equal the design areas.
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In planar Pb/InAs structures we have demonstrated a dramatic improvement
over previous point contact measurements in terms of both interface parameter and
smearing. Three processing routes have been tested and only an etch-back route
(where the Pb is deposited onto the InAs before processing takes place) is found
to produce the interface properties required for detection of spin polarisation. This
is because the etch-back route avoids exposing the critical Pb/InAs interface dur-
ing fabrication. A chemical pretreatment is required to increase the yield of good
junctions but this requires a further refinement to the processing. We have found a
remarkable variety of parameter regimes in these junctions which we can associate
with distinct interface properties such as the amount and length scale of disorder.
Two different methods of fabricating submicron planar junction arrays have
been tested. FIB processing has been shown to yield sufficiently good interface
characteristics for detection of spin polarisation with spatial resolution in metals
but the methodwas not developed far enough to allow addressing individual junc-
tions of an array. An alternative approach involving e-beam lithographic pattern-
ing has been shown to be feasible although we were unable to detect Andreev re-
flection due to unforeseen processing complications.
There is great potential to improve the lateral Co/Cu/superconductor nanoar-
ray structure and demonstrate the detection of injected spin polarisation with spa-
tial resolution. The first step would be to switch to a superconductor which does
not suffer from the same problem of extreme 3D island growth. Possibilities in-
clude Nb (difficult to grow but easy to measure due to high Tc) or Al (easy to grow
but difficult to measure due to low Tc). The interface between the superconduc-
tor and metal may need some surface preparation such as an in-situ low-power Ar
plasma although one should bear in mind that this may increase smearing due to
inelastic scattering. The Ar plasma clean of the Co/Cu interface would also have
to be optimised to maximise the spin injection efficiency.
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The InAs/superconductor nanoarrays will also require the use of a different su-
perconductor as the superconductor pillars will require contacting with nanoscale
superconducting lead-outs. Switching superconductors would also almost cer-
tainly remove the issue of the developer attacking the Pb. The etch-back nega-
tive resist e-beam processing route described in the thesis should then be capable
of producing an array of nanoscale junctions on InAs, suitable for spin detection.
However, the growth of the injector electrode with a tunnel barrier also requires an
etch-back processing strategy so it is difficult to see howAndreev contacts could be
incorporated into an InAs based spin injection/detection device.
Finally, we have examined the anomalous high bias conductance dip structure
commonly seen in our planar junctions. The uncertainty about the size and ge-
ometry of the contact region limits our ability to determine the precise mechanisms
responsible for the dips. However, failure due to some sort of critical current mech-
anism seems to be the most likely explanation for S/N junctions whereas in S/Sm
junctions the evidence points to a series Josephson junction. Simulations show that
the dips only affect the BTK parameters if they appear close to the gap energy. The
improved fabrication processes suggested throughout the thesis would reduce the
uncertainty about geometry and junction size and allow one to make more defini-
tive statements. It would also be extremely useful to have the magnetic field de-
pendence of the dip current both perpendicular and parallel to each sample.
7.2 MgO tunnel barriers
Tunnel barriers are essential for efficient spin injection and detection in hybrid fer-
romagnet/semiconductor devices. Tomaximise themagnetoresistance of a F/I/Sm/I/F
spin valve the tunnel barrier resistance must lie in a rather limited range. For MgO
barriers on InAs this dictates a barrier thickness of the order of 1 nm. The aim of
ourworkwas to study the electrical properties of suchMgO barriers grown on InAs
which had received a variety of surface pretreatments. Specifically, we wanted to
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determine whether the contact resistance was in the desired range, whether tun-
nelling was the dominant transport mechanism and whether information about
barrier thickness, height and roughness could be extracted.
TLM structures have been used to determine the contact resistance. The contact
resistance is ∼ 10−9 Ωm2 for the tunnel junctions which is in the desired range for
efficient spin injection and detection in an InAs based spin valve.
Using measurements of the barrier conductance as a function of bias voltage
and temperature we can differentiate between good tunnel junctions and tunnel
junctions with metal-to-metal pinholes. All surface pretreatments yield some tun-
nel junctions. However, due to uncertainty about the effective electron mass we
cannot determine the barrier height or thickness using tunnelling models. How-
ever, a modification to the standard models allows us to show that the surface pre-
treatment affects the roughness of the barriers. Apart from the roughness, the elec-
trical properties of the barriers are not much influenced by the surface pretreatment
and growth temperature.
Following on from the work described here, MgO tunnel barriers are currently
being grown on InSb epilayers and quantum wells. InSb is the material of choice
for final spin-valve-type structures due to the higher spin-orbit coupling. A natural
next step would be to apply the analysis described in this thesis to the MgO/InSb
structures. Unlike InAs, InSb has a surface depletion layer and naturally forms a
Schottky barrier with metals which can be engineered by doping. In quantum well
structures there is additional complexity due to the top barrier of the well.
The ultimate goal of the project is of course to use the optimised barriers in spin-
tronic devices. The barriers examined here are presently being used in CoPt/MgO/InAs
light emitting diode structures with the aim of measuring the spin injection effi-
ciency optically. Furthermore, the processing of nongated and gated spin-valve
structures using InSb with MgO tunnel barriers is currently being optimised to test
all-electrical spin injection and detection efficiency.

Appendix A
A.1 Originality of thesis work
The work described in this thesis relies on contributions from several individuals,
particularly the device processing and materials growth aspects. Throughout the
thesis I have tried to indicate where others are responsible for the work being de-
scribed. It goes without saying that throughout my work I have had input and
guidance from my supervisor, Prof. Lesley Cohen.
The Pb/Cu(Co) planar structures described in section 4.1.1 and Route 1 and 2
Pb/InAs structures from section 4.1.2 were designed and fabricated by Dr. Gavin
Burnell. The idea of fabrication route 3 (in this context) was mine and the pre-
cise fabrication steps were a result of discussions between me and Dr. Burnell.
Dr. Burnell made the first such device but subsequent optimisation of the process
(involving the fabrication of a dozen or so devices) was carried out by me under
the supervision of Dr. Atif Aziz. The lateral Pb/InAs and Pb/Cu/Co nanoarrays
were designed and fabricated by me but I received assistance from Dr. Dan Read
(e-beam lithography), Dr. Steven Clowes (Cu sputtering), and Dr. Peter Petrov and
Hsin-I Chien (ion beammilling). Co films were grown by Dr. Laura Singh and InAs
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wafers were grown at Qinetiq.
The program used for Andreev fitting was written by Dr. Yury Bugoslavsky
with modifications by Dr. Yasuyuki Miyoshi. I made further modifications to this
program to allow full curve normalisation and to model the anomalous dip struc-
ture.
Simulations using the Andreev fitting software are my work. The measure-
ments on all planar Andreev structures, except the Pb/Cu/Co nanoarray, and all
analysis on this data was carried out entirely by me. Point contact data was col-
lected byDr. Miyoshi andDr. Karen Yates and Dr. Yates took the Pb/Cu/Co nanoar-
ray data.
The growth and fabrication of the Co/MgO/InAs structures is the work of
Dr. Singh, Dr. Clowes and Adam Gilbertson. Structural characterisation was car-
ried out by Dr. Singh and Dr. David Eustace.
TLM measurements were done by Adam Gilbertson, Dr. Clowes and myself
and three terminal conductance measurements by Adam Gilbertson. I performed
the analysis of the conductancemeasurements using aMatlab program that I wrote.
Dr. Clowes had significant input on the interpretation of the data.
A.2 Publications
The following publications are directly related to the work described in this thesis.
The full text articles can be found at the end of the thesis.
Magnus, F., K. A. Yates, S. K. Clowes, Y. Miyoshi, Y. Bugoslavsky, L. F. Cohen,
A. Aziz, G. Burnell, M. G. Blamire and P. W. Josephs-Franks, 2008, Interface
properties of Pb/InAs planar structures for Andreev spectroscopy, Applied Physics
Letters 92(1), 012501.
Magnus, F., S. K. Clowes, A. M. Gilbertson, L. J. Singh, D. A. Eustace, W. R.
Branford, E. D. Barkhoudarov, P. D. Buckle, L. Buckle, T. Ashley, D. W. Mc-
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Comb, Z. H. Barber, M. G. Blamire and L. F. Cohen, 2007, Electrical character-
ization of MgO tunnel barriers grown on InAs (001) epilayers, Applied Physics
Letters 91, 122106.
Magnus, F., G. Burnell, Y. Miyoshi, K. A. Yates, Y. Bugoslavsky, S. K. Clowes,
P. W. Josephs-Franks, M. G. Blamire and L. F. Cohen, 2007, Planar Andreev
Spectroscopy in InAs, AIP conference proceedings 883, 1281–1282.
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of spin accumulation using submicron planar Andreev array spectroscopy, Applied
Physics Letters 89(26), 262505.
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Andreev spectroscopy can be employed to measure transport spin polarization. Planar Andreev
devices have an advantage over point-contact Andreev spectroscopy as they offer greater control
over interface quality and the possibility of spatially resolved information about spin polarization
using submicron Andreev junction arrays. The authors compare the performance of Pb point
contacts onto Cu and Co with that of large area and submicron planar junctions and singularly
connected nanoarrays. Planar structures compare favorably to point contacts although the
fabrication method influences extracted parameters. The authors find that submicron planar junction
reproducibility does not adversely affect the prospects for developing arrays for detection of spin
accumulation. © 2006 American Institute of Physics. #DOI: 10.1063/1.2424279$
Highly spatially resolved measurements of electron spin
polarization are essential in order to study the influence of
sample microstructure on the spin polarization and to quan-
tify the spin diffusion and accumulation in nonmagnetic ma-
terials. Point-contact Andreev reflection1 !PCAR" spectros-
copy is a well established method for measuring the transport
spin polarization in magnetic films.2,3 PCAR spectroscopy
has the advantage of speed but the control of interfaces is
extremely limited and the tip footprint is too large to achieve
spatial resolution comparable to practical device length
scales. Planar Andreev structures are one way to address
these issues with arrays of junctions providing spatial reso-
lution of spin polarization.
Planar Andreev nanojunctions have been made from SiN
membrane technology,3,4 but these are difficult to scale up to
produce array structures, although recent advances have
shown that it is possible to control nanopore size from
1 to 30 nm through a SiN membrane using a focused ion
beam method.5 Nanoscale junctions have also been achieved
with planar thin-film edge contacts,6 but again this technique
would not be well suited for array structures. Semiconductor
device fabrication techniques have been used in the past to
produce isolated submicron junctions but have not interro-
gated spin accumulation.7 Here we demonstrate the feasibil-
ity of deep submicron Andreev arrays on Cu and Co and
compare the performance of planar structures to PCAR re-
sults. We examine the prospects of using this method to mea-
sure spin accumulation in both metals and semiconductors
such as InAs, which is an important material for hybrid
spintronics.8
The point contacts were made by pressing a mechani-
cally sharpened Pb tip to the sample surface, as reported
elsewhere.9,10 Planar contacts were fabricated onto Cu and
Co using either conventional photolithography and microfab-
rication techniques or a combination of conventional tech-
niques and focused ion beam !FIB" processing. In both cases,
50 nm thick films of Cu or Co were grown on thermally
oxidized silicon substrates by dc magnetron sputtering. Fol-
lowing the deposition, a 50 !m wide track was defined using
photolithography and broad-beam Ar+ ion milling. A set of
superconducting lead tracks, 50 !m wide, crossing the Cu or
Co track, was defined using a photolithographic liftoff pro-
cess. For submicron planar contacts, the Cu or Co track was
first covered with SiOx in which apertures were opened with
a FIB to define a reduced contact area. In the array structure,
all the nanojunctions were connected to a single top contact
!see inset of Fig. 2". The differential conductance of the junc-
tions was measured using standard lock-in techniques.
The Andreev spectra are analyzed by finding the best
least-squares fit to the generalized11 Blonder-Tinkham-
Klapwijk !BTK" theory,12 in either the ballistic or diffusive
regime. There are four fitting parameters: the superconductor
energy gap ", the spin polarization P, a generic spectral
broadening #, and the dimensionless effective barrier param-
eter Z, which has been shown to be a reasonable approxima-
tion of the complex underlying physics of the interface.13 In
the case where the full four-parameter fit is not unique, the
polarization can be fixed at a certain value, Ptrial, and a three-
parameter fit performed !which is always unique". This pro-
cess results in a one-dimensional function $2!Ptrial" where $2
is the sum of squared deviations and can be interpreted as the
quality of the fit. This function should have a minimum at the
correct value of P !see Ref. 9 for more details". The point-
contact data only fit well to the ballistic regime, suggesting
that the contacts are in fact a collection of much smaller
actual point junctions.9
We compare the results from various planar samples:
Pb/Cu and Pb/Co single junctions with a nominal area of
50%50 !m2, single Pb/Cu junctions of size 500%500 nm2,
and a Pb/Cu sample composed of an 8%8 array of 100
%100 nm2 area junctions sharing a single top contact !seea"Electronic mail: l.cohen@imperial.ac.uk
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inset of Fig. 2 for a schematic cross section". The results
from the array structure represent the average properties of
the entire array. Point-contact measurements have been car-
ried out on the contact pads of these samples.
Figure 1 shows the evolution of the energy gap and
smearing fitting parameters with temperature. The large junc-
tions and the array show the expected energy gap BCS tem-
perature dependence. The " value at low temperature for the
large junctions is close to the theoretical value for Pb !within
experimental error", but the submicron single junctions and
the array show significantly reduced " values with a spread
of 10% between them. As all the submicron junctions are
made using a FIB milling step, this suggests that the param-
eters are strongly influenced by the fabrication route. Re-
duced gap values have been reported previously from An-
dreev measurements and can be due to the suppression of "
in a proximity induced superconducting layer at the
interface.7,14
The smearing parameter !inset" includes the combined
effects of nonthermal and thermal broadening. At higher
temperatures, thermal broadening is the dominant mecha-
nism and the temperature dependence should be linear, as
#%kBT. The offset from this line is due to nonthermal ef-
fects, which become more significant at low temperatures.
We would therefore expect the smearing to diverge from the
linear dependence and to be nonzero at 0 K. This is approxi-
mated by a polynomial at low temperature and is in good
agreement with the data. Several mechanisms could be re-
sponsible for the nonthermal broadening such as finite
quasiparticle lifetime in the superconductor,15 interface
scattering,9 or gap anisotropy over the junction area or across
the junction.14,15 The submicron junctions show higher
smearing than the large junctions due to FIB damage to the
interface, and the array shows the highest smearing, most
likely as a result of averaging over the 64 junctions. In gen-
eral, however, we find that the planar structures yield lower
values of smearing than point contacts.
Figure 2 presents the $2!P" vs P results for planar junc-
tions at 2 and 4 K. All samples show a relatively flat region
at low P until a threshold value is reached above which the
fit rapidly breaks down. The flat region is due to a compen-
sation effect inherent in the fitting procedure, where the
model is able to adjust Z to compensate for P. However,
materials with finite polarization can produce a distinct mini-
mum in the $2!P" dependence, as demonstrated in the inset,
with the Co yielding a polarization of P=0.37. The main
graph compares the results for planar and point-contact Co
junctions at 4 and 4.2 K, respectively. The $2!P" dependence
is much broadened at higher temperatures, and point-contact
data are slightly broader than planar data, both consistent
with the higher smearing. Neither the point contact nor the
planar array correctly predicts P=0 for Cu from this fitting
analysis and, while the threshold is sharper, the 100 nm array
structure predicts P less accurately. It is clear that the $2!P"
dependence is governed by a complex interplay between Z
and # and by minimizing #, while retaining a finite Z is key
to extracting P accurately.
A variation in the underlying properties between indi-
vidual junctions of an array is, of course, undesirable and
may increase the error in determining the spatial decay of
spin polarization. Without access to each junction in the ar-
ray we cannot discuss the spread of properties across all the
64 junctions. However, the $2!P" dependence of the single
Pb/Cu 500 nm planar junction in the inset of Fig. 2 shows a
similar behavior to that of the 100 nm array of junctions,
suggesting that the average properties that we have measured
for the 100 nm array are a good reflection of the performance
of individual junctions within the array. Furthermore, the pa-
rameters of the submicron single junctions and the array vary
by less than 20%.
All the planar structures we have studied have low
smearing, and together with the improved fitting routine it is
clear that we can differentiate between P=0 and finite P.
Potentially, Andreev array structures could be used to study
the spatial decay of the spin accumulation in Cu with a Co
injector.16 To quantify the viability of this experiment we
generate theoretical curves at a range of P and fit them using
FIG. 1. Evolution of BTK fitting parameters with temperature. The main
graph shows the energy gap ", including a fit to !1−T /TC"1/2 at T%TC for
the planar 50 !m Cu junction. The theoretical value for Pb is 1.29 meV.
Inset: The smearing parameter # including parabolic fits to the data. The
dashed line represents thermal broadening, where #=kBT. Squares: Pb/Co
50 !m planar !Z=0.27 and P=0.37". Crosses: Pb/Cu 50 !m planar !Z
=0.50 and P=0". Circles: Pb/Cu 100 nm planar array !Z=0.27 and P=0".
Down triangles: Two Pb/Cu 500 nm planar samples !Z=0.56 and P=0".
Diamonds: Pb/Cu point contact !Z=0.22 and P=0.02".
FIG. 2. Results of the $2!P" analysis. Main graph: Planar and point-contact
junctions at 4 and 4.2 K, respectively. Insets: Planar samples at 2 K and a
schematic cross section showing a part of the planar array of nanojunctions
connected by a single top contact. Up triangles: Pb/Co point contact. Other
symbols as in Fig. 1.
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the method described above. Figure 3!a" shows the results
for the spectra generated using parameters similar to the
50 !m planar junctions !i.e., the low Z and low # regimes".
The $2!P" curves have clearly resolved minima at the correct
values of P, and interestingly the minima becomes sharper
for higher polarizations. At low polarizations we should be
able to distinguish between differences of 0.05, whereas for
higher polarizations it should be possible to resolve varia-
tions in polarization as low as 0.01. The figure also shows
the effect of a 20% variation in junction parameters on the
P=0.4 simulated spectrum, as might be expected for array
structures. A small increase in Z yields a sharper minimum,
whereas increased smearing results in broadening of the
minimum. In either case the threshold point is sharp, and
clearly the 20% variability in parameters, although changing
the shape of the $2!P" curve, does not adversely affect the
accuracy of the extracted P value.
Taking this one step further, Fig. 3!b" presents the results
for generated spectra with parameters chosen to resemble a
superconducting-semiconducting !S-Sm" interface14,17 !i.e.,
high Z and #". High Z is to be expected because of the Fermi
velocity mismatch18 as well as the damage during processing
which can also translate into higher effective smearing.14 The
figure shows that in this regime the resolution of P is signifi-
cantly reduced. However, it is still possible to differentiate
between P=0 and polarizations of approximately 0.3 and
above, and the resolution improves with increasing P. The
influence of a 20% variation in junction parameters on the
precision of extracted P is again shown for the P=0.4 curve.
In this case, an increase in Z shifts the minimum from P
=0.36 down to P=0.34 !a change of approximately 6%",
whereas increased smearing slightly broadens the minimum
but does not affect P. So the extracted P value can be influ-
enced by junction variability, placing tighter requirements on
junction reproducibility for S-Sm junctions, but our present
reproducibility statistics suggest that this is not overly detri-
mental. Indeed, the parameter set we have used in Fig. 3!b"
represents a “worst case scenario” where we have used Z
=3.85, whereas the lower bound for Pb/ InAs junctions based
on the Fermi velocity mismatch gives a Z=0.95.
To summarize, we present results demonstrating that the
manufacture of submicron planar Andreev structures using a
FIB route is feasible. Although junction properties are af-
fected by this type of processing, the resulting parameters are
suitable for the measurement of spin accumulation and dif-
fusion in metallic spintronic devices of, for example, the
Jedema et al. type.16 Results from simulated spectra indicate
that it should be feasible to detect spin accumulation in a
semiconductor, with resolution of the order of P=0.1 only
for P&0.3 and then only in the case where underlying junc-
tion properties are tightly controlled. It is also important to
minimize the interface barrier and sources of smearing to
increase the resolution of P, particularly if the technique is to
be used to study spin accumulation in semiconductors.
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FIG. 3. Results of the $2!P" analysis for theoretical BTK curves for differ-
ent parameter regimes. The labels indicate the polarization of the simulated
spectra. Up triangles and squares represent a 20% increase in Z and #,
respectively, for the P=0.4 simulated spectrum. !a" Low Z and # regimes,
with parameters similar to the ones obtained for the 50%50 !m2 planar
junctions !Z=0.27 and #=0.30 meV". !b" High Z and # regimes, with pa-
rameters chosen to resemble a superconductor/semiconductor interface !Z
=3.85 and #=0.58 meV".
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Abstract. Andreev reflection spectroscopy is a well established method to measure the transport spin-polarization in 
magnetic films. Here we discuss the prospects for using planar Andreev junctions to detect spin accumulation in the non-
magnetic semiconductor InAs. Here we compare Andreev spectra from planar fabricated Pb/InAs junctions and point-
contact measurements. Planar junctions yield considerably lower smearing than point-contacts but the barrier parameter 
Z is highly dependent on the processing method in planar structures. 
Keywords: Andreev spectroscopy, superconductivity, spintronics, nanoelectronics. 
PACS: 74.50 +r, 74.45 +c, 07.05 Kf, 85.30 Hi 
The successful development of spintronic devices 
requires improved experimental methods of measuring 
spin-polarized currents within device structures. Point 
contact Andreev spectroscopy (PCAR), where a super-
conducting probe is used to interrogate the transport 
spin-polarization, has been successfully employed to 
characterize magnetic films [1]. However, using 
Andreev reflection to study spin accumulation in non-
magnetic metals or semiconductors has not been 
demonstrated previously. In the semiconductor case, 
there are several additional factors which can severely 
affect the Andreev spectrum such as interface quality 
[2], high Fermi velocity mismatch [3], and non-linear 
conductance backgrounds. Although PCAR spectro-
scopy has the advantage of speed, control of interfaces 
is extremely limited and planar Andreev devices could 
prove an attractive alternative. Here we compare 
results from point contacts and planar structures on 
InAs and discuss the implications for spin detection. 
Point-contacts were made by pressing a 
mechanically sharpened Nb tip on to the sample 
surface, as reported elsewhere [4]. Planar contacts 
were fabricated onto an undoped InAs film, grown by 
molecular-beam epitaxy on a semi-insulating GaAs 
substrate. A combination of conventional photo-
lithography and microfabrication techniques and 
focused ion beam (FIB) milling was used in the 
processing. The film was covered with SiOx, (100 nm, 
rf sputtered) in which apertures were opened by use of 
a focused ion beam (FIB) (sample 1) or by a photo-
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lithographic lift off process (sample 2) to define the 
contact area. In both cases a set of superconducting Pb 
tracks, 50 urn wide, crossing the contact areas, were 
defined using a photolithographic lift-off process and 
thermal evaporation. The two processing routes are 
illustrated in Fig. 1. The differential conductance was 
measured four-terminally using standard lock-in 
techniques for all the samples. 
(a) 
Deposit SiOx (100nm) and 
evaporate and lift-off Al mask 
(25nm) onto InAs on GaAs 
FIB mill sub-pm window in 
Al layer. 
CF4 reactive ion etch SiOx 
layer. 
Evaporate and lift-off Pb 
(~250 nm) after Ar+ cleaning 
mill. 
(b) 
Start with InAs on GaAs and 
lift-off photoresist pattern to 
cover junction area. 
" 
Deposit SiOx (100nm) and Au 
(20nm) over photoresist. Lift-off 
Au and SiOx from junction area. 
Deposit and pattern Pb using 
photolithography and lift-off. 
Finally, ion mill Au away. 
FIGURE 1. Processing of Pb/InAs junctions, (a) Sample 1, 
using FIB milling, (b) Sample 2, using photolithography. 
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FIGURE 2. Normalized conductance spectra (points) with BTK fits (lines), (a) Sample 1, planar 1 |xm x 1 |xm sized Pb/lnAs 
junction at 2 K. Parameters: A = 0.4 meV, Z = 3.8, m = 0.6 meV. (b) Sample 2, planar 50 |xm x 50 |xm Pb/lnAs junction at 2 K. 
Parameters: A = 0.4 meV, Z = 2.0, a = 0.6 meV. (c) Nb/InAs point contact at 4.2 K. Parameters: A = 0.7 meV, Z= 1.4, a =1.6 
meV. 
Fig. 2 compares the normalized conductance 
spectra obtained from the planar Pb/lnAs junctions of 
sample 1 and sample 2 to spectra obtained using Nb 
point-contacts on InAs. We find that, injunctions with 
InAs, the Andreev spectrum is superimposed on a 
large V-shape background, the origin of which is still 
unknown. To eliminate any spectral structure which is 
not due to the superconductor we normalize by 
dividing by the T > Tc spectrum. This should leave 
only the Andreev features provided that the back-
ground conductance is not temperature dependent over 
the relevant temperature range [5]. The spectra are 
then fitted using the generalized Blonder-Tinkham-
Klapwijk (BTK) theory [6,7] where Z is the interface 
parameter, A is the energy gap and P the polarization. 
An additional parameter is the generic spectral 
broadening parameter co (details in ref [4]). It should 
be noted that the normalization procedure is critical to 
obtaining a good fit and potentially small changes in 
normalization can have a significant effect on the 
fitting parameters [4]. 
The theoretical limit imposed by the Fermi velocity 
mismatch sets a lower bound for Z ~ 0.95. The results 
from sample 1 are shown in Fig. 2(a). The BTK fit 
indicates a highly non-transparent interface most likely 
due to FIB damage. The fabrication method for sample 
2 was designed to avoid this problem and as Fig. 2(b) 
shows, Z is lower for sample 2. But photoresist 
residue is still likely to contaminate the interface. The 
point-contact spectrum is noisy and shows much 
higher smearing than the planar junctions. This is in 
part due to the higher temperature but, more 
significantly, there is an indication of very strong 
surface scattering. All three junctions exhibit a 
strongly suppressed superconductor energy gap in 
agreement with several studies of Andreev reflection 
on semiconductors [2,8] but the planar structures have 
a strikingly low gap value. 
Low values of Z and co are crucial if accurate 
values for P are to be extracted once there is a spin 
accumulated signal to detect. In addition with the Z 
and co values achieved for sample 1 for example, only 
differences in P of greater than 10-30% would be 
detectable. So clearly improvements are needed here. 
The high smearing found for the point-contact junction 
which is a rather typical result, renders this route 
impractical. 
In summary, results on planar Andreev structures 
on InAs demonstrate that the interface parameter and 
the smearing are highly dependent on the fabrication 
methods used to prepare the junctions. Further 
development of the processing is needed to minimize 
the interface barrier so that polarization can be 
determined reliably. 
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The authors examine the electrical properties of ultrathin MgO barriers grown on !001" InAs
epilayers and the dependence on InAs surface pretreatment and growth conditions. Pretreatment
improves the yield of tunnel junctions and changes the roughness of the interface between oxide and
semiconductor. Electrical characterization confirms that tunnel barriers with appropriate values of
interface resistance for efficient spin injection/detection have been achieved. Using the Rowell
criteria and various tunneling models, the authors show that single step tunneling occurs above
150 K. Incorporating a thermal smearing model suggests that tunneling is the dominant transport
process down to 10 K. © 2007 American Institute of Physics. #DOI: 10.1063/1.2784933$
Control of spin in semiconductors remains highly
topical.1–3 Although realizing the spin transistor4 or spin life-
time transistor5 has proved to be very difficult, certain con-
cepts have now been shown to be robust and promising.3
Optimizing the results requires proper design of interfaces so
that polarization is maintained efficiently across interfaces.
Significant injection of spin from ferromagnetic !FM" metals
into semiconductors !S" has been achieved for spin light-
emitting diodes and it was with these devices that the need
for a tunnel barrier injector6–8 was confirmed. Narrow gap
semiconductors !NGSs" are attractive because of high elec-
tron mobility and strong spin-orbit coupling. Building com-
patible tunnel barriers between NGS and FM metals remains
a challenge, particularly if one is to exploit the spin filtering
properties of MgO in FM/oxide/S structures.9 MgO is also
attractive because of its low barrier height.10,11 To harness
the advantage offered by MgO, we must understand the elec-
trical properties of MgO barriers grown on NGS which are as
yet unexplored. Consequently, we have carried out a detailed
study to determine the electrical integrity of structurally well
characterized12 MgO barriers with a specific aim to under-
stand the influence of surface treatment and growth condi-
tions. Importantly, we find that single step tunneling occurs
through these barriers above 150 K rendering them effective
for efficient injection or detection of spin. Moreover, taking
thermal smearing into account indicates that tunneling is also
the dominant transport process at low temperatures.
Thin MgO layers were deposited ex situ onto 1 !m thick
epilayers of InAs!001"/GaAs grown by molecular beam epi-
taxy. One of three chemical surface treatments was carried
out on the InAs prior to MgO deposition: !i" degrease in
acetone and isopropanol, !ii" 18.5% HCl etch and 2.1%
!NH4"2S for surface passivation !single etch", !iii" recipe !ii"
performed twice !double etch". The MgO was grown by re-
active sputtering from a Mg target in an Ar–30%O2 gas
mixture. The substrate temperature during the MgO growth
was 100 or 200 °C. After MgO growth, a 20 nm thick film
of Co was deposited. Details of the growth and structural
properties are given in Ref. 12.
The three Rowell criteria13 are commonly employed to
show that tunneling is dominant: !i" The barrier current de-
cays exponentially with increasing insulator thickness. !ii"
The conductance spectrum G!V" is nonlinear, as described
by the Brinkman-Dynes-Rowell14 !BDR" model. !iii" The
temperature dependence of the zero bias conductance G0!T"
is weakly insulatorlike, as described by the Stratton model.15
However, recent studies have shown that criteria !i" and !ii"
alone are not sufficient to rule out pinholes in a magnetic
tunnel junction !MTJ".16 Furthermore, tunnel junctions can
exhibit a sharp dip in conductance around zero bias.17,18 This
is know as the zero bias anomaly !ZBA" and is usually at-
tributed to resonant multistep tunneling via impurities which
is not treated by the above models.
The BDR model is conveniently approximated at low
bias voltages by a second order polynomial yielding three
independent fitting parameters. These are generally taken to
be the barrier thickness d, the mean barrier height ", and the
barrier asymmetry #". The BDR expression can be found in
Ref. 14, Eq. !7". The Stratton model can give two indepen-
dent parameters, generally d and ", and is given in conve-
nient form in Ref. 17, Eq. !5". Recently, however, Miller et
al. have pointed out two severe shortcomings of Wentzel-
Kramers-Brillouin-based tunneling models such as the BDR
and Stratton models. Firstly, barrier roughness is not taken
into account. Due to the first Rowell criterion, thinner re-
gions will dominate resulting in lower d than expected anda"Electronic mail: l.cohen@imperial.ac.uk
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greater ".19 Secondly, the routinely employed expressions
for the BDR and Stratton models use the free electron mass
and do not take into account the effective electron mass m*
in the barrier material or conductor.20 In a Co/MgO/InAs
structure m* varies by almost two orders of magnitude as
m* /me=0.026 in InAs.21
To obtain significant spin injection and detection, the
interface resistance rb needs at least to satisfy the condition
rb%rN=$Nlsf where $N is the resistivity and lsf the spin dif-
fusion length of the nonmagnetic material.2,6 The spin diffu-
sion length in the nondegenerate limit can be defined as
!kBT!%sf /2e"1/2 where ! is the mobility and %sf is the spin
lifetime of the carriers. From a knowledge of the spin
lifetime in bulk InAs,22 we can estimate the value of
rb%10−9–10−10 & m2 at room temperature. A direct inter-
face between gold and InAs yields23 an interface resistance
of &10−12 & m2 and this leaves scope for growing a barrier
material on the InAs to reach the desired rb. From electrical
characterization of MTJs, MgO tunnel barriers10,11 appear to
have a relatively low barrier height of 0.9 eV. This allows us
to predict, using the Simmons model,24 that to achieve the
desired rb the target thickness of MgO should be &1.3 nm
on InAs. Table I shows a summary of the values for our
samples with rb varying from 3.5'10−9 to 1.1
'10−10 & m2 which is in the desired range for efficient spin
injection and detection in a Co/MgO/InAs structure.
Conductance properties vary substantially but all surface
preparation recipes produce junctions which show signs of
tunneling. Figure 1 shows typical tunnelinglike G!V" spectra
from T=10–300 K. G!V" is parabolic at low V and high T,
but below &200 K a sharp dip in conductance appears to
emerge around zero bias. This ZBA is present in almost all
our tunneling spectra regardless of growth temperature and
InAs pretreatment. The BDR model can therefore only be
applied to the high T data and a fit to the 300 K curve is
shown in the figure.
The right inset to Fig. 1 shows the temperature depen-
dence of G0!T" for several junctions on the same wafer as
shown in the main graph. There is an excellent agreement
with the Stratton model above &200 K and the temperature
below which the ZBA emerges agrees with the full conduc-
tance curves. We find, in the high T regime, both a BDR-like
G!V" and a Stratton-like G0!T" which is a strong indication
that tunneling is the dominant transport mechanism in these
junctions at high T.
A recent study has shown that the temperature depen-
dence of the ZBA can be explained by including the effects
of thermal smearing on the tunneling process.25 By taking
the convolution of the low T data !10 K" with a Gaussian
function,26 we can simulate higher T curves and obtain the
effective smearing temperature T* required to reproduce
higher T data, as shown by the dashed lines in Fig. 1. The
left inset of Fig. 1 shows a T* to T ratio of approximately 2
!the previous study finds a ratio of 1.6–2.0".
The absolute barrier parameters extracted from the fit-
ting can only be treated as a guide to barrier properties due to
the uncertainty in m*. We fix the effective mass to m* /me
=0.1 as this gives reasonable values for the fitting param-
eters. Thus, despite the uncertainty about their absolute val-
ues, we can use the fitting parameters as a guide to compare
electrical variability between junctions of the same materials.
A spread in G0 !at fixed T" between different junctions
on each wafer is observed because of a variation in thickness
!first Rowell criterion". Figure 2 shows the relationship be-
tween G0 at 300 K and the thickness d, as determined by
fitting to the BDR model. The relationship is indeed close to
TABLE I. Summary of sample properties. Tg is the growth temperature and
t is the oxide thickness determined by TEM with ±0.3 nm error.
Sample Pretreatment Tg !°C" t!nm" rb !& m2" Tunneling
21472-1 Degreased 100 1.8 7.54'10−10 no
21487-1 Degreased 200 1.8 1.13'10−10 no
21527-1 Degreased 200 1.8 2.4'10−9 yes
21358-2 Single etch 200 1.8 3.5'10−9 yes
21424 Single etch 200 1.2 1.75'10−9 yes
21472-2 Double etch 100 1.8 2.47'10−9 yes
FIG. 1. !Color online" Typical barrier conductance spectra from room tem-
perature down to 10 K showing parabolicity at high temperatures and the
emergence of the ZBA at low temperatures. The solid line is a fit to the BDR
model at 300 K. The right inset shows the temperature dependence of the
zero bias conductance for several junctions on the same wafer. The solid line
is a fit to the Stratton model above 200 K. The dashed lines in the main
group show the effect of thermally smearing the 10 K data allowing for a
small offset in G and similarly a shift in V #for 100 K !200 K" Goffset=6
'10−4 !1.1'10−3" &−1 and Voffset=6 !12" mV$. The left inset shows the
smearing temperature vs actual temperature.
FIG. 2. Zero bias conductance at 300 K of each junction vs the barrier
thickness as determined by fitting to the BDR model. The thicknesses in the
legend are determined by TEM. The straight lines are a guide to the eye
showing the expected exponential decay of G0.
122106-2 Magnus et al. Appl. Phys. Lett. 91, 122106 "2007!
Downloaded 21 Sep 2007 to 130.208.155.184. Redistribution subject to AIP license or copyright, see http://apl.aip.org/apl/copyright.jsp
exponential within each wafer except for the wafer with the
thinnest barrier. Interestingly, we find a discontinuity in the
G0!d" dependence between the wafers which we show can be
attributed to the influence of barrier roughness. Perhaps not
surprisingly, the mean thickness determined by TEM does
not reflect the thickness relevant for electrical transport as
indicated by the variation across the samples.
Figure 3 compares the barrier thickness d and height "
as determined by the BDR model for four different growth
conditions and pretreatments. The trend of decreasing thick-
ness and increasing barrier height seen across this series of
samples corresponds to an increase in interface roughness as
determined by TEM. The influence of roughness on the ef-
fective parameter values extracted using the BDR model has
been discussed by Miller et al.19 We adopt this model and
simulate roughness by assuming that the net conductance is
the sum of parallel conductance channels with a Gaussian
distribution of thicknesses with standard deviation (. We
take the sample series with the sharpest interface, the double
etched sample, and use the mean extracted thickness of this
series as a reference point. As shown in Fig. 3, we find that
an increase in roughness of (=1 Å !10%" and (=2 Å !20%"
can account for the apparent decrease in d and increase in "
for the degreased and single etched samples, respectively.
The high roughness of the single etched samples is rein-
forced by conducting AFM which shows the presence of
high current, pinholelike features.12
In summary, we have grown Co/ &1.3 nm MgO/InAs
trilayer structures with contact resistance values that are suit-
able for efficient spin injection/detection. The BDR and
Stratton models have been used to determine whether tunnel-
ing dominates the conductance. A thermal smearing model
gives further confirmation that tunneling dominates at all
temperatures. Once the influence of roughness is taken into
account, we find that the electrical properties of the barrier
are relatively insensitive to surface pretreatment and growth
temperature.
This work was supported by the UK-EPSRC Grant No.
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For Andreev spectroscopy to be a useful tool to detect spin accumulation in semiconductors, we
show by simulation that there is a maximum value for the interface scattering parameter that can be
tolerated. Three different fabrication routes for Pb / InAs planar junctions are explored and we find
that the “etch-back” processing strategy is the most promising. Using the parameters extracted from
the spectroscopic analysis, we find that the interface properties fall into four different regimes of
behavior. © 2008 American Institute of Physics. #DOI: 10.1063/1.2828979$
The development of hybrid metal/semiconductor !N/Sm"
spintronic devices requires reliable methods of measuring
injected electron spin polarization in semiconductors. In re-
cent years, Andreev reflection1 !AR" spectroscopy has been
widely used to measure the transport spin polarization !P" in
magnetic metals2,3 and magnetic semiconductors.4,5 It might
also be a viable method to detect spin accumulation and
diffusion in nonmagnetic metals and semiconductors by
making high resolution nanojunction arrays. Indeed, many
groups have embraced modern fabrication methods to
achieve Andreev nanojunctions.6,7 However, despite the large
body of work on superconductor/semiconductor/
superconductor !S/Sm/S" structures,8,9 fabricating single
S/Sm structures with desirable interface properties remains a
considerable challenge. Attempts to engineer a transparent
S/Sm interface with plasma cleaning have resulted in en-
hanced effective broadening and suppression of the super-
conductor energy gap.10 In addition, high Fermi velocity
mismatch contributes11 to the effective interface scattering
barrier strength Z and, as a result, doping of the Sm may be
required to reduce the Schottky barrier.12
We are interested in developing high resolution Andreev
probes13 to study spin accumulation in narrow gap semicon-
ductors such as InAs and InSb, of interest for spintronics due
to their optical properties, high mobility, and high spin-orbit
coupling. In the present work, we establish by simulation
that there is a maximum workable Z value and we demon-
strate that the most feasible route to achieve this is by an
“etch-back” processing strategy. Most remarkably, we also
find that the interface properties fall into four clearly defin-
able regimes of behavior and we discuss the likely source of
these differences.
We compare three routes to process planar structures on
1 !m thick InAs, grown by molecular beam epitaxy.14 In
route 1, a SiOx mask layer was deposited onto InAs in which
apertures were opened using focused ion beam milling !FIB"
to define the contact areas. In route 2, apertures were opened
in a SiOx mask layer on InAs using a photolithographic lift-
off process. Route 3 involves an etch-back approach where a
Pb film !%100 nm thick" was deposited onto InAs before
patterning, with the InAs subjected to either !i" a degrease in
acetone and isopropanol or !ii" a degrease followed by an
18.5% HCl etch and 2.1% !NH4"2S for surface passivation
before Pb deposition. Photolithography and Ar+ ion milling
were used to define a mesa structure before backfilling with
SiOx. In all routes, superconducting Pb tracks, crossing the
junction areas, were defined using photolithography and lift-
off. Routes 1 and 2 are described in more detail elsewhere.15
The differential conductance of all the junctions was mea-
sured four terminally.
The Andreev spectra are analyzed by finding the best
least-squares fit to the generalized16 Blonder-Tinkham-
Klapwijk !BTK" theory.17 There are four fitting parameters:
the superconductor energy gap ", the spin-polarization P, a
generic smearing parameter #, and the dimensionless effec-
tive barrier parameter Z, which has been shown to be a rea-
sonable approximation of the complex underlying physics of
the interface.18 We perform a three parameter fit for a range
of fixed P values to obtain the quality of fit function $2!P"
and its minimum can be used to predict the correct value of
P, as described in more detail in Ref. 19. The smearing pa-
rameter # has also been discussed previously19 where it was
shown that the extracted # includes the combined effects of
thermal and any nonthermal smearing mechanisms without
making any assumptions about their origin. For pure thermal
broadening, it is defined as #&kBT.
In order to determine the maximum tolerated Z value for
accurate detection of P, we simulate spectra for a range of Z
values and show the results of the $2!P" dependence in Fig.
1. The fitting routine cannot find the correct minimum for
Z%0.8 although the correct value of P represents a threshold
above which the fit rapidly breaks down. Consequently, the
fabrication route must be capable of producing an interface
with Z&0.8. The Fermi velocity mismatch between Pb and
the InAs surface accumulation layer with a carrier density of
%1'1018 cm−3 results in an effective minimum Z%0.4.
Now, let us turn to the experimental exploration of fea-
sibility. Preparation routes 1 and 2 produce a reaction inter-
facial layer, recognizable by a broad V-shaped conductance
background GN!V", which can be characterized by raisinga"Electronic mail: l.cohen@imperial.ac.uk.
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the temperature above the critical temperature of the super-
conductor Tc or by applying a magnetic field greater than the
critical field of the superconductor Bc. In the following,
above-Tc normalization will be denoted by NT(Tc and above-
Bc normalization with NB(Bc. The main graph of Fig. 2
shows a typical conductance spectrum from route 1. The
below-Tc and-Bc2 spectrum shows a dip in conductance
around zero bias with barely visible wing peaks, indicative
of highly suppressed AR. The presence of a zero bias dip in
the above-Bc2 spectrum confirms that its origin is interfacial
and not AR related. Both NT(Tc and NB(Bc yield spectra
which can be fitted by BTK theory. The " and # values
obtained are similar for both normalization methods but Z is
strikingly different. For NT(Tc, Z=3.8 whereas for NB(Bc,
Z=1.9. In the presence of smearing, Z and P have very simi-
lar effects on the shape of the AR spectrum so such a dis-
crepancy in Z will have serious implications for the detection
of P.19 Consequently, we have to explore other routes that do
not produce such interfacial layers.
Samples from route 2 share features similar to those of
route 1 samples but are almost completely unaffected by the
application of B(Bc2. The temperature dependence of the
zero bias conductance up to 250 K is well described by tun-
neling models such as the Stratton model,20 indicating that
route 2 produces tunnel-barrierlike interface properties which
dominate over AR. Route 2 does not damage the InAs sur-
face but relies on lift-off of photoresist from the interface,
which leaves a chemical residue which strongly affects inter-
face properties.
Route 3 is an etch-back approach where Pb is deposited
onto the InAs surface before any processing takes place. The
results from route 3!i" samples without the chemical preetch
vary significantly due to the roughness, inhomogeneity, and
the native In oxide of the InAs surface.21 The left inset of
Fig. 2 shows an example of junctions that show high Z,
exceptionally low #, and a constant GN!V". This suggests a
pinhole-free uniform thin tunnel barrier, and about 25% of
junctions show this property. A significant fraction of junc-
tions have a value of Z as low as 0.6 !35% have Z&1", very
low #, and a constant GN!V", as shown in the right inset of
Fig. 2. The low-Z junctions also exhibit sharp dip features
commonly seen in S/N junctions. Their origin has been
widely discussed22–24 but in our case, they are associated
with the superconducting critical current being exceeded in
the junction area. Route 3!ii" produces the lowest resistance
interfaces, so low in fact that in all but two of the junctions,
the Pb /Pb interface !which results from our current process-
ing strategy" dominates the conductance spectrum producing
a Josephson junction in series.
Figure 3 shows how the parameters extracted from our
FIG. 1. The $2!P" dependence for simulated spectra with the parameters
"=1 meV, #=0.3 meV, P=0.2, and varying barrier parameter Z. $2 is on a
logarithmic scale. The minimum in $2 indicates the extracted value of P.
FIG. 2. Main graph: conductance spectra of a route 1 sample below Tc and
Bc, above Tc, and above Bc. The above-Tc and above-Bc spectra are offset for
clarity. The insets show normalized conductance spectra of route 3!i" sample
junctions, illustrating two different types of spectra. The solid black lines are
BTK fits. Left inset: "=1.42 meV, Z=2.61, #=0.22 meV, and P=0. Right
inset: "=1.40 meV, Z=0.68, #=0.16 meV, and P=0.
FIG. 3. Temperature dependence of fitting parameters. !a" Superconductor
energy gap. Solid lines are fits to the theoretical BCS dependence !1
−T /Tc"1/2 valid for T&Tc. !b" Generic smearing parameter. Dashed line
represents thermal broadening. Squares: route 1. Circles: route 3!i", low-Z
junction. Triangles: route 3!i", high-Z junction. Crosses: route 3!i", low-Z
junction. The inset further illustrates the different parameter regimes at 2 K.
The symbols refer to the same junctions as in the main graph with additional
data denoted by an asterisk. The straight line is a guide to the eye to em-
phasize the two distinct groups of " values. The additional data is omitted in
the upper inset for clarity as there is no Z-# interdependence.
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fitting routine suggest distinct regimes of interface proper-
ties. Route 1 !using NB(Bc" junctions have depressed " and
high nonthermal broadening. A heavily disordered layer or a
very rough interface extending over a depth t greater than the
bulk superconducting coherence length ) would produce in-
elastic scattering in the superconductor reducing quasiparti-
cle lifetime,6,25,26 and this is the most likely candidate for
these observations. Although an induced proximity layer6,10
would produce similar observations, this should result from a
very clean interface which is unlikely for route 1 junctions.
The route 3!i" junctions fall mostly into three other well
defined categories, most clearly identified in the inset to Fig.
3. These three categories each have high " values but vary in
terms of their Z and smearing parameters. Junctions that
originate from a rough, disordered layer !t&)" have high
smearing but low Z. Junctions that have a thin homogenous
barrier are characterized by high Z but low smearing while
the sought after junctions which have a homogenous low
scattering barrier show low Z and low smearing. Many of
these junctions #including the measurable route 3!ii" junc-
tions$ show purely thermal broadening. One of the data sets
actually lies below the thermal smearing limit but we can
attribute this to the effect of the anomalous conductance dips
shown in the inset of Fig. 2 inset. By simulating the effect of
exceeding the critical current in the contact region, we find
that when the dip voltages are close to the energy gap, they
artificially suppress the smearing parameter by up to 30%
and this accounts for the observed trend. Apparent broaden-
ing less than the thermal limit is, therefore, an artifact of the
fitting process if the effects of the conductance dips are ig-
nored. No other data shown in Fig. 3 are affected by this
artifact.
Deviation from the thermal smearing line can be attrib-
uted to nonthermal smearing effects, which as we discussed
earlier can have a variety of origins. We differentiate be-
tween behavior where the smearing retains a thermal-like
linear temperature dependence but is offset from the purely
thermal limit and the more extreme higher residual smearing,
which is associated with a much weaker temperature depen-
dence gradient. The latter case either implies that the domi-
nant nonthermal mechanism has an inherently different tem-
perature dependence or that the nonthermal and thermal
smearing contributions do not follow a simple sum rule.
There is no reason to suppose that they should. However,
inelastic scattering is more likely to mimic thermal effects
because it spreads the quasiparticle distribution in a similar
way and it is plausible that the simple sum rule might apply
in this case. This also suggests that the nonthermal smearing
in the extreme limit originates from sample inhomogeneity
rather than inelastic scattering, but these arguments can only
be speculative at this stage.
To summarize, we have established that the interface pa-
rameter Z must be below 0.8 for reliable detection of spin
polarization using our four parameter model. Exposing the
junction to FIB milling or photoresist degrades junction
properties severely whereas etch-back processing is capable
of producing junctions with a very low interface barrier and
negligible nonthermal smearing. We have identified four
clear regimes of behavior in our junctions, partly as a result
of the different types of processing. Improving reproducibil-
ity of junction properties using etch-back methodology with
appropriate surface preparation methods and moving to
nanojunction arrays is the next task.
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