A common task in many machine learning application domains involves monitoring routinely collected data for 'interesting' events. This task is prevalent in surveillance, but also in tasks ranging from the analysis of scientific data to the monitoring of naturally occurring events, and from supervising industrial processes to observing human behavior. We will refer to this monitoring process with the purpose of identifying interesting occurrences, as event detection. We put together this special issue of the Machine Learning journal with the belief that principled machine learning approaches can and will be a differentiator in addressing event detection tasks, and that theoretical and practical advances of machine learning in this area have the potential to impact a wide range of important real-world applications such as security, public health and medicine, biology, environmental sciences, manufacturing, astrophysics, business, and economics. In the recent past, domain experts in these areas have had the laborious job of manually examining the collected data for events of interest. With the emergence of computers, many efforts have been made to replace manual inspection with an automated process. Data, however, have become increasingly complex, and the quantities of collected data have become extremely large in recent years. Multivariate records, images, video footage, audio recordings, spatial and spatio-temporal data, text documents, and even relational data are now routinely collected.
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We all expect that advances in machine learning would be well-suited for this class of tasks. However, in practice, the peculiarities of the application often grossly violate the assumptions of standard machine learning algorithms. For instance, the events of interest are typically a miniscule fraction of the data and introduce an extreme case of class imbalance. As a result, to address event detection problems, new approaches have to be created in order to address their particular issues and to fill the corresponding gaps in machine learning research.
As the papers selected for this issue demonstrate, machine learning based solutions have the potential to address and impact some of the most pressing real-world applications being studied today.
The main focus of this special issue of Machine Learning is on event detection tasks and on the machine learning algorithms that address these tasks. With regard to the algorithms, we were particularly interested in how event detection algorithms handle complex forms of data, incorporate useful domain knowledge, and on how these event detection algorithms are tested. We also looked for approaches that researchers have employed for event detection task decomposition and at identifying how the proposed approaches can be generalized for different types of tasks. Another goal of ours was to inspire new directions of research.
One of the greatest challenges for machine learning when applied to event detection tasks is the fact that data is not sufficient if the detection of anomalous events is of interest. Most of the approaches so far incorporate pieces of domain expertise in an ad-hoc manner while implementing the learning algorithms or while training the models on the available data. Typically such solutions require significant re-engineering if deployed or if employed on (even slightly) different tasks. Neill and Cooper (2010) extend a univariate Bayesian detection framework into a principled multivariate Bayesian approach that integrates prior domain knowledge for a highly powerful detector of emerging patterns. Their multivariate Bayesian scan statistic (MBSS) approach stands out because of its flexibility and applicability to a wide range of multivariate detection problems.
Nikovski and Jain (2010) introduce novel, scalable algorithms for detecting abrupt change in streaming data. Unlike typical changepoint detection algorithms which assume the data are drawn from a distribution of a known parametric form, the algorithms in Nikovski and Jain (2010) make no distributional assumptions of the data. The authors describe dynamic programming approaches to making their non-parametric approaches scalable and also provide a theoretical analysis of their algorithms.
Next, Tandon and Chan (2010) look specifically at addressing one of the most challenging practical event detection tasks, namely computer network intrusions (network and host-based). Their approaches produce rules that can be edited and assessed by experts. The paper carefully analyzes the tradeoff between pruning and different rule coverage augmentation techniques. The proposed Hybrid coverage augmentation leads to the highest detection rate while maintaining a false positive rate of less than 1%-both network and host-based detection.
Finally, Singliar and Hauskrecht (2010) defined detection requirements, developed, and analyzed over different parameter ranges, a series of detectors for traffic incidents. They specifically address two of the most important aspects of handling of streaming data that is collected from sensors: data affected by noise and data that is not aligned. Their learning of the Tree-Augmented Naïve Bayes (TAN) approach addresses the alignment issue in a very elegant manner, and clearly improves detection.
Many open event detection research questions remain open, such as:
-How can we discover spatio-temporal events efficiently? -How can events in relational data be discovered?
-How should learners interface with domain experts for retraining or refocusing on different event detection tasks, via a high level language? How can highly interactive accurate event detection be achieved? -How should complex data be handled efficiently? -What are the best ways of handling confidence estimates of a detector? -How can additional knowledge that is more complex and structured than probabilistic priors be incorporated into event detectors? -What are the best statistical tests for assessing anomaly and event detectors?
Meanwhile, the papers selected for this issue discuss some of the challenges raised by these tasks, and present ideas on how their proposed techniques can be extended to address those problems. We hope that this issue of the Machine Learning journal will inspire your thinking and your research, and that it represents a small step towards generic deployed machine learning based solutions for event detection.
