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1. Introduction 
All power series to be considered in this paper are formal. That is, 
we do not bother about convergence, although in several part&&r 
examples convergent expressions can be obtained. 
The power series expansion of 
log l+ ;t+ $tz, $+... 
( > 
has the form 
where 0, is a polynomial in terms of :I, . . . . Elz+l. If we take, in particular, 
Ek= exp (k@(kz, z)), 
where @(u, V) is a double power series 
then ~3% can be expanded as a power series in terms of z. The surprising 
fact, to be proved in this paper, is that the latter power series contains 
no powers xl with j<n. In other words, there is a double power series 
K(u, w) such that 
(1.1) log (k%o g exp (Ic@(lcx, Z))) =ty(tG z). 
We shall prove this result in a slightly different equivalent form: If 
we expand 
(1.2) z= log 
( 
kzoGexp (k2~~+k%2+k%3+...) 
1 
, 
we get 
(1.3) z=t 2 tn”rl?&l, a, x3, . ..). 
r&=0 
where q71 is a multiple power series in terms of x1, x2,23, . . . . Then we 
have (see section 2) 
(1.4) weight (+) > n (n=l, 2, 3, . ..). 
20 Indagationes 
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The weight of a power series in xi, x2, x3, . . . is the minimum of the weight 
of its nonzero terms, and the weight of the term 
ax& ~$2 . . . x,h 
(with a# 0) is defined as Ai+ 2i2s + . . . +mil,. (The weight of the zero 
power series is agreed to be DZ). 
It is easy to obtain (1.1) from (1.4) : replace each q by xfPj(x) and t 
by t exp @‘O(Z)), where PO(X), Pi(x), . . . are power series. Conversely, the 
derivation of (1.4) from (1.1) is not difficult either. 
Returning to (1.1) we naturally ask for Y(u, 0), which gives, in a sense, 
the leading terms in (1.1). It turns out that Y(u, 0) depends only on 
@(u, 0). If we write 
(1.5) @(% 0) = da VYP 0) =w(Y) 
the result will be as follows: if w is the power series (in terms of powers 
of y) satisfying 
(1.6) y=wexp (-dw)-WV’(W)), 
then I+J is obtained by 
(1.7) y(Y)= (W-W2~‘W)/Y: 
We do not lose anything by assuming ~(0) = 0. For, if ~(0) =c, say, 
we can write t = tlec, and thus we reduce (1.1) to a case with ~(0) = 0. 
Moreover, it suffices to establish the relation exhibited by (1.6) and (1.7) 
in the case that v(O)= 0; the general case can be derived in a few lines 
from this special case. 
The relation between Q, and y can be made explicit by means of the 
Lagrange inversion formula (see (3.13)). 
2. Proof of (1.4) 
We have, for j = I, 2, 3, . . ., 
gj = 2$ u+l exp (~2~~+k3~2+k4~3+ . ..I. 
whence 
Therefore 
be2 b bez beZ 
eZ=zl, ttibq=-. 
bq+1 
(t$)az+(tg)a=& 
b2Z 
t &3x* 
bZbZ bZ 
+tzG=-. 
i%+1 
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Using (1.3) and equating coefficients, we get differential equations for 
To, Yl,YZ, .*-- From (2.1) we deduce 
(n= 1, 2, 3, . . .). Similarly, (2.2) leads to 
(2.4) bVn - -(n+l)$ = y(v+qqya~ b Xj+1 Y=O 
(n,j=l, 2, 3, . ..). A s initial conditions we have (see (1.2) and (1.3)) 
(2.5) q,(O, 0, 0, . ..)=O (j=l, 2, 3, ..,). 
We do not need differential equations for ~0: it follows at once from 
(1.2) and (1.3) that 
(2.6) TO= exp (x1+x2+...). 
We now prove (1.4) by induction. The case n= 0 is obvious from (2.6). 
Next assume that n> 0, and that 
(2-V weight (ym) > m (m=O, 1, . . . . w-1). 
It is easy to check that the right-hand sides of (2.3) and (2.4) have weights 
> n - 1 and > n - 1 - j, respectively. It follows that 
weight -(n+ l)j+lTn >n-j (j=l, 2, 3, . ..). 
Putting 
&=9jnexp (-(n+1)%r-(n+1)axs-(n+1)4xs-...) 
we simply get 
an-j (j=l, 2, 3, . ..). 
Since n> 0, we have Cn(O, 0, 0, . ..) = 0 by (2.5). If Cn is the zero power 
series then its weight is co, and we have nothing to prove. So we may 
assume that <, contains a nonzero term with minimal weight, and that 
this term is non-constant; cf. (2.5). It contains some xj to a positive ex- 
ponent ; now (2.8) shows that this term has weight >n. So C. has weight 
>n ; hence m has weight 2 n. This finishes the induction step. 
3. The leading terms 
As shown in sec. 2, the power series ~~(xr, x2, . ..) consists entirely of 
terms with weight >n. 
We now introduce the series qn*(xr, x2, . ..). defined as the sum of ail 
those terms in 7%(x1, x2, . ..) whose weight is exactly n. 
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As examples we quote 
q. = e”l+x2+x3+..., r]l)*=1; 
.ql = Z&(e4%1+8%2+... -@~1+2~2+...), ?jyll* = Xl. 
It is not hard to derive differential equations for VI*, ~a*, . . . . We simply 
have to omit, in (2.3) and (2.4), all contributions with weights >n- 1 
and > n - j - 1, respectively : 
(3.1) 
(3.2) 
bqn” n-1 
- = pso @+I) (n-y)r,*r,*-l-Y. 
BXl 
arTa* n-1 - = vzo (v-l- l)?$ * ) 
bXi+1 Ii 
where n, j= 1, 2, 3, . . . . Writing by analogy with (1.3), 
(3.3) Z*=t 2 t%jn*(Xl, X3,X3, 
s=o 
we obtain from (3.1) and (3.2) (cf. (2.1) and 
bZ* 
( > 
pz* 2 - z.c 
ax1 
az* ptbz*bZ* 
bt ‘ax,,, Bt ax, 
. . . 13 
(2.2)) 
(j=l, 2, 3, . ..). 
So for j=l, 2, 3, . . . we have 
(3.4) 
ilZ” 
( ) 
taz 
* rf+1 
-= 
BXj bt * 
Since qn* contains only terms of weight n, we have 
whence 
(3.5) 
Using (3.4) we obtain 
WV j$l jxj (t$)‘+l =tG -z*. 
This equation contains no derivatives with respect to XI, x2, . . . . From 
now on we treat xl, x2, . . . as constants. 
In accordance with the notation of section 1, we put 
(3.7) ~(U)=XlU+X3U2+X3U3+..., 
(3.8) y(t)=qJ*(xl, x2, . ..)+tq1*(x1. x2, . ..)+t2yz*(x1. x2, . ..)+.... 
Thus Z* =&o(t). We abbreviate 
(3.9) 
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so w is a power series in terms of powers of t, with w(0) =O. From (3.9) 
and (3.6) we obtain 
(3.10) w = ty(t) + @J’(t), 
(3.11) &J(t) = w - w%p’(w). 
Eliminating y we obtain 
at 
t = (w-1-2&(w) - Wc$(W))dW. 
From ~a* = 1 we infer that w = t + . . ., which gives us the constant of 
integration. We obtain 
(3.12) t = w exp ( -v(w) -w&(w)). 
By this equation the power series w is uniquely determined. Once we 
have w, then (3.11) gives us the power series y(t). Its coefficients can be 
obtained by means of the Lagrange inversion formula, which gives 
If, conversely, y(t) is a given power series with y(O) = 1, then we can 
obtain q~ as follows. We have (cf. (3.11) and (3.12)) 
p(w) = log (w/t) + w-lty(t) - 1, 
where t is the power series t = w + caw2 + . . . that solves the equation (3.10). 
We mention a few further consequences of the relations between q 
and y. If t and w are related by (3.12), or, what amounts to the same 
thing, by (3.10), then we have 
Py’(t) = w%p’(w), 
showing an unexpected symmetry. Moreover, if we write 
e-4 = df-4 + WP’W, g(t) = Y(t) + tY’@), 
and h(w) = exp ( -f(w)), then we have 
WI&(W) = t, tg(t) = w. 
This symmetry means that the power series g is obtained from the power 
series h by an involutory transformation. 
4. Examples 
A. Consider the identity 
(4.1) log($($v-ktk) A&+&-.... 
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We have, if IgkgN, 
The sum of the j-th powers of the numbers 1, . . ., E - 1 can be expressed 
as a polynomial in terms of k, with degree j+ 1: 
k-l 
mzl ml= j. cjh@+‘. 
Now we can bring (4.1) into the form (1.1) if we write 
@('U, V)= - 2 2 Chfj-l'thhV+h, 
h=O i=max(l.h) 
with u = t/N, v =N-1. We shall check that the relation between q~ and y 
is as described by (1.5), (1.6), (1.7). We have 
@) = @(u, 0) = - f$ (lb + l)-%-w, 
h=l 
Y(Y) =P 1% (1 +Y)* 
Indeed, if we define w by w=y/(l+y), as suggested by (3.10), then we 
obtain both (1.6) and (1.7). 
B. Consider the identity 
(4.2) log i 
kzo; (1 -kz)k-1 = 5 tj(--xi)f-l/i!, 
I j=l 
valid (with convergent series) for ltzj <e-l. This formula can be obtained 
as follows. Let x be a fixed number, IzI < 1, and define s by the transcen- 
dental equation se%= t. By the Lagrange inversion formula we can 
develop both s and es explicitly as power series in t. Now (4.1) is nothing 
but the identity log (es> =s. 
We can bring (4.1) into the form (1.1) if we write 
@(u,v)=v+u(-1+gu)+uy-~+&I)+..., 
00 
(4.3) Y(u, v) = 2 (- ju)“l/j!. 
j-1 
We have V(U) = log (1 - zc), so (1.6) takes the form 
~=(w/(l--4) exp (wl(l---w)). 
Moreover, ( 1.7) gives 
YY(Y)=w/(l-WI. 
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Putting yy(y) = 5 we have y= [e c, The Lagrange inversion formula now 
gives 
(4.4 y(y) = z (-jy)‘-l/j!. 
i=l 
Indeed, this is the same thing as Y(y, 0) as obtained from (4.3). 
A generalization of this example is given by 
where y is any constant + 0. This formula is obtained from the identity 
log (e’s) =ys, where s solves the transcendental equation Sem=t. 
C. The expansion of 
(4.5) h(t)= log(7c~o(~)N-k(1 - $)dektk) 
was considered by B. HARRIS and C. J. PARK [Z] who conjectured, on 
the basis of numerical work, that the coefficient of tn in the development 
of log /iv(t) is O(Ni-n). Two proofs of this fact were given in [l]. Actually 
it was this problem that gave rise to the present investigation. 
We can bring log f~(t) into the form (cf. example A) 
(4.6) 
and now (1.1) establishes the above statement on the coefficients of 
1% fdQ 
In this example the function v(u) turns out to be log (1 -u), just as 
in example B. So we also have (4.4), a result already established (by an 
entirely different method) in [l]. 
D. The simplest non-trivial case of (1.1) is 
log(k$o~ek2z)=tY(tz, z), 
where 
Y@, z)=yo(z) +ty1(Z)+t2yz(Z)+ '.., 
y0(4 = @, 
yl (2) = *eQ - QezZ, 
y2(x) = +egz - &$ + &32. 
The power series for y%(x) starts with x”: 
yhd-4 = n, 
zn(n + l)n-2 xlt + 
a*- * 
308 
This leading coefficient 29n+ 1) - / 12 2 n! is easily obtained from (3.13) (we 
have v(w)= w in this case). 
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