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ABSTRACT
This paper reports on the development of a pro-
totype wireless sensor network for thermal monitoring
of aircraft gas turbine engines. The prototype acts as
a concept demonstrator for the application at hand.
Building upon the state of the art in the domain, the au-
thors pursued a rapid prototyping approach, supported
by a prototyping framework: FieldMAP. As a key prop-
erty, the framework enables the conceptual shift from
data to real-time, user relevant information, a feature
that is less explored in the wireless sensor networks re-
search. Consequently, an information extraction and vi-
sualisation component is put forward as an addition to
traditional “sense and send” WSN systems. This com-
ponent oﬀers an intuitive approach to user understand-
ing of the global evolution of the observed phenomena.
Integrated within the prototype, the component makes
use of the processing power available across the network
coupled with interpolation algorithms borrowed from
the geosciences domain. Reconstruction of ﬁeld rep-
resentations of the phenomena from the sparse sensed
data allows identiﬁcation of abnormalities and inference
of their likely cause.
Keywords: wireless sensor network, engine monitoring
1 INTRODUCTION
Wireless Sensor Networks (WSNs) have developed
in recent years from a small collection of simple exper-
imental devices, to a diverse range of hardware plat-
forms [1, 2]. Similarly the design space of WSN has
grown from a set of dream applications to a large num-
ber of attempted real-life deployments over a diverse
range of application areas [3]. Much of the initial work
on deployable WSNs concentrated on their use and ap-
plication as novel scientiﬁc instruments, enabling ad-
vances in science in a variety of ﬁelds [4–6]. Marked
successes inWSN deployments, advances in standardisa-
tion of wireless communication technologies and MEMS
sensors, and the forming of a wealthy, active commu-
nity of WSN researchers, have expanded the applicabil-
ity for WSNs into traditional industrial domains. In-
creasingly, WSN systems are being proposed and evalu-
ated as potential solutions to measurement and automa-
tion in a variety of monitoring scenarios, even within
safety-critical applications [7–11]. The key to WSN de-
sirability lies with their potential of 1) providing, in real-
time, spatio-temporal ﬁeld representations of phenom-
ena, with unprecedented detail and 2) enhanced deploy-
ability to conform with the constraints of the systems
being monitored (low weight, wireless communication,
ease of maintenance, and low cost).
For aero-engines, both properties above are equally
important. For example, gas temperature within the
engine exhaust, which is critical to the control and as-
sessment of its overall health and performance, is mea-
sured by an array of thermocouples installed at a vari-
ous radial and circumferential positions. Due to weight
restrictions, only a single analogue signal is derived, ef-
fectively an averaging of the individual measurements,
and this is transmitted to the engine control unit by a
single heavy duty cable. This approach precludes the
determination of a detailed picture of the engine gas
temperature and its evolution with time, which could
help in identifying potential engine problems early. It
also prevents the diagnosis of individual sensor faults,
sensor de-calibration, or sensor drift.
The use of wireless technology to create a wireless
instrumentation system has the potential to substan-
tially increase the amount of detailed data sent to the
engine control unit and hence enable more sophisticated
engine health monitoring. Further, replacing cabling
with wireless transmission should reduce the monitoring
system weight thus leading to improved fuel eﬃciency
and reduced carbon emissions. On-line statistical anal-
ysis of data from such a wireless system could also per-
mit a clearer understanding of engine/aircraft health,
hence enabling the shift to Condition-Based Mainte-
nance (CBM), whereby maintenance can be scheduled
according to actual wear and usage rather than at ﬁxed
intervals.
In addition, a wireless system could allow for the sen-
sors in the network to communicate their health metrics
with each other, in turn allowing faults and drift to be
identiﬁed and possibly corrected for in the engine con-
trol system. Greater conﬁdence in the accuracy of the
measured temperature could, potentially, allow the en-
gine to be run with less safety margin and, therefore,
more eﬃciently (with similar beneﬁts on fuel consump-
tion and emissions).
However, embedding wireless technology into any gas
turbine will have some signiﬁcant challenges to over-
come. The safety-critical nature of the system being
monitored implies that a high degree of safety assurance
and certiﬁcation is required, hence fault management
and reliability of any deployed instrumentation are core
issues. The deployment environment is harsh and pre-
cludes the use of most conventional silicon-based elec-
tronic systems (for example, the temperatures outside
the casing of the engine can reach in excess of 250°C).
Furthermore, maintaining the integrity of an RF signal
transmission in an environment that is largely composed
of metal whilst avoiding interference from (or to) other
electronic equipment is diﬃcult. To enable longevity,
correct autonomous estimation of residual life is needed.
Retroﬁtting existing engines implies flexibility at instru-
ment level to make use of existing opportunities for
node positioning. Permanently ﬁtted instrumentation
precludes the use of batteries alone, hence some means
of energy harvesting will be required, which needs to
also comply with the small physical footprint required.
Detailed monitoring may produce too much raw data
to be readily understood and therefore inference and
summarisation of the data is required. But such infer-
ence needs validation and veriﬁcation. Also, inferred
estimates of state may be uncertain, and this must be
clearly represented.
Whilst work on the signiﬁcant engineering challenges
is only beginning, a proof of concept demonstrator has
been developed to allow evaluation of the engine mon-
itoring functionality, featuring ﬁve wireless nodes and
24 temperature and sound sensors. A back-end system
for receiving, storing, analysing, and visualising the ac-
quired data has been built and integrated with the sens-
ing system. The end-to-end system has been deployed
as a table top demonstrator and detailed testing and
evaluation carried out towards identifying the challenges
above and ﬁnding initial solutions.
The paper is structured as follows: Section 2 de-
scribes the proposed system design, architecture and
implementation; section 3 reports on the system eval-
uation results and section 4 concludes the paper.
2 ARCHITECTURE
Fundamentally, the instrument development exercise
reported here was governed by a need to: provide a
rapid-prototyping set-up for the class of applications at
hand; produce a ﬂexible design which allows investiga-
tion and evaluation of implementation choices for each
component and the system as a whole. The demonstra-
tor produced is not meant as a deployment prototype;
it is aimed to allow researchers to emulate and mea-
sure the system’s response to a variety of conditions in
the engine environment and allow plug-and-play, com-
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Figure 1: Conceptual Flow for the prototype gas turbine
monitoring system
ponent by component whilst maintaining the end-to-end
functionality of the system.
Given that genericity and wide applicability of the
demonstrator as a benchmark was a priority, the start-
ing point in the work was the conceptual ﬂow repre-
sented in ﬁgure 1. Most test-oriented and some per-
manently ﬁtted instrumentation systems are generally
designed to sit within this ﬂow. Conventional instru-
mentation might integrate into a unique system all or
some of the components in ﬁgure 1, with a strong do-
main drive towards both multi-point measurement and
full integration and provision of a real-time information
at user end.
For the engine monitoring application here, this con-
ceptual ﬂow applies as follows: temperature and sound
is sensed (sense) at a number of locations within the
gas turbine engine. Raw sensor data is noisy and in
some cases, sensors may be faulty. For temperature,
the model smooths the data, making use of assumptions
about the likely evolution of temperature over time and
other appropriate/application speciﬁc contextual infor-
mation. Ideally, a conversion method would be provided
here to enable the shift from sparse sensed data to con-
tinuous, ﬁeld information (note that in most conven-
tional systems this function is performed by the human
observer applying their expertise and judgement). An
interpolation model could be used here, for example, to
derive a ﬁeld function that ﬁts the sensed data. Real-
time visualisation (visualise) is enabled, allowing local
and global temperature events to be identiﬁed as they
occur. Furthermore, analysis of data over a time pe-
riod (analyse) can also be performed oﬀ-line, after the
event. These two information ﬂows allow the human ex-
pert to either derive a maintenance decision (such as a
component or sensor is faulty and must be replaced), or
to devise a test strategy (such as modifying the engine
structure to try to balance the heat distribution). The
set of steps and actions can be seen as part of a control
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Figure 2: Overview of the FieldMAP framework show-
ing local node components above and base-station or
back-end components below.
loop, feeding back changes to improve or maintain the
engine.
With regard to the visualisation component, two sim-
ilar works exist [12,13]. Tricorder [12] is based around a
hand-held mobile device that interfaces with Plug WSN
systems [14] to allow easy access to sensed data. In com-
parison to the work here, Tricorder does not attempt to
integrate data from neighbouring nodes to form an over-
all picture of the sensed phenomena. Rather data values
are shown on a node-by-node basis. SpyGlass [13] is a
visualisation tool for WSNs that supports a user-deﬁned
plug-in to paint a background on which the nodes are
displayed. SpyGlass is aimed more at resolving the visu-
alisation engine and less at supporting in-network pro-
cessing.
Given the distributed, wireless and real-time nature
of the instrumentation system proposed here, the sense-
model-analyse-visualise ﬂow described above can be fur-
ther broken down into the schematic shown in ﬁgure 2,
whose formal description translates to a generic wireless
monitoring framework, FieldMAP, developed by the au-
thors to aid the designer of WSN applications.
Whilst aiming to cater for a variety of monitoring
applications, the FieldMAP framework [15] not only al-
lows the core requirements of the system under design to
be inferred but also shapes the goals and scopes the pro-
duction of the demonstrator. The framework supports
the following node functions:
1. Sense. Given a set of sensors, form a vector of
sample measurements corresponding to a time in-
stant.
2. Filter and manage faults. Update a local state vec-
tor based on the sensed parameter vector taking
account of which sensors are active. The state in-
cludes a management part to allow self-diagnostic
capabilities.
3. Detect events. Based on a user-deﬁned function,
decide whether or not an event has occurred based
on the current state vector and the last transmit-
ted event. If an event is detected, append the
current state vector to the event queue.
4. Prioritisation. While the channel is available and
the event queue is non-empty, sort the queue ac-
cording to some priority ordering scheme and trans-
mit the ﬁrst item.
5. Schedule. Based on the last attempted sampling
time and the required sampling rate for each sen-
sor, schedule the next sampling time for that sen-
sor.
The base station supports interaction with the real-time
information stream using the following generic approach:
1. Store. Store received vectors for replay, post-analysis
and health management along with the associated
transmission and receipt times.
2. Update location state. Predict the current state for
all sensed locations based on a model. The model
is the evolution of the state, based on the time for
which the location state was last updated, and the
previous prediction for the location
3. Identify fresh locations. Given a newly received
state estimate, the age of the sample is updated
based on the transmission time-stamp and the cur-
rent time. Fresh locations are those whose ages are
within some limit.
4. Estimate field. Given the current state estimate,
estimate the ﬁeld using a generalised function. This
step results in a ﬁeld approximation of the ob-
served phenomena built from sparse point mea-
surements.
5. Colour map. Produce a 2D visual representation
of the ﬁeld based on a false colour map.
6. Recall / replay. On request, data from a previ-
ous period can be recalled and optionally replayed,
showing the evolution of the ﬁeld over a period of
time
7. Feature / anomaly extraction. Identify features or
anomalies in the observed phenomena based on a
set of rules.
The framework helps to structure the system in such a
way as to make it relatively straightforward to adjust
components such as the ﬁltering or feature extraction.
For example, initial benchmarks have shown the large
gap between current power utilisation on the node and
likely available power through energy harvesting sys-
tems currently available. Further, this study informed
the need for a number of concurrent measures to be ap-
plied to any prototype for the application at hand, such
as choice of microprocessor, radio and communications
technology, application of energy aware design methods
at both hardware and software level coupled with care-
ful design of boundaries between the analogue and the
digital system components.
An instantiation of the framework described above
has been implemented and is reported here in the con-
text of the motivating aerospace application. Exter-
nal phenomena are sensed in two modes: audio and
heat. (The audio component is a place-holder for future
investigation of vibration monitoring—sound sampling
with microphones has some similar characteristics to ac-
celerometer based vibration sampling in terms of format
and data rate.) The sensors are attached to wireless pro-
cessing nodes that communicate with the base-station.
Mode dependent sub-components acquire temperature
and sound, while a generic ﬁltering system applies ei-
ther a pass-through or Kalman ﬁlter. The base-station
is responsible for storing data, displaying the ﬁeld phe-
nomena in real-time and interacting with the user.
Nodes were implemented using a Gumstix Verdex
400xm-bt processing board [16], with a custom-built
expansion board to provide audio and I2C connectiv-
ity. The base station was implemented using a desk-
top PC which runs the visualisation software and inter-
faces to the back-end database. The Gumstix Verdex
board includes an Intel XScale PXA255 400MHz pro-
cessor, 16MB of ﬂash memory, 64MB of RAM, a Blue-
tooth controller and antenna, and 60-pin and 92-pin
connectors for expansion boards. The Gumstix boards
run GNU/Linux and are powerful enough to perform
the in-network processing required. Communication is
provided by an on-board Bluetooth radio. The Blue-
tooth stack allows point to point communication using
RFCOMM and L2CAP protocols with extended Blue-
tooth functionality such as the Service Discovery Proto-
col built-in.
Temperature sensing is provided via the Analog De-
vices ADT75A chip [17], which performs sampling and
conversion internally before delivering temperature val-
ues via an I2C bus. The ADT75A provides temperature
resolution of 1/16 degrees Celsius via a 12 bit ADC, and
is rated for operation between -55°C and +125°C.
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Figure 3: Visualisation of gas temperatures (left) and
associated sample point time-series in terms of temper-
ature (above right) and rate of change of temperature
(below right).
On the sensor node, temperatures are gathered using
an in-house written I2C library to query each temper-
ature sensor in turn. The sensing library detects at-
tached sensors at start up. The audio sensing module
uses the on-board AC’97 processor and periodically ex-
tracts RMS levels of the audio signal, providing a in-
dication of the sound level detected. Time stamps are
appended to the data at the time of collection.
Upon collection, Kalman ﬁltering is performed on
the data, based on the assumption of a constant rate of
change of temperatures. An advantage of this ﬁltering
approach is that it provides smoothed estimates both of
the sensed temperature and its rate of change.
On the base station frames are received and pro-
cessed into individual samples. Each frame is a record-
ing of the environment at a given instant and can contain
multiple samples (two volume measurements, for exam-
ple, for the audio sensing mode). The time stamp of the
original transmission is used to identify stale data. The
received samples are logged in an external database, and
any required data transformations (such as calibration
oﬀsets) are applied.
To generate the ﬁeld visualisation of the two phe-
nomena, three user selectable interpolation components
have been developed and integrated into the end-to-
end system (Inverse Distance Weighting (IDW) [18],
QSHEP2D [19,20] and Nearest Neighbour, the last sim-
ply giving the same value to a point as that of its near-
est neighbouring sensor). The values associated with
the phenomena are displayed graphically using a false
colour map (see ﬁgure 3).
The user interface displays the interpolation results
and history of a selected sensing point. It performs the
following functions: periodically (or as often as possible)
requests gathering of new samples; initiates the logging
of data to a database; produces the interpolation of cur-
rent data; displays interpolation results and historical
time series for user selected nodes; displays the results
of the fault management component by marking on the
display the faulty sensors and discarding their data; al-
lows conﬁguration, including: whether to display sound
or temperature; selection of sensors for historical data
display; interpolation block size; desired frame rate.
The demonstrator, with four ﬁxed nodes and one
probe node was deployed on a cold jet pipe, with the
sensors mounted in a radial pattern within the pipe in
a similar pattern to existing thermocouple harnesses,
sampling at 4Hz both for temperature and audio. The
temperature sensors were wired in sets of four to the
ﬁve nodes and the resulting visualisation of the temper-
ature maps over the monitored surface area, ﬁeld pro-
ﬁles of the temperature rate of change and the history
of individual sensor values were observed in a variety of
controlled experiments for evaluation purposes.
3 EVALUATION
The demonstrator was evaluated both against the
application speciﬁc goals (i.e. its potential to oﬀer a
replacement solution for the current harnessed thermo-
couple systems in use) and in terms of its end-to-end
performance from a networking viewpoint. The user
end (information extraction and visualisation compo-
nent) was evaluated in terms of the accuracy of resulting
interpolations and its usefulness for engine technical ex-
perts. The system has proven to be suﬃciently robust
to allow continuous monitoring without data loss. A de-
tailed assessment of power requirements for continuous
monitoring using this system has been performed and is
reported elsewhere.
3.1 Networks and end-to-end system
performance
The Bluetooth based wireless network performance
has been analysed in terms of latency, data throughput,
bandwidth and communications range. The maximum
transmission range has been found to be consistent with
the Bluetooth speciﬁcation. Under normal operation,
the sample rate used within the system requires an av-
erage of 43 kbps throughput. The system has a mean
end-to-end transmission time of 0.27 seconds. The max-
imum latency experienced by the system is around 8
seconds but this is only during the initial system start
up when discovery of attached sensors delays acquisition
somewhat.
3.2 Interpolation and visualisation
While the data generated by the sensors provides
known points in the interpolation, it is important to
be able to (i) assess the eﬀect sensor failures on the
ﬁeld representation of the phenomena and (ii) to have
a means to measure the quality of values predicted be-
tween these points leading to the ﬁeld representation of
the sensed phenomena.
To this end, leave-one-out cross-validation was used
to ﬁnd the error in the ﬁeld estimate. In this scheme,
one sensor point is removed when forming the ﬁeld es-
timate. The estimated value for the left-out sensor can
then be compared with the sensed value for that point.
Experimentation with a heating-cooling cycle was used
to provide data for cross validation. The IDW and Near-
est Neighbour interpolation algorithms provided similar
results with a MSE of 2.07 and 2.24 ( ◦C2), respectively.
QSHEP2D gave the highest MSE of 4.35.
The above cross-validation approach may be subject
to the problem that the regular arrangement of the sen-
sor nodes causes some feature of the phenomena to be
missed. Therefore a further test was used by including
an additional “probe” sensor to compare the sensed and
estimated values at arbitrary points in the ﬁeld. Com-
bined with the cross-validation tool, the added node pro-
vides a method to determine the accuracy of predicted
temperature values between nodes. The results from us-
ing a probe sensor mirror those found during normal op-
eration with IDW (0.57) and Nearest Neighbour (0.83)
out-performing QSHEP2D (1.00).
4 CONCLUSION
The paper reported on the development of a wire-
less instrumentation system demonstrator dedicated to
ﬂow temperature measurement in aircraft gas turbine
engines. The development work was guided by a more
generic wireless monitoring framework, FieldMAP, de-
vised by the authors, which enables the delivery of user
relevant information rather than data as the outcome
of the monitoring process and enables event based de-
cisions and diagnostic. A rapid prototyping approach
was taken in the development of the demonstrator.
The demonstrator’s main role is to allow benchmark-
ing of the various components and needs of a future
end-to-end monitoring system suitable for deployment
in the engine environment—sensors, communications
stack, power needs, processing needs and ﬁnally infor-
mation representation. The modular structure imposed
by the FieldMAP framework enables rapid replacement
of the demonstrator system functional and hardware
components whilst ensuring that the end-to-end mon-
itoring system ﬂow is maintained. Future work aims
at accommodating appropriate deployment environment
constraints as needed within the demonstrator compo-
nents, starting with the replacement of the current tem-
perature sensors with harsh environment thermocouples
and replacement of the wireless sensor network nodes
with low power devices.
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