and ψ (i) (x) for i ∈ N denote the polygamma functions, where Γ(x) is the classical Euler's gamma function. In this paper we prove that a function involving the difference between [ψ (x)] 2 + ψ (x) and a proper fraction of x is completely monotonic on (0, ∞).
Introduction
We recall from [6: Chapter XIII] and [18: Chapter IV] that a function f is said to be completely monotonic on an interval I if f has derivatives of all orders on I and (−1) n f (n) (x) ≥ 0 ( 1 ) for x ∈ I and n ≥ 0.
The famous Bernstein-Widder Theorem (see [18: p. 160, Theorem 12a]) states that a function f (x) on [0, ∞) is completely monotonic if and only if there exists a bounded and non-decreasing function α(t) such that converges for x ∈ [0, ∞). This says that a completely monotonic function f (x) on [0, ∞) is a Laplace transform of the measure α(t). We also recall that the classical Euler gamma function Γ(x) is defined by
The logarithmic derivative of Γ(x), denoted by
, is called the psi or di-gamma function, and the derivatives ψ (i) (x) for i ∈ N are respectively called the polygamma functions. In particular, the functions ψ (x) and ψ (x) are called the tri-gamma and tetra-gamma functions.
In [2: p. 208, (4.39)], it was established that the inequality
holds for x > 0, where p(x) = 75x 10 + 900x 9 + 4840x 8 + 15370x 7 + 31865x 6 + 45050x
For more information on the background, motivation, and history of this topic, please refer to [3, 5, 13, 15] , the survey and expository papers [7, 16] and plenty of references cited therein.
The aim of this paper is to prove the complete monotonicity of the difference between two functions on both sides of the inequality (4).
Our main result may be stated as the following theorem.
Ì ÓÖ Ñ 1º
The function
is completely monotonic on (0, ∞), where the function p(x) is defined by (5) .
Remark 1º
By the definition of completely monotonic functions and the above recited Bernstein-Widder Theorem, it is easy to see that our Theorem 1 is stronger than the inequality (4), so our Theorem 1 generalizes the inequality (4).
Proof of Theorem 1
Now we are in a position to verify our Theorem 1 by a simple but effectual approach, which has been used in [3, 5, 13, 15] and others, and by a large amount of calculating derivatives.
By the recursion formula
for x > 0 and n ∈ N, see [1: pp. 258, 260; 6.3.5, 6.4.6], a direct calculation produces Using the formula
for r > 0 and x > 0, see [1: p. 255, 6.1.1], and the integral representations
for n ∈ N and x > 0, see [1: p. 260, 6.4.1], gives 
1 (t) = 64 3214155168000(13 + 3t)e 2t − 8 50773560075
