Abstract. In this paper we establish a generalisation of the Ostrowski inequality for monotonic functions that also includes various recent results and apply it for quadrature formulae in Numerical Integration.
Introduction
In [3] , S.S. Dragomir pointed out the following inequality for mappings of bounded variation generalising an Ostrowski type inequality firstly established in [4] : 
In the same paper [3] , the author observed that the best inequality that could be obtained from (1.1) is that one for which α i+1 = xi+xi+1 2 Corollary 1. Let f and I k be as in Theorem 1. Then we have the inequality:
In this case, if f is monotonic, we obviously can state that
If we consider the practical case where I k is equidistant, i.e., let
then, with f is as in Theorem 1, we have the inequality
If in this inequality, we assume that f is monotonic, then we can state that
For a comprehensive list of results related to, or generalising the above, see [6] and [7] where further references are given.
The main aim of this paper is to point out an improvement of the inequality (1.2) for monotonic mappings and, subsequently, for the particular cases (1.4) and (1.6). Applications for quadrature formulae will be given as well.
Some Integral Inequalities
We start with the following result.
where
Proof. Consider the mapping K : [a, b] → R given by (see also [3] )
Integrating by parts in the Riemann-Stieltjes integral, we deduce [3] (2.2) 
Therefore, applying this property on each subinterval [x i , x i+1 ] , we can state that
and the first inequality in (2.1) is proved.
To prove the second inequality in (2.1), we observe that since f is monotonic decreasing on [a, b] , hence we can state that
That is,
and then, by (2.5) and (2.6), we have
and the second inequality in (2.1) is proved.
For the last inequality, we observe that
and then
The theorem is completely proved.
Now, if we assume that the points of the division I k are given, then the best inequality we can get from Theorem 2 is embodied in the following corollary. 
Proof. We choose in Theorem 2,
.
Now, (2.7) follows immediately from (2.1) and we omit the details.
The case of equidistant partitioning is important in practice.
If f is as above, then we have the inequality:
The Convergence of a General Quadrature Formula
n = b be a sequence of divisions of [a, b] and consider the sequence of numerical integration formulae
where w (n) j (j = 0, ..., n) are the quadrature weights with the property that n j=0 w
The following theorem contains a sufficient condition for the weights w 
then we have the estimate
Moreover, we have
uniformly by the influence of the weights w n .
Proof. Define the sequence of real numbers
Note that
By the assumption (3.1), we have α
i+1 for all i = 0, ..., n − 1. Observe that
Applying the inequality (2.1), we deduce the estimate (3.2). The limit follows by the last inequality in (3.2).
The case where the partitioning is equidistant is important in practice. Consider then, the partitioning
and define the sequence of numerical quadrature formulae
The following result holds. 
then we have the inequality
Moreover, we have the limit
uniformly by the influence of w n .
Some Particular Inequalities
In the section we point out some particular inequalities which generate classical results such as: the rectangle inequality, trapezoid inequality, Ostrowski's inequality, midpoint inequality, Simpson's inequality, and others for monotonic nondecreasing mappings.
Proof. Follows from Theorem 2 by choosing x 0 = a,
Remark 1. If in (4.1) we put α = b+a 2 , then we get the "trapezoid inequality" as noted in [1] :
Another particular integral inequality with many applications is the following one. 
Proof. Follows by Theorem 2 on choosing the division a = x 0 ≤ x 1 ≤ x 2 = b and the numbers α 0 = a, α 1 ∈ [a, sgn (α 2 − t) f (t) dt
It is obvious that the best inequality we can obtain from (4.5) is the one for which α 1 = 
