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Resumo
Com o avanço tecnológico das últimas décadas, a sociedade vem
desenvolvendo cada vez mais atividades em áreas submersas, seja
na extração de recursos naturais ou na realização de obras de
engenharia. Dessa forma, tornou-se importante a caracterização
desses ambientes submersos não somente com relação a sua
topografia como também à configuração de seu substrato. Neste
trabalho será implementado um procedimento de imageamento
baseado na migração de Kirchhoff e no método da fonte imagem,
que tem como objetivo gerar imagens que auxiliem na interpretação
de dados de investigações acústicas em ambientes submersosmulti-
camadas. Sinais medidos por arranjos de hidrofones passam por
uma série de processamentos, descritos em detalhes no trabalho,
com o objetivo de gerar uma imagem que auxilie a localização
de objetos enterrados no substrato de ambientes submersos.
Para gerar os dados utilizados como entrada dos algoritmos
implementados, ambientes submersos foram modelados com o
Método das Diferenças Finitas, sendo as diversas camadas de
sedimento modeladas como fluidos equivalentes. O algoritmo
implementado foi então testado para diferentes dados de entrada,
obtidos com a variação de diversos parâmetros construtivos do
arranjo de hidrofones.
Palavras-chave: acústica submarina, método da fonte imagem,
localização de espalhadores, migração de Kirchhoff.

Abstract
With the technological advances of the last decades, society have
been developing several activities in underwater environments,
from the extraction of natural resources to the construction of
engineering projects. Therefore, it has become important to
charactherize underwater environments, not only onwhat concerns
it’s bathymetry but also the configuration of it’s substrate. In the
following work, an imaging process based on the image source
method and the Kirchhoff migration will be implemented. This
process aims to facilitate the interpretation of seismic data. Signals
measured by an array of hydrophones go through a processing
procedure, described in detail in the document, in order to generate
a pressure map that helps locating objects buried in the substrate
of underwater environments. To test the implemented algorithm,
simulated data was generated using the freely distributed Finite
Difference software SimSonic©. The substrate was modeled as
equivalent fluid. The implemented algorithm was then tested by
a parametric analysis, where several measurement’s and array’s
parameters were simulated.
Keywords: underwater acoustics, image source method, scatterer
detection, Kirchhoff migration.
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1 Introdução
A sociedade moderna vem desenvolvendo cada vez mais ativi-
dades em áreas submersas como rios, reservatórios, lagos, áreas
costeiras e da plataforma continental como um todo, seja com
atividades voltadas para a extração de recursos naturais – petróleo,
minerais, recursos pesqueiros – como na realização de obras de
engenharia – instalação de dutos e cabos, construção de pontes,
construção de portos, etc. Dessa forma, torna-se importante
a caracterização desses ambientes submersos não somente com
relação a sua batimetria (topologia do fundo) como também à
composição e configuração do substrato, seja para encontrar novas
jazidas de minérios ou poços de petróleo, ou para determinar as
dimensões e materiais necessários para garantir a segurança de
obras civis.
A investigação de áreas submersas, pode ser realizada de duas
formas distintas, a forma direta e a indireta [1]. A forma direta,
com respeito à caracterização da superfície de fundo e das suas
camadas, engloba desde sondagens, amostragens, à filmagens
e fotografias. A forma indireta engloba todas as técnicas que
permitam a caracterização à distância da superfície de fundo e
suas camadas, sendo a maioria dessas técnicas enquadradas como
técnicas geofísicas, que se utilizamde fenômenos físicos observados
na Terra e em sua atmosfera para extrair informações do ambiente.
Dentre os métodos geofísicos pode-se citar os mais importantes:
(1) o método gravimétrico, que se utiliza de medições de variação
do campo gravitacional local; (2) o método magnético1, que mede
1 Também chamado de magnetometria.
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o campo magnético local registrando anomalias causadas por
diferentes fontes, tais quais falhas geológicas, intrusões ígneas,
placeres minerais; (3) os métodos elétricos, que possuem um larga
gama de técnicas, trantando da medição de diferentes grandezas,
como potenciais elétricos, correntes e campos eletro-magnéticos,
com anomalias sendo detectadas devido a grande variação da
condutividade elétrica para diferentes tipos de substratos e, por
fim, (4) os métodos sísmicos, que constituem as técnicas de
investigação geofísica de maior importância em termos de gastos
e de profissionais envolvidos. Os métodos sísmicos utilizam-se
de medições das ondas elásticas para investigar o ambiente de
interesse [2]. A grande vantagem dos métodos de investigação
geofísica está na possibilidade de realizar um processo remoto de
caracterização desses ambientes, sem (ou pouco) alterá-los. Uma
característica em comum destes métodos, mesmo utilizando de
diferentes variáveis físicas para tirar conclusões acerca do meio
investigado, é a capacidade de detectar descontinuidades presentes
no ambiente de interesse através damedição de variáveis físicas [3].
Devido às propriedades físicas da água, a utilização de algumas
técnicas geofísicas torna-se limitada, principalmente no que se
refere às técnicas eletromagnéticas, pois a atenuação das ondas
dessa natureza é alta quando utilizadas frequências necessárias
para atingir resoluções desejadas no ambiente aquático. O mesmo
não é observado para as ondas mecânicas, de forma que a acústica
– muitas vezes chamada de sísmica quando aplicada à penetração
em sedimentos – configura a forma mais eficiente de se realizar
sensoriamento remoto [4].
A acústica como ferramenta para a investigação de ambientes
submersos já é estudada a mais de um século. Com a naufrágio do
Titanic em 1912, as primeiras patentes de sistemas de medição de
alcance relativo foram desenvolvidas [5], mas o grande propulsor
para o desenvolvimento de técnicas acústicas para localização
em ambiente submerso foram a Primeira e a Segunda Guerra
Mundiais, com esforços em pesquisa voltados para detecção de
submarinos e minas submersas. Essa tecnologia desenvolvida foi
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chamada sonar2, termo inicialmente emprestado de seu análogo
eletromagnético, o radar, por ambos serem tecnologias similares
que tem como princípio enviar e receber pulsos, extraindo infor-
mações de acordo com os ecos percebidos. Subsequentes avanços
tecnológicos, principalmente no que diz respeito a aquisição e
tratamento de sinais digitais, os sonares transcenderam seu uso
militar e passaram a ser utilizados para investigar e mapear
remotamente ambientes submersos.
A utilização de investigações acústicas na localização de objetos,
enterrados no substrato ou dispostos sobre a subsuperfície, é de
especial interesse pois, segundo determinações especificadas por
normas [7], projetos de instalação de dutos no ambiente marinho
devem levar em consideração os perigos aos quais esses dutos
estão exposto, sendo necessário em muitos casos o enterramento
destes para sua proteção e estabilização. Existe uma recomendação
seguida pela Petrobrás3 que exige que todos os dutos que chegam
à praia devem ser enterrados desde a areia até o limite definido por
projeto, que no mínimo compreende toda a zona de arrebentação.
Essa recomendação é seguida de forma a reduzir a exposição do
duto, não só ao desgaste devido a alta atividade hidrodinâmica
nessa área, como também como forma de evitar o possível choque
de embarcações. Desta forma, é importante realizar o controle
periódico da condição desses dutos.
Atualmente – alémda investigaçãomanual/visual pormergulha-
dores – a magnetometria e o método geo-elétrico são as principais
técnicas utilizadas para realizar a localização de dutos enterrados.
O grande problema da aplicação desses métodos, além do alto
custo para sua realização, é o fato de requisitarem um processo
de inversão de um modelo físico a partir dos dados medidos [1].
Esse processo normalmente envolve um problema de otimização
2Um acrônimo proveniente do inglês para o termo Sound Navigation and
Ranging, que pode ser traduzido por "navegação e determinação de distância pelo
som"[6].
3 Empresa brasileira que atua no segmento de energia, prioritariamente nas
áreas de exploração, produção, refino, comercialização e transporte de petróleo,
gás natural e seus derivados.
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computacionalmente custoso, o que impossibilita a avaliação em
tempo real dos dados medidos.
Os trabalhos desenvolvidos por Pinson [8–10] utilizam investiga-
ções acústicas, aplicando umalgoritmo baseado nométodo da fonte
imagem como uma ferramenta para a realização do imageamento
da superfície de fundo de ambientes submersos. O método,
conforme aplicado nos trabalhos citados, permite a obtenção
da espessura das diferentes camadas geológicas assim como as
velocidades de propagação da onda acústica nestas camadas. Esta
caracterização envolve um baixo custo computacional, tornando
esta técnica uma potencial ferramenta para auxiliar na iterpretação
em tempo real de medições acústicas da subsuperfície.
1.1 Objetivos
O objetivo deste trabalho é a implementação de um método
para a localização de heterogeneidades volumétricas no substrato
abaixo da superfície de fundo de áreas submersas. Um estudo
inicial indica o Método da fonte imagem como uma ferramenta
com grande potencial para a realização dessa caracterização. Serão
desenvolvidas, então, atividades no sentido de implementar e
aprimorar essa ferramenta.
1.1.1 Objetivos específicos
Os objetivos específicos desse trabalho são:
• Desenvolvimento de modelo em diferenças finitas utilizando
o software SimSonic2D© para a obtenção de dados de entrada
para o algoritmo de caracterização da superfície de fundo;
• Implementação do algoritmo de imageamento e localização
de fontes imagem;
• Implementação do algoritmo de filtragem das interfaces
geológicas;
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• Implementação do algoritmo de imageamento de espalhado-
res;
• Validação numérica do algoritmo de localização de dutos
enterrados no substrato de áreas submersas;
• Estudo da influência da configuração do arranjo de medição
na localização de objetos enterrados;
• Estudo da influência das características da fonte sonora na
localização de objetos enterrados.
1.2 Organização do trabalho
Este trabalho está dividido em sete capítulos. Os primeiros
quatro capítulos fornecemuma fundamentação teórica paramelhor
compreendimento do trabalho desenvolvido e os três capítulos
seguintes desenvolvem o método proposto, apresentando os
resultados e conclusões obtidos. Dessa forma, os capítulos são
organizados:
Capítulo 1: Introduz os métodos acústicos como ferramentas para
a investigação de ambientes submersos. Apresenta as
motivações e objetivos da pesquisa;
Capítulo 2: Breve capítulo de revisão sobre a investigação de
ambientes submersos através de métodos acústicos, assim
como uma revisão dos métodos numéricos utilizados para
modelar esses ambientes. Definem-se conceitos importantes
de acústica, seguido da breve descrição do Método de
diferenças finitas no domínio do tempo4, principalmente em
relação às particularidades do software, o SimSonic2D©;
Capítulo 3: Descreve uma investigação sísmica e os dados que ela
produz, introduzindo formas de processar estes dados, com
ênfase no imageamento por meio da migração de Kirchhoff;
4Do inglês Finite Difference Time-Domain (FDTD).
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Capítulo 4: Descreve a implementação do algoritmo proposto para
a localização de espalhadores dispostos na subsuperfície;
Capítulo 5: Testa o algoritmo propostos para diversas configura-
ções de medição, obtendo um conhecimento empírico do
impacto dos parâmetros construtivos do sistema de medição
com sua eficiência na localização de espalhadores enterrados;
Capítulo 6: Apresenta as considerações finais e sugestões para
trabalhos futuros.
2 Revisão Bibliográfica
A utilização das técnicas sísmicas (ou acústicas1) na investigação
de ambientes submersos, como destacado no Capítulo 1, já é
amplamente difundida e estudada. O primeiro sistema ativo
desenvolvido para realizar as medições acústicas - primeiro sonar
ativo - data de 1918, construído por Boyle [11]. Atualmente, o
desenvolvimento nas áreas de modelagem de arranjos, técnicas de
processamento de sinais e materiais, permite que os sistemas de
sonares sejam altamente eficientes e com alta resolução.
Esses avanços tecnológicos, por sua vez, permitem o aumento
do nível de detalhamento obtido com os estudos em ambientes
submersos. As próximas seções buscam ilustrar a importância
dos métodos acústicos para investigação de ambientes submersos,
em sua totalidade, por meio de uma revisão dos principais
trabalhos publicados na literatura, assim como uma revisão dos
principais métodos numéricos utilizados para descrever ambientes
submersos.
2.1 Ambiente submerso
Áreas submersas, principalmente se tratando do ambiente
oceânico, constituem ambientes complexos, pois apresentam pro-
priedades acústicas que podem variar amplamente não só em
função da profundidade como também em função da distância e
do tempo [12]. Dessa forma, a propagação acústica em ambientes
1O termo acústica está associado a uma onda mecânica propagando em um
meio flúido, enquanto que sísmica é usualmente associada à propagação de uma
onda mecânica por um meio composto por sedimentos e rochas.
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submersos está sujeita a ação de diversos fenômenos físicos que
tornam sua compreensão e interpretação não triviais. Na literatura,
diversos trabalhos foram desenvolvidos com o objetivo de melhor
compreender esses fenômenos. As Seções a seguir subdividem
o ambiente submerso em 4 regiões: (1) a superfície (interface ar-
água), (2) a coluna d’água, (3) a superfície de fundo (interface água-
substrato) e (4) a subsuperfície (substrato), destacando alguns dos
trabalhos desenvolvidos em cada uma dessas regiões.
Figura 2.1.: Subdivisão das regiões do ambiente submerso.
2.1.1 A coluna d’água
A coluna d’água é uma região intrinsecamente complexa quando
avaliada em relação à propagação acústica, isso é observado
principalmente devido a suas características. Parâmetros como a
pressão, a temperatura e a salinidade variam naturalmente com
a profundidade na coluna d’água e influenciam diretamente a
velocidade de propagação das ondas sonoras [13]. O perfil de
velocidades resultante da variação desses parâmetros faz com que
as ondas acústicas propagem por diversos caminhos, e com que
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sejam observados fenômenos tais quais a existência de uma guia
de onda natural, como o canal SOFAR2, por exemplo. Os efeitos
desses caminhos devem ser conhecidos e corrigidos ou podem
trazer problemas às medições, como na ecobatmetria em grandes
profundidades, por exemplo [14]. Além da existência natural de
perfis de velocidade, a coluna d’água está sujeita à ocorrência de
fenômenos temporais, como a variação de temperatura ao longo do
dia e a ação de correntes marítimas. Alguns trabalhos baseiam-se
nos efeitos que a presença de bolhas na coluna d’água têm sobre
a propagação acústica [15–19], efeitos como a alteração de fase,
a atenuação e o retroespalhamento das ondas sonoras. Outros
trabalhos [20–22] destacam que o espalhamento da energia acústica
por animais, micro ou macroscópicos, pode ser significante,
devendo por consequência ser estudado e compreendido.
2.1.2 A superfície do mar
Outro fator que adiciona complexidade às medições acústicas
no ambiente submerso é a existência da superfície do mar, uma
interface na qual a diferença de impedância entre a água e o ar é tão
grande que a pressão sonora tende a zero na água [23], conferindo
uma condição de reflexão das ondas incidentes. Por si só, essa
reflexão na superfície introduz novos caminhos de propagação,
efeito chamado de Múltiplas de superfície, que adiciona pulsos
indesejados ao sinal medido em alguns sistemas sísmicos, podendo
introduzir erros e dificultando a interpretação dos dados [24].
Outro efeito também muito estudado [25–28] é o espalhamento
do campo acústico pela superfície, devido a sua rugosidade e da
presença de bolhas.
2.1.3 A superfície de fundo
Outra região que compõe o ambiente submerso consiste da
interface da água com o substrato, a chamada superfície de
2 Região da coluna d’água na qual, devido a forma típica do perfil de
velocidade do som, raios acústicos ficam presos, como em um guia de ondas.
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fundo. Os efeitos dessa interface tornam-semais relevantes quando
são realizados estudos em águas rasas. Jackson e Richardson
[29] definem que as águas rasas caracterizam-se por ser um dos
ambientes mais energéticos devido à maior ação dos fenômenos
hidrodinâmicos, que podem alterar as características da interface
por meio da formação de ondulações, valas e montes. Essas
mudanças alteram significativamente as propriedades acústicas
do fundo, acarretando em grande variabilidade dos resultados
medidos [23]. Desta forma, diversos estudos [30–33] buscam
compreender emodelar os principaismecanismos de espalhamento
nessa superfície de fundo: (1) a rugosidade da interface e (2) a
presença de heterogeneidades volumétricas3.
2.1.4 A subsuperfície de fundo
Uma última região de interesse do ambiente submerso é o
substrato, também chamado de subsuperfície de fundo. A
aplicação de técnicas como o sonar de varredura lateral4 e o sonar
de múltiplos feixes5 resultam emmedições da morfologia do fundo
marinho, permitindo inclusive seu imageamento, auxiliando na
identificação de objetos sobre o fundo marinho ou até mesmo de
objetos parcialmente enterrados [34]. Porém, de Souza [35] explica
que os sistemas de medições empregados para esse imageamento
utilizam-se de fontes com frequências entre 100 kHz e 500 kHz
de forma a obterem boa resolução. Nessa faixa de frequência a
atenuação das ondas acústicas no sedimento é grande [36], não
só reduzindo sua capacidade de penetração como dificultando sua
identificação devido à baixa relação sinal/ruído.
Para a avaliação da subsuperfície de fundo destaca-se então
a utilização de sistemas chamados Perfiladores Sísmicos6 que
usualmente utilizam frequências de trabalho entre 2 kHz e 20
3 Regiões no volume que apresentam diferentes propriedades acústicas,
provocando modificações no campo acústico resultante.
4 Tradução do termo em inglês sidescan.
5 Tradução do termo em inglês multibeam.
6O termo usual utilizado em inglês é Sub-Bottom Profilers.
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kHz e são capazes de penetrar de dezenas a centenas de metros
no substrato marinho [37]. Diversos equipamentos e sistemas de
medição, com os mais diversos objetivos – detecção de camadas
finas, de objetos, de artefatos arqueológicos – foram desenvolvidos
[37–40].
Mesmo obtendo a penetração necessária para avaliar a subsuper-
fície tem-se que o substrato por si só é um meio complexo, multi-
camadas, composto por sedimentos de diferentes propriedades
geoacústicas e apresentando heterogeneidade volumétrica. De
forma a interpretar esses dados, muito já se estudou sobre
a propagação acústica em meios multi-camadas. Dentre eles,
destaca-se o livro referência no assunto escrito por Brekhovskikh
[41] em 1960 e aprofundado em 1980 [42], livros que descrevem
o modelamento matemático de meios multi-camadas. Esses
modelos permitem que sejam tomadas diferentes abordagens
quando aplicados. Sabendo-se as propriedades do sistema de
interesse (propriedade dos materiais, condições de contorno e
mecanismos das fontes), pode-se utilizar os modelos matemáticos
de forma direta, obtendo-se a resposta esperada deste sistema.
Outra abordagem ataca o chamado problema inverso, no qual
os valores de resposta são conhecidos por meio da medição
de uma grandeza física e deseja-se encontrar mais informações
sobre o sistema que retornou essa resposta. Chapman et al [43]
compilamumdocumento apresentandodesenvolvimentos recentes
no problema de inversão em ambientes submersos, em que se
destaca o alto custo computacional dos processos de inversão [44,
45]. Este processo de inversão é computacionalmente custoso,
pois usualmente envolve um problema de otimização que busca
minimizar a diferença entre os resultados de um modelo e os
resultados medidos. Mesmo assim, o aumento da capacidade
computacional nos últimos anos, favareceu a pesquisa de métodos
de estimação de parâmetros geoacústicos [46].
Pinson [8–10] propõe em um conjunto de artigos, uma nova
forma de estimação de parâmetros geoacústicos, baseada na
aplicação do método da fonte imagem. O diferencial desse método
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está em dispensar um processo típico de inversão, estimando as
propriedades por meio de relações simples de acústica geométrica.
2.2 Sonar na detecção de objetos enterrados
Ainda dentro da região da subsuperfície, além do interesse das
propriedades geoacústicas do meio, diversos trabalhos têm como
ponto de interesse a detecção e localização de objetos (cabos, dutos,
artefatos arqueológicos, naufrágios etc) nessa subsuperfície.
Conforme mencionado no Capítulo 1, grande parte dos estudos
em acústica submarina foram desenvolvidos devido a uma necessi-
dademilitar. A detecção de objetos enterrados e semi-enterrados foi
uma dessas necessidades, pois no decorrer da Primeira e Segunda
Guerra Mundial, uma quantidade considerável de armamento
como torpedos, bombas de avião e minas navais foram deixadas
em regiões costeiras da Europa e Ásia [47].
Segundo Lim [48], o espalhamento de ondas acústicas por
objetos submersos fornecem informações que permitem tanto sua
identificação como sua detecção. No entanto, quando o objeto de
interesse está enterrado no sedimento, a identificação e detecção
se torna complicada. A presença de diversos fenômenos físicos já
citados nas seções anteriores, tais quais as interações da onda com
a interface água-sedimento, as múltiplas reflexões e os mecanismos
de propagação no sedimento, são efeitos que devem ser levados
em consideração, pois seu sinal é, muitas vezes, maior que o sinal
refletido pelo objeto de interesse [49].
Os trabalhos [50–55], destacam uma outra fonte de complexidade
ao problema da detecção de objetos enterrados — especificamente
quando se trata de águas rasas e muito rasas — que é a pequena
área de cobertura quando se trabalha com ângulos de penetração
maiores que o ângulo crítico7, o que diminui a performance do
processo de medição.
No trabalho de Pinto [56], uma fonte paramétrica aplicando
uma frequência baixa, na faixa de 2 kHz a 16 kHz foi utilizada
7Ângulo mínimo para que haja penetração no substrato.
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juntamente com processamento de arranjo para obter imagens
da subsuperfície de fundo, permitindo a localização de uma
casca esférica enterrada. Williams e Gritto [57, 58] estudam
separadamente a detecção de cascas esféricas e cilíndricas dispostas
sobre o substrato a partir de seu espalhamento acústico. Já outros
trabalhos [59–61] abordam o problema de detecção de objetos como
um problema de reconhecimento de padrões8.
De modo a melhorar a qualidade de imagens geradas à partir
de investigações acústicas no sentido de facilitar a localização de
espalhadores volumétricos, Borcea [62] desenvolveu um operador
de filtro aniquilador de camadas. Esse operador tem o objetivo
de retirar os sinais referentes às camadas geológicas, melhorando
a relação sinal-ruído dos sinais espalhados por objetos de interesse.
Uma abordagem similar é tomada por Pinson [63], que aplica o
mesmo conceito de filtragemde camadas juntamente comométodo
da fonte imagem para auxiliar a localização de objetos enterrados
no substrato de ambientes submersos. Esse procedimento é
a base do algoritmo de filtragem de camadas geológicas que
será implementado nesta dissertação, sendo sua implementação
aprofundada no Capítulo 5.
2.3 Métodos numéricos
Grande parte dos trabalhos supracitados tem uma característica
em comum: utilizam-se de métodos numéricos como uma ferra-
menta para auxiliar o desenvolvimento de seus estudos.
Em acústica submarina os principais métodos numéricos uti-
lizados são: (1) raios acústicos, (2) equações parabólicas, (3)
integração do número de onda (modelos de campo rápido9),
(4) modos normais, (5) elementos finitos e (6) diferenças finitas.
Os primeiros quatro métodos possuem um custo computacional
consideravelmente menor que os dois últimos, porém o preço que
se paga por essa eficiência é a restrição da aplicação dessesmodelos,
8 Tradução do termo em inglês patter recognition.
9 Traduzido do termo comumente utilizado em inglês Fast Field Programs.
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pois para sua implementação devem ser assumidas simplificações.
Já os dois últimos métodos discretizam o tempo e o espaço e
resolvem a equação da onda nesses espaços discretizados, levando
em consideração os principais fenômenos físicos envolvidos e
fornecendo dados que podem ser utilizados comodados de entrada
para sistemas sísmicos.
2.3.1 Raios acústicos
O método de raios acústicos representa as ondas sonoras na
forma de raios normais à direção de propagação da sua frente
de onda [12]. Primeiramente é determinado o caminho de
propagação dos raios, e o resultado do campo para um ponto
de interesse é determinado pela soma das pressões atribuída a
cada um dos raios que passam por esse ponto. Matematicamente,
o método dos raios acústicos parte da equação de Helmholtz,
representando a solução na forma de uma série de potências
(série de raios) [64] e assumindo que a frequência dessa onda
é alta – seu comprimento de onda é muito menor que as
dimensões do problema –, o que simplifica a solução do campo
acústico a uma equação Eikonal [12] e uma equação de transporte,
que podem ser solucionadas por uma variedade de métodos.
As simplificações trazem uma série de limitações [65] para a
aplicação dos rais acústicos, dentre elas destaca-se a simplificação
de alta frequência, que exige que as propriedades do meio
variem gradualmente e que quaisquer heterogeneidades devem
ter comprimento característico consideravelmente maiores que o
comprimento de onda propagante.
2.3.2 Equações parabólicas
O método das equações parabólicas foi introduzido por Tappert
[66] e é uma das técnicas mais empregadas na resolução de
problemas de propagação que apresentam propriedades variando
em função da distância10. O método aplica um operador de modo
10 Em inglês utiliza-se o termo range-dependent.
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a obter uma formulação para a equação da onda divergente que
possa ser resolvida de maneira eficiente. Para derivar a equação
parabólica, parte-se da equação de Helmholtz em coordenadas
cilíndricas e se assume uma solução na forma de um termo de
amplitude dependente da posição no espaço e uma função de
Hankel dependente apenas da coordenada radial. Assume-se então
uma aproximação paraxial – pequenas variações das propriedades
com a distância, o que implica em uma pequena variação dos
ângulos de propagação – que permite simplificar a equação da
onda a uma equação diferencial parcial parabólica, que pode ser
manipulada e resolvida por uma série de técnicas [14] (algoritmo
split-step Fourier [67], diferenças finitas implícitas [68], equações
diferenciais ordinárias [69] e elementos finitos [70]). As principais
limitações do método das equações parabólicas, além da restrição
quanto aos ângulos de propagação, é relacionada à negligenciação
do campo retroespalhado e à frequência de análise, pois o custo
computacial inviabiliza sua aplicação para frequências maiores que
500 Hz.
2.3.3 Integração de número de onda
A técnica de integração de número de onda, também chamada
modelo de campo rápido, é aplicável para meios horizontalmente
estratificados – com variação de propriedades apenas na profundi-
dade – e se baseia no fato de que, para cada camada desse meio, é
possível obter a representação integral exata para o campo acústico
[12]. Para a derivação da integração de número de onda, parte-se da
equação da onda para coordenadas cilíndricas, a qual é simplificada
a uma equação diferencial ordinária em função da profundidade,
cuja solução para cada camada nada mais é do que a soma de
uma onda divergente e outra convergente, restando apenas definir
as condições de contorno do problema. As principais limitações
da integração do número de onda padrão é a impossibilidade de
variar as propriedades do meio com a distância – não permitindo
simular espalhadores – juntamente com problemas na estabilidade
numérica das soluções. Diversas implementações foram estudadas
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com o intuito de reduzir essas limitações [14], porém o custo
computacional pode passar a ser um problema, inviabilizando
essas técnicas.
2.3.4 Modos normais
A técnica dos modos normais foi introduzida por Pekeris [71],
ela busca resolver a equação da onda em função da profundidade
de forma similar àquela aplicada na integração de número de
onda. A partir da equação da onda homogênea em coordenadas
cilíndricas, aplica-se uma separação de variáveis, chegando a duas
equações homogêneas, uma função da profundidade, chamada de
equação dos modos normais, que descreve as ondas estacionárias
– similares aos modos de vibração que podem ser observados em
uma corda –, e outra, função da distância radial, que descreve a
porção da propagação das ondas. A solução do campo acústico
é então construída por meio da soma da contribuição de cada
um desses modos. Esse procedimento usualmente é utilizado
para problemas independentes da distância11, mas pode ser
estendido para problemas dependentes com um aumento da carga
computacional. Por envolver um problema de autovalor-autovetor,
a determinação dos modos é um problema de localização de
raízes, podendo falhar em encontrar algum dos modos [72]. Outra
limitação do método está na frequência máxima de análise, pois
com o aumento da frequência o número de modos necessário para
gerar a resposta do campo acústico aumenta proporcionalmente
[14].
2.3.5 Método de Elementos Finitos
O Método de Elementos Finitos12 (FEM) tem como base a
discretização do domínio de interesse e do tempo em pequenos
pedaços discretos (elementos) nos quais a equação da onda pode ser
resolvida, em termos de um número finito de graus de liberdade,
11 Em ingês utiliza-se o termo range-independent.
12 Tradução do termo em inglês Finite Element Method
2.3. Métodos numéricos 55
de forma analítica [12]. O FEM, devido à forma como discretiza o
problema, é extremamente versátil, permitindo o tratamento das
mais complexas geometrias (multi-camada de diferentes geome-
trias, espalhadores, variação com a distância etc.) e condições
de contorno. O método permite a solução exata da equação
da onda [73], levando em conta os principais fenômenos físicos
(propagação, refração, transmissão, difração e retroespalhamento).
Porém a quantidade de elementos para que se uma solução
satisfatória é um limitante do método, restringindo seu uso para
problemas de espalhamento em distâncias relativamente curtas ou
para frequências mais baixas.
2.3.6 Método das Diferenças Finitas
O Método das Diferenças Finitas13 (FD) [74] para a solução da
equação da onda se baseia em sua discretização direta, represen-
tando os operadores diferenciais como equações de diferenças,
computadas em uma malha finita de pontos. Assim como o FEM,
o método das diferenças finitas é computacionalmente custoso
o que torna limitado o seu uso para problemas de propagação
em grandes distâncias. Mas o método, assim como o FEM,
permite tratar geometrias e contornos mais complexos do que os
métodos anteriormente citados, sendo extensivamente aplicado
à problemas de investigação sísmca. O FEM é mais flexível,
permitindo que a espaço seja facilmente discretizado de forma
a melhor representar descontinuidades complexas, porém para
problemas que podem ser descritos por uma malha uniforme –
como boa parte dos problemas em sísmica – ométodo de diferenças
finitas fornece resultados tão bons quanto o FEM, mas com menor
custo computacional.
Para o trabalho que será desenvolvido ao longo deste documento,
deseja-se investigar a propagação acústica em um meio multi-
camadas com heterogeneidades volumétricas que variam ao longo
da distância, sendo que existe o interesse em especial aos efeitos
13 Tradução do termo em inglês Finite Difference Method.
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de reflexão, transmissão e espalhamento das ondas acústicas em
espalhadores volumétricos. Desta forma, os métodos numéricos
mais apropriados para fornecer esses dados são o FEM e o FD.
Como os problemas de interesse podem ser descritos por malhas
uniformes, optou-se pela utilização do método FD.
2.4 Implementação numérica
Conforme comentado acima, os métodos numéricos são uti-
lizados para se obter informação sobre sistemas e ambientes
de interesse. Uma das aplicações para esses modelos, consiste
em usar seus resultados como dados de entrada na pesquisa e
desenvolvimento de algoritmos de processamento de sinais [75].
A grande razão para se utilizar dados modelados ao invés de
dado reais durante o desenvolvimento de algoritmos, se deve à
capacidade em modelar uma situação completamente controlada,
em contrapartida a dados reais, que trazem juntamente com a
informação desejada, uma série efeitos desconhecidos e ruído.
O Método de Diferenças Finitas (FD) leva em consideração os
fenômenos descritos pela equação da onda, fornecendo dados
realistas de investigação sísmica, conforme menciona Gray [76].
Assim sendo, o FD será o método escolhido para gerar os dados
auxiliares no desenvolvimento dos algoritmos de detecção de dutos
enterrados descritos no Capítulo 5.
As próximas seções descrevem o modelamento matemático
da propagação de ondas mecânicas, mais especificamente ondas
acústicas assim como sua resolução a partir do método das
diferenças finitas, explicando seu funcionamento e destacando as
particularidades da implementação do código SimSonic2D©.
2.4.1 Problema direto de propagação
Uma onda acústica é formada em um meio elástico quando
uma perturbação gerada por forças externas é propagada pelas
partículas do material, se manisfestando como alterações de
pressão ou deslocamento destas partículas. O termo partícula(s)
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em acústica não remete aos átomos e moléculas, mas sim a um
elemento de volume com uma quantidade de moléculas ou átomos
suficientes para que ele possa ser considerado um meio contínuo,
mas que seja pequeno o bastante para que todas as variáveis
acústicas sejam uniformes em sua totalidade.
Este trabalho, como será explicado nos capítulos que seguem,
aplica algumas simplificações à física da propagação acústica,
dentre essas simplificações é importante destacar a representação
de meios sólidos ou poro-elásticos como fluidos equivalentes. De
forma que esta seção tratará da propagação das ondas acústicas,
especificamente em meios fluidos.
2.4.2 Equação da onda
Apropagação de uma onda acústica, consiste da perturbação por
forças externas de um ou mais elementos de volume que geram
movimentos não coordenados entre elementos vizinhos, criando
zonas de compressão e rarefação. Como consequência, verifica-se
umavariação instantânea dadensidade e pressão nesse elemento de
volume, que por sua vez transfere essa variação aos seus elementos
vizinhos e assim por diante. Esta variação de pressão, chamada
pressão sonora, é a variável física de maior importância para a
acústica devido à facilidade em realizar sua medição.
Para descrever matematicamente a propagação sonora, é ne-
cessário definir as equações de conservação de quantidade de
movimento e da continuidade [77]:
∂ρ
∂t
+∇ · (ρu) = 0, (2.1)
ρ
[
∂u
∂t
+ (u · ∇)u
]
+∇p = 0, (2.2)
sendo p a pressão sonora, u o vetor de velocidade de partícula,
t o tempo, ρ a densidade, c a valocidade de propagação do som,
∇( ) o operador gradiente e ∇ · ( ) o operador divergente. Após
um processo de leniarização, as Equações (3.1) e (3.2) são então
combinadas com a equação de estado para um processo adiabático
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[78]
PVγ = cte., (2.3)
com P representando a pressão no gás ideal, V o volume e γ a
razão de calor específico. Reescrevendo, as Equações (3.1) e (3.2),
na forma de duas equações diferencias de primeira ordem que
descrevem a propagação acústica:
∂p
∂t
+ ρ0c20∇ · u = 0, (2.4)
ρ0
∂u
∂t
+∇p = 0, (2.5)
nas quais c0 e ρ0 são, respectivamente, a velocidade média do som
no meio e a densidade média do meio. Esta etapa intermediária
do desenvolvimento da equação da onda é importante de ser
destacada, pois o método FD apresentado mais adiante transforma
as Equações (3.4) e (3.5) em equações de diferenças finitas para
resolver o problema de propagação. Porém, é comum combinar as
Equações (3.4) e (3.5), de modo a eliminar p ou u, logo,
∇2p− 1
c2
∂2p
∂t2
= 0, (2.6)
∇2v− 1
c2
∂2v
∂t2
= 0, (2.7)
sendo ∇2 o operador Laplaciano definido como
∇2 = ∂
2
∂x2
+
∂2
∂y2
+
∂2
∂z2
. (2.8)
Ambas as Equações (3.6) e (3.7) recebem o nome de Equação da
Onda e descrevem completamente a propagação de ondas mecâ-
nicas, sejam estas ondas longitudinais ou transversais. Quando
termos fonte F estão presentes, a equação a se resolver passa a ser
a equação da onda não homogênea:
∇2p− 1
c2
∂2p
∂t2
= F. (2.9)
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2.4.3 A forma integral da Equação da onda
Dentre os fenômenos previstos e descritos pela Equação da Onda
definida acima, é de interesse destacar aqueles que envolvem a
interação da onda com estruturas presentes nomeio de propagação,
ou seja, os fenômenos de reflexão e difração. Difração é o fenômeno
que permite que as ondas acústicas circundem objetos presentes
em sua trajetória, qualitativamente é possível explicar a difração
com base no princípio de Huygens [77]. Esse princípio afirma
que cada ponto de um meio, quando atingido por uma frente de
onda, dá origem a uma nova frente de onda esférica, conforme
apresentado na Figura 3.1. Essa forma de propagação permite que
a onda contorne objetos presentes em seu trajeto.
A representação matemática desse princípio é encontrada direta-
mente quando utilizada a forma integral da equação da onda [79]:
p(r, t) =∫
dt0
∫
S0
[
G (r, t|r0, t0) ∂
∂n
p(r0, t0)− p(r0, t0) ∂
∂n
G (r, t|r0, t0)
]
dS
+
∫
V
G (r, t|r0, t0)F(r0, t0)dV. (2.10)
A Figura 3.2 apresenta o esquema utilizado na derivação, sendo G
a função de Green de uma fonte pontual (ummonopolo) localizada
em r0, p(r0, t0) a pressão observada na posição r0 na superfície S0,
V o volume englobado por S, ∂∂n = ∇ · n e F os termos fonte.
A Equação 3.10 é usualmente chamada Equação de Helmholtz-
Kirchhoff, e sua dedução completa pode ser encontrada nos traba-
lhos de Bai [81], Shuster [82], e Morse e Feshbach [79]. Analisando
essa equação, tem-se que a pressão em qualquer posição r é dada
pela contribuição de monopolos – representados pela função de
Green G – ponderados pela função F(r0) distribuídos no volumeV,
somada à contribuição de monopolos G e dipolos ∂G∂n distribuídos
na superfície S0, ou seja, a propagação de um frente de onda se deve
à combinação de fontes secundárias distribuídas de forma contínua,
afirmação que corrobora o princípio de Huygens.
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Figura 2.2.: Esquema ilustrando a emissão de umaonda esférica por uma
fonte primária (círculo escuro) e a propagação de sua frente de onda
como a combinação das frentes de onda das fontes secundárias (círculos
claros), conforme o princípio deHuygens. Figura adaptada de Carvalho
[80].
Figura 2.3.: Diagrama utilizado na derivação da Equação de Helmholtz-
Kirchhoff, adaptado de Schneider [83].
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2.5 Implementação do Método das diferenças finitas
O Método das diferenças finitas é um procedimento geralmente
aplicado à resolução de problemas de valores de contorno [84]
normalmente descritosmatematicamente por equações diferenciais
parciais. Foi um dos primeiros métodos a ser utilizado para a
resolução da equação transiente da onda e continua sendo popular
até hoje devido à simplicidade de sua implementação e ao fato de
que problemas de propagação de ondas são adequados paramalhas
uniformes [85].
O princípio básico do método das diferenças finitas consiste em
aproximar a solução do problema de valor de contorno por uma
função definida em umnúmero finito de pontos de umamalha, que
representa o domínio do problema e seu contorno. Nesses pontos,
chamados nós damalha, as derivadas parciais são aproximadas por
diferenças finitas usualmente encontradas com expansões em Série
de Taylor [86]. Para uma função f emuma dimensão, os operadores
de diferenças finitas de segunda ordem ficam:
f ′(x) =
f (x+ h)− f (x− h)
h
+ o(h2), (2.11)
f ′′(x) =
f (x+ h)− 2 f (x) + f (x− h)
h2
+ o(h2), (2.12)
sendo h a distância entre os nós e o(h2) um erro de aproximação
proporcional à h2. A Equação (3.11) é chamada equação às
diferenças centrais 14, de forma que as derivadas emqualquer ponto
damalha são aproximadas por diferenças finitas que dependemdos
valores da função nos nós vizinhos.
O problema de interesse deste trabalho envolve a solução da
equação da onda (Equação (3.6)), mais especificamente, envolve a
solução da equação da onda em duas dimensões:
∂2p
∂x2
+
∂2p
∂y2
− 1
c2
∂2p
∂t2
= 0, (2.13)
discretizando as diferenciais parciais e assumindo um espaçamento
14 Tradução do termo em inglês central difference equation
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entre nós igual apara ambas as direções, ∆x = ∆y = h, assim, tem-
se
pki+1,j − 2pki,j + pki−1,j
h2
+
pki,j+1 − 2pki,j + pki,j−1
h2
− 1
c2
pk+1i,j − 2pki,j + pk−1i,j
∆t2
= 0, (2.14)
com i representado o índice do nó na direção x, j o índice do nó na
direção y e k o índice discreto da variável temporal t. Simplificando
e isolando o termo de interesse – a pressão no nó para o instante
de tempo seguinte – chega-se à expressão em diferenças centrais de
segunda ordem [87]:
pk+1i,j = 2
(
1− 2α2) pki,j
+ α2
(
pki+1,j + p
k
i−1,j + p
k
i,j+1 + p
k
i,j−1
)
− pk−1i,j , (2.15)
sendo α = c∆t
h
15. Tem-se que o valor da pressão no instante
seguinte (k+ 1) depende da pressão observada nos nós vizinhos no
instante atual k e da pressão no instante anterior (k− 1) no próprio
nó.
2.6 Implementação do software SimSonic2D
O SimSonic© é um pacote de programas desenvolvido em
2003 pelo pesquisador Emmanuel Bossy durante a realização
de seu trabalho de pós-doutorado [89] no Laboratoire d’Imagerie
Paramétrique em Paris, França . Em resumo, o SimSonic©modela a
propagação acústica linear em meios fluidos ou sólidos através da
implementação de uma solução em diferenças finitas no domínio
do tempo16.
O SimSonic2D é um dos programas do pacote, e implementa
uma solução em FD para domínios com duas dimensões. Sua
15 Valor que pode ser interpretado como o comprimento viajado pela onda
durante um espaço ∆t comparado ao espaço entre nós h [88].
16 Tradução do termo em inglês Finite Difference Time Domain (FDTD).
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implementação é baseada nos trabalhos desenvolvidos por Virieux
[90, 91], que propõe a discretização do domínio espacial na forma
de malhas intercaladas17 tradicionais, um esquema adequado para
a propagação de ondas elásticas em materiais ortotrópicos [92],
sendo a propagação de ondas acústicas apenas um caso particular
da propagação elástica. Esse esquema permite, sem qualquer
problema de instabilidade numérica, o acoplamento de um meio
elástico com um meio fluido.
O esquema de Virieux – ao contrário da grande maioria das
formulações númericas, que partem das equações diferenciais
de segunda ordem – parte das equações de movimento e de
elasticidade, que em duas dimensões e na ausência de termos fonte
podem se escritas:
ρ
∂U
∂t
=
∂X
∂x
+
∂T
∂x
, (2.16)
ρ
∂V
∂t
=
∂T
∂x
+
∂Y
∂y
, (2.17)
∂X
∂t
= c11
∂U
∂x
+ c12
∂V
∂y
, (2.18)
∂Y
∂t
= c22
∂V
∂y
+ c12
∂U
∂x
, (2.19)
∂T
∂t
= c66
(
∂V
∂x
+
∂U
∂y
)
. (2.20)
Nas equações acima estão omitidos os argumentos (x, y, t) para o
campo de velocidades U (direção x) e V (direção y), para o campo
de tensões (τxx, τxy, τyy) = (X, T,Y), para a densidade ρ e para
componentes do tensor de rigidez do meio cij. Para discretizar
essas equações Virieux propõemalhas intercaladas, tanto no espaço
como tempo. No apêndice da referência [92] o autor fornece um
diagrama que facilita a compreensão dessas malhas, um diagrama
similar é apresentado na Figura 3.3.
17 Tradução do termo e inglês staggered grid
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x
y
(a) Malha para tempo k. (b) Malha para tempo k+ 12 .
Figura 2.4.: Malhas intercaladas utilizadas na discretização segundo o
esquema de Virieux.
Aplicando um operador de diferenças finitas similar a Equa-
ção (3.11) e considerando as malhas intercaladas, obtém-se à
seguinte aproximação em diferenças finitas:
Uk+
1
2
i,j = U
k− 12
i,j +
1
ρi,j
∆t
h
(
Xki+ 12 ,j
− Xki,j+ 12
+Tki+ 12 ,j
− Tki,j+ 12
)
, (2.21)
Vk+
1
2
i+ 12 ,j+
1
2
= Vk−
1
2
i+ 12 ,j+
1
2
+
1
ρi,j
∆t
h
(
Tki+1,j+ 12
− Tki,j+ 12
+Yki+ 12 ,j+1
−Yki+ 12 ,j
)
, (2.22)
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Xk+1
i+ 12 ,j
= Xki+ 12 ,j
+
∆t
h
[
c11
(
Uk+
1
2
i+1,j −U
k+ 12
i,j
)
+c12
(
Vk+
1
2
i+ 12 ,j+
1
2
−Vk+ 12
i+ 12 ,j− 12
)]
, (2.23)
Yk+1
i+ 12 ,j
= Yki+ 12 ,j
+
∆t
h
[
c22
(
Vk+
1
2
i+1,j −V
k+ 12
i,j
)
+c12
(
Uk+
1
2
i+ 12 ,j+
1
2
−Uk+ 12
i+ 12 ,j− 12
)]
, (2.24)
Tk+1
i,j+ 12
= Tki,j+ 12
+
∆t
h
[
c66
(
Vk+
1
2
i+ 12 ,j+
1
2
−Vk+ 12
i− 12 ,j+ 12
)
+c66
(
Uk+
1
2
i,j+1 −U
k+ 12
i,j
)]
, (2.25)
com c11 e c22 avaliados na posição
(
ih+ h2 , jh
)
, e c12 avaliado
na posição
(
ih, jh+ h2
)
. Percebe-se que os campos de tensão e
de velocidade são calculados em instantes diferentes de tempo,
basicamente as tensões em um tempo k são utilizadas para se obter
o campo de velocidades em um tempo k+ 12 enquanto que o campo
de velocidades em um tempo k + 12 é utilizado para o cálculo das
tensões em k + 1, esse processo é chamado leapforg devido a esses
saltos no tempo.
Além do esquema de diferenciação utilizado pelo software, é
importante destacar as condições de contorno implementadas. O
SimSonic2D permite a utilização de quatro tipos de condição
de contorno: (1) condição livre (condição de Dirichlet [84]), (2)
condição rígida (condição de Neumann [84]), (3) condição de
simetria e (4) camadas perfeitamente casadas18 (PML). A primeira
condição assume que nos contornos a pressão sonora no meio
tende a zero, sendo esta uma condição que representa o contorno
enxergado por uma onda incidindo de um meio líquido para um
18 Tradução do termo em inglês largamente utilizado Perfectly Matched Layers
(PML).
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meio gasoso, por exemplo. Já a segunda condição, estabelece que
no contorno a velocidade de partícula tende a zero, sendo uma
condição adequadapara representar o contorno enxergadopor uma
onda incidindo em um meio cuja impedância seja (relativamente)
muito grande. A terceira condição representa o contorno como um
espelho de simetria. A quarta e mais importante condição para
este trabalho, a PML, é utilizada para representar uma condição de
domínio infinito. Esse efeito é obtido ao se adicionar camadas ao
domínio de interesse, que tem por característica não refletir a onda
em sua interface e propagar a onda com decaimento exponencial.
No Capítulo 6 serão definidos as geometrias e os parâmetros
dos modelos que serão resolvidos com o SimSonic2D para gerar
os dados que serão utilizados como entrada para os algoritmos de
filtragem de camadas geológicas e imageamento de espalhadores
descritos no Capítulo 5.
3 Simulações numéricas
Conforme comentado no Capítulo 2, os métodos numéricos são
utilizados para se obter informação sobre sistemas e ambientes
de interesse. Uma das aplicações para estes modelos, consiste
em usar seus resultados como dados de entrada na pesquisa
e desenvolvimento de algoritmos de processamento de sinais.
A grande razão para se utilizar dados modelados ao invés de
dado reais durante o desenvolvimento de algoritmos, se deve à
capacidade em modelar uma situação completamente controlada,
em contrapartida a dados reais, que trazem juntamente com a
informação desejada, uma série efeitos desconhecidos e ruído.
Conforme descrito no Capítulo 2, um dos métodos numéricos
que leva em consideração os fenômenos descritos pela equação
da onda e que fornece dados realistas de investigação sísmica é o
Método de Diferenças Finitas (FD), conforme menciona Gray [76].
Assim sendo, o FD será o método escolhido para gerar os dados
auxiliares no desenvolvimento dos algoritmos de detecção de dutos
enterrados descritos no Capítulo 5.
As próximas seções descrevem o modelamento matemático
da propagação de ondas mecânicas, mais especificamente ondas
acústicas assim como sua resolução a partir do método das
diferenças finitas, explicando seu funcionamento e destacando as
particularidades da implementação do código SimSonic2D©.
3.1 Problema direto de propagação
Uma onda acústica é formada em um meio elástico quando
uma perturbação gerada por forças externas é propagada pelas
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partículas do material, se manisfestando como alterações de
pressão ou deslocamento destas partículas. O termo partícula(s)
em acústica não remete aos átomos e moléculas, mas sim a um
elemento de volume com uma quantidade de moléculas ou átomos
suficientes para que ele possa ser considerado um meio contínuo,
mas que seja pequeno o bastante para que todas as variáveis
acústicas sejam uniformes em sua totalidade.
Este trabalho, como será explicado nos capítulos que seguem,
aplica algumas simplificações à física da propagação acústica,
dentre essas simplificações é importante destacar a representação
de meios sólidos ou poro-elásticos como fluidos equivalentes. De
forma que esta seção tratará da propagação das ondas acústicas,
especificamente em meios fluidos.
3.1.1 Equação da onda
Apropagação de uma onda acústica, consiste da perturbação por
forças externas de um ou mais elementos de volume que geram
movimentos não coordenados entre elementos vizinhos, criando
zonas de compressão e rarefação. Como consequência, verifica-se
uma variação instantânea da densidade e pressão neste elemento de
volume, que por sua vez transfere esta variação aos seus elementos
vizinhos e assim por diante. Esta variação de pressão, chamada
pressão sonora, é a variável física de maior importância para a
acústica devido à facilidade em realizar sua medição.
Para descrever matematicamente a propagação sonora, é ne-
cessário definir as equações de conservação de quantidade de
movimento e da continuidade:
∂ρ
∂t
+∇ · (ρu) = 0, (3.1)
ρ
[
∂u
∂t
+ (u · ∇)u
]
+∇p = 0, (3.2)
sendo p a pressão sonora, u o vetor de velocidade de partícula,
t o tempo, ρ a densidade, c a valocidade de propagação do som,
∇⃗( ) o operador gradiente e ∇⃗ · ( ) o operador divergente. Após
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um processo de leniarização, as Equações (3.1) e (3.2) são então
combinadas com a equação de estado para um processo adiabático
PVγ = cte., (3.3)
com P representando a pressão no gás ideal, V o volume e γ a
razão de calor específico. Reescrevendo, as Equações (3.1) e (3.2),
na forma de duas equações diferencias de primeira ordem que
descrevem a propagação acústica:
∂p
∂t
+ ρ0c20∇ · u = 0, (3.4)
ρ0
∂u
∂t
+∇p = 0, (3.5)
na qual c0 e ρ0 são, respectivamente, a velocidade média do som
no meio e a densidade média do meio. Esta etapa intermediária
do desenvolvimento da equação da onda é importante de ser
destacada, pois o método FD apresentado mais adiante transforma
as Equações (3.4) e (3.5) em equações de diferenças finitas para
resolver o problema de propagação. Porém, é comum combinar as
Equações (3.4) e (3.5), de modo a eliminar p ou u:
∇2p− 1
c2
∂2p
∂t2
= 0, (3.6)
∇2v− 1
c2
∂2v
∂t2
= 0, (3.7)
sendo ∇2 o operador Laplaciano definido como
∇2 = ∂
2
∂x2
+
∂2
∂y2
+
∂2
∂z2
. (3.8)
Ambas as Equações (3.6) e (3.7) recebem o nome de Equação da
Onda e descrevem completamente a propagação de ondas mecâ-
nicas, sejam estas ondas longitudinais ou transversais. Quando
termos fonte F estão presentes, a equação a se resolver passa a ser
a equação da onda não homogênea:
∇2p− 1
c2
∂2p
∂t2
= F. (3.9)
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3.1.2 A forma integral da Equação da Onda
Dentre os fenômenos previstos e descritos pela Equação da Onda
definida acima, é de interesse destacar aqueles que envolvem a
interação da onda com estruturas presentes nomeio de propagação,
ou seja, os fenômenos de reflexão e difração. Difração é o fenômeno
que permite que as ondas acústicas circundem objetos presentes
em sua trajetória, qualitativamente é possível explicar a difração
com base no princípio de Huygens [77]. Este princípio afirma
que cada ponto de um meio, quando atingido por uma frente de
onda, dá origem a uma nova frente de onda esférica, conforme
apresentado na Figura 3.1. Esta forma de propagação permite que
a onda contorne objetos presentes em seu trajeto.
Figura 3.1.: Esquema ilustrando a emissão de umaonda esférica por uma
fonte primária (círculo escuro) e a propagação de sua frente de onda
como a combinação das frentes de onda das fontes secundárias (cículos
claros), conforme o princípio de Huygens.
A representação matemática deste princípio é encontrada direta-
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mente quando utilizada a forma integral da equação da onda [79]:
p(r, t) =∫
dt0
∫
S0
[
G (r, t|r0, t0) ∂
∂n
p(r0, t0)− p(r0, t0) ∂
∂n
G (r, t|r0, t0)
]
dS
+
∫
V
G (r, t|r0, t0)F(r0, t0)dV, (3.10)
sendo G a função de Green de uma fonte pontual (um monopolo)
localizada em r0, p(r0, t0) a pressão observada na posição r0 na
superfície S0,V o volume englobado por S, ∂∂n = ∇ ·n e F os termos
fonte.
A Equação 3.10 acima é usualmente chamada Equação de
Helmholtz-Kirchhoff, e sua dedução completa pode ser encontrada
nos trabalhos de Bai [81], Shuster [82], e Morse e Feshbach [79].
Figura 3.2.: Diagrama utilizado na derivação da Equação de Helmholtz-
Kirchhoff, adaptado de Schneider [83].
Analisando a Equação (3.10), tem-se que a pressão em qualquer
posição r é dada pela contribuição de monopolos – representados
pela função de Green G – ponderados pela função F(r0) distribuí-
dos no volumeV, somada à contribuição demonopolos G e dipolos
∂
∂n distribuídos na superfície S0, ou seja, a propagação de um frente
de onda se deve a combinação de fontes secundárias distribuídas de
forma contínua, afirmação que corrobora o princípio de Huygens.
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3.2 Método das diferenças finitas
O método das diferenças finitas é um procedimento geralmente
aplicado à resolução de problemas de valores de contorno [84]
normalmente descritosmatematicamente por equações diferenciais
parciais. Foi um dos primeiros métodos a ser utilizado para a
resolução da equação transiente da onda e continua sendo popular
até hoje devido à simplicidade de sua implementação e ao fato de
que problemas de propagação de ondas são adequados paramalhas
uniformes [85].
O princípio básico do método das diferenças finitas consiste em
aproximar a solução do problema de valor de contorno por uma
função definida em umnúmero finito de pontos de umamalha, que
representa o domínio do problema e seu contorno. Nesses pontos,
chamados nós damalha, as derivadas parciais são aproximadas por
diferenças finitas usualmente encontradas com expansões em série
de Taylor. Para uma função f em uma dimensão, os operadores de
diferenças finitas de segunda ordem ficam:
f ′(x) =
f (x+ h)− f (x− h)
h
+ o(h2), (3.11)
f ′′(x) =
f (x+ h)− 2 f (x) + f (x− h)
h2
+ o(h2), (3.12)
sendo h a distância entre os nós e o(h2) um erro de aproximação
proporcional à h2. A Equação (3.11) é chamada equação às
diferenças centrais 1, de forma que as derivadas em qualquer ponto
damalha são aproximadas por diferenças finitas que dependemdos
valores da função nos nós vizinhos.
O problema de interesse deste trabalho envolve a solução da
equação da onda (Equação (3.6)), mais especificamente, envolve a
solução da equação da onda em duas dimensões:
∂2p
∂x2
+
∂2p
∂y2
− 1
c2
∂2p
∂t2
= 0, (3.13)
discretizando as diferenciais parciais e assumindo um espaçamento
1 Tradução do termo em inglês central difference equation
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entre nós igual apara ambas as direções, ∆x = ∆y = h, tem-se
pki+1,j − 2pki,j + pki−1,j
h2
+
pki,j+1 − 2pki,j + pki,j−1
h2
− 1
c2
pk+1i,j − 2pki,j + pk−1i,j
∆t2
= 0, (3.14)
com i representado o índice do nó na direção x, j o índice do nó na
direção y e k o índice discreto da variável temporal t. Simplificando
e isolando o termo de interesse – a pressão no nó para o instante
de tempo seguinte – chega-se à expressão em diferenças centrais de
segunda ordem[87]:
pk+1i,j = 2
(
1− 2α2) pki,j
+ α2
(
pki+1,j + p
k
i−1,j + p
k
i,j+1 + p
k
i,j−1
)
− pk−1i,j , (3.15)
sendo α = c∆t
h
. Tem-se que o valor da pressão no instante seguinte
(k+ 1) depende da pressão observada nos nós vizinhos no instante
atual k e da pressão no instante anterior (k− 1) no próprio nó.
3.3 Implementação do software SimSonic2D
O SimSonic© é um pacote de programas desenvolvido em
2003 pelo pesquisador Emmanuel Bossy durante a realização
de seu trabalho de pós-doutorado [89] no Laboratoire d’Imagerie
Paramétrique em Paris, França . Em resumo, o SimSonic©modela a
propagação acústica linear em meios fluidos ou sólidos através da
implementação de uma solução em diferenças finitas no domínio
do tempo2.
O SimSonic2D é um dos programas do pacote, e implementa
uma solução em FD para domínios com duas dimensões. Sua
implementação é baseada nos trabalhos desenvolvidos por Virieux
[90, 91], que propõe a discretização do domínio espacial na forma
de malhas intercaladas3 tradicionais, um esquema adequado para
2 Finite Difference Time Domain (FDTD)
3 Tradução do termo e inglês staggered grid
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a propagação de ondas elásticas com anisotropia ortotrópica[92],
sendo a propagação de ondas acústicas apenas um caso particular
da propagação elástica. Esse esquema permite, sem qualquer
problema de instabilidade numérica, o acoplamento de um meio
elástico com um meio fluido.
O esquema de Virieux – ao contrário da grande maioria das
formulações númericas, que partem das equações diferenciais
de segunda ordem – parte das equações de movimento e de
elasticidade, que em duas dimensões e na ausência de termos fonte
podem se escritas:
ρ
∂U
∂t
=
∂X
∂x
+
∂T
∂x
, (3.16)
ρ
∂V
∂t
=
∂T
∂x
+
∂Y
∂y
, (3.17)
∂X
∂t
= c11
∂U
∂x
+ c12
∂V
∂y
, (3.18)
∂Y
∂t
= c22
∂V
∂y
+ c12
∂U
∂x
, (3.19)
∂T
∂t
= c66
(
∂V
∂x
+
∂U
∂y
)
, (3.20)
nas equações acima estão omitidos os argumentos (x, y, t) para o
campo de velocidades U (direção x) e V (direção y), para o campo
de tensões (τxx, τxy, τyy) = (X, T,Y), para a densidade ρ e para
componentes do tensor de rigidez do meio cij. Para discretizar
essas equações Virieux propõemalhas intercaladas, tanto no espaço
como tempo. No apêndice da referência [92] o autor fornece um
diagrama que facilita a compreensão destas malhas, um diagrama
similar é apresentado na Figura 3.3.
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x
y
(a) Malha para tempo k. (b) Malha para tempo k+ 12 .
Figura 3.3.: Malhas intercaladas utilizadas na discretização segundo o
esquema de Virieux.
Aplicando um operador de diferenças finitas similar a Equa-
ção (3.11) e considerando as malhas intercaladas, chega-se à
seguinte aproximação em diferenças finitas:
Uk+
1
2
i,j = U
k− 12
i,j +
1
ρi,j
∆t
h
(
Xki+ 12 ,j
− Xki,j+ 12
+Tki+ 12 ,j
− Tki,j+ 12
)
, (3.21)
Vk+
1
2
i+ 12 ,j+
1
2
= Vk−
1
2
i+ 12 ,j+
1
2
+
1
ρi,j
∆t
h
(
Tki+1,j+ 12
− Tki,j+ 12
+Yki+ 12 ,j+1
−Yki+ 12 ,j
)
, (3.22)
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Xk+1
i+ 12 ,j
= Xki+ 12 ,j
+
∆t
h
[
c11
(
Uk+
1
2
i+1,j −U
k+ 12
i,j
)
+c12
(
Vk+
1
2
i+ 12 ,j+
1
2
−Vk+ 12
i+ 12 ,j− 12
)]
, (3.23)
Yk+1
i+ 12 ,j
= Yki+ 12 ,j
+
∆t
h
[
c22
(
Vk+
1
2
i+1,j −V
k+ 12
i,j
)
+c12
(
Uk+
1
2
i+ 12 ,j+
1
2
−Uk+ 12
i+ 12 ,j− 12
)]
, (3.24)
Tk+1
i,j+ 12
= Tki,j+ 12
+
∆t
h
[
c66
(
Vk+
1
2
i+ 12 ,j+
1
2
−Vk+ 12
i− 12 ,j+ 12
)
+c66
(
Uk+
1
2
i,j+1 −U
k+ 12
i,j
)]
, (3.25)
com c11 e c22 avaliados na posição
(
ih+ h2 , jh
)
, e c12 avaliado
na posição
(
ih, jh+ h2
)
. Percebe-se que os campos de tensão e
de velocidade são calculados em instantes diferentes de tempo,
basicamente as tensões em um tempo k são utilizadas para se obter
o campo de velocidades em um tempo k+ 12 enquanto que o campo
de velocidades em um tempo k + 12 é utilizado para o cálculo das
tensões em k + 1, este processo é chamado leapforg devido a estes
saltos no tempo.
No Capítulo 6 serão definidos as geometrias e os parâmetros
dos modelos que serão resolvidos com o Simsonic2D para gerar
os dados que serão utilizados como entrada para os algoritmos de
filtragem de camadas geológicas e imageamento de espalhadores
descritos no Capítulo 5.
4 Processamento sísmico clássico
O modelo de propagação acústica, definido na Seção 3, pode
ser aplicado com duas abordagens distintas. Sabendo-se as
propriedades do sistema de interesse (propriedade dos materiais,
condições de contorno e mecanismos das fontes), pode-se utilizar
os modelos matemáticos de forma direta, obtendo-se a resposta
esperada desse sistema. Outra abordagem ataca o chamado
problema inverso, em que os valores de resposta são conhecidos por
meio damedição de uma grandeza física e deseja-se encontrar mais
informações sobre o sistema que retornou essa resposta [93].
Dentro dos problemas inversos tratados em acústica submarina,
é comum diferenciar duas técnicas chamadas migração e inversão
[94]. Migração, de forma simplificada, consiste de um método
que aplica regras simples de acústica geométrica para facilitar a
interpretação de dados de medições de reflexão, auxiliando no
correto imageamento de refletores. Nesse processo, os refletores
são imageados, mas não há tentativa de se recuperar informações
sobre os parâmetros do meio. A inversão, pelo contrário, tem como
principal foco obter esses parâmetros do meio.
Neste trabalho, o interesse está em compreender os dados obtidos
em investigações sísmicas, com o foco na migração de sinais. Este
capítulo busca apresentar a configuração típica de uma investigação
sísmica, assim como a formas de apresentar os dados obtidos,
dando ênfase ao imageamento baseado na migração de Kirchhoff.
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4.1 Investigações sísmicas
Um experimento de sísmica consiste em emitir um sinal na
forma de pulso acústico, que por sua vez vai propagar pelo meio
e interagir com estruturas presentes, de forma que a energia é
difratada, transmitida (refratada) e refletida. O campo acústico
resultante dessas interações, que carrega informação a respeito do
meio analisado, é então medido por sensores [95].
A Figura 4.1 ilustra uma configuração típica para uma inves-
tigação no ambiente submerso. Neste esquema a subsuperfície
foi representada como um meio composto por uma série de ca-
madas de substrato, cada uma possuindo diferentes propriedades
geoacústicas. A fonte sonora emite uma onda que nas interfaces
entre camadas, devido à diferença de impedância acústica entre os
meios, sofre os fenômenos de reflexão e transmissão [77]. A onda
transmitida é refratada – tem seu ângulo de propagação alterado
– devido às propriedades dos meios. O sinal resultante dessas
interações é medido por um arranjo de N hidrofones, cada um
medidindo um sinal gn.
O objetivo da investigação sísmica ou acústica é obter informa-
ções sobre o meio analisado com base nas características dos sinais
medidos.
4.1.1 Dados de uma investigação de sísmica
Uma forma inicial de expor dados medidos por uma configu-
ração similar à apresentada na Figura 4.1, consiste em apresentar
cada um dos sinais no tempo – usualmente chamados de traços
– de acordo com a distância entre seus respectivos receptores e a
fonte1. A Figura 4.2 (a) apresenta um resultado típico para uma
configuração com sete hidrofones e uma fonte centrada no arranjo,
para a presença de uma interface. Esse tipo de apresentação de
resultado pode ser encontrado com alguns nomes diferentes na
1O chamado offset em inglês.
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Receptores
Embarcac¸a˜o
Fonte
Figura 4.1.: Esquema de uma investicação acústica em ambiente
marinho.
literatura, como sismogramas, perfis sísmicos2, seções sísmicas3.
Verifica-se que os pulsos refletidos pela interface geológica se
apresentam com formato hiperbólico no plano distância – tempo,
isso vale para qualquer onda esférica incidindo sobre um arranjo
linear conforme descrito por Margrave [95]. Sabendo desse
comportamento, uma das ferramentas amplamente utilizadas para
melhorar a interpretação dos dados consiste em compensar esse
efeito (Figura 4.2 (b)), de forma a apresentar os traços como se
os mesmos fossem gerados por um par fonte-receptor em mesma
posição4, esse procedimento é usualmente chamado de remoção do
sobretempo normal5(NMO).
Outra técnica de pré-processamento importante a ser citada
devido a sua ampla utilização em medições sísmicas é o agrupa-
mento de traços6. Esse processamento consiste em empilhar sinais
2Do inglês, seismic profile
3Do inglês, seismic section
4 Configuração chamada zero-offset em inglês.
5 Tradução do termo amplamente utilizado do inglês normal moveout (NMO)
6Do inglês gather
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Figura 4.2.: Traços obtidos para uma configuração de medição com sete
receptores e uma fonte coincidente com o receptor central.
recebidos pelos hidrofones – caso estes hidrofones cumpram uma
série de requisitos, principalmente geométricos – em um único
traço, de modo a melhorar a relação sinal ruído das medições.
Um exemplo da aplicação de um agrupamento de traços pode ser
visto na Figura 4.3. Em cada uma das figuras, os traçosmedidos são
apresentados na cor preta e o traço resultante da combinação de três
(Figura 4.3 (a)), cinco (Figura 4.3 (b)) e sete (Figura 4.3 (c)) traços,
são apresentados na cor azul. É perceptível que a combinação de
um número maior de traços leva a uma redução da amplitude do
ruído, e consequentemente a um melhoramento da relação sinal-
ruído.
7Do inglês commom midpoint gather (CMP)
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Figura 4.3.: Os sismogramas apresentam a aplicação de um tipo de
técnica de agrupamento, chamada agrupamento do ponto médio
comum7, sendo para cada uma utilizado um número diferente de traços
na combinação do agrupamento.
4.2 Migração
Uma última técnica, que juntamente com o NMO e com o
agrupamento de traços, forma os pilares do processamento de
sísmica, é a migração [96]. Conforme definido por Gray [76], a
migração é um método baseado na equação da onda que remove
distorções das medições sísmicas ao transpor eventos para suas
verdadeiras posições espaciais e ao realocar a energia difratada de
volta aos espalhadores que a originou. Dessa forma, a migração
permite delinear detalhadamente características da superfície e da
subsuperfície de fundo do ambiente investigado.
Quando se fala em migração, é comum diferenciá-la como uma
migração do tempo8 ou como uma migração da profundidade9. A
grande diferença entre esses dois tipos demigração, diz respeito aos
perfis de velocidade de propagação da onda utilizados durante a
migração dos dados. Em umamigração do tempo, para cada ponto
do ambiente a ser imageado é atribuído um valor de velocidade
8 Tradução literal do inglês time migration.
9 Tradução literal do inglês depth migration.
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constante, o qual é utilizado no processo de migração, sendo que
esses valores não necessariamente correspondem com o perfil real
de velocidades. Já a migração de profundidade, dado um perfil
real de velocidades, produziria uma imagem conforme o ambiente
imageado, o problema dessemétodo está no fato de que esses perfis
de velocidade não estão prontamente acessíveis e envolvem um
processo de estimativa, tornando o método complexo e custoso.
As técnicas de migração ainda podem ser divididas em três
outros grandes grupos: (1) as técnicas baseadas na solução de
equação da onda na forma integral; (2) as técnicas baseadas em
diferenças finitas e (3) as técnicas baseadas na transformação
de coordenadas para o domínio frequência-número de onda.
Explicando brevemente, as técnicas baseadas em diferenças finitas
partem do princípio de que um perfil sísmico medido por uma
configuração em zero-offset10 pode ser gerado por um modelo
onde fontes pontuais distribuídas ao longo da superfície refletora
disparam ao mesmo tempo, de forma que a frente de onda para
o tempo t = 0 s deve ter a mesma forma da superfície refletora,
bastando então extrapolar o campo sonoro medido no arranjo de
receptores para as demais profundidades e avaliar a distribuição
de energias para o tempo t = 0 s. As técnicas baseadas na
transformação de coordenadas tem como princípio transformar os
traços medidos no domínio do tempo e espaço para o domínio da
frequência e número de onda, permitindo fazer a continuação11 e
o imageamento em um único passo. A migração de Kirchhoff, por
sua vez, será a técnica utilizada ao longo deste trabalho, cabendo
uma descrição mais profunda do seu embasamento teórico.
4.2.1 Migração de Kirchhoff
A migração de Kirchhoff [83] está intimamente ligada ao
princípio de Huygens citado na Seção 3.1.2, de forma que seu
10 Par fonte-receptor em mesma posição.
11Um termo muito utilizado quando a migração é explicada vem do inglês
downward continuation e significa extrapolar/continuar o campo acústico conhe-
cido em determinados pontos (nos receptores) para as maiores profundidades.
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embasamento matemático parte da Equação (3.10). A configuração
do experimento de sísmica assume que no volume investigado
não existem fontes, apenas refletores e espalhadores, e também
assume que não existem valores inicias anteriores ao pulso emitido
pela(s) fonte(s), de forma que a integral sobre o volume presente na
Equação (3.10) pode ser ignorada [83], restando apenas a integral
de superfície
p(r, t) =
∫
dt0
∫
S0
[
G
∂
∂n
p(r0, t0)− p(r0, t0) ∂
∂n
G
]
dS, (4.1)
com o valor p(r0, t0) representando os valores medidos nos
receptores. Isso limita as possibilidades da função de Green G ,
que deve ter valor zero em toda a superfície S0 de modo a garantir
que o gradiente de p(r0, t0) em S0, uma grandeza física de difícil
obtenção, seja eliminado. Uma das possíveis funções que possui
essas propriedades representa uma fonte pontual localizada em r0
somada a sua imagem negativa em relação ao plano Z = 0 m,
aplicando essa função à Equação (4.1) e simplificando, obtém-se
p(r, t) =
∫
dt0
∫
S0
p(r0, t0)
∂
∂n
[
δ
(
t0 − t− Rc
)
R
]
dS, (4.2)
com R = |r − r0| e δ é a função Delta de Dirac [97]. Essa equação
pode sermais uma vez simplificada, considerando S0 o plano Z = 0
m e realizando a integração em t0, logo:
p(r, t) = − ∂
∂z
∫
S0
p
(
r0, t+ Rc
)
R
dS. (4.3)
A Equação (4.3) ainda não representa diretamente a migração,
pois ela não fornece um único valor para cada ponto no espaço,
mas sim um valor p(r, t) função do tempo. Para realizar a migração
e obter um valor único para cada ponto do espaço, a Equação (4.3)
deve ser avaliada no tempo em que o pulso emitido pela fonte s
chega ao ponto avaliado r, ou seja, deve-se aplicar t = R0/c [98], em
que R0 = |r− rs| é distância entre a fonte s e o ponto de interesse r.
Para um problema prático, não se conhece os valores de p(r0, t)
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para toda a superfície, mas sim para pontos discretos nessa
superfície onde estão localizados os transdutores. Desse modo,
deve-se interpretar a Equação (4.3) para umnúmerofinito de pontos
da superfície S0. Tem-se que a integral representa o somatório dos
valores medidos para cada um dos hidrofones, sendo que cada
região do espaço imageado édadapor seudevido tempode viagem,
tal que
p(r) =
N
∑
n=1
pi
(
R0(r)+Ri(r)
c
)
Ri
. (4.4)
Esse resultado pode ser interpretado da seguintemaneira: o sinal
medido em um determinado receptor para um determinado tempo
t, pode conter informação de eventos de reflexão que ocorreram em
qualquer ponto de uma elipse cuja soma dos tempos R/c e R0/c
seja igual a t, ou seja, cada ponto do espaço investigado agiria como
uma fonte secúndária de Huygens, emitindo uma cópia do pulso
imediatamente após receber a incidência do sinal direto.
A Figura 4.4 mostra um exemplo do imageamento obtido para
uma fonte e um arranjo dispostos na coluna d’água em um meio
com apenas uma interface rígida. As Figuras 4.4 (a) e 4.4 (b)
mostram as elipses resultantes do imageamento separado para
apenas dois hidrofones, o primeiro colocado na mesma posição
da fonte – e por essa razão apresentando um círculo ao invés
de uma elipse – e o segundo deslocado 15 m na direção de x
positivo. Pela definição do problema, sabe-se que existe apenas
uma região no espaço na qual seriam observados valores, sendo
essa a posição da reflexão especular em relação ao centro do arranjo,
porém o sinal medido isoladamente pelos hidrofones não permite
localizá-la. Para encontrar esse ponto – conforme descrito na
Equação (4.4) – realiza-se somatório da resposta das elipses dos
diversos pares fonte-receptor. O resultado dessa soma pode ser
visto na Figura 4.4 (c), na qual se verifica que na proximidade
dos pontos que realmente apresentam a superfície refletora, as
amplitudes somam de forma coerente resultando em um resultado
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maior do que o observado nos pontos que não apresentam uma
interface. Esse mapa pode ser interpretado como uma espécie de
medição da probabilidade de a energia sísmica ser oriunda desses
pontos [99].
Distaˆncia(m)
P
ro
fu
n
d
id
ad
e(
m
)
 
 
−10 0 10 20 30 40 50 60 70−30
−20
−10
0
10
20
30
Fonte
Arranjo
Hidrofone 1
Interface
−10
−8
−6
−4
−2
0
(a) p1 com hidrofone 1 posicionado na
mesma posição da fonte.
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(b) p50 com hidrofone 5 a 6 m da fonte.
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(c) p(r) somado para todos os hidrofones.
Figura 4.4.: Migração dos sinais de cada um dos hidrofones. As
Figuras 4.4 (a) e 4.4 (b) mostram o imageamento separado para dois
hidrofones e a Figura 4.4 (c) o imageamento completo.
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4.3 O arranjo linear
Na Seção anterior, quando a Equação (4.4) foi escrita, deixou-
se implícito um processo de amostragem do campo acústico
no domínio do espaço e do tempo. No caso do domínio do
espaço, os receptores realizam esta amostragem, sendo que sua
geometria e suas propriedades influenciam em como o campo
é medido: o comportamento observado pode ser direcional –
maior sensibilidade para alguma direção de propagação – ou
omnidirecional. Essa direcionalidade muitas vezes é desejável,
pois pode melhorar a relação sinal-ruído da medição, a resolução
dos resultados, assim como permitir uma melhor determinação da
direção de chegada do sinal. Uma das formas de obter um sensor
direcional é combinar um conjunto de receptores, chamado arranjo,
e processar seus sinais individuais para formar um único sinal.
Porém, uma série de fenômenos relacionados à amostragem e ao
janelamento espacial devem ser levados em consideração quando
da criação de uma arranjo.
Ao amostrar o espaço em pontos discretos, com elementos
periodicamente espaçados no caso de um arranjo uniforme linear,
por exemplo, tem-se o comportamento de um filtro espacial
e os dados medidos estarão sujeitos aos efeitos de aliasing,
espalhamento12 e o vazamento13 [100].
4.3.1 Aliasing
O efeito de aliasing ou "dobramento" acontece quando um espaço
(ou sinal) contínuo é amostrado em porções discretas. O que
pode acarretar na criação de cópias (ou aliases em inglês) que irão
interferir na descrição do espaço (ou sinal) original contínuo.
Dada uma função g(x, t) contínua em x, pode-se amostrá-la em
um número finito de pontos através da sua multiplicação por um
trem de impulsos [101] com espaçamento igual a d, de forma que
12 Tradução do termo em inglês smearing.
13 Tradução do termo em inglês leakage.
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a função amostrada gs(n, t) é uma combinação linear de deltas de
Dirac modulados, conforme mostrado na Figura 4.6.
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Figura 4.5.: Representação de um sinal contínuo e sua amostragem no
domínio do espaço para um tempo qualquer t0.
Ao transformar o sinal amostrado para o domínio da frequência
espacial, chamado domínio do número de onda, chega-se ao
espectro amostrado
Gks(k, t) =
∞∫
−∞
[
g(x, t)
∞
∑
n=−∞
δ(x− nd, t)
]
eikxdx,
Gks(k, t) =
∞
∑
n=−∞
∞∫
−∞
[
g(x, t)eikx · δ(x− nd, )
]
dx,
Gks(k, t) =
∞
∑
n=−∞
g(nd, t)eiknd. (4.5)
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Analisando a Equação (4.5)14, percebe-se que Gks é periódico
com período em números de onda igual a 2π/d. É possível mostrar
que Gks pode ser escrito como uma combinação linear de cópias
deslocadas do espectro da função contínua, tal que
Gks(kd, t) =
1
d
∞
∑
p=−∞
Gk
(
k− 2πp
d
)
, (4.6)
essa equação implica que, caso o sinal contínuo g(x, t) apresente
componentes de frequência com número de onda |k| > π/d, a
combinação das réplicas do espectro Gk (k− 2πp/d) se sobrepõe
(ocorre o aliasing), e Gks é diferente de Gk em um período. A
Figura 4.6, mostra o aparecimento de artefatos (lóbulos laterais) na
localização de uma fonte pontual em campo livre devido ao aliasing
espacial provocado pelo aumento da distância entre elementos d.
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(a) d = λ/8.
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(b) d = λ/2.
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(c) d = 2λ.
Distância(m)
Pr
of
un
di
da
de
(m
)
 
 
20 22 24 26 28 30 32 34 36 38
0
2
4
6
8
10
12
14
16
18
Hidrofones
(d) d = 10λ.
Figura 4.6.: Influência de aliasing espacial na localização de uma fonte
pontual em campo livre emitindo um chirp de 3000 Hz a 7000 Hz por
arranjos de 10 m para diferentes distâncias entre elementos (d).
14 Por uma questão de convenção foi utilizado o sinal positivo para a
Transformada de Fourier e sinal negativo para a sua inversa.
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4.3.2 Espalhamento e vazamento
Além de amostrar o espaço em pontos discretos, um arranjo de
receptores estabelece limites ao espaço amostrado. Um arranjo com
um número infinito de elementos por exemplo, quando tem seu
comprimento limitado, funciona como uma janela espacial, tal que
o sinal medido pode ser representado como
gw(n, t) = g(x, t)w(x), (4.7)
com os limites do arranjo prontamente considerado ao assumir
valores zero para a janela w em regiões não cobertas pelo arranjo.
Dessa forma, tem-se que o espectro no domínio de número de onda
do sinal medido é a convolução do espectro do sinal com o espectro
da janela
Gw(k, t) =
π/d∫
−π/d
G(κ, t)W(k− κ)dκ.
Para um caso de uma janela retangular, tem-se que o espectro
G será convoluído com um seno amortecido, isso implica em um
espalhamento do espectro em um lóbulo principal e seu vazamento
em lóbulos laterais. Com o objetivo de alterar os efeitos de
espalhamento e vazamento, é possível aplicar diferentes janelas w
como peso durante o imageamento. As Figuras 4.7 e 4.8 mostram
diferentes janelas (Figura 4.7 (a)) e os seus efeitos na localização de
uma fonte emitindo um sinal de onda contínua15 de 5000 Hz.
Na Figura 4.7 (b) é possível ver a resposta obtida na linha (plano)
em que a fonte está presente. A Figura 4.8 mostra o mesmo estudo,
mas para o imageamento em todas as linhas. A grande diferença
entre as respostas para cada janela está no compromisso entre a
largura do lóbulo principal e a amplitude e decaimento dos lóbulos
laterais.
15Um sinal de amplitude e frequência contínuos, do inglês contiuos wave (CM).
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(a) Janelas.
(b) Resposta.
Figura 4.7.: Resultado de imageamento obtido apenas na mesma linha
que fonte. O sinal de entrada é um seno de 5000 Hz, com um arranjo de
10 m e 333 hidrofones (d = λ/10) para diferentes pesos w.
Para a janela retangular, obtém-se a menor largura de pico, o
que seria uma boa característica para um sistema em que se deseja
encontrar fontes próximas, porém os lóbulos laterais tem uma
amplitude grande quando comparado às outras janelas e inserem
artefatos na imagem que podem ser confundidos com fontes. As
demais janelas seguem uma mesma tendência: aumentando a
largura do lóbulo principal em relação ao obtido com a janela
retangular, reduzindo a amplitude e aumentando o decaimento
dos lóbulos laterais. Janelas como a Gaussiana e a Hanning
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[101] apresentam grande redução dos lóbulos laterais, mas perdem
resolução na direção transversal, pois o lóbulo principal é quase
duas vezes maior do que aquele obtido com a janela retangular.
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Figura 4.8.: Imageamento de uma fonte em regime permanente emitindo
um seno de 5000Hz, comumarranjo de 10m e 333 hidrofones (d = λ/10)
para diferentes pesos w.
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4.3.3 Relação sinal-ruído e resolução espacial
Busca-se uma combinação de configuração de arranjo e de sinal
de entrada da fonte cujo sinal medido, após imageado, represente
da melhor maneira possível o ambiente de interesse. Para tal, é
importante que a relação sinal-ruído e a resolução espacial obtidos
sejam satisfatórios.
4.3.3.1 Relação sinal-ruído
A relação sinal-ruído é definida como a razão entre a potência do
sinal de interesse Psinal e a potência do ruído Pruído,
SNR = Psinal
Pruído
· (4.8)
Durante uma medição não se tem controle sobre a potência do
ruído, de forma que a opção direta para melhorar a relação sinal-
ruído seria aumentar a potência inserida.
A primeira forma de aumentar a potência inserida consiste em
aumentar a potência aplicada na fonte, porém existe um limite para
essa potência, pois a partir de certo nível ocorre formação de bolhas
na superfície do transdutor por meio do fenômeno de cavitação
[102]. EsSas bolhas resultam em perdas de potência sonora devido
à absorção e o espalhamento que adicionam. A outra forma de
aumentar a potência inserida consiste em manter a potência da
fonte e aumentar o tempo em que ela fica ativa, esse método é
eficiente mas requer uma avaliação da forma do sinal emitido, pois
impacta diretamente na resolução espacial do sistema de medição.
No Capítulo 5 será apresentado o matched filtering, uma técnica de
processamento que permite o uso de sinais longos, mantendo boa
resolução espacial.
4.3.3.2 Resolução espacial
A resolução espacial descreve a habilidade do sistema de
medição em distinguir diferentes objetos localizados em diferentes
posições no espaço, ou seja, ela descreve o nível de detalhamento
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alcançável no processo de imageamento. Nesse sentido existem
dois quesitos que devem ser levados em consideração na definição
da resolução espacial, o primeiro envolve o tamanho do pulso
sonoro enviado, e o segundo envolve a geometria do arranjo.
Como a identificação do ambiente é realizada por meio da leitura
dos ecos do pulso enviado, o tamanho desse pulso define a menor
dimensão possível para se diferenciar alvos na direção radial em
relação ao centro do arranjo. A fórmula usualmente utilizada para
caracterizar essa resolução radial é dada [40]
Rd =
c0
2
Tp, (4.9)
com uma resolução na direção de propagação Rd observada em
função do tamanho do pulso Tp (Figura 4.10). Quanto menor Rd
maior é o nível de detalhamento obtido pelo sistema de medição,
seria então esperado que idealmente o pulso gerado deveria ser
o menor praticável, de modo a se obter a melhor resolução
possível. Porém, conforme citado anteriormente, a relação sinal-
ruído também está relacionada de maneira direta com o tamanho
de pulso, o que estabelece uma relação de compromisso entre a
resolução espacial e a relação sinal-ruído.
Figura 4.9.: Esquema para compreensão do conceito de resolução radial.
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Uma forma de contornar esse problema envolve utilizar um
sinal de frequência modulada, também chamado de chirp ou sine
sweep, em conjunto com um processamento de matched filter16.
O procedimento de matched filtering permite a localização de um
sinal conhecido, mesmo quando somado a um ruído de fundo
desconhecido [103], por meio da aplicação de uma operação de
correlação cruzada entre o sinal medido g(t) e o sinal de entrada
conhecido sin(t):
gmatched = E [sin(t)g(t+ ∆t)] , (4.10)
gmatched = F−1 {S( f )G∗( f )} (4.11)
sendo F−1 a Transformada inversa de Fourier, gmatched o sinal
filtrado, δt o atraso, Sin( f ) e G( f ) as Transformadas de Fourier de
sin(t) e g(t), respectivamente, e (·)∗ indica o conjugado complexo.
O resultado desse procedimento é uma réplica da autocorrelação
do sinal sin(t) para cada instante de tempo em g(t) em que ele
é observado. Quando aplicados para sin(t) do tipo chirp esse
procedimento tem o efeito de comprimir o sinal em um pulso
de tamanho proporcional à largura de banda (BW) do chirp [6].
Tornando a resolução função desta largura de banda:
Rd =
c0
2BW · (4.12)
Esse procedimento alcança boas resoluções espaciais para tama-
nhos maiores de pulso, o que possibilita uma maior relação sinal-
ruído.
O segundo quesito que deve ser levado em conta quando
da definição de resolução espacial é a geometria do arranjo.
Para arranjos lineares sabe-se que o seu comprimento total,
usualmente chamado de abertura do arranjo, e que o plano de
imageamento, afetam diretamente nos resultados de obtidos. O
conceito de resolução de Rayleigh, bastante difundido na literatura
e profundamente discutida em [104, 105], estipula uma equação
16 Termo usualmente utilizado que poderia ser traduzido diretamente como
"filtro casado".
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para calcular a resolução na direção transversal em função dos
fatores citados anteriormente, sua forma simplificada é dada por
R⊥ =
H
Lθ
λmax, (4.13)
com H representando a distância entre o arranjo e o plano focal,
λmax omaior comprimento de onda das frequências analisadas e Lθ
a abertura aparente do arranjo, dada por Lθ = Lsen(θ) sendo θ o
ângulo com o qual a onda incide no arranjo.
Figura 4.10.: Abertura aparente do arranjo, enxergada por uma onda
incidente com uma angulação θ.
De acordo com a Equação (4.13), uma boa resolução poderia
ser garantida com o aumento da abertura do arranjo, porém
ela considera um arranjo de abertura contínua, com infinitos
elementos ao longo do seu comprimento, quando na realidade
um arranjo tem um número finito de elementos. Como visto na
Seção 4.3.1, a discretização do arranjo implica em uma amostragem
espacial sujeitando o imageamento ao fenômeno de aliasing e o
aparecimento de lóbulos espúrios durante o imageamento com
um arranjo linear de receptores pode ser evitado ao se respeitar a
condição dada por [105, 106]
d ≤ λmin
2
, (4.14)
sendo λmin o menor comprimento de onda avaliado na análise.

5 Algoritmo de detecção de objetos
enterrados
Conforme exposto nos capítulos anteriores, a concepção de um
método para a detecção de objetos enterrados na subsuperfície
de ambientes submersos traria grande benefício para a indústria
de extração e distribuição de petróleo, mas também poderia
ser usufruído na localização de artefatos arqueológicos e no
planejamento e acompanhamento de obras civis como pontes e
portos.
O método proposto neste trabalho parte de medições ou
simulações em que um pulso acústico é gerado por uma fonte
localizada na coluna d’água, o sinal refletido juntamente com os
sinais espalhados pelo ambiente é medido por um arranjo de
hidrofones. A partir da leitura desses dados é possível extrair
informações do sistema, porém é necessário interpretá-los, pois
junto com as informações de interesse – relacionadas aos objetos
enterrados – estão somados diversos efeitos, como as reflexões
nas interfaces geológicas, o ruído ambiente, as múltiplas reflexões
na superfície do mar, o relevo e a rugosidade da subsuperfície e
as ondas espalhadas por heterogeneidades, como peixes e algas
na coluna d’água. Algumas dessas complexidades – como as
múltiplas reflexões, o relevo e a rugosidade do fundo e a presença
de espalhadores na coluna d’água – não serão consideradas neste
trabalho. Mas ainda assim, o algoritmo de detecção deve aplicar
algumas ferramentas que facilitem a interpretação dos dados
medidos.
A Figura 5.1 ilustra como o algoritmo de detecção de objetos
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enterrados é dividido. Inicialmente é aplicado um matched filter,
com o objetivo de aumentar a relação sinal-ruído e permitir a
localização de ecos. O sinal referente ao caminho direto entre
a fonte e os hidrofones é retirado do sinal. Os dados filtrados
são então imageados com o algortimo de imageamento de fonte
imagem. Como os resultados desse imageamento apresentam
muita informação não correlacionada, que podem mascarar a
posição das fontes imagem, utiliza-se um fator de coerência como
máscara para restringir o espaço de busca das fontes imagem. Na
sequência, antes de se realizar a localização das fontes imagem, é
aplicado um Filtro Gaussiano em duas dimensões, para suavizar
a imagem e reduzir o número de máximos locais. Com essa
imagem restringida e filtrada, realiza-se a localização das fontes
imagem. Tendo a posição das fontes imagem, é possível realizar
a filtragem dos sinais de reflexões nas interfaces geológicas para
cada hidrofone. O último passo é realizar o imageamento clássico
com os dados filtrados, permitindo a localização dos espalhadores
enterrados.
Matched
Filtering
Filtro 
sinal 
direto
Fonte 
imagem
Imageamento
Filtragem 
camadas
Localização
Figura 5.1.: Fluxograma das ferramentas implementadas no algoritmo
de detecção de espalhadores enterrados.
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Este capítulo apresenta a teoria envolvida em cada umdos passos
descritos na Figura 5.1.
5.1 Matched Filtering
Devido à complexidade do ambiente submerso, o sinal medido
por um arranjo de hidrofones acaba por apresentar sinais não
correlacionados com o pulso enviado, que são registrados como
ruído nas medições. No Seção 3, o matched filter foi apresentado
como uma ferramenta aplicada para se obter uma melhor relação
sinal-ruído, porém cabe definir de forma detalhada o conceito do
matched filter e o resultado prático de sua aplicação.
Sistemas de sonar são um bom exemplo de aplicações em que
se deseja localizar um sinal conhecido em meio a ruídos não
correlacionados, o filtro projetado para cumprir essa função deve
corresponder com o sinal conhecido, por essa razão este tipo de
filtro é chamado de matched filter [103]. Para compreender melhor
a construção do matched filter, parte-se de um exemplo simples,
um sinal medido y(t), composto por um sinal conhecido s(t),
ponderado por α, atrasado em t1 e na presença de ruído n(t):
y(t) = αs(t− t1) + n(t). (5.1)
Deseja-se então projetar um filtro m(t) que quando aplicado à
y(t) resulte em uma função que permita que o atraso t1 possa ser
facilmente localizado. A função ideal para realizar essa localização
seria uma que apresentasse valores apenas para t = t1, ou seja,
deseja-se que a convolução do sinal medido com o filtro seja um
Delta de Dirac, assim:
y(t)∗mideal(t) = [δ(t− t1)∗ αs(t)∗mideal(t)] + n(t)∗mideal(t),
= αδ(t− t1) + 0(t),
(5.2)
sendo o símbolo ∗ o operador convolução, e 0(t) uma represen-
tação do valor zero para qualquer tempo t. Para o domínio da
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frequência, tem-se
Y( f )Mideal( f ) = e−2 iπ f t1 αS( f )M( f ) + N( f )Mideal( f ),
= α e−2 iπ f t1 +0( f ),
(5.3)
sendo Y( f ) a Transformada de Fourier de y(t) e Mideal( f ) a
Transformada de Fourier do filtro mideal(t), usualmente chamada
de função de transferência do filtro. As Equações (5.2) e (5.3)
determinam duas condições que devem ser satisfeitas. A primeira
condição
n(t)∗mideal(t) = 0(t)⇒ N( f )Mideal( f ) = 0( f ), (5.4)
não traz conclusões construtivas, pois para que seja satisfeita, das
duas uma, ou N( f ) = 0 Pa ou M( f ) = 0. Já a segunda condição
determina que
αs(t)∗mideal(t) = δ(t)⇒ αS( f )Mideal( f ) = 1( f ). (5.5)
A Equação (5.5), permite verificar que o matched filter projetado
deve ser recíproco ao sinal conhecido s(t), chegando-se às seguintes
formas para a função de transferência do filtro:
Mideal( f ) =
1
αS( f )
=
S∗( f )
α |S( f )|2 =
e− iφ(S( f ))
α |S( f )| , (5.6)
com φ sendo a fase do sinal S. Essas expressões por si só limitam
o filtro, pois exigem que S( f ) ̸= 0 para todo f , mas sua análise
é importante por fornecer indícios de como deve ser a forma do
matched filter. Utilizando a segunda igualdade para construir a
resposta impulsiva do filtro, tem-se
mideal(t) = F−1 {S∗( f )} ∗F−1
{
1
α |S( f )|2
}
,
=
1
α
s∗(−t)∗F−1
{
1
|S( f )|2
}
.
(5.7)
O primeiro termo, s∗(−t) cancela a fase do sinal conhecido
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s(t), fazendo com que o conteúdo da fase contenha apenas a
informação do deslocamento t1, enquanto que o segundo termo
F−1
{|S( f )|−2} compensa S( f ) para as frequências nas quais seus
valores sejam pequenos, de forma a garantir que o resultado do
sinal filtrado seja o mais próximo de um Delta de Dirac. Porém
esse termo de amplificação pode ser um problema quando o ruído
presente em y(t) for de banda larga [103], pois qualquer ruído
presente nas frequências em que S( f ) << 1 será amplificado.
Para casos reais, uma estratégia para evitar esse problema envolve
desconsiderar o termo de amplificação
m(t) = s∗(−t). (5.8)
Essa equação define o matched filter clássico. Aplicando o filtro ao
sinal medido tem-se que
y(t)∗ s∗(−t) = αδ(t− t1)∗ s(t)∗ s∗(−t) + n(t)∗ s∗(−t)
= αδ(t− t1)∗ Rss(t) + n(t)∗ s∗(−t) (5.9)
sendo Rss a autocorrelação do sinal s. Ou seja, nesta equação
é verificada a afirmação dada na Seção 3 de que a aplicação do
matched filter resulta em um cópia escalonada da autocorrelação do
sinal de entrada para cada tempo em que ele se repetir.
A Figura 5.2 é apresentada com o intuito de ilustrar a aplicação
do filtro para diferentes sinais de entrada. As Figuras 5.2 (a) e
5.2 (b) mostram dois sinais utilizados como fonte, o primeiro sendo
um chirp de 0,05 s com frequência inicial de 1000 Hz e final de
4000 Hz modulado por uma Gaussiana de desvio padrão 1/3 e o
segundo sendo um pulso com espectro Gaussiano1 centrado em
2500 Hz e com largura de banda de 3000 Hz . Aplicando esses
sinais como entrada em uma simulação (conforme a configuração
47# (Tabela 6.3) sem os espalhadores) e adicionando um ruído
da mesma ordem de grandeza que as reflexões, obtém-se para
o primeiro hidrofone do arranjo os sinais medidos mostrados
nas Figuras 5.2 (c) e 5.2 (d). Aplica-se então o matched filter
1Um espectro com forma Gaussiana, com desvio padrão tal que garante uma
largura de banda de 3000 Hz.
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para ambos os sinais, resultando nas Figuras 5.2 (e) e 5.2 (f).
Destaca-se que, para ambos os sinais, a aplicação do matched filter
confere considerável redução do ruído de fundo, permitindo a
localização das reflexões. Porém uma diferença perceptível entre
a Figuras 5.2 (e) e 5.2 (f) é observada na relação sinal-ruído, sendo
esta perceptivelmente maior quando utilizado um chirp como sinal
de entrada.
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Figura 5.2.: Resultado da aplicação do matched filter para um sinal
simulado quando o pulso de entrada é um chirp modulado por uma
Gaussiana ou um pulso.
5.2 Filtragem do sinal direto
Verifica-se na Figura 5.2 (e) que o sinal que incide diretamente
da fonte no hidrofone possui uma amplitude muito maior do
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que aquela observada proveniente das reflexões nas camadas
geológicas. EsSa mesma diferença será observada na imagem
gerada a partir desses sinais, o que pode dificultar na interpretação
do mapa e na localização das fontes imagens. Propõe-se então
a retirada do sinal referente ao caminho direto entre a fonte e os
hidrofones.
O primeiro passo para a filtragem do sinal direto passa por
definir a duração do pulso comprimido. Uma forma de obter
esse valor consiste em identificar a duração do pulso obtido com
a auto-correlação do sinal de entrada, já que, sabe-se que os pulsos
observados no sinal filtrado são justamente cópias escalonadas da
auto-correlação do sinal de entrada.
Primeiramente, com o objetivo de facilitar a obtenção automática
dessa duração do pulso, é utilizado um artifício matemático. São
derivados sinais analíticos a partir dos sinais medidos para cada
um dos hidrofones. Esse sinal analítico é uma forma de representar
um sinal real gn(t) como um sinal complexo, tal que
gHn (t) = gn(t) + iH {gn(t)}, (5.10)
na qual gHn (t) é o sinal analítico do hidrofone n e H é o operador
Transformada de Hilbert. Representar o sinal dessa forma facilita
algumasmanipulações matemáticas, pois ela permite representar o
sinal por uma amplitude e uma fase instantâneas, logo:
gHn (t) = Gˆ(t)eiφ(t), (5.11)
com Gˆ(t) representando a amplitude instantânea e φ a fase
instantânea do sinal. Essa forma de representação, promove fácil
acesso à envoltória do sinal, bastando calcular a magnitude do seu
sinal analítico. A Figura 5.3 mostra um exemplo de sinal resultante
da auto-correlação do sinal de entrada e seu envoltório obtido
através da magnitude de seu sinal analítico.
Tendo a envoltória da auto-correlação do sinal de entrada, basta
encontrar o tamanho do vetor para o qual os valores são maiores
que zero para se encontrar a duração do pulso. Porém, devido
a forma como o cálculo computacional é realizado, os valores
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Figura 5.3.: Exemplo de um sinal resultante do processamento dematche
filtering e sua envoltória obtida através da magnitude de seu sinal
analítico.
não são exatamente zero, tornando necessário estipular um limite
manual para o zero aproximado. Com o intuito de automatizar
este processo, verificou-se que ao apresentar esta envoltória com
uma escala em decibels, são observados diversos mínimos locais,
conforme pode ser visto na Figura 5.4. A distância entre os dois
mínimos mais próximos à região central foi escolhida como a
duração do pulso.
Comaduraçãodopulso emmãos, o procedimento para a retirada
do sinal direto envolve localizar o tempo em que o sinal direto
ocorre e aplicar uma janela do tamanho do pulso na qual os valores
são subtraídos, assim,
gdirn (t) = gn(t)− gn(t)Π(t− tdn) (5.12)
na qual gdirn representa o sinal para o hidrofone n sem o sinal direto,
tdn respresenta o tempo de percurso da fonte até o hidrofone n e Π
uma janela tal que,
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Figura 5.4.: Mesma envoltória do sinal conforme Figura 5.3, mas
apresentada na escala dB (ref = 1).
Π(t− tdn) =

1 t < (tdn − τp2 )
0 (tdn − τp2 ) ≤ t ≤ (tdn +
τp
2 )
1 t > (tdn +
τp
2 )
(5.13)
sendo τp a duração do pulso. A Figura 5.5 mostra o resultado desse
processamento.
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Figura 5.5.: Exemplo de um sinal resultante do processamento de
filtragem do pulso direto.
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5.3 Imageamento de Fonte Imagem
A próxima etapa no procedimento de localização de objetos
enterrados envolve identificar as interfaces geológicas. Pinson
[8, 9, 107] desenvolve um método sísmico para a determinação
de parâmetros geoacústicos baseado na representação do campo
acústico em um ambiente submerso como a sobreposição do campo
de fontes imagem. A escolha de representar o sistema dessa forma,
como comenta o autor, permite identificar o número de camadas
e suas características. As próximas seções descrevem o método
da fonte imagem, as devidas aproximações assumidas para que o
mesmo seja válido para o problema proposto, e a sua utilização para
a identificação das interfaces geológicas emumambiente submerso.
5.3.1 Método da fonte imagem
O método da fonte imagem é um dos métodos mais utiliza-
dos para o modelamento da propagação acústica em ambientes
fechados (acústica de salas), ele consiste em uma forma meticulosa
de construir uma solução da função de Green para diversas
condições de contorno [108]. Esse método tem suas raízes em ótica
geométrica, porque a sua aplicação passa por assumir os contornos
nos quais a onda acústica incide como espelhos, produzindo uma
fonte virtual da fonte real espelhada em relação ao contorno [109].
Tem-se que o tempo para a propagação da onda da fonte virtual
ao receptor será exatamente igual ao tempo de propagação da
fonte real ao receptor pelo menor caminho de reflexão no contorno
(reflexão especular).
ConformeKovitz [110], amelhor forma de descrever ométodo da
fonte imagem é por meio de um exemplo. A Figura 5.6 mostra uma
fonte sonora, representada como um círculo preenchido, imersa
em um meio com propriedades acústicas c0 e ρ0, e posicionada
nas coordenadas (xs, zs). Nas imediações dessa fonte existe uma
interface com um outro meio de propriedades acústicas c1 e ρ1.
Segundo o método das fontes imagem, a alteração no campo
acústico introduzida por essa interface pode ser contabilizada ao
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se adicionar uma imagem da fonte original espelhada em relação
à interface, nesse exemplo posicionada nas coordenadas (xs,−zs)
e representada como um círculo vazio. Dessa forma, o campo
acústico medido pelo receptor, representado pelo quadrado vazio
posicionado em (x, z), é a sobreposição dos campos gerados por
essas duas fontes.
Figura 5.6.: Esquema do princício do método de fonte imagem.
Em termos matemáticos, tem-se que a solução da equação da
onda não homogênea para esse exemplo pode ser escrita como o
somatório de duas soluções para fontes elementares em campo livre
(Funções de Green), uma localizada na fonte real e a outra na fonte
imagem, de forma que a resposta impulsiva2 do sistema se torna:
h(t) =
δ(t− r0c0 )
r0
+
δ(t− rimc0 )
rim
, (5.14)
dados,
r0 =
√
(x− x0)2 + (y− y0)2 + (z− zs)2 , (5.15)
rim =
√
(x− x0)2 + (y− y0)2 + (z+ zs))2 , (5.16)
as distâncias fonte-receptor e fonte imagem-receptor, respectiva-
2 Resposta do sistema a uma excitação pontual igual (ou próxima) a um Delta
de Dirac.
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mente. Sendo a resposta do sistema dada pela convolução da
resposta impulsiva com um sinal de entrada qualquer s(t),
g(x, z, t) = h(t)∗ s(t). (5.17)
EsSe conceito pode ser expandido para qualquer número sucessivo
de reflexões nos contornos. A resposta impulsiva de uma sala
fechada, por exemplo, pode ser obtida de forma simples conforme
ressalta Romano [108], basta seguir os passos:
1. Expandir todas as possíveis posições das fontes imagem;
2. Obter o tempo de propagação da onda das fontes imagem até
o ponto de interesse (receptor);
3. Levar em conta a redução da pressão acústica devido ao
espalhamento esférico/cilíndrico;
4. Levar em conta as condições de contorno, que podem
apresentar diferenças de impedância, que devem adicionar
um termo de escalonamento da amplitude (Ai) na resposta;
5. A resposta impulsiva é o somatório da contribuição de todas
as fontes, reais e virtuais:
h(t) =
n
∑
i=0
Aiδ(t− ∆ti)
ri
, (5.18)
sendo ∆ti o tempo de propagação da onda de dada
fonte/fonte imagem i até o receptor, sendo que
∆ti =
ri
c
. (5.19)
Este princípio de aproximar reflexões como fontes imagens já
vem sendo usados a muitos anos. Eyring [111] em 1930 propôs
um método para a obtenção de uma forma de equacionamento do
tempo de reverberação de salas. Mintzer [112] em 1950 avaliou a
aplicação dométodo da fonte imagem em diferentes configurações,
como comapenas umplano refletor, dois planos refletores paralelos
e uma sala retangular. Allen [113] em 1979 discutiu um método de
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simulação computacional simples para a propagação acústica em
salas retangulares de paredes não-rígidas baseado no método da
fonte imagem.
Mesmo sendo um método onipresente em muitos campos de
pesquisa de engenharia e acústica nas últimas décadas, como
pontuado por Lehmann [114], o método da fonte imagem,
devido a sua simplicidade conceitual e relativa simplicidade de
implementação, continua sendo aplicado em diversas situações,
como no modelamento da propagação sonora em ambientes
fechados, no controle de ruído em grandes espaços, em estudos de
auralização e realidade aumentada. Em muitos casos o método da
fonte imagem se apresenta como uma forma rápida de gerar dados
de entrada para os mais diversos algoritmos de processamento de
sinais, como feito por Lehmann [115] que utiliza dados de campo
reverberante em uma sala, gerados com ométodo da fonte imagem,
para testar um algoritmo de localização de fontes baseado um
método Monte Carlo Sequencial3.
Nos últimos anos, Pinson [8–10] vêm utilizando o método
da fonte imagem como uma ferramenta para a realização do
imageamento da superfície de fundo de ambientes submersos. O
método assume que as interfaces geológicas entre diferentes meios
de propagação da onda (coluna d’água e camadas de diferentes
sedimentos) são espelhos acústicos onde imagens da fonte real
devem aparecer. A estrutura dessa superfície de fundo pode então
ser determinada por meio da localização dessas fontes imagem. O
método permite a obtenção da espessura das diferentes camadas
geológicas assim como as velocidades de propagação da onda
acústica nessas camadas.
O princípio básico da localização das fontes imagem, e por
consequência, da localização das interfaces geológicas, está em
migrar o sinal de cada um dos hidrofones para a sua respectiva
posição de fonte image no espaço. Essa migração é feita conforme
o processo de imageamento descrito no Capítulo 4, aplicando a
Equação (4.4). Porém, a grande diferença entre as duas migrações
3 Tradução do termo em inglês Sequential Monte Carlo.
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está na lei do tempo utilizada. Para o imageamento clássico, cada
um dos pontos do espaço é assumido como um espalhador, de
forma que sua lei do tempo fica tn(r) = R0/c + R/c. Já quando se
realiza a migração das fontes imagens, assume-se que cada ponto
no espaço se comporta como uma fonte imagem que emite o sinal
de entrada juntamente com a fonte real, fazendo com que a lei
do tempo fique tn(r) = ||rn − r||/c, que representa o tempo de
propagação da onda do ponto de interesse r = (x, z) até o hidrofone
n. De forma que é utilizada a seguinte equação de migração:
Iim(r) =
√√√√ 1
N2
N
∑
n=1
N
∑
j=1
gHn (tn(r))g∗Hj (tj(r)) , (5.20)
com gHn (tn(r)) sendo o sinal analítico medido no hidrofone n
do arranjo. A Figura 5.7 mostra um exemplo do imageamento
das fontes imagem obtido à partir dos sinais filtrados, conforme
apresentado na Figura 5.5 (b), após a aplicação da Equação 5.20.
Os tempos de atraso utilizados neste imageamento assumem
que todas as fontes estão localizadas em um meio homogêneo
com velocidade de propagação sonora c0, isso adiciona um
erro do posicionamento das fontes imagem, que deveriam estar
alinhadas no mesmo eixo da fonte real caso fossem utilizadas as
velocidades de propagação corretas durante o cálculo dos tempos
de propagação. Mesmo essas posições no espaço não sendo
corretas, elas representam corretamente o tempo de viagem para
cada reflexão e suprem a necessidade do algoritmo de filtragem de
interfaces geológicas. Pinson [10] apresenta uma forma de obter os
valores de espessura e de velocidade de propagação sonora em cada
camada a partir dessas posições incorretas das fontes imagem. Com
isso, ele consegue caracterizar a subsuperfície de fundo de forma
relativamente simples, com gastos computacionais muito menores
do que aqueles gastos em processos de inversão usuais e com a
utilização de dados proveniente de sistemas comuns de sonar.
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Figura 5.7.: Mapa de pressões gerado pelo imageamento das fontes
imagens com a utilização da Equação 5.20 em dados simulados. A
apresentação das pressões é dada em escala dB, após sua normalização.
Destaca-se que algumas aproximações são feitas para se modelar
a propagação em meios multicamadas com o método da fonte
imagem. É assumido que a coluna d’água e as camadas geológicas
são homogêneas, sem variações das propriedades acústicas em sua
totalidade, e, que não ocorrem reflexões múltiplas entre camadas.
Essa aproximação usualmente é válida, pois a amplitude dos sinais
referente às múltiplas reflexões é de ordem consideravelmente
menor quando comparada à primeira reflexão. É importante
também que o ângulo de incidência θi na camada seja menor
que o ângulo crítico, pois caso contrário, ocorreria a reflexão total
impedindo a identificação de camadas mais profundas.
5.4 Localização da Fonte Imagem
Seguindo o procedimento para a localização de objetos enterra-
dos, deseja-se localizar as fontes imagem. Para o caso apresentado
na Figura 5.7, não seria um problema identificar manualmente a
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posição das fontes imagens, pois devido a simplicidade domodelo,
não surgem grandes distorções. Porém, o ruído de fundo, ou até
mesmo os rastros dos círculos de cada hidrofone – referentes às
reflexões nas interfaces – e sua combinação nas proximidades da
fonte imagem podem dificultar uma localização automática. A
seguir são aplicadas algumas técnicas para o melhoramento da
imagem assim como o procedimento de localização das fontes
imagem.
5.4.1 Fator de coerência
A ocorrência de qualquer fenômeno que adicione distorções
aos sinais medidos pelo arranjo de hidrofones utilizado no
imageamento de um ambiente pode resultar em diferenças não
correlacionadas (fora de fase) entre hidrofones, alterando a ampli-
tude e a fase entre os sinais que constroem a imagem. No caso do
imageamento de fontes imagem, o próprio sinal referente à reflexão
nas interfaces pode aparecer como distorção na forma de um
círculo. Essas imperfeições podem ser verificadas qualitativamente
ao se analisar a imagem, porém o ideal seria a obtenção de uma
valor quantitativo que permitesse julgar a qualidade da imagem.
Hollman et al [116] propõe uma forma de avaliar a qualidade da
imagem. Partindo do princípio do imageamento, em que os sinais
de cada elemento do arranjo são migrados para as suas posições
no espaço para então serem somados, tem-se que para uma região
de máximo na imagem, por exemplo, espera-se que picos e vales
nos sinais medidos para cada um dos hidrofones se alinhem e
que sejam somados de forma construtiva. Porém, distorções de
fase, principalmente, podem fazer com que a soma dos sinais não
seja perfeitamente construtiva, reduzindo a qualidade da imagem.
Essa operação de soma, é chamada de soma coerente4. É possível
então estabelecer uma relação entre a soma coerente dos sinais e
a soma incoerente desses mesmos sinais, de forma a determinar
as regiões nas quais os sinais somam de maneira destrutiva e
4 Tradução do termo em inglês coherent sum.
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consequentemente, determinar as regiões que possuem qualidade
reduzida da imagem. Essa relação, chamada fator de coerência, é
dada pela Equação (5.21) abaixo
Icf =
∣∣∣∣ N∑
n=1
gn
∣∣∣∣2
N
∑
n=1
|gn|2
, (5.21)
sendo gn um sinal medido por um receptor n e utilizado no ima-
geamento. O numerador representa o quadrado da soma coerente
dos sinais enquanto que o denominador representa o quadrado
da soma incoerente dos sinais. Aplicando a Equação (5.21) ao
problema de imageamento de fonte imagem em questão, chega-se
à relação
Icf(r) =
1
N
N
∑
n=1
gHn (tn(r))
1
N
N
∑
j=1
g∗Hj (tn(r))
1
N
N
∑
n=1
gHn (tn(r))g∗Hn (tn(r))
, (5.22)
que se reduz a
Icf(r) =
1
N2
N
∑
n=1
N
∑
j=1
gHn (tn(r))g∗Hj (tn(r))
1
N
N
∑
n=1
gHn (tn(r))g∗Hn (tn(r))
, (5.23)
com gHn representando o sinal analítico para o hidrofone n e g∗Hn
seu conjugado. Tem-se que quando não houver diferença de fase
entre os sinais, os somatórios darão o mesmo resultado e o fator
de coerência (Icf) terá o valor igual a 1. Diferenças de fase tendem
a ter pouco impacto na soma incoerente enquanto que para a
soma coerente pode ocorrer interação destrutiva entre os sinais,
cancelando-os, de forma que Icf tende a zero. A Equação (5.23)
pode ser problemática devido a sua possível indefinição caso o
denominador tenha valores iguais a zero, uma forma simples de
contornar esse problema envolve a inclusão de um pequeno valor
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finito ϵ no denominador [117]. Porém é necessário compensar uma
possível amplificação dos sinais quando o denominador torna-se
apenas ϵ, isso é feito multiplicando o numerador e o denominador
pelo termo que zera, conforme
Icf(r) =
1
N2
N
∑
n=1
N
∑
j=1
sHn (tn(r))s∗Hj (tn(r))
N
∑
n=1
sHn (tn(r))s∗Hn (tn(r))
1
N
N
∑
n=1
(sHn (tn(r))s∗Hn (tn(r)))
2 + ϵ2
.
(5.24)
A Figura 5.8 mostra o resultado da aplicação da Equação (5.24)
nos dados da Figura 5.7 para três diferentes valores de ϵ. Observa-
se que a maioria dos artefatos presentes na Figura 5.7, somem
quando aplicado o fator de coerência, isso ocorre pois o método
resulta em valores baixos quando determinado ponto não possui
contribuição da maioria dos hidrofones no arranjo. O aumento do
ϵ implica em um escalonamento do fator de coerência, este pode ser
ajustado para que se tenha menores regiões de busca.
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Figura 5.8.: Imageamento de fonte imagem para diferentes valores de ϵ.
Para destacar a capacidade do fator de coerência em "limpar" a
imagem, a Figura 5.9 mostra o imageamento quando o sinal para
dois hidrofones são alterados, adiciona-se umpulso com amplitude
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da ordem do sinal direto em uma posição temporal escolhida alea-
toriamente. Verifica-se que os círculos referentes ao pulso inserido
nos hidrofones um e cinco aparecem claramente no mapa de fontes
imagem (Figura 5.9 (a)) mas, por não apresentarem correlação
com nenhum dos outros hidrofones do arranjo, apresentam um
baixo fator de coerência, sendo praticamente retirados da imagem
(Figura 5.9 (b)).
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Figura 5.9.: Resultado da aplicação do fator de coerência quando é
adicionado um pulso da ordem do sinal direto em tempos aleatórios
para dois hidrofones distintos.
5.4.2 Filtro Gaussiano
De posse dos resultados do fator de coerência para o imagea-
mento das fontes imagem, é possível restringir a área de busca por
máximos locais apenas para as áreas da imagem que apresentaram
fator de coerência próximo a 1. Para tal cria-se uma máscara:
Wcf(r) =
{
0 Icf(r) < kcf
1 Icf(r) > kcf
; (5.25)
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sendo kcf o critério escolhido para determinar amáscara. Aplicando
essa máscara no mapa de pressões da Figura 5.7, obtem-se um
novo mapa conforme a Figura 5.10 (a). A área na qual deve
ser encontrado os valores de máximo, que representam as fontes
imagem, já está consideravelmente reduzida, porém uma avaliação
mais detalhada, como mostrada na Figura 5.10 (b), verifica a
existência de alguns pontos isolados próximos aos contornos das
regiões de busca que serão identificados como máximos locais,
resultado na localização de fontes imagem em posições incorretas,
como mostra a Figura 5.10 (c).
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Figura 5.10.: Resultado da aplicação da máscara gerada a partir do fator
de coerência no mapa de pressões originado do imageamento de fonte
imagem apresentado na Figura 5.7.
Para contornar esse problema, optou-se por aplicar em ambos os
mapas, de imageamento de fonte imagem e de fator de coerência,
um filtro espacial largamente utilizado em processamento de
imagem, chamado de Filtro Gaussiano. Esse filtro é o que se
pode chamar de filtro de suavização, utilizado para para desfocar a
imagem, reduzindo seunível de detalhamento e o impacto de ruído.
A ideia por trás de filtros de suavização está em substituir o valor de
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cada pixel da imagem por uma média dos valores de seus vizinhos
[118, 119], no caso do Filtro Gaussiano, esta média é ponderada por
uma função gaussiana dada por
mgauss2D(x, y) = e
− x2+y2
2σ2 , (5.26)
na qual σ é o desvio padrão da gaussiana e o seu valor é associado
ao grau de detalhamento que se estará perdendo. Este filtro deve
então ser convoluido com os mapas de interesse tal que a imagem
filtrada Igauss seja dada por
Igauss(r) = I(r)∗mgauss2D(r). (5.27)
O fato de mgauss2D ser circularmente simétrica, permite que
essa operação seja realizada de maneira simples, primeiramente
convoluindo com uma gaussiana em uma dimensão todas as linhas
da imagem, em seguida convoluindo com amesma gaussiana todas
as colunas da imagem:
Igauss(r) = mgauss1D∗ (mgauss1D∗ I(r))T , (5.28)
sendo as mgauss1D uma matriz cujas linhas são funções gaussianas
em uma dimensão
mgauss1D = e
− x2
2σ2 , (5.29)
com a convolução das matrizes sendo realizada linha à linha e o
índice (·)T representando a operação de transposição de matriz.
A Figura 5.11 mostra o resultado da filtragem da Figura 5.7 com
o Filtro Gaussiano para diferentes valores de σ.
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Figura 5.11.: Resultado da aplicação do filtro gaussiano no mapa de
pressões originado do imageamento de fonte imagem apresentado na
Figura 5.7 para diferentes valores de σ.
Percebe-se que com o aumento de σ os contornos tornam-se mais
suaves em detrimento da exatidão da imagem, cuja informação é
espalhada. Aplicando esse filtro também na imagem de fator de
coerência (Figura 5.10 (a)) e definindo uma nova máscara, pode-se
recriar a Figura 5.10 (c). A Figura 5.12 mostra a aplicação da nova
máscara no mapa de fontes imagem já filtrado. Verifica-se que o
filtro gaussiano, além de eliminar os pontos isolados nos contornos
damáscara identificados comomáximos na Figura 5.10 (c), também
suaviza a imagem, se livrando dos múltiplos máximos locais
presentes próximos ao centro da região de busca e permitindo a
localização da fonte imagem com maior exatidão.
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Figura 5.12.: Resultado da aplicação da máscara de busca no detalhe
do mapa de fontes imagem normalizado após a aplicação do fitro
gaussiano, apresentado em escala dB.
5.5 Filtragem das camadas geológicas e imageamento de
espalhadores
As posições das fontes imagem, obtidas por meio do proces-
samento descrito na Seção 5.4, fornecem o correto tempo de
viagem que as ondas acústicas levam para propagar da fonte até as
interfaces geológicas e retornar ao arranjo de hidrofones. Sabendo
esse tempo de viagem, é possível extrair o pulso das reflexões
para cada uma das interfaces de maneira similar ao procedimento
realizado para extrair o pulso do caminho direto descrito na
Seção 5.2. A grande diferença entre os dois procedimentos está
no pulso que será retirado do sinal. Caso a Equação (5.12)
seja utilizada diretamente para os sinais das interfaces de cada
hidrofone, é possível que não apenas a informação das interfaces
seja retirada, pois dentro da janela estipulada pode haver a presença
de sinais referentes aos espalhadores que tenham tempos de viagem
similares às interfaces.
Para evitar remover sinais referentes aos espalhadores, conforme
apresentado por Pinson [63], deve ser determinado um novo sinal
ggeo que contenha informação apenas das intefaces geológicas, de
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tal forma que sua aplicação na Equação (5.12),
gscatn (t) = gn(t)− ggeo n(t)Π(t− tdn), (5.30)
resultaria em um sinal filtrado, contendo apenas a informação
de possíveis espalhadores volumétricos. A forma de se obter
ggeo envolve um processo iterativo em que, para cada fonte
imagem detectada, é realizada uma média dos sinais para todos os
hidrofones. Tal que, para cada hidrofone n, obtenha-se os sinais
para cada interface l
g(l)geo n =
1
M
√
c(0)t(l)n
M
∑
m=1
√
c(0)t(l)m gm(t− t(l)n + t(l)m )Π(t− t(l)n ).
(5.31)
com t(l)n/m representando o tempo de viagem da fonte imagem l
ao hidrofone n/m, M o número total de hidrofones, 1/M
√
c(0)t(l)n e√
c(0)t(l)m sendo termos utilizados para compensar o espalhamento
geométrico (em 2D), de forma que para que se obtenha ggeo n deve-
se somar os sinais g(l)geo n para todas as fontes imagem, logo
ggeo n =
L
∑
l=1
g(l)geo n, (5.32)
com L representando o número total de fontes imagem.
A combinação das Equações (5.31) e (5.32) permite conservar a
informação referente aos espalhadores pois, conforme explicado no
Capítulo 4 e na Seção 5.3, as interfaces podem ser interpretadas
como espelhos equanto que os epalhadores funcionam como fontes
secundárias de Huygens. De modo que, mesmo os seus sinais
se sobrepondo na mesma região do espaço após a migração
(Figura 5.13), a forma da frente de onda oriunda da interface é
diferente daquela oriunda do espalhador. Isso implica em que o
instante em que o sinal da onda espalhada está presente é diferente
para cada um dos hidrofones, tal que a realização da média para
todos os hidrofones suprime os sinais dos espalhadores, pois estes
não somam em fase.
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Conhecendo ggeo para cada hidrofone, basta aplicá-lo à Equa-
ção (5.30), resultando nos sinais contendo apenas informação dos
espalhadores gscatn . O último passo na detecção de objetos enterra-
dos envolve imagear gscatn através da Equação (4.4), resultando na
Figura 5.14 (b).
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Figura 5.13.: Imageamento dos dados medido com uma fonte emitindo
um chirp de 3000 a 7000 Hz modulado por uma Gaussiana, apresentado
em escala dB.
Avaliando a Figura 5.14, é perceptivel a melhora obtida com o
algoritmo de filtragem das interfaces geológicas, que se mostra
como um ferramenta poderosa para auxiliar a interpretação de
dados sísmicos quando o interesse é a localização de espalhadores.
Percebe-se também que alguns artefatos são identificados nas
proximidades do espalhador, comopode ser visto na Figura 5.14 (b),
tendo uma diferença de apenas 3 dB na amplitude. Torna-se de
interesse alterar as configurações de arranjo e demedição (e.g., sinal
de entrada, posição da fonte, posição dos espalhadores etc) com
o objetivo de reduzir ao máximo esses artefatos, o que leva aos
estudos desenvolvidos no Capítulo 6 seguinte.
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Figura 5.14.: A Figura 5.14 (a) apresenta um detalhe da Figura 5.13
enquanto que a Figura 5.14 (b) apresenta o mesmo detalhe mas para
quando o sinal migrado é o sinal filtrado gscat.
124 Capítulo 5. Algoritmo de detecção de objetos enterrados
5.6 Aplicação do método
Esta seção busca aplicar o método proposto a uma situação mais
próxima à realidade. Primeiramente são definidas as características
do sitema: (1) o ambiente a ser simulado (suas dimensões e
propriedades), (2) o sinal de entrada utilizado e (3) a configuração
do sistema de medição. Este sistema é resolvido com o auxílio
do software SimSonic2D. Os dados obtidos na simulação são
descritos e processados com os algoritmos de filtragem de camadas
e imageamento de espalhadores.
5.6.1 Modelamento do ambiente de interesse
Os modelos desenvolvidos para gerar dados de entrada para os
algoritmos implementados devem cumprir alguns requisitos:
• Modelar a propagação na coluna d’água;
• Modelar a interface água-substrato;
• Modelar a propagação no substrato;
• Modelar espalhadores.
O código em FDTD (descrito na Seção 3) é capaz de modelar a
propagação na coluna d’água em sua totalidade e também permite
definir regiões com diferentes propriedades (heterogeneidades
volumétricas), bastando apenas escolher o melhor modelo de
propagação para representar o substrato.
No Capítulo 1 foi destacado que o enterramento dos dutos é
usualmente realizado nas áreas de maior atividade humana e
hidrodinâmica, ou seja, nas áreas próximas à costa. Jackson e
Richardson [29] comentam que sedimentos mais grosseiros, como
o cascalho e a areia, tendem a se acumular próximos a essas regiões,
de forma que é interessante uma busca na literatura sobre qual das
duas formas de representação fornecidas pelo SimSonic2D (fluido
ou sólido elástico) melhor representam esses tipos de sedimentos.
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Um autor relevante na literatura com relação às propriedades
geoacústicas e elásticas de sedimentos da subsuperfície de fundo
é Hamilton [120, 121]. Em um série de trabalhos desenvolvidos,
principalmente nos anos 70 e 80, ele buscou classificar e descrever
sedimentos presentes na sub-superfície de fundo. Uma das conclu-
sões de suas publicações está relacionada a rigidez apresentada pela
maioria dos sedimentos marinhos. O autor considera que devido
a essa rigidez as ondas cisalhantes transmitidas pelos substrato
devem ser levadas em consideração. Porém Jackson e Richardson
[29], também referências no assunto, comentam que em substratos
não consolidados, como é o caso de cascalho e areias, as ondas
cisalhantes se propagam a uma velocidade muito menor do que
àquela da água, e a sua consideração nos modelos de propagação
trariam correções muito pequenas. Por esse motivo e devido a
maior simplicidade e maior acesso às propriedades necessárias
para o modelamento do substrato como ummeio fluido, decidiu-se
utilizar esta abordagem para os modelos que seguem.
5.6.2 Geometria e propriedades dos modelos
Os experimentos numéricos a serem realizados pretendem
simular uma investigação similar àquela apresentada na Figura 4.1
do Capítulo 4. Porém, estipula-se um ambiente, complexo o
bastante para que o algoritmo de imageamento de espalhadores
possa ser validado, todavia simples o bastante para não dificultar
a interpretação dos dados. A Figura 5.15 apresenta a configuração
escolhida. Um meio com uma coluna d’água de espessura l0 e
quatro camadas de substrato de espessura li, cujas interfaces são
planas. O sistema de medição está posicionado a uma distância h
acima da interface água-substrato, sendo Lgc a distância da fonte ao
centro do arranjo e L a abertura do arranjo.
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Figura 5.15.: Esquema do experimento numérico utilizado paramodelar
uma medição acústica em ambiente marinho.
O domínio total terá um comprimento na direção x (Lx) de
70 m e um comprimento na direção y (Ly) de 40 m. Como
condição de contorno, conforme mencionado no Capítulo 2,
o SimSonic2D© permite a definição de PMLs. Conforme
apresentado na Figura 5.15, PMLs serão aplicadas em todos os
contornos do sistema com o objetivo de retirar os efeitos de
múltiplas reflexões entre o fundo e a superfície, simplificando a
interpretação dos dados extraídos.
Sabendo a configuração desejada para o experimento numérico,
basta estipular as propriedades de cada meio. Conforme citado no
Capítulo 2 a velocidade de propagação sonora na coluna d’água
é intrinsecamente complexa e diversos trabalhos na literatura
foramdesenvolvidos no sentido de desenvolver equações empíricas
para prever o seu valor. Um dos trabalhos mais completos na
literatura, desenvolvido em por Chen [122], propõe um algoritmo
com 41 termos que fornece valores da velocidade do som na
água em função dos parâmetros temperatura, salinidade e pressão.
No entanto, muitos desses termos tem dez ou mais algarismos
significativos, Medwin [123] propõe uma versão simplificada que
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apresenta diferenças da ordem de 1 m/s em relação ao obtido por
Chen [122] para ambientes típicos de águas rasas, dada por:
c0 = 1444, 2+ 4, 6T− 0, 055T2 + 0, 00029T3+
(1, 34+ 0, 01T) (S− 35) + 0, 016D, (5.33)
com T representando a temperatura da água em graus Celsius
(◦C), S a sua salinidade em partes por mil (h) e D a sua
profundidade em metros (m). Porém, como a velocidade do som
entra como uma constante no problema de interesse, podendo
prontamente ser corrigida caso determinada, optou-se por utilizar
o valor arredondado de 1500m/s, usualmente aplicado em trabalhos
similares [40, 56, 107].
Já para as propriedades dos sedimentos que compõe a sub-
superfície, trabalhos como [124, 125] reportam valores de veloci-
dade do som para as primeiras camadas de sedimento que variam
de 1450 a 1650 m/s para areia e cascalho, sendo esses estudo
realizados respectivamente nas baías de Guanabara e de Santos.
De forma que nos experimentos numéricos deste trabalho serão
utilizados valores de velocidade do som no sedimento dentro dessa
faixa. Como auxílio para estabelecer os valores de densidade foi
utilizada a Equação (5.34), obtida através da regressão de uma série
de medições realizadas por Hamilton [126], dada por
c = c0(1, 6490− 0, 9807ρ+ 0, 3595ρ2), (5.34)
com a densidade ρ, para essa equação, dada em g/cm3.
A Equação (5.34) é utilizada para determinar a densidade das
camadas em função das velocidades de propagação escolhidas.
Enquanto que as espessuras dos sedimentos foram escolhidas com
base na configuração proposta por Pinson [107], com espessuras
variando de 2 a 5 m. A Tabela 5.1 mostra os valores de espessura
e propriedades geoacústicas escolhidas. Destaca-se o asterisco
na espessura da camada 4, que serve apenas para indicar que
fisicamente, devido à PML no contorno inferior, esta camada se
comporta como um meio infinito.
Também na Figura 5.15, observa-se a presença de nove espa-
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Tabela 5.1.: Configuração das camadas geológicas do sistema simulado.
nº da camada ρ [kg/m3] ci [m/s] lm [m]
0# 1000 1500 27
1# 1667 1520 3
2# 1724 1540 2
3# 1854 1600 5
4# 1941 1650 3∗
lhadores de diâmetro β = 0, 5 m organizados em três conjuntos.
Os espalhadores centrais de cada conjunto estão posicionados a
uma distância Lgc/2 igual a metade do comprimento entre a fonte
e o centro do arranjo, essa posição foi escolhida pois é nela que
ocorre a reflexão especular entre a fonte e o centro do arranjo,
tornando esta a posição de maior dificuldade na diferenciação do
sinal referente à reflexão nas camadas geológicas e do sinal referente
à interação da onda com os espalhadores. Os espalhadores laterais
estão posicionados nas mesmas coordenadas na direção x que a
fonte e que o centro do arranjo, e permitem avaliar o efeito que o
ângulo das ondas incidentes no arranjo exerce sobre os resultados
de imageamento. A Tabela 5.2 contém as propriedades utilizadas
para cada grupamento de espalhadores, com (∗) = (rs, rs +
Lgc/2, rs + Lgc), sendo rs a posição em x da fonte. Ou seja, a posição
dos espalhadores é função de Lgc, parâmetro que será variado nos
estudos do Capítulo 6.
Tabela 5.2.: Propriedades dos espalhadores.
nº ρ [kg/m3] c [m/s] x [m] y [m]
1# 1891 1620 (∗) hg + β
2# 1925 1640 (∗) hg + l1 + l2/2+ β
3# 2084 1750 (∗) hg + l1 + l2 + l3 + l4/2+ β
5.6.3 Sinal de entrada
Quando qualquer tipo de medição ativa é realizada, a escolha do
tipo de sinal de entrada do sistema de medição é importante, pois
esse sinal de entrada influencia diretamente nos dados medidos.
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No caso de medições com sistemas de sonar ativos, o sinal de
entrada influencia diretamente na relação sinal-ruído e na resolução
espacial alcançada pelo sistema de medição. Na Seção 4.3 são
mostradas as vantagens que um sinal do tipo chirp juntamente
com um processamento de matched filtering traz em em relação à
detecção de ecos e melhoramento da relação sinal-ruído. Desta
forma, como sinal de entrada para as simulações serão utilizados
chirps (Figura 5.16), similares aqueles apresentados na Seção 5.1,
com 0,035 s de duração e modulados por gaussianas descritas por:
wchirp(m) = e
− 12
(
m
σM/2
)2
, (5.35)
sendo m os instantes de tempo amostrados, M o tempo total da
janela e σ = 1/3 o desvio padrão.
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Figura 5.16.: Sinal de entrada aplicado na fonte para uma frequência
central de 2500 Hz e uma largura de banda de 4000 Hz.
5.6.4 Aplicação do algoritmo implementado
No estudo de caso desenvolvido nas seguintes seções, será
simulado um ambiente submerso multicamadas, sendo que os
dados de pressão serão obtidos utilizado um sistema composto por
um arranjo de 51 hidrofones, cuja distância entre elementos é igual
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a d = λ/4, centrado a 20 m da fonte. Este modelo é então resolvido
com o auxílio do SimSonic2D©. Como saída das simulações, são
obtidos as curvas de pressão sonora medidas em cada um dos
hidrofones. A Figura 5.17 mostra o exemplo do sinal obtido para
um dos hidrofones do arranjo.
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Figura 5.17.: Sinal medido pelo primeiro hidrofone do arranjo do estudo
de caso.
O sinal, conforme apresentado, não permite nenhum tipo de
interpretação devido à complexidade do chirp juntamente com a
interação das ondas refletidas e espalhadas. Por essa razão, é
válido apresentar também o mesmo sinal após seu processamento
por matched filtering (Figura 5.18). Visualmente já é possível
interpretar o sinal. Verica-se a presença de um pulso maior,
referente a propagação direta da fonte aos hidrofones, e quatro
pulsos menores, referentes ao sinal em cada uma das interfaces.
Já as informações sobre os espalhadores, essas têm uma amplitude
muito menor quando comparada às reflexões especulares e não são
identificáveis visualmente .
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Figura 5.18.: Matched filter do sinal medido pelo primeiro hidrofone do
arranjo (veja Figura 5.17).
Organizando os sinais filtrados de cada hidrofone na forma
de um sismograma (Figura 5.19) é possível chegar à algumas
conclusões: percebe-se a presença da primeira da terceira e da
quarta interfaces sem muitas dúvidas, porém a segunda aparece
pouco destacada. Fora as interfaces, é difícil de identificar qualquer
outro artefato.
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Figura 5.19.: Sismograma dos dados de leitura de pressão emumarranjo
de 51 hidrofones obtidos pela simulação de um ambiente submerso com
quatro camadas de sedimento.
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Esses sinais simulados são então processados com o algoritmo
descrito nas seções acima. Primeiramente é realizada a migração
Kirchhoff dos sinais (Figura 5.20), esse processamento por si só já
demonstra ser uma forma melhor de se apresentar os dados em
relação aos sismogramas, pois torna mais fácil sua interpretação.
A imagem gerada já permite identificar, não só as interfaces, como
também identificar indícios de alguns dos espalhadores como
apontado na Figura 5.20.
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Figura 5.20.: Imageamento com a Migração de Kirchhoff.
Espera-se então que ao aplicar o algoritmo de filtragem de
interfaces geológicas se obtenha um maior detalhamento dos
espalhadores. O resultado de imageamento dos sinais filtrados está
apresentado na Figura 5.21.
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Figura 5.21.: Imageamento de espalhadores dos sinais obtidos com os
dados já filtrados pelo algoritmo de filtragem de interfaces.
De maneira geral, percebe-se que a filtragem das camadas
geológicas permite ampliar a relação dos sinais dos espalhadores,
facilitando sua localização, porém esses resultados apresentaram
algumas particularidades. Os primeiros detalhes a serem destaca-
dos são: a presença de dois sinais próximos à primeira interface
ao invés de apenas um, isso se dá pois não foi verificada a correta
separação do sinal do espalhador e o sinal da reflexão na interface;
e o fato de os espalhadores se apresentarem como dois máximos
locais. Foi justamente para compreender esses efeitos e suas causas
que foram concebidas as diversas configurações de simulação
avaliadas na análise paramétrica desenvolvidas no Capítulo 6.
5.6.5 Série de simulações
Os estudos até este momento foram realizados para a geração de
apenas um pulso (ou tiro) do chirp de entrada. Porém, em uma
investigação de sísmica, a embarcação que carrega o sistema de
medição se movimenta a um velocidade constante e pulsos são
enviados em intervalos regulares de tempo. Para cada um desses
instantes é realizado o imageamento dos sinais, a soma dessas
imagens permite aumentar amplamente a relação sinal-ruído.
Foram realizadas então uma série de simulações no intuito de
representar uma embarcação rebocando um sistema de medição
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definido conforme a configuração 27#, posteriormente definida no
Capítulo 6. Foram adicionados mais duas colunas de espalhadores
para cada conjunto de espalhadores. Em cada medição, a posição
dos espalhadores foi modificada para simular o deslocamento de
uma embarcação emitindo um pulso a cada metro. Não foi levada
emconsideração a velocidade da embarcação e o consequente Efeito
Doppler associado. As Figuras 5.22 (b) e 5.22 (c) apresentam a
imagem da combinação obtida pelo cálculo, nas corretas posições
espaciais, da média dos imageamentos para cada posição da
embarcação.
A Figura 5.22 (b) mostra que calcular a média dos mapas
de pressão reduz consideravelmente as distorções próximas aos
espalhadores, que podem ser observadas no imageamento clássico
conforme apresentado na Figura 5.20, por exemplo. Boa parte
desses efeitos de distorção estão associados ao ângulo em que as
ondas espalhadas chegam ao arranjo, já que, conforme explicado
na Seção 4.3.3.2, a resolução espacial obtida dempende desse
ângulo de incidência (no arranjo) das ondas espalhadas. Para cada
posição da embarcação, os ângulos de incidência das ondas no
arranjo são diferentes, de forma que, quando realizada a média dos
mapas de pressões de todas as posições da embarcação, os efeitos
devido aos ângulos são compensados, verificando-se considerável
redução nas distorções próximas aos espalhadores presentes na
segunda camada, assim como uma aparente melhora na resolução.
Porém, mesmo com a eliminação dessas distorções, é observada
uma melhora considerável na localização dos espalhadores após a
filtragem das camadas (Figura 5.22 (c)).
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Figura 5.22.: Média do imageamento para cada uma das posições da
embarcação.
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5.7 Desafios relacionados à aplicação do método
As seções anteriores definiram as etapas de processamento
de sinais necessárias para a geração de imagens que tem como
objetivo auxiliar na detecção de objetos enterrados. Porém, os
dados de entrada utilizados são resultados de simulações de
modelos simplificados da realidade, de forma que os dados
são consideravelmente mais simples em comparação àqueles que
seriam obtidos na prática. Para a aplicação do método proposto a
dados reais, alguns desafios devem ser levados em consideração.
Primeiramente, deve-se pensar no sistema de medição utilizado.
Para obter a devida penetração das ondas sonoras nas camadas de
substrato, é necessário utilizar fontes impulsivas de alta energia,
como boomers, airguns ou sparkers, ou fontes com transdutores
piezoelétricos que permitem a emissão contínua de ondas acústicas
de frequência modulada (chirp) que podem ser processadas em
pulsos através do matched filtering (Seção 5.1). Um exemplo
de fonte comercial que poderia cumprir a função de projetor
para experimentos em águas rasas é o transdutor para ambientes
submersos LL-1424HP (Figura 5.23) da Lubell Labs, um transdutor
piezoelétrico que trabalha em uma faixa de frequência de 200 Hz
a 9 kHz, atingindo um nível de pressão sonora máximo de 197 dB
(ref = 1µPa) a 600 Hz.
Figura 5.23.: Imagem do transdutor para ambientes submersos LL-
1424HP da Lubell Labs (imagem retirada do folheto do produto [127]).
Amedição deve então ser realizada por um arranjo de hidrofones
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devidamente dimensionado (ver Capítulo 6). Um bom guia
para a construção de um arranjo para medições de sísmica em
ambientes submersos é dado por Rankin et al [128], um documento
que descreve em detalhamento a produção de um arranjo de
hidrofones desde a confecção de pré-amplificadores e hidrofones
até a montagem dos componentes em uma mangueira flexível
preenchida com óleo.
(a) Pré-amplificador (b) Hidrofones
(c) Cabeamento (d) Mangueira
Figura 5.24.: Imagens resumindo o processo de confecção de um arranjo
de hidrofones (imagens retiradas de Rankin et al [128]).
Utilizar este princípio construtivo – transdutores dispostos em
uma mangueira flexível – faz com que o arranjo não esteja rigida-
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mente ligado ao barco, de forma que a posição de seus elementos
é pouco afetada pelos movimentos aos quais embarcações estão
usualmente sujeitas (guinada, arfada e rolamento5). Porém, dispor
os elementos do arranjo em uma mangueira flexível permite,
mesmo que de maneira restrita, a movimentação isolada dos
elementos do arranjo, o que por si só pode adicionar erro aos
resultados de imageamento. No artigo [129] apresentado no
encontro RIO Acoustics 2015, foi avaliada uma configuração de
arranjo inclinado, com uma diferença de 0,5 m entre o primeiro e o
último elemento do arranjo. O estudo indicou que para águas rasas,
esse pequeno erro no posicionamento dos elementos do arranjo não
resulta em grandes alterações nas imagens obtidas com a aplicação
do método de fontes imagem.
Após definir uma fonte que permita o nível de penetração
desejada das ondas acústicas no substrato e um arranjo linear
pouco dependente da movimentação do barco, os principais
problemas para a aplicação do algoritmo de detecção são oriundos
do ambiente de interesse. Como frisado diversas vezes nos capí-
tulos anteriores, o ambiente submerso é complexo, apresentando
diversas fontes de ruído não correlacionado. Dentre estas fontes
de ruído, destacam-se a rugosidade nas interfaces geológicas, que
acaba por promover a difração das ondas incidentes, permitindo
o retorno de ondas para os receptores em ângulos diversos,
diferentes do especular (Figura 5.25). Estes caminhos alternativos
de propagação incidem sobre um mesmo receptor em diferentes
tempos e podem se apresentar como um ruído durante a realização
do imageamento das fontes imagem.
5 Tradução dos termos em inglês pitch, yaw e roll.
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Figura 5.25.: Esquema para a representação dos caminhos de propa-
gação resultantes do espalhamento da onda incidente por interfaces
rugosas.
Porém, salvo para ruídos de fundomuito elevados, mesmo com o
ruído adicionado devido ao espalhamento na interface rugosa, caso
a interface seja plana, a energia recebida pelo caminho especular
seria maior e a fonte imagem seria localizada corretamente.
Omaior problema para se trabalhar como algoritmo apresentado
nas seções acima com dados reais são as diferentes configurações
de relevo existentes, pois o algoritmo assume que as interfaces são
planas e paralelas, caso isso não seja observado, as fontes imageadas
podem não representar o número e as espessuras corretos das
camadas geológicas. Por exemplo, Figura 5.26 apresenta uma
representação de um relevo acentuado em que ocorre reflexão
especular entre fonte e receptor emdois diferentes pontos, de forma
que o imageamento de fonte imagem dos dados obtidos neste
ambiente resultariam no registro errôneo de duas fontes.
Figura 5.26.: Relevos acentuados podem resultar na ocorrência de
múltiplas reflexões especulares, implicando na localização errônea de
múltiplas camadas.

6 Análises paramétricas
Com o intuito de avaliar o algoritmo implementado – descrito
no Capítulo 5 – será desenvolvida uma série de experimentos
numéricos focando na influência que características construtivas do
arranjo e damedição têm sobre as imagens obtidas com o algoritmo
de detecção de objetos enterrados.
Com as geometrias do ambiente submerso de interesse definidas
no Capítulo 5, basta estipular as configurações de arranjo a serem
avaliadas. Primeiramente, definem-se os parâmetros de interesse:
• Distância entre elementos do arranjo,
• Abertura do arranjo,
• Número de elementos do arranjo
• Distância entre a fonte e o centro do arranjo,
• Banda de frequência do sinal de entrada.
Esses parâmetros foram escolhidos, pois se espera que tenham
impacto direto no imageamento, seja por influenciar diretamente
a resolução da imagem, ou por estar diretamente relacionado à
amostragem espacial dos dados. Como muitos desses parâmetros
estão interligados e, para que se possa avaliá-los isoladamente, uma
série de configurações distintas devem ser simuladas. Primeira-
mente escolheu-se as frequências centrais do sinal de entrada a
serem utilizadas, sendo estas 1500, 2500, 5000 e 7500 Hz. Para essas
quatro frequências serão avaliados todos parâmetros construtivos
descritos acima.
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Como muitas das configuração individualmente não agregam
muito à discussão, pois a variação dos parâmetros construtivos
resulta em tendências similares para as diversas frequências
centrais do chirp, neste capítulo serão discutidos apenas os
resultados de imageamento para as configurações com frequência
central igual a 2500 Hz. Os resultados que ilustram melhor as
conclusões obtidas serão discutidos, enquanto que todos os outros
resultados estarão apresentados nos Apêndices.
6.1 Distância entre elementos do arranjo (d)
Iniciam-se os estudos avaliando os efeitos que diferentes dis-
tâncias entre elementos do arranjo têm sobre o resultado de
imageamento. Para tal, são desenvolvidas as configurações de 1#
a 17# para o experimento numérico, expostas na Tabela 6.1.
Avaliando as Figuras 6.2 e 6.3, percebe-se que essas configurações
propostas para comparar o efeito que a distância entre hidrofones
tem sobre o imageamento, acabam avaliando na verdade o efeito
que a abertura do arranjo tem sobre os resultados. Mesmo que,
de certa forma, com essas configurações seja possível perceber que
o aumento da distância entre hidrofones implica no aparecimento
de artefatos, possivelmente associados ao fenômeno de aliasing
por apresentar um padrão de máximos e mínimos similares a um
tabuleiro de xadrez [130] (destaque em amarelo na Figura 6.3), é
muito mais marcante que as configurações com maiores distâncias
entre hidrofones – consequentemente com maiores aberturas do
arranjo – apresentaram uma capacidade maior de destacar os
espalhadores, como pode ser visto na Figura 6.3.
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Tabela 6.1.: Parâmetros das simulações para estudo da influência da
distância (d) entre elementos no resultado de imageamento, para um
número fixo de elementos.
nº da simulação fc [Hz] BW d [m] N L [m]
1# 1500 3000 λc/4∗ 51 12,5
2# 1500 3000 λc/2 51 25,0
3# 1500 3000 λc 51 50,0
4# 2500 4000 λc/4∗ 51 7,0
5# 2500 4000 λc/2 51 15,0
6# 2500 4000 λc 51 30,0
7# 2500 4000 2λc 51 60,0
8# 5000 4000 λc/4 51 4,0
9# 5000 4000 λc/2∗ 51 7,0
10# 5000 4000 λc 51 15,0
11# 5000 4000 2λc 51 30,0
12# 5000 4000 4λc 51 60,0
13# 7500 4000 λc/4∗ 51 2,0
14# 7500 4000 λc/2 51 5,0
15# 7500 4000 λc 51 10,0
16# 7500 4000 2λc 51 20,0
17# 7500 4000 4λc 51 40,0
Notas: O símbolo ∗ foi aplicado para representar quando o valor de
d utilizado foi aproximado, sendo utilizado o valor mais próximo
permitido pela discretização do modelo em diferenças finitas.
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(b) d = λ/4 Com filtragem
Figura 6.1.: Imageamento de espalhadores dos sinais obtidos com os
dados simulados das configurações 4#, assim como o imageamento dos
sinais filtrados
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(a) d = λ/2 Sem filtragem
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(b) d = λ/2 Com filtragem
Figura 6.2.: Imageamento de espalhadores dos sinais obtidos com os
dados simulados das configurações 5#, assim como o imageamento dos
sinais filtrados
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Figura 6.3.: Imageamento de espalhadores dos sinais obtidos com os
dados simulados da configuração 6# já filtrados pelo algoritmo de
filtragem de interfaces. Espalhadores destacados em vermelho e aliasing
ou ruído em amarelo
Para complementar essa análise, são então avaliadas configu-
rações em que são variadas as distância entre elementos para
mesmas aberturas de arranjo, variando o número total de elementos
(Tabela 6.2).
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Tabela 6.2.: Parâmetros das simulações para estudo da influência da
distância entre elementos (d) no resultado de imageamento, para um
tamanho fixo da abertura do arranjo.
nº da simulação fc [Hz] BW d [m] N L [m]
18# 1500 3000 λc/4∗ 84 20
19# 1500 3000 λc/2 41 20
20# 1500 3000 λc 21 20
21# 1500 3000 2λc 11 20
22# 2500 4000 λc/4∗ 143 20
23# 2500 4000 λc/2 67 20
24# 2500 4000 λc 34 20
25# 2500 4000 2λc 17 20
26# 5000 4000 λc/4 250 20
27# 5000 4000 λc/2∗ 143 20
28# 5000 4000 λc 67 20
29# 5000 4000 2λc 34 20
30# 5000 4000 4λc 17 20
31# 7500 4000 λc/4∗ 334 20
32# 7500 4000 λc/2 201 20
33# 7500 4000 λc 101 20
34# 7500 4000 2λc 51 20
35# 7500 4000 4λc 26 20
Notas: O símbolo ∗ foi aplicado para representar quando o valor de
d utilizado foi aproximado, sendo utilizado o valor mais próximo
permitido pela discretização do modelo em diferenças finitas.
As Figuras 6.5 e 6.6 mostram os resultados de imageamento de
espalhadores obtidos com as configurações de 22 a 25. Percebe-
se que para os casos em que é respeitada a condição d ≤ λ/2
não são observadas diferenças perceptíveis entre o imageamento
(Figuras 6.5 (a) e 6.5 (b)), já para as configurações que não respeitam
tal condição, Figuras 6.6 (a) e 6.6 (b), percebe-se a presença
artefatos que não existem, sendo estes frutos da baixa amostragem
espacial, consequências do aliasing. Porém, destaca-se que, mesmo
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com alguns artefatos indesejados, os resultados obtidos para um
espaçamento entre elementos de λ e até mesmo para 2λ permitem
destacar os espalhadores quando comparados aos resultados sem
a filtragem das camadas geológicas (Figura 6.4). Desta forma, ao
definir uma configuração para um possível sistema de medição, o
projetista tem certa flexibilidade em relação ao espaçamento entre
hidrofones, o interessante é poder ter um arranjo maior (maior
abertura) para o mesmo número de hidrofones, sem que hajam
grandes perdas na qualidade da imagem final.
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Figura 6.4.: Imageamento pré-filtragem das camadas geológicas,
configuração 25#.
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(a) d = λ/4.
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(b) d = λ/2 m.
Figura 6.5.: Imageamento de espalhadores dos sinais obtidos com os
dados simulados das configurações 22# e 23#.
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(a) d = λ.
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(b) d = 2λ.
Figura 6.6.: Imageamento de espalhadores dos sinais obtidos com os
dados simulados das configurações 24# e 25#.
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6.2 Abertura do arranjo
Os estudos desenvolvidos na Seção 6.1 deixaram um indício
de que, para o bom funcionamento do algoritimo de filtragem
das interfaces geológicas, a abertura do arranjo tem grande
importância. Desta forma, foram estipuladas as configuraçõos
apresentadas na Tabela 6.3 com o intuito de avaliar isoladamente
o efeito dessa característica.
As configurações 39# , 40# e 41# (Figura 6.7) permitem avaliar o
efeito que uma abertura do arranjo de 5, 15 e 30 m têm sobre os
resultados de imageamento quando não há a influência de aliasing,
já que essas configurações usam uma distância entre hidrofones
d < λ/2.
Tabela 6.3.: Parâmetros das simulações para estudo da influência do
tamanhoda abertura do arranjo no resultadode imageamento, para uma
distância fixa entre elementos do arranjo.
nº da simulação fc [Hz] BW d [m] N L [m]
36# 1500 3000 λ/2 11 5,00
37# 1500 3000 λ/2 31 15,00
38# 1500 3000 λ/2 61 30,00
39# 2500 4000 λ/2 17 4,80
40# 2500 4000 λ/2 51 15,00
41# 2500 4000 λ/2 101 30,00
42# 5000 4000 λ/2∗ 36 4,90
43# 5000 4000 λ/2∗ 108 14,98
44# 5000 4000 λ/2∗ 215 29,96
45# 7500 4000 λ/2 51 5,00
46# 7500 4000 λ/2 151 15,00
47# 7500 4000 λ/2 301 30,00
Notas: O símbolo ∗ foi aplicado para representar quando o valor de
d utilizado foi aproximado, sendo utilizado o valor mais próximo
permitido pela discretização do modelo em diferenças finitas.
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(a) Arranjo de 5 m.
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(b) Arranjo de 15 m.
Distaˆncia(m)
P
ro
fu
n
d
id
ad
e(
m
)
 
 
0 10 20 30 40 50 60
−35
−30
−25
−20
−15
−10
−5
0
Fonte
Arranjo
Interfaces
−10
−9
−8
−7
−6
−5
−4
−3
−2
−1
0
(c) Arranjo de 30 m.
Figura 6.7.: Imageamento de espalhadores dos sinais obtidos com os
dados simulados das configurações 15#, 16# e 17#.
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Percebe-se que com o aumento da abertura do arranjo a resolução
transversal melhora gradualmente – fenômeno esperado, conforme
o conceito de resolução espacial definido na Seção 4.3.3.2 –
sendo que os sinais referentes aos espalhadores ocupam espaços
consideravelmente menores para o arranjo de 30 m. Destaca-se
também que, para as menores aberturas avaliadas, o algoritmo
de filtragem não separou corretamente a reflexão na interface e o
espalhamento nos espalhadores, principalmente no que se refere
ao espalhador central da primeira camada.
Uma explicação para esse comportamento do algoritmo tem
fundamento na forma como é realizada a média dos sinais
(Equação (5.31)). Conforme explicado na Seção 5.5, as frentes
de onda das camadas e dos espalhadores chegam ao arranjo
com formas diferentes, porém para a direção especular com o
centro do arranjo essas ondas se sobrepõe para os espalhadores
centrais. Desse modo, caso apenas um espaço pequeno em torno
centro do arranjo seja amostrado (uma abertura pequena), não
haverão grandes diferenças entre os sinais refletidos e espalhados,
fazendo com que o ambos sejam filtrados, como ocorre para
o espalhador central da primeira camada conforme apresentado
na Figura 6.7 (a). Comportamento similar é observado para os
resultados com frequências centrais de 1500, 5000 e 7500 Hz.
6.3 Número de hidrofones
Para avaliar o efeito que o número de hidrofones tem sobre
os resultado de imageamento de objetos enterrados, fixou-se a
abertura do arranjo e se variou o número de hidrofones, tomando
o cuidado para que as distâncias entre hidrofones não superasse
λ/2 (Tabela 6.4), para que o resultado do imageamento não sofra
com o aliasing espacial, conforme explicado no Capítulo 5. Evitar
o aliasing para todas as frequências centrais e ao mesmo tempo
garantir uma resolução transversal razoável, implica num número
grande de hidrofones, conforme apresentado na Tabela 6.4.
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Tabela 6.4.: Parâmetros das simulações para estudo da influência ddo
número de elementos no resultado de imageamento.
nº da simulação fc [Hz] BW d [m] N L [m]
48# 1500 3000 0, 100λ 151 15
49# 1500 3000 0, 080λ 188 15
50# 1500 3000 0, 040λ 376 15
51# 2500 4000 0, 167λ 151 15
52# 2500 4000 0, 133λ 188 15
53# 2500 4000 0, 067λ 376 15
54# 5000 4000 0, 333λ 151 15
55# 5000 4000 0, 267λ 188 15
56# 5000 4000 0, 133λ 376 15
57# 7500 4000 0, 500λ 151 15
58# 7500 4000 0, 400λ 188 15
59# 7500 4000 0, 200λ 376 15
A variação do número total de hidrofones (Figura 6.8) não
resultou em mudanças perceptíveis no imageamento, porém
essa conclusão pode ser precipitada, principalmente devido ao
grande número de hidrofones utilizados (mesmo para menor
quantidade de 151). Espera-se que o aumento do número de
hidrofones impacte diretamente a relação sinal-ruído da imagem,
tal que uma análise com a presença de ruído mais elevado traria
conclusões mais relevantes. A Figura 6.9 traz esse estudo, foi
adicionado aos sinais dos hidrofones um ruído aleatório gaussiano
com amplitude média igual a 1/10 da amplitude máxima do
sinal. Percebe-se uma redução da amplitude do ruído com o
aumento da quantidade de hidrofones, com a configuração com
N = 376 melhorando consideravelmente a localização do
espalhadores presentes na quarta camada. Dessa forma, observa-
se que o projetista do sistema de medição também deve levar em
consideração quão ruidoso é o ambiente no qual o sistema será
utilizado para tomar a decisão de aumentar ou reduzir o número
de hidrofones de seu arranjo.
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(a) N = 151.
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(b) N = 188.
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(c) N = 376.
Figura 6.8.: Imageamento de espalhadores dos sinais obtidos com os
dados simulados das configurações 51#, 52# e 53#.
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(a) N = 151.
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(b) N = 188m.
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(c) N = 376.
Figura 6.9.: Imageamento de espalhadores dos sinais obtidos com os
dados simulados das configurações 51#, 52#, e 53#, com a adição de um
ruído aleatório com amplitude 1/10 da amplitude dos sinais.
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6.4 Largura de banda do chirp
Para avaliar o efeito do tamanho de banda do chirp de entrada
sobre os resultados de imageamento, optou-se por fixar a abertura
do arranjo em 20 m com uma distância entre elementos igual a λ/2
(Tabela 6.5). Espera-se obter melhores resoluções radiais com o
aumento da largura de banda, conforme descrito na Seção 4.3.3.2
do Capítulo 4.
Tabela 6.5.: Parâmetros das simulações para estudo da influência da
largura de banda do chirp de entrada no resultado de imageamento.
nº da simulação fc [Hz] BW d [m] N L [m]
60# 1500 1000 λ/2 41 20,00
61# 1500 2000 λ/2 41 20,00
62# 1500 3000 λ/2 41 20,00
63# 2500 1000 λ/2 67 20,00
64# 2500 2000 λ/2 67 20,00
65# 2500 3000 λ/2 67 20,00
66# 2500 4000 λ/2 67 20,00
67# 5000 1000 λ/2∗ 143 19,88
68# 5000 2000 λ/2∗ 143 20,00
69# 5000 3000 λ/2∗ 143 20,00
70# 5000 4000 λ/2∗ 143 20,00
71# 7500 1000 λ/2 201 20,00
72# 7500 2000 λ/2 201 20,00
73# 7500 3000 λ/2 201 20,00
74# 7500 4000 λ/2 201 20,00
Notas: O símbolo ∗ foi aplicado para representar quando o valor de
d utilizado foi aproximado, sendo utilizado o valor mais próximo
permitido pela discretização do modelo em diferenças finitas.
A Figura 6.10 mostra o resultado do imageamento para as
configurações de 63# a 66#. Percebe-se claramente a influência
direta que a largura de banda tem na resolução da imagem,
apresentando – assim como a abertura do arranjo – grande
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influência na capacidade do algoritmo em filtrar as interfaces
geológicas mantendo a informação dos espalhadores. A baixa
resolução faz com que não seja possível separar as frentes de onda
que chegam da interface e as frentes de onda espalhadas pelos
espalhadores.
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(a) BW = 1000 Hz.
Distaˆncia(m)
P
ro
fu
n
d
id
ad
e(
m
)
 
 
0 10 20 30 40 50 60
−35
−30
−25
−20
−15
−10
−5
0
Fonte
Arranjo
Interfaces
−10
−9
−8
−7
−6
−5
−4
−3
−2
−1
0
(b) BW = 1000 Hz, filtrado.
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(c) BW = 2000 Hz.
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(d) BW = 2000 Hz, filtrado.
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(e) BW = 3000 Hz.
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(f) BW = 3000 Hz, filtrado.
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(g) BW = 4000 Hz.
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(h) BW = 4000 Hz, filtrado.
Figura 6.10.: Imageamento de espalhadores dos sinais obtidos com os
dados simulados das configurações 63#, 64#, 65# e 66#. A coluna da
esquerda apresenta o imageamento para para os sinais completos e a
coluna da direita apresenta o imageamento para os sinais filtrados.
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6.5 Distância da fonte ao centro do arranjo
Por último avalia-se a distância entre a fonte e o centro do
arranjo (Tabela 6.6), foram utilizadas configurações para o arranjo
iguais as apresentadas Tabela 6.5 para a largura máxima de banda
avaliada. Espera-se uma redução da resolução com o aumento
dessa distância, pois dessa forma o ângulo de incidência da reflexão
especular sobre o arranjo diminuiria, resultando em uma menor
abertura efetiva do arranjo.
Tabela 6.6.: Parâmetros das simulações para estudo da influência
da distância da fonte ao centro do arranjo (Lgc) no resultado de
imageamento.
nº da simulação fc [Hz] BW d [m] N L [m] Lgc [m]
75# 1500 3000 λc/2 41 20 11
76# 1500 3000 λc/2 41 20 20
77# 1500 3000 λc/2 41 20 30
78# 2500 4000 λc/2 67 20 11
79# 2500 4000 λc/2 67 20 20
80# 2500 4000 λc/2 67 20 30
81# 5000 4000 λc/2∗ 143 20 11
82# 5000 4000 λc/2∗ 143 20 20
83# 5000 4000 λc/2∗ 143 20 30
84# 7500 4000 λc/2 201 20 11
85# 7500 4000 λc/2 201 20 20
86# 7500 4000 λc/2 201 20 30
Notas: O símbolo ∗ foi aplicado para representar quando o valor de
d utilizado foi aproximado, sendo utilizado o valor mais próximo
permitido pela discretização do modelo em diferenças finitas.
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A Figura 6.11 apresenta os resultados de imageamento para as
configurações de 78# a 80#. Percebe-se que, com o aumento da
distância entre a fonte e o centro do arranjo, a resolução da imagem
diminui, esse efeito é especialmente percebido para os espalhadores
posicionados na mesma linha que a fonte. Quando as ondas
incidem em ângulos maiores (em relação a normal do arranjo) no
centro do arranjo, elas enxergam uma abertura menor, sendo essa
abertura efetiva a projeção do arranjo em uma linha perpendicular
à direção de propagação da onda [100]. De forma que, para a
obtenção de melhores resoluções e consequentemente melhores
resultados de imageamento de espalhadores, o projetista deve optar
por menores distâncias entre a fonte e o centro do arranjo.
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(a) Lgc = 11m.
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(b) Lgc = 20m.
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(c) Lgc = 30m.
Figura 6.11.: Imageamento de espalhadores dos sinais obtidos com os
dados simulados das configurações 78#, 79#, e 80#, com a adição de um
ruído aleatório com amplitude 1/10 da amplitude dos sinais.
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6.6 Frequência central do chirp de entrada
Entendendo como cada parâmetro construtivo do sistema de
medição influenciou o resultado de imageamento quando um chirp
com frequência central de 2500 Hz é utilizado, é possível avaliar
com fundamento o impacto que diferentes frequências centrais
têm sobre o imageamento. Para realizar tal comparação optou-
se escolher um configuração com: d ≤ λ/2 para evitar efeitos
de aliasing, abertura de 20 m para que se tenha boa resolução
transversal, sem ruído para desconsiderar o número total de
hidrofones e distância entre a fonte e o centro do arranjo de 20 m. A
Figura 6.15 mostra os imageamentos sem a filtragem das camadas
geológicas e com a filtragem para cada uma das quatro frequências
avaliadas.
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(a) fc = 1000 Hz.
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(b) fc = 1000 Hz, filtrado.
Figura 6.12.: Imageamento sem e com a filtragem das interfaces
geológicas para as frequências centrais de 1000 Hz.
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(a) fc = 2500 Hz.
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(b) fc = 2500 Hz, filtrado.
Figura 6.13.: Imageamento sem e com a filtragem das interfaces
geológicas para as frequências centrais de 2500 Hz.
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(a) fc = 5000 Hz.
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(b) fc = 5000 Hz, filtrado.
Figura 6.14.: Imageamento sem e com a filtragem das interfaces
geológicas para as frequências centrais de 5000 Hz.
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(a) fc = 7500 Hz.
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(b) fc = 7500 Hz, filtrado.
Figura 6.15.: Imageamento sem e com a filtragem das interfaces
geológicas para as frequências centrais de 7500 Hz.
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As Figuras 6.12 (a) e 6.12 (b) mostram que, para a frequência
de 1000 Hz, não é alcançada uma resolução que permita a
diferenciação das frentes de onda espalhadas e refletidas, o que
resulta em artefatos indesejados. De modo que o projetista, de
acordo com as conclusões obtidas nas discussões acima, sabe que
tem algumas opções para obter melhores resultados: manter o
espaçamento entre hidrofones e aumentar o número de hidrofones
(aumentar a abertura), ou aumentar o espaçamento mantendo o
número de hidrofones, tomando o cuidado para que o aliasing
resultante não compromenta as informações de interesse, caso
queira manter este sinal de entrada.
As Figuras 6.13 (a) e 6.13 (b) já mostram um bom resultado
da filtragem de camadas geológicas, permitindo a visualização
dos espalhadores nas primeiras duas camadas. Um detalhe a se
destacar nesta configuração é a presença de dois máximos em
torno da posição real dos espalhadores ao invés de apenas um
máximo, alguns autores [57, 58, 131] reportam artefatos similares
em suas imagens como duas reflexões oriundas do espalhadador,
uma referente à reflexão/difração em seu topo, e outra em a
reflexão/difração em seu fundo. Porém, Bakker [132] afirma que
para que tais reflexões sejam vistas, o pulso incidente deve ser
agudo o bastante, tal que τpc < 2φ, sendo φ o raio do espalhador.
Para o caso em questão essa condição não é atendida, sendo
necessária uma análise mais profunda para verificar essa questão.
As Figuras 6.14 (a) e 6.14 (b) apresentaram omelhor desempenho
das configurações testadas, apresentando os espalhadores bem
destacados e com ótima resolução. Já as Figuras 6.15 (a) e 6.15 (b)
apresentaram um resultado inesperado, percebe-se que mesmo
na Figura 6.15 (a) os máximos referentes às reflexões especulares
já estão consideravelmente deslocados em relação às interfaces.
Verificou-se em um momento posterior que esse erro ocorreu no
matched filtering, como pode ser visto na Figura 6.16, percebe-se que
o centro do pico está claramente atrasado em relação ao inicio do
sinal, o que reflete no imageamento, representando as interfaces
como se estivessem mais profundas do que realmente estão.
6.6. Frequência central do chirp de entrada 169
0,00 0,01 0,02 0,03 0,04 0,05 0,06 0,07−1,0
−0,8
−0,6
−0,4
−0,2
0,0
0,2
0,4
0,6
0,8
1,0
Tempo (s)
A
m
p
li
tu
d
e
 
 
Sinal
Matched filtered
(a)
5,5 6,0 6,5 7,0 7,5 8,0−0,06
−0,04
−0,02
0,00
0,02
0,04
0,06
Tempo (ms)
A
m
p
li
tu
d
e
 
 
Sinal
Matched filtered
(b)
Figura 6.16.: Sinal simulado para o primeiro hidrofone e o resultado
de seu matched filter com o sinal de entrada. (a) sinais completos e (b)
detalhamento dos sinais.
Esse efeito ocorre, provavelmente, devido à uma distorção do
sinal provocada pela dispersão numérica inerente à resolução da
equação da onda por um esquema em diferenças finitas. O
autor do Simsonic© recomenda que sejam utilizados um mínimo
de 10 elementos para descrever o menor comprimento de onda
presente na análise. Além disso, esse critério deve ser revisto para
condições em que a distância de propagação seja da ordem de
dezenas de comprimentos de onda, sendo recomendadas relações
de até 20 ou mais elementos por comprimento de onda nesse
caso [133]. Para as configurações cuja frequência central do chirp
é igual a 7500 Hz e largura de banda igual a 4000 Hz, tem-
se uma relação de aproximadamente 8 elementos para o menor
comprimento de onda, não cumprindo ambos os critérios. Para
tentar verificar essa hipótese foi simulado a mesma configuração
que é apresentada na Figura 6.14 (a), mas com o dobro da
discretização (Figura 6.17), verificou-se na Figura 6.17 (a) que
as interfaces são representadas em suas posições corretas. Mas
que, mesmo com o correto posicionamento das interfaces, a
filtragem das camadas não melhorou satisfatoriamente a relação
sinal-ruído para os espalhadores do segundo e terceiro conjunto
(Figura 6.17 (c)).
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(a) Não filtrado
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(b) Filtrado, escala de -10 dB a 0 dB
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(c) Filtrado, escala de -20 dB a 0 dB
Figura 6.17.: Imageamento sem e com a filtragem das interfaces
geológicas para a configuração 46#, com um modelo com uma
discretização duas vezes maior.
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6.7 Estudos complementares
Compreendendo o efeito que os parâmetros construtivos do
arranjo de medição têm sobre o imageamento de espalhado-
res, pode ser interessante mostrar a aplicação do algoritmo
de imageamento de espalhadores para diferentes configurações
do ambiente. Mantêm-se a estrutura das camadas geológicas,
reorganizando apenas as posições, tamanhos e propriedades
dos espalhadores. São avaliadas três configurações, a primeira
(Figura 6.18) apresenta espalhadores com diâmetros diverso sendo
dois destes posicionados próximos uma ao outro, tal que o interesse
é verificar se a configuração de arranjo determinada nos estudos
acima é capaz de separar corretamente estes espalhadores na
distância.
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Figura 6.18.: Estudo da primeira configuração complementar, que avalia
qual é o efeito que diferentes tamanhos de espalhadores e diferentes
distâncias horizontais entre espalhadores têm sobre o imageamento.
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Observa-se na marcação amarela das Figuras 6.18 (b) e 6.18 (c)
que a configuração de arranjo de bom desempenho definida nos
estudos das seções acima – um arranjo com 20 m de abertura,
143 hidrofones e a uma distância de 20 m da fonte, com um chirp
centrado em 5000 Hz – permite a separação dos dois espalhadores
distanciados 0,5 m um do outro. Pode-se destacar também
que nesse novo ambiente simulado existe apenas um espalhador
localizado próximo a região de reflexão especular, e que o algoritmo
de filtragem permite separá-lo da interface, como é visto na
marcação verde.
Outro detalhe a ser observado, é em como o espalhador contido
dentro damarcação vermelha aparece no imageamento. Percebe-se
uma região demaior amplitude, provavelmente referente à reflexão
das ondas na interface água-espalhador, à direita e abaixo desse
máximo verifica se outro máximo, de menor amplitude, que pode
ser proveniente do caminho de reflexão fonte-interface-espalhador-
receptores, conforme indicaWilliams [57]. Já o outro máximo, mais
abaixo e à esquerda, provavelmente se deve à reflexão da onda
na interface espalhador-substrato [58], conforme mencionado na
Seção 6.6.
Na segunda configuração (Figura 6.19), também se deseja
verificar a capacidade de separar dois espalhadores próximos, mas
agora na profundidade.
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Figura 6.19.: Estudo da segunda configuração complementar, que avalia
qual é o efeito que diferentes tamanhos de espalhadores e diferentes
distâncias verticais entre espalhadores têm sobre o imageamento.
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Observa-se, na marcação amarela, que as amplitudes referentes a
cada um dos espalhadores acabam se encostando, a separação dos
espalhadores não é satisfatória. Para que fosse possível separar os
espalhadores, a resolução radial – definida no Capítulo 4 – deve ser
melhorada. Para tal, poderia ser aumentada a largura de banda do
chirp de entrada.
Já a terceira configuração (Figura 6.20) apresenta um espalhador
grande, sendo seu diâmetro maior que a camada a qual este ocupa.
Deseja-se verificar como esta situação é registrada pelo algoritmo
de imageamento.
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Figura 6.20.: Estudo da terceira configuração complementar, que avalia
qual é o efeito que diferentes espalhadores comdiâmetromaior que uma
camada tém sobre os resultados de imageamento.
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Nessa configuração, foi reduzido o diâmetro do espalhador
mais à esquerda (marcação vermelha da Figura 6.20 (b)), e ele
passou a ser identificado com apenas um máximo, além disso, o
segundo espalhador – que antes era pequeno e apresentava baixa
amplitude – foi aumentado e passou ser representado por dois
máximos. Ambas essas observações são um bom indício de que
a hipótese de reflexão na interface espalhador-substrado esteja
correta. Já na marcação amarela, verifica-se que, o espalhador
maior que a camada, acaba não sendo bem representado na ima-
gem. Isso ocorre, porque suas dimensões são consideravelmente
maiores que o comprimento de onda incidente, de forma que
ele não se comporta como espalhador pontual. Sua presença é
verificada devido aos efeitos dos caminhos de reflexão (substrato-
espalhador, fonte-interface-espalhador-receptores, e espalhador-
substrato), como quatro pontos de maior amplitude. Também é
perceptivel uma adição de distorções próximas à quarta interface
quando comparadas as Figura 6.20 (c) e 6.19 (c). Esse efeito
é, provavelmente, resultado da interação das ondas refletidas na
interface e das ondas espalhadas pelo grande espalhador, pois seus
tempos de viagem são similares.

7 Conclusões
Este trabalho teve como principal objetivo a implementação de
um método para a localização de heterogeneidades volumétricas
(espalhadores) na subsuperfície (substrato) de áreas submersas.
Juntamente, também foi avaliado o impacto que diferentes pa-
râmetros de um sistema de medição têm sobre a localização de
espalhadores com o método implementado. De forma a atingir
este objetivo e deixar clara a implementação do método, foram
abordados diversos conceitos ao longo deste documento.
Primeiramente, foi realizada uma breve revisão sobre osmétodos
utilizados na área de geofísica para a caracterização de ambientes
submerso, assim como uma revisão bibliográficamais detalhada da
aplicação de técnicas acústicas/sísmicas na caracterização completa
do ambiente submerso. Destacando trabalhos na literatura em que
estas técnicas são utilizadas para a localização de objetos enterrado
na subsuperfície
Na sequência, feita uma revisão bibliográfica dos métodos nu-
méricos usualmente aplicados aos problemas de acústica/sísmica
em ambientes submersos. O método das diferenças finitas, se
destacou como uma ótima ferramenta para a obtenção de dados
de sísmica, pois, além de modelar os fenômenos de interesse,
como a reflexão, refração e difração das onda acústicas, também
permite o modelamento de geometrias complexas e com variações
de propriedades físicas ao longo do volume.
Para a melhor compreensão do estudo a ser realizado, o procedi-
mento usual de investigação acústica em ambientes submerso, sua
configuração e os dados gerados foramdescritos. Sendo expostas as
principais formas de apresentar estes dados, assim como algumas
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técnicas de processamento como o NMO ou o empilhamento,
todavia com ênfase para o imageamento baseado na migração de
Kirchhoff.
Com o intuito de facilitar interpretação desse dados de investi-
gações sísmicas, foi implementado um algoritmo de imageamento
de espalhadores. O algoritmo baseia-se em um procedimento
em que sinais referentes às interfaces geológicas presentes no
substrato são retirados dos sinais medidos. Para encontrar o
tempo correto em que os sinais referentes às interfaces geológicas
estão presentes, utiliza-se um imageamento baseado no método da
fonte imagem. Com essa informação, determinam-se os ecos das
interfaces como uma média dos ecos para aquela interface em cada
um dos hidrofones de um arranjo, para então subtraí-los do sinal
completo.
De forma a testar os algoritmos implementados, foram desen-
volvidos modelos para simular uma investigação de sísmica em
um ambiente submerso típico. A resolução destes modelos foi
realizada utilizando-se o código de diferenças finitas no domínio
do tempo SimSonic©. Este código permite o modelamento de um
meio multicamadas – cada camada com diferentes propriedades
geoacústicas – com a presença de espalhadores, fornecendo como
saída resultados de pressão sonora medida em um arranjo de
hidrofones.
Os modelos numéricos desenvolvidos foram utilizados para
realizar a validação do algoritmo de imageamento de espalhadores.
Sendo então realizada uma análise paramétrica, com o objetivo
de melhor compreender a influência que parâmetros construtivos
do arranjo têm sobre o resultado de imageamento. Com esse
estudo buscou-se dar uma base para que o projetista de um sistema
medição – que tenha o objetivo de imagear espalhadores – possa
otimizar seu sistema em relação ao custo e a performance.
Como conclusões específicas do trabalho, destaca-se grande
vantagem em pós-processar sinais – obtidos em investigações
acústicas em ambientes submersos – na forma de imagens, com
o auxílio da migração de Kirchhoff. O imageamento permite
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extrair informações dos sinais que não podem ser detectadas
quando estes são avaliados diretamente, pois eles migram os
eventos de difração para sua posição no espaço, facilitando
amplamente a interpretação dos dados. Com relação ao algoritmo
de filtragem das camada geológicas, verificou-se que ele auxilia
na detecção de espalhadores dispersos no ambiente de interesse,
pois ele aumenta a relação sinal-ruído desses espalhadores, já
que elimina uma das maiores fontes de ruído para esse estudo,
que são os ecos proveniente das interfaces. Outra conclusão
importante de se destacar concerne a discretização utilizada para os
modelos de diferenças finitas. Verificou-se que, mesmo para uma
relação de cerca de dez pontos de discretização por comprimento
de onda, os resultados apresentaram um considerável erro de
dispersão, alterando parcialmente a forma do sinal, acarretando no
posicionamento incorreto dos ecos após o matched filtering. Essa
distorção está associada à frequência de análise, mas também às
distâncias de propagação, de forma que para maiores distâncias de
propagação o critério típico de discretização deve ser revisto.
7.1 Sugestões para trabalhos futuros
Para pesquisas futuras, sugere-se:
• a aplicação do algoritmo de imageamento de espalhadores
em dados reais. Se possível, seria de interesse realizar um
experimento controlado, onde se pudesse garantir um meio
multicamadas com interfaces planas e horizontais. Porém,
também seria proveitoso aplicar o imageamento de Kirchhoff
a dados reais quaisquer e verificar as imagens geradas após a
filtragem das camadas geológicas;
• melhoramento do algoritmo de fonte imagem. O algoritmo
poderia ser estendido para tratar de ambientes multicamadas
cujas interfaces apresentam curvaturas;
• desenvolver ummodelo mais completo, que leve em conside-
ração efeitos de múltiplas e de espalhamento por interfaces
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rugosas.
• implementar a rotina de estimação dos parâmetros geoacús-
ticos a partir dos mapas de fonte imagem e implementar a
correção dessas velocidades de propagação ao algoritmo de
imageamento;
• utilizar umoutrométodo numérico, possivelmente elementos
finitos, para gerar os dados de entrada do estudo, de modo
a verificar se o mesmo efeito de distorção relacionado à
distância de propagação é verificado.
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A Resultados de imageamento para as
diversas configurações avaliadas na
análise paramétrica
Conforme mencionado no Capítulo 6, este apêndice contem
os resultados de imageamento para cada uma das configurações
descritas nas Tabelas 6.1, 6.2, 6.3, 6.4, 6.5 e 6.6. Devido ao tamanho
da cópica física, o nível de detalhamento das figuras na cópia
impressa não é ideal, sugere-se a utilização da versão eletrônica
para melhor avaliar os resultados.
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Apêndice A. Resultados de imageamento para as diversas
configurações avaliadas na análise paramétrica
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Figura A.12.: Configuração 15#.
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Figura A.13.: Configuração 16#.
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Apêndice A. Resultados de imageamento para as diversas
configurações avaliadas na análise paramétrica
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Figura A.14.: Configuração 18#.
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Figura A.15.: Configuração 19#.
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Figura A.16.: Configuração 20#.
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Figura A.17.: Configuração 21#.
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Apêndice A. Resultados de imageamento para as diversas
configurações avaliadas na análise paramétrica
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Figura A.18.: Configuração 22#.
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Figura A.19.: Configuração 23#.
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Figura A.20.: Configuração 24#.
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Figura A.21.: Configuração 25#.
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Figura A.22.: Configuração 26#.
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Figura A.23.: Configuração 27#.
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Apêndice A. Resultados de imageamento para as diversas
configurações avaliadas na análise paramétrica
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Figura A.24.: Configuração 28#.
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Figura A.25.: Configuração 29#.
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Figura A.26.: Configuração 30#.
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Figura A.27.: Configuração 31#.
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Figura A.28.: Configuração 32#.
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Figura A.29.: Configuração 33#.
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Apêndice A. Resultados de imageamento para as diversas
configurações avaliadas na análise paramétrica
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Figura A.30.: Configuração 34#.
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Figura A.31.: Configuração 35#.
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Figura A.32.: Configuração 36#.
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Figura A.33.: Configuração 37#.
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Figura A.34.: Configuração 38#.
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Figura A.35.: Configuração 39#.
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Apêndice A. Resultados de imageamento para as diversas
configurações avaliadas na análise paramétrica
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Figura A.36.: Configuração 40#.
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Figura A.37.: Configuração 41#.
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Figura A.38.: Configuração 42#.
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Figura A.39.: Configuração 43#.
Distaˆncia(m)
P
ro
fu
n
d
id
ad
e(
m
)
 
 
0 10 20 30 40 50 60
−35
−30
−25
−20
−15
−10
−5
0
Fonte
Arranjo
Interfaces
−25
−20
−15
−10
−5
0
Distaˆncia(m)
P
ro
fu
n
d
id
ad
e(
m
)
 
 
0 10 20 30 40 50 60
−35
−30
−25
−20
−15
−10
−5
0
Fonte
Arranjo
Interfaces
−10
−9
−8
−7
−6
−5
−4
−3
−2
−1
0
Figura A.40.: Configuração 44#.
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Figura A.41.: Configuração 45#.
218
Apêndice A. Resultados de imageamento para as diversas
configurações avaliadas na análise paramétrica
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Figura A.42.: Configuração 46#.
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Figura A.43.: Configuração 47#.
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Figura A.44.: Configuração 48#.
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Figura A.45.: Configuração 49#.
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Figura A.46.: Configuração 50#.
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Figura A.47.: Configuração 51#.
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Apêndice A. Resultados de imageamento para as diversas
configurações avaliadas na análise paramétrica
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Figura A.48.: Configuração 52#.
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Figura A.49.: Configuração 53#.
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Figura A.50.: Configuração 54#.
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Figura A.51.: Configuração 55#.
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Figura A.52.: Configuração 56#.
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Figura A.53.: Configuração 57#.
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Apêndice A. Resultados de imageamento para as diversas
configurações avaliadas na análise paramétrica
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Figura A.54.: Configuração 58#.
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Figura A.55.: Configuração 59#.
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Figura A.56.: Configuração 60#.
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Figura A.57.: Configuração 61#.
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Figura A.58.: Configuração 62#.
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Figura A.59.: Configuração 63#.
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Apêndice A. Resultados de imageamento para as diversas
configurações avaliadas na análise paramétrica
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Figura A.60.: Configuração 64#.
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Figura A.61.: Configuração 65#.
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Figura A.62.: Configuração 66#.
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Figura A.63.: Configuração 67#.
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Figura A.64.: Configuração 68#.
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Figura A.65.: Configuração 69#.
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Apêndice A. Resultados de imageamento para as diversas
configurações avaliadas na análise paramétrica
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Figura A.66.: Configuração 70#.
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Figura A.67.: Configuração 71#.
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Figura A.68.: Configuração 72#.
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Figura A.69.: Configuração 73#.
Distaˆncia(m)
P
ro
fu
n
d
id
ad
e(
m
)
 
 
0 10 20 30 40 50 60
−35
−30
−25
−20
−15
−10
−5
0
Fonte
Arranjo
Interfaces
−25
−20
−15
−10
−5
0
Distaˆncia(m)
P
ro
fu
n
d
id
ad
e(
m
)
 
 
0 10 20 30 40 50 60
−35
−30
−25
−20
−15
−10
−5
0
Fonte
Arranjo
Interfaces
−10
−9
−8
−7
−6
−5
−4
−3
−2
−1
0
Figura A.70.: Configuração 74#.
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Figura A.71.: Configuração 75#.
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Apêndice A. Resultados de imageamento para as diversas
configurações avaliadas na análise paramétrica
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Figura A.72.: Configuração 76#.
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Figura A.73.: Configuração 77#.
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Figura A.74.: Configuração 78#.
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Figura A.75.: Configuração 79#.
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Figura A.76.: Configuração 80#.
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Figura A.77.: Configuração 81#.
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Apêndice A. Resultados de imageamento para as diversas
configurações avaliadas na análise paramétrica
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Figura A.78.: Configuração 82#.
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Figura A.79.: Configuração 83#.
Distaˆncia(m)
P
ro
fu
n
d
id
ad
e(
m
)
 
 
0 10 20 30 40 50 60
−35
−30
−25
−20
−15
−10
−5
0
Fonte
Arranjo
Interfaces
−25
−20
−15
−10
−5
0
Distaˆncia(m)
P
ro
fu
n
d
id
ad
e(
m
)
 
 
0 10 20 30 40 50 60
−35
−30
−25
−20
−15
−10
−5
0
Fonte
Arranjo
Interfaces
−10
−9
−8
−7
−6
−5
−4
−3
−2
−1
0
Figura A.80.: Configuração 84#.
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Figura A.81.: Configuração 85#.
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Figura A.82.: Configuração 86#.
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