An automatic aural classifier developed at Defence Research and Development Canada has demonstrated the ability to distinguish target echoes from clutter using perceptual-based features inspired by sonar operators. Initially, the classifier was tested with echoes from explosive sources, but more recent research involved transmitting broadband waveforms from transducer sources. In sonar transducer operation, there is a trade off between source level and bandwidth, and the goal of this paper is to study how these factors affect echo classification. Source level relates to signal-to-noise ratio (SNR), which inherently affects classification since signals with low enough SNR cannot be distinguished from noise, let alone other signals. The dependence of classification performance on bandwidth is less obvious; however, the aural classification technique is based on a sub-band type of processing that mimics the basilar membrane in the human auditory system, and this model is not well adapted for narrow bands. Performance of the aural classifier is therefore expected to degrade as bandwidth is decreased. In this paper, the effect of SNR and signal bandwidth on echo classification is examined using echoes of varying SNR, and in various bands selected using band-pass filters.
INTRODUCTION
From simple fish finders to complex military systems, active sonar requires some form of false alarm suppression for the practical detection of targets amidst clutter. Defence Research and Development Canada (DRDC) developed a broadband signal classifier that has demonstrated the ability to automatically distinguish target echoes from clutter using perceptual-based features inspired by sonar operators who can make the same distinction aurally. 1, 2 The automatic aural classifier employs supervised learning and forms classification decisions based on the statistics of a training dataset. In this paper, the separation of the target and clutter class distributions in a given training dataset was used as a measure of the usefulness of the classifier.
The echoes considered in this paper were collected during active sonar sea trials in which broadband waveforms were transmitted from transducer sources. In sonar transducer operation, there is a trade off between source level and bandwidth, and the goal of this paper is to study how these factors affect echo classification. Source level relates to signal-to-noise ratio (SNR), which inherently affects classification since signals with low enough SNR cannot be distinguished from noise, let alone other signals. The role of bandwidth on classification performance is less obvious; however, the aural classification technique is based on sub-band processing that mimics the basilar membrane in the human auditory system, which typically uses multiple octaves of bandwidth. The importance of both SNR and bandwidth was confirmed by examining datasets with varying SNR and bandwidth.
DATASETS AND CLASSIFIER TRAINING
The data used to evaluate the classifier were collected during the Clutter07 and Clutter09 sea trials conducted in the Mediterranean Sea, and consisted of a number of target echoes from an oilrig, and clutter echoes corresponding to all other detections not associated with the oilrig. The waveform transmitted during the trial was an LFM upsweep from 600-3400 Hz. Echo SNR ranged from -6 dB to +18 dB, and the echoes were sorted by SNR into eight bins, each with a bin width of 3 dB. After removing some of the echoes through random selection, each bin contained 50 echoes from each of the target and clutter classes. The bins formed datasets for evaluating the classifier, and having an equal number of echoes in each dataset ensured statistical consistency across tests.
In order to train the classifier using a dataset, a number of aural features are calculated for each echo. Discriminant analysis, a method of reducing dimensionality, is used to project the multi-dimensional features on to a single dimension. The projection is based on an optimal separation of the two classes in the training dataset. The projected feature values are used to calculate Gaussian statistics for each of the classes, and the resulting probability density functions can be used to calculate the probability of an echo belonging to the each class. After training, an independent dataset with unique echoes is typically tested to fully evaluate the classifier; however, in this paper, the same training data is tested for simplicity. This removes the requirement to split the datasets into training and testing portions, which improves training statistics, and results in a measure of classification performance that represents the maximum achievable with that training configuration.
We begin with an analysis of the highest SNR dataset (15-18 dB), which is expected to yield the highest classification performance. The classifier was trained with the echoes from this dataset, and during the process the aural features were projected to a single dimension. In Figure 1 (a), normalized histograms of the one-dimensional projection of the features are shown for the clutter and target classes, displayed as blue and red curves, respectively. The classes are almost completely separable and there is very little overlap in the distributions, which is approaching the ideal case.
Using the class distributions, classification on the training echoes was performed. To minimize classification error, a decision threshold is set where the distributions intersect, at a feature value of approximately 0.0 in this case. At this threshold, 94% of the targets are classified correctly with only 6% of the clutter being mistaken for targets. In other terms, the probability of detection equals 0.94 and the probability of false alarm equals 0.06. By varying the threshold in increments, in this case over a projected feature value range of -6.0 to 6.0, and calculating the detection and false alarm statistics at each increment, it is possible to construct a receiver-operating-characteristic (ROC) curve that gives a complete look at classification performance at all operating points. The ROC curve for this dataset is shown in Figure 1(b) , with the minimum-error-rate operating point included. The area under the ROC curve (AUC) is useful as a summary statistic for the ROC curve, and the following guidelines are adopted from the literature to interpret classification performance: AUC = 0.5 indicates no discrimination; 0.7 ≤ AUC < 0.8 is considered acceptable discrimination; 0.8 ≤ AUC < 0.9 is considered excellent discrimination; AUC ≥ 0.9 is considered outstanding discrimination; AUC = 1.0 indicates perfect discrimination. 3 In this example, the AUC value equals 0.96, indicating outstanding discrimination. As SNR and bandwidth are reduced, the discrimination is expected to decrease from this value.
SIGNAL-TO-NOISE RATIO DEPENDENCE
The classifier was evaluated using each of the eight datasets, and in each case a ROC curve and AUC value was calculated. The AUC values are shown in Figure 2 . The value of 0.96 calculated in the previous section for the dataset with the highest SNR is plotted over the 15-18 dB range, and the AUC values steadily decrease toward lower SNR. This is the expected result, although the performance in the lowest SNR range is higher than was anticipated with AUC = 0.79, which is still considered acceptable discrimination. This is likely due to the fact that the same data was used for training and testing the classifier, and if an independent dataset was used for testing, the AUC values would be lower.
BANDWIDTH DEPENDENCE
In order to examine classifier performance as a function of bandwidth, the highest SNR dataset was band-pass filtered with increasingly narrow filters centered at 2000 Hz. The filter bandwidth started at the full 2800 Hz and was decreased to 100 Hz, in 100 Hz steps. The highest SNR dataset was used so that the AUC value at the highest bandwidth was close to 1.0, allowing room for performance degradation as bandwidth was reduced. Figure 3 shows the AUC values (connected black points) calculated by evaluating the classifier using the 28 filtered datasets. The performance clearly decreases as bandwidth is reduced. The decrease is not monotonic; however, the plot is specific to this dataset, and averaging over several datasets must be done before any generalizations can be made. As in the lowest SNR test, the lowest bandwidth test yielded a higher AUC value than expected, with AUC = 0.76. Again, the performance would be lower had an independent dataset been used for testing the classifier, but it is interesting that this much separation between classes can be found with as little as 100 Hz of bandwidth.
Given the dependence of classification on SNR demonstrated in the last section, it was important to ensure that the filters did not affect echo SNR, and that the trend observed in Figure 3 was actually a function of bandwidth, and independent of SNR. This was confirmed by calculating the mean SNR of each dataset, which are plotted in gray along the bottom of Figure 3 . In each dataset, the mean SNR is within the 15-18 dB range of the full band data, and therefore any trends in the plot must be bandwidth related. The standard deviations of each dataset's SNR values tend to increase at lower bandwidths, and these are denoted by error bars on the SNR data in Figure 3 . The SNR calculation algorithm automatically isolates the signal portion of an echo from the surrounding noise, and as the filters increasingly modify the echo envelope, the difference in signal isolation contributes to discrepancies in SNR leading to the higher standard deviations observed. 
CONCLUSIONS AND FUTURE WORK
The performance of the classifier was observed to depend on echo SNR and bandwidth, with the best class discrimination at the highest SNR and bandwidth, as expected. More rigorous tests are ongoing to solidify the preliminary relationships observed in this paper, and a combined map of performance versus both SNR and bandwidth is being completed.
