A Fourier-matching pseudospectral modal method (PSMM(f)) is developed for analyzing lamellar diffraction gratings or grating stacks. A Chebyshev pseudospectral method is first used to accurately calculate the eigenmodes of the grating layers, and then the Fourier coefficients are matched at the interfaces between the layers. Compared with an existing pseudospectral modal method based on point-matching, the PSMM(f) is more robust and accurate. The method performs better than the standard Fourier modal method for gratings involving metals.
Introduction
In the past several decades, many numerical methods have been developed for analyzing diffraction gratings and other periodic structures. For lamellar gratings or multilayer lamellar grating stacks, analytic and numerical modal methods are very natural and widely used. The analytic modal method (AMM) [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] expresses the eigenmodes of the grating layer analytically in each homogeneous segment and solves the propagation constants of the modes from a transcendental equation. Numerical modal methods include the Fourier modal method (FMM) [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] , a Legendre/Chebyshev polynomial expansion modal method (PEMM) [22] , a finite difference modal method (FDMM) [23] and a B-spline modal method [24, 25] , a point-matching pseudospectral modal method (PSMM(p)) [26] , etc. For diffraction gratings involving metals or other lossy media, the propagation constants of the eigenmodes are complex in general. In that case, the AMM requires sophisticated techniques to systematically find complex solutions of a transcendental equation [3] . This can be somewhat complicated, especially for grating layers with more than two homogeneous segments [8] . Numerical modal methods are easier to use, since the eigenmodes are simply calculated from approximate matrix eigenvalue problems. Due to its simplicity, the FMM is extremely popular. However, for highly conducting gratings, the standard implementation of FMM has some convergence problems. A number of techniques have been proposed to address this issue [18, 20, 21] . The other numerical modal methods, such as the FDMM [23] , may have some advantages for analyzing metallic gratings. On the other hand, the FMM has been enhanced by the adaptive spatial resolution technique [17] . Despite of the many improvements, the FMM and other numerical modal methods still cannot compete with a properly implemented AMM [9, 10] . Therefore, it is still desirable to develop new numerical modal methods which are simple to implement and perform more like the AMM.
For both the PEMM [22] and the PSMM(p) [26] , the eigenfunctions are approximated by piecewise polynomials. The difference is that the PEMM works with the expansion coefficients, while the PSMM(p) uses the notion of differentiation matrices and works in the physical space. As a consequence, the PEMM given in [22] is only valid for grating layers with piecewise constant refractive index profiles, while the PSMM(p) is applicable to structures with graded index distributions, although the implementation in [26] is only for piecewise constant profiles. In this paper, we present a Fourier-matching pseudospectral modal method (PSMM(f)) for lamellar gratings and lamellar grating stacks. Unlike the PSMM(p) given in [26] where the interface conditions between the different layers are implemented by a point-matching scheme, we approximate the interface conditions by matching Fourier coefficients as in the FMM. Furthermore, we use only a portion of the numerical eigenmodes, since some of the higher order modes are numerical artifacts unrelated to any physical modes. A least squares technique developed in [20, 21] is also incorporated into our method for producing more reliable solutions for certain cases.
Basic formulation
We consider one-dimensional (1D) gratings which are invariant in z and periodic in x with period L, where {x, y, z} is a Cartesian coordinate system. For the transverse magnetic (TM) polarization, the z component of the magnetic field, denoted by u in this paper, is the only non-zero component of the magnetic field, and it satisfies the following Helmholtz equation
where k 0 is the free space wavenumber, ε and µ are the relative permittivity (dielectric constant) and relative permeability of the media, respectively. For the transverse electric (TE) polarization, the governing equation is for the z component of the electric field and it can be obtained by exchanging µ and ε in Eq. (1). The grating layer or stack is assumed to be given by 0 < y < D where D is a constant, so that ε and µ are constants {ε (0) , µ (0) } for y < 0 and {ε ( * ) , µ ( * ) } for y > D. Furthermore, we assume that the grating structure is piecewise uniform in y and the uniform layers are separated by 0 = y 0 < y 1 < y 2 < ..
where J is the total number of layers. In each layer, ε and µ are functions of x only, i.e.,
In the top region (y > D), we specify a plane incident wave
If the angle of incidence between the incident wave vector and the y-axis is θ, then
The incident wave gives rise to a reflected wave u (r) in the top and a transmitted wave u (t) in the bottom (y < 0), and they have the following expansions:
where
R m and T m are the reflection and transmission amplitudes to be determined.
In each layer, we expand the solution in the eigenmodes, that is
for y j−1 < y < y j , where β 
To simplify the notations, we have dropped the subscript (j) for ε, µ, g and β, and the subscript l for g and β in the above equations. To solve the coefficients a
l , R m and T m , we need to set up a system of equations from the following continuity conditions
for j = 0, 1, 2, ..., J. Different modal methods correspond to different methods used to solve the eigenvalue problem (8) (9) (10) and impose the continuity conditions (11) approximately.
Computing the eigenmodes
In [26] , a pseudospectral method for solving the eigenvalue problem (8-10) is given for the special case where one period of the grating contains two segments and each segment has a constant ε and µ. In the following, we present the pseudospectral method for the general case where ε and µ are piecewise smooth functions of x. We assume that the discontinuities of ε or µ are located at 0 = x 0 < x 1 < ... < x P = L, where L is the period in the x direction and P is the number of segments in the y-independent layer. For the pth segment given by x p−1 < x < x p , we discretize x by q p + 1 points as
Notice that ξ p,0 = x p−1 and ξ p,qp = x p . The Chebyshev pseudospectral method (also called Chebyshev collocation method) [27] approximates the first order derivative by a differentiation matrix
where g p is the column vector of g at the interior discretization points, i.e.,
and the prime denotes the derivative with respect to x. The entries of C (p) are
where σ 0 = σ qp = 2, σ k = 1 and γ k = cos(kπ/q p ) for 0 < k < q p . Let us write down the matrix C (p) as
where c
7 and c 
For an interior discontinuity point x p , 1 ≤ p ≤ P − 1, the continuity of ε −1 dg/dx leads to
where g p+1 is defined as g p in (14), c
and c
comprise the first row of C
which is partitioned as C (p) in (15) . For x 0 = 0 and x P = L, we impose the quasi-periodic condition (10) as
From Eq. (19) for 1 ≤ p ≤ P − 1, Eq. (20) and the quasi-periodic condition (9), we can solve
Notice that A 0 is a (P + 1) × Q matrix, where Q = (q 1 − 1) + (q 2 − 1) + ... = P p=1 q p − P is the total number of interior discretization points.
On the pth segment, if we let f = ε∂ x (ε −1 ∂ x g), then f at the discrete points given in (12) can be approximately evaluated by a matrix B (p) , that is
where f p is defined as g p in (14),
] is a diagonal matrix for ε evaluated at the discretization points. Similar to (15), we partition the matrix B (p) as
The differential equation (8) is assumed to be valid at the interior discretization points of the segment, i.e., ξ p,k for 1 ≤ k < q p . This leads to
. . .
where A 1 is a block diagonal matrix with the pth diagonal block B
s , and
. . . . . .
Combining (21) with the above equation, we obtain the following matrix eigenvalue problem
where A = A 1 + A 2 A 0 is a Q × Q matrix. This leads to Q numerical eigenmodes. The eigenvector gives approximate values of g at the interior discretization points ξ p,k for 1 ≤ k ≤ q p − 1, but the values of g at the discontinuities x p for 0 ≤ p ≤ P , are also available from Eq. (21). In the above formulation, a piecewise polynomial approximation to the eigenfunction is implicitly used through the differentiation matrix C (p) . The PEMM [22] explicitly uses polynomial approximations through expansions in Legendre or Chebyshev polynomials. The differential equation (8) is also approximated differently. We require that the equation is exactly valid at the interior discretization points, while PEMM requires expansion coefficients (except the last two) to vanish. However, the PEMM is only implemented for piecewise constant ε.
Notice that if g is approximated by a polynomial but ε is not a constant on the segment, then
is not a polynomial in general. Of course, f can be further approximated by a polynomial, but the process becomes more complicated.
Interface conditions
Based on the pseudospectral method presented in the previous section, we can find Q j numerical eigenmodes for the jth layer (y j−1 < y < y j ) by solving a Q j ×Q j matrix eigenvalue problem (25) . The next step is to expand the field in each layer by the numerical eigenmodes and impose the interface conditions (11) between the layers approximately. The PSMM(p) [26] uses all Q j numerical eigenmodes to expand the field in the jth layer, and then match u and ε −1 ∂ y u at the interfaces between the layers by a point-matching scheme. Our approach is to use only a portion of the numerical eigenmodes in the field expansions and match the Fourier coefficients of u and ε −1 ∂ y u at the interfaces. Although the pseudospectral method exhibits exponential convergence, i.e., the errors decay exponentially as the number of discretization points is increased, not all numerical eigenmodes are accurate approximations of the true modes. In order to develop a numerical method which behaves more like the AMM, the numerical eigenmodes used in the expansions should be good approximations of the true modes. We use only N j numerical eigenmodes in the eigenmode expansion (7) , where N j is about one half of Q j or even less. The eigenmodes are ordered by the real part of the eigenvalue β 2 . We denote the eigenmodes in the jth layer by {β
2 ] 2 ≥ ..., then the field in the jth layer is approximated by the following truncated eigenmode expansion:
where the eigenfunctions g (j) l are actually only available at the discretization points given in (12) .
To set up a system of equations for {a
l , R m , T m }, we need to impose the continuity conditions (11) at y = y 0 , y 1 , ..., y J . If these conditions are imposed at all discretization points of x, we obtain an over-determined linear system which can be solved by the least squares method. We still call such a method point-matching pseudospectral modal method, since it is reduced to the PSMM(p) given in [26] when N j = Q j . Our preferred method is to match the Fourier coefficients as in the FMM. The two conditions (11) at y = y j are approximated by
for −m * ≤ m ≤ m * , where m * is a positive integer and α m is defined in (6) . The total number of Fourier coefficients is M = 2m * + 1. For y = y − 0 = 0 − , we use u = u (t) as given in (5) and obtain
For y = y
as given in (3) and (4), and obtain
where δ m0 = 1 if m = 0 and δ m0 = 0 if m = 0. In the jth layer, using the eigenmode expansion (26), the y-derivative of u is easily approximated as
Therefore, we have
The integrals I lm are evaluated in each segments by the Clenshaw-Curtis quadrature formulas [28] using exactly the discretization points given in (12) . Therefore, the conditions (27) and (28) lead to a linear system
In the above, z 0 and z J+1 are column vectors of length M for T m and R m (|m| ≤ m * ), respectively, z j is column vector of length 2N j for coefficients a
The total length of z is 2M + 2 J j=1 N j . Since we have imposed 2M conditions at each interface, the total number of equations in (41) is 2M(J + 1). Each block in F and h has 2M rows. The right hand side h is only non-zero in the last block corresponding to the incident wave given in y > y J = D. If we choose N j = M for 1 ≤ j ≤ J, then F is a square matrix. However, in some cases, it is necessary to allow N j < M, then (41) should be replaced by the least squares problem min
Furthermore, a constraint can be introduced to maintain the conservation of power as in [21] .
In that case, the problem can be solved as a constrained least squares problem.
Numerical examples
In this section, we consider a number of examples including dielectric gratings and lossy or lossless metallic gratings. In all cases, we assume that the media are non-magnetic, thus µ = 1. The first example has been previously analyzed by many authors. It is a metallic lamellar grating where the dielectric constant of the metal is ε (0) = (0.22 + 6.71i) 2 . The incident medium is air, thus ε ( * ) = 1. The thickness and the period of the grating layer are D = 1 µm and L = 1 µm, respectively. In the grating layer, the dielectric constant is given by
We consider a plane incident wave with an angle of incidence θ = 30
• and a free space wavelength λ = 2π/k 0 = 1 µm.
For this example, we compare our PSMM(f) with the FMM and the PSMM(p). For the PSMM(f), we choose N 1 = M, where N 1 is the number of retained numerical eigenmodes in the eigenmode expansion (26) for the first and the only layer, and M is the total number Fourier coefficients matched at the interfaces. For this choice, F is a square matrix. Since there is only one y-independent layer, i.e., J = 1, the size of F is (4M)×(4M). For computing the numerical eigenmodes, we set up a Q 1 ×Q 1 matrix A in (25) , where Q 1 is larger than N 1 . Since solving the matrix eigenvalue problem is the most time-consuming part of numerical modal methods, a fair comparison should have the same matrix sizes. Therefore, we compare our method with a FMM using Q f Fourier modes where Q f ≈ Q 1 . For the PSMM(p), the version that retains all Q 1 numerical eigenmodes in the expansions (i.e. N 1 = Q 1 ) does not give satisfactory results, especially for the TM case. As a result, we include only the PSMM(p) results obtained using N 1 < Q 1 . For the TE polarization, we list the diffraction efficiency of the minus-first reflected order (RE −1 ) obtained by the three methods in Table 1 . It appears Table 1 . Example 1 (TE case): diffraction efficiency of the minus-first reflected order (RE −1 ) calculated by the FMM, the PSMM(p) and the PSMM(f). that our method gives six accurate digits with Q 1 = 122 and N 1 = 63, while the FMM has three correct digits for Q f = 121 and PSMM(p) has three correct digits for Q 1 = 122. A similar comparison for the TM polarization is given in Table 2 , where approximate values of the diffraction efficiency of the zeroth reflected order (RE 0 ) are listed. For metallic gratings, the TM polarization is known to be more difficult to analyze. From Table 2 , we observe that the PSMM(f) gives five correct digits (0.84848) for Q 1 = 202 and N 1 = 103, while the FMM still has only three correct digits with Q f = 401 and PSMM(p) has only two correct digits for Q 1 = 402. The second example is a dielectric lamellar grating previously studied by Lalanne and Hugonin [23] . The dielectric constants of the top and bottom media are ε ( * ) = 1 (air) and ε (0) = 2.25, respectively. The thickness and the period of the grating are D = 1 µm and Table 2 . Example 1 (TM case): diffraction efficiency of the zeroth reflected order (RE 0 ) calculated by the FMM, the PSMM(p) and the PSMM(f). 
As in the first example, we assume that the incident wave has a free space wavelength λ = 1 µm and an incident angle θ = 30
• . In Table 3 , we show the diffraction efficiency of the Table 3 . Example 2 (TE case): diffraction efficiency of the zeroth transmitted order (TE 0 ) calculated by the FMM and the PSMM(f). zeroth transmitted order (TE 0 ) obtained by the FMM and our method. The PSMM(f) results are obtained with N 1 = M, so that F is a square matrix. We observe that the performance of these two methods are nearly identical. For the TM case, if we choose N 1 = M, then the PSMM(f) appears to be not as robust as the FMM. As N 1 and Q 1 are increased, the calculated diffraction efficiencies do not have smooth convergence behavior. Fortunately, this can be easily corrected by the least squares approach using N 1 < M. In Table 4 , we show Table 4 . Example 2 (TM case): diffraction efficiency of the first transmitted order (TE 1 ) calculated by the FMM and the PSMM(f). The third example is nearly identical to the first example, except that the metal is assumed to be lossless, so that ε (0) = −6.71 2 . We have the same geometric parameters (L = D = 1 µm) and the same incident wave (λ = 1 µm, θ = 30 • ). The dielectric constant of the grating layer is also given by (43), where ε ( * ) = 1 and ε (0) is given above. In Table 5 , we compare our results with those obtained by the FMM. For Q 1 = 182 and N 1 = 93, we obtain a result with six correct digits (0.848986), while the FMM result for Q f = 181 has only four correct digits. For the TM case, the FMM is known to have a slow convergence [23] . In Fig. 1 and Table 6 , we compare the diffraction efficiencies of the zeroth reflected order obtained by our method and the FMM. Table 6 . Example 3 (TM case): diffraction efficiency of the zeroth reflected order (RE 0 ) calculated by the FMM and the PSMM(f). In the grating layer, the dielectric function is given by
We consider a normal incident wave (θ = 0
• ) with a free space wavelength λ = 0.62 µm for the TM polarization. In [20] , it is shown that the standard FMM and even the AMM have convergence difficulties for this problem, and the least squares approach is proposed to solve the problem. To maintain power balance, a constrained least squares approach is developed in [21] . In Fig. 2(a) , we show the diffraction efficiency of the zeroth reflected order calculated by the standard FMM. As shown in Fig. 2(b) , the convergence problem also appears in the PSMM(f) if we choose N 1 = M. Fortunately, the least squares and constrained least squares approaches can also be used with the PSMM(f) to produce reliable solutions. In Fig. 2 and Table 7 , we show the diffraction efficiency of the zeroth reflected order calculated by the PSMM(f) with N 1 = (M + 1)/2. The normalized total power of the scattered field is also shown and it is exactly one. However, the convergence is rather slow.
Conclusion
In the previous sections, a Fourier-matching pseudospectral modal method is developed for lamellar diffraction gratings or lamellar grating stacks (with uniform, i.e. y-independent, layers). Our objective is to develop a method which calculates the eigenmodes more accurately and performs more like the analytic modal method. We use a Chebyshev pseudospectral method to calculate the eigenmodes in each y-independent layer. Unlike the point-matching pseudospectral method developed in [26] , we match the Fourier coefficients at interfaces between the layers. Furthermore, not all numerical eigenmodes are used to expand the field in the uniform layers, since some of these modes do not approximate the true eigenmodes. Finally, the least squares and constrained least squares approach developed for the Fourier modal method by Gundu and Mafi [20, 21] are also incorporated into our method.
Compared with the standard version of the Fourier modal method [14] [15] [16] , our method performs better except for a case involving a dielectric grating. For highly conductive gratings and when the constrained least squares approach is used, our method may still have a very slow convergence, but this appears to be a common problem for all modal methods. We notice that the Fourier modal method has been improved by the adaptive spatial resolution technique [17] . It is likely that a similar technique can be developed for the pseudospectral modal method. 
