Abstract. In the past years, the phenomenon of fractional regularity has been addressed for a large class of linear and/or quasilinear differential operators, mostly, in terms of certain Besov spaces. As it turned out, for equations governed by the p-Laplacian, in general, the regularity of solutions appears in terms of functional spaces with nonlinear order of smoothness. Moreover, despite its own interest, fractional regularity methods may be used as a tool for the investigation of some Partial Differential Equations which are not usually addressed in this manner. Thus, the purpose of the present paper is to exploit such methods in order to provide some results regarding existence and regularity of solutions to a class nonlocal elliptic equations which are linked to the p-Laplacian. This is done by means of explicit a priori estimates regarding Lebesgue and Nikolskii spaces, which are part of the present contribution. As a consequence, this approach allows a relaxation on some of the standard conditions employed in this class of problems.
Introduction
In the present paper, we address some aspects on the existence and fractional regularity of solutions for (P)
where Ω ⊂ R N , N ≥ 2, is an open bounded domain with smooth boundary ∂Ω, ∆ p is the p-Laplacian operator ∆ p u = div |∇u| p−2 ∇u , with p > 2 and a(.) is the so-called p-Kirchhoff, or Kirchhoff term, which will be assumed to be continuous and bounded by below.
The interest on this sort of nonlocal problem goes back to G. Kirchhoff in the end of the 19 th century, cf. [24] , and has been addressed by a vast literature after the seminal work due to J.L. Lions in [32] , where the original hyperbolic version of (P) is investigated. Although that it is remarkable that Kirchhoff problems are related to the modelling of the nonlinear vibration phenomenon, for the sake of brevity, we refer the reader to [1, 9, 10, 24, 32, 35, 42] and the references thereof for further information on this subject, where the physical background is discussed in more detail.
Moreover, recently, issues concerning the improved regularity of solutions for pLaplacian-like equations and its several generalizations, such as systems or doublephase operators, have also attracted a considerable attention within the field of Partial Differential Equations. Actually, results which guarantee the validity of generalized Calderón-Zygmund inequalities, higher order integrability of the gradients, partial regularity results or fractional order regularity for the solutions have been investigated extensively in the late years. Without the intention of being complete, we cite [2, 4, 6, 13, 18, 7, 8, 33, 34, 27, 28, 29] , and the references thereof, where these issues where addressed by means of a variety of approaches, e.g., from the so-called nonlinear Wolff potentials to direct methods, and so on. One of the byproducts of the contributions listed above relies on the gain of compactness for derivatives of order greater than one. Most of all, despite that this sort of result is intrinsically interesting, it is indeed the potential for possible applications on a broad class of different contexts of Partial Differential Equations which may reinforce its role. In particular, we remark that in [13] , following an approach based on Nirenberg's translation methods, the author provides fractional regularity regarding Nikolskii and Sobolev-Slobodeckii spaces for another sort of nonlocal operators which are close to the fractional p-Laplacian. Complementarily, in [28, 29] the authors address fractional regularity results for nonlocal fractional Laplacian-like operators by means of an improved version of the Gehring's inequality of fractional character.
It is our purpose to give an example of such application, i.e., to employ certain fractional order regularity results regarding derivatives of order greater than one to investigate nonlocal problems of Kirchhoff's type, where the integral terms carry out nonlinearities related to gradient terms.
First, by adapting fractional regularity results to the context on Kirchhoff problems, we prove that solutions to problem (P) satisfy a set of a priori bounds, including estimates in the so-called Nikolskii spaces N r,∞ . Let us remark that for the reader convenience, we will discuss the relation of these spaces and p-Laplacian-like equations later, see Subsection 2.1 and Section 6 below. In short, by taking advantage of the compact embedding N 1+ 2 r ,r ֒→֒→ W 1,p , where r > 2,
we are able to conclude that problem (P) has a solution under certain basic restrictions to a(.), the nonlocal Kirchhoff coefficient. As a matter of fact, we assume that a(.) is bounded by below and continuous, only. The use of fractional regularity methods to handle the effects of Kirchhoff-like nonlinear terms is new, being the main contribution of the present work. Actually, this is made by means of a priori estimates on Nikolskii spaces provided in [33, 34] and their adaptations developed in Section 4 below. Further, by using Moser's iteration technique we obtain L ∞ estimates in terms of Sobolev norms of solutions, where our approach is based on the assumption of a version of the so-called nonquadraticity conditions for f and its primitive F (., .). For the best of our knowledge, this use of nonquadraticity-like conditions is also new and may be applied to other contexts of Partial Differential Equations.
It is worth to notice that one of the main challenges of the present paper is to handle the p-linear unbalance between the high and low order terms in the lefthand side of (P), coupled to a Kirchhoff term, which will be assumed to be bounded by below and may possibly fail to be of bounded variation. This brings on several extra difficulties to control the norms of fractional or integer order for the solutions of the equation which is considered in this work.
Plan for the paper. In Section 2 we introduce the basic notation, state the main hypotheses and contributions which are going to be discussed throughout the text. On Section 3, we develop certain basic tools addressing convenient energy estimates of fractional order for a linearized version of (P), whereas explicit a priori estimates of the full problem are obtained in Section 4. Further, in Section 5, we exhibit the proofs of the main results of this paper and finally, in Section 6, we present the basic background on Fractional Regularity used in the text. This includes an example which illustrates the role of Fractional Regularity methods in the investigation of p-Laplacian-like equations.
Notations, general hypotheses and main results
In this paper, Ω ⊂ R N , N ≥ 2, is considered to be an open bounded domain with smooth boundary ∂Ω, which means that ∂Ω ∈ C ∞ , and its unit normal vector will be denoted by η. Moreover, throughout the present discussion, a.e. will always be with respect to µ, the Lebesgue N -dimensional measure.
For the sake of clarity of the estimates, inequalities or calculations which will be found throughout this paper, we are going to introduce some basic notation. Indeed, we denote by p * the standard Sobolev critical exponent:
In addition, we set
which is the basic regularity exponent of the present work. This exponent is known to be associated to p-Laplacian-like equations and appears naturally in the context of Fractional Regularity theory for such operators, see [33, 34] . Remark that for the limit case p = 2, r s = 2 for all s ≥ 2.
Moreover, in order to abbreviate certain exponents found in the a priori estimates discussed below, see Sections 3 and 4, we introduce the quotient
and, for p > 2, τ > 2, the function
At this point, we must stress that despite the extremely nonlinear appeal of the last exponents, the later choices make our estimates considerably more concise, what justifies their introduction.
In addition, for the sake of clarity of the a priori or energy estimates presented in the text, we introduce a class of auxiliary polynomials. In fact, by considering
for a given nondecreasing nonnegative sequence {k n } N , we define the polynomials
Despite being rather technical, the introduction of these polynomials will aid us establishing uniform notation for most of our a priori estimates, see Propositions 4.3, 4.4 and 4.5, on Section 4. We also stress that we are going to use the standard notation for embeddings between Banach spaces. Actually, given two Banach spaces A and B, A ֒→ B means that A continuously embedded in B. In addition, by A ֒→֒→ B, we mean that A is compactly embedded in B.
2.1.
Fractional Spaces and the p-Laplacian. Throughout our entire discussion, we make use of spaces of fractional order of differentiability, and some of its particular properties. Indeed, the so-called Nikolskii spaces N σ,r , for 1 < σ < 2 and r ≥ 2, with norm
will be used along the text. It is remarkable that this sort of space, as well as other kinds of fractional spaces, such as Sobolev-Slobodeckii spaces, could be considered as intermediate spaces between the Sobolev spaces W 1,r and W 2,r . In spite of the fact that there are several ways to introduce fractional spaces, e.g., by means of interpolation or direct methods, it is beyond our purpose to describe in detail their specific properties -we solely intent to employ what is convenient to our approach. Anyway, for the sake of completeness, we have collected part of the essential background on these spaces in order to work with Fractional Regularity theory for PDE's. We although suggest for the interested reader the references [3, 26, 30, 31, 17, 36, 37] or [41] , where such spaces are discussed thoroughly. All in all, for our purposes, the main property regarding the fractional spaces considered along the text is the following compact embedding N σ,r ֒→֒→ W 1,r , for 1 < σ < 2, see Lemma 6.3 in the Appendix. Basically, this result is the key feature allowing us to relax the hypotheses on the Kirchhoff term. It is a well-known issue the loss of regularity for the solutions of quasilinear PDE's, with very distinct patterns of regularity between the singular and degenerate cases. In turn, regarding the degenerate one, in general, the solutions to p-Laplacian-like equations, for p > 2, lack regularity for the integer derivatives of order greater than one. Indeed, for data f ∈ L s , in general, the solutions to this sort of equation do not belong to the spaces W 2,rs or W 2,p , since for r s or p sufficiently large, this would contradict their C 1,α threshold regularity, see for instance [14, 40] or the example in the Appendix, see p. 30. Thus, in order to seek for higher regularity for the solutions of such equations, it is natural to consider spaces which are intermediate between W
1,p and W 2,p or W 2,rs . As it turned out, Nikolskii spaces are suitable to fill this gap, for instance see [7, 13, 19, 20, 22, 33, 34, 38, 39] . This is an outcome of the intrinsic energetic estimates for solutions of p-Laplacianlike equations. Indeed, to illustrate the ideas and to avoid unnecessary additional technical details, let us consider the case s = 2 so that r s = 2p p ′ . We stress that, given a solution to
it is possible to prove that it necessarily belongs to N p ′ , 2p p ′ . In fact, in analogy to the linear case, by considering the most natural test function, −∆ p u, it is clear that
and then, by integrating by parts twice, after some straightforward manipulations, formally, we arrive at
Further, by means of certain nonlinear estimates, see Lemma 6.4 in the Appendix, we obtain
and thus, after a standard interpolation combined with the embeddings given in Lemma 6.3, we obtain that
Due to the latter estimates, which, we stress, are intrinsic to equations involving the p-Laplacian, we are led to the framework of Nikolskii spaces N σ,r , or at least, to another sort of spaces of fractional order which are somehow close to this choice. For instance, let us mention that another possibility would be the standard Sobolev spaces of fractional order, i.e., the Sobolev-Slobodeckii spaces W σ,r , which are topologically close to N σ,r in the sense that
for ǫ > 0 sufficiently small, see Lemma 6.3. Nevertheless, due to the nature of the estimates which we employ along the text, the choice of N σ,r turned out to be more convenient.
2.2. Main Results. First, motivated by the latter remarks, let us start by stating our basic hypotheses. In fact, the nonlocal term a : R → R, is supposed to be a continuous function for which there exists a 0 > 0 satisfying (H1) a(t) ≥ a 0 , for every t ≥ 0.
Once again, with the purpose of visually simplifying part of the subsequent computations, we define the following auxiliary functional
In addition, the nonlinear term f (x, t) denotes a Caratheodory function possessing subcritical growth and a nontrivial character. Indeed, if 2 < p < N , we suppose that
for 1 ≤ α < p * − 1 and c 1 > 0, and otherwise, for p ≥ N , we suppose that
|f (x, t)| ≤ c 1 (|t| α + 1), ∀t ∈ R for a.e. x in Ω, for 1 ≤ α < ∞ and c 1 > 0, where µ stands for the N -dimensional Lebesgue measure. Indeed, at this point, we must remark that, to the best of our knowledge, the assumption of
is new. Further, it is motivated by the fact that constant functions could possibly be solutions of (P), since we deal with Neumann boundary conditions. Thus, for the sake of convenience, we introduce the "nontriviality condition" (N T ), which turns out to guarantee that constant solutions are avoided, usually an issue when dealing with this sort of boundary conditions. Further, we stress that in order to obtain uniform L ∞ a priori estimates for solutions of (P), we have to impose more restrictive conditions on f (x, t). Actually, for this purpose, it is supposed that there exists c 2 > 0 and ν > 0 such that
where
For ν = p, this is a version of the nonquadraticity hypothesis, originally introduced by Costa & Magalhães, for instance, see [12] , which in the standard approach is employed to guarantee compactness conditions of Palais-Smale or Cerami type to a given functional whose critical points correspond to solutions of a given Partial Differential Equation. This is usually done by means of Variational Methods combined with an application of one of the several versions of the Mountain Pass theorem. Instead, in our case, we use (NQ) with a slightly distinct purpose -it assures uniform a priori estimates for the solutions of (P) -which to the best of our knowledge is new. However, regardless of this usage being new, we stress that this choice is due to the sake of simplicity -our purpose is to exploit fractional regularity methods for the investigation of nonlocal degenerate problems, see the remarks at the end of this section.
Moreover, we are going to suppose that there exist β ∈ [0, p * − 1) and c 3 > 0 such that
Remark that condition (H3) means that F (., .) grows as |x| β at infinity. Of course, this is a complementary and more accurate version of (H2), since β can always be assumed to be equal to α + 1. Nevertheless, the interesting case is to explore the possibility of having β < α + 1, what is absolutely not restrictive when compared to (H2). Actually, if in the worst scenario (H3) holds for α = β + 1, since α < p * − 1, one can always consider α > α such that α < p * − 1 and then switch α with α in (H2) and then rename β as α + 1. Further, condition (H3 ′ ) is stronger than (H2), what allows us to obtain solutions for a broad class of exponents. Now, we are in the position to introduce the main contributions of this work. In turn, our main results address the existence and fractional regularity of a nontrivial strong solution for our problem, i.e., a nonconstant function satisfying (P) a.e. in Ω. 
By means of another choice for the assumptions on the primitive F (., .), we obtain our second result.
Theorem 2.2. Under hypotheses (H1), (H2) or (H2
′ ), and (H3 ′ ), suppose that (NQ) holds true. Then, for p > 2, we obtain the same conclusion of Theorem 2.1.
Concerning past results which are somehow connected to Theorem 2.1 and Theorem 2.2, regardless of the specific boundary conditions and with no intention of being complete, we refer the reader to [9, 11, 35, 42] where p-Kirchhoff problems were investigated by the use of Variational Methods techniques. For instance, in [9] , the authors investigate (P) with Dirichlet boundary conditions where, among other assumptions, f (.) and a(.) are admitted to satisfy Ambrosetti-Rabinowitz conditions, and f has subcritical growth. By using a version of the Mountain Pass theorem it is proved that (P) possesses a positive solution. In the case of Neumann boundary conditions, in [11] , the authors prove the existence of weak solutions to a system of p-Kirchhoff equations by means of the Ekeland Variational Principle, where it is assumed (H1) combined with certain smoothness and translation invariant hypotheses for f . More recently, in [35] , the threshold case a(t) = a 1 t + a 0 was addressed with an approach based on a constraint variational method and an improved deformation lemma. By assuming certain growth and sign conditions for f , the authors prove that the Dirichlet version of (P) admits at least one singchanging solution. In addition, in [42] existence and multiplicity results are proved as a consequence of a version of the Mountain Pass theorem, provided by the authors. In order to do that, it is assumed that f and a satisfy Ambrosetti-Rabinowitz conditions, and additional p − q growth conditions for f , where inf{a(t)} is allowed to be zero.
Our technique to prove Theorems 2.1 and 2.2 deeply relies on the derivation of explicit and global fractional order estimates for the solutions of (P), the aforementioned fractional regularity approach, and then, to employ the (NQ) condition in order to obtain uniformly bounded solutions, see Proposition 4.6. This includes the investigation of a linearized version of (P), cf. Proposition 3.2, which generalizes the results obtained in [33, 34] to nonlocal problems. As it turns out, the Kirchhoff term modifies the nature of the estimates in the cases where p is close enough to 2, see Remark 3.3.
We stress that for all of our estimates, a possible dependence on the norm of the solutions will be explicitly exhibited, mostly in terms of the h s polynomials, see Section 4. Actually, the a priori estimates given in Proposition 3.2, Lemma 4.1 and Propositions 4.3-4.5 provide explicit bounds for the norms of u L s and u
, and have interest by their own since they may be adequate for other applications related to Kirchhoff problems. In turn, we remark that the aforesaid estimates, with the exception of the L ∞ bounds given in Proposition 4.6, are independent of the (NQ) condition. Indeed, (NQ) could be replaced by any of the known conditions which guarantee uniform L ∞ bounds, since our concern in the present contribution relies on the use of the fractional regularity to relax the most common hypotheses on Kirchhoff-like terms. Actually, the only purpose of (NQ), (H3), and (H3 ′ ) is to guarantee the validity of uniform energy bounds for the solutions. Now, for the sake of completeness, we provide two examples where the conditions of the latter theorems hold.
Example 1. First, we address the case where the conditions of Theorem 2.1 hold. Thence, let us fix β = σ ∈ (1, p] and set f (x, t) = −ct(t 2 + 1)
, where g ∈ L ∞ \ {R} and c > 0. Moreover, consider
Once again, observe that a(.) cannot be bounded by below by any sort of polynomial growth and does not satisfy the Ambrosetti-Rabinowitz conditions. In addition, it is obvious that a(.) and f (., .) respectively satisfy (H1) and (H2). Complementarily, in this case the primitive F (., .) is given by
so that (H3) and (NQ) are satisfied if ν < so that by the choice of ν, we get νc 3 < c 2 , and thus Theorem 2.1 is applicable.
Example 2. Now, we present an example where the conditions of Theorem 2.2, hold. In turn, let
, and where a(.) is defined in the rest of R by means of a periodic extension. Remark that due to its highly oscillatory pattern, a(.) is nonsmooth, actually, a(.) is not even in BV . Further, it cannot be bounded by below by any sort of polynomial growth. Now, it is clear that a(.) and f (., .) respectively satisfy (H1) and (H2). Moreover, f (., .) and F (., .) satisfy (NQ) and (H3 ′ ), for 0 < β < min{p − ǫ, p * − 1} and σ = p.
Indeed, let 0 < θ, ν such that
and (NQ) holds.
Further, once
thus (H3 ′ ) also holds if 0 < β < min{p − ǫ, p * − 1}. And then, Theorem 2.2 is applicable in this case.
Finally, we stress that throughout the paper, the symbol C denotes a general constant which does not depend on the solutions of (P), u, and may vary from line to line. Moreover, sometimes we are going to denote that C depends on a function which is already defined in terms of the datum. This means that C blows up at the singularities of the given function. For instance, C = C(N, p, p * ) means that this constant degenerates whenever p * = +∞, and so on. Further, the dependence on Ω of the functions spaces considered in the text, unless otherwise stated, is going to be omitted.
Preliminary results
In this section, we investigate a linearized version of (P) and obtain the preliminary fractional energy estimates employed along the text. We start with an algebraic iterative lemma which, for the convenience of the reader, will have its proof exhibited.
Lemma 3.1. Consider {A n }, {d n }, sequences of real numbers, and κ ∈ R. Suppose that
Proof. Suppose that inequality (3.1) holds for all n ≤ m − 1. By hypothesis, we have
Our next proposition regards the existence of solutions and a priori bounds in Nikolskii spaces, N s,t , for an auxiliary version of (P). This result, which has interest by its own, improves to the context of nonlocal problems the fractional regularity obtained in [33, 34] .
where r s = s(p − 2) + 2, see Identity (2.1). Moreover,
Proof. The idea is to combine the fractional regularity results given in [33, 34] , with the Leray-Schauder Fixed Point Theorem and a scaling technique. Indeed, for the purpose of this proof, let us consider the parameter t ∈ [0, 1] and then set the following family of operators:
We will check the hypotheses of the Leray-Schauder in five steps.
Further, by [33] , see Thm. which satisfies the following fractional energy estimate
As well as there exists a unique solution to (3.4), the solution of (3.5) is also unique, and thenceforth T t is well-defined. In order to prove T t 's compactness, first observe that, since p > 2,
where the exponent w p,s is given in (2.3), p. 4.
Then, by combining (3.4), the definition ofû and by performing some simplifications, we end up with
Step 2. For every t ∈ [0, 1] fixed, T t :
By (3.6), it follows that
rs ,s such that, up to subsequences,
Now, by a standard argument, it is enough to prove thatû = u, i.e.,û is the weak solution of (3.8)
For this, remark that for every φ ∈ W 1,p we have
In addition, remark that 
Hence, by the Lebesgue Dominated Convergence theorem (3.10)
Thus, by combining (3.9)-(3.10) we deduce thatû is a weak solution of (3.8), which has a unique solution by Step 1. Thence,û = u a.e. in Ω, and by a standard argument, we see that T t is continuous.
Step 3. T t (.) is uniformly continuous with respect to t. Now, take u i = T ti (v), for i = 1, 2 and set u = u 1 − u 2 . Since
by taking the difference between the cases i = 1 and i = 2, by multiplying the result by u, by integrating by parts, owing to Tartar's (see Lemma 4.4, [15] p.14 ) and Young's inequalities, there follows that
In this way, by Gagliardo-Nirenberg's interpolation inequality, we get
and this proves that T t is indeed uniformly continuous with respect to t.
Step 4. There exists C > 0 such that for every fixed point of T 1
Now, by recalling (3.6), given u = T 1 (u) we arrive at
L s ), where C = C(N, p, s, a 0 , Ω) > 0, since a(.) and continuous. The latter estimate finishes the proof of Step 4.
Step 5. Finally, it remains to check that T 0 (., v) ≡ 0. This is a direct consequence of Definition (3.3) .
Hence, by Steps 1-5 and by the Leray-Schauder Fixed Point Theorem, there exists u ∈ W 1,p such that T 1 u = u, or equivalently
Moreover, by the very definition of 
and thus it is indeed a strong solution. Finally, remark that from inequality (3.11), u also satisfies (3.
A priori estimates
In this section, we establish explicit a priori bounds for solutions of (P) with respect to L ∞ and fractional order spaces. First, we obtain estimates which depend on appropriate norms of the solutions of (P). Later on, by using condition (NQ), we provide uniform a priori bounds for the solutions. We stress that in the following results, we are going to employ the definition of h s polynomials, see (2.5) on p. 4 and the related notations. Nevertheless, these estimates are new and provide a precise measure of the interplay between the degeneracy parameter p, the Kirchhoff term a(.), the nonlinearity f (., .), and the space dimension N .
As a first step, we investigate the case 2 < p < N for α ≥ p − 1, and by following the classical argument due to J. Moser, we prove that every solution of (P) bootstraps itself into improved Lebesgue spaces. Lemma 4.1. Under hypotheses (H1) and (H2), suppose that 2 < p < N and α ≥ p − 1. Given u ∈ W 1,p , a weak solution of (P), consider δ > 0 such that α = p * − 1 − δp * . Then, given s ∈ (2, +∞), there holds that
where C = C(N, p, p * , n s , a 0 , c 1 , α, δ, Ω) > 0 and
Proof. Set k ≥ 0. The proof consists in using v kp+1 m as a test function in (P), where
and m > 0, in order to obtain certain iterative estimates for u. For the sake of clarity, we split the argument into four steps. Step 1. Higher order estimates.
Owing to standard calculations, it is true that
Then, there holds the following estimate
Step 2. Lower order estimates. By hypothesis (H2),
Then, remark that
Moreover, by Hölder's inequality
since |Ω| α/(α+kp+1) ≤ |Ω| + 1. In this fashion, the following estimate holds true
where C = C(c 1 , α, Ω) > 0.
Step 3. Iterative estimates
Recalling that
and combine Steps 1 and 2, obtaining in this manner
Then, owing to the Fatou Lemma, by letting m → +∞, there follows
for v m → u + and ∇v m → ∇u + a.e. in Ω. However, remark that adding on both sides of the last inequality the term u k+1 + p L p , leads to
Thus, by combining Bernoulli's inequality
and Sobolev's Embedding theorem, we arrive at
Now, we have to adjust the latter exponents. First, recall that we are considering
Thus, by (4.2) we are led to
In addition, there holds
for all B i > 0, and also remark that
In this way, inequality (4.3) leads to
where C = C(N, p, a 0 , c 1 , α, Ω) > 0.
Observe that, in particular, the last inequality guarantees that u ∈ L s for all s > 1. Indeed, recall that for all k > 0, we have
by (H2). Then, if we assume that there existss = sup{s ≥ 1 : u ∈ L s } ∈ R, by settingk ǫ such that α +k ǫ p + 1 =s − ǫ, we arrive at a contradiction if we choose ǫ > 0, for which
Step 4. L s estimates. Consider δ > 0 and k 0 ≥ 0, for which
where λ = p * p , see (2.2). By these choices, there holds that
Then, owing to inequality (4.4)
, where C = C(N, p, p * , a 0 , c 1 , α, Ω) > 0. In particular, for n = 0, there holds that
by the choice of the parameters k 0 and δ. Then, by combining the latter inequalities with Lemma 3.1,
where C = C(N, p, p * , n, a 0 , c 1 , α, δ, Ω) > 0. Now, given s ∈ (1, +∞), take
Thus,
where C = C(N, p, p * , n s , a 0 , c 1 , α, δ, Ω) > 0. In an analogous manner, see the proof of Lemma 4.2 below, by considering v m = min{u − , m}, where u − = max{−u, 0}, we obtain the latter estimate for u − , and therefore the result follows.
With minor modifications on the arguments, we prove that the same result holds for the simpler case 1 ≤ α < p − 1.
Lemma 4.2. Under hypotheses (H1) and (H2), suppose that 2 < p < N and 1 ≤ α < p − 1. Given u ∈ W 1,p , a weak solution of (P) and s ∈ (2, +∞), there holds that
Proof. Remark that v m = 0 where u > 0.
Then, proceeding analogously to Steps 1 and 2 in Lemma 4.1, we end up with
where C = C(c 1 , α, Ω) > 0. Then, by combining the definition of weak solution of (P), the Sobolev Embedding Theorem and the Fatou Lemma, we have
.
In addition, since
Thus, since (k 2 + 1)p = (k 1 + 1)p * , once again from inequality (4.6) we arrive at
Hence, by induction, it follows that
what proves the claim. Finally, observe that by the choice of n s and k 0 , we have
Then, since it is clear that the latter inequalities also hold for u + , with minor modifications on the latter arguments, the result follows.
We are now ready to provide proofs for the core contributions of the present section. Actually, the next results guarantee L ∞ and fractional order a priori bounds for solutions of (P). Once again, we begin with the case where p < N and p − 1 ≤ α < p * − 1.
Proposition 4.3. Under hypotheses (H1) and (H2), suppose that, 2 < p < N and u ∈ W 1,p is a weak solution of (P). If R ∈ R is a fixed number satisfying R > max{2, (N − 4)/(p − 2)},
Then, u ∈ L ∞ and also
3), h q is defined in (2.5), and δ is the same as in Lemma 4.1.
Moreover, u ∈ N 1+ 2 rs ,rs and
for every s ∈ (2, +∞), where
Proof. For the sake of clarity, we split this proof into two steps.
Step 1. L ∞ estimates. Owing to Lemma 4.1, we readily see that u ∈ L q and |u| α ∈ L R . Then, set ρ = r R , and observe that by combining (H2) and Proposition 3.2, we conclude that u ∈ N 1+ 2 ρ ,ρ and
In addition, by inequality (4.1), p. 14, we have that
and n q is the same as in Lemma 4.1, see (2.4) and (4.5), p. 17. Then, by plugging the latter inequalities we get
Nevertheless, recall that for every ǫ > 0, sufficiently small, there holds
where , from (4.9), there follows that
Step 2. Fractional order estimates. Now, given s, such that 2 < s < +∞, recall that r s = s(p − 2) + 2, see (2.1). Then, by combining Proposition 3.2 and inequality (4.7), since |u| α ∈ L s and p > 2, we get
Rs what guarantees the validity of (4.8), completing this proof.
In the previous results, L ∞ and fractional order estimates for solutions of (P) were given in the case when p − 1 ≤ α < p * − 1, in terms of h( u L p * ). In the case where 1 ≤ α < p − 1, naturally, these results can be improved.
Proposition 4.4. Under hypotheses (H1) and (H2), suppose that 2 < p < N , u ∈ W 1,p is a weak solution of (P), and that 1 ≤ α < p − 1. Further, consider q = αR for R as in (4.7). Then, there holds that
where r R , is given in (2.1), and
rs ,rs and
Proof. The argument is analogous to the proof of Lemma 4.1. For the convenience of the reader, we exhibit its details. We now consider
where v m ∈ L ∞ ∩ W 1,p for all m > 0. Given k ≥ 0, we are going to use −v kp+1 m as a test function in (P).
Step 1. Basic estimates. Then, recalling that r R = R(p − 2) + 2, once again by combining (H2) and Proposition 3.2, we conclude that u ∈ N 1+ 2 r R ,rR and
Hence, due to an argument analogous to (4.10), by recalling Lemma 4.2, we prove (4.11).
Step 2. Fractional order estimates.
For this final step, given s, such that 2 < s < +∞, by Proposition 3.2, as |u| α ∈ L s , we get
and the result follows.
By means of minor modifications on the arguments, we can also relax hypothesis (H2) and still, guarantee the validity of L ∞ and fractional order estimates for the cases where p ≥ N . Indeed, for p ≥ N , we suppose that (H2 ′ ) holds, and by straightforward modifications on the proofs of the latter propositions, we obtain the following result.
Proposition 4.5. Under hypotheses (H1) and (H2 ′ ), consider u ∈ W 1,p , a weak solution of (P).
Then, there holds that, if p = N ,
Moreover, for every p ≥ N , given s ∈ (2, +∞) there holds that
Proof. For (4.12), we only have to mimic the argument used in
Step. 2 on the proof of Proposition 4.4, replacing L p * norms by W 1,p norms. In an analogous manner, by means of subtle modifications on the proof of Step. 3 in Proposition 4.4, and by using the Sobolev Embedding Theorem, we obtain (4.13). Now, we are in the position to prove the aforementioned uniform L ∞ a priori bounds for the solutions of (P). We once more stress that this is where hypotheses (NQ) and (H3) take place. there exists C > 0, for which
for every weak solution of (P), where
Proof. By Propositions 4.3, 4.4 and 4.5, it is enough to prove that
for every u weak solution of (P). Since (NQ) holds, given ǫ = ǫ(c 3 ) > 0, there exists
for all |t| ≥ R 1 . In addition, given δ = δ(c 3 ) > 0, by (H3), there exists
Hence, by the latter inequalities
Now we are going to choose carefully the constants ǫ and δ. Choose δ and ǫ such that ǫ + νδ < c 2 − νc 3 . Thence, observe that if (4.14) holds, clearly there exists
and c = max Hence, by the choice of R, c, combining (4.16) and (4.17), we arrive at
Thus, (4.15) holds for every weak solution of (P).
In an analogous manner, we shall employ hypotheses (NQ) and (H3 ′ ) in order to obtain L ∞ uniform bounds.
Proposition 4.7. Suppose that p > 2. Under hypotheses (H1), (H2) or (H2 ′ ), and (H3 ′ ), suppose that (NQ) holds. Then, we obtain the same conclusion of Proposition 4.6.
for all |t| ≥ R 1 . In addition, given δ > 0, by (H3 ′ ), there exists
Choose ǫ such that −c 2 + ǫ < 0. Thence, clearly
for all |t| > R 2 . The conclusion is the same as in Proposition 4.6. Now, with the tools of the last section in hand, we are able to prove our main results.
Proof of the main Results
Proof of Theorem 2.1. Once again, the proof of the existence of solution will be based on the Leray-Schauder Fixed Point Theorem.
Beforehand, let us choose τ > 2 such that for, there holds r * τ /τ > α. In this fashion, remark that by the choice of τ , given v ∈ W 1,rτ , there holds that f (x, v) ∈ L τ . Now, we consider the following family of operators
which are well-defined by Proposition 3.2, since there exists a unique
satisfying (5.1). At this point, let us stress that by combining Steps 1,2,3 and 5 of aforementioned proposition with Propositions 4.3-4.5, it is straightforward to prove that T t (.) is continuous, compact and uniformly continuous with respect to t on bounded sets of W 1,rτ , what guarantees the existence of a solution u. However, for the reader convenience, we will check the validity of the hypotheses of Leray-Schauder's theorem in four steps.
Step 1. T t is compact. It is enough to remark that for a given {v n } N ⊂ W 1,rτ , bounded, for u n = T t (v n ) we obtain by Propositions 4.3-4.5 that {u n } N is bounded in N 1+ 2 rτ ,rτ so that T t is obviously compact.
Step 2. T t is continuous.
then, by repeating the same argument given in Step 2 of Proposition 3.2, we prove our claim.
Step 3. T t is uniformly continuous with respect to t on bounded subsets of W 1,rτ . Since r τ > p, by Propositions 4.3-4.5 there exists C = C(A) > 0 for which u
,rτ ≤ C for every u = T t (v) where v ∈ A ⊂ W 1,rτ , a bounded subset. Further, by mimicking the proof of Step 3, we obtain that, for u i = T ti v, where v ∈ A, we have
In addition, by recalling that for ǫ > 0 sufficiently small,
and by combining the latter inequalities with the Gagliardo-Nirenberg inequality, we obtain that
what guarantees that T t is uniformly continuous with respect to t on bounded subsets of W 1,rτ . It remains to prove that the fixed-points of T t are uniformly bounded in W 1,rτ , what we address in the next step.
Step 4. A priori bounds and uniqueness. We claim that there exists C > 0 such that for every fixed point of T 1
In fact, by Proposition 4.6 with p = r τ , there exists C > 0 such that for all u ∈ W 1,rτ solution of T t (u) = u there holds that u W 1,rτ ≤ C. Therefore, by Propositions 4.3, 4.4 and 4.5, whereas a(.) is a continuous functional, we arrive at
Further, since it is clear that T 0 (v) ≡ 0, that is, we have uniqueness of solutions when t = 0, as a consequence of the Leray-Schauder fixed point theorem, there exists u ∈ W 1,rτ , a weak solution of (P). For the nontriviality of this solution, remark that once u = T 1 (u) is given by Proposition 3.2, then u satisfies (P) a.e. in Ω. Complementarily, since for every c ∈ R µ {x ∈ Ω : f (., c) = c} > 0, we have that u ≡ c in Ω for all c ∈ R, so that u is a nontrivial strong solution of (P).
Finally, by the construction of T t , and by Proposition 4.6, inequality (4.15), there exists C > 0 for which Proof of Theorem 2.2. Remark that this proof is completely analogous to the previous one. In fact, we will employ the Leray-Schauder Fixed Point Theorem one more time, for the same family of operators T t (.).
In this fashion, we need to prove the validity of the a priori bounds, i.e., that there exists C > 0 which for every u fixed point of T 1
In turn, the arguments is the same as in Theorem 2.1, however, instead of Proposition 4.6, we employ Proposition 4.7.
Thus, since the operator is the same as in Theorem 2.1, by repeating the proof that the T t (.) is continuous, compact and uniformly continuous with respect to t, we obtain the existence of a solution.
At last, observe that the proof that the solution is nontrivial is exactly the same, since we assume the same hypotheses of nontriviality (H2) and (H2 ′ ).
Appendix
The purpose of the present section is to exhibit some of the basic background on Nikolskii spaces and fractional regularity, specially, concerning the aspects of the theory which are somehow connected to the investigation of solutions to the p-Laplacian. For the interested reader, without the intention of being complete, we recommend the excellent monographs [3, 26, 30, 31, 36, 37, 41] , and the references thereof, which cover the subject discussed in this section in detail.
6.1. Definition of N σ,r and relations with Besov Spaces. At this point, for the sake of clarity, we recall the basic framework of fractional spaces which appear in this work. First, we state our definition of Nikolskii spaces.
Definition 6.1. Consider Ω ⊂ R N , a bounded smooth domain, σ ∈ (1, 2) and r > 1. We define the Nikolskii space N σ,r (Ω) by
where Ω |h| = {x ∈ Ω : dist(x, ∂Ω) < |h|} and h ∈ R N . Moreover, consider the following norm
is the so-called Gagliardo-Nikolskii seminorm.
Remark that by the equivalence of norms in R N , [[u] ] N σ,r is equivalent to
We stress that, from now on, for the rest of this section, we are going to consider Ω ⊂ R N , a bounded smooth domain, σ ∈ (1, 2) and r > 1. Further, for the sake of simplicity we are going to denote N σ,r (Ω) simply by N σ,r . There are other characterizations of these spaces, we have chosen the latter one because it suits better to the context of solutions to degenerate equations with pstructure. The reader is invited to look at [3] The next lemma, guarantees a compactness principle which is essential in the context of the fractional regularity theory used in the text. Lemma 6.3. Suppose that 1 < σ < 2 and r > 1. Then, given ǫ ∈ (0, σ] the embeddings
hold true.
In particular, there holds that
is a compact embedding.
For these embeddings we refer the interested reader to [36] , Theorems 1 and 2, p. 82, to [31] , pp. 559-561, and also to [25] , Lemma 2.1. Proof. As a first step, remark that |∇u| (r−2)/2 ∇u ∈ W 1,2 . In fact,
and, for i = 1, ..., N, a.e. in Ω, we have Hence, by dividing by |h| 2 , after an integration over Ω |h| , we arrive at
which implies (6.2). Further, recalling that Ω |h| = {x ∈ Ω : d(x, ∂Ω) > h}, by the classical difference quotient arguments we obtain C > 0, independent of h, such that
Therefore, from (6.1) and (6.2) we conclude that and then we obtain the desired estimate.
We remark that in addition to Lemma 6.4, in order to prove that u ∈ N 1+ 2 r ,r , it would remain to guarantee that u ∈ W 1,r . However, as an alternative, it is possible to combine the embeddings in Lemma 6.3 with standard Gagliardo-Nirenberg interpolations, assuring that u already belongs to this Nikolskii space under the assumptions of the previous lemma.
Finally, we investigate a classic example of solution to a degenerate P.D.E. In turn, our purpose is to illustrate the connections between the spaces N σ,r with a linearized version of problem (P). We shall investigate the regularity for solutions of the particular case where Ω = B(0, 1), the unit ball. Further, in order to avoid additional technical details and for the sake of simplicity, we will work with the case f ∈ L s , for s = 2. Within this framework, on one hand, recall that the regularity results discussed on the text guarantee that any solution of (D) satisfies u ∈ N .
For this choice of u, we set f = −∆ p u + u. We claim that, under the latter assumptions, u is the solution of (D). Indeed, it is enough to remark that
, since p > 2.
In this fashion, as ∂u ∂η = 0 on ∂Ω, u is a solution to (D). Now, in an analogous manner, by the choice of α we observe that
p ′ , so that in order to assure that u ∈ N Thence, by recalling that r 2 − 2 = 2(p − 2), the Coarea formula guarantees the validity of (6.3), for
On the other hand, direct computations show that
and then, by the Coarea formula we conclude that u / ∈ W 2,r2 , since α ≤ 2 − N 2(p − 1)
Hence the solution indeed does not reach the integer regularity which would generalize the linear case. Finally, let us remark that, in an analogous manner, if we have asked in addition that p > N 2 and considered
< α ≤ 2 − N p then, we would also have u / ∈ W 2,p , and therefore the second derivatives of the solution do not even reach the "natural" order integrability p, once again contrasting the regularity for the nondegenerate case.
