Abstract-Online failure prediction approaches aim to predict the manifestation of failures at runtime before the failures actually occur. Existing approaches generally refrain themselves from collecting internal execution data, which can further improve the prediction quality. One reason behind this general trend is the runtime overhead incurred by the measurement instruments that collect the data. Since these approaches are targeted at deployed software systems, excessive runtime overhead is generally undesirable. In this work we conjecture that large cost reductions in collecting internal execution data for online failure prediction may derive from pushing the substantial parts of the data collection work onto the hardware. To test this hypothesis, we present a lightweight online failure prediction approach, called Seer, in which most of the data collection work is performed by fast hardware performance counters. The hardwarecollected data is augmented with further data collected by a minimal amount of software instrumentation that is added to the systems software. In our empirical evaluations conducted on three open source projects, Seer performed significantly better than other related approaches in predicting the manifestation of failures.
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INTRODUCTION
S OFTWARE system do fail in the field [1] , [2] . By following this pragmatic line of thought, many online failure prediction approaches have been developed to predict the manifestation of failures at runtime, i.e., while the system is running and before the failures occur, so that preventive measures, such as system reboots, or protective measures, such as checkpointing, can be proactively taken to improve software reliability [3] .
At a high level, online failure prediction approaches operate in a similar manner. The system under observation is augmented with failure prediction models. As the augmented system runs, specific types of execution data, called system spectra, are collected and fed to the models. The models then make predictions at runtime about whether the execution will fail or not.
Prediction models are often trained by using historical executions. In particular, these models attempt to capture patterns that are correlated with the expected behavior of the system (e.g., as observed in successful executions) and/ or correlated with the manifestation of failures (e.g., as observed in failed executions). A fundamental assumption of these and similar approaches is that there are identifiable and repeatable patterns in the behavior of successful and failed executions and that similarities and deviations from these patterns are highly correlated with the presence or absence of failures. Previous efforts, in fact, strongly support this assumption, successfully applying a variety of system spectra for online failure prediction [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] , [23] , [24] , [25] , [26] , [27] , [28] , [29] , [30] .
Many online failure prediction approaches treat the system under observation as a black box and collect specific types of execution data that are either directly reported by the system, such as failure and error logs [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , or directly observable from outside the system, such as CPU and memory utilization of the system [17] , [18] , [19] , [20] , [21] , [22] , [23] , [24] , [25] , [26] , [27] , [28] , [29] , [30] . Although these approaches have been shown to be effective in predicting failures, we believe that the quality of predictions can further be improved by treating the system under observation as a white box and collecting internal execution data, i.e., by collecting data from inside executions. For example, not all failure-inducing errors may leave externally detectable traces, which can reduce the prediction accuracy of blackbox approaches. Even if some traces are present, due to the often noisy nature of external measurements, it may take time for these traces to become externally detectable, which can cause black-box approaches to issue late warnings for failures, rather than early ones. Therefore, being close to the sources of failures by collecting and analyzing internal execution data, can improve the quality of failure predictions.
Collecting internal execution data, however, requires to instrument the system under observation; the data is collected every time the instrumentation code is executed. One reason as to why existing approaches generally refrain themselves from collecting internal execution data is the runtime overhead incurred by the collection process, i.e., the runtime overhead of executing the instrumentation code. Since these approaches are targeted at deployed software systems, excessive runtime overhead is generally undesirable. Therefore, if internal execution data is to be collected for online failure prediction, it must be done in a way that limits the runtime overhead as much as possible, while still supporting the highest levels of prediction quality.
In this work we conjecture that large cost reductions in collecting internal execution data for online failure prediction may derive from pushing the substantial parts of the data collection work onto the hardware. To test this hypothesis, we have designed and evaluated a lightweight online failure prediction approach, called Seer, in which most of the data collection work is performed by fast hardware performance counters -CPU resident counters that record various low level events occurring on a CPU. The hardwarecollected data is augmented with further data collected by a minimal amount of software instrumentation that is added to the systems software. In the remainder of the paper, the internal execution data collected by combining hardware and software instrumentation, is referred to as hybrid spectra, whereas the internal execution data collected by using software instrumentation only, is referred to as software spectra.
In earlier work we introduced a number of different types of hybrid spectra for failure detection, which aim to determine whether the hybrid spectra collected from a deployed system comes from a failed or a successful execution [31] . The results of the aforementioned work strongly suggest that hybrid spectra can reliably distinguish failed executions from successful executions at a fraction of the runtime overhead of using software spectra. This work differs from our earlier work in that the earlier work analyzes hybrid spectra in an offline manner to detect failures after they have occurred (i.e., after the executions have terminated), whereas this work analyzes hybrid spectra in an online manner to predict the manifestation of failures before they actually occur. This required us to develop significantly different types of hybrid spectra as well as significantly different types of analysis techniques than the ones used in [31] .
We have evaluated Seer by conducting a series of experiments on three widely-used software systems in the presence of both single and multiple defects. At the lowest level of runtime overheads attained in the presence of single defects, Seer predicted the failures about 54 percent way through the executions 1 with an F-measure of 0:77 (computed by giving equal importance to precision and recall) and a runtime overhead of 1:98 percent, on average. At the highest level of prediction accuracies attained in the presence of multiple defects, Seer predicted the failures about 56 percent way through the executions 1 with an F-measure of 0:88 and a runtime overhead of 2:67 percent, on average. To demonstrate how much additional information the hardware-collected data provided towards predicting the failures over and above the software-collected data in our hybrid spectra, we compared the performance of the hybrid spectra to that of two correlated software spectra. The empirical results show that the data collected by hardware performance counters was a significantly influential factor in successfully predicting the manifestation of failures. We also compared Seer with six different types of fault screeners -an alternative state-of-the-art online failure prediction approach that also uses internal execution data. Seer performed significantly better then the fault screeners.
The contributions of this work can be summarized as follows:
A novel approach for combining hardware and software instrumentation for online failure prediction and three different types of hybrid spectra produced by using this approach. A lightweight online failure prediction approach that uses the proposed hybrid spectra. A series of experiments evaluating the performance of the proposed approach and comparing it to that of other related approaches. The remainder of the paper is organized as follows: Section 2 presents Seer; Section 3 evaluates the feasibility of Seer; Section 4 evaluates Seer in the presence of single defects; Section 5 compares Seer with six different types of fault screeners; Section 6 evaluates Seer in the presence of multiple defects; Section 7 discusses threats to validity; Section 8 discusses the related work; and Section 9 presents concluding remarks and future work.
APPROACH
Seer tracks internal execution data at the function level and is composed of two phases: an offline training phase and an online monitoring phase. The training phase takes as input historical data that is comprised of passing and failing executions. First, functions implemented by the system under observation, are filtered out to determine the candidate functions that can potentially be monitored at runtime. Then, hybrid spectra are collected from the historical executions on a per candidate function basis. Next, the spectra collected are used to identify the functions that can predict failures. To this end, for each candidate function, a prediction model in the form of a binary classifier is trained. Then, the best performing functions, i.e., the ones that best distinguish failing executions from passing executions, are determined and marked as seer functions. Finally, the seer functions are augmented with their prediction models and the instrumented system is deployed for the monitoring phase.
In the monitoring phase, after every invocation of a seer function, the hybrid spectra collected during the invocation, is fed to the prediction model of the seer function, such that a binary prediction (i.e., passing or failing) about the future of the execution is made. The sequence of seer predictions made in a fixed-length window, are then analyzed at runtime to predict the manifestation of failures. If the execution is predicted to fail, a warning for a possible impending failure is issued. Once a warning is issued, proactive measures can be taken. However, such measures are beyond the scope of this work. Furthermore, we are mainly concerned with functional failures in this work, rather than non-functional ones. Fig. 1 presents a high level view of Seer together with a list of dedicated terms describing it. Next, we discuss the components of Seer in detail in an order that would make the best sense to the reader, i.e., not necessarily in the order in which these components interact with each other.
1. When the duration of an execution is measured as the number of function calls made in the execution, see Section 4 for more information.
Collecting Hybrid Spectra
Seer uses hardware performance counters to reduce runtime overheads, while still supporting acceptable levels of prediction quality. In particular, we use fast hardware performance counters to collect raw execution data, but also use lightweight software instrumentation to associate subsets of the hardware-collected data with specific program entities.
Hardware performance counters are hardware-resident counters that record various events occurring on a processor. Today's general-purpose CPUs include a fair number of such counters, which are capable of recording events, such as the number of instructions executed, the number of branches taken, the number of cache hits and misses experienced, etc. To activate these counters, programs issue instructions indicating the type of event to be counted and the physical counter to be used. Once activated, hardware counters count events of interest and store the counts in a set of special purpose registers. These registers can also be read and reset programmatically at runtime.
One challenge we encountered when first using hardware performance counters was that the counters do not distinguish between the instructions issued by different processes [31] . To deal with this, we used a kernel driver in this work, called perfctr (linux.softpedia.com), which implements virtual hardware counters that can track hardware events on a per-process basis.
A second challenge was that hardware performance counters have limited visibility into the programs being executed, e.g., by themselves they do not know, for example, to which program function the current instruction belongs. In earlier work, we empirically demonstrated that data collected only from hardware performance counters is generally too coarse to be useful for any software quality assurance activity [31] .
To improve this situation, we chose to associate the hardware-collected data with function invocations. That is, we use traditional software instrumentation to indicate which function is currently executing so that different subsets of the hardware-collected data are properly associated with that function. While we opted to track program execution data at the function level, the techniques are equally applicable to other granularity levels.
Thus, our hybrid spectra in its simplest form is collected as follows: First, a hardware performance counter counting the events of interest is activated at the beginning of a program execution. Next, the value of the counter is read before and after an invocation of a function of interest. The difference between these two readings is the number of events occurred during the execution of the function. We further itemize this event count to reflect the number of events occurred in the body of the function and in each callee function of interest. The event count for the body is computed by subtracting the total number of events occurred in the callee functions of interest from the total number of events occurred in the function. If a callee is invoked multiple times during the execution of the function, the event count for the callee is accumulated over all its invocations. Finally, the hardware performance counter is deactivated at the end of the program execution. In this instrumentation scheme, everything except for counting the events, such as reading the value of a counter, associating event counts with function invocations, and itemizing the event counts as described above, is performed using simple, traditional software instrumentation. The events are counted by hardware performance counters, which are always active during program executions. Fig. 2a depicts an example hybrid spectra we collected in a study conducted on flex -a lexical scanner used as a subject application in our experiments. In this spectra we count the machine instructions executed in function check_op-tions (f19). Each row in the table corresponds to an invocation of f19 in an execution. The last column indicates the status of the execution. The rest of the columns present the number of machine instructions executed in the body of f19 and in each callee function (e.g., f66 and f120). Sentinel value À1 indicates that the callee function in the column was not called during the respective invocation of f19. For example, the first row corresponds to an invocation of f19 that occurred in a successful execution. In this invocation, a total of 8; 650, 4; 511, and 779; 725 machine instructions were executed in the body of f19 and in the callee functions f66 and f120, respectively. In the remainder of the paper these tables are referred to as function tables.
The roots of this type of system spectra stem from an earlier work, in which we successfully modeled function execution times in a similar way for fault localization [32] . The rationale can be summarized as follows: Each callee performs a portion of the caller's functionality. Therefore, the way we itemize the event counts in a caller function, reflects how much computation each callee carries out to perform a particular functionality. This provides valuable information, since "suspicious" amount of activities in a function can help predict the manifestation of failures.
Applying Filtering
To further control the functions that can potentially be monitored at runtime, we have developed two filtering mechanisms: global filtering and frequency filtering.
Global filtering filters out functions that handle already detected failures, e.g., error(...) and fatal(...). Such functions are called only when failures are internally detected by the system under observation. We chose to ignore them because, although such functions are a good indicator of failures, i.e., they appear only in failing executions, they are not a good predictor of failures in the sense that they are called after programs have already failed to gracefully terminate the executions. Thus, such functions provide almost no warning times for failures.
Frequency filtering, on top of global filtering, filters out functions that are invoked more than a predetermined number of times, called frequency filtering cutoff (in our case cutoff¼50). Note that collecting our hybrid spectra requires to read the value of a hardware performance counter before and after every function invocation. One observation we made in our earlier studies is that even though the cost of reading a hardware performance counter is low (about 45 clock cycles on our experiment platform), the cost is paid every time the counter is read [31] . Therefore, frequency filtering aims to further reduce the runtime overhead by reducing the number of times hardware performance counters are read.
Once a function is filtered out by a filtering mechanism, the function is completely ignored. That is, no software instrumentation is performed for the function in either the training phase or the monitoring phase. All the remaining functions are candidates for becoming a seer function.
Identifying Seer Functions
Among all the candidate functions, seer functions are the ones that best distinguish failing executions from passing executions. To identify the seer functions, we first create a function table for each candidate function using the historical data, such as the one given in Fig. 2a . We then train a prediction model by feeding the function table to a classification tree algorithm (in our case Weka's J48 algorithm [33] ). For each candidate function, the result is a binary classification model that attempts to distinguish failing executions from passing ones. Fig. 2b , as an example, presents a prediction model computed for function f19 given its function table in Fig. 2a . This model tells us that the number of machine instructions executed in the body of f19, in short body, is strongly correlated with the manifestation of failures. That is, if 9; 765 < body 10; 781 or 9; 425 < body 9; 427, then the execution is likely to fail. Otherwise, the execution is likely to be a successful execution. It turned out that this model was indeed quite effective in predicting failures. An indepth analysis of what this model actually captured and how it helped predict the failures can be found in Appendix A, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TSE.2015.2442577.
While creating the prediction models, we take several steps to prevent overfitting the data. One standard technique we use is to create the models using n-fold stratified crossvalidation (in our case n ¼ 5) [33] . This approach builds multiple classification models from different subsets of the input data, and uses the results to identify candidate models that are not overly influenced by a few individual data points.
Once a prediction model is computed for a candidate function, we assign a score to the function, quantifying the success of the function in distinguishing failing executions from passing executions. The score is the F-measure obtained from the cross-validation of the classification model trained for the function. F-measure is a well-known metric, which is computed by giving equal weights to two standard metrics: precision and recall (Section 4.2). It ranges between 0 and 1, inclusive. The higher the F-measure, the better the classification model is.
Not all functions may equally be reliable in distinguishing failures. For this paper, a function is considered to be a seer function, iff, its score is greater than or equal to a predetermined cutoff value, called seer cutoff (in our case seer cutoff ¼ 0:8, 0:9, or 0:95).
Predicting Failures
Once seer functions are identified, they are instrumented such that after every call to a seer function, the hybrid spectra collected from the call is fed to the seer's prediction model (see Section 2.5 for details). The model then makes a binary prediction about the future of the execution (P for passing and F for failing). Consequently, the sequence of seer predictions made in an execution can be considered as a string of P s and F s. We call this sequence the health index of the execution. Fig. 1 presents an example health index. Each literal in a health index represents prediction made by a seer function. If a seer function is not called in an execution, it does not make any predictions. If a seer function is invoked multiple times, one prediction is made after every invocation. Consequently, as seer functions are invoked, the health index grows.
After every prediction made by a seer, we analyze the current health index at runtime to predict the manifestation of failures. To this end, we have developed two approaches: point-wise (PW) prediction approach and sliding window (SW) prediction approach.
In the point-wise prediction approach, an execution is predicted to fail after receiving an F prediction from a seer function. In the sliding window prediction approach, on the other hand, failure predictions are based on a sequence of predications made by seer functions, rather than a single prediction. In particular, this approach uses fixed-length sliding windows of predictions with a slide of one prediction. That is, given window length l, the last l predictions made by seer functions are used for analysis. When a new prediction is received, the window is shifted right by one prediction, such that the newly received prediction becomes the last prediction in the window.
The rationale behind the sliding window approach stems from Zeller's simple failure model [34] . When a defect is exercised in a program execution, it causes an infection, e.g., an erroneous state occurs. The infection propagates over time as the infectious program states are involved in computations, creating even more infectious program states. The infection finally manifests itself as a failure. We conjecture that using a sequence of predictions made over a period of time can improve prediction accuracy, because, in the presence of errors, deviations from normality are likely to increase as time passes.
In the sliding window approach, we dynamically assign a score to every window encountered during an execution. To compute the score, for every F prediction in the window, we add the score of the seer function responsible for the prediction. An execution is predicted to fail after an occurrence of a window whose score is greater than or equal to a predetermined cutoff value, called window cutoff.
Materializing this approach requires to determine the optimal values for the window length and the window cutoff parameters. For that, we have developed a simple approach, in which we take as input the historical data and a range of possible window lengths (in our case the range ¼ ½1::10). For each window length in the given range, we determine and score the windows present in the historical data. We then feed the results to a classification tree algorithm (in our case Weka's J48 algorithm with 10-fold stratified cross-validation) to compute a classification tree of depth 1. For each window length, the result is a window cutoff value that best distinguishes failing executions from passing ones. Finally, among all the window length and window cutoff value pairs trained, we pick the one with the best classification accuracy (i.e., with the best F-measure) and use it in the monitoring phase.
Instrumenting the System under Observation
Seer uses two types of probes to instrument the system under observation: monitoring probes and prediction probes. For a given seer function, monitoring probes are placed at the call sites of the callee functions that are referenced in the prediction model of the seer. The monitoring probe for a callee function, reads the value of the hardware performance counter before and after an invocation of the callee, attributes the difference to the invocation, and accumulates the count over all the invocations of the callee.
Prediction probes, on the other hand, are responsible for making predictions and issuing failure warnings (if necessary). One prediction probe is placed for every seer function. To create the prediction probe for a seer function, we compile the prediction model of the seer into a simple (and possibly nested) if-then-else statement, called prediction code. Fig. 2c , as an example, presents the prediction code created for the model in Fig. 2b .
After every invocation of a seer function, the prediction probe processes the data collected by the monitoring probes and computes a vector of event counts. Each count in this vector represents the number of events observed in the body of the seer function or in a callee function. The vector is then fed to the seer's prediction code. In the point-wise approach, the prediction code simply returns P or F (as shown in Fig. 2b ). In the sliding window approach, on the other hand, more information is returned in order for the window scores to be computed. In particular, if the prediction is F , the score of the respective seer function is returned. Otherwise, 0 is returned, indicating that the prediction is P . Since the scores of the seer functions are determined in the training phase, they are all hard coded in the prediction codes to reduce the runtime overhead.
After executing the prediction code, the prediction probe applies either the point-wise or the sliding window approach (depending on the configuration). In the pointwise approach, a failure warning is issued after receiving an F prediction from a seer function. In the sliding window approach, the predictions made by seer functions are stored in an array of length l, where l is the window length being used. This array is used in a circular manner to store the last l predictions. If the sum of the scores stored in the array (i.e., window score) is greater than or equal to the window cutoff value determined in the training phase, a failure warning is issued.
EVALUATING FEASIBILITY
To evaluate Seer, we conducted a series of experiments, which we discuss in the next four sections (including this one). The first study (this section) evaluates the feasibility of Seer. The second study (Section 4) evaluates the performance of Seer. The third study (Section 5) compares Seer with fault screeners. While the first three studies (Sections 3, 4, and 5) apply the proposed approach to systems with single defects, the fourth study (Section 6) applies it to systems with multiple defects. For each study, we present the research questions, experimental setup, evaluation framework, data and analysis, and a discussion. Furthermore, the data we obtained from these experiments can be found at http://people.sabanciuniv.edu/cyilmaz/seer.
An initial question we had is whether seer functions that are capable of reliably distinguishing failing executions from passing executions, exist. If they don't, then the proposed approach will clearly suffer. If they do, then the next question is how much runtime overhead it would impose to use them for failure prediction. In this study we conducted a set of experiments to address these questions at a high level. The results of this study will help us better interpret the detailed results obtained in Sections 4 and 5.
To conduct the study, we used three different types of hybrid spectra: TOT_INS, BRN_TKN, and LST_INS. TOT_INS counts the number of machine instructions executed. BRN_TKN counts the number of branches taken.
LST_INS counts the number of load and store memory instructions executed.
These three hardware events were culled from a list of 133 different types of events that could have been monitored on our experiment platform. Clearly, not all these 133 event types may equally be predictive of failures and the predictive power of an event may vary from one type of failure to another. However, it was infeasible for us to evaluate all these events, each of which can indeed be further configured in many different ways, because of the sheer volume of the implied experiment space. Instead, we experimented with only the three events given above. We specifically chose these events because the results of our earlier studies strongly suggest that they can distinguish failing executions from passing executions [31] . One approach to choose the hybrid spectra in practice could be to evaluate different types of hybrid spectra on the historical data and pick the best-performing one.
Experimental Setup
In the experiments we used three widely used applications as our subject applications: flex, grep, and sed. Flex is a lexical scanner that generates fast lexical analyzers. Grep is a command line text search utility that prints lines matching a pattern or a regular expression. Sed is a stream editor that filters and transforms texts.
All the subject applications were taken from a widely used defect repository, called SIR [35] . SIR provided us with a set of versions for each application, a set of known defects for each version (each of which can separately be activated at will), and a test suite per version together with a test oracle for each test case in the suite. For each version of our subject applications, we first individually activated all the defects known for the version on a one defect at a time basis to create faulty versions with a single defect each (the performance of the proposed approach in the presence of multiple defects is studied in Section 6). We then executed the test suites on the faulty versions of our subject applications and used the test oracles to label the executions as passing (P ) or failing (F ).
The data set we obtained was comprised of 24;832 total test runs (18;746 passing and 6; 086 failing runs) across 48 faulty versions of our subject applications. By following a similar approach used in [31] , these 48 faulty versions were culled from a set of 166 faulty versions using the criteria that the ratio of failing to passing runs was between 0:03 and 1:8. We did this because classification techniques themselves either perform poorly or need special enhancement when one class is much more common than the other. Since our goal is not to evaluate classification techniques themselves, we ignored these cases in our analysis. Table 1 provides some descriptive statistics about the data set we used.
To conduct the experiments, we divided this data set into a training set and a test set. For each faulty version of our subject applications, this was done by using stratified sampling (i.e., the proportion of passing and failing test runs were maintained), such that about 70 percent of all the test runs ended up in the training set and the rest (about 30 percent) ended up in the test set. Overall, the training set had 17;339 runs and the test set had the remaining 7;493 runs. All the training activities in this work were carried out on the training set, whereas all the evaluation activities were carried out on the test set. That is, we evaluated Seer on previously unseen executions.
To instrument the system under observation with monitoring and prediction probes, we used CIL (sourceforge. net/projects/cil) -a source code transformation tool. For this study, we used mocked probes that only measured the number of times they were executed. The actual monitoring and prediction probes are used in Sections 4, 5, and 6. To program hardware performance counters, we used PAPI (icl.cs.utk.edu/papi) -a platform independent tool to program hardware counters. To identify seer functions, we used Weka's J48 classification tree algorithm with five-fold stratified cross validation [33] and with seer cutoff value set to 0:8.
Furthermore, frequency filtering cutoff value was set to 50. That is, frequency filtering, on top of global filtering, filtered out the functions that were invoked more than 50 times. This cutoff value was chosen such that functions that accounted for more than 90 percent of all invocations were filtered. The information required for this purpose was obtained by analyzing the histograms of invocation counts observed in the experiments.
The experiments were conducted on a Pentium D machine with 1 GB of RAM, running the CentOS 5.2 operating system.
Evaluation Framework
To evaluate the presence of seer functions, we measured the number of seer functions identified. To evaluate the effect of a filtering mechanism, we applied the filtering and measured the number of candidate functions (i.e., unfiltered functions) as well as the number of times these candidate functions were invoked in executions. To get a rough estimate of the runtime overhead and to study the factors affecting the overhead, we measured the runtime overhead in this study in terms of the percentage of function invocations for which monitoring and prediction probes were executed. In Sections 4, 5, and 6, on the other hand, we compute the actual runtime overheads.
Data and Analysis
For each faulty version of our subject applications (a total of 48 faulty versions), hybrid spectra type (3 types of hybrid spectra), and filtering mechanism (global and frequency filtering), we first identified the candidate functions as well as the seer functions. We then measured the number of times the candidate functions were invoked as well as the number of times monitoring and prediction probes were executed. Table 2 presents the average counts we obtained. Look for the columns titled "hybrid." The columns titled "software" will be discussed in Section 4. All the counts in this table were obtained from only the functions implemented by our subject applications; system functions, such as printf(...), and their invocations were not counted.
We first observed that 53 percent of all functions, the ones that were filtered out by frequency filtering, accounted for 98 percent of all function invocations in the executions, on average. That is, using frequency filtering, compared to using global filtering, significantly reduced the number of candidate functions to be possibly monitored from 79 to 37 (by 53 percent) and function invocations from 6; 874 to 131 (by 98 percent), on average.
We then observed that, when global filtering was used, hybrid spectra identified at least one seer function in 99 percent of the cases (142 out of 144 = 3 hybrid spectra types x 48 faulty versions). For each of the 48 faulty versions of our subject applications, there was at least one hybrid spectra type that identified at least one seer function. An in depth analysis of the results revealed that, the two cases, in which some hybrid spectra types were not able to identify any seer functions, concerned with two different faulty versions of the same subject application. In one case, BR_TKN could not determine any seer functions, but TOT_INS and LST_INS did. In the other case, LST_INS failed to determine any seers, but TOT_INS and BR_TKN succeeded. Using frequency filtering, however, made the identification of seer functions a slightly more difficult task. When frequency filtering was used, hybrid spectra identified at least one seer function in 94 percent (135 out of 144) of the cases. An in depth analysis revealed that there was only one faulty version out of 48 faulty versions, for which none of the hybrid spectra types were able to identify any seer functions. For the rest of the faulty versions, there was at least one hybrid spectra identifying at least one seer function.
We believe that the hybrid spectra types used in the experiments failed to identify any seer functions for this one faulty version due to the relatively small number of function invocations present for analysis. For the aforementioned faulty version, after applying frequency filtering, the average number of function invocations present for analysis was 21:4 in passing executions and 26:5 in failing executions, whereas, for the rest of the faulty versions, there were 178:7 invocations in passing executions and 184:7 invocations in failing executions for analysis, on average. Although we believe that such a situation can be improved by increasing the cutoff value used in frequency filtering (i.e., by monitoring more invocations) and/or fine-tuning the classification algorithm, such that it can work with a small training set, we do not experiment with these potential solution approaches in this work and use the data we obtained as it is in the remainder of the paper.
Regarding the runtime overhead, we first observed that the seer functions were only a small fraction of all functions observed in executions ( Table 2 ). The average number of seer functions was 15:60 (12 percent of all functions, on average) when global filtering was used and 9:98 (8 percent of all functions, on average) when frequency filtering was used.
We then observed that, since more seer functions were identified with global filtering than with frequency filtering, using global filtering required to execute significantly more probes, suggesting that frequency filtering can greatly reduce the runtime overhead of the proposed approach. In particular, using global filtering required to execute the probes (either monitoring or prediction) in 31:11 percent of all function invocations, whereas using frequency filtering required to execute them in 2:32 percent of all invocations, on average. Furthermore, when frequency filtering was used, the monitoring probes were executed in 1:68 percent and the prediction probes were executed in 0:64 percent of all function invocations, on average.
Discussion
In this feasibility study, for the subject applications, their faulty versions, and the test cases used in the experiments, we observed that 1) seer functions did exist, except for one case, 2) they were only a small fraction of all the functions implemented by the subject applications, and 3) using them for online failure prediction, especially when frequency filtering was used, required to execute monitoring and prediction probes for only a small fraction of all function invocations. These results suggest that the proposed approach can predict the manifestation of failures with low runtime overheads.
EVALUATING SEER
To test this hypothesis, we conducted a further set of experiments. In these experiments we measured the prediction accuracy and the runtime overhead of the proposed approach as well as the timeliness of the failure warnings issued, i.e., early predictions are better than late predictions.
One specific question we had is how much additional information hardware-collected data in hybrid spectra provides over and above software-collected data towards predicting the manifestation of failures. As discussed in Section 2.1, our hybrid spectra contain both software-collected data, such as caller-callee information, and hardwarecollected data, such as the number of machine instructions executed in a function call. Therefore, it is important to factor out the effect of the software-collected data from the results as much as possible to demonstrate the additional information provided by the hardware-collected data.
To this end, we compared the performance of our hybrid spectra to that of two different types of software spectra, which were collected by using software instrumentation only: Call and Visit. Call keeps track of the functions invoked. Visit counts the number of times each function is invoked.
As is the case with the hybrid spectra, the software spectra were collected at the function level. For each candidate function, a function table was created. Each entry in these tables, rather than indicating the number of hardware events occurred in a callee function, indicated whether the callee function was invoked (Call) or the number of times the callee function was invoked (Visit). The rest of the analysis was the same for both the hybrid and the software spectra.
We chose to use Call and Visit spectra for three reasons. First, they collect internal execution data, which is either directly collected by our hybrid spectra or correlated with the data collected by them. In particular, both hybrid spectra and Call spectra use caller-callee information. The only difference between them is the presence of event counts collected by hardware performance counters. Moreover, Visit spectra collect internal execution data which is correlated with the data collected by hybrid spectra. For example, the total number of machine instructions executed in a callee function (as is the case in TOT_INS spectra) is generally correlated with the number of times the callee function is invoked. Therefore, the difference between the success of these types of hybrid and software spectra in predicting failures, can safely be attributed to the hardware-collected data. Second, Call and Visit spectra represent two of the most inexpensive types of system spectra that can be collected at the function level. Therefore, they help us better evaluate the runtime overhead of using hybrid spectra by comparing it to some of the lowest overheads that can be achieved in practice. Finally, the same or similar types of software spectra have been used in the past for fault localization [32] , [36] , [37] , suggesting that these types of software spectra can distinguish failing executions from passing executions,
Experimental Setup
To conduct the experiments, we used the seer functions identified in Section 3 and automatically created the monitoring and prediction probes as described in Section 2.5. The prediction probes, depending on the configuration used in the experiment, implemented either the point-wise or the sliding window approach. To compute the optimal window length and cutoff value pairs to be used with the sliding window approach, we experimented with the window lengths in ½1 . . . 10 (see Section 2.4 for more details). We used CIL to instrument the subject applications with the monitoring and the prediction probes and evaluated Seer on the test set (Section 3.1), i.e., on previously unseen executions.
Evaluation Framework
The evaluations were performed in a multifaceted manner.
Evaluating Prediction Accuracy
We used several standard metrics to evaluate the prediction accuracy. First, we computed true positives (TP ; the number of correctly predicted failures), true negatives (TN; the number of correctly predicted successful executions), false positives (FP ; the number of successful executions incorrectly predicted to fail), and false negatives (FN; the number of failed executions incorrectly predicted to be successful). Then, we computed false positive rate FPR ¼ FP =ðFP þ TNÞ and false negative rate FNR ¼ FN=ðFNþ TP Þ. Finally, we computed precision P ¼ TP =ðTP þ FP Þ, recall R ¼ TP =ðTP þ FNÞ, and F-measure by giving equal importance to precision (P ) and recall (R) as Fmeasure¼2PR=ðP þ RÞ.
An execution was predicted to fail after receiving the first failure warning, in which case the rest of the predictions were ignored. Otherwise, the execution was predicted to be successful.
Evaluating Warning Times
In online failure prediction approaches, it is not only about correctly predicting failures, but also about predicting them as early as possible, so that necessary measures against the failures can be taken in time. Therefore, early predictions are better than late predictions.
To evaluate the proposed approach from this perspective, we computed the warning time for a failure as the percentage of the function calls made before the prediction. The lower the warning time, the better the proposed approach is. For example, having a warning time of 25 percent for a failing execution, in which a total of 80 function calls occurred, indicates that the execution was predicted to fail after the 20th function call, i.e., quarter way through the execution when the duration of the execution is measured as the number of function calls made in the execution. We chose to measure the duration of an execution in this way, because function calls provide more information about the execution context than execution times, which in turn can help take better actions against impending failures.
Furthermore, when computing warning times, we counted only the calls made to the functions implemented by our subject applications. The rest of the calls, such as the ones made to the functions implemented by the underlying programming language, were not counted. Moreover, each test case used in the experiments was designed to produce an output at the end of the execution. The test oracles that came with the subject applications, determined whether a failure had occurred in an execution or not, only after the output had been produced, i.e., only after the execution was terminated. Therefore, when computing warning times, failures were considered to occur at the end of the executions.
Evaluating Runtime Overheads
We computed the runtime overhead as ððP 0 À P Þ=P Þ Ã 100, where P and P 0 represent the execution time of the original program and that of the instrumented version of the program, respectively, when both programs are executed with the same input.
When measuring the overheads, regardless of the predictions made at runtime, the monitoring and prediction probes were always active during the executions. That is, even if an execution was predicted to fail, all the probes continued to execute. We did this to compute the runtime overheads independently of warning times. Had we deactivated the probes after receiving the first failure warning, then runtime overheads would have depended on warning times.
Data and Analysis
We first observed that the software spectra identified fewer seer functions than the hybrid spectra ( Table 2 ), suggesting that the hybrid spectra were better at capturing patterns in program executions than the software spectra. The hybrid and software spectra identified an average of 15:60 and 4:83 seer functions, respectively, when global filtering was used, and an average of 9:98 and 1:67 seer functions, respectively, when frequency filtering was used. Furthermore, the hybrid spectra were more resilient to frequency filtering. When frequency filtering was used, compared to using global filtering, the hybrid spectra identified 36 percent fewer seer functions, whereas the software spectra identified 65 percent fewer seer functions, on average.
Comparing Point-Wise and Sliding Window Prediction Approaches
We then compared the prediction accuracy of the pointwise and sliding window approaches when they were used with global filtering. Fig. 3 presents the results we obtained. In this figure, the horizontal axis denotes the prediction approach used and the vertical axis denotes the F-measures obtained. Each box illustrates the distribution of F-measures obtained from a spectra type and prediction approach pair. The lower and the upper ends of boxes represent the first and the third quartiles, respectively. The horizontal bars inside the boxes depict the median F-measures, whereas the diamond shapes depict the average F-measures. The larger the F-measure, the better the approach is. We first observed that, for the hybrid spectra, the sliding window approach performed significantly better than the point-wise approach in predicting failures. Sliding window approach, compared to point-wise approach, improved the average F-measure from 0:68 to 0:83 (by 22 percent) for the hybrid spectra. A Kruskal-Wallis test revealed that the difference was statistically significant with a p-value of less than 2:2e À 16. For the software spectra, on the other hand, sliding window approach provided similar F-measures to pointwise approach; an average F-measure of 0:64 for the sliding window approach and 0:63 for the point-wise approach.
We believe that, the sliding window approach improved the prediction accuracy for the hybrid spectra more than it improved the accuracy for the software spectra, because the average window length for the hybrid spectra was 2:6, whereas that for the software spectra was 1:6. As the window length got closer to 1, which is the default window length used in the point-wise approach, the difference between the sliding window and the point-wise approaches diminished. Using the hybrid spectra produced larger window lengths on average, because the hybrid spectra identified more seer functions than the software spectra. Typically, the more seer functions identified, the longer the health indices were, and the longer the health indices, the larger the optimal window lengths were.
Overall, the sliding window approach provided similar or significantly better prediction accuracies than the pointwise approach. Therefore, in the remainder of the paper, we solely focus on the sliding window approach. Table 3 presents the summary of the results obtained from the sliding window approach. When the sliding window approach was used with global filtering, the hybrid spectra provided significantly better prediction accuracy than the software spectra. The average F-measure obtained from the hybrid spectra was 0:83, whereas that obtained from the software spectra was 0:64. The difference was statistically significant with a p-value of less than 7:6e À 07.
Comparing Hybrid and Software Spectra
Comparing the runtime overhead of using hybrid spectra to that of using software spectra, we, on the other hand, observed that hybrid spectra improved the prediction accuracy at the cost of increased runtime overhead (Fig. 4) . The runtime overhead of using the hybrid spectra was 24 percent, whereas that of using the software spectra was 7 percent, on average. The primary source of this difference was that, since the hybrid spectra identified more seer functions than the software spectra, using the hybrid spectra required to execute significantly more monitoring and prediction probes (Table 2) , which in turn incurred more overhead. When global filtering was used, the hybrid spectra required to execute the monitoring probes in 29:54 percent and the prediction probes in 1:57 percent of all function invocations, whereas the software spectra required to execute them in 12:87 and 0:60 percent of all invocations, on average, respectively. To reduce the number of times monitoring and prediction probes were executed, thus to reduce the runtime overhead, we used the sliding window approach with frequency filtering. Fig. 5 presents the runtime overheads we obtained. We observed that frequency filtering significantly reduced the runtime overhead from 24 to 1:98 percent (by 92 percent) for the hybrid spectra and from 7 to 0:72 percent (by 90 percent) for the software spectra, on average. Overall, monitoring probes accounted for the 44 percent and prediction probes accounted for the 56 percent of the total overhead cost, on average (Fig. 6) .
Comparing the prediction accuracy of the sliding window approach with frequency filtering to that of with global filtering (Fig. 7) , we first observed that, with frequency filtering, as was the case with global filtering, the hybrid spectra performed significantly better than the software spectra. The average F-measure obtained from the hybrid spectra was 0:77, whereas that obtained from the software spectra was 0:41. The difference was statistically significant with a p-value of less than 6:3e À 12.
We then observed that using frequency filtering made a trade-off between the accuracy and the runtime overhead of the predictions. For the hybrid spectra, frequency filtering, while reducing the average runtime overhead by 92 percent, reduced the average F-measure by 7:8 percent (from 0:83 to 0:77). For the software spectra, frequency filtering, while reducing the average runtime overhead by 90 percent, reduced the average F-measure by 36 percent (from 0:64 to 0:41).
The hybrid spectra were more resilient to frequency filtering than the software spectra; a drop of 7:8 versus 36 percent in the average F-measure. We believe that this was because the hardware counters were still active during the execution of unmonitored functions (i.e., the ones that were filtered out by frequency filtering); the hardware-collected data was just associated with the functions that called these unmonitored functions. On the other hand, the software spectra were not able to collect any information about the unmonitored functions.
Comparing the warning times obtained from hybrid and software spectra when sliding window approach was used with frequency filtering (Fig. 8) , we observed that the hybrid spectra significantly improved the warning times by 26 percent, on average. The difference was statistically significant with a p-value of less than 4:992e À 07. The average warning time for the hybrid spectra was 53:48 percent, whereas that for the software spectra was 72:60 percent. That is, when the duration of a program execution is measured as the number of function calls made in the execution (Section 4.2.2), the hybrid spectra predicted the failures about half way through the executions, whereas the software spectra predicted the failures about three-fourth way through the executions, on average. Comparing the warning times obtained from the sliding window approach with frequency filtering to those obtained with global filtering (Fig. 8) , we observed that frequency filtering, while reducing the runtime overhead by 92 percent for the hybrid spectra and by 90 percent for the software spectra, degraded the average warning time from 42:82 to 53:48 percent for the hybrid spectra and from 69:77 to 72:60 percent for the software spectra. Although the hybrid spectra suffered from frequency filtering more than the software spectra, the hybrid spectra still provided significantly earlier warnings for failures, on average.
An Integrated View of Prediction Quality and Runtime Overhead
We now provide an integrated view of the prediction quality and runtime overhead. We observed that using the hybrid spectra with sliding window approach and global filtering provided the best overall prediction quality (Table 3 ). More specifically, this approach correctly predicted the failures 42:82 percent way through the executions and with an F-measure of 0:83, on average. However, this was all done at the cost of 24 percent runtime overhead. Although this approach provided the best prediction quality, we leave it out of the analysis in this section due to its unacceptable runtime overhead. Fig. 9 plots the average runtime overheads against the average F-measures and warning times obtained from the rest of the experiments. One observation is that, for comparable runtime overhead levels, the hybrid spectra provided significantly better prediction accuracies and warning times than the software spectra. For example, the hybrid spectra with frequency filtering and CALL spectra with global filtering have comparable average runtime overheads: 1:98 percent for the hybrid spectra and 1:59 percent for Call spectra. However, the hybrid spectra in this setup improved the F-measure by 35 percent (from 0:57 to 0:77) and the warning time by 34 percent (from 80:42 to 53:48 percent), on average, compared to Call spectra.
Alternatively, for comparable accuracy levels, the hybrid spectra incurred significantly less runtime overheads and provided better warning times. For example, the hybrid spectra with frequency filtering and Visit spectra with global filtering have similar F-measures; 0:77 for the hybrid spectra and 0:72 for Visit spectra. However, the hybrid spectra achieved this at a fraction of the overhead compared to Visit spectra. The runtime overhead of the hybrid spectra was 1:98 percent, whereas that of Visit spectra was 12:42 percent, on average. This corresponds to a more than five-fold reduction in the runtime overhead. Furthermore, the hybrid spectra improved the warning times by 10 percent (from 59:13 to 53:48 percent) on average, compared to Visit spectra.
Overall, when sliding window prediction approach was used with frequency filtering, the hybrid spectra predicted the failures 53:48 percent way through the executions with an F-measure of 0:77 and a runtime overhead of 1:98 percent, on average.
Discussion
In this study we identified a trade-off between the prediction quality and the runtime overhead of the proposed approach. This trade-off generally is to be expected. Typically, the more internal execution data present for analysis, the better the patterns in program executions can be identified, which can in turn improve the prediction quality. However, typically, the more internal execution data to be collected, the more runtime overhead is incurred. In the experiments we observed that Seer limited the runtime overhead as much as possible while still supporting acceptable levels of prediction quality and that the data collected by hardware performance counters was a significantly influential factor in achieving this. Seer also offers two tuning parameters to further balance the trade-off between prediction quality and runtime overhead: seer cutoff and frequency filtering cutoff (Section 2). In the presence of excessive number of seer functions, which typically increases the number of times the prediction probes are executed, one can be more selective by increasing the seer cutoff value, so that only the most predictive subset of the candidate functions are selected as seer functions (see Section 6 for a related analysis). In the presence of excessive number of times monitoring probes are executed, one can decrease the frequency filtering cutoff value, so that fewer functions are monitored. In the absence of any seer functions, on the other hand, one can increase the frequency filtering cutoff value to collect more data for analysis and/or reduce the seer cutoff value to be less selective in the seer identification process. Another approach to balance the aforementioned trade-off can be to change the level of monitoring granularity. Although we tracked execution data at the function level in this work, the proposed approach can readily be applicable to finer level monitoring, such as monitoring at the level of code segments, as well as to coarser level monitoring, such as monitoring at the level of components and subsystems.
We also observed that it took about 34 minutes for flex, 15 minutes for grep, and 8 minutes for sed (19 minutes on average) to train Seer after the system spectra for training had been collected. At a high level, the training time grows linearly with the number of functions implemented by the system under observation; a binary classifier is trained for every unfiltered function (Section 2.3). It also increases linearly with the number of historical executions in the training set and with the range of possible window lengths; for each window length and historical execution pair, all windows present in the execution are determined and scored to compute the window length as well as the window cutoff value to be used for predictions (Section 2.4). Therefore, the training time may vary from one system to another. However, one advantage of the Seer's training scheme is that it is embarrassingly parallel in the sense that computing the classification trees for functions as well as performing the operations required for every window length and historical execution pair can all be done in parallel, improving the scalability of the proposed approach. The training times we report above were obtained from a sequential implementation of the Seer's training scheme.
Next, we compare Seer with fault screeners -an alternative online failure prediction approach.
COMPARING SEER WITH FAULT SCREENERS
Fault screeners are simple software constructs that predict the manifestation of failures by detecting the presence of "suspicious" values in program executions [38] , [39] , [40] . In this approach, values that variables and function arguments take on as well as the values returned from functions are captured to compute likely value invariants -a type of invariants that specify the correctness of data values. In the training phase, the invariants are relaxed to accommodate the new values observed. In the monitoring phase, violations of these invariants are flagged as errors.
Fault screeners differ from each other in the types of invariants they use [40] . We in this work distinguish between three types of fault screeners: single range screeners, multiple range screeners, and Bloom screeners.
Single range screeners maintain a tight range that accommodates all the values observed in the training phase [38] . In the monitoring phase, if a value outside this range occurs, then a failure warning is issued.
Multiple range screeners maintain a predetermined number of ranges, rather than a single range. When a new value is observed, the ranges are updated such that the valid range is increased by the least amount [39] .
Bloom screeners, on the other hand, use Bloom filters [41] to have a compact representation of the history of variables [40] . A Bloom screener can be considered to be a hash table that is implemented as an array of n bits and that uses k different hash functions. Each hash function maps an element, which is a combination of a value together with the instruction address in the program at which the value is read or written, to one of the n array positions. To add an element in the training phase, the element is fed to each of the k hash functions, k array positions are computed, and the bits at these positions are set to 1. To query for an element in the monitoring phase, the element is fed to the hash functions to get k array positions. If any of the bits at these positions are 0, then it is guaranteed that the element has not been seen before, i.e., the value at the given instruction address was not seen in the training phase. In such a case, a failure warning is issued. On the other hand, if all the bits at the k positions computed by the hash functions, are 1, then either the element was seen in the training phase, or we have a false positive. In either case, no failure warning is issued.
In this work we opted to empirically compare Seer to fault screeners because among all the related works we discuss in Section 8, fault screeners are the most related to our work. This is because they collect internal execution data for online failure prediction and are developed with runtime overhead concerns in mind [38] , [39] , [40] .
Experimental Setup
We have implemented single range screeners, multiple range screeners, and Bloom screeners as described in [38] , [39] , [40] using LLVM (llvm.org) -a compiler infrastructure providing a collection of modular and reusable compiler and toolchain technologies. In particular, we have implemented a source code transformation pass in LLVM to instrument the source code of our subject applications, such that all accesses to variables (including pointers), function arguments, and return values of primitive types together with the locations of these accesses in the source code, are captured.
In the training phase, all these accesses were recorded to train the screeners. For the single range screeners, we computed a single range for each variable and location pair. For the multiple range screeners, we computed three ranges for each variable and location pair, rather than a single range. The number of ranges used in the experiments, i.e., 3, was chosen arbitrarily. For the Bloom screeners, we trained a Bloom filter of size 9; 592; 955, which used seven different hash functions. As is the case in [40] , all variable and location pairs shared the same filter. To create the seven different hash functions, we used the SHA-1 cryptographic hash function with input salting. Furthermore, the size of the filter and the number of hash functions to be used, were determined such that a false positive rate of 0:01 is obtained for a capacity of about one million entries.
In the monitoring phase, the subject applications were augmented with the screeners computed in the training phase. In particular, for every variable and location pair of interest, a software probe was injected. The probe simply captures the value accessed at the location and passes the value and location pair to the respective screener, so that a binary prediction, i.e., P or F , is made at run time. After receiving the first F prediction from a screener, a failure warning is issued. Otherwise, the execution is predicted to be successful.
To train and test the fault screeners, we used the same training and test set that we used in Sections 3 and 4. We first monitored every possible variable and location pair, which is the default behavior of fault screeners [38] , [39] , [40] . Then, to further reduce the runtime overhead incurred by fault screeners, we identified and monitored only those pairs that best distinguished failing executions from passing executions. We call such pairs able pairs and the screeners that use them able screeners. To find the able pairs, we used the screeners computed in the training phase and measured the individual performance of every variable and location pair on the test set. In particular, we computed an F-measure for every pair and then picked only those pairs whose F-measure is greater than or equal to 0:8. After finding the able pairs, we trained the able screeners from scratch only for the selected pairs.
Note that the experiments we set up in this section represent an optimal scenario for the fault screeners, in which the test set was made available to the screeners to identify the able pairs. Seer, on the other hand, was evaluated by using previously unseen executions, i.e., by using the previously unknown test set.
Evaluation Framework
To compare the fault screeners with each other and to reason about their runtime overheads, we measured the number of probes injected into the source code of our subject applications as well as the number of times these probes were executed. To compare the performance of Seer to that of fault screeners, we used the F-measure and the runtime overhead metrics (Section 4.2). Table 4 summarizes the results we obtained. We first observed that monitoring only the able pairs, compared to monitoring all pairs, increased the average F-measures and significantly reduced the average runtime overheads. The improvements on the runtime overheads were due to the significant reductions in the number of times the probes were executed. Able single, multiple, and Bloom screeners, compared to regular single, multiple, and Bloom screeners, increased the average F-measures by 21, 33, and 27 percent, respectively, while reducing the average runtime overheads by 98, 97, and 77 percent, the average numbers of probes injected by 98, 97, and 95 percent, and the average numbers of times the probes executed by 97, 96, and 96 percent, respectively.
Data and Analysis
We furthermore observed that, among all the fault screeners, the able Bloom screeners provided the best average F-measure, but they did so at the cost of unacceptable levels of runtime overheads. The average F-measure was 0:57 while the average runtime overhead was about 14; 202 percent ( Table 4 ). The excessive overhead was mainly due to cost of computing the hash functions as well as the frequency in which these computations were carried out. Able single range screeners, on the other hand, provided the best runtime overheads among the fault screeners, but they did so at the cost of unacceptable levels of Fmeasures. The average runtime overhead was 4:07 percent while the average F-measure was 0:46 (Table 4) .
We then compared the performance of fault screeners to that of Seer ( Fig. 10 and 11) . We observed that, compared to the able Bloom screeners, i.e., the best performing fault screeners in terms of prediction accuracy, Seer statistically significantly (with a p-value of less than 0:004) increased the F-measure by 35 percent, on average (Fig. 10) . Compared to the able single range screeners, i.e., best performing fault screeners in terms of runtime overhead, Seer statistically significantly (with a p-value of less than 4:311e À 10) reduced the runtime overhead by 51 percent, on average (Fig. 11) .
Discussion
The results obtained from fault screeners in this section as well as the ones obtained from the software spectra used in Section 4, suggest that the failures studied in our experiments were not trivial at all to predict with low runtime overheads. This further emphasizes the importance of the results obtained by Seer. 
EVALUATING SEER WITH MULTIPLE DEFECTS
We have so far evaluated Seer on systems with single defects. In this study, we apply the proposed approach to systems with multiple defects.
Experimental Setup
To conduct the study, for each version of our subject systems, we first determined all two-way and three-way combinations of the single defects used in Sections 3 and 4. For each combination, we then created a faulty version by activating the respective defects, resulting in faulty versions with two or three defects each. After filtering these faulty versions based on their fail/pass ratio as described in Section 3.1, we had a total of 165 faulty versions to work with; 78 versions each with two defects and 87 versions each with three defects. We then evaluated Seer on each of these faulty versions. In particular, we used the sliding window prediction approach with frequency filtering, where the frequency cutoff value was set to 50, and experimented with three different seer cutoffs: 0:8, 0:9, and 0:95. The first cutoff value was used to compare the results obtained from multiple defects to those obtained from single defects in Sections 3 and 4. The rest of the cutoff values, on the other hand, were used to study how Seer was affected by increasing the cutoff.
Evaluation Framework
For the evaluations, we used the F-measure, runtime overhead, and warning time metrics (Section 4.2). To further reason about the Seer's performance, we used the number of seer functions identified, the window length computed, and the percentage of the function invocations, for which the monitoring and prediction probes were executed (Section 3.2).
Data and Analysis
We first compared the performance of Seer on multiple defects to that on single defects when the seer cutoff value was set to 0:8. Figs. 12, 13 , and 14 summarize the data we obtained in the presence of multiple defects (look for seer cutoff ¼ 0:8). We observed that Seer achieved a similar performance in the presence of multiple defects to that in the presence of single defects. The hybrid spectra correctly predicted the failures 56 percent way through the executions and with an F-measure of 0:88 and a runtime overhead of 2:67 percent, on average. Compared to the software spectra, the hybrid spectra, improved the F-measure by 66 percent (the difference was statistically significant with a p-value < 2:2e À 16) and the warning time by 19 percent (the difference was statistically significant with a p-value < 4:215e À 14), on average. In particular, the software spectra correctly predicted the failures 69:07 percent way through the executions and with an F-measure of 0:53 and a runtime overhead of 1:73 percent, on average.
We then examined how the performance of hybrid spectra was affected by the number of defects in the systems under observation. Table 5 presents the results we obtained (look for seer cutoff ¼ 0:8). We observed that, as the number of defects increased, the prediction accuracy increased as well. The average F-measures obtained from the hybrid spectra were 0:77, 0:86, and 0:90 in the presence of 1, 2, and 3 defects, respectively. We believe that this was because, as the number of defects increased, the number of seer functions identified tended to increase, suggesting that it was easier to distinguish failing executions from passing ones in the presence of multiple defects. The average numbers of seer functions were 9:98, 14:89, and 16:57, respectively. We then observed that the warning time tended to also increase as the number of defects increased. We believe that this was because the window length tended to increase, following the rise in the number of seer functions identified. The average window lengths were 1:95, 2:18, and 2:23 in the presence of 1, 2, and 3 defects, respectively. The average warning times, however, were still between 50 and 60 percent. Interestingly enough, in the presence of multiple defects, as the number of defects increased from 2 to 3, although the number of seer functions as well as the window length increased, the runtime overhead tended to decrease ( Table 5 ). The average runtime overheads were 2:75 and 2:61, respectively. An indepth analysis revealed that this was because both the monitoring and the prediction probe invocation percentages tended to decrease, which can be attributed to the faulty versions of our subject systems as well as the test cases used in the experiments. The percentages of function invocations, for which the monitoring and prediction probes were executed, were 2:27 and 1:98 in the presence of 2 and 3 defects, respectively.
Comparing the runtime overhead of the proposed approach for single and multiple defects, we observed that the overhead was slightly larger in the presence of multiple defects. The average overhead was 1:98 percent for single defects and 2:67 percent for multiple defects. We attribute this to the increase in the percentage of function invocations for which the monitoring and prediction probes were executed, which in turn was caused by an increase in the number of seer functions identified. In the case of single defects, the average number of seer functions was 9:98 and the probes were executed in 2:32 percent of all function invocations on average. In the case of multiple defects, on the other, the average number of seer functions was 15:78 and the probes were executed in 2:11 percent of all function invocations on average. To further reduce the runtime overhead and to further study the tradeoff between the prediction quality and the seer cutoff value, we repeated our multiple-defects experiments by increasing the cutoff value from 0:8 to 0:9 and then to 0:95. The results can be found in Table 5 and Figs. 12, 13, and 14 (look for seer cutoff > 0:8). We observed that as the cutoff value increased from 0:8 to 0:95 the average number of seer functions and the average window length decreased. The average numbers of seer functions were 15:78, 11:30, and 8:62, and the average window lengths were 2:21, 1:33, and 1:07, for the seer cutoff value of 0:8, 0:9, and 0:95, respectively. We further observed that, while the average runtime overhead decreased, the average Fmeasure decreased and the average warning time increased. The average runtime overheads were 2:67, 2:41, and 2:22 percent, the average F-measures were 0:88, 0:84, and 0:77, and the average warning times were 56, 58:42, and 66:56 percent, respectively.
An interesting observation is that when seer cutoff ¼ 0:9 in the presence of multiple defects, more seer functions (an average number of 11:30 versus 9:98) were identified than in the presence of single defects with the cutoff ¼ 0:8, as a result of which better prediction accuracies were obtained (an average F-measure of 0:84 versus 0:77). When the cutoff ¼ 0:95 in the presence of multiple defects, although slightly fewer seer functions (an average number of 8:62 versus 9:98) were identified than in the presence of single defects with the cutoff ¼ 0:8, similar prediction accuracies were obtained (the average F-measure was 0:77 in both cases).
Discussion
All these results suggest that, although some quality assurance activities, such as fault localization, may suffer in the presence of multiple defects, online failure prediction approaches in general and Seer in particular may not get affected as much (or even perform better), because in the presence of multiple defects, executions are likely to deviate more from normality.
THREATS TO VALIDITY
All empirical studies suffer from threats to their internal and external validity. For this work, we were primarily concerned with threats to external validity since they limit our ability to generalize the results of our studies to industrial practice.
One threat concerns the representativeness of the subject applications used in the experiments, namely grep, flex, and sed. Although they are all widely used applications, they only represent three data points. A related threat concerns the representativeness of the defects used in the experiments. Although all the faulty versions of our subject applications were taken from SIR [35] -a defect repository that has been used by many related studies in the literature, they represent only a subset of all defects. To address this threat, we have evaluated the proposed approach in the presence of both single and multiple defects.
The representativeness of the test cases used in the experiments is also of concern. Although all the test cases were taken from SIR, they often had a short life span. With regard to the accuracy of the proposed approach, long running test cases pose no theoretical problems. Typically, the longer the execution, the more internal execution data is collected, which in turn can help identify the patterns better. With regard to the runtime overhead, long running test cases pose no theoretical problems either. The runtime overhead incurred by Seer primarily depends on the ratio of function invocations for which monitoring and prediction probes are executed. Therefore, as long as this ratio is kept under control (and different ways to achieve this have already been discussed in Section 4.4) the overhead can be kept under control.
Another potential threat concerns the representativeness of the types of hybrid spectra we used and the approaches against which we benchmarked the proposed approach. The justification for the choice of the three types of hybrid spectra we used in this work, can be found in Section 3. The reasons for choosing the two types of software spectra and the fault screeners we used for benchmarking, are discussed in Section 4 and Section 5, respectively.
According to the taxonomy proposed by Salfner et al. [3] , Seer is a symptom monitoring-based online failure prediction approach that uses classifiers (Section 8). The performance of all classifier-based approaches [21] , [22] is bounded by the representativeness of the passing and failing executions used for training the classifiers. Seer is no exception.
We, however, strongly believe that classifier-based approaches in general and Seer in particular are of great practical importance. One reason is that online failure prediction is not concerned with isolating the defects causing failures (i.e., root cause analysis). Rather, it aims to detect failure inducing program states. As different defects can lead to the same or similar failure inducing states, a classifier trained to detect a particular failure inducing state can be used to predict the failures caused by different defects leading to the same or similar failure inducing state.
For example, consider a program that processes a sequence of transactions. After receiving a transaction, the program carries out some complex computations and stores the result in a buffer for later processing. Once the end of the sequence has been reached, the results stored in the buffer are processed to compute the final output. Now consider a scenario in which the result buffer does not get populated after processing a transaction. The execution reaches to a failure inducing state, in which the result of the transaction is lost. Therefore, the execution is destined to fail. If this failure inducing state can be detected at runtime, the failure can be predicted as soon as the first transaction producing this failure inducing state is observed, without even waiting for the subsequent transactions. Note that there could be many different defects scattered through the program that prevent the result buffer from being populated properly. However, to predict the manifestation of the failures, all we need is to detect a single failure inducing program state, in which a transaction is processed, but the result buffer is not populated. Therefore, a training set that helps us identify this failure inducing state is sufficient to predict the failures caused by all known as well as unknown defects leading to the same or similar states, demonstrating that not all defects must be known a priori in order to train classifier-based failure prediction models.
Obtaining a representative sample to identify failure inducing program states can still be a difficult task, though. In such cases, Seer can be geared towards predicting the manifestation of particular types of failures rather than attempting to predict all failures. For example, with automated error reporting tools, such as Windows Error Reporting (msdn.microsoft.com), and public bug repositories, such as Bugzilla@Mozilla (bugzilla.mozilla.org), becoming mainstream, developers are not only informed about their system's failures faster but also able to collect more data about the failures than it is used to be. The data collected, besides being used as a debugging aid, is often used to prioritize the failures according to their impact on end users [42] . Even with all the data that developers have about the failures, it may still take an undesirable amount of time for them to pinpoint and fix all the defects. In such cases, Seer can be trained with the failure data collected from the field to predict the manifestation of specific failures that affect the end users the most. With the proactive measures for the impending failures in place, this approach can greatly improve the reliability of the system by making the end users suffer less until the defects are pinpointed and fixed.
RELATED WORK
Online failure prediction differs from reliability prediction [43] in that reliability predictions, such as predicting the failure rates of software components, are long-term predictions made in an offline manner with no regard to the runtime state of the system, whereas online failure predictions are short-term predictions made at runtime on the basis of information obtained by monitoring a running system.
Online failure prediction approaches. Salfner et al. [3] classify the existing online failure prediction approaches into three main categories: failure tracking-based [4] , [5] , [6] , error reporting-based [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , and symptom monitoring-based approaches [17] , [18] , [19] , [20] , [21] , [22] , [23] , [24] , [25] , [26] , [27] , [28] , [29] , [30] .
Failure tracking-based approaches analyze the occurrences of previous failures to reason about future failures. Pfefferman and Cernuschi-Fr ıas analyze the time-instants at which earlier failures occurred to estimate the probability distribution of the time to next failure [4] . Liang et al. use both temporal and spatial correlations between previously reported failures for online failure prediction [5] . Fu and Xu present a method for quantifying temporal and spatial correlations between failure events [6] .
While failure tracking-based approaches analyze failure logs, error reporting-based approaches analyze error logs to predict the manifestation of failures. These approaches differ from each other in that errors, such as unexpected system states, may not always cause failures, which are externally observable unexpected system behaviors. Hatonen et al. [9] , Vilalta and Ma [12] , and Weiss [11] , mine error logs to identify simple, yet predictive rules, such as "if errors A and B occur within 5 seconds of each other, then the system is likely to crash." The rules are then checked at runtime and failure warnings are issued accordingly. Nassar and Andrews [7] , Lin and Siewiorek [8] , Lal and Choi [10] , and Levy and Chillarege [14] analyze temporal and spatial correlations between errors to predict failures. Vilalta et al. [13] , Salfner et al. [15] , and Salfner and Malek [16] use pattern recognition techniques to identify the patterns in error logs that are predictive of failures.
Symptom monitoring-based approaches, on the other hand, attempt to identify error symptoms leading to failures. Vaidyanathan et al. [17] , Li et al. [44] , Andrzejak and Silva [18] , Kapadia et al. [20] , and Hoffmann [19] use function approximation techniques to compute a function that maps the values of monitored system variables to values of target variables that are capable of predicting failures. Although the current values of target variables can be measured at runtime, function approximation is used to extrapolate the target values into the future to predict failures. Hamerly and Elkan [21] , Bodik et al. [22] train classifiers to identify a boundary between failure-prone and non-failureprone system states. To make a prediction, the current system state is checked against the boundary to determine which side of the boundary the state belongs to. Hughes et al. [23] , Gross et al. [45] , and Cassidy et al. [24] , on the other hand, compute observed behavior models that capture the behavior of the system as observed in successful executions. Then, in previously unseen executions, the deviations from these models are quantified to predict failures. Garg et al. [25] , Cheng et al. [26] , Shereshevsky et al. [27] , Hellerstein et al. [28] , and Meng et al. [29] use time series analysis techniques for online failure prediction. Fault screeners we have studied in Section 5, are also a type of symptom monitoring-based online failure prediction approach [38] , [39] , [40] .
Architecture-based self-adaptation, which falls into the category of symptom monitoring-based approaches, has also been studied [46] , [47] . These approaches typically take as input an abstract architectural model of the system, use this model to monitor the system's runtime properties, evaluate the model for violations of predetermined correctness constraints, and perform adaptions at the level of architectural elements (if needed). Casanova et al. introduce an online architecture-based fault localization approach, which is generally geared towards quality-ofservice-related non-functional failures [48] , [49] . Given an architectural model of the system and a set of manuallydeveloped oracles that detect system errors, this approach produces a ranked list of suspicious architectural elements that might have caused the errors.
According to the taxonomy given above, Seer is a symptom monitoring-based online failure prediction approach that uses classifiers. It differs from the existing symptom monitoring-based approaches discussed above in that these approaches (except for architecture-based self-adaptation approaches and fault screeners) treat the system under observation as a black-box and use only the data which is directly observable from outside executions, such as CPU and memory utilization, latency and throughput of the system, and the number of active threads and processes, etc. Seer, on the other hand, treats the system under observation as a white box and collects data from inside executions. Seer is also different from architecture-based self-adaptation approaches and fault screeners, which collect internal execution data. The differences between fault screeners and Seer have been extensively studied in Section 5. Seer differs from architecture-based approaches discussed above in that it predicts the manifestation of functional failures, rather than non-functional failures, and does so without requiring an abstract model of the system or a set of predetermined oracles. Finally, Seer differs from failure tracking-and error reporting-based approaches in that these approaches operate only on the data collected by the system under observation and require the system to internally detect its own failures or errors. Seer, on the other hand, decides what needs to be collected, which may not spontaneously be collected by the system under observation, and does not expect the system to internally detect its own failures or errors.
Hardware performance counters. Hardware performance counters have been used for performance debugging [50] , offline failure detection [31] , failure classification [51] , and fault localization [52] . Seer, on the other hand, uses them for online failure prediction. Racunas et al. implement special-purpose hardware components to identify "suspicious" changes in the values computed by static machine instructions to detect and recover from hardware-caused failures [53] . Seer is different in that we use general-purpose hardware (i.e., hardware performance counters) to predict software-caused failures.
Data-driven approaches for improving software quality. In recent years, numerous researchers have proposed datadriven approaches based on collecting and analyzing internal execution data to improve the quality of software systems. At a high level, these techniques typically follow the general approach of instrumenting the system under test, collecting data every time the instrumentation code is executed, analyzing the resulting data, and then acting on the analysis results. Some example applications of this general approach include failure detection, failure classification, and fault localization [32] , [42] , [54] , [55] , [56] , [57] , [58] , [59] , [60] . We believe that many types of software spectra used in these approaches, can also be used for online failure prediction. Elbaum et al. partially evaluate this hypothesis [30] . However, their work is primarily concerned with prediction accuracy and do not address the issues regarding runtime overhead. Therefore, the tradeoff between the prediction quality and the runtime overhead of using existing software spectra to predict the manifestation of failures, is still of great practical concern and yet to be evaluated. In this work we, on the other hand, combine hardware and software instrumentation for online failure prediction.
CONCLUDING REMARKS AND FUTURE WORK
In this work we developed a lightweight online failure prediction approach, in which most of the data collection work is performed by fast hardware performance counters. The hardware-collected data is augmented with further data collected by a minimal amount of software instrumentation that is added to the systems software. In particular, we introduced three different types of hybrid spectra for online failure prediction.
We then conducted a series of experiments to evaluate the proposed approach. In these experiments, we used three widely used open source applications as our subject applications. At the lowest level of runtime overheads attained in the presence of single defects, Seer predicted the failures about 54 percent way through the executions with an Fmeasure of 0:77 and a runtime overhead of 1:98 percent, on average. At the highest level of prediction accuracies attained in the presence of multiple defects, Seer predicted the failures about 56 percent way through the executions with an F-measure of 0:88 and a runtime overhead of 2:67 percent, on average.
To demonstrate how much additional information the hardware-collected data provided towards predicting the failures over and above the software-collected data in our hybrid spectra, we compared the performance of our hybrid spectra to that of two correlated software spectra that are collected by using software instrumentation only. For comparable runtime overhead levels, hybrid spectra provided significantly better prediction accuracies and warning times. Alternatively, for comparable prediction accuracy levels, hybrid spectra incurred significantly less runtime overheads and provided better warning times. These results strongly suggest that the data collected by hardware performance counters was a significantly influential factor in predicting the manifestation of failures.
We also compared the proposed approach with six different types of fault screeners. Compared to the best performing fault screener in terms of prediction accuracy, the proposed approach significantly improved the prediction accuracy. Compared to the best performing fault screener in terms of runtime overhead, the proposed approach significantly reduced the runtime overhead.
All these results support our basic hypothesis that large cost reductions in collecting internal execution data for online failure prediction may derive from pushing the substantial parts of the data collection work onto the hardware, while still supporting acceptable levels of prediction quality.
We believe that this line of research is novel and interesting. We are therefore continuing to investigate how combining hardware and software instrumentation can improve software quality. One possible avenue for future research is to use multiple hardware performance counters simultaneously for online failure prediction, rather than using a single counter in isolation. Another avenue is to enhance the existing online failure prediction approaches with the data collected by hardware performance counters. Yet another possible direction is to design special-purpose hardware components for online failure prediction.
