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I. INTRODUCTION 
A. Preamble 
The motions of fluids can be described by a set of well-established 
mathematical expressions. These expressions in the form of partial 
differential equations are, except for isolated cases, non-linear and 
analytically intractable. Furthermore, the set of phenomena described 
by these equations is very large and complex. (For example, see Tanada, 
1979, for some possibilities represented in the simple linear Stokes 
equations). Thus, the field of fluid dynamics has benefited greatly 
from the development of high speed digital computers. The ability of 
computers to do many calculations rapidly, and the evolution of techniques 
to use this ability have enabled fluid dynamicists to gain a better under­
standing of fluid behavior. 
This paper will examine fluid flow over obstacles using the abilities 
of the Control Data Corporation 7600 computer and a solution technique 
called the Galerkin finite element method. We will begin with a short 
historical background and proceed to a general discussion of the method. 
Then three problems will be considered: isothermal flow over a step, 
stratified flow over a vertical plate, and flow across a mountain. Each 
problem represents a step toward a goal of applying the Galerkin finite 
element method to atmospheric flows- The isothermal flow provides 
valuable experience without the complications involved in stratified 
flows. The vertical plate problem introduces these complications within 
a framework provided by the previous problem- Then the goal of modeling 
an atmospheric problem is reached in the mountain wave simulations. 
2 
B. Historical Background 
The finite element method was developed in the late 1950s and early 
1960s by persons studying solid mechanics. It proved to be a very power­
ful method and has now nearly replaced the previously used finite dif­
ference methods in this field. The applicability of the finite element 
method was broadened in 1963 when Besseling (1963), among others, 
recognized it as a form of the classical Ritz method. Then in 1965, 
Zienkiewicz and Cheung (1965) demonstrated the method's applicability 
to all field problems which could be cast in variational form. Since the 
late 1960s the finite element method has been applied in an ever 
increasing number of fields including heat transfer and fluid dynamics. 
In the early 1970s the amount of literature on finite element applica­
tions to fluid flow problems began to increase rapidly. Then in January 
1974 the International Symposium on Finite Element Methods in Flow Prob­
lems was held at the University of Wales, Swansea, Wales, to allow 
researchers to meet and share experiences. Many of the papers presented 
there can be found in Finite Element Methods in Flow Problems and Finite 
Elements in Fluids volumes 1 and 2. 
During the past ten years the finite element method has been applied 
to a number of standard test problems in fluid dynamics. A number of 
investigators have computed the rotating cone problem (Molenkamp, 1968) 
with various finite element approximations. Among these are Cullen 
(1973), Gresho, Lee, and Sani (1978), and Pepper and Baker (1979). Each 
study demonstrated the power of the finite element method in solving the 
advection equation. Cullen demonstrated that the method had signifi­
3 
cantly less dissipation than a second order finite difference method even 
with one fourth the number of node points. Gresho, Lee, and Sani showed 
that "... the finite element method using bi-linear basis functions on 
rectangles is more accurate than (and not equivalent to) Arakawa's 
fourth-order finite difference method. . .." 
The driven cavity problem has become a standard for comparison for 
solutions of the Navier-Stokes equations. This problem has been studied 
by Olson and Tuann (1979); Bercovier and Engelman (1979); Hughes et al. 
(1979); Moult et al. (1979); Lee, Gresho, and Sani (1979); and Gartling 
(1975), among others. Olson (1979) contains comparisons between both 
finite element and finite difference calculations. Olson and Tuann 
(1979) achieve steady-state results by the finite element method for 
Reynolds numbers up to Re = 3450. They note the fact that at least for 
the streamfunction value at the cain vortex center finite elements con­
verge from above as the grid is refined while finite difference schemes 
converge from below. Gartling (1975) takes advantage of the finite 
element technique's local zoning ability to propose a rezone technique 
to refine the answer in local areas. 
For time-dependent Navier-Stokes simulations one can look at the 
solution to flow around a cylinder. It was done by Smith and Brebbia 
(1977) using the stream function-vorticity formulation. Gresho, Lee, 
and Sani (1979) solved the problem using the primitive variable approach. 
The finite element method is also being applied to meteorological 
problems. Cullen and Hall (1979) have studied the performance of 
finite element general circulation models. They concluded that the 
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finite element method is a viable method for such problems. Staniforth 
and Daley (1979) have presented a three dimensional baroclinic regional 
forecasting model- They take advantage of the ability to easily change 
element sizes to fine grid over the forecast area. North America, while 
course griding the rest of the Northern Hemisphere. 
C. The Method 
The previous examples show that the finite element method is capable 
of accurately solving problems in fluid dynamics. But, what is this 
method? Consider a differential equation (or set of partial differential 
equations): 
L(u) - f = 0 (1-1) 
where u is a scaler function defined on a domain 0, f is a known scaler 
function of the independent variables, and L is a differential operator. 
(Proper boundary conditions to close the problem are assumed on boundary 
u.) The equation is first cast into an integral form through a direct 
physical law, such as the law of minimi-mi potential energy; through the 
use of the calculus of variation; or through a method of weighted 
residuals. Due to its more general applicability in fluid flow simula­
tion, the method of weighted residuals will be used and discussed in this 
paper. 
A function u which satisfies Equation (1-1) will also satisfy 
[L(u) - f] do = 0 (1-2) 
for all weight functions provided the integrals exist. If we assume 
that u can be approximated by a finite sum of known functions, and 
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coefficients, u^. 
(1-3) 
we can write 
(1-4) 
0 
where in general é 0. The method of weighted residuals seeks to find 
the u that minimizes the set of residuals, R^, with respect to a partic-
forms depending on the choice of the weight functions. For example, if 
= 0^, the Dirac function, the collocation method is obtained, 
= 9^ the Galerkin method is obtained, and = L(*^) the least squares 
method is obtained. The usual choice for finite element formulations is 
the Galerkin method where equation (1-1) is approximated by 
In order to complete this approximation the basis functions must 
be specified. It is the method of defining these basis functions that 
gives the finite element method much of its power. The first step 
toward defining the basis functions is to subdivide the domain 0 into a 
finite number of non-overlapping regions called elements. Having done 
this, a representation of the variation of the unknown across an element 
is assumed, e.g. linear, quadratic, logarithmic, sinusoidal. The unknown 
is then written in terms of nodal parameters, u^'s, and element basis 
ular set of weight functions, W^. This general method takes different 
0 i = 1, 2, 3, . . ., N (1-5) 
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functions of the appropriate form written in terms of the nodal 
coordinates. The most commonly used basis functions in this method are 
polynomials such that = 1 at node i and = 0 at all other nodes. 
For example, on a one dimensional element the two end points, and x^, 
are sufficient to define the linear basis functions. To show this, con­
sider the element [x^, X2] and an assumed linear variation, u = a + bx. 
Expanding nodal values yields 
u^ = a + bXj^ 
Ug = a + bx2 
"1 ~ "2 " - *2^ 
*1 " *2 
substituting for b: 
u. = a + "1*1 "2*1 
±  *1 ' *2 ^ 1 ~  *2 
"1^1 . "2*1 
a = u, + 
^ x^ - x^ 
Thus: 
1 x^ X2 x^ x^ x^ x^ 
Rearranging terms to get the form u = 
7 
X - *2 - X 
=1 - =2 - ^ 2 "2 
with 
X - X- X. -X 
"i - Z-Tir . «2 - r^rir %i i *2 d-*) 
Then u = across this element. If a quadratic variation is 
desired one need only add a node at the element midpoint, x^, and proceed 
as above to derive the quadratic basis functions. 
(x - X.) (x - X ) 
\ = ... _ „ \ , (l-7a) 
(Xi - X^)(x^ - X 3 )  
(x - X^) (x - =3) 
(X2 - X^) (Xg - X 3 )  
(x - x^) (x - x^) 
"2 • (X. - x.)te. - =11='1=^2 (l-'b) 
^3 Cx, - X. ) (x, - X,) ' 
u = u^N^ + UgNg + u^N^ with the quadratic variation. By defining the 
proper node points, any degree variation may be generated with the use of 
the Lagrange polynomial formula: 
m+1 
ir (x - X.) 
j=l ^ 
"i = -SÏ 
TT (X, - X.) 
=1 
jfi 
j l " j 
where m is the degree of the desired polynomial. Since the basis 
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functions across an element are defined in terms of only that element, the 
basis functions for all elements in the discrete domain can be done the 
same way. In order to assure convergence as element size decreases, two 
requirements must be met (Huebner, 1975). When the integral equation 
(1-5) contains derivatives up to the (r + l)th order there must be: 
A. Compatibility; At element interfaces there must be 
continuity of the basis functions and their first r 
derivatives (cf). 
B. Completeness; Within an element there must be con­
tinuity of the basis functions and their first r + 1 
derivatives (C^"*"^). 
Figure 1-1 illustrates a three element domain with Lagrange linear basis 
functions. Notice that the global system basis functions $2 and are 
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1 2 3 4 
I II III 
Figure 1-1. Lagrange linear basis functions across three elements 
(N = local basis functions, 4» = global basis functions) 
made up of the sum of two element basis functions $2 = N^2 ^21 
$3 = N22 + At the element interfaces, the element end points, 
there is continuity of only the basis functions themselves, C continuity. 
Therefore, these Lagrange basis functions satisfy the compatibility 
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requirement for those problems which contain only first derivatives of 
the unknowns in the integral equations. This is a limitation on the 
choice of basis functions not the method. For problems requiring conti­
nuity of both the basis functions and their first n derivatives, c" 
continuity, the basis functions may be defined by Hermite polynomials. 
For higher dimensional problems the scheme is very similar although 
the number of choices is greater. In two dimensions successful simula­
tions have been done using triangular discretization schemes (Cullen, 
1974; Olson, 1979) and quadrilateral schemes (Staniforth and Mitchell, 
1977; Gresho et al. 1979). The results presented later in this paper 
are all based on a quadrilateral discretization. Therefore, only that 
system will be presented here. Information regarding triangular grids 
may be found in most texts on the finite element method; e.g.. The 
Finite Element Method for Engineers by K. H. Huebner or The Finite 
Element Method by 0. C. Zienkiewicz. 
The common bi-linear and bi-quadratic, quadrilateral, C° elements 
in two dimensions are the four node, the eight node, and nine node 
versions illustrated in Figure 1-2. 
Figure 1-2. Node location for three quadrilateral elements: bi-linear, 
bi-quadratic serendipity, and bi-quadrntir [>agran^e 
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The respective basis functions are: 
Bi-linear: N. = 4 (1 + rç^)(l + nn^) (1-9) 
Bi-quadratic: 
Serendipity 
Corner - N'^ = •^(1 + vÇ^Xl + + nn^ - 1) (1-lOa) 
Midside - (1 + nn^)rij + 
i(l -r çç.)(i - (1-lOb) 
Lagrange 
Corner - N,-
-) 
gTm^fl + nn^) 
r 
Midside - = (1 - Ç ) 
(1 - n ) 
+ nru) 
|CC.(1 + çq) 
Central - = (1 - ^h(l - n^) 
(1-lla) 
(1-llb) 
(1-llc) 
where n^) are the coordinates of node i and 
—1 < Ç < 1 , —1 < T) <1 
It is important to note that even in higher dimensions element 
basis functions are defined only by element parameters. This is the 
source of much of the power of the finite element method. First this 
allows the integral Equation 1-5 to be written 
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NE 
I 
k=l 
L 
n 
"Aj - f 
de^ = 0 i=l,2,...,n (1-12) 
where NE = number of elements 
E^ = element K 
n = number of nodes per element 
Nj^ = element basis functions for element K 
since N^^, = 0 outside all but element K. Thus, all integrals can be done 
on a local basis element by element and assembled into the global system. 
Further, the independence of each element allows the use of differentially 
graded grids to be easily incorporated into the finite element system. 
It is also possible (and in fact is general practice) to use coordinate 
transformations that map each element into a "standard" element such as 
a square centered at (0, 0) and running from (-1, -1) to (1, 1) in two 
dimensions. In this manner, curved sided elements can easily be used 
and the numerical calculations can be standardized for convenient pro­
gramming. The most commonly used transformations, isoparametric, involve 
expanding the domain coordinates in terms of their nodal values and the 
element basis functions. In two dimensions the transformation is of the 
form, 
n n 
X = I N. (Ç, n)x y = 1 N (Ç, n)y. • (1-13) 
i=l ^ ^ i=l ^ ^ 
This does require the calculation of the Jacobian for each element since 
in two dimensions 
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and 
dX ^  
3Ç 3x 
3Ui 
5n 
3x 9y 
3n 3n 
3u. 
3y 
= [J] u 
'xy 
(1-14) 
pu- ii in 
3u' 
9x 9x 9x H 
3Ui 
= 
3Ç 3n 3Ui 
\xy = 
3y 3y 3y 3n 
but [J] ^  u _ = u = [J*] u _ 
•Çn »xy 
therefore [J*] = [J] -1 
For 2 or 3 dimensions [J] is easily inverted analytically and •— . . . 
are all known from equation (1-13) and thus [J*] is known. 
This now defines an algebraic system of equations in unknowns u^. 
The matrices will be sparse and banded due to the definition of 4>^. Con­
ventional solvers may be used to determine the nodal unknowns. These 
then determine the value of the unknown everywhere through Equation (1-3). 
It is useful here to note the difference between the finite element 
method and the finite difference method. In the finite difference 
method one deals directly with the differential equation and approximates 
the derivative operator. The finite element method deals with an inte­
gral equation which can often lead to a lower order of required conti­
nuity through the application of Gauss' theorem. Also, the form of the 
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unknown is approximated (the space of allowable functions is specified) 
and the derivative operators are then done analytically. While in 
certain simple cases the two methods will lead to the same approxima­
tion, this is not the case in general. 
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II. ISOTHERMAL FLOW OVER A STEP 
A. The Equations 
The equations of motion and continuity for a constant property, 
incompressible Newtonian fluid are the Navier-Stokes equations, 
written here in stress-divergence form; 
9u. 3u, 
"IT "j 3x. xj (2-la) 
3x^ 
= 0 (2-lb) 
where the Einstein summation convention applies. Here u^ is the i 
component of the velocity, p is the density. 
th 
3u. 
3x. 
3u. 
ox. 
(2-lc) 
is the symmetric stress tensor, P is the pressure, y is the viscosity, 
and 0^^ is the Kronecker delta. Given appropriate initial and boundary 
conditions. Equation 2-1 can be used to obtain the velocity components, 
u., and the pressure, P. As this study is limited to two-dimensional 
3Ui 
steady-state problems i = 1, 2 and the acceleration term, , is 
omitted. 
The discretization of these equations is performed via the conven­
tional Galerkin finite element method. The unknowns are approximated by 
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= *k"ik k  =  1 ,  2 ,  . . .  N (2-2a) 
p = £  =  1 ,  2 ,  . . .  M  (2-2b) 
where the Einstein summation convention holds, ÎÎ is the number of velocity 
nodes, and M is the number of pressure nodes. For reasons discussed by 
Hood and Taylor (1974), Olson and Tuann (1978), and Sani et al. (1980), 
among others, the expansion functions for pressure, must be one 
order lower than the expansion functions for the velocity, $^/s (e.g., if 
the $^/s are bi-quadratic the ^^'s must be bi-linear). The integral 
Galerkin equations are 
3u. 
do = 0 a = 1, 2, . . ., N (2-3a) 
6 = 1, 2, , M (2-3b) 
After application of Green's and Gauss' theorems Equation (2-3a) becomes 
n L 
p u .  
3 u .  
j 3x. d.Q + T. . ij dx. dn = «^Ti.n.d» 
w 
a = 1, 2, . . ., N (2-4a) 
where n^ is the boundary normal unit vector and w is the boundary. To 
utilize symmetry Equation (2-3b) is written 
• ^"i 
*6 â;- 40 = " 6 = 1, 2, . . ., M (2-Ab) 
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Substitution Equation 2-2a and b into Equations 2-4a and b yields 
34. 
k jk 3x, 
3 J 
dfi + - P Ô . . 
a 
m m ij 3Xj dn 
+ y 3x, 3x. 
ffo 
3x. 
J 
dS2 = (2-5a) 
Q 
1. j = 1. 2 
o, k, % = 1, 2, . . N (2-5b) 
g, m = 1, 2, . . ., M 
Rearranging 2-5a yields 
""jk 
3*. 
Vk sT 
J 
iZ 
3* 
. __a 
m 3x^ 
dO P + 
m 
n 
3*2 
3x. 3x, 
J J 
dO u iZ 
n : ^ 
u j* (2-6) 
which may be written in two dimensions as 
1P 
"kjv 
0 
k IT + "k 
34, 
a^k 3y dn ' u. -
3(j) 
m 
+ 
3(j) 3<{i 3<J) 3ij). 
2 a Z g Z 
3x 3x 3y 3y dn "a + 1 3y 3x dJ2 
V. = 
CD 
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and 
u. 
3<Pf 
ft 
3*0 
 ^Air 
ft 
^2 " 
3$ 
ft 
m 
+ dy dy 3x 3x 
ft*-
da .  V,  +  « 
i  
3*, 
J 3x 3y 
ft 
•dft u. 
u 
(2-7b) 
where = u, Ug = v, = x, and Xg = 7- Equation 2-5b becomes 
34», 
ft 
"2 - 3y 
dft 
ft 
v„ = 0 
Z 
(2-7c) 
where a, k, £ = 1, 2, . . ., N 
g, m = 1, 2, . . ., M . 
Equation 2-7 can be written compactly in matrix from as 
[K + N(u)]u + CP = f , 
C u = 0 , 
(2-8a) 
(2-8b) 
where u is a global vector of length 2N containing all nodal velocity 
components, P is a global M-vector of nodal pressures, and f is a global 
vector of length 2N which incorporates all imposed traction boundary con­
ditions on velocity. K is the 2N x 2N viscous stress matrix, N(u) is the 
2N X 2N advection matrix, C is the 2N x M pressure gradient matrix and 
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and its transpose, C , is the M x 2N divergence matrix with 
3x 3x 3y 3y j dn 3y 3x dn 
(-
3X 3y dn 
Î2 
2!!° !îi+ 
3y 3y 3x 3% dn 
N (u): 
ai 
"kjvkij 
p. 
^*0 r 5*0 
+ WklF 
0 
T (2-9b) 
*k 
3*, 
3x- + 'k 
34», 
o^k 3y dn 
n 
rym 
3({i g 
m 3y 
and 
6 T .n.ds 
a xj J 
I—S 
(2-9c) 
(2-9d) 
Equation 2-9 describes a system of non-linear algebraic equations in 
u and P. The Newton-Raphson method is used to solve 2-9 and leads to 
the following sequence of linear systems for (ôu, 5p): 
K + N(u ) + N'(u ) ' C 
m m 
H 
"nri-l "m 
P - P 
m+1 m 
K + N(u ) ' C 
m m 
m 
(2-10) 
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for m = 0, 1, 2, . . where (m+l) is the iteration number. In the 
Jacobian matrix N'(u ) is: in 
P„u^(m) 
a 
p_,v^fa) 
(2-11) 
Each linear system is solved by direct Gaussian elimination- The solution 
is considered "converged" when the root mean square, RMS, change, |g^J, 
is less than some specified value e: 
2 
ra+1 N^!6u m+l + N 5v' 
V 
nri-1 
N + N 
u V 
£ E , (2-12a) 
nri-1 
4nax 
N 
I I 
u i=l 
m+l m 
u. - u. (2-12b) 
m+l 
max 
N 
ii.K 
f m+l 
- V . 
m (2-12c) 
where and are the number of u unknowns and v unknowns respectively, 
u and V are input scaling factors, and e is the convergence crite-
max max ° 
non. 
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Of course, the system is not closed until proper boundary conditions 
are specified. The possible boundary conditions for Equations 2-7a, b, 
and c are; specifying normal and tangential velocities, specifying nonnal 
and tangential stresses, specifying a normal velocity and a tangential 
stress, specifying a normal stress and a tangential velocity, or any 
linear combination of these. 
The first simulation discussed in this paper is one used by Hughes 
et al. (1979) to describe the performance of their upwind finite element 
scheme. It is that of laminar flow over a square step which forms a 
portion of the lower boundary of the domain. The domain is one unit 
high and four units long with the square step 0.4 units high located 1.2 
units from the inflow as in Figure 2—1. The inflow condition is a "flat" 
B. The Problem 
u = V = 0 
4.0 
u = 1 
V = 0 1.0  
1.2 0.4 4. 
u = V = 0 
f = 0 
n 
Figure 2-1. Problem geometry and boundary conditions 
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velocity profile, u = 1 and v = 0, except u = 0 at the top and bottom 
no-slip surfaces. No-slip boundary conditions were used everywhere else 
except at the exit, where the natural boundary conditions (zero normal 
and tangential stress) were generally employed: 
fn = f^ = - P + 2y 1^ = 0 , (2-13a) 
ft = fy = % 1? + I = 0 (2-13b) 
Hughes et al. (1979) demonstrated that on a coarse grid, 48 elements, 
a conventional Galerkin finite element method generates significant 
wiggles upstreaa of tho step. Presenting an upwind finite element scheme 
that produced solutions without these wiggles for Reynolds numbers up to 
at least 10^, they then claim that this demonstrates the need to use 
upwind finite element methods and to abandon Galerkin finite element 
methods for many problems. Mindful of these conclusions, this problem 
was undertaken with three main objectives: 
1. To explain the causes of the upstream wiggles reported by 
Hughes et al. (1979) 
2. To examine the performance of the conventional Galerkin Finite 
Element Method (FEM). 
3. To seek the "correct" solution of the Navier-Stokes equations 
for a particular problem at a particular value of Re. 
Since a number of related issues are addressed along the way, such as 
grid resolution, boundary conditions, and mathematical singularities, our 
results are presented somewhat in the manner of a case study; n^ny of our 
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observations for this particular simulation will apply to other flows 
and may therefore be useful to others. 
C. Results 
For these simulations of flow over a step, the mixed Lagrange 9 node-
4 node element was used. It was chosen because of its superior perform­
ance when compared to the Lagrange linear-constant element, the 8 node-
4 node serendipity element, and the 6 node-3 node triangular element by 
Huyakom et al. (1978). This element has 9 velocity nodes, the 4 cor­
ners, the 4 midsides, and the centroid, and 4 pressure nodes, the 4 
corners (see Figure 2-2). It uses a bi-quadratic velocity approxima­
tion with a bi-linear pressure approximation. 
O X 0 
0: u, V, and P nodes 
x: u and v nodes 
O X 0 
Figure 2-2, Node location for the Lagrange 9-4 node element 
The simulations began using the coarse 48 element grid of Hughes 
et al. (1979) seen in Figure 2-3a. Since the code needs an initial 
guess to solve Equation 2-10, the linear Stokes equations (Re = 0): 
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Figure 2-3. Grids: a. (Grid 1) Original coarse grid of Hughes et al. 
(48 elements, 227 nodes), b. (Grid 2) First refined grid 
(155 elements, 685 nodes), c. (Grid 3) Extended version of 
Grid 2 (205 elements, 895 nodes), d. (Grid 4) Finest 
grid—more detail at inlet and across step (230 elements, 
1003 nodes). Grids 3A and 4A have the top two rows of 
elements of grids 3 and 4 respectively stretched to extend 
domain to y = 2. 
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Ku + Cp = f (2-14a) 
0 (2-14b) 
where K, C, f, u, and p are as defined in Equation 2-8, are solved 
initially. Figure 2-4 illustrates that there are problems even with 
Stokes flow. Flow anomalies occur near the inflow and outflow. The in­
flow confluence is a manifestation of the leading edge singularities with 
developing flow (high pressures are generated at the corners where the 
fluid decelerates and converges toward mid-channel), and the outlet 
difluence is caused by an inherent incompatability in boundary conditions. 
It is clear that the flow is striving toward the unidirectional distribu­
tion associated with Poiseuille flow, for which case u = u(y), v = 0, 
and especially -|^ = 0. The outlet boundary condition of zero shear 
stress (Equation 2-13b), however, requires 3x ~ °^ting that u 
must be zero at the top and bottom walls implies that f 0. Hence, 
^ 0 and a (shear) stress-free boundary condition is not compatible 
with a parallel flow. Although for this simple case it is easy to remedy 
this anomaly (either v = 0 or a linear distribution of imposed shear 
stress would do it), it turns out that the zero stress condition is still 
the best outflow boundary condition under many conditions of complex 
flows at higher Re (where the outlet conditions are truly unknown and 
where inertial effects become important relative to viscous effects). 
For further discussion of the outflow conditions, see Button and Smith 
The inlet wiggles are also easy to eliminate. Figure 2-5 shows the 
(1979). 
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Figure 2-5. Stokes flow solution for parabolic inflow profile on Grid 1 
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effect of a parabolic (fully-developed) inflow boundary condition—there 
are no inlet singularities and no inlet wiggles. This was also shown 
on flow through a simple (no step) channel. 
Figure 2-6a shows a finer grid (Figure 2-2b) version of the Stokes 
solution of Figure 2; while the inlet and outlet wiggles are still 
present (the grid is still coarse in these regions), they only slightly 
affect the interior details of the flow near the step. The streamlines 
for this case are shown in Figure 2-6b, where the symmetric upstream and 
downstream comer eddies are now resolved by the finer grid. (All 
streamline plots are prepared using a minimally-adjusted velocity field 
[as described by Sani et al., 1978] and contour integration over element 
boundaries. The adjusted velocity is required in order to assume element 
mass balances and good streamlines; it generally has an imperceptible 
visual effect on the velocity vector plots.) The corresponding pressure 
field. Figure 2-6c, clearly shows the effect of the leading edge singu­
larities and the significant variation of pressure near the step (the 
pressure in this figure is made dimensionless by yu^/£). Finally, the 
vorticity contours are presented in Figure 2-6d, showing the effect of 
vorticity generation at the sharp comers and the overall symmetry (near 
the step) associated with Stokes flow. (Vorticity contours are computed 
using "Scheme 4" of Lee et al. [1979] in which the 3x3 Gauss point 
values of computed vorticity from 
3v 3u 
3x 3y 
are linearly extrapolated back to the nodes after which simple averaging 
is employed.) 
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Figure 2-6. Stokes flow solution for 'flat' inflow profile on Grid 
a. Vector field, b. Streamlines, c. Isobars (AP = 10. 
d. Vorticity contours 
28 
We now move on to the non-linear problem with 
Re = 200 
puo^ 
Re = —— ; p = 1, Ug = 1, & = 1 
beginning with the coarse mesh of Figure 4a. Figure 1-1 a. shows the 
wiggly solution criticized by Hughes et al. (1979). The inlet wiggles 
now appear to be caused more by the presence of the step than the lead­
ing edge singularity since they are strongest near the step. The outlet 
wiggles are now absent, apparently owing to the importance of the iner-
tial terms at Re = 200. 
To determine the importance of the close proximity of the step to 
the fixed inflow as a cause of the wiggles, we reversed the flow to 
obtain the result shown in Figure 2-7b. It appears that the step loca­
tion has nothing to do with the cause of the wiggles; presumably they 
occur independently of the location of the inlet, are of TnavnTmim ampli­
tude near the step, and are slowly damped in the upwind direction. 
Figure 2-7c shows the results of removing (or reducing) the leading 
edge singularity by using the parabolic velocity profile as an inlet 
boundary condition. The wiggles are only slightly reduced (10% or so), 
and another potential cause of the wiggles is largely eliminated. 
With the main causes narrowed to the singularity and the steep 
gradients in the flow direction associated with the presence of the step 
and the inability of the coarse grid to deal with them, a first graded 
fine mesh (Figure 2-3b) was generated and the computations were repeated 
(for which the Stokes flow results have already been discussed). Before 
presenting these results, however, we must digress briefly to introduce 
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Figure 2-7. Solutions for Re = 200 on Grid 1. a. 'Fiat' inflow profile, 
b. 'Fiat' inflow profile with flow direction reversed, 
c. Parabolic inflow profiles 
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a better (smoother) inlet boundary condition when a flat profile is 
desired, since it is employed in all subsequent computations. When the 
piecewise quadratic approximation is used for the velocity, the inlet 
velocity profile resulting from employing u = 0 at the walls and u = 1 
at all nodes in between displays an awkward maximinn (u = 1.125) in the 
element containing the wall boundary, and there is a discontinuity in 
slope at the node shared by the next element- These undesirable effects 
are easily eliminated by setting the inlet velocity to 0.75 at the 
midside nodes of these wall elements, thus causing u(y) to increase 
smoothly to 1.0 at the second node from the boundary and to have zero 
slope there. 
Figure 2-8 shows the finer grid solution for Re = 200 and demon­
strates that the wiggles were caused by the ooor resolution of a rapidly 
changing flow field near the step (since they are now absent). Now that 
we have a better solution, however, the eddy length has increased and 
caused a new minor anomaly—the eddy is too long for the grid and the 
flow field experiences some perturbations via interaction with the out­
flow boundary conditions. The result is a very small spurious second 
eddy near the outlet, as shown in Figure 2-9a (which is a blowup from 
Figure 2-8), This led to the third grid (Figure 2-3c), which is 
basically an extended version (to x = 6 rather than 4) of grid 2. 
Repeating the calculation for Re = 200 showed, as expected, the appro­
priate change in the eddy details near x = 4, which is shown in Figure 
2-9b (no spurious second eddy). It also showed, unfortunately, a 
re-introduction of small outflow wiggles caused by the same incompati-
Figure 2-8. Solution for 'flat' inflow profile, Re = 200, on Grid 2 
Figure 2-9. Details of downstream eddy region for Re = 200: a. Grid 2, showing spurious double 
eddy; b. Grid 3, showing single eddy 
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bility referred to earlier. The streamlines, pressures, and vorticities 
on this sufficiently long grid are shown in Figure 2-10. Figure 2-lOa 
shows a very small upstream eddy and a downstream eddy of length ^  2.7 
units (6.75 step heights). The isobars of Figure 2-lOb clearly show 
the need for fine zoning near the leading comer singularity and provide 
further evidence of the cause of the original wiggles (i.e., they are the 
result of gradients which are too steep to be captured by a coarse mesh). 
The vorticity distribution. Figure 2-lOc, shows large generation at the 
comers as well as at the inlet lower boundary and its advection down­
stream. 
Having adequately resolved the flow at Re = 200, we used the same 
grid to estimate the effective Re in the upwinded simulation of Hughes 
et al. Figure 2-11 shows the results for Re = 85. Based on eddy length, 
this represents our best estimate of their effective Re. Also noteworthy 
in this simulation are the very small upstream eddy and the separation 
point just below the comer. 
Since all of these channel flow simulations indicated that separa­
tion occurred at (or slightly below) the trailing comer of the step 
(for 65 _< Re £ 200), a few experiments were performed to approximate 
flow over a step in an unbounded fluid, to determine the effects of the 
confining upper wall and to see whether separation would occur closer to 
the leading comer. Since this was more or less an afterthought, only 
a limited analysis was performed: (1) the number of elements in the 
vertical remained the same while the vertical extent was stretched from 
1.0 to 2.0 (the Reynolds number is still based on 2 = 1) by grading the 
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(b) 
(c) 
Figure 2-10. Additional results for Re = 200 on Grid 3: a. Streamlines, 
:o b. Isobars (Ap/pu^ = 0.240), c. Vorticity contours 
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(a) 
-.02 
- . 0 2 8  m m  
Figure 2-11. Solution for Re = 85 on Grid 3; a. Vector field, 
b. Streamlines. 
mesh, (2) the grid was not lengthened beyond 6 units. In order to model 
the semi-infinite domain in the least restrictive manner, traction-free 
boundary conditions were imposed at the top boundary to permit inflow 
and outflow. Figure 2-12 shows the results for Re = 200, on extended 
grid 3 (grid 3A), using an outflow boundary condition of zero vertical 
velocity (a nearly parallel flow was expected) and a zero normal stress. 
Here we see another cause of very noticeable wiggles; the outflow bound­
ary condition is too restrictive relative to what the flow "wants to be". 
The outflow boundary condition was modified from v = 0 to f^ = 0 and the 
much-improved results are shown in Figure 2-13; there are no wiggles and 
this outflow boundary condition causes minimal interference with the 
interior flow. The corresponding streamlines are displayed in Figure 
2-14 and show: (1) the flow now separates from the top of the step 
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I llll
n. 
Figure 2-12. Unconfined channel simulation for Re = 200, showing out­
flow boundary condition problems (Grid 3a) 
Figure 2-13. Unconfined channel simulation for Re = 200 with better 
outflow boundary conditions. 
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2.0 
1.5 
1.0 
0.5 
0 
Figure 2-14. Streamlines for unconfined channel simulation at Re = 200 
on Grid 3a (corresponding to Figure 2-13) 
downstream of the leading comer and (2) the backside eddy is stronger, 
higher, and longer than that for the channel flow. Finally, Figure 2-15 
shows some results from the same simulation performed on the vertically 
extended finest grid (grid 4A, Figure 2-3d), in which the mesh at the 
inlet and across the top of the step was improved. Comparing Figures 
2-14 and 2-15a, it is seen that the finer grid has caused a shift in the 
separation point and a slight ('\, 6%) decrease in the eddy strength. 
Additional fine zoning very close to the step, and a longer and higher 
domain would be required to provide a truly accurate result for this case. 
The isobars corresponding to this run are shown in Figure 2-15b and may 
be compared with those in Figure 2-lOb. 
In the final simulation, the top boundary condition was modified 
from a no slip wall to a stress free, symmetry condition (like those 
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(b) 
2.0 
J = -.038 
0.5 
Figure 2—15. Unconfined channel simulation for Re = 200 on.the finest 
grid (4a); a. Streamlines, b. Isobars (Ap/pUg = 0.138) 
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used for pipe orifice calculations) in order to approximately simulate 
the results of Roache and Mueller (1970). Since they used step height to 
define Reynolds number, our results at Re = 200 correspond to theirs at 
Re = 80. Their eddy length was 7.5 step heights with their upwinding. 
Our eddy length was approximately 15 step heights. This is approximate 
since our grid ended at 11 step heights and we extrapolated the separation 
streamline. The minimum stream function value in the vortex was -0.043. 
Separation occurred at the trailing comer with the separation streamline 
pointed slightly upward (similar too, but less than that shown in Fig­
ures 2-14 and 2-15a), in apparent agreement with some of the analytical 
results of Weinbaum (1968). The most important additional result from 
this and the previous simulations is that the details of the separated 
flow are strongly dependent on the upper boundary condition. A confined 
channel restricts the length and strength of the eddy relative to less 
confined configurations. 
Although the current code is a "research" code in that it contains 
many unused options, some cost data may still be of interest. Table I 
shows the total CPU cost (including I/O which is typically 20-40%) on a 
Table I. Summary of computer cost 
Number of iterations 
Run Number of Number of CPU Time to Re = 200 
Number Elements Equations Sec/iteration (starting from Stokes) 
2 48 520 2.4 9 
15 155 1558 10.8 6 
17 205 2033 14.8 5 
21 230 2278 16.6 5 
39 
CDC-7600 for the four grids employed. The convergence criterion was 
-4 
e £ 1 X 10 . For the last three grids the cost varies approximately 
with the 1.13 power of the number of equations, which may not be too 
surprising since the front width is constant for these three grids. 
D. Discussion 
Additional insight into the nature of the difficulties inherent in 
this simulation is revealed in the pressure profiles shown in Figures 
2-16 through 2-18. In Figure 2-16 are shown the surface pressure distri­
butions on and near the step for Stokes flow from three different grids. 
The existence of (symmetric) pressure singularities is clearly revealed; 
even the finest grid has not adequately resolved the singularities, as 
evidenced by the oscillations across the top of the step. It appears 
that the singularities are located near the comers, but on the vertical 
sides of the step; the similarity in the extrema from grids 2 and 4 
might also suggest that the pressure is finite at these discontinuities. 
These observations are not in accord with the results of Weinbaum (1968), 
who predicts infinite pressures at the comers (P ^  + 1/r'^^^); it is 
possible that our grid is too coarse to reveal the true behavior very 
close to comers. The pressxire oscillations appear to be localized, 
however, since the pressures are quite smooth at the first interior 
nodes. Also, the vertical component of velocity changes sign several 
times along the first row of nodes above the top of the step, further 
indicating that our solution, even on the finest grid, is not yet correct 
in all details (there are still some very small wiggles). The corre-
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Figure 2-16. Surface pressure distribution near and on the step for 
Stokes flow 
41 
Front 
0 1 2 3 4 5 6 7 
Distance along bottom surface 
Figure 2-17. Pressure distribution on lower boundary for Re = 200 
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Distance along top surface 
Figure 2-18. Pressure distribution at y = 1.0 for Re = 200 
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spending pressures for Re = 200 are presented in Figure 2-15 and seem 
to indicate that the pressure singularity is somewhat less severe for 
this case, although the gradient near the leading comer is very large. 
The differences in the solution between grids 3 and 4 are quite small 
in general, although the pressure minimum along the top of the step is 
not so well resolved by grid 3. Again, these results differ from those 
of Weinbaum in that the presence of the inertial terms has significantly 
affected the pressure field. Finally, the much smoother pressure distri­
bution along y = 1 (which is the top wall for the channel flows) is 
presented in Figure 2-18. 
A partial explanation of the smoother pressures from the Navier-
Stokes equations than from the Stokes equations is the following: In 
Stokes flow, the pressure satisfies the Laplace equation and the only 
source of singularities can be on the boundary (and these effects are 
rapidly damped away from the boundaries owing to the well-known smoothing 
property of the Laplacian); hence, the pressure can vary much more 
rapidly on the boundary than in the interior. In Navier-Stokes flow, 
however, the pressure satisfies the Poisson equation (with the same 
boundary conditions—at least for this case) whose 'source term* 
(composed of products of first derivatives of u and v), if 'well-behaved* 
and sufficiently 'strong', can mitigate the effects of boundary-caused 
singularities; hence, the solution can be smoother, even on the bound­
ary. In a discretized solution to the Navier-Stokes equations, the 
source term may not be so 'well-behaved' on a course mesh, and the 
mitigating effects may then be absent; in fact, the reverse can occur— 
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the source term can act as a 'desmoother.* In this case, the hyperbolic 
nature of the advection terms will propagate the 'problem* to other parts 
of the domain in the form of wiggles or oscillations; i.e. spurious 
'noise* is 'generated' by the too sharp gradients and 'radiated' by the 
advection terms when the mesh is too coarse. These effects are absent 
in upwinded simulations because the advection terms are less hyperbolic 
in nature (they are more parabolic, owing to numerical diffusion). 
As a result of these numerical experiments (including one not yet 
discussed in which the sharp corners were 'rounded' by moving several of 
the nodes defining the step—the results, on the course grid, showed 
upstream wiggles which are little different from those for the step) and 
supporting analysis, the principal cause of the wiggles on a coarse mesh 
is: the horizontal component of velocity must go from 0(1) to zero in 
a distance approximately 0(1/Re) (where inertial and viscous forces are 
in 'balance') as the flow approaches the step. This requirement forces 
large gradients in the direction of flow which obviously cannot be 
'captured' by a coarse mesh. The conventional FEM, with essentially 
zero artificial diffusion (which would reduce Re and thicken the boundary 
layer toward the limit of the mesh interval) 'overreacts' to this situa­
tion and generates 'noise' (oscillations) which is propagated upstream 
by the (nonlinear) advection terms. It is, in fact, the non-diffusive 
central difference nature of these terms, and not the nonlinearity, 
which is the major cause of the error propagation. For example, even 
the linear advection-diffusion equation (1-D or 2-D) will generate up­
stream oscillations under certain conditions (e.g., under the tight 
45 
constraint caused by specifying the value of the dependent variable at 
the outflow coupled with a large grid Peclet number. This type of 
example is also discussed by Hughes et al. in their Figures 16-18; see 
also the valid criticism of this computation by Gartling (1978), 
however). 
A cure for these wiggles (and those from advection-diffusion when 
the 'specified value' outflow boundary conditions must be employed) is 
simply to utilize the inherent capability of isoparametric finite 
elements and rezone in the region causing the wiggles so that the 
(important) 'difficulty' (singularity, boundary layer, etc.) is ade­
quately resolved by the mesh; the bonus accruing from the cost of 
rezoning (and judicious rezoning needn't be too expensive) is that the 
solution can be relied upon once the wiggles have been (properly) reduced 
or eliminated (see also Gresho and Lee, 1979). 
Consistent with the above explanation, the "conventional" Galerkin 
FEM should be employed on new problems; if there are inherent difficul­
ties with the grid selected, (and/or boundary conditions and/or parameter 
values), the resulting oscillations will identify the locations of these 
difficulties and provide the impetus to rezone in these regions and 
thereby obtain a good and valid solution. Upwind methods which have 
significant numerical damping may hinder the analyst in obtaining a good 
solution simply because they are too insensitive to inherent problem 
difficulties; they damp more than just wiggles. 
The basic fallacy of upwinding (besides 'smooth implies accurate'), 
as pointed out nicely by De Vahl Davis and Mallinson (1976), is that the 
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effective is variable throughout the mesh and is always less than the 
desired (input) Re; the effective Re approaches the desired R^ only in 
the limit of AX -»• 0. This can be most easily demonstrated via the one-
dimensional advection-diffusion equation, where the Peclet number (Pe) 
plays the role of the Reynolds number (ratio of advecLive to diffusive 
transport): 
9T ^ 9T 
3Ï k 
= K-
3x^ 
(2-15) 
where u is a prescribed velocity and K is the diffusivity. If upwind 
finite differencing is employed on the advection term, the result is 
equivalent to employing central differencing on the following equation: 
3T 3T 
3Ï "ta K + -J uAX 3=2 
(2-16) 
where AX is the grid spacing and 1/2 uAX is the artificial (numerical) 
diffusivity. Non-dimensionalizing this equation with £ (characteristic 
length of the problem) for length and &/U for time gives 
3T , 3T 
3t 3x 
_1_ 1 ^  
Pe 2 £ 
5T 
3x^ 
(2-17) 
where Pe = U£/k is the desired Peclet number. By equating the coeffi-
2 2 
cient of 3 T/3x to l/Pe^^f, the effective Peclet number is obtained as 
Pe 
Pe 
eff 
Pe 
(2-18) 
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from which it follows, for a fixed Ax/2,, that Pe^^^ - when Pe is 
small, but Pe^^f 2&/Ax as Pe ®; i.e. there is an upper limit (usually 
not very large) to the effective Peclet number using upwind techniques. 
This also explains the insensitivity to Re for large Re. A similar 
result for the two-dimensional Navier-Stokes equations is presented by 
De Vahl Davis and Mallinson (1976); for a lid-driven cavity simulation 
at a desired Re of 1000 on a 31 x 31 mesh, they show that the effective 
Re is as low as 240 and that the average effective Re is closer to 400. 
They also argue that a 100 x 100 mesh would be required in order for an 
upwind scheme to obtain a minimum effective Re of 900. 
Of course the FEM "optimal upwinding" scheme of Hughes et al. 
(which has, thus far, been 'perfected' only for the simplest, bilinear 
element) may be a significant improvement (as they claim) over the con­
ventional "full upwinding" discussed above (the 1/2 factor in Equation 
(2-17) can vary throughout the mesh). The optimal upwinding has the 
nice property that it approaches 'central differencing' (i.e. conven­
tional FEM) as the local (element-based) Re 0; but in the other limit 
(large local Re), it too approaches "full upwinding" and the effective 
Re is substantially lower than the desired one. 
Another recent study by Moult et al. (1979) points out both the good 
and bad features of upwinding. The good feature of upwind methods (which 
they utilize) is that they are 'robust' in the sense that solutions are 
easier to obtain than with central differences (especially with iterative 
solution methods). The bad feature is, of course, that the solutions 
are often deceptively inaccurate. They therefore combine the features 
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of both methods via FEM and FDM in a stream function/vorticity 
formulation, using an iteration scheme which 'looks like' upwind, but 
yields a solution corresponding to central differences (they effectively 
solve 'many' [several, presumably; they neglected to give details] 
'upwind sub-problems' in order to converge to a centered difference 
result). 
As a final admonition regarding schemes with large numerical 
smoothing, we believe that it is inherently risky because it may generate a 
false sense of security by allowing smooth (and 'easy to obtain') solutions 
with 'any mesh* for 'any Re.' The combination of a lower order, less 
accurate method and a large Re should dictate the use of a finer mesh; but 
these schemes are applied on coarser meshes and at higher Re. Further, 
the physics of fluid behavior is well-known to often be a strong function 
of Re in that the flow invariably becomes more complex as Re increases 
(at least for laminar flow); the danger of upwinding (on a coarse mesh) 
is that the simulation will often not 'recognize* these complexities since 
it, in effect, reduces the effective Re by 'just enough' to obtain a 
smooth, 'reasonable-looking* solution. 
E. Summary and Conclusions 
The major and minor causes of the wiggles in the Galerkin finite 
element approximations of the Navier-Stokes equations for a particular 
problem have been identified and these results have been generalized. 
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The numerical results presented, while limited in scope,are believed 
to be the most accurate available for flow over a step at Re = 200. They 
are probably very close to converged (i.e. represent a solution to the 
Navier-Stokes equations) for the channel case. They are not so well 
converged for the semi-infinite domain case, which displays a signifi­
cantly different solution; here the results are merely suggestive. Also, 
it has been shown that the details of the separated flow behind a step 
are strongly affected by the upper boundary condition. 
Finally, it is hoped that these results demonstrate the appropriate­
ness of the Galerkin finite element method for difficult problems, and 
that if interpreted with care the wiggles present may yield important 
information about the nature of the problem not available in methods 
with significant numerical damping. 
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III. STRATIFIED FLOW OVER A VERTICAL PLATE 
A. The Equations 
Interesting meteorological flows most often take place in thermally 
stratified fluids. To model such flows one must incorporate, at a mini­
mum, a temperature variable in the set of equations used. This can be 
done in many ways. For example, using the complete compressible equa­
tions for a Newtonian fluid, using the analastic approximation to derive 
a simpler set, or simplifying further using the Boussinesq approximation. 
The code used for the stratified flow calculations in this paper 
employs the simplest set of equations, the Boussinesq equations. These 
equations filter out unwanted acoustic waves and allow the use of the 
incompressible continuity equation. The use of this continuity equation 
requires minimum changes to the isothermal code to generate a stratified 
version and allows much of what was learned with the isothermal code to 
be generalized to the new code. The use of the Boussinesq equations 
does, however, limit the type of problem that may be modeled to those 
problems for which the density variations are associated directly with 
temperature changes. In the atmosphere this requires that only "shallow 
convection", flow where the vertical scale of motion be much less than 
the scale height of the atmosphere (Button, 1976), be modeled. 
The changes required in the isothermal governing equations needed to 
yield the Boussinesq system are the addition of a buoyancy term to the 
vertical equation of motion and the addition of an energy equation. The 
governing partial differential equations are then: 
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o"j 3Xj (3-la) 
3x. 
= 0 i, j = 1, 2 , (3-lb) 
39 3 
u. -r— = < —— 
1 3x. 3x. X 1 
' 36 ^  
3x. 
(3-lc) 
where x.. 
ij -PSy + y 
3u^ 3u. 
3x. ^  3x. 
L J 1 
(3-ld) 
= constant reference state density 
6 = 9(total) - 0 where 0 = reference state potential 
o o 
temperature 
^i 
= i^^ component of gravitational force 
6 = 
K = 
coefficient of thermal expansion 
k 
the thermal diffusivity. 
Note that P in Equation 3-ld is the pressure deviation from the basic 
3P 
state hydrostatic pressure (i.e., P = P(total) - P^ where = -p^g). 
As in the isothermal case the above equations are cast into 
integral form with the application of Green's theorem to yield (for 
two dimensions): 
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p, = 
ô p r  n .  +  t ii~[ds , 
^a[_xx X xy yj 
ct, Xy j Xj 2, • • N 
k = 1, 2, . - ., M 
(3-2a) 
" j j  
3*1 
Vj IhT dA + 
"fi 
+ 2u 3y 3y dA + y 
2fa ffl 
3x 3x dA 
% 
3x 3y dA gySf (j) (j),dA 0/1 6. -
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k 3y dA 
(3-2b) 
3<f, 
"i -
34». 
= 0 , 
i = 1, 2, . . ., N 
Y = 1, 2, . . ., M 
, (3-2c) 
34>£ 
3x dA + v. 3 J  
3*1 
*ct*j 17 " + ^  
34»g 34>^ 3*^ 3(j)^ 
3x 3x 3y 3y dA 
e. = 
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" i°y. ds , Ct  J Xy J 1 ? 2, • . N , (3-2d) 
where of equations 3-1 are written u and v and are written x and 
y for i = 1 and 2 respectively, N is the number of velocity (or temper­
ature) nodes and M is the number of pressure nodes. Written in matrix 
form equations 3-2a, b, c, and d become 
with 
[N(u) + K]u = f 
u = u. 
Si 
i = 1, 2, 
k = 1, 2, 
. . , N 
. M 
(3-3a) 
(3-3b) 
f = [ pr n + T n 
J aj_xx X xy y; 
s 
ds 
p P r  n + T n Ids 
«Lyx X yy yj 
30 . 39 ds 
(3-3c) 
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This system of nonlinear equations is then solved using the same 
method as the isothermal code described previously; where the Jacobian 
matrix is now: 
ai 
K + N(u ) + N' (u ) 
m m 
—  —  —  —  ^ —  
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B. The Problem 
For the first stratified flow runs the simulation of flow over a 
thin vertical plate (fence), a problem similar to that of the isothermal 
simulations, was chosen. The objectives of this study were to gain 
experience with the stratified code, to examine the behavior of the 
linear and quadratic elements, and to test various possible boundary 
conditions rather than to achieve definitive solutions to any of the 
possible problems inherent in this geometry displayed in Figure 3-1. 
The thin plate was to be modeled by specifying boundary conditions 
at the appropriate nodes in the finite element grid. Conventional mesh 
generation methods (codes), do not allow for a pressure difference 
between the front and back of the plate for the quadratic element since 
one node represents the pressure at a given height on the plate. There 
is also a linkage across the plate of all variables that is physically 
incorrect due to the finite element assembly procedure. To correct these 
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Figure 3-1. Problem geometry 
deficiencies, the plate was modeled by two sets of nodes with the same 
geometrical coordinates but with one set linked to the upstream elements 
and the second set linked to the downstream elements (see Figure 3-2). 
1 
• 2  
3 
2a 
3a 
4 ^i 4a-»-
>«-
5a 
Figure 3-2. Nodal linkage used to describe the vertical plate 
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For this set of simulations, equations 3-1 have been non-
dimensional ized using U as the velocity scale, L as the length scale, 
2 
A9 as the temperature deviation scale, and P^U as the pressure scale. 
This leads to the following non-dimensional equations: 
3u , 3u 
" a;-"'37 
3v , 3v 
3P , 1 
3x 
3u , 3v 
117 ""âï 
- 3 v ,  3  f  3 u  3 v  
L ^  
(3-4a) 
(3-4b) 
# + # = » 
30 ^ 30 
" s7 PrRe 
2 2 
3 0 + 3 9 
2 ^ 2 3x 3y 
(3-4c) 
(3-4d) 
where Re, the Reynolds number, 
Fr, The Froude number, 
Pr, the Prandtl number. 
- P£_ 
UL 
,2 1 
LgBA0_ 
K 
and gravity is acting in the negative y direction. 
The appropriate boundary conditions to the Galerkin form of Equa­
tions 3-4a, b, and c are precisely those listed for the isothermal 
equations; i.e. normal velocity or stress specified and tangential 
velocity or stress specified. New boundary conditions are required for 
this set of equations by the addition of Equation 3-4d. The appropriate 
boundary condition for this equation is a specified temperature, a 
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specified normal temperature gradient or a linear combination of these 
two conditions. 
The values of the scaling parameters used in the flow over a ver­
tical plate simulations are: £ = 1, the plate height; p = 1; g = 1; 
A0 = 1, the temperature drop across the plate height (£); and U is the 
velocity at the inlet at height £. Thus, the Reynolds number. Re, is 
u fu^l— 
equal to — and the Froude number, Fr, is equal to — 12 . 
For reasons to be discussed later, three different element types, 
the lagrange 9-4 node element, the linear-constant element, and a new 
9-5 node element, were tested and three different grids, illustrated 
in Figures 3-3a, b, and c were used. The grid in Figure 3-3a contained 
112 quadratic elements and 499 nodes; the grid in Figure 3-3b is an 
appropriate version of the previous grid containing 448 linear elements 
and 499 nodes; and the grid in Figure 3-3c is a finer version of the 
first grid with 126 quadratic elements and 557 nodes. 
C. Boundary Condition Implementation 
The addition of a temperature field with a vertical structure has 
some marked effects on the implementation of boundary conditions for 
these runs. In this section these effects and the limits they put on 
the problems that are possible to model will be discussed. 
We will begin with the inflow conditions. Here the most obvious 
boundary conditions are specified normal and tangential velocity profiles 
as well as a specified temperature profile. These, in fact, were the 
inflow conditions most used in the following simulations. There was 
Figure 3-3. Grids: a. (Grid 1) Coarse grid (112 quadratic elements, 
499 nodes), b. (Grid 2) Linear coarse grid (448 linear 
elements, 499 nodes), c. (Grid 3) Fine grid (125 quadratic 
elements, 557 nodes) 
(a) 
(b) 
(c) 
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interest in inflow boundary conditions that did not require a specified 
vorticity other than zero because time-dependent codes which are non-
dissipative require an initial field which satisfies the discrete form 
of the continuity equation. Equation 3-2c, and such a field is difficult 
to derive with complicated geometry and non-zero inflow velocities. 
With this in mind a simulation using inflow conditions of u = 0 = y and 
V = 0, top conditions of u = 9 = 5 and v = 0, bottom and plate con-
30 ditions of u = v = 9 = 0, and outflow conditions of — = 0, tangential 
stress equal zero and normal stress equal to the negative of the inflow 
perturbed hydrostatic pressure (this will be discussed in detail later) 
with Re = 10 and Fr = 0.5 was run. Then a second simulation was made 
using identical conditions except for the inflow normal velocity bound­
ary condition which was replaced by specifying the normal stress to be 
equal to the inflow pressure results of the first run. The second run 
produced an inflow profile that was at most 3.5% different from that 
specified in the first run with the greatest differences appearing 
between y = 1 and y = 2. The streamlines of the two runs were graph­
ically identical except for the size of the upstream eddy (there is no 
lee eddy for these conditions) which increased from 2.0 barrier heights 
in length to 3.45 barrier heights in length from the first to the second 
simulation while the minimum streamfunction value decreased from 
-2 -2 
-3.97 X 10 to -3.64 X 10 . These results suggest that it is indeed 
feasible to run the time dependent code starting from rest to steady 
state if appropriate inflow tractions can be found, perhaps from the 
steady state code, as is the current practice in isothermal flows. 
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(Gresho, Lee, and Sani, 1980). 
An attempt was made to use inflow conditions specifying both normal 
and tangential stresses, but this led to vertical velocities at the in­
flow of the same magnitude as the horizontal velocities making the 
results hard to relate to physical problems. In fact, for this geometry, 
using an inflow tangential stress instead of specifying a vertical 
velocity led to unrealistic results in nearly all cases, even those using 
a specified normal velocity. 
We will next consider the outflow boundary conditions. There, since 
we usually have little a priori knowledge of the actual outflow, we hope 
to have a boundary condition that perturbs the interior solution only 
very slightly. As previously mentioned for isothermal flows, specifying 
the normal and tangential stresses to be zero is very successful for a 
large number of flows. This condition is inappropriate for stratified 
flows, however. The expression for the normal outflow stress for the 
problem illustrated by Figure 3-1 is = - P + 2it^ . In horizontal, 
isothermal flows there is no significant vertical pressure gradient so 
= 0 merely sets the pressure level and imposes minor perturbations on 
the interior flow field. In thermally stratified flows, however, there 
is an inherent vertical pressure gradient from the perturbed hydrostatic 
pressure (a reflection of the perturbed temperature field), which often 
cannot be well-modeled by -P + =0. In fact, such an outflow con­
dition causes a significant unphysical horizontal pressure gradient near 
the outflow as illustrated in Figure 3-4. 
Figure 3-4. Pressure contours showing the error introduced by incorrect outflow boundary con­
ditions (Re = 10, Fr = 2.0) 
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It is possible to ameliorate this problem by assuming a hydrostatic 
pressure profile at the outflow and setting the normal stress equal to 
this pressure. This is quite easy for flows where the outflow tempera­
ture profile is known, i.e. those that use a specified temperature as 
the outflow temperature boundary condition, but much more difficult for 
those problems using an outflow temperature boundary condition of 
3T 
— = 0. Since the vertical plate simulations all use an outflow condi-
3T 
tion of — = 0 a method of estimating the outflow pressure field had to 
be found. This was done by assuming that the specified inflow tempera­
ture profile (linear in all vertical plate runs) applied approximately 
for the outflow and calculating an outflow hydrostatic pressure from 
that profile. This works well for those problems where the outflow 
temperature profile is actually very similar to the inflow profile, but 
as shown in Figure 3-5 deteriorates when the outflow temperature profile 
is poorly estimated. For this run the outflow isotherms were distributed 
from the inflow profile. This caused the outflow pressure to want to 
be different from the value specified as the normal traction. Thus since 
T (y) = - P + 2ul^ = A(y) and P(y) is different from A(y), f 0 and 
n dX ox 
was in fact significant, as seen in Figure 3-5. 
It is not yet completely clear how to deal with this problem. It 
might be possible to iterate on the boundary condition since the solution 
procedure was already iterative. A solution was attempted wherein the 
normal stress was calculated at each iteration. This was done by calcu­
lating the hydrostatic pressure at the outflow from the temperature pro­
file at iteration n then setting the outflow normal stresses equal to 
Figure 'j-5. Vectors showing outflow perturbations due to incorrect outflow boundary condition 
(Re = 40, Fr = 0.316) 
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these pressures for iteration n + 1. One simulation was run with this 
method. The method appeared to be convergent in that the estimate of the 
.mfl 
change per iteration. 
sri-l 
TOTAL 
TOTAL 
2 
, decreased monotonically, where 
s 
u 
+ N^l6v 
m+l 
and = Number of u velocity values. 
6u m+1 
u 
max 
N 
. 1 
u r 
nri-l 
u. 
1 
and m = iteration number. However, this procedure apparently prevented 
taking full advantage of the Newton-Raphson iteration technique; i.e., 
at no time did the convergence rate become quadratic as in runs without 
this boundary condition feature. In fact, the change per iteration was 
a very nearly constant value averaging approximately ten percent. This 
made the cost of the procedure too high and for that reason it was not 
pursued further. 
Problems for which there is no good estimate of the outflow stress, 
i.e. pressure, may still be tractable if the boundary stress is broken 
into two parts, hydrostatic and non-hydrostatic, and the hydrostatic 
part treated as unknown. For example, in the flow over a plate the 
normal stress appears in the u equation of motion as 
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n H j'^o g 
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Equation 3-5a may then be written as 
A + B + C = - + -P' +2,|^ ds (3-5b) 
or 
A + B + C = -[4» [p S 6ds']ds + [ i}> 
J a J o g J j 
S S' 
-?• 4. 2y|a]d. . (3-5c) 
Treating the hydrostatic portion of the pressure as unknown. Equa­
tion 3-5c can be written as 
A + B + C + p 6 6ds' 
o g 
ds = ds . (3-5d) 
This new term can then be incorporated into the K matrix of Equation 
3-3a and into the Jacobian matrix of the Newton-Raphson iteration. The 
new boundary conditions would be -P* + 2^^ = 0. Since this requires 
significant code modification and the outflow difficulty presented a 
limitation for the simulations of flow over a plate and only very minor 
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perturbations for flow over the Sierras, this approach was not imple­
mented or tested and remains only an idea. 
The bottom boundary conditions, including the plate conditions 
presented much less ambiguous problems. For a solid bottom surface and 
a solid barrier the no-slip velocity conditions, u = v = 0, on the 
bottom and plate were obvious. Also, in order to have better control 
over the stratification, the bottom temperature was fixed. There was 
some question as to the "best" temperature boundary condition for the 
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plate. The principal choices were either insulated, = 0, or a 
specified temperature. Most runs were made with the plate temperature 
fixed at the temperature of the bottom, but for comparison purposes some 
runs were made with an insulated plate and with the plate temperature 
the same function of y as the inflow temperature condition. Figures 
3-6a, b, and c show the streamlines from one representative comparison. 
The differences in the flow fields are seen to be limited to the area 
near the plate with the cold plate (Figure 3-6a) showing a front eddy 
due to the cold air near the plate being hard to lift. The warm plate 
(Figure 3-6b) has no cold air near the plate and thus all air was able 
to rise over the plate and cause a more intense lee eddy. The insulated 
plate (Figure 3-6c) was somewhat midway between the two others, while 
the flow above the plate was nearly identical in all three cases. So 
while the plate temperature condition determines the flow near the plate, 
it is not critical, at least for this flow, to the larger scale flow. 
The appropriate boundary conditions for the top were somewhat more 
Figure 3-6. The changes in the flow structure due to different tempera­
ture boundary conditions on the plate. (Using Grid 2 with 
the linear-constant element. Re = 40, and Fr = 0.577) 
a. T = 0 on the plate, b. T = y on the plate, c. = 0 on 
the plate 
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difficult than those for the bottom. The most straightforward boundary 
conditions were those for a moving lid, u = constant, v = 0, with 
0 = constant. A number of runs were made with these conditions, but 
because the final goal was a simulation of an atmospheric phenomenon 
they were too restrictive. Taking a cue from the outflow condition, the 
top condition was relaxed by specifying a normal traction instead of 
V = 0. Specifying the normal traction to be the hydrostatic pressure 
at the top of the inflow all across the top worked very well. (Note 
that this may be incompatible with an iterated normal outflow traction 
system at the top outflow corner and is one of the drawbacks of such an 
approach.) Figures 3-7a and b illustrate the effect of the "open" 
versus closed top. For Fr = 0.577 (Figure 3-7a) there are significant 
differences in the flow field. The amplitude of the waves is greater 
for the closed top condition and the anti-cyclonic lee eddy is shorter. 
Also, the vertical phase structure is different for the two cases. As 
one would expect, however, these differences decrease with increased 
stratification. Figure 3-7b illustrates the two flow fields for 
Fr = 0.316. It is easily seen that the differences here are much 
smaller than those evident in Figure 3-7a. The success of this boundary 
condition is very important for modeling unconfined atmospheric flow 
and may be an advantage of a finite element model of such flows. 
D. Element Comparison 
For the first set of simulations the mixed Lagrange 9-4 node 
element was used, as in the flow over the step. The boundary conditions 
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(a) 
Figure 3-7. The differences in flow due to the top boundary conditions, 
solid line - closed top, dashed line - "open" top. (Grid 1 
with the 9-5 node element and Re = 40.), a. Fr = 0.577, 
b. Fr = 0.316 
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were on the bottom and the plate u=v=T=0, on the top u = T = 5 
3T 
and V = 0, at the outflow = — = 0 and x = hydrostatic, and at the t du n 
inflow u = T = y and v = 0. Therefore for these runs Re = - and y 
2 1 Fr = —. The grid illustrated in Figure 3-3a was used. 
B 
In a simulation with Re = 40 and Fr = 1-0 there is an unphysical 
convergence band across the grid at y = 3 (see Figure 3-8a). This, it 
was felt, indicated that the coarse vertical resolution in that area 
was causing a problem. Because of this, a grid with 126 elements and 
557 nodes, wherein the top two rows of elements in the original grid 
were replaced by three rows of elements with equal vertical length 
(Figure 3-3c), was constructed. Using this grid, the results of Figure 
3-8b were produced. The strange convergence band has been eliminated. 
However, the same problem appeared again when the Reynolds number was 
increased to 250 (Figure 3-9a). This time it is most evident at y = 2. 
Rather than constructing another finer grid, the linear-constant 
element was tested. This element uses a bilinear velocity approximation 
with a velocity node at each comer of the element and an element con-
.stant pressure, thought of as a centroid value. A consequence of the 
element constant pressure approximation is that there is an element 
level mass balance. This can be seen by examining equation 3-2c, the 
Galerkin continuity equation. 
r . 3(j> 
a i r  d A  
3*, •' 
*rïT^ 
v\ = 0 . 
Since for this case ù  =  1  over element y and iL = 0 elsewhere, the 
Y Y 
Figure 3-8. Vectors for flow across the plate with Re = 40 and Fr = 1.0. 
a. Grid 1 and the 9-4 node element (Note convergence zone 
at y = 3.), b. Grid 3 and the 9-4 node element, c. Grid 2 
and the linear-constant element 
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Figure 3-9. Vector for flow across the plate with Re = 250 and Fr = 1.0 
a. Grid 3 and the 9-4 node element (Note convergence band 
at y = 2.), b. Grid 2 and the linear-constant element, 
c. Grid 1 and the 9-5 node element 
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above equation can be rewritten 
3*. 3*. 
u. + V, 
3x i 9y i 
A" Y Y 
dA = 
Y + 
3v 
J 3x 3y .  
dA = 0. = 
Y 
A 3 A 
-y 
u«nd£ 
It was felt that this property might prevent errors of the type observed 
using the Lagrange 9-4 element. Using the linear grid illustrated in 
Figure 3-3b, simulations for Re = 40 and Re = 250 were run. Figure 3-8c 
shows the results of the Re = 40 run and Figure 3-9b illustrates the 
results for Re = 250. Neither case evidences the bands of convergence 
seen in the quadratic element case. 
For stratified flow it appears that the greater number of continu­
ity constraints inherent in the linear-constant element is more impor­
tant than the higher order approximations of the quadratic-linear 
elements, which are superior for isothermal flow. (See Gresho et al., 
1980 for further comments on this.) Desiring to maintain the best of 
both the 9-4 node element and the linear-constant element, a new element 
was designed and tested (Gresho et al., 1980). This element is a simple 
modification of the Lagrange 9-4 node element. It uses the standard 
Lagrange quadratic velocity and temperature approximation but uses an 
expanded pressure approximation. This pressure approximation is 
j = 1, 2, . . ., M 
P = P * + P , (3-6) 
^ ^ ^ ^  K = 1, 2 E 
where in the discretized domain consisting of E elements, there are M 
nodes for pressure. In Equation 3-6, {^y} is the set of piecewise 
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bilinear Lagrange polynomial basis functions associated with the four 
corner nodes of a 9-4 node element, and is a set of piecewise con­
stant basis functions is unity on element j and zero on all other 
elements), interpreted to be "defined" at the centroids of the elements 
(as in the linear-constant element). It can be seen from Equation 3-6 
that the new element, hereafter called the 9-5 node element, generates 
a discontinuous pressure (C functions) rather than the continuous 
(C® functions) pressure of the 9-4 node element. This element appears 
to have the desired features of both the linear-constant element and the 
Lagrange 9-4 node element since it uses the quadratic velocity and 
temperature approximation, and quaranties an element mass balance. It 
does, however, complicate the recovery of pressure values since P. and 
Pj, do not represent nodal pressure values as in standard finite element 
expansions. Figure 3-9c illustrates the results for the Re = 250 run 
using the new 9-5 node element. It can be seen that, while involving 
the quadratic velocity approximation, the new element solution did not 
contain the spurious convergence bands even on the coarser grid. 
The results in this section indicate that the 9-4 node element, 
which performs well in isothermal cases, is deficient in continuity 
constraints (or the pressure representation) for stratified flows. 
While the results presented may not be conclusive, they certainly indi­
cate that a different element (both the simple linear-constant element 
or the more complicated 9-5 element being candidates) should be used 
for stratified flows in preference to the 9-4 node element. Further 
discussion of these points can be found in Part IV and in the Appendix. 
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E. Flow Characteristics 
The initial problem studied was that of shear flow over the plate. 
The inflow boundary conditions were u = T = y and v = 0, the bottom and 
plate boundary conditions were u = v = T = 0, the top boundary condi­
tions were those of a moving plate, u = T = 5 and v = 0, and the outflow 
conditions were those explained in Section C, = hydrostatic (based 
on the inflow temperature profile), t = 0, and = 0. 
t on 
In the first set of runs,the Froude number was varied from infinity 
(isothermal) to 0.5 with a constant Reynolds number of 10. Figures 
3-lOa, b, and c illustrate the increase in importance of the hydrostatic 
pressure field with increasing stratification. The pressure field for 
the isothermal case, shown in Figure 3-1Oa, is a dynamic pressure due to 
the flow and the plate. Figure 3-lOb shows the combined dynamic and 
hydrostatic pressure field under weak stratification, Fr = 2.0, while 
figure 3-1Oc shows a pressure field overwhelmingly hydrostatic for 
stronger stratification, Fr = 0.5. 
Runs were also made in which the Reynolds number was varied with a 
fixed Froude number. Figures 3-lla and b illustrate the results for 
these runs. Above y = 2.5 the flow is disturbed very little while near 
the plate there may be both an upwind and lee eddy. Figure 3-12a shows 
the relationships between eddy size, indicated by length and minimnm 
nodal streamfunction value, and Froude number with Re = 10. It 
demonstrates the increasing size of the upwind eddy (blocking) and the 
decreasing size of the lee eddy, which broke down completely at Fr = 0.5, 
with increasing stratification. Figure 3-12b illustrates the sizes of 
Figure 3-10. Importance of the hydrostatic pressure, a. Re = 10, 
Fr = infinity; b. Re = 10, Fr = 2.0; c. Re = 10, Fr = 0.5 
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Figure 3-11. Streamlines for Fr = 1.0 using Grid 1 and the 9-5 node 
element, a. Re = 10, b. Re = 100 
Figure 3-12. Relationship between eddy length and streamf unction values 
and flow parameters, (x = anticyclonic lee eddy length, 
©= upwind eddy length, A = cyclonic lee eddy length, 
G= minimum nodal streamf unction of anticyclonic lee eddy) 
a. Versus Froude number, b. Versus Reynolds number 
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various eddies versus Reynolds number under moderate stratification, 
Fr = 1.0. For these cases, both the upwind and lee eddies increase in 
length. In fact the lee eddy becomes strong enough at Re = 40 to 
generate the third eddy seen in Figure 3-llb. A similar double lee 
eddy structure was reported by Haussling (1977) in stratified flow past 
ellipses. 
The importance of the velocity shear in damping flow disturbances 
above y = 2.5 in the previous simulations is demonstrated by examining 
the results of the next simulation studied. The boundary conditions 
for this problem were: u = 1 except at the first node above the bottom 
where u = 0.5, T = y, and v = 0 at the inflow; u = 1, T = 5, and v = 0 
on the top; u=v=T=0on the bottom; and = hydrostatic (based on 
the inflow temperature profile), = 0, and = 0 at the outflow. 
Figure 3-13 illustrates a typical flow for these conditions. It is 
evident from a comparison of Figure 3-13 and Figures 3-lla and b that 
the flow is of a quite different character. In this second problem the 
gravity wave solutions, which were damped by the vertical shear in the 
first problem, are now dominant. Figure 3-14 demonstrates the dependence 
of wavelength, here indicated by the distance of the first crest of the 
1.0 streamline (line G in Figure 3-13) from the plate, on Froude number 
with Re = 40. From this figure it is possible to postulate a simple 
linear relationship between Froude number and wavelength. Such a rela­
tionship can be derived for a simple wave. Neglecting all viscous terms 
in the equation of motion, assume adiabatic motion, and linearize about 
a mean state of u = constant, v = 0, and 6 = Yy. This yields equations 
Figure 3-13. Streamlines for flow with "constant" inflow velocity, Re « 40, and Fr = 0.5 using 
Grid 1 and the 9-5 node element, 
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Figure 3-14. Wavelength as a function of Froude number 
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uf the form: 
- 3u' . 9P' 
"17 * IT 
= 0 
9u' 3v' 
3x 3y 
= 0 
- 96' , , 
u + V 7 9x 
= 0 
— ^ — a ^ 9P 1 — 
where u = u + u , v = v + v , 6 = 9 + 0 , P = P + P', and — = —^ 0. 
o y  
After defining ~ ~ and v* = the vorticity equation. 
9 
9x 
- 2  '  
u7 # + 5" = 0 , 
ÛFr 
can be derived by cross differentiating the equations of motion, sub­
tracting the resultant equations to eliminate the pressure, and then 
substitution for the temperature from the energy equation. A very 
simple particular solution to this equation is 
1/ 
. ikx ^ ,  y ' 2  
^ = B(y)e where k = . 
urr 
Thus X = 4^ = which for the flow over a plate simulations 
k y 1/2 
reduces to X = 2nFr, since u and y both equal one, with A being a 
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non-dimensional wave length given in barrier heights. While this 
relationship between À and Fr, illustrated in Figure 3-14, indicates 
shorter wave lengths than observed, the agreement is good considering 
the crude determination of the observed wavelength and the numerous 
assumptions in the derivation of X and indicates that the results are 
physically plausible. 
F. Conclusions 
The simulations of flow past a thin vertical plate have led to 
some important conclusions. There is a definite limit on the range of 
stratified flow through problems that can be handled as the code now 
stands due to the vertical structure of the hydrostatic pressure field. 
This pressure field must be known to accurately specify an outflow 
normal stress boundary condition. Unfortunately, the outflow pressure 
is rarely if ever known, and errors in the outflow boundary condition 
can significantly perturb the solution. The top boundary condition 
seems more tractable. An "open" top can be simulated for flows without 
large horizontal temperature gradients by specifying a constant normal 
traction. This allows flow to both leave and enter the top boundary 
though the effect decreased with increased stratification for the 
problem tested. 
Perhaps the most important result of this study was the weakness of 
the Lagrange 9-4 node element which had performed so well in isothermal 
problems. This element was unable to accurately model the vertical 
structure of the hydrostatic pressure. In fact, the simpler linear-
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constant element proved superior in this regard. Also, an element 
which preserves the quadratic velocity and temperature representation 
while increasing the accuracy of the pressure representation and which 
requires only minimal code modification for implementation into any code 
containing the 9-4 node element was presented and shown to be superior 
to the original 9-4 element. 
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IV. STRATIFIED FLOW ACROSS THE OWENS VALLEY 
A. The Problem 
In the 1950s, the Mountain Wave Project was conducted in the lee of 
the Sierra Nevada across the Owens Valley. Results from this study 
were published in 1957 (Holmboe and Klieforth, 1957). Long (1959) 
modeled this flow in a tow tank with a single fluid stratified by a 
salt distribution and with multi-fluid systems. He was able to produce 
systems of waves qualitatively similar to those observed in the Mountain 
Wave Project. (A review of mountain wave studies up to 1960 can be 
found in Alaka, 1960.) 
We chose to model a two-dimensional approximation to this flow 
numerically. To do this we used a grid that modeled the region from 
45 kilometers west of the Sierra Nevada's peak to 70 kilometers east of 
the peak across the Owens Valley. The top boundary was set at 15 kilo­
meters while the bottom boundary was composed of linear segments between 
58 points determined by digitizing Figure 1.37 of Alaka (1960). This 
grid seen in Figure 4-1 contained 242 quadratic elements and 1035 nodes. 
In the initial mountain wave simulations, the previously discussed 
9-5 node element was used, but it displayed anomalous behavior at very 
low Reynolds number. In the valley region, where the flow is very weak, 
midside nodes began exhibiting vertical velocities of similar magnitude 
but opposite sign than those at the midside nodes just above or below. 
While this problem was not as severe as that observed by Gresho et al. 
(1980) for the 9-4 node element, it was significant and had to be 
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Figure 4-1. Grid (242 quadratic elements and 1035 nodes) 
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eliminated. This was done by incorporating another element into the 
code. This element, hereafter referred to as the 9-4GP node element, 
uses the same quadratic velocity and temperature approximation as the 
previous element, but employs a discontinuous bi-linear pressure approxi­
mation based on the 2x2 Gauss points within the element. This 
element also has the desired property of an element level mass balance 
since the pressure basis functions (the weight functions in the Galerkin 
continuity equations) are only non-zero within their respective elements. 
The model equations are those used in the flow over a plate simu­
lations. The appropriate scaling parameters are: L = 3 km, the valley 
depth, V = inflow velocity at height L above the terrain, A9 = the 
temperature change over a distance L, with p , g, c all set equal to 
o p 
one. All simulations used no-slip boundary conditions on the bottom and 
specified u and v components at the inflow for velocity. The outflow 
conditions were = hydrostatic (based on the inflow temperature pro­
file) and = 0. On the top, either specified velocities or a specified 
normal stress and tangential combination was used. For all runs the 
temperature was fixed on all boundaries except the outflow boundary which 
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was considered insulated, — = 0. Throughout this study, the Prandtl 
number is set to unity, and the flow is then governed by the parameters. 
UL 
P 
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B. The Penalty Method 
The use of the 9-4GP node element is, of course, not without cost. 
For the grid illustrated in Figure 4-1, this element generates 4073 
equations, 450 more than the 9-5 node element. However, by the use of 
the so called penalty with reduced integration method (Zienkiewicz, 
1977) the number of equations necessary for a 9-4GP node element simu­
lation on the above grid is reduced by 968 to 3105, 518 less than for 
the 9-5 node element. This method was introduced in solid mechanics 
problems by Zienkiewicz et al. (1971). It has been used in flow 
problems by Zienkiewicz and Godbole (1975), Marshall et al. (1978), 
Hughes et al. (1979), and Bercovier and Engelman (1979). 
The heart of the penalty method is the replacement of the incom­
pressible continuity equation by a pseudo equation of state: 
P = - X 
3x. 
X 
(4-1) 
where X is a penalty parameter of large enough magnitude to assure 
(since P is finite) that the continuity equation has been closely 
satisfied [to 0(1/X)]. Substituting Equation 4-1 into the equation of 
motion (Equation 3-la) leads to 
"^i 3 
P.u, — = P_g;68 + 
o j 9Xj o x  9x. ' ». 
3  
y 
9u. 3u. 
—— 4 1 
3x. 3x. 
3  1  
(4-2) 
where the explicit reference to pressure has been eliminated. Thus, the 
system of equations now contains only u, v, and 6 as unknowns with only 
two momentum equations and the temperature equation. The pressure can 
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be recovered after a converged solution is achieved by solving Equation 
4-1, a very fast process. (According to Bercovier and Engelman [1979], 
the above approximation does not yield a slightly compressible flow, 
but rather it belongs to the family of approximations introduced by 
Chorin [1957].) 
Implementation of the penalty method requires one computational 
trick. The penalty term integral in the Galerkin Equations must be 
under integrated (Zienkiewicz, 1977). That is, if one uses a bi-linear 
velocity element as Hughes et al. (1979) the penalty integral is evalu­
ated by a one point Gaussian integration rule while the quadratic 
velocity element used in this paper and by Bercovier and Engelman (1979) 
requires a 2 x 2 point Gaussian rule. This use of reduced quadrature 
on the penalty term is completely analogous (and equivalent) to using a 
lower degree approximation for the pressure in the complete Galerkin 
system. 
The remaining problem is the determination of A, the penalty 
parameter. According to Hughes et al. (1979), for Stokes flow X = cp 
where c is a large constant which depends only on computer word length. 
They generalize this to Navier-Stokes flow by setting X = c max{v, yRe}. 
However, they and others have found the computational results vary only 
insignificantly over changes in X of several orders of magnitude. If 
perfect arithmetic were available, the penalty results would converge 
to those using mixed interpolation as A -»• »; hence, in this hypothetical 
case, X should be very large. Using finite digit arithmetic modifies 
this result owing to the accumulation of roundoff error. As X becomes 
98 
"too large for the computer", the penalty results begin to diverge from 
those using mixed interpolation. For the CDC-7600 with 14 digits, the 
9 
penalty "error" decreases with increasing X up to about X = 10 , at 
which time it begins to increase. (For further comments on this see 
g 
Bar-Yoseph, 1980.) For the runs in this paper X was set equal to 10 . 
While the penalty formulation reduced the number of equations 
within the system, it did change the character of the Newton-Raphson 
convergence. Experience with the full mixed interpolation system on 
previous problems show that the Newton-Raphson technique would after 
two of three iterations begin to converge quadratically. On this 
problem with the penalty formulation this quadratic convergence was not 
observed. In fact, there seemed to be some convergence limit beyond 
which the penalty formulation could not go. Once the normalized RMS 
-5 
error reached ^5 x 10 , continued iteration did not reduce this error. 
The cause of this is not yet known exactly, but may well be related to 
the increased condition number of the matrix due to the penalty 
approximation (Bar-Yoseph, 1980), 
Due to the size of this problem, we were unable to run a mixed 
interpolation versus penalty formulation timing test. In fact, because 
of the Lawrence Livermore time sharing system, it was very hard to get 
accurate timing information. The best available timing is approximately 
26 sec per iteration (including I/O) with a run taking six to eight 
iterations. (Note: in nearly all cases the initial guess was a run 
with slightly less stratification.) 
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C. Numerical Results 
As discussed earlier in this paper, the full Galerkin finite element 
method produces spurious wiggles when the simulated Reynolds number is 
"too large" for the grid. For the grid illustrated in Figure 4-1, a 
Reynolds number of 10^ produced unacceptable wiggles. To prevent the 
wiggles, the mountain wave simulations, except for a few cases, were 
run at either Re = 250 or Re = 425. To examine the effect of this, a 
comparison was made between runs of varying Reynolds number with a con­
stant Froude number of 0.395. Figure 4-2a shows a comparison of the 
upper level streamlines for runs of Re = 125 and Re = 1000; while 
Figure 4-2b shows the same comparison for the flow in the valley region. 
(The vertical scale on all graphics in this section has been expanded 
7.5 times to show detail.) The upper level comparison shows that 
changing the Reynolds number by an order of magnitude changed the flow 
in only minor ways. The changes in the valley flow are somewhat more 
significant, however. Based on these data and the fact that the atmo-
3 
spheric Reynolds number is greater than 10 , we believe that the following 
simulations of mountain wave phenomena are at least qualitatively related 
to atmospheric flows, but that the relationship between the simulated 
flow and the actual flow in the valley region is at best indicative. 
1. Closed Top 
The first series of runs was made with a "closed top" boundary 
condition, i.e. u = 1 and v = 0 along the top. The inflow conditions 
were 0 = y/15, v = 0, and u changing linearly from 0 to 1 from bottom 
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Figure 4-2. 
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to top. As mentioned previously, the bottom boundary conditions were 
36 
u = V = 0 and 0 = y/15, while the outflow conditions were = 0, - 0, 
and = hydrostatic (based on 0 = y/15). The Froude number was varied 
by manipulating the coefficient of thermal expansion. These boundary 
conditions are not meant to simulate specific observed cases in the 
atmosphere, but are such that mountain wave phenomena should occur. At 
this time there are no data bases that contain sufficient information 
to determine the boundary conditions without massive interpolation. 
The first run was for adiabatic conditions, 0 = 0 on all boundaries. 
The streamlines for this run are seen in Figure 4.3. The main valley is 
filled with a recirculating eddy which tends to "flatten" the bottom 
and thus the upper level flow is disturbed only slightly by the terrain. 
Figure 4.4a shows the pressure field for this run. [Because the graphics 
code demands nodal values for plotting, the pressures calculated at 
2x2 Gauss points are "smoothed" to the nodes via scheme 4 of Lee, 
Gresho, and Sani (1979). The pressures at element comers are obtained 
by linear extrapolation from the Gauss points with the results then 
averaged over all contributing elements at each comer node.] Figure 
4.4b illustrates the pressure field for a slightly stratified run, 
Fr = 1.582, that produced a flow graphically identical to that in 
Figure 4.3 except for a slight decrease in the valley eddy size. A 
comparison of Figure 4.4a and 4.4b shows, once again, the importance of 
the hydrostatic pressure. 
Figures 4-5a, b, and c illustrate the changes in the flow field with 
Froude number. Figure 4.5a shows the streamlines for Fr = 0.559. A 
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Figure 4-3. Streamlines for the adiabatic atmosphere case with closed 
top. (Streamline values for all graphics in this section 
are -5. x 10 , 0.0 [the separation streamline], 0.1, 0.25, 
0.5, 1.0, 2.0, 3.0, 4.0, 5.0, and 6.0.) 
Figure 4-4. A comparison of pressure patterns showing the importance of 
the hydrostatic pressure, a. Fr = infinity, b. Fr = 1.582 
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Figure 4-5. Streamlines for various Froude numbers for closed top, 
a. Fr = 0.559, b. Fr = 0.395, c. Fr = 0.280 
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downslope wind is evident off the peak. In the case of Fr = 0.395 
(Figure 4-5b), a definite wave like behavior is evident above the valley 
with evidence of a possible rotor in the valley region. Figure 4-5c 
(Fr = 0.280) evinces another case of downslope flow with snail amplitude 
waves above. In all cases the flow, except in the valley, is very 
nearly adiabatic, i.e. the isotherms are parallel to the streamlines. 
Figure 4-6a shows the vector plot for Fr = 0.395 and Figure 4.6b shows 
the corresponding potential temperature field. (These are presented as 
typical representatives of such plots.) 
2. Open Top 
As mentioned earlier in this paper, the finite element formulation 
of the flow equations leads to a rather straightforward method of 
allowing flow through the top boundary where one specifies stresses 
rather than velocities. To simulate flow over mountains driven by a 
high level flow but with an "open" top,the boundary conditions along 
the top were changed to u = 1 and equal to the value of the outflow 
normal stress at the top comer. This, of course, assumes a negligible 
horizontal pressure gradient along the top. 
The first series of runs using the "open" top conditions had all 
other boundary conditions the same as the closed top runs; 0 = y/15, 
V = 0, and u going linearly from 0 to 1 at the inflow; u = v = 0 and 
0 = y/15 on the bottom; — = 0, t = 0 ,  a n d  t = hydrostatic (based on 
dn t n 
0 = y/15) at the outflow; and 0 = 1 on the top. Figure 4-7 shows the 
streamlines for. an adiabat-ic run. (Here all temperature boundary 
Figure 4-6. Sample velocity ac,d temperature plots, a. Velocity 
Fr = 0.395, b. Temperature Fr = 0.395 (equally spaced 
isotherms) 
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Figure 4-7. Streamlines for the adiabatic atmosphere case with an 
"open" top 
Ill 
conditions were 6 = 0.) The flow is markedly different from the closed 
top run (Figure 4-3). The valley is filled with a recirculation eddy as 
before, but now rather than acting to "flatten" the terrain this eddy 
smoothes the valley so that the two mountain ranges appear as one large 
obstacle to the upper level which then follows this new boundary at all 
levels. 
Figure 4-8a, b, and c illustrate the changing flow as stratification 
increases. For Fr = 1.582 Figure 4-8a shows that the first mountain 
range is now dominant, producing a long wave which is perturbed by the 
second range only in the lowest layers. Figures 4-8b (Fr = 1.118) and 
4-8c (Fr = 0.791) show a decrease in the length of the lee waves. For 
Fr = 1.118 there appears a near resonance between the wave length and 
the separation length of the two ranges which acts to enhance the wave 
amplitude and generates an apparent "rotor" circulation in the lee of 
the second mountain range. 
Figures 4-9a, b, and c illustrate the flow for further increases in 
stratification. Comparing Figure 4-9a with Figure 4-8c we see a decrease 
in both wavelength and amplitude of the lee waves. Comparing Figure 4.9a 
(Fr = 0.559) with Figure 4-5a (closed top run) we see a marked change in 
the flow field. In the open top case there are no downslope winds 
(separation occurs very near the top), and the disturbance amplitude is 
much smaller than that in the closed top case. Figure 4-9b (Fr = 0.395) 
shows further a decrease in the wavelength of the disturbance but this 
time an increase in amplitude is seen. Again comparing the "open" top 
and closed top (Figure 4-5b) results, we see that the open top lee wave 
Figure 4-8. Streamlines for "open" top cases with linear inflow velocity 
profile, a. Fr = 1.582, b. Fr = 1.118, c. Fr = 0.791 
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Figure 4-9. Streamlines for "open" top cases with linear inflow velocity 
profile, a. Fr = 0.559, b. Fr = 0.395, c. Fr = 0.280 
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amplitude is less and the disturbance is evident in some fashion at all 
levels rather than only in the lower portion of the domain. Finally 
for Fr = 0.28 the closed and "open" top results (Figures 4-5c and 4-9c 
respectively) are similar in amplitude at low levels, but again the 
disturbances are not damped out at the top in the open top case. 
For comparison purposes, a second set of runs was made using the 
"open" top conditions, but this time using a parabolic inflow velocity 
profile. All the boundary conditions for these runs were identical to 
those for the previous open top run except u varied from 0 to 1 para-
bolically rather than linearly. Because this increased the low level 
flow, specifically the flow at height L above the inflow terrain, it 
had the added effect of increasing the Reynolds number from 250 to 425 
since the viscosity was kept constant. 
Figures 4-lOa, b, and c show the streamlines for three different 
stratifications using the parabolic inflow. These illustrate the 
familiar pattern of decreasing wavelength with increasing stratification. 
Certain differences should be evident between the parabolic and linear 
inflow runs. First, since most of the vertical shear takes place in the 
lower layers with the parabolic inflow one should see less damping of 
the waves at upper level than in the linear case. Second, as seen in 
the flow over the vertical plate, linear theory predicts that the wave­
length of the lee waves should be proportional to uFr, and thus the lov? 
level waves should be longer for a given Froude number in the parabolic 
case. A comparison of Figures 4-9a, b, and c (the linear case) with 
Figures 4-lOa, b, and c (the parabolic case) shows that both of the 
SLxêcuûllnês for "open" top cases with parabolic inflow 
velocity profile, a. Fr = 0.672, b. Fr = 0.456, c. Fr = 
0.395 
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above predictions are observed. Further evidence of the relationship 
and Froude number can be seen in Figure 4-11. It can be seen that for 
the linear inflow velocity profile both the low level and high level 
waves have a wavelength that is nearly linearly dependent on Froude 
number. In neither of these cases, however is the intercept at zero, 
which may well indicate that non-linear effects are appreciable. The 
parabolic inflow case is not so well defined with only three observa­
tions. 
D. Discussion 
The test of any numerical simulation is, of course, how its results 
compare to the real phenomena. Holmboe and Klieforth (1957) examined 
mountain waves across the Owens Valley. On 30 January 1952 they observed 
a series of three waves across the valley with evidence of reversed 
flow (easterly) below the second crest. Upon examining Figure 4-5c 
(Fr = 0.280), one can see waves of the appropriate wavelength with 
reverse flow underneath. The "open" top run with the same Froude 
number (Figure 4-8c) shows better defined waves of the observed wave­
length as well as a recirculation region below. On 16 February 1952, 
Holmboe and Klieforth observed a single wave across the valley with a 
well-developed rotor under the crest. A similar phenomenon can be seen 
in Figure 4-5a (Fr = 0.559). Results from the "open" top simulation 
of the same stratification (Figure 4-8a) do not exhibit this pattern, 
however. They show rather a very weak wave with the maximum recircula­
tion under the wave trough. 
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Figure 4-11. Relation between wavelength and the Froude number for 
various waves. ( O - linear inflow, # = 0.1; x - parabolic 
inflow, tp = 0.1; 13 - linear inflow, ^  = 4) 
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Examination of the flows presented in this section shows that often 
there exist double recirculation eddies in the valley region, e.g. 
Figure 4-5b, Figure 4-9c, and Figure 4-lOc. What the relationship of 
these eddies have to atmospheric phenomena is very hard to say because 
the observation network of the mountain wave project was too sparse to 
observe such eddies if they existed and because the calculated velocities 
-3 
are small enough (^10 ) that they may be noise from the relatively 
coarse gridding in the valley. They are not, however, believed to be 
related to the penalty formulation as similar phenomena were observed 
on runs using the linear-constant element with mixed interpolation on 
a somewhat coarser grid. 
In his tow tank experiments. Long (1959) found that as the Froude 
number decreased the number of waves across the valley went from one to 
three. This is very much like the numerical results presented in this 
section. 
These results are very encouraging considering the number of simpli­
fications in the numerical simulations: the previously mentioned low 
Reynolds number, the simple inlet temperature and wind profiler, the 
lack of a tropopause, and the inability to model upstream blocking. 
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V. SUMMARY 
The results of simulations of flow across three different geome­
tries using the finite element method were presented in this paper. 
The first of these dealt with isothermal flow over an attached step. 
Within the context of this problem, a philosophy of numerical simulation 
was presented. While certainly not original or unique to the author, 
the philosophy is worth restating; there are too many unavoidable 
inaccuracies in any numerical work to justify the addition of avoidable 
approximations. This was presented in the context of upwind methods 
which remove spurious wiggles by imposing significant numerical diffu­
sion. Also discussed in this section were the causes of the wiggles 
present in a Galerkin finite element solution on a coarse grid. 
The second set of simulations dealt with stratified flow over a 
thin vertical plate. The difficulties encountered with the addition of 
stratification proved to be non-trivial. The first of these was the 
question of an appropriate outflow boundary condition. In isothermal 
flow through problems, specifying the normal and tangential stresses to 
be zero worked very well but proved inappropriate for stratified flows 
due to the vertical pressure gradient. This difficulty was overcome 
by assuming an outflow temperature profile (usually based on the inflow 
temperature), calculating the associated hydrostatic pressure, and 
setting the normal stresses equal to this pressure. Where the assumed 
pressure was "close to" the solution, pressure the above boundary con­
dition worked well, but where the solution pressure departed from the 
assumed pressure significant velocity errors were introduced. A method 
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of iterative calculation of the outflow boundary condition was suggested, 
but not tested. 
The addition of stratification also demanded a more powerful 
approximation of the pressure (continuity constraints) variable because 
of the non-trivial hydrostatic pressure. For the plate simulations, a 
new five node pressure approximation was used with the nine node 
velocity and temperature approximations. This pressure approximation 
proved insufficient for the more difficult flow over the Owens Valley. 
The 2x2 Gauss point bi-linear pressure approximation was used for 
these simulations. 
The use of the Gauss point pressure approximation has a secondary 
advantage of allowing the use of the "penalty" method. This method was 
put into the ccdc with the new pressure approximation and enabled us 
to use a large grid on the Owens Valley runs. This simulation also 
tested an "open" top boundary condition. This condition was achieved 
by specifying normal stress across the top equal to the estimated 
hydrostatic pressure at the top. This allowed flow both in and out of 
the upper boundary and reduced boundary effects on the interior flow. 
In the simulations of flow over a step, the results presented are 
felt to be the best available for Re = 200. For the flow over a 
vertical plate the results are felt to be good although, since there was 
less grid refinement done, the exact values of parameters regarding 
eddy size may be subject to small errors. The results from the Owens 
Valley flow yielded phenomena that are very similar to the results 
obtained from the observations of the Mountain Wave Project and the 
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tow tank experiments of Long, as well as phenomena common to many lee 
wave situations such as rotor development and downslope winds. 
As with nearly all research projects, this one not only produced 
results, but also presented new questions to be dealt with in future 
research. Perhaps one of the most critical is how to deal with the 
outflow boundary condition for stratified flow. Also left unanswered 
is how to incorporate turbulence into the model. There is much work to 
be done to go from a two-dimensional model to a three-dimensional model. 
And for better simulations of mountain wave phenomena there is a need 
to incorporate more realistic boundary conditions. 
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VII. APPENDIX: A COMPARISON OF VARIOUS QUADRILATERAL ELEMENTS 
In this paper; each of the three problems examined was solved with 
a different element. The Lagrange 9-4 node element was used success­
fully in the isothermal flow over the step problem yet "failed" on the 
stratified vertical plate problem. Similarly, the 9-5 node element 
performed well on the vertical plate problem, but the 9-4GP node element 
was needed for the mountain wave simulations. Each element change 
improved the pressure approximation by increasing the number of pressure 
basis functions used (increasing to size of the approximation function 
space) while leaving the velocity (and temperature where appropriate) 
approximation the same. In addition to improving the pressure approxi­
mation, these changes increased the number of continuity constraints in 
the discrete system. This can be seen by examining equation 2-3b which 
shows that the continuity equation is weighted by each of pressure 
basis functions in the mixed interpolation Galerkin finite element 
method (see also Equation 2-8b). 
In the continum there exists at each point in the fluid one vector 
momentum equation and one continuity (constraint) equation. The 
results of this paper suggest that, as suggested by Argyris et al. 
(1974) and Nagtegual et al. (1974), this feature is an appropriate goal 
for discrete approximations to achieve, at least on the average. Table 
A-1 illustrates this ratio for the elements discussed in this paper and 
for their three dimensional extensions. 
Table A-1. Constraint equation ratios for certain quadrilateral elements 
»::=.« S" =;:r- % % 
3 
4 
4-node 
bilinear 
9-node 
biquadratic 
9-node 
biquadratic 
9-node 
biquadratic 
(C ^)! 1x1 Gauss point; 
I.e., plecewlse constant 
(C°); 4-node bilinear 
(C : 4-node bilinear + 
plecewlse constant 
(C ^)! 2x2 Gauss points, 
bilinear 
1/4 1/8 
1/2 1/4 
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Observations related to the constraint ratio principle are: 
1) The elements employing discontinuous element based pressures 
defined at the Gauss points display the desired ratio. 
2) The addition of the piecewise constant pressure to the 9-4 node 
element improves its ratio by a factor of two. 
3) The three dimensional versions of elements 2 and 3 look worse 
yet, while elements 1 and 4 remain the same. 
A byproduct of this reasoning is a possible deficiency of approxi­
mations employing continuous (C®) pressure approximations since such 
approximations cannot simultaneously satisfy both the mixed interpola­
tion requirement and the optimum constraint ratio (nor can they generate 
element-wise mass balances). If this deficiency is accepted it has 
implications for the solution of the outflow boundary condition 
difficulty discussed in Section III-C. Button and Smith (1979) suggest 
the possibility of not integrating the entire stress term in the equa­
tions of motion by parts but rather integrating only the viscous terms. 
The boundary integral then involves only velocity gradient terms and thus 
avoids the problem of specifying a pressure. This simplification, how­
ever, changes the pressure term in the global integrals from 
A 
which eliminates the use of C ^ expansions for the pressure terms. 
Another way of looking at the difficulty of modeling Boussinesq 
fluids is to examine the vertical equation of motion: 
- dA to 
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3P 2 
- — + yV V + pvgT 
for g downward and the positive y direction upward- In a motionless 
field, the pressure is entirely hydrostatic and is given by 
Such a hydrostatic pressure, in fact, exists in all stratified flow 
fields with the remainder of the pressure field satisfying the kinematic 
constraint, V«u = 0. The difficulty in the finite approximation to 
Boussinesq equations, is apparently related to this dual role played by 
the pressure field and is proportional, in some sense, to the degree of 
vertical structure in the temperature field. The failure of the old 
element appears to be caused by this effect—too much of the approxima­
tion capability of the pressure basis functions is "used up" in obtain­
ing the dominant hydrostatic portion of the pressure field with the 
result that the satisfaction of the continuity equation is quite poor. 
This does not mean that the discrete form of the continuity equation 
3y PYgT 
0 
where C and u 
"i 
A 
^i 
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is not satisfied, but rather that there are "too many ways" to satisfy 
T 
^ 11 = 0 when the number of velocity degrees of freedom is large relative 
to the number of constraints. It is precisely this relationship, 
velocity degrees of freedom to constraints, that each change in element, 
from 9-4 to 9-5 and 9-5 to 9-4GP brought closer to the continuum 
relationstiip. 
While the "problem" of the pressure approximation evidenced itself 
in stratified flow because of the significant hydrostatic pressure, it 
should be evident on coarse grids for isothermal flows. To test this 
hypothesis,each of the four elements was used to solve the flow over 
the step problem on the coarse 48 element (192 linear elements) grid. 
Figure A-1 illustrates the lee eddy parameters, mini mm streamfunction 
and length, dependence on element type and compares them with the fine 
grid results (all elements yielded the same answer on the fine grid). 
Element 2, the 9-4 node element, gave the worst results with an eddy 
much too short and much to strong. Element 1, the linear-constant 
element, produced much improved results with an eddy somewhat too weak 
and too short. Element 3, the 9-5 node element, produced results that 
were better than those of the 9-4 element, but inferior to those of the 
linear-constant element. This lee eddy was too long and too strong. 
The "optimum" 9-4GP element reproduced the lee eddy surprisingly well 
even on the coarse grid. (Eddy lengths for elements 3 and 4 were deter­
mined by extrapolation since the eddy left the grid.) These results 
lend further credence to the belief presented in Table A-1 that the 
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Figure A-1. Comparison of coarse grid results, lee eddy length and 
minimum nodal streamfunction, for four elements and the 
fine grid results. (x - minimum streamfunction, O- eddy 
length, and element 5 represents the fine grid results.) 
ratio of continuity constraints to momentum equations is an important 
factor in an elements performance. (Further examples of element com­
parisons may be found in Gresho et al., 1980.) 
