Modified planar functions and their components by Anbar, Nurdagül & Meidl, Wilfried
ar
X
iv
:1
61
1.
04
03
1v
1 
 [m
ath
.N
T]
  1
2 N
ov
 20
16 Modified planar functions and
their components
Nurdagu¨l Anbar1, Wilfried Meidl2,
1Technical University of Denmark,
Matematiktorvet, Building 303B, DK-2800, Lyngby, Denmark
Email: nurdagulanbar2@gmail.com
2Johann Radon Institute for Computational and Applied Mathematics,
Austrian Academy of Sciences, Altenbergerstrasse 69, 4040-Linz, Austria
Email: meidlwilfried@gmail.com
Abstract
Zhou 2013 introduced modified planar functions to describe (2n, 2n, 2n, 1)
relative difference sets R as a graph of a function on the finite field F2n ,
and pointed out that projections of R are difference sets that can be
described by negabent or bent4 functions, which are Boolean functions
given in multivariate form. Objective of this paper is to contribute
to the understanding of these component functions of modified planar
functions. We first completely describe a multivariate version of modi-
fied planar functions in terms of their bent4 components. In the second
part we characterize the component functions of (univariate) modified
planar functions in terms of appropriate generalizations of the Walsh-
Hadamard transform, with respect to which they have a flat spectrum.
We hereby obtain a description of modified planar functions by their
components which is similar to that of the classical planar functions in
odd characteristic as a vectorial bent function.
1 Introduction
Let G be a group of order µν and let N be a subgroup of G of order ν.
A subset R of G of cardinality k is called a (µ, ν, k, λ)-relative difference
set (RDS) of G relative to N , if every element of G \ N can be written as
a difference of two elements of R in exactly λ ways, and there is no such
representation for any nonzero element in N . The subgroup N is hence
also called the forbidden subgroup. A powerful description of RDSs is their
description via characters (see for instance Section 2.4. in [18]): A subset R
of cardinality k of a group G of order µν with a subgroup N of order ν is a
(µ, ν, k, λ)-RDS of G relative to N if and only if for every character χ of G
|χ(R)|2 =


k2 if χ = χ0,
k − λν if χ 6= χ0, and χ(g) = 1 for all g ∈ N,
k otherwise.
(1)
As shown in [5, Theorem 3.1], an RDS relative to a normal subgroup N of
G with parameters (µ, ν, k, λ) = (q, q, q, 1) uniquely describes a projective
plane, hence is of particular interest. For abelian groups G we have the
following fundamental results on the existence of (q, q, q, 1)-RDSs:
I : [1] If an abelian group G of odd order contains a (q, q, q, 1)-RDS,
then q = pn for some prime p and G contains an elementary abelian
subgroup of order pn+1.
II : [6] If an abelian group G of even order contains a (q, q, q, 1)-RDS,
then q = 2n, G ∼= Zn4 , and the forbidden subgroup is 2Z
n
4 .
I: |G| = q2 and q is odd.
All known (q, q, q, 1)-RDSs are subsets of the 2n-dimensional vector space
G over the finite field Fp. As a result we can represent the group G as
G = (Fnp × F
n
p ,+). In this case, (q, q, q, 1)-RDSs can be expressed as the
graph of a so-called planar function f : Fnp → F
n
p ,
R = {(x, f(x)) : x ∈ Fnp} .
Planar functions f are commonly defined by the property that the derivative
in direction a
Daf(x) = f(x+ a)− f(x)
is a permutation for all a 6= 0. Planar functions have been widely studied
since their introduction in [2].
Observe that the group of characters of (Fnp × F
n
p ,+) is
{χu,c : c,u ∈ F
n
p } with χu,c(x,y) := ǫ
c·y−u·x
p ,
where ǫp = e
2pii
p and x · y is the standard dot product of x and y. By the
characterization of RDSs via characters, the set R = {(x, f(x)) : x ∈ Fnp}
2
for f : Fnp → F
n
p is an RDS of (F
n
p×F
n
p ,+) (relative to the subgroup {0}×F
n
p )
if and only if
|χu,c(R)|
2 =
∣∣∣∣∣∣
∑
x∈Fnp
ǫc·f(x)−u·xp
∣∣∣∣∣∣
2
=: |Wc·f (u)|
2 = pn (2)
for all u ∈ Fnp and nonzero c ∈ F
n
p . As is well known, the character sum
in Equation (2) is called the Walsh-Hadamard transform of the function
c · f(x) =: fc(x) from F
n
p to Fp, which (for nonzero c) is called a component
function of f . Moreover g : Fnp → Fp is called a (p-ary) bent function if
|Wg(u)|
2 = pn for every u ∈ Fnp , see [7]. We see that for all nonzero c, the
component function fc of a planar function f is bent. In fact we have the
following theorem, see e.g. [11, Theorem 3.19].
Theorem 1. The function f : Fnp → F
n
p is planar if and only if all its
component functions fc are bent.
For the equivalent representation of G as G = (Fpn × Fpn ,+), the RDS
can be represented as a graph of a univariate function f : Fpn → Fpn . The
Walsh transform of the component function fc(x) = Trn(cf(x)) is then given
by
Wfc(u) =
∑
x∈Fpn
ǫTrn(cf(x))−Trn(ux)p ,
where Trn(z) denotes the absolute trace of z ∈ Fpn. All known planar
functions are represented in univariate form and except from one example,
they are all quadratic functions (Dembowski-Ostrom polynomials), see [11,
Section 8].
II: |G| = q2 and q is even.
Recently, in the significant contribution [20], Zhou presented a solution how
to describe a (2n, 2n, 2n, 1)-RDS in Zn4 as a graph of a multivariate function
f from Fn2 to F
n
2 , respectively of a univariate function f on F2n .
In the multivariate case, the group G ∼= Zn4 is represented as G =
(Fn2 × F
n
2 , ∗) where (x1,y1) ∗ (x2,y2) = (x1 + x2,y1 + y2 + x1 ⊙ x2) with
(x1, x2, . . . , xn) ⊙ (y1, y2, . . . , yn) = (x1y1, x2y2, . . . , xnyn). The graph of a
function f : Fn2 → F
n
2 is then an RDS in G relative to {0}×F
n
2
∼= 2Zn4 if and
only if
f(x+ a) + f(x) + a⊙ x (3)
is a permutation for every nonzero a ∈ Fn2 .
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Alternatively we can represent Zn4 as G = (F2n×F2n , ⋆) where the group
operation is given by (x1, y1) ⋆ (x2, y2) = (x1 + x2, y1 + y2 + x1x2). In this
case the graph of the univariate function f : F2n → F2n is an RDS in G
(relative to {0} × F2n) if and only if
f(x+ a) + f(x) + ax (4)
is a permutation for every nonzero a ∈ F2n .
In accordance with [11], we call multivariate functions on Fn2 for which
(3) is always a permutation, respectively univariate functions on F2n for
which (4) is always a permutation, modified planar functions.
We emphasize that the multivariate modified planar functions for the
group (Fn2 ×F
n
2 , ∗) are not the one-to-one translation of the univariate modi-
fied planar functions for the group (F2n×F2n , ⋆) by choosing an appropriate
basis for F2n . For details we refer to [20], where both versions were intro-
duced. One can see that in detail they can behave quite differently, observing
that every affine function from F2n to F2n is a trivial example of a univariate
modified planar function. In particular, the zero-function on F2n is modified
planar. This obviously is not the case for the zero function on Fn2 .
The component functions of modified planar functions correspond to
(2n, 2, 2n, 2n−1)-RDSs in Z4×Z
n−1
2 , which essentially can be represented by
the graph of a negabent function (or more general a bent4 function, which is
also called a shifted bent function), see the discussions in [20, Section 5] and
[10, Section 7]. One of the objectives of this paper is to contribute to the
understanding of the component functions of modified planar functions.
Many interesting results on modified planar functions such as relations
to semifields, which are analogues of the results on planar functions in odd
characteristic, have been discovered. For more detailed information we refer
to [10, 15, 20], and the excellent recent overview paper [11].
Objective of this paper is to contribute to the understanding of the
component functions of modified planar functions. In Section 2, we first
recall bent4 functions, which have been defined and analysed as multivari-
ate Boolean functions with a flat spectrum with respect to certain unitary
transforms. Then we elaborate connections between (multivariate) modified
planar functions and bent4 functions, which were already pointed at in [20],
in more detail. In Section 3 we characterize the component functions of
univariate modified planar functions in terms of character sums, again uni-
tary transforms, with respect to which they have a flat spectrum. Though
they behave somewhat different than the multivariate bent4 functions, we
suggest to call them (univariate) bent4 functions as well.
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2 Components of multivariate modified planar func-
tions
For the convenience of the reader we first set up some notation. We denote
by C the set of complex numbers, by F2n the finite field of order 2
n and by
F
n
2 the space of all n-tuples (x1, . . . , xn) of elements from F2. In particular,
we denote by 0 and 1 the n-tuples in Fn2 whose entries are all 0 and 1,
respectively.
For c = (c1, . . . , cn), x = (x1, . . . , xn) in F
n
2 , in accordance with the
notation in [4] we set
sc2(x) :=
⊕
1≤i<j≤n
(cixi)(cjxj) .
Note that sc2(x) = s2(c ⊙ x), where s2(x) is the homogeneous symmetric
Boolean function with algebraic degree 2. For an element c ∈ Fn2 and a
Boolean function g : Fn2 → F2, a unitary transform U
c
g : F
n
2 → C is defined
by (cf.[4])
Ucg (u) =
∑
x∈Fn
2
(−1)g(x)+s
c
2
(x)ic·x(−1)u·x. (5)
By [4, Proposition 3], for c,x ∈ Fn2 we have
c · x+ 2sc2(x) ≡ wt(c⊙ x) mod 4
where wt(z) denotes the Hamming weight of z ∈ Fn2 . As a result we can
write Equation (5) also as
Ucg (u) =
∑
x∈Fn
2
(−1)g(x)+u·xiwt(c⊙x) . (6)
Obviously, for c = 0 the transform U0g in Equation (6) is the conventional
Walsh-Hadamard transform of g, and for c = 1 it is known as the nega-
Hadamard transform of g, see [9].
Definition 2. A Boolean function g : Fn2 → F2 is called bent4 if it has a flat
spectrum with respect to at least one of the transforms Ucg . In other words,
g is bent4 if there exists an element c ∈ F
n
2 such that |U
c
g (u)| = 2
n/2 for all
u ∈ Fn2 .
The Boolean functions with flat spectrum with respect to U0g are the
celebrated bent functions. If g is flat with respect to U1g , then g is called
5
negabent. We will call g a c-bent4 function if g has a flat spectrum with
respect to Ucg . Negabent functions have been investigated in [9, 14, 16, 17,
19], for more background on bent4 functions we refer to [12], where they
have been introduced, and to [4].
In this section we look at the relation between modified planar functions
in multivariate form defined as in (3) and bent4 functions in more detail.
Proposition 3. Let G = (Fn2 × F
n
2 , ∗) with
(x1,y1) ∗ (x2,y2) = (x1 + x2,y1 + y2 + x1 ⊙ x2) .
The group of characters of G is then χG = {χu,c : u, c ∈ F
n
2} where
χu,c(x,y) = (−1)
u·x+c·yiwt(c⊙x) .
Proof. We first show that χu,c : G→ C is a group homomorphism. For
u, c ∈ Fn2 we have
χu,c((x1,y1) ∗ (x2,y2)) = χu,c(x1 + x2,y1 + y2 + x1 ⊙ x2)
= (−1)u·(x1+x2)+c·(y1+y2+x1⊙x2)iwt(c⊙(x1+x2)) .
On the other hand,
χu,c(x1,y1)χu,c(x2,y2) = (−1)
u·(x1+x2)+c·(y1+y2)iwt(c⊙x1)+wt(c⊙x2).
Hence we conclude that χu,c((x1,y1)∗ (x2,y2)) = χu,c(x1,y1)χu,c(x2,y2) if
and only if
i2c·(x1⊙x2)+wt(c⊙(x1+x2)) = iwt(c⊙x1)+wt(c⊙x2) ,
or equivalently
2c · (x1 ⊙ x2) + wt(c⊙ (x1 + x2)) ≡ wt(c ⊙ x1) + wt(c⊙ x2) mod 4. (7)
With
wt(c⊙ (x1 + x2)) = wt(c⊙ x1 + c⊙ x2)
= wt(c⊙ x1) + wt(c ⊙ x2)− 2wt(c⊙ x1 ⊙ x2) ,
we see that Equation (7) holds if and only if
2c · (x1 ⊙ x2) ≡ 2wt(c⊙ x1 ⊙ x2) mod 4 ;
that is c · (x1 ⊙ x2) ≡ wt(c⊙ x1 ⊙ x2) mod 2, which trivially holds.
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It remains to show that χ(u1, c1) 6= χ(u2, c2) if (u1, c1) 6= (u2, c2).
Suppose that χ(u1, c1) = χ(u2, c2), which yields
(−1)(u1+u2)·x+(c1+c2)·yiwt(c1⊙x)−wt(c2⊙x) = 1 (8)
for all x,y ∈ Fn2 . If (8) holds, then wt(c1 ⊙ x) − wt(c2 ⊙ x) ≡ 0 mod 2.
Let c1 = (c1,1, . . . , c1,n), c2 = (c2,1, . . . , c2,n), suppose that w.l.o.g., c1,1 6=
c2,1, and let x = (1, 0, . . . , 0). Then wt(c1 ⊙ x) − wt(c2 ⊙ x) = ±1. We
conclude that Equation (8) implies c1 = c2. Equation (8) then implies
(−1)(u1+u2)·x = 1 for all x ∈ Fn2 , thus u1 = u2. ✷
Let f be a function on Fn2 . By the characterization of RDSs via characters
in Equation (1), the set {(x, f(x)) : x ∈ Fn2} is a (2
n, 2n, 2n, 1)-RDS in G if
and only if for every c,u ∈ Fn2 , c 6= 0,∣∣∣∣∣∣
∑
x∈Fn
2
χu,c(x, f(x))
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
x∈Fn
2
(−1)c·f(x)+u·xiwt(c⊙x)
∣∣∣∣∣∣ = |Ucfc(u)| = 2n/2,
where fc denotes the component function fc(x) = c · f(x) of f . Note that
|
∑
x∈Fn
2
χ0,0(x, f(x))| = 2
n and |
∑
x∈Fn
2
χu,0(x, f(x))| = 0 if u 6= 0, trivially
hold. We obtain the following theorem.
Theorem 4. The function f : Fn2 → F
n
2 is a modified planar function if
and only if for every nonzero c ∈ Fn2 the component function fc is a c-bent4
function.
Proof. By the above discussion, both conditions are equivalent to {(x, f(x)) :
x ∈ Fn2} being a (2
n, 2n, 2n, 1)-RDS in G. ✷
The equivalence of the conditions
(i) f(x) + f(x+ a) + a⊙ x is a permutation for every nonzero a, and
(ii) for every nonzero c the component function fc is c-bent4,
can of course also be deduced directly. As for the analog conditions for
planar functions in odd characteristic, by squaring the respective transform
one first shows that a function g : Fn2 → F2 is c-bent4 if and only if
g(x) + g(x+ z) + c · (z⊙ x) (9)
is balanced for all nonzero z ∈ Fn2 . We omit this argument at this posi-
tion and include it in the next section, where we deal with modified planar
functions in univariate form.
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3 Components of univariate modified planar func-
tions
So far, all known examples of modified planar functions are in univariate
representation; i.e. they are univariate functions f satisfying Equation (4),
hence induce RDSs in the group G = (F2n × F2n , ⋆) with the operation
(x1, y1) ⋆ (x2, y2) = (x1 + x2, y1 + y2 + x1x2). Trivial examples are all affine
functions. Besides from affine functions, all known examples of modified
planar functions are quadratic functions (represented by Dembowski-Ostrom
polynomials). The existence of a nonquadratic modified planar function is
an open problem.
To analyse component functions of modified planar functions on F2n , we
first determine the group of characters of G. For c, x ∈ F2n we define
σ(c, x) :=
∑
0≤i<j≤n−1
(cx)2
i
(cx)2
j
.
Note that σ(c, x)2 = σ(c, x), and hence σ(c, x) is a Boolean function.
Lemma 5. For c, x1, x2 ∈ F2n we have
σ(c, x1 + x2) = σ(c, x1) + σ(c, x2) + Trn(cx1)Trn(cx2) + Trn(c
2x1x2).
Proof. Expanding σ(c, x1+x2), we get the desired conclusion as follows.
σ(c, x1 + x2)
=
∑
i<j
(c(x1 + x2))
2i(c(x1 + x2))
2j
=
∑
i<j
(cx1)
2i(cx1)
2j +
∑
i<j
(cx2)
2i(cx2)
2j +
∑
i<j
((cx1)
2i(cx2)
2j + (cx1)
2j (cx2)
2i)
= σ(c, x1) + σ(c, x2) +
∑
i,j
(cx1)
2i(cx2)
2j +
∑
i
(cx1)
2i(cx2)
2i
= σ(c, x1) + σ(c, x2) +
(∑
i
(cx1)
2i
)∑
j
(cx2)
2j

+∑
i
(c2x1x2)
2i
= σ(c, x1) + σ(c, x2) + Trn(cx1)Trn(cx2) + Trn(c
2x1x2).
✷
Proposition 6. Let G = (F2n × F2n , ⋆) be the group with the operation
(x1, y1) ⋆ (x2, y2) = (x1 + x2, y1 + y2 + x1x2). Then the group of characters
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of G is χG = {χu,c : u, c ∈ F2n}, where
χu,c(x, y) = (−1)
Trn(ux)+Trn(c2y)+σ(c,x)iTrn(cx) .
Proof. With the definition of χu,c, we see that the equality
χu,c((x1, y1) ⋆ (x2, y2)) = χu,c(x1, y1)χu,c(x2, y2)
holds if and only if
(−1)σ(c,x1)+σ(c,x2)iTrn(cx1)+Trn(cx2) = (−1)Trn(c
2x1x2)+σ(c,x1+x2)iTrn(c(x1+x2)) ,
or equivalently
2σ(c, x1) + 2σ(c, x2) + Trn(cx1) + Trn(cx2) ≡ 2Trn(c
2x1x2) + 2σ(c, x1 + x2)
+ Trn(c(x1 + x2)) mod 4. (10)
With the identity
Trn(x) + Trn(y) ≡ Trn(x+ y) + 2Trn(x)Trn(y) mod 4, (11)
Condition (10) is equivalent to
2σ(c, x1)+2σ(c, x2)+2Trn(cx1)Trn(cx2) ≡ 2Trn(c
2x1x2)+2σ(c, x1+x2) mod 4 ;
i.e. σ(c, x1)+σ(c, x2)+Trn(cx1)Trn(cx2)+Trn(c
2x1x2) ≡ σ(c, x1+x2) mod 2,
which is true by Lemma 5.
It remains to show that χu1,c1 6= χu2,c2 if (u1, c1) 6= (u2, c2). Suppose
that χu1,c1 = χu2,c2 ; i.e.
(−1)Trn((u1−u2)x)+Trn((c
2
1
−c2
2
)y)+σ(c1x)+σ(c2x)iTrn(c1x)−Trn(c2x) = 1 (12)
for all x ∈ F2n . Observe that (modulo 4), Trn(c1x)− Trn(c2x) ∈ {−1, 0, 1}.
As a result, Equation (12) implies that Trn(c1x) − Trn(c2x) = 0 for all
x ∈ F2n , which implies c1 = c2. Immediately one sees that then u1 = u2.
✷
Knowing the group of characters, we can employ the character sum char-
acterization of RDSs in Equation (1) to obtain conditions for functions
f : F2n → F2n for which the graph of f is an RDS in G. Observing that
|
∑
x∈F2n
χ0,0(x, f(x))| = 2
n and |
∑
x∈F2n
χu,0(x, f(x))| = 0 if u 6= 0, are
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again trivially satisfied, the set {(x, f(x)) : x ∈ F2n} is an RDS in G if and
only if for every u, c ∈ F2n , c 6= 0, we have∣∣∣∣∣∣
∑
x∈F2n
χu,c(x, f(x))
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
x∈F2n
(−1)Trn(c
2f(x))+σ(c,x)iTrn(cx)(−1)Trn(ux)
∣∣∣∣∣∣ = 2n/2.
This motivates the definition of a unitary transform Vcg , c ∈ F2n , for a
function g : F2n → F2 as
Vcg(u) :=
∑
x∈F2n
(−1)g(x)+σ(c,x)iTrn(cx)(−1)Trn(ux) .
Note that for c = 0, we again obtain the conventional Walsh-Hadamard
transform for univariate Boolean functions. We define the nega-Hadamard
transform for univariate functions as Vcg for c = 1.
As the graph of f is a (2n, 2n, 2n, 1)-RDS in G if and only if for all
nonzero c ∈ F2n the component function fc2(x) = Trn(c
2f(x)) of f has a
flat spectrum with respect to Vcg , we find it natural to define bent4 functions
in univariate form by using these transforms.
Definition 7. A function g : F2n → F2 is called bent4 if it has a flat
spectrum with respect to at least one of the transforms Vcg . In other words,
g is bent4 if there exists an element c ∈ F2n such that |V
c
g(u)| = 2
n/2 for all
u ∈ F2n .
The functions from F2n to F2 with a flat spectrum with respect to V
0
g are
the bent functions. In accordance with the case of multivariate functions we
call a function with a flat spectrum with respect to V1g a negabent function.
With this notations we obtain a univariate analog of Theorem 4.
Theorem 8. A function f : F2n → F2n is a modified planar function if
and only if for every nonzero c ∈ F2n the component function fc2(x) =
Trn(c
2f(x)) is a c-bent4 function.
Note that c → c2 is a permutation of the multiplicative group of F2n ,
and hence Theorem 8 gives a condition on all component functions of f .
We finally show the equivalence of the condition in Theorem 8 and Con-
dition (4) directly, which may also provide us a further understanding of
component functions of modified planar functions. As for the case of con-
ventional bent functions we follow the approach via Hadamard matrices, see
e.g. [3].
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Lemma 9. Let h be a complex valued function on F2n. Then
Ψ(u) =
∑
z∈F2n
h(z)(−1)Trn(uz)+σ(c,z)iTrn(cz) = h(0)
for all u ∈ F2n, if and only if h(z) = 0 for z 6= 0.
Theorem 10. A function g : F2n → F2 is a c-bent4 function if and only if
g(x) + g(x+ z) + Trn(c
2xz)
is balanced for all z 6= 0.
Proof. For every u ∈ F2n we have
Vcg(u)V
c
g(u) =
∑
z∈F2n
(−1)Trn(uz)+σ(c,z)iTrn(cz)
∑
x∈F2n
(−1)g(x)+g(x+z)+Trn(c
2xz) ,
(13)
where Vcg(u) is the complex conjugate of V
c
g(u). Hence we conclude that if
g(x) + g(x + z) + Trn(c
2xz) is balanced, then Vcg(u)V
c
g(u) = 2
n; i.e. g is
c-bent4.
Conversely suppose that g is c-bent4, thus V
c
g(u)V
c
g(u) = 2
n. Setting
h(z) :=
∑
x∈F2n
(−1)g(x)+g(x+z)+Trn(c
2xz) ,
with Equation (13) this yields∑
z∈F2n
h(z)(−1)Trn(uz)+σ(c,z)iTrn(cz) = h(0) = 2n .
By Lemma 9, this implies that h(z) = 0 for every nonzero z, which holds if
and only if g(x) + g(x+ z) + Trn(c
2xz) is balanced for every z 6= 0. ✷
The function h : F2n → F2n is a permutation if and only if for every nonzero
c ∈ Fn2 , Trn(ch) is balanced (see [8, Theorem 7.7]). This yields the desired
result given in the following corollary.
Corollary 11. Let f be a function on F2n. Then Trn(c
2f) is c-bent4 for all
nonzero c ∈ F2n if and only if f(x) + f(x+ z) + xz is a permutation for all
nonzero z ∈ F2n
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Remark 12. Univariate bent4 functions defined as in Definition 7 behave
somewhat different than the multivariate bent4 functions in Definition 2.
Observe that every affine function f(x) = Trn(ax) + b, a ∈ F2n, b ∈ F2,
is c-bent4 for every nonzero c. Affine functions in multivariate form are
trivial examples for negabent functions (see also [9, Proposition 1]). But
a multivariate affine function is never c-bent4 for any c 6= 1: As easily
seen, Equation (9) is constant for an affine function g if one chooses z =
(z1, . . . , zn) such that zi = 0 if ci = 1.
Remark 13. In [13, 21] a negabent function g : F2n → F2 is defined to be
a function for which g(x) + g(x+ z)+Trn(xz) is balanced for all nonzero z.
This is equivalent with our definition of a negabent function as a function
with a flat spectrum with respect to V1g .
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