Gene regulatory networks, i.e. DNA segments in a cell which interact with each other indirectly through their RNA and protein products, lie at the heart of many important intracellular signal transduction processes. In this paper we analyse a mathematical model of a canonical gene regulatory network consisting of a single negative feedback loop between a protein and its mRNA (e.g. the Hes1 transcription factor system). The model consists of two partial differential equations describing the spatio-temporal interactions between the protein and its mRNA in a 1-dimensional domain. Such intracellular negative feedback systems are known to exhibit oscillatory behaviour and this is the case for our model, shown initially via computational simulations. In order to investigate this behaviour more deeply, we next solve our system using Green's functions and then undertake a linearized stability analysis of the steady states of the model. Our results show that the diffusion coefficient of the protein/mRNA acts as a bifurcation parameter and gives rise to a Hopf bifurcation. This shows that the spatial movement of the mRNA and protein molecules alone is sufficient to cause the oscillations. This has implications for transcription factors such as p53, NF-κB and heat shock proteins which are involved in regulating important cellular processes such as inflammation, meiosis, apoptosis and the heat shock response, and are linked to diseases such as arthritis and cancer.
Introduction
A gene regulatory network (GRN) can be defined as a collection of DNA segments in a cell which interact with each other indirectly through their RNA and protein products. GRNs lie at the heart of intracellular signal transduction and indirectly control many important cellular functions. A key component of GRNs is a class of proteins called transcription factors. In response to various biological signals, transcription factors change the transcription rate of genes, allowing cells to produce the proteins they need at the appropriate times and in the appropriate quantities. It is now well stablished that GRNs contain a small set of recurring regulation patterns, commonly referred to as network motifs [48] , which can be thought of as recurring circuits of interactions from which complex GRNs are built. A GRN is said to contain a negative feedback loop if a gene product inhibits its own production either directly or indirectly. Negative feedback loops are commonly found in diverse biological processes including inflammation, meiosis, apoptosis and the heat shock response [1, 11, 39] , and are known to exhibit oscillations in mRNA and protein levels [14, 36, 52] .
Mathematical modelling of GRNs goes back to the work of Goodwin [18] , where an initial system of two ordinary differential equations (ODEs) was used to model a self-repressing gene. In the final part of the paper a system of 3 ODEs was shown to produce limit cycle behaviour. This work was continued by Griffith [20] who demonstrated that the introduction of the third species was necessary for the oscillatory dynamics. An analysis of theoretical chemical systems whereby two chemicals produced at distinct spatial locations (heterogeneous catalysis) diffused and reacted together was carried out by Glass and co-workers [16, 58] . Their results showed that the number and stability of the steady states of the system changed depending on the distance between the two catalytic sites. The authors concluded that "These examples indicate that geometrical considerations must be explicitly considered when analyzing the dynamics of highly structured (e.g., biological) systems." [58] . Mahaffy and coworkers [5, 42, 43] developed this work further by considering an explicitly spatial model and also time delays accounting for the processes of transcription (production of mRNA) and translation (production of proteins). Tiana et al. [63] proposed that introducing delays to ODE models of negative feedback loops could produce sustained oscillatory dynamics and Jensen et al. [30] found that the invocation of an unknown third species (as Griffith had done [20] ) could be avoided by the introduction of delay terms to a model of the Hes1 GRN (the justification being to account for the processes of transcription and translation). The Hes1 system is a simple example of a GRN which possesses a single negative feedback loop and benefits from having been the subject of numerous biological experiments [26, 31, 35, 36, 37] . A delay differential equation (DDE) model of the Hes1 GRN has also been studied by Monk and coworkers [49, 50] . More recently a 2-dimensional spatio-temporal model of the Hes1 GRN considering diffusion of the protein and mRNA was developed by Sturrock et al. [61] and then later extended to account for directed transport via microtublues [62] .
A key feature of all mathematical models of the Hes1 GRN (and other negative feedback systems) is the existence of oscillatory solutions characterised by a Hopf bifurcation. In the Hopf, or Poincaré-Andronov-Hopf bifurcation (first described by Hopf [27] ), a steady state changes stability as two complex conjugate eigenvalues of the linearization cross the imaginary axis and a family of periodic orbits bifurcates from the steady state. Many studies are devoted to the existence and stability of Hopf bifurcations in ordinary and partial differential equations [6, 24, 34, 33, 38, 44] . The question of the existence of global Hopf bifurcation for nonlinear parabolic equations has also been considered [12, 13, 29] . There are many results concerning the stability of constant (i.e. spatially homogeneous) steady states and the existence of periodic solutions bifurcating from such constant steady states. There are some results on the stability of spike-solutions and the existence of Hopf bifurcations in the shadow Gierer-Meinhardt model [9, 53, 66, 65] , as well as on the stability of spiky solutions in a reaction-diffusion system with four morphogens [68] and of cluster solutions for large reactiondiffusion systems [67] . In the analysis of the stability and Hopf bifurcations in systems with spikesolutions as stationary solutions, the properties of the corresponding nonlocal eigenvalue problem were used. Perturbation theory has been applied to analyse the stability of non-constant steady-states for a system of nonlinear reaction-diffusion equations coupled with ordinary differential equations [17] . In considering the relation between the spectrum of a linearised operator for singularly perturbed predator-prey-type equations with diffusion and the limit operator as the perturbation parameter tends to zero, Dancer [7] analysed the stability of strictly positive stationary solutions and the existence of Hopf bifurcations.
In this paper we analyse a mathematical model of the Hes1 transcription factor -a canonical GRN consisting of a single negative feedback loop between the Hes1 protein and its mRNA. The format of this paper is as follows. In the next section we present our mathematical model derived from that first formulated by Sturrock et al. [61] . First we demonstrate the existence of oscillatory solutions numerically, indicating the existence of Hopf bifurcations. Next, applying linearised stability analysis, we study the stability of a (spatially inhomogeneous) steady state of the model and prove the existence of a Hopf bifurcation. The main difficulty of the analysis is that the steady state of the model is not constant. In a similar manner to Dancer [7] we show the existence of a Hopf bifurcation by considering a limit problem associated with the original model. The method of collective compactness [2, 7] is applied to relate the spectrum of the limit operator to the spectrum of the original operator. To show the stability of periodic solutions and to determine the type of Hopf bifurcation, we use a weakly nonlinear analysis, see, for example, Matkowski [45] , and normal form theory, see, for example, Hassard, Haragus [23, 24] . The techniques of weakly nonlinear analysis [10, 8, 40, 56] and normal form theory [23, 24] , are widely used to study the nonlinear behaviour of solutions near bifurcation points.
The Mathematical Model of the Hes1 Gene Regulatory Network
The basic model of a self-repressing gene [50] describing the temporal dynamics of hes1 mRNA concentration, m(t), and Hes1 protein concentration, p(t), takes the general form:
for positive constants α m , α p , µ m , µ p and some function f (p) modelling the suppression of mRNA production by the protein. It can be shown using Bendixson's Negative Criterion (cf. Verhulst [64] , Theorem 4.1) that, irrespective of the function f (p) (e.g. a Hill function), there are no periodic solutions of the above system. In order to account for the experimentally observed oscillations in both mRNA and protein concentration levels [26] , a discrete delay has often been introduced into such models being justified as taking into account the time taken to produce mRNA (transcription) and produce protein (translation) [50] . Applying a discrete delay τ to (1), (2), a delay differential equation model is obtained of the form:
Such a system is observed to exhibit oscillations for a suitable value of the delay parameter τ representing the sum of the transcriptional and translational time delays. This delay differential equation approach has also been used to model other feedback systems involving transcription factors such as p53 [3, 15, 63] and NF-κB [52] . Other papers have used a distributed delay to model this effect [19] , which in fact is equivalent to the original three ODE model of a self-repressing gene proposed by Goodwin [18] and Griffith [20] .
Here we study an explicitly spatial model of the Hes1 GRN originally formulated by Sturrock et al. [61, 62] and investigate the role that spatial movement of the molecules may play in causing the oscillations in concentration levels. The model consists of a system of coupled nonlinear partial differential equations describing the temporal and spatial dynamics of the concentration of hes1 mRNA, m(x, t), and Hes1 protein, p(x, t), and accounts for the processes of transcription (mRNA production) and translation (protein production). Transcription is assumed to occur in a small region of the domain representing the gene site. Both mRNA and protein also diffuse and undergo linear decay. The non-dimensionalised model is given as:
where D, α m , α p and µ are positive constants (the diffusion coefficient, transcription rate, translation rate and decay rate respectively). Here l denotes the position of the nuclear membrane and therefore the domain is partitioned into two distinct regions, (0, l) the cell nucleus and (l, 1) the cell cytoplasm, for some l ∈ (0, 1). The point x M ∈ (0, l) is the position of the centre of the gene site and by δ ε x M we denote the Dirac approximation of the δ-distribution located at x M , with ε > 0 a small parameter and δ ε x M has compact support. The nonlinear reaction term f : R → R is a Hill function f (p) = 1/(1 + p h ), with h ≥ 1, modelling the suppression of mRNA production by the protein (negative feedback). The function g is a step function given by
since the process of translation only occurs in the cytoplasm. A schematic diagram of the domain is given in Figure 1 . First we demonstrate existence and uniqueness of solutions to (5).
Theorem 2.1. For ε > 0 and nonnegative initial data m 0 , p 0 ∈ H 2 (0, 1), there exists a unique nonnegative global solution m, p ∈ C([0, ∞);
for any T ∈ (0, ∞) with the constant C independent of ε.
Proof. Since f (p) is Lipschitz continuous for p ≥ −θ, with some 0 < θ < 1, we have that for nonnegative initial data m 0 , p 0 the existence and uniqueness of a solution of the problem (5) in (0, T 0 ) × (0, 1), for some T 0 > 0, follows directly from the existence and the regularity theory for systems of parabolic equations, see e.g. Henry [25] , Lieberman [41] . Using the definition of the Dirac sequence, for
Thus applying the theorem of invariant regions, e.g. Theorem 14.7 in Smoller [60] , with
, whereas the bounds for m and p are uniform in T 0 . This ensures global existence and uniqueness of a bounded solution of (5) for fixed ε.
Using the property of the Dirac sequence, i.e. δ ε x M L 1 (0,1) = 1, continuous embedding of
, and considering m and p as test functions for (5) we obtain
Integrating over time and using the uniform boundedness of f (p) for nonnegative p ensure the estimates in L ∞ (0, T ; L 2 (0, 1)) and L 2 (0, T ; H 1 (0, 1)).
Testing the first equation in (5) with ∂ t m and the second equation with ∂ t p and ∂ 2 x p, as well as differentiating the second equation with respect to t and testing with ∂ t p, and integrating over (0, τ ) for τ ∈ (0, T ) and any T > 0 imply
This together with the continuous embedding of
shown above ensures estimates (6).
Remark 2.1. The a priori estimates (6) imply the uniform in ε boundedness of solutions of (5) for every T > 0.
For the qualitative analysis of (6) we consider the following parameter values in the model equations: the basal transcription rate of hes1 mRNA is given by α m = 1, the translation rate of Hes1 protein is α p = 2, the Hill coefficient in the function f is taken to be h = 5, and the degradation rate of hes1 mRNA/Hes1 protein µ = 0.03. It is assumed that the region of the cytoplasm where the protein is produced is given by (1/2, 1), i.e. l = 1/2, and the position of the centre of the gene site is at x M = 0.1. The diffusion coefficient is a variable parameter in the model and we consider a range of
, where d 1 = 10 −7 and d 2 = 0.1, arising from a corresponding range of biologically relevant dimensional values [46, 47, 57] .
Numerical simulations of the model (5) (using the forward Euler scheme in time and a centred difference scheme in space, as well as the Dirac sequence in the form δ ε In the following sections we shall analyse the existence and stability of a family of periodic solutions bifurcating from the stationary solution. We shall show that at both critical values of the diffusion coefficient a supercritical Hopf bifurcation occurs.
Hopf Bifurcation Analysis
In this section we shall prove the existence of a Hopf bifurcation for the model (5) by showing that all conditions of the Hopf Bifurcation theorem are satisfied, see e.g. Crandall & Rabinowitz [6] , Ize [29] or Kielhöfer [34] . In order to achieve this, we examine first the stationary solutions of (5) . A stationary solution u * ε = (m * ε , p * ε ) of the system (5) satisfies the following one-dimensional boundary- is invertible and solutions of the problem (7) can be defined as where
, is the Green's function satisfying the boundary-value problem
Due to the boundedness of f for nonnegative p * ε , the continuous embedding of
) and the properties of the Dirac sequence, we obtain for nonnegative solutions of (7) the a priori estimates
with a constant C independent of ε.
From the second equation in (8) we have that
with
, where the constant C is as in estimates (9). The estimates (9) and the fact that
Thus Leray-Schauder degree theory, e.g. Chapter 12.B in Smoller [60] , guarantees the existence of a positive solution of (7). The linearised equations (7) at the steady state (m * ε , p * ε ) can be written
where u = (u 1 , u 2 ) and A = A 0 + A 1 with the operator A 0 given as
on the interval [0, 1], subject to the Neumann boundary conditions,
and the bounded operator
If for a solution u = (u 1 , u 2 ) of (11) we have u 2 (x) = 0 in (x M − ε, x M + ε), then u ≡ (0, 0) and A is invertible. Suppose there exists a non-trivial solution of (11) with
Using the continuity of u 2 , we can assume
Then, the properties of f and positivity of (−Ã 0 ) and of the steady state (m * ε , p * ε ) ensure
This last inequality implies a contradiction, since u 2 was a solution of (11) . Therefore, A is invertible for every 
is a solution of the model (7) with the Delta distribution δ x M instead of the Dirac sequence δ ε
. Since x M < l and g(y) = 0 for 0 ≤ y < l, we have
where θ = (µ/D) 1/2 and, using g(y) = 1 for l ≤ y ≤ 1, we obtain
It can be shown numerically that the nonlinear equation
has only one positive solution for all values of
we have a unique positive solution of (7) with ε = 0. Then the strong convergence of
) and the fact that nonnegative steady states (m * ε , p * ε ) are isolated imply the uniqueness of the positive steady state of (5) for small ε > 0 and
Before carrying out our analysis, to better understand the structure of the stationary solutions of (5) we can consider their structure under extreme values of the diffusion coefficient D. For very small diffusion coefficients D 1, in the zero-order approximation we obtain 
Thus m * ε (x, D) ≈ const and p * ε (x, D) ≈ const. Representative stationary solutions, calculated numerically from (14) , in the cases D = 10 −6 1 and D = 100 1 can be seen in Figure 6 , confirming the preceding analysis. Now, to study the linearized stability of the steady-state solution of the nonlinear model (5) we shall apply a version of Theorems 5.1.1 and 5.1.3 in Henry [25] adapted for our situation. We can write the system (5) in the Hilbert space X = L 2 (0, 1) ⊗ L 2 (0, 1) as where u = (m, p) T , the operator A 0 is defined in (12) 
and we can introduce interpolation spaces X s = ((−A 0 ) s ), each of which is a Hilbert subspace of H 2s (0, 1) × H 2s (0, 1). The functionf : R 2 + → R 2 + is smooth and admits the representatioñ
where the remainder satisfies the estimate
in a neighbourhood of any point y ∈ R 2 + , and
, we obtain that B(u * ε ) is a bounded linear operator from X s to X for each s ∈ (0, 1). The estimate for the remainder implies
for every fixed ε > 0. Notice that for s ∈ [1/2, 1), due to the properties of the Dirac sequence and the embedding of H 1 (0, 1) into C([0, 1]), we have the estimates for B and r independent of ε, i.e.
Thus, all assumptions of the Theorems 5.1.1 and 5.1.3 in Henry [25] are satisfied and to analyse the linearized stability of the stationary solution of the system (5) we shall study the eigenvalue problem:
or in operator form
where w ε = (m ε ,p ε ) T and A = A 0 + A 1 , with A 1 defined in (13) . We can consider A as the perturbation of the self-adjoint operator A 0 with compact resolvent by the bounded operator A 1 . Thus the spectrum of A consists only of eigenvalues. Also the notion of relative boundedness [32] can be applied to A 0 and A 1 . Let T and S be operators with the same domain space H such that D(T ) ⊂ D(S) and
where a, b are non-negative constants. We say that S is relatively bounded with respect to T , or simply T -bounded. Assume that T is closed and there exists a bounded operator T −1 , and S is T -bounded with constants a, b satisfying the inequality
Then, T + S is a closed and bounded invertible operator by Theorem 1.16 of Kato [32] .
we have the estimate for u ∈ D(A 0 ):
Thus we obtain that A 1 is relatively bounded with respect to A 0 with a = 25 and b = 1/4. Since A 0 is self-adjoint, we have Proof
and obtain
, dp ε dx (0) = dp ε dx (1) = 0 .
To determine the values of the parameter D for which the stationary solution becomes unstable, i.e. the spectrum of A crosses the imaginary axis, we shall consider λ ∈ σ(A) such that Re(λ) > −µ. Thus λ / ∈ σ(A 0 ) and eigenvalue problems (17) and (20) are equivalent. To analyse the eigenvalue problem (20) further we shall consider the limit problem obtained from (20) as ε → 0. As in Dancer [7] we can show that for small ε the stationary solution of (5) is stable if the limit eigenvalue problem as ε → 0
, dp dx (0) = dp dx
has no eigenvalues with Re(λ) ≥ 0.
Assume it is not true. Due to the upper bound for the spectrum of the operator A, shown previously, we obtain that a subsequence of eigenvalues of (20) λ ε j , with Re(λ ε j ) ≥ 0 and ε j → 0, converges toλ with Re(λ) ≥ 0 as j → ∞.
and f (p) is smooth and bounded for nonnegative p, the regularity theory implies that (m ε ,p ε ) ∈ H 2 (0, 1) 2 and we can normalise the solutions so that m ε L 2 (0,1) + p ε L 2 (0,1) = 1. From the equations in (17) with |λ| ≤ 35, using the normalisation and continuous embedding of H 1 (0, 1) in C([0, 1]), we have estimates
where C 1 , C 2 and C 3 are independent of ε. Using compact embedding, we conclude convergences, up to a subsequence,m ε m weakly in H 1 (0, 1) and strongly in C([0, 1]) andp ε p weakly in H 2 (0, 1) and strongly in C 1 ([0, 1]).
Additionally for λ with Re(λ) ≥ 0, taking Re(m ε )−iIm(m ε ) as a test function in the first equation in (17) , using the regularity and boundedness of the stationary solution and considering the real part of the equation we obtain
The continuous embedding of
Considering the strong convergence ofp ε j and p * ε j in C([0, 1]) and taking the limit as j → ∞ in (20) we obtain that (λ,p) satisfies the eigenvalue problem (21) . Since λ with Re(λ) ≥ 0 does not belong to σ(Ã 0 ) we obtain from (20) that |p ε (x)| > 0 in (x M − ε, x M + ε). Thus due to the strong convergence ofp ε j in C 1 ([0, 1]) we have thatp(x M ) = 0. Otherwise, since forλ with Re(λ) ≥ 0 yieldsλ / ∈ σ(Ã 0 ), we would obtainp(x) = 0 for all x ∈ [0, 1]. The last result together with the estimate (23) and convergence ofm ε andp ε contradicts the normalisation property m L 2 (0,1) + p L 2 (0,1) = 1. Thus p(x) = 0 in (0, 1) and the problem (21) has nontrivial solution forλ with Re(λ) ≥ 0. Therefore if there are eigenvalues of (20) with nonnegative real part (equivalently eigenvalues with nonnegative real part of (17)) then such also exist for (21) .
Additionally using Theorem 3.2 shown below or Theorem 3 in Dancer [7] we obtain that for an eigenvalueλ of (21) with Re(λ) > −µ or Im(λ) = 0 there is an eigenvalue of (17) (21) has an eigenvaluẽ λ with Re(λ) > 0 then for small ε > 0 we have in a neighbourhood ofλ eigenvalues of (17) with positive real part.
We consider now the eigenvalue problem (21) . Using the fact λ / ∈ σ(Ã 0 ) and applying (λ −Ã 0 ) −1 in (21) yieldsp
Considering x M < l, as well as g(x) = 0 for x < l and g(x) = 1 for l ≤ x ≤ 1 implies
Ifp(x M ) = 0 and λ / ∈ σ(Ã 0 ) we havep(x) = 0 for all x ∈ (0, 1). Therefore, in the context of the analysis of the instability of stationary solutions of the model (5), i.e. for λ ∈ σ(A) such that Re(λ) ≥ 0, we can assume thatp(x M ) = 0. Now dividing both sides of the equation (26) byp(x M ) we obtain a nonlinear equation for eigenvalues λ in terms of the stationary solution and parameters in the model
where the value of the stationary solution p * 0 (x M , D) is defined by (15) . The estimates (19) (27) . We showed numerically that for both critical values of the bifurcation parameter all other eigenvalues of (21) have negative real part. From numerical simulations of the equation (27) , we obtain also that there are no eigenvaluesλ of (21) (27) .
In addition to the numerical results we can verify the simplicity of the purely imaginary eigenvalues by computing the derivative of R(λ) in (27) with respect to λ, evaluated at λ c 1 and λ c 2 :
Simple algebraic calculations using Matlab (or Maple) give R (λ c 1 ) ≈ −3.347 × 10 6 + 9.901 × 10 5 i, R (λ c 2 ) ≈ 1.848 + 0.647i and thus the simplicity of purely imaginary eigenvalues λ c 1 , λ c 2 of (21). To prove the transversality condition we shall define the derivative of the eigenvalues with respect to the parameter D. Differentiation of (27) implies:
,
The derivative of the stationary solution with respect to the bifurcation parameter D evaluated at x M is as follows: Now we shall show that all criteria for the existence of a local Hopf bifurcation [6, 29, 34] are satisfied by the system (5) for small ε > 0. Since for p ≥ −θ, with 0 < θ < 1, f is a smooth function with respect to p, we can write (5) as The properties of the operator A 0 and the assumption on the function f ensure that −A, as a bounded perturbation of a self-adjoint sectorial operator, is the infinitesimal generator of a strongly continuous analytic semigroup T (t) on L 2 (0, 1) [32, 55] , and (λI −A) −1 is compact for λ in the resolvent set of A for all values of D ∈ (D, D) .
From the analysis above and applying Theorem 3.2 shown below or Theorem 3 in Dancer [7] we can conclude that for small ε, all eigenvalues λ ε of (17) , for which we have a pair of purely imaginary eigenvalues for the original operator A, i.e. solutions of the eigenvalue problem (17) . We have also that there no eigenvalues of (17) Then the Hopf Bifurcation Theorem, see e.g. Crandall & Rabinowitz [6] , Ize [29] , Kielhöfer [34] , ensures the existence in the neighbourhood of (m * ε , p * ε , D c j,ε ) of a one-parameter family of periodic solutions of the nonlinear system (5), bifurcating from the stationary solution starting from (m * ε , p * ε , D c j,ε , T 0 j ), where T 0 j = 2π/Im(λ c j,ε ) with j = 1, 2, and the period is a continuous function of D.
We shall defineÃ
In a manner similar to Theorem 3 in Dancer [7] , we can show for the eigenvalue problem (17) the following result:
Theorem 3.2. (cf. Dancer [7] ) For small ε > 0 we have that ifλ is an eigenvalue of (21) with Re(λ) > −µ, then there is an eigenvalue λ ε of (17) with λ ε nearλ and λ ε →λ as ε → ∞. The same result holds for Re(λ) ≤ −µ with Im(λ) = 0.
Proof. The proof follows the same steps as in Theorem 3 and Lemma 4 of Dancer [7] . In a manner similar to Anselone [2] and Dancer [7] , the collective compactness of a set of operators is used to show the result of the theorem. Note that for λ with Im(λ) = 0 or for real λ with λ > −µ the operator
dx 2 − µ − λ with zero Neumann boundary conditions is invertible. Thus we have that λ is an eigenvalue of problem (17) if it is an eigenvalue of (20) . We denote
and shall prove that for λ ∈ T = {λ ∈ C, Re(λ) ≥ −µ + ϑ, |λ| ≤ Θ}, for some Θ ≥ 35, 0 < ϑ < µ/2, and ε > 0 small, (−Ã 0 ) −1 W ε (λ) is a collectively compact set of operators on E and converges pointwise to (−Ã 0 ) −1 W 0 (λ) as ε → 0, i.e.
From the definition of W ε (λ) and the properties of the function f and the Dirac sequence, as well as positivity of the stationary solution p * ε , follows the boundedness of W ε on E, i.e.
with a constant C independent of ε. Then the compactness of (−Ã 0 ) −1 implies the collective compactness of (−Ã 0 ) −1 W ε (λ) for λ ∈ T . For h ∈ E and λ ε → λ as ε → 0, using strong convergence of 0, 1) . By the regularity ofÃ 0 we have
Notice that W ε (λ) and W 0 (λ), for Re(λ) > −µ or Im(λ) = 0, depend analytically on λ, i.e. as products and compositions of analytic functions in λ.
Since
is a Fredholm operator with index zero, see e.g. Brezis [4] . Using the theory of Fredholm operators, forλ such that
Now we shall prove that
, this is a compact perturbation of a Fredholm operator of index zero and hence is a Fredholm operator of index zero, see e.g. Brezis [4] . Then invertibility will follow if we show that Q(I − (−Ã 0 ) −1 W ε (λ)) has no kernel on M for small ε and λ nearλ. We shall prove this by contradiction. Suppose that for a sequence (ε j , λ ε j ) such that λ ε j →λ and ε j → 0 as j → ∞, there exists z ε j ∈ M with z ε j = 1 and
Due to the collective compactness property,
The latter together with the equality (29) ensures that
. Using the convergence of z ε j , and the uniform boundedness and collective compactness of
Thus we can pass to the limit in (29) and obtain that z ∈ N . This implies the contradiction since z ∈ M and z = 1. Therefore Q(I − (−Ã 0 ) −1 W ε (λ))| M is invertible for λ close toλ and small ε.
The convergence of
Thus we have uniform boundedness of operators
M by κ −1 for λ close toλ and j ≥ j 0 . The collective compactness property of (−Ã 0 ) −1 W ε j and uniform boundedness of
−1 h as j → ∞, ε j → 0 and λ ε j →λ, see Theorem I.6 in Anselone [2] . Now forp ε = m + k ∈ E with k ∈ N and m ∈ M we rewrite the eigenvalue equation in (20) as
By arguments from above S ε j (λ) are uniformly bounded with respect to ε j and λ for all λ close toλ and j ≥ j 0 and also for each k ∈ N we have S ε j (λ ε j )k → S 0 (λ)k if λ ε j →λ and ε j → 0 as j → ∞. Thus the eigenvalue problem (20) is reduced to
Due to collective compactness of (−Ã 0 ) −1 W ε j (λ) and convergence of S ε j (λ ε j ) we have that
Now the equation for eigenvalues is given by det Z ε j (λ) = 0. The analyticity of W 0 (λ) implies that Z 0 (λ) is analytic in λ. SinceÃ has compact resolvent as relative bounded perturbation of the operator A 0 with compact resolvent, we have that spectrum ofÃ is discrete and consists of eigenvalues, see e.g. Kato [32] . This implies that Z 0 (λ) is invertible for some λ ∈ T and, thus det Z 0 (λ) does not vanish identically on T and its zeros are isolated, i.e.λ is an isolated zero of the analytic function det Z 0 (λ). Therefore the topological degree [54] of det Z 0 (λ) is positive in the neighbourhood ofλ. Using the uniform convergence det Z ε j (λ ε j ) → det Z 0 (λ) as j → ∞ and homotopy invariance of the topological degree, this implies that the degree of det Z ε j (λ ε j ) is equal to the degree of det Z 0 (λ) and is positive in the neighbourhood ofλ and small ε j . Thus for small ε it follows that det Z ε (λ ε ) has a solution near λ and hence A has an eigenvalue nearλ. Since W ε (λ) and W 0 (λ) are analytic in λ, the sum of multiplicities of the eigenvalues of A nearλ is equal to the multiplicity of the eigenvalueλ of (21) [7] .
Stability of the Hopf Bifurcation
In this section we shall analyse the stability of periodic orbits bifurcating from the stationary solution at the two critical values of the bifurcation parameter, D c 1,ε and D c 2,ε . To show the stability of the Hopf bifurcation we shall use techniques from weakly nonlinear analysis. The method of nonlinear analysis distinguishes between fast and slow time scales in the dynamics of solutions near the steady state. The fast time scale corresponds to the interval of time where the linearised stability analysis is valid, whereas at the slow time scale the effects of the nonlinear terms become important. Proof. We consider a perturbation analysis in the neighbourhood of the critical parameter value D = D c j,ε + δ 2 ν + · · · , where ν = ±1, and the corresponding small perturbation of the critical eigenvalues λ j,ε (D) = λ c j,ε + ∂λ j,ε ∂D δ 2 ν + · · · , where δ > 0 is a small parameter and j = 1, 2. As solutions of (5) near the bifurcation points are of the form e λ j,ε t ξ(x) + c.c.
is the stationary solution, ξ is the corresponding eigenvector and c.c. stands for the complex conjugate terms, we obtain that the amplitude depends on two time scales -the fast time scale t and the slow time scale T = δ 2 t. For small δ > 0 we shall regard t and T as being independent. Thus we consider the solution of the nonlinear system (5) near the steady state in the form
and D = D c j,ε + δ 2 ν, where ν = ±1 and j = 1, 2. We shall use the Ansatz (30) in equations (5) and compare the terms of the same order in δ. Using the regularity of f (p) with respect to p and of the stationary solution u * ε with respect to D, we shall apply Taylor series expansion to f and u * ε about u * ε (x, D c j,ε ) and D c j,ε , with j = 1, 2. For δ we have:
The linearity of the equations as well as the fact that the dynamics near the bifurcation point is defined by the largest eigenvalues ±λ c j,ε , imply that we can consider m 1 and p 1 in the form:
where ξ = (ξ 1 , ξ 2 ) is a solution of the eigenvalue problem (17) for λ c j,ε = iω c j , with j = 1, 2, andξ is the complex conjugate of ξ (we shall omit the dependence on ε to simplify the presentation). For δ 2 , we obtain equations for m 2 and p 2 :
Then, due to the quadratic term in (32) comprising p 1 , the functions m 2 and p 2 are of the form:
Using (33) in equations (32), we obtain for the terms with e 2iω c j t :
as well as the corresponding complex conjugate problem for the terms with e −2iω c j t , where j = 1, 2. Considering the terms for e 0 , we obtain thatw = (w 1 ,w 2 ) solves
Considering the terms of order δ 3 , we obtain the following equations for m 3 and p 3 :
Thus we obtain that m 3 (t, T, x) and p 3 (t, T, x) have the form
Combining the terms in front of e iω c j t , we obtain equations: 
bifurcation and the stability of periodic orbits for the original model (5) with small ε > 0. Since eigenfunctions are defined modulo a constant, we can choose ξ 0 2 (x M ) = 1 and obtain
where j = 1, 2, ξ * ,0 = (ξ * ,0
2 ) is a solution of the formal adjoint eigenvalue problem with ε = 0, and w 0 = (w 0 1 , w 0 2 ) andw 0 = (w 0 1 ,w 0 2 ) are solutions of (34) and (35) for ε = 0, respectively. Since 2λ c j / ∈ σ(Ã), for j = 1, 2, and 0 / ∈ σ(Ã), withÃ defined in (28), there exist unique solutions of the problems (34) and (35) for ε = 0. Using 2λ c j / ∈ σ(Ã 0 ) and ξ 0 2 (x M ) = 1 we can compute
, where
Forw 0 2 (x), since 0 / ∈ σ(A 0 ) and using ξ 0 2 (x M ) = 1, we havẽ
where
Using the fact that ξ 0 2 (x M ) = 1 we can compute
To define the solution of (37) with ε = 0 we note that −λ c j / ∈ σ(A 0 ) and obtain ξ * ,0
With l = 1/2 we have that ξ * ,0 1 has the form ξ * ,0
. We define ξ * ,0
and considering that x M < 1/2, we obtain ξ * ,0 the system (38) possesses a two-dimensional centre manifold for sufficiently smallD. The equations in (38) reduced to the central manifold can be transformed by the polynomial change of variables in the normal form [23, 24] dA dt = λ c j,ε A + a j,εD A + b j,ε A |A| 2 + O(|A|(|D| + |A| 2 ) 2 ),
for j = 1, 2. The solutions of (38) on the centre manifold are then of the form
where ξ = (ξ 1 , ξ 2 ) is an eigenvector for the eigenvalue λ c j,ε and for Φ a polynomial ansatz can be made: ), we obtain that Φ 001 = 0. Applying the Fredholm alternative for the solvability of equations for Φ 101 and Φ 210 , we obtain the same expressions for coefficients a j,ε and b j,ε as from the weakly nonlinear analysis.
The relation between the normal form and the equation for the amplitude obtained from the nonlinear analysis can be understand by introducing in the normal form (39) the assumption, using in the nonlinear analysis, that the amplitude depends on the fast time scale t and the slow time scale T , i.e. A = A(t, T ). Taking into accountm(t, x) = m(t, x) − m * ε (t, x) ≈ δ,p(t, x) = p(t, x) − p * ε (t, x) ≈ δ, D ≈ δ 2 ν and T = t/δ 2 , implies δ dA dt + δ 3 dA dT = λ c j,ε δA + a j,ε δ 3 νA + δ 3 b j,ε A|A| 2 + δ 5 O(|A|(|ν| + |A| 2 ) 2 ).
Then for the terms of orders δ and δ 3 , we obtain the equations derived using weakly-nonlinear analysis, i.e.
dA dt = λ c j,ε A and dA dT = a j,ε ν A + b j,ε A|A| 2 .
Discussion and Conclusions
Transcription factors play a vital role in controlling the levels of proteins and mRNAs within cells, and are involved in many key processes such as cell-cycle regulation and apoptosis. Such systems are often referred to as gene regulatory networks (GRNs). Those transcription factors which downregulate (repress/suppress) the rate of gene transcription do so via negative feedback loops, and such intracellular negative feedback systems are known to exhibit oscillations in protein and mRNA levels.
In this paper we have analysed a mathematical model of the most basic gene regulatory network consisting of a single negative feedback loop between a protein and its mRNA -the Hes1 system. Our model consisted of a system of two coupled nonlinear partial differential equations describing the spatio-temporal dynamics of the concentration of hes1 mRNA, m(x, t), and Hes1 protein, p(x, t), describing the processes of transcription (mRNA production) and translation (protein production). Numerical simulations demonstrated the existence of oscillatory solutions as observed experimentally [26] , with the indication that the periodic orbits arose from supercritical Hopf bifurcations at two critical values of the bifurcation parameter D c 1 and D c 2 . These results were then proved rigorously, demonstrating that the diffusion coefficient of the protein/mRNA acts as a bifurcation parameter and showing that the spatial movement of the molecules alone is sufficient to cause the oscillations.
Our result is in line with recent experimental findings [22, 28] where the longest delay in several transcription factor systems was due to mRNA export from the nucleus rather than delays associated with the process of gene splicing. These results are also in line with other data which suggest that transcripts have a restricted rate of diffusion according to their mRNP (messenger ribonucleoprotein) composition [21, 51, 59] . It is not unreasonable to assume that further delays in the export process could also occur due to docking of transcripts with the pores of the nuclear membrane, and transcript translocation across the nuclear pores into the cytoplasm. These experimental observations and the main result of this paper (molecular diffusion causes oscillations) confirm the importance of modelling transcription factor systems where negative feedback loops are involved, using explicitly spatial models.
