These are typical questions in statistical analysis. First, let us see what is called a normal distribution.
The normal distribution
Normal distributions are continuous probability distributions that are bell shaped and symmetric, with probability density function f(x) = 1 e , where the two parameters µ and σ are the mean and standard deviation, respectively.
Normal distributions are very important in making statistical inferences because they provide a reasonable approximation to the distribution of many different variables. There are many different normal distributions that are distinguished by their mean and standard deviation. The mean of a normal distribution describes where the distribution is centered, and the standard deviation describes how much the distribution spreads out around the center. Figure 1 illustrates how mean and standard deviation of a normal distribution determine the normal curve. For example, the normal curves in black and red have the same standard deviation but different means, thus the spreads of the two curves are the same, but the centers of the distributions are different. On the other hand, the black and green curves have the same mean, but different standard deviations.
The standard normal distribution
Normal distribution with μ=0 and σ=1 is called the standard normal distribution; the letter z is widely used to represent a variable whose distribution is standard normal. The standard normal distribution is important because we can always translate our problem of finding a probability based on some other normal distribution into an "equivalent" problem that involves finding an area under the standard normal curves.
Converting a normal distribution with mean µ and standard deviation σ to a standard normal can be 
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Population Mean done by using z=(x-μ)/σ . The standard normal curve is useful in characterizing extreme values, e.g., the largest 5%, the smallest 5% and the most extreme 10% (include both the largest and smallest 5% because the standard normal distribution is symmetric).
As we can see from Figure 2 , the z curve area to the left of -1.645 (shaded in blue) is equal to 0.05, i.e. P(z<-1.645)≈0.05. In other words, in a long sequence of observations from a standard normal distribution, approximately 5% of the observed z values will be less than -1.645. Similarly, approximately 5% of the observed z values will be greater than 1.645. As a result, the most extreme 10% of the z values are those either less than -1.645, or greater than 1.645.
The null and alternative hypotheses
Built upon what we have described above, a test of hypotheses can be performed to decide between two competing claims about a population characteristic using data collected from such a population. The basic idea of hypothesis testing is that we start with proposing a null hypothesis (H 0 ), which is a claim about a population characteristic that is initially assumed to be true. The alternative hypothesis (H a ) is the competing claim. The hypothesis H 0 will be rejected only if the sample evidence strongly suggests that H 0 is false. In general, the null hypothesis will have the form of H 0 : population characteristic = hypothesized value, where the hypothesized value is a specified number relevant to a study.
The alternative hypothesis could have one of following three forms depending on the objectives of a study.
H a : population characteristic < hypothesized value or H a : population characteristic > hypothesized value or H a : population characteristic ≠ hypothesized value
In the blood pressure study, the corresponding null and alternative hypotheses will be: (µ is the population mean) 
Type I and type II errors
After the hypotheses have been formulated, a test procedure will need to be used to determine whether H0 should be rejected. Recall that a hypothesis testing is a method that uses sample data to decide between two competing claims about a population characteristic. Therefore, unless such a decision is made based on the entire population, the risk of error is inevitable. In fact, there are two types of errors that can occur when making a decision in a hypothesis testing.
Type I error (α) -the error of rejecting H 0 when H 0 is true Type II error (β) -the error of failing to reject H 0 when H 0 is false The natural question here is why not keep both α and β as small as possible, i.e., equal to 0? The answer is that when we try to use sample data (incomplete information) to make an inference about a population, this is the price we have to pay. More specifically, to achieve a small type I error, the test procedure will require very strong evidence against H0, thus null hypothesis is unlikely to be rejected -the consequence of which is an increased type II error. Therefore, the best approach is to achieve a compromise between a small type I error and a small type II error, and the rule of thumb is to use a procedure with the maximum acceptable type I error based on the assessment of the consequences of types I and II errors. In fact, a type I error of 0.05 and 0.01 are commonly used in practical problems.
In the blood pressure study, we can pre-specify the type I error as 0.05.
Hypothesis tests for a population mean
Depending on the distribution of the population, the sample size, as well as the objectives of a study, test statistics used in a hypothesis testing can be different.
In the blood pressure study, the objective is to test whether the true average blood pressure for
