Two families of limited-memory variable metric or quasi-Newton methods for unconstrained minimization based on the quasi-product form of update are derived. As for the first family, four variants how to utilize the Strang recurrences for the Broyden class of variable metric updates are investigated; three of them use the same number of stored vectors as the limited-memory BFGS method. Moreover, one of the variants does not require any additional matrix by vector multiplication. The second family uses vectors from the preceding iteration to construct a new class of variable metric updates. The resulting methods again require neither any additional matrix by vector multiplication nor any additional stored vector.
Introduction
The purpose of this paper is to present two new families of limited-memory (LM) variable metric (VM) line search methods for unconstrained minimization min f (x) : x ∈ R N which generalize the well-known L-BFGS method, see [1, 2] . It is assumed that the problem function f : R N → R is differentiable.
VM or quasi-Newton line search methods, see [3] , start with an initial point x 0 ∈ R N and generate iterations x k+1 ∈ R N by the process x k+1 = x k + s k , s k = t k d k , k ≥ 0, where d k is the direction vector and t k > 0 is a stepsize, chosen in such a way that
k ≥ 0, where 0 < ε 1 < 1/2, ε 1 < ε 2 < 1, quasi-Newton condition H k+1 y k = s k (see [4, 3] ), where y k = g k+1 − g k , k ≥ 0. For k ≥ 0 we denote
(note that b k > 0 for g k ̸ = 0 by (1) and a k c k ≥ b 2 k by the Cauchy-Schwarz inequality, thus also a k > 0, c k > 0). To simplify the notation we frequently omit index k and replace index k + 1 by the symbol + and index k − 1 by the symbol −.
Among VM methods, the Broyden class methods, see [4, 3, 5] 
and maintain positive definiteness of the VM matrix for η(b 2 − ac) < b 2 , particularly for all η ≥ 0. Especially for η = 1 we get the BFGS update; it can be written in the following quasi-product form
on which the L-BFGS method -an adaptation of the BFGS method to large problems, see [1, 2] -is based. Note that the situation for other updates from the Broyden class is more complicated, see Section 2.
While classical VM methods need to store the full N × N matrix H k and update it at each iteration, the L-BFGS method stores only the lastm+1 couples {s i , y i } k i=k−m , wherem = min(k, m−1) and m ≥ 1 is a given parameter. The direction vector d k+1 , k ≥ 0, is computed by the Strang recurrences, see [2] , and can be expressed as d k+1 = −H k+1 g k+1 , where matrix H k+1 has only theoretical significance and is not formed explicitly; it can be defined by
, where auxiliary matrices We focus here on generalization of this approach. In Section 2, we introduce transformations that convert updates from the Broyden class to the formal BFGS update similar to (3) . We describe four methods obtained in this way; one of them computes the direction vector by a special formula allowing us to save one matrix by vector multiplication. In Section 3, we present a new class of variable metric updates resembling (3), which do not belong to the Broyden class. Our approach uses previous vectors s − , y − and has some common features with the multi-step quasi-Newton methods (see e.g. [6] ), although we do not change the quasi-Newton condition. Corresponding algorithms for our methods are given in Section 4, and global convergence is investigated in Section 5. Numerical results are reported in Section 6.
The Broyden class updates in quasi-product form
The quasi-product form (3) of the BFGS update can be easily generalized for the Broyden class updates with η ≥ 0 (see e.g. [7] ):
If we proceed analogously as above, we can store the lastm + 1 triplets {s i ,
here instead of matrix H. Besides H + g + , vector Hy also needs to be computed, e.g. by the slightly modified Strang recurrences which require more of both arithmetic and memory operations. Nevertheless, the number of function evaluations can be reduced by the choice of η (see Section 6) .
In Section 1, we mentioned the difference between matrices H k and H k+1 m . Similarly, VM matrices H j occurring in the stored old vectors H j y j contained inṼ j differ from the currently used VM matrices corresponding to H k+1 i in (5), j = k −m + i, 0 ≤ i ≤m, and thus the resulting LM method with η ̸ = 1 (and due to similar reasons, any new LM method presented in this section) does not belong to the Broyden class.
Efficiency can be increased if we use another approach. We transform the Broyden class update with parameter η to the formal BFGS update in transformed variables, which makes it possible to construct LM methods in a similar way as the BFGS update, with the same number of stored vectors. First, we give the simple variant of the transformation. We denote
Theorem 2.1. 
thus √ µ ̸ = −η for η ̸ = 1 by b > 0 and obviously also for η = 1. (ii) Consider the Broyden class update (2). Setting s =ŝ + ξ H y, ξ ∈ R, we obtain
The last term vanishes for ξ 2 ω − 2ξ η + (b/a)(η − 1) = 0, i.e. for ξ = (η ± √ µ)/ω = α in view of (9) . Then, ξ ω − η = ± √ µ and thus
In view of
by (7), we have (8) .
Note that we prefer the minus sign in α andV , since then for η = 1 we get α = 0,ŝ = s,V = V and (8) represents the usual quasi-product form of the BFGS update. For η ≈ 1 it is also √ µ ≈ 1, therefore it can be useful to rewrite the formula for α in another form. Using (9) , for ω ̸ = 0 (thus also √ µ ̸ = −η by Theorem 2.1) we obtain
For a better understanding, condition µ ≥ 0 can be rewritten as
is the value of parameter η for the SR1 method, see [3] . For η = η SR1 , relations (7) yield ω = b/(b − a) ̸ = 0 and µ = 0, so Theorem 2.1 can also be used for the SR1 update.
For the transformation above, the similarity to the BFGS update is relatively free. Firstly,V is not a projection matrix in general, and secondly matrix H BC + does not satisfy the quasi-Newton condition in transformed variables. Both these properties can be obtained if we introduce an additional transformation.
Theorem 2.2. Let matrix H be symmetric positive definite
]/a and denoting β = −αb/ĉ andŷ = y−βBŝ, we can express the standard Broyden class update of matrix H with parameter η in the form
Since ac ≥ b 2 by the Cauchy-Schwarz inequality and
in view of (12) and √ µ ̸ = −η (see Theorem 2.1), we obtainĉ > 0. Further, we can writê
which by β = −αb/ĉ, (7) , (12) and (15) giveŝ 
To obtain (13), we rewrite the expression in brackets, using (11) and (16): 
Proof. Writing the VM update in the form H + = H + ∆, we get
by s = −tHg and by the quasi-Newton condition H + y = s. Using (2), we have
which together with (18) gives (17).
The following theorem enables us to obtain a descending direction vector by a similar way, but without the assumption d = −Hg, e.g. in the LM case (see Section 4 for details). 
If s
In view of (20) we have
thus b + δ > 0, see Section 1. Since Vs = 0 and VHy = Hy − (a/b)s, we get (19) and (22) we havẽ
which, multiplied by t, is the right-hand side of (17) by (23) and s
Since Lemma 2.1 implies that (17) is a representation of −tH + g + , we getd + = −H + g + .
VM updates that use the preceding vectors
A drawback of the methods in Section 2, consisting in the fact that for η ̸ = 1 we need the vector Hy in every iteration, is eliminated in the following family of VM updates based on utilization of the quasi-Newton condition Hy − = s − . Although this condition need not be satisfied in the LM case, see Section 1, in this way we can construct efficient methods that use the same number of stored vectors and matrix by vector multiplications as the L-BFGS method, see Section 4.
In general, these updates do not belong to the Broyden class. 
Theorem 3.1. Let matrix H be symmetric positive definite, Hy
− = s − , σ ∈ (−1, 1),s = s − σ √ b/b − s − ,ȳ = y − σ √ b/b − y − ,b =s T y ̸ = 0 andρ = (1 − σ 2 ) b/b. Then, matrix H PV + given by H PV + = (ρ/b)ss T +V HV T ,V = I − (1/b)sȳ T ,(24)
Proof. (i) Positive definiteness of H
The expression in brackets can be rewritten:
Our numerical experiments indicate that convergence is significantly deteriorated when |σ | tends to unity and that all values σ satisfying |σ | ≤ 1/2 with a suitable sign give very good results. We can deduce from Theorem 3.1 and the following lemma that a good choice is to use the sign of s T y − . 
The 
The following lemma shows that in case thatb < b(1 − λ) for some σ ∈ (−1, 1), we can replace this σ by a more appropriate value.
Application to limited-memory methods
In this section, we use the theory from the previous sections to implement five variants of methods based on the quasiproduct form of update similar to (3).
We again define matrices H k+1 0
and .4), using the Strang recurrences, see [2] . However, these recurrences need little modifications here -using the transformed nonquadratic correction parameter (see [3] ) for Algorithms 4.2-4.5 or more of both arithmetic and memory operations for Algorithm 4.1 due to the structure of matrixṼ . We shall now state the first three variants of the methods in detail. Note that (25)-(27) are not the true Broyden class updates, since in the LM case we do not use the proper old stored vectors Hy (see Section 2) and, therefore, the direction vectors in these algorithms need not be the same.
Algorithm 4.1 is based on the quasi-product form (6) of the Broyden class update, Algorithm 4.2 on the transformation given in Theorem 2.1, and Algorithm 4.3 on the transformation given in Theorem 2.2. For simplicity, we omit stopping criteria. In Algorithms 4.2 and 4.3, we give only two changed steps.
Algorithm 4.1 (Direct Approach).
Data: The number m of VM updates per iteration, line search parameters ε 1 and ε 2 , 0 < ε 1 < 1 2 , ε 1 < ε 2 < 1.
Step 0: initiation. Choose the starting point x 0 ∈ R N , define starting matrix H 0 = H 0 0 = I and direction vector d 0 = −g 0 and initiate iteration counter k to zero.
Step 1: line search.
) and a k .
Step 2: update preparation. Choose parameter η k ≥ 0 of the Broyden class update and defineṼ k by (6).
Step 3: update definition. Setm = min(k, m − 1) and define
by
Step 4 , and go to Step 1.
Algorithm 4.2 (Simple Transformation).
Step 2: transformation. Choose parameter η k ≥ 0 of the Broyden class update satisfying µ k ≥ 0. Using Theorem 2.1, compute α k andŝ k and defineV k (with the minus sign in α k andV k ).
Algorithm 4.3 (Full Transformation).
Step 2: transformation. Choose parameter η k ≥ 0 of the Broyden class update satisfying µ k > 0. Using Theorem 2.2, compute 
Efficiency of this family of methods can be increased by introducing a scaling parameter for initiation of the matrix H + .
It can be readily verified that the standard Broyden class update (2) of matrix H with parameter η can be expressed in the interesting form (7) and Theorem 2.1,
Algorithm 4.4 (Simple Transformation, Approximate Direction Vector).
Step 0: initiation. Choose the starting point x 0 ∈ R N , define the starting matrix H 0 = H 0 0 = I and direction vectord 0 = −g 0 and initiate iteration counter k to zero.
Step 2: approximation.
by the modified Strang recurrences, using the definition of matrices
, and set
Step 3: transformation. Choose parameter η k > 0 of the Broyden class update satisfying µ k ≥ 0. Using (28), compute
Step 4: update definition. Setm = min(k, m − 1) and define
Step 5: direction vector. Computed k+1 by (19) and then set k := k + 1. Go to Step 1.
Finally, we give the procedure based on Section 3. As we mentioned there, we choose the sign of σ in accordance with the sign of −ts 
Algorithm 4.5 (Preceding Vectors Used).
Data: The number m of VM updates per iteration, upper bound σ ∈ (0, 1) for |σ k |, safeguard parameter λ ∈ (0, 1) and line search parameters ε 1 and ε 2 , 0 < ε 1 < 1 2 , ε 1 < ε 2 < 1.
Step 0: initiation. Choose the starting point x 0 ∈ R N , define direction vector d 0 = −g 0 and initiate iteration counter k to zero.
Step 2: update preparation. If k = 0 set σ k = 0 and go to Step 3. If |s
Step 3: update definition. Using Theorem 3.1, computeb k ,s k andρ k and defineV k . Setm = min(k, m − 1) and define
Global convergence
In this section, we establish global convergence of our methods, excepting Algorithm 4.1, which is the least efficient, see Section 6. Note that none of our new LM method belongs to the Broyden class, see Sections 2 and 3, therefore the usual approach must be modified. The following general lemma plays the basic role. 
is positive definite and satisfies 
(ii) Relation (31) can be rewritten in the form
where φ = τ (ϑ + v
T Av). From (34) we get (32) by
(iii) The form (35) of the update enables us to use the identity
for |v| ̸ = 1, |ū|
1/2 , which by (36) implies
In view of 1−|v|
First, we will investigate update (26) with the minus sign in α andV (see 
We will use the following assumptions, whereη > 1 and∆ > 1 are given constants and η SR1 = b/(b − a) is the value of the Broyden class parameter for the SR1 method, see [3] . 
where
Note that Assumption 5.2 concerns only a choice of η and that we can always choose η such that (39) is satisfied, e.g. by setting η = 1, which impliesŝ = s. Our numerical experiments indicate that condition (39) has only negligible influence in practice -we have tested a great number of updates, using a collection of relatively difficult problems with N = 1000, and found that the value |ŝ|/|s| was very rarely greater than 10.
Lemma 5.2. Let objective function f satisfy Assumption
Proof.
I s, we obtain y = g + − g = G I s and, thus, 
by (7) . If b ≤ a, then obviously µ/η > 0 and in the same way as above we get µ/η ≤η. 
(ii) Let g k ̸ = 0 and B k+1 i
Similarly, denoting
k s k , from this and (42) we get
for k > 0, which implies lim k→∞ |g k | = 0, see [5] , Theorem 3.2 and relations (3.17)-(3.18).
As regards Algorithm 4.3, we investigate update (27) also in the simplified form
where α, β,b andρ are defined in Theorem 2.2. To establish global convergence, we use an additional assumption.
Assumption 5.3. The parameter η of the Broyden class update is always chosen to satisfy |ŷ| ≤ |y|∆.
Note that condition (45) is satisfied, e.g. for η = 1, whenŷ = y. Using a collection of relatively difficult problems with N = 1000, our numerical experiments indicate that influence of condition (45) in practice is even smaller than for condition (39). 
by β = −αb/ĉ. Using relations (12) and (15), we obtain
Since we always have |η − 1| <η (for η < 1 byη > 1 and η ≥ η min > 0), from (46) we get
by Lemma 5.2.
(ii) As in the proof of 
(iii) Let g k ̸ = 0 and B k+1 i 
Similarly, denoting In the case of Algorithm 4.4, we will first investigate update (29) in the form
which is update (38) with µ,ŝ replaced by
s , see (28). Besides, the direction vectord + is computed by (19) with p =ḦV T g + , which can be interpreted as
i.e.d + can be obtained by the scaled BFGS update ofḦ, see [3] (note that Theorem 2. 
Similarly, denoting 
by (55), (56) Finally, we will investigate update (30), again in the simplified form (s,ȳ andb are defined in Theorem 3.1) 
Computational experiments
In this section, we demonstrate the influence of parameters η and σ on the number of evaluations and computational time, using the collection of sparse and partially separable test problems from [8] (Test 14, 22 problems, the report and the source texts can be downloaded from www.cs.cas.cz/~luksan/test.html) with N = 1000, m = 10, λ = 1/2 and the final precision ∥g(x ⋆ )∥ ∞ ≤ 10
Results for all algorithms are given in Table 1 , where NFE is the total number of function evaluations and also gradient evaluations over all problems, Time the total computational time in seconds and φ is the arithmetic mean of all values for each column. For a better comparison of the two most efficient algorithms with the L-BFGS method, we performed additional tests with problems from the widely used CUTE collection [9] with various dimensions N, m = 10, λ = 1/2 and the final precision ∥g(x ⋆ )∥ ∞ ≤ 10 −6 . The percentage increase of NFE for various values of parameters η or σ against NFE for the L-BFGS (i.e.
100(
NFE ours NFE L-BFGS −1), negative values indicate that our results are better than for the L-BFGS) is given in Table 2 for Algorithm 4.4 and in Table 3 • it is possible to generalize L-BFGS method with the same number both of matrix by vector multiplications and stored vectors,
• the suitable choice of parameter η (or σ ) can improve the efficiency of our algorithms, substantially for some problems.
