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0.要 旨
近年,工 学系を中心 とするさまざまな分野で成功を収めたファジィ推論の手
法を,理 系・社会科学系分野で重要な役割 を果 している非線形最適化問題(多変
数関数の極大 ・極小点 を数値的 に求め る問題)に応用す ることを試みる。 この試
論で は,極 小(極大)点を探索す る効率 について,特 に次元数依存性 に着 目し,
比較的異方性の弱 い多変数関数 に議論 を限定す る。そのため,探 索効率 のテス
ト関数 として,多 次元へ の拡張の容易 なモデル関数 を提案 した。 このモデル関
数(1～10次元)を用いて実行 した結果 を,非 線形最適化問題 の代表的な解法で
あるシンプレックス法 と比較 した。 ここで,メ ンバー シップ関数 の最適化 は,
2次関数の極小点探索 によって行 った。
その結果,① シンプ レック ス法で は極小点の回 りを周期的 に探索 し続 けて収
束 しない ことがあるが,フ ァジィ法 は急速 に収束す る ② ファジィ法 は,今 回
試みた1～10次元 のすべてのモデル関数でシンプレックス法 を上回 り,平 均 し
て約3倍 の探索効率の向上 を得 る ③ フ ァジィ法の探索効率 は次乗数 の増加 と
ともに向上 し,シ ンプレックス法 よ りも強 い傾向 を もつ一 な どの結論が得 ら
れた。 また,本 論で は考慮外 とした異方性の強い多変数関数への拡張方法につ
いて も検討す る。
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1.は じめ に
最近,`ファ・ジ ィが ブー ム にな って い る。 ところが,フ ァジ ィが まず制御 系 へ
と応用 されて華々 しい成功 を収 めたためか,工 学系以外 の研究者 に とって,あ
ま りな じみのあ るものにはなっていない。 しか じファジィには,は るかに大 き
な可能性がある。例 えば,次 の特長 ①人間が 日常用いている自然言語 と親和
性が非常 によい ②数学的 な基礎がすでに構築 されている な どのため,従
来 は諦 めざる・を得 なかった問題 の解 決に,新 たなアプローチ法 として用 い られ
るだけのポテンシャル を備 えてい る。 これ まで放棄 された問題 の中には,人 間
が常識 的に判断 しているノウハ ウを,コ ンピュー タに埋 め込め さえすれば,解
決で きる問題 が多々あ る。 こめ種 の問題 にこそ,フ ァジィは強力 な有効性 を示
す。 そ こで この試論で は,特 に数理 的解析法 に親 しんでい る理系;社 会科学 系
研究者 の立場 か らみて,'ファジィが どうい う有効性 を持 ち得 るかを検討す るた
めに.非 線形最適化問題 を取 り上 げた。
以下では,ま ず非線形 最適化 問題 の代 表的な数値解法 の特徴 をまとめ,そ の
問題点を明 らかに し,問 題点 に検 討 を加 え,改 良法 として ファジィ推論 の応用
を提案 する。 ・
1.1.非 線形最適化問題の数値解法 とその特徴
非線形最適化問題 は,解 析的に は解 けな い多変数関数の極大 ・極 小値 を数値
的 に求 める問題 であ り,自 然科学 ・社会科学 をはじめ科学 の幅広 い分野で必要
とされ る重要な問題 である。 このため,現 在 まで に数々の優 れた数値計算法 と
その改良が提案 されている。 その代表 的な解法 として は,SpendleyiHextと
HimsworthI1〕によって提唱 され,,NelderとMead[2〕によって改良 されたシン
プ レックス(Sifnplex)法,Davidon【3]によるダ ビ ドン(Davidon)法,パウエル
(Powell)法な どが知 られている[4]。これ らのなかで,一 般 の非線形関数 に対 し
てもっ とも汎用性があ り,そ のためによ く用 い られ るのが シンプレ ックス法で
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ある。以下でその理由を明 らかにす る。
まず,パ ウエル法は複数の多変数関数の2乗 和 を極小にす る方法であ り,一
般の非線形関数 を対象に しない特殊 な方法なので,こ こでは除外する。次 にシ
ンプ レックス法 は,n次 元空間での(n+1)個の点で作 られ るシンプレックス図
形(2次元空聞で は3角 形,3次 元空間では4面 体)を作ってJ:とれで極小の点
を予測 しなが ら,一 種の手探 りで極小値 を探す方法である。関数値 を直接比較
しなが ら極小(極大)点を探索 してい くため,直 接探索法 と呼ばれ る。 これ に対
して,ダ ビドン法では関数を微分 して,も っとも勾配 の急な方向に進 めばいつ
かは極小点に達す るとい う考えに基づいている。 しが しこれでは,極 小点近傍
での勾配が小 さくなるため,探 索の方向が不安定になる。 これを防 ぐため,極
値附近で関数が2次 形式で近似 される と考 え,関 数の勾配を計算 して共役傾斜
の方向に探索 しながら極小(極大)点を求める方法を採用 している。 このため,
ダビドン法 は一種 の共役傾斜法 といえる。
これ らの方法 を較べると ①ダ ビドン法 は,偏 微分係数を必要 とし,50次元
程度 までしか使 えないが,収 束が速 い ② シンプレックス法には常に収束が保
証 されているわ けではないが,単 純 な原理}と基づいているため,特 に制限 はな
い。ただ し,次 元が高 くなると計算時間がかかる という特徴がある。
1.2.シ ンプ レックス法の問題点1
以上のことか ら,一 般の非線形関数の最適化問題 を解 くには,制 限のないシ
プレックス法が もっとも適 していることが分かる。 しか しなが ら,シ ンプレッ
クス法には次の2つ の大 きな問題点 ①極小点の近傍 を繰 り返 し回って,'極小
点にたどり着かない場合がある ②次元数が高 くなると,計 算時間がふか りす
ぎる がある。現実には,こ れらの問題点 に出会 うて,数 値計算 を諦 めざる
を得ない場合が起 きる。 ・'
これ らのシンプレヅクス法に特有め問題点 は,主 としてアルゴ リズム上の次
の 事 実 に 起 因 し て い る 。:"-{'
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(1)シンプレ ックス を与 える各点での情報 の うち,関 数値 の最大値 と最小値 を
与 える点の情報 しか用 いていない。 さらに,最 大点 と最小点 の関数値 の差
の情報 も生か されていない。
(2)シンプ レ ックス に よる探 索 に は・3つ(鏡 映 ・ 拡張 ・収 縮)の パ ラ メー タが
用い られ るが,入 力パラメータ として一意 に決定 された値だ けが用 い られ
る。
ここで,特 に(2)で挙 げた問題点(状況 に応 じた変更 ・修正がされない)が,
周期的な探索に落ち込んで収束 しな くなるという問題の原因を与 えている。
以上 に述べ た問題 を解決す るには,(1),(2)の各々 について次の ような方
略が必要 となる。
(1')関数値 の最大 ・最小 だ けで はな く,ど の程 度 大 きい ・小 さいか とい う情 報
も用 い る。
(2')探索 す る過程 で,関 数値 の変 化 に応 じて拡 張 ・収 縮 パ ラメs-一一ータ を 自動 的 に
修 正 す る。
っ ま り,関 数値 の変化の程度 に応 じて,次 のステップを決定するアルゴ リズ
ム を開発で きれば;シ ンプレックス法特有の問題点}よ克服 され,シ ンプ レック
ス法 を超 える解法が得 られ ることになる。具体 的には,「関数値 の変化」を入力
とし,「次 ステ ップの拡張 ・収縮率(ステップ比)」を出力 とす るなん らかの「関数」
が定義で きればよい。 しか し,こ の「関数」を厳 密に決定す ることは明 らかに困
難である。要求 される「関数」の特性 は,『発生 し得るあ りとあらゆる「関数値の
変化」に対応 して,最 適 に して唯一の「ステ ップ比」を与 える』ことである。 この
問題 自体 が,非 線形最適化問題 よ り以上 の高度 な問題 となって しまうため,こ
の「関数」を厳密 に決定す ることは実質的 に不可能 に近 い。
一一38一
1.3.モ デル生物 による思考実験
そこで,今 度 は少 し視点 を変 えて この問題を見てみよう。確 かに,上 記 のよ
うな「関数」を実現す ることは難 しい。 しか し,非 線 形最適化問題の視点 を変 え
て,次 のように問題 の設定 を見直せ ば,実 は容易に実現 されている とい うこと
ビロ
が分 か る。こ こに,モ デル生物 と して,サ ル の「夕日ー」が いた とす る。「タ ロー」
は,猛 烈 に物忘れが激 しくて,直 前 の ことしか覚 え られず,さ らに 目隠 しされ
ている もの とす る。従 って,「タロー」が回 りを知 る手立ては足 を踏み出 してみ
る以外 にはない。
その「タロー」がある曲面 の上 にいて,足 で探 りを入れなが ら,最 小点 を探す
状況 を想定 してみ る。 もちろん「夕日ー」は,こ こで要求 されてい る「関数」な ど
をもってはいない。 しか し,い くつかの典型的な曲面 についての探索 を繰 り返
して学習 してお きさえすれば,ほ とん どの場合非常 に効 率 よ く極小点 にた どり
着 くことがで きる・ さらに・彼 は決 して周期的探索 に落 ち込んで,無 限の時間
を費やす こともない。
つ まり生体系で は,こ の種 の問題 をい とも容易に解決 してい るのであ る。 そ
れでは,「タロー」はいったい何 をどうやるのだ ろうか。「とにか く一歩踏 み出 し
てみて,上 りか下 りか を判断 し,下 りの方向に探 りを入 れてみて,そ の結果で
次の一歩 の向 きと大 きさを決 める」とい うことを繰 り返 してい るだけである。も
う少 し詳細 に検討 してみる と,次 のようにまとめ られ る。
(1)まず,一 歩 先 に踏 み出 して み る。
(2)もし,下 が っ てい るな ら,前 向 きの ま ま。
そ うで な けれ ば,後 ろに向 きな お る。
(3)現在 の向 きの ま ま,同 じ歩幅 で探 りを入 れて み る。
(4)次の経験 的知 識 か ら,探 りの一歩 を評価 す る。
(4.1)もし,前 の一歩 が 「まあ まあの下 り」で,
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探 りの一歩 が 「まあ まあの下 り」な ら,
歩 幅 を「うん と伸 ばす」とよか った と反省 す る。
(4.2)もし,前 の一歩 がFま あ まあの下 り」で,
探 りの一歩 が「ゆ るい下 り」な ら,
歩幅 を「も う少 し伸 ばす」とよか った と反省す る。
(4.3)もし,前 の一 歩が「まあ まあの下 り」で,
探 りの一歩が 「ゆ るい上 り」な ら,
歩幅 を「も う少 し縮 め る」とよか った と反省 す る。
(4.4)もし,前 の一歩 が「まあ まあの下 り」で,
探 りの一歩が 「きつい上 り」な ら,
歩幅 を「逆 向 きに,も う少 し縮 め る」とよか った と反省 す る。
(5)いろんな反省 のバ ランス を とって,こ こぞ とい う次 の一歩 を決 め る。
(6)(3)で探 った一歩 を戻 し,(5)で決 めた一 歩で踏 み なおす。
(7)もし,極 小点 に まだ来 ていな いな ら,(3)に 戻 って繰 り返 す。
そ うで な ければ,極 小点 だか ら,踏 み 出す の をや めて褒美 の エサ を もらう。
ここで,(4.1)以降のルールが,あ る典型的な曲面で学習 した ときの知識であ
る。 これ らの知識(=ノ ウハ ウ)の質が,探 索の成功 ・不成功,効 率のよさを決
定する。
この知識の表現 はコンパグ トだが,そ れ は自然言語 を用いて表現 しているか
らである。 これ らをもし,数 値的に1対1の 対応関係 をつける「関数」として定
義 しようとす ると,た ちどころに困難 に出会 うことになる。なぜなら,自 然言
語で表現 された「ゆるい下 り」や「きつい上 り」とい う内容 は,ス テジプ前後 の被
探索関数値の差 の程度 に対応 し一(fいるのであって,数 値的 に1対1の 対応 を与
えるような根拠 といえるものは何 もないか らである。上記(4)の自然言語で表
現 されているのは,被探索関数値 の差を表す「数値」ではな く,まぎしくその「主
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観的な意味」なのである。
1.4.「 主観 的 な意味 」を扱 うフ ァジ ィ集合論
それ で は,「主観的 な意味 」を扱 うこ とはで きないの だ ろうか。 ここに,測 定
された量 の「主観的 な意味 」を扱 える理論的枠組 みが存在 する。Zadehが1965年
に提唱 した フ ァジ ィ集 合 論[51であ る。 フ ァジ ィ(fuzzy)とは,:fuzz(けば,微
毛,う ぶ毛)の形容 詞形か らきた言葉 であ る。フ ァジ ィ集 合が数学 的 に厳密 な形
式 として構築 された ことで,人 間 の もつ ノウハ ウを コン ピュー タに埋 め込 む方
法 として フ ァジ ィが認知 され,今 日の広範 な応 用へ の礎 にな った。
ここで,日 本 の状 況 をふ りか えってみ る。仙 台の地 下鉄 の 自動運転 装置 に導
入 され ため を皮切 りに応用 が広 が り始 め,セ メ ン ト製 造工程 な どの プラン ト制
御,株 式 の運 用 を行 うファン ドマ ネージ ャ。 果 て は,光 学 カ メラ,ビ デオ カメ
ラ,洗 濯機,エ アコ ン,炊 飯器 な どの家庭電 化製 品 にいた るまで,お よそ制 御
の絡 む あ らゆ る もの に応用 され,幅 広 く成 功 を収 めて い る国 。 さ らに制御系 に
限 らず,音 声認識 ・パ ター ン認識,診 断,デ ー タベPス な ど,応 用 の広 が りは
広範 であ る田 。
ところで,,いったいなぜ フ ァジ ィ集合 で「主観 的な意 味」を扱 う ことが で きる
のだ ろ うか。 それ はファジ ィ集 合 が,従 来 の2値 論 理 で はな く,多 値論 理 に基
づいてい る ことに起因 す る。従来 の集合(ク リスプ集 合)で,例 えば「ゆるい下 り」
を表 すに は,勾配 が0.2から0.6まで とい うように明確 でパ キパ キ したt(クリス プ
な)境界 を決 めて,「ゆるい下 り」とい う集合 を定義 して い た。従 って,当 然 この
集合 に属 す るか属 さないか とい う2値 的 な扱 い しかで きなか った。`
これ に対 して フ ァジ ィ集合 で は,「ゆるい下 り」その ものが ク リス プに決 らな
い とい うことを積極 的 に受 け入 れて理 論 が構築 され てい る。 つ ま り,あ る勾配
が与 え られ る と,'「ゆ るい下 り」とい う集合 に どの程度 属 す るか とい う度合 い(所
属度)1をひ とつ指定 で きる としてい る。そ うす る と,考 え得 るあ らゆ る勾 配 を も
って きた とき,そ のひ とつ一 つ に「ゆ るい下 り」の フ ァジ ィ集合 に属 す る度 合 い
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が1対1に 指定 で きることになる。
見方 を変 えれば,集 めた要素が全体 として どんな所属度 の分布 を もつかをな
がめれば,フ ァジィ集合 を特徴付 けて指定することが可能 となる。 こめ一連 の
所属度 の集 ま り(メンバー シップ)は,集 合の要素 を決めれば所属度が1対1に
ノ
対応する とい う意味で,あ る種 の「関数」が定義され ることになる。 これ をメ ン
バ ーシップ関数 とい う。メ ンバーシップ関数の広が り具合 その ものが,例 えば
「ゆるい下 り」とい うファジィ集合 の「意味」を表現 しているので ある。
さて,メ ンバー シップ関数 は,一 意 に決 めるクライテ リオンがない というこ
とか ら,ひ とつのメンバーシップ関数 を決め るとそこにはひ とっの「主観」が反
映 されていることになる。すなわち,こ のメ ンバ一一シップ関数 こそ,上 記(4)
の自然言語で表現 されていた「関数」の「主観的意味」を与 える数学的な礎 に他 な
らない。
以上 の考察 を もとに,本 論文では,非 線形最適化問題 における探索 ステップ
比の決定 に,フ ァジィ集合論 を適応す る。すなわち,自 然言語的に表現 された
ノウハ ウをファジィ集合論 を もとにメンバーシップ関数 によって表現 し,フ ァ
ジィ集合演算 をもとにした推論結果か らひ とつのステ ップ比 を決定す る とい う
方略 を選択する。
本論文の構成 は,以 下の通 りである。第2節 で は,フ ァジィ集合 とファジィ
推論のメカニズムを簡潔 にふ りかえる。第3節 で は,非 線形最適化 問題 への応
用にあたっての問題点を整理 し,開 発 したアルゴ リズム を述べ る。第4節 では,
第3節 のアルゴ リズムを用い,非 線形の多変数モデル関数 を例に,実 行結果 を
まとめる。 また,非 線形最適化問題の代表的な解法 として,シ ンプレックス法
を取 り上げ,こ れ による実行結果 との比較 を行 い検討す る。 まとめ と残 され た
問題点 は,第5節 で議論する。なお補遺 に,今 回使用 したファジィ推論ルール
とFORTRANプ ログラム リス トの例 を挙 げてお く。 より詳細 なプログラム リ
ス トについて は,著 者 まで申 し出 られ たい。
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2.フ ァジ ィ集合 とフ ァジ ィ推論のメカニズム
この節で は,第1節 の(4)で示 した自然言語で表現 された経験的知識 に基づ
くIF-THENルール を もとに,ど の ようにメンバ ーシ ップ関数 と関連付 け ら
れ,ど のようにファジィ集合論を用 いて ファジィ推論 がなされ るかを述べ る。
はじめ は,ひ とつのルールだけか らどのように推論す るかを述 べ,次 に ブうの
ルールか ら得 られた2つ の推論結果 をどう合成 して,ひ とつの確定値 を もつ推
論結果 を得 るかを述 べる。
2.1.メ ンバ ー シ ップ関数 の導入J
まず例 と して,第1節(4.1～2)のIF-THENル ール を もう一度,書 き下 して
お く。;
(4.1)もし,前 の一 歩 が「まあ まあの下 り」で,
探 りの一歩 が 「まあ まあ の下 り」な ら,
歩 幅 を「うん と伸 ばす」とよか っ た と反省 す る。
(4.2)もし,前 の一歩 が「まあ まあの下 り」で,
探 りの一 歩 が「ゆ るい下 り」な ら,
歩幅 を「もう少 し伸 ばす 」とよか った と反省 す る。
このルールをメンバー シップ関数で表すため には,自然言語 で表現 された「まあ
まあ」や「ゆるい」,「もう少 し」とい う程度を意味す る言葉 を,フ ァジィ集合 によ
って主観的 だが明確 に定義す る必要がある。 そこで まず,程 度 を表 す言葉 をい
くつか選 び出 してみ よう。
正 で 大 き いPL(PositiveLarge)
正 で 中 く ら いPM(PositiveMediate)
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正で小 さい
ほぼゼロ
負で小さい
負で中 くらい
負で大 きい
PS(PositiveSmal!)
ZR(apProximatelyZeRo)
NS(NegativeSmall)
NM(NegativeMediate)
NL(NegativeLarge)
ここで,右 側 に書 い たPLやNMな どの略語 を使 って,IF-THENル ー ル
(4.'2)を表 しなおす と,次 の よ うにな る。
(4.2)IF、
THEN
「前 の一歩 の勾 配」=「NMＬAND
「探 りの一歩 の勾配」=「NS」
「ステ ップ比」=「PM」
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図1.メ ン バ ー シ ッ プ 関 数 の 例
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次 は,こ れ らに適 当なメ ンバ ー シップ関数 を定義 して やれ ば よい。 メ ンバ ー
シ ップ関 数 を定義 す るには,も の ごとの程度 が もっ と もらし く表 され ていれ ば
いいのだか ら,そ の形 にあ ま りこだわ る必要 はない。 もっ とも簡 単 で現在 よ く
使 われ てい るメ ンバ ー シップ関数 の例 を,図1に 示 してお く。 と.りあ えず,メ
ンバー シ ップ関数 の定義域 を一1～1と し,関 数 の値 域 は0～1と した。
2.2.ひ とつのIF-THENル ール に よる推論過程
さて問題 は,「前 の一歩 の勾配 」と「探 りの一歩 の勾配 」が それ ぞれ数値 として
与 え られ た とき,IF部 の メ ンバ ー シップ関数 か らどの よ うに情 報 を取 り出 し,
THEN部 のメ ンバL・一・シ ップ関数 を どう加工 す るかで ある。 、i
まず,「前の一歩 の勾配 」が 一〇.8であった とす ると,第1条 件,[前 の一歩 の
勾配 」=「NM」の適 合度 は,メ ンバ ー シップ関数rNM」に よって,0.6であ るこ と
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メ ンバ ーシ ップ関数 の定義域L図
2.ルー ル(4.2)のIF'部を構 成 す る2つ の メ ンバ ー シ ッ プ関 数
－NM … …NS
が結 論 され る(図2参 照)。同様 に,第2条 件,「探 り』の一 歩 の勾配」=「NS」に対
して も,「探 りの一 歩 の勾配 」が 一〇.6と与 え られ れ ば,メ ンバ ≡ シ ップ関 数
「NS」か ら,第2条 件 に対 す る適合度 は0.2である。これ ら2つ の条 件 のANDを
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とるのは,ど ちらも満足する必 要最低限の適合度 といつ忌味C,小 己い刀UＬlva
を採用すれ ばよい。今の場合 は,第2条 件 の適合度の0.2である。
次 は,この情報 を用いて,THEN部 のメンバー シップ関数 を加工す ることで
ある。さて,い ま得た数値0.2とは,IF部の条件 に対す る適合度であった。従 っ
て,この適合度に応 じた分だ けTHEN部 の結論,すなわち メンバーシップ関数
「PM」を主張 させればよい。この方法 にもい ろいろあるが,もっ とも簡単な方法
は,IF部の適合度の値 の ところで メンバー シップ関数「PM」を切 り取 って しま
うごとである。つま り,IF部の適合度 と,THEN部 のメンバーシップ関数の各
要素 との最小値(MIN)を取ればよい。こうすれ ば,適合度が高 ければ大 きなメ
ンバー シップ関数が,適 合度が低 けれ ば小 さなメンバ ーシップ関数が得 られ る。
こうして得たTHEN部 のメンバー シップ関数を図3に 示 した。
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図3.ルー ル(4.2)によ る推 論 結 果 を与 え るメ ンバ ー シ ッ プ関 数
PM
2.3.推 論 の合成 と確 定値化(脱 フ ァジ ィ化)
t－連 の経験 的知識 にi基づ くIF-THENル ール のすべ て に対 して,同 一 の入 力
値 の組(「前 の一歩 の勾配 」=-O.8,「探 りの一歩 の勾配 」=-0.6)を用 いて,第
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2.2節 と同様 の推論 を実行 す る。
図4に,ル ール(4.1)か ら同様 に して得 られ たメ ンバー シ ップ関数 を示 し
た。 ここで は,第1,第2の 条件 ともに「NM」であ るので,第1条 件 の入力値
一〇.8に対 す る所属度 は,0.6とな り,第2条 件 に対 して は,0.8を与 え る。よっ
て,MIN、を とって結局,0.6とい う所 属度が,THEN部 のメ ンバ ーシ ップ関 数
「PL」に与 え られ る。
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こう してす べて のルール に応 じて,ル ール と同 じ数 だ けの メンバ ーシ ップ関
数 が得 られ るこ とにな る。 これ らすべて のメ ンバ ー シップ関 数 を まず合成 し,
それか ら今 度 は次 に踏 み出す ときの歩幅 を決 め る「ス テ ップ比」を計算 す る。
まず,推 論 の合成 は,次 の ようにな され る。得 られ たすべ ての メンバ ー シ ッ
プ関数 の どれ で も,そ の適合度 に応 じて結 論 として寄与 していいの だか ら,メ
ンバ ー シップ関数 をすべ て重 ねて おいて,一 番大 きい適合度 の ところを取 り出
してや れば よい。っ ま り,すべての メ ンバ ー シップ関数 の最大値(MAX)を取 れ
ばよいのであ る。 図5に は,2つ のルール,(4.1)と(4.2),か ら得 られ た
メンバ ーシ ップ関数 のMAXを 取 って合成 した もの を示 した。
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・ 図5 .ル ー ル(4.1),(4.2)に よ る 推 論 の 合 成
'推 論 の 合 成(MAX)
次 に,こ うして得 られ たすべて のルールか らの推論 結果 を与 えるメ ンバー シ
ップ関数 か ら,「ステ ップ比 」を計算 す る。 この 「ステ ップ比 」は,メ ンバ ー シッ
プ関数 の よ うな フ ァジ ィ集合 で はな く,あ る確定 した値 だ けを とるシングル ト
ンで ない といけない。 なぜな ら,次 の一歩 は,明 らか にある特定 の歩幅 を指定
しなけれ ば踏 み出せないか らで ある。 この ように,ろ アジィ集合 の メンバー シ
ップ関数 か ら,ク リスプ集合 の シングル トンへ変換 して,確 定値 を決 め ること
を脱 フ ァジィ化(defuzzification)とい う。
この方法 に もい ろい ろな方法 が可能 性で あ るが,こ こではメ ンバ ー シ ップ関
数 の重心 を計算 し,そ の値 を採 用す るこ とにす る。別 の可能 性につ いて は,第
5節 で議論 す る。 ルール(4.1)と(4.2)の2つ か ら得 たメ ンバ ー シ ップ関数
の重心 を とって脱 フ ァジ ィ化 を行 う と,図5よ り0.776と計算 され る。
ここで,従 来 のエキスパー トシス テム とフ ァジィ推論 との違 い について述 べ
てお こう。 ファジィ推 論 は,従 来 のエ キスパ ー トシステ ム と伺 じように,IF-
THENル ール を用 いてい る。しか し,い わゆ る従 来型 のエキスパー トシステム
とは大 きな違 いが ある。す なわち,エ キスパー トシステムで は入力 にぴ った り
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合致するルールひ とつだけしか用いないのに対 して,フ ァジィ推論で は入力に
対する適合度 に応 じて,す べてのルごルが推論結果に反映され る。
この違 いは,次 の事実によっている。エキスパー トシステムでは記号処理に
よって推論するが,フ ァジィではファジィ集合であるメンバー シップ関数を用
いて推論す る。 この ことは,フ ァジィ推論を非常 にロバス トな ものにしている。
つまり,記 号処理 による推論では,ル ールの聞 に矛盾があって は許 されないが,
ファジィ推論ではルール間に矛盾があって も,そ れぞれの適合度 に応 じて最終
「意見」に反映 されるか ら,あ まり問題にはな らない。実際,こ の試論では,同
じIF部の条件 をもつが異なるTHEN部 を与 える複数のルール を競合 させて,
この特性 を十分 に活用 している。 また,ル ールに多少の不足があって も他のル
ールが共同 して補 って くれ さえするのである。 一 、・.'・ ・
3.非線形最適化問題への応用
この節で は,1、ファジィ推論 を非線形最適化問題の数値解法 にインプ リメン ト
する方法 を述べる。なお,コ ーディングにあたってはシンプレックス法 との比
較 のため と汎用性 を考慮 して,プ ログラ ミング言語 としてFORTRANを 用 い
る。 まずはじめに,フ ァジィ推論への入力 を定義 し,こ こで用 いるメンバーシ
ップ関数 を定義す る。 しか し,・第2節 で述べたファジィ推論の方法 は,そ の ま
まで は非線形最適化問題 へは応用で きない。 い くつかの拡張 と修正を必要 とす
るcそ こで,フ ァジィ推論 を非線形最適化問題へ応用する際の問題点 を整理 ・
検討 し,第2節 の方法を拡張す る。
3.1.フ ァジ ィ推論への入力
ファジィ推論 の入力 には,2点 間の非探索関数の差分値 を採用する。 このと
き,探 索方法には,次 のように非常に単純 な方法を採用する。各次元 ごとに独
立 に関数差分 を評価する(偏差分 をとる)。ただ し,「上 り」か「下 り」かの情報 を
残すため,次 式で偏差分 を計算する。
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△∫
TM「
_∫(κ1,…,Xi十 △Xi,…)一 ∫(κ1,…,xパ ・・)
1△x、1'
(3.1)
ここで,fはIZ次 元 の非探 索関数 ∫(X、,Vlz,.Xh,…,κn),△Xiは第i軸 方向のス
テ ップで ある。 この関数評価法 は,明 らかに効率が悪 いが,局 所的な異方性が
比較的弱 い非線形 関数 に対 する探索 を想定 してい るため と,多 次元関数への拡
張が容易 なため,フ ァジ ィ推論 の有効性 を多次元関数で評価 するには十分 であ
る。 この問題 についての詳細 は,第5節 で議論す る。 なお,今 後「1勾配」といえ
ば,(3.1)式で定義 され克 修正偏差分 の値 を指 す もの とする。
3.2.メ ンバ ーシップ関数の定義
メンバー シップ関数の定義 とその集合演算 には,計 算速度 とメモ リ節約の点
を考慮 して,す べて を整数演算 で行 う。 また,メ ンバ ーシップ関数の定義域 ・
値域 ともに整数値 を とるもの とし,定 義域 は一30～30,値域 は0～11までの整
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図6.メ ン バ ー シ ッ プ 関 数 の 定 義
－NLorPL… …・NM・ …NS-ZR-・-PS-一 －ーPM
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数値 とした。図6に,こ こで定義 したメンバーシップ関数 を示すご＼ここで,メ
ンバーシップ関数 を定義する際,若 干の修正 を行 っている。すなわち,図6を
図1と 較 べてわかるように,メ ンバーシップ関数を全体 に上へ上 げてある。 こ
の修正のために,例 えばNMとZRと の間に,図1に はなかった重複がみられ
る。 これは単に,IF-THENルー ル を節約す るためのものであ り,探索 に対 し
て本質的な役割 は果 さない。
3.3.離 散化変換 と逆変換
ファジ ィ推論への入力値 は,、(3.1)式で計算 され る勾配で,こ の値 は連続量
であ り,原 理的に実軸上のすべての値 を取 り得 る。 ところが,こ の値 はメンバ
ーシップ関数の定義域である一30～30の有限の整数値へ変換 しない と評価で き
ない。つ まり,無 限区間の実数軸か ら,有 限区間の整数値へ変換するための離
散化変換が必要 とされ る。 この離散化変換 には,次 の式で定義 した関数 を用い
た。
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図7.離散 化 変 換 関 数
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π
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Lω －int(がignω+La・ctan(r・x)),(3.2)
ここで,int(x)は小数点以下 を切 り捨 てて整数化する関数であ り,sign(x)はx
の正負に応 じて,+1または一'1を返す符号関数である。 また,rは 変換率 をさ
し,通常 は1で よい。'Wはメ ンバーシ ップ関数の定義域 の区間幅で,図6の 定
義 より60である。図7に,r=1と5の ときの離散化変換関数 を示 しておいた。
次 に,逆 変換関数 を定義 しよう。逆変換関数の必要性 は,次 の考察で分か る。
すべてのIF-THENルールについて ファジィ推論 を実行 した結果 は,第2.3節
で述べたように,THEN部 めメ ンバー シップ関数 に推論結果 の所属度でカ ッ
トされたあ と,OR集 合 を とってひ とつ に合成 され,さ らに脱 フ ァジィ化 され
る。 この脱 ファジィ化 は,重 心 を計算す ることで実行 され るため,脱 ファジィ
化 したばか りの出力値 は,整 数値 ではな く実数値 となる6た だし,メ ンバー シ
ップ関数の定義域(-30～30)内の値 を とる。 これ を,前 回のステ ップに対す る
拡大 ・縮小率(ステ ップ比)になおす必要がある。 この変換 は,有 限区間内の整
?
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数値を,無限区間の実数値に戻す変換で,離散化変換の逆変換に相当する。そ
こで,逆変換関数を次の式で定義する。
R(1)÷t・n(青 ツ).(3.3)
同様 に,変 換 率r=1と5の 場合 について,図8に 逆変換 関数 を示 した。
さて残 るの は,ス テップ比 の基準 で ある1を どこに置 くか とい う問題 であ る。
ここで は,次 式 に よってステ ップ比 を決 めた。
R(y)(3
.4)R(11VI"/4)
この意 味 は,・次 の通 りで ある。 まず,(3.4)式 の分 母 の引数W/4は,メ ンバ
ー シ ップ関数PMとPSの ピー クのち ょうど中間で ある。 この位置 に基準 を置
くと,ステ ップ比 を決定 す るTHEN部 の条件 を与 えやす い。この理 由 を述べ よ
う。 まず,次 の ステ ップ を決 め るには,「探 りの一 歩」よ り大 きいか小 さいか で
探 索 す る ことにな る。従 って,両 側 に同 じ数 だ けの メ ンバ 一二シ ップ関数 があ る
位 置 を基準 にす るのが最適で あ る。実 際,図6を 見 る と,「探 りの一歩」よ り伸
ばす方 に は,PMとPLが あ り,縮 め る方 にはPSとZRの 正 の方半分が あ る こ
とになる。バ ラ ンスよ くメ ンバ ー シ ップ関数 の組 み合 わせ を決 め るこ とが可能
とな る。
ここで,ス テ ップ比 は正 ・負の どち らの値 も取 り得 る。正 な ら前 回 と同 じ向
きで あ るこ とを意 味 し,負 の場 合 は前 回 とは逆 向 きに探 索す る こ とを意 味す る。
3.4.数 値解析法への応用における基本的な問題点
さてここで,フ ァジィ推論 を数値解析法へ応用す る上で,一 番大 きな障害 と
なる問題 を議論す る。 そもそも数値解析 の目的 は,与 えられた数理モデルを,
与 えられたハー ドウェア資源 のなかで,い かにモデルに忠実に,か っ正確に解
くかにつ きる。つまり,希望す る桁数 までの精度で「正確」な数値解を得 る必要
がある。'
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これに対 して,従 来のファジィ推論が対象 とした分野では,数 値解析 のとき
のように指定 した「オーダ」までの精度が必要 とされることはまずなかった。む
しろ,山 川烈 による国際会議のデモ ンス トレー ションで ファジィの有効性 を強
烈 に印象付 けた倒立振 り子の例川か らも分か るよう に,非 常 にすばや く,し か
も安定な制御 を実現することにこそ,フ ァジィの意義があるとみなされてきた
傾向がある。事実,こ の種 の微妙な制御系に,フ ァジィ推論以外の方法を用い
ることは,不 可能ではないに して も非常な困難 をともな う。
以上をまとめると,従 来のファジィ推論で扱 っていた問題 は,「オーダ」では
な く「ファクタ」が合 えばよかった。しか し,数値解析法への応用では,「オーダ」
まで合わないと使い ものにな らないのである。この問題 は,一種 の「探索不安定
`
化問題」といえる。この「探索不安定化問題」を克服するために,3つ の解決法を
工夫 し,こ れ らを組み合わせて用いた。以下 に,こ の問題 を克服す るための基
本的なアイデアと解決法について述べ る。
＼
まず第1の 方法 は,す で に第3.3節 で用 いてい る。 それ は,フ ァジ ィ推 論
の出力 を,ス テ ップその もの の値 で はな く,ス テ ップ比 に対応 させ た こ とで あ
る。 つ ま り,探 索 ご とに「ス テ ップ」比 を調整 す る という 方 法 を導入 してい る。
この方法 に よって,わ ずか数 回の探 索 で,探 索範 囲の{':オーダ」を指 数 関 数 的 に
減 少 させ る こ とが可能 にな った。
3.5.入 力勾配の 自動補正
第2の 解決法 は,入 力勾配の自動補正である。 これ には,さ らに次の2つ の
方法 を組 み合わせてい るが,主 として,離 散化変換関数へ の変換率 γの導入
と,そ れ による変換率の補正 によって達成で きた。
●履歴法 による変換率の補正
「前の一歩」の ときの変換率 と,「探 りの一歩」で計算 した勾配の逆数 とを勘案
して,次 の探索の変換率 とす る。 この とき,変 換率の補正 は,そ れぞれの次元
ごとに独立 に行 う。 これは,非 探索関数 の評価 をす るとき,(3.1)式の よう
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に,各 次元 ごとに独立 に行 っているためである。 また,フ ァジィ推論の入出力
でそれぞれ行 う離散化変換(3.2)と逆変換(3.3)の際 にも,必 ず同 じ変換率
を用いるもの とする。具体的には,第 ゴ次元 に対す る変換率は,次式で与 えられ
る値 を次回の探索に採用する。
ri=(ri"・ri'2)1」3, (3.5)
ただ し,
,1「
i=△f/△x
,・
(3.6)
また,η"は「前の一歩」の変換率,ぢ は「探 りの一歩」の仮 り変換率で,分母 は「探
りの一歩」の勾配の絶対値であ る。
ここで,(3.5)式の意味 は,「前の一歩」の変換率 よりも,もっとも新 しい「探
りの一歩」で得 た勾配か ら計算 される仮 り変換率の方に重みを置いて,次の探索
での最適な変換率を予測 している。
なお,変 換率の補正 についてはもうひ とつ,絶 対値法 による方法 も試みたが,
履歴法の方が探索範囲の「オーダ」を絞 り込む効果が強力 であったので,現 在 は
履歴法 を採用 している。 ここでいう絶対値法 とは,入 力勾配 を離散化変換 した
絶対値が,5以 下 になると変換率を増大 させて勾配の微小 な変化 を強調 し,25
以上 になると変換率 を減少して勾配の大 きい ところでの変化 を強調する方法で
ある。
●変換関数の補正
入力勾配が微小 なため,離 散化変換 によってたまた ま入力値が0に 落ち込ん
だときの補正である。 このときは,変 換前の勾配 の符号によって,+1か一1に
振 り分 ける。
しか し,上 で述べた変換率 の補正 を採用 した ことと,推 論 出力をステップ比
にすることによって,探 索不安定化問題 はほとん ど回避 で きた。従って,こ の
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変換関数の補正は,あ くまでひとつの安全策で ある。
3.6.新 メンバーシップ関数の導入
最後 に,第3の 方法 は,メンバーシップ関数ZRを 分割 して,新 し く2つ のメ
ンバーシップ関数 を導入 することである。なぜ,メンバ ーシップ関数ZR分 割の
必要があるか という一番大 きな理 由は,正 か負か とい う定性的 に異 なる情報 を
一度に扱 う唯一のメンバー シップ関数がZRだ か らである。
そ もそ も極小点探索の問題 においては,勾 配の正 ・負 という定性的に異 なる
情報 を,「ほとん どゼロ」とはいって も量的な問題 にす り替 えて しまうことは,
探索の不安定性 を招 く原因になる。なぜなら,極 小点近傍で は勾配が小 さ くな
るために,IF部の条件で拾 えるメンバーシップ関数がZRし かな くなる可能性
がでて くる。 そうなると,も はや離散変換後 の値で さえ,正 だったか負 だった
かを判別で きない ことになる。 これ は明 らかに探索不安定性 に直結す る。
さらに,こ の意味 の探索不安定問題 は,メ ンバーシップ関数 の離散化 によ り,
いっそ う強調 され る傾向がある。その理由を以下 に述べよう。
まず,脱 ファジィ化 の重心計算で,分 母 と分子はそれぞれ整数値 をもつが,
割 り算を実行 して重心 を求めると実数 になっている。従 って,一 見す ると脱 フ
ァジィ化 を行 ったあ とで は,も はやメンバーシップ関数の離散化 の影響が ない
ように見 えるか もしれない。 しか し,こ の実数値 は,明 らかにごく一一部の有理
数 しか網羅で きていない。すなわち,離 散化 に対す る逆変換 を行 う前の段階で
すでに,す べての無理数 とぽ とんどの有理数 は脱落 しているのである。 このた
めに,微 妙な探索 はもはや不可能になってお り,結 果 として探索不安定性 を助
長 している。
さて,図9にZRを 分割 して作 った2つ のメンバ ーシップ関数 を示 した。作 り
方 は次 の通 りである。メンバーシップ関数ZRの うち・定義域 の0の 要素だけを
抜 き取 って,左 右2つ の新 たなメ ンバ ー シ ップ関 数 に分割 し,左 側 をNZ
(approximateiyNegativeZero),右側 をPZ(approximatelyI)ositiveZero)
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と名付 けて定義 した。
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図9.新 メ ンバ ー シ ッ プ 関 数NZとPZ
・-NZ…PZ
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この2つ の新 しいメンバー シップ関数 の導入 によって,メ ンバーシップ関数
の種類 は以下に示す ような9種 類 に拡張 された。
正 で大 きい
正で中 くらい
正で小 さい
正でほぼゼロ
ほぼゼ ロ
負でほぼゼロ
負で小 さい
負で中 くらい
負で大 きい
PL(PositiveLarge)
PM(PositiveMediate)
PS(PositiveSmalD
PZ(apProximatelyPositiveZero)
ZR(apProximatelyZeRo)
NZ(apProximatelyNegativeZero)
NS(NegativeSmall)
NM(NegativeMediate)'
NL(NegativeLarge)
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この拡張 は,次 の意味 において重要な意味 をもつ。まず,IF-THENルー ル
のIF部 に対 しては,微 小勾配 の定性的 な正・負の違 いを明確 に識別する能力 を
与 える。さ らに,THEN部 に対 しては,ス テ ップ比の制御能力 を向上 させ る効
果が顕著である。
3.7.シ ングル トン生成 による探索停止問題の回避
さてここで は,メ ンバー シップ関数を離散化 したにより発生する新 たな問題
について議論 する。離散化 したために,上 で述 べた探索不安定問題以外 にも新
たな困難が発生す る。 それは,推 論の結果「新ステップ比」=0を与 えて探索 を
停止 して しまう探索停止問題である。
ら
この探索停止問題 は,ど のような ときに起 こるのだ ろうか。それは,フ ァジ
ィ推論へ入力 した2つ の勾配 が,大 きさはほぼ等 しくて逆符号 をもつ ときであ
る。例 え ば,離 散 化 変 換(3.2)の右 辺int関数 の 中身 が,「 前 の一 歩 」に対 して
一10.1,「探 りの一歩」には9.9であった としよう。勾配 の大 きさに違いが あるに
もかかわ らず,int関数を通 した とたんに同一 の絶対値 にみなされて しまう。そ
うなると,「探 りの一歩」を引 き戻 して じっとす る,す なわち,「新 ステップ比」
=0と 推論するのが もっともな結果 になってしまう。
もし,入 力勾配 の離散化 をせず,離 散化変換前の実数値 どうしのままで推論
を実行 していれば,こ の問題 はほとん ど発生 しない。従 って,明 らかにメンバ
ー シップ関数の離散化 に ともな う問題である。 もっ とも,ル ールの決 め方 によ
りこれを回避す ることは可能で あるが,他 の状況では使 い物 にな らない結果 を
与 えて汎用性 をな くして しまうため,こ の方法 は好 まし くない。
そ こで,こ の ような場合 だけ,離 散化変換 をする前の勾配の情報 を使 うこと
にす る。ただ し,勾 配の絶対値が どちらが大 きかったか とい う情報だけを取 り
出 し,ほ かの情報 は使わない。そ して,こ の定 性的な情報 をもとに合成 メンバ
ー シップ関数 を補正す ることにす る。 この補正 は,次 の ように行 う。
メンバ ーシップ関数の定義域内へ変換 した2っ の勾配が逆符号で等 しい太 き
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さになった ときは,離 散化変換の前の勾配 を較べる。 そして,大 きさに少 しで
も違いがあればその違いに応 じて,推 論結果のメンバー シップ関数 のバ ランス
を少 しだけず らせ る。つ まり,も し「下 りの勾配」の方が「上 りの勾配」よ り大 き
かったな ら,ほ んの少 しだけ先 に極小点があるはず と予測 して,合 成 したメン
バーシップ関数の正の軸側を少 しだけ大 きく設定 しなおす。実はこの考え方 は,
極小点近傍での曲率が,2次 関数的 とみなす ことにほかならない。
具体的には,正 の軸+30のところのメ ンバーシップ関数の値 を+2だ け持ち
上げる。すなわち,+30に新 しいシングル トンを作 り出すことに相 当する。この
ようにして,変 換前の2つ の勾配 を較べて,合 成 メンバー シップ関数の+30あ
るいは一30に,シングル トンを生成する。
3.8.探 索方略の 自動判定
最後 に,IF-THENルー ルを状況により使 い分 ける方法を提案する。このア
イデアの基本には,極 小点近傍の探索の仕方 と,極小点か ら遠 くはなれた とこ
ろか らの探索の仕方 はまった く違 うはず という考 えに基づいている。 ・
まず,探 索の方略 を3っ に分類する。「大域探索」と「局所探索」,そして,ど
ち らの探索の場合で も共通 して使 える「共通探索」の3つ である。 これ らの方略
を選択する基準 は,次 のように行 う。「前の一歩」と「探 りの一歩」の2つ の勾配
が,局 符号である限 り,「大域探索」と「共通探索」のルール を使 う。もし,「探 り
の一歩」の勾配の符号だけが正 に反転 した ら,そ の時点か ら「局所探索」と「共通
探索」を用いる。
ここで,そ れぞれの方略に対するルールの原則的な決 め方にっいて,述 べて
お く。具体的なルールの調整 は,第4節 で行 う。 まず「大域探索」で は,は じめ
か ら勾配がひたすら下向 きだけの場合で,と にか く早 く極小点近傍へ行 くζと
が 目的である。従って,勾 配が下向 きである限 り,ス テ ップの向 きはそのまま
で,ひ たす ら遠 くへ行 くためのルールにしてお くb
つまり,・THEN部のメンバー シップ関数 には,PMやPLを 中心 に使 って,
ヘ
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「ステップ比」を必 ず1よ り大 きい値 にする。ただ し,「前の一歩」に対 して「探 り
の一歩」の下向 きの勾配が,小さ くなるにっれて「ステップ比」は1に 近い値 で抑
える。この方略では,IF部の2つ の条件に対応す るメンバーシップ関数 としてJ
は,ど ち らも同符号 のものだけを入れておいた方がよい。
次に,「局所探索」では,「大域探索」と同 じ種類 のIF部 を用いるが,も っ と抑
えぎみにして,あ まり遠 くへ探索 しに行かないようにする。特に,正 どうしの
勾配に対す るルール は重要である。勾配が大 きい ときはステップを逆向 きで伸
ばすが,勾 配が小 さ くなる と逆向 きだが うんと縮 めない と,探 索 に失敗 しやす
くなる。
最後 に,「共通探索」で は,2つ の勾配の符号が異なるものだけにしてお く方
が よい。基本は,「前の一歩」が負で「探 りの一歩」が正 の場合 は,縮 めるように
決 め,符 号が逆転 しているルールの場合 は,伸 ばす ように決め る。 ここでのル
ールの調整具合で,探 索効率が ほとん ど決定 して しまう。
3.9.プRグ ラムの構 成
ここで は,上 で行 った議論 と考察 を もとに,'今回構築 した ファジ ィ推論 のサ
ブルー チ ンプ ログ ラム の構成 と制御構 造 をフロー チ ャー トで 図示 す る。 まず,
サブル ーチ ンプ ログラム全体 の フロー チ ャー トを,図10に 示 す。 また,こ のな
かの初鰍 定綱9フ ローチ ャー トは図11}こ・ ファジィ推論 の中枢部分 は図12
にそれぞれ示す。
4.実行結果 とシンプ レックス法 との比較
この節では,第3.9節で図示 したフローチ ャー トか ら作成 したFORTRANプ
ログラム(プログラムの詳細 は補遺Bを 参照のこと)を用い,フ ァジィ推論法に
よ.る非線形最適化問題の数値解の結果 を示す。
はじめに,IF-THENルー ルの最適化の方法 を述べ,多 次元への拡張の容易
なモデル関数 を提案する。 これをシンプレックス法 との比較 に用いて,実 行精
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果 を比較検討する。
4.1.IF-THENルー ルの最適化
IF-THENルー ルのなかで,探索効率に もっとも影響 を与 えるの は,第3.8節
で述べたように,共 通探索の部分 である。探索が成功すれば,指 数関数的に探
索範囲が減少する。従って,極 小点近傍での曲率 を2次 関数 とみな し,こ れで
IF-THENルー ルを最適化す るのが もっとも効果的である。
ここで,探索による関数の評価 は(3.1)式で行 うため,多変数の場合で も各
軸 ごとまった く独立 に行われ る。従 って,最 適化 に用い るのは,1変 数の2次
α 痴 δ。
最適化前 最適化後
関数評価回数 探索回数 関数評価回数 探索回数
工ー
-
1
2
0
-2
0.2
0.2
0.2
57
36
57
19
12
19
30
15
30
10
5
10
0
0
000011
'
1⊥
2
0
-2
0.2
0.2
0.2
57
36
57
19
12
19
30
15
30
10
5
10
0.01
0.Ol
O.01
2
0
--2
0.2
0.2
02
57
36
57
19
12
19
30
15
30
10
5
10
表1.1次 元2次 関 数 に よ るIF-THENル ー ル の 最 適 化
こ こで用 い た1次 元2次 関 数 は 、y=ax2であ る。 また 、kは 初 期 値 、△xは 初 期 ス テ ッ プ
幅 で あ る。 終 了 条 件iは、 す べ て △x=△y=10-4とした。
関数だけで十分である。表1に,こ こで用いた関数形 と,曲 率 ・初期値 ・初期
ステップ幅,そ れに最適化前後の探索回数 と関数評価回数 をまとめた。 はじめ
に,最 適化前後で,約2倍 程度の探索効率 の向上がみ られている。
表1か らさらに,探 索回数 ・関数評価回数 ともに,曲 率aの 値 にはまった く
依存 していないことが分かる。 これは,履 歴法による変換率の補正(第3.5節
参照)が効 いているためである。初期値 の依存性 については,探索方略の自動判
定(第3.8節参照)により,0から出発 した ものは局所探索だけで探索するので
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もっ とも関数評価回数が少な く,効率がよ くなっている。
これに対 して,+2あ るいは一2か ら出発 した ものは,は じめの数回は大局探
索を行 うために,探 索回数が増 えている。 さらに,勾 配の反転 を察知 して,大
域探索か ら局所探索へかわった直後 では,ス テップ幅が5倍 程度 に大 きく拡大
されているため,局 所探索に入 ってからの探索回数 も,極 小点近傍 から出発 し
た場合よ り余計 にかかっている。 ここで,大 域探索によるステップ拡大率 を大
き くすると,こ の結果 よ りもっと最適化 されて,、関数評価回数で21,探索回数
で7ま で効 率を上げることは可能である。 しかし,2次 関数だけで,大 域探索
を最適化 してもまった く汎用性 はない。む しろ,局 所探索へたどり着いたとき
のステップが大 き くな り過 ぎて,局所探索での効率が低下 して しまう(大域探索
,
のメ ンバ ー シ ップ関数 の決 め方 について は,第3.8節 を参 照 の こと)。
な お,最 適化 にあ た っての メ ンバ ー シップ関数 の選択 に は,表2の ステ ップ
比 とファジ ィルール の対応表 を用 いた。 この表 の見方 は,次 の通 りで ある。 ま
ず左側 は,THEN部 の メ ンバ ー シ ップ関数 に,何 を指定 すればステ ップ比 に ど
うい う数値 が期待 され るか を リス トア ップ した もので ある。右側 は,ス テ ップ
比 を微 調整 す る ときの 目安 として,指 定 したいステ ップ比 か ら逆 にメ ンバ 〕 シ
ップ関数 を選 べ る ように まとめなお してあ る。 ・ ・
ここで,表2に は,2つ のメ ンバ ー シ ップ関数 のすべての組 み合 わせ につい
て も載 せ て ある。 これ は,IF-THENル 一ー・一ル に矛 盾 が あ って も推 論 で きる とい
う フ ァジ ィ推 論 の特 性 を生 か した もので あ る。 つ ま り,同 じIF部 に複 数 の
THEN部 を指定 で きる。 このた め,か な り細 か い調整 が可能 で あ る。 もっ と
も,3つ 以 上 のル ール を指定 す るこ とは,あ ま り得策 で はない。 なぜ な ら,競
合 す る他 のル ールが ほ とん ど効 か な くな って しまい,想 定 した以外 の勾配が入
力 され た ときに,も っ ともらしい推論 結果 が得 られ な くなって しまうか らで あ
る。なお,表2の ス テ ップ比 は,IF部の所属度が満点(図6に よると,所 属度11
に相 当)と仮 定 して計 算 した。
こ うして最終 的 に決定 され たIF-THENル ール を,補 遺Aに 示 してお く。
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表2.ス テ ッ プ比 と フ ァジ ィル ール の 対 応 表
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4.2.モ デル関数の定義
さて,多 次元へ拡張の容易 なモデル関数 を導入す る。 このモデル関数 は,任
意次元 κに対 して次式のように定義 される。
f(κi,Xil,…e¥ln)=-e-(x'・+x'・+''"i'x2・)ハ
× Σe-x2k(3x2k-8ark+6(a2-b-2))/12.(4.1)
鳶=1
ここで,a,bは パ ラメー タであ る。 この関数 は,極 小 点 を原点 に もち,そ の と
きの関数値 は次元数 をnと す る と,-nで 与 え られ る。無限遠 方で は,関数値0
に漸近 す る関数 であ る。従 って,次 元数 が高 くな るにつれ て,極 小点近傍 の勾
配 は きつ くな る傾 向 を もつ。そ して,極 値 の数 は,た かだかn+1個 しか存在 し
ない。
このモデル関数 は,1次 元 で はシ ンプル な特徴 を もってい るため,パ ラメー
タa,.bの意味が分 か りやす い。しば ら く1次 元 に限定 して,こ の関数 の性質 を
調 べてみ る。 それ は,
f(X)=-e"x2(3x"8`zx+6(a'-b))/12,(4.2)
で与 えられ る。 さて,(4.2)式の右辺 の指数部 は,4次 関数 の形 を してい る。 こ
の4次 関数 の極値 ば,微 係数 を0と おいて,
x{(x-a)2-b}=0,(4・3)
の解で決 るか ら,結 局,
x=0,a±v「万一,(4.4)
と与 え られ,bの 正負 が極値 の数 を きめる重 要 な要素 で あ るこ とが分 か る。
図13に,1次 元 モデル関数(4.2)式で,a=万 「,b=0の 場 合 を示 してお い
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∫A
-1
1
0 12 3
一1
/ π
テ
図13.1次元 モ デ ル 関 数
た。b=0の た め,x=a=万 「の と ころが,ち ょうど変 曲点 にな ってい る。
次 に,2次 元 モ デル関 数の表式 も,(4.1)式 か ら導 い てお く。
∫ 伝,夕)=-e-一{x2+ツ2)
× 〔e…x2(3x2-8ax-a-・(a2-b-…/12
+e-・'21・y2-・aＬp・ ・(・'-b-・}・/12〕 ・ (4.5)
この関数 も,1次 元の図13と同 じパ ラメータに対 して,図14にプロッ トしてお
いた。 この図を図13と較べると,次 のような特徴 ①極小点が たかだか3個 し
か生 じないこと ②次元数 に応 じて関数の極小値が一ηとなること ③次元数
を高 くすることは実質的にbの 値 を小 さ くす ることに対応 してい るこ と
な どが読み取れ る。
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図14.2次元 モ デル 関 数
4.3.1～2次 元モデル関数 に よる実行結果
ここで は,第4.1節 で2次 関数 によって最適 化 したIF-THENル ール と,第
4.2節 で導入 したモ デル関数 を用 いて,フ ァジ ィ推論 を実行 す る。
前節 で定 義 した モデル関数 の うち,こ こで用 い たの は,(4.2)式 の1次 元
と,(4.5)式の2次 元 の場 合 だけ とした。なお,パ ラメー タ は図13,図14と同
じものを使 い,終 了条件 は表1と 同 じ値 とした。 その結果 を,シ ンプレ ックス
法 とあわせ て表3に ま とめ た。
この表 か ら分 か るよ うに,シ ンプ レックス法 は非常 に周期的探 索 に落 ち込 み
や すいが,フ デジ ィ法で はまった く落 ち込 んで いない。 また,』ここで試み た範
囲 で は,す べてのパ ラメータで,フ ァジィ法 の方が関数 の評価 回数が少 な く,
効 率 よ く探 索 している。 また,1次 元 と2次 元 だ けで較 べてみて も,次 の こ1と
が い える。 す なわ ち,1次 元 で は両者 に大 きな差 はないが,2次 元 にな る とフ
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塗 b △κ フ ァジ ィ法 シ ンプ ヒ ツクス法兀
数
α 為 関数評価回数 関数評価回数
1 万 0.0 2.0 02 33 34
1 万 0.1 2.0 0.2 15 515
1 万 0.2 2.0 0.2 15 29
1 万 0.2 一2 .0 0.2 33 34
2 π 0.0 2.02.0 0202 44 86
2 万 0.1 2.02.0 0.20.2 49 86
2 万 0.2 2.02.0 0.20.2 59 539
2 万 0.0 2.00.0 0.20.2 59 531
2 万 0.1 2.00.0 0.20.2 69 534
2 万 0.2 2.00.0 0.20.2 59 535
2 万 0.1 2.0-2.0 0.20.2 84 535
表3.1～2次 元 モ デ ル 関 数 に よ る実 行 結 果
ここで、為は初期 値、△xは初期 ス テ ップ幅で あ る。終 了条件 は、 すべて △x=△y=10-4
と した。まだ、シ ンプレ ックス法の欄 で500を超 える数字 の ところは、終 了条件 を満足 す る
前 に周 期的探 索 に落 ち込 ん で しまい、探 索 回数の制 限 に引 っ掛 か って異常終 了 したこ とを
意味 す る。
アジ ィ法が約2倍 近 く効率が向上 している。 この ことか ら,さ らに高次元 にな
る と,こ の差が大 きくなることが予想 される。 この効果 を調 べるために,次 節
でさ らに詳 し く両者 を比較 してみる。
4.4.多 次元モデル関数による実行結果 ・
この節で は,10次元 までのモデル関数 を用いて,フ ァジィ法 とシンプレック
ス法 との より詳細 な比較検討 を行 う。
シンプレックス法 は,周 期的探索 に落 ち込みやすいので,パ ラメータを選ぶ
にあたっては表3を 検討 して,次 のように決定 した6a=万 「,b=0,そ して,
初期値 はすべての次元で同一の2.0とし,初 期 ステップ幅 も同様にすべての次
元で0.2を採用 した。
図15～16には,シ ンプレックス法 による探索結果 を示す。 ここで,関 数評価
回数 に対 して10回ごとに取 り出した関数値 か ら,関 数値の誤差の常用対数 を計
算 し,こ れ を関数評価回数に対 してプロッ トした。
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図16.シ ン プ レ ッ ク ス 法 に よ る探 索(偶 数 次 元)
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図17.フ ァ ジ ィ 法 に よ る 探 索(奇 数 次 元)
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図18.フ ァ ジ ィ法 に よ る探 索(偶 数 次 元)
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これ らの図か ら,低 次元側では非常に効率 よ く探索 しているが,.5次元 を超
えたあた りか らかな りの凸凹が見 られ,効 率が非常に落 ち出す ごどがわか る。
なお,図15の3次 元,5次 元,お よび,図16の10次元 は,い ずれ も終端が平坦
になってい る。 これ は,周 期的探索 に落ち込んだためである。
同様 に,図17～18には,フ ァジィ法による探索結果 を示す。図15～16と比較
す る と,ど ち らの図 もグラフの曲線が はるかに左に寄っている。 シンプレック
寧 よりはるかに纏 よく聴 していること翰 かる・ これらの㌘ フ℃ 終
端が縦軸の一6あ た りの途 中で切れているの は,こ れ以降 は急激 に収束 してい
ったために,'グラフに収 められなかったためである。
以上の結果か ら,探 索効率の次元数依存性 をプ ロッ トしたのが,図19である。
ここで,各 データは図15～18までの関数値の誤差の常用対数が 一4を 切 る とこ
ろの関数評価回数 を取 り出 した。
図19から,回 帰分析 によって次元数あた りの平均評価回数 を計算す ると,フ
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図19.探索効率の次元数依存性(関数値誤差の対数が 一4の データ)
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アジイ法が27.3回/次元であるのに対 し,シ ンプレックス法で は83.2回/次元 と
い う結果 になる。す なわち,10次元 までの範囲では,関 数の平均評価回数 にお
よそ3倍 もの差がで る。
5.議 論 とまとめ
5.1.次 元独立探索 方法 の適応範 囲 と限界
今回採 用 した,次 元独立探 索 法の適応 範 囲 と限界 を議論 す る。 この方法 は,1
各軸方 向 に相 関な くば らば らに関数 を評 価 してい くため に,Rosenbrock'spar・
abo]icvalley【8]のよ うな局所 的 に異方性 の強 い被探 索関数 には使 えない。ここ
で,Rosenbrock'sparabolicvalleyとは,次 式 で定義 され る2次 元 関数 で あ
る。
f(κ1,h)=100(Xlz-x子)十(1-Xl)2.(5.1)
このような異方性 の強 い関数で は一般 に,探 索途中でステッ.プ比が小 さ くな り
過 ぎて停止 して しまう。 もっとも,た またま独立変数 の軸 に沿 った異方性 しか
ない場合 には,異方性がい くら強 くて も,第4.1節 で見たように,ま った く問
題な く極小点 を探 し当てる。これ は,第3.5節 で導入 した履歴法による変換率
の補正が有効 なためである。
さて,(5.1)式の ような局所的な強い異方性 は,複数の多変数関数の2柔 和
の極小点 を探索する問題でよ く表れる。 この種の問題 の場合 はむしろ,パ ウエ
ル法を用いるべ きである。しか し,本論で用 いたモデル関数(第4.2節)のよう
に局所的 な異方性の少ない関数に対 して は,今 回採用 したあらっぽい探索方法
のままで も,ほ とん ど問題 な く非常 に効果的な探索を行な う。
5.2.改 良への2つ の提案't
今回試 みた(3.1)式による独立次元探索法 はiファジィ推論の有効性 を生 か
す工夫が成功 したため,予 想通 リシンプレックス法 より優れた結果 を得たが,
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(3.1)式による探索方法 はい うまで もな く非常 に効率が悪い。そこで,以下で
はこの点を改良するための方法 を提案 し,そ れらを検討 する。次の2つ の方法
が考 えられる。
(1)現在の方法を拡張 し,も っ とも緩やかな勾配をもつ方向に,独 立変数の軸
を回転させ る。
(2)シンプレックス法そのものにファジィ推論 を取 り込 んで,拡 張パラメータ
と収縮パラメー タをファジィ推論で決定する。
まず,(1)の方法 によると,局 所的な回転を行 っては,次 に並進 させるとい
うことの繰 り返 しをすることになる。 そのとき一般的には,多 次元空間の一般
角の回転 をする必要があるようだが,こ れは容易 なことではない。 しか し,す
べての軸 を局所的に回転 させる事態がいつ も起 こることはめったにない と思わ
れる。むしろ,勾 配差の もっとも極端 な大小2つ の軸だけを,探 索のたびごと
に回転 して行 けば十分だろう。 この推測 に立てば,回 転角の決定 にもファジィ
推論 を用いることで,か な り的確な探索が期待で きよう。 この方法についたは
今後の課題である。
次に,(2)の方法を用いる と,ど の程度の探索効率の向上が図れるかを検討
する。まず,シンプレックス法 による関数評価回数 は,η次元の非探索関数 に対
して1回 探索を行 うことを考 えるとsシ ンプレックスの各点 に対応す る η+1
回の関数評 価 である。これ に対 して,こ こで用 いた フ ァジ ィ法で は(3.1)式の
計 算 を2回(第1.3節 で述べ た(3)の「探 りの一歩」と(6)の「踏 み な お しの一
歩」)行う必要 があ る。もっ とも,2回 ともステ ップ幅が違 うだけで,(3.1)式
右辺第2項 の関数値 は同 じものが使 え るか ら,1回 の探索 あた りの関数評 価 回
数 は4n回 とはな らず,2n+1回 の関数評価 です む。それ で も,シ ンプ レックス
法 と較 べ ると,約2倍 も余計 に関数評 価 を行 うこ とにな る。
す なわ ち,も し同 じ探索 回数 で収 束す る と仮定 す る と,こ の ファジィ法 はシ
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ンプレックス法 と較べ,約1/2の 効率 しかない ことになる。それにもかかわ ら
ず,前 節の結果(図tg)のように,フ ァジィ法が約3倍 の効率 を達成 している。
これはファジィ法で は,1回 あた りの関数評価数 は約2倍 多いが,探 索回数そ
のものは1/6ですんでいることを意味する。すなわち,(3.1)式の探索方法
を単にシンプレックスを計算するようになお しただけで も,あ と2倍 の効率向
上が期待で きる。
5.3.ラ ンダム脱 ファジィ化法の提案j
推論結果 を合成 したメ ンバーシップ関数か ら,出 力値 を確定 させる方法 とし
ては,第2.3節 で述べたような重心の計算な ど,合成 メンバー シップ関数が決
ればそれに1対1で 対応 した確定値 を求めるのが一般的である。 しか しゴいつ
もその出力値が最適の探索である保証 はない。従来の脱 ファジィ化で確定 した
出力値 には,平 均値の情報 しか採用 されていない。む しろ,脱 ファジィ化する
前の合成 メンバーシップ関数 には,脱 ファジィ化の過程で捨 て られた平均値以
外の非常に大事な情報が残 ってい るはずである。例 えば,フ ァジィ推論で合成
されたメンバーシップ関数の分散,あ るい は,さ らに高次のモ←メン トな どで
ある。
これ らの捨て られた情報 を生かすひ とつの手段が,こ こで提案するランダム
脱 ファジィ化法である。基本的 な考 え方 は次の通 りである。 まず,推 論結果 を
合成 したメンバーシップ関数の例 として図5を 想定する。ラ ンダム脱 ファジィ
化法では,こ の合成 メンバ ーシップ関数のなかに含 まれ る点 をランダムに選 び
出し,そ のときの横軸 の値 をもって,出 力値 とするのである。
このランダム脱 ファジ ィ化法が,も っ とも有効性を発揮 するのは,自 己撞着
方程式のように,ス テップを進めるたびに関数値 その もの も変わってしまう場
合である。 この方法の検討 もこれか らの課題 であるが,以 下 に,イ ンプ リメン
テーションにあたっての考察 を簡単 に行ってお く。
まず,疑 似乱数の一様性 は,あ りがたい ことにモ ンテカル ロ法を使 うときほ
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ど問題にしな くてすむ。なぜなら,た った2組 の乱数で,平 面 を満たせばよい
か らである。 また明 らかに,完 全 な平面的一様性 さえもそれほ ど重要ではない。
それ は,メ ンバー シップ関数 そのものが主観的 な「程度」を意味す るよう「主観
的」に決 められた ものであって,合成 メンバーシップ関数 の境界 そのものにド一
分 の狂い も許 されない種類の もので はないか らである。
また,乱 数の ヒッ ト率 を向上 させ るために,図 のなかか ら範囲 を限定す るこ
とを考慮 しておけばよい。すなわち,乱 数 を発生 させる範囲 を,縦 軸 ・横軸 と
もに,合 成 メンバー シップ関数 の各々の最大 ・最小値 で抑 える。
5.4.ま とめ,
こ『の試論では,非 線形最適化問題ヘファジィ推論 を応用す ることを検討 した。
その結果,簡 単だが効率の悪い関数評価法 を採用 したにもかかわず,シ ンプレ
ックス法 と比較 して約3倍 もの探索効率 の向上が得 られた。
はじめに,メ ンバーシップ関数 を離散的に扱 うことで,フ ァジィ推論部のほ
とん どを計算効率 とメモ リ効率の高い整数演算で行 えるようにしたい このため,
ファジィ推論部への入出カ インタフエースに離散化変換 と逆変換 を導入 した。
ファジィ推論を極小値探索へ応用するにあたっては,2つ の問題があった。
探索不安定問題 と探索停止問題である。探索不安定問題 とは,極 小点近傍 での
探索が不安定 になる問題であ り,探 索停止問題 とは,メ ンバーシップ関数の離
散化のために入力情報の微細な差が生かされず,極小点探索が成功 したと誤認
される問題である。 これ ぢの問題 を克服 し,指 定 した桁数 まで安定 した探索 を
続 けるよう,従 来のファジィ推論 を次のように拡張 し,修 正 を行 った。
まず,探 索不安定問題 に対す る改良点は次の通 りである。
(1)ファジ ィ推論 の 出力 を,ス テ ップその もので はな く,ス テ ップ比 とした。
(2)ファジ ィ推 論 への入力勾 配 を,自 動補正 させ た。
(3)メンバ ー シ ップ関数ZRを 分割 し,新 し くPZとNZを 導入 した。
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まず(1)によって,探 索範囲の指数関数的減少(局所探索)・増大(大域探索)が
実現で きたため,高 い精度ですみやかな探索が可能 となった。(2)には,履 歴
法による変換率鋪 正で対処 した・.これ1こよって,難 レた探索綱 能にな5
た。(3>の導入 によ り,定 性 的 な情報 を有効 に使 える ようにな り,探 索 の精度
が向上 した。 ・ ∴
次に梁 索停止問題には・餓 メン・ミー シップ関数を自動観 することで対
処 した。 これには,離 散化変換前の情報か ら定性的 な違 いだけを取 り出 し,こ
れに基づいてシングル トンを生成する方法 を考案 した。
また,探索方略を極少点近傍 と遠方ζで使い分けるため,探索方略の自動判
定方法を考案 した。 これに基づいて,推 論ルールを大域 ・局所 ・共通の3つ に
分割で きたため,そ れぞれに最適の方略 を埋 め込むことが可能 となった。 また,
局所探索用のルールの最適化 には,2次 関数 を用い,高 次元へ拡張が容易なモ
デル関数 を提案 し,'これを用 いて実行結果 をシンプ レックス法 と比較検討 した。
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1.094
1.73
1.154
1.154
1.154
1.154
¶
?
?
!'
C***零雰*承零*承**寒*寒****重【*章********************************倉*ホ 慕**寒*零*寒 】K寒零象*
COMMONSearch
C(一)(+} ..?
?
?
?
?
?
?
?
?
?
?
?
?
??
??
??
??
??
??
??
??
??
??
??
??
??
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
aRd
and
and
and
and
aRd
and
and
and
and
and
and
and
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
then
then
then
then
then
then
しhen
then
then
then
then
then
then
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
>0.268
>0.268
>O.155
>0.155
>-0.267
>-0.267
>O.268
>0.268
0
0.577
0
>-O.267
>-0.267
一.79
?
?
?
?
?
?
?
?
?
?
、?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
andPLthenNS
andPLしhenNZ
andPSthenNS
andPKthenNS
andPHthenNZ
andPLthenNL
andPLしhen・ ・PZ
(一)
andNSthenPM
andNZtheftPS
andNNth6nPM
andNSthenPH'
andNH'thenPH
andNSthenPK
〉-o.5
>-0.5
-0,577
>一'O.5
>-0.5
>-0.786
>-0.786
1.732'0
.577
i.732
1.732,
L732
1.732
`
c寧寧‡寧専掌*零章章*オ…章*倉s‡■章章***零享専■章章章章*寧取零章草章章ホ*t亀ホt*s******t寧零***壷草*章章象*.*i't
LOCALSearch
c{一)(一)?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?」
?
?
?
?
?
?
?
?
?
?
?
?
?
?
??
?
?
?
?
?
?
?
?
?
?
?
?
?
?
andNLthenPH
aRdNLthe皿PL
andNHthenPH
andNSthenPZ
andNKthenPH
aRdNSthenP月
andNZヒhenNZ
andNZthenPS
andNHthenPH
andNSthenPH
andNSt}1enPL
andNZthenPS
andNZthenPH
andNZthefiPL
andNSthenPM
andNZtheRZR
andNZthenPL
and
and
and
and
and
and
and
and
and
and
and
and
(+)?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
then
then
then
then
then
then
しhen
then
then
then
then
しhen
NZ
NZ
ZR
NZ
肌
NH
NL
NS
NL
NZ
肌
NS
》
〉
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
…
?
?
?
…
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
一〇.212
-O.212
0
-0.212
>-2.16
>-2.16
>-1.094
>-1.094
>-1.15
>-1.15
>-Lo94
>-1.094
£
END
80
補遺B.サ ブルーチ ンプログラム リス ト(FUZZYSUB.FOR)
SUBROUTINEFUZZYSUB(FUNC,X,N,SO;ALPHA,EPS,MIN,ITR,XMIN,FKIN,IER)
C*皐章*ホ*ホ事象**ホ享宴3*章****寡**8**ホ*****ホ 寡*ホ*ホホ*ホ**ホ**ホ*ホホホ尊意ホホ惑〔********零***掌*
?
?
?
?
?
?
?
?
?
?
?
?
***Tofindaloca1匝ini甑u腿ornaxirnG姐ofafunctioR
F(Xl,X2,・
FuzzyHethod
.・,Xn}(Nく=100)byuseof
proposedbyK.Sakai(Oct.26,1990)
Hodified(Oec.30,1990)**‡
C*3寧*零章章掌章章**寧寧*章*寧寧*章章*零掌寧求*章章寒寒寧京零***寒*掌**京家***京家*8*泳'零毒*ホ零字***‡零*零寒寒**
?
?
?
DIHENSION
DIMENSION
DIMENSION
RE=ALs8F,
INTEGER
*
?
?
…
DIMENSION
SD,
RL,
肌{
ZR(
PL{
RL{
RS{
DIHENSION
EPS(2)
X(100,2),XHIN{100),RATIO(100),
DX(100),OXR(100),XHINR(100),
DFX(100),DFXR(100},LDFX(100},
K1(100},K2(100),ILOCAL{100),
BAI{100)
DF,PMIN,FUNC,DFX,DFXR,Z
SX,ZR,PS,PH,PL,PZ,
RLR,RLRX,RLX,RS,SRSU
－100:100
-100:100
・100:100
81,
81,
RSV(81,
CONHON!EVムL/
CKARACTER寧21Fl{
CHARACTER*6ARAT6(
CHARACTERAl零1
LOC(Z,BBAI)
ROC(C,BBAI)
?
?
?
?
?
?
?
'100:100
-100:100
-100:100
NFEVAL,NIT,・FEΨAL,
81},IF2{
81}
,A2*2,A3寒3,
=INT(
=(1・0!BBAI
RATIOR{100)
LDFXR{100),
IPLIP(100),
NM{-100:100),NS(三100:100),i
PS(-100:100),PH(,100:100),
・NZ(-100:100)
,PZ(-100:100),
),RLR{81,.-100:100},
),LX{-100:100},NDOSU(81)
),SRS刊{-100:100)
XEV且L(100)
81),THEN3('81)
A5寧5,A6寧6
SIGN(0●51)0,Z)+2・ODO零SX/PI‡ATAN(
)零丁乱N〔PI零C/(2.O*SX)う
BBAI*z))
c**ホ8*車掌寧*胡国**宰*=口章章零*章章專章章*零8ホ零零章ホ*章*皐*章章***享*零章■零零■寧■零■**章**章章オ零*章章‡京オ【*章
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
Typeofarguments:
FUNC
x
N
SD
ALPHA
EPS
HIN
ITR
XHIN
FMIN
IER
?
?
?
?
?
?
?
?
?
?
?
ExterftalFunctjon
21〕Array(N,N+1)
1くNく=100
0く=SDく=1004'、
1DAfray(・2)
1DArray(N)
MAIN=》SUBROUTINE
FUNC
X
N
SD
ALPHA
EPS
?
?
?
?
?
?
?
?
?
?
?
?
v・Fuhctionprogramnameto『givoF(X1,X2,…,Xn)
2D配 列 で 、 出 発 の 点 がX(1,1)(1=1,2い ・・,N}に、
X(1,2)に第1点 と 出 発 点 を 結 ぶ 辺 の 第1軸 に 沿 っ た 長 さ
(負 で も よ い)を 入 力 す る 。'..
変 数 の 個 数(1くN〈=IOO)
メ ン バ ー シ ッ プ 関 数 の 定 義 域[`3*SD,3*SD]{0<=SD<ニ100)
ス テ ッ プ 調 整 用 の 修 正 率 。
は じ め に α=0を 入 力 し て お く と 、 自 動 的 に
標 準 値 、'α'=1が セ ッ ・ト さ れ る6
EPS(1}:関数 値f・(x}の 収 束 判 定 基 準 ε1、
EPS(2):独立 変 数(Xl,X2,・ ・㍉ ・Xn)の 収 束 判 定 基 準 ε2
こ こ で 、El>三 〇,ε2>=0、 た だ し 、'εlrε2<>0で あ る 。
・:・;t't'… ・ ノ ノ
81
?
??????
、
。
?
?
?
?
?
?
。?
?
?
?
?
?
?
?
?ー
?
?
?
?
?
?
???㍊
?
、
?
?
?
?
?
?
?
?
?
。
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
MIN
ITR
め は 何 で あ っ て も よい 。
XMIN
FHIN
IER
SUBROUTINE=>MAIN
ップ 調 整 用 の 修 正 率 。
?
??
、
??
?
?
?
た と き 。
し な か っ た と き 。
　
し な か っ た と き 。
し て い る と き 。
 
。?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
??
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
。?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
。
?
?
??
〈
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
㌍
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
FUNC
N
SD
ALPHA
EPS
服N
ITR
XK[N
FMIN
IER
?
?
?
?
?
?
?
?
?
?
?
??
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
…
?
?
?
?
?
?
?
?
?
?
?
?
?
?
??
ERRORMESSAGES:
=3と お い て ・
9UmentNisinvalid.N=入 力 値"
グ ラ ム に 戻 る 。
IER=3と お い て
gumenLSDlsinvalid.SD=入 力 値"グ
ラ ム に 戻 る 。
3と お い て
gumentALPHAisinvalid.
ラ躍 こ離 已 蕊
て
綱 岬S'cinvalid・
ムに戻る。
・一 ・ITRi・linvaiid・
 
?
??
?
?
?
?
。?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
ダ ラ ム に 戻 る 。
不 足 し て、い る と き
fficientFuzzyRules"
??
?
㌶
?
?
…?
『
?
?
?
?
?
?
?
?
?
?
?
?
?
、?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
㌶
?
?
?
???
??
?
?
?
?
?
?
?
?
???
?
?
?
、?
?
?
?
?
?
?
?
?
?
』?
?
?
(1)Nく=0
"(
{2)
(3)
SOく0"(
肌PH"(
(4}EPS
"
{5)ITRく
"(
(6)x(1,"(
{7)用 意"{
一82一
 
??
?
?
?
?
?
?
?
??
?
??
?
??
?
?
?
?
?
?
?
?
??
?
?
?
??
?
?
?
??
?
?
?
??
?
?
?
?
?
?
?
??
??
?
?
?
?
??
?
?
?
?
?
?
?
?
?
?
?
??
?
??
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
、?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
を 印字 して メ イ ン プ ロ グラ ム に 戻 る;
使 用 上 の注 意:
(1)
(2)
(3)
?
?
?
??
?
?
FUNCを 関 数 副 プ ロ グ ラ ム と し て 使 う と き は 、 宣 言EXTERNAl、 の
中 に 入 れ な け れ ば な ら な い 。
ALPHAは 標 準 値 が 適 当 な の で 、 と く に 変 化 さ れ な い と き 以 外 は 、
入 力 の と き ゼ ロ に し て お け ば よ い 。
1<N<=100,SD>=0,ALPHA>=0.0,'・ ・'
iX(1,2)1>1.OE-70*EPS(1)〉=0.0,EPS(2)〉=0.0,
EPS(1)・EPS(2)<>0◆0,ITR>=O
EPS(1)=0の と き は 、 収 束 判 定 し な い 。t,
EPS(1),EPS(2}は1.OE-4か ら1.OE-5が 適 当 で・あ る 。
C****零專*章‡事事**零*章章享*‡*‡章******享****寧■[****8【**零*掌*章ホ*****毒(******〕i(******零**
PI=4・O*ATAN(1●0)
SX=3*SD
C
c
10
20
40
50
?
?
??
?
80
90
100
?
?
??
?
?
?
??
?
130
140
150
160
?
?
?
?
?
」
??
?
??
?
?
【
?
?
?
?
?
??
?
?
**承Argunentcheck掌*寒
IER=O
IF(N.GT.0.AHO.N.LE.
脚RITE{6,1000)N
IER=3
1F(SD.GE.0.AND.
口RITE(6,1010)SP
IER=3
1F〔SD.EQ.0)
IF(ALPHA.LT.-1E-70
1F(IER.NE.4・) .
URITE(6,1020) 、IER
ニ3
紐 丁060
ALP=ALPHA
IF(ABS(ALPHA
IF(EPS(1)
9RITE{6,1030
1ER=3
GOTO140
1F{ABS(EPS(1))
IF{ABS(EPS(2))
IEPSニ2
GOTOl40
1F{ABS(EPS(2))
IEPS=1
GOTOI40
1EPSニ3
1F{ITR)150,
"RITE(6,1040
IERニ
GOTO
NSTOP
GOTO
NSTOP
IF{N
DO
100)GOTO10
SD.LE.IOO)GOTO20
SD=10
)IERニ4
GOTO50
ALPHA
).LE.1.E-70)
.GT.-1E-70.AND.
)EPS
ALP=1.0{
EPS(2).GT.
一1 .E-70) ,.90,90,110,
1.E-70)70,70,100'
190.
IF(
WRITE(
IER
CONTINUE
IF{IER.NE.3}GOTO
RETURN
1.E-70)120,120,130
正60,170
)HR
3
180
=500
180
=ITR
.LE.0.OR.N.GT.100
1=亘,N
ABS(X(1,2})・GT.
6,105e)1,X(1,
=3
197
?
、
)GOTO
LE-70
2)
195
`
》
■
鴫
－lE-70)GOTO80
、
)GOTOl90,
83一
?
?
197
掌*ホ
DO1
preparingmembershipfunctions
」=0,SD
NH(J
NS(J
NZ(J
ZR(J
PS(J
PH(J
PL(J
lCONTINUE
NZ(0)
NL(
DO2
・3*SD
J=1,
肌(」
問(j
NS{J
ZR(J
PZ(J
PS(J
PM(J
－3*SO
2*SD
SD
SO
+SD
寺2*SD
=0
?
?
????
?
?
?
)=SD+1
SD
－3寧SD
2寧SD
SD
+SD
+2寧SD
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
」
?
?
?
?
」
?
」
=SD
=SD-
=SD
=SD
=SD
=SD
=SD
?
?
?
?
?
?
?
?
?
?
?
ー
?
ー
?
?
?
?
???
?
?
?
?
?
?
?
?
?
?」
ー
?
?
?
?
」
?
?
ホ**
へ
2CONTINUE「
?
?
?
?
?
??
?
?
??
`
零*宰Printing肋e凪bershipfunctions章 章*
WRITE{6,*),,
屑RITE{6,3000)
DO4J=-SX,SX
屑RITE{6,3010)J,NL(J),NM(J)
寒ZR(J),PZ(J),
4CONTINUE
3000FORMAT(IH,,‡*掌Setted肋e田bersh三p
専1HO,,NL!オHNS
3010FORHAT(1H,15,915)㌧' ,
5001
5000
5100
*章章
DO31
SeしtingFuz2y
K=1,81{・1
CONTINUE
READ(5,5000)
rules享**
FeRMAT{Al,T1,
***Set
IF(A3
KGI
GO
肌SE
PoiBter
.EQ.
TO
IFパ
KLl
GOTO
ELSEIF{
KG2
GOTO
オ(**DEBUG
(
ELSEIF(
GOTO
ELSEIF(
READ〔
,NS(」},NZ(」),
PS(」),PM〔J),PL(」)
fURCしions零*京」 ノ
NZ2RPZPS
1
A1,A3,IF1(K),A5・IF2(K),A6,
THEN3(K),A2,ARAT6(K)
A3,A2,A5,A2,A6,A2,A2,A6)
,6LO,
K
5001
A3.EQ.,COM,)
K
5001
A3.EQ.■sLOC∫)
K-1
5001
FORKAT(
VRITE(
forGLOBAL
)TBEN
OUTPUTfor
Add'@,at
Al.EQ.'D,
5001
A3』Q.
5,5100
Al,F20
6,*}
PM
SearchandLOCALSearch章**
THEN
THEN
'rAGJUKP***
thefrontof
)THEN
,ALP,
)Al,
.0)'@ALPHA
)THEN
ALP
PL')
DEBUGOUTPUTforTAGJUMP)
=StALP
84
??
C
C
GOTO5001
ELSEIF(A3.EQ.,END,
KL2=K・l
GOTO39
ELSEIF(A1・EQ.,C,}
GOTO5001
ENDIF
DO3」=-SX,SX
===1-stCondition
IF(
RLR〔
ELSEIF
RLR(
肌SEIF
RLR(
ELSEIF
RLR(
ELSEIF
RLR(
肌SEIP
RLR(
ELSEIP
.RLR(
ELSEIF
肌R(
ELSEIF
RLR(
ENDIF
===2-nd
IF(
肌(
肌SEIF
RL(
肌SEIF
RL(
ELSEIF
RL(
ELSEIF
RL(
ELSEIF
RL(
ELSEIF
RL(
ELSEIF
RL(
ELSEIF
RL(
END1F
IF(
RS(
El,SEIF
RS{
ELSEIF
RS{
ELSEIF
RS{
ELSEIF
RS{
)THEN
THEN
IF1(K).EQ.,PL,
K,」)PL(J
(IF1(K}・EQ.
K,」)PM(』
(IF1(K}.EO.
K,J}PS(J
(IFI(K).EO.
K,』)PZ(、J
(IFI(K).EQ.
K,」)ZR{J
{IF1(K).EQ.
K,J)NZ{」
(IF1(K).EO.
K,」)NS{J
{IF1(K).EO.
K,」)NH{J
(IFI(K).EO.
K,」)Nl」{J
Condition
IF2(X)↓EQ.,PL'
K,」)PL(」)
(IF2(K).EQ.
K,」)PH(」)
(IF2(K〕.EQ.
K,∫)PS(」}
(IF2(K.)・EQ.
K,」)PZ{J}
(IF2(K).EQ.
K,」)ZR{J)
(IF2{K)、EO.
K,J)NZ(J)
(IF2{K}.EO.
K,」)NS{J)
(IF2{K}◆FQ.
K,」)NM(」)
(IF2(K}●EQ.
K,」)NL(」)
THENPart
THEN3(K).EQＬPL}
K,J)=PL(」)
(THEN3(K}.EO.
K,J)=PH(」)
(THEH3(K) .・EQ・」)K
,J)=PS(
(THEN3{K).EO.
K,J)=PZ(」)
(T}{EN3(K}.EQ.
K,J)=ZR(」)
)
),PH,
)'PS,
),pzt
),ZR,
),NZ,
),NS,
),NM,
),NL,
)
THEN
)
,PH,
,PS,
,pz,
,ZR,
'NZ,
虜NS'
}問,
'NL,
)THEN
)THEN
)TH酬
}THEN
}THEN・
}THEN
)THEN
)THEN'
THEN
)TBEN
)THEN
)THEN・
)THEN
)THEN
)THEN
)THEN
)THEN
}.THEN
'PH')
'PS')
'PZ')
'ZR')
THEN
THEN
THEN
THEN
85
??
?
?
?
?
?
?
?
?
?
」
肌SEIF
RS(
ELSEIF
RS(
ELSEIF
RS(
ELSEIF
RS(
ENDIF
CONTINUE
CONTINUE
CONTINUE
NRUしEニK-1
(THEN3(
K,J)
(TNEN3(
K,J)
(THEN3(
K,J}
(
K,J)
K).EQ.,NZ虜.)THEN
NZ〈J)
K)●EQ.,NS,)Tl{EN
NS{」}
K)・EQ.,NM,)THEN
M{J)
THEN3(K)◆EQ.,NL,)THEN
NL(J}
富轄PrintingFuzzy
WRITE(6,3020)
1)05X=1,NRULE'
IF(K.Eq.Kl」1)
VRITE(6,寧)
*
rvlesホ*ホ
THEN
,
VRITE(6,*),COMMON
刊RITE(6,*),
,
,
Search,
ホ る
ELSEIF〔K◆EO.KG2+1)THEN
VRITE(6,零},===ニ==
京=====
WRITE(6,
WRITE(6,
寧
ENDIF
IF(K
VRITE(
VRITE(
VRITE(
CONTINUE
FORHAT(
京}
ホ}
,
,LOCAL,Search,
,
,
5
3020?
?
?
NE.
?
?
?
?
?
?
?
?
?
?
1HO,
lHO,
lH,
1)VRITE(
3030}K,IFI(
3032)IF2(
3034}THEN3{
6,3022)
K),(RLR(
K),(RL(
K),(RS(
'承**SeヒtedF凹zzyrules
,GLOBALSearch,1
,
K,
Ki
K,
***,!
」},』=-SX,SX,2)
J),」=-SX,SX,2)
J},J=-SX,SX,2)
3030
3032
3034
3022
FORMAT{
FORH乱T(
FORHAT(
FORMAT(
*
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
」
ー
?
ー
?
ー
?
?
?
,
,
?
?
?
,
12,
3X,
2X,
,
VRITE(6,*),
*
,!
PL')
'}'
,,
・ .&
,THEN
NL NH NS
IF虜,A2,,=',20112)
,
っA2,,:,,20112)
,
,A2,':,,20112・)
NLNMNS
PL')
ZR
ZR
PS
PS
,
?
?
***Seしthe
DO2101=1,
DX(1}
XHIN(I
XMINR(
DFX(I
DFXR(
LDPXR(
?
〕
?
?
?
?
initial
N
)
)
?
?
BAI(1
)RATIO(
ILOCAL(1)
coordinatesオ 【寧*
?
?
?
」?
?
?
?
?
?
?
??
??
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?「
?
?
?
?
?
?
?
?
?
?
?
86
?
?
?
??
IFLIP(1}
210CONTINUE
FMIN
IF(
F
NIT
NDFEVAL
LDFRMAX
LDFRfilN
IOLD
CENTER
XEPS
=FUNC(
MIN.GT.O
FMIN
O
l
SX
O
O
*家憲
220CONTINUE
ニ0
XMIN)
)FHIN=
=SX/2.0
=EPS(2)
－FMIN
Begiitningoftheloopfor・FUZzyMethod***
??
?
??
??
??
?
、
?
?
??
?
?
?
??
??
?
?
?
?
?
?
NIT+1
NIT.LE.NSTOP)GOTO
NIT-1
1
640
**ホFUZZYInference*重rホ
300CONTINIＬE
CALLDPUNC(N,XHIN,
IOLD=1
DO310
DF
IF
1=1,N
=DFX(1)
(NIT.EO.1}
[〕FXR(1)ニ
ENOIF
LDF=
IF(LDF
IF(
300
DX,DFX,MIN,IOLD,F}
THEN
DFX(1)
LOC(DF,BAI(1))
}THEN.EQ.O
DFGT.
LDFX(
ELSEIF(
1.DFX(
肌SE
LDFX(
ENDIF
肌SE
LDFX{1}
ENDIF
?
?
??
?
0.000}THEN
)1
.LT.0・000)THEN
)-1
1) =0
=LDF
C
310CONTIN{jE
C
DO4001=1,N
??
??
*
ホ**Select
IF(NIT.EQ●
ILOCAL(l
Kl(1)
K2(1)
ENDIF
IF(NIT.NE.
IF(
GLO舳L?
?)
???
??
?
?
?
?
?
?
??
?
?
?
?
???
?
?
1)THEN
LDFXR(1)*LDFX(1)
IFLIP(1).EQ.1
1FLIP(1)O
IIＬeCAL(1)l
K1(1)KLl
K2(1)KL2
●OR台LOCALSearch
.LT.0.OR.
)TH問
*承*
87
?
?
??
??
??
??
?
??
?
??
?
??
??
c
??
??
?
??
?
?
?
?
?
?
?
?
??
??
?
?
?
3042
*
420
ENDHi
ENDIF
===・HaxofLFpart
DO410K=}{1(1),
RLRX=RLR(
RLNX=RL{
IF{RLRX・LT.
RLX=RLRX
ELSE
RLX=RLHX
ENDIF
===Minof
(Cut
DO430」=
IF(RS(
RS9(
ELSE
RSV(
ENDIF
CONTINUE
CONTINUE,
K2(1)
K,LDFXR(1})
K,LDFX(1))
RLMX)THEN
THENpart==.;
しhemembership
・SX,SX
ニ=ニHaxofTHEN
(TEIENpart
DO440J=-SX,SX
SRSV(J)
DO450
1F(
functions)
K,」).GT.RLX)THEN
K,J)=RLX
K,J)=RS(K,」)
part===
の 和 集 合)
K=K1(1}+1,
RSV(
SRSV(
SNDIF
CONT正NUE
CONTINUE
***Singleton
IP(
JSHALL=
SRSY{JSMALL)
VRITE(6,3042
ENDIF
FORMAT(1HO,,
RSW(K1{1},J)
K2(1)
K,」).GT.SRS刊{J)}THEN
J)ニRSU(K,」)
L,DFXR(1}+LDFX(1}
**衷Checkfor
IF〔NIT.NE.
IPRD=
DO420
1PRD
CONTINUE
IF(IPRD
***
lER=
GOTO
ENDIF
isproducedforCG=Ocase***
.EQ.0)THEN
-SIGN{1.ODO,DFXR(1}+DFX(1}
13,
==SRS9(JSHALL)+2
)SRSV(JSMALI、),JSMALL
)*(sx)
###SiRgleton,,13,,isproducedat,,
,
,sinceLOC(DFR)+LOC(DF}=0.##買,)
sufficiency
l)THEN
O
JニーSX,・SX
offuzzyrules***
=IPRD・卜SRSW(J)
Fuzzy
.EQ.0)THEN
Rulesare
5
640
ニ==Deffllzication
(Calculating
JS=SRSW(0}
notsufficient***
CenterofGravity)
88
C??
?
C
??
?
??
?
?
?
460
3044
奪
?
?
?
?? 460
js
JV
O
J=1sSX
=JS+
ニJV÷
CONTINUE
IF(NIT.EQ.l
CG=
肌SE
IF(
SRSV{」)+SRSW(-」}
』‡(SRSW(』)-SRSV(,-J))
)THEN-SIGN(1.0,FLOA,T(
JV.EQ.
JU=JS寧(
YRITE(6,
ENDIF
‡象‡
CG
ENDIF
FORMAT(
LOFX(1)))*CENTER
0)THEN
-(LDFX(1)+
3044)
LDFXR(1)))
AbovemeansCG=一(LOFX+LDFXR)**‡
ニFLOAT{JY)/FLOAT(JS}'
IHO,,
,
###FuzzyRulesar'enotused',
,sinceinferredne匝bershiPfuncisO.
Dec1Slonof
RATIOR(1)=
RATIO(1〕
DXR(1}
DX{1)
XHINR(1}
XMIN(1)
400CONTINUE
620CONTINUE
500
520
540
550
580
?
??
?
?
?
?
?
」
?
?
?
?
?
?
?
?
?
?
?
?
?
?
??
?
?
Convergence
(520,
ES(FMIN-
EPS.EQ.1
=4
1=1,N
AINT=
IF(AINT.
550,
thenextvariablesandfunction===
RATIO〔1)
ROC(CG,BAI(1))!ROC(CENTER,BAI(1)}
DX{1)
DXR(1}*RATIO〔1)
XMIN(1)
XMINR(1)+DX(1)
check***
520),IEPS
F}-EPS(1))
}GOTO640
540,540,550
IEPS
AINTME75
DO580
ABS(DX(1))
GT.AINTH}AINTM=AINT
CONTINUE
GOTO(600,590,600,590},IEPS
IF(AINTH.1」E.EPS(2)}GOTO640
1F(AINTH.GT.1.E15)GOTO680'
IF(IEPS.EQ.4)IEPS=3
FHIN=F
61OCONTINUE
*
?
?
??
?
?
?
?
?ー
?
?
?
?
??
DFUNC(N,Xトflf輌R,DX,DFX,HIN,10【 、D,F)
=O
I=1,N
IF(NIT●EQ.1)THEN
IF{SIGN(1.000,DFXR{1)).GT.0.ODO.AND.
SIGN(1.000,DFX(1)).GT◆0 ..ODO)Tl{ENIFLIP(1)
二1'
ENDIF
ENDIF
DXR(1)
DFXR(1)
Cheekfor
宰**
輔 盤')・
=DX(1)
=DFX(1)f
ExtensionandShrink(AfterInference)===
Expa'㎡dorShrinkしheextremu田poiat寡*章
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'
?
??
??
??
BAIz
BAI(1)
IF(NIT
BAI(
ENDIF
IF(
ELSE
BAI(
ENDIF
BAI(1)
1.01ABS(
.NE.1)
タ
1)=
DFXR〔l
THEN
(BAI乞*BAI(1
))*肌P
)**2)*章(1●0!3台0)
BAI(1).LE.PI!1.OE-6}ANO.日AI(1).GE.PI*1.OE-6)TllEN
1) =BAIz
DF=DFX(1)
LDFニLOC(DF,BAI(1))
IF(LDF・EQ.0)THEN
IF{
L喘Ti)
ELSEIF(DF
lLDFXR{
肌SE
LDFXR(
ENDIF
ELSE
LOFXR(1)
ENDIF
8CONTINUE・
GOTO220
640
581
??
?
?
?
?
?
??
??
0・0・THEN
)=1
.LT.0・0)
}-1
1) ニ0
=LDF
THEN
■
***Ter凪inate*章*
CONTINUE
AINTM=-1舎E75
DO5811=1,N
AINT=Al]S(DX(1))
IF(AINT.GT.AINTH)AINTM=AINT
CONTINUE'
開IN=F
WRITE(6,*),'
9RITE(6,享)・*塞*寒*ConvergenceCheck:,,AINTM,,・LE・,,EPS{2)・,****掌,
GOTO690
IER
ITR
IF(
=2
=NIT
MIN●GT.0
掌章章Calculated
URITE{6,
4020FORHAT(IHO,
*1HO,
?
?
?
NUSE
NUSES
DOl4
}FMINニ ーFHIN
`
andgivenpara口eしers***
4020)CG,-3*SD,3*SD,ALP,(BAI{1),1ニ1,N
'*口Calculatedandgivenparameters牢"'!
,CenterofGravity=D
,1PGI5.7,
,Membershiparray=,
,13,,〈 一〉,,13/
1HO,』'GivenExtensi・nParam・ ・',G10・3,
,FinalExしensionParam .=,,100G10.3)
K=1
NUSES
IF(
14CONTI臣【UE
9RITE{
VRITE{
9RITE{
*
*
URITE〔
VRITE(
=0
=o'
,NRULE
=NUSES+NDOSU(K}
NgOSU{K).NE.0)NUSE
?
?
?
?
?
??
?
?
4030
4031
4032
?
?
?
=NUSE+1
)
(K,IF1(X),IF2{K),THEN3{K),NI〕OSU(K),
INT(0.5+FLOAT(NDOSU{K))/FLOAT(NUSES)*100.),K=KGI,
6,4033)
(K,IFI(K),IF2(K},THEN3(K),NDOSU(K),)6,4034
1NT(0.5+FLOAT(NDOSU(K))!FLOAT(NUSES)*100.),K=KL1,
KE、1-D
KG2
90
4030
4031
4032
奪
WRITE(6,
WRITE(6,
VRI「rE(6,
WRITE(6,
PORMAT(
FORMAT(
PORMAT{
*
4035)
4036)
INT(0.5+FLOAT(NDOSU(K))/FLOAT(NUSES)*100.}
4037)
4038)NUSE
IHO,
IHO,
IH,
4033PORMAT{IHO,
4034FORMAT{IH,
*
4035FORMAT(IHO,
4036FOR}{AT{1H,
*
4037FORPIAT(1H,
4038FORHAT(1HO,
*
IF(IER.EQ.
(K,IF1(K),IF2(K),THEN3(K),NDOSU(K),
,K=KG2+1
,零章章
,GLOBA{
、
,(,
,
'(J
'COHMON
'('
,
'('
,1
,0CAL
'('
,
'('
,END,
,
,=
5)
NUSE,NRYLE,FLOAT(
FuzzyRules"寧')
Search,)
12,」},,,if,,A2,'
,13,,$),}
Search,}
1[2,,}虜,,if,,A2,,
,13,,%),}
Search,)
12,,},,,if,,A2,,
,13,,募),))
UsedRulesare',
{,,1PGIO.3,,$),
URITE(6,1060)
,KL2
)!F【」OAT(NRULE)*100、
and,,A2,,then,,A2,,:,,12,
and',A2,'then',A2,':',12,
and,,A2,,then,,A2,,=,,12,
12,,/',12,
)
??
?
RETURN??
??
1000
*寧*
FORMAT{
*
ERROR
1010FORKAT{
*
1020FORHAT(
ホ
1030FORHAT(
*
1040FORMAT〔
*
1050FORHAT(
*
1060FORHAT(
εND
Hessages専 掌寧
lHO,,(Subr.FUZ2YSUB}
,N=,
,17)
1HO,,(Subr.FVZZYSUB}
,SD=,
,17)
lHO,,(Subr.FUZZYSUB)
,ALPHA=,
,1P3G16.7
1HO,,(Subr.FUZZYSUB)
,EPS=,
,lP2G16.7)
lHO,,(Subr●FUZZYSUB)
,ITRニ ∫
,17)
1HO,,(Subr.FUZZYSUB)
,X(,
,12,,,2)=,,
1HO,,(Subr.FUZZYSUB)
TheargumentNisinvalid◆,,5X,
TheargumentSl〕isinvalid.,,5X,
?
?
??
?
???
??
arg'umentALPHAisinvalid.,,5X,
argumeRtEPSisinvalid.,,5X,
TheargumelttITR
Theargument
lPG16.7)
IRsufficieftt
X
玉sinvalid.
isinvalid.,
㌔5X,
,5X,
FuzzyRu上es.∫}
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C章章寧‡‡専掌ホホ亭8*章4【■享寧‡車享*‡ホ*廓*‡**ホ**ホ*ホ 章ホホ寒ホ***聰【ホ*******■****寡****ホ***ホ 專*寧*
SUBROUTINEDFUNC(N,X,DX,DFX,KIN,10LD,F)',
Cホ8ホ富■章章■毒草8*零零■力専掌章章掌専掌章章寧専ホ*章ホ専掌*章章**寧*1【**零*章*事 *‡*章*章 ‡*享ホ皐‡**ホ*****享*
?
?
?
?
?
?
?
??
??
零ホ零Tofindapartial
dF(X)!dX(i)vhere
derivativesofFljNCgithrespecttoXi
F('X1,X2,・ ・.,Xn)(Nく=100.)・
byl{.Sakai{Oct.26,正990}
Nodified(Nov.・24,1990}***
C章章*章章ホホ倉*章章章章**"s*******ホ 寧*寒寒*ホ**享 ホホ掌*京承事**寒専ホ*****‡*専*ホ**‡**章*章*章 章ホ寒*
REAL章8FUNC,F,FF,1}F,DFX㌔
DIMENSIONX(N},DX(H),DFX{N},`
DIKENSIONXI(100).'・
COKMON/EVAL/NFEVAL,NIT,FEV且L,XEΨAL(100・)
c`
IF'(IO[」D.EQ.0)THEN'
F=FUNC(X
IF{MIN.GT.
ENDIF
)
o )F=-F
C
20
10
00 101=1,
DO20Jニ1
1F.
ELSE
N
,N
(」.EO.I
XI(J}
も
XI(」}=
ENDIF
CONTINUE
FF=
i;X日11・GT÷
CONTINUE
RETURN
END
)THEN
X(J)+
x(」)
FUNC(XI
O)FF=
(FF-F
.i
DX(1)
)-FF
)/ABS(DX{1})
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補 遺C.メ イ ン プ ロ グラ ム リス ト(FUZZY,FOR)
PROGRAMFuZZY
REAL掌8FHIN
DIMENSIONEPS(2)
DIMENSIONX(100,2),XMIN(100)・r
EXTERNALFUNC
COH∬ON!PARAM!N,A,B .
COHKON!EVAI」/NFEVAL,NIT,FEVAL,XEVA【 」(iOO)C
*象*字章*専掌奪*家章章■章章享8皐‡*‡專章章8昧8章*阜*ホホ***ホ******専*寧 零寧家意字章章*零享ホ享ぴ**象**零*零章**
C章*京.Tofindaloca1田ini阻uロor田axi皿u皿ofafunction 葺.C*F(Xl
,X2,…,Xn)(Nく=100)bシuseof
liF"zzyNethodp「?posedb'16d鵠{;:1:le;199;1・ 寵
C*FUNCTIOトlSUBPROGRAK: ・.
Cホ
C章REALFIＬNCTIONFUNC{X}・l
c享x: .RloArray(N),,;
1:'lalgm.讐 多書曇‡看裏;6碧 璽緩欝欝; 。c****'lml?倉:難詰;寧
;き章章轄8"蹴 享縮 紳#}"章嶽 口"寧口"口 端 章*縮特零口
?
?
?
?
?
??
??
【?
??
?
?
?
?
?
?
??
??
??
??
?
?
?
3000FOREAT(1H
享宴833寧章章零皐8章8*章章■廓*,
亭IH
*IH
*IH
象
*1H
* *零ホ,
,,8
,,*
,,零
,!
,,*
/
・,*零 章章*寒章章ホ*寧*掌ホ章章專*章章章章‡ホ章*専掌***専掌ホ零零*8零章章零ホ章章章章**寒**章
1....
'章草*Tofin{ialo
ca工 爾ini口u匝or'匝ax三 田llthof、afunction-,!
F(Xl,X2,…,Xn)(N←100)byuse。f・1
Fuzzy弼eth・dpr・P・se⇔yK.Sakai(Oct .21,1990}
1::M,aified(Peci27,1990}
し'.ノ
"・・…・ぷ:雷 皐;***口寧特 等口"口 轄 享郷 中 口 事象!'.t"章皐脚 纐 埠 『轄 ・・榔■
**寧SetInitialPara田eters字 京家
..,
=0"-NFEVAL
NUtaberofdi匝ension
RE=AO(5,享)N ,
、
Parametersofthefunction,
㍊lls:㍉d【ldl'sp"prq・.t'・nalt・x't.(・一^)*・2-Bゴ
Startingpoints・
READ〔5,*)(X{1,1),1=liN)』
.:,.〉 ・
Th;
E詰 ㍑1摺 ～t},al'テ慨 し;・)・tart'・g・・'・
EX鵠
Aand。S}llnk・… 田・t・ステ ップ 調Mreの 修 正・率 ・ ・
UniしiRtervalofMembershipFunction
ISDニ10・..
READ(5,*)ALPHA,ISD
Convergence
EPS(1)
EPS{2)
condition
=1.E-4
=1.E-4
forfunctionF(x)andindependent
or1・E-5isapppopriate
・r1・E-5isappr。priate
'
variablesx
93
C
?
?
?
?
?
?
?
??
{NocheckifEPS(1)=0)
READ(5,*)EPS(1),EPS(2)
Loca1田iniロu皿or
MIN=-1
READ(5,*)
naximu頂{KIN>0:頂axiロum,HINく=0:minimum}
MIN
MaK.nuロberofrepeating(If
READ(5,*)ITR
ITR=0,ITRissettobe,defaul仁500)
*オ(ホCheckofinpuヒpara皿eters・ 享**
WRITE(6・
WRITE(6,
URI[TE(6,
NRITS{6,
WRITE(6,
VRITE(6,
URITE(6,
URITE(6,
VRITE(6,
VRITE(6,
?
?
?
?
?
?
、〜
、
?
?
?
?
?
?
?
?
?
?
?
?
?
?
,,
,'**象
,'
,
,
'
,
,
,
'
」
Inputparametersareasfollous***,
?
?
?
??
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
??
?
?
?
?
??
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
??
?
?
?
?
《
?
?
?
?
?
??
?
?
?
??
?
?
?
?
?
?
?
?
?
?
?
?
?
?
→
?
?
?
」
?
?
?
?
」
?
?
?
?
??
?
?
?
?
?
??
??
?
?
?
?
?
?
?
?
ITR=1
),1ニ1,N
),1=1,
ISD-,
EPS(2)
,ITR
??
?
?
?
?
?
C
C*‡ 象CallingthesubroutineFUZZYSUB1【 ホ竃
C===ニ=ニニ=ニ==ニニ===二=ニ====ニ===========ニ============…================…=ニニ===ニ=
CALLFUZZYSUB(FUNC,X,N,ISO,ALPHA,EPS;KIN,ITR,XHIN,'FMIN,IER)
c=====ニ ニ======ニ ニ=======ニ 二 三===ニ=ニ======ニ=ニ=ご===ニ===============ニ=========
C
??
?
零倉零Checkoferrorflag寧 ‡皐
IF{IER.EQ.
IF(IEREQ.
IF(IER.EQ.
IF(IER.EQ.
IF(IEREQ.
iF(IER.EQ.
IP(1EREQ.
0)
1)
2)
3)
3)
4)
5)
VRITE(6,
URITE(6,
YRITE(6',
屑RITE(6,
GOTO9999
NRITE(6,
URITE{6,
1000
1010
1020
1030
???
?
?
?
?
1040)ALPHA
1060)
*口Printingcalc凹1atedextre皿u匝va]ties*口
URITE{6,2000)FMI}引,(XHIN(1),1=1,N)
NRITE(6,2010}ITR,NFEVAL,FEVAL,(XEVAL(1),1ヒ1,N)"
c
C
1000
1010
1020
1030
1040
1060
FORNAT(
FORMAT{
FORHAT{
FORMAT(
FORMAT〔
FORMAT(
lHO,,(MaiR
lHOプ,(Hain
lHO,,(Kain
IHO,'(liain
lllO-(Main
lHO,'t{Hain
2000FORMAT(1HO,
??
?
1H,
1H,
2010FORMAT{1HO・
IH }?
? IHO,
lH ,
,***
,
」
,
,
,
,
RoutiRe)
ROUしine)
Routifle)
Routine)
Routine)
Routine}
Extre田u匝
FMIN
XMIN
Number
Number
Last
Thecalcu】atjonissucceeded.,)
Don,,tconvergeaしITR=,,17)
Can,,tobtainextrenu爾value.,)
Incorrectinputpara匝eter.')
1〕on,・tconvergeatALPH乱=,,1PG16.7)
IfistifficientFuzzyRules.'}
evaluated
Evaluated
values***・!
=,,正PG16.7/
=,,4(IPG16.7))
ofloopealculatiensis
offunctionevaユuationjs
funetionvalueis'
X,,4(1PG16.7))
?
?
?
?
?
?
17/
17/
lPGI6.7!
c
9999CONTINUE
STOP
酬D
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