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CRITICAL WINDOW FOR CONNECTIVITY IN THE
CONFIGURATION MODEL
LORENZO FEDERICO AND REMCO VAN DER HOFSTAD
Abstract. We identify the asymptotic probability of a configuration model CMn(d)
to produce a connected graph within its critical window for connectivity that is
identified by the number of vertices of degree 1 and 2, as well as the expected
degree. In this window, the probability that the graph is connected converges
to a non-trivial value, and the size of the complement of the giant component
weakly converges to a finite random variable. Under a finite second moment con-
dition we also derive the asymptotics of the connectivity probability conditioned
on simplicity, from which the asymptotic number of simple connected graphs with
a prescribed degree sequence follows.
Keywords: configuration model, connectivity threshold, degree sequence
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1. Introduction
In this paper we consider the configuration model CMn(d) on n vertices with
a prescribed degree sequence d = (d1, d2, ..., dn). We investigate the condition on
d for CMn(d) to be with high probability connected or disconnected in the limit
as n → ∞, and we analyse the behaviour of the model in the critical window for
connectivity (i.e., when the asymptotic probability of producing a connected graph
is in the interval (0, 1)). Given a vertex v ∈ [n] = {1, 2, ..., n}, we call dv its degree.
The configuration model is constructed by assigning dv half-edges to each vertex
v, after which the half-edges are paired randomly: first we pick two half-edges at
random and create an edge out of them, then we pick two half-edges at random from
the set of remaining half-edges and pair them into an edge, etc. We assume the total
degree
∑
v∈[n] dv to be even. The construction can give rise to self-loops and multiple
edges between vertices, but these imperfections are relatively rare when n is large;
see [4, 6, 7].
We define the random variable Dn as the degree of a vertex chosen uniformly at
random from the vertex set [n]. We call Ni the set of all vertices of degree i and ni
its cardinality. The configuration model is known to have a phase transition for the
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existence of a giant component with critical point at
νn =
E[Dn(Dn − 1)]
E[Dn]
= 1
(see e.g., [11] or [8]). When νn → ν > 1, there is a (unique) giant component
Cmax containing a positive proportion of the vertices, while when νn → ν ≤ 1,
the maximal connected component contains a vanishing proportion of the vertices.
Assuming that the second moment ofDn remains uniformly bounded, the subcritical
behaviour was analysed by Janson in [5].
In this paper, we focus on the connectivity transition of the configuration model.
Let us first describe the history of this problem. Wormald [13] showed that for
k ≥ 3 a random k-regular graph on n vertices is with high probability k-connected
as n → ∞ (see also [3]). Tomasz  Luczak [10] proved that also if the graph is not
regular, but dv ≥ k for every v ∈ [n], then CMn(d) in with high probability k-
connected, and found the asymptotic probability to have a connected graph when
dv ≥ 2 and the graph is simple. Actually  Luczak’s model was defined in a different
way from the configuration model and does not allow for vertices of degree 1, but the
results could easily be adapted to the configuration model. We will refine his results,
including the case in which there are vertices of degree 1 and we give more precise
asymptotics on the size of the complement of the maximal connected component
[n] \ Cmax. We start by introducing some notation.
Notation. All limits in this paper are taken as n tends to infinity unless stated
otherwise. A sequence of events (An)n≥1 happens with high probability (whp) if
P(An)→ 1. For random variables (Xn)n≥1, X , we write Xn d→ X andXn P→ X to de-
note convergence in distribution and in probability, respectively. For real-valued se-
quences (an)n≥1, (bn)n≥1, we write an = O(bn) if the sequence (an/bn)n≥1 is bounded;
an = o(bn) if an/bn → 0; an = Θ(bn) if the sequences (an/bn)n≥1 and (bn/an)n≥1 are
both bounded; and an ∼ bn if an/bn → 1. Similarly, for sequences (Xn)n≥1, (Yn)n≥1
of random variables, we write Xn = OP(Yn) if the sequence (Xn/Yn)n≥1 is tight; and
Xn = oP(Yn) if Xn/Yn
P→ 0. Moreover, Poi(λ) always denotes a Poisson distributed
random variable with mean λ and Bin(n, p) denotes a random variable with binomial
distribution with parameters n and p.
2. Main Results
We start by defining the conditions for CMn(d) to be in the connectivity criti-
cal window. We define the random variable Dn as the degree of a vertex chosen
uniformly at random in [n]. We assume these conditions to hold throughout this
paper:
Condition 2.1 (Critical window for connectivity). We define a sequence CMn(d) to
be in the critical window for connectivity when the following conditions are satisfied:
CRITICAL WINDOW FOR CONNECTIVITY IN THE CONFIGURATION MODEL 3
(1) There exists a limiting degree variable D such that Dn
d→ D;
(2) n0 = 0;
(3) limn→∞ n1/
√
n = ρ1 ∈ [0,∞);
(4) limn→∞ n2/n = p2 ∈ [0, 1);
(5) limn→∞ E[Dn] = d <∞.
Under these conditions, we prove our main theorem. In its statement, we write
Cmax for the maximal connected component in CMn(d):
Theorem 2.2 (Connectivity threshold for the configuration model). Consider CMn(d)
in the critical window for connectivity as described in Condition 2.1. Then
lim
n→∞
P(CMn(d) is connected) =
(
d− 2p2
d
)1/2
exp
{
− ρ
2
1
2(d− 2p2)
}
. (2.1)
Moreover,
n− |Cmax| d→ X, (2.2)
where X =
∑
k k(Ck + Lk), and
(
(Ck, Lk)
)
k≥1
are independent random variables
such that
Lk
d
= Poi
(
ρ21(2p2)
k−2
2dk−1
)
, Ck
d
= Poi
(
(2p2)
k
2kdk
)
.
Finally,
lim
n→∞
E[n− |Cmax|] = ρ
2
1(2d− p2)
2(d− p2)2 +
p2
d− 2p2 . (2.3)
The convergence in distribution of n − |Cmax| to a proper random variable with
finite mean is a stronger result than proved by  Luczak [10], who instead proved that
|Cmax|
n
P→ 1. (2.4)
Our improvement is achieved by an application of the multivariate method of mo-
ments, as well as a careful estimate of the probability that there exists v ∈ [n] that
is not part of |Cmax|. We next investigate the boundary cases:
Remark 2.3 (Boundary cases). Our proof also applies to the boundary cases where
ρ1 =∞, p2 = 0 or d =∞. When d <∞, we obtain
P(CMn(d) is connected)→
{
0 when ρ1 =∞,
1 when ρ1, p2 = 0.
(2.5)
When d =∞, instead
lim
n→∞
P(CMn(d) is connected) = lim
n→∞
exp
{
− n
2
1
2ℓn
}
. (2.6)
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We next investigate how many connected graphs there are with prescribed degrees
in the connectivity window defined in Condition 2.1. Assuming also thatD has finite
second moment the configuration model is simple with non-vanishing probability.
Under this additional condition we can prove the following results:
Theorem 2.4 (Connectivity conditioned on simplicity and number of connected
simple graphs). Consider CMn(d) in the connectivity critical window defined in
Condition 2.1. If
lim
n→∞
E[Dn(Dn − 1)]
E[Dn]
= ν <∞,
then
lim
n→∞
P(CMn(d) is connected | CMn(d) is simple)
=
(
d− 2p2
d
)1/2
exp
(
− ρ
2
1
2(d− 2p2) +
p22 + dp2
d2
)
.
(2.7)
Let N Cn (d) be the number of connected simple graphs with degree distribution d.
Then
N
C
n (d) =
(ℓn − 1)!!∏
i∈[n] di!
(
d− 2p2
d
)1/2
× exp
{
−ν
2
− ν
2
4
− ρ
2
1
2(d− 2p2) +
p22 + dp2
d2
}
(1 + o(1)),
(2.8)
where ℓn =
∑
i∈[n] di denotes the total degree.
With these results, the connectivity critical window is fully explored. Indeed, we
have determined the asymptotic probability for the configuration model to produce
a connected graph for all possible choices of the limiting degree distribution under
finite mean assumption. What remains is to find the asymptotic of the number of
connected simple graphs with degree distribution d when it is above the connectivity
critical window (i.e., when n1 ≫ n1/2). In this case we should analyse how fast the
probability to produce a connected graph vanishes, which is a hard problem.
It is also worth noticing that the size of the largest component is very sensitive to
the precise way how n2/n→ 1 (recall that we assume that p2 < 1 in Condition 2.1).
We define C (v) as the connected component of a uniformly chosen vertex. Indeed,
when n2 = n, it is not hard to see that
|Cmax|
n
d→ S; |C (v)|
n
d→ T, (2.9)
where S, T are proper random variables that satisfy the relation S
d
= T ∨ [(1−T )S].
Instead, |Cmax|/n P→ 0 when n2 = n− n1, with n1 →∞, while |Cmax|/n P→ 1 when
n2 = n− n4, with n4 →∞. The latter two statements can be proved by relating it
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to the case where n2 = n. Indeed, for the case where n1 > 0, we take n
′
2 = n2+n1/2,
and produce CMn(d) from the configuration model with n2 vertices of degree 2 by
‘splitting’ n1/2 vertices of degree 2 into two vertices of degree 1. For the case where
n4 > 0, we take n
′
2 = n2 + 2n4, and produce CMn(d) from the configuration model
with n2 vertices of degree 2 by ‘merging’ 2n4 vertices of degree 2 into a vertex of
degree 4.
2.1. Outline of the proof. We first notice that in the connectivity critical window
our configuration model is supercritical, i.e., whp it has a unique component of linear
size with respect to the whole graph. In more detail, for finite ρ1 <∞ and p2 < 1,
lim
n→∞
νn = lim
n→∞
E[Dn(Dn − 1)]
E[Dn]
≥ 2p2 + 6(1− p2)
2p2 + 3(1− p2) > 1. (2.10)
Thus the results from [8, 12] imply that |Cmax| = ΘP(n), while the second largest
connected component C(2) satisfies |C(2)| = oP(n) and |E(C(2))| = oP(n). The proof
of our main theorem is now divided into two parts:
(1) To identify the limit distribution of the number of lines and cycles that form
[n] \ Cmax, which we do in Section 3;
(2) To prove that whp all vertices v ∈ [n] with dv ≥ 3 are in the giant component
Cmax, which we do in Section 4.
The proofs of our main theorems are then completed in Section 5.
3. Poisson convergence of the number of lines and cycles
In this section, we prove that the number of cycles (components made by k vertices
of degree 2) and lines (components made by 2 vertices of degree 1 and k−2 vertices
of degree 2) jointly converge to independent Poisson random variables. In Section 4,
we will show that [n] \Cmax whp only contains vertices of degree 1 and 2, so that all
the other components are either cycles or lines. We define the sequences of random
variables (Cn,Ln) =
(
(Ck(n), Lk(n))
)
k≥1
as
⊲ Ck(n)= # {cycles of length k in CMn(d)},
⊲ Lk(n)= # {lines of length k in CMn(d)}.
We consider a vertex of degree 2 with a self-loop as a cycle of length 1. By
convention, L1(n) = 0 for all n since a vertex of degree 1 can not have a self-loop.
We define Ck = {{v1, v2, ..., vk} ⊆ N2} to be the set of all collections of k vertices
that could form a cycle, and denote
Ck(n) =
∑
c∈Ck
1{c forms a cycle}. (3.1)
6 LORENZO FEDERICO AND REMCO VAN DER HOFSTAD
In a similar way we define Lk = {{v1, v2, ..., vk} : v1, vk ∈ N1; v2, ..., vk−1 ∈ N2} to
be the set of all collections of k vertices that could form a line, and denote
Lk(n) =
∑
l∈Lk
1{l forms a line}. (3.2)
We will use the multivariate method of moments to show that
(
(Cn(k), Lk(n))
)
k≥1
converges to a vector of independent Poisson random variables. For a random vari-
able X , we define (X)r = X(X − 1) · · · (X − r+1). For the multivariate method of
moments, we recall two useful lemmas, whose proofs are given in [4, Section 2.1]:
Lemma 3.1 (Multivariate moment method with Poisson limit). A sequence of vec-
tors of non-negative integer-valued random variables (X (n)1 , X
(n)
2 , ..., X
(n)
k )n≥1 con-
verges in distribution to a vector of independent Poisson random variables with
parameters (λ1, λ2, ..., λk) when, for all possible choices of (r1, r2, ..., rk) ∈ Nk,
lim
n→∞
E[(X (n)1 )r1(X
(n)
2 )r2 · · · (X (n)k )rk ] = λr11 λr22 · · ·λrkk . (3.3)
Lemma 3.2 (Factorial moments of sums of indicators). When Xj =
∑
i∈Ij
1i(j) for
all j = 1, . . . , k,
E[(X (n)1 )r1(X
(n)
2 )r2 · · · (X (n)k )rk ]
=
∗∑
i
(1)
1 ,...,i
(1)
r1
∈I1
· · ·
∗∑
i
(k)
1 ,...,i
(k)
rk
∈Ik
P(1
i
(j)
s
= 1 ∀j = 1, . . . , k, s = 1, . . . , rk), (3.4)
where
∑∗ denotes a sum over distinct indices.
See also [9, Chapter 6] for more general versions of the method of moments. The
main result in this section is the following theorem:
Theorem 3.3 (Poisson convergence of number of lines and cycles). Consider CMn(d)
in the critical window for connectivity defined in Condition 2.1. Then
(Cn,Ln)
d−→ (C,L), (3.5)
where (C,L) =
(
(Lk, Ck)
)
k≥1
is a sequence of independent random variables with
Lk
d
= Poi
(
ρ21(2p2)
k−2
2dk−1
)
, Ck
d
= Poi
(
(2p2)
k
2kdk
)
, (3.6)
and the convergence in (3.5) is in the product topology on N.
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Proof. We want to find the combined factorial moments of (Lj(n), Cj(n))j≤k and
show that
E[(C1(n))r1(L2(n))s2 · · · (Ck(n))rk(Lk(n))sk ] (3.7)
→
k∏
j=2
(
ρ21(2p2)
j−2
dj−1
)sj k∏
j=1
(
(2p2)
j
2kdj
)rj
.
We argue by induction on k. When k = 0, both sides in (3.7) are equal to 1, which
initializes the induction hypothesis.
We next argue how to advance the induction hypothesis. We define
wk,j(r, s) = {ci(1), . . . , ci(ri) ∈ Ci, 1 ≤ i ≤ k; li(1), . . . , li(si) ∈ Li, 2 ≤ i ≤ j}.
Further, E (wk,j(r, s)) denotes the event that all ci(h) ∈ wk,j(r, s) form a cycle and
all li(h) ∈ wk,j(r, s) form a line. By Lemma 3.2,
E[(C1(n))r1(L2(n))s2 · · · (Ck(n))rk(Lk(n))sk ] =
∑
wk,k(r,s)
P(E (wk,k(r, s))). (3.8)
We rewrite this as∑
wk,k−1(r,s)
P(E (wk,k−1(r, s)))
∑
l1,...,lsk∈Lk
E[1i11i2 · · ·1isk |E (wk,k−1(r, s))], (3.9)
where 1is is the indicator that the vertices in cis form a line.
We call a1 and a2 the number of vertices of degree 1 and 2 necessary to create the
cycles and lines prescribed by wk,k−1(r, s) and ae = a1+2a2 the number of half-edges
they have. These are completely independent from the exact choice of wk,k−1(r, s) as
long as all sets are disjoint (otherwise the event E (wk,k−1(r, s)) is impossible). The
number of possible choices of sk different disjoint l ∈ Lk without using the vertices
allocated for wk,k−1(r, s) are
(n1 − a1)!
2sk(n1 − a1 − 2sk)!
(n2 − a2)!
(k − 2)!sk(n2 − a2 − (k − 2)sk)!(1 + o(1))
=
n2sk1
2sk
n
(k−2)sk
2
(k − 2)!sk (1 + o(1)).
(3.10)
The probability that the first forms a line is
2k − 4
ℓn − ae − 1
2k − 6
ℓn − ae − 3 · · ·
2
ℓn − ae − 2k + 5
1
ℓn − ae − 2k + 3
=
(2k − 4)!!
ℓk−1n
(1 + o(1)). (3.11)
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For all the other lines we just have to subtract from ℓn − ae the 2k − 2 half-edges
that we have used for each of the previous ones, so that
E[1i11i2 · · ·1isk |E (wk,k−1(r, s))] =
(2k − 4)!!sk
ℓ
sk(k−1)
n
(1 + o(1)). (3.12)
Finally we obtain∑
l1,...,lsk∈Lk
E[1i11i2 · · ·1isk |E (wk,k−1(r, s))]
=
(ρ21n)
sk
2sk
(p2n)
(k−2)sk
(k − 2)!sk
(2k − 4)!!sk
ℓ
sk(k−1)
n
(1 + o(1))
=
(
ρ21(2n2)
k−2
2dk−1
)sk
(1 + o(1)).
(3.13)
We do the same for the cycles Ck(n), writing∑
wk−1,k−1(r,s)
P(E (wk−1,k−1(r, s)))
∑
c1,...,crk∈Ck
E[1i1 · · ·1irk |E (wk−1,k−1(r, s))]. (3.14)
The number of possible choices of rk different disjoint c ∈ Ck without using the
vertices allocated for wk−1,k−1(r, s) are
(n2 − a2)!
k!rk(n2 − a2 − krk)!(1 + o(1)) =
(n2)
krk
k!rk
(1 + o(1)). (3.15)
The probability that the first forms a cycle is
2k − 2
ℓn − ae − 3
2k − 4
ℓn − ae − 5 · · ·
2
ℓn − ae − 2k + 3
1
ℓn − ae − 2k + 1(1 + o(1)). (3.16)
Again, for all the other cycles we just have to subtract the 2k half-edges that we
have used for the previous ones so that
E[1i11i2 · · ·1irk |E (wk−1,k−1(r, s))] =
(2k − 2)!!rk
ℓrkkn
(1 + o(1)). (3.17)
Thus, we obtain∑
c1,...,crk∈Ck
E[1i11i2 · · ·1isk |E (wk−1,k−1(r, s))]
=
nkrk2
k!rk
(2k − 2)!!rk
(ℓn)rkk
(1 + o(1)) =
(
(2p2)
k
2kdk
)rk
(1 + o(1)).
(3.18)
This advances the induction hypothesis. We now use induction to show that (3.7)
holds for every k ≥ 0, and consequently prove the claim through the method of
moments in Lemma 3.1. 
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We next show that in case of finite second moment, in particular, under the
condition
lim
n→∞
E[Dn(Dn − 1)]
E[Dn]
→ ν <∞,
asymptotic distribution of the number of self-loops and multiple edges is independent
from (Ck)k≥3 and (Lk)k≥2.
We first notice that connectivity and simplicity are not independent, since self-
loops and multiple edges among vertices of degree 2 make the graph simultaneously
disconnected and not simple, so for CMn(d) to be simple, we have to require C1(n) =
C2(n) = 0.
We define the number of self-loops and multiple edges in CMn(d) by S(n),M(n).
We will show the following main result:
Theorem 3.4 (Poisson convergence of number self-loops and multiple edges). Con-
sider CMn(d) in the critical window for connectivity defined in Condition 2.1, and
let νn = E[Dn(Dn − 1)]/E[Dn]→ ν ≤ ∞. Then
((Lk(n))k≥2, (Ck(n))k≥3, S(n),M(n))
d−→ ((Lk)k≥2, (Ck)k≥3, S,M), (3.19)
with ((Lk)k≥2, (Ck)k≥3, S,M) independent Poisson random variables with
Lk
d
= Poi
(
ρ21(2p2)
k−2
2dk−1
)
, Ck
d
= Poi
(
(2p2)
k
2kdk
)
,
S
d
= Poi (ν/2) , M
d
= Poi
(
ν2/4
)
.
(3.20)
Proof. We again use multivariate method of moments in Lemma 3.1. We aim to find
the combined factorial moments of ((Lj(n))2≤j≤k, (Cj(n))3≤j≤k, S(n),M(n)), and
show that
E[(L2(n))s2(C3(n))r3 · · · (Ck(n))rk(Lk(n))sk(S(n))t(M(n))u]
→
(ν
2
)t+2u k∏
j=2
(
ρ21(2p2)
j−2
2dj−1
)sj k∏
j=1
(
(2p2)
j
2kdj
)rj
.
(3.21)
We now define
w′k,j(r, s) = {ci(1), ..., ci(ri) ∈ Ci, 3 ≤ i ≤ k; li(1), ..., li(si) ∈ Li, 2 ≤ i ≤ j}
as the choice of subsets that can form such lines and cycles, and by Lemma 3.1,∑
w′k,k(r,s)
P(E (w′k,k(r, s)))E[(S(n))t(M(n))u | E (w′k,k(r, s))]. (3.22)
Conditionally on E (w′k,k(r, s)), the random vector (S(n),M(n)) has the same
law as the number of self-loops and multiple edges in a configuration model with
degree sequence d′, which is obtained from d by removing the vertices appearing
in w′k,k(r, s). We notice that d
′ is independent from the exact choice of w′k,k(r, s).
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Thus, when D′n denotes the degree of a uniform random vertex selected from d
′ and
ν ′ = limn→∞
E[D′n(D
′
n − 1)]
E[D′n]
,
E[(S(n))t(M(n))u]→
(
ν ′
2
)t+2u
(see e.g., [6, 7]). Since we are removing only a finite number of vertices from d, we
have that ν ′ = ν and we thus obtain
(ν/2)t+2u
∑
w′k,k(r,s)
P(E (w′k,k(r, s))). (3.23)
We finally obtain (3.21) using the same induction argument used to prove (3.7),
which completes the proof. 
4. Connectivity among vertices of degree at least three
In this section, we show that in the connectivity critical window whp all vertices
v with dv ≥ 3 are in the giant component. This result is already known when
mini∈[n] di ≥ 2, we show that it still holds even in the presence of a sufficiently small
amount of vertices of degree 1. To do so we will prove the following theorem:
Theorem 4.1 (Connectivity among vertices with dv ≥ 3). Consider CMn(d) in the
connectivity critical window defined in Condition 2.1. Then
E[#{v ∈ [n] : dv ≥ 3, |C (v)| < n/2}]→ 0. (4.1)
Consequently,
E[#{v ∈ [n] \ Cmax : dv ≥ 3}]→ 0. (4.2)
We will use the usual exploration process of the configuration model, as we de-
scribe now. At each time t, we define the sets of half-edges {At,Dt,Nt} (the active,
dead and neutral sets), and explore them in the following way:
Initalize We pick a vertex v ∈ [n] uniformly at random with dv ≥ 3 and we set all its
half-edges as active. All other half-edges are set as neutral.
Step At each step t, we pick a half-edge e1(t) in At uniformly at random, and we
pair it with another half-edge e2(t) chosen uniformly at random in At ∪ Nt.
We set e1(t), e2(t) as dead.
If e2(t) ∈ Nt, then we find the vertex v(e2(t)) incident to e2(t) and activate
all its other half-edges.
As usual, the above exploration forms the graph at the same time as that it
explores the neighborhood of the vertex v. A convenient way to encode the random-
ness in the exploration algorithm is to first choose a permutation ξ of the half-edges,
chosen uniformly at random from the set of all permutations of the half-edges. Then
we run the exploration choosing as e1(t) and e2(t) always the first feasible half-edges
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in the permutation according to the exploration rules. This means that we take the
first available active half-edge as e1(t), pair it to the first available active or neutral
half-edge as e2(t) to create an edge consisting of e1(t) and e2(t), and then to update
the status of all the half-edges as above.
The above description, that we will rely on for the remainder of this document,
offers the possibility to analyse some properties of the exploration before running it
and will be useful to prove that whp we will not run out of high-degree vertices too
early in the exploration.
We define the process S(v)t = |At|. The update rules of S(v)t are
S(v)0 = dv, S
(v)
t+1 − S(v)t =
{
dv(e2(t)) − 2 if e2(t) ∈ Nt,
−2 if e2(t) ∈ At.
(4.3)
We define T0 as the smallest t such that Xt = 0 and
T1/2 = max{t : |Nt| > n/2}. (4.4)
By definition of the exploration process, if T0 ≥ T1/2 then |C (v)| ≥ n/2 (and, in
particular, v ∈ Cmax), so that proving Theorem 4.1 follows by proving the following
proposition:
Proposition 4.2 (No hit of zero of exploration). Consider CMn(d) in the critical
window for connectivity defined in Condition 2.1. Let v be such that dv ≥ 3. Then
P(∃t ≤ T1/2 : S(v)t = 0) = o(n−1). (4.5)
Since there are n vertices in the graph, Proposition 4.2 indeed proves (4.1) in
Theorem 4.1. We rely on the following result:
Lemma 4.3 (Bound on the depletion of high-degree vertices). Consider CMn(d) in
the connectivity critical window defined in Condition 2.1 and perform the exploration
up to time T1/2 = max{t : |Nt| > n/2}. Then there exists ε > 0 such that
P(#{v ∈ NT1/2 : dv ≥ 3} < εn) = o(n−1). (4.6)
Proof. Let us consider the exploration from a permutation ξ of the set of the half-
edges chosen uniformly at random, as described above (4.3). We call Tn/2(ξ) the set
of vertices such that all their half-edges are among the last n/2 of the permutation
ξ. The previous definitions imply that Tn/2(ξ) ⊆ NT1/2 .
We now pick a k > 2 such that pk = limnk/n > 0, from the definition of the
connectivity critical window we know that such k exists. We want to find a lower
bound on NT1/2(k) = #{v ∈ NT1/2 : dv = k} ≥ #{v ∈ Tn/2(ξ) : dv = k}.
Before running the exploration, we sequentially locate the half-edges of the ver-
tices of degree k in ξ. We stop this process once we have examined n/(4k) vertices,
or when we run out of vertices of degree k. We define the σ-algebra F ki generated
by the positions of the half-edges of the first i vertices that we have examined. We
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then find that, at each step j, thanks to the stopping conditions, there are still at
least n/4 available spots among the last n/2 half-edges in ξ, so that
P(vj ∈ Tn/2(ξ)|F kj−1) ≥
(
n
4ℓn
)k
. (4.7)
We know that limn→∞
(
n
4ℓn
)k
=
(
1/4d
)k ≡ qk, so that
NT1/2(k)
st≥ Bin
(
(pk ∧ 1
4k
)n, qk
)
. (4.8)
By concentration of the binomial distribution (see e.g., [1]), there exists a c = c(a, qk)
such that, uniformly in n,
P
(
Bin (an, qk) ≤ an
2
qk
)
≤ e−cn = o(n−1). (4.9)
The claim follows by picking ε <
1
2
(
pk ∧ 1
4k
)
qk. 
We notice that S(v)t+1 − S(v)t < 0 only when one of the following events occurs:
⊲ A(t) = {dv(e2(t)) = 1}, where e2(t) is the half-edge to which the tth paired
half-edge is paired. In this case S(v)t+1−S(v)t = −1. Thanks to Lemma 4.3, if we
define Fk as the σ-algebra generated by the first k steps of the exploration,
then, uniformly for t ≤ T1/2,
P(A(t) | Ft−1) ≤ 2ρ1√
n
. (4.10)
⊲ B(t) = {e2(t) ∈ At}, where e2(t) is the half-edge to which the tth paired
half-edge is paired. In this case S(v)t+1 − S(v)t = −2. From the description of
the exploration, we obtain that, uniformly for t ≤ T1/2,
P(B(t)|Ft−1) ≤ S
(v)
t − 1
ℓn − t− 1 ≤
2S(v)t
n
. (4.11)
Now we prove three lemmas that together will yield Proposition 4.2.
The first lemma contains a lower bound on the survival time of the process. Indeed,
we show that whp the component of v is at least of polynomial size with respect to
n:
Lemma 4.4 (No early hit of zero). Let CMn(d) be in the connectivity critical window
defined in Condition 2.1. Then,
P(∃t ≤ n1/8 : S(v)t = 0) = o(n−1). (4.12)
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Proof. We need one of the following three events to occurs for the process to die out
before time n1/8 :
F1 =
⋃
s1,s2,s3≤n1/8
A(s1) ∩ A(s2) ∩ A(s3) ∩ {S(v)s1 , S(v)s2 , S(v)s3 ≤ 3},
F2 =
⋃
s1,s2≤n1/8
A(s1) ∩ B(s2) ∩ {S(v)s1 , S(v)s2 ≤ 3},
F3 =
⋃
s1,s2≤n1/8
B(s1) ∩ B(s2) ∩ {S(v)s1 , S(v)s2 ≤ 4}.
We estimate using (4.10) and (4.11) to obtain
P(F1) ≤
(
n1/8
3
)(
2ρ1√
n
)3
≤ 4ρ
3
1
3
n3/8
n3/2
= o(n−1), (4.13)
P(F2) ≤
(
n1/8
2
)
2ρ1√
n
6
n
≤ 3ρ1
2
n1/4
n3/2
= o(n−1), (4.14)
P(F3) ≤
(
n1/8
2
)(
8
n
)2
≤ 32n
1/4
n2
= o(n−1). (4.15)
Applying the union bound proves the claim. 
The next lemma proves instead that when the process is sufficiently low, it is very
unlikely to decrease further, since we have few active half-edges to create loops with:
Lemma 4.5 (Unlikely to dip even lower). Let CMn(d) be in the connectivity critical
window defined in Condition 2.1. Fix v such that dv ≥ 3. Then, for every t ≤ T1/2
and γ > 0,
P
( ∑
i≤γn1/8
(S(v)t+i+1 − S(v)t+1)1S(v)t+i+1<S(v)t+i<3γn1/8 ≥ 6
)
= o(n−2). (4.16)
Proof. As in the proof of Lemma 4.4, we find some events that must occur in order
that the event in the left-hand side of (4.16) occurs. We start by introducing some
notation. For 1 ≤ i < j and si ≥ 0, we write A[i,j](t) = A(t + si) ∩ · · · ∩ A(t +
sj), B[i,j](t) = B(t + si) ∩ · · · ∩ B(t + sj). Then, for the event in the left-hand side
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of (4.16) to occur, we need that one of the following events occurs:
G1 =
⋃
s1,...,s6≤γn1/8
A[1,6](t) ∩
⋂
i≤6
{S(v)t+si ≤ 3γn1/8},
G2 =
⋃
s1,...,s5≤γn1/8
A[1,4](t) ∩B(t + s5) ∩
⋂
i≤5
{S(v)t+si ≤ 3γn1/8},
G3 =
⋃
s1,...,s4≤γn1/8
A[1,2](t) ∩B[3,4] ∩
⋂
i≤4
{S(v)t+si ≤ 3γn1/8},
G4 =
⋃
s1,...,s3≤γn1/8
B[1,3](t) ∩
⋂
i≤3
{S(v)t+si ≤ 3γn1/8}.
Again we estimate using (4.10) and (4.11) to obtain
P(G1) ≤
(
γn1/8
6
)(
2ρ1√
n
)6
≤ 2
6γ6ρ61
6!
n6/8
n3
= o(n−2), (4.17)
P(G2) ≤
(
γn1/8
5
)(
2ρ1√
n
)4
6γn1/8
n
≤ 2
53γρ41γ
6
5!
n6/8
n3
= o(n−2), (4.18)
P(G3) ≤
(
γn1/8
4
)(
2ρ1√
n
)2(
6γn1/8
n
)2
≤ 2
432γ6ρ21
4!
n6/8
n3
= o(n−2), (4.19)
P(G4) ≤
(
γn1/8
3
)(
6γn1/8
n
)3
≤ 6
3γ6
3!
n6/8
n3
= o(n−2). (4.20)
Applying the union bound proves the claim. 
We now show that not only the exploration survives up to time n1/8 but also we
have a quite large number of active half-edges:
Lemma 4.6 (Law of large numbers lower bound on exploration). Fix v such that
dv ≥ 3. The exploration on CMn(d) in the connectivity critical window defined in
Condition 2.1 satisfies that there exists a γ > 0 such that
P(S(v)
n1/8
< 2γn1/8) = o(n−1). (4.21)
Proof. We divide the proof into two cases:
(1) There exists t < n1/8 such that S(v)t ≥ 3γn1/8. In this case, fix n so large
that 3γn1/8 − 6 ≥ 2γn1/8. Then, note that in order for S(v)
n1/8
< 2γn1/8 to
occur and since S(v)t+1 − S(v)t ≥ −2, we must have that
∑
i≤γn1/8(S
(v)
t+i+1 −
S(v)t+1)1S(v)t+i+1<S
(v)
t+i<3γn
1/8 ≥ 6, which by Lemma 4.5 implies that S(v)n1/8 ≥
3γn1/8 − 6 ≥ 2γn1/8 has probability o(n−2).
(2) S(v)t < 3γn
1/8 for all t ≤ n1/8. In this case, we know from Lemma 4.5 that
with probability o(n−2) the sum of the down steps (S(v)t+i−S(v)t+i+1)1S(v)t+i+1<S(v)t+i<3γn1/8
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is at most 6. Under this condition, we recall Lemma 4.3 and note that dvt ≥ 3
with probability at least ε, for some ε > 0, since n1/8 ≤ T1/2. Thus,
S(v)
n1/8
st≥ Bin(n1/8, ε)− 6. (4.22)
By concentration of the binomial distribution (see e.g., [1])
P
(
Bin(n1/8, ε) ≤ 1
2
εn1/8
)
≤ e−cn1/8 = o(n−2). (4.23)
for sufficiently large n. The claim now follows by choosing γ < ε/4.

Now we know that at time t = n1/8, with probability 1 − o(n−1), S(v)t ≥ 2γn1/8.
This means that from that point onwards, we need at least γn1/8 steps for the process
to die. To prove Proposition 4.2 we use the following lemma:
Lemma 4.7 (Process does not go down too much). Let CMn(d) be in the connec-
tivity critical window defined in Condition 2.1. Fix v such that dv ≥ 3. Then, for
every γ > 0,
P(∃t ∈ (n1/8, T1/2) : S(v)t+γn1/8 < S(v)t < 3γn1/8 − 6) = o(n−1). (4.24)
Proof. First fix t ∈ (n1/8, T1/2). Again we split the proof into two parts:
(1) There exists i < γn1/8 such that S(v)t+i ≥ 3γn1/8. In this case, we again
know from Lemma 4.5 that S(v)
t+γn1/8
≥ 3γn1/8 − 6 ≥ 2γn1/8 with probability
1− o(n−2).
(2) S(v)t+i < 3γn
1/8 for all t ≤ γn1/8. In this case we know from Lemma 4.5 that
with probability o(n−2) the sum of the down steps (S(v)t+i−S(v)t+i+1)1S(v)t+i+1<S(v)t+i<3γn1/8
is at most 6. Under this condition we can again write
S(v)
t+γn1/8
− S(v)t
st≥ Bin(n1/8, ε)− 6. (4.25)
Formula (4.23) proves that the probability that S(v)
t+γn1/8
< S(v)t is at most
o(n−2).
The union bound implies that
P(∃t ∈ (n1/8, T1/2) : S(v)t+γn1/8 < S(v)t < 3γn1/8 − 6) ≤ ℓn o(n−2) = o(n−1). (4.26)

Now we are ready to complete the proof of Proposition 4.2:
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Proof of Proposition 4.2. Lemmas 4.4 and 4.6 show that up to time n1/8 the process
is very unlikely to die and very likely to grow at least until polynomial size:
P(T0 > n
1/8, S(v)
n1/8
> 2γn1/8) = 1− o(n−1). (4.27)
Now we define the sequence of random variables Qi = S
(v)
(1+γi)n1/8
, so that P(Q0 <
2γn1/8) = o(n−1). By Lemma 4.7,
P
(
Qi+1 ≥ Qi ∀i ≤
T1/2
γn1/8
)
= 1− o(n−1), (4.28)
and consequently
P
(
Qi ≥ 2γn1/8 ∀i ≤
T1/2
γn1/8
)
= 1− o(n−1). (4.29)
Since S(v)t+1 − S(v)t ≥ −2, we know that S(v)t+s ≥ S(v)t − 2s, so we conclude that
P(S(v)t > 0 ∀t ≤ T1/2) = 1− o(n−1). (4.30)
This completes the proof of Proposition 4.2. 
We continue with the proof of Theorem 4.1:
Proof of Theorem 4.1. Proposition 4.2 proves (4.1) in Theorem 4.1. To prove (4.2)
in Theorem 4.1, we use that if |C (v)| > n/2, then v ∈ Cmax, to bound
E[#{v ∈ [n] \ Cmax : dv ≥ 3}] ≤ E[#{v ∈ [n] : dv ≥ 3, |C (v)| < n/2}] = o(1) (4.31)
by Proposition 4.2. 
To show that actually the size of the graph without the giant component has bounded
expectation we need a slightly stronger result:
Proposition 4.8 (Clusters of vertices of degree at least three outside Cmax). Let
CMn(d) be in the connectivity critical window defined in Condition 2.1. Then
E[#{v /∈ Cmax : v ↔ [n] \ (N1 ∪N2)}]→ 0, (4.32)
where, for a set of vertices A ⊆ [n], v ↔ A denotes that there exists a ∈ A such that
v and a are in the same connected component.
Proof. We have already proved that E[#{v ∈ [n] \ Cmax : dv ≥ 3}] → 0. We now
initialize the exploration starting from a vertex v with dv ∈ {2, 1}. Notice that the
probability for the process to survive for n1/8 steps without finding vertices of degree
3 is smaller than e−cn
1/8
for some c > 0, since at every step the probability to find
a vertex w with dw ≥ 3 is bounded away from 0.
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⊲ If dv = 2 and our exploration finds a vertex w with dw ≥ 3 before time
n1/8, then for the process to die out before time n1/8, we again need one
of the events F1, F2, F3 to occur. The proof that E[#{v ∈ N2 \ Cmax : v ↔
[n] \ (N1 ∪N2)}]→ 0 is then identical to the proof of Proposition 4.2.
⊲ In the connectivity critical window, we have that n1 = O(
√
n). If dv = 1
and our exploration at a certain point finds a vertex w with dw ≥ 3, then for
the process to die out before time n1/8 we need one of the following events
to occur:
F ′1 =
⋃
s1,s2≤n1/8
A(s1) ∩ A(s2) ∩ {S(v)s1 , S(v)s2 ≤ 2}, (4.33)
F ′2 =
⋃
s≤n1/8
B(s) ∩ {S(v)s = 2}.
We estimate using (4.10) and (4.11) to obtain
P(F ′1) ≤
(
n1/8
2
)(
2ρ1√
n
)2
≤ 2ρ21
n1/4
n
= o(n−1/2), (4.34)
P(F ′2) ≤ n1/8
4
n
= o(n−1/2). (4.35)
From here the proof that E[#{v ∈ N1 \ Cmax : v ↔ w; dw ≥ 3}]→ 0 is then
identical to the proof of Proposition 4.2.
Since
E[#{v /∈ Cmax : v ↔ [n] \ (N1 ∪N2)}] (4.36)
= E[#{v ∈ [n] \ Cmax : dv ≥ 3}]
+ E[#{v ∈ (N1 ∪N2) \ Cmax : v ↔ [n] \ (N1 ∪N2)}],
we obtain the claim. 
5. Proof of the Main Theorems
We can now finally prove the main theorems, putting together results from the
previous two sections.
Proof of Theorem 2.2. We know that
{CMn(d) is connected} = {Ck(n) = Lk(n) = 0 ∀k} ∩ {[n] \ (N1 ∪N2) ⊆ Cmax}.
(5.1)
We have proved in Theorem 4.1 that, whp, [n] \ Cmax ⊆ N1 ∪N2. Thus,
P(CMn(d) is connected) = P(Ck(n) = Lk(n) = 0 ∀k) + o(1). (5.2)
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By Theorem 3.3 and the independence of Ck, Lk, for each j <∞,
lim
n→∞
P(Ck(n) = Lk(n) = 0 ∀k ≤ j) =
j∏
k=1
P(Ck = 0)
j∏
k=2
P(Lk = 0). (5.3)
To pass to the limit we use dominated convergence. We compute that
E[Lk(n)] = n1
2n2
ℓn − 1
2n2 − 2
ℓn − 3 · · ·
2n2 − 2k + 4
ℓn − 2k + 3
n1 − 1
ℓn − 2k + 1 ≤
n21(2n2)
k−2
(ℓn − 2k)k−1 . (5.4)
Since
n1√
n
→ ρ1, n2
n
→ p2 and ℓn
n
→ d, for each ε and n big enough such that
E[Lk(n)] ≤ n
2
1(2n2)
k−2
2(ℓn − 2k)k−1 ≤
(ρ21 + ε)
2
2(d− ε)
(
2(p2 + ε)
d− ε
)k−2
. (5.5)
For ε small enough 2(p2 + ε) < d− ε so the series on the right hand side of (5.5) is
exponentially small in k. Similarly for Ck(n),
E[Ck(n)] =
1
2k
n2
2n2 − 2
ℓn − 2 · · ·
2n2 − 2k + 4
ℓn − 2k + 4
1
ℓn − 2k + 2 ≤
(2n2)
k
k(ℓn − 2k)k . (5.6)
As before, we have for every ε > 0
E[Ck(n)] ≤ 1
k
(2n2)
k
(ℓn − 2k)k ≤
(2n2)
k
k(ℓn − 2k)k ≤
(2p2 + 2ε)
k
k(d− ε)k . (5.7)
Again, for ε > 0 small enough, 2(p2+ε) < d−ε, so that the series on the right hand
side of (5.7) is exponentially small in k.
Since
{Ck(n) = Lk(n) = 0 ∀k} =
⋂
j
{Ck(n) = Lk(n) = 0 ∀k ≤ j},
we obtain
lim
n→∞
P(Ck(n) = Lk(n) = 0 ∀k) ≤ lim
j→∞
lim
n→∞
P(Ck(n) = Lk(n) = 0 ∀k ≤ j) (5.8)
=
∞∏
k=1
P(Ck = 0)
∞∏
k=2
P(Lk = 0)
= exp
(
−
∞∑
k=1
(2p2)
k
2kdk
−
∞∑
k=2
ρ21(2p2)
k−2
2dk−1
)
=
(
d− 2p2
d
)1/2
exp
(
− ρ
2
1
2(d− 2p2)
)
,
where we use that −∑k≥1 xk/k = log(1− x) for x ≥ 0.
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For the lower bound, we use
lim
n→∞
P(Ck(n) = Lk(n) = 0 ∀k) ≥ lim
j→∞
lim
n→∞
P(Ck(n) = Lk(n) = 0 ∀k ≤ j) (5.9)
− lim sup
j→∞
lim sup
n→∞
P(∃k > j : Ck(n) + Lk(n) ≥ 1).
We find, using the Markov inequality,
lim sup
j→∞
lim sup
n→∞
P(∃k > j : Ck(n) + Lk(n) ≥ 1) (5.10)
= lim sup
j→∞
lim sup
n→∞
P(
∑
k>j
(Ck(n) + Lk(n)) ≥ 1)
≤ lim sup
j→∞
lim sup
n→∞
∑
k>j
E[Ck(n) + Lk(n)] = 0,
by (5.5) and (5.7). As a result,
lim
n→∞
P(Ck(n) = Lk(n) = 0 ∀k) =
(
d− 2p2
d
)1/2
exp
(
− ρ
2
1
2(d− 2p2)
)
. (5.11)
From (5.11), we obtain (2.1) using Theorem 4.1.
We next investigate the boundary cases in Remark 2.3. The result in (2.5) follows
in an identical way as in the proof of Theorem 2.2. For the result for d =∞ in (2.6),
we notice that if E[Dn]→∞ then for, all k ≥ 1,
lim
n→∞
2n2
ℓn − 2k = 0, (5.12)
so that
∑
k≥3 Lk(n)+
∑
k≥1Ck(n)
P→ 0 by (5.5) and (5.7) and the Markov inequality.
Moreover,
P(L2(n) = 0) =
n1∏
i=1
ℓn − n1 − i+ 1
ℓn − 2i+ 1 = e
−
n21
2ℓn
(1+o(1)), (5.13)
so that
lim
n→∞
P(CMn(d) is connected) = lim
n→∞
P(L2(n) = 0) = lim
n→∞
e−
n21
2ℓn . (5.14)
Further we notice that
n− |Cmax| =
∞∑
k=1
k(Ck(n) + Lk(n)) + #{v /∈ Cmax : v ↔ [n] \ (N1 ∪N2)}. (5.15)
From Proposition 4.8 we know that E[#{v /∈ Cmax : v ↔ [n] \ (N1 ∪N2)}] → 0, so
that
n− |Cmax| =
∑
k≥1
k(Ck(n) + Lk(n)) + oP(1). (5.16)
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By (5.5) and (5.7) and dominated convergence, we obtain
n− |Cmax| d→
∞∑
k=1
k(Ck + Lk), (5.17)
which completes the proof of (2.2).
Since we have shown convergence of all moments, we also obtain
lim
n→∞
E[n− |Cmax|] = lim
n→∞
∞∑
k=1
kE[Ck(n) + Lk(n)] (5.18)
= lim
j→∞
j∑
k=1
k
(2p2)
k
2kdk
+
j∑
k=2
k
ρ21(2p2)
k−1
2dk−1
=
ρ21(2d− p2)
2(d− p2)2 +
p2
d− 2p2 ,
as required. 
Proof of Theorem 2.4. If we condition on simplicity, then we already have that
C1(n) = C2(n) = 0. Therefore, we find using the same method as in the previ-
ous proof that
lim
n→∞
P(Ck(n) = Lk(n) = 0 ∀k | CMn(d) is simple) (5.19)
=
∞∏
k=3
P(Ck = 0)
∞∏
k=2
P(Lk = 0) = exp
(
−
∞∑
k=3
(2p2)
k
2kdk
−
∞∑
k=2
ρ21(2p2)
k−2
2dk−1
)
=
(
d− 2p2
d
)1/2
exp
(
− ρ
2
1
2(d− 2p2) +
p22 + dp2
d2
)
,
from which we obtain (2.7) thanks to Theorem 4.1.
We recall that Nn(d) denotes the number of simple graphs with degree distribu-
tion d. We know that
Nn(d) = exp
{
−ν
2
− ν
2
4
}
(ℓn − 1)!!∏
i∈[n] di!
(1 + o(1)) (5.20)
Since CMn(d) conditioned on being simple has the uniform distribution over all
possible simple graphs with degree sequence d,
N
C
n (d) = Nn(d)P(CMn(d) is connected | CMn(d) is simple), (5.21)
which yields the claim. 
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