Abstract: We propose a method for trajectory classification based on a general cluster-based methodology, that can be used both off-line in an unsupervised fashion, both on-line, classifying new trajectories or part of them. We use the Earth Mover's Distance (EMD) and we adapt it in order to employ it as a tool for trajectory clustering. We propose a novel effective method to identify the clusters' representatives by means of the p−median location problem. This methodology is able to manage different length and noisy trajectories and takes velocity profiles and stops into account. We discuss the experimental results and we compare our approach with other trajectory clustering methods.
INTRODUCTION
This paper deals with the problem of trajectory clustering, namely that of partitioning a set of observed trajectories into subsets, called clusters, so that observations in the same cluster are similar in some sense. The capability of classifying trajectories is important in those applications (for example video surveillance and robot navigation) where the behavior of individuals has to be analyzed and predicted. Trajectory is indeed one of the most meaningful features in behavioral analysis: when people are moving in space, they usually do not move randomly. Instead, they often engage in typical motion patterns, related to specific locations that they might be interested to reach and specific trajectories that they might follow in doing so. However, in many situations, a complete description of the expected behaviors is not available in advance (or it is too expensive to provide such a description in appropriate form). On the other hand, a lot of data can be easily collected by tracking and recording the trajectories of many individuals. The availability of this data raises the need for trajectory clustering methodologies, aimed at clustering collected trajectories according to an appropriate similarity criterion. An important goal is that of classifying and/or making predictions on the subsequent portions of trajectory while a new trajectory is being observed (i.e. on-line). Given the large amount of data and the time constraints arising when performing on-line analysis, a method for recovering a representative of each cluster is desirable, allowing fast and simple comparisons for performing classification. Moreover, some well-known tools for clustering, such as k−means clustering, rely on the availability of a cluster representative (centroid).
Clustering and prediction of sets of curves is employed in many areas of science and engineering. A survey about time series clustering can be found in Liao (2005) . In Bennewitz et al. (2002) a methodology for learning motion patterns is presented, which uses the ExpectationMaximization (EM) algorithm to cluster motion trajectories into various classes of motion patterns. In that paper all trajectories are assumed to have the same length and shorter trajectories are eventually extended by linear interpolation. Subsequently proposed methods [Bruce and Gordon (2004) ], use the methodology of Bennewitz et al. (2002) in order to define the targets of the trajectories but use a different methodology for clustering the motion paths. Gaffney (2004) analyses mixtures of regression models. Other algorithms include hierarchical clustering [Hu et al. (2006) ], graph cutting [Junejo et al. (2004) ] and custom pairwise clustering algorithms. In Vasquez and Fraichard (2004) , a cluster-based technique is proposed that learns the typical motion patterns using pairwise clustering. One drawback of pairwise clustering is that, as it operates directly over a dissimilarity matrix, it does not calculate a representation of the cluster. Each cluster is represented using its mean-value. Classical k−means algorithms work better with time series of equal length because the concept of cluster centers becomes often unclear when the same cluster contains time series of unequal length. They are applicable to series of different length as well as an appropriate distance measure is used to compute the distance/similarity. Most of the distances normally used require that the sequences have the same length. Like the group of k−means and fuzzy c−means algorithms, Self Organizing Map (SOM) does not work well with time series of unequal length due to the difficulty involved in defining the dimension of weight vectors [Liao (2005) ]. In Wiliem et al. (2008) the extracted trajectories are clustered by using a modified leader-and-follower algorithm based on a particular similarity function and an affinity matrix. It is a considerable advantage to have only a representative for each cluster to be stored. With regard to clusters' representatives, there are different methodologies to calculate them. Sometimes, a sample trajectory from each cluster is selected in some way, for example in a random way, and then updated. In Pelekis et al. (2009) and in Lee et al. (2007) , a density-based approach is proposed in order to identify clusters' centroids and to cluster trajectories. An other approach is to select the trajectory or the segment that has the longest common subsequence (for example in Zeppelzauer et al. (2010) ). Finally, it is common to choose the existing element that maximizes a similarity index in the cluster, like in Sekiyama et al. (2010) .
In this paper we propose a novel cluster-based methodology, that can be used both off-line in an unsupervised fashion, both on-line, classifying new trajectories or part of them. We use the Earth Mover's Distance (EMD), originally introduced for image retrieval purposes by Rubner et al. (2000) , and we adapt it in order to employ it as a tool for trajectory clustering. Thanks to the EMD, the problem of comparing two given trajectories can be formulated as a transportation problem, thus suggesting an effective way for finding the clusters' representatives, namely by solving the p−median location problem [Pirkul and Jayaraman (1998) ]. As far as EMD is concerned, to authors' knowledge, it is the first time that it is applied for trajectory clustering. Panagiotakis et al. (2009) were inspired from the concept of EMD as energy minimization but they define a new distance that concerns both translational and rotational distances and they use that distance, instead of EMD, for trajectory voting and classification. The novelty of the methodology that we propose to calculate clusters' representatives consists in the fact that we apply the p−median problem, introduced for logistics purposes, in order to take the whole trajectories into account (not only part of them) and to create a new trajectory that represents the cluster. The paper is organized as follows. In Section 2 we introduce the Earth Mover's Distance and we adapt it to trajectory clustering. Then, in Section 3, we propose a novel method to identify the clusters' representatives. After that, we explain how to deal with two different clustering problems applying the methodology that we propose (Section 4) and finally, in Section 5, we discuss the results and we compare our approach with an other trajectory clustering method.
EARTH MOVER'S DISTANCE
The trajectory of the target whose motion we want to predict or to classify is completely defined by the sequence of the coordinates (x, y) and the time t for each observation sample (see Fig. 1 ). We imagine that the target is scattering back of himself a constant quantity of earth while walking. Therefore target's trajectory can be seen as a distribution of a mass of earth properly spread in space. In order to discretize the information content of each trajectory, we construct a grid over the space where the target is moving: thus the amount of earth in each cell of the grid corresponds to the time passed by the object in each cell. If ρ is the earth release rate and T (z) r,c is the time (number of sampling instants) passed by the object z in cell (r, c), h
r,c is the earth weight of cell (r, c), for every row r = 1, ..., n r and column c = 1, ..., n c .
As a consequence, for the general trajectory z, we obtain a matrix
representing the distribution of the earth in the space. A sample trajectory for the EMD clustering could appear as in Fig. 1 (right) . In this way, we consider the temporal aspect, although partially, in conjunction with the spatial aspect of a trajectory. The grid is a synthetic representation of the trajectory. The use of a grid, instead of all samples of a trajectory, allows to store a smaller amount of data and to obtain robustness to measure noise. We stress the fact that the approach is fairly general: in particular it is not limited to two dimensional grids. Adding new dimensions could allow for considering different features besides the spatial location of the object. For instance, different postures or different orientations can be taken into account, provided that a proper "ground distance" (in the EMD's sense, see below) is defined. In order to compare trajectories we propose the Earth Mover's Distance as introduced by Rubner and Tomasi [Rubner et al. (2000) ] in the context of image retrieval. If we want to evaluate the distance between two given trajectories, the one can be considered as a set of masses and the other as a collection of holes in the same space. The EMD represents the least amount of work needed to fill the holes with earth, where a unit of work corresponds to transporting a unit of earth by a unit of ground distance, that is the distance between masses and holes. We use the euclidean distance as the ground distance, but many different choices are possible. The general trajectory z is represented by a vector
r,c = 0, r = 1, ..., n r , c = 1, ..., n c ), collecting the non-null elements of H (z) . For example, trajectory one is described by a vector w
(1) of n 1 cells containing the earth weights w (1) i , i = 1, ..., n 1 , trajectory two by n 2 weights w (2) j , j = 1, ..., n 2 . Computing the EMD is based on the solution of the transportation problem, first formulated by Hitchcock (1941) . In our case, the EMD formulation can be adapted to the following optimization problem.
where, for each i and j, d ij is the ground distance between mass i and hole j and f ij is the flow between them. We want to find the flow that minimizes the overall cost J of transportation. The problem is subjected to the following constraints:
The first constraint allows just "one-direction" movements; the second and the third are capacity constraints; the last forces to move the maximum amount of earth possible, limited by the capacities. Once reached the optimal solution (i.e., the optimal flow), the EMD is defined as the resulting J min normalized by the total flow: 
In order to manage more properly trajectories of different time-length and therefore of different total mass, we adopt the modified version of EMD introduced in Pele and Werman (2008) , which differs from the original formulation due to the presence of an additive penalty in the objective function. This penalty is proportional to the difference of the total mass of the trajectories on the grid. The following is the modified objective function subjected to the same constraints previously described (2 -5).
where α is the penalty parameter. We then modified the penalty term in order to take occlusions into account:
where ρ is the earth release rate and T (z) the time length of the z−th trajectory. Note that the product ρT (z) represents the total amount of mass of the z−th trajectory when no occlusions are present. In the presence of occlusions, the actual total mass on the grid will be different. The above choice for the penalty term (Eq. 8) avoids penalizing trajectories whose total mass is different due to occlusions. We remind that occlusions are readily detected both off-line and on-line because correspond to time instants when no information is available on the location of the object. In Section 4, we explain how to set the penalty parameter α.
THE CLUSTER REPRESENTATIVE
We decided to use the classical k−means method for clustering with the distance previously introduced, namely the modified EMD. We developed therefore a new method in order to calculate the update of the centroids that have to represent trajectories' clusters. Suppose that a cluster has n t trajectories and so n t earth distribution matrices H (z) , z = 1, ..., n t . We propose the following method which is an extension of the MILP formulation for the p−median localization problem [Pirkul and Jayaraman (1998) ]. In the original formulation the target is to decide where to open p plants or facilities and how to assign customers to facilities minimizing the total sum of costs or distances for the transportation from the customers to the nearest facility. For what concerns our problem, we have as input an earth distribution matrix
, which is the cell-by-cell sum of all the matrices of the trajectories belonging to the cluster. We want to transport the masses of earth in a collection of p holes minimizing the transportation distances. Let introduce V , the set of the masses of earth in the earth distribution matrix of the cluster, and V , the set of all possible localizations of the holes that coincides to all possible cells the centroid can occupy. In our case, i = 1, ..., (n r · n c ). The decisional variables are:
• which holes to open. In other words, which cells will be occupied by the centroid:
if the i-th cell is an open hole 0 otherwise ,
for every i ∈ V , • how to assign masses of earth to holes: x ij is the fraction of earth of the j-th mass transported to the i-th cell, for every i ∈ V , j ∈ V .
We introduce the transportation cost c ij which is the weighted distance between cells i and j and is given by: c ij = d ij q j , where d ij is the ground distance between i and j and q j is the total mass of earth of the j-th cell. Then we set the length of the cluster centroid to the weighted mean of the lengths of all the trajectories of the cluster we are considering; in this way we define the number of holes for our p−median problem:
where the symbol · denotes the nearest integer. Then we have to solve the following optimization problem:
The problem constraints are:
(15) The first two constraints force the problem to move all the earth of the masses of the cluster to open holes. The third one defines the number of open holes, that is the number of cells occupied by the centroid or the length of the centroid trajectory. The two last constraints define the values of the decisional variables. Once the problem is solved, the output is the best localization of the holes and therefore of the cluster's centroid. In order to decide the mass of the centroid that has to represent the cluster, we calculate the mass of earth transported in each hole i:
where x * ij and y * i are the optimal values of the decisional variables. In order to obtain the value q i of the cells of the centroid's matrix, we then hypothesize that the total mass of the centroid is equal to the mean of the masses of the trajectories in the cluster. We define M this mean mass and subdivide it in proportion to the earth transported in each hole:
In this way we obtain the earth distribution matrix of the centroid H (centroid) = [q i , i = 1, ..., (n r · n c )], H ∈ R nr×nc , which is useful in order to update each phase of a k−means algorithm and to represent synthetically the cluster. Since the p−median problem belongs to the class of NP hard problems, for the implementation we utilize the Lagrangian heuristic [Cornuejols et al. (1977) ], that takes advantage of the Lagrangian Relaxation.
CLUSTERING SCENARIOS
In order to show the effectiveness of the proposed approach, we face two different clustering problems: off-line clustering in an unsupervised fashion and on-line clustering of whole trajectories assuming to have a training data set with a priori knowledge available. First of all, we applied the methodology previously described for off-line clustering with all the trajectories available and assuming no a-priori knowledge. The only information available is the number of clusters. We decided to use the classical k−means method with the modified EMD as distance and using the new method described in Section 3 in order to update the clusters' centroids at each step of the k−means algorithm. We first investigated the role of the penalty value of Equation 7. When all trajectories have the same duration, the choice of α does not affect the result because the total mass is the same and so the EMD penalty is not activated. When trajectories have different duration, on the other hand, the suitable α value depends on the dimensions of the grid and on the particular trajectories dataset. In Pele and Werman (2008) it is shown that if α > 0.5 and the ground distance is a metric, the modified EMD as in Eq. 7 is a metric; then, a value of α = 1 is chosen. In this way the transportation cost and the penalty cost (which is related to the maximum distance on the grid) have the same weight. Hence, fixing the α value to 1 is a reasonable choice that allows the algorithm to run without any training phase. If we want to tune the α value to the particular case we are analyzing, we need a training phase. We studied therefore a second application consisting of clustering on-line of whole trajectories: there is a initial training phase on some trajectories samples with a-priori knowledge about the right classification, where we calculate the clusters' centroids without the need of k−means algorithm, just with the methodology described in Section 3, and we choose the appropriate α penalty value, which is the one that maximizes the performance index on the training data set. After that, we fix the α value and we test the methodology on a new data set: when a new trajectory arrives, we calculate the EMD between the trajectory and each cluster centroid previously defined and we associate the trajectory to the nearest cluster.
SIMULATION RESULTS
In this section we present the results obtained from the application of the methodology following the two approaches explained in the previous section and we compare our method with a different approach: the ExpectationMaximization approach. We chose the Expectation -Maximization approach, which we consider to represent the state of the art in trajectory cluster-based techniques, in order to have a reference of the performance of our methodology. For the EM implementation, we chose Linear Regressors Models of the Curve Clustering Toolbox, a Matlab toolbox realized by Gaffney [Gaffney (2004) ], which manages also trajectories of different length. This method requires the information about the instants when the samples of the trajectory are collected; in order to make an homogeneous comparison, the spatial information for EM is the same as for EMD: the center of the cell where the target is located. In order to evaluate and compare the performances of the different clustering methods we adopted the criteria based on known ground truth proposed in Liao (2005) . Let G = {G 1 , . . . , G k } and C = {C 1 , . . . , C k } be the set of k ground-truth clusters and those obtained by a clustering method under evaluation, respectively. The cluster similarity measure is defined as
where Sim(G i , C j ) = 2|G i ∩ C j | |G i | + |C j | and |·| denotes the cardinality. The similarity value is 1 when all trajectories are well classified and it decreases if some trajectories are not in the right cluster. We developed a noisy trajectory generator using a Matlab Simulink model and we created five different data sets, each one with three clusters, in order to discriminate different features (see figure 2): Fig. 2 . Simulated trajectory data sets. In each figure a dataset with three different clusters represented by three different colours. The drawn grid is the one used for EMD clustering.
• Data set 1: 100 trajectories with three different directions but the same duration; • Data set 2: 100 trajectories with three different speed profiles but the same duration; • Data set 3: 100 trajectories with zero, one or two stops, the same speed, the same duration; • Data set 4: 100 trajectories with zero, one or two stops, different duration, but the same speed and the same distance covered; • Data set 5: 100 trajectories with three different speed profiles, different duration, but the same distance covered;
Then, we elaborated the data sets introducing occlusions in 25% of the trajectories in order to evaluate the robustness to occlusions. We first tested the off-line clustering assuming no a-priori knowledge. The results are shown in Table 1 , where we can see that the EMD approach performance is good also without a training phase that permits the choice of the α value. In fact, when no occlusions occur, the rate of correctly classified trajectories is greater than 92%. The EM method using Curve Clustering Toolbox needs a training phase to define the appropriate polynomial order and it is not clear how to define it without a-priori knowledge. As regard as the second application consisting of clustering on-line of whole trajectories, we compare the EMD methodology with the EM approach. In the same way as for EMD, for the EM method we set the parameters, choosing the polynomial order, on the training set and then we evaluate the performance on the test set. The only difference is that the Curve Clustering Toolbox does not support on-line clustering and so the EM is operating with all the new trajectories at the same time.
The results are shown in Table 2 . We can notice that the performance of our methodology is the same or slightly better than the EM approach in all cases.
CONCLUSIONS
In this paper we demonstrated that a methodology based on a modified form of Earth Mover's Distance and on representatives calculated by means of the p−median location problem, is a suitable tool for trajectory clustering. It can manage noisy trajectories of different length and takes velocity profiles and stops into account. The methodology we propose is a general and simple cluster-based approach, that can be used both off-line without a priori knowledge, both on-line, classifying new trajectories or part of them, 1,0000 1,0000 1 + occlusions 1,0000 1,0000 2 + occlusions 1,0000 1,0000 3 + occlusions 0,9548 0,9548 4 + occlusions 0,9708 0,8820 5 + occlusions 1,0000 1,0000 Table 2 . On-line clustering results using EMD and Expectation-Maximization.
taking advantage from a method to identify the representatives of each cluster. As a future work we plan to develop an algorithm for on-line clustering with incremental portions of trajectories using the classical EMD and the centroids. One of the drawbacks of our approach is that it does not take into account the direction chosen to cover the trajectory. However, our methodology is very general and it is sufficient to add a further dimension to the grid matrix in order to consider other features of the trajectory, in particular the direction. We are going to analyze this possibility in the future considering a 3-D matrix for each trajectory where the third dimension is a range of angles representing the orientation of the target. When the target changes his orientation, it moves to a different "level" in the 3D matrix. Computational complexity and efficiency analysis is matter of further work.
