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In this paper we prove a lifting of the cornmutant heorem on L”(T; X) when X 
is a Banach space of type 2 and p E 12, +co[. We also obtain a generalization of 
Sarason’s lifting theorem. Then we study some modular versions of hilbertian 
factorizations for module maps between invariant subspaces of LP(U; A’). The last 
part of the paper is devoted to a representation theorem for invariant subspaces of 
H2(X) which are isomorphic to a Hilbert space. 0 1992 Academic Press, Inc. 
INTRODUCTION 
All Banach spaces considered are complex ones. Let D = {z E C/lzl < 1) 
be the open unit disc and let T be the torus R/27rZ. We denote by dt 
the normalized Lebesgue measure on T. Let X be a Banach space and 
p E [ 1, + co]. We will simply denote by Lp(X) the Banach space 
Lp(U, dt; X). HP(X) = (f~ LP(X)/Vn 2 1, Jr f(t) e”” dt = 0). Let 9 be the 
set of all complex polynomials. We recall that for p E Cl, +co [, HP(X) is 
the closure of 90 X in LP(X). We simply denote by Lp (resp. HP) the 
space Lp(@) (resp. HP(@)) and by A the disc algebra. 
Now we define another class of HP-spaces: for an analytic function 
ED-X, 
IlFll 00 = sup llm)ll x 
ZED 
and forpc [l,+co[, 
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Let Y?“(X) be the space of those functions for which 11Fj1,< +co. Then 
(X”(X), I/ II,,) is a Banach space and using the Poisson kernel, we see that 
HP(X) can be identified with a subspace of X”(X). In general, HP(X) # 
Z”(X). (See [El, E2] for information about the case when equality 
occurs, the so-called A.R.N.P. for X.) 
Let S, be the shift operator on Lp(X); i.e., S,EB(L~(X), Lp(X)) is 
defined by V’e Lp(X), S,(f)(t) = e”f(t) a.e.-dt. A closed subspace 
M c L,“(X) is said to be an invariant subspace when S,(M) c M. 
In this paper, we are interested in some properties of these invariant 
subspaces and we especially extend two hilbertian theorems about this 
category. The first of these theorems is the lifting of the commutant 
theorem due to Nagy and Foias [NF]. We now state it in a particular 
case. 
THEOREM 0. Assume H, and H, are two Hilbert spaces. For i= 1,2, let 
Ti E B(H,) be a unitary operator and Ki c Hi be an invariant subspace for T,. 
Let T: K, x K2 -+ @ be a bounded bilinear form such that V(kl, kZ)E 
cl x K2, T( T,(k,), k2) = T(k,, T,(k,)). Then there exists a bilinear form 
T: H, x H2 + @ such that /I T/l = 1) Tl/, ? extends T, and V(h,, h2) E H, x HZ, 
~(T,(hh M= @L T,(h)). 
(For a simple proof of this theorem, we refer the reader to [CS] ). 
In the particular case when El and E2 are two Hilbert spaces, 
H, = L’(E,), H, = L2(E2) and when T,, T, are the shift operators on 
H, , H,, the preceding result yields a commuting extension property for any 
bilinear form on a couple of invariant subspaces, which commutes with the 
shift operators. In Section 2, we will show that this result remains valid in 
the case when El and E, are two Banach spaces of type 2 (see definitions 
in Section 1). In this setting, we also get the generalization of the first form 
of the lifting of the cummutant heorem due to Sarason [S]. 
The second hilbertian theorem we are interested in is the Beurling-Lax 
theorem [L] (see also [HI). It tells us that for any Hilbert space H and 
any invariant subspace M c H2( H), there is a Hilbert space E and an inner 
function ~~E&‘“(B(E, H)) such that M=qJH’(E). As a generalization, we 
will show in Section 4 an analogous representation theorem for invariant 
subspaces of H*(X) which are isomorphic to a Hilbert space. The main 
idea in the proof of this theorem will be developed in a more general 
setting in Section 3. This will lead us to a modular version of a theorem of 
Kwapien [Kw]: whenever Mc L’(X) and Nc H’(Y) are invariant 
subspaces of type 2 and cotype 2 resp., then every operator TE B(M, N) 
which commutes with the shift operators factors through a Hilbert space 
H*(K) by operators which also commute with the shift operators. 
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1. DEFINITIONS AND PRELIMINARY RESULTS 
We first recall some basic facts about Banach spaces. Let ( gn)na, be an 
i.i.d. sequence of gaussian complex valued normal random variables on 
some probability space (Q, P). Let X be a Banach space. X is called of type 
2 (resp. cotype 2) iff there is a constant c > 0 such that for all x, , . . . . x, E X, 
We denote by T2(X) (resp. C,(X)) the smallest constant for which this 
holds. We refer the reader to [Pl] for more about these notions. We will 
use the following inequality due to Kahane. 
For p E [2, +cx, [, there exists a constant K(p) such that for all finite 
sequences x, , . . . . x, in an arbitrary Banach space, 
GK(P) i gixi 
U(c2, P;x) Ii II 
. (1.3) 
i=l LQ2,P;X) 
See [P5] for a proof of (1.3). 
A Banach space X is said to be hilbertian iff there exist a Hilbert space 
H and an isomorphism T: H -+ X. Let c > 0. X is said to be c-hilbertian if 
we can find such an isomorphism with 11 TIJ 1) T-‘(I < c (i.e., T is a 
c-isomorphism). 
For any n 2 1, let us denote by M, the space of all n x n scalar matrices 
(aV) with the norm 
i.e., we identify M, with B(Iz, 1:). Then for any c > 0 and any Banach space 
X, we have 
X c-hilbertian o Vn > 1, V(a,) E M,, V.x, , . . . . x, E A’, 
(1.4) 
See [LP] (or [Pl, Corollary 2.5)). 
Now, let us define the module maps and bilinear forms. Let X be a 
Banach space, p E [ 1, + co]. Let N c M c Lp(X) be invariant subspaces. 
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The compression of the shift on M/N is the operator s E B(M/N, M/N) 
defined by 
Guided by the natural module action of A on the quotients of invariant 
subspaces through the compressions of the shift, we will use the following: 
DEFINITION 1.1. Let X, and X, be Banach spaces, pi, pz E [ 1, + a]. 
Let Nj c Mi c Lpl(Xi) be invariant subspaces for i = 1,2, and 
si E B(M,/N,, M,/N,) be the compression of the shift on M,/N,. 
(i) UE B(M,/N,, M,/N,) is called a module map iff us1 =szu. 
(ii) A bounded bilinear form U: MJN, x MJN, -+ C is called a module 
bilinearformiffV(t,, tz)~M,/N,xM,/N,,u(s,(t,), f2)=~(t1,.sZ(tZ)). 
For any couple (X, Y) of Banach spaces, we may identify the module 
maps between H*(X) and H2( Y): 
THEOREM 1.2. Let X, Y be Bunach spaces and TE B(H*(X), H2( Y)) be 
a module map. Then there exists cp E JF~(B(X, Y)) such that 11 rpll co = 11 TII 
and for all f l H2(X) 
VZED, (Tf)@) = cp(z)(f(z)). 
In the sequel, we will use the following: 
(1.5) 
LEMMA 1.3. Let FEL’ such that VPE~‘, JTF(t) IP(t)l*dt>O. Then we 
have F(t) 2 0 a.e.-dt. 
Proof This follows from the Fejer-Riesz theorem which says that for 
every positive trigonometric polynomial cp, there exists PE 9 such that 
cp= IPl2 (cf. [F] or [Pa, Lemma 2.51). i 
Proof of Theorem 1.2. Let x E X and PE 9. As T is a module map, we 
have 
j llT~~~~~~~~ll:l~~~~12~~=j IITNW’)Wll;d~ 
G II TII 2 lb 0 Pll &x) 
G IITII* IbIt j lW12 dt. 
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From Lemma 1.3, we deduce 
II nx 0 1 )(t)ll Y G II TII llxll a.e.-dt. (1.6) 
For ZE D, we define p(z): X+ Y by q(z) .x = T(x@ l)(z). By (1.6) 
~E&?(B(X, Y)) and ll~~ll,<llTll. LetfE9OX. As Tis a modulemap, 
we have (1.5) for f: By a density argument, we therefore have (1.5) for all 
f~H2(Jo I 
Remark 1.4. Assume X to be separable in the setting of Theorem 1.2. 
For all x E X, cp .x has a.e. radial limits in Y. So we may define 
@: T + B(X, Y) such that for all f E H’(X), 4. f is the a.e.-radial limit 
function of cp .f: In the sequel, we will keep the notation cp for the limit 
function @. 
To end this section, we notice that the proofs of Theorems 2.1 and 3.1 
in the second and third sections will use a modification of the main argu- 
ment in the proof of Theorem 1.1 in [P3]. It will be clear in the sequel that 
the questions we are interested in are closely related to the study of the 
completely bounded maps (see [P3, Pa]). As it is done in [P3], we will 
apply the following form of the Hahn-Banach theorem: 
THEOREM 1.5. Let A be a real vector equipped with a cone A+. Let 
p: A + Iw be sublinear and q: A + -+ iw be superlinear. Assume that q < p on 
A +. Then there exists a linear form f: A -+ [w such that q 6 f on A + and 
pbf on A. 
2. EXTENSIONS AND LIFTINGS OF THE COMMUTANT 
For p E [2, +co [, K(p) denotes the constant appearing in (1.3). We now 
state our extension theorem: 
THEOREM 2.1. Let X, Y be Banach spaces of type 2, and 2 d 
p 1, p2 < + CC, M c Lp’( X), N c Lp2( Y) invariant subspaces. 
Let u: M x N -+ @ be a module bilinear form. 
Then there exists a module bilinear form ii: LPI(X) x Lp2( Y) + C extending 
u with II4 < TAX) T2(Y) R(P,) R(P,) IId. 
Remark 2.2. In [M], B. Maurey proved that if X and Y are two 
Banach spaces of type 2, E c X, Fc Y are subspaces, then any bilinear 
form on E x F may be extended to Xx Y. Therefore, Theorem 2.1 may be 
seen as a modular version of Maurey’s theorem. 
For the proof of Theorem 2.1, we will need two lemmas and some 
notation that we now introduce. 
Let p E [2, +co[ and q E 12, +co] such that l/p + l/q = l/2. Let 
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X be a Banach space. For (x, F) E LJ’(X) x L4(X*), we denote 
F.x: f H (F(t), x(z))~.,~. It should be noticed that F. x E L*. 
Let (Xi)i<n and (u,)iGn be two finite sequences in Lp(X). We write 
(ui) < (xi) iff 
VFE Lq(X*), T IIF.u;II~~GC IIF.xill~2. (2.1) 
I 
With these notation, we have 
LEMMA 2.3. (ui) < (xi) i&f there exists (u~)E L”(M,) such that 
11 (aii)[l < 1 and Vl 6 i < n, ui = xi agxj. 
Proof: It is easy to check the “if” part. Let us now assume that 
t”i)i<n < tXi)i<n. Let r be the closure in L’(Zz) of { (F.x;)~~JFE L9(X*)}. 
By (2.1), we can define r: F+ L*(Zi) with llrll < 1 by 
z((F.Xi)i~n)=(F’Ui),~, for all FE Ly(X*). (2.2) 
We define r1 E B(L*(lz)) by T,,~~=O and ti,,-= z. r is reducing for S,;, 
therefore z, S,; = S,;r , . Recall that l[ziII < 1. So there exists a = (aV) E 
L”(M,) such that llall d 1 and VIE L2(1z), z,(f)=a .f: Then (2.2) gives 
US Vl <i<n, VFE L4(X*), F.(u,-~~u,-x~~)=~, from which the result 
follows. 1 
In the following lemma, we keep the above notation. 
LEMMA 2.4. Assume (u;);<~ < (x~)~<~. Then 
I; Ii 
F giui 
r*v2, P;LP(X)) 
Proof We omit the notation (52, 09) in the sequel. Since pa 2, we 
have lIZi m II l.*(LP(X)) G IlCi gi”i II L.P(LP(,Y)). Let (Q)E L”(M,) given by 
Lemma 2.3 applied to ((vi), (xi)). By Fubini’s theorem 
Therefore, by a well known fact (cf [Pl, Proposition 3.7]), we have 
IIT giuillLp(L,p(,Y))‘(’ 
II(~,wN4n c Sj(W) x,(t) p dt w J 
II j IL w)‘“. 
Applying l/all < 1 and Fubini’s theorem again, we obtain 
II F 4 LP(Lp(x)) G II 7 gixi/l LP(Lp(x))’ 
Now (1.3) gives us the result. { 
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Proqf of Theorem 2.1. We will use Lemma 2.4 for (X, p, ) and ( Y, p2). 
Let ql, q2 E 12, +oo] such that for i= 1, 2, l/p,+ l/q,= l/2. We first prove 
a crucial inequality: 
CLAIM. Consider four finite sequences: (xi)i6n in LPI(X), (ui)iGn in 
MP (Yi)i<n in L"'(Y), Cw'i)i<n in N such that (0,) < (x,) and (wi) < (y,). Let 
C= Ilull T*(X) T,(Y) K(p,) K(p,). Then we have 
c Idu,, Wi)l G c 1 II 4 
i 
( ; x, 2)“(; llYjl12)“‘. (2.3) 
Proof of the Claim. First we may assume u(o,, wi) 2 0 Vl < i < n. Then 
C l”tui, wi)l=C u("i2 wt) 
I I 
1 gk(W)vk&k(W) wk 
k k 
L*(m( Y)) 
by Lemma 2.4. We must recall that since 2<p,, p2 < +co, LPI(X), Lpz(Y) 
are of type 2 and T2(LpL(X)) = T*(X), T2(LP2( Y)) = T2( Y). Therefore (1.1) 
gives (2.3). 1 
Now we adapt Pisier’s construction [P3, Theorem 1.11 to our (bilinear) 
case. Let Z= L4’(X*) x Lq*( Y*) and let A = (4: I+ R/there exists (x~)~~,, in 
L”(X) and (Yi)i<m in Lp2( Y) s.t. V(F, G) E Z : I4(F, G)I <xi IIF. Xi II 2 + 
xi JIG . yi 112}. A is an order ideal in R’. 
We define V~~n,p(~)=(C/2)inf{C~llx~II~+C~Ily~l1~} where the 
intinum runs over all (xi)iCn in LPI(X) and (Y~)~<,,, in Lpz(Y) such that 
W> G)EZ, 
ld(~, G)J <T llJ’.xil12+C IlG.~ill~. (2.4) 
i 
Let A, be the cone of all positive functions in A. 
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We define t/d E A +, q(d) = sup{& lu(ui, wi)l > where the supremum runs 
over all (u~)~~~ in M and (w~)~<,, in N such that V(F, G) E Z, 
(2.5) 
p is sublinear on A, q is superlinear on A +, and by (2.3), V$ E A +, q(d) < 
p(d). Hence by Theorem 1.5, there exists a (necessarily positive) linear 
form f: A + R such that 
VdEA+, s(d) <f(d) (2.6) 
V4Ef4 P(4) >f(d). (2.7) 
Let H be the space of all the functions $: I+ L* such that the function 
lMAt2: F’, G)H IIW’, WI:2 is an element of A and let y($) = 
(f(ll$(.)lj2))‘/2. y is a semi-norm on H. Let Z? be the Hilbert space 
obtained after passing to the quotient of y and completing the resulting 
normed space. Z?= A,(Z, f, L*) in the terminology of [P3]. 
Let SE B(A) be defined up to equivalence classes by ((S(+))(F, G))(t) = 
eir . (@(F, G))(t) for (F, G) E Z, II/ E H, t E U. Clearly, S is a unitary operator. 
For XE LPI(X), we define FEZ? and #X~ ,4 by a(& G) = F.x (up to 
equivalence classes) and d,(F, G)= IIF.xI)~. By (2.4) and (2.7) /Iall;< 
(C/2) IIx/*. Thus we may define Vi: LPI(X) + Z? with II V,II < Jc/2 by 
V,(x) = i. We denote by V, the analogous operator from Lp2( Y) to Z?. It 
is important to notice that 
sv, = v, s, and sv, = v,s,. (2.8) 
Hence K, = V,(M) and K2 = I/,(N) are invariant subspaces for S. 
Let (x, y, a)EMxNx R:, 
I44 Y)l = Max, “-lY)l 6 4($11x + by) by (2.5) 
Gf(d,x + dcL-ly) by (2.6). 
Therefore lu(x, y)l <a* IIV,x~~*+tl-* /IV2y(12. 
Taking the inlimum over tl > 0, we get lu(x, y)l Q 2 I( V, XII II V, y 11. We 
thus may define T: K, x K2 + C with II TII < 2 by T( V’, x, V2 y) = u(x, v) for 
all (x, y)eMxN. 
From the fact that u is assumed to be modular and from (2.8), we see 
that we are able to apply Theorem 0, that is to find F: Z?x Z?+ Q= extend- 
ing T with the same norm and verifying V(h,, hZ)~fix fi, ?(S(h,), h,)= 
F(‘(h,, S(h,)). We now define ii: by V(x, y) E LPI(X) x Lp2( Y), 5(x, y) = 
p( Vix, I’, y). Then, applying (2.8) again, we obtain that ii is modular. 
Finally, fi extends u and [[iill d )I Fll II Vi/I II V211 =C. 1 
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Remark 2.5. The preceding proof shows that without any assumption 
on X and Y, the condition (2.3) holds iff there exists a module bilinear 
form ii: t”‘(X) x LPZ( Y) -+ @ extending u with lliill < C. 
Remark 2.6. The result of Theorem 2.1 which was stated in the case 
when 2 B p,, p2 < +co may be obtained for any couple (pl, p2) in 
[ 1, + co [ provided that l/p, + l/p, d 1. This can be proved using outer 
functions and a factorization argument which allow us to apply 
Theorem 2.1. 
Let X and Y be Banach spaces, and QX,,: H2(X) 6 H2( Y) -+ 
H’(X G Y) be the canonical map, that is, Q,, ,(x0 y)(t) =x(t)@ y(t) for 
XE H’(X), YE H2( Y), t E T. In [P2], G. Pisier studied the problem to 
know whether Q,, ,, is surjective. As a corollary, we recover his result that 
this is true when X and Y are both of type 2. 
COROLLARY 2.7 (Pisier [P2]). Assume X and Y are both of type 2. 
Then the canonical map Q, *: H’(X) 6 H*(Y) -+ H’(X 63 Y) is surjectiue. 
ProojI We only sketch it. We can prove that ker Q$, r is the space of all 
module bilinear forms on H’(X) x H2( Y). Therefore, by a duality argu- 
ment, we see that Qx,r is surjective iff every module bilinear form on 
H*(X) x H2( Y) may be extended to a module bilinear form on 
L2(X) x L2( Y). It remains to apply Theorem 2.1 with M= H2(X), N= 
H*(Y). 
Remark 2.8. More generally, let us consider 2 < pl, p2 < +co, and 
r 2 1 such that l/r = l/p, + l/p,. Duality shows us that for any Banach 
spaces X and Y of type 2 and any invariant subspaces Mc L”‘(X) and 
Nc Lp2( Y), the canonical map Q: M 6 N -+ L’(X @ Y) has a closed range. 
We now turn to our lifting theorem which is a generalization of the 
lifting theorem for operators commuting with a contraction T such that 
T*” + 0 strongly (see [NF] ). We recall that the one dimensional case of 
this lifting theorem was first obtained by Sarason [S]. 
l X and Y are Banach spaces, 1 < p2 < 2 d pi < + co are real numbers, 
M, c M, c LPI(X), and N, c N, c Lp2( Y) are invariant subspaces. Let us 
denote by c(: M, --t M,/M2 and b: N, + N,/N, the canonical surjections. 
Let q2 E [2, +co[ such that l/p, + l/q, = 1. 
THEOREM 2.9. Assume that X and Y* are of type 2 and that Y is a 
reflexive space. Let TE B(M,/M,, N,/N2) be a module map. Then there 
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exists a module map TE B(M,, N,) which lifts T, i.e., /IF = Tcr, with 
11~11 G IITII TAX) T,(Y*)K(p,)K(qz). 
Proof: First, recall that LP*(Y) and Ly2( Y*) are duals of each other 
(see [DU] for more about this duality). N: c Nf c Lq2( Y*) are invariant 
subspaces. Let y: N: + N:/N: be the canonical surjection. For the 
duality above, N,/N, and N:/N: are duals of each other. We define 
U:M,xN+C by 
h f) I+ (T(4m)), ~(f))~,~~~.,+~:. 
As T is a module map, it is easily checked that U is a module bilinear 
form. Moreover [IT/I = (I UI/. From Theorem 2.1, there exists a 
module bilinear form 0: M, x ,,*(Y*) + @ extending U with 11811 < 
II TII TAX) TAY*) K(PI) K(q,). 
Let us define F: MI -+ Lp2( Y) by (T(m), f)LP2CYj,Lq2CY.J = @m, f) for 
(m, f) E M, x Lq2( Y*). Then C? is a module map. For (m, f) EMU x Nf, 
<W),f > LP2C y),LqZC Y*)= 0 because r(f) = 0. Therefore T((M, ) c N, . 
Moreover, it is clear that 7 lifts T. 1 
3. COMMUTING FACTORIZATION THEOREMS 
This section is devoted to the study of hilbertian factorizations of module 
maps under suitable conditions. X and Y are Banach spaces. 
THEOREM 3.1. Let 1 <p2<2 <p, < +a~; MC LPI(X) is an invariant 
subspace of type 2; N c Hp2( Y) is an invariant subspace of cotype 2; let 
TE B(M, N) be a module map. Then there exists a Hilbert space K and two 
module maps VE B(M, H*(K)) and WE B(H*(K), N) such that T= WV and 
II VII II WI G II TII T,(M) C,(N) WP, ). 
H’(K) 
W 
i/ ,\ 
M-N 
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Remark 3.2. Theorem 3.1 is a modular version of the theorem which 
says that whenever E and F are two Banach spaces of type 2 and cotype 2 
resp., then every operator from E to F can be factorized through a Hilbert 
space [Kw, M]. This should be compared with Remark 2.2. However, in 
the setting of Theorem 3.1, we cannot hope for any extension of T to a 
module map from an arbitrary invariant subspace bigger than M. This may 
be easily seen even in the scalar case. 
Proof of Theorem 3.1. We follow a similar path as in the proof of 
Theorem 2.1. Let C= 11 TII T,(M) C,(N) K(p,). First we prove that for any 
finite sequences (ui), G n and (x,), G n in AI, 
(3.1) 
Indeed, assume that (vi) < (x,), then, 
2 
1 IITuJ/*GC~(N)~ by (1.2) 
i L2(N) 
II, II 
2 
G II TIl’ C2(WZ C gzui 
L*(LpI(x)) 
f II TII ’ C2(N2 K(PI 1’ 
Iii II 
C gixi by Lemma 2.4 
L?(M) 
6 c2 1 llxil12 by (1.1). 
Now by a analogous construction as in the proof of Theorem 2.1, based on 
(3.1) instead of (2.3), we can find a Hilbert space Z?, a unitary operator 
SE B(A), an operator V,: A4 -+ I?, I( V,II G C, such that SV, = V, SX, and 
an operator W,: V,(M) + N, I( W, /I 6 1, such that T= W, I/, and W, S = 
S y W, . We denote V,(M) by E, it is an invariant subspace for S. 
We now use Weld’s decomposition of the isometry S,, E B(E). Let E0 = 
n n,O S”(E) and E, = E 0 E,. Then there exists a Hilbert space K and a 
unitary operator U: E, --) H2(K) such that US = S, U (see [NF]). Let 
e E E,: for all n E N, there is an e, E E such that e = S”e,,. Then WI e = 
WI,!&,,, hence W,e = S$ W1e,. But we assumed that N c HP2( Y) and 
n “>,, S;HP2( Y) = (0). Th ere ore, f we obtain W, e = 0, hence E, c Ker W, . 
From this inclusion, we see that letting P: E + El be the orthogonal projec- 
tion, we have W, PV, = T. Therefore the operators V= UPV, and 
W= W, U* give us the expected factorization, with )I VII 1) W(I < 
II Tll T,(M) C,(N) HP,). I 
Remark 3.3. The preceding proof shows that with the only assumption 
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that n,,, S;(N)= {0}, the condition (3.1) implies that there exists a 
Hilbert space K and two module maps VEB(M, H’(K)) and 
WE B(H’(K), N) such that T= WV and 11 V/I 11 WI/ < C. Moreover, V may 
be chosen of dense range. 
To end this section, we give the other factorization theorems, the proofs 
of which are based on similar constructions as above. We will be 
deliberately sketchy in their proofs. 
First we consider the Banach lattice case. We refer to [LT] for useful 
definitions. 
THEOREM 3.4. Let X be a 2-convex Banach lattice and let Y be a 
2-concave Banach lattice. Let 1 6 p2 d 2 < p1 < +GO. Let NC HP2( Y) be an 
invariant subspace and TE B( HP’(X), N) be a module map. Then there exists 
a Hilbert space K and two module maps VE B(HP’(X), H’(K)) and 
WE B(H’(K), N) such that T= WV. 
H2W) 
/f \ 
HP’(X) TN 
Proof: From Remark 3.3, we know that it is enough to prove (3.1) with 
some constant C. For this purpose, we define F: LPI(X) + Lpz( Y) by 
T((s;y)= SG~T(~) for all f~ HP’(X) and na0. Then we apply the 
Grothendieck-Krivine inequality [Kr] to F and use the (easily checked) 
fact that for (v,), (xi) in LPI(X), 
Now we consider the case of module maps between quotients of 
invariant subspaces. We will have to invoke the K-convexity for which we 
refer the reader to [Pl] and the Radon Nikodym Property (R.N.P.) for 
which we refer to [DU]. It should be noticed that in the next result and 
contrary to Theorem 2.9, we do not assume that M, is of type 2 but only 
that M,/M, is of type 2. 
THEOREM 3.5. Let 1 dp2 62 <p, < +co. Assume that Y* has R.N.P. 
Let M2 c M, c LPI(X), N, c N, c Hp2( Y) be invariant subspaces such 
that M,/M, is of type 2, N,/N, is of cotype 2, and M, is K-convex. Then 
for any module map TE B(M,/M,, NI/N2), there exist a Hilbert space 
K, an invariant subspace E c H*(K), and two module maps 
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VE B(M,/M,, H’(K) 0 E) and WE B(H2(K) @ E, N1/N2) such that 
T= WV. 
H*(K) 0 E 
;/ \ 
Ml T Nl 
M2 
- 
N2 
Proof. This time, we will apply Theorem 1.1 of [ P3]. Let s (resp. 0) be 
the compression of the shift on Ml/M, (resp. N,/N,). For any aEA, we 
define s(a) E B(M,/M,, Ml/M,) by 
QmE Ml, s(a)(mfM,)=a~m+M, 
and we define a(a) in the same manner. 
Let u: A -+ B(M,/M,, N,/N,) be defined by 
QaEA, u(a) = Ts(a) ( = cr(a) T). 
Using the K-convexity of M, and the main result of [P4], we may show 
that u is 2.c.b. in the sense of [P3] (this is essentially the same computation 
as in the proof of (3.1)). Therefore, we know from Theorem 1.1 of [P3] 
that there exists a Hilbert space H, a contraction SE B(H), and two 
operators V, E B(M,/M,, H), W, E B(H, N1/N2) such that 
S(a) V,x/xE$,aEA 
2 
QaEA, W, S(a) Y, = Ts(a) = a(a) T. (3.3) 
From (3.2) and (3.3), we have 
W,S=aW,. (3.4) 
Hence we may pass to the quotient by Ker W, and then assume that W, 
is one-to-one. Applying (3.4) and (3.3) with a = 1 and a = e”, we get 
Sk’, = V,s. The R.N.P. for Y* allows us to check that G*~ -+ 0 strongly. 
Therefore, the fact that WI is one-to-one gives us S*” -+ 0 strongly. It 
remains to apply a well known model theorem (see [N, p. 181) to 
conclude the proof. 1 
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4. REPRESENTATION OF HILBERTIAN INVARIANT SUBSPACES OF H'(X) 
We are now ready to state our generalization of Lax’s theorem. In what 
follows, X is a Banach space and c is constant. 
THEOREM 4.1. Let M c H’(X) be a c-hilbertian invariant subspace: 
(a) There exists a Hilbert space K and 4 E X*(B(K, A’)) such that 
(i) M= 4H2(K) 
(ii) VIE K, jlkll 6 [I(# *k)(t)11 6c llkll a.e.-dt. 
(b) If M is assumed to be separable, 4 has a radial limit function 
which is a.e. a c-isomorphism. 
We first state the following: 
LEMMA 4.2. Let MC H’(X) be a c-hilbertian invariant subspace. Let 
(xi)iGn be a finite sequence in M and (aV) E L”(M,). Then we have 
(C ~~Za.xj~~2)li2_<C II(a (C ll~,llz)‘;‘. 
1 i I 
Proof: Let us first fix (CQ) E M,. Let P E ..Y be any complex polynomial. 
Since M is an invariant subspace, (Px,),, n is a finite sequence in M. 
Applying (1.4) we then have 
Consequently 
dC ‘J” IP(t ( II(q c llxi(t)ll$) dt. 
i 
From Lemma 1.3, we deduce 
a#j(t) 
/I 
’ d C2 II(a C Ilxi(t)lli a.e.-dt. 
X i 
Now taking (aij) E L”(M,), we get 
a,(t)Xj(t) 
II 
2 GC2 II(aJt))l12 1 llxi(t)l12, a.e.-dt 
X I 
580/106/l-3 
32 CHRISTIAN LE MERDY 
and then 
from which the lemma follows. [ 
Proof of Theorem 4.1. Let (u~)~<,, and (x~)~<~ befinite sequences in M. 
Let us assume (vi) < (xi). From Lemmas 2.3 and 4.2, we have C, llui 11 2 d 
c2 ci lIXil12. Then we may apply Remark 3.3 with p, = p2 = 2, Y= X, 
M= N, and T = Id. We thus obtain K, V, W. V may be chosen such that 
its range is a dense subspace of H2(K) and /I VII < 1. Hence in fact, 
W: H’(K) + M is an invertible operator with W- ’ = V and 11 WI1 <c. We 
can consider W as a module map from H*(K) into H’(X). Hence by 
Theorem 1.2, we can get 4~ Z’O”(B(K, X)) leading to part (a)(i). Since 
/I VI/ 6 1 and II WI1 <c, it remains to apply Lemma 1.3 twice to obtain 
(a)(ii). 
If M is separable, K being isomorphic to M/S,(M) is also separable. 
Therefore, part (b) is a straightforward application of Remark 1.4 and 
(a)(ii). I 
l We now turn to an application of Theorem 4.1 to the study of 
analytic range functions. Let p E [ 1, + co [. Let M c HP(X) be a separable 
invariant subspace. Let (f,), >, be a dense sequence in M. For t E U, we 
define E, = Span{f,(t)/n > 1 }. Up to a zero-measure set, the family (Et),,n 
of subspaces of X is well defined and does not depend on the choice of the 
dense sequence in M. Hence we may define 8, = (E,),, 71 ; this is the range 
function associated to M. We will say that &, is uniformly c-hilbertian iff 
for almost every t E ‘I, E, is a c-hilbertian subspace of X. 
Let us first notice that for p = 2(Mc H2(X)), we have 
M c-hilbertian o &, uniformly c-hilbertian. (4.1) 
(c= ) is proved using (1.4). 
(a) can be seen as a consequence of Theorem 4.1 but it is actually 
implicit in the proof of Lemma 4.2. 
We are now able to use Theorem 4.1 to represent the invariant sub- 
spaces MC HP(X) for which gM is uniformly hilbertian. For this purpose, 
we will need the following: 
LEMMA 4.3. Let MC H,(X) be an invariant subspace. 
(a) For 1<p<22,MnH2(X)HP(X)=M. 
(b) For 2 f p < +co, li;iHzCx) n HP(X) = M. 
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This lemma is well known in the scalar case (see [G, p. 85 and 
Exercise 18, p. 981). As its proof is an adaptation of the above case, we 
omit it. 
COROLLARY 4.4. Let 1 < p < +co, c > 0, and MC HP(X) be a separable 
invariant subspace. Then the following are equivalent: 
(i) &M is uniformly c-hilbertian. 
(ii) There exists a Hilbert space K and 4 E X”(B(K, X)) such that 
M = #HP(K). Moreover, d has a radial limit function which is a.e. a 
c-isomorphism. 
Proof: (ii) z= (i) is obvious. 
To show (i) * (ii), let us assume p > 2. 
We let N= &?“2(X). From the definition of the range function associated 
to an invariant subspace, we see that gN = gM. Therefore 67, is uniformly 
c-hilbertian. We can then conclude applying (4.1), Theorem 4.1, and 
part (b) of Lemma 4.3. 
For the case 1 d p d 2, we can use a similar proof invoking part (a) of 
Lemma 4.3. 1 
Remark 4.5. Let f,, . . . . fm E H’(X); then there is an integer k E N such 
that 
raWf,(t), . . ..f.(t))=k a.e.-dt. 
Indeed, let M be the invariant subspace of H’(X) spanned by fi, . . . . f, and 
4.f= (Er)relr. Then E, = Span{ fi(t), . . . . f,(t)} a.e.-dt. Therefore gM is 
uniformly hilbertian. Let us apply Corollary 4.4 to M with its notation. 
E, = q5( t)(K) hence dim E, = dim K a.e.-dt. 
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