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最近，人工知能が自動運転，癌検査，工場の自律ロボットなど，様々な分野に使われている．










第 1 章では，本研究の動機を説明した．CNN では大量な畳み込み演算が必要であり，その電力
を削減することがとても重要である．CNN は多数の畳み込み演算回路を利用して同時に演算する
ため，畳み込み演算回路の面積を小さくできれば小面積の CNNエッジデバイスが得られる．一方，












第４章では，乗算器の部分積ツリーを効率よく圧縮する Approximate Tree Compressor (ATC) 
を提案した．この ATC を用いる８ビット乗算器は，従来のツリー型（Wallace Tree）乗算器と比
べて，消費電力で 60%，面積で 50.1%小さくなった．近似乗算器単体での精度を評価し，その低




算回路を提案した．この加算回路を利用して 16ビットの Carry-Maskable Adder (CMA)を実装し，
従来の ripple carry adder (RCA)と比較した．CMA に 4 種類の精度を設定して電力を評価し，最
大 54.1%の電力を削減できることを確認した．更に，画像の鮮鋭化処理アプリケーションにより，
精度可変性の有効性を確認した． 
第６章では，上記の ATC と CMA を使って，精度可変の近似乗算器を構成した．この評価結果を
分析し，問題ない範囲で更に精度を落とすことで，電力を一層削減できることを見い出した．そ
の改良に近似符号処理の回路を追加して，符号付き数値に対応する動的精度可変な近似乗算器
Efficient Accuracy-Controllable Multiplier (EACM) を提案した． 
第７章では，代表的な CNN である LeNet-5 を取り上げ，EACM の消費電力と精度を評価した．符
号付き数値を処理できる Baugh-Wooley アルゴリズムを利用した Wallace Tree 乗算器を比較対
象とした．EACM は面積を 61.2%削減できた．上記二つの乗算器を使って，それぞれ LeNet-5 を実
装した．手書き文字認識用の MNIST データセットを使って比較した実験結果から，演算精度の設
定により EACM は 30.5%～42.6%の消費電力を削減できることが確認された．95.8%～97.2%の高い
文字認識率を保持していることも確認できた．Wallace Tree 乗算器を利用する場合の 97.4%の
認識率と比べて，高い演算精度を設定した際の EACM での認識率の差は 0.2%と非常に小さく，低
い演算精度を設定した際でもその差は僅か 1.6%である． 
第８章では，本論文の結論と将来の展望について記述した． 
