In our previous work, we proposed a genomic prediction method combing identical-by-state-based Haseman-Elston regression and best linear prediction with additive variance component only (HEBLP|A herein), the most essential component of genetic variation. Since the dominance effects contribute significantly in heterosis, it is desirable to incorporate the HEBLP with dominance variance component that is expected to enhance the predictive accuracy as we move to the further development: HEBLP|AD, a paralleled implementation of genomic prediction compared with genomic best linear unbiased prediction (GBLUP). The simulation results indicated that when the dominance effects contributed to a large proportion of genetic variation, HEBLP|AD and GBLUP|AD, having similar accuracy, both outperformed HEBLP|A; but when the dominance variation was none or little, HEBLP|A, HEBLP|AD, and GBLUP|AD had similar predictability. The analysis of real data from Arabidopsis thaliana F2 population also demonstrated the latter situation. In summary, HEBLP| AD performed stable whether a trait was controlled by dominance effects or not.
Introduction
With the rapid development of high-throughput molecular marker techniques, such as single nucleotide polymorphisms (SNPs) and statistical approaches, genomic prediction first proposed by Meuwissen et al. (2001) has been successfully applied to genetic improvement of complex traits that are controlled by polygenic effects-numerous smalleffect quantitative trait loci (QTL) (Schaeffer, 2006; Hayes et al. 2009; Jannink et al. 2010; Zhang et al. 2011; Riedelsheimer et al. 2012) . Compared to the conventional marker-assisted selection (MAS), genomic prediction is far more accurate by utilizing all molecular marker information to estimate the breeding values of each individual in a candidate population (Heffner et al. 2009; Arruda et al. 2016) .
In the early stage of genomic prediction methods, many models accounted only for additive effects (Meuwissen et al. 2001; Bernardo and Yu, 2007; Calus et al. 2008; VanRaden, 2008) . However, dominance effects contribute to heterosis (Hua et al. 2003; Li et al. 2008) , and therefore should be included in the models orienting hybrid breeding. Recent studies also show that genomic prediction models including dominance effects can improve the prediction accuracy (Denis and Bouvet, 2011; Su et al. 2012; Technow et al. 2012; Denis and Bouvet, 2013; Nishio and Satoh, 2014; de Almeida Filho et al. 2016; Wang et al. 2017; Resende et al. 2017 ).
In our previous study, we developed a fast genomic prediction approach (namely HEBLP, or HEBLP|A herein) combining identical-by-state (IBS)-based Haseman-Elston (HE) regression and best linear prediction (BLP). It can obtain the total additive genetic variance via a simple HE linear regression with reduced computation complexity, but only additive effects are included (Liu and Chen, 2017) . The present study aims to develop the HEBLP with both the additive and dominance effects (HEBLP|AD) and to evaluate its predictive performance in the simulated and a real Arabidopsis thaliana F2 population.
Materials and methods

The Arabidopsis thaliana F2 population
We used the phenotype and genotype data of an Arabidopsis thaliana F2 population (namely P19) derived from a cross between Bay-0 and Lov-5 (Salomé et al. 2011) . It consists of 384 individuals and 245 SNP markers. There are seven traits including days until visible flower buds in the center of the rosette (DTF1), days until inflorescence stem reached 1 cm in height (DTF2), days until first open flower (DTF3), rosette leaf number (RLN), cauline leaf number (CLN), total leaf number: sum of RLN and CLN (TLN), and leaf initiation rate (RLN/DTF1) (LIR1). For more details about the P19 population please refer to Salomé et al. 2011 .
Statistical models
The linear model of a quantitative trait can be written as:
in which y is the n × 1 vector for the standardized phenotypic value of a quantitative trait measured from n
represents the raw phenotypic value; y represents the mean value of the phenotypic values; and σ y represents the standard error of the phenotypic values.); Z a is the standardized genotype matrix of n rows and m columns for additive effects (m represents the number of markers.). Z d is the standardized genotype matrix n × m for dominance effects. In order to keep the additive and dominance variances orthogonal to each other, the coding schemes for additive and dominance effects should be tuned accordingly (Vitezica et al. 2017) . For the ith individual at the kth locus, Z a;ik ¼
; in which x ik counts the number of reference alleles (2, 1, and 0 for AA, Aa, and aa, respectively) and p k the frequency of the reference allele A at the locus.
2pkð1ÀpkÞ , in which δ ik is coded 0, 2p k , and (4p k −2), respectively for AA, Aa, and aa genotypes, respectively. F2 population the expected pk is 0.5, and the frequency for AA, Aa, and aa are 0.25, 0.5, and 0.25, respectively, under the Hardy-Weinberg equilibrium. The additive and dominance effects of the causal loci were represented by a and d, respectively; the additive effects follow N 0; σ elements for the squared difference between a pair of individuals and Y ij = (y i -y j ) 2 ; ω a is the additive genetic relatedness between a pair of individuals i and j, as found in the ith row and the jth column entry in Ω a ; ω d is the dominance genetic relatedness between a pair of individuals i and j, similarly as found in the ith row and the jth column entry in Ω d . Alternative to HE, linear mixed model can be employed to estimate the additive and dominance variance components via restricted maximum likelihood (REML) algorithm. Of note, the difference between HE and linear mixed model are as below. HE is based on least squares, and it allows the analytical result for b a and b d , respectively. In contrast, REML is a model-based approach and the exact structure of the estimated variance, regardless of additive or dominance, remains elusive. Furthermore, as discussed in our previous study (Liu and Chen, 2017) , the computational complex for HE is Oðn 2 Þ, proportional to the square of sample size, but for REML Oðn 3 Þ. The computational advantage of HE is important especially when the sample size is large.
Analytical results for the Haseman-Elston regression
The least-squares framework exists analytical results for the regression coefficient. Although, Eq 2 is a linear model of two regression coefficients, E b a ð Þ ¼ (Chen, 2014) .
in which E(y i |x ik ) is the conditional probability of the phenotype given its genotype, ω a,ik as defined above. p(x ik ) takes value of 0.25, 0.5, and 0.25, respectively, given x ik = AA, Aa, and aa. In quadric form
in which the general form of 
a symmetric matrix, indicating how the kth marker tags QTLs; for instance the entry at the ith row and the jth column ρ i,k ,ρ j,k represents the joint LD of the ith and the jth QTLs tagged by the kth marker. The denominator var(ω a ) can be written as
, understood as the averaged linkage disequilibrium between each pair of markers-including a marker with itself (see Appendix for the definition of effective number of markers m e ). Alternatively, var(ω a ) can be expressed in quadric form
in which 1 T ¼ ½1; 1; 1 a vector for 1. So, in quadric form
d m the vector for dominance effects and I D an identity matrix with
, and in quadric form
So,
Although, E(b a ) and E(b d ) resemble each other, E(b a ) has its kernel related to squared correlation ρ 2 , which is a term associated to the additive variance (Hill and Robertson, 1968) , while E(b d ) related to ρ 4 . In particular, the numerator involves the LD between a pair of markers and the denominator the LD between a pair of markers.
Of note, there are two kinds of F2 populations, the conventional F2 that is derived from F1 but not completely reproducible in term of genotypes, and in contrast there is "immortalized F2" (IF2), which can be reproduced accordingly. The IF2 can often be realized in two ways: via double haploid population (DH) ) and from recombination inbred lines (RIL) (Hua et al. 2003) . The LD differs upon F2/IF2 is used in practice. Between the k th 1 and k th 2 markers, for a conventional F2 and DH-derived F2 the squared correlation is ρ
for RIL-derived F2. For example, given the recombination of 0.1 between a pair of markers, their ρ 2 = 0.64 for F2 and DH-derived F2 but 0.44 for RIL-derived F2. For dominance-associated terms, ρ 4 = 0.41 for F2 and DHderived IF2, and 0.2 for RIL-derived IF2.
For simplicity, we only consider the typical polygenic trait that the QTLs are randomly distributed along the genome, and, under this assumption, σ 2 , respectively. A computer program that estimates additive and dominance heritability using Haseman-Elston regression is available from authors.
Best linear prediction (BLP)
BLP method was used to predict the genotypic value of each line of the candidate population.
in whichĝ 2 is the predicted genotypic values in the candidate population; y 1 is the phenotypic values in the training population; Ω a21 and Ω d21 represent the additive and the dominance genetic relationship matrix between the candidate and the training population respectively;σ 2 a and σ 2 d represent the estimated additive and dominance variances respectively; the inverse of the V matrix is computed using
, in which Ω a11 and Ω d11 represent the additive and the dominance genetic relationship matrix for the training population respectively.
Results
Estimates of the heritability and predictability in the simulated F2 population
We simulated a quantitative trait from F2 experimental population. In the simulated F2 population, we assumed that 1001 equal-frequent biallelic markers were evenly distributed in one chromosome [the recombination rate was c between the ith and the (i + 1)th markers]. All markers were defined as QTLs whose additive and dominance effects follow a normal distribution. Each simulation scenario included 20 replications. In order to assess the unbiasedness of estimating heritability via the three methods (HE|A, HE|AD, and REML| AD), we performed a Monte Carlo simulation experiment for a F2 population. When the simulated parameters were set as population size (n = 500), additive heritability ( h (Fig. 1) . It indicated that all three methods could obtain unbiased estimates of parameters under the typical polygenic model.
Moreover, we evaluated the prediction accuracy of HEBLP|AD, HEBLP|A, and GBLUP|AD under five environments in the simulated F2 population (Fig. 2) . The size of both the training (n T ) and the candidate population (n C ) were 500 and 100 in all simulations. The squared correlation coefficient (r 2 ) between the phenotypes and the predicted genotypic values was defined as the prediction accuracy.
In scenario 1 (h 6, and c = 0.01), the prediction accuracies were HEBLP|AD = 0.553 ± 0.063, GBLUP|AD = 0.569 ± 0.067, and HEBLP|A = 0.079 ± 0.048. It indicated a similar predictability between HEBLP|AD and GBLUP|AD, and a significantly better performance than HEBLP|A in the case of a large contribution of dominance effects to genetic variation.
Comparison of computational time of HE|AD and REML|AD
We simulated F2 population based on 20 replications to evaluate the computational time of HE|AD and REML|AD. In this case, the parameters were set as population size (n = 500), additive heritability (h 
Comparison of heritability and predictability between F2 and IF2 derived from RIL using HEBLP| AD
We simulated F2 and IF2 derived from RIL population to evaluate HEBLP|AD. In this case, we simulated 1001 markers, among which 100 markers were sampled as QTLs. When we estimated the heritability and prediction accuracy, the markers representing QTLs were excluded. Each simulation scenario included 20 replications.
When the simulated parameters were set as training population size (n T = 500), candidate population size (n C = 100), additive heritability (h 
Approximation of prediction accuracy
To further understand the study, in the Appendix, we derived a formula of prediction accuracy including additive and dominance variance components. This derived result could be considered as an extension to those previously established by Daetwyler et al. (2008) and Goddard (2009) .
The result showed that H 2 was the upper bound of the prediction accuracy, and was further upon (1) the broad heritability (
2) the effective number of markers (m e.a ), (3) the effective number of markers of dominance heritability (m e.d ), and (4) the sample size of the training data. As m e.a and m e.d were determined by the recombination, when the markers were dense, the prediction accuracy could be further approximated as
in which l is the length of the chromosome (Morgan). Both Eq 4 and Eq 5 indicated that the upper bound of prediction accuracy was H 2 when the sample size n T became infinite. Having evaluated the utility of the approximation, we found that the expected and observed prediction accuracy was consistent via HEBLP|AD under different recombination rates based on 10 simulations for F2 population (Table 1) . Eq 4 and Eq 5 gave similar prediction for r 2 when the markers were dense, and the accuracy of Eq 5 was reduced when the markers were sparse. The sample size of the candidate population could only influence the statistical power of the prediction accuracy because r 2 followed χ 2 1 under the null hypotheses.
Genomic prediction of 7 traits in the Arabidopsis thaliana F2 population
The 7 traits, including DTF1, DTF2, DTF3, RLN, CLN, TLN, and LIR1 from a Arabidopsis thaliana F2 population were used to assess the prediction performance of HEBLP| A, HEBLP|AD, and GBLUP|AD. We first analyzed the 7 traits via HE|A, HE|AD, and REML|AD, obtaining the estimated additive heritability varying from 0.080 to 0.582 (HE|A), 0.080 to 0.582 (HE| AD), and 0.158 to 0.731 (REML|AD), and the estimated dominance heritability varying from 0.009 to 0.052 (HE| AD), and 0.018 to 0.106 (REML|AD). The results demonstrated that dominance effects only accounted for a little proportion of genetic variation for these traits (Table 2) .
Based on 100 replications, we found that the predictability of HEBLP|A, HEBLP|AD, and GBLUP|AD was similar for all traits (Table 3) . For example, the prediction accuracies for DTF1 were 0.466 ± 0.028, 0.459 ± 0.032, and 0.440 ± 0.088 via HEBLP|A, HEBLP|AD, and GBLUP|AD, respectively. It indicated that, as is in the simulations, HEBLP|A, HEBLP|AD, and GBLUP|AD showed similar predictability in the case of a very small contribution of dominance effects to the genetic variation.
Discussion
The impact of the dominance heritability on predictive accuracy
The wide utilization of heterosis in the animals and plants, such as maize, rice, and cattle has significantly increased their productivity. In this study, we extended our previous method of HEBLP|A to HEBLP|AD. The simulation results demonstrated that (1) HEBLP|AD and GBLUP|AD are superior to HEBLP|A when the dominance effects can explain a significant proportion of genetic variation; (2) HEBLP|AD, GBLUP|AD, and HEBLP|A have a similar predictive ability when the dominance effects can only explain a small proportion of genetic variation. Furthermore, the real data from Arabidopsis thaliana F2 population was used to evaluate the three methods, and since the estimated heritability showed a small contribution of the dominance effects to genetic variation, the result was supportive to the second case in the simulation. de Almeida Filho et al. (2016) indicated that when the dominance effects consisted of only a small proportion in the total genetic variation, incorporating them into BayesA, BayesB, BL, and BRR would decrease the prediction accuracy. However, it is safe and stable to include dominance effects into HEBLP model under this circumstance. In addition, not limited to the F2 population as was demonstrated, HEBLP| AD is applicable as long as the populations promise the estimation of additive and dominance variance components (such as natural population of random mating).
In addition, we also provided an approximation of prediction accuracy for F2 population (Appendix). The genetic length of the chromosome, the density of markers, H 2 , and the sample size of the training population were key factors that would influence the prediction accuracy. The method presented in Appendix was general and could be applied to other populations. In this simulation, we simulated extremely long and single chromosome, which was unrealistic, and we will consider incorporating the real marker density into further study. We considered typical polygenic model only at present, but the interplay between genetic architecture will be included in our further studies. The expected r 2 was calculated using Eq 5 (or A4) that
, a further approximation when markers were dense. er2 represents the mean of the observed values based on 10 simulations and the values in parentheses represent the corresponding standard deviation.
Application of the genomic prediction in hybrid breeding of crops
The traditional strategy to cultivate hybrid crosses is to perform a large number of cross experiments between the inbred lines and furthermore select desirable hybrids. This process can be accelerated via combining genomic prediction approaches with immortalized F2 (IF2) population constructed by the doubled haploid (DH) population. Hua et al. (2003) first constructed IF2 population, which had the same genetic architecture as the conventional F2 population, can be generated via randomly permutated intermating of recombinant inbred lines (RILs) or DH population at present. In a hybrid breeding program, when sample size (n) of RIL or DH population is large and all crosses nðnÀ1Þ 2 h i between inbred lines from the RIL or DH population need to be evaluated in the field trials, it will occupy large resources. To reduce the cost of genetic improvement, genomic prediction can be used to IF2 population to select hybrid crosses with high-hybrid performance. Guo et al. (2013) applied genomic prediction to an IF2 population derived from RIL population in maize, and Xu et al. (2014) did that in rice. has applied genomic prediction to IF2 population based on rapeseed DH population. However, construction of RIL population is time-consuming, and therefore the procedure of GP+IF2 (DH) will be a more efficient choice to pick out superior hybrids and potential lines with high-specific combining ability or general combining ability.
In this note, we try to outline the factors that influence the prediction accuracy for an F2 population.
For the training population, its phenotype can be expressed as
Here, we assume every marker is causal and has small effects, a typical polygenic trait. x a j and x d j are the orthogonal coding of the jth marker for the additive and dominance effect. var(y) = V p the phenotypic variance, and
According to linear regression theory, for the additive effect for the jth marker can be estimated asb a j ¼ covðy;x a j Þ varðx a j Þ and rewritten as b a j þ σb For the candidate population, the phenotype can be expressed as
It is easy to derive the variance and covariance terms below. 
As for markers not on the same chromosome, the LD is nearly zero, so m e:a ¼ Further approximation for the prediction accuracy , if the markers are dense, and m>>l 1 (m is often greater than 10,000 along a single chromosome), m e:a % 2l; similarly, m e:a % 4l. So, the prediction accuracy can be further approximated as
when the density of markers is high. So the expectation of the prediction accuracy is upon the training sample size, but the statistical significance of r 2 depends on the sample size of the candidate sample size. Under the null distribution r 2 follows χ 2 1 , so the noncentrality parameter for the statistical test of r 2 is λ ¼ n C r 2 1Àr 2 , in which n C is the sample size of the candidate population.
In genomic prediction, the additive genomic relationship matrix can be used to estimate m e.a . Given A, an n T × n T matrix, the additive genomic relationship matrix, if we estimate variance, σ 
