Abstract: Airborne LiDAR with simultaneous photographic data acquisition is an effective technique for 3D data collection with colour or textural information. Flight planning for airborne LiDAR data collection ensures the desired qualities in the data.
Introduction to Flight Planning Problem for ALS
Airborne LiDAR scanning (ALS) provides 3D topographic data of a terrain surface with certain attributes like planimetric (horizontal) and altimetric (vertical) accuracies, data density, overlap etc. Due to negligible dependencies on the accessibility and type of terrain conditions (rough and undulating, plane or steep), the ALS is considered to be a viable option for capturing highly accurate 3D topographic data. As a result, the ALS is being used for different types of applications: forest management, mining, oil and gas explorations, corridor mapping, environmental monitoring, utility surveillance and management, engineering and construction, municipal mapping, real estate development, flood plain mapping etc [1] . However, the cost involved is higher due to the expensive hardware and complicated operations. Flying for data capture is one such complicated operation which directly controls the cost of the project.
Flying operations, apart from the other critical operations, consists of flying the aircraft (or helicopter) in stable position (ideally no change or vibrations in attitude and altitude with respect to time) over the given area of interest (AOI) on terrain. Moreover, in addition to the flying direction and flying height, other parameters (aircraft speed, scanning angle, scanning frequency and point repetition frequency) impose the constraints on the flight duration. Therefore, it should maintain a known direction of flight and height. The problem of altitude and attitude measurement is alleviated as inertial measurement unit (IMU) and global positioning system (GPS), which respectively determine attitude (roll, pitch, yaw angles) and the position (3D coordinates of aircraft trajectory) of an aircraft with considerable accuracy and precision are integrated with LiDAR scanner onboard. However, the quality of the data gathered depends on the flight parameters and the nature of ground, where the former include the parameters of sensor and aerial platform. Moreover, the cost of flying operation is directly dictated by the duration of the flight. Therefore, aerial LiDAR data acquisition demands optimum flying parameters that minimize the flight duration while at the same time ensure the quality and quantity of data. This paper first addresses the flight planning problem in detail, formulates the objective function, identifies the parameters of flight planning, explains the derived methodology to obtain the optimum result, and performs the minimization of the flight duration. The basic details of ALS are given in Baltsavias [3] and Wehr and Lohr [2] . The definitions of fundamental terms (scanning angle 'φ ', scanning frequency ' f ', flying height ' H ', flying speed 'V ', point repetition frequency or PRF ' F ') and the derived terms (effective swath ' B ', point density or data density ' ρ ', along track spacing ' A D ', across track spacing ' S D ') related to laser scanning are adopted from Baltsavias [3] and Wohr and Lohr [2] . The formulations involved in the objective function are not derived here but are done in the technical report describing the turning time calculations [4] . Furthermore, planimetric and altimetric errors of 3D data can be found in technical report of error calculation for airborne LiDAR data [5] .
The paper is organized in nine sections. Introduction to flight planning problem in Section 1 is followed by the detailed description of problem with technicalities in Section 2. Section 3 formulates the flight planning problem as optimization problem and defines the objective function and constraints. Sections 4 and 5 select the optimization method and also describe two-step procedure of optimization. Sections 6 and 7 perform the optimization for flight planning problems, respectively, for simulated and real test sites.
Section 8 provides a guideline on minimum number of simulations to be performed for obtaining the results with higher confidence. Conclusion is presented in Section 9.
Description of Flight Planning Problem for ALS
ALS operation consists of scanning over the ground using a LiDAR scanner, mounted in an aircraft or helicopter, and thus measuring the range (direct distance from laser emitter to the ground) to a ground point. In order to measure the range of the point, LiDAR scanner fires a laser pulse that reaches the ground by traveling through the atmosphere with the velocity of light and reflects back from the ground to be captured by the scanner's receiver. The time difference between the firing and receiving of the laser pulse gives a measure of the distance or range. As mentioned earlier, LiDAR scanner is integrated with the GPS and IMU devices that provide 3D coordinates in WGS84 (World Geodetic System 1984) reference system [6] . The 3D coordinates of the collected data points on the ground surface collectively represent the terrain. Although, the laser pulses are fired with regular time interval to form a scanning pattern, data points on the surface of ground are collected in a pseudo-random manner. As an example the process of data collection using the ALS is illustrated in Figure 1 . 
Terrain surface surface
During the scanning process, the pulses are fired successively in the field of view (FOV).
The FOV is equally divided on both sides (left and right) with respect to the nadir direction at the emitter. The half of the FOV is termed as 'half scan angle' and denoted byφ . The angle φ of a scanner mounted in an aircraft, which is flying at a height H with reference to a datum, forms 'swath' ( s B ) or width of a flight strip on the ground ( Figure 2 ) and is expressed as: Ideally, the swath is equal to the spacing between the center lines of two adjacent flight strips which have no overlap. However, due to the overlap, which is maintained between two adjacent flight strips for continuity of data and error removal [7] , the distance between the flight lines or center lines of flight strips is reduced to the 'effective swath'.
The effective swath ( B ) is written as:
where P is 'percentage overlap' [8] or 'overlap fraction' that represents the fraction (or percentage) of the swath which lies under the area of overlap at the edges of two adjacent flight strips on the map. 'Speed' ) (V of an aircraft along the flight direction realizes the second dimension of scanning process as an aircraft moves by a distance equal to the speed in one second [2] .
Due to the movement in flying direction, the scanning lines, which are obtained across flying direction, appear in a Z shape, which is termed as saw tooth or zigzag pattern [3] .
As shown in Figure 2 , all scanning lines, which are formed by movement of oscillating mirror in one direction (left to right or right to left) are parallel to each other, however, none of these are exactly perpendicular to the flying direction. Figure 2 is an exaggerated view of the actual scanning mechanism. In reality, the across track spacing ( S D ) between two successive points in a scan line is not uniform and is minimum at the center and maximum at the ends.
Apart from the Z shaped pattern, it is possible to generate many more patterns [9] by different type of sensors [3] ; this study is performed using Optech's airborne LiDAR scanner model 'ALTM 3100EA' which creates bidirectional Z shape (zigzag) pattern.
The characteristics and criticality of the relevant parameters of 'ALTM 3100EA' model are discussed in Section 5.
An aircraft, after covering one flight strip, navigates back to the starting point of the next parallel strip through a 180º level turn or horizontal course reversal. For any strip, which is essentially not the first strip, aircraft navigates in opposite direction than that of the last strip and thus covers the complete AOI in finite number of strips. Turning from one flight line to the next flight line can be performed by consecutive turning, non-consecutive turning, or hybrid turning [4] .
As stated earlier, flying operations are the most critical part of airborne data collection as during this period, the required quality of data is ensured by adopting the appropriate flight planning parameters. Moreover, it takes considerable resources amongst all project operations. Furthermore, flying an aircraft includes expensive logistics requirements, severe risks and consequently accounts for higher cost. Apart from that, unlike conventional topographic survey practices performed on ground, airborne survey can not be repeated without a justified reason due to intricacies and cost involved. Therefore, minimizing the duration of flight is the only desirable solution for exploiting the real potential of the airborne surveys. The next section presents the expression of flight duration with minimum derivations and analysis and then leads to the constraints imposed due to the LiDAR survey requirements. Figure 3 shows the turning by consecutive mechanism on parallel flight strips, each has a width equal to the effective swath ( Minimum number of actual number of integer flight lines: . Unlike the formulation for strip time as shown above, the derivation of relationship for turning time is complex and cumbersome. Therefore, for the conciseness of the discussion, the formulation and algorithm to determine the turning time is adopted from the technical report of turning time calculation [4] . Details of the algorithms for calculating the turning time are presented in appendix.
Objective function and Constraints
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Constraints
The data captured by the ALS should fulfill certain qualities. In this paper, constraints related to the data density, overlap, spacing of data points in along track and across track directions, errors in data, simultaneous photographic data acquisition, scanner product, and safety regulations are considered and mentioned in the discussion below.
(i) Minimum and maximum data density: It is evident from the explanation of ALS mechanism that in one second duration a scanner effectively covers an area equal to the product of effective swath and speed ) ( V B . Furthermore, during the same time period, it fires and collects the 3D information for F number of pulses. Therefore, the 'data density ) (ρ ' (also known as 'point density') can be written as:
The density of data collected, however, should be in the range of minimum data density ( L ρ ) and maximum data density ( U ρ ), which are specified by a user. Therefore, the constraints on data density are written as:
Tolerance in data density ( max τ ) connects the maximum and minimum data density by following relationship [10] :
(ii) Minimum overlap: Mapping agencies like United States Geological Survey (USGS) recommends a minimum of 10% overlap on all parts of terrain surface [11] . As a result, at no part of terrain the overlap should be lesser than the minimum overlap ( min P ), which is, therefore, the limiting overlap at the highest point of terrain. A maximum overlap ( max P ) may also be specified which will be limiting overlap at the lowest elevation of terrain. Contrary to overlap, the data density reaches its maximum and minimum values at the highest and lowest points of terrain, respectively. Dashora [10] provides an algorithm that considers theoretical relationships between the data density ( ρ ), overlap ( P ), terrain elevation ( dt ), and flying height ( H ). According to the algorithm, instead of bounding the data density ( ρ ) by its upper bound value ( U ρ ), the tolerance in data density ( ρ τ ) is restricted by a maximum value ( max τ ). The algorithm is given in the form of pseudo code as:
Given: 3D information of terrain ( dt ) with known accuracy Tolerance in data density ( ρ τ ) constrained in a range from min τ to max τ Select: Flying height ( H ) and half scan angle (φ ) (iii) Spacing of data points: Equation (6) is a general equation representing data density independently of the type of scanning pattern, as it is a function of area covered in unit time (one second duration). However, within this area ( V B ), the uniformity of the 3D data is dictated by the spacing between the successive and similar points in longitudinal (along-track) and lateral direction (across-track), respectively. In order to achieve uniformity in spread of data points (to avoid data clustering), the across track spacing and along track spacing should be of comparable magnitude [11] . Therefore, the ratio of absolute difference between the along track spacing ( A D ) and across track spacing ( S D ) to the along track spacing ( A D ) should be less than or equal to some user defined threshold on spacing ( d ε ). Accordingly, the constraint on the spacing of the LiDAR data points is written in a generic form as:
The spacing in the along track and across track directions can be considered by many criterions like average, maximum or minimum. For Z shape pattern of scan lines, the average values of along track spacing and across track spacing are calculated as [3] : and spatial arrangement between these measuring units. The procedure of calculation is adopted from the error calculation report [5] . 
ESD depends upon the LiDAR scanner and generally mentioned by the manufactures.
However, for India, a minimum of 305 meters (1000 feet) flying height is recommended [12] .
(vii) Simultaneous photographic data acquisition: According to recent practice, along with LiDAR data, photographic or image data are also captured using airborne digital camera [13] . As flight planning process is optimized for the LiDAR data acquisition, the photographic data capture is accommodated with additional constraints. Following four requirements are framed as constraints [10] : Consequently, the FOV of LiDAR scanner, which is equal to twice of the half scan angle, is decided by the flight planner for LiDAR scanner. The relationship, which ensures the minimum side lap of images captured by camera and minimum strip overlap of LiDAR data, is given by [10] :
For a camera of 44º FOV, equation (18) calculates the maximum half scan angle value equal to 18.6º. However, if a camera (camera come with fixed FOV) is selected during the flight planning, it allows the calculation of maximum half scan angle of the LiDAR scanner. Consequently, after calculating the maximum half scan angle value for LiDAR scanner, this constraint is not needed to be considered in the solution process as henceforth the maximum half scan angle can be considered as the computed one or as the one recommended by the USGS (i.e 20º). termed as 'exposure interval' [14] . Therefore, the distance travelled by an aircraft during the exposure interval (in seconds) between two successive exposures of a camera should be more than the length of the area captured by a pair of stereo images along the flight direction. The resulting inequality relationship is [14] : 
Constrained Minimization of Flight Duration

Identification of design variables of flight planning problem
It is evident from the expressions of objective function (equations 3 to 6), that for given AOI, data specifications and other environmental variables, the flight duration is a function of half scan angle (φ ), flying height ( H ), speed of aircraft (V ), and flying direction (θ ). However, the constraints, in addition to these four variables, are also Table 1 . The next section discusses about the characteristics of sensors used in this study. 
Characteristics of sensors (GPS, IMU, LiDAR scanner)
The selection of a suitable and appropriate optimization scheme for flight duration minimization requires a comprehensive understanding of the characteristics of the variables involved and their observation by the sensors. Information about the navigation sensors (IMU and GPS units) is important for evaluation and control of the error. Further, the spatial interrelationship between the LiDAR scanner and IMU unit should also be known. Therefore, it is assumed that the latest calibration reports of all sensors are available. The values of precision parameters are selected from the paper by Glennie [16] for the calculation of the propagated errors in the LiDAR data [5] . Details of the error calculation are beyond the scope of this paper. However, it should be noted that the flying height ( H ) and half scan angle (φ ), which are decision variables in optimization process, participate in the error calculation. 'ALTM3100 EA' LiDAR scanner, which is manufactured by 'Optech Inc.', is used in this study. Similarly, 'Applanix DSS 322', which is a medium format digital airborne camera, is selected. Following Tables 2 and 3 show the salient and relevant features of 'ALTM3100 EA' scanner and 'Applanix DSS 322' camera. The speed of an aircraft for airborne LiDAR data acquisition can vary in a large range, i.e., 10-140 knots (5.14 to 72 m/s) [19] . Specific to the ALTM 3100EA scanner, latest practices prefer Cessna aircraft or helicopter. The recommended range of speed of an aircraft (aircraft and helicopter) and the least count of scanning frequency and scanning angle are obtained by private communications with Mariusz Boba [20] and Jake Carroll [21] . (iv) The error in 3D coordinates has an inverse relation with the fight duration with respect to the changes in flying height and scan angle (i.e., with the increase in flying height and scan angle the flight duration will decrease but the errors increase, and vice versa.
Selection of optimization method for minimization problem
As per the characteristics of variables, applicable constraints and the objective function discussed above, the problem of optimization in the current case is a mixed integer nonlinear problem (MINLP). However, the nonlinear implicit equations of mathematically discontinuous objective function and constraints, which are defined in terms of discrete and continuous variables, limit the use of conventional (classical) optimization methods. Additionally, the existence of derivatives and unimodal property of objective function is also not guaranteed in such problems. In view of the nonlinear single-objective constrained optimization problem with discontinuous objective function and constraints, which are defined in terms of non-separable discrete and continuous variables, the evolutionary algorithms can be found useful.
Recently, Rodrigues and Ferreira [23] On the other hand, a general notion is that an optimization problem may take significantly longer time for convergence. Moreover, for convergence to the global optima, the time required by GA of infinite scale cannot be accommodated in practical sense. Conversely, the potential of the classical methods for fast convergence, due to their intelligent search procedure in a local neighbourhood of initial point, cannot be ignored. Therefore, it is wise to use a hybrid algorithm that utilizes the potentials of both classical and evolutionary methods and in turn compensates for the pitfalls of both sides.
There are a number of classical methods available in the literature with different applicability. However, as explained in the previous section, the flying speed and various turning mechanisms performed on finite number of flight lines makes the flight duration a discontinuous function. A slight variation in flying speed may change the turning mechanism from one type to another type. Therefore, a classical method which does not require assumptions of continuity and existence of the derivatives of the objective function is desired. Fernandes et al. [24] and Costa et al. [25] presented hybrid optimization algorithms that combine GA and various classical methods. Fernandes et al. [24] combined the branch and bound (B&B) method with GA to solve the MINLP problem. The study by Costa et al. [25] devised Hybrid Genetic Pattern Search Augmented Lagrangian (HGPSAL) algorithm by integrating the GA with Hooke and Jeeve's (HJ) method, which is a derivative free pattern search method, and constraints are handled by the augmented Lagrangian method. Considering the nature of the objective function of flight planning problem, hybrid approach of two-step procedure using the HJ method and GA is proposed for the flight planning problem in this study. Next section explains the GA and HJ method briefly. As the proposed method is not ever implemented and tested for the flight planning problem, a simulation study is conducted for the flight planning problem which is presented in the subsequent section and later the proposed approach is applied on the flight planning problem on an actual test site with defined data requirements.
Two-step procedure of optimization
Introduction to genetic algorithms (GA)
Genetic algorithms (GA) are amongst the most popular evolutionary methods. GA are advanced statistical methods that are independent of the initial estimates of parameters.
Furthermore, these are not limited by the restrictive assumptions like unimodality, continuity of design variables (parameters), objective functions (or fitness function), constraints, and the existence of derivatives of objective functions or constraints [26] . 
Hooke and Jeeve's method
Explanation and implementation of HJ method is adopted from the Kaupe Jr. [27] . After After implementing the method for the simulated AOI, the two-step procedure is applied on an actual test site.
Simulation study for the flight planning problem
In view of the nature of objective function and characteristics of variables of design vector specific to the flight planning problem, a simulation study is first conducted on an arbitrary shaped AOI. The arbitrarily shaped simulated AOI, which occupies approximately 4 km 2 area on map, is shown in local map coordinates in Figure 5 . The difference between the maximum and minimum elevation point is assumed to be 200 meters.
Fig. 5: AOI for simulation study [28]
A thorough investigation with the possible configurations of RGA code has been done for the flight planning problem for simulated AOI [28] . Optimization parameters or variables of design vector in optimization problem are considered continuous variables i.e. integer variables (half scan angle, scanning frequency) are obtained by rounding the continuous variable to the nearest integer. However, as shown in Table 2 , for ALTM 3100EA scanner, the discrete variable like PRF is a discontinuous variable and is a function of flying height ( H ) which is a continuous parameter. A continuous random variable ( The results presented in the report [28] reveal that optimization parameters as continuous variables, sampling by Latin hypercube sampling (LHS), and elite preservation by BRCR and BRCN strategies with population size of 200 can efficiently determine the optimal solution. Relevant and brief description on these strategies is presented here; however, detailed descriptions of these strategies for configurations can be referred from [28] .
Latin hypercube sampling (LHS) achieves the multi-dimensional uniformity and is a space filling method [29] . Elite preservation strategies, namely BRCR and BRCN, stands for 'best ever replacing a candidate randomly' and 'best ever replacing a candidate by niching', respectively. The first one is BRCR, wherein a sample from current generation is selected randomly and replaced by 'best ever'. For the second strategy, first 20%
samples of population of current generation are randomly selected. Amongst these samples, the sample which is nearest to the 'best ever' in terms of Euclidian distance is replaced by the 'best ever'. The former strategy of elite preservation achieves optima with less computational effort, however, is suspected to loose the diversity and may detect an inferior solution. On the other hand, latter strategy (BRCN) preserves the diversity in the population but requires more number of computations compared to former one (BRCR). Statistical measures like maximum, minimum and average values of objective function are used to characterize the performance of an algorithm. Moreover, in addition to the statistical figures, the number of outliers and the number of feasible results for an algorithm are also observed. The study mentioned in [28] determined the configuration(s) that can be universally accepted for the flight duration minimization problem. For the purpose of the completeness of the suggested two-step procedure, the results of best configurations of algorithmic strategies, which are listed in [28] , are directly adopted and presented in Table 4 . As GA detects the feasible zone which should be optimal too, Figure 6 shows the oscillations in the value of the 'best ever' candidate for initial generations. Once feasible zones are thoroughly explored and feasible zone is detected, GA starts convergence to solution which is most likely optimal.
The solution obtained by the GA is improved by the HJ method till convergence is achieved. In Figure 7 The resulting statistics of the objective function is presented in Table 5 . The minimum, maximum and average values of flight duration for test problem, as shown in Table 5 , are lower in comparison to their counterparts obtained by GA in Table 4 . This improvement is due to the local search by HJ method in the vicinity of the GA solution. Moreover, HJ method obtains the value of the objective function by convergence over iterations. Figure   7 shows the convergence of HJ method for one of the initial guesses, obtained by GA.
However, it is interesting to note that due to the improvement in the results of GA by HJ method, the standard deviation of the HJ results are sometimes higher than the initial guess provided by GA solutions. It may be noted that though there is an insignificant improvement by HJ method, the purpose of this discussion is to show the utility of GA supported by classical method for reaching the minima with convergence.
Implementation of two-step procedure for actual test site
The AOI of selected actual site is Little Smith Creek (LSC) which is situated in Survey specifications as adopted by DIAND for LSC AOI are shown in Table 6 . Considering the maximum altimetric error (15 cm at 90% confidence interval or at 1.645σ), the maximum allowable altimetric error (1σ) is restricted to 9.11 cm, by using the normal distribution tables. The maximum planimetric error (1σ) is limited to two times the altimetric error (i.e. 18 cm). Using the relation shown by equations (18) , the maximum image GSD of size 17.5 cm is estimated by multiplying the 20 cm orthoimage GSD size by a factor of 0.884. The mentioned online specification by [30] also writes that a uniform data density is desired. However, specifications do not contain any criterion on the maximum data density. In the view of this, with 10-15% tolerance in data density, a maximum data density of 1.725 points/m 2 is considered. Moreover, the 10% tolerance in average across-track spacing and average along-track spacing is allowed.
Regarding the images and LiDAR data overlaps, standard specifications that are mentioned in Table 1 Table 7 , are obtained. Results in Table 7 show that both algorithms A BRCR and A BRCN can perform under the specified requirements. It is also observed that algorithm A BRCR detects two flying directions for LSC AOI. This is due to the fact that the flight durations in two directions are similar. Contrary to this, the algorithm A BRCN , though detects a single flying direction, shows higher value of standard deviation. Therefore, in view of the performance as listed above, both algorithms A BRCR and A BRCN should be attempted for flight planning problems and the better result should be used. According to the flying height obtained, LSC AOI is relatively flat as the relief ratio ( R P ) is less than 10%. The high variations in the scanning frequency and aircraft speed are due to the adopted value of tolerance in data density (15%) for a minimum data density of 1.5 points/m 2 which is very small quanity. Moreover, the scan frequency ( f ) and the aircraft speed (V ) show Table 8 . As shown in Table 8 , minimum, maximum and the average of the flight duration values have improved over the results of GA. Due to this improvement, which occurs to some of the values, the standard deviation has become larger. The obtained parameters of flight planning are shown in Table 9 . Flight plan, which shows the flight strips, is drawn for the simulated and LSC AOIs and shown in Figures 10 and 11 . Point S in the figures shows the starting point of aerial operation on map for data acquisition and the arrow indicates the flying direction on the first flight line which is originating from point S. Easting (meters)
Northing (meters) S
It is interesting to observe in Figure 11 that GA detects the flight direction along the longest direction of LSC AOI. The longest direction is reported more economical by other authors also than any other direction, as it results in minimum number of turns [32, 33] . However, also for an AOI as for simulated AOI in Figure 10 , which is not significantly elongated the GA detects the most optimal direction for the given data requirements.
A note on minimum number of runs for an algorithm
An algorithm, with certain population count and probable number of outliers, should be run a minimum number of times and the best results thus obtained should be used as the initial value to the classical method. It is expected that with the initial values of starting point, the classical method will converge to the local optimum, which should be at least the same or better than the optimum reported by the GA.
Considering the two possibilities that a solution obtained by GA is either an outlier or a correct one, the probability of obtaining at least one correct solution as the successful event can be determined. For at least one correct solution with s p probability, the required number of runs k is calculated as: Therefore, out of 30 runs, if two runs provide results which are outliers, a minimum of four runs are required for the 99.99% probability that these four runs will contain at least one correct result. Therefore, the minimum integer numbers of runs required for the test problem corresponding to two algorithms (A BRCR and A BRCN ) are 3 and 1, respectively.
The calculation of minimum numbers of runs shown above is important for AOI which has large number of flight lines and thus demands higher computational time.
Conclusions
This that the suggested approach of flight planning using GA is successful and can be applied for the similar problems. This is a novel attempt to use GA for flight planning and has potential for commercial applications.
