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Abstract
We prove that for a class of constrained Poisson white noise fields, the scaling (continuum) limit exists
and equals Gaussian white noise, indexed by mean zero test functions. Under natural conditions on the Lévy
measure, the (Poisson) moments converge to their Gaussian counterparts.
© 2008 Elsevier Masson SAS. All rights reserved.
Résumé
Nous démontrons, pour une classe de champs bruit blancs contraints, que la limite continue (d’échelle)
existe et dèfinit un bruit blanc Gaussien, indexé par des fonctions test centrès. Sous des conditions naturelles
pour la mesure de Lévy, les moments (Poissoniens) convergent vers leurs correspondants Gaussiens.
© 2008 Elsevier Masson SAS. All rights reserved.
1. Introduction
The background to this paper is the possibility to obtain modular forms [6] as moments of
random fields on tori evaluated on points of finite order, see [1]. Consider a random field equation
LX = ξ
where L is a linear partial differential operator (in Rd ) with constant coefficients and ξ is a given
white noise of Poisson type, say ξ =∑αiδxi . A formal solution is obtained by defining
X =
∑
αiG(· − xi)
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torus, in real dimension two, and L is the Cauchy–Riemann operator ∂ := 12 (∂x +
√−1∂y):
∂X =
∑
αiδxi .
The periodicity of X requires the constraint, or gauge condition,
∑
αi = 0 to hold. This means
that the αi are no more independent. In particular the one-particle space has to be removed.
In a more general setting we study the convergence of constrained massless Poisson (noise)
fields to Gaussian white noise indexed by test functions with vanishing mean-value (∫ f = 0). It
is also shown that the moments converge, under appropriate conditions on the associated Lévy
measure.
Convergence of the noise implies convergence of
∑
αiG(·−xi) to the free Gaussian massless
field on the torus. The same goes for convergence of the moments.
2. Convolution semi-groups
For the background in probability and Fourier analysis the reader is referred to [2–5] and [7].
Let V be a finite dimensional real vector space of dimension d . The canonical pairing
Hom(V ,R) × V → R is denoted by (ξ, v) → 〈ξ, v〉. We fix a Euclidean inner product for V .
The corresponding norm is denoted by ‖ · ‖ and the dual norm for Hom(V ,R) is also denoted by
‖ · ‖. As for the normalization of Lebesgue measures we shall refer to the norm ‖ · ‖.
2.1. Definition. For a Borel probability measure μ on V its characteristic function (Fourier trans-
form) ϕ is defined by
ϕ(ξ) :=
∫
V
e
√−1〈ξ,v〉μ(dv), for ξ ∈ Hom(V ,R).
Its n-fold convolution μ∗n is defined by
μ∗n(A) := μ×n({(v1, v2, . . . , vn) ∈ V n;v1 + v2 + · · · + vn ∈ A}) for A ∈ Borel(V ),
where μ×n stands for the n-fold product of μ with itself.
Recall that ϕ(·)n is the characteristic function of μ∗n.
We have the following result on the behaviour of ϕ near the origin.
2.2. Lemma. Suppose that μ is a Borel probability measure μ on V with finite second order
moment and
∫
vμ(dv) = 0. Then for any ε, 0 < ε < 1, there exists δ > 0 such that |ϕ(ξ)| 
1 − 12 (1 − ε)
∫ 〈ξ, v〉2μ(dv) for all ξ ∈ Hom(V ,R) with ∫ 〈ξ, v〉2μ(dv) δ.
Proof. Using ex = 1 + x + ( 12 +
∫ 1
0 (1 − t)(etx − 1) dt)x2, we see that
ϕ(ξ) = 1 −
∫
V
1
2
〈ξ, v〉2μ(dv) +
∫
V
{ 1∫
0
(1 − t)(1 − e√−1t〈ξ,v〉)dt〈ξ, v〉2}μ(dv)
= 1 − 1
2
‖ξ‖2 +
〈
ξ ⊗ ξ,
∫
(1 − t)(1 − e√−1t〈ξ,v〉)v ⊗ v dt μ(dv)〉.[0,1]×V
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degenerate. Since μ has finite second order moment, the dominated convergence theorem leads
to
lim
ξ→0
∫
[0,1]×V
(1 − t)∣∣1 − e√−1t〈ξ,v〉∣∣‖v‖2 dt μ(dv) = 0.
Therefore, given ε, 0 < ε < 1, we can choose δ > 0 so that∫
[0,1]×V
(1 − t)∣∣1 − e√−1t〈ξ,v〉∣∣‖v‖2 dt μ(dv) < ε
2
whenever ‖ξ‖ δ.
In general we write N := {η ∈ Hom(V ,R): ∫ 〈η, v〉2μ(dv) = 0}. Then the claim holds on any
complementary subspace of N . On the other hand ϕ(ξ + η) = ϕ(ξ) for all η ∈ N . Thus the claim
is valid also for the degenerate case. 
2.3. Remark. One immediately gets limn→∞ n(ϕ(ξ/
√
n )− 1) = −C(ξ)/2 and the central limit
theorem limn→∞ ϕ(ξ/
√
n )n = e−C(ξ)/2 where C(ξ) := ∫ 〈ξ, v〉2μ(dv).
We next discuss a uniform estimate of ϕ away from the origin.
2.4. Lemma. Let μ be a Borel probability measure on V . Suppose μ is absolutely continuous
w.r.t. Lebesgue measure. Then sup‖ξ‖>δ |ϕ(ξ)| < 1 for all δ > 0.
Proof. It is easy to see that if |ϕ(ξ)| = 1 for nonzero ξ , then μ is supported by a countable
union of hyperplanes in V . In particular, μ is not absolutely continuous. We know that this is not
the case, and thus |ϕ(ξ)| = 1 if and only if ξ = 0. The result now follows from the Riemann–
Lebesgue lemma. 
One observes the following
2.5. Lemma. Let μ be a Borel probability measure on V with finite second order moment. Sup-
pose μ is absolutely continuous w.r.t. Lebesgue measure. Then the bilinear form
(ξ, η) −→
∫
V
〈ξ, v〉〈η, v〉μ(dv)
defines a Euclidean inner product on Hom(V ,R) and hence, by duality, a Euclidean inner prod-
uct on V .
From now on, provided μ is absolutely continuous w.r.t. Lebesgue measure, we shall refer to
the inner product described in Lemma 2.5. Thus we have
‖ξ‖2 =
∫
V
〈ξ, v〉2μ(dv) for ξ ∈ Hom(V ,R) and
‖v‖ = max{〈ξ, v〉; ξ ∈ Hom(V ,R), ‖ξ‖ = 1} for v ∈ V.
Combining the lemmas so far we get
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pose that μ is absolutely continuous w.r.t. Lebesgue measure and
∫
vμ(dv) = 0. Then there exist
δ > 0 and 0 < c < 1 such that∑
np
tn
n!
∣∣ϕ(ξ)∣∣n  { et(1−‖ξ‖2/3), ‖ξ‖ δ,
c−pect |ϕ(ξ)|p, ‖ξ‖ δ,
for all t  0 and p  1.
The assumption in the next lemma holds if the density ρ is bounded.
2.7. Lemma. Let μ be a Borel probability measure on V with density ρ w.r.t. Lebesgue measure.
Suppose
∫
ρ(v)q dv < ∞ for some q , 1 < q  2. Then ∫ |ϕ(ξ)|p dξ < ∞ for all p  q/(q − 1).
Proof. This is an immediate consequence of the Hausdorff–Young inequality. 
2.8. Corollary. Let μ be a Borel probability measure on V with finite second order moment and
with density ρ w.r.t. Lebesgue measure. Suppose that
∫
vμ(dv) = 0 and ∫ ρ(v)q dv < ∞ for
some q , 1 < q  2. Then μ∗n has continuous density ρ∗n (n-fold convolution of function ρ) for
n q/(q − 1). Moreover if p  q/(q − 1), then
lim
t→∞ t
d/2e−t
∑
np
tn
n!ρ
∗n(
√
tu − v) = (2π)− d2 e− 12 ‖u‖2, for all u,v ∈ V,
where the convergence is uniformly bounded in the sense that
lim sup
t→∞
td/2e−t sup
v∈V
∑
np
tn
n!ρ
∗n(
√
tu − v) (2π)− d2 , for all u ∈ V.
Proof. The characteristic function of μ∗n equals ξ → ϕ(ξ)n, which, by Lemma 2.7, is integrable,
provided n  q/(q − 1). The (inverse) Fourier transform 1
(2π)d
∫
ϕ(ξ)ne−
√−1〈ξ,v〉 dξ gives the
continuous modification ρ∗n for the density function of μ∗n. Due to Lemma 2.6 we have
λt (v) :=
∑
np
tnρ∗n(v)
n! =
1
(2π)d
∫ ∑
np
tn
n!ϕ(ξ)
ne−
√−1〈ξ,v〉 dξ,
p  q
q − 1 , t  0, v ∈ V.
After breaking the region of integration into two parts: {ξ : ‖ξ‖ δ} and {ξ : ‖ξ‖ > δ}, with δ > 0
is chosen according to Lemma 2.6, we make a change of variable in the first part and get
td/2e−t λt (
√
tu − v) = 1
(2π)d
∫
‖ξ‖√tδ
e−t
∑
np
tn
n!ϕ(ξ/
√
t )ne−
√−1〈ξ,u−v/√t〉 dξ
+ t
d/2
(2π)d
∫
e−t
∑
np
tn
n!ϕ(ξ)
ne−
√−1〈ξ,√tu−v〉 dξ =: I + II.
‖ξ‖>δ
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√
t) = e−‖ξ‖2/2 and hence the
integrand in I converges to e−‖ξ‖2/2e−
√−1〈ξ,u〉 as t → ∞. By Lemma 2.6 and the dominated
convergence theorem, we see that
lim
t→∞ I =
1
(2π)d
∫
e−‖ξ‖2/2e−
√−1〈ξ,u〉 dξ = (2π)−d/2e−‖u‖2/2.
It is easily seen that lim supt→∞ supv∈V |I |  (2π)−d/2. As for the second term, Lemma 2.6
implies that
|II| (2π)−dc−p
∫
‖ξ‖>δ
∣∣ϕ(ξ)∣∣p dξ td/2e(c−1)t ,
where c is as in Lemma 2.6. This completes the proof. 
2.9. Remark. One also infers from the discussion above that limn→∞ nd/2ρ∗n(
√
nu − v) =
(2π)−d/2e−‖u‖2/2 for all u,v ∈ V .
3. Conditioned Poisson white noise
Let B be a standard measurable space and let ν be a finite positive measure on B without
point masses. We first introduce a Poisson random measure N on B with intensity ν. N is a
family of nonnegative integer valued random variables indexed by measurable subsets of B .
If A1,A2, . . . ,An are pairwise disjoint measurable subsets of B , then the joint distribution of
{N(A1),N(A2), . . . ,N(An)} is characterized by
E
[
z1
N(A1)z2
N(A2) . . . zn
N(An)
]
= e(z1−1)ν(A1)e(z2−1)ν(A2) . . . e(zn−1)ν(An), |z1| < 1, |z2| < 1, . . . , |zn| < 1. (3.1)
It is known that there exists a unique set valued realization of the Poisson random measure N .
To describe this fact precisely (see Lemma 3.3) we introduce the following
3.2. Definition. We use Config(B) to denote the space of all finite subsets in B . The measurable
structure is the smallest one which makes the mappings
Config(B) → R, ω → #(ω ∩ A)
measurable for all measurable subsets A of B . (#M denotes the number of elements in the finite
set M .)
3.3. Lemma. There exists a unique random variable X taking values in Config(B) such that
#(X ∩ A) = N(A) a.s. for each measurable subset A of B .
For a bounded measurable function g :B → C one can deduce from (3.1) that
E
[
z#X
∏
b∈X
g(b)
]
= exp
{∫
B
(
zg(b) − 1)ν(db)}, |z| < 1. (3.4)
This implies
E
[∏
b∈X
g(b); #X  p
]
= e−ν(B)
∑
np
1
n!
(∫
g(b)ν(db)
)n
, p  1. (3.5)B
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3.6. Lemma. Let f :Bn → C respectively g :B → C be bounded measurable functions. Then
E
[ ∑
b∈Xn=
f (b)z#X
∏
b∈X
g(b)
]
=
∫
Bn
f (b)
n∏
i=1
g(bi)ν
×n(db)zn exp
{∫
B
(
zg(b) − 1)ν(db)}, |z| < 1,
where An= stands for {b = (b1, b2, . . . , bn) ∈ An; bi = bj if i = j} (non-coincident points).
Proof. Let A1,A2, . . . ,An be pairwise disjoint measurable subsets of B . Then using the inde-
pendence and (3.4) we get
E
[
#(X ∩ A1)#(X ∩ A2) . . .#(X ∩ An)z#X
∏
b∈X
g(b)
]
=
∫
A1×A2×···×An
n∏
i=1
g(bi)ν
×n(db)zn exp
{∫
B
(
zg(b) − 1)ν(db)}.
If f is the indicator function for the product set A1 × A2 × · · · × An, then, since the Ais are
mutually disjoint, we see that for each ω ∈ Config(B)∑
b∈ωn=
f (b) = #{b: bi ∈ ω ∩ Ai for all i},
where the right-hand side is equal to #(ω ∩A1)#(ω ∩A2) . . .#(ω ∩An). Therefore the statement
holds for such f s. Finally exploiting the fact that, ν having no point mass, the product measure
ν×n does not have mass on the set of coincident points in Bn, we reach the desired equality. 
We immediately obtain the following
3.7. Corollary. Let f and g be as in Lemma 3.6. Then
E
[ ∑
b∈Xn=
f (b)
∏
b∈X
g(b): #X  p
]
=
{∫
Bn
f (b)
∏n
i=1 g(bi)ν×n(db)e−ν(B)
∑
kp−n 1k! (
∫
B
g(b)ν(db))k, 1 n < p,∫
Bn
f (b)
∏n
i=1 g(bi)ν×n(db) exp{
∫
B
(g(b) − 1)ν(db)}, p  n.
Let V be a finite dimensional real vector space equipped with a Borel probability measure μ,
as in Section 2, and T a standard measurable space equipped with a finite measure m. We are
interested in the following situation:
3.8. Assumption. The space B is the product vector bundle T × V −→ T over base T with
standard fibre V and the intensity ν is the product measure m × μ. The fibre measure μ has
finite second order moment and bounded continuous density ρ w.r.t. Lebesgue measure and∫
vμ(dv) = 0.
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all of the conditions in Corollary 2.8.
3.9. Definition. λpt (v) :=
∑
np
tn
n!ρ
∗n(v) for p  1, t > 0 and v ∈ V .
Here, the convergence is uniform and, by Remark 2.9, λpt (v) > 0 for all p  1, t > 0 and
v ∈ V .
We see by (3.5) that
E
[ ∏
(x,v)∈X
e
√−1〈ξ,v〉; #X  p
]
= e−t
∫
V
e
√−1〈ξ,v〉λpt (v) dv where t = m(T ). (3.10)
The conditional expectation E[· | #X  p, ∑(x,v)∈X v = u] has a nice continuous version with
respect to the parameter u ∈ V , since λpt (·) is continuous and strictly positive. To show this
precisely, we consider the disintegration of Lebesgue measure on V k with respect to the family
of affine subspaces{
v = (v1, v2, . . . , vk):
k∑
i=1
vi = u
}
, u ∈ V.
3.11. Definition. Let k be a positive integer. For each u ∈ V , μku denotes the Borel measure on
V k supported by the affine subspace {v: ∑ki=1 vi = u}, on which μku is k−d/2 times the Lebesgue
measure. (μ1u is the Dirac measure at u.)
The factor k−d/2 is obtained from the equality∫
V k
f (v)μku(dv) =
∫
V k−1
f
(
v1, . . . , vk−1, u −
k−1∑
i=1
vi
)
dv1 · · ·dvk−1, k  2.
If 1 n < k we have∫
V k
f (v1, v2, . . . , vn)
k∏
i=n+1
ρ(vi)μ
k
u(dv)
=
∫
V n
f (v1, v2, . . . , vn)ρ
∗k−n
(
u −
n∑
i=1
vi
)
dv1 dv2 · · ·dvn. (3.12)
In order to express the disintegration along the fibre {ω: ∑(x,v)∈ω v = u} in Config(B), we shall
make use of
3.13. Lemma. Let f :V n → C be a continuous function with compact support. Then∫
n
f (v)
n∏
i=1
e
√−1〈ξ,vi 〉 dv =
∫ ∫
n
f (v)μnu(dv)e
√−1〈ξ,u〉 du.V VV
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V n
f (v)
n∏
i=1
e
√−1〈ξ,vi 〉 dv
∫
V
λ(v)e
√−1〈ξ,v〉 dv =
∫
V
∫
V n
f (v)λ
(
u −
n∑
i=1
vi
)
dv e
√−1〈ξ,u〉 du,
where λ :V → C is integrable.
The straightforward proof is omitted.
To put emphasis on the independence between the T - and V -components, we introduce the
following notation.
3.14. Definition. T n × V n → Bn, (x,v) → x × v is the natural mapping, i.e.
x × v = ((x1, v1), (x2, v2), . . . , (xn, vn)).
With the help of Lemma 3.13, we derive from Corollary 3.7 (where g(x, v) = e
√−1〈ξ,v〉) and
(3.10) the following
3.15. Corollary. Let p  1 and t = m(T ). For each u ∈ V there exists a unique probability
measure Pu on Config(B) such that∫
Config(B)
∑
b∈ωn=
f (b)Pu(dω)
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∫
T n×V n f (x × v)m×n(dx)
∏n
i=1 ρ(vi)
λ
p−n
t (u−
∑n
i=1 vi )
λ
p
t (u)
dv, 1 n < p,∫
T n×V n f (x × v)m×n(dx)
∏n
i=1 ρ(vi)
λ1t (u−
∑n
i=1 vi )
λ
p
t (u)
dv
+ ∫
T n×V n f (x × v)m×n(dx)
∏n
i=1 ρ(vi)λ
p
t (u)
−1μnu(dv), p  n,
(3.16)
hold for all bounded measurable functions f :Bn → C. Moreover, Pu is supported by the fibre
{#ω p, ∑(x,v)∈ω v = u} and the system {Pu: u ∈ V } is a probability kernel for the conditional
expectation E[· | #X  p, ∑(x,v)∈X v].
Proof. By virtue of (3.12) we see that (3.16) consistently defines a projective system of mea-
sures which extends uniquely to a measure Pu on Config(B) thanks to the Daniell–Kolmogorov
theorem. (Note that the measurable structure for Config(B) is standard measurable.) The equal-
ity Pu({#ω p, ∑(x,v)∈ω v = u}) = 1 follows from (3.12). The last statement is a consequence
of Corollary 3.7 and (3.10). 
3.17. Remark. We evaluate that
∫
#(ω ∩ (T × {0}))Pu(dω) = ρ(0)m(T )λpt (0)−1 if p = 1 and
u = 0, and otherwise the integral vanishes. Hence with respect to Pu the samples ω do not meet
the zero section of the bundle T × V → T almost surely unless p = 1 and u = 0.
Let F :Bn → C be a bounded measurable function. We consider the disintegration F˜ :V n →
C of F with respect to the product measure m × μ, i.e.
F˜ (v) = m(T )−n
∫
n
F (x × v)m×n(dx).
T
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Config(B)
∑
b∈ωn=
F(b)Pu(dω) =
∫
Config(B)
∑
x×v∈ωn=
F˜ (v)Pu(dω). (3.18)
4. Scaling and central limit theorem
From now on we fix p  1 and a pair of measures m and μ, where the measure m is normal-
ized to have mass one, m(T ) = 1, and the measure μ satisfies the condition in Assumption 3.8.
We re-introduce t > 0 as the scaling parameter. The scaling V  v → t−1/2v ∈ V induces the
measure μ(
√
t ·) on V . At the same time we multiply the measure m by the factor t . We recall
that the probability measure described in Corollary 3.15 is characterized by the intensity ν and
the conditioning u ∈ V .
4.1. Definition. We denote by P tu, u ∈ V , the probability measure on Config(B) characterized
by (3.16) with ν = tm × μ(√t ·), while by Qtu, u ∈ V , the probability measure on Config(B)
characterized by (3.16) with ν = tm × μ.
The scaling V  v → t−1/2v ∈ V of the fibre V introduces a bundle isomorphism
Bn → Bn, x × v → x × (t−1/2v)
for each positive integer n and hence Config(B) → Config(B), ω → t−1/2ω. One easily gets
from (3.16) that if f : Config(B) → C is a bounded measurable function, then∫
Config(B)
f (ω)P tu(dω) =
∫
Config(B)
f
(
t−1/2ω
)
Qt√
tu
(dω). (4.2)
In order to describe the behaviour of P tu as t → ∞, we introduce a generalized random field.
4.3. Definition. For each bounded measurable function f :T → Hom(V ,R), define
Y(f,ω) :=
∑
(x,v)∈ω
〈
f (x), v
〉
, ω ∈ Config(B).
Using Corollary 3.15 and (3.18) one shows
4.4. Lemma. Let ξ ∈ Hom(V ,R). If f (x) = ξ for m-a.e. x, then Pu(Y (f ) = 〈ξ,u〉) = 1.
By this observation it suffices to consider f :T → Hom(V ,R) with zero m-mean, i.e.∫
T
f (x)m(dx) = 0. We easily see that
Y(f,ω)2 =
∑
(x,v)∈ω
〈
f (x), v
〉2 + ∑
x×v∈ω2=
〈
f (x1), v1
〉〈
f (x2), v2
〉
.
One finds the expression for Y(f,ω)k with general k in the proof of Corollary 4.9.
4.5. Lemma. Suppose that the fibre measure μ = ρ dv has moments of all orders, i.e.∫ ‖v‖kρ(v) dv < ∞ for all k. Let f :T → Hom(V ,R) be a bounded measurable function with
zero m-mean and let k1, k2, . . . , kn be positive integers. Then
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∑n
i=1 ki/2−n
∫ ∑
x×v∈ωn=
n∏
i=1
〈
f (xi), vi
〉ki P tu(dω)
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∫
V n
(
∏n
i=1
∫
T
〈f (x), vi〉kim(dx)ρ(vi)) λ
p−n
t (
√
tu−∑ni=1 vi )
λ
p
t (
√
tu)
dv, 1 n < p,∫
V n
(
∏n
i=1
∫
T
〈f (x), vi〉kim(dx)ρ(vi)) λ
1
t (
√
tu−∑ni=1 vi )
λ
p
t (
√
tu)
dv
+ ∫
V n
(
∏n
i=1
∫
T
〈f (x), vi〉kim(dx)ρ(vi))λpt (
√
tu)−1μn√
tu
(dv), p  n.
(4.6)
Proof. We obtain the result by applying (3.16) to functions on the form〈
f (x1), v1
〉k1 〈f (x2), v2〉k2 · · · 〈f (xn), vn〉kn, where k1, k2, . . . , kn are positive integers,
and then using (4.2). 
We note that (4.6) vanishes if at least one of the k1, k2, . . . , kn is 1 since
∫
T
f (x)m(dx) = 0 is
assumed in Lemma 4.5 and otherwise (k1 + k2 + · · · + kn)/2 − n 0.
4.7. Lemma. Let n 2 and let fi :V → C, i = 1,2, . . . , n, be integrable and square-integrable
with respect to Lebesgue measure. Then u −→ ∫
V n
∏n
i=1 fi(vi)μnu(dv) has a continuous modifi-
cation vanishing at ∞.
Proof. Calculating the Fourier transform of the function under discussion, then, by virtue of
Lemma 3.13, we get (2π)d(n−1)/2
∏n
i=1 f̂i (·), which is integrable, since n  2 and each of the
factors is bounded and square-integrable. Thus the result follows. 
Before claiming our main result we recall Assumption 3.8 and that the inner product is the
one described in Lemma 2.5.
4.8. Theorem. Suppose that the fibre measure μ = ρdv has finite moments of all orders∫ ‖v‖kρ(v) dv. Let f :T → Hom(V ,R) be a bounded measurable function with zero m-mean
and let k1, k2, . . . , kn be positive integers. Then
lim
t→∞
∫ ∑
x×v∈ωn=
n∏
i=1
〈
f (xi), vi
〉ki P tu(dω)
=
{
(
∫
T
‖f (x)‖2m(dx))n, if k1 = k2 = · · · = kn = 2,
0, otherwise.
Proof. It follows from Corollary 2.8 that
lim
t→∞
λkt (
√
tu − v)
λ
p
t (
√
tu)
= 1 and lim sup
t→∞
sup
v∈V
λkt (
√
tu − v)
λ
p
t (
√
tu)
 e 12 ‖u‖2 ,
for all 1 k  p and u,v ∈ V . Thus we get the conclusion for the case n < p from (4.6) and that∫ 〈ξ, v〉2ρ(v)dv = ‖ξ‖2. To handle the term containing the measure μn√
tu
, we use Lemma 4.7
and Corollary 2.8 for the case max{p,2} n. If p = n = 1, the argument is trivial and hence the
proof is complete. 
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orders. Let f :T → Hom(V ,R) be a bounded measurable function. Then
lim
t→∞
∫
e
√−1Y(f,ω)P tu(dω) = exp
{√−1〈ξ,u〉 − 1
2
∫
T
∥∥f (x) − ξ∥∥2m(dx)},
where ξ = ∫
T
f (x)m(dx).
Proof. Let k1, k2, . . . , kn be positive integers and k =∑ni=1 ki . For each partition Δ of the set{1,2, . . . , k} into subsets with ki elements, i = 1,2, . . . , n, we write
I (f,Δ,ω) :=
∑
x×v∈ωn=
n∏
i=1
〈
f (xi), vi
〉ki .
(In order to be definite, we may arrange so that k1  k2  · · · kn.) Then we get
Y(f,ω)k =
( ∑
(x,v)∈ω
〈
f (x), v
〉)k = ∑
partitions
I (f,Δ,ω),
where Δ runs through all partitions of the set {1,2, . . . , k}. We now see by Theorem 4.8 that if∫
f (x)m(dx) = 0, then
lim
t→∞
∫
Y(f,ω)kP tu(dω) =
{
k!
2k/2(k/2)! (
∫
T
‖f (x)‖2m(dx))k/2, if k even,
0, otherwise,
which characterizes a unique Gaussian distribution. Combining with Lemma 4.4 we reach the
statement. 
4.10. Example. Let Zt be a V -valued Lévy process with characteristic ϕ(·) − 1, i.e.
E
[
e
√−1〈ξ,Zt 〉]= et(ϕ(ξ)−1), ξ ∈ Hom(V ,R), t > 0.
Then the scaled process (
√
εZt/ε,0 t  1) under the condition: Zt jumps at least p times up
to time t = 1/ε and Z1/ε = ε−1/2u converges in law to a pinned Brownian motion Bt with mean
E[Bt ] = tu and covariance E[(Bt − tu)(Bs − su)] = s(1 − t), 0 s  t  1 as ε → 0.
Proof. One way to realize Zt , 0  t  1, is to find a measurable mapping ψ :T → [0,1] so
that m({x ∈ T ; ψ(x)  t}) = t (this is possible because T is a standard measurable space and
m has no point mass) and then set Zt :=∑(x,v)∈X, ψ(x)t v. In this picture one may regard X
as describing the jumps of the Lévy process Zt . With respect to the measure Pu described in
Corollary 3.15 the process Zt jumps at least p times up to time t = 1 and moreover it is pinned
to u ∈ V at time t = 1. 
4.11. Remark. The results above can be extended to complex vector spaces V . We start from a
(even-dimensional) real vector space with a complex structure J , such that∫
〈ξ, Jv〉2μ(dv) =
∫
〈ξ, v〉2μ(dv) for ξ ∈ Hom(V ,R).
V V
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V
〈ξ, Jv〉〈η, v〉μ(dv) +
∫
V
〈ξ, v〉〈η,Jv〉μ(dv) = 0 for ξ, η ∈ Hom(V ,R).
We extend the index of the random field Y to measurable functions f :T → Hom(V ,C):
Y(f,ω) :=
∑
(x,v)∈ω
〈
f (x), v
〉
, ω ∈ Config(B).
Here the pairing 〈ξ, v〉 is considered for ξ ∈ Hom(V ,C) and v ∈ V . We introduce subspaces:
Hom1,0(V ,C) := {ξ ∈ Hom(V ,C): ξ ◦ J = √−1ξ},
Hom0,1(V ,C) := {ξ ∈ Hom(V ,C): ξ ◦ J = −√−1ξ}.
Then Hom(V ,C) = Hom1,0(V ,C) ⊕ Hom0,1(V ,C). We have that
if ξ, η ∈ Hom1,0(V ,C) (or ξ, η ∈ Hom0,1(V ,C)) then ∫
V
〈ξ, v〉〈η, v〉μ(dv) = 0.
Note that if ξ ∈ Hom1,0(V ,C) then ξ ∈ Hom0,1(V ,C) and∫
V
∣∣〈ξ, v〉∣∣2μ(dv) = 2 max{∣∣〈ξ, v〉∣∣2; v ∈ V, ‖v‖ = 1}.
The limit generalized random field, say Z, is complex Gaussian and
E
[
Z(f )2
]= 0, E[∣∣Z(f )∣∣2]= ∫
T×V
∣∣∣∣〈f (x) − ∫
T
fm,v
〉∣∣∣∣2m(dx)μ(dv)
for bounded measurable functions f :T → Hom1,0(V ,C).
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