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ABSTRACT 
Different measures of association are studied and compared with 
respect to their performance and reliability in applying to polytomous 
data having an underlying distribution of normal through a Monte Carlo 
study. The effects of skewness, number of categories, sample size and 
magnitude of the true correlation on the estimates are analyzed and 
discussed. the analysis further extends to the situation where the 
underlying distribution deviates from normal. In particular, the 
elliptical-t distribution is considered as a possible choice. 
It can be observed from the results of the Monte Carlo studies that 
the polychoric correlation coefficient is the best measure among the 
different kinds of measures of association discussed. Furthermore, it 
is quite robust against the assumption of normality of the underlying 
distribution except that normality of the estimate seems to be a little 
bit unstable as shown in the elliptical-t case. However, care should be 
taken when applying the polychoric correlation coefficient as the 
estimation process may diverge in the case where the variables are 
highly correlated. 
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Chapter 1 
Introduction 
In the behavioral sciences, researchers frequently encounter data 
that are recorded with only a few scale steps. Typical cases are 
attitude items, rating scales and Likert items that exist in the fields 
of medical science, psychology and marketing. For example, in 
questionnaire design, questions asked about attitude items are usually 
on scales like 
disagree, neutral, agree (1.1) 
or 
disagree strongly, disagree, neutral, agree, agree strongly • (1.2) 
One of the most versatile approach adopted by nonrigorous 
statisticians to analyze this kind of data is to assign integer values 
to each category (e.g. , 1, 2 and 3 for (1.1) and 1, 2, 3, 4 and 5 for 
(1.2)) and proceed in the analysis as if the data had been measured on 
an interval scale with the desired distributions. Although many 
statistical methods seem to be fairly robust against this kind of 
deviation from the distributional assumptions, there are many situations 
that may lead to erroneous results, Olsson (1979b) showed that due to 
the biased estimates of the correlation, the application of factor 
analysis to this kind of discrete data may lead to erroneous conclusions 
and it is expected that the applications of principal component 
analysis, multiple correlations and canonical correlation analysis may 
lead to incorrect results as well because these statistical methods also 
1 
depend heavily on the estimation of the correlations. Hence, it is of 
practical importance to determine which correlation estimate is reliable 
for analyzing this kind of data. 
Some statisticians suggested the use of nonparametric measures to 
estimate the association between these variables (see e.g., Kendall & 
Gibbons, 1990; Gibbons, 1993). One measure is the Spearman rank 
correlation coefficient. The Spearman rank correlation coefficient 
(Gibbons, 1971) Is merely another version of the commonly used Pearson 
product-moment correlation coefficient with the actual observations 
replaced by their corresponding ranks. Another nonparametric measure of 
association that describes the relationship between two variables is 
Kendall's tau. Specifically, Kendall's tau (Gibbons, 1993) measures the 
association between the two variables as the proportion of concordant 
pairs minus the proportion of discordant pairs in the samples. When 
tied observations exist, the maximum value of the absolute value of 
Kendall's tau no longer equals one, and hence, Kendall's tau-b (Gibbons, 
1993) is introduced to adjust for this problem. To apply the Spearman 
rank correlation coefficient and Kendall's tau-b to the ordinal data, 
Brown & Benedetti (1977) gave the formulae for calculating the estimates 
and their asymptotic standard errors in the case of a two-way 
contingency table constructed from the ordinal data. 
As another approach to measure the association, a continuous 
distribution may be assumed to underlie the latent variables. Under the 
normality assumption on the distribution of the underlying latent 
variables, the maximum likelihood estimate for the polychoric 
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correlation coefficient has attracted a lot of attention. Pearson 
(1901) suggested the measure of bivariate normal correlation based on 
data from a 2 x 2 contingency table of which was called the tetrachoric 
correlation coefficient. Tallis (1962) studied the problem of maximum 
likelihood estimation for the polychoric correlation coefficient in a 
two-way 3 x 3 contingency table. Martinson & Hamdan (1971) and Olsson 
(1979a) extended the tetrachoric correlation coefficient to the 
polychoric correlation coefficient for a general two-way r x s 
contingency table. Lee (1986) further extended Olsson,s method to 
three-way r x s x t contingency tables. Poon & Lee (1987) considered a 
general multivariate model that subsumes all previous cited models as 
special cases. 
In this thesis, the performance of different measures of 
association for polytomous variables are compared and discussed through 
Monte Carlo studies. 
In the following chapter, the formulae for calculating the Pearson 
product-moment correlation coefficient, the Spearman rank correlation 
coefficient and Kendall's tau-b as well as their asymptotic standand 
errors obtained by the Delta Method (see e.g., Agresti, 1984; Brown & 
Benedetti, 1977; Goodman & Kruskal, 1972) are stated. In addition, the 
algorithm for obtaining the polychoric correlation coefficient and its 
asymptotic standard error are given. 
In chapter 3, the case where the underlying distribution of the 
latent variables being normal is considered. By the fact that typical 
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number of categories are odd and that it is not unusual for the number 
of categories to be the same for attitude items throughout the entire 
questionnaire, we consider the performance of different measures under 
the situation where the number of categories is 3 and 5. In addition, 
three different types of true correlation are analyzed, they are 0.0 
where the variables are independent； 0.5 where the variables are 
moderately correlated and 0.9 where the variables are highly correlated. 
As the polytomous variables may not be symmetric in practical situation, 
the effects of different skewness of the variables on the estimates will 
also be studied. 
The simulation study in chapter 3 focuses on latent variables 
which are normally distributed. It is of interest to investigate 
whether the results will be similar when this distributional assumption 
is violated. In chapter 4, the robustness of the different measures of 
association against the normality assumption is studied. A deviation 
from the normal distribution, the elliptical-t distribution, is 
considered. Simulation studies of the elliptical-t distribution with 
different degrees of freedom are done to illustrate their effects on the 
performance of the different measures of association for polytomous 
variables. 
Lastly, chapter 5 summarizes the findings of the Monte Carlo 
studies and gives some possible directions for further research. 
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Chapter 2 
Measures of Association for Polytomous Variables 
This chapter introduces several measures of association for 
polytomous variables, namely the Pearson product-moment correlation 
coefficient, the Spearman rank correlation coefficient, Kendall's tau-b 
and the polychoric correlation coefficient. Formulae for calculating 
these measures and their corresponding standard errors in the two-way 
contingency table will be given. 
§2.1 Notations 
To simplify the notation, all measures are defined by their sample 
analogs. 
Let a ^ denote the observed frequency in cell (i,j) in an I x J 
contingency table. Then the ith row total, r " is 
r = I a , (2.1.1) 
i j i j 
the jth column total, c., is 
c = 7 a (2.1.2) 
j ij 
and the total frequency, N, is 
N = Y： V a . (2.1.3) 
ij 
Let 






 k l 
k<i l<j k>i l>j 
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D = i : i a + y j : a , (2.1.5) 
i j 厶 厶 lcl 厶 厶 kl J
 k>i 1<j k<i 1>j 
and 
P = E E a. A. . , (2.1.6) 
i j
 1 J 1 J 
Q = y y a D • (2.1.7) 
, . i j ij 
i J 
Then A is the total frequency of the cells whose indices are either 
i j 
both greater or both smaller than (i, j) and D is the total frequency 
of the cells that have one index greater and one index smaller than 
(i, j). Thus P is twice the number of agreements and Q is twice the 
number of disagreements in the ordering of the cell indices when all 
pairs of observations are compared. The definitions of P and Q exclude 
ties, where ties are defined as pairs of observations sharing at least 
one common index. 
§2. 2 Pearson product-moment correlation coefficient 
For any paired observations (xl(k),x2(k)) of size N, the Pearson 
product-moment correlation coefficient (Conover, 1980) is defined as 
V (xl(k)-xl)(x2(k)-x2) 
r








1 / 2 
where 
xl = Y xl(k)/N , x2 = J x2(k)/N . (2.2.2) 
k k 
For polytomous pairs of observation zl(i) and z2(j), where z l ( i ) = 
i and z2(j) = j, the Pearson product-moment correlation coefficient 
(Brown & Benedetti, 1977) becomes 
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I. E . a ^ C i - D C j - j ) 
c





1 / 2 
where 
T = [ ir /N and J = I jc /N • (2.2.4) 
i
 1 ；
 j ' 









(r ) = — E I a..{ w(i-I)(j-j) - ^ [(i-T)
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 = ；[； r (i-T)
2
 E c.(J._了产《 (2.2.6) 
^ i J 
i j 
To test the null hypothesis that the corresponding population 




), (Brown & 
Benedetti, 1977) given p = 0 is used, which is 
C 
0














 1 J 1 J
 ？ • (2.2.7) 
。 ° E. r.(i-I)
2
 E . c.(j-j)
2 
I I J J 
§2.3 Spearman rank correlation coefficient 
The Spearman rank correlation coefficient (Brown & Benedetti, 
1977) is defined as 
E. I. a. R(i)C(j) 
r = ^ ~ ^ , (2.3.1) 
s




r c . N 
R(i) = E r + - I and C(j) = I 〜 + 4
 _
 2 . (2.3.2) 
k<i K j “ 




(r ) = — i - iY Y a (wv' -vw' )
2





2 4 ^ ^ ij ij ij 
N W i j 
where 
v - V J] a R(i)C(j) , (2.3.4) 
i J
 U 






 , (2.3.5) 
i j 






+ V y a C(l) + E E a R(k)] , (2.3.6) 
6 h lcl ^ ^ kl 
1 k>i k 1> j 






- E , (2.3.7) 
i j 96w ^ k j ^ 1 i 
V' = y y a v' /N (2.3.8) 
. . I J IJ 
and 
w' = 7 V a w' /N . (2.3.9) 
^
 u
 ij ij 、 
i j 
To test the null hypothesis that the corresponding population 
parameter p is zero, the modified asymptotic variance, s (r ), (Brown & 
s O S 




(r ) = — V y a (v' — V' )
2
 , (2.3.10) 
0 s
 n V i 7
 i j i j 
where w, v' and v' are defined in (2.3.5), (2.3.6) and (2.3.8). 
i j 
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§2.4 Kendall* s tau-b 















1 / 2 
1 1 j J 
2 
The asymptotic variance of Kendall's tau-b, sj、）， (Brown & 
Benedetti, 1977) is 
s
2
( t ) = — E E a Z
/ 2
 - - (Z' )
2










Z' = 2Nw(A -D ) + Nt [r (N
2
- I cf) + c.(N
2
- E r^)] , (2.4.3) 























Z' = V y a Z' /N • (2.4.5) 
L L ij ij 
i j 






), (Brown & Benedetti, 1977) given = 0 is 
used, which is 









( t ) = _
 1 j
 “__
1 J 1 J







- E .《） 
§2.5 Polychoric correlation coefficient 
The polychoric correlation coefficient, p^, is the correlation 
among variables which are continuous but observable only in polytomous 
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form. 
Let X = ( X , X )
T
 be a 2 x 1 latent continuous random vector which 
1 2 
rsj 
is distributed according to N[ 0, R ] where 0 is the 2 x 1 mean vector 
〜 .〜 
and R is the 2 x 2 correlation matrix of X with off-diagonal element p , 
and Z = { Z ^ Z^)
7
 be a 2 x 1 polytomous random vector defined by 
Z = i if a ^ X < a (2.5.1) 
1 1, i 1 1,i+l 
and 
Z = i if a ^ X < a (2.5.2) 
2
 J
 2’j 2 2,j+l 





 ! = 一 \
 I + 1
 ~
 a




Suppose that the values of X. are unobservable and consider a 
random sample of Z of size N. This random sample gives the frequencies 
of a 2-way contingency table, where the observed frequency of the (i, j) 
th cell is denoted by a , 
i j 
Let 
？ (G) = Pr(Z = i, Z =j) (2.5.3) 
i j 1 2 
be the probability that an observation falls into the (i, j) th cell, 
and 0 is the parameter vector 
e = ({a .; i = 2 I>, {a •； j = 2, J}, p )丁 . （2.5.4) 
1,i 2,J P 
〜 
Alternatively,专「（0) can be expressed as 
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? u ( e )
 = P r (
a i i
 ^ < a





 < 气’」+1) 
rsj 
= $ (a , a
 s
 : p ) - $ (a . , a ; p ) 
2 1,i+l 2,j+l 广p 2 1,i+l 2,j p 
- $ (a , a ； p ) + $ (a
 s
, a ; p ) , (2.5.5) 


















2 1 2 p
 j _00 J _00 〜 〜 “ 
is the distribution function of a standard bivariate normal distribution 
with correlation matrix R. 
To obtain an estimate of 0’ the method of maximum likelihood 
〜 
estimation (Poon & Lee, 1987) is employed. 
The likelihood function of the random sample is proportional to 
I J a.. 
n n 、 . ⑷
 1J




The maximum likelihood estimate of the parameter vector G is the vector 
A 
e that maximizes (2.5.7), or equivalently minimizes the function 
I J 
L(e) = - V V a In C (0) • (2.5.8) 
^ ^ i j i j 〜 i=l j=l 〜 
Since the minimum of (2.5.8) cannot be obtained in closed form, the 
scoring algorithm (see e.g., Lee & Jennrich, 1979) is used. The basic 
step of the scoring algorithm is given by 
Ae = - r K e ) "
1
^ ^ ) , (2.5.9) 
rsj r>j r\j r>j 
where y is a step-size parameter, L(0) is the gradient vector 
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aL(e). 
L O ) = (2.5.10) 
90 
and 1(0) is the information matrix 
rs/ 
a L O ) aL(e) 
K e ) = E ( • (2.5.11) 
〜 50 50 
八 
Under mild regularity conditions, the asymptotic distribution of 0 
is multivariate normal with mean vector Q and covariance matrix equal to 
〜 
the inverse of the information matrix. Therefore, replacing 1(0) by 
〜 
1(9), the final iteration of the scoring algorithm gives not only the 
r>j 
A 
maximum likelihood estimate 9 of 0 but also the asymptotic covariance 
〜 〜 A 
matrix of 6 and hence the estimated standard errors of the estimates. 
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Chapter 3 
Monte Carlo Study of Measures of Association for Polytomous Variables 
with 
Multivariate Normal Distribution 
The purpose of this chapter is to study and compare the 
performance of the Spearman rank correlation coefficient, Kendall's 
tau-b and the polychoric correlation coefficient through Monte Carlo 
study with multivariate normal as the underlying distribution. The 
effects of skewness, number of categories, sample size and magnitude of 
the true correlation to the performance of these measures are analyzed. 
§3.1 Design 
Let X = (X , X , … ， X )
T
 be a p (p = 6) x 1 latent continuous 
1 2 p 
random vector such that 
X 〜N[ 0， R ] , (3.1.1) 
〜 〜 
where 0 is a p x 1 zero mean vector and R is a p x p correlation matrix 
〜 
in the form 
1.0 ‘ p 
.. , (3.1.2) 
_ p '1.0 • 
where p € {0.0, 0.5, 0.9}. 
A random sample x , x , . . . , x of size N (N € {100, 500, 1000}) 
广 〜l 〜2 〜
N 
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are generated from N[ 0, R ] using IMSL (1991) subroutine DRNMVN, where 
x = (x , x x ) . The simulated sample is transformed to a 
i il i2 ip 
fsj 
polytomous random sample z , z , • • • , z of size N defined by 
J
 1 2 N 
z = k(j) if a 彡 x < a , … （3.1.3) 
ij
 J
 j,k(j) ij j,k(j)+l 
for i = 1, 2, N; j = 1, 2’ … ， p and k(j) = 1 ， 2 , .,., c (c € {3, 
5}) for all j, where the thresholds a are the k(j) th element of 
j, k (j) 






 = ( 一 o o ， -0.75, -0.25, +oo) 












 = (-oo, +0.25， +0.75, +oo) 
5 6 
rs/ 
for c = 3 and 
a
T













 = (-co, - 0 . 2 5， + 0 . 2 5 , + 0 . 7 5 , + 1 . 2 5 , +oo) 
5 6 
for c = 5, such that the first two variables are skewed to the left, the 
second two variables are symmetri.c and the last two variables are skewed 
to the right. 
To estimate the correlation matrix R, the Spearman rank 
correlation coefficient, Kendall's tau-b and the polychoric correlation 
coefficient are calculated according to the formulae stated in sections 
(2.3), (2.4) and (2.5) using the = = 15 two-way 
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In estimating the polychoric correlation coefficient, the maximum 
number of iterations allowed is fixed at 30, the maximum number of 
step-halving is fixed at 30 and the tolerance level for convergence is 
0.005. For most purposes, these values are admissable. 
The simulation is done with m (m = 100) replications. 
To evaluate the performance of the three measures, six criteria 
are introduced: 
(1) Mean of the estimate, F, which is defined as 
m 
fsj 
F = — (3.1.6) 
m 
where r , is the estimate of p in the i' th replication, 
i 
If r « p, the estimate is accurate. 
(2) Root Mean Square compared with the true correlation p, RMS^ 





RMS = — . (3.1.7) P
 L m 
If RMS is small, the estimate is close to the true 
P 
correlation which implies that the estimate is accurate. 
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(3) Root Mean Square compared with the Pearson product-moment 
correlation coefficient r, RMS 
r 
r m T1/2 〜 2 
？ ( V - 1 V ) 
RMS = ^ , (3.1.8) 
r 
m 
where r , is calculated from the continuous random sample x ， x , i' i d * 〜 fsj 
… ， x by formula (2.2.1) in section (2.2), 〜n
 J 
For normally distributed X, r is the maximum likelihood 
estimate of p, so it is reasonable to consider r as the best 
estimate of correlation attainable. Hence, if RMS is small, the 
r 
estimate is close to r which implies that the estimate is 
accurate. 
(4) Ratio of Mean Standard Error to Empirical Standard Deviation, 
RATIO 








 m i1/2 
� 一 ？ 
E ( r ^ - D
2 
SD = — (3.1.11) 
m - 1 
and the asymptotic standard error, SE, are calculated according to 
the formulae given in sections (2.3), (2.4) and (2.5). 
If the ratio is close to 1, the estimated standard error is 
accurate. 
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(5) Proportion of t being rejected, PROP 
Let 
r. ,-p 
t = -J (3.1.12) 
i' SEi, • 
Proportion of t being rejected is the proportion of It^ | > 
where z is the upper a/2 probability point of N[ 0, 1 ]. As a 
a/2 
common practice, we take a = 0.05. 
If the proportion is close to a, it indicates that the type I 
error is controlled at the desired level in testing the null 
hypothesis about the value of p. 
(6) Significant probability of the Kolmogorov-Smirnov one-sample test, 
SP 
To test the null hypothesis of t ~ N[ 0’ 1 ], the Kolmogorov-
Smi rnov one-sample test is used. 
Let D be the Kolmogorov-Smirnov one^sample test statistic. 
m 
Following Gibbons (1971), 
i, 










where t , is the ordered statistic of t and $ is the N[ 0, 1 ] 
(i ) 
distribution function, and the limiting distribution of D is 
m 
lim P(D ^ — ) = L(u) (3.1.14) 
m / — 
m->oo V M 
for every u ^ 0, where 
L(u) = 1 - 2 J ( - l )
i _ 1
e
_ 2 i 2 u 2
 . (3.1.15) 
i=l 
If the significant probability > type I error level a = 0.05, 
t ~ N[ 0, 1 ] is not rejected at a = 0.05. 
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§3.2 Results and Findings 
The results of the simulation study are summarized in Table 













o and p are not reported in these tables. The detailed results for 
these parameters will be available upon request. The reason is that 
from the results of the simulation study, the estimates for p ^ P
3 2
» 
o and p are similar and they have the same characteristics of 
42 
skewness, i.e., they are correlations between variables of which one is 
skewed to the left and one is symmetric, so only the estimates for 












represented by p ^ . 
From the simulation study, there are several findings on the three 
measures of association： 
(1) Underestimation (Table 3.la-c) 
For the Spearman rank correlation coefficient, it 
underestimates when the true correlation is 0.9 and 0.5. The 
extent of underestimation is larger for 3 categories than that for 
5 categories. When the true correlation is 0.0, underestimation 
does not exist. 
For Kendall's tau-b, the problem of underestimation exists 
when the true correlation is 0.9 and 0.5. The extent for 3 
categories is larger than that for 5 categories. Compared with 
the Spearman rank correlation coefficient, the extent of 
18 
underestimation is larger for Kendall,s tau-b than for the 
Spearman rank correlation coefficient. When the true correlation 
is 0.0, the problem does not exist. 
For the polychoric correlation coefficient, there is no such 
problem of underestimation as in the case of the Spearman rank 
correlation coefficient and Kendall's tau-b. 
(2) Sensitivity to the Skewness of the variables (Table 3.1a_3.3c, 
3.5a-c) 
For the Spearman rank correlation coefficient, the estimate 
is relatively worse for those variables with skewness in 
opposite directions (e.g., ) when the true correlation is 0.9 
51 
and 0.5. Hence, the estimate is sensitive to the skewness of the 
variables. However, when the two variables are independent, the 
estimate is insensitive to the skewness of the variables. 
For Kendall's tau-b, the results are similar. The estimate 
is sensitive to the skewness of the variables. The performance is 
relatively worse for those variables with skewness in opposite 
directions when the true correlation is 0.9 and 0.5. When the 
true correlation is 0.0, the estimate is insensitive to the 
skewness of the variables. 
For the polychoric correlation coefficient, the estimate is 
insensitive to the skewness of the variables except for the case 
where the number of categories is 3 , the true correlation is 0.9 
and the sample size is 100. In this case, the estimate is 
relatively worse for those variables with skewness in opposite 
directions. 
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(3) Effect on the Number of categories (Table 3.1a-3.3c, 3.5a-c) 
For the Spearman rank correlation coefficient and Kendall's 
tau-b, since the extent of underestimation is larger for 3 
categories than that for 5 categories when the true correlation is 
0.9 and 0.5, the estimate performs better for 5 categories than 
for.3 categories. 
For the polychoric correlation coefficient, most of the 
estimates for 5 categories are slightly better than that for 3 
categories for fixed sample size and true correlation. 
(4) Effects on Sample size (Table 3.2a-3.6c) 
For the Spearman rank correlation coefficient for fixed 
number of categories, when the true correlation is 0.9, the 
estimates for 1000 samples, 500 samples and 100 samples do not 
have significant difference; when the true correlation is 0.5’ 
the estimates for 1000 samples and 500 samples do not have 
significant difference but they are relatively better than the 
estimate for 100 samples; when the true correlation is 0.0, the 
estimate for 1000 samples is better than that for 500 samples 
which is in turn better than that for 100 samples. 
For Kendall's tau-b for fixed number of categories, when 
the true correlation is 0.9, the estimates for 1000 samples, 500 
samples and 100 samples do not have significant difference; when 
the true correlation is 0.5, the estimates for 1000 samples and 
500 samples do not have significant difference but they are better 
than the estimate for 100 samples； when the true correlation is 
20 
0.0, the estimate for 1000 samples is better than that for 500 
samples which is in turn better than that for 100 samples. 
For the polychoric correlation coefficient, the estimate for 
1000 samples is better than that for 500 samples which is in turn 
better than that for 100 samples for fixed number of categories 
and true correlation. 
(5) Effects on the Magnitude of true correlation (Table 3.2a-3.6c) 
For both of the Spearman rank correlation coefficient and 
Kendall's tau-b, the performance of the estimate is the best for 
true correlation of 0.0 among the three types of true correlation 
for fixed number of categories and sample size. 
For the polychoric correlation coefficient, the performance 
for true correlation of 0.9 is better than that for 0.5 which is 
in turn better than that for 0.0 for fixed number of categories 
and sample size for most cases. 
(6) Accuracy of the estimated Standard error (Table 3.4a-c) 
In all of the cases studied in this chapter, the ratio of MSE 
to SD is close to 1 which indicates that the estimated standard 
errors of the different estimates are accurate. 
(7) Proportion of t being rejected (Table 3.5 a-c) 
For the Spearman rank correlation coefficient and Kendall's 
tau-b, the proportion all exceeds 0.05 significantly which 
indicates that in testing the null hypothesis about the value of 
p, the null hypothesis is always wrongly rejected. When the true 
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correlation is 0.0, the proportion keeps at a level which is 
around 0.05 indicating that the type I error is at an appropriate 
level. 
For the polychoric correlation coefficient, the proportion 
keeps at a level around 0.05 no matter what is the true 
correlation indicating that the type I error is at an appropriate 
level. 
(8) Test for Normality (Table 3.6 a-c) 
In testing the null hypothesis that t 〜 N [ 0, 1 ] for 
the Spearman rank correlation coefficient, normality is rejected 
for all cases when true correlation does not equal 0.0. However, 
when the true correlation is 0.0, normality is not rejected for 
most cases. 
For Kendall's tau-b, similar results are obtained. When true 
correlation does not equal 0.0, normality is rejected for all 
cases. But when true correlation equals 0.0, normality is not 
rejected for most cases. 
For the polychoric correlation coefficient, normality is not 
rejected in most cases. In addition, it is insensitive to the 
skewness of the variables. 
(9) Comparison of the Three types of measures (Table 3.la-3.6c) 
Comparing the three types of measures, the polychoric 
correlation coefficient is the best when the true correlation is 
0.9 and 0.5 due to the accuracy of the polychoric estimate and the 
insensitivity of the estimate to the skewness of the variables. 
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In these situations, both of the Spearman rank correlation 
coefficient and Kendall's tau-b underestimate, reject normality 
and are sensitive to the skewness of the variables, and in 
addition, Kendall’s tau-b is always the worst as its 
underestimation extent, proportion being rejected is larger and 
the significant probability is smaller. When the true correlation 
is 0.0, the three measures have similar results. 
§3.3 Discussion 
§3.3.1 Underestimat ion 
For the Spearman rank correlation coefficient and Kendall's tau-b, 
underestimation occurs when the true correlation is not equal to 0.0. 
One of the possible reasons may be due to loss of information in the 
polytomization process. Since both of the Spearman rank correlation 
coefficient and Kendall's tau-b use only information on the observed 
cell frequency a., in the estimation process, this treats every point in 
the (i, j) th cell equally. Hence, the magnitude of the estimated 
correlation tends to be underestimated. 
In figure 3.1, consider the (i, j) th cell in a two-way 
contingency table, all of the five points 1, 2, 3， 4 and 5 will be 
treated as the same no matter where they locate. 
Consider an example of a 3 x 3 two-way contingency table where the 
true correlation p = p。> 0.0, the points will be concentrated in the 
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shaded region (see figure 3.2a). Polytomization tends to exert a 
stretching effect to the shaded region and reshape it as the one shown 
in figure 3.2b. Hence, this leads to underestimation of the magnitude 
of the true correlation. 
In the case where the true correlation is 0.0, the points will be 
evenly distributed in the shaded region as shown in figure 3.3 and the 
problem of underestimation does not exist In this case. 
§3.3.2 Effects on the Number of Categories 
From the simulation study, it can be seen that the estimate 
performs better for 5 categories than for 3 categories. This is because 
when the number of categories is small, more information is lost due to 
polytomization. Hence, the estimate tends to be more accurate when the 
number of categories increases. 
§3.3.3 Empty Cells 
If the sample size is small and the true correlation is high, some 
of the cells in the two-way contingency table will be empty. The 
problem of empty cells is especially severe if the two variables are of 
extreme skewness (i.e., one skewed to the left and the other skewed to 
the right). A possible case is shown in figure 3.4a. In this case, the 
contingency table may look like the one shown in figure 3.4b. In figure 
3.4b, four out of nine cells are empty and the information provided by 
the two-way contingency table may not be enough for accurate estimation 
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Of correlation. Sometimes, this leads to the diverge problem in 
estimating the polychoric correlation coefficient. 
In our simulation study where N = 100, p = 0.9 and c = 3, the 
estimation process of the polychoric correlation coefficient diverge 17 
times out of 100 replications. This is caused by the severe empty cell 
problem. 
§3.3.4 Comparing the Three Types of Measures 
Based on the results of the simulation study, the polychoric 
correlation outperforms the Spearman rank correlation coefficient and 
Kendall,s tau-b. This is because of the difference in the estimation 
procedure in these three measures. Both the Spearman rank correlation 
coefficient and Kendall's tau-b use information on the observed 
frequency only, while the polychoric correlation coefficient uses a 
distributional assumption and estimate the thresholds as well in order 
to extract more information from the observed data. Hence, if the 
distributional assumption is correct, the polychoric correlation 
coefficient should be more accurate than the other two measures. 
Moreover, it should be noted that both the Spearman rank 
correlation coefficient and Kendall's tau-b are not estimating the 
correlation p， but rather, estimating a function of the correlation p in 
the bivariate normal distribution (see e.g., Kepner, Harper & Keith, 
1989). The Spearman rank correlation coefficient uses the ranks of the 
observations to determine the association in a way which is similar to 
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the Pearson product-moment correlation coefficient. On the other hand, 
Kendall,s tau-b is the difference in the relative frequencies of 
concordant and discordant pairs in the sample. Although the estimators 
we studied in this chapter have widely different nature, the main reason 
that we put these estimators together for comparison is to study whether 
their application in estimating the correlation p for polytomous data 
with the underlying distribution being normal will be acceptable or not. 
§3.4 Implications 
According to the results of the simulation study in section (3.2) 
when the underlying distribution of the latent variables is normal, it 
is suggested that the polychoric correlation coefficient should be used. 
Since in practical situation, the true correlation is usually not known, 
so using the Spearman rank correlation coefficient or Kendall's tau-b 
may lead to the problem of underestimation. Moreover, normality is not 
achieved and null hypothesis is always wrongly rejected for these two 
measures when the true correlation is not equal to 0.0. Therefore, the 
polychoric correlation coefficient is recommended because of its 
all-round performance in all cases. 
However, care should be taken when using the polychoric 
correlation coefficient when the sample size is small, the true 
correlation is high and the number of categories is small since in this 
case the estimate is sensitive to the skewness of the variables and also 
the estimation process may diverge. 
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Chapter 4 
Monte Carlo Studies 
for 
Polytomous Variables with Non-normal Distribution 
In chapter 3， the performance of the Spearman rank correlation 
coefficient, Kendall* s tau-b and the polychoric correlation coefficient 
are studied and compared through Monte Carlo study for polytomous 
variables with multivariate normal distribution. In this chapter, 
multivariate non-normal random variates are considered to see how would 
the measures perfqrm when the underlying distribution deviates from 
multivariate normal. Specifically, the elliptical-t distribution is 
considered and four Monte Carlo studies are done with different degrees 
of freedom to investigate what is the effect of degrees of freedom on 
the performance of the measures. Apart from the three measures 
discussed in Chapter 3， one of the most versatile measure of 
association, the Pearson product-moment correlation coefficient, will 
also be included as an additional measure for polytomous variables. 
§4.1 Elliptical-t Distribution 
Suppose X is a p x 1 random vector which is distributed according 
〜 
to Elliptical-t[ q, 0, V ] where q is the degrees of freedom, 0 is the p 
〜 ~ 
x 1 mean vector and V is a p x p matrix such that 




for q > 2. Then X has the density function (Muirhead, 1982) 
r [
^
( q + P ) ]
 ( d e t
 V ) — - . (4.1.2) 
r c ^ q ) ㈣ 产
2
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丄 q 〜 〜 
§4.2 Design 
To investigate the robustness of the estimates against the 
normality assumption, the estimation procedures are repeated under the 
same environment except the underlying distribution of the latent 
variables changes from normal to elliptical-t. Therefore, the dimension 
p, the true correlation p, the sample size N, the number of categories 
c, the thresholds a^ for j = 1, 2 , … ， p and the number of replications 
m are the same as those chosen in section (3.1). 
According to Muirhead (1982), an elliptical-t generator with mean 
vector 0 and covariance matrix R where 
/N/ 
1.0 p 
R = • : (4.1.3) 
_ p '1.0 . 
is programmed using FORTRAN language with double precision. The 
basic procedures are as follows: 、 
(i) Generate a p x 1 random sample y " y
2
, • • • , y
N
 from N [ 0，I ] 
〜 〜 〜 〜 
using IMSL (1991) subroutine DRNMVN and a univariate random sample 
u , u , ..., u from x (q G {5，10，50, 150}) using IMSL (1991) 
1 2 N q 
subroutine DRNCHI. 
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(ii) Let V be a p x p positive definite matrix such that 
V = ^ R (4.1.4) 
q 
T , XT \F 










where P is a p x p matrix with its jth column being the jth 
normalized eigenvector of V and D is a p x p diagonal matrix with 
its jth diagonal element being the corresponding eigenvalue of 
the jth eigenvector of V. Here, P and D are obtained by using 
1/2 





































(iii) A p-variate elliptical-t random sample x " x ^ ..., x
n






 y (4.1.6) 
i i i 〜 〜 





(iv) The simulated sample x. is then transformed to the polytomous 
sample z according to the thresholds a for all i = 1, 2 N 
i J 
and j = 1， 2, ..., p. 
29 
In the following studies, elliptical-t distribution with four 




 = 50, q
4
 = 150) are 
considered to illustrate the effect on the accuracy of the estimates. 
In addition, an addition measure of association is included, it is the 
Pearson product-moment correlation coefficient 勹 which can be computed 
according to equation (2.2.3) and Its asymptotic standard error can be 
computed by using equations (2.2.5) and (2.2.7). 
To measure the performance of the estimates, the same criteria are 
used as before except that the root mean square compared with the 
Pearson product-moment correlation coefficient, RMS^, is not used. This 
is because the behavior of the Pearson product-moment correlation 
coefficient, r, is not as well known as the normal case when the 
underlying distribution of the latent variables is not normal. 
§4.3 Results and Findings 
The results of the simulation studies are summarized in Table 
4.1a-4.5c for q = 5’ Table 4.6a-4«10c for q = 10， Table 4.11a-4.15c for 
q = 50 and Table 4.16a-4.20c for q = 150. The detailed results will be 
available upon request. 
The results for the Spearman rank correlation coefficient and 
Kendall's tau-b are similar to that for the normal case in chapter 3 
(Table 3.la-3.2c, 3.4a-3.6c, 4.la-4.20c). For the Pearson 
product-moment correlation coefficient, the results are similar to that 
of the Spearman's rank correlation coefficient (Table 4.la-4.20c). For 
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the polychoric correlation coefficient, most of the results are similar 
to that for the normal case except that normality is more likely to be 
rejected (Table 4.5, 4.10, 4.15, 4.20 a-c). However, the proportion of 
t being rejected (Table 4.4, 4.9, 4.14, 4.19 a-c) for the polychoric 
correlation keeps at a level around 0.05. 
The diverge problem of the polychoric correlation coefficient 
still exists in the case of the elliptical-t distribution. For degrees 
of freedom of 5, the estimation process diverge 4 times for N = 100, p = 
0.9, c = 3; 9 times for N = 100, p = 0.9, c = 5; 23 times for N = 500, 
p = 0.9, c = 5 and 15 times for N = 1000, p = 0.9, c = 5 (Table 4.1-4.5 
c). When the degrees of freedom is 10, the estimation process diverge 6 
times for N = 100, p 二 0,9, c = 3; 2 times for N = 100, p = 0.9, c = 5; 
3 times for N = 500, p = 0.9, c = 5 and 2 times for N = 1000, p = 0 . 9 , c 
= 5 (Table 4.6-4.10 c). Under the circumstances where the degrees of 
freedom is 50, the polychoric correlation coefficient diverge 12 times 
for N = 100, p = 0.9, c = 3 (Table 4.11-4.15 c). When the degrees of 
freedom is 150, the sample size is 100 and the true correlation is 0.9, 
the estimation process diverge 1 time for 5 categories, and 13 times for 
3 categories in estimating the polychoric correlation coefficient (Table 
4.16-4.20 c). All of the above divergent cases are out of 100 
replications. 
Comparing the four measures of association, the polychoric 
correlation coefficient is the best when the true correlation is 0.9 and 
0.5 due to the accuracy of the polychoric estimate and the insensitivity 
of the estimate to the skewness of the variables. In these situations, 
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the Spearman rank correlation coefficient, Kendall's tau-b and the 
Pearson product-moment correlation coefficient underestimate, reject 
normality and are sensitive to the skewness of the variables. In 
addition, Kendall's tau-b is the worst among the four measures of 
association (Table 4.1-4.20 b,c). When the true correlation is 0.0， the 
Spearman rank correlation coefficient, Kendall's tau-b, the polychoric 
correlation coefficient and the Pearson product-moment correlation 
coefficient are all acceptable except that normality is rejected for 
more cases for the polychoric correlation coefficient (Table 4.1-4.20 
a). 
Comparing the results for different degrees of freedom, the 
results for q = 5, q = 10, q = 50 and q = 150 are similar indicating 
that degrees of freedom do not have significant impact on the 
performance of the measures (Table 4.la-4.20c). However, it should be 
noted that for the polychoric correlation coefficient, normality is 
rejected for all true correlations when the degrees of freedom is 5 and 
10 but not rejected for true correlations of 0.5 and 0.9 when the 
degrees of freedom is 50 and 150. 
Comparing the results under the normal case and the results under 
the elliptical-t case, the results are similar for the Spearman rank 
correlation coefficient and Kendall's tau-b (Table 3.la-3.2c, 3.4a-3.6c, 
4.la-4.20c). But for the polychoric correlation coefficient, it become 
less stable in the elliptical-t case than in the normal case by the fact 
that normality is more likely to be rejected (Table 3.6, 4.5, 4.10, 
4.15, 4.20 a-c). However, the estimate is quite acceptable as the mean 
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of the estimate, the root mean square compared with the true 
correlation, the ratio of MSE to SD and the proportion of t being 
rejected are similar to that obtained in the normal case. 
§4.4 Discussion 
§4.4.1 Empty Cells 
Similar to the normal case, under the elliptical-t distribution, 
the estimation process of the polychoric correlation coefficient may 
diverge when the true correlation is high. These are caused by the 
severe empty cell problem that exists in the contingency tables in which 
information is insufficient to provide accurate estimation of the 
association. 
§4.4.2 Robustness on Deviates from normal 
According to the results in section (3.2) for the normal case and 
section (4.3) for the elliptical-t case, the performance of the Spearman 
rank correlation coefficient and Kendall's tau-b are not affected by the 
deviation of the underlying distribution from normal. Their results 
still underestimate, normality is again rejected for true correlation of 
0.9 and 0.5. For the polychoric correlation coefficient, although the 
correlation estimate, the standard error estimate and the proportion of 
t being rejected are acceptable, the performance of the polychoric 
correlation coefficient become unstable when the underlying distribution 
deviates from normal as normality is more likely to be rejected in the 
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elliptical-t case especially when the degrees of freedom is small. 
The reason for the above observation is that the computation of 
the Spearman rank correlation coefficient and Kendall's tau-b do not 
involve a distributional assumption, and therefore, their estimates in 
the normal and the elliptical-t case are similar. However, in 
estimating the polychoric correlation coefficient, a normal underlying 
distribution is assumed, and hence, its performance will become unstable 
as the underlying distribution deviates from normal. 
§4.4 Implications 
From the results of the simulation studies in section (4.1) when 
the underlying distribution is elliptical-t, although the performance of 
the polychoric correlation coefficient is unstable and normality is more 
likely to be rejected than the normal case, the polychoric correlation 
coefficient seems to be the best choice among the four measures of 
association. Apart from the accuracy of the correlation estimate and 
its standard error estimate, and the acceptability of the proportion of 
t being rejected, the main reason for the polychoric correlation 
coefficient to outperform others is that in practical situation, the 
true correlation is usually not known, so using either the Spearman rank 
correlation coefficient, Kendall's tau-b or the Pearson product-moment 
correlation coefficient may lead to the underestimation of the true 
correlation. In addition, the four measures of association do not 
affect much by changing the degrees of freedom of the elliptical-t 
distribution except that normality is more likely to be rejected for the 
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polychoric correlation coefficient when the degrees of freedom is small. 
Moreover, both of the Spearman rank correlation coefficient and 
Kendall, s tau-b are quite robust against the normality assumption while 
the polychoric correlation coefficient is somewhat unstable due to the 
tendency of rejecting normality in the elliptical-t case. However, 
since the correlation and standard error estimates are accurate and the 
proportion being rejected is acceptable, we conclude that using the 
polychoric correlation coefficient in the elliptical-t case is 
appropriate as the results of the Monte Carlo studies in this and the 




In this thesis, we compared the performance of several measures of 
association for polytomous variables through Monte Carlo studies and 
discussed their reliability. In terms of estimation, the studies 
suggest that the polychoric correlation coefficient is the only 
acceptable measure of association for polytomous variables among those 
we have discussed. According to the simulation results in the previous 
chapters, a summary table showing the reliability of different measures 
of association under different circumstances is presented in figure 5.1. 
From the figure, it is easy to see that the polychoric correlation 
coefficient outperforms all other measures of association. The other 
measures are all unacceptable when the variables are correlated because 
of the severe underestimation problem. Figure 5.2 summarizes the 
simulation results in the previous chapters and gives the range of the 
mean of the estimate for the Spearman rank correlation coefficient, 
Kendall's tau-b, the Pearson product-moment correlation coefficient and 
the polychoric correlation coefficient to illustrate the extent of 
underestimation for the first 3 measures under different circumstances. 
From the figure, it is expected that the underestimation problem may 
lead to misleading results and erroneous conclusions. 
For further statistical inference, e.g., in testing the null 
hypothesis H
q




 is a pre-specified value, the estimated 
standard error for the different measures are computed and compared with 
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the empirical standard deviation to investigate whether the estimated 
standard error is accurate or not. Figure 5.3 presents the range of the 
ratio of MSE to SD under different circumstances. From the figure, the 
ratios are around 1.0 which indicates that the estimated standard error 
for the different measures are quite accurate. Apart from studying the 
accuracy of the estimated standard error, normality of the estimate for 
different measures are considered. Two criteria are used, they are the 
proportion of t being rejected and the significant probability of the 
Kolmogorov-Smirnov test for testing 卜 N[ 0, 1 ]. From the results of 
the simulation studies, normality is rejected for the Spearman rank 
correlation coefficient, Kendall's tau-b and the Pearson product-moment 
correlation coefficient when the true correlation is not equal to 0.0. 
When the true correlation is 0.0, normality is achieved for these 
measures. However, for the polychoric correlation coefficient, the 
results depends on the underlying distribution of the latent variables. 
For normally distributed cases, normality is achieved irrespective of 
the true correlation, both of the proportion being rejected and the 
significant probability support that t ~ N[ 0, 1 ]• When the underlying 
distribution deviates from normal, the polychoric correlation 
coefficient becomes unstable and tends to reject normality as the 
Kolmogorov-Smirnov test suggests. However, the proportion being 
rejected in this situation seems to be quite acceptable (around 0.05) 
indicating that using the polychoric correlation coefficient will not 
increase the probability of wrongly rejecting the null hypothesis very 
much. 
It is worth noting that although the polychoric correlation 
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coefficient is suggested for measuring the association for polytomous 
variables, the estimation process will be affected by empty cells in the 
contingency table and may lead to the diverge problem. Figure 5.4 
summarizes the divergent cases for the polychoric correlation 
coefficient under different circumstances. From the figure, it can be 
observed that the diverge problem usually exists when the correlation is 
high. 
In many practical situations, the assumption of normality for the 
underlying distribution of the latent variables is restrictive. In the 
later part of this thesis, we try to release the normality assumption 
and allow slight deviations from the normal distribution. The 
elliptical-t distribution with different degrees of freedom is 
encountered, the results indicate that the estimates of the different 
measures of association studied are quite robust against the normality 
assumption. In addition, the estimates does not affect much by changing 
the degrees of freedom of the elliptical-t distribution except that 
normality is more likely to be rejected for the polychoric correlation 
coefficient when the degrees of freedom is small. 
By assuming normality of the underlying distribution, the 
polychoric correlation coefficient outperforms other measures. Under 
the elliptical-t distribution, the estimate of the polychoric 
correlation coefficient still outperforms other measures but it is quite 
unstable in the sense that normality is more likely to be rejected. 
However, the proportion being rejected is quite acceptable in this case 
indicating that the polychoric correlation coefficient is the best 
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measure of association for polytomous variables among the different 
kinds of measures we have studied. 
However, in most of the social sciences research, the assumption 
that the latent variables having a normal underlying distribution may 
not holds. Thus, it seems necessary to replace this assumption with a 
more general and flexible distribution. Quiroga (1992) extended the 
polychoric correlation coefficient by assuming that the underlying 
continuous variables have a bivariate distribution which is not normal 
but sufficiently flexible such that it includes the bivariate normal 
distribution as a special case. The distribution is constructed as a 
mixture of the standard bivariate normal distribution and two 
independent univariate skew-normal distributions (Azzalini, 1985). 
Maximum likelihood estimates of the correlation are derived. As a 
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Figure 3.1 Five possible locations of a point that falls in the 
(i, j) th cell of a two-way contingency table. 
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Figure 3.2a Location of points where the latent variables are 
positively correlated. 
1 2 3 
1 产 丨 B > x 
3 GV . H ^ 、 I J 
Figure 3.2b The stretching effect of polytomizing the latent 
variables. 
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Figure 3.3 Location of points where the latent variables are 
independent to each other. 
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Figure 3.4a A possible case of empty cells when the sample is small, 
the correlation between the latent variables is high, 
and the corresponding polytomous variables Z^ and Z^ 
have skewness of left and right respectively. 
_ 
Figure 3.4b Possible location of points for the case of figure 3.4a. 
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Figure 5.1 Figure showing the reliability of different measures of 
association under different circumstances. 
r t r r 
s b P c 
Normal 
p = 0 .0 A A A -
p ^ 0 .0 UPN UPN k -
Elliptical-t 
q = 5 & 10 
p = 0 .0 A A N A 
p ^ 0 .0 UPN UPN N* UPN 
q = 50 & 150 
p = 0 .0 A A N A 
p ^ 0 .0 UPN UPN A* UPN 
Note: U denotes underestimation; 
P denotes large proportion of t being rejected; 
N denotes normality being rejected; 
A indicates that the estimate is acceptable where none of U, P or 
N exists; and 
* indicates that the estimation process may diverge when p = 0.9. 
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Figure 5.2 Range of the mean of the estimate for 〜’ r。and r^ 
to illustrate the extent of underestimation. 
r t r r 
s b C P 
Normal 
p = 0.0 
c = 3 [-.010, .011] [-.009, .010] - [".009, .012] 
c = 5 [-.015, .018] [-.012, .014] - [-.010, .007] 
p = 0.5 
c = 3 [ .339’ .397] [ .311, .359] - [ .494, .516] 
c = 5 [ .420, .453] [ .353’ .371] - [ .497, .512] 
p = 0.9 
c = 3 [ ,598’ .798] [ .549’ .741] - [ .892’ .920] 
c = 5 [ .801, .854] [ .702’ .763] - [ .899, .905] 
Elliptical-t 
p = 0.0 
c
 = 3 [-.014, .027] [-.012, .025] [-.019, .032] [-.023, .040] 
c = 5 [-.020, .017] [-.016, .014] [-.024, .036] [-.028， .029] 
p = 0.5 
c = 3 [ .306’ .393] [ .282, .355] [ .291， .393] [ .465, .520] 
c = 5 [ .411， ,452] [ .345’ .373] [ .390, .453] [ .482, .512] 
p : 0.9 
c = 3 [ .544’ .797] [ .501, .740] [ .494’ .797] [ .867, .905] 
c = 5 [ .801, .855] [ .703, .765] [ .718, .855] [ .888’ .913] 
48 
Figure 5.3 Range of the ratio of MSE to SD for 〜 ， r and 
r t r r 
s b P
 c 
Normal [ .804,1.293] [ .790,1.274] [ .834,1.250] -
Elliptical-t 
q = 5 [ .845,1 ,217] [ .845,1 .218] I .751,1 .159] [ .844 ,1 .185 ] 
q = 10 [ .837,1.189] [ .814,1.246] [ .792,1.157] [ .869,1.195] 
q = 50 [ ,831,1.133] [ .829,1.183] [ .819,1.262] [ .816,1.269] 
q = 150 [ .843,1.145] [ .843,1.161] [ .833,1.263] [ .831,1.161] 
49 
Figure 5.4 Figure showing the divergent cases for the polychoric 
correlation coefficient under different situations (all 
of the numbers presented here are out of 100 
replications). 
N = 100 N = 100 N = 500 N = 1000 
p = 0.9 p = 0.9 p = 0.9 p = 0.9 
c = 3 c = 5 c = 5 c = 5 
Normal 17 - — ‘ 
Elliptical-t 
q = 5 4 9 23 15 
q = 10 6 2 3 2 
q = 50 12 - " " 
q = 150 13 1 -
50 
Table 3, la 
Mean of the Estimate for p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p - .0020 - .0084 - .0024 .0057 .0007 - .0018 
S p - .0102 - .0063 - .0027 .0036 .0038 - .0014 
o .0067 .0181 - .0067 .0030 .0022 - .0009 
P
4 3 
o .0014 - .0132 - .0018 .0018 .0059 .0062 P
5 1 — 
o - .0035 - .0146 .0017 - .0081 - .0018 - .0027 
p .0113 - .0023 .0026 - .0016 .0082 .0034 
^65 
t P - .0019 - .0070 - .0022 .0047 .0007 - .0015 
b 21 
O - .0094 - .0051 - .0024 .0030 .0035 - .0011 P
3 1 
p .0056 .0144 - .0060 .0023 .0020 - .0008 
^43 
O .0015 ，.0108 -.0017 .0014 .0054 .0051 P
5 1 
o - .0032 - .0121 .0016 - .0065 - .0016 - .0022 
53 
O .0102 - .0019 .0023 - .0014 .0075 .0028 k
65 
r p .0013 - .0018 - .0023 .0072 .0013 - .0018 
p ^21 
o .0063 - .0012 - .0025 .0044 .0063 - .0012 P
3 1 
o .0027 - .0007 - .0086 .0039 .0027 一 . 0 0 0 7 
n .0087 .0069 - .0012 .0003 .0087 .0069 
O - .0023 - .0032 .0021 - .0098 - ,0023 - .0032 
53 
O .0118 .0046 .0016 一 . 0 0 2 8 .0118 .0046 
51 
Table 3, la 
Mean of the Estimate for p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .3786 .4340 .3778 .4314 .3646 .4286 
p .3655 .4323 .3730 .4404 .3667 .4366 
o .3970 .4474 .3920 .4528 .3881 .4504 
"43 
p .3445 .4204 .3390 .4259 .3410 .4230 
p .3835 .4445 .3670 .4418 .3725 .4394 
53 
p .3834 .4345 .3723 .4377 .3702 .4324 
65 
t p .3480 .3641 .3473 .3618 .3348 .3589 
b 21 
” p .3334 .3587 .3399 .3641 .3340 .3612 
p •3593 .3680 .3545 •3706 .3509 .3682 
4 3 ™ 
p .3163 .3529 .3112 .3563 .3127 .3536 
o .3498 •3688 .3346 .3655 .3394 .3633 
53 p .3526 .3651 .3420 .3670 .3400 .3621 
r p .5115 .5062 .5101 .5007 .4938 .4972 
P p .4955 .4999 .5040 .5027 •4962 •5005 
n .5104 .5029 .5055 .5058 .5007 .5023 
4 3 ^ 
p .5080 .5026 .5030 .5049 .5025 .5001 
p .5152 .5116 .4972 .5052 .5017 .5022 
53 p .5155 .5035 .5047 .5084 .5011 .5015 
52 
Table 3, la 
Mean of the Estimate for p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p •7837 .8365 .7748 .8383 .7768 .8353 
S p .7298 .8350 .7331 .8357 .7338 .8331 
31 
p .7900 .8491 .7981 .8540 .7929 .8533 
^43 
o .5987 .8013 .5997 .8037 .5984 .8040 
p .7389 .8341 .7338 .8341 .7323 .8339 
53 
p .7728 .8322 .7786 .8357 .7743 •8362 
t p .7352 .7582 .7272 .7583 .7294 .7545 
b 21 
p .6738 .7444 .6766 .7426 .6771 .7397 
p .7333 .7586 .7407 .7627 .7356 .7620 
4 3 — 
p .5510 .7015 .5509 .7019 .5494 .7021 
5 1 — „ 
p .6839 .7433 .6773 .7413 .6755 .7405 









p '8979 .9048 .8976 .9013 .8986 .8989 
31 8922 
p .8964 .8998 .9012 .9009 .8974 .9002 
43 . 89 30 _ 




 9054 .9029 .8988 .8995 •8969 •8989 
.9058 




 The first row contains the results including the 17 divergent cases. 
2




RMS of the Estimate for p = 0.0 
P 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .0984 .0905 .0510 .0428 .0290 .0303 
s 21 
p .1126 .1009 .0516 .0430 .0393 .0297 
p .1007 .0940 .0483 .0494 .0319 .0291 
p .1015 .0987 .0449 .0412 .0306 .0308 
p .1040 .0925 .0445 .0483 .0293 .0311 
53 
p .0990 .0967 .0473 .0414 .0356 .0344 h65 
t p .0905 •0752 .0467 .0354 .0265 •0250 
O .1024 .0821 .0469 .0350 .0357 .0242 
p .0911 .0755 .0435 .0396 .0288 .0234 
o .0930 .0816 .0412 .0341 .0280 .0254 
5 1
 … 
o .0949 .0750 .0404 .0394 .0266 .0253 
53 
o .0907 .0805 .0434 .0340 .0325 .0284 P
6 5 
r p
 .1422 .1092 .0743 .0504 .0413 .0350 
P
 p .1557 .1186 .0707 .0503 .0527 .0341 
p .1354 .1041 .0648 .0558 .0420 .0335 
^43. 
o .1473 .1173 .0645 .0483 •0432 .0361 Hsi 
o .1448 .1053 .0616 .0564 .0388 .0359 
53 




RMS of the Estimate for p = 0.0 
P 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .1503 .1056 .1294 .0782 .1394 .0755 
s 21 
p .1614 .1036 .1339 .0692 .1362 .0673 
p .1411 .0990 .1181 .0551 .1149 .0558 
p .1782 .1234 .1658 .0828 .1613 .0813 Hsi 
p .1454 .0967 .1391 .0692 .1306 .0654 
"53 
p .1556 .1031 .1342 .0706 .1333 .0734 
t p .1729 .1532 .1577 .1420 .1680 .1427 
b 21 
p .1856 .1563 .1648 .1392 .1680 .1402 
p .1660 .1501 .1519 .1317 .1510 .1335 
p .2002 .1676 .1923 .1472 ,1889 .1481 
p .1700 .1473 .1696 .1382 .1627 .1383 
p .1755 .1516 .1624 .1360 .1625 .1401 
r p .1065 .0881 .0533 .0415 .0409 .0266 
p ^21 
P .1119 .0851 .0537 .0384 .0365 .0244 
p .1159 .0914 .0564 .0316 .0312 .0271 
^43 
n 1234 .1083 .0571 .0414 .0382 .0302 
o .1087 .0851 .0522 .0412 .0359 .0269 
5 3 „ 




RMS of the Estimate for p = 0.0 
P 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 .1274 .0746 .1276 .0637 .1248 .0657 
S
 p .1785 .0726 .1685 .0359 .1671 .0677 
o .1190 .0600 .1036 .0476 .1081 .0479 
P
4 3 
p .3061 .1047 .3013 .0976 .3021 .0966 
p .1691 .0739 .1681 .0677 .1683 .0670 
o .1374 .0776 .1257 .0662 .1270 .0649 
t p .1727 .1484 .1745 .1427 .1718 .1460 
b 21 
p .2317 .1597 .2245 .1581 .2235 .1607 
o 1734 .1464 .1605 .1381 .1651 .1386 
K
4 3 
p .3523 .2013 .3498 .1987 .3509 .1982 
p51 .2214 .1608 .2239 .1596 .2248 .1599 
p
5 3









p 0387 .0278 .0185 .0127 .0140 .0093 
31 .0362 
p .0356 ,0287 .0141 .0111 .0113 .0094 
4 3
 . 0349 
p .0579 .0302 .0248 .0141 .0164 .0100 
5 1
 .0548 
p .0421 .0283 .0178 .0133 .0106 .0094 
5 3
 .0418 




 The first row contains the results including the 17 divergent cases. 
2




RMS of the Estimate for p = 0.0 
r 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 .0760 .0591 .0415 .0276 .0269 .0187 
s 21 
o .0717 .0495 .0319 .0245 .0222 .0170 
0
 .0697 .0462 .0370 .0219 .0256 .0159 
"43 
p .0755 .0572 .0331 .0252 .0262 .0167 
o .0776 .0540 .0344 .0215 .0211 .0171 
53 p .0809 .0583 .0339 .0272 .0239 .0166 
t p .0737 .0581 .0398 .0265 .0260 .0181 
b 21 
p .0686 .0482 .0299 .0237 .0217 .0168 
O .0678 .0438 .0344 .0206 .0245 .0156 
P
4 3 
p .0721 .0563 .0322 .0234 .0252 .0160 
p
5 1
 .0737 .0541 .0333 .0213 .0202 .0173 
p
5 3
 .0786 .0581 ,0326 .0262 .0232 .0162 H
65 
r p
 .0991 .0608 .0550 .0291 .0323 .0185 
P
 D
 0951 .0547 .0442 ,0265 .0273 .0183 
31 … 
D
 0857 .0496 .0485 .0240 .0307 .0174 P
43 
p .1038 .0631 .0425 .0277 .0326 .0184 
p
5 1
 .1043 .0532 .0432 .0237 .0258 .0177 





RMS of the Estimate for p = 0.5 
r 
N = 100 N = 500 N = 1000 
PAR c = 3 , c = 5 c = 3 c = 5 c = 3 c = 5 
r
 p .1435 .0853 .1299 .0710 .1362 .0714 
S
 p
 .1535 .0786 .1336 .0674 .1337 .0664 
p .1281 .0627 .1174 .0527 .1133 .0531 
p .1831 .1011 .1635 .0807 .1617 .0772 
o .1540 .0804 .1361 .0620 .1313 .0650 
53 
p .1492 .0885 .1337 .0691 .1351 .0701 
t p .1679 .1445 .1591 .1387 .1654 .1400 
b 2.1 
p .1818 .1417 .1656 .1412 .1660 .1409 
p .1594 .1325 .1530 .1324 .1499 .1339 
^43 
p .2072 .1595 .1907 .1483 .1896 .1455 
p
5 1
 .1838 .1465 .1672 .1358 .1640 .1399 
53 
D
 1742 .1483 .1626 .1380 .1648 .1390 k
65 
r p
 .0912 .0527 .0408 .0228 .0297 .0167 
P
 D
 0792 .0502 .0384 .0229 .0257 .0150 p
3i . 
D
 0796 .0433 .0401 .0211 .0223 .0143 
p
4 3 • 
p .0979 .0612 .0441 .0235 ,0303 .0166 
0
5 1
 .0802 .0482 .0412 .0217 .0235 .0158 
53 





RMS of the Estimate for p = 0.5 
r 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .1262 .0715 .1264 .0637 .1239 .0648 
o .1759 .0686 .1674 .0655 .1655 .0670 
o .1165 .0528 .1030 .0473 .1066 .0472 
^43 
o .3047 .1016 .2999 .0975 .3013 .0965 H51 
p .1683 .0678 .1672 .0672 .1668 .0665 
「53 
o .1340 .0712 .1233 .0650 .1254 .0646 P
6 5 
t p .1719 .1464 .1735 .1431 .1710 .1453 
b 21 
p .2296 .1570 .2235 .1581 .2219 .1601 
D
 1714 .1412 .1600 .1382 .1637 .1383 
p .3510 .1990 ‘3485 .1988 .3501 .1983 
p51 .2210 .1561 .2231 .1595 .2234 .1597 
D










p .0344 .0203 .0163 .0098 .0123 .0063 
3 1
 0345 
p 0306 .0180 .0130 .0077 .0087 .0064 
43 .0298 
p .0552 .0254 .0230 .0114 .0148 .0079 
51 .0537 
p 0376 .0213 .0158 .0087 .0093 .0065 
5 3
 .0375 




 The first row contains the results including the 17 divergent cases. 
2




RATIO of MSE to SD of the Estimate for p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 1.0096 1.1034 .8728 1.0498 1.0856 1.0411 
S
 p .8853 .9853 .8616 1.0393 .8042 1.0591 
o .9886 1.0782 .9299 .9026 .9895 1.0845 k
43 
p .9741 1.0215 .9907 1.0800 1.0453 1.0403 
p
5 1
 .9565 1.0895 .9998 .9324 1.0754 1.0140 
o 1.0084 1.0252 .9400 1.0730 .9104 .9181 K
65 
t p 1.0082 1.0990 .8726 1.0496 1.0862 1.0415 
b 21 
O 8880 .9881 .8617 1,0381 .8041 1.0585 P
3 1 
p
 .9874 1.0803 .9294 .9036 .9881 1.0849 
p .9747 1.0268 .9903 1.0771 1.0458 1.0403 
p
5 1
 .9552 1.0973 1.0002 .9301 1.0754 1.0172 
p
5 3
 1.0086 1.0194 .9396 1.0760 .9100 .9191 
r
 p 1.0071 1.0779 .8643 1.0535 1.1019 1.0652 
• 21 
0
 8927 .9657 •8755 1.0250 .8368 1.0666 
P
3 1 • 
D
 9870 1.0996 .9295 .9024 1.0080 1•0644 
p
4 3 • 
D
 9712 1.0008 .9960 1.0874 1.0730 1.0484 h
51 • 
p .9539 1.1017 1.0065 .9245 1.1313 1.0168 





RATIO of MSE to SD of the Estimate for p = 0.5 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 1.0553 1.0225 .9845 1.0106 .8991 1.0972 
S
 p
 .9894 1.0598 .9310 1.0471 •9948 1.1660 
n .9105 .9769 .8334 1.2928 1.0744 1.0125 
P
4 3 
p .9327 .8795 .9259 .9963 .9582 1,0043 
p 1.0087 1.0358 .9815 .9890 .9840 1.0754 
p .9043 1.0599 1.0263 1.1438 .9772 .9387 
65 
t p 1.0523 1.0252 .9869 1.0033 .9015 1.0868 
b 21 
D
 .9878 1.0584 .9299 1.0461 .9879 1.1612 
n 9098 .9810 .8302 1.2744 1.0731 1.0214 
P
4 3 
P .9445 .8790 .9333 .9928 .9665 .9872 
p 1.0163 1.0484 .9728 ,9884 .9890 1.0766 
5 3 




 1.0574 1.0294 .9695 .9804 .8913 1.0950 
P
 p
 .9837 1.0499 .9266 1.0415 .9686 1.1607 
D
 9047 .9473 .8476 1.2496 1.0812 1.0196 
4 3 … 一 
0 9411 .8434 .9275 .9980 .9776 .9671 
P
5 1 — 
p 1.0097 1.0418 .9566 .9731 .9774 1.0538 
D





RATIO of MSE to SD of the Estimate for p = 0.9 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p 1.0259 .9162 1.0135 .9916 .8975 1.0193 
s 21 
p .9465 .9556 •9985 .9796 •9609 •9667 
o 1.0349 .9327 1.0931 1.0473 1.0401 .8928 
K
4 3 
o .9287 .9626 .9167 .9442 .8898 .9840 
o .9672 .9433 .8946 .9239 1.1849 .9184 
p 1.0705 .9656 .7621 1.0515 .9812 .9557 
" 6 5 
t p 1.0664 .89(31 1.0536 1.0130 .8966 1.0016 
b 21 
p .9435 .9430 .9654 .9684 •9435 .9477 
o 1.0070 .9258 1.0845 1.0198 1.0290 .8823 
P 1.0171 .9857 .9933 .9178 .9640 .9753 
p
5 1
 1.0611 .9746 .9866 .9344 1.2731 .9429 
5 3 











p 1:0099 .9626 .9525 .9530 .8910 .9389 
3 1
 1.1520 





p '9453 .9821 .8990 .9564 .9675 .9563 
5 1 1.0086 
p
 .8918 .9442 .9758 .9167 1.2169 .9297 
5 3 .9117 
p 1.0511 .9226 .7643 1.0376 .9457 .9447 
6 5 1.1088 
1
 The first row contains the results including the 17 divergent cases. 
2




Proportion of t being rejected PROP for p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .05 .03 .09 .03 .04 .04 
S
 p
 .06 .08 .09 .04 .12 .05 
p .05 .05 .06 .05 .07 .02 
p .03 .02 .06 .05 .04 .02 
p .07 .06 .05 .10 .04 .05 
p .05 .04 .08 .05 .08 .07 
t p .05 .03 .09 .03 .04 .04 
b 21 
p .06 .08 .09 .04 A2 .05 
p31 .05 .05 .06 .04 .07 .02 
p .03 .02 .06 .05 .04 .02 
p51 .07 .06 .05 .10 .04 .05 
p53 .05 .04 .08 .05 .08 .07 
r p .05 .06 .09 .03 .04 .05 
P p 2 1 .06 .07 .08 .05 .10 .03 
.05 .04 .06 .04 .07 .03 K
4 3 
p .06 .09 .07 .04 .03 .02 
p51 .07 .05 .05 .09 .04 .06 




Proportion of t being rejected PROP for p = 0.5 
N = 100 N = 500 N 二 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .23 .09 .82 .48 1.00 .80 
p .33 .08 .91 .33 1.00 .66 
p .20 .06 .78 .18 1.00 .45 
p .47 .17 .99 .53 1.00 .81 
p .22 .09 .93 30 1.00 .65 
5 3 
p .25 .10 .89 .35 1.00 .72 
t p .39 .43 .99 1.00 1.00 1.00 
b 21 




 44 .42 .95 1.00 1.00 1.00 
P
4 3 — 
P .67 .44 1.00 1.00 1.00 1.00 
0 .43 .39 1.00 1.00 1.00 1•00 
5 3 
D 37 .47 .99 1 .00 1.00 1.00 P
65 
r p .06 .04 .08 .06 .10 .02 
P P 2 1 .04 .04 .08 .03 .07 .01 
p .10 .07 .10 .01 -04 .02 
43 — 
p .06 .12 .10 .07 .07 .05 
p51 .05 .03 .03 .06 .10 .05 




Proportion of t being rejected PROP for p = 0.9 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 




 .95 .56 1.00 .99 1.00 1.00 
P
3 1
 .69 .30 1.00 .99 1.00 1 • 00 k
43 
p 1 .00 .96 1 .00 1 .00 1 .00 1 .00 
D .98 .49 1 .00 1 .00 1 .00 1 .00 
K
5 3 
o .70 .37 1 .00 1 .00 1 .00 1 .00 
t p . 91 .99 1 .00 1 .00 1 .00 1 .00 
b 21 
p 1,00 1.00 1.00 1.00 1.00 1.00 
D
 99 .99 1.00 1.00 l.oo 1.00 
p 1.00 1.00 1.00 1.00 1.00 1.00 
p
S 1
 1.00 1.00 1.00 1.00 1.00 1.00 
5 3 
0 94 .99 1.00 1.00 1.00 1.00 
p








p .11 .10 .09 .06 .08 .04 
3 1 .0602 — 
p .08 .09 .06 .04 -07 .07 
4 3
 .0482 
p .14 .10 .07 .08 .08 .06 
5 1
 .0361 
p .12 .13 .09 .07 .03 .04 
5 3
 . 1084 
p .08 .09 .15 .05 -05 .07 
65 .0602 
1
 The first row contains the results including the 17 divergent cases. 
2




Significant probability SP for p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 .3130 .4187 .5303 .5723 .2474 .8675 
S
 n .6475 .3251 .3736 .7825 .0856 .9219 
o .4935 .0184 .4097 .6073 .7432 .8638 
P
4 3 
p .6921 .2052 .7983 .7343 .0105 .1684 
o ,9093 .1916 .8706 .5635 .9398 .5114 k
53 
p .5708 .9662 .5372 .4801 ,0130 .6367 
" 6 5 
t p .2515 .3962 .5315 .5863 .2454 .8739 
b 21 
p .6776 .2810 .3767 .7595 .0822 .9165 
O .4631 .0209 .4055 .6623 .7423 .8407 
"43 
p .6909 .2017 .7935 .7389 .0110 .1703 
p .9328 .2334 .8529 .5607 •9448 .5596 
p
5 3
 .5370 .9864 .5218 .5049 .0117 .6389 
r p
 .2708 .4271 .5722 .5467 .1357 .5609 
P
 p
 .7070 .2791 .2815 .7415 .0784 .6375 
p
3 1
 .5212 .0220 .3772 .3386 .9320 .7522 
^43 
p .7533 .1601 .8981 .8996 .0388 .2604 
P
5 1
 .9826 .2784 .8227 .3711 -4729 .5351 





Significant probability SP for p = 0.5 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 




O .0000 •0000 .0000 •0000 .0000 .oooo 
D .0000 .0000 •oooo .oooo .oooo .oooo 
^43 
p •oooo •oooo .oooo .oooo •oooo •oooo 
D .oooo .oooo •oooo .oooo .oooo .oooo 
k
5 3 
o . 0,000 . oooo • oooo . oooo . oooo • oooo 
^65 
t P .oooo .oooo .oooo •oooo .oooo .oooo 
b 21 
P .0000 .0000 .0000 .oooo .oooo .0000 
O OOOO .0000 .0000 ,0000 .0000 .oooo 
P
4 3 • 
P . 0 0 0 0 .OOOO .0000 .0000 . 0 0 0 0 . o o o o 
D
 OOOO .oooo .oooo •oooo •oooo .oooo 
5 3 
p OOOO .0000 .0000 .0000 .0000 .oooo 
r
 p .2483 .2428 .0263 .3600 .3316 .1096 
P
 D
 .7294 .8330 .3946 .5282 .3111 .2891 
H31 
p .0639 .4672 .8881 .0984 .7609 .1588 
p .2495 .0883 .8832 .3954 .1640 .4029 
p
5 1
 .1276 .1025 .9609 .1732 .2581 .5861 
p
5 3
 .0860 .3058 .3772 .0557 .8605 .2895 
67 
Table 3,6c 
Significant probability SP for p = 0.9 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .0000 .0000 •0000 .0000 .0000 .0000 
o •0000 .0000 .0000 .0000 .oooo .oooo 
p .0000 .0000 .0000 .0000 .0000 .0000 
D .oooo .oooo •oooo .oooo .oooo •oooo 
P
5 1 
O .0000 .0000 .0000 .0000 .oooo .oooo K
53 
p .OOOO .oooo .oooo .oooo .oooo •oooo 
6 5 
t P .oooo .oooo •oooo .oooo .oooo •oooo 
b 21 
O •oooo .oooo .oooo .oooo .oooo .oooo 
P .0000 .OOOO .0000 .0000 .oooo .0000 K
43 
O .oooo .oooo .oooo •oooo .oooo .oooo 
D .0000 .0000 .0000 .0000 .oooo .oooo 
5 3 
D









p .2063 .0316 .3674 .1341 .5399 .6793 3 1
 .1032 
p 8890 .4423 .3454 .4826 .0164 .0150 
4 3
 .5457 
p .0000 .0480 .2492 .8730 .2120 .4895 
5 1
 .0141 
p .0064 .0621 .5239 .5596 .0272 .2684 
5 3
 .0078 
p .2585 .0790 .0353 .7200 •3398 •8936 
6 5
 . 5331 
1
 The first row contains the results including the 17 divergent cases. 
2




Mean of the Estimate for q = 150 and p = 0.5 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 .0215 -.0010 .0141 .0032 .0130 .0032 
s 21 
p -.0030 -.0041 .0047 .0012 .0047 -.0005 
3 1 
n -.0081 -.0180 .0051 .0053 -.0017 -.0086 
^43 
P .0081 .0078 -.0070 -.0042 -.0135 -.0051 
p .0063 -.0072 .0065 -.0027 -.0019 -.0112 




 p .0199 -.0010 .0129 .0026 .0119 .0027 
b 
p -.0028 -.0032 .0043 .0010 .0043 -.0004 
"31 
O - 0072 -.0146 .0046 .0043 -.0015 -.0070 
P
4 3 • 
D
 .0075 .0065 -.0065 -.0035 -.0124 -.0042 
K
5 1 
o .0057 -.0057 .0060 -.0022 -.0018 -.0092 
5 3 
D




 .0399 .0041 .0265 .0085 .0241 .0086 
P
 p
 -.0076 -.0078 .0069 .0027 .0065 -.0029 
D
 -.0104 -.0233 .0061 .0052 -.0020 -.0091 
p .0040 .0068 -,0138 -.0079 -.0226 -.0117 
p .0093 -.0099 .0083 -.0046 -.0029 -.0130 
0
 .0163 .0287 .0299 .0058 .0274 .0070 
r p
 .0323 .0095 .0228 .0108 .0212 .0123 
°
 p
 -.0071 -.0041 .0057 .0016 .0048 -.0014 
D
3 1
 -.0080 -.0172 .0052 .0053 -.0017 -.0087 K
43 
p
 -.0028 -.0004 -.0120 -.0114 -.0190 -.0158 
p
5 1
 .0069 -.0095 .0065 -.0050 -.0015 -.0114 
D
5 3
 .0122 .0355 .0236 .0094 .0227 .0138 
69 
Table 4.16b 
Mean of the Estimate for q = 150 and p = 0.5 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .3654 .4387 .3753 .4250 .3747 .4296 
S
 p
 .3680 .4395 .3660 .4252 .3717 .4306 
p .3917 .4475 .3909 .4369 .3929 .4409 
p .3057 .4153 .3126 .4147 .3124 .4199 
o •3777 .4297 •3675 .4258 •3656 .4370 
5 3 
p .3747 .4281 .3792 .4320 .3746 .4308 
P
6 5 
t p .3378 .3744 .3471 .3621 .3461 .3660 
b 21 
p .3361 .3708 .3336 .3568 .3387 .3612 
p .3542 .3719 .3529 .3629 .3548 .3660 
4 3 „ 
p .2822 .3525 .2876 .3505 .2875 .3551 
p
5 1
 .3448 .3613 .3349 .3572 .3334 .3668 
p
5 3
 .3461 .3663 .3502 .3681 .3460 .3670 
r p




 .5004 .5021 .4946 .4882 .4998 .4927 
P
3 1
 .5000 .5001 .4980 .4907 .4993 .4937 
4 3 — 
Q
 .4654 .4883 .4696 ,4821 .4685 .4887 
p .5122 .4948 .4968 ,4876 .4946 .4989 
D
5 3
 .5200 .5075 .5187 .5050 .5134 .5026 
r p




 .3673 .4360 .3627 .4241 .3681 .4289 
0
 3929 .4493 .3910 .4388 .3930 .4425 P
43 
D
 2912 .3920 .2965 .3896 .2960 .3944 
p .3770 .4316 .3649 .4237 .3627 .4343 




Mean of the Estimate for q = 5 and p = 0.9 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 




O .7090 .8318 .7189 .8270 .7173 .8268 
o .7834 •8455 .7905 .8458 .7945 .8463 
^43 
p .5444 .8118 .5474 .8008 .5466 .8007 
p
5 1
 .7065 .8315 .7159 .8264 .7186 .8269 
o .7737 .8346 .7720 .8267 .7729 .8295 K
65 
t p .7321 .7652 .7280 .7560 .7289 .7561 
b 21 
p .6531 .7464 .6607 .7410 .6592 .7406 
p
3 1
 .7321 .7631 .7370 .7622 .7403 .7628 
^43 
p .5014 .7173 .5033 .7061 .5025 .7054 
p .6493 .7474 .6580 .7406 .6602 •7408 
p
5 3

















p .8870 .8998 .8897 .8925 .8892 .8918 
3 1
 .8856 .8989 .8928 .8915 
p .8913 .8982 .8939 .8944 .8965 .8939 
43 .8908 .8983 .8940 .8936 
p .8893 •9039 .8729 .8882 •8665 •8882 
5 1
 .8873 .9027 .8904 .8885 
p .8798 .9019 .8892 .8923 .8888 .8919 
5 3
 .8790 .9029 .8919 .8926 
p .9026 .9044 .9013 .8968 .9011 .8967 
6 5
 .9024 .9049 .8967 .8971 
r p
 .7920 .8495 . .7876 .8424 .7859 .8421 
C
 o 6909 .8170 .6997 .8108 .6973 .8104 
K
3 1 
o 7847 .8473 .7909 .8468 .7946 .8468 H
A3 . 
p .4943 .7324 .4968 .7176 .4962 .7181 
p .6877 .8172 .6958 .8099 .6983 .8105 
0
 7896 .8466 .7896 .8433 .7894 .8437 
p
6 5 • 
i, 3, 5,
 7
 c o n






 contains the results which exclude the divergent cases. 
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Table 4.2a 
RMS of the Estimate for q = 5 and p = 0.0 
P 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 .1207 .1020 .0520 .0511 .0345 .0340 
S
 p
 .1012 .1065 .0473 .0395 .0328 .0342 
o .0962 .0944 .0459 .0482 .0280 .0307 
P
4 3 
n .1012 .0948 .0534 .0539 .0364 .0322 
o .1012 .0948 .0534 .0486 .0310 .0374 
5 2 
o ,0974 .0989 .0438 .0469 .0359 .0312 
t P .1113 .0854 .0478 .0428 .0317 .0285 
b 21 
p .0919 .0880 .0430 .0327 .0298 .0283 
p
3 1
 .0866 .0771 .0413 .0392 .0251 .0250 
^43 
n 0931 .0793 .0492 .0452 .0335 .0270 
P
5 1 • 
p .0931 .0793 .0492 .0401 .0282 .0309 
0
 .0897 .0831 .0403 .0394 .0330 .0262 
r p
 .1786 .1225 .0765 .0597 .0524 .0397 
P
 p
 .1395 .1253 .0652 .0452 .0449 .0389 
p
 .1264 .1041 .0600 .0547 .0362 .0339 
p .1506 .1129 .0780 .0643 .0547 .0378 
0
 .1506 .1129 .0780 .0552 .0424 .0431 
5 3 




 .1237 .1037 .0534 .0528 .0383 .0362 
C
 p
 .1016 .1102 .0468 .0404 .0327 .0354 
0
 .0964 .0951 .0458 .0483 .0280 .0309 
D
 1049 .1001 .0535 .0562 .0391 .0346 
si — 
p
 .1049 .1001 .0535 .0490 .0312 .0379 
D
 0975 .1072 .0476 .0487 .0371 .0355 
p
6 5 • 
72 
Table 4.2b 
RMS of the Estimate for q = 5 and p = 0.5 
P 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .1632 .1063 .1323 .0838 .1293 .0755 
S p ,1633 .1081 .1393 .0837 •1313 .0745 
o .1397 .0926 .1173 .0745 .1120 .0645 
^43 
p .2113 .1211 .1911 .0916 .1895 .0853 
p .1531 .1112 .1384 .0817 .1375 .0673 
o .1519 .1125 .1278 .0782 .1286 .0748 
^65 
t p .1834 .1468 .1583 .1417 .1567 .1361 
b 21 
p .1862 .1509 .1700 .1468 .1633 .1407 
p .1664 .1439 .1522 .1413 .1483 .1357 
43 „ 
p .2308 .1650 .2151 .1523 .2139 .1470 
p ,1768 .1573 .1692 .1458 .1688 .1348 
5 3 
p .1728 .1540 .1547 .1362 .1563 .1353 
^65 
r p .U13 .0982 .0549 .0403 .0388 .0303 
p ^21 
n 1175 .0940 .0488 .0429 .0336 .0291 
31 — 
D .1034 .0807 .0504 .0436 .0387 .0270 
P
4 3 
D 1314 .0981 .0660 .0425 .0525 .0340 P
5 1 
p .1188 .0929 .0513 .0402 .0374 .0260 
5 3 
o 0993 .0964 .0526 .0431 .0378 .0319 
r p 1551 .1069 .1207 .0736 .1188 .0646 
p .1627 .1065 .1424 .0841 .1346 .0760 
p .1392 .0918 .1172 .0729 .1120 .0629 
^43 
p .2232 .1349 .2065 .1146 .2056 .1090 
D .1538 .1100 .1408 .0840 .1402 .0697 
5 3 




RMS of the Estimate for q = 5 and p = 0.9 
P 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 .1442 .0730 .1332 .0738 .1320 .0719 
s 21 
p .2000 .0777 .1826 .0749 .1833 .0742 
o .1247 .0629 .1116 .0559 .1064 .0546 
p .3600 .0946 .3534 .1003 .3538 .1001 
p .2005 .0768 .1855 .0750 .1821 .0739 
^53 
D .1399 .0747 .1304 .0747 .1281 .0716 
t p .1790 .1404 .1738 .1451 .1723 .1444 
b 21 
p .2528 .1586 .2402 .1601 .2412 .1599 
o 1740 •1413 .1646 •1387 •1603 .1377 
K
4 3 
p .4017 .1859 .3973 .1945 .3978 .1949 
p
5 1
 .2553 .1569 .2430 .1601 .2402 .1596 
5 3 
D
















p .0543 .0329 .0220 .0170 .0179 .0142 
3 1
 .0553 .0316 .0175 .0144 
p .0351 .0280 .0179 .0134 .0114 .0109 
4 3
 .0354 .0265 .0132 .0107 
p .0847 .0345 .0402 .0208 .0418 .0175 
5 1
 .0852 .0310 .0170 .0172 
p .0495 .0320 .0222 .0163 .0179 .0136 
5 3
 .0502 .0297 .0171 .0128 
p .0390 .0300 .0157 .0125 .0102 .0104 
6 5
 .0397 .0291 .0134 .0103 
r p
 .1223 .0595 .1146 .0594 .1154 .0589 
°
 p
 .2164 .0903 .2014 .0906 .2032 .0903 
o .1234 .0612 .1112 .0549 .1064 .0541 
o 4089 .1707 .4037 .1830 .4042 .1822 Hsi 
D
 2178 .0888 .2054 .0912 .2022 .0902 
P
5 3 • 
o .1223 .0645 .1125 .0586 .1115 .0574 
1’ 3, 5, 7
 c o n t a i n s








 contains the results which exclude the divergent cases. 
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Table 4.3a 
RATIO of MSE to SD of the Estimate for q = 5 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .8469 .9976 .9000 .8900 .9951 .9518 
s 21 
p .9900 .9615 .9505 1.1615 .9746 .9463 
p 1.0394 1.1039 .9796 .9585 1.1309 1.1035 
o .9911 1.0747 .8451 .8469 .9414 1.0131 
D 1.0245 1.0817 1.0085 .9431 1.0206 .9084 
5 3 p 1.0306 1.0474 1.1268 .9700 1.0101 1.0367 
^65 
t p .8476 1.0016 .8993 .8881 .9948 .9498 
b 21 
p .9921 .9641 .9496 1.1610 .9740 .9438 
p 1.0365 1.1020 .9789 .9590 1.1314 1.1036 
p .9913 1.0778 .8450 .8450 .9406 1.0134 
o 1.0246 1.0726 1.0085 .9436 1.0200 .9075 
^53 
p




 .8372 .9499 .9087 .8796 .9902 .9492 
P
 o 9894 .9059 .9538 1.1223 .9795 .9242 
P
3 1 
o 1.0375 1.0901 .9795 •9072 1.1424 1•0697 
P
4 3 
P .9724 1.0298 .8500 .8153 .9235 1.0234 
p 1.0178 1.0602 .9945 .9224 1.0298 .8720 
p
5 3
 1.0268 1.0070 1.0966 •9387 1.0268 .9993 
^65 
r p
 .8449 .9992 •9426 •8983 1.0067 .9705 
C
 p
 .9830 .9292 .9643 1.1518 .9806 .9274 
o
3 1
 1.0315 1.0844 .9817 .9572 1.1317 1.1001 
p .9507 1.0184 .8638 .8441 .9395 1.0771 
p 1.0274 1.0884 .9901 .9493 1.0159 .9091 
0
5




RATIO of MSE to SD of the Estimate for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p 1.0385 .9968 .9718 1.0514 •9440 1.0144 
s 21 
o .9174 .9529 1.0519 1.0370 .9990 1.0062 
H31 
p 1.0071 1.1119 .9244 .9777 .8556 1.0554 
^43 
o .9898 .9882 .9942 1.1508 .9730 .9268 
o .9548 .9958 .9956 1.1276 .9591 1.1368 
5 3 
O 1.1159 1.0091 1.0245 1.0064 1.0573 .9663 
^65 
t p 1.0485 .9954 •9790 1•0525 .9568 1•0080 
b 21 
p .9157 .9453 1.0497 1,0331 1.0081 1.0230 
p 1.0100 1.1123 .9272 .9800 .8519 1.0738 
p 1.0035 .9950 1.0013 1,1324 .9806 .9392 
o .9640 .9952 .9974 1.1291 .9665 1.1367 
5 3 




 1.0204 .9052 .9767 .9987 .9882 .9407 
i n .9321 .9310 1.0194 .9532 1.0368 .9866 
P
3 1 
o .9962 1.0548 •9258 .8950 .8494 1•0266 
d .9592 .9342 .9185 1.0549 .9046 .8959 
K
5 1 
n 9255 .9491 .9646 1.0272 .9431 1.0695 k
53 




 p 1.0181 ,9400 .9694 1.1018 .9808 1.0015 
c 21 
n 9157 .9789 1.0433 1.0657 1.0335 1.0138 
H31 • 
D
 9912 1.0893 .9223 .9719 .8532 1.0597 
P
4 3 • 
p




 .9282 .9677 .9877 1.0955 .9677 1.1646 
5 3 
D
 i 1424 .9866 1.0326 .9960 1.0225 .9003 
76 
Table 4.8c 
RATIO of MSE to SD of the Estimate for q = 10 and p = 0.9 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .9233 1.0128 1.0554 1.0521 .9692 1.0606 
S
 p .8840 .8942 .9953 .9371 1.0574 .9398 
产31 
p 1.1061 1.0613 .9801 1.0872 1.0432 1.0903 
^43 
p .9304 .9640 .9824 1.1066 .9494 .9479 
o 1.0049 .9886 .9954 1.0695 1.0439 1.0177 
5 3 
O .9492 1.0334 1.0448 1.2165 1.1701 1.0099 
p
6 5 
t p .9910 1.0171 1.0922 1.0561 .9721 1.0326 
b 21 
p .8855 .9106 .9947 .8869 1.0431 .9282 
O 1.0987 1.0769 .9636 1.0903 1.0552 1.0796 
43 _ 
o 1 0244 .9644 1.0789 1.0945 1.0260 .9417 P
5 1 
p 1.1168 1.0073 1.0960 1.0956 1.1471 1.0265 

















p .7939 .8346 .9263 .8246 .8741 .7586 
3 1
 .7906 .8757 .7847 .7505 
p 1.0406 .9351 .9085 .9891 .9987 .9075 
4 3
 1.0369 .9819 1.0188 .9502 
p .7936 .8546 .9556 .8400 .8056 .7627 
5 1
 .8033 .9588 1.0066 .7693 
p .9570 .8505 .9248 .8805 •8927 •7990 
5 3
 .9537 .9118 .8445 .8316 
p 9294 .8903 1.0467 1.0203 1.1592 .8813 
6 5
 .9151 .9151 .9477 .8777 
r p
 .8974 1.0401 1.0742 1.0968 .9803 1.0386 
°
 p
 .8979 .8563 1.0369 .9257 1.0549 .9112 
D
 1 0921 1.0169 ,9736 1.0905 1.0423 1.0729 
4 3 — 
p
 .9369 .9380 .9893 1.0834 .9581 .9780 
o 1 0386 .9768 1.0010 1.0475 1.0618 .9680 
5 3 • 
0
 .9829 .9112 1.0966 1.0791 1.2067 .9839 
1, 3, 5， 7
 c o n t a i n s








 contains the results which exclude the divergent cases. 
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Table 4.4a 
Proportion of t being rejected PROP for q = 5 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .12 .07 .10 .06 .10 .07 
s 21 
O .04 .09 .05 .00 .06 .08 
o .05 .03 .04 .08 .02 .04 
^43 
p .06 .05 .09 .07 .09 .07 
p .06 .03 .08 .04 .04 .09 
p .06 .08 .03 .07 .06 .05 
t p .12 .05 .10 .07 .09 .07 
b 21 
‘ p .04 .09 .05 .00 .06 .08 
p .05 .03 .04 .08 .02 .04 
^43 
p .06 .05 .09 .07 .09 .06 
p
5 1
 .06 .03 .07 .04 .04 .09 
p .06 .08 .03 .07 .06 .05 
r p .12 .06 .11 .10 .10 .08 
P
 p .04 .07 .05 .01 .06 .09 
o .04 .04 .04 .09 .01 .04 
^43 
p .06 .06 .09 .09 .09 .09 
o .04 .03 .08 .03 .04 .13 
5 3 
o .04 .07 .04 .07 .07 .08 
^65 
r p
 .15 .05 .09 .09 .10 .10 
p .06 .09 .05 .01 .06 .08 
n .05 .03 .04 .08 .02 .04 
^43 
p .06 .05 .10 .07 .11 .08 
o .05 .04 .09 .03 .04 .12 
5 3 




Proportion of t being rejected PROP for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .28 .04 .86 .44 .97 .74 
S n .31 .10 .91 .42 1.00 .74 
「31 
p .20 .05 .79 .35 .96 .58 
o .66 .13 1.00 .60 1.00 .80 
p .27 .13 .95 .48 .99 .65 
p .18 .09 .81 .44 .99 .70 
t p .43 .36 .94 1.00 1 • 00 1.00 
b 21 
‘ D .50 .41 1.00 1.00 1.00 1.00 
P
3 1 
0 .43 .40 1.00 .99 1.00 1.00 K
43 
0 81 .49 1.00 1.00 1.00 1.00 Hsi • 
p .44 .48 1.00 1.00 1.00 1.00 
p53 .35 .36 .98 .98 1.00 1.00 
「65 
r p .05 .10 .08 .02 .07 .07 
o .07 .09 .04 .09 .02 .07 
D .07 .04 .04 .06 .10 .04 
p .07 .11 .12 .06 .16 .09 
0 .10 .07 .04 .04 .08 .02 
5 3 
0 04 .06 .05 .04 .05 .06 
K
6 5 
r p .21 .08 .75 .34 .96 .49 
° p 2 1 .32 .11 .94 .41 1.00 .76 
o .20 .05 .79 .34 .96 .55 
^43 
P .81 .21 1.00 .91 1.00 .98 
p51 .25 .11 .96 .54 1.00 .67 




Proportion of t being rejected PROP for q = 5 and p = 0.9 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r
 p .60 .31 1.00 1.00 1.00 1.00 
s 21 
p .99 .48 1.00 1.00 1.00 1.00 
p .75 .26 1.00 1.00 1.00 1.00 
^43 
o 1.00 .90 1.00 1.00 1.00 1.00 
p 1.00 .46 1.00 1.00 1.00 1.00 
p .59 .36 1.00 1.00 1.00 1.00 
t p .85 .96 1.00 1.00 1.00 1.00 
b 21 




 .97 .99 1,00 1.00 1.00 1.00 
4 3 
p l.oo 1.00 1.00 1.00 1.00 1.00 
p l.oo 1.00 1.00 1.00 1.00 1.00 
5 3 
D .87 .96 1.00 1.00 1.00 1.00 
r p .15
1










p .12 .10 .07 .08 .18 .25 
3 1
 0909 •0879 •0909 .2588 
p .05 .10 .11 .05 .06 .09 
43 .0519 .0879 .0519 .0824 
p .09 .09 .12 .10 .34 .22 
5 1
 .0649 .0659 •0649 •2235 
p .05 .12 .08 .14 .20 .20 
5 3
 .1558 .1099 .1558 .1882 
p .10 .14 .06 .05 .03 .12 
6 5
 .0649 .1319 .0649 .1059 
r p
 .53 .23 . 1.00 .97 1.00 1.00 
D
 1 00 .80 1.00 1.00 1.00 1.00 
P
3 1 . 
Q .75 .26 1.00 1.00 1.00 1.00 
D
 l.oo 1.00 1.00 1.00 l.oo 1.00 
P 1.00 .89 1.00 1.00 1.00 1.00 
5 3
 .55 .27 1.00 .98 1-00 1.00 
^65 
1, 3, 5, 7
 c o n t a i n s








 c o n t a i n s t h e r e s u l t s w h i c h e x c l u d e t h e d i v e r g e n t c a s e s . 
f f f 
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Table 4.5a 
Significant probability SP for q = 5 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .1116 .8256 .0127 .2024 .0003 .6796 
s 21 
p .9530 .7498 .1824 .6024 .0245 .9706 
o .7517 .3379 .1813 .6806 .5785 .0550 
^43 
p .7864 .4732 .3517 .2640 .0013 .3024 
p .9105 .2710 .3873 .2018 .5919 .0675 
p .8682 .1937 .0014 .9703 .0000 .0869 
t p .1273 .5698 .0162 .2236 .0003 .6485 
b 21 
p .9568 .7422 ,1859 .6406 .0231 .9801 
o .7809 .2946 .1788 .7698 .5766 .0576 
"43 
p .7604 .5361 .3611 .2495 .0013 .2826 
D
 ,9112 .2936 .3911 .2096 .5922 .0752 
5 3 
D




 .0126 .3927 .0000 .0003 .0000 .0000 
P
 D
 2700 .1777 .0007 .0007 .0001 .0000 
D 5441 .0397 .0062 .0681 .0001 .0000 
p
 7112 .3927 .0001 .0120 .0000 .0000 
p .9344 .0222 .0222 .0681 .0000 .0000 
5 3 
n 1777 .0031 .0000 .0015 .0000 .0000 K
6 5 
r p
 .0053 .4181 .0000 .0577 .0000 .0117 
C
 D
 7012 .8186 .1005 .4669 .0537 .9042 
P
3 1 " 
p .6501 .1917 .1812 .9158 .5937 .0408 
p .6997 .7475 .0364 .0333 .0000 .0003 
o .8451 ,1324 .5990 .1553 .8136 .0757 
5 3 




Significant probability SP for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .0000 .0000 .0000 .0000 .0000 •0000 
S p .0000 .0000 .0000 .0000 .0000 .0000 
p .0000 .0000 .0000 .oooo .oooo •oooo 
O •oooo .oooo •oooo .oooo .oooo .oooo 
P
5 1 
O •oooo •oooo •oooo •oooo .oooo •oooo 
p .0000 .oooo •oooo .oooo .oooo .oooo 
^65 
t P .oooo .oooo .oooo .oooo •oooo •oooo 
b 21 
D oooo .oooo •oooo .oooo •oooo .oooo 
P
3 1 
P .oooo •oooo .oooo .oooo •oooo •oooo 
P .0000 .0000 .0000 .0000 .0000 .oooo 
D
 oooo •oooo .oooo •oooo .oooo .oooo 
K
5 3 • 
0
 .OOOO .oooo •oooo •oooo •oooo .oooo 
r
 p .5149 .1777 .0007 .8643 .0000 .0222 
P p
2 1
 .3927 .9412 .0222 .1120 .2700 .0015 
p
3 1
 .8643 .9514 .7175 .0681 .1122 .0031 
4 3 ^ 
p .0681 .0907 .0000 .0000 .0000 .0000 
p
5 1
 .5441 .7778 .3927 .0018 .0007 .0681 
5 3 
0




 .0000 .0000 .0000 .0000 .oooo .oooo 
° p
2
 .OOOO •oooo •oooo .oooo .oooo .oooo 
0
3 1
 .0000 .0000 、 .0000 .0000 .0000 .oooo 
4 3 
p
 •OOOO .oooo .oooo .oooo .oooo .oooo 
0
5 1
 OOOO .oooo •oooo •oooo .oooo .oooo 
D





Significant probability SP for q = 5 and p = 0.9 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .0000 .0000 .0000 .0000 .0000 .0000 
S p .oooo .oooo •oooo •oooo .oooo •oooo 
3 1 ^ 
O .oooo .oooo •oooo •oooo .oooo .oooo 
4 3 ^ 
O •oooo .oooo .oooo •oooo •oooo .oooo 
5 1 M 
O .oooo .oooo •oooo •oooo .oooo .oooo 
5 3 
O .0000 .0000 .0000 .0000 .0000 .oooo K
65 
t
 p .0000 .0000 .0000 .0000 .0000 .0000 
。
D
 OOOO .oooo •oooo •oooo .oooo .oooo 
P
3 1 • 
D
 OOOO .oooo .oooo .oooo •oooo .oooo 
P .OOOO .oooo .oooo •oooo •oooo .oooo 
D
5
 OOOO •oooo .oooo •oooo .oooo •oooo 
p
5 3 • 
D
















6259 1817 .0000 .0000 .0000 .0000 
31 ；0006 .4363 .0006 .0000 
p
 0430 .7130 .0048 .0003 .0119 .0000 
4 3 .0001 .8624 .0001 .0000 
0094 .0019 .0000 .0000 .0000 .0000 
51 ；0000 .0314 .0000 .0000 
p 0096 .1081 .0000 .0000 .0000 .0000 5 3
 OOOO .0854 .OOOO •OOOO 
p
 0373 .0089 .2655 .0234 •3392 .0087 
6 5
 .0188 .0263 .0188 .0547 
r p




 .0000 .0000 .0000 ’ .0000 .0000 .oooo 
0
3 1
 .OOOO .oooo .oooo .oooo •oooo .oooo 
p .oooo •oooo .oooo .oooo •oooo .oooo 
p
5 1
 .OOOO .oooo .oooo .oooo .oooo •oooo 
c
5 3




 c o n t a i n s








 contains the results which exclude the divergent cases. 
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Table 4.16b 
Mean of the Estimate for q = 150 and p = 0.5 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r
 n .0107 -.0080 .0089 .0023 .0030 .0061 
s 21 
p -.0034 .0040 .0021 .0007 .0050 .0013 
o -.0017 -.0200 .0050 .0030 -.0024 -.0054 
o .0252 .0082 .0001 -.0016 -.0072 -.0047 
o .0109 -.0019 .0096 -.0026 -.0032 -.0104 
5 3 
p
 .0020 .0158 .0111 .0033 .0093 .0017 
^65 
t p .0099 -.0070 .0082 .0018 .0027 .0050 
b 21 
〜 O -.0033 .0034 .0019 .0005 .0045 .0011 
P
3 1 
o «.0016 -.0160 .0045 .0025 -.0022 -.0043 
o 0230 .0068 .0001 -.0014 -.0066 -.0039 
P
5 1 
n .0099 -.0014 .0087 -.0020 -.0030 -.0085 K
53 _ 








 -.0050 .0036 .0022 .0007 -0063 .0004 
D
3 1
 -.0026 -.0281 .0061 .0031 -.0030 -.0062 
4 3 
p
 .0336 .0081 -.0015 -.0029 -.0121 -.0067 
D
5 1
 0149 -.0038 .0143 -.0037 -.0042 -.0131 
5 3 ^ 
D
 0039 .0243 .0173 .0054 .0155 .0056 
"65 
r p




 -.0025 .0043 .0019 .0002 .0056 .0009 
D
3 1
 _ 0018 -.0193 .0050 .0029 -.0025 -.0054 H
43 
p
 .0225 .0043 -.0022 -.0048 -.0095 -.0089 
0
5 1
 0099 -.0038 .0101 -.0040 -.0025 -.0103 
5 3 
D





Mean of the Estimate for q = 150 and p = 0.5 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5
 c
 = 3 c = 5 
r p
 .3623 .4343 .3740 .4264 -3721 .4306 
S p .3678 .4365 .3688 .4285 .3754 .4319 
p .3883 .4519 .3895 .4400 .3903 .4428 
p .3229 .4190 .3320 .4113 .3284 .4213 
p .3794 •4365 .3724 .4289 •3686 .4369 
p
5 3
 .3678 .4305 .3778 .4325 .3723 .4315 




 .3357 .3646 .3360 .3565 .3416 .3592 
p
3 1
 .3519 .3731 .3518 .3623 .3524 .3642 
p .2977 .3536 .3050 .3450 .3016 .3537 
P
S 1
 .3466 .3650 .3393 .3566 .3358 .3634 
5 3 
o .3390 .3645 .3478 .3651 .3426 .3640 
^65 
r p




 .4988 .4981 .4975 .4923 .5045 .4937 
3 1
 .5012 .5048 .5003 ,4929 .5000 .4949 
K
4 3 
p .4882 .4933 .4919 .4833 .4871 .4937 
p
5 1
 .5151 .4983 .5023 .4912 .4978 .4977 
5 3








 .3670 .4336 .3668 .4272 .3729 .4292 
3 1
 .3901 .4527 . .3897 .4404 .3903 .4430 
4 3 
p .3131 .4014 .3187 .3928 .3168 .4011 
p
5 1 . 3 7 7 5 .4339 .3711 .4269 .3661 .4333 
5 3




Mean of the Estimate for q = 10 and p = 0.9 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 .7757 .8372 .7705 •8336 •7734 •8355 
S
 p
 .7191 .8313 .7265 .8318 .7277 .8320 
严31 
o .7880 .8505 .7919 .8513 .7957 .8512 
"43 
p .5720 .8119 .5757 .8035 .5765 .8030 
o .7127 .8372 .7266 .8336 .7282 .8313 K
53 
d .-7797 .8411 .7728 .8343 .7762 .8333 k
65 
t p .7324 .7609 .7258 .7563 .7286 .7583 
b 21 
p .6641 .7419 .6696 .7418 .6702 .7418 
3 1
 .7335 .7641 .7367 .7634 .7395 .7632 
4 3 
p .5262 .7136 .5287 .7041 .5294 .7036 
p
5 1
 .6565 .7480 ,6693 .7439 .6706 .7408 
p
5 3


















 8919 .9003 .8951 .8970 .8957 .8966 
3 1
 .8902 .9011 .8977 .8965 
p
 8943 .9016 .8962 .8988 .8986 .8983 
4 3
 8924 .9021 .8988 .8980 
p
 ‘8987 .9055 .8892 .8959 .8863 •8947 
51 .8953 .9063 .8961 .8946 
p .8838 .9051 .8950 .8995 .8946 .8958 
5 3
 .8830 .9053 .8994 .8956 
p
 9029 .9058 .8990 .9002 .9002 •8980 
6 5
 '.9014 .9064 .9000 .8979 
r p




 .7046 .8175 .7100 .8159 .7105 .8164 
0
3 1
 7894 .8512 .7922 .8517 .7958 .8514 
P
4 3 • 
p .5264 .7351 .5282 .7255 .5297 .7259 
D
5 1
 .6969 .8216 .7097 .8177 .7108 .8149 
53 
D
 .7917 .8491 .7873 .8478 .7891 .8456 
1， 3， 5, 7
 c o n t a i n s








 c o n t a i n s the r e s u l t s w h i c h e x c l u d e the d i v e r g e n t c a s e s . 
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Table 4.7a 
RMS of the Estimate for q = 10 and p = 0.0 
P 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c == 5 
r p
 .1139 .1097 .0515 .0489 .0312 .0327 
s 21 
o .0911 .1016 .0491 .0425 .0345 .0332 
3 1 
D
 .1007 .0924 .0441 .0460 .0283 .0321 
4 3 
D
 .0964 .0895 .0504 .0512 .0332 .0332 
"51 
D
 .0964 .0895 •0504 .0457 •0306 .0337 
5 3 
D
 .1023 .0957 .0450 .0474 .0343 .031.1 
t 0
 .1049 .0913 .0472 .0406 .0286 .0271 
b 21 
p .0828 .0833 .0447 .0348 .0313 .0272 
C
3 1
 0909 .0745 .0397 .0372 .0254 .0259 
4 3 
p
 .0884 .0741 .0462 .0425 .0305 .0276 
p
5 1
 .0884 .0741 .0462 .0374 .0278 .0276 
D
5 3




 p .1660 .1287 .0742 .0570 .0452 .0387 
P 2 1
 .
1 2 9 1
 . U 7 8 .0676 .0496 .0480 .0374 
3 1
 .1341 .1037 .0583 .0513 .0371 .0370 
4 3
 # 




1 4 3 0
 .1072 .0726 .0526 .0422 .0382 
5
 .1490 .1148 .0654 .0566 .0487 .0365 
P65 
r p
 . H 3 2 .1077 .0510 .0499 .0323 .0341 
C 2 1




1 0 1 1
 .0926 .0439 .0459 .0283 .0322 
"43 • 
p
 .0991 .0913 .0499 .0504 .0337 .0330 5 1
 < 0
9 9 1 .0913 .0499 .0457 .0310 .0337 




RMS of the Estimate for q = 10 and p = 0.5 
P 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 .1672 .1044 .1342 .0832 .1313 .0743 
S
 p .1632 .1146 .1356 .0805 .1273 .0747 
o .1414 .0878 .1180 .0711 .1138 .0622 
P
4 3 
D .1971 .1152 .1713 .0953 .1735 .0837 
P
5 1 
o .1482 .1033 .1339 .0780 .1344 .0680 
5 3 
o .1576 .1066 .1286 .0786 .1311 .0740 
^65 
t p .1876 .1502 .1613 .1441 .1600 .1386 
b 21 
p .1864 .1580 .1669 .1468 .1601 .1432 
P
3 1
 .1681 .1422 .1529 •1415 •1501 .1373 
4 3 
p .2174 .1623 .1975 .1578 .1998 .1483 
p .1727 .1516 ,1650 .1459 .1662 .1383 
D
5 3








 .1180 .1023 .0429 .0400 .0318 .0330 
p
3 1
 .1031 .0803 .0493 .0419 .0357 .0262 
4 3 
p
 .1300 .0920 .0521 .0421 .0406 .0325 
0
S 1
 .1106 .0861 .0508 .0367 .0359 .0280 
5 3 
O 0997 .0921 .0500 .0428 .0375 .0308 
r p




 .1631 .1141 .1375 .0805 .1295 .0771 
D
3 1
 1403 .0876 .1178 .0708 .1137 .0620 
4 3 
p .2040 .1245 .1841 .1115 .1848 .1024 
p
5 1
 .1495 .1049 .1348 .0799 .1367 .0711 
5 3




RMS of the Estimate for q = 10 and p = 0.9 
P 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 .1393 .0731 .1320 .0691 .1281 .0653 
S
 p .1893 .0775 .1750 .0704 .1731 .0689 
p .1235 .0592 .1103 .0503 .1055 .0498 
^43 
p .3324 .0944 .3251 .0975 .3239 .0978 
o .1954 .0709 .1748 .0680 .1723 .0694 
o .1334 .0687 .1299 .0672 .1249 .0676 
^65 
t p .1784 .1446 .1759 .1451 .1725 .1422 
b 21 
p .2416 .1626 .2314 .1594 .2303 .1587 
D
 1749 .1411 .1649 .1374 .1612 .1373 
P
4 3 
p .3768 .1895 .3719 .1964 .3709 .1967 
p
5 1
 .2487 .1560 .2316 .1569 .2298 .1596 
c
5 3













 .0141 .0088 
p
 *0470 .0303 .0185 .0157 .0136 .0102 
3 1
 .0472 .0300 .0151 .0102 
p
 0411 .0285 .0172 .0115 .0116 .0091 
4 3
 .0413 .0285 -0115 .0089 
p
 0674 .0370 .0303 .0144 .0231 .0123 
5 1
 .0671 .0369 .0142 .0123 
p 0490 .0282 .0176 .0121 .0124 .0098 
5 3
 .0493 .0282 .0121 .0099 
p
 0379 .0281 .0171 .0108 .0109 .0088 
6 5
 .0380 .0280 .0109 .0088 
r p




 .2029 .0896 .1913 .0856 .1901 .0842 
D
3 1
 1223 .0589 .1100 .0500 .1054 .0497 H
43 
p
 .3768 .1684 .3724 .1750 .3706 .1745 
p
5 1
 .2097 .0836 .1915 .0834 .1896 .0856 
p
5 3
 .1198 .0602 .1151 .0537 .1120 .0553 
H65 
1
 3’ 5, 7
 c o n t a i n s








 contains the results which exclude the divergent cases. 
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Table 4.18a 
RATIO of MSE to SD of the Estimate for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 .8769 .9136 .8825 .9179 1.0184 .9896 
O 1.0968 .9969 .9082 1•0642 .9240 •9608 
3 1
 〜 
o .9870 1.1214 1.0175 .9832 1.1180 1.0076 K
4 3 
p 1.0626 1.1271 .8842 .8799 .9738 .9676 
p
5 1
 1.0459 1.0328 1•0377 .9864 1•0337 .9948 
5 3 
o ,9724 1.0697 1.0247 •9490 .9575 1.0235 
^65 
t D
 .8751 .9134 .8819 .9169 1.0174 .9890 
b 21 
p 1.0992 1.0003 .9068 1.0649 .9231 .9604 
D
3 1
 .9850 1.1269 1.0177 .9821 1.1190 1.0081 
4 3 
p 1.0644 1.1323 .8845 .8799 .9737 .9633 
p
5 1
 1.0453 1.0246 1.0378 .9881 1.0332 .9937 
c
5 3








 1.0755 .9718 .9173 1.0321 .9191 .9661 
D
3 1
 .9876 1.1204 1.0224 .9757 1.1332 .9690 
4 3 
p 1.0486 1.0974 .8923 .8879 .9839 .9811 
p
5 1
 1.0478 1.0101 1.0497 .9760 1.0410 1.0090 
5 3
 .9751 1.0433 1.0278 .9300 .9914 1.0259 
H65 
r p




 1.0583 .9850 .9219 1.0249 .9110 .9419 
_
3 1
 .9788 1.1049 . 1.0203 .9849 1•1180 1•0039 
^43 • 
p
 1.0103 1.0961 .8928 .9029 .9793 1.0120 
p
5 1








RATIO of MSE to SD of the Estimate for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 。 = 3 c = 5 
r p
 .9995 1.0606 .9166 .9948 1.0064 1.0200 
S
 p .9201 .8776 1.1628 1.0298 1.0803 .8706 
p 1.0256 1.1294 .9611 .9906 .9400 1.0857 
^43 
p .9435 1.0278 1.0917 1.0877 1.0064 .9321 
p 1.0227 1.0365 .9760 1.1887 .9949 1.0549 
5 3 — 
p 1.1092 1.0642 1.0542 .9532 1.0146 .9736 
t p 1.0113 1.0613 .9221 .9980 1.0172 1.0188 
b 21 
p .9164 .8810 1.1614 1.0399 1.0829 .8801 
p
3 1
 1.0236 1.1051 .9589 .9924 .9368 1.0958 
p .9535 1.0314 1.1012 1.0849 1.0149 .9318 
p
S 1
 1.0317 1.0505 ,9788 1.1914 1.0003 1.0509 
5 3 




 1.0198 1.0514 .9475 .9870 1.0482 .9798 
P
 p
 .9278 .8660 1.1565 1.0100 1.1100 .8653 
P
3 1
 1.0150 1.0716 .9594 .9353 .9350 1.0640 
4 3 
p .9166 .9980 1.0333 1.0612 .9741 .9086 
p
5 1
 .9943 1.0222 .9753 1.1145 .9777 1.0032 




 1.0089 1.0773 .9701 1.0491 1.0373 .9920 
°
 D
 9094 .8756 1.1550 1.0865 1.1005 .8688 
H31 • 
Q
 1.0122 1.1041 .9592 .9826 .9364 1.0837 
p
 .9327 1.0152 1.0990 1.1400 1.0271 .9408 
D
 1.0093 1.0100 .9851 1.1535 1.0099 1.0686 
5 3 
D




RATIO of MSE to SD of the Estimate for q = 10 and p = 0.9 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .8893 .9678 1.0093 .8708 .9328 1.0986 
S
 p
 .9278 .9054 1.0098 •8374 .9702 .9484 
n .9132 .9498 .9734 1.0616 .9480 .9586 
p
4 3 
p .9559 .9569 1.0160 1.0954 1.0020 .9163 
o .9452 .9452 1.0490 1.0104 1.1565 1.0843 
5 3 
p .9502 1.0007 .9756 1.1535 1.1135 1.0644 
t p .9567 .9936 1•0573 .8642 .9448 1•0789 
b 21 
D
 9145 .9281 1.0055 .8137 .9636 .9285 
0
 9043 .9488 .9541 1.0624 •9720 .9727 
p i.0473 .9555 1.1086 1.0643 1.0851 .9082 
p
5 1
 1.0486 .9865 1.1493 1.0215 1•2459 1.0893 
D
















o .8564 .8983 .9884 .7921 .9557 .8865 
3 1
 .8661 .9005 .8172 .8909 
p .8569 .9171 .9121 1.0107 .9598 .9158 
4 3
 .8709 .9128 1.0107 .9368 
p
 .8733 .7994 .8721 .9976 .9291 .8629 
5 1
 8941 .7982 1.0001 .8715 
p
 '.9188 .9467 1.0289 1.0059 1.0992 .9644 
53 9247 •9465 1.0034 •9727 
p
 .9324 .9527 .9638 1.1260 1.0836 .9994 
6 5
 .9375 .9557 1.1150 1.0054 
r p




 .9114 .8692 .9952 .8936 .9876 .9467 
C
3 1
 8894 •9024 •9665 1•0545 .9436 .9549 
^43 • 
p .9667 .9144 1.0172 1.1500 1.0078 .9325 
p
5 1
 .9679 1.0050 1.0396 1.0400 1.1949 1.0258 
D
5 3
 9659 .9865 .9937 1.1646 1.0629 1.0602 
1, 3, 5， 7
 c o n t a i n s
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Table 4.19a 
Proportion of t being rejected PROP for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .09 .07 .10 .05 .06 .05 
p ,04 .07 .06 .03 .06 .04 
p .06 .02 .04 .06 .02 .06 
p .05 .03 .09 .08 .06 .08 
p .04 .06 .04 .06 .03 .06 
p .09 .04 .05 .08 .05 .05 
^65 
t p .09 .08 ,10 .05 -06 -05 
b 21 
p .05 .07 .06 .03 .06 .04 
p .06 .02 .04 .06 .01 .06 
p .05 .03 .09 .08 .06 .08 
o .04 .06 .04 .05 .03 •06 
^53 
o .09 .04 .05 .08 .05 .05 k
65 
r p
 .06 .06 .09 .05 .05 .08 
P
 p .04 .09 .06 .04 .08 .04 
o .06 .04 .04 .06 .01 .07 
4 3 
O .02 .03 .07 .06 .06 .07 
" 5 1 
o .04 .04 .04 .04 .04 .10 k
53 
O .06 .04 .06 .09 .04 .05 
^65 
r
 p .10 .06 .09 .05 .05 .10 
o .05 .09 .05 .04 .08 .04 
o .06 .02 .04 .06 .01 .07 K
43 
O .08 .08 .07 .07 .05 .07 
p .05 .04 .04 .04 .04 .09 
D
 .07 .05 .05 .08 .05 .05 
H65 
93 
T a b l e 4.19a 
P r o p o r t i o n o f t b e i n g r e j e c t e d P R O P f o r q = 150 a n d p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .26 .07 .84 .44 .98 .74 
S p .28 .14 .95 .42 .99 .71 
p .20 .04 .78 .33 .97 .56 
p .55 .12 1.00 .66 1.00 .84 
p .28 .08 .94 ,46 1.00 .65 
p 、 .26 .08 .86 .38 .99 .74 
t p .48 .41 .95 1.00 1.00 1.00 
b 
p .51 .44 1.00 1.00 1.00 1.00 
o .42 .44 .99 .99 1.00 1.00 
o .76 .50 1.00 1.00 1.00 1.00 
0 .47 .45 .99 1.00 1.00 1.00 
5 3 
O .40 .40 .98 .98 1.00 1.00 
^65 
r p
 .08 .05 .06 .06 .05 .06 
P
 p .09 .10 .01 .03 .03 .13 
p .07 .06 .05 .05 .05 .04 
^43 
p .09 .07 .05 .04 .09 .12 
D
 11 .09 .04 .04 .07 .04 k
53 
p .03 .04 .04 .06 .06 .07 
^65 
r p
 .23 .05 .76 .38 .98 .56 
o .32 .14 .97 .46 .99 .75 
31 一 
o ,20 .04 .78 .33 .97 .57 
^43 
p .71 .22 1.00 .90 1.00 .98 
o .30 .07 .95 .49 1.00 .73 
5 3 




Proportion of t being rejected PROP for q = 10 and p = 0.9 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .56 .29 1.00 .99 1.00 1.00 
p .96 .52 1.00 1.00 1.00 1.00 
p .71 .28 1.00 .98 1.00 1.00 
p 1.00 .92 1.00 1.00 1.00 1.00 
D l.oo .52 1.00 1.00 1.00 1.00 
5 3 
p .56 .29 1.00 1.00 1.00 1.00 
^65 
t o .87 1.00 1.00 1.00 1.00 1.00 
b 21 
p 1.00 1.00 1.00 1.00 1.00 1.00 
O .96 .99 1.00 1.00 1.00 1.00 
K
4 3 
p 1.00 1.00 1.00 1.00 1.00 1.00 
P 1.00 1.00 1.00 1.00 1.00 1.00 

















p .12 .09 .04 .14 .07 .07 
3 1
 .1064 .0918 .1340 .0714 
p .10 .10 .10 .06 -04 .04 
4 3
 .0851 .1020 .0619 .0306 
p .05 .20 .08 .06 .09 .11 
5 1
 .0319 .2041 .0619 .1122 
.04 .12 .04 .06 .05 .09 
5 3 .0319 ,1224 .0619 .0918 
p .08 .13 .07 .02 .03 .07 
6 5
 .0638 .1327 -0206 .0714 
r
 o .55 .24 . 1.00 .97 1.00 1.00 
‘ 2 1 
p . 9 9 . 8 4 1 . 0 0 1 . 0 0 1 . 0 0 1 . 0 0 
p
3 1
 .70 .30 1.00 .98 1.00 1.00 
p 1.00 1.00 1.00 1.00 1.00 l.oo 
D
5 1
 1.00 .83 1.00 1.00 1.00 1.00 
" 5 3 
0
 .57 .27 1.00 .99 1.00 1.00 
1, 3, 5, 7
 c o n t a i n s








 c o n t a i n s t h e r e s u l t s w h i c h e x c l u d e t h e d i v e r g e n t c a s e s . 
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Table 4.20a 
Significant probability SP for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .2983 .6385 .1199 .4820 .8666 .0543 
s 21 
p .7414 .7746 .9086 .8439 .0563 .6313 
p .7350 .0427 .3461 .8641 .2227 .3323 
p .0416 .3699 .9710 .5106 .0439 .2830 
p .8174 .7890 .0748 .6134 .8023 .0594 
p .4892 .2152 .3055 .6888 .0409 .6537 
^65 
t p .3064 .6891 .1299 .5303 .8361 .0493 
b 21 
p .6401 .7180 .9074 .8151 .0551 .6150 
o .7161 .0734 .3609 .9309 .2100 .3110 
卜43 
p .0433 .2263 •9652 •5436 .0429 .2837 
卩 5 1 
P .8159 .8000 .0741 .5920 .8008 .0653 
n 5414 .2292 .3065 .6989 .0414 .6189 
K
6 5 
r p .1350 .3862 .0000 .0062 .0000 .0000 
P
 p
 .5441 .2700 .0120 .0007 .0003 .0003 
D 1122 .0003 .0120 .0222 .0000 .0000 k
43 . 
p
 .0062 .7112 .0397 .0062 .0000 .0000 
Q
 .3927 .5441 .0001 .0222 .0001 .0000 
D
 7388 .0120 .0001 .0003 .0000 .0000 
H65 
r p
 .1440 .5418 .0230 .4902 .1878 .0788 
° p •7996 .9426 .6044 .8996 .0652 •5398 
D
3 1




 .0911 .3688 .6764 .2847 .0030 .0587 
p
5 1
 .8468 .6757 .0814 .6091 .9560 .0933 
0
5 3




Significant probability SP for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p •0000 •0000 .0000 •0000 .0000 •0000 
s 21 
p .0000 .0000 .0000 .0000 .oooo •oooo 
D .0000 .0000 .0000 .0000 .0000 .0000 
^43 
O .oooo .oooo .oooo .oooo •oooo •oooo 
o .oooo .oooo .oooo .oooo •oooo •oooo 
5 3 
p .0000 .0000 .0000 .0000 .0000 .oooo 
^65 
t P .0000 .0000 .0000 .0000 .0000 .oooo 
b 21 
O .0000 .0000 .0000 .0000 .0000 .oooo 
O .OOOO .oooo .oooo .oooo •oooo •oooo 
P .0000 .0000 .0000 .0000 .0000 .oooo 
P .OOOO .oooo .oooo .oooo .oooo .oooo 
O OOOO .oooo .oooo .oooo .oooo .oooo 
r
 p .9972 .6480 .0120 .6230 .0003 .1122 
P
 p .9839 .5565 .0120 .0601 .0001 .0120 
D
3 1
 .7436 .5189 .3927 .1409 .1122 .0062 
D
 2990 .4822 .0062 .0000 .0001 .0015 
P
5 1 . 
D
 3927 .8221 .3498 .0189 .0222 .0681 
5 3 
D
 2959 .3293 .0003 .1122 .0062 .1122 
H65 
r




 .OOOO .oooo .oooo •oooo •oooo .oooo 
D
3 1
 .OOOO .0000 .0000 .0000 .oooo .oooo 
D
 OOOO .0000 .0000 .0000 .0000 .0000 
H51 • 
D
 OOOO .0000 .0000 .0000 .oooo .oooo 
^53 
D
 OOOO .0000 .0000 .0000 .0000 .0000 
P
6 5 . 
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Table 4.10c 
Significant probability SP for q = 10 and p = 0.9 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .0000 •0000 •0000 •0000 •0000 •0000 
s ^21 
p .0000 .0000 .0000 .0000 .0000 .0000 
o .oooo .oooo .oooo .oooo .oooo •oooo 
^43 
n •oooo •oooo .oooo .oooo .oooo .oooo 
O •oooo .oooo •oooo •oooo •oooo •oooo 
5 3 
p .0000 •oooo •oooo .oooo .oooo •oooo 
^65 
t p .0000 .0000 .0000 .0000 .0000 .0000 
b • 2X 
P •OOOO .oooo •oooo .oooo .oooo .oooo 
O OOOO .oooo .oooo .oooo .oooo •oooo 
^43 
D
 OOOO .oooo .oooo .oooo .oooo •oooo 
D
 OOOO .oooo .oooo .oooo .oooo •oooo k
53 
D


















p .5564 .0163 .0114 .1915 .0222 .0009 
3 1
 .6230 .0128 .2942 .0009 
p .6422 .1148 .1500 .9629 .2625 .0981 
4 3 .3646 .0644 .9517 .0819 
p 0325 .0006 .0010 .0140 .0000 .0000 
5 1
 .1939 .0003 .0257 .0000 
p
 3080 .0304 .0146 .9598 .0014 .0004 
5 3
 .1845 .0247 -9574 .0002 
p .0335 .0031 .2616 .5439 .8795 .0298 
6 5
 .0509 .0016 .7066 .0225 




 .OOOO .oooo •oooo .oooo .oooo .oooo 
D
3 1
 OOOO .0000 .0000 .0000 .0000 .0000 F
43 • 
D
 OOOO .oooo .oooo •oooo .oooo •oooo 
D
 OOOO .0000 .0000 .0000 .oooo .0000 
^53 
D
 •OOOO .oooo .oooo •oooo •oooo .oooo 
" 6 5 
1, 3, 5,
 7
 c o n t a i n s








 contains the results which exclude the divergent cases. 
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Table 4.16b 
Mean of the Estimate for q = 150 and p = 0.5 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .0097 -.0101 .0048 .0012 -.0013 .0026 
、 p -.0043 .0011 .0039 -.0001 .0052 .0007 
p -.0039 -.0182 .0062 .0052 -.0009 -.0066 
^43 
p .0247 .0059 .0048 -.0032 -.0024 -.0044 
p .0128 -.0008 .0090 .0001 -.0037 -.0110 
5 3 
p .0022 .0113 .0058 .0008 .0047 -.0007 
t p .0091 -.0084 .0044 .0010 -.0011 .0022 
b 21 
O -.0042 .0010 .0035 -.0001 .0047 .0005 
o -.0034 -.0145 .0056 .0042 -.0008 -.0053 
p .0226 .0046 .0044 -•0026 -.0022 -•0036 
o .0115 -.0004 .0082 .0001 -.0034 -.0089 
5 3 
D




 .0133 -.0145 .0088 .0011 -.0015 .0018 
P
 p
 -.0063 -.0015 .0060 -.0009 .0080 .0000 
o -.0056 -.0221 .0085 .0062 -.0022 -.0077 
^43 
o 0349 .0071 .0079 -.0028 一 . 0 0 3 8 -.0056 
P
5 1 … 
p .0170 -.0026 .0124 -.0007 -.0058 -.0125 




 .0096 -.0117 .0069 .0004 -.0003 .0028 
D
 _ 0047 .0005 .0049 -.0002 .0057 .0008 h
31 • 
D
 -.0037 -.0171 . .0062 .0050 -.0010 -.0066 
D
 0231 .0064 .0052 -.0027 -.0034 -.0053 . 
D
 0129 -.0037 .0092 -.0013 -.0036 -.0116 
5 3 
D
 .0020 .0191 .0052 .0004 .0048 .0007 
99 
Table 4.16b 
Mean of the Estimate for q = 150 and p = 0.5 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 i
 .3581 .4375 .3712 .4245 .3702 .4323 
p .3638 .4412 .3686 .4285 .3766 .4339 
p .3886 .4523 .3859 .4399 .3890 .4445 
p .3260 .4248 .3415 .4151 .3380 .4240 
p .3792 .4441 .3703 .4298 .3706 .4377 
p .3678 .4332 .3745 .4342 .3689 .4314 
t p .3296 .3678 .3413 .3562 .3400 .3624 
b 21 
p .3320 .3669 .3358 .3545 .3428 .3592 
p .3521 .3718 .3490 .3599 .3516 .3638 
o .2999 .3567 .3133 .3468 .3102 .3546 
o .3467 .3694 .3374 .3558 •3375 .3623 
5 3 
p .3388 .3654 .3442 .3646 .3389 .3618 
^65 
r p
 .4974 .5056 .5050 .4928 .5017 .5003 
P
 p
 .4934 .5062 .4981 .4907 .5073 .4964 
o .5033 .5068 .4983 .4924 .5013 .4970 
P
4 3 
O .4855 .5047 .5039 .4891 .5004 .5003 5 1
 — 
o .5147 .5115 .5002 .4928 .4998 .4997 
5 3 
p .5032 .5073 .5067 .5034 .4999 .4991 
『65 
r p
 .3622 .4399 •3779 •4287 .3755 .4383 
°
 p
 .3630 .4380 .3676 .4266 .3755 .4314 
o .3901 .4529 .3861 .4395 .3891 .4438 
P
4 3 
o .3182 .4111 .3320 .3991 .3297 .4077 
P
5 1 
n .3766 .4441 .3694 .4276 .3687 .4340 
^53 




Mean of the Estimate for q = 50 and p = 0.9 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .7746 .8419 .7754 .8358 .7745 .8372 
p .7276 .8370 .7334 .8320 .7327 •8354 
p .7905 .8510 .7930 .8528 .7971 .8541 4 3
 _ 
p .5853 .8138 .5928 .8050 .5927 .8047 
p .7199 .8395 .7321 .8342 .7346 .8340 
p ,7792 .8404 .7774 .8373 .7785 .8361 
^65 
t p .7296 .7628 .7280 .7557 .7274 •7568 
p .6728 .7461 .6767 .7393 .6759 .7428 
p .7350 .7617 .7363 .7619 .7399 .7632 
p .5384 .7138 .5444 .7033 .5443 .7030 
p .6649 .7487 .6753 .7413 .6776 .7411 
5 3 








p 8965 .9051 .8993 .8981 .8991 .9003 
8925 
p :8974 .9016 .8977 .8997 .9003 .9006 
43 8951 
p .9018 .9118 .9010 .9006 .8963 .8994 
51 8978 
p :8905 .9081 .8986 .8999 .8988 .8992 
53 8 8 8 7 








 .7143 .8235 .7181 .8172 .7174 .8200 
D
 7916 .8520 .7933 .8532 .7972 .8542 
43 一 




 .7053 .8250 .7166 .8184 .7188 .8186 
Q
 7897 .8494 .7912 .8493 .7900 .8478 
1
 The first row contains the results including the 12 divergent cases. 
2




RMS of the Estimate for q = 50 and p = 0.0 
P 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
2 i
 .1198 .1056 .0513 .0485 .0304 .0328 
p .0968 .0918 .0504 .0416 .0339 .0347 
p .1008 .0902 .0440 .0495 .0280 .0316 
p .0927 .0859 .0511 .0524 .0335 .0346 
p .0927 .0951 .0425 .0449 .0312 .0344 
5 3 
p .1013 .0939 .0433 .0459 .0323 .0297 
t P .1103 .0875 .0470 .0401 .0279 .0271 
b 2 ^ 
p •0882 .0745 •0459 .0339 .0308 •0283 
d .0911 .0722 .0396 .0398 .0252 .0254 
h
4 3 
n .0850 .0706 .0467 .0433 .0307 .0285 
o .0845 .0784 .0387 .0364 .0283 .0281 
5 3 
n .0928 •0780 .0396 •0380 .0296 •0245 
^65 
r p .1759 .1257 .0739 ,0558 .0437 .0384 
p ^21 
o .1366 .1043 .0694 .0487 .0467 .0403 P
3 1 
o .1300 .1010 .0587 .0566 .0368 .0358 
4 3 一 
o .1364 .1017 .0737 .0600 .0477 .0397 
o .1288 .1109 .0585 .0510 .0432 .0389 
卜 5 3 
o 1483 .1117 .0629 .0528 .0449 .0346 
p
6 5 “ 
r p
 .1206 .1048 ,0509 .0483 .0310 .0336 
°
 p
 .0979 .0927 .0494 .0427 .0340 .0358 
p
 .1099 .0903 .0438 .0492 .0280 .0316 
p
 0941 .0873 .0511 .0513 .0334 .0334 
n .0909 .0952 .0418 .0444 .0316 .0342 
^53 
p
 1021 .0964 .0438 .0451 .0308 .0304 
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Table 4.12b 
RMS of the Estimate for q = 50 and p = 0.5 
P 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .1678 ,1054 .1376 .0836 .1333 .0726 
s 21 
p .1638 .1106 .1362 .0799 .1266 .0714 
p .1414 .0871 .1218 .0723 .1151 .0606 
^43 
p .1961 .1103 .1627 .0917 .1642 .0811 
p .1466 .0953 .1359 .0777 .1330 .0668 
5 3 p .1564 .1012 .1320 .0771 .1342 .0742 
t p .1893 .1513 .1649 .1470 .1624 .1394 
b 21 
p .1878 ,1550 .1675 .1486 .1593 .1426 
p .1680 .1430 .1559 .1442 .1510 .1377 
p .2166 .1589 .1897 .1560 .1914 .1473 
p .1713 .1463 .1668 .1470 .1649 .1392 
o .1787 .1498 .1604 .1397 .1632 .1403 
^65 
r p
 .1095 .0928 .0573 .0388 .0346 .0287 
P
 D
 1147 .0994 .0456 .0386 .0351 .0284 
o 1048 .0809 .0506 .0447 .0363 .0259 
"43 
p .1308 .0910 .0537 .0405 .0376 .0296 
p
 .1062 .0824 .0506 .0381 .0384 .0263 
5 3 
n 0981 .0833 .0498 .0437 .0343 .0302 k
6 5 
r p
 .1657 .1060 .1311 .0795 .1279 .0671 
° p .1653 .1081 .1371 .0804 .1274 .0735 
p
 1410 .0868 .1216 .0728 .1150 .0612 
4 3 一 
D




 1475 .0936 .1365 .0795 .1347 .0699 
5 3 • 





RMS of the Estimate for q = 50 and p = 0.9 
P 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .1390 .0671 .1266 .0661 .1270 .0638 
S
 p
 .1815 .0728 .1679 .0696 .1681 .0654 
d .1191 .0576 .1094 .0490 .1040 .0468 
4 3 a 
o .3194 ,0928 .3080 .0959 .3078 .0960 
n .1889 .0687 .1691 .0673 .1661 .0667 
5 3 
o .1342 .0678 .1251 .0641 .1226 .0650 
^65 
t p .1802 .1420 .1735 .1453 .1737 .1437 
p .2335 .1589 .2241 .1616 .2246 .1576 
n .1722 .1428 .1654 .1390 .1609 .1372 
P
4 3 
p .3648 .1894 .3561 .1972 .3560 .1973 
p
5 1
 .2410 .1554 .2255 .1594 .2229 .1592 
D
5 3










p !0466 .0307 .0164 .0133 .0126 .0089 
3 1
 .0467 
p .0365 .0268 .0174 .0120 .0112 .0081 
4 3
 .0359 
p .0690 .0342 .0236 .0121 .0184 .0096 
5 1
 .0702 












 .1938 .0838 .1830 .0840 .1833 .0806 
D
3 1
 .1179 .0570 .1091 .0487 .1040 .0467 
p .3616 .1616 .3532 .1696 .3522 .1692 
p
5 1
 .2017 .0809 .1845 .0827 .1818 .0819 
5 3







 first row contains the results including the 12 divergent cases. 
2




RATIO of MSE to SD of the Estimate for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 .8305 .9473 .8722 .9175 1.0366 .9620 
* 21 
p 1.0280 1.0919 .8848 1.0736 .9405 .9071 
p
3 1
 .9856 1.1277 1.0226 .9055 1.1244 1.0184 
p 1.1075 1.1624 .8729 .8528 .9441 .9188 
p 1.0842 1.0489 1.0725 .9925 1.0143 .9672 
p
5 3
 ,9785 1.0727 1.0382 .9698 .9853 1.0614 
t p .8290 .9488 .8721 .9150 1.0351 .9609 
b 
p 1.0277 1.1006 .8837 1.0750 .9393 .9072 
D
3 1
 9833 1.1343 1,0230 .9027 1.1247 1.0167 
4 3 • 
p 1.1083 1.1688 .8737 .8518 .9438 .9203 
p
5 1
 1.0832 1.0380 1.0721 .9951 1.0142 .9649 
Q
 .9791 1.0694 1.0390 .9675 .9851 1.0612 
r




 1.0205 1.1052 .8995 1.0573 .9531 .9020 
D
3 1
 9896 1.1450 1.0298 .8950 1.1483 1.0173 
p 1.1013 1.1616 .8816 .8781 .9580 .9465 
p
5 1
 1.0930 1.0390 1.0885 1.0091 1.0255 .9867 
p
5 3
 .9775 1.0631 1.0374 .9979 1.0297 1.0759 
r p
 .8159 .9415 .8830 .9198 1.0160 .9406 
p
2 1
 i.0096 1.0689 .9030 1.0443 .9375 .8789 
D
3 1
 9800 1.1127 1.0245 .9088 1.1230 1.0184 
4 3 
p
 1.0733 1.1231 .8692 .8673 .9501 .9573 
p
5 1
 1.1018 1.0329 1.0918 1.0025 .9992 .9805 
p
5 3
 .9590 1.0532 1.0231 .9849 1•0334 1.0378 
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Table 4.18a 
RATIO of MSE to SD of the Estimate for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p




 .9696 .8805 1.1096 1.0532 .9938 .9773 
p 1.0189 1.1266 .9363 .9195 -9237 1.0767 
4 3 
p .9119 1.0246 1.0060 1.0761 .9835 .9377 
p
5 1
 1.0599 1.0707 .9792 1.1215 .9167 1.0941 
5 3 
D
 1:1330 1.1232 1.0275 .9466 1.0553 .9522 
t p




 .9654 .8882 1.1029 1.0552 .9925 .9880 
3 1
 1.0181 1.1057 .9376 .9141 .9210 1.0769 
4 3 
p .9215 1.0267 1.0163 1.0762 .9941 .9461 
p
5 1
 1.0693 1.0737 .9840 1.1247 .9234 1.0894 
0
5 3
 i 1431 1.1248 1.0321 .9489 1.0599 .9577 
p
6 5 “ 
r p




 .9630 .8996 1.0912 1.0652 1.0217 1.0040 
D
3 1
 1.0084 1.0780 .9432 .8849 .9278 1.0718 
4 3 
p
 .9100 1.0133 .9868 1.0559 .9939 .9845 
p
5 1
 1.0422 1.0759 .9814 1.0663 .9149 1.0732 
D
5 3








 .9323 .9015 1.0963 1.1203 1.0228 .9812 
p
3 1
 .9986 1.1065 .9352 .9131 .9210 1.0782 
4 3 _ _ 
p .9127 .9991 1.0164 1.1157 1.0094 .9553 
p
5 1
 1.0716 1.0611 .9815 1.1104 .9314 1.1262 
D
5 3




RATIO of MSE to SD of the Estimate for q = 50 and p = 0.9 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .9315 1.0366 1.1060 1.0174 .9230 1.0302 
p .9011 .8408 1.0756 .9705 1.0132 .9639 
p 1.0128 .9873 .9310 .9896 .9549 1.0269 
^43 
p .9538 .9076 1,0288 1.1314 .9580 .9120 
o .9163 .9237 1.0978 .9869 1.0305 1.1008 
^53 
o .9337 1.0774 .9912 1.1779 1.1128 .9899 
^65 
t p .9931 1.0414 1.1228 1.0173 .9321 1.0144 
b 
p .8882 .8482 1,0785 ‘9245 .9931 .9344 
p
 9871 1.0005 .9073 .9696 .9747 1.0007 
p 1.0350 .9087 1.1154 1.0956 1.0371 .9206 
p
5 1
 1.0037 .9555 1.1828 .9925 1.0938 1.1375 
p
5 3
 .9500 1.0751 1.0013 1.2129 1.1339 .9821 
r p .8867
1
 1.0721 1.1218 1.0319 .9351 .9689 p 2 1
 .8631
2




 .9439 .9667 .9038 .9686 .9873 1.0180 
4 3
 .9806 
p .8191 .8598 .9575 1.1179 .8868 .9901 
51 8245 
p •• 8858 .9263 1 • 0735 1 • 0082 • 9990 1.0760 
5 3
 .8641 








 .8897 .8540 1.0966 .9831 .9885 .9597 
p
3 1 . 9 9 7 3 .9439 .9267 .9791 .9516 1.0254 
p
 .9596 .9474 1.0220 1.1663 .9787 .9461 
D . 9 4 7 9 .9443 1.1076 1.0340 1.0541 1.1169 
Q
 9245 1.0221 .9718 1.2693 1.0729 .9646 
1
 The first row contains the results including the 12 divergent cases. 
2




Proportion of t being rejected PROP for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .14 .07 .12 .05 .04 .07 
‘21 
p ,04 .06 .06 .05 .08 .06 
p31 .06 .03 .04 .09 .02 .06 
4 3 �� 
o .05 .04 .04 .09 .04 .08 
p .02 .02 ‘05 .05 •06 •08 
p 5 3 、 ， . 0 8 . 0 4 . 0 3 . 0 9 . 0 3 . 0 4 
t p .14 .07 .12 .05 .04 .07 
b 21 
p .04 .06 .07 .04 -08 .05 
p31 .06 .03 .04 .09 .02 .06 
4 3 ^ 
p .05 .04 .04 .09 -04 .08 
p51 .02 .02 .05 .05 .06 .08 
p53 . 07 . 04 . 03 . 09 . 03 . 04 
” 65 
r p




 .03 .05 .06 .05 .08 .09 
o
3 1
 .06 .02 .04 ,08 .02 .06 
4 3 ^ 
P .03 .03 .06 .07 .04 .09 
D
 .02 .03 .05 .04 -06 .08 
5 3 








 .05 .05 .06 .04 .08 .08 
P
3 1
 .06 .03 .04 .09 .02 .06 
p
 .04 .06 .06 .09 .05 .05 
p 5 1 .02 .02 .05 .05 .06 .08 
p
5 3
 .08 .05 .03 .10 .03 .02 
108 
Table 4.19a 
Proportion of t being rejected PROP for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .32 .08 .87 .46 1.00 .70 
S
 p .33 .12 .93 .43 .99 .69 
p .24 .03 .80 .34 .97 .53 
p .56 .14 1.00 .59 1.00 .80 
p .22 .07 .92 .48 .99 .65 
p
5 3
 .25 .09 .89 .44 1.00 .74 
t p .42 .46 .96 1.00 1.00 1.00 
b 21 
p ,55 .45 1.00 1.00 1.00 1.00 
D
3 1
 .42 .43 .99 1.00 1.00 1。00 
D .73 .50 1.00 1.00 1.00 1.00 
P .43 .47 .99 1.00 1.00 1.00 
5 3








 .09 .06 .03 .02 .05 .04 
o .07 .04 .06 .07 .05 .03 
^43 
P .09 .04 .05 .03 .05 .05 
p
5 1
 .08 .05 .04 .04 .07 .04 
.04 .04 .04 .05 .04 .04 
^65 
r p




 .34 .10 .95 .47 .99 .74 
o
3 1
 .23 ,03 .80 .36 .97 .54 4 3
 ^ 
p .66 .22 1.00 •86 1.00 .98 
p
5 1
 .23 .04 .97 .53 .99 .77 
p
5 3





Proportion of t being rejected PROP for q = 50 and p = 0.9 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 .62 .27 1.00 1.00 1.00 1•00 
p .97 ,48 1.00 1.00 1.00 1.00 
p
3 1
 .70 .31 1.00 .99 1.00 1.00 
4 3 
p 1.00 .88 1.00 1.00 1.00 1.00 
p
5 1
 .98 .49 1.00 1,00 1.00 1.00 
5 3 . 5 9 . 3 3 1 . 0 0 1 . 0 0 1 . 0 0 1 . 0 0 
H6S 




 l.oo 1.00 1.00 1.00 1.00 1.00 
0
3 1
 .96 1.00 1.00 1.00 1.00 1.00 
43 r\ 
P 1.00 1.00 1.00 1.00 1.00 1.00 
P
S 1
 1.00 1.00 1.00 1.00 1.00 1.00 
5 3 





 .09 .05 .04 .07 .04 
P 21 14772 … 
P a i .13 .02 .05 .05 .07 
3 1
 .0795 … 
p
 .10 .08 .09 .05 .06 .03 
4 3
 . 07 95 _ 
p .10 .21 .05 .05 -11 .07 
5 1
 .1023 … 
p
 .06 .11 .04 .03 -05 .04 
5 3 . 0 6 8 2 ^ 




 .58 .20 1.00 .99 1.00 1.00 
C
 p
2 1 ！.00 .79 1.00 1.00 1.00 1.00 
3 1
 6 9 . 3 7 1.00 .98 1.00 1.00 
p
 1.00 1.00 1.00 1.00 1.00 1.00 
p 5 1 1.00 .83 1.00 1.00 1.00 1.00 
5 3
 .59 .30 1.00 1.00 1.00 1.00 
P65 ‘ 
1
 The first row contains the results including the 12 divergent cases. 
2




Significant probability SP for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 .2146 .2231 .7316 .6557 .9468 .3801 
S
 p
 .6593 .7553 .6889 .3799 .0118 .5159 
o .8991 .2515 .1440 .7324 .4770 .2663 
D
 .0481 .4228 .2915 .2361 .2662 .3459 
o .2937 .8526 .1840 .9200 .4405 .0333 
厂 5 3 — 
o .,9973 .2868 .4492 .8981 .2773 .8277 
H6S 
t p .2038 .2273 .7176 .6122 .9498 .3863 
p .6642 .7104 .6994 .5454 .0116 .5377 
P
3 1
 .9651 .2851 .1409 .6713 .5010 .2168 
4 3 
p .0500 .3255 .3065 .2378 .2677 .3852 
p
5 1
 .3035 .8980 .1804 .9463 .4404 .0329 
c
5 3








 .6703 .3927 .0397 .0031 .0000 .0015 
p
3 1
 .3927 .0062 .0062 .0031 .0000 .0000 
4 3 
p
 .0007 .1777 .0120 .0007 .0015 .0000 
p
5 1
 .1122 .5441 .0031 .0397 .0001 .0000 
.8024 .0681 .0062 .0015 .0000 .0001 
r p




 .8169 .7435 .5440 .4144 .0321 .6565 
3 1
 .8550 .2194 .2113 .6141 .4217 .1868 
4 3 
p .0223 .2672 .2920 .5205 .1314 .1570 
p
5 1 . 3 3 8 8 . 5 0 0 8 .0770 .5061 .6150 .0129 
D
5 3
 7704 .2204 •3223 .5056 .4095 .5577 
P
6 5 • 
111 
Table 4.20a 
Significant probability SP for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .0000 .0000 .0000 .0000 •0000 .0000 
S
 p .0000 .0000 .0000 •0000 •oooo •oooo 
p .oooo .oooo .oooo .oooo .oooo .oooo 
4 3 
p .0000 .0000 .0000 .0000 .0000 .0000 
O .oooo .oooo .oooo .oooo .oooo •oooo 
K
5 3 
O oooo .oooo .oooo •oooo •oooo .oooo 
^65 
t
 p .OOOO .oooo •oooo .oooo .oooo .oooo 
b U
 0
 OOOO .oooo .oooo •oooo •oooo ,oooo 
P
3 1 . 
D
 .OOOO •oooo .oooo .oooo .oooo .oooo 
4 3 
P .OOOO .oooo .oooo .oooo .oooo .oooo 
P .OOOO .oooo .oooo •oooo .oooo .oooo 
O OOOO .0000 .0000 .0000 .0000 .oooo H
65 
r




 .8356 .2813 .1122 ,1122 .0015 .0120 
p
3 1
 .4527 .8470 .8414 .1066 .0681 .0397 
4 3 
p .2777 .5710 .0062 .0120 .0222 .0222 
0
5 1




 .2700 .3838 .0062 .4802 ,0062 .0681 
r 0
 .oooo .oooo .oooo •oooo •oooo .oooo 
C
 p .OOOO .oooo .oooo •oooo .oooo .oooo 
C
3 1
 OOOO •oooo . .oooo .oooo .oooo •oooo 
p .OOOO .oooo •oooo .oooo .oooo .oooo 
p51 .OOOO .oooo .oooo ,oooo .oooo .oooo 
D
5 3




Significant probability SP for q = 50 and p = 0.9 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 _ 
r
 p .0000 .0000 .0000 .0000 .0000 .0000 
S
 p •OOOO .oooo •oooo .oooo .0000 .oooo 
3 1 
o .0000 .0000 .0000 .0000 .0000 .0000 
4 3 
p •0000 •oooo .oooo .oooo .oooo .oooo 
p
5 1
 •oooo .oooo .oooo .oooo •oooo .oooo 
0
5 3
 ,0000 .oooo .oooo .oooo •oooo •oooo 




 .0000 .0000 .0000 .0000 .0000 .0000 
p
3 1
 .0000 .0000 .0000 .0000 .0000 .0000 
p
4 3
 .oooo .oooo .oooo .oooo •oooo .oooo 
p
5 1
 .0000 .0000 .0000 .0000 .0000 .0000 
D
5 3












 .3464 .0025 .7918 .1930 .1852 .8817 
3 1
 9234 — 
p '.4839 .0811 .2213 .9503 .9700 .3835 
43 8051 
p .0067 .0000 .0681 .4229 -0683 .9521 
5 1
 0573 
p ’3779 .0002 .7665 .3641 .7969 .2920 
5 3
 .2072 … 。 
p








 .oooo .oooo .oooo .oooo .oooo .oooo 
3 1
 OOOO .0000 .0000 ,OOOO .0000 .oooo 
4 3 
.OOOO .oooo .oooo .oooo •oooo .oooo 
p
5 1
 •oooo .oooo .oooo .oooo .oooo .oooo 
5 3
 .OOOO .oooo .oooo •oooo .oooo .oooo 
^65 . 
1
 The first row contains the results including the 12 divergent cases. 
2




Mean of the Estimate for q = 150 and p = 0.5 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .0075 -.0119 .0045 .0012 -.0021 .0022 
s ^21 
p -.0051 .0059 .0043 -.0001 .0056 .0016 
p -.0029 -.0196 .0064 .0049 -.0004 -.0064 
p .0270 .0087 .0047 -.0021 -.0015 -.0035 
o .0113 -.0044 .0078 .0014 -.0030 -.0096 
5 3 p -.,0050 .0103 .0032 .0013 .0035 -.0007 
^65 
t p .0071 -.0099 .0042 .0010 -.0019 .0018 
b '21 
p -.0051 .0048 .0039 -.0001 .0051 .0013 
31 … 
D
 -.0026 -.0158 .0058 .0040 -.0003 -.0052 
D
 .0248 .0070 .0043 -.0017 -.0013 -.0029 
P
5 1 
o .0103 -.0034 .0071 .0011 -.0027 -.0078 
5 3 
n - 0044 .0082 .0030 .0011 .0032 -.0005 
6 5 
r
 p .0101 -.0174 .0081 .0016 -.0028 .0012 
P 。 一 0095 .0065 .0079 .0006 .0070 .0007 
O - 0048 -.0240 .0086 .0052 -.0012 -.0068 
p
4 3 “ 
p
 0383 .0107 .0069 -.0023 -.0020 -.0046 
D
 .0142 -.0070 .0113 .0012 -.0054 -.0122 
5 3 
D




 .0072 -.0135 .0062 .0001 -.0015 .0022 
D
 - 0062 .0052 .0048 -.0002 .0063 .0015 
P
3 1 
0 一 0030 -.0180 .0064 .0048 -.0004 -.0065 
P
4 3 
p .0262 .0087 .0053 -.0009 -.0016 -.0040 
D
 0117 -.0067 .0080 .0007 -.0026 -.0102 K
53 . 
p 一 0056 .0182 .0018 .0003 .0035 .0003 
114 
Table 4.16b 
Mean of the Estimate for q = 150 and p = 0.5 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r
 p .3603 .4370 .3719 .4255 .3702 .4331 
S
 p
 .3663 .4418 .3694 .4290 .3768 .4349 
p .3868 .4502 .3865 .4411 .3881 .4441 
p .3305 .4243 .3422 .4141 -3405 .4239 
p .3801 .4423 .3713 .4305 .3706 .4385 
p
5 3
 ,3658 .4331 .3743 .4342 .3692 .4315 




 .3345 .3675 .3366 .3547 .3430 .3597 
o
3 1
 .3506 .3695 .3497 .3607 .3508 .3630 
4 3 
p .3041 .3561 .3139 .3456 .3125 .3544 
p
5 1
 .3476 .3678 .3383 .3559 .3377 .3626 
5 3
 .3373 .3650 ,3438 .3643 .3390 .3615 
"65 
r p




 .4965 .5060 .5015 .4930 .5087 .4998 
D
3 1
 .5012 .5033 .5000 .4949 .5003 .4981 
p
 .4906 .5025 .4992 .4871 .4963 .4979 
D
5 1
 5151 .5070 .5039 .4944 .5024 .5030 
0
 .5004 .5056 .5060 .5033 .4997 .4989 
r p




 .3652 .4399 .3683 .4275 .3758 .4323 
3 1
 .3881 .4508 - .3866 .4404 .3882 .4433 
4 3 
p .3229 .4108 .3329 .3988 .3325 .4080 
p
5 1
 < 3 7 8
i .4418 .3705 .4280 .3688 .4349 
5 3
 < 3 7




Mean of the Estimate for q = 150 and p = 0.5 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r
 p .7769 .8435 .7739 .8371 .7741 .8376 
S
 p
 .7246 .8384 .7347 .8338 .7338 .8355 
p .7882 .8526 .7920 .8531 .7969 .8550 
p .5887 .8148 .5944 .8065 .5949 .8051 
p
5 1
 .7190 .8387 .7325 .8353 .7345 .8348 
o -7B19 .8433 .7767 .8368 .7775 .8370 
t p .7317 .7639 .7265 .7568 .7264 .7567 
b "21 
p .6705 .7473 .6783 .7409 .6771 .7427 
p
3 1
 .7322 .7631 .7354 .7619 .7395 .7641 
4 3 
p .5415 .7142 .5460 .7046 .5464 .7032 
p
5 1
 .6638 .7476 .6759 .7423 ‘6778 .7416 
D
5 3














 .8952 .9060 .9003 .8999 .8997 .9011 
3 1
 .8920 .9056 
p .8954 .9029 .8971 .9003 .9002 .9018 
4 3
 .8932 .9026 
p
 .9053 .9125 .9016 .9022 .8974 .9002 
5 1
 .9003 .9117 
p .8888 .9073 .8995 .9014 .8991 .9003 
5 3
 .8865 .9068 
p
 .9017 .9062 .9004 .9013 .8996 .9002 
6 5
 .9002 .9059 
r p
 .7910 .8547 .7877 .8483 .7868 .8483 
°
 2 1
 .7117 .8247 .7196 .8190 .7188 .8204 
p
3 1
 .7892 .8536 .7923 .8535 .7970 .8551 
4 3 
p .5455 .7422 .5497 .7328 •5507 •7322 
5 1
 .7046 .8249 .7173 .8196 .7191 .8194 
5 3 ^ 
7913 .8510 .7903 .8490 .7889 .8485 
6 5 . 
1
 The results includes the 13 divergent cases. 
2
 The results excludes the 13 divergent cases. 
3
 The results includes the only one divergent case. 
4
 The results excludes the only one divergent case. 
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Table 4.17a 
RMS of the Estimate for q = 150 and p = 0.0 
P 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c == 5 
r p
 .1178 .1038 .0506 .0487 .0302 .0339 
S
 o .0979 .0989 .0505 .0403 .0348 .0345 
3 1 
o .1019 .0907 .0449 .0467 .0280 -0310 
4 3 
p .0938 .0874 .0517 .0509 .0321 .0333 
p .0938 .0874 .0517 .0456 .0322 .0336 
D
S 3 ：1002 .0941 .0433 .0458 .0322 .0298 
P
6 5 一 
t p .1083 .0860 .0463 .0402 .0277 .0280 
b 21 
p .0893 .0803 .0459 .0328 .0317 .0281 
0
3 1
 .0920 .0728 .0405 .0376 .0252 .0250 
4 3 _ 
p .0860 .0720 .0473 .0420 .0294 .0275 
p
5 1
 .0860 .0720 .0473 .0370 .0292 .0274 
D
5 3
 0919 .0779 .0396 .0378 .0295 .0246 H
65 
r p
 .1714 .1214 .0721 .0561 .0433 .0397 
’21 
p
 .1387 .1133 .0697 .0462 .0483 .0398 
p
3 1
 .1372 .1031 .0601 .0530 .0369 .0350 
4 3 • 
p .1375 .1028 .0747 .0590 .0457 .0385 
5 1
 .1375 .1028 .0747 .0519 .0443 .0378 
5 3
 # 
.1456 .1109 .0629 .0533 .0449 .0342 
"65 
r p




 .1000 .0990 .0496 .0413 .0351 .0357 
3 1
 .1020 .0894 .0447 .0465 .0280 .0310 
4 3
 # 
p .0947 .0882 .0518 .0505 .0321 .0325 
p
5 1








RMS of the Estimate for q = 150 and p = 0.5 
P 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .1691 .1071 .1368 .0832 .1331 .0719 
S
 p
 .1622 .1103 .1355 .0800 .1262 .0708 
o .1446 .0892 .1210 .0708 .1163 .0609 
4 3 一 
P .1911 .1106 .1616 .0927 .1617 .0811 
p .1487 .0973 .1346 .0768 .1330 .0659 
p53 .1593 .1007 .1322 .0765 .1338 .0741 
t p .1899 .1527 .1642 .1467 .1623 .1390 
b 21 
p .1859 .1547 .1668 .I486 .1589 .1423 
3 1 •！705 .1454 .1550 .1433 .1520 .1385 
4 3 
p .2120 .1594 .1887 .1572 .1891 .1475 
p
5 1
 .1725 .1482 .1657 .1467 .1647 .1389 
D








 .1149 .1001 .0438 .0379 .0327 .0281 
p
3 1
 .1074 .0828 .0482 .0418 .0371 .0246 
4 3 
p .1275 ,0895 .0543 ‘0416 .0416 .0313 
p
5 1
 .1130 .0824 .0478 .0358 .0360 .0252 
p
S 3
 .1021 .0839 .0493 .0415 .0342 .0308 
r p




 .1630 .1072 .1364 .0800 .1268 .0731 
C
3 1
 1439 .0886 .1209 .0713 .1162 .0616 
4 3 
p .1954 .1153 .1702 .1056 .1693 .0955 
p
5 1
 .1489 .0953 .1350 .0785 .1345 .0690 




RMS of the Estimate for q = 150 and p = 0.9 
P 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5
 c = 3 c = 5 
r p
 .1361 .0653 .1282 .0647 .1273 .0632 
p .1843 .0710 ,1666 .0680 .1670 .0653 
o .1216 .0552 .1102 .0486 .1042 .0458 
4 3 
p .3160 .0922 .3064 .0944 -3055 .0956 
o .1886 .0701 .1689 .0662 .1662 .0658 
K
5 3 








 .2357 .1576 ,2226 .1601 .2234 .1577 
p
 .1751 .1409 .1661 •1390 .1612 .1363 
p .3616 .1891 .3545 .1959 .3539 .1971 
p
5 1
 .2412 .1567 .2250 .1584 .2227 .1588 
D
5 3














 .0463 .0308 .0166 .0137 .0126 .0096 
3 1
 .0476 .0307 
p .0372 .0253 .0171 .0113 .0110 .0080 
4 3
 .0374 .0253 
p .0638 .0354 .0214 .0121 .0170 .0099 
5 1
 .0630 .0344 
p .0439 .0306 .0163 .0123 .0117 .0082 
5 3
 .0458 .0303 
p
 .0389 .0281 .0183 .0105 .0115 .0091 
6 5
 .0390 .0280 
r p




 .1963 .0829 .1815 .0823 .1819 .0802 
3 1
 .1206 .0546 .1099 .0483 .1041 .0457 
4 3 
p . 3 5 7 9 .1612 .3509 .1677 .3496 .1682 
p
5 1
 .2015 .0814 .1838 .0814 .1815 .0811 
D
5 3
 1205 .0588 .1125 .0524 .1122 .0526 
65 • 
1
 The results includes the 13 divergent cases. 
2
 The results excludes the 13 divergent cases. 
3
 The results includes the only one divergent case. 
4
 The results excludes the only one divergent case. 
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Table 4.18a 
RATIO of MSE to SD of the Estimate for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 .8428 .9640 .8837 .9130 1.0435 .9303 
S
 p
 1.0167 1,0108 .8841 1,1077 .9141 .9131 
o .9740 1.1250 .9999 .9578 1.1245 1.0349 
4 3 
o 1.0991 1.1443 .8613 .8743 .9803 .9508 
o 1.0380 1.0472 1.0729 .9760 .9807 .9771 
5 3 
D




 n .8425 .9643 .8839 .9121 1.0427 .9291 
b 2 ^ 
p 1.0162 1.0168 .8830 1.1073 .9130 .9133 
3 1
 .9730 1.1291 .9992 .9551 1.1251 1.0321 
4 3 
p 1.1007 1.1492 .8618 .8741 .9801 .9519 
p
5 1
 1.0383 1.0343 1.0728 .9781 .9800 .9752 
D
5 3
 .9876 1.0695 1.0306 .9706 .9818 1.0559 
r p




 1.0059 1.0183 .8976 1.1138 .9180 .9157 
3 1
 9 7 7 5 1.1258 1.0064 .9544 1.1467 1.0378 
4 3 „ 
p 1.1006 1.1524 .8684 .8943 .9970 .9741 
p
5 1
 i.0397 1.0364 1.0944 .9928 .9979 1.0192 
5 3
 .9966 1.0744 1.0281 .9883 1.0256 1.0880 H
65 
8 3 U
 .9787 .9083 .9151 1.0312 .9137 
• 21 




8 4 1.1267 - 1.0032 .9613 1.1232 1.0342 
4 3 
p
 1.0729 1.1147 .8565 .8767 .9821 .9774 
p
5 1








RATIO of MSE to SD of the Estimate for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 .9893 .9752 .8822 1.0336 1.0190 1.0253 
S
 p .9595 .8807 1.1012 1.0177 1.0324 .9427 
D
 .9875 1.1074 .9524 .9444 .8920 1.0834 
K
4 3 
p .9298 1.0237 1.0594 1.0735 .9776 .9313 
D
 .9993 1.0579 1.0057 1.1452 .9185 1.1102 
5 3 
p
 1,1034 1.1347 1.0350 .9735 1.0693 .9515 
t p
 .9961 .9722 .8866 1.0370 1.0290 1.0173 
b 21 
p .9549 .8828 1.0914 1.0279 1.0272 .9561 
3 1
 .9885 1.0854 .9548 .9402 .8893 1.0824 
4 3 
p
 .9401 1.0288 1.0698 1.0684 .9846 .9384 
0
5 1
 1.0100 1.0609 1.0038 1.1415 .9268 1•0970 
5 3 
D
 1 1137 1.1312 1.0407 .9749 1.0725 .9503 P
6 5 * 
r p




 .9978 .8781 1.1829 1.1612 1.1187 1.1219 
3 1
 1.0031 1.0422 .9925 .9947 -8932 1.2247 
4 3 
p
 1.0145 1.0537 1.0819 1.2605 1.0098 1.1816 
p
5 1
 .9926 1.0732 1.0813 1.2201 1.0154 1.2630 
o
5 3








 .9396 .8978 1.1036 1.0876 1.0716 .9439 
C
3 1
 9758 1.0930 . .9506 .9395 .8905 1.0845 
4 3 
p
 .9311 1.0166 1.0700 1.1340 .9928 .9458 
p
5 1
 1.0091 1.0636 1.0148 1.1609 .9395 1.1225 
D




RATIO of MSE to SD of the Estimate for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 .9550 1.0461 1.0936 1.0633 .9372 1.1207 
s 21 
p .9127 .8563 1.0742 .9146 .9952 .9381 
p
3 1
 1.0012 1.0406 .9764 1.0109 .9793 1.0591 
4 3 
p .9530 .8781 1.0454 1.0981 .9934 .9047 
p
5 1
 .9864 .8888 1.0604 .9962 1.0368 1.0738 
D
5 3
 、9471 1.0067 .9186 1.1131 1.0944 .9604 
t p




 .8946 .8536 1.0699 .8648 .9840 .9001 
C
3 1 9 7 3 9 1.0470 .9527 1.0197 1.0017 1.0205 
^43 • 
p 1.0408 .8766 1,1324 1.0707 1.0734 .8978 
p
5 1
 i.0874 .9279 1.1606 .9954 1.1112 1.0857 
5 3 
D













p .8515 .8678 1.0676 .9043 1.0354 .9038 
3 1
 .8507 •8723 
p .9850 1.0125 .9623 1.0233 1.0333 1.0538 
4 3
 1.0002 1.0133 
p .8829 ,8325 1.1074 1.0826 .9971 .8691 
5 1
 .9136 .8589 
p
 .9740 .8768 1.1185 .9994 1.0997 1.0645 
5 3
 .9469 .8855 
.9319 .9549 .9230 1.1749 1.0599 0.9661 
6 5
 .9427 .9605 
r p




 .8948 .8319 1.0749 .9220 .9867 .9482 
3 1





95 .9345 1.0251 1.1090 1.0033 .9388 
p
5 1
 1.0234 .9150 1.0741 1.0394 1•0585 1.0807 
D
5 3
 9401 .9372 .9074 1.1614 1.0443 .9507 
H65 . 
1
 The results includes the 13 divergent cases. 
2
 The results excludes the 13 divergent cases. 
3
 The results includes the only one divergent case. 
4
 The results excludes the only one divergent case. 
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Table 4.19a 
Proportion of t being rejected PROP for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5
 c = 3 c = 5 
r
 p .12 .05 .11 .06 .05 .07 
p .06 .06 .06 .04 .08 .06 
p
3 1
 .05 .03 .03 .04 .02 .06 
p .05 .02 .05 .08 .06 .06 
p
5 1
 .04 .03 .04 .04 -04 .09 
5 3 
p -,„ .06 .03 .03 .07 .05 .03 
t p .12 .05 .11 .07 .05 .07 
b 21 
p .06 .06 .06 .04 -08 .06 
p
3 1
 .05 .03 .03 .04 -02 .06 
4 3 
p .05 ,02 .05 .08 -06 .06 
p
5 1
 .04 .03 .04 .05 .04 .09 
n
5 3
 . 06 . 03 . 03 . 07 - 05 - 03 k
65 
r p




 .04 .05 .05 .05 .08 .07 
D
3 1
 .04 .03 .03 .05 .02 .05 K
43 
p .03 .04 .03 .07 .06 .06 
p
5 1
 .02 .04 .04 .04 .07 .10 
0
5 3
 . 06 . 03 . 03 . 06 - 05 . 03 
r p




 .06 .06 .05 .03 -08 .08 
3 1
 .05 .04 .03 .04 .02 .06 k
43 
p .05 .07 .05 .07 .04 .06 
p
5 1
 .03 .03 .04 .04 .06 .09 
5 3




Proportion of t being rejected PROP for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .28 .06 .87 .46 1.00 .70 
p .32 .11 .90 .46 .99 .68 
p .24 .03 .80 .34 .96 .57 
4 3 
p .52 .08 1.00 .62 1.00 .82 
p
5 1
 .23 .08 .94 .46 .99 .64 
p
5 3
 .28 .08 .85 .40 1.00 .72 
^65 
t p .48 .46 .96 1.00 1.00 1.00 
b p 2 1 .53 .42 1.00 1.00 1.00 1.00 
3 1
 . 4 4 .44 .99 .99 1.00 1.00 
4 3 • 
p . 7 3 . 5 0 1 . 0 0 1 . 0 0 1 . 0 0 1 . 0 0 
5 1 . 4 4 .48 .99 1.00 1.00 1.00 
5 3
 < 4 1
 ,43 .99 .99 1.00 1.00 
^65 
r
 p .10 .09 .10 .03 .05 .03 P
 p
2 1
 .07 .11 .03 .02 .04 .02 
3 1
 0 7
 .04 .04 .06 -08 .00 
"43 
p .08 .06 .05 .01 .04 -01 
p
5 1
 .11 .06 .03 .02 .06 .02 
0
5 3












3 .04 .80 .35 .96 .58 
4 3 
p .65 .15 1.00 .85 1.00 .96 
p
5 1
 .24 .07 .96 .52 .99 .73 
5 3 




Proportion of t being rejected PROP for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p
 .63 .28 1.00 1.00 1.00 1.00 
S p .98 .52 1.00 1.00 1.00 1.00 
0
3 1
 .69 .30 1.00 .99 1.00 1.00 
4 3 
p 1.00 .88 1.00 1.00 1.00 1.00 
p
5 1
 .99 .50 1.00 1.00 1.00 1.00 
p
5 3
 、. 5 8 .26 1.00 1.00 1.00 1.00 
^65 




 1.00 1.00 1.00 1.00 1.00 l.oo 
3 1 9 5 . 9 9 1 . 0 0 1 . 0 0 1 . 0 0 1 . 0 0 
4 3 
p l.oo 1,00 l.00 1.00 1.00 1.00 
5 1
 1.00 1.00 1.00 1.00 1.00 1.00 
5 3 






 .04 .04 .08 .04 
P
 2 1
 .1379 .1313 
p .14 .16 .04 .10 .06 .08 
3 1
 .1264 •1515 
p .09 .04 .05 .05 .05 .02 
4 3
 .0805 .0404 
p .10 .21 .05 .05 -01 .08 
5 1
 .0805 .2020 
p .04 .14 .02 .06 -02 .03 
5 3
 .0460 .1313 
p .09 .11 .08 .02 .04 .05 
6 5
 .0920 .1010 
r p .60 .24 1.00 1.00 1.00 1.00 
C p 2 1 .99 .76 1 .00 1 .00 1 .00 1 .00 
3 1
 6 9 3 3
 1.00 .98 1.00 1.00 
4 3 
p
 1.00 1.00 1.00 1.00 1.00 1.00 
p
5 1




 .27 1 . 0 0 .99 1.00 l.oo 
^65 . 
1
 The results includes the 13 divergent cases. 
2
 The results excludes the 13 divergent cases. 
3
 The results includes the only one divergent case. 
4
 The results excludes the only one divergent case. 
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Table 4.20a 
Significant probability SP for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
P A R c = 3 c = 5 c = 3 c = 5 。= 3 c = 5 
r p




 .8880 .6369 .5264 .7243 .0118 .4039 
3 1 
D
 .7399 .1395 .1009 .8265 .7937 .2027 K
43 
p .0202 .1463 .4147 .4155 .8605 .4362 
p
5 1
 .1216 .8313 .3510 .9556 .2434 .0404 
D








 .8625 .7288 .5205 .7536 .0117 .3904 
D
3 1
 7204 ,1863 ,1041 .8899 .7954 .1864 P
43 
p .0196 .1411 .4154 .4168 .8632 .4315 
p
5 1
 .1258 .9180 .3356 .9872 .2356 .0382 
D
5 3
 8792 .3288 .6235 .9428 -6292 .8079 
H65 
r p




 .7112 .2700 .0015 .0015 .0001 .0015 
3 1
 .3927 .0222 .0120 .0015 .0003 .0000 
4 3 • 
p
 .0031 .1781 .0120 .0031 .0003 .0000 
5 1 . 1 1 2 2 .6399 .0001 .0222 .0001 .0000 
5 3
 # 
.5441 .1666 .0681 .0120 .0000 .0000 
H65 
r p




 .9018 .3827 .5414 .9654 .0197 .5563 
3
 .5441 .1412 .1264 .8460 .7532 .1382 
4 3
 # 
p .0564 .2479 .3948 .8339 .7921 .2620 
p
5 1 ！360 .7135 .0960 .9056 .3501 .0352 
5 3
 7 5 9 6




Significant probability SP for q = 150 and p = 0.0 
N = 100 N = 500 N = 1000 
PAR c = 3 c = 5 c = 3 c = 5 c = 3 c = 5 
r p .oooo .oooo .oooo .oooo •oooo .oooo 
S p 2 1 .oooo .oooo .oooo .oooo .oooo •oooo 
p
3
 .oooo .oooo .oooo .oooo .oooo •oooo 
4 3 
p .OOOO .oooo .oooo .oooo .oooo .oooo 
p 5 1 •OOOO .oooo .oooo •oooo .oooo .oooo 
D
5 3
 .OOOO .0000 .0000 .0000 .0000 .0000 
t p




 .oooo .OOOO .OOOO .OOOO •OOOO •oooo 
p
3 1
 .oooo .oooo .oooo .oooo .oooo •oooo 
4 3 
p
 .oooo .oooo .oooo .oooo .oooo •oooo 
p
5 1
 .0000 .0000 .0000 .0000 .0000 .0000 
D
S 3
 .oooo .oooo .oooo .oooo .oooo .oooo 
r




 .7085 .2414 .2174 .3438 .1030 .8583 
3 1
 .3503 .7070 .7121 .1684 .5409 .3760 
4 3 
p .5410 .2780 .7742 .0005 .8395 .2612 
p
5 1
 .0867 .3184 .2752 .1680 .5262 .1018 
5 3








 .oooo .oooo •oooo •oooo .oooo •oooo 
3 1
 .0000 .0000 .0000 .0000 .oooo .0000 
^43 
p .oooo .oooo .oooo •oooo •oooo •oooo 
p 5 1 .oooo .oooo .oooo •oooo .oooo .oooo 
5 3




Significant probability SP for q = 150 and p = 0.0 
^
 N
 = 100 N = 500 N = 100已 
P A R c = 3 c = 5 c = 3 c = 5 c = 3 _ _ c = 5 _ 
r p




 .0000 .0000 .0000 .0000 •0000 , 0000 
D
3 1
 .0000 .0000 •oooo •oooo .oooo •oooo 
4 3 
p
 .oooo •oooo •oooo •oooo .oooo .oooo 
p
5 1
 .0000 .0000 .0000 .0000 .0000 .0000 
D
53
 .0000 .0000 .0000 .0000 .0000 .0000 
t p




 .0000 .0000 .0000 .0000 .0000 .0000 
D
3 1
 .oooo •oooo .oooo .oooo .oooo •oooo 
4 3 
p .0000 .OOOO .0000 .0000 .0000 .0000 
P
5 1
 .0000 .0000 .0000 .0000 .0000 .0000 
5 3 
0















 .3137 .0062 .5341 .7152 .7494 .2283 
3 1
 .5907 .0104 一 ’ 
p .8653 .0498 .4962 .5150 .6902 .0081 
4 3
 .9460 .0738 ^ ^ ^ 
p
 .0049 .0000 .3587 .2304 .4443 .4175 
51 .2010 .0000 o … 
p
 .8643 .0009 .5409 .1568 .8091 .8497 
5 3
 .4015 .0011 。… 
p
 .0448 .0085 .2783 .2471 .9972 .8574 
6 5
 .1497 .0108 
r p




 .0000 .0000 .0000 .0000 -OOOO .0000 
D
3 1
 .0000 .0000 .0000 .0000 .0000 .0000 
4 3 
p
 .oooo .oooo .oooo .oooo .OOOO .oooo 
p
5 1
 .0000 .0000 .0000 .0000 .0000 .0000 
D
S 3




 The results includes the 13 divergent cases. 
2
 The results excludes the 13 divergent cases. 
3
 The results includes the only one divergent case. 4





O D O E T S T S B 
