





PCA (Principal Component Analysis )are statistical techniques applied to a single set ofvariables when the researcher
is interested in discovering which variables in the setform coherent subset that are relativity independent ofone another.
Variables that are correlated with one another but largely independent of other subset of variables are combined into
factors. The Coals ofPCA to Which each variables is explained by each dimension. Step in PCA include selecting and
mean measuring a set of variables, preparing the correlation matrix, extracting a set offactors from the correlation
matrixs. rotating the factor to increase interpretabilitv and interpreting the result.
Kev word : Variables, correlation matrixs. extraction, rotation.
ABSTRAK
PCA (Principal Component Analysis) adalah teknik statistic yang diaplikasikan untuk satu kumpulan variahl ketika
peneliti lertarik untuk menemukan variabel mana dalam kumpulan tersebut yang berhubungan dengan lainnya. Variabe!
berkorelasi satu dengan yang lainnya, tetapi independent dengan subset lain yang merupakan kombinasi variabel-
variabel di dalam faktor. Tujitan PCA adalah untuk menjelaskan hagian dart variasi dalam kumpulan variabel yang
diamati alas dasar beberapa dimensi. Langkah-langkah PCA meliputi : seleksi dan pengukuran variabel, persiapan
matriks korelasi, ekstraksi faktor dari matriks korelasi, rotasifactor untuk meningkatkan interpretasi dan interpretasi
hasil.
Rata kunci : variabel. matriks korelasi. ekstraksi. rotasi.
Principal Component Analysis adalah suatu
teknik stalistik yang banyak digunakan dalam psikologi,
untuk pengembangan test objektif, pengukuran
kepribadian dan intelegensi. Principal Component
Analysis (PCA) adalah suatu teknik statistik yang secara
linear mengubah bentuk sekumpulan variabel asli nienjadi
kumpulan variabel yang lebih kecil yangtidak berkorelasi
yang dapat mevvakili informasi dari kumpulan variabel asli
(Dunteman. 1989:7).
Sedangkan menurutTabachnick(2001 : 582) PCA
(, PrincipalComponent Analysis) dan FA (FactorAnalysis)
adalah teknik statistik yang diaplikasikan untuk satu
kumpulan variabel ketika peneliti tertarik untuk menemukan
variabel mana dalam kumpulan tersebut yang berhubungan
dengan lainnya. Variabel berkorelasi satu dengan yang
lainnya tetapi independen dengan subset lain yang
merupakan kombinasi variabel-variabei di dalam faktor.
Faktor adalah yang mencerminkan proses yang mendasari
yang mempunyai korelasi antar variabel.
Tujuan PCA adalah untuk menjelaskan bagian dari
variasi dalam kumpulan variabel yang diamati atas dasar
beberapa dimensi. Dari variabel yang banyak dirubah
menjadi sedikit variabel. Tujuan khusus PCA yaitu:
I. untuk meringkas pola korelasi antar variabel yang
diobservasi.
2. mereduksi sejumlah besar variabel menjadi sejumlah
kecil faktor,
* Politeknik Kesehatan Padang Depkes Rl
3. memberikan sebuah definisi operasional (sebuah
persamaan regresi) dimensi pokok penggunaan
variabel yang diobservasi
4. menguji teori yang mendasarinya
(Tabachnick ,2001)
Langkah-langkah PCA
Langkah-langkah PCA meliputi :
V seleksi dan pengukuran variabel
V persiapan matriks korelasi
J ekstraksi faktor dari matriks korelasi
V rotasi faktor untuk meningkatkan interpretasi
V interpretasi hasil.
Aplikasi PrincipalComponent Analysis dengan SPSS
Kasus :
Seorang Peneliti ingin mengetahui faktor-laktor yang
berhubungan dengan Rasio Lingkar Pinggang Pinggul
(RLPP), terdapat delapan variabel yangakan diuji dengan














- KlikAnalyze, pilih data reduction, kemudian pilihfactor
Pindahkan variabel dari kotak sebelah kiri ke kotak sebelah
kanan
Klik Descriptives
- Untuk box statistics, aktifkan univariate descriptives dan
initial solution
- Untuk box correlation matrix, aktifkan coefficient, KMO















y KMO and Bartlett's test of sphericity
Output :
Tabel descriptive memperlihatkan nilai mean dari masing-
masing variabel dan juga standar deviasinya.
Bartlett's test of sphericity adalah tes statistik
untuk keseluruhan signifikansi dari semua korelasi didalam
suatu matriks korelasi, yang ditandai dengan signifikansi (
p value <0.05). Dari hasil diatas terlihat tingkat signifikansi
0.00 ( p value < 0.05) Uji statistik untuk sphericity
didasarkan pada suatu transformasi chi square dari
determinan matriks korelasi.
Statistik lain yang digunakan adalah KMO
(Kaiser-Meyer-Olkin) mengukur kecukupan sampling
(sampling adequacy). Indeks ini membandingkan besarnya
koefisien korelasi terobservasi dengan besarnya koefisien
korelasi parsial. Nilai KMO yang kecil menunjukkan bahwa
korelasi antar pasangan variabel tidak bisa diterangkan
oleh variabel lainnya. Dari output diatas terlihat nilai KMO
0.636 (Nilai KMO >0.5)
Berdasarkan hasil uji anti image didapatkan nilai korelasi
anti image untuk semua variabel lebih besardari 0.5. Anti
image dikatakan valid apabila nilainya lebih besar dari 0.5.
Matrik korelasi populasi merupakan matrik identitas
(identity matrix), dimana setiap variabel berkorelasi dengan
dirinya sendiri secara sempurna dengan r = I, dan sama
sekali tidak berkorelasi dengan lainnya (r =0). Jadi elemen
pada diagonal utama matrik semua nilainya I,sedangkan
di luar diagonal utama nilainya 0.
Klik Extraction
Menampilkan keseluruhan variabel yang diekstrak
- Untuk method, pilih Principal Components
- Untuk analyze, aktifkan correlation matrix
- Untuk display, aktifkan unrelatedfactor solution dan
scree plot
- Untuk extract ,ketik number of factor : 8
K-MO and Bartlett's Test
Kaiser-Meyer-OIkin Measure of Sampling
Adequacy. .636





1 2 3 4 5 6 7 8
TCHOL .601 -.432 .360 .364 -.339 167 175 -.131
HDL. .526 -.560 .230 - 272 .452 .220 170 4.246E-02
TG 753 -335 .274 5.391 E-02 1.461E-02 -.248 -414 104
F.NERG1 .734 .389
- 121 -.444 -.140 3 588E-02 -7 .6851;-02 - 268
FAT 790 .124 -.428 -8.653E-02 -.226 -4 1 75E-02 192 2X2
AKTFISIK 5, 197F.-02 .618 664 -9.839E-02 1 643E-02 -.341 217 4.409 E-02
SERAT 607 .399 -.325 428 .374 -.157 6,483 E-02 -.119
STRESS .189 .787 .248 .122 4.359E-02 479 -.155 . 117
Extraction Method: Principal Component Analysis.
a 8 components extracted. -
Initial communalities
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(actor Analysis: Extraction m
Method:
;ÿAnalyze-
; *'• Correlation matrix
• Covariance matrix
• Extract -
| ( ' Eigenvalues over:
; <7 Number of factors:
Continue i
Dispÿ ..........| Cancel
: |«/ Unrotated factor solution
Help
: -V Scree plot
Maximum Iterations for Convergence; (25
Kalaukita tampilkan keseluruhan variabel yang diekstrak,
maka dapat diketahui bahwajumlah kuadrat loadinguntuk
masing-masing bari.s menunjukkan total jumlah varians
masing-masing item yang dapat dijelaskan oleh kontponen












Communalities adalah jumlah varian yang disumbangkan
oleh suatu variabel dengan seluruh variabel Iainnya dalam
analisis. Initial Communality untuk variabel TOOL sampai
variabel STRESS masing-masing sebesar satu (1), sebagai
unities yang dimasukkan kedalam diagonal utama / pokok
matrikkorelasi.
Total variance explain menjelaskan tentang besarnya varians
yang dapat dijelaskan oleh faktor yang dianalisis (8 faktor
yangdiekstrak ). Jika terdapat total eigenvalue yang nilainya
kurangdari 1, faktor itu dinyatakan tidak dapat menjelaskan
variabel dengan baik, sehingga tidak diikutsertakan dalam
pembentukan variabel. Berdasarkan nilai initial eigenvalue
yang lebih dari 1 dibentuk tiga faktor yaitu faktor 1,2 dan 3.
Dari ketiga variabel tersebut dapat menjelaskan varians dari
delapan item sebesar 72.2 %. Angka ini termasuk cukup




Extraction Method: Principal Component Analysis.
Component Number
Initial eigenvalue untuk PC:
El=2.775, 12=1.939,El=l.063
34.682 % varians dari 8 item dapat dijelaskan oleh PCI
Total Variance Expi:
Initial Eigenvalues Extraction Sums ofSquared Loadings
Component Totalÿ
__
ÿ % of Variancfi jÿTiimnlative % Total % of Variance Cumulative %
1 ( /.775 \ (ÿ34.682ÿ) /S4.6& 2.775 34.682 34.682
7 Y1.939 I 24.232 \58.9 lÿV 1.939 24.232 58 915
3 Xj)63 J 13.286 72.200 \ 1.063 13.286 72.200
4 .622ÿ 7.781 79.982




7 / 4.360 97.359
s /- .21 1 2.641 100.000
Exttactioirfrftthod; Principal Component Analysis.
E varians = E item
58.915 % varians dari 8 item dapat
dijelaskan oleh PCI dan PC2
w
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ComponentMatrix
Scree plot merupakan suatu plot dari eigenvalue sebagai
fungsi banyaknya faktor, dalam upaya untuk ekstraksi .
Bentuk scree plot dipergunakan untuk menentukan
banyaknya faktor. Scree plot seperti garis yang patah-
patah. Titik pada tempat the scree mulai terjadi,
menunjukkan banyaknya faktor, tepatnya pada saat scree
mulai merata, ditunjukkan oleh nilai initial eigenvalue
yang >dari 1.Berdasarkanhasil ininilai initialeigenvalue




TCHOL .601 -.432 .360
HDL .526 -.560 .230
TG .753 -.335 .274
ENERGI .734 .389 -.121
FAT .790 ,124 -.428
AKTFISIK 5.197E-02 .618 .664






Extraction Method: Principal ComponentAnalysis.
a. 3 components extracted.
Kuadrat masing-masing faktor loading dan
kemudian dijumlahkan, akan menghasilkan eigenvalue
untuk masing-masing principal component. 1„ 1, dan 1,
adalah eigenvalue dari 3 komponen yang sudah diekstrak.
Angka yang ada pada tabel adalah merupakan faktor
loading yang menyatakan besar korelasi antar suatu




ini sama dengan jumlah kuadrat component 1, 2 dan 3
sebelumdirotasi.
Melalui rotasi distribusi variabel menjadi jelas
dan nyata, factor loading yang besar semakin diperbesar
nilainya dan sebaliknya, dibanding sebelum dilakukan
rotasi. Dihasilkan 3 rotasi komponen matrik, sesuai
dengan jumlah faktor yang didapat, yaitu distribusi
variabel ke dalam faktor dengan adanya proses rotasi. Dari
hasil diatas setelah dirotasi ada tiga variabel yang
berkorelasi tinggi (cut offpoint = 0.55) dengan faktor 1
yaituEnergi,Fatdan Serat (0.770,0.865 dan0.787).Untuk
faktor 2 yang berkorelasi tinggi yaitu TCHOL, HDL dan
TG (0.819, 0.778 dan 0.821) sedangkan dengan faktor 3
yaituaktifitas fisik dan stress (0.906 dan 0.753). Jadi dari 8
variabelyang diobservasi,dapat dihasilkan3 faktor yaitu :
Faktor 1:Fat,serat danenergi
- Faktor2 :TG,TCHOLdanHDL
Faktor 3 :Aktifitas fisik danstress
Hasil rotasi juga dapat diperlihatkan dengan plot, yang
menampilkanletakke 8 item yangmembentuk 3 faktor.
Component Plot in Rotated Space
Component 2
Component 3
Factor Analysis: Rotation - ÿ - |X |
r- Method
None C Quatirnax







DUm |o 'ÿ Kappa fL-
Display
W RctaiaJ triution M 1 pbti'.;j
('Maxiitjura Iterations for 'Convergence: ... p5
Rotation Component Matrix
Walaupun faktor loading berubah sebagai hasil
rotasi orthogonal, item communalities atau proporsi
varians dalam itemyang dapat dijelaskanoleh faktor, tetap
sama. MisalnyauntukTchol,jumlah kuadrat component 1,
2 dan 3 yaitu : (0.083)-+(0.819>+(0.0161)==0.677. Hasil
Rotated Component Matrix a
Component
1 2 3
TCHOL 8.370E-02 .819 -1.618E-03
HDL 4.347E-02 .778 -.190
TG .282 .821 2.276E-02
ENERGI .770 .202 .264
FAT .865 .238 -.132
AKTFISIK -5.710E-02 1.156E-02 .906
SERAT .787 1.231E-02 .119
STRESS .332 -.200 .753
Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization.
a' Rotation converged in5 iterations.
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Penamaan Faktor
Ketiga faktor yang telah diperoleh dari delapan
variabel observasi, dapat diberi nama sesuai dengan
pengelompokannya dan dapat mewakili variabel asli,
berdasarkan hal ini penamaan faktornya adalah :
• Faktor 1 : Fat, serat dan energi diberi nama sebagai
Intakegizi
• Faktor 2 :TG, TCHOL dan HDLdiberi nama sebagai
Lipidprofil
• Faktor 3 :Aktifitas fisik dan stress diberinama sebagai
Life style
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