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Resumen
En este trabajo se demuestra que el problema el´ıptico semilineal tiene por lo menos tres
soluciones no triviales. Una de estas es positiva, otra negativa y la tercera cambia de
signo. La demostracio´n se hace mediante el uso del Teorema de Paso de Montan˜a y del
grado de Leray Schauder.
Palabras claves: Problema el´ıptico semilineal, cambio de signo de las soluciones, grado
de Leray Schauder.
Abstrac
This paper shows that the semilinear elliptic boundary problem has at least three non-
trivial solutions. One of his solutions positive, one negative and the third changes sign.
The proof uses the Mountain Pass Theorem and the Leray Schauder degree.
Keywords or phrases: Semilinear elliptic boundary problem, sign-changing solutions,
Leray Schauder degree.
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Introduccio´n
Encontrar las soluciones no triviales para un problema de Dirichlet de tipo el´ıptico ha
sido un problema fundamental de la f´ısica-matema´tica en especial para los no lineales,
donde la teor´ıa cla´sica ya no funciona. Ma´s precisamente, en este trabajo se estudiara
la existencia de soluciones mu´ltiples para el siguiente problema de Dirichlet si Ω es un
abierto acotado de RN(N ≥ 3) con frontera suave, ∆ =
N∑
i=1
∂2
∂x2i
el operador de laplace
∆u+ f(u) = 0, en Ωu = 0, en ∂Ω (0.0.1)
Siendo la funcio´n f : R→ R una funcio´n diferenciable tal que f(0) = 0 y f es asinto´tica-
mente lineal, y
∃f ′(∞) := l´ım
|t|→∞
f(t)
t
∈ R
Consideramos la sucesio´n de autovalores de (−∆), 0 < λ1 < λ2 6 . . . 6 λk . . . con
condicio´n cero en la frontera de Ω y la sucesio´n de funciones propias asociadas a cada
autovalor ϕ1, ϕ2, . . . , ϕk, . . . ; se plantea la existencia de tres soluciones no triviales a un
problema el´ıptico seminileal (problema (0.0.1)), cuando el rango de la derivada de la no
linealidad incluye al menos los dos primeros valores propios. En este trabajo se estudia
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la existencia de las soluciones al problema (0.0.1) con las condiciones dadas, lleva´ndose a
cabo dicho estudio en tres partes, en el primer cap´ıtulo se estudiaran algunos conceptos
ba´sicos de los espacios Lp, los espacios de Sobolev, operadores compactos, Grado de
Brouwer, ı´ndice local y grado de Leray-Schauder, entre otros. En el segundo cap´ıtulo se
hace un estudio de las soluciones de´biles de un problema de Dirichlet con condicio´n en
la frontera tanto de tipo no homoge´neo como homoge´neo, haciendo uso del Teorema de
paso de montan˜a, en el cap´ıtulo 3 se muestra que el problema (0.0.1) tiene dos soluciones
de´biles cla´sicas, que no cambian de signo, una positiva, negativa y la existencia de otra
solucio´n que cambia de signo.
CAPI´TULO 1
Los Espacios Lp
En este´ cap´ıtulo se estudian algunos conceptos preliminares de los espacios Lp empezan-
do con el Teorema de convergencia Monotona, Desigualdad de Young, Desigualdad de
Ho¨lder, Espacios de Hilbert, Operadores Compactos, Espacios de Sobolev, entre los
cuales se miran los W 1,p y los espacios W 1,p0 (Ω). En todo lo que sigue Ω denota el abier-
to de RN . Luego, se finaliza este cap´ıtulo con el Grado de Brouwer y la Teor´ıa de grado
de Leray-Schauder, que sera´n indispensable para el estudio del problema de Dirichlet
asinto´ticamente lineal (0.0.1); estos preliminares fueron estudiados en la mayor parte
en [6] y de otros textos que se referencian en la bibliograf´ıa y a lo largo del trabajo;
recordemos . . .
1.1. Algunos Resultados de Integracio´n
Teorema 1.1 (Teorema de Convergencia Mono´tona de Beppo Levi). Sea (fn)n∈N una
sucesio´n creciente de funciones de L1(Ω) tal que sup
{∫
Ω
fn(x)dx : n ∈ N
}
< ∞. En-
tonces (fn)n∈N converge c.t.p en Ω a un limite finito c.t.p denotado por f(x); adema´s
f ∈ L1(Ω) y ||fn − f ||1 → 0.
1
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Lema 1.2 (Lema de Fatou). Si f ∈ L1(Ω) es una sucesio´n de funciones no negativas∫
Ω)
l´ım inf
n→∞
fndx 6 l´ım inf
n→∞
∫
Ω
fndx
Teorema 1.3 (Teorema de la Convergencia Dominada de Lebesgue). Sea (fn)n∈N una
sucesio´n de funciones de L1(Ω). Supongamos que
1. fn(x)→ f(x)c.t.p en Ω
2. Existe una funcio´n g en L1(Ω) tal que para cada n, |fn(x)| 6 g(x)c.t.p. en Ω.
Entonces f esta en L1(Ω) y ||fn − f ||1 → 0, cuando n→∞.
Notacio´n 1.1. Se designa por Cc(Ω) el espacio de funciones continuas en Ω y con
soporte compacto contenido en Ω.
Teorema 1.4 (Teorema de Densidad). El espacio Cc(Ω) es denso en L
1(Ω).
Algunas definiciones y propiedades de los espacios Lp.
1.2. Definicio´n y Propiedades Elementales de los Es-
pacios Lp
Definicio´n 1.1. Sean p en R con 1 6 p <∞; se define
Lp(Ω) :
{
f : Ω→ R tal que f es medible y |f |p ∈ L1(Ω)}
y se nota
||f ||p =
[∫
Ω
|f(x)|pdx
] 1
p
Definicio´n 1.2. Se define
L∞(Ω) = {f : Ω→ R : f medible y existe C tal que|f(x)| 6 C c.t.p en Ω}
y se nota
||f ||∞ = ı´nf {C : |f(x)| 6 C c.t.p en Ω}
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Notacio´n 1.2. Sea 1 6 p <∞; se denotara´ por p′ el exponente conjugado de p i.e.
1
p
+ 1
p′ = 1, 1
′ =∞ y ∞′ = 1.
Algunos resultados cla´sicos
Teorema 1.5 (Desigualdad de Young). Sean 1 < p <∞. Entonces
ab 6 a
p
p
+
bp
′
p′
(a, b > 0)
.
Demostracio´n. La funcio´n x→ ex es convexa, y por lo tanto
ab = elog(ab) = elog(a)+log(b) = e
1
p
log(ap)+ 1
p′ log(b
p′ )
6 1
p
elog(a
p) +
1
p′
elog(b
p′ ) =
ap
p
+
bp
′
p′
Teorema 1.6 (Desigualdad de Ho¨lder’s). Sean f ∈ Lp(Ω) y g ∈ Lp′(Ω) con
1 6 p <∞, 1
p
+ 1
p′ = 1. Entonces fg ∈ L1(Ω)∫
Ω
|fg|dx 6 ||f ||Lp ||g||Lp′ .
La demostracio´n puede verse en [6] pa´g 56.
Corolario 1.1 (Desigualdad de Interpolacio´n). Si f ∈ Lp(Ω) ∩ Lp(Ω)con 1 6 p 6 q 6
∞, entonces f ∈ Lr(Ω) para todo p 6 r 6 q y se verifica la desigualdad de interpolacio´n
||f ||r 6 ||f ||αp ||f ||1−αq
donde 1
r
= α
p
+ 1−α
q
Teorema 1.7 (Desigualdad de Minkowski). Sean 1 6 p 6∞ y f, g ∈ Lp(Ω). Entonces
||f + g||p 6 ||f ||p + ||g||p
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Demostracio´n.
||f + g||pp =
∫
Ω
|f(x) + g(x)|pdx 6
∫
Ω
|f(x) + g(x)|p−1 (|f(x) + |g(x)|) dx
6
(∫
Ω
|f(x) + g(x)|pdx
) p−1
p
(∫
Ω
|f(x)|pdx
) 1
p
(∫
Ω
|g(x)|pdx
) 1
p
= ||f + g||p−1p (||f ||p + ||g||p) .
Teorema 1.8. Lp(Ω) es un espacio de Banach para todo 1 6 p 6∞. Ve´r prueba en [6]
1.3. Los Espacios de Hilbert
Definicio´n 1.3. Un espacio de Hilbert es un espacio vectorial H dotado de un producto
escalar < u, v > y que es completo para la norma inducida por este producto escalar
‖u‖ = (u, u)1/2. De aqu´ı en adelante H designa un espacio de Hilbert.
1.3.1. El dual de un espacio de Hilbert
Teorema 1.9 (Teorema de representacio´n de Riesz-Frechet). Dada ϕ ∈ H ′, existe
f ∈ H u´nico, tal que
ϕ(v) =< f, v > ∀v ∈ H
Adema´s se verifica que
|f | = ||ϕ||H′
Definicio´n 1.4. Se dice que una forma bilineal B(u, v) : H ×H → R es
(i) Continua si existe una constante c > 0 tal que
|B(u, v)| 6 c|u||v|,∀u, v ∈ H,
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(ii) Coerciva si existe una constante α > 0 tal que
B(v, v) ≥ α|v|2,∀v ∈ H.
Teorema 1.10 (Stampacchia). Sea B(u, v) una forma bilineal continua y coerciva. Sea
K un convexo, cerrado y no vac´ıo en H espacio de Hilbert. Dado ϕ ∈ H ′, existe u ∈ K
u´nico, tal que
B(u, v − u) > < ϕ, v − u > ∀v ∈ K.
Teorema 1.11 (Lax-Milgram). Sea B(u, v) una forma bilineal, continua y coerciva.
Entonces para toda ϕ ∈ H ′ existe u ∈ H u´nico tal que
B(u, v) = 〈ϕ, v〉∀v ∈ H.
Adema´s, si B es sime´trica, entonces u se caracteriza por la propiedad
u ∈ H y 1
2
B(u, v)− 〈ϕ, u〉 = mı´n
v∈H
{
1
2
B(u, v)− 〈ϕ, v〉
}
La demostracio´n puede ser vista en [6]pa´gina 84.
1.4. Operadores Compactos
Sean E y F dos espacios de Banach.
Definicio´n 1.5. Se dice que un operador B ∈ L(E,F ) es compacto si B(AE) es rel-
ativamente compacto en la topolog´ıa fuerte de F , donde AE = {x ∈ E; ||x|| 6 1}. Se
designa por K(E,F ) el conjunto de los operadores compactos y se escribe K(E) en lugar
de K(E,E).
Teorema 1.12. El espacio K(E,F ) es un subespacio vectorial cerrado de L(E,F ) (para
la norma || ||L(E,F ).
Ve´r en [6]pa´g 89.
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Definicio´n 1.6. Se dice que un operador B ∈ L(E,F ) es de rango finito si dimR(B) <
∞, donde R(B) es el rango de B(E). Es claro que todo operador de rango finito es
compacto.
Corolario 1.2. Sea (Bn) una sucesio´n de operadores compactos continuos de rango
finito de E en F y sea B ∈ L(E,F ) tal que ||Bn−B||L(E,F ) → 0. Entonces B ∈ K(E,F ).
Proposicio´n 1.13. Sea E,F y G tres espacios de Banach. Si B ∈ L(E,F ) y S ∈
K(F,G), entonces
(S ◦B) ∈ K(E,G)
1.5. Espectro de un Operador Compacto
Definicio´n 1.7. Sea B ∈ L(E,E). El conjunto resolvente es
ρ(B) = {λ ∈ R; (B − λI) es biyeccio´n de E sobre E}
El espectro σ(B) es el complementario del conjunto resolvente, σ(B) = R− ρ(B).
Se dice que λ es valor propio y se escribe λ ∈ V P (B) si N(B−λI) 6= 0; donde N(T−λI)
es el espacio propio asociado a λ.
Proposicio´n 1.14. El espectro σ(B) es un conjunto compacto de R
σ(B) ⊂ [− ‖ B ‖, ‖ B ‖].
Excepto, si dimE <∞ entonces V P (B) = σ(B).
Teorema 1.15. Sea B ∈ K(E), con dim E =∞. Entonces se tiene
(i) 0 ∈ σ(B)
(ii) σ(B)− {0} = V P (B)− {0}
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(iii) Una de las siguientes situaciones
o bien σ(B) = {0},
o bien σ(B)− {0} es finito,
o bien σ(B)− {0} es una sucesio´n que tiende a cero.
Para la prueba de la proposicio´n y el teorema anterior Ve´r [6] pa´ginas 94,95.
Lema 1.16. Sea (λn)n≥1 una sucesio´n de nu´meros reales distintos tal que
λn → λ
y λn ∈ σ(B)− {0} para todo n, entonces λ = 0.
Dicho de otro modo, todos los puntos de σ(B)− {0} son aislados.
1.5.1. Descomposicio´n espectral de los operadores compactos
auto-adjuntos
De aqu´ı en adelante supongamos que E = H es un espacio de Hilbert y tambie´n que
B ∈ L(H); recordando al espacio H y H ′ se puede considerar que B∗ ∈ L(H).
Definicio´n 1.8. Se dice que un operador B ∈ L(H) es auto-adjunto si B∗ = B, es
decir,
〈Bu, v〉 = 〈u,Bv〉 ∀u, v ∈ H.
Proposicio´n 1.17. Sea B ∈ L(H) un operador auto-adjunto. Sean
m = ı´nf
u∈H
|u|=1
〈Bu, v〉, M = sup
u∈H
|u|=1
〈Bu, v〉.
Entonces el espectro de B, σ(B) ⊂ [m,M ], m ∈ σ(B) y M ∈ σ(B).
Definicio´n 1.9. Se llama base Hilbertiana a toda sucesio´n (en) de elementos de H tales
que
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(i) |en| = 1 ∀n, 〈em, en〉 = 0 ∀m,n, m 6= n
(ii) El espacio vectorial generado por los (en) es denso en H.
Teorema 1.18. Supongamos que H es separable. Sea B un operador compacto y auto-
adjunto. Entonces H admite una base Hilbertiana formada por vectores propios de B.
Teorema 1.19 (Teorema espectral para operadores compactos auto-adjuntos). Sea H
un espacio de Hilbert y K : H −→ H un operador compacto auto-adjunto. Entonces
existe un conjunto {φi; i = ±1,±2, . . . } tal que
(i) Existe λi ∈ R y φi ∈ H; con i ∈ I ⊂ Z− {0} tales que K(φi) = λiφi.
(ii) El conjunto {φi; i ∈ I} es un conjunto ortonormal.
(iii) Si {λi; i ∈ I∩N} es finito (respectivamente el conjunto {λi; i ∈ I∩(−N)}) entonces
λi −→ 0 (respectivamente λ−i −→ 0) .
(iv) Si I = Z − {0}, el conjunto {φi; i ∈ I} es completo en el complemento ortogonal
de N = {u ∈ H;K(u) = 0}.
A continuacio´n se hara´ un recorrido por los espacios de Sobolev.
1.6. Espacios de Sobolev
Los espacios de Sobolev son espacios vectoriales cuyos elementos son funciones definidas
en espacios euclideanos n−dimensionales RN y sus derivadas parciales satisfacen ciertas
condiciones de integrabilidad. En esta parte se hace un estudio sin prueba a los espacios
de Sobolev de un orden entero y concretando algunas de sus propiedades ma´s relevantes,
muchas de esas propiedades de los espacios de Sobolev esta´n definidas en un dominio
arbitrario Ω ⊂ Rn y adema´s son subespacios vectoriales de diversos espacios de Lebesgue
Lp(Ω).
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1.6.1. El espacio de Sobolev W 1,p
Sea Ω ⊂ RN y p ∈ R con 1 6 p 6∞.
Definicio´n 1.10. Los espacios de sobolev W 1,p se definen como:
W 1,p =
{
u ∈ Lp(Ω); ∃g ∈ Lp(Ω) tal que
∫
Ω
u
∂ϕ
∂xi
dx = −
∫
Ω
gϕ; ∀ϕ ∈ C1c (Ω)
}
Se notan los espacios Hm(Ω) =Wm,2,m ∈ Z en particular H1(Ω) =W 1,2.
Definicio´n 1.11. Si u ∈ W 1,p(Ω), 1 6 p 6∞ Con norma,
||u||W 1,p =
(
||u||Lp + ||∇u||Lp
)
Si p =∞
||u||1,∞ = sup
(|u|+ |∇u|).
Notacio´n 1.3. El espacio H1(Ω) esta´ dotado del producto escalar
< u, v >1,(Ω)= (u, v)L2 + (u
′, v′)L2 =
∫
Ω
uvdx+
N∑
i=1
∫
Ω
∂u∂v
∂xi∂xi
dx∀u, v ∈ H1(Ω);
Y se tiene la norma asociada dada como:
||u||H1,(Ω) =
(
||u||2L2 +
N∑
i=1
∣∣∣∣∣∣ ∂u
∂xi
∣∣∣∣∣∣2
L2
) 1
2
(1.6.1)
Pero recordemos que dadas dos normas ||x||1, ||x||2 en un espacio vectorial E, se dice
que las dos normas son equivalentes si las topolog´ıas inducidas en E por las normas son
equivalentes, es decir si la aplicacio´n lineal continua i : (E, ||x||1) → (E, ||x||2) es un
homeomorfismo lineal. Tomado en [10] pa´g 20. Y por [6] pa´g 121 entonces, la norma
asociada (1.6.1)es equivalente a la norma de W 1,2(Ω).
Proposicio´n 1.20. El espacio W 1,p(Ω). es un espacio de Banach para 1 6 p 6∞.
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Demostracio´n. 1. ||.||W 1,p es una norma.
Es claro que
||λu||W 1,p = |λ|||u||W 1,p
y
||u||W 1,p = 0 si y solo si u = 0 c.t.p.
Sean u, v ∈ W 1,p(Ω) . Entonces si 1 6 p 6∞, por la desigualdad de Minkowski 1.7,
||u+ v||W 1,p =
(
||u+ v||pLp +
N∑
i=1
∣∣∣∣∣∣ ∂u
∂xi
+
∂v
∂xi
∣∣∣∣∣∣p
Lp
)1/p
6
(
||u||pLp + ||v||pLp +
N∑
i=1
∣∣∣∣∣∣ ∂u
∂xi
∣∣∣∣∣∣p
Lp
+
N∑
i=1
∣∣∣∣∣∣ ∂v
∂xi
∣∣∣∣∣∣p
Lp
) 1
p
6
(
||u||pLp +
N∑
i=1
∣∣∣∣∣∣ ∂u
∂xi
∣∣∣∣∣∣p
Lp
) 1
p
+
(
||v||pLp +
N∑
i=1
∣∣∣∣∣∣ ∂v
∂xi
∣∣∣∣∣∣p
Lp
) 1
p
= ||u||W 1,p + ||v||W 1,P
2. Ahora, W 1,p(Ω) es completo.
Sea (un)n∈N una subsucesio´n de Cauchy en el espacio W 1,p(Ω). Entonces (un)n∈N y(
∂un
∂xi
)
n∈N(1 6 i 6 N) son suciones de Cauchy en L
p(Ω). Como Lp(Ω) es completo,
existen u, u1, . . . uN ∈ Lp(Ω). Tal que
un → u ∈ Lp(Ω)
y
∂un
∂xi
→ ui en Lp(Ω) (i = 1, . . . , N)
3. Veamos que
u ∈ W 1,p(Ω), ∂u
∂xi
= ui(i, . . . , N) (1.6.2)
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Sea φ ∈ C∞c (Ω). Entonces, ∫
Ω
u
∂φ
∂xi
dx = l´ım
n→∞
∫
Ω
un
∂φ
∂xi
dx
= l´ım
n→∞
∫
Ω
∂un
∂xi
φdx
=
∫
Ω
uiφdx
Luego (1.6.2) es verdadero. Usando 2 tenemos que un → u en W 1,p(Ω),que era lo que se
quer´ıa probar.
Definicio´n 1.12. Sean (un)nn∈N, u ∈ W 1,p(Ω)
1. Diremos que (un)n∈N converge a u en W 1,p(Ω), y se nota como
un → u en W 1,p(Ω),
si
l´ım
n→∞
||un − u||1,p = 0
2. Diremos que (un)n∈N converge de´bilmente a u en W 1,p(Ω), y se notara´ como
un ⇀ u en W
1,p(Ω),
si
un ⇀ u enL
p(Ω) y
∂un
∂xi
⇀
∂u
∂xi
en Lp(Ω)∀1 6 i 6 N.
Proposicio´n 1.21. W 1,p(Ω) es reflexivo para 1 < p <∞ y separable para 1 6 p <∞.
El espacio H10 (Ω) es un espacio de Hilbert separable.
Demostracio´n. Primero probemos que W 1,p(Ω) es reflexivo para 1 < p < ∞. En efec-
to, el espacio producto E =
(
Lp(Ω)
)N+1
es reflexivo. El operador T : W 1,p(Ω) → E
definido por Tu = (u,∇u) es una isometr´ıa de W 1,p(Ω) en E; por lo tanto T (W 1,p(Ω))
es un subespacio cerrado de E, resulta entonces que T (W 1,p(Ω)) es reflexivo y por tanto
tambie´n W 1,p(Ω) es reflexivo. Por proposicio´n [III -17] en [6]
Ahora probemos que W 1,p(Ω) es separable para 1 6 p < ∞. Como el espacio E =(
Lp(Ω)
)N+1
es separable, ya que conjunto finito de separables es separable, entonces
T (W 1,p(Ω)) es separable por consiguiente W 1,p(Ω) es separable.
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1.6.2. El Espacio W 1,p0 (Ω)
Definicio´n 1.13. Sea 1 6 p <∞ : W 1,po (Ω) designa la clausura de C1c (Ω) en W 1,p(Ω).
Se nota
H10 (Ω) =W
1,2
0 (Ω).
El espacio W 1,p0 (Ω) dotado de la norma inducida por W
1,p(Ω), y el espacio H10 esta
dotado del producto escalar inducido por H1(Ω). Tambie´n se tiene que el espacioW 1,p0 (Ω)
es un espacio de Banach separable, es reflexivo si 1 < p <∞; y el espacio H10 (Ω) es un
espacio de Hilbert con el producto escalar del espacio H1(Ω).
Nota 1.22. Se comprueba con ayuda de una sucesio´n regularizante que C∞c (Ω) es denso
en W 1,p0 (Ω), es decir se puede utilizar indistintamente C
∞
c (Ω) y C
1
c (Ω) en la definicio´n
de W 1,p0 (Ω)
Proposicio´n 1.23 (Desigualdad de Poincare´). Supongamos que Ω es un abierto acota-
do. Entonces existe una constante C(dependiente de Ω y de p) tal que
||u||p 6 C||∇u||p
para todo u ∈ W 1,p0 (Ω)(1 6 p <∞).
En otras palabras, significa que la cantidad de normas ||u′||Lp en W 1,p0 (Ω) es una norma
equivalente a la norma del espacio W 1,p.
Veamos ahora otros resultados importantes en los esapacios de Sobolev que tienen apli-
caciones en el ana´lisis.
Teorema 1.24 (Rellich - Kondrachov). Sea el abierto Ω acotado de clase C1. Se verifica
Si p < N entonces W 1,p(Ω) ⊂ Lq(Ω), ∀q ∈ [1, p∗), donde 1
p∗
=
1
p
− 1
N
,
Si p = N entonces W 1,p(Ω) ⊂ Lq(Ω), ∀q ∈ [1,∞)
Si p > N entonces W 1,p(Ω) ⊂ C(Ω¯),
Con inyecciones compactas 1
Ver prueba en [6] pa´g 169.
1En particular W 1,p(Ω) ⊂ Lp(Ω) con inyeccio´n compacta para todo p.
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Si queremos ver el comportamiento de las soluciones a problemas de ecuaciones difer-
enciales lineales del tipo X ′ = AX, donde A es la matriz de taman˜o n× n real cuando
t→∞, el saber que el polinomio caracter´ıstico tiene sus ra´ıces en C, no sirve de mucho.
Diversas teor´ıas han surgido para atacar este tipo de problemas, una de ellas es la teor´ıa
de Grado; detenie´ndonos ahora en el grado de Brouwer. Los resultados que se presen-
tan a continuacio´n acerca del grado de Brouwer sin prueba esta´n en: notas de clase del
Profesor Francisco Caicedo [11]que au´n no han sido publicadas, y en [19].
1.7. Grado de Brouwer
Ahora daremos la definicio´n de grado para funciones continuas definidas en un subcon-
junto de Rn; luego extenderemos esta definicio´n a espacios normados de dimensio´n finita
y por u´ltimo desarrollaremos algunas de las propiedades y aplicaciones de esta teor´ıa.
Definicio´n 1.14. Sean Ω un subconjunto abierto acotado de Rn, f : Ω → Rn,
f ∈ C(Ω) ∩ C∞(Ω), a ∈ Rn valor regular de f |Ω y a /∈ f(∂(Ω)), definimos
d(f,Ω, a) =
∑
x∈f−1(a)
sign (det(f ′(x)))
con a entero. d(f,Ω, a) es un entero llamado el grado (de Brouwer) de f , respecto a Ω
y a.
Este nu´mero esta´ bien definido gracias a que bajo las condiciones de la definicio´n f−1(a)
es finito. ver en [19].
Proposicio´n 1.25. Sea Ω un subconjunto abierto acotado de Rn,
f : Ω→ Rn, f ∈ C(Ω) ∩ C∞(Ω).
Si a ∈ Rn es valor regular de f |Ω y a /∈ f(∂(Ω)), entonces existe V abierto, V ⊂ Rn,
a ∈ V , tal que si b ∈ V , b es valor regular de f |Ω, b /∈ f(∂(Ω)), b no es imagen de
ningu´n punto frontera de Ω y adema´s
d(f,Ω, a) = d(f,Ω, b)
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para todo b ∈ V .
La siguiente proposicio´n es una de las ma´s importantes de teor´ıa del grado.
Proposicio´n 1.26. Sea Ω subconjunto abierto acotado de Rn, f, g : Ω → Rn,
f, g ∈ C(Ω) ∩ C∞(Ω) tales que
(i) a ∈ Rn es valor regular de f |Ω y de g|Ω,
(ii) a /∈ f(∂(Ω)) y a /∈ g(∂(Ω)),
(iii) Existe una funcio´n h : Rn+1 → Rn de clase C∞ tal que a /∈ h(∂(Ω) × [0, 1]), es
decir, a 6= h(x, s) para todo (x, s) ∈ ∂(Ω)× [0, 1],
(iv) h(x, 0) = f(x), h(x, 1) = g(x) para todo x ∈ Ω,
bajo estas hipo´tesis,
d(f,Ω, a) = d(g,Ω, a)
Proposicio´n 1.27. Sea Ω abierto acotado, Ω ⊂ Rn, f ∈ C∞(Ω,Rn) ∩ C(Ω,Rn),
a ∈ Rn, valor regular de f |Ω, a /∈ f(∂(Ω)). Entonces cero es un valor regular de f − a y
d((f − a),Ω, 0) = d(f,Ω, a).
Demostracio´n. Sea g(x) = f(x) − a, para x ∈ Ω, entonces a /∈ f(∂(Ω)) implica que
0 /∈ g(∂(Ω)), como g−1(0) = f−1(a) y g′(x) = f ′(x), deducimos que
d(g,Ω, 0) =
∑
x∈g−1(0)=f−1(a)
sign(det(g′(x)))
=
∑
x∈f−1(a)
sign(det(f ′(x)))
= d(f,Ω, a).
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Proposicio´n 1.28. Sea Ω subconjunto abierto acotado de Rn, f ∈ C∞(Rn,Rn),
a ∈ Rn, valor regular de f, a /∈ f(∂(Ω)), si a1 y a2 son valores regulares de f |Ω,
tales que para k = 1, 2
‖ a− ak ‖< mı´n{‖ f(x)− ak ‖, x ∈ ∂Ω}
entonces,
d(f,Ω, a1) = d(f,Ω, a2)
Definicio´n 1.15. Sea Ω subconjunto abierto acotado de Rn, f ∈ C∞(Rn,Rn), a1 ∈ Rn,
valor regular de f |Ω, a /∈ f(∂(Ω)), tales que
‖ a− a1 ‖< mı´n{‖ f(x)− a ‖, x ∈ ∂Ω}
un tal a1 existe, por el teorema de Sard; as´ı podemos definir
d(f,Ω, a) = d(f,Ω, a1) =
∑
x∈f−1(a1)
sign(det(f ′(x)))
La proposicio´n 1.28 implica que la anterior definicio´n tiene sentido, ya que no depende
del valor regular escogido, es decir, si a2 es otro valor regular de f |Ω, tal que
‖ a− a2 ‖< mı´n{‖ f(x)− a ‖;x ∈ ∂(Ω)}
entonces d(f,Ω, a1) = d(f,Ω, a2).
Si a es un valor regular, obtenemos, al tomar a1 = a, que la nueva definicio´n coincide
con la anterior. Hemos quitado la condicio´n de que a sea valor regular de f . Se pretende
a continuacio´n eliminar la condicio´n de que f sea suave. La condicio´n a /∈ f(∂(Ω)) es
ineludible.
Proposicio´n 1.29. Sean Ω subconjunto abierto acotado de Rn, f, g ∈ C∞(Rn,Rn)
y h ∈ C∞(Rn+1,Rn), tales que h(x, 0) = f(x), h(x, 1) = g(x), si x ∈ Ω, a ∈ Rn,
a /∈ h(∂(Ω)× [0, 1]), entonces
d(f,Ω, a) = d(g,Ω, a)
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Proposicio´n 1.30. Sean Ω un subconjunto abierto acotado de Rn, a ∈ Rn, a /∈ f(∂(Ω)),
si fk ∈ C∞(Rn,Rn) para k = 1, 2, tales que
‖ fk(x)− f(x) ‖<‖ f(x)− a ‖
para todo x ∈ ∂(Ω), entonces
d(f1,Ω, a) = d(f2,Ω, a).
La proposicio´n 1.30 permite definir grado para aplicaciones continuas.
Definicio´n 1.16. Sean Ω subconjunto abierto acotado de Rn, f ∈ C(Ω,Rn),
a ∈ Rn, a /∈ f(∂(Ω)), f1 ∈ C∞(Rn,Rn), cualquier funcio´n tal que
‖ f(x)− f1(x) ‖<‖ f(x)− a ‖,
para todo x ∈ ∂(Ω), definimos
d(f,Ω, a) = d(f1,Ω, a). (1.7.3)
La anterior definicio´n tiene sentido, en efecto, la proposicio´n 1.30 nos dice que si
f2 ∈ C∞(Rn,Rn) es otra funcio´n que satisface la ecuacio´n 1.7.3, entonces d(f1,Ω, a) =
d(f2,Ω, a).
Utilizaremos el teorema de aproximacio´n de Weierstrass para justificar por completo que
la definicio´n anterior esta´ bien dada. Para ello recordemos dicho teorema.
Teorema 1.31 (Weierstrass). Sea K subconjunto compacto de Rn, g ∈ C(K,R) y  > 0.
Entonces existe un polinomio P en x = (x1, x2, . . . , xn) tal que, P : K −→ R y
‖ g(x1, x2, . . . , xn)− P (x1, x2, . . . , xn) ‖< 
para todo x = (x1, x2, . . . , xn) ∈ K.
Es decir, el conjunto de polinomios en n variables es denso en C(K,R), provisto de la
norma del sup.
Para la prueba de este teorema ver [18].
Se escoge entonces por f1 en la definicio´n 1.16 cualquier funcio´n cuyas componentes
sean polinomios en x = (x1, x2, . . . , xn).
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Teorema 1.32. Sea Ω subconjunto abierto acotado de Rn, f ∈ C(Ω,Rn), a ∈ Rn,
a /∈ f(∂(Ω)), d(f,Ω, a) 6= 0, entonces f−1(a) 6= 0, es decir la ecuacio´n f(x) = a posee
soluciones en Ω.
Teorema 1.33 (Invarianza bajo homotop´ıa). Sean Ω un subconjunto abierto acotado
de Rn, f, g ∈ C(Ω,Rn), h ∈ C(Ω× [0, 1],Rn), funciones y a ∈ Rn, a /∈ h(∂(Ω)× [0, 1])
tales que f(x) = h(x, 0), g(x) = h(x, 1). Entonces
d(f,Ω, a) = d(g,Ω, a).
Definicio´n 1.17. Un punto x para el cual f(x) = a es llamado un a-punto de f . Para
un dominio Ω de f , f−1(a) es la coleccio´n de todos los a-puntos de f en Ω.
Las anteriores propiedades del grado, son bastante u´tiles para estimar los lugares donde
encuentran, en caso de tenerlos, los a-puntos de una funcio´n. Esto porque si el grado es
distinto de cero, puede que sea posible dividir el dominio en conjuntos sobre los cuales
tambie´n se pueda calcular el grado y consecuentemente descubrir en cuales de estas
divisiones el grado es distinto de cero.
1.8. Aplicaciones de la teor´ıa de grado de Brouwer
Teorema 1.34 (Teorema del punto fijo de Brouwer). Sean B = {x ∈ Rn, ‖ x ‖≤ 1} y
F ∈ C(B,B), es decir, F continua de B en B. Entonces existe un punto a ∈ B, tal que
F (a) = a.
Teorema 1.35 (Teorema de escisio´n). Sea Ω un subconjunto abierto acotado de Rn, f ∈
(Ω,Rn), a ∈ Rn, tal que a /∈ f(∂(Ω)), d(f,Ω, a) 6= 0, W ⊂ Ω abierto, a /∈ f(∂(W )).
Entonces
d(f,Ω, a) = d(f,W, a) + d(f,Ω−W, a).
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1.9. I´ndice local
Si x0 es un a−punto aislado (es decir, f(x) = a), existe un subconjunto W ⊆ Ω abierto
tal que a /∈ f(W ), por lo tanto al adicionar en el teorema de escisio´n la hipo´tesis a /∈
f(W ) entonces
d(f,W, a) = 0 y por lo tanto la consecuencia del teorema 1.35 ser´ıa d(f,Ω, a) =
d(f,Ω −W, a); esta transformacio´n en el teorema de escisio´n, conocida como escisio´n
para compactos, introduce la idea de ı´ndice de una solucio´n aislada de la ecuacio´n
f(x) = a.
Si U1, U2,∈ Ω son vecindades abiertas del a−punto aislado x0, que no contienen otro
a−punto de f , a /∈ f(U1∪U2) luego por la propiedad de escisio´n para compactos d(f, U1∪
U2, a) = d(f, Uk, a) para k = 1, 2. Esto induce la siguiente definicio´n.
Definicio´n 1.18. Suponga que f ∈ C(Ω,Rn) con Ω subconjunto abierto y acotado de Rn
y x0 un a−punto aislado de f en Ω. Sea U la coleccio´n de todas las vecindades abiertas
de x0 que no contienen otro a−punto de f . Se define el ı´ndice de f en x0 con respecto a
a como el valor comu´n d(f, U, a) para algu´n U ∈ U ; el ı´ndice se denota como i(f, x0, a).
Proposicio´n 1.36. Supongase que f ∈ C(Ω,Rn) con Ω subconjunto abierto y acotado
de Rn y a ∈ Rn. Si a /∈ f(∂Ω) y f−1(a) es finito,
entonces
d(f,Ω, a) =
∑
x∈f−1(a)
i(f, x, a).
Demostracio´n. Sea f−1(a) = {x1, x2, . . . , xk} y supongase que Vi son vecindades abier-
tas disyuntas de xi tales que d(f, Vi, a) = i(f, xi, a); al escribir el conjunto Ω como
∪Vi ∪ (Ω − ∪Vi), el resultado se sigue fa´cilmente usando primero la propiedad de de-
scomposicio´n del dominio y luego el teorema de escisio´n.
Proposicio´n 1.37. Si f ∈ C1(Ω,Rn), x ∈ f−1(a) y Jf (x) 6= 0, entonces
i(f, x, a) = (−1)k, donde k es el nu´mero de valores propios no negativos de f ′(x) (con-
tando multiplicidad algebraica).
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Demostracio´n. El operador lineal f ′(x) es invertible, si λ1, λ2, . . . , λn son los valores
propios de f ′(x) (no necesariamente distintos), entonces Jf (x) = λ1 · · ·λn. Ya que los
valores propios complejos ocurren en pares conjugados, entonces
sign Jf (x) = (−1)k.
Por la proposicio´n 1.36 se tiene que x es un a−punto aislado, por lo tanto, i(f, x, a)
esta´ definido como sign Jf (x).
1.10. Grado de Leray-Schauder
Extenderemos ahora la teor´ıa estudiada anteriormente para funciones definidas sobre
subconjuntos abiertos acotados de espacios de Banach de dimensio´n infinita, ya que
Teorema del punto fijo de Brouwer falla en espacios de dimensio´n infinita por que los
abiertos dejan de ser compactos;
Supongamos que (X, ‖ · ‖) es un espacio lineal normado, D ⊂ X, D abierto y acotado,
p ∈ X. Deseamos definir un entero d(φ,D, p) para una clase de funciones φ : D −→ X
de tal forma que satisfaga las siguientes propiedades:
1. d(I,D, p) = 1 (p ∈ D),
2. si d(φ,D, p) 6= 0 entonces φ(x) = p para algu´n x ∈ D,
3. si ht(x) es una homotop´ıa con p /∈ ht(∂(Ω)) para 0 ≤ t ≤ 1, entonces d(ht, D, p)
es independiente de t.
En espacios de dimensio´n finita, el grado esta´ definido para funciones continuas; en
dimensio´n infinita, sera´ necesario poner ma´s condiciones sobre estas funciones, por lo
tanto se hara´ sobre una subclase particular de C(D).
En adelante, consideraremos funciones de la forma I−T , donde I es la funcio´n identidad
y T es un operador compacto.
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Definicio´n 1.19. Sea E un espacio de Banach y D ⊂ X. Decimos que el operador
T : D → X es compacto si es continuo y adema´s T : D −→ X es un subconjunto
compacto de X.
La te´cnica para definir el grado de Leray-Schauder consiste en aproximar T mediante
operadores de rango finito.
Teorema 1.38. Supongamos que E y F son espacios de Banach,M subconjunto acotado
de E y T :M −→ F compacto. Dado  > 0, existe una aplicacio´n continua T :M −→ F
cuyo rango T(M) es de dimensio´n finita y
‖ T (u)− T(u) ‖< , (u ∈M).
Ver demostracio´n [19]
Ahora, si tomamos X espacio lineal normado, D ⊂ X abierto y acotado, p ∈ X. Con-
sideramos φ = I − T, donde T : D −→ X es compacto ya que podemos encontrar una
aplicacio´n T la cual aproxime a T y tenga rango de dimensio´n finita, nos es posible
definir d(φ,D, p) en te´rminos del grado de I − T relativo a un subconjunto apropiado
de D de dimensio´n finita.
Para continuar con el desarrollo de nuestra idea es necesario el siguiente lema.
Si m < n, Rm puede ser considerado como Rn ∩ {x ∈ Rn;xm+1 = xm+2 = · = xm = 0}.
En el siguiente lema, ρ denota la distancia en Rn.
Lema 1.39. Supongamos que m ≤ n, D un subconjunto abierto acotado de Rn y φ ∈
C(D,Rm). Sea ψ : D −→ Rn definida por ψ(x) = x+ φ(x), (x ∈ D). Si Dm = Rm ∩D
y χ es la restriccio´n de ψ a Rm ∩D. Tomando p ∈ Rm − ψ(∂(Ω)), entonces
d(ψ,D, p) = d(χ,Dm, p).
En adelante ρ denotara´ la distancia inducida por la norma en χ. Siempre supondremos
que p /∈ φ(∂(D)).
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Para dar la definicio´n de grado de Leray-Schauder es necesario seguir varios pasos.
Recordemos que considerando la aplicacio´n φ : D −→ χ de la forma φ = I − T , donde
T es compacto.
(a) Tomemos r = ρ(p, φ(∂(D))) es decir,
r = ı´nf{‖ p− φ(x) ‖;x ∈ ∂(D)}
entonces r > 0; si no lo fuera, existir´ıa una sucesio´n (xn) en ∂(D) tal que
φ(xn) −→ p cuando n→∞. El conjunto T (xn) es relativamente compacto; por lo
tanto existe una subsucesio´n convergente de (T (xn)). Sin pe´rdida de generalidad,
podemos suponer que
(T (xn) −→ y)
as´ı y ∈ T (D) y, xn = T (xn) + φ(xn) −→ y + p cuando n→∞.
Y, como xn ∈ ∂(Ω), que es un conjunto cerrado, y+p ∈ ∂(D). Pero por continuidad
Y = l´ım
n→∞
T (xn) = T (Y + p)
esto implica que φ(Y + p) = p, es decir, p ∈ φ(∂(D)) lo cual es una contradiccio´n,
as´ı que r > 0.
(b) Tomemos  > 0, con 0 <  < r. Usando el teorema 1.38 existe una aplicacio´n
T : D −→ χ con rango de dimensio´n finita tal que
‖ T (x)− T(x) ‖< , (x ∈ D).
Sea G el espacio generado por T(D) y P :
G = gen{T(D), p}.
Sea D = D ∩ G y φ(x) = x − T(x), (x ∈ D). Entonces D es un subconjunto
abierto acotado de G; adema´s, ∂(D) ⊂ ∂(D) donde ∂(D) es la frontera de D
en G. Podemos ver que φ(D) ⊂ G, y para x ∈ ∂(D),
‖ x− T(x)− p ‖≥‖ x− T (x)− p ‖ − ‖ T (x)− T(x) ‖> r −  > 0
as´ı que d(φ, D, p) esta´ definido; donde φ es la restriccio´n de φ a D.
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1.11. Propiedades de la teor´ıa de grado de Leray-
Schauder
A continuacio´n extenderemos algunas de las propiedades de grado de Brouwer a grado
de Leray-Schauder.
Tengamos en cuenta que p,D, φ y T seguira´n siendo tomados como se hizo anterior-
mente. Si M ⊂ X, tomaremos k(M) como el conjunto de aplicaciones compactas de M
en X y
k1(M) = {φ : φ = I − T, T ∈ k(M)}
es decir, k1(M) es el conjunto de las perturbaciones compactas de la identidad en M .
Teorema 1.40. Si p ∈ D, entonces d(I,D, p) = 1, si p /∈ D, entonces d(I,D, p) = 0.
Demostracio´n. Tomaremos V como en la definicio´n , como p ∈ V si hacemos T = 0 el
resultado es inmediato ya que en dimensio´n finita se tiene que d(I, V, p) = 1 si p ∈ V y
d(I, V, p) = 0 si p /∈ V .
Teorema 1.41 (Existencia). Sean φ ∈ k1(D) y d(φ,D, p) 6= 0; entonces existe x ∈ D
tal que φ(x) = p.
Definicio´n 1.20. Dado un subconjunto M de X, supongamos que h es una aplicacio´n
definida en el intervalo [0, 1] a k(M). Decimos que h es una homotop´ıa de transfor-
maciones compactas en M si dado  > 0 y un subconjunto acotado L de M , existe
δ(, L) > 0 tal que
‖ (h(t))(x)− (h(s))(x) ‖< , (x ∈ L, |t− s| < δ).
Teorema 1.42 (Invarianza bajo homotop´ıa). Sea D un subconjunto abierto, acotado de
X, y h(t) una homotop´ıa de una transformacio´n compacta en D tal que si φt = I−h(t),
p /∈ φt(∂(D)) (0 ≤ t ≤ 1)
entonces d(φt, D, p) es independiente de t ∈ [0, 1].
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Teorema 1.43. Supongamos que φ ∈ k1(D), ψ ∈ k1(D) y φ = ψ en ∂(D). Entonces, si
p ∈ φ(∂(D)),
d(φ,D, p) = d(ψ,D, p).
Demostracio´n. Sea φ = I − T1 y ψ = I − T2. Consideremos la homotop´ıa φt = I − h(t)
donde
h(t)(x) = (1− t)T1(x) + tT2(x) (x ∈ D, 0 ≤ t ≤ 1)
Claramente h(t) es una homotop´ıa de una transformacio´n compacta en D, y si x ∈ ∂(D),
entonces
φt(x) = (1− t)φ(x) + tφ(x).
Como p /∈ φ(∂(D)), el resultado se sigue del teorema 1.42.
Teorema 1.44. Supongamos que φ ∈ k1(D), p /∈ φ(∂(D)) y que q ∈ X; sea
φ1(x) = φ(x)− q (x ∈ D). Entonces
d(φ,D, p) = d(φ1, D, p− q).
Teorema 1.45. Supongamos que φ ∈ k1(D) y p /∈ φ(∂(D)). Si ψ(x) ∈ k1(D) y
‖ φ(x)− ψ(x) ‖< r = ρ(p, φ(∂(D))) (x ∈ D).
Entonces p /∈ ψ(∂(D)) y
d(φ,D, p) = d(ψ,D, p).
Teorema 1.46. Supongamos que φ ∈ k1(D), entonces d(φ,D, p) es el mismo para todo
p en la misma componente conexa de {(φ(∂(D)))
Demostracio´n. Tomemos la bola B(p, ) contenida en Cφ(∂(D)). Tomando q ∈ B(p, )
entonces por el teorema anterior 1.45
d(φ,D, q) = d(φ,D, p)
por el teorema
d(φ− (q − p), D, q) = d(φ,D, p)
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para  suficientemente pequen˜o. Por lo tanto la funcio´n P −→ d(φ,D, p) es continua en
Cφ(∂(D)), con valor entero; esta es por lo tanto constante en Cφ(∂(D)).
Las demostraciones de los siguientes teoremas se omitira´n, las cuales pueden consultarse
en [19].
Teorema 1.47 (Descomposicio´n del dominio). Supongamos que φ ∈ k1(D) y
p /∈ φ(∂(D)). Si D es unio´n de subconjuntos disyuntos abiertos Di (i = 1, 2, . . . , , n)
entonces
d(φ,D, p) =
∑
i
d(φ,Di, p).
Teorema 1.48 (Escisio´n). Supongamos que φ ∈ k1(D) y p /∈ φ(∂(D)). Si K ⊂ D es
cerrado y p /∈ φ(∂(K)), entonces
d(φ,D, p) = d(D −K, p).
Teorema 1.49 (Multiplicacio´n). Supongamos que φ ∈ k1(D) y M es un subconjunto
abierto y acotado conteniendo φ(D). Tomemos ∆ =M−φ(∂(D)) y sea ∆i (i = 1, 2, . . . , )
las componentes de ∆. Si ψ ∈ k1(M) y P /∈ ψ(φ(∂(D))) ∪ ψ(∂(M)), entonces
d(ψ ◦ φ,D, p) =
∑
j
d(ψ,∆j, p)d(φ,D,∆j).
Teorema 1.50 (Homeomorfismo). Supongamos que D es un subconjunto acotado de
un espacio de Banach X y que φ ∈ k1(D) es una aplicacio´n uno a uno. Si p ∈ φ(D),
entonces
d(φ,D, p) = ±1.
CAPI´TULO 2
Soluciones De´biles a un Problema de
Dirichlet
En las aplicaciones de las ecuaciones diferenciales, los puntos cr´ıticos corresponden a
las soluciones de´biles de la ecuacio´n, haciendo que la teor´ıa de puntos cr´ıticos sea fun-
damental en el estudio de las ecuaciones diferenciales.
Si se considera un problema el´ıptico semilineal con valores en la frontera∆u+ f(u) = g, en Ωu = 0, en ∂Ω (2.0.1)
donde Ω ⊂ Rn es un abierto acotado, ∂Ω la frontera de Ω, (−∆) el operador de
Laplace,f : R → R es diferenciable con derivada continua y g ∈ L2(Ω), u ∈ C2(Ω).
Una solucio´n de´bil al problema de Dirichlet 2.0.1 es una funcio´n u ∈ H10 (Ω), que a
continuacio´n miraremos.
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2.1. Soluciones de´biles
El espacio de Sobolev, con su norma definida y algunas de sus propiedades resulta ser
una herramienta fundamental para el desarrollo de la teor´ıa variacional; espec´ıficamente
se considera el espacio L2(Ω)×H1,20 (Ω) dotado del producto interior
〈(f, u), (g, v)〉 = 〈f, g〉0,2 + 〈u, v〉1,2
el cual es tambie´n un espacio de Hilbert, como de igual manera lo son tanto L2 como
H1,20 .
Sea B : H1,20 (Ω)×H1,20 (Ω) −→ R el funcional definido por
B[φ, ψ] =
∑
|α|=|β|=1
∫
Ω
aαβ(x)D
αφDβψ +
∫
Ω
φψ
donde aαβ(x), c(x) ∈ C(Ω¯,R) (mientras no haya ambigu¨edad, as´ı como en la ecuacio´n
anterior, se suprimira´ el s´ımbolo dx y la dependencia de los elementos, es decir, por
ejemplo ψ(x) ≡ ψ; tambie´n puede verse que este funcional resulta ser una forma bilin-
eal continua (por la densidad de C∞0 (Ω)) en H
1,2
0 (Ω), la forma bilineal podr´ıa definirse
solamente sobre el espacio C∞0 (Ω)×C∞0 (Ω) con la norma de H1,20 (Ω) y extenderse con-
tinuamente). Conjuntamente con la notacio´n anterior se define,
J : L2(Ω)×H1,20 (Ω) −→ R
que denotara´ el funcional lineal definido por
J(g, u) =
1
2
B[u, u]−
∫
Ω
F (u) +
∫
Ω
gu
donde F (ζ) =
∫ ζ
0
f(s)ds. Finalmente J(g) : H1,20 (Ω) −→ R denotara´ el funcional
definido por J(g)(φ) = J(g, φ) para φ ∈ H1,20 (Ω), con g fijo.
Definicio´n 2.1. Un elemento u ∈ H1,20 (Ω), se dice solucio´n de´bil de (2.0.1) si
B[u, φ]−
∫
Ω
f(u)φ = −
∫
Ω
gφ
para todo φ ∈ H1,20 (Ω).
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Lema 2.1. El funcional J es continuo.
Demostracio´n. Sean gn y g en L
2 y sean un y u en H
1,2
0 (Ω), tal que (gn, un) converge a
(g, u). Como B y F son continuas la desigualdad
|J(gn, un)− J(g, u)| ≤ 1
2
|B[un, un]−B[u, u]|
+
∫
Ω
|F (un)− F (u)|+ |〈g, u〉0,2 − 〈gn, un〉0,2| (2.1.2)
implica que l´ımn→∞ |J(gn, un)− J(g, u)| ≤ l´ımn→∞ |〈g, u〉0,2 − 〈gn, un〉0,2|.
Por la definicio´n del producto interno, claramente ‖ gn− g ‖2−→ 0 y ‖ un−u ‖1,2−→ 0,
luego
|〈g, u〉0,2 − 〈gn, un〉0,2| ≤ |〈g − gn, u〉0,2|+ |〈gn, u− un〉0,2|
≤‖ g − gn ‖2‖ u ‖2 + ‖ gn ‖2‖ u− un ‖2−→ 0
Por lo tanto l´ımn→∞ J(gn, un) = J(g, u).
Definicio´n 2.2. Sea f : R −→ R. Si existe una constante a ∈ R tal que
|f(x)| ≤ a(1 + |x|)
para todo x ∈ R, se dice que f es sublineal.
Proposicio´n 2.2. Sea el problema de Dirichlet con condicio´n de frontera (2.0.1) con f
una funcio´n sublineal. u ∈ H1,20 (Ω) es una solucio´n de´bil de (2.0.1) si y so´lo si u es un
punto cr´ıtico del funcional J(g).
Demostracio´n. Para comprobar esta afirmacio´n es necesario justificar la diferenciabili-
dad de J(g), por esta razo´n se comprobara´ la existencia de sus derivadas direccionales.
Sea φ ∈ H1,20 (Ω) entonces
∂J(g)(u)(φ) = l´ım
t→0
(
1
2t
(2tB[u, φ] + t2B[φ, φ] + 2t〈g, φ〉0,2)− 1
t
∫
Ω
(F (u+ tφ)− F (u))
)
= B[u, φ] + 〈g, φ〉0,2 − l´ım
t→0
1
t
∫
Ω
(F (u+ tφ)− F (u));
CAPI´TULO 2. SOLUCIONES DE´BILES 28
ya que F es un funcional de clase C1, se tiene
l´ım
t→0
1
t
∫
Ω
(F (u+ tφ)− F (u))dx = l´ım
t→0
1
t
∫
Ω
(∫ 1
0
〈∇F (u+ stφ), tφ〉ds
)
dx
= l´ım
t→0
1
t
∫
Ω
(∫ 1
0
dF
du
(u+ stφ)(tφ)ds
)
dx
= l´ım
t→0
∫
Ω
(∫ 1
0
dF
du
(u+ stφ)ds
)
φdx
= l´ım
t→0
∫
Ω
(∫ 1
0
f(u+ stφ)ds
)
φdx.
Ya que f es sublineal el teorema de convergencia dominada de Lebesgue implica que
l´ım
t→0
∫
Ω
(∫ 1
0
f(u+ stφ)ds
)
φdx =
∫
Ω
(∫ 1
0
f(u)ds
)
φdx =
∫
Ω
f(u)φdx.
Para probar que la u´ltima integral es medible, por la desigualdad de Ho¨lder, basta con
que f ∈ L2 y esto se tiene porque f es sublineal. Luego, se ha probado que
∂J(g)(u)(φ) = B[u, φ] + 〈g, u〉0,2 −
∫
Ω
f(u)φ (2.1.3)
para cada φ ∈ H1,20 (Ω), claramente la anterior igualdad tambie´n implica que cada deriva-
da direccional es continua y por lo tanto J(g) ∈ C1(H1,20 (Ω),R). As´ı la ecuacio´n (2.1.3)
puede escribirse de la forma
〈∇J(g)(u), φ〉1,2 = B[u, φ]−
∫
Ω
f(u)φ+
∫
Ω
gφ
con lo cual, si u es un punto cr´ıtico este resulta ser una solucio´n de´bil.
Ahora consideremos un problema el´ıptico homoge´neo lineal con valor en la frontera dado
como: ∆u+ f(u) = 0, en Ωu = 0, en ∂Ω (2.1.4)
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u es solucio´n cla´sica de (2.1.4) si u ∈ C2(Ω) ∩C(Ω¯) de tal manera que al multiplicar a
ambos lados a (2.1.4) por ϕ ∈ C∞0 (Ω) resulta∫
(Ω)
∇ϕ∇u+
∫
(Ω)
f(u)ϕ = 0 (2.1.5)
y luego integrando por partes. Sea W 1,20 que denota la clausura de C
∞
0 (Ω) con la norma
||u||W 1,20 =
[∫
Ω
|∇u|2dx
] 1
2
como se definio´ en el cap´ıtulo 1.
Si u ∈ W 1,20 y satisface (2.1.5) para toda ϕ ∈ C∞0 (Ω), entonces u es una solucio´n de´bil
de (2.1.4)
Muchas son las aplicaciones del Teorema de Paso de Montan˜a en las ecuaciones difer-
enciales el´ıpticas semilineales con valores en la frontera, para esto veamos primero la
definicio´n de la condicio´n de Palais Smale y luego el Teorema de Paso de Montan˜a.
Definicio´n 2.3. Condicio´n de Palais-Smale Sea E un espacio de Banach, se dice que
I ∈ C1(E,R) satisface la condicio´n de Palais-Smale (P− S) si toda sucesio´n {un} ⊂ E,
tal que {I(un)} es acotada y {I ′(un)} converge a cero, posee una subsucesio´n convergente.
Teorema 2.3. (Teorema de Paso de Montan˜a)Sea E un espacio de Banach, I ∈ C1(E,R)
con I que satisface la condicio´n de Palais-Smale. Si I(0) = 0 existen α, β > 0, v ∈ E−Bβ
, tales que I
∣∣
∂Bβ
≥ α, e, I(v) ≤ 0, entonces ,I tiene un valor cr´ıtico.
Consideremos el problema
∆u+ p(x, u) = 0, en Ωu = 0, en ∂Ω (2.1.6)
Donde de igual manera Ω ⊂ Rn es un abierto acotado, ∂Ω la frontera de Ω. El cual la
funcio´n p satisface
(j) p(x, ξ) ∈ C(Ω¯× R,R)
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(jj) existen constantes a1, a2 > 0 tal que
|p(x, ξ)| 6 a1 + a2|ξ|s
donde, 0 6 s < (n+ 2)(n− 2)−1 y n > 2
Si n = 1, (j) puede ser quitado, mientras que si n = 2 es suficiente que
|p(x, ξ)| 6 a1 expϕ(ξ),
donde ϕ(ξ)ξ−2 → 0 cuando ξ →∞(ver [20])
El funcional I asociado al problema (2.1.6) se define como:
I(u) =
∫
Ω
(1
2
|∇u|2 − P (x, u)
)
dx, (2.1.7)
siendo P (x, ξ) =
∫ ξ
0
p(x, t)dt. Sea el espacio E = W 1,20 , la clausura de C
∞
0 (Ω) con
respecto a la norma
[∫
Ω
(|∇u|2 + u2dx)] 12
Y la desigualdad de Poincare´ (1.23) nos dice que existe una constante µ1 > 0 tal que∫
Ω
u2dx 6 µ1
∫
Ω
|∇u|2dx
Para todo u ∈ E. Al aplicar el teorema (2.3) al funcional (2.1.7) en el que I ∈ C1(E,R),
los puntos cr´ıticos del funcional I son soluciones de´biles al problema (2.1.6), en [20] pa´g
90 puede ser vista la prueba que (j) , (jj) se satisfacen.
Un Lema que simplifica la verificacio´n que I satisfaga el Teorema de Paso de Montan˜a
esta dado como:
Proposicio´n 2.4. Sea p que satisface (j) y (jj), I el funcional definido en (2.1.7) Si
{um} es una sucesio´n acotada en E un espacio real de Banach, I ∈ C1(E,R) tal que
I ′(um)→ 0, entonces {um} es un precompacto en E.
La prueba de este lema puede ser vista en [20] pa´g 11.
CAPI´TULO 3
Existencia de tres soluciones a un problema
de Dirichlet asinto´ticamente Lineal
En este cap´ıtulo se estudia un problema de Dirichlet no lineal
∆u+ f(u) = 0, en Ωu = 0, en ∂Ω (3.0.1)
donde Ω es un abierto acotado en RN(N > 3) con frontera suave, ∆ el operador de
Laplace y f la funcio´n f : R → R diferenciable tal que f(0) = 0 y tambie´n asinto´tica-
mente lineal. Sea la sucesio´n de valores propios 0 < λ1 < λ2 6 . . . λk 6 . . . de (−∆),
con condicio´n cero en la frontera del abierto Ω y la sucesio´n de funciones propias aso-
ciadas a cada valor propio ϕ1, ϕ2, . . . , ϕk, . . . ; entonces mediante el siguiente teorema
dado en [12] se muestra la existencia de dos soluciones de un signo(positivo, negativo
respectivamente) como primera parte, y posteriormente la existencia de otra solucio´n no
trivial que cambia de signo, al problema (3.0.1), mediante la teor´ıa de los espacios de
Sobolev,los operadores compactos, el Teorema de Paso de Montan˜a (ver [3] , [20]), la
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teor´ıa de grado de Leray-Schauder es posible su prueba.
Teorema 3.1. Si f ′(0) < λ1 y f ′(∞) ∈ (λk, λk+1), con k un nu´mero entero par, k > 2,
entonces el problema (3.0.1) tiene por lo menos tres soluciones no triviales, de las cuales
una es positiva, otra negativa y la tercera cambia de signo.
Antes de la demostracio´n primero veamos que:
La funcio´n f : R → R es diferenciable con la condicio´n inicial f(0) = 0, adema´s f es
asinto´ticamente lineal, es decir
f ′(∞) := l´ım
|t|→∞
f(t)
t
∈ R
Como f ′(∞) es un nu´mero real entonces,
∀ ε > 0,∃A > 0 tal que |t| > A→
∣∣∣∣f(t)t − f ′(∞)
∣∣∣∣ 6 ε⇐⇒
−ε 6 |f(t)− f
′(∞)t|
|t| 6 ε,
Entonces
|t|(|f ′(∞)| − ε) 6 |f(t)| 6 (ε+ |f ′(∞)|)|t|
Adema´s existe N > 0 tal que |f | < N , para todo |t| ≤ a. Al hacer a := ma´x{N, |f ′(∞)|+
ε}, con 0 < ε 6 1 y si se hace ε = 1 se tiene |f(t)| < a(1 + |t|), es decir, la suposicio´n
dada implica que f es sublineal. Evidentemente la condicio´n f(0) = 0 implica que u = 0
es una solucio´n del problema , esta solucio´n es conocida como la solucio´n trivial.
Cabe anotar que la existencia de soluciones al problema de Dirichlet con condicio´n en la
frontera, ha sido ampliamente estudiada por muchos autores, entre ellos (ver [3],[4],[7],
[8],...).
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3.1. Existencia de dos soluciones que no cambian de
signo
Sea el truncamiento f+ : R→ R por
f+(t) :=
f(t), t > 0f ′(0)t, t < 0 (3.1.2)
Y se define F+(t) =
∫ t
0
f+(s)ds, f+ es diferenciable y por tanto continua, ya que
l´ım
t→o+
f+(t)− f ′(0)
t
= f ′(0)
l´ım
t→o−
f+(t)− f ′(0)
t
=
f ′(0)t
t
= f ′(0)
Consideremos el funcional J+ : H → R donde H es el espacio de Sobolev H10 (Ω),
definido por:
J+(u) =
∫
Ω
(1
2
|∇u|2 − F+(u)
)
dx
Como f ′(∞) ∈ (λk, λk+1) y recordemos que f es sublineal; por lo tanto J+(C1(H,R) y
su derivada es:
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DJ+(u)v = l´ım
t→0
J(u+ vt)− J(u)
t
= l´ım
t→0
∫
Ω
(
1
2
|∇(u+ tv)|2 − F+(u+ tv)
)
dx− ∫
Ω
(
1
2
|∇(u)|2 − F+(u)
)
dx
t
= l´ım
t→0
∫
Ω
(
1
2
|∇u+ t∇v)|2 − F+(u+ tv)
)
dx− ∫
Ω
(
1
2
|∇(u)|2 − F+(u)
)
dx
t
= l´ım
t→0
[∫
Ω
(
1
2
[|∇u|2 + 2t∇u∇v) + t2|∇v|2]−F+(u+ tv))dx
t
−
∫
Ω
(
1
2
|∇(u)|2 − F+(u)
)
dx
t
]
=
∫
Ω
∇u∇vdx− l´ım
t→0
∫
Ω
(
F+(u+ tv)− F+(u))dx
t
Por lo tanto,
DJ+(u)v =
∫
Ω
(
∇u∇v − f+(u)v
)
dx ∀u ∈ H, ∀v ∈ H (3.1.3)
Luego una solucio´n cla´sica al problema (3.0.1) es una funcio´n u ∈ H10 (Ω), haciendo una
trabajo similar visto en el cap´ıtulo 2, multiplicamos a ambos lados ϕ ∈ C∞0 (Ω) en (3.0.1)
∫
Ω
ϕ∆u+ f(u)ϕ =
∫
Ω
ϕ∆u+
∫
Ω
f(u)ϕ (3.1.4)
E integrando se verifica ∫
Ω
∇ϕ∇u+
∫
Ω
f(u)ϕ =0 (3.1.5)
Entonces u es solucio´n de´bil de (3.0.1). Si f es sustituido por f+ se obtiene
∫
Ω
(
∇u∇ϕ− f+(u)ϕ
)
=0 (3.1.6)
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si y so´lo si u es punto cr´ıtico de J+; para mostrar la existencia de este punto cr´ıtico
hacemos uso del teorema (2.3.)
Se tiene que f(0) = 0, J+(0) = 0 entonces se puede concluir que la primera parte se
cumple, ahora miremos que las siguientes condiciones se tienen.
Lema 3.2. Existen α > 0 y ρ > 0 tales que
||u||H = ρ⇒ J+(u) > α
Demostracio´n. Como f ′(0) < λ1 existen  > 0 y δ > 0 tales que, si
−ε 6 f
+(t)
t
− f ′(0) 6 ε (3.1.7)
−ε+ f ′(0) 6 f
+(t)
t
6 ε+ f ′(0) (3.1.8)
f+(t) 6 (λ1 − ε)t (3.1.9)
Y por tanto integrando a ambos lados se obtiene
F+(ζ) =
∫ ζ
0
f+(t)dt 6 (λ1 − )ζ
2
2
, ∀ζ ∈ (−δ, δ) (3.1.10)
Como f es sublineal, existen constantes a1 > 0, a2 > 0 tal que, si η > 0 entonces,
|F+(ζ)| 6
∫ ζ
o
(a1 + a2|t|)dt 6 +
( a1
2δη
+
a2
δη+1
)
|ζ|2+η =:M(δ, η)|ζ| > δ. (3.1.11)
donde u ∈ H. y se definen los conjuntos
A1 := x ∈ Ω, tal que |u(x)| < δ y A2 := x ∈ Ω, tal que |u(x)| > δ.
Usando (3.1.10) y (3.1.11) se tiene que
J+(u) =
1
2
||u||2H −
∫
A1
F+(u)dx−
∫
A2
F+(u)dx
> 1
2
||u||2H −
(λ1 − ε)
2
∫
Ω
u2dx−M(δ, η)
∫
Ω
|u|2+ηdx (3.1.12)
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Sea 0 < η 6 4
N−2 . De (3.1.12), haciendo uso de la desigualdad de Poincare´ (1.23) y
tambie´n el Teorema de Encaje de Sobolev de H en L2+η(Ω), entonces existe un C > 0
tal que
J+(u) =
1
2
||u||2H −
λ1 − ε
2λ1
||u||2H − CM(δ, η)||u||2+ηH
=
1
2
||u||2H
(
ε
2λ1
− CM(δ, η)||u||ηH
)
Lema 3.3. Existe uˆ ∈ H tal que ||uˆ||H > ρ y J+(u) < 0
Demostracio´n. Dado que f ′(∞) > λ2, existen constantes a3 > λ2 y a4 tales que
F+(ζ) =
∫ a3
0
f(t)dt+
∫ ζ
a3
f(t)dt
Entonces,
F+(ζ) > a3
ζ2
2
+ a4,∀ζ > 0 (3.1.13)
Sea ϕ la primer funcio´n propia del operador −∆, con condicio´n de Dirichlet cero en la
frontera Ω por la definicio´n del funcional J+ se tiene t > 1 y adema´s por (3.1.13) se
obtiene que:
J+(tϕ) =
∫
Ω
(
1
2
||∇(tϕ)||2 − F+(tϕ)
)
dx
Pero como,
F+(ϕ) > a3
ϕ2
2
+ a4,∀ϕ > 0
Entonces se tiene
J+(tϕ) =
∫
Ω
(
1
2
||∇(tϕ)||2 − F+(tϕ)
)
dx
6 t
2
2
∫
Ω
||∇(tϕ)||2 − t
2a3
2
∫
Ω
ϕ2dx− a4|Ω| (3.1.14)
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Luego,
t2
2
(∫
Ω
||∇(tϕ)||2 − a3
∫
Ω
ϕ2dx
)
−a4|Ω|
∫
Ω
||∇ϕ||2dx =
∫
Ω
λ1ϕ
2dx (3.1.15)
Entonces por las ecuaciones (3.1.14) y (3.1.15)
J+(tϕ) 6 t
2
2
(λ1 − a3)
∫
Ω
ϕ2dx− a4|Ω|
y como a3 > λ1 luego, (λ1 − a3) < 0 Entonces:
J+(tϕ)→ −∞
Con el siguiente lema se muestra que el funcional J+ cumple la condico´n de Paleis-Smale
(P-S) dada en (2.3).
Lema 3.4. Sea la sucesio´n {un}n∈N en H tal que {J+(un)}n∈N es acotada y su derivada
DJ+(un)→ 0 cuando n→∞, existe una subsucesio´n {unk}k∈N convergente.
Demostracio´n. Sea {un}n∈N ⊆ H tal que {J+(uk)}n∈N es acotada y DJ+(un) → 0,
cuando n→∞.
Sea la funcio´n h : R→ R dada como
h(t) =
f ′(∞)t, t > 0f ′(0)t, t < 0.
Donde h es diferenciable y por tanto es continua y, por definicio´n de f+, se tiene que:
f+(t) = h(t) + γ(t). (3.1.16)
Pero recordemos que f+(t) es continua y h(t) tambie´n lo es, entonces γ(t) es continua;
donde
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γ(t)
t
→ 0, cuando|t| → +∞. (3.1.17)
Por hipo´tesis DJ+(un) → 0, cuando n → ∞ entonces DJ+(un)||un|| H → 0, cuando n → ∞,
de (3.1.3)y (3.1.16) se tiene que para cada v ∈ H
∫
Ω
(
∇
(
un
||un||H
)
.∇v − h(un)||un||H v −
γ(un)
||un||H v
)
dx→ 0.
Entonces, basta probar que
∫
Ω
(
γ(un)
||un||H v
)
dx→ 0,∀v ∈ H
Ya que ∫
Ω
(
∇
(
un
||un||H
)
.∇v − h(un)||un||H v
)
dx = 0.
Dado  > 0 pero por (3.1.17), existe M2 > 0 tal que si |t| >M2 entonces∣∣∣γ(t)
t
∣∣∣ < ε
Luego,existe k > 0, tal que |γ(t)| 6 k,∀t ∈ [−M2,M2]
Entonces, para v ∈ H fijo, aplicando Ho¨lder y la continuidad del encaje H ↪→ L2(Ω) a∫
Ω
(
γ(un)
||un||H v
)
dx, tenemos que
∣∣∣∣∫
Ω
(
γ(un)
||un||H v
)
dx
∣∣∣∣ 6 ∫|un|>M2
∣∣∣∣ γ(un)||un||H v
∣∣∣∣ dx+ ∫|un|6M2
∣∣∣∣ γ(un)||un||H v
∣∣∣∣ dx
6
∫
|un|>M2
∣∣∣∣ γ(un)||un||H ||un||H||un||H v
∣∣∣∣ dx+ ∫|un|6M2
∣∣∣∣ γ(un)||un||H v
∣∣∣∣ dx
6 ε||un||H
||un||L2||v||L2 + k||un||H
||v||L2|Ω| 12
6 εC||v||L2 + k||un||H
||v||L2|Ω| 12
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Luego, recordemos que ε > 0 y
||un||L2
||un||H = C ∈ R Entonces, εC||v||2 → 0
Y tambie´n,
Como ||un||H esta´ acotada entonces, k|Ω|
1
2 ||v||L2
||un||H → 0 cuando n→∞ luego se prueba que:∫
Ω
(
γ(un)
||un||H v
)
dx→ 0
∫
Ω
(
∇
(
un
||un||H
)
.∇v − h(un)||un||H v −
γ(un)
||un||H v
)
dx→ 0,∀v ∈ H
Ya que se supuso que
{
un
||un||H
}
es acotada entonces existe una subsucesio´n que converge
de´bilmente 1, y que por abuso de notacio´n tambie´n llamaremos
{
un
||un||H
}
, es decir
un
||un||H ⇀ ω en H ⇐⇒ f
(
un
||un||
)
→ f(ω),∀f ∈ H ′
Dado que el encaje H ↪→ L2(Ω) es compacto, entonces un||un||H converge fuertemente en
ω es decir
un
||un||H −→ ω en L
2(Ω)
Ahora probemos que ω es solucio´n de´bil no trivial del problema (3.0.1), para esto primero
mostremos que ω 6= 0.
Demostracio´n. Supo´ngamos que ω = 0, luego
DJ+(un)
||un|| H
(un)
||un||H =
∫
Ω
[
∇
(
un
||un||H
)
∇
(
un
||un||H
)]
− f+(un)
(
un
||un||H
)
dx
y se tiene que ∣∣∣∣DJ+(un)||un||H (un)||un||H
∣∣∣∣ 6 1||un||H ||DJ+(un)||H∗ −→ 0
Entonces
DJ+(un)
||un||H
(un)
||un||H =
∣∣∣∣∣∣∣∣ un||un||H
∣∣∣∣∣∣∣∣2
H
−
∫
Ω
[
h(un)
||un||H
un
||un||H +
γ(un)
||un||H
un
||un||H
]
dx −→ 0
1Proposicio´n III.5 [Ana´lisis Funcional- H.Bre´zis]
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Luego, se debe mostrar que
∫
Ω
h(un)
||un||H
un
||un||H dx→ 0 y tambie´n que
∫
Ω
γ(un)
||un||H
un
||un||H dx→ 0
Teniendo encuenta (3.1.4) y la hipo´tesis de que ω = 0, probemos que
∫
Ω
h(un)
||un||H
un
||un||H dx→
0
∣∣∣∣∫
Ω
h(un)
||un||H
un
||un||H dx
∣∣∣∣ 6 ∣∣∣∣∫
un>0
(
h(un)
||un||H
un
||un||H
)
dx
∣∣∣∣+ ∣∣∣∣∫
un<0
(
h(un)
||un||H
un
||un||H
)
dx
∣∣∣∣
=
∫
un>0
|f ′(∞)| un||un||H
un
||un||H dx+
∫
un<0
|f ′(0)| un||un||H
un
||un||H dx
= |f ′(∞)|
∫
un>0
un
2
||un||H2
dx+ |f ′(0)|
∫
un<0
un
2
||un||H2
dx
6 |f ′(∞)|
∣∣∣∣∣∣∣∣ un||un||H
∣∣∣∣∣∣∣∣2
L2
+ |f ′(0)|
∣∣∣∣∣∣∣∣ un||un||H
∣∣∣∣∣∣∣∣2
L2
−→ 0
Ahora para mostrar que
∫
Ω
γ(un)
||un||H
un
||un||H dx→ 0 se deja al lector dicho razonamiento, que
se hace de manera similar como se probo que
∫
Ω
(
γ(un)
||un||H v
)
dx→ 0
Por siguiente,
∫
Ω
[
h(un)
||un||H
un
||un||H +
γ(un)
||un||H
un
||un||H
]
dx −→ 0
As´ı que, ∣∣∣∣∣∣∣∣ un||un||H
∣∣∣∣∣∣∣∣2
H
−
∫
Ω
[
h(un)
||un||H
un
||un||H +
γ(un)
||un||H
un
||un||H
]
dx = 1− 0 6= 0
Lo cual es una contradiccio´n y se demuestra que ω 6= 0.
Luego ω es solucio´n de´bil no trivial del problema (3.0.1)y se tiene que∫
Ω
(∇ω∇v − h(ω)v)dx = 0
Por que un||un||H → ω y se tiene la proposicio´n (2.4); es decir
∆ω + h(ω) = 0, en Ωω = 0, en ∂Ω (3.1.18)
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Tambie´n se concluye por los resultados de S. Agmon que ω es solucio´n de´bil clasica del
problema (3.1.18).
Sea el abierto Ω1 := {x ∈ Ω : ω(x) < 0}, entonces ω = 0 en ∂Ω1. Entonces,∆ω + f ′(0)ω = 0, en Ω1ω = 0, en ∂Ω1
Cualquier valor propio de −∆ en una subregio´n del abierto Ω debe ser mayor o igual al
primer valor propio λ1 y por hipo´tesis f
′(0) > λ1, entonces se tiene que la subregio´n Ω1
es vac´ıa.
Entonces ω > 0 en Ω. y de (3.1.18) se obtiene∆ω + f ′(∞)ω = 0, en Ωω = 0, en ∂Ω
Y se tiene por hipo´tesis que f ′(∞) ∈ (λk, λk+1), con k un entero par k > 2, el cual
contradice que f ′(∞) > λ1. Por consiguiente,
La sucesio´n {un}n∈N es acotada.
Con los lemas (3.2), (3.3) y (3.4) se muestra que el funcional J+ cumple la hipo´tesis
del Teorema del Paso de Montan˜a, entonces u es punto cr´ıtico del funcional J+ y es
solucio´n de´bil no trivial del problema dado (3.0.1); pero adema´s es solucio´n de´bil cla´sica.
3.1.1. Solucio´n positiva
Sea el abierto acotado Ω′ := {x ∈ Ωtal que u(x) < 0}, teniendo en cuenta la definicio´n
de la funcio´n f+ (3.1.2)entonces el problema (3.0.1) esta´ dado como
∆u+ f ′(0)u = 0, en Ω′u = 0, en ∂Ω′ (3.1.19)
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Pero cualquier valor propio de (−∆) en cualquier sub-regio´n del abierto Ω debera´ ser
mayor o igual al primer valor propio λ1 y se tiene por hipo´tesis que f
′(0) < λ1, entonces
Ω′ = ∅
De este modo u > 0 en Ω. Por lo tanto, f+(u) = f(u), as´ı que el problema (3.0.1) puede
re-escribirse de la forma:
∆(−u) +
f−(u)
u
(−u) = f+(u)
u
u, en Ω
u = 0, en ∂Ω
donde,
f+(ξ)
ξ
:=
ma´x{f(ξ), 0}
ξ
,
f−(ξ)
ξ
:=
mı´n{f(ξ), 0}
ξ
Para todo ξ > 0 y se define que f±(ξ)
ξ
(0) := {f ′(0)}± y de esta´ manera se tiene que f±(ξ)
ξ
son continuas en el intervalo (0,∞)
Para concluir en esta parte que u > 0 en Ω se hace necesario utilizar el principio del
ma´ximo fuerte, siendo esta una herramienta u´til en el estudio de las ecuaciones difer-
enciales, debido a que nos permite obtener informacio´n de la solucio´n de la ecuacio´n
diferencial sin necesidad de conocerla expl´ıcitamente, aunque a parecen en distintas for-
mas a continuacio´n se vera´ para el problema dado de tipo el´ıptico.
Sea Ω ⊂ RN un abierto acotado y conexo y consideremos el operador ∆ de la forma
∆u =
N∑
i=1
− ∂
∂xi
[
N∑
j=1
aij
∂u
∂xj
+ bi(x)u
]
+ ci(x)
∂u
∂xi
+ d(x)u
donde los coeficientes aij, bi, cj, d (i, j = 1, . . . , N) son funciones medibles en Ω ⊂ RN .
Si u ∈ H1(Ω) y las funciones ∑Nj=1 aij ∂u∂xj + bi(x)u, ci(x) ∂u∂xi + d(x)u, i = 1, . . . , N son
integrables entonces decimos que u satisface ∆u = 0, (> 0,6 0) en Ω si
J(u, v) =
N∑
i=1
{∫
Ω
[
N∑
j=1
aij(x)
∂u
∂xj
+ bi(x)u
]
∂v
∂xi
+
[
ci(x)
∂u
∂xi
+ d(x)u
]
v
}
dx
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para todo v ∈ C10(Ω). Sea f integrable en Ω, u ∈ H1(Ω) es una solucio´n de´bil de
∆u = f
en Ω si
J(u, v) = F (v) :=
∫
Ω
fvdx∀v ∈ C10(Ω) (3.1.20)
Suponiendo a ∆ estrictamente el´ıptico en Ω y como el primer valor propio es λ > 0 se
tiene
N∑
i,j=1
aij(x)ξiξj > λ|ξ|2∀x ∈ Ω∀ξ ∈ RN (3.1.21)
y u solucio´n de´bil del problema de Dirichlet (3.0.1)entonces tenemos que:
|J(u, v)| 6
N∑
i=1
{∫
Ω
N∑
j=1
∣∣∣∣aij(x) ∂u∂xj ∂v∂xi
∣∣∣∣+ ∣∣∣∣bi(x)u ∂v∂xi
∣∣∣∣+ ∣∣∣∣ci(x) ∂u∂xiv
∣∣∣∣+ |d(x)uv|
}
dx
6 C||u||H1(Ω)||v||H10 (Ω)
Teorema 3.5 (Pincipio Fuerte del Ma´ximo). Sea u ∈ C2(Ω) ∩ C(Ω¯) y c > 0 en Ω
(i) Si ∆u 6 0, en Ω, entonces
ma´x
Ω¯
u 6 ma´x
∂Ω
u+
(ii) De la misma forma, si ∆u > 0, en Ω, entonces
mı´n
Ω¯
u > −mı´n
∂Ω
u−
En particular, si ∆u = 0 en Ω, entonces
ma´x
Ω¯
|u| = ma´x
∂Ω
|u|
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La prueba del anterior teorema puede ser vista en [14]
Retomando, se tiene que u ∈ C(Ω¯), u acotada y, por lo tanto, c es acotada. Por el
Principio del ma´ximo se tiene que u > 0 en Ω. De la misma forma se muestra la otra
solucio´n, la negativa.
Hasta esta parte esta probada la existencia de dos soluciones que no cabmbian de signo;
en el siguiente cap´ıtulo se mostrara´ la existencia de una tercera solucio´n que si cambia de
signo, prueba en la cual se hace necesario el uso de teor´ıa de grado de Leray-Schauder.
Nota 3.6. En [12]se hace la aclaracio´n que el funcional J en esta primera parte esta
definido a partir de la truncacio´n dada en (3.1.2), es de clase C2. Sin embargo, en el
Teorema de Paso de Montan˜a so´lo se uso´ el hecho de ser el funcional J de clase C1. Si
la truncacio´n en (3.1.2) se hubiera definido de la siguiente manera
f+(t) :=
f(t), t > 00, t < 0 (3.1.22)
el funcional J resultar´ıa de clase C1, pero no se mostrara que la correspondiente solucio´n,
obtenida en v´ıa del Teorema de Paso de Montan˜a, no cambia de signo.
3.2. Existencia de una solucio´n que cambia de signo
para el problema de Dirichlet asinto´ticamente
lineal
En la seccio´n anterior se mostro´ que u es solucio´n de´bil cla´sica del problema de Dirichlet
con valor en la frontera(3.0.1), y la existencia de dos soluciones, una positiva y la otra
negativa, en esta´ tercera parte se demostrara´ segu´n la existencia de otra solucio´n pero
que cambia de signo.
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Consideremos ahora la funcio´n γ : R→ R definida como:
γ(t) := f(t)− f ′(∞)t
por lo tanto γ(t) = o(t) cuando |t| → +∞, con esta´ funcio´n y ya probado que u es
solucio´n del problema de Dirichlet (3.0.1) entonces se tiene el problema de Dirichlet
∆u+ f ′(∞)u+ λγ(u) = 0, en Ωu = 0, en ∂Ω (3.2.23)
donde λ ∈ [0, 1]
Si G es la primitiva de la γ de tal manera que G(0) = 0 y Jλ : H
1
0 → R entonces se
define el funcional
Jλ(u) =
∫
Ω
(
1
2
|∇u|2 − f ′(∞)u
2
2
− λG(u)
)
dx
Pero por hipo´tesis en el teorema (3.1) f ′(∞) ∈ (λk, λk+1), f es sublineal y por lo tanto
Jk ∈ C1(H10 ,R) ver [20], luego el producto punto del gradiente del funcional y el vector
v esta´ dado como:
< ∇Jλ, v >= DJλ(u)v =
∫
Ω
(∇u.∇v − f ′(∞)uv − λγ(u)v) dx, ∀v ∈ H (3.2.24)
Entonces, u es solucio´n de´bil del problema (3.2.23) si y so´lo si u es un punto cr´ıtico de
Jλ, pero se mirara para un radio bastante grande y cualquier valor propio λ ∈ [0, 1] que
el funcional Jλ no tiene puntos cr´ıticos en la esfera de centro 0 y radio R, para probar
este se establece el siguiente lema.
Lema 3.7. Existe R > 0 tal que si ||u|| > R entonces ∇Jλ(u) 6= 0
Demostracio´n. Para mostrar el lema bastara´ con probar que la soluciones de´biles del
problema (3.2.23) esta´n acotadas. Supongamos, por el absurdo, que existe una suce-
sio´n {un}∞n=1 de soluciones de´biles del problema (3.2.23), tal que ||un|| → ∞. Como
DJλ(un) = 0,y haciendo uso de (3.2.24) se tiene∫
Ω
(
∇ u||un|| .∇v − f
′(∞) u||un||v − λγ
u
||un||v
)
dx = 0 ∀v ∈ H, (3.2.25)
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de manera similar a como se hizo la demostracio´n del lema (3.4), se prueba que∫
Ω
(
γ
u
||un||v
)
dx→ o, ∀v ∈ H. (3.2.26)
De (3.2.25) y (3.2.26) se concluye que∫
Ω
(
∇ u||un||∇v − f
′(∞) un||un||v
)
dx→ o, ∀v ∈ H. (3.2.27)
Como {
un
||un||
}
es una sucesio´n acotada en el espacio de Hilbert H, entonces existe una subsucesio´n que
converge de´bilmente a un elemento w ∈ H, de manera similar que en el lema (3.4) se
muestra que w 6= 0 y dado que el encaje de H en LΩ es compacto se tiene que
un
||un|| → w en L
2(w) (3.2.28)
entonces se tiene que∫
Ω
(
∇ u||un||∇v − f
′(∞) un||un||v
)
dx→ 0 ∀v ∈ H (3.2.29)
∫
Ω
(∇w∇v − f ′(∞)wv) dx = 0,∀v ∈ H (3.2.30)
Luego, se tiene que w es una solucio´n de´bil no trivial del problema∆w + f ′(∞)w = 0, en Ωu = 0, en ∂Ω, (3.2.31)
entonces se obtiene que f ′(∞) es un valor propio del laplaciano, pero esta contradiccio´n
prueba que las soluciones del problema (3.2.23) esta´n acotadas.
Lema 3.8. Si BR, R > 0 es la bola en el espacio H de centro 0 y radio R entonces
d(∇J0, BR, 0) = (−1)k = 1
ya que k 6 2, donde d(∇J0, BR, 0) denota al grado de Leray-Schauder.
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Demostracio´n. Ya que se tiene que:
DJλ(u)v =
∫
Ω
(∇u.∇v − f ′(∞)uv − λγ(u)v) dx, ∀v ∈ H
entonces DJ0(u)v =
∫
Ω
(∇u.∇v − f ′(∞)uv) dx, ∀v ∈ H y como f ′(∞) no es un valor
propio de −∆ concluyendo as´ı que u = 0 es el u´nico punto cr´ıtico de J0; ya que en este
caso f(u) = f ′(∞)u. Pero se debe determinar el grado de J0 en la bola BR de centro 0
y radio R > 0, entonces se debera´ calcular el nu´mero de valores propios negativos de la
segunda solucio´n derivada del funcional J0 y cero es su u´nico punto cr´ıtico. Supongamos
que λ es un valor propio del operador segunda derivada de J0 en cero y ϕ una funcio´n
propia asociada al valor propio λ es decir,
D2J0(u)w = D
2J0(u+ tϕ)w
= l´ım
t→0
∫
Ω
(
∇(u+ tϕ)∇w − f ′(∞)(u+ tϕ)w
)
dx
t
como u = 0
l´ım
t→0
t
∫
Ω
(
∇(ϕ)∇w − f ′(∞)(ϕ)w
)
dx
t
Por otro lado 〈D2J0(0)ϕ,w〉 =< λϕ,w >= λ < ϕ,w > Entonces
〈D2J0(0)ϕ,w〉 =
∫
Ω
(
∇ϕ∇w − f ′(∞)ϕw
)
dx = λ
∫
Ω
∇ϕ∇wdx
Entonces,
(1− λ)
∫
Ω
∇ϕ∇wdx =
∫
Ω
f ′(∞)ϕwdx
= f ′(∞)
∫
Ω
ϕwdx (3.2.32)
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Luego, ϕj, (r > j ∈ N) es funcio´n propia asociada al valor propio y solucio´n de´bil del
problema lineal ∆u+ λju = 0, en Ωu = 0, en ∂Ω (3.2.33)
Se tiene que ∫
Ω
∇ϕj∇wdx = λj
∫
Ω
ϕjwdx, ∀w ∈ H,
reemplazando en (3.2.32)
(1− λ)λj
∫
Ω
∇ϕj∇wdx = f ′(∞)
∫
Ω
ϕjwdx
Por igualacio´n tenemos:
(1− λ)λj = f ′(∞)
λ = 1− f
′(∞)
λj
, j ∈ N
Pero, recordemos que por hipo´tesis f ′(∞) ∈ (λk, λk+1), se concluye que el nu´mero de
valores propios negativos del operador de la segunda derivada de J0 es k = r entonces
supongamos que el conjunto de puntos cr´ıticos del funcional J es discreto(No hay puntos
de acumulacio´n)y usando el lema anterior y la invarianza del grado de Leray-Schauder
bajo homotop´ıa se obtiene:
d(∇J1, BR, 0) = d(∇J0, BR, 0)
Como J = J1 y haciendo uso del lema anterior
d(∇J,BR, 0) = d(∇J1, BR, 0) = d(∇J,BR, 0) = (−1)k = 1
Como 0 es un mı´nimo local aislado de J , entonces d(∇J,Bρ, 0) = 1 Ahora, la bola de
centro 0 y radio ρ Bρ que no contiene ningu´n otro punto cr´ıtico de J ver [2].
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Definida las regiones P acotada como la regio´n que contiene so´lo las soluciones positivas
del problema dado (3.0.1), y la regio´n N la regio´n acotada que contiene las soluciones
negativas del problema de Dirichlet (3.0.1), entonces,
d(∇J, P, 0) = −1 = d(∇J,N, 0) (3.2.34)
Consideremos que el conjunto de puntos cr´ıticos del funcional J es discreto, entonces
existe P la regio´n acotada que contiene so´lo las soluciones positivas, N la regio´n acotada
que contiene so´lo las soluciones negativas y Bρ la bola centrada en cero que so´lo contiene
el cero como punto cr´ıtico de J. Por los resultados (3.2.34),[12] y aplicando la propiedad
de escisio´n del grado de Leray - Schauder
1 =d(∇J,BR, 0)
=d(∇J,Bρ, 0) + d(∇J, P, 0) + d(∇J,N, 0) + d(∇J,BR − (Bρ ∪N ∪ P ), 0)
=1− 1− 1 + d(∇J,BR − (Bρ ∪N ∪ P ), 0)
Por lo tanto
d(∇J,BR − (Bρ ∪N ∪ P ), 0) 6= 0
Por la existencia de grado de Leray- Schauder (ver[5] existe u ∈ BR − (Bρ ∪N ∪ P ),
tal que
∇J(u) = 0
Por consiguiente se muestra que una solucio´n no trivial u cambia de signo, concluyendo
as´ı la demostracio´n del Teorema 3.1.
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