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Abstract
I define a certain extension of Jacobi group A1, and construct a Dubrovin-
Frobenius structure on its orbit space.
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1 Introduction
Dubrovin-Frobenius manifold is a geometric object that encodes the same infor-
mation of WDVV equations [5]. In [5], Dubrovin associated to each Dubrovin-
Frobenius manifold a Fuchsian system and consequently a monodromy group.
Therefore monodromy group may contribute to classify solutions of WDVV
1
equations. It was shown previously that any finite Coxeter group can serve as a
monodromy group of a polynomial Frobenius manifold, see [4]. Moreover, in [4]
it was proved that the orbit space of finite Coxeter groups have the structure
of Dubrovin-Frobenius manifold. Afterwards, in [7] it was obtained Dubrovin-
Frobenius structure on orbit spaces of extended affine Weyl groups, and in [2],
[3] the same was done for Jacobi groups.
In the present paper I introduce a new class of group that can be realized as
monodromy groups of Dubrovin-Frobenius manifolds. The new group denoted
by J (A˜1) is a combination of the extended affine A1, and the Jacobi group type
A1. Moreover, the structure of Dubrovin-Frobenius manifold is constructed on
the orbit space of this new group, and I prove that this structute is isomorphic
to that on Hurwitz-space H˜1,0,0
The paper is organized in the following way. In Section 2, I recall the basics
definitions of Dubrovin-Frobenius manifolds. In Section 3, I defined extended
affine Jacobi group J (A˜1) and I proved the theorem 3.6 that is an analogue
of Chevalley Theorem [2], [3], [4], [5]. In Section 4, I construct Dubrovin-
Frobenius structure on the orbit spaces of our groups and compute its Free-
energy. Moreover, I shown that the orbit space of the group J (A˜1) is iso-
morphic ,as Dubrovin-Frobenius manifold, to the Hurwitz-Frobenius manifold
H˜1,0,0 [5], [9]. See theorem 4.4 for details.
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2 Review of Dubrovin-Frobenius manifolds
2.1 Basic definitions
I recall the basic definitions of Frobenius manifold, for more details [5].
Definition 2.1. A Frobenius Algebra A is an unital, commutative, associative
algebra endowed with an invariant non degenerate bilinear pairing
η(, ) : A ⊗A 7→ C
invariant in the sense that:
η(A •B,C) = η(A,B • C)
∀A,B,C ∈ A
2
Definition 2.2. M is smooth or complex Dubrovin-Frobenius manifold of di-
mension n if a structure of Frobenius algebra is specified on any tangent plane
TtM at any point t ∈M , smoothly depending on the point such that:
1. The invariant inner product η(, ) is a flat metric on M. The flat coordinates
of η(, ) will be denoted by (t1, t2, .., tn).
2. The unity vector field e is covariantly constant w.r.t. the Levi-Civita
connection ∇ for the metric η(, )
∇e = 0 (1)
3. Let
c(u, v, w) := η(u • v, w) (2)
(a symmetric 3-tensor). I require the 4-tensor
(∇zc)(u, v, w) (3)
to be symmetric in the four vector fields u, v, w, z.
4. A vector field E must be determined on M such that:
∇∇E = 0 (4)
and that the corresponding one-parameter group of diffeomorphisms acts
by conformal transformations of the metric η and by rescalings on the
Frobenius algebras TtM . Equivalently:
[E, e] = −e (5)
LEη(X,Y ) := Eη(X,Y )− η([E,X ], Y )− η(X, [E, Y ])
= (2− d)η(X,Y )
(6)
LEc(X,Y, Z) := Ec(X,Y, Z)− c([E,X ], Y, Z)− c(X, [E, Y ], Z)
− c(X,Y, [E,Z]) = (3 − d)c(X,Y, Z)
(7)
The Euler vector E can be represented as follows:
Lemma 2.1. If the grading operator Q := ∇E is diagonalizable, then E can
be represented as:
E =
n∑
i=1
((1− qi)ti + ri)∂i (8)
We now define scaling exponent as follows:
Definition 2.3. A function ϕ : M 7→ C is said to be quasi-homegeneous of
scaling exponent dϕ, if it is a eigenfunction of Euler vector field:
E(ϕ) = dϕϕ (9)
3
Definition 2.4. The function F (t), t = (t1, t2, .., tn) is a solution of WDVV
equation if its third derivatives
cαβγ =
∂3F
∂tα∂tβ∂tγ
(10)
satisfy the following conditions:
1.
ηαβ = c1αβ
is constant nondegenerate matrix.
2. The function
cγαβ = η
γδcαβδ
is structure constant of assosciative algebra.
3. F(t) must be quasihomogeneous function
F (cd1t1, .., cdntn) = cdFF (t1, .., tn)
for any nonzero c and for some numbers d1, ..., dn, dF .
Lemma 2.2. Any solution of WDVV equations with d1 6= 0 defined in a do-
main t ∈ M determines in this domain the structure of a Frobenius manifold.
Conversely, locally any Frobenius manifold is related to some solution of WDVV
equations.
2.2 Intersection form
Definition 2.5. Let x = η(X, ), y = η(Y, ) ∈ Γ(T ∗M) where X,Y ∈ Γ(TM),
we define an induced Frobenius algebra on Γ(T ∗M) by:
x • y = η(X • Y, )
Definition 2.6. The intersection form is the bilinear pairing in T ∗M defined
by:
(ω1, ω2)
∗ := ιE(ω1 • ω2)
where ω1, ω2 ∈ T
∗M and • is the induced Frobenius algebra product in the
cotangent space. Let us denote by g∗ the intersection form.
Remark 1: Let x = η(X, ), y = η(Y, ) ∈ Γ(T ∗M). Then:
g∗(x, y) = η(X • Y,E) = c(X,Y,E)
Remark 2: It is possible to prove that the tensor g∗ defines a bilinear form on
the tangent bundle that is almost everywhere non degenerate [5].
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Proposition 2.3. The metric g∗ is flat, and ∀λ ∈ C, the contravariant metric
η∗(, ) + λg∗(, ) is flat, and the contravariant connection is ∇η + λ∇g, where
∇η,∇g are the contravariant connections of η∗ and g∗ respectively. The family
of metrics η∗(, ) + λg∗(, ) is called Flat pencil of metrics.
Lemma 2.4. The induced metric η∗ on the cotangent bundle T ∗M can be
written as Lie derivative with respect the unit vector field e of the intersection
form g∗. i.e
η∗ = Leg
∗. (11)
Lemma 2.5. The correspondent WDVV solution F (t1, .., tn) of the Frobenius
manifold works as potential function for g∗. More precisely:
g∗(dti, dtj) = (1 + d− qi − qj)∇(dti)♯∇(dtj)♯F. (12)
where the form (dtj)♯ is the image of dtj by the isomorphism induced by the
metric η.
2.3 Reconstruction
Let us suppose that given a Dubrovin-Frobenius manifold M, only the following
data are known: intersection form g∗, unit vector field e, Euler vector field
E. From the previous lemmas we can reconstruct the Frobenius manifold by
setting:
η∗ = Leg
∗ (13)
Then, we find the flat coordinates of η as homogeneous function, and the struc-
ture constant by imposing:
g∗(dti, dtj) = (1 + d− qi − qj)∇(dti)♯∇(dtj)♯F (14)
Therefore, it is possible to compute the Free-energy by integration. Of course,
we may have obstructions when, 1 + d = qi + qj .
2.4 Monodromy of Dubrovin-Frobenius manifold
The intersection form g of a Dubrovin-Frobenius manifold is a flat almost ev-
erywhere nondegenerate metric. Let us define:
Σ = {x ∈M : det(g) = 0}
Hence, the linear system of differential equations determining g∗-flat coor-
dinates has poles, and consequently its solutions xa(t
1, .., tn) are multivalued,
where (t1, .., tn) are flat coordinates of η. The analytical continuation of the so-
lutions xa(t
1, .., tn) has monodromy corresponding to loops around Σ. This gives
rise to a monodromy representation of pi1(M \ Σ), which is called Monodromy
of the Dubrovin-Frobenius manifold.
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2.5 Dubrovin-Frobenius manifold on Hurwitz spaces
Here we recall the basic definitions of Hurwitz space, and explain how it is possi-
ble to give Hurwitz space a structure of Dubrovin-Frobenius manifold, following
[5], [9].
Let Cg be a compact Riemann surface of genus g and let λ : Cg 7→ CP
1 be a
meromorphic function of degreeN ; we moreover fix the type of ramification over
the point at infinity∞ ∈ CP 1 assuming that λ−1(∞) = {∞0,∞1, ...,∞m ∈ Cg}
and that the respective degrees at these points to be n0 + 1, n1 + 1, ..., nm + 1.
Definition 2.7. The Hurwitz space Hg,n0,...,nm is the moduli space of curves
Cg of genus g endowed with a N branched covering, λ : Cg 7→ CP
1 of CP 1 with
m+ 1 branching points over ∞ ∈ CP 1 of branching degree ni + 1, i = 0, ...,m.
The covering H˜ = H˜g,n0,...,nm will consist of the sets
(Cg;λ; k0, ..., km; a1, ..., ag, b1, ..., bg) ∈ H˜g,n0,...,nm
with the same Cg, λ as above and with a marked symplectic basis a1, ..., ag, b1, ..., bg ∈
H1(Cg,Z), and marked branches k0, ..., kmof roots of λ near ∞0,∞1, ...,∞m of
the orders n0 + 1, n1 + 1, ..., nm + 1. resp.,
kni+1i (P ) = λ(P ), P near ∞i.
Over the space H˜g,n0,...,nm it is possible to introduce a Frobenius structure
by taking as canonical coordinates (u1, u2, ..un) defined by:
{ui = λ(Pi),
dλ
dp
(Pi) = 0}
The Frobenius structure is specified by the following objects:
multiplication ∂i • ∂j = δij∂i,where ∂i =
∂
∂ui
, (15)
Euler vector field E =
∑
i
ui∂i, (16)
unit vector field e =
∑
i
∂i, (17)
and the metric η defined by the formula
ds2φ =
∑
resPi
φ2
dλ
(dui)
2, (18)
where φ is some primary differential of the underlying Riemann surface Cg. Note
that the Frobenius manifold structure depends on the meromorphic function λ,
and on the primary differential φ. The list of possible primary differential φ is
in [5].
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Let us introduce a multivalued function p on C taking the integral of φ
p(P ) = v.p
∫ P
∞0
φ
The principal value is defined by omitting the divergent part, when necessary,
because φ may be divergent at∞0, as function of the local parameter k0. Indeed
the primary differentials defined on [5] may diverge as functions of ki.
φ = dp
Let H˜φ be the open domain in H˜ specifying by the condition
φ(Pi) 6= 0
Finally, it is possible to state the main theorem of this section:
Theorem 2.6. [5] For any primary differential φ of the list in [5] the multiplica-
tion (15), the unity (17), the Euler vector field (16), and the metric 18 determine
a structure of Frobenius manifold on H˜φ. The corresponding flat coordinates
tA, A = 1, ..., N consist of the five parts
tA = (t
i,α, i = 0, ..m, α = 1, .., ni; p
i, qi, i = 1, ..,m, ri, si, i = 1, ..g) (19)
where
ti,α = res∞ik
−α
i pdλ i = 0, ..m, α = 1, .., ni (20)
pi = v.p
∫ ∞i
∞0
dp i = 1, ..m. (21)
qi = −res∞iλdp i = 1, ..m. (22)
ri =
∫
ai
dp i = 1, ..g. (23)
si = −
1
2pii
∫
bi
λdp i = 1, ..g. (24)
Moreover, function λ = λ(p) is the superpotential of this Frobenius manifold,
i.e we have the following formulas to compute the metric η = 〈, 〉, the intersection
form g∗ = (, ) and the structure constant c.
< ∂′, ∂′′ >= −
∑
resdλ=0
∂′(λ)∂′′(λ)
dλ
dp (25)
(∂′, ∂′′) = −
∑
resdLogλ=0
∂′(Logλ)∂′′(Logλ)
dLogλ
dp (26)
c(∂′, ∂′′, ∂′′′) = −
∑
resdλ=0
∂′(λ)∂′′(λ)∂′′′(λ)
dλ
dp (27)
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2.6 Example H˜1,0,0
H1,0,0 is the space of elliptic functions with 2 simple poles, i.e:
λ(p, a, b, c, τ) = a+ b[
θ′1(p− c|τ)
θ1(p− c|τ)
−
θ′1(p+ c|τ)
θ1(p+ c|τ)
] (28)
We take the holomorphic primary differential dp. Applying the theorem (2.6) in
this case we get that the flat coordinates for the metric η is exactly (a, b, c, τ).
Furthermore, using the formula (27) we get the following formula (page 28 of
[6]).
F (a, b, c, τ) =
i
4pi
a2τ − 2abc− b2 log(b
θ′1(0, τ)
θ1(2c, τ)
) (29)
Remark: There is a typo in the last sign of the expression in the paper [6].
3 Invariant theory of J (A˜1)
3.1 The Group J (A˜1)
The main goal of this section is to motivate and define the group J (A˜1). First
of all, let us recall some definitions.
The group An acts on the space Ω = {(v0, v1, .., vn) ∈ C
n+1 :
∑n
i=0 vi = 0}
by permutations:
(v0, v1, .., vn) 7→ (vi0 , vi1 , .., vin) (30)
Let us concentrate on the simplest possible case, i.e n = 1. In this case, the
action on C ∼= Ω is just:
v0 7→ −v0 (31)
In the paper [4],[5] it was shown that C/A1 has structure of Frobenius manifold,
and moreover it is isomorphic to the Hurwitz space H0,1. i.e with the space
of rational functions with a double pole. In [5], [7] it was also considered the
following extensions of the group A1.
The first extension is called extended affine A1, and denoted by A˜1. The action
on Ω⊕ C = {(v0, v1, v2) ∈ C
3 :
∑1
i=0 vi = 0} is:
v0 7→ ±v0 + µ0
v2 7→ v2 + µ2
(32)
where µ0, µ2 ∈ Z.
Moreover, we have the following extension denoted by J (A1) that acts on
Ω⊕ C⊕H = {(v0, v1, φ, τ) ∈ C
3 ⊕ C :
∑1
i=0 vi ∈ Z+ τZ, Imτ > 0} as follows.
A1 action:
v0 7→ −v0
φ 7→ φ
τ 7→ τ
(33)
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Translations:
v0 7→ v0 + µ0 + λ0τ
φ 7→ φ− λ0v0 −
λ20
2
τ
τ 7→ τ
(34)
where µ0, λ0 ∈ Z.
SL2(Z) action:
v0 7→
v0
cτ + d
φ 7→ φ−
cv20
2(cτ + d)
τ 7→
aτ + b
cτ + d
(35)
where a, b, c, d ∈ Z, and ad− bc = 1.
In [5], [7] it was proved that C2/A˜1 has a structure of Frobenius manifold,
the same was proved in [2], [3], [5] for (C ⊕ C ⊕ H)/J (A1). Moreover, they
are isomorphic to the Hurwitz spaces H0,0,0 and H1,1 respectively. i.e space of
fractional functions with two simple poles, and space of elliptic functions with
1 double pole respectively. A natural question to ask is:
1. Is it possible to combine these two extensions in order to define a new
group containing A˜1, and J (A1) as subgroups?
2. Does the orbit space of this new group have a structure of Dubrovin-
Frobenius manifold?
3. Is this manifold isomorphic to some Hurwitz space?
To answer these questions I will define the group denoted byJ (A˜1) to be a
combination between A˜1 and J (A1). The group will acts on
Ω⊕ C⊕ C⊕H = {(v0, v1, v2, φ, τ) ∈ C
4 ⊕H : v0 + v1 ∈ Z⊕ τZ}
as:
A1 action:
v0 7→ −v0
v2 7→ v2
φ 7→ φ
τ 7→ τ
(36)
Translations:
v0 7→ v0 + µ0 + λ0τ
v2 7→ v2 + µ2 + λ2τ
φ 7→ φ− 2λ0v0 + 2λ2v2 − λ
2
0τ + λ
2
2τ
τ 7→ τ
(37)
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where (λ0, λ2), (µ0, µ2) ∈ Z
2.
SL2(Z) action:
v0 7→
v0
cτ + d
v2 7→
v2
cτ + d
φ 7→ φ−
c(v20 − v
2
2)
(cτ + d)
τ 7→
aτ + b
cτ + d
(38)
where a, b, c, d ∈ Z, and ad− bc = 1.
Remark: The translations of the group A˜1 is a subgroup of the translations of
the group J (A˜1). Therefore, it is in that sense that J (A˜1) is a combination
of A˜1 and J (A1).
Summarizing, the action of J (A˜1) is defined in intrinsic way as follows:
I will consider the A1 in the following extended space
LA˜1 = {(z0, z1, z2) ∈ Z
3 :
3∑
i=0
zi = 0}.
The action of A1 on L
A˜n is given by
w(z0, z1, z2) = (zi0 , zi1 , z2)
permutations in the first 2 variables. Moreover, A1 also acts on the complexfi-
cation of LA˜1 ⊗ C. Let us use the following identification Zn+2 ∼= LA˜n ,Cn+2 ∼=
LA˜n ⊗ C that is possible due to maps
(v0, v2) 7→ (v0,−v0, v2)
(v0, v1, v2) 7→ (v0, v2)
Let the quadratic form <,>A˜1 given by
< v, v >A˜n = v
TMA˜1v
= vT
(
2 0
0 −2
)
v
= 2v20 − 2v
2
2
Consider the following group LA˜1 ×LA˜1 ×Z with the following group operation
∀(λ, µ, k), (λ˜, µ˜, k˜) ∈ LA˜1 × LA˜1 × Z
(λ, µ, k) • (λ˜, µ˜, k˜) = (λ+ λ˜, µ+ µ˜, k + k˜+ < λ, λ˜ >A˜1)
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Note that <,>A˜1 is invariant under A1 group, then A1 acts onL
A˜1 × LA˜1 × Z.
Hence, we can take the semidirect product A1 ⋉ (L
A˜1 × LA˜1 × Z) given by the
following product.
∀(w, λ, µ, k), (w˜, λ˜, µ˜, k˜) ∈ A1 × L
A˜1 × LA˜1 × Z
(w, λ, µ, k) • (w˜, λ˜, µ˜, k˜) = (ww˜, wλ + λ˜, wµ+ µ˜, k + k˜+ < λ, λ˜ >A˜1)
Denoting W (A˜1) := A1 ⋉ (L
A˜1 × LA˜1 × Z), we can define
Definition 3.1. The Jacobi group J (A˜1) is defined as a semidirect product
W (A˜1)⋊ SL2(Z). The group action of SL2(Z) on W (A˜1) is defined as
Adγ(w) = w
Adγ(λ, µ, k) = (aµ− bλ,−cµ+ dλ, k +
ac
2
< µ, µ >A˜1 −bc < µ, λ >A˜1 +
bd
2
< λ, λ >A˜1)
for (w, t = (λ, µ, k)) ∈ W (A˜1), γ ∈ SL2(Z). Then the multiplication rule is
given as follows
(w, t, γ) • (w˜, t˜, γ˜) = (ww˜, tAdγ(wt˜), γγ˜)
Then the action of Jacobi group J (A˜1) on Ω := C ⊕ C2 ⊕ H is given as
follows
Proposition 3.1. The group J (A˜1) ∋ (w, t, γ) acts on Ω := C ⊕ C
2 ⊕ H ∋
(φ, v, τ) as follows
w(φ, v, τ) = (φ,wv, τ)
t(φ, v, τ) = (φ− < λ, v >A˜1 −
1
2
< λ, λ >A˜1 τ, v + λτ + µ, τ)
γ(φ, v, τ) = (φ +
c < v, v >A˜1
2(cτ + d)
,
v
cτ + d
,
aτ + b
cτ + d
)
(39)
The proof is just straightforward computations, but a bit long. Then, I will
omit it.
3.2 Jacobi forms
Since we want to study the geometric structure of the orbit space J (A˜1), it
will be necessary to study the algebra of the invariant functions. Therefore, the
main goal of this section will be to prove theorem 3.6. Before stating the main
theorem, it will be necessary to define the notion of ring of invariants. Hence,
motivated by the definition of Jacobi forms of group An defined in [10], and used
in the context of Dubrovin-Frobenius manifold in [2],[3], we give the following:
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Definition 3.2. The weak A˜1 -invariant Jacobi forms of weight k, order l, and
index m are functions on Ω = C⊕C2⊕H ∋ (φ, v0, v2, τ) = (φ, v, τ) which satisfy
ϕ(w(φ, v, τ)) = ϕ(φ, v, τ), A1 invariant condition
ϕ(t(φ, v, τ)) = ϕ(φ, v, τ)
ϕ(γ(φ, v, τ)) = (cτ + d)−kϕ(φ, v, τ)
Eϕ(φ, v, τ) := −
1
2pii
∂
∂φ
ϕ(φ, v0, v2, τ) = mϕ(φ, v0, v2, τ)
(40)
Moreover,
1. ϕ is locally bounded functions of v0 as ℑ(τ) 7→ +∞ (weak condition).
2. For fixed φ, v0, τ the function v2 7→ ϕ(φ, v0, v2, τ) is meromorphic with
poles of order at most l + 2m at in v2 = 0,
1
2 ,
τ
2 ,
1+τ
2 mod Z⊕ τZ.
3. For fixed φ, v2 6= 0,
1
2 ,
τ
2 ,
1+τ
2 modZ⊕τZ, τ the function v0 7→ ϕ(φ, v0, v2, τ)
is holomorphic.
4. For fixed φ, v0, v2 6= 0,
1
2 ,
τ
2 ,
1+τ
2 mod Z⊕τZ. the function τ 7→ ϕ(φ, v0, v2, τ)
is holomorphic.
The space of A˜1-invariant Jacobi forms of weight k, order l, and index m is
denoted by J A˜1k,l,m, and J
J (A˜1)
•,•,• =
⊕
k,l,m J
A˜1
k,l,m is the space of Jacobi forms A˜1
invariant.
Remark 3.1:
The condition Eϕ(φ, v0, v2, τ) = mϕ(φ, v0, v2, τ) implies that ϕ(φ, v0, v2, τ) has
the following form
ϕ(φ, v0, v2, τ) = f(v0, v2, τ)e
2πimφ
and the function f(v0, v2, τ) has the following transformation law
f(v0, v2, τ) = f(−v0, v2, τ)
f(v0, v2, τ) = e
−2πim(<λ,v>+<λ,λ>2 τ)f(v0 +m0 + n0τ, v2 +m2 + n2τ, τ)
f(v0, v2, τ) = (cτ + d)
−ke2πim(
c<v,v>
(cτ+d)
)f(
v0
cτ + d
,
v2
cτ + d
,
aτ + b
cτ + d
)
(41)
The functions f(v0, v2, τ) are more closely related to the definition of Jacobi
form of Eichler-Zagier type [8]. The coordinate φ works as kind of automorphic
correction in this functions f(v0, v2, τ). Further, the coordinate φ will be crucial
to construct an equivariant metric on the orbit space of J (A˜1) (See section 4).
The main result of this section is the following.
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The ring of A˜1 invariant Jacobi forms is polynomial over a suitable ring
E•,• := J
J (A˜1)
•,•,0 on suitable generators ϕ0, ϕ1. Before stating precisely the the-
orem, I will define the objects E•,•, ϕ0, ϕ1.
The ring E•,l := J
J (A˜1)
•,l,0 is the space of meromorphic Jacobi forms of index
0 with poles of order at most l at 0, 12 ,
τ
2 ,
1+τ
2 mod Z ⊕ τZ, by definition. The
sub-ring J
J (A˜1)
•,0,0 ⊂ E•,• has a nice structure, indeed:
Lemma 3.2. The sub-ring J
J (A˜1)
•,0,0 is equal to M• :=
⊕
Mk, where Mk is the
space of modular forms of weight k for the full group SL2(Z).
Proof. Using the Remark 3.1, we know that functions ϕ(φ, v0, v2, τ) ∈ J
J (A˜1)
•,0,0
can not depend on φ, then ϕ(φ, v0, v2, τ) = ϕ(v0, v2, τ). Moreover, for fixed v2, τ
the functions v0 7→ ϕ(v0, v2, τ) are holomorphic, elliptic function. Therefore, by
Liouville theorem, these function are constant in v0. Similar argument shows
that these function do not depend on v2, because l + 2m = 0, i.e there is no
pole. Then, ϕ = ϕ(τ) are standard holomorphic modular forms.
Now, we are able to state the following lemma
Lemma 3.3. If ϕ ∈ E•,• = J
J (A˜1)
•,•,0 , then ϕ depends only on the variables v2, τ .
Moreover, if ϕ ∈ J
J (A˜1)
0,l,0 for fixed τ the function v2 7→ ϕ(v2, τ) is an elliptic
function with poles of order at most l on 0, 12 ,
τ
2 ,
1+τ
2 mod Z⊕ τZ.
Proof. The proof is essentially the same of the lemma (3.2), the only difference
is that now we have poles at v2 = 0,
1
2 ,
τ
2 ,
1+τ
2 mod Z ⊕ τZ. Then, we have
dependence on v2.
As a consequence of lemma 3.3, the function ϕ ∈ Ek,l = J
J (A˜1)
k,l,0 has the
following form
ϕ(v2, τ) = f(τ)g(v2, τ)
where f(τ) is holomorphic modular form of weight k, and for fixed τ , the
function v2 7→ g(v2, τ) is an elliptic function of order at most l at the poles
0, 12 ,
τ
2 ,
1+τ
2 mod Z⊕ τZ.
Before defining ϕ0, ϕ1, some auxiliary lemmas are needed.
Lemma 3.4. There is an one-to-one correspondence between Ω/J (A˜1) and
H1,0,0, i.e the space of elliptic functions with 2 simple poles.
Proof. The correspondence is realized by the map:
[(φ1, v0, v2, τ)]←→ λ(v) = e
−2πiφ1
θ1(z − v0, τ)θ1(z + v0, τ)
θ1(z − v2, τ)θ1(z + v2, τ)
(42)
Note that this map is well defined and one to one. Indeed:
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1. Well defined
Note that proof that the map does not depend on the choice of the rep-
resentant of [(φ1, v0, v2, τ)] is equivalent to prove that the function (42) is
invariant under the action of J (A˜n). Indeed
2. An invariant
The A1 group acts on (42) by permuting its roots, thus (42) remains
invariant under this operation.
3. Translation invariant
Recall that under the translation v 7→ v+m+nτ , the Jacobi theta function
transform as [2], [11]:
θ1(vi + µi + λiτ, τ) = (−1)
λi+µie−2πi(λivi+
λ2i
2 τ)θ1(vi, τ) (43)
Then substituting the transformation (43) into (42), we conclude that (42)
remains invariant.
4. SL2(Z) invariant
Under SL2(Z) action the following function transform as
θ1(
vi
cτ+d ,
aτ+d
cτ+d )
θ′1(0,
aτ+d
cτ+d )
= exp(
piicv2i
cτ + d
)
θ1(vi, τ)
θ′1(0, τ)
(44)
Then substituting the transformation (44) into (42), we conclude that (42)
remains invariant.
5. Injectivity
Two elliptic functions are equal if they have the same zeros and poles with
multiplicity.
6. Surjectivity
Any elliptic function can be written as rational functions of Weierstrass
sigma function up to a multiplication factor [11]. By using the formula to
relate Weierstrass sigma function and Jacobi theta function
σ(vi, τ) =
θ1(vi, τ)
θ′1(0, τ)
exp(−2piiE2(τ)v
2
i ) (45)
where E2(τ) is Eisenstein 2. Hence, we get the desire result.
Corollary 3.4.1. The functions (ϕA˜10 , ϕ
A˜1
1 ) obtained by the formula
λA˜1 = e−2πiφ1
θ1(z − v0, τ)θ1(z + v0, τ)
θ1(z − v2, τ)θ1(z + v2, τ)
= ϕA˜11 [ζ(z − v2, τ) − ζ(z + v2, τ) + 2ζ(v2, τ)] + ϕ
A˜1
0
(46)
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are Jacobi forms of weight 0,−1 respectively, index 1, and order 0. More ex-
plicitly,
ϕA˜11 =
θ1(v0 + v2, τ)θ1(−v0 + v2, τ)
θ′1(0, τ)θ1(2v2, τ)
ϕA˜10 = −ϕ
A˜1
1 [ζ(v0 − v2, τ)− ζ(v0 + v2, τ) + 2ζ(v2, τ)]
(47)
Proof. Let us prove each item separated.
1. A1 invariant, translation invariant
The l.h.s of (46) are A1 invariant, and translation invariant by the lemma
(3.4). Then, by the uniqueness pf Laurent expansion of λA˜1 , we have that
ϕA˜1i are A1 invariant, and translation invariant.
2. SL2(Z) equivariant
The l.h.s of (46) are SL2(Z) invariant, but the Weierstrass functions of
the r.h.s have the following transformation law
ζ(
z
cτ + d
,
aτ + b
cτ + d
) = (cτ + d)ζ(z, τ). (48)
Then, ϕA˜1k must have the following transformation law
ϕA˜1k (φ+
c < v, v >A˜1
2(cτ + d)
,
v
cτ + d
,
aτ + b
cτ + d
) = (cτ + d)−kϕA˜nk (φ, v, τ). (49)
3. Index 1
1
2pii
∂
∂φ1
λA˜1 = λA˜1 . (50)
Then
1
2pii
∂
∂φ
ϕA˜1i = ϕ
A˜1
i . (51)
4. Analytic behavior
Note that λA˜1θ21(2v2, τ) is holomorphic function in all the variables vi.
Therefore ϕA˜1i are holomorphic functions on the variables v0, and mero-
morphic function in the variable v2 with poles on
j
2+
lτ
2 , j, l = 0, 1 of order
2, i.e l = 0, since m = 1 for all ϕA˜1i .
To prove the formula (47) let us compute the following limit
lim
z→v2
λA˜1v2 = ϕ
A˜1
1 =
θ1(v0 + v2, τ)θ1(−v0 + v2, τ)
θ′1(0, τ)θ1(2v2, τ)
Let us compute the zeros of λA˜1
λA˜1(v0) = 0 = ϕ
A˜1
1 [ζ(v0 − v2, τ) − ζ(v0 + v2, τ) + 2ζ(v2, τ)] + ϕ
A˜1
0
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Lemma 3.5. The functions ϕA˜10 , ϕ
A˜1
1 are algebraically independent over the
ring E•,•.
Proof. If P (X,Y ) is any polynomial in E•,•(X,Y ), such that P (ϕ
A˜1
0 , ϕ
A˜1
1 ) = 0,
then the fact ϕA˜10 , ϕ
A˜1
1 have index implies that each homogeneous component
Pd(ϕ
A˜1
0 , ϕ
A˜1
1 ) has to vanish identically. Defining pd(
ϕ
A˜1
0
ϕ
A˜1
1
) :=
Pd(ϕ
A˜1
0 ,ϕ
A˜1
1 )
ϕ
(A˜1
1 )
d , we
have that pd(
ϕ
A˜1
0
ϕ
A˜1
1
) is identically 0 iff
ϕ
A˜1
0
ϕ
A˜1
1
is constant (belongs to E•,•), but
ϕA˜10
ϕA˜11
=
℘′(v2, τ)
℘(v0, τ) − ℘(v2, τ)
6= a(v2, τ) (52)
Then, ϕA˜10 , ϕ
A˜1
1 are algebraically independent over the ring E•,•.
At this stage, the principal theorem can be stated in precise way as follows.
Theorem 3.6. The trigraded algebra of Jacobi forms J
J (A˜1)
•,•,• =
⊕
k,l,m J
A˜1
k,l,m
is freely generated by 2 fundamental Jacobi forms (ϕA˜10 , ϕ
A˜1
1 ) over the graded
ring E•,•
J
J (A˜1)
•,•,• = E•,•[ϕ
A˜1
0 , ϕ
A˜1
1 ] (53)
The general proof of this theorem is given in the paper [1].
4 Frobenius structure on the Orbit space of J (A˜1)
In this section, a Dubrovin-Frobenius manifold structure will be constructed on
the orbit space ofJ (A˜1). More precisely, I will define the data (Ω/J (A˜1), g∗, e, E),
where the intersection form g∗, unit vector field e, and Euler vector field E will
be written naturally in terms of the invariant functions of J (A˜1). Thereafter,
it will be proved that these data are enough to the construction of the Dubrovin-
Frobenius structure.
The first step to be done is the construction of the intersection form. It will
be shown that such metric can be constructed using just the data of the group
J (A˜1). The strategy is to combine the intersection form of the group A˜1 and
J (A1). Recall that the intersection form of the group A˜1 [5], [7] is:
ds2 = 2dv20 − 2dv
2
2
and the intersection form of J (A1) [2], [3], [5] is:
ds2 = dv20 + 2dφdτ
Therefore, the natural candidate to be the intersection form of J (A˜1) is:
ds2 = 2dv20 − 2dv
2
2 + 2dφdτ (54)
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The following lemma proves that this metric is invariant metric of the group
J (A˜1). To be precise, the metric will be invariant under the action of A1, and
translations, and equivariant under the action of SL2(Z).
Lemma 4.1. The metric
ds2 = 2dv20 − 2dv
2
2 + 2dφdτ (55)
is invariant under the transformations (36),(37). Moreover, the transformations
(38) determine a conformal transformation of the metric ds2, i.e:
2dv20 − 2dv
2
2 + 2dφdτ 7→
2dv20 − 2dv
2
2 + 2dφdτ
(cτ + d)2
(56)
Proof. Under (36),(37), the differentials transform as:
dv0 7→ −dv0
dv0 7→ dv0 + n0dτ
dv2 7→ dv2 + n2dτ
dφ 7→ dφ− n20dτ − 2n0dv0 + n
2
2dτ + 2n2dv2
dτ 7→ dτ
(57)
Hence:
dv20 7→ dv
2
0
dv20 7→ dv
2
0 + 2n0dv0dτ + n
2
0dτ
2
dv22 7→ dv
2
2 + 2n2dv2dτ + n
2
2dτ
2
2dφdτ 7→ 2dφdτ − 2n20dτ
2 − 4n0dv0dτ + 2n
2
2dτ
2 + 4n2dv2dτ
(58)
Then:
2dv20 − 2dv
2
2 + 2dφdτ 7→ 2dv
2
0 − 2dv
2
2 + 2dφdτ (59)
Let us show that the metric has conformal transformation under the transfor-
mations (38):
dv0 7→
dv0
cτ + d
−
v0dτ
(cτ + d)2
dv2 7→
dv2
cτ + d
−
v2dτ
(cτ + d)2
dτ 7→
dτ
(cτ + d)2
dφ 7→ dφ+
c(2v0dv0 − 2v2dv
2
2)
cτ + d
−
c(v20 − v
2
2)dτ
(cτ + d)2
(60)
17
Then:
dv20 7→
dv20
(cτ + d)2
−
2v0dv0dτ
(cτ + d)3
+
v20dτ
2
(cτ + d)4
dv22 7→
dv22
(cτ + d)2
−
2v2dv2dτ
(cτ + d)3
+
v22dτ
2
(cτ + d)4
2dφdτ 7→
2dφdτ
(cτ + d)2
+
c(4v0dv0 − 4v2dv2)dτ
(cτ + d)3
−
c(2v20 − 2v
2
2)dτ
2
(cτ + d)4
(61)
Finally:
2dv20 − 2dv
2
2 + 2dφdτ 7→
2dv20 − 2dv
2
2 + 2dφdτ
(cτ + d)2
(62)
The next step is the construction of the Euler vector field. Recall that the
coordinates (φ, v0, v2, τ) are natural coordinates of the orbit space of J (A˜1).
The Euler vector field will be defined as:
E = −
1
2pii
∂
∂φ
(63)
The last structure to be defined is the unit vector field, however it will be
necessary to introduce the coordinates (t1, t2, t3, t4), and the unit vector field
will be:
e =
∂
∂t1
(64)
Lemma 4.2. There is a change of coordinates given by:
t1 = ϕ0 + 2t
2 θ
′
1(2v2|τ)
θ1(2v2|τ)
t2 = ϕ1
t3 = v2
t4 = τ
(65)
Proof. Given the function (42), use the following parametrization:
λ = ϕ0 + ϕ1[ζ(v − v2|τ) − ζ(v + v2|τ) + 2ζ(2v2)]
= ϕ0 + ϕ1[
θ′1(v − v2|τ)
θ1(v − v2|τ)
−
θ′1(v + v2|τ)
θ1(v + v2|τ)
+ 2
θ′1(v2|τ)
θ1(v2|τ)
]
= ϕ0 + 2
θ′1(v2|τ)
θ1(v2|τ)
+ ϕ1[
θ′1(v − v2|τ)
θ1(v − v2|τ)
−
θ′1(v + v2|τ)
θ1(v + v2|τ)
]
= t1 + t2[
θ′1(v − t
3|t4)
θ1(v − t3|t4)
−
θ′1(v + t
3|t4)
θ1(v + t3|t4)
]
from the first line to the second line was used the equation (??).
18
The side back effect of the coordinates (t1, t2, t3, t4) is the fact that they are
not globally single valued functions on the quotient.
Lemma 4.3. The coordinates (t1, t2, t3, t4) have the following transformation
laws under the action of the group J (A˜1): they are invariant under (36). They
transform as follows under (37):
t1 7→ t1 − 2n2t
2
t2 7→ t2
t3 7→ t3 +m2 + n2t
4
t4 7→ t4
(66)
Moreover, they transform as follows under (38)
t1 7→ t1 +
2ct2t3
ct4 + d
t2 7→
t2
ct4 + d
t3 7→
t3
ct4 + d
t4 7→
at4 + b
ct4 + d
(67)
Proof. The invariance under (36) is clear since only t1 depend on v0, and its
dependence is given by ϕ0 that is invariant under (36). Let us check how
tα transform under (37), (38): Since t3 = v2, t
4 = τ , we have the correct
transformations law by the definition of J (A˜1). In the same way t2 = ϕ1 is
a invariant under (37) and transform as modular form of weight -1 under (37).
The only non-trivial term is t1, the term
θ′1(2v2|τ)
θ1(2v2|τ)
is the patological term that
transform as follows under (37),(38) [11].
θ′1(2v2|τ)
θ1(2v2|τ)
7→
θ′1(2v2|τ)
θ1(2v2|τ)
− 2piin2
θ′1(2v2|τ)
θ1(2v2|τ)
7→
θ′1(2v2|τ)
θ1(2v2|τ)
− pii
c
cτ + d
t3
(68)
The proof is completed when we do the rescaling from t1 to t
1
2πi .
In order to make the coordinates (t1, t2, t3, t4) being well defined, it will be
necessary to define them in a suitable covering over Ω/J (A˜1). It is clear that
the multivaluedness comes from the coordinates t3, t4 essentially. Therefore in
the following covering the problem is fixed:
˜Ω/J (A˜1) = Ω/{v0 7→ ±v0 +m0 + n0τ, φ 7→ φ− n0v0 −
n20
2
τ}
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In this space the coordinates tα, and the intersection form g∗ are globally single
valued. Hence, we have necessary condition to have Dubrovin-Frobenius man-
ifold, since its geometry structure should be globally well defined. However,
Ω/J (A˜1) would have the structure of Twisted Frobenius manifold [5].
Theorem 4.4. There exists Frobenius structure on the manifold ˜Ω/J (A˜1)
with the intersection form (55), the Euler vector field (63), and the unity vector
field (64). Moreover, ˜Ω/J (A˜1) is isomorphic as Frobenius manifold to H˜1,0,0
Proof. The first step to be done is the computation of the intersection form in
coordinates (t1, t2, t3, t4). Hence, I will use the transformation formula of ds2:
gαβ(t) =
∂tα
∂xi
∂tβ
∂xj
gij . (69)
Here x1 = φ, x2 = v0, x
3 = v2, x
4 = τ from the expression:
ds2 = 2dv20 − 2dv
2
2 + 2dφdτ = gijdx
idxj
we have:
(gij) =


0 0 0 1
0 2 0 0
0 0 −2 0
1 0 0 0


Therefore
(gij) = (gij)
−1 =


0 0 0 1
0 12 0 0
0 0 − 12 0
1 0 0 0


To compute gαβ(t), let us write tα in terms of xi.
t4 =
ω′
ω
= τ (70)
t3 =
z2
2ω
= v2 (71)
t2 =
4ω2
℘′(v2)
= −
θ1(v0 + v2, τ)θ1(v0 − v2, τ)
θ1(2v2, τ)θ′1(0, τ)
e−2πiφ (72)
where was used the equation (??), and the following formulae [11] to compute
t2.
4ω2 =
θ1(v0 + v2, τ)θ1(v0 − v2, τ)θ
′2
1 (0, τ)
θ41(v2, τ)
e−2πiφ (73)
σ(2v) = −℘′(v)σ4(v) (74)
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Computing t1:
t1 = −
4ω2
℘(v0)− ℘(v2)
+ 2t2
θ′1(v2, τ)
θ1(v2, τ)
=
θ21(v0, τ)
θ21(v2, τ)
e−2πiφ + 2t2
θ′1(v2, τ)
θ1(v2, τ)
(75)
where was used the following formulae in the second line [11]:
℘(v0)− ℘(v2) = −
σ(v0 + v2)σ(v0 − v2)
σ2(v0)σ2(v2)
(76)
Summarizing:
t1 =
θ21(v0, τ)
θ21(v2, τ)
e−2πiφ + 2t2
θ′1(v2, τ)
θ1(v2, τ)
(77)
t2 = −
θ1(v0 + v2, τ)θ1(v0 − v2, τ)
θ1(2v2, τ)θ′1(0, τ)
e−2πiφ (78)
t3 =
z2
2ω
= v2 (79)
t4 =
ω′
ω
= τ (80)
We now can compute gαβ. According to (69):
gαβ =
1
2
∂tα
∂v0
∂tβ
∂v0
−
1
2
∂tα
∂v2
∂tβ
∂v2
+
∂tα
∂φ
∂tβ
∂τ
+
∂tα
∂τ
∂tβ
∂φ
(81)
Trivially we get:
g44 = g34 = 0 (82)
g33 = −
1
2
(83)
and
g24 = −2piit2 (84)
g14 = −2piit1 (85)
The following non-trivial terms are computed in Appendix.
g23 = −
t1
2
+ t2
θ′1(2t
3, τ)
θ1(2t3, τ)
(86)
g13 = −2piit2
∂
∂τ
(Log
θ′1(0, τ)
θ1(2t3, τ)
) (87)
g22 = 2(t2)2[
θ′′1 (2t
3, τ)
θ1(2t3, τ)
−
θ′
2
1 (2t
3, τ)
θ21(2t
3, τ)
] (88)
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g12 = −2pii(t2)2[
∂2
∂t3∂τ
(Log(
θ′1(0, τ)
θ1(2t3, τ)
))] (89)
g11 = −4(t2)2
θ′1(t
3, τ)
θ1(t3, τ)
∂
∂t3
(
θ′1(t
3, τ)
θ1(t3, τ)
)[2
θ′1(t
3, τ)
θ1(t3, τ)
− 2
θ′1(2t
3, τ)
θ1(2t3, τ)
]
+8
θ′
2
1 (t
3, τ)
θ21(t
3, τ)
(t2)2[
θ′′1 (2t
3, τ)
θ1(2t3, τ)
−
θ′
2
1 (2t
3, τ)
θ21(2t
3, τ)
]
−2(t2)2[
∂
∂t3
(
θ′1(t
3, τ)
θ1(t3, τ)
)]2 − 16pii(t2)2
θ′1(t
3, τ)
θ1(t3, τ)
∂
∂τ
(
θ′1(t
3, τ)
θ1(t3, τ)
) = g11(t2, t3, t4)
(90)
Differentiating gαβ w.r.t. t1 we obtain a constant matrix η∗:
(ηαβ) =
∂
∂t1
(gαβ)


0 0 0 −2pii
0 0 − 12 0
0 − 12 0 0
−2pii 0 0 0


So t1, t2, t3, t4 are the flat coordinates.
The next step is to calculate the matrix Fαβ using formula (12), namely
Fαβ =
gαβ
deg(gαβ)
. (91)
We can compute deg(gαβ) using the fact that we compute deg(tα). Indeed:
E = −
1
2pii
∂
∂φ
(92)
Implies that:
deg(t1) = deg(t2) = 1 (93)
deg(t3) = deg(t4) = 0 (94)
Then we find the function F from the condition:
∂2F
∂tα∂tβ
= ηαα′ηββ′F
α′β′ (95)
Moreover, keeping into account that
∂3F
∂t1∂tα∂tβ
= ηαβ , (96)
we obtain:
F =
i
4pi
(t1)2t4 − 2t1t2t3 + f(t2, t3, t4) (97)
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From F 23,F 13 we obtain that:
F =
i
4pi
(t1)2t4−2t1t2t3−(t2)2 log(
θ′1(0, t
4)
θ1(2t3, t4)
)+h(t2)+Aαβt
αtβ+Cαt
α+D (98)
where Aαβ ,Cα,Cα are constants, (From F
22,F 12 we obtain the same informa-
tion): Note that we can not obtain information from F 33,F 34,F 44 because:
deg(g33) = deg(g34) = deg(g44) = 0 (99)
However, we can compute h(t2) using g33
g33 = −
1
2
= Eǫη3µη3λcǫµλ =
t2
4
c222 (100)
Finally, using the formula (10) we have:
F (t1, t2, t3, t4) =
i
4pi
(t1)2t4 − 2t1t2t3 − (t2)2 log(t2
θ′1(0, t
4)
θ1(2t3, t4)
) (101)
The Function F is exactly the Free energy of the Frobenius manifold of the
Hurwitz space H˜1,0,0. Therefore, the equation (101) solves the WDVV equations
by the lemma 2.2, them the theorem is proved.
5 Appendix
Let us compute the non-trivial terms gαβ :
g23 =−
1
2
∂t2
∂v2
= −
t2
2
[−
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
+
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
− 2
θ′1(2v2, τ)
θ1(2v2, τ)
]
=−
t2
2
[−
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
+
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
− 2
θ′1(v2, τ)
θ1(v2, τ)
]− t2
θ′1(v2, τ)
θ1(2v2, τ)
+ t2
θ′1(2v2, τ)
θ1(2v2, τ)
=−
1
2℘′(z2)
[−ζ(z0 − z2) + ζ(z0 + z2)− 2ζ(z2)]− t
2 θ
′
1(v2, τ)
θ1(2v2, τ)
+ t2
θ′1(2v2, τ)
θ1(2v2, τ)
=
1
2
1
℘(z0)− ℘(z2)
− t2
θ′1(v2, τ)
θ1(2v2, τ)
+ t2
θ′1(2v2, τ)
θ1(2v2, τ)
=−
t1
2
+ t2
θ′1(2v2, τ)
θ1(2v2, τ)
(102)
1
℘(z0)− ℘(z2)
=
1
℘′(z2)
[ζ(z0 − z2)− ζ(z0 + z2) + 2ζ(z2)] (103)
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Computing g13:
g13 =−
1
2
∂t1
∂v2
= −
θ′1(v2, τ)
θ1(v2, τ)
1
℘(z0)− ℘(z2)
−
∂t2
∂v2
θ′1(v2, τ)
θ1(v2, τ)
− t2[
θ′′1 (v, τ)
θ1(v, τ)
−
θ′
2
1 (v, τ)
θ21(v, τ)
]]
=−
θ′1(v2, τ)
θ1(v2, τ)
1
℘(z0)− ℘(z2)
− t1
θ′1(v2, τ)
θ1(v2, τ)
− 2t2
θ′1(2v2, τ)
θ1(2v2, τ)
θ′1(v2, τ)
θ1(v2, τ)
− t2[
θ′′1 (v, τ)
θ1(v, τ)
−
θ′
2
1 (v, τ)
θ21(v, τ)
]]
=− 2t2
θ′
2
1 (v2, τ)
θ21(v2, τ)
− 2t2
θ′1(2v2, τ)
θ1(2v2, τ)
θ′1(v2, τ)
θ1(v2, τ)
− t2[
θ′′1 (v, τ)
θ1(v, τ)
−
θ′
2
1 (v, τ)
θ21(v, τ)
]
=− t2
θ′
2
1 (v2, τ)
θ21(v2, τ)
− 2t2
θ′1(2v2, τ)
θ1(2v2, τ)
θ′1(v2, τ)
θ1(v2, τ)
− t2
θ′′1 (v, τ)
θ1(v, τ)
(104)
To simplify this expression we need the following lemma:
Lemma 5.1. [11] When x+ y + z = 0 holds:
θ′′1 (x, τ)
θ1(x, τ)
+
θ′′1 (y, τ)
θ1(y, τ)
− 2
θ′1(x, τ)
θ1(x, τ)
θ′1(y, τ)
θ1(y, τ)
=
= 4pii
∂
∂τ
(Log(
θ′1(0, τ)
θ(x − y, τ)
)) + 2
θ′1(x− y, τ)
θ1(x− y, τ)
[
θ′1(x, τ)
θ1(x, τ)
−
θ′1(y, τ)
θ1(y, τ)
]
(105)
Proof.
(ζ(x) + ζ(y) + ζ(z))2 = ℘(x) + ℘(y) + ℘(z) (106)
Applying the formulas (??),(??), we get:
(
θ′1(x, τ)
θ1(x, τ)
+
θ′1(y, τ)
θ1(y, τ)
+
θ′1(z, τ)
θ1(z, τ)
)2 =
= 3
η
ω
−
θ′′1 (x, τ)
θ1(x, τ)
+
θ′
2
1 (x, τ)
θ21(x, τ)
−
θ′′1 (y, τ)
θ1(y, τ)
+
θ′
2
1 (y, τ)
θ21(y, τ)
−
θ′′1 (z, τ)
θ1(z, τ)
+
θ′
2
1 (z, τ)
θ21(z, τ)
(107)
Simplifying:
2
θ′1(x− y, τ)
θ1(x− y, τ)
[
θ′1(x, τ)
θ1(x, τ)
−
θ′1(y, τ)
θ1(y, τ)
] + 2
θ′1(x, τ)
θ1(x, τ)
θ′1(y, τ)
θ1(y, τ)
=
= 3
η
ω
−
θ′′1 (x, τ)
θ1(x, τ)
−
θ′′1 (y, τ)
θ1(y, τ)
−
θ′′1 (z, τ)
θ1(z, τ)
(108)
using the fact that
4pii
∂τθ
′
1(0, τ)
θ′1(0, τ)
= 3
η
ω
(109)
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∂2
∂2v
θ1(v, τ) = 4pii
∂
∂τ
θ1(v, τ) (110)
and doing the substitution y 7→ −y, z 7→ x− y, we get the desired identity.
Substituting in the lemma x = v2, y = −v2 we get:
2
θ′′1 (v2, τ)
θ1(v2, τ)
+2
θ′
2
1 (v2, τ)
θ21(v2, τ)
= 4pii
∂
∂τ
(Log(
θ′1(0, τ)
θ1(2v2, τ)
))+4
θ′1(2v2, τ)
θ1(2v2, τ)
θ′1(v2, τ)
θ1(v2, τ)
(111)
Substituting (105) in (104) to compute g13
g13 = −2piit2
∂
∂τ
(Log
θ′1(0, τ)
θ1(2v2, τ)
) (112)
Computing g22:
g22 =
1
2
(
∂t2
∂v0
)2 −
1
2
(
∂t2
∂v2
)2 + 2
∂t2
∂φ
∂t2
∂τ
=
1
2
(
∂t2
∂v0
)2 −
1
2
(
∂t2
∂v2
)2 − 4piit2
∂t2
∂τ
(113)
First, we separatedy compute ∂t
2
∂v2
, ∂t
2
∂v0
,∂t
2
∂τ
1
2
(
∂t2
∂v0
)2 =
(t2)2
2
[
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
+
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
]2 (114)
−
1
2
(
∂t2
∂v2
)2 = −
(t2)2
2
[−
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
+
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
− 2
θ′1(2v2, τ)
θ1(2v2, τ)
]2 (115)
−4piit2
∂t2
∂τ
=− 4pii
(t2)2
2
[
∂τθ1(v0 + v2, τ)
θ1(v0 + v2, τ)
+
∂τθ1(v0 − v2, τ)
θ1(v0 − v2, τ)
−
∂τθ1(2v2, τ)
θ1(2v2, τ)
−
∂τθ
′
1(0, τ)
θ′1(0, τ)
]
(116)
Summing the equations we get:
g22 =
(t2)2
2
[4
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
+ 4
θ′1(2v2, τ)
θ1(2v2, τ)
[−
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
+
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
]− 4
θ′
2
1 (2v2, τ)
θ21(2v2, τ)
− 2
θ′′1 (v0 + v2, τ)
θ1(v0 + v2, τ)
− 2
θ′′1 (v0 − v2, τ)
θ1(v0 − v2, τ)
− 8pii[−
∂τθ1(2v2, τ)
θ1(2v2, τ)
−
∂τθ
′
1(0, τ)
θ′1(0, τ)
]
(117)
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where was used (110). Substituting in the lemma 2.3 x = v0 + v2, y = v0 − v2
we get:
θ′′1 (v0 − v2, τ)
θ1(v0 − v2, τ)
+
θ′′1 (v0 + v2, τ)
θ1(v0 + v2, τ)
− 2
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
=
= 4pii
∂
∂τ
(Log(
θ′1(0, τ)
θ(2v2, τ)
)) + 2
θ′1(2v2, τ)
θ1(2v2, τ)
[
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
−
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
]
(118)
Substituting the last identity in g22 we get:
g22 = 2(t2)2[
θ′′1 (2v2, τ)
θ1(2v2, τ)
−
θ′
2
1 (2v2, τ)
θ21(2v2, τ)
] (119)
Computing g12:
g12 =
1
2
∂t1
∂v0
∂t2
∂v0
−
1
2
∂t1
∂v2
∂t2
∂v2
+
∂t1
∂φ
∂t2
∂τ
+
∂t2
∂φ
∂t1
∂τ
=
1
2
∂t1
∂v0
∂t2
∂v0
−
1
2
∂t1
∂v2
∂t2
∂v2
− 2piit2
∂t1
∂τ
− 2piit1
∂t2
∂τ
(120)
We have that:
∂t1
∂v0
= 2
θ′1(v0, τ)
θ1(v0, τ)
θ21(v0, τ)
θ21(v2, τ)
e−2πiφ + 2
∂t2
∂v0
θ′1(v2, τ)
θ1(v2, τ)
(121)
∂t1
∂v2
= −2
θ′1(v2, τ)
θ1(v2, τ)
θ21(v0, τ)
θ21(v2, τ)
e−2πiφ + 2
∂t2
∂v2
θ′1(v2, τ)
θ1(v2, τ)
+ 2t2[
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
]
(122)
∂t1
∂τ
=2[
∂τθ1(v0, τ)
θ1(v0, τ)
−
∂τθ1(v2, τ)
θ1(v2, τ)
]
θ21(v0, τ)
θ21(v2, τ)
e−2πiφ + 2
∂t2
∂τ
θ′1(v2, τ)
θ1(v2, τ)
+ 2t2
∂
∂τ
(
θ′1(v2, τ)
θ1(v2, τ)
)
(123)
Therefore:
1
2
∂t1
∂v0
∂t2
∂v0
=t2[
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
+
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
]
θ′1(v0, τ)
θ1(v0, τ)
θ21(v0, τ)
θ21(v2, τ)
e−2πiφ
+ (
∂t2
∂v0
)2
θ′1(v2, τ)
θ1(v2, τ)
(124)
−
1
2
∂t1
∂v2
∂t2
∂v2
=− t2[−
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
+
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
− 2
θ′1(2v2, τ)
θ1(2v2, τ)
]
θ′1(v2, τ)
θ1(v2, τ)
θ21(v0, τ)
θ21(v2, τ)
e−2πiφ − (
∂t2
∂v2
)2
θ′1(v2, τ)
θ1(v2, τ)
− t2
∂t2
∂v2
[
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
]
(125)
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−2piit1
∂t2
∂τ
=− 2pii[
∂τθ1(v0 + v2, τ)
θ1(v0 + v2, τ)
+
∂τθ1(v0 − v2, τ)
θ1(v0 − v2, τ)
−
∂τθ1(2v2, τ)
θ1(2v2, τ)
−
∂τθ
′
1(0, τ)
θ′1(0, τ)
]t2
θ21(v0, τ)
θ21(v2, τ)
e−2πiφ − 4piit2
∂t2
∂τ
θ′1(v2, τ)
θ1(v2, τ)
(126)
−2piit2
∂t1
∂τ
=− 4piit2[
∂τθ1(v0, τ)
θ1(v0, τ)
−
∂τθ1(v2, τ)
θ1(v2, τ)
]
θ21(v0, τ)
θ21(v2, τ)
e−2πiφ
− 4piit2
∂t2
∂τ
θ′1(v2, τ)
θ1(v2, τ)
− 4pii(t2)2
∂
∂τ
(
θ′1(v2, τ)
θ1(v2, τ)
)
(127)
Let us separate g12 in three terms:
g12 = (1) + (2) + (3) (128)
where:
(1) =t2
θ21(v0, τ)
θ21(v2, τ)
e−2πiφ[
θ′1(v0, τ)
θ1(v0, τ)
(
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
+
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
)
+
θ′1(v2, τ)
θ1(v2, τ)
(−
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
+
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
− 2
θ′1(2v2, τ)
θ1(2v2, τ)
)
− 2pii(
∂τθ1(v0 + v2, τ)
θ1(v0 + v2, τ)
+
∂τθ1(v0 − v2, τ)
θ1(v0 − v2, τ)
−
∂τθ1(2v2, τ)
θ1(2v2, τ)
−
∂τθ
′
1(0, τ)
θ′1(0, τ)
)
− 4pii(
∂τθ1(v0, τ)
θ1(v0, τ)
−
∂τθ1(v2, τ)
θ1(v2, τ)
)],
(129)
(2) =
θ′1(v2, τ)
θ1(v2, τ)
[(
∂t2
∂v0
)2 − (
∂t2
∂v2
)2 − 8piit2
∂t2
∂τ
]
=4
θ′1(v2, τ)
θ1(v2, τ)
(t2)2[
θ′′1 (2v2, τ)
θ1(2v2, τ)
−
θ′
2
1 (2v2, τ)
θ21(2v2, τ)
],
(130)
where was used the previous computation of g22:
(3) = −4pii(t2)2
∂
∂τ
(
θ′1(v2, τ)
θ1(v2, τ)
)− t2
∂t2
∂v2
[
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
]. (131)
To simplify the expression (1) we need to use the lemma 5.1 with the following
substitutions x = v0,y = v2:
θ′′1 (v0, τ)
θ1(v0, τ)
+
θ′′1 (v2, τ)
θ1(v2, τ)
− 2
θ′1(v0, τ)
θ1(v0, τ)
θ′1(v2, τ)
θ1(v2, τ)
=
=4pii
∂
∂τ
(Log(
θ′1(0, τ)
θ(v0 − v2, τ)
)) + 2
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
[
θ′1(v0, τ)
θ1(v0, τ)
−
θ′1(v2, τ)
θ1(v2, τ)
]
(132)
Using the substitutions x = v0,y = −v2
θ′′1 (v0, τ)
θ1(v0, τ)
+
θ′′1 (v2, τ)
θ1(v2, τ)
+ 2
θ′1(v0, τ)
θ1(v0, τ)
θ′1(v2, τ)
θ1(v2, τ)
=
=4pii
∂
∂τ
(Log(
θ′1(0, τ)
θ(v0 + v2, τ)
)) + 2
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
[
θ′1(v0, τ)
θ1(v0, τ)
+
θ′1(v2, τ)
θ1(v2, τ)
]
(133)
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Summing the previous equations:
2
θ′′1 (v0, τ)
θ1(v0, τ)
+ 2
θ′′1 (v2, τ)
θ1(v2, τ)
− 4pii
∂
∂τ
(Log(
θ′1(0, τ)
θ(v0 − v2, τ)
))
− 4pii
∂
∂τ
(Log(
θ′1(0, τ)
θ(v0 + v2, τ)
))
=2
θ′1(v0, τ)
θ1(v0, τ)
(
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
+
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
)
+ 2
θ′1(v2, τ)
θ1(v2, τ)
(−
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
+
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
(134)
Substituting in (1) we get :
(1) =t2
θ21(v0, τ)
θ21(v2, τ)
e−2πiφ[−2
θ′1(2v2, τ)
θ1(2v2, τ)
θ′1(v2, τ)
θ1(v2, τ)
− 2pii(−
∂τθ1(2v2, τ)
θ1(2v2, τ)
+
∂τθ
′
1(0, τ)
θ′1(0, τ)
) + 8pii(
∂τθ1(v2, τ)
θ1(v2, τ)
)
=t2
θ21(v0, τ)
θ21(v2, τ)
e−2πiφ[−2
θ′1(2v2, τ)
θ1(2v2, τ)
θ′1(v2, τ)
θ1(v2, τ)
− 2pii
∂
∂τ
(Log
θ′1(0, τ)
θ1(2v2, τ)
) + 2
θ′′1 (v2, τ)
θ1(v2, τ)
]
(135)
Using the identity (105), We get:
(1) = t2
θ21(v0, τ)
θ21(v2, τ)
e−2πiφ[
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
] (136)
We compute (3)
(3) =− 4pii(t2)2
∂
∂τ
(
θ′1(v2, τ)
θ1(v2, τ)
)− t2
∂t2
∂v2
[
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
]
=− 4pii(t2)2
∂
∂τ
(
θ′1(v2, τ)
θ1(v2, τ)
)− t2(t1 − 2t2
θ′1(2v2, τ)
θ1(2v2, τ)
)[
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
]
=− 4pii(t2)2
∂
∂τ
(
θ′1(v2, τ)
θ1(v2, τ)
) + 2(t2)2
θ′1(2v2, τ)
θ1(2v2, τ)
)[
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
]
− t2
θ21(v0, τ)
θ21(v2, τ)
e−2πiφ[
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
]
− 2(t2)2
θ′1(v2, τ)
θ1(v2, τ)
)[
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
]
(137)
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The result implies:
(1) + (3) =− 4pii(t2)2
∂
∂τ
(
θ′1(v2, τ)
θ1(v2, τ)
)
− 2(t2)2[
θ′1(v2, τ)
θ1(v2, τ)
−
θ′1(2v2, τ)
θ1(2v2, τ)
)][
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
]
(138)
Computing g12:
g12 =− 4pii(t2)2
∂
∂τ
(
θ′1(v2, τ)
θ1(v2, τ)
)
− 2(t2)2[
θ′1(v2, τ)
θ1(v2, τ)
−
θ′1(2v2, τ)
θ1(2v2, τ)
)][
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
]
+ 4
θ′1(v2, τ)
θ1(v2, τ)
(t2)2[
θ′′1 (2v2, τ)
θ1(2v2, τ)
−
θ′
2
1 (2v2, τ)
θ21(2v2, τ)
]
(139)
To simplify this expression we need to prove one more lemma:
Lemma 5.2.
2
θ′′′1 (v2, τ)
θ1(v2, τ)
+ 2
θ′′1 (v2, τ)θ
′
1(v2, τ)
θ1(v2, τ)
− 4
θ′
3
1 (v2, τ)
θ31(v2, τ)
= 4pii
∂2
∂v2∂τ
(Log(
θ′1(0, τ)
θ1(2v2, τ)
))
+ 8
θ′′1 (2v2, τ)
θ1(2v2, τ)
θ′1(v2, τ)
θ1(v2, τ)
− 8
θ′
2
1 (2v2, τ)
θ21(2v2, τ)
θ′1(v2, τ)
θ1(v2, τ)
+ 4
θ′1(2v2, τ)
θ1(2v2, τ)
θ′′1 (v2, τ)
θ1(v2, τ)
− 4
θ′1(2v2, τ)
θ1(2v2, τ)
θ′
2
1 (v2, τ)
θ21(v2, τ)
(140)
Proof. Differentiating the identity with respect to v2 we obtain (140).
Computing g12:
g12 =(t2)2[−
θ′′′1 (v2, τ)
θ1(v2, τ)
+
θ′1(v2, τ)θ
′′
1 (v2, τ)
θ21(v2, τ)
− 2
θ′1(v2, τ)
θ1(v2, τ)
θ′′1 (v2, τ)
θ1(v2, τ)
+ 2
θ′
3
1 (v2, τ)
θ31(v2, τ)
+ 2
θ′1(2v2, τ)
θ1(2v2, τ)
)
θ′′1 (v2, τ)
θ1(v2, τ)
− 2
θ′1(2v2, τ)
θ1(2v2, τ)
θ′
2
1 (v2, τ)
θ21(v2, τ)
+ 4
θ′1(v2, τ)
θ1(v2, τ)
θ′′1 (2v2, τ)
θ1(2v2, τ)
− 4
θ′1(v2, τ)
θ1(v2, τ)
θ′
2
1 (2v2, τ)
θ21(2v2, τ)
]
(141)
Applying (140), we get:
g12 = −2pii(t2)2[
∂2
∂v2∂τ
(Log(
θ′1(0, τ)
θ1(2v2, τ)
))] (142)
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Finally, let us compute g11
g11 =
1
2
(
∂t1
∂v0
)2 −
1
2
(
∂t1
∂v2
)2 + 2
∂t1
∂φ
∂t1
∂τ
=
1
2
(
∂t1
∂v0
)2 −
1
2
(
∂t1
∂v2
)2 − 4piit1
∂t1
∂τ
(143)
Computing 12 (
∂t1
∂v0
)2, 12 (
∂t1
∂v2
)2 and −4piit1 ∂t
1
∂τ
:
To simplify the computation let us call:
A =
θ21(v0, τ)
θ21(v2, τ)
e−2πiφ (144)
1
2
(
∂t1
∂v0
)2 = 2
θ′
2
1 (v0, τ)
θ21(v0, τ)
(A)2 + 4A
θ′1(v0, τ)
θ1(v0, τ)
∂t2
∂v0
θ′1(v2, τ)
θ1(v2, τ)
+ 2(
∂t2
∂v0
)2
θ′
2
1 (v2, τ)
θ21(v2, τ)
(145)
−
1
2
(
∂t1
∂v2
)2 =− 2
θ′
2
1 (v2τ)
θ21(v2, τ)
(A)2 + 2A
θ′1(v2, τ)
θ1(v2, τ)
[2
∂t2
∂v2
θ′1(v2, τ)
θ1(v2, τ)
+ 2t2[
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
]]− 2(
∂t2
∂v2
)2
θ′
2
1 (v2, τ)
θ21(v2, τ)
− 4t2
∂t2
∂v2
θ′1(v2, τ)
θ1(v2, τ)
[
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
]
− 2(t2)2[
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
]2
(146)
−4piit1
∂t1
∂τ
=− 8piiA2[
∂τθ1(v0, τ)
θ1(v0, τ)
−
∂τθ1(v2, τ)
θ1(v2, τ)
]− 8piiA
∂t2
∂τ
θ′1(v2, τ)
θ1(v2, τ)
− 8piiAt2
∂
∂τ
(
θ′1(v2, τ)
θ1(v2, τ)
)− 16piiAt2
θ′1(v2, τ)
θ1(v2, τ)
[
∂τθ1(v0, τ)
θ1(v0, τ)
−
∂τθ1(v2, τ)
θ1(v2, τ)
]
− 16piit2
∂t2
∂τ
θ′
2
1 (v2, τ)
θ21(v2, τ)
− 16pii(t2)2
θ′1(v2, τ)
θ1(v2, τ)
∂
∂τ
(
θ′1(v2, τ)
θ1(v2, τ)
)
(147)
Then, we have:
g11 = (1) + (2) + (3) + (4) + (5), (148)
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where:
(1) =A2[2
θ′
2
1 (v0, τ)
θ21(v0, τ)
− 2
θ′
2
1 (v2τ)
θ21(v2, τ)
− 8pi[
∂τθ1(v0, τ)
θ1(v0, τ)
−
∂τθ1(v2, τ)
θ1(v2, τ)
]]
=A2[2
θ′
2
1 (v0, τ)
θ21(v0, τ)
− 2
θ′
2
1 (v2τ)
θ21(v2, τ)
− 2
θ′′1 (v0, τ)
θ1(v0, τ)
+ 2
θ′′1 (v2, τ)
θ1(v2, τ)
]
=2A2[℘(v0)− ℘(v2)] = 2
16ω4
[℘(v0)− ℘(v2)]2
[℘(v0)− ℘(v2)]
=32
ω4
℘(v0)− ℘(v2)
(149)
(2) =− 8piit2A
∂
∂τ
(
θ′1(v2, τ)
θ1(v2, τ)
)
+ 2At2
θ′
2
1 (v2, τ)
θ21(v2, τ)
[2
θ′1(v0, τ)
θ1(v0, τ)
[
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
+
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
]
+ 2
θ′1(v2, τ)
θ1(v2, τ)
[
−θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
+
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
− 2
θ′1(2v2, τ)
θ1(2v2, τ)
]
+ 2[
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
]− 8pii[
∂τθ1(v0, τ)
θ1(v0, τ)
−
∂τθ1(v2, τ)
θ1(v2, τ)
]
− 4pii[
∂τθ1(v0 + v2, τ)
θ1(v0 + v2, τ)
+
∂τθ1(v0 − v2, τ)
θ1(v0 − v2, τ)
−
∂τθ1(2v2, τ)
θ1(2v2, τ)
−
∂τθ
′
1(0, τ)
θ′1(0, τ)
]]
(150)
Using (105),
2
θ′′1 (v0, τ)
θ1(v0, τ)
+ 2
θ′′1 (v2, τ)
θ1(v2, τ)
− 4pii
∂
∂τ
(Log(
θ′1(0, τ)
θ(v0 − v2, τ)
))− 4pii
∂
∂τ
(Log(
θ′1(0, τ)
θ(v0 + v2, τ)
))
= 2
θ′1(v0, τ)
θ1(v0, τ)
(
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
+
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
) + 2
θ′1(v2, τ)
θ1(v2, τ)
(−
θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
+
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
(151)
(2) =− 8piit2A
∂
∂τ
(
θ′1(v2, τ)
θ1(v2, τ)
) + 2At2
θ′
2
1 (v2, τ)
θ21(v2, τ)
[−4
θ′1(v2, τ)
θ1(v2, τ)
θ′1(2v2, τ)
θ1(2v2, τ)
+ 2[
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
] + 4[
θ′′1 (v2, τ)
θ1(v2, τ)
]
− 4pii
∂τθ
′
1(0, τ)
θ′1(0, τ)
+ 4pii
∂τθ1(2v2, τ)
θ1(2v2, τ)
]
(152)
Using again (105):
(2) = −8piit2A
∂
∂τ
(
θ′1(v2, τ)
θ1(v2, τ)
) + 8At2
θ′
2
1 (v2, τ)
θ21(v2, τ)
[
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
] (153)
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(3) = 4
θ′
2
1 (v2, τ)
θ21(v2, τ)
[
1
2
(
∂t2
∂v0
)2 −
1
2
(
∂t2
∂v2
)2 − 4piit2
∂t2
∂τ
]
= 8
θ′
2
1 (v2, τ)
θ21(v2, τ)
(t2)2[
θ′′1 (2v2, τ)
θ1(2v2, τ)
−
θ′
2
1 (2v2, τ)
θ21(2v2, τ)
]
(154)
(4) = −2(t2)2[
∂
∂v2
(
θ′1(v2, τ)
θ1(v2, τ)
)]2 − 16pii(t2)2
θ′1(v2, τ)
θ1(v2, τ)
∂
∂τ
(
θ′1(v2, τ)
θ1(v2, τ)
) (155)
(5) =− 4(t2)
∂t2
∂v2
θ′1(v2, τ)
θ1(v2, τ)
∂
∂v2
(
θ′1(v2, τ)
θ1(v2, τ)
)
=− 4(t2)2
θ′1(v2, τ)
θ1(v2, τ)
∂
∂v2
(
θ′1(v2, τ)
θ1(v2, τ)
)[
−θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
+
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
− 2
θ′1(2v2, τ)
θ1(2v2, τ)
]
=− 4(t2)2
θ′1(v2, τ)
θ1(v2, τ)
∂
∂v2
(
θ′1(v2, τ)
θ1(v2, τ)
)[
−θ′1(v0 − v2, τ)
θ1(v0 − v2, τ)
+
θ′1(v0 + v2, τ)
θ1(v0 + v2, τ)
− 2
θ′1(v2, τ)
θ1(v2, τ)
]
− 4(t2)2
θ′1(v2, τ)
θ1(v2, τ)
∂
∂v2
(
θ′1(v2, τ)
θ1(v2, τ)
)[2
θ′1(v2, τ)
θ1(v2, τ)
− 2
θ′1(2v2, τ)
θ1(2v2, τ)
]
=− 4(t2)A
θ′1(v2, τ)
θ1(v2, τ)
∂
∂v2
(
θ′1(v2, τ)
θ1(v2, τ)
)
− 4(t2)2
θ′1(v2, τ)
θ1(v2, τ)
∂
∂v2
(
θ′1(v2, τ)
θ1(v2, τ)
)[2
θ′1(v2, τ)
θ1(v2, τ)
− 2
θ′1(2v2, τ)
θ1(2v2, τ)
]
(156)
Summing (2) and (5):
(2) + (5) =− 8piit2A
∂
∂τ
(
θ′1(v2, τ)
θ1(v2, τ)
) + 8At2
θ′
2
1 (v2, τ)
θ21(v2, τ)
[
θ′′1 (v2, τ)
θ1(v2, τ)
−
θ′
2
1 (v2, τ)
θ21(v2, τ)
]
− 4(t2)A
θ′1(v2, τ)
θ1(v2, τ)
∂
∂v2
(
θ′1(v2, τ)
θ1(v2, τ)
)
− 4(t2)2
θ′1(v2, τ)
θ1(v2, τ)
∂
∂v2
(
θ′1(v2, τ)
θ1(v2, τ)
)[2
θ′1(v2, τ)
θ1(v2, τ)
− 2
θ′1(2v2, τ)
θ1(2v2, τ)
]
=− 4(t2)2
θ′1(v2, τ)
θ1(v2, τ)
∂
∂v2
(
θ′1(v2, τ)
θ1(v2, τ)
)[2
θ′1(v2, τ)
θ1(v2, τ)
− 2
θ′1(2v2, τ)
θ1(2v2, τ)
]
+At2[−2
θ′′′1 (v2, τ)
θ1(v2, τ)
+ 6
θ′1(v2, τ)θ
′′
1 (v2, τ)
θ1(v2, τ)
− 4
θ′
3
1 (v2, τ)
θ31(v2, τ)
]
=− 4(t2)2
θ′1(v2, τ)
θ1(v2, τ)
∂
∂v2
(
θ′1(v2, τ)
θ1(v2, τ)
)[2
θ′1(v2, τ)
θ1(v2, τ)
− 2
θ′1(2v2, τ)
θ1(2v2, τ)
]
+ 2At2℘′(v2)
=− 4(t2)2
θ′1(v2, τ)
θ1(v2, τ)
∂
∂v2
(
θ′1(v2, τ)
θ1(v2, τ)
)[2
θ′1(v2, τ)
θ1(v2, τ)
− 2
θ′1(2v2, τ)
θ1(2v2, τ)
]
− 32
ω4
℘(v0)− ℘(v2)
(157)
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Summing (1) and (2) + (5):
(1) + (2) + (5) = −4(t2)2
θ′1(v2, τ)
θ1(v2, τ)
∂
∂v2
(
θ′1(v2, τ)
θ1(v2, τ)
)[2
θ′1(v2, τ)
θ1(v2, τ)
− 2
θ′1(2v2, τ)
θ1(2v2, τ)
]
(158)
Finally, from the above results, we find:
g11 =(1) + (2) + (5) + (3) + (4)
=− 4(t2)2
θ′1(v2, τ)
θ1(v2, τ)
∂
∂v2
(
θ′1(v2, τ)
θ1(v2, τ)
)[2
θ′1(v2, τ)
θ1(v2, τ)
− 2
θ′1(2v2, τ)
θ1(2v2, τ)
]
+ 8
θ′
2
1 (v2, τ)
θ21(v2, τ)
(t2)2[
θ′′1 (2v2, τ)
θ1(2v2, τ)
−
θ′
2
1 (2v2, τ)
θ21(2v2, τ)
]
− 2(t2)2[
∂
∂v2
(
θ′1(v2, τ)
θ1(v2, τ)
)]2 − 16pii(t2)2
θ′1(v2, τ)
θ1(v2, τ)
∂
∂τ
(
θ′1(v2, τ)
θ1(v2, τ)
)
(159)
Summarizing, we have proved the identities (86)-(90).
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