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Introd ucción
1 Introducción
En 1996  salió al m ercado  de  consu mo  la que  se  considera  la p ri mera  tarje -
ta  gráfica con aceleración  3D real. Desde  entonces  y has ta  hoy las ta rjetas  gráficas  
no  han  dejado de  evolucionar  y de  incorporar  n uevas  caracterís ticas.
Así como  los  p rocesadores  de  p ropósi to  general, siguiendo  la Ley de  Moo-
re, ha n  vis to  incrementado  s u  ren dimiento  del orden  de  dos  veces  cada  año  y me -
dio, en  el caso  de  los  p rocesadores  gráficos  (GPU) el incremento  es  m ayor, del or -
den  de  dos  veces cada  año.
Por  o t ro  lado,  no  he mos  vis to  lo  mis mo  para  el  caso  de  la m e m oria. El in -
cre mento  de  ren dimiento  de  la mis ma  no  sigue la mis ma  p rogresión  que  las  GPUs. 
La GPU necesita  acceder  a  m e m oria, pe ro  debido  a  la brecha  de  ren dimiento  exis-
ten te  en t re  a mbas, la me moria acaba  siendo el cuello de  botella de  la GPU.
Una  de  las  m ejoras  m á s  impor tan tes  que  han  incorporado  las  GPUs en  los  
úl timos  tie m pos  tienen  que  ver con  la m ejora  de  la calidad  de  la imagen. Para  ello 
se  ha n  incorporado  técnicas  de  an ti - aliasing  que  van  dirigidas  a  paliar  los  ar te -
factos  que  aparecen  en  la imagen  como resul tado  de  rep resen tar  de  forma  discre -
ta  u na  escena  que  es tá  m o delada  en  u n  espacio con tinuo.
El m ulti - sa m pling  es  u na  de  esas  técnicas, y básicamente, consis te  en  u ti-
lizar  varias  m ues t ras  por  cada  fragmento  de  un  objeto  rep resen table. El hecho  de  
u tilizar  m ás  m ues t ras  implica m a nejar  m ayor  can tidad  de  me moria en  cier tas  eta -
pas  del p roceso  de  t rabajo de  la GPU.
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Por tan to  nos  encon t ra mos  con  el p roblema  de  que, no  solo la m e moria no  
se equipara  en  ren di miento  a  la GPU, sino que  ade más  la GPU incre menta  su  nece-
sidad  de  acceder  a  me moria.
Para  dis minuir  la  cantidad  de  infor mación  que  circula  en t re  la  GPU y  la  
me m oria se  p ueden  em plear  técnicas  de  com presión  de  da tos.
El acceso  a  la  infor mación  de  p rofun didad  (necesario  para  gestionar  la  vi-
sibilidad  de  los  objetos  de  u na  escena)  y  a  la  infor mación  de  color  de  la  imagen  
que  se es tá  generan do, represen tan  ent re  u n  20  y u n  40  % del t ráfico to tal.
En las  GPUs actuales  ya  hace  algún  tie m po  que  se  han  incorporado  técni-
cas  de  com presión  de  la  infor mación  de  p rofun dida d  y  m ás  reciente mente  de  la  
infor mación  de  color.
En es te  p royecto  se  va a  cons ta tar  dicho incre mento  en  la necesidad  de  ac -
ceder  a  me moria  para  las  diferentes  configuraciones  de  m ul ti - sa m pling, y se  van  
a  evaluar  u n  conjun to  de  algorit mos  de  com presión  basados  en  la litera tura  exis -
ten te  y en  m o dificaciones  de  los mis mos  diseñadas  por  nosot ros.
Para  ello  se  u tilizará  u n  simulador  de  GPU llamado  ATILA que  ha  sido  de -
sar rollado  por  u n  grupo  de  investigación  del  Depar ta mento  de  Arquitectu ra  de  
Com pu tadores. 
Además  se  imple mentará  un  algorit mo  de  com presión  en  el simulador, que  
será  escogido en  base a  los res ul tados  obtenidos  t ras  la evaluación.
2
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1.1 Objetivos
A continuación  se  enu meran  los  objetivos  que  se  p re ten den  alcan zar  con  
la realización  de  es te  p royecto:
– Com pren der  la organización  y el funciona miento  global de  los  sis temas  
sof tware y hardware de  generación  de  gráficos  3D.
– Conocer  la arquitectura  hardware de  la GPU ATILA.
– Entender  los  p roblemas  relacionados  con  la  calidad  de  la  imagen  y los 
mé todos  disponibles para  mejorarla en  los sis te mas  gráficos actuales.
– Identificar  y  com prender  las  implicaciones  que  tiene  usar  técnicas  de  
mejora  de  la imagen  en  cuanto  a  la can tidad  de  recursos  necesarios  en  los  sis -
te mas  hardware de  generación  de  gráficos.
– Confirmar  la necesidad  de  em plear  com presión  de  da tos  para  la com u -
nicación de  la GPU con la me moria externa.
– Buscar  y evaluar  algorit mos  de  com presión  y / o  p roponer  o t ros  n uevos  
s usceptibles  de  ser  u tilizados  con los da tos  de  p rofun didad  y color.
– Implementa r  u na  solución  de  com presión  en  el  simulador  de  GPU ATI-
LA.
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1.2 Organización de la memoria
A continuación  se  resu mirá  brevemente  cual es  el contenido  de  es te  docu -
me n to  y como se  organiza  por  apar tados.
En el apar tado  2  se  int roducirán  los  concep tos  básicos  necesarios  para  en -
tender  los  te mas  que  se  t ra tarán  en  el p royecto. Se int rod ucirá  el p roceso  de  ren -
derización  y se  describirá el sim ulador  de  GPU ATILA.
En el  apar tado  3  se  expone  el  es tu dio  realizado  para  com prender  el  p ro -
blema  t ra tado  en  el p royecto  y los  an teceden tes  encon t rados  para  s u  solución.  Se 
hablará  de  los mé todos  anti - aliasing para  mejorar  la calidad  de  la imagen  y de  las  
técnicas  de  com presión  que  p ue den  ser  u tilizados  en  las  GPUs para  dis minuir  el 
ancho de  ban da.
En el apar tado  4  se describirá  el t rabajo llevado a cabo y los resul tados  ob -
tenidos.  Se  explicará  el  en torno  de  t rabajo,  los  algorit mos  que  serán  evaluados, 
los  resul tados  de  los  análisis  de  t ráfico  de  m e moria,  y los  resul tados  del  análisis  
de  los  algorit mos  de  com presión.  También  se  jus tificará  la  elección  e  implemen -
tación  de  u no  de  ellos  en  el simulador.
En el apar tado  5  se  m ues t ra  el diagra ma  de  Gant t  con  las  ta reas  planifica-
das  y s u  dis t ribución  en  el tiem po  p revis to  para  el p royecto.
En el  apar tado  6  se  p resentará  la  valoración  econó mica  del  p royecto  que  
incluye el análisis del tiem po  de  realización  del p royecto y el coste  econó mico.
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Finalmente  en  el apar tado  7  se  p resen tan  las  conclusiones  del t rabajo  rea -
lizado  y se  exponen  las posibles  lineas  de  t rabajo fu turo  pa ra  es te  p royecto.
En los  apar tados  8  y 9  encont rare mos  la bibliografía  y el apén dice  res pec -
tivamente.
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2 Conceptos previos
En es te  apar tado  se int roducirán  los conceptos  básicos  necesarios  para  en -
tender  los te mas  que  se  t ra tarán  en  los siguientes  apar tados.
Se em pieza  introduciendo  el  p roceso  de  dibujado  de  las  escenas  (renderi-
zación) que  se  lleva  a  cabo, en  tér minos  generales, en  los  p rocesadores  gráficos  y 
que  se p ue de dividir en  dos  e tapas, la e tapa  de  geo met ría y la de  ras terización.
A  continuación  se  describe  el  simulador  de  GPU ATILA,  u tilizado  como  
base  para  com prender  la arquitectura  interna  de  u na  GPU real, y pa ra  en tender  los  
p rocesos  de  t rabajo que  se han  llevado a cabo en  es te  p royecto.
2.1 Introducción a la renderización
En el ca m po  de  los gráficos 3D his tórica mente han  evolucionado  dos  ap ro-
ximaciones  dis tintas  de  visualización  de  escenas  3D  con  dos  obje tivos  básicos  
fun da mentales:  conseguir  u na  visualización  lo  m ás  realista  posible  en  el  me nor  
tiem po  de  cálculo. 
La  p rimera  aproximación  es  la  visualización  fotorealista  (Photo  realistic 
rendering), basada  p rincipalmente  en  simular  u n  m o delo com plejo de  iluminación  
aproximan do  las interacciones  de  luz  reales. En el m o delo de  iluminación  fotorea-
lista, pa ra  calcular  el color  de  cada  p u n to  de  la su perficie de  la escena, se  tiene  en  
cuen ta  no  sola mente  las  iluminación  p ro ducida  por  las  fuen tes  de  luz,  sino  ta m -
bién  las  contribuciones  de  luz  u  oclusiones  de  luz  (sombras) de  ot ros  objetos  de  
7
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la escena. A es te  m o delo  se  le llama  m o delo  de  iluminación  global, y se  caracteri-
za  porque  el cálculo  es  recursivo  y bas tan te  costoso, ya que  cada  p u n to  de  la su -
perficie necesita  conocer  las  contribuciones  de  luz  de  o t ros  p u n tos  de  la  s u perfi-
cie  p reviamente  calculados.  Existen  diferentes  algorit mos  que  aproximan  a  u na  
solución  razonable  en  coste,  en t re  los  m ás  conocidos:  Ray  Tracing,  Radiosity  o  
Photon  Map. 
La al terna tiva rápida  a  es ta  visualización  la  visualización  interactiva  direc-
ta  (Direct  rendering) que  u tiliza  u n  m o delo  sim plificado  de  iluminación  en  el  que  
solamente  se  tiene  en  cuenta  para  cada  p u n to  de  la su perficie de  la escena  la ilu -
minación  di recta  des de  las  fuen tes  de  luz.  A es te  m o delo  se  le  llama  m o delo  de  
iluminación  local.  Ade más  de  sim plificar  enor me mente  los  cálculos,  se  int roduce 
u na  ventaja  m uy impor tan te, y es  que  como  el color  de  cada  p u n to  de  u na  su per -
ficie  p ue de  ser  calculado  indepen dien te mente  del  color  del  res to  de  p u n tos  de  la 
escena, desa parece la recursividad  y la dependencia ent re  los  p u n tos. De es ta  for -
m a  el  cálculo  de  la  iluminación  se  convierte  en  100% paralelizable,  lo  que  da  la  
posibilidad  de  ser  implementado  eficiente mente  en  hardware  paralelo. Con ilumi-
nación  local  perde mos  realismo  en  la  visualización  (perde mos  las  so mbras  en t re  
obje tos  y realis mo  en  la  iluminación) pero  gana mos  m ucha  velocidad,  y hacemos  
que  la visualización  3D p ue da  ser  interactiva y en  tiem po  real. 
Llama mos  visualización  en  tiem po  real  a  aquella  en  que  po de mos  generar  
u n  n ú mero  acep table  de  imágenes  por  segundo.  Se considera  u n  n ú mero  acep ta -
ble  en t re  30  y 60  imágenes  por  segun do  para  poder  interactuar  con  la  escena  3D 
de  u na  forma  cómo da.  Actualmente  sólo  dispone mos  de  hardware  gráfico  para  
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conseguir  visualización  interactiva  con  Direct  Rendering  mien tras  que  Photorea -
listic  Rendering  se  u tiliza  en  o t ras  aplicaciones  que  no  requieren  interactividad  
pero  sí u na  imagen  final m ás  realis ta, como  por  ejem plo, el desarrollo de  fotogra-
m a s  para  películas  de  animación  3D o  la visualización  final de  p ro to tipos  visuales  
de  vehículos. 
Direct  ren dering es  la ap roximación  que  u tilizan  las  ta rje tas  gráficas  3D. A 
par tir  de  ahora  nos  referiremos  a  él sim plemente  como renderización.
El p roceso  de  ren derización  se  p uede  dividir  en  dos  gran des  etapas  tal  y 
como  se  m ues t ra  en  la  Ilus t ración  2.1: la etapa  de  geo met ría  y la etapa  de  ras teri-
zación.  A s u  vez  cada  u na  de  es tas  etapas  abarcan  u na  serie  de  p rocesos  que  se -
rán  explicados  con m ás  de talle a  continuación.
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2.1.1 Etapa de geometría
La etapa  de  geo metría  es  responsable  de  las  operaciones  realizadas  sobre  
los  vér tices  de  los  polígonos  ren derizados. Esta  etapa  se  p uede  dividir  en  sube ta -
pas  funcionales  tal y como se  m ues t ra  en  la Ilus t ración  2.2.
Transformaciones del modelo y de la vista
De camino  hacia  la  pan talla,  u n  m o delo  es  t ransfor ma do  hacia  diferen tes  
espacios de coordenadas  o  siste m as de coordenadas . Originalmente, u n  m o delo re-
side  en  su  p ro pio  es pacio de  coordena das  (llamado  espacio de m odelo), que  signi-
fica que  no  ha  sido t ransfor mado  todavía. Cada m o delo p uede tener  u na  t ransfor -
m ación  p ro pia  asociada  de  tal  forma  que  p ueda  ser  si tuado  y orientado.  Es posi -
ble  asociar  diferen tes  t ransfor maciones  a  u n  mis mo  m o delo.  Esto  per mite  tener  
varias  copias  (llamadas  ins tancias)  del  mis mo  m o delo  con  diferentes  posiciones, 
orien taciones, y ta ma ños  en  la mis ma  escena  sin  necesitar  replicar  la infor mación  
de  geometría para  cada  u na.
Los  vér tices  y  las  nor males  del  m o delo  son  t ransforma dos  u san do  trans-
for m aciones del m odelo. Las coordenadas  de  un  objeto  se  llaman  coordenadas del  
m odelo,  y  des p ués  de  haberles  aplicado  dichas  t ransfor maciones  se  dice  que  el 
m o delo es ta  situado  en  coordenadas de  m u ndo  o  espacio de  m u n do  (véase  la  Ilus-
t ración  2.3). El es pacio  de  m u n do  es  ú nico,  y  des pués  de  que  los  m o delos  hayan  
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sido  t ransfor mados  con  s us  res pectivas  t ransfor maciones  todos  ellos  residen  en  
el mis mo  espacio.
Tan solo los  m o delos  que  la cámara  (observador) p uede  ver son  renderiza -
dos.  La cámara  tiene  su  posición  en  el  espacio  de  m u n do  y una  dirección,  a mbos  
per miten  situar  y  orientar  la  cámara  con  el  fin  de  definir  que  par te  de  la  escena  
será  observada.
La cámara  y los  m o delos  son  t ransfor mados  con  la  transfor m ación  de  vis-
ta , cuyo objetivo es  situar  la cámara  en  el origen  de  coordenadas  y orientarla  pa ra  
que  quede  en  la  dirección  del  eje  negativo  de  la  z , con  el  eje  y  apun tan do  hacia 
arriba y el eje x hacia la de recha.
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Ilustración  2.3: Transfor m ación  de  los  m odelos  a  espacio  de  
m u n do.
Espacio del modelo Espacio de mundo
Introd ucción  a  la ren derización
El n uevo espacio de  coordenadas  en  el que  residirá, no  solo la cá mara  sino  
ta mbién  los m o delos  t ransfor ma dos, se  llama  espacio de cá m ara  o  espacio de ojo.
Las  t ransfor maciones  se  implementan  como  m a t rices  de  4x4,  y  varias  
t ransfor maciones  se  p ueden  concatenar  en  u na  sola  me dian te  el  p rod ucto  de  su s  
m a t rices  resul tando  en  una  n ueva m a t riz.
Iluminación
Con  el fin  de  que  los  m o delos  tengan  u na  apariencia  m á s  realista, se  p ue -
den  poner  luces  en  la  escena.  Los m o delos  geomét ricos  p ueden  tener  ta mbién  u n  
color asociado con cada  vér tice o  u na  par te  de  u na  imagen (textura) asociada  a  él.
Para  los  m o delos  afectados  por  fuentes  de  iluminación,  se  u sa  u na  ecua-
ción  de  iluminación  para  calcular  el  color  de  cada  vér tice  del  m o delo.  Esta  ecua -
ción  se  encarga  de  ap roximar  la  interacción  en  el  m u n do  real  en t re  los  fotones  y 
las  su perficies. En el m u n do  real los  fotones  son  emitidos  por  las  fuentes  de  luz  y 
son  reflejados  o  absorbidos  por  las  su perficies.  En gráficos  en  tiem po  real,  no  se  
p uede  gas tar  m ucho  tiem po  sim ulando  dicho  fenó meno  (reflexiones  verdaderas  y 
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Ilustración 2.4: Transfor m ación de vista.
Introd ucción  a  la ren derización
so m bras,  por  ejem plo,  no  son  conte m pladas  por  la  ecuación  de  iluminación  co-
me n tada).
Los  m o delos  son  represen tados  nor malmente  con  t riángulos,  ya  que  son  
las  p rimitivas  gráficas  que  la  m ayor  par te  del  hardware  gráfico  sopor ta  de  for ma  
na tiva.
El color  en  cada  vér tice de  la su perficie se  calcula a  par tir  de  la posición  de  
las  fuen tes  de  la  luz  y su s  p ropiedades,  la  posición  y la  nor mal  del  vér tice,  y  las  
p ro piedades  del  m a terial  al  que  per tenece  el  vér tice  (véase  la  Ilus t ración  2.5 para  
u n  ejem plo).
Los  colores  del  interior  del  t riángulo  son  interpolados  a  par tir  de  los  que  
se  calcularon  para  sus  vér tices,  es  lo  que  se  conoce  como  interpolación  de  Gou-
rand .
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Ilustración  2.5: Esferas  renderizadas  u ti-
lizando  diferentes  pará m etros  de  ilu mi-
nación.
Introd ucción  a  la ren derización
Proyección
Después  del  p roceso  de  iluminación  viene  la  t ransfor mación  de  p royec-
ción, que  t ransfor ma  el volu men  de  visión  a  un  cubo u ni tario con los extre mos  si -
t ua dos  en  ( -1, - 1, - 1) y (1, 1, 1). Dicho cubo u nitario es  conocido como el volu men  
de visión canónico.
La p royección  se  p uede  realizar  de  dos  m a neras  básicamente, con  el mé to -
do  ortogonal o  con  la p royección  de  perspectiva  (véase Ilus t ración  2.6).
El volu men  de  visión  or togonal  es  una  caja  rectangular  nor malmente.  La 
p royección  or togonal t ransfor ma  dicho  volu men  de  visión  al cubo  u ni tario. La ca -
racterís tica  p rincipal de  la p royección  or togonal  es  que  las  lineas  paralelas  siguen  
siendo  paralelas  des pués  de  la  t ransfor mación,  que  es  en  realidad  u na  combina-
ción de  u na  t ranslación  y u n  escalado.
La p royección  de  pers pectiva  es  m á s  com pleja,  en  ella  los  objetos  que  se  
m ues t ran  a  m ayor  dis tancia  de  la  cámara  aparecen  m ás  pequeños  cuan to  m ayor  
es  es ta  dis tancia.  Además  las  lineas  paralelas  p ueden  converger  en  el  horizon te. 
14
Ilustración  2.6: En la  izquierda  proyección  de  perspectiva  
y  en la derecha proyección ortogonal.
Introd ucción  a  la ren derización
La t ransfor mación  de  per s pectiva  simula  la  m a nera  en  que  los  hu m anos  percibi-
m os  el ta maño  de  los objetos.
Geométricamente  hablando  el  volu men  de  visión  se  llama  frustru m  y  es  
u na  pirá mide  recortada  con  base  rectangular.  El frus t ru m  acaba  siendo  t ransfor -
m a do  a  u n  cubo u ni tario des p ués  de  la p royección  (véase la Ilus t ración  2.7). Tanto  
la t ransfor mación  de  per s pectiva or togonal como  la de  per spectiva se  p ueden  im -
ple mentar  me dian te  m at rices  de  4x4 y des pués  de  aplicar dicha  t ransfor mación  se  
dice que  los m o delos  es tán  en  coordenadas nor m alizadas del dispositivo.
Recortado (clipping)
Tan  solo las  p rimitivas  que  es tán  den t ro  del volu men  de  visión  com pleta  o  
parcialmente  necesitan  pasar  a  la  etapa  de  ras terización,  don de  será  dibujada  en  
pan talla. Las p rimitivas  que  quedan  to talmente  den t ro  del volu men  son  pasa das  a  
la siguiente  etapa  tal  cual, y las  que  es tán  to talmen te  fuera  son  descar tadas. En el 
caso  de  las  p rimitivas  que  queden  parcialmen te  den t ro  del volumen  de  visión  será  
necesario recor tar  las porciones  de  dicha  p rimitiva que  quedan  fuera.
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Ilustración  2.7: Transfor m ación  a  coordenadas  nor m ali-
z adas de dispositivo.
Introd ucción  a  la ren derización
Adaptación a las coordenadas de ventana (screen mapping)
Cuando  las  p rimitivas  (conveniente mente  recor tadas)  son  pasadas  a  es ta  
etapa  las  coordenadas  todavía  son  t ridimensionales.  Las  coordenadas  x e  y  de  
cada  p rimitiva  son  t ransfor madas  a  coordenadas  de  pantalla. Las  coordena das  de  
pan talla junto  a  la coordenada  z  se  llaman  coordenadas de ventana .
Por  eje m plo,  si  la  escena  debe  ser  renderizada  en  u na  ventana  con  las  es-
quinas  ent re  (x1, y 1) y (x2, y 2), don de  x1 <  x2 y y 1 <  y 2, en tonces  la adap tación  de  co-
ordena das  de  ventana  es  una  t ransfor mación  de  t ranslación  seguido  de  un  escala-
do. La coordenada  z  no  se  ve afectada  por  dicha  t ransfor mación. Las nuevas  coor -
denadas  x e  y  son  llamadas  coordena das  de  pa n talla  y son  pasa das  a  la  etapa  de  
ras terización  jun to  a  la coordena da  z  ( -1   z   1).
16
Ilustración  2.8: Eje mplos  de  objetos  descartados, renderi-
zados y  recortados.
Ilustración  2.9: Adaptación  de  las  coordena-
das de pantalla.
Introd ucción  a  la ren derización
2.1.2 Etapa de rasterización
A par tir  de  los  vér tices  t ransfor mados  y p royectados,  los  colores  y las  co-
ordena das  de  textura  obtenidas  de  la  etapa  de  geometría  el  ras terizador  deberá  
asignar  el  color  adecuado  a  cada  u no  de  los  fragmentos  que  for ma n  la  p rimitiva. 
Este  p roceso  se  llama  ras terización  y  consis te  en  la  conversión  de  vér tices  bidi-
me nsionales  en  es pacio de  pa n talla - cada  u no  con u n  valor de  p rofun didad  (obte-
nido  a  par tir  de  la  coordenada  z ), u no  o  dos  colores,  y  posiblemente  u no  o  m ás  
conjun tos  de  coordena das  de  textu ra  asociadas  con  cada  vér tice   en  pixeles  en  la 
pan talla.  En la  imagen  Ilus t ración  2.10 se  m ues t ra  u n  ejem plo  de  dos  t riángulos  
ras terizados.
A diferencia  de  la  e tapa  de  geo met ría,  que  realiza  operaciones  a  nivel  de  
polígonos,  la  etapa  de  ras terización  realiza  operaciones  a  nivel de  fragmentos.  La 
infor mación  de  cada  fragmento  es  almacenada  en  el  buffer  de  color, que  consis te  
en  u na  m a t riz  rectangular  de  colores  (con  com ponen tes  rojo,  verde  y  az ul  cada  
u no).
En es ta  e tapa  se  debe  resolver  la  visibilidad  de  fragmentos.  Esto  significa 
que  cuan do  la escena  ha  sido  renderizada, el buffer  de  color  debe  contener  el co-
lor de  las p rimitivas en  la escena  que  son  visibles des de  el p u n to  de  vista  de  la cá -
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Ilustración  2.10:  Eje mplo  de  
rasterización  de  dos  polígonos  
sobre el buf fer de color.
Introd ucción  a  la ren derización
m ara.  La m ayor  par te  del  hardware  gráfico  lo  hace  ayudán dose  de  un  buffer  de  
p rofun didad  (usan do  el  algoritmo  de  Z - buffer).  El buffer  de  p rofun didad  es  del  
mis mo  ta ma ño  y for ma  que  el buffer  de  color, y para  cada  fragmento  se  guarda  el 
valor  de  la coordenada  z,  que  rep resen ta  la p rofun didad  des de  la cámara  has ta  la 
p rimitiva m á s  cercana.
Esto significa que  cuan do  u na  p rimitiva es  renderizada  en  u na  posición  del 
buffer  de  color, el valor  de  la coordenada  z  del fragmento  que  es tá  siendo  ren de -
rizado, es  com parado  con  el contenido  del buffer de  p rofun didad  corres pon diente  
para  dicha  posición.  Si el  nuevo  valor  de  z  es  me nor  que  el  valor  del  buffer  de  
p rofun didad  entonces  la p rimitiva  que  es tá  siendo  ren derizada  es tá  m á s  p róxima  
a  la  cámara  que  la p rimitiva que  fue  renderiza da  p reviamente  en  esa  posición  del 
buffer  de  color. En tal  caso  el  n uevo valor  de  z  su s ti tuye  al  que  había  en  el buffer  
de  p rofun didad  y el color  del  fragmento  se  copia  al  buffer  de  color. En caso  con -
t rario, si  el n uevo  valor  resul tara  ser  m ayor  que  el valor  que  había  en  el  buffer  de  
p rofun didad, el buffer  de  color  y el de  p rofun didad  no  se  actualizarán  con  los va-
lores  del fragmento.
El algorit mo  de  Z - buffer  es  m uy  sim ple  y per mite  que  las  p rimitivas  sean  
renderizadas  en  cualquier  orden. Sin e mbargo, las p rimitivas  con  fragmentos  par -
cialmente  t rans paren tes  no  p ueden  ser  dibujadas  en  cualquier  orden,  sino  que  
tienen  que  hacerlo  des pués  de  que  se  hayan  ras terizado  las  p rimitivas  con  frag-
me n tos  opacos  y en  orden  de  m ayor a  me nor  dis tancia con res pecto a  la cámara.
La texturación  es  u na  técnica  que  se  usa  para  incrementar  el  nivel de  rea -
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lismo  de  la  escena.  Básicamente  consis te  en  pegar  u na  imagen  a  u n  obje to.  Las  
imágenes  p ueden  ser  de  u na,  dos  o  t res  dimensiones,  aunque  lo  m ás  comú n  es  
que  sea  de  dos  dimensiones. En la  Ilus t ración  2.11 se  m ues t ra  u n  ejem plo  de  tex-
tu ración  de  u na  m alla de  polígonos  que  for man  una  esfera.
Cuando  las  p rimitivas  ha n  pasado  la  etapa  de  ras terización,  aquellas  que  
son  visibles des de  el p u n to  de  vista  de  la cámara  son  m os t radas  en  la pan talla.
2.2 ATILA: Simulador de GPU
ATILA es  u n  sim ulador  de  la microarquitectu ra  de  u na  GPU (Graphics  Pro-
cessor  Unit) desar rollado  por  u n  grupo  de  investigación  del  Depar ta mento  de  Ar-
quitectura  de  Com p utadores  de  la  UPC. La microarquitectura  sim ulada  p resen ta  
las caracterís ticas  m á s  impor tan tes  que  se  p ueden  encont rar  en  cualquier GPU ac -
tual. El sim ulador  sigue  el paradigma  de  simulación  basado  en  eventos  discretos  a  
nivel  de  ciclos,  es tá  implementado  en  C + +  y es  lo  suficiente mente  flexible  como 
para  incorporar  nuevas  características  de  for ma  m o d ular.  Además  es  alta mente  
configurable lo cual pe r mite  evaluar  diferentes  pará metros  de  la microarquitectu -
ra  y per mite  obtener  m últiples  es tadís ticos  que  p ueden  ser  analizados  des p ués  de  
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Ilustración 2.11: Eje mplo de texturación de u na  m alla de polígonos.
ATILA: Simulador  de  GPU
u na  simulación.
2.2.1 Arquitectura
ATILA implementa  el m o delo u nificado de  pipeline  gráfica. En dicho m o de-
lo las  u nidades  de  p roceso  (shaders) p ueden  ser  u tilizadas  tan to  para  el p rocesa -
miento  de  vér tices  (vertex shaders) como  de  fragmentos  (frag ment  shaders). Ade-
m á s  ta mbién  p ue de  ser  configurado  para  rep resen tar  el m o delo  t radicional de  pi-
peline  fija en  la que  existía u na  separación  ent re  las  u nidades  de  p roceso  de  vér ti -
ces y de  fragmentos. Puede cons ultarse  [1] pa ra  m á s  infor mación.
La GPU es tá  com p ues ta  por  u nidades  funcionales  (véase la Ilus t ración  2.12) 
que  se de scriben  a  continuación:
– Streamer: Se encarga  de  obtener  da tos  de  geometría  del  con trolador  de  
me m oria, conver tirlos  al  for ma to  interno  y pasarlos  a  los  s haders  para  que  se 
lleve a  cabo el p rocesa miento  de  los vér tices (vertex shading )
– Primitive  Asse mbly : Recoge los  vér tices  p rocesados  y for ma  p ri mitivas  
(de m o me nto  tan  solo se  sopor tan  t riángulos).
– Clipper: Se encarga  de  de ter minar  que  t riángulos  quedan  fuera  o  den -
t ro  del frus t ru m  de  visión  y eliminar  los que  es tén  com pleta mente  fuera.
– Triangle  s etup :  Se  calculan  los  planos  for ma dos  por  los  bordes  del 
t riángulo  y  los  pará metros  necesarios  para  interpolar  la  p rofun dida d  de  los  
fragmentos  que  for ma n  el t riángulo.
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–Fragment  Generator:  Recorre 
el  á rea  del  t riángulo  y  genera  frag-
me ntos  agrupados  en  tiles.
–Hierarchical  Z: Permite  de tec-
ta r  los  fragmentos  que  ha n  sido  cu-
bier tos  por  o t ros  ya  ren derizados  
antes  de  que  lleguen  al  tes t  de  p ro-
fundidad  y  descar tarlos  de  for ma  
te m prana.  También  descar ta  los 
fragmentos  que  fueron  m arcados  
como  fuera  de  la ventana  de  ren de-
rizado.
–Z  & Stencil  Test:  Recibe  los 
fragmentos  en  grupos  de  2x2  lla-
m a dos  quads  (unidad  de  t rans mi-
sión  u tilizado  a  par tir  de  es ta  etapa  
en  adelan te)  y  de ter mina  si  pasan  
los  tes t s  de  p rofun didad  y  s tencil. 
Emplea  u na  cache  con  el  fin  de  ex-
plotar  la  localidad  en  los  accesos  al 
buffer  de  p rofun didad  y s tencil.
– Interpolator: Se encarga  de  interpolar  los  a t ribu tos  de  los  fragmentos  a  
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Ilustración  2.12: Esque m a  de  bloques  del  pipeline  
gráfico u nificado imple me ntado por ATILA.
ATILA: Simulador  de  GPU
par tir  de  los  valores  de  los  vér tices  del  t riángulo.  Utiliza  interpolación  lineal 
con  cor rección  de  la  pe rs pectiva.  A  con tinuación  t ransfiere  los  quads  a  los 
s haders  para  que  sean  p rocesados  (frag ment  shading).
– Blend : Se encarga  de  actualizar  el  buffer  de  color  a  par tir  de  los  frag-
me n tos  p rocesados.  Al  igual  que  la  unidad  Z & Stencil  Test  implementa  u na  
cache y sopor ta  el bor rado rápido.
– Memory  Controller: Es la u nidad  encargada  de  acceder  a  la m e moria de  
la  GPU. Todas  las  u nidades  de  la  GPU que  necesitan  acceder  a  m e m oria  lo  ha -
cen  a  t ravés  de  es te  con trolador.  La u nidad  mínima  de  acceso  a  m e m oria  tiene  
u n  ta maño  de  64  bytes  e implementa  la especificación  GDDR3.
– Shader: Son  p rocesadores  SIMD (Single  Ins t ruction  Multiple  Data)  con  
regist ros  de  4  elementos.  También  p ueden  ejecutar  ins t rucciones  escalares. Se 
encargan  de  p rocesar  los  vér tices  y los  fragmentos  de pendiendo  del  p rogra ma  
(llamado  kernel) que  tenga asignado.
– Command Proces sor: No se  m ues t ra  en  la ilus t ración  pero  se  encuen t ra  
p resente  en  todo  el pipeline ya que  es  la u nidad  que  lo cont rola todo  y recibe y 
p rocesa  los coman dos  enviados  por  la CPU del sis te ma.
– Texture Unit: Hay u na  por  cada  shader  y se  encarga  de  acceder  y filt rar  
la  infor mación  de  las  textu ras.  Implementa  una  cache  con  el  fin  de  dis minuir  
los accesos  a  me moria a  t ravés del Memory Controller.
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2.2.2 Entorno de trabajo
El entorno  de  t rabajo  con  ATILA se  divide  en  cuat ro  par tes,  la  pa r te  de  
cap tu ra,  la  de  verificación,  la  de  simulación  y la  de  análisis.  En la  Ilus t ración  2.13 
se  m ues t ra  u n  esque ma  que  ayudará  a  en ten der  los  p rocesos  que  se  explican  a  
con tinuación.
En la  pa r te  de  captu ra  par timos  de  aplicaciones  reales  que  se  ejecutan  en  
u n  sis te ma  real. El objetivo es  regis t rar  los da tos  que  circulen  ent re  la aplicación  y 
la  API  de  ren derización  (OpenGL o  DirectX).  Para  ello  se  u tiliza  un  p rogra ma  
(GLInterceptor  o  DXInterceptor) que  intercepta  las  operaciones  que  la  aplicación  
realiza  sobre  dicha  API y que  se  encarga  de  regis trar  en  u n  fichero  especial  (lla-
m a do  t ra za) infor mación  sobre  que  que  operaciones  se  han  invocado, con  que  pa -
rá met ros  y que  res ul tados  han  generado.
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Ilustración  2.13: Escenario  de  trabajo  típico  para  la  captura,  verificación,  si-
m ulación y  análisis de trazas con el si m ulador para el caso de OpenGL.
ATILA: Simulador  de  GPU
La siguiente  par te  tiene  como  finalidad  verificar  que  las  t raza s  obtenidas  
son  correctas  y se  p ue den  reprod ucir  de  n uevo. Para  ello  se  u tiliza  u na  aplicación  
específica  (GLPlayer  o  DXPlayer) que  es  capa z  de  volver  a  invocar  las  operaciones  
sobre  la  API de  renderización  a  par tir  de  la  infor mación  obtenida  de  la  t ra za.  De 
es ta  m a nera  po de mos  com probar  si las  imágenes  obtenidas  coinciden  con  las  ori-
ginales. 
En la siguiente  par te  es tá  la sim ulación  con  la  GPU ATILA. En es ta  ocasión  
es  el  sim ulador  quien  lee  las  t ra zas  a  t ravés  de  u n  d river  p ro pio  que  p rocesa  las  
operaciones  de  la t ra za  y las  t ransfor ma  a  coman dos  de  bajo  nivel que  la GPU si -
m ulada  es  capa z  de  en ten der.  Estos  coman dos  son  el  equivalente  a  los  coman do  
AGP o  PCI Express  que  generaría  u n  d river  real  en  u n  sis tema  real. Cabe  des tacar  
que  en  es ta  par te  se  han  s us ti tuido  la API de  renderización  y el d river real por  u no  
p ro pio de  ATILA, y se  ha  s us ti tuido  la GPU real por  el sim ulador  de  GPU de  ATILA. 
De la mis ma  m a nera  que  hacíamos  en  la etapa  de  verificación, po de mos  com parar  
las  imágenes  obtenidas  con  las  que  se  generaron  en  la etapa  de  cap tura  con  el fin  
de  verificar que  el sim ulador  ha  renderizado  correcta mente. 
Además  el  sim ulador  genera  toda  u na  serie  de  tablas  con  información  so -
bre  su  funciona mien to  interno  que  p uede  ser  u tilizado  para  su  pos terior  análisis.  
Esto se correspon de con la pa r te  de  análisis.
2.2.3 Configuración del simulador
Existen  m ul ti tud  de  pará metros  configurables  en  el  sim ulador  (entorno  a  
100  pará met ros). Para  especificar  al  simulador  que  valores  deben  to mar  cada  u no  
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de  ellos  se  u tiliza  u n  fichero  de  configuración. Dicho  fichero  es tá  dividido  en  sec-
ciones  y cada  sección contiene asignaciones  para  u n  conjun to  de  pará metros  rela -
cionados  ent re  sí, po r  ejem plo  la sección  de  me moria  per mitirá  configurar  as pec -
tos  como  cuan ta  me moria  se  debe  u tilizar,  que  ancho  de  bus  se  u tilizará,  e tc.  Se 
p uede  cons ultar  la  especificación  del  for mato  con  m á s  detalle  en  la  wiki del  p ro -
yecto ATILA [2].
A continuación,  y  a  m o do  de  ejem plo,  se  m ues t ra  u n  pequeño  fragmento  
del mis mo:
[GPU] 
NumVertexShaders = 8 
NumFragmentShaders = 4 
NumStampPipes = 4 
[COMMANDPROCESSOR]
PipelinedBatchRendering = FALSE
También  se  p uede  u tilizar  la  linea  de  coman dos  para  especificar  algunos  
de  los siguientes  pará met ros:
– La t ra za  que  se u tilizará,
– el frame de  inicio don de se e m pe zara  a  ren derizar,
– el n ú mero  de  fra mes  que  se ren derizaran.
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3 Antecedentes
Ha  sido  necesario  u n  exhaus tivo  t rabajo  de  docu mentación  para  po der  
t rabajar  en  es te  p royecto. Al t ra tarse de  te mas  relacionados  con  la investigación  la  
m ayor  par te  de  la infor mación  es  bas tan te  técnica  y p rocede  de  libros  m uy  espe-
cializados, ar tículos  e incluso  pa ten tes.
A continuación  se  em pieza  introd uciendo  u n  p roble ma  m uy  com ún  rela-
cionado  con  la calidad  de  las  imágenes  ren derizadas, el aliasing, y se  explica por -
qué  aparece. También  se  habla  de  los  p rocedimientos  que  se  p ueden  llevar  a  cabo  
para  minimizar  s u  efecto,  es  lo  que  se  conoce  como  mé todos  an ti - aliasing.  Para  
cada  u no  de  es tos  mé todos  se  explicará  que  técnicas  se  es tán  u san do  en  sis te mas  
reales.
Se ter mina  el apar tado  con  u na  revisión  de  la arquitectu ra  em pleada  en  los  
sis te mas  actuales  para  los  buffers  de  p rofun didad  y color. También  se  int rod ucen  
los  mé todos  de  com presión  m ás  impor tan tes  que  serán  to ma dos  como  base  para  
el desar rollo del p royecto.
3.1 Anti-aliasing
En la calidad  de  la imagen  final, res ul tan te  de  ren derizar  u na  escena  t ridi -
me nsional, intervienen  varios  factores. Uno de  ellos es tá  relacionado con el p roce-
so  de  m ues t reo  de  la  imagen  (véase  la  Ilus t ración  3.1). El aliasing  es  u n  efecto  no  
deseado  que  aparece  como  consecuencia  de  u n  m ues t reo  a  una  frecuencia  m á s  
baja  de  la necesaria. Se engloban  den t ro  del  an ti - aliasing todos  aquellos  mé todos  
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que van  dirigidos  a  reducir dicho efecto.
En es te  apar tado  se  explica que  es  el aliasing con  m á s  de talle, a  que  es  de -
bido  y la  teoría  relacionada.  A continuación  se  habla  sobre  el  p roceso  de  recons -
t rucción  de  la  imagen  y  algunos  filt ros  que  se  p ueden  e m plear  pa ra  ello.  Final-
me n te  se  explican  los  m étodos  generales  que  se  p ue den  usar  con  el fin  de  reducir  
los  efectos  no  deseados  del  aliasing  com plementado  con  ejem plos  de  algorit mos  
ac tuales que  los implementan.
La m ayor  par te  de  la infor mación  se  p uede  com plementa r  con  las  referen-
cias  [3] y [4].
3.1.1 Aliasing y muestreo
El tér mino  aliasing  se  refiere  al  efecto  que  se  obtiene  cuan do  una  señal  es  
m ues t reada  a  u na  frecuencia  de masiado  baja. El resul tado  es  que  la señal  obteni-
da  es  de  me nor  frecuencia  que  la  original  y no  per mite  s u  recons t rucción  de  for-
m a  u nívoca.
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Ilustración  3.1: Procesos de m uestreo de u na  señal y  reconstrucción a  
partir de las m uestras.
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Se p ueden  ver  u n  par  de  eje m plos  en  la  Ilus t ración  3.2 en  el que  se  u tiliza  
u na  onda  sinusoidal como represen tación  de  u na  señal.
Si to ma mos  m ues t ras  de  dicha  señal  con  u na  frecuencia  de masiado  baja  
con  res pecto  a  la frecuencia de  la señal original y recons t ruimos  u na  señal a  par tir  
de  las  m ues t ras  obtenidas,  el  resul tado  es  que  se  t ra ta  de  u na  señal  dis tin ta  a  la 
original.
Para  que  u na  señal  p ue da  ser  m ues t reada  de  for ma  correcta,  y  por  tan to  
que  la señal original p ueda  ser  recons t ruida  a  par tir  de  las m ues t ras, la frecuencia  
de  m ues t reo  tiene  que  ser  es t ricta mente  m ayor  que  dos  veces  el  ancho  de  banda  
de  dicha  señal. Esto  es  conocido  como  teore m a  de  m uestreo o  criterio de  Nyquist. 
Por  tan to  la frecuencia de  m ues t reo  debe  ser  m ayor  que  2·f m ax , don de  f m ax  es  la 
frecuencia m áxima de  la señal com pleja original.
El p roceso  de  ren derizar  u na  imagen  es  funda mentalmen te  un  p roceso  de  
m ues t reo. Consis te  en  to mar  m ues t ras  de  u na  escena  t ridimensional con  el fin  de  
obtener  el valor de  los colores  para  cada  u no  de  los pixeles  de  la imagen (conjun to  
discre to de  pixeles).
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Ilustración  3.2: La  linea  continua  representa  la  señal  original,  los  puntos  las  
m uestras to m adas y  la linea discontinua  la señal reconstruida.
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Las frecuencias  espaciales  en  u na  imagen  son  ilimitadas,  los  bordes  de  los  
polígonos,  límites  de  las  so m bras  y  o t ros  fenó menos  p rod ucen  u na  señal  que 
ca mbia de  for ma discontinua  y que  por  tan to  p ro duce frecuencias que  son  básica-
me n te  infinitas.  Por  tan to  es  imposible  eliminar  por  com pleto  los  p roblemas  de  
aliasing.  Si incrementa mos  la  resolución  de  los  pixeles,  los  ar tefactos  debidos  al  
aliasing  sim plemente  ocurren  en  frecuencias  espaciales  m ás  altas.  Aunque  gene-
ralmen te  es to  su pon d rá  que  son  me nos  apreciables.  Se p uede  ver  u n  ejem plo  de  
es to  en  la Ilus t ración  3.3. En ella se  represen ta  u n  tablero de  ajedrez  infinito. En la 
imagen  de  la  de recha  se  ha  u tilizado  u na  frecuencia  de  m ues t reo  s u perior  a  la de  
la imagen  de  la izquierda  en  la cual se  p ueden  apreciar  las per tu rbaciones  debidas  
al  aliasing.  En la  derecha  siguen  exis tiendo  dichas  per tu rbaciones  solo  que  a  u na  
frecuencia m ayor, o  lo que  es  lo mis mo  en  es te  caso, a  m ayor  dis tancia.
Bordes en diente de sierra (jaggies)
Son  p ro ducidos  como  consecuencia  del  ta maño  finito  de  los  pixeles,  que  
generalmen te  son  cuadrados, cuando  aparecen  bordes  cuyo color  contras ta  con  el 
en torno  en  la imagen. Cuando  se  da  es te  efecto  en  imágenes  animadas  da  la sen -
sación  de  que  haya  pequeños  objetos  animados  (llamados  crawlies). En la  Ilus t ra-
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Ilustración  3.3: Tablero de ajedrez. La imagen  de  la izquierda  ha  sido m u estreada  
con  u na  frecuencia  m e nor.  En la  imagen  de  la  derecha  los efectos  de  aliasing  si-
guen  apareciendo pero a  m a yor distancia.
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ción  3.4 se  p uede  ver u n  eje m plo en  el que  la imagen  de  la izquierda  no  tiene  jag -
gies mien tras  que  la de  la de recha  sí.
No  son  defectos  debidos  al  aliasing  en  el  sentido  clásico  de  lo  que  se  ha  
explicado  sino  que  son  debidos  a  las  limitaciones  de  resolución  del dis positivo de  
visualización  final. Sin embargo coincide con  el aliasing en  que  au mentan do  la re -
solución  dis minuye su  efecto.
3.1.2 Reconstrucción
Para  recons t ruir  la  imagen  a  par tir  de  las  m ues t ras  obtenidas  se  p ue den  
u sar  diferen tes  tipos  de  filt ros.  Los  filtros  que  com ún me nte  m ás  se  u tilizan  son  
t res: el  rectangular  (box filter), el  t riangular  (tent  filter) y el  de  paso  bajo  (lowpass  
filter). Se m ues t ran  su s  funciones  en  la Ilus t ración  3.5.
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Ilustración 3.4: Jaggies.
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– Filtro  rectangular  (box  filter): es  el m á s  sim ple  y el  que  peores  resul ta-
dos  da  ya  que  la  señal  resul tan te  queda  escalonada  de  for ma  no  continua. 
Como  se  aprecia  en  la  Ilus t ración  3.6, pa ra  cada  m ues t ra  se  aplica una  función  
en  forma  de  caja  rectangular  t rasladada  al  p u n to  de  la m ues t ra  y escalado  se -
gún  el  valor  de  dicha  m ues t ra.  Al final la  s u ma  de  todas  las  funciones  confor -
m a  la señal recons t ruida.
– Filtro  t riangular  (tent  filter): El p rocedimiento  es  el  mis mo  que  para  el  
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Ilustración  3.6: Filtro  rectangular.  Eje mplo  de  aplica-
ción.
Ilustración  3.5: Filtros  de  reconstrucción  m ás  co m u nes.  En  la  
parte  superior  izquierda  el  filtro  rectangular  (box  filter),  en  la  
parte  superior  derecha  el  filtro  triangular  (tent  filter)  y  en  la  
parte inferior el filtro de paso bajo de tipo sinc (sinc filter).
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caso  del filtro  rectangular  solo que  en  lugar  de  tener  for ma  de  caja  rec tangular  
tiene  for ma  t riangular. Este  tipo  de  filtro  implementa  en  realidad  u na  interpo-
lación  lineal en t re  m ues t ras  vecinas. Es mejor  que  el filtro  rectangular  ya que  la 
señal resul tan te  es  continua. Sin e mbargo hay cambios  repen tinos  de  pen dien -
te  en  los  p u n tos  de  las  m ues t ras  que  hacen  que  la  señal  no  sea  m uy  s uave. 
Puede verse u n  ejem plo de  aplicación  en  la Ilus t ración  3.7.
– Filtro  de  paso  bajo  (low  pass  filter): Es el  filt ro  ideal. La idea  básica  de  
es te  filt ro  es  que  elimina  los  com ponen tes  de  frecuencia  que  es tán  por  encima  
de  u n  cier to  u m bral  de  frecuencia  definido  por  el  filtro.  El filt ro  de  paso  bajo  
ideal es  el llamado  sinc:
Puede  verse  u n  ejem plo  de  aplicación  en  la  Ilus t ración  3.8. El res ul tado  es  
u na  señal m ucho  m á s  suave. El m o tivo por  el que  debe  u tilizarse  un  filtro  de  paso  
bajo  ideal y porqué  el filt ro  sinc es  ideal se  explica en  la teoría del análisis de  Fou-
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Ilustración  3.7: Filtro  triangular.  Eje mplo  de  apli-
cación.
sin ⋅x
⋅x
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rier  cuyo es tudio es tá  fuera  del alcance de  es te  p royecto.
3.1.3 Métodos anti-aliasing
A continuación  se  explicarán  brevemente  las  diferen tes  opciones  disponi-
bles con el fin de  m ejorar  la calidad  de  la imagen  final en  el p roceso de  renderiza -
ción (véase la Ilus t ración  3.9) y se  comentarán  los algorit mos  m á s  u tilizados.
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Ilustración  3.8:  Filtro  de  paso  bajo.  Eje mplo  de  
aplicación.
Ilustración  3.9: Co mparación  de  cuatro  aproxim aciones  para  calcular  
u n  ú nico color para u n  pixel.
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Prefiltrado   Infinitas muestras por pixel
Consis te  en  el  cálculo  de  la  con tribución  de  los  fragmentos  de  u n  objeto  
p royectado  sobre  u n  pixel  cuyo  valor  será  to ma do  como  el  color  del  pixel.  En la 
p rác tica se  t ra ta  de  u na  reducción  de  la resolución  infinita  del m o delo a  u na  reso -
lución  finita  de  los  pixeles  del dispositivo. Se asu me  que  la intensidad  de  la luz  es  
cons tan te  pa ra  todo  el fragmento  de  un  mis mo  pixel.
Un  algorit mo  que  implementa  es te  m étodo  es  el  llamado  Carpenter's  A -
buffer , ta mbién  conocido  como  m ulti - sa m pling . Este algoritmo  calcula la cobertu -
ra  ap roximada  de  u n  polígono  de  cada  u na  de  las  celdas  de  u na  rejilla (asociada  a  
u n  pixel)    véase  la  Ilus t ración  3.10. En general  com par te  la  m ayor  par te  de  los  
cálculos  relativos  a  u n  pixel (iluminación, p rofun didad,  e tc) en t re  todas  las  celdas  
de  dicho  pixel, lo  cual  pe r mite  reducir  el  coste  de  com p utación.  Generalmente  se  
u tiliza  el  p u n to  me dio  para  dichos  cálculos,  aunque  para  el  caso  de  la  p rofun di -
dad  exis ten  o t ras  aproximaciones  como  to mar  dos  valores  (el mínimo  y el  m áxi-
m o). Así  p ues,  la  m á scara  de  cober tura,  y los  valores  de  iluminación  y p rofun di-
dad  conforman  u n  fragmento  que  acabará  contribuyendo  al  color  final  del  pixel 
(siem pre y cuan do  no  sea cubier to  por  o t ros  fragmentos).
Sin embargo, es te  algori tmo  no  evita  los efectos  de  aliasing debido  a  textu -
ras  y so mbras.  El algoritmo  de  A - buffer  se  centra  sobre  todo  en  anti - aliasing  en  
los bordes  de  polígonos  y ren derizado cor recto de  t rans parencias.
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Sin filtrado   Una muestra por pixel
Es la  m ás  sencilla  y  bara ta  en  tér minos  de  com p u tación,  aunque  ta mbién  
es  en  la  que  peor  calidad  se  obtiene.  Es  la  m ás  extendida  en t re  los  sis te mas  de  
animación  en  tiem po  real o  como  previsualización  en  sis te mas  de  p rod ucción  que  
no  son  en  tiem po  real.
Postfiltrado   n muestras uniformes por pixel
Este  es  el  m étodo  m ás  u tilizado  en  an ti - aliasing  e  implica  renderizar  u na  
imagen  virtual  de  n  veces  la  resolución  de  la  imagen  final  en  pa n talla. La imagen 
final es  en tonces  generada  m ues t reando  la imagen  virtual y recons t ruyéndola  con  
u na  operación  de  convolución.
El algorit mo  que  implementa  de  forma  directa  es te  m étodo  se  llama  Full  
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Ilustración  3.10: Cobertura  de  las cel-
das  de  u n  pixel  por  u n  polígono.  Se  
puede  representar  m e diante  u na  
m áscara  de  bits  según  si  u na  celda  
está o no cubierta.
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Scene A nti - Aliasing  (FSAA ). Es u n  algorit mo  com ú n men te  implementado  en  hard -
ware de  consu mo  da da  su  sim plicidad, aunque  represen ta  u n  cos te  com p u tacional  
impor tan te  ya  que  se  deben  realizar  todos  los  cálculos  de  iluminación  y  de más  
para  cada  m ues t ra,  así  como  reservar  espacio  en  me moria  para  cada  m ues t ra  
ta mbién.
Un algorit mo  relacionado  es  el  acu m ulation buffer . En lugar  de  reservar  u n  
buffer  con  el  ta maño  necesario  para  cada  u na  de  las  m ues t ras,  sim plemente  se  
reserva  espacio  suficiente  para  la  imagen  final  u tilizan do  m ás  bits  pa ra  cada  co-
lor. Consis te  en  generar  varias  imágenes, cada  u na  con  la cá mara  des plazada  m e -
dio pixel en  x e y . Las imágenes  son  acu m uladas  en  el acu m ulation  buffer. Una vez  
se  ha n  renderiza do  todas  las imágenes  se  calcula la me dia  de  cada  color  (median -
te  u na  operación  de  división  por  el  n ú mero  de  imágenes  ren derizadas) y se  envía  
a  la pa n talla. El inconveniente es  que  se necesitan  varios pasos, es decir, que  la in -
for mación  de  geometría  y todos  los  cálculos  derivados  deben  ser  repetidos  varias  
veces.
Otra  variante  es  el T - buf fer . Consis te  en  u n  conjun to  de  buffers  de  imagen  
y p rofun didad,  cada  u no  de  los  cuales  p uede  ser  u tilizado  para  renderizar. Existe  
u na  m áscara  que  de ter mina  hacia  don de  será  enviado  u n  t riángulo  ren derizado.  
Al final  de  la  pipeline  existe  u na  lógica  encargada  de  calcular  la  me dia  de  dichos  
buffers  y enviar  la infor mación  a  la pa n talla. Al igual que  en  el acu m ulation  buffer  
se  p ue den  realizar  efectos  de  m ovimien to  (motion  blur),  aunque  la  ventaja  evi-
den te es  que  se  p uede aplicar an ti - aliasing en  u n  solo paso  de  renderizado.
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Las  ventajas  del  acu m ulation  buffer  y  del  T - buffer  fren te  a  FSAA es  que 
las  m ues t ras  de  u n  pixel  no  tienen  porqué  es tar  dispues tas  siguiendo  u n  pa t rón  
or togonal  u nifor me.  Por  ejem plo  p ue den  es tar  ro tadas  u n  cier to  ángulo  con  res-
pecto  al  cent ro  del  pixel.  Los  algori tmos  que  explotan  es ta  posibilidad  se  llaman  
Rotated  Grid Super - Sampling (RGSS).
En la Ilus t ración  3.11 se  m ues t ran  diferen tes  pa t rones  posibles  de  disposi-
ción de  las m ues t ras  en  u n  pixel.
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Ilustración  3.11: Diferentes  patrones  para  la  dis-
posición de las m uestras dentro de u n  pixel.
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Postfiltrado   muestras estocásticas
Éste  mé todo  es  u na  m o dificación  del  an terior  en  la  que  en  lugar  de  to mar  
las  m ues t ras  de  u n  pixel  siguiendo  siem pre  u n  mis mo  pa t rón,  la  disposición  de  
las mis mas  va cambiando  siguiendo  u n  pa t rón  es tocástico. La idea subyacente bá -
sica  es  que  se  acaban  convir tiendo  los  aliases  debidos  a  la  u nifor mida d  de  las  
m ues t ras  en  ruido.
El algorit mo  m á s  com ú n  es  el jit tering  que  funciona  de  la siguiente  m a ne-
ra.  Se divide  el  pixel  en  n  regiones  de  igual  área  y se  to ma  cada  m ues t ra  en  u na  
posición  aleatoria  de  cada  u na  de  esas  regiones.  El color  final  del  pixel se  obtiene  
como la m e dia de  las m ues t ras. Véase la Ilus t ración  3.12 como eje m plo.
3.2 Compresión de los buffers de profundidad y color en la GPU
En  es te  apar tado  se  describen  los  de talles  básicos  de  la  arquitectu ra  del  
buffer  de  p rofun didad  (Z -Buffer) a  m o do  de  orientación  de  cómo  se  implementa  
en  las  GPUs actuales  y se  describen  los  p rincipales  algorit mos  de  com presión  que  
se  e m plean  con  el  fin  de  dis minuir  el  ancho  de  ban da  ent re  la  GPU y la  m e m oria 
externa.  A continuación  se  describe  ta m bién  la  arquitectura  y  los  algorit mos  de  
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Ilustración  3.12: Eje mplo de  jittering. Se m uestran  
tres  pixels,  cada  u no  dividido  en  3x3  regiones.  
Cada  m uestra  se dispone en  cada región  de  for m a  
aleatoria.
Com presión  de  los buffers  de  p rofun dida d  y color  en  la GPU
com presión  para  el buffer  de  color.
La m ayor  par te  de  la  infor mación  se  ha  obtenido  de  los  ar tículos  de  revi-
sión  [5] y [6], ade más  para  los  te mas  en  los  que  se  ha  necesitado  com pren der  m e-
jor  el contenido  se  han  consultado  las pa ten tes  [7] y [8].
3.2.1 Arquitectura básica del buffer de profundidad
Como  se  ha  explicado  en  el  apar tado   el  ras terizador  es  el  encargado  de  
iden tificar  los  pixeles  que  es tán  den t ro  del  t riángulo  que  se  es tá  renderizando.  
Generalmente  se  t rabaja  en  grupos  de  n  x m  pixels  llamados  tile  con  el fin  de  m a -
ximizar  la  coherencia  de  m e moria  en t re  los  diferentes  com ponen tes  de  la  arqui-
tectura. 
Cuando  el ras terizador  encuent ra  u n  tile que  cubre  parcial o  to talmen te  el  
t riangulo, dis t ribuye los  pixeles  que  com pren den  dicho  tile en t re  los  pipelines en -
cargados  de  p rocesarlos  (veáse  la  Ilus t ración  3.13). Cada  pipeline  p rocesa  básica-
me n te  la p rofun didad  y el color  del pixel, ade más  con tiene  una  u nidad  encargada  
de  descar tar  los pixeles  que  son  cubier tos  por  geometría p reviamente  ren derizada  
(test  de  p rofun didad). Para  ello  la  u nidad  del  tes t  de  p rofun didad  debe  consultar  
el  buffer  de  p rofun didad  do n de  se  encuent ran  las  p rofun didades  calculadas  para  
los  pixeles  que  ya  han  sido  renderizados.  El buffer  de  p rofun didad  se  encuen t ra  
almacenado  en  m e moria externa.
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En su  for ma  m á s  básica  se  consulta  y almacena  la infor mación  de  p rofun -
didad  corres pon dien te  al tile que  se  es tá  p rocesando. Sin e mbargo es  convenien te  
po der  almacenar  localmente  infor mación  de  p rofun didad  para  m ás  de  u n  tile, no  
sólo  el  que  se  es tá  ren derizando.  Para  ello  se  p ue de  u tilizar  u na  m e moria  cache  
residen te  en  el p ropio  chip. En el m o me nto  en  que  se  necesite  consultar  infor ma -
ción  de  p rofun didad  que  ya  se  encuen t re  en  la  cache  se  ahorrarán  accesos  a  me -
m oria externa, evitando  así la penalización  que  ello su pone.
Existen  diferen tes  técnicas  para  mejorar  aun  m ás  el  ren dimiento  de  la  ar -
quitectura  basada  en  tiles. Una m uy  com ú n  consis te  en  guardar  u na  tabla  con  in -
for mación  sobre  cada  tile. Dicha tabla se  guarda  a  par te  del buffer  de  p rofun didad  
e  idealmente  localmente  en  el  chip,  o  sino  en  m e m oria  externa  pero  u tilizando  
u na  me moria cache específica residen te  localmente  en  el chip. 
Cada  en t rada  de  la  tabla  p uede  con tener  infor mación  sobre  las  p rofun di-
dades  mínima  y  m áxima  del  tile  corres pon diente.   Dicha  infor mación  p uede  ser  
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Ilustración 3.13: Arquitectura del bu ffer de profundidad.
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u tilizada  o  bien  para  de tectar  cuan do  p ueden  ser  descar tados  de  golpe  todos  los  
pixeles  del  tile  ren derizado  o  bien  saber  con  seguridad  que  todos  pasarán  el  te s t  
de  p rofun didad, evitándose así accesos  de  lectura  al buffer de  p rofun didad.
También  se  p uede  u tilizar  com presión  de  la  infor mación  de  p rofun didad  
cada  vez  que  sea  necesario  el  m ovimiento  de  la  mis ma  entre  la  cache  (que  se  en -
cuen tra  en  el  chip)  y  la  m e m oria  externa.  De  es ta  m a nera  se  dis minuye  el  ancho  
de  ban da  necesario.  Se p ue den  implementa r  u no  o  varios  algorit mos  de  com pre -
sión,  o  com presores.  Un  com presor  inten tará,  en  general,  com primir  la  infor ma-
ción  de  p rofun didad  de  u n  tile a  u n  bloque  de  ta ma ño  fijo. El ra tio de  com presión  
mide  la  relación  ent re  el  ta maño  original  y el  ta ma ño  com primido.  Si la  com pre-
sión  no  es  posible la infor mación  se  t rans mitirá  sin  com primir  ocupan do  el espa -
cio  original. Por  ello  se  debe  reservar  suficiente  me m oria  en  el  buffer  de  p rofun-
didad  para  dar  cabida  al  peor  de  los  casos,  es  decir  que  ningún  tile  p ueda  ser  
com primido. Es impor tan te  tener  en  cuen ta  que  el  objetivo  no  es  ahorrar  espacio 
de  m e m oria, sino ancho de  banda  en  la t rans misión  de  la información.
En la tabla  de  tiles  se  p uede  guardar  ta mbién  infor mación  sobre  el algorit-
m o  de  com presión  u tilizado  con  el  fin  de  conocer  de  ante ma no  el  ta maño  de  u n  
bloque  com primido  corres pon dien te  a  u n  de ter minado  tile  que  se  encuen tre  en  
me m oria externa.
3.2.2 Compresión del buffer de profundidad
A continuación  se  enu merarán  y se  explicarán  brevemente  los  fun da -
me n tos  de  los  diferentes  tipos  de  com presión  del  buffer  de  p rofun didad  que  se  
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p ueden  encon trar  m ás  com ún mente  en  las arquitecturas  actuales.
Se asu me  que  los  valores  de  p rofun didad  se  guardan  como  elementos  de  
24  bits  en  coma  flotan te  en  el rango  [0.0, 1.0] des p ués  de  que  se  haya  aplicado  la  
m a t riz  de  p royección.  En el  caso  de  u tilizar  ari tmética  entera  el  0.0  se  represen ta  
como el en tero  de  24  bi ts  0  y el 1.0 como 2 24- 1.
Con el fin  de  evitar  confusiones  y da do  que  p ráctica mente  toda  la litera tu -
ra  referente  se  encuen t ra  en  inglés, se  u tilizarán  los  no mbres  de  los  algorit mos  en  
ingles.
Fast z-clear
Se p uede  considerar  como  la  for ma  m ás  sim ple  de  com presión.  Cuando  la  
infor mación  para  uno  o  varios tiles  debe ser  borrada  (generalmen te  cuando  se  ini-
cializa el renderizado  de  u n  fra me) en  lugar  de  escribir el valor  de  borrado  en  m e -
m oria  externa,  se  m arca  en  la  tabla  de  tiles  dicha  si tuación.  De  es ta  m a nera  se  
ahorran  accesos  a  me moria externa, no  solo por  el bor rado  en  si mis mo, sino por -
que  los  siguientes  accesos  a  la infor mación  de  dichos  tiles  p ue den  ser  o mitidos  si  
se  sabe de  an te mano  que  es tán  borrados.
Differential Differential Pulse Code Modulation (DDPCM)
Este  algorit mo  explota  el hecho  de  que  los  valores  de  p rofun didad  son  in-
terpolados  linealmente  en  el  espacio  de  coordena das  de  pa n talla. Se basa  en  cal-
cular  los  diferenciales  de  segun do  orden  de  los  valores  de  p rofun dida d  de  u n  tile  
tal y como se  m ues t ra  en  la Ilus t ración  3.14.
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Si u n  tile  es tá  com pleta mente  cubier to  por  u n  t riángulo,  los  diferenciales  
de  segun do  orden  valdrán  siem pre  cero  debido  a  la  interpolación.  Aunque  en  la 
p rác tica,  debido  a  que  la  p recisión  u tilizada  en  la  interpolación  s uele  ser  m ayor  
que  la que  se  em plea pa ra  el almacena miento  los valores  son  {-1, 0, + 1}.
Existen  u na  serie  de  esque mas  de  com presión  que  aprovechan  es te  hecho  
para  codificar  u n  valor  de  referencia con todos  los bi ts  necesarios  y el res to  de  di -
ferenciales con u n  n u mero  fijo de  bits  que  es  m enor  que  el de  referencia.
Anchor encoding
Es m uy  parecido  al  DDPCM. Consis te  en  escoger  el  valor  de  p rofun dida d  
de  u n  pixel del  tile  como  valor  ancla, que  será  almacenado  con  todos  los  bi ts  ne -
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Ilustración  3.14: Cálculo  de  los  diferenciales  de  
segundo orden. a) Tile original, b) Diferenciales de  
pri mer  orden  de  la  colu m n a,  c)  Diferenciales  de  
segundo  orden  de  la  colu m n a,  d) Diferenciales de  
segundo orden  de la fila.
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cesarios.  A con tinuación  se  escogen  2  valores  m á s  de  p rofun didad,  diferenciales  
de  x  e  y  (véase  la  Ilus t ración  3.15), que  se  almacenan  con  me nos  bi ts.  Estos  t res  
p u n tos  confor man  u n  plano  que  p uede  ser  u tilizado  para  p redecir  el  res to  de  va-
lores  de  p rofun didad  del  tile.  El res to  de  valores  se  guardan  como  la  diferencia  
en t re  el plano  que  se  p redice y el valor  real, u tilizán dose  para  ello un  n ú mero  fijo 
de  bits  todavía me nor  que  el u tilizado  para  los diferenciales  x e y .
Plane encoding
Se t ra ta  de  u na  aproximación  similar  a  la an terior, solo  que  no  se  guardan  
los  factores  de  corrección  y tan  solo se  guardan  los  planos  de  p redicción  para me -
t ri za dos. Obliga a  u tilizar  la mis ma  resolución  en  la interpolación  que  en  el alma -
cena mien to.
Depth offset compression
Este  esque ma  de  com presión  asu me  que  los  valores  de  p rofun didad  en  u n  
tile se  encuen t ran  a  m e nu do  en  u n  intervalo cercano  a  u no  de  los  valores  de  p ro -
fun dida d  mínimo o  m áximo del tile tal y como se  m ues t ra  en  la Ilus t ración  3.16.
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Ilustración  3.15:  A n -
chor  encoding  para  
u n  tile de 4x4.
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Se p uede  obtener  la  com presión  guardan do  para  cada  valor  de  p rofun di -
dad  la diferencia ent re  el valor de  p rofun didad  y uno  de  los valores  mínimo o m á -
ximo  u tilizan do  n  bit s,  don de  n  es  u n  valor  p refijado.  Se u tiliza  ade más  o t ro  bit  
para  indicar  si el valor  de  referencia es  el mínimo  o  el m áximo. La com presión  fa-
lla si alguna de  las diferencias no  p ue de  ser  rep resen ta da  u san do  n  bit s.
Una  de  las  ventajas  de  es te  esque ma  de  com presión  es  que  s u  implemen -
tación  es  sencilla y consu me  pocos  recursos. Aunque  no  es  de  los  mejores  esque -
m a s  de  com presión  si que  representa  u n  com plemento  adecuado  para  los  algorit -
m os  explicados  an teriormente  para  los  casos  en  que  fallara  la  com presión  con  el  
algorit mo  p rincipal.
3.2.3 Arquitectura del buffer de color
La m ayor  par te  de  los aspectos  explicados  en  el apar tado  3.2.1 sobre la ar -
quitectura  del  buffer  de  p rofun didad  se  p ueden  aplicar  al  buffer  de  color. En es-
pecial  la  organización  de  los  pixels  en  tiles  y en  el  u so  de  tablas  con  infor mación  
relativa a  cada  tile.
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Ilustración  3.16: Depth  Offset  Co m pression.  Los  
rangos so mbreados son  los intérvalos cercanos al  
míni mo  o al  m áxi mo  que  pueden  ser  representa -
dos.
Com presión  de  los buffers  de  p rofun dida d  y color  en  la GPU
3.2.4 Compresión del buffer de color
A continuación  se  enu merarán  y se  explicarán  brevemente  los  funda men -
tos  de  los  diferentes  tipos  de  com presión  del  buffer  de  color  que  se  p ueden  en -
con trar  m ás  com ún mente  en  las arquitecturas  actuales.
Tal y como  se  ha  hecho  con  el  apar tado  de  com presión  del  buffer  de  p ro -
fun dida d  se conservarán  los no mbres  en  inglés de  los algoritmos.
Multi-sampling compression
Este  algorit mo  de  com presión  va  dirigido  a  buffers  de  color  que  imple -
me n tan  m ul ti - sa m pling (véase el apar tado  Prefilt rado  de  la sección 3.1.3 para  m á s  
infor mación  sobre  el m ul ti - sa m pling). Se asu me  que  se  u san  n  m ues t ras  por  cada  
pixel.
Debido  al  m ulti - sa m pling  las  m ues t ras  que  per tenecen  a  un  mis mo  pixel 
frecuente men te  com par ten  el  mis mo  color.  Esta  caracterís tica  p ue de  ser  aprove-
chada  para  la  com presión,  ya  que  en  lugar  de  guardar  n  colores  idénticos  para  
cada  pixel bas taría  con  guardar  u n  solo  color  y algún  tipo  de  m arca  que  iden tifi-
cara es ta  situación.
Otra  si tuación  que  se  p ue de  dar  es  que  el  borde  de  u n  t riángulo  a t raviese 
u n  pixel  por  en  me dio.  En  tal  caso  encon t raríamos  que  el  pixel  es taría  for ma do  
por  dos  colores, el del t riángulo  y el del fondo  del pixel. En tal  caso  se  guardarían 
los  dos  colores  y u n  iden tificador  de  u n  bi t  po r  cada  m ues t ra  que  hiciera  referen -
cia a  uno  de  los dos  colores.
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Color plane compression
Se basa  en  calcular  u n  plano  de  p redicción  a  par tir  de  t res  pixels  conti-
guos,  tal  y  como  se  m ues t ra  en  la  Ilus t ración  3.17. Se guarda  la  infor mación  del 
plano de  p redicción  y el res to  de  pixels como diferencias en t re  el valor real del pi -
xel y el valor p redicho por  el plano para  dicho pixel.
Offset compression
Se basa  en  com primir  u n  tile  a  pa r tir  de  la  iden tificación  de  de  u nos  valo-
res  de  referencia. Todos  los  pixels  del  tile son  codificados  como  u n  índice al valor  
de  referencia corres pon diente  y u na  diferencia del  valor  original del pixel y el va-
lor  de  referencia.  Una  implementación  típica  to ma  los  valores  mínimo  y m áximo  
como  valores  de  referencia. En la  Ilus t ración  3.18 se  p ue den  ver  los  rangos  rep re-
sen tables para  la implementación  comentada.
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Ilustración 3.17: Color plane co m pression
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Entropy coded pixel differences
De for ma  m uy  resu mida  consis te  en  generar  u na  secuencia  de  pixels  pa ra  
la  cual  se  van  calculando  las  diferencias  en t re  el  pixel actual  y el  p redecesor.  Las 
diferencias  en t re  pixels  con tiguos  con  frecuencia  son  de  pequeña  m agnitud  debi-
do  a  la na t uraleza  con tinua  de  las imágenes. Al final se  u tiliza  algún  tipo  de  codi -
ficación  de  dichas  diferencias, como  por  ejem plo  la  que  se  m ues t ra  en  la  Ilus t ra-
ción 3.19.
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Ilustración  3.18: Color offset co mpression, cuando se utilizan  
el m íni mo y  el m áxi mo co mo colores de referencia.
Ilustración  3.19: Codificación  de  las  diferencias  
usando códigos de longitud  variable.
Com presión  de  los buffers  de  p rofun dida d  y color  en  la GPU
50
Desarrollo y resul ta dos
4 Desarrollo y resultados
En es te  apar tado  se  describe el t rabajo  llevado  a  cabo  para  es te  p royecto  y 
los resul tados  obtenidos.
Se em pieza  describiendo  las  caracterís ticas  del en torno  de  t rabajo, las  t ra -
za s  y la configuración  u tilizadas  para  realizar  las simulaciones.
A continuación  se  analiza  el  uso  del  bus  de  me moria  para  las  diferentes  
configuraciones  sim uladas  y se  jus tifica la necesidad  de  em plear  técnicas  de  com -
p resión  para  dis minuirlo.
También  se  describen  los  algorit mos  que  han  sido  evaluados.  La elección  
de  los  cuales  ha  es tado  basada  en  unos  requisitos  que  ta mbién  serán  comentados.  
Para  cada  uno  de  los  algorit mos  se  p ro pone  u n  posible diagra ma  de  bloques  de  lo 
que  sería su  implementación  en  hardware.
Después  de  la descripción  se  p resentan  los  resul tados  obtenidos  del análi-
sis  de  dichos  algorit mos  y se  es tudia la viabilidad  de  implementación  de  cada  uno  
de  ellos.
Finalmente  se  explican  los  de talles  del  algorit mo  implementa do  en  el  si -
m ulador  y se  jus tifica s u  elección.
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4.1 Entorno de trabajo
A continuación  se  describen  las her ra mien tas  y los en tornos  m ás  significa-
tivos  u tilizados  para  la  realización  del  p royecto.  Se ha  intenta do  u tilizar,  siem pre  
que  ha  sido  posible, her ra mien tas  m ul tiplatafor ma  y que  no  fuera  p ropietaria. En 
general  se  ha  t rabajado  con  pla tafor mas  GNU /Linux  al  es tar  m ás  familiarizados  
con  ella.
4.1.1 ATILA
Para  el  desar rollo  del  p royecto  se  ha  hecho  u so  intensivo  del  simulador  
ATILA que ha  sido  explicado con m ás  p rofun didad  en  el apar tado  2.2.
Con  el  fin  de  facilitar  la  ta rea  de  com pilar  el  sim ulador  en  diferen tes  pla -
tafor mas  GNU /Linux  y con  diferen tes  versiones  del com pilador  gcc se  ha  reescrito  
el  sis te ma  de  cons t rucción  u tilizando  Makefiles. No  ha  sido  u na  t area  inmediata, 
ya  que  ATILA es  u n  p royecto  m uy  grande,  pe ro  ha  per mitido  t rabajar  de  for ma  
m ucho m ás  cómoda  con él d u ran te  el res to  del p royecto.
Se han  realizado  ta mbién  pequeñas  m o dificaciones  en  el  simulador  con  el 
fin  de  poder  intercepta r  y  captu ra r  el  t ráfico  de  da tos  en t re  las  m e m orias  cache 
(de  p rofun didad  y de  color) y el  controlador  de  me moria. Dicho  p u n to  se  corres -
pon de  con  el lugar  don de  se  ubica  el com presor. En la  Ilus t ración  4.1 p uede  verse 
en marcado  en  u n  rectángulo m ás  oscuro  los p u n tos  interceptados.
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Cada  vez  que  se  ejecuta  u na  si-
m ulación  se  ob tiene  u na  cap tura  que  
p uede  ser  almacenada  y  u tilizada  a  
pos teriori pa ra  su  análisis. Una ventaja  
de  es ta  aproximación  es  que  per mite 
realizar  cambios  en  los  algoritmos  
analizados  o  añadir  n uevos  algorit mos  
a  pos teriori  sin  necesidad  de  volver  a  
ejecutar  la simulación  (lo cual implica-
ría  u n  cos te  de  tiem po  impor tan te).  El 
inconveniente  es  que  las captu ras  ocu-
pan  bas tan te  espacio  de  almacena-
miento  (alrededor  de  400  Gb  para  las  
t ra zas  analizadas).
53
Ilustración  4.1: Puntos interceptados para  la cap-
tura  de  datos  para  la  evaluación  de  algorit mos  
de co mpresión en rojo (caja m ás  oscura).
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4.1.2 Cluster
Las t razas  que  se  ha n  u tilizado  para  ejecutar  las  simulaciones  tienen  m ás  
de  2000  frames.  Cada  fra me  ta rda  ent re  20  y 180  minu tos  en  ejecutarse  de pen -
diendo  de  la  configuración  e m pleada  para  la  simulación.  Si  tene mos  en  cuen ta  
que  se  han  ejecutado  4  t ra zas  diferen tes  con  4  configuraciones  diferentes  por  
cada  t ra za  resul ta  eviden te  que  solo  po día  realizarse  en  u n  tiem po  ra zonable  u ti -
lizan do  p rocesa miento  en  paralelo.  Para  ello  se  ha  u tilizado  el  clus ter  Salvat  del 
Departa mento  de  Arquitectura  de  Co mputadores que  es tá  for ma do  por  64  no dos  
cada  u no  de  los cuales  tiene 2  p rocesadores  con 2  n úcleos  cada  u no.
El clus ter  tiene  u n  sis te ma  de  ejecución  por  colas  (N1  Grid Engine1 de  Sun  
Microsiste ms 2) que  per mite  ges tionar  la ejecución  de  varios  p rocesos  en t re  los  di -
feren tes  no dos. Se ha  desarrollado  u n  sis tema  de  scrip t s  ad - hoc para  la ejecución  
y coordinación  de  las simulaciones  de  los diferentes  frames  de  las t ra zas  así como  
el  p rocesado  de  los  resul tados  con  el  fin  de  au to matizar  lo  m áximo  posible  todo  
el t rabajo. Se ha n  u tilizado para  ello bash , python  y m a kefiles.
4.1.3 Procesado y visualización de resultados.
Los  resul tados  inter medios  res ul tan tes  de  la  ejecución  de  simulaciones  y 
del  p rocesado  de  los  resul tados  son  básica mente  tablas  en  for mato  CSV (Com ma 
Separa ted  Values) que  per miten  ser  fácilmen te t ra tados  tan to  con her ra mientas  de  
scrip ting  o  sim ples  editores  de  texto,  como  con  her ra mientas  m ás  sofis ticadas  
1 Para m ás  infor mación  sobre  es tas  her ra mientas  p ue de consul tar se  la referencia [9]
2 Sun Microsyste ms  es  u na  m a rca  regis trada  de  Sun Microsys te ms, Inc. en  Estados  Unidos  y o t ros  
países.
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como  hojas  de  cálculo  gráficas  o  paque tes  es tadís ticos.  Para  cada  fra me  acaban  
generán dose  varias  de  es tas  tablas  con  diferen tes  tipos  de  infor mación.  General-
me n te  las  tablas  es tán  en  for ma to  com primido  con  el  fin  de  ahorrar  espacio  de  
almacena mien to  (se u tiliza gzip).
Además  de  las  her ra mien tas  de  scrip ting  u tilizadas  en  el apar tado  4.1.2 se 
han  u tilizado  her ra mien tas  de  p rocesa miento  es tadís tico (GNU R1) y de  generación  
de  gráficos  (gnuplot2).  Ambas  to talmen te  au to matizables  m e diante  el  u so  de  
scrip t s  p ropios  de  cada  her ra mienta.
4.2 Trazas y configuración utilizadas
Para que  el sim ulador  p ueda  funcionar  necesita  dos  cosas, por  u n  lado  u na  
t ra za  de  da tos  con  el  fin  de  p roveer  de  coman dos  a  la GPU, y por  o t ro  u na  confi -
guración  de  sim ulación  que  de ter mine  el com por ta mien to  del mis mo. A con tinua-
ción  se  describen  con  m ás  detalle  cada  u no  de  es tos  as pectos  y  los  valores  con -
cretos  que  se ha n  u tilizado.
Trazas de ejecución
Las t razas  u tilizadas  en  es te  p royecto (véase la Tabla 4.1) ya es taban  gene-
radas  y disponibles  para  el p úblico en  general en  la wiki de  ATILA [2]. Fueron  ob-
tenidas  u tilizando  her ra mien tas  especiales  de  captu ra  desar rolladas  por  el equipo 
ATILA a par tir  de  diferen tes  juegos  de  ordenador.
1 Para m ás  infor mación  sobre  es ta  he rra mienta  p ue de consul tarse la referencia [11]
2 Para m ás  infor mación  sobre  es ta  he rra mienta  p ue de consul tarse la referencia [10]
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Juego Resolución Nº  de  frames
Doo m  3 1280x1024 2398
Quake 4 1280x1024 2270
Unreal Tourna ment  2004 1280x960 2759 
Prey guru5 1280x1024 2802
Tabla 4.1: Trazas utilizadas para  las si m ulaciones con ATILA.
Parámetros de configuración del simulador
De la  gran  cantidad  de  pará metros  que  p ueden  ser  configurados  en  el  si-
m ulador  ATILA, la  gran  m ayoría  han  sido  configurados  con  u n  valor  cons tan te  
para  todos  los  experimen tos  llevados  a  cabo. Se p uede  cons ultar  el  con tenido  del 
archivo de  configuración  u tilizado en  el apar ta do  9.2 del apén dice.
56
Tra zas  y configuración  u tilizadas
Para  po der  evaluar  diferentes  configuraciones  de  m ul ti - sa m pling  se  han  
tenido  que  ajus ta r  diná mica mente  para  cada  experimen to  los  siguientes  pará me-
t ros:
– ForceMSAA: Permite  activar / desactivar  la funcionalidad  de  m ul ti - sa m -
pling en  el sim ulador.
– MSAASamples : En caso  de  que  es té  activado  el m ul ti - sa m pling per mite  
especificar cuantas  m ues t ras  por  pixel son  necesarias.
Para  cada  t ra za  se  han  realizado  sim ulaciones  con  cada  u na  de  las  combi-
naciones  m os t radas  en  la Tabla 4.2.
Nombre de  la configura-
ción
ForceMSAA MSAASamples
x0 FALSE 0
x2 TRUE 2
x4 TRUE 4
x8 TRUE 8
Tabla 4.2: Configuraciones u tilizadas para  cada u na  de las trazas sim uladas.
4.3 Analisis de tráfico de memoria
En [12] se  carac terizan  diversos  juegos  y se  es tudian  m ulti tud  de  pará me -
t ros  para  u na  configuración  del sim ulador  equivalente  a  u na  tarjeta  ATI R520 . Sin 
embargo  no  encont ra mos  infor mación  sobre  como  influyen  las  diferen tes  confi-
guraciones  de  m ul ti - sa m pling  que  el  simulador  sopor ta  sobre  el  t ráfico  de  m e -
m oria generado.
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Por  tan to  se  consideró  impor tan te  cont ras tar  la  hipótesis  de  que  configu -
raciones  con  m ás  m ues t ras  de  m ul ti - sa m pling  acabarían  generando  m ás  t ráfico  
de  m e m oria y conocer en  que  p ro porción  aproximada mente.
Dicha  infor mación  se  ha  obtenido  a  par tir  de  los  es tadís ticos  que  el simu -
lador  genera, en  concreto  de  los es tadís ticos  por  fra me.
Se han  u tilizado los siguientes  es tadís ticos:
– ReadBytes_Sched[0 - 8] que  per mite  me dir  el t rafico to tal de  lectura  que  
se  ha  generado  para  cada  u no  de  los  8  planificadores  del  controlador  de  me -
m oria configurados.
– WriteBytes_Sched[0 - 8] que  per mite  me dir  el  t rafico  to tal  de  escritura  
que  se  ha  generado  para  cada  uno  de  los  8  planificadores  del  cont rolador  de  
me m oria configurados.
En el  gráfico  de  la  Ilus t ración  4.2 se  m ues t ra  el  t ráfico  generado,  tan to  de  
lectura  como  de  escritura, pa ra  u na  par te  significativa de  la t ra za  quake4. En él se  
p uede  ver  cómo  las  configuraciones  de  m ul ti - sa m pling  de  m ayor  n ú mero  de  
m ues t ras  p resen tan  m ayor  can tidad  de  t ráfico. Sin embargo, se  observa que  dicho 
incremento  no  es  p roporcional  al  n ú mero  de  m ues t ras.  Esto  es  debido  a  que  es  
t ráfico to tal y que  incluye, no  solo el t ráfico sensible al m ul ti - sa m pling, sino  ta m -
bién  el de  texturas, vér tices, e tc.
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4.4 Requisitos de los algoritmos de compresión
Uno de  los  obje tivos  m ás  impor tan tes  de  es te  p royecto  consis te  en  evaluar  
diferentes  algorit mos  de  com presión  con  el  fin  de  acabar  imple mentán dolo  en  el 
sim ulador.  El sim ulador  es  u na  aplicación  de  sof tware  que  rep resen ta  un  m o delo  
de  hardware. Por  tan to  hay que  tener  en  cuen ta  que  los  algorit mos  de  com presión  
que  se  evalúen  deben  ser  su sceptibles  de  ser  implementa dos  en  hardware  con  
u nos  cos tes  asequibles.  Ello  impone  u na  serie  de  requisitos  que  se  enu meran  a  
con tinuación:
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Ilustración 4.2: Tráfico por fra me  para  la traza  quake4.
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Requisi tos  de  los algorit mos  de  co m presión
– Debe ser  alta mente  paralelizable.
– Debe po der  ser  dividido en  etapas.
– La latencia de  ejecución  debe ser  lo m ás  baja  posible.
– Los bloques   resul tan tes  de  la com presión  deben  tener  u n  ta ma ño  m úl-
tiplo del ancho del bus  de  da tos.
Estos  requisitos  han  condicionado  to talmen te  la elección  de  los  algorit mos  
u tilizados.  En el  apar tado  4.5 se  explicarán  con  m á s  de talle  tan to  los  algoritmos  
como su  posible implementación  en  hardware.
4.5 Algoritmos de compresión evaluados
En base  a  los  conocimientos  adquiridos  sobre  m é todos  de  com presión  de  
los buffers  de  p rofun didad  y color (véase el apar tado  3.2), y los requisitos  enu me-
rados  en  el  apar ta do  4.4 se  ha n  diseñado  u na  serie  de  algorit mos  con  el  fin  de  
evaluarlos  y po der  cont ras ta r  el ren dimiento  de  cada  uno.
Los algorit mos  diseñados  se  basan  en  los  m é todos  de  offset  co m pression  y 
m saa  co mpression  debido  a  que  su  implementación  es  sencilla y ade más  per miten  
paralelizarlos.
El esque ma  general  del  p roceso  de  com presión  se  p ue de  ver  en  la  Ilus t ra-
ción  4.3. Un  de ter minado  com presor  será  visto  como  u na  caja  negra  que  ad mite  
u na  ent rada  (un  bloque  de  da tos  de  ta maño  fijo) y como  resul tado  da  un  bloque  
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de  da tos  que  p ue de  ser  del mis mo  ta maño  que  el bloque  de  ent rada  o  bien  me nor  
(recorde mos  que  se  debe  cu m plir  el  requisito  de  que  sea  m úl tiplo  del  ancho  del 
bus  de  da tos). Así mis mo  el bloque  de  da tos  de  salida  debe  po der  ser  desco m pri-
mido  con el fin de  obtener  el bloque de  da tos  original.
El t a maño  de  u n  bloque  de  da tos  de  la  me moria  cache  tan to  para  p rofun -
didad  como  para  color  en  el sim ulador  ATILA es  de  256  bytes. En es tos  256  bytes  
hay  64  elementos  contiguos  (que  codifican  o  bien  la  p rofun didad  de  u na  m ues t ra  
o  bien  el color) don de  cada  elementos  es  de  4  bytes. La disposición  de  dichos  ele-
me n tos  en  la imagen final viene de ter minada  por  la arquitectura  interna  del sim u -
lador  y  no  se  ha  considerado  en  la  evaluación.  Lo que  si  se  sabe  es  que  los  ele -
me n tos  contiguos  en  u n  bloque de  da tos  se  corres pon den  con par tes  contiguas  de  
la imagen.
A  continuación  se  explican  con  m á s  de talle  cada  u no  de  los  algorit mos  
clasificados  según  el mé todo  de  com presión  en  el que  se basan.
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Ilustración  4.3:  Esque m a  del  proceso  de  
co mpresión.
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4.5.1 Offset Compression
hilo
Este  algori tmo  es tá  basado  en  la  pa ten te  [7]. En realidad  el  algorit mo  fue 
diseñado  para  com presión  de  buffers  de  p rofun didad  y no  de  color.  Sin  e mbargo  
se  consideró  la  posibilidad  de  u tilizar  los  32  bits  que  com ponen  u n  color  (8 bits  
para  cada  u na  de  las com ponen tes  RGBA) como  un  n ú mero  na tu ral con  el que  po -
der  realizar  las  operaciones  que  se  describen  en  el  algorit mo  (véase  la  Ilus t ración
4.4).
El p rocedimiento  es  el siguiente, se  obtienen  cuat ro  elementos  de  referen -
cia  del  bloque  de  da tos  de  ent rada.  Las dos  p rimeras  referencias  se  correspon den  
con  los valores  mínimo y m áximo de  dicho bloque, y las o t ras  dos  referencias  res -
tan tes  se  obtienen  su ma n do  u n  des plaza miento  al  mínimo  y  res tando  el  mis mo  
des plaza mien to  al m áximo (véase Ilus t ración  4.5).
Si llama mos  a  esas  referencias  min , m ax , a  y b  tene mos  que  po de mos  defi-
nir  cuat ro  rangos  de  valores  que  son  [min , a ), [a , a+ desplaza miento), (b- desplaza-
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Ilustración  4.4: Representación  de  u n  co-
lor  en  co mponentes  RGBA  de  8  bits  cada  
u na  utilizando u n  entero de 32  bits.
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miento , b ], (b , m ax ]. Todos  los elementos  que  es tén  den t ro  de  es tos  rangos p ue den  
ser  codificados  como  una  diferencia del valor  del  elemento  con  respecto  a  u na  de  
las referencias  y un  índice que  indique  cual de  esas  referencias  se  ha  u tilizado.
El n ú mero  de  bits  necesarios  para  guardar  las  diferencias  del valor  del ele-
me n to  con  res pecto al valor de  referencia es  m e nor  que  el n ú mero  de  bits  necesa -
rios  para  el elemento  original, y pa ra  codificar el índice bas tarán  2  bits.
Si se  u tiliza  un  des plaza miento  m úl tiplo  de  2  para  la obtención  de  los  va-
lores  de  referencia  a  y b , en tonces  los  cálculos  y las  com paraciones  se  sim plifican  
bas tan te  y  per mite  dis tinguir  dos  par tes  pa ra  cada  elemento:  la  pa r te  alta  y  la 
par te  baja  (véase  la  Ilus t ración  4.6). La par te  alta  será  la  que  se  u tilizará  para  las 
com paraciones  con  las pa r tes  al tas  de  los valores  de  referencia y la pa r te  baja será  
la  que  se  u tilizará  para  codificar  las  diferencias  del  valor  del  elemento  con  res -
pecto al valor de  referencia. A par ti r  de  ahora  para  el caso de  los algorit mos  basa -
dos  en  offset  cada  vez  que  se  haga  m e nción  a  com paraciones  con  las  referencias  
se  es tará  refiriendo  a la com paración  de  las pa r tes  altas.
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Ilustración  4.5: Eje de  valores representables para  u n  entero de  32  bits en  el que  
se  delimitan  los  rangos  definidos  por  las  referencias  min,  m ax,  a  y  b.  Los  seg -
m e ntos  en  gris  se  corresponden  con  rangos  en  los  que  no  entrará  ningún  ele-
m e nto  del bloque  de  entrada. En a zul  los rangos que  si que  pueden  ser  codifica-
dos y  en rojo el rango no codificable.
0 232­1[min, a) [a, a+d) (b­d, b] (b, max]
min a = min+d b = max­d max
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Si alguno  de  los  elementos  del  bloque  de  ent rada  no  p ue de  ser  codificado  
siguiendo  el cri terio  explicado  anterior mente  debido  a  que  no  es tá  den t ro  de  nin -
guno  de  los  rangos  de  referencia, en tonces  la com presión  falla  y el bloque  de  da -
tos  de  salida  del  com presor  será  idén tico  al  de  en t rada  y no  se  habrá  po dido  re -
d ucir  s u  t a maño.
Según  cuan tos  bits  se  u tilicen  para  codificar  el  des plaza mien to  u tilizado  
para  calcular  las  referencias  a  y b , o  lo que  es  lo mis mo  si  tene mos  en  cuenta  que  
el  des plaza mien to  es  m úl tiplo  de  2,  según  cuantos  bits  se  u tilicen  para  la  pa r te  
al ta  y baja, el  ta maño  del  bloque  de  da tos  de  salida  del  com presor  será  diferen te  
(véase la Ilus t ración  4.7). Cuanto  m ayor  sea  el ta maño  de  la pa r te  baja, m ayor  será  
el  ta maño  del  bloque  de  salida.  Por  o t ro  lado  u n  ta maño  m ayor  de  la  pa r te  baja  
implica  que  la  pa r te  alta  será  m enor.  Pues to  que  la  pa r te  alta  es  la  que  se  u tiliza  
para  com parar  con  las  referencias,  cuan to  me nor  sea,  m ayor  será  la  p robabilidad  
de  que  coincida  con  alguna  referencia,  y  por  tan to  de  que  el  bloque  de  en t rada  
p ueda  ser  com primido. De aquí se  obtiene  que  p ue den  u tilizarse  diferen tes  ta ma -
ños  de  par te  alta  y baja  según  el equilibrio que  se  quiera tener  en t re  el ta ma ño  del  
bloque  de  da tos  de  salida  y la p robabilidad  de  éxito  de  com presión  del  bloque  de  
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Ilustración  4.6:  Representación  de  la  parte  alta  
(high) y  la parte  baja  (low) en  que  se puede  dividir  
u n  ele me nto si lo to m a mos co mo  u n  entero natural  
de 32  bits.
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en trada.
Si se  fijan  los  ta maños  posibles  del  bloque  de  da tos  de  salida  (cosa  que  
viene  m o tivado  por  el  hecho  de  que  los  bloques  de  salida  del  com presor  deben  
tener  u n  ta ma ño  m úl tiplo  del  ancho  del  bus  de  da tos),  nos  interesará  u tilizar  el  
ta maño  de  la  par te  al ta  m ás  pequeño  posible  que  per mita  que  el  ta ma ño  del  blo -
que  de  salida  sea  m enor  o  igual  que  el  ta ma ño  p refijado,  o  lo  que  es  equivalente 
que  la pa r te  baja  tenga  el n ú mero  m áximo de  bits. De es ta  m a nera  se  ob tienen  di -
feren tes  niveles  de  com presión  que  p ueden  ser  imple mentados  en  paralelo. En el  
caso  de  que  varios  niveles  de  com presión  tengan  éxito  se  escoge el bloque  de  da -
tos  de  salida m ás  pequeño.
En la Ilus t ración  4.8 se  m ues t ra  u n  esque ma  de  bloques  de  u na  posible im -
ple mentación  en  hardware  del  algorit mo  explicado.  Los  bloques  de  color  na ranja  
(más  oscuros) representan  bloques  de  da tos  y el  n ú mero  indica  el  ta maño  en  by-
tes  (cabe  recordar  que  u n  color  tiene  u n  ta maño  de  4  bytes,  po r  tan to  en  u n  blo -
que de  256 bytes  caben 64  colores). El bloque  min, m ax references  se  encarga de  
encon trar  las  referencias  del  mínimo  y el  m áximo  a  par tir  del  bloque  de  en t rada. 
A par tir  de  és tas  referencias  el  bloque   a, b  references  calcula  las  o t ras  dos  (a y  
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Ilustración  4.7: Ta m a ños del  bloque  de  salida  en  función  del n ú m ero  de  bits  de  la parte  baja.  Si se  
fijan  los ta m a ños de  salida  de  64,  128  y  192  bytes  nos  interesará  trabajar  con  partes  bajas  de  ta -
m a ño 5, 13  y  21  bits respectiva mente.
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Bytes 24 32 40 48 55 63 71 79 86 94 102 110 117 125 133 141
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
Bytes 148 156 164 172 179 187 195 203 210 218 226 234 241 249 257 265
Low bits
Low bits
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b) u tilizan do  u na  u nidad  de  s u ma  y o t ra  de  res ta  respectivamente. Dicha infor ma -
ción  es  pasada  a  los  diferen tes  bloques  de   check  & encode  de  cada  u no  de  los  
niveles  de  com presión  imple mentados  para  que  codifique, si  es  posible, el bloque  
de  en t rada.  Si no  es  posible  la  com presión,  en tonces  la  salida  queda  indefinida. 
Cada  codificador  t ransfiere  un  bloque  com primido  de  salida  a  un  selector  ( bes t  
level selector ) que  escoge  el  de  m e nor  ta maño  en  función  de  la  infor mación  que  
le llega de  los codificadores  de  cada  nivel.
En la  Ilus t ración  4.9 se  m ues t ra  el  p roceso  de  búsqueda  de  las  referencias  
mínimo y m áximo a par tir  del bloque de  ent rada. Para ello se  u tilizan  com parado -
res  en  cascada  que  acaban  for man do  u na  pirá mide  invertida  en  la  que  se  dis tin -
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Ilustración 4.8: Arquitectura  del co m presor hilo  para tres niveles de co m presión (bloques  
de 64, 128  y  192  bytes).
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guen  diferen tes  niveles, cada  u no  de  los cuales  dependiente del nivel s u perior. Los  
com paradores  de  u n  mis mo  nivel t rabajan  en  paralelo y el n ú mero  de  niveles  será  
log2(nº  elementos). En realidad  son  necesarias  dos  cascadas  diferen tes  que  t raba-
jan  en  paralelo, u na  para  la búsqueda  del mínimo y o t ra  para  el m áximo.
En la  Ilus t ración  4.10 se  m ues t ra  el  p roceso  de  com probación  y codifica-
ción   que  se  lleva a  cabo en  el bloque   check & encode  p ara  u no  sólo de  los  colo -
res  del  bloque  de  ent rada.  Si los  indicadores  de   valid  index  p a ra  todos  los  ele -
me n tos  son  verdaderos,  en tonces  ese  bloque  p uede  ser  codificado  u tilizando  ese 
nivel de  com presión.
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Ilustración  4.9: Búsqueda  en  cascada  del mí ni mo / m áxi mo  de  u n  bloque  de  da -
tos de  entrada. Se distinguen  diferentes niveles, cada  u no  de  los cuales depende  
del  superior.  Los co mparadores  de  u n  mis mo  nivel  trabajan  en  paralelo.  Se  a  
to m ado u n  bloque de  16  ele me ntos a  m o do de  eje m plo, aunque  se puede exten -
der  fácil mente  a  bloques  de  m a yor  ta m a ño  teniendo  en  cuenta  que  el  n ú m ero  
de niveles será log2(nº  ele me ntos).
min/max min/max min/max
min/max
min/max
min/max
min/max
min/max min/max min/max
min/max
min/max
min/max
min/maxmin/max
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hilore
Si recorda mos  la división  que  se  hacía  ent re  par te  alta  y baja  y tene mos  en  
cuen ta  los  com ponen tes  que  for man  u n  color  y cómo  es tán  dispues tas,  se  ve que  
dependiendo  del  n ú mero  de  bi ts  que  se  to men  para  la par te  alta  y baja, p redo mi-
narán  bits  de  las  com ponen tes  R y G en  la  pa r te  alta  y B y A en  la  pa r te  baja.  Si 
por  ejem plo la com ponen te  R varía m ucho  de  u n  color  a  o t ro  den t ro  de  u n  mis mo  
bloque  entonces  el  algoritmo  de  com presión  no  será  tan  efectivo, aunque  el  res to  
de  com ponen tes  a  penas  varíen.  Una  forma  de  inten tar  evitar  que  u na  sola  com -
ponen te  p ue da  tener  tan ta  influencia  por  si  mis ma,  consis te  en  par tir  a  su  vez  
cada  com ponen te  en  par te  alta  y  baja 
y  reordenar  los  bi ts  de  cada  com po-
nen te  de  tal  for ma  que  los  bits  altos  
de  las com ponen tes  queden  en  la pa r -
te  alta  y los  bits  bajos  de  las  com po-
nen tes  queden  en  las  pa r tes  bajas.  En 
la  Ilus t ración  4.11 se  m ues t ra  clara-
me n te  es ta  reordenación.
Se debe  inten ta r  dividir  cada  com ponen te  en  par tes  alta  y baja  teniendo  en  
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Ilustración  4.10: Co mprobación  y  codifica-
ción  de  u n  ele me nto  del bloque  de  datos  de  
entrada.  El indexador  co m parará  la  parte  
alta  (Hi) con  cada  u na  de  las referencias, si  
coincide  con  alguna   valid  index  vale  1  y  
 i  representa u n  índice a la referencia.
Hi Lo
Loi
min, max, a, b
indexer
valid
index
Ilustración  4.11: Reordenación  de  bits  por  co m -
ponentes. Las letras  m a y úsculas  H y  L represen -
tan  High  y  Low respectiva me nte  y  las minúsculas  
r, g, b, a  se refieren  a  las co m ponentes del color.
Hr Lr Hg Lg Hb Lb Ha La
Hr LrHg LgHb LbHa La
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cuen ta  que  las  pa r tes  al tas  de  las  com ponen tes  deben  encajar  lo mejor  posible  en  
la pa r te  alta  del color  en tero  y lo mis mo  para  la par te  baja. Por ejem plo, si inicial-
me n te  se  había  decidido  u tilizar  u na  par te  baja  para  el  color  en tero  de  8  bi ts,  lo  
ideal  sería  to mar  2  bi ts  de  la  pa r te  baja  por  cada  com ponen te  de  for ma  que  su -
me n  u n  to tal  de  8. Aunque  no  sie m pre  se  p uede  hacer  de  forma  exacta, p ues  si  se  
escogen  5  bits  pa ra  la  par te  baja  del  color  y 1  bit  pa ra  la  pa r te  baja  del  com po -
nen te  vemos  que  quedará  u n  bit  de  la pa r te  baja  del  color  que  será  rellenado  por  
u n  bit  al que  le correspon dería la pa r te  alta  del color.
Tal y como  se  hacía  en  hilo  de pen diendo  del  n ú mero  de  bits  que  se  to ma-
ran  pa ra  las  pa r tes  alta  y  baja  del  color  po dían  definirse  diferentes  niveles  de  
com presión. 
Como  la  búsque da  de  referencias  viene  a  continuación  de  la  reordenación  
y para  cada  nivel de  com presión  tene mos  u na  reordenación  diferente  de  los  bits, 
en tonces  necesitare mos  bloques  de  búsque da  de  referencias  indepen dientes  para  
cada  nivel de  com presión.  Esto  implicará  u n  cos te  m ayor  en  tér minos  de  área  del 
chip  al tener  que  replicar  es t ructu ras. Para  sim plificar  u n  poco  el p roceso, en  es te  
algorit mo  tan  solo  se  e m plean  dos  referencias,  el  mínimo  y el  m áximo,  ahorrán -
donos  el tener  que  calcular a  y b. Entonces  se  necesitará  tan  solo 1  bi t  para  los ín -
dices  de  referencia. El res to  del p roceso  de  com presión  sería  equivalente  que  para  
el caso de  hilo.
En la  Ilus t ración  4.12 se  m ues t ra  u n  diagra ma  de  bloques  de  u na  posible  
implementación  en  hardware  de  es te  algorit mo. El bloque   reorder   se  encarga  de  
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reordenar  los  bits  de  cada  elemento  tal  y  como  se  ha  explicado.  Dicho  p roceso  
que  en  sof tware requeriría varias operaciones, en  hardware es  t rivial.
hilorebi
Como se ha  visto  en  la Ilus t ración  4.9 la búsque da  del mínimo o el m áximo  
implica  tener  que  a t ravesar  de  for ma  secuencial  u na  cascada  de  com paradores. 
Según  el  n ú mero  de  elementos  del  bloque  de  en t rada  el  n ú mero  de  niveles  que  
hay  que  a t ravesar  secuencialmen te  se  calcula  como  log2(nº  elementos). En el  caso  
de  ATILA los  bloques  son  de  64  elementos,  por  lo  que  el  n ú mero  de  niveles  que  
hay  que  a t ravesar  es  6.  La latencia  de  cálculo  de  dicho  p roceso  de pen de  del  nú -
mero  de  niveles, po r  tan to  interesa rá  minimizar  el  n ú mero  de  niveles  que  a t rave-
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Ilustración  4.12: Arquitectura  del co mpresor  hilore  con  tres niveles de  co m presión  (bloques de  
64, 128  y  192  bytes).
256
reorder
min, max
references
check
& encode
64
reorder
min, max
references
check
& encode
128
reorder
min, max
references
check
& encode
192
best level selection
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sar. Una for ma  de  conseguirlo  es  dividir  el bloque  de  ent rada  en  dos  par ticiones  y 
buscar  el  mínimo  y el  m áximo  para  cada  u na  de  es tas  pa r ticiones  de  forma  inde -
pen diente  (en paralelo). De es ta  for ma  acaba mos  ob teniendo  cuat ro  referencias, el 
mínimo y el m áximo de  u na  par tición y el mínimo y el m áximo de  la o t ra.
Este  algorit mo  será  igual  que  el  hilore  solo  que  en  lugar  de  usar  sólo  dos  
referencias  u sará  cuat ro  y  ade más  se  habrá  reducido  la  latencia  de  búsqueda  de  
los  mínimos  y m áximos  en  u n  nivel de  com paradores. Se p ue de  consultar  la  Ilus-
t ración  4.12,  pero  en  lugar  de  bloques   min,  m ax  references  habrá  bloques  
 min1, m ax1, min2, m ax2 references . El nú mero  de  bi ts  por  índice será  de  2.
En es te  algorit mo  ade más  de  intentar  mejorar  la  latencia  to tal  ta m bién  se  
es tán  u sando  m á s  referencias,  lo  cual  implica  mejorar  las  posibilidades  de  éxito  
del  com presor,  aunque  dependerá  del  carác ter  de  los  da tos  de  en t rada.  Si a mbas  
par ticiones  tienen  colores  similares  y las  referencias  acaban  siendo  iguales  no  ha -
bre mos  ganado  m ucho,  sino  m ás  bien  todo  lo  cont rario,  p ues  cuan tas  m ás  refe-
rencias  tenga mos  m ayor  ta ma ño  ten drá  el  bloque  de  salida.  Sin embargo  si  coin-
cide que  con  las  cuat ro  referencias  po de mos  cubrir  todo  el rango de  valores  posi-
bles (véase la Ilus t ración  4.5) en tonces  ten dre mos  garan tiza do  el éxito  de  com pre-
sión  de  dicho bloque.
hilore4ref
En es te  algorit mo  la  es t ra tegia  es  similar  al  an terior  (hilorebi), ta mbién  se  
buscan  cuat ro  referencias. La diferencia es  que  se  inten ta  que  sean  lo m ás  signifi-
ca tivas  posible, es  decir  que  per mitan  cubrir  el m áximo  rango de  valores  posibles. 
71
Algoritmos  de  co m presión  evaluados
Las dos  p rimeras  referencias  las obtiene, como el res to  de  algorit mos, de  buscar  el 
mínimo  y el  m áximo  del  bloque  de  da tos  de  en t rada.  Las  o t ras  dos  referencias  se  
obtienen  como se explica a  con tinuación.
Se com paran  todos  los  elementos  del  bloque  de  ent rada  con  la  referencia  
de  valor  mínimo  y  se  escoge  el  p rimer  elemento  e m pe za n do  por  el  p rincipio  de  
valor  diferente  a  dicha  referencia.  Se realiza  lo  mis mo  pero  con  la  referencia  de  
valor  m áximo  y  se  escoge  el  p rimer  elemento  e m pezan do  por  el  final  que  tenga  
valor  diferen te. En caso  de  no  encont rar  valores  diferentes  se  escogerá  el mínimo  
o  el m áximo de  for ma  indiferente. De es ta  m a nera  se  intenta  tener  el m áximo  n ú -
mero  de  referencias diferentes. En la Ilus t ración  4.13 se p ue de  ver u n  eje m plo.
El res to  del p roceso  es  igual que  para  el algorit mo  hilorebi pero  u tilizando  
las cuat ro referencias  ob tenidas  tal y como se  ha  explicado.
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Ilustración  4.13: Búsqueda  de  referencias. Una vez  encontra -
das el m íni mo  y  el m áxi mo  se obtienen  las otras dos referen -
cias  (marcadas  con  u n  círculo).  El 5  se  obtiene  a  partir  del  
mí ni mo  y  el  2  a  partir  del  m áxi mo  siguiendo  el  sentido  que  
m a rcan  las flechas de la parte superior.
5 1 3 6 5 8 2 8
Búsqueda a partir del mínimo
Búsqueda a partir del máximo
mín max
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comp
Este  algorit mo  t ra ta  de  hacer  lo  m ás  independien tes  posibles  las  variacio -
nes  de  valor  de  las  com ponen tes  RGBA. Para  ello  se  fragmenta  el bloque  de  da tos  
de  en t rada  en  4  bloques  m á s  pequeños  cada  u no  de  los  cuales  contiene  informa -
ción de  color de  u na  sola com ponen te  (véase la Ilus t ración  4.3).
Para  cada  com ponen te  se  buscan  las  referencias  mínimo  y  m áximo  y  se  
lleva  a  cabo  el  res to  del  p roceso  tal  y como  se  ha  explicado  para  los  de más  algo-
rit mos. Los bloques  de  salida  se  acaban  jun tando  y se  obtiene  así el bloque  de  sa-
lida com primido.
El inconveniente  es  que  de  cada  elemento  de  ent rada  acabare mos  ob te-
niendo  4  índices  de  1  bi t  cada  u no, u no  por  cada  com ponen te.  Es decir,  acabare -
m os  teniendo  que  almacenar  en  el bloque de  salida 4  bits  por  cada  color de  ent ra -
da. Por  o t ro  lado  la búsqueda  de  referencias  es  m ucho  m ás  rápida  ya que  se  p ue -
de  realizar  en  paralelo  para  cada  com ponen te  y ade más  los  n ú meros  que  se  m a -
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Ilustración 4.14: Trata miento de  las co mponentes  
de for m a  independiente.
R1 G1 B1 A1 R2 G2 B2 A2 ...
R1 R2
G1 G2
B1 B2
...
...
...
A1 A2 ...
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nejan  son  de  sólo 8  bi ts.
4.5.2 Multi-sampling compression
msaa
Este  algori tmo  se  ha  basado  en  la  pa ten te  [8]. El objetivo  p rincipal  de  es te  
algorit mo  es  explotar  el  hecho  de  que  cuando  se  u tiliza  m ulti - sa m pling  es  m ás  
p robable que  se  dé  el caso  de  que  todas  las  m ues t ras  que  per tenecen  a  u n  mis mo  
fragmento  sean  iguales. Incluso  se  p uede dar  el caso todavía m á s  favorable de  que  
varios  fragmentos  contiguos  sean  idénticos.  En  es tos  casos  bas tará  con  guardar  
u n  solo color.
Otro  caso  que  se  conte m pla  es  el  hecho  de  que  cuando  el  borde  de  u n  
t riángulo a traviesa  u n  fragmento  quedan  delimitadas  dos  zo nas. La que  per tenece  
al  interior  del t riángulo y la del  fondo  del  fragmento. Esto  implica que  en  m uchas  
ocasiones  bas ta rá  con  guardar  los  colores  del  fondo  y  del  t riángulo  y  u n  índice  
por  cada  m ues t ra  que  indique  cual de  esos  dos  colores  debe  u tilizarse. En la  Ilus-
t ración  4.15 se representan  es tos  casos.
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Ilustración  4.15: Eje mplo de  cobertura  parcial y  total de  
los frag me ntos  y  su  representación  en  u n  bloque  de  16  
ele me ntos.  Se  m u estra  u n  tile  de  2x2  frag m entos  (ta m -
bién  lla m ado  quad). Cada  frag me nto  a  su  ve z  esta  for-
m a do  por  2x2  m uestras.  Se  asu me  que  las  m uestras  
so mbreadas  acabarán  teniendo  el  mis mo  color  al  estar  
cubiertos  por  el  triángulo  mientras  que  la  m u estra  que  
está  fuera  to m ará  el  color  del  fondo  de  la  imagen.  Los  
frag me ntos  total mente  so mbreados  pueden  ser  co m pri-
midos  usando  u n  solo color  de  referencia  mientras  que  
el  frag me nto  superior  izquierdo  necesitará  2  colores  de  
referencia.
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El algorit mo  consis te  en  buscar  subbloques  de  colores  con tiguos  que  cu m -
plan  alguno  de  los  casos  citados  anteriormente. Se e m pezará  explicando  el p rimer  
caso que  es  el m á s  sencillo y a  continuación  se explicará  el segun do  caso.
En el  p rimer  caso  se  t ra tará  de  buscar  subbloques  de  elementos  contiguos  
que  cu m plan  que  son  idén ticos.  Cuanto  m ayor  sea  el  ta maño  de  dichos  subblo-
ques  mejores  resul tados  se  obtendrán,  aunque  el  n ú mero  de  elementos  por  s ub-
bloque  debe  ser  el  mis mo  para  todos  los  s ubbloques  de  u n  mis mo  bloque  de  en -
t rada.  Teniendo  en  cuen ta  que  los  bloques  de  salida  com primidos  deben  ser  de  
ta maño  64,  128  o  192  bytes  y  que  los  bloques  de  en t rada  son  de  256  bytes,  tan  
solo  interesará  com probar  subbloques  de  2  o  4  elementos, p ues  con  m ás  elemen -
tos  se  obtienen  bloques  de  salida  m as  pequeños  de  64  bytes,  que  no  p ue den  ser  
t ra tados  por  el controlador  de  me moria. En la imagen  Ilus t ración  4.16 se  m ues t ra  
u n  ejem plo.
En el  segun do  caso  en  el  que  se  u tilizaban  dos  colores  de  referencia  por  
cada  subbloque  se  seguirá  el mis mo  procedimiento  pero  con  la res t ricción  de  que  
en  u n  subbloque  no  p ueden  haber  m ás  de  dos  colores  diferentes.  Igualmente  to-
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Ilustración  4.16: Eje mplo  de  co mpresión  con  
subbloques  de  2  ele me ntos  usando  u na  sola  
referencia por subbloque.
1 1 2 2 3 3 3 3
1 2 3 3
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dos  los subbloques  de  u n  bloque de  ent rada  deben  tener  el mis mo  n ú mero  de  ele-
me n tos.  En  es te  caso  se  guardarán  dos  colores  por  cada  subbloque,  y  no  u no  
como  se  hacía  en  el  caso  anterior. Además  se  ten drá  que  guardar  una  m áscara  de  
bits  que  indiquen  para  cada  elemento  del  s ubbloque  que  color  se  to mó  como  re -
ferencia. En la Ilus t ración  4.17 se  m ues t ra  u n  ejem plo.
Los diferen tes  niveles  de  com presión  que  se  p ueden  u tilizar  vienen  de ter -
mina dos  por  dos  pará met ros:
– El n ú mero  de  elementos  que  se consideran  por  s ubbloque.
– El n ú mero  de  referencias que  se  to man  por  subbloque.
En la Tabla 4.3 se  m ues t ran  los niveles u tilizados  para  evaluar  es te  algorit -
m o  en  función  de  dichos  pará metros  y el ta maño  resul tan te  del bloque com primi -
do  que  se obtiene a  la salida.
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Ilustración  4.17: Eje mplo  de  co mpresión  con  
subbloques  de  4  ele mentos  con  2  referencias  
por subbloque.
1 1 2 1 3 3 3 3
1 2 0010 3 3 0000
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Nº de  elementos  por  subbloque
2 4 8 16
Nº  de  referencias 
por  s ubbloque
1 128 64
2 192 128 64
Tabla 4.3: Niveles de co mpresión utilizados. En cada celda se especifica el ta m a ño  
en bytes del bloque co mpri mido resultante. Las celdas vacías se corresponden con  
niveles no evaluados o que no tiene sentido evaluar.
En la  Ilus t ración  4.20 se  m ues t ra  u n  diagra ma  de  bloques  de  u na  posible  
implementación  en  hardware de  es te  algorit mo.
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Ilustración 4.18: Arquitectura  del co m presor m saa.
256
best level selection
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16 elems
2 refs
encode
64 128 192
check
8 elems
2 refs
encode
check
4 elems
2 refs
encode
check
2 elems
1 ref
encode
64 128
check
4 elems
1 ref
encode
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4.6 Análisis de los algoritmos de compresión
En la  Ilus t ración  4.19 se  m ues t ra  el  p roceso  llevado  a  cabo  para  analizar  
los algorit mos  de  com presión  explicados  en  el apar tado  4.5. Se ha  u tilizado  el sis-
te ma  de  t uberías  de  UNIX pa ra  crear  u na  cadena  de  analizadores  que  reciben  los 
bloques  de  da tos  por  la  en t rada  es tán dar,  los  p rocesan  y los  redireccionan  hacia  
la  salida  es tán dar.  De es ta  m a nera  todos  los  analizadores  p rocesan  la  mis ma  in-
for mación,  y p ues to  que  el  sis tema  opera tivo  lanza  u n  p roceso  por  cada  analiza-
dor  el t rabajo se  acaba  repar tiendo  en  paralelo ent re  los  p rocesadores  disponibles  
en  la m áq uina.
Los  bloques  de  da tos  se  obtienen  de  las  cap turas  de  t ráfico  ent re  las  me -
m orias  cache  y  el  controlador  de  me moria  tal  y  como  se  explicó  en  el  apar tado  
4.1.1. Puesto  que  existe  una  captu ra  por  cada  t ra za  y configuración  simuladas,  el  
análisis  de  las  diferentes  captu ras  se  p uede  repar tir  en t re  los  diferentes  nodos  
disponibles del clus ter.
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Ilustración  4.19: Proceso general de  análisis de  los algo-
rit mos de co m presión.
Captura de 
bloques
Extracción y
redirección
de bloques
Analizador de
algoritmo de
compresión 0
Tablas de
resultados 0
Extracción y
redirección
de bloques
Analizador de
algoritmo de
compresión n
Tablas de
resultados n
...
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Existe  una  imple mentación  sof tware  por  cada  algorit mo  de  com presión  
evaluado. Dicha  imple mentación  se  encarga  de  recibir  bloques  de  da tos, aplicar  el 
algorit mo  de  com presión  y  generar  es tadís ticos  con  los  resul tados  obtenidos.  Se 
ha  u tilizado  el lenguaje  Java 1.4  ya que  p resenta  u n  balance adecuado  ent re  velo-
cidad  de  ejecución  y sencillez  de  u tilización.
Por cada  combinación  posible de  t ra za, configuración  y algoritmo  se  obtie-
ne  u na  tabla  en  la que  se  cuen tan  cuantos  bloques  se  han  generado  de  cada  ta ma -
ño  posible. En la Tabla 4.4 se  m ues t ra  u n  ejem plo.
level coun t
64 412869
128 165944
192 215347
256 67438
Tabla 4.4: Eje mplo de tabla obtenida tras analizar la traza  prey  para  la  
configuración de m ulti - sa m pling x4 para el algorit mo co mp.
A par tir  de  es tas  tablas  se  p ueden  generar  tablas  derivadas  que  contienen  
el  t ráfico  de  da tos  to tal  p rocesado  y  el  t ráfico  de  salida  generado  tal  y  como  se  
m ues t ra  en  la Tabla 4.5 de  ejem plo. 
level none hilo hilore hilorebi hilore4ref com p m saa
64 0 11,71 12,53 12,48 13,46 12,16 11,78
128 0 2,35 7,09 7,49 8,71 6,66 19,74
192 0 28,49 14,21 15,48 13,46 16,5 3,67
256 91,8 2,28 8,54 6,25 2,6 7,86 0,32
to tal 91,8 44,82 42,37 41,7 38,23 43,17 35,51
Tabla 4.5: Eje mplo de tabla con tráfico de salida (medido en  GB totales) de los  
diferentes algorit mos analizados para  la traza  prey con m ulti - sa m pling x4.
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El t ráfico to tal generado se  calcula como:
Tráfico de salida= ∑
s∈{64,128,192, 256}
s∗Bloques de tamaño s generados
Debido  a  que  el n ú mero  de  tablas  generadas  es  m uy  gran de  no  se  m os t ra -
rán  aquí, aunque  pod rán  ser  consultadas  en  el CD - ROM adjun to  (véase  el apar ta-
do  9.1 del apéndice para  cons ultar  cómo es tá  organizado).
A par tir  de  los da tos  obtenidos  se ha n  generado  dos  tipos  de  gráficos:
– Tráfico  de  salida  generado  por  cada  algorit mo  separado  por  ta maños  
de  bloque posibles.
– Tanto  por  ciento  de  bloques  com primidos  para  cada  ta maño  de  bloque  
posible.
Los  gráficos  se  m ues t ran  a  con tinuación  y es tán  agru pa dos  por  t razas.  La 
colu m na  de  la  izquierda  se  cor respon de  con  los  gráficos  de  t ráfico  generado  y la  
de  la  de recha  con  el  tan to  por  ciento  de  bloques  com primidos.  Cada  fila  se  co-
r respon de  con  u na  configuración  de  m ulti - sa m pling  diferente  en  el  siguiente  or -
den: x0 , x2 , x4 , x8 .
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Doo m  3
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Quake 4
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Unreal Tourna ment  2004
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Prey guru  5
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En los  gráficos  de  t ráfico de  salida, cada  colu m na  representa  el t ráfico ge -
nerado  a la salida de  cada  com presor. La excepción  es  la colu m na  none que  repre -
sen ta  que  no  se  ha  u sado  com presor  y que  por  tan to  todos  los  bloques  generados  
han  sido  del  m áximo  ta ma ño  (256  bytes    color  cían), o  lo que  es  lo  mis mo  equi -
vale al t ráfico to tal a  la en t rada  de  los com presores.
Lo deseable  es  que  el  t ráfico  a  la  salida  de  u n  com presor  sea  lo  m ás  bajo  
posible, que  es  u n  indicador  de  que  el algorit mo  se  com por ta  m ejor.
En es ta  ocasión,  a  diferencia  del  gráfico  de  la  Ilus t ración  4.2, el  t ráfico  de  
salida  para  diferen tes  configuraciones  de  m ul ti - sa m pling  si  que  es  p roporcional 
en  función  del  n ú mero  de  m ues t ras.  Esto  es  debido  a  que  el  t ráfico  cap tura do  es  
to talmen te  sensible  a  dicho  factor  y ya  no  incluye  el  t ráfico  generado  por  u nida -
des  ajenas.
Además  cada  bar ra  es tá  dividida  en  secciones  de  diferente  color  que  se  
correspon den  con  el t ráfico generado  a  par tir  de  los  bloques  que  per tenecen  a  u n  
deter minado  ta maño  de  ent re  los  posibles  (64, 128, 192  y 256  bytes). Lo deseable  
en  es te  sen tido  es  que  la  m ayor  par te  del  t ráfico  per tenezca  a  las  regiones  de  los  
ta maños  de  bloque  m á s  pequeños.  El com presor  que  sea  capa z  de  generar  m ás  
bloques  de  ta maños  m á s  pequeños  dará  m ejores  resul tados  que  los de más.
Lo explicado  ta mbién  se  p uede  observar  des de  el p u n to  de  vista  de  la p ro -
porción  de  bloques  de  u n  de ter minado  ta maño  que  se  han  generado.  Esto  es  lo 
que  se mide  con los gráficos  que  es tán  en  la derecha.
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Como  ejem plo  pode mos  mirar  el gráfico de  la t ra za  UT2004  para  la confi-
guración  x8. En él  el  t ráfico  a  la  salida  del  com presor  m saa  es  en  su  m ayor  par te  
debido  a  bloques  de  ta maño  64  bytes  (rojo) y se  com por ta  m ucho  m ejor  que  cual-
quier  o t ro.
Otra  for ma  de  mirarlo  es  que  los  com presores  que  fallen  m ás  bloques  (y 
que  generarán  m ayor  cantidad  de  bloques  de  ta maño  256  bytes) p resen tarán  re -
s ul tados  peores. Es lo que  se  observa en  las gráficas  de  UT2004. En es te  juego hay  
escenas  con  m ucha  variación  de  color  y  los  com presores  en  general  han  fallado  
m uchos  m ás  bloques,  obteniéndose  así  peores  resul tados  que  en  el  res to  de  t ra -
za s  en  las  que  generalmen te  las escenas  tenían  me nos  iluminación  y m e nos  varia-
ción de  los colores.
Pese  a  que  todos  los  resul tados  se  m ues t ran  teniendo  en  cuenta  u n  ancho  
de  bus  de  64  bytes  (de ahí  que  los  posibles  ta maños  de  los  bloques  sean  64,  128, 
192  y 256) ta mbién  se  han  realizado  análisis  teniendo  en  cuen ta  u n  ancho  de  bus  
de  32  bytes.  Pero  no  se  m ues t ran  para  abreviar. El resul tado  en  general  es  que  se  
consigue  ahorrar  u n  poco  m ás  de  t ráfico  de  me moria  debido  a  la  relajación  de  la  
res t ricción  de  alineación  de  los  ta maños  de  bloque  a  la  salida  posibles  que  pasan  
a  ser  32, 64, 96, 128, 160, 192, 224, 256 bytes.
También  se  debe  tener  en  cuen ta  que  la  escala  de  los  gráficos  para  las  di -
feren tes  configuraciones  es  diferen te,  y  que  por  tan to,  pequeñas  variaciones  de  
las  bar ras  del  gráfico en  la configuración  x8 son  m ás  significativas  que  en  el  grá -
fico de  x0. En es te  sen tido, cabe observar  que  el algorit mo  m s aa  se  com por ta  peor  
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que  los  de más  en  las  configuraciones  de  m ul ti - sa m pling  de  m e nos  m ues t ras,  sin  
embargo, pa ra  los  casos  de  m ayor  n ú mero  de  m ues t ras  es  m uchísimo  mejor,  su -
poniendo  u n  ahorro de  t ráfico m ucho  m ás  impor tan te.
4.7 Resultados comparativos
Con el fin  de  facilitar  la decisión  sobre  que  algorit mo  escoger  se  han  dise -
ña do  n uevas  tablas  y  gráficos  u tilizan do  los  ra tios  de  com presión  m e dios  de  to -
das  las t ra zas.
A par tir  del  t ráfico  de  ent rada  y  el  t ráfico  generado  a  la  salida  se  p ue de 
calcular  el  ra tio  de  com presión  me dio  ob tenido  para  u na  t ra za,  configuración  y 
algorit mo  de ter minado.  Permite  caracterizar  en  cuan tas  veces  se  ha  reducido  el  
t ráfico de  ent rada  y se calcula como:
Ratio de compresión=Tráfico de entradaTráfico de salida
Para u na  mis ma  configuración  de  m ul ti - sa m pling se  p ue de  calcular  la m e-
dia  de  los  ra tios  de  com presión  de  las  diferentes  t ra za s.  En la  Tabla  4.6 se  m ues -
t ran  los  ra tios  me dios  obtenidos  para  los  diferentes  algoritmos  de  com presión  
evaluados, y en  la Ilus t ración  4.20 la rep resen tación  gráfica de  dicha  tabla.
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hilo hilore hilorebi hilore4ref com p m saa
x0 1,77 1,85 1,87 2,00 1,83 1,46
x2 1,83 1,94 1,96 2,12 1,92 1,81
x4 1,92 2,08 2,13 2,32 2,04 2,49
x8 2,03 2,28 2,41 2,62 2,21 3,73
Tabla 4.6: Ratio de co mpresión m e dio por configuración de m ulti - sa m pling para  
cada algorit mo evaluado.
A sim ple  vista  se  p ue de  ver  cómo  el  algorit mo  m saa  des taca  sobre  todos  
los  de más  en  las configuraciones  de  m ul ti - sa m pling x4 y x8, tal y como  habíamos  
observado  en  el  apar tado  de  análisis,  pese  a  su  m enor  rendimiento  en  las  confi -
guraciones  x0 y x2. No es  de  extrañar  teniendo  en  cuen ta  que  se  t ra ta  de  u n  algo-
rit mo  especialmen te  diseñado  para  explotar  las  caracterís ticas  del  m ul ti - sa m -
pling.
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Ilustración  4.20: Gráfico  co mparativo  de  ratios  de  
co m presión  m e dio  por  configuración  de  m ulti - sa m -
pling para cada algorit mo evaluado.
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Entre  los  algorit mos  basados  en  offset  com pression  se  ve cómo  a  pesar  de  
que  el  ren di mien to  mejora  con  las  configuraciones  de  m ul ti - sa m pling  con  m ayor  
n ú mero  de  m ues t ras,  el  ren dimiento  de  u n  algoritmo  en  relación  a  los  de más  
p uede ser  clasificado indepen diente mente de  dichas  configuraciones. 
Por tan to  se  p ueden  clasificar  teniendo  en  cuenta  tan  solo el ra tio  de  com-
p resión  de  la siguiente  m a nera:
– m s aa
– hilore4ref
– hilorebi
– hilore
– com p
– hilo
Los  resul tados  ob tenidos  has ta  es te  p u n to  todavía  no  son  concluyentes, 
p ues  todavía hay o t ro  factor  que  se debe tener  en  consideración. 
Los algorit mos  que  se han  evaluado (véase apar tado  4.5) han  sido  seleccio-
na dos  teniendo  en  cuen ta  los  requisitos  comenta dos  en  el apar tado  4.4 con  el  fin  
de  que  fueran  ap tos  para  u na  imple mentación  en  hardware.  Sin  embargo  no  se  
p ueden  implementar  todos, y por  tan to  hay que  seleccionar  el algorit mo  o algorit -
m os  m ás  adecuados.  Para  ello  no  solo  se  tendrá  en  consideración  los  res ul tados  
de  ren dimiento  obtenidos  en  el  análisis  (véase  apar tado  4.7) sino  que  ta mbién  se 
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deberá  tener  en  consideración  el cos te  de  ejecución  en  hardware.
Para  cuan tificar  el  coste  de  ejecución  se  u tilizará  la la tencia  de  cálculo  del  
algorit mo  de  com presión.  Dicha  latencia  se  me dirá  en  ciclos  de  reloj  y será  es ti -
m a da  a  par tir  de  los  diagra mas  de  bloques  p rop ues tos  en  el apar tado  4.5. Se asu -
mirá  que  la la tencia  de  cálculo  de  u na  u nidad  básica  de  com paración  equivale  a  1  
ciclo de  reloj.
En la Tabla 4.7 se  m ues t ran  las latencias es timadas  para  cada  algorit mo.
Algoritmo Latencia
hilo 10
hilore 9
hilorebi 8
hilore4ref 12
com p 7
m saa 6
Tabla 4.7: Latencias esti madas para los algorit mos evaluados.
Como  se  p ue de  observar  el algorit mo  que  mejor  ra tio  de  com presión  tiene  
ta mbién  es  el  m ás  econó mico  en  tér minos  de  latencia. Otro  de talle  observable  es  
que  el  siguiente  algorit mo  mejor,  hilore4ref,  es  el  que  tiene  u n  m ayor  coste  de  
ejecución  lo que  lo hace me nos  apropiado.
4.8 Implementación en el simulador
Después  de  es tudiar  los  resul tados  de  los  algorit mos  la decisión  sobre  que  
algorit mo  implementar  en  el sim ulador  se  decan ta  hacia el algorit mo  m saa. Pese a  
que  no  tiene  el  m ejor  ren dimiento  para  configuraciones  de  m ul ti - sa m pling  bajas  
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si  que  p resen ta  la  mejor  relación  coste / r en dimiento  con  diferencia  sobre  los  de -
m á s  p resen tan do  los  mejores  resul tados  tan to  a  nivel  de  ra tio  de  com presión  
como de  coste  de  ejecución·
A continuación  se  describe  la  arquitectu ra  sof tware  de  la  imple mentación  
del com presor  y sus  relaciones  con  o t ros  com ponen tes  del sim ulador  (véase  ta m -
bién  la Ilus t ración  4.21).
Las  u nidades  que  necesi tan  acceder  a  los  buffers  de  p rofun didad  y  color  
son  la  u nidad  de  tes t  de  p rofun didad  (Z  Test),  la  u nidad  de  me zcla  del  color  
(blending ), el DAC  y el Blitter .  
La u nidades  DAC y Blit ter  tan  solo  necesitan  tener  acceso  de  lectura  y por  
tan to  tan  solo necesi tarán  desco m primir. 
Las  u nidades  de  Z tes t  y blending  accederán  a  t ravés  de  u na  me moria  ca -
che. Existe  u na  clase  que  implementa  las  funcionalidades  comu nes  de  la m e m oria  
cache que  se llama ROPCache . A par tir  de  ella derivan  las imple mentaciones  espe-
cíficas  para  p rofun didad  y color  llama das  ZCacheV2  y  ColorCacheV2  re spectiva-
me n te.
Se han  tenido  que  hacer  pequeñas  m o dificaciones  en  ROPCache , ZcacheV2 , 
ColorCacheV2 ,  DAC y  Blitter p ara  adap tar se  a  la  infraes t ructu ra  de  com presión  
implementa da.
La infraes t ructu ra  de  com presión  ha  sido  diseñada  de  tal  for ma  que  per -
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mita  imple menta r  n uevos  com presores  en  el  fu tu ro  de  for ma  sencilla  sin  tener  
que  m o dificar a  penas  na da  del simulador.
Para  ello  se  ha  diseñado  u na  interfaz  abs t racta  que  deberá  cu m plir  todo  
n uevo  com presor  (Co mpressorEm ulator) y dos  clases  singleton  (DepthCo m presso-
rEmulator  y  ColorCo mpressorEm ulator) encargadas  de  encapsular  la  implementa -
ción concre ta  del com presor  (MsaaCo mpressorEmulator).
Además  se  han  diseñado  clases  auxiliares  para  facilitar  el t rabajo del com -
p resor.  Estas  son  BitStrea mWriter  y  BitStrea mReader  que  per miten  escribir  y leer  
cadenas  de  bits  hacia y des de  u n  buffer  de  m e moria.
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Ilustración 4.21: Diagra m a  UML de la imple me ntación del co mpresor en  el si mulador.
Planificación  te m poral
5 Planificación temporal
En el diagra ma  de  Gant t  de  la  Ilus t ración  5.1 se  m ues t ran  las  ta reas  plani-
ficadas  y su  dis t ribución  en  el tiem po  de  d u ración  p revis to  del p royecto.
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Ilustración 5.1: Planificación te m poral de las tareas.
TAREA JULIO AGOSTO SEPTIEMBRE OCTUBRE NOVIEMBRE DICIEMBRE ENERO
Definición del proyecto
Estudio del pipeline gráfico
Estudio de la arquitectura hardware de ATILA
Estudio de la arquitectura software del simulador ATILA
Estudio de métodos anti­aliasing
Estudio de métodos de compresión en hardware gráfico
Estudio e implementación de herramientas de ejecución en cluster.
Ejecución, gestión y recogida de datos de simulaciones
Análisis de analizadores de compresión
Diseño de analizadores de compresión
Implementación de analizadores de compresión
Pruebas de los analizadores de compresión
Ejecución, control y recogida de datos de los analizadores de compresión
Evaluación de los resultados obtenidos
Implementación del compresor en  el simulador ATILA
Documentación de los procesos
Planificación  te m poral
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6 Valoración económica
6.1 Análisis del tiempo de realización del proyecto
En es te  apar tado  se  p resen ta  u na  es timación  de  las  horas  de dicadas  a  la  
realización  de  es te  p royecto. Los da tos  se  intentan  acercar  lo m áximo  posible  a  la  
realidad, sin  embargo se asu men  posibles variaciones  en  las es timaciones.
La  Tabla  6.1 m ues t ra  el  tie m po  de  t rabajo  necesario  para  el  analista,  el 
p rogra ma dor  y el grupo  de  p ruebas  y ejecución.
TAREA Analista Progra m. Pruebas
Definición  del p royecto 15 h.
Estudio del pipeline gráfico 20 h.
Estudio de  la a rq uitectura  har dware de  ATILA 30 h.
Estudio de  la a rq uitectura  sof tware del sim ulador  ATILA 50 h. 50  h.
Estudio de  mé to dos  an ti - aliasing 50 h.
Estudio de  mé to dos  de  co m p resión  en  har dware gráfico 50 h. 40  h.
Estudio  e  imple mentación  de  herra mientas  de  ejecución  
en  clus ter.
80  h.
Ejecución, ges tión  y recogida de  da tos  de  simulaciones 100 h.
Análisis  de  analizadores  de  co m presión 35 h.
Diseño de  analizadores  de  co m presión 30 h.
Implementación  de  analiza dores  de  co m p resión 60 h.
Pruebas  de  los analizadores  de  co m p resión 40 h. 60  h.
Ejecución, cont rol  y recogida  de  da tos  de  los  analizadores  
de  co m presión
55 h.
Evaluación  de  los resultados  obtenidos 20 h.
Implementación  del co m p resor  en   el simulador  ATILA 60 h.
Docu mentación  de  los p rocesos 160 h.
Tabla 6.1: Tie mpo de trabajo de las tareas.
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Tanto  el analis ta  como el p rogra ma dor  deben  es tudiar  la arquitectura  y los  
mé todos  de  com presión.  El analis ta  pa ra  realizar  el  análisis  y diseño  de  los  algo-
rit mos  de  com presión  y el p rogra mador  para  s u  implementación.
El p rogra ma dor  ade más  deberá  de dicar  tiem po  a es tu diar  el en torno  de  si -
m ulación  en  el clus ter  ya que  deberá p rogra mar  los scrip t s  de  ejecución.
El equipo  de  p ruebas  y ejecución  se  encargará  tan to  de  ejecutar  las  p rue-
bas  del  sof tware  desar rollado,  como  de  ejecutar,  ges tionar  y recoger  los  resul ta-
dos  de  las sim ulaciones.
Total horas  analista: 460 horas
Total horas  p rogra ma dor: 330 horas
Total p robador: 215 horas
Total horas: 1005 horas
6.2 Coste económico de proyecto
En es te  apar tado  se  realiza  u na  es timación  del  coste  econó mico  del  p ro -
yecto, teniendo  en  cuenta  el n ú mero  de  horas  dedicadas  por  t rabajador  del  apar -
tado  an terior. Para calcularlo no  se  han  tenido  en  cuenta  las  horas  de dicadas  a  los  
es tudios.
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Para hacer  los cálculos se  usa rán  los siguientes  costes  por  hora  de  analista, 
p rogra ma dor  y grupo  de  p ruebas  y ejecución.
– Analista: 40  euros  /  hora
– Progra ma dor: 30  euros  /  ho ra
– Grupo de  p ruebas  y ejecución: 25  euros  /  ho ra
En  los  costes  se  incluyen  costes  directos  e  indirectos  (energía  eléctrica,  
m a n tenimiento  infraes t ructu ra  de  com p u tación, e tc).
El coste  de  u n  t rabajador  se  calcula  como  el p roducto  de  horas  dedicadas  
al p royecto por  el cos te  de  cada  hora  para  dicho t rabajador:
– Coste analista  =  40  euros  /  hora  * 460 horas  =  18400 euros
– Coste p rogra ma dor  =  30  euros  /  ho ra  * 330 horas  =  9900 euros
– Coste p robador  =  25  euros  /  ho ra  * 215 horas  =  5375 euros
El coste  to tal  se  calcula  como  la  s u ma  del  cos te  del  analista,  el  cos te  del  
p rogra ma dor  y el  coste  del  grupo  de  p r uebas  y ejecución  (com pues to  por  2  per -
sonas):
Coste total=Coste analistaCoste programador2⋅Coste probador
Coste total=1840099002⋅5375=39050euros
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7 Conclusiones
El au men to  de  la calidad  de  las  imágenes  en  los  gráficos  3D implica  el uso  
de  técnicas  cada  vez  m ás  sofis ticadas  que  conllevan  un  au me nto  significativo  del 
los recursos  de  hardware necesarios.
Una  de  es tas  técnicas,  dirigida  a  dis minuir  los  efectos  no  deseados  del  
aliasing y por  tan to  mejorar  la calidad  de  la imagen, es  el m ul ti - sa m pling.
Un p roblema  directa mente  asociado  con  el uso  de  es ta  técnica  es  el incre -
me n to  significativo en  las necesidades  de  ancho de  ban da  de  acceso a  m e moria.
Para  t ra tar  de  paliar  dicho  p roble ma  nos  he mos  cent rado  en  la  pa r te  de  la  
GPU encargada  de  acceder  a  los  buffers  de  p rofun didad  y color  ya  que  rep resen -
tan  u na  par te  impor tan te  del  ancho  de  banda  to tal  necesario  (ent re  u n  20  y  u n  
40%).
En la litera tu ra  es pecializada  se  p roponen  técnicas  de  com presión  para  re -
d ucir  dicho ancho de  ban da.
Teniendo  en  cuen ta  los  requisitos  de  implementación  en  hardware  y la ar -
quitectura  de  la GPU ATILA se  ha  diseñado u n  conjun to  de  algorit mos  de  com pre -
sión  a  par tir  de  algorit mos  ya docu menta dos  y de  m o dificaciones  de  los mis mos.
A par tir  de  las  simulaciones  realizadas  con  t ra zas  de  juegos  de  ordenador  
reales  y  el  análisis  de  los  algorit mos  se  ha  po dido  confirmar  por  u n  lado  el  au -
me n to  en  necesidades  de  ancho  de  ban da  y por  o t ro  la efectividad  de  dicha  solu -
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ción  para  dis minuirlo, y ha  per mitido  caracterizar  el com por ta miento  de  los  algo-
rit mos  de  com presión  evaluados  teniendo  en  cuenta  tan to  el  ra tio  de  com presión  
como el coste  de  ejecución.
Para  las  configuraciones  de  m ul ti - sa m pling  de  4  y  8  m ues t ras  por  frag -
me n to  des taca  sobre  todos  los  de más  el  algorit mo  m s aa,  tan to  por  alcan zar  m e -
jores  ra tios  de  com presión  como por  su  me nor  cos te  de  ejecución. Por tan to  dicho  
algorit mo  ha  sido  implementado  en  el simulador  ATILA.
7.1 Futuras lineas de trabajo
Los  algorit mos  evaluados  han  sido  analizados  de  for ma  aislada  del  res to  
de  la GPU m e diante  el u so  de  cap tu ras  de  bloques  de  cache. Para  evaluar  m ejor  el 
impacto  global  habría  que  realizar  simulaciones  con  los  algorit mos  imple menta -
dos  en  el  sim ulador.  De es ta  m a nera,  se  po dría  es tudiar, no  solo  el  t ráfico  que  se  
ha  conseguido  reducir, sino  ta mbién  cómo  afecta  a  los  tiem pos  de  ejecución  de  la 
GPU.
Otra  posible  linea  de  t rabajo  recomen dable  sería  continuar  evaluando  el 
res to  de  algorit mos  de  com presión, que  pese  haber  sido  explicados, no  se  ha n  te -
nido  en  cuenta  en  la evaluación  para  es te  p royecto. De es ta  m a nera  po d ría mos  te -
ner  una  visión  m ás  a m plia. De la  mis ma  m a nera,  habría  que  es tu diar  t a mbién  los 
algorit mos  de  com presión  del  buffer  de  p rofun didad,  ya  que  no  era  viable  su  es -
tu dio jun to  a  los de  color, todo  en  u n  sólo p royecto.
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9 Apéndice
9.1 Organización del CD-ROM
En  la  carpeta  raíz  se  encuen tra  es te  mis mo  docu mento  en  for mato  p df  
para  que  p ueda  ser  consultado en  pa n talla.
En la  carpeta  cluster­tools se  encuent ran  los  scrip t s  u tilizados  para  las  
ejecuciones  en  el clus ter.
En  la  carpeta  gpu3d se  encuent ran  los  ficheros  de  código  fuen te  imple -
me n tados  en  es te  p royecto para  el simulador  ATILA.
En la  carpeta  resultados se  encuent ran  organiza das  por  carpetas  los  re-
s ul tados  y los  gráficos  generados  para  cada  u na  de  las  t ra zas  u tilizadas  y los  al -
gorit mos  evaluados.
Por cada  t ra za  se  dis tinguen  las  siguientes  carpetas: x0, x2, x4 y x8. Se co-
r respon den  con  los  resul tados  de  sim ular  cada  u na  de  las  configuraciones  de  
m ul ti - sa m pling  citadas  en  el apar tado  4.2. Dentro  de  cada  u na  de  ellas  encon t ra -
re mos:
– tables32 y  tables64: Contienen  las  tablas  resul tan tes  de  los  análisis  
de  los  algorit mos  de  com presión  considerando  anchos  de  bus  de  32  y 64  bytes  
respectivamente.
– graphs32 y graphs64: Contienen  los  gráficos, en  p df, p ng y p s, pa ra  los  
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análisis  de  los  algorit mos  consideran do  anchos  de  bus  de  32  y 64  bytes  res -
pectiva mente.
9.2 Archivo de configuración común para todos los experimentos
Statistics = TRUE 
StatisticsRate = 100000 
PerFrameStatistics = TRUE 
PerBatchStatistics = FALSE 
StatsFile = "stats.cycles.csv.gz" 
StatsFilePerFrame = "stats.frames.csv.gz" 
StatsFilePerBatch   =   "stats.bat­
ches.csv.gz" 
DumpSignalTrace = FALSE 
StartSignalDump = 0 
SignalDumpFile = "signaltrace.txt" 
SignalDumpCycles = 10000 
GenerateFragmentMap = FALSE 
FragmentMapMode = 3 
DoubleBuffer = FALSE 
ObjectSize0 = 512 
BucketSize0 = 131072 
ObjectSize1 = 4096 
BucketSize1 = 32768 
ObjectSize2 = 64 
BucketSize2 = 65536 
UseACD = FALSE 
[GPU] 
NumVertexShaders = 8 
NumFragmentShaders = 4 
NumStampPipes = 4 
[COMMANDPROCESSOR] 
PipelinedBatchRendering = FALSE 
[MEMORYCONTROLLER] 
MemorySize = 201326592 
MemoryClockMultiplier = 1 
MemoryFrequency = 1 
MemoryBusWidth = 64 
MemoryBuses = 4 
SharedBanks = FALSE 
BankGranurality = 1024 
BurstLength = 16 
ReadLatency = 10 
WriteLatency = 5 
WriteToReadLatency = 5 
MemoryPageSize = 4096 
OpenPages = 8 
PageOpenLatency = 13 
MaxConsecutiveReads = 16 
MaxConsecutiveWrites = 16 
CommandProcessorBusWidth = 8 
StreamerFetchBusWidth = 64 
StreamerLoaderBusWidth = 64 
ZStencilBusWidth = 64 
ColorWriteBusWidth = 64 
DACBusWidth = 64 
TextureUnitBusWidth = 64 
MappedMemorySize = 16777216 
ReadBufferLines = 32 
WriteBufferLines = 64 
RequestQueueSize = 128 
ServiceQueueSize = 32 
MemoryControllerV2 = TRUE 
V2MemoryChannels = 8 
V2BanksPerMemoryChannel = 8 
V2MemoryRowSize = 2048 
V2BurstElementsPerCycle = 2 
V2MaxChannelTransactions = 32 
V2ChannelInterleaving = 256 
V2BankInterleaving = 256 
V2ChannelScheduler = 3 
V2PagePolicy = 1 
V2PerfectMemory = FALSE 
[STREAMER] 
IndicesCycle = 2 
IndexBufferSize = 2048 
InputRequestQueueSize = 128 
AttributesCycle = 8 
InputCacheLines = 32 
InputCacheLineSize = 256 
InputCachePortWidth = 16 
InputCacheRequestQueueSize = 8 
InputCacheInputQueueSize = 8 
OutputFIFOSize = 512 
OutputMemorySize = 512 
VerticesCycle = 2 
AttributesSentCycle = 4 
[VERTEXSHADER] 
ExecutableThreads = 12 
InputBuffers = 4 
ThreadResources = 128 
ThreadRate = 1 
FetchRate = 1 
ThreadGroup = 1 
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LockedExecutionMode = FALSE 
ScalarALU = FALSE 
ThreadWindow = TRUE 
FetchDelay = 0 
SwapOnBlock = FALSE 
InputsPerCycle = 1 
OutputsPerCycle = 1 
OutputLatency = 11 
[PRIMITIVEASSEMBLY] 
VerticesCycle = 2 
TrianglesCycle = 2 
InputBusLatency = 10 
AssemblyQueueSize = 32 
[CLIPPER] 
TrianglesCycle = 2 
ClipperUnits = 2 
StartLatency = 1 
ExecLatency = 6 
ClipBufferSize = 32 
[RASTERIZER] 
TrianglesCycle = 2 
SetupFIFOSize = 32 
SetupUnits = 2 
SetupLatency = 10 
SetupStartLatency = 4 
TriangleInputLatency = 2 
TriangleOutputLatency = 2 
TriangleSetupOnShader = FALSE 
TriangleShaderQueueSize = 8 
StampsPerCycle = 4 
MSAASamplesCycle = 2 
OverScanWidth = 4 
OverScanHeight = 4 
ScanWidth = 16 
ScanHeight = 16 
GenWidth = 8 
GenHeight = 8 
RasterizationBatchSize = 4 
BatchQueueSize = 16 
RecursiveMode = TRUE 
DisableHZ = FALSE 
StampsPerHZBlock = 16 
HierarchicalZBufferSize = 262144 
HZCacheLines = 8 
HZCacheLineSize = 16 
EarlyZQueueSize = 256 
HZAccessLatency =  5 
HZUpdateLatency =  4 
HZBlocksClearedPerCycle = 256 
NumInterpolators = 4 
ShaderInputQueueSize = 128 
ShaderOutputQueueSize = 128 
ShaderInputBatchSize = 64 
TiledShaderDistribution = TRUE 
VertexInputQueueSize = 32 
ShadedVertexQueueSize = 512 
TriangleInputQueueSize = 32 
TriangleOutputQueueSize = 32 
GeneratedStampQueueSize = 256 
EarlyZTestedStampQueueSize = 32 
InterpolatedStampQueueSize = 16 
ShadedStampQueueSize = 640 
EmulatorStoredTriangles = 64 
[FRAGMENTSHADER] 
ExecutableThreads = 2048 
InputBuffers = 16 
ThreadResources = 8192 
ThreadRate = 4 
FetchRate = 2 
ThreadGroup = 16 
LockedExecutionMode = TRUE 
ScalarALU = TRUE 
ThreadWindow = TRUE 
FetchDelay = 4 
SwapOnBlock = FALSE 
InputsPerCycle = 4 
OutputsPerCycle = 4 
OutputLatency = 11 
TextureUnits = 1 
TextureRequestRate = 1 
TextureRequestGroup = 64 
AddressALULatency = 6 
FilterALULatency = 4 
TextureBlockDimension = 2 
TextureSuperBlockDimension = 4 
TextureRequestQueueSize = 512 
TextureAccessQueue = 256 
TextureResultQueue = 4 
TextureWaitReadWindow = 32 
TwoLevelTextureCache = TRUE 
TextureCacheLineSize = 64 
TextureCacheWays = 8 
TextureCacheLines = 8 
TextureCachePortWidth = 4 
TextureCacheRequestQueueSize = 32 
TextureCacheInputQueue = 32 
TextureCacheMissesPerCycle = 8 
TextureCacheDecompressLatency = 1 
TextureCacheLineSizeL1 = 64 
TextureCacheWaysL1 = 16 
TextureCacheLinesL1 = 16 
TextureCacheInputQueueL1 = 32 
[ZSTENCILTEST] 
StampsPerCycle = 1 
BytesPerPixel = 4 
DisableCompression = FALSE 
ZCacheWays = 4 
ZCacheLines = 16 
ZCacheStampsPerLine = 16 
ZCachePortWidth = 32 
ZCacheExtraReadPort = TRUE 
ZCacheExtraWritePort = TRUE 
ZCacheRequestQueueSize = 8 
ZCacheInputQueueSize = 8 
ZCacheOutputQueueSize = 8 
BlockStateMemorySize = 262144 
BlocksClearedPerCycle = 1024 
CompressionUnitLatency = 8 
DecompressionUnitLatency = 8 
#ZQueueSize = 64 
105
Archivo de  configuración  com ú n  para  todos  los  experimentos
InputQueueSize = 8 
FetchQueueSize = 64 
ReadQueueSize = 16 
OpQueueSize = 4 
WriteQueueSize = 8 
ZALUTestRate = 1 
ZALULatency = 2 
[COLORWRITE] 
StampsPerCycle = 1 
BytesPerPixel = 4 
DisableCompression = FALSE 
ColorCacheWays = 4 
ColorCacheLines = 16 
ColorCacheStampsPerLine = 16 
ColorCachePortWidth = 32 
ColorCacheExtraReadPort = TRUE 
ColorCacheExtraWritePort = TRUE 
ColorCacheRequestQueueSize = 8 
ColorCacheInputQueueSize = 8 
ColorCacheOutputQueueSize = 8 
BlockStateMemorySize = 262144 
BlocksClearedPerCycle = 1024 
CompressionUnitLatency = 8 
DecompressionUnitLatency = 8 
#ColorQueueSize = 64 
InputQueueSize = 8 
FetchQueueSize = 64 
ReadQueueSize = 16 
OpQueueSize = 4 
WriteQueueSize = 8 
BlendALURate = 1 
BlendALULatency = 2 
[DAC] 
BytesPerPixel = 4 
BlockSize = 256 
BlockUpdateLatency = 1 
BlocksUpdatedPerCycle = 1024 
BlockRequestQueueSize = 32 
DecompressionUnitLatency = 1 
RefreshRate = 5000000 
SynchedRefresh = TRUE 
RefreshFrame = TRUE
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