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P (A) Probabilidad del evento A.
Ω Espacio muestral.




B Álgebra de Borel.
X Vector aleatorio.
xi Componentes del vector aleatorio X.
PX Distribución de la variable aleatoria X
Rn R× R× ...× R (n veces).
F (X) Función de distribución de X.
f(x) Función de densidad de probabilidad de X.
E(X),mX Valor esperado de X o esperanza matemática.
E(X|Y ) Esperanza condicional de X dada Y .
KX Matriz de covarianza.
λ Vector de variables reales.
XT Trasposición del vector X.
µX Valor esperado de X.
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Continuación de la Notación
‖X‖ Norma del vector X.
ν(t) Intensidad del ruido blanco.
δ(t) Función delta de Dirac.
X0t Xt −mt.
W (t) Proceso de Wiener.
ω(t) Realizaciones de W (t).
Kw(t1, t2) Covarianza del proceso de Wiener.
V Ruido blanco.
u Entrada de control.
u∗ Ley de control óptima.
Y (t) Proceso de salida.
W1(t),W2(t) Procesos de Wiener.
RS Risk-Sensitive
(M) = x1 Monocitos
(Mφ) = x2 Macrófagos
As1, As2 Puntos de ajuste para x1 y x2.
ε Coeficiente del término de difusión en la ecuación del estado
λ Tasa de producción de (M)
λ1 Nivel de atenuación para problema de optimizaciń restringido.
dW (t) ∈ Lp2 Término de difusión en e estado dinámico.
µ, φ Parámetros del sistema
err1, err2 Diferencia entre el estado y los puntos de ajuste
err1 %, err2 % Cociente de erri como Asi, i = 1, 2.
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Junio, 2011
En la presente tesis se presentan los trabajos obtenidos como los algo-
ritmos del filtrado sub-óptimo risk-sensitive para sistemas polinomiales de
tercer grado con observaciones lineales; con un parámetro de intensidad,
multiplicando al término de difusión en las ecuaciones de estado y obser-
vaciones; la función de costo cuadrático exponencial a ser minimizada; se
obtienen las ecuaciones de filtrado sub-óptimo risk-sensitive y son aplicados
a un péndulo con fricción, tales ecuaciones se comparan con otros méto-
dos (Polinomial de tercer grado y Kalman-Bucy), comprobando la eficacia
del método risk-sensitive. También se trabaja con los algoritmos del con-
trolador óptimo risk-sensitive para sistemas polinomiales de primer grado
con un parámetro de intensidad, multiplicando al término de difusión en
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las ecuaciones de estado y observaciones; la función de costo cuadrático-
exponencial a ser minimizada; a través de una aplicación se comprueba
la eficacia del método risk-sensitive en comparación con el método lineal
cuadrático para diferentes valores del parámetro ε. Se trabaja también con
los algoritmos del control óptimo risk-sensitive para sistemas polinomiales
de segundo y tercer grado y parámetros de intensidad multiplicando al
término de difusión en la ecuación del estado. Para los sistemas de se-
gundo grado se realiza una aplicación a una tanque reactor de agitado
permanente y en los sistemas polinomiales de tercer grado se realiza la
aplicación sobre un satélite monoxial, en ambos casos se verifica la eficacia
del método risk-sensitive en comparación con el método tradicional para
diferentes valores del parámetro ε. Los algoritmos presentados en este tra-
bajo, son obtenidos matemáticamente y su eficacia es mostrada mediante
simulación usando Simulink en MatLab 7. También se presentan los algo-
ritmos del control sub óptimo RS h́ıbrido para sistemas estocásticos de
primer grado, con un parámetro de intensidad, multiplicando al término
de difusión en las ecuaciones de estado y observaciones; la función de costo
cuadrático exponencial a ser minimizada, se aplican dichos algoritmos a
la población de monocitos (M) y macrófagos (Mφ) que se generan a par-
tir de una célula progenitora mieloide común en la médula ósea, con un
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parámetro λ que representa el ı́ndice de producción de monocitos (M); la
eficacia de estos algoritmos son obtenidos matemáticamente y su eficacia
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Estocásticos de Primer Grado . . . . . . . . . . . . 20
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7.2. Control sub óptimo RS h́ıbrido H2/H∞ . . . . . . . . . . . 113
7.2.1. Aplicación . . . . . . . . . . . . . . . . . . . . . . 116
7.2.2. Descripción del modelo . . . . . . . . . . . . . . . . 116
7.2.3. Aplicación . . . . . . . . . . . . . . . . . . . . . . . 121
8. Conclusiones 131





En este trabajo se presentan casos particulares donde los procesos pre-
sentan disturbios los cuales son provocados por ruidos presentes en procesos
qúımicos, mecánicos, etc. Estos disturbios pueden afectar el proceso y en
consecuencia los resultados del mismo; los disturbios se presentan con la
forma particular de ruidos blancos Gaussianos en este trabajo y se desea
eliminarlos o minimizarlos. Este aspecto de la calidad es estudiado por la
teoŕıa de control para procesos estocásticos y en espećıfico, por la teoŕıa
de filtrado. En esta tesis se desarrollan las ecuaciones de filtrado sub-ópti-
mo y control óptimo partiendo de la ecuación de programación dinámica
Hamilton Jacobi Bellman (HJB), el cual ofrece las condiciones mediante
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las cuales se podrá minimizar el error. Y también se trabaja con el contro-
lador óptimo RS en el cual se minimiza el error, mediante las ecuaciones
de un estimado RS y se encuentra el control óptimo RS.
1.2. Antecedentes
La presente tesis presenta los algoritmos de filtrado y control ópti-
mos para sistemas polinomiales, entonces, aqúı se presentan algunos an-
tecedentes sobre el filtrado y control.
Dado que el filtrado óptimo lineal se obtuvo por Kalman y Bucy en los
60’s, numerosos trabajos se basan en él, véase, por ejemplo [77], [4], [34], [5],
[113], de la variedad de todos ellos. El modelo del filtrado determińıstico in-
troducido por Mortensen [12] ofrece una alternativa a la teoŕıa estocástica
de filtrado. En este modelo, los errores en el estado dinámico y de las obser-
vaciones se modelan como ”funciones con perturbaciones”determińısticas,
y un error del criterio de costo exponencial media-cuadrada que se reduce al
mı́nimo. Las condiciones especiales se dan para la existencia, la continuidad
y la acotación de f(X(t)) en la ecuación del estado, que se considera no
lineal, y la función lineal H(X(t)) en la ecuación de observación. Un con-
cepto del estimador estocaástico RS, introducido más recientemente por
McEneaney [36], lo que se refiere un sistema dinámico donde f(X(t)) es
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una función no lineal, observaciones lineales y la existencia de parámet-
ros ε̃ multiplicando el término de difusión en ambas ecuaciones (estado y
observaciones). En [118] y [56] se considera f(X(t)) como una función no
lineal.
Despues de que el problema de control óptimo lineal estocástico fué re-
suelto (ver [34], [77]), la teoŕıa de control óptimo para sistemas estocásticos
no lineales es basado en la ecuación de programación dinámica (Hamilton-
Jacobi-Bellman) [77] y el principio máximo de Pontryagin [59]. Una larga
tradición del diseño de control óptimo se desarrolló para sistemas no lin-
eales con respecto a un criterio cuadrático Bolza-Meyer (ver, por ejemplo,
[75]-[32]). Los problemas de control óptimo con respecto al criterio no tradi-
cional también fueron considerados: el problema del regulador cuadrático-
exponencial estocástico lineal (LEQR) fué introducido en [79], donde es
formulado para ambos sistemas, discreto y continuo. Ese tipo de crite-
rios son convencionalmente empleados en algunos de los problemas de la
mecánica estocástica ([80], [26]) y la f́ısica cuántica [81]. Los problemas de
análisis de LEQR estocásticos no linelaes y juegos diferenciales se llevaron
a cabo en [82]. Además la conexión entre el problema LEQR y control
H∞ a través de un principio de mı́nima entroṕıa se dió en [53]. Whittle
([83], [84]) consideró problemas en un tiempo de horizonte finito, usando
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ruido-pequeño asintótico. Cuando el proceso siendo controlado es gober-
nado por una ecuación diferencial estocástica, la fórmula de Whittle para
la tasa óptima de grandes derivaciones se obtuvo utilizando el método de
solución viscosa para la ecuación diferencial parcial en [82], [85]. Whittle
introdujo un parámetro RS en la formulación del problema [84], lo que
lleva el nombre de control RS. El parámetro entra en la ecuación de esta-
do, como un multiplicador de los ruidos de Gauss, y el criterio para tener
más en cuenta las variaciones del estado general que afectan a los valores
del criterio. Runolfsson [86], [87] utilizó ideas de grandes derivaciones de
tipo Ponsker-Varadhan para obtener un correspondiente juego diferencial
estocástico para el que la recompensa es un juego con criterio ergódico
(costo promedio esperado por unidad de tiempo). La asociación de la for-
mulación del espacio de estados se encontró a través del análisis de Fourier
(ver Francis [88], Dyn and McKean [89]). Esta formulación del espacio de
estados puede naturalmente ser vista en términos de dos jugadores, juego
de suma cero (ver, por ejemplo, Basar y Bernhard [16] y Limebeer entre
otros. [35]), que también permite ampliar la definición del control H∞ para
sistemas no lineales. La semejanza que se indica en los juegos diferenciales
también se utilizó en [27], [28], [15], y [30]. En [90], [91], [118], y [56], el
problema de control óptimo LEQR risk-averse para un sistema estocástico
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con ruidos blancos Gaussianos cuya intensidad depende de parámetros, se
dijo y solucionó usando una función valor, la cual es una solución viscosa
de la ecuación de programación dinámica (HJB). Una ventaja del criterio
RS es la robustez de la solución obtenida con respecto al nivel del ruido. De
hecho, ya que la solución al problema clásico de LQ es independiente del
nivel de ruido, que se produce al ser demasiado sensible a las variaciones
de los parámetros de la intensidad del ruido. Por otro lado, el problema RS
asume expĺıcitamente la presencia de pequeños parámetros en el criterio.
Esto conduce a una solución más robusta, que responde correctamente a
las variaciones de los parámetros y los resultados de los valores del criterio
para ambos, valores grandes y pequeños de los parámetros.
El criterio exponencial media-cuadrada (EMS), se introdujo en [48] para
sistemas determińısticos y en [90] para problemas estocásticos, se utiliza
en lugar del criterio convencional media-cuadrada para proporcionar una
estimación robusta, que es menos sensible a variaciones de los parámetros
de la intensidad del ruido.
Los sistemas autónomos de segundo orden ocupan un espacio importante
en el estudio de sistemas lineales porque las trayectorias de solución pueden
ser representadas por curvas en el plano [77]. Una ventaja del enfoque RS
es la robustez de la solución obtenida para el nivel del ruido.
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Las ecuaciones del control óptimo son derivadas buscando las funciones
valor cuadrático como soluciones a las correspondientes ecuaciones Hamilton-
Jacobi-Bellman.
Sin definir parámetros en las funciones valor son calculados a través
de ecuaciones diferenciales ordinarias compuestas mediante la recopilación
de términos que corresponden a cada potencia del polinomio del estado
dependiente en cada una de las ecuaciones HJB. La forma cerrada de las
ecuaciones del regulador RS son obtenidos en forma expĺıcita los problemas
de control.
1.3. Motivación
La motivación para realizar este trabajo es que no se contaba con algo-
ritmos para el filtrado de sistemas polinomiales de tercer grado, aclarando
que en este caso se obtienen estos algoritmos pero de forma subóptima, es
decir, haciendo una linealización del sistema real usando la serie de Tay-
lor alrededor del punto de equilibrio. También obtenemos los algoritmos
del control óptimo para sistemas polinomiales de segundo y tercer grado
con presencia de un parámetro de intensidad ε multiplicando al término de
difusión en las ecuaciones de estado y observación.
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1.4. Aportaciones
A continuación son presentadas las aportaciones de esta tesis.
1.4.1. Aplicación de los Algoritmos de Filtrado Sub-Óptimos
para Sistemas Estocásticos de Tercer Grado
El problema de filtrado RS con respecto al criterio exponencial media-
cuadrada es considerado para sistemas estocásticos Gaussianos con término
drift polinomial de tercer grado y parámetros de intensidad multiplicando
al término de difusión en las ecuaciones de estado y observaciones. La forma
cerrada de los algoritmos de filtrado sub-óptimo se obtiene linealizando un
sistema polinomial de tercer grado alrededor del punto de equilibrio y re-
duciendo el problema original al diseño del filtrado óptimo para un sistema
polinomial de primer grado. El problema de filtrado reducido se resuelve
usando una función valor cuadrática como solución de la correspondiente
ecuación HJB. El rendimiento del filtrado RS obtenido para sistemas poli-
nomiales de tercer grado es verificado en un ejemplo numérico contra el
filtrado óptimo de media-cuadrada para sistemas polinomiales de tercer
grado y el filtrado de Kalman-Bucy extendido, a través de la comparación
de los valores del criterio exponencial media-cuadrada. Los resultados de
este caṕıtulo se publicaron en: Society for Industrial and Applied Mathe-
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matics, 2009, USA; IEEE Multi-Conference on Systems and Control, 2009,
Rusia y XLI Congreso Nacional de la Sociedad Matemática Mexicana,
2008, México.
1.4.2. Controlador Óptimo RS para Sistemas Polinomiales Es-
tocásticos de Primer Grado
Este caṕıtulo presenta el problema del controlador óptimo RS para sis-
temas estocásticos polinomiales de primer grado con un parámetro de in-
tensidad, multiplicando al término de difusión en las ecuaciones de esta-
do y observaciones, también se presenta la función de costo cuadrático-
exponencial a ser minimizada. Las ecuaciones del controlador óptimo RS
son obtenidas basándose en las ecuaciones de filtrado y control óptimo RS
para sistemas polinomiales de primer grado y el principio de separación.
En el ejemplo, las ecuaciones del controlador óptimo RS son compara-
das con las ecuaciones del controlador convencional lineal-cuadrático para
sistemas polinomiales de primer grado. Los resultados de la simulación
revela significantes ventajas en los valores del criterio a favor del contro-
lador RS. Los resultados de este caṕıtulo se publicaron en 6th International
Conference on Electrical Engineering, Computing Sciencie and Automatic
Control, 2009, Toluca, Mxico.
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1.4.3. Control Óptimo RS para Sistemas Polinomiales Estocásti-
cos de Segundo Grado
El problema de control óptimo exponencial-cuadrático es considerado
para sistemas estocásticos Gaussianos con polinomios de segundo grado en
el término drift y parámetros de intensidad multiplicando al término de di-
fusión en la ecuación del estado. Las ecuaciones de control óptimo de forma
cerrada son obtenidos usando funciones valor cuadráticas como soluciones
a las ecuaciones correspondientes HJB. El rendimiento del regulador RS
obtenido para sistemas polinomiales estocásticos de segundo grado es veri-
ficado en un ejemplo numérico, mediante la comparación de los valores del
criterio exponencial-cuadrático para el control óptimo RS y las ecuaciones
del control bilineal. Los resultados de la simulación revelan fuertes ventajas
a favor del diseño de las ecuaciones del control óptimo RS en relación a los
valores del criterio final para diferentes valores del parámetro ε.
Los resultados de este caṕıtulo se publicaron en IEEE Multi-Conference
on Systems and Control, Rusia; XLI Congreso Nacional de la Sociedad
Matemática Mexicana, 2008, México y V Encuentro de la Participación de
la Mujer en la Ciencia, 2008, Guanajuato, México.
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1.4.4. Control Óptimo RS para Sistemas Polinomiales de Tercer
Grado
En este trabajo, las ecuaciones de control óptimo, fueron obtenidos a
través del método RS para sistemas estocásticos de tercer grado, con los
parámetros ε y γ, como multiplicadores del término de difusión y el cri-
terio exponencial cuadrático a minimizar. Esto se logra al proponer una
función valor cuadrática como solución viscosa de la ecuación diferencial
HJB. El control óptimo, el estado óptimo y el valor del criterio exponencial
cuadrático son obtenidos en el tiempo final. Estas ecuaciones son compara-
das con las ecuaciones de control óptimo polinomial a través de un ejemplo
y usando la misma función criterio exponencial cuadrática. En este caso,
en el cual tenemos un sistema polinomial de tercer grado, es complicado
ajustar la matriz P en el control RS, ya que tenemos términos de X(t) y
XT (t)X(t), sin embargo, se observa una mayor eficacia en el control óptimo
RS para cualquier valor del parámetro ε. Los resultados de este caṕıtulo se
publicaron en IEEE ICIT 2010, Chile y VI Encuentro de la Participación
de la Mujer en la Ciencia, 2009, Guanajuato, México.
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1.4.5. Control estocástico RS sub óptimo Hı́brido H2/H∞ para
sistemas polinomiales de primer grado
En este trabajo se presenta el problema de control sub óptimo RS h́ıbrido
H2/H∞ para sistemas polinomiales de primer grado. Es bien sabido que si
los problemas H2 y H∞ presentan diferencias en términos de su naturaleza
y objetivos declarados, tienen conexiones notables en su formulación [105].
Mientras que la metoloǵıa del controrl H2 propone minimizar una integral
de criterio cuadrático, independientemente de la robustez del diseno, el H∞
se propone una metodoloǵıa de control robusto en términos de optimización
de la relación de atenuación de enerǵıa de un canal de entrada-salida dado,
incorporando la noción de robustez en el diseño de control. Es importante
tener en cuenta que alcanzar robustez H∞ a menudo produce un deterioro
del rendimiento óptimo, mientras que el diseño H2 no posee en general
propiedades de robustez en el peor de los casos.
El objetivo de este trabajo es verificar la eficiencia del control óptimo de
RS con seguimiento, utilizando una función de criterio de costo cuadrático
exponencial J y comparando con J2 por H2 para valores de problema de
control RS en tiempo final T, para obtener valores del nivel de atenuación
λ1 sosteniendo la igualdad para el enfoque de control RS H∞ con criterio
de costo J∞, identificar la solución del problema restringido y no restringi-
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do. El sistema inmunológico innato en este trabajo se considera como los
monocitos (M) y el sistema dinámico macrofagos (Mφ). Este sistema re-
quiere mantener en algunos niveles de producción de (M) para un estado
saludable en un adulto humano. Estas celulas ((M) y (Mφ)) son respon-
sables del reconocimiento y eliminación de patógenos y células muertas
en el organismo humano. El nivel de producción de estas células ((M) y
(Mφ)) como se muestra en el sistema inmunológico, aśı como la salud y la
enfermedad pueden verse en [106]. El impacto de esta propuesta es obten-
er la modulación del efecto biológico basal, considerando desde un punto
de vista médico, el caso del control negativo. X1(t)(M) y X2(t)(Mφ) están
controlados y siguiendo los valores asintóticos para las condiciones de salud
en las personas mayores. La otra novedad de este trabajo, es la aplicación
de control RS, con función de costo J2, correspondiente al problema de
control H2 RS y problema de optimización restringida h́ıbrida H2/H∞ RS
al sistema dinámico de monocitos (M) y macrófagos (Mφ). A este sistema
de ecuaciones dinámicas, se le ha agregado el término de ruido blanco, con
respecto a que el comportamiento en el cuerpo humano no es determińısti-
co.
Los resultados de este caṕıtulo se publicaron en ELSEVIER, Journal of
Process Control, 2021.
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1.5. Organización de la Tesis
En el Caṕıtulo 2 se presenta una śıntesis de la teoŕıa de probabilidad,
teoŕıa de análisis funcional, procesos estocásticos, ecuaciones de Itô, teoŕıa
de filtrado, teoŕıa de control, necesarias para dar al lector una idea de los
conceptos en los que se fundamentan los resultados obtenidos, aśı como
las referencias en las que se sustenta la base teórica de los mismos. En el
Caṕıtulo 3 se presenta la obtención de las ecuaciones del filtrado sub-ópti-
mo para sistemas polinomiales de tercer grado, con observaciones lineales.
Además se realiza un aplicación a un péndulo con fricción para obtener
las ecuaciones de filtrado sub-óptimo y verificar la eficacia de este método
en comparación en el filtrado polinomial de tercer grado y el filtrado de
Kalman-Bucy extendido. En el caṕıtulo 4 se presenta el caso del contro-
lador óptimo RS para sistemas polinomiales estocásticos de primer grado
en donde se pretende minimizar el error y encontrar el control óptimo del
sistema. Se realiza una aplicación para verificar la eficacia del controlador
óptimo RS en comparación con el controlador convencional para cualquier
valor del parámetro ε. En el caṕıtulo 5 se presenta el control óptimo RS
para sistemas polinomiales de segundo grado con un parámetro de intensi-
dad multiplicando al término de difusión en la ecuación del estado. Estas
ecuaciones del control se obtienen usando una función valor como solución
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de la ecuación correspondiente HJB. Se realiza una aplicación sobre un
tanque reactor de agitado permanente para verificar que el control ópti-
mo RS tiene mayor ventaja con respecto al control polinomial de segundo
grado, es decir se obtiene valores mas pequeos del criterio exponencial-
cuadrático para cualquier valor del parámetro ε. De igual forma se ob-
tienen las ecuaciones del control óptimo RS para sistemas polinomiales de
tercer grado en el caṕıtulo 6, y se verifica la eficacia de este método a
través de la aplicación a un satélite monoaxial. En el caṕıtulo 7 se presenta
el Control estocástico RS sub óptimo h́ıbrido H2/H∞ para sistemas poli-





2.1. Probabilidad y Estad́ıstica
2.1.1. Variables aleatorias
El modelo matemático para una cantidad aleatoria es una variable
aleatoria.
Definición Si Ω es un conjunto dado, entonces una σ − algebra F en
Ω es una familia F de subconjuntos de Ω con las siguientes propiedades:
∅ ∈ F
F ∈ F ⇒ FC ∈ F , donde FC = Ω \ F es el complemento de F en Ω





El par (Ω,F) es llamado espacio medible. Una medida de probabilidad
P en un espacio medible (Ω,F) es una función P : F → [0, 1] tal que:
P (∅) = 0, P (Ω) = 1,
si A1, A2, ... ∈ F y {Ai}∞i=1 es disjunto ( esto es, Ai
⋂










La triada (Ω,F , P ) es llamada un espacio de probabilidad. Esto
es llamado un espacio de probabilidad completo si F contiene to-
dos los subconjuntos G de Ω con P - medida exterior cero, esto es, con
P ∗(G) := infP (F );F ∈ F , G ⊂ F = 0.
Los subconjuntos F de Ω los cuales pertenecen a F son llamados conjun-
tos F −medibles.
En un contexto de probabilidad estos conjuntos son llamados eventos
y usamos la interpretación:
P (F ) = ”la probabilidad de que el evento F ocurra”.
En particular si P (F ) = 1 decimos que ”F ocurre con probabilidad 1”.
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Dada cualquier familia U de subconjuntos de Ω existe la menor σ -
algebra HU contenida en U : HU =
⋂
{H;H σ-algebra de Ω,U ⊂ H}.
Llamamos a HU la σ-algebra generada por U .
Si U es la colección de todos los subconjuntos abiertos de un espacio
topológico Ω (Ω = Rn), entonces B = HU es llamada la σ-algebra de
Borel en Ω y los elementos B ∈ B son llamados conjuntos de Borel. B
contiene todos los conjuntos abiertos, todos los conjuntos cerrados, todas
las uniones contables de los conjuntos cerrados, todas las intersecciones
contables de tales uniones contables, etc.
Si (Ω,F , P ) es un espacio de probabilidad, entonces una función Y :
Ω→ Rn es llamada F medible, si:
Y −1(U) := {ω ∈ Ω;Y (ω) ∈ U} ∈ F
para todos los conjuntos abiertos U ∈ Rn (o equivalentemente, para todos
los conjuntos de Borel U ⊂ Rn).
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Si X : Ω → Rn es cualquier función, entonces la σ-algebra HX gen-
erada por X es la menor σ-algebra en Ω conteniendo todos los conjuntos
X−1(U);U ⊂ Rn abierto.
No es dificil demostrar que HX = {X−1(B);B ∈ B}, donde B es la
σ-algebra de Borel en Rn. X será entonces HX -medible y HX es la menor
σ-algebra con estas propiedades.
Lema Si X, Y : Ω → Rn son dos funciones dadas, entonces Y esHX




Una variable X es una función F - medible X : Ω→ Rn. Cada variable
aleatoria induce a una medida de probabilidad µX en R
n, definida por:
µX(B) = P (X
−1(B)).
µX es llamada la distribución de X.
Si
∫









es llamado la esperanza de X con respecto a P .
Más generalmente, si f : Rn → R es una medida de Borel y
∫














B) = P (A) · P (B).




· · ·Hik) = P (Hi1) · · · P (Hik)
para todas las opciones de Hi1 ∈ Hi1, · · ·Hik ∈ Hik con diferentes ı́ndices
i1, i2, ..., ik. Una colección de variables aleatorias {Xi; i ∈ I} es independi-
ente si la colección de las σ-algebras HXi generadas es independiente.
Si dos variables aleatorias X, Y : Ω→ R son independientes, entonces:
E[XY ] = E[X]E[Y ]
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siempre que E[|X|] <∞ y E[|Y |] <∞.
Definición. Un proceso estocástico es una colección parametrizada de vari-
ables aleatorias {Xt}t∈T definida en un espacio de probabilidad (Ω,F , P )
y suponiendo valores en Rn.
Extensión del Teorema de Kolmogorov Para todo t1, ..., tk ∈ T, k ∈ N
sea νt1,...,tk la medida de probabilidad en R
nk tal que
νtσ(1),...,tσ(k)(F1 × ...× Fk) = νt1,...,tk(Fσ−1(1) × ...×σ−1(k)), (2.1)
para todas las permutaciones σ en {1, 2, ..., k} y
νt1,...,tk(F1 × ...× Fk) = νt1,...,tk,tk+1,...,tk+m(F1 × ...× Fk ×Rn × ...×Rn),(2.2)
para todo m ∈ N, donde el conjunto del lado derecho tiene un total de
k +m factores. Entonces existe un espacio de probabilidad (Ω,F , P ) y un
proceso estocástico {Xt} en Ω, Xt : Ω→ Rn tal que
νt1,...,tk(F1 × ...× Fk) = P [Xt1 ∈ F1, ..., Xtk ∈ Fk],
para todo ti ∈ T, k ∈ N y todos los conjuntos de Borel Fi.
Fijamos x ∈ Rn y definimos
p(t, x, y) = (2πt)−n/2 · exp(−|x− y|
2
2t
) para y ∈ Rn, t > 0.
Si 0 ≤ t1 ≤ t2 ≤ ... ≤ tk define una medida νt1, ..., νtk en Rnk por
νt1,...,tk(F1 × ...× Fk) =
∫
F1×...×Fk
p(t1, x, x1)p(t2 − t1, x1, x2)...p(tk − tk−1, xk−1, xk)dx1...dxk,(2.3)
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donde usamos la notación dy = dy1...dyk para la medida de Lebesgue y la
convención de que p(0, x, y)dy = δx(y), la unidad de masa en el punto x.
Extendemos esta definición para todas las secuencias de t′is mediante el
uso de (2.1). De
∫
Rn p(t, x, y)dy = 1 para todo t ≥ 0, (2.2) se cumple,
aśı que por el Teorema de Kolmogorov existe un espacio de probabilidad
(Ω,F , P x) y un proceso estocástico {Bt}t≥0 en Ω tal que las distribuciones
de dimensión finita de Bt estan dadas por (2.3) esto es:
P x(Bt1 ∈ F1, ..., Btk ∈ Fk) =
∫
F1×...×Fk
p(t1, x, x1)...p(tk − tk−1, xk−1, xk)dx1...dxk,(2.4)
Definición. Este proceso es llamado movimiento Browniano a partir
de x (observe que P x(B0 = x) = 1).
Propiedades básicas del movimiento Browniano:
Bt es un proceso Gaussiano, esto es, para todo 0 ≤ t1 ≤ ... ≤ tk
la variable aleatoria Z = (Bt1, ..., Btk) ∈ Rnk tiene una distribución
(multi)-normal.
Bt tiene incrementos independientes, esto es, Bt1, Bt2 − Bt1, ..., Btk −
Btk−1 son independientes para todo 0 ≤ t1 < t2 < t3... < tk.
Definición. Supongamos que {Xt} y {Yt} son procesos estocásticos en
(Ω,F , P ). Entonces decimos que {Xt} es una versión de {Yt} si: P ({ω;Xt(ω) =
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Yt(ω)}) = 1 para toda t.
Teorema de continuidad de Kolmogorov. Suponga que el proceso
X = {Xt}t≥0 satisface la siguiente condición: Para todo T > 0 existen
constantes positivas α, β,D tales que:
E[|Xt −Xs|α] ≤ D · |t− s|1+β; 0 ≤ s, t ≤ T.
Entonces existe una versión continua de X.
Ruido Blanco
Un buen modelo del ruido es el ruido blanco.
Definición Una sucesión aleatoria {Xn, n = 1, 2, ...} es una sucesión de
Markov para cada p(Xk|Xl) = p(Xk), k > l. Si las variables aleatorias Xks
son normalmente distribuidos, la sucesión {Xn} es llamada sucesión aleato-
ria blanca Gaussiana. Podemos decir que el ruido blanco está compuesto
por la superposición de un gran número de pequeños, independientes, y
aleatorios efectos, y tomando en cuenta el teorema del ĺımite central, es
siempre Gaussiano.
Si {Xn, n = 1, 2, ...} es una sucesión de vectores aleatorios blancos Gaus-
sianos, la ley de probabilidad es especificada mediante su media E(Xn) y
su matriz de covarianza E{(Xn − E(Xn))(Xm − E(Xm))T},m, n > 1.
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Y que la sucesión es blanca, entonces:
E{(Xn − E(Xn))(Xm − E(Xm))T} = Qmδmn (2.5)
δmn = 1, n = m
= 0, n 6= m.
Donde Qm es una matriz de covarianza semidefinida positiva y δ es la fun-
ción delta de Dirac. Para conocer más propiedades acerca del ruido blanco
Gaussiano, consideremos la función de densidad de poder espectral, la cual




e−iτωγ(t+ τ, t)dτ (2.6)
Para el proceso Gaussiano, estacionario, escalar, con función de
correlación dada por:
γρ(t+ τ, t) = σ2(ρ/2)e−ρ|τ |. (2.7)





Con ρ = ∞, fρ(ω) = σ2, es una constante positiva. Este es el origen del
adjetivo blanco al proceso Gaussiano, ya que se compara con la luz blanca,
la cual contiene todas las frecuencias como sus componentes. Una densidad
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de poder espectral requiere de infinito poder, por lo cual el ruido blanco
Gaussiano no es f́ısicamente realizable. Se puede considerar el ruido blan-
co Gaussiano como una aproximación cuando la densidad espectral es un
proceso de banda ancha. Partiendo de 2.7, tenemos que si ρ es un entero,
entonces la sucesión {γρi|σ2, ρ1 < ρ2 < ...} define una función delta de
Dirac:
γ∞ = σ2δ(τ).
Aśı, se define formalmente un proceso blanco Gaussiano {Xt, t ∈ T} como
un proceso Gaussiano con:
E{(xt − E(Xt))(Xτ − E(Xτ))T} = Q(t)δ(t− τ)
Sea W (t),−∞ < t <∞, un proceso de Wiener con parámetro σ2. Sean
a y b números finitos y sea f una función continuamente diferenciable
en el intervalo cerrado de a a b. Dado que el proceso de Wiener es no






no existe en el sentido usual. Sin embargo, es posible dar un significado a
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W (t+ ε)−W (t)
ε
)dt,
si el ĺımite existe. Al evaluar expĺıcitamente, observemos que∫ b
a
f(t)(









































cuando ε −→ 0. Aśı, definimos∫ b
a
f(t)dW (t)
como el ĺımite del lado derecho de (2.9), cuando ε −→ 0, es decir, por la
fórmula∫ b
a
f(t)dW (t) = f(b)W (b)− f(a)W (a)−
∫ b
a
f ′(t)W (t)dt (2.10)
37
El lado derecho de (2.10) es bién definido y coincide con la fórmula de
integración por partes. La derivada del proceso de Wiener es llamada rui-
do blanco. Y no es un proceso estocástico en el sentido usual. Ya que
dW (t) = W ′(t)dt es un funcional que asigna valores a la integral que
aparece en el lado izquierdo de (2.10). El ruido blanco puede ser usado
para definir ciertas ecuaciones diferenciales estocásticas, las cuales son us-
adas en ciencias f́ısicas y especialmente en ciertas áreas de ingenieŕıa. Dado
que el proceso de Wiener es Gaussiano, de (2.10) tenemos que∫ b
a
f(t)dW (t)
se distribuye normalmente. Como es sabido, esta variable aleatoria tiene
media cero. Para calcular la varianza, tomemos a ≤ b y g como otra función



















2.2. Integrales de Ito
Definición Sea Bt(ω) un movimiento Browniano n-dimensional. En-
tonces, definimos Ft = Fnt para ser la σ-algebra generada por las variables
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aleatorias {Bi(s)}1≤i≤n,0≤s≤t. En otras palabras, Ft es la menor σ-algebra
que contiene todos los conjuntos de la forma:
{ω;Bt1(ω) ∈ F1, · · ·, Btk(ω) ∈ Fk},
donde tj ≤ t y Fj ⊂ Rn son conjuntos de Borel, j ≤ k = 1, 2, ... (Asumimos
que todos los conjuntos de medida cero estan incluidos en Ft).
Definición Sea {Nt}t≥0 una familia creciente de σ -algebra del subcon-
junto de Ω. Un proceso g(t, ω) : [0,∞)×Ω→ Rn es llamada Nt-adapatada
si para cada t ≥ 0 la función ω → g(t, ω) es Nt- medible.
Definición Sea V = V(S, T ) la clase de funciones f(t, ω) : [0,∞)×Ω→
R tal que:
(t, ω) → f(t, ω) es B × F -medible, donde B denota la σ-algebra de
Borel en [0,∞).





Definición: La integral de Ito. Sea f ∈ V(S, T ). Entonces la integral
de f está definida por:∫ T
S










(f(t, ω)− φn(t, ω))2dt]→ 0, cuando n→∞
2.3. Ecuaciones Diferenciales Estocásticas
Xt(ω) es la solución de la ecuación diferencial estocástica:
dXt
dt
= b(t,Xt) + σ(t,Xt)Wt, b(t, x) ∈ R, σ(t, x) ∈ R, (2.12)
donde Wt es un ruido blanco uni-dimensional. Xt satisface la ecuación
integral estocástica:







o en forma diferencial:
dXt = b(t,Xt)dt+ σ(t,Xt)dBt (2.14)
Teorema de la existencia y unicidad para ecuaciones diferen-
ciales estocásticas Sean T > 0 y b(·, ·) : [0, T ] ×Rn → Rn×m funciones
medibles que satisfacen:
|b(t, x)|+ |σ(t, x)| ≤ C(1 + |x|);x ∈ Rn, t ∈ [0, T ] (2.15)
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para alguna constane C, ( donde |σ|2 = Σ|σij|2) y tal que:
|b(t, x)− b(t, y)|+ |σ(t, x)− σ(t, y)| ≤ D|x− y|;x, y ∈ Rn, t ∈ [0, T ](2.16)
para alguna constante D. Sea Z una variable aleatoria la cual es independi-
ente de la σ−algebraF(m)∞ generada por Bs(·), s ≥ 0 y tal que E[|Z|2] <∞.
Entonces la ecuación diferencial estocástica
dXt = b(t,Xt)dt+ σ(t,Xt)dBt, 0 ≤ t ≤ T,X0 = Z (2.17)
tiene una única solución t−continua Xt(w) con la propiedad de que Xt(w)





2.4. Problema de Filtrado
Suponga que el estado Xt ∈ Rn en el tiempo t de un sistema esta dado
por una ecuación diferencial estocástica
dXt
dt
= b(t,Xt) + σ(t,Xt)Wt, t ≥ 0, (2.19)
donde b : Rn+1 → Rn, σ : Rn+1 → Rn×p satisface las condiciones (2.15),
(2.17) y Wt es un ruido blanco p-dimensional.
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En el problema de filtrado asumimos que las observaciones Ht ∈ Rm se
realizan continuamente y son de la forma:
Ht = c(t,Xt) + γ(t,Xt) · W̃t, (2.20)
donde c : Rn+1 → Rm, γ : Rn+1 → Rm×r son funciones que satisfacen
(2.15) y W̃t denota el ruido banco r − dimensional, independiente de Ut
y X0. Para obtener una interpretación matemática manejable de (2.20)
introducimos Zt =
∫ t
0 Hsds y de tal modo obtenemos la representación
integral estocástica de las observaciones:
dZt = c(t,Xt)dt+ γ(t,Xt)dVt, Z0 = 0, (2.21)
donde Vt es un movimiento Browniano r-dimensional, independiente de Ut
y X0.
Teorema: Filtrado de Kalman Bucy uni-dimensional
La solución X̂t = E[Xt|Gt] del problema de filtrado lineal uni-dimensional
dXt = F (t)Xtdt+ C(t)dUt; F (t), C(t) ∈ R sistema lineal
dZt = G(t)Xtdt+D(t)dVt; G(t), D(t) ∈ R observaciones lineales
satisface la ecuación diferencial estocástica:






dZt; X̂0 = E[X0]
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= 2F (t)S(t)− G
2(t)
D2(t)
S2(t) + C2(t), S(0) = E[(X0 − E[X0])2].
Teorema: Filtrado de Kalman Bucy multi-dimensional
La solución X̂t = E[Xt|Gt] del problema de filtrado lineal multi-dimensional
dXt = F (t)Xtdt+ C(t)dUt; F (t) ∈ Rn×n, C(t) ∈ Rn×p sistema lineal
dZt = G(t)Xtdt+D(t)dVt; G(t) ∈ Rm×n, D(t) ∈ Rm×r observaciones lineales
satisface la ecuación diferencial estocástica:
dX̂t = (F − SGT (DDT )−1G)X̂tdt+ SGT (DDT )−1dZt; X̂0 = E[X0]




FS+SF T−SGT (DDT )−1GS+CCT ; S(0) = E[(X0−E[X0])(X0−E[X0])T ]
La condición sobre D(t) ∈ Rm×r ahora es que D(t)D(t)T sea invertible
para todo t y que (D(t)D(t)T )−1 sea acotada en cada intervalo t acotado.
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2.5. Control Óptimo
2.5.1. Planteamiento del problema
La idea de control puede ser expresada como el proceso mediante el cual
se ejerce una influencia sobre el comportamiento de un sistema dinámico
(que vaŕıa con el tiempo) para alcanzar un propóosito previamente fijado.
Una clase importante de modelos de sistemas dinámicos controlados, a los
cuales se les dice simplemente sistemas de control, es la representada por
la ecuación diferencial en Rn
ẋ(t) = f(x(t);u(t));x(t0) = x0; (2.22)
donde la dinámica f es una función que satisface condiciones adecuadas y
el control u(·) pertenece a una familia especial U de funciones con valores
en un subconjunto U de Rn. Una vez elegido un control u ∈ U , el sistema
(2.22) determina una trayectoria o estado x(·) con condición inicial x0 en
el momento t0.
Por ejemplo, si se desea controlar la trayectoria de un avión, con condi-
ción inicial x(t0), para lograr una condición final x(tf), el estado del sis-
tema x(·) podŕıa representar la posición y velocidad del avión y el control
u(·) representaŕıa la fuerza o aceleración necesaria para lograr tal obje-
tivo. Con esta formulación, este ejemplo representa un problema para la
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Teoŕıa de Control, la cual hace énfasis en el análisis sobre las condiciones
necesarias y suficientes para la existencia de los controles adecuados, y su
computabilidad, aśı como también de la existencia, unicidad, y estabilidad
de la trayectoria que garantice el logro de dicho objetivo. Ahora bién, si
además se desea lograr tal propósito en un tiempo mı́nimo, o con mı́nimo
uso de combustible, entonces este es un problema de control óptimo. En tal
caso, se quiere minimizar una funcional que depende del estado del sistema
y del control llamada funcional de costo




donde L y ` satisfacen las condiciones necesarias. La función L representa
el costo incurrido por el desplazamiento x(·) y por la fuerza realizada u(·),
mientras que la función ` representa la penalización por la desviación del
estado x(tf) en el instante final tf de un estado deseado xf . En nuestro
ejemplo, si queremos minimizar la cantidad de tiempo transcurrido tf ,
debemos tomar ` = 0;L = 1. Por otro lado, si deseamos minimizar el uso
de combustible, podemos tomar L(x;u) = u2. Si un control u∗ es tal que
minimiza la funcional de costo, es decir, si
Ju
∗(·)(t0, x0) ≤ Ju(·)(t0, x0),∀u(·) ∈ U, (2.24)
entonces u∗ se denomina control óptimo.
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La Teoŕıa de Control Óptimo hace énfasis en el estudio de condiciones
necesarias y suficientes para la existencia y unicidad del control óptimo,
asi como también del desarrollo de metodoloǵıas para su determinación y
computabilidad.
2.5.2. Principio Máximo de Pontryagin
En 1959, L.S. Pontryagin et al [14], presentaron condiciones necesarias
de optimalidad, las cuales han sido llamadas el Principio del Máximo de
Pontryagin, para el problema de optimización determinado por (2.22) y
(2.23). Este resultado establece, bajo ciertas condiciones para la dinámica
f y la familia de controles U , que si u∗(·) es un control óptimo y x∗(·) es
la solución de (2.22) que corresponde a u∗(·), entonces existen una con-
stante λ ≤ 0 y una función vectorial φ, tales que el vector (λ;φ) no es
idénticamente nulo, φ es absolutamente continua y
φ̇(t) = −Hx(x∗(t), u∗(t), φ(t)), (2.25)
ẋ∗(t) = Hφ(x
∗(t), u∗(t), φ(t)),
H(x∗(t), u∗(t), φ(t)) = maxu∈UH(x
∗(t), u, φ(t))
donde el Hamiltoniano H está dado por H(x, u, φ) = λL(x, u) +φ · f(x, u).
Aqúı φ · f denota el producto interno de φ y f . Para algunos problemas
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especiales de control, el Principio del Máximo de Pontryagin enunciado
arriba no aporta suficiente información para resolver el problema de con-
trol óptimo. Problemas de este tipo son los descritos como problemas de
control óptimo singulares y que han emergido en varias especialidades de
ingenieŕıa, ciencias básicas, finanzas, etc. Un control óptimo se dice sin-
gular si el determinante det(Huu) se anula en todo punto a lo largo de la
trayectoria óptima. En caso contrario, el control óptimo se dice no singular.
En particular, si el Hamiltoniano H es lineal con respecto a una o más de
las funciones componentes del control, entonces dicho problema resulta ser
singular.
2.5.3. Método de Programación Dinámica
En 1957, Richard Bellman presentó el Método de Programación Dinámi-
ca para resolver problemas de control óptimo. Este método consiste en
reemplazar el problema de optimización (2.22) y (2.23), el cual contiene
una minimización en el espacio de dimensión infinita U , por una ecuación
diferencial en derivadas parciales no lineal, llamada ecuación de progra-
mación dinámica, o también ecuación de Hamilton-Jacobi-Bellman (HJB)
0 = Vt(t, x) + ı́nf
u∈U
{L(x, u) + Vx(t, x) · f(x, u)}, t ∈ [t0, tf ], x ∈ Rn,(2.26)
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que es satisfecha por una función denominada función de valor, la cual se
define como
V (t0, x0) = ı́nf
u(·)∈U
Ju(·)(t0, x0), (2.27)
Durante dos décadas la Teoŕıa de Control Óptimo dedicó mayor énfasis
al estudio, desarrollo y aplicación del Principio del Máximo de Pontryagin
dado que éste es válido en condiciones mucho más sencillas que las condi-
ciones requeridas para la validez del resultado de Bellman. En efecto, para
que la función de valor V satisfaga (2.26) en el sentido clásico de ecuaciones
en derivadas parciales se necesita que V sea continuamente diferenciable,
pero para muchos problemas de control óptimo, la función de valor no es
diferenciable. Crandall y Lions [4] presentaron una noción más débil de
solución de la ecuación de programación dinámica (2.26). Esta noción se
conoce como la de solución de viscosidad de (2.26). Con esta noción el
método de programación dinámica es aplicable en la mayoŕıa de los casos
de interés, aún cuando la función de valor no sea diferenciable. En efecto,
se ha probado en condiciones muy generales que la función de valor es una
solución de viscosidad de la ecuación de programación dinámica (2.26). Es
decir, la ecuación de programación dinámica (2.26) es una condición nece-
saria que la función de valor debe satisfacer en el sentido de viscosidad.
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2.5.4. Ecuación de Hamilton-Jacobi-Bellman
Suponga que el estado de un sistema en el tiempo t es descrito por un
proceso de Ito Xt de la forma:
dXt = dX
u
t = b(t,Xt, ut)dt+ σ(t,Xt, ut)dBt, (2.28)
donde Xt ∈ Rn, b : R×Rn × U → Rn, σ : R×Rn × U → Rn×m y Bt es
un movimiento Browniano m-dimensional. ut ∈ U ⊂ Rk es un parámetro
cuyos valores pueden ser elegidos en el conjunto dado de Borel U para
cualquier instante t con el fin de controlar el proceso Xt. Por lo tanto
ut = u(t, ω) es un proceso estocástico. Sea {Xs,xh }h≥s la solución de (2.28)




b(r,Xs,xr , ur)dr +
∫ h
s
σ(r,Xs,xr , ur)dBr;h ≥ s
y sea la ley de probabilidad de Xt a partir de x por t = s denotada por
Qs,x as que:
Qs,x[Xt1 ∈ F1, ..., Xtk ∈ Fk] = P 0[X
s,x
t1 ∈ F1, ..., X
s,x
tk ∈ Fk]
para s ≤ ti, Fi ⊂ Rn; 1 ≤ i ≤ k, k = 1, 2, ...
Sean f : R×Rn × U → R y g : R×Rn → R funciones continuas, sea
G un dominio fijo en R×Rn y sea T̂ el primer tiempo de salida despues
de s de G para el proceso {Xs,xr }r≥s, esto es:






|fur(r,Xr)dr|+ |g(T̂ , XT̂ )|X{T̂<∞}] <∞ para toda s, x, u.
donde fu(r, z) = F (r, z, u) Definimos la función criterio Ju(s, x) por:
Ju(s, x) = Es,x[
∫ T̂
s
fur(r,Xr)dr + g(T̂ , XT̂ )X{T̂<∞}].
Para obtener una notación más fácil, introducimos:
Yt = (s+ t,X
s,x
s+t) para t ≥ 0, Y0 = (s, x)




t = b(Yt, ut)dt+ σ(Yt, ut)dBt.
La ley de probabilidad de Yt a partir de y = (s, x) para t = 0 también se









donde τG := ı́nf{t > 0;Yt 6∈ G} = T̂−s. Sin embargo, g(T̂ , Xt̂) = g(YT̂−s) =
g(YτG). Por lo tanto la función criterio puede ser escrita en términos de Y






El problema es encontrar el número Φ(y) y el control u∗ = u∗(t, ω) =
u∗(y, t, ω) ∈ A tal que Φ(y) := supu(t,ω) Ju(y) = Ju
∗
(y), donde el supre-
mo es tomado sobre una familia A de controles admisibles contenidas en
el conjunto de todos F (m)t -adaptada procesos {ut} con valores en U . Tal
control u∗ si existe, es llamado control óptimo y Φ es llamado el criterio
óptimo o la función valor.
Teorema. La ecuación de Hamilton-Jacobi-Bellman
Definiendo Φ(y) = sup{Ju(y);u = u(Y ) Control de Markov}. Suponga





para todo tiempo final acotado α ≤ τG, todo y ∈ G y todo v ∈ U . Sin
embargo, suponga que un control óptimo de Markov u∗ existe y que ∂G es





{f v(y) + (LvΦ)(y)} = 0 para toda y ∈ G
y Φ(y) = g(y) para toda y ∈ ∂G. El supremo es obtenido si v = u∗(y)
donde u∗(y) es óptimo. En otras palabras,
f(y, u∗(y)) + (Lu
∗(y)Φ)(y) = 0 para todo y ∈ G.
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2.6. Control Óptimo RS
2.7. Problema de Control Óptimo Estocástico RS
El siguiente problema estocástico RS está dado con la dinámica del
estado:






con el criterio de costo cuadrático:






L(t,X(t), u(t))dt+ ψ(X(T ))]}. (2.30)
donde X(t) es el estado en el tiempo t, X(t) ∈ Rn, X es el estado inicial
en el tiempo s ≥ 0, f(t,Xt, ut) es una función no lineal, la cual representa
la dinámica nominal con control ut tomando valores en U ∈ Rl y {B, F}
es un movimiento Browniano m-dimensional en el espacio de probabilidad
(Ω,F,P). El parámetro ε es una medida de la sensibilidad de riesgo y escala
del término de difusión en (4.1) aśı que el resto del costo acotado (para cada
x como una función de ε), 0 ≤ s ≤ T < ∞, T es un tiempo terminal fijo,
L(t,Xt, ut) es el costo cuadrático en curso y ψ(XT ) es el costo cuadrático
terminal. Definimos:
A(s, x, u, ω) =
∫ T
s
L(t,Xt, u)dt+ ψ(XT ),
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y
J(s, x, u) = Es,xexp[
1
ε
A(s, x, u, ω)], (2.31)
aśı que
I(s, x, u) = εlogJ(s, x, u) = εlogEs,xexp[
1
ε
A(s, x, u, ω)]
Tomando en cuenta que el controlador u(t) es minimizado, la siguiente
función valor es considerada:
V (s, x) = infu∈As,νI(s, x, u) (2.32)
donde As,v es el conjunto de controles progresivamente medibles con valores
en U .
ϕ(s, x) = infu∈As,νJ(s, x, u). (2.33)
Se muestra en [91] que sobre ciertas condiciones, si f(t,Xt, ut) es una fun-
ción no lineal, V es una solución viscosa de la ecuación de programación
dinámica





∇xV + L(t,Xt, ut) +
1
2γ2
∇V T∇V } (2.34)
V (xt, T ) = ψ(X)
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Este trabajo muestra que si f(t,Xt, ut) = At + A1tXt + A2tXtXt + Btut,
una solución viscosa V de la ecuación de programación dinámica (2.34)
puede encontrarse expĺıcitamente. El problema de control óptimo consiste
en encontrar expĺıcitamente una solución viscosa V para el ecuación de
programación dinámica (2.34) cuando f(t,Xt, ut) es bilineal, y encontrar
el control óptimo el cual minimiza el criterio de costo cuadrático J y la
trayectoria óptima x∗, sustituyendo u∗ en la ecuación del estado. Las condi-
ciones en [91] para f, L, ψ, U son supuestas en todo el trabajo; las cuales son
ciertas para f(t,Xt, ut) = At+A1txt+A2txtxt+Btut. U es un subconjunto
compacto de Rn, At ∈ Rn, A1t ∈ Mn×n, A2t es un tensor de dimensiones
n× n× n
Como en [91], primero consideramos el problema çut off”donde las fun-
ciones no acotadas de posibilidades f, L y ψ son reemplazadas por las
contrapartes acotadas. Obtenemos resultados análogos para este problema
çut off 2entonces tomamos un ĺımite para obtener el reultado deseado. Las
funciones çut off”, puestas por indice k son dadas por:
fk(t, xt, ut) = f(t, xt, ut) if | f(t, xt, ut) |≤ k
k if | f(t, xt, ut) |> k (2.35)
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En forma similar para L(t, xt, ut), ψ. De:
Ak(s, x, u, ω) =
∫ T
s




Jk(s, x, u) = Es,xexp[
1
ε
Ak(s, x, u, ω)]
Ik(s, x, u) = εlogJk(s, x, u)
La ecuación de programación dinámica para V k esta dada por:









V (xt, T ) = ψ
k(X) (2.36)
Se demuestra en [91] que V k es la solución clásica, única, acotada para
(2.36), tomando en cuenta que f(t,Xt, ut) es no lineal.
2.8. Control h́ıbrido H2/H∞
Las ecuaciones de control RS para sistemas no lineales se basan en [90],
[91]. Las ecuaciones de control RS para las ecuaciones del sistema estocas-
tico polinomial se pueden ver en [95] and [96]. Por otro lado los problemas
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de control H2 y H∞ se han estudiado exhaustivamente en los ultimos años.
Algunos ejemplos recientes son: [97] donde un método de diseño de con-
trolador de retroalimentación de salida estática H∞ se proporciona para
garantizar la estabilidad del circuito cerrado correspondiente a sistemas
con la estructura de cuantificación propuesta y satisfacen el rendimiento
H∞ para la perturbación delimitada externa en términos de desigualdades
de matrices lineales (LMI). Mediante el uso de la teoŕıa H2/H∞ y teoŕıa
de matrices, el problema se transforma en un problema de optimización
no convexo en matrices diagonales. En [98], el estudio presenta análisis de
desempeño H2 y H∞ y procedimientos de śıntesis para el diseño de contro-
ladores de retroalimentación de salida estática robustos y programados por
ganancia para sistemas lineales de tiempo discreto con parámetros variables
en el tiempo. En [99], los autores investigan el problema de filtrado H2 y
H∞ sub óptimo para sistemas lineales de tiempo continuo. En [100], los au-
tores abordan el problema de control robusto de Twin Rotor para sistema
de multiples entradas y multiples salidas (TRMS) a través de las técnicas
de control H2 y H1. Una técnica de optimización de errores de salida es
propuesto para desarrollar controladores H2 y H1 para la planta bien posi-
cionada. En [101] dos controladores robustos que son retroalimentación de
estado completo, H2 y retroalimentación completa del estado H∞ se pro-
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ponen controladores para el sistema de péndulo invertido de dos ruedas.
En [102] los autores presentan el centro de dimensión finita del filtro H∞
para sistemas polinomiales no lineales, que es sub óptimo para un umbral
dado para un criterio cuadrático de Bolza-Meyer modificado que incluye
el término de control de atenuación con el signo opuesto. El central fil-
tro sub óptimo H∞ también se deriva en una forma cerrada de dimension
finita para los estados del sistema polinomial de tercer (y menor) grado.
El controlador central de dimension finita H∞ para sistemas lineales con
parámetros desconocidos, que es sub óptimo para un umbral dado viejo γ
relativo a un criterio cuadrático de Bolza-Meyer modificado que incluye el
término de control de atenuación con el signo opuesto se presenta en [103].
El controlador central de dimension finita H∞ para sistemas variables en
el tiempo estocásticos lineales con perturbaciones deterministas acotadas
cuadráticamente, que es sub óptimo para un umbral dado γ para un crite-
rio cuadrático de Bolza-Meyer modificado que incluye el término de control
de atenuación con signo opuesto. Las ecuaciones del controlador en las últi-
mas referencias se obtienen conectando las ecuaciones de la estimación y
control para sistemas polinomiales en general, mientras que en este tra-
bajo solo se presenta el control RS para sistemas polinomiales de primer
grado. Es bien sabido que si los problemas H2 y H∞ presentan diferencias
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en términos de su naturaleza y objetivos declarados, tienen conexiones no-
tables en su formulación [105]. Mientras que la metoloǵıa del control H2
propone minimizar una integral de criterio cuadrático, independientemente
de la robustez del diseno, el H∞ se propone una metodoloǵıa de control ro-
busto en términos de optimización de la relación de atenuación de enerǵıa
de un canal de entrada-salida dado, incorporando la noción de robustez en
el diseño de control. Es importante tener en cuenta que alcanzar robustez
H∞ a menudo produce un deterioro del rendimiento óptimo, mientras que
el diseño H2 no posee en general propiedades de robustez en el peor de
los casos. Luego, la robustez y la optimalidad juntas se presentan en [105].
Esta observacion justificó el estudio del llamado problema de control mix-
to H2/H∞, en el que un problema H2 se resuelve sujeto a una restricción
de desigualdad H∞. El problema de control h́ıbrido H2/H∞ subóptimo
para sistemas no lineales se presenta en [105]. El problema h́ıbrido H2/H∞




Aplicación de los Algoritmos de
Filtrado Sub-Óptimos para Sistemas
Estocásticos de Tercer Grado
3.1. Planteamiento del Problema de Filtrado.
Considere el siguiente modelo estocástico (3.1), donde X(t) denota el








donde f(x(t)) representa la dinámica nominal, y W es un movimiento
Browniano, y el proceso de observación Y (t) satisface la ecuación:




dW̃ (t), Y0 = 0, (3.2)
donde h(X(t)) es uan función vectorial polinomial, ε es un parámetro y W
y W̃ son movemientos Brownianos independientes, los cuales también son
independientes de la condición inicial del estado X(t). X(0) tiene densidad
de probabilidad kεexp(−ε−1φ(x0)) para alguna constante kε. Consideramos






como la ecuación del criterio de costo exponencial media cuadrada a ser
minimizado.
En el resto del trabajo, los siguientes axiomas (A1)-(A4) ([118]) son
cumplidas.
(A1) f, g, h ∈ Rn con fx, hx acotadas.
(A2) D1(/x/
2 − 1) ≤ φ(x) ≤ D2(/x/2 + 1).
fx es la matriz de derivadas parciales de f con hx definida similarmente. φ
es una función continua de valores reales que satisface (A2) para algunos
valores positivos de D1 y D2.
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(A3) f, h ∈ Rn con f, h, acotadas y fxx, hxx acotadas y globalmente
Hölder continuas. (Una función u es globalmente Hölder continua si
existe α ∈ (0, 1], K <∞ tal que |u(x)− u(y)| ≤ K|x− y|α para toda
x, y.)
(A4) Dado R <∞, existe KR <∞ tal que |φ(x)− φ(y)| ≤ KR|x− y|
para todo |x|, |y| <∞.
q(T, x) denota la densidad condicional no normalizada de X(T ), dadas
las observaciones Y (t) para 0 ≤ t ≤ T. Esto satisface la ecuación diferencial
parcial de Zakai, en un sentido preciso, por ejemplo en [121], sec. 7. Puesto
que la constante de normalización kε es poco importante para q, se asume
que
q(0, x) = exp(−ε−1φ(x)) (3.4)
q(T, x) = p(T, x)exp[ε−1Y (T ) · h(x)]
donde p(T, x) es llamado densidad del filtro no normalizado parte por parte.
Entonces, p satisface la siguiente ecuación diferencial parcial parabólica












tr(agxx) + f · gx, (3.5)




a(x)(Y (T ) · h)x · (Y (T ) · h)x
−L(Y (T ) · h)− 1
2
|h|2.
L denota el generador diferencial de la difusión de Markov X(t) en (3.1).
Por los axiomas (A1) y (A3) en [118], K es acotada y continua. (Ľ(T ))∗
es la forma adjunta de Ľ(T ). De Y (0) = 0, p(0, x) = q(0, x). La condición
inicial para (3.5) es (3.4). Dados algunos Y ∈ C0(0, T ] (donde C0 denota el
espacio de Y continuos tal que Y (0) = 0, con la norma superior (‖ ‖). La
densidad del filtro no normalizada parte por parte p es la única solución
robusta para (3.5) y (3.4), con p continua en [0, T1] ×Rn y sus derivadas
parciales pT , pxi, pxixj , i, j = 1, ..., n continuas para 0 < T ≤ T1 ([111]
Cap. 1, y [21] Cap. 4).


























Estos supuestos implican acotaciones uniformes para A y B, dependiendo
de la norma superior ‖Y.‖ en [0, T1], pero no sobre ε. Tomando el logaritmo:






tr(Zxx) + A · Zx +
1
2
Zx · Zx +B, (3.8)
con la condición inicial Zx(0, x) = −φ(x). El problema de filtrado óptimo





(x− C(T ))TQ(T )(x− C(T )) + (3.9)
ρ(T )− Y (T ) · h(x(t))
es una solución viscosa de (3.8). x(t) ∈ Rn, w(t) ∈ Rm, y(t), v(t) ∈
Rp, f, h ∈ Rn con fx, hx acotadas.
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3.2. Filtro Óptimo RS
Tomando
f(X(t)) = A(t) + A1(t)X(t) + A2(t)X(t)X
T (t) + A3(t)X(t)X
T (t)XT (t),(3.10)
h(X(t)) = E(t) + E1(t)X(t),
con A(t) ∈ Rn, A1(t) ∈ Mn×n, E(t) ∈ Rp, E1(t) ∈ Mn×p, A2(t) es un tensor
de dimensión n× n× n, A3(t) es un tensor de dimensión n× n× n× n.
Se obtiene el siguiente sistema estocástico de ecuaciones:
dX(t) = A(t) + A1(t)X(t) + A2(t)X(t)X
T (t) + A3(t)X(t)X
T (t)XT (t) +(3.11)
√
ε̃dB̂t
dY (t) = E(t) + E1(t)X(t) +
√
ε̃dB̃t,
donde ε̃ = ε2γ2 .
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Teorema:
La solución del problema de filtrado, para el sistema (3.11) con el criterio
exponencial media-cuadrada (3.3) toma la forma:
Ċ(t) = A(t) + A1(t)
TC(t)−Q−1(t)E1(dY − E1(t)C(t)− E(t)),(3.12)
Q̇(t) = −A1(t)TQ(t)−Q(t)A1(t) +Q(t)TQ(t)− E1(t)TE1(t).
Donde C(t) es el estimado del estado X(t)
Demostración:




(X(t)− C(t))TQ(t)(X(t)− C(t)) + ρ(t)− Y (t) · (E(t) + E1(t)X(t)),
la cual es una solución viscosa, con Z(0, X(t)) = −φ(X(t)), de la Ecuación
Diferencial Parcial no Lineal Parabólica de Zakai (3.8).
C(t), Q(t), ρ(t) son funciones de t ∈ [0, T ], C(t) ∈ Rn, Q(t) es una
matriz simétrica de Riccati de dimensión n×n y ρ(t) es una función escalar.
ZX , ZXX son las derivadas parciales de Z respecto a X y∇Z es el gradiente
de Z.
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Q(t)(X(t)− C(t)) + 1
2




Sustituyendo (3.13) y las expresiones para A, B en (3.8), agrupando los
términos de segundo grado e igualando a cero, haciéndolo también para los
términos de primer grado, se obtienen las ecuaciones de filtrado (3.14).
Ċ(t) = A(t) + AT1 (t)C(t)−Q−1(t)E1(t)(dY − E1(t)C(t)− E(t)),(3.14)
Q̇(t) = −AT1 (t)Q(t)−Q(t)A1(t) +Q(t)TQ(t)− E1(t)TE1(t).
Agrupando los términos independientes, se obtiene la ecuación para ρ(t).
Aqúı, Q(T ) es una matriz simétrica definida negativa, y la condición ini-
cial Q(0) = q0 se obtiene a partir de las condiciones iniciales para Z. Si
φ(X(t)) = XT (t)KX(t), Q(0) = −K.
Es fácil verificar que si Q(t) = −P−1(t), (donde P (t) es la matriz de
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covarianza) estas ecuaciones son equivalentes a las ecuaciones del filtro
Kalman-Bucy que fueron mostradas en [36].
3.3. Aplicación
Considere las ecuaciones del péndulo con fricción, de [10] el sistema
dinámico con ecuaciones de estado y observaciones está considerado por:








DondeX1 representa el ángulo con respecto a la posición vertical del péndu-
lo colgado. Por lo tanto si X1 = 0, esto representa que el péndulo está en un
posición estática. X2 representa la derivada de X1. Este sistema se reduce
a la forma polinomial:










Donde: X ∈ R2, g = 9.8m/s2, l = 0.5m, m = 0.25Kg, k = 0.001 .
Note que X1 es una variable medible, cuando X2 es una variable observ-
able pero no medible. Expandiendo en Series de Taylor [125], alrededor del
punto de equilibrio, este sistema se reduce a un polinomio de tercer grado
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de la forma:















Y (t) = X1dt+
√
εdW̄t
Para obtener la linealización [124] debemos evaluar el sistema en los val-
ores nominales de las variables de nuestro sistema dinámico. Considerando
que al evaluar en un punto nominal, este puede representar ya sea un pun-
to de equilibrio o un punto de operación del sistema dinámico. Como X1
representa el ángulo respecto a la posición vertical, si X1 = 0 se encuentra
en la posición estática, entonces evaluamos en X1 = 0 y como X2 represen-
ta la derivada de esto, entonces X2 = 0. Por lo tanto, usando la igualdad
sen(X1) = X1, tenemos el siguiente sistema dinámico linealizado:









εdWt, Xi0 = Xi
Y (t) = X1(t)dt+
√
εdW̄t
dondeW1,W2, W̄t son movimientos Brownianos independientes, que además
son independientes de Xi0 = Xio. ε es un parámetro variable.
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Sustituyendo los valores correspondientes en (3.14), las ecuaciones para














(q21(t)(Ẏ (T )− C1(t)) +(3.19)
q11(t)C2(t)),
donde q12(t), q22(t), q11(t) son las soluciones de la siguiente ecuación de
la matriz simétrica de Riccati:


















q22(t)− 2q21(t) + q212(t) + q222(t)− 1.
Las últimas ecuaciones (3.19) fueron simuladas utilizando Simulink en
MatLab7. Las condiciones iniciales para la simulación sonX(0) = 0, q11(0) =
−8.9, q12(0) = −1.75, q22(0) = −1.5, C1(0) = 1, C2(0) = 1, T = 10.
Aplicando los algoritmos de filtrado de Kalman-Bucy extendido [9] para
las ecuaciones de estado (3.18), las ecuaciones para el vector estimado m(t)
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Este sistema de ecuaciones es simulado con las condiciones iniciales:m1(0) =
m2(0) = 1, p11(0) = 0.1678321, p12(0) = −0.1958041, p22(0) = 0.89510.
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valor de epsilon J R− S J TercerGrado J K −Bext.
0.001 8.10669 0.5528 0.5647
0.01 8.1077 0,9272 1.4173
0.1 8.1105 7.1198 15.9131
1 8.12 10.7299 51.7838
10 8.255 1.285× 106 70.8296
100 9.3933 8.25× 109 69.6641
1000 21.4763 1.42× 1013 62.0612
Las ecuaciones de filtrado polinomial de tercer grado de [77] están dadas
por:
























































Tabla 2: Comparación del critero media-cuadrada (3.3) para el filtro RS,
y los filtros Bilineal y Kalman-Bucy extendido, para algunos valores de ε.
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Figura 3.1: Gráfica de los valores absolutos de la diferencia entre el estado X(t) y el
estimado RS CT , para ε = 1000.
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Figura 3.2: Gráfica de los valores absolutos de la diferencia entre X(t) y el estimado
polinomial de tercer grado m(t), para ε = 1000.
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Figura 3.3: Gráfica de los valores absolutos de la diferencia entre X(t) y el estimado
Kalman-Bucy extendido m(t), para ε = 1000.
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Caṕıtulo 4
Controlador Óptimo RS para
Sistemas Polinomiales Estocásticos
de Primer Grado
4.1. Problema del controlador óptimo RS
4.1.1. Planteamiento del problema
Sea (Ω, F, P ) el espacio de probabilidad completa con una familia
de σ-algebras continuas crecientes por la derecha F (t), t ≥ 0, y sean
(W1(t), F (t), t ≥ 0) y (W2(t), F (t), t ≥ 0) procesos de Wiener F (t)−adaptada.
Consideremos el proceso aleatorio F (t)-medible, no observable y X(t) gob-
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ernado por la ecuación del estado polinomial de primer grado:






y la ecuación de observación polinomial de primer grado





El vector de estado X(t) ∈ Rn, la entrada de control u(t) ∈ Rp, el proceso
de observación y(t) ∈ Rq. W1(t),W2(t) son procesos Wiener independientes
representando disturbios aleatorios en las ecuaciones de estado y obser-
vación, las cuales son independientes del vector inicial Gaussiano X0. El
parámetro ε escala el término de difusión, el parámetro γ es una medida del
nivel de atenuación del término de difusión (ver [57] para más detalles).
El vector A0(t) representa las preturbaciones que afectan el proceso. La








XT (T )ψX(T )). (4.3)
Aqúı, R(s) es una matŕız simétrica definida positiva, L(s), ψ son matrices
simétricas definidas no negativas, T > t0, E(ζ) es el valor esperado de la
variable aleatoria ζ, CT (t) denota la traspuesta del de un vector o matriz
76
C(t). La ecuación correspondiente HJB está dada por:




∇XV + L(t,X(t), u(t)) +
1
2γ2
∇V T∇V }, (4.4)
V (X(T ), T ) = ψ.
donde VXiXj denota la segunda derivada parcial de V con respecto a Xi y
Xj. La siguiente función valor es considerada:
V (X, t) = infu∈At,vJ(t,X(t), u(t)),
donde At,v es un conjunto de controles con valores en U = R
p. La de-
mostración de que V (X, t) es una solución viscosa de la ecuación HJB
(4.4) puede ser vista en [77]. El problema del controlador óptimo consiste
en lograr que el estado alcance al estimador, verificando que el error entre
el estado y su estimado tienda a cero, además de encontrar el control ópti-
mo u∗(t) que minimiza el criterio exponencial-cuadrático J a lo largo de
la trayectoria X∗(t) generada al sustituir u∗(t) en la ecuación del estado
(4.1), tomando la función valor V (X, t) como la solución de la ecuación
HJB (4.4).
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4.1.2. Principio de separación para sistemas polinomiales
En cuanto a los sistemas estocásticos lineales, el principio de separación
se sigue cumpliendo para los sistemas estocásticos con los términos polino-
miales de primer grado en el término drift y las ecuaciones de observaciones
y el criterio exponencial-cuadrático para reducirse al mı́nimo.
Usando los resultados obtenidos en [14] para el filtrado óptimo RS, va-




= A(t) + AT1 (t)m̄(t) +B(t)u(t)−Q−1(t)A1(t)(dy(t)− a1(t)m̄(t)− a0(t)),
con la condición inicial m̄(0) = m̄0, donde Q(t) es la solución de la ecuación
de Riccati
dQ(t) = (−AT1 (t)Q(t)−Q(t)A1(t) +QT (t)Q(t)− aT1 (t)a1(t))dt,(4.5)
Q(t0) = q0.














donde tr[P ] denota la traza de la mat́ız P.
En [36] se muestra que P (t) = −Q−1(t), donde P (t) es la matŕız de co-
varianza del error de las ecuaciones de filtrado Kalman-Bucy y Q(t) es la
solución de la ecuación de Riccati (4.5). La última parte de J es indepen-
diente del control u(t) o del estado X(t), entonces la función del criterio







(m(s)TL(s)m(s) + u(s)TR(s)u(s))ds+ m̄T (T )ψm̄(T )).4.7)
Por lo tanto, la solución para el problema de control óptimo especificado
por (4.1) y (4.3) se puede encontrar como la solución del problema de
control óptimo dado por (4.5) y (4.7). Sin embargo, el valor mı́nimo del
criterio exponencial-cuadrático J puede ser determinado usando (4.6). Esto
produce el principio de separación en el problema del controlador óptimo
RS para sistemas polinomiales de primer grado.
4.1.3. Solución al problema de Control Óptimo RS
Usando los resultados obtenidos en [77] para el regulador óptimo RS
para sistemas polinomiales de primer grado, la solución del problema del
controlador RS esta dada por la ley de control:
u∗(t) = −1
2
B(t)TP (t)(m̄(t)− C(t)), (4.8)
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la cuál minimiza el criterio cuadrático (4.6), donde las funciones matriciales
P (t) y C(t) satisfacen las ecuaciones:





)P (t)− AT1 (t)P (t)− P (t)A1(t)− 2I,
P (T ) = ψ,
Ċ(t) = AT1 (t)C(t) + 2C
T (t)P−1(t) + A(t),
C(T ) = 0, (4.9)
Sustituyendo el control óptimo (4.8) en la ecuación (4.5) para el sistema




= A(t) + AT1 (t)m̄(t)−
1
2
B(t)BT (t)P (t)(X(t)− m̄(t)−(4.10)
Q−1(t)a1(t)(dy(t)− a1(t)m̄(t)− a0(t)),
m̄(0) = m̄0.
Por lo tanto, la solución completa para el controlador óptimo RS para
sistemas polinomiales de primer grado está dada por las ecuaciones del
estado optimamente controlado (4.10), la ley de control óptimo (4.8) y la
ecuación de Riccati (4.5), las ecuaciones del filtrado RS (4.9) y el regulador
de la matriz de ganancia.
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4.2. Aplicación
4.2.1. Controlador óptimo estocástico RS
Considere el problema del controlador óptimo RS para un sistema dinámi-





dW1(t), X1(0) = X1, (4.11)




dW2(t), X2(0) = X2,
donde γ = 2, y ε es un parámetro variante. El criterio exponencial-cuadrático
toma la forma:






uT (s)u(s))ds+XT (T )X(T )), (4.12)
donde T > T0 es un cierto momento del tiempo.
Sea el proceso de observación dado por las observaciones lineales direc-
tas con un modelo de perturbaciones independientes e identicamente dis-
tribuidas como ruidos blancos Gaussianos:





Aplicando las ecuaciones del controlador óptimo obtenido para el sistema
(4.11), (4.13), la matriz de ecuaciones de ganancia (4.9), el control óptimo
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(4.8), y la ecuación del estimador del estado optimamente controlado (4.10)
toma la siguiente forma particular:
u∗(t) = −1
2
















































(m̄1(t)− C1(t)) + p22(t)(m̄2(t)− C2(t)))dt,
˙q11(t) = −2q12(t) + q211(t) + q212(t)− 1,







El sistema (4.14), es estable si |γ| ≥ 1,40; el cual se obtiene al despejar γ






)P (t)− AT1 (t)P (t)− P (t)A1(t)− 2I = 0(4.15)
Al resolver las ecuaciones (4.14), el estado optimamente controlado X∗(t)









(p21(t)(m̄1(t)− C1(t)) + p22(t)(m̄2(t)− C2(t)))dt+√
ε
2γ2
dW2(t), X2(0) = X2.
Las condiciones iniciales están dadas por: X1(0) = 0,1, X2(0) = 1. Los
valores del criterio exponenicial-cuadrático minimizado J son obtenidos
usando el método de Monte Carlo. El tiempo final es para T = 0,5seg. La
simulación es hecha en Simulink Matlab7, para ciertos valores del parámetro
ε. Las condiciones iniciales para la simulación son p11(0) = 1,75, p12(0) =
0, p22(0) = 1,75, para obtener p11(0,5) = 1, p12(0,5) = 0, p22(0,5) =
1. c1(0) = 0, c2(0) = −0,37, para obtener c1(0,5) = 0, c2(0,5) = 0. m1(0) =
0,5, m2(0) = 0,4, q11(0) = −0,35484, q12(0) = 0,29032, q22(0) = −0,41935.
El diseño de controlador óptimo RS para sistemas estocásticos polinomiales
de primer grado es comparado con respecto al controlador estocástico lineal
cuadrático en la siguiente sección.
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4.2.2. Controlador Estocástico Lineal Cuadrático
Las ecuaciones del controlador lineal cuadrático (ver [34]) para el sistema
(4.11), (4.13) con respecto al criterio exponencial-cuadrático (4.12) están
dadas por:
u∗(t) = −R−1(t)BT (t)(Q(t)m(t) + p(t)), (4.17)
donde Q(t) es la solución de la ecuación de la matŕız de ganancia:
dQ
dt
= −Q(t)A(t)− AT (t)Q(t) + L−Q(t)B(t)R−1(t)BT (t)Q(t),
Q(T ) = ψ, (4.18)
y p(t) es la solución de la ecuación diferencial:
ṗ(t) = −Q(t)A1(t)− (pT (t)A(t))T −Q(t)B(t)R−1(t)BT (t)p(t),
p(T ) = 0, (4.19)
Tomando en cuenta el control estocástico lineal cuadrático [34] y el filtro
de Kalman-Bucy [33], las ecuaciones del controlador LQ (lineal cuadrático)
toman la siguiente forma para el sistema (4.11), (4.13) y el criterio exponencial-
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cuadrático (4.12):




























+(q21(t)m1(t) + q22(t)m2(t) + p2(t)dt),

















dW1(t), X1(0) = X1,





dW2(t), X2(0) = X2,
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Las gráficas del estado, del estimador del estado, del control y del criterio
J para ambos controladores (RS y LQ) pueden ser vistas en las Figuras
4.1 y 4.2. Puede observarse que las trayectorias para las componentes de
X(t) y m(t) son similares, lo cuál se debe al valor del parámetro ε.
Las ecuaciones (4.20), (4.22) son simuladas usando Simulink enMatLab7.
Las condiciones iniciales para la simulación son X1(0) = 0,1, X2(0) =
1; q11(0) = −2,92, q12(t) = −0,97, q22(t) = −2,356, para obtener
q11(T ) = −2, q12(T ) = 0, q22(T ) = −2; p1(0) = −1,2115 p2(0) =
−0,4485 para obtener p1(T ) = 0 p2(T ) = 0; T = 0,5seg. m1(0) =
0,5,m2(0) = 0,4, p11(0) = 65000, p12(0) = 45000, p22(0) = 55000. La
relación entre la matriz P (t) en (4.20) y la matriz Q(t) en (4.14)
El Cuadro4,1 presenta ciertos valores del criterio exponencial-cuadrático
para los controladores RS y LQ. Podemos observar que los valores Jr−s son
significativamente menores que los valores JK−B para grandes valores del
parámetro epsilon.
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Figura 4.1: Gráficas de la variable de estado X(t), del estimador del estado mt, control
u∗ y criterio J para el controlador LQ, para ε = 100, γ = 2.
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Figura 4.2: Gráficas de la variable de estado X(t), del estimador del estado mt, control
u∗ y criterio J para el controlador RS, para ε = 100, γ = 2.
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Cuadro 4.1: Comparación del criterio exponencial-cuadrático para el controlador RS (4.12)
(4.14) y el controlador LQ (4.20)
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Caṕıtulo 5
Control Óptimo RS para Sistemas
Estocásticos de Segundo Grado
5.1. Regulador Óptimo RS para sistemas polinomi-
ales bilineales
Tomando en cuenta que f(t,X(t), u(t)) = A(t)+A1(t)X(t)+A2(t)X(t)X
T (t)+
B(t)u(t), se obtiene la siguiente ecuación de estado:







donde X(t), A(t) ∈ Rn, A1(t) ∈ Mn×n, donde Mn×n denota el campo de
matrices de dimensión n × n, y W es como en (4.1). Si L(t,X(t)ε, u) =
XT (t)RX(t) + uT (t)Su(t), φ(XT ) = X
T
T ψX, la ecuación del criterio de
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costo cuadrático tiene la forma:






(X(t)TRX(t) + u(t)TSu(t))dt+ φ]] (5.2)
Teorema:
La solución al problema de control estocástico, para el sistema dinámico
(5.1) con criterio de costo cuadrático (5.2) toma la forma:






)P T (t)− 2I








B(t)TP (t)(X(t)− C(t)). (5.4)




(X(t)− C(t))TP (t)(X(t)− C(t)) + r(t) (5.5)
( C(t), P (t), r(t) son funciones de t ∈ [0, T ], C(t) ∈ Rn la cual representa el
valor deseado de X para que sea controlable, P (t) es una matŕız simétrica
de dimensión n×n y r(t) es una función escalar) como una solución viscosa
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de la ecuación de programación dinámica HJB:




Vxixj +minu∈U{(A(t) + A1(t)X(t) + A2(t)X(t)XT (t)
+B(t)u(t))∇xV +X(t)2 + u(t)2 +
1
2γ2
∇V T∇V } (5.6)
V (X(t), T ) = φ(X) = X2
donde Vt, Vx son las derivadas parciales de V respecto a t, x, respectiva-














P (t)(X(t)− C(t)) + 1
2
(X(t)− C(t))TP (t)
Vxx = P (t)









ĊT (t)P (t)(X(t)− C(t)) + ε
2γ2
P (t) + (A(t) + A1(t)X(t) + A2(t)X(t) ·
X(t))P (t)(X(t)− C(t))− 1
4




(X(t)− C(t))TP (t)P T (t)(X(t)− C(t)).
Agrupando los términos de XT (t)X(t), la primer ecuación de (5.3) es
obtenida. Agrupando los términos de X(t) se obtiene la segunda ecuación
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de (5.3). En forma similar para los términos independientes de X(t), la
siguiente ecuación es obtenida:
˙r(t) = −3
8












donde pij son los elementos de la matriz P (t).
La ley de control óptimo (5.4) que minimiza el criterio de costo cuadrático
(5.2) toma la forma:
minu∈U{fk(t,X(t), u(t))∇xV + Lk(t,X(t), ut) +
1
2γ2
∇V T∇V }  .
5.2. Aplicación
Considere el siguiente sistema estocástico asociado a un tanque reac-
tor de agitado permanente en el cual ocurre una reacción qúımica. Esta
reacción es en fase ĺıquida y tiene un carácter isotérmico sobre multicom-
ponentes [60]
Ẋ1 = −(1 +Dα1)X1 + u (5.9)
Ẋ2 = Dα1X1 −X2 −Dα2X22
donde X1 representa la concentración no normalizada de cierta especie P
del reactor (lbmol/pie
3) [126], X2 representa la concentración no normaliza-
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da de certa especie Q (lbmol/pie
3). La variable de control u esta definida
como la relación entre la tasa de alimentación molar por unidad volumétri-
ca de P y la concentración nominal; t representa el tiempo en minutos,
Dα1 = 1, Dα2 = 1. Considerando (5.9), se obtiene el siguiente sistema
dinámico estocástico:










Se pretende obtener la ley de control óptimo u∗ la cual minimice el
criterio exponencial cuadrático, el cual en este caso representaŕıa la en-
erǵıa utilizada al mezclar dos componentes qúımicos, cuya concentración
disminuye al irse mezclando.
Aplicando las ecuaciones (5.3), (5.4) al sistema (5.10), se obtienen las
94
siguientes ecuaciones de control óptimo RS:








p212 − 2, (5.11)


















+2p22X2 − 2p12C1 − 2p22C2 − 2,








dondeG, R son matrices identidad I2×2, con las condiciones finales C1(0,5) =
0, C2(0,5) = 0, P11(0,5) = 1, P12(0,5) = 0, P22(0) = 1.




(p11(X1 − C1) + p12(X2 − C2)), (5.12)
u∗2 = 0.
Los valores óptimos de las concentraciones X1, X2 son obtenidas susti-
tuyendo la ley de control óptimo (5.12) en (5.10):
Ẋ1 = −(1 +Dα1)X1 −
1
2
(p11(X1 − C1) + (5.13)











Las condiciones iniciales para X son: X1(0) = 2, X2(0) = 10. El sistema
formado por las ecuaciones (5.12), y (5.10) es simulado usando Simulink
en MatLab 7 y aplicando el método de Monte Carlo. El rendimiento de los
algoritmos diseñados es comparado contra los algoritmos del control bilin-
eal [77], aplicado al sistema (5.10), que es óptimo con respecto al criterio
cuadrático convencional. Las ecuaciones correspondientes están dadas por:
q̇11 = 2 + 4q11 − 2q12 − q211, (5.14)
q̇12 = 3q12 − q22 + 2q12X2 − q11q12,
q̇22 = 2 + 2q22 + 4q22X2 − q212,
con las condiciones finales q11(0,5) = −2, q12(0,5) = 0, q22(0) = −2. La ley




q11X1 + q12X2, (5.15)
u∗2 = 0,
y los correspondientes valores de concentración que satisfacen las ecua-
ciones:
Ẋ1 = −(1 +Dα1)X1 +
1
2



















Cuadro 5.1: Valores del criterio exponencial-cuadrático para el control RS y control bilin-
eal, correspondiente a ciertos valores del parámetro ε.
La tabla 5.1, muestra los valores del criterio de costo cuadrático obtenidos
para diferentes valores del parámetro ε, y se puede ver que los valores para
el control óptimo RS son mas pequeños para cualquier ε de aqúı la eficacia
de éste método.
Las figuras 5.1 y 5.2 muestran las gráficas de los estados X1, X2, el
control óptimo u∗t , y el criterio exponencial cuadrático J para ambos algo-
ritmos aplicados. En la gráfica del estado se considera que la parte negativa
representa que no se encuentra cantidad de concentración de las especies
P y Q.
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Figura 5.1: Gráficas del estado, control y criterio para el Control RS para ε = 10000.
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Control Óptimo RS para Sistemas
Polinomiales de Tercer Grado
6.1. Regulador óptimo RS para el estado polinomial
de tercer grado
Tomando en cuenta que f(t,X(t), u(t)) = A(t)+A1(t)X(t)+A2(t)X(t)X(t)
T+
A3(t)X(t)X
T (t)XT (t)+B(t)u(t), se obtiene la siguiente ecuación del estado
dX(t) = (A(t) + A1(t)X(t) + A2(t)X(t)X
T (t) +
A3(t)X(t)X





X(t) = x, (6.1)
donde X(t), A(t) ∈ Rn, A1(t) ∈ Mn×n, A2(t) ∈ Mn×n×n y A3(t) ∈
Mn×n×n×n, Mn×n denota el campo de las matrices de dimensión n × n,
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Mn×n×n denota los tensores de dimensión n × n × n, Mn×n×n×n denota
el tensor de dimensión n × n × n × n. Si L(t,X(t)ε, u) = X(t)TGX(t) +
u(t)TRu(t), ψ(X(T )) = XTT φX, el criterio de costo exponencial cuadrático
tiene la forma:








donde G, φ son matrices reales simétricas semi-definidas positivas, R es
una matŕız real simétrica definida positiva.
Teorema
La solución del problema de control óptimo estocástico para el sistema
dinámico (6.1) con el criterio (6.2) toma la forma:
Ṗ (t) = −2A1(t)P (t)− 2A2(t)P (t)X(t) + 2A2(t)P (t)C(t) (6.3)
+12B(t)B(t)
TP (t)TP (t)− 1γ2P (t)
TP (t)− 2I
+A3(t)P (t)C(t)X(t)− A3(t)P (t)X(t)X(t)T
Ċ(t) = −2P−1(t)C(t)Ṗ (t) + A0(t)− A1(t)C(t) +
1
2B(t)B
T (t)P (t)C(t)− 1γ2P (t)C(t)
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donde I es la matŕız identidad de dimensión n×n. La ley de control óptimo
que minimiza el criterio de costo exponencial cuadrático (6.2) está dado
por:
u∗(t) = −12B
T (t)P (t)R−1(X(t)− C(t)). (6.4)
Demostración: Se propone la función valor
V (t,X(t)) = 12(X(t)− C(t))
TP (t)(X(t)− C(t)) + r(t) (6.5)
(C(t), P (t), r(t) son funciones de s ∈ [0, T ], C(t) ∈ Rn, P (t) es una matŕız
simétrica de dimensión n × n y r(t) es una función escalar) como una
solución viscosa de la ecuación de programación dinámica




Vxixj +minu∈U{(A(t) + A1(t)X(t)
+A2(t)X(t)X
T (t) + A3(t)X(t)X
T (t)XT (t) +
B(t)u(t))T∇xV +X(t)TGX(t) +
uT (t)Ru(t) + 12γ2∇V
T∇V }
V (X(t), T ) = ψ(X(t)) = XT (t)φX(t) (6.6)
donde Vt, Vx son las derivadas parciales de V con respecto a t, x, respecti-
vamente, y ∇V es el gradiente de V . Entonces, las derivadas parciales de
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T Ṗ (t)(X(t)− C(t)) + ṙ(t)−
1
2Ċ
T (t)P (t)(X(t)− C(t))−
1
2(X(t)− C
T (t))P (t)Ċ(t) (6.7)
Vx =
1




Vxx = P (t)
Sustituyendo (6.7) en la ecuación de programación dinámica (6.6):
0 = 12(X(t)− C(t))




T (t)P (t)(X(t)− C(t))
+ ε2γ2
∑




−C(t)))TP (t)(X(t)− C(t)) + 14(X(t)− C(t))
TP (t)
(B(t)BT (t))P (t)(X(t)− C(t)) +XT (t)X(t) + 12γ2 (X(t)
−C(t))TP (t)P T (t)(X(t)− C(t)).
Agrupando los términos de X(t)XT (t), X(t)XT (t)XT (t) y se obtiene la
primer ecuación de (6.3). Agrupando los términos de X(t) se obtiene la
segunda ecuación de (6.3). De la misma forma se agrupan los términos
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independientes de X(t) para obtener la siguiente ecuación.
˙r(t) = −3
8












donde pij son los elementos de la matŕız P (t).
La ley de control óptimo (6.4) que minimiza el criterio de costo expo-
nencial cuadrático (6.2) se obtiene de la condición:
minu∈U{fk(t,X(t), u(t))∇xV + Lk(t,X(t), u(t)) +
1
2γ2
∇V T∇V }  .
6.2. Aplicación Satélite Monoaxial
Las ecuaciones de control óptimo RS para sistemas polinomiales de ter-
cer grado se aplicarán al modelo de un satélite monoaxial. Este modelo
esta asociado con el problema de orientación de un satélite monoaxial en
el cual el ángulo de orientación es medido a través de la representación
de Cayley-Rodrigues [60]. La descripción es como sigue: es un objeto que
gira alrededor de un eje fijo sin impulsos de gravedad por torques. Estos
torques son producidos por la explosión controlada de los gases, a través de
un sistema de mini motores de reacción a adaptarse al objeto y la subasta
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en forma opuesta, como se puede ver en la Figura 6.1.
Figura 6.1: Satélite monoaxial.
Las ecuaciones de estado para este modelo están dadas por:















donde X1(t) representa el ángulo de orientación del satélite, éste es medido
respecto a un eje oblicuo el cual no es coincidente con el eje principal. X2(t)
es la velocidad angular con respecto al eje principal. La variable de control
u representa el torque aplicado. J representa el momento de inercia de un
disco y está dado por J = 12mr
2, m es la masa del objeto y r es el radio.
En este caso consideramos m = 1, r = 1. El problema de control óptimo
consiste en obtener la ley de control u∗(t), que minimice la enerǵıa usada
por el torque, representada por la ecuación (6.2). Aplicando las ecuaciones
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(6.3), (6.4) al sistema (6.9), se obtienen las siguientes ecuaciones del control
óptimo RS:




21 − 2) (6.10)
























21)− 2 + p11C1X1 +
p12C2X2 − p11X1X2 + p12X22) + p22C2(−p22 −
1
γ2
































21)− 2 + p11C1X1 +
p12C2X2 − p11X1X2 + p12X22)− p12C2(−p22 −
1
γ2


























donde G, R son matrices identidad I2×2, con las condiciones iniciales:
C1(0) = 0, C2(0) = 0, P11(0) = 0,5995, P12(0) = 0,1195, P22(0) = 0,1945
para obtener las siguientes condiciones finales: C1(0,5) = 0, C2(0,5) =






(p21(X1 − C1) + p22(X2 − C2)), (6.11)
u∗1 = 0.
Los valores óptimos del ángulo y velocidad respectivamente, X1(t), X2(t)
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son obtenidos sustituyendo la ley de control óptimo (6.11) en (5.10):















Las condiciones iniciales para X son: X1(0) = 0,2, X2(0) = 7. El sistema
formado por las ecuaciones (6.11) y (6.9) es simulado usando Simulink en
MatLab7 y aplicando el método de Monte Carlo. El rendimiento del diseño
de las ecuaciones del control óptimo RS es comparado con las ecuaciones
del control de tercer grado [77], aplicadas al sistema (6.9), que es óptimo
con respecto al criterio convencional cuadrático. Las ecuaciones correspon-
dientes están dadas por:
















con las condiciones finales: Q11(0,4) = −2, Q12(0,4) = 0, Q21(0,4) = 0 y
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Q22(0,4) = −2. La ley de control está dada por:
u∗2 = 2(Q21X1 +Q22X2), (6.14)
u∗1 = 0,
y los valores correspondientes al ángulo y velocidad que satisfacen las ecua-
ciones















La tabla 6.1 muestra los valores del criterio exponencial cuadrático para
diferentes valores del parámetro ε y se puede verificar la eficacia del método
RS.
Las figuras 6.2 y 6.3 muestran las gráficas de los estados X1, X2, el con-
trol óptimo u∗t , y el criterio exponencial cuadrático J para los dos métodos.
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Cuadro 6.1: Valores del criterio exponencial cuadrático para el Control RS, Control Poli-
nomial de Tercer Grado, tomando valores diferentes del parámetro ε.
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Figura 6.2: Gráficas del estado, control y criterio correspondientes al regulador RS para
ε = 1000.
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Figura 6.3: Gráficas del estado, control y criterio correspondientes al regulador polinomial
del tercer grado para ε = 1000.
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Caṕıtulo 7
Control sub-óptimo estocástico RS
h́ıbrido H2/H∞ para sistemas
polinomiales de primer grado
7.1. Planteamiento del problema
El planteamiento del problema es similar al problema visto en el caṕıtulo
4.
7.2. Control sub óptimo RS h́ıbrido H2/H∞
De acuerdo con [105] consideramos un sistema no lineal descrito por las
siguientes ecuaciones de la forma:
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y(t) = hx+B1u(t) (7.2)
z(t) = h∞x+B∞u(t) (7.3)
Donde la primera ecuación representa un sistema dinámico x(t) ∈ Rn,
con entrada de control u(t) ∈ Rp, y entrada de difusión dW1(t) ∈ (`2)P [0,∞).
La segunda y tercera ecuación definen dos variables de desempeño y ∈
Rn1 y z(t) ∈ Rn2, que no dependen del término de difusión dW1(x) ∈
(`2)
P [0,∞) (como puede verse en la tabla 7.1). Las siguientes suposiciones
son verdaderas para (7.2): x = 0 es un punto de equilibrio, h(0) = 0 y
h∞ = 0. Además la derivada f(x, t) en (7.1) contiene las no linealidades
del sistema dinámico y B, hx,B1, h∞x,B∞, son matrices constantes que
pueden ser consideradas como transformaciones lineales suaves y deben
satisfacer lo siguiente [105]:
h y B1 satisfacen h
′xB1 = 0, B
′
1B1 = I. (7.4)
El par {f(x, t), B1} es estado− cero detectable.
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Considerando que la ley de control RS de retroalimentación de estado
u = u(t) es admisible si ẋ(t) = f(x, t) +B(t)u(t) es localmente asintótica-
mente estable. Además, es la solución del control óptimo RS de H2 (7.2),
(7.3) y minimiza:









donde dW ≡ 0. Dado λ1 > 0, el problema de control RS H∞ consiste en
encontrar un control RS admisible u = u(x), con un nivel de atenuación
λ1 para el sistema (7.1), (7.2), (7.3), que contiene:










‖dW (t)‖2dt ≤ 0. (7.6)
con x(0) = 0. El objetivo del problema de control sub-óptimo RS h́ıbrido
H2/H∞ es (ver [105]) encontrar una retroalimentación de estado admisible
de la ley de control u = u(x) resolviendo el problema de optimización
minu J2(u) sujeto a J∞ ≤ 0. (7.7)
Aqui, la desigualdad (7.6) depende de λ1 . Si el parámetro λ1 mantiene la
igualdad en (7.6), J∞(uopt, λ1) = 0 luego otros valores λ2 < λ1 indicará que
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u = uopt(x) es una solución sin restricciones del problema de control de RS
óptimo (J∞(uopt, λ2) > 0). En la aplicación, es encontrar los valores de λ1
para la igualdad en (7.6), aplicando un control RS u(t).
7.2.1. Aplicación
7.2.2. Descripción del modelo
Tanto (M) como (Mφ) se originan a partir de una célula progenitora
mieloide común en la médula ósea. En circunstancias normales, (M) circula
en el torrente sanguineo durante muy poco tiempo antes de pasar por la
apoptosis espontánea, [111]. En respuesta a la diferenciación de factores,
(M) escapan a su destino apoptótico al diferenciarse en( Mφ ), celulas con
una vida útil mas larga que se encuentran en casi todos los órganos, [112].
Las celulas ( M ) son los leucocitos mas grandes que pueden observarse
en los frotis de sangre y pueden alcanzar 12 a 20nm de diámetro con un
núcleo ovalado. Las celulas ( M ) se originan en la médula ósea. Luego
parten para la circulación sanguinea. Algunas de estas celulas se encuen-
tran en los tejidos como los sinusoides hepáticos del bazo, que forma parte
del sistema fagoćıtico mononuclear. La función de ( M ) y ( Mφ) no es
solo como fagoćıtica; la( M ) y ( Mφ ) son celulas imprescindibles para que
el sistema inmunológico pueda mantenerse funcionando adecuadamente y
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producen citocinesis (IL-1 , IL-6 y TNF) como puede verse en [113]. (M)
y (Mφ) son células centrales del sistema inmunológico innato, encargadas
de defender al cuerpo humano contra diversos patógenos. Comprenden lo
que recientemente se reconoció como una familia heterogénea de células
fagoćıticas profesionales responsables del reconocimiento y eliminación de
patógenos y células muertas, como se muestra en [114]. Las células (M) y
(Mφ) juegan un papel central en el inicio y resolución de la inflamación,
principalmente a través de la fagocitosis, la liberación de citocinesis in-
flamatoria, especies reactivas de ox́ıgeno (ROS) y la activación del sistema
inmunológico adquirido, [115]. Aunque las células (M) representan una
parte importante de la defensa del huésped, la acumulación de células (M)
puede ser dañina y agravar enfermedades como aterosclerosis, artritis y
esclerosis múltiple, [116]. Recientemente, la diferenciación de (M)/(Mφ)
juega un papel biológico fundamental en el desarrollo, la cicatrización de
heridas, la homeostasis tisular e incluso la progresión del cáncer generan
una necesidad por comprender los mecanismos moleculares que determi-
nan su duración de vida y el destino celular. El exceso en la producción de
(M) se llama: Monocitosis. Es un indicador de enfermedades como enfer-
medad inflamatoria crónica, infección parasitaria, tuberculosis, infección
viral, puede ver en [113]. La baja producción de (M) se llama Monocitope-
117
nia. Un recuento bajo de células sangúıneas (M) aumenta la susceptibilidad
a las infecciones. El grado de aumento del riesgo depende de la gravedad y
la causa de la monocitopenia, aśı como de la condición médica general del
paciente. El sistema de ecuaciones diferenciales lineales no homogéneas de
dos dimensiones que describe la dinámica poblacional de (M) y (Mφ) en
el tiempo [117], [118] está dado por:
dx1(t)
dt




donde x1(t), x2(t) representan la población ( M ) y ( Mφ ) respectivamente
en el momento t . El parámetro λ es el ı́ndice de producción de ( M ), aprox-
imadamente 11, 000celdas/seg ; ver [119]. Las celdas ( M ) permanecen en
la médula ósea menos de 24 h, luego pasa al torrente sangúıneo y se dis-
tribuyen por todo el cuerpo. En un adulto sano normal, la vida media
de ( M ), denotada por 1/µ1, esta entre 8 y 72 horas, ver [119]; [120]. Los
macrófagos tienen una vida media denotado por 1/µ2 de 3 a 6 semanas, ver
[120] y se reemplazan en un indice del 1 por ciento para cada d́ıa. Cuando
( M ) sale de los capilares sangúıneos y están ubicados en los tejidos, son
transformados en ( Mφ). El paso de ı́ndice de ( M ) a ( Mφ ) se denota
por 1/φ suele ser de 8 a 12 horas, consulte [120]. Las condiciones iniciales
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Figura 7.1: Dynamical of the population of monocytes and macrophages.
son x1(0) = x01, x2(0) = x02 . La figura 7.1 ilustra el mecanismo de difer-
enciación de monocitos a macrófagos. En este modelo, se consideró que los
macrófagos se derivan únicamente de monocitos.









Estas son las soluciones del estado de equilibrio libre de infección. Además







 −µ1 − φ 0
φ −µ2
 .
Los valores propios de A, obtenidos como las ráıces del polinomio det[A−
λI] = 0 son dados por Λ1 = −µ2,Λ2 = −µ1 − φ, esto indica que el estado
de equilibrio libre de infección es localmente asintóticamente estable. Dado
que las condiciones iniciales del estado son grandes (×1010), es dif́ıcil de
apreciar a simple vista, si los valores asintóticos se alcanzaron en el gráfico.
Como solución a este problema, la transformación del registro (logaŕıtmica
en base transformación 10) se aplicó a la trama de los estados (x1(t)),
control (u(t)), Criterio, (J) y errores. El comportamiento de los estados en
condiciones normales, sin perturbaciones y libres de infección, se pueden
ver en Figura 7.2. Las condiciones iniciales para el estado (ver [118]) son:
x1(0) = 0,1584×109, x2(0) = 0,16528×1010;Log(x1(0)) = (0,1584×1010) =
8,199, Log(x2(0) = Log(0,16528 × 1010) = 9,21822030417. Los valores de
los parámetros (µ1, µ2, φ) en (7.8) son fijos y se toman de la Tabla 7.2 .
Sustituyendo los valores de los parámetros λ = 39600000, µ1 = 0,025, µ2 =
0,00194996, φ = 0,10 en (7.9) , los valores de la aśıntotas para el estado
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son dadas por X1max = 316800000;X2max = 16246487107,42, aplicando
el logaritmo e transformación, log(X1max) = 8,5091, log(X2max) = 10,21.
Como puede ver en Fig. 7.2 , la población de ( Mφ) es mayor la población de
( M) porque el tiempo de vida es diferente, como se puede ver en la Table
7.2 . Estos valores asintóticos de( M) y (Mφ) (el estado) se consideran
normales en un adulto sano (libre de infección).
7.2.3. Aplicación
Sumando la entrada de control u(t), el término de difusión dW (t)dt , asum-
iendo las condiciones para su existencia [109], y el enfoque RS, el sistema






















Figura 7.2: Gráfica del estado de Monocitos x1(t) y Macrófagos x2(t) con condiciones
iniciales x01, x02 en estado normal
Cuadro 7.1: Valores de los parámetros en el modelo.
Parámetro Descripción Valor Referencias
λ Índice de
prod de (M), x1(t) 396× 105cell/h [119]
1/µ1 Tiempo promedio
de vida de
(M), x1(t) 8-72h [119]
[120]
1/φ Tiempo de paso
(M), x1(t) para Mφ, x2(t). 8-12h [121]
1/µ2 Tiempo promedio
de vida
de x2,Mφ 336-71080h [120]
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Aplicando el control óptimo RS a las ecuaciones del sistema de seguimien-
to para el problema de seguimiento (4.8), (4.9) al sistema nolineal(7.11) las
siguientes ecuaciones son obtenidas:
A1 =
 −µ1 − φ 0
φ −µ2












[P21(t)[x1(t)− As1] + P22(t)[x2(t)− As2]].









[P 211(t) + P
2
12(t)] + 2(µ1 + φ)P11(t)(7.13)
−2φP21(t)− 2q11(t),











[P 221(t) + P
2
22(t)]− 2q22(t).
Las condiciones iniciales para Ṗij(t) son: P11(0) = 2, P12(0) = −1, P22(0) =
2. Donde la matriz P (t0) es definida positiva. El sistema de ecuaciones
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(7.11), (7.12), (7.13) son simulados en Scilab para unos valores multi-
plicando la tasa de producción de (Mφ), estos son (λ), los cuales están
considerando que producen un estado no saludable en el ser humano:
1,5λ, 1,2λ, λ, 0,8λ, 0,5λ y algunos valores del parámetro ε que aumentan
o disminuyen la intensidad del ruido en el proceso. La simulación se ini-
ció con respecto al tiempo final T = 720h = 30dias, según [122].
Cuadro 7.2: Valores de los errores err1, err1 %, err2, err2 % Variables de estado, J, J2 y
λ1 con control RS para 0,5λ, para algunos valores del término de difusión ε.
ε err1 err1 % err2 err2 % J J2 λ1
0,01 23983474 7,5705 14362035 0,0884 3,2008 1,289× 1019 1151,8241
0,1 23983064 7,5704 14361269 0,0883 3,1973 1,289× 1019 1153,3433
1 23987039 7,5716 14356489 0,0883 3,1969 1,289× 1019 1144,126
10 23987039 7,5716 14356489 0,0883 3,1969 1,289× 1019 1156,5089
100 24019198 7,5818 14398146 0,0886 3,196 1,289× 1019 1147,3401
1000 23845355 7,526 14140473 0,0870 3,1971 1,289× 1019 1157,118
124
Cuadro 7.3: Valores de los errores err1, err1 %, err2, err2 % Variables de estado, J, J2 y
λ1 con control RS para 0,8λ, para algunos valores del término de difusión ε.
ε err1 err1 % err2 err2 % J J2 λ1
0,01 9592896,3 3,0280 5744421,3 0,0353 3,0925 1,249× 1019 1135,9779
0,1 9593107,5 3,0281 5744466,4 0,0353 3,0919 1,249× 1019 1138,6441
1 9591423,8 3,0275 5740704,2 0,035 3,0918 1,249× 1019 1129,4185
10 9578004,9 3,0233 5722722,8 0,0352 3,0918 1,249× 1019 1133,351
100 9575046,9 3,0224 5778504,8 0,0355 3,091 1,249× 1019 1131,8022
1000 9418037,7 2,9728 5500934,9 0,0338 3,0917 1,249× 1019 1134,0604
Cuadro 7.4: Valores de los errores err1, err1 %, err2, err2 % Variables de estado, J, J2 y
λ1 con control RS para 1λ, para algunos valores del término de difusión ε.
ε err1 err1 % err2 err2 % J J2 λ1
0,01 56,912317 0,0008 79,883249 0,0000 3,0583 1,235× 1019 1123,1057
0,1 1408,1118 0,0028 1258,143 0,0000 3,0583 1,235× 1019 1124,5103
1 6284,9977 0,0098 7656,4408 0,0001 3,0583 1,235× 1019 1120,1942
10 6754,3784 0,0286 14698,479 0,0006 3,0583 1,235× 1019 1129,9817
100 1812,1212 0,0804 10254,078 0,0019 3,0582 1,235× 1019 1129,7785
1000 138513,87 0,2689 115382,17 0,0057 3,0583 1,235× 1019 1122,6477
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Cuadro 7.5: Valores de los errores err1, err1 %, err2, err2 % Variables de estado, J, J2 y
λ1 con control RS para 1,2λ, para algunos valores del término de difusión ε.
ε err1 err1 % err2 err2 % J J2 λ1
0,01 9593652,2 3,0282 5744322,9 0,0353 3,0546 1,234× 1019 1121,9892
0,1 9594335,9 3,0285 5747045,2 0,0353 3,0540 1,234× 1019 1123,6515
1 9599061,3 3,0300 5750299,7 0,0353 3,0540 1,234× 1019 1132,4374
10 9575816 3,0226 5725556,6 0,0352 3,0539 1,234× 1019 1127,2845
100 9509840,9 3,0018 5702373,7 0,0350 3,0541 1,234× 1019 1126,8219
1000 9663936 3,0504 5900649,2 0,0363 3,0548 1,234× 1019 1128,9486
Cuadro 7.6: Valores de los errores err1, err1 %, err2, err2 % Variables de estado, J, J2 y
λ1 con control RS para 1,5λ, para algunos valores del término de difusión ε.
ε err1 err1 % err2 err2 % J J2 λ1
0,01 23983157 7,5704 14361841 0,0883 3,1061 1,252× 1019 1146,4183
0,1 23982178 7,5701 14360000 0,0883 3,1026 1,252× 1019 1127,6445
1 23975897 7,5681 14358752 0,0883 3,1023 1,252× 1019 1134,5117
10 23972085 7,5669 14331596 0,0882 3,1021 1,252× 1019 1131,2256
100 23966102 7,5650 14331596 0,0882 3,1021 1,252× 1019 1131,2256
1000 23932333 7,5543 14435810 0,088 3,102 1,252× 1019 1136,727
En las tablas siguientes, puede ver los valores de los errores e1, e1 %,
e2, e2 %, y la función de criterio de costo exponencial cuadrático J , y J2
para ser minimizado. Además, los valores del nivel de atenuación λ1 al-
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canzar el signo de igualdad en la restricción para el problema de control
sub óptimo h́ıbrido H2/H∞. Donde e1 = |As1 − x1(T )|; en la misma forma
para e2; la transformación del logaritmo se aplica para tener la mejor apre-
ciación en los gráficos, haciendo una pequeña escala. Columnas de error
porcentual e1 %, e2 % se calculan como el cociente de los valores de error y
los valores asintóticos (As).
De acuerdo a las ecuaciones (7.2), (7.3) y (7.4),las matrices h, h∞ y






, h∞ = B∞ = 1 0
0 1
.
Los valores de λ1 en las Tablas 3-7 hacen que alcancen la igualdad en
J∞(u, λ1) en (7.6). Si λ2 < λ1, entonces u = u(x(t)) es la solución del
problema RS no restringido J∞(u, λ1) > 0 . Si λ3 > λ1, entonces u =
u(x(t)) es la solución del problema RS restringido J∞(u, λ1) < 0. Se han
obtenido niveles de atenuación para cada valor del coeficiente de difusión ε
y variaciones en λ, la gama de producción de (M). El efecto de la entrada
de control óptimo RS con seguimiento está en ventaja porque cuando se
aplica la entrada de control, el estado alcanza los valores asintóticos (estado
correcto) para todos los valores de la tasa de producción. Los valores del
costo cuadrático exponencial J (control óptimo RS) para diferentes valores
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de ε y coeficientes de λ tienen pequeños cambios, en el rango de milésimas.
Mientras que los valores del criterio J2 correspondientes al enfoque del
control óptimo RS H2 son grandes. Lo anterior es comprensible porque J2
contiene la enerǵıa gastada por el control RS para mantener los valores
óptimos de los estados y como los valores de los estados están en orden
de miles de millones, la enerǵıa de control tiene esta escala. Por otro lado,
los valores del criterio de costo RS J se mantienen pequeños, con pocas
variaciones.
Se ilustra el rendimiento del control óptimo RS H∞, el nivel de aten-
uación λ1 ( La restricción H∞ se mantiene con el signo de igualdad para
cada valor del parámetro del término de difusion ε y la tasa de producción
de monocitos, λ. El rendimiento del control sub óptimo RS h́ıbrido H2/H∞
con el nivel de atenuación λ1 ha demostrado ser eficaz para todos los val-
ores del parámetro de difusión ε y la tasa de producción de Monocitos,
λ.
El problema de optimización restringido se satisface para los valores
λ2, con λ2 > λ1 en (7.7) y el problema de optimización sin restricciones
está satisfecho para λ3, con λ3 < λ1.
La Fig. 7.3 ilustra el comportamiento del estado (log(M)), log(Mφ))
cuando ε = 10, 1,2λ.
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Figura 7.3: Graphic of states log(M) and log(Mφ) with epsilon = 10, and 1,2λ.
El efecto de la entrada de control óptimo RS con seguimiento es la
ventaja porque cuando se aplica la entrada de control, el estado alcanza
los valores asintóticos (estado correcto) para todos los valores de la tasa de
producción.
Conclusiones: Los resultados obtenidos de los experimentos han de-
mostrado que la entrada de control RS normaliza el nivel de monocitos
y macrófagos, alcanzando valores asintóticos en poco tiempo (menos de
24 h) utilizando un criterio exponencial cuadrático J . Según los resulta-
dos del problema de control ptimo RS H2, los valores de los criterios J2
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y J han demostrado que la enerǵıa gastada por el control RS es grande,
de acuerdo con las dimensiones del proceso simulado, lo que significa que
el rendimiento requerido se ha logrado en esta propuesta. Los resultados
obtenidos de la simulación del problema de control RS H∞ con el nivel de
atenuación λ1, han demostrado que el valor λ1 para la restricción H2/H∞se
mantiene con el signo de igualdad para todos los valores de los parámetros
de difusión ε y los cambios en el rango de producción de monocitos . El
problema de optimización restringido y sin restricciones propuesto se ha
satisfecho por los valores λ2, con λ2 > λ1 y λ3, con λ3 < λ1. El problema de
control sub óptimo RS h́ıbrido H2/H∞ presenta un mejor rendimiento al
encontrar los valores de λ1 que corresponden a la formulación del problema




Se han obtenido matemáticamente las ecuaciones del filtrado sub-óptimo
RS para sistemas polinomiales de tercer grado con ruidos blancos Gaus-
sianos. Un criterio exponencial cuadrático fue minimizado, usando una fun-
ción valor cuadrática como solución para las correspondientes ecuaciones
Hamilton-Jacobi-Bellman, y usando series de Taylor para linealizar la for-
ma polinomial de tercer grado de la ecuación de estado. Las simulaciones
numéricas son realizadas para comparar la eficacia de los algoritmos del
filtro RS obtenido contra los algoritmos de filtrado de tercer grado y el
filtro de Kalman Bucy extendido, a través de la comparación de los valores
de la exponencial media-cuadrada. También se obtuvieron las ecuaciones
del controlador óptimo RS para sistemas polinomiales lineales en donde en
las ecuaciones de estado y observación el término de difusión está multi-
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plicándose por un parámetro de intensidad.
Se presenta la solución del problema del controlador óptimo RS para
sistemas estocásticos polinomiales de primer grado en presencia del ruido
blanco Gaussiano en las ecuaciones del estado y observaciones, la función
de costo exponencial-cuadrático fué minimizado escalando el paámetro de
intensidad ε multiplicando al término de difusión. El principio de sepa-
ración y las soluciones a los problemas de control y filtrado óptimos RS
fueron utilizados para obtener las ecuaciones del controlador óptimo RS.
Simulaciones numéricas son conducidas haciendo una comparación entre
el controlador óptimo RS y el controlador convencional LQ para sistemas
lineales, calculando los valores del criterio de costo exponencial-cuadrático
para diferentes valores de la escala del parámetro de intensidad ε. Los re-
sultados de la simulación muestran significantes ventajas a favor del diseño
del controlador RS, en particular, para valores grandes del parámetro ε.
También se presentan las soluciones óptimas de los problemas de control
óptimo estocástico para sistemas polinomiales de segundo y tercer grado
con presencia del ruido blanco Gaussiano en las ecuaciones de estado y
observaciones, la función de criterio exponencial cuadrático fué minimiza-
da y el parámetro de intensidad ε multiplica al ruido blanco, usando las
funciones valor cuadráticas como soluciones de las correspondientes ecua-
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ciones de Hamilton-Jacobi-Bellman. Simulaciones numéricas fueron hechas
haciendo una comparación entre el regulador RS y el regulador óptimo
polinomial, comparando el criterio exponencial cuadrático minimizado en
ambos métodos. Los resultados de la simulación muestran ventaja en favor
de las ecuaciones del control RS para sistemas de segundo y tercer grado
para grandes valores de parámetro ε dependiendo de los valores del criterio




Se trabajará con el problema control estocástico sub óptimo RS h́ıbrido
H2/H∞ para sistemas polinomiales de segundo grado.
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[126] Pea T. Eliana, Pérez r. Aı́da R., Miranda Ander J., Sánchez L.
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