Introduction. Wiener [l] 1 has introduced a measure in the space C consisting of all real-valued functions x(t) continuous on O^/^l and vanishing at / = 0. He first defines the measure of a quasi-interval-a quasi-interval is the set of all functions of C which satisfy relations of the form aj < x(tj) the multiplier before the integrals having been so chosen as to make the measure of the entire space C equal to unity. With this definition of measure for quasi-intervals, the Wiener measure on C can be defined in a manner entirely similar to that used for ordinary Lebesgue measure, and a theory of (Wiener) integration can be defined over C, the integral of a functional F[x] being a number. We write where p(t) is a positive-valued continuous function on 0^/gl, g(t) is real and of class L 2 on O^/^l, and X is real and less than a suitable positive constant Xo which depends only upon the function pit). In (0.3) the function F(u) will be a fairly general Lebesgue measurable function on -co <u < oo. In a recent paper [2] we have shown that
This integral was evaluated by making use of a suitable linear transformation of C into itself; namely, the transformation
Under this transformation we found that
and from this (0.4) was obtained. The evaluation of integrals of the form (0.7) f expfx f p(t)x\t)dt\ -00 < X < X 0 , can be carried out in a similar fashion using suitable linear transformations; the particular linear transformation to be used in each case will be determined by a consideration of the second order differential equation
and the value Xo will be the least characteristic value of the equation (0.8) corresponding to the boundary values/(0) =/'(l) =0. The evaluation of integrals of the form (0.3) will use the same range of ideas, together with certain results recently obtained. Integrals of the form (0.2) are special cases of (0.3).
The evaluation of (0.7) is given by the following theorem. 
Consequently, if\<\ 0 andf a) (t) andf i2) (t) are any two linearly independent solutions of (0.8), we have
wftere a is any convenient point in Orga^jl. Remark 1. By the hypotheses of Theorem 1, Xo must exist as a positive number.
Remark 2. For every value of X there always exist (non-trivial) solutions of (0.8) satisfying /x (1)=0.
Remark 3. The numerator inside the square root sign in (0.11) is a Wronskian whose value is actually independent of a, 0 Sa S l.
Theorem 1 is a special case of Theorem la, which we shall prove in §1. placed by the radical on the right-hand side of (0.11). By using Theorem la and certain results proved recently we shall obtained in §2 the following result. THEOREM 
In the final sections we consider a few choices of p(t) for which the differential equation (0.8) has solutions in terms of well known functions. Various other choices may occur to the reader.
1. Proofs of Theorems la and 1. We shall need certain well known properties of the differential equation (0.8). First, by classical SturmLiouville theory it is known that there is a least characteristic value Xo of the system [(0.8), (0.9)], it is known thatXo is positive, and it is known that the solution ƒ(/) of the system [(0.8), (0.9)] with X=X 0 is non vanishing in 0</:gl. These facts are all given for example in [3] . We need one other (known) property; namely, the following: RESULT 1. Every non-trivial solution j\(t) of (0.8) corresponding to any real value of X <X 0 and satisfying the single boundary condition
For the sake of completeness we shall give a classical proof of this result. For the proof we use the identity
where Og/gl, X<Xq, f\(t) is a non-trivial solution of (0.8) satisfying (1.1), and/(0 is a solution of the system [(0.8), (0.9)] with X=X 0 . Now f\(t) cannot vanish at J = 0 since X 0 is the least characteristic value of the system [(0.8), (0.9)]. Also it cannot vanish at t -l for if it did it would be identically zero. If it vanishes at all in O^t^l its zeros are isolated and we shall denote by to its greatest zero in (0, 1). With this value of h(<l) relation (1.2) becomes
J to
Without losing generality we assume
Then (1.3) yields the result that/x (/ 0 ) is negative. Since /\(/o) is assumed zero this contradicts (1.4). Hence there is no greatest zero of fx(t) in 0<*^1. This yields Result 1.
We now proceed to the proof of Theorem la. For this purpose we consider the linear transformation
where X is fixed, -oo <X<Xo, and f\(t) is any non-trivial solution of (0.8) satisfying (1.1). (By Result 1, the denominator of the integral in (1.6) does not vanish.) Obviously the transformation (1.6) takes the space C into a part of C. We shall show that it actually takes C into the whole of C in a 1-1 manner. First
Multiplying (1.8) by f\(t) and adding to (1.6), we obtain
Jo lA(*)r [February Thus to every function x(-) of C there corresponds a function y(-) of C by (1.6), and this y(-) satisfies the relation (1.9). Conversely, it is easily seen that if y{-) is any function of C and if x(-) is defined by (1.9), then x(-) and y(-) again satisfy (1.6). Hence (1.6) is a 1-1 transformation of C onto itself. This could also be seen from the fact that (1.6) is a Volterra transformation. We shall consider it, however, as a Fredholm transformation whose kernel vanishes when t<s, and calculate the Fredholm determinant using the half (or arithmetic mean) value along the diagonal :
In Theorem I of a recent paper [2] we have considered the behavior of Wiener integrals under Fredholm and Volterra transformations, This, together with (1.10), yields Theorem la, including the existence of the integrals. Relation (0.10) 1 is obtained by specializing the function F in Theorem 1 to be identically unity,
(0 whereƒ<»(*) and ƒ«)(/) are any two linearly independent solutions of (0.8). This function obviously satisfies the condition/x'(1) =0 and yields (0.11) with a = l. But since the differential equation (0.8) has no term in f'(t), its Wronskian is constant, and hence we may use any convenient point a instead of a = l. This yields Theorem 1. On integrating by parts and using the fact that m(l)=0 we find from (2.4) that
holds under the same conditions. We pass now to the proof of Theorem 2 itself. We first consider the integral which occurs in the left-hand member of (0.13) ; namely, 
' +/>^-[f]>j:!t}*< (2.8) = f g(t)y(t)dt -(\(t)Mt)^-dt
L J o Ms) Jo J o f\(t)
exp (x ƒ [p(t)x\t) + 2p(t)g{t)x(t)]dtj d w x
Vx ( \d"x
the equality holding for X <X 0 and for every real-valued f unction g(t) belonging to L2 on 0<t<l.
This evaluates the expression (0.2) mentioned in the introduction.
In the remaining sections we consider briefly a few examples.
Example 1, p(t)^l.
For £(/) = !, the differential equation (0.8) becomes Also it is easily seen that X 0^ 1/4 since no linear combination of (5.3) and (5.4) satisfies the boundary condition and it is easily seen that this is an actual solution, not just a formal one. Also the series (6.4) is the classical Bessel function of order zero,
COROLLARY 2. Let g(t) be a real-valued function belonging to L 2 on 0<t<l, and let
The function (6.5) is a solution of (6.1) for every value of X, -oo <X< oo. We note that JQ(Z) is an even (entire) function and hence there is no difficulty in (6.5) when X is negative. A second linearly independent solution of (6.1) for X real and not equal to 0 is given by sin nw or by the limit of this expression when n is an integer. See [6, 
Sill W7T
Now it is known that 7. Example 4, pit) = (t+aY, 0<a< 00, /?^ -2. In this example we let /3 range over all real values other than the value -2. This value has already been handled in Example 2 given in §5. With this choice of p(t), the differential equation (0.8) becomes (7.1) ƒ"(*) + X(* + aYf{t) -0.
We take as a trial solution of (7.1) the series and it can be shown easily that these represent two linearly independent solutions of (7.1), for X real and different from zero. As an example we shall show that ƒ (1) (0 satisfies the differential equation (7.1). For convenience in writing we set .6) is a solution of (7.1). Similarly (7.7) is also a solution of (7.1), and it is linearly independent.
Next we calculate 
