Recently, major attention has been given to penalized log-likelihood estimators for sparse precision (inverse covariance) matrices. The penalty is responsible for inducing sparsity, and a very common choice is the convex l1 norm. However, it is not always the case that the best estimator is achieved with this penalty. So, to improve sparsity and reduce biases associated with the l1 norm, one must move to non-convex penalties such as the lq (0 ≤ q < 1). In this paper we introduce the resulting non-concave lq penalized log-likelihood problem, and derive the corresponding optimality conditions. A novel cyclic descent algorithm is presented for penalized log-likelihood optimization, and we show how the derived conditions can be used to reduce algorithm computation. We illustrate by comparing reconstruction quality over the range 0 ≤ q ≤ 1 for several experiments.
INTRODUCTION
Graphical models have a long history [1] [2] [3] and provide a systematic way of reducing large dimensional data. The structure of the graph identifies meaningful interactions among the data variables. Assuming the data is Gaussian with mean μ = 0p×1 and covariance Σp×p, the graphical model is an undirected graph specified by the precision matrix Ω := Σ −1 . Specifically, no edge between nodes i and j (i = j) in the graph denotes the conditional independence of variables i and j given the other variables, which in turn corresponds to having Ω(i, j) = 0, [1] [2] [3] . Thus, obtaining an undirected graph is equivalent to obtaining Ω.
Following the parsimony principle, the objective is to choose the simplest model, i.e., the sparsest graph that adequately explains the data. The sparsity requirement improves the interpretability of the model and prevents over-fitting. Equivalently, in order to estimate a sparse Ω, attention has been given to maximizing a sparsity Penalized Log-Likelihood (PLL) objective function. The loglikelihood measures the goodness-of-fit of the estimator while the penalty forces many of its entries to become zero. The most common sparsity penalties can be characterised using the lq "norm" 1 , which for 0 < q ≤ 1 is defined by:
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The function Ωapproaches the total number of non-zero entries in Ω as q → 0 + . Thus, for q = 0 the lq penalty, known as the l0 "norm", is defined as this limit, and denoted by:
where Ω is symmetric (Ω T = Ω), S 0 is the sample covariance matrix, λ > 0 is a constant penalty parameter, and Ω − is Ω with diagonal entries set to zero.
Even though l0 (q = 0) is the most natural penalty in (2), the l1 norm (q = 1) has become the dominant sparsity promoting penalty, see [4] [5] [6] [7] [8] [9] [10] [11] . This is motivated by the convexity of Ω 1 and the use of the l1 norm in sparse linear regression [12] . Its convexity makes (2) a desirable concave problem, allowing global solutions to be obtained.
It has recently been noted that using non-convex penalties can alleviate the biases of the l1 norm for estimation of sparse precision matrices and similar problems, see [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . It is expected that the lq "norm" with q < 1 can achieve this and, at the same time, result in more aggressive shrinking/hard-thresholding, which produces relatively sparser solutions. The advantages of lq penalties for 0 ≤ q < 1 have been shown for related estimation problems [15, 16, [20] [21] [22] [23] [24] [25] . This paper establishes that similar improvements can be achieved for the PLL problem (2) .
The remainder of the paper is organised as follows: Section 2 relates to prior work. Section 3 gives the optimality conditions for problem (2) when 0 ≤ q < 1, and Section 4 states a novel algorithm for its optimization. Section 5 shows how algorithm computation can be reduced by considering the optimality conditions, and provides estimator comparisons for 0 ≤ q ≤ 1. Section 6 has concluding remarks.
produced by removing row i and column j in Ω. β−i denotes β with the i-th entry set to 0. sgn(β) is the sign of β = 0 and 0 otherwise. ei denotes a vector with 1 in the i-th entry and 0 in the rest. 1 {·} is the indicator function, equaling 1 if the statement in {·} holds, and zero otherwise.
RELATION TO PRIOR WORK
Optimality Conditions: The existing literature on the PLL problem has predominantly focused on the concave l1 PLL formulation, i.e., (2) with q = 1. Some references include [4] [5] [6] [7] [8] [9] [10] [11] , bearing in mind that even though [7] mentions the use of the lq penalty, the work is limited to q ≥ 1. The optimality conditions for q = 1 are well known, for example see [4] . They can easily be derived and follow directly from the convex l1 linear regression setting studied, for example, in [26, 27] .
Other non-concave PLL formulations are given in [13, 14, 17, 19] . The primary focus of [14, 17, 19] is not the lq penalty (q < 1) and the work does not derive optimality conditions. The same is true for [13] , even though it focused solely on the l0 PLL problem. So, as far as we are aware, except for [13] , the non-concave lq PLL formulation with q < 1 has never been studied before, and hence, the derivation of the corresponding optimality conditions has never been attempted. We lastly note that, in order to derive these conditions one cannot apply the convexity flavoured ideas and arguments used when q = 1. Consequently, we take an alternative approach that takes advantage of the features unique to the objective function in (2) .
Cyclic Descent (CD): The general CD algorithm is given in [28, 29] , while the CD algorithms that were specifically designed for the PLL problem are given in [4, 6, 9, 11] . None of these, however, can handle (2) when q < 1, i.e., they do not provide a way to construct CD updates for 0 ≤ q < 1. Our novel algorithm is a block type CD method shown in the first author's recent PhD thesis [22] . Other block CD methods for the PLL problem are given in [4, 6] , but these can only handle (2) with q = 1. More specifically, they are derived using duality arguments for convex/concave objective functions, which are not applicable when 0 ≤ q < 1. As a result, our method is fundamentally different and is derived by direct arguments.
OPTIMALITY CONDITIONS
In this section we derive the necessary optimality conditions for problem (2) with 0 ≤ q < 1. To do this, the following two theorems are needed:
where |β| q := 1 {β =0} for q = 0. Then, all its solutions are:
where
For 0 < q < 1,β is found by iterating: 
where V 0 and Γ 0 are 
where T λ (·) is given by (4) , and:
Then, the following inequality holds for any 0 ≤ q < 1:
For the proof see the Appendix. Theorem 2 strongly motivates the necessary optimality conditions for (2) with 0 ≤ q < 1: (2) with 0 ≤ q < 1, then:
where β λ and h λ are from (5) [4, 26, 27, 30] . In Section 5 we exploit some of these conditions for initialization and reducing algorithm computation.
THE ALGORITHM
Inspired by Theorem 2, we state the block CD algorithm:
The lqCOV Algorithm Proof: Follows easily from Theorem 2.
SIMULATIONS
Here we compare the quality of estimators:Ω obtained by optimizing (2). For 0 ≤ q < 1, lqCOV is used, while for q = 1 we consider the weighted GLASSO method in [4] , where the diagonal weights in the penalty are set to 0 and the rest to 1. Initialization and Stopping using C1−4: All algorithms are initialized with a diagonal matrix, and so, we make the diagonal entries satisfy C4. Thus, they are given by 1/S(i, i).
All algorithms are terminated when C1−4 are satisfied. To measure the progress, for a particular iterate Ω, we let the "distance to optimality" d Ω (i, j) be 1 if the optimality conditions for (i, j) in Theorem 3 are not satisfied, and 0 otherwise. Then, the total dis-
Reducing Computation with C1: Inspired by the computation reducing method for CD methods with q = 1 in [9, 31], we suggest a corresponding method when 0 ≤ q < 1.
The method in [9, 31] involves updating a subset of the entries in Ω, called "Active Entries", in each iteration with the intent of reducing algorithm computation. In [31] , the "Active Entries" are the non-zero entries, while in [9] they are additionally the zero entries that do not satisfy |Ω −1 (i, j) − S(i, j)| ≤ λ. This is precisely C1 when q → 1, see Remark 1. As a result, we extend this idea to 0 ≤ q < 1: In Step (2) of lqCOV, the "Active Entries" are those for which Ω(i, j) = 0, or Ω(i, j) = 0 and C1 does not hold. C1 involves calculating Ω /j/j −1 but this is already given in Step (2). Due to lack of space, the theoretical aspects of this method will be presented elsewhere. Fig.1 
presents experimental results.
Simulations for Random & Star Graph Configurations: Two popular types of graph configurations of size p = 50 are considered for recovery: random and star, with corresponding precision matrices respectively denoted by ΩR and ΩS. The former is constructed randomly using the matlab function sprandsym and the latter by using the procedure in [22, p.138] . The non-zero elements in both ΩR and ΩS are drawn from the Gaussian distribution.
In all simulations, the corresponding S are constructed with n = 30 data instances drawn from the Gaussian distribution with mean μ = 0 and respective covariances Ω Fig.2 presents experimental results. We also consider recovering Ω constructed by stochastically combining ΩR and ΩS. In this case, Ω(i, j) = 0 if zij = 0, where zij is a Bernoulli random variable with probability parameter:
and α ∈ (0, 1). When zij = 0 we let: 
Fig. 1: Examples of algorithm runs (# variables is p = 50
and # samples is n = 30): Ωp×p has random configuration and entries, and is generated using the matlab function sprandsym s.t. Ω The ROC results were similar to those in Fig.2, i. e., we also found that the curves favoured q = 0 and q = 1 when α < 0.5 and α > 0.5 respectively. However, they approached each other as α → 0.5. For α < 0.5, the (av.) min λ Kullback-Leibler (KL(λ, q) ) loss is achieved when q = 0, while for α > 0.5, it is achieved when q = 1. Fig.3 summarizes this. , q) ). When α = 0.4, we see that the smallest KL is achieved when q = 0.
Fig. 4:
We noticed that for each α considered, the ROC curves for Ω(α) were approximately equal for all 0 ≤ q ≤ 1. As a result, this implies equal quality in terms of estimator structure (since ROC measures only structure), and so, we can not reject the hypothesis that the optimal q is again either 0 or 1. Thus, to distinguish the estimators, we further looked at the KL measure, which takes into account not only structure but estimator values. In this case, we noticed that the best qualityΩ(α) is achieved with 0 ≤ q < 1.
(left) The optimal q based on the KL loss as α varies. We see that as sparsity decreases (α → 1) the optimal q increases. 
Simulations for Random Graph Configurations:
Here we replace ΩS with a less sparse ΩR, denoted by Ω R , where
With this change we use ΩR and Ω R in (11) and (12) to stochastically construct Ω(α), except this time α varies the sparsity in Ω(α) between 5% and 20%. Fig.'s 4 and 5 present the experimental results.
CONCLUSION
We introduced the non-concave lq penalized log-likelihood problem (0 ≤ q < 1) for Gaussian graphical models, and derived the corresponding optimality conditions. A novel coordinate descent algorithm was given, and we showed how the derived conditions can be used to reduce computation. Simulations showed that 0 ≤ q < 1 can be used to improve on q = 1. The penalty parameter λ is tuned s.t. bothΩ(α)'s have an FP rate of 0.02. BothΩ(α)'s have an approximately equal number of nonzeros too, but despite this, we see that LASSO (q = 1) produces nonzero entries that are severely shrunken towards zero, unlike the lqpenalized reconstruction with q = 0.4. The same phenomenon was observed for a wide range of the FP rate, and confirms the negative bias of the l1 norm. This difference between l1 and lq is due to the magnitude over-penalization by the linear l1 penalty as compared to the sub-linear l1 penalty for q = 0.4.
APPENDIX
Proof of Theorem 2: By the properties of the determinant and trace for block matrices,
, which is differentiable w.r.t. u0. So, setting its derivative to zero and solving for u0 we obtain thatû0 is the maximizer. Substitutingû0 in for u0, it can easily be shown that:
, where c = log (γ0) + 1 and
To obtain an additional inequality for L λ,q (·) we derive an inequality for J(·).
Substituting u = u−i + u(i)ei in J(u), and using Theorem 1 it is easy to obtain T λ i (zi) = arg min u(i) J(u). So, J(û) ≤ J(u), which finally gives (10) . By Sylvester's criterion,û0 > 0 implies the matrix with V,û andû0 is positive definite.
Proof of Theorem 3: Let Ωπ and Sπ denote the respective π-permutations of Ω and S, i.e., having the j-th row and column of Ω and S placed last, see [4, 6, 13, 22] . Then, in Theorem 2, we have: V = Ω /j/j and Γ = S /j/j , and u and γ become the respective j-th columns of Ω and S truncated not to include the j-th entry. Also, u0 = Ω(j, j) and γ0 = S(j, j). Since the log-likelihood and the lq penalty are invariant under this π-permutation, we have L λ,q (Ω) = L λ,q (Ωπ). Thus, we can use (10): since Ωπ maximizes L λ,q (·), we must have (i) u0 =û0, and u = u−i + T λ i (zi) ei that reduces to (ii) u(i) = T λ i (zi) for each i = j. So, using (i) in the block matrix inversion formula to invert Ωπ, we obtain that:
Since (Ωπ) −1 = (Ω −1 )π, in (13) we firstly see that Ω −1 (j, j) = γ0, giving C4, and secondly, that −γ0V −1 u is the j-th column of Ω −1 truncated not to include Ω −1 (j, j). Its i-th entry is −γ0u T v − i , which is thus Ω −1 (i, j). Since u(i) = Ω(i, j), this allows us to re-write the numerator in zi as Ω −1 (i, j) − S(i, j) + γ0v − ii Ω(i, j). So, to derive C1−3, we use (ii), Theorem 1 and the definition of zi. When u(i) = 0 we have: |zi| ≤ h λ i , which simplifies to C1. When u(i) = 0, we have |zi| ≥ h λ i implying |u(i)| ≥ β λ i , which simplifies to C2. Using (6) we obtain C3 after re-arranging and simplifying.
