Abstract: We investigate the frequentist properties of Bayesian procedures for estimation and uncertainty quantification based on the horseshoe prior. We consider the sparse multivariate mean model and consider both the hierarchical Bayes method of putting a prior on the unknown sparsity level and the empirical Bayes method with the sparsity level estimated by maximum marginal likelihood. We show that both Bayesian techniques lead to rate-adaptive optimal posterior contraction. We also investigate the frequentist coverage of Bayesian credible sets resulting from the horseshoe prior, both when the sparsity level is set by an oracle and when it is set by hierarchical or empirical Bayes. We show that credible balls and marginal credible intervals have good frequentist coverage and optimal size if the sparsity level of the prior is set correctly. By general theory honest confidence sets cannot adapt in size to an unknown sparsity level. Accordingly the hierarchical and empirical Bayes credible sets based on the horseshoe prior are not honest over the full parameter space. We show that this is due to over-shrinkage for certain parameters and characterise the set of parameters for which credible balls and marginal credible intervals do give correct uncertainty quantification. In particular we show that the fraction of false discoveries by the marginal Bayesian procedure is controlled by a correct choice of cut-off.
Introduction
The rise of big datasets with few signals, such as gene expression data and astronomical images, has given an impulse to the study of sparse models. The sequence model, or sparse normal means problem, is well studied. In this model, a random vector Y n = (Y 1 , . . . , Y n ) with values in R n is observed, and each single observation Y i is the sum of a fixed mean and standard normal noise:
Y i = θ 0,i + ε i , i = 1, . . . , n, (
where the ε i are independent standard normal variables. We perform inference on the mean vector θ 0 = (θ 0,1 , . . . , θ 0,n ), and assume it to be sparse in the nearly black sense, meaning that all except an unknown number p n = n i=1 1{θ 0,i = 0} of the means are zero. We assume that p n increases with n, but not as fast as n: p n → ∞ and p n /n → 0 as n tends to infinity.
Many methods to recover θ 0 have been suggested. Those most directly related to this work are [46, 25, 14, 13, 23, 22, 24, 19, 9, 5, 4, 37] . In the present paper we study the Bayesian method based on the horseshoe prior [11, 10, 39, 33, 34] . Under this prior the coordinates θ 1 , . . . , θ n are an i.i.d. sample from a scale mixture of normals with a half-Cauchy prior on the variance, as follows. Given a "global hyperparameter" τ , In the Bayesian model the observations Y i follow (1.1) with θ 0 taken equal to θ. The posterior distribution is then as usual obtained as the conditional distribution of θ given Y n . For a given value of τ , possibly determined by an empirical Bayes method, aspects of the posterior distribution of θ, such as its mean and variance, can be computed with the help of analytic formulas and numerical integration [33, 34, 49] . It is also possible to equip τ with a hyper prior, and follow a hierarchical, full Bayes approach. Several MCMC samplers and a software package are available for computation of the posterior distribution [38, 28, 21] .
The horseshoe posterior has performed well in simulations [11, 10, 33, 32, 5, 1] . Theoretical investigation in [49] shows that the parameter τ can, up to a logarithmic factor, be interpreted as the fraction of nonzero parameters θ i . In particular, if τ is chosen to be at most of the order (p n /n) log n/p n , then the horseshoe posterior contracts to the true parameter at the (near) minimax rate of recovery for quadratic loss over sparse models [49] . While motivated by these good properties, we also believe that the results obtained give insight in the performance of Bayesian procedures for sparsity in general.
In the present paper we make four novel contributions. First and second we establish the contraction rates of the posterior distributions of θ in the hierarchical, full Bayes case and in the general empirical Bayes case. Third we study the particular empirical Bayes method of estimating τ by the method of maximum Bayesian marginal likelihood. Fourth we study the capability of the posterior distribution for uncertainty quantification, in both the hierarchical and empirical Bayes cases.
As the parameter τ can be viewed as measuring sparsity, the first two contributions are both focused on adaptation to the number p n of nonzero means, which is unlikely to be known in practice. The hierarchical and empirical Bayes methods studied here are shown to have similar performance, both in theory and in a small simulation study, and appear to outperform the ad-hoc estimator introduced in [49] . The horseshoe posterior attains similar contraction rates as the spike-and-slab priors, as obtained in [25, 14, 13] , and two-component mixtures, as in [37] . We obtain these results under general conditions on the hyper prior on τ , and for general empirical Bayes methods.
The conditions for the empirical Bayes method are met in particular by the maximum marginal likelihood estimator (MMLE). This is the maximum likelihood estimator of τ under the assumption that the "prior" (1.2) is part of the data-generating model, leaving only τ as a parameter. The MMLE is a natural estimator and is easy to compute. It turns out that the "MMLE plug-in posterior distribution" closely mimics the hierarchical Bayes posterior distribution. Besides practical benefit, this correspondence provides a theoretical tool to analyze the hierarchical Bayes method, which need not rely on testing arguments (as in [17, 18, 50] ).
In the Bayesian framework the spread of the posterior distribution over the parameter space is used as an indication of the error in estimation. For instance, a set of prescribed posterior probability around the center of the posterior distribution (a credible set) is often used in the same way as a confidence region for the parameter. A main contribution of the present paper is to investigate this practice for the horseshoe posterior distribution, in its dependence on the true signal θ 0 . Besides for credible balls we also study this for credible intervals based on the marginal posterior distributions.
It follows from general results of [26, 36, 30] that honest uncertainty quantification is irreconcilable with adaptation to sparsity. Here honesty of confidence setsĈ n =Ĉ n (Y n ) relative to a parameter spaceΘ ⊂ R n means that
for some prescribed confidence level 1 − α. Furthermore, adaptation to a partitionΘ = ∪ p∈P Θ p of the parameter space into submodels Θ p indexed by a hyper-parameter p ∈ P , means that, for every p ∈ P and for r n,p the (near) minimax rate of estimation relative to Θ p , lim inf n→∞ inf θ0∈Θp P θ0 (diam(Ĉ n ) ≤ r n,p ) = 1.
This second property ensures that the good coverage is not achieved by taking conservative, overly large confidence sets, but that these sets have "optimal" diameter. In our present situation we may choose the models Θ p equal to nearly black bodies with p nonzero coordinates, in which case r 2 n,p p log(n/p), if p n. Now it is shown in [26] that confidence regions that are honest over all parameters inΘ = R n cannot be of square diameter smaller than n 1/2 , which can be (much) bigger than p log(n/p), if p n. Similar restrictions are valid for honesty over subsets of R n , as follows from testing arguments (see the appendix in [36] ). Specifically, in [30] it is shown that confidence regions that adapt in size to nearly black bodies of two different dimensions p n, 1 p n,2 cannot be honest over the union of these two bodies, but only over the union of the smallest body and the vectors in the bigger body that are at some distance from the smaller body. As both the full Bayes and empirical Bayes horseshoe posteriors contract at the near square minimax rate r n,p , adaptively over every nearly black body, it follows that their credible balls cannot be honest in the full parameter space.
In Bayesian practice credible balls are nevertheless used as if they were confidence sets. A main contribution of the present paper is to investigate for which parameters θ 0 this practice is justified. We characterise the parameters for which the credible sets of the horseshoe posterior distribution give good coverage, and the ones for which not. We investigate this both for the empirical and hierarchical Bayes approaches, both when τ is set deterministically, and in adaptive settings where the number of nonzero means is unknown. In the case of deterministically chosen τ , uncertainty quantification is essentially correct provided τ is chosen not smaller than (p n /n) log n/p n . For the more interesting full and empirical Bayes approaches, the correctness depends on the sizes of the nonzero coordinates in θ 0 . If a fraction of the nonzero coordinates is detectable, meaning that they exceed the "threshold" 2 log(n/p), then uncertainty quantification by a credible ball is correct up to a multiplicative factor in the radius. More generally, this is true if the sum of squares of the non-detectable nonzero coordinates is suitably dominated, as in [3] .
Uncertainty quantification for single coordinates θ 0,i by marginal credible intervals is quite natural. Credible intervals can be easily visualised by plotting them versus the index (cf. Figure 2 ). They may also be used as a testing device, for instance by declaring coordinates i for which the credible interval does not contain 0 to be discoveries. We show that the validity of these intervals depends on the value of the true coordinate. On the positive side we show that marginal credible intervals for coordinates θ 0,i that are either close to zero or above the detection boundary are essentially correct. In particular, the fraction of false discoveries (referring to zero θ 0,i that are declared nonzero) can be controlled by slightly enlarging the length of the intervals. On the negative side the horseshoe posteriors shrink intervals for intermediate values too much to zero for coverage. Different from the case of credible balls, these conclusions are hardly affected by whether the sparseness level τ is set by an oracle or adaptively, based on the data.
We conclude that the uncertainty quantification given by the horseshoe posterior distribution is "honest" only conditionally on certain prior assumptions on the parameters. In contrast, interesting recent work within the context of the sparse linear regression model is directed at obtaining confidence sets that are honest in the full parameter set [52, 47, 27] . The resulting methodology, appropriately referred to as "de-sparsification", might in our present very special case of the regression model reduce to confidence sets for θ 0 based on the trivial pivot Y n −θ 0 , or functions thereof, such as marginals. These confidence sets would have uniformly correct coverage, but be very wide, and not employ the presumed sparsity of the parameter. This seems a high price to pay; sacrificing some coverage so as to retain some shrinkage may not be unreasonable. Our contribution here is to investigate in what way the horseshoe prior makes this trade-off.
Uncertainty quantification in the case of the sparse normal mean model was addressed also in the recent paper [3] . These authors consider a mixed Bayesian-frequentist procedure, which leads to a mixture over sets I ⊂ {1, 2, . . . , n} of projection estimators (Y i 1 i∈I ), where the weights over I have a Bayesian interpretation and each projection estimator comes with a distribution. Treating this as a posterior distribution, the authors obtain credible balls for the parameter, which they show to be honest over parameter vectors θ 0 that satisfy an "excessivebias restriction". This interesting procedure has similar properties as the horseshoe posterior distribution studied in the present paper. While initially we had derived our results under a stronger "self-similarity" condition, we present here the results under a slight weakening of the "excessive-bias restriction" introduced in [3] .
The performance of adaptive Bayesian methods for uncertainty quantification for the estimation of functions has been previously considered in [45, 44, 40, 12, 35, 41, 43, 42, 2] . These papers focus on adaptation to functions of varying regularity. This runs into similar problems of honesty of credible sets, but the ordering by regularity sets the results apart from the adaptation to sparsity in the present paper.
The paper is organized as follows. We first introduce the MMLE in Section 2. Next we present contraction rates in Section 3, for general empirical and hierarchical Bayes approaches, and specifically for the MMLE. Coverage of credible balls and marginal credible intervals, again for general empirical and hierarchical Bayes approaches, and the MMLE in particular, are stated in Section 4. We illustrate the coverage properties of the marginal credible sets computed by empirical and hierarchical Bayes methods in a simulation study in Section 5. We conclude with appendices containing all proofs not given in the main text.
Notation
We use Π(· | Y n , τ ) for the posterior distribution of θ relative to the prior (1.2) given fixed τ , and Π(· | Y n ) for the posterior distribution in the hierarchical setup where τ has received a prior. The empirical Bayes "plug-in posterior" is the first object with a data-based variableτ substituted for τ . In order to stress that this does not entail conditioning onτ , we also write
The density of the standard normal distribution is denoted by ϕ.
n i=1 1{θ i = 0} ≤ p} denotes the class of nearly black vectors, and we abbreviate
Maximum marginal likelihood estimator
In this Section we define the MMLE and compare it to a naive empirical Bayes estimator previously suggested in [49] . In Sections 3.1 and 4.2 we show that the MMLE is close to the "optimal" value τ n (p n ) = (p n /n) log(n/p n ) with high probability, leads to posterior contraction at the near-minimax rate, and yields adaptive confidence sets for selected parameters.
The marginal prior density of a parameter θ i in the model (1.2) is given by
In the Bayesian model the observations Y i are distributed according to the convolution of this density and the standard normal density. The MMLE is the maximum likelihood estimator of τ in this latter model, given by
The restriction of the MMLE to the interval [1/n, 1] can be motivated by the interpretation of τ as the level of sparsity, as in [49] , which makes the interval correspond to assuming that at least one and at most all parameters are nonzero. The lower bound of 1/n has the additional advantage of preventing computational issues that arise when τ is very small ( [49, 15] ). We found the observation in [15] that an empirical Bayes approach cannot replace a hierarchical Bayes one, because the estimate of τ tends to be too small, too general. In both our theoretical study as in our simulation results the restriction that the MMLE be at least 1/n prevents a collapse to zero. Our simulations, presented in Section 5, also give no reason to believe that the hierarchical Bayes method is inherently better than empirical Bayes. Indeed, they behave very similarly (depending on the prior on τ ). An interpretation of τ as the fraction of nonzero coordinates motivates another estimator ( [49] ), which is based on a count of the number of observations that exceed the "universal threshold" √ 2 log n:
where c 1 and c 2 are positive constants. If c 2 > 1 and (c 1 > 2 or c 1 = 2 and p n log n), then the plug-in posterior distribution with the simple estimator τ S (c 1 , c 2 ) contracts at the near square minimax rate p n log n (see [49] , Section 4). This also follows from Theorem 3.2 in the present paper, as τ S (c 1 , c 2 ) satisfies Condition 1 below. On the other hand, this estimator fails to meet Condition 5 and hence our results on coverage do not apply to it. It appears that the simple estimator tends to be "too small". This is corroborated by the numerical study presented in Figure 1 . The figure shows approximations to the expected values of τ S and τ M when θ 0 is a vector of length n = 100, with p n coordinates drawn from a N (A, 1) distribution, with A ∈ {1, 4, 7}, and the remaining coordinates drawn from a N (0, 1/4) distribution. For this sample size the "universal threshold" √ 2 log n is approximately 3, and thus signals with A = 1 should be difficult to detect, whereas those with A = 7 should be easy; those with A = 4 represent a boundary case.
Estimate of τ Approximate expected values of the MMLE (2.2) (solid) and the simple estimator (2.3) with c 1 = 2 and c 2 = 1 (dotted) when pn (horizontal axis) out of n = 100 parameters are drawn from a N (A, 1) distribution, and the remaining (n − pn) parameters from a N (0, 1/4) distribution. The study was conducted with A = 1 ( ), A = 4 (•) and A = 7 ( ). The results as shown are the averages over N = 1000 replications.
The figure shows that in all cases the MMLE (2.2) yields larger estimates of τ than the simple estimator (2.3), and thus leads to less shrinkage. This is expected in light of the results in the following section, which show that the MMLE is of order τ n (p n ), whereas the simple estimator is capped at p n /n. Both estimators appear to be linear in the number of nonzero coordinates of θ 0 , with different slopes. When the signals are below the universal threshold, then the simple estimator is unlikely to detect any of them, whereas the MMLE may still pick up some of the signals. We study the consequences of this for the mean square errors and credible sets in Section 5.
Contraction rates
In this section we establish the rate of contraction of both the empirical Bayes and full Bayes posterior distributions. The empirical Bayes posterior is found by replacing τ in the posterior distribution Π(· | Y n , τ ) of θ relative to the prior (1.2) with a given τ by a databased estimator τ ; we denote this by
is the ordinary posterior distribution of θ in the model where τ is also equipped with a prior and (1.2) is interpreted as the conditional prior of θ given τ .
The rate of contraction refers to properties of these posterior distributions when the vector Y n follows a normal distribution on R n with mean θ 0 and covariance the identity. We give general conditions on the empirical Bayes estimatorτ n and the hyper prior on τ that ensure that the square posterior rate of contraction to θ 0 of the resulting posterior distributions is the near minimax rate p n log n for estimation of θ 0 relative to the Euclidean norm. We also show that these conditions are met by the MMLE and natural hyper priors on τ .
The minimax rate, the usual criterion for point estimators, has proven to be a useful benchmark for the speed of contraction of posterior distributions as well. The posterior cannot contract faster to the truth than at the minimax rate [17] . The square minimax 2 -rate for the sparse normal means problem is p n log(n/p n ) [16] . This is slightly faster (i.e. smaller) than p n log n, but equivalent if the true parameter vector is not very sparse (if p n ≤ n α , for some α < 1, then (1 − α)p n log n ≤ p n log(n/p n ) ≤ p n log n). For adaptive procedures, where the number of nonzero means p n is unknown, results are usually given in terms of the "near-minimax rate" p n log n, for example for the spike-and-slab Lasso [37] , the Lasso [6] , and the horseshoe [49] .
Empirical Bayes
The empirical Bayes posterior distribution achieves the near-minimax contraction rate provided that the estimator τ n of τ satisfies the following condition. Let τ n (p) = (p/n) log(n/p).
Condition 1.
There exists a constant C > 0 such that τ n ∈ [1/n, Cτ n (p n )], with P θ0 -probability tending to one, uniformly in
This condition is weaker than the condition given in [49] for 2 -adaptation of the empirical Bayes posterior mean, which requires asymptotic concentration ofτ n on the same interval [1/n, Cτ n (p n )] but at a rate. In [49] a plug-in value for τ of order τ n (p n ) was found to be the largest value of τ for which the posterior distribution contracts at the minimax-rate, and has variance of the same order. Condition 1 can be interpreted as ensuring that τ n is of at most this "optimal" order. The lower bound can be interpreted as assuming that there is at least one nonzero mean, which is reasonable in light of the assumption p n → ∞. In addition, it prevents computational issues, as discussed in Section 2.
A main result of the present paper is that the MMLE satisfies Condition 1. Proof. See Appendix A.1.
A second main result is that under Condition 1 the posterior contracts at the nearminimax rate.
Theorem 3.2. For any estimator τ n of τ that satisfies Condition 1, the empirical Bayes posterior distribution contracts around the true parameter at the near-minimax rate: for any M n → ∞ and p n → ∞,
In particular, this is true for τ n equal to the MMLE.
Proof. See Appendix B.1.
Hierarchical Bayes
The full Bayes posterior distribution contracts at the near minimax rate whenever the prior density π n on τ satisfies the following two conditions. Condition 2. The prior density π n is supported inside [1/n, 1].
Condition 3. Let t n = C u π 3/2 τ n (p n ), with the constant C u as in Lemma E.7(i). The prior density π n satisfies tn tn/2 π n (τ ) dτ e −cpn , for some c > C u /10.
The restriction of the prior distribution to the interval [1/n, 1] can be motivated by the same reasons as discussed under the definition of the MMLE in Section 2. In our simulations (also see [49] ) we have also noted that large values produced by for instance a sampler using a half-Cauchy prior, as in the original set-up proposed by [11] , were not beneficial to recovery.
As t n is of the same order as τ n (p n ), Condition 3 is similar to Condition 1 in the empirical Bayes case. It requires that there is sufficient prior mass around the "optimal" values of τ . The condition is satisfied by many prior densities, including the usual ones, except in the very sparse case that p n log n, when it requires that π n is unbounded near zero. For this situation we also introduce the following weaker condition, which is still good enough for a contraction rate with additional logarithmic factors. 
. This satisfies Condition 2, of course, and Condition 4. It also satisfies the stronger Condition 3 provided t n ≥ e −cpn , i.e. p n ≥ C log n, for a sufficiently large C. The following lemma is a crucial ingredient of the derivation of the contraction rate. It shows that the posterior distribution of τ will concentrate its mass at most a constant multiple of t n away from zero. We denote the posterior distribution of τ by the same general symbol
Lemma 3.6. If Conditions 2 and 3 hold, then
Furthermore, if only Conditions 2 and 4 hold, then the similar assertion is true but with 5t n replaced by (log n)t n .
Proof. See Appendix B.2.
We are ready to state the posterior contraction result for the full Bayes posterior.
Theorem 3.7. If the prior on τ satisfies Conditions 2 and 3, then the hierarchical Bayes posterior contracts to the true parameter at the near minimax rate: for any M n → ∞ and p n → ∞,
If the prior on τ satisfies only Conditions 2 and 4, then this is true with √ p n log n replaced by √ p n log n.
Proof. Using the notation r n = √ p n log n, we can decompose the left side of the preceding display as
The first term on the right tends to zero by Theorem 3.2, and the second by Lemma 3.6.
Coverage
By their definition credible sets contain a fixed fraction, e.g. 95 %, of the posterior mass.
The diameter of such sets will be at most of the order of the posterior contraction rate. The upper bounds on the contraction rates of the horseshoe posterior distributions given in Section 3 imply that these are narrow enough to be informative. However, these bounds do not guarantee that the credible sets will cover the truth. The latter is dependent on the spread of the posterior mass relative to its distance to the true parameter. For instance, the bulk of the posterior mass may be highly concentrated inside a ball of radius the contraction rate, but within a narrow area of diameter much smaller than its distance to the true parameter.
In this section we study coverage first in the case of deterministic τ and next for the empirical and full Bayes posterior distributions. We consider both credible balls (for the full parameter vector θ 0 ∈ R n relative to the Euclidean distance) and credible intervals (for the individual coordinates θ 0,i ). The latter are based on the marginal posterior distributions of the coordinates θ i .
In Section 4.1 we show that a (slightly enlarged) credible ball centered at the posterior mean covers the truth provided τ is chosen bigger than the "optimal" value τ n (p n ). Furthermore, we show that the marginal credible intervals fall into three categories, dependent on τ . For coordinates θ 0,i with absolute value below a multiple of τ or above a multiple of ζ τ the credible intervals will cover, in the sense that within both categories the fraction of correct intervals is arbitrarily close to 1. On the other hand, none of the intermediate coordinates θ 0,i are covered.
In Section 4.2 we consider the case that p n is not known, and the posterior is adapted to the sparsity level by either the empirical or the full Bayes method. Here the potential problem for coverage of credible balls is the over-shrinkage of the posterior distributions, due to a too small value of the MMLE τ M or concentration of the posterior distribution of τ too close to zero. We show that such over-shrinkage does not occur, and both empirical and hierarchical credible balls cover, if the true parameter θ 0 satisfies the "excessive-bias restriction", given below. Furthermore, we show that the results for deterministic marginal credible intervals extend to the adaptive situation for any true parameter θ 0 , with slight modification of the boundaries between the three cases of small, intermediate and large coordinates.
Credible sets for deterministic τ
Given a deterministic hyperparameter τ , possibly depending on n and p n , we consider a credible ball of the formĈ
is the posterior mean, L a positive constant, and for a given α ∈ (0, 1) the numberr(α, τ ) is determined such that
Thusr(α, τ ) is the natural radius of a set of "Bayesian credible level" 1 − α, and L is a constant, introduced to make up for a difference between credible and confidence levels, similarly as in [45] . (Unlike in the latter paper the radiir(α, τ ) do depend on the observation Y n , as indicated by the hat in the notation.)
The following lower bound forr(α, τ ) in the case that nτ → ∞ is the key to the frequentist coverage. The assumption nτ /ζ τ → ∞ is satisfied for τ of the order the "optimal" rate τ n (p n ) provided p n → ∞ (as we assume).
Lemma 4.1. If nτ /ζ τ → ∞, then with P θ0 -probability tending to one, r(α, τ ) ≥ 0.5 nτ ζ τ .
Proof. See Section C.1. 
Proof. The probability of the complement of the event in the display is equal to P θ0 θ 0 − θ(τ ) 2 > Lr(α, τ ) . In view of Lemma 4.1 this is bounded by o(1) plus
By Theorem 3.2 of [49] (or see the proof of Theorem 3.2 below) the numerator on the right is bounded by a multiple of p n log(1/τ ) + nτ log 1/τ . By the assumption τ ≥ τ n ≥ 1/n the quotient is smaller than α for appropriately large choice of L.
Marginal credible intervals can be constructed from the marginal posterior distributions
. By the independence of the pairs (θ i , Y i ) given τ , the ith marginal depends only on the ith observation Y i . We consider intervals of the form
is determined so that, for a given 0 < α ≤ 1/2,
The coverage of these intervals depends crucially on the value of the true coordinate θ 0,i . For given τ → 0, positive constants k S , k M , k L and numbers f τ ↑ ∞ as τ → 0, we distinguish three regions (small, medium and large) of signal parameters:
The conditions on the constants and f τ in the following theorem make that these three sets may not cover all coordinates θ 0,i , but their boundaries are almost contiguous. The following theorem shows that the fractions of coordinates contained in S and in L that are covered by the credible intervals are close to 1, whereas no coordinate in M is covered. Inspection of the proof will show that the latter occurs, because the corresponding intervals are shrunk too much to zero. Since all zero coordinates are in the set S, an overall conclusion is then that the set of "discoveries", the coordinates whose credible set does not contain 0, contains only a small fraction of "false discoveries". (In our setting the usual "false discovery rate" is not a useful quantity, as the number of nonzero parameters is a vanishing fraction of the total set of coordinates by assumption. The quantities considered in the theorem seem more descriptive of the accuracy of the procedure.) Let | · | denote the cardinality of a set.
Then for τ → 0 and any sequence γ n → c for some
where
Proof. See Section C.2.
Marginal 95% credible sets, empirical Bayes with MMLE , and p n = 10 nonzero coordinates. The value τ was chosen equal to the MMLE, which realised as approximately 0.11. The means were taken equal to 7, 1.5 or 0, corresponding to the three regions L, M, S listed in the theorem ( √ 2 log n ≈ 3.3). All the large means (equal to 7) were covered; only 2 out of 5 of the medium means (equal to 1.5) were covered; and all small (zero) means were covered, in agreement with Theorem 4.3. It may be noted that intervals for zero coordinates are not necessarily narrow.
Adaptive credible sets
We now turn to credible sets in the more realistic scenario that the sparsity parameter p n is not available. We investigate both the empirical Bayes and the hierarchical Bayes credible sets, and consider both balls and marginal intervals.
In the empirical Bayes approach we define a credible set by plugging in an estimator τ n of τ into the non-adaptive credible ballĈ n (L, τ ) given in (4.1):
(4.6)
In the hierarchical Bayes case we use a ball around the full posterior meanθ
where L is a positive constant andr(α) is defined from the full posterior distribution by
The question is whether these Bayesian credible sets are appropriate for uncertainty quantification from a frequentist point of view. Unfortunately, coverage can be guaranteed only for a selection of true parameters θ 0 . The problem is that a data-based estimate of sparsity may lead to over-shrinkage, which makes the credible sets too small and close to zero. A simple condition preventing over-shrinkage is that a sufficient number of nonzero parameters θ 0,i is above the "detection boundary". It turns out that the correct threshold for detection is given by 2 log(n/p n ). This leads to the following condition.
The two constants C s and A will be fixed to universal values, where necessarily C s ≥ 1 and it is required that A > 1.
The problem of over-shinkage is comparable to the problem of over-smoothing in the context of nonparametric density estimation or regression, due to the choice of a too large bandwidth or smoothness level. The preceding self-similarity condition plays the same role as the assumptions of "self-similarity" or "polished tail" used by [31, 20, 8, 29, 45, 43] in their investigations of confidence sets in nonparametric density estimation and regression, or the "excessive-bias" restriction in [2] employed in the context of Besov-regularity classes in the normal mean model.
The self-similarity condition is also reminiscent of the beta-min condition for the adaptive Lasso [48, 7] , which imposes a lower bound on the nonzero signals in order to achieve consistent selection of the set of nonzero coordinates of θ 0 . However, the present condition is different in spirit both by the size of the cut-off and by requiring only that a fraction of the nonzero means is above the threshold.
For ensuring coverage of credible balls the condition can be weakened to the following more technical condition.
Assumption 2 (excessive-bias restriction). A vector θ 0 ∈ 0 [p] satisfies the excessive-bias restriction for constants A > 1 and C s , C > 0, if there exists an integer q ≥ 1 with
The set of all such vectors θ 0 (for fixed constants A,
If θ 0 ∈ 0 [p] is self-similar, then it satisfies the excessive-bias restriction with q = p, C = 2A 2 and the same constants A and C s . This follows, because the sum in (4.9) is trivially bounded by #(i : θ 0,i = 0) A 2 2 log(n/q). In the following example we show that the excessive-bias restriction is also implied by a condition with the same name introduced in [3] . The latter condition motivated Assumption 2, which is more suited to our investigation of the horseshoe credible sets.
Example 4.4. For a given θ 0 and any subset I ⊂ {1, 2, . . . , n} let
In [3] θ 0 is defined to satisfy the excessive-bias restriction if G takes its minimum at a nonempty setĨ such that G(Ĩ) ≤ C|Ĩ| log(ne/|Ĩ|). We now show that in this case θ 0 also satisfies Assumption 2, with q = |Ĩ|. Let θ 0,i be a coordinate with i ∈Ĩ of minimal absolute value |θ 0,i | = min{|θ 0,j | :
by the minimising property of θ 0,i , verifying the second inequality in (4.9). Second {j :
, again by the minimising property of θ 0,i . Thus the first inequality of (4.9) follows by the fact that G(Ĩ) ≤ C|Ĩ| log(ne/|Ĩ|).
To obtain coverage in the empirical Bayes setting, we replace Condition 1 by the following.
Condition 5. The estimator τ n satisfies, for a given sequence p n and some constant C > 1, withp =p(θ 0 ), inf
Although this condition may appear more restrictive than Condition 1, as it requires a lower bound on τ n of order τ n (p) instead of 1/n, Condition 5 may not be more stringent than Condition 1, because it only needs to hold for vectors θ 0 that meet the excessive-bias restriction.
Proof. See Section A.2. Theorem 4.6. Letp n ≤ p n be given sequences withp n → ∞ and p n = o(n). If the estimator τ n of τ satisfies Condition 5, then for a sufficiently large constant L the empirical Bayes credible ballĈ n (L,τ n ) has honest coverage and rate adaptive (oracle) size:
In particular, these assertions are true for the MMLE. Furthermore, ifp n ≥ C log n for a sufficiently large constant C, then the hierarchical Bayes method with τ ∼ π n for π n probability densities on [1/n, 1] that are bounded away from zero also yields adaptive and honest confidence sets: for sufficiently large L,
Proof. See Section D.1.
It may be noted that for self-similar θ 0 the square diameter of the credible balls is of the order p log(n/p), improving on the square contraction rate p log n obtained in Theorem 3.2. For parameters satisfying the excessive-bias restriction, this may further improve top log(n/p).
Adaptive empirical Bayes marginal credible intervals are defined by plugging in an estimator τ n for τ in the intervalsĈ ni (L, τ ) defined by (4.2) in Section 4.1. Similarly full Bayes credible intervalsĈ ni (L) are defined from the full Bayes marginal posterior distributions. The following theorem shows that these intervals mimic the behaviour of the intervals for deterministic τ given in Theorem 4.7. In contrast to the case for credible balls, for this result the excessive-bias restriction is not required.
For given positive constants k S , k M , k L , and f n the three regions (small, medium and large) of signal parameters are defined as, where p n = #(i : θ 0,i = 0},
, and f n ↑ ∞. Ifτ n satisfies Condition 1, then for any sequence γ n → c for some 0 ≤ c ≤ 1/2 such that ζ 2 γn log(1/τ n (p n )), we have that
with L S and L L given in Theorem 4.3. Under Conditions 2 and 3 and in addition p n log n the same statements hold for the hierarchical Bayes marginal credible sets. This is also true under Conditions 2 and 4 if f n log n, with different constants L S and L L .
Proof. See Section D.2.
Remark 4.8. Under the self-similarity assumption (4.8) the statements of Theorem 4.7 hold for the sets S, M and L given preceding Theorem 4.3 with τ = τ n (p n ).
Simulation study
We study the relative performances of the empirical Bayes and hierarchical Bayes approaches further through simulation studies, extending the simulation study in [49] . We first consider the mean square error (MSE) for empirical Bayes combined with either (i) the simple estimator (with c 1 = 2, c 2 = 1) or (ii) the MMLE, and for hierarchical Bayes with either (iii) a Cauchy prior on τ , or (iv) a Cauchy prior truncated to [1/n, 1] on τ . We then study the coverage and average lengths of the marginal credible intervals resulting from these four methods, as well as intervals based solely on the posterior mean and variance.
Mean square error
We created a ground truth θ 0 of length n = 400 with p n ∈ {20, 200}, where each nonzero mean was fixed to A ∈ {1, 2, . . . , 10}. We computed the posterior mean for each of the four procedures, and approximated the MSE by averaging over N = 100 iterations. The results are shown in Figure 3 . In addition the figure shows the MSE separately for the nonzero and zero coordinates of θ 0 , and the average value (of the posterior mean) of τ . The shapes of the curves of the overall MSE for methods (i) and (iii) were discussed in [49] . Values close to the threshold √ 2 log n ≈ 3.5 pose the most difficult problem, and hierarchical Bayes with a Cauchy prior performs better below the threshold, while empirical Bayes with the simple estimator performs better above, as the simple estimator is very close to p n /n in those settings, whereas the values of τ resulting from hierarchical Bayes are much larger.
Three new features stand out in this comparison, with the MMLE and hierarchical Bayes with a truncated Cauchy added in, and the opportunity to study the zero and nonzero means separately. The first is that empirical Bayes with the MMLE and hierarchical Bayes with the Cauchy prior truncated to [1/n, 1] behave very similarly, as was expected from our proofs, in which the comparison of the two methods is fruitfully explored. not come close to the 'maximum' of 1 in either approach, the truncated Cauchy (and the MMLE) offer an improvement over the non-truncated Cauchy in the less sparse (p n = 200) setting. The non-truncated Cauchy does lead to lower MSE on the nonzero means close to the threshold, but overestimates the zero means due to the large values of τ . With the MMLE and the truncated Cauchy, the restriction to [1/n, 1] prevents the marginal posterior of τ from concentrating too far away from the 'optimal' values of order τ n (p n ), leading to better estimation results for the zero means, and only slightly higher MSE for the nonzero means.
Thirdly, the lower MSE of the simple estimator for large values of A in case p n = 20 is mostly due to a small improvement in estimating the zero means, compared to the truncated Cauchy and the MMLE. As so many of the parameters are zero, this leads to lower overall MSE. However, close to the threshold, the absolute differences between these methods on the nonzero means can be quite large.
Thus, from an estimation point of view, empirical Bayes with the MMLE or hierarchical Bayes with a truncated Cauchy seem to deliver the best results, only to be outperformed by hierarchical Bayes with a non-truncated Cauchy in a non-sparse setting with all zero means very close to the universal threshold.
Coverage of credible sets
We study the coverage and length of the marginal credible sets resulting from the same four methods applied in the simulation above: empirical Bayes with the simple estimator and the MMLE, and hierarchical Bayes with a Cauchy prior on τ , or a Cauchy prior truncated to [1/n, 1]. In addition, we study intervals of the formθ i (y i , τ M ) ± 1.96 var(θ i | y i , τ M ), based on a normal approximation to the posterior, whereθ i (y i , τ M ) is the posterior mean and var(θ i | y i , τ M ) refers to the posterior variance, both with the MMLE plugged in. We include the approximation because it offers a computational advantage over the other methods, as no MCMC is required.
We again consider a mean vector of length n = 400, with p n ∈ {20, 200}. We draw the nonzero means from a N (A, 1)-distribution, with A = c √ 2 log n for c ∈ {1/2, 1, 2}, corresponding to most nonzero means being below the universal threshold, close to the universal threshold, or well past the universal threshold, respectively. In each of the N = 500 iterations, we created the 95% marginal credible sets for the hierarchical and empirical Bayes methods by taking the 2.5%-and 97.5%-quantiles of the MCMC samples as the endpoints. We did not include a blow-up factor. Figure 4 gives the coverage results averaged over the 500 iterations, for all parameters, and separately for the p n nonzero means and the (n − p n ) zero means. The average lengths of the credible sets, again for all signals and separately for the nonzero and zero means, are displayed in Figure 5 . Figure 6 gives the mean value of τ -in the hierarchical Bayes settings, the posterior mean of τ was recorded for each iteration. No value is given for the normal approximation, as it uses the MMLE as a plug-in value for τ .
We remark on some aspects of the results. First, we see that the zero means are nearly perfectly covered by all methods in all settings, and the main differences lie in the nonzero means. Secondly, coverage of the nonzero means improves as their values increase. Thirdly, the lengths of the credible intervals adapt to the signal size. They are smaller for the zero means than for the nonzero means, and smaller for the nonzero means corresponding to A = (1/2) √ 2 log n than for the nonzero means corresponding to A = √ 2 log n and A = 2 √ 2 log n, while there is not much difference between the interval lengths in those latter two settings, suggesting that the interval length does not increase indefinitely with the size of the nonzero mean.
Furthermore, empirical Bayes with the simple estimator achieves the lowest overall coverage, and especially bad coverage of the nonzero means. This appears to be due to smaller interval lengths caused by lower estimates of τ compared to the other methods. The normal approximation leads to better coverage than the simple estimator, and has the highest coverage of the nonzero means, even though the corresponding intervals are slightly shorter than those of empirical Bayes with the MMLE and the hierarchical Bayes approaches. However, its coverage of nonzero means is worse than that of those three methods, while the corresponding intervals are longer, except in the case where A is largest. The normal approximation appears to be reasonable for very large signals only.
The hierarchical Bayes approach with a non-truncated Cauchy on τ leads to the highest overall coverage and coverage of the nonzero means, albeit by a small margin. The price is slightly larger intervals compared to the other methods, mostly for the zero means. These larger intervals are most likely due to the larger values of τ that are employed, this being the only approach that allows for estimates of τ larger than one, and it avails itself of the opportunity in the non-sparse setting. Finally, we again observe that the results for empirical Bayes with the MMLE and hierarchical Bayes with a truncated Cauchy lead to highly similar results. Their coverage is comparable to that of hierarchical Bayes with a nontruncated Cauchy in all settings except when p n = 200 and A is at least at the threshold, in which case the non-truncated Cauchy has slightly better coverage. Their intervals are shorter on average, because τ is not allowed to be larger than one.
In conclusion, empirical Bayes with the simple estimator should not be used for uncertainty quantification. The normal approximation is faster to compute than the marginal credible sets, but leads to worse coverage of the nonzero compared to the empirical Bayes with the MMLE and the hierarchical Bayes approaches, unless the nonzero means are very large. The results of those latter three methods are very similar to each other. All these results can be understood in terms of the behaviour of the estimate of τ : larger values lead to larger intervals and better coverage, which may lead to worse estimates however (as seen in the previous section). Empirical Bayes with the MMLE, or hierarchical Bayes with a truncated Cauchy, appear to be the best choices when considering both estimation and coverage. Those two approaches yield highly similar results and the choice for one over the other may be based on other considerations such as computational ones. By its definition the MMLE maximizes the logarithm of the marginal likelihood function, which is given by
We split the sum in the indices I 0 := {i : θ 0,i = 0} and I 1 := {i : θ 0,i = 0}. By Lemma E.1, with m τ given by (E.3), By Proposition E.2 the expectations of the terms in the first sum are strictly negative and bounded away from zero for τ ≥ ε, and any given ε > 0. By Lemma E.6 the sum behaves likes its expectation, uniformly in τ . By Lemma E.7 (i) the function m τ is uniformly bounded by a constant C u . It follows that for every ε > 0 there exists a constant C ε > 0 such that, for all τ ≥ ε, and with p n = #(θ 0,i = 0), the preceding display is bounded above by
This is negative with probability tending to one as soon as (n − p n )/p n > C u /C e , and in that case the maximum
Since this is true for any ε > 0, we conclude that τ M tends to zero in probability.
We can now apply Proposition E.2 and Lemma E.3 to obtain the more precise bound on the derivative when τ → 0 given by
This is negative for τ /ζ τ p n /(n − p n ), and then τ M is situated on the left side of the solution to this equation, or τ M /ζ τ M p n /(n − p n ), which implies, that τ M τ n , given the assumption that p n = o(n).
A.2. Proof of Lemma 4.5
Given θ 0 that satisfies the excessive-bias restriction, letζ = A 2 log(n/q) andp = # i : |θ 0,i | ≥ζ , for q as in (4.9). Then q/C s ≤p ≤ p = # i : θ 0,i = 0 ≤ p n , which is o(n) by assumption, so thatζ → ∞, uniformly in θ 0 .
Take any δ n ↓ 0 and A 1 ∈ (A −1 , 1) and for given τ split the set of indices 1, . . . , n into By definition there existp coordinates with |θ 0,i | ≥ζ, and the number of the corresponding variables |ε i | that fall below (1−A 1 )ζ is a binomial variable onp trials and success probability tending to one, as (1−A 1 )ζ → ∞. By Chebyshev's inequality it follows that with probability tending to one the cardinality of I 2 is at leastp/2 (easily). By the excessive-bias restriction
This shows that the number of elements of I 1 with |θ 0,i | <ζ is bounded above by a multiple of δ −2 n ζ 4 τp log(ne/(C sp )). The number of θ 0,i with |θ 0,i | ≥ζ isp by definition, which is smaller than the preceding number if δ n tends to zero sufficiently slowly and ζ τ is bounded away from 0. In that case the cardinality of I 1 is bounded above by δ −2 n ζ 4 τp log(ne/(C sp )). Since the indices of all zero coordinates are contained in I 0 , the cardinality of I 1 is also trivially bounded from above by p.
By Lemma E.1 the derivative of the log-likelihood can be written in the form
, with probability tending to 1, uniformly in τ ∈ [1/n, η n ] and any η n ↓ 0, for constants C e , C > 0. This follows by applying Proposition E.2 together with Lemma E.3 to the first sum, Lemma E.7(ii) and the monotonicity of y → m τ (y) to the second, and Lemma E.7(vi) to the third sum. The right side is certainly nonnegative for τ such that the third term dominates twice the absolute values of both the first and second terms. Since |I 2 | ≥p/2 and p q = ne
, it follows that the right side is nonnegative if
where the multiplicative constants must be sufficiently small. The first inequality is satisfied for τ τ n (p); the second is trivial since A 1 > A −1 andζ → ∞, and ζ −1 τ → 0; the third can be reduced to τ ζ 4 τ δ 2 n / log(ne/(C sp )), which is (easily) verified if τ τ n (p) and δ n tends to zero sufficiently slowly; the fourth is trivial since |I 1 | ≤ p n and τp log(ne/(C sp ))+p, respectively. By the decomposition (A.3) we obtain,
with probability tending to 1, uniformly in τ ∈ [1/n, η n ] and any η n ↓ 0. Here the upper bounds on the sums over the coordinates in I 0 and I 1 follow with the help of the first and second parts of Proposition E.2 and Lemma E.3, and the bound on the sum over the coordinates in I 2 follows from Lemma E.7(i). The right side is certainly negative for τ such that 2τ
The first reduces to τ ζ τ (p/n) log(ne/(C sp )) and τ /ζ τ p/n and hence is true for τ τ n (p); the second reduces to τ 1/32 ζ 5 τ δ 2 n and is true as well provided δ n ↓ 0 slowly. Since we may assume that τ M ∈ [1/n, η n ] for some η n ↓ 0 by Theorem 3.1, it follows in that case that τ M τ n (p).
Appendix B: Proofs of the contraction results
Lemma B.1. For A > 1 and every y ∈ R,
Proof. Inequalities (iii) and (v) come from Lemma A.2 and Lemma A.4 in [49] , while (ii), (iv) and (vi) are implicit in the proofs of Theorems 3.1 and 3.2 (twice) in [49] , and (i) with the bound ζ τ instead of ζ −1 τ is their (17) . Alternatively, the posterior mean and variance in these assertions are given in (C.1) and (C.2). Then (ii) and (iv) are immediate from the fact that 0 ≤ I 3/2 ≤ I 1/2 ≤ I −1/2 , while (iii) and (vi) follow by bounding I −1/2 below by a multiple of 1/τ and I 3/2 ≤ I 1/2 above by (1 ∧ y −2 )e y 2 /2 , using Lemmas E.9 and E.10. Assertions (i) and (iv) follow from expanding I −1/2 and I 1/2 and I 3/2 , again using Lemmas E.9 and E.10. Finally (vii) follows from Lemma E.11.
B.1. Proof of Theorem 3.2
Proof. Set r n = √ p n log n and τ n = τ n (p n ). By Condition 1 and the triangle inequality,
Hence, in view of Chebyshev's inequality, it is sufficient to show that, with
To prove (B.1) we first use Lemma B.1(i)+(ii) to see that |θ i (τ )| ζ τ and next the triangle inequality to see that |θ i (τ ) − θ 0,i | ζ τ + |Y i − θ 0,i |, as τ → 0. This shows that
Second we use Lemma B.1 (iii) and (ii) to see that |θ i (τ )| is bounded above by τ |Y i |e
Applying the upper bound (B.3) for the p n non-zero coordinates θ 0,i , and the upper bound in the last display for the zero parameters, we find that
p n log n + (n − p n )τ n ζ τn p n log n.
Next an application of Markov's inequality leads to (B.1).
The proof of (B.2) is similar. For the nonzero θ 0,i we use the fact that var(θ i | Y i , τ ) ≤ 1 + ζ 2 τ log n, by Lemma B.1 (iv) and (v), while for the zero θ 0,i we use that var(θ i | Y i , τ ) is bounded above by τ e i otherwise, by Lemma B.1 (vi) and (v). For the two cases of parameter values this gives bounds for E θ0,i sup τ ∈[1/n,Cτn] var(θ i | Y i , τ ) of the same form as the bounds for the square bias, resulting in the overall bound p n log n + (n − p n )τ n ζ τn p n log n for the sum of these variances. An application of Markov's inequality gives (B.2).
B.2. Proof of Lemma 3.6
The number t n defined in Condition 4 is the (approximate) solution to the equation p n C u /τ = C e (n−p)/(2ζ τ ), for C e = (π/2) 3/2 . By the decomposition (A.2), with P θ0 -probability tending to one,
Mτ (Y n ) by Bayes's formula, with P θ0 -probability tending to one, for c n ≥ 5
Under Condition 3 this tends to zero if c n ≥ 5. Under the weaker Condition 4 this is certainly true for c n ≥ log n.
Appendix C: Proofs for the coverage of the credible sets
C.1. Proof of Lemma 4.1
The square radiusr 2 (α, τ ) is defined as the upper α-quantile of the variable W = θ −θ(τ ) 2 2 relative to its posterior distribution given (Y n , τ ), whereθ(τ ) = E(θ | Y n , τ ). By Chebyshev's inequality the variable W falls below E(W | Y n , τ ) − c sd(W | Y n , τ ) with conditional probability given (Y n , τ ) smaller than 1/c 2 for any given c > 0. This implies that
Thus it suffices to show that E(W | Y n , τ ) ≥ 0.501nτ ζ τ and sd(W | Y n , τ ) nτ ζ τ , with probability tending to 1. Here the conditional expectations E(W | Y n , τ ) and sd(W | Y n , τ ) refer to the posterior distribution of θ given (Y n , τ ) (where W is a function of θ), which are functions of Y n that will be considered under the law of Y n following the true parameter. The variable
2 is lower bounded by the sum of squares W 0 of the variables θ i −θ i (τ )
corresponding to the indices with θ 0,i = 0, which are (n − p n ) ∼ n of the coordinates. The upper α-quantile of W is bigger than the upper α-quantile of W 0 , and hence it suffices to derive a lower bound for the latter. For simplicity of notation we assume that all n parameters θ 0,i are zero and write W for W 0 . Because given τ the coordinates are independent under the posterior distribution,
Because the variables Y i are i.i.d. under the true distribution, Lemma C.1 below gives that
From the first two assertions and another application of Chebyshev's inequality, now with respect to the true law of Y n , it follows that for any c n → ∞ the probability of the event E(W | Y n , τ ) ≤ (2/π) 3/2 nτ ζ τ − c n √ nτ ζ τ tends to zero. Since √ nτ ζ τ nτ ζ τ (easily) under the assumption that nτ /ζ τ → ∞ and (2/π) 3/2 ≈ 0.507, it follows that E(W | Y n , τ ) is lower bounded by 0.5nτ ζ τ with probability tending to one. By Markov's inequality the probability of the event sd(W | Y n , τ ) ≥ c n nτ ζ τ is bounded above by (c n nτ ζ τ ) −2 E 0 var(W | Y n , τ ), which is further bounded above by (c n nτ ζ τ ) −2 nτ ζ 3 τ , by the third assertion in the display. This tends to zero for some c n → 0, again by the assumption that nτ /ζ τ → ∞ (tightly this time).
For the proof of Lemma 4.1, we have employed the lemma below, which is based on the following observations. The posterior density of θ i given (Y i = y, τ ) is (for fixed τ ) an exponential family with density
where g τ is the posterior density of θ given in (2.1), and ψ τ is the Bayesian marginal density of Y i , given in (E.2), and the norming constant is given by
for the function I −1/2 (y) defined in (E.1). The cumulant moment generating function z → log E(e zθi | Y i = y, τ ) of the family is given by z → log c τ (y)/c τ (y + z) , which is z → log I −1/2 (y + z) plus an additive constant independent of z. We conclude that the first, second and fourth cumulants are given bŷ
The derivatives at the right side can be computed by repeatedly using the product and sum rule together with the identity I k (y) = yI k+1 (y), for I k as in (E.1).
Lemma C.1. For E 0 referring to the distribution of Y i ∼ N (0, 1), as τ → 0,
Proof. The first assertion is already contained in [49] , but we give a new proof, which also prepares for the proofs of the other assertions. Since (log h) = h /h − (h /h) 2 , for any function h, and I −1/2 (y) = yI 1/2 (y) and I −1/2 (y) = y 2 I 3/2 (y) + I 1/2 (y), we have by the formulas preceding the lemma,
By Lemmas E.9 and E.10 the right side is equivalent, uniformly in y, to
where 1/τ . A multiple of the preceding display, with the negative term removed, is an upper bound for var(θ i | Y i , τ ) for any y; we use this for y ∈ [ζ τ , κ τ ]. For y≥κ τ the factor H −1/2 (y) dominates π/τ and the second to last display can be rewritten as, for δ τ (y) = (π/τ )/H −1/2 (y),
where r τ (y) is uniformly bounded in y ≥ κ τ as τ → 0.
We can choose ε τ /C → 0 slow enough that
is of smaller order than τ ζ τ . Then this part of the expectation is negligible. For 1/ε t ≤ |y| ≤ ζ t , we expand the functions H k in (C.3) and find that
We note that the integrand is non-negative and its derivative with respect to t is also nonnegative for every 1/ε Cτ ≤ y ≤ ζ τ /C and t ≤ Cτ , i.e.
since e y 2 /2 ≤ C/τ and y 2 → ∞. Therefore, we can further bound the right hand side of (C.5) as
Similar computations also lead to
For y ∈ [ζ τ , κ τ ] we again use (C.3), but as an upper bound (without the negative term), and obtain
which is of lower order than the preceding display. By (C.4) the contribution of y ≥ κ τ is bounded by
This concludes the proof of the first assertion. For the proof of the second assertion we follow the same approach. We simply square the integrands in the preceding bounds and obtain a negligible contribution from the interval
and a contribution no bigger than a multiple of
For the proof of the third assertion it suffices to bound the fourth cumulant of θ i given (Y i , τ ), in view of the second assertion. For any function h we have
Combined with the formulas for I −1/2 and I −1/2 given before as well as I −1/2 (y) = y 3 I 5/2 (y)+ 3yI 3/2 (y) and I −1/2 (y) = y 4 I 7/2 (y) + 6y 2 I 5/2 (y) + 3I 3/2 (y), we find that the fourth cumulant can be written in the form On the last interval y≥2κ Cτ
C.2. Proof of Theorem 4.3
The posterior distribution of θ i given (Y i , τ, λ i ) is normal with mean and variancê
Furthermore, the posterior distribution of λ i given (Y i , τ ) possesses density function given by
We show that this is true, or not, for θ 0,i belonging to the three regions separately for S, L and M . Case S: proof of (4.3). If i ∈ S, then |θ
, by the triangle inequality and Lemma B.1(iii). Below we show thatr i (α, τ ) ≥ τ z α c, with probability tending to one, for z α the standard normal upper α-quantile and every c < 1/2. Hence θ 0,i ∈ C ni (L, τ ) as soon as |Y i |e (1 − u) ), a fraction 1 − γ of the variables Y i with i ∈ S is bounded above by k S τ + 2 log(2/γ) + δ = k S τ + ζ γ/2 + δ, with probability tending to 1, for any δ > 0. Then the corresponding fraction of parameters θ 0,i is contained in their credible interval if L is chosen big enough that
where ε → 0 if γ → 0 and can chosen arbitrarily small if δ is chosen small and τ → 0. This is certainly true for L S as in the theorem. We finish by proving the lower bound for the radiusr i (α, τ ). Because the conditional distribution of θ i given (Y i , τ, λ i ) is normal with meanθ i (τ, λ i ) it follows by Anderson's lemma that Π θ i :
, for any r > 0. Furthermore, by the monotonicity of the variance in λ i of this conditional distribution, the last function is increasing in λ i . Ifπ(· | τ ) is the probability density given bỹ
Combining the preceding observations with Lemma C.2, we see that
On the other hand, since sd(
Here the second last inequality follows from
as τ → 0, by two applications of the dominated convergence theorem. Combination of (C.6) and (C.7) shows thatr
τ , eventually, provided |Y i | ≥ Aζ τ for some constant A > 1, by the triangle inequality and Lemma B.1(i). Below we show thatr i (α, τ ) ≥ z α + o(1), with probability tending to one. It then follows that θ 0,i ∈ C ni (L, τ ) as soon as |Y i | ≥ Aζ τ and |ε i | ≤ Lz α + o(1) − 2ζ
As for the proof of Case S we have that |ε i | ≤ Lz α + o(1) with probability tending to one for a fraction γ of the indices i ∈ S if L ≥ z
The proof thatr i (α, τ ) ≥ z α +o(1) follows the same lines as the proof of the corresponding result in Case S, expressed in (C.6) and (C.7), but with the true density π instead ofπ. Inequality (C.6) with π instead ofπ is valid by Anderson's lemma, while in (C.7) we replace
for every λ i ≥ g τ /τ and g τ → ∞, the desired result follows if Π λ i ≥ g τ /τ | Y i , τ is eventually bigger than 2/3, for every i such that |Y i | ≥ Aζ τ . Now by the form of π(λ i | Y i , τ ), for any c, d > 0,
.
For |Y i | > Aζ τ and A > 1 we can choose c sufficiently close to zero so that the first exponential is of order τ A for some A > 1. Then it is much smaller than the denominator, which is of order τ /g 2 τ , provided g τ tends to infinity slowly. If we choose d > 1, then the term involving the second exponential will also tend to zero for |Y i | > Aζ τ as soon as e −cζ 2 τ /g 2 τ g 3 τ → 0, for a sufficiently small constant c. This is true (for any c > 0) for instance if g τ = √ ζ τ . Then the quotient tends to zero, and is certainly smaller than 1/3. Case M : proof of (4.4). We show below thatr i (α, τ )
, with probability tending to one, whenever i ∈ M . By Lemma B.1(iii) exactly the same bound is valid for
eventually, and hence it suffices to prove that the probability of the event that |θ 0,i | U τ tends to one whenever i ∈ M . Consider two cases. If |θ 0,i | ≤ 1, then |Y i | ≤ 1 + |ε i | = O P (1) and hence U τ = O P (τ ). For i ∈ M , we have |θ 0,i | τ and hence |θ 0,i | U τ with probability tending to one. On the other hand, if |θ 0,i | ≥ 1 but |θ 0,i | ≤ k M ζ τ , then |Y i | ≤ kζ τ with probability tending to one for any k > k M , and hence U τ τ ζ τ e
2 ζ τ → 0, and again we have |θ 0,i | U τ with probability tending to one.
We finish by proving thatr i (α, τ ) U τ , with probability tending to one. As a first step we show that, for k < 1,
By the explicit form of the posterior density of λ i we have
We split the remaining integral over the intervals [M, τ −a ) and [τ −a , ∞), for some a < 1. On the first interval we use that
, uniformly in |y| ζ τ and λ i ≤ τ −a , while on the second we simply bound the factor e 
The first term in square brackets (times the leading term) contributes less than a multiple of 
For sufficiently large M the second term on the far right is smaller than α/2 by the preceding paragraph and for r = z α/4 sup λ≤M r i (τ, λ) the first term on the right is smaller than α/2 as well, by the normality of θ i given (Y i
The first term is bounded above by M τ , and the second by M τ |Y i |, by the definitions of
are probability densities such that f 2 /f 1 is monotonely increasing, then, for any monotonely increasing function h,
dx and g is monotonely increasing, there exists an x 0 > 0 such that g(x) ≤ 1 for x < x 0 and g(x) ≥ 1 for x > x 0 . Therefore
By the definition of g the right side is E f2 h(X) − E f1 h(X). To simplify notation set T n = [C −1τ n , Cτ n ], whereτ n = τ n (p n ). First we deal with the empirical Bayes credible sets. Sinceτ n ∈ T n with probability tending to one by Condition 5,
By Lemma D.1 inf τ ∈Tnr (α, τ ) nτ n ζτ n , with probability tending to one. Therefore it suffices to show that sup τ ∈Tn θ 0 −θ(τ ) 2 = O P ( nτ n ζτ n ). We show this by bounding the second moment of this variable.
We split the sum in θ (τ ) − θ 0 2 2 = i (θ i (τ ) − θ 0,i ) 2 in two parts, according to the values of θ 0,i . Setζ = A 2 log(n/q), for q as in (4.9).
If |θ 0,i | ≥ ζτ n /5, then we first use Lemma B.1(ii) together with the triangle inequality to see that
By the excessive-bias restriction
q log(n/q) p log(ne/(C sp )).
Since log(ne/(C sp ))/ζ 2 τn → 1, it follows that there are fewer than a constant timesp parameters with |θ 0,i | ≥ ζτ n /5 and hence their total contribution to the sum is bounded bỹ pζ 
0,i . The second expectation on the right is bounded above byτ n ζτ n . The first expectation on the right is equal to τ τ , but |θ| ≤ ζ τ /5, the exponential factor is bounded above by e 
Since ζ 2 τn ∼ log(n/p) ≤ log(ne/(C s q)) ∼ log(n/q) and 1/5 < 1, the last term is bounded above by a multiple of q log(n/q) p log(n/p) by the excessive-bias restriction, whence the whole expression is bounded above nτ n ζτ n p log(n/p). This concludes the proof of the coverage of the empirical Bayes credible balls.
The proof of their rate-adaptive size follows along the same lines. Next we deal with the hierarchical Bayes credible sets. By Lemma D.2 and the triangle inequality
The proof for the empirical Bayes set as just given shows that
The first term on the right hand side is bounded from above by 4 sup τ ∈Tn θ (τ ) − θ 0 2 2 , and was already seen to be O P (nτ n ζτ n ). By the triangle inequality and Lemma B.1 (i)+(ii) the second supremum on the right hand side is bounded by
By Lemma D.3 we can choose the constant C in the definition of T n such that
, for a constant c 3 > 0. Forp ≥ (2/c 3 ) log n the probability Π(τ / ∈ T n | Y n ) is of the order n −2 , and the second term on the right hand side of (D.1) is negligible.
D.2. Proof of Theorem 4.7
The proof for the empirical Bayes procedure closely follows the proof of Theorem 4.3. The lower
in case M , with probability tending to one, remain valid when τ is replaced byτ n . The remainders of the arguments then go through with minor changes, where it is used thatτ n ≥ 1/n, ζτ n ≤ √ 2 log n andτ n ≤ τ n (p) with probability tending to one by Condition 1. Note the slightly changed right boundary of the set S a and left boundary of the set L a , which refer to "extreme" cases.
In the proof for the hierarchical Bayes method, we denote byθ i the ith coordinate of the hierarchical posterior meanθ and byr i (α) the (Bayesian) radius of the marginal hierarchical Bayes credible interval. Hence θ 0,i is contained in this credible interval if |θ 0,i −θ i | ≤ Lr i (α).
By Lemma 3.6 we have that Π(1/n < τ < 5t n | Y n ) → 1 under Condition 3, or Π(1/n < τ < (log n)t n | Y n ) → 1 under the weaker Condition 4. Case S a : proof of the hierarchical Bayes version of (4.10). For i ∈ S a we have |Y i | ≤ k S /n + |ε i |. Because the 1 − γ-quantile of the absolute errors |ε i | is bounded above by ζ γ/2 , the set S γ of coordinates i ∈ S a such that |Y i | ≤ ζ γ/2 + δ contains at least a fraction 1 − γ of the elements of S a , with probability tending to one. We show below that with probability tending to one bothr i (α) ≥ c|θ i |z α/2 ζ γ/2 andr i (α) ≥ z α /(2n) for i ∈ S γ , and any c < 1/2.
, and hence θ 0,i is contained in its credible interval for
To show thatr i (α) ≥ c|θ i |z α/2 ζ γ/2 for i ∈ S γ , we assume Y i > 0 for simplicity. Then θ i (τ, λ i ) > 0 for every (τ, λ i ) and hence so isθ i . By its definitionθ i (τ,
) and we can conclude, using Anderson's lemma and the conditional normal distribution of
) is the median of the conditional normal distribution of θ i . For c 0 = (1/2) ∧ (z α/2 /(2ζ γ/2 + 2δ)) and α ≤ 1/2, we have that Π θ i : |θ i −θ i | ≥ cθ i ≥ α in both cases, and hence
Thusr i (α) ≥ c 0θi by the definition ofr i (α). For the proof thatr i (α) ≥ z α /(2n), we first note that, similarly to (C.6),
On the other hand, since r i (τ, λ i ) ≥ 1/(2n)(1 + o (1)), whenever τ ∈ [1/n, 5t n ] and λ i > 1/2, we have similarly to (C.7),
where the lower bound 4α/3 follows as in (C.7). Together the two preceding displays imply
Case L a : proof of the hierarchical Bayes version of (4.12) .
The subset L γ of i with |ε i | ≤ ζ γ/2 + δ contains a fraction of at least 1 − γ of the elements of L a eventually with probability tending to one, and |Y i | ≥ kζ 1/n for every i ∈ L γ and some constant k > 1.
for τ → 0 and |Y i − θ i (τ )| (log ζ 1/n )/ζ 1/n for τ bounded away from zero, by Lemma B.1 (i) and (vii), respectively, and hence |Y i −θ i | tends to zero, by Jensen's inequality. It follows that |θ 0,i −θ i | ≤ |θ 0,i − Y i | + |Y i −θ i | ≤ ζ γ/2 + δ for ever i ∈ L γ with probability tending to one. We can prove thatr i (α) ≥ z α (1 + o (1)) similarly as in the proof for Case L in the proof of Theorem 4.3 (adapted similarly as in the proof for case S a ), but now using that r i (τ, λ i ) ≥ 1 + o(1), whenever τ ∈ [1/n, 5t n ] and λ i ≥ g τ /τ , for some g τ → ∞. Thus |θ 0,i −θ i | ≤ Lr i (α) with probability tending to one, if Lz α ≥ ζ γ/2 + δ .
Case M a : proof of the hierarchical Bayes version of (4.11). First assume that Condition 3 holds, so that Π(τ ≤ 5t n | Y n ) → 1 in probability, by Lemma 3.6, and in fact Π(τ ≤ 5t n | Y n ) ≤ e −c0pn , for some c 0 > 0 by the proof of the lemma. Since i ∈ M a we have that |Y i | ≤ |θ 0,i | + |ε i | ≤ kζ τn , with probability tending to one and some k < 1. We show below that bothr i (α) and |θ i | are bounded above by t n (1 ∨ |Y i |)e Y 2 i /2 , with probability tending to one. The argument as in the proof Theorem 4.3, split in the cases that |θ 0,i | is smaller or bigger than 1, then goes through and shows that θ 0,i is not contained in the credible interval, with probability tending to one.
By the triangle inequality, for any r > 0,
For r ≥ z α/4 r i (τ, λ i ) the right side is at most α/2. For given M define
Then it follows that
By (C.8) the second term on the right can be made arbitrarily small by choosing large M , and the third term tends to zero by Lemma 3.6. We conclude that the left side is then smaller than α which implies thatr i (α) ≤ r i . Now by the definitions of r i (τ, λ i ) andθ i (τ, λ i ) the suprema in the definition of r i are bounded by z α/4 M 5t n and M 5t n |Y i |, respectively. Furthermore, by Lemma B.1 (iii) and (ii),
t n if p n log n. If the weaker Condition 4 is substituted for Condition 3, then in the preceding we must replace t n by (log n)t n . The arguments go through, but with an additional log n factor in the upper bound on the radiusr i (α). This is compensated by the stronger assumption f n log n on the lower bound of M a .
D.3. Technical Lemmas
The next lemma extends Lemma 4.1 to nondeterministic values of τ .
Lemma D.1. If nτ /ζ τ → ∞, then for every constant C > 0 there exists a constant D > 0 such that P θ0 inf
Proof
. By the arguments in the proof of Lemma 4.1 and with the same notation, for 1/c
By the first assertion of Lemma C.1 we have inf t∈T E 0 E(W | Y n , t) nτ ζ τ . Combination with Lemma F.1 gives that the infimum on the right side of the display is bounded below by a multiple of nτ ζ τ , with probability tending to one. By the second assertion of Lemma C.1
τ . An application of Markov's inequality shows that the supremum on the right side of the display is bounded above by o(nτ ζ τ ), with probability tending to one, in view of the assumption that nτ /ζ τ → ∞.
Lemma D.2. Suppose that the density of π n is bounded away from zero on [1/n, 1]. For every sufficiently large constant D there exists d > 0 such thatr(α) ≥ d nζτ nτn with P θ0 -probability tending to one, uniformly in θ 0 satisfying the excessive-bias restriction (4.9) with p ≥ D log n, whereτ n = τ n (p).
n , Cτ n ], for C the constant in Lemma D.3. Then by the definition ofr n (α) and the latter lemma
Introduce the notationW = θ −θ 2 2 , and denote by E(·|Y n , τ ) and sd(·|Y n , τ ) the posterior expected value and standard variation for given τ . By an application of Chebyshev's inequality, as in the proofs of Lemmas 4.1 and D.1, we see thatr(α) ≥ E(W | τ, Y n )−c sd(W | τ, Y n ), for a sufficiently small constant c > 0. Hence it suffices to show that inf τ ∈Tn E(W | τ, Y n ) nτ n ζτ n and sup τ ∈Tn sd(W | τ, Y n ) nτ n ζτ n , with P θ0 -probability tending to one. Sinceθ(τ ) is the mean of θ given (Y n , τ ) and the coordinates θ i are conditionally independent, for
The proof of Lemma D.1 shows that inf τ ∈Tn E(W | τ, Y n ) nτ n ζτ n , with P θ0 -probability tending to one, and hence the same conclusion holds for inf τ ∈Tn E(W | τ, Y n ). It remains to deal with the variance in the preceding display. By Lemma C.1 the E 0 -expected value of the supremum over τ ∈ T n of the first term on the right is bounded above by nτ n ζ 3 τn , which shows that this term is suitably bounded in view of Markov's inequality. By Jensen's inequality the second can be bounded as
where θ 
by Lemmas D.3 and 3.6, for a constant c 3 > 0. Hence forp ≥ D log n, where D > c −1 3 , the second term on the right hand side of (D.2) tends to zero.
To bound the first term of (D.2) we first use the triangle inequality to obtain that sup t∈Tn θ (τ ) −θ(t) 4 ≤ 2 sup t∈Tn θ (t) − θ 0 4 . We next split the sum in θ (t) − θ 0 4 4 in the terms with |θ 0,i | > ζτ n /10 and the remaining terms.
If |θ 0,i | > ζτ n /10, then we use that
By an analogous argument as in the proof of Theorem 4.6 the number of terms with |θ 0,i | > ζτ n /10 is bounded by a multiple ofp, so that their total contribution is bounded above bỹ pζ 4 τn . For the terms with |θ 0,i | ≤ ζτ n /10, we first use that
Second we use that |θ
τn , the exponential in the first term is bounded, and the first term is bounded above byτ n ζ 
Proof. As seen in the proof of Lemma 4.5 the function τ → M τ (Y n ) is increasing for τ ≤ c 5τn . Inspection of the proof (see (A.3)) shows that its derivative is bounded below by c 6p /τ for τ in the interval [cτ n , 2cτ n ], for 2c < c 5 /2 and suitably chosen c 5 . This shows that
This is bounded by e −c3p , by the assumption thatp log n. The same bound on Π(τ : τ ≥ cτ n | Y n ) can be verified following the same reasoning, now using that τ → M τ (Y n ) is decreasing for τ ≥ c 6τn with derivative bounded above by −c 9p /τ on an interval [cτ n /2, cτ n ] for c/2 > 2c 6 (see (A.4)).
Appendix E: Lemmas supporting the MMLE results
For k ∈ {−1/2, 1/2, 3/2} define a function I k : R → R by
The Bayesian marginal density of Y i given τ is the convolution ψ τ := ϕ * g τ of the standard normal density and the prior density of g τ , given in (2.1). The latter is a half-Cauchy mixture of normal densities ϕ τ λ with mean zero and standard deviation τ λ. By Fubini's theorem it follows that ψ τ is a half-Cauchy mixture of the densities ϕ * ϕ τ λ . In other words
where the second step follows by the substitution 1 − z = (1 + τ 2 λ 2 ) −1 and some algebra. Note that I −1/2 depends on τ , but this has been suppressed from the notation I k .
Set
Lemma E.1. The derivative of the log-likelihood function takes the form
Proof. From (E.2) we infer that, with a dot denoting the partial derivative with respect to τ ,ψ
By integration by parts,
Substituting the right hand side in formula (E.3), we readily see by some algebra that τ −1 times the latter formula reduces to the right side of the preceding display.
Proof. Let κ τ be the solution to the equation e
We split the integral over (0, ∞) into the three parts (0, ζ τ ), (ζ τ , κ τ ), and (κ τ , ∞), where we shall see that the last two parts give negligible contributions. By Lemma E.7(vi) and (vii), if |θ|κ τ = O(1),
By the definition of κ τ , both terms are of smaller order than τ /ζ τ . Because e y 2 /2 /y 2 is increasing for large y and reaches the value τ −1 /ζ 2 τ at y = ζ τ , Lemma E.9 gives that I −1/2 (y) = πτ
where the remainder R τ is bounded in absolute value by ζτ 0 |y 2 (I 1/2 −I 3/2 )(y)−I 1/2 (y)|ϕ(y) dy times sup 0≤y≤ζτ ϕ(y − θ)/(I −1/2 (y)ϕ(y)) − 1/(τ −1 π) , which is bounded above by τ ζ −2
τ + e |θ|ζτ −θ
By Lemma E.10 the integrand in the integral is bounded above by a constant for y near 0 and by a multiple of y −2 otherwise, and hence the integral remains bounded. Thus the remainder R τ is negligible. By Fubini's theorem the integral in the preceding display can be rewritten
by the fact that the inner integral vanishes when computed over the interval (0, ∞) rather than (0, ζ τ ). Since
, it follows that the right side is equal to
We split the integral in the ranges (0, 1/2) and (1/2, 1). For z in the first range we have 1 − z ≥ 1/2, whence the contribution of this range is bounded in absolute value by
Uniformly in z in the range (1/2, 1) we have τ 2 + (1 − τ 2 )z ∼ z, and the corresponding contribution is
by the substitution ζ 2 τ (1 − z) = u. The integral tends to ∞ 0 e −u/2 du = 2, and hence the expression is asymptotic to half the expression as claimed.
The second statement follows by the same estimates, where now we use that e |θ|2ζτ −θ
is certainly negative if τ > 0 and τ is close to zero. To see that it is bounded away from zero as τ moves away from 0, we computed E 0 m τ (Y ) via numerical integration. The result is shown in Figure 7 .
Lemma E.3. For any ε τ ↓ 0 and uniformly in I 0 ⊆ {i : |θ 0,i | ≤ ζ
Similarly, uniformly in Proof.
2 ) it is sufficient to show that var θ0 G n (τ ) → 0 for some τ , and
where d n is the intrinsic metric defined by its square d 
This tends to zero, as τ n ≥ 1 by assumption. Combining this with the triangle inequality we also see that the diameter diam n tends to 0. Next we deal with the entropy. The metric d n is up to a constant equal to the square root of the left side of (E.6). By Lemma E.4 it satisfies
To compute the covering number of the interval [1/n, 1], we cover this by dyadic blocks [2 i /n, 2 i+1 /n], for i = 0, 1, 2, ..., log 2 n. On the ith block the distance d n (τ 1 , τ 2 ) is bounded above by a multiple of n|τ 1 − τ 2 |/2 3i/2 . We conclude that the ith block can be covered by a multiple of ε −1 2 −i/2 balls of radius ε. Therefore the whole interval [1/n, 1] can be covered by a multiple of ε 
This tends to zero as diam n tends to zero. The second assertion of the lemma follows similarly, where we use the second parts of Lemmas E.5 and E.4.
by Lemma E.5. It follows
1 . For the proof of the second assertion of the lemma, when |θ| ≤ ζ τ /4, we argue similarly, but now must bound,
The same arguments as before apply, now using the second bound from Lemma E.5.
Lemma E.5. (vii) |m τ (y)| τ e 2 )z). If y increases, then the probability distribution increases stochastically, and hence so does the expectation of the increasing function z → (z − 1)/(τ 2 + (1 − τ 2 )z). (More precisely, note that g y2 /g y1 is increasing if y 2 > y 1 and apply Lemma C.2.) (i). The inequality m τ (y) ≥ −1 is immediate from the definition of (E.3) of m τ and the fact that I 3/2 ≤ I 1/2 ≤ I −1/2 . For the upper bound it suffices to show that both sup y m τ (y) remains bounded as τ → 0 and that sup y sup τ ≥δ m τ (y) < ∞ for every δ > 0.
The first follows from the monotonicity and (v). For the proof of the second we note that if τ ≥ δ > 0, then δ 2 ≤ τ 2 + (1 − τ 2 )z ≤ 1, for every z ∈ [0, 1], so that the denominators in the integrands of I −1/2 , I 1/2 , I 3/2 are uniformly bounded away from zero and infinity and hence After changing variables zy 2 /2 = v, the numerator and denominator take the forms of the integrals in the second and first assertions of Lemma E.8, except that the range of integration is (0, y 2 /2) rather than (1, y). In view of the lemma the quotient approaches 1 as y → ∞. For y in a bounded interval the leading factor y 2 is bounded, while the integral in the numerator is smaller than the integral in the denominator, as z(1 − z) ≤ z ≤ z Proof. By integrating by parts twice, the first integral is seen to be equal to Proof. For the proof of the first assertion we separately consider the ranges |y| ≤ 2ζ τ and |y| > 2ζ τ . For |y| ≤ 2ζ τ we split the integral in the definition of I −1/2 over the intervals (0, τ ), (τ, (2/y 2 ) ∧ 1) and ((2/y 2 ) ∧ 1, 1), where we consider the third interval empty if y 2 /2 ≤ 1. Making the changes of coordinates z = uτ 2 in the first integral, and (y 2 /2)z = v in the second and third integrals, we see that As (1 − τ 2 )(1 + u) ≤ 1 + (1 − τ 2 )u ≤ 1 + u, dropping the factor 1 − τ 2 from the denominator makes a multiplicative error of order 1 + O(τ 2 ). Since ∞ 0 u −1/2 /(1 + u) du = π and ∞ 1/τ u −1/2 /(1+u) du τ 1/2 , the first term gives a contribution of π/τ +O(τ −1/2 ), uniformly in |y| ≤ 2ζ τ . In the second integral we bound the factor τ 2 y 2 /2+(1−τ 2 )v below by (1−τ 2 )v, the exponential e v above by e and the upper limit of the integral by 1, and next evaluate the integral to be bounded by a constant times τ −1/2 . For the third integral we separately consider the cases that y 2 /2 ≤ 1 and y 2 /2 > 1. In the first case the third integral contributes nothing; the second term (the integral) in the assertion of the lemma is bounded and hence also contributes a negligible amount relative to π/τ . Finally consider the case that y 2 /2 > 1. If in the third integral we replace τ 2 y 2 /2 + (1 − τ 2 )v by v, we obtain the second term in the assertion of the lemma. The difference is bounded above by Applying Lemma E.8, we see that the contribution of the second integral is bounded above by a multiple of (y 2 /2) −1 e y 2 /6 , which is negligible relative to the first.
To prove the second assertion of the lemma we expand the integral in the first assertion with the help of Lemma E.8. In the second integral we use that z ≤ τ 2 + (1 − τ 2 )z ≤ (τ 2−a + 1 − τ 2 )z, for z ≥ τ a , to see that the integral is 1 + O(τ 2−a ) times
The first two terms inside the square brackets are uniformly bounded, the third one is of order o(τ −1 ζ −2 τ ) as τ → 0 in view of Lemma E.5, and is uniformly bounded, by Lemma E.7. It remains to deal with the last term. By Lemmas E.9 and E.10 the quotient I 1/2 /I −1/2 is bounded by a constant for |y| ≥ κ τ , and by a multiple of τ e This concludes the proof.
