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Re´sume´
Nous montrons re´sultat de normalisation holomorphe d’une famille commutative de
champs de vecteurs holomorphes au voisinage de leur point singulier. Pour ce faire, nous
supposons qu’une condition diophantienne portant sur une alge`bre de Lie commutative
de champs line´aires associe´e aux parties line´aires de la famille est satisfaite. D’autre
part, nous imposons certaines conditions alge´briques sur leur forme normale formelle.
Les champs d’une telle famille, sauf un, peuvent ne pas avoir de partie line´aire a` l’origine.
Abstract
We consider a commutative familly of holomorphic vector fields in an neighbourhood
of a common singular point, say 0 ∈ Cn. Let g be a commutative complex Lie algebra
of dimension l. Let λ1, . . . , λn ∈ g∗ and let us set S(g) =
∑n
i=1
λi(g)xi
∂
∂xi
. We assume
that this Lie morphism is diophantine in the sense that a diophantine condition (ω(S))
is satisfied. Let X1 be a holomorphic vector fields in a neighbourhood of 0 ∈ Cn. We
assume that its linear part s is regular relatively to S, that is belongs to S(g) and has the
same formal commutator as S. Let X2, . . . , Xl be holomorphic vector fields vanishing at
0 and commuting with X1. Then there exists a formal diffeomorphism of (C
n, 0) such
that the familly of vector fields are in normal form in these formal coordinates. This
means that each element of the familly commutes with s. We show that, if the normal
forms of the Xi’s belongs to ÔSn ⊗S(g) (Ô
S
n is the ring of formal first integral of S) and
their junior parts are free over ÔSn , then there exists a holomorphic diffeomorphism of
(Cn, 0) which transforms the familly into a normal form. The elements of the familly,
but one, may not have a non-zero linear part.
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1 Introduction
Dans cet article, nous nous inte´ressons au comportement local des trajectoires de champs
de vecteurs holomorphes au voisinage d’un point singulier commun et plus pre´cise´ment,
nous nous inte´ressons au proble`me de la normalisation holomorphe de ces champs. Depuis
Poincare´, de nombreux travaux y ont e´te´ consacre´; en particulier, ceux de V.I. Arnold, A.D.
Bruno, J. Ecalle, J.-P. Ramis, l’auteur.
1.1 Rappels historiques
Commenc¸ons par une ide´e simple. Supposons que l’on veuille e´tudier l’orbite {Akx}k∈N d’un
point x ∈ Cn par l’action d’une matrice A ∈ Mn(C). Un des moyens e´fficaces de proce´der
est de transformer la matrice A en une forme de Jordan. A partir de cette matrice
de Jordan et de la matrice de passage, toute la dynamique peut eˆtre comprise. L’ide´e de
Poincare´ est de proce´der de meˆme pour les champs de vecteurs singuliers. Le but est alors
de transformer un champs de vecteurs s’annulant en 0 ∈ Cn en un champs de vecteurs ”plus
simple” par un diffe´omorphisme local de (Cn, 0) fixant l’origine et tangent a` l’identite´ en ce
point. On espe`re alors pouvoir e´tudier la dynamique du mode`le simple puis ”remonter” ces
informations au syste`me de de´part via la transformation. Si X est un tel champ de vecteurs
et φ un diffe´omorphisme de (Cn, 0), alors l’action de φ sur X est le champ de vecteurs X ′
de´finit par X ′(φ(x)) = Dφ(x)X(x). Supposons pour simplifier que la partie line´aire de X
soit un champ de vecteurs diagonal, c’est-a`-dire DX(0)(x) =
∑n
i=1 λixi
∂
∂xi
def
= S ou` les λi
sont des nombres complexes non tous nuls. On montre alors [Arn80, Rou75, CS] qu’il existe
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un diffe´omorphisme formel Φˆ (qui n’est pas unique) tel que
Φˆ∗X =
n∑
i=1
λixi
∂
∂xi
+
n∑
i=1
 ∑
(Q,λ)=λi
ai,Qx
Q
 ∂
∂xi
ou` la somme porte sur les muliindices Q ∈ Nn, |Q| ≥ 2 et l’indice i qui satisfont (Q,λ)
def
=∑n
j=1 qjλj = λi et ou` les ai,Q’s sont de nombres complexes. Comme d’habitude, si Q =
(q1, . . . , qn), alors x
Q = xq11 . . . x
qn
n et |Q| = q1+ · · · qn. Le champ de vecteur (formel) auquel
on arrive est appele´ forme normale formelle (de Poincare´-Dulac). Elle n’est en ge´ne´ral
pas unique. On peut dire que c’est une ”forme de Jordan” de X dans le sens ou` elle s’e´crit
Φˆ∗X = S + N , N e´tant le champ de vecteurs ”nilpotent” de´fini par les se´ries et ve´rifiant
[S,N ] = 0. Ici, [., .] est le crochet de Lie des champs de vecteurs. On voit apparaˆıtre les
obstructions formelles a` la line´arisation : ceux sont les Q ∈ Nn et 1 ≤ i ≤ n qui ve´rifient la
relation de re´sonance (Q,λ) = λi. Ainsi, lorsque les valeurs propres λ1, . . . , λn ne sont pas
re´sonantes, il existe un diffe´omorphisme formel (unique dans ce cas) qui line´arise le champ
de vecteurs X. Bien X soit holomorphe au voisinage de 0 ∈ Cn, il n’en demeure pas moins
que le diffe´omorphisme peut ne pas eˆtre holomorphe au voisinage de l’origine. Un condition
suffisante pour assurer l’holomorphie de ce diffe´omorphisme est la condition diophantienne
(ω) de Bruno portant sur les valeurs propres de S. Nous exprimerons cette condition plus
loin; ne´anmoins, pour donner une ide´e au lecteur, cette condition est plus faible que la
condition de C.L. Siegel [Sie42, Arn80] : il existe C > 0 et µ ≥ 0 tels que pour tout Q ∈ Nn,
|Q| ≥ 2, et 1 ≤ i ≤ n, |(Q,λ)− λi| ≥
C
|Q|µ . Sous une telle hypothe`se, le champ de vecteurs
X est holomorphiquement line´arisable. En dimension 2, J.-C. Yoccoz et R. Pe´rez-Marco
ont de´montre´ la ne´ce´ssite´ de la condition de Bruno [PMY94] a` partir de la ne´ce´ssite´ de la
condition de Bruno pour line´ariser un diffe´omorphisme de (C, 0) [Yoc88, Yoc95].
Comme nous l’avons vu, l’holomorphie d’une transformation normalisante est tre`s lie´e
au proble`me des petits diviseurs. Elle est aussi lie´e, dans le cas re´sonnant, a` l’existence
d’inte´grale premie`re formelle non-triviale. Par exemple, une forme normale du champ x2 ∂∂x+
(x+ y) ∂∂y est x
2
1
∂
∂x1
+ y1
∂
∂y1
. Le diffe´omorphisme normalisant est, dans ce cas, x = x1, y =
y1 +
∑
k≥1(k − 1)!x
k
1 . Il n’est clairement pas holomorphe au voisinage de 0 ∈ C
2. Cette
situation a engendre´ de nombreux travaux [Mal82, MR82, MR83, Vor81, Eca92, Sto96].
Dans quelle situation, un champ holomorphe singulier est-il holomorphiquement nor-
malisable? A.D. Bruno a donne´ une reponse a cette question dans un imposant me´moire
[Bru72]; un de ces re´sultat est le suivant :
Supposons que S, la partie line´aire de X, ve´rifie la condition diophantienne (ω) de
Bruno. Supposons en outre que X admette une forme normale de la forme aˆ.S, ou` a ∈
C[[x1, . . . , cn]]. Alors, X admet un diffe´omorphisme normalisant holomorphe au voisinage
de l’origine dans Cn.
D’autre part, J. Vey demontra le re´sultat suivant [Vey78] :
Soient X1, . . . ,Xn, n champs de vecteurs holomorphes au voisinage du point singulier
commun 0 ∈ C2n. On suppose qu’ils commutent entre eux (i.e. [Xi,Xj ] = 0), qu’ils sont
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hamiltoniens et que leur partie line´aire a` l’origine sont line´airement inde´pendantes. Alors,
ces champs de vecteurs sont simultane´ment et holomorphiquement normalisables.
Dans un pre´ce´dent travail, nous avons montre´ que ces re´sultats ne sont que des faces
diffe´rentes d’un meˆme re´sultat dont nous allons rappeler un des aspects. La premie`re ide´e
consiste a` travailler non pas avec un seul champ de vecteurs mais avec une famille de champs
de vecteurs commutants entre eux. Nous proce´dons comme suit et nous en profitons pour
faire quelques rappels et fixer quelques notations.
Soit n ≥ 2 un entier et g une alge`bre de Lie commutative de dimension finie l sur C.
Soient λ1, . . . , λn des formes line´aires complexes sur g tel que le morphisme de Lie S de g dans
l’alge`bre de Lie des champs de vecteurs line´aires de Cn de´finit par S(g) =
∑n
i=1 λi(g)xi
∂
∂xi
soit injectif. Pour tout Q ∈ Nn et 1 ≤ i ≤ n, on de´finit le poids αQ,i(S) de S comme e´tant
la forme line´aire
∑n
j=1 qjλj(g)− λi(g). Soit ‖.‖ une norme sur g
∗, le C-espace vectoriel des
formes line´aires sur g. On de´finit la suite de re´els positifs
ωk(S) = inf{‖αQ,i‖ 6= 0, 1 ≤ i ≤ n, 2 ≤ |Q| ≤ 2
k},
et on dit que S est diophantien si la condition suivante est satisfaite :
(ω(S)) −
∑
k≥0
lnωk(S)
2k
< +∞
Soit X kn (resp. X̂
k
n ) l’alge`bre de Lie des germes de champs de vecteurs holomorphes (resp.
formels) d’ordre ≥ k en 0 ∈ Cn. Soit
(
X̂ 1n
)S
(resp.
(
Ôn
)S
) le commutateur formel S (resp.
l’anneau des integrales premie`res formelles), c’est-a`-dire l’ensemble des champs de vecteurs
formels X (resp. se´ries formelles f) tel que [S(g),X] = 0 (resp. LS(g)(f) = 0) pour tout
g ∈ g.
Une de´formation nonline´aire S + ǫ de S est un morphisme de Lie de g dans X 1n tel que
ǫ ∈ HomC(g,X
2
n). Soit Φˆ un diffeomorphisme formel de (C
n, 0) que l’on suppose eˆtre tangent
a` l’identite´ en 0. On de´finit Φˆ∗(S + ǫ)(g)
def
= Φˆ∗(S(g) + ǫ(g)) le conjugue´ de S + ǫ par Φˆ.
Dans notre pre´ce´dent travail nous avons de´fini la notion de forme normale formelle de S+ ǫ
relativement a` S; elle est unique modulo un groupe de transformations formelles. Un des
re´sultats principaux que nous avons obtenu est le suivant :
The´ore`me 1.1. [Sto99, Sto98] Soit S un morphisme de Lie diagonal et injectif tel que
la condition (ω(S)) soit satisfaite. Soit S + ǫ une de´formation non-line´aire holomorphe
de S. On suppose qu’elle admet un e´le´ment de HomC
(
g,
(
Ôn
)S
⊗C S(g)
)
comme forme
normale formelle. Alors elle admet diffe´omorphisme normalisant holomorphe au voisinage
de 0 ∈ Cn.
Ce re´sultat admet le re´sultat de J. Vey et celui de A.D. Bruno comme corollaire. On
montre, en particulier, que la condition diophantion ω(S), qui est pre´cise´ment la condtion
(ω) de Bruno dans le cas d’un seul champ de vecteur, est automatiquement satisfaite dans le
cadre du the´ore`me de Vey. D’ailleurs son e´nonce´ ne mentionne aucune condition de petits
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diviseurs. La condition diopantienne (ω(S)) est en ge´ne´ral bien plus faible que celle de
Bruno.
Dans cet article, nous montrerons qu’il n’est pas ne´ce´ssaire que les champs de vecteurs
en question aient tous une partie line´aire non-nulle.
1.2 Re´sultat principal
Soit X1 un champ de vecteurs holomorphe au voisinage de 0 ∈ C
n, de partie line´aire s.
Nous dirons que X1 est re´gulier relativement a` S si :
• s ∈ S(g) et
(
X̂ 1n
)S
=
(
X̂ 1n
)s
;
• la forme normale formelle de X1 appartient a`
(
Ôn
)S
⊗C S(g).
Comme nous le verrons plus loin, si X2, . . . ,Xp sont des champs de vecteurs commutants
avec X1, alors il existe un syste`me de coordonne´es formelles (unique modulo un groupe de
transformations formelles) dans lequel les Xi commutent avec s. Nous dirons alors que la
famille {X1, . . . ,Xl} est normalise´e relativement a` s. La partie junior d’un champ en 0
est sa partie homoge`ne de plus bas degre´. Nous nous proposons de de´montrer le re´sultat
suivant :
The´ore`me 1.2. Soit S un morphisme de Lie diagonal et injectif tel que la condition (ω(S))
soit satisfaite. Soit X1 un champs de vecteurs holomorphe au voisinage de son point sin-
gulier 0 ∈ Cn. On le suppose re´gulier par rapport a` S. Soient X2, . . . Xl des champs de
vecteurs holomorphes au voisinage de 0 et commutants avec X1. On suppose que la famille
{X1, . . . ,Xl} admet une forme normale relativement a` s constitue´e d’e´le´ments du
(
Ôn
)S
-
module engendre´ par S(g) et que leur partie junior forment une famille libre sur
(
Ôn
)S
.
Alors la famille admet un diffe´omorphisme normalisant holomorphe au voisinage de 0 ∈ Cn.
Nous appelerons alge`bre de type Cartan une telle collection de champs de vecteurs,
de´nomination que nous expliquerons dans la suite. Nous montrerons qu’un des travaux de
H. Ito, concernant les champs hamiltoniens, est un cas particulier de notre re´sultat.
Remarque 1.1. Contrairement a` la situation du the´ore`me 1.1, dans la famille de champs
de vecteurs commutants {X1, . . . ,Xl}, seul X1 doit avoir une partie line´aire non-nulle.
Remarque 1.2. La partie line´aire du champ re´gulier peut eˆtre liouvillienne bien que l’alge`bre
S(g) soit diophantienne. Par exemple, pour l = 2, n = 4, S(gi) = xi
∂
∂xi
− yi
∂
∂yi
, i = 1, 2.
Le morphisme S est diophantien. Soient ζ < 0 un nombre irrationnel liouvillien et s =
S(g1) + ζS(g2); ce champ line´aire est re´gulier par rapport a` S et admet 1,−1, ζ,−ζ comme
valeurs propres. On peut donc choisir ζ de sorte que s ne ve´rifie pas la condition diophanti-
enne de Bruno. Ainsi, le caracte`re diophantien du proble`me ne se lit pas directement sur
la partie line´aire de l’e´le´ment re´gulier.
Remarque 1.3. Nous avons appele´ ces alge`bres de champs de vecteurs des ”alge`bres de
type Cartan” par analogie avec les sous-alge`bres de Cartan d’alge`bres de Lie de dimension
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finie. Une alge`bre de type Cartan n’est autre qu’un commutateur d’un e´le´ment re´gulier, les
e´le´ments de cette alge`bre e´tant semi-simples sur l’anneau ÔSn . D’autre part, un the´ore`me
fondamental stipule que toutes les sous-alge`bres de Cartan d’une meˆme alge`bre de Lie sont
conjugue´es entre elles; dans notre situation, les alge`bres de type Cartan qui sont formelle-
ment conjugue´es le sont holomorphiquement.
Ce re´sultat a e´te´ anonce´ dans [Sto00].
2 Notations
Soit R = (r1, . . . , rn) ∈
(
R∗+
)n
; le polydisque ouvert centre´ en 0 ∈ Cn et de polyrayon R
sera note´ DR = {z ∈ C
n | |zi| < ri}. Si r > 0 alors Dr de´signera le polydisque D(r,...,r).
La frontie`re distingue´e de DR sera note´e CR; c’est l’ensemble CR = {z ∈ C
n | ∀ 1 ≤ i ≤
n, |zi| = Ri}. Soient R = (r1, . . . , rn) ∈
(
R∗+
)n
, R′ = (r′1, . . . , r
′
n) ∈
(
R∗+
)n
; on e´crira
R ≤ R′ lorsque ∀1 ≤ i ≤ n, ri ≤ r
′
i. Si Q = (q1, . . . , qn) ∈ Z
n, on notera |Q| = q1 + · · ·+ qn;
cette application, restreinte a` Nn, sera appele´e norme.
Si f ∈ O(DR) est une fonction holomorphe au voisinage du polydisque ferme´ DR, nous
poserons ‖f‖R = supx∈DR |f(x)|.
2.1 Normes
Soit f un e´le´ment de C[[x1, . . . , xn,
1
x1
, . . . , 1x1 ]] que l’on e´crira f =
∑
Q∈Zn fQx
Q; on pose
alors f¯
def
=
∑
Q∈Zn |fQ|x
q. L’ordre d’un tel e´le´ment est le plus petit entier relatif k ∈ Z tel
que fQ 6= 0 pour Q ∈ Z
n de norme e´gal a` k. On dira qu’un tel e´le´ment g domine f , si
∀Q ∈ Zn, |fQ| ≤ |gQ|; dans ce cas, on e´crira f ≺ g. Soit R = (r1, . . . , rn) ∈
(
R∗+
)n
; on pose
|f |R
def
=
∑
Q∈Zn
|fQ|R
Q = f¯(r1, . . . , rn).
On alors les proprie´te´s suivantes :
fg ≺ f¯ g¯
if f ≺ g alors |f |R ≤ |g|R
∂f
∂xk
=
∂f¯
∂xk
lorsque f ∈ C[[x1, . . . , xn]]
Soient v = (v1, . . . , vn) ∈
(
R∗+
)n
, 0 < r < r′, R = r.v, R′ = r′.v et f =
∑
Q∈Nn fQx
Q une
fonction holomorphe au voisinage de DR′ , on a alors :
‖f‖R′ ≤ |f |R′ (1)
|f |R ≤
(
R
r
)m
|f |R′ si ord(f) ≥ m (2)∣∣∣∣ ∂f∂zi
∣∣∣∣
R
≤
d
rvi
|f |R si f est un polynoˆme de degre´ ≤ d (3)
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Lemme 2.1. [Sto99] Soient f, g des fonctions holomorphes au voisinage U de la fontie`re
distingue´e de DR. On suppose que f ne s’annule pas sur U et que
∣∣∣ 1f ∣∣∣R |g|R < 1. Alors,∣∣∣∣ 1f + g
∣∣∣∣
R
≤
∣∣∣∣ 1f
∣∣∣∣
R
1
1−
∣∣∣ 1f ∣∣∣R |g|R
On posera
Hn(R) = {f ∈ C[[x1, . . . , xn]] | |f |R < +∞}
2.2 Forme normale
On rappelle le the´ore`me de Poincare´-Dulac [Arn80]
The´ore`me 2.1. Soient X = S + R un champs de vecteurs s’annulant a` l’origine; S sa
partie line´aire suppose´e semi-simple et R un champ de vecteurs non-line´aire. Il existe un
diffe´omorphisme formel Φˆ de (Cn, 0), tangent a` l’identite´ en 0 tel que Φˆ∗X = S +N ou` N
est un champ de vecteurs formel tel que [S,N ] = 0.
On dit alors que Φˆ∗X est une forme normale formelle de X. On notera :
• Pmn l’espace des champs de vecteurs de C
n homoge`nes de degre´ m;
• Pm,m
′
n l’espace des champs de vecteurs de Cn polynomiaux d’ordre ≥ m et de degre´
≤ m′;
• X kn (resp. X̂
k
n ) l’espace des germes en 0 ∈ C
n de champs de vecteurs holomorphes
(resp. formels) d’ordre ≥ k en 0;
• On (resp. Ôn) l’anneau des germes en 0 ∈ C
n de fonctions holomorphes (resp.
formelles);
• si X ∈ X̂ 1n et k ∈ N
∗, Jk(X) de´signe le polynoˆme de Taylor en 0 degre´ ≤ k.
3 Alge`bres de type Cartan
3.1 De´finitions
Soit g une C-alge`bre de Lie commutative de dimension l. Soit S : g → P1n un morphisme
de Lie de l’alge`bre de Lie g dans l’alge`bre de Lie P1n des champs de vecteurs line´aires de
Cn. On supposera que S est injective et semi-simple; on peut donc supposer qu’il existe des
formes line´aires λ1, . . . , λn ∈ g
∗ telles que
∀g ∈ g, S(g) =
n∑
i=1
λi(g)xi
∂
∂xi
.
Si {g1, . . . , gl} de´signa une base de g, on notera Si
def
= S(gi). On prendra alors norme sur g
∗
de´finie par ‖α‖ = maxi |α(gi)|. Le morphisme S de´finit une repre´sentation ρk de g dans P
k
n
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par ρk(g)p = [S(g), p] (k ≥ 2). Pour tout Q ∈ N
n, |Q| = k, 1 ≤ i ≤ n, les formes line´aires
αQ,i
def
= (Q,λ) − λi sont les poids de cette repre´sentation. On a une de´composition de P
k
n
en sommes directes de espaces de poids de cette repre´sentation.
Pkn =
⊕
α
(
Pkn
)
α
(S)
ou`
(
Pkn
)
α(S)
= {p ∈ Pkn | ∀g ∈ g, [S(g), p] = α(g)p} 6= {0}. On notera(
X̂ 2n
)S def
= {Y ∈ X 1n | ∀g ∈ g, [S(g), Y ] = 0} =
(
X 1n
)
0
(S),
ÔSn
def
= {f ∈ Ôn | ∀g ∈ g, LS(g)(f) = 0}.
Nous renvoyons le lecteur au chapitre de 5, p.22-29 de [Sto99], pour de plus amples de´tails.
De´finition 3.1. Un e´le´ment g0 de g est dit re´gulier relativement a` S, si
(
X̂ 1n
)S
=(
X̂ 1n
)S(g0)
.
Je dois l’e´nonce´ suivant a` Marc Chaperon.
Lemme 3.1. g admet un e´le´ment re´gulier relativement a` S.
Preuve: Condise´rons l’ensemble P∗ des poids non-nuls de S dans X̂ 2n . Il est constitue´ d’une
infinite´ de´nombrable de forme line´aire non nulle de g. Chacune de ces formes line´aires de´finit
un hyperplan line´aire de g. Ce dernier e´tant un espace vectoriel de dimension finie, il ne
saurait eˆtre e´gal a` l’union de l’infinite´ de´nombrable d’hyperplans de´finis par P∗. Il existe
donc un e´le´ment g0 ∈ g, non nul, qui n’appartient pas a` cette union d’hyperplans. On a
donc
(
X̂ 1n
)S(g0)
→֒
(
X̂ 1n
)S
. D’ou` le re´sultat.
De´finition 3.2. Un champ de vecteur holomorphe X ∈ X 1n sera dit re´gulier relativement
a` S si sa patie line´aire J1(X) en 0 est re´gulie`re relativement a` S et si une de ces formes
normales formelles appartient au ÔSn -module engendre´ par S(g).
De´finition 3.3. Soit X ∈ X̂ 1n un champ de vecteur formel de C
n. On dira que X est
normalise´ (resp. a` l’ordre k ≥ 2) relativement a` S s’il appartient a`
(
X̂ 1n
)S
(resp.
(
X̂ 1n
)S
mod X̂ k+1n ).
Lemme 3.2. Soit X un e´le´ment re´gulier relativement a` S. Soit Y un champ de vecteur
commutant avec X et s’annulant en 0. Si X est normalise´ a` l’ordre k alors Y est normalise´
a` l’ordre Ord(Y ) + k − 1.
Preuve: Soit s la partie line´aire de X1. Puisque X1 et Y commutent, chaque composante
homoge`ne lk de degre´ k de [X1, Y ] est nulle. Notons r l’ordre de Y en 0. On a, pout tout
j ∈ N,
lr+j =
j+1∑
p=1
[Xp, Yr+j−p+1]
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ou` Xp de´signe la partie homoge`ne de degre´ p de X. En particulier 0 = lr = [S, Yr]. On
montre le re´sultat par re´currence sur k − 1 ≥ j ≥ 0. Pour j = 0, c’est la remarque
pre´ce´dente. Supposons que le re´sultat est vrai a` l’ordre j − 1. Graˆce a` l’identite´ de Jacobi,
on a
0 = [s, lr+j] =
j+1∑
p=1
[s, [Xp, Yr+j−p+1]]
=
j+1∑
p=1
−[Xp, [Yr+j−p+1, s]]− [Yr+j−p+1, [s,Xp]]
Par hypothe`se de re´currence, on a alors
0 = [s, lr+j] = [s, [Yr+j, s]];
on obtient le re´sultat car [s, .] est inversible sur son image (on rappel que s est diagonal).

Corollaire 3.1. Il existe un diffe´omorphisme formel φˆ tel que [φˆ∗X, s] = [φˆ∗Y, s] = 0.
De´finition 3.4. Soit X1 un e´le´ment re´gulier relativement a` S. Soient X2, . . . ,Xl une
famille de champs commutants avec X1. On dira que la famille {X1, . . . ,Xl} est une
alge`bre de type Cartan relativement a` S, si leur forme normale formelle appartiennent
au ÔSn -module engendre´ par S(g) et si leur patie junior forment famille libre sur Ô
S
n .
On dira que l’alge`bre de type Cartan est normalise´e a` l’ordre k si son e´le´ment re´gulier
l’est.
Lemme 3.3. Soient X1 un e´le´ment re´gulier relativement a` S et X2, . . . ,Xl des champs
holomorphes commutants avec X1. Soit Φˆ un diffe´omorphisme normalisant de X1. Sup-
posons que les Φˆ∗Xi appartiennent au Ô
S
n -module engendre´ par S(g) et qu’ils sont libre sur
ÔSn . Posons Φˆ
∗Xi =
∑l
i=1 ai,jS(gj) avec ai,j ∈ Ô
S
n et A = (ai,j)1≤i,j≤l. Alors detA 6≡ 0.
Preuve: L’e´quation
∑l
i=1 biΦˆ
∗Xi = 0 avec bi ∈ Ô
S
n est e´quivalente a` l’ensemble d’e´quations∑l
i=1 biai,j = 0, j = 1, . . . , l; ce que l’on peut e´crire A
tB = 0 avec At = (aj,i)1≤i,j≤l et
B = (bi)1≤i≤l. L’application Ô
S
n -line´aire A
t du ÔSn -module libre
(
ÔSn
)l
dans lui-meˆme est
injectif si et seulement si son determinant detAt = detA n’est pas un diviseur de ze´ro dans
ÔSn . Or ce dernier est un sous anneau de l’anneau Ôn qui est inte`gre. Par conse´quent, la
famille {Φˆ∗Xi}i=1,...,l est libre sur Ôn si et seulement si detA 6≡ O dans Ôn. 
Remarque 3.1. En particulier, si {X1, . . . ,Xl} est une alge`bre de type Cartan, alors
ord(detA) =
∑l
i=1(ordXi − 1).
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3.2 Remarques sur la de´nomination
La de´nomination que nous avons adopte´s repose essentiellement sur une analogie. Soit g une
alge`bre de Lie complexe de dimension finie. Un e´le´ment g0 ∈ g est re´gulier si la dimension
du sous-espace caracte´ristique associe´ a` la valeur propre 0 de adg0 est minimale dans g. Une
sous-alge`bre de Cartan de g est l’ensemble {g ∈ g | ∃n ∈ N∗, adng0(g) = 0} ou` g0 est un
e´le´ment re´gulier de g. En particulier, si adg0 est semi-simple, l’alge`bre de Cartan associe´
n’est autre que le commutateur de g0. D’autre part, un the´ore`me important stipule que les
sous-alge`bres de Cartan sont conjugue´es entre elles.
Dans notre situation, g0 est dit re´gulier relativement a` S si S(g0) a le meˆme commutateur
formel que S; a priori le commuteur d’un e´le´ment quelconque de S(g) (qui est semi-simple)
le contient. Soit X1 un e´le´ment re´gulier non-line´aire relativement a` S. Sa forme normale Xˆ1
appartient ÔSn -module engendre´ par S(g). Elle peut-eˆtre vu comme un e´le´ment semi-simple
sur ÔSn . Soient X1, . . . ,Xl une alge`bre de type Cartan relativement a` S. Alors, leurs formes
normales formelles commutent a` Xˆ1. Comme corrolaire de notre re´sultat, nous pouvons
dire que si deux alge`bres de type Cartan sont formellement conjugue´es alors elles le sont
holomorphiquement.
Il est tre`s peu problable que l’on puisse de´finir, pour les champs de vecteurs singuliers,
une notion d’alge`bres de Cartan ne portant que sur des de´finition alge´briques aussi simple-
ment que pour celle d’alge`bre de Lie standard); en effet, il faut tenir compte, entre autres,
des proble`mes de petits diviseurs.
4 Me´thode de Newton diffe´rentie´e
Soientt X1 un e´le´ment re´gulier relativement a` S et s sa partie line´aire. Soient {X1, . . . ,Xl}
une alge`bre de type Cartan relativement a` S et {S1, . . . , Sl} une base de S(g); on note
di = Ord(Xi); on a d1 = 1. Dans un bon syste`me de coordonne´es formelles Φˆ, on a
Φˆ∗Xi =
∑l
i=1 aˆi,jSj ou` aˆi,j ∈ Ô
S
n . Par hypothe`ses, leurs parties junior sont libres sur Ô
S
n .
On pose Aˆ = (aˆi,j)1≤i,j≤l et pour tout entier p > 0, on pose Ap =
(
Jp+di−2(aˆi,j)
)
1≤i,j≤l
;
Par le lemme 3.3, on a detA1 6≡ 0.
Supposons l’alge`bre de type Cartan normalise´e a` l’ordre m. On peut donc e´crire, pour
i = 1, . . . , l, Xi = NF
m+di−1
i +R
m+di
i ou` NF
m+di−1
i est un champ de vecteur polynomial,
d’ordre di et de degre´ infe´rieur ou e´gal a` m+ di− 1, ve´rifiant [s,NF
m+di−1
i ] = 0; R
m+di
i est
un champ holomorphe d’ordre m+ di. Par hypothe`se, on a, pour i = 1, . . . , l,
NFm+di−1i =
l∑
j=1
ai,jSj (4)
ou` ai,j
def
= Jm+di−2(aˆi,j) ∈ O
S
n est un polynoˆme de degre´ infe´rieur ou e´gal a` m+di−2. Pour
simplifier, on posera A
def
= (ai,j)1≤i,j≤l = Am ∈Ml(O
S).
On suppose que m est suffisament grand pour que detA 6≡ 0 (il suffit donc que m ≥ p0).
Soit U ∈ Pm+1,2mn tel que expU∗X1 soit normalise´ a` l’ordre 2m. D’apre`s le lemme 3.2, le
2m+ di − 1-ie`me-jet de expU
∗Xi commute avec s. Puisque l’on a
expU∗Xi = Xi + [U,Xi] +
1
2
[U, [U,Xi]] + · · · ,
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il vient que le champ polynomial J2m+di−1
(
Rm+dii + [U,NF
m+di−1
i ]
)
commute avec s.
Rappelons que l’on a une decomposition de Fitting de Pm+di,2m+di−1n :
Pm+di,2m+di−1n =
(
Pm+di,2m+di−1n
)+
(S)
⊕(
Pm+di,2m+di−1n
)
0
(S)
ou`
(
Pm+di,2m+di−1n
)+
(S) (resp.
(
Pm+di,2m+di−1n
)
0
(S)) de´signe la somme directe des es-
paces de poids non nuls (resp. l’espace de poids nul) de S dans Pm+di,2m+di−1n . Par
de´finition d’un e´le´ment re´gulier, on a
(
Pm+di,2m+di−1n
)
0
(S) =
(
Pm+di,2m+di−1n
)
0
(s). On en
de´duit que la projection de J2m+di−1
(
Rm+dii + [U,NF
m+di−1
i ]
)
sur
(
Pm+di,2m+di−1n
)+
(S)
est nulle.
De´composons U selon les sous-espaces de poids de Pm+1,2mn . On peut supposer que sa
composante U0 selon l’espace de poids nul est nulle; en effet, on a [U,NF
m+di−1
i ] = 0. Soit
α un poids non nul de S dans Pm+1,2mn , Uα la composante de U le long du sous-espace
associe´. Un calcul simple, par la formale de Jacobi, montre que [Uα, NF
m+di−1
i ] appartient
a` l’espace poids de S dans X̂ 2m+di−1n associe´ a` α. On en de´duit que, pour tout poids non
nul α de S dans Pm+1,2mn , on a
J2m+di−1
(
Rm+dii,α + [Uα, NF
m+di−1
i ]
)
= 0; (5)
et si β est un poids de S dans Pm+di,2m+di−1n qui n’est pas un poids de S dans P
m+1,2m
n , alors
J2m+di−1
(
Rm+dii,β
)
= 0. Les e´quations (5) seront appele´es e´quations cohomologiques.
Par conse´quent, on a , pour tout poids α non nul de S dans Pm+1,2mn ,
[NFm+di−1i , Uα] = F
m+di,2m+di−1
i,α +R
2m+di
i,α (6)
ou` l’on a pose´ Fm+di,2m+di−1i,α = J
2m+di−1
(
Rm+dii,α
)
et
R2m+dii,α = [NF
m+di−1
i , Uα]− J
2m+di−1
(
[NFm+di−1i , Uα]
)
est un champ polynomial d’ordre supe´rieur ou e´gal a` m+ di.
Re´e´crivons les e´quations (6) en utilisant les expressions (4) des formes normales par-
tielles. Il vient
Fm+di,2m+di−1i,α +R
2m+di
i,α = [NF
m+di−1
i , Uα]
=
l∑
j=1
ai,j[Sj , Uα] + Uα(ai,j)Sj .
Ici, Uα(ai,j) de´signe la de´rive´e de Lie de ai,j le long de Uα. Par de´finition, on a [Sj , Uα] =
α(gj)Uα; on re´e´crit donc ces e´quations sous la forme matricielle suivante :F
m+d1,2m+d1−1
1α +R
2m+d1
1,α
...
Fm+dl,2m+dl−1l,α +R
2m+dl
l,α
 = A(x)
α(g1)Uα...
α(gl)Uα
+
D1(Uα)...
Dl(Uα)

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ou` A = (ai,j)1≤i,j≤l et Di est l’application On-line´aire definie par Di : U ∈ X
2
n 7→∑l
j=1 U(ai,j)Sj ∈ X
2
n .
On e´crira pour simplifier Fi pour F
m+di,2m+di−1
i,α et Ri pour R
2m+di
i,α . La matrice A
est formellement inversible et elle l’est holomorphiquement sur un ouvert V dense de Cn.
Soit C = (ci,j)1≤i,j≤l la matrice transpose´e des cofacteurs de A; on a C ∈ Ml(O
S
n ). En
multipliant l’e´quation pre´ce´dente par C, on obtient :F˜1 + R˜1...
F˜l + R˜l
 = detA(x)
α(g1)Uα...
α(gl)Uα
+
D˜1(Uα)...
D˜l(Uα)

ou` l’on a note´
F˜i =
l∑
p=1
ci,pFp, R˜i =
l∑
p=1
ci,pRp et D˜i(U) =
l∑
p=1
ci,pDp(U)
Les ope´rateurs D˜i sont nilpotents; on a D˜i ◦ D˜i = 0. En effet, pour tout 1 ≤ j ≤ l, on a
D˜j(D˜j(U)) =
l∑
k=1
cj,kDk(D˜j(U)) =
l∑
k=1
cj,kDk
(
l∑
i=1
cj,iDi(U)
)
=
l∑
i,k=1
cj,kcj,iDk(Di(U)) par On-line´arite´ des ope´rateurrs Di.
Montrons alors que, pour tout entiers 1 ≤ i, k ≤ l, Dk ◦Di = 0. En effet,
Dk(Di(U)) =
l∑
p=1
Di(U)(ak,p)Sp
=
l∑
p=1
l∑
q=1
Uα(ai,q)Sq(ak,p)Sp.
Or, ak,p ∈ O
S
n donc Sq(ak,p) = 0; il s’en suit que Dk ◦ Di = 0 et donc que D˜j ◦ D˜j = 0
comme annonce´.
En se plac¸ant dans le corps des fractions de Ôn, on obtient, pour tout 1 ≤ i ≤ l,
Uα =
(
Id−
1
α(gi) detA(x)
D˜i
)
F˜i + R˜i
α(gi) detA(x)
; (7)
ce que l’on peut e´crire
Uα(x) =
1
α(gi) det (A(x))
(
Gi(x)−
1
α(gi) det (A(x))
Hi(x)
)
(8)
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avec
Gi = F˜i + R˜i =
l∑
p=1
ci,p(Fp +Rp) (9)
Hi = D˜i(F˜i + R˜i) =
l∑
q=1
ci,qDq(F˜i + R˜i) =
l∑
p,q=1
ci,pci,qDq(Fp +Rp)
=
l∑
p,q,r=1
ci,pci,q(Fp +Rp)(aq,r)Sr (10)
Le second membre de l’e´quation (8) de´finit une application holomorphe sur l’ouvert V ,
qui est dense dans Cn et ou` la matrice A est holomorphiquement inversible. L’application
Uα est holomorphe dans C
n. L’e´quation (8) a donc un sens dans Cn et le second membre
est un polynoˆme de degre´ ≤ 2m et d’ordre ≥ m+ 1.
4.1 Domination de la solution des l’e´quations cohomologiques
Soit t une variable complexe et x ∈ Cn; on pose t.x = (tx1, . . . , txn). Soit Mn le corps de
fractions de C[x1, . . . , xn]. Les e´quations (8) induisent, dans (Mn)
n [[t]], les e´quations
Uα(t.x) =
1
α(gi) det (A(t.x))
(
Gi(t.x)−
1
α(gi) det (A(t.x))
Hi(t.x)
)
(11)
L’ordre d’un e´le´ment f =
∑
p≥0 apt
p ∈ (Mn)
n [[t]] est le plus petit entier k0 tel que ak0 6= 0;
on le note ordt(f) et si F = (f1, . . . , fl) ∈ (Mn[[t]])
l.
Lemme 4.1. Avec les notations pre´ce´dentes, on a
• ordt
(
1
detA
∑l
p=1 ci,pRp(t.x)
)
≥ 2m+ 1,
• ordt
(
1
detA2
∑l
p,q,r=1 ci,pci,qRp(aq,r)Sr(t.x)
)
≥ 2m+ 1.
Preuve: Soit D = (di,j)1≤i,j≤l la matrice de cofacteurs de A. Par de´finition, di,j est le
de´terminant de la matrice obtenu a` partir de A en enlevant la i-ie`me ligne et la j-ie`me
colonne. Par hypothe`se, le coefficient ai,j de A est d’ordre supe´rieur ou e´gal a` di − 1. La
formule du determinant montre alors clairement que l’ordre de di,j est supe´rieur ou e´gal a`∑
p 6=i(dp − 1). On en de´duit que l’ordre de ci,j , ou` C = (ci,j)1≤i,j≤l est la transpose´e de D,
est supe´rieur ou e´gal a`
∑
p 6=j(dp − 1). On rappelle que Rj est d’ordre supe´rieur ou e´gal a`
2m+ dj ; donc, ci,jRj est d’ordre supe´rieur ou e´gal a` 2m+1+
∑l
p=1(dp − 1). D’autre part,
cette meˆme formule du determinant montre que l’ordre de detA est e´gal a`
∑l
p=1(dp − 1)
car les termes juniors sont libres sur OSn . On en de´duit que
ordt
 1
detA
l∑
p=1
ci,p(Rp)(t.x)
 ≥ 2m+ 1 + l∑
p=1
(dp − 1)−
l∑
p=1
(dp − 1) ≥ 2m+ 1
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De meˆme, l’ordre de 1
detA2
∑l
p,q,r=1 ci,pci,q(Rp)(aq,r)Sr(t.x) est supe´rieur ou e´gal a`
∑
j 6=p
(dj − 1) +
∑
k 6=q
(dk − 1) + 2m+ dp + dq − 1− 2
l∑
p=1
(dp − 1) ≥ 2m+ 1

Puisque Uα(t.x) est un polynoˆme de degre´ ≤ 2m, ce lemme montre que Uα se calcul
uniquement a` partir des Fi; et nous allons donner une estimation de Uα en fonction de celles
des Fi. Par conse´quent,
Uα = J
2m
(
1
α(gi) det (A(x))
(
F˜i(x)−
1
α(gi) det (A(x))
D˜i(F˜i)(x)
))
.
On obtient aors la relation de domination suivante :
Uα(x) ≺
1
α(gi) det (A(x))
(
F˜i(x)−
1
α(gi) det (A(x))
D˜i(F˜i)(x)
)
; (12)
Soit t0 ∈]0, 1] et κ = (κ1, . . . , κn) ∈
(
R∗+
)n
. On pose tκ0 .x
def
= (tκ10 x1, . . . , t
κn
0 xn). Soient
f ∈ C[[x1, . . . , xn]] une se´rie formelle et g ∈ C[[x1, . . . , xn,
1
x1
, . . . , 1xn ]] telles que f ≺ g; alors
on a f(tκ0 .x) ≺ g(t
κ
0 .x).
On peut donc e´crire, d’apre`s la relation de domination (12), la relation de domination
suivante :
Uα(t
κ
0 .x) ≺
1
α(gi) det (A(tκ0 .x))
(
F˜i(t
κ
0 .x) +
1
α(gi) det (A(tκ0 .x))
D˜i(F˜i)(t
κ
0 .x)
)
. (13)
4.2 Estimation de la solution des e´quations cohomologiques
On e´crit A = Ap0 + R ou` comme pre´ce´dement Ap0 =
(
Jp0+di−2(aˆi,j)
)
1≤i,j≤l
et R
def
=
(ri,j)1≤i,j≤l (p = 0 = 1 !). On e´crira NF
p0
1
...
NF p0+dl−1l
 def= Ap0(x)
S1...
Sl
 ,
de sorte que pour tout i = 1, . . . , l, NFm+di−1i −NF
p0+di−1
i est d’ordre ≥ p0 + di.
Lemme 4.2. Soient κ = (κ1, . . . , κn) ∈ (R
+
∗ )
l
un vecteur incommensurable, c’est-a`-dire que
les κi sont line´airement inde´pendants sur Q et r > 0. Il existe alors 0 < t0 ≤ 1 et η > 0
tels que, si |R|tκ
0
.r < η alors on a ∣∣∣∣ 1det (A(x))
∣∣∣∣
tκ
0
.r
≤
c
td0r
s
( on rappelle que tκ0 .r = (t
κ1
0 r, . . . , t
κl
0 r)). En outre, on a |det (A(x))|tκ
0
.r ≤ M1|Ap0 |
l
tκ
0
.r +
1
2cr
std0, ou` M1 est une constante universelle. Les constantes positives c, d, t0 et η ainsi que
l’entier s ne de´pendent que de κ, de la matrice Ap0 et du morphisme S.
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Preuve:
Soit Sl le groupe des permutations de {1, . . . , l}. Si σ ∈ Sl, ǫ(σ) de´signe la signature de
σ. On rappelle l’expression du deteminant de A :
det(A(x)) =
∑
σ∈Sl
ǫ(σ)
(
l∏
i=1
ai,σ(i)(x)
)
= detAp0 + P (R)
ou` P (Z) ∈ On[Z1, . . . , Zl2 ] est un polynoˆme de l
2 variables sans terme constant et de
degre´ l. Ces coefficients dQ(Ap0) sont des polynoˆmes de degre´ infe´rieur ou e´gal a` l − 1
en les coefficients de Ap0 . On peut donc e´crire P (Z) =
∑
Q∈Nl
2
0<|Q|≤l
dQ(Ap0)Z
Q ainsi que
detAp0 =
∑
T∈Nn
|S|=N
pTx
T (on rapelle que detA1 est un polynoˆme homoge`ne).
Soit κ = (κ1, . . . , κn) ∈ (R
+
∗ )
n
un nuplet incommensurable. On a alors
detAp0(t
κ.x) =
∑
T∈Nn
|T |=N
pT t
(κ,T )xT ou` (κ, T ) =
n∑
i=1
κiti et T = (t1, . . . , tn).
Posons
d = min
T∈Nn
pT 6=0,|T |=N
(κ, T ).
Graˆce a` l’incommensurabilite´ de κ, ce minimum ne peut eˆtre atteint qu’une seul fois sur
l’ensemble {T ∈ Nn, pT 6= 0 | |T | = N}. Soit T0 l’e´le´ment qui le re´alise. On en de´duit que
detAp0(t
κ.x) = pT0x
T0td + tdq(x, t) ou` q(x, t) est un polynoˆme en x de degre´ N et dont les
coefficients sont des fonctions de la variable t et s’annulant en t = 0. Par conse´quent, il
existe 0 < t0 ≤ 1 (on peut supposer t0 plus petit que 1) tel que, |t
d
0q(x, t0)|r ≤
|pT0 |
4 r
|T0|td0.
Soit P˜ (Z) ∈ C[Z1, . . . , Zl2 ] le polynoˆme de´finit par P˜ (z) =
∑
Q∈Nl
2
0<|Q|≤l
‖dQ(Ap0(x))‖1Z
Q.
En tant que fonction de Z, on a P ≺ P˜ . Puisque P˜ (0) = 0, il existe η > 0 tel que |P˜ (Z)|η ≤
|pT0 |
4 r
|T0|td0; ici, nous avons e´crit |P˜ (Z)|η =
∑
Q∈Nl
2
|Q|≤l
‖dQ(Ap0(x))‖1η
|Q|. Par conse´quent, si
|R(x)|tκ
0
.r < η alors, puisque P (R(t
κ
0 .x)) ≺ P˜ (R¯(t
κ
0 .x)), on a |P (R(x))|tκ0 .r ≤
|pS0 |
4 r
|S0|td0.
Il s’en suit, d’apre`s le lemme 2.1,
∣∣∣∣ 1det (A(tκ0 .x))
∣∣∣∣
r
≤
∣∣∣∣ 1pS0xS0td0
∣∣∣∣
r
 1
1−
∣∣∣ 1
pS0x
S0td
0
∣∣∣
r
|td0q(x, t0) + P (R(t
κ
0 .x)|r

≤
1
|pS0 |r
|S0|td0
 1
1− 1
|pS0 |r
|S0|td
0
(|td0q(x, t0)|r + |P (R(t
κ
0 .x)|r)

≤
2
|pS0 |r
|S0|td0
.
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De plus, on a
|det (A(tκ0 .x))|r ≤ |detAP0(t
κ
0 .x)|r + |P (R(t
κ
0 .x))|r
≤ M1|AP0 |
l
tκ
0
.r +
|pS0 |
4
r|S0|td0
ou` M1 est une constante universelle (on peut prendre ♯Sl). 
L’ide´e de conside´rer des polydisques asyme´triques est due a` H. Ito. Le re´sultat suicant est
fondamental pour la suite.
The´ore`me 4.1. Soit κ = (κ1, . . . , κn) ∈
(
R∗+
)n
un vecteur incommensurable et t0 comme
dans le lemme 4.2 et on pose m = 2k. Il existe des constantes η1 > 0 et c1 > 0 telles que, si
1/2 < r ≤ 1, maxi |NF
m+di−1
i −NF
p0+di−1
i |tκ0 .r < η1 et maxi
∣∣∣D (NFm+di−1i − J1(NFm+di−1i ))∣∣∣
tκ
0
.r
<
η1, alors, pour tout poids non nul de S dans P
m+1,2m
n , on a
|Uα|tκ
0
.r <
c1
ωk+1(S)2
max
i
|Rm+dii,α |tκ0 .r.
Preuve: En utilisant la relation de domination (13) ainsi que les proprie´te´ de la norme
|.|tK
0
,r, sous l’hypoths`e |R|tκ0 .r < η, on obtient graˆce au lemme 4.2
|Uα|tκ
0
.r ≤
∣∣∣∣ 1|α(gi)|det (A(tκ0 .x))
∣∣∣∣2
r
(
|α(gi)| |det A|tκ
0
.r
∣∣∣F˜i∣∣∣
tκ
0
.r
+
∣∣∣D˜i(F˜i)∣∣∣
tκ
0
.r
)
≤
c2
|α(gi)|2t2d0 r
2s
×
(
|α(gi)|
(
M1|Ap0 |
l
tκ
0
.r +
|pS0 |
4
r|S0|td0
) ∣∣∣F˜i∣∣∣
tκ
0
.r
+
∣∣∣D˜i(F˜i)∣∣∣
tκ
0
.r
)
(14)
Il nous reste a` estimer
∣∣∣F˜i∣∣∣
tκ
0
.r
et
∣∣∣D˜i(F˜i)∣∣∣
tκ
0
,r
en fonction des donnne´es; les fonctions F˜i
et D˜i(F˜i) e´tant de´finies respectivement par (9) et (10).
On rappelle que chaque fonction ci,j (e´le´ment de la matrice transpose´e des cofacteurs)
s’exprime comme polynoˆme universel de degre´ l − 1 en les ai,j. Il y a donc une constante
universelle M > 0 telle que |ci,j |tκ
0
.r ≤M |A|
l−1
tκ
0
.r. On obtient alors les ine´galite´s suivantes :
|F˜i|tκ
0
.r ≤ lM |A|
l−1
tκ
0
.r|F |tκ0 .r
|D˜i(F˜i)|tκ
0
.r ≤ l
3M2|A|
2(l−1)
tκ
0
.r max
1≤j≤l
|Sj|tκ
0
.r max
1≤p,q,r≤l
|Fp(aq,r)|tκ
0
.r
Or, on a |Fp(aq,r)|tκ
0
.r ≤ n|Fp|tκ
0
.rmax1≤i≤l
∣∣∣∂aq,r∂xi ∣∣∣tκ
0
.r
. On en de´duit la majoration suiv-
ante :
|D˜i(F˜i)|tκ
0
.r ≤ nl
3M2|A|
2(l−1)
tκ
0
.r max
1≤j≤l
|Sj |1|D(A)|tκ
0
.r|F |tκ
0
.r,
ou` D(A) de´signe la de´rive´e de A(x).
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Ainsi, sous l’hypothe`se |R|tκ
0
.r < η, on a
|Uα|tκ
0
.r ≤
c2lM |A|l−1tκ
0
.r|F |tκ0 .r
|α(gi)|2t2d0 r
2s
×
(
|α(gi)|
(
M1|Ap0 |
l
tκ
0
.r +
1
2c
rstd0
)
+ nl2M |A|l−1tκ
0
.r max
1≤j≤l
|Sj |1|D(A)|tκ
0
.r
)
.
Il nous reste a` majorer les normes de A et D(A) en fonctions de celles des formes
normales partielles. Par de´finition, on a , pour tout entier 1 ≤ i ≤ l,
Sj =
n∑
k=1
λj,kxk
∂
∂xk
,
NFm+di−1i =
l∑
j=1
ai,jSj
def
=
n∑
k=1
xkgi,k
∂
∂xk
avec gi,k =
 l∑
j=1
λj,kai,j

NF p0+di−1i =
l∑
j=1
Jp0+di−2(ai,j)Sj
def
=
n∑
k=1
xkgi,k,p0
∂
∂xk
avec gi,k,p0 =
 l∑
j=1
λj,kJ
p0+di−2(ai,j)
 ;
ce que l’on peut re´e´crire sous la forme
gi,1
...
...
gi,n
 =

λ1,1 . . . λl,1
...
...
...
...
λ1,n . . . λl,n

ai,1...
ai,l
 ou` l ≤ n, et

gi,1,p0
...
...
gi,n,p0
 =

λ1,1 . . . λl,1
...
...
...
...
λ1,n . . . λl,n

J
p0+di−1(ai,1)
...
Jp0+di−1(ai,l)
 ou` l ≤ n.
Puisque les Si sont line´airement inde´pendants sur C, la matrice (λj,i)1≤i≤n
1≤j≤l
est de rang l.
Sans nuire a` la ge´ne´ralite´, on peut supposer que la matrice L
def
= (λj,i)1≤i,j≤l est inversible
d’inverse L−1
def
= (λ˜i,j)1≤i,j≤l. On peut alors e´crire, pour 1 ≤ i, j ≤ l,
ai,j(x)− J
p0+di−2(ai,j) =
l∑
k=1
λ˜j,k(gi,k(x)− gi,k,p0) ≺
l∑
k=1
|λ˜j,k|(gi,k(x)− gi,k,p0),
Puisque 1/2 < r, on a
|gi,k − gi,k,p0|tκ
0
.r ≤
2
tκk0
(tκk0 r) |gi,k − gi,k,p0|tκ
0
.r
=
2
tκk0
|xk(gi,k − gi,k,p0)|tκ
0
.r
≤
2
mink t
κk
0
max
i
|NFm+di−1i −NF
p0+di−1
i |tκ0 .r.
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Par conse´quent, on a
|A−Ap0 |tκ0 .r ≤
2l|L−1|
mink t
κk
0
max
i
|NFm+di−1i −NF
p0+di−1
i |tκ0 .r. (15)
D’autre part, pour tout 1 ≤ k ≤ n, on a
∂xk(gi,k(x)− gi,k(0))
∂xp
= δk,p(gi,k(x)− gi,k(0)) + xk
∂(gi,k(x)− gi,k(0))
∂xp
,
c’est-a`-dire
xk
∂(gi,k(x)− gi,k(0))
∂xp
=
∂xk(gi,k(x)− gi,k(0))
∂xp
− δk,p(gi,k(x)− gi,k(0)).
Or xk
∂(gi,k(x)−gi,k(0))
∂xp
,
∂xk(gi,k(x)−gi,k(0))
∂xp
and (gi,k(x)− gi,k(0)) sont des series formelles a`
coefficients positifs; par conse´quent, on a
xk
∂(gi,k(x)− gi,k(0))
∂xp
≺
∂xk(gi,k(x)− gi,k(0))
∂xp
.
Pusique 1/2 < r, on a∣∣∣∣∣∂(gi,k(x)− gi,k(0))∂xp
∣∣∣∣∣
tκ
0
.r
≤
2
tκk0
(tκk0 r)
∣∣∣∣∣∂(gi,k(x)− gi,k(0))∂xp
∣∣∣∣∣
tκ
0
.r
≤
2
mink t
κk
0
∣∣∣∣∣xk ∂(gi,k(x)− gi,k(0))∂xp
∣∣∣∣∣
tκ
0
.r
≤
2
mink t
κk
0
∣∣∣∣∣∂xk(gi,k(x)− gi,k(0))∂xp
∣∣∣∣∣
tκ
0
.r
.
On en de´duit que, pour tout 1 ≤ i, j ≤ l,∣∣∣∣∣∂(ai,j(x)− ai,j(0))∂xp
∣∣∣∣∣
tκ
0
.r
≤
l∑
k=1
|λ˜j,k|
∣∣∣∣∣∂(gi,k(x)− gi,k(0))∂xp
∣∣∣∣∣
tκ
0
.r
≤
2
mink t
κk
0
l∑
k=1
|λ˜j,k|
∣∣∣∣∣∂xk(gi,k(x)− gi,k(0))∂xp
∣∣∣∣∣
tκ
0
.r
≤
2l|L−1|
mink t
κk
0
max
i
∣∣∣D (NFm+di−1 − J1(NFm+di−1))∣∣∣
tκ
0
.r
;
c’est-a`-dire
|D(A)|tκ0 .r ≤
2l|L−1|
mink t
κk
0
max
i
∣∣∣D (NFm+di−1 − J1(NFm+di−1))∣∣∣
tκ
0
.r
. (16)
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Posons η1 =
mink t
κk
0
2l|L−1|
η; si maxi
∣∣NFm+di−1 −NF p0+di−1∣∣
tκ
0
.r
< η1 et
maxi
∣∣D (NFm+di−1 − J1(NFm+di−1))∣∣
tκ
0
.r
< η1, alors |A− Ap0 |tκ0 .r < η et |D(A)|tκ0 .r ≤ η.
Posons C = |Ap0 |1; on a alors |A|tκ0 .r ≤ C + η. De plus, α e´tant un poids de S d’ordre
≤ 2m = 2k+1, soit 1 ≤ i ≤ l tel que |α(gi)| = maxj |α(gj)| = ‖α‖; on a alors ωk+1(S) ≤
|α(gi)|. De plus, la pre´sence de petits diviseurs nous permet de supposer que ωk(S) ≤ 1.
Posons alors
c1 =
22sc2lM(C + η)l−1
t2d0
((
M1C
l +
1
2c
)
+ l2M(C + η)l−1nη max
1≤j≤l
|Sj |1
)
avec η = 2l|L
−1|
mink t
κk
0
.
En conclusion, il existe η1 > 0 tel que si 1/2 < r ≤ 1,m = 2
k, maxi
∣∣NFm+di−1 −NF p0+di−1∣∣
tκ
0
.r
<
η1 et maxi
∣∣D (NFm+di−1 − J1(NFm+di−1))∣∣
tκ
0
.r
< η1, alors
|Uα|tκ
0
.r ≤
c1
ωk+1(S)2
max
i
|Rm+dii,α |tκ0 .r. (17)
On peut supposer que c1
ωk+1(S)2
≥ 1 quitte a` prendre une plus grande valeur pour c1, on
peut donc e´crire c1
ωk+1(S)2
def
= γ−mk avec γk ≤ 1. La majoration pre´ce´dente devient alors
|Uα|tκ
0
.r ≤ γ
−m
k maxi
|Rm+dii,α |tκ0 .r. (18)
5 La re´currence
Soient 1/2 < r ≤ 1 un nombre re´el et η1 > 0 le re´el positif de´finit par le the´ore`me (4.1).
Pour tout entier m ≥ max([8n/mink t
κk
0 η1] + 1, p0,max di), on pose
NF i,m(r) =
{
X ∈ Pdi,mn | |X − J
p0+di−1(X)|tκ0 .r < η1 −
8n
m− di + 1
,
|D(X − J1(X))|tκ
0
.r < η1 −
8n
mink t
κk
0 (m− di + 1)
}
Bm+1(r) =
{
X ∈ Xm+1n | |X|tκ0 .r < 1
}
Si m = 2k pour un entier k ≥ 1, on de´finit
ρ
def
= m−1/mr et R
def
= γkm
−2/mr
ou` le nombre γk =
(
c1
ωk+1(S)2
)−1/m
est de´finit par (18).
Il est clair que m1/m ≥ 1. On peut supposer que les nombres ωk sont plus petit que
1; par conse´quent, on a lnωk < 1/m lnm de sorte que lnωk − 2/m lnm < −1/m lnm < 0,
c’est-a`-dire R < ρ < r ≤ 1.
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Soit {X1, . . . Xl} une alge`bre de type Cartan relativement a` S, de champs de vecteur
holomorphe. On suppose que X1 est re´gulier par rapport a` S et on suppose Xi normalise´
a` l’ordre m+ di − 1 et on e´crit
Xi = NF
m+di−1
i +R
m+di
i
ou` NFm+di−1i est une forme normale de degre´ m+ di− 1 relativement a` s, la partie line´aire
de X1, et R
m+di
i ∈ X
m+di
n . Soit U =
∑
α Uα la solution des e´quations (5), la somme portant
sur les poids non-nuls de S dans Pm+1,2mn .
On se propose de de´montrer le re´sultat suivant :
Proposition 5.1. Avec les notations ci-dessus, supposons que, pour tout i = 1, . . . , l, on ait
(NFm+di−1i , Ri,m+di) ∈ NF i,m+di−1(r) × Bm+di(r). Si m est suffisamment grand (disons
m > m0 inde´pendant de r), alors
1. Φ
def
= (Id+ U)−1 ∈ Diff1(C
n, 0) est un diffeomorphisme tel que Dtκ
0
.R ⊂ Φ(Dtκ
0
.ρ),
2. Φ∗Xi = NF
2m+di−1
i +R
2m+di
i est normalise´ a` l’ordre 2m+ di − 1,
3. (NF 2m+di−1i , R
2m+di
i ) ∈ NF i,2m+di−1(R)× B2m+di(R).
5.1 Le diffe´omorphisme normalisant
Posons, pour i = 1, . . . , l,
Xi = NF
m+di−1
i +Bi + Ci
ou` NFm+di−1i ∈ P
di,m+di−1
n , Bi ∈ P
m+di,2m+di−1
n et C ∈ X 2m+din . On e´crit Bi selon la
de´composition de Fitting de Pm+di,2m+di−1n relativement a` S :
Bi = Bi,0 +B
+
i avec B0,i ∈ P
m+di,2m+di−1
n,0 (S) et B
+
i ∈
(
Pm+di,2m+di−1n,α
)+
(S).
Posons Φ−1 = Id + U ∈ Diff1(C
n, 0) ainsi que x = Φ−1(y), on obtient
D(Φ−1)(y)Φ∗(Xi)(y) = Xi(Φ
−1(y)), i = 1, . . . , l. (19)
Puisque Φ∗Xi est normalise´ a` l’ordre 2m + di − 1, e´crivons Φ
∗Xi(y) = NF
m+di−1
i (y) +
B′i(y) + C
′
i(y), avec B
′
i ∈ P
m+di,2m+di−1
n et C ′ ∈ X 2m+din . L’e´quation de conjugaison (19)
s’e´crit alors :
(Id +D(U)(y))(NFm+di−1i +B
′
i + C
′
i)(y) = (NF
m+di−1
i +Bi + Ci)(Φ
−1(y)) (20)
= NFm(y) +D(NFm)(y)U(y) +B(y)
+
(
Bi(Φ
−1(y))−Bi(y)
)
+ Ci(Φ
−1(y))
+NFm+di−1i (Φ
−1(y))
−
(
NFm+di−1i (y) +D(NF
m+di−1
i )(y)U(y)
)
;
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ce que l’on peut re´e´crire
C ′i(y) +
(
B′i(y)−Bi(y) + [NF
m+di−1
i , U ](y)
)
=
(
Bi(Φ
−1(y))−Bi(y)
)
+ Ci(Φ
−1(y))
+NFm+di−1i (Φ
−1(y))
−
(
NFm+di−1i (y) +D(NF
m+di−1)(y)U(y)
)
−D(U)(y)(B′i + C
′
i)(y)
def
= Di(y).
Puisque l’ordre de
(
Bi(Φ
−1(y))−Bi(y)
)
est supe´rieur ou e´gal a` l’ordre de D(Bi)(y)U(y)
et l’ordre de NFm+di−1i (Φ
−1(y))−
(
NFm+di−1i (y) +D(NF
m+di−1
i )(y)U(y)
)
est supe´rieur ou
e´gal a` l’ordre de D2(NFm+di−1i )(y)(U(y), U(y)), alors l’ordre de Di(y) est supe´rieur ou e´gal
a` 2m+di. Par conse´quent, on a J
2m+di−1(B′i(y)−Bi(y)+[NF
m+di−1
i , U ]) = 0; soit B
′
i = Bi,0
5.2 Calcul du reste
Dans le but de majorer la norme de C ′i, on e´crit l’e´quation (20) sous la forme suivante :
C ′i(y) =
(
NFm+di−1i (Φ
−1(y))−NFm+di−1i (y)
)
+ (Bi + Ci)(Φ
−1(y))
−B′i(y)−D(U)(y)(NF
m+di−1
i +B
′
i + C
′
i)(y).
Puisque NFm+di−1i (Φ
−1(y))−NFm+di−1i (y) =
∫ 1
0 D(NF
m+di−1
i )(y + tU(y))U(y)dt, nous
utiliserons l’e´quation suivante
C ′i(y) =
∫ 1
0
D(NFm+di−1i )(y + tU(y))U(y)dt + (Bi + Ci)(Φ
−1(y)) (21)
−B′i(y)−D(U)(y)(NF
m+di−1
i +B
′
i + C
′
i)(y).
5.3 Estimation du diffe´omorphisme normalisant
Soit Φ = (Id+U)−1 le diffe´omorphisme normalisant. Par hypothe`se, NFm+di−1i ∈ NF i,m(r);
on peut donc appliquer le the´ore`me (4.1) :
|U |tκ
0
.r ≤
c1
ωk+1(S)2
max
i
|B+i |tκ0 .r.
Puisque B+i ≺ B¯
+
i + B¯i,0 ≺ R¯
m+di
i , on a |B
+|tκ
0
.r < 1; il s’en suit que |U |tκ
0
.r ≤ γ
−m
k .
Lemma 5.1. Sous les hypothe`ses pre´ce´dentes et m est suffisamment grand (disons m >
m0), alors pour tout 0 < θ ≤ 1 et tout entier 1 ≤ i ≤ n, on a |yi + θUi(y)|tκ
0
.R < t
κi
0 ρ et par
conse´quent, Φ(Dtκ0 .ρ) ⊃ Dtκ0 .R.
Preuve:
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Nous adaptons l’argument de Bruno [Bru72][p. 203]. Il suffit de montrer que tκi0 R +
|U |tκ
0
.R < t
κi
0 ρ. Puisque U est d’ordre ≥ m+ 1 alors, par (2) et l’inegalite´ pre´ce´dente, on a
|U |tκ
0
.R ≤
(
R
r
)m+1
|U |tκ
0
.r
≤
(
γkm
−2/m
)m+1
γ−mk
≤ γkm
−2−2/m (22)
≤ m−2−2/m.
Or R = γkm
−2/mr ≤ m−2/mr, il suffit donc de montrer que m−2/m(tκi0 r +m
−2) < tκi0 ρ =
tκi0 m
−1/mr; c’est-a`-dire m
−2
m1/m−1
< tκi0 r. Or,
m−2
m1/m − 1
=
m−2
exp1/m lnm−1
≤
m−2
1/m lnm
≤
1
m lnm
car 1+x ≤ expx pour tout x ∈ R+. Mais pour 0 < x suffisamment grand, on a 2/mink t
κk
0 <
x lnx; par conse´quent et puisque 1/2 < r, on obtient m
−2
m1/m−1
<
t
κi
0
2 < t
κi
0 r. 
5.4 Majoration du reste
On a
(
R
r
)m+1
= γm+1k m
−2−2/m, γk ≤ 1 ainsi que
ρ
r = m
−1/m; d’apre`s ce qui pre´ce`de, on
|U |tκ
0
.R ≤ γkm
−2−2/m par (22),
≤
R
r
m−2 (23)
< m−2. (24)
Comme nous l’avons vu, Φ∗(Xi) est normalise´ a` l’ordre 2m+di−1 et J
2m+di−1(Φ∗(Xi))
def
=
NF 2m+di−1i = NF
m+di−1
i +Bi,0. Puisque Bi,0 est un polynoˆme, il est domine´ par B¯i, lequel
est domine´ par R¯m+dii ; on a donc |Bi,0|tκ0 .r ≤ |R
m+di
i |tκ0 .r < 1. On a alors
|Bi,0|tκ
0
.R ≤ (γkm
−2/m)m+di |Bi,0|tκ
0
.r,
≤ (γkm
−2/m)m+1|Bi,0|tκ0 .r,
≤ m−2;
|D(Bi,0)|tκ
0
.R ≤
2m+ di − 1
mink t
κk
0 R
|Bi,0|tκ
0
.R par (3),
≤
2m+ di − 1
mink t
κk
0 R
(
R
r
)m+di
|Bi,0|tκ
0
.r
≤
2m+ di − 1
mink t
κk
0 r
(
R
r
)m+di−1
|Bi,0|tκ
0
.r
≤
2(2m + di − 1)
mink t
κk
0 m
2
.
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On en de´duit que
|NF 2m+di−1i −NF
p0+di−1
i |tκ0 .R = |(NF
m+di−1
i −NF
p0+di−1
i ) +Bi,0|tκ0 .R
≤ |NFm+di−1i −NF
p0+di
i |tκ0 .R + |Bi,0|tκ0 .R,
< η1 −
8n
m
+
1
m2
,
< η1 −
8n
2m
si 1 < 4nm;
|D(NFm+di−1i − J
1(NFm+di−1i ))|tκ0 .R = |D(NF
m+di−1
i − J
1(NFm+di−1i )) +D(Bi,0)|tκ0 .R
≤ |D(NFm+di−1i − J
1(NFm+di−1i ))|tκ0 .R + |D(Bi,0)|tκ0 .R,
< η1 −
8n
mink t
κk
0 m
+
2(2m+ di − 1)
mink t
κk
0 m
2
≤ η1 −
8n
2mmink t
κk
0
si (2n − 2)m ≥ (di − 1).
AinsiNF 2m+di−1i ∈ NF i,2m+di−1(R). Il nous reste donc a` montrer queR
2m+di
i ∈ B2m+di(R).
On a les majorations suivantes :
|(Bi + Ci) ◦ Φ
−1|tκ
0
.R ≤ |Bi + Ci|tκ
0
.ρ par (5.1),
≤
(
m−1/m
)m+di
|Bi + Ci|tκ
0
.r car Bi + Ci est d’ordre ≥ m+ di,
≤ m−1
|D(U)(NFm+di−1i +Bi,0)|tκ0 .R ≤ n|D(U)|tκ0 .R(|NF
m+di−1
i |tκ0 .R + |Bi,0|tκ0 .R),
≤
2nm
mink t
κk
0 R
|U |tκ
0
.R(|NF
m+di−1
i |tκ0 .R + |Bi,0|tκ0 .R)
car U est un polynoˆme de degre´ 2m,
≤
2nm
mink t
κk
0 r
m−2(|NFm+di−1i |tκ0 .R + |Bi,0|tκ0 .R) par (23),
≤
4n
mink t
κk
0 m
(|NFm+di−1i |tκ0 .r +m
−2) car r ≥ 1/2;
|D(U)(y)C ′i|tκ0 .R ≤
4n
mink t
κk
0 m
|C ′i|tκ0 .R par le meˆme argument.
De plus, pour tout 0 ≤ θ ≤ 1, on a
D(NFm+di−1i )(y + θU(y))U(y) ≺ D(NF
m+di−1
i )(y + U¯(y))U¯ (y);
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il s’en suit que∣∣∣∣∫ 1
0
D(NFm+di−1i )(y + θU(y))U(y)dθ
∣∣∣∣
tκ
0
.R
≤ |D(NFm+di−1i )(y + U¯(y))U¯(y)|tκ0 .R,
≤ n|D(NFm+di−1i )|tκ0 .ρ|U |tκ0 .R
≤
n(m+ di − 1)
mink t
κk
0 ρ
|NFm+di−1i |tκ0 .ρ|U |tκ0 .R
car NFm+di−1 est un polynoˆme de degre´ m+ di − 1,
≤
n(m+ di − 1)
mink t
κk
0 r
|NFm+di−1i |tκ0 .r|U |tκ0 .R
since NFm+di−1(0) = 0,
≤
n(m+ di − 1)
mink t
κk
0 r
|NFm+di−1i |tκ0 .r
R
r
m−2
par (23)
≤ 4n
m+ di − 1
mink t
κk
0 m
|NFm+di−1i |rm
−1
On a donc, d’apre`s (21)
|C ′i|tκ0 .R ≤
∣∣∣∣∫ 1
0
D(NFm+di−1i )(y + tU(y))U(y)dt
∣∣∣∣
tκ
0
.R
+ |(Bi + Ci)(Φ
−1(y))|tκ
0
.R
+|B′i|tκ0 .R + |D(U)(y)(NF
m+di−1
i +Bi,0)|tκ0 .R + |D(U)(y)C
′
i|tκ0 .R
≤ 4n
m+ di − 1
mink t
κk
0 m
|NFm+di−1i |tκ0 .rm
−1 +m−1 +
4n
mink t
κk
0 m
(|NFm+di−1i |tκ0 .r +m
−2)
+
4n
mink t
κk
0 m
|C ′i|tκ0 .r
≤ (
m+ di − 1
m
+)
4n
mink t
κk
0 m
|NFm+di−1i |tκ0 .r +
4n
mink t
κk
0 m
3
+
4n
mink t
κk
0 m
|C ′i|R.
Si m > 4n
mink t
κk
0
alors
|C ′i|tκ0 .R ≤
4n
mink t
κk
0 m− 4n
(
(1 +
m+ di − 1
m
)|NFm+di−1i |tκ0 .r +
1
m2
)
≤
4n
m− 4n
((1 +
m+ di − 1
m
)(|NF p0+dii |1 + η1) + 2).
Soit M la borne supe´rieure des m+di−1m ; si m >
4n
mink t
κk
0
(
(M(|NF p0+dii |1 + η1) + 2) + 1
)
alors |C ′i|tκ0R < 1, c’est-a`-dire C
′
i = Ri,2m+di ∈ B
2m+di
i (R).

6 Preuve du the´ore`me principal
Nous reprenons l’argument classique qui permet de conclure, par re´currence. Soient 1/2 <
r ≤ 1 et la suite {Rk}k∈N de re´els positifs de´finie par R0 = r, Rk+1 = γkm
−2/mRk avec
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m = 2k. On a le
Lemme 6.1. [Bru72, Sto99] La suite {Rk}k∈N converge et il existe un entier k1 tel que
∀k ≥ k1, Rk > Rk1/2.
Soientt alors X1, . . . ,Xl comme dans l’e´nonce´. On peux supposer que l’alge`bre de type
Cartan est normalise´e a` un ordre m2 = 2
k2 suffisamment grand (≥ max(m0, 2
k1) et on
e´crit Xi = NF
m2+di−1
i + R
m2+di
i , i = 1, . . . , l. Quitte a` faire agir une homothe´tie, on peut
supposer que (NFm2+di−1i , R
m2+di
i ) ∈ NF i,m2(1) × Bm2+di(1). On rede´finit la suite {Rk}
par Rk2 = 1. En vertu du lemme 6.1, on a pour tout k ≥ k0, Rk > 1/2.
Montrons par re´currence sur k ≥ k2, qu’il existe un diffe´omorphisme Ψk de (C
n, 0) tel que
pour tout i = 1, . . . , l, Ψ∗k(NF
m2+di−1
i +R
m2+di
i )
def
= NF 2
k2+1+di−1
i +R
2k+1+di
i soit normalise´
a` l’ordre 2k+1 + di − 1, (NF
2k+1+di−1
i , R
2k+1+di
i ) ∈ NF i,2k+1+di−1(Rk+1) × B2k+1+di(Rk+1)
et |Id−Ψ−1k |tκ0 .Rk+1 ≤
∑k
p=k0
1
22p
.
• Pour k = k2: D’apre`s la proposition (5.1), il existe un diffe´omorphisme Φk2 tel
que Φ∗k2(NF
m2+di−1
i + R
m2+di
i ) = NF
2m2+di−1
i + R
2m2+di
i est normalise´ a` l’ordre
2m2 + di − 1, (NF
2m2+di−1
i , R
m2+di) ∈ NF i,2m2+di−1(Rk2+1) × B2m2+di(Rk2+1) et
|Id− Φ−1k2 |t
κ
0
.Rk2+1
< 1/22k2 .
• Supposons que le re´sultat soit vrai pour tout entier i ≤ k − 1 : par hypothe`ses,
Ψ∗k−1(NF
m2+di−1
i + R
m2+di
i ) = NF
2k+di−1
i + R
2k+di
i est normalise´ a` l’ordre 2
k et
(NF 2
k+di−1
i , R
2k+di
i ) ∈ NF i,2k+di−1(Rk) × B2k+di(Rk). Puisque 1/2 < Rk ≤ 1,
on peut appliquer la proposition (5.1) : il existe un diffe´omorphisme Φk tel que
(Φk ◦Ψk−1)
∗(NFm2+di−1i +R
m2+di
i ) = NF
2k+1+di−1
i +R
2k+1+di
i est normalise´ a` l’ordre
2k+1 + di − 1 et (NF
2k+1+di−1
i , R
2k+1+di
i ) ∈ NF i,2k+1+di−1(Rk+1) × B2k+1+di(Rk+1).
Posons Ψk = Φk ◦ Ψk−1. D’apre`s la proposition (5.1) (ou le lemme (5.1)), on a
|Id− Φ−1k |tκ0 .Rk+1 < 1/2
2k . Il s’en suit que
|Id−Ψ−1k |tκ0 .Rk+1 ≤
∣∣(Id−Ψ−1k−1) ◦ Φ−1k + (Id− Φ−1k )∣∣tκ
0
.Rk+1
,
≤
∣∣(Id−Ψ−1k−1) ◦ Φ−1k ∣∣tκ
0
.Rk+1
+
∣∣(Id− Φ−1k )∣∣tκ
0
.Rk+1
.
D’apre`s la proposition (5.1), on a Φ−1k (Dtκ0 .Rk+1) ⊂ Dtκ0 .Rk ; par conse´quent,
|Id−Ψ−1k |tκ0 .Rk+1 ≤
∣∣(Id−Ψ−1k−1)∣∣tκ
0
.Rk
+
∣∣(Id− Φ−1k )∣∣tκ
0
.Rk+1
≤
k−1∑
p=k0
1
22p
+
1
22k
;
ce qui termine la preuve de la re´currence.
Puisque Dtκ
0
.1/2 ⊂ Dtκ0 .Rk pour tout entier k ≥ k2, la suite {|Ψ
−1
k |tκ0 .1/2}k≥k2 est uni-
forme´ment borne´e. De plus, la suite {Ψ−1k }k≥k2 converge vers le diffe´omorphisme formel
Ψˆ−1 (l’inverse du diffe´omorphisme normalisant) dans l’espace des se´ries formelles. Par
conse´quent, cette suite converge dans Hnn(t
κ
0 .r) (pour tout r < 1/2) vers Ψˆ
−1 (c.f. [GR71]).
Cela signifie que la transformation normalisante est holomorphe au voisinage de 0 ∈ Cn.
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7 Applications
7.1 Le cas hamiltonien d’Ito
Soit H1 =
∑n
k=1 λkxkyk + H˜ une fonction holomorphe au voisinage de 0 ∈ C
2n; λi ∈ C, H˜
e´tant d’ordre ≥ 3 en 0. On suppose que
∀(m1, . . . ,mn) ∈ Z
n \ {0},
n∑
k=1
λkmk 6= 0. (∗)
On conside`re le syste`me d’e´quations diffe´rentielles
dxk
dt
=
∂H1
∂yk
,
dyk
dt
= −
∂H1
∂xk
, k = 1, . . . , n (25)
H. Ito a de´montre´ les re´sultat suivant, qui ge´ne´ralise le travail de J. Vey dans le cadre
hamiltonien [Vey78] :
The´ore`me 7.1. [Ito89] Sous les hypothe`ses pre´ce´dentes, on suppose que le syste`me (25)
admet n − 1 autres inte´grales premie`res H2, . . . ,Hn holomorphes au voisinage de 0 ∈ C
2n;
et on suppose que H1, . . . ,Hn sont fonctionnellement inde´pendantes. Il existe alors une
transformation φ canonique (i.e hamiltonienne) et holomorphe au voisinage de 0 ∈ C2n
telle que Hk ◦ φ soient une fonction holomorphe des n monoˆmes xkyk.
Preuve: Soient g une alge`bre de Lie complexe commutative de dimension n, {g1, . . . , gn}
une base de g et S le morphisme de Lie de´finit par S(gi) = xi
∂
∂xi
−yi
∂
∂yi
. Le morphisme S est
diophantien car les poids de S dans les espaces de champs homoge`nes prennent de valeurs
entie`res sur la base de g. On pose Xi les champs de vecteurs hamiltoniens de´finit par les
fonctions Hi. Graˆce a` la condition (∗) la partie line´aire de X1 est re´gulie`re par rapport a` S.
Le fait qu’il soit hamiltonien implique que X1 est re´gulier par rapport a` S. D’autres par, les
champs Xi, i ≥ 2, commutent avec X1 et sont hamiltoniens. Par conse´quent, dans un bon
syste`me Φ de coordonne´es formelles commun, ils appartiennent au ÔSn -module engendre´
par S(g). Graˆce au lemme de Ziglin, on peut choisir eventuellement d’autres inte´grales
premie`res de sorte que leur inde´pendance fonctionelle implique que la liberte´ des parties
juniors de leur champs associe´s sur ÔSn . On remarquera que Ô
S
n = C[[x1y1, . . . , xnyn]].
D’apre`s le the´ore`me 1.2, Φ est holomorphe au voisinage de 0 ∈ C2n. Un argument du a` J.
Vey, permet alors de modifier Φ en un diffe´omorphisme symplectique holomorphe tout en
changant de forme normale. 
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