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1. Introduction
In this paper, we continue our study of the Weil-Petersson geometry as in the previous pa-
per [10], in which we have proved the boundedness of the Weil-Petersson volume, among the
other results. The main results of this paper are that the volume and the integrations of Ricci
curvature of the Weil-Petersson metric on the moduli space are rational numbers. In particular,
the Ricci curvature defines the first Chern class of the moduli space in the sense of Mumford [11].
It was a classical result of Mumford [11] that for a noncompact Ka¨hler manifold M with M
being a smooth compactification of M and M\M being a divisor D of normal crossings, and for
any Hermitian bundle (E, h) overM , one can define the Chern classes ck(E) provided the metric
h is “good” defined by Mumford [11, Section 1]. Roughly speaking, a metric is “good” if the
metric matrix have log bound, and the local connection form and the curvature have Poincare´
type growth. It was verified that the natural bundles over locally Hermitian symmetric spaces
are “good” (cf. [11]). For the moduli space of curves of genus greater than or equal to 2, the
metric induced by the Weil-Petersson metric on the determinant bundle of the log extension
of the cotangent bundle is good [19]. However, for the moduli space of polarized Calabi-Yau
manifolds, it is not clear that the Weil-Petersson metric or the volume form of the Weil-Petersson
metric is “good”. By [1], the Weil-Petersson potential is related to the analytic torsion of the
moduli space. While the Hessian of the torsion is known to be related to the Weil-Petersson
metric and the generalized Hodge metric([3]), it is not easy to find the asymptotic behavior of
the BOCV torsion itself. Thus we can not use the theorem of Mumford directly to prove that
the integrations are rational numbers.
In this paper, we avoided using the BCOV torsion by the careful analysis of the asymptotic
behavior of the Hodge bundles at infinity. Using the Nilpotent Orbit theorem of Schmid [12], we
can give another explicit (local) representation of the Weil-Petersson potential. The potential
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has the following properties: first, as a potential of a Ka¨hler metric, it must be plur-subharmonic.
Next, by the Strominger formula, the Ricci curvature of the Weil-Petersson metric is lowerly
bounded. Thus the volume form of the Weil-Petersson metric is also plur-subharmonic. Our
analysis relies heavily on the above two properties of the potential of the Weil-Petersson metric.
For the noncompact manifold M defined above, we can define a Ka¨hler metric, called the
Poincare´ metric on M such that on each Euclidean neighborhood of D, the metric is asymp-
totically Poincare´ (See § 3 for the precise definition). The metric is not canonically chosen so
it doesn’t reflect the geometry of the manifold M . However, it is complete and the volume is
finite, and its curvatures are bounded. In practice, we use the Poincare´ metric to bound the
other intrinsically defined metrics.
Let M be a Weil-Petersson variety (see §2 for the definition). It is not clear whether we can
construct a Ka¨hler metric with nonpositive sectional curvature on the Weil-Petersson variety.
However, if we only require the nonpositivity of the bisectional curvature, then in [8] and [9],
the first author defined such a metric, which we called the Hodge metric. In addition to the
nonpositivity of the bisectional curvature of the Hodge metric, the holomorphic sectional cur-
vature and the Ricci curvature of Hodge metric are negative and bounded away from zero. By
Schwarz-Yau [22] lemma, the Hodge metric is bounded by the Poincare´ metric defined above.
Using the comparison of the Hodge and the Poincare´ metrics, in the previous paper [10],
we have proved that the Weil-Petersson volume and the Hodge volume are all finite. By the
definition of the Weil-Petersson metric and the Hodge metric, if a Weil-Petersson variety were
compact, then the volume with respect to the Weil-Petersson metric and the Hodge metric
could have been rational numbers because of the Gauss-Bonnet Theorem. We thus conjectured
that the volume of both metrics are in fact rational numbers, even though the Weil-Petersson
varieties are more likely to be noncompact.
In this paper, we verified the conjecture by controlling the growth of the potential of the
Weil-Petersson metric at infinity. In order to get the estimates we need, we have to define a
special kind of cut-off functions. In general, if a cut-off function is 1 at the origin and if it is
supported within a ball of radius r, then its second derivatives are of the order 1/r2. We can
do a little bit better for the Hessian of the cut-off function on R2, because R2 is an example of
parabolic manifold defined by P. Li [7]. In fact, the order of the Hessian of the cut-off function is
of the order 1
r2(log 1/r)2
. This observation is important in our proof. By using the cut-off function
and the convexity of the Weil-Petersson potential, we can prove
Theorem 1.1. Let (M,ωWP ) be a Weil-Petersson variety of dimension m. Then its volume∫
M
ωmWP
is a rational number.
The volume form of the Weil-Petersson metric has its own convexity by the formula of Stro-
minger. However, in this case, the (local) volume forms are not integrable with respect to the
Poincare´ metric. Special care must be taken in order to get the similar result as in the volume
case. In order to do that, we defined the degeneration order of the volume form along each
hypersurface of the divisor M \M and then twisted the extension of the anti-canonical bundle
of M (See Definition 6.1 for details). Using this, we can prove
Theorem 1.2. Let X ⊂ M be a subvariety of dimension q. Then for non-negative integers k
and l with k + l = q, ∫
X
(Ric(ωWP ))
k ∧ ωlWP
are rational numbers.
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Obviously, Theorem 1.2 implies Theorem 1.1. On the other side, if X,M in Theorem 1.2 are
smooth, then we have
Corollary 1.1. Using the above notations, we have
(c1(K
−1
X ) +
∑
µiYi)
k ∩ c1(F n)l =
∫
X
(Ric(ωWP ))
k ∧ ωlWP ,
where F
n
and K
−1
X are the Hodge extensions of the Hodge bundles F
n and the anti-canonical
bundle K−1X of X;
∑
Yi = Y is the divisor X −X; Yi are irreducible components of Y ; and µi
are the degeneration orders of the Weil-Petersson metric along Yi.
Remark 1.1. In the above corollary, the righthand side is intrinsically defined. Thus one will
get some information of the divisors once the topology of the compact manifold X is known.
In particular, by using this we can get the information of the monodromy group assuming the
moduli space is CP 1 minus three points. Such a moduli space is of interest in Mirror Symmetry
(cf. Doran-Morgan [2]).
Two important papers in the direction of this paper have drawn our attentions. One is the
recent survey paper of Todorov [17], which gives a complete summary of the recent progress in
the subject. The other one is by Schumacher [13], in which the author computed the curvature
of the Weil-Petersson metric of Ka¨hler-Einstein manifolds, using the idea of Siu [14] of horizontal
liftings.
We are interested in the volume and the integrations of the curvature because it defines some
kind of invariants and using that, we wish to classify polarized Calabi-Yau manifolds and tell the
monodromy of the moduli space of Calabi-Yau manifolds 1. These questions are very important
in Mirror Symmetry and we shall study them in a subsequent paper.
The organization of this paper is as follows: in §2, we give the definition of the Weil-Petersson
geometry and some basic estimates; in §3, we define the Poincare´ metric and the cut-off function
we need for the rest of the paper; in §4, we write out the preferred extension of the Hodge bundles
defined by the Nilpotent Orbit Theorem explicitly. The main part of the paper is §5 and §6,
where we prove Theorem 1.1 and Theorem 1.2.
After finishing this paper, we were informed by A. Todorov that in [16], he proved the ratio-
nality of the volume of the moduli space independently.
Acknowledgment. The authors would like to thank P. Li, D. Phong, R. Schoen, and G.
Tian for their interest in the work. Particular thanks to K. Liu for his many suggestions and
encouragement during the preparation of this paper.
2. Preliminaries
In this section, we give the definition of the Weil-Petersson geometry and Weil-Petersson
variety, first appeared in [10]. Examples of Weil-Petersson varieties are the moduli spaces of
polarized Calabi-Yau manifolds.
Definition 2.1. A Weil-Petersson variety is a Ka¨hler orbifold M with the orbifold metric ωWP
such that:
(1) The universal covering space M˜ is a smooth manifold. There is a natural immersion
M˜ → D from M˜ to the classifying space D (cf. [4]) such that the image of M˜ is a
horizontal slice of D. The Hodge bundles Fn ⊂ · · · ⊂ F 0 are defined as the pull-
back of the tautological bundles of D. Furthermore, we have the natural identification
TM = Fn−1/Fn, where TM is the holomorphic tangent bundle of M ;
1In fact, our proof strongly hints the relations between the monodromy operators and the rational numbers
we defined. In the case that the moduli space is of one-dimensional, an explicit formula can be written down.
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(2) ωWP is the curvature of the bundle F
n. It is positive definite and thus defines a Ka¨hler
metric on M and is called the Weil-Petersson metric;
(3) M is quasi-projective and Fn extends to an ample line bundle over the compactification
M of M ;
(4) After passing to a finite covering and after desingularization, in a neighborhood of the
infinity, M can be written as
∆n−k × (∆∗)k,
where ∆ is the unit disk and ∆∗ is the punctured unit disk. Let Ω be a local section of
F p in the neighborhood, then locally, Ω can be written as
Ω = e
√−1(N1 log 1z1+···+Nk log
1
zk
)
A(z1, · · · , zn),
where N1, · · · , Nk are nilpotent operators and A is a vector-valued holomorphic function
of z1, · · · , zn. Furthermore, all the local sections of all F p, p = 1, · · · , n satisfy the
properties in the Nilpotent Orbit theorem of Schmid [12].
A Weil-Petersson subvariety M1 is itself a Weil-Petersson variety. Moreover, it is a subvariety
of a Weil-Petersson variety M such that if M is a compactification of M , then M1, the closure
of M1 in M gives a compactification of M1 as a projective variety.
The Weil-Petersson geometry is the geometry of the pair (M,ωWP ).
Remark 2.1. Moduli spaces of polarized Calabi-Yau manifolds are examples of Weil-Petersson
varieties. In fact, for moduli spaces of polarized Calabi-Yau manifolds, the first property of
the above definition is the transversality property of Griffiths’ [4] variations of Hodge structure.
The second property is a theorem of Tian [15] (See also Todorov [18]). The third one is the
compactification theorem of Viehweg [20] and the forth property can be verified by the Nilpotent
Orbit theorem of Schmid [12].
When we study the boundary behavior of the Weil-Petersson metric on the moduli spaces,
we need to analyze the potential (Ω,Ω), where ( , ) is the polarization of the Hodge structures.
We recall here the result of the potential of Weil-Petersson metric on one dimensional slice of
moduli spaces.
Let ∆∗ be a one dimensional parameter space of a family of polarized Calabi-Yau manifolds.
Let Ω be a section of the first Hodge bundle Fn. Then by the Nilpotent Orbit theorem of Schmid
[12], after a possible base change, we have
Ω = e
√
−1
2pi
N log 1
zA(z),
where N is the nilpotent operator, Nn+1 = 0 for n being the dimension of the Calabi-Yau
manifolds, and
(2.1) A(z) = A0 +A1z + · · ·
is a vector-valued convergent power series with the convergent radius δ > 0. Let
fk,l(z) = z
k(log
1
z
)l,
for any k, l ≥ 0. Then we can write Ω as the convergent series
(2.2) Ω =
∑
k,l
Ak,lz
k(log
1
z
)l =
∑
k,l
Ak,lfk,l.
Define deg fk,l = k − ln+1 . Then we have the following lemma (Lemma 7.1 of [10]):
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Lemma 2.1. The convergence of (2.2) is in the C∞ sense. Furthermore, we have
(2.3) ||Ω−
∑
deg fk,l≤µ
Ak,lfk,l||Cs ≤ Crk0−s(log 1
r
)l0 ,
where r = |z|, k0, l0 are the unique pair of nonnegative integers such that l0 ≤ n, k0 − l0n+1 > µ
and for any pair of integers k′, l′ with k′− l′n+1 > µ we have k′− l
′
n+1 ≥ k0− l0n+1 . C is a constant
depending only on k0, l0, µ and Ω.
In order to estimate the volume form and the Chern classes of the Weil-Petersson metric, we
also need the following Strominger’s formula (Theorem 3.1 of [10]).
Theorem 2.1. Let (gij)m×m be the Weil-Petersson metric and let DjDiΩ be the projection of
∂j∂iΩ onto H
n−2,2. Then the curvature tensor of the Weil-Petersson metric is given by
Rijkl = gijgkl + gilgkj −
(DkDiΩ,DlDjΩ)
(Ω,Ω)
for 1 ≤ i, j, k, l ≤ m.
In order to bound the Weil-Petersson metric and its curvature, we need the Hodge metric,
which was defined in [8].
Theorem 2.2. Let D be the classifying space. The invariant Hermitian metric of D restricts
to M is a Ka¨hler metric called the Hodge metric. Let ωH be its Ka¨hler form. Then we have
(1) The bisectional curvature of ωH is nonpositive;
(2) Ric(ωH) < αωH < 0 for some negative constant α which only depends on the dimension;
(3) The holomorphic sectional curvature of ωH is bounded above by α;
(4) 2ωWP ≤ ωH and −ωH ≤ Ric(ωWP ) ≤ ωH .
The Hodge metric is useful because it gives us the convexity of the volume form of the Weil-
Petersson metric. Furthermore, using the Hodge metric together with the Schwarz-Yau Lemma,
we can control the volume of the Weil-Petersson metric and the Hodge metric.
Theorem 2.3. Let M be the moduli space of polarized Calabi-Yau n-folds. Then the volume
of Weil-Petersson subvariety M1 of M equipped with the Weil-Petersson metric or the Hodge
metric is finite.
3. Cut-off functions
The main result of this section is to prove the existence of the “good” cut-off functions so
that our estimates can go through.
We assume that M is an m-dimensional compact Ka¨hler manifold of dimension m and D be
a divisor of M with normal crossing so that M = M\D. We are going to prove that there is a
complete Ka¨hler metric on M such that it is asymptotical to the Poincare´ metric near infinity.
We call this metric the global Poincare´ metric or simply the Poincare´ metric. We use ωP to
denote its Ka¨hler form.
The result is well known, for example, in [5]. For the sake of completeness and for the setting
of notations, we sketch the proof in Lemma 3.1.
We let M = U1 ∪ · · · ∪ Ut · · · ∪ Us be covered by local coordinate charts where 1 ≤ t < s.
Without loss generality, we assume that (U t+1 ∪ · · · ∪ U s) ∩ D = ∅. For each 1 ≤ α ≤ t, we
assume that there is an lα such that each Uα\D = (∆∗)lα ×∆m−lα and on each Uα, D is defined
by
zα1 · · · zαlα = 0.
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Let {ψα}1≤α≤s be the partition of the unity subordinated to the cover {Uα}1≤α≤s. Let ω be a
Ka¨hler metric of M and let C be a large constant. Define
ωP = Cω −
t∑
α=1
√−1∂∂
ψα lα∑
j=1
log log
1
|zαj |2
 .
Then we have
Lemma 3.1. For C large enough, ωP defines a complete metric on M with finite volume and
bounded curvature. Furthermore, there is a constant C1 such that
1
C1
ωα0 ≤ ωP ≤ C1ωα0
for any 1 ≤ α ≤ t, where ωα0 is the local Poincare´ metric, defined by
ωα0 =
lα∑
i=1
√−1 1
r2i (log
1
ri
)2
dzαi ∧ dzαi +
m∑
i=lα+1
√−1dzαi ∧ dzαi .
Proof. This follows from a straightforward computation.

The main result of this section is the following:
Theorem 3.1. Let ε > 0. Then there is a function ρε such that
(1) 0 ≤ ρε ≤ 1;
(2) For any open neighborhood V of D in M , there is ε > 0 such that supp(1− ρε) ⊂ V ;
(3) For each ε > 0, there is a neighborhood V1 of D such that ρε|V1 ≡ 0;
(4) ρε′ ≥ ρε for ε′ ≤ ε;
(5) There is a constant C, independent of ε such that
−CωP ≤
√−1∂∂ρε ≤ CωP .
Proof. The key observation can be explained as follows. For the unit ball in Rn, if we
construct a smooth function which is 0 on Bε(0) and 1 outside B2ε(0), then the second derivative
of the function is in general of order 1/ε2. However, in the two dimensional case, if we consider
the Laplacian of the function, then it is possible to lower the order of the second derivative.
Define a decreasing smooth function ϕ : R→ R, 0 ≤ ϕ ≤ 1 as follows:
(3.1) ϕ(t) =
{
0 t ≥ 1;
1 t ≤ 0.
and assume that |ϕ′|+ |ϕ′′| < 10. Define a function ϕε on the unit ball of the complex plane as
ϕε(z) = ϕ
(
(log 1r )
−1 − ε
ε
)
,
where r is the Euclidean norm of the complex variable z. Then we have the following
∂zϕε =
1
2ε
ϕ′
1
z(log 1r )
2
,
∂z∂zϕε =
1
4ε2
ϕ′′
1
r2(log 1r )
4
+
1
2ε
ϕ′
1
r2(log 1r )
3
.
Thus we have
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Lemma 3.2. Using the same notation as above, we have
|∂ϕε| ≤ 10
r(log 1r )
−10√−1 1
r2(log 1r )
2
dz ∧ dz ≤ √−1∂∂ϕε ≤ 10
√−1 1
r2(log 1r )
2
dz ∧ dz,
where the norm is with respect to the Euclidean metric on C. Furthermore, we have
supp(∂ϕε) ⊂ B
e−
1
2ε
−B
e−
1
ε
.

For 1 ≤ α ≤ t and ε > 0 small enough, let
ϕαε (z
α
1 , · · · , zαm) = Πlαi=1(1− ϕε(zαi ))
on Uα. Then using the Lemma 3.2, we have
|∂ϕαε | ≤ C
lα∑
i=1
∣∣∣∣∣ 1ri(log 1ri )
∣∣∣∣∣ ,
− Cωα0 ≤
√−1∂∂ϕαε ≤ Cωα0
(3.2)
for some constant C.
We define
ρε = 1−
t∑
α
ψαϕ
α
ε .
We can verify that ρε satisfies all the properties in Theorem 3.1 by a straightforward computa-
tion.

We finish this section by stating the Schwarz-Yau Lemma [22] in our context. The result will
be used repeatedly in the rest of this paper:
Proposition 3.1. Let M be a smooth Weil-Petersson variety whose compactification M is also
smooth. Let D =M −M be a divisor of normal crossings. Let ω is a Ka¨hler metric of M such
that its holomorphic sectional curvature is less than a constant −δ for δ > 0. Then there is a
constant C such that
ω ≤ CωP ,
where ωP is the global Poincare´ metric.
4. Extension of the Hodge bundles
Let M be a Weil-Petersson variety and M be its smooth compactification. We assume that
Y =M −M be the divisor of normal crossings. Then it is known from [12, page 235] that the
Hodge bundles Fn, · · · , F 0 can be extended to coherent sheaves over M . Furthermore, if we
assume that every element of the monodromy group is unipotent, then the coherent sheaves are
in fact vector bundles over M .
The particular extension of the bundles over M is defined by the Nilpotent Orbit theorem
of Schmid. In §5 and §6, we show that such an extension is the one that we can control the
growth of the Weil-Petersson metric and its curvatures at infinity. 2 Thus although we know the
2In fact, in the case of the moduli space of Riemann surfaces, there is only one extension of the bundles that
is “good” in the sense of Mumford [11, Section 1](cf. [19]). In our case, even if the extension may not be “good”,
it is the best possible extension we can get.
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extension exists by the Nilpotent Orbit theorem, we must write out explicitly the local transition
functions.
The first result of this section is the following lemma which is essentially due to Kawamata [6].
We formulate it in the language of Weil-Petersson geometry.
Lemma 4.1. Let M be a Weil-Petersson variety with M being its compactification. We assume
that M is smooth, projective and Y =M −M is a divisor of normal crossings. Then there is a
divisor Y1 of M of normal crossings such that there is a finite covering M1 of the variety M−Y1
with the following properties:
(1) M1 is a Weil-Petersson manifold;
(2) The elements of the monodromy group of M1 are unipotent.
Proof. We first observe that if we remove any divisor Y1 from M , then M − Y1 is still a
Weil-Petersson variety. For this reason, without loss generality, we can assume that the Weil-
Petersson variety M is actually a Weil-Petersson manifold.
Now we use the idea of Kawamata [6]. Let T be a monodromy operator which is not unipotent.
Let T = γsγu be the decomposition of T into its semi-simple part and its unipotent part. By
the theorem of Borel, there is an integer m such that γms = 1. Let L be an ample line bundle
of M . Let Y + Y1 =
∑
Dj be the decomposition of the divisor Y + Y1 into irreducible pieces,
where Y1 is the divisor containing the singular locus of M . We assume that the monodromy
operator T is generated by U\D1, where U is a neighborhood of D1. Assume that s is large
enough such that the bundle Ls(−D1) is very ample. By taking the m-th root of the sections of
Ls(−D1) we get a variety M1 such that outside a possible divisor, it is a finite covering space of
M . M1 may have some singularities. However, we can always remove those divisors containing
singularities to get a smooth manifold. The explicit construction of M1 is as follows: let S0 be a
generic section of the line bundle Ls(−D1). S0 is generic in the sense that on Di with i 6= 1, S0
is not identically zero and dS0 6= 0 generically on D1. We can extend S0 to a basis S0, · · · , St of
H0(Ls(−D1)) such that the basis defines an embedding
σ :M → CP t, x 7→ [S0, S1, · · · , St].
We consider the map pi : CP t → CP t by [Z0, · · · , Zt] 7→ [Zm0 , Z1, · · · , Zt]. It is a holomorphic
m-branched covering map. Let Z be the pre-image of M under pi. Then Z is a projective
variety. Let Zreg be the smooth points of Z. Define M
′ = Zreg ∩ {Z0 = 0} and let Z˜ be the
desingularization of Z along the divisors Z\M ′.
The Hodge bundles can be pulled back to the manifoldM ′. At any neighborhood (∆∗)l×∆k−l
of M\M , the transform of (M,M ) to (M ′, Z˜) is the m-branched covering defined by z1 7→ m√z1,
where z1 = 0 is corresponding to the divisor D1. Evidently, the monodromy operator T is
transformed to Tm, which becomes a unipotent operator.
One can observe that if T ′ is a unipotent monodromy operator, then under the transform
(M,M ) 7→ (M ′, Z˜), T ′ is still unipotent. Since there are only finitely many irreducible compo-
nents of D, there are only finitely many monodromy operators which are not unipotent. Thus
by finitely many transforms, we can get a Weil-Petersson manifold M1 on which all monodromy
operators are unipotent.

Remark 4.1. In general, a Weil-Petersson variety M may have orbifold singularities. However,
we let M ′ be the regular part of M . Then M ′ is a manifold that has a smooth compacification
M
′
. By Lemma 4.1, up to a finite covering, we can assume that the elements of the monodromy
group are unipotent. Let M ′′ → M ′ be the finite covering defined by Lemma 4.1, then there is
an integer s such that
vol(M ′′) = s vol(M ′)
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and ∫
M ′′
c1(ωWP )
k ∧ ωlWP = s
∫
M ′
c1(ωWP )
k ∧ ωlWP .
Thus From now on, we will prove our results under the additional assumptions that all mon-
odromy operators are unipotent, M , M are smooth, and the divisor Y = M \M is of normal
crossings.
We write out explicitly the extension of the Hodge bundles in terms of the local coordinates.
A bundle F p over M is equivalent to an open cover {Vα} of M with transition functions
gαβ : Vα ∩ Vβ → GL(s,C) with s = rank F p. We assume that {Vα} is a countable, locally finite
cover. Let ϕ : M → Γ\D be the period map, where Γ is the monodromy group. Since Y ⊂ M
is compact, we can take a finite cover {Uα}tα=1 of Y in M such that
(1) Each Uα is bi-holomorphic to ∆
m, the polydisc on Cm.
(2)
⋃t
1 Uα contains S, where S is a neighbhood of Y in M .
(3) On each Uα with local coordinates z
α
1 , · · · , zαm, the divisor Y ∩Uα is given by zα1 · · · zαlα = 0
for some lα ∈ {1, · · · ,m}.
Since ∪{Uα} ∪ {Vα} is an open cover of M , we can take a finite subcover. After refinement,
we can take V1, · · · , Vr ∈ {Vα} such that
(1)
⋃t
1 Uα ∪
⋃r
1 Vα =M .
(2) Vα ∩ Y = ∅ for 1 ≤ α ≤ r.
Now, for each Uα = ∆
m, let U∗α = Uα \ Y = (∆∗)lα ×∆m−lα . We cut U∗α into open conical
parts such that each conical part is a product of discs and open sectors with small angles. We
write U∗α =
⋃
Uα,i where each Uα,i is a conical domain.
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For each U∗α, the universal covering space of U˜
∗
α is U
l × ∆m−l where U is the upper half-
plane and l = lα. The natural projection p : U˜
∗
α → U∗α is given by p(w1, · · · , wl, · · · , wm) =
(e2piiw1 , · · · , e2piiwl , wl+1, · · · , wm). Let M˜ be the universal covering space ofM . Then we always
have the lifting ϕ˜ : M˜ → D. Locally, it is given by the map ϕ˜α : U˜∗α → D corresponding to
ϕα : U
∗
α → Γ\D, and we have the following commutative diagram
U˜∗α −−−−→ Dy y
Uα −−−−→ Γ\D
.
Furthermore, ϕ˜α and ϕ˜β are compatible if Uα ∩ Uβ 6= ∅.
By the Nilpotent Orbit theorem of Schmid, for each j = 1, · · · , l, there is a monodromy
transform Tj such that
ϕ˜α(w1, · · · , wj + 1, · · · , wm) = Tj ◦ ϕ˜α(w1, · · · , wm).
We have TjTk = TkTj for 1 ≤ j, k ≤ l. By Lemma 4.1, we assume that the semisimple part of
each Tj is 1. Let
ψ˜α(w1, · · · , wm) = e−
∑l
1
wjNj ϕ˜α(w1, · · · , wm),
where Nj = log Tj are the nilpotent operators. Clearly ψ˜α is invariant under the transform
wj 7→ wj + 1 for j = 1, · · · , l. So ψ˜α descends to a map ψα from U∗α to the complex dual Dˇ of
D. By the Nilpotent Orbit theorem, ψα can be holomorphically extended to Uα.
Since the neighbhood S of Y in M satisfies the condition that S ∩ Vβ = ∅ for each Vβ , and
for each Uα, there is a σα > 0 such that
⋃lα
j=1∆
∗
1 × · · · ×∆∗j(σα)× · · · ×∆∗lα ×∆m−lα ⊂ S ∩Uα,
3For example, we can define each Uα,i to be Uα,i = {(z
α
1 , · · · , z
α
m) ∈ U
∗
α| argz
α
i ∈ (ai, bi), 1 ≤ i ≤ lα}, where
|bi − ai| is small.
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we know that (∆∗1 × · · · × ∆∗j(σα) × · · · × ∆∗lα × ∆m−lα) ∩ Vβ = ∅ for any 1 ≤ j ≤ lα and Vβ.
Let Uα,0 = (∆
∗(σα))lα × ∆m−lα . If diamUα → 0, then we can assume that Y ⊂
⋃
Uα,0 and
Uα,0 ∩ Vβ = ∅.
Now, {Uα,0} ∪ {Uα,i} ∪ {Vβ} give an open cover of M . Clearly, on each Uα,i and each Vβ,
the Hodge bundles are trivial. For each 0 ≤ p ≤ n, let s = rank F p. We will extend F p to M
using the cover {Uα,0} ∪ {Uα,i} ∪ {Vβ} of M . Since F p over each simply connected set of U∗α are
trivialized by e
√
−1
2pi
∑l
1
log 1
zj
Nj
ψα, we know that gUα,i,Uα,j = I where I = Is is the identity matrix
of rank s. Since F p is trivial over Uα,i and Vβ, we know that the transition functions gUα,i,Vβ
and gαβij = gUα,i,Uβ,j are given. Since Uα,0 ∩ Vβ = ∅, to extend F p to M , we only need to define
g
Uα,0,Uα,j
, g
Uα,0,Uβ,j
, and gαβ = g
Uα,0,Uβ,0
.
We define g
Uα,0,Uα,j
= I. Since Uα,0 \Y ⊂
⋃
Uα,i, we know that for each q ∈ Uα,0 ∩Uβ,j, there
is a Uα,i such that q ∈ Uα,i. So naturally we define gUα,0,Uβ,j on Uα,0 ∩ Uβ,j ∩ Uα,i to be the
restriction of g
Uα,i,Uβ,j
on Uα,0 ∩ Uβ,j ∩ Uα,i.
Let Uα,i′ ∩ Uα,i ∩ Uβ,j ∩ Uα,0 6= ∅. Then since gUα,i,Uα,i′ = I, we have gUα,i,Uβ,j = gUα,i′ ,Uβ,j on
Uα,i′ ∩ Uα,i ∩ Uβ,j ∩ Uα,0. Thus gUα,0,Uβ,j are well-defined.
It is more difficult to define gαβ . For each q ∈ Uα,0 ∩ Uβ,0, if p /∈ Y , then there exist i and
j such that q ∈ Uα,i ∩ Uβ,j. We define gαβ(q) = gαβij (q) = gUα,i,Uβ,j . As long as these transition
functions are well-defined, it is trivial to check the compatibility conditions. Thus we need to
prove
Claim 1. Using the above notations, we have
(1) gαβ are well-defined on Uα,0 ∩ Uβ,0\Y .
(2) gαβ can be extended to Uα,0 ∩ Uβ,0.
Remark 4.2. Fixing a pair of charts Uα,0 and Uβ,0 such that their intersection is non-empty,
we can choose compatible coordinates on Uα,0 and Uβ,0. Assume Yαβ = Uα,0 ∩ Uβ,0 ∩ Y is of
codimension r and is given by zα1 · · · zαr = 0 and zβ1 · · · zβr = 0 on Uα,0 and Uβ,0, respectively.
Since these two equations define the same variety Yαβ, we can identify the variables pairwisely
in the following way: for each i = 1, · · · , r, choose a point q ∈ Yαβ such that zαi (q) = 0 and
zαj (q) 6= 0 for j 6= i. Clearly there is a t with 1 ≤ t ≤ r such that zβt (q) = 0 and zβu (q) 6= 0 for
u 6= t. Without loss of generality, we assume that t = i. Thus z
β
i
zαi
is non-zero for 1 ≤ i ≤ r.
Furthermore, by slightly shrinking Uα,0 and Uβ,0 we can assume that z
α
j and z
β
j are bounded
and are bounded away from 0 on Uα,0 ∩ Uβ,0 for r + 1 ≤ j ≤ lα.
Let D be the classifying space. By definition, this means that D is the space of decompositions
of a fixed vector space H satisfying the Hodge-Riemann relations. To prove the first assertion
of Claim 1, we fix a q ∈ (Uα,0 ∩Uβ,0) \ Y . Assume that q ∈ Uα,i ∩Uβ,j. Let v1, · · · , vb be a fixed
basis of H. Using this basis, we can identify a map ρ to the classifying space (or to its compact
dual) with a sequence of matrices. Let pip ◦ ρ ∈ F p. Then pip ◦ ρ can be represented by a b× s
matrix-valued function, where s = dim F p as above.
Since e
√
−1
2pi
∑lα
1
log 1
zα
i
Ni
ψα gives local trivialization of F
p over Uα,i and e
√
−1
2pi
∑lβ
1
log 1
z
β
j
Nj
ψβ gives
local trivialization of F p over Uβ,j, both of them can be represented by b× s matrices. Fix a lift
and lift ϕα and ϕβ to the universal covering spaces U˜
∗
α and U˜
∗
β respectively. We have that, as
matrices
ϕ˜α(w
α
1 , · · · , wαm) = ϕ˜β(wβ1 , · · · , wβm)gαβij (wβ1 , · · · , wβm).
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For each 1 ≤ i ≤ r, let Ti be the monodromy transformation such that
ϕ˜α(w
α
1 , · · · , wαi + 1, · · · , wαm) = Ti ϕ˜α(wα1 , · · · , wαi , · · · , wαm)
and
ϕ˜β(w
β
1 , · · · , wβi + 1, · · · , wβm) = Ti ϕ˜β(wβ1 , · · · , wβi , · · · , wβm).
This is true since Ti is corresponding to the same simple loop of (Uα,0 ∩ Uβ,0) \ Y . Combining
the above three formulae, we have
Ti ◦ ϕ˜β(wβ1 , · · · , wβi , · · · , wβm)gαβij (wβ1 , · · · , wβi + 1, · · · , wβm)
=ϕ˜β(w
β
1 , · · · , wβi + 1, · · · , wβm)gαβij (wβ1 , · · · , wβi + 1, · · · , wβm)
=ϕ˜α(w
α
1 , · · · , wαi + 1, · · · , wαm)
=Ti ◦ ϕ˜α(wα1 , · · · , wαi , · · · , wαm)
=Ti ◦ ϕ˜β(wβ1 , · · · , wβi , · · · , wβm)gαβij (wβ1 , · · · , wβi , · · · , wβm),
which implies
gαβij (w
β
1 , · · · , wβi + 1, · · · , wβm) = gαβij (wβ1 , · · · , wβi , · · · , wβm).
So gαβij is invariant under the deck transformations of the universal covering of Uα,0 ∩ Uβ,0 \ Y
which implies that it descends to a function on Uα,0 ∩ Uβ,0 \ Y . This proved that gαβij is well-
defined.
Now we prove the second assertion of Claim 1. As stated in the Remark 4.2, if we let ξi =
zβi
zαi
,
we know that ξi is bounded and bounded away from 0 for 1 ≤ i ≤ r. Since
e
√−1
2pi
∑lα
1
log 1
zα
i
Ni
ψα = e
√−1
2pi
∑lβ
1
log 1
z
β
i
Ni
ψβg
αβ
ij(4.1)
on Uα,0 ∩ Uβ,0, we have
e
√−1
2pi
∑lα
r+1 log
1
zα
i
Ni
ψα = e
√
−1
2pi
(
∑r
1
log 1
ξj
Nj+
∑lβ
r+1 log
1
z
β
i
Ni)
ψβg
αβ
ij .(4.2)
By the definition of ξj and by Remark 4.2 we know that log
1
zαi
for r + 1 ≤ i ≤ lα, log 1
zβi
for
r+1 ≤ i ≤ lβ and log 1ξj for 1 ≤ i ≤ r are bounded. By the Nilpotent Orbit theorem we know that
ψα and ψβ can be holomorphically extended to Uα,0 and Uβ,0 respectively and image of ψα and ψβ
restricted to Y lie in the complex dual of D. So we can find a non-singular r×r minors Aα of ψα.
Denote the corresponding minor of ψβ by Aβ. By (4.2), since Ni are fixed nilpotent operators,
we know that gαβij = CAαA
−1
β where C = e
√
−1
2pi
∑lα
r+1 log
1
zα
i
Ni−
√
−1
2pi
∑r
1
log 1
ξj
Nj−
√
−1
2pi
∑lβ
r+1 log
1
z
β
i
Ni
is
inveritible. Since Aβ is also bounded, we know that g
αβ
ij is bounded away from 0. The same
argument works for (gαβij )
−1. So gαβij is also bounded. This implies that g
αβ
ij can be extended to
Uα,0 ∩ Uβ,0 which finishes the construction of the extensions of the Hodge bundles.
Remark 4.3. The tangent bundle of M can be identified with Fn−1/Fn. Since all the Hodge
bundles can be extended in the above canonical way, the tangent bundle is also canonically
extended.
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5. Volume of the moduli space
In this section we prove that the volume of the Weil-Petersson metric is a rational number. Let
∆r be the disk of radius r and ∆
∗
r be the punctured disk of radius r in C. Let V
k
r = (∆
∗
r)
k×∆m−kr
for 1 ≤ k ≤ m.
Assume that a chart of M near the boundary is V k1 and the Weil-Petersson metric on V
k
1
is defined as ωWP = −
√−1∂∂ log(Ω,Ω) where (Ω,Ω) > 0 on V k1 . We also assume that Ω =
e
√
−1
2pi
∑k
1
Ni log
1
ziA(z) and Ω0 = e
√
−1
2pi
∑k
1
Ni log
1
ziA0, where A0 = A(0).
The following lemma is one of the key parts in the proof of Theorem 1.1.
Lemma 5.1. There exist a universal constant δ > 0 which only depends on Ω such that log(Ω,Ω)
is integrable on V kδ with respect to the standard Poincare´ metric ωP on V
k
1 .
Proof. The proof depends on the convexity of log(Ω,Ω). Without loss of generality we can
assume the convergence radius of A(z) is 1. Obviously, we have the upper bound
log(Ω,Ω) ≤ c+ logΠkj=1(log
1
rj
)n(5.1)
where rj is the Euclidean norm of zj . Clearly the right hand side of the above formula is
integrable with respect to the Poincare´ metric ωP which implies that we only need to check that
the integration of log(Ω,Ω) has a lower bound. Let θj be the argument of zj and set
p(r1, · · · , rm) =
∫ 2pi
0
· · ·
∫ 2pi
0
log(Ω,Ω) dθ1 · · · dθm.(5.2)
Since −√−1∂∂ log(Ω,Ω) > 0 we have ∂2p
∂r2j
+ 1rj
∂p
∂rj
< 0 for each 1 ≤ j ≤ m which is equivalent to
∂(rj
∂p
∂rj
)
∂rj
< 0.(5.3)
In order to prove log(Ω,Ω) ∈ L1(V kδ , ωP ) we just need to check that∫ δ
0
· · ·
∫ δ
0
p(r1, · · · , rm) rk+1 · · · rm
r1(log
1
r1
)2 · · · rk(log 1rk )2
dr1 · · · drm > −∞.(5.4)
We prove this using mathematical induction on m. If the dimension m of the moduli space
is 1, then k must be 1. By a theorem of Wang [21], we know that the leading term in (Ω,Ω) is
c(log 1r1 )
l with l ≥ 1 if the Weil-Petersson metric is complete at 0 where c is a positive constant.
So there is a constant δ > 0 such that when r < δ, (Ω,Ω) ≥ c2(log 1r1 )l which implies that
p(r1) ≥ 2pi log c2 + 2pil log log 1r1 . So∫ δ
0
p(r1)
1
r1(log
1
r1
)2
dr1 ≥ 2pi log c
2
∫ δ
0
1
r1(log
1
r1
)2
dr1 + 2pil
∫ δ
0
log log 1r1
r1(log
1
r1
)2
dr1
= −2pi log
c
2
log δ
− 2pil
log δ
(log log
1
δ
+ 1) > −∞.
If the Weil-Petersson metric is incomplete at 0, the leading term of (Ω,Ω) is a positive constant
c. So we can find δ > 0 such that p(r1) ≥ c1 for some constant c1 when r < δ. This implies∫ δ
0
p(r1)
1
r1(log
1
r1
)2
dr1 ≥ c1
∫ δ
0
1
r1(log
1
r1
)2
dr1 =
c1
log 1δ
> −∞.
Now we assume that when m ≤ s− 1 and 1 ≤ k ≤ s − 1, the inequality (5.4) hold. Let m = s.
We first fix r2, · · · , rm. From (5.3) we have
∂(r1
∂p
∂r1
)
∂r1
< 0 which implies r1
∂p
∂r1
decreases as r1
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increases. Like the argument above, the leading term of p in r1 is either log c+ l log log
1
r1
or log c
where c is a positive function of r2, · · · , rm and l ≥ 1 is a positive integer. In either cases we
have limr1→0 r1
∂p
∂r1
= 0. So we know that r1
∂p
∂r1
< 0 when r1 > 0 which implies p is decreasing
as r1 is increasing. So for any δ1 > 0 small enough, we have∫ δ1
0
p(r1, · · · , rm)
r1(log
1
r1
)2
dr1 ≥
∫ δ1
0
p(δ1, r2, · · · , rm)
r1(log
1
r1
)2
dr1 = − 1
log δ1
p(δ1, r2, · · · , rm).(5.5)
Now we go back to (Ω,Ω). We fix a z1 = w ∈ ∆∗. Let Ω˜ = Ω(w, z2, · · · , zm). Then
−√−1∂˜∂˜ log(Ω˜, Ω˜) gives the Weil-Petersson metric on the slice U˜ = {w} × (∆∗)k−1 ×∆m−k. If
k > 1, by the induction assumption, we know that log(Ω˜, Ω˜) is integrable on U˜ with respect to
the Poincare´ metric for some δ > 0 and the integration depends on w continuously. This clearly
implies ∫ 2pi
0
∫
(∆∗
δ
)k−1×∆m−k
δ
log(Ω˜, Ω˜)ωm−1P dθ1 > −∞.(5.6)
Thus we have∫ δ
0
· · ·
∫ δ
0
− 1
log δ1
p(δ1, r2, · · · , rm) rk+1 · · · rm
r1(log
1
r1
)2 · · · rk(log 1rk )2
dr2 · · · drm > −∞.(5.7)
So log(Ω,Ω) is integrable over V kδ for some δ > 0 with respect to the Poincare´ metric. If k = 1,
then U˜ = {w} × ∆m−1 and log(Ω˜, Ω˜) is smooth on U˜ . Clearly (5.6), (5.7) still hold for some
δ > 0. So log(Ω,Ω) is integrable with respect to the Poincare´ metric.

Proof of Theorem 1.1. By the Nilpotent Orbit theorem we know that the Hodge bundle
Fn over M can be extended to M smoothly. We denoted the extended bundle by En. Now we
put a Hermitian metric g on En. Take an open cover of M like we did in §3. On each Uα, let
gα be a representation of g. The local potential of the Weil-Petersson metric on Uα is given by
hα = (Ω,Ω). Let f =
hα
gα
. It is clear that f is a global function onM although gα and hα are only
locally defined. Let ω˜ be the curvature form of the metric g. Then ωWP = −
√−1
2pi ∂∂ log f + ω˜.
Since we know that ω˜ is the first Chern class of the line bundle En over the Ka¨hler manifold
M , we know that ∫
M
ω˜m =
∫
M
ω˜m
is an integer. We need to prove that
∫
M ω˜
m =
∫
M ω
m
WP . Using Schwarz-Yau lemma (Propo-
sition 3.1) like we did in [10] we know that ωWP ≤ cωP where ωP is the asymptotic Poincare´
metric we constructed in section 3. Since ω˜ is the Ricci form of a line bundle over the compact
manifold M , it is bounded. Thus we can find a constant c such that −cωP ≤ ω˜ ≤ cωP .
We check the integrability of log f on M with respect to the asymptotic metric ωP . Let ψα
be a partition of unity subordinated to the cover {Uα}. For a chart Uα of M , if Uα ∩M \M = ∅
then ψα log f is bounded on Uα. So
∫
Uα
ψα log f ω
m
P is finite. If Uα ∩M \M 6= ∅, we know
that ψα log f = ψα log(Ω,Ω)−ψα log gα. Clearly ψα log gα is bounded on Uα. By Lemma 5.1 we
know that
∫
Uα
ψα log(Ω,Ω) ω
m
P is also finite. This implies log f is integrable.
Pick an ε > 0 small. Let ρε be the cut-off function we constructed in section 3. We have∫
M
(ρεω˜
m − ρεωmWP ) =
m−1∑
j=0
∫
M
ρεω˜
j ∧ ωm−j−1WP ∧ (ω˜ − ωWP ).(5.8)
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For each 0 ≤ j ≤ m− 1, we have∫
M
ρεω˜
j ∧ ωm−j−1WP ∧ (ω˜ − ωWP ) =
∫
M
ρεω˜
j ∧ ωm−j−1WP ∧ ∂∂ log f
=
∫
M
log f∂∂ρε ∧ ω˜j ∧ ωm−j−1WP =
∫
supp(1−ρε)
log f∂∂ρε ∧ ω˜j ∧ ωm−j−1WP
=
∑
α
∫
supp(1−ρε)∩Uα
ψα log f∂∂ρε ∧ ω˜j ∧ ωm−j−1WP
(5.9)
where the sum over α is a finite sum. Also, on each Uα, log f is bounded above by a positive
function c +
∑lα
1 log log
1
rj
which is integrable with respect to the local Poincare´ metric. By
Theorem 3.1 and the fact that ω˜ + ωWP ≤ cωP (which follows from Proposition 3.1), we know
that ∣∣∣∣∣
∫
supp(1−ρε)∩Uα
ψα log f∂∂ρε ∧ ω˜j ∧ ωm−j−1WP
∣∣∣∣∣
≤
∣∣∣∣∣
∫
supp(1−ρε)∩Uα
ψα(log f + c+
lα∑
1
log log
1
rj
)∂∂ρε ∧ ω˜j ∧ ωm−j−1WP
∣∣∣∣∣
+
∣∣∣∣∣
∫
supp(1−ρε)∩Uα
ψα(c+
lα∑
1
log log
1
rj
)∂∂ρε ∧ ω˜j ∧ ωm−j−1WP
∣∣∣∣∣
≤c1
∣∣∣∣∣
∫
supp(1−ρε)∩Uα
ψα(log f + c+
lα∑
1
log log
1
rj
)ωmP
∣∣∣∣∣
+ c1
∣∣∣∣∣
∫
supp(1−ρε)∩Uα
ψα(c+
lα∑
1
log log
1
rj
)ωmP
∣∣∣∣∣ .
(5.10)
The above expression converges to 0 as ε → 0, because ωP has finite volume and the measure
of supp(1− ρε) goes to 0 as ε→ 0 and both log f + c+
∑lα
1 log log
1
rj
and c+
∑lα
1 log log
1
rj
are
non-negative and integrable with respect to the metric ωP . Combining (5.8), (5.9) and (5.10)
we have
lim
ε→0
∫
M
(ρεω˜
m − ρεωmWP ) = 0.
Thus ∫
M
(ω˜m − ωmWP ) = lim
ε→0
∫
M
(ρεω˜
m − ρεωmWP ) = 0.
This finishes the proof. In general, if the Nilpotent operators {Ni} are not unipotent, then by
Lemma 4.1, we know that the volume is at least a rational number.

6. First Chern class
Let M be a Weil-Petersson variety of dimension m and let ωWP be the Ka¨hler form of the
Weil-Petersson metric. Like in the previous sections, we let M be the compactification of M
such that Y =M\M is a divisor of normal crossings.
The main result of this section is the following
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Theorem 6.1. Let X ⊂M be a subvariety of dimension q. Let X = X ∩M . Then∫
X
(Ric(ωWP ))
k ∧ ωlWP ∈ Q
for k + l = q, where the integration is on the smooth part of the variety X.
Proof. Without loss generality, we assume that q = m and X = M . Let L0 = K
−1
M be the
anti-canonical line bundle of M . By Lemma 4.1, we assume that all elements of the monodromy
group are unipotent. By the remark in §4 we know that the tangent bundle of M , as a quotient
of the Hodge bundles, can be extended to the compactification M . This implies the L0 can be
extended to L0 over M .
Now let Y = M \M be the divisor of M of normal crossings. Let Lj be the line bundle
corresponding to Yj for j = 1, · · · , p. We write down the transition functions of Lj explicitly.
Recall that in Section 4, we constructed an open cover {Uα,0} ∪ {Uα,i} ∪ {Vβ} of M . Denote
this cover by U. We knew that there is a neighborhood S of Y in M such that S ⊂ ⋃Uα,0. Let
U˜α,j = Uα,j \ S. Then {Uα,0} ∪ {U˜α,i} ∪ {Vβ} is also an open cover of M , denoted by U˜. For
each j = 1, · · · , p, let Ij be the index set such that α ∈ Ij if and only if Uα,0 ∩ Yj 6= ∅. From §4
we can assume that for each α ∈ Ij, Uα,0 has coordinates zα1 , · · · , zαm and Yj ∩ Uα,0 is given by
zα1 = 0.
Now we define the transition functions. By reordering the elements in U˜, we assume that
U˜ = {Uα}α∈Ij ∪{Wγ}, where Uα ∩Yj 6= ∅ and Wγ ∩Yj = ∅. When α, β ∈ Ij and Uα,0∩Uβ,0 6= ∅,
the transition functions are defined to be g
Uα,0,Uβ,0
=
zα
1
zβ
1
. For α ∈ Ij, define gUα,0,Wγ = zα1 for
each Wγ ∈ U˜ with Uα,0 ∩Wγ 6= ∅. Finally, for Wγ ,Wδ ∈ U˜ with Wγ ∩Wδ 6= ∅, define gWγ,Wδ = 1.
One can easily check that these transition functions define the line bundle Lj.
Now we define the degeneration order of the volume form of the Weil-Petersson metric along
each hypersurface Yj. We will need the following lemma which is proven in [10]. For complete-
ness, we include the proof here. In the following, we use ∂ = ∂z and ∂ = ∂z.
Lemma 6.1. Let f : C → R be a degree k homogeneous polynomial of z and z. Assume that
f(z, z) ≥ 0 and is not identically 0. If there is a constant c1 > 0 such that for every z with
f(z, z) 6= 0, we have
− c1
r2(log 1r )
2
≤ −∂∂ log f ≤ c1
r2(log 1r )
2
where r = |z|, then k = 2l is an even integer and f(z, z) = crk where c is a positive constant.
Proof. Let θ be the argument of z. Since f is a homogeneous polynomial which is not
identically 0, we can easily see that the set {z ∈ S1 | f(z, z) = 0} is a 0-dimensional real analytic
variety and thus is a discrete set of S1. So there are only finite many rays from the origin where
f vanishes.
If k is odd, since each term of f has the form pzlzk−l, we know that∫ 2pi
0
f(eiθ, e−iθ) dθ = 0,
which contradicts the fact that f ≥ 0 and f(eiθ, e−iθ) vanish only for finitely many θ. So k has
to be an even integer.
We have
−∂∂ log f = ∂f∂f − f∂∂f
f2
.
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Clearly if ∂f∂f − f∂∂f is not identically 0, then it is a degree 2k− 2 homogeneous polynomial.
Consequently, −∂∂ log f is of order 1r2 which contradicts to the assumption. Thus we have
∂f∂f − f∂∂f = 0.(6.1)
It is also clear that for a homogeneous polynomial of z and z, if it is identically 0, then all of
its coefficients are 0. Now we use induction on l. When l = 1, we have f = a0z
2 + a1zz + a2z
2.
From (6.1) we know that a0a1 = a0a2 = a1a2 = 0. If either a0 6= 0 or a2 6= 0 we know that the
rest of the coefficients are 0 which implies that f is not real. So a0 = a2 = 0. Since f is real and
non-negative, we know that a1 > 0. The lemma holds. Assuming that the lemma hold when
l ≤ p−1, we consider the case l = p. Assume that f = a0zk+a1zk−1z+ · · ·+akzk where k = 2p.
If a0 6= 0, then we assume i = min
j>0,aj 6=0
j. Consider the term z2k−i−1zi−1 in ∂f∂f − f∂∂f . We
have kia0ai − i(k − i)a0ai = 0 which implies ai = 0 since a0 6= 0. This means f = a0zk which
contradicts the fact that f is real. So a0 = 0. Similarly we can prove that ak = 0. So f = zzf0
where f0 is a homogenous polynomial of z, z of degree k − 2. f0 satisfies the conditions of the
lemma. By the assumption, f0 = cz
p−1zp−1. So f = czpzp = crk.

Pick a point q ∈ Yj and assume q ∈ U = Uα,0 with the local coordinates z = (z1, · · · , zm) =
zα = (z
α
1 , · · · , zαm) on U . Let gij be the Weil-Petersson metric. In the following, we will use rj
and θj to denote the Euclidean norm and argument of z
j . We assume q ∈ Yj \
⋃
k 6=j Yk. Roughly
speaking, the degenerate order of ωmWP along Yj measures the rate of the blow-up or degeneration
of the volume form of the Weil-Petersson metric. We need to analyze the asymptotic behavior
of ωmWP when z → q ∈ Yj.
Lemma 6.2. Assume Yj ∩ U is given by z1 = 0 and q ∈ Yj \
⋃
k 6=j Yk. Then when we expand
(Ω,Ω)2m det(gij), the leading term in z1 has form Ak(z
′, z′)rk−21 (log
1
r2
1
)l where z′ = (z2, · · · , zm).
Proof. Near q, we know that the local holomorphic section Ω of the first Hodge bundle
Fn can be written as Ω = e
√
−1
2pi
N1 log
1
z1A(z1, · · · , zm) where A is a holomorphic function. Let
z′ = (z2, · · · , zm). We can expand A as a power series of z1, · · · , zm and assume that the
convergent radius is 1. Let g = det(gij). For each i = 1, · · · ,m, let Ωi = e
√
−1
2pi
N1 log
1
z1 ∂iA and
let Ω˜1 = z1Ω1 −
√−1
2pi N1Ω. Let
(1) g˜11 = (Ω˜1,Ω)(Ω, Ω˜1)− (Ω,Ω)(Ω˜1, Ω˜1);
(2) g˜1j = (Ω˜1,Ω)(Ω,Ωj)− (Ω,Ω)(Ω˜1,Ωj) for 2 ≤ j ≤ m;
(3) g˜i1 = (Ωi,Ω)(Ω, Ω˜1)− (Ω,Ω)(Ωi, Ω˜1) for 2 ≤ i ≤ m;
(4) g˜ij = (Ωi,Ω)(Ω,Ωj)− (Ω,Ω)(Ωi,Ωj) for 2 ≤ i, j ≤ m.
Let g˜ = det(g˜ij). We have g =
1
(Ω,Ω)2m
1
r2
1
g˜. Since g > 0 we know that g˜ > 0. We expand
A with respect to z1 so that the coefficient of each term z
s
1 is an analytic function of z
′ and
z′. By monodromy theorem, Nn+11 = 0, where N1 is the nilpotent operator. Also, since N1 is
nilpotent, we know that each term in g˜ has the form As,t,lz
s
1z1
t(log 1
r2
1
)l where As,t,l = As,t,l(z
′, z′)
and l ≤ mn. Define the degree of such a term by s + t − lmn+1 . Assume the lowest degree of
terms in the expansion of g˜ is k − lmn+1 . Collect all the terms of degree k − lmn+1 having the
form
∑k
s=0As,k−s,lz
s
1z1
k−s(log 1
r2
1
)l. Let f(z1, z1) =
∑k
s=0As,k−s,lz
s
1z1
k−s. We know that, except
for a set of lower dimension, f(z1, z1) 6= 0 and f(z1, z1) is a homogeneous polynomial of z1 and
z1 whose coefficients are functions of z
′ and z′ . For each fixed z′ with f(z1, z1) 6= 0, since
f(z1, z1)(log
1
r2
1
)l is the leading term in the expansion of g˜, we know that f(z1, z1) ≥ 0 because
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g˜ > 0. We call a point z′ a generic point in the first direction if for this z′, we have f(z1, z1) > 0.
For a generic point z′, we know that g˜ = f(z1, z1)(log 1r2
1
)l+ g0 where each term in g0 has degree
higher than k − lmn+1 . Finally we have
−
√−1
2pi
∂∂ log g˜ = −
√−1
2pi
∂∂ log(r21(Ω,Ω)
2mg)
= −2m
√−1
2pi
∂∂ log(Ω,Ω)−
√−1
2pi
∂∂ log g = 2mωWP +Ric(ωWP ).
By the Strominger’s formula we know that there is a positive constant c such that
−cωP ≤ Ric(ωWP ) ≤ cωP ,
where ωP is the Ka¨hler form of the Poincare´ metric. Finally by using Hodge metric and Schwarz-
Yau lemma (Proposition 3.1) we proved in [10] that there is a constant c such that
0 < ωWP ≤ cωP .
Combine all these formulae we know that there is a constant c such that
−cωP ≤ −
√−1
2pi
∂∂ log g˜ ≤ cωP ,
which implies
− c
r21(log
1
r1
)2
≤ −∂1∂1 log g˜ ≤ c
r21(log
1
r1
)2
.
Since
−∂1∂1 log g˜ = ∂1g˜∂1g˜ − g˜∂1∂1g˜
g˜2
and the leading term in the numerator is (∂1f∂1f − f∂1∂1f)(log 1r2
1
)2l, the leading term in the
denominator is f2(log 1
r2
1
)2l, we know that, for generic z′ we have
− c
r21(log
1
r1
)2
≤ −∂1∂1 log f ≤ c
r21(log
1
r1
)2
.
Using the Lemma 6.1, we have that for generic point z′ in the first direction, f(z1, z1) =
Ak(z
′, z′)rk1 . This implies that, except a lower dimensional set of z
′, the leading term in the
expansion of (Ω,Ω)2m det(gij) is Ak(z
′, z′)rk−21 (log
1
r2
1
)l.

Definition 6.1. The degeneration order of ωmWP along Yj is τj = (k − 2)/2 = µj, which is an
integer by Lemma 6.1.
Lemma 6.3. The degeneration order is well-defined and is constant except for a lower dimen-
sional set.
Proof. Assume there is another chart Uβ with Uα∩Uβ∩Yj 6= ∅. We can also assume that Uβ∩
Yj is given by z
β
1 = 0. From the definition we can see that the degeneration order τj is the smallest
number τ such that, for a generic point z′ in the first direction, lim infz1→0 r
τ
1 (Ω,Ω)
2m det(gij) >
0. Since
ωmWP = (
√−1
2pi
)mm! det((gα)ij)dz
α
1 ∧ dzα1 · · · dzαm ∧ dzαm
is a global form and we can choose the same Ω on Uα ∩ Uβ, we have
(rα1 )
τ det((gα)ij) =
(
rα1
rβ1
)τ ∣∣∣∣∣det(∂zβi∂zαj )
∣∣∣∣∣
2
(rβ1 )
τ det((gβ)ij).
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However, we know that
(
rα
1
rβ
1
)τ ∣∣∣∣det(∂zαi∂zβj )
∣∣∣∣2 is bounded and bounded below from 0. When we
choose Uβ = Uα but with a different coordinate system, the above argument implies the de-
generation order is independent of the choice of local coordinates. For general Uα and Uβ, this
implies that the order is constant along Yj except for a lower dimensional set.

Now we prove that
∫
M (Ric(ωWP ))
s ∧ ωm−sWP ∈ Q. We first extend the first Hodge bundle Fn
to the compactification M in the way described in §4. We put a smooth Hermitian metric h
on this extended bundle and denote its Ka¨hler form by ω. Recall that we use L0 to denote
the anti-canonical bundle of M and use L0 to denote the preferred extension of L0 to M . We
put a smooth Hermitian metric h0 on L0. Finally for each line bundle Lj corresponding to the
hypersurface Yj, we put a smooth Hermitian metric hj on it and denote its curvature form by
ωj.
We first check that, for all 1 ≤ s ≤ m, ∫M (Ric(ωWP ))s ∧ ωm−sWP ∈ Q is equivalent to
∫
M
(Ric(ωWP ) + 2mωWP )
s ∧ ωm−sWP ∈ Q(6.2)
for all 1 ≤ s ≤ m. Clearly we know (Ric(ωWP )+2mωWP )s∧ωm−sWP is an integer linear combina-
tion of terms like (Ric(ωWP ))
i ∧ ωm−iWP and ωmWP . Also, (Ric(ωWP ))s ∧ ωm−sWP is an integer linear
combination of terms like (Ric(ωWP ) + 2mωWP )
j ∧ ωm−jWP and ωmWP . Since the Weil-Petersson
volume is an integer, it is clear that the above argument is true.
The reason we use the expression in (6.2) is that Ric(ωWP ) + 2mωWP is a nonnegative form.
Realizing that the Ricci curvature of the Weil-Petersson metric is bounded above and below
by a constant multiple of the asymptotic Poincare´ metric, we can use the same proof in Section 5
to derive that
∫
M
(Ric(ωWP ) + 2mωWP )
s ∧ ωm−sWP =
∫
M
(Ric(ωWP ) + 2mωWP )
s ∧ ωm−s0 ,(6.3)
where ω0 is the curvature form of the line bundle L0.
Recall that we use µj to denote the degeneration order of ω
m
WP along the hypersurface Yj .
Let ω˜ = −∂∂ log h0 +
∑p
j=1 µjωj + 2mωWP . Then
ω˜ = c1(L0 ⊕ Lµ11 ⊕ · · · ⊕ Lµpp ⊕ (Fn)2m).(6.4)
For each line bundle Lj, on a chart Uα at Yj , we assume the metric hj is given by h
α
j . From
the transition functions that define Lj we can see that h
α
j |zα1 |2 is a global function onM . Denote
fj = (h
α
j |zα1 |2)µj . By reordering coordinates, we know that
f˜ =
ωmWP
h0f1 · · · fp(6.5)
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is a global function on M . Also, from §5, if we use hα to denote the smooth Hermitian metric
h on Fn on a chart Uα, we know that f =
(Ω,Ω)2m
(hα)2m
is also a global function. We have∫
M
ρε(Ric(ωWP ) + 2mωWP )
s ∧ ωm−s0 −
∫
M
ρεω˜
s ∧ ωm−s0
=
s∑
j=1
∫
M
ρε(Ric(ωWP ) + 2mωWP − ω˜) ∧ (Ric(ωWP ) + 2mωWP )j−1 ∧ ω˜s−j ∧ ωm−s0
=
s∑
j=1
∫
M
ρε(−∂∂ log f˜ − ∂∂ log f1) ∧ (Ric(ωWP ) + 2mωWP )j−1 ∧ ω˜s−j ∧ ωm−s0
=
s∑
j=1
∫
M
ρε(−∂∂ log f) ∧ (Ric(ωWP ) + 2mωWP )j−1 ∧ ω˜s−j ∧ ωm−s0
(6.6)
where f = f˜ f1 is a global positive function on M . Integral by part we have∫
M
ρε(∂∂ log f) ∧ (Ric(ωWP ) + 2mωWP )j−1 ∧ ω˜s−j ∧ ωm−s0
=
∫
M
log f(∂∂ρε) ∧ (Ric(ωWP ) + 2mωWP )j−1 ∧ ω˜s−j ∧ ωm−s0 .
(6.7)
Like in the case of §5, we need to prove that log f is locally integrable. We use the same notation
as we did in the beginning of §5.
Consider a chart U at the divisor Y . Assume U = (∆∗)k ×∆m−k. From our decomposition
Y =
⋃
Yj we can assume that Y ∩ U =
⋃k
j=1(Yj ∩ U).
Lemma 6.4. There is a constant δ > 0 such that log f is integrable on Uδ with respect to the
standard Poincare´ metric on U .
Proof. The proof of this lemma is similar to the proof of Lemma 5.1 using convexity. On U ,
we have
f =
ωmWP
h0f1 · · · fp
(Ω,Ω)2m
h2m
=
det (gij)(Ω,Ω)
2m
h0(h1|r1|2)µ1 · · · (hk|rk|2)µk
1
fk+1 · · · fph2m
= g0
1
h0h
µ1
1 · · · hµkk fk+1 · · · fph2m
= g0g1,
(6.8)
where g0 =
det (gij)(Ω,Ω)
2m
r
τ1
1
···rτkk
and g1 =
1
h0h
µ1
1
···hµkk fk+1···fph
. Clearly g1 is a bounded function and is
bounded away from 0. Since the Poincare´ metric on U has finite volume, we know that log g1 is
locally integrable with respect to the Poincare´ metric. Since
−
√−1
2pi
∂∂ log f = Ric(ωWP ) + 2mωWP − ω˜ ≥ −cωP
and −∂∂ log g1 is bounded we have
−
√−1
2pi
∂∂ log g0 = −
√−1
2pi
∂∂ log f +
√−1
2pi
∂∂ log g1 ≥ −cωP .(6.9)
From the definition of the degeneration order we know that the leading term of g0 with respect
to zj for 1 ≤ j ≤ k is Aj(z′, z′)(log 1r2j )
lj with lj ≤ mn and z′ = (z1, · · · , zj−1, zj+1, · · · , zm).
This implies that g0 ≤ c(
∏k
1 log
1
r2j
)mn which is integrable with respect to the Poincare´ metric.
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So we only need to prove that ∫
U
log g0 ω
m
P > −∞.(6.10)
Set
p(r1, · · · , rm) =
∫ 2pi
0
· · ·
∫ 2pi
0
log g0 dθ1 · · · dθm.(6.11)
From (6.9) we can easily see that for 1 ≤ j ≤ k,
∂(rj
∂p
∂rj
)
∂rj
≤ c
rj(log
1
rj
)2
.(6.12)
Now, for generic z′, since the leading term of g0 is Aj(z′, z′)(log 1r2j
)lj where Aj(z
′, z′) > 0, we
know that
lim
rj→0
rj
∂p
∂rj
= 0.(6.13)
Now integrate both sides of (6.12) from 0 to rj , using (6.13), we have
rj
∂p
∂rj
≤ c
log 1rj
.(6.14)
Fix a δ > 0 to be chosen, we have that, for generic z′
p(r1, · · · , rj−1, δ, rj+1, · · · , rm)− p(r1, · · · , rm)
≤
∫ δ
rj
c
rj log
1
rj
drj = log log
1
rj
− log log 1
δ
which implies
p(r1, · · · , rm) ≥ p(r1, · · · , rj−1, δ, rj+1, · · · , rm) + log log 1
δ
− log log 1
rj
.(6.15)
From (6.10) we only need to show that∫
U
log g0 ω
m
P =
∫ δ
0
· · ·
∫ δ
0
p(r1, · · · , rm) rk+1 · · · rm
r1(log
1
r1
)2 · · · rk(log 1rk )2
dr1 · · · drm > −∞.(6.16)
We prove (6.16) using induction on k. If k = 0, then p is bounded which implies (6.16) is true.
Assume that for k ≤ l the argument is true, consider k = l + 1. From (6.15) we know that for
generic z′ = (z2, · · · , zm), we have∫ δ
0
p(r1, · · · , rm) rk+1 · · · rm
r1(log
1
r1
)2 · · · rk(log 1rk )2
dr1
≥
∫ δ
0
p(δ, r2, · · · , rm) rk+1 · · · rm
r1(log
1
r1
)2 · · · rk(log 1rk )2
dr1
+
∫ δ
0
(log log
1
δ
− log log 1
r1
)
rk+1 · · · rm
r1(log
1
r1
)2 · · · rk(log 1rk )2
dr1.
(6.17)
The second term in the above formula is integrable with respect to r2, · · · , rm on [0, δ]m−1 by
direct computation. To estimate the first term, we can choose a generic δ and working on the
lower dimensional piece {|z1| = δ}∩U . By induction assumption, the first term is also integrable
with respect to r2, · · · , rm on [0, δ]m−1. This finishes the proof.

Now we go back to the proof of the main theorem. From the above lemma we know that log f
is integrable with respect to the Poincare´ metric on each chart that touches the divisor Y . On
those charts which do not touch Y , log f is bounded. Using a partition of unity, we can easily
see that log f ∈ L1(M,ωP ) where ωP is the (global) asymptotic Poincare´ metric on M . From
(6.7) we have∫
M
log f(
√−1
2pi
∂∂ρε) ∧ (Ric(ωWP ) + 2mωWP )j−1 ∧ ω˜s−j ∧ ωm−s0
=
∫
supp(1−ρε)
log f(
√−1
2pi
∂∂ρε) ∧ (Ric(ωWP ) + 2mωWP )j−1 ∧ ω˜s−j ∧ ωm−s0
=
∑
α
∫
supp(1−ρε)∩Uα
ψα log f(
√−1
2pi
∂∂ρε) ∧ (Ric(ωWP ) + 2mωWP )j−1 ∧ ω˜s−j ∧ ωm−s0
(6.18)
where the sum over α is a finite sum. Since on each Uα, log f is bounded above by c
∑lα
1 log log
1
rj
and both Ric(ωWP ) + 2mωWP and ω˜ are bounded above and below by a constant multiple of
the Poincare´ metric, using the same technique as in (5.10), since the measure of supp(1 − ρε)
goes to 0 as ε→ 0, we conclude that∫
M
log f(
√−1
2pi
∂∂ρε) ∧ (Ric(ωWP ) + 2mωWP )j−1 ∧ ω˜s−j ∧ ωm−s0 = 0
which implies ∫
M
ρε(Ric(ωWP ) + 2mωWP )
s ∧ ωm−s0 =
∫
M
ρεω˜
s ∧ ωm−s0 .(6.19)
Again, since −cωP ≤ Ric(ωWP ) + 2mωWP ≤ cωP and −cωP ≤ ω˜ ≤ cωP , by the dominate
convergence theorem, let ε→ 0 in (6.19) we have∫
M
(Ric(ωWP ) + 2mωWP )
s ∧ ωm−s0 =
∫
M
ω˜s ∧ ωm−s0 .(6.20)
Since ∫
M
ω˜s ∧ ωm−s0 =
∫
M
ω˜s ∧ ωm−s0
and ω˜s∧ωm−s0 is a characteristic class onM , we know that
∫
M ω˜
s∧ωm−s0 ∈ Z which implies that∫
M (Ric(ωWP ))
s∧ωm−sWP ∈ Z, if the nilpotent operators are unipotent. In general, by Lemma 4.1,
the integral is a rational number.

We end this paper by the obvious possible generalization of this paper:
Conjecture. Let ck(ωWP ) be the k-th elementary polynomial of the curvature tensor of the
Weil-Petersson metric. Let X be any Weil-Petersson subvariety of dimension q of a Weil-
Petersson variety M . Then ∫
X
ck(ωWP ) ∧ ωlWP
is a rational number, where k + l = q.
It would be interesting to see if this is true in the category of Weil-Petersson geometry.
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