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Zusammenfassung
In dieser Dissertation werden Dirac-Operatoren studiert, die in
der mathematischen Beschreibung verschiedener physikalischer Mo-
delle Verwendung finden. Dabei nehmen Coulomb-Dirac-Operatoren,
d. h. Dirac-Operatoren mit Coulomb-Potentialen, eine zentrale Rolle
ein.
Zunächst untersuchen wir die Eigenwerte in der Lücke des wesent-
lichen Spektrums der Dirac-Operatoren, deren Potentiale eine Cou-
lomb-Singularität haben können, um die Bindungsenergien eines re-
lativistischen Elektrons, das sich in einem kernfeldähnlichen Poten-
tial bewegt, zu bestimmen. Es gelingt uns für diese Eigenwerte eine
Minimax-Charakterisierung zu beweisen.
Anschließend zeigen wir untere Schranken auf die Beträge der
Coulomb-Dirac-Operatoren in Form von Potenzen des Laplace-Ope-
rators und wenden diese Resultate an. Dadurch erhalten wir Stabi-
litätsaussagen für das relativistische Elektronen-Positronen-Feld in ei-
nem Coulomb-Potential. Zusätzlich gewinnen wir Abschätzungen auf
die Energien gebundener Zustände, welche in verunreinigtem Gra-
phen durch eine elektromagnetische Störung erzeugt werden. Mathe-
matisch ausgedrückt entspricht dies Abschätzungen vom Typ Cwikel-
Lieb-Rozenblum und Lieb-Thirring auf die negativen Eigenwerte der
gestörten masselosen Coulomb-Dirac-Operatoren im Furry-Bild.
Motiviert durch diese Abschätzungen untersuchen wir abschlie-
ßend für alle selbstadjungierten Realisierungen der positiv projizierten
masselosen Coulomb-Dirac-Operatoren die Existenz eines virtuellen
Niveaus bei null, d. h., es wird analysiert, ob jede beliebig kleine ne-
gative Störung dieser Operatoren einen negativen Eigenwert erzeugt.

Abstract
In this work we study Dirac operators, which are used in the math-
ematical description of different physical models. An important role
will be played by Coulomb-Dirac operators, i.e., Dirac operators with
Coulomb potentials.
At first, we prove a minimax characterisation of eigenvalues in
the gap of the essential spectrum of Dirac operators with potentials,
which may have a Coulomb singularity. These eigenvalues correspond
to bound state energies of a relativistic Hydrogen-like system.
Subsequently, we prove lower bounds on the moduli of Coulomb-
Dirac operators in terms of powers of the Laplacian. As an application
we improve known results concerning the stability of the relativis-
tic electron-positron field in a Coulomb potential. We also obtain
estimates on the energies of the bound states in graphene created
by an electromagnetic perturbation. From the mathematical point
of view this corresponds to estimates of Cwikel-Lieb-Rozenblum and
Lieb-Thirring type on the negative eigenvalues of perturbed massless
Coulomb-Dirac operators in the Furry picture.
We complete our study by analysing the existence of virtual levels
for all self-adjoint realisations of positively projected massless Cou-
lomb-Dirac operators, i.e., we examine whether every negative per-
turbation of these operators creates a negative eigenvalue.

INHALTSVERZEICHNIS
Inhaltsverzeichnis
1 Einleitung 3
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Esteban und Séré . . . . . . . . . . . . . . . . . . . . . 48
3.3 Beweis von Satz 2.2.1 . . . . . . . . . . . . . . . . . . . . . . . 50
3.4 Beweis von Satz 2.2.3 . . . . . . . . . . . . . . . . . . . . . . . 51
3.4.1 Determinierende Bereiche für Coulomb-Dirac-Opera-
toren . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
1
INHALTSVERZEICHNIS
3.4.2 Eine abstrakte Charakterisierung des Definitionsberei-
ches des Abschlusses einer quadratischen Form . . . . . 54
3.4.3 Anwendung von Lemma 3.4.4 . . . . . . . . . . . . . . 55
3.5 Beweis von Satz 2.3.1 und 2.3.4 . . . . . . . . . . . . . . . . . 57
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1 Einleitung
Der Dirac-Operator, dessen Potential V eine Coulomb-Singularität haben
kann, beschreibt die relativistische Dynamik eines Elektrons, das sich in ei-
nem kernfeldähnlichen Potential bewegt [16]. Diese Art von Dirac-Operatoren
wollen wir in dieser Dissertation in zwei und drei Dimensionen gleichzeitig
behandeln. Daher nehmen wir für die Dimension n an, dass n ∈ {2, 3} gilt.
In n Dimensionen entspricht das relativistische Elektron einem Spinor mit
N = N(n) := 2b
n+1
2
c (1.0.1)
Komponenten und V ist eine messbare, hermitesche N ×N -Matrixfunktion
auf Rn [41]. Wir sagen, dass V genau dann zur Klasse der Potentiale Pνn
gehört, wenn die Ungleichungen
V 6 0 und ess sup
x∈Rn
‖|x|V (x)‖CN×N < ν (1.0.2)
gelten. Außerdem legen wir fest, dass V genau dann ein Element von Pνn ist,
wenn in (1.0.2) beide Ungleichungen mit dem Kleiner-gleich-Zeichen gelten.
Durch die obigen Ausführungen motiviert stellt sich die Frage, ob der Dirac-
Operator mit Potential V ∈ P(n−1)/2n und Masse M ∈ [0,∞)
D̃Mn (V ) :=
{
−iσ · ∇+Mσ3 + V für n = 2,
−iα · ∇+Mβ + V für n = 3,
definiert auf C∞0 (Rn \ {0};CN)
(1.0.3)
eine selbstadjungierte Fortsetzung hat. In Definition (1.0.3) sind σ= (σ1, σ2),
α = (α1, α2, α3), ∇ = (∂1, . . . , ∂n) Vektoren; sind σ1, σ2, σ3 die Pauli Matri-
zen; ist αi =
(
0C2 σi
σi 0C2
)
für i ∈ {1, 2, 3} und entspricht β =
(
IC2 0C2
0C2 −IC2
)
.
Für einen Coulomb-Dirac-Operator, d. h. einen Dirac-Operator mit ei-
nem Coulomb-Potential, kann durch eine Anwendung der Sturm-Liouville-
Theorie (siehe [40, 7, 83] oder Hinweis 3.4.3 (c)) festgestellt werden, dass eine
selbstadjungierte Realisierung existiert, diese aber nicht eindeutig sein muss.
Daher ist eine Bedingung gesucht, welche eine klare physikalische Interpre-
tation besitzt und die genau eine selbstadjungierte Fortsetzung von (1.0.3)
erfüllt. Tatsächlich gibt es für V ∈ P(n−1)/2n eine eindeutige selbstadjungierte
Fortsetzung DMn (V ) von D̃
M
n (V ), für welche der Erwartungswert der kine-
tischen Energie einer beliebigen Wellenfunktion im Definitionsbereich der
Fortsetzung endlich ist, d. h.
D
(
DMn (V )
)
⊂ H1/2(Rn;CN). (1.0.4)
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Die Existenz dieser ausgezeichneten selbstadjungierten Erweiterung ist in
[60, 86, 54, 43, 13] bewiesen. Für den Fall, dass V = −ν/| · |ICN gilt, exis-
tiert daher für ν ∈
[
0, (n− 1)/2
)
eine eindeutige physikalisch ausgezeichnete
selbstadjungierte Fortsetzung DMn (−ν/| · |ICN ) von D̃Mn (−ν/| · |ICN ).
Eine hohe Relevanz erhalten die Coulomb-Dirac-Operatoren dadurch,
dass diese in der mathematischen Beschreibung verschiedener physikalischer
Modelle benutzt werden. So werden die dreidimensionalen Coulomb-Dirac-
Operatoren z. B. in der quantenelektrodynamischen Beschreibung des Elek-
tronen-Positronen-Feldes verwendet, welches an ein äußeres Coulomb-Poten-
tial gekoppelt ist (siehe Abschnitt 2.4). Die Kopplungskonstante in diesem
Modell wird mit ν bezeichnet. In [6] wird gezeigt, dass für alle ν ∈ [0,
√
3/2)
die Stabilität des Elektronen-Positronen-Feldes im Wesentlichen aus der Tat-
sache folgt, dass es ein Cν > 0 gibt, sodass∣∣D03(−ν/| · |IC4)∣∣ > Cν√−∆⊗ IC4 (1.0.5)
gilt.
In zwei Dimensionen werden Coulomb-Dirac-Operatoren bei der Model-
lierung von Graphen, welches mit einer Punktladung verunreinigt wurde, be-
nutzt [57]. Durch eine äußere Störung können in diesem verunreinigten Gra-
phen gebundene Zustände erzeugt werden [63, 21, 46, 36]. In Abschnitt 2.5
wird ein Modell vorgestellt, welches dieses Verhalten beschreibt. Es stellt sich
heraus, dass man aus Ungleichungen für die zweidimensionalen Coulomb-
Dirac-Operatoren, welche analog zu (1.0.5) sind, Abschätzungen auf die An-
zahl und die Summe der Energien der gebundenen Zustände gewinnen kann.
Leider ist es nicht möglich mit der Methode, welche zum Beweis von (1.0.5)
verwendet wurde, solche Ungleichungen für die zweidimensionalen masselo-
sen Coulomb-Dirac-Operatoren zu beweisen. Daher ist das Ziel zu zeigen,
dass für ν ∈
[
0, (n− 1)/2
)
ein Cνn > 0 existiert, sodass∣∣D0n(−ν/| · |ICN )∣∣ > Cνn√−∆⊗ ICN (1.0.6)
gilt. Dadurch würde das dreidimensionale Resultat in [6] verbessert werden
und erstmals ein analoges Resultat in zwei Dimensionen bewiesen werden.
Für ν ∈
[
0, (n− 1)/2
)
ist der Definitionsbereich von DMn (−ν/| · |ICN ) in
H1/2(Rn;CN) enthalten und für D̃Mn
(
(1−n)(2| · |)−1ICN
)
gibt es keine selbst-
adjungierte Erweiterung, welche diese physikalische Bedingung erfüllt (siehe
Hinweis 3.4.3 (d)). In diesem Sinn ist (n − 1)/2 eine kritische Kopplungs-
konstante und daher kann (1.0.6) für keine selbstadjungierte Realisierung
des Coulomb-Dirac-Operators mit kritischer Kopplungskonstante gelten. Da
aber in [25, 79] gezeigt wird, dass es für ν ∈ [0, (n−1)/2] eine ausgezeichnete
4
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selbstadjungierte Fortsetzung von D̃Mn (−ν/| · |ICN ) gibt, welche für n = 3
und ν ∈ [0, 1) mit DM3 (−ν/| · |IC4) übereinstimmt, soll untersucht werden, ob
der Betrag dieser selbstadjungierten Realisierung des masselosen Coulomb-
Dirac-Operators mit der kritischen Kopplungskonstante nach unten durch
Potenzen des Laplace-Operators abgeschätzt werden kann.
Die Existenz dieser ausgezeichneten selbstadjungierten Fortsetzung von
D̃Mn (−ν/| · |ICN ) für ν ∈ [0, (n − 1)/2] ist eng mit der Gültigkeit einer so-
genannten Hardy-Dirac-Ungleichung [17] verbunden, welche direkt aus ei-
ner noch unbewiesenen Minimax-Charakterisierung der Eigenwerte massi-
ver Coulomb-Dirac-Operatoren gewonnen werden kann [18]. Daher ist die
erste Problemstellung, welche diskutiert werden soll, ob für M > 0 und
V ∈ P(n−1)/2n die Eigenwerte von DMn (V ) durch ein Minimax-Prinzip charak-
terisiert werden können.
5
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2 Überblick über die Resultate und Modelle
Die Resultate und Ausführungen, welche in den nächsten Abschnitten prä-
sentiert werden, wurden bereits in ähnlicher Form in [51, 53, 49, 52, 50]
veröffentlicht. Zur besseren Nachvollziehbarkeit wird in jedem Lemma, Satz
oder Korollar eine genaue Referenz angegeben. Unter den Quellenangaben
kann man auch die Beweise dieser Resultate finden. In Kapitel 3 führen wir
diese Beweise in modifizierter Form aus und geben zusätzlich bei umfangrei-
cheren Beweisen eine Beweisidee oder Gliederung des Beweises an.
Bei allen Publikationen mit Koautoren hat der Autor dieser Dissertation
einen wesentlichen Anteil beigetragen.
2.1 Minimax-Prinzipien
Sei V ∈ P(n−1)/2n . Mit Hilfe der Kato-Seiler-Simon-Ungleichung (Satz 4.1 in
[65]) kann Weyls Satz (Satz XIII.14 in [58]) über das wesentliche Spektrum
angewendet werden und
σess
(
DMn (V )
)
= (−∞,−M ] ∪ [M,∞) (2.1.1)
gezeigt werden. Die Details der Ausführungen zur Gültigkeit von (2.1.1)
können z. B. in Proposition 1 in [13] studiert werden. Dementsprechend hat
DMn (V ) mit positiver Masse eine Lücke im wesentlichen Spektrum. Die Ei-
genwerte in dieser Lücke sind von großem physikalischem Interesse; z. B. ent-
spricht der kleinste Eigenwert µ1 in dieser Lücke der Grundzustandsenergie
des Elektrons, welches sich im Potential V bewegt. Für den dreidimensiona-
len Fall schlug Talman [71] (später auch Datta et al. [15]) folgende formale
Minimax-Charakterisierung von µ1 vor:
µ1 = min
χ 6=0
max
ψ
〈(
χ
ψ
)
, DM3 (V )
(
χ
ψ
)〉
∥∥∥∥(χψ
)∥∥∥∥2 . (2.1.2)
In (2.1.2) sind χ und ψ der obere und untere Bispinor eines 4-Spinors, aber die
Mengen, über welche Minimum und Maximum gebildet werden sollen, sind
nicht festgelegt. Eine erste rigorose Minimax-Charakterisierung der Eigen-
werte in der Lücke wurde für den dreidimensionalen Fall in [26] angegeben.
Dort werden die Eigenwerte in aufsteigender Reihenfolge und mit Vielfach-
heit gezählt und dann wird für den k-ten Eigenwert bewiesen, dass
µk = inf
MTeilraum vonPM3,+H
1/2(R3;C4)
dimM=k
sup
ψ∈(M⊕PM3,−H1/2(R3;C4))\{0}
dM3 [ψ] + v[ψ]
‖ψ‖2
(2.1.3)
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gilt, falls V ∈ P1/23 ist. In (2.1.3) entsprechen dM3 und v den quadratischen
Formen von DM3 (0) und V . Außerdem ist P
M
3,+ der Projektor auf den nicht-
negativen Spektralbereich von DM3 (0) und P
M
3,− := I− PM3,+.
2.1.1 Ein abstraktes Resultat
Durch die obigen Ausführungen motiviert, stellt sich die Frage nach einer
Minimax-Charakterisierung der Eigenwerte in der Lücke des wesentlichen
Spektrums von möglicherweise nicht halbbeschränkten Operatoren. Natürlich
kann für einen selbstadjungierten Operator mit einer Lücke im wesentlichen
Spektrum durch den Spektralprojektor auf die Lücke und Courants Minimax-
Prinzip [12] eine solche Charakterisierung immer angegeben werden, wenn die
Einschränkung des Operators auf die Lücke halbbeschränkt ist. Allerdings ist
dieser Spektralprojektor meistens unbekannt. Daher besteht die Hoffnung,
dass wie in (2.1.3) eine solche Charakterisierung auch mit einem anderen
Projektor möglich ist. Dementsprechend werden einfach zu überprüfende Be-
dingungen auf Projektoren gesucht, welche eine Minimax-Charakterisierung
der Eigenwerte wie in (2.1.3) sicherstellen.
Das erste Resultat dieser Art wurde in [35] bewiesen. Als Korollar er-
hielten die Autoren, dass die Minimax-Charakterisierung des kleinsten Ei-
genwertes nach Talman für −2IC4 < V 6 0 mit V (x) → 0 für |x| → ∞ in
drei Dimensionen korrekt ist. Eine weitere Folgerung war, dass (2.1.3) für
V ∈ Pγ3 gilt [34], wobei γ ≈ 0.3 die reelle Lösung von 2γ3 − 3γ2 + 4γ = 1
ist. In [19] wurde das Resultat in [26] auf eine Klasse von Potentialen er-
weitert, welche P
2/(2/π+π/2)
3 enthält. In [18] wurde ein weiteres abstraktes
Minimax-Prinzip bewiesen. Durch dessen Anwendung konnte die Gültigkeit
der Minimax-Prinzipien von Esteban-Séré und Talman für V ∈ P
√
3/2
3 bewie-
sen werden.
Das abstrakte Minimax-Prinzip, das hier vorgestellt werden soll, kann auf
eine natürliche Art und Weise auf selbstadjungierte Operatoren angewendet
werden, welche als Formstörungen (siehe Abschnitt 2 in [54]) von symmetri-
schen Sesquilinearformen erhalten werden. Das Minimax-Prinzip lautet:
Satz 2.1.1 (Satz 1 in [51]). Seien q, v symmetrische Sesquilinearformen mit
D[q] ⊂ D[v] und B ein selbstadjungierter Operator in einem separablen Hil-
bertraum H, welche
〈Bx, y〉 = q[x, y] + v[x, y] für alle x ∈ D(B), y ∈ D[q]; (2.1.4)
D(B) =
{
x ∈ D[q] : sup
y∈D[q]\{0}
∣∣q[x, y] + v[x, y]∣∣
‖y‖
<∞
}
(2.1.5)
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erfüllen. Seien H± orthogonale Teilräume von H, sodass H = H+ ⊕ H− gelte
und Λ+, Λ− seien die entsprechenden Projektoren auf H+ und H−. Es werden
folgende Bedingungen angenommen:
(i) D± := Λ±D[q] ⊂ D[q], (2.1.6)
(ii) a := sup
x∈D−\{0}
q[x] + v[x]
‖x‖2
<∞, (2.1.7)
(iii) λ1 > a mit (2.1.8)
λk := inf
VTeilraum vonD+
dimV=k
sup
x∈(V⊕D−)\{0}
q[x] + v[x]
‖x‖2
. (2.1.9)
Sei b := inf
(
σess(B) ∩ (a,∞)
)
∈ [a,∞]. Die Eigenwerte von B im Intervall
(a, b) werden mit Vielfachheit in nicht fallender Reihenfolge durchnumme-
riert. Falls für k ∈ N ein solcher k-ter Eigenwert existiert, wird dieser mit
µk bezeichnet und ansonsten µk gleich b gesetzt. Unter diesen Annahmen gilt
λk = µk für alle k ∈ N.
Der Beweis dieses Satzes basiert auf den Beweisen der abstrakten Resulta-
te in [18] und [35]. Im Gegensatz zu diesen Arbeiten wird aber konsequent mit
Formen anstatt mit Operatoren gearbeitet. In [51] wird Satz 2.1.1 benutzt,
um die Gültigkeit von (2.1.3) für alle V ∈ P13 und vom Talman-Minimax-
Prinzip für Potentiale in P
2/(2/π+π/2)
3 zu zeigen.
2.1.2 Anwendungen
Das abstrakte Minimax-Prinzip, welches in Satz 2.1.1 formuliert ist, wird ver-
wendet um die Minimax-Prinzipien von Talman (siehe (2.1.2)) und Esteban-
Loss (siehe (2.1.3)) für V ∈ P(n−1)/2n zu beweisen, d. h. insbesondere für je-
des Coulomb-Potential, für welches eine selbstadjungierte Realisierung des
entsprechenden Coulomb-Dirac-Operators existiert, die Bedingung (1.0.4)
erfüllt. Aufgrund der physikalischen Interpretation von (1.0.4) können die-
se Resultate daher vom physikalischen Standpunkt als optimal angesehen
werden. Die exakte Formulierung lautet:
Satz 2.1.2 (Satz 1 und 2 in [53]). Seien V ∈ P(n−1)/2n und M > 0. Falls
der k-te Eigenwert von DMn (V ) in (−M,M) existiert, wobei in nicht fallen-
der Reihenfolge und mit Vielfachheit gezählt wird, dann wird dieser mit µk
bezeichnet. In den nachfolgenden Formeln sind dMn und v die quadratischen
Formen von DMn (0) und V .
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(a) Es gilt das Talman-Minimax-Prinzip
µk = inf
MTeilraum vonH1/2(Rn;CN/2)
dimM=k
sup
ψ∈(M⊕H1/2(Rn;CN/2))\{0}
dMn [ψ] + v[ψ]
‖ψ‖2
.
(b) Es gilt das Esteban-Séré-Minimax-Prinzip
µk = inf
MTeilraum vonPMn,+H
1/2(Rn;CN )
dimM=k
sup
ψ∈(M⊕PMn,−H1/2(Rn;CN ))\{0}
dMn [ψ] + v[ψ]
‖ψ‖2
.
Hier entspricht PMn,+ dem Projektor auf den nichtnegativen Spektralbe-
reich von DMn (0) und P
M
n,− := I− PMn,+.
An dieser Stelle soll darauf hingewiesen werden, dass die Aussagen in
Satz 2.1.2 für n = 2 die Ersten ihrer Art sind und Satz 2.1.2 (b) für n = 3
eleganter als in [51] bewiesen wird.
Satz 1.(4) und Satz 11.(b) in [24] besagen, dass für V ∈ P(n−1)/2n der
Operator DMn (0) + Vε mit Vε := max{−1/ε, V } für ε → 0 im Sinne der
Normresolventenkonvergenz konvergiert. Da der Grenzwert mit DMn (V ) für
V ∈ P(n−1)/2n übereinstimmt, kann diese Art der Konstruktion einer Fortset-
zung von D̃Mn (V ) als Verallgemeinerung von [54] verstanden werden. In [24]
wird dann gezeigt, dass eine Version von Satz 2.1.2 auch für die selbstadjun-
gierte Realisierung von D̃Mn (V ) mit V ∈ P
(n−1)/2
n gilt, welche auf diese Art
konstruiert wurde. Interessanterweise kann der angegebene Beweis dieses Re-
sultates mit Satz 2.1.1 oder dem abstrakten Minimax-Prinzip in [18] geführt
werden.
2.2 Selbstadjungierte Realisierungen durch Hardy-Di-
rac-Ungleichungen
Eine direkte Folge der Minimax-Charakterisierung des Dirac-Operators in
Satz 2.1.2 ist das nachfolgende Resultat.
Satz 2.2.1 (Satz 3 in [53]). Seien M > 0 und v eine skalare Funktion auf
Rn, sodass vICN ∈ P
(n−1)/2
n gilt. Außerdem wird der Differentialausdruck
Kn :=
{
−i∂1 + ∂2 für n = 2,
−iσ · ∇ für n = 3,
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definiert und mit λ(v) der kleinste Eigenwert von DMn (vICN ) in der Lücke
(−M,M) bezeichnet. Dann gilt für alle χ ∈ H1(Rn;CN/2) die Ungleichung
0 6
∫
Rn
|Knχ(x)|2
M + λ(v)− v(x)
dx +
∫
Rn
(
M − λ(v) + v(x)
)
|χ(x)|2dx. (2.2.1)
In [18] wird gezeigt, wie Ungleichung (2.2.1) für n = 3 mit der Hilfe des
Minimax-Prinzips von Talman bewiesen werden kann. Aufgrund des erstma-
ligen Beweises eines talmanschen Minimax-Prinzips für Dirac-Operatoren in
zwei Dimensionen kann diese Technik auch verwendet werden um (2.2.1) für
n = 2 zu beweisen. In [79, 17] wird (2.2.1) für radialsymmetrische v durch
Drehimpulskanalzerlegung direkt bewiesen, allerdings mit einem Wert für
λ(v), welcher mit der Ausnahme, dass v ein Coulomb-Potential ist, nicht so
optimal wie λ(v) ist.
Da nach [20, 73] für ν ∈
(
0, (n− 1)/2
)
der kleinste Eigenwert von
DMn (−ν/| · |ICN ) in (−M,M) gleich M
√
1− 4(n− 1)−2ν2 ist, folgt aus
Satz 2.2.1 mit einem einfachen Grenzwertübergang:
Korollar 2.2.2 (Korollar 4 in [53]). Seien M > 0 und ν ∈ [0, (n − 1)/2].
Dann gilt∫
Rn
|Knχ(x)|2
M +M
√
1− 4(n− 1)−2ν2 + ν|x|
dx >
∫
Rn
(
−M +M
√
1− 4(n− 1)−2ν2 + ν
|x|
)
|χ(x)|2dx
(2.2.2)
für alle χ ∈ H1(Rn;CN/2).
Durch die Wahl von ν = (n − 1)/2 und das Ersetzen von χ durch
ε(1−n)/2χ(ε−1·) in (2.2.2) erhält man eine Ungleichung, welche für ε gegen
null
(n− 1)2
4
∫
Rn
|χ(x)|2
|x|
dx 6
∫
Rn
|x||Knχ(x)|2dx (2.2.3)
ergibt. Wählt man nun χ = (g, 0) für n = 3 und χ = g für n = 2 und wertet
(2.2.3) für den Real- und Imaginärteil von diesem χ getrennt voneinander
aus, so folgt
(n− 1)2
4
∫
Rn
|g(x)|2
|x|
dx 6
∫
Rn
|x||∇g(x)|2dx. (2.2.4)
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Aus 2.2.4 folgt mit g(x) := |x|−n/2f(|x|) für alle x ∈ Rn die Ungleichung
1
4
∫
R+
|f(r)|2
r2
dr 6
∫
R+
|f ′(r)|2dr, (2.2.5)
welche von Hardy [37], während des Versuches die existierenden Beweise für
Hilberts Doppelreihensatz [84] zu vereinfachen, entdeckt wurde und dement-
sprechend in der Literatur als Hardy-Ungleichung bekannt ist. Auf der ande-
ren Seite folgt aus (2.2.5) zusammen mit |〈 x|x| ,∇g(x)〉| 6 |∇g(x)| die Unglei-
chung (2.2.4). Daher wird (2.2.1) als Hardy-Dirac-Ungleichung bezeichnet.
Da −(M + ν/| · |)ICN/2 die Untermatrix von D̃Mn (−ν/| · |ICN ) ist, welche
durch das Streichen der ersten beiden Zeilen und Spalten entsteht, wird für
M > 0
K∗n
1
M + ν/| · |
Kn + (M − ν/| · |)ICN/2 (2.2.6)
als das Schurkomplement von −(M + ν/| · |)ICN/2 in D̃Mn (−ν/| · |ICN ) be-
zeichnet. Der symmetrische Operator in (2.2.6) ist nach Korollar 2.2.2 für
ν ∈ [0, (n − 1)/2] und M > 0 nichtnegativ und daher ist die zugehörige
quadratische Form nach Friedrichs Fortsetzungssatz (siehe Satz X.23 in[58])
abschließbar. Der Definitionsbereich der abgeschlossenen quadratischen Form
des Operators in (2.2.6) wird mit Qν,Mn abgekürzt. Nach Satz 1.1 in [25] be-
sitzt dann der Operator D̃Mn (−ν/| · |ICN ) für ν ∈ [0, (n − 1)/2] und M > 0
eine eindeutige selbstadjungierte Fortsetzung Dν,Mn , deren Definitionsbereich
in Qν,Mn × L2(Rn;CN/2) enthalten ist. Die analoge selbstadjungierte Realisie-
rung eines masselosen Coulomb-Dirac-Operators wird für ν ∈ [0, (n − 1)/2]
durch
Dνn := D
ν,0
n :=
{
Dν,12 − σ3 für n = 2,
Dν,13 − β für n = 3,
(2.2.7)
definiert.
Um den Operator Dν,Mn mit D
M
n (−ν/| · |ICN ) für M > 0 und ν ∈
[
0, (n−
1)/2
)
zu vergleichen, wird eine explizite Darstellung des determinierenden
Bereichs von Dν,Mn untersucht. Für dessen Formulierung wird eine Funktion
ξνn ∈ C1(R+;R) benötigt, für welche der Grenzwert
lim
t↘0
ξνn(t) existiert und ungleich null ist. Zusätzlich muss∫ ∞
0
(
ξνn(t)
2 + (ξνn)
′(t)2
)
t2
√
(n−1)2/4−ν2dt <∞ gelten.
(2.2.8)
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Ferner führen wir im nächsten Satz die Notation für Polar- und Kugel-
koordinaten ein. Mit dem Koordinatenpaar (ρ, ϕ) ∈ [0,∞) × [0, 2π) wer-
den Radius und Winkelkoordinate in R2 und mit dem Koordinatentriple
(r, θ, φ) ∈ [0,∞) × [0, π) × [0, 2π) werden Radius, Polar- und Azimutwinkel
in R3 bezeichnet. Für m ∈ {−1/2, 1/2}n−1 definieren wir die Funktionen ζνn,m
in Polarkoordinaten (für n = 2)
ζν2,m(ρ, ϕ) := ξ
ν
2 (ρ)ρ
√
1/4−ν2−1/2
(
ν e
−i(1/2+m)ϕ
√
2π
−i
(√
1/4− ν2 + (−1)1/2−m/2
)
ei(1/2−m)ϕ√
2π
)
(2.2.9)
und in Kugelkoordinaten (für n = 3)
ζν3,m(r, θ, φ) := ξ
ν
3 (r)r
√
1−ν2−1
(
νΩ 1
2
+m2,m1,−m2(θ, φ)
−i
(√
1− ν2 + (−1) 12−m2
)
Ω 1
2
−m2,m1,m2(θ, φ)
)
,
(2.2.10)
wobei Ωl,m,s (siehe Relation (7) in [27]) die sphärischen Spinoren bezeich-
net. Im nächsten Satz wird die Darstellung des determinierenden Bereichs
des Operators Dν,Mn mit der Hilfe der Funktionen ζ
ν
n,m formuliert, welche in
(2.2.9) und (2.2.10) eingeführt wurden.
Satz 2.2.3 (Verallgemeinerung von Satz 5 in [53]). Seien ν ∈
[
0, (n− 1)/2
]
und M > 0. Die Menge
Cνn := C
∞
0 (Rn \ {0};CN)+̇

{0} für n = 2, ν = 0 oder
n = 3, ν ∈
[
0,
√
3
2
]
,
span{ζνn,m : m ∈ {−1/2, 1/2}n−1} sonst,
(2.2.11)
ist ein determinierender Bereich des Operators Dν,Mn .
Im Hinweis 3.4.3 (b) wird argumentiert, dass für ν ∈
[
0, (n − 1)/2
)
die
Menge Cνn ein determinierender Bereich von D
M
n (−ν/| · |ICN ) ist. Eine direkte
Konsequenz ist:
Korollar 2.2.4 (Korollar 6 in [53]). Sei ν ∈ [0, (n− 1)/2) und M > 0. Die
ausgezeichneten selbstadjungierten Erweiterungen von D̃Mn (−ν/| · |ICN ) im
Sinne von [54] und [25] stimmen überein, d. h.
Dν,Mn = D
M
n (−ν/| · |ICN ).
An dieser Stelle soll noch angemerkt werden, dass Dν,Mn für M > 0 und
ν ∈ [0, (n− 1)/2] nach Satz 1.(4) und Satz 11.(b) in [24] auch als der Norm-
resolventengrenzwert von DMn (0)−min{ν/| · |, ε−1} aufgefasst werden kann.
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2.3 Untere Schranken auf die Beträge der Coulomb-
Dirac-Operatoren
In diesem Abschnitt werden untere Schranken auf die Beträge der zwei- und
dreidimensionalen Coulomb-Dirac-Operatoren durch Potenzen des Laplace-
Operators formuliert. Beim Beweis der jeweiligen Resultate stellt sich her-
aus, dass die dreidimensionale Situation einfacher als die zweidimensionale
ist. Dies liegt vor allem an der Existenz einer Hardy-Ungleichung in drei Di-
mensionen.
Bevor wir nun die entsprechenden Resultate formulieren, möchten wir auf
eine Besonderheit in der Notation hinweisen. Wir kürzen für λ ∈ [0,∞) und
k ∈ N den Operator (−∆)λ ⊗ ICk durch (−∆)λ ab.
Satz 2.3.1 (Satz 1(1.) in [49] und Satz I.1 in [50]). Für jedes ν ∈ [0, (n−1)/2)
gibt es ein Cνn > 0, sodass
|Dνn| > Cνn
√
−∆ (2.3.1)
gilt.
Für n = 2 liefert der Beweis von Satz 2.3.1 eine untere Schranke auf die
optimale Konstante in (2.3.1). Diese wird hier aber nicht angegeben, weil
dafür noch das technische Problem in Hinweis 3.5.21 gelöst werden muss.
Aufgrund des hohen Arbeitsaufwandes und der Tatsache, dass die explizite
Kenntnis dieser Schranke für die in Abschnitt 2.5 diskutierte Anwendung
nicht von fundamentaler Bedeutung ist, wurde auf das Lösen des Problems in
3.5.21 verzichtet. Im Gegensatz dazu ist die explizite Kenntnis einer unteren
Schranke auf den maximal möglichen Wert von Cν3 für die in Abschnitt 2.4
diskutierte Anwendung wesentlich.
Satz 2.3.2 (Satz I.1 in [50]). Sei ν ∈ [0, 1). Die Ungleichung |Dν3| > Sν
√
−∆
gilt mit
Sν :=
(
1− π
√
1− ν2 cot(π
√
1− ν2/2)/2
)
ην , (2.3.2)
wobei
ην :=

(9 + 4ν2)1/2 − 4ν
3
(
1− 2
√
1− ν2 cot(π
√
1− ν2/2)
) für ν ∈ [0, 1) \ {√3/2},
1√
3(π − 2)
für ν =
√
3/2,
π(4−
√
13)
3(4− π)
für ν = 1.
(2.3.3)
14
2.3 Untere Schranken auf die Beträge der Coulomb-Dirac-Operatoren
Aus Satz 2.3.1 folgen auch Abschätzungen für die massiven Coulomb-
Dirac-Operatoren.
Korollar 2.3.3 (Verallgemeinerung von Korollar I.2 in [50]). Für jedes ν ∈
[0, (n− 1)/2) und M > 0 gelten die Ungleichungen
|Dν,Mn | > Cνn
√
1− 4(n− 1)−2ν2
√
−∆ (2.3.4)
und
|Dν,Mn | > max
{√1− 4(n− 1)−2ν2Cνn
1 + Cνn
, (1− 2ν)(n− 2)
}√
−∆ +M2.
(2.3.5)
An dieser Stelle sei auf die Relation |D0,Mn | =
√
−∆ +M2 hingewiesen.
Für n = 3 und ν ∈ [0,
√
3/2) wurde bereits in Lemma 1 in [1] und Lemma 1
in [6] gezeigt, dass Abschätzungen vom Typ (2.3.1), (2.3.4) und (2.3.5) gelten
können. Die Ungleichungen in diesen Arbeiten folgen aus
(Dν,Mn )
2 > C̃ν,Mn (−∆). (2.3.6)
Die Abschätzung (2.3.6) kann aber nicht mit C̃ν,Mn > 0 für (n, ν) ∈
(
{2} ×
(0, 1/2)
)
∪
(
{3}×(
√
3/2, 1)
)
gelten, weil in diesem Fall der Definitionsbereich
von Dν,Mn nicht in H
1(Rn;CN) enthalten ist (siehe Satz 2.2.3). Zusätzlich
sei noch erwähnt, dass für (n, ν) ∈ {3} × [0,
√
3/2] die Werte der unteren
Schranken auf die optimalen Konstanten in Satz 2.3.1 und Korollar 2.3.3,
welche sich aus Satz 2.3.2 ergeben, eine Verbesserung der Schranken in [1, 6]
darstellt. Diese Tatsache wird in der Abbildung 1 durch das Abbilden von
Sν (siehe (2.3.2)) und der unteren Schranke SνBRS aus [6] auf den optimalen
Wert der Konstante in Satz 2.3.1 verdeutlicht. In Abbildung 1 wird außerdem
ersichtlich, dass die Konstante SνBRS aus den oben genannten Gründen für
ν >
√
3/2 verschwindet.
0.0 0.2 0.4 0.6 0.8 1.0 ν
0.2
0.4
0.6
0.8
1.0
Sν
S BRS
ν
1- ν
Abbildung 1: Der Graph von Sν im Vergleich mit SνBRS und 1−ν. Die Quelle
für diese Abbildung ist [50].
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In Abbildung 2 wird für n = 3 der Graph der unteren Schranke auf die
optimale Konstante in (2.3.5) dargestellt, welche sich aus Satz 2.3.2 ergibt.
Zusätzlich wird auch die untere Schranke 1− 2ν aus Lemma 1 in [1] abgebil-
det.
0.0 0.2 0.4 0.6 0.8 1.0 ν
0.2
0.4
0.6
0.8
1.0
1-ν 2 Sν
1+ Sν
1-2 ν
Abbildung 2: Die Graphen von
√
1− ν2Sν/(1 + Sν) und 1− 2ν. Die Quelle
für diese Abbildung ist [50].
Dass Satz 2.3.1 nicht für ν = (n− 1)/2 gelten kann, folgt aus der Tatsa-
che, dass nach Satz 2.2.3 der Definitionsbereich der quadratischen Form von
D
(n−1)/2
n nicht in H1/2(Rn;CN) enthalten ist. Man kann aber |D(n−1)/2n | mit
Potenzen des Laplace-Operators vergleichen, welche kleiner als 1/2 sind.
Satz 2.3.4 (Satz 1(2.) in [49] und Satz I.3 in [50]). Für jedes λ ∈ [0, 1) gibt
es ein Kλn > 0, sodass für alle a > 0 die Ungleichung
|D(n−1)/2n | > Kλnaλ−1(−∆)λ/2 − a−1 (2.3.7)
gilt.
Ausdrücke für die Konstante in Satz 2.3.4 sind im entsprechenden Be-
weis angegeben. Die Ungleichung (2.3.7) steht in direkter Verbindung zur
folgenden Abschätzung für einen masselosen relativistischen Operator mit
Coulomb-Potential: Für jedes λ ∈ [0, 1) gibt es ein Lλn > 0, sodass für alle
a > 0 die Ungleichung
(−∆)1/2 −
2
(
Γ((n+ 1)/4)
)2(
Γ((n− 1)/4)
)2| · | > Lλnaλ−1(−∆)λ/2 − a−1 (2.3.8)
gilt (siehe Ungleichung (1.8) in [29] und Satz 2.3 in [67]).
In den nächsten beiden Abschnitten werden Anwendungen der Resultate
dieses Abschnitts diskutiert.
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2.4 Die Stabilität des Elektronen-Positronen-Feldes
Die Hartree-Fock-Theorie [38, 66] ist eine Methode der nichtrelativistischen
Quantenmechanik, mit der man unter anderem K Elektronen, welche mit
einem Kernfeld wechselwirken, in der Näherung des mittleren Feldes unter-
suchen kann. Diese Methode basiert auf der Erfahrung, dass die Minimie-
rung des Rayleigh-Quotienten des nichtrelativistischen Hamilton-Operators
des K-Elektronensystems über der Menge der Hartree-Fock-Zustände (Sla-
terdeterminanten von Einteilchenwellenfunktionen siehe z. B. Abschnitt 13.3
in [61]) eine gute obere Schranke auf die Grundzustandsenergie des K-Elek-
tronensystems liefert. Die Euler-Lagrange-Gleichungen dieses Variationspro-
blems sind als Hartree-Fock-Gleichungen bekannt.
Ein Ansatz um auch relativistische Effekte mit einzubeziehen ist die re-
lativistische Version der Hartree-Fock-Theorie, die sogenannte Dirac-Fock-
Theorie [70]. In dieser Theorie ist der Hamilton-Operator des K-Elektronen-
systemsHrelK eine direkte Verallgemeinerung des Einteilchen-Dirac-Operators.
Durch die Bestimmung der Euler-Lagrange-Gleichungen des Rayleigh-Quo-
tienten von HrelK auf der Menge der Dirac-Fock-Zustände (Analogon zu Har-
tree-Fock-Zuständen) erhält man die Dirac-Fock-Gleichungen.
Der wesentliche Unterschied zwischen beiden Theorien ist, dass der nicht-
relativistische Hamilton-Operator auf der Menge der Hartree-Fock-Zustände
im Gegensatz zu HrelK auf der Menge der Dirac-Fock-Zustände nach unten
beschränkt ist. Dieser Unterschied führt bei der numerischen Lösung der
Dirac-Fock-Gleichung zu Problemen wie dem Variationszusammenbruch oder
scheinbaren Eigenfunktionen [78, 62, 68]. Zusätzlich führt die Tatsache, dass
HrelK keine stabilen gebundenen Zustände haben kann, zu Interpretationspro-
blemen [5, 69].
Da die Unbeschränktheit des Dirac-Operators in der Quantenelektro-
dynamik durch Diracs Interpretation des Vakuums (siehe Abschnitt 10 in
[73]) verschwindet, wird in [9, 10] ein quantenelektrodynamischer Ansatz
zur Herleitung einer relativistischen Version der Hartree-Fock-Gleichungen
entwickelt. Diesem Ansatz folgend wird nun das relativistische Elektronen-
Positronen-Feld in zweiter Quantisierung ohne magnetische Effekte mit einem
Coulomb-Potential als äußerem Potential für verallgemeinerte Hartree-Fock-
Zustände betrachtet, um daraus eine relativistische Näherung des mittleren
Feldes herzuleiten, welche nicht an den Problemen der Dirac-Fock-Theorie
leidet. Dies bedeutet insbesondere, dass der Hamilton-Operator
H :=
∫
dx : Ψ∗(x)Dν,M3 Ψ(x) : +
α
2
∫
dx
∫
dy
: Ψ∗(x)Ψ∗(y)Ψ(y)Ψ(x) :
|x− y|
(2.4.1)
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des Elektronen-Positronen-Feldes im Furry-Bild eingeschränkt auf die ver-
allgemeinerten Hartree-Fock-Zustände auf Beschränktheit nach unten unter-
sucht werden muss. In (2.4.1) ist Ψ der Feldoperator, α > 0 die Feinstruk-
turkonstante und : O : steht für die Wick-Ordnung des Operators O. Weitere
Details der Notation in (2.4.1) und Satz 2.4.1 werden in [6, 1] erläutert.
Wie in Abschnitt 2 in [6] erklärt (Hinweis zu Tippfehler: Die Ungleichung
in Abschnitt 2(ii) in [6] muss mit der Ungleichung (1) in [6] übereinstimmen!)
folgt aus der Abschätzung (2.3.4) und Satz 2.3.2 das folgende Resultat.
Satz 2.4.1 (Satz I.4 in [50]). Seien ν ∈ [0, 1) und M,α > 0. Dann ist für
α 6 4
√
1− ν2Sν/π (2.4.2)
die Energie E(%) := %(H) nichtnegativ für alle verallgemeinerten Hartree-
Fock-Zustände %.
Für den physikalischen Wert der Feinstrukturkonstante α ≈ 1/137 ist die
Bedingung (2.4.2) für ν . 0.97 erfüllt, d. h. für die Kernladungszahl Z = ν/α
bis einschließlich 132. In Satz 1 in [6], welcher eine Verbesserung von Satz 2
in [1] ist, wurde dasselbe Resultat wie in Satz 2.4.1 unter der Bedingung
α 6 (4/π)(1− ν2)1/2(
√
4ν2 + 9− 4ν)/3
bewiesen. Diese Bedingung, welche stärker als Bedingung (2.4.2) ist, gilt für
α ≈ 1/137 bis zur Kernladungszahl Z = ν/α 6 117 und kann nicht für ein
beliebiges α > 0 gelten, falls ν >
√
3/2 gilt.
2.5 Abschätzungen für die Eigenwerte der Quanten-
punkten in verunreinigtem Graphen
Wie in [63, 21] theoretisch vorhergesagt und in [46, 36] vor kurzem experi-
mentell beobachtet, können elektrostatische Potentiale einen Quantenpunkt,
d. h. gebundene Zustände in Graphen, erzeugen. Daher untersuchen wir ei-
ne Schicht Graphen, welche mit einer Punktladung verunreinigt wurde, und
beweisen Abschätzungen auf die Energien der gebundenen Zustände, welche
durch ein äußeres elektromagnetisches Potential erzeugt werden. Dabei wird
ein ähnliches Model wie in [22] verwendet.
Die Flächen der Bandstruktur Graphens, welche zu Valenz- und Leitungs-
band gehören, berühren sich in sogenannten konischen Punkten. Die Disper-
sionsrelation in der Nähe der konischen Punkte entspricht der Dispersionsre-
lation masseloser Fermionen, welche sich mit der Fermi-Geschwindigkeit νF
(≈ 106m/s) anstelle der Lichtgeschwindigkeit bewegen [77, 28]. Im Folgen-
den werden die Einheiten so gewählt, dass ~νF = 1 gilt. Diese Eigenschaften
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Graphens führen dazu, dass der effektive Hamilton-Operator für Graphen,
welches durch eine positive Punktladung verunreinigt wurde, in der Nähe der
konischen Punkte durch den masselosen Coulomb-Dirac-Operator Dν2 gege-
ben ist (siehe [57] und Abschnitt IV in [8]).
Die Fermi-Energie für verunreinigtes Graphen beträgt null, da das Va-
lenzband vollbesetzt und das Leitungsband unbesetzt ist [77]. Nach dem
Pauli-Prinzip können Zustände unterhalb der Fermi-Energie nicht besetzt
werden. Daher sind die physikalisch verfügbaren Zustände alle Zustände über
dem Dirac-See, d. h., die Energie dieser Zustände ist nicht kleiner als die
Fermi-Energie. Weil die Fermi-Energie null ist, entspricht der physikalische
Zustandsraum Pν2,+L
2(R2;C2), wobei Pν2,+ der Projektor von Dν2 auf das In-
tervall [0,∞) ist.
Nun wird das verunreinigte Graphen durch ein elektromagnetisches Po-
tential V gestört. Es wird angenommen, dass diese Störung so schwach ist,
dass der Dirac-See nicht wesentlich geändert wird. In diesem Fall hat der
effektive Einteilchen-Hamilton-Operator formal die Gestalt
Pν2,+(D
ν
2 − V )Pν2,+. (2.5.1)
Das nachfolgende Lemma gibt eine Klasse von Störungen V an, für welche
dem Ausdruck (2.5.1) ein selbstadjungierter Operator zugeordnet werden
kann. Außerdem wird die analoge Fragestellung für den dreidimensionalen
Fall mit beantwortet. Für Zahlen und selbstadjungierte Operatoren wird die
Notation x± := max{±x, 0} für den Positiv- und Negativteil von x verwen-
det.
Lemma 2.5.1 (Korollar 2 in [49] und Lemma I.5 in [50]). Seien
(ν, γ) ∈
(
[0, (n − 1)/2] × [0,∞)
)
\
{
((n − 1)/2, 0)
}
und V eine messbare,
hermitesche N×N-Matrixfunktion mit Sp(V n+γ+ ) ∈ L1(Rn), sodass ein C > 0
mit ∫
Rn
〈
υ(x), V−(x)υ(x)
〉
dx 6 C
(∥∥|Dνn|1/2υ∥∥2 + ‖υ‖2) (2.5.2)
für alle υ ∈ P νn,+D
(
|Dνn|1/2
)
existiert. Dann ist die quadratische Form
fνn(V ) : P
ν
n,+D
(
|Dνn|1/2
)
→ R,
fνn(V )[υ] :=
∥∥|Dνn|1/2υ∥∥2 − ∫
Rn
〈
υ(x), V (x)υ(x)
〉
dx
abgeschlossen und nach unten beschränkt in Hνn,+ := P
ν
n,+L
2(Rn;CN).
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Nach Satz 10.1.2 in [3] gibt es einen eindeutigen selbstadjungierten Ope-
rator Fνn(V ) in H
ν
n,+, welcher f
ν
n(V ) zugeordnet werden kann.
In den nachfolgenden Sätzen werden Aussagen über das negative Spektrum
von Fνn(V ) gemacht. Dazu sei noch angemerkt, dass die Eigenwerte von F
ν
2(V )
als die gebundenen Zustände eines Quantenpunktes in verunreinigtem Gra-
phen interpretiert werden können.
Satz 2.5.2 (Satz 3 in [49] und Satz I.6 (a) in [50]). Seien ν ∈ [0, (n− 1)/2)
und die Konstanten C
1/2,∆
n und Cνn wie in (2.5.5) und in Satz 2.3.1 definiert.
Es gilt die Ungleichung
Rang
(
Fνn(V )
)
− 6 C
1/2,∆
n (C
ν
n)
−n
∫
Rn
Sp
(
V+(x)
)n
dx. (2.5.3)
Analogien von Satz 2.5.2 sind für viele nach unten beschränkte selbst-
adjungierte Operatoren als Cwikel-Lieb-Rozenblum-Ungleichung [59, 14, 47]
bekannt. Einen guten Überblick über weitere Entwicklungen und wichtige
Referenzen in diesem Zusammenhang kann man in [30] finden. Insbesondere
wird in Beispiel 3.3 in [30] die Abschätzung
Rang
(
(−∆)t − V
)
− 6 C
t,∆
n
∫
Rn
Sp
(
V+(x)
)n/(2t)
dx (2.5.4)
mit
Ct,∆n :=
1
4πn−1t
(
n
n− 2t
)(n−t)/t
(2.5.5)
für alle 0 < t < n/2 bewiesen. Der Beweis von Satz 2.5.2 beruht auf Satz 2.3.1
und (2.5.4).
Satz 2.5.3 (Satz 4 in [49] und Satz I.6 (b) in [50]). Seien ν ∈ [0, (n− 1)/2],
γ > 0 und die Konstanten Cνn, C
λ,∆
n und K
λ
n wie in Satz 2.3.1, (2.5.5) und
Satz 2.3.4 definiert. Es gilt die Ungleichung
Sp
(
Fνn(V )
)γ
− 6 C
ν,LT
n,γ
∫
Rn
Sp
(
V+(x)
)n+γ
dx (2.5.6)
mit
Cν,LTn,γ :=
n!C
1/2,∆
n (Cνn)
−n
n∏
k=1
(γ + k)
für ν < (n− 1)/2, (2.5.7)
C
n−1
2
,LT
n,γ := min
λ∈(n/(n+γ),1)
γ1+γλγ Γ(1 + n/λ) Γ(n+ γ − n/λ)C
λ
2
,∆
n (Kλn)
−n
λ
Γ(n+ 1 + γ)
(
n(1− λ)
)n(1−λ)
λ
(
(n+ γ)λ− n
)n+γ−n
λ
.
(2.5.8)
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Die Ungleichungen (2.5.6) sind vom Typ der Lieb-Thirring-Ungleichun-
gen [48]. Ein Überblick über Lieb-Thirring-Ungleichungen für Schrödinger-
Operatoren wird in [44] präsentiert. In Korollar 2.6.6 wird gezeigt, dass
F
(n−1)/2
n (V ) ein virtuelles Niveau bei null hat, d. h. einen negativen Eigen-
wert für alle nicht trivialen V > 0. Die Existenz eines virtuellen Niveaus
wurde bereits für andere nach unten beschränkte selbstadjungierte Opera-
toren beobachtet, z. B. für den Operator
(
− d
2
dr2
− 1
4r2
)
in L2(R+) (siehe
Proposition 3.2 in [23]). Dies bedeutet insbesondere, dass die Abschätzung
(2.5.3) nicht für ν = (n − 1)/2 gelten kann. Daher ist in diesem Fall (2.5.3)
vom Typ einer Hardy-Lieb-Thirring-Ungleichung [23, 29, 32].
2.6 Über die Existenz der virtuellen Niveaus der pro-
jizierten Coulomb-Dirac-Operatoren
In Satz 2.5.2 wurden Abschätzungen vom Typ der Cwikel-Lieb-Rozenblum-
Ungleichung auf die negativen Eigenwerte der gestörten positiv projizierten
masselosen Coulomb-Dirac-Operatoren formuliert. Für die kritische Kopp-
lungskonstante ν = (n − 1)/2 kann dieses Ergebnis nicht bewiesen werden.
Diese Tatsache legt die Vermutung nahe, dass ein virtuelles Niveau bei null
existiert, d. h., dass jede nicht triviale negative Störung zu einem nicht leeren
negativen Spektrum führt.
Die Untersuchung dieser Vermutung führt zur Betrachtung der Coulomb-
Dirac-Operatoren auf der Halbachse R+, welche mit dem Differentialausdruck
dν,κ :=
(
−ν/r − d
dr
− κ
r
d
dr
− κ
r
−ν/r
)
(2.6.1)
verbunden sind. Hier ist ν ∈ R der Parameter für die Stärke des Coulomb-
Potentials (Kernladung) und κ ∈ R ist ein Parameter, welcher nach einer
Drehimpulskanalzerlegung auftaucht [73]. Typischerweise nimmt κ ganzzah-
lige oder halbzahlige Werte an. Allerdings ist diese Annahme in den nach-
folgenden Betrachtungen nicht notwendig. In diesem Abschnitt und in den
Beweisen der hier aufgeführten Resultate wird die Kurzschreibweise
Υ :=
√
κ2 − ν2 ∈ R+ ∪ iR+
verwendet. An dieser Stelle soll darauf hingewiesen werden, dass eine Fun-
damentallösung von dν,κΨν,κ = 0 eine Linearkombination von Ψν,κM und Ψ
ν,κ
U
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ist, wobei
Ψν,κM (r) :=

κrΥ
(
κ+Υ
−ν
)
für ν2 6= κ2 6= 0 und κ 6= −Υ,
ΥrΥ
(
0
1
)
für Υ = −κ ∈ R+,(−ν
κ
)
für ν2 = κ2 6= 0,
r−iν
(
1
−i
)
für κ = 0,
(2.6.2)
und
Ψν,κU (r) :=

r−Υ
(
ν
−κ−Υ
)
für Υ ∈ R+ und κ 6= −Υ,
r−Υ
(
1
0
)
für Υ = −κ ∈ R+,
κr−Υ
(
κ−Υ
−ν
)
für Υ ∈ iR+ und κ 6= 0,
ln r
(−ν
κ
)
− 1
2κ
(
ν
κ
)
für ν2 = κ2 6= 0,
riν
(
1
i
)
für κ = 0,
(2.6.3)
ist.
2.6.1 Selbstadjungierte Realisierungen der Coulomb-Dirac-Ope-
ratoren auf der Halbachse
Im nächsten Satz wird eine Familie selbstadjungierter Realisierungen des
Differentialausdrucks (2.6.1) in L2(R+;C2) eingeführt. Dazu wird zuerst der
symmetrische Operator D̃ν,κ als Realisierung von (2.6.1) auf C∞0 (R+;C2) de-
finiert. Dann ist die Wirkung von (D̃ν,κ)∗ auch durch (2.6.1) gegeben, aber
auf dem “maximalen” Definitionsbereich
D
(
(D̃ν,κ)∗
)
=
{
f ∈ L2(R+;C2) : f ∈ ACloc(R+;C2), dν,κf ∈ L2(R+;C2)
}
.
Weil keine der Funktionen (2.6.2), (2.6.3) in L2
(
(1,∞)
)
liegt, ist (2.6.1) im-
mer im Grenzpunktfall bei unendlich. Für Υ > 1/2 ist Ψν,κU nicht Element
von L2
(
(0, 1)
)
und daher gilt Grenzpunktfall bei null. Ansonsten ist immer
Grenzkreisfall bei null. Daher impliziert Satz 1.5 in [82]:
Satz 2.6.1 (Satz 1.1 in [52]).
(1) Für Υ ∈ [0, 1/2) und κ 6= 0 stimmt jede selbstadjungierte Fortset-
zung von D̃ν,κ mit Dν,κθ für ein θ ∈ [0, π) überein, wobei D
ν,κ
θ die Ein-
schränkung von (D̃ν,κ)∗ auf die Menge der Funktionen f ∈ D
(
(D̃ν,κ)∗
)
ist, welche die Randbedingung
lim
r→+0
〈(0 −1
1 0
)
f(r), cos θΨν,κU (r) + sin θΨ
ν,κ
M (r)
〉
C2
= 0 (2.6.4)
erfüllen.
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(2) Für Υ > 1/2 ist der Operator D̃ν,κ wesentlich selbstadjungiert. Der
Abschluss von D̃ν,κ wird in diesem Fall mit Dν,κπ/2 bezeichnet, da jedes
f ∈ D(Dν,κπ/2) die Randbedingung (2.6.4) mit θ := π/2 erfüllt.
(3) Für Υ ∈ iR+ oder κ = 0 stimmt jede selbstadjungierte Fortsetzung von
D̃ν,κ mit Dν,κθ für ein θ ∈ [0, π) überein, wobei D
ν,κ
θ die Einschränkung
von (D̃ν,κ)∗ auf die Menge der Funktionen f ∈ D
(
(D̃ν,κ)∗
)
ist, welche
die Randbedingung
lim
r→+0
〈(0 −1
1 0
)
f(r), eiθΨν,κU (r) + e
−iθΨν,κM (r)
〉
C2
= 0 (2.6.5)
erfüllen.
Die Menge der Triple (ν, κ, θ) für welche Dν,κθ in Satz 2.6.1 definiert ist,
wird mit M bezeichnet.
In Abschnitt 3.11.1 wird für jedes (ν, κ, θ) ∈ M eine spektrale Darstel-
lung von Dν,κθ konstruiert, und zwar wird explizit ein unitärer Operator U
ν,κ
θ
von L2(R+;C2, dr) nach L2(R;C, dx) angegeben, sodass Uν,κθ D
ν,κ
θ (U
ν,κ
θ )
∗ der
Multiplikationsoperator der unabhängigen Variable ist. Demnach ist für alle
(ν, κ, θ) ∈ M das Spektrum von Dν,κθ komplett absolut stetig, einfach und
stimmt mit R überein. Die Existenz und allgemeine Form der spektralen Dar-
stellungen der eindimensionalen Dirac-Systeme ist bereits in Satz 9.7 in [83]
bewiesen. Bei der Formulierung der spektralen Darstellung in diesem Resul-
tat wird ein matrixwertiges Maß (Spektrum nicht notwendig einfach) verwen-
det, welches durch eine explizite Formel gegeben ist. Um daraus das Resultat
in Abschnitt 3.11.1 zu schließen, muss noch mit großem Aufwand gezeigt wer-
den, dass dieses Maß Rang eins hat und äquivalent zum Lebesgue-Maß ist.
Der in Abschnitt 3.11.1 angegebene Beweis ist keine direkte Anwendung die-
ses abstrakten Resultats, weil diese Anwendung aufwändiger erscheint als der
dort gewählte Ansatz, welcher direkt auf Dν,κθ zugeschnitten ist. Ein ähnliches
Resultat für Coulomb-Dirac-Operatoren mit positiver Masse kann in [76] ge-
funden werden.
2.6.2 Über virtuelle Niveaus der positiv projizierten masselosen
Coulomb-Dirac-Operatoren auf der Halbachse
In diesem Abschnitt wird das negative Spektrum einer Störung der Ein-
schränkung des Operators Dν,κθ auf seinen nichtnegativen spektralen Teil-
raum untersucht. Der Projektor auf den nichtnegativen Spektralbereich von
Dν,κθ wird mit P
ν,κ
θ,+ bezeichnet.
Sei Q eine messbare, hermitesche 2 × 2-Matrixfunktion auf R+. Für Q
gelte:
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Hypothese 1. Der Operator P ν,κθ,+QP
ν,κ
θ,+ ist relativ formbeschränkt bezüglich
Dν,κθ in P
ν,κ
θ,+L
2(R+;C2) mit relativer Schranke kleiner eins.
Unter Hypothese 1 ist der Operator
F ν,κθ (Q) := P
ν,κ
θ,+(D
ν,κ
θ −Q)P
ν,κ
θ,+ (2.6.6)
im Sinn der quadratischen Formen wohldefiniert und selbstadjungiert in
P ν,κθ,+L
2(R+;C2) nach dem KLMN-Satz (siehe z. B. Satz X.17 in [58]). Hy-
pothese 1 ist trivialerweise für Q ∈ L∞(R+;C2×2) erfüllt.
Das Resultat über die Existenz der virtuellen Niveaus in null für F ν,κθ (0)
ist im nachfolgenden Satz formuliert.
Für 2×2-Matrizen sind deren Normen ‖·‖C2×2 , Beträge |·| und Positivteil
(·)+ im spektralen Sinne definiert.
Satz 2.6.2 (Satz 1.2 in [52]).
(I) Sei Aν,κθ : R+ → C2 definiert durch
Aν,κθ (r):=

eiθriν
(
1
i
)
+ e−iθr−iν
(
1
−i
)
für κ = 0, ν ∈ R, θ ∈ [0, π),(−ν
κ
)
für κ 6= 0, Υ = 0, θ = π/2,
eiθr−Υκ
(
κ−Υ
−ν
)
+ e−iθrΥκ
(
κ+Υ
−ν
)
für κ 6= 0, Υ∈ iR+, θ∈ [0, π),
r−Υ
(
ν
−κ−Υ
)
für Υ ∈ (0, 1/2), θ = 0.
(2.6.7)
Sei MIdie Bezeichnung für die Menge aller Tripel (ν, κ, θ) ∈M, welche
auf der rechten Seite von (2.6.7) stehen. Für jedes (ν, κ, θ) ∈MI wird
angenommen, dass Q die Bedingungen
‖Q‖C2×2 ∈ L1(R+, r2−2 Re Υdr) und∫ ∞
0
〈
Aν,κθ (r),
∣∣Q(r)∣∣Aν,κθ (r)〉C2dr <∞ (2.6.8)
erfüllt. Dann ist das negative Spektrum von F ν,κθ (Q) nicht leer, wenn∫ ∞
0
〈
Aν,κθ (r), Q(r)A
ν,κ
θ (r)
〉
C2dr > 0 (2.6.9)
gilt. Die Bedingung (2.6.9) wird von allen Q > 0 erfüllt, welche punkt-
weise positiv definit auf einer Menge mit positiven Lebesgue-Maß sind.
Daher hat für (ν, κ, θ) ∈MI der Operator F ν,κθ (0) ein virtuelles Niveau
in null.
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(II) Sei MII die Menge der (ν, κ, θ) ∈ M, für welche entweder Υ > 0 und
θ = π/2 oder Υ ∈ (0, 1/2) und θ ∈ (0, π)\{π/2} gilt. Für alle (ν, κ, θ) ∈
MII und jedes q ∈ (1, 1 + 2Υ) gibt es ein Cν,κq > 0, sodass
Rang
(
F ν,κθ (Q)
)
− 6 C
ν,κ
q
∫ ∞
0
∥∥Q+(r)∥∥qC2×2W ν,κθ,q (r) dr (2.6.10)
mit
W ν,κθ,q (r) :=
{
| cot θ|1+(q−1)/(2Υ)r−2Υ für r 6 | cot θ|1/(2Υ),
rq−1 für r > | cot θ|1/(2Υ),
(2.6.11)
gilt. Dementsprechend hat für jedes Q, für welches die rechte Seite von
(2.6.10) endlich ist, der Operator F ν,κθ (αQ) kein negatives Spektrum,
wenn α > 0 klein genug ist. Die Endlichkeit der rechten Seite von
(2.6.10) impliziert, dass Hypothese 1 für Q := Q+ erfüllt ist.
(III) Sei MIII die Menge der (ν, κ, θ) ∈ M, für welche κ2 = ν2 6= 0 und
θ ∈ [0, π) \ {π/2} gilt. Für alle (ν, κ, θ) ∈ MIII gibt es eine endliche
Konstante Kν,κ, welche unabhängig von θ ist, sodass für alle Q+ ∈
L∞(R+;C2×2) die Abschätzung
Rang
(
F ν,κθ (Q)
)
−
6Kν,κ
∫ ∞
0
∥∥Q+(r)∥∥C2×2(ln2(etan θr) + ln2 (e + 2r‖Q+‖L∞(R+;C2×2))) dr
(2.6.12)
gilt. Erneut gilt, dass die Endlichkeit der rechten Seite in (2.6.12) im-
pliziert, dass der Operator F ν,κθ (αQ) kein negatives Spektrum hat, wenn
α > 0 klein genug ist.
Die Menge der Parameter M ist die disjunkte Vereinigung von MI, MII und
MIII.
Die Frage nach der Existenz der virtuellen Niveaus in null wurde bereits
für andere selbstadjungierte Operatoren untersucht, siehe z. B. [64, 80].
2.6.3 Lieb-Thirring-artige Abschätzungen auf die negativen Ei-
genwerte von F ν,κθ (Q)
In Satz 2.6.3 werden Abschätzungen auf die Summe der Potenzen der nega-
tiven Eigenwerte von F ν,κθ (Q) durch gewichtete Integrale von Potenzen von
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Q+ formuliert. Im Fall θ = π/2 ist die Art der oberen Schranke die gleiche
wie in der klassischen Lieb-Thirring-Ungleichung (Siehe [48] für das originale
Resultat und [44, 31] für einen Überblick über weitere Entwicklungen auf
diesem Gebiet.).
Satz 2.6.3 (Satz 1.3 in [52]).
(a) Für ν, κ ∈ R, θ ∈ [0, π) ist W ν,κθ : R+ → R+ gegeben durch
W ν,κθ (r):=

1

für ν2 = κ2 6= 0 und θ = π/2,
für Υ ∈ iR+ und θ ∈ [0, π),
für κ = 0, ν ∈ R und θ ∈ [0, π),
max
{
− ln(etan θr), 1
}2
für ν2 = κ2 6= 0 und θ∈ [0, π)\{π/2},
max
{
1, | cot θ|r−2Υ
} {für Υ ∈ (0, 1/2) und θ ∈ (0, π),
für Υ > 1/2 und θ = π/2.
(2.6.13)
Dann gibt es für jedes γ > 0 ein Kν,κ,γ > 0, sodass die Ungleichung
Sp
(
F ν,κθ (Q)
γ
−
)
6 Kν,κ,γ
∫ ∞
0
∥∥Q+(r)∥∥1+γC2×2W ν,κθ (r) dr (2.6.14)
gilt.
(b) Für Υ ∈ (0, 1/2) und jedes γ > 2Υ gibt es ein Kν,κ,γ > 0, sodass
Sp
(
F ν,κ0 (Q)
γ
−
)
6 Kν,κ,γ
(∫ ∞
0
∥∥Q+(r)∥∥1+γ−2ΥC2×2 r−2Υ dr + ∫ ∞
0
∥∥Q+(r)∥∥1+γC2×2 dr)
(2.6.15)
gilt.
In beiden Fällen impliziert die Endlichkeit der rechten Seite in (2.6.14) oder
(2.6.15), dass Q := Q+ Hypothese 1 erfüllt.
2.6.4 Zusammenfassung der Resultate über F ν,κθ (Q)
Die Resultate der Sätze 2.6.2 und 2.6.3 werden in der nachfolgenden Tabelle
dargestellt:
26
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Υ ∈ iR+ Υ = 0 = κ Υ = 0 6= κ Υ ∈ (0, 1/2) Υ > 1/2
θ = 0 Ia1 Ia1 IIIa Ib —
θ = π/2 Ia1 Ia1 Ia1 IIa1 IIa1
θ ∈ (0, π) \ {π
2
} Ia1 Ia1 IIIa IIa —
Tabelle - Zusammenfassung der Resultate
In dieser Tabelle zeigen die römischen Zahlen den anwendbaren Teil von
Satz 2.6.2 an, die Buchstaben den zugehörigen Teil von Satz 2.6.3 und “1”
zeigt an, dass (2.6.14) mit W ν,κθ ≡ 1 gilt. Es sei an dieser Stelle darauf
hingewiesen, dass für Υ > 1/2 der Operator D̃ν,κ wesentlich selbstadjungiert
auf C∞0 (R+;C2) ist und daher θ = π/2 nach Satz 2.6.1 Teil (2) die einzige
selbstadjungierte Realisierung ist. Im Fall “Ia1” ist die Ungleichung (2.6.14)
von der Art einer Hardy-Lieb-Thirring-Ungleichung [23, 29, 32].
2.6.5 Anwendung auf die projizierten masselosen Coulomb-Dirac-
Operatoren
Um die Frage zu beantworten, welche am Anfang des Abschnitts gestellt
wurde, werden nun die bereits gewonnenen Resultate auf die masselosen
Coulomb-Dirac-Operatoren in zwei und drei Dimensionen angewendet. Für
die Drehimpulskanalzerlegung in n Dimensionen wird eine Orthonormalbasis
in L2(SN/2;CN/2) verwendet. Für n = 2 ist diese Orthonormalbasis gleich(
(2π)−1/2eik(·)
)
k∈Z und in drei Dimensionen werden die Spin-wertigen Ku-
gelflächenfunktionen Ωl,m,s benutzt. Diese werden in Relation (7) in [27] für
l ∈ N0, m ∈ {−l − 1/2, . . . , l + 1/2} und s ∈ {−1/2, 1/2} definiert. Die
entsprechenden Indexmengen werden mit
T2 := Z (2.6.16)
und
T3 :=
{
(l,m, s) : l ∈ N0,m ∈
{
− l − 1
2
, . . . , l +
1
2
}
, s = ±1
2
,Ωl,m,s 6= 0
}
(2.6.17)
bezeichnet. Jedes χ ∈ L2(R2;C) kann in Polarkoordinaten (ρ, ϕ) ∈ [0,∞) ×
[0, 2π) und jedes ζ ∈ L2(R3;C2) in Kugelkoordinaten (r, θ, φ) ∈ [0,∞) ×
[0, π)× [0, 2π) als
χ(ρ cosϕ, ρ sinϕ) =
∑
k∈T2
(2πρ)−1/2χk(ρ)e
ikϕ, (2.6.18)
ζ(r cosφ sin θ, r sinφ sin θ, r cos θ) =
∑
(l,m,s)∈T3
r−1ζ(l,m,s)(r)Ωl,m,s(θ, φ)
(2.6.19)
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mit
χk(ρ) :=
√
ρ
2π
2π∫
0
χ(ρ cosϕ, ρ sinϕ)e−ikϕdϕ, (2.6.20)
ζ(l,m,s)(r) := r
2π∫
0
π∫
0
〈
Ωl,m,s(θ, φ), ζ(r cosφ sin θ, r sinφ sin θ, r cos θ)
〉
C2
× sin(θ)dθdφ (2.6.21)
dargestellt werden. Mit der Hilfe von (2.6.20) und (2.6.21) werden die unitä-
ren Operatoren
A2 : L2(R2;C2)→
⊕
k∈T2
L2(R+;C2),
(
χ
ψ
)
7→
⊕
k∈T2
(
χk
ψk+1
)
(2.6.22)
und
A3 : L2(R3;C4)→
⊕
(l,m,s)∈T3
L2(R+;C2),

ψ1
ψ2
ψ3
ψ4
 7→ ⊕
(l,m,s)∈T3
(
ψ+(l,m,s)
ψ−(l+2s,m,−s)
)
(2.6.23)
mit
ψ+(l,m,s) :=
(
ψ1
ψ2
)
(l,m,s)
und ψ−(l,m,s) :=
(
ψ3
ψ4
)
(l,m,s)
(2.6.24)
für (l,m, s) ∈ T3 definiert. Für k ∈ T2 und (l,m, s) ∈ T3 wird
κk := k + 1/2,
κ(l,m,s) := 2sl + s+ 1/2
(2.6.25)
definiert. Es kann gezeigt werden, dass für jede selbstadjungierte Realisierung
eines n-dimensionalen masselosen Coulomb-Dirac-Operators in L2(Rn;CN)
eine Abbildung
θn : Tn → [0, π) mit θn(j) = π/2 für alle κ2j > ν2 + 1/4 (2.6.26)
existiert, sodass die erwähnte selbstadjungierte Realisierung mit
Dνθn := (AnSn)
∗
(⊕
j∈Tn
D
ν,κj
θn(j)
)
AnSn (2.6.27)
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übereinstimmt (siehe z. B. [53]), wobei Sn durch
Sn : = diag(1, i)⊗ ICN/2 (2.6.28)
gegeben ist. Auf der anderen Seite wird für jedes θn, welches (2.6.26) genügt,
eine selbstadjungierte Realisierung eines masselosen Coulomb-Dirac-Opera-
tors in L2(Rn;CN) durch (2.6.27) definiert.
Sei Pνθn,+ := (AnSn)
∗ (
⊕
j∈Tn P
ν,κj
θn(j),+
)AnSn der Projektor auf den po-
sitiven spektralen Teilraum von Dνθn . Für messbare, hermitesche N × N -
Matrixfunktionen V auf Rn untersuchen wir das negative Spektrum von
Fνθn(V ) := P
ν
θn,+(D
ν
θn − V )P
ν
θn,+ (2.6.29)
in Pνθn,+L
2(Rn;CN). Über V wird folgende zusätzliche Annahme getroffen:
Hypothese 2. Der Operator Pνθn,+VP
ν
θn,+
ist relativ formbeschränkt bezüg-
lich Dνθn in P
ν
θn,+
L2(Rn;CN) mit einer relativen Schranke kleiner eins.
Nach Hypothese 2 ist der Operator (2.6.29) durch seine quadratische Form
wohldefiniert und selbstadjungiert durch den KLMN-Satz. Hypothese 2 ist
für alle V ∈ L∞(Rn) erfüllt. Falls ν ∈ [0, (n− 1)/2] und θn(j) = π/2 für alle
j ∈ Tn gilt, dann stimmen die Definitionen von Dνn (siehe Abschnitt 2.2) und
Fνn(V ) (siehe Abschnitt 2.5) mit D
ν
θn
und Fνθn(V ) überein.
Zunächst geben wir einen Satz an, welcher ein Kriterium dafür bereit
stellt, dass kein virtuelles Niveau existiert.
Satz 2.6.4 (Verallgemeinerung von Satz 1.4(2) in [52] für n = 2). Sei ν ∈ R.
Für alle j ∈ Tn gelte, dass
(
ν,κj,θn(j)
)
nicht in MI liegt. Falls eine Funktion
R ∈ L∞(R+, rdr) + Ln(R+, rn−1dr) mit
V 6 R
(
| · |
)
ICN fast überall in Rn (2.6.30)
existiert, sodass:
(i) Für alle j ∈ Tn mit κ2j 6 ν2 + 1/4 und
(
ν,κj,θn(κj)
)
∈ MII es ein
q ∈ (1, 1+2Υ) gibt, sodass die rechte Seite von (2.6.10) mit Q := RICN
und W
ν,κj
θ,q (definiert in (2.6.11)) endlich ist;
(ii) Für alle j ∈ Tn mit κ2j 6 ν2 + 1/4 und
(
ν,κj,θn(κj)
)
∈MIII gilt, dass
R ∈ L∞(R+) und die rechte Seite von (2.6.12) mit Q := RICN endlich
ist;
dann existiert ein αc > 0, sodass für alle α ∈ [0, αc) der Operator Fνθn(αV )
kein negatives Spektrum hat. Die Bedingungen auf V sind für alle V ∈
C∞0
(
Rn
)
erfüllt.
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Für (n, ν) ∈
(
{2}× [0, 1/2)
)
∪
(
{3}× [
√
3/2, 1)
)
gibt die Anwendung von
Satz 2.6.4 zur Analyse der Existenz eines virtuellen Niveaus von Dνn eine
schwächere Aussage als Satz 2.5.2. Diese Behauptung folgt aus der nach-
folgenden Betrachtung. Nach Satz 2.6.4 gibt es für V := R
(
| · |
)
ICN mit R
radialsymmetrisch und nichtnegativ ein α > 0, sodass das negative Spektrum
von Fνn(αV ) leer ist, falls R ∈ L∞(R+, rdr) + Ln(R+, rn−1dr) und∫ ∞
0
Rq(r)rq−1dr <∞ für ein q ∈ (1, 1 + 2
√
(n− 1)2/4− ν2)
gilt. In diesem Fall gibt es aber R1 ∈ L∞(R+, rdr), R2 ∈ Ln(R+, rn−1dr) mit
R1, R2 > 0 und R = R1 +R2. Daher gilt∫
Rn
Sp
(
V+(x)
n
)
dx = N2n−1π
∫ ∞
0
(
R1(r) +R2(r)
)n
rn−1dr
6N22(n−1)π
(∥∥R1∥∥n−qL∞(R+,rdr) ∫ ∞
0
Rq1(r)r
q−1dr +
∫ ∞
0
Rn2 (r)r
n−1dr
)
<∞.
Dementsprechend impliziert (2.5.3) für eine größere Klasse von V , dass das
negative Spektrum von Fνn(αV ) für hinreichend kleine nichtnegative α leer
ist.
Eine Bedingung für die Existenz eines virtuellen Niveaus wird im nach-
folgenden Satz angegeben.
Satz 2.6.5 (Verallgemeinerung von Satz 1.4(1) in [52] für n = 2). Sei ν ∈ R.
Es existiere ein j ∈ Tn, sodass
(
ν,κj,θn(j)
)
∈ MI (definiert in Satz 2.6.2)
gelte.
(a) Dann hat Fνθ2(V ) ein nicht leeres negatives Spektrum, falls
Q(ρ) :=
1
2π
∫ 2π
0
(
V11(ρ cosϕ, ρ sinϕ) −iV12(ρ cosϕ, ρ sinϕ)eiϕ
iV21(ρ cosϕ, ρ sinϕ)e
−iϕ V22(ρ cosϕ, ρ sinϕ)
)
dϕ
(2.6.31)
die Bedingungen (2.6.8) und (2.6.9) mit (ν, κ, θ):=
(
ν,κj,θ2(j)
)
erfüllt.
(b) Für n = 3 wird in den Kugelkoordinaten (r, θ, φ) die 4× 4-Matrix V in
die folgenden vier 2× 2-Blockmatrizen
V (r cosφ sin θ, r sinφ sin θ, r cos θ) =:
(
VI,I(r, θ, φ) VI,II(r, θ, φ)
VII,I(r, θ, φ) VII,II(r, θ, φ)
)
(2.6.32)
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eingeteilt. Dann hat Fνθ3(V ) ein nicht leeres negatives Spektrum, falls
Qj(r) :=
∫ π
0
∫ 2π
0
Gj(r, θ, φ)dφ sin θ dθ (2.6.33)
mit
Gj :=
(
〈Ωj, QI,IΩj〉 〈Ωj, QI,IIΩ(j1+2j3,j2,−j3)〉
〈Ω(j1+2j3,j2,−j3), QII,IΩj
〉
〈Ω(j1+2j3,j2,−j3), QII,IIΩ(j1+2j3,j2,−j3)〉
)
(2.6.34)
die Bedingungen (2.6.8) und (2.6.9) mit (ν, κ, θ):=
(
ν,κj,θ3(j)
)
erfüllt.
Satz 2.6.5 impliziert das nachfolgende Korollar.
Korollar 2.6.6 (Korollar 1.5 in [52] und Satz I.7 in [50]).
(a) Für n = 2 sei Q definiert wie in (2.6.31). Falls die Bedingungen
‖Q‖C2×2 ∈ L1
(
R+,(1 + ρ2)dρ
)
,
∫ ∞
0
〈(
1
(−1)m
)
,
∣∣Q(ρ)∣∣( 1
(−1)m
)〉
C2
dρ <∞
und ∫ ∞
0
〈(
1
(−1)m
)
, Q(ρ)
(
1
(−1)m
)〉
C2
dρ > 0
für m = 0 oder m = 1 gelten, dann hat der Operator F
1/2
2 (V ) mindes-
tens einen negativen Eigenwert.
(b) Für n = 3 seien die Blockmatrizen von V in Kugelkoordinaten definiert
wie in (2.6.32). Zunächst werden die 2× 2-Matrixfunktionen
A(−1,−1)(r, θ, φ) :=
 〈(01), VI,I(01)〉 〈(0i), VI,II(e−iφ sin θ− cos θ )〉〈(
e−iφ sin θ
− cos θ
)
, VII,I
(
0
i
)〉 〈(
e−iφ sin θ
− cos θ
)
, VII,II
(
e−iφ sin θ
− cos θ
)〉
 ,
A(1,−1)(r, θ, φ) :=
 〈(10), VI,I(10)〉 〈( i0), VI,II( cos θeiφ sin θ)〉〈(
cos θ
eiφ sin θ
)
, VII,I
(
i
0
)〉 〈(
cos θ
eiφ sin θ
)
, VII,II
(
cos θ
eiφ sin θ
)〉
 ,
A(−1,1)(r, θ, φ) :=
〈(e−iφ sin θ− cos θ ), VI,I(e−iφ sin θ− cos θ )〉 〈(e−iφ sin θ− cos θ ), VI,II( 0−i)〉〈(
0
−i
)
, VII,I
(
e−iφ sin θ
− cos θ
)〉 〈(
0
1
)
, VII,II
(
0
1
)〉
 ,
A(1,1)(r, θ, φ) :=
〈( cos θeiφ sin θ), VI,I( cos θeiφ sin θ)〉 〈( cos θeiφ sin θ), VI,II(−i0 )〉〈(−i
0
)
, VII,I
(
cos θ
eiφ sin θ
)〉 〈(
1
0
)
, VII,II
(
1
0
)〉

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eingeführt, wobei Vp,q mit p, q ∈ {I, II} am Punkt (r, θ, φ) ausgewertet
wird. Für j ∈ {−1, 1}2 und r > 0 sei
Qj(r) :=
∫ π
0
∫ 2π
0
Aj(r, θ, φ)dφ sin θ dθ.
Falls für ein j ∈ {−1, 1}2 die Bedingungen
‖Qj‖C2×2 ∈ L1(R+, r2dr),
∫ ∞
0
〈( 1
j2
)
,
∣∣Qj(r)∣∣( 1
j2
)〉
dr <∞
(2.6.35)
und ∫ ∞
0
〈( 1
j2
)
, Qj(r)
(
1
j2
)〉
dr > 0 (2.6.36)
gelten, dann hat der Operator F13(V ) mindestens einen negativen Ei-
genwert.
Insbesondere hat F
(n−1)/2
n (vICN ) einen negativen Eigenwert für alle nicht
trivialen stetigen Funktionen v > 0, welche schnell bei unendlich abfallen.
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3 Beweise der Resultate
In Kapitel 2 sind Lemmata, Korollare und Sätze mit einer genauen Quellen-
angabe formuliert. Unter diesen Quellenangaben kann man auch die Beweise
dieser Resultate finden. In diesem Abschnitt führen wir diese Beweise in
modifizierter Form aus und geben zusätzlich bei umfangreicheren Beweisen
eine Beweisidee oder Gliederung des Beweises an. Dabei verwenden wir die
Definitionen, Notationen und Konventionen aus den Kapiteln 1 und 2.
3.1 Beweis von Satz 2.1.1
Mit der Beweistechnik von Satz 1 in [35] kann die Ungleichung λk 6 µk für
alle k ∈ N gezeigt werden. Daher muss nur noch die Ungleichung λk > µk
bewiesen werden. Dazu wird die Beweisidee verwendet, welche im Beweis von
Satz 1.1 in [18] benutzt wurde, aber es wird konsequent mit Formen anstatt
mit Operatoren gearbeitet. Dabei sind die verwendeten Argumente abstrakte
Versionen der Argumente in Abschnitt 4 in [19].
Zuerst führen wir die Sesquilinearformen
s := q + v auf D[q] (3.1.1)
und
s− : D− ×D− → C, s−[x−, y−] := −s[x−, y−] (3.1.2)
ein. Außerdem wird für u > a die Abbildung
mu : D− → [0,∞), mu[y−] := s−[y−] + u‖y−‖2 (3.1.3)
definiert. Nach (2.1.7) sind m
1/2
u äquivalente Normen in D−. Die Vervollständi-
gung von D− in H bezüglich m
1/2
a+1 wird mit D− bezeichnet und die eindeutige
stetige Fortsetzung von mu auf D− mit mu. Weil s− stetig bezüglich ma+1 ist,
existiert die eindeutige stetige Fortsetzung s− auf D−×D−. Zusätzlich wird
für x+ ∈ D+ und u > a die Abbildung
du,x+ : D− → R, du,x+(y−) := s[x+ + y−]− u‖x+ + y−‖2 (3.1.4)
eingeführt. Dann gilt für u > a und x+ ∈ D+
sup
y−∈D−
du,x+(y−) = sup
y−∈D−
(
s[x+]− u‖x+‖2 + 2 Re s[x+, y−]− mu[y−]
)
.
(3.1.5)
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Da die Normen m
1/2
u zueinander äquivalent sind, gilt
sup
y−∈D−
du,x+(y−) <∞ für u > a genau dann, wenn x+ ∈ S,
wobei
S :=
{
x+ ∈ D+ : sup
y−∈D−\{0}
∣∣s[x+, y−]∣∣
m
1/2
a+1[y−]
<∞
}
⊂ D+. (3.1.6)
Für x+ ∈ S und u > a kann s[x+, ·] zu einem linearen beschränkten Funk-
tional sx+ im Hilbertraum (D−, mu) fortgesetzt werden. Daher existiert nach
dem Satz von Riesz ein eindeutiger linearer Operator
Lu : S→ D− , sodass sx+(y−) = mu
[
Lux+, y−
]
für alle y− ∈ D− gilt.
(3.1.7)
Sei du,x+ die eindeutige stetige Fortsetzung von du,x+ auf D− für x+ ∈ S.
Nach (3.1.5) gilt
sup
y−∈D−
du,x+(y−) = s[x+]− u‖x+‖2 + mu
[
Lux+
]
− inf
y−∈D−
mu
[
Lux+ − y−
]
.
(3.1.8)
Daher ist Lux+ der eindeutige Maximierer in (3.1.8).
Lemma 3.1.1 (Lemma 4 in [51]).
λk = inf
VTeilraum vonS
dimV=k
sup
x∈(V⊕D−)\{0}
s[x]
‖x‖2
. (3.1.9)
Beweis. Falls es für x+ ∈ D+ \ {0} ein u ∈ (a,∞) gibt, sodass
sup
x−∈D−
s[x+ + x−]
‖x+ + x−‖2
< u
gilt, dann folgt aus (3.1.2) und (3.1.3)
0 > sup
y−∈D−
s[x+ + y−]− u‖x+ + y−‖2
‖x+ + y−‖2
>
1
‖x+‖2
sup
y−∈D−
du,x+(y−).
Aber dann gilt x+ ∈ S und daher ist die rechte Seite in (2.1.9) gleich der
rechten Seite in (3.1.9).
Für u > a definieren wir
gu : S→ R, gu[x+] := du,x+(Lux+); (3.1.10)
nu : S→ R, nu[x+] := ‖x+‖2 + ‖Lux+‖2. (3.1.11)
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Lemma 3.1.2 (Lemma 5 in [51]). Angenommen (2.1.6) und (2.1.7) sind
erfüllt. Für a < u < u′ gilt
‖ · ‖ 6 n1/2u′ 6 n
1/2
u 6
u′ − a
u− a
n
1/2
u′ , (3.1.12)
(u′ − u)nu′ ≤ gu − gu′ 6 (u′ − u)nu. (3.1.13)
Außerdem gilt für jedes u > a:
λ1 > u genau dann, wenn gu[x+] > 0 für alle x+ ∈ S \ {0}; (3.1.14)
λ1 > u genau dann, wenn gu[x+] > 0 für alle x+ ∈ S. (3.1.15)
Dies impliziert, dass die Bedingung (2.1.8) äquivalent ist zu:
(iii’) Für einige u > a ist gu[x+] > 0 für alle x+ ∈ S. (3.1.16)
Beweis. Zuerst führen wir
B#− : D− → (D−)∗, (B
#
−x−)(y−) := s−[x−, y−] (3.1.17)
und den Einbettungsoperator
J : H→ H∗, (Jx)(y) := 〈x, y〉 (3.1.18)
ein. Nun zeigen wir, dass
der Operator B#− + uJ : D− → (D−)∗ für alle u > a invertierbar ist.
(3.1.19)
Die Injektivität folgt aus (2.1.7). Für jedes f ∈ (D−)∗ gibt es ein cf > 0,
sodass
∣∣f(y)∣∣ 6 cfmu1/2(y) für alle y ∈ D− gilt. Daher existiert nach dem
Darstellungssatz von Riesz ein xu ∈ D−, sodass
f(y) = mu[xu, y] = s−[xu, y] + u〈xu, y〉
für alle y ∈ D− gilt. Dies impliziert f(y) =
(
(B#−+uJ)xu
)
(y) für alle y ∈ D−,
d. h., B#− + uJ : D− → (D−)∗ ist surjektiv.
Da s− eine dicht definierte, abgeschlossene und nach unten beschränkte
Sesquilinearform in H− ist, gibt es nach Friedrichs Fortsetzungssatz (siehe
Satz X.23 in [58]) einen selbstadjungierten Operator B− mit
D(B−) :=
{
x ∈ D− : Es gibt ein x̃ ∈ H−, (3.1.20)
sodass 〈x̃, y〉 = s−[x, y] für alle y ∈ D− gilt.
}
,
B−x := x̃ für x ∈ D(B−). (3.1.21)
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Aus (3.1.17) folgt
D(B−) =
{
x ∈ D− : B#−x ∈ H∗− ⊂ (D−)∗
}
,
J(B−x) = B
#
−x für alle x ∈ D(B−).
Für u′ > u > a folgt durch die Verwendung des Spektralsatzes wie in Lem-
ma 2.1 in [18] die Ungleichung∥∥(B− + u′)−1y∥∥ 6 ∥∥(B− + u)−1y∥∥ 6 u′ − a
u− a
∥∥(B− + u′)−1y∥∥
für alle y ∈ H−. Wegen der Dichtheit von H∗− in (D−)∗ folgt∥∥(B#− + u′J)−1y∥∥ 6 ∥∥(B#− + uJ)−1y∥∥ 6 u′ − au− a ∥∥(B#− + u′J)−1y∥∥ (3.1.22)
für alle y ∈ (D−)∗. Nun führen wir (Wiederhole (3.1.7))
S#+ : S→ (D−)∗, (S
#
+x+)(y−) := sx+(y−) (3.1.23)
ein. Nach (3.1.3), (3.1.17) und (3.1.19) erhalten wir
Lux+ = (B
#
− + uJ)
−1S#+x+.
Diese Relation setzen wir in (3.1.22) ein und schlussfolgern
‖Lu′x+‖ 6 ‖Lux+‖ 6
u′ − a
u− a
‖Lu′x+‖ für alle x+ ∈ S.
In Kombination mit (3.1.11) impliziert dies (3.1.12). Die verbliebenen Aus-
sagen können wie in Lemma 2.1 in [18] bewiesen werden, wobei jetzt die
Rolle von F+ durch S gespielt wird und wir (3.1.9) anstelle von (2.1.8) be-
nutzen.
Für u > a sei der Hilbertraum (X, nu) die Vervollständigung von (S, nu).
In diesem Zusammenhang sei erwähnt, dass nach Lemma 3.1.2 X in H+ liegt
und nicht von u abhängt.
Nach (3.1.15) gilt gu[x+] > 0 für alle x+ ∈ S, falls a < u 6 λ1. Auf der
anderen Seite erhalten wir für u > λ1 nach (3.1.13) und (3.1.12)
gu > gλ1 + (λ1 − u)nλ1 > (λ1 − u)
( u− a
λ1 − a
)2
nu.
Daher gilt für u > a
gu > −cunu, cu := max
{
0, (u− λ1)
( u− a
λ1 − a
)2}
.
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Jetzt definieren wir
hu : S −→ R, hu[x+] := gu[x+] + (cu + 1)nu[x+]. (3.1.24)
Nun wollen wir zeigen, dass h
1/2
u und h
1/2
u′ für u
′ > u > a äquivalente
Normen sind. Nach (3.1.13) und (3.1.12) gilt
gu 6 gu′ + (u
′ − u)nu 6 gu′ + (u′ − u)
(u′ − a
u− a
)2
nu′ .
Dies impliziert hu 6 gu′+(1+cu+u′−u)(u′−a)2(u−a)−2nu′ und die Existenz
einer Konstante c2(u, u
′), sodass hu 6 c2(u, u′)hu′ gilt. Nach Lemma 3.1.2
erhalten wir gu > gu′ + (u′−u)nu′ und dementsprechend hu > gu′ + (u′−u+
1+ cu′)nu′ , d. h., es gibt eine Konstante c1(u, u
′) > 0, sodass hu > c1(u, u′)hu′
gilt. Daher sind die Normen äquivalent.
Für u > a sei der Hilbertraum Gu = (G, hu) die Vervollständigung von
(S, hu). In diesem Zusammenhang sei erwähnt, dass G ⊂ X nicht von u
abhängt.
Die Fortsetzung von gu auf G wird mit gu bezeichnet. Diese ist eine
abgeschlossene, halbbeschränkte quadratische Form mit dem Definitionsbe-
reich G. Nach Friedrichs Fortsetzungssatz gibt es einen eindeutigen selbst-
adjungierten Operator Tu : D(Tu) ⊂ X → X mit D(|Tu|
1
2 ) = G, sodass
gu[x+] = nu[x+, Tux+] für alle x+ ∈ D(Tu) gilt und S ein determinierender
Bereich von |Tu|
1
2 ist.
Das nachfolgende Lemma ist eine einfache Folgerung aus Courants Mini-
max-Prinzip.
Lemma 3.1.3 (Lemma 6 in [51]). Sei T ein selbstadjungierter und nach
unten beschränkter Operator im Hilbertraum X mit der zugehörigen Sesqui-
linearform t. Wir definieren
lk(T ) := inf
YTeilraum vonD[t]
dimY=k
sup
x∈Y\{0}
t[x]
‖x‖2X
, (3.1.25)
wk(T ) := Mächtigkeit von
{
k′ > 1, lk′(T ) = lk(T )
}
(3.1.26)
und
T# : D[t]→ D[t]∗, (T#z)(v) := t[z, v] für alle v, z ∈ D[t]. (3.1.27)
Falls lk(T ) < inf σess(T ), dann ist lk(T ) ein Eigenwert von T mit Multiplizität
wk(T ). Daraus folgt, dass für einen determinierenden Bereich C von t eine
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Folge (Zl)l∈N von Teilmengen von C mit dimZl = wk(T ) existiert, sodass
(Wiederhole (3.1.18))
sup
z∈Zl
‖z‖X=1
∥∥∥(T# − lk(T )J)z∥∥∥
D[t]∗
→ 0 für l→∞ (3.1.28)
gilt.
Durch die Anwendung von Lemma 3.1.3 erhalten wir
lk(Tu) = inf
VTeilraum vonG
dimV=k
sup
x+∈V\{0}
gu[x+]
nu[x+]
,
wk(Tu) = Mächtigkeit von {k′ > 1, lk′(Tu) = lk(Tu)}.
Falls lk(Tu) < inf σess(Tu), dann ist lk(Tu) ein Eigenwert von Tu mit Multi-
plizität wk(Tu). Wie in Lemma 3.1.3 definieren wir für u > a
T#u : Gu → G∗u, (T#u z)(w) := gu[z, w] für alle w, z ∈ G. (3.1.29)
Genau wie im Beweis von Lemma 2.2 in [18] kann man unter der Verwendung
von (3.1.9) das nachfolgende Lemma beweisen.
Lemma 3.1.4 (Lemma 7 in [51]). Seien (2.1.6), (2.1.7) und (2.1.8) erfüllt.
Dann ist λk für jedes k > 1 in (a,∞) die eindeutige Lösung der nichtlinearen
Gleichung
lk(Tλ) = 0. (3.1.30)
Daher gilt λk = λk′ genau dann, wenn lk′(Tλk) = 0. Sei
wk := Mächtigkeit von {k′ > 1 : λk = λk′}. (3.1.31)
Dann impliziert Lemma 3.1.3 die Existenz einer Folge von Teilräumen (Zl)l∈N
von S mit dimZl = wk für alle l > 1 und
sup
x+∈Zl
nλk [x+]=1
‖T#λkx+‖G∗λk → 0 für l→∞. (3.1.32)
Nach (2.1.7), (3.1.2) und (3.1.3) gilt (u− a)‖y−‖2 6 mu[y−] für alle y− ∈
D−. Daher folgt aus (2.1.4)∣∣s[x, y−]∣∣ 6 (u− a)−1/2‖Bx‖m1/2u [y−] für alle y− ∈ D−, x ∈ D(B).
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Wir erhalten daher für x ∈ D(B), y− ∈ D−∣∣s[Λ+x, y−]∣∣ 6 ∣∣s[x, y−]∣∣+ ∣∣s[Λ−x, y−]∣∣
6 (u− a)−1/2‖Bx‖m1/2u [y−] +
∣∣mu[Λ−x, y−]∣∣+ |u〈Λ−x, y−〉|
6
(
‖Bx‖√
u− a
+ m1/2u [Λ−x] +
|u|√
u− a
‖Λ−x‖
)
m1/2u [y−].
Daraus folgt
Λ+D(B) ⊂ S. (3.1.33)
Sei x+ ∈ S und y+ ∈ Λ+D(B). Nach (3.1.29) gilt
(T#λkx+)(y+) = gλk [x+, y+]. (3.1.34)
Aus (3.1.10), (3.1.4) und (3.1.7) erhalten wir
gλk [x+] = s[x+]− λk‖x+‖2 + 2sx+(Lλkx+)− s−[Lλkx+]− λk‖Lλkx+‖2
(3.1.35)
für alle x+ ∈ S.
Für u > a definieren wir (Wiederhole (3.1.7))
Eu : S⊕D− → D−, Eux := LuΛ+x− Λ−x. (3.1.36)
Sei x = x+⊕x− ∈ S⊕D− und y = y+⊕y− ∈
(
Λ+D(B)⊕Λ−D(B)
)
∩D(B).
Wegen (3.1.34) und (3.1.35) folgt:
(T#λkx+)(y+)
= s[x+, y+]− λk〈x+, y+〉+ 2sx+(Lλky+)− s−[Lλkx+, Lλky+]
− λk〈Lλkx+, Lλky+〉
= s[x, y]− s[x−, y]− s[x+, y−] + 2sx+(Lλky+)− s−[Lλkx+, Lλky+]
− λk〈x+ + Lλkx+, y+ + Lλky+〉.
(3.1.37)
Außerdem gilt
sy+(x−) = s[y+, x−] = s[y, x−]− s[y−, x−] = 〈By, x−〉+ s−[y−, x−].
Daraus folgt, dass die Relation
sy+(x−) = 〈By, x−〉+ s−[y−, x−] (3.1.38)
auch für x− ∈ D− gelten muss. Außerdem gilt wegen (3.1.7)
sx+(Lλky+) = mλk [Lλkx+, Lλky+] = sy+(Lλkx+).
39
3 BEWEISE DER RESULTATE
Dies zusammen mit (3.1.38) impliziert
2sx+(Lλky+)− s[x+, y−]
=sy+(Lλkx+) +
(
sx+(Lλky+)− sx+(y−)
)
= sy+(Lλkx+) + sx+(Lλky+ − y−)
=〈Lλkx+, By〉+ s−[Lλkx+, y−] + sx+(Eλky). (3.1.39)
Setzt man nun (3.1.39) in (3.1.37) ein und benutzt (3.1.36), so erhalten wir
(T#λkx+)(y+) = 〈x+ Eλkx, (B − λk)y〉
+ sx+(Eλky)− s−(Lλkx+, Eλky)− λk〈Lλkx+, Eλky〉.
Wegen (3.1.7) und (3.1.3) kürzen sich alle Terme in der letzten Zeile gegen-
seitig. Daher schlussfolgern wir
(T#λkx+)(y+) = 〈x+ + Lλkx+, (B − λk)y〉. (3.1.40)
Nun schätzen wir hλk ab. Wegen (3.1.33) und (3.1.24) erhalten wir
hλk [y+] = (cλk + 1)nλk [y+] + gλk [y+]. (3.1.41)
Nach (3.1.29) und (3.1.40) gilt∣∣gλk [y+]∣∣ = ∣∣(T#λky+)(y+)∣∣
=
∣∣〈(1 + Lλk)y+, (B − λk)y〉∣∣
=
∣∣〈y + Eλky, (B − λk)y〉∣∣
6 ‖y + Eλky‖
∥∥(B − λk)y∥∥
6
(
1 + |λk|
)
‖y + Eλky‖‖y‖D(B).
(3.1.42)
Hier ist
‖y‖D(B) :=
(
‖By‖2 + ‖y‖2
)1/2
die Graphnorm von B.
Wegen (3.1.38), (3.1.7) und (3.1.3) erhalten wir
〈By,Eλky〉+ s−[y−, Eλky] = s−[Lλky+, Eλky] + λk〈Lλky+, Eλky〉.
Mit (3.1.36), (3.1.2) und (2.1.7) impliziert dies∥∥(B − λk)y∥∥‖Eλky‖ > ∣∣〈(B − λk)y, Eλky〉∣∣ > (λk − a)‖Eλky‖2. (3.1.43)
Durch das Einsetzen von (3.1.43) in (3.1.42) erhalten wir∣∣gλk [y+]∣∣ 6 (1 + |λk|)(1 + 1 + |λk|λk − a
)
‖y‖2D(B). (3.1.44)
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Nach (3.1.11), (3.1.36) und (3.1.43) gilt
nλk [y+] = ‖y+ + Lλky+‖2 = ‖y + Eλky‖2 6
(
1 +
1 + |λk|
λk − a
)2
‖y‖2D(B).
(3.1.45)
Durch das Einsetzen von (3.1.44) und (3.1.45) in (3.1.41) finden wir eine
Konstante c(λk, a) > 0, sodass
h
1/2
λk
[y+] 6 c(λk, a)‖y‖D(B) (3.1.46)
gilt. Für y+ ∈ (Λ+D(B)) \ {0} erhalten wir mit (3.1.40) und (3.1.46)∣∣(T#λkx+)(y+)∣∣
h
1/2
λk
(y+)
>
∣∣〈x+ + Lλkx+, (B − λk)y〉∣∣
c(λk, a)‖y‖D(B)
. (3.1.47)
Aus (3.1.33) folgt für x+ ∈ Gλk
‖T#λkx+‖G∗λk > supy+∈(Λ+D(B))\{0}
∣∣(T#λkx+)(y+)∣∣
h
1/2
λk
[y+]
.
Zusammen mit (3.1.32) ergibt dies
sup
x+∈Zl
nλk [x+]=1
sup
y+∈(Λ+D(B))\{0}
∣∣(T#λkx+)(y+)∣∣
h
1/2
λk
[y+]
→ 0 für l→∞.
Daher erhalten wir mit (3.1.47)
sup
x+∈Zl
nλk [x+]=1
sup
y∈D(B)\{0}
∣∣〈x+ + Lλkx+, (B − λk)y〉∣∣
‖y‖D(B)
→ 0 für l→∞. (3.1.48)
Wir zeigen nun, dass entweder λk ∈ σess(B) ∩ (a,∞) gilt oder λk ein
Eigenwert von B in (a,∞) mit Multiplizität größer oder gleich wk ist. Dazu
definieren wir
Z̃l := (1 + Lλk)Zl. (3.1.49)
Da wir wissen, dass dimZl = wk gilt, folgt
dim Z̃l = wk. (3.1.50)
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Die Relationen (3.1.48) und (3.1.50) implizieren die Existenz einer Folge
(x̃
(l̃)
l )l∈N ⊂ H, l̃ ∈ {1, 2, ..., wk}, sodass {x̃
(1)
l , ..., x̃
(wk)
l } ein Orthonormalsys-
tem in H für alle l ∈ N ist und
lim
l→∞
sup
y∈D(B)\{0}
∣∣〈x̃(l̃)l , (B − λk)y〉∣∣
‖y‖D(B)
= 0 für alle l̃ ∈ {1, 2, ..., wk}
gilt. Weil D(B) dicht in H bezüglich ‖ · ‖ ist, können wir ohne Beschränkung
der Allgemeinheit annehmen, dass (x̃
(l̃)
l )l∈N ⊂ D(B) für alle l̃ ∈ {1, 2, ..., wk}
gilt. Aus ‖y‖D(B) =
∥∥(B + i)y∥∥ und H = (B + i)D(B) schlussfolgern wir
lim
l→∞
sup
y∈H\{0}
‖y‖=1
∣∣〈(B − i)−1(B − λk)x̃(l̃)l , y〉∣∣ = 0 für alle l̃ ∈ {1, 2, ..., wk},
d. h. lim
l→∞
(B− i)−1(B− λk)x̃(l̃)l = 0 für alle l̃ ∈ {1, 2, ..., wk}. Falls λk /∈ σ(B),
dann ist (B−λk)−1(B− i) ein beschränkter Operator und daher erhalten wir
für l̃ ∈ {1, 2, ..., wk} den Widerspruch
1 = ‖x̃(l̃)l ‖ 6
∥∥(B − λk)−1(B − i)∥∥∥∥(B − i)−1(B − λk)x̃(l̃)l ∥∥→ 0 für l→∞.
Daher gilt entweder λk ∈ σess(B)∩ (a,∞) oder λk ∈ (a,∞) ist ein Eigenwert
von B mit Multiplizität größer oder gleich wk. Dies impliziert λk > µk für
alle k ∈ {1, . . . , w1}. Per Induktion schlussfolgern wir λk > µk für alle k > 1.
3.2 Beweis von Satz 2.1.2
Der Beweis erfolgt durch eine Anwendung von Satz 2.1.1. Dabei sei q := dMn
und Λ± hänge davon ab, ob Teil (a) oder (b) des Satzes bewiesen werden
soll. In Teil (a) ist Λ± gleich Tn,±, welcher der Projektor auf die oberen
beziehungsweise unteren N/2 Komponenten des N -komponentigen Spinors
ist, d. h.
Tn,+
(
χ
ψ
)
=
(
χ
0
)
, Tn,−
(
χ
ψ
)
=
(
0
ψ
)
für χ, ψ ∈ L2(Rn;CN/2).
Für den Beweis von Teil (b) wählen wir Λ± = P
M
n,±. Dass D
M
n (V ) die Rolle
von B spielt, wird in Abschnitt 3.2.1 bewiesen.
Da die Annahmen (2.1.6) und (2.1.7) von Satz 2.1.1 für beide Minimax-
Prinzipien offenbar erfüllt sind, muss nur noch (2.1.8) überprüft werden.
Dies geschieht für das Talman-Minimax-Prinzip in Abschnitt 3.2.3 und für
das Esteban-Séré-Minimax-Prinzip in Abschnitt 3.2.4. Die dazu benötigten
Hilfsmittel werden in Abschnitt 3.2.2 entwickelt.
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3.2.1 Überprüfung von (2.1.4) und (2.1.5)
Dass (2.1.4) und (2.1.5) mit q = dMn und B = D
M
n (V ) gelten, folgt aus
Satz 2.1 in [54] und dem nachfolgenden Lemma.
Lemma 3.2.1 (Lemma 9 in [53]). Seien V ∈ P(n−1)/2n und M > 0. Dann ist
die quadratische Form v von V eine Formstörung von DMn (0) im Sinn von
Definition 2.1 in [54].
Beweis. Der Operator V ist DMn (0) formbeschränkt nach der Herbst-Unglei-
chung (siehe Satz 2.5 in [39]). Außerdem gilt die Ungleichung
‖r−1/2DMn (0)−1r−1/2‖ 6 2/(n− 1).
Diese ist für n = 3 in [42] bewiesen. Dieselben Argumente können auch für
n = 2 verwendet werden (siehe Schritt 1 im Beweis von Satz 1 in [13]). Daher
erhalten wir
‖V 1/2DMn (0)−1V 1/2‖ 6 ‖V 1/2r1/2‖2 · ‖r−1/2DMn (0)−1r−1/2‖ < 1.
Dann ist durch die Neumann-Reihe ein beschränktes Inverses von
1+V 1/2DMn (0)
−1V 1/2 gegeben. Nun folgt die Behauptung aus Satz 2.2 in [54]
mit A := DMn (0) und t := 0.
3.2.2 Drehimpulskanalzerlegung im Impulsraum
Die Fourier-Transformation verbindet die quantenmechanische Beschreibung
eines Teilchens im Zustands- und Impulsraum. Wir bezeichnen mit Fn die
unitäre Fourier-Transformation in L2(Rn), welche für ψ ∈ L1(Rn) ∩ L2(Rn)
durch
Fnψ :=
1
(2π)n/2
∫
Rn
e−i〈·,x〉ψ(x)dx (3.2.1)
definiert ist.
Die Drehimpulskanalzerlegung in n Dimensionen wurde bereits zu Beginn
von Abschnitt 2.6.5 eingeführt. Zusätzlich definieren wir nun die Teilmengen
T±n von Tn:
Tan :=

2Z für n = 2, a = +;
2Z + 1 für n = 2, a = −;
{(l,m, s) ∈ T3 : s = ±1/2} für n = 3, a = ±.
(3.2.2)
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An dieser Stelle sei darauf hingewiesen, dass l ∈ N aus (l,m,−1/2) ∈ T−3
folgt.
Außerdem führen wir die bijektiven Abbildungen
T2 : T2 → T2, T2k := k + 1 (3.2.3)
und
T3 : T3 → T3, T3(l,m, s) := (l + 2s,m,−s) (3.2.4)
ein. Mit der Hilfe von (2.6.20) und (2.6.21) definieren wir den unitären Ope-
rator
Qn : L2(Rn;CN/2)→
⊕
j∈Tn
L2(R+), ψ 7→
⊕
j∈Tn
ψj. (3.2.5)
Das nachfolgende Lemma ist in Abschnitt 2 in [2] formuliert, wobei diese
Formulierung für n = 2 auf Lemma 2.1 und Lemma 2.2 in [4] basiert.
Lemma 3.2.2. Sei j ∈ N0 ∪ (N0− 1/2). Auf (1,∞) definieren wir die Funk-
tion
Qj(z) := 2
−j−1
∫ 1
−1
(1− t2)j(z − t)−j−1 dt, (3.2.6)
welche auch als Legendre-Funktion der zweiten Art (siehe Abschnitt 15.3
in [85]) bekannt ist. Mit qj bezeichnen wir eine Sesquilinearform, die auf
L2
(
R+, (1 + p2)1/2dp
)
× L2
(
R+, (1 + p2)1/2dp
)
durch
qj[f, g] := π
−1
∫ ∞
0
∫ ∞
0
f(p)Qj
(
1
2
(q
p
+
p
q
))
g(q) dq dp (3.2.7)
gegeben ist. Dann gilt für ζ, η ∈ H1/2(Rn) die Relation
∫
Rn
ζ(x) · η(x)
|x|
dx =

∑
k∈T2
q|k|−1/2
[
(F2ζ)k, (F2η)k
]
falls n = 2,∑
(l,m,s)∈T3
ql
[
(F3ζ)(l,m,s), (F3η)(l,m,s)
]
falls n = 3.
(3.2.8)
Als Nächstes wird die Darstellung des Operators D0n(0) in Drehimpuls-
kanalzerlegung im Impulsraum untersucht. Dazu werden die unitären Trans-
formationen verwendet, welche in (2.6.22) und (2.6.23) definiert wurden.
Lemma 3.2.3 (Lemma 8 in [53]). Es gilt die Relation
(AnFn)∗
(⊕
j∈Tn
(
0 (·)
(·) 0
))(
AnFn
)
= D0n(0). (3.2.9)
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Beweis. Durch eine Rechnung in Polarkoordinaten und Relation 2.1.28 in [2]
bestätigt man, dass
σ · x =
(
0 e−iϕρ
eiϕρ 0
)
für x ∈ R2, (3.2.10)
σ · x
|x|
Ωl,m,s = Ωl+2s,m,−s für x ∈ R3 und (l,m, s) ∈ T3 (3.2.11)
gelten. Da die Menge C∞0 (Rn;CN) dicht in H1(Rn;CN) ist, genügt es mit
ψ ∈ C∞0 (R2;C2) und ζ ∈ C∞0 (R3;C4) zu arbeiten. Außerdem überführt die
Fourier-Transformation Differentialoperatoren in Multiplikationsoperatoren,
d. h.:
〈ψ,D02(0)ψ〉 = 〈F2ψ,σ · pF2ψ〉, (3.2.12)
〈ζ,D03(0)ζ〉 = 〈F3ζ,α · pF3ζ〉. (3.2.13)
Hier bezeichnen wir mit p den Multiplikationsoperator mit der unabhängigen
Variablen in L2(Rn, dp).
Jetzt zeigen wir (3.2.9) für n = 3. Wir erhalten durch die Darstellung (2.6.19)
des oberen und unteren Bispinors von F3ζ und der Notation, welche in
(2.6.24) eingeführt wurde, dass die rechte Seite von (3.2.13) gleich
2
∑
(l′,m′,s′)∈T3
(l,m,s)∈T3
Re
(〈
|p|−1
(
F3ζ
)+
(l′,m′,s′)
Ωl′,m′,s′ , (σ · p)|p|−1
(
F3ζ
)−
(l,m,s)
Ωl,m,s
〉)
(3.2.14)
ist. Durch die Anwendung von (3.2.11), (2.6.23) und (3.2.1) erhalten wir,
dass der Ausdruck in (3.2.14) gleich
2
∑
(l,m,s)∈T3
Re
(〈(
F3ζ
)+
(l+2s,m,−s), (·)
(
F3ζ
)−
(l,m,s)
〉)
=
∑
(l,m,s)∈T3
〈( (
F3ζ
)+
(l,m,s)(
F3ζ
)−
T3(l,m,s)
)
,
(
0 (·)
(·) 0
)( (F3ζ)+(l,m,s)(
F3ζ
)−
T3(l,m,s)
)〉
=
〈
A3F3ζ,
( ⊕
(l,m,s)∈T3
(
0 (·)
(·) 0
))
A3F3ζ
〉
(3.2.15)
ist. Daher ist die Behauptung von Lemma 3.2.3 eine Konsequenz aus (3.2.13),
(3.2.14) und (3.2.15).
In analoger Art und Weise erhalten wir für n = 2 die Relation (3.2.9), d. h.,
wir ersetzen die obere und untere Komponente von F2ψ in (3.2.12) durch die
Darstellung (2.6.18) und führen eine Rechnung aus, welche (3.2.10) verwen-
det.
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3.2.3 Überprüfung von (2.1.8) für das Minimax-Prinzip von Tal-
man
Es ist ausreichend einen Operator Ln : H
1/2(Rn;CN/2) → H1/2(Rn;CN/2) zu
finden, sodass
inf
χ∈H1/2(Rn;CN/2)\{0}
dMn
[(
χ
Lnχ
)]
+ v
[(
χ
Lnχ
)]∥∥( χ
Lnχ
)∥∥2 > −M
gilt. Nun geben wir in drei Schritten eine explizite Konstruktion von Ln an
und zeigen, dass Ln diese Bedingung erfüllt. Für k ∈ T2 und (l,m, s) ∈ T3
definieren wir im ersten Schritt verschiedene Konstanten:
cn := 4(n− 1)−1
Γ(n+1
4
)2
Γ(n−1
4
)2
, (3.2.16)
c2,k :=
{
c−12 für k ∈ T−2 ,
c2 für k ∈ T+2 ,
(3.2.17)
c3,(l,m,s) := c
2s
3 . (3.2.18)
Im zweiten Schritt definieren wir den Operator Rn
Rn :
⊕
j∈Tn
L2(R+)→
⊕
j∈Tn
L2(R+),
⊕
j∈Tn
ψj 7→
⊕
j∈Tn
cn,jψT−1n j. (3.2.19)
Abschließend definieren wir
Ln := (QnFn)∗Rn(QnFn). (3.2.20)
Die gewünschten Eigenschaften von Ln folgen aus dem nachfolgenden Lem-
ma.
Lemma 3.2.4 (Lemma 10 in [53]). Sei χ ∈ H1/2(Rn;CN/2), dann ist Lnχ ∈
H1/2(Rn;CN/2) und die Ungleichung
M
c2n − 1
c2n + 1
∥∥∥∥( χLnχ
)∥∥∥∥2 6 dMn [( χLnχ
)]
− n− 1
2
∫
Rn
1
|x|
∣∣∣∣( χ(x)(Lnχ)(x)
)∣∣∣∣2dx
(3.2.21)
gilt.
Beweis. Da
H1/2(Rn) = {ψ ∈ L2(Rn) : (1 + | · |2)1/4Fnψ ∈ L2(Rn)}
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gilt, folgt aus der Unitarität von Qn
H1/2(Rn) = {ψ ∈ L2(Rn) :
⊕
j∈Tn
(1 + (·)2)1/4
(
Fnψ
)
j
∈
⊕
j∈Tn
L2(R+)}. (3.2.22)
Wir beobachten, dass Rn beschränkt ist, was zusammen mit (3.2.22) und
(3.2.20) impliziert, dass Lnχ ∈ H1/2(Rn) gilt.
Nun definieren wir die quadratische Form p auf L2(R+, (1 + p2)1/2dp) durch
p[υ] :=
∞∫
0
p|υ(p)|2dp.
Für den Beweis von (3.2.21) wiederholen wir, dass die quadratische Form
(3.2.7) die Ungleichungen
qk+1/2[ζ] 6 qk−1/2[ζ],
qk+1[ζ] 6 qk[ζ],
q0[ζ] 6 c
−1
3 p[ζ], q1[ζ] 6 c3p[ζ],
q−1/2[ζ] 6 2c
−1
2 p[ζ], q1/2[ζ] 6 2c2p[ζ]
(3.2.23)
für k ∈ N0 und ζ ∈ L2(R+, (1 + p2)1/2dp) erfüllt [4, 27].
Nach Lemma 3.2.2 erhalten wir∫
Rn
|χ(x)|2
|x|
dx =

∑
k∈T2
q|k|−1/2
[
(F2χ)k
]
falls n = 2,∑
(l,m,s)∈T3
ql
[
(F3χ)(l,m,s)
]
falls n = 3,
(3.2.24)
und nach (3.2.17) - (3.2.20)∫
Rn
|(Lnχ)(x)|2
|x|
dx
=

∑
k∈T+2
c22q|k|− 1
2
[
(F2χ)k−1
]
+
∑
k∈T−2
c−22 q|k|− 1
2
[
(F2χ)k−1
]
falls n = 2,∑
(l,m, 1
2
)∈T+3
c23ql
[
(F3χ)(l+1,m,− 1
2
)
]
+
∑
(l,m,− 1
2
)∈T−3
c−23 ql
[
(F3χ)(l−1,m, 1
2
)
]
falls n = 3.
(3.2.25)
An dieser Stelle wiederholen wir, dass l ∈ N aus (l,m, s) ∈ T−3 folgt. Daher
impliziert (3.2.23), dass die rechte Seite von (3.2.24) durch
2(n− 1)−1
∑
j∈T+n
c−1n p
[
(Fnχ)j
]
+
∑
j∈T−n
cnp
[
(Fnχ)j
] (3.2.26)
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abgeschätzt werden kann und die rechte Seite von (3.2.25) durch
2(n− 1)−1
∑
j∈T+n
cnp
[
(Fnχ)T−1n j
]
+
∑
j∈T−n
c−1n p
[
(Fnχ)T−1n j
] . (3.2.27)
Wegen Tn(T
±
n ) = T
∓
n schlussfolgern wir, dass (3.2.27) gleich (3.2.26) ist. Dies
zusammen mit der Relation
(FnLnχ)Tnj = cn,Tnj(Fnχ)j für alle j ∈ Tn
impliziert
n− 1
2
∫
Rn
1
|x|
∣∣∣∣( χ(x)(Lnχ)(x)
)∣∣∣∣2dx 6∑
j∈Tn
∫
R+
〈( (
Fnχ
)
j
(p)(
FnLnχ
)
Tnj
(p)
)
,
(
0 p
p 0
)( (Fnχ)j(p)(
FnLnχ
)
Tnj
(p)
)〉
C2
dp.
(3.2.28)
Eine Rechnung, welche (3.2.17) - (3.2.20) benutzt, liefert〈(
χ
Lnχ
)
,
(
ICN/2 0
0 ∓ICN/2
)(
χ
Lnχ
)〉
=
(
1∓ c−2n
) ∑
j∈T+n
‖
(
Fnχ
)
j
‖2 +
(
1∓ c2n
) ∑
j∈T−n
‖
(
Fnχ
)
j
‖2.
(3.2.29)
Nach Lemma 3.2.3 wissen wir, dass die rechte Seite der Relation (3.2.28) plus
M mal der Minusfall von der linken Seite von (3.2.29) gleich dMn
[(
χ
Lnχ
)]
ist.
Daher erhalten wir (3.2.21) durch (3.2.28) und (3.2.29).
3.2.4 Überprüfung von (2.1.8) für das Minimax-Prinzip von Este-
ban und Séré
Es genügt GMn : P
M
n,+H
1/2(Rn;CN)→ PMn,−H1/2(Rn;CN) zu finden, sodass
inf
χ∈PMn,+H1/2(Rn;CN )\{0}
dMn
[
χ+GMn χ
]
+ v
[
χ+GMn χ
]∥∥χ+GMn χ∥∥2 > −M (3.2.30)
gilt. Im nachfolgenden Lemma beweisen wir, dass eine mögliche Wahl von
GMn gleich
GMn := (AnFn)∗EMn (AnFn) (3.2.31)
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mit
EMn :
⊕
j∈Tn
L2(R+;C2)→
⊕
j∈Tn
L2(R+;C2), (3.2.32)
⊕
j∈Tn
Ψj 7→
⊕
j∈Tn
M − cn,j(·) +
√
M2 + (·)2
cn,jM + (·) + cn,j
√
M2 + (·)2
(
0 −1
1 0
)
Ψj
(3.2.33)
ist.
Lemma 3.2.5 (Lemma 11 in [53]). Sei χ ∈ PMn,+H1/2(Rn;CN). Es gilt
GMn χ ∈ PMn,−H1/2(Rn;CN) und die Relation
Ln(χ+G
M
n χ)1 = (χ+G
M
n χ)2. (3.2.34)
Hinweis 3.2.6. Mit Lemma 3.2.4 und der Relation (3.2.34) schlussfolgern
wir (3.2.30).
Beweis von Lemma 3.2.5. Nach Lemma 3.2.3 gilt ψ ∈ PMn,±H1/2(Rn;CN) ge-
nau dann, wenn es ein
⊕
j∈Tn
ζj ∈
⊕
j∈Tn
L2(R+, (1 + p2)1/2dp) gibt, sodass
(
AnFnψ
)
j
(p) =

ζj(p)
(
1
p
M+
√
M2+p2
)
”+” Fall,
ζj(p)
( −p
M+
√
M2+p2
1
)
”-” Fall,
(3.2.35)
für jedes j ∈ Tn und p ∈ R+ gilt. Daraus folgt GMn χ ∈ PMn,−H1/2(Rn;CN).
Wegen (3.2.35),(3.2.32) gibt es ein
⊕
j∈Tn
υj ∈
⊕
j∈Tn
L2(R+, (1+p2)1/2dp), sodass
(
AnFnχ
)
j
(p) = υj(p)
(
1
p
M+
√
M2+p2
)
und(
(I + EMn )AnFnχ
)
j
=
(
υ̃Mj
cn,Tnj υ̃
M
j
)
mit
υ̃Mj (p) :=
cn,j
(
p2 + (M +
√
M2 + p2)2
)
(M +
√
M2 + p2)(cn,jM + p+ cn,j
√
M2 + p2)
υj(p) für p ∈ R+
(3.2.36)
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für jedes j ∈ Tn gilt. Deshalb erhalten wir mit (3.2.31),(3.2.19) und (3.2.20)
die Relation
χ+GMn χ = (AnFn)∗
⊕
j∈Tn
(
υ̃Mj
cn,Tnj υ̃
M
j
)
=
 (QnFn)∗
⊕
j∈Tn
υ̃Mj
Ln(QnFn)∗
⊕
j∈Tn
υ̃Mj
 .
Daher haben wir die Relation (3.2.34) bewiesen.
3.3 Beweis von Satz 2.2.1
Weil C∞0 (Rn \ {0};CN/2) dicht in H1(Rn;CN/2) ist und die rechte Seite von
(2.2.1) stetig in der Graphnorm von
√
−∆ ist (siehe Satz 2.5 in [39]), können
wir χ ∈ C∞0 (Rn \ {0};CN/2) \ {0} annehmen.
Durch die Anwendung von Satz 2.1.2 (a) erhalten wir
λ(v) 6 sup
ψ∈H1(Rn\{0};CN/2)
IMn,v,χ(ψ) mit (3.3.1)
IMn,v,χ : H
1(Rn \ {0};CN/2)→ R, (3.3.2)
IMn,v,χ(ψ) :=
〈(
χ
ψ
)
,
(
(M + v)ICN/2 K∗n
Kn (−M + v)ICN/2
)(
χ
ψ
)〉
∥∥∥∥(χψ
)∥∥∥∥2 . (3.3.3)
In (3.3.1) wird das Supremum über H1(Rn \ {0};CN/2) berechnet und
nicht über H1/2(Rn;CN/2). Dies kann durch die DMn (0) Formbeschränktheit
von vICN (siehe Lemma 3.2.1) und die Dichtheit von H1(Rn \ {0};CN/2) in
H1/2(Rn;CN/2) gerechtfertigt werden.
Daher folgt der Beweis von Satz 2.2.1 im Wesentlichen aus dem nachfolgenden
Lemma.
Lemma 3.3.1 (Lemma 13 in [53]). Wir definieren
JMn,v,χ : (−M,∞)→ R,
JMn,v,χ(λ) :=
∫
Rn
(
|Knχ(x)|2
M + λ− v(x)
+
(
M − λ+ v(x)
)
|χ(x)|2
)
dx.
Seien λ ∈ (−M,∞), χ ∈ C∞0 (Rn \ {0};CN/2) \ {0} und JMn,v,χ(λ) 6 0. Dann
gilt
sup
ψ∈H1(Rn\{0};CN/2)
IMn,v,χ(ψ) 6 λ.
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Beweis. Zuerst führen wir
ψMn,v,χ : (−M,∞)→ H1(Rn \ {0};CN/2), ψMn,v,χ(λ) :=
Knχ
M + λ− v
(3.3.4)
ein. Für jedes ζ ∈ H1(Rn \ {0};CN/2) gilt(
IMn,v,χ
(
ψMn,v,χ(λ) + ζ
)
− λ
)(
‖χ‖2 + ‖ψMn,v,χ(λ) + ζ‖2
)
= JMn,v,χ(λ) + 2 Re〈ζ,Knχ− (M + λ− v)ψn,v,χ(λ)〉+
〈Knχ− (M + λ− v)ψMn,v,χ(λ), ψMn,v,χ(λ)〉 − 〈ζ, (M + λ− v)ζ〉 6 JMn,v,χ(λ).
Daraus schließen wir die Behauptung.
Aus Lemma 3.3.1 und (3.3.1) erhalten wir
JMn,v,χ
(
λ(v)− ε
)
> 0 für ε ∈
(
0,M + λ(v)
)
. (3.3.5)
Mit ε↘ 0 in (3.3.5) schlussfolgern wir Satz 2.2.1.
3.4 Beweis von Satz 2.2.3
Da der Unterschied zwischen Dν,Mn und D
ν
n beschränkt ist, können wir ohne
Beschränkung der Allgemeinheit M > 0 annehmen.
In Abschnitt 3.4.1 wird gezeigt, dass der Abschluss der Einschränkung von
Dν,Mn auf C
ν
n selbstadjungiert und unabhängig von der Wahl von ξ
ν
n ist. Aus
diesem Resultat folgt die Behauptung, wenn Cνn im Definitionsbereich von
Dν,Mn für eine spezielle Wahl von ξ
ν
n enthalten ist. Daher genügt es abschlie-
ßend zu zeigen, dass für m ∈ {−1/2, 1/2}n−1, (n, ν) ∈
(
{2} × (0, 1/2]
)
∪(
{3} × (
√
3/2, 1]
)
und ξνn gleich der differenzierbaren Abschneidefunktion ξ
(d. h. ξ ∈ C∞(R+; [0, 1]), ξ(t) = 1 für t ∈ (0, 1) und ξ(t) = 0 für t > 2) die
Funktion ζνn,m Element von D
(
Dν,Mn
)
ist.
Zunächst führen wir die quadratische Form qν,Mn des Schurkomplements von
Dν,Mn −M
√
1− 4(n− 1)−2ν2ICN auf C∞0 (Rn \ {0};CN/2) durch
qν,Mn [ψ] :=
∫
Rn
(
|Knψ(x)|2
M +M
√
1− 4(n− 1)−2ν2 + ν|x|
+
(
M −M
√
1− 4(n− 1)−2ν2 − ν
|x|
)
|ψ(x)|2
)
dx
ein. Diese quadratische Form ist symmetrisch (siehe (2.2.6)) und nichtnegativ
(siehe Korollar 2.2.2) und daher nach Satz X.23 in [58] abschließbar. Den
Definitionsbereich des Abschlusses von qν,Mn bezeichnen wir mit Q
ν,M
n . Nach
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der Charakterisierung von D
(
Dν,Mn
)
in Satz 1 in [25] ist es nun ausreichend zu
zeigen, dass für alle m ∈ {−1/2, 1/2}n−1 der obere N/2-Spinor von ζνn,m mit
ξνn = ξ in Q
ν,M
n liegt, d. h. ς
ν
n,m ∈ Qν,Mn mit ςν2,m gegeben in Polarkoordinaten
durch
ςν2,m(ρ, ϕ) := ξ(ρ)ρ
√
1/4−ν2−1/2 e
−i(m+1/2)ϕ
√
2π
und ςν3,m gegeben in Kugelkoordinaten durch
ςν3,m(r, θ, φ) := ξ(r)r
√
1−ν2−1Ω1/2+m2,m1,−m2(θ, φ).
Wir erreichen dieses Ziel durch die Anwendung von Lemma 3.4.4 (siehe Ab-
schnitt 3.4.2) auf eine spezielle Folge. Dies geschieht in Abschnitt 3.4.3.
3.4.1 Determinierende Bereiche für Coulomb-Dirac-Operatoren
Zunächst untersuchen wir in Lemma 3.4.1 die Coulomb-Dirac-Operatoren
auf der Halbachse. Aus diesem Resultat schlussfolgern wir, dass Cνn ein de-
terminierender Bereich für Dν,Mn ist.
Lemma 3.4.1 (Verallgemeinerung von Lemma 15 in [49]). Seien
ν ∈ [0, (n− 1)/2], κ ∈ (Z + (3− n)/2) \ {0}, θ ∈ [0, π) und
Cν,κθ := C
∞
0 (R+;C2)+̇
{
span{ξνn(sin θΨ
ν,κ
M + cos θΨ
ν,κ
U )} für κ2 − ν2 < 1/4,
{0} sonst.
(3.4.1)
Hier sind Ψν,κM und Ψ
ν,κ
U in (2.6.2) und (2.6.3) definiert. Dann ist der Ab-
schluss der Einschränkung von (D̃ν,κ)∗ (definiert zu Beginn von
Abschnitt 2.6.1) auf Cν,κθ in L
2(R+;C2) gleich Dν,κθ (definiert in Satz 2.6.1)
für κ2 − ν2 < 1/4 und Dν,κπ/2 sonst.
Beweis. Für κ2− ν2 > 1/4 folgt die Behauptung aus Teil (2) von Satz 2.6.1.
Daher nehmen wir nun an, dass κ2 − ν2 < 1/4 gilt. Außerdem bezeichnen
wir den Abschluss von D̃ν,κ als minimalen Operator Dν,κmin.
Wie bereits in Abschnitt 2.6.1 diskutiert, ist der Differentialausdruck dν,κ
(definiert in (2.6.1)) bei null im Grenzkreisfall und bei unendlich im Grenz-
punktfall. Dementsprechend hat Dν,κmin die Defektindizes (1, 1). In diesem Fall
ist jede eindimensionale Fortsetzung von Dν,κmin, welche eine Einschränkung
von (D̃ν,κ)∗ ist, selbstadjungiert (siehe z. B. Abschnitt 4.4.1 in [3]).
Satz 1.5(2) in [82] impliziert
lim
ε→+0
〈ψ(ε), iσ2υ(ε)〉C2 = 0 für alle ψ ∈ D(Dν,κmin), υ ∈ D((D̃ν,κ)∗). (3.4.2)
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Wählt man nun υ := ξνn(cos θΨ
ν,κ
M +sin θΨ
ν,κ
U ) (möglich nach (2.2.8)) in (3.4.2),
so schlussfolgern wir ξνn(sin θΨ
ν,κ
M + cos θΨ
ν,κ
U ) 6∈ D(D
ν,κ
min). Daher ist der Ab-
schluss der Einschränkung von (D̃ν,κ)∗ auf Cν,κθ eine eindimensionale Fortset-
zung von Dν,κmin und deshalb ein selbstadjungierter Operator. Dieser selbstad-
jungierte Operator ist gleich Dν,κθ , wenn C
ν,κ
θ in D(D
ν,κ
θ ) enthalten ist. Dies ist
aber nach der Charakterisierung des Definitionsbereiches von Dν,κθ in (2.6.4)
der Fall.
Im nachfolgenden Lemma, Beweis und Hinweis werden mathematische
Objekte verwendet, welche in (1.0.3), (2.6.16), (2.6.17), (2.6.22), (2.6.23),
(2.6.25) und (2.6.28) eingeführt wurden.
Lemma 3.4.2 (Lemma 14 in [53]). Seien ν ∈ [0, (n − 1)/2], θ ∈ [0, π)
und M > 0. Der Abschluss der Einschränkung von
(
D̃Mn (−ν/| · |ICN )
)∗
auf
(AnSn)∗
⊕
j∈Tn
C
ν,κj
θ ist
(AnSn)∗
 ⊕
j∈Tn
κj<1/4
(D
ν,κj
θ +Mσ3)
⊕
j∈Tn
κj>1/4
(D
ν,κj
π/2 +Mσ3)
AnSn. (3.4.3)
Beweis. Die Relation
(
D̃Mn (−ν/| · |ICN )
)∗
= (AnSn)∗
(⊕
j∈Tn
(
D̃ν,κj +Mσ3
)∗)
AnSn (3.4.4)
gilt für n = 2 nach Abschnitt 7.3.3 in [73] und für n = 3 nach Abschnitt 2.1
in [2]. Aus (3.4.4), Lemma 3.4.1 und der Tatsache, dass der Operator σ3 in
L2(R+;C2) beschränkt ist, folgt die Behauptung.
Hinweis 3.4.3. Seien ν ∈
[
0, (n− 1)/2
)
, M > 0 und j ∈ Tn.
(a) Aus Lemma 3.4.2 und der Relation
Cνn = (AnSn)
∗
⊕
j∈Tn
C
ν,κj
π/2 (3.4.5)
folgt, dass die Einschränkung von
(
D̃Mn (−ν/| · |ICN )
)∗
auf Cνn wesentlich
selbstadjungiert ist und dessen Abschluss unabhängig von der speziellen
Wahl von ξνn ist.
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(b) Mit der Einbettung
H1/2(Rn) ⊂ L2(Rn, (1 + |x|−1)dx) (3.4.6)
und (1.0.4) sowie (3.4.4) erhalten wir, dass der Definitionsbereich von(
(AnSn)DMn (−ν/| · |ICN ) (AnSn)
∗ )
j
in L2(R+, (1 + r−1)dr) liegt. Daher
gibt es eine selbstadjungierte Fortsetzung von D̃ν,κj mit Definitionsbe-
reich in L2(R+, (1+r−1)dr). Weil ξνnΨ
ν,κj
U /∈ L2(R+, (1+r−1)dr) für ν >
0 gilt, folgt aus Satz 2.6.1, dass D
ν,κj
π/2 die eindeutige selbstadjungierte
Fortsetzung von D̃ν,κj mit Definitionsbereich in L2(R+, (1+r−1)dr) ist.
Daher erhalten wir(
(AnSn)DMn (−ν/| · |ICN ) (AnSn)
∗ )
j
= D
ν,κj
π/2 .
Zusammen mit Lemma 3.4.2 und (3.4.5) schlussfolgern wir, dass der
Abschluss von
(
D̃Mn (−ν/| · |ICN )
)∗
eingeschränkt auf Cνn gleich
DMn (−ν/| · |ICN ) ist.
(c) Nach Lemma 3.4.2 existiert eine selbstadjungierte Fortsetzung von
D̃Mn (−ν/| · |ICN ), welche aber nicht eindeutig sein muss.
(d) Nach Satz 2.6.1 stimmt jede selbstadjungierte Fortsetzung von D̃ν,κj
mit D
ν,κj
θ für ein θ ∈ [0, π) überein. Daher folgt aus Lemma 3.4.2,
(3.4.6) und der Tatsache, dass ξνnΨ
(n−1)/2,(n−1)/2
M und ξ
ν
nΨ
(n−1)/2,(n−1)/2
U
nicht in L2(R+, (1 + r−1)dr) liegen, dass D̃Mn ((1−n)(2| · |)−1ICN ) keine
selbstadjungierte Fortsetzung besitzt, welche in H1/2(Rn;CN) liegt.
3.4.2 Eine abstrakte Charakterisierung des Definitionsbereiches
des Abschlusses einer quadratischen Form
Lemma 3.4.4 (Lemma 16 in [53]). Seien q eine abschließbare und nichtne-
gative quadratische Form auf dem dichten linearen Teilraum Q des Hilber-
traumes H und ψ ∈ H. Falls es eine Folge (ψk)k∈N ⊂ Q mit sup
k∈N
q[ψk] < ∞
gibt, welche schwach gegen ψ konvergiert, dann ist ψ im Definitionsbereich
des Abschlusses von q.
Beweis. Wir bezeichnen mit q den Abschluss von q und mit Q den Definiti-
onsbereich von q. Nach Satz 2.13 in [72] (B2 entspricht dort A) gibt es einen
selbstadjungierten Operator B : Q→ H mit
q[υ] = ‖Bυ‖2 für alle υ ∈ Q.
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Daher gilt
sup
k∈N
‖Bψk‖2 <∞.
Deshalb gibt es nach dem Satz von Banach-Alaoglu ein Ψ ∈ H und eine
Teilfolge (Bψkm)m∈N von (Bψk)k∈N ⊂ H, welche schwach gegen Ψ konver-
giert. Daraus folgt, dass
(
(ψkm , Bψkm)
)
m∈N schwach gegen (ψ,Ψ) ∈ H ⊕ H
konvergiert. Aus der Abgeschlossenheit des Graphen von B und Satz 8 in
Abschnitt 1.9 von [11] schlussfolgern wir die Behauptung.
3.4.3 Anwendung von Lemma 3.4.4
Zunächst definieren wir eine Folge. Dazu wählen wir υ ∈ C∞0 (R+), sodass
υ(r) = ξ(r) für alle r ∈ [1,∞) und 0 6 υ(r) 6 1 für r ∈ (0, 1) gilt. Sei k ∈ N.
Wir definieren
υk(r) :=

υ(kr) für r ∈ (0, 1/k],
1 für r ∈ (1/k, 1],
ξ(r) sonst,
und die Funktion ςν2,m,k in Polarkoordinaten durch
ςν2,m,k(ρ, ϕ) := υk(ρ)ρ
√
1/4−ν2−1/2 e
−i(m+1/2)ϕ
√
2π
sowie ςν3,m,k in Kugelkoordinaten durch
ςν3,m,k(r, θ, φ) := υk(r)r
√
1−ν2−1Ω1/2+m2,m1,−m2(θ, φ).
Die Folge (ςνn,m,k)k∈N konvergiert gegen ς
ν
n,m in L
2(Rn;CN/2). Nach
Lemma 3.4.4 ist es deshalb ausreichend zu zeigen, dass
sup
k∈N
qν,Mn [ς
ν
n,m,k] <∞ (3.4.7)
gilt. Sei ψ ∈ C∞0 (Rn \ {0};CN/2). Zuerst erkennen wir
qν,Mn [ψ] 6
∫
Rn
(
|x|
ν
|Knψ(x)|2 −
ν
|x|
|ψ(x)|2 +M |ψ(x)|2
)
dx. (3.4.8)
Eine aufwändige Rechnung zeigt
Kn =
{
−ieiϕ(∂% − 1ρA2) mit A2 := −i∂ϕ falls n = 2,
−i
(
σ · x|x|
) (
∂r − 1rA3
)
mit A3 := σ ·
(
− ix ∧∇
)
falls n = 3.
(3.4.9)
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Durch die Verwendung von (3.4.9) und partieller Integration erhalten wir,
dass die rechte Seite von (3.4.8) gleich∫
Rn
( |x| ∣∣∂|x|ψ(x)∣∣2
ν
+
|((n− 1)/2 + An)ψ(x)|2
ν|x|
(3.4.10)
−
(
ν + (n−1)
2
4ν
)
|ψ(x)|2
|x|
+M |ψ(x)|2
)
dx (3.4.11)
ist. Aus (3.4.10) und Relation 2.1.37 in [2] schlussfolgern wir∫
Rn
(
|x|
ν
|Knςνn,m,k(x)|2 −
ν
|x|
|ςνn,m,k(x)|2 +M |ςνn,m,k(x)|2
)
dx
=
∞∫
0
(
tn
ν
∣∣∣∂tυk(t)t√(n−1)2/4−ν2−(n−1)/2∣∣∣2 (3.4.12)
− νυk(t)2t2
√
(n−1)2/4−ν2−1 +Mυk(t)
2t2
√
(n−1)2/4−ν2
)
dt.
Eine Rechnung zeigt, dass (3.4.12) gleich
∞∫
0
(
ν−1υ′k(t)
2t2
√
(n−1)2/4−ν2+1 +Mυk(t)
2t2
√
(n−1)2/4−ν2
)
dt
=
1/k∫
0
ν−1k2υ′(kt)2t2
√
(n−1)2/4−ν2+1dt+
∞∫
1
ν−1υ′(t)2t2
√
(n−1)2/4−ν2+1dt
+M
∞∫
0
υk(t)
2t2
√
(n−1)2/4−ν2dt
(3.4.13)
ist. Eine obere Schranke auf den Ausdruck (3.4.13) ist
∞∫
0
ν−1υ′(t)2t2
√
(n−1)2/4−ν2+1dt+M
∞∫
0
ξ(t)2t2
√
(n−1)2/4−ν2dt. (3.4.14)
Die Kombination von (3.4.14), (3.4.13) (3.4.12) und (3.4.8) impliziert (3.4.7).
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3.5 Beweis von Satz 2.3.1 und 2.3.4
Um die Ungleichungen (2.3.1) für die Beträge der Coulomb-Dirac-Operatoren
zu beweisen, würden wir gerne die Ungleichungen (2.3.6) für die Quadrate
der Coulomb-Dirac-Operatoren beweisen und anschließend aufgrund der Mo-
notonie der Wurzel für Operatoren (2.3.1) schlussfolgern. Wie aber bereits im
Zusammenhang mit den Ungleichungen (2.3.6) erläutert, schlägt diese Stra-
tegie für n = 2 komplett fehl. Mit Satz 2.2.3 kann die dort getroffene Aussage
dahingehend präzisiert werden, dass es für alle j ∈ Tn mit κ2j − ν2 < 1/4
(siehe 2.6.25) kein Kνn,j > 0 gibt, sodass im Kanal (siehe (2.6.28), (2.6.22)
und (2.6.23))
Hn,j := (AnSn)∗
⊕
j′∈Tn
δj′,jL
2(R+;C2) (3.5.1)
die Ungleichung
(Dνn)
2 > Kνn,j(−∆) (3.5.2)
gilt. Dementsprechend bezeichnen wir Hn,j für j ∈ Tn und ν ∈ [0, (n− 1)/2]
mit κ2j − ν2 6 1/4 als kritischen Kanal. Die Beweisidee besteht nun darin
einen Operator Oνn,j in L
2(Rn;CN) zu finden, welcher wie Dνn durch Hn,j
reduziert wird, homogen vom Grad minus eins ist und in Hn,j die Ungleichung
(Dνn)
2 > Cνn,j(O
ν
n,j)
2 (3.5.3)
mit Cνn,j > 0 erfüllt. Außerdem muss in Hn,j für ν ∈ [0, (n− 1)/2)
Oνn,j > C̃
ν
n,j
√
−∆ (3.5.4)
mit C̃νn,j > 0 gelten und im Fall ν = (n− 1)/2
O
(n−1)/2
n,j > K
ν,λ
n a
λ−1(−∆)λ/2 − a−1 (3.5.5)
mit Kν,λn > 0 für alle a > 0 und λ ∈ [0, 1) erfüllt sein. Als ersten Ansatz für
diesen Operator wählen wir(√
−∆−
ανj
| · |
)
⊗ ICN (3.5.6)
mit einem noch festzulegenden ανj 6 2Γ
2
((
n + 1)/4
)
/Γ2
((
n − 1
)
/4
)
. Auf-
grund der Rotationsinvarianz des Ansatzes erkennen wir, dass nur noch
die Forderungen (3.5.3), (3.5.4) beziehungsweise (3.5.5) überprüft werden
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müssen.
Um Ungleichung (3.5.3) zu beweisen, stellt sich natürlich die Frage, wie man
die Quadrate von Dνn und (3.5.6) vergleichen kann. Deshalb beginnen wir
zunächst in Abschnitt 3.5.1 damit eine Reihe unitärer Transformationen ein-
zuführen, deren spezielle Kombination eine Darstellung von Dνn und (3.5.6)
liefert, welche die Untersuchung der Gültigkeit von (3.5.3) ermöglicht.
Für diese Gültigkeit muss zumindest D(Dνn) ∩ Hn,j im Definitionsbereich
von (3.5.6) enthalten sein. Daher untersuchen wir in Abschnitt 3.5.2 den
Definitionsbereich der Reduktion von (3.5.6) auf Hn,j. In diesem Zusammen-
hang zeigt sich, dass die Reduktion von (3.5.6) auf H2,0 viel komplizierter
zu analysieren ist als alle Anderen. Der Grund dafür ist die Tatsache, dass
in zwei Dimensionen im Gegensatz zum dreidimensionalen Fall keine Hardy-
Ungleichung existiert.
Die bereits erwähnte Inklusion D(Dνn) ∩ Hn,j ⊂ D(Oνn,j) bedeutet für unse-
ren Ansatz, dass ζνn,m ∈ D(Oνn,j) für ein m ∈ {−1/2, 1/2}n−1 gelten muss.
Da aber der Drehimpuls der oberen N/2 Komponenten von ζνn,m anders ist
als der Drehimpuls der unteren N/2 Komponenten, kann dies nicht gelten.
Daher modifizieren wir unseren Ansatz und legen letztendlich Oνn,j in den
kritischen Kanälen durch
Oν2,j = diag
(√
−∆−
ανj
| · |
,
√
−∆−
α̃νj
| · |
)
(3.5.7)
und
Oν3,j = Mj
((√
−∆−
ανj
| · |
)
⊗ IC4
)
Mj (3.5.8)
mit
Mj :=

(
− iσ · ∇√−∆
)|κj−1/2|−1/2
0C2
0C2
(
− iσ · ∇√−∆
)|κj−1/2|+1/2
 (3.5.9)
fest. Dabei wählen wir ανj und α̃
ν
j nach unseren Erkenntnissen aus Ab-
schnitt 3.5.2. Der Unterschied bei der Wahl des Vergleichsoperators für die
verschiedenen Dimensionen liegt an der bereits erwähnten Tatsache, dass die
Reduktion von (3.5.6) auf H2,0 einige Besonderheiten aufweist. So könnte
man Oν2,j nicht analog zur getroffenen Wahl von O
ν
3,j wählen aber O
ν
3,j analog
zur getroffenen Wahl von Oν2,j. Da aber die spezielle Wahl von O
ν
3,j die ex-
plizite Bestimmung einer unteren Schranke auf den optimalen Wert von Cν3
erleichtert (siehe Satz 2.3.2), verzichten wir darauf.
In Abschnitt 3.5.4 beweisen wir für die in (3.5.7) und (3.5.8) getroffene Wahl
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von Oνn,j die Ungleichung (3.5.3) in den kritischen Kanälen, d. h. ψ ∈ Hn,j
und κ2j − ν2 6 1/4. In den nicht kritischen Kanälen zeigen wir (3.5.2) in
Abschnitt 3.5.5. Da Dνn,
√
−∆ und Oνn,j durch Hn,j reduziert werden, sind
die Ergebnisse mit den reduzierten Operatoren formuliert.
Um nun (3.5.4) und (3.5.5) überprüfen zu können, beweisen wir für die Re-
duktion eines relativistischen Coulomb-Operators auf einen beliebigen Kanal
eine Version der Herbst-Ungleichung (siehe Satz 2.5 in [39]) in Abschnitt 3.5.2
und eine Version von (2.3.7) in Abschnitt 3.5.3.
Abschließend werden die gewonnenen Resultate in Abschnitt 3.5.6 verwendet
um Satz 2.3.1 zu beweisen und zum Beweis von Satz 2.3.4 in Abschnitt 3.5.7.
3.5.1 Mellin- , Fourier- und ähnliche Transformationen
In diesem Abschnitt führen wir verschiedene unitäre Transformationen ein.
Außerdem formulieren und beweisen wir verschiedene technische Resultate,
welche in den nächsten Abschnitten Verwendung finden werden.
Fourier-Transformation in Polar- und Kugelkoordinaten Die in
(3.2.1) eingeführte Fourier-Transformation ist in Polarkoordinaten für χ ∈
L1([0,∞) × [0, 2π)) ∩ L2([0,∞) × [0, 2π)) und in Kugelkoordinaten für υ ∈
L1([0,∞)× [0, π)× [0, 2π)) ∩ L2([0,∞)× [0, π)× [0, 2π)) gegeben durch
F2χ : [0,∞)× [0, 2π)→ C, (p, ω) 7→
1
2π
∫ ∞
0
∫ 2π
0
e−ipρ cos(ω−ϕ)χ(ρ, ϕ) dϕρdρ
(3.5.10)
und
F3υ : [0,∞)× [0, π)× [0, 2π)→ C,
(k, ϑ,$) 7→ 1
(2π)3/2
∫ ∞
0
∫ π
0
∫ 2π
0
e−ikr(sin θ sinϑ cos(φ−$)+cos θ cosϑ)
× υ(r, θ, φ) dφ sin θ dθ r2dr.
(3.5.11)
Lemma 3.5.1 (Lemma 5 in [49] und Lemma II.1 in [50]). Sei ψ∈C∞0 ([0,∞)).
(a) Für k ∈ Z ist die Fourier-Transformation von
Ψk(ρ, ϕ) := ρ−1/2ψ(ρ)eikϕ (3.5.12)
in Polarkoordinaten gegeben durch
F2(Ψk)(p, ω) = (−i)keikω
∫ ∞
0
√
ρJk(pρ)ψ(ρ)dρ. (3.5.13)
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(b) Für (l,m, s) ∈ T3 ist die Fourier-Transformation von
Ψ(l,m,s)(r, θ, φ) := r−1ψ(r)Ωl,m,s(θ, φ) (3.5.14)
in Kugelkoordinaten gegeben durch
(F3Ψ(l,m,s))(k, ϑ,$) = (−i)l
∫ ∞
0
√
r
k
Jl+1/2(rk)ψ(r)drΩl,m,s(ϑ,$).
(3.5.15)
Beweis. Zu (a): Nach 10.9.2 und 10.2.2 in [55] gilt∫ 2π
0
e−ipρ cos(ω−ϕ)eikϕdϕ = 2πikJk(−pρ)eikω = 2π(−i)kJk(pρ)eikω. (3.5.16)
Durch das Einsetzen von (3.5.12) in (3.5.10) und die Verwendung von (3.5.16)
erhalten wir (3.5.13).
Zu (b): Nach 10.60.7, 14.7.1, 14.7.17, 14.30.9 und 10.47.3 in [55] gilt die
Relation
exp
(
− ikr
(
sin θ sinϑ cos(φ−$) + cos θ cosϑ
))
= (2π)3/2
∞∑
l=0
(−i)l(rk)−1/2Jl+1/2(rk)
l∑
m=−l
Yl,m(θ, φ)Yl,m(ϑ,$).
(3.5.17)
Hier sind für l ∈ N0 und m ∈ {−l,−l + 1, . . . , l − 1, l} die Funktionen Yl,m
die Kugelflächenfunktionen (siehe 14.30.1 in [55]). Durch das Einsetzen von
(3.5.14) in (3.5.11) und die Verwendung von (3.5.17) zusammen mit (2.1.25),
(2.1.26) in [2] und 14.30.8 in [55] erhalten wir (3.5.15).
Die Mellin-Transformation Mit M bezeichnen wir die unitäre Mellin-
Transformation, welche zuerst auf C∞0 (R+) durch
(Mψ)(τ) := 1√
2π
∫ ∞
0
r−1/2−iτψ(r)dr (3.5.18)
definiert wird und dann zu einem unitären Operator M : L2(R+) → L2(R)
fortgesetzt wird, siehe z. B. [45].
Definition 3.5.2. Für λ ∈ R \ {0} sei Dλ die Menge der Funktionen ψ in
L2(R), für welche ein Ψ existiert, welches analytisch im Streifen Sλ :=
{
z ∈
C : Im z/λ ∈ (0, 1)
}
ist und die Eigenschaften
(i) L2-lim
t→+0
Ψ(·+ itλ) = ψ(·),
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(ii) der Grenzwert L2-lim
t→1−0
Ψ(·+ itλ) existiert,
(iii) sup
t∈(0,1)
∫
R
∣∣Ψ(τ + itλ)∣∣2dτ <∞
besitzt.
Für λ ∈ R sei der Multiplikationsoperator rλ in L2(R+, dr) auf seinem
maximalen Definitionsbereich L2
(
R+, (1 + r2λ)dr
)
definiert. Durch die An-
wendung des Lemmas in [74] (Abschnitt 5.4, Seite 125), erhalten wir
Satz 3.5.3. Sei λ ∈ R \ {0}. Die Identität
Dλ =ML2
(
R+, (1 + r2λ)dr
)
gilt und für jedes ψ ∈ Dλ erfüllt die Funktion Ψ aus Definition 3.5.2
Ψ(z) = (MrIm zM∗ψ)(Re z) für alle z ∈ Sλ.
Daraus schlussfolgern wir, dass rλ wie eine komplexe Verschiebung im
Mellin-Raum wirkt. Für λ ∈ R sei Rλ : Dλ → L2(R) ein linearer Operator
definiert durch
Rλψ :=
{
L2-lim
t→1−0
Ψ(·+ itλ) für λ 6= 0,
ψ für λ = 0,
mit Ψ wie in Definition 3.5.2. Es folgt aus Satz 3.5.3, dass Rλ wohldefiniert
ist und
MrλM∗ = Rλ (3.5.19)
gilt (siehe Abschnitt II in [45]).
Lemma 3.5.4 (Lemma 8 in [49] und Lemma II.3 in [50]). Sei k ∈ Z∪ (N0 +
1/2). Die Relation(
M
(
(−i)bkc
∫ ∞
0
√
·rJk(·r)ψ(r)dr
))
(τ) = Ξk(τ)(Mψ)(−τ)
gilt für jedes ψ ∈ C∞0
(
[0,∞)
)
und τ ∈ R mit
Ξk(τ) := (−i)|bkc|2−iτ
Γ
((
|k|+ 1− iτ
)
/2
)
Γ
((
|k|+ 1 + iτ
)
/2
) . (3.5.20)
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Beweis. Es ist ausreichend die Aussage für k ∈ N0 ∪ (N0 + 1/2) zu zeigen,
weil J−m = (−1)mJm für m ∈ Z nach 10.4.1 in [55] gilt. Nach 10.22.43 in [55]
gilt
lim
R→∞
(−i)bkc
∫ R
0
t−iτJk(t) dt = Ξk(τ). (3.5.21)
Daraus folgt
sup
L>0
∣∣∣ ∫ L
0
t−iτJk(t) dt
∣∣∣ <∞.
Die Behauptung folgt nun aus der Relation(
M
(
(−i)bkc
∫ ∞
0
√
·rJk(·r)ψ(r)dr
))
(τ)
= lim
R→∞
(−i)bkc√
2π
∫ R
0
p−iτ
∫
suppψ
√
rJk(pr)ψ(r) dr dp
nach den Sätzen von Fubini, der majorisierenden Konvergenz und (3.5.21).
Hinweis 3.5.5. Für jedes k ∈ Z∪(N0 +1/2) erlaubt die Funktion Ξk, welche
in (3.5.20) eingeführt wurde, eine analytische Fortsetzung auf C \
(
− i
(
1 +
|k|+ 2N0
))
, während
Ξ−1k (·) = Ξk(·) (3.5.22)
auf C \
(
i
(
1 + |k|+ 2N0
))
analytisch fortgesetzt werden kann.
Lemma 3.5.6 (Verallgemeinerung von Lemma 10 in [49]). Für (k, λ) ∈(
Z ∪ (N0 + 1/2)
)
× [0, 1] und ψ ∈ Dλ ⊃ D1 mit
Ξ−1k ψ = Ξk(·)ψ ∈ D
λ (3.5.23)
ist die Kommutatorregel
RλΞ−1k ψ = Ξ
−1
k (·+ iλ)R
λψ (3.5.24)
anwendbar. Außer für (k, λ) = (0, 1) ist die Bedingung (3.5.23) für jedes
ψ ∈ Dλ automatisch erfüllt.
Beweis. Es folgt aus Hinweis 3.5.5, dass Ξ−1k analytisch ist in S
1 und in
einer komplexen Umgebung von Sλ für (k, λ) 6= (0, 1). Mit der Hilfe der
asymptotischen Sterling-Formel für die Gammafunktion
Γ(z) =
√
2π
z
(z
e
)z(
1 +O
(
|z|−1
))
für z ∈ C mit | arg z| < π − δ, δ > 0
(3.5.25)
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(siehe z. B. 5.11.3 in [55]) schlussfolgern wir die Asymptotik∣∣Ξ−1k (z)∣∣ = ∣∣Ξk(z)∣∣ = |Re z|− Im z(1 +O(|z|−1)) für z ∈ S1, wenn |z| → ∞.
(3.5.26)
Dies impliziert
Ξ−1k ist analytisch und beschränkt in
Sλ für alle (k, λ) ∈
((
Z ∪ (N0 + 1/2)
)
× [0, 1]
)
\
{
(0, 1)
} (3.5.27)
und somit die letzte Aussage des Lemmas.
Weil ψ ∈ Dλ gilt, gibt es ein Ψ wie in Definition 3.5.2. Analoger Weise gibt
es nach (3.5.23) ein Φ analytisch in Sλ, welches zu υ := Ξ−1k ψ in Definition
3.5.2 korrespondiert. Dann gilt υ, ψ ∈ Dλ/2 und nach (3.5.27)
Φ(·+ iλ/2) = Rλ/2υ = Rλ/2Ξ−1k ψ = Ξ
−1
k (·+ iλ/2)Ψ(·+ iλ/2)
auf R. Daher müssen Φ und Ξ−1k Ψ auf ihrem gemeinsamen Analytizitätsbe-
reich Sλ übereinstimmen. Weil RλΞ−1k ψ = L
2-lim
t→1−0
Φ(· + itλ) existiert, muss
es als Funktion auf R mit
L2-lim
t→1−0
Ξ−1k (·+ itλ)Ψ(·+ itλ) =Ξ
−1
k (·+ iλ) L
2-lim
t→1−0
Ψ(·+ itλ)
=Ξ−1k (·+ iλ)R
λψ
(3.5.28)
übereinstimmen, wobei die erste Gleichung in (3.5.28) durch den Übergang
zu einer fast überall konvergenten Teilfolge gerechtfertigt werden kann.
Durch die Multiplikation von (3.5.24) mit Ξk schlussfolgern wir für λ = 1
das nachfolgende Korollar.
Korollar 3.5.7 (Korollar 11 in [49] und Lemma II.5 in [50]). Seien k ∈
Z ∪ (N0 + 1/2) und ψ ∈ D1 und im Fall k = 0 gelte zusätzlich Ξ−10 ψ ∈ D1.
Dann gilt die Identität
ΞkR
1Ξ−1k ψ = V|k|−1/2(·+ i/2)R
1ψ
mit
Vl(z) :=
Γ
(
(l + 1 + iz)/2
)
Γ
(
(l + 1− iz)/2
)
2Γ
(
(l + 2 + iz)/2
)
Γ
(
(l + 2− iz)/2
) (3.5.29)
für l ∈ (N0 − 1/2) ∪ N0 und z ∈
(
C \ i(Z + l)
)
∪ {0}.
Wir benötigen die nachfolgenden Eigenschaften von (3.5.29):
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Lemma 3.5.8 (Lemma 12 in [49] und Lemma II.6 in [50]). Für jedes k ∈
(N0 − 1/2) ∪ N0 ist die Funktion Vk analytisch in
(
C \ i(Z + k)
)
∪ {0} und
hat die folgenden Eigenschaften:
(a) Vk(z) = Vk(−z) für alle z ∈
(
C \ i(Z + k)
)
∪ {0},
(b) Vk(τ) ist positiv und strikt monoton fallend für τ ∈ R+,
(c) Vk(iζ) ist positiv und strikt monoton wachsend für ζ ∈ [0, k + 1),
(d) Die Relation (
z2 + (k + 1)2
)
Vk(z) =
(
Vk+1(z)
)−1
(3.5.30)
gilt für alle z ∈
(
C \ i(Z + k)
)
∪ {0}.
Beweis. Zu (b): Für z ∈ C \ (−N0) sei ψ(z) := Γ′(z)/Γ(z) die Digamma-
Funktion. Durch Differenzieren von (3.5.29) und die Verwendung von Formel
5.7.7 in [55] erhalten wir
V ′k(τ) = Vk(τ) Im
(
ψ
(
(k + 2 + iτ)/2
)
− ψ
(
(k + 1 + iτ)/2
))
= 2τVk(τ)
∞∑
l=0
(−1)l+1
τ 2 + (l + k + 1)2
< 0 für alle τ > 0.
Zu (c): Analog zu (b) berechnen wir
iV ′k(iζ) = 2ζVk(iζ)
∞∑
l=0
(−1)l
(l + k + 1)2 − ζ2
> 0 für alle ζ ∈ [0, k + 1).
Zu (d): Folgt direkt aus (3.5.29) und der Relation Γ(z + 1) = zΓ(z) (gültig
für alle z ∈ C \ (−N0)).
Drehimpulskanalzerlegung An dieser Stelle möchten wir darauf hinwei-
sen, dass die Drehimpulskanalzerlegung in n Dimensionen bereits am An-
fang von Abschnitt 2.6.5 eingeführt wurde (siehe (2.6.16), (2.6.17), (2.6.22),
(2.6.23), (2.6.25) und (2.6.28)). Daher wird hier nur ein determinierender Be-
reich für die Reduktion des Coulomb-Dirac-Operators Dνn auf einen beliebi-
gen Drehimpulskanal angegeben. Dieses Resultat ist eine direkte Konsequenz
aus Satz 2.2.3.
Wir definieren für Υ ∈ [0, 1/2) und k ∈ {−1,−1/2, 1/2, 1} die Funktion
ψΥk : R+ → R, ψΥk (r) :=
√
2πe−rrΥ
(√
k2 −Υ2
Υ− k
)
. (3.5.31)
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Lemma 3.5.9 (Lemma 15 in [49] und Lemma II.9 in [50]). Seien
ν ∈ [0, (n− 1)/2] und j ∈ Tn. Die Menge
Cν,κj := C∞0
(
R+;C2
)
+̇
{
span{ψ
√
κ2j−ν2
κj } für κ2j − ν2 < 1/4,
{0} sonst,
(3.5.32)
ist ein determinierender Bereich für
Dν,κj :=
(
(AnSn)Dνn (AnSn)
∗ )
j
. (3.5.33)
Außerdem gilt die Relation
Dν,κj = D
ν,κj
π/2 , (3.5.34)
wobei die rechte Seite in Satz 2.6.1 definiert wurde.
MAF-Transformation Wir führen die unitäre Transformation
Wn : L2(Rn;CN)→
⊕
j∈Tn
L2(R;C2), Wn :=MAnFn (3.5.35)
ein, wobeiM faserweise wirkt. Eine Rechnung, welche Lemma 3.5.1 und 3.5.4
verwendet, liefert für ψ ∈ L2(R+;C2) und υ ∈ L2(R+;C4)
W2
(
ψ1
ψ2
)
=
⊕
m∈Z
(
Tm (ψ1)m
Tm+1 (ψ2)m+1
)
(3.5.36)
und
W3
υ1υ2
υ3
υ4
 = ⊕
(l,m,s)∈T3
 Tl+1/2
(
υ1
υ2
)
l,m,s
Tl+2s+1/2
(
υ3
υ4
)
l+2s,m,−s
 , (3.5.37)
wobei für k ∈ Z ∪ (N0 + 1/2) der Operator Tk : L2(R+)→ L2(R) durch
(Tkχ)(τ) := Ξk(τ)(Mχ)(−τ) für alle χ ∈ L2(R+) (3.5.38)
definiert ist. In den nachfolgenden Lemmata studieren wir verschiedene Ope-
ratoren in MAF-Darstellung.
Lemma 3.5.10 (Lemma 18 in [49] und Lemma II.10 in [50]). Sei λ ∈ R.
Die Relationen
W∗n
(⊕
j∈Tn
(R1 ⊗ σ1)
)
Wn = D0n (3.5.39)
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und
W∗n
(⊕
j∈Tn
(Rλ ⊗ IC2)
)
Wn = (−∆)λ/2 (3.5.40)
gelten.
Beweis. Zunächst beweisen wir (3.5.39) für n = 2. Sei ψ ∈ H1(R2;C2) belie-
big. Durch die Anwendung von (3.5.35), (3.2.1) und (2.6.22) erhalten wir
W2(−iσ · ∇)
(
ψ1
ψ2
)
=MA2
(
0 pe−iω
peiω 0
)(
F2ψ1
F2ψ2
)
=
⊕
m∈Z
Mp
(
(F2ψ2)m+1
(F2ψ1)m
)
=
(⊕
m∈Z
(MpM∗)⊗ σ1
)
MA2F2
(
ψ1
ψ2
)
,
welches nach (3.5.19) und (3.5.35) die Behauptung impliziert. Der dreidi-
mensionale Fall kann durch eine ähnliche Rechnung bewiesen werden. Seien
χ, υ ∈ H1(R3;C2). Nach (3.5.35), (3.2.1), (2.6.23), (2.6.24), (3.2.11) gilt
W3(−iα · ∇)
(
χ
υ
)
=MA3
(
0 σ · p
σ · p 0
)(
F3υ
F3χ
)
=
⊕
(l,m,s)∈T3
Mp
(
(F3υ)(l+2s,m,−s)
(F3χ)(l,m,s)
)
=
( ⊕
(l,m,s)∈T3
(MpM∗)⊗ σ1
)
MA3F3
(
χ
υ
)
.
In Kombination mit (3.5.19) und (3.5.35) folgt daraus die Behauptung
(3.5.39) für n = 3.
Ersetzt man
(
0 pe−iω
peiω 0
)
beziehungsweise
(
0 σ · p
σ · p 0
)
durch pλ, so
kann man durch die Verwendung der selben Argumente die Relation (3.5.40)
beweisen.
Für k ∈ (Z \ {0}) ∪ (Z + 1/2) definieren wir
µ±(k) := (k/|k|)2k+1(k ± 1/2). (3.5.41)
Lemma 3.5.11 (Lemma 19 in [49] und Lemma II.1 in [50]). Die Relation
Wn| · |−1W∗n =
⊕
j∈Tn
(
Ξµ−(κj)R
1Ξ−1µ−(κj) 0
0 Ξµ+(κj)R
1Ξ−1µ+(κj)
)
(3.5.42)
gilt.
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Beweis. Seien k ∈ Z∪(N0 +1/2) und υ ∈ L2
(
R+,
(
1+r−2
)
dr
)
. Nach (3.5.19)
und (3.5.38) gilt für τ ∈ R(
Tk
(
| · |−1υ
))
(τ) = Ξk(τ)
(
M
(
(·)−1υ
))
(−τ) = Ξk(τ)(R−1Mυ)(−τ)
= Ξk(τ)
(
R1
(
(Mυ)(−·)
))
(τ) = Ξk(τ)
(
R1Ξ−1k Tk υ
)
(τ).
Dies zusammen mit (3.5.36) und (3.5.37) impliziert (3.5.42).
U-Transformation Für k ∈ (Z\{0})∪ (Z+ 1/2) sei der unitäre Operator
Uk : L2(R+;C2)→ L2(R;C2) definiert durch
Uk
(
ψ1
ψ2
)
:=
(
Tµ−(k)ψ1
−iTµ+(k)ψ2
)
. (3.5.43)
An dieser Stelle sei darauf hingewiesen, dass für j ∈ Tn und (ψ1, ψ2) ∈
L2(R+;C2) gilt
Uκj
(
ψ1
ψ2
)
=
(
Wn
(
AnSn
)∗ ⊕
j′∈Tn
δj′,j
(
ψ1
ψ2
))
j
. (3.5.44)
Eine Berechnung, welche (3.5.38), (3.5.18), (3.5.29), (3.5.30) und die ele-
mentaren Eigenschaften der Gammafunktion verwendet, liefert:
Lemma 3.5.12 (Lemma 20 in [49] und Lemma II.12 in [50]). Seien k ∈
{−1,−1/2, 1/2, 1}, τ ∈ R und Υ ∈ [0, 1/2). Die Funktionen (3.5.31) erfüllen
die Relation
(Ukψ
√
k2−Υ2
k )(τ) = χ
Υ
k (τ)
(
1√
k2 −Υ2V|k−1/2|−1/2(iΥ)
)
+
(
ξΥk (τ)
ηΥk (τ)
)
mit
χΥk (τ) :=
√
k2 −Υ2Ξµ−(k)
(
i(Υ + 1/2)
)(τ − i)Γ(iτ + Υ + 1/2)
i(Υ− 1/2)
, (3.5.45)
ξΥk (τ) :=
√
k2 −Υ2Γ(iτ + Υ + 1/2)
(
Ξµ−(k)(τ)−
(τ − i)Ξµ−(k)
(
i(Υ + 1/2)
)
i(Υ− 1/2)
)
,
(3.5.46)
ηΥk (τ) := i(k −Υ)Γ(iτ + Υ + 1/2)
(
Ξµ+(k)(τ)−
(τ − i)Ξµ+(k)
(
i(Υ + 1/2)
)
i(Υ− 1/2)
)
.
(3.5.47)
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3.5.2 Transformierte relativistische Coulomb-Operatoren
Für α ∈ R betrachten wir den symmetrischen Operator
H̃α := (−∆)1/2 − α| · |−1
in L2(Rn) auf dem Definitionsbereich
D(H̃α) := H1(Rn) ∩ L2
(
Rn, |x|−2 dx
)
.
Nun führen wir die Indexmenge
An :=
{
Z für n = 2,{
(l,m) ∈ Z2 : l > 0,−l 6 m 6 l
}
für n = 3,
(3.5.48)
ein. Für eine Funktion v ∈ L2(R2;C) ist die Entwicklung der Darstellung von
v in Polarkoordinaten in der Orthonormalbasis
(
(2π)−1/2eim(·)
)
m∈Z bereits
in (2.6.18) und (2.6.20) definiert. Für jede skalare Funktion u ∈ L2(R3;C)
ist die Entwicklung der Darstellung von u in Kugelkoordinaten in Kugel-
flächenfunktionen (siehe Abschnitt 14.30 in [55]) gegeben durch
u(r cosφ sin θ, r sinφ sin θ, r cos θ) =
∑
(l,m)∈A3
r−1u(l,m)(r)Yl,m(θ, φ), (3.5.49)
u(l,m)(r) := r
∫ 2π
0
∫ π
0
Yl,m(θ, φ)u(r cosφ sin θ, r sinφ sin θ, r cos θ) sin θ dθ dφ.
(3.5.50)
Der zugehörige unitäre Operator ist
Rn : L2(Rn;C)→
⊕
j∈An
L2(R+;C), ψ 7→
⊕
j∈An
ψj. (3.5.51)
Mit Korollar 3.5.7 und skalaren Versionen der Lemmata 3.5.10 und 3.5.11
erhalten wir
(MRnFn)H̃α(MRnFn)∗ (3.5.52)
=

⊕
m∈Z
(
1− αV|m|−1/2(·+ i/2)
)
R1 =:
⊕
m∈Z
H̃α|m|−1/2 falls n = 2,⊕
(l,m)∈A3
(
1− αVl(·+ i/2)
)
R1 =:
⊕
(l,m)∈A3
H̃αl falls n = 3,
(3.5.53)
wobei die rechte Seite eine orthogonale Summe der Operatoren in L2(R) ist,
welche für k ∈ N0 ∪ (N0 − 1/2) und α 6= 0 dicht auf
D(H̃αk ) :=
{
υ ∈ D1 : Ξ−1k+1/2υ ∈ D
1
}
(3.5.54)
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definiert sind. Für k ∈
(
N0 ∪ (N0 − 1/2)
)
\ {−1/2} gilt D(H̃αk ) = D1 nach
Lemma 3.5.6. Auf der anderen Seite ist D(H̃α−1/2) 6= D1 für jedes α 6= 0.
Diese Tatsache korrespondiert zu der Abwesenheit einer Hardy-Ungleichung
in zwei Dimensionen.
Im nächsten Lemma formulieren wir die optimale Bedingung auf α, sodass
H̃αk nach unten beschränkt ist. Ein
Lemma 3.5.13 (Lemma 21 in [49] und Lemma III.1 in [50]). Sei k ∈ N0 ∪
(N0 − 1/2). Für α ∈ R ist der Operator H̃αk symmetrisch. Außerdem ist H̃αk
genau dann nach unten in L2(R) beschränkt, wenn
α 6 αk :=
1
Vk(0)
=
2Γ2
((
k + 2)/2
)
Γ2
((
k + 1
)
/2
) (3.5.55)
gilt.
Beweis. Für k ∈ N0∪(N0−1/2) und ψ ∈ D(H̃αk ) ⊂ D1 folgt aus Korollar 3.5.7
und Lemma 3.5.6
〈ψ, H̃αk ψ〉 = 〈ψ,R1ψ〉 − α
〈
ψ,Ξk+1/2R
1Ξ−1k+1/2ψ
〉
=
∫ +∞
−∞
(
1− αVk(τ)
)∣∣(R1/2ψ)(τ)∣∣2dτ. (3.5.56)
Da die rechte Seite reell ist, folgt, dass H̃αk ein symmetrischer Operator ist.
Für α 6 αk ist 1−αVk nach Lemma 3.5.8 (a) und (b) nichtnegativ und daher
Hαk nach (3.5.56) nach unten beschränkt.
Für α > αk ist 1−αVk nach Lemma 3.5.8 (a) und (b) auf einer offenen Menge
(−ρ, ρ) (ρ hängt von k und α ab) negativ. Für l ∈ N ist die Funktion
ψl := ψ̃l/‖ψ̃l‖L2(R) mit ψ̃l(τ) := e−l(τ−i/2)
2(
1− e−l2(τ−i)2
)
normiert in L2(R) und liegt in D(H̃αk ). Durch die Anwendung von Lem-
ma 3.5.8 erhalten wir die Abschätzung
1− αVk 6
(
1− αVk(ρ/2)
)
1[−ρ/2,ρ/2] + 1R\(−ρ/2,ρ/2). (3.5.57)
Es folgt aus (3.5.57), dass für l hinreichend groß (3.5.56) mit ψ := ψl negativ
wird. Ersetzt man dann ψl(τ) durch λ
iτψl(τ) (auch normiert und liegt in
D(H̃αk ) für alle λ ∈ R+), so kann man die quadratische Form (3.5.56) beliebig
negativ machen.
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Nach Lemma 3.5.13 ist für k ∈ N0∪(N0−1/2) und α 6 αk die Friedrichs-
Fortsetzung [33] von H̃αk wohldefiniert. Den entsprechenden selbstadjungier-
ten Operator bezeichnen wir mit Hαk . Die folgende Beschreibung des Defini-
tionsbereiches von Hαk für k 6= −1/2 folgt analog zu Korollar 2 in [45] (siehe
Abschnitt 2.2.3 in [2]) mit der Hilfe von Lemma 3.5.8. Mit der gleichen Tech-
nik wurde auch die Selbstadjungiertheit des Brown-Ravenhall-Operators in
[75] untersucht.
Lemma 3.5.14 (Lemma 22 in [49] und Lemma III.3 in [50]). Seien k ∈(
N0 ∪ (N0 − 1/2)
)
\ {−1/2} und α 6 αk.
(a) Für α < V −1k (i/2) ist der Operator H̃
α
k selbstadjungiert, d. h. H̃
α
k = H
α
k .
(b) Der Operator H̃
V −1k (i/2)
k ist wesentlich selbstadjungiert, d. h., die Rela-
tion
(
H̃
V −1k (i/2)
j
)∗
= H
V −1k (i/2)
k gilt.
(c) Für α ∈ (V −1k (i/2), αk] ist die Friedrichs-Fortsetzung Hαk von H̃αk die
Einschränkung von
(H̃αk )
∗ = R1
(
1− αVk(· − i/2)
)
(3.5.58)
auf
D(Hαk ) = D
1+̇ span
{
(· − i/2 + iζk,α)−1
}
,
wobei ζk,α die eindeutige Lösung von
1− αVk(−iζk,α) = 0 (3.5.59)
in (−1/2, 0] ist.
Im Fall k = −1/2 ist die Funktion V−1/2(· ± i/2) nicht auf R beschränkt.
Daher ist in diesem Fall das Argument aus [45] nicht direkt anwendbar.
Deshalb können wir nur das nachfolgende schwächere Resultat für Hα−1/2
zeigen.
Lemma 3.5.15 (Lemma 23 in [49]). Für α ∈ (0, α−1/2] erfüllt der Definiti-
onsbereich der Friedrichs-Fortsetzung Hα−1/2 von H̃
α
−1/2 die Relation
D(Hα−1/2) ⊇ D(H̃α−1/2)+̇ span{ψα−1/2}
mit
ψα−1/2(τ) :=
τ − i
(τ − 2i)(τ − i/2 + iζ−1/2,α)
für τ ∈ R
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und ζ−1/2,α definiert wie in (3.5.59). Zusätzlich gilt
(Hα−1/2ψ
α
−1/2)(τ) =
τ
(
1− αV−1/2(τ + i/2)
)
(τ − i)(τ + i/2 + iζ−1/2,α)
(3.5.60)
für alle τ ∈ R \ {0}.
Beweis. Nach Satz 5.38 in [81] ist Hα−1/2 die Einschränkung von (H̃
α
−1/2)
∗ auf
D(Hα−1/2) := Q
α
−1/2∩D
(
(H̃α−1/2)
∗), wobei Qα−1/2 der Abschluss von D(H̃α−1/2)
in der Norm der quadratischen Form H̃α−1/2 + 1 ist.
Da C∞0
(
R2 \ {0}
)
⊂ D(H̃α) dicht in H1/2(R2) ist, zeigt die Darstellung
(3.5.52), dass D(H̃α−1/2) dicht in D
1/2 bezüglich der Graphnorm von R1/2 für
alle α ∈ (0, α−1/2] ist. Lemma 3.5.13 impliziert die Ungleichungen
〈υ,R1υ〉 > 〈υ, H̃α−1/2υ〉 > (1− α/α−1/2)〈υ,R1υ〉
für alle α ∈ (0, α−1/2] und υ ∈ D(H̃α−1/2). Daher gilt Qα−1/2 = D1/2 ⊂ Q
α−1/2
−1/2
für α ∈ (0, α−1/2) und die rechte Seite von (3.5.56) stimmt mit dem Abschluss
der quadratischen Form von H̃α−1/2 auf jedem υ ∈ D1/2 für α ∈ (0, α−1/2]
überein.
Für l ∈ N sei ψl(τ) := (τ − i)(τ − 2i)−1(τ − i/2− i/l)−1 ∈ D1/2 ⊂ Q
α−1/2
−1/2 .
Durch die Berechnung der rechten Seite von (3.5.56) mit υ := ψl − ψm und
m 6 l erhalten wir∫ +∞
−∞
(1− α−1/2V−1/2)
∣∣R1/2(ψl − ψm)∣∣2dτ 6 ∫ +∞
−∞
(
1− α−1/2V−1/2(τ)
)
τ 2(m2τ 2 + 1)
dτ.
Nach Lemma 3.5.8 und monotoner Konvergenz schlussfolgern wir, dass
(ψl)l∈N eine Cauchy-Folge in Q
α−1/2
−1/2 ist, welche gegen ψ
α−1/2
−1/2 in L
2(R) konver-
giert. Daher liegt ψ
α−1/2
−1/2 in Q
α−1/2
−1/2 .
Sei α ∈ (0, α−1/2]. Unter der Verwendung der Relationen
ψα−1/2 ∈ D1/4, Ξ−10 ψα−1/2 ∈ D1/4 und(
1− αV−1/2(· − i/4)
)
ψα−1/2(·+ i/4) ∈ D3/4
(siehe (3.5.59) und (3.5.26)) und Korollar 3.5.7 sowie Lemma 3.5.6 erhalten
wir für jedes υ ∈ D(H̃α−1/2):
〈ψα−1/2, H̃α−1/2υ〉 =
〈
ψα−1/2,
(
R1 − αΞ0R1Ξ−10
)
υ
〉
= 〈R1/4ψα−1/2, R3/4υ〉 − α〈R1/4Ξ−10 ψα−1/2, R3/4Ξ−10 υ〉
=
〈(
1− αV−1/2(· − i/4)
)
ψα−1/2(·+ i/4), R3/4υ〉
=
〈(
1− αV−1/2(·+ i/2)
)
ψα−1/2(·+ i), υ
〉
.
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Es folgt, dass ψα−1/2 ∈ D
(
(H̃α−1/2)
∗) und (3.5.60) für alle α ∈ (0, α−1/2] gilt.
Abschließend formulieren wir wesentliche Beobachtungen für die Funktio-
nen (3.5.45), (3.5.46) und (3.5.47), d. h. für die Darstellung der Funktionen
(3.5.31) im Fourier-Mellin-Raum (siehe Lemma 3.5.12).
Lemma 3.5.16 (Lemma 24 in [49] und Lemma III.4 in [50]). Sei Υ ∈
[0, 1/2).
(a) Für k ∈ {−1,−1/2, 1/2, 1} liegen die Funktionen ξΥk und ηΥk in D1.
(b) Die Funktionen Ξ−10 ξ
Υ
1/2 und Ξ
−1
0 η
Υ
−1/2 sind Element von D
1.
(c) Für k ∈ {−1/2, 1/2} gelten χΥk ∈ D
(
H
(V−1/2(iΥ))
−1
−1/2
)
∩ D
(
H
(V1/2(iΥ))
−1
1/2
)
und
H
(V−1/2(iΥ))
−1
−1/2 χ
Υ
k =
(
1−
(
V−1/2(iΥ)
)−1
V−1/2(·+i/2)
)
χΥk (·+i). (3.5.61)
(d) Für k ∈ {−1, 1} gilt χΥk ∈ D
(
H
(V0(iΥ))−1
0
)
∩D
(
H
(V1(iΥ))−1
1
)
.
Beweis. Zu (a): Aus der Kombination von Hinweis 3.5.5 und der Tatsache,
dass die Gammafunktion in C \ (−N0) mit einer einfachen Polstelle in null
analytisch ist, folgt, dass ξΥk und η
Υ
k analytisch in einer komplexen Umgebung
von S1 sind. Daher gilt für alle ρ > 0, dass die Funktionen ξΥk und η
Υ
k in A
ρ :={
z ∈ C : Re z ∈ [−ρ, ρ], Im z ∈ [0, 1]
}
beschränkt sind. Für ρ hinreichend
groß impliziert dies zusammen mit der Verwendung der Asymptotik (3.5.25)
auf S1 \ Aρ in den Ausdrücken (3.5.46), (3.5.47) und (3.5.20) (oder (3.5.22)
und (3.5.26)) die Eigenschaften (a)–(c) von Definition 3.5.2 für ξΥk und η
Υ
k .
Zu (b): Die Funktionen Ξ−10 ξ
Υ
1/2 und Ξ
−1
0 η
Υ
−1/2 sind analytisch in einer
komplexen Umgebung von S1. Daher liefert unter der Berücksichtigung von
(3.5.26) die Argumentation von Beweis (a) die Behauptung.
(c): Nach Lemma 3.5.15 und Lemma 3.5.14 genügt es zu zeigen, dass
χΥk + i
√
k2 −Υ2 2Υ− 3
2Υ− 1
Ξk−1/2
(
i(Υ + 1/2)
)
ψ
(V−1/2(iΥ))
−1
−1/2 ∈ D
(
H̃
(V−1/2(iΥ))
−1
−1/2
)
(3.5.62)
und
χΥk +
i
√
k2 −Υ2Ξk−1/2
(
i(Υ + 1/2)
)(
· −i/2 + iζ1/2,(V1/2(iΥ))−1
) ∈ D(H̃(V1/2(iΥ))−11/2 ) (3.5.63)
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gelten. Wegen (3.5.54) und ζ−1/2,(V−1/2(iΥ))−1 = −Υ sowie ζ1/2,(V1/2(iΥ))−1 = −Υ
(siehe (3.5.59)) kann dies analog zu (a) getan werden. Die Formel (3.5.61)
folgt dann aus (3.5.62), (3.5.52) und (3.5.60).
Zu (d): Nach Lemma 3.5.14 genügt es zu zeigen, dass für l ∈ {0, 1} gilt
χΥk +
i
√
k2 −Υ2Ξ|k|−k/(2|k|)
(
i(Υ + 1/2)
)(
· −i/2 + iζl,(Vl(iΥ))−1
) ∈ D(H̃(Vl(iΥ))−1l ). (3.5.64)
Dies kann analog zu (c) getan werden.
3.5.3 Kritische untere Schranken
Für γ ∈ R definieren wir die quadratische Form
pγ[f ] :=
∫
R+
pγ
∣∣f(p)∣∣2 dp
auf L2
(
R+, (1 + pγ)dp
)
. Außerdem verwenden wir für k ∈ N0∪ (N0− 1/2) die
Definition von qk, welche in (3.2.7) formuliert wurde.
Der nächste Satz impliziert eine untere Schranke für die quadratische
Form des kritischen Operators Hαkk .
Satz 3.5.17 (Verallgemeinerung von Satz 30 in [49]). Für jedes k ∈ N0 ∪
(N0 − 1/2) und λ ∈ (0, 1) gibt es ein Kk,λ > 0, sodass für alle l > 0 die
Ungleichung
p1 − αkqk > Kk,λlλ−1pλ − l−1p0 (3.5.65)
auf L2
(
R+, (1 + p)dp
)
gilt.
Beweis. Seien λ ∈ (3/4, 1) und f ∈ L2
(
R+, (1 + p)dp
)
. Aus der Nichtnega-
tivität von Qk, der Cauchy-Bunyakovsky-Schwarz-Ungleichung und der Tat-
sache, dass
(q + lλ−1qλ)−1 6 q−1 − lλ−1qλ−2 + l2(λ−1)q2λ−3 für alle q, l > 0 gilt,
(Diese Relation folgt aus (1 + z)−1 6 1 − z + z2 für alle z > 0 durch die
Substitution z := (lq)λ−1.) schlussfolgern wir
qk[f ] =
1
π
∫ ∞
0
∫ ∞
0
f(p)f(q)Qk
(
1
2
(p
q
+
q
p
))
dq dp
6
1
π
∫ ∞
0
∫ ∞
0
∣∣f(p)∣∣2Qk(1
2
(p
q
+
q
p
))(p+ lλ−1pλ
q + lλ−1qλ
)
dq dp
6
1
π
∫ ∞
0
∫ ∞
0
∣∣f(p)∣∣2Qk(1
2
(p
q
+
q
p
))
× (p+ lλ−1pλ)(q−1 − lλ−1qλ−2 + l2(λ−1)q2λ−3)dq dp.
(3.5.66)
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Mit der Hilfe von (3.2.6) kann man einfach
Qk
(
(x+ x−1)/2
)
∼
π1/2Γ
(
k + 1
)
Γ
(
k + 3/2
) {x−k−1 für x→ +∞,
xk+1 für x→ +0,
(3.5.67)
nachrechnen. Sei nun g ∈ D(R−1/2). Außerdem gibt es ein d ∈ {2, 3} und
j ∈ Td mit
|κj − 1/2| − 1/2 = k.
Wir definieren
G =W∗d
⊕
j′∈Td
δj′,j
(
R−1/2g
0
)
.
Aus Lemma 3.5.11 sowie Lemma 3.5.6 und Korollar 3.5.7 folgt
〈g, Vkg〉 =
∫
Rd
1
|x|
|G(x)|2dx. (3.5.68)
Nach (3.5.35), (3.2.5) und Lemma 3.2.2 gilt∫
Rd
1
|x|
|G(x)|2dx =
∫
Rd
1
|x|
|F∗dQ∗d
⊕
j′∈Td
δj′,jM∗R−1/2g|2dx = qk[M∗R−1/2g].
(3.5.69)
Die rechte Seite in (3.5.69) kann mit (3.5.19) und (1.5.20) in [2] zu
qk[(·)−1/2M∗g]
=
∞∫
0
(M∗g)(p)
√
2/π
(
(2π)−1/2
∞∫
0
(
Qk
(
1
2
(p
q
+
q
p
))√q
p
)
(M∗g)(q)dq
q
)
dp
=
〈
g,
√
2/πM
(
Qk
(
((·) + (·)−1)/2
)
(·)−1/2
)
g
〉
umgeformt werden. Dies zusammen mit (3.5.68), der Dichtheit von D(R−1/2)
in L2(R) und (3.5.67) impliziert, dass
Vk(z) =
1
π
∫ ∞
0
Qk
(
(x+ x−1)/2
)
x−iz−1dx
=
piz
π
∫ ∞
0
Qk
(
1
2
(p
q
+
q
p
))
q−iz−1dq
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im Streifen
{
z ∈ C : Im z ∈
(
− k − 1, k + 1
)}
gilt.
Nun können wir die rechte Seite von (3.5.66) umformulieren und erhalten
qk[f ] 6 Vk(0)p
1[f ] +
(
Vk(0)− Vk
(
i(λ− 1)
))
lλ−1pλ[f ]
+
(
Vk
(
2i(λ− 1)
)
− Vk
(
i(λ− 1)
))
l2(λ−1)p2λ−1[f ]
+ Vk
(
2i(λ− 1)
)
l3(λ−1)p3λ−2[f ].
(3.5.70)
Die Lemmata 3.5.13 und 3.5.8 implizieren
Vk(0) = α
−1
k ,
Vk(0)− Vk
(
i(λ− 1)
)
< 0,
Vk
(
2i(λ− 1)
)
− Vk
(
i(λ− 1)
)
> 0,
Vk
(
2i(λ− 1)
)
> 0.
(3.5.71)
Für jedes λ ∈ (3/4, 1) und ε1, ε2 > 0 existieren C1, C2 > 0, sodass die
Ungleichungen
l2(λ−1)p2λ−1 6 ε1p
λlλ−1 + C1l
−1, l3(λ−1)p3λ−2 6 ε2p
λlλ−1 + C2l
−1 (3.5.72)
für alle p, l > 0 gelten. Für ε1 und ε2 hinreichend klein erhalten wir durch
das Einsetzen von (3.5.72) in (3.5.70) und die Verwendung von (3.5.71) die
Ungleichung
qk[f ] 6 p
1[f ]/αk − C1(k, λ)lλ−1pλ[f ] + C2(k, λ)l−1p0[f ] (3.5.73)
mit C1(k, λ), C2(k, λ) > 0 für λ ∈ (3/4, 1). Für λ ∈ (0, 3/4], λ′ ∈ (3/4, 1)
gibt es eine Konstante C3(λ, λ
′) > 0, sodass
lλ
′
pλ
′
> −C3(λ, λ′)p0 + lλpλ
gilt. Damit können wir die Ungleichung (3.5.73) für λ aus der Ungleichung
(3.5.73) für λ′ schlussfolgern. Nun verwenden wir αj > 0, skalieren mit l
durch und erhalten schließlich (3.5.65).
Korollar 3.5.18 (Verallgemeinerung von Korollar 31 in [49]). Seien k ∈
N0 ∪ (N0 − 1/2) und λ ∈ (0, 1). Für alle l > 0 mit Kk,λ wie in (3.5.65) gilt
die Ungleichung
Hαkk > Kk,λl
λ−1Rλ − l−1. (3.5.74)
Beweis. Für jedes ψ ∈ D(H̃αkk ) gilt
〈ψ, H̃αkk ψ〉 = 〈ψ,R
1ψ〉 − αk〈ψ, Vk(·+ i/2)R1ψ〉. (3.5.75)
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Nach (3.5.19) stimmt der erste Term auf der rechten Seite von (3.5.75) mit
p1[M∗ψ] überein. Aus der Kombination von (3.5.68), (3.5.69) und Korol-
lar 3.5.7 erhalten wir
〈ψ, Vk(·+ i/2)R1ψ〉 = qk[M∗ψ].
Daher gilt
〈ψ, H̃αkk ψ〉 = p
1[M∗ψ]− αkqk[M∗ψ].
Durch die Anwendung von Satz 3.5.17, (3.5.19) und der Tatsache, dass Hαkk
die Friedrichs-Fortsetzung von H̃αkk ist, schlussfolgern wir (3.5.74).
3.5.4 Abschätzungen in den kritischen Kanälen
Für k ∈ {−1,−1/2, 1/2, 1} und ν ∈ [0, |k|] führen wir auf R\{0} die (2×2)-
matrixwertige Funktion
Mνk (τ) :=
(
−νV|k−1/2|−1/2(τ + i/2) 1
1 −νV|k+1/2|−1/2(τ + i/2)
)
(3.5.76)
ein.
Lemma 3.5.19 (Lemma 25 in [49] und Lemma IV.1 in [50]).
(a) Seien Υ ∈ [0, 1/2) und k ∈ {−1,−1/2, 1/2, 1}. Für jedes Ψ ∈ C
√
k2−Υ2,k
gibt es eine Zerlegung
UkΨ =
(
ζ
υ
)
+ aχΥk
(
1√
k2 −Υ2V|k−1/2|−1/2(iΥ)
)
(3.5.77)
mit ζ ∈ D
(
H̃
(V|k−1/2|−1/2(iΥ))
−1
|k−1/2|−1/2
)
, υ ∈ D
(
H̃
(V|k+1/2|−1/2(iΥ))
−1
|k+1/2|−1/2
)
und a ∈ C.
Außerdem gilt die Darstellung
UkD
√
k2−Υ2,kΨ = M
√
k2−Υ2
k
(
R1ζ + aχΥk (·+ i)
R1υ + a
√
k2 −Υ2V|k−1/2|−1/2(iΥ)χΥk (·+ i)
)
.
(3.5.78)
(b) Seien Υ ∈ [1/2, 1] und k ∈ {−1, 1}. Für jedes Ψ ∈ C
√
k2−Υ2,k gilt
UkΨ =
(
ζ
υ
)
(3.5.79)
mit ζ ∈ D
(
H̃
(V(1−k)/2(iΥ))
−1
(1−k)/2
)
, υ ∈ D
(
H̃
(V(k+1)/2(iΥ))
−1
(k+1)/2
)
und
UkD
√
1−Υ2,kΨ = M
√
1−Υ2
k
(
R1ζ
R1υ
)
. (3.5.80)
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Beweis. Zum Beweis von Teil (a): Die Zerlegung (3.5.77) folgt aus (3.5.32),
Lemma 3.5.12, (3.5.54) und Lemma 3.5.16.
Sei (χ, ς) ∈ C∞0
(
R+;C2
)
beliebig. Wir definieren d := 1 + 2|k| und wählen
j ∈ Td so, dass κj = k gilt. Nach (3.5.44) und (3.5.33) gilt
UkD
√
k2−Υ2,k
(
χ
ς
)
=
(
WdD
√
k2−Υ2
d W
∗
dWd(AdSd)∗
⊕
j′∈Td
δj′,j
(
χ
ς
))
j
. (3.5.81)
Aus den Lemmata 3.5.10 und 3.5.11 folgt, dass die rechte Seite in (3.5.81)
gleich(
Ξµ−(κj)R
1Ξ−1µ−(κj) R
1
R1 Ξµ+(κj)R
1Ξ−1µ+(κj)
)(
Wd(AdSd)∗
⊕
j′∈Td
δj′,j
(
χ
ς
))
j
(3.5.82)
ist, wobei die Notation (3.5.41) verwendet wurde. Aus〈
D
√
k2−Υ2,kΨ,
(
χ
ς
)〉
=
〈
UkΨ,UkD
√
k2−Υ2,k
(
χ
ς
)〉
(3.5.83)
und (3.5.81), (3.5.82), (3.5.44), (3.5.77) schlussfolgern wir, dass die rechte
Seite in (3.5.83) gleich〈(ζ
υ
)
+aχΥk
(
1√
k2 −Υ2V|k−1/2|−1/2(iΥ)
)
,(
Ξµ−(k)R
1Ξ−1µ−(k) R
1
R1 Ξµ+(k)R
1Ξ−1µ+(k)
)
Uk
(
χ
ς
)〉 (3.5.84)
ist. Der Ausdruck (3.5.84) entspricht wiederum〈
M
√
k2−Υ2
k R
1
(
ζ
υ
)
,Uk
(
χ
ς
)〉
+ a
〈
χΥk
(√
k2 −Υ2V|k−1/2|−1/2(iΥ)
1
)
,(
H
(V|k−1/2|−1/2(iΥ))
−1
|k−1/2|−1/2 0
0 H
(V|k+1/2|−1/2(iΥ))
−1
|k+1/2|−1/2
)
Uk
(
χ
ς
)〉 (3.5.85)
nach Lemma 3.5.14, Lemma 3.5.15, (3.5.54) und Korollar 3.5.7. Der Ausdruck
(3.5.85) ist nach (3.5.61) und Lemma 3.5.14 gleich〈
U∗kM
√
k2−Υ2
k
(
R1ζ + aχΥk (·+ i)
R1υ + a
√
k2 −Υ2V|k−1/2|−1/2(iΥ)χΥk (·+ i)
)
,
(
χ
ς
)〉
. (3.5.86)
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Da nach obiger Argumentation (3.5.86) und die linke Seite von (3.5.83) gleich
sind, folgt aus der Dichtheit von C∞0
(
R+;C2) in L2(R+;C2) die Relation
(3.5.78).
Der Beweis der Behauptung (b) kann durch die Verwendung der Argumen-
tation aus (a) in Kombination mit der Erkenntnis C
√
k2−Υ2,k = C∞0
(
R+;C2
)
geführt werden. Im Wesentlichen bedeutet dies, dass alle Terme, welche mit
dem Parameter a multipliziert werden, entfallen.
Für k ∈ {−1/2, 1/2, 1} und ν ∈ (0, |k|] definieren wir die Funktion
Kνk (τ) :=
∣∣∣1− (V1/2−|k−1/2|(i√k2 − ν2))−1V1/2−|k−1/2|(τ + i/2)∣∣∣2 (3.5.87)
auf R \ {0}.
Lemma 3.5.20 (Lemma 26 in [49] und Lemma IV.3 in [50]). Seien k ∈
{−1,−1/2, 1/2, 1} und ν ∈ (0, |k|]. Dann gibt es eine Konstante ην1+2|k| > 0,
sodass
(Mνk )
∗Mνk > (η
ν
1+2|k|)
2 diag(Kν(−k)2|k| , K
ν
(k)2|k|) (3.5.88)
punktweise auf R \ {0} gilt.
Beweis. Weil die Relation Mν−k = σ1M
ν
k σ1 gilt, genügt es die Ungleichung
(3.5.88) für k = 1/2 und k = 1 zu zeigen. Dazu führen wir eine Fallunterschei-
dung durch. Zunächst betrachten wir den Fall k = 1/2. Außerdem führen wir
die Kurzschreibweise V := V1/2(i
√
1/4− ν2) = ν−2
(
V−1/2(i
√
1/4− ν2)
)−1
ein (siehe (3.5.30) für die zweite Gleichheit). Für jedes τ ∈ R \ {0} gilt die
Ungleichung
Kν±1/2(τ) 6 2
(
1 +
(
V±1/2(i
√
1/4− ν2)
)−2∣∣V±1/2(τ + i/2)∣∣2).
Daraus folgt durch die Anwendung von (3.5.29)
Kν1/2(τ) 6 2
(
1 + (1 + τ 2)−1V −2
)
und
Kν−1/2(τ) 6 2(1 + ν
4V 2τ−2).
Analog erhalten wir
(
Mν1/2(τ)
)∗
Mν1/2(τ) =
 1 + ν2τ−2 −ν(1− 2iτ)τ 2 + iτ P1/2(τ)
−ν(1 + 2iτ)
τ 2 − iτ
P 1/2(τ) 1 + ν
2(1 + τ 2)−1

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mit
P1/2(τ) :=
Γ
(
(1 + iτ)/2
)
Γ(−iτ/2)
Γ
(
(1− iτ)/2
)
Γ(iτ/2)
,
∣∣P1/2(τ)∣∣ = 1.
Daher gilt für alle η ∈ R die Ungleichung
det
((
Mν1/2(τ)
)∗
Mν1/2(τ)−
η2
4
diag
(
Kν−1/2(τ), K
ν
1/2(τ)
))
>
Aτ 4 + Bτ 2 + C
τ 2(1 + τ 2)V 2
(3.5.89)
mit
A := V 2(1− η2)2,
B := V 2(1− 2ν2)− (1 + 2V 2 + 2ν2V 2 + ν4V 4)η2 + (1 + V 2 + ν4V 4)η4,
C := ν4V 2 − ν2(1 + V 2 + ν2V 4 + ν4V 4)η2 + ν4V 2(1 + V 2)η4.
Wir erkennen, dass es ein ην2 > 0 gibt, sodass für alle η ∈ [0, 2ην2 ] die Koeffi-
zienten A, B und C strikt positiv sind und deshalb auch die rechte Seite von
(3.5.89). Da für η = 0 beide Eigenwerte von
(
Mν1/2(τ)
)∗
Mν1/2(τ) positiv sind,
müssen beide Eigenwerte von(
Mν1/2(τ)
)∗
Mν1/2(τ)− η2 diag
(
Kν−1/2(τ), K
ν
1/2(τ)
)
für alle τ ∈ R \ {0} und η ∈ [0, ην2 ] nichtnegativ sein.
Für den verbleibenden Fall k = 1 zeigen wir, dass der maximale Wert von ην3 ,
sodass (3.5.88) gilt, in (2.3.3) gegeben ist. Aufgrund des hohen technischen
Aufwandes wird diese Behauptung nicht an dieser Stelle bewiesen, sondern
im Zusammenhang mit Satz 2.3.2.
Hinweis 3.5.21. Seien ν ∈ (0, 1/2] und τ ∈ R \ {0}. Wir definieren ην2,−(τ)
als das Kleinere der beiden η ∈ (0,∞) mit
det
((
Mν1/2(τ)
)∗
Mν1/2(τ)− η2 diag
(
Kν−1/2(τ), K
ν
1/2(τ)
))
= 0. (3.5.90)
Es ist einfach zu sehen, dass
ην2 = inf
τ∈R\{0}
ην2,−(τ) (3.5.91)
ist. Eine numerische Untersuchung von (3.5.91) deutet an, dass ην2 gleich
lim
τ↘0
ην2,−(τ) ist. Daher wird vermutet, dass der maximale Wert von η
ν
2 , sodass
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(3.5.88) gilt, gleich
1
2
(
ν2 + 1(
1− V1/2(iΥ)−1
)2 + ν2V−1/2(iΥ)2
−
√√√√( ν2 + 1(
1− V1/2(iΥ)−1
)2 + ν2V−1/2(iΥ)2)2 − 4ν4V−1/2(iΥ)2(
1− V1/2(iΥ)−1
)2
)
ist, wobei
√
1/4− ν2 durch Υ abgekürzt wurde. Diese Vermutung wird in
dieser Arbeit nicht bewiesen.
Das abschließende Resultat des Abschnitts ist:
Lemma 3.5.22 (Lemma 28 in [49] und Lemma IV.4 in [50]). Seien k ∈
{−1,−1/2, 1/2, 1} und ν ∈ (0, |k|]. Die Ungleichung
(Dν,k)2 >(ην1+2|k|)
2
(
U∗k diag(H
(V|(k)2|k|−1/2|−1/2(i
√
k2−ν2))−1
|(k)2|k|−1/2|−1/2 ,
H
(V
1/2−|(k)2|k|−1/2|(i
√
k2−ν2))−1
1/2−|(k)2|k|−1/2| )Uk
)2 (3.5.92)
gilt mit dem ην1+2|k|, welches in Lemma 3.5.20 eingeführt wurde.
Beweis. Sei Ψ ∈ Cν,k.
Zunächst betrachten wir den Fall Υ2 := k2 − ν2 < 1/4. Dann benutzen
wir (3.5.77) um UkΨ darzustellen. Durch die Anwendung von (3.5.78), Lem-
ma 3.5.20 sowie der Lemmata 3.5.14 und 3.5.15 zusammen mit der Relation
(3.5.61) erhalten wir
(ην1+2|k|)
−2‖Dν,kΨ‖2 = (ην1+2|k|)−2
∥∥∥∥Mνk( R1ζ + aχΥk (·+ i)R1υ + aνV|k−1/2|−1/2(iΥ)χΥk (·+ i)
)∥∥∥∥2
>
∥∥∥∥∥∥∥∥∥

(
1−
V1/2−|(−k)2|k|−1/2|(·+ i/2)
V1/2−|(−k)2|k|−1/2|(iΥ)
)(
R1ζ + aχΥk (·+ i)
)
(
1−
V1/2−|(k)2|k|−1/2|(·+ i/2)
V1/2−|(k)2|k|−1/2|(iΥ)
)(
R1υ + aνV|k−1/2|−1/2(iΥ)χ
Υ
k (·+ i)
)

∥∥∥∥∥∥∥∥∥
2
=
∥∥U∗k diag(H(V|(k)2|k|−1/2|−1/2(iΥ))−1|(k)2|k|−1/2|−1/2 , H(V1/2−|(k)2|k|−1/2|(iΥ))−11/2−|(k)2|k|−1/2| )UkΨ∥∥2.
Da Cν,k ein determinierender Bereich für Dν,k ist, schlussfolgern wir (3.5.92).
Den Fall k2 − ν2 > 1/4 kann man analog beweisen, indem man (3.5.79) und
(3.5.80) anstelle von (3.5.77) und (3.5.78) verwendet.
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3.5.5 Abschätzungen in den nicht kritischen Kanälen
Weil wir zum Beweis von Satz 2.6.4 eine ähnliche Ungleichung verwenden
wollen, beweisen wir zunächst ein Lemma, welches eine viel allgemeinere
Situation abdeckt, als für die Lösung unserer Problemstellung nötig wäre.
Aus diesem Resultat schlussfolgern wir anschließend die zum Beweis der Sätze
2.3.1 und 2.3.4 benötigten Ungleichungen.
Lemma 3.5.23 (Verallgemeinerung von Lemma 5.1 in [52]). Sei ν ∈ R. Für
alle
k ∈
(
Z + (n− 1)/2
)
\ {0} mit
|k| > kνn := min{k ∈ N0 + (n− 1)/2 : k2 > ν2 + 1/4}
(3.5.93)
gilt die Abschätzung
(Dν,k)2 > Kνn(D
0,k)2 (3.5.94)
mit
Kνn := 1−
ν((kνn)
2 + 1/4)
((kνn)
2 − 1/4)2
(√
ν2 +
(4(kνn)
2 − ν2)((kνn)2 − 1/4)2
((kνn)
2 + 1/4)2
− ν
)
> 0.
Beweis. Wie in Lemma 3.5.22 genügt es (3.5.94) für Funktionen aus Cν,k zu
zeigen. Nach (3.4.5) können wir ψ ∈ C∞0 (R+;C2) annehmen.
Für b ∈ R definieren wir eine Familie der Matrixfunktionen
Aνk(b, τ) :=
(
ν2 + b
(
τ 2 + (1/2− k)2
)
2ν(iτ + k)
2ν(−iτ + k) ν2 + b
(
τ 2 + (k + 1/2)2
)) , τ ∈ R.
Eine Rechnung, welche (2.6.1) und (3.5.18) verwendet, liefert
‖Dν,kψ‖2 = ‖MDν,kψ‖2 =
∞∫
−∞
〈
(R−1Mψ)(τ), Aνk(1, τ)(R−1Mψ)(τ)
〉
dτ.
Deshalb gilt
‖Dν,kψ‖2 − (1− b)‖D0,kψ‖2 =
∞∫
−∞
〈
(R−1Mψ)(τ), Aνk(b, τ)(R−1Mψ)(τ)
〉
dτ.
(3.5.95)
Die Eigenwerte von Aνk(b, τ) sind durch
aνk,±(b, τ) := ν
2 + b/4 + k2b+ τ 2b± (4k2ν2 + 4ν2τ 2 + k2b2)1/2 (3.5.96)
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gegeben.
Dementsprechend ist die Behauptung gezeigt, wenn für die Wahl b :=
1 − Kνn gilt: b < 1 und aνk,−(b, τ) > 0 für alle τ ∈ R und k, welche (3.5.93)
erfüllen. Da (3.5.96) nicht von den Vorzeichen von k und τ abhängt, können
wir ohne Beschränkung der Allgemeinheit k, τ > 0 annehmen. Nun setzen
wir (3.5.96) auf k ∈ R fort und erhalten für k > 0, welche (3.5.93) erfüllen,
die Ungleichung
aνk+1,−(b, τ)− aνk,−(b, τ) =
∫ k+1
k
∂aνκ,−
∂κ
(b, τ) dκ
= (2k + 1)b−
∫ k+1
k
(4ν2 + b2)κ√
(4ν2 + b2)κ2 + 4ν2τ 2
dκ > (2kνn + 1)b−
√
4ν2 + b2.
Daraus schlussfolgern wir, dass für τ ∈ R die Funktion k 7→ aνk,−(b, τ) auf
[kνn,∞) ∩ (Z + (n− 1)/2) eine wachsende Funktion ist, solange
(2kνn + 1)b−
√
4ν2 + b2 > 0,
d. h.,
b > |ν|/
√
(kνn)
2 + kνn
gilt. Für τ > 0 erhalten wir
∂aνkνn,−(b, τ)
∂τ
= 2τ
(
b− 2ν
2√
4(kνn)
2ν2 + 4ν2τ 2 + (kνn)
2b2
)
> 2τ
(
b− 2ν
2
kνn
√
4ν2 + b2
)
.
Daher gilt für
b >
√
2|ν|
(√
1 + (kνn)
−2 − 1
)1/2 (
> |ν|/
√
(kνn)
2 + kνn
)
(3.5.97)
und alle τ ∈ R+ die Ungleichung (∂aνkνn,−/∂τ)(b, τ) > 0 und deshalb für
k > kνn
aνk,−(b, τ) > a
ν
kνn,−(b, 0) = ν
2 + b/4 + (kνn)
2b− kνn(4ν2 + b2)1/2. (3.5.98)
Die rechte Seite von (3.5.98) ist positiv, solange für b > 0 gilt
f ν(b) := ((kνn)
2 − 1/4)2b2 + 2((kνn)2 + 1/4)ν2b+ ν4 − 4ν2(kνn)2 > 0.
(3.5.99)
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Wir erkennen, dass f ν eine quadratische Funktion mit f ν(0) < 0 und f ν(1) =
((kνn)
2 − ν2 − 1/4)2 > 0 ist. Daher hat f ν eine eindeutige Nullstelle in (0, 1),
welche mit 1 −Kνn übereinstimmt. Deshalb ist für b > 0 (3.5.99) äquivalent
zu b > 1−Kνn. An dieser Stelle sei darauf hingewiesen, dass diese Bedingung
restriktiver als die Bedingung (3.5.97) ist, da nach
√
2|ν|
(√
1 + (kνn)
−2 − 1
)1/2
6 |ν|/kνn
und (3.5.93) die Ungleichung
f ν
(
|ν|/kνn
)
6 ν2((kνn)
−2/16 + ν2 − (kνn)2) 6 ν2(1/4 + ν2 − (kνn)2) < 0
gilt.
Korollar 3.5.24 (Lemma 29 in [49] und Lemma IV.5 in [50]). Für ν ∈
[0, (n− 1)/2] gilt die Operatorungleichung
(Dν,k)2 >
(√n2(n+ 2)2 + 4ν2 − 2(n+ 1)ν
n(n+ 2)
)2(
U∗kR1Uk
)2
(3.5.100)
für alle k ∈ (Z + (n− 1)/2) \ {−(n− 1)/2, 0, (n− 1)/2}.
Beweis. Sei ψ ∈ C∞0 (R+;C2) = Cν,k. Wir wählen ein j ∈ Tn mit κj = k.
Nach (3.5.44), (3.5.33) sowie (3.5.39) und erneut (3.5.44) gilt daher
UkD0,kψ =
(
Wn
(
AnSn
)∗ ⊕
j′∈Tn
δj′,jD
0,κj′ψ
)
j
(3.5.101)
=
(
Wn
(
AnSn
)∗
(AnSn)W∗n
(⊕
j∈Tn
(R1 ⊗ σ1)
)
Wn
(
AnSn
)∗ ⊕
j′∈Tn
δj′,jψ
)
j
(3.5.102)
= (R1 ⊗ σ1)Ukψ. (3.5.103)
Aus dieser Relation folgt
‖U∗kR1Ukψ‖2 = ‖D0,kψ‖2. (3.5.104)
Daraus folgt mit Lemma 3.5.23 die Behauptung.
3.5.6 Zum Beweis von Satz 2.3.1
Nach Lemma 3.5.13 gilt
〈ψ, H̃αk ψ〉 > (1− α/αk)〈ψ,R1ψ〉
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für alle k ∈ N0∪(N0−1/2), α ∈ [0, αk) und ψ ∈ D(H̃αk ). Durch den Übergang
zur Friedrichs-Fortsetzung und die Verwendung von (3.5.55) schlussfolgern
wir
Hαk >
(
1− αVk(0)
)
R1 (3.5.105)
für alle k ∈ N0 ∪ (N0 − 1/2), α ∈ [0, αk). Die Monotonie der Wurzel für
Operatoren, Lemma 3.5.22 und (3.5.105) impliziert
|Dν,±(n−1)/2| > ηνn min
{
1−
V(n−3)/2(0)
V(n−3)/2(i
√
(n− 1)2/4− ν2)
,
1−
V(3−n)/2(0)
V(3−n)/2(i
√
(n− 1)2/4− ν2)
}
U∗±(n−1)/2R1U±(n−1)/2.
(3.5.106)
Auf der anderen Seite gilt
|Dν,k| >
√
n2(n+ 2)2 + 4ν2 − 2(n+ 1)ν
n(n+ 2)
U∗kR1Uk (3.5.107)
nach Korollar 3.5.24 für alle k ∈ (Z+ (n− 1)/2) \ {−(n− 1)/2, 0, (n− 1)/2}.
Daher gilt nach (3.5.33) und (3.5.106) sowie (3.5.107)
|Dνn| > Cνn(AnSn)∗
(⊕
j∈Tn
U∗κj
)(⊕
j∈Tn
R1
)(⊕
j∈Tn
Uκj
)
(AnSn) (3.5.108)
mit
Cνn := min
{
ηνn
(
1−
V(n−3)/2(0)
V(n−3)/2(i
√
(n− 1)2/4− ν2)
)
,
ηνn
(
1−
V(3−n)/2(0)
V(3−n)/2(i
√
(n− 1)2/4− ν2)
)
,
√
n2(n+ 2)2 + 4ν2 − 2(n+ 1)ν
n(n+ 2)
}
.
(3.5.109)
Aus (3.5.35), (3.5.36) und (3.5.37) schlussfolgern wir
Wn =
(⊕
j∈Tn
Uκj
)
(AnSn).
Daraus folgt mit (3.5.40) und (3.5.108)
|Dνn| > Cνn
√
−∆. (3.5.110)
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3.5.7 Zum Beweis von Satz 2.3.4
Lemma 3.5.22 und Korollar 3.5.18 implizieren
|D(n−1)/2,±(n−1)/2| >
η(n−1)/2n
(
min{K(n−3)/2,λ, K(3−n)/2,λ}lλ−1U∗±(n−1)/2RλU±(n−1)/2 − l−1
)
.
(3.5.111)
Für k ∈ (Z+(n−1)/2)\{−(n−1)/2, 0, (n−1)/2} kombinieren wir (3.5.107)
mit der Ungleichung
R1 > λ−λ(1− λ)λ−1lλ−1Rλ − l−1,
welche aus dem Spektralsatz folgt. Durch eine Rechnung wie im Beweis von
Satz 2.3.1 impliziert dies zusammen mit (3.5.111) die Ungleichung (2.3.7)
mit der Konstanten
Kλn := min
{
(η(n−1)/2n )
λK(n−3)/2,λ , (η
(n−1)/2
n )
λK(3−n)/2,λ ,
λ−λ(1− λ)λ−1
(√
n2(n− 1)−2(n+ 2)2 + 1− (n+ 1)
n(n− 1)−1(n+ 2)
)λ}
.
3.6 Beweis von Satz 2.3.2
Zunächst führen wir
Υν :=
√
1− ν2 (3.6.1)
ein. Der Beweis von Satz 2.3.1 liefert mit (3.5.109) für n = 3 eine explizite
untere Schranke auf die optimale Konstante in (2.3.1), wenn ein expliziter
Ausdruck für ην3 gefunden werden kann. Deshalb zeigen wir zuerst in drei
Schritten, dass ην (siehe Definition 2.3.3) der maximale Wert für ην3 ist, sodass
(3.5.88) für |k| = 1 gilt. Im ersten Schritt zeigen wir in Abschnitt 3.6.1, dass
die Abbildung ν 7→ ην reell-analytisch und monoton fallend auf [0, 1] ist.
Dies verwenden wir um in Abschnitt 3.6.2 zu beweisen, dass für |k| = 1 der
maximale Wert von ην3 , sodass (3.5.88) gilt, gleich η
ν ist, wenn die auf [0, 1]
definierten Funktionen
c2(ν) :=
16ν
√
9 + 4ν2
9
(
72(5 + 2ν2)− 1764ν√
9 + 4ν2
+ (
√
9 + 4ν2 − 4ν)2
×
(
− 4 + 9π
2(π − 4)2
4(π − 2)2
−
(3π(4− π)
2(π − 2)
+
3(π − 2)
1− 2Υν cot(πΥν
2
)
)2))
, (3.6.2)
c4(ν) :=
(
c2(ν) + 3136ν
2
)2
256ν2(9 + 4ν2)
− 3584ν2 + 256ν
√
9 + 4ν2(1− (ην)2) (3.6.3)
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und
c6(ν) :=
2
(
c2(ν) + 3136ν
2
)
ν
√
9 + 4ν2
(1− (ην)2)− 1024ν2
(3.6.4)
nichtnegativ sind. In Abschnitt 3.6.3 zeigen wir schließlich, dass diese Funk-
tionen nichtnegativ sind. Aus dem dadurch bewiesenen Resultat folgt mit
(3.5.109), dass für n = 3 die Konstante in (2.3.1) gleich
min
{
ην
(
1− V0(0)
V0(iΥν)
)
,
1
15
(√
225 + 4ν2 − 8ν
)}
(3.6.5)
gewählt werden kann. Abschließend zeigen wir in Abschnitt 3.6.4, dass Sν
gleich (3.6.5) ist.
3.6.1 Eigenschaften von ην
Lemma 3.6.1 (Lemma IV.2 in [50]). Die Abbildung ν 7→ ην (siehe (2.3.3))
ist reell-analytisch und monoton fallend auf [0, 1].
Beweis. Sowohl g(ν) := (9 + 4ν2)1/2 − 4ν als auch
h(ν) := 3
(
1 − 2Υν cot(πΥν/2)
)
(mit der Konvention z cot z|z=0 := 1) sind
monoton fallende reell-analytische Funktionen auf [0, 1], welche den Wert 3 in
ν = 0 annehmen und einfache Nullstellen bei ν =
√
3/2 haben. Daher folgt
die reelle Analytizität von ην aus eben dieser Eigenschaft des Zählers und
Nenners in (2.3.3) und der Kürzung der auftretenden Nullstellen in Zähler
und Nenner. Im nachfolgenden Teil des Beweises können wir deshalb ν ∈
(0, 1) annehmen.
Die Monotonie von ν 7→ ην folgt aus der Konvexität von g und Konkavität
von h zusammen mit der Tatsache, dass beide Funktionen monoton fallen und
in ν =
√
3/2 verschwinden. In der Tat ist
∣∣g(ν)∣∣/|ν−√3/2| monoton fallend
und
∣∣h(ν)∣∣/|ν−√3/2| monoton wachsend. Für ν1 < ν2 ∈ (0, 1)\{√3/2} gilt
daher
g(ν2)
h(ν2)
=
∣∣g(ν2)∣∣∣∣h(ν2)∣∣ 6
∣∣g(ν1)∣∣∣∣h(ν1)∣∣ = g(ν1)h(ν1) .
Die behauptete Konvexität von g und Konkavität von h kann durch das Stu-
dieren der zweiten Ableitungen beobachtet werden. Es gilt nämlich g′′(ν) =
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36(9 + 4ν2)−3/2 > 0 und h′′(ν) = 3
(
f1(ν)− f2(ν)
)
mit
ν2
(
πΥν sin(πΥν/2)− π2(Υν)2 cos(πΥν/2) + 2 cos(πΥν/2) sin2(πΥν/2)
)
(Υν)3 sin3(πΥν/2)
=: f1(ν) < 2
(3.6.6)
und
f2(ν) :=
πΥν − sin(πΥν)
Υν sin2(πΥν/2)
> 2. (3.6.7)
Um (3.6.6) zu rechtfertigen, kombinieren wir für z ∈ [0, π/2] die elementaren
Abschätzungen
2z sin z 6 2z2 − z
4
3
+
z6
60
,
−4z2 cos z 6 −4z2 + 2z4 − z
6
6
+
z8
180
,
2(cos z) sin2 z = (cos z)
(
1− cos(2z)
)
6
(
1− z
2
2
+
z4
24
)(
2z2 − 2z
4
3
+
4z6
45
)
,
welche aus der Taylor-Entwicklung von sin z und cos z in z = 0 folgen, um
2z sin z − 4z2 cos z + 2(cos z) sin2 z 6 16
45
z6 − z
8
15
+
z10
270
6
16
45
z6 +
(
− 1
15
+
π2
4 · 270
)
z8 6
16
45
z6
(3.6.8)
zu schlussfolgern. Analog erhalten wir für z ∈ [0, π/2]
sin3 z >
(
z − z
3
6
)3
> z3 − z
5
2
+
( 1
12
− π
2
4 · 216
)
z7. (3.6.9)
Durch die Multiplikation von (3.6.6) mit dem Nenner der linken Seite und
der Anwendung der Ungleichungen (3.6.8) und (3.6.9) schlussfolgern wir die
Gültigkeit von (3.6.6). Die Ungleichung (3.6.7) folgt für z ∈ [0, π/2] analog
aus
2z − sin(2z) > 4z
3
3
− 4z
5
15
und
sin2 z =
1− cos(2z)
2
6 z2 − z
4
3
+
2z6
45
.
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3.6.2 Die optimale Konstante in (3.5.88)
Lemma 3.6.2 (Teil von Lemma IV.3 in [50]). Sei ν ∈ [0, 1]. Für |k| = 1 ist
der maximale Wert von ην3 , sodass (3.5.88) gilt, gleich η
ν, wenn die Funk-
tionen ck (siehe (3.6.2), (3.6.3) und (3.6.4)) auf [0, 1] für alle k ∈ {2, 4, 6}
nichtnegativ sind.
Beweis. Aufgrund der Argumentation zu Beginn des Beweises von Lem-
ma 3.5.20, können wir uns auf den Fall k = 1 beschränken. Für τ ∈ R
betrachten wir
P1(τ) :=
Γ
(
(3− 2iτ)/4
)
Γ
(
(1 + 2iτ)/4
)
Γ
(
(3 + 2iτ)/4
)
Γ
(
(1− 2iτ)/4
) .
Für alle τ ∈ R gelten ∣∣P1(τ)∣∣ = 1 (3.6.10)
und (siehe 5.4.5, 4.35.11, 4.35.16, 4.35.19, 4.28.4 und 4.28.6 in [55])
P1(τ) = sech(πτ)− i tanh(πτ). (3.6.11)
Nach (3.5.29) erhalten wir
V0(τ + i/2) =
2
1− 2iτ
P1(τ), V1(τ − i/2) =
2(1 + 2iτ)
(1− 2iτ)(3 + 2iτ)
P1(τ).
Daher schlussfolgern wir nach (3.5.76) für τ ∈ R die Relation
(
Mν1 (τ)
)∗
Mν1 (τ) =
 1 +
4ν2
1 + 4τ 2
−8ν(1− iτ)P1(τ)
(1 + 2iτ)(3− 2iτ)
−8ν(1 + iτ)P1(τ)
(1− 2iτ)(3 + 2iτ)
1 +
4ν2
9 + 4τ 2
 . (3.6.12)
Die analytische Fortsetzung von z cot z auf z = 0 bezeichnen wir im
nachfolgenden Text mit z cot z, d. h. z cot z|z=0 := 1. Die Relationen (3.5.87),
(3.6.10) und (3.6.11) implizieren
Kν1 (τ) =
(
1 + 4τ 2 + 4(Υν)2 cot2
(πΥν
2
)
− 4Υν cot
(πΥν
2
)(
sech(πτ) + 2τ tanh(πτ)
))
/(1 + 4τ 2).
(3.6.13)
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Die Ungleichung (3.5.88) ist äquivalent zu der Nichtnegativität des kleinsten
Eigenwertes von (
Mν1 (τ)
)∗
Mν1 (τ)− (ην)2Kν1 (τ)IC2 .
Durch die Verwendung von (3.6.12) und (3.6.13) finden wir, dass dieser Ei-
genwert durch
λ(τ) =1− (ην)2Kν1 (τ)
+
4ν2(5 + 4τ 2)− 8ν
(
4ν2 + (1 + τ 2)(1 + 4τ 2)(9 + 4τ 2)
)1/2
(1 + 4τ 2)(9 + 4τ 2)
(3.6.14)
gegeben ist. Daher genügt es die Nichtnegativität von (3.6.14) mit ην definiert
in (2.3.3) zu zeigen. Durch die Verwendung von (3.6.13) und (2.3.3) erkennen
wir, dass die rechte Seite von (3.6.14) für τ = 0 verschwindet, d. h., der Wert
von ην kann nicht vergrößert werden.
Wir schlussfolgern durch die Multiplikation von (3.6.14) mit (1+4τ 2)(9+
4τ 2) und das Umformen des entstehenden Ausdrucks mit (3.6.13), dass es
genügt die Nichtnegativität von
p(τ, ν) := (1− (ην)2)(1 + 4τ 2)(9 + 4τ 2) + 4ν2(5 + 4τ 2)
+ 4Υν(ην)2(9 + 4τ 2)
(
sech(πτ) + 2τ tanh(πτ)
)
cot(πΥν/2)
− 4(Υν)2(ην)2(9 + 4τ 2) cot2(πΥν/2)
− 8ν
(
4ν2 + (1 + τ 2)(1 + 4τ 2)(9 + 4τ 2)
)1/2 (3.6.15)
für alle (τ, ν) ∈ [0,∞)× [0, 1] zu beweisen.
Aus der Positivität aller Koeffizienten der Taylor-Reihe in τ = 0 von
(9 + 4τ 2)
(
1 + 2τ sinh(πτ)
)
−
(
9 + (4 + 18π − 9π2/2)τ 2
)
cosh(πτ)
schlussfolgern wir, dass
(9 + 4τ 2)
(
sech(πτ) + 2τ tanh(πτ)
)
> 9 + (4 + 18π − 9π2/2)τ 2
für alle τ ∈ R gilt. Daher folgt die Nichtnegativität von (3.6.15) aus der
Ungleichung
p+(τ, ν) > p−(τ, ν) (3.6.16)
mit
p+(τ, ν) := (1− (ην)2)(1 + 4τ 2)(9 + 4τ 2) + 4ν2(5 + 4τ 2)
+ 4Υν(ην)2
(
9 + (4 + 18π − 9π2/2)τ 2
)
cot(πΥν/2)
− 4(Υν)2(ην)2(9 + 4τ 2) cot2(πΥν/2)
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und
p−(τ, ν) := 8ν
(
4ν2 + (1 + τ 2)(1 + 4τ 2)(9 + 4τ 2)
)1/2
.
Da für x ∈ [0, 1]
x2 cot2(πx/2) 6 x cot(πx/2) < 1
gilt und die Abbildung ν 7→ ην monoton fallend auf [0, 1] ist (siehe Lem-
ma 3.6.1), folgt ην 6 η0 = 1. Daraus schlussfolgern wir p+(τ, ν) > 0. Daher
ist (3.6.16) äquivalent zu(
p+(τ, ν)
)2 − (p−(τ, ν))2 = c2(ν)τ 2 + c4(ν)τ 4 + c6(ν)τ 6 + c8(ν)τ 8 > 0
(3.6.17)
mit
c8(ν) := 256(1− (ην)2)2.
3.6.3 Die Nichtnegativität von c2, c4 und c6
Zuerst zeigen wir Abschätzungen auf die Funktion z 7→ z cot z mit der Kon-
vention z cot z|z=0 := 1.
Lemma 3.6.3 (Lemma VII.1 in [50]).
(a) Für m ∈ N sei
Fm(ν) :=
m∑
k=1
(−1)k+1
( ∞∑
j=1
16j2
π(4j2 − 1)k+1
)
ν2k.
Dann gelten für alle ν ∈ [0, 1] und m ∈ N die Ungleichungen
F2m(ν) 6 Υ
ν cot(πΥν/2) 6 F2m−1(ν). (3.6.18)
(b) Für m ∈ N seien
Sm :=
22m+2
π
∞∑
k=0
(−1)k
(2k + 1)2m+1
und Tm :=
22m+1
π
∞∑
k=0
1
(2k + 1)2m
.
(3.6.19)
Dann gelten für alle x ∈ (−1/2, 0] und m ∈ N die Ungleichungen(1
2
+ x
)
cot
(π(1/2 + x)
2
)
>
1
2
+
m∑
j=1
(Sj
2
− Tj
)
x2j +
(
Sj−1 −
Tj
2
)
x2j−1.
(3.6.20)
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(c) Für alle x ∈ [0, 1/2) und l, k ∈ N gelten die Ungleichungen
(1
2
+ x
)
cot
(π(1
2
+ x)
2
)
6
1
2
+
l∑
j=1
(Sj
2
− Tj
)
x2j +
k∑
j=1
(
Sj−1 −
Tj
2
)
x2j−1.
(3.6.21)
Beweis. Zu (a): Durch die Anwendung von (3.6.1), der Reihendarstellung
4.22.3 in [55] und der geometrischen Reihe erhalten wir
Υν cot(
πΥν
2
) =
2
π
− 4
π
∞∑
m=1
1
4m2 − 1
+
∞∑
k=1
(−1)k+1
( ∞∑
m=1
16m2
π(4m2 − 1)1+k
)
ν2k.
(3.6.22)
Nun setzen wir ν := 0 in (3.6.22) und bekommen
2
π
− 4
π
∞∑
m=1
1
4m2 − 1
= 0.
Die Behauptung folgt nun aus der Beobachtung, dass die Terme in der letzten
Reihe in (3.6.22) alternieren und ihre Beträge monoton fallen.
Zu (b), (c): Nach 4.19.5, 24.8.4 und 24.2.9 in [55] erhalten wir
sec(πx) =
∞∑
m=0
Smx
2m für |x| < 1/2. (3.6.23)
Nach 4.19.3, 25.6.2, 24.2.2 und 25.2.2 in [55] gilt
tan(πx) =
∞∑
m=1
Tmx
2m−1 für |x| < 1/2. (3.6.24)
Durch die Anwendung der trigonometrischen Identität
cot
(
π(1/2 + x)/2
)
= sec(πx)− tan(πx)
schlussfolgern wir(1
2
+ x
)
cot
(π(1/2 + x)
2
)
=
1
2
+
∞∑
j=1
((Sj
2
− Tj
)
x+
(
Sj−1 −
Tj
2
))
x2j−1.
(3.6.25)
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Da die Relationen (3.6.23) und (3.6.24)
Sj
2
− Tj < 0 und Sj−1 −
Tj
2
< 0 für alle j ∈ N (3.6.26)
implizieren, folgt (3.6.21) mit x ∈ [0, 1/2) aus (3.6.25).
Für x ∈ (−1/2, 0] schlussfolgern wir durch die Verwendung von (3.6.26)
und (3.6.19), dass für j ∈ N(Sj
2
− Tj
)
x+
(
Sj−1 −
Tj
2
)
6
1
2
(
Tj −
Sj
2
)
+ Sj−1 −
Tj
2
= Sj−1 −
Sj
4
=
22j
π
( ∞∑
k=1
(−1)k (2k + 1)
2 − 1
(2k + 1)2j+1
)
< 0
(3.6.27)
gilt. Zusammen mit (3.6.25) und x2j−1 6 0 liefert dies die untere Schranke
(3.6.20).
Die Nichtnegativität von c2 für ν ∈ [0, 3/5] Sei b1(ν) die rechte Seite
von (3.6.2) aber mit πν2/2 anstelle von 2Υν cot(πΥν/2). Die Ungleichung
1− 2Υν cot(πΥν/2) > 1− πν2/2, (3.6.28)
welche aus (3.6.18) folgt, impliziert, dass b1(ν) 6 c2(ν) für alle ν gilt, für
welche die rechte Seite von (3.6.28) positiv bleibt. Deshalb gilt b1(ν) 6 c2(ν)
für alle ν ∈ [0, 3/5]. Daher folgt die Nichtnegativität von c2(ν) aus der Nicht-
negativität von
9(πν2 − 2)2
32ν2
b1(ν) = p1(ν) + q1(ν), (3.6.29)
wobei
p1(ν) := 2232 + (2560 + 2952π − 2592π2 + 648π3)ν2
+ (288π3 − 256π − 1890π2)ν4 + 64π2ν6 > 0 für alle ν ∈ [0, 3/5]
und
q1(ν) :=
(
(324π2 − 1312− 648π − 81π3)ν
+ (882π2 − 128π − 180π3)ν3 + 32π2ν5
)√
9 + 4ν2.
Um die Nichtnegativität von (3.6.29) zu beweisen, ist es daher ausreichend
die Nichtnegativität von
p2(ν) := p
2
1(ν)− q21(ν)
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zu beweisen, welche in ν2 ein Polynom vom Grad fünf ist. Die Nichtnegati-
vität von p2 für ν ∈ [0, 3/5] folgt direkt aus der Tatsache, dass
p3(y) := p2
(√
9/25− y
)
ein Polynom mit positiven Koeffizienten ist und daher für alle y ∈ [0, 9/25]
positiv ist.
Die Nichtnegativität von c2 für ν ∈ [3/5, 1] Zunächst führen wir die
Substitution ν :=
√
1− (1/2 + x)2 mit x ∈ [−1/2, 1/2] aus. Außerdem defi-
nieren wir
r1(x) :=
√
12− 4x− 4x2 und r2(x) :=
√
3− 4x− 4x2.
Dementsprechend ist die Nichtnegativität von c2(ν) für ν ∈ [0, 1] äquivalent
zur Nichtnegativität von
d2(x) :=
9c2
(√
1− (1/2 + x)2
)
16
√
1− (1/2 + x)2
= r1(x)
(
36(13− 4x− 4x2)− 882r2(x)
r1(x)
+
(
r1(x)− 2r2(x)
)2
×
(9π2(4− π)2
4(π − 2)2
− 4−
(3π(4− π)
2(π − 2)
+
3(π − 2)
1− 2(1/2 + x) cot
(
π(1/2 + x)/2
))2))
für x ∈ [−1/2, 1/2]. Nun führen wir für x ∈ [−1/2, 1/2] die Funktionen
h(x) := 1 + (2− π)x+
(π2
2
− 2π
)
x2 +
(
π2 − π
3
3
)
x3 +
(5π4
24
− 2π
3
3
)
x4
und
l(x) := 2(1/2 + x) cot
(
π(1/2 + x)/2
)
ein. Nach Lemma 3.6.3 (c) und (3.6.26) erhalten wir
1− l(x) > 1− h(x) > 0 für x ∈ [0, 1/2]. (3.6.30)
Auf der anderen Seite implizieren Lemma 3.6.3 (b), (3.6.27) und die Mono-
tonie von y 7→ y cot y auf [0, π/2], dass
1− l(−1/2) 6 1− l(x) 6 1− h(x) 6 0 für x ∈ [−1/2, 0] (3.6.31)
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gilt. Aus der Kombination von (3.6.30) und (3.6.31) schlussfolgern wir(3π(4− π)
2(π − 2)
+
3(π − 2)
1− l(x)
)2
6
(3π(4− π)
2(π − 2)
+
3(π − 2)
1− h(x)
)2
und daher ist
b2(x) := r1(x)
(
36(13− 4x− 4x2)− 882r2(x)
r1(x)
+
(
r1(x)− 2r2(x)
)2
×
(
9π2(4− π)2
4(π − 2)2
− 4−
(3π(4− π)
2(π − 2)
+
3(π − 2)
(π − 2)x+ (2π − π2
2
)x2 + (π
3
3
− π2)x3 + (2π3
3
− 5π4
24
)x4
)2))
eine untere Schranke für d2(x) für alle x ∈ [−1/2, 1/2]. Um die Nichtne-
gativität von c2(ν) für ν ∈ [3/5, 1] zu zeigen, ist es daher ausreichend die
Nichtnegativität von b2(x) für x ∈ [−1/2, 3/10] zu beweisen, welche wieder-
um äquivalent zur Nichtnegativität von
g2(y) :=
1
4
(1− 2y)2
(
384− 5π4 + (30π4 − 384π − 96π2 − 32π3)y
+ (192π2 + 128π3 − 60π4)y2 + (40π4 − 128π3)y3
)2
b2(y − 1/2)
für y ∈ [0, 4/5] ist. Durch die Entwicklung von g2 erhalten wir die Darstellung
g2(y) = p4(y)
√
1− y2 + p5(y)
√
13− 4y2 (3.6.32)
mit den Polynomen des zehnten Grades p4 und p5. Wir behaupten, dass
p4(y) =
10∑
k=0
vky
k
für alle y ∈ [0, 4/5] positiv ist. Man erhält nämlich eine untere Schranke auf
p4, indem man die positiven Koeffizienten v5, v7 und v9 durch null ersetzt,
für k = 3, 4, 6, 8, 10 (für diese ist vk negativ) den Term vky
k von unten durch
(4/5)k−2vky
2 abschätzt und v1y von unten durch 4v1/5 (weil v1 negativ ist)
abschätzt. Dieses Verfahren führt auf die Abschätzung
p4(y) > ṽ0 + ṽ2y
2 > 0 für y ∈ [0, 4/5],
wobei die letzte Abschätzung aus der Positivität von ṽ0 und ṽ2 folgt. Für
die Nichtnegativität von (3.6.32) auf [0, 4/5] ist es daher ausreichend die
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Positivität des Polynoms vom Grad 16
p6(y) :=
p24(y)(1− y2)− p25(y)(13− 4y2)
81(1− 2y)4
=
16∑
k=0
wky
k
auf diesem Intervall zu zeigen. Nun sei y ∈ [0, 4/5]. Man erhält eine untere
Schranke für p6(y), indem man die positiven Koeffizienten w13 und w15 durch
null ersetzt. Für alle k > 7 mit k /∈ {13, 15} gilt wk < 0 und deshalb auch
die Abschätzung wky
k > (4/5)k−6wky6. Für k ∈ {1, . . . , 5} gilt wk > 0 und
deshalb auch die Abschätzung wky
k > wky6. Daraus folgt p6(y) > w0 + w̃6y6
mit w0, w̃6 > 0.
Die Nichtnegativität von c4(ν) für ν ∈ [0, 1] Aufgrund der Nichtnega-
tivität von c2 erhalten wir die untere Schranke
16ν
(
− 224ν + 2401ν
9 + 4ν2
+ 16
√
9 + 4ν2(1− (ην)2)
)
(3.6.33)
auf (3.6.3). Nach Lemma 3.6.1 ist der letzte Term nichtnegativ und monoton
wachsend. Da die Summe der ersten beiden Terme für ν ∈
[
0,
√
55/128
]
nichtnegativ ist, genügt es die Positivität von 3.6.33 für ν ∈
[√
55/128, 1
]
zu
zeigen. Wegen Konkavität gilt die Abschätzung
−224ν + 2401ν
9 + 4ν2
>
7
26
(16 +
√
110)(
√
110− 16ν) (3.6.34)
(die rechte Seite ist eine lineare Interpolation zwischen den Werten der lin-
ken Seite an den Stellen ν =
√
55/128 und ν = 1). Außerdem gilt wegen
Konkavität
√
9 + 4ν2 >
9 + 4ν√
13
(3.6.35)
(die rechte Seite beschreibt die Tangente an die linke Seite im Punkt ν = 1).
Setzt man nun (3.6.34) und (3.6.35) in (3.6.33) ein und verwendet ην 6
η
√
55/128 für ν ∈
[√
55/128, 1
]
, so erhält man die untere Schranke
16ν
( 7
26
(
16 +
√
110
)(√
110− 16ν
)
+
16(9 + 4ν)√
13
(
1− (η
√
55/128)2
))
auf (3.6.3), wobei der letzte Faktor eine fallende lineare Funktion ist, welche
für ν 6 1 positiv ist.
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Die Nichtnegativität von c6(ν) für ν ∈ [0, 1] Aufgrund der Nichtnega-
tivität von c2 gilt die Ungleichung
c6(ν) >
6272ν(1− (ην)2)√
4ν2 + 9
− 1024ν2.
Die Nichtnegativität der rechten Seite ist äquivalent zu
1− (ην)2 > (8/49)ν
√
4ν2 + 9, (3.6.36)
wobei nach Lemma 3.6.1 beide Seiten monoton wachsen. Daher folgt aus
1− (η1/2)2 > (8/49)
√
13,
dass (3.6.36) für ν ∈ [1/2, 1] gilt. Deshalb beschränken wir uns nun auf
ν ∈ [0, 1/2]. Durch die Verwendung des expliziten Ausdruck von ην (siehe
(2.3.3)) und Abschätzung (3.6.28) erkennen wir, dass (3.6.36) aus
(1280 + 288πν2 − 72π2ν4)
√
4ν2 + 9 > 441π2ν3 − (1764π + 3920)ν (3.6.37)
folgt. Diese Ungleichung wiederum folgt aufgrund der Positivität der linken
Seite für ν ∈ [0, 1/2] aus der Nichtnegativität des Polynoms
p7(ν):=(1280 + 288πν
2 − 72π2ν4)2(4ν2 + 9)− (441π2ν2 − 1764π − 3920)2ν2
=:
5∑
k=0
a2kν
2k,
welche wir abschließend zeigen wollen. Da a10 > 0 und a8, a6 < 0 gelten
die Abschätzungen a8ν
8 > (1/2)4a8ν4 und a6ν6 > (1/2)2a6ν4. Durch deren
Anwendung erhalten wir
p7(ν) > a0 + a2ν
2 +
(
a4 + (1/2)
4a8 + (1/2)
2a6
)
ν4,
wobei die rechte Seite positiv ist.
3.6.4 Bestimmung einer unteren Schranke
Aus Relation (3.5.29) schlussfolgern wir die Identität
ην
(
1− V0(0)
V0(iΥν)
)
=
π
12
(
√
9 + 4ν2 − 4ν) + (1− π/4)ην .
Daraus folgt nach Lemma 3.6.1 und der Konkavität der Wurzel
ην
(
1− V0(0)
V0(iΥν)
)
6
π
12
(
3(1 + 2ν2/9)− 4ν
)
+ (1− π/4). (3.6.38)
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Durch den Vergleich der Abschätzung
1
15
(√
225 + 4ν2 − 8ν
)
>
√
225− 8ν
15
>
π
12
(
3
(
1 +
2ν2
9
)
− 4ν
)
+
(
1− π
4
)
mit (3.6.38) erkennen wir, dass das Minimum in (3.6.5) gleich
ην
(
1− V0(0)
V0(iΥν)
)
= Sν (3.6.39)
ist.
3.7 Beweis von Korollar 2.3.3
Die explizite Kenntnis der Eigenwerte in der Lücke der massiven Coulomb-
Dirac-Operatoren [20, 73] liefert die Ungleichungen(
Dν,Mn
)2
>M2(1− 4(n− 1)−2ν2). (3.7.1)
Aus (3.7.1) folgt wiederum(
Dν,Mn
)2
= (1− 4(n− 1)−2ν2)(Dνn)2
+ 4(n− 1)−2ν2
(
Dν,Mν
−2(n−1)2/4
n
)2
+M2(1− ν−2(n− 1)2/4)
> (1− 4(n− 1)−2ν2)(Dνn)2.
Aufgrund der Monotonie der Wurzel für Operatoren und Satz (2.3.1) schluss-
folgern wir (2.3.4).
Für eine konvexe Kombination aus (2.3.4) und der Wurzel von (3.7.1)
erhalten wir für jedes t ∈ [0, 1] die Ungleichung∣∣Dν,Mn ∣∣ >√1− 4(n− 1)−2ν2(tCνn(−∆)1/2 + (1− t)M).
Aus der Berechnung von
max
t∈[0,1]
inf
p∈[0,∞)
tCνnp+ (1− t)M√
p2 +M2
schlussfolgern wir
|Dν,Mn | >
√
1− 4(n− 1)−2ν2Cνn
1 + Cνn
|D0,Mn |.
Zusammen mit der Abschätzung
|Dν,M3 | > (1− 2ν)|D
0,M
3 |,
welche sofort aus der Hardy-Ungleichung folgt (siehe Lemma 1 in [1]), erhal-
ten wir (2.3.5).
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3.8 Beweis von Lemma 2.5.1
Für jedes ε > 0 existiert ein Bε ∈ L∞(Rn;CN×N), sodass für
Vε := V+ −Bε (3.8.1)
gilt
Vε > 0 und ‖(SpVε)n+γ‖L1(Rn) < εn+γ.
Nach den Ungleichungen von Hölder und Sobolev gibt es ein Cn,Sob > 0,
sodass für alle ψ ∈ Pνn,+D
(
|Dνn|1/2
)
gilt∫
Rn
〈
ψ(x), Vε(x)ψ(x)
〉
dx 6 ε‖ψ‖2
L
2(n+γ)
n+γ−1 (Rn)
6 εCn,Sob
∥∥(−∆) n4(n+γ)ψ∥∥2.
(3.8.2)
Nun implizieren (2.3.1) und die Ungleichung (−∆)
n
2(n+γ) 6 (−∆)1/2 + 1 die
Abschätzung ∥∥(−∆) n4(n+γ)ψ∥∥2 6 (Cνn)−1∥∥|Dνn|1/2ψ∥∥2 + ‖ψ‖2 (3.8.3)
für jedes ν ∈ [0, (n−1)/2) und γ > 0. Für ν = (n−1)/2 und γ > 0 verwenden
wir (2.3.7) mit λ := n/(n+ γ), a :=
(
K
n/(n+γ)
n
)(n+γ)/γ
und erhalten
∥∥(−∆) n4(n+γ)ψ∥∥2 6 ∥∥|D(n−1)/2n |1/2ψ∥∥2 + (Kn/(n+γ)n )−(n+γ)/γ‖ψ‖2. (3.8.4)
Aus der Kombination von (3.8.1) sowie (3.8.2) mit (3.8.3) oder (3.8.4) schluss-
folgern wir, dass V eine infinitesimale Formstörung von fνn(0) für alle (ν, γ) ∈(
[0, (n− 1)/2]× [0,∞)
)
\
{
((n− 1)/2, 0)
}
ist. Dies zusammen mit (2.5.2) im-
pliziert, dass für ein −M ∈ R
fνn(V )[·] + (M + 1)‖ · ‖2 und fνn(0)[·] + ‖ · ‖2
äquivalente Normen auf Pνn,+D
(
|Dνn|1/2
)
sind (siehe für mehr Details z. B.
den Beweis von Satz X.17 in [58]).
98
3.9 Beweis von Satz 2.5.2
3.9 Beweis von Satz 2.5.2
Durch die Verwendung des Spektralsatzes und Ungleichung (2.3.1) erhalten
wir
Rang
(
Fνn(V )
)
− = sup dim
{
X Teilraum von Pνn,+D
(
|Dνn|1/2
)
:
fνn(V )[ψ] < 0 für alle ψ ∈ X \ {0}
}
6 sup dim
{
X Teilraum von H1/2(Rn;CN) : Für alle ψ ∈ X \ {0}
gilt
∥∥(−∆)1/4ψ∥∥2 − (Cνn)−1 ∫
Rn
〈
ψ(x), V (x)ψ(x)
〉
dx < 0.
}
= Rang
(
(−∆)1/2 −
(
Cνn
)−1
V
)
−.
Zusammen mit (2.5.3) folgt daraus die Behauptung.
3.10 Beweis von Satz 2.5.3
Für ν < (n − 1)/2 folgt die Behauptung aus Satz 2.5.2 in der üblichen Art
und Weise. Dieses Verfahren funktioniert wie folgt. Zuerst schlussfolgern wir
aus der Integraldarstellung der Summe der γ-ten Potenz der Beträge der
negativen Eigenwerte von Fνn(V ) die Ungleichung
Sp
(
Fνn(V )
)γ
− = γ
∫ ∞
0
Rang
(
Fνn(V ) + τ
)
−τ
γ−1dτ
6 γ
∫ ∞
0
Rang
(
Fνn
(
(V+ − τ)+
))
−
τ γ−1dτ.
(3.10.1)
Durch die Anwendung von (2.5.3) können wir die rechte Seite von (3.10.1)
durch
γC1/2,∆n (C
ν
n)
−n
∫
Rn
∫ ∞
0
Sp
(
V+(x)− τ
)n
+
τ γ−1dτ dx (3.10.2)
abschätzen. Für x ∈ Rn seien v1(x), . . . , vN(x) die Eigenwerte von V+(x).
Für die Berechnung der Spur in der Eigenbasis von V+(x) erhalten wir für
alle τ > 0
Sp
(
V+(x)− τ
)n
+
=
N∑
j=1
(
vj(x)− τ
)n
+
. (3.10.3)
Durch das Einsetzen von (3.10.3) in (3.10.2) und die Berechnung der Integrale
im entstehenden Ausdruck erhalten wir (2.5.6).
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Für ν = (n − 1)/2 folgt die Ungleichung (2.5.6) aus (2.3.7) durch eine
Rechnung, welche sich am Beweis von Satz 1.1 in [29] orientiert. Im Detail
bedeutet dies, dass wir analog zum Beweis von Satz 2.5.2 verfahren, aber
Satz 2.3.4 anstelle von Satz 2.3.1 verwenden. Mit dieser Strategie erhalten
wir die Ungleichung
Rang
(
Fνn(V ) + τ
)
− 6 Rang
(
(−∆)λ/2 −
(
Kλn
)−1
a1−λ
(
V+ + (a
−1 − τ)
))
−
(3.10.4)
für alle λ ∈ (0, 1), τ, a > 0. Nun wählen wir a := (στ)−1 mit σ ∈ (0, 1) und
schätzen die rechte Seite von (3.10.4) nach oben mit der Hilfe von (2.5.3)
durch
Cλ/2,∆n
(
Kλn
)−2/λ
(στ)n(λ−1)/λ
∫
Rn
Sp
(
V+(x)− (1− σ)τ
)n/λ
+
dx
ab. Setzt man dies nun in (3.10.1) ein und integriert anschließend in τ , so
erhält man für n/(n+ γ) < λ < 1
Sp
(
Fνn(V )
)γ
− 6 C
(n−1)/2,LT
n,γ (λ, σ)
∫
Rn
Sp
(
V+(x)
)n+γ
dx
mit
C(n−1)/2,LTn,γ (λ, σ) := γC
λ/2,∆
n
Γ
(
n+ γ − n
λ
)
Γ
(
1 + n
λ
)(
Kλn
)n
λΓ(1 + n+ γ)
σn−
n
λ (1− σ)−γ−n+
n
λ .
Zusammen mit
C(n−1)/2,LTn,γ := min
λ∈(n/(n+γ),1)
σ∈(0,1)
C(n−1)/2,LTn,γ (λ, σ)
= min
λ∈(n/(n+γ),1)
C(n−1)/2,LTn,γ
(
λ,
n(1− λ)
λγ
)
folgt daraus (2.5.6).
3.11 Beweis von Satz 2.6.2
Unter den Annahmen von Teil (I) konstruieren wir in Abschnitt 3.11.2 mit
der spektralen Darstellung von Dν,κθ (siehe Abschnitt 3.11.1) eine Funkti-
on aus P ν,κθ,+D
(
|Dν,κθ |1/2
)
so, dass der Erwartungswert von F ν,κθ (Q) bezüglich
dieser Funktion negativ ist. Nach dem Minimax-Prinzip impliziert dies Be-
hauptung (I). Für den Beweis von Teil (II) wenden wir eine Version des
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Birman-Schwinger-Prinzips (siehe Abschnitt 3.11.3) in Abschnitt 3.11.4 an.
Eine Anwendung des Birman-Schwinger-Prinzips zum Beweis von Teil (III)
wie in Abschnitt 3.11.4 liefert keine endliche obere Schranke. Deshalb be-
trachten wir nur beschränkte Q und können dadurch den Beitrag hoher
Energien im Wesentlichen vernachlässigen (siehe Abschnitt 3.11.5). Als Kon-
sequenz erhalten wir durch die Anwendung des Birman-Schwinger-Prinzips
in Abschnitt 3.11.6 eine endliche obere Schranke.
3.11.1 Die spektrale Darstellung von Dν,κθ
Wir beginnen mit dem Studium der klassischen Lösungen der Spektralglei-
chung
dν,κf = λf (3.11.1)
auf der Halbachse R+, wobei λ ∈ C \ iR+ der Spektralparameter ist.
Lemma 3.11.1 (Lemma 2.1 in [52]). Seien M und U die Kummer-Funktio-
nen (siehe Abschnitt 13.2 in [55]). Für λ = 1 ist jede klassische Lösung von
(3.11.1) eine Linearkombination der folgenden linear unabhängigen Funktio-
nen auf R+:
(a) Für ν2 6= κ2 6= 0 und Υ 6= −κ
Φν,κM (r) := r
Υe−ir
(
Υ(κ+ Υ + iν)M(iν + Υ, 2Υ, 2ir)
(
1
−i
)
+ (ν − iΥ)M(1 + iν + Υ, 1 + 2Υ, 2ir)
(
ν
−κ−Υ
))
und
Φ̃ν,κU (r) := r
Υe−ir
(
(κ+ Υ + iν)U(iν + Υ, 2Υ, 2ir)
(
1
−i
)
+ 2(iΥ− ν)U(1 + iν + Υ, 1 + 2Υ, 2ir)
(
ν
−κ−Υ
))
;
(3.11.2)
(b) Für Υ = −κ ∈ R+
Φν,κM (r) := Υr
Υe−ir
(
M(Υ, 2Υ, 2ir)
(
i
1
)
+M(1 + Υ, 1 + 2Υ, 2ir)
(
−i
0
))
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und
Φ̃ν,κU (r) := r
Υe−ir
(
U(Υ, 2Υ, 2ir)
(
i
1
)
+ U(1 + Υ, 1 + 2Υ, 2ir)
(
2iΥ
0
))
;
(3.11.3)
(c) Für ν2 = κ2 6= 0
Φν,κM (r) := e
−ir
(
M(1 + iν, 2, 2ir)
(
(κ+ iν)r
(
1
−i
)
−
(
ν
−κ
))
+ (ν − i)rM(2 + iν, 3, 2ir)
(
ν
−κ
))
und
Φ̃ν,κU (r) := e
−ir
(
U(1 + iν, 2, 2ir)
(
(κ+ iν)r
(
1
−i
)
−
(
ν
−κ
))
+2(i− ν)rU(2 + iν, 3, 2ir)
(
ν
−κ
))
;
(3.11.4)
(d) Für κ = 0
Φν,0M (r) := r
−iνe−ir
(
1
−i
)
, Φν,0U (r) := r
iνeir
(
1
i
)
. (3.11.5)
Es ist vorteilhaft Φ̃ν,κU durch eine andere Lösung zu ersetzen:
Für 0 < Υ < 1/2
Φν,κU (r) :=
−22Υ−1ieiπΥΓ(Υ + iν)
Γ(2Υ)
(
Φ̃ν,κU (r) +
2Γ(−2Υ)
Γ(1−Υ + iν)
Φν,κM (r)
)
;
(3.11.6)
für Υ > 1/2
Φν,κU (r) :=
−22Υ−1ieiπΥΓ(Υ + iν)
Γ(2Υ)
Φ̃ν,κU (r);
für Υ ∈ iR+ und κ 6= 0
Φν,κU (r) :=
−22Υ−1iκ(κ−Υ)eiπΥΓ(Υ + iν)
νΓ(2Υ)
(
Φ̃ν,κU (r) +
2Γ(−2Υ)
Γ(1−Υ + iν)
Φν,κM (r)
)
;
(3.11.7)
102
3.11 Beweis von Satz 2.6.2
und für ν2 = κ2 6= 0
Φν,κU (r) := Γ(iν)Φ̃
ν,κ
U (r)−
(
ln 2 + 2γ + ψ(1 + iν) +
iπ
2
+
i
2ν
)
Φν,κM (r);
(3.11.8)
wobei ψ die Digamma-Funktion und γ die Euler-Mascheroni-Konstante ist.
Die obigen Lösungen können eindeutig von R+ auf C \ iR+ analytisch fort-
gesetzt werden. Für ein beliebiges λ ∈ C \ iR+ ist jede klassische Lösung von
(3.11.1) als Linearkombination von Φν,κM (λ ·) und Φ
ν,κ
U (λ ·) gegeben.
Beweis. Auf der einen Seite kann die Gültigkeit von Lemma 3.11.1 durch eine
Standardrechnung, welche Beziehungen zwischen den Kummer-Funktionen
und ihren Ableitungen (siehe z. B. [55], 13.3.13–15, 13.3.22) verwendet, ge-
prüft werden. Auf der anderen Seite ist eine Herleitung der Lösungen lehr-
reicher. Aus diesem Grund geben wir hier für κ 6= 0 diese an.
Wir beginnen mit der Suche von Lösungen für (3.11.1) mit λ = 1 in der Form
f(r) = rΥF (r) (3.11.9)
und erhalten (
−ν/r − 1 − d
dr
− Υ+κ
r
d
dr
+ Υ−κ
r
−ν/r − 1
)(
F1(r)
F2(r)
)
= 0. (3.11.10)
Mit der Einführung von
(
G1
G2
)
:=

(
κ+Υ
2
F1 +
ν
2
F2
ν
2
F1 − κ+Υ2 F2
)
für Υ 6= κ 6= 0,(
F2
F1
)
für Υ = −κ 6= 0,
(3.11.11)
schlussfolgern wir, dass (3.11.10) äquivalent zu
G2 = −G′1, (3.11.12)
G′′1(r) +
2Υ
r
G′1(r) +
(
1 +
2ν
r
)
G1(r) = 0 (3.11.13)
ist. Nun können wir zwei linear unabhängige Lösungen von (3.11.13), welche
analytisch in C \ iR+ sind, bestimmen.
Für Υ 6= 0 führen wir die Substitution
G1(r) = e
−irw(2ir), z := 2ir (3.11.14)
durch und erhalten
zw′′(z) + (2Υ− z)w′(z)− (iν + Υ)w(z) = 0, z ∈ C \ R−,
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was der Kummer-Gleichung mit den Parametern a := iν + Υ und b := 2Υ
(siehe z. B. [55], 13.2.1) entspricht.
Für Υ = 0 liefert die Substitution
G1(r) = re
−irv(2ir), z := 2ir (3.11.15)
die Gleichung
zv′′(z) + (2− z)v′(z)− (1 + iν)v(z) = 0, z ∈ C \ R−,
d. h. die Kummer-Gleichung mit den Parametern a := 1 + iν und b := 2.
In beiden Fällen können die linear unabhängigen Lösungen der Kummer-
Gleichung als M(a, b, z) und U(a, b, z) (siehe Abschnitt 13.2 in [55]) gewählt
werden. Durch die Rücksubstitutionen in (3.11.14) (oder (3.11.15)), (3.11.12)
(zusammen mit 13.3.15 und 13.3.22 in [55]), (3.11.11) und (3.11.9) erhalten
wir (3.11.1) mit λ = 1 analytisch in C \ iR+.
Lemma 3.11.2 (Lemma 2.2 in [52]). Die Lösungen Φν,κM und Φ
ν,κ
U haben die
folgenden Asymptotiken bei null:
Φν,κM (r) =

κrΥ
(
κ+Υ
−ν
)
+O(r1+Υ) falls ν2 6= κ2 6= 0 und κ 6= −Υ,
ΥrΥ
(
0
1
)
+O(r1+Υ) falls Υ = −κ ∈ R+,(−ν
κ
)
+O(r) falls ν2 = κ2 6= 0,
r−iν
(
1
−i
)
+O(r) falls κ = 0,
(3.11.16)
und
Φν,κU (r) =

r−Υ
(
ν
−κ−Υ
)
+O(r1−Υ) falls Υ ∈ R+ \ {1/2,−κ},
r−1/2
(
ν
−κ−1/2
)
+O(r1/2 ln r) falls Υ = 1/2 6= −κ,
r−Υ
(
1
0
)
+O(r1−Υ) falls Υ = −κ ∈ R+ \ {1/2},
r−1/2
(
1
0
)
+O(r1/2 ln r) falls Υ = −κ = 1/2,
κr−Υ
(
κ−Υ
−ν
)
+O(r) falls Υ ∈ iR+ und κ 6= 0,
ln r
(−ν
κ
)
− 1
2κ
(
ν
κ
)
+O(r ln r) falls ν2 = κ2 6= 0,
riν
(
1
i
)
+O(r) falls κ = 0.
(3.11.17)
Für Υ ∈ [0, 1/2) und κ 6= 0 sind Φν,κM und Φ
ν,κ
U reellwertig, für Υ ∈ iR+ oder
κ = 0 sind sie komplex konjugiert zueinander.
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Beweis. Die Asymptotik von Φν,κM folgt direkt aus den Definitionen in Lem-
ma 3.11.1 und 13.2.2 in [55].
Für Υ ∈ R+ \ (N/2) oder Υ ∈ iR+ und κ 6= 0 folgt die Entwicklung
von Φ̃ν,κU aus (3.11.2) oder (3.11.3) und 13.2.42 in [55]. Für Υ ∈ (0, 1/2) und
Υ ∈ iR+ sind die Definitionen von (3.11.6) und (3.11.7) so gewählt, dass die
Koeffizienten vor rΥ in der Asymptotik von (3.11.17) gleich null sind.
Für Υ ∈ N/2 oder Υ = 0 und κ 6= 0 folgt die Entwicklung von Φ̃ν,κU aus
(3.11.2) oder (3.11.4) und 13.2.9 in [55]. In (3.11.8) ist die Linearkombination
von Φ̃ν,κU und Φ
ν,κ
M so gewählt, dass (3.11.17) gilt.
Da alle Einträge von (2.6.1) invariant unter komplexer Konjugation sind,
folgt für λ ∈ R, dass der Real- und Imaginärteil jeder Lösung von (3.11.1)
wieder eine Lösung von (3.11.1) ist.
Für Υ ∈ [0, 1/2) und κ 6= 0 sind die Imaginärteile von Φν,κM und Φ
ν,κ
U
Lösungen von (3.11.1) mit λ = 1 und daher Linearkombinationen von Φν,κM
und Φν,κU . Nach (3.11.16) und (3.11.17) sind diese Imaginärteile von der Ord-
nung O(r1−Υ) bei null und müssen daher verschwinden. Für Υ ∈ iR+ oder
κ = 0 gilt analog, dass der Imaginärteil von Φν,κM + Φ
ν,κ
U und der Realteil
von Φν,κM − Φ
ν,κ
U Lösungen von (3.11.1) mit λ = 1 sind und daher Linear-
kombinationen von Φν,κM und Φ
ν,κ
U . Nach (3.11.16) und (3.11.17) müssen diese
Linearkombinationen aber von der Ordnung O(r) bei null sein und daher
gleich der Nullfunktion. Deshalb muss Φν,κU = Φ
ν,κ
M gelten.
Nun führen wir eine Lösung von (3.11.1) ein, welche quadratintegrabel
bei unendlich ist.
Lemma 3.11.3 (Lemma 2.3 in [52]). Für κ 6= 0, ν ∈ R und λ ∈ C\(R∪iR+)
sei
cν,κ(λ) :=
{
cν,κ+,± für ± Reλ > 0, Imλ > 0,
cν,κ− für Imλ < 0,
(3.11.18)
mit
cν,κ− :=

i22ΥΓ(Υ + iν)eiπΥΓ(−2Υ)
Γ(2Υ)Γ(1−Υ + iν)
für Υ ∈ (0, 1/2),
0 für Υ > 1/2,
iκ(κ−Υ)22ΥΓ(Υ + iν)Γ(−2Υ)eiπΥ
νΓ(2Υ)Γ(1−Υ + iν)
für Υ ∈ iR+,
ln 2 + 2γ + ψ(1 + iν) +
iπ
2
+
i
2ν
für Υ = 0,
(3.11.19)
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und
cν,κ+,±:=

i22Υ−1
∣∣Γ(Υ + iν)∣∣2e±πνe(1∓1)iπΥ
ΥΓ2(2Υ)
+
i22ΥΓ(Υ + iν)eiπΥΓ(−2Υ)
Γ(2Υ)Γ(1−Υ + iν)
für Υ ∈ (0, 1/2),
i22Υ−1
∣∣Γ(Υ + iν)∣∣2e±πνe(1∓1)iπΥ
ΥΓ2(2Υ)
für Υ > 1/2,
iκ(κ−Υ)22Υ−1Γ(Υ + iν)eiπΥ
νΓ(2Υ)
(Γ(Υ− iν)e±πν∓iπΥ
ΥΓ(2Υ)
+
2Γ(−2Υ)
Γ(1−Υ + iν)
)
für Υ ∈ iR+,
Γ(1− iν)Γ(iν)e±πν + ln 2 + 2γ + ψ(1 + iν) + iπ
2
+
i
2ν
für Υ = 0.
(3.11.20)
Dann ist
Φν,κ∞ (λ; r) :=

Φν,κU (λr) + c
ν,κ(λ)Φν,κM (λr) für κ 6= 0, λ ∈ C \ (R ∪ iR+),
Φν,0U (λr) für κ = 0, Imλ > 0, Reλ 6= 0,
Φν,0M (λr) für κ = 0, Imλ < 0,
(3.11.21)
die eindeutige (bis auf einen konstanten Vorfaktor) nicht triviale Lösung von
(3.11.1), welche bei unendlich quadratintegrabel ist.
Beweis. Für r  1, arg λ ∈ (−3π/2, π/2), a /∈ −N0 und a − b /∈ N0 gelten
nach 13.7.2 und 13.2.4 in [55] die Asymptotiken:
M(a, b, 2iλr)
=
(
1 +O(r−1)
)
Γ(b)e±iπa(2iλr)−a
Γ(b− a)
falls ± Reλ > 0, Imλ > 0,
Γ(b)e2iλr(2iλr)a−b
Γ(a)
falls Imλ < 0.
Dazu sei noch angemerkt, dass die Fälle a ∈ −N0 oder a − b ∈ N0 für un-
sere Rechnung nicht relevant sind. Nach 13.7.3 in [55] gilt U(a, b, 2iλr) =
(2iλr)−a
(
1+O(r−1)
)
für alle a, b ∈ C, λ ∈ C\ iR+ und r  1. Diese Relatio-
nen erlauben uns die Berechnung der Asymptotik von Φν,κM (λ ·) und Φ
ν,κ
U (λ ·)
mit λ ∈ C\ (R∪ iR+) für große positive Werte des Arguments. Da (2.6.1) im
Grenzpunktfall bei unendlich ist (siehe Abschnitt 2.6.1), gibt es nach Satz 1.4
in [82] für λ ∈ C\ (R∪ iR+) eine eindeutige (bis auf einen Vorfaktor) Lösung
Φν,κ∞ (λ; ·) von (3.11.1), welche quadratintegrabel bei unendlich ist. Für die
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Konstruktion einer solchen Lösung genügt es daher eine nicht triviale Line-
arkombination von Φν,κM (λ ·) und Φ
ν,κ
U (λ ·) zu finden, sodass der Koeffizient
vor dem Term mit der nicht bei unendlich quadratintegrablen Asymptotik
verschwindet. Die Koeffizienten in der Aussage des Lemmas sind so gewählt,
dass diese Bedingung erfüllt ist.
Nun bestimmen wir eine Lösung von (3.11.1), welche die Randbedingun-
gen (2.6.4) oder (2.6.5) erfüllt.
Lemma 3.11.4 (Lemma 2.4 in [52]). Für (ν, κ, θ) ∈M ist jede Lösung von
(3.11.1) mit λ ∈ C \ iR+, welche die Randbedingungen (2.6.4) (für Υ ∈ R+
und κ 6= 0) oder (2.6.5) (für Υ ∈ iR+ oder κ = 0) erfüllt, proportional zu
Φν,κ0,θ (λ; r) := a
ν,κ
θ (λ)Φ
ν,κ
U (λr) + b
ν,κ
θ (λ)Φ
ν,κ
M (λr) (3.11.22)
mit
aν,κθ (λ) :=

λΥ cos θ für Υ ∈ R+ und κ 6= 0,
λΥeiθ für Υ ∈ iR+ und κ 6= 0,
λ−iνeiθ für κ = 0,
(3.11.23)
und
bν,κθ (λ) :=

λ−Υ sin θ für Υ ∈ R+,
sin θ − cos θ lnλ für Υ = 0 und κ 6= 0,
λ−Υe−iθ für Υ ∈ iR+ und κ 6= 0,
λiνe−iθ für κ = 0.
(3.11.24)
Hier ist der analytische Zweig der Potenzen und des Logarithmus von λ durch
die Konvention arg λ ∈ (−3π/2, π/2) vorgegeben. Für λ ∈ R \ {0} sind beide
Komponenten von Φν,κ0,θ reellwertig.
Beweis. Die letzte Aussage von Lemma 3.11.1 besagt, dass jede Lösung von
(3.11.1) eine Linearkombination von Φν,κU (λ ·) und Φ
ν,κ
M (λ ·) ist. Für Υ > 1/2
(folglich θ = π/2) ist daher die einzige zulässige Lösung ein Vielfaches von
Φν,κM (λ·). Ansonsten erhalten wir die Aussage des Lemmas, indem wir die all-
gemeine Lösung in (2.6.4) beziehungsweise (2.6.5) einsetzen und die Asym-
ptotiken (3.11.16), (3.11.17) und (2.6.2), (2.6.3) verwenden.
Lemma 3.11.5 (Lemma 2.5 in [52]). Für jedes (ν, κ, θ) ∈ M hat der Ope-
rator Dν,κθ keine Eigenwerte.
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Beweis. Angenommen λ ∈ R\{0} ist ein Eigenwert von Dν,κθ . Dann muss die
zugehörige Eigenfunktion eine Linearkombination von Φν,κM (λ ·) und Φ
ν,κ
U (λ ·)
nach Lemma 3.11.1 sein. Aber keine dieser Linearkombination, welche nicht
trivial ist, kann quadratintegrabel sein. Dies kann man durch die Analyse der
Asymptotiken bei unendlich, wie im Beweis von Lemma 3.11.3, sehen. Für
λ = 0 ist jede Lösung von (3.11.1) eine Linearkombination von (2.6.2) und
(2.6.3), welche jeweils nicht quadratintegrabel bei unendlich sind.
Lemma 3.11.6 (Lemma 2.6 in [52]). Sei (ν, κ, θ) ∈ M. Für zwei beliebige
Lösungen f =
(
f1
f2
)
, g =
(
g1
g2
)
von (3.11.1) hängt die Funktion
W
[
f, g
]
(r) := f1(r)g2(r)− f2(r)g1(r) (3.11.25)
nicht von r ∈ R+ ab. Außerdem gelten die Formeln
W
[
Φν,κ∞ (λ; ·),Φ
ν,κ
0,θ (λ; ·)
]
=
W [Φν,κM ,Φ
ν,κ
U ]

cν,κ(λ)aν,κθ (λ)− b
ν,κ
θ (λ) falls κ 6= 0, λ ∈ C \ (R ∪ iR+),
−bν,0θ (λ) falls κ = 0, Imλ > 0, Reλ 6= 0,
aν,0θ (λ) falls κ = 0, Imλ < 0,
(3.11.26)
und
W [Φν,κM ,Φ
ν,κ
U ] =

−2Υκ(κ+ Υ) falls Υ ∈ R+ \ {−κ},
−Υ falls Υ = −κ ∈ R+,
ν falls Υ = 0 und κ 6= 0,
−2κ2νΥ falls Υ ∈ iR+ und κ 6= 0,
2i falls κ = 0,
(3.11.27)
mit den Koeffizienten definiert in den Lemmata 3.11.3 und 3.11.4.
Beweis. Die Unabhängigkeit der Funktion (3.11.25) von r ∈ R+ folgt aus
(3.11.1) durch eine Standardrechnung. Daher impliziert die Analytizität von
Φν,κM und Φ
ν,κ
U in C \ iR+, dass die Funktion W [Φ
ν,κ
M ,Φ
ν,κ
U ] konstant in C \
iR+ ist. Daher erhält man die Relation (3.11.26), indem man (3.11.21) und
(3.11.22) in (3.11.25) einsetzt und anschließend vom entstehenden Ausdruck
den Grenzwert r → +0 unter der Verwendung von Lemma 3.11.2 bildet.
Lemma 3.11.7 (Lemma 2.7 in [52]). Sei (ν, κ, θ) ∈M. Für λ ∈ C\(R∪iR+)
ist Gν,κθ : R × (R+)2 → C2×2 die Greensche Funktion von D
ν,κ
θ , d. h. der
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Integralkern von (Dν,κθ − λI)−1, gegeben durch
Gν,κθ (λ;x, y) :=
1
W
[
Φν,κ∞ (λ; ·),Φν,κ0,θ (λ; ·)
] {Φν,κ0,θ (λ;x)(Φν,κ∞ (λ; y))ᵀ für x < y,
Φν,κ∞ (λ;x)
(
Φν,κ0,θ (λ; y)
)ᵀ
für x > y.
(3.11.28)
Beweis. Sei λ ∈ C \ (R ∪ iR+) fest aber beliebig. Für f ∈ L2(R+;C2) und
x ∈ R+ definieren wir(
Rν,κθ (λ)f
)
(x) :=
Φν,κ∞ (λ;x)
W
[
Φν,κ∞ (λ; ·),Φν,κ0,θ (λ; ·)
] ∫ x
0
(
Φν,κ0,θ (λ; y)
)ᵀ
f(y)dy
+
Φν,κ0,θ (λ;x)
W
[
Φν,κ∞ (λ; ·),Φν,κ0,θ (λ; ·)
] ∫ ∞
x
(
Φν,κ∞ (λ; y)
)ᵀ
f(y)dy.
(3.11.29)
Da Φν,κ0,θ (λ; ·) ∈ L2
(
(0, x)
)
und Φν,κ∞ (λ; ·) ∈ L2
(
(x,∞)
)
gilt, konvergieren
die Integrale auf der rechten Seite von (3.11.29) und die Abbildung f 7→(
Rν,κθ (λ)f
)
(x) ist stetig auf L2(R+;C2). Außerdem stellen wir fest, dass für
alle f ∈ C∞0 (R+;C2) die Funktionen R
ν,κ
θ (λ)f im Definitionsbereich von D
ν,κ
θ
liegen und die Relation
(Dν,κθ − λI)R
ν,κ
θ (λ)f = f
erfüllen. Nun sei f ∈ L2(R+;C2) beliebig und (fk)k∈N eine Funktionenfolge
aus C∞0 (R+;C2), welche gegen f in L2(R+;C2) konvergiert. Durch die An-
wendung von (3.11.29) auf fk mit anschließender Grenzwertbildung k → ∞
erkennen wir Rν,κθ (λ)fk −→
k→∞
Rν,κθ (λ)f punktweise in R+. Auf der anderen
Seite folgt aus der Zugehörigkeit von λ zur Resolventenmenge von Dν,κθ , dass
Rν,κθ (λ)fk = (D
ν,κ
θ − λI)
−1fk
L2(R+;C2)−→
k→∞
(Dν,κθ − λI)
−1f
gilt. Daraus folgt (Dν,κθ − λI)−1f = R
ν,κ
θ (λ)f =
∫
R+ G
ν,κ
θ (λ; ·, y)f(y)dy.
Lemma 3.11.8 (Lemma 2.8 in [52]). Für alle (ν, κ, θ) ∈M mit κ 6= 0 sind
die Funktionen
(a) cν,κ+,±a
ν,κ
θ (·)− b
ν,κ
θ (·) auf (±R+) + iR+,
(b) cν,κ− a
ν,κ
θ (·)− b
ν,κ
θ (·) auf
(
R− iR+
)
\ {0}
stetig und haben keine Nullstellen (siehe die Lemmata 3.11.3 und 3.11.4 für
die Definitionen).
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Beweis. Mit der Hilfe von (3.11.23), (3.11.24) erkennen wir, dass die zu un-
tersuchenden Funktionen in C \ iR+ analytisch sind. Außerdem sind diese
nach (3.11.18), (3.11.26) und (3.11.27) im Inneren von (±R+) + iR+ und(
R − iR+
)
\ {0} proportional zu W
[
Φν,κ∞ (λ; ·),Φ
ν,κ
0,θ (λ; ·)
]
, wobei der Propor-
tionalitätsfaktor nicht verschwindet. Aber dann können die Funktionen in
diesen Gebieten nicht verschwinden, weil sonst Φν,κ0,θ (λ; ·) zu Φν,κ∞ (λ; ·) propor-
tional sein müsste und daher eine Eigenfunktion von Dν,κθ mit dem Eigenwert
λ 6∈ R.
Abschließend zeigen wir, dass die Funktionen für λ ∈ R \ {0} keine Null-
stellen haben. Zunächst wiederholen wir, dass nach unserer in Lemma 3.11.4
getroffenen Konvention für jedes γ ∈ C
λγ =
{
|λ|γ falls λ > 0,
e−iπγ|λ|γ falls λ < 0,
gilt.
Für Υ > 1/2 muss θ = π/2 gelten und die Behauptung folgt sofort.
Nun nehmen wir Υ ∈ (0, 1/2) an. In diesem Fall genügt es
Im(e(±1−1)iπΥcν,κ+,±) 6= 0 und Im(e(±1−1)iπΥc
ν,κ
− ) 6= 0 (3.11.30)
zu zeigen. Diese Relationen folgen aus (3.11.20), (3.11.19) und
Im
( i22ΥΓ(Υ + iν)e±iπΥΓ(−2Υ)
Γ(2Υ)Γ(1−Υ + iν)
)
= −
22Υ−1
∣∣Γ(Υ + iν)∣∣2e±πν
2ΥΓ2(2Υ)
,
wobei die letzte Relation aus den Eigenschaften der Gammafunktion folgt
(siehe 5.5.3 in [55]).
Für Υ = 0 genügt es die Relationen
Im cν,κ+,± 6= π(1∓ 1)/2 und Im c
ν,κ
− 6= π(1∓ 1)/2 (3.11.31)
zu zeigen, welche aus (3.11.20), (3.11.19) und den Relationen (siehe 5.5.3 und
5.4.18 in [55])
Γ(1− iν)Γ(iν)e±πν = −iπ coth(πν)∓ iπ,
Im
(
ψ(1 + iν) +
i
2ν
)
=
π
2
coth(πν)
folgen.
Für Υ ∈ iR+ folgt die Behauptung aus den Relationen
|cν,κ+,±| 6= e(1∓1)πiΥ und |c
ν,κ
− | 6= e(1∓1)πiΥ,
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welche aus (3.11.20), (3.11.19) und
|cν,κ+,±|2 = e(2∓4)πiΥ
sinh
(
π(ν − iΥ)
)
sinh
(
π(ν + iΥ)
) , |cν,κ− |2 = e2πiΥ sinh (π(ν + iΥ))
sinh
(
π(ν − iΥ)
)
(siehe 5.4.3 in [55]) impliziert werden.
Lemma 3.11.9 (Lemma 2.9 in [52]). Seien I und J kompakte Teilmengen
von R+ beziehungsweise R \ {0}. Dann existiert für jedes x > 0 eine Kon-
stante Cν,κθ,±(I, J ;x) ∈ R+, sodass
sup
(λ,y)∈(J±i(0,1])×I
∥∥Gν,κθ (λ;x, y)∥∥C2×2 6 Cν,κθ,±(I, J ;x)
gilt.
Beweis. Die Funktionen Φν,κM und Φ
ν,κ
U sind analytisch in C \ iR+. Nach
(3.11.28), (3.11.26), (3.11.27) und den Lemmata 3.11.3, 3.11.4 und 3.11.8
hat daher die Funktion Gν,κθ (·;x, ·) für jedes x > 0 eine eindeutige steti-
ge Fortsetzung von
(
J ± i(0, 1]
)
× I auf das Kompaktum
(
J ± i[0, 1]
)
× I.
Daraus folgt die Behauptung des Lemmas.
Lemma 3.11.10 (Lemma 2.10 in [52]). Wir betrachten die Abbildung Eν,κθ :
R× R2+ → C2×2,
Eν,κθ (λ;x, y) :=
1
2πi
(
Gν,κθ (λ+ i0;x, y)−G
ν,κ
θ (λ− i0;x, y)
)
.
Dann gilt
Eν,κθ (λ;x, y) = m
ν,κ
θ (λ)Φ
ν,κ
0,θ (λ;x)
(
Φν,κ0,θ (λ; y)
)ᵀ
(3.11.32)
mit
mν,κθ (λ) :=
(
2πiW [Φν,κM ,Φ
ν,κ
U ]
)−1(
cν,κ(λ− i0)− cν,κ(λ+ i0)
)(
cν,κ(λ+ i0)aν,κθ (λ)− b
ν,κ
θ (λ)
)(
cν,κ(λ− i0)aν,κθ (λ)− b
ν,κ
θ (λ)
)
(3.11.33)
für κ 6= 0 und
mν,0θ (λ) := (4π)
−1. (3.11.34)
Für ein beschränktes Intervall I ⊂ R \ {0} bezeichnen wir mit PI(Dν,κθ ) den
Spektralprojektor von Dν,κθ auf I. Für alle f ∈ L2(R+;C2) mit kompaktem
Träger gilt
PI(D
ν,κ
θ )f =
∫
I
∫ ∞
0
Eν,κθ (λ; ·, y)f(y) dy dλ. (3.11.35)
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Beweis. Die Formeln (3.11.32) und (3.11.33) folgen aus Lemma 3.11.7 zu-
sammen mit (3.11.26), (3.11.22) und (3.11.21). Nach Lemma 3.11.5 hat Dν,κθ
keine Eigenwerte. Daher erhalten wir für jedes f ∈ L2(R+;C2) mit kompak-
tem Träger nach der Formel von Stone (siehe z. B. Satz 4.3 in [72]) und
Lemma 3.11.7
PI(D
ν,κ
θ )f = limε→+0
∫
I
∫ ∞
0
Gν,κθ (λ+ iε; ·, y)−G
ν,κ
θ (λ− iε; ·, y)
2πi
f(y) dy dλ.
Nach Lemma 3.11.9 und dem Satz von der majorisierenden Konvergenz
können wir die Integration und die Grenzwertbildung vertauschen und so
(3.11.35) schlussfolgern.
Unter der Verwendung der Hilfsfunktionen und Konstanten, welche in den
Lemmata 3.11.3, 3.11.4, 3.11.6 und 3.11.10 eingeführt wurden, sind wir nun
in der Lage eine explizite Transformation anzugeben, welche die spektrale
Darstellung von Dν,κθ liefert.
Satz 3.11.11 (Satz 2.11 in [52]). Sei Λ der Multiplikationsoperator der un-
abhängigen Variable in L2(R;C, dx). Für (ν, κ, θ) ∈M ist der Operator
Uν,κθ : L
2(R+;C2, dr)→ L2(R;C, dx),
Uν,κθ f := L
2-lim
R→∞
√
mν,κθ (·)
∫ R
1/R
(
Φν,κ0,θ (·; y)
)ᵀ
f(y) dy
(3.11.36)
wohldefiniert und unitär. Dieser Operator liefert die spektrale Darstellung
von Dν,κθ , d. h.
Dν,κθ = (U
ν,κ
θ )
∗ΛUν,κθ . (3.11.37)
Beweis. Für k ∈ N sei Ek := (−k,−k−1) ∪ (k−1, k). Für f ∈ L2(R+;C2) mit
kompaktem Träger beobachten wir, dass
‖f‖2L2(R+;C2) = limk→∞
∥∥PEk(Dν,κθ )f∥∥2L2(R+;C2) = limk→∞〈f, PEk(Dν,κθ )f〉L2(R+;C2)
=
∥∥∥∥√mν,κθ (·)∫ ∞
0
(
Φν,κ0,θ (·; y)
)ᵀ
f(y) dy
∥∥∥∥2
L2(R;C)
nach Lemma 3.11.5, Satz von Fubini, (3.11.35) und (3.11.32) gilt. Daher
ist Uν,κθ durch (3.11.36) wohldefiniert und isometrisch, d. h. (U
ν,κ
θ )
∗Uν,κθ =
IL2(R+;C2).
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Für jedes f ∈ D(Dν,κθ ) liefert die partielle Integration mit der Hilfe von
Satz 2.6.1 die Relation
Uν,κθ D
ν,κ
θ f = L
2-lim
R→∞
(√
mν,κθ (·)
∫ R
1/R
(
Φν,κ0,θ (·; y)
)ᵀ
Dν,κθ f(y) dy
)
= L2-lim
R→∞
(
(·)
√
mν,κθ (·)
∫ R
1/R
(
Φν,κ0,θ (·; y)
)ᵀ
f(y) dy
)
= ΛUν,κθ f
(3.11.38)
und folglich (3.11.37).
Als letzter Schritt ist daher die Surjektivität von Uν,κθ zu zeigen. Wir
bezeichnen mit P ν,κθ den orthogonalen Projektor in L
2(R;C) auf das Bild von
Uν,κθ . Wegen (3.11.38) ist der Operator
Λν,κθ : U
ν,κ
θ D(D
ν,κ
θ )→ P
ν,κ
θ L
2(R;C), Λν,κθ g := Λg
wohldefiniert und selbstadjungiert in P ν,κθ L
2(R;C). Da für jedes g ∈ D(Λ)
und h ∈ D(Λν,κθ )
〈Λν,κθ h, P
ν,κ
θ g〉L2(R;C) = 〈h,Λg〉L2(R;C)
gilt, schlussfolgern wir die Inklusionen P ν,κθ D(Λ) ⊂ D
(
(Λν,κθ )
∗) = D(Λν,κθ )
und ΛP ν,κθ D(Λ) ⊂ P
ν,κ
θ L
2(R;C), d. h., das Bild von Uν,κθ ist ein reduzierender
Teilraum für Λ. Daher existiert eine messbare Menge Ω ⊂ R, sodass
Uν,κθ L
2(R+;C2) = Bild
(
1R\Ω(Λ)
)
(3.11.39)
gilt (kombiniere z. B. Korollar 4.6 und Satz 4.8 in [72]).
Unser Ziel ist es zu zeigen, dass Ω eine Lebesgue-Nullmenge ist. Falls
dies nicht der Fall wäre, dann existiert ein δ > 0, sodass Ω ∩
(
[−δ−1,−δ] ∪
[δ, δ−1]
)
ein positives Lebesgue-Maß hat. Da Φν,κ0,θ (·; 1) analytisch in C \ iR+
und reellwertig auf R \ {0} ist, hat die Menge
Ξ0 :=
{
λ ∈ R \ {0} : (Φν,κ0,θ )1(λ; 1) = 0
}
Lebesgue-Maß null und daher besitzt wenigstens eine der Mengen
Ξ± :=
{
λ ∈ R \ {0} : ±(Φν,κ0,θ )1(λ; 1) > 0
}
∩ Ω ∩
(
[−δ−1,−δ] ∪ [δ, δ−1]
)
(3.11.40)
ein positives Lebesgue-Maß. Ohne Beschränkung der Allgemeinheit nehmen
wir an, dass Ξ+ positives Lebesgue-Maß hat. Eine einfache Rechnung ergibt
(Uν,κθ )
∗g = L2-lim
R→∞
∫ R
−R
Φν,κ0,θ (λ; ·)g(λ)
√
mν,κθ (λ) dλ (3.11.41)
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für jedes g ∈ L2(R;C). Wählt man g := 1Ξ+und verwendet m
ν,κ
θ (·) > 0 so
erhält man (
(Uν,κθ )
∗1Ξ+
)
1
(1) > 0. (3.11.42)
Nach dem Satz von der majorisierenden Konvergenz impliziert (3.11.41), dass
die Abbildung r 7→
(
(Uν,κθ )∗1Ξ+
)
1
(r) stetig in r = 1 ist. Aus (3.11.42) folgt
daher (Uν,κθ )∗1Ξ+ 6= 0 in L2(R+;C2) . Dies ist aber nicht möglich, da nach
(3.11.40) und (3.11.39) die Relation 1Ξ+ ∈
(
Uν,κθ L2(R+;C2)
)⊥
= ker
(
(Uν,κθ )∗
)
gilt. Dieser Widerspruch impliziert, dass Ω eine Lebesgue-Nullmenge ist und
daher die rechte Seite von (3.11.39) mit L2(R;C) übereinstimmt.
3.11.2 Zum Beweis von Satz 2.6.2 Teil (I)
Wir verwenden ψk := (Uν,κθ )∗
(
(·)−11[1/k2,1/k](·)
)
für k ∈ N hinreichend groß
als Testfunktion. Satz 3.11.11 impliziert ψk∈P ν,κθ,+D(D
ν,κ
θ ) ⊂ P
ν,κ
θ,+D
(
|Dν,κθ |1/2
)
und
〈|Dν,κθ |
1/2ψk, |Dν,κθ |
1/2ψk〉L2(R+;C2)
= 〈Uν,κθ ψk,
(
Uν,κθ D
ν,κ
θ (U
ν,κ
θ )
∗)Uν,κθ ψk〉L2(R;C2) = ∫ 1/k
1/k2
λ−1 dλ = ln k.
(3.11.43)
Nach (3.11.41) gilt außerdem
〈ψk, Qψk〉L2(R+;C2) =
∫ ∞
0
∫ 1/k
1/k2
∫ 1/k
1/k2
√
mν,κθ (λ)
λ
√
mν,κθ (µ)
µ
×
〈
Φν,κ0,θ (λ; r), Q(r)Φ
ν,κ
0,θ (µ; r)
〉
C2dµ dλ dr.
(3.11.44)
Nach Lemma 3.11.4 sowie (3.11.16), (3.11.17) und der Beschränktheit von
Φν,κU und Φ
ν,κ
M auf [1,∞) für alle λ, r ∈ R+ (siehe Lemma 3.11.1 zusammen
mit 13.7.2 und 13.7.3 in [55]) schlussfolgern wir, dass für
Bν,κθ (λ; r) := Φ
ν,κ
0,θ (λ; r)− A
ν,κ
θ (r)
(hier ist Aν,κθ in (2.6.7) definiert) die Ungleichung∥∥Bν,κθ (λ; r)∥∥C2 6 Cν,κλr1−Re Υ (3.11.45)
mit einem endlichen Cν,κ > 0 gilt. Daraus folgt mit Q = |Q|1/2(signQ)|Q|1/2
und der Cauchy-Ungleichung die Abschätzung∣∣∣〈Φν,κ0,θ (λ; r), Q(r)Φν,κ0,θ (µ; r)〉C2∣∣∣
6 2
〈
Aν,κθ (r),
∣∣Q(r)∣∣Aν,κθ (r)〉C2 + (Cν,κ)2(λ2 + µ2)∥∥Q(r)∥∥C2×2r2−2 Re Υ,
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wobei die rechte Seite in r über R+ nach (2.6.35) integrierbar ist. Daher
kann die Reihenfolge der Integration in (3.11.44) nach dem Satz von Fubini
vertauscht werden. Aus der Schwarz-Ungleichung und (3.11.45) erhalten wir
Re
∫ ∞
0
〈
Φν,κ0,θ (λ; r), Q(r)Φ
ν,κ
0,θ (µ; r)
〉
C2dr
= Re
〈
|Q|1/2
(
Aν,κθ +B
ν,κ
θ (λ; ·)
)
, (signQ)|Q|1/2
(
Aν,κθ +B
ν,κ
θ (µ; ·)
)〉
L2(R+;C2)
>
1
2
∫ ∞
0
〈
Aν,κθ (r), Q(r)A
ν,κ
θ (r)
〉
C2dr
−
(∫∞
0
〈
Aν,κθ (r),
∣∣Q(r)∣∣Aν,κθ (r)〉C2dr∫∞
0
〈
Aν,κθ (r), Q(r)A
ν,κ
θ (r)
〉
C2dr
+
1
2
)
× (Cν,κ)2(λ2 + µ2)
∫ ∞
0
∥∥Q(r)∥∥C2×2r2−2 Re Υdr.
(3.11.46)
Durch das Einsetzen von (3.11.46) in (3.11.44) schließen wir
〈ψk, Qψk〉L2(R+;C2)
>
1
2
∫ ∞
0
〈
Aν,κθ (r), Q(r)A
ν,κ
θ (r)
〉
C2dr
(∫ 1/k
1/k2
√
mν,κθ (λ)
λ
dλ
)2
−
(
2
∫∞
0
〈
Aν,κθ (r),
∣∣Q(r)∣∣Aν,κθ (r)〉C2dr∫∞
0
〈
Aν,κθ (r), Q(r)A
ν,κ
θ (r)
〉
C2dr
+ 1
)
(Cν,κ)2
×
∫ ∞
0
∥∥Q(r)∥∥C2×2r2−2 Re Υdr(∫ 1/k
1/k2
λ
√
mν,κθ (λ)dλ
)(∫ 1/k
1/k2
√
mν,κθ (λ)
λ
dλ
)
,
(3.11.47)
wobei die rechte Seite für k hinreichend groß nach (2.6.35) und (2.6.9) positiv
ist. Es folgt aus (3.11.33), (3.11.34), (3.11.27) und den Lemmata 3.11.3 und
3.11.4, dass ein hν,κ > 0 existiert, sodass für (ν, κ, θ) ∈MI
mν,κθ (λ) > h
ν,κλ−2 Re Υ
für alle λ > 0 gilt. Dies impliziert∫ 1/k
1/k2
√
mν,κθ (λ)
λ
dλ > hν,κ
ln k falls Υ ∈ iR+,k2Υ − kΥ
Υ
falls Υ ∈ (0, 1/2).
(3.11.48)
Nun implizieren (3.11.43), (3.11.47) und (3.11.48), dass die quadratische
Form von F ν,κθ (Q) berechnet auf ψk negativ für k hinreichend groß wird.
Die Existenz des negativen Spektrums von F ν,κθ (Q) folgt aus dem Minimax-
Prinzip.
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3.11.3 Eine Version des Birman-Schwinger-Prinzips
Seien E ∈ (0,∞] und P ν,κθ,E := P[0,E)(D
ν,κ
θ ) der Spektralprojektor von D
ν,κ
θ auf
das Intervall [0, E). Unter Hypothese 1 ist die quadratische Form
f
ν,κ
θ,E(Q)[·] :=
∥∥|Dν,κθ |1/2 · ∥∥2L2(R+;C2) − 〈|Q|1/2·, (signQ)|Q|1/2·〉L2(R+;C2)
(3.11.49)
auf P ν,κθ,ED
(
|Dν,κθ |1/2
)
abgeschlossen und nach unten beschränkt. Wir definie-
ren
F ν,κθ,E(Q) := P
ν,κ
θ,E(D
ν,κ
θ −Q)P
ν,κ
θ,E
als den selbstadjungierten Operator in P ν,κθ,EL
2(R+;C2), welcher fν,κθ,E(Q) ent-
spricht (siehe Satz X.17 in [58]).
Für τ > 0 impliziert Hypothese 1, dass der Birman-Schwinger-Operator
Bν,κθ,E(Q, τ) := (D
ν,κ
θ P
ν,κ
θ,E + τI)
−1/2P ν,κθ,EQ(D
ν,κ
θ P
ν,κ
θ,E + τI)
−1/2P ν,κθ,E (3.11.50)
in L2(R+;C2) beschränkt ist.
Wir werden die folgende Version des Birman-Schwinger-Prinzips verwen-
den:
Lemma 3.11.12 (Lemma 3.1 in [52]). Die Gleichung
RangP(−∞,−τ)
(
F ν,κθ,E(Q)
)
= RangP(1,∞)
(
Bν,κθ,E(Q, τ)
)
(3.11.51)
gilt für jedes τ > 0 mit Bν,κθ,E(Q, τ) definiert in (3.11.50).
Beweis. Für jedes ψ ∈ P ν,κθ,ED
(
|Dν,κθ |1/2
)
, τ > 0 gilt
f
ν,κ
θ,E(Q)[ψ] + τ‖ψ‖
2
L2(R+;C2)
=
〈
(Dν,κθ P
ν,κ
θ,E + τI)
1/2ψ,
(
I−Bν,κθ,E(τ)
)
(Dν,κθ P
ν,κ
θ,E + τI)
1/2ψ
〉
L2(R+;C2)
.
Die Identität (3.11.51) folgt nun aus dem Minimax-Prinzip.
Lemma 3.11.13 (Lemma 3.2 in [52]). Für q > 1 und τ > 0 gilt die
Abschätzung
RangP(−∞,−τ)
(
F ν,κθ,E(Q)
)
6
∫ ∞
0
∫ E
0
mν,κθ (λ)(λ+ τ)
−q∥∥Qq/2+ (r)Φν,κ0,θ (λ; r)∥∥2C2dλ dr. (3.11.52)
Falls das Integral auf der rechten Seite von (3.11.52) mit E := ∞ endlich
ist, dann ist Hypothese 1 für Q := Q+ erfüllt.
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Beweis. Für q > 1 sei Nq die q-te Schatten-von-Neumann-Klasse kompakter
Operatoren. Für alle selbstadjungierten, nichtnegativen Operatoren A und
B mit AqBq ∈ N2 gilt AB ∈ N2q und ‖AB‖2qN2q 6 ‖A
qBq‖2N2 (siehe Anhang
B in [48]). Daraus folgt mit (3.11.41)∥∥Q1/2+ (Dν,κθ P ν,κθ,E + τI)−1/2P ν,κθ,E∥∥2qN2q
6
∥∥Qq/2+ (Uν,κθ )∗Uν,κθ (Dν,κθ P ν,κθ,E + τI)−q/2P ν,κθ,E(Uν,κθ )∗∥∥2N2
=
∥∥Qq/2+ (Uν,κθ )∗1[0,E)(·)(·+ τ)−q/2∥∥2N2
=
∫ ∞
0
∫ E
0
mν,κθ (λ)(λ+ τ)
−q∥∥Qq/2+ (r)Φν,κ0,θ (λ; r)∥∥2C2dλ dr.
(3.11.53)
Durch die Abschätzung der rechten Seite von (3.11.51) nach oben durch∥∥(Dν,κθ P ν,κθ,E + τI)−1/2P ν,κθ,EQ+(Dν,κθ P ν,κθ,E + τI)−1/2P ν,κθ,E∥∥qNq
=
∥∥Q1/2+ (Dν,κθ P ν,κθ,E + τI)−1/2P ν,κθ,E∥∥2qN2q
und die Anwendung von (3.11.53) schlussfolgern wir (3.11.52).
Falls das Integral auf der rechten Seite von (3.11.52) mit E :=∞ endlich
ist, dann impliziert (3.11.53), dass P ν,κθ,+Q+P
ν,κ
θ,+ eine kompakte Formstörung
von Dν,κθ in P
ν,κ
θ,+L
2(R+;C2) ist. Nun folgt Hypothese 1 mit Standardargu-
menten.
3.11.4 Zum Beweis von Satz 2.6.2 Teil (II)
Durch die Anwendung von Lemma 3.11.13 und die Grenzwertbildung τ → +0
in (3.11.52) erhalten wir
RangP(−∞,0)
(
F ν,κθ (Q)
)
6
∫ ∞
0
∥∥Qq+(r)∥∥C2×2 ∫ ∞
0
λ−qmν,κθ (λ)
∥∥Φν,κ0,θ (λ; r)∥∥2C2dλ dr. (3.11.54)
Im Fall Υ ∈ (0, 1/2) und θ ∈ (0, π) \ {π/2} reskalieren wir die Variable
µ := | cot θ|1/(2Υ)λ und erkennen∫ ∞
0
λ−qmν,κθ (λ)
∥∥Φν,κ0,θ (λ; r)∥∥2C2dλ (3.11.55)
=
| cot θ|(q−2Υ−1)/(2Υ)
sin2 θ
∫ ∞
0
µ−q+2Υm̃ν,κθ (µ)
∥∥∥Φν,κ0,θ(| cot θ|−1/(2Υ)µ; r)∥∥∥2C2dµ,
(3.11.56)
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wobei
m̃ν,κθ (µ) := sin
2 θ| cot θ|µ−2Υmν,κθ
(
| cot θ|−1/(2Υ)µ
)
die Ungleichung
∣∣m̃ν,κθ (µ)∣∣ 6 Cν,κ
{
µ−4Υ falls µ > 1,
1 falls µ 6 1,
(3.11.57)
mit einem Cν,κ > 0 unabhängig von θ (siehe (3.11.33), (3.11.23), (3.11.24),
(3.11.18) und (3.11.30)) erfüllt. Nach Lemma 3.11.4 gilt∥∥Φν,κ0,θ (λ; r)∥∥2C2 6 2 cos2θ λ2Υ∥∥Φν,κU (λr)∥∥2C2 + 2 sin2θ λ−2Υ∥∥Φν,κM (λr)∥∥2C2 .
(3.11.58)
Nach den Lemmata 3.11.1 und 3.11.2 existieren für Υ > 0 endliche Konstan-
ten Cν,κM und C
ν,κ
U , sodass für jedes x ∈ R+ gilt
∥∥Φν,κM (x)∥∥2C2 6 Cν,κM
{
x2Υ falls x 6 1,
1 falls x > 1,∥∥Φν,κU (x)∥∥2C2 6 Cν,κU
{
x−2Υ falls x 6 1,
1 falls x > 1.
(3.11.59)
Durch das Einsetzen von (3.11.58) in (3.11.55) und die Verwendung der
Abschätzungen (3.11.59) und (3.11.57) schlussfolgern wir (2.6.10).
Für Υ > 0 und θ = π/2 betrachten wir zunächst (3.11.54), führen an-
schließend die Reskalierung λ =: µ/r durch und verwenden die Lemmata
3.11.4 und (3.11.33). Als Ergebnis erhalten wir
RangP(−∞,0)
(
F ν,κθ (Q)
)
6 mν,κπ/2(1)
∫ ∞
0
µ−q
∥∥Φν,κM (µ)∥∥2C2dµ∫ ∞
0
∥∥Qq+(r)∥∥C2×2rq−1 dr,
wobei das µ-Integral nach (3.11.59) endlich ist.
3.11.5 Abschneiden der hohen Energien
Nun wenden wir uns dem Fall Υ = 0 zu. In diesem konvergiert das Integral
auf der rechten Seite von (3.11.52) für E =∞ nicht. Um dieses Problem zu
umgehen, benutzen wir:
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Lemma 3.11.14 (Lemma 3.3 in [52]). Sei ‖Q+‖∞ := ‖Q+‖L∞(R+;C2×2) end-
lich. Für jedes τ > 0 gilt dann
RangP(−∞,−τ)
(
F ν,κθ (Q)
)
6 RangP(−∞,−τ)
(
F ν,κθ,2‖Q+‖∞
(
2Q+
))
.
Beweis. Für jedes ψ ∈ P ν,κθ,+D
(
|Dν,κθ |1/2
)
sei ψ̌ := P ν,κθ,2‖Q+‖∞ψ, ψ̂ := ψ − ψ̌.
Dann folgt
f
ν,κ
θ (Q)[ψ] > f
ν,κ
θ (Q+)[ψ̌] + f
ν,κ
θ (Q+)[ψ̂]− 2 Re〈Q
1/2
+ ψ̌, Q
1/2
+ ψ̂〉L2(R+;C2)
> fν,κθ,2‖Q+‖∞
(
2Q+
)
[ψ̌] +
(∥∥|Dν,κθ |1/2ψ̂∥∥2L2(R+;C2) − 2∥∥Q1/2+ ψ̂∥∥2L2(R+;C2))
(3.11.60)
aus (3.11.49). Da
∥∥|Dν,κθ |1/2ψ̂∥∥2L2(R+;C2) > 2‖Q+‖∞‖ψ̂‖2L2(R+;C2) gilt, ist der
Term in Klammern auf der rechten Seite von (3.11.60) nichtnegativ. Nun
folgt die Behauptung aus dem Minimax-Prinzip.
3.11.6 Zum Beweis von Satz 2.6.2 Teil (III)
Aus der Kombination von Lemma 3.11.14 mit Lemma 3.11.13 (schicke τ →
+0 und setze q := 1) erhalten wir
RangP(−∞,0)
(
F ν,κθ (Q)
)
6
∫ ∞
0
∥∥Q+(r)∥∥C2×2 ∫ 2‖Q+‖∞
0
λ−1mν,κθ (λ)
∥∥Φν,κ0,θ (λ; r)∥∥2C2dλ dr. (3.11.61)
Durch das Einsetzen der Definitionen (3.11.33), (3.11.22), (3.11.23), (3.11.24)
und das Durchführen der Reskalierung λ =: etan θµ können wir das innere
Integral auf der rechten Seite von (3.11.61) als∫ 2‖Q+‖∞
0
λ−1mν,κθ (λ)
∥∥Φν,κ0,θ (λ; r)∥∥2C2dλ
=
∫ 2‖Q+‖∞e− tan θ
0
µ−1mν,κ0 (µ)
∥∥f ν,κ(µetan θr) + gν,κ(µ; etan θr)∥∥2C2dµ
(3.11.62)
mit f ν,κ : R+ → C2 und gν,κ : R2+ → C2 gegeben durch
f ν,κ(x) := Φν,κU (x)− ln(x)Φ
ν,κ
M (x), g
ν,κ(ζ, x) := ln(x)Φν,κM (ζx)
umschreiben. Lemma 3.11.2 und die Beschränktheit von Φν,κU auf [1,∞) und
Φν,κM auf R+ implizieren die Abschätzungen∥∥f ν,κ(·)∥∥2C2 6 Cν,κf ln2(e + ·), ∥∥gν,κ(ζ, ·)∥∥2C2 6 Cν,κg ln2(·)
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mit endlichen Konstanten Cν,κf und C
ν,κ
g unabhängig von ζ. Außerdem im-
plizieren (3.11.33) und (3.11.31) die Schranke
mν,κ0 (·) 6 Cν,κm
(
1 + ln2(·)
)−1
.
Durch die Anwendung der obigen Abschätzungen auf die rechte Seite von
(3.11.62) und die Verwendung der Monotonie des Logarithmus schlussfolgern
wir∫ 2‖Q+‖∞
0
λ−1mν,κθ (λ)
∥∥Φν,κ0,θ (λ; r)∥∥2C2dλ
6 2Cν,κm
(
Cν,κf ln
2
(
e + 2‖Q+‖∞r
)
+ Cν,κg ln
2(etan θr)
)∫ 2‖Q+‖∞e− tan θ
0
dµ
µ(1 + ln2 µ)
,
wobei das Integral auf der rechten Seite durch π nach oben abgeschätzt wer-
den kann. Durch das Einsetzen dieser Abschätzung in (3.11.61) schlussfolgern
wir (2.6.12).
3.12 Beweis von Satz 2.6.3
Durch die Anwendung einer Version des Birman-Schwinger-Prinzips (siehe
Abschnitt 3.11.3) können wir in Abschnitt 3.12.1 eine Ungleichung vom Typ
Cwikel-Lieb-Rozenblum beweisen. Mit Standardargumenten (siehe z. B. den
Beweis von Satz 1.1 in [29]) können wir daraus in den Abschnitten 3.12.2
und 3.12.3 eine Ungleichung vom Typ Lieb-Thirring schlussfolgern.
3.12.1 Anwendung des Birman-Schwinger-Prinzips
Lemma 3.12.1 (Lemma 4.1 in [52]). Für τ > 0, q > 1 und die Kombi-
nationen von ν, κ ∈ R und θ ∈ [0, π), welche in (2.6.13) behandelt werden,
existiert eine Konstante kν,κ > 0, sodass
RangP(−∞,−τ)
(
F ν,κθ (Q)
)
6
τ 1−q
q − 1
kν,κ
∫ ∞
0
∥∥Q+(r)∥∥qC2×2W ν,κθ (r) dr
gilt.
Beweis. Lemma 3.11.13 impliziert, dass
RangP(−∞,−τ)
(
F ν,κθ (Q)
)
6
τ 1−q
q − 1
∫ ∞
0
∥∥Q+(r)∥∥qC2×2∥∥∥√mν,κθ (·)Φν,κ0,θ (·; r)∥∥∥2L∞(R+;C2)dr
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für alle q > 1 gilt. Deshalb müssen wir nur noch die Abschätzung∥∥∥√mν,κθ (·)Φν,κ0,θ (·; r)∥∥∥2
L∞(R+;C2)
6 kν,κW ν,κθ (r) (3.12.1)
für alle r > 0 mit endlichen kν,κ > 0 und W ν,κθ definiert in (2.6.13) zeigen.
Fall ν2 = κ2 6= 0 und θ = π/2: Nach (3.11.33) und Lemma 3.11.4 gilt
mν,κπ/2(λ) = m
ν,κ
π/2(1) für alle λ ∈ R+. Daraus folgt (3.12.1), da∥∥Φν,κ0,π/2(·; r)∥∥L∞(R+;C2) = ∥∥Φν,κM (· r)∥∥L∞(R+;C2) = ∥∥Φν,κM ∥∥L∞(R+;C2) <∞
für alle r > 0 gilt.
Fall κ 6= 0, Υ ∈ iR+ und θ ∈ [0, π): Eine Rechnung, welche die Formel
5.4.3 in [55] verwendet, ergibt für Υ ∈ R+
cν,κ+,+ · c
ν,κ
− = 1 und c
ν,κ
+,+(c
ν,κ
− )
−1 ≷ 1 für ν ≷ 0,
wobei die Koeffizienten in (3.11.20), (3.11.19) eingeführt wurden. Daher exis-
tiert ein ρ ∈ (1,∞) und ein ω ∈ [0, 2π), welches nur von κ und ν abhängt,
sodass
cν,κ+,+ = ρ
sign νeiω und cν,κ− = ρ
− sign νeiω
gilt. Durch das Einsetzen dieser Relationen in (3.11.33) erhalten wir durch die
Anwendung von (3.11.18), (3.11.27), (3.11.23) und (3.11.24) die Ungleichung
mν,κθ (λ) =
1
4πκ2|ν||Υ|
· ρ− ρ
−1
ρ+ ρ−1 − 2 cos
(
ω + 2θ + 2|Υ| lnλ
)
6
1
4πκ2|Υν|
· ρ− ρ
−1
ρ+ ρ−1 − 2
=
1
4πκ2|Υν|
· ρ+ 1
ρ− 1
.
Zusammen mit∥∥Φν,κ0,θ (· ; r)∥∥L∞(R+;C2) = ∥∥∥2 Re ((·)−Υe−iθΦν,κM (· r))∥∥∥L∞(R+;C2)
6 2
∥∥Φν,κM ∥∥L∞(R+;C2) <∞
ergibt dies (3.12.1).
Fall κ = 0, ν ∈ R und θ ∈ [0, π): Hier folgt (3.12.1) sofort aus (3.11.34),
Lemma 3.11.4 und (3.11.5).
Fall ν2 = κ2 6= 0 und θ ∈ [0, π) \ {π/2}: Die linke Seite von (3.12.1)
stimmt mit Zν,κ0 (e
tan θr) überein, wobei Zν,κ0 : R+ → R definiert ist durch
Zν,κ0 (x) := sup
ζ∈R+
|c− − c+,+|
∥∥Φν,κU (ζx)− (ln ζ)Φν,κM (ζx)∥∥2C2∣∣2πν(cν,κ+,+ + ln ζ)(cν,κ− + ln ζ)∣∣ . (3.12.2)
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Nach Lemma 3.11.8 gilt die Abschätzung
|c− − c+,+|∣∣2πν(cν,κ+,+ + ln ζ)(cν,κ− + ln ζ)∣∣ 6 K
ν,κ
1 + ln2 ζ
(3.12.3)
mit Kν,κ ∈ R+. Auf der anderen Seite implizieren Lemma 3.11.2 und die
Beschränktheit von Φν,κU und Φ
ν,κ
M auf (1,∞) die Ungleichung∥∥Φν,κU (ζx)− (ln ζ)Φν,κM (ζx)∥∥2C2 6 Lν,κ
{
1 + ln2 x falls ζ 6 x−1,
1 + ln2 ζ falls ζ > x−1,
(3.12.4)
mit einem endlichen Lν,κ. Durch das Einsetzen von (3.12.3) und (3.12.4) in
(3.12.2) erhalten wir (3.12.1).
Fall Υ ∈ (0, 1/2) und θ ∈ (0, π) oder Υ > 1/2 und θ = π/2: Für θ = π/2
ist die linke Seite von (3.12.1) durch mν,κπ/2(1)‖Φ
ν,κ
M ‖2L∞(R+;C2) gegeben und
die Behauptung offensichtlich. Aus (3.11.33), (3.11.27) und Lemma 3.11.4
erhalten wir∥∥∥√mν,κθ (·)Φν,κ0,θ (·; r)∥∥∥2
L∞(R+;C2)
= Zν,κsign(tan θ)
(
| tan θ|1/(2Υ)r
)
, (3.12.5)
wobei Zν,κ± : R+ → R definiert ist durch
Zν,κ± (x) := sup
ζ∈R+
|c− − c+,+|
∥∥ζΦν,κU (ζ1/(2Υ)x)± Φν,κM (ζ1/(2Υ)x)∥∥2C2∣∣2πW [Φν,κM ,Φν,κU ](cν,κ+,+ζ ∓ 1)(cν,κ− ζ ∓ 1)∣∣ . (3.12.6)
Aus (3.11.27) und (3.11.30) erhalten wir die Abschätzung
|c− − c+,+|∣∣2πW [Φν,κM ,Φν,κU ](cν,κ+,+ζ ∓ 1)(cν,κ− ζ ∓ 1)∣∣ 6 X
ν,κ
1 + ζ2
(3.12.7)
mit einem endlichen Xν,κ. Auf der anderen Seite impliziert (3.11.59)∥∥ζΦν,κU (ζ1/(2Υ)x)± Φν,κM (ζ1/(2Υ)x)∥∥2C2
6 Y ν,κ
{
ζ(x−2Υ + x2Υ) falls ζ 6 x−2Υ,
1 + ζ2 falls ζ > x−2Υ,
(3.12.8)
mit einem endlichen Y ν,κ. Nun setzen wir (3.12.7) und (3.12.8) in (3.12.6)
ein und erhalten
Zν,κ± (x) 6 X
ν,κY ν,κ max
{
1, (x−2Υ + x2Υ) sup
ζ6x−2Υ
ζ
1 + ζ2
}
6 Xν,κY ν,κ max{1, x−2Υ}.
Dies setzen wir in (3.12.5) ein und schlussfolgern (3.12.1).
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3.12.2 Zum Beweis von Satz 2.6.3 Teil (a)
Sei q ∈ (1, 1 + γ). Aus dem Minimax-Prinzip folgt
Sp
(
F ν,κθ (Q)
γ
−
)
=
∫ ∞
0
γτ γ−1 RangP(−∞,−τ)
(
F ν,κθ (Q)
)
dτ
6
∫ ∞
0
γτ γ−1 RangP(−∞,−τ/2)
(
F ν,κθ
(
(Q+ − τ/2)+
))
dτ
6
γkν,κ
q − 1
∫ ∞
0
W ν,κθ (r)
∫ ∞
0
τ γ−1
∥∥(Q+(r)− τ/2)+∥∥qC2×2(τ/2)1−qdτ dr.
(3.12.9)
Durch den Übergang zur neuen Integrationsvariablen σ := τ
∥∥Q+(r)∥∥−1C2×2/2
im inneren Integral können wir die rechte Seite von (3.12.9) zu
2γγkν,κ
(
1
q − 1
∫ 1
0
(1− σ)qσγ−qdσ
)∫ ∞
0
∥∥Q+(r)∥∥1+γC2×2W ν,κθ (r) dr
umformen. Durch das Minimieren in q ∈ (1, 1 + γ) erhalten wir (2.6.14).
3.12.3 Zum Beweis von Satz 2.6.3 Teil (b)
Sei q ∈ (1, 1+γ−2Υ). Aus der Anwendung von Lemma 3.11.13, des Minimax-
Prinzips, (3.11.33) und Lemma 3.11.4 schlussfolgern wir
Sp
(
F ν,κ0 (Q)
γ
−
)
=
∫ ∞
0
γτ γ−1 RangP(−∞,−τ)
(
F ν,κ0 (Q)
)
dτ
6
∫ ∞
0
γτ γ−1 RangP(−∞,−τ/2)
(
F ν,κ0
(
(Q+ − τ/2)+
))
dτ
6
∫ ∞
0
∫ 2‖Q+(r)‖C2×2
0
γτ γ−1mν,κ0 (1)
×
(∥∥Q+(r)∥∥C2×2 − τ2)q(τ2)1−qΩν,κq (τr2 )dτ dr
(3.12.10)
mit Ων,κq : R+ → R gegeben durch
Ων,κq (x) :=
∫ ∞
0
∥∥Φν,κU (λx)∥∥2C2
(1 + λ)q
dλ.
Durch den Gebrauch von (3.11.59) schließen wir auf die Existenz von Hν,κq ∈
R+, sodass
Ων,κq 6 H
ν,κ
q
(
(·)−2Υ + 1
)
gilt. Durch das Einsetzen dieser Ungleichung in (3.12.10), anschließender Be-
rechnung des inneren Integrals sowie der Minimierung des erhaltenen Aus-
drucks über q ∈ (1, 1 + γ − 2Υ) erhalten wir (2.6.15).
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3.13 Beweis von Satz 2.6.4
Nach (2.6.30) gilt für α ∈ R+
Fνθn(αV ) > F
ν
θn
(
αR
(
| · |
)
ICN
)
= (AnSn)∗
(⊕
j∈Tn
F
ν,κj
θn(j)
(αRICN )
)
(AnSn).
(3.13.1)
Es genügt daher zu zeigen, dass ein αc ∈ (0,∞) existiert, sodass
F
ν,κj
θn(j)
(αRICN ) kein negatives Spektrum für alle j ∈ Tn hat.
Für alle j ∈ Tn mit κ2j 6 ν2 + 1/4 implizieren die Annahmen (i) oder (ii)
und Satz 2.6.2 Teil (II) oder (III) die Existenz von αj > 0, sodass
F
ν,κj
θn(j)
(αRICN ) > 0 (3.13.2)
für alle α ∈ [0, αj) gilt.
Nach den Annahmen im Satz existieren R1 ∈ L∞(R+, rdr) und R2 ∈
Ln(R+, rn−1dr), sodass R = R1 +R2 gilt. Zusätzlich gilt
F
ν,κj
θn(j)
(αRICN ) =
1
2
(
F
ν,κj
θn(j)
(2αR1ICN ) + F
ν,κj
θn(j)
(2αR2ICN )
)
(3.13.3)
für alle j ∈ Tn. Satz 2.5 in [39] impliziert
(AnSn)∗
(⊕
j∈Tn
|D0,κjπ/2 |
)
AnSn = (−∆)1/2
> K̃n| · |−1 = (AnSn)∗
(⊕
j∈Tn
K̃n/(·)ICN
)
AnSn
mit
K̃n := 2
Γ2((n+ 1)/4)
Γ2((n− 1)/4)
.
Daraus schlussfolgern wir
|D0,κjπ/2 | > K̃n/(·)ICN für alle j ∈ Tn. (3.13.4)
Nun betrachten wir alle j ∈ Tn mit κ2j > ν2+1/4. Dann gilt θn(j) = π/2 nach
(2.6.26). Dies zusammen mit Lemma 3.5.23 (spezielle Notation in diesem
Abschnitt Dν,kπ/2 = D
ν,k ) und (3.13.4) impliziert
|Dν,κjθn(j)| >
√
KνnK̃n/(·)ICN .
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Da R1 ∈ L∞(R+, rdr) gilt, existiert ein α̃0 > 0, sodass
F
ν,κj
θn(j)
(2αR1ICN ) > 0 (3.13.5)
für alle α ∈ [0, α̃0) gilt.
Für R2 verwenden wir (3.5.94) und erhalten
RangP(−∞,0)
(
F
ν,κj
θn(j)
(2αR2ICN )
)
6 RangP(−∞,0)
(
|D0,κjπ/2 | − 2(K
ν
n)
−1/2αR2ICN
)
6
∑
j∈Tn
RangP(−∞,0)
(
|D0,κjπ/2 | − 2(K
ν
n)
−1/2αR2ICN
)
= RangP(−∞,0)
(
(−∆)1/2 − 2(Kνn)−1/2αR2
(
| · |
)
ICN
)
.
(3.13.6)
Nach (2.5.4) überschreitet die rechte Seite von (3.13.6) nicht
C1/2,∆n N2
2n−1(Kνn)
−n/2αnπ
∫ ∞
0
Rn2 (r)r
n−1 dr =: (α/α̃1)
n.
Daher hat für α ∈ [0, α̃1) und alle j ∈ Tn mit κ2j > ν2 + 1/4 der Operator
F
ν,κj
θn(j)
(2αR2ICN ) kein negatives Spektrum.
In Kombination mit (3.13.5), (3.13.3) schließen wir daraus, dass (3.13.2)
für alle j ∈ Tn gilt, solange α ∈ [0, αc) mit
αc := min
(
{α̃0, α̃1} ∪ {αj : j ∈ Tn, κ2j 6 ν2 + 1/4}
)
> 0
erfüllt ist.
3.14 Beweis von Satz 2.6.5
Für ψ ∈ P ν,κjθn(j),+D(D
ν,κj
θn(j)
) beliebig definieren wir
Ψ := (AnSn)∗
⊕
j′∈Tn
δj,j′ψ ∈ Pνθn,+D(D
ν
θn).
Nach Lemma 2.5.1, (2.6.6), (2.6.31), (2.6.33) und (3.5.33) gilt
〈Ψ,Fνθn(V )Ψ〉 =
{
〈ψ, F ν,κjθ2(j)(Q)ψ〉 falls n = 2,
〈ψ, F ν,κjθ3(j)(Qj)ψ〉 falls n = 3.
(3.14.1)
Aus Satz 2.6.2 (I) folgt, dass ein ψ existiert, sodass die rechte Seite von
(3.14.1) negativ ist. Mit dem Minimax-Prinzip schlussfolgern wir die Be-
hauptung.
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ich für ihre bedingungslose Liebe Danke sagen. Abschließend bin ich meinen
Eltern für deren uneingeschränkte Hilfsbereitschaft dankbar.

Eidesstattliche Versicherung
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