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Abstract We consider a quantum Hall system of electrons confined to the uppermost
Landau level and assume that the lower Landau levels are full and inert causing no
Landau level mixing. While it is known that the problem of electrons interacting
with the Coulomb interaction in a higher Landau level is mathematically equivalent
to the problem of electrons in the lowest Landau level interacting with an effective
interaction, the way the effective interaction can be calculated is not unique. We focus
on the details of two different calculations of such effective interaction potentials
in the uppermost Landau level and discuss the influence of one or another form of
the effective potential on the stability of various correlated electronic phases in the
quantum Hall regime.
Keywords Quantum Hall systems · Landau levels
1 Introduction
The phase diagram of a two-dimensional electron gas (2DEG) in weak magnetic
field becomes quite interesting when high Landau level-s (LL-s) with indices n ≥ 2
are partially filled. Transport experiments in very high mobility GaAs/AlxGa1−xAs
heterostructures [1] have established the existence of highly anisotropic electronic
states around even-denominator filling factors f = 9/2,11/2, etc., states that were
likely expected to be isotropic Fermi liquids. Earlier theoretical work [2] explained
anisotropy in terms of a striped charge density wave (CDW) that stabilizes in weak
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magnetic fields. While a stripe CDW phase is sufficient to explain anisotropy, other
structures may lead to an anisotropic response as well [3]. A mechanism in which a
compressible Fermi liquid state with circular Fermi surface spontaneously becomes
anisotropic in presence of interactions is through the Pomeranchuk instability (PI)
effect originally studied in the context of Landau theory of 3D Fermi liquid sys-
tems [4]. An anisotropic Fermi liquid state can be most easily pictured as a state
with a deformed Fermi surface, for example, 2D plane-waves, {ϕk(ri )} that fill an
elliptical Fermi sea [5]. Another possible scenario is to have anisotropy emerge at
the two-particle and not single-particle level, an idea incorporated in the broken rota-
tional symmetry (BRS) wave function [6, 7].
Studies of 3D Fermi systems [8] as well as more recent work in 2D Fermi sys-
tems [9] has indicated that the occurrence of the PI effect crucially depends on the
form of the (effective) interaction potential between fermions. These studies suggest
that a PI transition may occur only if the (effective) interaction potential between
the fermions has non-monotonic features at some characteristic length scale. In this
work, we consider a quantum Hall system of electrons confined to the uppermost LL
and calculate the effective interaction potential between electrons using two slightly
different approaches. We discuss the impact of one or another form of the effective
potential on the stability of various correlated electronic phases that may arise at or
in vicinity of the half-filled states in high LL-s.
2 The “Frozen Out” Interaction Potential
We consider a quantum Hall state in which the n-th LL is partially occupied. Because
the lower LL-s are completely filled, we may ignore them, thus adopt the “frozen LL”
approximation [10]. For the purpose of calculations this implies that the quantum Hall
state under consideration has a filling factor, fn where fn is the partial filling factor
of the n-th LL. Within this model, the corresponding density of the system should
be taken as ρn = fn/(2π l20) even though the real filling factor is f = 2n + fn (l0
is the magnetic length). We want to prove that the problem of particles interacting
with an arbitrary interaction, v(|r1 − r2|) in a high LL is mathematically equivalent
to the problem of particles in the lowest LL interacting with an effective interaction,
vn(|r1 − r2|) defined by:
〈n,m′1;n,m′2|v(|r1 − r2|)|n,m1;n,m2〉 = 〈0,m′1;0,m′2|vn(|r1 − r2|)|0,m1;0,m2〉,
(1)
where n is the LL index and mi -s are angular momentum quantum numbers.
One solves this problem by first writing the interaction potential in standard
2D Fourier space and then using the well-known formula: 〈n,m′|e±i k r|n,m〉 =
Ln(
|k|2 l20
2 ) 〈0,m′|e±i k r|0,m〉, where Ln(x) are Laguerre polynomials. Assuming a
Coulomb interaction potential, v(|r1 − r2|) = e2/( |r1 − r2|), one proceeds to per-
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where r = |r1 − r2|/l0 is a dimensionless separation distance, q = |k| l0, and J0(x)
is a 0-th order Bessel function.
3 The “Projected” Interaction Potential








n(r1)n(r1) v(|r1 − r2|)†n(r2)n(r2), (3)
where the field operators consist of states in the n-th LL: n(r) = ∑m〈r|n,m〉 aˆn,m
and †n(r) = ∑m〈n,m|r〉 aˆ†n,m. One starts with the electronic density in n-th
LL, ρn(r) = †n(r)n(r) which can be written in 2D Fourier space as ρn(k) =∫
d2r e−i k r ρn(r) = Fn(k)ρ(k) where ρ(k) is the projected density operator in









k v(k)ρn(k) ρn(−k) = 12
∑
k vn(k)ρ(k) ρ(−k) where vn(k) = v(k) [Fn(k)]2
represents an effective interaction potential among electrons [11, 12]. An inverse





















Plots of two interaction potentials which, to avoid confusion, were labeled vAn (r)
and vBn (r) are shown in Fig. 1 for n = 0,1 and 2. The first interaction potential,
vAn (r) is monotonic and mimics the bare Coulomb potential with the only difference
that it becomes more “hard-core” as n increases. Given the absence of any sharp
Fig. 1 Plot of vAn (r) (left) and vBn (r) (right) in units of e2/( l0) as a function of the dimensionless
distance r = r12/l0
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features in this potential, such an interaction should not lead to a PI transition in
the half-filled states in high LL-s [8]. Quite differently, the non-monotonicity of the
interaction potential vBn (r) suits a PI transition of Fermi liquid states, at least at filling
factors 2n + 1/2 or 2n + 3/2 (n = 2,3, . . .), where a Fermi surface is expected to
exist. However, as previously noted [13], anisotropy similar to a PI deformed Fermi
liquid state can also be manifested by a BRS phase. In earlier studies at filling factors












det [ϕk(ri )] (5)
has been used to calculate the energy competition between BRS and isotropic phases,
though only with the monotonic potential vAn (r) as choice [6]. While anisotropic
states are more pronounced at 9/2 and 11/2 (n = 2) it is known that anisotropy
remains sizeable in a range of filling factors, f = 2n + 1/2 ± fn where fn ≈
0.2 (n = 2). Electronic states away from 2n + 1/2 are not supposed to be Fermi
liquid states. Thus, it is unlikely that anisotropy in this regime originates from the PI
mechanism. In such a case, a better candidate to compete with the stripe CDW state
might be a BRS liquid crystalline state. Even in the case of a monotonic potential such
as vAn (r), it has been found that for f = 2n + 1/m (m-odd), a BRS anisotropic state
for n = 2 has a lower energy than its isotropic counterpart [14, 15]. A non-monotonic
potential like vBn (r) should further enhance a BRS liquid crystalline phase that we
intend to study through quantum Monte Carlo methods [16].
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