Data Center switches need guarantee high throughput, resiliency and scalability for large-scale networks with constantly floating requirements. Multistage packet switches have been a pervasive solution to implement high-capacity Data Center Networks (DCNs) switches and routers. Yet, classical multistage switching architectures with their Space-Memory variants have shown limited performance. Most proposals prove either too complex to implement or not cost effective. In this paper, we present a highly scalable packet-switch for the DCN environment, in which we exploit the Network-on-Chip (NoC) design paradigm to replace the single-hop crossbars with multi-hop Switching Elements (SEs). In particular, we describe a three-stage switch with Output-Queued Unidirectional NoCs (OQ-UDN) in the central stage of the Clos-network. The design has several advantages over conventional multistage switches. First, it uses a simple Round-Robin (RR) packet dispatching scheme and avoids the need for complex and costly input modules. Besides, it offers better load balancing, a pipelined scheduling and more path-diversity. We assess the performance of the switch in terms of throughput, end-to-end latency and blocking probability using Markov chain analysis, and we propose an analytical model that integrates the various design parameters. Through extensive simulations, we show that the switching architecture achieves high performance under different types of traffic, and that both the analytical and experimental results correlate over wide range of evaluation settings.
I. INTRODUCTION
A Data Centre is the nexus from which all the services of the cloud flow and where different types and generations of switches/routers are used to handle the floating workload. Given the growing networking requirements, both today and in-the-future DCN switching fabrics need to rapidly and reliably scale performance, either on a sustained basis or when unexpected load spikes place burden on the bandwidth availability.
The new switching fabrics are expected to improve upon current solutions in many ways to provide better performance. As in many iterative design approaches, each switching architecture improves on the previous ones at better points in a hardware cost/performance curve. The common design trend is founded on building hierarchical switching fabrics as single stage crossbar switches do not fit for the expansion of the network substrate. While they can be implemented for small sized switches, single-stage crossbar switches become complex, unpractical and unscalable for growing port counts (beyond 64 ports) [1] , [2] . Multistage switches where many smaller crossbar fabrics are cascaded have been typical commercial solutions for high-speed routers [3] . They provide good broadcast and multicast features, and they can be incrementally expanded by simply adding more modules to the existing design. The three-stage Clos-network [2] is a popular non-blocking multistage arrangement that is frequently used for telecommunications and networking systems. Despite their scalability potential, almost all existing Clos-network based proposals (from the Space-Space-Space switch -S 3 -to the Memory-Memory-Memory switch -MMM) are too complex to implement, have non satisfactory performance or require costly modules [3] , [4] . During the on-going research of packet-switches design, NoC architectures were proposed as a new functional-level design pattern to mitigate the limitations of the classical single-hop crossbars, such as the bottleneck of speedup and scalability in port count. NoCs have interesting characteristics that offer switching fabrics more flexibility, and allow them to operate independently of the switch valency. Moreover, the path diversity that NoC grids provide, help disperse the traffic load and get it better balanced among many intrinsic routes [5] .
In this paper, we propose the OQ Clos-UDN: A sophisticated switching architecture that defeats several limitations of the classical multistage packet switches. The current design brings about a nested three-stage Clos-network switch with simple FIFO queues at the input modules and a dynamic packet dispatching scheme. Instead of the conventional pointto-point connection crossbars, we use OQ UDN modules in the middle-stage of the Clos-network. The OQ Clos-UDN switch has many advantages over the Memory-Space-Memory (MSM) and MMM architectures since it contributes to: (i) Simplifying the IMs thanks to the NoC central modules 1 
. (ii)
Simplifying the packet dispatching process and avoiding the need for complex and synchronized scheduling algorithms 2 . (iii) Using small and distributed on-chip buffers, and obviating the need for large crosspoint queues that an MMM switch require. (iv) Using a pipelined and distributed routing scheme to move packets across the Central Modules (CMs). (v) Offering speedup, load-balancing and better path diversity as compared with crossbar-based switches.
We use Markov chain analysis to derive an analytical model for the performance metrics of the OQ Clos-UDN switch. In addition to the throughput and the average packet latency, we give an estimation for the upper-bound blocking probability 1 Actually, the Head-of-Line (HoL) problem is hardly noticeable [5] that it becomes possible to use simple FIFO queues instead of the complex and costly VOQs. 2 The MSM switches call for complex iterative algorithms to find a conflictfree matching over a high number of input/output modules and port pairs. M A N U S C R I P T 2 inside the CMs under uniform Bernoulli i.i.d traffic. The analytical model tackles different purposes such as appraising the impact of the design metrics on the switch performance and settling optimal values to achieve given performance for reasonable cost/complexity. The reminder of the paper is structured as follows. In section II, we review the state-of-the-art switching architectures and the evolution of the design process. In section III, we present the switch terminology. We focus on the OQ-UDN central modules, and we justify the implementation feasibility of the proposed switching architecture. Sections IV and V give details of the analytical modelling for the performance metrics of the switch. In section VI, we evaluate the OQ Clos-UDN's performance, and we compare it to existent multistage switching solutions under various traffic types. We also correlate the analytical models to simulation outputs. Ultimately, section VII summarizes the work and concludes the paper.
II. RELATED WORK
Inspired by Systems-on-Chip (SoC) communications, recent works have proposed the implementation of NoC-based switching fabrics and have discussed their potential and their performance. The NoC design brings numerous advantages. It emerges as a flexible and suitable alternative to single-hop crossbars offering tolerable latencies and good load balancing. As for SoC, the NoC paradigm simplifies the hardware required for the routing functions, and makes the switching fabric reach high throughput. Besides, it offers a pipelined scheduling and allows scaling up the switch size for reasonable costs. Some earlier works [6] , [7] evoked Ethernet switches that have been designed using the NoC concept. Later on, a single-stage Input-Queued (IQ) Unidirectional NoC crossbar packet-switch (UDN) was introduced [5] , [8] . In 2010, the Multidirectional NoC (MDN) packet-switch was proposed as an extension to UDN [9] . More recent results [10] discussed a possible implementation of a crossbar fabric using NoCenhanced FPGA, and evaluated its performance for various routing algorithms. In [8] , Karadeniz et al. suggested one stage packet switch with NoC fabric. They described a wrappedaround grid of OQ mini-routers for which they proposed a low-complexity analytical model.
Despite the high potential of the NoC based crossbar fabrics, their application has been restricted to single-stage switch design. In [11] , authors first introduced a three-stage Clos switch with IQ NoC-based modules (UDN) in the central stage. The switch has good scalability and parametrization features. However, on-grid routers of the UDNs modules require speedup for the whole Clos switch to achieve good performance. As for single-stage crossbar switches, an output queuing design scheme contributes to increasing the bandwidth, and allows many cells to be simultaneously forwarded to the same output port resulting in higher throughput [12] . All in all, adopting OQ Mini-Routers (MRs) in the UDN blocks is much effective than using IQ nodes 3 for the following reasons: (1) Higher throughput is achieved and the overall packets delay 3 The terms mini-routers and nodes are used interchangeably throughout the paper to refer to on-chip routers. is shifted by a fixed amount 4 . (2) The internal links of an OQ-UDN module run at the same rate as the external line and no speedup is required. Assuming the technological advances in the field of memory design and synthesis, it became possible to implement the OQ-UDN modules for reasonable costs. Overall, the proposed switching architecture offers great scalability degree and high performance making it a good candidate for the next-generation DCN switches/routers.
As part of the performance evaluation process, there is a great deal of interest in developing analytical models for the switching architectures as purely simulation analysis is not only inflexible, but also time consuming. In this paper, we analyse the performance of the proposed switch but above all, we focus on the OQ-UDN modules which geometrical features differ from a simple crossbar. In this context, we review some works that conferred modelling of NoCs and NoC-based switching fabrics. In 2009, Elmiligi et al. proposed an empirical model to address the queue size problem in OQ routers for NoCs using Markov chains analysis [13] . In a different method, authors in [14] introduced a low complexity analytic approach for the mean analysis of some performance metrics of NoCs. In 2010, Suboh et al. used a Network Calculusbased methodology to evaluate the latency, throughput and cost metrics of a NoC architecture [15] . In 2012, Fischer and Fettweis presented an accurate service estimation model for the IQ NoC fabrics with RR packet arbitration. Their approach is interesting as it takes into account the contention of multiple concurrent inputs and the characteristics of the RR arbitration [16] to elaborate a delay model. Authors of [17] studied the flow-control feedback probability between adjacent routers of a NoC as key step to evaluate the total performance of the network. In 2015, Karadeniz et al. presented a low-complexity model for a single-stage switch based on Network-on-Chip and OQ routers [18] . In a similar way, we propose a detailed model for the primal performance metrics of the switch; throughput and packet delay. We also give an estimation for the upperbound of the blocking probability inside the central-stage OQ-UDN modules of the switch. The analytical models give feedback about the switch behaviour which is useful in the design optimization loop (specifying the central modules' size, the expansion of the NoC modules, as well as the output buffers capacity).
Next, we provide a full description of the switch design, the OQ-UDN modules and the packet routing process before deriving into the analytical modelling and the performance evaluation.
III. CLOS-UDN SWITCH WITH OUTPUT-QUEUED

MINI-ROUTERS
In this section, we provide a description of the multistage switch, the central-stage OQ-UDNs and the packet routing process. We also give a rough estimation of the switch complexity and we justify its implementation feasibility. We describe a three-stage Clos-network switch with outputqueued NoC fabric. The design is a nested network as Fig.1 depicts. The first stage of the switch is made of k Input Modules (IMs), each of which is of size (n×m). An IM(i ) has m FIFOs 5 each of which is associated to one of the m output links that we denote as LI(i , r ). An LI(i , r ) link connects the IM(i ) to the CM(r ). It can receive at most one packet from an input FIFO, and sends at most one packet to one CM at every time slot. The middle stage of the switch consists of m OQ UDN modules of dimension (k × M ), each 6 . The CM(r ) has k output links that we denote as LC(r , j ). The LC links serve to connect a given CM to the different OMs at the third stage. The last stage has k Output Modules (OMs), each of which is of size (m × n). An OM(j ) has n Output Ports (OPs) that we denote OP(j , h) for which is associated an output buffer. Each output buffer can receive at most m packets and forwards one packet to the output line at every time slot. Although it can be general 7 , the proposed OQ Clos-UDN architecture has an expansion factor m n = 1, making it a Benes lowest-cost practical non-blocking fabric.
RR selection
B. The OQ-UDN modules
In what follows, we describe the middle-stage modules of the OQ Clos-UDN packet-switch. A central-stage OQ-UDN module is a 2-D mesh fabric that can be fully defined by the 5 Because m = n, each FIFO(i, r) of an input module, IM(i), is associated to one input port. 6 Unlike conventional Clos networks, the central modules of the OQ Clos-UDN can be of size (k × M ) crosspoints, where M refers to the NoC depth and M ≤ k. 7 The multistage switch can be of any size, where m ≥ n. In this case, we would simply require a packets insertion policy in the input queues in order to maintain low-bandwidth FIFOs and to avoid the design purpose disruption (simple input modules). We consider this to be out of the scope of the current work.
2-tuples (k, M ) where k 8 is the number of LI/LC links, and M is the depth of the mesh layout (i.e., the number of pipeline stages, or also expansion factor of the mesh network). The NoC assimilates k · M mini-routers with two or three I/Os (referred to as degree of a MR) depending on its position on the grid. We implement a deadlock-free routing algorithm "M odulo XY " [5] and a credit-based flow-control mechanism to transfer packets across the mesh. This allows the upstream MRs to keep track of the free room in each output buffer downstream, and avoids elastic buffers. In the rest of the paper, we assume that packets are of fixed-size, and that all relative routing information are stored to their headers. Next, we describe the routing process inside the central-stage of the Clos switch.
C. Routing in the OQ NoC fabric
Packets are dispatched from the IMs to the central stage modules in a RR manner. At every time step, each input arbiter among the m arbiters associated to the FIFO queues in an IM, selects an OQ-UDN module to which it sends the HoL packet. At their arrival to the selected CM, packets start being routed locally until exiting the NoC module to the output stage of the Clos-network architecture. They travel W est → East, W est → South, W est → N orth, South → East, South → N orth and N orth → South; from the left-most MRs to the right-most nodes of the OQ-UDN modules until exiting the central stage to the corresponding OMs. We propose a dimension order algorithm to forward packets across the NoC fabric. The routing approach is called "M odulo XY ", and it is an advanced version of the classic "XY " scheme. It routes packets along one dimension, then along the second dimension of the mesh, and it takes advantage of the path diversity by introducing an extra turn before the last column in the 2-D mesh topology. The algorithm is simple to implement and inherently deadlock-free. The routing decision is incremental in the sense that path computation is processed at every node in the OQ-UDN which removes the packet overhead that allat-once routing algorithms create.
The process of packet routing across the NoC fabric is made of two phases: Packets transmission and feedback control; as illustrated in Fig.2 9 . We implement a buffering credit based flow-control that generates a feedback-control signal at each time a packet tries to access an output buffer. This signal throttles down the packets forwarding to a saturated queue, and avoids buffer overflowing. Upon making the routing decision, the adequate switching elements are activated and made ready to move packets to the correct output port. We opt for the storeand-forward switching mode to develop a backlog of frames waiting for the output port facility to become available. Hence, the on-chip routers need to wait for the whole packet before making the forwarding decision which makes the forwarding delay dependent on the size of the packet. However, the current flexibility and performance advancements in the Application-Specific Integrated Circuit (ASIC) design allow successful low-latency store-and-forward implementations (e.g., Cisco Catalyst® 4900M Switch). In the following sub-section, we give a coarse estimation of the OQ Clos-UDN switch implementation complexity, and we justify its feasibility using the currently available technology.
D. Implementation feasibility of the switch
The design challenge includes the implementation of the OQ Clos-UDN switch with competitive performance and feasible complexity, thus satisfying all the identified design goals. Using NoCs for packet-switching fabrics has been a gradual process, with interconnects evolving from a single bus to multiple buses with bridges and crossbars. The design itself is a key offering low communication latency, power consumption and modularity. It enables the fabric to handle various application traffics with different characteristics. NoCs are inherently parallel in nature, with distributed arbitration for resources. Consequently, multiple transactions between the onchip routers can take place concurrently in different parts of the mesh layout.
The OQ Clos-UDN switch requires two abstraction levels to pinpoint packets routes in the network. We roughly estimate the requirements of the multistage switch in general and the OQ-UDN modules in particular. The process of packet dispatching is non-iterative -in contrast with common semi-buffered Clos switches [19] that require maximum and maximal-weight matching algorithms to define the set of interconnected IMs/CMs and port pairs at a time. The current switch simplifies the scheduling process as following: At every time slot, each of the m input arbiters at an IM selects the CM which priority appears next in the RR selector, and dispatches the HoL packet to it. The operation results in a complexity time of O(log m) and also a hardware complexity of O (log m) per IM. Interestingly, the dispatching process and packet routing through CMs work in parallel making the action of dispatching at time slot t (Disp) and the action of packet forwarding through the NoC (T t ) overlapping; as shown in Fig. 1 . Assume F 0 , the flow of packets sent to a particular central module at time slot t = 0. F 0 arrives to the on-chip routers on the first column M 0 of the OQ-UDN. After examining the packets headers, forwarding decisions are made, and the packets are transferred to their next hop. At time slot t = 1, a new flow of packets -F 1 -comes to M 0 while F 0 gets routed to the next stage of the CM.
As we mentioned earlier, every central block is made of (k · M ) mini-routers all fitted with small output queues that absorb traffic with respect to their capacity. Although in a MR of degree n, all output memories must run n times faster than an input port to handle the worst case scenario, the hardware implementation of the module is still feasible. In [18] , authors discuss register-transfer level (RTL) implementation of a single-stage WUDN packet switch that is moderately similar to the OQ-UDN. Considering the current technology, we argue that the HW implementation of a module is perfectly feasible, and that a cost/performance trade-off can be made by varying the NoC-based switch parameters and/or the synthesis technology.
In the next section, we give details of the analytical modelling of the OQ Clos-UDN switch performance metrics: The throughput, the average packet delay and the blocking probability.
IV. INSIDE THE OQ-UDN: MODELLING THE
OUTPUT-QUEUES
After the design step, comes the evaluation of any architecture which is usually done through simulations. Generally, simulations are extremely slow for large-scale systems and they provide little insight on how the different design parameters affect the actual switch performance. Analytical models, however, allow fast evaluation of large systems in early design phase taking advantage of the rapid trade-off
The variety of parameters in the OQ-UDN modules is the essence for a high flexibility. It spans a large design space making room for both parametrization and optimization. Fig. 3 depicts a high-level diagram of one MR used for the OQ-UDN modules. The output-queues serve simultaneously as FIFOs, and can accommodate up to B packets, each. Every output has n input ports to serve (n = 2 or 3 depending on the MR coordinates in the mesh). It is common practice to study the finite capacity queues using Markov chains analysis. Assume a Bernoulli i.i.d packet arrival process with P arr being the probability that a packet arrives to one of the outputs of a mini-router. We denote P dep , the probability of packets departure from a buffer. We also assume that arrival times and service times are independent, and that they can both happen at the same time step. Finally, each output queue of a MR can be modelled as an M/M/1/B queue which state transition diagram is shown in Fig. 4 . The transition probabilities of the buffer moving from one state to another are obtained by considering the way in which a packet can move between the two states and the probabilities for movements. Overall, a state transition in an output queue of the MRs consists of two phases: First, verify the availability of the buffer space, and -second move packets forward by one NoC stage. For the M/M/1/B system, changes of the queue size occur by at most one per time step [13] . We denote b = 1 − p arr , the probability that no packet arrives to the output buffer and d = 1 − P dep , the probability that a packet do not leave the output queue. To describe the transition diagram for the output queue we define the following variables:
OQ MR
α: The probability that a packet arrives to the output buffer but do not leave it at the current time step. This causes the number of packets in the output queue to increment by a unit. β: The probability that a previously arriving cell leaves the output queue. This decrements the number of queued cells in the buffer. f : The probability that the queue size remains intact. This can happen in one of two possible scenarios: A currently arrived cell leaves the output queue or no cell arrives or gets removed from the queue at the current time step.
The state transition diagram for an output queue is shown in Fig. 4 . The transition matrix is another way to represent 
and α 0 = 1−α and β 0 = 1−β. We define the state vector S, for which every element s i indicates the probability of finding the queuing system in state s i at that time step [20] . The first element s 0 reflects the probability that the queue is empty, while s B is the probability that the queue is fully populated.
The equilibrium condition of the output buffer can be written as: P S = S, which yields the following set of difference equations.
where g = α+β. We resolve the system of equations in (4), and we conclude the generic form of s i that is the following:
The OQ state of occupancy changes over time. It can be one among the s i states at a given time step which means that at a time, the summation B i=0 s i = 1. Thus, we infer the probability s 0 that the queue is empty.
Where τ is the magnitude of the distribution vector S given by:
Using the previous equations, we readily compute the throughput of a single M/M/1/B queue [21] .
In the following section, we elaborate analytical models for the OQ Clos-UDN switch throughput, end-to-end delay, as well as the blocking attitude of the architecture.
V. ANALYTICAL MODELLING OF PERFORMANCE METRICS
OF THE SWITCH
The OQ Clos-UDN switch has a NoC fabric instead of the classical crossbar/memory modules. In addition to intermediate links relating two successive Clos-network stages, multiple routes are available within a single central module providing better path diversity and better load distribution. Starting their journey in the switch fabric, packets need be sent from the input module buffers to the OQ-UDN blocks. For simplicity and fairness, we use a RR selection of the routes between any IM and CM.
The analytical approach of modelling needs complete knowledge of the parameters and inputs of the multistage switch to rigorously describe the architecture. In the following, we assume that on each input of the first stage, cells are generated according to an independent Bernoulli process. We also consider that the choice of a CM at the packet dispatching phase is independent and equidistributed [22] among the central SEs. Hence, we can break the analysis to separately model the switching stages of the OQ Clos-UDN architecture. We build an approximated analytical model to get the switch performance mainly by making use of the queuing theory and Markov chains. The set of eventual parameter values that impact the performance of the OQ Clos-UDN switch is very large. However, we focus on the OQ-UDN modules in the middle stage of the Clos switch given their interesting proprieties. In the next sub-sections, we give an estimation of the throughput of the proposed multistage switch by making use of the previous single output-queue model.
A. Characterization of the the throughput of Clos-UDN switch
In general, the throughput of the network is the rate of packets delivered to their ultimate destinations. At low traffic loads,the delivery rate is equal to the packet arrival rate while it saturates with the increasing load [20] . The factors contributing to the throughput saturation are substantially the topology of the network, the routing algorithm and the feedback control mechanisms (if any is used). As for our proposal, exits of the MRs in the last column of the OQ-UDN modules are related to output buffers in the OMs. For the sake of comparison with the simulated switch performance, we consider that buffers of the OMs have infinite capacity, which means that analysing the throughput of the OQ Clos-UDN switch can be reduced to evaluating the packet delivery rate in the OQ-UDN central modules. The NoC-based SEs regroup three different types of MRs based on the degree of the routers as Fig. 5 shows. Overall there are 2M nodes of degree 2 and M (k − 2) minirouters of degree 3. As we mentioned earlier, the central modules are supposed to work independently one from the other. Subsequently, to characterize the total throughput of the multistage switch, we examine the average number of packets that exit one central block. At this level, we assume that the processes of packet arrival and departure to and from onchip nodes, are independent of each other. Consequently, the average throughput of a single OQ-UDN module can be seen as the summed contributions of the last column's MRs and it can be described using the following equation:
Where T h deg2 and T th deg3 are the average throughput of MRs of degree 2 and degree 3 -respectively. Since all I/O(s) of a MR work independently and simultaneously to contribute to the average throughput of the node, we can derive expressions of T h deg2 and T h deg3 using (16) as the average contribution of as many M/M/1/B queues as the degree of the MR.
B. Average end-to-end delay
The average packets latency is an important metric that helps evaluate the performance of a switching network especially in multi-hop networks that are more delay-sensitive than single-stage point-to-point connected crossbars. The average end-to-end delay in the OQ Clos-UDN switch might be viewed as the contribution of -mainly -the input delay at the first stage of the Clos-network and the delay across the NoC fabric 10 .
Considering Bernoulli i.i.d packet arrivals to happen at the input ports of the OQ Clos-UDN switch, we define λ to be the average arrival rate and µ to be the service rate. The input queues at the first stage of the Clos-network switch can be approximated with an M/M/1 system which mean waiting time is given by: 10 To map with the simulation environment, we consider that output buffers associated to the switch output ports in the third stage of the Clos-network are of infinite size and that once packets exit the OQ-UDN central modules, they all leave the output buffers to their corresponding output ports after a fixed time.
ρ is the utilization factor equal to λ/µ and µ is the modified input FIFOs' service time subject to the MR's buffers availability, P f wd .
. . . After being dispatched to the middle stage of the Closnetwork, packets cross the central NoC fabric hop-by-hop until reaching the LC links. We call path (or route), the set of successive links and output buffers that a packet has to cross from a source node to a destination node. We suggest modelling a route as a tandem queue with χ output buffers, as shown in Fig.6 . Packets that are successfully received at the receiving side of each link are buffered in an output queue for either to be transmitted to the next hop or to be delivered to the third stage of the Clos switch, otherwise. We consider that the delay of transmission over an intermediate link between two successive queues is negligible in comparison to the buffering delay itself that depends on the following factors: -The queue size, B -The probability that a queue has i packets, s i -The probability of packet arrival to the queue, p arr -The probability of service at the queue, P dep The average number of time steps that a packet spends inside the queue is given by:
Packet arrival
Packet forwarding
where Q av is the average queue size given by:
and T h 0 is the throughput of the queue which expression is given in (8) .
Using Little's formula for a tandem of queues [23] , the endto-end delay can be written as:
where D j is the average queueing delay at queue j and given in (12) .
C. End-to-end blocking probability in the switch
The MRs output buffers of the OQ Clos-UDN switch have limited capacity which means that it is necessary to control packets transfer to them. Under certain traffic patterns, packet flows invading output queues may rise the network's blocking attitude. In general, deriving the end-to-end blocking probability of a path in complex networks would be straightforward from the individual blocking probability of a single link (unitary portion of the path) if we assume that they are statistically independent. In case of the OQ-UDN switch, a path is made of passive input links (i.e., that eventually impose no real constraints on packets transfer) and output queues of the on-grid routers. The availability of the buffering resource in outputs of the downstream MRs results in dependencies, and adds complexity to what could be a simple estimation of the end-to-end blocking probability. Next, we show that it is possible to estimate an upper-bound on the probability that any path in the OQ-UDN switch is blocked.
We call P ctr , the probability that an output queue issues a feedback control signal at a time step. Referring to our previous analysis, we note that s B is the state where a single output port's buffer is fully occupied which corresponds to the probability of the flow-control feedback generation. We have:
Similar to the previous modelling approach, we unfold the OQ-UDN structure, and we analyse the packets sojourn across a route. The end-to-end blocking probability of a route r in the OQ-UDN fabric is bounded by the sum of the blocking probabilities of its output queues.
The proof is provided in appendix A. The next section assimilates the performance evaluation of the proposed switch under for different settings and traffic types.
VI. PERFORMANCE EVALUATION
We test the performance of the proposed switching architecture using an event-driven simulator where we consider different settings and a variety of traffic patterns.
A. Uniform packets arrivals
We first investigate the average end-to-end packet delay in the switch for different switch sizes, mesh depths M , and traffic types. Unless it is mentioned, the output buffers' capacity B, is set to the default value 3. We evaluate the delay performance of the OQ UDN switch working as a single-stage switch, and when being part of the three-stage Clos switch under smooth traffic arrivals. In all figures, we use the notation OQ-UDN to refer to a single-stage switch, while OQ Clos-UDN is reserved for the multistage architecture. 1) Uniform Bernoulli traffic: Fig.7 depicts the variation of the average packet delay for a single and three-stage OQ-UDN switch under Bernoulli i.i.d arrivals. The parameters k and k indicate the number of I/O ports of the standalone OQ-UDN and the Clos switch's central modules -respectively. Whether used in a single or multistage architecture, OQ-UDN design offers smooth delay variability for all proportions of the input load. Reducing the number of pipeline stages M , deteriorates the performance of a (64 × 64) single-stage switch. Unlikely, the OQ Clos-UDN seems less affected as it keeps on delivering up to 99% throughput even with small M values. This mainly reports to what a multistage architecture brings over a singlestage design. Actually, breaking the unique large NoC into small units mounted in a Clos fashion reduces the size of the central modules. It becomes possible to distribute packet flows to various CMs where they are routed through smaller UDNs with much reduced congestion level. We note that at some point, reducing M leads to the saturation of the single-stage OQ-UDN, and that the multistage architecture offers better control on the absolute delay in large-scale switches as Fig.8 depicts. Simulation results in Fig.8 clearly show that a singlestage design is unscalable in both the port count and traffic load. A (256 × 256) single-stage OQ-UDN switch can achieve full throughput only by expanding the NoC layout and setting M = k/4 = 64. However, this alternative is still unpractical and cost-prohibitive.
A C C E P T E D M A N U S C R I P T
In Fig.9 , we compare the delay performance of the proposed Clos switch to an MSM with the Concurrent RR Dispatching scheme (CRRD) [19] , the MMM switch [4] and the IQ Clos-UDN switching architecture as being described in [11] . Our proposal outperforms MSM under heavy workloads where it categorically provides full throughput. The throughput of the IQ Clos-UDN switch saturates at around 90% provided that on-chip links run as fast as the external LI/LC links (i.e., SP = 1). An MMM architecture affords lower delays. Yet, we still need large crosspoint buffers to achieve full throughput (e.g., a total of 16 packets per crosspoint buffer). In the contrary, the OQ Clos-UDN switch running with small on-chip buffers (B = 3) and M = k /4 (that is only equal to 4 for (256 × 256) switch ports) ensures almost constant delay variations and provides high throughput. analytics, streaming media services and many other highbandwidth demanding applications make the bursty traffic pattern prevalent in a data centre network with high-levels of peak utilization. We presume that it is useful to examine how a bursty traffic impacts the proposed switch performance. Fig.10 shows the latency of a (64 × 64) single-stage OQ-UDN under bursty traffic, for which we vary M , the on-chip queues' capacity and the size of the burst. Visibly, increasing M improves the switch throughput. Still, for B = 3 (minimum queues depth) and a burst size (b) of 10 packets, the NoC structure saturates, and the blocking ratio rises exponentially. Simulation results show that it is possible to ameliorate the switch response to burstiness by reducing the burst size. However, the throughput expansion is limited to about 14%. Providing larger queues for the mini-routers proves much effective to resolve the saturation problem at the expense of additional cost. On the whole, the standalone OQ-UDN as it is, do not scale in the switch size under bursty traffic unlike the multistage architecture that shows robustness and flexibility. Fig. 11 illustrates the average end-to-end latency in the MSM, MMM and IQ/OQ Clos-UDN switches. Under heavy loads, both the conventional semi-buffered and fully-buffered Clos architectures yield worse delay performance than the NoC-based switches. The MMM switch cannot achieve full throughput even if the middle stage buffers are worth of 16 packets, each. The flexibility of NoCs and the multistage interconnect used along with a dynamic RR packet dispatching work towards better distributing the traffic load, and to conserve high throughput.
B. Unbalanced traffic
We evaluate a (64 × 64) Clos with OQ-UDN modules under non-uniform traffic whereby one fraction of the total input load is uniformly distributed among the switch outputs, and the other fraction goes to the output port with the same index as the issuing input port. If the unbalanced coefficient ω = 0, then the traffic is perfectly uniform. On the other hand, if ω = 1, then the switch deals with a directional traffic. Fig. 12 shows the average packet delay for the different switching architectures with variable settings, input loads and values of ω = 0.5. As for uniform traffic, OQ Clos-UDN switch outperforms the MSM proposal with CRRD scheduling. Both IQ and OQ Clos-UDN switches can achieve comparable latencies if the parameters are adjusted (mainly the speedup SP and the mesh expansion factor M for the input-queued type, and M and the output buffers' depth B for an OQ-UDN module). Although both designs are highly customizable, an input-queued structure with no speedup and full mesh depth (M = k = 8) do not achieve full throughput.
In Fig.15 we vary ω, and we observe the behaviour of a (64 × 64) OQ Clos-UDN switch as packet arrivals become more and more critical. The simulation scenario comprises three traffic types: Uniform, hot-spot and diagonal. We note that the blocking ratio in the central modules of the Clos switch evolves in the same way as the transferred packets ratio when we shift from a perfectly uniform to a diagonal traffic. When ω = 1 (i.e., diagonal traffic) and using the "M odulo XY " routing algorithm, packet flows travel horizontally in the NoC fabric towards the LC(r , j ) links. Averaging the proportion of packets over all nodes, results in a fraction being equally distributed among the rows of the OQ-UDN module. For a hot-spot traffic, packets cross northern and southern links to reach to outputs of the UDNs. This explains the disproportion of the load sent in the X and Y directions. We note that the amount of traffic crossing the NoC-based modules doubles under uniform traffic, and that the blocking probability gets less equalized across the mini-routers.
C. Scalability of the switch
Throughput stability is primordial. It reflects how resilient is, the switching architecture to traffic fluctuations and harshness. With the help of small on-chip queues, the incoming traffic is absorbed and transferred from one stage of the NoC to the subsequent stage. Fig.16 depicts that the IQ Clos-UDN with full depth (M = k = 8) and SP = 1 achieves only up to 90% throughput. A buffered MMM architecture provides better throughput than the MSM with CRRD scheduling (60% throughput if iter = 4 and ω = 0.5). In the contrary, the DCN switches/routers must fulfil the large-scale in addition to the data-intensive communication prerequisites. In this context, we evaluate the impact of the switch size on the end-to-end packet latency. We vary the switch valency from 4 to 256, and we measure the overall delay in the OQ Clos-UDN switch under light loads (20%), medium loads (50%) and heavy loads (90%). We can see from Fig.17 that the delay variation under light and medium traffic loads is approximately the same no matter the ports count is. When the switch is heavily loaded, the latency increases slowly with the switch size. Yet, it does not exceed 50 time slots when the load is as high as 90%. In the following part, we compare the analytical results to outputs of the simulation.
D. Accuracy of the analytical model
We compare the analytical and simulation results for different switch sizes while se set the output buffers capacity B to 3 packets, each. Fig. 13 shows the variation in the throughput percentage under Bernoulli i.i.d arrivals. The proportion of throughput increases linearly when the input load increases because of the number of packets generated in the system. We can see that overall values obtained using the analytical model approach those of simulation. Under light loads, simulations perfectly match the analytical model. For a single-stage OQ-UDN switch, the deviation is about 4.5% when moderately medium traffic loads come to the switch inputs. This difference margin increases when the number of ports becomes higher and the traffic load becomes heavier. According to Fig.13 , the more we increase the switch size, the bounded becomes our approximation. The fact that we simplified the model by dropping some architectural considerations, partially accounts for this lack of accuracy. However, the disparity between the M A N U S C R I P T Using the value of the offered input load, we can calculate the average arrival rate to the OQ Clos-UDN switch inputs λ. In the steady state where all inputs perpetually have pending packets, the service rate at the input FIFOs is restricted to the availability of the first output buffer that they request in the selected CM. This probability is given by P f wd = 1−P ctr , and can be dynamically calculated whenever we have information about the arrival and departure probabilities in a single on-chip node. At the steady state operation mode, it is easy to calculate P dep . Every output queue serves one of the n associated inputs with equal probability making P dep = 1/n. Fig.14 shows the delay variation for a 256-ports switch for full mesh depth, B = 3 and uniform packet arrivals. It demonstrates that the simulation results decently support the analytical model.
The next set of simulations is performed to trace the endto-end blocking ratio in the OQ Clos-UDN switch. Given the multistage switching topology and the assumptions that we made for the analytical analysis, we claim that the central modules are the one and only bottleneck of the design. Hence tracing B(r) in the central stage modules, reflects the same blocking attitude of the OQ Clos-UDN switch 11 . In the following experiment, we choose a switch of size (64 × 64) that can work as single stage or be plugged into the middle stage of the Clos architecture for larger switch valency. We set B = 3 and we consider a Bernoulli uniform packet arrival process. We note that the blocking probability rises exponentially with the input load and that the proposed mathematical approximation of B(r) approaches the simulation curves as depicted in Fig.18 . For light workload intensities that are less or equal to 30%, the simulation results are located above the analytical curves. This is mainly due to the fact that the OQ Clos-UDN switch is not over-loaded, and that the packets travel flawlessly across the NoC fabric without a noticeable blocking. Therefore, our model do not correlate with the experimental results. As the traffic load becomes higher, the blocking likelihood of the NoC modules rises, and the analytical model starts reflecting the real behaviour of the switch. Regardless of the size of the NoC layout M ; the blocking ratio B(r) remains less than 10 −5 .
VII. CONCLUSION
It is difficult to predict the growth of data center networks requirements, but we know that the switching fabrics need to make a significant progress towards bridging the performance and scalability gap in large scale clusters using high-performance switches and routers that handle challenging tasks. Many approaches have been considered to address latency, throughput and scalability issues in the design of multistage packet switches. Some of them achieve good performance at the expense of prohibitive cost and complexity. The OQ Clos-UDN is a highly-scalable multistage switch suitable for the DCN environment. It comprises NoC-based modules at 11 We map to the simulation environment where input queues at the first stage and output queues at the last stage are of infinite capacity. This means that only the central modules contribute to blocking packets during their transfer. M A N U S C R I P T 12 the middle stage of its Clos switching fabric where every single on-chip node is an output-queued router. The design exploits the NoC topology as well as the output queueing approach to provide high-performance, scalability and parametrization that are all important in the DCN switching fabric context.
In this paper, we study the performance of the switch by simulations. We show that the proposed architecture outperforms the MSM, MMM and IQ Clos-UDN switches under a variety of traffic types. We jointly propose an analytical approximation for the theoretical throughput using the queueing theory and Markov chains. Although we drop some architectural considerations and simplify the analysis, the experimental results show that the average deviation of the model is about 7.9% for a single stage OQ-UDN (size < 64) and is around 5.2% for a Clos-UDN switch (size ≥ 64). Besides, we propose an approximation for the overall packet delay, and we estimate an upper bound on the end-to-end blocking probability in the central modules of the OQ Clos-UDN switch taking into consideration the inter-dependencies that the architectural design imposes. Given the buffered nature of the OQ Clos-UDN switch, packet are likely to arrive to their corresponding output ports out-of-order. Resolving this issue, and providing a hardware implementation of the switch are reserved for future work.
APPENDIX A PROOF OF THE EQUATION (16)
We prove (16) in two steps: First, we approach the availability probability in the central modules of the switch, then we infer an upper bound for the blocking probability.
Let 1, . . . , m, be the set of output buffers of the OQ-UDN module, and R the set of paths in the mesh network where each route r ∈ R is a non-empty set of output buffers connected by means of physical links. We define R rj ⊆ R, r j = 1, . . . , m, as the subset of paths that intersect in output buffer j. We assume that R rj = ∅, and that at the steady state an output buffer is used by at least one path in R. We also denote ν r , the end-to-end traffic load of route r ∈ R.
Assuming that the traffic getting out of the IMs of the OQ Clos-UDN switch after the dispatching phase is still stationary. It is worth-mentioning that although a uniform traffic is considered for this analysis, the current proof stands even for an arbitrary traffic type. At this point, we have no idea about the traffic intensity ρ j coming to an output buffer at a time since it is not an input parameter like ν r . However, this proportion of traffic, ρ j , is the superposition of the load carried over the previous stretch of a given path. Obviously, ρ j depends on the availability of the upstream MRs' output buffers that may in turn depend on other factors. To simplify, we set an upper bound on ρ j that we denoteρ j with respect to {ν r ,ρ j ≤ 1}.
A path is said to be blocked with a probability B(r), if and only if at least one of the buffers a packet must go to on its route is not available. The blocking probability of any output buffer is an increasing function of its input traffic intensity. Diversely, the availability probability is a decreasing function of the same parameter. The blocking events might not be simply independent of other buffers located somewhere in the mesh network which makes the situation delicate to handle mathematically [24] . We suppose that a route has χ buffers and that for any output queue, with an input load ρ j , the blocking probability is P ctr (j) (evaluated in sub-section V-C). We introduce a set of useful terms to prove (16) . Consider α r (ρ j ) = α rj , the probability that an output queue is available in a route r. We say that a route r ∈ R is available with a probability A(r), if the whole set of buffers on the path are simultaneously available. Since the output buffers of MRs are not necessarily independent, the availability of the set of buffers all along a path is not always a simple product of the individual buffers availability probabilities. In other words, A(r) = ν r j∈r (1 − P ctr (j)), r ∈ R.
Note that if r = r j (a single output on the route which is possible if the number of pipeline stages of the OQ-UDN mesh, M = 1), then A(r) = (1 − P ctr (j)). We denote r [j] , the j first queues on the initial segment of the route r where j ≤ |χ|. If the initial segment is such that j = 0, then the route is an empty set of buffers for which we define A(∅) = 1. We show that with an arbitrary dependency pattern, the probability that a route r ∈ R is available always satisfies the following equation: The term ψ in (A.2), is the sum of the traffic intensities offered on all routes that enclose output queue r 1 multiplied by the probability that the remaining stretch of the route s ∈ R r1 is available (A(s − r 1 )). We can describe ψ differently as the route − carried traffic load that ends up at the input of queue r 1 and that we previously denoted as ρ 1 . Using (A.2), we conclude the following equivalence: A(r 1 ) = α r1 (ρ 1 ) = α r1 . We conclude that (A.1) holds for χ = 1. Now, we are ready to prove that the system of equations in (A.1) is still valid for routes of length χ > 1 (i.e., an arbitrary number of pipeline stages such that M > 1). We introduce the set of events {e j , j = 1, . . . , χ} to spot whenever an output queue is available with the probability P r(e j ). The probability that the whole path is not blocked can be expressed as a conditional probability in such a way that the availability of a set of outputs in the route depends on the previous buffers.
A(r) = P r(e 1 ) P r(e 1 e 2 ) P r(e 1 ) . . . P r(e 1 e 2 . . . e χ ) P r(e 1 e 2 . . . e χ−1 ) = P r(e 1 ) Using the initial input traffic load of the route r and the number of buffers that a packet runs through, we compute A(r). Clearly, the probability of availability of the route r concerns with the remaining subset of queues after we exclude the first j buffers as (A.3) shows. This means that it depends on r − {r 1 } − {r j−1 , . . . r 1 } = r − r [j] . Hence, we can write (A.3) in a different way: Taking into account that P r(e 1 ) = A({r 1 }) = α r1 and using the system of equations in (A.4), we infer (A.1).
Being a probability, the factor A(r − r [j] ) ≤ 1. Thus removing A(r −r [j] ) from the right-hand side of (A.1), should result in the following inequality: 
