PROOF. The definition of the saddle height guarantees there is a path ℘ from x to y whose height does not exceed S(x, y). Denote by X f (y) the connected component of the induced subgraph with vertex set {z ∈ V |f (z) = f (y)}. In the local search literature, X f (x) is often called a plateau or a neutral network (Van Nimwegen & Crutchfield, 2000) .
Consider the graph X * = X/ ∼ f derived from the original landscape X by contracting any X f (y) into a vertex of X * . This contracts a path ℘ in X to a path ℘ * in X * .
To prove the theorem, all we need is to first construct a zig-zag path P * ∈ X * from ℘ * and then prove the existence of a zigzag path P ∈ X such that P * is the resulted graph of P after the contraction. The latter is trivial since by construction, X f (y) is connected for any y ∈ X. Therefore the proof reduces to the construction of P * ∈ X * from ℘ * . This construction is described as follows and illustrated in Fig. 1 . Let {vi} t i=1 denote the valley points in ℘ * . From each valley point vi, a gradient walk is simulated to reach some local minimum i. Without loss of generality, we set v0 = 0 = x, vt+1 = t+1 = y and assume that all i are different configurations. In this context, we observe that there exists a pair of hill-climbing walks from "adjacent" local minima i and i+1 to some peak point of ℘ * , denoted by pi. By definition, f (pi) ≥ DS[ i, i+1]. Depending on whether they are equivalent or not, there are two cases. In case of f (pi) = DS[ i, i+1], then we just substitute the pair of sections ([vi, pi] , [pi, vi+1] ) in ℘ * into the pair of hill-climbing walks from i and i+1 to pi, respectively. Otherwise, by definition, there must exist a configuration di such that f (di) = DS[ i, i+1] < f (pi). In this case, we substitute the pair of sections ([vi, pi] , [pi, vi+1] ) in ℘ * into the pair of hill-climbing walks from i and i+1 to di, respectively.
Thus the graph where LMs are adjacent only if there is a direct saddle between them, is connected. Since the BHG is obtained from this graph be removing only edges that can be replaced by path (with lower saddle height), it is also connected. THEOREM 2.1. For any two saddles s and s either B(s ) ⊆ B(s ), B(s ) ⊆ B(s ) or B(s ) ∩ B(s ) = ∅ is satisfied, i.e., the basins below saddles of a landscape form a hierarchy with respect to the set inclusion order.
PROOF. By definition, the basin B(s) = B f (s) (s) of s (Flamm et al., 2002) is the set of all points in X that can be reached from s by a path whose elevation never exceeds f (s).
Without loss of generality, we assume f (s ) ≤ f (s ). Consider the saddle height between two saddles s and s , denoted by S(s , s ). There are three cases:
Thus the theorem is true.
PART C: BASIN HOPPING GRAPH AND BARRIER TREE
Let G(V, E, ω) be a finite, simple graph with the vertex set V , the edge set E and arbitrary edge weights ω : E → R. We consider the following algorithm (Algorithm 3) to analyze the given graph G and obtain a binary, vertex-weighted tree
accordingly. This algorithm is well-known as a naive version of the single linkage clustering with the time complexity O(|V | 3 ). In 1973, R. Sibson proposed an optimally efficient algorithm of only complexity O(|V | 2 ) known as SLINK (Sibson, 1973) . Intuitively, we start with all vertices x ∈ V in separate clusters (x). In each step, the pair of clusters connected by the smallest edge weight is merged. Edge weights to all other clusters are updated to the minimum of the edge weights of the merged clusters.
Require: G(V, E, ω) 1: /*Initialize clusters, tree T b and distance matrix*/ 
The single linkage clustering implicitly defines a binary tree T b in which each internal node (uv) = (u) ∪ (v) corresponding to the merging of the clusters (u) and (v) has the minimum weight Wuv. Note that this algorithm is not deterministic if the pair with minimal weight (Line 3) is not unique, i.e., if
Clearly, ambiguities concern only pairs with the same weights. A unique tree T is obtained by contracting all edges in T b for which the adjacent vertices are internal nodes with the same weight. The barrier tree of a given landscape (X, f ) can also be interpreted into a vertex weighted tree
with the local minima as its leaves. Internal nodes indicate the merging of basins surrounding two local minima at their saddle height.
computed by the single linkage clustering from the complete graph K(VK , EK , wK ) whose vertex set VK includes the local minima of the landscape and whose edges have weight ωK ({x, y}) = S(x, y) for all {x, y} ∈ EK .
PROOF. To prove this observation, we need to introduce a notion called the level number LN : V → Z * for each vertex in the tree. The level number is defined recursively: (1) the level number of each leaf is 0 and (2) the level number of each internal node v is defined as maxx{LN (x)} + 1 where x runs over all the children of v. Thus the observation is reduced to: For each level number ≥ 0, there exists an one-to-one mapping
between the subgraph (forest) of F b and induced by vertices in T b with level number ≤ and the corresponding induced subgraph F * , b of T * b . Firstly, when = 0, the statement is trivial since the leaves for both forests are the set of local minima in the landscape. Now we assume the statement is true for all the vertices with level numbers less than or equal to k. Now consider an arbitrary vertex v in F k+1 b with the level number k + 1, we need to prove:
). Clearly, since the level number of v is k + 1, then there exists at least one of its children, say w whose level number is k. Now consider the parent node v * ∈ T * b of Id(w) and its children set {w0 = Id(w), w1, . . . wt}. Let mi and mj be the leaves of wi and wj (0 ≤ i < j ≤ t), respectively. Then by definition of the barrier tree, the saddle height between (mi, mj) is exactly 
In which, T b (w) denotes the subtree of T b rooted at w. In this case, we can construct a path mi → mp → mq → mj with cost S(mp, mq) -strictly less than S(mi, mj), which is a contradiction to the definition of saddle height. Therefore, the claim is true. Thus, we set Id(v) = v * and the proof is complete. 
where path(x, y) denotes the set of the paths between x and y in B(VB, EB, ωB) and each path ℘ ∈ path(x, y) is represented by the sequence of edges it passes through.
PROOF. This theorem is indicated in the proof the Lemma 1.1 since the crucial observation in Lemma 1.1 is that every path connecting two local minima can be replaced by a sequence of local minima that are connected by directed saddles.
PROOF. According to Theorem 3.1, we only need to prove that there exists an identity map I :
To prove this, we will use induction on the level number of these two trees again. When = 0, the proof is trivial. Assume that the two forests F k B and F k b are induced by vertices of level numbers ≤ k in TB and T b , respectively. Consider an arbitrary vertex v ∈ VB with the level number = k + 1, by definition, it has at least one child z of the level k. Consider the T b -subtree rooted in the parent node v * of the vertex I(z). Let {w0 = I(z), w1, . . . , wt} denote the set of children of v * . Consider an arbitrary pair of children wi and wj, where 0 ≤ i < j ≤ t. Furthermore, let mi and mj be the leaves of the T b -subtrees rooted in wi and wj, respectively. Clearly, there exists ωT b (v * ) = S(mi, mj). According to the assumption that the statement is true for ≤ k, mi and mj, the leaves of the TB-subtrees are rooted in w −1 i and w −1 j as well. According to the construction of the single linkage clustering and Theorem 3.2,
indicates the existence of a zig-zag path between mi and mj with a cost strictly less than its saddle height, which contradicts to the Lemma 1.1. Therefore, we RNAsubopt -e and the subsequent evaluation of gradient basins with barriers. Fig. 4 . The comparison between RNAlocmin and RNAlocopt for the snRNA EF682131.1 (361nt). The sample size for RNAlocmin was limited to N = 400, 000 structures. The fraction of undetected basins was estimated by an enumeration of 10 · N suboptimal structures with
PART D: THE NUMBER OF DETECTED LOCAL MINIMA GROWS LINEARLY WITH RESPECT TO THE RUNNING TIME
RNAsubopt -e and the subsequent evaluation of gradient basins with barriers. Fig. 5 . The comparison between RNAlocmin and RNAlocopt for the mRNA EZ450098.1 (339nt). The sample size for RNAlocmin was limited to N = 400, 000 structures. The fraction of undetected basins was estimated by an enumeration of 10 · N suboptimal structures with
RNAsubopt -e and the subsequent evaluation of gradient basins with barriers. Fig. 6 . The comparison between RNAlocmin and RNAlocopt for the U6 snRNA JX878560 (107nt). The sample size for RNAlocmin was limited to N = 400, 000 structures. The fraction of undetected basins was estimated by an enumeration of 10 · N suboptimal structures with RNAsubopt -e and the subsequent evaluation of gradient basins with barriers. Fig. 7 . The comparison between RNAlocmin and RNAlocopt for the SV11 RNA L07337.1 (115nt). The sample size for RNAlocmin was limited to N = 400, 000 structures. The fraction of undetected basins was estimated by an enumeration of 10 · N suboptimal structures with
RNAsubopt -e and the subsequent evaluation of gradient basins with barriers. RNAsubopt -e and the subsequent evaluation of gradient basins with barriers. Fig. 9 . The comparison between RNAlocmin and RNAlocopt for the ncRNA NR 000584.1 (144nt). The sample size for RNAlocmin was limited to N = 400, 000 structures. The fraction of undetected basins was estimated by an enumeration of 10 · N suboptimal structures with
RNAsubopt -e and the subsequent evaluation of gradient basins with barriers. Fig. 10 . The comparison between RNAlocmin and RNAlocopt for the small nuclear RNA NR 004413.2 (166nt). The sample size for RNAlocmin was limited to N = 400, 000 structures. The fraction of undetected basins was estimated by an enumeration of 10 · N suboptimal structures with
RNAsubopt -e and the subsequent evaluation of gradient basins with barriers. Fig. 11 . The comparison between RNAlocmin and RNAlocopt for the ncRNA NR 048079.2 (137nt). The sample size for RNAlocmin was limited to N = 400, 000 structures. The fraction of undetected basins was estimated by an enumeration of 10 · N suboptimal structures with
RNAsubopt -e and the subsequent evaluation of gradient basins with barriers.
As expected, all examples show that BHGbuilder outperforms or at least performs equally well as findpath. To be precise, the results of 10 examples can be divided into 2 categories based on their result comparisons: (1) Three RNAs (NR 000584.1, NR 004413.2, and NR 048079.2) with significant improvements between 0.2-2.0 kcal/mol in about 30% of all the LM pairs. We present also difference plots for these examples.
(2) Seven RNAs with minor improvements. For two relatively short RNAs (NR 073613.1 and 3FIH Y), both two algorithms obtained almost the exact results derived from barriers, therefore no improvement was possible.
For these three RNAs in Category (1), a better estimation of saddle heights between LM pairs (in particular these ones with 1-2.5 kcal/mol improvements) can help to derive more exact RNA kinetic information, since kinetic properties are exponentially dependent on the energy barriers. This is because the saddle height between two BHG-adjacent LMs are closely related with the transition rate between their corresponding basins.
For the seven RNAs in Category (2), we point out here, estimating the saddle heights is just one of the two important functions of BHGbuilder. The other one is to detect adjacency of basins represented by their LMs via the filtration procedure. This function, however, can not be achieved via simply utilizing some established procedure such as findpath for all possible pairs of LMs.
Examples are compared to findpath and also to barriers where applicable (only the smallest three examples). The x-axes denote the indices of LM-pairs which are sorted according to their saddle heights in an increasing order and the y-axes are the corresponding saddle heights estimations derived from different methods. 
PART G: FOLDING KINETICS USING THE BHG
Folding kinetics on a toy example GUGUCGCUUUCGAUUAAGGACCUACAACAGGCU for different approaches are shown here. A hundred lowest local minima for this sequence were computed, the local minima with 50th lowest energy have been assigned probability of 1 at the start of the experiment. Figures capture the population probabilities of different local minima (only those with population density > 5% shown) of the approach by Wolfinger et al. (2004) , the approach using Arrhenius rates on the barrier tree (without using the topology), and the approach using Arrhenius rate on the BHG (the topology is taken into account). The exhaustive enumeration approach depicted in the first plot closely approximates the real kinetics as is discussed in Wolfinger et al. (2004) . Therefore, it can be used as a ground truth for comparison of the latter two. However, this approach consumes a lot of system resources, making it available only for sequences below 100nt. The second approach require only a precise saddle height approximation to be done, but it misses a lot of kinetic properties (for example the local minima no.13 is completely missing from the picture). Finally, our approach using both the precise saddle height estimation and the topology reconstructed by BHGbuilder performs very closely to the exhaustive enumeration approach. Time Popuation density Fig. 22 . The comparison of folding kinetics computed by different methods. Transition rates are computed using the Arrhenius kinetic rule based on different underlying transition graphs: (Left) barrier tree (Middle) BHG. In (Right), transition rates were computed using the exhaustive enumeration approach by Wolfinger et al. (2004) . The time axis is given in arbitrary units which would need to be scaled with the help of an experimental data. The Arrhenius approximation (Left and Middle) also requires an entropic pre-factor that cannot be determined from the graphs, hence the time units in the different approximations are shifted by an unknown constant factor relative to each other.
PART H: PRELIMINARY RESULTS OF BHG TAKING PSEUDOKNOTS INTO CONSIDERATION
Both the BHG and the sampling strategy for local minima generalizes to structures with pseudoknots in a straightforward manner. To this end, three issues need to be addressed: (a1) the extension of the search space to a suitable class of pseudoknots, (a2) the energy function necessary to score these pseudoknots, and (a3) the definition of an appropriate move set.
There is no generally accepted or universally used class of pseudoknots. Instead, a wide variety of more or less restrictive sub-classes has been explored in the literature. These choices are driven less by biophysical considerations but rather by algorithmic practicability, see e.g. (Condon et al., 2004) . A major practical concern is that the energy models for pseudoknots are simple, heuristic extensions of the standard energy model (Mathews et al., 1999) that use "developer-defined" energy penalties to score pseudoknots. These parameters are grounded in very sparse experimental data. An alternative, rather general energy function for pseudoknotted structures has been derived from the "cross-linked gel model" (Isambert & Siggia, 2000) , it however suffers from the same lack of experimental data. Furthermore, no open source implementation of this energy function is available.
A key constraint for our approach is that we require a reasonably efficient way to generate structures with prescribed expected energies in order to construct a generalization of RNAlocmin. In practice, this restricts us to dynamic programming approaches. To our knowledge, the only software that implements Boltzmann sampling is gfold (Reidys et al., 2011) . It computes the socalled γ1-structures, see Fig. 23 , which comprise 4 basic types of pseudoknots characterized by the topological genus g = 1 of their "elementary" components, see (Bon et al., 2008; Reidys et al., 2011) for details.
With small modifications to the implementation, gfold can be used as a replacement for RNAsubopt -p that considers a larger class of RNA structures. It is computationally much more demanding: the folding step takes O(n 6 ) time and O(n 4 ) space. Sampling a single structure requires O(n 5 ) time compared to O(n 2 ) for sampling pseudoknot-free secondary structures. In practice, this restricts the method to moderate sequence lengths.
Much more efficient sampling algorithms can be devised e.g. using the boustrophedon method (Ponty, 2008) , to make the RNAlocmin approach feasible also for much larger pseudoknotted RNAs.
In order to implement the gradient walk required in RNAlocmin we need a move set within the class of γ1-structures. Opening and closing of individual base pairs is of course sufficient. The difficulty is to efficiently determine which base pairs can be added without leaving the class of γ1-structure and to compute the resulting change in energy without re-evaluating the entire structure. An example of an invalid move is shown in Fig. 24 .
Because of these difficulties, we restrict ourselves in this paper to the subset of γ1-structures with at most one H-type pseudoknot. Fig. 25 shows how to add base pairs in order to obtain a valid pseudoknot structure in this restricted class. Removing base pairs is relatively simple since they will never result in an invalid structure. The general case involving four types of pseudoknots is rather involved, even with the restriction to structures with at most one pseudoknot, see Tab. 4. We therefore defer a complete treatment Type H Type K Type L Type M Fig. 23 . Four types of pseudoknots considered in gfold. Fig. 24 . An invalid move for an RNA structure with pseudoknot of type K. The blue GC pair can not be added since the resulted structure is not a γ 1 structure. Therefore it is invalid in the structure ensemble in gfold. of the general cases to future work, and restrict ourselves here to structures with a single H-type pseudoknot as a proof of concept.
As an example, we investigate the 27 nt pseudoknot PK1 of the upstream pseudoknot domain of the 3'-UTR of tobacco mild green mosaic virus, pseudobase ID PKB92 (Leathers et al., 1993) . Its ground state structure . (((((.[[[[[) ))))....]]]]]. is correctly predicted by gfold with an energy of −4.3 kcal/mol. The competing pseudoknot-free minimum free energy secondary is . (((((......) )))).......... with an energy of −3.9 kcal/mol as predicted by RNAfold, see Fig. 26 .
BHGbuilder requires a path-searching algorithm to connect the LM obtained by the modified version of RNAlocmin, but is otherwise independent of the specification of the search space. We therefore extend findpath (Flamm et al., 2000) to accommodate the class of pseudoknots under consideration by incorporating the expanded move set and energy function. Otherwise the algorithm remains unchanged.
We limited the sample size for the modified RNAlocmin program to N = 10, 000 structures and obtained 69 LMs within the energy interval [−4.3, 11 .5] kcal/mol. Among these 12 structures contain a pseudoknot. Fig. 27 shows the low energy part of the resulting BHG. We find that PKB92 is more likely to fold into its most stable secondary structure first and only then refolds to form the pseudoknot. The optimal folding pathway is detailed in Tab. 2. The second, suboptimal pathway forming the second stem of the pseudoknot at first can be observed in the BHG as L6 → S7 → L3 → S4 → L1 in the Fig. 27 . .. ((((......) )))........... -3.00 5 L2
. (((((......) )))).......... -3.90 6 S6
. (((((...[..) ))))......]... 3.80 7
. (((((...[[.) )))).....]]... 1.20 8
. (((((..[[[.) )))).....]]].. -0.50 9
. (((((.[[[[.) )))).....]]]]. -3.20 10 L1
. (((((.[[[[[) ))))....]]]]]. 
