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La politica monetaria è l’insieme degli strumenti, obiettivi e interventi che vengono adottati 
dalla banca centrale, per modificare ed orientare il credito, la moneta e la finanza al fine di 
raggiungere obiettivi prefissati di politica economica, di cui la politica monetaria fa parte. 
Di recente è diventato usuale parlare di politica monetaria senza nessun riferimento agli ag-
gregati monetari. 
L’esclusione degli aggregati della moneta è un argomento che è stato trattato da Woodford 
(2003). Egli propone un modello teorico in cui la moneta non gioca nessun ruolo importante, e 
se  non  venisse  presa  in  considerazione,  nulla  si  perderebbe  nella  determinazione 
dell’equilibrio della struttura economica. 
Kuttner e Friedman (1992,1996), Estella e Mishkin (1997) trovano empiricamente che il ruolo 
predittivo della moneta per la produzione e l’inflazione è sparito dall’sistema economico ame-
ricano dopo gli anni 80, a causa del comportamento irregolare della velocità della moneta. 
Altri invece, come Feldstein (1993), ritengono che la moneta giochi un ruolo fondamentale nel 
prevedere la fluttuazione della produzione, che non si riesce a prevedere da valori di produ-
zione, prezzi e tassi d’interesse. 
Un importante contributo è quello di Leeper e Zha (2000) che, con l’uso dell’autoregressione 
vettoriale, mostrano che l’eliminazione della moneta, dal sistema economico, non è così inno-
cuo, mostrando che influisce direttamente sull’output e sui prezzi, quindi eliminandola si per-
derebbe un elemento fondamentale per prevederli. 
Favara e Giordani (2006) propongono una nuova verifica empirica sul ruolo della moneta sul-
la dinamica dell’output, prezzi e tassi d’interesse, provocando uno shock sull’equazione LM 
usando un modello VAR triangolare con la moneta ordinata come ultima, facendo riferimento 
ai dati degli stati uniti che vanno dal 1966 fino al 2001. La conclusione fu che la moneta non è 
una variabile di disturbo, ma gioca un ruolo non banale nella dinamica di determinazione 
dell’output e dell’inflazione. 
L’obiettivo  di  questo  lavoro  è  quello  di  fornire  nuove  verifiche  empiriche  sul  ruolo 




Come riferimento ho preso il lavoro di Favara e Giordani intitolato: ”Reconsidering the Role of 
Money for Output, Prices and Interest Rates” datato luglio 2006 e pubblicato sul “Journal of 
Monetary Economics”. 
Gli autori, come sopracitato, si propongono di riconsiderare il ruolo della moneta nel sistema 
americano utilizzando la metodologia VAR a quattro ritardi con cinque variabili dove la mone-
ta è ordinata come ultima. Il loro modello utilizza dati trimestrali considerando le seguenti va-
riabili: output, output gap, price index, short interest rate e moneta. 
Di seguito riporto una spiegazione della metodologia VAR, le sue proprietà e applicazioni. 7 
 
 
MODELLI VAR   
I modelli VAR (Vector Autoregressive Models) sono stati proposti da Christopher Sims (1980) 
per muovere una critica nei confronti dei modelli strutturali di equazioni simultanee (SEM), 
principale strumento di analisi econometrica nell’ambito della macroeconomia. 
Lo scopo principale dei modelli VAR è la previsione di variabili economiche nel tempo; i VAR 
hanno dimostrato una notevole capacità previsiva, superiore a quella dei modelli strutturali 
che li hanno proceduti, nonostante la loro semplicità. Storicamente hanno trovato applicazioni 
nell’ambito  della  macroeconomia  come  strumento  statistico  per  prevedere  gli  effetti  delle 
manovre della politica economica. 
Considerando modelli di serie storiche economiche con più di una variabile: la generalizza-
zione multivariata dei modelli unidimensionali AR sono i modelli VAR i quali consistono in si-
stemi di equazioni che mettono in relazione i valori correnti di un dato insieme di variabili e-
conomiche con i valori passati delle variabili stesse; tutte le variabili assumono una natura 
endogena. 
Dunque un VAR è un sistema in cui ogni variabile è regredita su un insieme di variabili deter-
ministiche, su p ritardi di se stessa e di ognuna delle altre variabili incluse nel sistema. 
 (1) 
Dove c è un vettore k x 1 di costanti (intercetta),   è una matrice k x k (  e   è un 
vettore k x 1 di termini di errore. Con questa equazione s’indica un VAR di ordine p (VAR(p)). 
Per completare la specificazione dei modelli dobbiamo descrivere le proprietà di  : 
Il valore atteso del vettore dei disturbi è un vettore d zeri: 
 
, i=1,…,n. Si osservi che gli elementi del vettore   non sono necessariamente in-
correlati, ossia in generale   per gli elementi di   indicizzati da   con 
; per contro, per ipotesi nessuna delle componenti del vettore   esibisce una correlazio-
ne seriale, ossia  ,  . 8 
 
La rappresentazione sopracitata è nota come VAR(p) di forma ridotta. In generale si può af-
fermare che i problemi interpretativi nascono dal fatto che la (1), che è una rappresentazione 
in forma ridotta, si presta male a dar sopporto a considerazioni di tipo strutturale. In un ambi-
to VAR le considerazioni di tipo strutturale vengono basate sull’analisi delle funzioni di rispo-
sta di impulso e di scomposizione della varianza. 
La funzione di risposta di impulso descrive gli effetti di uno shock temporaneo (della durata di 
un periodo) ad una variabile su altre, mentre la scomposizione della varianza illustra quale 
proporzione della varianza degli errori di previsione su una variabile a un determinato oriz-
zonte s possa essere attribuita a innovazione nelle variabili considerate. 
Dato che il VAR è una forma ridotta di un sistema chiuso, è difficile ipotizzare che i residui del 
VAR siano tra di loro ortogonali; quindi è necessario procedere a qualche trasformazione sui 
residui VAR in modo tale da renderli ortogonali, e per far ciò è preferibile intervenire sulla 
struttura del VAR piuttosto che fare delle considerazioni sulle serie storiche. Sims, come solu-
zione a questo problema, propone la strutturazione tramite triangolarizzazione. Questa ipote-
si ha delle forti implicazioni sia sul punto di vista economico, che assume che l’economia abbia 
una struttura ricorsiva, che statistico, che rendono le funzioni di risposta d’impulso e di scom-
posizione della varianza dipendenti dall’ordinamento delle variabili nel VAR. La diffusione di 
questo approccio è tutt’ora notevole ed è il metodo che uso nella mia analisi. 
A questo scopo semplifico la (1) considerando un VAR autoregressivo di ordine 1: 
 
 








































I residui v non possono ancora essere considerati shock strutturali, rispetto cui calcolare le 
scomposizioni della varianza e le funzioni di risposta d’impulso. Una forma strutturale genera-










































Dunque la relazione tra gli shock della forma strutturale e i residui della forma ridotta assume 
in questo caso la seguente forma: 
[I-C0]vt = But 
 
L’identificazione tramite triangolarizzazione può essere ottenuta assumendo c02=0 che ha il 
significato statistico di ordinare il VAR mettendo y in testa e x a seguire, e il significato econo-
mico di ipotizzare che non esiste nessun effetto contemporaneo di x su y. Assumendo, invece, 
c03=0 che ha il significato statistico di ordinare il VAR mettendo x in testa e y a seguire, e il si-
gnificato economico di ipotizzare che non esiste nessun effetto contemporaneo di y su x.  
La triangolarizzazione nota come scomposizione di Cholesky è un caso particolare di identifi-





DESCRIZIONE E OBIETTIVI DELL’ANALISI 
Per svolgere l’analisi ho utilizzato delle serie storiche trimestrali relative all’UK riguardanti un 
intervallo che va dal primo trimestre del 1987 fino al terzo trimestre del 2008, le variabili 
d’interesse sono le seguenti: 
·  SIR = Short Interest Rate, tasso d’interesse a breve termine, trimestralizzato. 
·  LIR = Long Interest Rate, tasso d’interesse a lungo termine, trimestralizzato. 
·  TCC = Tasso di Crescita dei Consumi, trimestralizzato. 
·  TI  =  Tasso  d’Inflazione,  calcolato  tramite  il  GDP  (Total,  implicit  price  defla-
tor),trimestralizzato. 
·  TCM = Tasso di Crescita della Moneta, trimestralizzato. 
L’aggregato della moneta, è una grandezza che esprime la quantità complessiva, esistente in 
un determinato momento nel sistema economico, di moneta e di attività finanziarie. 
Gli aggregati monetari misurano l’offerta di moneta esistente in un determinato momento nel 
sistema economico: una maggior offerta di moneta, a parità di domanda, provoca un minor 
tasso d’interesse e maggiore inflazione. Per questo motivo gli aggregati monetari sono nor-
malmente utilizzati per esprimere gli obiettivi della politica monetaria, poiché influenzano i 
tassi d’interesse e l’inflazione. 
Il tasso d’inflazione è un indicatore della variazione relativa, nel tempo, del livello generale dei 
prezzi indicando il potere d’acquisto della moneta. Pur riferendosi ogni volta ad una ben precisa 
moneta, il tasso d'inflazione può differenziarsi territorialmente, per cui il fatto che due territori (Paesi 
o regioni, province, ecc.) abbiano la stessa moneta (per esempio l’EURO) non vuol dire che hanno an-
che lo stesso tasso d'inflazione. 
Altro modo per calcolare il tasso d’inflazione è quello mediante l’indice dei prezzi al consumo 
(CPI), che è una misura statistica formata dalla media dei prezzi ponderati per mezzo di uno 
specifico paniere di beni e servizi. Tale paniere ha come riferimento le abitudini d’acquisto di 
un consumatore medio. Nella mia analisi ne ho calcolato il tasso di crescita nel corso degli an-
ni. L'indice dei prezzi al consumo maggiormente utilizzato è il numero indice che misura la variazione 12 
 
temporale della media ponderata dei prezzi che si formano nelle transazioni relative a beni e servizi di 
consumo scambiati tra gli operatori economici ed i consumatori privati finali (sono dunque da esclu-
dere nella formazione dell'indice le transazioni a titolo gratuito, quelle intermedie e quelle che coin-
volgono enti pubblici); tale tipo di indice misura, dunque, l'aumento del livello generale dei prezzi, cioè 
l’inflazione al consumo per il periodo considerato (la misura del costo della vita dello specifico perio-
do). 
Il tasso d’interesse rappresenta una misura dell’interesse su un prestito, e l’importo della re-
numerazione spettante al prestatore. Viene espresso come percentuale per un certo periodo 
di tempo, e indica quanta parte della somma prestata debba essere corrisposta come interesse 
al termine del tempo considerato, oppure da un altro punto di vista, indica il costo del denaro 
In prima fase ho proceduto all’analisi grafica delle cinque variabili per l’intera serie storica, ri-
portando le principali statistiche descrittive. 
Inizialmente ho stimato un VAR con due ritardi, con le variabili ordinate come segue: [TCC, TI, 
LIR, SIR, TCM]’,  riportando la funzione di impulso: la risposta delle variabili del modello ad 
uno shock sulla domanda di moneta, la scomposizione della varianza e il grafico dei residui. 
Dopodiché ho stimato un secondo VAR sempre con due ritardi ma avente le variabili in ma-
niera leggermente diversa: [TI, TCC, LIR, SIR, TCM]’, riportando sempre la funzione d’impulso: 
la risposta delle variabili, con il nuovo ordinamento, sempre ad uno shock sulla domanda di 
moneta, la scomposizione della varianza e il grafico dei residui. 
In questo studio proverò a dimostrare, come menzionato, se uno shock sulla domanda di mo-
neta è influente o meno sulle altre variabili, usando un VAR variando l’ordine delle variabili e 
mantenendo, comunque, il logaritmo della moneta come ultima variabile all’interno del mo-
dello. Prima il modello VAR sarà ordinato in questo modo: [TCC, TI, LIR, SIR, TCM]’  e poi nel 


























































Come si può vedere dalla figura1 l’andamento delle cinque variabili è abbastanza variabile 
nell’arco del tempo. Il tasso d’interesse a breve (SIR) tende a crescere fino all’inizio degli anni 
90, fino a raggiungere un massimo del 15,2% e poi decresce, con un andamento molto lento, 
tendendo ad oscillare tra valori compresi tra il 4% e l’8%, con un minimo attorno al 2002 di 
3,5%, andamento simile al tasso d’interesse a lungo termine,che cresce fino al 92, raggiungen-
do un picco del 12,3%, per poi “crollare” fino al 94 raggiungendo un minimo di 4,2 punti per-
centuali. Il tasso di crescita dei consumi (TCC) che tende a crescere finché non raggiunge un 
picco attorno al 1991 di circa 9,53% per poi decrescere e oscillare attorno al 3%, 4% con degli 
spostamenti molto rapidi. Il tasso d’inflazione, invece, oscilla molto nell’arco di tutto il periodo 
di studio, pure il tasso di crescita della moneta ha un andamento abbastanza variabile nel 
tempo con un picco iniziale di circa 40,7%. 
Dai grafici si può notare che non ci sono particolari tipi di stagionalità, ovvero la serie non 
tende ad assumere valori simili negli stessi periodi di anni diversi. 14 
 
Tabella1: 
Statistiche descrittive, usando le osservazioni 1987:1 - 2008:3 
Variabile  SIR  LIR  TCC  TI  TCM 
Media  7,2092  6,9893  3,0085  3,4579  10,046 
Mediana  6,1  6,5  2,91  3,15  9,4700 
Min  3,5  4,2  -3,15  -2,61  -9,7300 
Max  15,2  12,3  9,53  10,51  40,700 
Dev. Std  3,1334  2,3182  2,7117  2,5912  7,0307 
Asimmetria  1,1892  0,46957  0,055769  0,45327  1,141 




Stima modello VAR 
La scelta dell’ordine dei ritardi del VAR è stata effettuata sulla base di quattro criteri: Likeli-
hood-Ratio dato da -2(Lk-Lk+i) con cui si confrontano i Log Likelihood (L) e due ritardi diffe-
renti. LR è distribuito come una X2 con gradi di libertà pari al numero di restrizioni del test. 
L’Akaike Information Criterion (AIC), la cui funzione è data da:  -2L/n+2k/n; il criterio BIC 
detto anche Schwarz Criterion (SC) la cui funzione è data da: -2L/n+klog(n)/n e Hannan-
Quinn Criterion (HQC) la cui funzione è data da -2L/n+2klog(log(n))/n, dove L indica la vero-
simiglianza, n il numero delle osservazioni e k il numero di parametri; minore è il loro valore e 
migliore risulta essere la specificazione scelta. 
Quindi in base ai criteri sopracitati, si propende alla scelta di un VAR con 2 ritardi, dato che 
aumentando i ritardi i criteri non migliorano molto. 
Stima del primo VAR ordinato nel seguente modo: [TCC, TI, LIR, SIR, TCM]’ 
Sistema VAR, ordine ritardi 2 
Stime OLS usando le osservazioni 1987:3-2008:3 (T = 85) 
 
Log-verosimiglianza = -692,249 
Determinante della matrice di covarianza = 8,15660 
AIC = 17,5823 
BIC = 19,1629 
HQC = 18,2181 
 
I seguenti grafici mostrano la funzione di risposta delle quattro variabili ad uno shock sulla 












 0  5  10  15  20  25  30  35  40  45
Periodi
Risposta di TCC a uno shock in TCM, con intervallo di confidenza bootstrap
Stime puntuali
Quantili 0.025 e 0.975
Figura2 
 
La risposta del tasso di crescita dei consumi rispetto ad uno shock sulla domanda di moneta, 
come mostra il grafico nella figura2, tende ad avere una piccola crescita per i primi 3 periodi 
per poi decrescere e stabilirsi per i restanti periodi, per l’altro la crescita iniziale non è signifi-
cativa in quanto non esce dalle bande di confidenza, quindi possiamo dire che uno shock sulla 
domanda di moneta non influisce sul tasso di crescita dei consumi, oppure possiamo dire che 













 0  5  10  15  20  25  30  35  40  45
Periodi
Risposta di TI a uno shock in TCM, con intervallo di confidenza bootstrap
Stime puntuali
Quantili 0.025 e 0.975
Figura3 
 
Per quanto riguarda la risposta del tasso d’inflazione a uno shock sulla domanda di moneta, 
mostrata nella figura3, si vede chiaramente la presenza di un picco iniziale diverso da zero in 
maniera significativa, e quindi in questo dall’eliminazione della moneta dal sistema economi-










 0  5  10  15  20  25  30  35  40  45
Periodi
Risposta di LIR a uno shock in TCM, con intervallo di confidenza bootstrap
Stime puntuali
Quantili 0.025 e 0.975
Figura4 
 
La figura4 mostra la risposta del tasso d’interesse a lungo termine a uno shock sulla domanda 
di moneta, si nota molto al di sopra dello zero per i primi sei anni (18 periodi) e poi tende a 
decresce per i successivi periodi e poi si stabilizza, essendo significativamente diverso dallo 
zero l’andamento per i primi sei anni, possiamo dire che il tasso d’interesse a lungo termine è 









 0  5  10  15  20  25  30  35  40  45
Periodi
Risposta di SIR a uno shock in TCM, con intervallo di confidenza bootstrap
Stime puntuali
Quantili 0.025 e 0.975
Figura5 
La figura5 mostra la risposta del tasso d’interesse a breve termine: esso aumenta fino al quin-
to periodo con un picco pari a 0,3 circa, e poi diminuisce e si stabilizza. Come si vede chiara-
mente dalla figura5 l’andamento del tasso d’interesse a breve, come quello a lungo, inizial-
mente è significativamente diverso da zero, quindi l’influenza della domanda di moneta su es-































































Dall’analisi dei residui si nota subito che il modello non si adatta molto bene al tasso di cresci-
ta dei consumi e al tasso d’inflazione, giacché hanno tanti valori al di fuori delle bande Mentre 
per le altre variabili, si vede che hanno pochi picchi che non sono contenuti nelle bande, quin-
di possiamo dire che il modello si adatta discretamente ai loro valori.21 
 
 
Stima del secondo VAR ordinato nel seguente modo: [TI, TCC, LIR, SIR, TCM]’ 
Potrebbe  essere  interessante  provare  a  cambiare  l’ordine  delle  variabili  più  significative 
all’interno del nostro modello VAR, dato che il modello VAR che uso è triangolare inferiore, 
quindi l’ordine delle variabili, come detto sopra, gioca un ruolo fondamentale sia dal punto di 
vista statistico, che economico. Quindi variando l’ordine, ad esempio, delle prime due variabili, 
che sono il tasso d’interesse e il tasso di crescita dei consumi, mi aspetto un cambiamento di 
risultati nella mia analisi. 
 
Sistema VAR, ordine ritardi 2 
Stime OLS usando le osservazioni 1987:3-2008:3 (T = 85) 
 
Log-verosimiglianza = -692,249 
Determinante della matrice di covarianza = 8,15660 
AIC = 17,5823 
BIC = 19,1629 
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Periodi
Risposta di TI a uno shock in TCM, con intervallo di confidenza bootstrap
Stime puntuali





Nella figura7 abbiamo la riposta del tasso di’inflazione, ordinato come prima variabile del 
modello VAR, a uno shock sulla domanda di moneta. Si può vedere che ha un andamento mol-
to simile a quello nella figura3, ovvero, ha una picco iniziale e poi decresce finché non si stabi-
lizza. Ma inizialmente il suo andamento è significativamente diverso da zero, quindi posso di-











 0  5  10  15  20  25  30  35  40  45
Periodi
Risposta di TCC a uno shock in TCM, con intervallo di confidenza bootstrap
Stime puntuali
Quantili 0.025 e 0.975
 
Figura8 
Lo stesso discorso si fa per la figura8 contenente la risposta del tasso di crescita dei consumi 
ad uno shock sulla domanda di moneta. Esso è del tutto simile alla figura2, quindi un shock sul 
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Periodi
Risposta di LIR a uno shock in TCM, con intervallo di confidenza bootstrap
Stime puntuali
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Periodi
Risposta di SIR a uno shock in TCM, con intervallo di confidenza bootstrap
Stime puntuali
Quantili 0.025 e 0.975
 
Figura10 
Mentre per quanto riguarda la figura9 e la figura10, si vede chiaramente che non cambia 
l’andamento dei due tassi d’interesse rispetto al loro andamento nel precedente modello VAR, 
poiché il loro ordine all’interno del modello resta invariato, esse, infatti, sono la terza (LIR) e 
la quarta (SIR) equazione ambo i modelli. 
Quindi cambiano l’ordine delle prima due variabili, tasso d’inflazione e tasso di crescita dei 
consumi, all’interno del mio modello VAR, si può notare che non ci sono grosse differenze. 24 
 
Quindi in ambo i due casi possiamo dire che la moneta non ha una significative influenza sul 
tasso di crescita dei consumi, mentre la sua influenza sulla altre tre variabili, inflazione e i tas-
si d’interesse, è significativa. Una spiegazione di questo risultato potrebbe essere legata al fat-
to che la moneta influisce in maniera indiretta sui consumi, ovvero, la moneta determina sia i 
tassi d’interesse che l’andamento del tasso d’inflazione, che a loro volta determinano variabili 
come i consumi e output. 25 
 
 






















































Anche i residui del modello, in questo caso, restano invariate cambiando l’ordine delle variabi-
li. 
Quindi, come nel precedente grafico dei residui, si nota subito che il modello non si adatta 
molto bene al tasso di crescita dei consumi e al tasso d’inflazione, dato che hanno tanti valori 
al di fuori delle bande. Mentre per le altre variabili, dai grafici si vede che hanno pochi picchi 
che non sono contenuti nelle bande, possiamo dire che il modello si adatta discretamente ai 





L’obbiettivo di questa tesi era di proporre una nuova verifica empirica per il ruolo della mone-
ta nel sistema economico inglese, facendo riferimento al lavoro proposto da Favara e Giordani 
(2006) sugli Stati Uniti. 
Sono partito con cinque variabili che sono: tasso d’interesse a breve, tasso d’interesse a lungo 
termine, Total implicit price deflator (GDP) , tasso di crescita dei consumi e l’aggregato della 
moneta, prendendo i valori di queste serie storiche, dal primo trimestre del 1987 fino al terzo 
trimestre  del  2008,  dal  sito  dell’OCSE.  Una  volta  trovati  i  valori  ho  calcolato  il  tasso 
d’inflazione tramite il GDP e il tasso di crescita dei consumi, avendo trovato dati relativi a 
quantità di consumi e il tasso di crescita della moneta tramite l’aggregato della moneta. Ini-
zialmente ho fatto delle semplici statistiche descrittive per capire l’andamento di queste va-
riabili. Fatto questo ho scelto di stimare con la metodologia VAR due distinti modelli, aventi le 
stesse cinque variabili ordinati in due modi diversi. Una volta stimato il tutto ho riportato i 
grafici della funzione d’impulso, commentando cosa succedeva alle variabili una volta intro-
dotto lo shock alla variabile moneta, con l’esito che un effetto dello shock sull’altre variabili c’è 
ed è di poca significatività solo sui consumi. Sia nel primo che ne secondo modello ho potuto 
notare che non ci sono stati grossi cambiamenti, ovvero cambiando l’ordine delle prime due 
variabili, tasso di crescita dei consumi e tasso d’inflazione, le risposte allo shock restavano 
quasi invariati. 
In conclusione, posso dire che dall’analisi effettuata ho riscontrato che in conseguenza a uno 
shock sulla domanda di moneta, c’è un effetto sulle restanti variabili, che è comunque signifi-
cativo, poiché inizialmente è diverso da zero, e che viene riassorbito nel giro di quattro o cin-
que anni. Quindi la mia ipotesi nulla di “non rilevanza” della moneta all’interno del sistema 
economico inglese, la rigetto, concludendo, come detto prima, che la moneta ha un’influenza 
diretta su variabili tipo tassi d’interesse e tasso d’inflazione, che a loro volta influenzano va-
riabili come consumo ed output. Sui consumi non si è visto l’effetto dello shock sulla domanda 
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Stima del primo VAR ordinato nel seguente modo: [TCC, TI, LIR, SIR, TCM]  
Equazione 1: TCC 
 
VARIABILE      COEFFICIENTE       ERRORE STD    STAT T    P-VALUE 
  const                    1,10294                   0,995205         1,108      0,27134 
  TCC_1                 0,191674                  0,110646         1,732      0,08738 * 
  TCC_2                 0,353871                  0,108018         3,276      0,00160 *** 
  TI_1                   -0,111796                  0,131276        -0,852     0,39717 
  TI_2                    0,206595                  0,130288          1,586     0,11708 
  LIR_1                -0,404639                  0,733470        -0,552     0,58283 
  LIR_2                 0,667858                  0,740786          0,902     0,37022 
  SIR_1                -0,780893                  0,458957        -1,701     0,09306 * 
  SIR_2                 0,387735                  0,453036          0,856     0,39484 
  TCM_1              0,0390512               0,0475594        0,821     0,41422 
  TCM_2              0,0360773               0,0490441        0,736     0,46429 
 
  Somma dei quadrati dei residui = 401,733 
  Errore standard dei residui = 2,32998 
  R-quadro = 0,343383 
  R-quadro corretto = 0,254651 
  Statistica F (10, 74) = 3,86989 (p-value = 0,000302) 
  Statistica Durbin-Watson = 1,99923 
  Coefficiente di autocorrelazione del prim'ordine = -0,0312227 
  Criterio di informazione di Akaike (AIC) = 395,236 
  Criterio bayesiano di Schwarz (BIC) = 422,105 





Equazione 2: TI 
 
 VARIABILE      COEFFICIENTE       ERRORE STD     STAT T   P-VALUE 
  const                     -1,35065                 0,899706         -1,501       0,13756 
  TCC_1                   0,125829                0,100028           1,258       0,21237 
  TCC_2                -0,0623168              0,0976527        -0,638       0,52535 
  TI_1                  -0,00609313              0,118678          -0,051       0,95919 
  TI_2                    -0,108487                 0,117785          -0,921       0,36001 
  LIR_1                  0,840794                  0,663086           1,268       0,20877 
  LIR_2                 -0,634352                 0,669701          -0,947       0,34661 
  SIR_1                  0,115028                 0,414915            0,277       0,78237 
  SIR_2                  0,245032                 0,409563            0,598       0,55148 
  TCM_1               0,0964241              0,0429956          2,243        0,02791 ** 
  TCM_2           -0,000351630           0,0443378         -0,008        0,99369 
 
  Somma dei quadrati dei residui = 328,332 
  Errore standard dei residui = 2,1064 
  R-quadro = 0,410742 
  R-quadro corretto = 0,331112 
  Statistica F (10, 74) = 5,15816 (p-value = 1,07e-005) 
  Statistica Durbin-Watson = 1,99349 
  Coefficiente di autocorrelazione del prim'ordine = -0,000796459 
  Criterio di informazione di Akaike (AIC) = 378,086 
  Criterio bayesiano di Schwarz (BIC) = 404,956 
  Criterio di Hannan-Quinn (HQC) = 388,894 
 




Equazione 3: LIR 
 
VARIABILE      COEFFICIENTE       ERRORE STD    STAT T   P-VALUE 
  const                  -0,0284033             0,150608         -0,189       0,85093 
  TCC_1                 0,0264144             0,0167445         1,577       0,11895 
  TCC_2                -0,0142887            0,0163468        -0,874       0,38489 
  TI_1                    0,0571857             0,0198665          2,879       0,00522 *** 
  TI_2                 -0,00624975            0,0197169        -0,317       0,75216 
  LIR_1                   1,34010                  0,110999         12,073    <0,00001 *** 
  LIR_2                 -0,392371                0,112106        -3,500         0,00079 *** 
  SIR_1                 -0,138817               0,0694557      -1,999          0,04932 ** 
  SIR_2                  0,140537               0,0685597        2,050          0,04392 ** 
  TCM_1              0,0228314            0,00719736       3,172          0,00220 *** 
  TCM_2            -0,00873127          0,00742203      -1,176         0,24321 
 
  Somma dei quadrati dei residui = 9,20048 
  Errore standard dei residui = 0,352606 
  R-quadro = 0,97955 
  R-quadro corretto = 0,976787 
  Statistica F (10, 74) = 354,464 (p-value < 0,00001) 
  Statistica Durbin-Watson = 1,72773 
  Coefficiente di autocorrelazione del prim'ordine = 0,126694 
  Criterio di informazione di Akaike (AIC) = 74,2309 
  Criterio bayesiano di Schwarz (BIC) = 101,1 
  Criterio di Hannan-Quinn (HQC) = 85,0384 
 




Equazione 4: SIR 
 
VARIABILE      COEFFICIENTE       ERRORE STD    STAT T   P-VALUE 
  const                    -0,158848              0,235474         -0,675      0,50204 
  TCC_1                  0,0192327            0,0261797         0,735      0,46488 
  TCC_2               -0,00690133          0,0255580         -0,270      0,78789 
  TI_1                     0,0769436            0,0310609          2,477      0,01553 ** 
  TI_2                     0,0359038            0,0308271          1,165     0,24789 
  LIR_1                   0,336478               0,173545            1,939      0,05633 * 
  LIR_2                  -0,261313              0,175276           -1,491      0,14025 
  SIR_1                     1,12630               0,108593           10,372   <0,00001 *** 
  SIR_2                   -0,260407             0,107192           -2,429       0,01755 ** 
  TCM_1                0,0341288            0,0112529          3,033       0,00334 *** 
  TCM_2              -0,0172097            0,0116042         -1,483       0,14231 
 
  Somma dei quadrati dei residui = 22,4904 
  Errore standard dei residui = 0,551293 
  R-quadro = 0,972856 
  R-quadro corretto = 0,969188 
  Statistica F (10, 74) = 265,224 (p-value < 0,00001) 
  Statistica Durbin-Watson = 2,15423 
  Coefficiente di autocorrelazione del prim'ordine = -0,0783926 
  Criterio di informazione di Akaike (AIC) = 150,207 
  Criterio bayesiano di Schwarz (BIC) = 177,076 
  Criterio di Hannan-Quinn (HQC) = 161,014 34 
 
 
Equazione 5: TCM 
 
VARIABILE      COEFFICIENTE       ERRORE STD    STAT T   P-VALUE 
  const                      4,29841                  2,10141           2,045      0,04436 ** 
  TCC_1                   0,152491               0,233632          0,653      0,51597 
  TCC_2                   0,119640               0,228083          0,525      0,60147 
  TI_1                     -0,242163               0,277192         -0,874      0,38515 
  TI_2                    0,0422320               0,275106          0,154      0,87841 
  LIR_1                   -1,10323                  1,54874          -0,712      0,47849 
  LIR_2                    0,952291                1,56419           0,609      0,54452 
  SIR_1                     2,46744                0,969101          2,546      0,01297 ** 
  SIR_2                    -2,23982               0,956599         -2,341      0,02190 ** 
  TCM_1                  0,254691              0,100423          2,536      0,01332 ** 
  TCM_2                  0,196062              0,103558          1,893      0,06223 * 
 
  Somma dei quadrati dei residui = 1791,15 
  Errore standard dei residui = 4,91983 
  R-quadro = 0,361422 
  R-quadro corretto = 0,275128 
  Statistica F (10, 74) = 4,18825 (p-value = 0,00013) 
  Statistica Durbin-Watson = 2,03165 
  Coefficiente di autocorrelazione del prim'ordine = -0,0231507 
  Criterio di informazione di Akaike (AIC) = 522,296 
  Criterio bayesiano di Schwarz (BIC) = 549,166 
  Criterio di Hannan-Quinn (HQC) = 533,104 
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Risposte a uno shock in TCM pari a un errore standard 
 
periodo       TCC              TI                LIR              SIR 
   1          0,00000          0,00000      0,00000      0,00000  
   2         0,17404           0,42975      0,10176      0,15211  
   3        0,030481         0,23022      0,13142      0,20401  
   4         0,13853          0,18128       0,15892      0,26681  
   5        0,033602        0,18437       0,16868      0,29079  
   6        0,033188        0,16999       0,17647      0,30183  
   7      -0,0099793      0,16171       0,18114      0,30158  
   8       -0,025251       0,14895       0,18387      0,29612  
   9       -0,045532       0,13960       0,18461      0,28692  
  10      -0,055969      0,12981       0,18370      0,27561  
  11      -0,064039      0,12144       0,18144      0,26308  
  12      -0,067655      0,11354       0,17811      0,25004  
  13      -0,068933      0,10646       0,17398      0,23694  
  14      -0,068066     0,099954      0,16926      0,22413  
  15      -0,065892     0,094050      0,16412      0,21182  
  16      -0,062798     0,088661      0,15872      0,20013  
  17      -0,059195     0,083750      0,15316      0,18912  
  18      -0,055341     0,079262      0,14754      0,17883  
  19      -0,051443     0,075152      0,14193      0,16924  
  20      -0,047635     0,071377      0,13639      0,16034  
  21      -0,044009     0,067897      0,13096      0,15207  
  22      -0,040620     0,064677      0,12566      0,14440  
  23      -0,037495     0,061686      0,12051      0,13728  
  24      -0,034645     0,058898      0,11554      0,13065  
  25      -0,032064     0,056289      0,11075      0,12448  
  26      -0,029741     0,053838      0,10615      0,11872  
  27      -0,027658     0,051529      0,10172      0,11333  
  28      -0,025792     0,049347     0,097483      0,10827  
  29      -0,024123     0,047278     0,093419      0,10351  36 
 
  30      -0,022629     0,045313     0,089528     0,099028  
  31      -0,021288     0,043443     0,085804     0,094787  
  32      -0,020081     0,041659     0,082240     0,090769  
  33      -0,018991     0,039956     0,078830     0,086955  
  34      -0,018002     0,038327     0,075568     0,083329  
  35      -0,017100     0,036768     0,072445     0,079874  
  36      -0,016273     0,035275     0,069457     0,076580  
  37      -0,015511     0,033844     0,066596     0,073433  
  38      -0,014805     0,032472     0,063858     0,070426  
  39      -0,014147     0,031155     0,061235     0,067548  
  40      -0,013532     0,029892     0,058723     0,064794  
  41      -0,012954     0,028680     0,056317     0,062155  
  42      -0,012408     0,027517     0,054011     0,059626  
  43      -0,011891     0,026401     0,051802     0,057201 37 
 
 
Stima del secondo VAR ordinato nel seguente modo: [TI, TCC, LIR, SIR, TCM] 
Equazione 1: TI 
 
VARIABILE      COEFFICIENTE       ERRORE STD    STAT T   P-VALUE 
  const                    -1,35065                 0,899706         -1,501     0,13756 
  TI_1                 -0,00609313              0,118678         -0,051      0,95919 
  TI_2                    -0,108487                0,117785         -0,921       0,36001 
  TCC_1                 0,125829                 0,100028          1,258       0,21237 
  TCC_2              -0,0623168               0,0976527       -0,638      0,52535 
  LIR_1                 0,840794                  0,663086          1,268      0,20877 
  LIR_2                -0,634352                 0,669701         -0,947      0,34661 
  SIR_1                 0,115028                  0,414915          0,277      0,78237 
  SIR_2                 0,245032                 0,409563           0,598      0,55148 
  TCM_1              0,0964241              0,0429956          2,243      0,02791 ** 
  TCM_2           -0,000351630          0,0443378         -0,008     0,99369 
 
  Somma dei quadrati dei residui = 328,332 
  Errore standard dei residui = 2,1064 
  R-quadro = 0,410742 
  R-quadro corretto = 0,331112 
  Statistica F (10, 74) = 5,15816 (p-value = 1,07e-005) 
  Statistica Durbin-Watson = 1,99349 
  Coefficiente di autocorrelazione del prim'ordine = -0,000796459 
  Criterio di informazione di Akaike (AIC) = 378,086 
  Criterio bayesiano di Schwarz (BIC) = 404,956 
  Criterio di Hannan-Quinn (HQC) = 388,894 
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Equazione 2: TCC 
 
VARIABILE      COEFFICIENTE       ERRORE STD    STAT T     P-VALUE 
  const                     1,10294                0,995205           1,108       0,27134 
  TI_1                    -0,111796              0,131276          -0,852        0,39717 
  TI_2                     0,206595               0,130288           1,586        0,11708 
  TCC_1                 0,191674               0,110646           1,732         0,08738 * 
  TCC_2                 0,353871               0,108018           3,276         0,00160 *** 
  LIR_1                -0,404639               0,733470          -0,552         0,58283 
  LIR_2                 0,667858               0,740786            0,902         0,37022 
  SIR_1                -0,780893               0,458957          -1,701         0,09306 * 
  SIR_2                 0,387735               0,453036            0,856         0,39484 
  TCM_1             0,0390512            0,0475594           0,821         0,41422 
  TCM_2             0,0360773            0,0490441           0,736         0,46429 
 
  Somma dei quadrati dei residui = 401,733 
  Errore standard dei residui = 2,32998 
  R-quadro = 0,343383 
  R-quadro corretto = 0,254651 
  Statistica F (10, 74) = 3,86989 (p-value = 0,000302) 
  Statistica Durbin-Watson = 1,99923 
  Coefficiente di autocorrelazione del prim'ordine = -0,0312227 
  Criterio di informazione di Akaike (AIC) = 395,236 
  Criterio bayesiano di Schwarz (BIC) = 422,105 
  Criterio di Hannan-Quinn (HQC) = 406,044 
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Equazione 3: LIR 
 
VARIABILE      COEFFICIENTE       ERRORE STD    STAT T   P-VALUE 
  const                  -0,0284033             0,150608         -0,189       0,85093 
  TI_1                     0,0571857            0,0198665         2,879        0,00522 *** 
  TI_2                  -0,00624975           0,0197169       -0,317        0,75216 
  TCC_1                0,0264144             0,0167445        1,577         0,11895 
  TCC_2              -0,0142887             0,0163468        -0,874        0,38489 
  LIR_1                    1,34010               0,110999         12,073     <0,00001 *** 
  LIR_2                 -0,392371              0,112106         -3,500         0,00079 *** 
  SIR_1                 -0,138817            0,0694557        -1,999          0,04932 ** 
  SIR_2                  0,140537            0,0685597          2,050          0,04392 ** 
  TCM_1              0,0228314          0,00719736        3,172          0,00220 *** 
  TCM_2           -0,00873127         0,00742203       -1,176         0,24321 
 
  Somma dei quadrati dei residui = 9,20048 
  Errore standard dei residui = 0,352606 
  R-quadro = 0,97955 
  R-quadro corretto = 0,976787 
  Statistica F (10, 74) = 354,464 (p-value < 0,00001) 
  Statistica Durbin-Watson = 1,72773 
  Coefficiente di autocorrelazione del prim'ordine = 0,126694 
  Criterio di informazione di Akaike (AIC) = 74,2309 
  Criterio bayesiano di Schwarz (BIC) = 101,1 
  Criterio di Hannan-Quinn (HQC) = 85,0384 
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Equazione 4: SIR 
 
VARIABILE      COEFFICIENTE       ERRORE STD    STAT T   P-VALUE 
  const                   -0,158848               0,235474         -0,675      0,50204 
  TI_1                     0,0769436             0,0310609         2,477      0,01553 ** 
  TI_2                    0,0359038             0,0308271         1,165       0,24789 
  TCC_1                0,0192327             0,0261797         0,735       0,46488 
  TCC_2             -0,00690133           0,0255580        -0,270        0,78789 
  LIR_1                  0,336478               0,173545           1,939        0,05633 * 
  LIR_2                 -0,261313               0,175276         -1,491        0,14025 
  SIR_1                   1,12630                0,108593          10,372    <0,00001 *** 
  SIR_2                -0,260407               0,107192          -2,429        0,01755 ** 
  TCM_1              0,0341288             0,0112529         3,033        0,00334 *** 
  TCM_2             -0,0172097            0,0116042        -1,483        0,14231 
 
  Somma dei quadrati dei residui = 22,4904 
  Errore standard dei residui = 0,551293 
  R-quadro = 0,972856 
  R-quadro corretto = 0,969188 
  Statistica F (10, 74) = 265,224 (p-value < 0,00001) 
  Statistica Durbin-Watson = 2,15423 
  Coefficiente di autocorrelazione del prim'ordine = -0,0783926 
  Criterio di informazione di Akaike (AIC) = 150,207 
  Criterio bayesiano di Schwarz (BIC) = 177,076 
  Criterio di Hannan-Quinn (HQC) = 161,014 41 
 
 
Equazione 5: TCM 
 
VARIABILE      COEFFICIENTE       ERRORE STD    STAT T   P-VALUE 
  const                     4,29841                  2,10141            2,045     0,04436 ** 
  TI_1                     -0,242163               0,277192         -0,874     0,38515 
  TI_2                    0,0422320              0,275106           0,154     0,87841 
  TCC_1                  0,152491               0,233632           0,653     0,51597 
  TCC_2                  0,119640               0,228083           0,525     0,60147 
  LIR_1                  -1,10323                  1,54874           -0,712     0,47849 
  LIR_2                  0,952291                 1,56419            0,609     0,54452 
  SIR_1                    2,46744                 0,969101          2,546     0,01297 ** 
  SIR_2                  -2,23982                 0,956599         -2,341     0,02190 ** 
  TCM_1                0,254691               0,100423           2,536     0,01332 ** 
  TCM_2                0,196062               0,103558           1,893     0,06223 * 
 
  Somma dei quadrati dei residui = 1791,15 
  Errore standard dei residui = 4,91983 
  R-quadro = 0,361422 
  R-quadro corretto = 0,275128 
  Statistica F (10, 74) = 4,18825 (p-value = 0,00013) 
  Statistica Durbin-Watson = 2,03165 
  Coefficiente di autocorrelazione del prim'ordine = -0,0231507 
  Criterio di informazione di Akaike (AIC) = 522,296 
  Criterio bayesiano di Schwarz (BIC) = 549,166 
  Criterio di Hannan-Quinn (HQC) = 533,104 
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Risposte a uno shock in TCM pari a un errore standard 
 
periodo           TI          TCC          LIR          SIR 
   1          0,00000         0,00000       0,00000      0,00000  
   2          0,42975        0,17404        0,10176      0,15211  
   3          0,23022       0,030481      0,13142      0,20401  
   4          0,18128        0,13853        0,15892      0,26681  
   5          0,18437       0,033602      0,16868      0,29079  
   6          0,16999       0,033188      0,17647      0,30183  
   7          0,16171     -0,0099793    0,18114      0,30158  
   8          0,14895      -0,025251      0,18387      0,29612  
   9          0,13960      -0,045532      0,18461      0,28692  
  10        0,12981      -0,055969      0,18370      0,27561  
  11        0,12144      -0,064039      0,18144      0,26308  
  12        0,11354      -0,067655      0,17811      0,25004  
  13        0,10646      -0,068933      0,17398      0,23694  
  14       0,099954    -0,068066      0,16926      0,22413  
  15       0,094050    -0,065892      0,16412      0,21182  
  16       0,088661    -0,062798      0,15872      0,20013  
  17       0,083750    -0,059195      0,15316      0,18912  
  18       0,079262    -0,055341      0,14754      0,17883  
  19       0,075152    -0,051443      0,14193      0,16924  
  20       0,071377    -0,047635      0,13639      0,16034  
  21       0,067897    -0,044009      0,13096      0,15207  
  22       0,064677    -0,040620      0,12566      0,14440  
  23       0,061686    -0,037495      0,12051      0,13728  
  24       0,058898    -0,034645      0,11554      0,13065  
  25       0,056289    -0,032064      0,11075      0,12448  
  26       0,053838    -0,029741      0,10615      0,11872  
  27       0,051529    -0,027658      0,10172      0,11333  
  28       0,049347    -0,025792     0,097483      0,10827  
  29       0,047278    -0,024123     0,093419      0,10351  43 
 
  30       0,045313    -0,022629     0,089528     0,099028  
  31       0,043443    -0,021288     0,085804     0,094787  
  32       0,041659    -0,020081     0,082240     0,090769  
  33       0,039956    -0,018991     0,078830     0,086955  
  34       0,038327    -0,018002     0,075568     0,083329  
  35       0,036768    -0,017100     0,072445     0,079874  
  36       0,035275    -0,016273     0,069457     0,076580  
  37       0,033844    -0,015511     0,066596     0,073433  
  38       0,032472    -0,014805     0,063858     0,070426  
  39       0,031155    -0,014147     0,061235     0,067548  
  40       0,029892    -0,013532     0,058723     0,064794  
  41       0,028680    -0,012954     0,056317     0,062155  
  42       0,027517    -0,012408     0,054011     0,059626  




Alla fine, quando tutti ormai avevano perso le speranze, è arrivato anche per me il momento 
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