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Abstract
Recently, Ross [20] argued that it is possible to recover an objective measure from a risk-
neutral measure. His model assumes that there is a finite-state Markov process Xt that drives
the economy in discrete time t ∈ N. Many authors extended his model to a continuous-time
setting with a Markov diffusion process Xt with state space R. Unfortunately, the continuous-
time model fails to recover an objective measure from a risk-neutral measure in general. We
determine under which information recovery is possible in the continuous-time model. It was
proven that if Xt is recurrent under the objective measure, then recovery is possible. In this
article, when Xt is transient under the objective measure, we investigate what information
is sufficient to recover.
Keywords: Ross recovery, Markovian pricing operators, recurrence, transience
1 Introduction
Quantitative finance theory involves two related probability measures: a risk-neutral measure and
an objective measure. The risk-neutral measure determines the prices of assets and options in a
financial market. The risk-neutral measure is distinct from the objective measure, which describes
the actual stochastic dynamics of markets. The conventional belief is that one cannot determine
an objective measure by observing a risk-neutral measure. The best known example capturing
this belief is the Black-Scholes model, which says that the drift of a stock under a risk-neutral
measure is independent of the drift of the stock under an objective measure.
Recently, Ross [20] questioned this belief and argued that it is possible to recover an objective
measure from a risk-neutral measure under some circumstances. His model assumes that there is
an underlying process Xt that drives the entire economy with a finite number of states on discrete
time t ∈ N. This result can be of great interest to finance researchers and investors, and thus it
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is highly valuable to extend the Ross model to a continuous-time setting, which is practical and
useful in finance.
In this paper, we investigate the possibility of recovering in a continuous-time setting t ∈ R
with a time-homogeneous Markov diffusion process Xt with state space R. In this setting, the
risk-neutral measure contains some information about an objective measure. In general, however,
the model unfortunately fails to recover an objective measure from a risk-neutral measure.
A key idea of recovery theory is that the reciprocal of the pricing kernel is expressed in the form
eβt φ(Xt) for some constant β and positive function φ(·). For example, in the consumption-based
capital asset model in [4] and [13], the pricing kernel is expressed in the above form. The basis
of recovery theory is finding β and φ(·). Thus, we obtain the pricing kernel and the relationship
between the objective measure and the risk-neutral measure.
We will see that β and φ(·) satisfy the second-order differential equation
1
2
σ2(x)φ′′(x) + k(x)φ′(x)− r(x)φ(x) = −β φ(x) . (1.1)
Thus, recovery theory is transformed into a problem of finding a particular solution pair (β, φ) of
this particular differential equation with φ(·) > 0. If such a solution pair were unique, then we
could successfully recover the objective measure. Unfortunately, this approach categorically fails
to achieve recovery because such a solution pair is never unique.
Many authors have extended the Ross model to a continuous-time setting and have also con-
fronted the non-uniqueness problem. To overcome the non-uniqueness problem, all authors as-
sumed more conditions onto their models so that the differential equation (1.1) has a unique
solution pair satisfying the conditions.
Carr and Yu [5] introduced the notion of Long’s discovery of the numeraire portfolio to extend
the Ross model to a continuous-time setting. They assumed Long’s portfolio depends on time t
and the underlying process Xt, and then they derived the above differential equation (1.1). Carr
and Yu also assumed that the process Xt is a time-homogeneous Markov diffusion on a bounded
interval with regular boundaries at both endpoints. They also implicitly assumed that φ(·) is in
L2(w) for some measure w to apply the regular Sturm-Liouville theory, thereby obtaining a unique
solution pair satisfying these conditions. Dubynskiy and Goldstein [7] explored Markov diffusion
models with reflecting boundary conditions.
Walden [21] extended the results of Carr and Yu to the case that Xt is an unbounded process.
Walden proved that recovery is possible if the process Xt is recurrent under the objective measure.
In addition, he showed that when recovery is possible in the unbounded case, approximate recovery
is possible from observing option prices on a bounded subinterval.
Qin and Linetsky [17] proved that recovery is possible if Xt is recurrent and the pricing kernel
admits a Hansen-Scheinkman decomposition. They also showed that the Ross recovery has a
close connection with Roger’s potential approach to the pricing kernel. Borovicka, Hansen and
Scheinkman [2] showed that the recovery is possible if the process Xt is stochastically stable under
the objective measure. They also discussed applications of the recovery theory to finance and
economics.
The papers of Borovicka, Hansen and Scheinkman [2], Qin and Linetsky [17] and Walden [21]
assumed a common condition on Xt. Specifically, Xt is recurrent under the objective measure.
The mathematical rationale for this condition is to overcome the non-uniqueness problem of the
differential equation (1.1). Indeed, if existent, there is a unique solution pair (β, φ) of the equation
(1.1) satisfying this condition and we will review this condition in Section 5.1.
2
In this article, we investigate the possibility of recovery when the process Xt is transient under
the objective measure. We explore in this case what information is sufficient to recover. One of the
main contributions is that if β is known and if Xt is non-attracted to the left (or right) boundary
under the objective measure, then recovery is possible. To achieve this, we establish a graphical
understanding of recovery theory. This topic is discussed in Section 4 and 5. In Section 6, two
examples of recovery theory are explored: the Cox-Ingersoll-Ross (CIR) interest rate model and
the Black-Scholes stock model. Section 7 summarizes this article.
2 Markovian pricing operators
A financial market is defined as a probability space (Ω,F ,P) having a one-dimensional Brownian
motion Bt with the filtration F = (Ft)∞t=0 generated by Bt. All the processes in this article are
assumed to be adapted to the filtration F . P is the objective measure of this market. We assume
that there are a state variable Xt and a positive numeraire Gt in the market.
LetQ be an equivalent measure on the market (Ω,F ,P) such that each risky asset discounted by
the numeraire Gt is a martingale under measure Q. It is customary that this measure Q is referred
to as a risk-neutral measure when Gt is a money market account. In this article, however, for any
given positive numeraire Gt, we say Q is a risk-neutral measure with respect to Gt. Set the Radon-
Nikodym derivative by Σt =
dQ
dP
∣∣
Ft , which is known to be a martingale process on (Ω,F ,P) for
0 < t < T. Using the martingale representation theorem, we can write in the stochastic differential
equation form dΣt = −ρtΣt dBt for some ρt. It is well-known that Wt defined by
dWt := ρtdt+ dBt (2.1)
is a Brownian motion under Q. We define the reciprocal of the pricing kernel by Lt = Gt/Σt.
Assumption 1. The state variable Xt is a time-homogeneous Markov diffusion process satisfying
dXt = b(Xt) dt+ σ(Xt) dWt , X0 = ξ .
The range of Xt is an open interval I = (c, d) with −∞ ≤ c < d ≤ ∞. b(·) and σ(·) are continuously
differentiable on I and that σ(x) > 0 for x ∈ (c, d).
It is implicitly assumed that both endpoints are unattainable because the range of the process is
an open interval.
Assumption 2. The dynamics of the numeraire Gt is determined by Xt. More precisely, Gt follows
dGt
Gt
= (r(Xt) + v
2(Xt)) dt+ v(Xt) dWt , G0 = 1 .
Assume that r and v are continuously differentiable on I and
exp
(
−1
2
∫ t
0
v2(Xs) ds−
∫ t
0
v(Xs) dWs
)
is a martingale.
We assume that we can extract theses four functions b(·), σ(·), r(·) and v(·) from market prices
data, thus they are assumed to be known ex ante. The above martingale assumption is to define
a new measure by using the Girsanov theorem, for example, in the proof of Theorem E.1. It
is noteworthy that if there is a money market account with interest rate, denoted by rt, in the
market, then rt is equal to r(Xt) because e
∫ t
0 rs ds ·G−1t is a martingale under Q.
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Assumption 3. Assume that (the reciprocal of) the pricing kernel Lt is transition independent
in the sense that there are a positive function φ ∈ C2(I) and a real number β such that
Lt = e
βt φ(Xt)φ
−1(ξ) . (2.2)
In this case, we say (β, φ) is a principal pair of the market.
The basis of recovery theory is finding the principal pair (β, φ) and then obtaining the objective
measure P by setting the Radon-Nikodym derivative
dP
dQ
∣∣∣∣
Ft
= Σ−1t = e
βt φ(Xt)φ
−1(ξ)G−1t .
One important aspect in implementing the recovery approach is to decide how to choose state
variables Xt. Many processes can serve as a state variable and the choice of a state variable depends
on the purpose of use. One way is the short interest rate rt. Investors interested in the price of
bonds want to find the dynamics of rt under an objective measure. Plenty of examples with
interest rate state variables can be found in [18]. Another way is a stock market index process
such as the Dow Jones Industrial Average and Standard & Poor’s (S&P) 500. Refer to [1] for an
empirical analysis of recovery theory with the state variable S&P 500.
3 Transformed measures
We investigate how recovery theory is transformed into a problem of a differential equation. Ap-
plying the Ito formula to the definition of Lt, we know
dLt = (r(Xt) + v
2(Xt) + v(Xt)ρt)Lt dt+ (v(Xt) + ρt)Lt dWt .
From (2.2), we also have
dLt =
(
β +
1
2
(σ2φ′′φ−1)(Xt) + (bφ′φ−1)(Xt)
)
Lt dt+ (σφ
′φ−1)(Xt)Lt dWt .
By comparing these two equations, we obtain
1
2
σ2φ′′ + (b− vσ)φ′ − rφ = −β φ ,
ρt = (σφ
′φ−1 − v)(Xt) .
(3.1)
For convenience, set k(x) := (b − vσ)(x). Using notation L defined by Lφ(x) = 1
2
σ2(x)φ′′(x) +
k(x)φ′(x)− r(x)φ(x), we have the following theorem.
Theorem 3.1. Let (β, φ) be the principal pair of the market. Then (β, φ) satisfies Lφ = −βφ.
In other words, if (λ, h) is a solution pair of Lh = −λh with h > 0, then (λ, h) is a candidate pair
for the principal pair of Xt.
We are interested in a solution pair (λ, h) of Lh = −λh with positive function h. There are
two possibilities.
(i) there is no positive solution h for any λ ∈ R, or
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(ii) there exists a number β such that it has two linearly independent positive solutions for
λ < β, has no positive solution for λ > β and has one or two linearly independent solutions
for λ = β.
Refer to page 146 and 149 in [16]. In this article, we implicitly assumed the second case by
Assumption 3.
It is easily checked that
eλt h(Xt)h
−1(ξ)G−1t
is a local martingale under Q. When this is a martingale, one can attempt to recover the objective
measure P by setting this as a Radon-Nikodym derivative.
Definition 1. Let (λ, h) be a solution pair of Lh = −λh with positive function h. Suppose that
eλt h(Xt)h
−1(ξ)G−1t is a martingale. A measure obtained from the risk-neutral measure Q by the
Radon-Nikodym derivative
d ·
dQ
∣∣∣∣
Ft
= eλt h(Xt)h
−1(ξ)G−1t
is called the transformed measure with respect to the pair (λ, h).
Clearly, the transformed measure with respect to the principal pair is the objective measure P.
We have the following proposition by (2.1) and (3.1).
Proposition 3.2. A process Bht defined by dB
h
t = −(σh′h−1 − v)(Xt) dt + dWt is a Brownian
motion under the transformed measure with respect to (λ, h). Furthermore, Xt follows
dXt = (b− vσ + σ2h′h−1)(Xt) dt+ σ(Xt) dBht
= (k + σ2h′h−1)(Xt) dt+ σ(Xt) dBht .
(3.2)
Occasionally, we use the notation Bt instead of B
h
t without ambiguity.
Even when eλt h(Xt)h
−1(ξ)G−1t is not a martingale, we can consider the diffusion process
corresponding to (3.2).
Definition 2. The diffusion process Xt defined by
dXt = (k + σ
2h′h−1)(Xt) dt+ σ(Xt) dBt
is called the diffusion process induced by (λ, h).
4 Recurrence and transience
4.1 Mathematical preliminaries
We establish the mathematical preliminaries for recurrent and transient processes. The contents
of this section are indebted to [8], [12] and [14]. Consider the diffusion process induced by (λ, h) :
dXt = µ(Xt) dt+ σ(Xt) dBt , X0 = ξ ,
where µ(·) = (k + σ2h′h−1)(·). A measure S defined by
dS(x) := e
− ∫ xξ 2µ(y)σ2(y) dy dx = h2(ξ)
h2(x)
e
− ∫ xξ 2k(y)σ2(y) dy dx
is called the scale measure of the process with respect to the pair (λ, h).
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Definition 3. The left boundary c is attracting if S((c, ξ]) < ∞ and non-attracting otherwise.
Similarly, we say the right boundary d is attracting if S([ξ, d)) <∞ and non-attracting otherwise.
Define a stopping time τ by the following way. Let (cn)
∞
n=1, (dn)
∞
n=1 be strictly monotone sequences
with limits c and d, respectively. Set τn := inf { t > 0 |Xt /∈ (cn, dn) } and τ := limn→∞ τn.
Proposition 4.1. The left boundary c is non-attracting if and only if
Prob
(
lim
t→τ
Xt = c
)
= 0 .
It is similar to the right boundary d.
Proposition 4.2. Xt is recurrent if and only if both boundary points c and d are non-attracting.
4.2 Graphical understanding
We establish a graphical understanding of recovery theory. Recall that X0 = ξ in Assumption 1.
The purpose of this section is to understand the graphs shown in Figure 1 and 2. A solution h
of a second-order differential equation is uniquely determined by the initial value and the initial
velocity. By normalizing, we may assume h(ξ) = 1 such that a solution is determined by h′(ξ). In
this section, we describe the relationship between h′(ξ) and the recovery of Xt with respect to h.
Occasionally, we use the terminology without ambiguity: the transformed measure with respect
to tuple (λ, h′(ξ)) means the transformed measure with respect to pair (λ, h). The two terms tuple
and pair will be used to distinguish between these meanings.
Definition 4. We say (λ, h′(ξ)) ∈ R2 is a candidate tuple or we say (λ, h) is a candidate pair if
(λ, h) is a solution pair of Lh = −λh with h(·) > 0 and h(ξ) = 1. Denote the set of the candidate
tuples by C.
C := {(λ, h′(ξ)) ∈ R2∣∣Lh = −λh, h > 0, h(ξ) = 1} .
We investigate graphical properties of C. Let β be the maximum value of the first coordinate
of elements of C, that is, β := max{ λ | (λ, z) ∈ C } . The maximum β is achieved as we discussed
in Section 3. For any λ with λ ≤ β, we set
Mλ := sup
(λ,z)∈C
z , mλ := inf
(λ,z)∈C
z .
Proposition 4.3. Let λ ≤ β. For any z with mλ ≤ z ≤Mλ, the tuple (λ, z) is in C.
Therefore, the supremum and infimum are, in fact, the maximum and minimum, respectively.
Furthermore, the λ-slide of C is a connected and compact set. See Appendix A for proof.
Theorem 4.4. The diffusion process induced by tuple (λ,Mλ) is non-attracted to the left bound-
ary. For z with mλ ≤ z < Mλ, the diffusion process induced by tuple (λ, z), is attracted to the
left boundary.
Similarly, the diffusion process induced by tuple (λ,mλ) is non-attracted to the right boundary.
For z with mλ < z ≤ Mλ, the diffusion process induced by tuple (λ, z) is attracted to the right
boundary. Therefore, for z with mλ < z < Mλ, the diffusion process induced by tuple (λ, z) is
attracted to both boundaries. For proof, see Appendix B.
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Proposition 4.5. Mλ is a strictly decreasing function of λ and mλ is a strictly increasing function
of λ for λ ≤ β.
See Appendix C for proof.
Corollary 4.6. For β, there are two possibilities:
(i) there is a unique number z such that (β, z) is in C. In this case, the tuple (β, z) is the unique
tuple in C such that the induced diffusion process is recurrent.
(ii) there is an infinite number of z’s such that (β, z) is in C. In this case, for any such tuple
(β, z) in C, the induced diffusion process Xt is transient.
Refer to Section 6 for examples of (i) and also see Appendix F for an example of (ii). In Figure 1,
the left graph is the case of (i) and the right graph is the case of (ii).
Figure 1: Candidate sets
We now explore a particular subset of C. In general, for a candidate pair (λ, h), eλt h(Xt)G−1t
is a local martingale. We are interested in pairs that induce martingales.
Definition 5. Let (λ, h) be a candidate pair. We say (λ, h′(ξ)) is an admissible tuple or we say
(λ, h) is an admissible pair if eλt h(Xt)G
−1
t is a martingale. Denote the set of the admissible tuples
by A.
A := {(λ, h′(ξ)) ∈ R2∣∣ (λ, h) is a candidate pair and eλt h(Xt)G−1t is a martingale} .
One of the main purposes of this section is to investigate the graphical properties of A with the
notion of recurrence and transience. It is noteworthy that C and A depend on ξ.
Proposition 4.7. Let λ ≤ β and let mλ < z < Mλ. If two tuples (λ,mλ) and (λ,Mλ) are in A,
then (λ, z) is in A. If at least one of (λ,mλ) and (λ,Mλ) is not in A, then (λ, z) is not in A.
See Appendix D for proof.
Proposition 4.8. Let δ < λ ≤ β. If (δ,Mδ) is in A, then (λ,Mλ) is also in A. Similarly, if (δ,mδ)
is in A, then (λ,mλ) is also in A.
7
Refer to Appendix E for proof.
Proposition 4.9. Consider the case of (i) in Corollary 4.6. For β, suppose that there is a unique
number z such that (β, z) is in C. Then (β, z) is in A.
For proof, see [16]. Figure 2 displays two examples of admissible set and summarizes this section.
Figure 2: Admissible sets
5 Recurrent and transient recovery
5.1 Recurrent recovery
We review recovery theory with the assumption that Xt is recurrent under the objective measure.
With this assumption, we can successfully recover the objective measure from the risk-neutral
measure. This theory is especially useful when the state variable Xt is an interest rate process
because the actual dynamics of an interest rate is usually recurrent or mean-reverting in the actual
real-world measure.
Proposition 5.1. If it exists, there is a unique admissible pair (β, φ) of Lφ = −β φ with φ > 0
such that Xt is recurrent under the transformed measure with respect to the pair (β, φ). In this
case, we have β = max{ λ | (λ, z) ∈ A } .
This proposition is easily obtained from Section 4.2 and gives the following theorem.
Theorem 5.2. (Recurrent recovery) Suppose Xt is recurrent under the objective measure P. We
can then recover the objective measure P from the risk-neutral measure Q.
5.2 Transient recovery
We encounter several conditions under which we can recover the objective measure when Xt
is transient under the objective measure. The state variable Xt is always transient under the
transformed measure with respect to an admissible pair (λ, h) for any λ < β. Therefore, without
further information, recovery is impossible when the process Xt is transient under the objective
measure.
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We assume that we know the value β. Despite knowing this value β, we cannot achieve re-
covery in general. However, the following theorem says that recovery is possible under some
circumstances. The proof is direct from Proposition 4.7.
Theorem 5.3. (Transient recovery) Suppose we know the value β. If only one of (β,mβ) and
(β,Mβ) is an admissible tuple, then we can recover the objective measure P from the risk-neutral
measure Q.
When both of (β,mβ) and (β,Mβ) are admissible tuples, we cannot uniquely determine the ob-
jective measure P because there is an infinite number of admissible pairs.
We investigate another way for recovery. We will see that there is only one way to recover the
objective measure such that Xt is non-attracted to the left (or right) boundary.
Proposition 5.4. For any fixed λ with λ ≤ β, if it exists, there is a unique admissible pair (λ, h)
such that Xt is non-attracted to the left boundary under the corresponding transformed measure.
In this case, h′(ξ) = Mλ.
Similarly, if it exists, there is a unique admissible pair (λ, h) such that Xt is non-attracted to
the right boundary under the corresponding transformed measure. In this case, h′(ξ) = mλ. This
proposition is easily obtained from Section 4.2 and gives the following theorem.
Theorem 5.5. (Transient recovery) Suppose we know the value β. If Xt is non-attracted to the
left (or right) boundary under the objective measure P, then we can recover the objective measure
P from the risk-neutral measure Q.
If Xt is attracted to both boundaries under the objective measure P, then both (β,mβ) and (β,Mβ)
are admissible tuples. Thus there is an infinite number of admissible tuples such that Xt is at-
tracted to both boundaries under the corresponding transformed measure.
We now shift our attention to the choice of β. When Xt is non-attracted to the left (right)
boundary, to recover the objective measure, we confront a problem of determining the value β.
How can we choose the value? One way is to use the long-term yield of bonds, which is defined by
lim
t→∞
(
−1
t
· logEQ [G−1t ]) .
See [15] and [18] as a reference.
6 Applications
6.1 Interest rates
We investigate the recovery theorem when the state variable Xt is an interest rate process rt and
the numeraire is the money market account:
Xt = rt , Gt = e
∫ t
0 rs ds .
Assume that rt follows drt = k(rt) dt+ σ(rt) dWt. Then
1
2
σ2(r)h′′(r) + k(r)h′(r)− rh(r) = −λh .
is the corresponding second-order differential equation.
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Example 6.1. We explore the CIR model:
drt = a(θ − rt) dt+ σ√rt dWt
with the Feller condition 2aθ ≥ σ2. Consider
1
2
σ2rh′′(r) + a(θ − r)h′(r)− rh(r) = λh
with h(r0) = 1. Set k :=
√
a2+2σ2−a
σ2
. It can be shown that the maximum value β is equal to kaθ.
For any fixed λ with λ ≤ kaθ, denote the functions corresponding to tuples (λ,Mλ) and (λ,mλ)
by hλ(·) and gλ(·), respectively. Then we have hλ(x) = ψλ(x)/ψλ(r0) where
ψλ(x) := e
−kxK
(
λ− kaθ√
a2 + 2σ2
,
2aθ
σ2
,
2x
√
a2 + 2σ2
σ2
)
.
Here, K( ·, · , · ) is the Kummer confluent hypergeometric function. Refer to [17] for more details
about gλ. It can be shown that (λ,Mλ) is an admissible tuple, but (λ,mλ) is not. Thus, the
admissible set A is described by
A = { (λ, h′λ(r0)) ∈ R2 |λ ≤ kaθ } .
See [17] for more details.
Interest rates are usually recurrent in the real world; therefore, we assume that rt is recurrent
under the objective measure. (kaθ, e−k(r−r0)) is the only admissible pair that induces the recurrent
Xt under the corresponding transformed measure and under which the Xt is expressed by
drt =
√
a2 + 2σ2
(
aθ√
a2 + 2σ2
− rt
)
dt+ σ
√
rt dBt .
6.2 Stock prices
We investigate the recovery theorem when the state variableXt is a stock price St and the dividends
of the stock are paid out continuously with rate δ(St) dt. Here δ(·) is a deterministic function and
the case of δ(·) = 0 is not excluded. Let the numeraire Gt be the wealth process defined by
Gt = Ste
∫ t
0 δ(Su) du .
Assume that the dynamics of St is given by
dSt = (r(St)− δ(St) + σ2(St))St dt+ σ(St)St dWt .
Then it follows that
dGt
Gt
= (r(St) + σ
2(St)) dt+ σ(St) dWt .
The corresponding second-order differential equation is
1
2
σ2(s)s2h′′(s) + (r(s)− δ(s))sh′(s)− r(s)h(s) = −λh(s) .
It is noteworthy that that if there is a money market account with a constant interest rate r in
the market, then r(St) = r.
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Example 6.2. Assume that the state variable is a stock price St and the dividends of the stock
are paid out continuously with rate δ dt. Suppose St follows a geometric Brownian motion
dSt = (r − δ + σ2)St dt+ σSt dWt , S0 = 1
and the numeraire is Gt = Ste
δt. Consider
1
2
σ2s2h′′(s) + (r − δ)sh′(s)− rh(s) = −λh(s) .
We want to find the candidate set and the admissible set. For λ < 1
2
(
σ
2
− r−δ
σ
)2
+r, these solutions
are given by h(s) = c sl1 + (1− c) sl2 for 0 ≤ c ≤ 1 where
l1 =
1
2
− r − δ
σ2
−
√(
1
2
− r − δ
σ2
)2
+
2(r − λ)
σ2
,
l2 =
1
2
− r − δ
σ2
+
√(
1
2
− r − δ
σ2
)2
+
2(r − λ)
σ2
,
thus we have mλ = l1, Mλ = l2. For λ =
1
2
(
σ
2
− r−δ
σ
)2
+ r, the only positive solution h with
h(1) = 1 is h(x) = x
1
2
− r−δ
σ2 and mλ = Mλ =
1
2
− r−δ
σ2
. For λ > 1
2
(
σ
2
− r−δ
σ
)2
+r, there are no positive
solutions. Thus, the candidate set is obtained. It can be easily shown that the admissible set is
equal to the candidate set.
If St is recurrent under the objective measure, then the transformed measure with respect to
tuple
(
1
2
(
σ
2
− r−δ
σ
)2
+ r, 1
2
− r−δ
σ2
)
is the objective measure. We used Theorem 5.2. Under this
measure, St follows
dSt =
1
2
σ2St dt+ σSt dBt .
We now assume that St is non-attracted to 0 and the value β
(
≤ 1
2
(
σ
2
− r−δ
σ
)2
+ r
)
is known.
Then, by Theorem 5.5, the transformed measure with respect to tuple
(β,Mβ) =
β , 1
2
− r − δ
σ2
+
√(
1
2
− r − δ
σ2
)2
+
2(r − β)
σ2

is the objective measure, under which St follows
dSt =
σ2
2
+
√(
σ2
2
− (r − δ)
)2
+ 2σ2(r − β)
St dt+ σSt dBt .
As a particular case, if β is equal to the long-term yield of bonds
lim
t→∞
(
−1
t
· logEQ [G−1t ]) = r ,
then St follows
dSt =
(
σ2
2
+
∣∣∣∣r − δ − σ22
∣∣∣∣)St dt+ σSt dBt
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under the objective measure. The numeraire Gt satisfies dGt = µGt dt+ σGt dBt with
µ :=
σ2
2
+ δ +
∣∣∣∣r − δ − σ22
∣∣∣∣ .
Thus, the Sharpe ratio of Gt is
µ− r
σ
=

σ +
2(δ − r)
σ
if r < δ +
σ2
2
0 if r ≥ δ + σ
2
2
.
7 Conclusion
This article extended the Ross model to a continuous-time setting model. In a continuous-time
setting, the risk-neutral measure contains some information about the objective measure. Unfortu-
nately, the model fails to recover an objective measure from a risk-neutral measure. We discussed
several conditions under which the recovery of the objective measure from the risk-neutral mea-
sure is possible in a continuous-time model. When the state variable Xt is recurrent under the
objective measure, recovery is possible.
We also determined the type of information that is sufficient for recovery when Xt is transient.
It was shown that when Xt is transient, recovery is possible if the value β is known and only one
of (β,mβ) and (β,Mβ) is an admissible tuple. We can also recover the objective measure if the
value β is known and Xt is non-attracted to the left (or right) boundary.
The following extensions for future research are suggested. First, it would be interesting to find
sufficient conditions under which recovery is possible when Xt is attracted to both boundaries.
We could not offer such conditions in this article. Second, it would be valuable to find financially
and economically reasonable ways to determine β. Finally, much work remains to be conducted
on the implementation and empirical testing of recovery theory in future research.
A Proof of Proposition 4.3
Proposition A.1. A solution h of Lh = −λh can be expressed by h = uq, where q(x) =
e
− ∫ x0 k(y)σ2(y) dy and u is a solution of
u′′(x) +
(
− d
dx
(
k(x)
σ2(x)
)
− k
2(x)
σ4(x)
+
2(−r(x) + λ)
σ2(x)
)
u(x) = 0 .
This can be shown by direct calculation. For more details, refer to [21], page 36.
We now prove Proposition 4.3.
Proof. For convenience, we may assume that ξ = 0, the left boundary is −∞ and the right
boundary is ∞. Let h be a positive solution of Lh = −λh with h(0) = 1. Another solution, which
is independent of h, is
h(x)
∫ x
0
1
h2(y)
e
− ∫ y0 2k(z)σ2(z) dz dy .
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(It can be obtained by direct calculation). Let S be the scale measure with respect to the pair
(λ, h), then
h(x)
∫ x
0
1
h2(y)
e
− ∫ y0 2k(z)σ2(z) dz dy = h(x) · S([0, x)) .
The general solutions of Lh = −λh are expressed by h(x) (c1 + c2 · S([0, x))) . Assume that at
least one of S((−∞, 0]) and S([0,∞)) is finite. (Otherwise, h is the unique positive solution
of Lh = −λh, so mβ = z = Mβ, in which case we have nothing to prove). We may assume
S((−∞, 0]) <∞. Set B := S((−∞, 0]). The general (normalized to hc(0) = 1) solution is expressed
by
hc(x) := h(x)
(
(1− c) + c
B
· S((−∞, x])
)
,
which is a positive function for and only for 0 ≤c ≤ 1 if S([0,∞)) =∞−B
D
≤c ≤ 1 if D := S([0,∞)) <∞
Using h′c(0) = h
′(0) + c
B
, we have that
Mλ = h
′(0) +
1
B
, mλ = h
′(0) if S([0,∞)) =∞
Mλ = h
′(0) +
1
B
, mλ = h
′(0)− 1
D
if D = S([0,∞)) <∞
Furthermore, h′c(0) can be any value in [mλ,Mλ]. Hence, for any z with mλ ≤ z ≤ Mλ, the tuple
(λ, z) is in A. This completes the proof.
B Proof of Theorem 4.4
Proof. For convenience, we may assume that ξ = 0, the left boundary is −∞ and the right
boundary is ∞. Suppose that the diffusion process induced by tuple (λ,Mλ) is attracted to the
left boundary. Denote the scale measure with respect to tuple (λ,Mλ) by S. We have B :=
S((−∞, 0]) < ∞. By the proof of Proposition 4.3, we know that (λ, h′(0) + 1
B
) = (λ,Mλ +
1
B
) is
in C. This is a contradiction.
We now show that for z with mλ ≤ z < Mλ, the diffusion process induced by tuple (λ, z) is
attracted to the left boundary. Let h and g be the functions corresponding to tuple (λ,Mλ) and
(λ, z), respectively. Recall q(x) = e
− ∫ x0 k(y)σ2(y) dy in Proposition A.1. Write h = uq and g = vq. It can
be easily checked that u(0) = v(0) = 1 and u′(0) > v′(0). Set Γ := u
′
u
− v′
v
. By direct calculation,
we have Γ′ = −Γ2 − 2v′
v
Γ. Because Γ(0) > 0 and Γ = 0 is an equilibrium point, we know that
Γ(x) ≥ 0 for all x. By differentiating Γ(x) e
∫ x
0
(
Γ(y)+
2v′(y)
v(y)
)
dy
, we have(
Γ′(x) + Γ2(x) +
2v′(x)
v(x)
Γ(x)
)
e
∫ x
0
(
Γ(y)+
2v′(y)
v(y)
)
dy
= 0 .
Thus, Γ(x) e
∫ x
0
(
Γ(y)+
2v′(y)
v(y)
)
dy
= Γ(0), which yields
v−2(x) = e−
∫ x
0
2v′
v
dy =
Γ(x)
Γ(0)
e
∫ x
0 Γ(y) dy .
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We obtain that∫ 0
−∞
1
g2(y)
e
− ∫ y0 2k(z)σ2(z) dz dy =
∫ 0
−∞
v−2(y) dy
=
1
Γ(0)
∫ 0
−∞
Γ(y) e
∫ y
0 Γ(z) dz dy
=
1
Γ(0)
(
1− e−
∫ 0
−∞ Γ(y) dy
)
≤ 1
Γ(0)
<∞ .
Therefore, the diffusion process induced by (λ, z) is attracted to −∞.
C Proof of Proposition 4.5
Proof. Let δ < λ. Let g be a positive function of Lg = −δg with g(0) = 1 and g′(0) = Mδ. We
show that there does not exist a positive function h of Lh = −λh with h(0) = 1 and h′(0) = Mδ.
This implies that Mδ > Mλ. Suppose h is a positive solution of Lh = −λh with h(0) = 1 and
h′(0) = Mδ. Recall q(x) = e
− ∫ x0 k(y)σ2(y) dy in Proposition A.1. Write h = uq and g = vq. Define
Γ = u
′
u
− v′
v
. Then
Γ′ = −Γ2 − 2v
′
v
Γ− 2(λ− δ)
σ2
.
From Γ(0) = 0, we have that Γ(x) > 0 for x < 0 because if Γ ever gets close to 0, then term
−2(β−λ)
σ2
dominates the right hand side of the equation. Choose x0 with x0 < 0. For x < x0, we
have
−2v
′(x)
v(x)
=
Γ′(x)
Γ(x)
+ Γ(x) +
2(λ− δ)
σ2(x)
· 1
Γ(x)
.
Integrating from x0 to x,
−2 ln v(x )
v(x0)
= ln
Γ(x )
Γ(x0)
+
∫ x
x0
Γ(y) dy +
∫ x
x0
2(λ− δ)
σ2(y)
· 1
Γ(y)
dy
which leads to
v2(x0)
v2(x )
≤ Γ(x )
Γ(x0)
e
∫ x
x0
Γ(y) dy
for x < x0. Thus, ∫ x0
−∞
1
g2(y)
e
− ∫ y0 2k(z)σ2(z) dz dy =
∫ x0
−∞
1
v2(y)
dy
≤ (constant) ·
∫ x0
−∞
Γ(y) e
∫ y
x0
Γ(w)dw
dy
= (constant) ·
(
1− e−
∫ x0
−∞ Γ(w)dw
)
≤ (constant)
<∞ .
This implies that the diffusion process induced by the tuple (δ,Mδ) is attracted to the left boundary,
which is a contradiction.
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D Proof of Proposition 4.7
Suppose that two tuples (λ,mλ) and (λ,Mλ) are in A. Let hm and hM be the functions correspond-
ing to (λ,mλ) and (λ,Mλ), respectively. Then e
λt hm(Xt)G
−1
t and e
λt hM(Xt)G
−1
t are martingales.
For z with mλ ≤ z ≤Mλ, let h be the function corresponding to (λ, z). Because h can be expressed
as a linear combination of hm and hM , e
λt h(Xt)G
−1
t is also a martingale. Thus, (λ, z) is in A.
We now show that eλt h(Xt)G
−1
t is not a martingale if at least one of (λ,mλ) and (λ,Mλ) is
not in A. Write h = c hm + (1 − c)hM for some constant 0 ≤ c ≤ 1. Because eλt hm(Xt)G−1t and
eλt hM(Xt)G
−1
t are positive local martingales, they are supermartingales. We have
h(ξ) = c hm(ξ) + (1− c)hM(ξ)
≥ cE[eλt hm(Xt)G−1t ] + (1− c)E[eλt hM(Xt)G−1t ]
= E[eλt h(Xt)G−1t ] .
If at least one of (λ,mλ) and (λ,Mλ) is not in A, the above inequality is strict. This completes
the proof.
E Proof of Proposition 4.8
Theorem E.1. Let (β, φ) be a solution pair of Lφ = −βφ with positive function φ. Then
eβt φ(Xt)φ
−1(ξ)G−1t
is a martingale if and only if the diffusion induced by (β, φ)
dXt = (k + σ
2φ′φ−1)(Xt) dt+ σ(Xt) dBt
does not explode.
Proof. Set
Ht := exp
(
−1
2
∫ t
0
v2(Xs) ds−
∫ t
0
v(Xs) dWs
)
.
Define a new measure L by setting the Radon-Nikodym derivative dL = Ht dQ. By the Girsanov
theorem, we know that a process Zt defined by
dZt = v(Xt) dt+ dWt
is a Brownian motion under L. It follows that
dXt = (b− vσ)(Xt) dt+ σ(Xt) dZt
= k(Xt) dt+ σ(Xt) dZt .
We used that that k(x) = (b− vσ)(x). We show that eβt φ(Xt)G−1t is a martingale under Q if and
only if eβt−
∫ t
0 r(Xs) ds φ(Xt) is a martingale under L. It is because
EL[eβt−
∫ t
0 r(Xs) ds φ(Xt)] = EQ[eβt−
∫ t
0 r(Xs) ds φ(Xt)Ht]
= EQ[eβt φ(Xt)G−1t ] .
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Since both are supermatingales, this computation gives the desired result.
From the contents of [16] on page 212 and 215, we know that eβt−
∫ t
0 r(Xs) ds φ(Xt) is a martingale
under L if and only if
dXt = (k + σ
2φ′φ−1)(Xt) dt+ σ(Xt) dZt
does not explode. This completes the proof.
Lemma E.2. Assume δ < λ ≤ β. Let g and h be the functions corresponding to tuple (δ,Mδ)
and (λ,Mλ), respectively. Then we have g
′g−1 > h′h−1.
Proof. For convenience, we may assume that ξ = 0, the left boundary is −∞ and the right
boundary is ∞. Recall q(x) = e−
∫ x
0
k(y)
σ2(y)
dy
in Proposition A.1. Write h = uq and g = vq. Define
Γ = h
′
h
− g′
g
= u
′
u
− v′
v
. Then
Γ′ = −Γ2 − 2v
′
v
Γ− 2(λ− δ)
σ2
.
It suffices to show that Γ(x) < 0 for all x. First, we show this for x > 0. We know Γ(0) =
Mλ −Mδ < 0. We have that Γ(x) < 0 for all x > 0 because Γ ever gets close to 0, then the term
−2(λ−δ)
σ2
dominates the right hand side of the equation above.
We now show that Γ(x) < 0 for all x < 0. Suppose there exists x1 < 0 such that Γ(x1) ≥ 0.
Then for all z < x1, it is obtained that Γ(z) > 0 since if Γ ever gets close to 0, then term −2(β−λ)σ2
dominates the right hand side of the equation. Fix a point x0 such that x0 < x1, thus Γ(x0) > 0.
For z < x0, we have
−2v
′(z)
v(z)
=
Γ′(z)
Γ(z)
+ Γ(z) +
2(β − λ)
σ2(z)
· 1
Γ(z)
.
By the same argument in Appendix B, we have∫ x0
−∞
1
v2(y)
dy <∞ .
This implies that the diffusion process induced by tuple (δ,Mδ) is attracted to the left boundary,
which is a contradiction.
We now prove Proposition 4.8.
Proof. Assume δ < λ ≤ β. Let g and h be the functions corresponding to tuple (δ,Mδ) and
(λ,Mλ), respectively. Suppose that e
δt g(Xt)G
−1
t is a martingale. Then by Proposition 3.2 and
Theorem E.1, we know that the process Xt under the transformed measure with respect to (δ,Mδ)
satisfies
dXt = (k + σ
2g′g−1)(Xt) dt+ σ(Xt) dBt
and does not explode to ∞. The above lemma says g′g−1 > h′h−1. By the comparison theorem,
we know that a process Yt with
dYt = (k + σ
2h′h−1)(Yt) dt+ σ(Yt) dBt
satisfies Yt ≤ Xt almost everywhere, thus Yt does not explode to∞. On the other hand, it is clear
that Yt does not explode to −∞ because it is non-attracted to the left boundary. By Theorem
E.1, we conclude that eλt h(Xt)G
−1
t is a martingale.
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F An example for Corollary 4.6
Consider the equation Lh = −λh. Recall that β := max{λ | (λ, z) ∈ A}. That is, β is the
maximum value among all the λ’s of the solution pair (λ, h) with h(ξ) = 1 and h(·) > 0. In
this section, we explore an example such that Lh = −βh has two linearly independent positive
solutions.
Let L be such that
Lh(x) := h′′(x) + x
(1 + x2)3/4
h′(x) for x ∈ R .
First, Lh(x) = 0 has two linearly independent positive solutions: h1(x) ≡ 1 and h2(x) =∫ x
−∞ e
− ∫ y0 u(z) dz dy where u(z) = z
(1+z2)3/4
.
It is enough to show that β = 0. That is, for any fixed λ > 0, the equation Lh = −λh has no
positive solutions. Suppose there exists such a positive solution h. Define a sequence of functions
by gn(x) :=
h(x+n)
h(n)
for n ∈ N. By direct calculation, gn satisfies the following equation:
g′′n(x) +
x+ n
(1 + (x+ n)2)3/4
g′n(x) = −λgn(x) . (F.1)
By the Harnack inequality stated below, we have that (gn)
∞
n=1 is equicontinuous on each compact
set on R; thus we can obtain a subsequence (gnk)∞k=1 such that the subsequence converges on R,
say the limit function g. Since gn is positive, the limit function g is nonnegative and g is a nonzero
function because g(0) = limk→∞ gnk(0) = 1. On the other hand, it can be easily shown that the
limit function g satisfies g′′(x) = −λg(x) by taking limit n → ∞ in equation F.1. Clearly there
does not exist a nonzero nonnegative solution of this equation when λ > 0. This is a contradiction.
The author appreciates Srinivasa Varadhan for this example.
Theorem F.1. (Harnack inequality)
Let h : R→ R be a positive solution of
a(x)h′′(x) + b(x)h′(x) + c(x)h(x) = 0 .
Assume that a(x) is bounded away from zero; that is, there is a positive number l such that
a(x) ≥ l > 0. Suppose that a(x), |b(x)| and |c(x)| are bounded by a constant K. Then for any
z > 0, there exists a positive number M = M(z,K) (depending on z and K, but on neither
a(·), b(·), c(·) nor h(·)) such that h(x)
h(y)
≤M whenever |x− y| ≤ z.
G Reference Functions
In this section, we focus on the function φ rather than the value β. We assume that we roughly
know the behavior of φ; for example, we know a function f such that φ−1f is bounded below and
above or such that EPξ [(φ−1f)(Xt)] converges to a nonzero constant. Knowing f means that we
have information about φ near the area where the process Xt lies with high probability under the
objective measure. Such a function f is called a reference function of φ. More generally and more
formally, we define a reference function in the following way.
Definition 6. A positive function f is called a reference function of φ if
lim
t→∞
1
t
· logEPξ
[
(φ−1f)(Xt)
]
= 0 .
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Proposition G.1. Knowing a reference function is equivalent to knowing the value β.
Proof. Suppose we know a reference function f of φ. From
EQξ [G
−1
t f(Xt)] = EPξ
[
(φ−1f)(Xt)
]
φ(ξ) e−βt ,
and by the definition of the reference function, we have that
lim
t→∞
1
t
· logEQξ [G−1t f(Xt)] = −β .
Hence, we know the value β. Conversely, suppose we know the value β. We show that for any
admissible pair (β, f) of Lf = −βf, f is a reference function. We have
EQξ [G
−1
t f(Xt)] = e
−βtf(ξ)
and thus
EPξ [(φ−1f)(Xt)] = E
Q
ξ [G
−1
t f(Xt)] e
βt φ−1(ξ) = (φ−1f)(ξ).
This completes the proof.
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