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Abstract
In this paper, the Harnack and shift Harnack inequalities for SDEs driven by G-
Brownian motion (G-SDEs, in short) with degenerate noise are derived by method of
coupling by change of measure. Moreover, the gradient estimate for the associated
nonlinear semigroup P¯t
|∇P¯tf | ≤ c(p, t)(P¯t|f |p)
1
p , p > 1, t > 0
is also obtained for bounded measurable function f . Finally, the assertions are also
proved for the degenerate functional G-SDEs. All of the above results extends the
existed results in the linear expectation setting.
AMS subject Classification: 60H10, 60H15.
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1 Introduction
Since Peng [8, 9, 10] established the fundamental theory of G-Brownian motion and SDEs
driven by it (G-SDEs, in short), the study of G-expectation has received much attention,
see a summary paper [11] and references within for details. The G-expectation has applied
in many areas, for instance, stochastic optimization [5, 6], financial markets with volatility
uncertainty [3] and the Feyman-Kac formula [7].
Recently, using method of coupling by change of measure introduced by Wang [14, Chap-
ter 1], Song [13] studied the gradient estimates for nonlinear diffusion semigroups, where
∗Supported in part by NNSFC (11801406).
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the noise is assumed to be non-degenerate. Quite recently, under the nonlinear expecta-
tion framework, Yang [18] has obtained the dimensional-free Harnack inequality, which was
firstly introduced by Wang [16] in the linear expectation setting, see also [14] for Harnack
inequality in various models. Moreover, [18] also obtained some applications of Harnack in-
equality, for instance, strong Feller property, the uniqueness of invariant linear expectation,
estimates of sup-kernel. It should be remarked that the noise of the G-SDEs in [18] is also
non-degenerate.
With respect to the functional G-SDEs, [12] proves the existence and uniqueness of the
solutions to functional G-SDEs with infinite delay and Lipschitz continuous coefficients.
On the other hand, the stochastic Hamiltonian system in the linear probability space, a
typical model of degenerate diffusion system, has been investigated in [4, 15, 17]. For the
associated functional version of this model one can see [1].
In this paper, we intend to investigate Harnack inequalities and gradient estimate for G-
SDEs with degenerate noise, i.e. the stochastic Hamiltonian system driven by G-Brownian
motion. The method is coupling by change of measure, in which the Girsanov transform
in [7] is a crucial tool. Due to the lack of additivity of nonlinear expectation, the Bismut
formula [14, (1.8), (1.14)], which is an important technique to get gradient estimate, can
not be proved either by coupling by change of measure or Malliavin calculus in the G-SDE.
Instead, we directly to estimate the local Lipschitz constant defined below. For a real-valued
function f defined on a metric sapce (H, ρ), define
|∇f(z)| := lim sup
x→z
|f(x)− f(z)|
ρ(x, z)
, z ∈ H.(1.1)
Then |∇f(z)| is called the local Lipschitz constant of f at point z ∈ H .
Before moving on, we recall some basic facts on the G-Brownian motion. Let T > 0 and
ΩT = C0([0, T ];R
d), the Rd-valued and continuous functions on [0, T ] vanishing at zero. Set
Lip(ΩT ) = {ϕ(ωt1 , · · ·, ωtn) : n ∈ N+, t1, · · ·, tn ∈ [0, T ], ϕ ∈ Cb,lip(Rd ⊗ Rn)},
where Cb,lip(R
d ⊗Rn) denotes the set of bounded Lipschitz functions on Rd⊗Rn. Let Sd be
the collection of all d× d symmetric matrices and Sd+ ⊂ Sd denote all d× d positive definite
and symmetric matrices. Fix σ, σ ∈ Sd+ with 0 < σ < σ and define
(1.2) G(A) :=
1
2
sup
γ∈[σ,σ¯]
trace(γ2A), A ∈ Sd.
Then it is not difficult to see that
(1.3) G(A)−G(A¯) ≥ λ0(σ
2)
2
trace[A− A¯], A ≥ A¯, A, A¯ ∈ Sd,
where λ0(σ
2) > 0 is the minimal eigenvalue of σ2.
Let E¯G be the nonlinear expectation on ΩT such that coordinate process B = (B(t))t≥0,
i.e. B(t)(ω) = ω(t), ω ∈ ΩT , is a d-dimensional G-Brownian motion on (ΩT , L1G(ΩT ), E¯G),
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where L1G(ΩT ) is the completion of Lip(ΩT ) under the norm (E¯
G| · |). For any p ≥ 1, let
M
p,0
G ([0, T ]) =
{
ηt :=
N−1∑
j=0
ξjI[tj ,tj+1)(t); ξj ∈ LpG(Ωtj ), N ∈ N+, 0 = t0 < t1 < · · · < tN = T
}
.
Let MpG([0, T ]) and H
p
G([0, T ]) be the completion of M
p,0
G ([0, T ]) under the norm
‖η‖Mp
G
([0,T ]) :=
(
E¯G
∫ T
0
|ηt|pdt
) 1
p
, ‖η‖Hp
G
([0,T ]) :=
{
E¯G
(∫ T
0
|ηt|2dt
) p
2
} 1
p
,
respectively.
Let M be the collection of all probability measures on (ΩT ,B(ΩT )). According to [2],
there exists a weakly compact subset P ⊂M such that
E¯G[X ] = sup
P∈P
EP [X ], X ∈ Lip(ΩT ),
where EP is the linear expectation under probability measure P ∈ P. Then the associated
Choquet capacity is defined by
C(A) = sup
P∈P
P (A), A ∈ B(ΩT ).
A set A ⊂ ΩT is called polar if C(A) = 0, and we say that a property holds C-quasi-surely
(C-q.s.) if it holds outside a polar set.
Finally, letting 〈B〉(·) be the quadratic variation process of B(·), then by (1.3) and [10,
Chapter III, Corollary 5.7], we have C-q.s.
σ2 <
d
dt
〈B〉(t) ≤ σ¯2.(1.4)
Throughout the paper, the letter C or c will denote a positive constant, and C(θ) or c(θ)
stands for a constant depending on θ. The value of the constants may change from one
appearance to another.
The paper is organized as follows: In Section 2, we prove the Harnack, shift Harnack
inequalities and gradient estimate for degenerate G-SDEs. In Section 3, we extend the results
in Section 2 to degenerate functional G-SDEs.
2 Degenerate G-SDEs without Delay
Consider the following G-SDE on Rm+d:
(2.1)
{
dX(t) = {AX(t) +MY (t)}dt,
dY (t) = b1(X(t), Y (t))dt+QdB(t),
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where B(t) is a d-dimensional G-Brownian motion defined in Section 1, A is an m × m
matrix, M is an m× d matrix, Q is a d× d matrix, b1 : Rm+d → Rd.
In this paper, we only consider m = d = 1, and the result can be extended to general m
and d. In this case, σ and σ in (1.2) are two positive constants satisfying 0 < σ < σ, and
the corresponding generating function is given by
G(a) =
1
2
σ2a+ − 1
2
σ2a−, a ∈ R1.
In this section, we study the Harnack, shift Harnack inequalities and gradient estimate
for (2.1). To this end, we make the following assumptions:
(A1) QM 6= 0.
(A2) There exists K > 0 such that for any z, z¯ ∈ R2,
|b1(z)− b1(z¯)| ≤ K|z − z¯|.(2.2)
Remark 2.1. According to [10, Theorem 1.2], (A1)-(A2) implies that (2.1) has a unique
non-explosive strong solution (Xz(t), Y z(t)) in M2G([0, T ];R
2) for any T > 0 and (X(0),
Y (0)) = z ∈ R2, where X = (X1, X2) ∈ M2G([0, T ];R2) means Xi ∈ M2G([0, T ]) for any
i = 1, 2.
Let P¯t be the associated nonlinear semigroup, i.e.
P¯tf(z) = E¯
Gf(Xz(t), Y z(t)), f ∈ Bb(R2).
Before stating our main results, we introduce some known results from [7] which will be used
frequently in the sequel.
Remark 2.2. [7, Remark 5.3] Letting ΩˆT = C0([0, T ],R
2), we construct an auxiliary Gˆ-
expectation space (ΩˆT , L
2
Gˆ
(ΩˆT ), Eˆ
Gˆ) with
Gˆ(A) :=
1
2
sup
γ∈[σ,σ¯]
trace
[
A
(
γ2 1
1 γ−2
)]
, A ∈ S2,
and a one-dimensional process B′ with 〈B,B′〉(t)|
EˆGˆ
= t such that (B,B′) is a 2-dimensional
Gˆ-Brownian motion under EˆGˆ, and the distribution of B under E¯G is equal to that of B
under EˆGˆ. Moreover, letting
(2.3) G˜(a) =
1
2
σ−2a+ − 1
2
σ−2a−, a ∈ R1,
then B′ is a G˜-Brownian motion. Let Cˆ be the associated Choquet capacity of EˆGˆ, then Cˆ-q.s.
σ−2 ≤ d〈B
′〉(t)
dt
≤ σ−2.(2.4)
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Theorem 2.3. [7, Theorem 5.2] Let (d1(t))t≤T and (d2(t))t≤T be bounded processes. Then
B˘ := B +
∫ ·
0
d1(u)du+
∫ ·
0
d2(u)d〈B〉(u)
is a G-Brownian motion on [0, T ] under E˘[·] = EˆGˆ[R˘(T )(·)], where
R˘(T ) = exp
[
−
∫ T
0
〈(d1(u), d2(u)), d(B′(u), B(u))〉
− 1
2
∫ T
0
(|d1(s)|2d〈B′〉(s) + |d2(s)|2d〈B〉(s) + 2d1(s)d2(s)ds)
]
.
2.1 Harnack Inequality and Gradient Estimate
Theorem 2.4. Assume (A1)-(A2) and let T > 0. Then for any z = (z1, z2), h = (h1, h2) ∈
R2 and f ∈ B+b (R2), it holds that
(P¯Tf)
p(z + h) ≤P¯Tf p(z) exp
[
p
2(p− 1)Σ(T, h)
]
,(2.5)
where
Σ(T, h) = Cσ−2T
(
1
T
|h2|+ |M |
T 2
|h1|+ |h2|+ |M |
T
|h1|
)2
,
and C > 0 is a constant depending on K and |Q−1|. Moreover, the gradient estimate holds,
i.e.
‖∇P¯Tf‖∞ ≤ Cσ−1‖f‖∞
√
T
(
1 +
|M |
T 2
+
|M | + 1
T
)
,(2.6)
and
|∇P¯Tf(z)| ≤ c(p)σ−1
(
P¯T |f |p(z)
) 1
p
√
T
(
1 +
|M |
T 2
+
|M | + 1
T
)
, z ∈ R2(2.7)
for some constant c(p) > 0.
Proof. For any η ∈ R2, let (Xη(t), Y η(t)) solve (2.1) with (X(0), Y (0)) = η. For h =
(h1, h2) ∈ R2, define
γ1(s) := v1(s)h2 + α1(s), s ∈ [0, T ]
with
v1(s) =
T − s
T
,
α1(s) = −s(T − s)
T 2
Me−sAΛ1(T )
−1
(
h1 +
∫ T
0
T − u
T
e−uAMh2du
)
, s ∈ [0, T ],
5
where
Λ1(T ) :=
∫ T
0
s(T − s)
T 2
e−2sAM2ds.
It is clear that
(2.8) |Λ1(T )−1| ≤ cT−1
holds for some constant c > 0.
Let (X˜(t), Y˜ (t)) solve the equation
(2.9)
{
dX˜(t) = {AX˜(t) +MY˜ (t)}dt,
dY˜ (t) = b1(X
z(t), Y z(t))dt+QdB(t) + γ′1(t)dt
with (X˜(0), Y˜ (0)) = z + h. Then the solution to (2.9) is non-explosive as well.
Moreover, let
Θ1(s) =
(
eAsh1 +
∫ s
0
e(s−u)AMγ1(u)du, γ1(s)
)
, s ∈ [0, T ].
Then, for any s ∈ [0, T ],
|γ′1(s)| ≤ C
( 1
T
|h2|+ |M |
T 2
|h1|
)
,
|Θ1(s)| ≤ C
(
|h2|+ |M |
T
|h1|
)(2.10)
hold for some constant C > 0 and
(2.11) (X˜(s), Y˜ (s)) = (Xz(s), Y z(s)) + Θ1(s), s ∈ [0, T ],
in particular, (X˜(T ), Y˜ (T )) = (Xz(T ), Y z(T )). Let
Φ1(s) = Q
−1{b1(Xz(s), Y z(s))− b1(X˜(s), Y˜ (s)) + γ′1(s)}, s ∈ [0, T ].
Below, we use |E to denote the distribution under a nonlinear expectation E. By Remark
2.2, we construct (B,B′), a 2-dimensional Gˆ-Brownian motion under EˆGˆ, Moreover, (1.4),
(2.4), (2.10) and (2.11) together with (A1)-(A2) imply Cˆ-q.s.∫ T
0
|Φ1(s)|2d〈B′〉(s)
≤
∫ T
0
(σ−1|Φ1(s)|)2ds
≤ Cσ−2
∫ T
0
(|Θ1(s)|+ |γ′1(s)|)2 ds
≤ Cσ−2T
(
1
T
|h2|+ |M |
T 2
|h1|+ |h2|+ |M |
T
|h1|
)2
,
(2.12)
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here C depends on K in (A2) and |Q−1|.
Applying Theorem 2.3, we conclude that
B˜ := B +
∫ ·
0
Φ1(u)du
is a G-Brownian motion on [0, T ] under E1(·) = EˆGˆ(R1(T )(·)), where
R1(T ) = exp
[
−
∫ T
0
Φ1(u)dB
′(u)− 1
2
∫ T
0
|Φ1(s)|2d〈B′〉(s)
]
.
Then (2.9) reduces to
(2.13)
{
dX˜(t) = {AX˜(t) +MY˜ (t)}dt,
dY˜ (t) = b1(X˜(t), Y˜ (t))dt+QdB˜(t).
This implies that the distribution of (X˜(T ), Y˜ (T )) under E1 coincides with that of (X
z+h(T ),
Y z+h(T )) under EˆGˆ (or E¯G).
Thus, for any f ∈ Bb(R2), we obtain
P¯Tf(z + h) = E1f((X˜(T ), Y˜ (T ))) = Eˆ
Gˆ [R1(T )f((X
z(T ), Y z(T )))] .(2.14)
This together with Ho¨lder inequality implies
P¯Tf(z + h) ≤ (P¯Tf p(z))
1
p{EˆGˆR1(T )
p
p−1} p−1p ,
here we used the fact that the distribution of B under E¯G is equal to that of B under EˆGˆ.
By Remark 2.2, B′ is a G˜ Brownian motion in (2.3) under EˆGˆ. It follows from the definition
of R1(T ) and (2.12) that
EˆGˆR1(T )
p
p−1
= EˆGˆ
{
exp
[
− p
p− 1
∫ T
0
Φ1(u)dB
′(u)− 1
2
p2
(p− 1)2
∫ T
0
|Φ1(s)|2d〈B′〉(s)
]
× exp
[
p
2(p− 1)2
∫ T
0
|Φ1(s)|2d〈B′〉(s)
}
≤ exp
[
p
2(p− 1)2Cσ
−2T
(
1
T
|h2|+ |M |
T 2
|h1|+ |h2|+ |M |
T
|h1|
)2 ]
(2.15)
Combining this with (2.14), we derive the Harnack inequality (2.5).
On the other hand, since the distribution of B under E¯G is equal to that of B under EˆGˆ,
we have
P¯Tf(z) = E¯
Gf((Xz(T ), Y z(T ))) = EˆGˆf((Xz(T ), Y z(T ))).
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Combining this with (2.14), and noting that |x− 1| ≤ (x+ 1)| log x| for any x > 0, we have
|P¯Tf(z + h)− P¯Tf(z)|
≤ |EˆGˆ [R1(T )f((Xz(T ), Y z(T )))]− EˆGˆf((Xz(T ), Y z(T )))|
≤ ‖f‖∞EˆGˆ| (R1(T )− 1) |
≤ ‖f‖∞EˆGˆR1(T )| logR1(T )|+ ‖f‖∞EˆGˆ| logR1(T )|
= ‖f‖∞
(
E1| logR1(T )|+ EˆGˆ| logR1(T )|
)
.
Let
B˜′ = B′ +
∫ ·
0
Φ1(u)d〈B′〉(u).
From Remark 2.2 and Theorem 2.3, we know that B˜′ is a G˜-Brownian motion under E1. In
fact, (B˜, B˜′) is a 2-dimensional Gˆ-Brownian motion under E1. Then we obtain
E1| logR1(T )|
= E1
∣∣∣∣−
∫ T
0
Φ1(u)dB
′(u)− 1
2
∫ T
0
|Φ1(s)|2d〈B′〉(s)
∣∣∣∣
≤ E1
∣∣∣∣∣
∫ T
0
Φ1(u)dB˜′(u)
∣∣∣∣∣+ 12E1
∣∣∣∣∣
∫ T
0
|Φ1(s)|2d〈B′〉(s)
∣∣∣∣∣.
(2.16)
Firstly, B-D-G inequality implies that
E1
∣∣∣∣∣
∫ T
0
Φ1(u)dB˜′(u)
∣∣∣∣∣ ≤
(
E1
∫ T
0
|Φ1(s)|2d〈B˜′〉(s)
) 1
2
.(2.17)
This together with (2.16) and (2.12) implies
E1| logR1(T )| ≤ Cσ−2T
(
1
T
|h2|+ |M |
T 2
|h1|+ |h2|+ |M |
T
|h1|
)2
+ Cσ−1
√
T
(
1
T
|h2|+ |M |
T 2
|h1|+ |h2|+ |M |
T
|h1|
)
.
Similarly, we obtain
EˆGˆ| logR1(T )| ≤ Cσ−2T
(
1
T
|h2|+ |M |
T 2
|h1|+ |h2|+ |M |
T
|h1|
)2
+ Cσ−1
√
T
(
1
T
|h2|+ |M |
T 2
|h1|+ |h2|+ |M |
T
|h1|
)
.
Thus,
|P¯Tf(z + h)− P¯Tf(z)| ≤ C‖f‖∞Σ1(T, h),(2.18)
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where
Σ1(T, h) = Cσ
−2T
(
1
T
|h2|+ |M |T 2 |h1|+ |h2|+ |M |T |h1|
)2
+Cσ−1
√
T
(
1
T
|h2|+ |M |T 2 |h1|+ |h2|+ |M |T |h1|
)
.
Combining (1.1), we get
|∇P¯Tf(z)| ≤ Cσ−1‖f‖∞
√
T
(
1 +
|M |
T 2
+
|M |+ 1
T
)
, z ∈ R2,(2.19)
which implies (2.6).
In order to get (2.7), let
R˜1(T ) = exp
[
− p
p− 1
∫ T
0
Φ1(u)dB
′(u)− 1
2
p2
(p− 1)2
∫ T
0
|Φ1(s)|2d〈B′〉(s)|EˆGˆ
]
,
and
Bˆ′ = B′ +
∫ ·
0
p
p− 1Φ1(u)d〈B
′〉(u).
By Remark 2.2 and Theorem 2.3, Bˆ′ is a G˜-Brownian motion under E˜2(·) = EˆGˆ(R˜1(T )(·)).
Again using the inequality |x− 1| ≤ (x+ 1)| log x| for any x > 0 and (2.12), we have
EˆGˆ| (R1(T )− 1) |
p
p−1
≤ EˆGˆ|R1(T ) + 1|
p
p−1 | logR1(T )|
p
p−1
≤ c(p)EˆGˆR1(T )
p
p−1 | logR1(T )|
p
p−1 + c(p)EˆGˆ| logR1(T )|
p
p−1
≤ c(p) exp
[
p
2(p− 1)2Cσ
−2T
(
1
T
|h2|+ |M |
T 2
|h1|+ |h2|+ |M |
T
|h1|
)2 ]
× EˆGˆ
(
R˜1(T )| logR1(T )|
p
p−1
)
+ c(p)EˆGˆ| logR1(T )|
p
p−1
By B-D-G inequality, we obtain
EˆGˆ
(
R˜1(T )| logR1(T )|
p
p−1
)
= E˜2
∣∣∣∣−
∫ T
0
Φ1(u)dBˆ
′(u) +
(
p
p− 1 −
1
2
)∫ T
0
|Φ1(u)|2d〈B′〉(u)
∣∣∣∣
p
p−1
≤ c(p)E˜2
∣∣∣∣−
∫ T
0
Φ1(u)dBˆ
′(u)
∣∣∣∣
p
p−1
+ c(p)E˜2
∣∣∣∣
(
p
p− 1 −
1
2
)∫ T
0
|Φ1(u)|2d〈B′〉(u)
∣∣∣∣
p
p−1
≤ c(p)E˜2
∣∣∣∣−
∫ T
0
|Φ1(u)|2d〈Bˆ′〉(u)
∣∣∣∣
p
2(p−1)
+ c(p)E˜2
∣∣∣∣
(
p
p− 1 −
1
2
)∫ T
0
|Φ1(u)|2d〈B′〉(u)
∣∣∣∣
p
p−1
9
=: I1 + I2.
Let C˜ be the Choquet capacity associates to E˜2. Noting that Bˆ′ is a G˜-Brownian motion
under E˜2, C˜-q.s. (2.12) holds with B′ replacing by Bˆ′. Thus,
I1 ≤ c(p)
∣∣∣∣∣σ−2T
(
1
T
|h2|+ |M |
T 2
|h1|+ |h2|+ |M |
T
|h1|
)2∣∣∣∣∣
p
2(p−1)
.
Moreover, since E˜2(·) = EˆGˆ(R˜1(T )(·)), C˜-q.s. (2.12) holds, which implies that
I2 ≤ c(p)
∣∣∣∣∣σ−2T
(
1
T
|h2|+ |M |
T 2
|h1|+ |h2|+ |M |
T
|h1|
)2∣∣∣∣∣
p
p−1
.
Thus, we have
(
EˆGˆ
(
R˜1(T )| logR1(T )|
p
p−1
)) p−1
p
≤ c(p)σ−2T
(
1
T
|h2|+ |M |
T 2
|h1|+ |h2|+ |M |
T
|h1|
)2
+ c(p)σ−1
√
T
(
1
T
|h2|+ |M |
T 2
|h1|+ |h2|+ |M |
T
|h1|
)
.
Similarly, we arrive at
(
EˆGˆ| logR1(T )|
p
p−1
)p−1
p
≤ c(p)
(
EˆGˆ
∣∣∣∣−
∫ T
0
Φ1(u)dB
′(u)
∣∣∣∣
p
p−1
) p−1
p
+ c(p)
(
EˆGˆ
∣∣∣∣12
∫ T
0
|Φ1(u)|2d〈B′〉(u)
∣∣∣∣
p
p−1
) p−1
p
≤ c(p)
(
EˆGˆ
∣∣∣∣
∫ T
0
|Φ1(u)|2d〈B′〉(u)
∣∣∣∣
p
2(p−1)
) p−1
p
+ c(p)
(
EˆGˆ
∣∣∣∣12
∫ T
0
|Φ1(u)|2d〈B′〉(u)
∣∣∣∣
p
p−1
) p−1
p
≤ c(p)σ−2T
(
1
T
|h2|+ |M |
T 2
|h1|+ |h2|+ |M |
T
|h1|
)2
+ c(p)σ−1
√
T
(
1
T
|h2|+ |M |
T 2
|h1|+ |h2|+ |M |
T
|h1|
)
.
As a consequence, Ho¨lder inequality implies
|∇P¯Tf(z)| = lim sup
h→0
|P¯Tf(z + h)− P¯Tf(z)|
|h|
≤ lim sup
h→0
|EˆGˆ [R1(T )f((Xz(T ), Y z(T )))]− EˆGˆf((Xz(T ), Y z(T )))|
|h|
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≤ (P¯T |f |p(z)) 1p lim sup
h→0
(
EˆGˆ|R1(T )− 1|
p
p−1
) p−1
p
|h|
≤ c(p)σ−1 (P¯T |f |p(z)) 1p √T
(
1 +
|M |
T 2
+
|M |+ 1
T
)
, z ∈ R2.
This completes the proof.
2.2 Shift Harnack Inequality
The following result provides shift Harnack inequalities for P¯T , T > 0.
Theorem 2.5. Assume (A1)-(A2) and let T > 0. Then for any z = (z1, z2) ∈ R2,
h = (h1, h2) ∈ R2 and any f ∈ B+b (R2), it holds that
(P¯Tf)
p(z) ≤(P¯Tf p(h+ ·))(z) exp
[
p
2(p− 1)Σ(T, h)
]
(2.20)
where Σ(T, h) is in Theorem 2.4.
Proof. Define
γ(s) := v(s)h2 + α(s), s ∈ [0, T ]
with
v(s) =
s
T
,
α(s) =
s(T − s)
T 2
Me(T−s)AQ−1T
(
h1 −
∫ T
0
u
T
e(T−u)AMh2du
)
, s ∈ [0, T ],
where
QT :=
∫ T
0
s(T − s)
T 2
e2(T−s)AM2ds.
It is easy to see that
(2.21) |Q−1T | ≤ cT−1
holds for some constant c > 0.
Next, we construct couplings. For fixed z = (z1, z2) ∈ R2, let (X(t), Y (t)) solve (2.1)
with (X(0), Y (0)) = z, and let (X¯(t), Y¯ (t)) solve the equation
(2.22)
{
dX¯(t) = {AX¯(t) +MY¯ (t)}dt,
dY¯ (t) = b1(X(t), Y (t))dt +QdB(t) + γ
′(t)dt
with (X¯(0), Y¯ (0)) = z. The solution of (2.22) is non-explosive as well. Moreover,
(2.23) (X¯(s), Y¯ (s)) = (X(s), Y (s)) + Γ(s), s ∈ [0, T ]
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holds for
Γ(s) =
(∫ s
0
e(s−u)AMγ(u)du, γ(s)
)
, s ∈ [0, T ].
From the definition of γ, v and α, we have
(2.24)
∫ T
0
e(T−s)AMγ(s)ds = h1, γ(T ) = h2.
This yields
(X¯(T ), Y¯ (T )) = (X(T ) + h1, Y (T ) + h2).
By (2.21) and the definitions of α and v, there exists a constant C > 0 such that for any
s ∈ [0, T ],
|γ′(s)| ≤ C
( 1
T
|h2|+ |M |
T 2
|h1|
)
,
|Γ(s)| ≤ C
(
|h2|+ |M |
T
|h1|
)
.
(2.25)
Let
Φ¯1(s) = Q
−1{b1(X(s), Y (s))− b1(X¯(s), Y¯ (s)) + γ′(s)}, s ∈ [0, T ].
Let ΩˆT , B
′, Gˆ and EˆGˆ be in the proof of Theorem 2.4. Similarly, (2.12), (1.4), (2.4) and
(2.25) together with (A1)-(A2) imply Cˆ-q.s.
∫ T
0
|Φ¯1(s)|2d〈B′〉(s)|EˆGˆ ≤ Cσ−2T
(
1
T
|h2|+ |M |
T 2
|h1|+ |h2|+ |M |
T
|h1|
)2
,(2.26)
here C depends on K in (A2) and |Q−1|.
By Remark 2.2 and Theorem 2.3, we know that
B¯ := B +
∫ ·
0
Φ¯1(u)du
is a G-Brownian motion on [0, T ] under E¯ ′(·) = EˆGˆ(R¯(T )(·)), where
R¯(T ) = exp
[
−
∫ T
0
Φ¯1(u)dB
′(u)− 1
2
∫ T
0
|Φ¯1(s)|2d〈B′〉(s)
]
.
Then (2.22) reduces to
(2.27)
{
dX¯(t) = {AX¯(t) +MY¯ (t)}dt,
dY¯ (t) = b1(X¯(t), Y¯ (t))dt+QdB¯(t).
This means that the distribution of (X¯(T ), Y¯ (T )) under E¯ ′ coincides with that of (X(T ),
Y (T )) under EˆGˆ (or E¯G).
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Thus, for any f ∈ Bb(R2), we obtain
P¯Tf(z) = E¯
′f((X¯(T ), Y¯ (T ))) = EˆGˆ
(
R¯(T )f((X(T ) + h1, Y (T ) + h2))
)
.(2.28)
This together with Ho¨lder inequality implies
P¯Tf(z) ≤ (P¯Tf(·+ h)p(z))
1
p{EˆGˆR¯(T ) pp−1} p−1p ,
Similarly to (2.15), it is easy to see that
EˆGˆR¯(T )
p
p−1 ≤ exp
{
p
2(p− 1)2Cσ
−2T
(
1
T
|h2|+ |M |
T 2
|h1|+ |h2|+ |M |
T
|h1|
)2}
.
Thus, the shift Harncak inequality (2.20) holds.
3 Functional G-SDE
Fix a constant r > 0, for any k ∈ N+, let C k = C([−r, 0];Rk) be equipped with the uniform
norm ‖ξ‖∞ := sups∈[−r,0] |ξ(s)|. For any f ∈ C([−r,∞);Rk), t ≥ 0, define ft ∈ C k as
ft(s) = f(t+ s), s ∈ [−r, 0], which is called the segment process.
Let A,M,Q,B(t) be in Section 2. Consider the following functional G-SDE on R2:
(3.1)
{
dX(t) = {AX(t) +MY (t)}dt,
dY (t) = b2(Xt, Yt)dt+QdB(t),
where b2 : C
2 → R1. We give the following assumption.
(A2’) There exists L > 0 such that for any ξ, ξ¯ ∈ C 2,
|b2(ξ)− b2(ξ¯)| ≤ L‖ξ − ξ¯‖∞.(3.2)
Remark 3.1. Under (A1)-(A2’), (3.1) has a unique non-explosive strong solution (Xξt , Y
ξ
t )
with (X0, Y0) = ξ ∈ C 2; see [12, Theorem 3.1].
Let Pt be the associated nonlinear semigroup, i.e.
(3.3) Ptf(ξ) = E¯
Gf((Xξt , Y
ξ
t )), f ∈ Bb(C 2),
where (Xξ(t), Y ξ(t)) solves (3.1) with initial value ξ.
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3.1 Harnack inequalities
We use the coupling constructed in [1] to derive the Harnack inequalities.
Theorem 3.2. Under (A1) and (A2’), provided T > r. Then for any ξ = (ξ1, ξ2), η =
(η1, η2) ∈ C 2 and positive f ∈ Bb(C 2), we have
(PTf)
p(ξ + η) ≤PTf p(ξ) exp
[
p
2(p− 1)Σ2(T, η, r)
]
,(3.4)
where
Σ2(T, η, r) = Cσ
−2
(
T
(
‖η‖∞ + |M | · |η(0)|
T − r
)2
+ (T − r)|η(0)|2
( 1
T − r +
|M |
(T − r)2
)2)
,
and C > 0 is a constant. Moreover, the gradient estimate holds, i.e.
‖∇PTf‖∞ ≤ Cσ−1‖f‖∞
√√√√(T (1 + |M |
T − r
)2
+ (T − r)
( 1
T − r +
|M |
(T − r)2
)2)
.(3.5)
and
|∇P¯Tf(ξ)| ≤ c(p)σ−1
(
P¯T |f |p(ξ)
) 1
p
×
√√√√(T (1 + |M |
T − r
)2
+ (T − r)
( 1
T − r +
|M |
(T − r)2
)2)
, ξ ∈ C 2(3.6)
Proof. For any η ∈ C 2, let (Xη(t), Y η(t)) solve (3.1) with (X0, Y0) = η. As explained in [1],
for η = (η1, η2) ∈ C 2, define
γ2(s) := v2(s)η2(0) + α2(s), s ∈ [0, T ]
with
v2(s) =
(T − r − s)+
T − r ,
α2(s) = −s(T − r − s)
+
(T − r)2 Me
−sA
Λ2(T − r)−1
(
η1(0) +
∫ T−r
0
T − r − u
T − r e
−uAMη2(0)du
)
, s ∈ [0, T ],
where
Λ2(T − r) :=
∫ T−r
0
s(T − r − s)
(T − r)2 e
−2sAM2ds.
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It follows that
(3.7) |Λ2(T − r)−1| ≤ c(T − r)−1
for some constant c > 0.
Let (Xˆ(t), Yˆ (t)) solve the equation
(3.8)
{
dXˆ(t) = {AXˆ(t) +MXˆ(t)}dt,
dYˆ (t) = b2(X
ξ
t , Y
ξ
t )dt+QdB(t) + γ
′
2(t)dt
with (Xˆ0, Yˆ0) = ξ + η. Then the solution to (3.8) is non-explosive.
Moreover, let
(3.9) Θ(s) :=
{
η(s), s ∈ [−r, 0],(
eAsη1(0) +
∫ s
0
e(s−u)AMγ2(u)du, γ2(s)
)
, s ∈ [0, T ].
Then, for any s ∈ [0, T ], it holds that
|γ′2(s)| ≤ C1[0,T−r](s)|η(0)|
( 1
T − r +
|M |
(T − r)2
)
,
‖Θs‖∞ ≤ C
(
‖η‖∞ + |M | · |η(0)|
T − r
)(3.10)
for some constant C > 0.
Moreover, we have
(3.11) (Xˆ(s), Yˆ (s)) = (Xξ(s), Y ξ(s)) + Θ(s), s ∈ [−r, T ],
and in particular, (XˆT , YˆT ) = (X
ξ
T , Y
ξ
T ) .
Let
Φ2(s) = Q
−1{b2(Xξs , Y ξs )− b2(Xˆs, Yˆs) + γ′2(s)}.
Let ΩˆT , B
′, Gˆ and EˆGˆ be in the proof of Theorem 2.4. Combining (1.4), (2.4), (3.10), (A1)
and (A2’), we arrive at Cˆ-q.s.∫ T
0
|Φ2(s)|2d〈B′〉(s)
≤ Cσ−2
∫ T
0
(‖Θs‖∞ + |γ′2(s)|)2 ds
≤ Cσ−2
(
T
(
‖η‖∞ + |M | · |η(0)|
T − r
)2
+ (T − r)|η(0)|2
( 1
T − r +
|M |
(T − r)2
)2)
,
(3.12)
here C depends on L in (A2’) and |Q−1|.
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Taking Remark 2.2 and Theorem 2.3 into account, we conclude that
Bˆ := B +
∫ ·
0
Φ2(u)du
is a G-Brownian motion on [0, T ] under E2(·) = EˆGˆ(R2(T )(·)), where
R2(T ) = exp
[
−
∫ T
0
Φ2(u)dB
′(u)− 1
2
∫ T
0
|Φ2(s)|2d〈B′〉(s)
]
.
In this case, (2.22) reduces to
(3.13)
{
dXˆ(t) = {AXˆ(t) +MYˆ (t)}dt,
dYˆ (t) = b2(Xˆt, Yˆt)dt+QdBˆ(t).
This implies that the distribution of (XˆT , YˆT ) under E2 coincides with that of (X
ξ
T , Y
ξ
T ) under
EˆGˆ (or E¯G).
Thus, for any f ∈ Bb(C 2), Ho¨lder inequality yields
PTf(ξ + η) = E2f(XˆT , YˆT ) = Eˆ
Gˆ
(
R2(T )f(X
ξ
T , Y
ξ
T )
)
≤ (PTf p(ξ))
1
p{EˆGˆR2(T )
p
p−1} p−1p ,
(3.14)
here we again used the fact that the distribution of B under E¯G is equal to that of B under
EˆGˆ. Completely the same with (2.15), it follows from (3.12) that
EˆGˆR2(T )
p
p−1 ≤ exp
{
p
2(p− 1)2Σ2(T, η, r)
}
.
Therefore, we derive the Harnack inequality (3.4). Repeating the proof of (2.6) and (2.7),
we obtain the gradient estimate (3.5) and (3.6).
3.2 Shift Harnack Inequalities
The following result provides shift Harnack inequalities for (PT )T>r defined in (3.3).
Theorem 3.3. Assume (A1) and (A2’), let T > r. Then for any ξ = (ξ1, ξ2) ∈ C 2,
η = (η1, η2) ∈ C 2 with η2 ∈ C1([−r, 0];R1) and
e−sAη1(s)− erAη1(−r) =
∫ s
−r
e−uAMη2(u)du, s ∈ [−r, 0],(3.15)
and any positive f ∈ Bb(C 2), it holds that
(PTf)
p(ξ) ≤(PTf p(η + ·))(ξ) exp
[
p
2(p− 1)β(T, η, r)
]
(3.16)
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where
β(T, η, r) = Cσ−2
(
T
(
‖η‖∞ + |M | · |η(−r)|
T − r
)2
+ (T − r)|η(−r)|2
( 1
T − r +
|M |
(T − r)2
)2
+
∫ 0
−r
|η′2(s)|2ds
)
,
and C > 0 is a constant.
Proof. Define
γ¯(s) :=
{
v¯(s)η2(−r) + α¯(s), s ∈ [−r, T − r],
η2(s− T ), s ∈ (T − r, T ].
with
v¯(s) =
s+
T − r ,
α¯(s) =
s+(T − r − s)
(T − r)2 Me
(T−r−s)A
× Λ¯−1T−r
(
η1(−r)−
∫ T−r
0
u
T − re
(T−r−u)AMη2(−r)du
)
, s ∈ [−r, T − r],
where
Λ¯T−r :=
∫ T−r
0
s(T − r − s)
(T − r)2 e
2(T−r−s)AM2ds.
It is not difficult to see that
(3.17) |Λ¯−1T−r| ≤ c(T − r)−1
holds for some constant c > 0.
To derive the shift Harnack inequalities, we construct following cuplings.
For fixed ξ = (ξ1, ξ2) ∈ C 2, again let (Xξ(t), Y ξ(t)) solve (3.1) with (X0, Y0) = ξ, and let
(Xˇ(t), Yˇ (t)) be the solution of following equation
(3.18)
{
dXˇ(t) = {AXˇ(t) +MYˇ (t)}dt,
dYˇ (t) = b2(X
ξ
t , Y
ξ
t )dt+QdB(t) + γ¯
′(t)dt
with (Xˇ0, Yˇ0) = ξ. Then the solution to (3.18) is non-explosive.
Moreover,
(3.19) (Xˇ(s), Yˇ (s)) = (Xξ(s), Y ξ(s)) + Γ¯(s), s ∈ [−r, T ]
holds for
Γ¯(s) :=
(∫ s
0
e(s−u)AMγ¯(u)du, γ¯(s)
)
, s ∈ [−r, T ].
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From the definition of γ¯, v¯ and α¯ and noting
(3.20)
∫ T−r
0
e(T−r−s)AMγ¯(s)ds = η1(−r),
we derive from (3.15) that
(XˇT , YˇT ) = (X
ξ
T + η1, Y
ξ
T + η2).
Since γ¯(s) = η2(s− T ), s ∈ [T − r, T ], by (3.17) and the definitions of α¯ and v¯, there exists
a constant C > 0 such that for any s ∈ [0, T ],
|γ¯′(s)| ≤ C1[0,T−r](s)|η(−r)|
( 1
T − r +
|M |
(T − r)2
)
+ C1[T−r,T ](s)|η′2(s− T )|,
‖Γ¯s‖∞ ≤ C
(
‖η‖∞ + |M | · |η(−r)|
T − r
)
.
(3.21)
Let
Φ¯2(s) = Q
−1{b2(Xξs , Y ξs )− b2(Xˇs, Yˇs) + γ¯′(s)}.
Let ΩˆT , B
′, Gˆ and EˆGˆ be in the proof of Theorem 2.4. Combining (1.4), (2.4), (3.21) with
(A1) and (A2’), we arrive at Cˆ-q.s.∫ T
0
|Φ¯2(s)|2d〈B′〉(s)
≤
∫ T
0
|Q−1|2σ−2(L‖Γ¯s‖∞ + |γ¯′(s)|))2ds
≤ Cσ−2
(
T
(
‖η‖∞ + |M | · |η(−r)|
T − r
)2
+ (T − r)|η(−r)|2
( 1
T − r +
|M |
(T − r)2
)2
+
∫ 0
−r
|η′2(s)|2ds
)
,
(3.22)
here C depends on L in (A2’) and |Q−1|. Again by Remark 2.2 and Theorem 2.3, we
conclude that
Bˇ :=
∫ ·
0
Φ¯2(u)du+B
is a G-Brownian motion on [0, T ] under Eˇ(·) = EˆGˆ(Rˇ(T )(·)), where
Rˇ(T ) = exp
[
−
∫ T
0
Φ¯2(u)dB
′(u)− 1
2
∫ T
0
|Φ¯2(s)|2d〈B′〉(s)
]
.
Thus, (3.18) can be rewritten as
(3.23)
{
dXˇ(t) = {AXˇ(t) +MYˇ (t)}dt,
dYˇ (t) = b2(Xˇt, Yˇt)dt+QdBˇ(t),
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which means that the distribution of (XˇT , YˇT ) under Eˇ coincide with that of (X
ξ
T , Y
ξ
T ) under
EˆGˆ (or E¯G).
Therefore, for any f ∈ B+b (C 2), we obtain
PTf(ξ) = Eˇf((XˇT , YˇT )) = Eˆ
Gˆ
(
Rˇ(T )f(XξT + η1, Y
ξ
T + η2)
)
.(3.24)
Similarly with the proof of Theorem 3.2, it follows that
PTf(ξ) ≤ (PTf p(·+ η)(ξ))
1
p{EˆGˆRˇ(T ) pp−1} p−1p .
Similarly to (2.15), (3.22) yields
EˆGˆRˇ(T )
p
p−1 ≤ exp
{
p
2(p− 1)2β(T, η, r)
}
,
from which the shift Harnack inequality (3.16) holds.
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