Abstract: This paper presents a novel identification procedure. The proposed method consists in a recursive formulation of the algebraic Frisch scheme, which is an estimation procedure based on mild a priori assumptions in the context of error-in-variables (EIV) schemes. Simulations have been performed to show the validity of the new methodology.
INTRODUCTION
This work deals with the problem of extracting linear relations from a set of data affected by additive noise. Most of the algorithms proposed in the literature (e.g., least mean squares) seek a single solution for this problem. This uniqueness can be achieved only by introducing a priori assumptions in the estimation procedure whose validity cannot be ascertained on data. A complete analysis of different estimation schemes has been proposed by Kalman (1982) , Söderström and Stoica (1989) , Ljung (1998) , Söderström (2007 Söderström ( , 2012 , Isermann and Münchhof (2014) . Further analysis of the current state of the art of system identification can be found in (Ljung, 2010) while newer trends are presented in the survey paper (Pillonetto et al., 2014) . The most important feature of the Algebraic Frisch Scheme 1 , originally introduced by Frisch (1934) , is to employ loose assumptions leading to a whole family of solutions compatible with a given set of data rather than a unique solution. In this context, according to Kalman (1982) , this estimation scheme has fewer prejudices with respect to most other identification procedures. The properties of this scheme and its loci of solutions have been deeply analyzed and developed in (Guidorzi, 1991) ; (Guidorzi, 1995) ; (Guidorzi et al., 2008) . The Frisch scheme has been also extended (in the dynamic case) for the identification of multivariable EIV models (Diversi and Guidorzi, 2017) . Under assumptions that will be discussed in the following sections, if only one underlying linear relation is present, the Frisch estimation scheme leads to a convex set of solutions represented by a simplex in an Euclidean space, where any point of the simplex represents a feasible solution in the context of the Frisch scheme. This peculiarity introduces a post-identification degree of freedom in the selection of the parameters among all the 1 In this paper we always deal with the algebraic Frisch scheme. This specification will be omitted from now on feasible solutions compatible with the hypothesis of the Frisch scheme. This aspect may represent a resource in engineering contexts since the knowledge of physical aspects of the system to be identified can help in this selection, mixing a pure black-box estimation step with a reasonable white-box selection procedure.
The main contribution of this paper is the introduction of a novel recursive estimation scheme based on the Frisch scheme, which is able to restrict the searching space of solutions with respect to the traditional batch approach without introducing additional assumptions. The proposed method is based on the idea of performing several identifications of the same process using partial data sets at different times to obtain a smaller final solution space. Using the proposed algorithm there is a consistent improvement of the estimation precision with respect to the standard Frisch scheme in only few iterations. This property makes the proposed algorithm suitable for realtime identification. The Particle-based Recursive Frisch (PRF) scheme is presented and applied to a simple EIV model to prove its effectiveness. The PRF estimation scheme can be successfully used in a robust control framework as a robust controller could be designed in such a way to deal with model uncertainties ranging in the space of admissible solutions identified with the PRF scheme. This paper is organized as follows: Sec. 2 introduces some background on EIV schemes, with a particular insight on the Frisch scheme, enlightening the properties of its solutions spaces. In Sec. 3 the proposed PRF identification procedure is presented. Simulation experiments and results are shown in Sec. 4. In Sec. 5 conclusions and future work are drawn.
THE FRISCH ESTIMATION SCHEME: BACKGROUND
As every systematic procedure that deduces a model starting from data affected by errors, the Frisch Scheme relies on the modification of the observed data. This is mainly due to the fact that a deterministic mathematical relation able to fit all the observations does not exist. The main difference between different estimation schemes is the set of a priori assumptions that are necessary to estimate linear relations from noisy data. Different schemes use different assumptions and modify observations in different ways.
Common Assumptions for EIV Estimation Schemes
Consider the linear relation α 1 x 1 + α 2 x 2 + · · · + α n x n = 0 (1) which relates n variables x i by means of n coefficients α i . If m measurements of the variables have been collected, the observation matrix can be defined as follows
Then, equation (1) can be rewritten as
where
where q is the number of independent linear relations linking the data. By defining the sample covariance matrix as (3) is equivalent to ΣA = 0 (4) since Σ and X share the same null space. Assume now that noise affects the variables in an additive way, i.e., x i =x i +x i wherex i is the exact value of the variable andx i is its corresponding noise. Due to this noise, Σ is positive definite and thus it is impossible to extract from its null space any linear relation, represented by matrix A. This can only be achieved by modifying the matrix Σ. Under the common assumptions of EIV schemes which relies in zero mean value of both noise and noiseless samples and in orthogonality between them, see (Guidorzi et al., 2008) , it can be derived that Σ =Σ +Σ, for Σ =X TX m andΣ =X TX m , withX,X both defined as in (2) by replacing x i withx i andx i . The problem of finding linear relations compatible with noisy data can be then formulated as follows:
EIV Estimation Problem (Kalman, 1982 ) Given Σ, determineΣ such that
Any base of null(Σ) will span a space describing a set of linear relations compatible with the data and the assumptions, i.e. a solution forΣA = 0 can be found. Differences among estimation schemes lie in the assumption made on the noise variables and consequently onΣ. Two estimation schemes of interest in this work are now described.
Ordinary Least Squares (OLS)
This estimation scheme assumes only one variable affected by noise, while the remaining ones are noise-free. If noise affects the i-th variable, it follows that
whereσ 2 i is the variance ofx i . The solution of the estimation problem is given bỹ
where Σ i is the matrix built by deleting the i-th row and the i-th column of Σ, see (Guidorzi, 2003) . In fact σ 2 i , as defined in (7), represents the maximum amount of noise compatible with the condition presented in (5). Some important aspects of this estimation scheme are:
• In general, the noisy variable is the one considered as linearly dependent, whose coefficient is normalized to 1.
• The OLS solutions lead to the minimization of the squared estimation error:
(9) being [X] i the i-th column of X and X i obtained by deleting and the i-th column of X. The elements of A ∈ IR n−1 define the dependence relation of the orthogonal projection of [X] i on the subspace spanned by the columns of X i from these vectors. When no assumptions are made about the noisy variable, the OLS scheme leads to n different solutions.
• When the noisy variable is known to be the i-th, the estimation problem can be reformulated in the most common non-kernel form:
In this case the minimization of the squared error is simply obtained in the pseudo-inverse closed form solution
, which is unique.
The Frisch Scheme
This scheme is based on the assumption of mutual independence of the noise samples, i.e. the error covariance matrix is in the form
(10) Given a sample covariance matrix Σ, every diagonal matrixΣ satisfying (5) is a solution of the Frisch estimation scheme. Notice that the n OLS solutions are included. This means that the a priori assumptions made for the Frisch scheme are milder and more general than those of any estimator providing a single solution like the OLS. On the other hand, the computation of solutions in closedform is more difficult, since there are infinite possible solutions. To overcome this problem, we use some of the results reported in (Guidorzi et al., 2008) , in particular, the following definition and theorem. Definition 1. The maximum corank of a sample covariance matrix Σ is defined as the maximal number of linear relations that can be extracted from Σ under the assumptions of the Frisch scheme and it is denoted by Maxcor F (Σ):
being D the set of all the diagonal matrices satisfying (5), i.e., all the solutions of the Frisch scheme. Theorem 2. (Guidorzi et al., 2008) If Maxcor F (Σ) = 1, the coefficient vectors A ∈ IR n−1 of all linear relations compatible with the Frisch scheme lie (by normalizing one of the coefficients to 1) inside a simplex S in the parameter space whose vertices are defined by the n OLS solutions. Furthermore, all the points of the simplex in the parameter space are linked by a one-to-one relation to all the solutions of the Frisch scheme.
Under the hypothesis of the latter theorem, the solution space (i.e., the simplex) can be easily derived by computing the n OLS solutions. However, in order to select one solution, additional information must be present (see e.g., (Guidorzi et al., 2008) ). The main contribution of this work is the development of an algorithm which aims at reducing the solution space. The decrease in size is intended with respect to the simplex that would merge by computing a single batch estimation by means of the classical Frisch scheme. The main advantage of this new method is the ability of shrinking the volume of the solutions set in the parameters space without introducing further assumptions. This volume can be considered indeed as a performance index of the estimation scheme. In the classical batch estimation scheme the volume of the simplex is proportional to the amount of noise affecting the system. If there is no noise, the simplex collapses to one point, i.e. the true parameters vector.
PARTICLE-BASED RECURSIVE METHOD
After the first m measurements, let us keep observing the linear system described by (1). At time instant t k the state of the observed system is
The observation matrix at the time instant t k is updated as
. . .
This update rule relies on the collection of m successive observations of the state that are stacked in a matrix. Note that any observation sample is used in one observation matrix only, maximizing the amount of new information contained in it. Therefore, a new estimation can be performed with a frequency m times slower than the one of state observation since m new samples are needed to build a new observation matrix. The sample covariance matrix at time t k is:
According to Theorem 2, if Maxcor F (Σ(t k )) = 1, the solutions of Σ(t k )A = 0 lie in the simplex whose vertices A i (t k ) ∈ IR n−1 are defined by the n OLS solutions in which one entry is normalized to 1 (or −1):
being Σ i (t k ) the matrix obtained by deleting the i-th row and the i-th column of Σ(t k ). Without any loss of generality, let us suppose to normalize the last coefficient α n to 1. Therefore, under the hypothesis of the Frisch scheme and if Maxcor F (Σ(t k )) = 1 the solution of the identification problem belongs the simplex S(t k ) ⊂ IR n−1 whose vertices are defined as in (15) for any value of k. Intuitively, if several simplices are computed at different iterations, it seems reasonable to seek the parameters value inside the intersection of all the simplices. Although the Frisch scheme allows a simple derivation of the vertices of the simplices of solutions in the parameters space, the computation of their intersection from the knowledge of the vertices is not trivial. However, it is rather easy to check if a point of the parameters space belongs to a simplex, thanks to its convexity. The Particle-based method consists in creating a set of static points in a region of the parameters space, called particles, each of which will be considered as a possible solution of the estimation problem. At each iteration, a new simplex is computed and the particles not belonging to the intersection of this simplex with the previous one are discarded. It turns out that this approach leads to a final solution space which is smaller with respect to the simplex that would merge when a single batch identification is performed with all the data. The working principle of the method is highlighted by the results shown in Sec. 4. In the following the procedure is described in detail.
Initialization of the Procedure
Let us define X(t 0 ) as
If we calculate the corresponding sample covariance matrix
, the initial simplex S(t 0 ) is then uniquely defined by its vertices which are computed as in (15). Being l(t 0 ) the initial number of particles, the region of the parameter space bounded by the initial simplex is filled uniformly with the l(t 0 ) particles p j ∈ IR n−1 , with the procedure described in Appendix A. The initial particle set is defined as P(t 0 ) := {p j : j = 1, 2, . . . , l(t 0 )} (19)
Updating Rule of the Solutions Set
Being S(t k ) the simplex corresponding to Σ(t k ) and P(t k ), l(t k ) the particles set and the number of particles at the k-th time instant, in each iteration the algorithm is developed according to the pseudo-code reported in Algorithm 1. S(t k ) is initially derived from Σ(t k ) by means of (15). Then the updated particle set P(t k ) is assembled with the elements of P(t k−1 ) lying inside S(t k ). Thus, P(t k ) has the following properties:
From this simple idea it is possible to derive interesting consequences. Indeed, it represents a different way to use Algorithm 1: PRF psudo-code Data:
a set of data, in the contest of the Frisch scheme, as an alternative to performing a unique batch identification. The advantages of this approach, with respect to the standard case, are analyzed in the next section, also on the basis of the choice m, which represents the length of the partial data set used for a single identification step. Furthermore, thanks to its fast convergence time, this new scheme turns out to be suitable for online identification.
SIMULATION RESULTS AND DISCUSSION

Case of Study and Simulation Setup
To study the effectiveness of the proposed procedure the following linear model has been analyzed.
A Monte Carlo Simulation of 100 runs has been performed in which x 1 , x 2 and x 3 have been generated as three independent sequences of zero mean random numbers with unitary variance, while x 4 has been obtained as
Due to the value of the variances of x 1 , x 2 , x 3 and the coefficients α i (i = 1, . . . , 4) x 4 presents a standard deviation of about 2.77. Independent zero mean additive Gaussian noises has been successively added to all the variables, with variancesσ . Therefore, the state of the system at any instant t k can be described as follows:
and the observation matrix has been built according to (13) . Let m tot be the number of samples in the dataset. The total number of PRF iterations is N = (m tot /m) − 1 (excluding the initialization). The parameter m tot has been set to be 10 7 and the initial number of particles 10 6 . The initialization of X has been done using the first m samples. At each iteration the vertices of the simplex of solutions have been computed as described in Section 3 normalizing to 1 the last entry of each OLS solution. For comparison, the total simplex S tot has been computed with the whole dataset, i.e the simplex obtained with the classical Frisch estimation scheme using all the m tot observations of the state. In order to evaluate the efficiency of the proposed scheme the following two performance indexes are defined:
• The relative mean error of the particles e rm (t k ), which is computed at each iteration as:
whereÂ is the vector containing true values of the parameters corresponding to the first three variableŝ
• The volume V sol of the solution space, namely, the volume of the convex polytope of the parameters space delimiting the particles 2 .
The procedure was initially tested with m = 2000,σ enclosing the particles remained at the end of the PRF identification is compared with the total simplex S tot . The volume difference of the two solution spaces shows the improvement in the estimation precision given by the PRF. The convergence of the PRF can be observed in Fig.  2 where the time evolution of the relative mean error of the particles is presented. It can be noticed that e rm rapidly decays with respect to the number of iterations reaching a nonzero constant value. The volume V sol of the solution space also decreases rapidly as it can be ascertained in Fig. 3 . In this figure the time evolution of V sol is compared with the one of V k , the volume of the simplices obtained at different iterations and with the volume of the total simplex V tot Results show that V sol is halved after only ten iterations and in the worst case it becomes smaller than V tot after three iterations. From the outcome of the simulations can be noticed that, among all the Monte Carlo iterations, V tot changed of about 0.01% of its value 3 , remarking the robustness of the standard Frisch scheme identification. It also turns out that V tot corresponds always to the average of the volumes of the simplices obtained at different iterations. 
Residual Relative Mean Error
• Fig. 4 shows how e rrm increases linearly with δ, independently from m.
• Fig. 5 shows how e rrm reaches exponentially with m a constant ξ(δ) which is the relative mean error of the initial particles, having initialized the PRF with all the m tot samples.
• If l(t 0 ) is sufficiently large this value is very close to the relative mean error of the total simplex e rm,tot , hence:
where e rm,tot = 1
• If we suppose m tot arbitrarily big, namely m tot → ∞, it yields
• In our experimental case, the value of λ turns out to be approximatively 2000, independently from δ.
Residual Relative Volume
• Results shown in Fig. 5 exhibits that the PRF leads always to a solutions set whose volume V sol is lower than the one obtained through a single identification with the whole data V tot since V rr is always smaller than one. Like e rrm , V rr shows an exponential trend 4 The term residual refers to the value at the last PRF iteration [log]
[log]
[log] with m and reaches a value close to 1 when m approaches m tot .
• On the other hand, the growth rate of V rr depends on δ. The dependency on δ is also exponential as it can be appreciated in Fig. 4 .
• If we suppose m tot arbitrarily big, we would have:
After this analysis, it comes out that the performances of the PRF scheme strongly depend on two variables: the noise affecting the system and the number of subsets in which a given dataset is divided 5 . However, as system designers, we only have control on this latter variable since we cannot change the system noise rate. Experimental results also shown, independently on the system noise, the optimal design of the identification algorithm is achieved by dividing the dataset in small partial subsets. In fact, the performance of the PRF degrades exponentially with m. The results show the improvement of the performance of the PRF compared to a single batch approach for any value of noise variance and length of the observation matrix. Therefore, whenever a sufficiently large set of data is available it is always more convenient to perform the PRF scheme rather than use the whole data set for a single 5 i.e., the number of iterations performed estimation. However, in certain conditions, the PRF scheme may become unstable due to both numerical and statistical issues. In fact, although small values of m and δ should improve the overall performance of the PRF scheme, too small values may lead to failures of the procedure. A robustness analysis follows in the next part. Throughout the simulations the feasibility of the PRF estimates has been constantly checked. Firstly, at each iteration the number of survived particles l(t k ) has been monitored: if it dropped below one thousandth of the initial number the estimation has been considered unreliable.
In fact excessive drop of particles might be symptom of ill conditioned estimates because a too small solution space should not be achieved considering the amount of noise affecting the system. Consequently, the simulation was aborted and the corresponding couple δ−m was marked as failure (the blue area). Then, at the end of each estimation it has been checked whether the true parameters was lying inside the PRF solutions space or not. If the true parameters vector was inside the hull the value of 1 has been assigned to the corresponding couple δ − m while, if it was outside, the value has been set to 0. Finally, the results of different Monte Carlo runs has been averaged. This data has been then used to build a map of to the robustness of the PRF procedure as function of δ and m, as in Fig. 6 . When m is very small (i.e. less than 300) the PRF scheme always fails for any amount of noise. In fact, if m is too small, the observation matrix (i.e. the regressor) is not representative of the underlying system, leading to unreliable estimates. Furthermore, when also δ is small, this effect is accentuated by numerical issues (e.g. null space extraction from bad conditioned matrices, check of particles inclusion inside very narrow simplices). Therefore, the estimates result to be unreliable even for higher values of m. Note that this latter issue might occur also in the standard version of the Frisch scheme. In order to find the optimal trade-off between performance and reliability, m has to be chosen based on some rough estimates of δ. In addition, if the system noise in small, the above described numerical issues can be overcome by adding more independent additive noise in the system. This would stabilize the estimations without violating the assumptions of the Frisch scheme.
CONCLUSION
In this work a novel recursive identification procedure (PRF) based on the Algebraic Frisch Scheme has been presented. The main difference with respect to the standard approach consists in using different subsets of data to perform several identifications of the same process instead of performing a batch identification step.
Simulations have been conducted to prove the effectiveness of the proposed method. Results shown the increased reliability of the developed methodology with respect to a single identification. Furthermore, this can be achieved without introducing additional assumptions on data.
A robustness and sensitivity analysis of the algorithm, with respect to the parameters used to implement it, has been performed through Monte Carlo simulations. Future works will extend the proposed method to time varying systems assigning dynamic features to the particles, and will apply the developed algorithm in a robust control framework.
