We present our piggyback search for fast radio bursts using the Nanshan 26m Radio Telescope and the Kunming 40m Radio Telescope. The observations are performed in the L-band from 1380 MHz to 1700 MHz at Nanshan and S-band from 2170 MHz to 2310 MHz at Kunming. We built the Roach2-based FFT spectrometer and developed the real-time transient search software. We introduce a new radio interference mitigation technique named zero-DM matched filter and give the formula of the signalto-noise ratio loss in the transient search. Though we have no positive detection of bursts in about 1600 and 2400 hours data at Nanshan and Kunming respectively, an intriguing peryton was detected at Nanshan, from which hundreds of bursts were recorded. Perytons are terrestrial radio signals that mimic celestial fast radio bursts. They were first reported at Parkes and identified as microwave oven interferences later. The bursts detected at Nanshan show similar frequency swept emission and have double-peaked profiles. They appeared in different sky regions in about tens of minutes observations and the dispersion measure index is not exactly 2, which indicates the terrestrial origin. The peryton differs drastically from the known perytons detected at Parkes, because it appeared in a precise period of p = 1.71287 ± 0.00004 s. Its origin remains unknown.
On the other hand, Lorimer burst may well be celestial. The burst signal showed a characteristic cold plasma dispersion relation, that the group delay at frequency ν is t = 4.149 DM ν 
The dispersion measure, DM, is the column density of free electrons in the unit of pc cm −3 along the line of sight, i.e. DM ≡ ∫ n e dl where n e is the electron density. Due to the free electrons in the interstellar medium, such a cold plasma dispersion is observed extensively in pulsar signals (Manchester & Taylor 1981) . The cold plasma dispersion seen in FRBs highly suggests that they are of extraterrestrial origin.
Further investigation shows that the RFI may mimic the dispersive signatures. Such RFI signals are called perytons and were first discovered at Parkes (Burke-Spolaor et al. 2011) . It was suggested (Petroff et al. 2016 ) that Perytons differ from FRBs in the following properties: 1) Perytons are strongly clustered in DM and time of day, whereas FRBs are not. 2) FRBs follow the cold plasma dispersion, where some of the perytons show deviations from this relation; 3) FRBs, as far-field sources, are well localised on the sky. Perytons, if being near-field interference signals, appear to have multiple locations; 4) Perytons have longer average pulse durations than FRBs, e.g. the pulse durations of perytons concentrate around 30-40 ms while most FRBs have durations of a few milliseconds. Using a RFI monitor, Petroff et al. (2015b) identified the perytons as microwave oven interferences. Kocz et al. (2012) reported that some perytons occurred approximately 22 s apart .
The celestial origin of FRB was confirmed by other discoveries. Shortly after Lorimer's work, a growing number of FRBs were discovered with Parkes at 1.4 GHz, either in archival data (Keane et al. 2012 ; Thornton et al. 2013; Burke-Spolaor & Bannister 2014) or from real-time searches (Ravi et al. 2015; Petroff et al. 2015a; Keane et al. 2016; Ravi et al. 2016; Petroff et al. 2017; Bhandari et al. 2018) . Telescopes other than Parkes have also detected FRBs (Spitler et al. 2014; Masui et al. 2015; Bannister et al. 2017) , including interferometers (Caleb et al. 2017) . For more information on currently known FRBs (∼ 65 of them), one can look up the online database 1 by Petroff et al. (2016) . There are todate two known repeating sources, namely FRB 121102 and FRB 180814, discovered by Arecibo and CHIME, respectively (Spitler et al. 2014 (Spitler et al. , 2016 Amiri et al. 2019) . The FRB celestial origin is ultimately established with interferometry location and host galaxy discoveries. The host galaxy of FRB 121102 was identified as a low-metallicity, star-forming dwarf galaxy and a persistent radio counterpart was found (Chatterjee et al. 2017; Tendulkar et al. 2017; Marcote et al. 2017) .
In this paper, we report our realtime transient search project carried out at two Chinese telescopes. Our observations and discovery of an intriguing type of RFI are also presented. Unlike the previously reported perytons, the newly discovered RFI shares more similarities with the FRBs, and it is probably not created by microwave ovens. The paper is organised as follows. In Section 2, we describe our piggyback observing scheme (Section 2.1), hardware (Section 2.2), and data reduction pipeline (Section 2.3). We also investigate the sensitivity and event rate of our FRB searching in Section 3. The interesting peryton is reported in Section 4. The related discussions and conclusions are made in Section 5.
OBSERVING AND REALTIME SEARCH PIPELINES

Observations
We carried out observations with the Nanshan 26-metre radio telescope (NS26m) of Xinjiang Astronomical Observatory (XAO) and the Kunming 40-metre radio telescope (KM40m) of Yunnan Astronomical Observatory (YNAO). NS26m is located 70 km away from the city of Urumqi. Figure 1 . The spectrometer flowchart. The FX engine is implemented on FPGA chip, which use the polyphase filterbank to channelize the data and then do multiplication. The spectra is integrated and packetized into UDP packets. Each packet is then transmitted to the computer node using 10GbE fiber links.
The position of the NS26m is longitude E87 • 10 41 , latitude N+43 • 29 17 , and altitude 2080m. It was built in 1993 and had served as the general purpose centimeter-wavelength radio telescope for the Chinese astronomy community for more than 20 years (Wang et al. 2001) . At 1.4 GHz (L-band), the radio frequency bandwidth is 320 MHz, and the system temperature is 23 K. KM40m was built in 2006 for the Chinese lunar-probe mission and gradually started performing scientific observations (Hao et al. 2010) . It is located in the south west of China (N25 • 01 38 , E102 • 47 45 , altitude 1960m), approximately 15 kilometers away from the nearby city of Kunming. There is a room-temperature S(2.2 GHz)/X(8.5 GHz) dual-band, circularly-polarised receiver installed for satellite tracking purposes. The X-band receiver is used in lunarprobe mission and its temperature is too high for our purposes, so we search in the S-band. The system temperature of the receiver at S band is 70 K at 2.2 GHz. The radio frequency signal is down converted to the intermediate frequency, which has 300 MHz bandwidth. However, due to RFI only about 140 MHz of clean bandwidth is available. The parameters of the telescopes are summarized in Table 1 . On average per week, we took 48-hour and 120-hour observations at NS26m and KM40m, respectively. The total amount of the raw data would be 30 TB per month, if all data were recorded.
We note that most of the RFI signals at KM40m are right-handed polarized. We only search for bursts in the lefthanded polarization, but record the data from both polarisations. At NS26m, we search for bursts in the total intensity, i.e. the summation of two polarisations. The data is processed in real time, and only data with potential candidates of radio transients were recorded. The false alert probability of our detection threshold is 10 −7 (cf. Section 2.3).
To save telescope resources, piggyback observations were carried out, i.e. we recorded the data while the telescopes were performing other observations. FRBs roughly distribute uniformly over the sky (Petroff et al. 2014 ), so such an observation mode does not in principle reduce the event rate significantly. In practice, however, a significant fraction of observing time, both at NS26m and KM40m, were allocated for pulsar observations. Observing along the Galactic plane may lead to a lower event rate (Petroff et al. 2014) . We aimed to piggyback all observations at all available frequencies. By the time of writing this paper, due to the complexity in scheduling, we only piggybacked the 1.4 GHz observation at NS26m and 2.5 GHz observations at KM40m.
Digital backends
We recorded the data using home-brewed digital backends. It consists of a Fast-Fourier transform (FFT) spectrometer and recording computer. We built the FFT spectrometer based on the popular Roach2 platform 2 , where a Virtex-6 family field programmable gate array (FPGA) of Xilinx performs digital signal processing and data packetizing. The FPGA gets the digitized signal from one 8-bit-5-Gsps analog-to-digital Converter (ADC) ADC1x5000-8 produced by E2V. In each ADC, there are four sampling cores. We configure the chip to sample the two polarisations at 2×2 Gsps. We generate the ADC clock signal using Valon 5009 frequency synthesizer. The FPGA is fed with the same clock to form the sampling clock.
In the FPGA, 1024 channels are created using a polyphase filter bank (PFB) and then correlated to compute the coherency matrices, i.e. {X X * , YY * , Re(XY * ), Im(XY * )}, where X and Y are the complex voltage of the two polarizations, and X * and Y * are the corresponding complex conjugates. We integrate the coherency matrices for each of 64 samples, which results in a spectrum with time resolution of 65 µs. The data is then packetized and transferred to the recording computer node with the user datagram protocol (UDP) over a 10-Gigabit Ethernet (10 GbE) optical link. Figure 1 describes the hardware flowchart of our digital backend.
Realtime transient search and data analysis pipelines
For piggyback observations, we do not want to store all the data, since most of the data will not contain FRB signals. Also, in order to keep the data volume manageable, the data recording rate is limited and only data of candidates are stored. To do so, we implemented a realtime searching and data analysing pipeline. Our realtime transient search system is called 'Burst Emission Automatic Roger' (bear), which has three major components, 1) the data processing manager (DPM), 2) the data buffering component (DBC), and 3) the data analysis component (DAC). The DBC captures the UDP packets from the 10 GbE optical link and buffers the data in the shared memory. The DAC firstly mitigates RFI, then dedisperses the signal at a given set of DM grids, searches for pulses using matched filter in the de-dispersed time series, and clusters the candidates to identify the burst events. There are multiple copies of the DAC processes running in the computer node to parallelize the data processing. The DPM allocates the shared memory on the data recording machine, and creates globally visible flags for each DAC task 2 Reconfigurable Open Architecture Computing Hardware:
http://casper.berkeley.edu/wiki/ROACH2 to coordinate the work. We will explain each parts separately in the following sections.
DBC, Data buffering
When the bear system starts, the DPM allocate 8 segments of shared memory in the data recording machine. DPM also creates globally visible flags for each of the 8 segments. Each flag has five states, namely, 'empty', 'writing', 'ready', 'reading', and 'saving'. After the shared memory is created, the initial flags are all set to 'empty' by the DPM.
The DBC captures the data from the 10 GbE optical link. It searches for the flags of 'empty'. Once an 'empty' segment of the shared memory is found, the DBC changes the flag to 'writing' and starts to store the captured data into the corresponding memory block. The DBC changes the flag to 'ready' and seek for the next empty memory block, when the memory block is filled fully. The 'ready' flag notifies the DAC, then the DAC starts the data analysis after modifying the flag to 'reading'. This prevents the DBC or other instances of DAC to interfere with the data processing. After DAC processes the data, the two possible flags are 'saving' or 'empty'. If DAC finds candidates in the buffered data, the 'saving' flag is assigned, and DPM is notified to save the data to the hard disk. If no candidate is detected, the 'empty' flag is given, and memory block will be re-written by the DBC. Using this flag scheme, as far as the candidates rate is limited, we can even save the baseband data with a limited storage resource. For example, if we pick up candidates at a 5% probability, 500 Mbps file saving speed can handle incoming data with the rate of 10 Gbps. It is thus possible to do baseband data recording with only one computer node for FRB searching.
DAC, RFI mitigation
The first task of DAC is to mitigate the RFI signals in the data. Beside the common practice of zapping the channels with known persistent RFI (Fridman & Baan 2001) , we also perform the RFI mitigation called zero-DM matched filter, which effectively removes RFI of terrestrial origins (signal with nearly zero DM).
The zero-DM matched filter (ZDMF) is an improved version of the zero-DM filter (ZDF) developed by Eatough et al. (2009) . The ZDF subtracts the zero-DM time series from the data, which significantly reduces the local RFI. In fact, the initial application of ZDF helped in the discovery of four new pulsars (Eatough et al. 2009 ), and has later been applied in several pulsar or single-pulse surveys (Eatough et al. 2013; Keane et al. 2010; Rane et al. 2016; Patel et al. 2018) . The ZDMF estimates the waveform of the zero DM signal similarly to the ZDF, but subtracts only the corresponding contribution from each channel. Such a modification reduces the over-subtraction, when dealing with narrowband RFI.
Similar to the zero-DM filter, the zero-DM time series (i.e. the 'audio' signal) is estimated by de-dispersing the original data at zero DM value. This is done by adding data of all frequency channels. The zero-DM waveform is denoted here as s dm=0 . We then estimate the corresponding contribution from each channel, i.e. we find the baseline β i and the scale factor α i for each channel such that the residual of fitting the zero-DM waveform to the given channel is minimized. The residual χ 2 is defined as
where s i is the time series of the i-th channel. The factor α i can be found analytically as
Here, · is the inner product of the one dimensional time series. The symbol indicates the time domain summation with a total of N data points. With the α i , we remove the RFI from the data using
where the new time series s i is the data of the i-th channel with RFI removed. The DC-offset β i is not removed here, because it doesn't affect the pulse detection. Examples of our RFI mitigation are shown in Figure 2 . The ZDMF can effectively remove RFI. The figure also shows the comparation between the ZDMF and ZDF.
2.3.3 DAC, De-dispersion and burst searching using matched filter
After RFI mitigation, we search for bursts in the data using the matched filter. Similarly to any matched filter for signal detection, if the parameter of the matched filter is slightly away from the 'true' value, there will be loss of signal-tonoise ratio (SNR). That is, if the true parameters of the FRB (DM, burst epoch, pulse width) is off the matched filter parameter grid, the detection probability becomes lower. As we will show below, we designed a nonlinear parameter searching grid, such that the SNR loss of bear is always smaller than a preset threshold. In this way, we minimize the number of trials needed for the matched filter. In order to search for radio bursts of celestial origins, we need to align the data by correcting for the dispersion effect (c.f. Equation (1)). If the DM trial value is off the true value, the recovered burst becomes wider, extra noise is added to the burst, and the SNR of the burst signal reduces. If the DM offset is δDM, the ratio between detection SNR and expected SNR is (Cordes & McLaughlin 2003 )
where SNR 0 will be the SNR, if the true DM is used in searching and SNR is the observed SNR. The erf is the error Examples for RFI mitigation algorithms. The top panel shows a simulated data set containing a highly frequencymodulated signal and a narrow-band RFI extended over a short duration, where the x-axis is the time, the y-axis is the observing frequency, and the colour/gray scale indicates signal strength. The middle panel shows the result after RFI mitigation using the 'zero-DM' technique (Eatough et al. 2009 ), where dips of intensity is introduced for channels containing no RFI. The bottom panel is the result using our 'zero-DM matched filter'. The figures show that the current RFI mitigation works rather well, and only low level artifacts are left in the channels affected by the RFI.
function, and ζ is the ratio between the time delay caused by the DM offset and pulse width, i.e. ζ is
where W ms is the pulse width in units of millisecond, ν is the observing central frequency in GHz, and ∆ν MHz is the bandwidth in MHz. If one uses decibel-scale SNR, denoted as S, defined as S ≡ 10 log 10 SNR , Equation (5) which describes the SNR loss can be well approximated by
For our 1.5-GHz observation of 300 MHz bandwidth, the maximum allowable 15% SNR loss, i.e. -0.7 dB, constrains the DM searching grid to be uniform with a step of 1 cm −3 pc. For high DM, the SNR loss caused by the intrachannel smearing will be dominant over the DM trial errors. One can use larger DM steps to reduce the computational cost. However, in order to also study the interferences with dispersive signatures and to simplify the data reduction, our DM trial grids span from 200 to 3000 cm −3 pc with 1 cm −3 pc increments. The SNR loss of the DM mismatch is plotted in Figure 3 . As indicated by Equation (7), a preset SNR loss requires an uniform grid for DM trials. We use the subband de-dispersion algorithm (Magro et al. 2011) to de-disperse the data. The algorithm first divides the total N channels into N sub subbands, and de-disperses each subband over a coarse DM grid. Then the de-dispersed subband data is combined by another layer of de-dispersion to form the final de-dispersed 1-D time series on finer grid. For the optimal choice, this algorithm roughly speeds up the computations by factor of √ N sub . The in-channel dispersion smearing also introduces SNR loss. Such an effect is very similar to the DM mismatching loss. If we substitute the bandwidth ∆ν with channel width and δDM with the DM in Equation (6), we can compute the SNR loss due to channel smearing. Our backend records with 1 MHz channel width, this leads to a maximum −0.7 dB loss for pulse signal of 5 ms with DM = 2000.
We then search for burst signals in the de-dispersed 1-D time series using the matched filter technique. We assume the burst can be approximated by a square shaped wave, i.e. the template for the filter is
where A, t 0 , and W are the amplitude, centre epoch and width of the square-shaped burst. The 'most powerful test', a statistical tool to detect signal with maximum detection probability with fixed false alarm probability, comes from the likelihood ratio test (Fisz 1963) . The detection statistic S is the logarithmic likelihood ratio between the cases of having and not having the signal. As shown in the Appendix A, for the Gaussian noise case, one has
where σ is the standard deviation of the noise in 1-D time series. With the square wave filter (Equation (8)), Equation (9) is reduced to
where N box is the number of data points in the time span where |t − t 0 | ≤ W. The likelihood ratio statistic S is nothing but the square of the burst signal SNR, i.e.
We set the detection threshold γ 0 , such that we will only record data when S ≥ γ 0 . For the null hypothesis, i.e. there is no burst in the data, the distribution of S follows a χ 2 distribution with one degree of freedom. The corresponding false alarm probability P FA of the given threshold γ 0 is thus
where function erfc is the complementary error function defined by erfc(x) ≡ 1 − erf(x). The approximation in the equation above is valid when γ 0 2. In our searching pipeline, we use threshold of P FA ≤ 10 −7 , i.e. γ 0 ≥ 28. The approximation is therefore good enough to calculate the false alarm probability.
When there is a burst in the signal with a given SNR, the detection probability corresponding to the detection statistic S, i.e. the probability to get a S larger than the threshold γ 0 is
With the false alarm probability and detection probability, the statistical performance of the matched filter can be evaluated using the 'receiver operating characteristic' curves (ROC curves), it is the relation between P D and P FA parameterized using threshold γ 0 . For reader's reference, the ROC . ROC curves for the matched filter using a square pulse waveform. The x-axis is the false alarm probability, and y-axis is the detection probability. The SNR of each curve is labelled in the figure. On the top of the panel, we also labelled the corresponding statistical threshold γ 0 .
curves of the matched filter described here is given in Figure 4 .
With the matched filter, we can now turn to problem of the equal-SNR-loss grid design for pulse width parameters W. The SNR loss with slightly wrong t 0 and W becomes
where δW is the mismatch of the pulse width. By setting the maximum SNR loss as 15%, the allowable grid for W spans from 0.85W to 1.17W. In this way, the equal-SNR-loss for the k-th grid should be a geometric series of W k = 1.37 k W min , and W min is the minimum pulse width in the searching. Our minimum searching grid is 0.5 ms, and using only 12 grid steps cover the width search from 0.5 ms to 20 ms with a maximum SNR loss of 15%. The SNR loss and function of pulsar width mismatch is plotted in Figure 3 . The equal-SNR-loss grid for pulse epoch t 0 is a function of pulse width. If the equal-SNR-loss grid would be used for t 0 , we would need to adjust it according to the pulse width grid. Luckily, due to a very efficient method to compute the statistic S, we can use a uniform-grid steps of 0.5 ms for t 0 in our searching. The S is computed using the running averaging of data, which can be done very efficiently by subtracting one earlier data point and adding one new data point. In this way, the complexity of applying the square wave matched filter becomes of order O(n) time complexity rather than well-known time complexity of order O(n log n) for applying the filters using the fast Fourier transform.
DAC, Clustering of candidates
By using de-dispersion, and matched filter, bear computes the detection statistic S as a cube on a 3-D parameter grid spanned by DM, W and t 0 . bear reports detection, if the statistic S is larger than the threshold γ 0 . However, we note that naively reporting all the candidates with S ≥ γ 0 is rather inefficient, as we need to remove the duplicated candidates.
Indeed, if the signal is strong, even in trials were with parameters mismatching the central values, the computed statistic still report detection. There will be many candidates clustering around the central peak of S. All those candidates in such a cluster are basically the same burst signal, but 'found' at slightly different parameters. We use the method called candidate clustering to remove such a redundancy.
Our recipe of candidates clustering is similar to the cleaning algorithm in the radio interferometry. The steps are as follows: 1) Find the grid with the highest value of S in the detection statistics cube. 2) Find the neighbours of the grid with highest S. Here the 'neighbours' are the grids contacting the given central grids. 3) Find the neighbours of the neighbours, where each outer layer of neighbours has lower value of S compared to the inner layer of neighbours. 4) Find the boundaries of all the neighbourhood region, where the boundaries are either confined by S ≥ γ 0 or the requirements of monotonically decreasing S, 5) Report the central S as one candidate, removing such the connected grid region, and repeating the procedure from the step 1. Here the monotonically decreasing S ensures that interesting candidates do not get shadowed by other bright candidates nearby in the parameter grids.
With this procedure, we cluster the related candidates and the duplication of candidates is suppressed. Examples of the results will be given in the next section.
Test of pipelines
Our pipeline, from the home-brewed digital backends to the realtime searching is tested both in laboratory and on telescope site.
In the lab, we simulated the FRB radio frequency signal by modulating a wideband noise signal with low frequency pulses. The signal is fed to the backend and we check if the bear correctly detects the injected pulse. At the telescope sites, we tried to catch the single pulse stream from bright pulsars. We observed PSR B0329+54 at NS26m and the Vela pulsar at KM40m for 5 minutes. During the time, bright single bursts were detected and recorded. The candidate plots generated by the realtime searching pipeline is shown in Figure 5 . The candidate plot also contains extra information to aid the users to do further inspection. The meaning of each panel is explained in the figure caption.
EXPECTATION OF SEARCHING SENSITIVITY AND EVENT RATES FOR FRBS
In this section, we estimate the expected event rate of our experiment. At the time the current FRB searching project started, the event rate estimation for NS26m and KM40m was very uncertain. Most of the FRBs at that time were detected by the Parkes telescope. The sensitivity of Parkes is higher than both the NS26m and KM40m, but there is lack of information for the close-by FRB population, i.e. FRBs with higher flux. Thanks to the ASKAP survey (Shannon et al. 2018) , we can now do a better estimation for the FRB event rate. In the left panel, we also label each subplot with alphabet letters (a to h). The meaning of each subplots are, a) the integration of S as function of frequency, b) the contribution of S from each channel, c) filterbank data, the intensity as a function of frequency (y-axis) and time (x-axis), d) The S as a function of DM (y-axis) and time (x-axis), e) S as function of time, where red, green and blue horizontal lines (online version) correspondents to the P FA of 10 −7 , 5 × 10 −3 , and 0.3 respectively, f) de-dispersed 1-D time series of the highest S, g) S as a function of width W (y-axis) and DM (x-axis), h) S as function of DM, i) S as function of W , j) the pulse profile of each individual candidate. In the subplot c) the red circle indicates the location of each local maximum of S, which is the candidate reported in i). The size of the red circles are specified by the corresponding value of S, i.e. the SNR. As one can see, besides the local maxima indicated by the red circles, there are grids with values higher than the threshold. As shown in the subplot d) the S around peak could still be higher than the red line. Our clustering algorithm combined the region around the peak and reduced the number of candidates reported in the subplot i).
The minimum detection amplitude of FRB events is
where S min is the minimum detectable flux for a given statistical threshold γ 0 , β 1 is the digitisation factor, BW is the bandwidth, N p is the number of polarisations, τ is the pulse width, T sys is the system temperature and G is the telescope gain. By choosing 3 ms as the reference width of FRB, the flux thresholds for SNR > 7 for NS26m and KM40m are 1.1 Jy and 3.3 Jy, respectively, using telescope parameters in Table 1 .
As shown in Figure 6 , more than half of the known FRBs would be detected with NS26m and KM40m. Most of these detectable FRBs have redshift z ≤ 1. Integrating over the cosmological comoving volume, the expected fullsky burst rate (BR) in units of 1 per day per 4π solid angle
where φ(L) is the event rate luminosity function of FRBs in units of 1 per day per Mpc 3 per luminosity (L) in the comoving frame. z is the cosmological redshift. The 1 + z factor in the denominator comes from the reduction of event rate for the observer on Earth due to the cosmological time dilation. The differential comoving volume (dV/dz) is 
The function z max (L) is the maximum redshift of detectable FRBs with intrinsic luminosity L, i.e. it is defined implicitly via
where BW is the bandwidth of receiver at the Earth. r L is the luminosity distance defined as
The normalized burst rate as function of the minimum detectable amplitude is shown in Figure 7 . Since the number density of FRB per comoving volume is not known (Luo et al. 2018 ), we can not directly compute the expected event rate (BR) for a given telescope. We have to use the observed event rate at Parkes and the ratio between the expected event rate at our two telescopes to estimate the event rate at KM40m or NS26m. Here the ratio between the expected event rates of the two telescopes does not depend on the FRB number density anymore, as the number density is a normalisation factor and cancels out in the ratio. Denoting the observed event rate at the two telescopes as ρ 1 and ρ 2 (counts per day per full sky), we have
Clearly, the ratio BR 2 /BR 1 becomes independent of the FRB number density, i.e. independent of ∫ ∞ 0 φ(L)dL. The detection rate (dN/dt, i.e. counts per day) of a given Normalised Burst Rate BR S 3/2 Parkes GBT Arecibo ASKAP NS26m KM40m Figure 7 . The normalized burst rate (see Equation (16)) as function of the minimum detectable amplitude. The solid blue curve is the computation made in this paper. Here, we normalize the burst rate arbitrarily to S min = 1 Jy, as the event rate density of FRB in the Universe is rather uncertain. The red dashed curve is for S −3/2 min , i.e. the expected normalized burst rate in flat Euclidean space. One expects that the Euclidean approximation will be valid for FRBs located near the Earth. Indeed, the slope of the solid blue curve approaches −3/2, when S min becomes large and observers can only see the near-by FRBs. We also compute the corresponding value of burst rate for a few other telescopes, which have detected FRBs, as indicated by the symbols on the solid blue curve. Telescope parameters are from Luo et al. (2018) . Note that we use a beam-central gain of 10 K/Jy for Arecibo in the current computation to account for the sidelobe effects.
telescope is
with ∆Ω the solid angle of telescope main beam size, and N b the number of beams. Based on the event rate of 10 3 to 2 × 10 4 sky −1 day −1 as seen by Parkes (Thornton et al. 2013) , the event rate for NS26m is from 10 −3 to 2 × 10 −2 per day, i.e. 1 per 3 years to 1 per 50 days. The event rate at KM40m is rather tiny, and it falls in range of [5 × 10 −5 , 10 −4 ] per day, i.e. 1 per 50 years to 1 per 3 years. The derived event rates are comparable using the method in Chawla et al. (2017) . Summing up, we expect one FRB on a monthly or yearly timescale for our current setups. Clearly, KM40m is not optimal for FRB searching due to the high temperature and narrow bandwidth, but we expect a better receiver frontend can significantly help the current situation.
DISCOVERY OF THE INTRIGUING PERYTON
At the time this paper is written, we have observed for about 1600 hours at NS26m and 2400 hours at KM40m. So far no FRB has been found. However, an intriguing peryton was detected at NS26m. On November 18th 2016, between UTC 02:24 to 03:31 (local time 18th November, 08:24 to 09:31), we detected a total of 218 broad-band radio pulses during pulsar timing observations, which show clear dispersion signature. The parameters of the pulsar timing observations are shown in Table 2 . All the bursts have the same DM value of 531 ± 5 cm −3 pc. An example candidate plot generated by bear is shown in Figure 8 . The flux of each single burst is estimated as strong as 20 Jy.
We found that the pulses spread across a 70-minute "burst window". The occurrences of pulses fall into three major timespans. Six pulses were recorded in the first timespan, when the telescope was slewing from PSR J1509+5531 to PSR J1239+2453. The pulses appeared sporadically. After the first burst window, no pulse occurred until the 47-th minute, where the second timespan starts, which lasted for 15 minutes. In this timespan, the telescope was pointed at PSR J1041−1942 and 145 pulses were recorded. The third timespan started at the 55-th minute and lasted for 12 minutes, in which we recorded 67 pulses and the telescope was pointed at PSR J1012−2337.
The burst positions and the telescope trackings are shown in Figure 9 . Since the telescope pointed in sky positions quite far apart from each other during the different detection timespans, one would expect the SNR to be drastically different if the pulsed signal originated from a single celestial position. The distribution of the SNRs of the pulses in different sky regions are shown in Figure 10 . For a far-field Figure 9 . The orientation diagram with the occurrence altitude and azimuth angles of the pulses detected at the Nanshan radio telescope. The thick red lines represent the duration of the pulsar timing observations with the parameters shown in Table 2 . The blue dash lines represent the telescope slewing to the next pulsar. The six yellow stars represent the 6 pulses detected during the telescope slewing without exact locations and the green stars represent the pulses detected during the pulsar trackings. The locations of the total pulses are shown in Table A1 . We have also labelled the pulsar name, the start time and duration of each pulsar timing observation.
source, we would expect more than 40 dB variation between the pointing positions indicated in Figure 9 , estimated using the propagation model after taking telescope structure reflection into account (Haslett 2008 ). We do not see such large signal amplitude variations, which suggests that the pulsed signals do not come through the side lobes. The signal could potentially be understood in a scenario where it was picked up after the antenna feed, in which case the observed SNR would be roughly independent of the telescope pointing. However, this scenario requires an unlikely coincidence such that the signal is strong enough to overcome the approximately -90 dB isolation of coaxial cable and cavity for electronics and simultaneously not to be visible to the antenna feed. Otherwise we should detect a much stronger signal through the feed leakage. Thus, it appears more likely that the signal we report originates from local RFI.
We nevertheless studied the timing behavior of the pulses. Following the standard pulsar timing technique (e. g. Hobbs et al. 2006 ), we could measure and model the times-of-arrival (TOAs) of the pulses. We aligned a few of the most bright single pulses and then smoothed it to form the pulse profile template with psrchive (Hotan et al. 2004) . After measuring the TOA of each single pulse, we used tempo2 (Hobbs et al. 2006) to build the timing model and calculate the timing residuals. The timing data indicate that the pulsed signal has a coherent timing behavior, where we can measure the period to a rather good precision (p = 1.71287 ± 0.00004 s). The post-fitting timing residuals are shown in Figure 11 , where only the pulse period is fitted. Since we detected no pulse between the first and the second observing window, it is unclear if the timing solution is still coherent for the first six data points. There seems to be a coherent solution for the second and third observing window. If we further fit for the period derivative, we get a value of p = 3.50 × 10 −6 s s −1 . From the Figure 11 , we can see that over the last 20 minutes, the residual varies by 0.5 second. The mechanism therefore which generates such a periodicity in the pulses, must be stable in period to the 10 −3 level.
In order to investigate how the RFI signals disguise themselves as celestial radio pulses, we measure the DM and dispersion index of each pulse, as shown in Table A1 . The dispersion index α, as defined by the dispersive delay ∆t ∝ ν −α , will be 2 for radio wave propagating in cold plasma (Manchester & Taylor 1980) . Such an index is widely used to check if pulses are of celestial origin (Burke-Spolaor et al. 2011; Petroff et al. 2015b ). We use a Bayesian approach to fit for both DM and dispersion index simultaneously (Men et al., in prep). The measured DM and dispersion index are shown in Figure 12 . As one can see, the DM values cluster around the central value of 530 cm −3 pc. A clear variation of DM is also visible. The dispersion indices of this peryton are also varying. Intriguingly, the dispersion indices are around 2, and 17% of pulses have dispersion indices compatible with 2 within the 68% error-bar. The peryton would look like a true celestial source if only a small fraction of the pulses was detected. To our knowledge, such a type of peryton has never been reported before.
The peryton's spectrum structure can be made more clearly after summing up individual pulses. The zoomed-in pulse is shown in Figure 13 . The time-integrated pulse is double-peaked, and shows scintillation-like structures in the spectrum. Thanks to the high SNR of the summed pulse, we can see that the pulse is not perfectly aligned across frequency after de-dispersing with α = 2, which also suggest that the signal dispersion does not originate from the celestial cold plasma.
DISCUSSIONS AND SUMMARY
This paper introduced the on-going FRB searching project using the Nanshan and Kunming radio telescopes. We described our searching hardware, software, data reduction algorithm and pipeline. We have computed the expected detection sensitivity and event rate of Nanshan and Kunming radio telescopes. For Nanshan, the sensitivity and event rate are 1.1 Jy and 10 −3 to 2 × 10 −2 per day. For Kunming, the numbers are 3.3 Jy and 5 × 10 −5 to 10 −4 per day. Based on the negative results in about 2400 hrs×0.04 deg 2 observations at S-band, we estimate a 95% confidence upper limit on the There is a residual curvature in the pulse, i.e. the dispersion of the pulse does not follow the -2 index perfectly. The signal does not come from a celestial origin. There is also frequency modulation across the full band, which is visually similar to the scintillation behavior.
FRB rate of R(S min = 3.3 Jy) < 3.1 × 10 4 sky −1 day −1 . This result agrees with the FRB rate reported in Burke-Spolaor et al. (2016) .
We introduced our data processing pipeline, bear, where we start with the likelihood ratio test and get the same filter as the matched-filter theory. We also use the equal-SNR-loss scheme to set up the most economic parameter searching grid to save computational resources. As shown in Section 2.3, the setup is a logarithmic grid in pulse width and linear grids in DM and pulse epoch.
To this point, we have not yet detected any FRBs, but we have detected and studied an intriguing peryton. The peryton detected at Nanshan radio telescope differs drastically from previously reported perytons (Burke-Spolaor et al. 2011; Petroff et al. 2015b ) and has nearly identical properties compared to most of the currently known FRBs. Unlike the common peryton width of 300 ms, our peryton burst has a double-peaked pulse profile and a 2-ms width. The DM value (531 pc cm −3 ) of the burst is also similar to the currently known FRB population. The inspection of individual single pulse gives dispersion index close to -2. All these key features fall in the middle of the FRB parameter space.
As shown in Figure 11 , the peryton bursts lasted for a total of 70 minutes. Only six single bursts were detected in the first 45th minutes. In the rest of the observing window, i.e. from the 45 minutes to the 70th minutes, we detected very regular pulses with a period of 1.71287 s. It is highly likely that the phase of the bursts is coherent.
Two major reasons lead us to suggest that the bursts we see are likely to be RFI. Firstly, we detected significant deviations of the DM index after adding the single bursts. Secondly, the telescope pointing has moved towards different directions in the detection window. We could not trace the origin of the peryton and it never showed up again in subsequent observations. We searched all the available data and we continue paying attention for similar signals in our FRB searching campaign. Up to the time of writing the current paper, we found no other similar perytons.
With the available information, we did not conclude on a reasonable explanation for the peryton signal. A category of perytons has previously been identified to be generated from microwave ovens (Burke-Spolaor et al. 2011; Petroff et al. 2015b) . Moreover, perytons with quasi-periodicity of an approximate 22-s cycle were also previously reported (Kocz et al. 2012) . However, the peryton detected at Nanshan has remarkable different properties: 1) the pulses occurred in a more precise period; 2) the widths of the pulses are narrower, at ∼ 2 ms; 3) the DMs of the pulses are more concentrated, at ∼ 531 pc cm −3 , and the DM index is very close to −2 as given by the cold plasma dispersion. Therefore, the peryton detected at Nanshan is likely to be a different type. It does not seem very probable that the signal originates from a microwave oven. There are two major types of microwave ovens, the transformer type and the inverter type (Matsumoto et al. 2003) . For most of the transformer type ovens, the pulse width modulation for the microwaveoven power control operates with period longer than 10 s. For the inverter type, the conversion frequency is around several kHz. To the best of the author's knowledge, periodic signal from microwave ovens similar to the peryton we discuss in this paper, was not previously reported (Ander-son et al. 1979; Yamanaka & Shinozuka 1995; Despres 1997; Matsumoto et al. 2003) . The signal is unlikely to originate from artificial satellite communication facilities or airplane, otherwise we should see such signals quite often. The lack of signal modulation also indicates that the burst may not be communication signals. We also made sure the signal is not due to instrumental instabilities or failure. Since we were piggybacking the pulsar observations, we can check if known pulsars are visible in the data. We found a single pulse with the correct DM of 9 cm −3 pc during observations of PSR J1239+2453 (Kazantsev & Potapov 2017) . The origin of the Nanshan peryton therefore remains unclear.
Our detected peryton mimics a real FRB signal. In fact, if only one or two single pulses were detected, one may had well concluded that the bursts are FRBs. We found that the DM index is critical to evaluate whether the burst is of celestial origin or not. Figure 9 suggests that the apparent peryton positions on the sky may look like multiple isolated islands. Otherwise we would require the peryton to shut off from the 62th minute to the 65th minute as shown in Figure 11 , while still keeping the coherent phase of timing. This suggests that the apparent directionality of near-field interference signals are rather complicated. For most of the FRB detection efforts, one relies on multibeam receivers to validate the celestial origin of burst signals. The idea is that near-field RFI can appear in multiple beams, while far-field true FRB signal appears only in adjacent beams. The indication of a complicated near-field pattern suggests that we should be more careful and may need extra information to validate the celestial origin of the pulsed signals.
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APPENDIX A: THE LIKELIHOOD RATIO TEST STATISTIC
The likelihood function is the probability distribution of data given the signal model. For the signal s of pure Gaussian white noise, the likelihood is
where n is the number of signal data points and σ is the standard deviation of the noise. When there is a square wave signal on top of the Gaussian noise, the likelihood is
The logarithm of the likelihood ratio between the cases of with and without a signal becomes
which leads to Equation (9).
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