We study a distributed hypothesis testing problem in which data is compressed distributively and the detector seeks to decide between two possible distributions for the data. The aim is to characterize all achievable encoding rates and exponents of the type 2 error probability when the type 1 error probability is at most a fixed value. For related problems in distributed source coding, schemes based on random binning are useful and often optimal. For distributed hypothesis testing, however, the use of binning is hindered by the fact that the overall error probability may be dominated by errors in binning process. We show that despite this complication, binning is optimal for a class of problems in which the goal is to "test against conditional independence." We also use this optimality result to give an outer bound for a more general class of instances of the problem.
Abstract-We study a distributed hypothesis testing problem in which data is compressed distributively and the detector seeks to decide between two possible distributions for the data. The aim is to characterize all achievable encoding rates and exponents of the type 2 error probability when the type 1 error probability is at most a fixed value. For related problems in distributed source coding, schemes based on random binning are useful and often optimal. For distributed hypothesis testing, however, the use of binning is hindered by the fact that the overall error probability may be dominated by errors in binning process. We show that despite this complication, binning is optimal for a class of problems in which the goal is to "test against conditional independence." We also use this optimality result to give an outer bound for a more general class of instances of the problem.
I. INTRODUCTION
We study a distributed hypothesis testing problem referred to here as the L-encoder general hypothesis testing problem, the setup of which is shown in Fig. 1 . A vector source (X 1 , . . . , X L , Y ) has different joint distributions P X1,...,XL,Y and Q X1,...,XL,Y under two hypotheses H 0 and H 1 , respectively. Encoder l observes an i.i.d. string distributed according to X l and sends a message to the detector at a finite rate of R l bits per observation using a noiseless channel. The detector, which has access to an i.i.d. string distributed according to Y , makes a decision between the hypotheses. The detector may Fig. 1 . L-Encoder General Hypothesis Testing make two types of error: the type 1 error (H 0 is true but the detector decides otherwise) and the type 2 error (H 1 is true but the detector decides otherwise). The type 1 error probability is upper bounded by a fixed value. The type 2 error probability decreases exponentially fast, say with an exponent E, as the length of the i.i.d. strings increases. The goal is to characterize the rate-exponent region of the problem, which is the set of all achievable rate-exponent vectors (R 1 , . . . , R L , E). This problem was introduced by Berger [1] (see also [2] ) and arises naturally in many areas including sensor networks and radar systems. Yet despite these applications, the theoretical understanding of this problem is far from complete, especially when compared with its sibling, distributed source coding, where random binning has been shown to be a key ingredient in many optimal schemes. Ahlswede and Csiszár [3] studied a special case of this problem in which L = 1. They presented a scheme in which the encoder sends a quantized value of X 1 to the detector which uses it to perform the test with the help of Y . They showed that their scheme is optimal for a "test against independence." Their scheme was later improved by Han [4] and Han-Shimokawa-Amari [5] . In the latter improvement, the encoder first quantizes X 1 , then bins the quantized value using a Slepian and Wolf encoder [6] . The detector first decodes the quantized value with the help of Y and then performs a likelihood ratio test. In this scheme, type 2 errors can occur in two different ways: the binning can fail so that the receiver decodes the wrong codeword and therefore makes an incorrect decision, or the true codeword can be decoded correctly yet be atypically distributed with Y , again resulting in an incorrect decision. Moreover, there is a tension between these two forms of error. If the codeword is a high fidelity representation of X 1 , then binning errors are likely, yet the detector is relatively unlikely to make an incorrect decision if it decodes the codeword correctly. If the codeword is a low fidelity representation, then binning errors are unlikely, but the detector is more likely to make an incorrect decision when it decodes correctly. Fig. 2 illustrates this tradeoff for a fixed test channel P U1|X1 used for quantization. ρ * 2 (U 1 ) and ρ * 1 (U 1 ) are the exponents associated with type 2 errors due to binning errors and assuming correct decoding of the codeword, respectively. Formulas for each are available in [2] . For low rates, binning errors are common and ρ * 2 (U 1 ) dominates the overall exponent. For high rates, binning errors are uncommon and ρ * 1 (U 1 ) dominates the overall exponent. A similar tradeoff arises in the analysis of error exponents of binning-based schemes for the Wyner-Ziv problem [7] , [8] , [9] .
The Han-Shimokawa-Amari scheme uses random, unstructured binning. It is known from the lossless source coding literature that structured binning schemes can strictly improve upon unstructured binning schemes in terms of the error exponents [10] , [11] . Thus, two questions naturally arise: 1) Is the tradeoff depicted in Fig. 2 fundamental to the problem or an artifact of a suboptimal scheme? 2) Can the scheme be improved by using structured binning? We conclusively answer both questions for a special case of the problem. We call this the L-encoder hypothesis testing against conditional independence problem. Here Y is replaced by a three-source (X L+1 , Y, Z) such that Z induces conditional independence between (X 1 , . . . , X L , X L+1 ) and Y under H 1 . In addition, (X 1 , . . . , X L , X L+1 , Z) and (Y, Z) have the same distributions under both hypotheses. For this class we provide an achievable region, based on a scheme we call Quantize-Bin-Test, that reduces to the Han-Shimokawa-Amari region for L = 1 yet is significantly simpler. We also introduce an outer bound similar to the outer bound for the distributed rate-distortion problem given by Wagner and Anantharam [12] . The idea is to introduce an auxiliary random variable that induces conditional independence between the sources. See [13] , [14] , [15] for similar results.
The inner (achievable) and outer bounds are shown to match in two examples. The first is the case when there is only one encoder (L = 1). Although this is simply the conditional version of the test against independence studied by Ahlswede and Csiszár [3] , the problem is much more complicated due to the necessary introduction of binning. It follows that the Han-Shimokawa-Amari scheme is optimal for L = 1, providing what appears to be the first nontrivial optimality results for this scheme. The second is a problem inspired by a result of Gel'fand and Pinsker [16] . Here X L+1 and Z are deterministic and there is a source X which under H 0 is the minimum sufficient statistic for Y given (X 1 , . . . , X L ) such that X 1 , . . . , X L , Y are conditionally independent given X. For this problem we characterize the set of rate vectors (R 1 , . . . , R L ) that achieve the centralized exponent I(X; Y ). For both problems, we obtain the solution by observing that the relevant error exponent takes the form of a mutual information, and thereby relate the problem to a source-coding problem. This correspondence was first observed by Ahlswede and Csiszár [3] . Tian and Chen later applied it in the context of successive refinement [17] .
These two conclusive results enable us to answer both of the above questions. Because the Han-Shimokawa-Amari scheme is optimal, the tradeoff that it entails, depicted in Fig. 2 , must be fundamental to the problem. Moreover, as the Han-Shimokawa-Amari scheme does not use structured binning, we conclude that it is not necessary for this problem, at least in the special case considered here.
As a byproduct of our results, we obtain an outer bound for a more general class of instances of the distributed hypothesis testing problem. This is the first nontrivial outer bound for the problem, and numerical experiments show that it is quite close to the existing achievable regions.
The outline of the paper is as follows. Section II explains the notation used in the paper. The general hypothesis testing problem is formulated in Section III. Section IV addresses the L-encoder hypothesis testing against conditional independence. Section V is on the special case when L = 1. The Gel'fand and Pinsker hypothesis testing against independence is studied in Section VI. Finally, the outer bound for the general problem is presented in Section VII.
II. NOTATION
Boldface is used to distinguish vectors from scalars. For a random variable X, X n denotes an i.i.d. vector of length n, X n (i) denotes its ith component, X n (i : j) denotes the ith through jth components, and X n (i c ) denotes all but the ith component. For random variables X and Y , σ 2 X and σ 2 X|Y denote the variance of X and the conditional variance of X given Y , respectively. The closure of set A is denoted by A. |f | denotes the cardinality of the range of a function f . 1 A denotes the indicator function of an event A. All logarithms are to the base 2. The notation X ↔ Y ↔ Z means that X, Y, and Z form a Markov chain in this order. For 0 ≤ p ≤ 1, H b (p) denotes the binary entropy function. All entropy and mutual information quantities are computed under the null hypothesis, H 0 , unless otherwise stated.
III. L-ENCODER GENERAL HYPOTHESIS TESTING

A. Problem Formulation
Let (X 1 , . . . , X L , Y ) be a generic source taking values in L l=1 X l × Y, where X 1 , . . . , X L , and Y are finite sets. Two possible distributions for the source are
be an i.i.d. sequence of random vectors with the distribution at a single stage same as that of (X 1 , . . . , X L , Y ). We use L to denote the set {1, . . . , L}. For S ⊆ L, S c denotes the complement set L \ S and X n S (i) denotes (X n l (i)) l∈S . When S = L, we simply write X n L (i) as X n (i). Likewise when S = {l}, we write X n {l} (i) and X n {l} c (i) as X n l (i) and X n l c (i), respectively. As depicted in Fig. 1 , the encoder l observes X n l , then sends a message to the detector using an encoding function f
Y n is available at the detector which makes a decision between the hypotheses based on a rule
l } × Y n is the acceptance region for H 0 . The encoders f (n) l and the detector g (n) are such that the type 1 error probability does not exceed a fixed , i.e.,
and the type 2 error probability does not exceed η, i.e.,
is achievable for a fixed if for any positive δ and all sufficiently large n, there exists encoders f (n) l and a detector g (n) such that
Let R be the set of all achievable rate-exponent vectors for a fixed . The rate-exponent region R is defined as
B. Entropy Characterization of the Rate-Exponent Region
We start with the entropy characterization of the rate-exponent region. Define the set R * n R * (n) , where
The proof is a generalization of that of Theorem 1 in [3] and is hence omitted. We next study a class of instances of the problem before returning to the general problem in Section VII.
IV. L-ENCODER HYPOTHESIS TESTING AGAINST CONDITIONAL INDEPENDENCE
Let X L+1 and Z be discrete memoryless sources taking values in finite sets X L+1 and Z, respectively such that (X, X L+1 ) and Y are conditionally independent given Z under H 1 , and the distributions of (X, X L+1 , Z) and (Y, Z) are the same under both hypotheses, i.e., H 0 : P XXL+1Y |Z P Z and H 1 : P XXL+1|Z P Y |Z P Z . X L+1 and Z are supplied to the detector. Note that this is a special instance of the general problem if we replace Y by
We have the following corollary of Proposition 1. Corollary 1: R CI = R CI * . We use the entropy characterization R CI * to obtain inner and outer bounds to the rate rate-exponent region.
A. Quantize-Bin-Test Inner Bound
Our inner bound is based on the Quantize-Bin-Test scheme in which encoders, as in the Han-Shimokawa-Amari scheme, quantize and then bin their observations, but the detector now performs the test directly using the bins. The inner bound obtained is similar to the generalized Berger-Tung inner bound for distributed source coding [18] , [19] , [20] . Let Λ i be the set of finite-alphabet random variables λ i = (U 1 , . . . , U L , T ) satisfying
is closed. The proof of Lemma 1 is omitted due to space constraints. We have the following inner bound.
B. Outer Bound
The outer bound is similar to the outer bound for the distributed rate-distortion problem given by Wagner and Anantharam [12] . Let Λ o be the set of finite-alphabet random variables λ o = (U, W, T ) satisfying (C3) (W, T ) is independent of (X, X L+1 , Y, Z), and (C4) U l ↔ (X l , W, T ) ↔ (U l c , X l c , X L+1 , Y, Z) for all l ∈ L, and let χ be the set of finite-alphabet random variable X such that X 1 , . . . , X L , X L+1 , Y are conditionally independent given (X, Z). Note that χ is nonempty because it contains (X, X L+1 ). For a given X in χ and λ o in Λ o , the joint distribution of X, (X, X L+1 , Y, Z), and λ o satisfy the Markov condition X ↔ (X, X L+1 , Y, Z) ↔ λ o . Wagner and Anantharam [12] refer to this condition as the "Markov coupling" between X and λ o . Let
We have the following outer bound. Theorem 2: R CI * ⊆ R CI o and therefore R CI ⊆ R CI o . The proof of the first inclusion is presented in Appendix II. The first inclusion and Corollary 1 imply the second inclusion.
V. 1-ENCODER HYPOTHESIS TESTING AGAINST CONDITIONAL INDEPENDENCE
In this section, we study the special case in which L = 1. LetR
Theorem 3: For this problem, the rate-exponent region
To prove the first two equalities, it suffices to
where the last inequality follows from conditioning reduces entropy and the fact that (Y, Z) is independent of (W, T ). If we setT = (W, T ), then λ i = (U 1 ,T ) is in Λ i and we have
Therefore,
To prove the last equality, it suffices to show that R CI i ⊆ R CI . Continuing the proof, letŨ 1 = (U 1 ,T ). Since (U 1 ,T ) is in Λ i , we have thatT is independent of (X 1 , X 2 , Y, Z) and that U 1 ↔ (T , X 1 ) ↔ (X 2 , Y, Z). Both together imply that U ↔ X 1 ↔ (X 2 , Y, Z). We now have from (1) that
where the equality follows becauseT is independent of (X 1 , X 2 , Y, Z). Similarly, (2) yields E ≤ I(Y ;Ũ 1 , X 2 |Z).
Using the support lemma [21, Lemma 3.4, pp. 310], we can obtain the cardinality bound |Ũ 1 | ≤ |X 1 | + 1.
A. Optimality of Han-Shimokawa-Amari Scheme
The Han-Shimokawa-Amari scheme explained in the introduction gives the following inner bound for this problem. Define
In addition, define the exponents
Finally, define
Then the Han-Shimokawa-Amari inner bound is as follows. Theorem 4:
The tightness of this bound is unclear due to its competing exponents. We prove that it is indeed tight by showing that it simplifies to the Quantize-Bin-Test inner bound, which by Theorem 3 is tight. Let us define
We have the following theorem.
Proof: The inequality follows from Theorem 3. To prove the equality, it is sufficient to show that E HSA (R 1 ) ≥ E QBT (R 1 ). The reverse inequality follows from Theorem 3 and 4. Since conditioning reduces entropy and any U 1 in A * (R 1 ) satisfies the Markov chain U 1 ↔ X 1 ↔ (X 2 , Y, Z), we have
which means that U 1 is in A(R 1 ). Hence, A * (R 1 ) ⊆ A(R 1 ). This implies that
Now the objective of the optimization problem in the definition of ρ * 1 (U 1 ) can be lower bounded as
The lower bound is achieved by the distribution P U1X2Y Z P X1|U1X2Z in B(U 1 ). Therefore,
. Similarly, we can lower bound the optimization problem in the definition of ρ 2 (U 1 ) as
D PŨ
1X1X2ỸZ P U1|X1 P X1X2|Z P Y |Z P Z ≥ I(Y ; X 2 |Z), and the lower bound is achieved by the distribution P X2Y Z P U1X1|X2Z in C(U 1 ). Therefore,
Consider any U 1 in A * (R 1 ). If R 1 ≥ I(X 1 ; U 1 ), then
And if I(X 1 ; U 1 ) > R 1 ≥ I(X 1 ; U 1 |X 2 , Z), then
which implies
(3), (4), and (5) together imply that
Theorem 5 is thus proved.
VI. GEL'FAND AND PINSKER HYPOTHESIS TESTING AGAINST INDEPENDENCE
We now consider another special case, which we refer to as the Gel'fand and Pinsker hypothesis testing against independence problem, because it is related to the source coding problem studied by Gel'fand and Pinsker [16] . Suppose that X L+1 and Z are deterministic and suppose there exists a function of X 1 , . . . , X L , say X, such that under H 0 , (C5) X 1 , .., X L , Y are conditionally independent given X, and (C6) for any finite-alphabet random variable U such that Y ↔ X ↔ U and Y ↔ U ↔ X, we have H(X|U ) = 0.
Conditions (C5) and (C6) imply that under H 0 , X is a minimal sufficient statistic for Y given X such that X 1 , . . . , X L , Y are conditionally independent given X. We shall characterize the centralized rate region, the set of rate vectors that achieve the centralized type 2 error exponent I(X; Y ). More precisely, we shall characterize the set R : (R, I(X; Y )) ∈ R CI , denoted by R CI I(X; Y ) . We define R CI i I(X; Y ) and R CI o I(X; Y ) similarly. We need the following lemma. It is clear that φ is continuous at zero with the value φ(0) = 0. We have the following theorem. 
Since (U, T ) satisfies (6) and the Markov chain Y ↔ X ↔ (U, T ), we have I(X; Y |U, T ) ≤ δ. Therefore, by the definition of φ function, H(X|U, T ) ≤ φ(δ). Since conditioning reduces entropy, this implies
On applying this in (7), we obtain
Again since conditioning reduces entropy and Y is independent of (W, T ), we obtain from (6) that
Hence,
VII. A GENERAL OUTER BOUND
We return to the general problem formulated in Section III(A). The problem remains open till date. A few inner bounds are known for L = 1 [2] , [4] , [5] . But even for L = 1, there is no nontrivial outer bound with which to compare the inner bounds. We now give an outer bound for a class of instances of the general problem. Consider the class of instances such that P X = Q X and P Y = Q Y , i.e., the marginals are the same under both hypotheses.
Let Ξ be the set of finite-alphabet random variable Z such that there exists two joint distributions P XY Z and Q XY Z satisfying (C8)
It is clear that if P XY Z and Q XY Z are the joint distributions of X, Y , and Z under H 0 and H 1 , respectively and Z is available to the detector, then the problem reduces to the L-encoder hypothesis testing against conditional independence. Now Z is not present in the original problem, but we can augment the sample space by introducing Z and supplying it to the decoder. The outer bound for this new problem is then an outer bound for the original problem. Moreover, we can then optimize over Z to obtain the best possible bound. Let χ and Λ o be defined as in Section IV(B) with X L+1 restricted to be deterministic. Let 
Proof: The proof of inclusion follows from Theorem 7. The equality follows by noticing that given any Z in Ξ, the outer bound corresponds to the rate-exponent region of the 1-encoder hypothesis testing against conditional independence. The result then follows from Theorem 3.
Corollary 3: (Test against independence, [3] ) If Q X1Y = P X1 P Y , then R =R.
Proof: This follows by choosing Z to be deterministic in the outer bound and then invoking the result of Ahlswede and Csiszár [3] .
A. Gaussian Case
To illustrate this bound, let X 1 and Y be standard Gaussian sources with correlation coefficients ρ 0 and ρ 1 under H 0 and H 1 , respectively. We assume that 1 > ρ 0 > ρ 1 ≥ 0. Let Z, Z , W , and V be standard Gaussian random variables independent of each other. Then X 1 and Y can be expressed as
under H 0 and as
It is easy to verify that conditions (C8) through (C11) are satisfied if we replace discrete distributions by corresponding Gaussian densities. Therefore, Z is in Ξ. Let R G be the rateexponent region of this problem.
. The proof is immediate as a continuous extension of Corollary 2. We now obtain a closed form expression for the outer bound by optimizing over U 1 . Define the set
We have the following outer bound. 
Since X 1 , Y , and Z are jointly Gaussian under H 0 , we can write by the linear estimation calculation that
where B is a zero-mean Gaussian random variable with the variance σ 2 Y |X1Z = (1 − ρ 1 ) 1 −ρ 2 and is independent of X 1 and Z. We now have
where (10) follows from the entropy power inequality [22] , and (11) follows because function f (x) = 1 2 log p2 −2x + q is monotonically decreasing in x for p > 0 and we have the rate constraint in (8) .
The result now follows from (9) and (11) .
We next compare the outer bound with Ahlswede and Csiszár's inner bound [3] . Let
. Proposition 2: [3]R G i ⊆ R G . Proof: Fix any (R 1 , E) inR G i . Let U 1 = X 1 + P , where P is a zero-mean Gaussian random variable independent of (X 1 , Y ) such that I(X 1 ; U 1 ) = R 1 . Let p U1Y and q U1Y be the joint densities of (U 1 , Y ) under H 0 and H 1 , respectively. Then Ahlswede and Csiszár's achievable exponent is D(p U1Y q U1Y ), which equals the right-hand-side of the inequality inR G i . Corollary 5: (Test against independence, [3] , [23] ) If ρ 1 = 0, then R G =R G o =R G i . Fig. 3 shows the inner and outer bounds for the case when ρ 0 = 0.5 and ρ 1 = 0.05.
Remark: One can apply the outer bound in the vector Gaussian case, and it follows from our earlier work that outer bound is tight for the test against independence [24] .
The third term in (14) can be upper bounded as
We can lower bound the second term in (14) as H b|X n L+1 , Z n = I b; U n |X n L+1 , Z n = H U n |X n L+1 , Z n − H U n |b, X n L+1 , Z n ≥ H U n |X n L+1 , Z n − H U n ϕ (n) b, X n L+1 , Z n (16) H Y n |U n , X n L+1 , Z n ≤ H Y n , 1 V |U n , X n L+1 , Z n = H 1 V |U n , X n L+1 , Z n + H Y n |U n , X n L+1 , Z n , 1 V ≤ 1 + H Y n |U n , X n L+1 , Z n , 1 V = 1 P (V ) + H Y n |U n , X n L+1 , Z n , 1 V = 0 P (V c )
where (19) follows from the fact that H 1 V |U n , X n L+1 , Z n ≤ 1, and (20) follows from Lemma 3(a) and 3(c). Now (13) , (14) , (15) , (18) , and (20) together yield
log |U l |.
Since , µ, and δ are arbitrary and n can be made arbitrarily large, we conclude that (R, E) is in R CI * , hence also in R CI .
