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Résumé 
 
a théorie des polynômes de chaos, étant une alternative moins onéreuse et 
plus efficace de la simulation de Monte Carlo, reste limitée aux polynômes 
de variables gaussiennes. On présente une méthode de type hilbertien qui 
généralise cette théorie et on établit les conditions d’existence et de convergence 
d’une expansion en Série de Fourier Généralisée. Ensuite, on présente la Statistique 
des Objets qui permet d’étudier les caractéristiques statistiques d’un ensemble 
d’objets aléatoires en dimension infinie. En calculant les distances entre les 
hypervolumes, notamment la distance de Hausdorff, cette méthode permet de 
déterminer l’objet médian, les objets quantiles et un intervalle de confiance à un seuil 
donné pour un ensemble fini d’objets aléatoires. Une méthode pour simuler un 
échantillon de grande taille d’un objet aléatoire à coût computationnel très réduit, et 
calculer sa moyenne sans faire appel à la distance entre les hypervolumes, fait l’objet 
de la troisième partie. 
Mots clés : Quantification des Incertitudes, Séries de Fourier Généralisées, Statistique des 
Objets, Optimisation Multiobjectif, Objets en Dimension Infinie. 
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Abstract 
 
he Polynomial Chaos theory, being a less expensive and more efficient 
alternative of the Monte Carlo Simulation, remains limited to the 
polynomials of Gaussian variables. We present a Hilbertian method that 
generalizes this theory and we establish the conditions of existence and convergence 
of an expansion in Generalized Fourier Series. Then, we present the Statistics of 
Things that allows studying the statistical characteristics of a set of random infinite-
dimensional objects. By computing the distances between the hypervolumes, namely 
the distance of Hausdorff, this method allows determining the median object, the 
quantile objects and a confidence interval at a given level for a finite set of random 
objects. In the third section, we address a method for simulating a large size sample 
of a random object at a much reduced computational cost, and calculating its mean 
without using the distance between the hypervolumes. 
Key-words: Uncertainty Quantification, Generalized Fourier Series, Statistics of Things, 
Multiobjective Optimization, Infinite-Dimensional Objects. 
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1. Introduction générale 
1.1. Contexte du travail et problématique 
L’exactitude, existe-t-elle dans « le monde réel » ? Dans la Science cette notion 
demeure théorique alors que toute mesure, observation ou expérience restent soumises 
aux incertitudes qui gouvernent le monde réel. C’est la raison pour laquelle la 
quantification des incertitudes a été depuis toujours un des principaux axes de la 
recherche scientifique, notamment dans la modélisation mathématique. Ainsi, 
d’innombrables travaux se sont focalisés sur la quantification des incertitudes et 
donné naissance à d’innovantes approches qui avaient pour but de s’approcher autant 
que possible de la réalité. Ceci dit, ces méthodes diffèrent aussi bien dans leur 
complexité que dans la qualité des résultats qu’elles fournissent. Cette disparité entre 
les résultats, due à la différence des méthodes employées dans les calculs, a été 
évoquée par Benoît Mandelbrot dans (Mandelbrot, 1967). Ainsi, en parlant du 
hasard, des objets fractals et notamment du fameux paradoxe de la longueur des 
côtes britanniques , il dit : « the left bank of the Vistula, when measured with 
increased precision, would furnish lengths ten, hundred or even thousand times as 
great as the length read off the school map ». Il s’avère donc, que les facteurs qui 
peuvent fausser un calcul, influencer la qualité d’une mesure ou entraver l’obtention 
de l’information complète sont si nombreux qu’ils suscitent toujours une ardeur 
insatiable chez les mathématiciens pour les contrecarrer, en développant chaque jour 
des méthodes plus efficaces que leurs précédentes pour quantifier les incertitudes. Cet 
ouvrage qui s’inscrit dans la même perspective présente trois études que nous avons 
entreprises en nous référant à d’autres travaux sur ce sujet.  
Parmi les méthodes qui ont connu un grand succès dans la modélisation stochastique, 
on trouve la théorie des polynômes de chaos (PC), celle-ci, étant basée sur le 
développement des variables aléatoires en séries de polynômes de variables 
gaussiennes a pu s’imposer comme une alternative à la simulation de Monte Carlo, du 
fait qu’elle fournit une meilleure précision, bien qu’elle est moins onéreuse. 
Cependant, cette approche est restée astreinte aux distributions normales et aux 
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polynômes d’Hermite et dans toute tentative pour la généraliser il fallait aborder 
certains aspects théoriques et répondre à des questions dont les réponses font l’objet 
de la première partie de cette thèse et qui permettent, d’appliquer l’approche de 
Wiener-Hermite dans un champ plus vaste de bases fonctionnelles et de distributions 
de probabilité. 
Dans la deuxième partie de ce travail il sera question de présenter un nouveau 
concept, à savoir, « la Statistique des Objets ». L’idée trouve ses origines dans les 
réflexions de Croquet et Souza de Cursi sur les systèmes dynamiques sous 
incertitudes. Dans (Croquet et Cursi, 2010) ils ont mis en relief l’impact de la 
variation de certains paramètres sur les orbites périodiques du système étudié. Ainsi, 
pour un échantillon donné des paramètres aléatoires mis en jeu, un nombre d’orbites 
aléatoires est généré dans l’espace, or l’étude des caractéristiques statistiques de ces 
orbites conduit à des questions sur ces objets de dimension infinie. Peut-on alors 
parler de courbe moyenne d’un ensemble de courbes aléatoires ? Peut-on parler de 
son intervalle de confiance ? ou de sa médiane ? Peut-on appliquer les notions de la 
statistique des points et définir la courbe moyenne par : 
∫𝑥. 𝑓(𝑥). 𝑑𝑥
Ω
 
avec 𝑋 une courbe aléatoire, 𝑓(𝑥) une fonction de distribution de probabilité associée 
aux courbes et 𝑑𝑥 une mesure sur les courbes définie sur l’espace des courbes 
aléatoires Ω ? Quelle mesure, surface ou volume peut-on définir sur Ω ? Ces questions 
laissent penser à une alternative … 
Une solution semble plus « réaliste » : comme la courbe 𝑋 est un objet de dimension 
infinie dépendant d’un paramètre 𝑡 on peut établir une expansion en série de Fourier 
généralisée : 
𝑋(𝑡) =∑𝑥𝑖𝜑𝑖(𝑡)
𝑖∈ℕ
 
avec {𝜑𝑖, 𝑖 ∈ ℕ} une base hilbertienne de l’espace vectoriel des fonctions. 
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Cependant, cette approche nécessite de répondre à d’autres questions sur la 
convergence des séries, sur l’impact d’un changement de base sur l’ensemble des 
courbes étudiés et leurs caractéristiques statistiques, et aussi sur la possibilité de 
dégager l’élément le plus représentatif de cette famille de courbes en utilisant une 
expansion de type hilbertien. La complexité de cette approche nous exhorte à penser 
à des solutions plus simples et plus pratiques. Il sera question dans la deuxième partie 
de présenter une méthode plus simple, plus efficace et qui permet de de détecter 
l’élément le plus représentatif d’une famille d’objets aléatoires (soit-il une moyenne ou 
une médiane) et de définir un intervalle de confiance à un seuil donné. 
Bien que la statistique des objets conduise à un élément central qu’on ne peut trouver 
avec la statistique usuelle, cet objet demeure une moyenne ou médiane observée sur 
un échantillon fini. Ainsi semble-t-il nécessaire de simuler un nombre intéressant 
d’objets, afin d’aboutir à une médiane plus proche de la moyenne théorique, vers 
laquelle convergent la médiane observée lorsque la taille de l’échantillon tend vers 
l’infini. Celle-ci reste aussi une obligation pour définir certains quantiles de faibles 
probabilités, et que l’on ne peut déterminer avec un échantillon à faible taille. 
Pour certains objets, la simulation d’un échantillon de grande taille n’est pas 
onéreuse, mais ceci n’est pas le cas pour d’autres objets pour lesquels cette opération 
a un coût élevé. Dans la troisième partie, on propose une méthode qui permet de 
générer des familles approchées d’objets aléatoires à coût très réduit, et ainsi, de 
calculer une moyenne sans faire appel à la distance. 
1.2. Contribution et organisation du travail 
L’originalité de cette thèse réside – comme déjà mentionné – en trois points 
essentiels : 
Dans le chapitre 3 on présente les fondements théoriques de l’expansion d’une 
variable aléatoire en séries de Fourier généralisées (SFG), approche qui, généralise la 
théorie des PC et remplit les conditions de séparabilité de l’espace de l’étude et celles 
de la convergence des séries en question. Dans le même chapitre on discute le cas où 
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l’information sur une fonction 𝑼 qui modélise les inputs du système et incomplète 
car 𝑼 est un paramètre caché ou parce que la loi conjointe de 𝑼 et la réponse du 
système 𝑿 est indisponible. Ainsi on propose une technique d’approximation de 𝑿(𝑼) 
basée sur une expansion en SFG en termes d’une variable artificielle 𝑨. 
Le deuxième résultat exposé dans le chapitre 4 met en exergue une approche 
innovante pour étudier les caractéristiques statistiques des objets aléatoires. La 
méthode repose sur le calcul des distances entre les objets, notamment la distance de 
Hausdorff. Celle-ci permet de trouver l’objet le plus représentatif de la famille étudiée 
et correspond dans la quasi-totalité des cas à une courbe médiane et non pas 
moyenne. En se référant à cet objet, on explique la méthode pour définir un 
« intervalle de confiance » à un seuil de confiance donné et qui est formé, non pas 
par un pavé de ℝ𝑛 mais aussi par un sous-ensemble de l’ensemble initial. La même 
technique permet également de déterminer des « objets-quantiles ». 
Le chapitre 7 fait le lien entre les deux premières parties et présente une technique 
qui permet d’approcher un objet aléatoire en approchant les variables aléatoires des 
paramètres qui le définissent, et ce, en mettant en jeu les expansions de type 
hilbertien. 
Le reste de cet ouvrage est organisé comme suit : 
Cette thèse est composée de trois parties : une première qui s’intitule « Séries de 
Fourier généralisées pour la représentation de variables aléatoires et application à la 
quantification d’incertitudes en Optimisation » et qui se compose de chapitre 2 et du 
chapitre 3. Dans le chapitre 2 on expose quelques-unes des méthodes de 
quantification des incertitudes les plus connues dans la littérature en nous signalons 
leurs limitations qui nous ont conduit à proposer une alternative plus performante. 
La deuxième partie de cette thèse intitulée : « Statistiques du Front de Pareto en 
Optimisation Multiobjectif avec Incertitudes » regroupe les chapitres 4, 5 et 6. 
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Après avoir présenté le concept de la statistique des objets dans le chapitre 4, on 
l’applique aux fronts de Pareto obtenus dans un problème d’optimisation 
multiobjectif (OMO) sous incertitudes. Ainsi consacre-t-on le chapitre 5 à l’OMO 
dans le cas déterministe et on applique la méthode de Zidani-Souza qui fournit un 
front de Pareto continu par morceaux. La même méthode est utilisée dans le chapitre 
6 où l’on introduit des perturbations dans les problèmes en question, en utilisant la 
simulation de Monte Carlo. Ensuite on applique les notions du chapitre 4 pour 
caractériser le faisceau des fronts de Pareto auquel on aboutit en introduisant les 
incertitudes. Dans un premier temps, l’on traite des problèmes académiques et l’on se 
penche ensuite sur un problème d’optimisation biobjectif d’une structure métallique à 
5 barres pour laquelle on minimise la masse et le déplacement total tout en apportant 
des incertitudes aux chargements et au module d’Young. 
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Séries de Fourier Généralisées pour la Représentation de Variables 
Aléatoire et Application à la Quantification d’Incertitudes en 
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2. Quantification des Incertitudes 
2.1. Introduction 
La quantification des incertitudes a été  depuis longtemps un des axes principaux de 
la recherche en modélisation mathématique (Bachelier, 1900; V.P.L.S., 1828). 
L’objectif étant toujours eu d’établir une relation entre les entrées et les sorties d’un 
système donné étant donné des informations sur les entrées.  
 
Figure 1 : Les entrées d’un système dynamique et ses sorties à modéliser en fonction des entrées 
Plus récemment, un très grand nombre d'études a été focalisé sur la quantification 
des aléas que l'on peut observer sur une mesure, une chaine de production (Van Der 
Vorst et Beulens, 2002; Santoso et al., 2005; Sawhney, 2006), un signal électrique 
(Bian et al., 2014; Heidari et al., 2017), la durée d'un processus industriel (Al-Hinai et 
Elmekkawy, 2011; Xu et al., 2015; Karunakaran et al., 2017), ou un phénomène 
écologique ou biologique quelconque (Calabrese et al., 2016; Franzke et al., 2015; 
Wang et al., 2016). Dans ce cadre, nombreuses méthodes ont été élaborées pour 
évaluer la variabilité, l’erreur ou le seuil de risque ou de confiance en question et 
parmi les plus célèbres entre celles-ci on cite la Simulation de Monte Carlo (SMC), 
l’Hypercube Latin (LHS) et les Polynômes du Chaos (PC).  
2.2. Simulation de Monte Carlo 
Les premières réflexions qui ont conduit à la SMC sont dues à Ulam Stanislaw qui - 
en jouant au solitaire - a pensé à jouer des centaines de parties pour estimer la 
probabilité d’un succès (Metropolis, 1987). En se basant sur ce principe avec Nicolas 
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Metropolis, Stanley Frankel et d’autres et sous la direction de John Von Neumann, 
cette méthode a été utilisée pour la première fois sur ENIAC, le premier ordinateur 
entièrement électronique, et ce, dans le cadre du projet de construction de la bombe 
H. La SMC a été présentée par Ulam et Metropolis en 1949 (Metropolis et Ulam, 
1949). Malgré son succès dans plusieurs domaines et le rôle important qu’elle joue 
encore dans les travaux de recherche en modélisation et en optimisation les plus 
récents (Cheng et al, 2017; Cleveland et Wollaber, 2018; Duc Tam et al., 2017; Ma et 
al., 2018 et Mavrotas et al., 2015), la SMC a été remise en cause dans certaines 
études du fait qu’elle devient couteuse lorsque des échantillons de grande taille sont 
requis pour des résultats significatifs (Souza de Cursi et Sampaio, 2015), plus 
particulièrement, pour diminuer l’erreur d’approximation de 1/𝑛 avec SMC il faut 
générer un échantillon 𝑛2 fois plus grand (Poles et Lovison, 2009). 
2.3. Hypercube Latin 
Une autre technique d’échantillonnage multidimensionnel qui sert à quantifier les 
incertitudes dans les systèmes complexes est celle de l’Hypercube Latin (Latin 
Hypercube Sampling : LHS). Le LHS a été conçu par McKay, Beckman et Conover et 
proposée pour la première fois comme une alternative à la SMC dans (Mckay et al., 
1979). En effet, Poles et Lovison ont montré dans (Poles et Lovison, 2009) que le 
LHS fournit une meilleure précision comparé à la SMC, et que pour diminuer l’erreur 
d’un facteur de 1/𝑛 il faut générer un échantillon 𝑛 fois plus grand. Des travaux 
récents ont porté sur le LHS, on en cite (Donovan et al., 2018; Lebon et al, 2016; 
Maschio et Schiozer, 2016; Sheikholeslami et Razavi, 2017; Shields et Zhang, 2016), 
toutefois, certaine imperfections de cette méthode ont été mises en exergue dans 
(Lebon et al., 2016) notamment le fait que le LHS peut former des grappes (clusters) 
dans certaines régions de l’espace au détriment d’autres régions qui restent 
inexplorées. 
2.4. Polynômes de Chaos 
Une des techniques les plus performantes et les plus utilisées pour quantifier les 
incertitudes est le développement en série infinie de polynômes orthogonaux avec des 
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coefficients déterministes. Cette approche qui a connu un très grand succès dans les 
dernières décennies trouve ses origines dans les travaux de Norbert Wiener qui l’a 
introduite pour la première fois dans son article « The Homogeneous Chaos » 
(Wiener, 1938). Wiener, dans ses travaux a présenté le cas particulier d’une 
expansion en série de polynômes d’Hermite qui sont des fonctions d’une suite de 
variables gaussiennes indépendantes. Cette méthode demeure plus efficace et moins 
onéreuse que le LHS et la MCS ; cependant l’approche de Wiener présente certaines 
imperfections, notamment la restriction sévère aux variables gaussiennes et aux 
polynômes d’Hermite d’où son nom « Wiener-Hermite ». En outre, pour utiliser une 
telle technique il faut disposer de la loi conjointe de (𝑿, 𝝃), où 𝑿 est le vecteur 
aléatoire à développer en série de polynômes et 𝝃 le vecteur gaussien utilisé dans 
l’expansion - information qui n’est pas toujours disponible. Aussi, l’utilisation de 
variables indépendantes fournit de mauvaises approximations (Holdorf Lopez, 2010) : 
dans une telle situation, l’espérance conditionnelle 𝐸(𝑿, 𝝃) - qui est la meilleure 
approximation de 𝑿 par une fonction de 𝝃 -est une constante (voir le théorème 8, le 
corollaire 9 et les résultats qui suivent). D’autres limitations sont mises en exergue 
dans (Augustin et al., 2008; Branickiy et Majda, 2013 et Crestaux et al., 2009).  
En ce qui concerne les bases de projection, des bases autres que polynomiales peuvent 
être utilisées, pour guider le choix on peut se référer à (Badieirostami et al., 2009; 
Ernst et al., 2012; Oladyshkin et Nowak, 2012; Emmanuel Pagnacco, 2018; Dongbin 
Xiu, 2010). 
Pour des problèmes multidimensionnels il existe des bases adaptées, mais la 
complexité computationnelle grandit rapidement, ce qui limite leur utilisation en 
pratique. 
3. Généralisation de la théorie des Polynômes de Chaos 
3.1. Introduction et travaux connexes 
Depuis quelques décennies, la quantification des incertitudes par l’expansion des 
variables aléatoires en Séries de Fourier Généralisées (SFG) a suscité l’intérêt de 
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nombreux chercheurs ; ceux-ci se sont inspirés des travaux de Wiener en vue de 
remédier aux limitations de son approche et construire des modèles généralisés du 
sien et non restreints aux polynômes d’Hermite et aux variables gaussiennes. 
Historiquement, Ghanem et Spanos étaient les premiers à utiliser la méthode de 
Wiener-Hermite pour modéliser la réponse d’un système mécanique, sous incertitudes, 
avec la méthode des éléments finis (EF) et, ainsi, établir une approximation de la 
densité de probabilité (FDP) de cette réponse (Ghanem et Spanos, 1990). Une 
deuxième étude qui s’inscrit dans le même cadre est (Ghosh et Iaccarino, 2007). Une 
extension de la méthode de Wiener-Hermite à des distributions non-gaussiennes et à 
d’autres familles de polynômes orthogonaux a fait l’objet de plusieurs publications de 
Xiu et Karniadakis (Karniadakis et al., 2005; Xiu et Karniadakis, 2002a; Xiu et 
Karniadakis, 2002b; Xiu et Karniadakis, 2003a, 2003b). Celle-ci, étant basée sur le 
résultat de Cameron et Martin (Cameron et Martin, 1944) est connue sous le nom 
des « Polynômes de Chaos Généralisés (PCG) ». En 2008, Bruno Sudret a utilisé les 
PCG pour calculer un indice de Sobol. Dans certaines études qui avaient pour objectif 
d’élaborer un nouveau modèle d’une expansion de type hilbertien, la convergence des 
séries était un problème majeur et c’est dans cette optique qu’Olivier Ernst a établi 
les conditions de convergence du carré des PCG (Ernst  al., 2012). Dans la même 
perspective Xiu et Karniadakis disent : “ convergence to second-order stochastic 
processes can be possibly obtained as a generalization of Cameron–Martin theorem ” 
(Xiu et Karniadakis, 2002 - p4930), aussi, Arnst a signalé en 2010 que la convergence 
du second ordre  d’une telle expansion est conditionnée par la normalité des variables 
aléatoires, ainsi dit-il : “ however, it should be stressed that, in the present state of 
the art in mathematics, the convergence of a chaos expansion for a second-order 
random variable with values in an infinite-dimensional space can be obtained only if 
the germ is Gaussian ” (Arnst et al., 2010 - p3137). Dans ce qui suit nous étudions ce 
problème et nous répondons ….  
3.2. Problématique et méthodologie 
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Dans la première partie de cette thèse, nous exposons une nouvelle approche qui se 
veut une généralisation de la théorie des PC, ainsi, nous établissons les fondements 
mathématiques d’une représentation en Séries de Fourier Généralisées (SFG) en 
démontrant d’abord « l’existence » d’une telle expansion qui étend la théorie des PC 
à toutes les familles de fonctions (qui satisfont certaines conditions que l’on va 
dégager) et qui s’étend également aux variables non-gaussiennes ; ensuite on 
démontre la convergence des séries en question. 
L’approche que nous utilisons dans ce travail est de type hilbertien : si l’on considère 
𝑿 ∈ 𝑉 comme une fonction de 𝑼, 𝑿 = 𝑿(𝑼), où 𝑉 est un espace de Hilbert séparable, 
muni du produit scalaire (•,•), il est envisageable de considérer une base hilbertienne 
convenable {𝜑𝑖}𝑖∈ℕ et de de faire la projection de 𝑿 dans cette base comme suit :  
𝑿 = 𝑿(𝑼) =∑𝑥𝑖𝜑𝑖(𝑼)
𝑖∈ℕ
 
Dans ce qui suit, nous allons montrer que cette approche, contrairement à celle de 
Wiener-Hermite, ne nécessite pas la détermination préalable d’une loi conjointe de 𝑿 
et de 𝑼 : un échantillon de faible taille du couple (𝑿,𝑼) est suffisant pour la 
construction de l’approximation.  
Très efficace et flexible sur le plan numérique, cette approche a été utilisée avec 
succès dans des travaux comme (Szabłowski, 2014) et a permis d’utiliser des lois non-
gaussiennes dans d’autres travaux comme (Souza de Cursi et Sampaio, 2015; Kewlani 
et al., 2012). Cependant, de nombreux problèmes mathématiques restent à étudier, 
notamment en ce qui concerne la convergence des séries utilisées et la représentation 
de variables aléatoires dans un cadre plus général que celui de la théorie de Wiener. 
A titre d’exemple, on peut considérer 𝑼 = 𝑼(𝝎), avec 𝝎 ∈ 𝛺, ce dernier étant 
l’univers d’un espace probabilisé (𝛺, 𝑃) – 𝑃étant la probabilité – alors nous nous 
proposons de répondre aux questions suivantes : 
1) Etablir les conditions d’application d’un théorème de fonction implicite permettant 
d’écrire 𝑿 = 𝑿(𝑼) = 𝑿(𝑼(𝝎)), lorsque 𝑿 est la solution d’un système dépendant de 𝑼. 
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2) Etablir les conditions pour que 𝑿 appartienne à un espace possédant une base 
hilbertienne et les conditions de convergence de la représentation en SFG. 
3) Proposer une solution pour remédier au manque d’information complète sur 𝑼, 
problème qui peut apparaitre dans le cas où la loi conjointe de (𝑿,𝑼) n’est pas 
disponible ou lorsque est un 𝑼 paramètre caché. 
3.3. Démonstration 
Le cadre naturel pour la construction d’une telle théorie est celui des espaces de 
Bochner, i. e., de l’étude de l’intégration et des représentations de dans les espaces de 
fonctions prenant leurs valeurs dans un espace de Banach, notamment en utilisant les 
résultats concernant les séries de Fourier généralisées, les représentations de Riesz-
Radon-Nikodym et les intégrales de Bochner et McShannon. 
A ce titre, considérons un espace probabilisé (𝛺, 𝑃) de probabilité 𝑃. Soit un système 
ayant pour entrées  un vecteur 𝑼, modélisé par une variable aléatoire sur cet espace 
et soit 𝑿 la réponse du système. Comme nous l‘avons déjà observé, il est naturel 
d’écrire 𝑿 = 𝑿(𝑼), et de chercher une projection de 𝑿 dans une base 
hilbertienne {𝜑𝑖}𝑖∈ℕ convenable sous la forme : 
𝑿 =∑𝑥𝑖𝜑𝑖(𝑼)
𝑖∈ℕ
 
De manière analogue, il est naturel de considérer le produit scalaire suivant : 
(𝒀, 𝒁) = 𝐸(𝒀𝒁) 
Si la base choisie est orthonormée, les coefficients de la série sont donnés par : 
𝑥𝑖 = (𝑿,𝜑𝑖)  
car : 
(𝜑𝑖, 𝜑𝑗) = 𝛿𝑖𝑗 = {
1, 𝑠𝑖 𝑖 = 𝑗
0, 𝑠𝑖𝑛𝑜𝑛
 
Dans le cas où {𝜑𝑖}𝑖∈ℕ n’est pas orthonormée, on peut approcher 𝑿 par une somme 
finie de projections orthogonales de la forme : 
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𝑿 ≈ 𝑃𝑛𝑿 = ∑ 𝑥𝑖𝜑𝑖(𝑼)
1≤ 𝑖 ≤𝑛
 
Dans ce cas les 𝑥𝑖 sont les solutions du système linéaire suivant : 
𝓐𝒙 = 𝓑  
Avec 𝓐𝒊𝒋 = (𝜑𝑖, 𝜑𝑗) et 𝓑𝒊 = (𝑿,𝜑𝑖). 
Une des propriétés souhaitables – et espérée – de cette série est la convergence de la 
suite des projections orthogonales en dimension finie vers la variable aléatoire 𝑿 : 
lim
𝑛→∞
𝑃𝑛𝑿 = 𝑿 
Cependant, pour établir formellement un tel résultat, nous devons montrer qu’une 
telle base existe, qu’on peut effectivement développer 𝑿 dans cette base, puis, qu’il y 
ait convergence de la suite des projections orthogonales. 
L’existence d’une base est liée à la séparabilité de l’espace. Cependant, l’expansion est 
réalisée non pas en termes de 𝛚 mais de 𝑼, ce qui introduit une première difficulté. 
Pour l’illustrer, on considère un intervalle 𝐼 de ℝ ou, plus généralement, un pavé de 
ℝ𝑛: 𝐼 ⊂ ℝ𝑛 et on note 𝐿2(I) l’espace des fonctions à carrés sommables définies sur 𝐼. 
Cet espace est séparable (Zeidler, 1999) ce qui permet de considérer une base 
hilbertienne {𝜑𝑖}𝑖∈ℕ ⊂ 𝐿
2(𝐼) telle que pour tout 𝑿 de 𝐿2(𝐼) il existe une suite {𝑥𝑖}𝑖∈ℕ 
telle que : 
𝑿(𝒕) =∑𝑥𝑖𝜑𝑖(𝒕)
𝑖∈ℕ
 
Lorsque 𝑿 = 𝑿(𝑼) et nous souhaitons établir une représentation de 𝑿 en termes de 𝑼, 
nous pouvons envisager de prendre :  
𝒕 = 𝑼(𝝎) 
Pour que cette démarche soit possible, il faut que 𝑿 soit un élément de 𝐿2(𝐼) et que 
l’espace reste séparable lorsque l’on considère la mesure de probabilité 𝑃(𝑑𝝎) au lieu 
de la mesure de Lebesgue. En d’autres termes il faut prouver que lorsque la variable 
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aléatoire 𝑼 induit une mesure de probabilité sur 𝐼, l’espace résultant reste séparable et 
que, donc, un tel développement en série est possible. 
Nous allons établir que cette démarche est effectivement possible. Pour cela, nous 
allons nous appuyer sur les résultats généraux de la théorie de la mesure. Rappelons 
qu’une probabilité est une mesure finie 𝝁 que l’on définit sur un espace Ω, généré par 
une 𝜎-algèbre Σ sur l’espace d’échantillonnage : en général, une espace mesuré 
implique un triplet (Ω, Σ, 𝝁). Toutefois, dans des cas pratiques Ω ⊂ ℝ𝑛 et Σ est 
l’algèbre de Borel générée par le produit cartésien des intervalles. Dans ce cas 𝝁 est 
une transformation de la mesure de Lebesgue et note simplement (Ω, 𝝁). Une telle 
notation réfère implicitement à l’algèbre de Borel et aux transformations de la mesure 
de Lebesgue. 
Or, la mesure de Lebesgue est une mesure générée par un ensemble dénombrable, id 
est, elle est générée à partir d’une partition dénombrable de sous-ensembles. En effet, 
une mesure de Lebesgue sur un intervalle satisfait cette condition dès que celui-ci 
peut être généré par des sous-intervalles dont les bornes rationnelles (Kantorovich et 
Akilov, 1982). 
Ainsi, les transformations régulières d’une mesure de Lebesgue sur un intervalle et les 
mesures définies une partition dénombrable d’intervalles générés par des nombres 
rationnels sont aussi dénombrablement générées. 
Ce résultat va être utilisé par la suite : une mesure générée par un ensemble 
dénombrable génère un espace fonctionnel séparable, en l’occurrence, les espaces 
générés par des transformations régulières d’une mesure de Lebesgue restent 
séparables. 
3.3.1. Séparabilité 
Commençons d’abord par un premier théorème qui démontre que les mesures 
générées par un ensemble dénombrable conduisent à des espaces séparables. 
Théorème 1  
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Soit (Ω, Σ, 𝝁) un espace mesurable et 𝑝 satisfait 1 ≤ 𝑝 ≤ +∞. Si 𝝁 est σ-finie et la 
tribu Σ est dénombrablement générée, alors 𝐿𝑝(Ω, Σ, 𝝁) est séparable. 
Preuve (Cohn, 2013) 
En effet, les propriétés topologiques de Ω impliquent la séparabilité. 
Théorème 2  
Soit (Ω, Σ, 𝝁) un espace mesuré avec 𝝁(Ω) < ∞. Alors l’espace de Banach 𝐿𝑝(Ω, Σ, 𝝁) 
est separable si et seulement si Σ muni de la métrique 𝝆(A, B) = 𝝁(AΔB) est séparable. 
Preuve (Thomson et al., 2008) 
À partir de ce qui précède on conclut que les transformations régulières de Lebesgue 
génèrent des espaces séparables. 
Théorème 3 
Soit (Ω, Σ, 𝝁) un espace mesuré avec 𝝁(Ω) < ∞. (Ω, Σ, 𝝁) est séparable et non-atomique 
si et seulement s’il existe un isomorphisme entre (Ω, Σ, 𝝁) et ([0,1], Λ, 𝝀) tel que 𝝀 est 
la mesure de Lebesgue. 
Preuve (Bogachev, 2007; Corbae et al., 2009; Fabec, 2000 ou Lacey, 2012) 
Afin d’appliquer ces résultats, examinons le changement de variable entre 𝛚 et 𝑼 
qu’on justifie par le résultat suivant : 
Théorème 4  
Soit un espace probabilisé (Ω,𝑷𝝎) . On suppose que 𝑷𝝎 > 0 sur Ω. Soit 𝑼:Ω → ℝ une 
variable aléatoire associée à la mesure 𝑷𝑼 (ici, la mesure définie par sa densité de 
probabilité). Soit 𝝍:ℝ → ℝ telle que : 
𝒀(𝝎) = 𝝍(𝑼(𝝎))⟹  𝐸(|𝒀|) < ∞ . 
Alors, d’une part :  
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𝝍(𝐔) est 𝑷𝑼–mesurable si et seulement si 𝝍(𝑼(𝝎)) est 𝑷𝝎–mesurable (i) 
Et d’autre part : 
E (𝝍(𝐔(𝛚))) = ∫𝝍(𝐔(𝛚))𝑷𝝎(𝑑𝝎) = ∫𝝍(𝐔)𝑷𝑼(𝑑𝑼) (ii) 
Preuve Pour la première assertion voir (Lelong, 2009) et pour la seconde (Caumel, 
2011) 
Corollaire 5  
Soient 𝑿 = 𝑿(𝑼(𝝎)) et 𝒀 = 𝒀(𝑼(𝝎)) deux éléments de 𝐿2(𝛺, 𝑷𝝎) .  
alors : 
E(𝑿𝒀) = ∫𝑿(𝐔(𝛚))𝒀(𝐔(𝛚))𝑷𝝎(𝑑𝝎) = ∫𝑿(𝐔)𝒀(𝑼)𝑷𝑼(𝑑𝑼) 
et : 
E(|𝑿|𝟐) = ∫[𝑿(𝑼(𝝎))]𝟐𝑷𝝎(𝑑𝝎) = ∫[𝑿(𝑼)]
𝟐𝑷𝑼(𝑑𝑼) 
Ce résultat implique que : 
∫[𝑿(𝑼(𝝎))]𝟐𝑷𝝎(𝑑𝝎) < ∞ ⟺ ∫[𝑿(𝑼)]
𝟐𝑷𝑼(𝑑𝑼) < ∞  
Ainsi, on a répondu à la première question et l’on a montré que 𝑿(𝑼) est de carré 
sommable sur 𝐼 muni de la mesure 𝑷𝑼 si et seulement si 𝑿(𝑼(𝝎)) est de carré 
sommable sur 𝐼 muni de la 𝑷𝝎. 
La séparabilité de 𝐿2(𝐼, 𝑷𝑼) découle de la séparabilité de 𝐿
2(𝐼): en effet, dès que 𝑷𝑼 
est générée par des transformations de la mesure de Lebesgue, l’espace résultant est 
séparable.  
Ces résultats permettent de conclure que :   
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 𝐿2(Ω,𝑷𝝎) est séparable dès que Ω ⊂ ℝ
𝒏 et 𝑷𝝎 est générée par une transformation 
de la mesure de Lebesgue.  En particulier, 𝐿2(Ω,𝑷𝝎) est séparable si 𝑷𝝎 est une 
probabilité uniforme. 
 𝐿2(𝐼, 𝑷𝑼) est séparable dès que 𝐼 ⊂ ℝ
𝒏 et 𝑷𝑼 est générée par une transformation 
de la mesure de Lebesgue.  En particulier, 𝐿2(𝐼, 𝑷𝑼) est séparable si 𝑷𝑼  est une 
probabilité uniforme. 
3.3.2. Convergence  
Supposons désormais que 𝑷𝑼(𝑑𝒖) = 𝜼(𝒖)𝑑𝒖 ≥ 𝝂(𝒖)𝑑𝒖. Dans ce cas on peut 
considérer une base hilbertienne {𝜑𝑖}𝑖∈ℕ ⊂ 𝐿
2(𝐼, 𝝂) alors :  
𝑿 ∈ 𝐿2(𝐼, 𝑃𝑼) ⟺ 𝑿 =∑𝑥𝑖𝜑𝑖(𝑼)
𝒊
 . 
En effet, 
Théorème 6 
Supposons que 𝐿2(I, 𝜈) est séparable, que 𝑿 ∈ 𝐿2(𝐼, 𝝁) et que 𝟎 ≤ 𝝂 ≤ 𝝁, alors il existe 
une famille {𝑥𝑖}𝑖∈ℕ telle que : 
𝑿 =∑𝑥𝑖𝜑𝑖(𝑼)
𝑖
 
Preuve 
∫[𝑿(𝒖)]𝟐𝝂(𝒖)
𝑰
𝑑𝒖 ≤ ∫[𝑿(𝒖)]𝟐
𝑰
𝝁(𝒖)𝑑𝒖 < ∞ ⟹ 𝑿 ∈ 𝐿2(𝐼, 𝝁).∎ 
Par conséquent, 
Théorème 7 
Supposons qu’il existe 𝐾 ∈ ℝ tel que |𝑼′| ≤ 𝐾 et  ∫ [𝑿(𝑼(𝝎))]𝟐
𝑰
𝑑𝝎 < ∞, alors, pour 
toute base hilbertienne  {𝜑𝑖}𝑖∈ℕ ⊂ 𝐿
2(𝐼) : 
𝑿 =∑𝑥𝑖𝜑𝑖(𝑼)
𝒊
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Preuve 
∫[𝑿(𝒖)]𝟐
𝑰
𝑑𝒖 = ∫[𝑿(𝒖(𝝎))]𝟐
𝑰
𝒖′(𝝎)𝑑𝝎 ≤ ∫[𝑿(𝒖(𝝎))]
𝟐
𝑰
|𝒖′(𝝎)|𝑑𝝎 
≤ 𝐾∫[𝑿(𝒖(𝝎))]
𝟐
𝑰
𝑑𝝎 < ∞  
⟹ 𝑿 ∈ 𝐿2(𝐼).∎ 
Finalement, on observe que la base hilbertienne peut être remplacée par des familles 
totales dans ces résultats : des développements en termes de familles totales générales 
peuvent être obtenus dans les situations considérées ci-dessus.  
3.4. Applications numériques 
Dans cette partie, on présente quelques applications numériques où l’on dispose d’une 
information complète sur le couple (𝑿,𝑼) id est, l’expression de 𝑿(𝑼) et l’expression 
de 𝑼 en fonction de 𝝎, étant donné que 𝑼 est sa fonction de distribution. Dans un 
premier temps on fait un développement dans une base polynomiale avant de faire la 
projection dans une base trigonométrique. En dessous de chaque figure sont 
mentionnés : la PFD de 𝑼 définie dans tous les cas sur l’intervalle 𝐼 = [−4,4] ainsi 
que l’entier naturel 𝑛 ≤ 100 qui donne une meilleure approximation en appliquant la 
projection suivante : 
𝑃𝑛𝑿 = ∑ 𝑥𝑖𝜑𝑖(𝑼)
1≤ 𝑖 ≤𝑛
 
Dans les exemples ci-dessous, la loi gaussienne utilisée est une normale centrée 
réduite. 
Dans cette partie nous nous présentons la fonction  𝑿(𝑼) exacte et la fonction 
approchée par projection dans une base polynomiale, puis dans une base 
trigonométrique, et ce, pour différentes expressions de 𝑿 et différentes lois de 𝑼. Dans 
chaque situation nous présentons également la densité de probabilité (FDP) ainsi que 
la probabilité cumulée (CDF) des échantillons en question. Dans toutes les figures de 
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la partie (3.4) les valeurs exactes sont données par une ligne rouge continue et les 
valeurs approchées par une courbe en étoiles noires. 
3.4.1. Base polynomiale 
a) 𝑿(𝑼) = |𝑼|  
Cette fonction est continue mais non-différentiable. Elle est représentée dans trois 
situations différentes : 𝑼 uniforme, exponentielle et gaussienne.  
 
Figure 2 : Développement de 𝑿(𝑼) = |𝑼| dans une base polynomiale à 25 termes  
pour 𝑼 uniforme sur [−4; 4] 
 
  
1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 3 : FDP et CDF exactes et approchées pour X(U) = |U|  
dévelopée dans une base polynomiale à 25 termes et 𝑼 uniforme sur [−4; 4] 
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Figure 4 : Développement de X(U) = |U| dans une base polynomiale à 38 termes  
pour 𝑼 exponentielle sur [−4; 4] 
  
1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 5 : FDP et CDF exactes et approchées pour X(U) = |U|  
dévelopée dans une base polynomiale à 38 termes et 𝑼 exponentielle sur [−4; 4] 
 
Figure 6 : Développement de X(U) = |U| dans une base polynomiale à 31 termes  
pour 𝑼 gaussienne sur [−4;4] 
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1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 7 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = |𝑼|  
dévelopée dans une base polynomiale à 31 termes et 𝑼 gaussienne sur [−4; 4] 
Dans figures ci-dessus, on remarque que la qualité d’approximation la moins bonne 
est obtenue pour U gaussienne alors que la meilleure est celle où U est uniforme. 
b) 𝑿(𝑼) = 𝒔𝒊𝒏(𝑼) 
Dans cet exemple nous avons choisi la fonction sinus qui est de classe C1 sur ℝ, en 
particulier sur l’intervalle [−4,4]. 
 
Figure 8 : Développement de 𝑿(𝑼) = 𝑠𝑖𝑛 (𝑼) dans une base polynomiale à 19 termes  
pour 𝑼 uniforme sur [−4; 4] 
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1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 9 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = 𝑠𝑖𝑛 (𝑼)  
dévelopée dans une base polynomiale à 19 termes et 𝑼 uniforme sur [−4; 4] 
 
Figure 10 : Développement de 𝑿(𝑼) = 𝑠𝑖𝑛 (𝑼) dans une base polynomiale à 19 termes  
pour 𝑼 exponentielle sur [−4; 4] 
  
1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 11 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = 𝑠𝑖𝑛 (𝑼)  
dévelopée dans une base polynomiale à 19 termes et 𝑼 exponentielle sur [−4; 4] 
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Figure 12 : Développement de 𝑿(𝑼) = 𝑠𝑖𝑛 (𝑼) dans une base polynomiale à 19 termes  
pour 𝑼 gaussienne sur [−4;4] 
  
1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 13 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = 𝑠𝑖𝑛 (𝑼)  
dévelopée dans une base polynomiale à 19 termes et 𝑼 gaussienne sur [−4; 4] 
c) 𝑿(𝑼) = 𝝌[𝟎,𝟒](𝑼) − 𝝌[−𝟒,𝟎](𝑼)  
Dans cet exemple 𝜒 est la fonction caractéristique d’un ensemble définie par : 
𝜒𝐴(𝑎) = {
1, 𝑠𝑖 𝑎 ∈ 𝐴
0, 𝑠𝑖𝑛𝑜𝑛
 
Le choix de cette fonction est justifié par sa discontinuité en 0. 
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Figure 14 : Développement de 𝑿(𝑼) = 𝜒[0,4](𝑼) − 𝜒[−4,0](𝑼)  dans une base polynomiale à 44 termes  
pour 𝑼 uniforme sur [−4; 4] 
  
1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 15 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = 𝜒[0,4](𝑼) − 𝜒[−4,0](𝑼)  
dévelopée dans une base polynomiale à 44 termes et 𝑼 uniforme sur [−4; 4] 
 
Figure 16 : Développement de 𝑿(𝑼) = 𝜒[0,4](𝑼) − 𝜒[−4,0](𝑼)  dans une base polynomiale à 65 termes  
pour 𝑼 exponentielle sur [−4; 4] 
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1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 17 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = 𝜒[0,4](𝑼) − 𝜒[−4,0](𝑼)  
dévelopée dans une base polynomiale à 65 termes et 𝑼 exponentielle sur [−4; 4] 
Comme dans le premier cas, les figures ci-après montrent que la loi gaussienne 
conduit à des résultats de mauvaise qualité contrairement aux autres distributions 
mises-en-jeu. 
 
Figure 18 : Développement de 𝑿(𝑼) = 𝜒[0,4](𝑼) − 𝜒[−4,0](𝑼)  dans une base polynomiale à 15 termes  
pour 𝑼 gaussienne sur [−4;4] 
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1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 19 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = 𝜒[0,4](𝑼) − 𝜒[−4,0](𝑼)  
dévelopée dans une base polynomiale à 15 termes et 𝑼 gaussienne sur [−4; 4] 
d) 𝑿(𝑼) = 𝟎, 𝟓. 𝑼 + 𝒔𝒊𝒏(𝑼𝟐) 
Dans cet exemple, nous avons créé des oscillations non régulières avec le sinus du 
carrée de U et un trend avec la partie linéaire 0,5. U de X. 
 
Figure 20 : Développement de 𝑿(𝑼) = 0,5.𝑼 + 𝑠𝑖𝑛(𝑼𝟐)  dans une base polynomiale à 45 termes  
pour 𝑼 uniforme sur [−4; 4] 
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1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 21 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = 0,5.𝑼 + 𝑠𝑖𝑛(𝑼𝟐)  
dévelopée dans une base polynomiale à 45 termes et 𝑼 uniforme sur [−4; 4] 
 
Figure 22 : Développement de 𝑿(𝑼) = 0,5.𝑼 + 𝑠𝑖𝑛(𝑼𝟐)  dans une base polynomiale à 55 termes  
pour 𝑼 exponetielle sur [−4; 4] 
  
1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 23 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = 0,5.𝑼 + sin(𝑼𝟐)  
dévelopée dans une base polynomiale à 55 termes et 𝑼 exponentielle sur [−4 ; 4] 
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Figure 24 : Développement de 𝑿(𝑼) = 0,5.𝑼 + 𝑠𝑖𝑛(𝑼𝟐)  dans une base polynomiale à 41 termes  
pour 𝑼 gaussienne sur [−4;4] 
  
1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 25 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = 0,5.𝑼 + 𝑠𝑖𝑛(𝑼𝟐)  
dévelopée dans une base polynomiale à 41 termes et 𝑼 gaussienne sur [−4; 4] 
3.4.2. Base trigonométrique 
Dans cette section, on reprend les mêmes fonctions que nous avons projetées dans une 
base polynomiale et on projette dans une base trigonométrique, en considérant 𝑼 
uniforme, exponentielle, et puis, gaussienne. 
a) 𝑿(𝑼) = |𝑼| 
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Figure 26 : Développement de 𝑿(𝑼) = |𝑼| dans une base trigonométrique à 25 termes  
pour 𝑼 uniforme sur [−4; 4] 
  
1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 27 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = |𝑼|  
dévelopée dans une base trigonométrique à 25 termes et 𝑼 uniforme sur [−4; 4] 
 
Figure 28 : Développement de 𝑿(𝑼) = |𝑼| dans une base trigonométrique à 39 termes  
pour 𝑼 exponentielle sur [−4; 4] 
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1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 29 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = |𝑼|  
dévelopée dans une base trigonométrique à 39 termes et 𝑼 exponentielle sur [−4; 4] 
 
Figure 30 : Développement de 𝑿(𝑼) = |𝑼| dans une base trigonométrique à 29 termes  
pour 𝑼 gaussienne sur [−4;4] 
  
1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 31 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = |𝑼|  
dévelopée dans une base trigonométrique à 29 termes et 𝑼 gaussienne sur [−4; 4] 
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Comme dans le cas de la base polynomiale, la projection de |𝑼| dans une base 
trigonométrique conduit à des résultats meilleures avec |𝑼| uniforme qu’avec |𝑼| 
exponentielle ou normale. 
b) 𝑿(𝑼) = 𝒔𝒊𝒏(𝑼) 
 
Figure 32 : Développement de 𝑿(𝑼) = 𝑠𝑖𝑛 (𝑼) dans une base trigonométrique à 20 termes  
pour 𝑼 uniforme sur [−4; 4] 
  
1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 33 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = |𝑼|  
dévelopée dans une base trigonométrique à 20 termes et 𝑼 uniforme sur [−4; 4] 
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Figure 34 : Développement de 𝑿(𝑼) = 𝑠𝑖𝑛 (𝑼) dans une base trigonométrique à 25 termes  
pour 𝑼 exponentielle sur [−4; 4] 
  
1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 35 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = |𝑼|  
dévelopée dans une base trigonométrique à 25 termes et 𝑼 exponentielle sur [−4; 4] 
 
Figure 36 : Développement de 𝑿(𝑼) = 𝑠𝑖𝑛 (𝑼) dans une base trigonométrique à 20 termes  
pour 𝑼 gaussienne sur [−4;4 
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1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 37 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = |𝑼|  
dévelopée dans une base trigonométrique à 20 termes et 𝑼 gaussienne sur [−4; 4] 
c) 𝑿(𝑼) = 𝝌[𝟎,𝟒](𝑼) − 𝝌[−𝟒,𝟎](𝑼)  
 
Figure 38 : Développement de 𝑿(𝑼) = 𝜒[0,4](𝑼) − 𝜒[−4,0](𝑼)  dans une base trigonométrique à 100 
termes pour 𝑼 uniforme sur [−4;4] 
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1) FDP exacte et approchée 2) CDF exacte et approchée 
 
Figure 39 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = 𝜒[0,4](𝑼) − 𝜒[−4,0](𝑼)  
dévelopée dans une base trigonométrique à 100 termes et 𝑼 uniforme sur [−4;4] 
 
Figure 40 : Développement de 𝑿(𝑼) = 𝜒[0,4](𝑼) − 𝜒[−4,0](𝑼)  dans une base trigonométrique à 85 termes  
pour 𝑼 exponentielle sur [−4; 4] 
  
1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 41 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = 𝜒[0,4](𝑼) − 𝜒[−4,0](𝑼)  
dévelopée dans une base trigonométrique à 85 termes et 𝑼 exponentielle sur [−4; 4] 
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Figure 42 : Développement de 𝑿(𝑼) = 𝜒[0,4](𝑼) − 𝜒[−4,0](𝑼)  dans une base trigonométrique à 85 termes  
pour 𝑼 gaussienne sur [−4;4] 
  
1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 43 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = 𝜒[0,4](𝑼) − 𝜒[−4,0](𝑼)    
dévelopée dans une base trigonométrique à 85 termes et 𝑼 gaussienne sur [−4; 4] 
d) 𝑿(𝑼) = 𝟎, 𝟓. 𝑼 + 𝒔𝒊𝒏(𝑼𝟐) 
 
Figure 44 : Développement de 𝑿(𝑼) = 0,5.𝑼 + 𝑠𝑖𝑛(𝑼𝟐) dans une base trigonométrique à 75 termes  
pour 𝑼 uniforme sur [−4; 4] 
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1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 45 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = 0,5.𝑼 + sin(𝑼𝟐)     
dévelopée dans une base trigonométrique à 75 termes et 𝑼 uniforme sur [−4; 4] 
 
Figure 46 : Développement de 𝑿(𝑼) = 0,5.𝑼 + 𝑠𝑖𝑛(𝑼𝟐) dans une base trigonométrique à 65 termes  
pour 𝑼 exponentielle sur [−4; 4] 
  
1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 47 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = 0,5.𝑼 + 𝑠𝑖𝑛(𝑼𝟐)     
dévelopée dans une base trigonométrique à 65 termes et 𝑼 exponentielle sur [−4; 4] 
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Figure 48 : Développement de 𝑿(𝑼) = 0,5.𝑼 + 𝑠𝑖𝑛(𝑼𝟐) dans une base trigonométrique à 65 termes  
pour 𝑼 gaussienne sur [−4;4] 
  
1) FDP exacte et approchée 2) CDF exacte et approchée 
Figure 49 : FDP et CDF exactes et approchées pour 𝑿(𝑼) = 0,5.𝑼 + sin(𝑼𝟐)     
dévelopée dans une base trigonométrique à 65 termes et 𝑼 gaussienne sur [−4; 4] 
3.4.3. Remarques 
 Dans les exemples ci-dessus, la projection dans une base trigonométrique a 
fourni une meilleure approximation, comparée à la base polynomiale. La 
différence est claire notamment pour les fonctions 𝑿(𝑼) = 𝜒[0,4](𝑼) − 𝜒[−4,0](𝑼) 
et 𝑿(𝑼) = 0.5𝑼 + 𝑠𝑖𝑛 (𝑼2). 
 Dans 3.4.2 (c et d) le nombre de termes dans l’expansion est assez grand, ceci 
est dû aux projections d’ordre inférieur qui, pour chaque incrémentation de 𝑛 
laissent espérer une approximation de meilleure qualité pour un plus grand 
ordre, tandis que la projection de ces deux fonction dans une base polynomiale 
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donne quasiment les mêmes résultats pour un nombre de termes dépassant 50. 
Ici on fait la comparaison de deux projections de même ordre dans les deux 
types de base : trigonométrique et polynomiale. 
  
a) Base polynomiale b) Base trigonométrique 
Figure 50 : Résultats de la projection d’ordre 80 de la fonction 𝑿(𝑼) = 𝑒𝑥𝑝 (−0.5𝑼)+ 𝑠𝑖𝑛(5𝑼)  
pour 𝑼 uniforme sur [−4,4] 
  
a) Base polynomiale b) Base trigonométrique 
Figure 51 : Résultats de la projection d’ordre 80 de la fonction 𝑿(𝑼) = |𝑼|. 𝑒𝑥𝑝 (𝑐𝑜𝑠(4𝑼))  
pour 𝑼 uniforme sur [−4,4] 
 Bien qu’en théorie l’augmentation du nombre des termes dans une expansion 
en SFG conduise à une meilleure approximation, en pratique, le problème 
numérique à résoudre se complexifie et on peut observer une dégradation des 
résultats due à une mauvaise résolution numérique : par exemple sur le tableau 
1 on observe une dégradation à partir de 21 termes. Pour d’autres fonctions, 
d’autres types de bases, et d’autres distributions, ce phénomène peut être 
évité, notamment à travers le calcul analytique de certains coefficients (voir 
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tableau 2). Pour comparer les résultats que nous avons obtenus, on a calculé 
l’intégrale de l’écart absolu entre la fonction exacte et la fonction approchée et 
ci-après on présente quelques résultats pour une base polynomiale. 
𝑛 18 19 20 21 22 50 65 80 
Base 
Polynomiale 
15,95 14,42 14,07 16,17 16,39 15,43 15,62 144,5 
Tableau 1 : l’écart absolu cumulé entre la fonction exacte et la fonction approchée  
pour 𝑿(𝑼) = 𝜒[0,4](𝑼)− 𝜒[−4,0](𝑼) et 𝑼 loi de Cauchy de paramètres (0,1) sur [−4,4] 
𝑛 18 19 20 21 22 50 65 80 
Base 
trigonométrique 
37,93 30,12 30,34 30,19 30,04 3,692 0,649 0,124 
Tableau 2 : l’écart absolu cumulé entre la fonction exacte et la fonction approchée  
pour 𝑿(𝑼) = 0,5.𝑼 + 𝑠𝑖𝑛(𝑼𝟐) et 𝑼 suivant une lui uniforme sur [−4,4] 
 D’après ce qui précède on conclut que plusieurs paramètres influent sur la 
qualité de l’expansion en SFG notamment : l’ordre de l’expansion et la base de 
la projection. 
3.5. Situation où l’information sur 𝑼 n’est pas complète 
Mettons-nous dans le cas où l’on ne dispose pas de l’information statistique complète 
sur 𝑼 ou sur le couple (𝑿,𝑼), id est, la distribution conjointe de (𝑿,𝑼) est indisponible 
ou 𝑼 est un paramètre caché du système et on ne dispose que d’un échantillon de 𝑿. 
Dans telle situation, une solution envisageable consiste à considérer une variable 
artificielle 𝑨 et approcher 𝑿 par une expansion en termes de fonctions de 𝑨.  
On considère maintenant la projection 𝑃𝑛𝑿 de 𝑿 sur l’espace 𝑆𝑛 généré par les 
vecteurs 𝜑1(𝑨), … ,𝜑𝑛(𝑨). On note 𝑆𝑛 = [{𝜑1(𝑨),… , 𝜑𝑛(𝑨)}], alors : 
𝑿 ≈ 𝑃𝑛𝑿 = ∑ 𝑥𝑖𝜑𝑖(𝑨)
1≤ 𝑖 ≤𝑛
 
Or l’utilisation le développement en série de fonctions d’une variable 𝑨 indépendante 
de 𝑿 conduit à de mauvais résultats. En effet : 
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Théorème 8  
Soit (Ω,𝑷𝝎) un espace de probabilité et soient 𝑿, 𝝃 ∈ 𝐿
2(Ω, 𝑷𝝎) deux variables 
indépendantes de variances finies définies sur Ω, alors 𝐸(𝑿|𝝃) = 𝐸(𝑿), id est, la 
moyenne conditionnelle de 𝑿 à 𝝃 fixée est la variable aléatoire constante égale à la 
moyenne de 𝑿 dans tout l’espace Ω. 
Preuve 
Soit  𝒁 = 𝜓(𝝃) ∈ 𝐿2(Ω, 𝑷𝝎), dès que 𝑿 et 𝝃 sont indépendantes on obtient : 
𝐸(𝑿𝜓(𝝃)) = 𝐸(𝑿)𝐸(𝜓(𝝃)) 
d’où : 
𝐸 ((𝑿 − 𝐸(𝑿))𝒁) = 0 
donc pour 𝒁 arbitraire on obtient : 
((𝑿 − 𝐸(𝑿))) ⊥ 𝑆 = {𝒁:𝒁 = 𝜓(𝝃) ∈ 𝐿2(Ω,𝑷𝝎)}. 
or, 𝐸(𝑿) ∈ 𝑆, d’où 𝐸(𝑿|𝝃) = 𝐸(𝑿).∎ 
Ce résultat prouve que la meilleure approximation de 𝑿 en tant que fonction de 𝝃 est 
la constante égale à la moyenne de 𝑿. Par conséquent : 
Corollaire 9  
Soit (Ω,𝑷𝝎) un espace probabilisé, 𝑿, 𝝃 ∈ 𝐿
2(Ω,𝑷𝝎) et 𝑊 = [ {𝜑𝑖(𝝃)}𝑖∈ℕ] ⊂ 𝐿
2(Ω,𝑷𝝎) 
l’espace vectoriel de variables aléatoires de variance finie engendré par la famille 
 {𝜑𝑖(𝝃)}𝑖∈ℕ. Si la variable constante égale à 𝟏 dans tout l’espace d’échantillonnage 
vérifie 1 ∈ 𝑊 alors la projection orthogonale de 𝑿 sur 𝑊 est 𝐸(𝑿). Par conséquent, la 
projection orthogonale de 𝑿 sur [{𝜑𝑖(𝝃)}𝑖∈ℕ]̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ l’adhérence de 𝑊 est 𝐸(𝑿). 
Preuve :  
On remarque que 𝑊 ⊂ 𝑆 et que 𝐸(𝑿) ∈ 𝑊 tel que 𝐸(𝑿) est la projection orthogonale 
de 𝑿 sur 𝑊, d’où 𝐸(𝑿) est la projection orthogonale de 𝑿 sur [{𝜑𝑖(𝝃)}𝑖∈ℕ]̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅. ∎ 
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Prenons l’exemple suivant où 𝑼 est uniforme sur [0,1] et 𝑿(𝑼) = 𝑠𝑖𝑛(2𝜋𝑼). Soit 𝑨 
indépendante de 𝑼 uniformément distribuée sur [0,1], alors : 
𝐸(𝑿(𝑼)𝜑𝑖(𝑨)) = 𝐸(𝑿(𝑼))𝐸(𝜑𝑖(𝑨)) = 0, ∀𝑖 ∈ ℕ
∗ 
d’où 𝑃𝑛𝑿 = 0,∀𝑛 ∈ ℕ∗ 
Afin de surmonter cette problématique, il s’avère utile de créer une sorte de 
corrélation entre 𝑿 et 𝑨. Pour ce faire, deux méthodes peuvent être utilisées : 
 Ajustement des moments  
 Collocation avec tri des valeurs des deux variables dans l’ordre croissant 
Ceci permet de générer une corrélation positive entre les variables. 
3.5.1. L’ajustement des moments 
L’ajustement des moments se fait à l’aide de distances autres que la distance 
hilbertienne entre les variables aléatoires. De manière analogue à ce qui précède, la 
projection orthogonale 𝑃𝑛𝑿 de 𝑿 correspond à l’élément de 𝑆𝑛 = [{𝜑1(𝑨),… ,𝜑𝑛(𝑨)}] 
qui minimise la distance entre 𝑿 et 𝑆𝑛 c-à-d 𝑑(𝑿, 𝑆𝑛) = 𝑚𝑖𝑛{𝑑(𝑿, 𝒀): 𝒀 ∈ 𝑆𝑛} où la 
distance est donnée par : 
𝑑(𝑿,𝒀) = ‖𝑿 − 𝒀‖ = √(𝑿 − 𝒀,𝑿 − 𝒀) 
Ainsi, la projection orthogonale correspond au minimum global de la fonctionnelle 
suivante : 
𝐽(𝒙) = 𝑑 (𝑿, ∑ 𝑥𝑖𝜑𝑖(𝑨)
1≤ 𝑖 ≤𝑛
) 
Lorsque 𝑼 est inconnue et qu’une variable artificielle 𝑨 est mise en jeu, il devient 
intéressant de considérer une distance ou pseudo-distance, différentes de celle issue du 
produit scalaire. Par exemple, nous pouvons utiliser : 
𝑑(𝑿,𝒀) = ∑|𝑀𝑝(𝑿) − 𝑀𝑝(𝒀)|
𝑘
𝑝=1
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ou : 
𝑑(𝑿,𝒀) = ∑|
𝑀𝑝(𝑿) − 𝑀𝑝(𝒀)
𝑀𝑝(𝑿)
|
𝑘
𝑝=1
 
avec 𝑀𝑃(𝒁) = 𝐸(𝒁
𝑝) le moment d’ordre 𝑝.  
La première quantité mesure la somme des erreurs entre les 𝑘 premiers moments alors 
que la seconde mesure la somme des erreurs relatives entre eux. 
En minimisant 𝑑 on obtient les coefficients de l’expansion qui minimisent la somme 
des distances entre les moments de la fonction exacte et la fonction approchée. Ceci 
nous ramène à un problème d’optimisation globale dans le cas où 𝐽 est non convexe. 
Une telle approximation est justifiée par le théorème suivant : 
Théorème 10  
Soit (Ω,𝑷𝝎) un espace probabilisé, {𝑋𝑛: 𝑛 ∈ ℕ} une suite de variables aléatoires 
sur (Ω,𝑷𝝎) et 𝛷𝑛(𝑡) = 𝐸(𝑒
𝑖𝑡𝑋𝑛) la fonction caractéristique de 𝑋𝑛 et soient 𝑋 une 
variable aléatoire sur(Ω, 𝑷𝝎) et 𝛷(𝑡) = 𝐸(𝑒
𝑖𝑡𝑋) sa fonction caractéristique, alors : 
𝑋𝑛 → 𝑋 en distribution ⟺ 𝛷𝑛(𝑡) → 𝛷(𝑡) en tout point sur ℝ 
Preuve (Souza de Cursi, 1992 et Stroock, 1994) 
Appliquons cette approche sur l’exemple ci-dessus où 𝑼 et 𝑨 sont deux variables 
aléatoires indépendantes uniformément distribuées sur [0,1] et 𝑿(𝑼) = 𝑠𝑖𝑛 (2𝜋𝑼). 
Dans les figures suivantes on compare les fonctions de distributions cumulatives 
(FDC) : « exacte » et « approchée ». On voit bien sur la figure 52 que 
l’approximation par la minimisation de la distance hilbertienne donne un mauvais 
résultat tandis que les figures 53 et 54 montrent que les résultats obtenus à l’aide des 
pseudos-distances sont bien meilleurs. 
Les résultats sont fournis par fminsearch et fminunc, de Matlab. 
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Figure 52 : Les FDC exacte (bleu) et approchée par minimisation de la distance hilbertienne 
(rouge) avec 0% de bruit 
 
Figure 53 : Les FDC exacte (bleu) et approchée par minimisation de la somme des erreurs entre les 
moments (rouge) avec 0% de bruit 
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Figure 54 : Les FDC exacte (bleu) et approchée par minimisation de la somme des erreurs relatives 
entre les moments (rouge) avec 0% de bruit 
3.5.2. Approche par collocation 
Une alternative est susceptible d’être employée dans le cas d’une expansion en termes 
d’une variable artificielle, il s’agit de la collocation : 
En prenant un échantillon (𝑿𝟏, … , 𝑿𝒏𝒔) de 𝑿, on considère un échantillon (𝑨𝟏, … , 𝑨𝒏𝒔) 
de 𝑨 et on détermine les coefficients d’une expansion finie en résolvant le système : 
𝑃𝑛𝑿(𝑨𝒊) = 𝑿𝒊 , 𝑖 = 1, … , 𝑛𝑠 
Ce système s’exprime sous forme matricielle comme suit : 
𝑴𝒙 = 𝑵  , 𝑀𝑖𝑗 = 𝜑𝑗(𝑨𝒊)  , 𝑵𝒊 = 𝑿𝒊 
Cette approche est compétitive en termes du coût. Cependant, elle reste sensible aux 
erreurs qui résultent de la construction d’un échantillon de 𝑿 et peut conduire à un 
système mal conditionné. En outre, les variables sont à priori indépendantes, de 
manière que les résultats peuvent être mauvais. Pour pallier à cette difficulté, il faut 
créer une corrélation artificielle entre 𝑨 et 𝑿, par exemple, à l’aide d’un tri des 
échantillons. 
3.5.3. Tri croissant des échantillons  
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On espère de meilleurs résultats de collocation si les échantillons présentent une forte 
corrélation. Une manière de monter la valeur de celle-ci consiste à trier les 
échantillons en ordre croissant. 
Pour un échantillon de taille ns = 100 de 𝑿(𝑼) = 𝑠𝑖𝑛 (2𝜋𝑼) et un polynôme d’ordre 4, 
le résultat obtenus avec 5% de bruit est présenté sur la figure 56 et avec 1% de bruit 
sur la figure 59 et ce, dans le cas d’un échantillon trié dans l’ordre croissant. 
Les figures 55 et 58 montrent qu’un échantillon non trié conduit à une mauvaise 
approximation. 
En ce qui concerne l’ajustement des moments, les échantillons triés et non triés 
donnent des résultats identiques pour les deux pseudos distances considérées. En 
effet, l’approximation a été faite avec un échantillon non trié dans les cas présentés 
sur les figures 53 et 54 et avec un échantillon trié dans les cas présentés sur les figures 
57 et 60. 
 
Figure 55 : Les FDC exacte (bleu) et approchée par collocation avec des échantillons non triés (rouge)  
avec 5% de bruit 
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Figure 56 : Les FDC exacte (bleu) et approchée par collocation avec des échantillons triés dans l’ordre 
croissant (rouge) avec 5% de bruit 
 
Figure 57 : Les FDC exacte (bleu) et approchée (rouge) en utilisant la 1ère pseudo-distance avec des 
échantillons triés dans l’ordre croissant avec 5% de bruit 
 
Figure 58 : Les FDC exacte (bleu) et approchée par collocation avec des échantillons non triés 
(rouge) avec 1% de bruit 
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Figure 59 : Les FDC exacte (bleu) et approchée par collocation avec des échantillons triés dans l’ordre 
croissant (rouge) avec 1% de bruit 
 
Figure 60 : Les FDC exacte (bleu) et approchée (rouge) en utilisant la 1ère pseudo-distance avec des 
échantillons triés dans l’ordre croissant avec 1% de bruit 
3.6. Conclusion 
Dans ce chapitre nous avons présenté les fondements théoriques pour une 
généralisation de la théorie des polynômes de chaos. Des conditions pour l’existence et 
la convergence des séries ont été démontrées et le cas d’une expansion en termes 
d’une variable artificielle a été mis en exergue, avec deux options pour résoudre le 
problème de l’indépendance des variables, susceptible de conduire à une mauvaise 
qualité d’approximation. De nombreux exemples académiques ont été étudiés dans ce 
chapitre. Il résulte de notre étude que non seulement les conditions théoriques pour 
les expansions considérées sont réunies, comme les méthodes sont numériquement 
efficaces. 
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Partie II.  
 
 
 
 
Statistiques du Front de Pareto  
en Optimisation Multiobjectif avec Incertitudes   
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4. Statistique des Courbes 
4.1. Introduction 
Comme déjà mentionné dans la première partie de ce manuscrit, la quantification des 
incertitudes (QI) a occupé depuis longtemps une place importante dans le domaine de 
la modélisation mathématique, du fait que les phénomènes réels présentent des 
variabilités et des incertitudes. Ainsi, une description tenant compte des incertitudes 
est plus réaliste que celle fournie par les modèles déterministes. La quantification des 
incertitudes présente un intérêt croissant dans la conception, notamment dans 
l’optimisation des systèmes ou des pièces. Ces études amènent souvent le décideur à 
une situation complexe, où il doit, d’une part, choisir l’option la plus efficace et, 
d’autre part, contrôler un ensemble d’incertitudes : variabilité des paramètres, aléas, 
erreurs de mise en œuvre, les instabilités, les erreurs des modèles … même les 
méthodes de calcul sont susceptibles d’introduire des incertitudes. La situation est 
encore plus complexe lorsque ces procédures considèrent des objectifs multiples. Dans 
cette situation, on a un processus d’optimisation multiobjectif (OMO), dont la 
solution est usuellement exprimée sous la forme d’un front de Pareto, censé permettre 
au décideur un choix éclairé entre les différents compromis possibles. Cependant, un 
front de Pareto est, en général, un objet en dimension infinie : une courbe, une 
surface ou une variété. On est alors confronté à une difficulté fondamentale : celle de 
manipuler des probabilités et des statistiques en dimension infinie. Par exemple, 
comment définir un intervalle de confiance pour une famille de courbes ? Comment 
définir des probabilités sur un espace de variétés ? 
C’est dans ce cadre que s’inscrit cette deuxième partie, où nous présentons une 
approche innovante que l’on peut qualifier de « Statistique des Objets ». Nous 
adoptons dans ce travail un point de vue original, éloigné du point de vue 
traditionnel qui considère des objets tels courbes, surfaces et variétés comme étant 
« des nuages de points » et, partant, dresse les statistiques sur les points. L’approche 
traditionnelle est, donc, locale alors que nous présenterons un  point de vue global. 
Nous verrons que l’approche traditionnelle est susceptible de conduire à des moyennes 
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et des médianes non représentatives de la famille des courbes considérée. L’approche 
choisie ici consiste à chercher à l’intérieur de la famille celle qui en serait la plus 
représentative. 
Cette méthode permet de définir également des « intervalles de confiance » formés 
d’un sous ensemble de la famille étudiée, par rapport à un seuil de confiance donné. 
Nous allons illustrer cette approche à l’aide d’objets plans qu’on peut représenter 
avec des courbes dans l’espace ℝ2, bien que l’approche soit plus générale et permette 
de traiter des variétés en dimension supérieure. Dans le prochain chapitre, nous 
appliquerons ces résultats à des problèmes d’optimisation biobjectif avec incertitudes.   
4.2. Illustration de l’approche 
En général, une courbe (C) dans ℝ2 est définie par une équation algébrique :  
(C) ∶  Φ(𝒙) = 0  ,    𝒙 ∈ 𝑆 
ou par une fonction 𝑥 ∶ 𝐼 ⟶ ℝ2, telle que 𝐼 = (𝑎, 𝑏) ⊂ ℝ. Lorsque (𝐶) dépend d’un 
paramètre aléatoire 𝒀, nous avons : 
(C) ∶  Φ(𝒙|𝒀 = 𝒚) = 0  ,    𝒚 ∈ ℝ𝑚 et 𝒙 ∈ 𝑆(𝒚) 
ou :  
𝒙 ∶ 𝐼(𝒚) ⟶ ℝ2
           𝑡  ⟼ 𝒙(𝑡|𝑦)
 
On observe que, dans ce cas, les équations dépendent de la variable aléatoire 𝒀.  
En pratique, on dispose le plus souvent d’un échantillon de ces courbes, formé par 𝑛𝑠 
réalisations, correspondant aux valeurs 𝒚𝟏, 𝒚𝟐, … , 𝒚𝒏𝒔 de 𝒀. 
A titre d’exemple, on considère la famille : 
𝛷(𝑥|𝑦) = 𝑥2 − 𝑦 = 0, 𝑆(𝑦) = {𝑥: |𝑥1| ≤ 𝑦} 
Qu’on peut exprimer aussi par : 
𝒙(𝑡|𝑦) = (𝑡, 𝑦) ∈ ℝ2   , 𝑡 ∈ [−𝑦, 𝑦] 
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Lorsque 𝒀 est uniformément distribué sur [0,1], son espérance est 𝐸[𝒀] = 1/2. Pour 
une valeur de 𝑡 donnée, nous avons 𝑥2 ∈ [|𝑡|, 1], et la moyenne de 𝒙(𝑡|𝑦) est :  
𝐸[𝒙(𝑡|𝑦)] = [𝑡,
|𝑡| + 1
2
] 
La figure 61 illustre le cas où ns = 20 et 𝑦 ∈ {0.05𝑘 | 0 ≤ 𝑘 ≤ 19}. La figure (b) 
montre la courbe moyenne de la famille générée qu’on calcule avec la méthode ci-
dessus. 
 
a) Une famille de courbes b) La courbe moyenne obtenue  
en examinant les points 
Figure 61 : La courbe moyenne obtenue en examinant les points 
On remarque que la moyenne calculée n’est pas représentative de la famille – en fait, 
elle n’appartient pas du tout à la famille. On constate ainsi l’impossibilité de 
déterminer l’élément le plus représentatif d’une famille aléatoire de courbes (ou 
d’objets plans) en examinant les moyennes (ou les barycentres) des points qui les 
forment. 
Un deuxième exemple montre la nécessité d’utiliser une approche différente : 
Soient les deux familles suivantes : 
 {
𝑥(𝑡) = 𝑟 ∗ cos(𝑡)
𝑦(𝑡) = 𝑟 ∗ sin(𝑡)
 𝑟~𝑈[1,3]
 (1) 
et : 
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 {
𝑥(𝑡) = 𝑟 ∗ cos(𝑡 + 𝛼)
𝑦(𝑡) = 𝑟 ∗ sin(𝑡 + 𝛼)
𝛼~𝑈[0,2𝜋] , 𝑟~𝑈[1,3]
 (2) 
et en simulant un échantillon de taille 𝑛𝑠 = 500 du vecteur (𝑟, 𝛼) on génère une 
troisième famille de courbes comme suit : 
 {
𝑥𝑖(𝑡) = 𝑟𝑖 ∗ cos((−1)
𝑖 . 𝑡)
𝑦𝑖(𝑡) = 𝑟𝑖 ∗ 𝑠𝑖𝑛((−1)
𝑖. 𝑡)
 𝑖 = 1,2,… , 𝑛𝑠
 (3) 
Pour chaque valeur (𝑟𝑖, 𝛼𝑖) du vecteur aléatoire (𝑟, 𝛼), on obtient le même cercle dans 
les trois cas. Cependant, la paramétrisation étant différente dans chaque cas, les 
moyennes porteront sur des points différents. 
Ainsi, si l’on calcule l’ensemble moyen de chaque famille en se basant sur une 
« approche ponctuelle », on obtient trois résultats différents pour les mêmes cercles 
comme le montre la figure suivante. 
 
a) Système 1 b) Système 2 c) Système 3 
Figure 62 : Cercles moyens obtenus pour le même ensemble de cercles avec différentes paramétrisations 
Les résultats ci-dessus montrent la nécessité d’une nouvelle approche. Une alternative 
consiste à chercher un élément représentatif parmi ceux qui sont disponibles à l’aide 
d’une distance mesurant les écarts entre les courbes. Nous verrons qu’une telle 
approche conduit à des résultats identiques pour les trois familles, indépendamment 
de la paramétrisation : par exemple, nous pouvons déterminer l’élément de la famille 
qui minimise la somme des distances aux autres éléments – ce qui correspond à une 
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médiane. Lorsque la distance est indépendante de la paramétrisation, nous obtenons 
un résultat qui en est lui aussi indépendant. De même, on peut ainsi déterminer des 
quantiles correspondant aux éléments les plus proches de celui-ci, ce qui permet la 
construction d’intervalles de confiance. 
Pour illustrer cette approche, nous pouvons considérer le premier exemple introduit 
ci-dessus.  Les résultats obtenus sont illustrés dans la figure 63 où l’on peut voir la 
médiane (en rouge) et l’intervalle de confiance (en cyan) défini au seuil 1 − 𝛼 =  90% 
et les courbes au-delà du quantile 𝑥 = 90% (en bleu). 
 
Figure 63 : La courbe médiane (rouge) et les courbes qui forment l’intervalle de confiance au seuil 90% 
(cyan) sont membres de la famille 
Dans ce qui suit, d’autres exemples sont présentés. La théorie détaillée est présentée 
après ceux-ci. 
4.2.1. Famille de cercles aléatoires 
Dans cet exemple on considère une famille de cercles aléatoires générée comme suit : 
{
𝑥(𝑡) = 𝑎 + 𝑟 ∗ 𝑐𝑜𝑠(𝑡 + 𝛿)
𝑦(𝑡) = 𝑏 + 𝑟 ∗ 𝑠𝑖𝑛(𝑡 + 𝛿)
 
tel que 𝑡 ∈ [0,2𝜋], a et b des variables gaussiennes centrées de variance égale à 100, 𝑟 
est normale centrée de variance égale à 25 et 𝛿 est uniforme sur[0,2𝜋].  
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Pour 𝑛𝑠 = 50 réalisations du vecteur aléatoire (𝑎, 𝑏, 𝑟) on représente l’ensemble 
obtenu dans un repère orthonormé (0, 𝑥, 𝑦) comme le montre la figure 64. A droite de 
cette figure sont présentés : la moyenne calculée avec les moyennes des points (en 
bleu) et la médiane (en rouge) qui est l’élément le plus représentatif de l’ensemble. 
On remarque que le cercle bleu n’appartient pas à l’ensemble initial. 
 
Figure 64 : La moyenne ponctuelle (bleue) et la médiane (rouge) de 50 cercles aléatoires 
Dans la figure qui suit, on considère un rayon uniforme sur [0,4] et on génère un 
échantillon de 100 cercles aléatoires. A gauche, on voit la médiane au centre et le 9ème 
décile de la distance entre celle-ci est les autres membres de l’échantillon, en rouge 
avec l’intervalle de confiance au seuil 90% en cyan. On remarque le 9ème décile se situe 
effectivement entre les cercles qui constituent l’intervalle de confiance et le reste de la 
population. Pour mieux éclaircir ces notions d’intervalle de confiance et de quantiles 
pour les objets, on montre aussi (à droite) les cercles qui se situent entre le 85ème et le 
90ème centiles et comme prévu ces cercles se positionnent dans la région entre 
l’intervalle de confiance de 90% et le reste de la population. 
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Figure 65 : La médiane (en noir), l’intervalles de confiance au seuil 90% (en cyan) et les quantiles (en 
rouge) pour un population de 1000 cercles aléatoires 
4.2.2. Famille d’hypocycloïdes aléatoires 
Une d’hypocycloïde est une courbe générée par le roulement sans glissement d'un 
cercle mobile (la roulante) sur un cercle fixe (la base). 
Son équation dans les coordonnées polaires est de la forme : 
{
𝑥(𝑡) = 𝑟 ∗ [(1 − 𝛼). 𝑐𝑜𝑠(𝑡) + 𝛼. 𝑐𝑜𝑠 (
1 − 𝛼
𝛼
. 𝑡)]
𝑦(𝑡) = 𝑟 ∗ [(1 − 𝛼). 𝑠𝑖𝑛(𝑡) − 𝛼. 𝑠𝑖𝑛 (
1 − 𝛼
𝛼
. 𝑡)]
 
avec 𝑡 ∈ [0 ,2𝜋 ], l’inverse de 𝛼 est le nombre des points de rebroussement (et aussi le 
nombre d’arches) et 𝑟 est le rayon de la base. 
On considère le cas 𝛼 = 1/8 donc une hypocycloïde à 8 arches et des points de 
rebroussements répartis sur la base et qui correspondent à l’angle orienté 𝜃 = 𝑘. 𝜋/4 
avec 𝑘 ∈ ℤ. Ainsi l’équation suivante donne la même hypocycloïde pour toute valeur 
de 𝑘 dans ℤ . 
{
𝑥(𝑡) = 𝑟 ∗ [(
7
8
) . 𝑐𝑜𝑠(𝑡) + (
1
8
) . 𝑐𝑜𝑠 (
7
8
. 𝑡 + 𝑘.
𝜋
4
)]
𝑦(𝑡) = 𝑟 ∗ [(
7
8
) . 𝑠𝑖𝑛(𝑡) − (
1
8
) . 𝑠𝑖𝑛 (
7
8
. 𝑡 + 𝑘.
𝜋
4
)]
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On introduit donc des incertitudes dans cette équation avec uniforme sur [5 ; 15] et 𝑘 
un entier naturel aléatoire qu’on choisit d’abord dans ℤ.  
Pour un échantillon de taille 50 du vecteur (𝑟, 𝑘) on obtient le résultat suivant : 
 
Figure 66 : La moyenne (bleue) et la médiane (rouge) de 50 hypocycloïdes aléatoires 
Dans cet exemple on voit bien que la moyenne n’appartient pas à l’ensemble initial, 
elle est même de dimensions largement inférieures à celles des éléments de l’ensemble. 
Ce changement dans les dimensions est dû au vecteur 𝑘. Sinon en faisant varier 𝑟 
uniquement on trouve une hypocycloïde moyenne toute proche de la médiane. 
Sur la figure qui suit, nous présentons un échantillon de 500 courbes de la même 
famille. Dans notre échantillon on obtient un intervalle de confiance bilatéral, nous 
montrons donc le 9ème décile de distance entre la médiane et les autres courbes et le 
quantile qui lui est d’ordre inférieur direct. On voit que deux quantiles sont suffisants 
dans ce cas pour séparer clairement l’intervalle de confiance et les autres courbes qui 
n’en font pas partie, contrairement au cas des cercles ; ceci est dû aux centres des 
cercles qui changent de position tandis que les hypocycloïdes sont concentriques. 
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Figure 67 : La médiane (en noir), l’intervalle de confiance au seuil 90% (en vert) et les deux quantiles 
(en rouge) qui le séparent des autres courbes (en bleu) pour un échantillon de 500 hypocycloïdes 
aléatoires   
4.2.3. Famille d’épitrochoïdes aléatoires 
Une épitrochoïde est un cas particulier de deltoïde. C’est une courbe plane donnée 
par la trajectoire d'un point fixé à un cercle mobile qui roule sans glisser sur autour 
d'un autre cercle dit directeur. 
{
𝑥(𝑡) = 𝑟 ∗ [(1 + 𝑞). 𝑐𝑜𝑠(𝑡) − 𝑐𝑜𝑠((1 + 𝑞). 𝑡)]
𝑦(𝑡) = 𝑟 ∗ [(1 + 𝑞). 𝑠𝑖𝑛(𝑡) − 𝑠𝑖𝑛((1 + 𝑞). 𝑡)]
 
Dans ce système 𝑞 donne le nombre des points de rebroussements et 𝑟 est le rayon du 
cercle directeur. 
Pour 𝑞 = 5, on introduit les incertitudes dans ce système déterministe qui devient : 
{
 
 
 
 𝑥(𝑡) = 𝑟 ∗ [(1 + 𝑞). 𝑐𝑜𝑠 (𝑡 + 𝑘.
2𝜋
5
) − 𝑐𝑜𝑠 ((1 + 𝑞). (𝑡 + 𝑘.
2𝜋
5
))]
𝑦(𝑡) = 𝑟 ∗ [(1 + 𝑞). 𝑠𝑖𝑛 (𝑡 + 𝑘.
2𝜋
5
) − 𝑠𝑖𝑛 ((1 + 𝑞). (𝑡 + 𝑘.
2𝜋
5
))]
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Tel que 𝑟 est uniforme sur [10; 15], et 𝑘 est un entier relatif aléatoire. Un échantillon 
du vecteur (𝑟, 𝑘) de taille 50 donne le résultat suivant : 
 
Figure 68 : La moyenne (bleue) et la médiane (rouge) de 50 épitrochoïdes aléatoires 
Comme dans les cas qui précèdent, on remarque que la courbe moyenne obtenue par 
le calcul de la moyenne arithmétique (en bleu) ne peut pas être une courbe 
représentative de la famille car elle n’y appartient pas et diffère des autres 
épitrochoïdes dans ses dimensions et dans sa forme (notons qu’il ne s’agit plus 
d’épitrochoïde vue que les points de rebroussements ont disparu), alors que la courbe 
médiane en rouge occupe une place centrale dans la famille étudiée. 
 
a) 100 épitrochoïdes b) 1000 épitrochoïdes 
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Dans la figure qui suit, on présente trois échantillons de tailles respectives 100, 500 et 
1000 épitrochoïdes aléatoires : on remarque que la médiane calculée en se basant sur 
la distance entre les courbes occupent presque la même position dans les trois cas 
alors que l’épitrochoïde moyenne calculée avec les moyennes des coordonnées des 
points converge vers un point situé au centre de cercle directeur centre. 
 
a) 100 épitrochoïdes b) 500 épitrochoïdes c) 1000 épitrochoïdes 
Figure 69 : Médiane et intervalle de confiance pour trois échantillons d’épitrochoïdes aléatoires et 
décroissance des dimensions de la moyenne en fonction de la taille de l’échantillon 
 
Figure 70 : La médiane (en noir), l’intervalle de confiance au seuil 90% (en vert) et les deux quantiles 
(en rouge) qui le séparent des autres courbes (en bleu) pour un échantillon de 500 épitrochoïdes 
aléatoires   
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4.2.4. Famille d’arcs de cercles concentriques aléatoires 
Un dernier exemple de formes géométriques simples aléatoires est celui des arcs de 
cercles concentriques, celui-ci montre plus clairement l’importance de cette étude qui 
permet de dégager dans un ensemble d’objet son élément le plus représentatif (qui lui 
appartient). Cette famille est générée suivant : 
{
𝑥(𝑡) = (𝑟 + 5) ∗ 𝑐𝑜𝑠(𝑡 + 𝜃)
𝑦(𝑡) = (𝑟 + 5) ∗ 𝑠𝑖𝑛(𝑡 + 𝜃)
 
avec 𝑟~𝑁(0,25) et 𝜃~𝑈(0,2𝜋). 
La figure ci-dessous nous montre que la moyenne des points peut fournir une courbe 
moyenne qui n’appartient pas à l’ensemble étudiée et qui est si loin des autres 
éléments (dans sa position et ses dimensions) qu’elle ne peut être représentative pour 
sa famille, d’où la nécessité d’établir un processus de sélection mieux adapté aux 
caractéristiques statistiques des objets. Celui que nous proposons nous donne la 
médiane qui fait partie elle aussi de l’ensemble et aussi des quantiles et un intervalle 
de confiance au seuil de confiance 1 − 𝛼 formé par (1 − 𝛼)% des courbes de la famille 
qui sont les plus proches de la médiane selon une distance que l’on adopte. La figure 
montre le neuvième décile en rouge, la médiane en noire et l’intervalle de confiance en 
cyan pour 𝛼 = 10% et 𝑛𝑠 =  500. 
 
Figure 71 : La moyenne (rouge) et la médiane (bleue) de 50 arcs de cercles concentriques aléatoires 
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Figure 72 : La médiane (noire), l’intervalle de confiance au seuil 90% (cyan) et le 9ème décile (rouge)  
pour 500 arcs de cercles concentriques aléatoires 
4.3. Implémentation 
Etant donné un ensemble de parties de ℝ2, 𝐴 ⊂ 𝒫(ℝ2), l’objectif est de déterminer les 
caractéristiques statistiques de cet ensemble, à savoir les quantiles 𝑄𝑝% et les 
intervalles de confiance 𝐼𝛼 au seuil de confiance 1 − 𝛼 tels que : 
{
∀𝑝 ∈ [0,100] , 𝑄𝑝% ∈ 𝐴
∀𝛼 ∈ [0,1] , 𝐼𝛼 ⊂ 𝐴
  
Pour cette raison on définit d’abord une distance 𝑑 sur 𝒫(ℝ2) l’ensemble des parties 
de l’espace métrique (ℝ2, 𝛿) muni de la distance euclidienne 𝛿. Dans ce travail nous 
avons testé deux distances qui nous ont fourni dans tous les cas des résultats 
identiques. 
4.3.1. Distance de Hausdorff 
La distance de Hausdorff, due au mathématicien allemand Felix Hausdorff (8 
novembre 1868 - 26 janvier 1942) permet de calculer la distance entre deux sous-
ensembles fermés et bornés 𝐶𝑖 et 𝐶𝑗 d’un espace métrique de dimension finie (𝐸, 𝛿) 
telle que : 
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𝑑𝐻(𝐶𝑖, 𝐶𝑗) = max {sup
𝑥∈𝐶𝑖
𝛿(𝑥, 𝐶𝑗) , sup
𝑦∈𝐶𝑗
𝛿(𝑦, 𝐶𝑖)}  
Dans notre cas 𝐸 = ℝ2 est cette distance est utilisée par la suite pour calculer la 
distance entre des courbes continues ou continues par morceaux sur un plan muni 
d’une base orthonormée. Celle-ci peut être appliquée également à des parties de ℝ𝑛 
avec 𝑛 > 2 où l’on calcule la distance qui sépare des « hypersurfaces » ou des 
« hypervolumes » (Deheuvels, 2017). 
4.3.2. Distance 𝐿2 
Soient deux suites de fonctions (𝑓𝑛)𝑛 et (𝑔𝑛)𝑛 à valeurs dans ℝ et de carrés 
intégrables sur un pavé 𝐼 de ℝ𝑑 et soit (𝐶𝑛)𝑛 la suite des courbes définies par : 
𝐶𝑛 = {(𝑓𝑛(𝑥),𝑔𝑛(𝑥), 𝑥 ∈ 𝐼} , ∀𝑛 ∈ ℕ 
On définit alors la distance entre deux courbes Ci et Cj de cette suite par : 
𝑑𝐿2(𝐶𝑖 , 𝐶𝑗) = √ ∫(𝑓𝑖(𝑥) − 𝑓𝑗(𝑥))
2
+ (𝑔𝑖(𝑥) − 𝑔𝑗(𝑥))
2
𝑥∈𝐼
; (𝑖, 𝑗) ∈ ℕ2 
Le choix de cette distance découle de la nature des problèmes que l’on va résoudre 
par la suite et qui sont des problèmes d’optimisation biobjectif et dans lesquels on 
sera amené à calculer des distances entre des fronts de Pareto obtenus par la 
minimisation des fonctions de la suite (𝑓𝑛 , 𝑔𝑛)𝑛. 
4.3.3. Moyenne et Médiane 
Il est à signaler que la courbe moyenne ne peut être membre de l’ensemble étudié 
dans la quasi-totalité des cas présentés. Celle-ci correspond en réalité à un objet 
« théorique », n’appartenant pas à l’ensemble d’objets « concrets » considérés. 
Comme déjà vu dans les exemples précédents, elle peut même être de forme différente 
de celles des objets de la famille. Tel est le cas de la figure 61, où la moyenne de 
segments prend la forme d’un « V ». La courbe moyenne pour une famille aléatoire 
de courbes paramétrés est donnée par : 
𝐶𝑀 = {(?̅?𝑡, ?̅?𝑡), 𝑡 ∈ [0,1]} 
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où, pour 𝑡 donné dans [0,1] et un échantillon de 𝑛𝑠 objets aléatoires : 
{
 
 
 
 ?̅?𝑡 = 𝐸(𝑋𝑡) =
1
𝑛𝑠
∑𝑥𝑖(𝑡)
𝑛𝑠
𝑖=1
?̅?𝑡 = 𝐸(𝑌𝑡) =
1
𝑛𝑠
∑𝑦𝑖(𝑡)
𝑛𝑠
𝑖=1
 
Dans l’approche alternative, nous cherchons plutôt à déterminer l’élément le plus 
représentatif de la famille et qui correspond à la médiane qui est, de plus, un des 
membres de la famille. Son calcul est effectué de la manière suivante : 
Soit 𝐴 = {𝐶𝑖  , 1 ≤ 𝑖 ≤ 𝑛𝑠} une famille de 𝑛𝑠 courbes aléatoires, on définit sur 𝐴 × 𝐴 
une distance 𝑑 ∈ {𝑑ℎ , 𝑑𝐿2} telle que : 
𝑑 ∶  𝐴 × 𝐴 ⟶ ℝ+ 
      (𝐶𝑖 , 𝐶𝑗) ⟶ 𝑑(𝐶𝑖 , 𝐶𝑗) 
et la fonction 𝐷 : 
𝐷 ∶  𝐴 ⟶ ℝ+ 
         𝐶𝑖 ⟶ 𝐷𝑖 =∑𝑑(𝐶𝑖 , 𝐶𝑗)
𝑛𝑠
𝑗=1
 
La médiane ou l’élément le plus représentatif de l’ensemble est donc la courbe à 
somme minimale de distances par rapport aux autres courbes : 
𝐶∗ = argmin
𝐶𝑖∈𝐴
𝐷 (𝐶𝑖) 
4.3.4. Quantiles et Intervalle de Confiance 
Soit 𝛥 une variable aléatoire à valeurs dans l’ensemble {𝑑𝑖
∗ = 𝑑(𝐶∗, 𝐶𝑖), 1 ≤ 𝑖 ≤ 𝑛𝑠} où 
𝐶∗ est la courbe médiane et 𝑑𝑖
∗ est la distance entre celle-ci et une courbe 𝐶𝑖 de la 
famille. Le quantile 𝑄𝑝% est défini alors par : 
{
𝑄𝑝% = 𝐶𝑘 ∈ 𝐴
𝑃𝑟𝑜𝑏(𝛥 ≤ 𝑑𝑘
∗) ≥ 𝑝
 
Notons que dans tout cet ouvrage, les mots « quantiles et déciles » référent 
uniquement à la variable 𝛥 comme l’intervalle de confiance d’une distribution 
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contient les valeurs concentrées autour de son élément le plus représentatif et que 𝛥 
donne les distances entre celui-ci et les autres membres de la famille. 
A partir de ce résultat il devient possible de définir un intervalle de confiance au seuil 
1 − 𝛼 formé par 100 ∗ (1 − 𝛼)% de la population concentré autour de l’élément le 
plus représentatif, la médiane. Ainsi : 
𝐼𝛼 = {𝐶𝑖 ∈ 𝐴|𝑑𝑖
∗ ≤ 𝑑(𝐶∗, 𝑄100∗(1−𝛼)%)} 
Dans ce travail, nous avons considéré des quantiles centrés où la médiane se trouve 
au milieu de l’intervalle de confiance. Bien entendu, il est possible de déterminer 
d’autres intervalles de confiances qui peuvent être unilatéraux. 
5. Optimisation Multiobjectif Déterministe 
Après avoir présenté une approche qui permet de déterminer des caractéristiques 
statistiques d’un ensemble d’objets aléatoires et après l’avoir testée sur des familles de 
courbes aléatoires de ℝ2, nous consacrons cette partie à l’OMO déterministe en vue 
d’introduire les incertitudes dans le prochain chapitre et l’appliquer à un ensemble 
aléatoire de fronts de Pareto. 
5.1. Introduction 
L’optimisation est l’action que tout être vivant fait pour achever une opération ou un 
processus complexes et aboutir au meilleur résultat possible avec le minimum d’effort, 
de temps, d’énergie ou de matière. Elle est intrinsèque à la logique humaine et peut 
être observée dans tous les détails du vécu de l’Homme. En pratique, l’optimisation 
met en jeu plusieurs objectifs opposés et on parle donc d’Optimisation Multiobjectif 
ou Multicritère. En ce domaine, on cherche généralement des solutions de Pareto, 
consistant à réaliser ces objectifs jusqu’au point où l’amélioration de l’un se fait au 
détriment des autres. C’est ainsi qu’avec un budget donné, un consommateur cherche 
à acheter le meilleur panier possible ou s’acquiert un bien quelconque avec le plus bas 
prix tandis qu’un producteur maximise ses recettes et minimise ses charges et le 
temps de production (Mankiw, 2006; Varian, 2010). De même, dans le marché 
 79 
 
financier, un trader investit toujours dans un portefeuille de rendement espéré 
maximal avec un risque minimal (Craven et Islam, 2005; Hurson et Zopounidis, 1997; 
Pätäri et al., 2018; Zopounidis, 1999). Plus généralement l’optimisation occupe une 
place primordiale dans les applications et permet de fournir des résultats meilleurs 
dans toute activité économique et améliorer la performance de toute chaine de 
production (Amodeo t al., 2007; Ivanov et K. Ray, 2014). 
En pratique, un problème d’OMO est modélisé par le système : 
{
 
 
 
 
Minimiser
𝒙∈ℝ𝑑
    𝒇(𝒙|𝒚) = (𝑓1(𝒙|𝒚), 𝑓2(𝒙|𝒚),… , 𝑓𝑛(𝒙|𝒚))
Sous contraintes |
𝒈(𝒙|𝒚) = (𝑔1(𝒙|𝒚),… , 𝑔𝑝(𝒙|𝒚)) ≤ 𝟎
𝒉(𝒙|𝒚) = (ℎ1(𝒙|𝒚),… , ℎ𝑘(𝒙|𝒚)) = 𝟎
𝒙𝑙 ≤ 𝒙 ≤ 𝒙𝑢
 
tel que : 
 𝑓1, 𝑓2, … , 𝑓𝑛 sont les fonctions objectifs à minimiser 
 𝑔1, 𝑔2… ,𝑔𝑝 sont les contraintes d’inégalité  
 ℎ1, ℎ2… , ℎ𝑘 sont les contraintes d’égalité 
 𝒙 = (𝑥1, 𝑥2, … , 𝑥𝑑)
𝑡 ∈ ℝ𝑑 est le vecteur des variables de décision 
 𝒙𝒍 (resp. 𝒙𝒖) est la borne inférieure (resp. la borne supérieure) 
 𝒚 = (𝑦1, 𝑦2, … , 𝑦𝑚)
𝑡 ∈ ℝ𝑚 est un vecteur de paramètres exogènes  
Ce système peut être exprimé autrement sous la forme : 
 
{
Minimiser
𝒙∈ℝ𝑑
     𝒇(𝒙|𝒚) = (𝑓1(𝒙|𝒚), 𝑓2(𝒙|𝒚),… , 𝑓𝑛(𝒙|𝒚))
Sous contraintes |
𝒙 ∈ 𝑆𝑑
    𝑆𝑑 ⊂ ℝ
𝑑
 
 
avec 𝑆d un sous-ensemble de ℝ
𝑑 contenant les solutions admissibles. 
Un problème d’optimisation peut consister à maximiser certains objectifs et à 
minimiser d’autres. Notons qu’on peut transformer la maximisation en minimisation : 
(Maximiser
𝒙∈ℝ𝑑
 𝜑(𝒙)) ⟺ (Minimiser
𝒙∈ℝ𝑑
(−𝜑(𝒙))) 
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Ainsi, on peut se limiter à une formulation où toutes les fonctions objectifs sont à 
minimiser. 
On trouve dans la littérature de nombreuses méthodes conçues pour résoudre les 
problèmes d’OMO déterministes dont on cite à titre d’exemple : La méthode de 
pondération (Gass & Saaty, 1955; Zadeh, 1963), la méthode 𝜖-contrainte (Haimes Yv 
et al., 1971), la méthode de Geoffrion-Dyer-Feinberg (Geoffrion et al., 1972), la 
méthode Keeney-Raiffa (Keeney et al., 1979) et d’autres méthodes qu’on peut trouver 
dans ( Miettinen, 1999 et Collette et Siarry, 2002). Comme préalablement mentionné, 
la méthode exposée s’applique à des variétés, mais ce travail se limite aux objets 
plans, modélisables par des courbes de ℝ2. Ainsi, on se limite dans ce qui suit à la 
résolution de problèmes biobjectifs. Dans ce cadre, nous utilisons la méthode 
variationnelle de Zidani (Zidani, 2014) et Souza de Cursi (Souza de Cursi, 2015) que 
nous présentons ci-après et qui a fait ses preuves pour les problèmes d’optimisation 
biobjectifs. 
5.2. Méthode Zidani-Souza 
Cette méthode consiste à développer les variables de décision d’un problème à deux 
fonctions objectifs 𝑓1 et 𝑓2 en fonctions continues par morceaux d’un paramètre 
𝑡 ∈ [0,1] qui prennent les valeurs 𝒙𝑓1
∗  en 0 et 𝒙𝑓2
∗  en 1 telles que : 
{
𝒙𝑓1
∗ = argmin
𝒙∈𝑆𝑑
𝑓1(𝒙)
𝒙𝑓2
∗ = argmin
𝒙∈𝑆𝑑
𝑓2(𝒙)
 
Un choix simple est celui des fonctions polynômiales dont les coefficients de chaque 
terme sont des vecteurs, assemblés dans une matrice de coefficients 𝒄, inconnue et à 
déterminer. Ainsi, on cherche 𝒙 sous la forme : 
 𝒙(𝒄, 𝑡) = (𝑥1(𝒄, 𝑡), 𝑥2(𝒄, 𝑡),… , 𝑥𝑑(𝒄, 𝑡))
𝑡
= (𝒙𝑓2
∗ − 𝒙𝑓1
∗ ). 𝑡 + 𝒙𝑓1
∗ +𝝋(𝒄, 𝑡) 
tel que 𝝋 est un polynôme, ayant des coefficients vectoriels, assemblés dans la 
matrice  𝒄, vérifiant :  
∀𝒄 ∶ 𝝋(𝒄, 0) = 𝝋(𝒄, 1) = 𝟎 
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Par exemple, on peut considérer : 
𝝋(𝑡) = ∑𝒄.𝒊
𝑛−1
𝑖=1
(𝑡𝑖 − 1) − 𝒄.𝒏(𝑡
𝑛 − 1)     avec      𝒄.𝒏 = ∑𝒄.𝒊
𝑛−1
𝑖=1
  ,   𝒄.𝒊 ∈ ℝ
𝑑 
Ou encore : 
𝝋(𝑡) = ∑𝒄.𝒊
𝑛−1
𝑖=1
(𝑡𝑖+1 − 𝑡𝑖)     ,    𝒄.𝒊 ∈ ℝ
𝑑 
Suite à cette expansion des variables de décision en fonctions polynômiales, la 
nouvelle variable de décision devient la matrice 𝒄 des coefficients du polynôme 𝝋. En 
faisant varier ces coefficients dans des intervalles donnés, on cherche les vecteurs 
solutions 𝒄.𝟏
∗ , 𝒄.𝟐
∗ , … , 𝒄.𝒏−𝟏
∗  dans ℝ𝑑 et, ainsi, la matrice solution 𝒄∗ qui est solution d’un 
problème variationnel, consistant à maximiser l’aire (ou plus généralement 
l’hypervolume) entre le point anti-utopia et la courbe {(𝑓1(𝒙(𝒄, 𝑡)), 𝑓2(𝒙(𝒄, 𝑡))) , 𝑡 ∈
[0,1]} ou minimiser l’hypervolume entre celle-ci et le point utopia (Figure 73). 
Le front de Pareto 𝔓 est alors défini par : 
𝔓 = {(𝑓1(𝒙(𝒄
∗, 𝑡)), 𝑓2(𝒙(𝒄
∗, 𝑡))) , 𝑡 ∈ [0,1]} 
En dimension 2, le calcul de l’aire peut être réduit à celui d’une intégrale de ligne sur 
un contour, à l’aide de la formule de Stokes. Cette transformation est 
particulièrement intéressante, car les variables de décision sont définies à partir d’un 
seul paramètre 𝑡 entre 0 et 1. Ainsi, cette méthode transforme le problème : 
{
Minimiser
𝒙∈ℝ𝑑
     𝑓(𝒙) = (𝑓1(𝒙), 𝑓2(𝒙))
𝑆ous contraintes |
𝒙 ∈ 𝑆𝑑
    𝑆𝑑 ⊂ ℝ
𝑑
 
en : 
 
{
Minimiser
𝒄∈ℭ
 𝐴(𝒄) = ∫ ⟨rot(𝒑(𝒄, 𝑡))|∇𝒑(𝒄, 𝑡)⟩𝑑𝑡
𝑡∈[0,1]
ℭ ⊂ ℳ𝑑,𝑛−1(ℝ)
 
Avec :  
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 ℳ𝑑,𝑛−1(ℝ) l’espace des matrices réelles de dimensions 𝑑 × 𝑛 − 1  
 ℭ une partie donnée de ℳ𝑑,𝑛−1(ℝ) 
 𝒑(𝒄, 𝑡) = (𝑓1(𝒙(𝒄, 𝑡)), 𝑓2(𝒙(𝒄, 𝑡))) 
 rot(𝒑(𝒄, 𝑡)) est le rotationnel du vecteur 𝒑 au point (𝒄, 𝑡) 
 ∇𝒑(𝒄, 𝑡) est le gradient du vecteur 𝒑 au point (𝒄, 𝑡) 
 ⟨𝑢|𝑣⟩ est le produit scalaire de 𝑢 et 𝑣 
ainsi, la solution de ce problème est : 
𝒄∗ = argmin
𝒄∈ℭ
𝐴(𝒄) 
et la solution du problème initial est : 
𝒙∗ = 𝒙(𝒄∗, 𝑡) 
 
Figure 73 : Schéma représentatif de la méthode Zidani-Souza 
Il faut noter que cette formulation conduit généralement à un problème 
d’optimisation non-convexe et, donc, il faut utiliser une méthode d’optimisation 
globale. Ici, nous avons utilisé plusieurs méthodes dont le multi-départ ou 
l’hybridation entre génétique et les régions de confiance (disponible en Matlab). 
5.3. Applications 
Ci-après, on applique la méthode Zidani-Souza à deux problèmes académiques. 
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Les deux problèmes que nous résolvons ici sont le premier et le deuxième problème de 
Zitzler, Deb et Thele, rapporté dans (Zitzler et al, 2000): 
5.3.1. Problème de Zitzler-Deb-Thiele 1 (ZDT1) 
Le premier problème de Zitzler est donné par : 
Minimiser
𝒙∈ℝ2
{
𝑓1(𝒙) = 𝑓1(𝑥1, 𝑥2) = |𝑥1|          
   𝑓2(𝒙) = 𝑓2(𝑥1, 𝑥2) = (1 + 9|𝑥2|) (1 − (
|𝑥1|
1 + 9|𝑥2|
)
2
)
0 ≤ 𝑥1, 𝑥2 ≤ 1
 
Le front de Pareto résultant est le suivant :  
 
Figure 74 : front de Pareto de ZDT1 obtenu par la méthode Zidani-Souza 
5.3.2. Problème de Zitzler-Deb-Thiele 2 (ZDT2) 
Le second problème est : 
Minimiser
𝒙∈ℝ2
{
 
 
 
 𝑓1(𝒙) = 𝑓1(𝑥1, 𝑥2) = |𝑥1|          
   𝑓2(𝒙) = 𝑓2(𝑥1, 𝑥2) = (1 + 9|𝑥2|) (1 − √
|𝑥1|
1 + 9|𝑥2|
)
0 ≤ 𝑥1, 𝑥2 ≤ 1
 
En appliquant la méthode en question, on obtient le front de Pareto suivant : 
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Figure 75 : front de Pareto de ZDT2 obtenu par la méthode Zidani-Souza 
5.4. Remarques 
Dans ce travail, nous avons adopté la méthode Zidani-Souza pour résoudre les 
problèmes d’OMO déterministes. Celle-ci a l’avantage, d’une part, de transformer un 
problème bi-objectif en problème mono-objectif, et d’autre part, de fournir un front 
de Pareto continu par morceaux, ce qui permet d’utiliser la formule de Stokes et 
d’intégrer sur le contour de l’hypervolume obtenu. 
Ceci dit, cette technique représente néanmoins certaines imperfections, à savoir, la 
croissance du nombre des variables de décision de manière multiplicative avec le 
degré du polynôme choisi, id est, en partant de 𝑥1, 𝑥2, … , 𝑥𝑑 variables on aboutit à la 
matrice d’inconnues 𝒄 de dimensions 𝑑 × (𝑛 − 1). Outre cela, le développement de 𝒙 
en polynôme transforme les contraintes linéaires en non-linéaires ce qui rend les 
calculs plus complexes. 
6. Optimisation multiobjectif sous incertitudes 
6.1. Introduction 
Dans la réalité, tout phénomène observé est inextricablement caractérisé par la 
présence d’incertitudes qui découlent de différentes sources (Holdorph Lopez, 2010 et 
Croquet, 2012), d’où l’obligation de les quantifier en vue d’obtenir des résultats plus 
réalistes et plus fiables. C’est dans cette perspective que l’OMO sous incertitudes a 
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suscité l’intérêt d’un grand nombre de mathématiciens dans divers domaines depuis 
plusieurs décennies (Sahinidis 2004) ; en particulier, la dominance stochastique a été 
introduite en économie (Hadar et Russel 1969, Bawa 1975, Bawa et Goroff 1983) et a 
été largement exploitée en économie, en finance et dans les sciences sociales (voir par 
exemple : Ji et Lejeune 2018, Light 2018, Yager 2018). On trouve aussi dans la 
littérature une approche alternative qui concerne les solutions robustes (voir par 
exemple : Navabi et al. 2017, Bachur et al. 2017, Xidonas et al. 2017 et Moreira et al. 
2016). Malgré cette multitude de méthodes et d’études pour résoudre les problèmes 
d’OMO sous incertitudes, rares  sont les travaux qui abordent des objets aléatoires, 
notamment les objets plans que l’on peut représenter avec des courbes dans ℝ2 et, 
plus particulièrement, le front de Pareto, qui devient aussi une variable aléatoire dès 
qu’un paramètre incertain est introduit dans le problème déterministe initial. En 
considérant le problème déterministe (*), on introduit les incertitudes à travers le 
vecteur 𝒚 que l’on remplace par un vecteur aléatoire 𝒀 : les fonctions objectifs, les 
contraintes d’égalité et les contraintes d’inégalités deviennent aussi des variables 
aléatoires, d’où un problème d’OMOI s’exprime par : 
{
 
 
 
 
Minimiser
𝒙∈ℝ𝑑
𝑭(𝒙|𝒀) = (𝐹1(𝒙|𝒀), 𝐹2(𝒙|𝒀),… , 𝐹𝑛(𝒙|𝒀))
Sous contraintes |
𝑮(𝒙|𝒀) = (𝐺1(𝒙|𝒀),… , 𝐺𝑝(𝒙|𝒀)) ≤ 𝟎
𝑯(𝒙|𝒀) = (𝐻1(𝒙|𝒀),… ,𝐻𝑘(𝒙|𝒀)) = 𝟎
(𝒙𝑙, 𝒙𝑢) ∈ ℝ
𝑑 × ℝ𝑑  𝑎𝑛𝑑 𝒙𝑙 ≤ 𝒙 ≤ 𝒙𝑢
  
6.2. Statistique des fronts de Pareto en présence d’incertitudes 
Dans ce qui suit, on considèrera des problèmes sans contraintes d’égalité, mais avec 
seulement des contraintes d’inégalité. Ainsi, le problème modèle considéré est : 
{
 
 
Minimiser
𝒙∈ℝ𝑑
𝑭(𝒙|𝒀) = (𝐹1(𝒙|𝒀), 𝐹2(𝒙|𝒀))
Sous contraintes |
𝑮(𝒙|𝒀) = (𝐺1(𝒙|𝒀),… , 𝐺𝑝(𝒙|𝒀)) ≤ 𝟎
(𝒙𝑙 , 𝒙𝑢) ∈ ℝ
𝑑 ×ℝ𝑑   𝑎𝑛𝑑 𝒙𝑙 ≤ 𝒙 ≤ 𝒙𝑢
 
Pour étudier de tels problèmes on génère 𝑛𝑠 valeurs du vecteur aléatoire 𝒀 : 
𝒚𝟏, 𝒚𝟐, … , 𝒚𝒏𝒔 en utilisant la simulation de Monte Carlo telles que : ∀𝑖 ∈ ⟦1, 𝑛𝑠⟧, 𝒚𝒊 =
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(𝑦𝑖,1, 𝑦𝑖,2, … , 𝑦𝑖,𝑚)
𝑡
∈ ℝ𝑚. Pour chaque réalisation 𝒚𝒊 de 𝒀 on obtient un problème 
déterministe : 
{
Minimiser
𝒙∈ℝ𝑑
𝑭(𝒙|𝒀 = 𝒚𝒊) = (𝐹1(𝒙|𝒀 = 𝒚𝒊), 𝐹2(𝒙|𝒀 = 𝒚𝒊))
Sous contraintes |
𝑮(𝒙|𝒀 = 𝒚𝒊) = (𝐺1(𝒙|𝒀 = 𝒚𝒊), … , 𝐺𝑝(𝒙|𝒀 = 𝒚𝒊)) ≤ 𝟎
𝒙𝑙 ≤ 𝒙 ≤ 𝒙𝑢
 
Sa résolution (avec la méthode Zidani-Souza) conduit au front de Pareto 𝔓𝑖. Ainsi, 
chacune des 𝑛𝑠 valeurs de l’échantillon génère un front de Pareto : on obtient un 
faisceau de 𝑛𝑠 fronts de Pareto {𝔓1, 𝔓2, … , 𝔓𝑛𝑠}, auxquels on applique la méthode 
décrite dans 2.2.2 pour dégager le front de Pareto le plus représentatif dans la famille. 
Comme nous l’avons déjà observé, celui-ci correspond à la médiane, et, aussi, permet 
de  déterminer les quantiles et les intervalles de confiance. Il est à signaler que nous 
avons testé les deux distances dH et dL2 et aussi, pour quelques exemples, la distance 
de Hausdorff modifiée d𝐻𝑀 (Dubuisson et Jain, 1994). Les trois distances mènent à 
des résultats identiques dans nos essais. Dans 2.5 nous étudions trois problèmes-tests 
avant d’appliquer ces notions à un problème d’optimisation d’une structure 
métallique à 5 barres dans 2.6. 
6.3. Problèmes-tests 
6.3.1. Problème de Binh et Korn 
Le problème de Binh et Korn rapporté dans (To et Ulrich Korn, 1999) est le suivant : 
Minimiser
𝒙∈ℝ2
{
𝑓1(𝒙) = 𝑓1(𝑥1, 𝑥2) = 4𝑥1
2 + 4𝑥2
2           
   𝑓2(𝒙) = 𝑓2(𝑥1, 𝑥2) = (𝑥1 − 5)
2 + (𝑥2 − 5)
2 
Sous contraintes {
(𝑥1 − 5)
2 + 𝑥2
2 ≤ 25
   (𝑥1 − 8)
2 + (𝑥2 + 3)
2 ≥ 7.7
   0 ≤ 𝑥1 ≤ 5 , 0 ≤ 𝑥2 ≤ 3
 
En utilisant toujours les mêmes notations on applique la méthode de Zidani et Souza 
telle qu’on fixe le degré de φ, 𝑑𝑒𝑔(𝝋) = 6, on génère 𝒄𝒊𝒏𝒊𝒕𝒊𝒂𝒍𝒆 selon la loi uniforme 
𝑈[0,1] et on fait varier ses coefficients sur [−𝑐𝑚𝑎𝑥 , 𝑐𝑚𝑎𝑥] = [−3,3] pour chercher 
l’optimum. 
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Les résultats obtenus sont comme suit : 
𝒙𝑓1
∗  𝒙𝑓2
∗  𝑓1(𝒙𝑓1
∗ ) 𝑓1(𝒙𝑓2
∗ ) 𝑓2(𝒙𝑓1
∗ ) 𝑓2(𝒙𝑓2
∗ ) 
(0,0) (5,3) 0 136 50 4 
𝒄∗ 𝐴(𝒄∗) 
[
2,208 −1,714
−3,000 −4,087
−4,534 0,142 3,371
4,019 1,684 −0,335
] 1428,8 
Tableau 3 : Résultats numériques du problème de Binh et Korn 
Ainsi, on obtient le front de Pareto suivant : 
 
Figure 76 : Front de Pareto du problème de Binh et Korn (déterministe) 
La figure qui suit, montre l’évolution de 𝒙(𝒄∗, 𝑡) en fonction de 𝑡 qui prend ses valeurs 
dans [0,1]. 
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Figure 77 : évolution des variables de décisions développées en polynômes, en fonction du paramètre t  
pour le problème de Binh et Korn déterministe 
Ceci étant le problème original de Binh et Korn qui est un problème d’OMO 
déterministe, on y introduit les incertitudes à travers deux paramètres aléatoires 𝜉1 et 
𝜉2 indépendants et suivants la loi uniforme 𝑈[0,1] et le problème devient : 
Minimiser
𝒙∈ℝ2
{
 𝑓1(𝑥) = 4(𝑥1 + 0,5. 𝜉1)
2  + 4(𝑥2 + 0,5. 𝜉2)
2
𝑓2(𝑥) = (𝑥1 + 𝜉1 − 5)
2 + (𝑥2 + 𝜉2 − 5)
2  
Sous contraintes {
(𝑥1 − 5)
2 + 𝑥2
2 ≤ 25
   (𝑥1 − 8)
2 + (𝑥2 + 3)
2 ≥ 7.7
   0 ≤ 𝑥1 ≤ 5 , 0 ≤ 𝑥2 ≤ 3
 
Avec une simulation de Monte Carlo on simule un échantillon de taille 𝑛𝑠 = 200 du 
vecteur aléatoire (𝜉1, 𝜉2). Chaque réalisation nous donne un problème déterministe 
qu’on résout en utilisant la méthode Zidani et Souza d’où l’on obtient finalement le 
faisceau de 200 fronts de Pareto (Figure 78) dont on cherche la courbe médiane (en 
rouge) et l’intervalle de confiance au seuil 1 − 𝛼 = 90% formé par 180 fronts (en 
cyan). 
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Figure 78 : Fronts de Pareto de Binh et Korn (sous incertitudes) pour un échantillon de taille 𝑛𝑠 =
200 
La médiane (rouge), l’intervalle de confiance (cyan) et les courbes au-delà du 9ème décile (bleu) 
Dans cet exemple on remarque que certaines courbes qui appartiennent à l’intervalle 
de confiance coupent d’autres unes qui n’y sont pas, en particulier la médiane. Ce 
résultat peut paraître bizarre mais la position de la médiane et de l’intervalle de 
confiance dépend de la distance de Hausdorff entre les courbes et entre la médiane et 
le reste de l’ensemble. Ici, on voit bien que les 20 courbes bleues sont les plus loin de 
la médiane, d’une part, au voisinage des points (𝑓1𝑚𝑎𝑥 , 𝑓2𝑚𝑖𝑛) et d’autre part dans la 
région du plan où 𝑓1 ≤ 107. C’est dans ces deux régions du plan où la distance 
utilisée dans varie le plus et donne lieu donc à l’intervalle de confiance que nous 
avons obtenu. 
6.3.2. Problème de Fonseca et Fleming 
Le deuxième exemple est le problème de Fonseca et Fleming (Fonseca et Fleming, 
1995) donné par : 
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Minimiser
𝑥∈ℝ3
 
{
 
 
 
 𝑓1(𝑥) = 1 − exp [−∑(𝑥𝑖 −
1
√3
)
23
𝑖=1
]
𝑓2(𝑥) = 1 − exp [−∑(𝑥𝑖 +
1
√3
)
23
𝑖=1
]
 
Sous contraintes ∶  −4 ≤ 𝑥𝑖 ≤ 4   ;   𝑖 ∈ {1,2,3} 
Dans cet exemple aussi, on prend 𝑑𝑒𝑔(𝝋) = 6 et 𝒄𝒊𝒏𝒊𝒕𝒊𝒂𝒍𝒆 générée suivant U[0,1] telle 
que : 
𝒄𝒊𝒏𝒊𝒕𝒊𝒂𝒍𝒆 = [
0.0093 0.2469
0.7749 0.8446
0.4783 0.8855
0.8556 0.6219 0.8917
0.6536 0.8105 0.3062
0.0156 0.7019 0.1836
] 
et on obtient les résultats suivants : 
𝒙1
∗ 𝒙2
∗  𝑓1(𝒙1
∗) 𝑓1(𝒙2
∗) 𝑓2(𝒙1
∗) 𝑓2(𝒙2
∗) 
(
1
√3
,
1
√3
,
1
√3
) −(
1
√3
,
1
√3
,
1
√3
) 0 0.9817 0.9817 0 
𝒄∗ 𝐴(𝒄∗) 
[
0.5519 0.9133
0.5527 0.9047
0.5531 0.9009
0.3326 0.9991 0.2689
0.3603 0.9632 0.2852
0.3720 0.9486 0.2915
] 0,6579 
Tableau 4 : Résultats numériques du problème de Fonseca et Fleming 
 
Figure 79 : Front de Pareto du problème de Fonseca et Fleming (déterministe) 
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Dans la figure qui suit, on présente la variation des  
 
Après avoir résolu le problème déterministe de Fonseca et Fleming, on reprend le 
même problème en présence de trois variables aléatoires indépendantes et 
uniformément distribuées sur [0,0.1] : 𝜉1, 𝜉2 et 𝜉3. Le nouveau problème à résoudre 
est :  
Minimiser
𝑥∈ℝ3
 
{
 
 
 
 𝑓1(𝑥) = 1 − exp [−∑(𝑥𝑖 −
1
√3
+ 𝜉𝑖)
23
𝑖=1
]
𝑓2(𝑥) = 1 − exp [−∑(𝑥𝑖 +
1
√3
− 𝜉𝑖)
23
𝑖=1
]
 
Sous contraintes ∶  −4 ≤ 𝑥𝑖 ≤ 4   ;   𝑖 ∈ {1,2,3} 
On simule un échantillon de taille 𝑛𝑠 = 200 du vecteur (𝜉1, 𝜉2, 𝜉3) et l’on résout les 
200 problèmes correspondants à chacune des valeurs de cet échantillon. La figure ci-
après donne la médiane et l’intervalle de confiance au seuil 90%. 
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Figure 80 : Fronts de Pareto de Fonseca et Fleming (sous incertitudes) pour un échantillon de taille 
𝑛𝑠 = 200 : La médiane (rouge), l’intervalle de confiance (cyan) et les courbes au-delà du 9ème décile (bleu) 
Dans ce cas, les extrémités des fronts de Pareto sont toutes localisées dans une partie 
étroite du plan et la distance entre ces fronts varie davantage dans le centre, ce qui 
donne une image plus claire où les fronts de Pareto de ce problème en présence 
d’incertitudes ne se coupent pas et permet plus de visibilité pour les caractéristiques 
statistiques de cette famille (médiane et intervalle de confiance) 
6.3.3. Problème de Zitzler-Deb-Thiele 3 (ZDT3) 
Un troisième problème-test que nous traitons dans cet ouvrage est le problème 
numéro 3 de Zitzler-Deb-Thiele, cité dans (Zitzler et al., 2000). 
Etant donné la fonction 𝑔 définie sur ℝ𝑛 par : 
𝑔(𝒙) = 1 +
9
𝑛 − 1
∑𝑥𝑖
𝑛
𝑖=2
 
 On définit le problème  ZDT3 comme suit : 
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Minimiser
𝒙∈ℝ𝑛
{
 
 
 
 
𝑓1(𝒙) = 𝑥1
𝑓2(𝒙) = 𝑔(𝒙). (1 − √
𝑓1(𝒙)
𝑔(𝒙)
− (
𝑓1(𝒙)
𝑔(𝒙)
) sin(10𝜋𝑓1(𝒙)))
0 ≤ 𝑥𝑖 ≤ 1    𝑖 ∈ {1,2, … , 𝑛}
 
Dans notre cas on prend 𝑛 = 2. 
Dans ce problème la fonction sinus conduit à des solutions non-Pareto, que nous 
éliminons avec un filtre Pareto, ainsi, on obtient un front continu par morceau 
comme le montre la figure 81. 
 
Figure 81 : Front de Pareto du problème ZDT3 (déterministe) 
Comme dans les cas précédents on introduit dans ce problème deux variables 
aléatoires 𝜉1 et 𝜉2 uniformément distribuées respectivement sur [0; 0.1] et 
[−0.15; 0.15] et le problème devient : 
Minimiser
𝒙∈ℝ𝑛
{
 
 
 
 
𝑓1(𝒙) = 𝑥1 + 𝜉1
𝑓2(𝒙) = 𝑔(𝒙).(1 + 𝜉2 −√
𝑓1(𝒙)
𝑔(𝒙)
− (
𝑓1(𝒙)
𝑔(𝒙)
) sin(10𝜋𝑓1(𝒙)))
0 ≤ 𝑥𝑖 ≤ 1    𝑖 ∈ {1,2, … , 𝑛}
 
On simule un échantillon du vecteur (𝜉1, 𝜉2) de taille 𝑛𝑠 = 200 duquel résultent les 
200 fronts de Pareto présentés sur la figure 82. 
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Figure 82 : Fronts de Pareto de ZDT3 (sous incertitudes) pour un échantillon de taille 𝑛𝑠 = 200 
La médiane (rouge), l’intervalle de confiance (cyan) et les courbes au-delà du 9ème décile (bleu) 
Le front de Pareto correspondant à ZDT3 est continu par morceaux et se compose 
d’un ensemble de 5 courbes continues dans le cas déterministe. On remarque dans 
cette figure que l’introduction des incertitudes a donné lieu à une sixième courbe et 
que le faisceau des courbes qui apparaît dans la région 𝑓1 > 1 ne contient pas de bleu, 
c’est-à-dire qu’il ne contient qu’une partie de la médiane et des courbes de l’intervalle 
de confiance, or la variation de la distance de Hausdorff devient plus importante 
entre les deux faisceaux à droite et fait en sorte que les courbes bleues s’ éloignent et 
se distingue des autres courbes. 
6.4. Application à une structure métallique à 5 barres 
Après l’avoir testée sur des formes géométriques simples et puis sur des fronts de 
Pareto que nous avons obtenus suite à la résolution de trois problèmes d’OMOI, nous 
appliquons maintenant notre approche pour quantifier les incertitudes dans un 
problème de minimisation biobjectif, où les fonctions à minimiser sont la « masse 
totale » et le « déplacement maximum » d’une structure métallique à cinq barres, 
(Ellaia et al., 2013). 
 95 
 
Dans un premier temps, les paramètres du problème seront tous fixés à des valeurs 
données, ensuite nous considèrerons un « chargement » et un « module d’Young » 
aléatoires et nous étudierons l’impact de cette variabilité sur les solutions du 
problème. 
Comme dans les problèmes-tests que nous avons abordés, cette variabilité nous 
conduit aussi à un faisceau de fronts de Pareto, duquel on exhibe le front le plus 
représentatif qui correspond à la médiane, ainsi que les fronts qui forment l’intervalle 
de confiance au seuil 90%. 
 
Figure 83 : Schéma représentatif d’une structure métallique à cinq barres 
Le problème à résoudre dans ce cas est : 
Minimiser
𝒙∈ℝ5
{
 
 
 
 
    𝑓1(𝒙) = 𝑤 =∑𝜌
5
𝑖=1
𝑎𝑙𝑖𝑥𝑖                                                  
𝑓2(𝒙) = 𝑢 = max(𝒖
∗ = argmin(
1
2
𝒖𝑡𝒌(𝒙)𝒖− 𝒖𝑡𝒇))
 
0 ≤ 𝑥𝑖 ≤ 1 et 𝜎𝑖 ≤ ?̅?  , 1 ≤ 𝑖 ≤ 5 
tel que : 
 𝑤 est la masse totale du système (à minimiser)  
 𝜌 = 2,768kg m3⁄  : la densité du matériau 
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 𝑎 = 0.01419352 m2 : l’aire maximum de la section d’une barre 𝑖, qu’elle atteint 
lorsque 𝑥𝑖 = 1 
 𝑙𝑖 = 𝑙 = 9.3144 m  (1 ≤ 𝑖 ≤ 5) : la longueur des barres 
 𝑢∗: le déplacement de la structure et 𝑢 : le déplacement maximum (à minimiser) 
 𝒌 : la matrice de rigidité 
 𝒇 : le vecteur des chargements 
 𝑒 = 68.95 GPa : module d’Young 
 𝑝 = 448.2 kN : chargement 
 ?̅? =  172.4 MPa : contrainte admissible 
Dans le cas déterministe on utilise la méthode Zidani-Souza et on développe les 
variables de décision en polynômes de degré 4 avec des coefficients qu’on cherche sur 
l’intervalle [−𝑐𝑚𝑎𝑥 , 𝑐𝑚𝑎𝑥] = [−10,10]. 
Les résultats obtenus sont comme suit : 
𝒙1
∗ 𝒙2
∗  𝑓1(𝒙1
∗) 𝑓1(𝒙2
∗) 𝑓2(𝒙1
∗) 𝑓2(𝒙2
∗) 
(0.15, 0.22, 0, 0, 0) (1, 1, 1, 1, 1) 168.18 kg 2093.8 kg 0.0707 m 0.0079 m 
𝒄∗ 𝐴(𝒄∗) 
[
 
 
 
 
−2.6351 0.0019
−3.7408 0.1817
4.2691 −1.2389
2.6045 1.2265
0.3048 1.3645
0.5981 −0.0693
−2.4768 6.7079
0.4534 6.5278
2.0232 6.7858
3.9791 0,0856 ]
 
 
 
 
 34,4 
Tableau 5 : Résultats numériques de l’optimisation d’une structure métallique à 5 barres 
Pour valider les résultats de cette méthode, nous les avons comparés avec ceux 
fournis par l'algorithme génétique de Matlab (NSGA-II). Pour obtenir des résultats 
pertinents, nous avons ajusté ajusté 3 options :  
 taille de la population initiale = 100 (au lieu de 50 par défaut) 
 respect des contraintes = 1e-12 
 average change in the spread = 1e-12.  
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La figure ci-après montre le front de Pareto que l’on obtient dans le cas 
déterministe. Les 2 couleurs de points correspondent à 2 résolutions successives du 
problème avec l'algorithme NSGA-II et la courbe bleue résulte de la méthode 
Zidani-Souza. 
 
Figure 84 : Front de Pareto du problème de minimisation de la masse totale et de la déflexion  
d’une structure métallique à 5 barres avec NSGA-II et la méthode Zidani-Souza 
Maintenant, on considère un chargement variable représentée par une variable 
aléatoire 𝑃 gaussienne de moyenne 𝑝 et de coefficient de variation égal à 10%. On 
considère également un module d’Young aléatoire 𝐸 suivant une loi gaussienne 
tronquée définie sur [60.68, 77.22]Gpa avec un coefficient de variation de 3%. 
On simule un échantillon de taille ns=200 du vecteur aléatoire 𝑃 et on génère 200 
problèmes déterministes avec la SMC qui nous donnent les fronts de Pareto présentés 
sur la figure 85. 
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Figure 85 : Front de Pareto du problème de minimisation de la masse totale et de la déflexion  
d’une structure métallique à 5 barres (sous incertitudes avec 𝑛𝑠 = 200)  
La médiane (rouge), l’intervalle de confiance (vert) et les courbes au-delà du 9ème décile (bleu) 
Dans ce problème, nous avons déterminé la médiane en utilisant trois distances : L2, 
la distance de Hausdorff et la distance de Hausdorff modifiée et les trois distances ont 
toutes donné même résultat. Ensuite, nous avons déterminé l’intervalle de confiance 
formé par les 90% des fronts de Pareto les plus proches de la médiane (en vert) et 
ceux qui sont à l’extérieur de cet intervalle (en bleu). 
Dans la pratique, le front de Pareto en rouge nous indique l’ensemble des solutions 
espéré dans le cas d’une telle structure et en présence d’une variabilité au niveau des 
chargements et du module d’Young suivant les lois de probabilités que nous leur 
avons attribués dans cet exemple. Aussi, en répétant 100 fois cette étude, on espère 
que la position de la médiane soit 90 fois dans l’intervalle de confiance (en vert). Ici, 
un éclaircissement  semble nécessaire : lorsqu’on parle de « position » ceci ne veut 
pas dire que nous parlons de la position « vue à l’œil » sur le plan mais plutôt la 
position « au sens de la distance entre les courbes », id est, en considérant la variable 
aléatoire 𝐷𝑀𝑒𝑑 qui mesure la distance de Hausdorff entre la médiane 𝐶
∗que nous 
 99 
 
avons obtenue et les autres fronts de Pareto et en notant 𝐷9 la distance entre celle-ci 
et le 9ème décile de 𝐷𝑀𝑒𝑑, alors pour tout autre échantillon dont la médiane est notée 
𝐶∗∗ nous avons la relation suivante : 
Prob(𝑑𝐻(𝐶
∗, 𝐶∗∗) ≤ 𝐷9) = 90% 
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Partie III.  
 
 
 
 
Approximation d’une famille d’objets aléatoires en dimension infinie 
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7. Objets aléatoires et expansion en SFG 
Dans la deuxième partie de cette thèse, nous avons présenté la statistique des objets 
et nous l’avons appliquée sur plusieurs familles d’objets aléatoires de dimension infinie 
(arcs, cercles, cycloïdes, fronts de Pareto). Ces objets, n’étant ni variables aléatoires, 
ni vecteurs aléatoires, on se permet de les appeler « objets aléatoires ». Dans le cas 
d’une variable aléatoire, on peut calculer une moyenne théorique – l’espérance – vers 
laquelle converge, sous certaines conditions, la moyenne d’un échantillon de taille 𝑛 de 
cette variable lorsque 𝑛 tend vers l’infini. Ainsi, plus la taille de l’échantillon est 
grande, plus la moyenne observée est proche de la moyenne théorique. Ceci est 
également le cas d’un objet aléatoire : pour différents échantillons de la même 
population (famille d’objets) on obtient une nouvelle courbe médiane, et plus la taille 
de l’échantillon est grande, plus la médiane observée est proche d’une médiane 
théorique qu’on atteint avec un échantillon de taille infinie. 
Pour certains objets aléatoires, on peut facilement générer des échantillons de grande 
taille mais pour d’autres, le temps de calcul rend nécessaire d’envisager des 
alternatives au coût computationnel plus raisonnable. L’objectif n’étant pas 
seulement d’aboutir à une meilleure estimation de la courbe moyenne mais aussi une 
meilleure estimation des autres caractéristiques statistique de l’objet aléatoire, enn 
particulier les quantiles et les intervalles de confiance à probabilités faibles. 
Considérons le cas du problème de Fonseca et Fleming sous incertitudes que nous 
avons traité dans 6.3.2. Dans celui-ci, nous avons déterminé la courbe-médiane, les 
courbes-quantiles et l’intervalle de confiance pour une échantillon de 200 fronts de 
Pareto. Chacune de ces courbes résulte de la résolution d’un problème d’optimisation 
multiobjectif avec contraintes non linéaires. Le temps de calcul de ces 200 fronts avec 
la méthode Zidani-Souza est de 1547,28 secondes. Ainsi, pour générer 105 fronts de 
Pareto (exactes) du même problème, le temps de calcul est estimé à 215 heures, soit à 
peu près 9 jours de calcul !!  
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Afin de pallier à cette contrainte, une première solution est envisageable. Celle-ci 
consiste à analyser l’évolution d’un objectif incertain en fonction de l’autre, et ce, en 
fixant une valeur de l’un des deux, et en cherchant, par interpolation cubique, les 
valeurs de l’autre, qui lui correspondent. Ensuite, on approche l’échantillon obtenu 
par une SFG et on simule un échantillon de taille plus grande de même loi de 
probabilité que celle que suit l’échantillon initial. 
La figure suivante illustre les deux cas (coupes) possibles pour 200 fronts de Pareto 
de Binh et Korn sous incertitudes. 
 
Figure 86 : Valeurs de 𝑓1 (respectivement : 𝑓2) correspondant à une valeur donné de 𝑓2  
(respectivement : 𝑓1) pour 200 fronts de Pareto de Binh et Korn sous incertitudes  
Si l’on procède de cette manière, on aura à réaliser des sections pour une suite de 
valeurs d’un objectif quelconque, afin d’étudier le comportement de l’autre objectif à 
travers ces sections. 
Soit, par exemple, une suite de valeurs de 𝑓1 qu’on note {𝑓1,1, 𝑓1,2, … , 𝑓1,𝑘}. A chaque 
valeur 𝑓1,𝑖 on associe une section (la section rouge dans la figure) et donc, une 
variable aléatoire 𝐹2,𝑖 ∈ {𝐹2,1, 𝐹2,2, … , 𝐹2,𝑘}, dont on peut chercher une représentation 
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en SFG, et qui soit basée sur un échantillon donné (dans ce cas, un échantillon de 
200 valeurs). 
Cette option est la plus simple pour accéder à la distribution de 𝐹2 qui correspond à 
chaque valeur de 𝑓1, cependant, elle ne permet pas d’analyser la variation de l’objet 
aléatoire en question, qui est le front de Pareto, et qui fait l’objet de ce travail. 
Pour bien comprendre cela, il faut noter que 𝐹2(𝑓1) est un processus stochastique, ce 
qui nécessite plus d'information pour sa représentation complète. Par exemple, on 
sera amené à déterminer la loi conjointe du vecteur (𝐹2(𝑓1,1), 𝐹2(𝑓1,2), … , 𝐹2(𝑓1,𝑘)) et 
cela n'est pas envisageable d'un point de vue pratique ! 
Dans d’autres situations, notamment celles où les fronts de Pareto sont discontinus, 
l’interpolation semble plus compliquée en présence de discontinuités comme celles de 
ZDT3, ce qui permet de conclure que cette approche est vouée à l’échec. 
Une deuxième méthode plus simple et plus efficace est la suivante : Par exemple, 
nous pouvons déterminer des développements en SFG adaptés aux fronts de Pareto, 
et les utiliser pour générer 105 fronts de Pareto (approchés) en quelques secondes. 
Ainsi, notre objectif dans ce qui suit, est celui de construire une méthode 
d’approximation de familles d’objets aléatoires paramétrés, fondée sur les acquis du 
chapitre 3 de la partie I de cette thèse. Une telle méthode étant établie, nous 
pourrons générer des échantillons de grande taille à faible coût computationnel, et par 
conséquent, obtenir une courbe-médiane, et des courbes-quantiles plus proches de la 
médiane et des quantiles théoriques.  
Dans ce chapitre, nous utilisons une base polynomiale, en particulier, une série de 
polynômes orthogonaux.  
7.1. Famille référence 
Dans cette partie, on reprend le problème de Fonseca et Fleming sous incertitudes. 
Cette fois-ci, on simule un échantillon de taille 𝑛𝑠 = 1000 du vecteur aléatoire 
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(𝜉1, 𝜉2, 𝜉3) uniforme sur [0;0,1]
3. Ainsi, on obtient 1000 fronts de Pareto présentés sur 
la figure 87. 
 
Figure 87 : Famille de 1000 fronts de Pareto de Fleming et Fonseca sous Incertitudes 
Chaque courbe de cette famille est obtenue par la résolution d’un problème d’OMO 
déterministe en appliquant la méthode de Zidani-Souza (5.2). Dans ce problème, nous 
avons développé les variables de décision en polynômes d’ordre 1 comme suit : 
𝒙(𝒄, 𝑡) = (𝒙𝑓2
∗ − 𝒙𝑓1
∗ ). 𝑡 + 𝒙𝑓1
∗  
Nous avons donc considéré 𝒄 = 𝟎, ainsi, les courbes ne dépendent que de 2 vecteurs 
aléatoires : 𝒙𝑓1
∗ = (𝑎1
∗ , 𝑏1
∗, 𝑐1
∗) et 𝒙𝑓2
∗ = (𝑎2
∗ , 𝑏2
∗ , 𝑐2
∗). 
Les histogrammes présentés dans la figure 88 illustrent la dispersion de ces 
variables dans l’espace : 
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Figure 88 : Histogrammes des points des minima de la famille référence 
Le tableau ci-après en donne les valeurs des quatre premiers moments des coefficients 
qui minimisent les fonctions objectifs : 
Moyenne 
0,528467 0,572523 0,526085 
-0,52847 -0,52635 -0,52608 
Variance 
8,02.10-4 7,17.10-6 8,37.10-4 
8,02.10-4 8,14.10-4 8,37.10-4 
Kurtosis 
1,7993 1,8506 1,8081 
1,7993 1,8484 1,8081 
Skewness 
-0,0311 0,0535 0,0655 
0,0311 -0,0357 -0,0655 
Tableau 6 : Moyennes, variances, applatissements et asymétries des minimas de la famille référence 
Afin de générer une « approximation » de cette famille, on procède comme suit : 
1) Une première approximation de chacune des courbes est obtenue par projection 
dans une base polynomiale (on peut utiliser une base trigonométrique). 
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2) Une deuxième approximation concerne les coefficients des polynômes qui 
résultent de la première étape. Pour celle-ci, on fait une expansion de Wiener-
Hermite d’ordre 5 à l’aide de 3 variables aléatoires centrées uniformes. 
Dans la première phase, nous avons projeté les courbes {(𝑓1(𝒙), 𝑓2(𝒙))| 𝒙 𝑒𝑠𝑡 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛} 
dans des bases polynomiales d’ordre 7, 15 et 20. Nous avons finalement choisi une 
expansion d’ordre 7 pour passer à la deuxième étape. Les résultats numériques que 
nous présentons par la suite justifient ce choix.  
7.2. Projection des fronts de Pareto dans une base polynomiale 
L’approximation d’un front de Pareto exacte 𝑓𝑝𝑒𝑥 = (𝑓1𝑒𝑥 , 𝑓2𝑒𝑥) par un front 
𝑓𝑝𝑎𝑝𝑝 = (𝑓1𝑎𝑝𝑝 , 𝑓2𝑎𝑝𝑝) consiste à projeter 𝑓1𝑒𝑥 et 𝑓2𝑒𝑥 dans les bases polynomiales 
respectives {𝜑1,1, … , 𝜑1,7} et {𝜑2,1, … , 𝜑2,7} et déterminer la matrice 𝑐 des coefficients 
correspondants : 
𝑐 = (𝑐𝑖𝑗)1≤𝑖≤2
1≤𝑗≤7
 
En introduisant les incertitudes, chaque coefficient de la matrice 𝑐 devient une 
variable aléatoire 𝐶. Pour un échantillon de 1000 courbes on calcule l’erreur 
moyenne 𝑒𝑚 suivante : 
𝑒𝑚 = (
𝐸 [‖𝑓1𝑒𝑥 − 𝑓1𝑎𝑝𝑝‖1
]
𝐸 [‖𝑓2𝑒𝑥 − 𝑓2𝑎𝑝𝑝‖1
]
) 
Une expansion en polynômes d’ordre 7 suffit pour avoir : 
𝑒𝑚 = (
6,4.10−3
6,4.10−3
) 
Une expansion d’ordre 15 nous donne : 
𝑒𝑚,15 = (
2,1.10−7
7,1.10−7
) 
et une expansion d’ordre 20 donne : 
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𝑒𝑚,20 = (
2,7.10−7
5,2.10−7
) 
Cependant, nous allons voir que l’expansion de Wiener d’un vecteur de 7 variables 
aléatoires fournit une meilleure qualité d’approximation que pour un vecteur à 15 ou 
20 variables aléatoires. 
7.3. Caractéristiques statistiques des 𝑐𝑖𝑗 
La figure suivante présente les histogrammes des 1000 réalisations de la transposée de 
𝐶 = (𝑐𝑖𝑗)1≤𝑖≤2
1≤𝑗≤7
. 
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Figure 89 : Histogrammes des coefficients de la transposée de C 
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Le tableau suivant donne les moyennes, variances, aplatissements et asymétries des 
𝑐𝑖𝑗. 
Moyenne 
0,966991 -0,19974 -0,9774 0,993575 -6,27079 8,669884 -3,18251 
1,72.10-5 0,002603 3,339787 1,04093 -10,659 10,42517 -3,18251 
Variance 
3,46.10-5 0,00125 0,001989 0,212418 1,829452 1,659199 0,153994 
5.10-9 1,11.10-5 0,047067 0,008209 0,639434 1,137969 0,153994 
Kurtosis 
2,741231 2,641903 3,318167 2,980035 2,782476 2,715512 2,676336 
3,48623 3,659223 2,784669 6,052039 2,590153 2,638989 2,676336 
Skweness 
-0,36658 -0,05827 -0,65567 0,45982 -0,27318 0,187458 -0,12812 
0,750534 -0,83535 0,234498 -1,6446 0,100983 0,056958 -0,12812 
 
Tableau 7 : Moyennes, variances, aplatissements et asymétries des 𝑐𝑖𝑗 
Dans le tableau suivant, nous présentons coefficients de corrélations des cij, placés sur 
les lignes et sur les colonnes dans l’ordre suivant 𝑐11, 𝑐12, … , 𝑐17, 𝑐21, … , 𝑐27 : 
 
Tableau 8 : Coefficients de corrélations ces 𝑐𝑖𝑗 
7.4. Expansion des variables aléatoires, 𝒙𝒇𝟏
∗ , 𝒙𝒇𝟐
∗ et 𝑐𝑖𝑗 en polynômes de chaos 
Comme nous l’avions indiqué, la deuxième étape consiste à développer les vecteurs 
aléatoires 𝒙𝒇𝟏
∗ et 𝒙𝒇𝟐
∗ ainsi que les variables aléatoires 𝑐𝑖𝑗 en séries de polynômes de chaos à 
trois variables. Les trois variables 𝑞, 𝑟 et 𝑠 que nous utilisons dans cette expansion sont des 
variables uniformes sur [-1,1] et dont les histogrammes (pour 1000 réalisations) sont présentés 
sur la figure 90. L’approximation est réalisée par des polynômes combinaisons linéaires des 
membres de la famille : 
𝑃𝐶 = {𝑞𝑖𝑟𝑗𝑠𝑘|0 ≤ 𝑖 + 𝑗 + 𝑘 ≤ 5} 
1 0,99673 -0,96601 0,97718 -0,98616 0,98956 -0,99163 0,95955 -0,95341 0,98786 -0,86842 -0,99753 0,99383 -0,99163
0,99673 1 -0,98367 0,99113 -0,99633 0,99797 -0,99882 0,97908 -0,97457 0,99717 -0,90534 -0,9999 0,99954 -0,99882
-0,96601 -0,98367 1 -0,99883 0,99542 -0,99308 0,99117 -0,99971 0,99898 -0,99442 0,96697 0,9814 -0,98855 0,99117
0,97718 0,99113 -0,99883 1 -0,99887 0,99758 -0,99639 0,9974 -0,99565 0,99831 -0,95357 -0,98948 0,99466 -0,99639
-0,98616 -0,99633 0,99542 -0,99887 1 -0,99976 0,9993 -0,99285 0,99011 -0,99994 0,93819 0,99525 -0,99844 0,9993
0,98956 0,99797 -0,99308 0,99758 -0,99976 1 -0,99988 0,98999 -0,98679 0,99992 -0,93036 -0,99715 0,99943 -0,99988
-0,99163 -0,99882 0,99117 -0,99639 0,9993 -0,99988 1 -0,98772 0,9842 -0,99962 0,92464 0,99819 -0,99983 1
0,95955 0,97908 -0,99971 0,9974 -0,99285 0,98999 -0,98772 1 -0,99978 0,99161 -0,97279 -0,97653 0,98466 -0,98772
-0,95341 -0,97457 0,99898 -0,99565 0,99011 -0,98679 0,9842 -0,99978 1 -0,98866 0,97747 0,97176 -0,98076 0,9842
0,98786 0,99717 -0,99442 0,99831 -0,99994 0,99992 -0,99962 0,99161 -0,98866 1 -0,93469 -0,99617 0,99895 -0,99962
-0,86842 -0,90534 0,96697 -0,95357 0,93819 -0,93036 0,92464 -0,97279 0,97747 -0,93469 1 0,90005 -0,91745 0,92464
-0,99753 -0,9999 0,9814 -0,98948 0,99525 -0,99715 0,99819 -0,97653 0,97176 -0,99617 0,90005 1 -0,99913 0,99819
0,99383 0,99954 -0,98855 0,99466 -0,99844 0,99943 -0,99983 0,98466 -0,98076 0,99895 -0,91745 -0,99913 1 -0,99983
-0,99163 -0,99882 0,99117 -0,99639 0,9993 -0,99988 1 -0,98772 0,9842 -0,99962 0,92464 0,99819 -0,99983 1
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Figure 90 : Histogrammes des variables de l’expansion en polynômes de chaos 
Dans un premier temps, nous approchons les échantillons de référence des vecteurs 
𝒙𝑓1
∗  et 𝒙𝑓2
∗  de taille 1000. Pour évaluer la qualité d’approximation, on calcule les 
erreurs relatives entres les 𝒙𝑓𝑖
∗ exactes et les 𝒙𝑓𝑖
∗ approchés qu’on note 𝒙𝑎𝑝𝑝𝑖  pour 
𝑖 ∈ {1,2} comme suit : 
𝐸𝑅𝑥𝑖
∗ =
‖𝒙𝑓𝑖
∗ − 𝒙𝑎𝑝𝑝
𝑖 ‖
1
‖𝒙𝑓𝑖
∗ ‖
1
 
Dans l’expression ci-dessus, nous utilisons la distance issue de la norme ‖ . ‖1  et 
définie par : 
∀𝒙 = (𝑥1, 𝑥2, … , 𝑥𝑛) ∈ ℝ
𝑛 , ‖𝒙‖1 = 𝑠𝑢𝑝
1≤𝑖≤𝑛
|𝑥𝑖| 
La figure 91 montre l’évolution de l’erreur relative en fonction de l’ordre de 
l’expansion en polynômes de chaos : 
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Figure 91 : Erreur relative entre les minimas exactes et les minimas approchées  
en fonction de l’ordre l’expansion en polynômes de chaos 
La courbe bleue représente l’erreur relative qui résulte de l’approximation de 𝒙𝑓1
∗  et la 
courbe rouge correspond à celle de 𝒙𝑓2
∗ . 
Comme nous l’avons déjà mentionné, nous avons approché les courbes de Pareto 
exactes par des polynômes de chaos d’ordres 7, 15 et 20. Ensuite, nous avons projeté 
les 𝑐𝑖𝑗, dans chaque cas, dans une base de polynômes de chaos à trois variables 
uniformes centrées. Les trois figures suivantes donnent l’évolution de l’erreur 
relative : 
𝐸𝑅𝑐𝑖 =
‖𝒄𝑖 − 𝒄𝑎𝑝𝑝
𝑖 ‖
1
‖𝒄𝑖‖1
 
en fonction de l’ordre de l’expansion. 
Dans la relation ci-dessus, 𝒄𝑖 = (𝑐𝑖,1, 𝑐𝑖,2, … , 𝑐𝑖,𝑛𝑐) tel que 𝑖 ∈ {1,2} et 𝑛𝑐 ∈ {7,15,20}. 
Les figures suivantes montrent l’évolution des valeurs de 𝐸𝑅𝑐1 (en bleu) et de 𝐸𝑅𝑐2 
(en rouge) en fonction de l’ordre de l’expansion en polynômes de chaos, et ce, pour les 
trois valeurs de 𝑛𝑐 ; de même on présente dans chaque cas de 𝑛𝑐 les erreurs reltives 
entre la famille référence des 𝑐𝑖𝑗 et la famille approchée, et ce, pour les moyennes, les 
variances, les applatissements, les asymétries et les coefficients de corrélations. Les erreurs 
relatives sont données pour une expansion d’ordre 5. 
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7.4.1. 𝑛𝑐 = 7  
 
Figure 92 : Erreur relative entre les 𝑐𝑖 et les 𝑐𝑎𝑝𝑝
𝑖  de longueur 7 et 𝑖 ∈ {1,2} 
en fonction de l’ordre l’expansion en polynômes de chaos 
Moyenne 
2,41.10-15 2,78.10-16 -3,4.10-16 1,79.10-15 -2,3.10-15 -1,6.10-15 -4,2.10-16 
5,92.10-16 1,83.10-15 1,06.10-15 -6,4.10-16 1.10-15 0 -1,4.10-16 
Variance 
8,86.10-09 4,96.10-09 5,22.10-08 4,27.10-08 2,14.10-08 1,67.10-08 1,65.10-08 
6,55.10-09 2,21.10-08 9,64.10-10 2,32.10-07 2,4.10-08 1,64.10-08 1,65.10-08 
Kurtosis 
-2,8.10-05 -3,1.10-06 -1,1.10-04 -7,3.10-05 -3,3.10-05 -2,1.10-05 -1,5.10-05 
3,03.10-05 5,69.10-05 5,67.10-06 3,22.10-04 1,13.10-05 -7,2.10-06 -1,5.10-05 
Skweness 
-5,6.10-06 4,97.10-06 -2,9.10-05 -1,3.10-05 -2,8.10-06 2,5.10-06 9,66.10-06 
8,94.10-06 1,67.10-05 2,07.10-06 11,3.10-05 -4,2.10-05 3,55.10-05 9,66.10-06 
Tableau 9 : Erreur relative entre les quatre premiers moments des 𝑐𝑖 et des 𝑐𝑎𝑝𝑝
𝑖  de longueur 7 et 
𝑖 ∈ {1,2} dans le cas d’une expansion en polynômes de chaos d’ordre 5 à 3 variables 
 
Tableau 10 : Erreur relative entre les coefficients de corrélation des 𝑐𝑖𝑗 (1 ≤ 𝑖 ≤ 2; 1 ≤ 𝑗 ≤ 7) 
dans le cas d’une expansion en polynômes de chaos d’ordre 5 à 3 variables 
0 -5,31835E-10 -4,9891E-08 -4,47895E-08 -2,87411E-08 -2,48081E-08 -2,47322E-08 -5,15009E-10 -3,45621E-09 -1,99118E-09 -6,84894E-08 -3,09873E-08 -2,46507E-08 -2,47294E-08
-5,31835E-10 0 -4,44304E-08 -3,84528E-08 -2,35116E-08 -1,98608E-08 -1,97139E-08 -1,35588E-09 -5,64872E-09 -9,6811E-10 -8,32324E-08 -2,50653E-08 -1,95474E-08 -1,97111E-08
-4,9891E-08 -4,44304E-08 0 -1,36275E-09 -4,58613E-09 -6,31702E-09 -6,63513E-09 -4,02546E-08 -5,75829E-08 -3,2258E-08 -2,38264E-07 -5,82029E-09 -7,04689E-09 -6,63732E-09
-4,47895E-08 -3,84528E-08 -1,36275E-09 0 -1,83409E-09 -3,0819E-09 -3,19753E-09 -3,71717E-08 -5,43515E-08 -2,76388E-08 -2,35483E-07 -1,93134E-09 -3,36212E-09 -3,19907E-09
-2,87411E-08 -2,35116E-08 -4,58613E-09 -1,83409E-09 0 -1,61921E-10 -1,98718E-10 -2,34201E-08 -3,79573E-08 -1,54351E-08 -1,98891E-07 -2,90146E-10 -2,64535E-10 -1,99221E-10
-2,48081E-08 -1,98608E-08 -6,31702E-09 -3,0819E-09 -1,61921E-10 0 -7,22795E-12 -2,02017E-08 -3,39841E-08 -1,26035E-08 -1,89211E-07 -4,6475E-10 -3,62969E-11 -7,40883E-12
-2,47322E-08 -1,97139E-08 -6,63513E-09 -3,19753E-09 -1,98718E-10 -7,22773E-12 0 -2,03137E-08 -3,41113E-08 -1,2561E-08 -1,89763E-07 -4,203E-10 -1,14511E-11 -1,16684E-13
-5,15009E-10 -1,35588E-09 -4,02546E-08 -3,71717E-08 -2,34201E-08 -2,02017E-08 -2,03137E-08 0 -4,57646E-09 -1,32851E-09 -8,20559E-08 -2,66403E-08 -2,04664E-08 -2,03133E-08
-3,45621E-09 -5,64872E-09 -5,75829E-08 -5,43515E-08 -3,79573E-08 -3,39841E-08 -3,41113E-08 -4,57646E-09 0 -7,5895E-09 -6,87324E-08 -4,15572E-08 -3,41819E-08 -3,40736E-08
-1,99118E-09 -9,6811E-10 -3,2258E-08 -2,76388E-08 -1,54351E-08 -1,26035E-08 -1,2561E-08 -1,32851E-09 -7,5895E-09 0 -1,00573E-07 -1,72107E-08 -1,25239E-08 -1,25595E-08
-6,84894E-08 -8,32324E-08 -2,38264E-07 -2,35483E-07 -1,98891E-07 -1,89211E-07 -1,89763E-07 -8,20559E-08 -6,87324E-08 -1,00573E-07 0 -2,10434E-07 -1,90461E-07 -1,89766E-07
-3,09873E-08 -2,50653E-08 -5,82029E-09 -1,93134E-09 -2,90146E-10 -4,64749E-10 -4,203E-10 -2,66403E-08 -4,15572E-08 -1,72107E-08 -2,10434E-07 0 -3,83583E-10 -4,19007E-10
-2,46507E-08 -1,95474E-08 -7,04689E-09 -3,36212E-09 -2,64535E-10 -3,6297E-11 -1,14512E-11 -2,04664E-08 -3,41819E-08 -1,25239E-08 -1,90461E-07 -3,83583E-10 0 -1,09187E-11
-2,47294E-08 -1,97111E-08 -6,63732E-09 -3,19907E-09 -1,99221E-10 -7,40883E-12 -1,16684E-13 -2,03133E-08 -3,40736E-08 -1,25595E-08 -1,89766E-07 -4,19007E-10 -1,09187E-11 0
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Dans 7.4.2 et 7.4.3, la matrice C est de dimensions (2 ; 15) et (2 ; 20). Dans ces deux 
cas, on présente seulement les erreurs relatives de la moyenne entre les 𝑐i et les 𝑐𝑎𝑝𝑝
𝑖  
pour des projections d’ordre 1 jusqu’à l’ordre 5 avec les erreurs relatives des 4 
premiers moments dans le cas d’une expansion d’ordre 5, quant aux erreurs relatives 
des coefficients de corrélation, on les présente dans l’annexe 2. 
7.4.2. 𝑛𝑐 = 15 
 
Figure 93 : Erreur relative entre les 𝒄𝑖 et les 𝒄𝑎𝑝𝑝
𝑖  de longueur 15 et 𝑖 ∈ {1,2} 
en fonction de l’ordre l’expansion en polynômes de chaos 
Erreur relative de la 
Moyenne 
Erreur relative de la 
Variance 
Erreur relative de 
l’aplatissement 
Erreur relative de 
l’asymétrie 
5,74.10-16 -7,4.10-16 8,18.10-09 0,398481 -2,6.10-05 -0,29612 -5,3.10-06 -1,19293 
9,99.10-16 0 1,31.10-08 0,437384 -1,6.10-05 -0,32468 3,48.10-06 -1,56517 
-3,4.10-16 1,16.10-15 1,23.10-07 7,9.10-08 -8,2.10-06 -9,2.10-07 5.10-06 -5,4.10-08 
2,16.10-15 -3,1.10-15 0,000164 0,520341 -0,00086 -0,49884 -0,00046 -1,98562 
-1,4.10-15 0 0,000351 0,000172 6,4.10-05 9,32.10-05 -0,0006 -0,00019 
-1,2.10-16 -1.10-15 0,006166 0,710799 -0,00221 -0,78045 -0,0091 -5,09441 
1,37.10-16 1,3.10-15 0,058075 0,020097 -0,00304 -0,00505 -0,08313 -0,02772 
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0 1,74.10-15 0,753794 0,93622 -0,87247 -0,90923 -8,11857 48,91016 
1,71.10-16 1,3.10-15 0,235366 0,156159 -0,1319 -0,02688 -0,47083 -0,25321 
1,93.10-15 2,5.10-15 0,459521 0,940804 -1,03205 -0,91147 -1,57159 -7,67541 
2,47.10-16 0 0,032768 0,137731 -0,01472 -0,00583 -0,04795 -0,20062 
8,71.10-16 -1,9.10-15 0,176793 0,576091 -0,07466 -0,22242 -0,29791 -1,58113 
1,16.10-16 5,96.10-16 0,383704 0,635176 -0,00711 -0,30168 -0,56551 -1,81732 
2,83.10-16 1,85.10-16 0,076455 0,239304 0,000148 -0,1141 -0,09955 -0,39624 
-3,5.10-15 -1,1.10-16 0,045087 0,145678 0,002976 -0,0774 -0,05328 -0,22016 
Tableau 11 : Erreur relative entre les quatre premiers moments des ci et des capp
i  de longueur 15 
et 𝑖 ∈ {1,2} dans le cas d’une expansion en polynômes de chaos d’ordre 5 à 3 variables 
7.4.3. 𝑛𝑐 = 20 
 
Figure 94 : Erreur relative entre les 𝒄𝑖 et les 𝒄𝑎𝑝𝑝
𝑖  de longueur 20 et 𝑖 ∈ {1,2} 
en fonction de l’ordre l’expansion en polynômes de chaos 
Erreur relative de la 
Moyenne 
Erreur relative de la 
Variance 
Erreur relative de 
l’aplatissement 
Erreur relative de 
l’asymétrie 
-1,3.10-15 1,71.10-15 9,1.10-09 0,186547 -3,1.10-05 0,01356 -7,2.10-06 -0,22043 
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-1,2.10-16 1,36.10-15 1,53.10-08 0,163725 -2.10-05 0,017998 4,88.10-06 -0,20968 
1,03.10-15 9,04.10-16 6,3.10-08 3,5.10-08 -1.10-05 5,02.10-07 5,94.10-06 1,24.10-08 
1,14.10-16 5,86.10-16 7,99.10-05 0,108112 -0,00109 0,01069 -0,00042 -0,12374 
1,95.10-15 -7,6.10-16 0,000133 6,39.10-05 2,46.10-05 -3,2.10-05 -0,00051 -3,6.10-05 
3,43.10-15 -8,1.10-16 0,00328 0,082396 -0,00051 0,006231 -0,0035 -0,0901 
-3,3.10-16 -2,1.10-16 0,060273 0,003881 -0,00366 0,001003 -0,12386 -0,0029 
1,02.10-15 1,08.10-15 0,118218 0,090705 0,029137 0,005201 -0,10551 -0,07639 
0 0 0,111192 0,1205 -0,02971 -0,02796 -0,18871 -0,12135 
-7,8.10-16 1,22.10-16 0,343388 0,45941 0,073092 -0,0748 2,228383 -0,96746 
-4,4.10-16 -2,2.10-16 0,30493 0,731906 0,0782 0,180464 0,059633 0,724653 
-1,2.10-15 8,28.10-16 0,605876 0,323842 0,041551 0,130412 -7,761 0,217725 
0 9.10-16 0,933725 0,950021 -1,45588 -1,31345 -8,90967 29,77508 
-8,5.10-16 -4,1.10-16 0,941008 0,325038 -1,65638 0,11082 -9,50812 -0,49686 
-5,6.10-16 1,63.10-16 0,723159 0,892866 -0,05173 0,180884 -1,40441 2,087242 
-6,2.10-16 -1,1.10-15 0,503258 0,353985 0,136367 0,043709 -0,28413 -0,56589 
-4,3.10-16 0 0,64969 0,276459 0,17178 0,036467 0,123614 -0,32905 
-6,5.10-16 -1,7.10-16 0,937113 0,584244 -0,11209 -0,13044 -7,19756 -4,19392 
0 -8,2.10-16 0,953943 0,949182 -1,61344 -2,04901 -33,1717 5,0627 
2,05.10-15 -9,4.10-16 0,937021 0,933211 -1,85941 -0,15741 -48,8189 0,106146 
Tableau 12 : Erreur relative entre les quatre premiers moments des ci et des capp
i  de longueur 20 
et 𝑖 ∈ {1,2} dans le cas d’une expansion en polynômes de chaos d’ordre 5 à 3 variables 
Comme les statistiques et les graphiques le montrent, la meilleure qualité 
d’approximation est obtenue pour une matrice 𝐶 de 14 variables aléatoires.  
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Une solution que nous n’avons pas testée, peut probablement conduire à de meilleurs 
résultats : 
Pour deux matrices 𝐶𝑘 et 𝐶𝑙 de dimensions respectives 2 × 𝑘 et 2 × 𝑙 (par exemple, le 
cas de 𝑘 = 7 et 𝑙 = 14) on développe les 𝑐𝑘(𝑖,𝑗)en SFG et on met 𝑐𝑘(𝑖,𝑗)
𝑎𝑝𝑝  dans la position 
qui lui correspond dans la matrice 𝐶𝑙 qui devient 𝐶𝑙′. Ensuite, on développe les 𝑐𝑙(𝑖,𝑗)
′ en 
SFG, ceci laisse entrevoir une erreur inférieure à celle de la première présentation. 
7.5. L’estimateur de Kaplan-Meier et la distance de Wasserstein 
Une autre mesure d’erreur, justifie davantage le choix de 𝑛𝑐 = 7, il s’agit de la 
métrique de Wasserstein qui permet de mesurer la distance entre deux variables 
aléatoires (Pagnacco et al, 2017). Nous avons appliqué celle-ci à l’estimateur de 
Kaplan-Meier (Kaplan et Meier, 1958) des CDF inverses de l’échantillon référence et 
de la loi approchée par polynômes de chaos. 
Dans les trois cas 𝑛𝑐 ∈ {7,15,20} nous avons développé en PC : 14, 30 et 40 variables 
aléatoires. Nous avons calculé la distance de Wasserstein entre l’estimateur de 
Kaplan-Meier la CDF inverse de chacune de ces variables et celui de sa 
représentation en PC. On le note ici WKM.  
Le tableau ci-dessous donne l’erreur moyenne, maximum, et minimum que nous 
avons observées dans les trois cas précités : 
 𝑛𝑐 = 7 𝑛𝑐 = 15 𝑛𝑐 = 20 
𝑊𝐾𝑀𝑚𝑖𝑛 6,8537.10
−10 5,7944.10−9 6,5442.10−9 
𝑊𝐾𝑀𝑚𝑜𝑦 2,2171.10−8 0,0848 0,1627 
𝑊𝐾𝑀𝑚𝑎𝑥 1,3370.10
−7 0,5869 0,6301 
Tableau 13 : Distance minimum, moyenne et maximum de Wasserstein entre les estimateurs de 
Kaplan-Meier des CDF inverses des variables 𝑐𝑖,𝑗 et ceux de leurs représentations en PC 
7.6. Résultats  
Après avoir comparé les résultats de toutes les simulations que nous avons effectuées, 
nous avons conservé ceux du premier cas (7.4.1). Ensuite, nous avons généré un 
échantillon de taille 105 des vecteurs approchés {𝐶𝑎𝑝𝑝
𝑖 = (𝐶𝑎𝑝𝑝
𝑖,1 , … , 𝐶𝑎𝑝𝑝
𝑖,7 ) , 1 ≤ 𝑖 ≤ 2}, et 
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nous avons obtenu 105 fronts de Pareto approchés pour le problème de Fonseca et 
Fleming sous incertitudes. Les 95 et 96 illustrent le résultat obtenu. 
La courbe moyenne de la figure 96 est l’ensemble des points de ℝ2 donné par : 
ℭ𝑐ℎ𝑎𝑜𝑠
𝑚 = {( ∑ 𝜑1,𝑗 (𝐶𝑎𝑝𝑝
1,𝑗̅̅ ̅̅ ̅
 , 𝑡)
1≤𝑗≤7
, ∑ 𝜑2,𝑗 (𝐶𝑎𝑝𝑝
2,𝑗̅̅ ̅̅ ̅
 , 𝑡)
1≤𝑗≤7
) , 𝑡 ∈ [0,1]} 
Avec 𝐶𝑎𝑝𝑝
𝑖,𝑗̅̅ ̅̅ ̅̅  sont les moyennes des échantillons de tailles 105, que nous avons simulé 
pour les variables aléatoires 𝐶𝑎𝑝𝑝
𝑖,𝑗  ,  (𝑖, 𝑗) ∈ ⟦1,2⟧ × ⟦1,7⟧. 
Voyons que la courbe moyenne qui résulte de cette méthode occupe, comme prévu, 
une position centrale entre les courbes simulées. 
 
Figure 95 : Evolution des solutions pour échantillon de 105 fronts de Pareto approchées par PC  
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Figure 96 : 105 fronts de Pareto (approchés) de Fonseca et Fleming sous incertitudes 
La moyenne (en noir) est issue de la moyenne des coefficients de la représentation en PC 
Un autre avantage que nous pouvons tirer de cette procédure est que nous obtenons 
un objet représentatif d’une famille d’objets aléatoires sans faire appel à la distance 
de Hausdorff, que nous éviterons évidemment de la calculer pour 105 courbes ! 
8. Conclusion générale 
8.1. Récapitulatif 
Dans cette thèse, nous avons abordé deux sujets différents qui gravitent tous les deux 
autour de la quantification des incertitudes en dimension infinie. Ainsi, nous avons 
consacré la première partie à la généralisation de la théorie des « Polynômes de 
Chaos », et nous avons étudié les conditions d’existence et de convergence d’une 
représentation  de variable aléatoire en Série de Fourier Généralisée. Après avoir 
établi les fondements théoriques de cette approche, nous l’avons appliquée à un bon 
nombre d’exemples académiques sur deux bases hilbertiennes différentes. Ensuite 
nous avons comparé les résultats que nous avons en terme de qualité 
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d’approximation, et ce, d’une part selon le nombre de termes de la série mise en jeu 
et d’autre part selon le type de base que nous avons adoptée pour la projection.  
Dans la deuxième partie, nous avons présenté la « Statistique des Objets » en 
définissant de nouveaux concepts qui servent à étudier les caractéristiques statistiques 
de familles finie d’objets aléatoires dans l’espace. Cette nouvelle approche a été 
appliquée à des problèmes d’optimisation multicritère sous incertitudes où les objets 
aléatoires à étudier sont les fronts de Pareto aléatoires. Dans un premier temps nous 
avons testé cette méthode sur des formes géométriques simples (segments, arcs, 
cercles … etc). Dans tous les essais, les différentes distances considérées ont conduit à 
des résultats identiques. Cependant, aucun résultat mathématique ne justifie cette 
observation.  
Après validation, nous l’avons appliqué à trois problèmes tests déterministes que nous 
avons rendus incertains en introduisant des perturbations à travers des variables 
aléatoires. Finalement, nous avons étudié les caractéristiques statistiques d’une barre 
métallique qui subit des chargements aléatoires et se caractérise par un module 
d’Young aléatoire. Dans un problème d’optimisation biobjectif, nous avons minimisé 
simultanément la déflexion et la masse de cette structure et appliqué notre méthode 
aux 200 fronts de Pareto que nous avons obtenus en présence d’incertitudes. Dans ce 
cas, nous avons considéré des incertitudes sur les objectifs et sur les contraintes – 
l’approche proposée permet de traiter des situations générales. Nous n’avons pas 
étudié l’influence de l’algorithme d’optimisation globale sur les résultats.  
Dans la deuxième partie, les calculs ont montré que la simulation d’un grand nombre 
de fronts de Pareto exactes est couteuse. De ce fait, nous avons présenté une méthode 
qui fournit un échantillon de 105 fronts de Pareto approchés en quelques secondes, et 
ce, en référant à un échantillon test que nous avons approché par polynômes de 
chaos. Cette méthode permet d’envisager l’étude des quantiles correspondant aux 
probabilités très faibles comme, par exemple, dans l’analyse de fiabilité. 
8.2. Perspectives 
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Les résultats exposés dans cette thèse peuvent être une source d’inspiration pour 
d’autres études dont on peut citer aux moins trois :  
Une perspective consiste à combiner les deux approches présentées dans les deux 
parties de cet ouvrage en une seule étude où il sera question d’appliquer la statistique 
des objets à des fronts de Pareto qui résultent de problèmes d’OMO sous incertitudes 
où fonctions objectifs et contraintes sont approchées par développement en séries de 
Fourier généralisées. Le but de remplacer des fonctions exactes par des fonctions 
approchées sera d’étudier l’impact de cette approximation, d’une part sur le temps de 
calcul, et d’autre part sur l’ensemble des résultats. 
Dans une autre étude on peut étudier la statistique des fronts de Pareto pour des 
problèmes d’optimisation à trois fonctions objectifs ou plus. Nous aurons affaire alors 
à un calcul de distances entre des hypervolumes et des hypersurfaces. Dans une telle 
situation, la méthode de Zidani-Souza – que nous avons appliquée aux problèmes 
biobjectifs – ne pourra évidemment pas être utilisée dans le cas déterministe, ainsi le 
choix d’une méthode adéquate pour trouver les fronts de Pareto sera à faire et ce 
avant d’introduire les incertitudes. 
Les travaux de cette thèse permettent d’envisager aussi l’étude de la robustesse des 
solutions en optimisation multiobjectif, et pourraient conduire à des méthodes 
d’optimisation robustes multiobjectif. 
Finalement, le concept de la « statistique des objets » que nous avons développé 
semble déjà résoudre des problèmes spécifiques dans d’autres domaines de la 
recherche. En effet, l’auteur de (Boulouard et al., 2018) affirme que cette technique 
peut être appliquée à des problèmes d'optimisation combinatoires et Machine 
Learning, en l’occurrence, la détection automatique des centres de clusters des 
graphes. Ces centres peuvent en effet, représenter les influenceurs des communautés 
des réseaux sociaux. Une étude dans ce cadre est donc à prévoir. 
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Tableau 14 : Erreur relative entre les coefficients de corrélation des 𝑐𝑖𝑗 (1 ≤ 𝑖 ≤ 2; 1 ≤ 𝑗 ≤ 15) 
dans le cas d’une expansion en polynômes de chaos d’ordre 5 à 3 variables (partie 1/2)   
  𝑐1,1 𝑐1,2 𝑐1,3 𝑐1,4 𝑐1,5 𝑐1,6 𝑐1,7 𝑐1,8 𝑐1,9 𝑐1,10 𝑐1,11 𝑐1,12 𝑐1,13 𝑐1,14 𝑐1,15 
𝑐1,1 0 -9E-10 -7,1E-08 -8,2E-05 -0,00018 -0,0031 -0,03037 -1,01537 -0,1436 -0,36023 -0,0168 -0,10216 -0,27381 -0,04057 -0,02334 
𝑐1,2 -9E-10 0 -7,9E-08 -8,2E-05 -0,00018 -0,0031 -0,03037 -1,01492 -0,14361 -0,36021 -0,0168 -0,10217 -0,2738 -0,04057 -0,02333 
𝑐1,3 -7,1E-08 -7,9E-08 0 -7,7E-05 -0,00018 -0,00307 -0,03028 -1,05702 -0,14338 -0,36066 -0,01679 -0,10207 -0,27403 -0,04064 -0,02339 
𝑐1,4 -8,2E-05 -8,2E-05 -7,7E-05 0 -0,00051 -0,00197 -0,02677 -1,12023 -0,13355 -0,38932 -0,01648 -0,09763 -0,28357 -0,04373 -0,02573 
𝑐1,5 -0,00018 -0,00018 -0,00018 -0,00051 0 -0,00479 -0,03539 -0,56771 -0,15613 -0,33631 -0,01759 -0,10835 -0,26082 -0,03659 -0,02038 
𝑐1,6 -0,0031 -0,0031 -0,00307 -0,00197 -0,00479 0 -0,01366 0,17892 -0,09993 -0,4591 -0,01719 -0,08112 -0,33917 -0,0622 -0,04036 
𝑐1,7 -0,03037 -0,03037 -0,03028 -0,02677 -0,03539 -0,01366 0 0,89016 -0,03588 -0,79696 -0,03886 -0,05911 -0,53485 -0,13455 -0,10094 
𝑐1,8 -1,01537 -1,01492 -1,05702 -1,12023 -0,56771 0,17892 0,89016 0 0,56662 2,60185 -0,62633 0,40781 0,82584 0,97403 0,9098 
𝑐1,9 -0,1436 -0,14361 -0,14338 -0,13355 -0,15613 -0,09993 -0,03588 0,56662 0 -2,21846 -0,16402 -0,12579 -1,009 -0,33096 -0,27569 
𝑐1,10 -0,36023 -0,36021 -0,36066 -0,38932 -0,33631 -0,4591 -0,79696 2,60185 -2,21846 0 -0,26671 -0,49137 -0,52416 -0,32396 -0,3133 
𝑐1,11 -0,0168 -0,0168 -0,01679 -0,01648 -0,01759 -0,01719 -0,03886 -0,62633 -0,16402 -0,26671 0 -0,04231 -0,47053 -0,10264 -0,07239 
𝑐1,12 -0,10216 -0,10217 -0,10207 -0,09763 -0,10835 -0,08112 -0,05911 0,40781 -0,12579 -0,49137 -0,04231 0 -1,24836 -0,3218 -0,25205 
𝑐1,13 -0,27381 -0,2738 -0,27403 -0,28357 -0,26082 -0,33917 -0,53485 0,82584 -1,009 -0,52416 -0,47053 -1,24836 0 -0,0799 -0,11291 
𝑐1,14 -0,04057 -0,04057 -0,04064 -0,04373 -0,03659 -0,0622 -0,13455 0,97403 -0,33096 -0,32396 -0,10264 -0,3218 -0,0799 0 -0,00223 
𝑐1,15 -0,02334 -0,02333 -0,02339 -0,02573 -0,02038 -0,04036 -0,10094 0,9098 -0,27569 -0,3133 -0,07239 -0,25205 -0,11291 -0,00223 0 
𝑐2,1 -0,28937 -0,28937 -0,28937 -0,28991 -0,28918 -0,29484 -0,33303 -2,04484 -0,48516 -0,72797 -0,30892 -0,41902 -0,64455 -0,34218 -0,31987 
𝑐2,2 -0,3332 -0,3332 -0,3332 -0,33355 -0,33325 -0,33786 -0,37506 -1,7844 -0,52793 -0,79832 -0,35256 -0,46231 -0,71182 -0,39125 -0,36733 
𝑐2,3 -4,5E-08 -4,7E-08 -1E-07 -8,2E-05 -0,00018 -0,0031 -0,03037 -1,01503 -0,1436 -0,36022 -0,0168 -0,10216 -0,27381 -0,04057 -0,02334 
𝑐2,4 -0,44389 -0,4439 -0,4439 -0,44462 -0,44356 -0,45054 -0,49457 -2,47969 -0,66554 -0,94209 -0,46898 -0,59785 -0,82496 -0,49824 -0,47451 
𝑐2,5 -8,6E-05 -8,6E-05 -8,6E-05 -0,00016 -0,00027 -0,00316 -0,0304 -1,06072 -0,14357 -0,36053 -0,01687 -0,10218 -0,27408 -0,04071 -0,02346 
𝑐2,6 -0,85953 -0,85953 -0,85954 -0,86093 -0,85863 -0,86995 -0,93096 -3,985 -1,15692 -1,49455 -0,89589 -1,07199 -1,32245 -0,92125 -0,89284 
𝑐2,7 -0,0102 -0,0102 -0,0102 -0,01034 -0,01032 -0,01357 -0,04164 -1,452 -0,15687 -0,37203 -0,02746 -0,11463 -0,28429 -0,05044 -0,03323 
𝑐2,8 -2,95974 -2,95975 -2,95984 -2,97208 -2,9483 -3,01928 -3,23767 29,3245 -3,87624 -4,00174 -3,0708 -3,59554 -3,61597 -2,9843 -2,95015 
𝑐2,9 -0,0886 -0,0886 -0,0886 -0,08842 -0,0891 -0,09073 -0,1177 -0,60931 -0,23569 -0,49765 -0,10644 -0,19548 -0,39682 -0,13586 -0,11631 
𝑐2,10 -3,10993 -3,11001 -3,10916 -2,3425 -3,1773 -2,95164 -2,67344 -4,07907 -2,70489 -7,24841 -3,28536 -3,33213 -5,53817 -3,60771 -3,46141 
𝑐2,11 -0,07691 -0,07691 -0,07692 -0,07733 -0,07668 -0,08192 -0,11494 8,35271 -0,24719 -0,42086 -0,09142 -0,18376 -0,37363 -0,12066 -0,10195 
𝑐2,12 -0,5359 -0,53589 -0,53592 -0,53674 -0,53525 -0,54432 -0,59419 828,772 -0,79535 -0,96299 -0,54701 -0,67081 -0,98736 -0,60567 -0,57682 
𝑐2,13 -0,65561 -0,65562 -0,65559 -0,6552 -0,65662 -0,65799 -0,69722 -1,21246 -0,86141 -1,38614 -0,70087 -0,85566 -1,06321 -0,71069 -0,68571 
𝑐2,14 -0,14655 -0,14656 -0,14655 -0,14654 -0,1469 -0,14955 -0,17963 -1,03857 -0,30389 -0,59243 -0,17068 -0,27292 -0,44589 -0,18915 -0,17052 
𝑐2,15 -0,08191 -0,08191 -0,0819 -0,08193 -0,08218 -0,08495 -0,11383 -1,03803 -0,2329 -0,49268 -0,10343 -0,19905 -0,36737 -0,12288 -0,10506 
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  𝑐2,1 𝑐2,2 𝑐2,3 𝑐2,4 𝑐2,5 𝑐2,6 𝑐2,7 𝑐2,8 𝑐2,9 𝑐2,10 𝑐2,11 𝑐2,12 𝑐2,13 𝑐2,14 𝑐2,15 
𝑐1,1 -0,28937 -0,3332 -4,5E-08 -0,44389 -8,6E-05 -0,85953 -0,0102 -2,95974 -0,0886 -3,10993 -0,07691 -0,5359 -0,65561 -0,14655 -0,08191 
𝑐1,2 -0,28937 -0,3332 -4,7E-08 -0,4439 -8,6E-05 -0,85953 -0,0102 -2,95975 -0,0886 -3,11001 -0,07691 -0,53589 -0,65562 -0,14656 -0,08191 
𝑐1,3 -0,28937 -0,3332 -1E-07 -0,4439 -8,6E-05 -0,85954 -0,0102 -2,95984 -0,0886 -3,10916 -0,07692 -0,53592 -0,65559 -0,14655 -0,0819 
𝑐1,4 -0,28991 -0,33355 -8,2E-05 -0,44462 -0,00016 -0,86093 -0,01034 -2,97208 -0,08842 -2,3425 -0,07733 -0,53674 -0,6552 -0,14654 -0,08193 
𝑐1,5 -0,28918 -0,33325 -0,00018 -0,44356 -0,00027 -0,85863 -0,01032 -2,9483 -0,0891 -3,1773 -0,07668 -0,53525 -0,65662 -0,1469 -0,08218 
𝑐1,6 -0,29484 -0,33786 -0,0031 -0,45054 -0,00316 -0,86995 -0,01357 -3,01928 -0,09073 -2,95164 -0,08192 -0,54432 -0,65799 -0,14955 -0,08495 
𝑐1,7 -0,33303 -0,37506 -0,03037 -0,49457 -0,0304 -0,93096 -0,04164 -3,23767 -0,1177 -2,67344 -0,11494 -0,59419 -0,69722 -0,17963 -0,11383 
𝑐1,8 -2,04484 -1,7844 -1,01503 -2,47969 -1,06072 -3,985 -1,452 29,3245 -0,60931 -4,07907 8,35271 828,772 -1,21246 -1,03857 -1,03803 
𝑐1,9 -0,48516 -0,52793 -0,1436 -0,66554 -0,14357 -1,15692 -0,15687 -3,87624 -0,23569 -2,70489 -0,24719 -0,79535 -0,86141 -0,30389 -0,2329 
𝑐1,10 -0,72797 -0,79832 -0,36022 -0,94209 -0,36053 -1,49455 -0,37203 -4,00174 -0,49765 -7,24841 -0,42086 -0,96299 -1,38614 -0,59243 -0,49268 
𝑐1,11 -0,30892 -0,35256 -0,0168 -0,46898 -0,01687 -0,89589 -0,02746 -3,0708 -0,10644 -3,28536 -0,09142 -0,54701 -0,70087 -0,17068 -0,10343 
𝑐1,12 -0,41902 -0,46231 -0,10216 -0,59785 -0,10218 -1,07199 -0,11463 -3,59554 -0,19548 -3,33213 -0,18376 -0,67081 -0,85566 -0,27292 -0,19905 
𝑐1,13 -0,64455 -0,71182 -0,27381 -0,82496 -0,27408 -1,32245 -0,28429 -3,61597 -0,39682 -5,53817 -0,37363 -0,98736 -1,06321 -0,44589 -0,36737 
𝑐1,14 -0,34218 -0,39125 -0,04057 -0,49824 -0,04071 -0,92125 -0,05044 -2,9843 -0,13586 -3,60771 -0,12066 -0,60567 -0,71069 -0,18915 -0,12288 
𝑐1,15 -0,31987 -0,36733 -0,02334 -0,47451 -0,02346 -0,89284 -0,03323 -2,95015 -0,11631 -3,46141 -0,10195 -0,57682 -0,68571 -0,17052 -0,10506 
𝑐2,1 0 -0,01178 -0,28906 -0,02104 -0,30306 -0,08391 -0,17463 -0,05708 -1,09198 1,76359 -0,36914 -2,20439 -0,38724 -0,19088 -0,18108 
𝑐2,2 -0,01178 0 -0,33286 -0,0173 -0,34874 -0,06408 -0,2019 -0,01631 -1,27293 1,77051 -0,45483 -3,11791 -0,32094 -0,17731 -0,17893 
𝑐2,3 -0,28906 -0,33286 0 -0,44344 -8,9E-05 -0,85864 -0,01016 -2,953 -0,08873 -3,12225 -0,07692 -0,53617 -0,65521 -0,14643 -0,08182 
𝑐2,4 -0,02104 -0,0173 -0,44344 0 -0,46489 -0,01988 -0,26655 0,04568 -1,87786 1,64097 -0,64598 -7,75441 -0,23227 -0,16806 -0,19024 
𝑐2,5 -0,30306 -0,34874 -8,9E-05 -0,46489 0 -0,90203 -0,01218 -3,30413 -0,08274 -2,65407 -0,07607 -0,52171 -0,67712 -0,15302 -0,08648 
𝑐2,6 -0,08391 -0,06408 -0,85864 -0,01988 -0,90203 0 -0,51684 0,0828 -6,27849 1,4319 -1,28928 9,94685 -0,20721 -0,25664 -0,32081 
𝑐2,7 -0,17463 -0,2019 -0,01016 -0,26655 -0,01218 -0,51684 0 -1,1749 -0,17082 13,7531 -0,09941 -0,73892 -0,46276 -0,09022 -0,04418 
𝑐2,8 -0,05708 -0,01631 -2,953 0,04568 -3,30413 0,0828 -1,1749 0 3,31726 0,79784 -5,5182 2,40877 -0,16107 -0,38136 -0,55488 
𝑐2,9 -1,09198 -1,27293 -0,08873 -1,87786 -0,08274 -6,27849 -0,17082 3,31726 0 0,01926 -0,17313 -0,34488 -1,83726 -0,48767 -0,3409 
𝑐2,10 1,76359 1,77051 -3,12225 1,64097 -2,65407 1,4319 13,7531 0,79784 0,01926 0 4,49053 -4,41824 4,60365 10,9965 26,8411 
𝑐2,11 -0,36914 -0,45483 -0,07692 -0,64598 -0,07607 -1,28928 -0,09941 -5,5182 -0,17313 4,49053 0 -0,16962 -2,17915 -0,4875 -0,32549 
𝑐2,12 -2,20439 -3,11791 -0,53617 -7,75441 -0,52171 9,94685 -0,73892 2,40877 -0,34488 -4,41824 -0,16962 0 4,5103 -4,43628 -2,25125 
𝑐2,13 -0,38724 -0,32094 -0,65521 -0,23227 -0,67712 -0,20721 -0,46276 -0,16107 -1,83726 4,60365 -2,17915 4,5103 0 -0,08655 -0,15481 
𝑐2,14 -0,19088 -0,17731 -0,14643 -0,16806 -0,15302 -0,25664 -0,09022 -0,38136 -0,48767 10,9965 -0,4875 -4,43628 -0,08655 0 -0,00722 
𝑐2,15 -0,18108 -0,17893 -0,08182 -0,19024 -0,08648 -0,32081 -0,04418 -0,55488 -0,3409 26,8411 -0,32549 -2,25125 -0,15481 -0,00722 0 
Tableau 15 : Erreur relative entre les coefficients de corrélation des 𝑐𝑖𝑗 (1 ≤ 𝑖 ≤ 2; 1 ≤ 𝑗 ≤ 15) 
dans le cas d’une expansion en polynômes de chaos d’ordre 5 à 3 variables (partie 2/2) 
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  𝑐1,1 𝑐1,2 𝑐1,3 𝑐1,4 𝑐1,5 𝑐1,6 𝑐1,7 𝑐1,8 𝑐1,9 𝑐1,10 𝑐1,11 𝑐1,12 𝑐1,13 𝑐1,14 𝑐1,15 𝑐1,16 𝑐1,17 𝑐1,18 𝑐1,19 𝑐1,20 
𝑐1,1 0 -1E-09 -4E-08 -4E-05 -7E-05 -0,0016 -0,0316 -0,0649 -0,0607 -0,2341 -0,1995 -0,5929 -2,8844 -3,1174 -0,9006 -0,4188 -0,6896 -2,9877 -3,6595 -2,9847 
𝑐1,2 -1E-09 0 -5E-08 -4E-05 -7E-05 -0,0016 -0,0316 -0,0649 -0,0607 -0,2341 -0,1995 -0,5929 -2,8844 -3,1177 -0,9006 -0,4188 -0,6896 -2,9877 -3,6597 -2,9848 
𝑐1,3 -4E-08 -5E-08 0 -4E-05 -7E-05 -0,0016 -0,0315 -0,065 -0,0607 -0,234 -0,1995 -0,593 -2,884 -3,112 -0,9006 -0,4188 -0,6895 -2,9893 -3,6503 -2,9788 
𝑐1,4 -4E-05 -4E-05 -4E-05 0 -0,0002 -0,0011 -0,0294 -0,0682 -0,0584 -0,2331 -0,1994 -0,5947 -2,8465 -3,2826 -0,9009 -0,4178 -0,6905 -3,0621 -3,4661 -2,8601 
𝑐1,5 -7E-05 -7E-05 -7E-05 -0,0002 0 -0,0024 -0,0346 -0,0611 -0,0635 -0,235 -0,2005 -0,5922 -2,9454 -2,9165 -0,9015 -0,4195 -0,6877 -2,9152 -4,0268 -3,2099 
𝑐1,6 -0,0016 -0,0016 -0,0016 -0,0011 -0,0024 0 -0,0179 -0,0877 -0,0484 -0,2334 -0,1932 -0,5901 -2,5733 -6,1691 -0,8902 -0,4207 -0,7051 -3,3329 -2,4294 -2,1628 
𝑐1,7 -0,0316 -0,0316 -0,0315 -0,0294 -0,0346 -0,0179 0 -0,2115 -0,0214 -0,2553 -0,1867 -0,5696 -1,8511 1,31662 -0,8312 -0,4561 -0,7915 -4,5344 -1,8646 -1,7419 
𝑐1,8 -0,0649 -0,0649 -0,065 -0,0682 -0,0611 -0,0877 -0,2115 0 -0,2748 -0,3949 -0,3505 -0,9199 -4,6737 0,15227 -1,4424 -0,5773 -0,8227 -2,9686 -7,6291 -5,57 
𝑐1,9 -0,0607 -0,0607 -0,0607 -0,0584 -0,0635 -0,0484 -0,0214 -0,2748 0 -0,1234 -0,3046 -0,5455 -8,538 201,247 -0,672 -0,3329 -0,5608 -2,146 -17,671 -4,7828 
𝑐1,10 -0,2341 -0,2341 -0,234 -0,2331 -0,235 -0,2334 -0,2553 -0,3949 -0,1234 0 -1,4333 -1,7682 3,14085 0,5926 -1,3346 -0,2939 -0,3779 -1,546 -5,8469 -2,2788 
𝑐1,11 -0,1995 -0,1995 -0,1995 -0,1994 -0,2005 -0,1932 -0,1867 -0,3505 -0,3046 -1,4333 0 -0,1523 -1,0707 0,94714 -0,4936 -0,9331 -1,8229 -3,9019 3,3452 3,27698 
𝑐1,12 -0,5929 -0,5929 -0,593 -0,5947 -0,5922 -0,5901 -0,5696 -0,9199 -0,5455 -1,7682 -0,1523 0 3,35345 0,78099 -0,1086 -0,5185 -1,0519 -1,238 1,88807 2,13182 
𝑐1,13 -2,8844 -2,8844 -2,884 -2,8465 -2,9454 -2,5733 -1,8511 -4,6737 -8,538 3,14085 -1,0707 3,35345 0 0,09014 2,25759 1,73165 1,66038 1,66189 0,40424 0,11601 
𝑐1,14 -3,1174 -3,1177 -3,112 -3,2826 -2,9165 -6,1691 1,31662 0,15227 201,247 0,5926 0,94714 0,78099 0,09014 0 0,84254 0,11374 0,32637 -2,7312 -0,0747 0,12535 
𝑐1,15 -0,9006 -0,9006 -0,9006 -0,9009 -0,9015 -0,8902 -0,8312 -1,4424 -0,672 -1,3346 -0,4936 -0,1086 2,25759 0,84254 0 -0,2447 -0,6353 -1,2743 1,60827 1,99194 
𝑐1,16 -0,4188 -0,4188 -0,4188 -0,4178 -0,4195 -0,4207 -0,4561 -0,5773 -0,3329 -0,2939 -0,9331 -0,5185 1,73165 0,11374 -0,2447 0 -0,0875 -0,6506 3,58488 -30,197 
𝑐1,17 -0,6896 -0,6896 -0,6895 -0,6905 -0,6877 -0,7051 -0,7915 -0,8227 -0,5608 -0,3779 -1,8229 -1,0519 1,66038 0,32637 -0,6353 -0,0875 0 -0,1049 1,4989 2,39034 
𝑐1,18 -2,9877 -2,9877 -2,9893 -3,0621 -2,9152 -3,3329 -4,5344 -2,9686 -2,146 -1,546 -3,9019 -1,238 1,66189 -2,7312 -1,2743 -0,6506 -0,1049 0 0,56102 0,72859 
𝑐1,19 -3,6595 -3,6597 -3,6503 -3,4661 -4,0268 -2,4294 -1,8646 -7,6291 -17,671 -5,8469 3,3452 1,88807 0,40424 -0,0747 1,60827 3,58488 1,4989 0,56102 0 0,0117 
𝑐1,20 -2,9847 -2,9848 -2,9788 -2,8601 -3,2099 -2,1628 -1,7419 -5,57 -4,7828 -2,2788 3,27698 2,13182 0,11601 0,12535 1,99194 -30,197 2,39034 0,72859 0,0117 0 
𝑐2,1 -0,1087 -0,1087 -0,1087 -0,1086 -0,109 -0,1096 -0,1393 -0,1856 -0,1745 -0,3743 -0,3247 -0,7633 -3,2005 -3,9102 -1,1147 -0,5833 -0,9098 -3,954 -2,7924 -2,5921 
𝑐2,2 -0,0935 -0,0935 -0,0935 -0,0934 -0,0938 -0,0945 -0,1243 -0,1685 -0,1589 -0,356 -0,305 -0,7281 -3,3101 -3,8843 -1,0619 -0,5487 -0,8639 -3,7333 -2,9091 -2,6343 
𝑐2,3 -2E-08 -2E-08 -5E-08 -4E-05 -7E-05 -0,0016 -0,0316 -0,0649 -0,0607 -0,2341 -0,1995 -0,5929 -2,8844 -3,1174 -0,9006 -0,4188 -0,6896 -2,9878 -3,6592 -2,9845 
𝑐2,4 -0,0589 -0,0589 -0,0589 -0,0588 -0,0591 -0,06 -0,0897 -0,1307 -0,1218 -0,3086 -0,2682 -0,6886 -3,0075 -3,5734 -1,0217 -0,5107 -0,8115 -3,4927 -3,1246 -2,7677 
𝑐2,5 -3E-05 -3E-05 -3E-05 -7E-05 -1E-04 -0,0017 -0,0317 -0,0649 -0,0608 -0,2341 -0,1995 -0,5929 -2,887 -3,114 -0,9004 -0,4187 -0,6892 -2,9831 -3,6755 -2,9928 
𝑐2,6 -0,0439 -0,0439 -0,0439 -0,0439 -0,0441 -0,0453 -0,0755 -0,1134 -0,1065 -0,2888 -0,2519 -0,6669 -2,97 -3,2903 -0,9969 -0,489 -0,7796 -3,3168 -3,3917 -2,9134 
𝑐2,7 -0,0019 -0,0019 -0,0019 -0,002 -0,002 -0,0036 -0,0334 -0,0672 -0,0627 -0,2365 -0,2019 -0,5968 -2,88 -3,0873 -0,9073 -0,4232 -0,6954 -3,0158 -3,6094 -2,9651 
𝑐2,8 -0,0487 -0,0487 -0,0487 -0,0487 -0,0487 -0,0505 -0,0821 -0,1164 -0,1126 -0,2939 -0,2584 -0,6721 -3,0819 -2,9734 -1,0092 -0,4951 -0,7812 -3,2229 -3,8575 -3,1962 
𝑐2,9 -0,0663 -0,0663 -0,0663 -0,0663 -0,0665 -0,0677 -0,0984 -0,1371 -0,1305 -0,3163 -0,2803 -0,7108 -2,9623 -3,8312 -1,023 -0,5104 -0,8001 -3,3181 -3,5056 -2,9312 
𝑐2,10 -0,3601 -0,3601 -0,3601 -0,36 -0,3604 -0,3616 -0,4011 -0,4471 -0,4479 -0,6801 -0,6545 -1,2973 -3,3831 -2,9645 -1,7208 -0,9625 -1,3357 -5,0427 -3,1393 -2,8786 
𝑐2,11 -0,9313 -0,9313 -0,9313 -0,9319 -0,9309 -0,9379 -1,0143 -1,0146 -1,0963 -1,3976 -1,4067 -2,4852 -5,0986 -1,1166 -3,353 -1,878 -2,4 -8,775 -4,0947 -3,9904 
𝑐2,12 -0,2161 -0,2161 -0,2161 -0,2164 -0,2159 -0,2201 -0,2655 -0,2768 -0,308 -0,5098 -0,4774 -1,0007 -3,9407 -0,9257 -1,4483 -0,7503 -1,0908 -4,4746 -2,932 -2,7506 
𝑐2,13 -3,4731 -3,4731 -3,4732 -3,4806 -3,4616 -3,5566 -4,0616 -3,1284 -4,6074 -5,3389 -4,3799 -5,3339 7,33532 6,06936 -7,814 -4,8156 -8,3786 11,0596 -1,4852 -1,5903 
𝑐2,14 -0,2172 -0,2172 -0,2172 -0,2174 -0,2171 -0,2201 -0,2598 -0,2903 -0,2961 -0,503 -0,4699 -0,9914 -3,2092 -3,3219 -1,4091 -0,7635 -1,083 -3,7881 -5,5262 -4,3039 
𝑐2,15 -2,0551 -2,0551 -2,0553 -2,0578 -2,052 -2,0774 -2,2342 -2,1287 -2,3873 -2,9845 -2,6251 -3,9684 -9,1339 -6,7411 -5,6821 -3,923 -5,4487 -33,678 -4,2747 -6,2285 
𝑐2,16 -0,2442 -0,2442 -0,2442 -0,2442 -0,2443 -0,2458 -0,2816 -0,3285 -0,3127 -0,5093 -0,5143 -1,0221 -4,0472 -2,4469 -1,3673 -0,7245 -0,9916 -3,1106 -10,027 -5,317 
𝑐2,17 -0,1756 -0,1756 -0,1756 -0,1757 -0,1757 -0,1778 -0,2143 -0,2505 -0,2443 -0,4284 -0,4316 -0,9033 -4,0789 -2,0003 -1,2345 -0,6327 -0,9095 -3,2001 -5,6458 -3,9539 
𝑐2,18 -0,5509 -0,5509 -0,5509 -0,5508 -0,551 -0,5537 -0,6017 -0,6509 -0,6363 -0,8651 -0,8972 -1,477 -7,2505 -2,8227 -1,8443 -1,1101 -1,5113 -5,0576 -5,2273 -4,3565 
𝑐2,19 -3,4359 -3,4358 -3,4359 -3,4303 -3,4403 -3,4277 -3,5067 -3,8748 -3,4513 -3,8154 -4,6109 -5,1553 35,4892 -12,361 -4,554 -3,9392 -5,8105 9,33697 -9,4951 -8,7453 
𝑐2,20 -2,8695 -2,8695 -2,8695 -2,8747 -2,866 -2,8932 -3,0829 -2,9771 -3,3009 -4,1367 -3,6368 -6,0856 -6,5459 7,21237 -9,3421 -5,2981 -5,4516 -9,4859 -2,6607 0,49738 
Tableau 16 : Erreur relative entre les coefficients de corrélation des 𝑐𝑖𝑗 (1 ≤ 𝑖 ≤ 2; 1 ≤ 𝑗 ≤ 20) 
dans le cas d’une expansion en polynômes de chaos d’ordre 5 à 3 variables (partie 1/2) 
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  𝑐2,1 𝑐2,2 𝑐2,3 𝑐2,4 𝑐2,5 𝑐2,6 𝑐2,7 𝑐2,8 𝑐2,9 𝑐2,10 𝑐2,11 𝑐2,12 𝑐2,13 𝑐2,14 𝑐2,15 𝑐2,16 𝑐2,17 𝑐2,18 𝑐2,19 𝑐2,20 
𝑐1,1 -0,1087 -0,0935 -2E-08 -0,0589 -3E-05 -0,0439 -0,0019 -0,0487 -0,0663 -0,3601 -0,9313 -0,2161 -3,4731 -0,2172 -2,0551 -0,2442 -0,1756 -0,5509 -3,4359 -2,8695 
𝑐1,2 -0,1087 -0,0935 -2E-08 -0,0589 -3E-05 -0,0439 -0,0019 -0,0487 -0,0663 -0,3601 -0,9313 -0,2161 -3,4731 -0,2172 -2,0551 -0,2442 -0,1756 -0,5509 -3,4358 -2,8695 
𝑐1,3 -0,1087 -0,0935 -5E-08 -0,0589 -3E-05 -0,0439 -0,0019 -0,0487 -0,0663 -0,3601 -0,9313 -0,2161 -3,4732 -0,2172 -2,0553 -0,2442 -0,1756 -0,5509 -3,4359 -2,8695 
𝑐1,4 -0,1086 -0,0934 -4E-05 -0,0588 -7E-05 -0,0439 -0,002 -0,0487 -0,0663 -0,36 -0,9319 -0,2164 -3,4806 -0,2174 -2,0578 -0,2442 -0,1757 -0,5508 -3,4303 -2,8747 
𝑐1,5 -0,109 -0,0938 -7E-05 -0,0591 -1E-04 -0,0441 -0,002 -0,0487 -0,0665 -0,3604 -0,9309 -0,2159 -3,4616 -0,2171 -2,052 -0,2443 -0,1757 -0,551 -3,4403 -2,866 
𝑐1,6 -0,1096 -0,0945 -0,0016 -0,06 -0,0017 -0,0453 -0,0036 -0,0505 -0,0677 -0,3616 -0,9379 -0,2201 -3,5566 -0,2201 -2,0774 -0,2458 -0,1778 -0,5537 -3,4277 -2,8932 
𝑐1,7 -0,1393 -0,1243 -0,0316 -0,0897 -0,0317 -0,0755 -0,0334 -0,0821 -0,0984 -0,4011 -1,0143 -0,2655 -4,0616 -0,2598 -2,2342 -0,2816 -0,2143 -0,6017 -3,5067 -3,0829 
𝑐1,8 -0,1856 -0,1685 -0,0649 -0,1307 -0,0649 -0,1134 -0,0672 -0,1164 -0,1371 -0,4471 -1,0146 -0,2768 -3,1284 -0,2903 -2,1287 -0,3285 -0,2505 -0,6509 -3,8748 -2,9771 
𝑐1,9 -0,1745 -0,1589 -0,0607 -0,1218 -0,0608 -0,1065 -0,0627 -0,1126 -0,1305 -0,4479 -1,0963 -0,308 -4,6074 -0,2961 -2,3873 -0,3127 -0,2443 -0,6363 -3,4513 -3,3009 
𝑐1,10 -0,3743 -0,356 -0,2341 -0,3086 -0,2341 -0,2888 -0,2365 -0,2939 -0,3163 -0,6801 -1,3976 -0,5098 -5,3389 -0,503 -2,9845 -0,5093 -0,4284 -0,8651 -3,8154 -4,1367 
𝑐1,11 -0,3247 -0,305 -0,1995 -0,2682 -0,1995 -0,2519 -0,2019 -0,2584 -0,2803 -0,6545 -1,4067 -0,4774 -4,3799 -0,4699 -2,6251 -0,5143 -0,4316 -0,8972 -4,6109 -3,6368 
𝑐1,12 -0,7633 -0,7281 -0,5929 -0,6886 -0,5929 -0,6669 -0,5968 -0,6721 -0,7108 -1,2973 -2,4852 -1,0007 -5,3339 -0,9914 -3,9684 -1,0221 -0,9033 -1,477 -5,1553 -6,0856 
𝑐1,13 -3,2005 -3,3101 -2,8844 -3,0075 -2,887 -2,97 -2,88 -3,0819 -2,9623 -3,3831 -5,0986 -3,9407 7,33532 -3,2092 -9,1339 -4,0472 -4,0789 -7,2505 35,4892 -6,5459 
𝑐1,14 -3,9102 -3,8843 -3,1174 -3,5734 -3,114 -3,2903 -3,0873 -2,9734 -3,8312 -2,9645 -1,1166 -0,9257 6,06936 -3,3219 -6,7411 -2,4469 -2,0003 -2,8227 -12,361 7,21237 
𝑐1,15 -1,1147 -1,0619 -0,9006 -1,0217 -0,9004 -0,9969 -0,9073 -1,0092 -1,023 -1,7208 -3,353 -1,4483 -7,814 -1,4091 -5,6821 -1,3673 -1,2345 -1,8443 -4,554 -9,3421 
𝑐1,16 -0,5833 -0,5487 -0,4188 -0,5107 -0,4187 -0,489 -0,4232 -0,4951 -0,5104 -0,9625 -1,878 -0,7503 -4,8156 -0,7635 -3,923 -0,7245 -0,6327 -1,1101 -3,9392 -5,2981 
𝑐1,17 -0,9098 -0,8639 -0,6896 -0,8115 -0,6892 -0,7796 -0,6954 -0,7812 -0,8001 -1,3357 -2,4 -1,0908 -8,3786 -1,083 -5,4487 -0,9916 -0,9095 -1,5113 -5,8105 -5,4516 
𝑐1,18 -3,954 -3,7333 -2,9878 -3,4927 -2,9831 -3,3168 -3,0158 -3,2229 -3,3181 -5,0427 -8,775 -4,4746 11,0596 -3,7881 -33,678 -3,1106 -3,2001 -5,0576 9,33697 -9,4859 
𝑐1,19 -2,7924 -2,9091 -3,6592 -3,1246 -3,6755 -3,3917 -3,6094 -3,8575 -3,5056 -3,1393 -4,0947 -2,932 -1,4852 -5,5262 -4,2747 -10,027 -5,6458 -5,2273 -9,4951 -2,6607 
𝑐1,20 -2,5921 -2,6343 -2,9845 -2,7677 -2,9928 -2,9134 -2,9651 -3,1962 -2,9312 -2,8786 -3,9904 -2,7506 -1,5903 -4,3039 -6,2285 -5,317 -3,9539 -4,3565 -8,7453 0,49738 
𝑐2,1 0 -0,0083 -0,1087 -0,0119 -0,1128 -0,0281 -0,0847 -0,05 -0,3154 -0,7794 -1,5599 -0,3981 -1,6093 -0,4715 -2,0707 -0,5596 -0,3894 -0,573 -0,8957 9,99346 
𝑐2,2 -0,0083 0 -0,0934 -0,0111 -0,0971 -0,0221 -0,0713 -0,0408 -0,2871 -0,6973 -1,3633 -0,3666 -2,2683 -0,406 -2,0542 -0,4894 -0,341 -0,5502 -1,0118 15,9757 
𝑐2,3 -0,1087 -0,0934 0 -0,0588 -3E-05 -0,0439 -0,0019 -0,0486 -0,0664 -0,3602 -0,9314 -0,2161 -3,4728 -0,2172 -2,0551 -0,2442 -0,1756 -0,5508 -3,433 -2,8715 
𝑐2,4 -0,0119 -0,0111 -0,0588 0 -0,0619 -0,0037 -0,0401 -0,0181 -0,2278 -0,5642 -1,1102 -0,3124 -4,5514 -0,3058 -2,0177 -0,3829 -0,265 -0,509 -1,1936 -205,96 
𝑐2,5 -0,1128 -0,0971 -3E-05 -0,0619 0 -0,0465 -0,0025 -0,051 -0,0643 -0,3578 -0,9317 -0,2159 -3,4368 -0,2175 -2,0624 -0,2431 -0,1754 -0,5539 -3,547 -2,796 
𝑐2,6 -0,0281 -0,0221 -0,0439 -0,0037 -0,0465 0 -0,027 -0,007 -0,2092 -0,5147 -0,9409 -0,263 -7,5106 -0,2374 -1,8061 -0,3372 -0,2334 -0,5278 -1,6815 -9,1012 
𝑐2,7 -0,0847 -0,0713 -0,0019 -0,0401 -0,0025 -0,027 0 -0,031 -0,0884 -0,3842 -0,9099 -0,2127 -3,9127 -0,208 -1,9329 -0,2548 -0,1799 -0,5429 -3,0473 -3,2172 
𝑐2,8 -0,05 -0,0408 -0,0486 -0,0181 -0,051 -0,007 -0,031 0 -0,2519 -0,6183 -0,9214 -0,2225 -4,3653 -0,2085 -1,4293 -0,3726 -0,2637 -0,6454 -3,2443 -3,6304 
𝑐2,9 -0,3154 -0,2871 -0,0664 -0,2278 -0,0643 -0,2092 -0,0884 -0,2519 0 -0,1639 -0,8665 -0,3574 -61,345 -0,3235 -4,6071 -0,2064 -0,1687 -0,5071 -2,3774 -4,029 
𝑐2,10 -0,7794 -0,6973 -0,3602 -0,5642 -0,3578 -0,5147 -0,3842 -0,6183 -0,1639 0 -0,1963 -0,4204 2,1658 -0,247 -2,9981 -0,3267 -0,262 -0,6037 -2,4105 -4,5675 
𝑐2,11 -1,5599 -1,3633 -0,9314 -1,1102 -0,9317 -0,9409 -0,9099 -0,9214 -0,8665 -0,1963 0 -0,2368 3,08504 -0,1969 -0,5536 -1,2293 -0,8227 -1,7669 5,38076 -1,2527 
𝑐2,12 -0,3981 -0,3666 -0,2161 -0,3124 -0,2159 -0,263 -0,2127 -0,2225 -0,3574 -0,4204 -0,2368 0 -0,3345 -0,165 -0,3055 -1,0005 -0,5909 -1,3921 5,50013 -0,9514 
𝑐2,13 -1,6093 -2,2683 -3,4728 -4,5514 -3,4368 -7,5106 -3,9127 -4,3653 -61,345 2,1658 3,08504 -0,3345 0 2,35677 -0,1523 1,6207 1,98216 2,32398 1,88361 -5,4695 
𝑐2,14 -0,4715 -0,406 -0,2172 -0,3058 -0,2175 -0,2374 -0,208 -0,2085 -0,3235 -0,247 -0,1969 -0,165 2,35677 0 -0,6731 -0,3968 -0,2587 -0,8183 13,4156 -1,0777 
𝑐2,15 -2,0707 -2,0542 -2,0551 -2,0177 -2,0624 -1,8061 -1,9329 -1,4293 -4,6071 -2,9981 -0,5536 -0,3055 -0,1523 -0,6731 0 5,18998 -38,55 27,5494 2,14374 -1,5458 
𝑐2,16 -0,5596 -0,4894 -0,2442 -0,3829 -0,2431 -0,3372 -0,2548 -0,3726 -0,2064 -0,3267 -1,2293 -1,0005 1,6207 -0,3968 5,18998 0 -0,0459 -0,3243 -1,2884 -9,0177 
𝑐2,17 -0,3894 -0,341 -0,1756 -0,265 -0,1754 -0,2334 -0,1799 -0,2637 -0,1687 -0,262 -0,8227 -0,5909 1,98216 -0,2587 -38,55 -0,0459 0 -0,1331 -0,4137 9,43242 
𝑐2,18 -0,573 -0,5502 -0,5508 -0,509 -0,5539 -0,5278 -0,5429 -0,6454 -0,5071 -0,6037 -1,7669 -1,3921 2,32398 -0,8183 27,5494 -0,3243 -0,1331 0 0,14923 1,89378 
𝑐2,19 -0,8957 -1,0118 -3,433 -1,1936 -3,547 -1,6815 -3,0473 -3,2443 -2,3774 -2,4105 5,38076 5,50013 1,88361 13,4156 2,14374 -1,2884 -0,4137 0,14923 0 0,64385 
𝑐2,20 9,99346 15,9757 -2,8715 -205,96 -2,796 -9,1012 -3,2172 -3,6304 -4,029 -4,5675 -1,2527 -0,9514 -5,4695 -1,0777 -1,5458 -9,0177 9,43242 1,89378 0,64385 0 
Tableau 17 : Erreur relative entre les coefficients de corrélation des 𝑐𝑖𝑗 (1 ≤ 𝑖 ≤ 2; 1 ≤ 𝑗 ≤ 20) 
dans le cas d’une expansion en polynômes de chaos d’ordre 5 à 3 variables (partie 2/2) 
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