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Abstract
A free energy landscape estimation-method based on Bayesian inference is presented
and used for comparing the efficiency of thermally enhanced sampling methods with
respect to regular molecular dynamics, where the simulations are carried out on two
binding states of calmodulin. The proposed free energy estimation method (the GM
method) is compared to other estimators using a toy model showing that the GM
method provides a robust estimate not subject to overfitting. The continuous nature
of the GM method, as well as predictive inference on the number of basis functions,
provide better estimates on sparse data. We find that the free energy diffusion proper-
ties determine sampling method effectiveness, such that the diffusion dominated apo-
calmodulin is most efficiently sampled by regular molecular dynamics, while the holo
with its rugged free energy landscape is better sampled by enhanced methods.
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1 Introduction
Biological molecule function is governed by the likelihood to explore conformational sub-
states. The Ca2+-sensing protein calmodulin, for example, is more likely to be in an open
conformation when its binding sites are occupied with Ca2+. This open conformation fa-
cilitates binding to other proteins, and thus the probability ratio between open and closed
conformations characterizes calmodulin function. In addition to this, calmodulin is inher-
ently flexible so that binding to target proteins occurs in a variety of configurations. However,
assessing this probability ratio or equivalently, the free energy (FE) difference between these
states, is experimentally challenging due to the small size and fast time-scales involved in the
process. Molecular dynamics (MD) simulations have, in contrast, proven successful for sam-
pling FE landscapes of proteins. Nevertheless, three challenges remain when characterizing
the function of biomolecules such as calmodulin.
The first challenge originates from complex protein FE landscapes with many local min-
ima separated by high barriers1. Due to their rugged and hierarchical nature, regular molec-
ular dynamics simulations tend to get trapped in local minima, unable to accurately sample
the complete configurational space. To escape local minima and cross barriers within sim-
ulation time scales, a variety of enhanced sampling techniques have emerged. A subset of
these, such as simulated tempering2 or temperature replica exchange MD (T-REMD)3, ex-
ploit thermal fluctuations at higher temperatures. T-REMD simulates independent replicas
of the system at different temperatures. Coordinate exchanges between neighboring replicas
are attempted periodically and accepted according to the Metropolis criterion, enabling a
random walk in temperature space. The increased efficiency stems from increased sampling
at high temperature states which is subsequently propagated to the lower temperatures of
interest. Although T-REMD has proven successful on small systems4–6, its applicability to
larger systems is limited7. Replica exchange solute tempering (REST)8,9 solves this problem
by only heating the solute using appropriate scalings of potential energies10. However, a
comparison of the two methods with respect to MD has not been carried out on biologically
relevant systems, such as calmodulin.
The second challenge resides in choosing suitable collective variables (CVs) for the de-
scription of the biomolecule’s conformation. Knowing the most important degrees of freedom
allows for using enhanced sampling methods based on these CVs11–23. However, determin-
ing a set of appropriate CVs is particularly difficult for calmodulin where small structural
changes are separated by large FE barriers.
Finally, the third challenge is finding a robust method for inferring the FE landscape
based on the sampled conformational ensemble. This third aspect is often overlooked but
directly influences the assessment of different sampling methods. The FE, or potential of
mean force, along a variable, s, is given by the inverse Boltzmann distribution,
G(s) = −kBT log(ρ(s)), (1)
where kB is the Boltzmann constant and ρ(s) denotes the probability of observing the system
in state s. For a continuous variable, ρ(s) is the probability density. Thus, equilibrium free
energy estimation corresponds to density estimation.
The most common approach is to estimate the density with a histogram where the number
of bins constitutes the smoothing parameter. Basic histogram methods have been extended,
but still rely on the vital choice of the number of bins and a step function to describe the
density24–26. Too few bins generate an overly coarse representation of the density, while
too many overfit the data and empty bins appear where dense regions are expected. The k
nearest neighbors (kNN) estimators circumvent a number of these issues. Here, the density
estimate for each point is the inverse radius of the smallest hyper sphere around the point
containing its k nearest neighbors, with k as smoothing parameter. However, they over-
estimate the density at the sampling boundaries. Estimators with continuous basis functions
such as Gaussian kernel density estimation (KDE)27 have been shown to converge faster than
histograms on randomly sampled ideal distributions28 and overcome the shortcomings from
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discretization. The KDE estimates the density by placing a Gaussian around each point, thus
greatly overfitting the data in terms of parameters, since the number of parameters for a set
of N points are N + 1, one bandwidth (smoothing parameter) and N means. However, the
efficiency of continuous and discrete estimators on non-ideal distributions sampled by MD
simulations along a free energy landscape remains to be elucidated. Moreover, overfitting
poses a big problem, regardless of the density estimator. A remedy is a Bayesian approach
that infers model parameters as well as the number of basis functions. Previously, Bayesian
inference has been utilized for estimating FE using discrete models24,25,29.
In this work, we propose a continuous and robust method for estimating the FE land-
scape to allow the comparison of the performance of different molecular dynamics algorithms
on the sampling of the calmodulin conformational ensemble. The problems of discretization
and parameter overfitting are circumvented by using Bayesian inference on a mixture of
Gaussians. We construct a functional that measures the probability of an estimated density
given a set of trajectories, and quantitatively assess the quality of different density estima-
tion methods. First, a toy model in the form of a 1D FE landscape with uneven features
is studied, Figure 1 a). To disentangle the effect of continuity and inference on the number
of parameters, this density estimation is compared to (1) histogramming, (2) KDE, and
Bayesian inference on (3) a step function and (4) kNN. Then, extensive calmodulin simula-
tions are considered, where our robust estimator is used to compare the sampling efficiency
of T-REMD and REST with regular MD simulations of calmodulin.
2 Bayesian inference of free energy landscapes
To obtain the free energy along an arbitrary reaction coordinate, the corresponding density
is estimated from n trajectories, ξ := (ξk)nk=1, by maximizing the probability of our model
density, ρ, given the data, P (ρ| ξ). Trajectory ξk consists ofNk sampled points, ξk := (xj)Nkj=1.
The model density is a sum ofM basis functions with corresponding amplitudes a := (ai)Mi=1.
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Figure 1: a) The true toy model with its corresponding free energy landscape in grey. The
FE is calculated at a temperature of 300 K. b) The toy model density estimated with the
GM method.
The amplitudes are positive and sum up to one, owing to probability density properties.
In the discrete case (compare to histograms) the basis functions are indicator functions,
centered at histogram bins. In order to obtain a continuous profile, however, we choose
Gaussian kernels with equidistantly spaced centers at µ := (µi)Mi=1, and standard deviation
σ. The density is then
ρa,µ,σ(x) :=
M∑
i=1
ai√
2piσ2
e
−(µi−x)
2
2σ2 . (2)
A visual representation of this type of Gaussian mixture distribution is shown in Figure 1
b).
2.1 Estimating amplitudes
As a first step, we model the underlying probability distribution with Gaussian kernels of
fixed centers and standard deviation, while the amplitudes are estimated. The distribution,
ρa,µ,σ(x), that best approximates the real probability distribution is found by maximizing
the probability of observing ρa,µ,σ given trajectories, ξ, from MD simulations, P (ρa,µ,σ| ξ).
Using Bayes theorem,
P (ρa,µ,σ| ξ) = P (ξ| ρa,µ,σ)P
prior(ρa,µ,σ)
P (ξ)
. (3)
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The trajectories are obtained from simulations of different starting configurations, and are
therefore independent from each other, P (ξ| ρa,µ,σ) =
∏n
k=1 P (ξk| ρa,µ,σ). The P (ξ) is a
normalization constant, because it does not depend on ρ and we take the prior, P prior(ρa,µ,σ),
to be uniform.
The expression, P (ξ| ρa,µ,σ), is simplified further through assuming that P (ξ| ρa,µ,σ) =
c
N∏
j=1
P (xj| ρa, µ, σ), where c is a constant and N =
∑n
k=1Nk is the total number of points.
If the trajectory data points are completely uncorrelated, c = 1. However, to utilize the full
trajectory data, we take all data points into account. The correlation from sampling close
time points is represented in c. We consider a single trajectory of m = Nk points and make a
first order approximation to Langevin dynamics by assuming that the trajectory is generated
through a diffusion on a fixed FE landscape. The probability of observing this trajectory
given the landscape is Pρa(x) := P ((xj)
m
j=1|ρa,µ,σ), with Pρa(xj) = ρa,µ,σ(xj). Using the
properties of diffusion processes, Pρa(x) is
Pρa(x) = Pρa(xm| (xj)m−1j=1 )Pρa((xj)m−1j=1 ) = (4)
Pρa(xm| xm−1)Pρa(xm−1| xm−2)Pρa((xj)m−2j=1 ) = (5)
ρa,µ,σ(x1)
m−1∏
j=1
Pρa(xj+1|xj), (6)
where the transition probability from xj to xj+1 is described by Pρa(xj+1| xj) = Pr(xj →
xj+1)ρa,µ,σ(xj+1). The propagator, Pr(xj → xj+1), with its spatially dependent shape,
denotes the probability of moving towards xj+1 from xj , while ρa,µ,σ(xj+1) is the probability
of ending up at xj+1. The probability of observing the trajectory then becomes
P (x| ρa,µ,σ) =
m−1∏
j=1
Pr(xj → xj+1)
m∏
j=1
ρa,µ,σ(xj). (7)
The propagator term,
m−1∏
j=1
Pr(xj → xj+1), is independent of ρa,µ,σ, therefore constant. The
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problem of estimating the amplitudes using all N points is reduced to
argmax
a
N∑
j=1
log
(
P (xj| ρa, µ, σ)
)
subject to
M∑
i=1
ai = 1
ai ≥ 0, i = 1, . . . ,M.
(8)
The Bayesian formulation allows for outlining the aforementioned assumption. Note that
although not explicitly stated, these assumptions are also present in histogramming.
To obtain a flat profile for equal amplitudes, σ = 0.71∆µ, where ∆µ is the constant
spacing between the Gaussians. ∆µ is defined by the point interval and the number of
basis functions. The optimization problem is solved iteratively, and the initial guess for the
amplitudes is taken as the KDE evaluated at the basis function means with a σ bandwidth.
The FE is estimated along two selected CVs as described in Section 3.4.
2.2 Estimating the number of basis functions and error estimation
The estimated energy profiles are affected by the number of basis functions in the Gaussian
mixture (GM). As the number of bins in a histogram determines the accuracy of the distribu-
tion approximation, so does the number of Gaussians. Too few Gaussians result in too coarse
representations, while too many result in overfitting. An optimal number of basis functions,
M , allows the description of the data to be detailed enough while not overfitted. To estimate
M , the trajectory is divided into a training set and a validation set, where the training set
is used for estimating the amplitudes. The number of basis functions is computed through
predictive inference on the validation set. Using Bayes theorem as before, M is found by
searching through possible values of M and maximizing the probability of observing the val-
idation points given the current estimated distribution, P (ξ| ρa,µ,σ) =
∏Nval
j=1 P (x
val
j | ρa,µ,σ).
The standard error of the free energy inference is estimated based on the independent
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MD trajectories. The T-REMD and REST simulations yield one trajectory each. For this
reason, pseudo-independent trajectories are constructed by dividing the trajectories into
three blocks and discarding the number of frames corresponding to the decorrelation time
between the blocks. When M is a free parameter, it is found for each individual trajectory
before computing the standard error.
3 Methods
3.1 Estimation of a known free energy landscape
To investigate performance of the proposed GM method, it is compared to histogramming,
KDE and kNN using a toy model where trajectory data is sampled from this known dis-
tribution. Figure 1 a) shows the toy model density together with its FE landscape at a
temperature of 300 K.
To compare the obtained density estimators when using Bayesian inference, we quantify
their accuracy, stability and predictive power as mean error to the true profile, estimated
standard error and validation set log-likelihood, respectively. In the case of step functions,
to obtain a comparable mean error to the true profile, the function was approximated by a
linear interpolation between bin centers. The mean true error and log-likelihood for kNN
were also estimated through interpolation between the points.
3.2 Calmodulin system preparation and equilibration
Two different binding states were evaluated in this project; holo and apo calmodulin. The
simulations started from the structures of 3CLN30 (holo) and 1LKJ31 (apo). Charmm-
gui32,33, was used to build the two systems, where the protein was solvated in a box of 21099
water molecules. The holo system was ionized with 75 sodiums and 60 chlorides, while the
apo system contained 83 sodium and 60 chloride ions, which corresponded to 0.15 M NaCl.
Charmm36 was used as the protein force field34, while TIP3P35 was used for the water force
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field. For the calcium, the modified parameters of Charmm27 force field from Marinelli and
Faraldo-Gomez36 was used.
The minimization was carried out for 5000 steps. Then, the system was equilibrated for
50 ps in an NVT ensemble with strong harmonic restraints on the protein atoms. Finally,
the box was scaled and pressure relaxed with the Berendsen algorithm37, while gradually
releasing the position restraints for 350 ps.
3.3 Molecular dynamics simulation parameters
The protein was simulated in an NPT ensemble with a pressure of 1 atm and 2 fs time
step. The short-ranged electrostatic interactions were modeled with a 1.2 nm cutoff where
the switching function started at 1.0 nm, and the long-ranged with PME38. Nose-Hoover
thermostat39, and isotropic Parinello-Rahman barostat40 were applied. Hydrogen bonds
were constrained with LINCS41.
To compare the three methods, the same amount of total trajectory length was used
for MD, T-REMD and REST simulations. Seven MD simulations were run at a constant
temperature of 303.5 K, with an aggregated trajectory length of 5 µs. For T-REMD and
REST, 25 replicas of 200 ns of simulation time each were used, for a total of 5 µs. The replicas
of T-REMD spanned a temperature range of 299.13-326.09 K, while the REST replicas were
simulated at temperatures between 300.0-545.0 K.
The temperature ranges for REST and T-REMD were chosen using the ”Temperature
generator for REMD simulations” 42, considering only the protein for REST. Exchanges be-
tween neighboring replicas were attempted every 2 ps, where half of the replicas were involved
in each attempt.
The REST simulations were performed with the Plumed 2.3b43 plug-in patched with
Gromacs version 5.1.244, where the charge of the atoms in the hot region were scaled, as
well as the interactions between the two regions and the proper dihedrals45. Analysis was
carried out only on the protein heavy atoms with the first four residues in the apo structure
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removed, since those were missing from the holo structure. To compare the efficiency of
T-REMD and REST compared to MD trajectories, simulations of the same total required
computing power are applied to holo (Ca2+-bound) and apo (Ca2+-free) calmodulin.
3.4 Collective variables for calmodulin description
Calmodulin consists of 148 residues that form two globular domains, with two EF-hands
(helix-loop-helix motif) each, connected by a flexible linker46. To compare how well regular
MD, T-REMD and REST perform on Calmodulin, free energies are estimated along two
CVs, one global and one local concerning the linker movement.
The global metric is the difference in distribution of reciprocal interatomic distances
(DRID)47 with respect to the holo crystal structure (3CLN)30. In DRID, a conformation
is assigned a feature matrix, vk ∈ R3×N . N is the number of center points, which in this
case are the Cα:s of all residues. The inverse interatomic distances between all points to the
center points are computed and the distribution of these distances is used to define three
features for each centre, where the first feature is the mean, the second is the square root of
the second central moment and the third is the cubic root of the third central moment. The
difference between configuration k and holo is then
DRIDholo =
1
3N
N∑
i=1
‖v(·,i)k − v(·,i)0 ‖, (9)
where v(·,i)k denotes the feature vector of the ith center point in vk, and v0 is the holo feature
matrix.
The local CV is backbone dihedral angle correlation (BDAC) of the linker. The cor-
relation of a configuration, k, is calculated residue-wise with respect to the holo crystal
structure,
BDAC =
1
4N
N∑
i=1
(
cos(ϕ
(i)
k − ϕ(i)0 ) + cos(Ψ(i)k −Ψ(i)0 ) + 2
)
, (10)
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where, ϕ(i)k , Ψ
(i)
k are the backbone dihedral angles of residue i in the current frame, while
ϕ
(i)
0 , Ψ
(i)
0 are the corresponding angles in the holo crystal structure.
The DRID feature vector and the backbone dihedral angles used for computing BDAC
were obtained using MDtraj48.
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Figure 2: The upper row shows the estimated FE profiles from a) histogram, b) KDE and
c) GM method on 10 trajectories of 200 sampled points each. The lower row shows the
estimated FE profiles from d) histogram, e) KDE and f) GM method on 10 trajectories of
100 sampled points each. The theoretical FE profile is shown in grey for comparison. The
histogram and GM distributions consist of 20 equally spacedbasis functions with fixed σand
the sampled points are shown as black lines above the plots. The dashed lines represent the
estimated standard errors.
4 Results and discussion
The toy model of known distribution (Fig. 1.a)is used to compare the FE profiles obtained
from histogramming, KDE, kNN and the GM method. The result is displayed in Figure 2,
where 20 basis functions or bins were used on 10 trajectories of 200 a)-c) or 100 d)-e) sampled
points each. The KDE used Gaussian basis functions and a bandwidth of σ, the standard
deviation of the GM Gaussians. The profiles agree well with the theoretical FE. Interestingly,
the continuity of KDE and GM allows for more stable estimations where the data is sparse,
11
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Figure 3: The estimated FE profiles from Bayesian inference with a,d) step function, b,e)
kNN and c,f) Gaussian mixture. The number of basis functions is found through predictive
inference. The number of nearest neighbors, k, is inferred similarly. The data used in the
upper row consisted of 10 trajectories of 200 sampled points each, whereas the bottom row
sampled 10 trajectories of 800 points. The sampled points are shown as black lines above
the plots and the dashed lines represent the estimated standard errors. The theoretical FE
profile is shown in grey for comparison.
which can be observed in the higher energy regions. The effect of sampling less points, which
is equivalent to increasing the number of basis functions, is observed in Figure 2. Specifically,
empty bins are observed in the histogram and in the GM, overfitting is observed in the form
of extra minima and maxima.
Predictive inference is then used to deduce the number of basis functions, M for the step
funcion and GM models and for the number of nearest neighbors, k, in the case of kNN.
Figure 3 shows the estimated profiles of a step function, kNN and GM when sampling 200
points from the theoretical distribution, as well as the corresponding results when sampling
800 points. For each estimated profile, we quantify the accuracy (mean error to the true pro-
file), stability (estimated standard error) and predictive power (validation set log-likelihood).
The figures again highlight the difference in accuracy between the discrete and continuous
methods, where the GM method gives better results. The heavy tails of the kNN result
in a decrease in both accuracy and predictive power, although it succeeds in capturing the
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uneven features of the free energy profile. Furthermore, the discretization problems are also
visible in the step function (or histogram), where the stability (estimated standard error) is
worse than the stability of GM. Predictive inference is computationally costly but reduces
overfitting. Here, GM with predictive inference gives the most robustly estimated FE pro-
file. Note that we did not carry out KDE bandwidth estimation with predictive inference
since GM has less parameters to be fitted. Although greatly overfitting the data in terms
of number of basis functions, KDE is considerably faster than the GM method, while still
giving a smooth estimate as opposed to the histogram.
Confident in the robustness of the methodology, we use the GM method for estimating
the profiles along some CVs of calmodulin simulations in order to compare the sampling
abilities of MD, T-REMD, and REST.
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Figure 4: The FE profiles estimated using the predictive inference GM method for the holo
a)-b) and apo c)-d) along a,c) linker BDAC, and b,d) DRIDholo. Purple curves correspond
to the estimated FE profile obtained with MD, blue with T-REMD, and green with REST.
The number of Gaussians is estimated through predictive inference.
A direct comparison of the simulation methods’ abilities to explore the FE landscape is
seen in Figure 4. The inferred M is larger for more corrugated landscapes where extensive
sampling is obtained (Tables ??-??). Furthermore, we see that using the GM method on
this MD data results in a higher stability compared to Bayesian inference on a step function
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(Figures ??-??). REST is more efficient than T-REMD and MD for sampling the holo state,
which is expected considering the much broader temperature span of REST. When studying
the apo state, it is not obvious which of the methods is the most efficient among the three.
Therefore, the FE landscapes are investigated in further detail in their corresponding 2D
representations, seen in Figure 5.
Apo
d) MD e) T-REMD f) REST
Holo
a) MD b) T-REMD c) REST
Figure 5: The 2D FE landscapes for holo a)-c) and apo d)-f) simulations, with linker BDAC
on the x-axis and DRIDholo on the y-axis. The three columns correspond to a,d) MD, b,e)
T-REMD, and c,f) REST. The number of Gaussians is found through predictive inference.
REST indeed outperforms both T-REMD and MD in terms of sampling the holo confor-
mational space. Observing the T-REMD FE landscape, one may notice that the T-REMD
temperature span (299.13 - 326.09 K) may not be enough for obtaining good sampling of
calmodulin and higher temperatures would be needed instead. The exchange probabilities
for T-REMD and REST were about 35 and 22%, respectively. Since an exchange probability
as low as 20% s appropriate, the T-REMD temperature span could have been slightly broad-
ened, yielding more efficiency. The calmodulin system size, however, is relatively small and
because the number of replicas needed to span a temperature span grows with system size,
T-REMD would not be more efficient than MD for larger systems. On the contrary, REST
only considers the protein which allows for larger temperature spans and thus efficiency even
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in larger systems.
In contrast to holo, one can see that MD outperforms T-REMD and REST, especially
along DRIDholo for the apo state. The FE profiles show that these CVs almost lack barriers
and therefore good sampling may not be obtained by enhanced methods, but rather by sam-
pling longer time scales. Since MD does not require the use of parallel replicas, a comparable
computer time allows for the sampling of longer trajectories and thus better sampling. This
implies that the process of exploring the apo configurational space is dominated by diffusion.
5 Conclusions
A method based on Bayesian inference for estimating the free energy landscape along an
arbitrary reaction coordinate was proposed and used for comparing the efficiency of enhanced
sampling methods to regular MD when sampling the conformational space of calmodulin.
The Bayesian estimation method consistently yielded the lowest mean true error in the toy
model compared to histogramming, KDE and kNN. KDE is fast and thus appropriate for
obtaining a first and fast initial guess of the density profile.
The GM method with predictive inference instead provided a more robust estimate and
avoids overfitting. Furthermore, the continuous nature of the GM method provided better
estimates where the data was sparse, compared to discrete methods. A future extension to
the model will be to use an adaptive basis function grid resulting in more basis functions in
high density regions and fewer in regions of low density.
Applying the Bayesian estimation method to calmodulin simulations showed that REST
sampled the conformational energy landscape of holo-calmodulin more efficiently than T-
REMD and regular MD, due to the ruggedness of its FE landscape. On the contrary,
regular MD was more efficient than both T-REMD and REST in the case of apo-calmodulin
due to the lack of barriers in the landscapes. Hence, the diffusion properties of the FE
landscape determines the sampling method effectiveness. The surprising finding that the
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holo (protein-binding) calmodulin configuration is dominated by a much more rugged FE
landscape than the apo conformation suggests that the holo state adopts distinct, well defined
states which may facilitate binding to other proteins through reduction of the entropic cost
of binding, whereas the apo calmodulin would be less likely in a correct binding pose due to
the diffusiveness of the FE landscape.
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