Abstract: The aim of this paper is to discuss one of the most interesting and unsolved problems of the real series theory: rearrangements that preserve sums of series. Certain hypothesis about combinatorial description of the corresponding permutations is presented and basic algebraic properties of the family S 0 , introduced by it, are investigated.
Introduction
Two basic problems are dominating in the theory of real series rearrangements. The first one concerns a combinatorial description of permutations which preserve convergence of rearranged series, i.e. permutations of N such that for every conditionally convergent series Quite simple combinatorial descriptions of permutations ∈ P (and also of functions : N → N) preserving convergence of rearranged series can be found in Levi [6] , Agnew [1] , Pleasants [7, 8] , Schaefer [9] , Garibay-Greenberg-Reséndis-Rivaud [2] , Guha [3] , Wituła et al. [14, 17] . The papers [18] [19] [20] present more profound combinatorial descriptions of permutations, they are a start point of this paper.
Recall that according to Agnew's characterization, a permutation is convergent if there exists = ( ) ∈ N such that the set (I) can be partitioned into at most non-adjacent intervals of N, for every interval I of N. Wituła's characterization of the functions : N → N preserving convergence of -rearranged series [11] is in the spirit of the above Agnew's characterization: let : N → N, then convergence of any real series implies convergence of ( ) iff there exists a positive integer = ( ) such that for any interval I of N there exists a partition I 1 I
2
I of I, with ≤ , with the following properties:
(i) the set I is an interval of N,
(ii) the restriction of to I is a one-to-one map, (iii) the set (I ) is a union of at most MSI, for every = 1
. MSI is an abbreviation of "mutually separated intervals".
Definition 1.1.
We say that a nonempty set A ⊂ N is a union of MSI (or of at most MSI) if there exists a family I of (or at most of ) intervals of natural numbers which form a partition of A and dist(I J) 2 for any two different I J ∈ I.
From now on, only the intervals of N (segments of N) will be discussed.
Combinatorial descriptions of permutations preserving sums of rearranged series are unknown. The aim of this paper is to formulate certain hypothesis concerning this characterization. The hypothesis is: the subfamily S 0 of P, see Definition 2.1, is the family of all permutations preserving sums of rearranged series. This hypothesis is based on the deep combinatorial grounds which are described in the next section. Nevertheless, even if this hypothesis does not hold, it seems the family S 0 is the most general subfamily of the family S in the sense of combinatorial description, since it contains all permutations preserving sums of rearranged series known in the literature.
The complement of S will be denoted by J, i.e. J = P \ S. The elements of J will be called, after Kronrod [5] , essential permutations. Essential permutations are, in a way, singular permutations because they possess a certain property (see Theorem 2.8 and the remark after it) dual in relation to the permutations preserving sums of rearranged series.
Basic concepts
In this section we introduce basic definitions, we also present some indispensable ideas and fundamental facts in the topic.
Definition 2.1.
We say that permutation ∈ P belongs to S 0 if there exists a positive integer = ( ) such that for every ∈ N there exist finite sets A B ⊂ N satisfying the following conditions:
3) each of the sets A and B is a union of at most MSI.
Remark 2.2.
Note that S 0 ⊂ S. Moreover, S 0 contains all permutations and functions preserving convergence of rearranged series established by Agnew and Wituła, respectively. Slightly generalizing Definition 2.1, one can easily introduce the corresponding family of functions : N → N preserving sums of -rearranged series (this subject will be investigated in a separate paper).
Additionally, we will distinguish some subfamilies of S 0 which determine a connection between S 0 and the group G generated by the family C of all convergent permutations. As it was proved by Pleasants [7] , G = P. Permutations ∈ P that are not convergent will be called divergent permutations, with the class of divergent permutations denoted
Denote by D( ), ∈ N, the set of all divergent permutations for which there exists an increasing sequence { ( )} of positive integers such that the set Moreover, define the families
The symbol • denotes here the composition of subsets of P, i.e.
B • A = {( • )( · ) = ( ( · )) : ∈ B ∈ A}
for any nonempty subsets A B of P.
We note that if ∈ CD 1 then there exists a divergent series with real terms such that the series ( ) is conditionally convergent, but if ∈ CC then for any series with real terms both series and ( ) are, simultaneously, either convergent or divergent. Furthermore, we have
for every ∈ N, which follow from the relations [15] 
Moreover, we get the following more compact relations describing families C and D :
By means of families C and D , ∈ N, one can describe the group G,
If P is a nonempty countable subset of P then there exists a real series and a permutation ∈ DD such that the series and ( ) are divergent for any ∈ P, whereas the series ( ) is convergent to zero. The same fact holds true for ∈ CD instead of ∈ DD (an easy technical proof of these facts will be omitted here).
For each nonempty subfamily A of P, by A −1 we denote the subfamily P defined as follows:
For every permutation of N we denote by t( ), ∈ N, the number of mutually separated intervals which form a partition of the set ( [1 ] ) and put t( ) = lim sup →∞ t( ). It is obvious that ∈ P is a convergent permutation iff t( ) < ∞.
We note also that the following theorem holds true, which is immediate from the definition of S 0 .
Theorem 2.3.
If ∈ P and lim inf
On the other hand, Hu and Wang [4] proved that there exists a sum-preserving permutation such that
One can easily verify that permutation satisfying (4), constructed in the proof of [4, Theorem 7] , belongs to S 0 . We will now present theorems concerning basic properties and connections between the families of permutations distinguished above.
Theorem 2.4.
The following equalities and inclusions hold true:
The set S 0 is not a group because of the equality S 0 • S 0 = P (see (ix)), even though S 0 is closed under the inverse operation (see (i)).
Remark 2.6.
Since C 2 ∩ J = ∅ [16, Example] and by (3),
thus, the family D 3 includes the essential permutations, i.e. D 3 ∩ J = ∅. Furthermore, from (vii) and C 2 ∩ I = ∅ we receive the relation
The above relation is also proved in [16] , but in a completely different way. Moreover, let us notice that it is not clear whether C 2 ∩ J = C 2 \ S is a "big" set, for example, whether it is true that (
One should emphasize the fact that no inclusions between families C and D , ∈ N, > 1, are known. The author assumes that all inclusions (1)-(3) are proper for each ∈ N (perhaps, adaptations of some Pleasants' arguments [7] could be useful for solving this problem).
Theorem 2.7.
The following equalities are true:
Equality (6) was proved by Kronrod [5] . Nevertheless, for completeness, we present below a proof of (6), but carried out in a different way. At the end we prove the important theorem announced in [13] .
Theorem 2.8.
Let ∈ P be an essential permutation. Then, for every α ∈ R and for every nonempty closed interval I ⊂ R ∪ {±∞}, there exists a conditionally convergent series such that
= α and σ ( ) = I where σ ( ) denotes the set of limit points of the series ( ) .
It should be added that the property described in the above theorem is not a typical property any more in S. For example, if is a convergent permutation or, more generally, it satisfies the condition lim inf →∞ t( ) < ∞, then the sum of arbitrarily given conditionally convergent series belongs to the set of limit points of the -rearranged series ( ) . 
Proofs
for every ∈ N. We note that for every ∈ N there exists ∈ N such that conditions (8) hold and, additionally, ) MSI, for each ∈ N. For every convergent permutation of N we denote here by c( ) the maximum of the number of MSI's of (I) where the maximum is taken over all bounded intervals I of N. Obviously, the following equality is true:
for every ∈ N. Similarly, the set 
for every ∈ N. From (9) and (10) Whereas, the equality γ (
Now, if we suppose that ∈ CC, then from (11) (or (12)) we get
which, together with (12), implies (iii) and (iv). Certainly, from (12) the inclusion (v) follows which implies (vi), whereas, from (13) the first one of the weak inclusions of (vii) follows: CD • S 0 • DC ⊂ S 0 , which implies the second inclusion of (vii):
Now, let us recall an equality proved by Stoller [10] ,
Since D(1)
for every ∈ N, one can easily deduce from above (basing on (14)) all equalities of (ix).
Proof of Theorem 2.7. (5) Since
(6) Let ∈ P. We will construct permutations 
where the subscript varies between 1 and 2
−2
over all ∈ N. Additionally, we put β 1 = 1 .
Let σ be an increasing map of the set ∈N I onto the set ∈N J . Certainly, by (16) , σ can be extended to a bijection between N and N. We put 
(it is possible in view of (15)). By (16), the extensions 1 and 2 onto the sets U and V , respectively, can be made anyhow, only the relation (17) is an increasing map of this interval onto the set (max I min
for every ∈ N. Additionally let us assume that the restriction of permutation to the set A is equal to the composition ψ . Then (A) = B and (N \ A) = N \ A. It remains to take
for every ∈ A and ( ) = (
By (20), (18) and (19) we have
and the set (max I + max I ] is a union of MSI, for every ∈ N, so ∈ D(1).
Furthermore, if we define the terms of series We have shown that P = J • D(1). Proof of the second equality of (7) can now be reduced to a single line: 
