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Abstract
In rough set theory, the accuracymeasure is an important numerical characterization that quantiﬁes the imprecision
of a rough set caused by its boundary region. However, it does not take into consideration the granularity of the
partition induced by an equivalence relation. Therefore, the imprecision of a rough set is not well characterized
by the traditional accuracy measure. This paper ﬁrst analyzes the limitations of the accuracy measure, and then
improves it by information theory. Finally, four theorems show that the improved measure has some good properties
and hence is more suitable to measure the imprecision of rough sets.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The theory of rough sets, proposed by Pawlak in 1982 [9], is amathematical tool to dealwith uncertainty
and vagueness in data. It is an extension of standard set theory, in which a pair of sets called lower and
upper approximations approximate a set. In the last few decades, many extensions of rough sets have
been proposed and the relations between rough set theory, fuzzy set theory, concept lattice theory, and the
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theory of evidence have been extensively studied [4,6,7,11–14]. Currently, rough sets are widely applied
in many domains, such as information retrieval, data mining, vibration analysis, intelligent agents, pattern
recognition, control theory, and signal analysis.
In rough set theory, rough set data analysis (RSDA) is based on the conviction that the knowledge about
theworld is available only up to a certain granularity, and that granularity can be expressedmathematically
by partitions and their associated equivalence relation. However, the traditional accuracymeasure does not
take into consideration the granularity of the partition induced by an equivalence relation. In some cases,
the imprecision of a rough set cannot be well characterized by the traditional measure. The applications
of rough sets in some domains are hence limited.
In order to improve the accuracy measure, this paper ﬁrst uses a graph, called ERG, to represent a
partition of a given universe, then characterizes its granularity by information theory, and ﬁnally proposes
an excess entropy based accuracy measure for rough sets. Four theorems in this paper show that the
improved measure has some good properties and hence are valid in measuring the imprecision of rough
sets.
2. Rough set theory preliminaries
Suppose U is a ﬁnite and non-empty set of objects called the universe and R is an equivalence relation
(or an indiscernible relation) deﬁned on U, i.e., R is reﬂexive, symmetric, and transitive. In the following
sections, [x]R denotes the equivalence class containing x, and the ordered pairK = (U, R) represents an
approximation space. Equivalence classes of R are also called elementary sets. The equivalence relation
R partitions the universe U into disjoint subsets. This partition of the universe U induced by R is denoted
by U/R. Clearly, U/R = {[x]R | x ∈ U}.
If X ⊆ U and R is an equivalence relation deﬁned on U, then the lower approximation (of X by R) is
deﬁned as
RX = {x ∈ U | [x]R ⊆ X}
and the upper approximation by
X = {x ∈ U | [x]R ∩X = ∅}.
Clearly, RX consists of all objects inU that certainly belong to X and RX consists of all objects inU that
possibly belong to X under the equivalence relation R. A rough set in K is the group of subsets of U with
the same upper and lower approximations. The area of uncertainty or boundary region is deﬁned as
BN(X) = RX − RX.
Boundary region represents the area which cannot be classiﬁed, neither to X nor to its complement. The
basic notions in rough sets are shown in Fig. 1.
As a numerical measure of imprecision, Pawlak deﬁnes the accuracy measure as the ratio
dR(X) = |RX| / |RX|, where X = ∅,
where | . | denotes the cardinality of a set. Clearly, 0dR(X)1. In fact, the imprecision of a rough set is
caused by its boundary region. The larger the boundary region of a set is, the larger the imprecision is. If
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Fig. 1. Basic notions of rough sets.
X is a union of some equivalence classes, we have R(X) = RX = X, and hence dR(X) = 1. ForX = ∅,
dR(X) = 0 if and only if R(X) = ∅, independent of its upper approximation.
3. An excess entropy-based accuracy measure
3.1. The limitations of Pawlak’s measures
An equivalence relation on U is a subset of the Cartesian product U × U . The set inclusion deﬁnes
an order on all equivalence relations on U. An equivalence relation P is said to be ﬁner than another
equivalence relation Q, if P ⊂ Q. A ﬁner relation produces smaller equivalence class than a coarser
relation, i.e., [x]P ⊂ [x]Q for all x ∈ U . In fact, the granulation structure induced by an equivalence
relation can be characterized mathematically by its associated partition. We say that a partition U/P is
ﬁner than another partition U/Q, if P ⊂ Q.
In fact, the granularity of the partition induced by an equivalence relation characterizes our knowledge,
or information, about objects in the universe [3]. The ﬁner the partition is, the more our information about
a particular object. However, the traditional accuracy measure does not consider the granularity of the
equivalence relation for those objects which are totally included in the lower approximation region. For
example, let U = {1, 2, 3, 4, 5, 6, 7, 8, 9} and let a set X be deﬁned as follows:
X = {1, 2, 3, 4, 5, 8}.
Consider three equivalence relations R1, R2 and R3, where their associated partitions are
U/R1 = {{1, 2, 3, 4}, {5, 6, 7}, {8, 9}},
U/R2 = {{1, 2}, {3, 4}, {5, 6, 7}, {8, 9}},
U/R3 = {{1}, {2}, {3}, {4}, {5, 6, 7}, {8, 9}}.
Then, the lower approximation and the upper approximation of X with respect to R1, R2 and R3 are
shown as follows:
R1X = R2X = R3X = {1, 2, 3, 4},
R1X = R2X = R3X = {1, 2, 3, 4, 5, 6, 7, 8, 9}.
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According to Pawlak’s deﬁnition, the accuracy with respect to R1, R2 and R3 are
dR1(X) = dR2(X) = dR3(X) = 49 .
Accordingly, a conclusion that the information about X with respect to R1, R2 and R3 are the same, can
be drawn. However, each equivalence class of R1 is the union of equivalence classes of R2, and each
equivalence class of R2 is the union of equivalence classes of R3. That is to say, the partition U/R3 is
ﬁner than U/R2, and the partition U/R2 is ﬁner than U/R1. Therefore, the knowledge about R3 is the
most, and the knowledge aboutR1 is the least. So, the traditional accuracymeasure needs to be redeﬁned.
In Refs. [1,2], Allen proposed an excess-entropy-based approach for measuring module cohesion and
module coupling and proved that themeasurement results of thesemetrics are consistentwith our intuition.
In this paper, we use excess entropy to measure the imprecision of rough sets. The measure consists of
following three steps:
(1) Construct an equivalence relation graph G(R) for an equivalence relation R deﬁned on U.
(2) Compute the excess entropy of G(R).
(3) Redeﬁne the accuracy measure.
Hence, the equivalence relation graph (ERG) is ﬁrst given as follows.
Deﬁnition 1. Let R be an equivalence relation deﬁned on U, then the ERG with respect to R is G(R) =
(N(R), E(R)), where N(R) = U and E(R) = {(x, y) |xRy}.
For any node v on an ERGG(R) = (N(R), E(R)), let the subgraph corresponding to v beG(R)(v) =
(N(R)(v), E(R)(v)), where N(R)(v) = N(R) and E(R)(v) = {(v, u) | (v, u) ∈ E(R) and u ∈
N(R)}. In the following sections, a row vector in the incidence matrix of G(R) is also called as a
row pattern. Let S(G(R)) be the set of all row patterns, i.e. S(G(R)) = {s| s is a row vector in the
incidence matrix of G(R)}, and let pG(R)si be the proportion of the pattern si ∈ S(G(R)) out of |N(R)|
rows in the incidence matrix of G(R). For v ∈ N(R), the row pattern index is a function L(G(R), v)
that gives the row pattern corresponding to v in the incidence matrix ofG(R), i.e. L : G(R)×N(R)→
S(G(R)). Therefore, if L(G(R), v) = si , then pG(R)si may be reformulated as pG(R)L(G(R), v).
If we model an ERG G(R) = (N(R), E(R)) as an information source and regard every row pattern
in the incidence matrix of G(R) as a message produced by the information source, then the entropy of
the information source is the following.
H(G(R)) = −
∑
si∈S(G(R))
pG(R)si log
p
G(R)
si
2 .
In fact, the probability of every row pattern is the division of the number of the row pattern occurred in the
incidence matrix of G(R) to the number of nodes on G(R). Therefore, H(G(R)) may be reformulated
as
H(G(R)) = −
∑
v∈N(R)
1
|N(R)| log
p
G(R)
L(G(R), v)
2 .
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If the entropy is multiplied by the number of nodes, |N(R)|, on the ERG G(R), then the minimum
description length is the following:
I (G(R)) = |N(R)| ×H(G(R)) = −
∑
v∈N(R)
log
p
G(R)
L(G(R), v)
2 .
Obviously, each row of the incidence matrix of G(R)(v) is a subset of the corresponding row of the
incidence matrix of G(R), where v is any node in N(R). Hence, the probability distribution of row
patterns in G(R) is the joint distribution of row patterns in all the G(R)(v). Since information theory
shows that the entropy of a joint distribution is less than or equal to the sum of the entropy of the
components, the excess entropy can represent the connectivity among all nodes on an ERG G(R), i.e.
Connection(G(R)) =
∑
v∈N(R)
I (G(R)(v))− I (G(R)).
Based on the above discussions, the roughness of an equivalence relation R can be deﬁned as follows.
Deﬁnition 2. Let the ERG with respect to an equivalence relation R deﬁned on U be G(R) = (N(R),
E(R)) and K(G(R)) be the complete graph corresponding to G(R), then the roughness of R is deﬁned
as
Rough(R) = connection(G(R))
connection(K(G(R)))
.
Deﬁnition 2 states that the roughness of R is the division of the connectivity among all nodes onG(R)
to that among all nodes onK(G(R)). Since connection(K(G(R))) = |N(R)|(|N(R)| − 1) log|N(R)|2 , the
roughness of R may be reformulated as
Rough(R) = connection(G(R))
|N(R)|(|N(R)| − 1) log|N(R)|2
.
Based on these deﬁnitions, the accuracy of a rough set X is redeﬁned as follows.
Deﬁnition 3. Let ∅ ⊂ X ⊆ U and R be an equivalence relation deﬁned on U, then the accuracy of X
with respect to R is DR(X) = 1− R(X)× rough(R), where R(X) = 1− |RX|/|RX|.
Apparently, the granularity of the partition induced by the equivalence relation R has been considered
in the new deﬁnition of accuracy. Compared with the original deﬁnition given by Pawlak, the computation
of the new numerical characterization is quite costly. For simplifying the computation, Theorem 4 is given
as follows.
Theorem 4. Let ∅ ⊂ X ⊆ U and R = {Xi | 1im}, where ⋃1 im Xi = U , and Xi ∩ Xj =∅ (1i, jm, i = j)
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(1) If |P1| = 0, then
DR(X) = 1− R(X)×

1−
∑
Xi∈P3 f (|Xi |)+ |P2|[2+ f (2)] − |P1| log
|P1|
|U ||U |
2
|U |(|U | − 1) log|U |2

 .
(2) If |P1| = 0, then
DR(X) = 1− R(X)×
[
1−
∑
Xi∈P3 f (|Xi |)+ |P2|[2+ f (2)]
|U |(|U | − 1) log|U |2
]
,
where f (y) = y(|U | − y) log(|U |−y)2 , P1 = {Xi ∈ R | |Xi | = 1}, P2 = {Xi ∈ R | |Xi | = 2},
P3 = {Xi ∈ R | |Xi | > 2}.
Proof. (1) LetG(R) = (N(R), E(R)) be the ERG of the equivalence relation R, where N(R) = U and
E(R) = {(x, y) | xRy}. For v ∈ N(R), it is easy to know that
p
G(R)
L(G(R), v) =


|P1|/|U | if v ∈⋃Xi∈P1 Xi,
2/|U | if v ∈⋃Xi∈P2 Xi,
1/|U | if v ∈⋃Xi∈P3 Xi.
Hence
I (G(R))=−
∑
v∈N(R)
log
p
G(R)
L(G(R), v)
2
=−(|U | − 2|P2| − |P1|) log1/|U |2 −2|P2| log2/|U |2 −|P1| log|P1|/|U |2
= |U | log|U |2 −2|P2| − |P1| log|P1|2 .
For v ∈ Xi
I (G(R))(v) =


0 if Xi ∈ P1,
−2 log2/|U |2 −(|U | − 2) log(|U |−2)/|U |2 if Xi ∈ P2,
−|Xi | log1/|U |2 −(|U | − |Xi |) log(|U |−|Xi |)/|U |2 if Xi ∈ P3.
Therefore
Connection(G(R))=
∑
v∈N(R)
I (G(R))(v) − I (G(R))
=
∑
Xi∈P3
|Xi |
[
|U | log|U |2 −(|U | − |Xi |) log(|U |−|Xi |)2
]
+
∑
Xi∈P2
|Xi |
[
−2+ |U | log|U |2 −(|U | − 2) log(|U |−2)2
]
−
[
|U | log|U |2 −2|P2| − |P1| log|P1|2
]
= |U |(|U | − 1) log|U |2 +|P1|
(
log|P1|2 −|U | log|U |2
)
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− 2|P2|
[
1+ (|U | − 2) log|U |−22
]
−
∑
Xi∈P3
|Xi |(|U | − |Xi |) log(|U |−|Xi |)2
since connection(K(G(R))) = |U |(|U | − 1) log|U |2 . Thus
Rough(R) = 1−
∑
Xi∈P3 f (|Xi |)+ |P2|[2+ f (2)] − |P1|
(
log|P1|2 −|U | log|U |2
)
|U |(|U | − 1) log|U |2
In this formulation, f (y) = y(|U | − y) log|U |−y2 . Therefore
DR(X) = 1− R(X)×

1−
∑
Xi∈P3 f (|Xi |)+ |P2|[2+ f (2)] − |P1| log
|P1|
|U ||U |
2
|U |(|U | − 1) log|U |2


(2) can be similarly proved. 
By Theorem 4, the following corollary can be easily concluded.
Corollary 5. (1) ∅ ⊂ X ⊆ U ∧ |U/R| = 1⇒ DR(X) = 0,
(2) ∅ ⊂ X ⊆ U ∧ |U/R| = |U | ⇒ DR(X) = 1.
We are convinced that the redeﬁned accuracy measure has some useful properties and is valid in
measuring the imprecision of rough sets. In order to illustrate this fact, a lemma proved by Allen is ﬁrst
introduced [1].
Lemma 6. LetG1 = (N1, E1) andG2 = (N2, E2). IfN1 = N2 andE1 ⊆ E2, then connection(G1)
connection(G2).
Lemma 6 means that adding an edge to a graph does not decrease its connection. Based on this lemma,
we have
Theorem 7. Let ∅ ⊂ X ⊆ U , R1 and R2 be two equivalence relations deﬁned on U. If R1 ⊆ R2, then
DR1(X)DR2(X).
Proof. Let G(R1) = (N(R1), E(R1)) and G(R2) = (N(R2), E(R2)) be the ERGs of R1 and R2,
respectively. Since R1 and R2 are two equivalence relation on U, so N(R1) = N(R2) = U . It follows
from the fact that R1 ⊆ R2 that if (x, y) ∈ R1, then (x, y) ∈ R2, i.e., E(R1) ⊆ E(R2). Therefore,
R1 ⊆ R2 states that connection(G(R1))connection(G(R2)). Due to R1 and R2 are two equivalence
relations deﬁned on U, connection(K(G(R1))) = connection(K(G(R2))) = |U |(|U | − 1) log|U |2 . It
follows that rough(R1)rough(R2).
On the other hand,R1 ⊆ R2means that for any element x inU, [x]R1 ⊆ [x]R2. Hence, we can conclude
that R1X ⊇ R2X and R1X ⊆ R2X, i.e., R1(X)R2(X). So DR1(X)DR2(X). 
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Specially, if R1 ⊂ R2, it is easy to conclude that DR1(X) > DR2(X). For a given rough set, the
value of its accuracy deﬁned by Pawlak is always between 0 and 1. Similarly, the value of the improved
accuracy of any rough set is always between 0 and 1, i.e. the following theorem holds.
Theorem 8. Let ∅ ⊂ X ⊆ U and R be an equivalence relation deﬁned on U, then 0DR(X)1.
Proof. Let two equivalence relations R0 and R1 on U be deﬁned as follows, respectively: for x ∈ U ,
[x]R0 = {x}, [x]R1 = U . It is easy to notice that any two elements in U are discernible under R0 and
that all elements inU are not discernible under R1. Apparently, for any equivalence relation R deﬁned on
U, R0 ⊆ R ⊆ R1 must hold. According to Theorem 7, DR1(X)DR(X)DR0(X). On the other hand,
Corollary 5 states that DR0(X) = 1 and DR1(X) = 0. Therefore, 0DR(X)1. 
According to Corollary 5 and Theorem 8, if all elements in a given rough set are indiscernible, then its
accuracy has the minimum 0. On the contrary, if any two elements in a given rough set are discernible,
then its accuracy has the maximum 1.
For the union and intersection on sets, the following theorem holds.
Theorem 9. Let ∅ ⊂ X ⊆ U , ∅ ⊂ Y ⊆ U , and R be an equivalence relation deﬁned on U, then
(1) RX = RY ⇒ DR(X ∩ Y ) max{DR(X), DR(Y )},
(2) RX = RY ⇒ DR(X ∪ Y ) max{DR(X), DR(Y )}.
Proof. (1) In terms of rough sets, we have
R(X ∩ Y ) ⊆ RX ∩ RY,
RX ∩ Y = X ∩ Y .
So
R(X ∩ Y ) = 1− |R(X ∩ Y )| / |R(X ∩ Y )|
= 1− |RX ∩ RY | / |R(X ∩ Y )|
 min{1− |RX|/|RX|, 1− |RY |/|RY |}
= min{R(X), R(Y )}.
Therefore, DR(X ∩ Y ) max{DR(X), DR(Y )}. 
4. Case study
Consider the set X in Section 3.1 and the equivalence relationR1. Fig. 2(a) shows the ERGG(R1)with
respect to R1, Fig. 2(b) shows its corresponding incidence matrix, and Fig. 2(c) illustrates row patterns
and the corresponding probability.
Therefore
I (G(R1)) = −7 log1/92 −2 log2/92 = 26.529 bits.
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Fig. 2. Information on X with respect to R1: (a) G(R1), (b) The incidence matrix of G(R1), and (c) The index and probability.
Fig. 3. G(R1)(v) corresponding to v (v ∈ N(R1)): (a) G(R1)(1), (b) G(R1)(2), (c) G(R1)(3), (d) G(R1)(4), (e) G(R1)(5),
(f) G(R1)(6), (g) G(R1)(7), (h) G(R1)(8), and (i) G(R1)(9).
G(R1)(v) corresponding to v (v ∈ N(R1)) is shown in Fig. 3. The excess entropy of those sub-graphs
are calculated as follows, respectively
I (G(R1)(1)) = I (G(R1)(2)) = I (G(R1)(3)) = I (G(R1)(4)) = 16.920 bits,
I (G(R1)(5)) = I (G(R1)(6)) = I (G(R1)(7)) = 13.020 bits,
I (G(R1)(8)) = I (G(R1)(9)) = 6.878 bits.
Hence
Rough(R)= connection(G(R))
|N(R)|(|N(R)| − 1) log|N(R)|2
= 0.412.
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Thus, the accuracy of X related to R1 is the following:
DR1(X) = 0.771.
Similarity, the accuracy of X related to R2 is
DR2(X) = 0.859.
The accuracy of X related to R3 is
DR3(X) = 0.917.
Therefore, DR1(X) < DR2(X) < DR3(X). It is obvious that the imprecision of X with respect to a
different equivalence relation is well characterized.
5. Conclusions
The traditional accuracy measure does not consider the granularity of the partition induced by an
equivalence relation. Therefore, the imprecision of a rough set caused by its boundary region is not well
characterized. In this paper, we propose an excess entropy based accuracy measure. It is easy to know
that the improved measure overcomes the limitations of traditional accuracy measure. In future work, we
expect to study the mathematical characteristics of information similarity (see, e.g., [5,8,10]) and then
apply the mutual information in information theory to the measure of accuracy. On the other hand, we
would explore the conversion from rough sets to intuitionistic fuzzy sets and use the similarity measures
in intuitionistic fuzzy sets to measure the imprecision of rough sets.
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