Abstract. This paper presents asymptotics for the weakly self-avoiding walk, that is the random walk in the hypercubic lattice Z d , where every self-intersection is penalized by a factor 1 − λ. Here λ > 0 is a (small) parameter and the dimension d is greater than or equal to five.
Introduction and Results

1.1.
Introduction. In the middle of the 80s, Brydges and Spencer [3] introduced the lace expansion as a method to study the weakly self-avoiding walk (also known as 'Domb-Joyce model'). The term 'weakly' refers to a model where self-intersections are not completely forbidden, but penalized by a factor 1 − λ for every selfintersection, where λ > 0 is a (small) parameter. They developed a perturbative method to prove diffusive behavior for this weakly self-avoiding walk above four dimensions. The lace expansion is a kind of recursive expansion which leads to a renewal type of equation for the two-point functions. For the convenience of the reader, the lace expansion is shortly derived here in Appendix B, a discussion in detail can be found in [13] . Similar expansions have now found widespread applications in probability theory, like in percolation theory [9] , branched polymers and quite recently also for superprocess approximations of interactive particle systems. For the self-avoiding walk, Hara and Slade [7, 8] have actually been able to prove the diffusive behavior in dimensions larger than four for the fully self-avoiding case (that is λ = 1). However, their argument is still perturbative and relies on computerassisted estimates of a number of constants.
In 1997, van der Hofstad, den Hollander and Slade [10] presented an inductive approach to the lace expansion and used it to prove a local central limit theorem for the 'elastic' weakly self-avoiding walk, a model in which the penalty for selfintersections decreases in time.
The main result of this paper is a general central limit theorem for distributions defined by certain renewal type equations. The conditions of the theorem are taylored to make an application to the weakly self-avoiding walks very easy. We expect, however, that slight modifications of the result can also be applied to other problems, for instance in percolation theory. The theorem does not quite give a local central limit theorem. In fact, a local CLT in the strong sense cannot be true for self-avoiding walks 1 , and we think our main result comes as close as possible to such a local theorem. In addition, we give good error estimates and Gaussian tail estimates which have not been obtained by other methods. The earlier approaches to the lace expansion always depended on taking (complex) Laplace transforms in time, and then inverting the transform. The latter is a notoriously difficult problem. The inductive approach presented in [10] avoided the use of this time transformation, but still works mainly in Fourier space. The same is true for [11] , where van der Hofstad and Slade generalize and simplify the inductive approach. We here present a new perspective on these problems. The main new feature of the method is that it works with a fixed point argument directly in Z d . This fixed point method identifies the diffusive behavior in a very transparent way as a perturbation of the CLT for standard random walks. In fact, we do not reprove the CLT for standard random walks, but we show that the diffusive behavior remains stable under the type of perturbations we consider, by showing that certain fixed points in a suitable space of sequences of distributions remain asymptotically close to the normal distribution. To work directly in Z d also has considerable advantages for the applications to self-avoiding walks, mainly because the diagrams appearing in the lace expansion are easiest to estimate by two-point functions in Z d .
1.2.
The Objects of the Weakly Self-Avoiding Walk. We begin by introducing the two-point functions C n for the weakly self-avoiding walk. For x ∈ Z d we set (1 − λU st (ω)), (1.1) where the sum is over all n-step simple random walk paths ω from 0 to x, while Here, loops of the walk are penalized with a factor 1 − λ. We have the fully selfavoiding walk for λ = 1, while for λ = 0 it is the simple random walk. We will usually suppress the λ-dependence in our notation.
The lace expansion is a renewal type equation for the two-point functions. It involves a function Π m , defined in (B.5), which we will call 'lace function'. The expansion is the recursion formula stating that for all x ∈ Z d we have
Π m * C n−m (x), (1.2) where D denotes the law of one step of a simple random walk, that is, (We will always denote measures by capital letters and the corresponding total mass by the appropriate lower case letter.) Furthermore we will always write ϕ η for the d-dimensional normal density with covariance matrix η · Id d , that is,
2η . The general results proved in the sections 2 and 3 can be applied to the weakly self-avoiding walk (λ small enough) in dimensions above four. This is stated in the following theorem. The first part recovers the result of Brydges and Spencer [3] . The second part presents a pointwise comparison of the probabilities C n (x)/c n with a normal density and gives strong error estimates. 
and n ∈ N such that n − x 1 is even, 2 we have
The constants α, µ and δ are positive and depend on λ and d, whereas ν and K only depend on the dimension.
Note that for 'large' x the right-hand side of (1.5) is bounded by a multiple of n −1/2 ϕ nν (x) alone. For |x| ≤ O(n 1/2 ) the leading term in the error bound is the second part, which is of order O(n −d/2 ) near zero. The constants α, µ and δ are identified in terms of c n and π m at the end of section 4.
1.3. Strategy and Motivation of the Approach. The strategy of the proof is to split the problem into two parts: In the first step we show the existence of the connective constant µ and the diffusion constant δ and we determine their exact form. Given these parameters, we can write down the proper normal density to approximate the distributions themselves. So in the second step we only have to estimate the error of the approximation. Several difficulties arise in this approach. The constants we want to determine in advance are given only implicitely as series in terms of c n and π n (the total mass constants of the 'lace functions' Π n ). In particular, we need the total mass values of the n-step weakly self-avoiding walk for each natural n. So at first it seems impossible to determine the constants without knowing quite a lot about the distributions themselves. We deal with this difficulty by treating the whole sequence of mass constants as one object instead of studying the constants separately for each n. The idea of working in this kind of sequence spaces was taken from Grübel [6] . We can define an operator on some appropriate sequence space such that the sequence satisfying the recursion formula of the lace expansion is a fixed point of this operator. Once we have chosen space and operator properly, the Banach fixed point theorem yields the desired properties of the sequence. The second step is organized as follows. To start we define a discrete random vector, whose variance is given by the diffusion constant from the first part. Then we consider the measures of the weakly self-avoiding walk as perturbations of the simple random walk whose single steps are given by the random vector defined above. We again use a fixed point argument to control the the errors of the approximation, this time working in some sequence space of measures rather than of real numbers. To give the fixed point arguments, the sequences we investigate shouldn't grow exponentially. So first we cancel the exponential growth of the mass constants for both the two-point and the lace functions: For m ≥ 2d we define the function
Let b m denote the total mass of B m . Inserting (1.6) into (1.2), we obtain the following recursive identities (from now on suppressing x in the notation):
Now suppose that C n grows exponentially, that is, C n equals µ n A n with some µ > 0 such that a n = x∈Z d A n (x) tends to some α = 0 when n tends to infinity. This µ is called connective constant. The identities above lead to the following equations:
If the sequence (a n ) is converging to a limit α > 0 and if the b n decay fast enough, we can let n tend to infinity in (1.8) to find
and therefore we have for the diffusion constant µ,
By substituting this into (1.8) we obtain a n = a n−1 − λ
This derivation in mind, we will prove the existence and uniqueness of such a sequence by a Banach fixed point argument in section 2, under the hypothesis that the b m decay fast enough.
Given the sequence (a n ) and specific pointwise estimates of B m (x), we will obtain pointwise approximations for A n (x) in dimension d ≥ 5 in section 3. This central limit theorem with error estimates is our main result. The theorem is proven for sequences satisfying a slightly generalized version of (1.7).
In section 4 we prove the right behavior of the lace expansion terms, insuring that we can indeed apply the fixed point arguments to the weakly self-avoiding walk.
2. Determining the Mass Constants 2.1. Existence and Uniqueness. Let (b m ) m∈N be a realvalued sequence with
In this section we will prove the following result:
There is a λ 0 = λ 0 (β) > 0 such that for all λ ≤ λ 0 there exists a unique sequence (a n ) n∈N0 with a 0 = 1 and a
We will prove this proposition with a fixed point argument, but first we introduce some notation. Let (l ∞ , . ∞ ) be the Banach space of bounded real valued sequences g = (g n ) n∈N0 with the supremum norm. The difference operator ∆ :
Furthermore, define the operator ∼ on sequences by
We will apply the Banach fixed point theorem to the operator ∼. In the three following lemmas we prove that the necessary conditions are fulfilled.
where we used (2.3) in the last line. Note that the value 3/2 in the lemma is chosen to keep the constants simple. An analogous statement holds as long as L is bounded away from one.
Proof. We have to show:
To see (i), let g ∈ D L be given. We know g 0 = g 0 = 1. According to (2.4) we have
We can estimate the absolute values of the three summands individually. The first one can be treated analogously to (2.4),
Very similarly we obtain for the second one
and for the third
Since both g and h are in D L and λ ≤ 1 6βL , this yields
We still have to show the completeness of the space. This is stated in the next lemma. Proof. Clearly the set {g ∈ l ∞ : g D < ∞} is a linear subspace of l ∞ . Now let (g (m) ) m∈N be a Cauchy sequence in this space. Since
) m∈N is also a Cauchy sequence in (l ∞ , · ∞ ). Therefore it has a limit g ∈ l ∞ , and it suffices to show that g D < ∞.
Since the difference operator ∆ is continuous on l ∞ , for each n the term (∆(g − g (m) )) n ∞ will tend to zero (as m → ∞). Now choose a subsequence (g
The closedness of D L follows from an analogous argument.
Proof of Proposition (2.1). Using lemmas 2.2 -2.4, the Banach fixed point theorem yields for small enough λ the existence and uniqueness of an element a ∈ D L with a = a. Furthermore, the repeated iteration of ∼ with starting point (1, 1, 1, . . . ) converges to a. As long as L ≥ 3/2, the value of L has an influence only on the upper bounds for λ. This proves the proposition.
2.2.
Limit and Convergence Speed. Now we investigate the limit and the convergence behavior of this 'fixed sequence' in a more particular setting. By choosing L = 3/2 we obtain for all λ ≤ 1/(9β) a sequence a with a 0 = 1, ∞ n=1 |(∆a) n | ≤ 1/2 and for all n ∈ N a n = uµ −1 a n−1 + λ n m=1 a m b m a n−m ,
where
Since a is bounded and ∞ n=2 |b n | < ∞, uµ −1 is finite. Note also that for all n ∈ N 0 we have 1/2 ≤ a n ≤ 3/2.
We now want to investigate the limiting value α = lim n→∞ a n . Since the difference sequence of a is absolutly summable, α exists, and we have
Now consider for fixed n ∈ N (recall (2.1)):
Letting n tend to infinity in (2.5), we obtain
which yields
In case we know the rate of decay of the b m , we can determine the speed of the convergence a n −→ α more precisely. The following corollary states a result that we will need in the next section. 
then we get a decay of order n −1−ε for the difference sequence ∆a. More precisely we have
where K is a positive constant not depending on λ or β ′ . In particular we have another constant K such that
Proof. Using (2.5), both estimates can be easily seen by induction.
Local Estimates in High Dimensions
We now turn to estimates not only for the normalization constants, but for the measures on Z d themselves. In particular, we are interested in the following question: If we consider the measures as perturbations of the distribution a sum of independent, identically distributed random vectors, then how big is the pointwise difference between the measure and the appropriate normal density? Having in mind the high-dimensional self-avoiding walk, we will not expect a proper local central limit theorem to hold: There will always be correction terms of order n
near zero, since zero is the starting point of the walk. What we obtain is Gaussian decay for the perturbative errors on the whole Z d , improved by a factor of n
for large x.
In this section, we will show the pointwise estimates in a more general context. Supposing some specific pointwise bounds for the distributions B n , it is possible to show local estimates for the measures A n in five or more dimensions. In the next section we will show that the lace functions in the weakly self-avoiding walk case have the necessary properties.
We begin by introducing some notations: Let the space M be defined as the set of the symmetric, rotationally invariant, signed real valued measures on Z d with existing 'variance', that is,
G symmetric in each coordinate and rotationally invariant}.
Here and hereafter, we denote by x 2 the square of the euclidean norm of
By S we denote the space of sequences with elements in M, that is,
From the first section recall the equation (1.7),
Here we will investigate a slightly different sequence (A n ) with
where u > 0 is a fixed constant (u = 2d in (1.7)). We suppose S ∈ M is a nondegenerate 3 and aperiodic 4 probability measure of bounded range. More precisely, we have a constant ℓ ′ ≥ 1 such that S(x) = 0 for all x with |x| > ℓ ′ . For simplicity we also assume that the 'variance' s is greater or equal one. This condition is not necessary, but convenient, since many constants depend on the lower bound of the involved variance. Note that the distribution D from (1.7) is not aperiodic: For technical reasons we will give the proof for aperiodic measures only, and afterwards discuss the twoperiodic case to which the self avoiding walk belongs. For the whole section, the dimension d is greater or equal to five. K denotes a positive constant depending on d and ℓ ′ only. The value of K may change from line to line, whereas ν ≥ 1/(2d) is an adjustable parameter and will be determined later. Now let B ∈ S be an sequence with B 0 ≡ 0 and with
uniformly for all m ≥ 1 and x ∈ Z d . We abbreviate the notation by writing
and define
We have (recall d ≥ 5)
Here we used that as long η ≥ 1/2d, we have
which is stated and proved in Lemma A.4 in the appendix. In particular, since d ≥ 5, the condition on β from the last chapter is fulfilled, that is, β = ∞ m=1 m|b m | ≤ Kβ ν . In fact, the b n fulfill even the stronger condition from Corollary 2.5 for ε = 1/2 and
For λ small enough, Proposition 2.1 and Corollary 2.5 now yield the existence of a unique sequence (a n ) n∈N0 with a 0 = 1 and
Using these a n , we are now in the situation to define the sequence (A n ) of signed measures on Z d properly by (see (3.1))
The reader might worry that there is a problem caused by the ambiguous use of a n , which denotes the nth term of the given fixed point sequence on one hand and the total mass of A n on the other hand. But by summing up (3.4) over x ∈ Z d , we see immediately that the normalization constant of A n in fact is the given a n . We will use the following abbreviations:
With these notations we have
where α is the limit of the sequence (a n ) (see (2.6) ). In addition we know that 1/2 ≤ a n ≤ 3/2 for all n ∈ N 0 , and that α − a n = O(n −1/2 ), which results from Corollary 2.5. The key parameter of the following approximation is the constant
which will turn out to be the right diffusion constant for the asymptotic probability law A n (x/ √ n)/a n . We always assume λ to be small enough to ensure that
Since s ≥ 1, we have in particular δ ≥ 1/(2d). Now we can state the main result of this thesis: Theorem 3.1 (Local Estimates, aperiodic case). The sequence (A n ) n∈N0 defined in (3.4) , has the following property: There exist λ 0 > 0 small enough such that for all λ ∈ (0, λ 0 ) and for all x ∈ Z d :
where K and ν are positive constants depending on d and ℓ ′ only. (In particular they do not depend on the sequence (B m ) at all.)
We will prove this theorem by using the Banach fixed point theorem again. First we introduce the adequate Banach space. To keep the notation as simple as possible, we define χ n by
In particular, we suppress the ν-dependence of χ. For G ∈ S we define the 'χ-weighted' norm
whenever these suprema are finite. Finally we define the set Proof. By choosing an enumeration of N 0 × Z d we can identify W with a linear subspace of l ∞ . Since for all n ≥ 1 the function χ n is bounded above by a constant K, we have
Using (3.8), the argument proceeds in the very same way as in the proof of Lemma 2.4.
In the next step, we have to determine the contraction operator for the fixed point argument. This process will be more subtle than it was in section 2. First we take an aperiodic probability measure E in M with covariance matrix δ · Id d . We can construct such a measure by taking the distribution S and shifting a small amount of the probability to vectors of length ℓ ′ + 1 (if dδ ≥ s) or to zero (if dδ < s). In this way, the range of E is bounded by ℓ
We use this E to define an appropriate contraction operator: For G ∈ S, the operator G → G is given by the following recursion:
The sequence (A n ) that we have defined in (3.4), is obviously a fixed point of ∼. We will show that it is asymptotically close to the distribution of a sum of i.i.d. random vectors with law E. We will use the following lemmas:
Lemma 3.3. Let G n := a n E * n and ν ≥ 1/(2d) big enough. Then
where the constant K depends on the dimension d and ℓ ′ only.
The proofs of the two lemmas are very similar. Straightforward calculation allows us to rewrite G n in two different ways:
and
These expressions can be viewed as perturbations of the respective first term. The proofs of the lemmas now consist of error estimates for the sums appearing as perturbation terms.
Proof of Lemma 3.3. According to (3.9) it suffices to show that for all n
The strategy of the proof is to approximate the discrete distributions E * n by fitting normal densities and use their Taylor expansion to obtain the desired bounds. There are several error terms to control.
We use Lemma A.1 to obtain an approximation for E * n . For ν ′ = ν ′ (d, ℓ) large enough, the lemma yields
where P 4 is a polynomial of degree four. The coefficients of P 4 are rational functions of the moments of E up to order four. We now fix ν as the maximum of √ 2ν ′ and 6/d. In particular, together with (3.6) this yields ν ≥ 3δ, which we will use later for the error estimates.
To simplify the notation, we use the following abbreviations:
We split the left-hand side of (3.11) into several parts, which will be estimated separately:
Before we start to estimate the various sums, we want to state some facts that we will use extensively in this proof. Sums of the form n l=1 l ε for some real ε are normally estimated by majorizing them with the appropriate integral t ε dt. Double sums like
′ are bounded by splitting them in two parts l ≤ n/2 and l ≥ n/2 and treating the halves separately.
Another often used inequality yields an upper bound on the discrete folding ϕ η * ϕ θ (x) def = y∈Z d ϕ η (y)ϕ θ (x − y) of two normal densities. We have
uniformly for all x ∈ Z d and η, θ ≥ 1/(2d). This inequality is proven in Lemma A.5 in the appendix.
A last remark worth making is that for positive constants l, l ′ and m with l ≤ l ′ ≤ m l we have
for all x ∈ Z d . This simple fact is obtained by bounding the first factor and the exponential term in ϕ lη (x) separately. Now we come back to, or rather start with, (3.14). We go from bottom to top and start with bounding (3.14d). A direct consequence of Lemma A.1 is that E * n ≤ Kϕ nν ′ . So we obtain
In the last step we used the fact, that -in five and more dimensions -the sum n −d/2 n k=1 kϕ kν is bounded above by χ n , which can easily be seen by splitting the sum. We use (3.12) to see
where we used in the last line that n/2 ≤ n − (m − k) ≤ n (and therefore
S is a signed measure of bounded steplength. Now we come to (3.14a) . Recall the definition of X l in (3.13) , that is
Now we come to (3.14a) . We analyze the terms separately, using Lemma A.2 and Lemma A.3. We write P 2 (z) for the polynomial z 2 /δ − d.
From (A.7) we obtain
Now we apply first (A.10) and then (A.7) to obtain
We insert (3.15) and (3.16) into (3.13) and obtain
Using the recursion formula for a l and the decay rate of b m = O(m −d/2 ) (see (3. 3)), we obtain
). More precisely, we have |α − a n | ≤ λβ ν Kn −1/2 and therefore
where we used (3.3) again and the fact that ν = ν(d, ℓ) has already been fixed and can thus be bounded by a constant K. The error term R l in (3.17) is given by
We use the local error estimates in lemmas A.2 and A.3 to estimate the various terms. We have
since |Y l | has bounded steplength. Analogously we can show the same decay for the second term of (3.20a).
On the other hand, we bound (3.20b) using (A.9) to obtain
where we used ν ≥ 3δ in the second to last step. Analogously we can show that (3.20c) and (3.20d) are bounded by λβ ν Kn −2 ϕ nν (x) and λβ ν Kn −3/2 ϕ nν (x), respectively. We bound (3.20e) with (A.11) by
where we used ν ≥ 3δ to obtain the second to last line. For (3.20f) an even better bound without the l 1/2 -term results analogously.
Combining the different estimates, we can bound R l by
Considering this together with (3.18) and (3.19), we can finally bound (3.14a):
This proves Lemma 3.3.
Proof of Lemma 3.4.
Let G with G 0 = 0 and G W := sup n,x χ n (x) −1 |G n (x)| < ∞ be given.
We want to prove that for small enough λ we have G W ≤ κ G W for some κ < 1. According to (3.10) , it is sufficient to show that for all natural n
Once we know this, we can fix K and choose λ so small that λ(1 + β ν )K is strictly smaller than one. Since G n−l ≤ G · χ n−l , it suffices to show that
The proof of this estimate is somewhat tedious, but similar to the preceding one. We take the same ν and we will split the sum in the very same way as before. Again we use some abbreviations to keep the notation as readable as possible:
The left hand side of (3.21) is split in the following parts, which will be estimated separately:
We again start with the last term. First we split χ n−l into (n − l) −1/2 ϕ (n−l)ν and
j ϕ jν . We treat the resulting parts of (3.22d) separately. For the first part this leads to
For the second part we split the sum and find
≤ β ν Kχ n , and finally
Thus (3.22d) ≤ λβ ν Kχ n is shown. In order to estimate (3.22c), we use (3.12) again, obtaining
and therefore
Analogously, we have
The remaining part, (3.22a), will be treated like (3.14a) in the proof of the last lemma, using Lemma A.2 and Lemma A.3. Again we write P 2 (z) for the polynomial
For the second sum, we use (3.16) after having replaced n by l everywhere. We obtain
which results from an argument very similar to the one which led to (3.18) and (3.19 ). This time the error term R
These terms are bounded in exactly the same way as the corresponding ones in formula (3.20). So we obtain
Combining these estimates yields
Now we have the necessary tools to prove Theorem 3.1:
Proof of Theorem 3.1. First recall the space W = {G ∈ S : G W < ∞} and write W 0 for {G ∈ W : G 0 ≡ 0}. For the moment, we refer to the sequence (a n E * n ) n∈N0 as E. The following considerations always assume that λ is small enough. Lemma 3.3 yields E − E ∈ W 0 . From Lemma 3.4 we know that ∼ is a contraction on W 0 . Since ∼ is linear, the Banach fixed point theorem now yields the existence of a unique fixed point in E + W 0 . With other words, we have a unique sequence A of symmetric measures on Z d with
This sequence obviously is the sequence (A n ) n∈N0 defined in (3.4). Since as a direct consequence of Lemma A.1 we have
the estimate (3.7) now results by choosing λ 0 = λ 0 (d, β ν ) small enough.
To end this section, we briefly discuss the periodic case. Assume that S and the sequence (B m ) m∈N0 are two-periodic (that is, B m (x) = 0 whenever m and x 1 do not have the same parity). By (3.4), the periodicity transfers to the whole sequence (A n ). In order to use the same arguments as in the aperiodic case, we have to define a periodic probability measure E ′ so that we can approximate A n by (E ′ ) * n . If the diffusion constant δ (see (3.5) ) is greater or equal to 1/d, this can be done easily. So let S ∈ M be a two-periodic distribution of bounded range less or equal ℓ ′ . Furthermore let (B m ) ∈ S be a two-periodic sequence which obeys (3.2) and has parameter δ (resulting from this sequence by (3.5)) greater or equal to 1/d. Then we have Theorem 3.5 (Local Estimates, two-periodic case). Under the above assumptions, the sequence (A n ) defined by (3.4) , has the following property: There exist λ 0 > 0 small enough and ν > 0 big enough such that for all λ ∈ (0, λ 0 )
where n is taken to have the same parity as x 1 and K is a positive constant depending only on d and ℓ ′ .
Proof. Replace the aperiodic E by the periodic E ′ everywhere. Instead of using (3.12), apply a periodic version of Lemma A.1, namely
whenever x 1 and n have the same parity. The rest of the proof for the aperiodic case carries over word by word (with the constants suitably adapted).
Note that if δ is smaller than 1/d, we have a problem with our construction. A symmetric and rotationally invariant, twoperiodic probability measure on the lattice Z d with variance smaller than 1/d simply does not exist. Possibly this case can be covered by choosing a more delicate contraction operator. The weakly self-avoiding walk is spreading faster rather than slower compared with the simple random walk. Therefore the speed of its diffusion is greater or equal to the one of the simple random walk. This means δ ≥ 1/d. Instead of giving this heuristic argument one can calculate for small λ the leading term in δ (use (4.4) and (B.9) as well as (B.11)), which is larger than 1/d. Therefore it will be possible to apply Theorem 3.5 to the weakly self-avoiding walk as soon as we have shown that the lace functions have the desired decay property (3.2) . This is the content of the next section.
Application to the Weakly Self-Avoiding Walk
We now come back to the specific context of the weakly self-avoiding walk, where the main objects of study are the two-point functions C n with total mass c n . Recall that they satisfy the lace expansion formula (1.2) , that is
Π m * C n−m .
Decay Behavior.
We still have to show that the methods in the last chapters can in fact be applied to the weakly self-avoiding walk. This means that we have to show that Π m /(λc m ) really has the behavior we assumed for B m in section 3. 
Proof. The argument uses induction on m. As in section 1, we define B m (x) def = Π m (x)/(λc m ). We freely use the results of appendix B. We have Π 1 (x) = 0 and hence B 1 ≡ 0 too. Now consider Π 2 : There is only one lace of length two, namely {02}. Therefore we have by (B.9) and (B.10)
On the other hand, we calculate easily (recall (1.1) and (1.3)) c 2 = 2d(2d − λ).
So we have
Now we come to the induction step: Fix m ≥ 3 and assume that
This sequence satisfies the hypothesis of Theorem 3.5. Thus we obtain a sequence (Ā n ) n∈N0 of measures with
whenever n has the same parity as x 1 . As long as λ is small enough, the positive constants K and ν do not depend on L.
DefiningC n def =μ nĀ n and using (4.1) as well as the fact thatδ ≤ ν and both are of comparable size, we havē
where L 1 is a positive constant that we fix for the rest of the proof. SinceB n equals B n for all n < m, we also haveC n = C n for n < m. This can easily be seen by induction.
Now we consider Π m . Recall from Lemma B.2 that
and therefore where π k as usual denotes the total mass of Π k . Now we apply Lemma B.2 to the π k . We obtain |π k | ≤ λKL 1μ k k −d/2 and insert this in equation (4.3) . This leads to
Using this in equation (4.2) yields
The lemma now follows by choosing L large enough.
Proof of Theorem 1.1. Using Lemma 4.1, the second part of the theorem follows directly from Theorem 3.5. In view of (3.3), the first part is a consequence of Corollary 2.5.
Identification of the Involved Parameters.
For the convenience of the reader we give a little survey of the parameters involved in Theorem 1.1. The following formulas were first derived by Brydges and Spencer [3] (see also [13] and [10] ).
The connective constant µ satisfies the identity
The limit α of the mass constants a n is given by
and for the diffusion constant δ we have
These formulas are obtained by substituting b m = π m /(λc m ) and a m = µ −m c m into (1.9), (2.6) and (3.5), respectively.
Appendix A. A LCLT and Discretization Estimates
In order to make the fixed point argument in section 3, we need good local approximations of a general symmetric random walk and quite specific discretization estimates of d-dimensional normal densities. We state and prove these in the following lemmas. Lemma A.1 is a local central limit theorem. It controls the pointwise distance between a symmetric random walk and the appropriate density. This result is proven by standard large deviation techniques. Lemma A.2 expands the discrete folding of a normal density with a symmetric signed measure on Z d . Lemma A.3 expands the density itself in the variance variable. Both Taylor expansions are easily calculated. In addition we give two estimates concerning the discretization of normal densities. The first one, stated in Lemma A.4, gives a simple bound for the total mass and the 'second moment' of a discretized normal density. The second one compares the discrete folding of two normal densities with their continuous folding. This is the content of Lemma A.5. As in the whole thesis, ϕ η denotes the density of the centered normal distribution on R d with covariance matrix η · Id d , that is, 
The coefficients of the polynomial depend (rationally) on the moments of G up to order four, whereas K and ν ′ can be choosen independently of the specific law of G, depending only on d and ℓ.
Proof. The proof of the lemma combines standard large deviation properties with the approximation of G * n (x) obtained by tilting the measure.
Standard large deviation theory (see for example [4] ) yields a large deviation principle with entropy function I for the laws of G * n (x/n). Let S G denote the convex closure of the set of points with non zero G measure. Then I is convex on R d and even strictly convex on int S G , that is, the interior of S G . Outside S G , I equals +∞. The function t → ∇ log Z(t) is an analytic diffeomorphism from R d onto int S G (for a proof see [4] , page 261). Therefore, for any ξ ∈ int S G , there exists a unique t ξ ∈ R d with ∇ log Z(t ξ ) = ξ. Clearly ∇ log Z(0) = 0 and ∇ 2 log Z(0) = E. For ξ ∈ int S G , we have I(ξ) = t ξ · ξ − log Z(t ξ ). Evidently, I(0) = 0. Because of symmetry, the odd partial derivatives of I vanish at zero. A simple computation yields ∇ 2 I(0) = E −1 , and the fourth derivatives at zero depend only on the second and fourth moments of G. Now denote by G t for t ∈ R d the tilted measure
Using this, we see that for ξ def = x/n ∈ int S G , we can write
Since G is symmetric and non degenerate (remember η ≥ 1/(2d)), the boundary of S G is bounded away from zero. Thus for |ξ| ≤ n −5/12 we have ξ ∈ int S G for almost all n. Hence it is enough to prove the estimate for ξ ∈ S G , since we can cover the finite number of remaining cases by choosing K large enough.
So let ξ = x/n ∈ int S G with |ξ| ≤ n −5/12 . Using Taylor expansion for I at zero, we obtain
where T (k) denotes a polynomial containing kth order terms only. The coefficients of the polynomial are rational functions of the moments of G up to order four.
On the other hand, G t ξ has mean ξ and covariance matrix E ξ , depending analytically on ξ with E 0 = E. Because of symmetry reasons, the gradient of E ξ vanishes at zero.
We now estimate G * n t ξ (x) using a local central limit theorem. According to Bhattacharya/Rao [2] (Corollary 22.3) , we know
Q r are the so called Edgeworth polynomials. They are formal polynomials, consisting of partial derivatives of the normal density in R d with mean zero and covariance matrix E ξ (to keep the notation simple we suppress the ξ-dependance of Q r ). In Q r , only derivatives of order r + 2, r + 4, . . . , 3r appear (see [2] , Lemma 7.1). The coefficients of Q r depend on the moments of G t ξ up to order r + 2. Since ξ = x/n, there is only Q r (0) appearing in (A.4). Q 1 and Q 3 vanish at zero, because the odd derivatives of centered normal densities do so. Q 0 is the centered normal density with covariance matrix E ξ itself, so Taylor expansion yields Q 0 (0) = (2πη)
In the Taylor expansion of Q 2 , the odd terms vanish likewise, and we obtain
, where the constant K and the error term depend only on the moments of G up to order four. Therefore (A.4) simplifies to
Inserting (A.3) and (A.5) in (A.2) yields
where P 4 is a polynomial of degree four with even order terms only. This yields the desired estimate whenever ν ′ ≥ η.
Case |ξ| ≥ n −5/12 :
Proof. Using Taylor expansion and the symmetry of G we obtain
which is (A.7a) after inserting ∆ x ϕ nη (x) =
. Analogously, first order Taylor approximation leads to equation (A.7b). Now we come to the proof of the error estimates. We write P (k) to denote some polynomial of order k. The forth partial derivatives of ϕ nη are functions of the form n −2 P (4) (./ √ n)ϕ nη and therefore bounded by K(d, η)n −2 ϕ √ 2nη . Similarly, the second partial derivatives of P 2j (./ √ n)ϕ nη are of the form n −1 P (2j+2) (./ √ n)ϕ nη and bounded by K(d, η, j) n −2 ϕ √ 2nη . This implies (A.9). To prove (A.8), we use the fact that for z with |z| ≤ ℓ we have ϕ √ 2nη (x − z) ≤ Kϕ 2nη (x) with K depending on d, η and ℓ, but not on n.
On the other hand, for a fixed polynomial P 2j of degree 2j, j ∈ N 0 :
for some θ ∈ (n−k, n). Estimates for the error terms are given by
Proof. Here we use one dimensional Taylor expansion for ϕ nη (x) as a function in n to write
which implies (A.10a) by using
Keeping only the constant term of the Taylor approximation leads to (A.10b). To prove the error estimates, we first observe that the second derivative (with respect to θ) of ϕ θη (x) is of the form θ −2 P (4) (x/ √ θ)ϕ θη (x) and therefore bounded by K(d, η)θ −2 ϕ √ 2θη (x), while the first derivative of θ −1 P 2j (x/ √ θ)ϕ θη (x) has the form θ −2 P (2j+2) (x/ √ θ)ϕ θη (x) and bounded by K(d, η, j)θ −2 ϕ √ 2θη . Again, P (k) stands for a polynomial of order k. Splitting the function ϕ and replacing θ separately by n − k in the first factor and by n in the exponential term leads to (A.11).
Lemma A.4. Assume η ≥ 1/(2d). Then there exists a constant K depending only on the dimension d, such that
The first inequality for general dimension follows immediately from this estimate, because the sum over Z d of the density values equals the dth power of the sum over Z of the values of the one dimensional normal density with variance η.
The second inequality follows from the first one by using
which comes from the fact that (x 2 /η) exp(−x 2 /(2η)) can be bounded uniformly in
Proof. Let I
, and denote by y + I d the shifted cube. Then
by Jensen's inequality. Note that for t ∈ I d we have t 2 ≤ d/4, so that
because we assumed that η, θ ≥ 1/(2d). Therefore
Appendix B. The Lace Expansion
This section contains standard material on the lace expansion in the first subsection and bounds for the lace expansion terms in the second one. The lace expansion was introduced by Brydges and Spencer in [3] and discussed in detail by Madras and Slade in [13] . The following overview consists of the minimum necessary to make this thesis selfcontained. The first part is taken more or less literally from van der Hofstad, den Hollander and Slade [10] . Given a connected graph Γ, the following prescription associates to Γ an unique lace L Γ : The lace consists of edges s 1 t 1 , s 2 t 2 , . . . , with t 1 , s 1 , t 2 , s 2 , . . . determined (in that order) by
Given a lace L, the set of all edges
where U st (ω) = δ ω(s),ω(t) . Now we define for integers 0 ≤ a < b
Then we can write
where the sum is over all n step simple random walk paths from 0 to x. Expanding the product in the definition of K[a, b](ω), we get
We also define an analogous quantity, in which the sum over graphs is restricted to connected graphs, namely,
This allows us to define the 'lace functions', which are the key quantities in the lace expansion:
The identity in (1.2) now follows from the following lemma.
Lemma B.1. For n ≥ 1,
Proof. It suffices to show that for each path ω we have (suppressing ω in the formulas):
Then (B.6) is obtained after insertion of (B.7) into (B.2) followed by factorization of the sum over ω. To prove (B.7), we note from (B.3) that the contribution to K[0, n] from all graphs Γ for which 0 is not in an edge is exactly K [1, n] . To resum the contribution from the remaining graphs, we proceed as follows. When Γ does contain an edge ending at 0, we let m[Γ] denote the largest value of m such that the set of edges in Γ with at least one end in the interval [0, m] forms a connected graph on [0, m]. We lose nothing by taking m ≥ 2, since U a,a+1 = 0 for all a. Then resummation over graphs on [m, n] gives
With (B.4) this proves (B.7).
We next rewrite (B.5) in a form that can be used to obtain good bounds on Π m (x). For this, we begin by partially resumming the right-hand side of (B.4), to obtain (1 − λU s ′ t ′ ). (B.10) B.2. Bounds on the Lace Functions. In this section, we obtain bounds on Π m (x). A first part will provide the standard bounds in terms of C n (x), the twopoint functions of the appropriate weakly self avoiding walk after n steps. In the second part we will obtain specific bounds by assuming a Gaussian decay of the C n (x). In this case good bounds result easily from the Cauchy-Schwarz inequality.
There is only one lace on [0, m] consisting of exactly one edge, namely {0m}. Therefore we have for N = 1:
m (x) = δ 0x ω:0;0 |ω|=m 0≤s
(1 − λU s ′ t ′ (ω)) ≤ δ 0x The lemma now follows by inserting (B.22) into (B.9) and choosing λ small enough.
