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Abstract 
Stieltjes considered sums of reciprocals of differences of zeros of a solution of a homogeneous second-order linear 
differential equation. Here we re-examine the derivation of these sums with a view to extending the class of differential 
equations to which the theory applies and including sums involving the zeros of the derivatives as well as those of the 
polynomials themselves. 
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1. Introduction 
Stieltjes [20] (see also [21,Ch. 6]) considered sums of the form 
Sm,j = ~ '  (zj - Zk)-" ,  (1.1) 
k 
m = 1, 2, . . . ,  j = 1, 2, . . . ,  N, where {Zk} are the zeros of a solution of homogeneous second-order 
linear differential equation. (Here, and in what follows, the prime (') appended to a sum or product 
indicates that the singular term (k = j  in (1.1)) must be omitted.) Thus for example, for the zeros 
Xl . . . .  , x,  of the nth Hermi te  polynomial ,  we have 
~,  __1  - xj, j = 1 , . . . ,  n, (1.2) 
k=l  Xj  - -  X k 
while the corresponding result for the Jacobi polynomials is 
n ~,  1 17+1 l f l+ l  
k=lX j - -Xk  21- -X j  21+X i j= l ,  n. (1.3) 
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Such equations may be used to get various kinds of information about the zeros in question. At 
a very elementary level, we can see from (1.2), for example, that if the zeros of the Hermite 
polynomial H,(x )  are listed in increasing order, then (x,  - Xk)-  1 < X,, k = 1,..., n -- 1. Stieltjes 
used (1.3) to show that the zeros of the Jacobi polynomials decrease (increase) as ~ (fl) increases; ee 
[14] for a more general result. 
Interest in such sums was revived by the work of Calogero and co-workers on integrable 
many-body systems; ee [1] for references. Unified approaches to the sums (1.1) have been provided 
in [2, 6, 13]. Some of the results of [2] have been extended to multiple zeros in [12]. The sums (1.1) 
are closely related to formulas (so-called "sum rules") for sums of the form 
Zk"; (1.4) 
k 
see [3, 6, 23]. 
Our purpose here is to re-examine the derivation of the sums (1.1) with a view to extending the 
class of differential equations to which the theory applies and including sums involving the zeros of 
the derivatives as well as those of the polynomials themselves. Formulas for (1.4) are referred to in 
the literature [23] as Newton sum rules. We will use the term Stielt jes sum rules for formulas of the 
type (1.1). 
2. Extensions of the Stieitjes theorem 
Consider the differential equation 
Ai(x) y~"-i)(x) = f (x ) ,  (2.1) 
i=0  
where the coefficients Ai and f belong to C°°( - 0% oe). Suppose that (2.1) has a monic polynomial 
solution y(x)  with simple zeros at Xk, k = 1 , . . . ,  N .  (We remark that whenever (2.1) has 
a polynomial solution, it may be made monic by the multiplication of f (x )  by a suitable 
constant.) 
For each j ( = 1 .... , N), set 
yj(x)  = 1--[ (x - xk), so  y (x )  = yAx) (x  - xj). (2.2) 
kej 
As in [2], we see that 
y¢r)(xj) = ry~ r- x)(xJ), r ~> 1, (2.3) 
so that Eq. (2.1) becomes, after division by y' and evaluation at x = xj, 
n-1 y}n- i -1)(Xj)  f (x j )  
(n -- i )A i (x j )  - . (2.4) 
i=o yj(xj) y'(xj) 
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We define, as in [2], for m = 1,2,. . . ,  
N 
S~.,j(x) = Y (x -  xO -m 
k=l  
and 
(2.5) 
N 
Sm,j ~" Sm, j(xJ ) = E (xj - Xk) -m = E '  (xj -- Xk) -m. (2.6) 
k=l  k 
k~j  
It is easy to check that 
y)(x) x=x~ yj(x) = SI,j (2.7) 
and, more generally, 
(y~(x)~s' ~x~ y-~j  = ( -  a)~s!S~+ 1,j, S : 0, 1 , . . . .  (2.8) 
The ratio y}'~(x~)/yj(xj) can be computed easily from the recurrence relation (obtained by differenti- 
ation): 
Y s(xj) y~°(xj) Y~r+ l)(xj) d y~r)(x) + (2.9) 
yj(xj) dx yj(x) x=x~ yj(xj)yAxj)" 
This gives, for instance, 
y)'(xj) 
yj(xj) =-S2 , j  + S ~,~ 
and 
yT'(xj) 
yj(xj) = 2S3"j -- 3SI , jS2, j  + S3,j .  (2.10) 
Eq. (2.9) enables us to compute, recursively, the coefficients of (n - i)Ai(xj) in (2.4). 
Using the relation 
S's,j(x) = -sSs+ 1,j(x), 
we obtain the following Stieltjes sum rules for the zeros of the 
differential equation in the cases n = 2, 3 and 4: 
(2.11) 
polynomial solution of the 
2Ao(xj)Sl,j + Ax(x j )  - f(xj) y'(xj)' (2.12) 
3Ao(xj)[S2,j --  S2, j ]  + 2A i (x j )S I , j  + A2(x j )  = f(xj) 
y'(xj) (2.13) 
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and 
_ f (~)  4Ao(~)[S~ d - 3Sl,jS2,j + 2S3,j] + 3AI(~)[S~,j - S2,i] + 2A2(~)S1,j + A3(~) y,(~).  
(2.14) 
A possible use of (2.12) and (2.13), etc. is the following. If we know that y satisfies a second-order 
homogeneous differential equation, then by differentiation it also satisfies differential equations of 
orders 3, 4 , . . . .  For the zeros of y, we can get the sums SI,j from (2.12). Then, using the third-order 
equation, we can get the sums $2,~ from (2.13), etc. 
3. Mixed Stieltjes sum rules 
The above techniques can be used to find sums of the kind just considered but involving the zeros 
of the derivatives of a polynomial solution of a differential equation as well as those of the 
polynomial itself. Here we restrict the discussion to the second-order differential equation 
Ao(x)y"(x)  + A l (X)y ' (x)  + Az(x )y (x )  = f (x ) .  (3.1) 
As before we write 
N 
yj(x) = H (x - Xk), SO y(x) = yj(x)(x -- Xj), (3.2) 
k=l  
k~j 
and now, in addition, 
N-1  
~j(x) = N H (x - tk), SO y'(x) = ~j(X)(X -- tj). (3.3) 
k=l  
k#j  
From y"(tj) = )Tj(tj), we obtain, by evaluation of (3.1) at x = t i, 
NAo(t j )  H '  (tj - t , )  + A2(ti) H (tj - -  x , )  = f ( t i ) .  
k k 
(3.4) 
This almost obvious relation involving products can be replaced by a mixed sum rule in the 
following way. 
The differential equation (3.1) links y~(x) and y(x): 
Ao(x)[y j (x)  + p)(x)(x  - tj)] + Al (x )p j (x ) (x  - tj) + A2(x)y(x)  = f (x ) .  (3.5) 
Using 
~)(x) N-1 1 
-E  y2(x) ~= 1 x - tk 
k~j  
(3.6) 
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and evaluating Eq. (3.5) at x = xs after division by (x - ti)37~(x), we obtain for s = 1, . . . ,  N, 
N- 1 1 f (Xs) 
Ao(xs) ~ - -  + Al(Xs) - • (3.7) 
k = 1 Xs -- tk y'(x~) 
4. Applications to classical orthogonal polynomials and their associated polynomials 
4.1. Classical polynomials and associated polynomials 
The classical orthogonal  polynomials are characterized by the polynomials tr of degree ~< 2 and 
z of degree 1 and an interval of orthogonal i ty determined by the roots of tr [15]. With the usual 
standardization, the following families appear: 
(i) Interval: ( - 1, 1); Jacobi; a = 1 - X 2, Z = --0~ + ~ - -  (0~ "~ ~ -Jl- 2)x, p(x) = (1 - xy(1 + x) t~, 
e,/~ >-1 .  
(ii) Interval: (0, oo); Laguerre; ~ = x, z = -x  + c~ + 1, p(x) = e-Xx ~, c~ > -1 .  
(iii) Interval: ( -oo ,  oo); Hermite; e = 1, z = -2x ,  p(x) = e -~2. 
These polynomials atisfy the orthogonal i ty relation 
l pm(X)p.(x)p(x)dx = O, n ~ m (4.1) 
with 
[a(x)p(x)]' = z(x)p(x) (4.2) 
and the differential equation 
L2p.(x) - a(x)p~(x) + z(x)p',(x) + 2,p.(x) = 0, (4.3) 
where [ 15] 
22, = -n [ (n  - 1)a" + 2z']. (4.4) 
The first associated polynomials (or numerator  polynomials) of {p,(x)}, denoted by {P(,~ 1 (x)}, are 
defined by 
1 f b p . (x)  - p.(s) 
p  l(X)=co,o x -s  p(s) ds. 
where the factor 
Co = f2 p(s)ds 
ensures that the polynomials p~El(x) are monic if the p.(x) 
polynomials atisfy the differential equation [11.17] 
L ,  .(1) 2 e .  - 1 (x) = Kp .  (x), 
(4.5) 
are also monic. The associated 
(4.6) 
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where L~ is the formal adjoint of L2:  
L* = aD 2 + (2o-' - z)D + 2"1 (4.7) 
with 2* = 2, + o-" - z' and K = o." - 2z'. 
4.2. Stieltjes sum rules for  classical polynomials 
It is well known [7, pp. 86-89] that the zeros z~ of p~,~ l(x), like the zeros tj of p',(x), are real, 
simple, located inside (a, b) and interlaced with the zeros ofp,(x). From Section 1, it is easy to write 
Stieltjes sum rules for these zeros using the corresponding differential equation or differential 
relation, with n = N: 
For y = p,(x), Eq. (4.3). 
For y = p',(x), Nzy(X) = 0, where 
N2y(x) = o.(x)y"(x) + [o.'(x) + z(x)]y'(x) + [2, + z']y(x). (4.8) 
For y = pt~(x) ,  we have a fourth-order homogeneous equation and a second-order non- 
homogeneous equation: 
N2L*y(x)  0 and , tl) = L 2 P , -  x (x) = Kp,(x). (4.9) 
We get, therefore, the general Stieltjes sum rules: 
2o.(xj)SLj(xj) + z(xj) = 0 (4.10) 
by applying (2.12) to (4.3); 
2o-(tj)Sl,j(tj) + ff'(tj) + z(tj) = 0 (4.11) 
by applying (2.12) to N2y(x) = 0 where NEy(x) = 0 is given by (4.8). 
The roots are explicitly indicated in the SLj sums in order to avoid misunderstanding. 
Stieltjes um rules can also be given for the rth derivative of any classical orthogonal polynomial. 
Differentiating Eq. (4.3) r times, and recalling that r has degree 1 and o- has degree ~< 2, we get 
r 
t7 [y(r)] '' + [y~')]'(z + ra') + ylr) L2" + rz' -~ 
which using (4.4) becomes 
a[y~)] '' + [y~r)]'(z + ra') + (r -- n) ~z' + 
L 
r(r -- 1) o.,,-] 
.J = 0, (4.12) 
(r + n - 1) o."] yt") = 0. (4.13) 
2 / 
The following Stieltjes sum rules for the zeros t,.j of ytr~(x) then follow from Section 2: 
2o.(tr.j)Sl,j(t,.j) + ra'(t,.j) + z = 0. (4.14) 
From the Appell property of Hermite polynomials, the yt'} differential equation is the same as that 
for y(x) = H,(x) with a shift of indices: n ~ n - r. In the Laguerre and Jacobi cases a shift in the 
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parameter (~ ~ ~ - r and ct,/3 ~ ~ - r,/3 - r, respectively) permits us to recover the differential 
equation for p. = L~ ~) and p. = P~'a). 
The mixed sum rule (3.7) gives for all classical orthogonal  polynomials: 
n-1 1 
a(x~) ~ - -+T(xA=0,  s= l  . . . .  ,n. (4.15) 
k = 1 Xs -- tk 
For the largest zeros (s = n), we can conclude from the positivity of tr(x) inside the orthogonal ity 
interval: 
a(Xn) + Z(Xn)(X, -- t~) < 0, j = 1, . . . ,  n -- 1. (4.16) 
One consequence of this is that Z(Xn)< 0. Hence, using the interlacing of the zeros of the 
polynomials and their derivatives, we get a lower bound for the distance between the largest zero 
and the largest turning point: 
X. -- t . -  1 > --a(Xn)/72(X.)  • (4.17) 
In the Hermite case, we obtain 
x. - t._ 1 > 1/(2x.). (4.18) 
In the Laguerre case, we get 
Xn 
x. - t . -  1 > • (4.19) 
Xn- -~- -  1 
Similarly, in the Jacobi case, we get 
x-x  
x. -- t._ 1 > (e +/3 + 2)x. + e - fl" (4.20) 
5. Associated classical polynomials 
The zeros zj satisfy the following rule: 
2a(zj)S~,j(zj) + 2tr'(zj) - z(zj) = K 
p' (zj) 
(zA]' 
Let us write in detail the content of Eq. (5.1) in special cases. 
Associated Hermite: 
(5.1) 
~,  __1  + zj = 2 H'.(zj) . (5.2) 
k Zj -- Zk [H~ 1 (zj)]' 
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Associated Laguerre: 
2zj ~'  1 p'.(zj) (p, = L ~,')(x)). (5.3) - -  + z j  - ~ + 1 = 2 [p t~ l (z j ) ] , ,  
k Zj - -  Z k 
Associated Jacobi: 
1 
2(1 - z 2) ~'  
k Z j - -Zk  
- -  + (~ + f l -  2)zj - fl + 
p;(zA (p. = 
= + fl + 1) [ptn l(Zj)],, (5.4) 
Interesting information can be already deduced for the largest zeros of these associated poly- 
nomials. Let us examine the result for the maximal zeros zj = z._ 1. 
The relative position of t._l  with respect to Z._l is determined by the sign of the ratio 
p'.(z._ 1)/[pt.~l(Z._ 1)]' appearing in the previous um rule. This is because [pt~ l(z.-1)]' > 0 and 
since both p'. and p~l_) 1 have only one zero inside (x._ 1, x.), it is clear that t._ 1 < z._ ~ if and only if 
p',(z,_ 1) > O. 
The positivity condition is already verified for associated Hermite polynomials and associated 
Gegenbauer polynomials when ~ = fl >~ 1, and not only for the largest zero but also for all positive 
zeros, using in the latter case the symmetry of the polynomials which ensures in that case 
1 
~ ' - -  > 0 for j = 0. (5.5) 
k Zj - -  Z k 
Thus, for the Gegenbauer case, t,_ 1 < z,_ 1, confirming a result in [8] which answered a recent 
conjecture [19]. 
The associated Laguerre situation is more delicate. The proof of the property t._ 1 < z,_ 
requires that z._ 1 > ~ - 1. This seems to be true but it is not proved here. 
In the associated Jacobi case with ~ -¢ fl the positivity condition is insured inside the region of 
the (~t, fl) plane defined by 1 < ~ < ft. The general associated Jacobi situation was examined in [16]. 
This work, like that of [8, 9] (using Mathematica) emphasises the situation where the conjecture 
[19] is n dependent. 
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