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Abstract
In this paper we consider the problem of prescribing the Webster scalar curvature on the three CR sphere
of C2. We use techniques related to the theory of critical points at infinity, and obtain multiplicity results
for curvature satisfying a CR “flatness condition”.
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1. Introduction
Let S3 be the unit sphere of C2 endowed with its standard contact form θ and K be a given
C2 positive function on S3. Our aim is to find suitable conditions on K for which there exists a
contact form θ˜ conformal to θ such that K is its Webster scalar curvature: K = Rθ˜ , θ˜ = u2θ ,
where u is a real positive function on S3.
The problem of the scalar curvature is equivalent to the resolution of the following differential
equation:
* Corresponding author at: Département de Mathématiques, Faculté des Sciences de Tunis, El Manar II 2092, Tunis,
Tunisia.
E-mail addresses: moncef.ipeib@gmail.com (M. Riahi), ngamara7@gmail.com (N. Gamara).0007-4497/$ – see front matter © 2011 Elsevier Masson SAS. All rights reserved.
doi:10.1016/j.bulsci.2011.04.006
M. Riahi, N. Gamara / Bull. Sci. math. 136 (2012) 72–95 73(PK)
{
Lθu = Ku3 on S3,
u > 0,
where Lθ is the conformal laplacian, Lθ = 4θ +Rθ, θ is the sublaplacian operator on (S3, θ)
and Rθ is the Webster scalar curvature of (S3, θ).
The problem (PK) has a variational structure, however the associated Euler functional does
not satisfy the Palais–Smale condition, that is, there exist noncompact sequences of functions
along which the functional is bounded and its gradient goes to zero. Then the methods based
on compactness results cannot be applied in this case, instead we will use a method based on
the concept of critical points at infinity due to A. Bahri [4]. Hence one does not expect to solve
problem (PK) for all functions K , and so it is natural to ask: under which conditions on K does
(PK) have a solution?
Several authors have been interested in semilinear equations similar to (PK). Different meth-
ods have been established to prove existence results, one can see [6,8–10].
In this paper, to prove multiplicity results for problem (PK), we use “flatness condition” for
the critical points of K rather than nondegeneracy condition as done in [6] and [8].
To state our results, we set the following notations.
Let K be a C2 positive function on S3 such that the set of its critical points which we denote
by K is finite. We say that K satisfies condition (H) if for all y ∈ K:
• There exist β = β(y) ∈ ]2,4[ and b1 = b1(y), b2 = b2(y), b0 = b0(y) ∈ R∗ such that
2∑
k=1
bk + τb0 = 0 and
2∑
k=1
bk + τ ′b0 = 0.















2 1−||z|2−it |2|1+|z|2−it |6 θ0 ∧ dθ0∫
H1 |x1|β 1−||z|
2−it |2
|1+|z|2−it |6 θ0 ∧ dθ0




|1+|z|2−it |4 θ0 ∧ dθ0∫
H1
|x1|β
|1+|z|2−it |4 θ0 ∧ dθ0
and ∇s denotes all possible derivatives of order s.
The condition (H) is a CR counterpart of the flatness condition for the Riemannian settings,
one can see [1] and [5].
We recall that a solution u of (PK) is said to be nondegenerate if the linearized operator




y ∈ K/ 2∑bk + τ ′b0 < 0
}
k=1
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L = max{3 −m(y); y ∈ K+}
where, for y ∈ K+, m(y) = #{bk(y); bk(y) < 0}.
Now we are ready to state our multiplicity result.
Theorem 1.1. Let K be a C2 positive function on S3 satisfying (H). Assume that all solutions to





(2) ∀y ∈ K+, 3 −m(y) = k,
where for y ∈ K+, m(y) = #{bk(y); bk(y) < 0}.
Then there exists a solution w to the problem (PK) such that:
morse(w) k,
where morse(w) is the Morse index of w, defined as the dimension of the space of negativity of







where Nk denotes the set of solutions of (PK) having their Morse indices less than or equal to k.
As a consequence, we have the following result.
Corollary 1.2. Let K be a C2 positive function on S3 satisfying (H). If all solutions to the problem






where S denotes the set of solutions of (PK).
This paper is organized as follows. In Section 2 we introduce the Heisenberg group and the
Cayley transform which gives an equivalence between S3 minus a point and the Heisenberg
group H1. We give in Section 3 the Euler–Lagrange functional J associated to the problem (PK)
and some connected preliminaries. The characterization of the critical points at infinity of J is
the main tool of Section 4. Section 5 is devoted to the proof of our main theorem. Finally, some
technical estimates used in the different sections of this paper are developed in Appendix A.
2. The Heisenberg group and Cayley transform
The Heisenberg group H1 is the Lie group whose underlying manifold is C × R = R3 with




)= (z + z′, t + t ′ + 2 Im(zz¯′))= (x1 + x′ , x2 + x′ , t + t ′ + x′ x2 − x1x′ ).1 2 1 2
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dλ :H
1 → H1, (z, t) 
→ (λz,λ2t)
for λ > 0. The Jacobian determinant of dλ is 4, so that the homogeneous dimension of the group
becomes equal to 4.
The homogeneous norm of the space is given by∣∣(z, t)∣∣
H1 =
(|z|4 + t2) 14






))= ∣∣(z′, t ′)−1(z, t)∣∣
H1 .
The space T1,0 = span{ ∂∂z + iz¯ ∂∂t } gives a CR structure on H1.
Let H = Re(T1,0 ⊕ T0,1) where T0,1 = T1,0. H is spanned by X1 = ∂∂x1 + 2x2 ∂∂t and X2 =
∂
∂x2
− 2x1 ∂∂t .
The tangent bundle of H1 is TH1 = H ⊕ RT, where T = ∂
∂t
.
The complex structure on H1 is given by
J : H → H, V + V 
→ J (V + V ) = i(V − V ) ∀V ∈ T1,0
and (H, J ) gives a real CR structure on H1.
The real 1-form
θ0 = dt + iz dz¯ − iz¯ dz = dt + 2(x2 dx1 − x1 dx2)
annihilates T1,0, we take it to be the contact form for the CR structure.
The associated Levi form of θ0 is defined by
lθ0 : H × H → R, (V ,W) 
→ dθ0(V ,JW) = 4dx1 ∧ dx2(V ,JW).
lθ0 is positive defined, hence (H1, θ0) is a strictly pseudoconvex CR manifold. Using the Levi
form, we define a Webster metric on H1 by setting⎧⎨
⎩




it is a Riemann metric on H1.
We introduce now the Cayley transform defined on S3 minus (0,−1) (one can see [7]),
F :S3\(0,−1) → H1,
ζ = (ζ1, ζ2) 
→ (z, t) = (x1, x2, t) =
(
ζ1





Its inverse map is





1 + |z|2 − it , i
1 − |z|2 + it
1 + |z|2 − it
)
.
F is a CR diffeomorphism between (S3\(0,−1), θ) and (H1, θ0), where θ = j∗[i(∂¯ − ∂)|ζ |2]
and j :S3 → C2 is the inclusion.




= 1|1 + ζ2|2 θζ .
Let us set
b(z, t) := 4|1 + |z|2 − it | , (z, t) ∈ H
1.
Then, we have
F ∗(bθ0) = θ
and
θ ∧ dθ = |1 + ζ2|4F ∗[θ0 ∧ dθ0].
It is also useful to note that for any u ∈ C1(H1) and v(ζ ) = u(F (ζ ))|1+ζ2| , we have:∫
S3










3. Variational structure and preliminaries
In this section, we recall the associated Euler–Lagrange functional of (PK) which is
J (u) =
∫




4θ ∧ dθ) 12
, (3.1)








S21 (S3) is the Folland–Stein space.
To investigate a solution for problem (PK) is equivalent to search a critical point of J sub-
jected to the constraint u ∈ Σ+, where
Σ+ = {u ∈ Σ; u 0}, Σ = {u ∈ S21 (S3); ‖u‖ = 1}.
For a ∈ S3 and λ > 0, let
δ(a,λ)(x) = c0 λ|1 + λ2(|z − za |2 − i(t − (a)0 − 2 Im zz¯a))| ,
where
(z, t) = (x1, x2, t),
(
za, (a)0
)= ((a)1, (a)2, (a)0) ∈ H1
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constant c0 is such that the following equation is satisfied
Lθδ(a,λ) = δ3(a,λ) on S3.
We define now the set of potential critical points at infinity associated to the functional J . For
ε > 0 and p ∈ N∗, let
V (p, ε) =
{







∣∣∣∣ α2i K(ai)α2jK(aj ) − 1
∣∣∣∣< ε, εij < ε, λ−1i < ε
}
,
here εij = ( λiλj +
λj
λi
+ λiλjd(ai, aj ))−1, d(ai, aj ) = dH1(((ai)1, (ai)2, (ai)0), ((aj )1, (aj )2,
(aj )0)), where ((ai)1, (ai)2, (ai)0) and ((aj )1, (aj )2, (aj )0) are the components of ai and aj
respectively in some pseudohermitian normal coordinates.
For w a solution of (PK), let also
V (p, ε,w) = {u ∈ Σ; ∃α0 > 0, s.t. u− α0w ∈ V (p, ε) and ∣∣α20J (u)2 − 1∣∣< ε}. (3.2)
The failure of the Palais–Smale condition for the functional J is characterized as follows.
Proposition 3.1. Let (uk) ∈ Σ+ be a sequence such that ∂J (uk) tends to zero and J (uk) is
bounded. Then, there exist an integer p ∈ N∗, a sequence (εk), εk tends to zero, and an extracted
subsequence of (uk)’s, again denoted (uk), such that uk ∈ V (p, εk,w) where w is zero or a
solution of (PK).
If a function u belongs to V (p, ε), we consider the following minimization problem for u ∈






∥∥∥∥∥, αi > 0, λi > 0, ai ∈ S3
}
. (3.3)
Then we have the following results.
Proposition 3.2. For any p ∈ N∗, there is εp > 0 such that if ε < εp and u ∈ V (p, ε), the
minimization problem (3.3) has a unique solution (up to permutation). In particular, we can




α¯iδa¯i ,λ¯i + v,
where (α¯1, . . . , α¯p, λ¯1, . . . , λ¯p, a¯1, . . . , a¯p) is the solution of (3.3) and v ∈ S21 (S3) satisfying thefollowing conditions





, (Ai)1δai ,λi , (Ai)2δai ,λi , (Ai)0δai ,λi
}
.
Here 〈,〉Lθ denotes the scalar product defined on S2(S3) by1
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∫
S3















where ((ai)1, (ai)2, (ai)0) are the components of ai in some pseudohermitian normal coordi-
nates.
Proposition 3.3. There exists a C1 map which, to each (α1, . . . , αp, a1, . . . , ap,λ1, . . . , λp) such
that
∑p













αiδai ,λi + v
)
.




















Proposition 3.4. There is ε0 > 0 such that if ε < ε0 and u ∈ V (p, ε,w), then the problem
min




αiδai ,λi − α0(w + h)
∥∥∥∥∥




α¯iδa¯i ,λ¯i + α¯0(w + h¯)+ v,
where v belongs to H1(S3) ∩ Tw(Ws(w)) and it satisfies (V0), Tw(Wu(w)) and Tw(Ws(w)) are
the tangent spaces at w to the unstable and stable manifolds of w.
The proofs of Propositions 3.1, 3.2, 3.3 and 3.4 are similar to the analogous results in the
Riemannian case (see [4] and [8]).
4. Critical points at infinity of the variational problem
In the sequel, ∂J designates the gradient of J with respect to the scalar product 〈,〉Lθ , that is
∀u,v ∈ S21(S3), we have 〈∂J (u), v〉Lθ = J ′(u)v.
Following A. Bahri (see [4]), we set the following definitions and notations.





such that u(s) remains in V (p, ε(s),w) for s  s0.
Here w is either zero or a solution of (PK) and ε(s) is some function tending to zero when




αi(s)δai (s),λi (s) + α0(s)
(
w + h(s))+ v(s).
Denoting ai := lims→∞ ai(s) and αi = lims→∞ αi(s), we let
(a1, . . . , ap,w)∞ or
p∑
i=1
αi(s)δai ,∞ + α0w
be such a critical point at infinity. If w = 0 it is called of w-type.











4.1. Ruling out the existence of critical points at infinity in V (p, ε,w) for w = 0
The aim of this subsection is to prove that, given a solution w of (PK), then for each p ∈ N∗,
there is no critical point or critical point at infinity of J in the set V (p, ε,w). The reason is
that there exists a pseudogradient of J such that the Palais–Smale condition is satisfied along its
decreasing flow lines.
In this section, for u ∈ V (p, ε,w), using Proposition 3.4, we will write u =∑pi=1 αiδai ,λi +
α0(w + h)+ v.
Proposition 4.3. For ε > 0 small enough and u =∑pi=1 αiδai ,λi + α0(w + h)+ v ∈ V (p, ε,w),
we have the following expansion
J (u) = S
∑p
i=1 α2i + α20‖w‖2
(S
∑p
























+ ‖v‖2 + ‖h‖2
)]
where























αiδai ,λi + α0w
)3
h,










































and cij are bounded positive constants.
Proof. To prove the proposition, we need to estimate








α2i ‖δi‖2 + αiα0〈δi,w + h〉Lθ + α0
(‖h‖2 + ‖w‖2)+ ‖v‖2 +∑
i =j
αiαj 〈δi, δj 〉Lθ .
It follows from [8] and elementary computations that
‖δi‖2 = S,
〈δi, δj 〉Lθ = cij εij
(

















+ αi〈δi, h〉Lθ +
∑
i =j













Now concerning the denominator, we compute it as follows







































































θ ∧ dθ =
p∑
i=1
α4i K(ai)S + 4
∑
i =j










Kw4θ ∧ dθ = ‖w‖2,
∫
S3


















































where we have used that v ∈ Tw(Ws(w)) and h belongs to Tw(Wu(w)) which is a finite dimen-
sional space. Hence it implies that ‖h‖∞  c‖h‖.















































h2θ ∧ dθ = α20
∫
3
Kw2h2θ ∧ dθ + o(‖h‖2),
S S















2v2θ ∧ dθ + α20
∫
S3
Kw2v2θ ∧ dθ + o(‖v‖2).




= 1 + o(1) the result follows. 
Now, we state the following result.
Lemma 4.4. (See [8].) We have:
(1) Q1(v, v) is a quadratic form positive definite in Ev = {v ∈ S21(M); v ∈ Tw(Ws(w)) and v
satisfies (V0)}.
(2) Q2(h,h) is a quadratic form negative definite in Tw(Wu(w)).
The proof of this lemma is similar to the result given in [4], for more details one can see the
appendix of [8], where the necessary modifications are given.
As a consequence of Proposition 4.3 and Lemma 4.4, we obtain:
Corollary 4.5. Let u =∑pi=1 αiδai ,λi + α0(w + h) + v ∈ V (p, ε,w). There is an optimal (v¯, h¯)
and a change of variables v − v¯ → V and h− h¯ → H such that




αiδai ,λi + α0(w + h¯)+ v¯
)
+ ‖V ‖2 − ‖H‖2.





















J (u) = S
∑p
i=1 α2i + α20‖w‖2
(S
∑p

























+ ‖V ‖2 − ‖H‖2.
Using the above corollary, we obtain:
Corollary 4.6. Let K be a C2 positive function on S3 satisfying (H) and let w be a nondegenerate
critical point of J in Σ+. Then, for each p ∈ N∗, there is no critical points or critical points at
infinity in the set V (p, ε,w), that means we can construct a pseudogradient of J so that the
Palais–Smale condition is satisfied along the decreasing flow lines.
The proof follows immediately from the above corollary and the fact that w > 0 in S3.
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Proposition 4.7. Assume that K satisfies (H) and let β := max{β(y), y ∈ K}. For any p  2,
there exists a pseudogradient W so that the following holds:
There is a positive constant c independent of u =∑pi=1 αiδai ,λi ∈ V (p, ε) such that































(iii) |W | is bounded. Furthermore, the maximum of the λi ’s is a decreasing function along the
flow lines generated by W .
Before giving the proof, we will give an immediate consequence of this proposition.
Corollary 4.8. For each p  2, in V (p, ε), there is no critical point or critical point at infinity.
Proof of Proposition 4.7. Ordering the λi ’s: λi1 . . . λip let us define



















where ψ1 is a cut off function defined by ψ1(t) = 0 if t  C and ψ1(t) = 1 if t  2C, for a large





 cεij , for λj  λi, (4.1)
1
λ2ij
= o(εi1ij ), for each j  2. (4.2)
Hence using Proposition A.1, we derive that































Now, defining W1 = W 11 +m1W 21 , where m1 is a small positive constant, we obtain









. (4.5)i =j j=2 j i=1
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large positive constant or λi1 and λi2 are of the same order. If λi1 |∇K(ai1)| 2C, we need to add
the variable λi1 in the lower bound. In this case the concentration point ai1 is close to a critical
point y of K . To simplify, we can assume that F(y) = 0, so F gives a pseudohermitian normal





























where, for k ∈ {1,2} and
k′ =
{
1 if k = 2,






|1 + |z|2 − it |6 xk
(




|t + λ2i1(ai1)0 + 2λi1(x2(ai1)1 − x1(ai1)2)|
β
2
|1 + |z|2 − it |6




|t + λ2i1(ai1)0 + 2λi1(x2(ai1)1 − x1(ai1)2)|
β
2
|1 + |z|2 − it |6 tθ0 ∧ dθ0
and ψ2 is a cut off function defined by ψ2(t) = 1 if t  μ and ψ2(t) = 0 if t  2μ, where μ is a
small positive constant.
First, by an easy computation, we obtain:
 If λi1 |(ai1)k| is large then∫
H1
|xk + λi1(ai1)k|βxk
|1 + |z|2 − it |6
(







|1 + |z|2 − it |6
(
1 + |z|2)θ0 ∧ dθ0
= c(λi1 ∣∣(ai1)k∣∣)β−1(sign((ai1)k)+ o(1)). (4.8)
 If λi1 |(ai1)0|
1
2 is large and λi1 |(ai1)0|
1
2  cλi1 |ai1 | then∫
H1
|t + λ2i1(ai1)0 + 2λi1(x2(ai1)1 − x1(ai1)2)|
β
2




1 + |z|2)+ (−1)k′xk′)θ0 ∧ dθ0
= c(λβ−1∣∣(ai )0∣∣ β2 −1)((−1)k(ai )k′ sign((ai )0)+ o(1)) (4.9)i1 1 1 1
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∫
H1
|t + λ2i1(ai1)0 + 2λi1(x2(ai1)1 − x1(ai1)2)|
β
2
|1 + |z|2 − it |6 tθ0 ∧ dθ0
∣∣∣∣
= c(λ2i1 ∣∣(ai1)0∣∣) β2 −1(1 + o(1)). (4.10)




















































∣∣bk|xk|β−1 sign(xk)+ b0(−1)kxk′ |t | β2 −1 sign(t)∣∣+ |b0|2 |t | β2 −1
)
.
Observe that, if λi1 |ai1 | is large then using (4.8), (4.9), and (4.10), we can make 1λβi1
and |∇K(ai1 )|
λi1
appear in the lower bound of (4.11) and our claim follows in this case.
Now, if λi1 |ai1 | μ, where μ is defined in the definition of ψ2, we have ψ2(λi1 |ai1 |) = 1 and
|∇K(ai1)| is small with respect to λβ−1i1 , thus (4.12) holds in this case.





1 + |Ξk| +
λi1(Ξ0)
2
1 + |Ξ0|  c > 0,
in this case our claim follows and therefore (4.12) is proved.
Now, defining W = W1 + m2W2, where m2 is a small positive constant, and using (4.5)
and (4.12), claim (i) follows.
Regarding claim (ii), it follows from claim (i) and the estimates of ‖v¯‖2 and ‖∇J (u+ v¯)‖‖v¯‖
as in [2] and [8]. Finally, claim (iii) follows from the definition of W .
The proof of the proposition is thereby complete. 
4.3. Morse Lemma at infinity in V (1, ε)
In this section, we will characterize the critical points at infinity in V (1, ε).
Proposition 4.9. Let K be a C2 positive function on S3 satisfying (H) and let β = max{β(y),
y ∈ K}. Then, there exists a pseudogradient W so that the following holds: there is a positive
constant c > 0 independent of u = αδ(a,λ) ∈ V (1, ε), such that
















(iii) |W | is bounded. Furthermore, λ is an increasing function along the flow lines generated by
W only if a is close to a critical point y ∈ K+.










where C is a large positive constant.












It remains to define the pseudogradient in F2. In this region we set W2 = W 12 + W 22 where W 12
and W 22 are defined by (4.5) and (4.6) respectively. Following the proof of (4.8), (4.9), and (4.10),





The required pseudogradient W will be defined by convex combination of W1, W2. Using (4.13)
and (4.14), claim (i) follows. Regarding claim (ii), it follows from claim (i) and the estimate
of ‖v¯‖2. Concerning claim (iii), it follows from the definition of W . Hence the proof of the
proposition is completed. 
Once the pseudogradient is constructed, following [2] and [8], we can find a change of
variables which gives the normal form of the functional J on the subset Fy = {αδ(a,λ) + v:
a is close to y}, y ∈ K. More precisely, we have
Proposition 4.10. For y ∈ K in Fy = {αδ(a,λ) + v: a is close to y}, there exists a change of
variables:
v − v¯ → V and (a,λ) → (a˜, λ˜)
so that
J (αδ(a,λ) + v) = S
K(a˜)
(
1 + c(1 −μ)−
∑2




where μ is a small positive constant.
Proof. The proof is exactly the same as in [2] and [8]. So we omit it. 
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Corollary 4.11. Let K be a positive function satisfying (H). The only critical points at infinity in
V (1, ε) are y∞ where y ∈ K+. Such a critical point has a Morse index equal to i(y∞) = 3−m(y)
where m(y) = #{bk; bk < 0}.
5. Proofs of the theorems
This section is devoted to the proof of Theorem 1.1.
Proof of Theorem 1.1. First, we remark that
max
{
i(z∞); z ∈ K+
}= L 2.









) := {tu+ (1 − t)(y0)∞; t ∈ [0,1], u ∈ X∞l }, (5.1)
where y0 is a global maximum of K on S3. By a theorem of Bahri and Rabinowitz [3], it follows
that:







where x∞ is a critical point at infinity dominated by y∞ and w is a solution of (PK) dominated
by y∞. By transversality arguments we assume that the Morse index of x∞ and the Morse index








It follows, that X∞l is a stratified set of top dimension  l. Without loss of generality, we may
assume it equal to l, therefore C(X∞l ) is also a stratified set of top dimension l + 1. Now we use
the gradient flow of −J to deform C(X∞l ).
Since any critical point at infinity has a Morse index less than l + 2, it follows, by a theorem
of Bahri and Rabinowitz [3], that C(X∞l ) retracts by deformation on the set







Now taking l = k − 1 and using the fact that there is no critical point at infinity with index k (by
assumption of Theorem 1.1), we derive that C(X∞k−1) retracts by deformation onto
Z∞k := X∞k−1 ∪
⋃
w; J ′(w)=0; w dominated by C(X∞k−1)
W∞u (w). (5.4)
Now, observe that it follows from the above deformation retract, that the problem (PK) has
necessary a solution w with morse(w) k. Otherwise it follows from (5.4) that
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the theorem.
We derive now from (5.4), taking the Euler characteristic of both sides, that:














where Nk denotes the set of solutions of (PK) having their Morse indices  k. 
Appendix A
In the sequel, we will write δj instead of δaj ,λj .








































(c) if aj is close to a critical point y of K , then the above estimate can be improved and we
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∫
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Observe that, if λj |aj | is very small, it is easy to prove that∫
H1
∣∣xi + λj (aj )i∣∣β 1 − ||z|2 − it |2|1 + |z|2 − it |6 θ0 ∧ dθ0 =
∫
H1
|xi |β 1 − ||z|
2 − it |2
|1 + |z|2 − it |6 θ0 ∧ dθ0 + o(1) < 0
and ∫
H1




|t | β2 1 − ||z|
2 − it |2
|1 + |z|2 − it |6 θ0 ∧ dθ0 + o(1) < 0.
Hence the result follows. 
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(
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Lemma A.2. For each ξ ∈ R and k ∈ {1,2}, we have∫
H1
|xk + ξ |βxk
|1 + |z|2 − it |6
(
1 + |z|2)θ0 ∧ dθ0 = 0 iff ξ = 0.
Furthermore, for each ε > 0, there exists a positive constant c¯ > 0, such that∣∣∣∣
∫
H1
|xk + ξ |βxk
|1 + |z|2 − it |6
(
1 + |z|2)θ0 ∧ dθ0
∣∣∣∣ c¯ for each |ξ | ε.
Lemma A.3. For each ξ0, ξ1, ξ2 ∈ R, we have∫
H1
|t + ξ0 + ξ1x1 + ξ2x2|β
|1 + |z|2 − it |6 tθ0 ∧ dθ0 = 0 iff ξ0 = 0.
Furthermore, for each ε > 0, there exists a positive constant c¯ > 0, such that∣∣∣∣
∫
H1
|t + ξ0 + ξ1x1 + ξ2x2|β
|1 + |z|2 − it |6 tθ0 ∧ dθ0
∣∣∣∣ c¯ for each |ξ0| ε and ξ1, ξ2 bounded.
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