Introduction
Phenomenological modeling is an effective tools to study newly discovered or poorly studied eclipsing binary stars, for which there is no sufficient information on spec-tra/temperatures and mass ratio. This additional information is needed for physical modeling using the algorithm of Wilson and Devinney (1971) also discussed by Wilson (1994) . This method is implemented in some different programs, like BinaryMaker (Bradstreet, 2005) , PHOEBE (Prsa A. et al., 2011) , series of programs written in the Fortran language (Zoła et al. 1997 (Zoła et al. , 2010 .
The physical modeling of close binary stars is discussed in detail by Kopal (1957) , Tsessevich (1971) , Kallrath and Milone (2009) .
The phenomenological modeling of variable stars has a long history starting from hand-drawing of the light curve and further algebraic polynomial fits of the parts of the light curve or trigonometric polynomial (TP) fits.
The statistically optimal degree of the polynomial (or other more complicated model) may be determined using at least three criteria and their modifications (see Andronov 1994 Andronov , 2003 for reviews).
Approximations of Minima
The "local" approximations of the extrema including polynomials, splines, asymptotic parabolae, asymmetric hyperbolae, running parabolae and sines were discussed by Andronov (2005) . The Gaussian shape was an usual approximation for spectral lines in the era preceding synthetic spectra, and, besides measuring Doppler shifts, was used also for minima determination of eclipsing variables and, in a modified form, by Mikulášek et al. (2012) . However, the Gaussian function has no abrupt switch from zero to the zero profile, thus it is not possible to determine from the fit the value of the eclipse duration -one of the main parameters needed for the General Catalogue of Variable Stars (Samus' et al., 2015) .
Andronov (2012ab) compared few limited -width approximations and proposed the following approximation: 
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Here the shape of the eclipse is described as
of possible values of  . Classical approach is the interval of phases [0,1), i.e. 0 0   , with an additional notification that one may extend the main interval by adding any integer number E to the phase, as the light curve is suggested to be periodic: P , which were determined by other methods (e.g. trigonometric polynomial). Andronov et al. (2015b) improved the method NAV to make possible differential corrections ),
where 1 T is some moment of time, which is recommended to be close to the mean time t for partial orthogonalization of basic functions (Andronov, 1994 (Andronov, , 2003 . 
We also use additional parameters (the relative depths of the primary and secondary minima, respectively) , 10 1
and their combina-
Here 1 F and 2 F are relative values of the mean brightness of the eclipsed part of star. The value of Y varies from 0 (no eclipses) to 1 (both full eclipses). Assuming a simplified model of uniform brightness distribution and spherical symmetry of components (Tsessevich 1971 , Shulberg 1971 , Andronov 1991 , Malkov et al. 2007 , Andronov and Tkachenko 2013 , one may estimate physical parameters.
As generally the primary minimum is defined to be more deep than the secondary one (however, it may be not the case, if the minima are of the same depth within error estimates), it corresponds to the case, when the star with larger surface brightness (and so temperature) is eclipsed by a cooler component. Papageorgiou et al. (2014) proposed the simplest parabolic approximation of the light curve in four fixed phase intervals, which has the simplest program realization. The number of parameters (12) is the same as in our NAV approximation, but the NAV approximations are continuous, allow to determine the width and corrections to the initial epoch and period. However, the NAV approximation needs more computational time.
Mikulášek (2015) proposed another special shape for the eclipse as
from which some are similar to that we used in the NAV approximation, i.e. the characteristic width D is proportional to the eclipse half -width C 8 , A = C 6 (for a primary minimum) or A = C 7 (for a secondary minimum), and, for small phases , 0   r 2   for "sharp" eclipses 1  r and else 2   . Two additional parameters C, K should generally produce closer coincidence of the approximation to the observations, but also larger statistical errors of the parameters. Obviously, the number of parameters may also be increased in the NAV algorithm, as was discussed by Andronov (2012ab) , but currently we try to make studies using small modifications of the initial algorithm.
Application to Concrete Stars
For the analysis, we have used photometric observations of 6 newly discovered eclipsing binary stars of different types, which were published in the "Open European Journal on Variable Stars" (OEJV).
The phase light curves and their best fit appoximations (including non-linear optimization for the parameters C 8 …C 12 ) are shown in Fig. 1 -Fig. 6 . For the preparation of figures, the program MCV (Andronov and Baklanov 2004) was used. The parameters are listed in Table 1 . The analysis shows that the corrections of the period related to the parameter C 12 range typically from 1 to 7, so sometimes are statistically significant. The error estimates for the period using our method are typically better than the original ones, for two stars from 6 by a factor of 10-12. Similar situation is present for the initial epochs. We conclude that the current improvement of the method by adding parameters C 11 and C 12 is efficient for the determination of the initial epoch and the photometric period.
Among the coefficients C 2 …C 5 for this sample of stars, the largest value for a given star is typically of C 4 , which corresponds to a "double frequency wave" due to the ellipticity effect. The stars USNO-B1.0 1347-0483658 and UCAC3 191-085589 show unequal maxima (O'Connell (1951) effect) . This effect is more pronounced in the coefficient C 3 than C 5 . This is in a good agreement with theoretical expectations (cf. Davidge and Milone, 1984) . In future, possibly it will have sense to exclude the term with C 5 from the mathematical model (1), if still being within the error estimates. This will be decided after analyzing a larger sample of stars.
The parameter  (Eq. (2)) (i.e. C 9 , C 10 for the primary and secondary minimum, respectively) is typically seen in the range from 1 to 2. The outstandingly small value of C 10 =0.41±0.63 for VSX J180755.6+074711 also does not differ from this range within error estimates.
In our sample, the exception for both minima is present in VSX J223416.2+553424. The secondary eclipse is very shallow, but is still seen in the noisy observations, Large values >>2 typically correspond to a total eclipse or a transit and a large difference in radii. For this case, Andronov (2012a) proposed a possible extension for the expression (2) assuming that the eclipse starts at some non-zero value , 0 z so
For the present noisy observations, such a complication due to using an additional parameter 0 z seems not to be effective. This object is also extreme in our sample due to a very large brightness ratio =11.5±2.5 and thus large relative temperature difference. Multi-color are needed for a more detailed study similar to that described by Andronov et al. (2015a) for the object 2MASS J18024395 + 4003309 = VSX J180243.9 +400331.
Conclusions
Parameters of the phenomenological modeling are determined for 6 newly discovered eclipsing binary stars of different types.
The initial algorithm (Andronov, 2012ab) was improved by adding two parameters allowing to make corrections to the initial epoch and period. The corresponding error estimates are typically significantly better than that obtained using other methods. This improvement of accuracy is more efficient for the EA -type stars, i.e. relatively short eclipses.
In our sample, there are 3 stars of the W UMa -type. They all show distinct eclipses, contrary to the GCVS statement that EB and EW -type objects are systems "having light curves for which it is impossible to specify the exact times of onset and end of eclipses" (Samus' et al. 2015) . We propose to correct this definition.
The presence of eclipses is to be justified by statistical significance of the parameters 6 C and 7 C (eclipse depth), otherwise should be classified as "elliptic" (ELL).
For a fixed declination i, one may expect an increase with relative radii of the components (and thus from EA to EW types) of the parameters 8 C (eclipse half-width), 2 C , 4 C (proximity effects), 6 C and 7 C (eclipse depth).
