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ABSTRACT
In a few years, the Flexible Combined Imager (FCI) on-board
Meteosat Third Generation will provide images of European Seas,
the Atlantic Ocean, and the Mediterranean Sea every 2.5 min
(regions above 30° N) or 10 min (full disk). Although dedicated
to meteorological applications, this sensor has blue, green, and
red spectral bands allowing to consider the adaptation of a band-
ratio algorithm to retrieve chlorophyll-a concentration (chl-a).
However, the radiometric speciﬁcation of the FCI sensor is far
from the minimum requirement recommended for ocean colour
sensors and the validity of FCI data for oceanic applications is not
clear. This present article aims to determine if, and under which
conditions, chl-a could be estimated from FCI data. From the
National Aeronautics and Space Administration bio-Optical
Marine Algorithm data set in situ data set, a blue green band-
ratio algorithm adapted to FCI spectral characteristics is proposed.
Then, the impact of FCI radiometric noise on chl-a estimations is
investigated in detail. Results show that noise-induced chl-a error
increases with chl-a and solar zenith angle. For a chl-a estimation
based on a unique pixel, this error ranges between 20% and 100%
which prevents any direct utilisation and suggests that it is neces-
sary to degrade the spatio-temporal resolution to obtain an accep-
table noise-related uncertainty on chl-a. With a spatial (9 pixels)
and temporal (1 h) averaging process, chl-a can be estimated with
a noise-induced error less than 10% for chl-a up to 5 mg m−3 and
solar zenith angle lower than 60°. Our analysis also showed that
the noise-related error associated to the atmospheric correction
process can be neglected compared to the radiometric noise of
the visible bands themselves if it is assumed that aerosol type is
uniform over large areas (9 km × 9 km boxes).
ARTICLE HISTORY
Received 26 June 2017
Accepted 7 December 2017
1. Introduction
Satellite sensors dedicated to ocean colour, as for example the Moderate Resolution
Imaging Spectroradiometer (MODIS) or the Medium Resolution Imaging Spectrometer,
have made important contributions to our understanding of oceanic ecosystems and
biogeochemical carbon cycles (IOCCG 2008). Most of these sensors are installed on Sun
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synchronous polar orbiting platforms which provide a global coverage of the planet
within 2 days. Hence, the revisit-period varies from 1 to 2 days depending on the
latitude and swath. However, the cloud coverage can signiﬁcantly increase the time
gap between two consecutive observations preventing adequate monitoring of surface
bio-optical properties and ecosystem dynamics. For instance, phytoplankton blooms,
commonly monitored from space via surface chlorophyll-a concentration (chl-a here-
after), are highly dynamic and are sometime characterised by very short-term events
(Smayda 1998). The lack of data in satellite based chl-a time-series can then lead to a
misunderstanding of the phytoplankton phenology (Cole et al., 2012) or even fully mask
the seasonal bloom (Taylor et al. 2006). In addition, only one observation per day does
not allow resolving diurnal variability of bio-optical and biogeochemical properties
which are driven by the diel cycle of solar irradiance (Loisel et al. 2011; Gernez,
Antoine, and Huot 2011; IOCCG 2012a) and, in coastal regions, by tides (Neukermans,
Ruddick, and Greenwood 2012). Yet, a good understanding of diurnal variability of these
variables is necessary to better assess marine environments. In particular, it was shown
that knowing the variations of phytoplankton biomass during the day is necessary for an
improved estimation of daily primary production (Lee et al. 2012).
One way to remove this limitation for low and middle latitudes is to use a sensor on a
platform in geostationary orbit (Geo; Ruddick et al. 2014; IOCCG 2012a). Although Geo
sensors only cover a part of the Earth, they can provide images with high temporal
frequency, typically one image per hour. Currently, the only Geo sensor dedicated to
ocean colour application is the Geostationary Ocean Colour Imager (Ryu et al. 2012). It
provides images every hour with a spatial resolution of 500 m for eight spectral bands in
the visible range but its ﬁeld of view is restricted to the Korean Peninsula and surround-
ing seas (Yellow Sea, Sea of Japan, East China Sea). In the other regions, only Geo
sensors dedicated to meteorological applications are available. Over European seas,
Neukermans et al. (2009, 2012) demonstrated that the Spinning Enhanced Visible and
Infra-red Imager (SEVIRI) on-board Meteosat Second Generation (MSG) can be used for
marine applications. Indeed, those studies showed that in turbid waters, the water
leaving signal is high enough for retrieval of tidal variations of suspended particulate
matter (SPM) and turbidity even with a sensor with a low signal-to-noise ratio (SNR).
Recently, Murakami (2016) demonstrated that, the blue, green, and red spectral bands of
the Advance Himawari Imager (AHI) sensor on-board the Meteorological Satellite
Himawari-8 allow to retrieve chl-a in open waters from band-ratio algorithms.
However, the associated error that depends on solar and sensor geometry and on
water properties is rather high.
The next generation of European meteorological satellites (Meteosat Third
Generation, MTG) should operate between 2019 and 2039 and will be equipped with
the Flexible Combined Imager (FCI). This sensor presents some similarities with AHI and
is an improvement of SEVIRI regarding spatio-temporal resolution as well as spectral and
radiometric characteristics (Table 1, EURD, 2010). All FCI visible bands will have a spatial
resolution of 1 km at nadir and temporal resolution will depend on the scanning mode:
Full Disc Scanning Service (FDSS) or Rapid Scan Service (RSS). In the FDSS mode, the
whole disk is scanned whereas if the RSS mode is chosen only a subset of the full disk
called local area coverage (northern part of the disk, see yellow area on Figure 1) is
scanned. If the RSS and FDSS mode are conducted in parallel with two satellites, the
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Table 1. Spectral and radiometric characteristics of the FCI and SEVIRI channels in vis, NIR, and SWIR
(information reported from the EURD document 2010, and from EUM/MSG/ICD/105 2013).
Sensor Channel λ0 (µm) Δλ0 (µm) αref αmin αmax SNRref
FCI Vis0.4 0.444 0.060 0.01 0.01 1.20 >25
FCI Vis0.5 0.510 0.040 0.01 0.01 1.20 >25
FCI Vis0.6 0.640 0.050 0.01 0.01 1.20 >30
FCI NIR0.8 0.865 0.040 0.01 0.01 1.20 >21
FCI NIR0.9 0.914 0.020 0.01 0.01 0.80 >12
FCI SWIR1.3 1.380 0.030 0.01 0.01 0.80 >40
FCI SWIR1.6 1.610 0.050 0.01 0.01 1.00 >30
FCI SWIR2.2 2.250 0.050 0.01 0.01 1.00 >25
SEVIRI Vis0.6 0.635 0.150 0.01 0 1.00 >10.1
SEVIRI Vis0.8 0.810 0.140 0.01 0 1.00 >7.8
SEVIRI SWIR1.6 1.640 0.280 0.01 0 1.00 >3
λ0 is for the central wavelength and Δλ0 (full width half max) the spectral width. αref, αmin, and αmax refers to the
reference, minimum, and maximum signal, respectively. α represents the TOA reﬂectance multiplied by the cosine of
the solar zenith angle (see text for details).
Figure 1. Position of the LAC zone (local area coverage) for MTG satellite (coordinates of the LAC
zone is provided by from EUM/MTG/SPE/07/0036 2010). LAC zone could be scanned in RSS mode
(one image every 2.5 min). Background represents MODIS chl-a climatology.
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revisit period is 10 min for FDSS and 2.5 min for RSS. Similarly to AHI, FCI has also blue
and green spectral bands (Vis0.4 and Vis0.5, see Table 1) which may allow to determine
chl-a for open ocean clear waters (case 1 waters, Morel and Prieur 1977) from a blue-
green band ratio algorithm (O’Reilly et al. 1998; Ruddick et al. 2014; Murakami 2016).
Nevertheless, such marine applications for FCI need to be further investigated as the
spectral and radiometric characteristics of FCI are far from the minimum requirements
recommended for ocean colour sensors (IOCCG 2012b). Focusing on the region of the
Gulf of Lion in the Mediterranean Sea, Peschoud et al. (2016) have showed that FCI data
could be used to retrieve short-term variability of chl-a and SPM in coastal waters if they
are merged with data from a Sun-synchronous ocean colour dedicated sensor. To further
investigate FCI capabilities in marine domain, the present study aims to determine if FCI
radiometric speciﬁcities, as given in the End-User Requirement Document (EUM/MTG/
SPE/07/0036 2010), allow to compute chl-a with an acceptable noise-related uncertainty
at relevant spatio-temporal scales.
Based on the spectral characteristics of the FCI sensor, a model applicable only to
clear waters is proposed to obtain chl-a from remote-sensing reﬂectance (Rrs) of the
Vis0.4 and Vis0.5 spectral bands. The impact of FCI noise is assessed by adding noise to
Rrs measurements and calculating the corresponding error in retrieved chl-a. Tests are
made by averaging FCI data in space and/or time to determine for which resolution low
(less than 10%) noise-related error on chl-a can be obtained. The contribution of the
atmospheric correction to radiometric noise is also assessed. Note however that ques-
tions about atmospheric correction performance, other than noise, are beyond the
scope of this study. A simple atmospheric correction algorithm is proposed and sup-
posed to be able to remove the true contribution from atmosphere to top-of-atmo-
sphere (TOA) reﬂectance signal. This assumption is reasonable here since the present
study focuses on clear waters where atmospheric correction is facilitated because of the
strong water absorption in red and near-infrared (NIR) bands (Gordon and Wang 1994)
and because FCI contains enough spectral bands in NIR and shortwave infrared (SWIR).
Finally, a comparison is made between FCI and the minimum requirements for ocean
colour sensors (IOCCG 2012b) and the potential domain of application of FCI data for
chl-a is presented.
2. Methods
2.1. Chl-a model
FCI contains blue and green spectral bands: Vis0.4 and Vis0.5 centred on 0.444 µm and
0.510 µm, respectively. As in oligotrophic andmesotrophic waters, the blue over green ratio
of remote-sensing marine reﬂectance (Rrs) is considered as a good indicator of chl-a (Morel
and Prieur 1977; Bricaud, Morel, and Andre 1987; O’Reilly et al. 1998), a chl-amodel based on
the Rrs
0.444:Rrs
0.510 band ratio (BR444:510 hereafter) is built with the National Aeronautics and
Space Administration bio-Optical Marine Algorithm data set (NOMAD, Werdell and Bailey,
2005). First, data corresponding to case 1 waters were selected applying the methodology
proposed by Lee and Hu (2006). A linear model relating the logarithm of chl-a to the
logarithm of BR444:510 was ﬁtted to data (Figure 2(a)), Equation (1)). With a coeﬃcient of
determination (R2) of 0.86 and a root mean square error (RMSE) of 0.21, this model is
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eﬀective for determining chl-a for values ranging between 0.02 and 10.00 mg m−3. For
comparison, OC2V4 and OC4V4 algorithms (O’Reilly et al. 2000) present coeﬃcients of
determination of 0.88 and 0.89, respectively, and RMSE of 0.22 and 0.23. The simple
prototype FCI algorithm is thus almost as accurate as standard chl-a algorithms. Although
it could be reﬁned before use in an operational processing system, it is certainly suﬃcient for
the present proof-of-concept study.
chl a ¼ exp 0:101 2:762 ln BR444:510   (1)
This model derived from the NOMAD data set does not take into account FCI bandwidth
(see Table 1). This point is further dealt with in Section 4.1 and shows that the width of
the FCI spectral bands does not signiﬁcantly modify the relationship between chl-a and
blue-green band ratio.
In case 1 waters, where bio-optical properties are essentially aﬀected by phytoplankton
and associated organic matter, the whole Rrs spectrum is controlled by chl-a so that a
speciﬁc Rrs value is expected for a given chl-a value (Morel and Maritorena 2001; Gordon
et al. 1988b). Hence, a second linear model was built from the NOMAD data set for case 1
waters between BR444:510 band ratio and Rrs
0.444 (Figure 2(b), Equation (2)). From this
model, a unique couple of Rrs
0.444 and Rrs
0.510 values is obtained for each value of
BR444:510 so that simulations can be made for a continuous range of Rrs.
R0:444rs ¼ 0:00087 þ 0:00403BR444:510 (2)
In the following, when the error associated to a particular chl-a value is analysed, the
corresponding BR444:510 value is obtained with Equation (1) and the associated remote-
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Figure 2. [left, panel a] Scatter plot of chl-a as a function of the BR444:510 (=Rrs
0.444:Rrs
0.510). Both,
chl-a and BR444:510 are on log scale. The red line represents the linear model between log-chl-a and
log-BR444:510. Blue and green curves are outputs of Morel and Maritorena (2001) model. For the blue
curve, band ratio was derived from reﬂectances at 445 and 510 nm whereas for the green curve,
reﬂectances were integrated over 415–475 and 490–530 nm ranges to simulate FCI Vis0.4 and Vis0.5
bands. For high chl-a values, blue and green curves are superposed. [right, panel b] Scatter plot of
Rrs
0.444 as a function of BR444:510. The red line represents the linear model between two variables.
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sensing reﬂectance (Rrs
0.444 and Rrs
0.510) or water leaving radiance values are derived
from Equation (2).
2.2. Radiometric noise
The SNR is speciﬁed for each FCI band in the EURD document (2010; Table 1) for a
reference radiance level (Lref) where radiance is related to reﬂectance by
L ¼ αF0
π
¼ ρ
TOA cos θSF0
π
(3)
where F0 is the extraterrestrial solar irradiance and α is the TOA reﬂectance (ρ
TOA) multi-
plied by the cosine of the solar zenith angle (cos θS). In EURD (2010) document, for each
band, reference signal-to-noise ratios (SNRref) are given for α = αref = 0.01 (see also
Table 1). Because photonic noise is the most signiﬁcant source of noise in the FCI
instrument (Peschoud et al. 2016; EUM/MTG/SPE/07/0036 2010), to estimate SNR at
radiance level L (α) diﬀerent from Lref (αref), the following scaling function (Equation (4))
must be applied.
SNR ¼ SNRð Þref
ﬃﬃﬃﬃﬃﬃﬃ
α
αref
r
(4)
Noise equivalent reﬂectance (ρNE) indicates the level of noise in reﬂectance units. It is the
minimum variation of reﬂectance that the instrument can detect (Gibbons and Richard
1979). ρNE is also deﬁned as the standard deviation of a homogeneous radiometric signal
(EUM/MTG/SPE/07/0036 2010; Hu et al. 2012) and can be calculated in practice from
satellite imagery as shown by Hu et al. (2012). ρNE is computed from Equation (5) where
d is Sun–Earth distance in Astronomical Units.
ρNE ¼
π LSNR d
2
F0 cos θS
(5)
Combining Equations (3) and (4) in Equation (5) and using the approximation d = 1, we
obtain for ρNE,
ρNE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ρTOAαref
p
SNRref
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cos θS
p (6)
Then, ρNE varies with TOA reﬂectance (ρ
TOA) and the solar zenith angle (θS). To
estimate ρTOA under typical oceanic conditions, simulations were performed with the
Py6S code for atmospheric radiative transfer (Wilson 2012). Simulations were made
for eight locations in the North Atlantic Ocean and in the Mediterranean Sea (see
map on Figure 3(a)), the 15th day of each month and every hour. The position of the
SEVIRI sensor on MSG3 (i.e. equatorial plan, longitude = 0°) was used to represent the
position of the FCI instrument and a maritime model was selected for simulating
aerosols. The aerosol optical thickness at 550 nm was set at 0.1. Ground conditions
were selected to simulate an oligotrophic ocean with chl-a concentration of 0.3 mg
m−3 and no wind stress.
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As ρNE varies with ρ
TOA and θS (Equation (6)) and as Rayleigh reﬂectance that mainly
depends on solar and view zenith angles (θS and θV, respectively; (Gordon, Brown, and
Evan [1988a]) highly contributes to ρTOA, we attempted to express ρNE as a function of θS
and θV only. To this end, linear regressions were computed between ρNE and the
product of 1:√cos θS and 1:√cos θV,
ρVis0:4NE ¼ 1:69:103 þ 2:46:103
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cos θSð Þ
p 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cos θVð Þ
p (7a)
ρVis0:5NE ¼ 1:58:103 þ 2:10:103
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cos θSð Þ
p 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cos θVð Þ
p (7b)
Figure 3. Relationship between ρNE and θS (solar zenith angle). Model deﬁned in Equations (7(a) and 7(b))
are represented with the solid black lines for θV = 55°. The ρ
TOA values used to determine ρNE (colours dots
panels b and c) were simulated from the Py6S algorithm for atmospheric radiative transfer (see text for
details) at eight diﬀerent locations (panel a). Big black dots refer to the ρNE values obtained for the FCI noise
speciﬁcation but using MODIS typical TOA radiances over oligotrophic regions (Hu et al. 2012) instead of
Py6S simulations.
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With R2 of 93.5% and 93.2%, respectively, linear regression models displayed in
Equations (7(a)) and (7(b)) were found to be satisfactory to estimate ρNE over average
oceanic and atmospheric conditions. An additional test showed that changing the
aerosol properties does not strongly aﬀect ρNE. Indeed, doubling the aerosol optical
thickness at 550 nm results to an increase in ρNE by only 6% on average in each band.
Figure 3(b,c) show the ρNE variability as a function of θS only. Results display a clear
increase of ρNE with θS which becomes particularly strong for θS values higher than 60° (ρNE
values more than double for θS increasing from 60° to 80°). Py6S simulations (colour dots
on Figure 3(b,c) are also in agreement with TOA radiances observed in MODIS bands
443 nm (panel b) and 531 nm (panel c) above oligotrophic ocean (Hu et al. 2012, big black
dots). Finally, as ρNE is mostly aﬀected by θS (see Figure 3), we decided to analyse only the
impact of θS on noise-induced chl-a error and we set θV to 55° for the determination of ρNE
(for the diﬀerent locations displayed on Figure 3(a), θV ranges between 45° and 66°). The
resulting models are displayed on Figure 3(b,c) with black solid lines.
2.3. Analysis of noise
Reﬂectance at TOA (ρTOA) measured by the sensor is the sum of atmospheric and
oceanic contributions,
ρTOA ¼ ρTOAr þ ρTOAa þ t0tvρ0þw (8)
In Equation (8), ρr
TOA and ρa
TOA are the reﬂectances due to Rayleigh and aerosol
scattering, respectively. ρw°
+ is the water leaving reﬂectance deﬁned by Mobley (1994)
and t0 and tv are the atmospheric transmittances for water leaving radiance from Sun to
sensor and sensor to sea, respectively. However, the values measured by sensor and
referred by ρTOA,N (N indicates that noise is included) are not the ‘true’ values as an error
(ΔρTOA) due to radiometric noise is added.
ρTOA;N ¼ ρTOA þ ΔρTOA (9)
For simpliﬁcation, we suppose to ﬁrst order that t0 = tv = 1 (perfectly transparent
atmosphere) and that the atmospheric correction process is perfect so that no additional
error is introduced through this process. The validity of the last hypothesis is analysed in
Section 3.3. With these assumptions, the estimation of the ρw
0+,N derived from ρTOA,N
can be expressed as
ρ0þ;Nw ¼ ρ0þw þ ΔρTOA (10)
From this point, two analyses are performed in parallel in this study (1) an analytic
analysis of noise-induced error and (2) a simulation exercise based on a large number of
samples.
2.3.1. First-order Taylor series expansion
Given that ρw
0+ = π. Rrs, the standard deviation of noise-induced error on the band ratio
BR444:555 (ΔBR444:510), can be computed with the ﬁrst-order Taylor series expansion
assuming that noise in Rrs
0.444 and Rrs
0.510 are uncorrelated,
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ΔBR444:510 ¼ @BR
444:510
@R0:444rs
ΔR0:444rs
 2
þ @BR
444:510
@R0:510rs
ΔR0:510rs
 2" #1:2
(11)
with ΔR0:444rs ¼
1
π
ΔρTOA0:444 and ΔR
0:510
rs ¼
1
π
ΔρTOA0:510:
Developing Equation (11) and replacing ΔρTOA by ρNE, the average noise level, we obtain
ΔBR444:510 ¼ ρ
Vis0:4
NE
πR0:510rs
 2
þ R
0:444
rs ρ
Vis0:5
NE
π R0:510rs
 2
 !2" #1:2
(12)
ΔBR444:510 was computed for a series of band ratio values ranging between 0.4 and 4.0
(chl-a ranging between 0.02 and 11.00 mg m−3) and was introduced in Equation (1). The
resulting chl-a value was then compared to the value obtained when ΔBR444:510 is set to
0. The error on chl-a was ﬁnally measured as the absolute percentage diﬀerence (APD),
APD ¼ chlaN  chlarj j
chlar (13)
where chl-aN refers to the chl-a estimation including noise whereas chl-ar is the refer-
ence (i.e. chl-a when no noise is introduced).
2.3.2. Noise simulation exercises
The ﬁrst-order analytical approach of Section 2.3.1 is complemented with a large
number of simulations allowing a more precise calculation of expected noise-induced
chl-a errors. For each value of chl-a (associated to a unique couple of Rrs
0.444 and Rrs
0.510
values, see Equations (1) and (2)), 10,000 simulations were performed. For that purpose,
it was assumed that ΔρTOA in Equation (10) is uniformly distributed in the interval
[ ﬃﬃﬃ3p ρNE;þ ﬃﬃﬃ3p ρNE. In other words, it was assumed that ΔρTOA distribution is uniform
with mean 0 and variance ρNE
2. An additional test showed that replacing the Uniform
distribution by a Gaussian distribution produces comparable results. Finally, for each
simulation, the absolute percentage diﬀerence was computed (see Equation (13)).
3. Results
3.1. Noise-related error on chl-a for a single pixel
The noise level estimated with ρNE is compared on Figure 4 to water leaving reﬂectance
signal (ρw
0+) for diﬀerent values of θS. For the blue band (Vis0.4), SNR (ρw
0.444: ρNE
0.444)
increases when chl-a decreases. This trend is due to the inverse relationship between
chl-a and BR444:510; high chl-a values are associated to low Rrs
0.444 values which are then
closer to the noise level (ρNE
0.444). For low chl-a concentrations, ρw
0.444: ρNE
0.444 ranges
between 10 and 30 depending on θS whereas it becomes critical for chl-a higher than
2 mg m−3. A diﬀerent pattern is observed for the green band (Vis0.5) where the ρw
0.510:
ρNE
0.510 is almost constant for chl-a lower than 2 mg m−3 with values ranging between 3
and 8 depending on θS. This arises because ρw
0.510 varies little with chl-a. Overall, SNR
for ρw (Δρw:ρw) is much worse than SNR given for FCI instrument (Δρ
TOA:ρTOA) because
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ρw is only a small fraction of ρ
TOA but, if noise associated to atmospheric correction is
neglected, Δρw equals Δρ
TOA (=ρNE as average noise conditions are considered).
Both, theoretical error analysis and simulation exercises show relatively high error for
chl-a when a single pixel is considered (Figure 5). On Figure 5(a), following the theore-
tical approach, an error estimation is calculated for each point representing case 1
waters in the NOMAD data set. Points display a signiﬁcant scattering which is due to
the variability of the Rrs
0.444 versus BR444:510 relationship (Figure 2(b)). For a same value
of BR444:510, points with higher values for Rrs
0.510 and Rrs
0.444 are less impacted by noise
and display smaller errors. On panels b and c, calculations are made for a continuous
Figure 4. Variability of the ρw:ρNE ratio as a function of chl-a concentration for diﬀerent values of
solar zenith angle (θS). Horizontal dotted line refers to the limit ρw:ρNE = √3. Under this limit, the
noise estimated from a uniform distribution with standard deviation ρNE can equal the signal level
(ρw).
Figure 5. Noise-induced error on chl-a as a function of the chl-a concentration. The error is
represented as the absolute percentage diﬀerence. On panel a, the error is computed with the
theoretical approach for each data point of the NOMAD data set and the colour refers to the value of
Rrs
510. In panels b and c, for each value of chl-a, the average value of BR444:510 is retained (see
Figure 2(b)), and the impact of the solar zenith angle on chl-a error is investigated. Solar zenith
angles are indicated for each line. For the simulation exercise (panel c), the median absolute
percentage diﬀerence is represented.
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range of BR444:510 values and using the statistical model developed for Rrs
0.444 (see
Section 2.1). Results show that chl-a error is almost constant, at about 20–30%, for chl-a
lower than 0.5 mg m−3 and moderate θS. Above this limit, error increases rapidly to
reach 80–100% for chl-a = 10 mg m−3 whatever θS. θS has a major impact on chl-a error
for low chl-a values. Indeed, at chl-a = 0.05 mg m−3, error ranges between 20% (θS = 1°)
and 60% (θS = 70°) according to the simulation exercise (Figure 5(c)). Globally, theory
and simulation graphics are in agreement for θS lower than 60°. For higher angles and
especially at low chl-a concentration, error is underestimated in the theoretical analysis
(panel b) compared to the simulation exercise (panel c) because when θS is high, the
error on water leaving reﬂectance is so large that the ﬁrst-order Taylor approximation is
no longer applicable.
To summarise, the analysis of error on chl-a for a single pixel reveals high noise-
induced errors. In the most favourable situation, median error is about 20%. Error is even
higher for high chl-a values and high θS values. Although for θS lower than 60°, error is
contained in a comparatively small range, it increases rapidly for θS higher than 60°.
Hence, estimating chl-a from FCI for solar zenith angles higher than 60° should be very
diﬃcult. As also revealed by Figure 4, high chl-a values display high relative error. To
solve this problem, one option is to average water leaving reﬂectance data for several
pixels close in time and/or space in order to reduce noise level on chl-a.
3.2. Noise-related error on chl-a for several spatially/temporally averaged pixels
Assuming that chl-a is almost constant over small temporal and spatial ranges, single
pixels can be averaged to reduce noise and ﬁnal error on chl-a. To determine what could
be the best compromise between the spatio-temporal resolution and error on chl-a,
diﬀerent scenarios were tested. These scenarios comprise a spatial averaging (9 pixels
averaged, giving spatial resolution of 3 km instead of 1 km) and/or a temporal averaging
(data averaged over 1 h to keep diurnal variability). Degrading temporal resolution to
1 h allows to average 6 data points in FDSS mode (one image every 10 min) and 24 data
points in the RSS mode (one image every 2.5 min). Scenarios were tested through the
simulation exercise by averaging n estimations of ΔρTOA (n is number of pixels aver-
aged). Although this study only focuses on one spatial (i.e. 3 km) and one temporal (1 h)
resolution, resulting in ﬁve diﬀerent averaging scenarios (1 h FDSS, 1 h RSS, 3 km, 1 h
FDSS/3 km, and 1 h RSS/3 km), one can easily foresee results for other resolutions
considering the number of pixels averaged. For instance, reducing the spatial resolution
to 5 and 7 km gives averages of 25 and 49 pixels, respectively, which is close to the 1 h
RSS (24 pixels averaged) and 1 h FDSS/3 km (54 pixels averaged) scenarios.
On Figure 6, three scenarios are tested: the reference scenario with no averaging (a
single pixel is considered, solid line), only spatial averaging (9 pixels averaged, dashed
line), and spatial and temporal averaging in case of the FDSS mode (9 × 6 pixels
averaged, broken line). Results clearly show that the more the resolution is reduced,
the better is the chl-a distribution curve and the narrower is the dispersion around the
average (Table 2). Without any averaging process, the chl-a distribution is relatively ﬂat,
especially for high chl-a value (2 mg m−3, red curve), which prevents any satisfactory
estimation of the chl-a. Indeed, for chl-a = 2 mg m−3, the standard deviation of the
distribution is 4.32 mg m−3 and the median absolute error is 63.2% (Table 2). However,
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when pixels are spatially and temporally averaged (54 pixels averaged), dispersion and
error are strongly reduced (MAPD ranges between 4% and 9%, see Table 2) permitting
an acceptable estimation for chl-a. Previous results are conﬁrmed by Figure 7 which is
the same as Figure 5(c) but shows the error curves for each scenario at θS = 30° (panel a)
and θS = 60° (panel b). To obtain an estimation of chl-a with an error inferior to 10% for
chl-a concentrations up to 1 mg m−3, temporal and spatial averaging are necessary (i.e.
1 h–3 km FDSS mode or 1 h–3 km RSS mode). The RSS mode (one scan every 2.5 min)
Table 2. Standard deviation (SD) and median absolute percentage diﬀerence (MAPD) on chl-a
estimations after introduction of noise (10,000 simulations) for the chl-a values and the spatio-
temporal resolutions tested on Figure 6.
Number of pixels averaged
1 pixel 9 pixels 9 × 6 pixels
chl-a (mg m−3) SD (mg m−3) MADP (%) SD (mg m−3) MADP (%) SD (mg m−3) MAPD (%)
2 4.32 63.2 0.73 21.3 0.26 8.7
0.5 0.36 40.9 0.10 13.5 0.04 5.6
0.1 0.05 32.1 0.02 10.2 0.006 4.2
Standard deviations are expressed in mg m−3.
Figure 6. Frequency distribution curves of the chl-a estimations. Three values of chl-a: 0.1, 0.5, and
2.0 mg m−3 were simulated (blue, green, and red, respectively) for θS = 40°. For each of them,
diﬀerent averaging processes were tested: full resolution (1 pixel averaged), 3 km (9 pixels
averaged), and 1 h in FDSS mode with 3 km (9 × 6 pixels averaged). The averaging process is
applied to water leaving reﬂectances. In each case, 10,000 simulations were produced. The standard
deviation and the median absolute percentage diﬀerence of each distribution are given in Table 2.
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that covers the northern part of the disk will be very useful for the subpolar North-
Atlantic. Indeed, the high number of data available balances high θS values and high chl-
a concentrations observed during spring bloom in this region. At lower latitudes, where
oligotrophy prevails, chl-a is generally low and less averaging, e.g. only spatial (9 pixels
averaged) or only temporal (6 pixels averaged) can be considered for observations
achieved around noon (small θS).
3.3. Impact of atmospheric correction on chl-a ﬁnal error
In the previous sections, additional error due to the atmospheric correction process was
supposed to be negligible compared to the error associated to ρTOA in Vis0.4 and Vis0.5
bands. This assumption which is based on the radiometric speciﬁcities of the MTG/FCI
sensor (i.e. high radiometric noise in Vis bands compared to NIR and SWIR bands) is
analysed here. According to the Equation (8), ρw
0+ depends on ρTOA but also on ρr
TOA,
ρa
TOA, and on t0tv. ρr
TOA and t0tv are computed from Sun/viewing geometry and they
have no noise-related uncertainty. However, noise may aﬀect calculation of ρa
TOA, the
aerosol contribution to total TOA reﬂectance (Hu, Carder, and Muller-Karger 2001). Then,
Δρw
0+ contains two noise-related components,
Δρ0þ;iw ¼
1
tivt
i
0
ΔρTOA;i þ ΔρTOA;ia
 
(14)
where i refers to the spectral band and Δρa
TOA,i is the error associated to TOA aerosol
reﬂectance in band i.
To retrieve ρa
TOA in bands Vis0.4 and Vis0.5, we propose to use FCI bands NIR0.8 and
SWIR1.6 centred on 0.865 and 1.610 µm, respectively, because (1) these bands are not
impacted by water vapour absorption in the atmosphere, conversely to bands NIR0.9
and SWIR1.3, and because (2) in clear waters, ρw
0+ can assume to be 0 in these bands
Figure 7. Error on chl-a as a function of the chl-a concentration for diﬀerent averaging scenarios
(see text for details) at θS = 30° (panel a) and θS = 60° (panel b). Black dotted lines represent the 5%
and 10% error limits.
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(Gordon and Wang 1994). Then, ε = ρa
NIR0.8:ρa
SWIR1.6 can be easily derived from ρTOA
(note that the TOA superscript in Equation (8) has been dropped for simpliﬁcation). In a
processor, the aerosol reﬂectance can be extrapolated from NIR/SWIR to shorter wave-
lengths using tabulated aerosol models (Gordon and Wang 1994). For the present
theoretical error analysis, the aerosol reﬂectance spectral variation is approximated by
a power law ‘Angstrom’ model.
ρVis0:4a ¼ ρSWIR1:6a
444
1610
 A
with A ¼ ln εð Þ
ln 1610=865
  (15)
Then, uncertainty on ρa
Vis0.4 (Δρa
Vis0.4) is the combination of the uncertainty on ρa
SWIR1.6
and on A (or ε).
To reduce noise on ε, a large spatial smoothing can be applied (Wang, Shi, and Jiang
2012) or a unique ε can be computed for a whole subscene (Neukermans et al. 2009;
Vanhellemont and Ruddick 2015) because the horizontal length scale for variability of
aerosol type is generally large. In such a situation, noise-related error on ε is negligible
although areas with natural variability of aerosol type (e.g. atmospheric fronts) will be
less well represented.
To test the impact of atmospheric correction on ρw
Vis0.4 uncertainty, diﬀerent models
of atmospheric correction have been tested with the following parametrisation: θS = 40°,
ε = 1.4, and ρa
SWIR = 0.01. In model 1, atmospheric correction is applied on a 1 pixel basis
for the determination of ε and ρa
SWIR1.6. In model 2 and model 3, uncertainty on ε is
reduced by averaging 9 and 81 pixels, respectively. In model 4, it is assumed that ε is
free of noise. Finally, in model 5, the atmospheric correction process is assumed to be
noise free and the only source of noise on ρw
Vis0.4 comes from ρTOA,Vis0.4. Frequency
distribution curves for each model are displayed on Figure 8(a) and uncertainty budgets
are provided in Table 3. Comparing model 1 (atmospheric correction applied on 1 pixel
basis) and model 5 (no noise-related error in atmospheric correction), it clearly appears
that atmospheric correction increases noise in ρw
Vis0.4. However, as soon as ε is averaged
over a few pixels (i.e. 9 pixels), the frequency distribution curves are much narrower and
are relatively close to the curve representing the model 5 (no noise-related error in
atmospheric correction). Results also showed that averaging ε over a box of 9 × 9 pixels
removes almost all ε uncertainty as curves from model 3 and model 4 are almost
superimposed. Comparing model 4 (atmospheric correction error is only related to
ρa
SWIR1.6) and model 5 (no error in atmospheric correction), the probability that error
be in the ±√3(ρNE
Vis0.4 ─ ΔρaVis0.4) interval (i.e. ±1.3 × 10–3) is the same in each curve.
That represents about 50% of simulations. Outside this limit, introducing error due to
the estimation of aerosol has a positive impact on error in the interval [√3(ρNE
Vis0.4 ─
Δρa
Vis0.4), √3(ρNE
Vis0.4)] (the same for the negative side) because a combination of
positive Δρa
Vis0.4 and negative ΔρTOA,Vis0.4, and vice versa, tends to reduce error.
However, errors can also be accumulated which explains the expansion of the mini-
mal–maximal error interval.
Uncertainty on ρa
Vis0.4 is of the same order of magnitude as uncertainty on ρTOA,Vis0.4
in model 1 and about 2.0–2.5 times lower in models 2, 3, and 4 (Table 3). It results that
even if Δρw
Vis0.4 increases from model 1 to model 5, the additional uncertainty from
atmospheric correction is reduced as soon as ε is averaged over a few pixels. Indeed,
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compared to Δρw
Vis0.4 in model 5, Δρw
Vis0.4 increases by only 13% and 14% in model 4
and model 3, respectively. In consequence, almost no diﬀerences are observed between
models 2, 3, and 4 and model 5 when the median absolute percentage diﬀerence on
chl-a is analysed (Figure 8, panel b). This conﬁrms the validity of previous results based
on the assumption that the atmospheric correction process does not signiﬁcantly aﬀect
the noise-related error on chl-a.
In opposition to previous studies which focus on ocean colour sensors (Jolivet et al.
2007; Hu, Feng, and Lee 2013), we demonstrated that noise-related uncertainty derived
from atmospheric correction is less important than the direct eﬀect of noise associated
to TOA measurements in the visible range. This FCI speciﬁcity can be explained by the
application of a dedicated atmospheric correction algorithm and by the radiometric
performance of the FCI sensor which is far from that of typical ocean colour sensors. On
one hand, whereas most of the atmospheric correction algorithms are based on Gordon
and Wang (1994) and are applied on a 1 pixel basis, here it is proposed to average
several pixels (e.g. 9 × 9) to compute ε which reduces uncertainty by a factor 2.5. Hence,
Figure 8. Left panel: Frequency distribution curve of errors added to ρw
Vis0.4 (Δρw
Vis0.4) for diﬀerent
atmospheric correction models (see text Section 3.3 for details). Simulations were made with ε = 1.4
and ρa
SWIR1.6 = 0.01. Right panel: The same as Figure 5(c) for simulations accounting (models 1–4)
and not accounting (model 5) for the contribution of atmospheric correction to noise.
Table 3. Uncertainty on ρa
Vis0.4, ρTOA,Vis0.4, and ρw
Vis0.4.
Δρa
Vis0.4 ΔρTOA,Vis0.4 Δρw
Vis0.4
Model 1 1.76 × 10−3 1.63 × 10−3 3.07 × 10−3
Model 2 9.49 × 10−4 1.68 × 10−3 2.13 × 10−3
Model 3 6.83 × 10−4 1.68 × 10−3 1.91 × 10−3
Model 4 6.42 × 10−4 1.68 × 10−3 1.89 × 10−3
Model 5 0 1.68 × 10−3 1.68 × 10−3
For ﬁve diﬀerent atmospheric correction models, see Section 3.3 for a complete description.
Uncertainty values have been computed from simulations containing in each case 100.000
samples.
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it is assumed that aerosol type varies over longer spatial scales than aerosol concentra-
tion (e.g. 9 km for aerosol type against 1 km for aerosol concentration). On the other
hand, most of sensors dedicated to ocean colour application have very high radiometric
performance in visible bands about 10 times higher than FCI performance (e.g. for
SeaWiFS SNR@445nm = 950).
4. Discussion
4.1. FCI characteristics compared to minimum requirements for ocean colour
sensors
The FCI instrument is designed for meteorological applications and its characteristics do
not reach the minimum requirements for ocean colour sensors set by IOCCG 2012b.
Nevertheless, the above results suggest that with some adaptations (i.e. speciﬁc band
ratio chl-a algorithm, spatio-temporal averaging of data), chl-a could be retrieved from
this sensor over open oceans. The (IOCCG 2012b) report suggests that a minimum SNR
ratio at typical TOA radiances received by the sensor (i.e. 70.2 W m−2 µm−1 at 0.443 µm
and 45.8 W m−2 µm−1 at 0.510 µm) should be 1000. Applied to the above typical TOA
radiances with Equation (4), SNR is about 85 and 69 for FCI bands Vis0.4 and Vis0.5,
respectively. FCI radiometric resolution is then more than 10 times lower than recom-
mendations. That explains the necessity to average several pixels data to improve SNR.
As SNR increases with square root of n (n being the number of pixels averaged), about
140 and 210 pixels should be averaged so that SNR reaches 1000 (minimum requirement
for ocean colour sensor), which matches with the scenario 1 h–3 km in RSS mode that
we recommend for bloom periods and mid-to-high latitude regions.
IOCCG (2012b) indicates also that satellite sensors should cover, without saturating, a
preset range of TOA radiances representing all the radiances that a satellite sensor may
observe during its mission. According to EURD document (2010), this last requirement is
fully satisﬁed by FCI sensor as FCI dynamic ranges in Vis0.4 and Vis0.5 bands are wide
(from 1% to 120% of F0) and largely cover the minimum/maximum radiance mentioned
by IOCCG (2012b).
Regarding spectral speciﬁcations, FCI Vis0.4 band is centred on the chl-a absorption
peak which is commonly used in band ratio-based chl-a algorithms (O’Reilly et al. 1998).
For normalisation, a spectral band centred on 0.555 µm and insensitive to chl-a is often
used and the 0.510 µm band is rather utilised to replace the 0.444 µm band in case of
high chl-a. Figure 2(a) shows that although it is not common and not suitable for very
high chl-a, the Rrs
0.444: Rrs
0.510 band ratio can be used to derive chl-a for concentrations
up to 10 mg m−3.
Another diﬀerence between FCI and dedicated ocean colour sensors is the spectral
resolution. Bandwidths for FCI bands Vis0.4 and Vis0.5 are, respectively, 60 and 40 nm
whereas IOCCG (2012b) recommends a Full Width Half Maximum of 15 nm. To assess the
impact of large FCI bands on the chl-a/band-ratio relationship, the Morel and Maritorena
(2001) model for case 1 waters was used. Rrs spectra were modelled for various chl-a
concentrations. Then, the chl-a versus Rrs
0.444:Rrs
0.510 relationship was built without any
integration on Rrs (dark blue line Figure 2(a)) and with integration over the Vis0.4 and
Vis0.5 bands (from 0.415 to 0.475 µm for the Vis0.4 and from 0.490 to 0.530 µm for
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Vis0.5). Results (Figure 2(a)) display very little diﬀerences between the two curves. Curves
deviate for low chl-a concentrations (chl-a lower than 0.5 mg m−3) but the diﬀerence
remains smaller than natural variability. In conclusion, the algorithm developed from the
NOMAD data set should be suitable for the large FCI spectral bands, although a speciﬁc
algorithm directly based on matchups between in situ chl-a and in situ ρw measurements
representing FCI bands could be developed. In fact, the IOCCG (2012b) report recom-
mends numerous and narrow bands to be able to derive additional information about
aquatic bio-optical properties such as phytoplankton groups or colour dissolved organic
matter absorption and to process both clear and turbid waters. Here, it is clear that
spectral characteristics of FCI only permit the retrieval of chl-a in clear waters, but this
does become possible at an hourly rather than daily temporal resolution.
Another requirement for typical ocean colour sensor is a good radiometric stability
allowing to produce long-term (about 10 years) and consistent time-series for climato-
logical studies and synoptic applications. FCI sensor is equipped with an in-ﬂight
calibration system based on solar light to guaranty the sensor stability (over the sensor
time-life radiometric stability is expected to be less than 2%; EURD document, 2010). In
addition, lunar calibration is planned to monitor relative sensor drift up to 0.9 µm.
Finally, the MTG programme consists of four overlapping missions with an expected
time-life of 8 years from 2019 to 2039. This design must permit cross-validation and the
production of long-term time-series.
4.2. Domains of application
According to previous results, it seems diﬃcult to estimate chl-a for solar zenith
angles higher than 60° as after this limit ρNE increases rapidly (Figure 3). Despite this
limitation, a large range of oceanic regions could be analysed with FCI data. Chl-a
could be assessed year round between 40° S and 40° N (Figure 9) and between 30° S
and 30° N, at least 4 h of data will available per day. In mid-latitudes (i.e. 40°–60°),
estimations of chl-a should be available for more than half a year and in high
latitudes (60°–80°), only the summer period will be accessible. As in the Atlantic
Ocean, bloom timing shifts from winter to summer with latitude (Racault et al.
2012), the present limitation will not prevent the analysis of rapid chl-a variability
during the productive season.
Another limitation following from this analysis is the diﬃculty to retrieve high chl-a
values with the FCI bandset and SNR. Nevertheless, in open ocean, very high chl-a (i.e.
chl-a > 5 mg m−3) are not so frequent (Gregg and Casey 2004). For instance, the highest
bloom amplitudes are observed along the North-West Atlantic shelf and reach about
2–3 mg m−3 (Devred, Sathyendranath, and Platt 2007; Racault et al. 2012; SeaWiFS
climatology). Hence, although in regions observed by FCI (i.e. Atlantic Ocean and
Mediterranean Sea), it is not impossible that chl-a value reach the upper limit of the
FCI sensor (i.e. 5 mg m−3), these events should be rare.
For a better appreciation of the potential of the FCI data in the subpolar North
Atlantic, Figure 10 represents at point 55° N 25° W in the North Atlantic, the annual
variability of chl-a for year 2014 as well as the 50% and 90% interval error considering
FCI radiometric characteristics. Simulations were performed with the 3 km–1 h RSS
averaging scenario and considering that 50% of data are not available because of
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cloud coverage. Results show that the noise-induced error interval is much smaller than
the amplitude of the chl-a annual cycle suggesting that seasonal variability of chl-a
could be studied with chl-a estimations derived from FCI. Geo chl-a data should
signiﬁcantly contribute to our understanding of phytoplankton phenology which is
currently biased because of cloud-related data gaps. Indeed, with Sun synchronous
Figure 9. Number of hours per day when solar zenith angle is lower than 60° as a function of
latitude and date.
Figure 10. Chl-a during year 2014 at point 55° N 25° W (black solid line, MODIS Aqua data, 25 pixels
averaged, ﬁltered time-series with a 3-point running average). For each chl-a value, error intervals
associated to FCI noise were computed at solar noon considering a 3 km/1 h scenario in RSS mode
and a cloud coverage of 50%. Hatched and ﬁlled intervals represent the position of 90% and 50% of
simulated points, respectively. Black dotted line shows θS at noon.
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orbiting sensors, Cole et al., (2012) showed that about 50% of data are lacking in 8 days
resolution time-series in the subpolar North Atlantic (about 50° N), resulting in an
uncertainty of 25 and 10 days in the determination of bloom initiation date and
bloom peak, respectively.
Pahlevan et al. (2013) consider that to capture chl-a diel variability, a 50% increase in
chl-a must not be hidden by the radiometric noise of the Geo sensor. To test FCI
radiometric performances regarding diurnal variability, 90% error intervals were com-
puted in the conﬁguration 1 h–3 km in FDSS and RSS modes for diﬀerent values of chl-a
and for these values multiplied by 1.5 (Table 4). Results showed that for low solar zenith
angles and chl-a ranging between 0.05 and 1.00 mg m−3, FDSS and RSS modes clearly
distinguish baseline chl-a and upper chl-a. However, at high solar zenith angle (θS = 60°),
the 3 km/1 h-FDSS averaging scenario is not suﬃcient to capture diurnal variability
when chl-a exceeds 0.5 mg m−3 (lower and upper intervals overlap). In such conditions,
it is necessary to enlarge the spatial averaging grid (i.e. 5 km × 5 km boxes for instance)
or to use data from the RSS mode if available. Nevertheless, this test conﬁrms that if
diurnal chl-a variability is signiﬁcant (i.e. 50% increase during the day), an appropriate
averaging process allows to observe diurnal variability at 1 h temporal resolution.
5. Conclusion
Recent studies demonstrated that meteorological Geo sensors can be used for certain
marine applications (Neukermans et al. 2009; Neukermans, Ruddick, and Greenwood
2012; Vanhellemont, Neukermans, and Ruddick 2014; Peschoud et al. 2016; Murakami
2016) and help to mitigate the absence of ocean colour Geo sensors. The present study
aims to determine to which extent the low radiometric performances of the future FCI-
sensor on-board MTG prevent an accurate retrieval of chl-a concentration in clear waters
and how pixels should be spatio-temporally averaged to obtain chl-a estimations with
an acceptable noise-related error. Hence, this study focuses only on noise-related error
which is a major issue for the FCI sensor. However, other sources of uncertainty exist, as
for example instrument artefacts, calibration errors, or imperfect bio-optical algorithm,
and may degrade chl-a retrieval. These sources of error are not considered here and the
reader should be aware that performances on chl-a presented in this study do not
Table 4. chl-a intervals containing 90% of simulated chl-a estimations for diﬀerent values of chl-a
and θS.
θS = 30° θS = 60°
chl-a (mg m−3) FDSS RSS FDSS RSS
0.05 0.046–0.054 0.048–0.052 0.044–0.057 0.047–0.053
0.05 × 1.5 0.069–0.082 0.072–0.078 0.065–0.086 0.070–0.080
0.1 0.092–0.109 0.096–0.104 0.086–0.116 0.093–0.107
0.1 × 1.5 0.137–0.164 0.143–0.157 0.128–0.175 0.139–0.162
0.5 0.444–0.563 0.471–0.531 0.411–0.608a 0.453–0.551
0.5 × 1.5 0.656–0.858 0.702–0.802 0.603–0.936a 0.672–0.837
1 0.864–1.159 0.930–1.076 0.787–1.275a 0.887–1.128
1 × 1.5 1.270–1.783 1.379–1.633 1.142–1.990a 1.306–1.752
aIndicates conditions for which chl-a and 1.5 × chl-a intervals overlap.
chl-a interval is given for a value of chl-a as well as the same value multiplied by 1.5 (×1.5). Simulations were
performed with the conﬁguration 3 km–1 h in the FDSS and RSS modes (see text for details).
FDSS: Full Disc Scanning Service; RSS: Rapid Scan Service.
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represent the ﬁnal expected accuracy of chl-a derived from FCI sensor but rather their
upper limit. Result showed that the FCI sensor has suﬃcient radiometric speciﬁcation to
derive chl-a with an acceptable noise-related uncertainty in clear waters at 1 h and 3 km
resolution. Indeed, taking advantage of the high acquisition rate of the FCI sensor
(10 min FDSS mode or 2.5 min RSS mode), a 10% noise-related error on chl-a can be
achieved if spatio-temporal resolution is degraded to 3 km and 1 h. The very high
frequency acquisition mode (RSS mode) available for the northern hemisphere (latitude
higher than 30° N) will be necessary to properly assess the spring bloom in the subpolar
North-Atlantic and to assess diurnal variability when chl-a and θS are high (see Figure 1,
yellow area). At low latitudes, the 10 min acquisition frequency available in the FDSS
mode should be suitable given the low chl-a concentrations observed in this region
(Figure1). Analysis also showed that the atmospheric correction process has only a small
impact on chl-a retrieval, provided that aerosol type can be assumed constant over a
subscene, as absolute FCI noise in the SWIR spectral bands is much smaller than noise in
blue and green bands. Therefore, in a near future, we can expect to complement, thanks
to the FCI sensor, chl-a information provided by Sun-synchronous ocean colour sensors.
Indeed, high temporal resolution chl-a time-series should be available over large regions
of the Atlantic Ocean and the Mediterranean Sea.
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