Hashing methods have been widely investigated for fast approximate nearest neighbor searching in large data sets. Most existing methods use binary vectors in lower dimensional spaces to represent data points that are usually real vectors of higher dimensionality. We divide the hashing process into two steps. Data points are first embedded in a low-dimensional space, and the global positioning system method is subsequently introduced but modified for binary embedding. We devise dataindependent and data-dependent methods to distribute the satellites at appropriate locations. Our methods are based on finding the tradeoff between the information losses in these two steps. Experiments show that our data-dependent method outperforms other methods in different-sized data sets from 100k to 10M. By incorporating the orthogonality of the code matrix, both our data-independent and data-dependent methods are particularly impressive in experiments on longer bits.
I. INTRODUCTION
H ASHING methods are efficient for approximate nearest neighbor (ANN) searching that is important in machine learning [1] - [4] and computer vision [5] - [9] . Hashing methods map original input data points to binary hashing codes while preserving their mutual distances; that is, the binary strings of similar data points in the original feature space should have small Hamming distances. Hashing with short codes can substantially reduce storage requirements and boost the ANN searching speed.
Generally, hashing methods embed high-dimensional real vectors to low-dimensional binary vectors. It can be divided into two steps: dimension reduction and binary embedding. We find that there is a tradeoff between the information losses in these two steps. For example, if the dimensionality is reduced to 1 by Principle Component Analysis (PCA), each data point can be represented by a real number. Although we can represent a real number by a 64-bit binary vector with neglectable information loss, obviously the real numbers achieved in this way cannot preserve the structure of Manuscript original data points. On the other hand, if the dimensionality is reduced to 64, we can generate efficient hashing codes by some state-of-the-art hashing methods, such as Iterative Quantization (ITQ) [10] . In both cases, the original data points are embedded to 64-bit binary vectors. However, different settings lead to completely different situations. In this paper, we devise our methods by considering this tradeoff. We first reduce the dimensionality of the original data points, i.e., the descriptor vectors, by PCA. Next, the projections on the first d principal components are encoded by c-dimensional binary codes, where c > d. We need an overdetermined system that can uniquely position every data point. This is similar to Global Positioning Systems (GPS) [11] that use dozens of satellites to position a receiver on the 2D Earth surface. Since our method is directly inspired by GPS, we name it the Global Hashing System (GHS). We tackle the major issue of how to distribute satellites and propose two methods: one data-dependent method and one data-independent method. Unlike most existing methods [10] , [12] , [13] that handle the degraded version of orthogonality of the code matrix in the continuous domain, both our methods approximate the orthogonal code matrix directly in the binary domain, which leads to better performance on long-bit experiments. Note that although SH can be regarded as assigning more bits to PCA directions along which the data has greater ranges, it is somewhat heuristic [10] .
After satellites are well distributed, distances from data points to each satellite are sorted separately (to simplify the following discussion, this distance is denoted as D2S hereafter). The nearest half is denoted as −1, while the other half is denoted as 1. Hence, our method can generate a balanced code matrix. Although a balanced code matrix is considered to be one of the two conditions for good codes [13] , it is rarely considered because it usually results in an NP-hard problem.
II. RELATED WORK
Popular hashing methods can be categorized into two groups according to their dependence on data. The most well-known data-independent hashing methods are Locality-Sensitive Hashing (LSH) [14] and its variances, e.g., those adopting cosine similarity [15] and kernel similarity [16] . The main drawback of these methods is the demand of more bits per hashing table, due to randomized hashing [17] .
Data-dependent methods have become popular in the machine learning community. Spectral Hashing (SH) [13] , one of the most popular data-dependent methods, generates hashing codes by solving a relaxed mathematical problem to circumvent computation of pairwise distances in the Fig. 1 . Illustration of a GPS. A satellite broadcasts its current time to the receiver (red spot). The distance is calculated by multiplying travel velocity of electromagnetic waves with the difference of the receivers' current time and the received satellite time. (a) The distances of a receiver to three satellites can uniquely determine its location on the Earth surface. (b) Such distributed satellites fail to uniquely determine the receiver's location.
whole dataset, i.e, the affinity matrix and the constraints that lead to an NP-hard problem. Anchor Graph Hashing (AGH) [18] optimizes the object function of SH by using anchor points to construct a highly sparse affinity matrix. Discrete Graph Hashing (DGH) [19] follows this idea and incorporates orthogonality of the hashing code matrix. There are also methods based on the linear projections of PCA [10] , [12] , [20] or Linear Discriminant Analysis [21] and those hashing in kernel space, such as binary reconstructive embeddings (BRE) [22] , random maximum margin hashing (RMMH) [23] and kernel-based supervised hashing (KSH) [7] . Unlike ITQ [10] that rotates the projection matrix obtained by PCA to minimize the loss function, Neighborhood Discriminant Hashing (NDH) [24] incorporates computation of the projection matrix during the minimization procedure. In general, linear dimensionality reduction techniques, such as PCA, are inferior to nonlinear manifold learning methods [25] , [26] that are able to more effectively preserve the local structure of input data without assuming global linearity [27] , [28] . However, nonlinear manifold techniques may be intractable for large datasets because of their high computation costs. To address this problem, Inductive Manifold Hashing (IMH) [17] , [29] learns the nonlinear manifold on a small subset and inductively inserts the remaining data. Hashing methods focusing on image representations have been developed recently. For example, Zhang et al. [30] unify feature extraction and hashing function learning. Zhang et al. [31] and Liu et al [32] develop their methods on multiple representations.
III. METHODOLOGY
Let us define the used notations. A set of n data points in a D-dimensional space is represented by {x 1 , ..., x n }, x i ∈ R D which form the rows of the data matrix X ∈ R n×D . W ∈ R D×d is obtained by the first d eigenvectors of the data covariance matrix X X. Y = XW and y i is the i th row vector of Y. A binary code corresponding to x i is defined by a row vector b i = {−1, +1} c , where c is the length of the code and the code matrix B = b 1 , ..., b c .
A. Global Positioning/Hashing System
A satellite in a GPS ( Fig. 1 (a) ) has the ability to measure the distance between itself and a signal receiver on the Earth surface. This results in a circle on which every point has the same distance to this satellite as the receiver. Hence, at least three satellites are needed to determine the true position which is the unique intersection of three such circles. More generally, a d-dimensional point can be determined by its Euclidean distances to d + 1 other points in this space [33] .
In our GHS, each satellite only has 1-bit to record the Euclidean distances. The receivers far from a satellite are denoted as 1 while the nearby ones are denoted as −1. Hence, our hashing function can be defined as:
where A c computes the Frobenius norm of each row of A and f can be any proper functions that return a positive real number. Here medi an() is adopted to generate a balanced code matrix. s j is the coordinate of the j th satellite and it forms up the j th row of satellite matrix S.
B. Data-Dependent Method (GHS-DD)
Since we are assuming the Euclidean distance in the feature space correlates with the Hamming distance in hashing code space, our hashing model can be described as:
Randomly setting s j does not produce satisfactory results. Furthermore, Eq. (2) requires the pairwise distance between each pair of data points, which leads to a heavy burden in storage and computation. Inspired by ITQ, we circumvent it by minimizing the quantization loss. At first, let us consider the following quantization loss:
arg min
Because y i − s j is always non-negative, we scale and shift B to [0, 1]. The underlying reasonability of Eq. (3) is similar to ITQ. To uniquely position a data point in d-dimensional space, at least d + 1 satellites are required and the locations of these satellites should satisfy the following condition [33] :
where = s 2 ; ...; s d+1 and θ = s 2 − s 1 ; ...; s d+1 − s 1 . Eq. (4) is called the existence and uniqueness condition for GPS solution [33] . Fig. 1 (b) shows an example that a GPS fails to get a unique solution. The condition can be satisfied by initializing an orthogonal . We create g groups of satellites. Within each group, there are d + 1 satellites, d of which are orthogonal to each other. We define ρ := c/ (d + 1), a parameter discussed in Section III-E. Note that no more than d mutual orthogonal vectors in a d-dimensional space can be found. Each group is rotated by an orthogonal matrix R k to find the best location, which gives the following model:
where δ k is an indicator function. δ k s j = 1, if s j ∈ Group k and δ k s j = 0, if s j / ∈ Group k. α j and β j are used to transform the values of D2S into a proper interval. Eq. (5) is minimized by iterative minimization.
C. Optimization
Initialization. In each group, is initialized by the left singular vectors of a d ×d random matrix, so does R k . Another random 1 × d vector is added into each group.
Update B i j . The j th column of B is calculated by Eq. (1). Update α j . Take the partial derivative with respect to α j , resulting in
Update β j . Similar to α j ,
Please note when we deduce Eq. (7), g k=1 δ k s j = 1 is applied. Update R k . We divide this step to two sub-problems. First, s j R k is substituted by s j to form up the following minimization problem:
which is equivalent to arg min
where B i j = B i j + β j /α j . If we treat s j as a receiver, y i as the satellites and B i j as the D2S, the solution of Eq. (9) is the standard solution of GPS [34] . After s j s are calculated, R k is found by minimizing the following problem:
We construct the following two matrices for each s j : Y = Y, B · j and Z = di ag YY , where B · j represents the j th column of B and di ag(A) returns a row vector which contains
Y . Then solve the following quadratic equation about :
Eq. (11) usually has two solutions 1 and 2 , therefore two possible s j can be found by s j = Y + Z + 1 , where s j = s j , τ and τ which is useless in our model is related to D2S. To automatically choose a suitable s j from two solutions, we initialize s j with s j = r s , where r s is a positive real constant. The s j whose norm is closer to r s is chosen for the following steps. r s is also used in our data-independent satellite distribution algorithm and discussed in Section III-E along with parameter ρ. Eq. (10) can be solved by singular value decomposition (SVD). Given S k and S k which contain s j and s j of Group k, respectively, through SVD, we can get
Output. S and thresholds, i.e., g Y − 1 n×1 s j c in Eq. (1).
Out-of-Sample Hashing. A new query is projected by W and then its distance to each satellite s j is cut off by g Y − 1 n×1 s j c .
D. Data-Independent Method (GHS-DI)
Another condition for a good code is uncorrelation [23] , i.e., B B = nI. A direct way to satisfy this condition is distributing the satellites such that only one is close to each receiver; that is, there is no intersection among all s j , r j spheres, where r j is the minimum radius that includes the nearby data points of s j . However, in this situation, each receiver only has 1-bit 1. The Hamming distance between any pair of receivers is 0 or 2, which means the distance between two data points in the input space is not well preserved. If we strictly satisfy the balance condition as well as uncorrelation condition in this way, at most 2 satellites can be used.
An alternative way is minimizing the intersections of s j , r j sphere and s j , r j sphere for any j = j . That is, we set a tolerance for the values of non-diagonal elements of B B. They are allowed to be non-zero numbers with small absolute values.
The intersection of two d-dimensional spheres is too difficult to compute; therefore, the pairwise distance between each pair of satellites is maximized. Without constraints, the resulting s j may be +∞. A reasonable constraint is distributing all satellites on the surface of (0, r s ) sphere. As there is no prior knowledge about the data, we assume data points are uniformly distributed in a (0, r ) sphere. By s 1 = ... = s c = r s , the D2S of each satellite will be comparable. Fig. 2 . MAP on CIFAR-10 dataset for GHS-DI and GHS-DD. When r s approximates 0, both methods fail to get satisfactory results. The performance of both methods become stable after r s is larger than 1. On the other hand, GHS-DI gets its best results when ρ is in the interval [0.5, 1], while it is [0.7, 1] for GHS-DD. For c < 16, the best results appear when ρ approximates 1 because enough amounts of principal components should be selected.
Algorithm 1 Data-Independent Satellite Distribution Algorithm
Under the abovementioned assumption, minimizing intersections can be achieved by maximizing the pairwise distance between each pair of satellites:
Eq. (12) can be maximized by the Gradient Projection Algorithm (GPA) [35] . The GPA iteratively updates s j by moving s j along the gradient direction of E and projects s j to the boundary defined by the constraint (Algorithm 1). The gradient of E with respect to s j is
The projection step can be directly implemented by normalizing each s j . As the orthogonality of B is considered, our GHS-DI method usually produces the second best results on experiments of longer hash bits. Actually, the way that GHS-DD satisfies Eq. (4) intrinsically incorporates orthogonality. When r s → +∞, the hyper-sphere surface that separates near and far data points can be treated as a hyper-plane. In this situation, with orthogonal s j and the assumption of uniform distribution of data points, this property is easy to understand in 2D and 3D cases. More generally, we have the following theorem.
Theorem 1: If (1) data points y i ∈ R d are uniformly distributed in a (0, r ) sphere, (2) s j ⊥s j and (3) r s → +∞, then h j h j = 0( j = j ), where h j and h j are column vectors whose elements are the binary hashing codes generated by Eq. (1).
The proof of Theorem 1 can be found in Appendix A. In Theorem 1, condition (1) and (3) are impractical and therefore only the second sufficient condition can be satisfied by setting c = d; however, this contravenes the existence and uniqueness condition for GPS solution. In Section III-E, we will show c = d usually cannot generate the best results. Although our methods cannot exactly fulfill these three conditions, its superiority of considering orthogonality was proven by its high F-measure in experiments on longer bits (Section V).
E. Parameters r s and ρ
There are two key parameters in our methods -r s and ρ. r s should not be too small. Consider an extreme example where r s = 0, then bits of points close to the origin will equal 0 and bits of other points will equal 1. Obviously, such codes are inefficient.
ρ should be moderate. If ρ is too large, the binary codes will gradually lose their ability to encode the values of projections which are real numbers. When ρ becomes small, fewer projections can be used, so the data points reconstructed by these projections cannot approximate the original ones accurately enough.
The mean average precision (MAP) on CIFAR-10 dataset [36] with varying r s and ρ is shown in Fig. 2 . CIFAR-10 consists of 60K images from the 80 Million Tiny Image dataset [6] and we use a 1024-dimensional GIST descriptor to represent each image. Their PCA projections are normalized by the largest Euclidean norm of all projected data. When testing on different ρs , at most one group containing less than d + 1 satellites may exist. Based on the results in Fig. 2 , we empirically set r s as 2 for all experiments and set ρ as 1 for experiments whose c ≤ 16 , while 0.5 for others.
We also tested our two methods by setting c = d (Table I ). The percentages shown in Table I denote the improvement by setting c = d + 1. Referring to Table I , we observe that for c > 16, both methods perform 1% − 8% better with c = d + 1, suggesting that the existence and uniqueness condition for GPS solution is important. For experiment on c ≤ 16, the situation is the opposite, because the number of PCA projections is too small and its effect dominates results. However, differences are slight in these cases (less than 1%), 
IV. RELATIONS TO EXISTING METHODS
During the past several years, many data-dependent hashing methods have been proposed. In this section, those related to our proposed methods are briefly reviewed.
A. Iterative Quantization (ITQ)
Gong and Lazebnik [10] formulated ITQ as a minimization problem:
Eq. (17) is minimized by iteratively updating B and R. R is required to be orthogonal, which can be considered as a rotation to W. IsoH [20] is directly derived from ITQ by finding a projection with equal variances for different dimensions. HH [37] rotates W; however, unlike ITQ, it uses an auxiliary variable for the code matrix during iterative optimization and places an orthogonal constraint on it. Then, the auxiliary variable is thresholded to generate code matrix. ok-means [38] rotates and scales B to minimize the quantization loss. Our method rotates S and scales D2S. ITQ, IsoH and HH use principal components whose number is exactly equal to the bit length of hashing codes. That is, they cannot be used to produce hashing code that is longer than the data dimension. Our methods can produce hashing codes of arbitrary lengths.
B. Inductive Hashing on Manifolds (IMH)
IMH [17] first generates the Base matrix C by K-means clustering. Each column of C corresponds to a cluster center. Next, it embeds B into low-dimensional space by manifold learning methods [39] , [40] . The embedding methods affect the performance of IMH. Throughout this paper, t-SNE [40] is used because it achieved the best results in the authors' experiments [17] . Finally, the embedding for the training data is calculated by
where the element W i j in W XB is defined as
where c j is the j th column of C. Eq. (16) is quite similar to the membership in fuzzy c-means clustering [41] . The embedding for the training data is a linear combination of the embedding for C. In our method, each satellite encodes 1-bit according to the distances from itself to the data points and we do not encode the satellites.
C. Spectral Hashing (SH)
Weiss et al. [13] formulated the SH as:
Eq.
(2) is similar to Eq. (17) . The graph affinity matrix W with
SH evaluates the c smallest eigenvalues for each PCA direction to create a list of cD eigenvalues, sorts this list to find the c smallest eigenvalues and then thresholds the corresponding eigenfunctions. However, this approach is somewhat heuristic [10] . AGH and DGH compute D2S to form a highly sparse affinity matrix to minimize the modified object function of SH. GHS-DD avoids computation and storage of pairwise distances of all data points by minimizing quantization loss. Our method generates a balanced code matrix but these methods cannot.
D. Spherical Hashing (SpH)
The final step of SpH [42] is the same as our method. SpH also generates a balanced code matrix. However, SpH searches locations of special points in the entire space, which makes it difficult to find a good solution. The authors claim that the distances between these points should be neither too large nor too small and hence an empirical point-finding procedure was devised that has less theoretical support. With more concrete theoretical analysis, our proposed methods appear to outperform SpH.
V. EXPERIMENTS
Our experiments were conducted on three datasets of three different scales: SUN397 [43] , GIST1M [44] and SIFT10M. SUN397 contains approximately 108K images and we represent each image by a 512-dimensional GIST descriptor [45] . GIST1M consists of 1 million 960-dimensional GIST descriptors. SIFT10M is a 10 million subset of SIFT1B [44] dataset [46] . The 10 million data points are randomly chosen. 1K images are randomly selected from the whole SUN397 to form a separate test dataset. For GIST1M, there is a 1K test dataset available. For SIFT10M, we randomly selected 1K data points from its 10K test dataset. Groundtruth neighbors for a given query are defined as samples in the top 2% Euclidean distance.
A. Protocols and Baselines
We evaluate our methods by comparison with seven hashing methods that include: Iterative Quantization (ITQ) [10] , Isotropic Hashing (IsoH) [20] , Harmonious Hashing (HH) [37] , Spectral Hashing (SH) [13] , Inductive Manifold Hashing (IMH) [17] , Orthogonal K-means (ok-means) [38] and Spherical Hashing (SpH) [42] . Our data-dependent and data-independent methods are denoted as GHS-DD and GHS-DI. We use publicly available codes of the compared methods and follow parameter settings suggested by corresponding publications. All data are zero-centered and their PCA projections are normalized by the largest Euclidean norm of all projected data in our methods. Two types of experiments -Hamming ranking and hash lookup were conducted. The performance of Hamming ranking is measured by MAP. F1 score denoted as F-measure is used for evaluating the performance of hash lookup, where the F1 score is defined as 2( precision · r ecall)/( precision + r ecall).
B. Quantitative Evaluation
The mean average precision (MAP) values are given in Table II -IV. It can be observed that GHS-DD outperforms all the compared methods. The performance of GHS-DI is worse than ITQ, HH and SH except in 128-bit experiments.
Benefitting from the tradeoff between information losses in two steps and a balanced code matrix, GHS-DD exceeds ITQ, IsoH and HH. Due to limitations on computation, SpH works on a small subset of the whole dataset and its empirical satellite distribution algorithm is demonstrated to be less efficient than ours. The F-measure is illustrated in Fig. 3 . Again, GHS-DD exceeds others. It is worth noticing that GHS-DI generated the second best MAP and F-measure in experiments on longer bits (c > 96) because GHS-DI considers orthogonality of the code matrix. The way that GHS-DD satisfies the condition of uniqueness and existence of GPS solution, i.e., Eq. (4) and its data-dependent property make it work better than GHS-DI.
C. Computational Efficiency
Training and testing time on 32-bit are given in Table V . All experiments were performed on MATLAB R2013b installed on a PC with 2.85 GHz CPU and 128 GB RAM. The major computation cost of GHS-DI is the calculation of D2S at the final step, which is linearly related to the product of data dimension and the size of the dataset. It takes the least time on GIST1M and SIFT10M. Because GHS-DD computes 
D. Incorporating Label Information
To incorporate label information, a supervised dimensionality reduction method can be used to capture the semantic structure of the dataset. Among various supervised dimensionality reduction methods, Canonical Correlation Analysis (CCA) [47] has been proven to be efficient for extracting a common latent space from two views [48] and robust to noise [49] . For multi-view data [50] - [52] , Tensor CCA [53] can be adopted.
Let z i ∈{0, 1} l be a label vector, where l is the total number of labels. If the i th image is associated with the corresponding label, z i =1 and z i =0 otherwise. Z ∈{0, 1} n×l is the matrix whose rows are comprised of the label vectors. The goal of CCA is to maximize the correlation between the projected data matrix Y and the label matrix Z by finding two projection directions w k and u k . The correlation is defined as: w k can be determined by solving the following generalized eigenvalue problem:
where ρ is a small regularization constant and is set to be 0.0001 here. Just as in the case of PCA, the leading generalized eigenvectors w k scaled their corresponding eigenvalues λ k form up the rows of projection matrix W ∈ R D×d and we obtain the embeded data matrix Y = X W. Finally, both of our data-independent and data-dependent methods can be used to generate hashing codes. CIFAR-10 dataset is used in this experiment. The 60K images in CIFAR-10 are labelled as 10 classes with 6,000 samples for each class. Again, each image is represented by a 1024 dimensional GIST feature. 1,000 samples are randomly chosen as queries and the remaining samples are used for training. Our proposed supervised hashing methods are denoted as CCA-GHS-DI and CCA-GHS-DD, respectively. The baseline methods are Supervised Discrete Hashing (SDH) [54] , KSH [7] , FastHash [55] and CCA-ITQ [10] .
The mean F-measure of hash lookup Hamming distance 2 and MAP scores of the compared methods are given in Fig. 5 . CCA-GHS-DD achieves the best F-measures and MAPs for all code lengths, while CCA-GHS-DI is only a little inferior to SDH for 16-bit code length. In the hash lookup experiments, we found that setting Hamming distance as 2 is favorable for both of our proposed methods because two groups of satellites were used for experiments of c > 16. In Fig. 4 , 5 queries with their corresponding results retrieved by compared methods using 32-bit hashing code are illustrated to qualitatively evaluate the performance. It can be observed that both CCA-GHS-DI and CCA-GHS-DD outperform the compared methods. Quantization loss is shown in Fig. 6 . It can be observed that CCA-GHS-DD converges much faster than CCA-GHS-DI because it incorporates the data information for distributing satellites.
E. Classification With Hashing Codes
In this subsection, the MNIST dateset is used for evaluating the performance of the learned hashing codes by compared methods. The MNIST dataset consists of 70, 000 images, each of which is 784-dimensional. These images are handwritten digits from '0' to '9'. BRE, CCA-ITA, KSH, FastHash and SDH are used as baselines.
The ideal hashing codes are expected to preserve the intraclass distances of original features by Hamming distances. For binary vectors, the Hamming distances are equal to the square of the Euclidean distances; therefore, the ideal hashing codes should be linearly separable. Linear support vector machine (SVM) is applied to the hashing codes. The LIBLINEAR [56] solver is used to train the SVM. The classification results are given in Fig. 7. From Fig. 7 , it can be observed that CCA-GHS-DD gets the highest classification accuracy over all hash bit length, while CCA-GHS-DI is the second best when c > 16 but trails SDH in experiments on 16-bit hashing codes.
VI. CONCLUSION
We propose a novel hashing method based on the tradeoff between information losses in dimension reduction and binary embedding. To circumvent computation of pairwise distances between each pair of data points, we minimize the new formulation of quantization loss which is based on the Global Positioning System (GPS). Data-dependent and data-independent methods are proposed to distribute satellites. According to the experimental results on three scales of datasets, the datadependent method (GHS-DD) was superior to other methods, and the data-independent method (GHS-DI) produced promising results in less training time. GHS-DD required a moderate length of time to train, and demand on RAM was limited by computation of the covariance matrix in PCA. By incorporating Canonical Correlation Analysis (CCA), the proposed methods can be used for supervised hashing. The performance of CCA-GHS-DI and CCA-GHS-DD are superior. Finally, the retained hashing codes are used for a classification problem to demonstrate the outstanding performance of the proposed methods. Future work will focus on improving computational efficiency and investigating methods to train the model using a few samples from the whole dataset to handle larger datasets, such as SIFT1B and Tiny 80M. APPENDIX A: PROOF OF THEOREM 1 Theorem 1: If (1) data points y i ∈ R d are uniformly distributed in a (0, r ) sphere, (2) s j ⊥s j and (3) r s → +∞, then h j h j = 0( j = j ), where h j and h j are column vectors whose elements are the binary hashing codes generated by Eq. (1).
Proof: Since the data points are uniformly distributed in a (0, r ) sphere, without losing generality, let us set s j = r s (1, 0, 0, ..., 0) d and s j = r s (0, 1, 0, ..., 0) d . In Eq. (1), if y i − s j > r s , the i th element of h j will be set to 1, otherwise it will be set to −1. For any two points y i and y j that satisfy y i − s j = y j − s j = r s , we have y i − s j y j − s j /r 2 s = 1, when r s → +∞. That is, cos θ → 1 which implies θ → 0, where θ is the angle between two unit vectors along y i −s j and y j −s j , respectively. Hence, y i and y j locate on a plane P whose distance to s j is r s . To generate a balanced h j , P should cross the origin and perpendicular to s j . Since s j ⊥s j , P is also perpendicular to Q which corresponds to s j . It is evident that P and Q separate the (0, r ) sphere into four parts with equal volume: 
Since there are equal number of data points in these four parts, it is easy to verify that h j h j = 0.
