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Abstract
As is known, a process of form
∫ t
0
ηsd〈B〉s−
∫ t
0
2G(ηs)ds, η ∈M
1
G
(0, T ), is a non-increasing
G-martingale. In this paper, we shall show that a non-increasing G-martingale could not
be form of
∫ t
0
ηsds or
∫ t
0
γsd〈B〉s, η, γ ∈M
1
G
(0, T ), which implies that the decomposition for
generalized G-Itoˆ processes is unique: For ζ ∈ H1
G
(0, T ), η ∈ M1
G
(0, T ) and non-increasing
G-martingales K,L, if ∫ t
0
ζsdBs +
∫ t
0
ηsds+Kt = Lt, t ∈ [0, T ],
then we have η ≡ 0, ζ ≡ 0 and Kt = Lt. As an application, we give a characterization to
the G-Sobolev spaces introduced in Peng and Song (2015).
Key words: G-martingales with finite variation; generalized G-Itoˆ processes; unique de-
composition; G-Sobolev spaces
MSC-classification: 60G44, 60G45, 60G48
1 Introduction
The notion of G-expectation is a type of nonlinear expectation proposed by Peng [3, 6]. It
can be regarded as a nonlinear generalization of Wiener probability space (Ω,F , P ) where Ω =
C0([0,∞),R
d) equipped with the uniform norm, F = B(Ω) and P is a Wiener probability
measure defined on (Ω,F). Recall that the Wiener measure is defined such that the canonical
process Bt(ω) := ωt, t ≥ 0 is a continuous process with stationary and independent increments,
namely (Bt)t≥0 is a Brownian motion. G-expectation E is a sublinear expectation on the same
canonical space Ω, such that the same canonical process B is a G-Brownian motion, i.e., it is
a continuous process with stationary and independent increments. A crucial difference is that
the quadratic variance process 〈B〉 of the G-Brownian motion B is no longer a deterministic
function of the time variable t. It is a process with stationary and independent increments. For
the one-dimensional case, its increments are bounded by σ2 := E[B21 ] ≥ −E[−B
2
1 ] =: σ
2,
σ2(t− s) ≤ 〈B〉t − 〈B〉s ≤ σ
2(t− s), for s < t. (1.1)
Similar to the classical Brownian motion, the G-Brownian motion corresponds to a (fully
nonlinear) PDE: For a function ϕ ∈ Cb,Lip(R), the collection of bounded Lipstchiz functions
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on R, the function u(t, x) := E[ϕ(x + Bt)] is the (viscosity) solution to the following G-heat
equation
∂tu−G(∂
2
xu) = 0, (t, x) ∈ (0,∞)× R,
u(0, x) =ϕ(x),
where G(a) = 12(σ
2a+ − σ2a−), a ∈ R. Moreover, for fixed T > 0, the process u(T − t, Bt),
t ∈ [0, T ] is a martingale under G-expectation. By Itoˆ’s formula, one has
u(T − t, Bt) = E[ϕ(BT )] +
∫ t
0
∂xu(T − s,Bs)dBs
+
1
2
∫ t
0
∂2xu(T − s,Bs)d〈B〉s −
∫ t
0
G(∂2xu)(T − s,Bs)ds.
The processMt :=
∫ t
0 ∂xu(T −s,Bs)dBs is a symmetric G-martingale (i.e., M and −M are both
G-martingales), which shares the same properties with classical martingales in the probability
space. The process Kt :=
1
2
∫ t
0 ∂
2
xu(T − s,Bs)d〈B〉s−
∫ t
0 G(∂
2
xu)(T − s,Bs)ds is a non-increasing
G-martingale. For the linear case (σ = σ), this term disappears. However, when σ < σ, G-
martingales with finite variation are a class of nontrivial processes, which show the variance
uncertainty of G-expectation.
For Z ∈ H2G(0, T ), η ∈M
2
G(0, T ), [4] showed that a process of form
Xt = X0 +
∫ t
0
ZsdBs +
∫ t
0
ηsd〈B〉s −
∫ t
0
2G(ηs)ds (1.2)
is a G-martingale, and conjectured that for any ξ ∈ L2G(ΩT ), the martingale Et[ξ] has the
representation (1.2). [4] proved this conjecture for cylinder random variables of form ξ = ϕ(Bt1 , ··
·, Btn). For the general case, Soner et al (2011) and Song (2011) proved independently the
following G-martingale decomposition theorem:
Et[ξ] = E[ξ] +
∫ t
0
ZsdBs +
∫ t
0
ηsd〈B〉s +Kt,
where Kt is a non-increasing G-martingale.
In this paper, our interest concentrates on G-martingales with finite variation. In the G-
expectation space, there are three types of processes whose variation is finite.
(1) Lt =
∫ t
0 ηsds, η ∈M
p
G(0, T );
(2) At =
∫ t
0 ζsd〈B〉s, ζ ∈M
p
G(0, T );
(3) G-martingales with finite variation.
It is a very important problem to distinguish these three types of processes. Song (2012) distin-
guished (1) and (2) completely:∫ t
0
ηsds =
∫ t
0
ζsd〈B〉s, t ∈ [0, T ] =⇒ η ≡ ζ = 0. (1.3)
As an immediate corollary of this result, Song (2012) proved the uniqueness of the representation
for G-martingales with finite variation. Also, Conclusion (1.3) implies that the decomposition
of G-Itoˆ process is unique, which is crucial for Peng and Song (2015) to define the G-Sobolev
space W 1,2;pG (0, T ).
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The main job of this paper is to distinguish G-martingales with finite variation from the
other two types of processes. For a G-martingale of the form Kt(ς) =
∫ t
0 ςsd〈B〉s −
∫ t
0 2G(ςs)ds,
if Kt(ς) =
∫ t
0 ηsds (resp.
∫ t
0 ζsd〈B〉s), t ∈ [0, T ], then by Conclusion (1.3), we get ς ≡ η = 0
(resp. ς ≡ ζ = 0). So a G-martingale Kt(ς) could not be form of (1) or (2). Here we shall prove
this conclusion for general G-martingales:
A G-martingale with finite variation could not be form of
∫ t
0 ηsds or
∫ t
0 ζsd〈B〉s.
More precisely, let K be a non-increasing G-martingale. If
Kt =
∫ t
0
ηsds (resp.
∫ t
0
ζsd〈B〉s), t ∈ [0, T ],
we conclude that K ≡ 0.
Based on this conclusion, we can prove that the decomposition for generalized G-Itoˆ processes
is unique: For ζ ∈ H1G(0, T ), η ∈M
1
G(0, T ) and non-increasing G-martingales K,L, if∫ t
0
ζsdBs +
∫ t
0
ηsds+Kt = Lt, t ∈ [0, T ],
then we have η ≡ 0, ζ ≡ 0 and Kt = Lt. This turns out to be a very strong result. Many
important conclusions in the context of G-expectation theory, including Conclusion (1.3), can
be considered as its immediate corollaries (see Remark 3.12 for details).The main results of this
paper are Theorem 3.6 and Theorem 3.10.
Peng and Song (2015) introduced the notion of G-Sobolev spaces. In the G-Sobolev space
W
1
2
,1;p
AG
(0, T ) the authors defined solutions to the following path dependent PDEs:
Dtu+G(D
2
xu) + f(t, u,Dxu) = 0, t ∈ [0, T ),
uT = ξ.
(1.4)
This W
1
2
,1;p
AG
-solution corresponds to the solution of the backward SDEs driven by G-Brownian
motion considered in Hu et al (2014).
In this paper, as an application of the main results, we shall give a characterization of the
G-Sobolev space W
1
2
,1;p
AG
(0, T ). The main idea is, just like the liner case, to integrate AGu =
Dtu +G(D
2
xu) as one operator, which reduces the regularity requirement for the solutions. To
well define the derivative AGu for u ∈ W
1
2
,1;p
AG
(0, T ), the uniqueness of the decomposition for
generalized G-Itoˆ processes plays a crucial role.
The rest of the paper is organized as follows. In Section 2, we present some basic notions
and definitions on the G-expectation theory. We shall prove the main results in Section 3. As
an application of the uniqueness of the decomposition for generalized G-Itoˆ processes, we shall
refine the definition of the G-Sobolev space W
1
2
,1;p
AG
in Section 4. In Section 5, as an appendix,
we present the wellposedness result of G-BSDEs obtained in [2].
2 Some definitions and notations about G-expectation
We review some basic notions and definitions on the G-expectation theory. The readers may
refer to [3], [4], [5], [6] for more details.
Let ΩT = C0([0, T ];R
d) be the space of all Rd-valued continuous paths ω = (ω(t))t∈[0,T ] with
ω(0) = 0 and let Bt(ω) = ω(t) be the canonical process.
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Let us recall the definitions of G-Brownian motion and its corresponding G-expectation
introduced in [4]. For simplicity, here we only consider the one-dimensional case.
Set
Lip(ΩT ) := {ϕ(ω(t1), · · · , ω(tn)) : t1, · · · , tn ∈ [0, T ], ϕ ∈ Cb,Lip(R
n), n ∈ N},
where Cb,Lip(R
n) is the collection of bounded Lipschitz functions on Rn.
We are given a function G : R 7→ R, for 0 ≤ σ2 ≤ σ2, by
G(a) :=
1
2
(σ2a+ − σ2a−).
For each ξ ∈ Lip(ΩT ) of the form
ξ(ω) = ϕ(ω(t1), ω(t2), · · · , ω(tn)), 0 = t0 < t1 < · · · < tn = T,
we define the following conditional G-expectation
Et[ξ] := uk(t, ω(t);ω(t1), · · · , ω(tk−1))
for each t ∈ [tk−1, tk), k = 1, · · · , n. Here, for each k = 1, · · · , n, uk = uk(t, x;x1, · · · , xk−1) is a
function of (t, x) parameterized by (x1, · · · , xk−1) ∈ R
k−1, which is the solution of the following
PDE (G-heat equation) defined on [tk−1, tk)×R:
∂tuk +G(∂
2
xuk) = 0
with terminal conditions
uk(tk, x;x1, · · · , xk−1) = uk+1(tk, x;x1, · · · xk−1, x), for k < n
and un(tn, x;x1, · · · , xn−1) = ϕ(x1, · · · xn−1, x).
The G-expectation of ξ is defined by E[ξ] = E0[ξ]. From this construction we obtain a natural
norm ‖ξ‖Lp
G
:= E[|ξ|p]1/p, p ≥ 1. The completion of Lip(ΩT ) under ‖·‖Lp
G
is a Banach space,
denoted by LpG(ΩT ). The canonical process Bt(ω) := ω(t), t ≥ 0, is called a G-Brownian motion
in this sublinear expectation space (ΩT , L
1
G(ΩT ),E).
Remark 2.1 For ε ∈ [0, σ
2−σ2
2 ], set Gε(a) = G(a) −
ε
2 |a|. Sometimes, we denote by EGε the
G-expectation corresponds to the function Gε.
Definition 2.2 A process {Mt} with values in L
1
G(ΩT ) is called a G-martingale if Es(Mt) =Ms
for any s ≤ t. If {Mt} and {−Mt} are both G-martingales, we call {Mt} a symmetric G-
martingale.
Theorem 2.3 ([1]) There exists a tight subset P ⊂M1(ΩT ), the set of probability measures on
(ΩT ,B(ΩT )), such that
E[ξ] = sup
Q∈P
EQ[ξ] for all ξ ∈ Lip(ΩT ).
P is called a set that represents E.
Remark 2.4 Let Wt be a one-dimensional standard Brownian motion in the probability space
(Ω,F , P ) and let F := (Ft)t≥0 be the augmented filtration generated by (Wt)t≥0. Denote by L
G
F
the set of F-adapted measurable processes with values in [σ, σ]. [1] showed that
PG := {Ph|Ph := P ◦ (
∫ ·
0
hsdWs)
−1, h ∈ LGF }
is a set that represents E.
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Definition 2.5 A function η(t, ω) : [0, T ] × ΩT → R is called a step process if there exists a
time partition {ti}
n
i=0 with 0 = t0 < t1 < · · · < tn = T , such that for each k = 0, 1, · · ·, n− 1 and
t ∈ (tk, tk+1]
η(t, ω) = ξtk ∈ Lip(Ωtk).
We denote by M0(0, T ) the collection of all step processes.
For each p ≥ 1, we denote byMpG(0, T ) the completion of the spaceM
0(0, T ) under the norm
‖η‖Mp
G
:=
{
E[
∫ T
0
|ηt|
pdt]
}1/p
,
and by HpG(0, T ) the completion of the space M
0(0, T ) under the norm
‖η‖Hp
G
:=
[
E[
{∫ T
0
|ηt|
2dt]
}p/2]1/p
.
Theorem 2.6 ([8], [9]) For ξ ∈ LβG(ΩT ) with some β > 1, Xt = Et(ξ), t ∈ [0, T ] has the
following decomposition:
Xt = E[ξ] +
∫ t
0
ZsdBs +Kt, q.s.,
where {Zt} ∈ H
1
G(0, T ) and {Kt} is a continuous non-increasing G-martingale. Furthermore,
the above decomposition is unique and {Zt} ∈ H
α
G(0, T ), KT ∈ L
α
G(ΩT ) for any 1 ≤ α < β.
3 Main results
In the sequel, we shall only consider the one-dimensional G-expectation space which is non-
degenerate and really nonlinear, i.e., σ > σ > 0.
Let W be a standard Brownian motion in the probability space (Ω,F , P ) and assume that
F = (Ft) is the augmented filtration generated by W .
An F-adapted measurable process h is called an (m-steps) self-dependent process if it has
the following form:
ht =
m−1∑
i=0
ξi1] i
m
, i+1
m
](t) (3.1)
where ξi = ϕi(
∫ i
m
i−1
m
hsdWs, · · ·,
∫ 1
m
0 hsdWs), ϕi ∈ Cb,Lip(R
i). Clearly, an m-steps self-dependent
process h can also be considered as a 2nm-steps self-dependent process for any n ≥ 0.
Lemma 3.1 (Lemma 4.2 in [11]) The collection of self-dependent processes bounded by two
positive constants c, C (c ≤ |hs| ≤ C) is dense in the collection of F-adapted measurable processes
bounded by the same constants c, C under the norm
‖h‖2 = [E(
∫ 1
0
|hs|
2ds)]1/2.
Let Bt(ω) = ωt be the canonical process on the space ΩT . For an F-adapted measurable
process h, set Ph = P ◦ (
∫ ·
0 hsdWs)
−1, a probability on (ΩT ,B(ΩT )). For a process {Xt}, we
denote by Xm[0,T ] the vector (XT −X (m−1)T
m
, · · ·,X T
m
−X0).
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Lemma 3.2 Let h be an m-steps self-dependent process of form (3.1). We call a bounded F-
adapted measurable process h˜ an m-perturbation of h if the following property holds:
∫ i+1
m
i
m
|h˜s|
2ds =
1
m
|ξ˜i|
2 :=
1
m
|ϕi(
∫ i
m
i−1
m
h˜sdWs, · · ·,
∫ 1
m
0
h˜sdWs)|
2,P-a.s.
Then for any random variable of the form X = ψ(Bm[0,1]) with ψ a bounded Lipschiz continuous
function, we have
EPh [X] = EPh˜ [X].
Proof. Set ψ1(xm−1, · · ·, x1) := E[ψ(ϕm−1(xm−1, · · ·, x1)(W1 −Wm−1
m
), xm−1, · · ·, x1)]. On the
one hand, we have
EPh [X] =E[ψ(
∫ 1
m−1
m
hsdWs, · · ·,
∫ 1
m
0
hsdWs)]
=E[E[ψ(
∫ 1
m−1
m
hsdWs, · · ·,
∫ 1
m
0
hsdWs)|Fm−1
m
]]
=E[ψ1(
∫ m−1
m
m−2
m
hsdWs, · · ·,
∫ 1
m
0
hsdWs)].
On the other hand, letting Pωm−1
m
be the regular conditional probability of P (·|Fm−1
m
),
∫ 1
m−1
m
h˜sdWs
is normally distributed under Pωm−1
m
with mean 0 and variance 1m |ξ˜m−1|
2(ω) since
∫ i+1
m
i
m
|h˜s|
2ds =
1
m |ξ˜i|
2. So
EP
h˜
[X] =E[ψ(
∫ 1
m−1
m
h˜sdWs, · · ·,
∫ 1
m
0
h˜sdWs)]
=E[E[ψ(
∫ 1
m−1
m
h˜sdWs, · · ·,
∫ 1
m
0
h˜sdWs)|Fm−1
m
]]
=E[ψ1(
∫ m−1
m
m−2
m
h˜sdWs, · · ·,
∫ 1
m
0
h˜sdWs)].
Repeating the above arguments form−1 times, finally we can find a bounded Lipschiz continuous
function ψm−1 such that
EPh [X] = EP [ψm−1(
∫ 1
m
0
hsdWs)], EP
h˜
[X] = EP [ψm−1(
∫ 1
m
0
h˜sdWs)].
Since
∫ t
0 |h˜s|
2ds = 1m ξ˜
2
0 =
1
mξ
2
0 ,
∫ 1
m
0 hsdWs and
∫ 1
m
0 h˜sdWs are both normally distributed with
mean 0 and variance 1m |ξ0|
2. Hence, we have EPh [X] = EPh˜ [X].

Theorem 3.3 Let h be an m-steps self-dependent process. For n ≥ 1, let hn be a 2nm-
perturbation of h. Assuming that (hn)n≥1 are uniformly bounded, we have
Phn
w
→ Ph.
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Proof. For any k ≥ 1 and any function ψ ∈ Cb,Lip(R
2km), by Lemma 3.2, we have, for n ≥ k,
EPhn [ψ(B
2km
[0,1] )] = EPh [ψ(B
2km
[0,1] )].
In other words, we have
lim
n→∞
EPhn [ψ(B
2km
[0,1] )] = EPh [ψ(B
2km
[0,1] )]
for any k ≥ 1 and any function ψ ∈ Cb,Lip(R
2km).
Since (hn)n≥1 are uniformly bounded, we know that (Phn)n≥1 are tight. Combing the above
arguments, we conclude that
Phn
w
→ Ph.

Lemma 3.4 Let K be a non-increasing G-martingale. Fix an F-adapted measurable process h
with σ ≤ |h| ≤ σ. Then for any s < t and any ε > 0 there exists an F-adapted measurable
process h˜ with σ ≤ |h˜| ≤ σ and h˜r1[0,s](r) = hr1[0,s](r) such that EPh˜ [−(Kt −Ks)] < ε.
Proof. Fix s < t, ε > 0 and an F-adapted measurable process h with σ ≤ |h| ≤ σ. By Theorem
5.4 in [10], for the non-increasing G-martingale Kt, there exist ζ ∈M
0(0, T ) such that
E[ sup
r∈[0,1]
|Kr −Kr(ζ)|] <
ε
2
,
where Kr(ζ) =
∫ r
0 ζud〈B〉u −
∫ r
0 2G(ζu)du. We assume that ζ is of the following form:
ζu =
m−1∑
i=0
ati1]ti,ti+1](u),
where ati = φi(Bti −Bti−1 , · · ·, Bt1) with φi ∈ Cb,Lip(R
i). Without loss of generality, we assume
s = ti and t = ti+1. Set a˜ti = φi(
∫ ti
ti−1
hudWu, · · ·,
∫ t1
0 hudWu) and
signσ,σ(a˜ti) =
{
σ if a˜ti ≥ 0;
σ if a˜ti < 0.
(3.2)
Let h˜r = hr for s ∈ [0, ti] and let h˜r = signσ,σ(a˜ti) for r ∈]ti, ti+1]. Then
EP
h˜
[Kt(ζ)−Ks(ζ)] =EP
h˜
[ati(〈B〉ti+1 − 〈B〉ti)− 2G(ati)(ti+1 − ti)]
=E[a˜tisignσ,σ(a˜ti)
2(ti+1 − ti)− 2G(a˜ti)(ti+1 − ti)] = 0.
So
EP
h˜
[−(Kt −Ks)] ≤ 2E[ sup
r∈[0,1]
|Kr −Kr(ζ)|] < ε.

Lemma 3.5 Let P ⊂M1(ΩT ) be a weakly compact set that represents E:
E[ξ] = sup
Q∈P
EQ[ξ] for all ξ ∈ Lip(ΩT ).
Then, for ξ ∈ L1G(ΩT ), (EQ[ξ])Q∈P is continuous with respect to the weak convergence topology
on M1(ΩT ).
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Proof. For ξ ∈ Lip(ΩT ), (EQ[ξ])Q∈P is obviously continuous. By the definition of the space
L1G(ΩT ), for ξ ∈ L
1
G(ΩT ), (EQ[ξ])Q∈P can be considered as the uniform limit of a sequence of
continuous functions (EQ[ξ
n])Q∈P with ξ
n ∈ Lip(ΩT ) and E[|ξ
n− ξ|]→ 0. So we get the desired
result. 
Theorem 3.6 Let Kt =
∫ t
0 ηsds for some η ∈M
1
G(0, T ). If K is a non-increasing G-martingale,
we have K ≡ 0.
Proof. Without loss of generality, we consider the case T = 1. Assume E[−K1] > 0. Then, by
Lemma 3.5, there exists ε > 0 such that EGε [−K1] > 0. So, by Theorem 2.3 and Lemma 3.1,
we can find a process h of form (3.1) with σ2+ ε ≤ |hs|
2 ≤ σ2− ε such that δ := EPh [−K1] > 0.
Set α = ε
σ2−σ2
. For k ≥ 1, set
δk,α(s) =
k−1∑
i=0
(1] i
k
, i+α
k
](s)− 1] i+α
k
, i+1
k
](s)).
Step 1. For any n ≥ 1, we can find a 2nm-perturbation hn of h with σ ≤ |hns | ≤ σ such that
EPhn [
∫ 1
0
δ+2nm,α(s)ηsds] > −
δ
2
α.
First, let us define hns for s ∈ [0,
1
m ].
Set ξn0 = ξ0.
By Lemma 3.4, there exists an F-adapted measurable process hn,1,1 with σ ≤ |hn,1,1| ≤ σ
such that EP
hn,1,1
[−(K α
2nm
−K0)] <
δ
2n+1mα.
Since σ2 + ε ≤ |ξn0 |
2 ≤ σ2 − ε, we have ||hn,1,1s |2 − |ξn0 |
2| ≤ σ2 − σ2 − ε, by which we get
α
1−α ||h
n,1,1
s |2 − |ξn0 |
2| ≤ ε, and consequently
2nm
1− α
∫ α
2nm
0
||hn,1,1s |
2 − |ξn0 |
2|ds ≤ ε.
So, noting σ2 + ε ≤ |ξn0 |
2 ≤ σ2 − ε again, we get
|ξn0 |
2 +
2nm
1− α
∫ α
2nm
0
|ξn0 |
2 − |hn,1,1s |
2ds =
1
1− α
(|ξn0 |
2 − 2nm
∫ α
2nm
0
|hn,1,1s |
2ds) ∈ [σ2, σ2].
Set
hns =
{
h
n,1,1
s for s ∈]0,
α
2nm ];√
1
1−α (|ξ
n
0 |
2 − 2nm
∫ α
2nm
0 |h
n,1,1
s |2ds) for s ∈]
α
2nm ,
1
2nm ].
(3.3)
It is easy to check that
∫ 1
2nm
0 |h
n
s |
2ds = 12nm |ξ
n
0 |
2.
Assume that we have defined hns for all s ∈ [0,
j
2nm ], 0 ≤ j ≤ 2
n − 1. Then let us define hns
for s ∈] j2nm ,
j+1
2nm ].
By Lemma 3.4, there exists an F-adapted process hn,1,j+1 with σ ≤ |hn,1,j+1| ≤ σ and
h
n,1,j+1
r 1[0, j
2nm
](r) = h
n
r 1[0, j
2nm
](r) such that EPhn,1,j+1 [−(K j+α2nm
−K j
2nm
)] < δ2n+1mα.
Set
hns =
{
h
n,1,j+1
s for s ∈]
j
2nm ,
j+α
2nm ];√
1
1−α(|ξ
n
0 |
2 − 2nm
∫ α
2nm
0 |h
n,1,j+1
s |2ds) for s ∈]
j+α
2nm ,
j+1
2nm ].
(3.4)
It is easily seen that
∫ j+1
2nm
j
2nm
|hns |
2ds = 12nm |ξ
n
0 |
2 and |hns |
2 ∈ [σ2, σ2].
8
Assume that we have defined hns for all s ∈ [0,
i
m ], 0 ≤ i ≤ m− 1.
Set ξni = ϕi(
∫ i
m
i−1
m
hns dWs, · · ·,
∫ 1
m
0 h
n
s dWs).
Then we can define the process hns for s ∈]
i
m ,
i+1
m ] by repeating the above arguments with
ξn0 replaced by ξ
n
i .
Clealy, the process hns defined in this way is a 2
nm-perturbation of h. Besides, we have
EPhn [
∫ 1
0
δ+2nm,α(s)ηs] =
2nm−1∑
j=0
EPhn [K j+α
2nm
−K j
2nm
] > −
δ
2
α.
Step 2. limn→∞ E[|
∫ 1
0 δ
−
2nm,α(s)ηsds− (1− α)K1|] = 0.
For ζ ∈M0(0, 1), the conclusion is obvious. As a functional of ζ ∈M1G(0, 1),
Dα(ζ) := lim sup
n→∞
E[|
∫ 1
0
δ−2nm,α(s)ζsds− (1− α)
∫ 1
0
ζsds|]
is continuous: |Dα(ζ)−Dα(ς)| ≤ ‖ζ−ς‖M1
G
, for ζ, ς ∈M1G(0, 1), which implies the desired result.
Step 3. limn→∞EPhn [
∫ 1
0 δ
−
2nm,α(s)ηsds] = (1− α)EPh [K1] = −(1− α)δ.
Actually,
|EPhn [
∫ 1
0
δ−2nm,α(s)ηsds]− (1− α)EPh [K1]|
≤ |EPhn [
∫ 1
0
δ−2nm,α(s)ηsds]− (1− α)EPhn [K1]|+ (1− α)|EPhn [K1]− EPh [K1]|
≤E[|
∫ 1
0
δ−2nm,α(s)ηsds]− (1− α)K1|] + (1− α)|EPhn [K1]− EPh [K1]|.
By Step 2 and Theorem 3.3, we get the desired result.
Step 4. limn→∞ E[
∫ 1
0 (δ
+
2nm,α(s)−
α
1−αδ
−
2nm,α(s))ηsds] = 0.
The proof follows immediately from Step 2. Actually, setting
dα(ζ) := lim sup
n→∞
E[|
∫ 1
0
(δ+2nm,α(s)−
α
1− α
δ−2nm,α(s))ζsds|], ζ ∈M
1
G(0, 1),
it is easily seen that (1− α)dα(ζ) = Dα(ζ).
Combing the above arguments, we get
0= lim
n→∞
E[
∫ 1
0
(δ2nm,α(s)
+ −
α
1− α
δ2nm,α(s)
−)ηsds]
≥ lim sup
n→∞
EPhn [
∫ 1
0
(δ+2nm,α(s)−
α
1− α
δ−2nm,α(s))ηsds]
≥ lim sup
n→∞
EPhn [
∫ 1
0
δ+2nm,α(s)ηs]−
α
1− α
lim
n→∞
EPhn [
∫ 1
0
δ−2nm,α(s)ηsds]
≥−
δ
2
α+
α
1− α
× (1− α)δ =
δ
2
α > 0,
which is a contradiction. The last inequality follows from Step 1 and Step 3. 
Corollary 3.7 Let Kt =
∫ t
0 ηsd〈B〉s for some η ∈ M
1
G(0, T ). If K is a non-increasing G-
martingale, we have K ≡ 0.
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Proof. Set Lt =
∫ t
0 ηsds. Assume that K is a non-increasing G-martingale. Then we have
0 ≥ Es[Lt − Ls] ≥
1
σ2
Es[Kt −Ks] = 0.
So L is a non-increasing G-martingale. By Theorem 3.6, we get L ≡ 0, and consequently, K ≡ 0.

As an application of Theorem 3.6, we shall prove the uniqueness of the decomposition for
generalized G-Itoˆ processes.
Definition 3.8 A process of the following form is called a generalized G-Itoˆ process:
u = u0 +
∫ t
0
ηsds+
∫ t
0
ζsdBs +Kt,
where η ∈M1G(0, T ), ζ ∈ H
1
G(0, T ) and K is a non-increasing G-martingale.
Remark 3.9 A G-Itoˆ process
u = u0 +
∫ t
0
τsds+
∫ t
0
ζsdBs +
∫ t
0
1
2
γsd〈B〉s, τ, γ ∈M
1
G(0, T ), ζ ∈ H
1
G(0, T ),
can be rewritten as
u = u0 +
∫ t
0
(τs +G(γs))ds +
∫ t
0
ζsdBs +Kt,
where Kt =
∫ t
0
1
2γsd〈B〉s −
∫ t
0 G(γs)ds, which, as is known, is a non-increasing G-martingale.
So a G-Itoˆ process is a generalized G-Itoˆ process.
By Corollary 3.5 in Song (2012) we conclude that the decomposition for G-Itoˆ processes is unique.
The next result shows the uniqueness of the decomposition for generalized G-Itoˆ processes.
Theorem 3.10 Assume
∫ t
0 ζsdBs +
∫ t
0 ηsds +Kt = Lt, where ζ ∈ H
1
G(0, T ), η ∈M
1
G(0, T ), and
Kt, Lt are non-increasing G-martingales. Then we have
∫ t
0 ζsdBs ≡ 0,
∫ t
0 ηsds ≡ 0 and Kt = Lt.
Proof. By the uniqueness for the decomposition for (classical) continuous semimartingales, we
get
∫ t
0 ζsdBs ≡ 0. Assume
∫ t
0 ηsds + Kt = Lt. Since Lt is non-increasing, L˜t :=
∫ t
0 η
+
s ds + Kt
is also non-increasing, which implies that −
∫ t
s η
+
r dr ≥ Kt − Ks for any s < t. Noting that
0 ≥ Es[−
∫ t
s η
+
r dr] ≥ Es[Kt −Ks] = 0 since K is a G-martingale, we conclude that −
∫ t
0 η
+
s ds is
also a G-martingale, which implies, by Theorem 3.6, that
∫ t
0 η
+
s ds = 0. By the same arguments,
we have
∫ t
0 η
−
s ds = 0.

Corollary 3.11 Assume that Kt :=
∫ t
0 ηsd〈B〉s −
∫ t
0 ζsds, η, ζ ∈ M
1
G(0, T ), is a non-increasing
G-martingale. Then we have ζ ≡ 2G(η).
Proof. Since Lt :=
∫ t
0 ηsd〈B〉s −
∫ t
0 2G(ηs)ds = Kt +
∫ t
0 2G(ηs) − ζsds is a non-increasing
G-martingale, by Theorem 3.10, we get ζ ≡ 2G(η). 
Remark 3.12 Theorem 3.10 turns out to be a very strong conclusion. Many important results
in the context of G-expectation theory can be considered as its immediate corollaries.
1) Theorem 3.6 in [12]: A process At =
∫ t
0 ηsd〈B〉s, η ∈ M
p
G(0, T ) for some p > 1, has
stationary and independent increments if and only if At = c〈B〉t for some constant c ∈ R.
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Proof. We only prove the “only if” part.
Assume that A is a process with stationary and independent increments. Then there exists
a constant λ ∈ R such that E[At] = λt and Lt := At − λt is a non-increasing G-martingale. So
we conclude by Corollary 3.11 that λ = 2G(ηs), which implies the desired conclusion. 
2) Corollary 3.5 in [11]: If
∫ t
0 ηsd〈B〉s =
∫ t
0 ζds for some η, ζ ∈M
1
G(0, T ), we have η = ζ ≡ 0.
Proof. By the assumption, we have∫ t
0
ηsd〈B〉s =: Kt +
∫ t
0
2G(ηs)ds =
∫ t
0
ζds.
By Theorem 3.10, we get Kt =
∫ t
0 ηsd〈B〉s −
∫ t
0 2G(ηs)ds ≡ 0. For any ε ∈ [0,
σ2−σ2
2 ] we have
0 = E[−KT ] ≥ EGε [−KT ] ≥ εEGε [
∫ T
0
|ηs|ds],
which implies η ≡ 0, and consequently, ζ ≡ 0. 
4 Application: characterization of G-Sobolev space W
1
2
,1;p
AG
(0, T )
Peng and Song (2015) introduced the notion of G-Sobolev spaces, in which they defined solutions
to a certain type of path dependent PDEs.
Their definitions of G-Sobolev spaces started from the following spaces of smooth functions
of paths.
Definition 4.1 A function ξ : ΩT → R is called a cylinder function of paths on [0, T ] if it can
be represented by
ξ(ω) = ϕ(ω(t1), · · · , ω(tn)), ω ∈ ΩT ,
for some 0 = t0 < · · · < tn = T , where ϕ : (R
d)n → R is a C∞-function with at most polynomial
growth. We denote by C∞(ΩT ) the collection of all cylinder functions of paths on [0, T ].
Definition 4.2 A function u(t, ω) : [0, T ] × ΩT → R is called a cylinder path process if there
exists a time partition 0 = t0 < · · · < tn = T , such that for each k = 0, 1, · · · , n − 1 and
t ∈ (tk, tk+1],
u(t, ω) = uk(t, ω(t);ω(t1), · · · , ω(tk)).
Here for each k, the function uk : [tk, tk+1]× (R
d)k+1 → R is a C∞-function with
uk(tk, x;x1, · · · , xk−1, x) = uk−1(tk, x;x1, · · · , xk−1)
such that, all derivatives of uk have at most polynomial growth. We denote by C
∞(0, T ) the
collection of all cylinder path processes.
For a function u ∈ C∞(0, T ), set, for t ∈ [tk, tk+1],
Dtu(t, ω) :=∂tuk(t, x;x1, · · · , xk)|x=ω(t),x1=ω(t1),··· ,xk=ω(tk), (4.1)
Dxu(t, ω) :=∂xuk(t, x;x1, · · · , xk)|x=ω(t),x1=ω(t1),··· ,xk=ω(tk), (4.2)
D2xu(t, ω) :=∂
2
xuk(t, x;x1, · · · , xk)|x=ω(t),x1=ω(t1),··· ,xk=ω(tk). (4.3)
Set
AGu(t, ω) := Dtu(t, ω) +G(D
2
xu(t, ω)).
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4.1 G-Sobolev spaces W 1,2;pG (0, T ) introduced in [7]
Definition 4.3 1) For u ∈ C∞(0, T ), we set
‖u‖p
Sp
G
= E[ sup
s∈[0,T ]
|u(s, ω)|p].
We denote by SpG(0, T ) the completion of C
∞(0, T ) w.r.t. the norm ‖ · ‖Sp
G
.
2) For u ∈ C∞(0, T ), we set
‖u‖p
W 1,2;p
G
= E[ sup
s∈[0,T ]
|us|
p +
∫ T
0
(|Dsus|
p + |D2xus|
p)ds + (
∫ T
0
|Dxus|
2ds)p/2].
Denote by W 1,2;pG (0, T ) the completion of C
∞(0, T ) w.r.t. the norm ‖ · ‖W 1,2;p
G
.
Sometimes, we shall abuse notations by writing u(t, ω) as ut for simplicity.
By Corollary 3.5 in Song (2012) we conclude that the decomposition for G-Itoˆ processes is
unique: letting τ, γ ∈M1G(0, T ), ζ ∈ H
1
G(0, T ), then∫ t
0
τsds+
∫ t
0
ζsdBs +
∫ t
0
1
2
γsd〈B〉s = 0
implies that τ = γ ≡ 0 and ζ ≡ 0.
From this it is easily seen that the norm ‖ · ‖W 1,2;p
G
is closable in the space SpG(0, T ): Let
un ∈ C∞(0, T ) be a Cauchy sequence w.r.t. the norm ‖ · ‖W 1,2;p
G
. If ‖un‖Sp
G
→ 0, we have
‖un‖W 1,2;p
G
→ 0.
Remark 4.4 The closability of the norm ‖ · ‖W 1,2;p
G
, which follows from the uniqueness of the
decomposition for G-Itoˆ processes, is the key point to extend the definition of the operators Dt,
Dx D
2
x to the space W
1,2;p
G (0, T ). Precisely, unless the norm ‖ · ‖W 1,2;p
G
is closable, a process
u ∈ SpG(0, T ) may correspond to two different elements in W
1,2;p
G (0, T ), which can be represented
as: (u, τ, ζ, γ) and (u, τ˜ , ζ˜, γ˜), τ, τ˜ , γ, γ˜ ∈MpG(0, T ), ζ, ζ˜ ∈ H
p
G(0, T ). For this case, we could not
well-define the derivatives for u.
SoW 1,2;pG (0, T ) can be considered as a subspace of S
p
G(0, T ), and the derivative operators Dt,
D2x (resp. Dx), can all be extended as continuous linear operators from W
1,2;p
G (0, T ) to M
p
G(0, T )
(resp. to HpG(0, T )).
Theorem 4.5 (Theorem 4.5 in [7]) Assume u ∈ SpG(0, T ). Then the following two conditions
are equivalent:
(i) u ∈W 1,2;pG (0, T );
(ii) There exists u0 ∈ R, ζ, w ∈M
p
G(0, T ) and v ∈ H
p
G(0, T ) such that
ut = u0 +
∫ t
0
ζsds +
∫ t
0
vsdBs +
1
2
∫ t
0
wsd〈B〉s. (4.4)
Moreover, we have
Dtut = ζt, Dxut = vt, D
2
xut = wt.
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In [7], the authors defined W 1,2;pG (0, T )-solutions to path dependent PDEs and established
one-one correspondence between backward SDEs under G-expectation and a certain type of path
dependent PDEs.
Backward SDEs: to find Y ∈ SpG(0, T ), Z ∈ H
p
G(0, T ), η ∈M
p
G(0, T ) such that
Yt = ξ +
∫ T
t
f(s, Ys, Zs, ηs)ds −
∫ T
t
ZsdBs − (
∫ T
t
1
2
ηsd〈B〉s −
∫ T
t
G(ηs)ds), (4.5)
where f : [0, T ]×R× Rd × S(d) 7→R is a given function and ξ ∈ LpG(ΩT ) is a given random
variable.
Path Dependent PDEs: to find a path-dependent u ∈W 1,2;pG (0, T ) such that
Dtu+G(D
2
xu) + f(t, u,Dxu,D
2
xu) = 0, t ∈ [0, T ),
uT = ξ.
(4.6)
We assume that f(t, ω, Yt, Zt, ηt) ∈M
p
G(0, T ) for any (Y,Z, η) ∈ S
p
G(0, T )×H
p
G(0, T )×M
p
G(0, T ).
Theorem 4.6 (Theorem 4.9 in [7]) Let (Y,Z, η) be a solution to the backward SDE (4.5). Then
we have ut := Yt ∈W
1,2;p
G (0, T ) with Dxut = Zt and D
2
xut = ηt.
Moreover, Given a u ∈W 1,2;pG (0, T ), the following conditions are equivalent:
(i) (u,Dxu,D
2
xu) is a solution to the backward SDE (4.5);
(ii) u is a W 1,2;pG -solution to the path dependent PDE (4.6).
4.2 Characterization of G-Sobolev space W
1
2
,1;p
AG
(0, T )
Now we consider a special case of the path dependent PDE (4.6): f is independent of D2xu.
Dtu+G(D
2
xu) + f(t, u,Dxu) = 0, t ∈ [0, T ),
uT = ξ.
(4.7)
Let u ∈ W 1,2;pG (0, T ) be a solution to the path dependent PDE (4.7). By Theorem 4.6, the
processes
Yt := ut, Zt := Dxut, Kt :=
1
2
∫ t
0
D2xusd〈B〉s −
∫ t
0
G(D2xus)ds
satisfy the following backward SDE:
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds−
∫ T
t
ZsdBs − (KT −Kt), (4.8)
which is noting but the backward SDEs driven by G-Brownian motion (G-BSDE) studied in [2].
On the contrary, letting (Y,Z,K) be a solution of backward SDE (4.8) considered in [2],
notice that, although we have many interesting examples, but it is still a very interesting and
challenging problem to give reasonable conditions on ξ and f such that Y lies in the Sobolev
space W 1,2;pG (0, T ). Even so, we still think u = Y is a reasonable candidate of the solution to
Equ. (4.7).
In [7], the authors formulated u = Y as the unique solution to Equ. (4.7) in a first order
Sobolev space W
1
2
,1;p
AG
(0, T ). In this section, we shall refine the definition of the G-Sobolev space
W
1
2
,1;p
AG
(0, T ). The main idea is, just like the liner case, to integrate AGu = Dtu + G(D
2
xu) as
one operator, which reduces the regularity requirement for the solutions. To well define the
derivative AGu for u ∈ W
1
2
,1;p
AG
(0, T ), the uniqueness of the decomposition for generalized G-Itoˆ
processes plays a crucial role.
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4.2.1 Definition of the G-Sobolev space W
1
2
,1;p
AG
(0, T )
For u, v ∈ C∞(0, T ), set
d
p
G,p(u, v) = E[ sup
s∈[0,T ]
|us − vs|
p + (
∫ T
0
|Dx(us − vs)|
2ds)
p
2 +
∫ T
0
|AGus −AGvs|
pds].
By the uniqueness of the decomposition for generalized G-Itoˆ processes we obtain the clos-
ability of the metric dG,p. As is stated in Remark 4.4, closability of the metric dG,p is the key
point to well define the operators AG, Dx.
Proposition 4.7 The metric dG,p is closable in the space S
p
G(0, T ): Let u
n, vn ∈ C∞(0, T ) be
two Cauchy sequences w.r.t. the metric dG,p. If ‖u
n − vn‖Sp
G
→ 0, we have dG,p(u
n, vn)→ 0.
Proof. For un ∈ C∞(0, T ), by Itoˆ’s formula, we have
un(t, ω) = un(0, ω) +
∫ t
0
Dsu
n(s, ω)ds +
∫ t
0
Dxu
n(s, ω)dBs +
1
2
∫ t
0
D2xu
n(s, ω)d〈B〉s
= un(0, ω) +
∫ t
0
AGu
n(s, ω)ds +
∫ t
0
Dxu
n(s, ω)dBs +K
n
t ,
where Knt :=
1
2
∫ t
0 D
2
xu
n(s, ω)d〈B〉s −
∫ t
0 G(D
2
xu
n(s, ω))ds is a non-increasing G-martingale. If
(un)n is a Cauchy sequence w.r.t. the metric dG,p, there will be processes u ∈ S
p
G(0, T ), η ∈
M
p
G(0, T ), ζ ∈ H
p
G(0, T ) such that
‖un − u‖Sp
G
+ ‖AGu
n − η‖Mp
G
+ ‖Dxu
n − ζ‖Hp
G
→ 0.
Set Kt = ut − u0 −
∫ t
0 ηsds −
∫ t
0 ζsdBs. It is easily seen that ‖K
n −K‖Sp
G
→ 0. So K is a non-
increasing G-martingale and ut = u0 +
∫ t
0 ηsds +
∫ t
0 ζsdBs +Kt is a generalized G-Itoˆ process.
Assuming (vn)n is a Cauchy sequence w.r.t. the metric dG,p, similarly, there exists a generalized
G-Itoˆ process u˜t = u˜0 +
∫ t
0 η˜sds+
∫ t
0 ζ˜sdBs + K˜t such that
‖vn − u˜‖Sp
G
+ ‖AGv
n − η˜‖Mp
G
+ ‖Dxv
n − ζ˜‖Hp
G
→ 0.
If ‖un−vn‖Sp
G
→ 0, we get u = u˜. By the uniqueness of the decomposition for generalized G-Itoˆ
processes, we get η = η˜ and ζ = ζ˜, which implies dG,p(u
n, vn)→ 0.

Denote by W
1
2
,1;p
AG
(0, T ) the closure of C∞(0, T ) w.r.t. the metric dG,p in S
p
G(0, T ). Now the
operators AG,Dx can be continuously extended to the space W
1
2
,1;p
AG
(0, T ).
Proposition 4.8 Assume u ∈ SpG(0, T ). Then the following two conditions are equivalent:
(i) u ∈W
1
2
,1;p
AG
(0, T );
(ii) There exists η ∈MpG(0, T ) and ζ ∈ H
p
G(0, T ) such that
u(t, ω)−
∫ t
0
η(s, ω)ds −
∫ t
0
ζ(s, ω)dBs
is a non-increasing G-martingale, namely, u is a generalized G-Itoˆ process.
Moreover, we have AGu = η and Dxu = ζ.
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Proof. (i) =⇒ (ii) is obvious.
(ii) =⇒ (i). Let u be a generalized G-Itoˆ process. By Theorem 5.4 in [10], it suffices to prove
the claim for u of the following form:
ut = u0 +
∫ t
0
ηsds+
∫ t
0
ζsdBs +
1
2
∫ t
0
wsd〈B〉s −
∫ t
0
G(ws)ds,
where η, ζ, w are smooth step processes, namely, η, ζ, w ∈ M0(0, T ) and ηt, ζt, wt ∈ C
∞(Ωt)
(Def. 4.1). Set tnk =
kT
2n and Q
n
t :=
∑2n−1
k=0 (Btnk+1∧t − Bt
n
k
∧t)
2 =
∫ t
0 λ
n
s dBs + 〈B〉t, where
λnt =
∑2n−1
k=0 2(Bt − Btk)1]tk ,tk+1](t). Choose a sequence of smooth step processes α
n
s such that
E[
∫ T
0 |α
n
s −G(ws)|
pds]→ 0. Set
unt := u0 +
∫ t
0
ηsds+
∫ t
0
ζsdBs +
1
2
∫ t
0
wsdQ
n
s −
∫ t
0
αns ds (4.9)
= u0 +
∫ t
0
(ηs − α
n
s )ds+
∫ t
0
(ζs +
1
2
wsλ
n
s )dBs +
∫ t
0
1
2
wsd〈B〉s. (4.10)
It is easily seen, by (4.9), that un belongs to C∞(0, T ). By the uniqueness of the decomposition
for G-Itoˆ processes and (4.10) we know that
Dtu
n
t = ηt − α
n
t , Dxu
n
t = ζt +
1
2
wtλ
n
t , D
2
xu
n
t = wt.
So AGu
n
t = ηt − α
n
t + G(wt). It is easy to show that AGu
n M
p
G−→ η, Dxu
n H
p
G−→ ζ, un
Sp
G−→ u. So
u ∈W
1
2
,1;p
AG
(0, T ) with AGu = η and Dxu = ζ. 
4.2.2 Fully nonlinear path dependent PDEs
Let us define the W
1
2
,1,p
AG
-solution to the path dependent PDE (4.7) : to find u ∈ W
1
2
,1;p
AG
(0, T )
such that
AGu+ f(t, u,Dxu) = 0, t ∈ [0, T ),
uT = ξ.
(4.11)
Now we can interpret backward SDEs driven by G-Brownian motion as “path dependent” PDEs.
We assume that f(t, ω, Yt, Zt) ∈M
p
G(0, T ) for any (Y,Z) ∈ S
p
G(0, T )×H
p
G(0, T ).
Theorem 4.9 Let (Y,Z) be a solution to the backward SDE (4.8) (see Def. 5.1 and Rem. 5.3).
Then we have ut := Yt ∈W
1
2
,1;p
AG
(0, T ) with Dxut = Zt.
Moreover, Given a u ∈W
1
2
,1;p
AG
(0, T ), the following conditions are equivalent:
(i) (u,Dxu) is a solution to the backward SDE (4.8);
(ii) u is a W
1
2
,1;p
AG
(0, T )-solution to the path dependent PDE (4.11).
Proof. The proof follows immediately from Proposition 4.8 and the definitions of the solutions
to the backward SDE (4.8) and the path dependent PDE (4.11). 
Assume that the function g(t, ω, y, z) : [0, T ] × ΩT × R × R → R satisfies the following
assumptions: there exists some β > 1 such that
(H1) for any y, z, g(t, ω, y, z) ∈MβG(0, T );
(H2) |g(t, ω, y, z) − g(t, ω, y′, z′)| ≤ L(|y − y′|+ |z − z′|) for some constant L > 0.
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Corollary 4.10 Assume ξ ∈ LβG(ΩT ) and g satisfies (H1) and (H2) for some β > 1. Then, for
each p ∈ (1, β), the path dependent PDE (4.7) has a unique W
1
2
,1;p
AG
-solution u.
In particular, the martingale u(t, ω) := Et[ξ](ω) is the unique W
1
2
,1;p
AG
-solution of the path
dependent G-heat equation
Dtu+G(D
2
xu) = 0, uT = ξ.
Proof. The uniqueness is straightforward from Theorem 4.9 and Theorem 5.2.
We now prove the existence. By Theorem 5.2 we know that the backward SDE (4.8) has a
solution (Y,Z). By the assumption (H1) and (H2), we conclude g(t, ω, Yt(ω), Zt(ω)) ∈M
p
G(0, T ).
So we get the existence result from Theorem 4.9.
By the G-martingale decomposition theorem, u ∈ SpG(0, T ) is a G-martingale if and only
if u is a solution of backward SDE (4.8) with f = 0. So u(t, ω) := Et[ξ](ω) is the unique
W
1
2
,1;p
AG
-solution of the path dependent G-heat equation. 
5 Appendix: Backward SDEs driven by G-Brownian motion
In [2] the authors studied the backward stochastic differential equations driven by a G-Brownian
motion (Bt)t≥0 in the following form:
Yt = ξ +
∫ T
t
g(s, Ys, Zs)ds−
∫ T
t
ZsdBs − (KT −Kt). (5.1)
where K is a non-increasing G-martingale.
The main result in [2] is the existence and uniqueness of a solution (Y,Z,K) for equation
(5.1) in the G-framework under the following assumption: there exists some β > 1 such that
(H1) and (H2) are satisfied.
Definition 5.1 Let ξ ∈ LβG(ΩT ) and g satisfy (H1) and (H2) for some β > 1. A triplet of
processes (Y,Z,K) is called a solution of equation (5.1) if for some 1 < α ≤ β the following
properties hold:
(a) Y ∈ SαG(0, T ), Z ∈ H
α
G(0, T ), K is a non-increasing G-martingale with K0 = 0 and KT ∈
LαG(ΩT );
(b) Yt = ξ +
∫ T
t g(s, Ys, Zs)ds−
∫ T
t ZsdBs − (KT −Kt).
The main result in [2] is the following theorem:
Theorem 5.2 Assume that ξ ∈ LβG(ΩT ) and f satisfies (H1) and (H2) for some β > 1. Then
equation (5.1) has a unique solution (Y,Z,K). Moreover, for any 1 < α < β we have Y ∈
SαG(0, T ), Z ∈ H
α
G(0, T ) and KT ∈ L
α
G(ΩT ).
Remark 5.3 Equivalently, we say a pair of processes (Y,Z) is a solution of equation (5.1) if
for some 1 < α ≤ β the following properties hold:
(a) Y ∈ SαG(0, T ), Z ∈ H
α
G(0, T );
(b) YT = ξ and Kt := Yt +
∫ t
0 g(s, Ys, Zs)ds −
∫ t
0 ZsdBs is a non-increasing G-martingale.
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