Deep learning has recently attracted much attention due to its excellent performance in 12 processing audio, image, and video data. However, few studies are devoted to the field of 
Advantage of CNNs is achieved with local connections and tied weights followed by some 132 form of pooling which results in translation invariant features. Furthermore, another benefit is that 
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The received signal in the communication system can be expressed as follows: 
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The iterating equations are as follows:
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= ⋅tanh( )
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where W is the weight matrix; b is the bias vector; i , f , and o are the outputs of the input, 
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Standard LSTM usually models the temporal data in the backward direction but ignores the 206 forward temporal data, which has a positive impact on the results. In this paper, a method based on the classification performance. The specific structure of the fusion model is shown in Figure 3 . 
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The modulated communication signal has local special change characteristics. Meanwhile, the 217 data has temporal characteristics similar to voice and video. The fusion models exploit 218 complementary advantages on the basis of these two features.
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The six layers of CNNs are used to characterize the differences between the digital modulation 
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The loss function of parallel fusion model consists of two parts, which are balanced by the given 238 parameters. 
239

250
The geographic simulation environment is shown in Figure 4 , based on which we collect our 251 datasets. We captured the unmanned aerial vehicle communication signal data set, which is iterations are as follows: 
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respectively, which can be regarded as the unbiased estimation of expectation; θ Δ is the dynamic 263 constraint of learning rate; and μ , ν , ε , and η are constants.
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The fundamental loss and the softmax functions are defined as follows:
where x is the input, y is the corresponding truth label, and i z is the input for the softmax layer.
268
The gradient of backpropagation is calculated as follows: 
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method is 91%, which is 11% higher than the parallel fusion method.
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The performances of the classifiers show that deep learning achieves high classification 320 accuracy for AMC. Waveform local variation and temporal characteristics can be used to identify 321 modulation modes. In comparison with CNN and Bi-LSTM, the performance of the HDMF methods
322
is improved significantly because the classifiers can recognize the two features simultaneously.
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However, the performance of the serial fusion is considerably higher than that of the parallel fusion 
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In this study, the modulation mode of the samples includes two forms, namely, within-class 
