Proving Parikh's theorem using Chomsky-Schutzenberger theorem by Golubenko, Dmitry
ar
X
iv
:1
71
0.
09
61
2v
2 
 [c
s.F
L]
  1
3 J
un
 20
18
PROVING PARIKH’S THEOREM USING CHOMSKY-SCHU¨TZENBERGER
THEOREM
DMITRY GOLUBENKO
Abstract. Parikh theorem was originally stated and proved in [Par]. Many different proofs
of this classical theorems were produced then; our goal is to give another proof using Chomsky-
Schu¨tzenberger representation theorem. We present the proof which doesn’t use any formal
language theory tool at all except the representation theorem, just some linear algebra.
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1. Introduction
Recall that the context-free grammar is a 4-tuple G = (N,Σ, P, S) where N is a set of
nonterminals, Σ is an alphabet, P is a collection of productions of kind X → γ for X ∈
N, γ ∈ (N ∪ Σ)∗, and S is an initial nonterminal. We say that w ∈ Σ∗ is derived in CFG G
if there exists a sequence {si}i∈[1;N ], si ∈ (N ∪ Σ)
∗ such that s0 = S, sN = w and every si
is obtained from si−1 via applying some production from P (G). The set of all words w ∈ Σ
∗
derived inG is called the language generated byG and is denoted by L(G). The formal language
L ⊂ Σ∗ is called context-free if L = L(G) for some context-free grammar G.
Let Σ = {a1, . . . ak}. We introduce the Parikh map ψ : Σ
∗ → Nk:
(1) ψ(w) = (#a1(w), . . . ,#ak(w)),
where #x(w) is number of occurences of letter x in word w. Clearly, this is a monoid homo-
moprhism since ψ(w1w2) = ψ(w1) + ψ(w2), ψ(ǫ) = 0 where 0 = (0, . . . , 0). For any language
L we define Parikh image of L ψ(L) by
ψ(L) = {ψ(w)|w ∈ L} ⊂ Nk
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Definition 1. A subset S ⊂ Nk is called linear if it’s a coset of a finitely generated submonoid
of Nk, i. e. there exist v0,v1, . . .vN such that
(2) S = {v0 +
N∑
i=1
λivi|∀i ∈ [1;N ] λi ∈ N}
We denote this by S = v0 +
〈
v1, . . .vN
〉
.
Definition 2. A subset S ∈ Nk is semilinear if it’s a union of finite number of linear subsets.
The following theorem is the classical one in the formal language theorem:
Theorem 1.1 (Parikh). For any context-free language L, ψ(L) is semilinear.
The theorem was originally stated and proved by Rokhit Parikh in [Par]. Parikh’s strategy
was to present all parse trees as a union of a finite number of classes each having one minimal
tree and all other obtained from that minimal by insertion of a pump tree.
We’re gonna prove the theorem 1.1 using another classical theorem:
Theorem 1.2 (Chomsky-Schu¨tzenberger). Every context-free language L ⊂ Σ∗ admits the
following presentation
(3) L = h(DyckN ∩ R),
where DyckN is a language of balanced parentheses of N types, R is a regular language and
h : {(1, )1, . . . (N , )N}
∗ → Σ∗ is a language homomorphism.
Shamir tried to give a proof using that theorem, however, afterwards he regarded in [Gold]
that his proof was fallacious. We, however, prefer much easier way to obtain our goal. We inves-
tigate Chomsky-Schu¨tzenberger construction of h, R and N , prove directly that ψ(DyckN ∩R)
semilinear and thus derive the main theorem.
2. Semilinearity of DyckN ∩ R
We use the proof of Chomsky-Schu¨tzenberger theorem given in [Koz]. Consider the context-
free grammar G = (N,Σ, P, S) in Chomsky normal form such that L(G) = L \ {ǫ}. Define
G˜ = (N, Σ˜, P˜ , S), where
Σ˜ = {(p, )p, [p, ]p|p ∈ P}
and
P˜ = {A→ (pB)p[pC]p | p = A→ BC}
⋃
{A→ (p)p[p]p | p = A→ a}.
Thus we obtain L(G˜) = Dyck2|P | ∩ RL, where R ⊂ Σ˜
∗ is a regular language defined by the
following conditions:
(1) every )p is immediately followed by [p;
(2) no ]p is immediately followed by any (i or [i;
(3) if p = A → BC, then (p is immediately followed by (q for some q ∈ P and [p is
immediately followed by (r for some r ∈ P ;
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(4) if p = A → a, then (p)p[p]p is a subword, i. e. )p immediately follows (p, [p follows )p
and so on;
(5) the first letter is (p for some p with S in the left side.
It is proven in [Koz] that L(G˜) is actually equal to Dyck2|P | ∩ RL. We’ll prove now that
ψ(Dyck2|P | ∩RL) is semilinear.
Lemma 2.1. For G and RL defined above we have that ψ(Dyck2|P | ∩RL) is semilinear.
Proof. First, we have that #(p(w) = #)p(w) and #[p(w) = #]p(w) for every w ∈ Dyck2|P |∩RL
and p ∈ P . Denote λp(w) = #(p(w). From condition (1) we have #p[p(w) = #)p(w) = #(p(w)
for every production p, so λp(w) is the number of occurences of p in derivation of w. We prove
now that
Ω = {
(
λp1(w), . . . λp|P |
)
| w ∈ Dyck2|P | ∩ RL, p ∈ P} ⊂ R
|P |
is semilinear and thus establish semilinearity of ψ(Dyck2|P | ∩ RL).
For parse tree t of G˜ and p ∈ P define µp as the number of occurences of p in t. Define parse
tree t to be irreducible if its derived string is w1Xw2 for w1, w2 ∈ Σ˜
∗ and X ∈ N is nonterminal
in the root of t and there is no path from leaf to root containing at least two instances of some
nonterminal Y ∈ N . If
∑
p∈P µp(t) > 2
|N |+2 for some parse tree t, then t is not irreducible
since its depth is at least |N |+ 2, thus it has at least |N |+ 1 nonterminals along it. Thus the
set I of irreducible parse trees is finite. For parse tree t define
ψ(t) = {
(
µp1(w), . . . µp|P |
)
| w ∈ Dyck2|P | ∩ RL, p ∈ P} ⊂ R
|P |.
Define parse tree to be minimal if it doesn’t contain an irreducible subtree. Since the set of
irreducible trees is finite, the set of minimal trees is finite since any path from leaf to root
should pass through no more than |I| distinct irreducible trees and thus the depth of minimal
tree is limited by (|I| + 1)(|N | + 1). Thus the set of all parse trees in G˜ is the union of Tm,
the sets of parse trees obtained from m by adding the irreducible trees, and since
ψ(Tm) = ψ(m) +
〈
{ψ(t)|t is irreducible }
〉
is linear, the Ω is semilinear, an so is ψ(Dyck2|P | ∩ RL). 
3. Proof of the main theorem
The proof of the main theorem easily derives from the lemma above and the following
proposition.
Lemma 3.1. For every homomorphism φ : Σ∗ → Γ∗ semilinearity ψ(L) implies semilinearity
of ψ(φ(L)).
Proof. Homorphism φ : Σ∗ → Γ∗ induces the linear map
Φ : N|Σ| → N|Γ|, (0, . . . 0︸ ︷︷ ︸
i−1
, 1, 0, . . . 0︸ ︷︷ ︸
|Σ|−i
) 7→ (#1(Φ(ai)), . . .#|Γ|(Φ(ai)))
so we just linearly change generators of linear subsets and preserve the semilinearity. 
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