Future battlefield networks require extensive fault management mechanism. Most existing fault localization algorithms assume availability of complete andlor deterministic dependency model. Such assumptions can not be made in the dynamic environment of a battlefield network where nodes may move, causing periodic changes in routes. This paper is aimed at developing afault diagnosis architecture and algorithm, which address the issue of dynamically changing dependencies in battlefield networks.
INTRODUCTION
Battlefield networks require an extensive fault localization mechanism to provide robust networking services in the presence of random failures. This demand becomes more critical in the Army's future battlefield networks to meet the challenge of service survivability which requires efficient and accurate fault localization algorithms to isolate the root cause of failure. The failure information can then be used to perform healing measures for providing uninterrupted services in the ad-hoc battlefield environment [1, 14] . The task of fault localization [5] is complex and challenging. The challenges become more critical in a battlefield environment because of the following reasons: * Battlefield networks are usually ad-hoc networks, thus no static infrastructure can be assumed in the design, * A higher degree of non-determinism is present in the environment because of dynamically changing topology and lack of accurate and timely information, * Many algorithms have been developed in the past [4, 11, 12, 13] for localizing a fault through correlation of alarms or symptoms observed in the network. These algorithms vary in the network models used, complexity involved in computation, the assumption made about the underlying network etc. Recently a promising new algorithm called Incremental Hypothesis Updating (IHU) [2] was designed which processes symptoms one at a time in an incremental fashion, thereby providing increased efficiency. model, and the reported symptom. As a the third contribution, in the paper we present simulation results done in Qualnet to show the correctness and efficiency of the algorithm to be deployed in real time battlefield networks.
ADAPTIVE APPROACH TO FAULT LOCALIZATION IN BATTLEFIELD NETWORKS
Battlefield networks, being wireless, mobile, and ad-hoc, possess many unique characteristics [7] because of which existing techniques of fault localization can not be directly used. Many fault localization algorithms depend on the dependency model [6] for fault localization. This model represents the causal relationships between faults and symptoms. Since causal relationships between faults and symptoms are difficult to determine, the dependency model is a probabilistic one, in which the fault nodes are associated with the probability of its independent occurrence, and the fault-symptom dependencies are represented with the probability of the causal implication between faults and symptoms. Accuracy of fault diagnosis relies upon the accuracy of the dependency model. A big challenge is to periodically update the model in parallel with the ongoing fault diagnosis process. The fault diagnosis process extracts information from the dependency model to perform event correlation. Thus in presence of multiple dependency information, determining which dependency information to associate with the observed symptom is a challenging task. An appropriate data structure must be designed to represent the dependency model to incorporate: * Changes in the fault set and symptom set that would arise when network elements are added or removed, resulting in the addition or deletion of faults and symptoms.
* Changes in the fault-symptom relationships, which may occur when network topology changes. This can cause existing relationships to become obsolete. It may also add new relationships. * Changes in the probabilities associated with the faultsymptom relationships, which may occur over time as a result of the learning process. We propose to develop an adaptive component to incorporate dynamically changing dependencies in the dependency model and timestamp this information to perform temporal correlation of the symptoms. Event driven techniques [6] maintain a state which encodes partial fault-localization results computed on the basis of the observed symptoms. Symptoms are analyzed independent of the other symptoms and the fault localization results are updated accordingly. However, by updating the partial fault-localization information with each arrived symptom, the information about the individual symptoms is lost. Maintaining the information about the sequence of individual symptoms that contribute to the overall fault diagnosis can help to refine the algorithm results. We propose to build a hypothesis search space (HSS) to keep track of the reported symptoms, their associated data, and their effect on the hypothesis construction. This model represents the observed symptoms and their dependency relationship with the possible faults. Maintaining this data structure, instead of incrementally updating the hypothesis with each observed symptom, can help in various ways to refine the collected information about the network health. * Removing spurious symptoms: The observation of network behavior is frequently disturbed by the presence of spurious symptoms [2] . These are caused by transient network failures or due to overly restrictive threshold values. Considering these symptoms in the fault localization algorithm can reduce the accuracy of the algorithm. A symptom can be detected to be spurious if it is reported for small time duration. A spurious symptom can be removed from the USS if a healthy re-sponse for the same probe is obtained within a certain time frame [3] . The length of the time frame can be decided on the basis of the frequency of probing, response time, and other parameters. Incorporating the updated dependency information: As the probability values of the causal relationship between the symptoms and faults are updated, this information can also be incorporated in the HSS by updating the probabilities representing the symptom-fault causal relationship.
Because of the changed design of the dynamic dependency model, the incremental algorithm needs modification. The algorithm must be modified to deal with dynamic addition and deletion of symptoms, and faults in parallel with ongoing hypothesis construction. It is also necessary to properly deal with symptoms that arise before and after such changes to the dependency model have occurred. One method of solving this problem is to incorporate temporal information into the dependency model and the incremental algorithm.
3. SYSTEM ARCHITECTURE Figure 1 shows the different modules cooperating to perform adaptive fault localization. The topology discovery agents periodically report the topology updates. These updates are incorporated into the dependency model by the adaptive component. Network monitors probe the network components and report the observed symptoms. These symptoms are stored in the Hypothesis Search Space (HSS). The network manager performs symptom-fault correlation and temporal correlation of these symptoms to provide the most probable explanation. 
j) has a probability value [6] representing likelihood of the cause-effect implication between the ith symptom and jth fault. In our experiments we model end-to-end path failures as symptoms and the link failures as faults. The dependency information is computed based on the route information provided by the topology discovery agents. The routes obtained by the topology discovery agents indicate the possible links that can cause the end-to-end path failure. The network manager uses this information to build the dependency matrix. The probability values are initialized to some constant value and are updated with time. As discussed earlier, the obtained dependency information can be incomplete or inconsistent. Hence, in the presence of incomplete and changing dependency model, it is essential for the network manager to have an adaptive component. This component will constantly update the dependency model if it discovers any changes in the dependencies, e.g., due to dynamic routing, addition/deletion of nodes etc. These topology changes are reported to the manager by the topology discovery agents. The changes are included into the model by updating the symptom-fault probability values. Addition/deletion of new nodes is done by adding/removing new rows and columns in the matrix. Another role of the adaptive component is to refine the probability values. These values are initially set to some constant value and are increased or decreased with time, based on the level of confidence in the obtained dependency information. The results of the root cause analyzer are used to refine these probability values. 3.2 Building the hypothesis search space The hypothesis search space (HSS) is also implemented as a matrix representing the symptom-fault relationship, but unlike the dependency model which contains information of all possible symptoms, HSS stores only the symptoms observed in a time window. On arrival of each symptom reported by the network monitors, the symptom is searched in the dependency model and a new row is added to the HSS indicating the symptom-fault dependencies between the symptom and its possible causes of failure. Thus this data structure changes more frequently than the dependency model because of frequent addition/removal of symptoms. Maintaining this data structure allows removing symptoms that are too old and thus irrelevant to the current fault diagnosis process by maintaining a time window. It allows another task of updating the probability values with changes made in the dependency model. The event correlation algorithm described in the next section assigns temporal weights to the dependencies that explain the arriving symptoms.
INCORPORATING TEMPORAL INFORMATION
IN FAULT LOCALIZATION The existing incremental algorithm does not have a notion of time while performing event correlation. In the dynamically changing environment of a battlefield network, it becomes important to incorporate temporal information to improve the accuracy of the fault diagnosis. Temporal information can be introduced at following places in the architecture: * Associating time with fault-symptom relationships:
Due to change in the topology the fault-symptom relationships might change with time. Thus these changing relationships might provide different explanations for the observed symptoms. These relationships need to be time stamped to judge the relevance of dependencies while processing a symptom which arrived at a particular point in time. * Associating symptom with the symptom-arrival time:
Putting a timestamp with each symptom allows the manager to infer an approximate time when the symptom was generated. This helps the manager to infer the relevance of symptom fault dependencies for processing the symptom. Another advantage of associating time with each symptom is to identify when a symptom gets too old to be discarded from the fault diagnosis. * Associating time with a hypothesis: Hypothesis sets are built with the arrival of each new symptom. If a hypothesis is too old then it is less likely to explain the current network situation. Thus discarding the old hypothesis might allow the fault diagnosis algorithm to converge better to identify the root cause. Timestamping the hypothesis sets allows the manager to identify the relevance of hypothesis.
The event correlation process
In this section we propose an adaptive approach to the event correlation algorithm. The approach presented in this paper uses the belief computation technique presented in the IHU algorithm [2] and extends it to incorporate temporal correlation and dynamic dependency changes. In the ith iteration of fault localization, the belief metric bi(hj) is expressed using the probability that (1) As we are storing the individual symptom-fault dependencies in the HSS, the above belief computations need not be done after arrival of each new symptom. Instead, the beliefs can be computed after collecting a set of symptoms or after a window of time has elapsed. However the hypothesis sets need to be created with each new symptom arrival as these sets are built incrementally. Negative belief computation for a hypothesis set H can be done by fetching the conditional probability values between the faults in a hypothesis set and all the observed symptoms. Positive belief for a hypothesis set can be computed by obtaining the conditional probability values between the faults in a hypothesis set and all the unobserved symptoms. The positive belief computation involves lesser computation than when done incrementally for each arriving symptom.
EXPERIMENTS AND RESULTS
In this section we evaluate the technique presented in this paper using the problem of end-to-end connectivity failure diagnosis as a case study. We deal with the problem of isolating interface failures responsible for an end-to-end connection failure in mobile ad-hoc networks. In this problem, the dependency matrix consists of end-to-end connection failure as rows which are reported as symptoms. The columns consist of interface failures that represent the possible faults. In an n-node network, there can be at most n2
end-to-end connections, each composed of at most n hopto-hop services. We obtained the dependency information by periodically running trace-routes. End-to-end connection failure information is obtained by periodically sending pings to all the managed nodes in the network. We simulated networks of different sizes in Qualnet [9] and introduced interface failures for random time interval.
To observe the effect of mobility and transmission power, we used random waypoint model and observed the accuracy of detection by varying the average speed and transmission power. Figure 2 shows the relation between the detection rate and transmission power for a network with 15 nodes varying the nodes' average speeds from 3m/s to lIm/s, and transmission power from II dBm to 2OdBm. We observed that detection rate decreases for higher speeds. Figure 3 .Hfki.h-P(A) Hs-.So,-(' We also conducted experiments to observe the effect of transmission power on fault diagnosis and we observed that the detection rate improves with increase in transmission power. For low transmission power, low detection rate can be accounted to the inability of the node to report symptoms to network manager and inability of the network manager in extracting complete routing information resulting in incomplete dependency model. We also observed that detection rate reaches higher values beyond a cut-off point. With smaller speeds this cutoff point is reached for smaller transmission power while for higher speeds it takes higher transmission power to reach such cut-off point. E.g. In figure 2 for speed of 3m/s, cutoff is reached at transmission power of 14dBm while for speed of 1 lm/s, it is reached at transmission power of 17 dBm. 1U 12 6. CONCLUSION AND FUTURE WORK In this paper, we described a strategy for fault diagnosis in a dynamically changing environment of mobile ad-hoc battlefield networks. We designed a system architecture that adapts to changing dependencies in the network. We illustrated a method to perform temporal correlation and proposed an adaptive fault diagnosis algorithm. We evaluated the proposed method by simulations in Qualnet and observed the effect of mobility and transmission power on the detection rate of the fault diagnosis algorithm. We aim to conduct more detailed simulations of battlefield networks to understand the impact of mobility. Additionally we also aim to test the algorithm's performance on network with larger sizes. The experiments presented in this paper have a static time window size. As a continuing work, we will incorporate mechanism to adapt the window size to the observed degree of mobility. 
