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Abstract: Magnetic induction tomography (MIT) is a contactless, inexpensive and non-invasive technique for imaging the conductivity distribution inside a body. A time-difference imaging can be used for monitoring the progression of stroke or oedema. However, MIT signals are more sensitive to body movements than the conductivity changes inside the body, because small movements during data acquisition can overwhelm the signals of interest and cause significant image artefacts. Thus, it is crucial to accurately estimate and compensate body movements for image reconstruction or alert clinicians to avoid misinterpretation. We propose frequency domain analysis and statistical approaches for identifying and estimating object movements from MIT data prior to the image reconstruction step. Results show that high amounts of movements totally distorted the images, whereas the proposed approaches produced good performance on elimination of image artefacts and its estimation while maintaining good computational efficiency for patient monitoring.
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1	Introduction
Magnetic Induction Tomography (MIT) is a non-invasive technique for imaging the distribution of the electrical properties (conductivity, permittivity and permeability) of objects (Korjenevsky et al., 2000). MIT was proposed for numerous medical applications such as monitoring of cerebral stroke, respiratory breathing (aeration and ventilation of the lung) and continuous screening of oedema (Griffiths, 2001). Time-difference imaging can be used for monitoring the progression of the stroke, breathing or oedema to be used for continuous screening and monitoring of patients in critical care. However, it is still challenging to acquire accurate measurements, and perform post-processing and data analysis properly in the emergency care unit as it is often a highly dynamic setup (Mamatjan et al., 2014; Gürsoy et al., 2011). Small movements can corrupt the measured data and cause significant image artefacts, which prevent the detection of the conductivity changes inside the body. Static imaging may not reflect the dynamic scenarios encountered in monitoring applications. Especially, artefacts associated with the motion of head and functional imaging of the lung require keeping track of the motions and compensating for the artefacts to improve image quality and alerting the clinicians to avoid misinterpretation of images.
      In other tomographic fields such as computed tomography (CT) or Electrical Impedance Tomography (EIT), various software and hardware based movement detection approaches and management strategies can be grouped into two categories. The first category can be named as the software based (signal/image processing) approaches that may include pattern recognition, eigenvalue analysis, neural networks, edge detection and level set methods (Prümmer et al., 2009). The second category is hardware approaches that include pressure sensitive mattresses and the recordings of patient movement via magnetic or optical sensors (Walsh et al., 2011). The choice of the technique generally depends on the application. For instance, considering a smart-bed application, pressure sensitive mattress is more suitable, but a system based on a video recording or stereo tracking of patient movement is an alternative if other techniques are not appropriate. Other high resolution tomography methods like magnetic resonance imaging (MRI) uses the location of marker or organ edges for motion capture (King et al., 2012). In contrast to MRI, image-based methods are not applicable for MIT since MIT cannot reconstruct any meaningful image when movements happen. Furthermore, MIT is a low resolution imaging technique proposed for patient monitoring where estimation and compensation of motion artefacts are challenging since this requires suitable techniques and also the measurements need to be fast processed to enable detection of movements in real time (Maimaitijiang et al., 2009).
      A number of studies showed different methods to account for the movement error based on (i) movement compensation based on a priori information, (ii) MIT head arrays with optimized coil configurations, (iii) multi-frequency imaging, and (iv) absolute imaging with iterative approaches (Brunner et al., 2006; Ktistis et al., 2008; Zolgharni et al. 2010; Zolgharni, 2010). Gürsoy and Scharfetter (2009) proposed strategies for compensating patient movement in MIT based on a priori information regarding patient movement. However, in reality, the location and the precise movement of the objects are unknown (no priori information). This problem must be solved to identify and estimate the patient movement. Zolgharni et al. (2010) showed multi-frequency imaging for MIT. However, weak frequency dependence of tissue is a limitation in multi-frequency imaging (Gabriel et al., 1996), and also whole brain conductivity changes with different frequencies except the skull conductivity. MIT head arrays with optimized coil configurations were proposed by Griffiths et al. (2010) for particularly stroke monitoring but only simulation result were shown based on a realistic head model. Absolute imaging with iterative approach in MIT is very sensitive to coil geometries and accuracy in model parameters which require sophisticated regularization matrices (Dekdouk et al. 2016).
      An in-vitro study investigated the detectability and imaging of haemorrhagic stroke using MIT and concluded that time-difference imaging is feasible considering better hardware and improved algorithm (Mamatjan, 2014). However, those studies did not consider artefacts due to patient movement in a realistic scenario. So far, software approaches for movement estimation have not been investigated for MIT. It is nonetheless a challenging problem due to the 3 possible translations (along x, y and z axis) and rotations which can cause significant signal magnitude changes as well as phase shifts in MIT.
      The goal of this paper is to rapidly estimate and compensate the displacement movements to improve measurement stability and image quality particularly for the continuous monitoring of patients. Based on a preliminary study, a quantitative method is proposed for identifying and estimating object movements from simulated data prior to the image reconstruction step. The software based movement estimation approaches include frequency domain analysis - Fast Fourier Transform (FFT), and Independent Component Analysis (ICA) which used training data on various displacements. An efficient way of computation of FFT algorithm was developed by the author previously on an Nvidia graphics processing unit (GPU) for MIT measurement system to achieve fast processing (Maimaitijiang et al., 2009). The details of these approaches, the results and conclusions are described in the following sections.
2	Methodology
A typical MIT system consists of electronic front end components (excitation and sensing systems) and a computer based data processing system as shown in Fig. 1. The details of the Finite Difference based MIT forward model were described in Maimaitijiang, et al. (2008). 16-channel MIT system was considered for the simulation. Homogenous tank measurement was used for analysing noise characteristics of MIT systems and which were also used as a reference data. 


Figure 1. a simplified diagram of the MIT system (left in a plan view)

2.1	Overview




   
(a)	                                                                (b)
Figure 2. A cylindrical phantom and a cylindrical test object: (a) horizontal (xy) cross-section – a top view, (b) vertical (yz) cross-section – a side view, where the test object is placed below the central plane position.
A homogenous tank (radius of 13.5 cm and height of 20 cm) has the conductivity of 1 Sm-1, and a small cylindrical target has the conductivity of 3 Sm-1. The cylindrical test object with radius of 3 cm and height of 4 cm was placed at the 5 cm location from the cylindrical phantom (Fig. 2:a) and 2 cm below the central plane (Fig. 2:b). The test object at the off central plane position has a weaker signal strength that produces lower resolution images compared to the object position in the central plane. A simulation was performed based on a 16 channel MIT system. A finite-difference based MIT software package (Maimaitijiang et al., 2008) was used to generate (i) reference data () without a target and movement, and (ii) consecutive data () with a target placed close to the edge of the tank.

2.3 MIT image reconstruction





where  is the change of the conductivity, λ is the regularization parameter,  is the identity matrix, S sensitivity matrix (Jacobian), and  is the normalized difference () obtained from the reference data () and subsequent "imaging data" () obtained based on the test object placed in the tank. The size of  is equal to the number of data points (256) for each data frame (precisely 16 excitation and 16 detection coil combinations).
An appropriate selection of λ is important in image reconstruction (Maimaitijiang et al., 2010) and it can be seen as a low-pass filter from a signal processing perspective. There is a trade-off between improving resolution and avoidance of noise amplification. Although there are several methods for estimating λ such as L-curve method, generalized cross validation and Morozov’s discrepancy principle, λ is fixed to 10-9 in order to objectively evaluate the effects of the movement on reconstructed images. 

2.4 Parallel FFT algorithm

The Fourier transform is used to decompose a signal into frequency components and their amplitudes, which also means converting the function from time domain to frequency domain. FFT is an efficient algorithm that calculates the Discrete Fourier transform in a computationally fast way to reduce the execution time by using divide and conquer strategy (Cooley et al., 1965; Frigo and Johnson, 2005).
FFT-based algorithms have potential advantages for MIT and magnetic induction spectroscopy (used for tissue characterization) to achieve fast multi-frequency simultaneous measurements, since it can compute the phase and amplitude of multiple frequencies at the same rate as a single frequency without adding extra computational cost. The magnitude and phase of the sampled signals are obtained by using signal and reference channels. Averaging of multiple measurements can be used to improve the measurement precision, which however, increases the computation time. The FFT algorithm was accelerated on the Nvidia GPU by up to 9.5 times (Maimaitijiang et al., 2009). The processed data is then passed by the GPU to a Labview-based measurement software tool on the host PC for further processing and image reconstruction. GPU acceleration of FFT-based signal measurement algorithms greatly decreased MIT data acquisition time.

2.5	Independent Component Analysis (ICA)





In MIT, object movements (i.e. head) cause large distortion in measurement signals in which both the phase and magnitude in frequency domain are correspondingly affected. The distortion of signals is "global scale" change that affects whole data frame, while a physiological changes (i.e bleeding in the brain) bring changes in certain section of signal in a data frame as a local change. The magnitude of distortion can be computed using peak frequency. There are certain correlations (i.e. in frequency domain) between the signal distortion (due to an object movement) and the size of dislocation. A new term called Movement to Signal Ratio () was defined which is measurable at a peak frequency index as below:
                                  			      (2)
where E is the movement amplitude, and S is the signal amplitude.  value indicates the strength of the distortion due to the movement, which is proportional to the size of dislocation.
Webster (2003) stated that “According to Fourier theory, for a sinusoidal signal, the energy in the Fourier transform is concentrated at the frequency of the signal; the initial phase of the signal (i.e., the phase at time, t= 0) is the phase of the Fourier transform at the point of this energy concentration.”  
Based on this concept, the following FFT based algorithm is implemented to estimate the dislocation of the object given voltage measurements  with the test object without movement, and voltage measurement after the movement  with the test object:
	Find the phase change before movement ,
	Find the phase change after movement ,
	Find the FFT for both  and ,
	Find the peaks from  and use it as an index value due to the movement,
	Find the ratio by correlating them using the index value in both  and  in frequency domain.

The proposed methods equally work well on both source signals through pre-processing or reconstructed images through post-processing, so only post-possessing results are presented and visualized. 
3.	Results
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                         (c)                                                                      (d)
Figure 3. Time domain raw signal with (a) 0 % movements, (b) 10 % movement (13.5 mm) relative to the radius of the tank, while (c) is the frequency domain representation of signal from 0 % movement and (d) is frequency domain representation of signal from 10 % (13.5 mm) movement. 
Fig. 3:b showed that the distortion of signals is "global scale" change that affects whole data frame and certain section of signal amplitude increased dramatically (approximately 6 times greater), while a physiological changes (i.e bleeding in the brain) bring changes in certain section of signal in a data frame as a local change. Those movements caused the changes/distortion on signals on both time (Fig. 3: a and b) and frequency (Fig. 3: c and d) domain, which are global changes in all section of the signal (as , where ). 
The results in Fig. 4 show that there are certain correlation between the distortion magnitude and the size of dislocation with larger distortions for increased dislocation movements. For instance, the higher movements of 5 % and 10 % totally distorted reconstructed images.

Figure 4. Reconstructed images with movements of 0 %, 1 % (1.3 mm), 5 % (6.7 mm) and 10 % (13.5 mm) relative to the radius of the tank. Note: MV stands for movement, row 1 is for xy plane and row 2 is for xz plane.
Fig. 5 shows the effect of regularization (filtering) value and the non-negativity constraint. The row one is for the reconstructed images with 1 % movement and row two is for 5 % movement, and the columns are for increased regularization.




Figure 5. Reconstructed images with varying the regularization (filtering) value and the non-negativity constraint.

The regularisation values in Fig. 5 can be seen as a low-pass filter from a signal processing perspective that the small singular values correspond to high frequency components in parameter space. Image artefacts due to movements of smaller magnitudes can be reduced and improved reconstructed images can be obtained by properly selecting the regularisation parameter () by adapting it to the noise level.
Fig. 6 shows the reconstructed images after eliminating the movement artefact based on a priori information regarding the size of dislocation. For known amounts of movement, the image artefacts can be suppressed in both raw signal and image (reconstruction) domain. After movement compensation/elimination, the original signal was recovered and images were reconstructed using a priori knowledge of displacement ().

Figure 6. Reconstructed images after movement artefact compensation using a priori information.


                                                               
                           (a)                                                                     (b)
Figure 7. (a) Phase plots showing the phase change due to different movement protocols, (b) the phase difference between two signals obtained from different movement protocols. 
Fig. 7:a showed phase plots and the phase change due to different movement protocols where even a smaller movement (1%) created quite significant phase change. Fig. 7:b showed the phase difference between two signals at a certain movement calculated from the difference of phase without movement and the phase of other corresponding movement protocols. 
Table 1 presents the estimated movement and percentage errors for 2 types of movement estimation approaches. The FFT based movement estimation were 6.73 and 14.4 for movement of 5% (6.7 mm) and 10% (13.5 mm) of the radius of the tank. ICA based movement estimation were less than FFT based approach. The percentage errors for FFT and ICA based movement estimation were less for smaller movements and higher estimation accuracy was achieved for larger movements. 

Table 1: Estimated movement (movement in mm) based on FFT and ICA based approaches. The displacements were chosen relative to the radius of the tank.
Original movement(mm)		FFT based approach estimation	ICA based approach estimation
1.35 (1 % MV)		1	1.7
6.75 (5% MV)		6.73	4.2
13.5 (10 % MV)		14.4	11.5
4.	Discussions and Conclusions
In MIT, measurement noise and image artefacts caused by the body displacement are a major problem for patient monitoring that makes it challenging to acquire accurate measurement and perform post-processing properly. In this paper, the effects of object displacement for MIT imaging was investigated, and rapid estimation methods were proposed to compensate imaging artefacts due to object displacements by exploiting FFT and ICA algorithms. Previously, a parallel FFT was implemented in the MIT measurement system for the fast processing and its simplicity in discriminating signals from noise made the FFT based algorithm very practical for MIT. 
 The reconstructed images are very sensitive to system instabilities primarily from patient movement. Results show that movements of 1 % of the radius of the tank cause image blurring but the artefacts can be minimized by appropriate regularization, but it is only applicable to only small size of displacement (about 2 % the size of the tank radius). The frequency analysis helps to understand better what is happening, i.e. the upper and lower frequency sideband components (Fig. 3), which appear as ghosts either side of the reconstructed image (Fig. 4). Movement causes distortion in both the phase and magnitude in frequency domain. Greater movements created more image artefacts but good movement compensation prediction will result in better image quality. However, these artefacts can be compensated if it is estimated accurately. Frequency domain analysis (FFT) and statistical approach (ICA) produced good estimation results with a high computation efficiency required for the patient monitoring system. 
Following management strategies are proposed once movements are identified, images are reconstructed by (i) minimizing movement artefacts for small movements by regularization; (ii) compensating larger movements based on estimation, or (iii) alerting clinicians to take a new MIT measurement if movements are too severe in order to avoid misleading results.
For certain applications (i.e. stroke classification), multi-frequency measurement and absolute imaging can be used since they are not affected by the movement under a criterion that the movement is taken place in two separate measurements not during the measurement. Although multi-frequency MIT may offer advantages in terms of reducing movement artefacts and provide more useful diagnostic information for medical applications, the frequency dependence of received signal strength in MIT is a major limitation. The other advantages of movement estimation and compensation based on software approaches compared to hardware approaches are faster processing and cost-effectiveness as it does not require any extra hardware.
MIT is an inexpensive, portable and fast imaging technology. By contrast, X-rays travel in straight lines with known paths that produce high spatial resolution and low level of artefacts.  However, MIT is soft field techniques that the energy flow is a function of the conductivity distribution with unknown paths, and thus, MIT produces low spatial resolution and high artefacts especially for noise from measurement system, patient movement and environment. It also requires a high level of measurement accuracy (the order of 1mm) to image low conductivity objects (Korzhenevisky, 2017) due to the ill-posed and soft-field characteristics of the methods. Magnetic waves can pass through the skull without interruption, Mamatjan (2009) demonstrated in-vitro study for monitoring the progression of stroke as one proposed application. However, those publications did not consider artefacts due to patient movement under realistic situation. 
There is a strong interest in developing a method of monitoring the progression of stroke and oedema, as well as tracking the position of the brain during surgery. To provide the performance required for clinical application, it is necessary to develop advanced signal processing methods to compensate measurement noise (most likely from movement) and provide dynamic adaptation and compensation of environmental and geometrical alterations. These approaches proposed in this paper could help improve the stability of MIT measurements over long periods of time, automatically recognize body movements to achieve a better diagnostic value and reliability of the MIT images especially for long term measurement. 
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