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5B E V E Z E T É S
A numerikus módszerek alkalmazásakor szükséges a felme­
rülő hibák ismerete. Akár közelitő, akár elvileg pontos mód­
szerrel is dolgozunk, a kerekítési hibák felhalmozódása követ­
keztében csak közelitő megoldásokhoz jutunk. Az igy nyert meg­
oldások "jóságának" eldöntése teszi szükségessé a felmerülő 
hibák becslését.
A módszerhibákat becslő eljárásokat két nagy csoportra 
oszthatjuk. Előzetes hibabecslésről akkor beszélünk, amikor 
a módszerrel való konkrét számolások elvégzése előtt becsüljük 
meg a hibát. Az utólagos hibabecsléseket a módszerek alkalma­
zásakor, a számítások elvégzése közben használjuk. Segítségük­
kel az éppen kiszámított közelítések pontosságára tudunk követ­
keztetni. Az utólagos hibabecslések egy gyakran alkalmazott 
fajtája az, amikor több különböző módszerrel egyszerre dolgo­
zunk, és az igy nyert közelítések eltérésének segítségével be­
csüljük a hibát, szerencsés esetben javíthatjuk a közelitő 
megoldásokat.
Az egyes módszerekre alkalmazható hibabecslési eljárások 
közül a konkrét feladatra legalkalmasabb módszer kiválasztása 
sokszor igen nehéz elméleti probléma megoldását igényli.
6Értekezésemben a közönséges differenciálegyenletek köze­
lítő megoldására szolgáló egylépéses módszerek hibaformuláival 
illetve hibabecslő eljárásaival foglalkozom. Az értekezés négy 
részből áll. Az első részben néhány alapfogalmat ismertetek, 
a második részben pedig a globális és lokális hibaformulák 
elvi alapjaival foglalkozom. Ugyanitt ismertetem a leggyakrab­
ban alkalmazott eljárásokat: analitikus hibabecsléseket, a lé­
pésfelezést, automatikus hibaformulákat. Itt igyekeztem kitér­
ni az egyes eljárások előnyeinek, hátrányainak a bemutatására 
is. A harmadik részben optimalitási kritériumok alapján kimu­
tatom, hogy egy igen széles módszerosztályra a lépésfelezési 
eljárás az optimális. Az értekezés függelékében a számítási 
eredményeket és a felhasznált programokat mutatom be.
Az értekezés II. és III. fejezetének eredményei a 2.1 
Tétel és a konkrét módszerek kivételével saját eredményeim, 
és ezek а [б] , [7] , [8] dolgozataimban kerültek közlésre.
Végül köszönetemet fejezem ki témavezetőmnek Szidarovszky 
Ferencnek értékes segítségéért és tanácsaiért. Köszönetemet feje 
jezem ki továbbá a munkámhoz nyújtott támogatásért Strehó Máriá­
nak és az MTA SzTAKI Numerikus Módszerek Osztályának.
7I. ALAPFOGALMAK
A következőkben röviden összefoglaljuk a vizsgálataink­
hoz szükséges alapismereteket.
Legyen | | . | | : -> R+ valamilyen norma^1  ^ (£ > 1),
I = [a,b] C  R véges intervallum, valamint х^ e I és 
 ^ — xk — hk ^ 0 (k = 0,1,2,...). Az
(1.1)
У ' = f(x,y)
У (хо > = yo
kezdetiérték-probléma pontos megoldását jelölje 
az xk pontbeli közelito megoldását pedig yk . 
lépéses explicit módszerek
у : I -+■ ,
Ekkor az egy-
(1.2) у ,, = у + h  ф (x , y , h ) Jrn+1 Jn n T n' Jn' n (n=0,1,2,...)
о лalakúak, ahol ф e I x R x R R egy adott függvény.
Például az m-pontos explicit Runge-Kutta módszerek esetén
m




(1) R+ a [o, +°°) intervallumot jelöli, az R1 -et pedig röviden 
R .
8(1.4)
k^ = f(x + a^h,
i-1
y + h Ï. b . . к . ) 
j = l ^  3
(1=2,3 ,m).
Az (1.2) módszer (1.1) problémára vonatkozó x pontbeli kép­
lethibáját a
(1.5) T(x,h) = y(x) + h ф (x,y(x), h) - y(x+h)
kifejezéssel definiáljuk, rendjét pedig az a maximális p ter­
mészetes szám adja meg, amelyre fennáll, hogy
(1.6) T(x,h ) = 0(hP+1).
Az (1.3) - (1.4) módszer rendje és m paramétere között az 
alábbi összefüggés érvényes.
1.1 TÉTEL ([lo] , [14]): Ha pX(m) azt a legmagasabb rendet
jelöli, amely egy m-pontos Runge-Kutta módszerrel a
Cm+2 (I x ) függvényosztályra elérhető, akkor igaz, hogy
pX (m) = m , m=i,2,3,4
(.1.7) pX(5) =4, p*(6) =5, pX(7) =6, pX( 8 ) =6, pX(9) =7,
pX(m) <1 m-2 , m= 10,11,.....
Jelölje öt azon folytonos f e I x R^ R^ függvények osz­
tályát, amelyekhez létezik L > 0 (csak az f-tol függő) 
konstans úgy, hogy
(1.8) I I f ( x ,у ) - f(x ,yX )I I £ L| |y-yX | I
minden (x,y), (x,yx ) e í)(f) esetén.
9Az (1.2) egylépéses módszert konvergensnek nevezzük,
ha minden rögzített x e I (x > xQ ), xi+1~ x± = h > 0 és
tetszőleges f в c£ és (x , у ) ecD(f) eseténо J о
(1.9) lim Уп = y(x) (nh = x - x ).
A konvergenciára Henrid adott szükséges és elégséges felté­
telt.
1.2 TÉTEL ( [ll] ) s Legyen а ф(х,у,Ь) folytonos mind a három 
változójában a
(1.10) /&C = { ( x ,y ,h ) I x e I, у e R£, 0 < h < hX}
tartományon (hx > 0) és létezzen olyan К > 0 konstans, 
amelyre
(1.11) I IФ(x,y,h) - Ф(x ,yx ,h )I I < К [Iу - yX | I
minden (x,y,h), (x,yx ,h) 6 H  esetén. Akkor a
(1.12) ф(x,y,0) = f(x,y)
reláció a szükséges és elégséges feltétele az (1.2) módszer 
konvergenciáj ának.
A továbbiakban feltételezzük, hogy a Henrici-tétel fel­
tételei teljesülnek és f e £ _  .
Megjegyezzük, hogy az (1.3) Runge-Kutta módszer esetén az
utóbbi feltevésből már következnek az 1.2 Tétel feltételei,
9 mha <Z)(f) = I x R és E c. = 1.
i—1
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Végül kimondunk két egyszerű lemmát, amelyeket a további­
akban fel fogunk használni.
1.1 LEMMA (fill): На а {с._} С  R számsorozatra---------  L j  n
1.2 LEMMA ([1з]): Legyenek <p^ és q>2 az y' = f(x,y)
differenciálegyenlet megoldásai az I intervallumon. Akkor
A fenti két lemmához a következő megjegyzéseket fűzzük.
1. Megjegyzés: Az 1.2 Lemma a Peano-egyenlotlenség speciális
esete [13].
2. Megjegyzés: Az 1.1 Lemma állitása lineáris differencia­
egyenletek általános megoldásának alakjából közvetlenül leol­
vasható, valamint indukcióval is könnyen belátható.
(1.13)




X „teljesül minden x, x e I eseten.
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II. A HIBABECSLÉS ELVI ALAPJAI ÉS MÓDSZEREI
Ebben a fejezetben először a hibabecslés elvi alapjait vizs­
gáljuk [в] alapján, majd röviden áttekintjük az ismert képlet- 
hibabecslési eljárásokat.
1. A hibabecslés elvi alapjai
Az (1.2) módszer (1.1) problémára vonatkozó globális hibája 
az xn e I pontban
(2.Í) en = yn - У(хп).
A Cauchy-probléma e pontossággal való numerikus meg­
oldása azt jelenti, hogy
(2.2) I|ej I < e* (хд e I),
ahol e tetszőleges előre megadott pozitiv hibakorlat.
A (2.2) feltétel ellenőrzését általában az alábbi felte­
vés alapján végezzük (lokális hibabecslés elve).
I. HIPOTÉZIS: Ha az (1.2) egylépéses módszer képlethibájára
teljesül a
(2.3) I |T(xn, h j I I < e (n=0,l,... ; xn e I)
reláció és vh < h < h (x e I, 0 < y < l  fix), akkorn n
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létezik olyan c = c(f, h) £ 1 konstans, amelyre
(2.4) I Ien I I < c e (xn e I)
és c e -*■ 0, ha e = 0(hs ), s > 2 és h -*■ 0.
Az I. Hipotézist igazolja Henrid ismert eredménye:
2.1 TÉTEL ([ll]): Tegyük fel, hogy létezik D > О konstans
úgy, hogy
(2.5) ||T(x, h )I I < D hs+1 (x e I, s >1)
és Yh ^ hn ^ h (x e I, О < у ^ 1 fix), akkor
(2.6) I |e I I ^ D El ( — ) hs (xn e I),
Y
ahol
(2.7) EL (x) = ---(L > 0).
A tétel az 1.1 Lemma egyszerű következménye. 
Megjegyezzük, hogy f e C^+2 esetén (2.5) s = p -vei tel­
jesül [ll] .
A tétel eredményeként csak a képlethibát kell becsülni, 
minthogy az I. Hipotézis alkalmazásával a (2.2) feltétel ki­
elégíthető (c e < eX ). A diszkretizációs hiba miatt azonban 
egy adott M képlethibabecslési eljárás nem az (1.2) mód­
szer (1.1) problémára vonatkozó T(xn , hn ) képlethibáját
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becsüli meg, hanem az
y' = f(x, y)
(2.8)
y(x ) = y 
1 n -*n
problémára vonatkozó Tn(x^, hn ) képlethibát (n > 1). 
Ez a tény az I. Hipotézist a következőképpen módositja.
II. HIPOTÉZIS: Ha az (1.2) egylépéses módszer képlethibá­
jára fennáll, hogy
(2.9) T (x , n n' < e (n=0,1,...; x e I)
és Y h ^ h  < h (x 0 1 ,  0 < y < l  fix), akkor vanI u n n 1
olyan c = c(f, h) > 1 konstans, amelyre
(2.10) [le II < c e
gés c e -*■ 0, ha e = 0(h ),
(x e I) n
s > 2 és h 0.
Az alábbiakban igazoljuk a II. Hipotézist.
2.2 TÉTEL: Tegyük fel, hogy van olyan c1 > 0 konstans,
amelyre
(2.11) 1|T(x, h) 11 £ Ci hp+1 (x e I, p >i)




e if о < y £ 1
hogy
fix), akkor
(2.12) 1 |T (x 1 1 n n , h ) 11 < c2 hp+1 (x e I), n
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és ha a II. Hipotézis feltételei teljesülnek (e = c2 h^ *+1), 
akkor van olyan c > 0 konstans, hogyО
(2.13) I J en I I ^ c3 hP ^xn e D *
Bizonyítás :
Először belátjuk, hogy
(2.14) T(xn ' h) " Tn(xn' h) = 0(hP+1) (xn e I)*
A definíciók alapján
Tn(xn' h) " T(xn ' h) = Yn " y(xn> + Ь [ф(хп' yn' h) ”
- <НХП / У<хп>/ h)] - [yn(xn + h) - y(xn + h)],
Ы 0ahol yn : I R a (2.8) probléma elméleti megoldását 
jelöli.
Az (1.11) feltételt alkalmazva kapjuk, hogy
(2.15) l|Tn (*n , h) - T(xn ' h)M  - h K IIen í I +
+ 11 [yn - y<xn >] - [yn(xn + h) " y(xn + h)] N  *
Minthogy
[yn(xn + h) - y(xn + h)] - [yn - У(xn )] =
X +hn ~ .
= / Гf(X , у (X )) - f(x, y(x))| dx,
xn L
15
az 1.2 Lemma, 2.1 Tétel és az (1.8) reláció felhasználásával
Xn+h
I I [yn (xn + h) " yn(xn + h)] _ eJ  * - L f  I lyn (x) - У(х) I I dx <,
Xn
X +h n
£ L / n 1
n
L|x-x I Tb X]1+h
e n dx < L e £ I|en |I dx ^ cX hp
n
Ebből és a (2.15) egyenlőtlenségből а (2.14) reláció már kö­
vetkezik.
На a II. Hipotézist e = c2 hp+1 választással alkalmazzuk, 
akkor
en+i ■ yn + hn ф<хп' v  hn ) • ÿn(xn+i>+ [ÿn(xn+i> - » ' V i * ! 1 
- V xn' V  + [ÿn<3W  - y <xn+i> ]
miatt az 1.2 Lemma alapján
l|.n+1ll * I I V xn' V I I  + 1 |enl I eLh s x + eLh I I V I  <“=0,1,2.
Az 1.1 Lemmát alkalmazva kapjuk, hogy
Lnh ,il  ^e — 1 „ e — 1e < --------  e < ----------- en 1 1 Lhe - 1 Lhe - 1
(eo= 0)
(az f(x, y) = f(x) speciális esetben kis pozitiv L választ­
ható ).
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Az e megválasztása miatt világos, hogy létezik h* > 0, 
c3 > 0 úgy, hogy
(2.16) IIen I I < c3 hp (xn e I, h < h*),
amivel állításunkat és igy a II. Hipotézist igazoltuk.
2. Ismert hibabecslési eljárások
Az I-II. Hipotézis és az első jogosságát igazoló 2.1 Tétel 
alapján az irodalomban számos konkrét képlethibabecslési el­
járást publikáltak. Ezeknek az eljárásoknak a kritikáját az 
egyes módszerek továbbiakban részletezésre kerülő fogyatékos­
ságain kivül az a tény is adja, hogy a II. Hipotézis pontos 
megfogalmazása és bizonyítása az irodalomban szereplő ködös 
magyarázkodásoktól eltekintve csak a [8] dolgozatban került 
közlésre.
A továbbiakban három csoportra bontva a legismertebb el­
járásokkal foglalkozunk
a/ Analitikus hibabecslések
Az analitikus hibabecslések a képlethiba olyan felső becslései, 
amelyekben a megoldásra, a megoldás különböző rendű deriváltja­
ira vonatkozó apriori korlátok szerepelnek. Ilyen hibabecslé­
seket a Runge-Kutta tipusu módszerekkel kapcsolatban Bieberbach
[2], Lotkin [1^  , Carr [з] , Gallér és Rosenberg [9] , valamint
újabban G.J. Cooper [4] állitottak elő.
17





= - (к 6 K
k l = f ( Xv n
k 2 = f (Xv n
k 3 - f(xn
к4 = f(*n
V t
h h+ — , y +2 Jn 2
h h+ -, y +2 -*n 2
' Jn 3
negyedrendű Runge-Kutta módszert. Az eljárás képlethibájára 
l  = 1 esetén igaz a
C 3 J
(2.18) |t (xq , h )I < 6h Q ( Z N )
becslés, ahol Q és N olyan konstansok, amelyekre




|x - X I N < 1 és A Q < В
fennáll minden (x, у) e {(x, y) | |x - x q | < A ,  |y - yQ | < B >  
esetén.
Minthogy az (1.1) probléma általában ismeretlen megoldására 
vonatkozó apriori korlátokat a legritkább esetben ismerünk, 
és ha egyáltalán ismerünk is ilyeneket, azok is erősen felül­




A lépésfelezés vagy Richardson féle extrapoláció a legismer­
tebb és legegyszerűbb hibabecslési eljárás. Az eljárás elve 
a következő:
Legyen xn+1 = xn + h, xn+2 = xn + 2h, f в Cp+2 és 
jelölje Ÿn+2 az xn pontból 2h lépéshosszal számitott kö­
zelítő megoldást. Ekkor igazak a
(2.19) T (X , h) = Yn+2--+ o(hp+2),n n >p+l -
(2 .20)
es
T „ ( x _ , h )  = Yn+;J  Ynt2 + o (hp+2)'n' n+l >p+l _
(2.21)
relációk, ahol e
e(n) = Уп+2 ynt2 




az (1.2) egylépéses módszer (2.8)
problémára vonatkozó globális hibáját jelöli az xn+2 e 1 
pontban.
Az állitás igazolásához előrebocsátjuk, hogy 
esetén a képlethiba
f e e p+2
(2.22) T(x, h) = ЧЧх, y(x))hP+1 + 0(hp+2) (x e I)
alakban irható fel, ahol Y e C1 [11] . 
Minthogy
(2-23) yn+2 - V Xn+2> = Уп+1 + h Ф(Хп+1' Уп+1' h) - yn<xn « ’'
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egyszerű átalakításokkal adódik, hogy
yn+2 - У п ^ п + г 1 * K + i  - Уп<хп+1>] + h [*(x„+i' yn+i' h> -
- ф(хп+1' ï n ^ n + l 1' h)] +
+ [yn<xn+l> + h ф(хп+1' Уп<хп+1)' h)]- 
Innen a definíciók figyelembevételével
<2.24) yn+2 - y„(xn+2) = Tn(xn, h) + Tn(xn+1, h) + 0(hP+2),
ugyanis
l|h[*<Xn+l' yn+l' h) - Ф(ХП + 1' Уп^п + Р '  h)]H ä 
- h L Ilyn+l " ÿn<xn+l)lI = h L I lTn(xn' h)lI s c hP+2
miatt a második tagban szereplő mennyiség 0(hp+2) nagyság­
rendű.
A (2.22) és Y(xn+1, yn(xn+1)) = V(xn , yn (xn )) + 0(h) 
egyenlőségekből
(2.25) у - у (x ) = ЧЧх , у ) hp+1 +
J n + 2 Jn n+2 n Jn
+ ï(V l '  yn(xn+l)) h?+1 + °(hP+2) = 2^(xn' Уп)} h?+1 +
+ 0(hP+2)
(2.26) yn+2 - Уп(хп+2) = 4'(xn , yn ) (2h)P+1 + 0(hP+2)
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adódik. A (2.25) és (2.26) egyenlőségekből rendezéssel kap­
juk, hogy
(2.27) Ÿ(xn , У„) hP+1 = Уп+2n >p+l _ + 0(hP+2)
amelyből a (2.22), (2.24) és e^^ = Уп+2 - У„(х ) relációkrn n+2
alapján a bizonyítandó (2.19) - (2.21) összefüggések már 
könnyen adódnak.
Végül igazoljuk a következő tételt.
2.3 TÉTEL: Ha f e CP+2, akkor igaz, hogy
(2.28) Tn+l(Xn+l' h > = УП+!.. УП+2' + 0(h^’"),P+2)P+1 _
Bizonyítás :
A (2.19) és (2.21) relációk alapján
Уп+2 - Уп+2 Уп+2 ~ Yn+2 yn+2 yn+2
2P+1- 2 2P - 1 2P+1 - 2
— е^П  ^ - T ( x en+2 V Xn , h) + 0(hp+2) = yn+l + h ф(хп+1' yn+l'
- yn(xn«> - [yn+l - Уп(хп+1)] + 0(hp+2).
Minthogy definíció szerint
h) -
T ( X ,, , n+1 n+1 h) = yn+l + h ф(хп+1' yn+l' h) • yn+l<xn+2)'
ezért
21
T , , ( X , h ) - n+1 n+1
Уп + 2 - yn+2 
?P+1 - 9 [''n<Xn+2> ''n.(,Xn+2 )]-
yn+i]-
E kifejezést a 2.2 Tétel bizonyításában látott módon becsülve 
azt kapjuk, hogy
T , л ( X , , , h ) - n+1 n+1'
yn+2 - yn+2 
2 P + 1  - 9





I  ff(x, yn(x)) -
Xn+1
W  h) 1 dx < c h^+2,
ami állításunkat igazolja.
A tétel és (2.19) alapján a lépésfelező eljárással
p+20(h^ ) pontossággal becsülhetjük meg a /lokális hibabecslési
elv szempontjából fontos/
(2.29) N1{T ( x , h )} „_n n n n n=0
sorozat tagjait a
(2.30) (T (x T (x h^k^)} 2li2k^ 2k' П '' !2к+Г 2k+l' П M k=0
( к )speciális esetben, ahol h az ekvidisztans lépésköz az 
X2k' X2k+1' X2k+2 P°ntok között.
A módszer alkalmazása a számítási időt mintegy 50 %-kal meg­
növeli .
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Az eljárással kapcsolatban megjegyezzük, hogy a 
Richardson-féle extrapolációs elv a numerikus analizis számos 
más területén is igen hasznosnak bizonyult, így például a 
kvadraturaelméletben /hibabecslés, Romberg-féle integrálási 
eljárás/ vagy az iterációs eljárások /pl. hurmódszer/ gyorsí­
tásánál ([17], [20], [25]).
с /  Ismert automatikus hibabecslések
Az (1.3) - (1.4) Runge-Kutta módszerek esetén a számítási 
időt a függvénybehelyettesitések számával jellemezhetjük (m). 
Ily módon a lépésfelezés számítási idejét a lépésenként!
— -- függvénybehelyettesités határozza meg. A függvénybe­
helyettesitések általában nagy műveletigénye /nagy gépidő/ 
miatt számos olyan eljárást dolgoztak ki, amely a k^ értékek 
valamilyen - általában lineáris - függvényével becsüli a
T (x , h ) képlethibát és lépésenként kevesebb függvénybe- n n n
helyettesitést igényel mint a lépésfelezés.
Az első ilyen módszert Merson publikálta 1957-ben [l6]. 
Eljárása a következő:
(2.31)
^n+1 *n = - (k6 3
+ 4k3 + k 5 ) 1
kl = f(xn , V '
CN = f(xn + il+ 3 ' Уп k x ),t
кз - f(xn + il+ 3 # Уп kl + k2)),
k4 - f(xn + ii + 2 ' + ! (kl + 3kg ) )
k5 = f(xn + h, ■ :kl ■- 3k3 +
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ahol a Tn (xn, h) képlethiba becslését a
(2.32) BM 30 (-2k, + 9k3 - 8k, k5>
kifejezés adja.
Merson módszeréről az [l] dolgozatban kimutatták, hogy a 
becslés csak az
(2.33) y' = c x + d y + e
 ^  ^ Ц.differenciálegyenlet eseten pontos es altalaban = 0(.h ),
5szemben a T(x, h) képlethiba 0(h ) nagyságrendjével, azaz 
Вад erősen felülbecsüli a tényleges hibát.
Mersont követve más szerzők is közöltek hasonló képleteket 
[5], [18], [24].
Zonneveld [24] munkájában különböző rendű (1-5) Runge- 
-Kutta hibabecsléseket vezet le, amelyek közül a negyedrendű 
a következő:
у , „ - у = — (к, + 2k- + 2k^ + к ), Jn+1 ^n 6 1 2 3 4




k2 = f(xn + 2 , Yn + 2 V '
кз = f(Xn + ! . yn + 1 V -
k4 = f(xn + h, yn + h V '
k 5 = £<Xn + ! h ' yn + h(5 V ,k2n 3 V k4 »'
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és a hibabecslési formula
(2.35) Bz = (-k1 +3(k2 + k3 + кц ) -8k5).
England negyedrendű módszere ( [5], [14] , [25])
(2.37)
- У = Г + 4k„ + k„),
ahol
(2.38)
k l — f(Xn ' yn>
к = f ( X + fc2 n 2
к о _ f ( X + §3 n 2
к _ f(X„ + h,4 n
к г __ f (X + f5 n 3






h ' yn + 27 (7k + iok2 + кц))»
h
' Yn + 625 (28k - 125k2 + 546k +0
378k )).Э
A hibabecslés
(2.39) B„ =E 3Í6 (-42kl - 224k3 ' 21k4 + 162k5 + 125k6>
alakú és
(2.40) B^(X, h) - T(X, h) = 0(h ).
Az előbb ismertetett hibabecslések mind a k^ értékek lineáris 
függvényei voltak. Az egyetlen nemlineáris becslést R.E.Scraton 
közölte 1964-ben ([l8]). Csak az у : I R függvényekre ér­




kl = f ( X]
k2 = f ( X]
к з = f(x,
k4 - f(x,




1 + 170 k3 “Г 135
V '
2 , , 2 
9 h ' УП + 9 h ^  ) r
h . h 
3 ' yn 12 (k1 +
3 , , 3h
4 h ' Уп + 128 ( 23k
к +  ^^ в V )14 nn /
n 10
9 9 hh, Уг, + Г аллл ( -345k., + 2025k,n 10000
-1224k + 544k)).о 4
A képlethiba becslése 
(2.51)
ahol




0 - 1  к + -21 к — 4 к 4- 2518 1 170 3 15 4 153
 —  к - il к + к 4 к24 1 8 2 20 3 15 4
k5'
4  - *!•
Dolgozatában Scraton bizonyítás nélkül azt állitja, 
hogy
(2.52) Bg(x, h) - T(X, h) = 0(h ).
A következőkben а [б] ,[7] dolgozatok alapján kimutatjuk, 
hogy ez nem igaz.
Ha (2.52) igaz, akkor az
У = с X ;(2.53) у( 0 ) = 0 (с Ф 0)
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Cauchy-feladat esetén T(x, h) = 0  miatt teljesülnie kell 
a
(2.54) Bg(X, h) = 0(h6)







27 1 ___4 3^ _2_5 __gf c h 3
170 33 15 ц3 153 3' 80 '
27 23 | 5 7 1 4 33 , _ ___19 .3




és végül Bg(0, h) = -^ s i o—  c • Minthogy Bg + O,
ellentmondásra jutottunk. Tehát Scraton állitása, azaz a 
(2.52) reláció nem igaz.
A bemutatott eljárások az England módszer kivételével 
lépésenként kevesebb függvénybehelyettesitést igényelnek 
mint a lépésfelezés. Tekintettel azonban a Merson és a 
Scraton módszerrel kapcsolatos negativ eredményekre ( [l],
[б], [7]) és tapasztalatokra /Függelék/, valamint arra, hogy
a függvénybehelyettesitések számának csökkentése alapvető 
fontosságú, szükséges az ilyen eljárások elméleti vizsgálata. 
Ezt a vizsgálatot а III. Fejezetben fogjuk elvégezni.
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III. OPTIMÁLIS RUNGE-KUTTA HIBABECSLÉSEK
E fejezetben először az automatikus hibabecslések osztályát 
és a vizsgálatához szükséges fogalmakat definiáljuk, majd 
optimalitási kritériumokat adunk meg. Végül a lépésfelezés 
optimalitására vonatkozó tételt igazoljuk. A fejezetben fel­
tesszük, hogy f e m^ +^2.
1. Automatikus hibabecslések
Jelölje az m-pontos Runge-Kutta módszerek halmazát,
A pedig az osztály egy elemét.
C m О и_______________  ^ f e i x R  X R R leképezést
A G JL módszer automatikus hibabecslésének nevezzük, ha m m
az
9
,m e cr+1 ,
(3.1) Ç fm (X, y (X ) , h) = 0(hr) ( 1<г<р+1)
és a Ç f m (х, у, h) érték kiszámításának műveletigényét 
az f függvénybe való behelyettesítések száma (k ( ) )  
határozza meg.
A II. Fejezet З.с/ pontjában látott B^, Вz , BE hibabecs 
lések az (1.3) - (1.4) módszer
,A m
(3.2) f" - h Д а .  k.
alakú lineáris, a Bg becslés pedig a
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(3.3)
U  dljL к.) (z d2i k ±)
z d3i ki
U  = 1)
alakú nemlineáris hibabecsléseinek osztályába tartoznak.
Jelölje G(A ) az A ej? módszer automatikus hiba- J m m m
becsléseinek osztályát, Бд pedig a hozzátartozó lépésié­
in
lezési eljárást. Legyen továbbá
(3.4) Л. m = {(Aj, ) U (A., G(A.)) Л .3 3 — 1/ • • • /Hl}
azaz v/C a legfeljebb m-pontos Runge-Kutta módszerek automa­
tikus hibabecsléseibol és a lépésfelezésbol álló módszerosz­
tály. Az M б Л т módszert egy (p, r) számpárral jellemez­
hetjük, ahol p = p(M) a Runge-Kutta módszer rendje, r = r(M) 
pedig az automatikus hibabecslés vagy a lépésfelezés rendje.
(A lépésfelezés esetén r=p+l.)
3.2 DEFINÍCIÓ: Ha az M e ÁJL. módszer használata lépésenként 
K(M) számú függvénybehelyettesitést igényel, akkor a K(M) 
számot az eljárás költségfüggvényének nevezzük.
AI m ^Megjegyezzük, hogy M = (A , U, ^  ) eseten
Д
^3'5  ^ m < K(M) < m + k((^ fm )/
a (3.2) - (3.3) alakú becslésekre speciálisan
(3.6) K(M) = m
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es ha M = (A , S. ), akkor m Am
(3.7) K(M) = m +
Tekintsük most a következő problémát (II. Hipotézis).
PROBLÉMA (î* ): Számitsuk ki eqy adott x > x (x e I)---------------  ■* о
pontban az (1.1) probléma közelito megoldását a
(3.8) I IT ( x , h ) I I < e (x e [x , x] )1 1 n n n 1 1 n L о J
feltétel mellett.
9 AЩ
c в G(A ) becslés használata f m
esetén a
A
(3.9) I IÇ f m (xn , yn , hn )||< e (xn e [x q , x])
feltétel, SA használata esetén pedig a 
m
(3.10) N Tn(xn / hn )M ^ e d  + 0(h))
perturbált feltétel kirovását jelenti (f. = c2 h^+1 ). A
(3.10) perturbáció a II. Hipotézis
(3.11) I Ie I I < c e(l + 0(h))
alakú perturbációját vonja maga után, amely azonban alkalmas 
с > c konstanssal
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(3.12) I|en |I < c* e
alakra hozható. így a (3.10) perturbáció hatásától eltekint­
hetünk, mert a II. Hipotézisben nem okoz szerkezeti változást.
Jelölje n(M, e) azt a minimális lépésszámot, amely az 
M e »/{. módszer használata esetén a 5  probléma megoldásá­
hoz szükséges.
Célunk a számítási összköltségek minimalizálása, azaz
(3.13) n(M, e) K(M) -+ min.
Ezért az A m halmazon a Cp ^m  ^+ 2 függvényosztályra nézve 
a következő "rendezést" definiáljuk.
3.3 DEFINÍCIÓ; Azt mondjuk, hogy az e A m módszer jobb,
mint az Мл e j (  módszer (M. )f M j ,  ha az (A) feltétel 2 m 1 ( 2





А (.1}1(1 ) r J1 
' 1  f
) esetén
(1 )
Ç - f ’1!  ^x ' У^х )/ h) - T (x, h)
A j2 ) r
I Cj,f 2 (x,y(x), h) I I > q h 2 (
Pi+1
Ï  0(h )(p1=p(M1)).
9 P2 + 1| T ( X, h)I I > q h ),q>0
esetén létezik б > 0 úgy, hogy
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n(M1, e ) K(M1) = 0(e) n(M2, e) K(M2)
(2)
(0<e<e ) о *
(C) K Í M ^  < K(M )
a <*>




f  2 (x, y(x), h) - T2(x, h)
Po + 1 
0(h z )
Ha az M 2 becslés a lépésfelezéssel azonos, akkor a (B) feltétel 
értelemszerűen a zárójelben levő kikötéssel módosul. A definíció 
megindokolását a következő szakaszban végezzük el.
2. Optimalitási kritériumok 
A
Először a Ç  fm leképezés nagyságrendi viszonyait vizsgáljuk. 
A/'■''* r n  v * - f - 1 ^  ^ ^  ^Minthogy (v f б C , a lekepezes előáll a
Д
Ç fm (x, y, h) = ф ( x , y) hr + 0(hr+1) (x e I)(3.14)
alakban, ahol e C .
A (2.22) reláció figyelembevételével világos, hogy
X -r > p+1, с р , ф ^ 0  és h < h eseten




(3.15) I IÇ fm (x, y(x), h )I I < I jTfv, h )I I ,
illetve r < p+1, ф ф 0 és h < hX esetén
(3.16) 1 ig£- (X, У ( x ), h) 1 1 > 1 |T(x, h ) 1 1 .
Ha pedig r = p+l és
(3.17)
9 >
(X, У(x ), h) - T(x , h) = 0(hP+1) ,
akkor a T - ^ m kifejezés az
(3.18) Уп+1 ■ У +n
- m
h E c .
n U = i  1
k. - cp(x , y ) h*" 1+ 0(h^)l i n n n  n j
p-ed rendű egylépéses módszer ismeretlen képlethibájával egyenlő, 
amely tetszőleges nagy is lehet.
Ezzel a 3.3 Definíció (A), (D) feltételeit megindokoltuk.
3.1 LEMMA; Legyenek M x, M 2 e *A olyanok, hogy és
teljesül
(3.19) A(.2)
I L ?2 + 12 (x, y(x), h) I > q h 2 ( I |t 2(x , h ) | | > q h  ^ )
pozitiv q számmal az I intervallumon. Akkor létezik 6 > 0 
úgy, hogy
n(M , e) K(MX) = 0(eô) n(M2, e) K(M2) (0<e<eQ )(3.20)
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Bizonyítás :
Az állítást csak az automatikus hibabecslésekre igazoljuk, 
a lépésfelezés esetére ezzel analóg módon végezhető el. 
Tegyük fel, hogy léteznek c, d^,d2> 0 számok úgy, hogy
A (1>
3 E*





h 2 - llÇf 2 (Xn' Ynf hn}ll - d 0 h 2 (Xnel' h-hX)
A (3.8) illetve (3.9) feltételek alapján a maximális megenge­
dett lépéshosszakra a
(3.23) max У/ i
es a
(3.24) max
korlátokat kapjuk, ahol h az M. módszerhez tartozócJ max i
maximális lépéshosszt jelöli (i=l,2).
Figyelembevéve hogy a (3.23) korlátot felső becslésből kaptuk, 
a X 1 / e ^valóságban h > — . Ennek megfelelően3 max \/ с





(3.26) n(M2, e) >
X  -  X¥ + 1
Innen
n(M1, e ) 
n(M2, e )
+ 1
X  -  X
t e 1
+ 1
X  -  X
+ 1
X  -  X
^ (----  + a2 ) \ f e
1 1
r  -  г Г2, 2 1 L . r - \( a 1 e + a2 \ / e  ) .
1 1  „A 6 = —  - —  > О valasztassal az r r2 1
n(Mx, e) K(MX) = 0(e6) n(M2, e ) K(M2)
reláció nyilvánvalóan teljesül. A továbbiakban belátjuk, hogy 









(3.28) Ц  f (x, y(x), h) = tp 2 ( X , у ( X ) ) h + 0(h ),
ahol <plS ф e C1 , azért a 2.1 Tétel alapján
I|Ф± (xn , y(xn )) - Ф .(хп , yn )|I < e < | (1=1,2)







(Xn' V h )I I < 2  maxn xei







С I I <P2(x, y( x ) ) -e )
minden x e I n és h < h* esetén. A megfelelő
c = 2 max (||ф (x, у (x ))[| + e) 
xei
r2
d = ^ ~  min(|i ф (x, y ( x ) ) I J -e) 
xei
d = 2 max( I Iф (x, y(x))|| + e)
1 xei
választásokkal (3.21) és (3.22) nyilván teljesül.
3 . 2 LEMMA : На М х , М2 е кМ . m olyanok, hogy = г ? ( , = г )
és létezik q ^  q2 > 0  úgy, hogy
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. j, .
(3.29) I |(7 f 1 (x, y(x), h ) I I > Ч;1 hr( I iT^x, h ) J I > qi hr )




n(M , e) K(M )
В ^ —r r ,-----V ч < An(M„, e) K(M.) (0<e:£e ) о
Ismét csak az automatikus hibabecslésekre igazoljuk az állí­
tást. Az előző lemma bizonyításában már láttuk, hogy létez­
nek clf c2, d1, d2 > 0 számok úgy, hogy
A (.Í) 
3.(3.31) С± hr ^ Il Ç f  1 (xn , yn , hn )|| < d ± hr (xnei, h<h*) 
i=l, 2 esetén. Innen a (3.9) feltétel alapján adódik, hogy
X  - X г Х  -  Xо + 1< n ( M ± , e ) < Оr r
\ Л Г \ l  e
L V  d J
Az egyenlőtlenségekből kapjuk, hogy
x - xо
ahonnan látható, hogy léteznek alkalmas A', В' > О konstansok,
amelyekre
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n(M , e )
A' < -TTJ---- r < B'n(M2, e)
teljesül. Q.e.d.
A most igazolt lemmák alapján már könnyen megindokol­
hatjuk a 3.3 Definíció (B) és (C) feltételeit.
A (B) feltétel lényegében azt jelenti, hogy a két módszer 
számítási összköltségére




n(M2, e) ^ 0 ( e -*■ 0)
teljesül. Világos, hogy ilyen esetben az M1 módszert tekint­
jük jobbnak.
Amennyiben a két becslés rendje azonos (r1 = r2 ), és ezek 
összehasonlíthatók /teljesül rájuk a (3.29) feltétel/, akkor 
a két módszer számítási összköltsége - egy konstans szorzótól 
eltekintve - lényegében azonos. Az, hogy adott 2  esetén 
melyik módszerre kisebb ndYL, e) K(M^), csak akkor dönthető 
el, ha mindkét módszerrel megoldjuk a 2  problémát. Ezért 
a két módszer közül azt részesítjük előnyben, amelyikre K(M^) 
kisebb. Ez a választás olyan konvenció, amelyet a [l2] dolgo­
zat eredményei, a gyakorlati tapasztalatok, valamint a
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II. Fejezet З.с/ pontjában vázolt törekvések kellően megin­
dokolnak .
Megjegyezzük azonban, hogy a skalár esetben ( SL = 1 ) az 
m = p = 1, 2, 3, 4 paraméterekhez léteznek minimális képlet- 
hibafotaggal rendelkező Runge-Kutta képletek ( [ 17] ).
Ezekre a fenti kérdés, csak a lépésfelezést tekintve, nyilván 
eldönthető.
Amennyiben K(M1 > = K(M2), = r2 és mindkettőre teljesül
az (A) feltétel, a két módszert azonosnak tekintjük.
3.1 TÉTEL: Legyen MX e A t m olyan becslés, amelyre
M* = (AX , S ) és p(MX ) = pX(m). Akkor tetszőleges M e A ^
A x
becslés akkor és csak akkor jobb, mint az M módszer,
Bizonyitás :
A feltételek szükségességét az (A) feltétel, a 3.1 Lemma, 





(x, y(x), h) - T(x, h) = 0(hP M^ +^2
(II) K(M) й m +
es
(III) p( м ) = px(m)
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Az mX = min {j | pX (j ) = p(M)} és 
mxx = min {j I pX (j) = pX (m)} jelölésekkel a fenti tételt 
a következőképpen élesíthetjük.
3.2 TÉTEL: Legyen MXX eAC_ olyan, hogy Mxx = (AXX._ , S,xx )m XX Am XXm
és p(AXX ) = px(m). Akkor tetszőleges M e A  becslésXX mш
akkor es csak akkor jobb, mint az M módszer, ha az 
(I), (III) és
X
(IIх ) K(M) < mX +
feltételek teljesülnek.
Bizonyítás :
Az állitás az előzőhöz hasonlóan látható be.
X  X XMegjegyezzük, hogy a (III) feltétel miatt m = m
A feltételek egymáshoz való viszonyát vizsgáljuk.
3.3 TÉTEL: Az (I), (IIх ) és (III) feltételekre fennáll, 
hogy
(I) =/=>(IIx ), (IIх ) fXl), (I) TAXIID, (III) =f>(I). 
Bizonyítás :
England képleténél m = 6, p(M) =9, K(M) = 6 és teljesül (I). 
Merson módszerénél m = 5, p(M) = 9, K(M) = 5 és (I) nem 
teljesül. Ezért England módszere az első és harmadik, Mersoné
40
pedig a másik két relációt igazolja.
3.4 TÉTEL: Ha M e (A , G(A )) valamely A 6 ^  módszerre----------  m m  J m ^ m
és K(M) = m, akkor 1 < m < 9 esetén
(3.34) (III) f>(II*).
Bizonyítás :
Tekintsük az alábbi táblázatot, amelynek alapján az állitás 
könnyen ellenőrizhető.
m = K(M) 1 2 3 4 5 6 7 8 9
X, \ p (m) 1 2 3 4 4 5 6 6 7
K(MXX) 1 2,5 4 5,5 5,5 8,5 10 10 13
3.5 TÉTEL: Ha m  e (a .m G( A )) (A m m „) és m K(M) = m, akkor
а (IIх ) feltétel fennállásából a
(3.35) p(M) = pX(m) (m=l,2,3,5,6)
és
(3.36) pX (m) - 1 < p(M) < pX (m) (m= 4,7,8,9)
relációk fennállása következik.
Bizonyítás :
Az állitás a fenti táblázat alapján könnyen ellenőrizhető.
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A 3.4 - 3.5 Tételek egyszerű következménye a
3.6 TÉTEL: Ha M e (A , G(A )) valamely A e .'ft,----------  m m  J m ^ m
Runge-Kutta módszerre és K(M) = m, akkor m=l,2,3,5,6 esetén 
а (IIх ) és (III) feltételek ekvivalensek.
Ha az egész vAC módszerosztályt a természetes módon
adódó
(3.37) K(M) < K(MXX)
költségkorlát mellett vizsgáljuk, akkor kapjuk, hogy 
M ^  MXX <=>{(I ), (III)}. Ha pedig az
(3.38) v^ 'm(P ) = íM e ^ ra I p(M) = P>
módszerosztályt vizsgáljuk rögzített p rend mellett, akkor
az (I) és (II ) feltételekhez jutunk el.
A most igazolt tételek lényegében azt mondják ki, hogy
M e (A , G(A )), K(M) = m esetén a két felfogás azonos, ha m m
m = 1,2,3,5,6 és általában a második felfogás enyhébb megszo­
rításokat jelent mint az első.
3. Optimalitási tételek
Jelölje GL(A ) az A e jR. módszer (3.2) alakú lineá- 
J m m m
ris hibabecsléseinek a halmazát és legyen
vXjjj = {(Aj' SA ) U  (Aj' cL(Aj)) I A j e ^ j '  j-1.... »>.
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A továbbiakban kimutatjuk, hogy a most definiált mód­
szerosztályban a lépésfelezés optimális eljárás abban az ér­
telemben, hogy minden M e módszerre
(3.39) M ^ M * *
és
Оli­er)S-' M >  MXX =>{M = (A xx, SA ) , 
' m XXm
p(M) = pX(m)}
valamely A e M módszerre.
X X  '-5V X Xm m
3.7 TÉTEL : Az \y4.L módszerosztályban az - m
. . X XM módszer
mális.
Bizonyítás :
Az állítást a 3.2 Tétel alapján igazoljuk. Állításunkkal
ellentétben tegyük fel, hogy létezik M e ,
M = (A ., h E d. k.) becslés úgy, hogy m < j < m,
3 i=i 1 1
p(M) = pX(m) és teljesül (I). Akkor az
(3.41) ' . . “ У = h E (c. - d . ) k,n+1 Jn n ^=1 1 1 1
módszer rendje legalább p (m) + 1, ami ellentmondás. 
Másrészt az mXX definíciója miatt nincsen olyan
** ~ ] LM = (A., S~ ) e v/L lépésfelezés, amelyre A • mJ 3
(3.42) K(M) < K(MXX), p(M) = pX(m)
teljesül. Ezzel az állítást igazoltuk.
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A most bizonyított állításnál egy lényegesen erősebb 
állítás igaz az i/Ч. ^  \ v/t, módszerosztályra ( az üres­
halmazt jelöli).
3. 8 TÉTEL; Az чЛС ^  \ módszerosztályban 1 й m ^ 6
esetén az
M 1 M2 < = >  { ( I ) / (IIх )}
rendezésre nézve a lépésfelezés optimális.
Bizonyítás :
Minthogy K(M) = m, a 3.6 Tétel alapján az állitás az előző 
tétel következménye m=l,2,3,5,6 esetén.
Az m = 4 esetben a 3.5 Tétel a 3 <, p(M) <, 4 korlátot 
adja meg. A 3.7 Tétel miatt p(M) = 3 kell, hogy legyen.
Ha tehát létezik a lépésfelezésnél jobb lineáris M becslés, 
akkor az
(3.43) yn+l - ^n
módszer harmadrendű, az
(3.44)
negyedrendű módszer volna. Kis Ottó kimutatta [27] -ben, 
hogy ez nem áll fenn. A tételt ezzel igazoltuk.
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A most igazolt tételek következményeképpen kimondhat­
juk, hogy a lépésfelezés jobb, mint a Merson, Zonneveld és 
England féle módszerek. A Scraton módszerről már korábban 




Zonneveld (2.35), England (2.39) és Scraton (2.51) módszerét 
számitógépen (ODRA 1304, CDC3300) is vizsgáltuk az
( a ) У '  =  X 3 ,  y ( 6 )  =  0 /
( b ) y '  =  У  /  У ( о ) =  1 •9
( c ) У '  -  -  ( у ( 2 ) II Н*
( d ) У '  =  2 8 C O S  2 х  -  4  2 s i n
2 1
4 2 х  -  c o s  X  -  2 2 х
( e ) у '  =  c o s  х ( у  +  s i n  у ) ,  у ( о )  =  1 ;
( f ) 4  4/  X  +  у  ,  ,  ч
У  -  ------------ з -  /  у ( 1 )
х у
=  1 ;
próbafeladatok segítségével. Állandó h = 0,1 lépésköz 
mellett kapott eredményeinket a következő táblázatok tartal­
mazzák
Módszer Feladat A mutatott hiba: A
A tényleges hiba:









Módszer Feladat A mutatott hiba: A
A tényleges hiba:
Ç t m (xo' y0 ' h) T(xq , h)
(a) 0.0000000000 0.0000000000
(b) 0.00330904-58 -0.0035874153





Scraton (d) -25.7214927797 0.0190249966
(e) 0.0000003134 -0.0880216967
(f) -0.0000005393 0.0000000701
A mutatott és a tényleges 
alapján nem túl meglepőek 




hiba közti eltérések az eddigiek 
Megjegyezzük azonban, hogy az 
esetre példa, amikor r < p 
teljesül.
2. Programok
Közöljük az előző pontban vizsgált algoritmusok FORTRAN 
programjait.
Az eljárások paraméterei:
XO az x q kezdőpont
YO az y kezdeti érték ■* о
H a h  lépésköz
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Y1 az у 1 közelito megoldás az x 1 = xq + h pontban 
G az eljárás mutatott hibája
Az f függvény szubrutinját FGV(X,Y) jelöli.
A programok a következők:
SUBROUTINE ZONNEVELD (XO, YO, Y1, H, G)
A1 = FGV(XO, YO)
A2 = FGV(X0+0.5xH,Y+0.5xHxAl)
A3 = FGVÍXO+O. 5stH,Y+0. 5xHxA2 )
A4 = FGV(XO+H,Y+HxA3)
A5 = FGV(XO+0.7 5xH,Y+Hx(5.xAl+7.xA2+l3.XÄ3-A4)/3 2.
Y1 = YO+Hx(Al+2.x(A2+A3)+A4)/6.
G = 2.xHx( -Al + 3.x(A2+A3+A4)-8.xA5)/3.
RETURN
END
SUBROUTINE ENGLAND (XO, YO, Y1, H, G)
A1 = FGV(XO,YO)
A2 = FGV(XO+O.5xH,YO+O.5xHxAl)
A3 = FGV( XO+O.5xH,YO+O.25x(A1+A2))
АЦ = FGV(XO+H,YO-Hx(A2-2.xA3))
A5 = FGV(XO+O. 66666666666xH,YO+Hx(7.xAl + 10.ХА2+АЦ)/2 7.
A6 = FGV( XO+O. 2xH , YO+Hx( 2 8 . XAI —12 5 . XA2 + 5 4 6 . XA3 + 5 4 . xA*+-3 7 8 . xA5 ) /
/625.)
Y1 = YO+Hx( Al+4.хАЗ+АЦ)/6.




SUBROUTINE SCRATON (XO,УО,Y1,H ,G )
Al = FGV(XO,YO)
A2 = FGV(XO+O.22222222222xH,Y0+0.22222222222xHxAl)
A 3 = FGV(XO+O. 3333333333 3xH,YO+Hx(A1?12.+0.2 5xA2))
A4 = FGV(XO+O.75xH,YO+Hx(69.xAl~243.xA2+270.xA3)/128.)
A5 = FGV(XO+O.9xH,YO+Hx(-O.310 5xAl+l. 822 5XA2-1.1016xA3+
+0.4896XA4))
Y1 = YO+Hx( 17 . xAl/162.+81.xA3/17 0.+32 •xA4/13 5.+2 50 .xA5/13 7 7 . 
Q = -A1/18.+2 7.xA3/17 0.-4.xA4/15.+25•xA5/153.
R = 19.xAl/24 .-27 .xA2/8.+5 7.xA3/20.-4.xA4/15.
S = A4-A1 
















az {.-dimenziós euklideszi tér 
norma az R térén
az (1.2) egylépéses módszert meghatározó 
növekményfüggvény
az (1.1) probléma elméleti megoldása
az (1.2)módszer (1.1) problémára vonatkozó
képlethibája
az m-pontos RK módszerek maximális rendje 
a k-szor folytonosan differenciálható függvények 
osztálya
lipschitz konstansok
az f függvény értelmezési tartománya 
alappont
az (1.1) probléma közelito megoldása az xn
pontban
lépéshossz
az (1.2) módszer (1.1) problémára vonatkozó 
globális hibája az xn pontban 
a (2.8) probléma elméleti megoldása 
az (1.2) módszer (2.8) problémára vonatkozó 
képlethibája
az (1.2) módszer (2.8) problémára vonatkozó 
globális hibája az xn+^ pontban
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ф а Т(х, h) képlethiba fötagja (fohibafüggvény)
31 m az m-pontos RK módszerek halmaza
Аш az 3^ , osztály eleme m s
_ А 
$ * "
az A módszer automatikus hibabecslése m
A
a Ç f ™  hibabecslés költsége
G<V az A módszer automatikus hibabecsléseinek m
halmaza
А ш automatikus hibabecsléssel és lépésfelezéssel ki 
egészített legfeljebb m-pontos RK módszerek
М
osztálya
az osztály eleme m
р(м) az M eljáráshoz tartozó RK módszer rendje
г ( М) az M eljáráshoz tartozó hibabecslés rendje
К(М) az M eljárás lépésenkénti költsége
5 probléma
п(м, е) minimális lépésszám
Ф a hibabecslés fötagja
Т 1(х, h) az i-edik módszer (1.1) problémára vonatkozó 
képlethibája
az cA- osztály részhalmaza m J
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