Carrier transport and recombination in a strained InGaAsP/InP multiple-quantum-well structure emitting at 1.55 m are investigated experimentally and theoretically using both time-resolved photoluminescence and Monte Carlo simulations. A method for including carrier recombination in a Monte Carlo simulation is described. The calculated spectra are in good agreement with the experimental results. They show that nonradiative recombination is the principal recombination process in the first 100 ps and that the screened electron-phonon interactions are responsible for the high luminescence from the quantum-well higher-energy levels.
I. INTRODUCTION
Strained-layer InGaAsP/InP heterostructures have received a great deal of attention for applications in optoelectronic devices, particularly quantum-well ͑QW͒ lasers operating at the wavelengths of minimal absorption ͑1.55 m͒ and zero dispersion ͑1.3 m͒ of commercial silica optical fibers. The primary motivation for this approach is that strain-induced modifications of the in-plane valence-band dispersion result in a reduction of intervalence-band absorption and nonradiative Auger recombination, for instance. Moreover, ultrafast carrier dynamics in heterostructures must be understood in order to get a good grasp of the chargetransport issues in various devices.
The major physical processes that set the ultimate limitation for the maximum modulation bandwidth in multiplequantum-well ͑MQW͒ lasers are: ͑a͒ the differential gain and the photon lifetime in the cavity, which are determined by material properties and device structure; 1 ͑b͒ the optical nonlinear gain coefficient, which is affected by spectral hole burning and the gain saturation effect; 2,3 ͑c͒ carrier transport, 4, 5 including carrier tunneling between wells, 6 carrier capture, and transfer between wells and barriers; 7 and ͑d͒ the dynamic heating caused by injection, stimulated and spontaneous emission, 8 free-carrier absorption, 8, 9 and Auger processes, resulting in ͑e͒ hot carriers and hot phonons. 10 Notwithstanding the large number of experimental and theoretical efforts made so far, the physical mechanisms involved in carrier dynamics in MQWs are not yet well understood. In this work, carrier relaxation, capture, and recombination are investigated.
The theoretical work aimed at explaining the capture process followed principally two different approaches. Shichijo et al. 11 and Tang et al. 12 used a semiclassical description to show that the capture efficiency decreases when the QW width becomes smaller than the optical phononlimited mean-free path. More elaborate quantum-mechanical approaches, 13, 14 which calculate the longitudinal optical phonon scattering rates from initial states in the barrier into final QW states, predict strong oscillations of 10-100 ps in the capture time as a function of the well width. Experimentally, most observed capture times seem to contradict those theoretical predictions, [15] [16] [17] although some papers 18, 19 show the predicted oscillations. On the other hand, some authors 18, 20 suggest that at the high carrier densities found in laser amplifiers, carrier dynamics are better described in terms of diffusion.
The Monte Carlo technique is increasingly becoming one of the preferred tools for the simulation of quantum-well devices. In recent years, simulations have been performed of nonequilibrium carrier transport, including thermalization and quantum capture, in quantum-well structures. [21] [22] [23] [24] [25] But to our knowledge, no work has been done which includes radiative and nonradiative carrier recombinations in a Monte Carlo calculation. In this article, a multiple-quantum-well structure under high optical injection is modeled using a semiclassical Monte Carlo simulation in which carrier recombination is included. The time-resolved photoluminescence ͑TRPL͒ spectra are calculated and compared with the experimental results. In Sec. II, the experimental technique and the structure are described. Section III presents the simulation details and the recombination model. In Sec. IV, the simulation results are analyzed and compared to those obtained experimentally.
II. EXPERIMENT
We investigate carrier dynamics in an InGaAsP/InP MQW laser structure. A schematic representation of the structure is given in Fig. 1 . The structure was grown on a n-doped (2ϫ10 18 For the TRPL experiments, a pulsed Ti-sapphire laser (ϭ740 nm, 100 fs, 82 MHz͒ is used as an excitation source. An up-conversion detection technique with subpicosecond resolution and a GaAs photomultiplier were used for signal detection. The carrier dynamics in MQWs are studied as a function of excitation density at 77 K.
III. SIMULATION DETAILS
The model consists of a Monte Carlo calculation based on a self-consistent Poisson solver using the cloud-in-cell mesh-charge assignment. 26, 27 As will be explained in Sec. III A, a recombination model is included in the algorithm. An adapted mesh in space is used to calculate the potential in the active region so as to minimize the field fluctuations. The field adjusting time step is set to 0.5 fs. An ensemble of 30 000 superparticles is used for the computation of the electron and hole distribution functions. All the calculations were performed at 77 K. The quantum-mechanical confinement of carriers in the quantum-well regions is neglected. Thus, the carriers have a three-dimensional density of states. In the bulk-mode approximation, the scattering mechanisms such as the acoustic and optical phonons, ionized impurities, and alloy scattering are used. The electron-electron, electronhole, hole-hole, and screened phonon interactions are added following the expressions of Osman and Ferry. 28 The exciton and hot-phonon effects are also neglected in this work.
A. Initial conditions
The initial carrier distributions just after the optical injection are obtained by adding the excess carrier distributions to the equilibrium carriers. In order to reduce the simulation time needed to reach the steady state before the optical injection, the spatial distribution of carriers is approximated using the results of a classical drift-diffusion simulation. Once the steady state is reached, the laser pulse which gives rise to transitions from the light, heavy, and split-off bands to the conduction band is applied. The relative number of carriers generated by each transition is deduced from the joint density-of-state-dependent absorption rates, given by
where M i is the optical matrix element of the ith transition, D is the joint density of states, N ␥ is the photon occupation, E ប is the photon energy, E g i is the gap energy of the ith transition, and m 0 is the free-electron mass. The carrier energy resulting from those transitions is calculated from the energy and momentum conservation rules. Finally, the carriers are distributed exponentially in space, obeying the BeerLambert law.
B. Recombination model
Recombination mechanisms can be classified into two groups, radiative ͑spontaneous or stimulated͒ and nonradiative. Nonradiative mechanisms include recombination at defects, surface recombination, and Auger recombination, among others. For long-wavelength semiconductor lasers, however, the Auger process is generally the predominant nonradiative mechanism. 30 In this work, three recombination processes are taken into account: ͑1͒ the spontaneous recombination of an electron and a hole; ͑2͒ the Auger process ͑called CCHC͒ involving two electrons, one heavy hole, and a final excited electron in the conduction band; and ͑3͒ the Auger process ͑called CHHS͒ involving one electron, two heavy holes, and a final excited hole in the split-off band. The total recombination rate can be approximated by
where B is the spontaneous recombination coefficient, C 1 and C 2 are the Auger coefficients for the CCHC and CHHS processes, and n and p are the electron and hole densities.
The carrier density dependency of B is neglected. Several experimental studies have been done to determine the recombination coefficients. 
where n i is the mean electron density in the ith layer. This is a good approximation since the carrier density does not vary much in each quantum well. Furthermore, the relation between the number of superparticles N i and n i is given by
where S e is the supercharge, e is the elementary charge, and V i is the volume of the layer. To obtain a good discretization in time, ⌬t must be chosen such that the number of superparticles ⌬N i to be removed from the simulation for each time step does not exceed 1 by much. Setting the recombination time step ⌬t to 50 fs gives a good discretization. The algorithm can be summarized as follows: for every time step, the number of superparticles in each layer is counted in order to calculate n i , p i from Eq. ͑4͒ and R i (n i ,p i ) from Eq. ͑2͒. Next, Eqs. ͑3͒ and ͑4͒ are used to determine the number of superparticles ⌬N i to be recombined in each region. Clearly, the calculated ⌬N i is not necessarily an integer and can be greater or less than 1. The integer part of ⌬N i gives the number of superparticles to be removed from the simulation. Then, superparticles chosen at random are removed from the simulation and the remainder ͑calculated ⌬N i minus the number of superparticles effectively recombined͒ is accumulated for the next time step. For instance, if ⌬N i ϭ2.3, we remove two superparticles from the simulation and add 0.3 to ⌬N i in the next time step. Since a time step of 50 fs is sufficient, the model is not time consuming from the computational point of view and it can be easily generalized to other recombination mechanisms if the dependency on carrier density is known. It neglects the explicit energy dependency of the recombination mechanisms though.
IV. RESULTS AND DISCUSSION

A. The effect of the carrier-carrier and screened carrier-phonon interactions
The effect of the electron-hole ͑e-h͒, electron-electron ͑e-e͒, hole-hole ͑h-h͒, and screened carrier-phonon interactions ͑c-sph͒ on the ultrafast relaxation of photoexcited carriers in the active region were examined using the Monte Carlo approach. At high carrier densities, those interactions are very important. Especially screening considerably weakens the electron-phonon interactions compared to the holephonon interactions. In Fig. 2 , we illustrate the mean energy of the electrons in the wells and 1.25Q barriers as a function of time. Curve 1 corresponds to the situation where the carrier-carrier ͑c-c͒ interactions and the screening of the carrier-phonon interactions are totally ignored. The electrons are rapidly thermalized and at 5 ps, their mean energy is approximately 0.02 eV, which is twice as much as the energy corresponding to the thermodynamic equilibrium ( 3 2 kT, at Tϭ77 K͒. The excess energy of the carriers after 4 ps is attributed to the high electric field in the active region of the structure. From examining curve 2, where the c-sph interactions are taken into account, we see that the cooling rate is significantly reduced after 0.5 ps. This is because, as the carriers are captured, their densities increase and the carrier-phonon interactions are strongly screened. Especially in the QWs, at 5 ps, the mean energy of the electrons is 12 times higher than in absence of screening. When the e-e and h-h interactions are included, there is no significant change in the QWs, which is apparent on curve 3. However, in the 1.25Q barriers, the mean energy of the electrons increases slightly. This is attributed to the fact the e-e interactions redistribute the electrons into high-and low-energy regions, and since in the barriers the carriers are less energetic than in the wells, some electrons end up in regions where they cannot emit optical phonons. Including e-h and h-e interactions causes an energy transfer from the higher-energy electrons to the lower-energy holes such that the mean energy of the electrons decreases, which is shown by curve 4. Those results are in agreement with the Monte Carlo calculations of Osman and Ferry, 28 who showed that at high carrier concentrations the energy flow from the electrons to the lattice is primarily through the e-h interaction and then through the h-ph interaction. In Figs. 3͑a͒ and 3͑b͒ , we display the distribution functions for the carriers at 5 ps, in the QWs and 1.25Q barriers, respectively. It is clear that the QW electrons are not in thermal equilibrium with the barrier electrons. One should note that in the QWs the electron mean energy is higher than the QW depth ͑0.1 eV͒, which means that they can easily escape to the barrier regions. As a result, cooling is even slower. On the other hand, the heavier holes are in thermal equilibrium with the lattice such that they are more efficiently confined in the wells.
B. Carrier capture and recombination
In this section, we present the results of our Monte Carlo calculation applied to the study of carrier capture and recombination in the quantum-well region. Figure 4 shows the evolution of electron and hole densities as a function of position for 0, 10, 50, and 100 ps. At 0 ps, just after the excitation, there are 5000 superparticles in thermodynamic equilibrium and 25 000 optically injected superparticles, distributed exponentially in space according to the Beer-Lambert law. The excitation density at the surface of the device is approximately equal to 4ϫ10 18 cm
Ϫ3
. At 10 ps, the carrier densities in the wells reach their maximum. Charge neutrality is not satisfied in the wells due to the higher hole effective mass. Thus, the hole density in the wells is found to be 1.5 times larger than the electron density. When recombination is neglected, the calculations show that from 10 ps onwards, the system does not evolve significantly. On the other hand, the changes in the carrier density shown in the Figs. 4͑c͒ and 4͑d͒ result directly from the recombination in the wells. In the barrier region, recombination is weaker but the carrier density decreases faster than in the wells because of the carrier transfer from the barriers into the wells. The carrier dynamics in the wells is more clearly seen in Fig. 5 , where we plot the mean-hole and electron densities evolving with time. The 90% mark of the maximum electron and hole densities in the wells is reached in 6 ps. Since the holes are excited to lower energies than the electrons, they are captured more rapidly in the wells, as shown more explicitly in Fig. 6 where we plot the time derivative of the mean-carrier density. But, since the maximum of the mean-hole density is higher than the maximum of the mean-electron density, the capture time remains the same for both systems. From 20 ps onwards, the carrier densities decrease more slowly due to carrier recombination, and the net loss rate ͑the recombination rate minus the transfer rate from barriers into the wells͒ of the two systems is equal.
In Figs. 7͑a͒ and 7͑b͒ , we show the Auger and the radiative recombination rates in the quantum wells, respectively. At the excitation density considered, Auger recombination is 20 times higher than spontaneous emission. One should note that the Auger coefficient used in our calculations is approximative, but such a high Auger coefficient ͑although within generally accepted values͒ is necessary to explain the timeresolved photoluminescence ͑PL͒ spectra ͑see the next section͒. Those results indicate that carrier recombination is mostly nonradiative. The rise time of the PL signal can be compared with the rise time of the recombination rate. This value is approximately 8 ps. However, caution should be exercised while interpreting this result, since in the semiclassical approach we consider that the energy levels in the quantum wells are not discretized such that the calculated rise time does not correspond exactly to the rise time of the ground-state luminescence. In fact, we will see in the next section that in the first 100 ps the photoluminescence signal proportional to the radiative recombination rate comes mostly from higher-energy electrons confined in the QWs.
C. Calculated and experimental TRPL spectra
The spontaneous emission rate per unit volume at energy E and position z can be written as 37 
I͑E,z,t ͒ϭ
where m 0 is the free-electron mass, e is the electron charge, ⑀ is the permittivity of free space, is the refractive index, and c and v are the densities of states in the conduction and valence bands, respectively. f (E,z,t) is the distribution function and ͉M i f ͉ 2 is the matrix element between the conduction-band state of energy EЈ and the valence-band state of energy EЈϪE. The products c f c and v f v are calculated at each Monte Carlo simulation step up to 100 ps. Integrating Eq. ͑5͒ over z, we obtain the photoluminescence of each layer. In the integration, we assumed a constant matrix element where the energy dependency and k-selection rule were neglected.
In Figs. 8͑a͒ and 8͑b͒ , we present the calculated emission spectra from the wells and from the 1.25Q barriers, respectively. The emission from the barrier regions is strong in the first 50 ps, but decreases rapidly. After 50 ps, most of the signal is emitted by the wells. In the previous section, we showed that the cooling of the electrons in the active region is very slow. They are, therefore, at the higher QW energies. Hence, the QW signal comes from the recombination of these high-energy electrons with the better-confined lowenergy holes. As a result, the peak of the luminescence coming from the QWs is higher than the barrier gap energy ͑1 eV͒. Figure 9 shows the Monte Carlo emission spectrum at 10 ps, from the QWs and from the 1.25Q barriers, obtained neglecting the c-sph and c-c interactions. Those results show that the barrier luminescence is weaker and the peaks are much sharper compared to the case when those interactions are not neglected.
In Figs. 10 and 11 , we present the experimental TRPL spectra at two different excitation densities. We compare those results with the calculated spectra shown in Fig. 12 , obtained by adding the PL signal of each specific layer. One of the difficulties in simulating the experimental conditions is the uncertainty on the injected concentration. Furthermore, the recombination rates depend on the carrier density, and the Auger recombination coefficient is not well known. The best fit to the our time-resolved spectra has been obtained by taking 4ϫ10 18 cm Ϫ3 as the excitation density at the surface and 1ϫ10 Ϫ28 cm Ϫ6 s Ϫ1 as the Auger coefficient. There are two striking differences between the experimental and the calculated spectra: ͑1͒ The peak at 1.42 eV in the experimental data comes from carrier recombination in InP. We do not see this peak in the calculated spectrum, because only a small fraction of the InP substrate is included in the simulation. A computation which would include several microns of substrate would require a much larger number of superparticles, with an obvious cost in computation time. ͑2͒ The small peak at 0.87 eV comes from transitions between the first QW-confined states. In our model, the quantum confinement of carriers is not taken into account, and this peak does not appear in the calculated spectrum. As calculated by a k
• p method, there are 12 transitions near 0.86 eV, 8 transitions near 0.9, and 16 transitions near 0.94 eV, which contribute to the low-energy side of the experimental spectrum.
The portion of the signal between 0.9 and 1.3 eV, which comes from the QW higher bands and the barrier luminescence, is well described by the semiclassical Monte Carlo approach. In Table I , we compare the full widths at half maximum of the peak near 1.1 eV obtained from Monte Carlo calculations with the experimental results for different times. The increase of the full width at half maximum at 100 ps is caused by the overlap between the barrier and the QW photoluminescence signals. This is more apparent at 40 mW because the barrier luminescence is lower. For 125 mW, the difference with the Monte Carlo results is about 12%. The good agreement between the theoretical calculations and experimental data justifies the approximations we made and supports the interpretation that at very high carrier densities (1ϫ10 19 cm Ϫ3 ) the carrier dynamics are well described by the semiclassical approach.
The results indicate that in the first 2 ps the high-energy photoexcited carriers cool down rapidly through phonon emission. Between 2 and 10 ps there is a net transfer of electrons and holes from the the step-like-confinement regions towards the active region barriers and to the QWs. As the carrier density in the QWs increases, the c-ph interactions are strongly screened and the c-c interactions become more important. As a result, most of the electrons are found in the QW region, but at energies higher than the QW depth. After 10 ps, we see the effect of carrier recombination mainly due to the Auger recombination mechanism. Thus, the PL intensity decreases. Also, as the carriers recombine, the screening of the c-ph and c-c interactions is less important, the electrons cool down with phonon emission, and the maximum of the peak moves towards lower energies. It should be noted that in the recombination model we took, the energy dependency of the coefficients is neglected. Thus, the actual Auger coefficient for the carriers in the ground state may be different from the value we chose in the simulation.
V. CONCLUSION
In summary, we presented an ensemble Monte Carlo method for the study of the carrier dynamics and photolumi- nescence in an InGaAsP/InP MQW structure. The spontaneous and Auger recombinations were included in the model. Auger recombination is found to be the primary carrier recombination mechanism. The photoluminescence spectra calculated using the simulation are in good agreement with the experimental results, especially in the barriers and at the higher energies in the QWs. We showed that at the high carrier densities found in the active region of the structure under investigation, the c-sph and c-c interactions have a significant effect on the carrier dynamics. Especially the e-sph interaction is found to be responsible for the slow cooling of the electrons in the QWs. Therefore, the PL signal comes mostly from the recombination of the high-energy electrons and low-energy holes in the QWs, in the time span between 2 and 100 ps, while the PL signal coming from the active region barriers is important in the first 50 ps but decreases rapidly.
