In signal processing, four functions of one variable are commonly used. They are the signal in time, the spectrum, the auto-correlation function of the signal, and the auto-correlation function of the spectrum. The variables of these functions are denoted, respectively, as time, frequency, lag, and doppler. In time-frequency analysis, these functions of one variable are extended to quadratic functions of two variables. In this paper, we investigate a method for creating quartic functions of three of these variables and also a quartic function of all four variables. These quartic functions provide a meaningful representation of the signal that goes beyond the well known quadratic functions. The quartic functions are applied to the design of signal-adaptive kernels for the Cohen class and shown to provide improvements over previous methods.
Introduction
A signal, x(t), and its spectrum, X(!), are two commonly used linear representations of a signal.
The spectrum is obtained by applying a Fourier transform to the signal X(!) = Z x(t) e ?j!t dt: (1) Two, commonly used, quadratic functions of the signal are the auto-correlation of the signal and the auto-correlation of the spectrum r x ( ) = Z x(t) x (t + ) dt r X ( ) = Z X(!) X (! + ) d!:
The variables of the above four functions will be denoted, respectively, as time, frequency, lag, and doppler. In time-frequency analysis 1, 2, 3, 4, 5] we extend these four functions of one variable to quadratic functions of two variables. Some examples of these quadratic functions are the the local auto-correlation function (LACF) of the signal, the LACF of the spectrum, the Wigner distribution, and the ambiguity function. These four functions are de ned, respectively, as R x (t; ) = x(t (2d) and are all related to each other via Fourier transforms.
However, there are many other quadratic functions of the signal similar to the four de ned above. For example, there are many \meaningful" functions of time and frequency. Some examples are spectrograms, the Rihaczek distribution, and the exponential distribution by Choi and Williams. As a means for encompassing the di erent representations of a signal, we will loosely de ne the concept of a domain.
De nition. Given a set of variables, V , a domain is the set of meaningful representations of the signal that are functions of the variables V .
The name assigned to a domain will correspond to the variables of the domain. For example, the signal is a representation of the signal in the time domain and the spectrum is a representation of the signal in the frequency domain. Other meaningful representations of the signal in the time and frequency domains are the squared magnitude of the signal, jx(t)j 2 , and the squared magnitude of the spectrum, jX(!)j 2 . The functions listed above in equation 2 are members of the time-lag, doppler-frequency, time-frequency, and doppler-lag domains, respectively.
In equation 2, we list quadratic functions of two of the following four variables: time, frequency, lag, and doppler. In this paper, we provide a method for creating functions of three of the above four variables, and also a function of all four variables that will be called the local ambiguity function. These functions will all be quadralinear or quartic functions of the signal. While other quartic functions of have been considered in the context of time-frequency analysis 6, 7, 8, 9, 10] , these functions depend solely on time and frequency variables. The functions de ned here are fundamentally di erent in that they include variables of lag and doppler in addition to variables of time and frequency. Jones and Baraniuk 11] have considered a function of time, lag, and doppler, and we investigate in detail the relationships between their function and the functions de ned here in Section VI.
The paper is organized as follows. In Section II, we de ne several one-dimensional Wigner mappings and apply them to create four signal representations that are functions of three variables. In Section III, we de ne several two-dimensional Wigner mappings and apply them to create a function of all four variables. In Sections IV and V, we investigate the marginals of these newly de ned functions and also compute some examples that reveal properties of these functions. In Section VI, the speci c functions are generalized to create classes of functions that are analogous to the Cohen class. In Section VII, we apply the new functions to developing signal-adaptive kernels for the Cohen class that are functions of time and frequency.
Wigner Mappings
In this section we are going to create some operators (not necessarily linear) that are equivalent to the Fourier transform operator and the operation of computing a Wigner distribution from a signal 1, 2, 3, 4, 5]. The operators, that we will de ne, provide a level of abstraction that will sim-plify notation and provide a clearer explanation of the concepts. To simplify the language, we will refer to the signal and the spectrum as the \two linear functions" and the Wigner distribution, the ambiguity function, the temporal LACF, and the spectral LACF as \the four quadratic functions", even though there are clearly other linear and quadratic functions of the signal. The linear and quadratic functions and the relationships between then are well established 1, 2, 3, 4, 5].
The rst operator will be called a time Fourier mapping (FM) and is equivalent to the well known Fourier transform operator. The time FM will be denoted as 1
Similarly, the frequency FM will be equivalent to the inverse Fourier transform operator and denoted as
We have purposely avoided using the word \inverse" in de ning these mappings even though one is clearly the inverse of the other. The reason for this will soon be clear. The time FM and the frequency FM provide a slightly more abstract approach to computing the spectrum from the signal and vice versa.
Next, we would like to create operators to compute the Wigner distribution from the signal and the spectrum. The time Wigner mapping (WM) will be de ned as the operator that computes the Wigner distribution from the signal, and will be denoted as
Similarly, the frequency WM will be de ned as the operator that computes the Wigner distribution from the spectrum, and will be denoted as
The above two equations indicate that the time WM of the signal is identical to the frequency WM of the spectrum. This is a well known result 1, 2, 3, 4, 5] that we express in the notation of this section and which will be applied later in this section. 1 The \-" denotes the sign of the complex exponential in the Fourier transform. (6) It is easily seen that the four, newly de ned, quartic functions will always be real valued. Unlike the four quadratic functions, one can not convert a signal between the four quartic functions. We will now investigate each of the quartic functions in more detail.
The Time-Lag-Doppler Function
The TLDF can be written simply in terms of the signal Q ! x (t; ; ) = Z x(t + 2 + 2 ) x (t + 2 ? 2 ) x (t ? 2 + 2 ) x(t ? 2 ? 2 ) e ?j d :
As seen from equation 7, the TLDF is clearly a quartic function of the signal. We will now show two interesting properties of this function. First, the TLDF of x(t) and x(t) e j(a 0 +a 1 t) are the same, so the TLDF is invariant to phase shifts and frequency shifts. However, the TLDF will be covariant to time shifts. Second, the TLDF can be interpreted as a time-localized ambiguity function. 2 We will demonstrate this second property analytically for a simple signal, and computationally for a more complicated signal.
For a signal with a quadratic instantaneous frequency (IF) One could also think of the TLDF as a doppler localized temporal LACF function, but this is not as intuitive. 3 Note that the Wigner distribution of this signal does not have a simple, closed form expression. 6 We will show that the TLDF of this signal can be interpreted as a time-localized ambiguity function.
To do this, we will locally approximate the signal, x(t), with chirp functions. At time t 0 , the chirp, y(t), that provides the \best" approximation to x(t) is
c+(a 1 ?3a 3 t 2 0 )t+(a 2 +3a 3 t 0 )t 2 ;
where c is an arbitrary constant. Our meaning of \best" is illustrated with an example in Figure 1 . At time t 0 , the instantaneous frequency and the derivative of the instantaneous frequency of x(t) and y(t) will be the same. The magnitude of the ambiguity function of y(t) is jA y ( ; )j = ? ? (2a 2 + 6a 3 t 0 )
which is identical to equation 8 evaluated at t = t 0 ! This will clearly hold for any time t 0 . Thus for the quadratic chirp, the TLDF can be interpreted as a time-localized ambiguity function.
The interpretation of the TLDF as a time-localized ambiguity function also holds for more complicated signals. For example, consider a signal with a sinusoidal instantaneous frequency, whose Wigner distribution and ambiguity function are shown in Figure 2 . Figure 2 also contains examples of the TLDF of this signal at time 48 and at time 64. One can see that the TLDF of the signal at time 48 and time 64 is similar to the ambiguity functions of the chirps that locally approximate the signal at time 48 and at time 64. The ambiguity function of the signal is dominated by the characteristics of the signal near time 64, since this is where the signal contains most of its energy. The TLDF appears to give meaningful information about the ambiguity function that is localized in time.
The Frequency-Lag-Doppler Function
The FLDF can be written simply in terms of the spectrum of the signal (9) Comparing the above with the TLDF in equation 7, it is clear that FLDF can be considered to be the dual of the TLDF. The properties of the FLDF will also be dual to the properties of the TLDF the FLDF will be invariant to phase shifts and time shifts, but covariant to frequency shifts, the FLDF of a signal with a quadratic group delay (GD) will have a simple form analogous to equation 8, and the FLDF can be interpreted as a frequency localized ambiguity function.
The Time-Frequency-Lag Function
The TFLF can be written simply in terms of the signal Q x (t; !; ) = Z x(t + 2 + 4 ) x (t ? 2 ? 4 ) x (t + 2 ? 4 ) x(t ? 2 + 4 ) e ?j ! d : (10) This function looks similar to the previous two, but its properties are quite di erent the TFLF will be covariant to both time shifts and frequency shifts, there is no simple expression for the TFLF of a signal with a quadratic IF or a quadratic GD, and the TFLF of a chirp, x(t) = e j(a 0 +a 1 t+a 2 t 2 ) , is identical to the Wigner distribution of the chirp.
The Time-Frequency-Doppler Function
The TFDF can be written simply in terms of the spectrum of the signal Q x (t; !; ) = 1 2 Z X(! + 2 + 4 ) X (! ? 2 ? 4 ) X (! + 2 ? 4 ) X(! ? 2 + 4 ) e j t d : (11) Comparing the above with equation 10, one can see that the TFDF is the dual of the TFLF. In addition, the properties of the TFLF also hold for the TFDF. ? R x (t; ) 8 and we will have two di erent functions depending on the order of the operators. In addition, this function would be an eighth order function of the signal rather than a fourth order function of the signal. This is undesirable since we would like the di erent methods for de ning this function to be consistent. It would also be preferable for this function to be a quartic function of the signal.
We will approach this problem from a slightly di erent perspective by creating a two-dimensional time FM operator that will be identical to applying two one-dimensional time FMs in succession. The two-dimensional time FM will be denoted as R X ( ; !) = F ?;?
Similarly, we will also de ne a two-dimensional frequency FM denoted as R x (t; ) = F +;+ The two-dimensional frequency WM mapping will be identical to the operation that computes a two-dimensional Wigner distribution from the spectrum of the image W z (t 1 ; t 2 ; ! 1 ; ! 2 ) = W +;+
Finally, the two-dimensional mixed WM will be de ned and denoted as expected.
These two dimensional mappings provide a more desirable method for computing a function of all four variables. To de ne this function, we will again use the relationship between the temporal LACF and the spectral LACF R X ( ; !) = F ?;? The proof of this Theorem is straightforward so it will not be presented here. A summary of the relationships between the two linear functions, the four quadratic functions, and the ve quartic functions is shown in Figure 3 . This property motivated the choice of notation for the quartic functions.
The second order marginals of the LAF will be the rst order marginals of the other four quartic functions. Because of this, we will now only consider the marginals of the LAF. The second order marginals provide some more fortuitous results There are two other second order marginals that would be members of time-doppler and lagfrequency domains. However, since quadratic functions of these variables do not exist, their meaning is unclear.
The third order marginals also provide interesting relationships
Where denotes convolution, r jxj 2 ( ) denotes the auto-correlation function of jx(t)j 2 , and r jXj 2 ( ) denotes the auto-correlation function of jX(!)j 2 .
Finally, the fourth order marginal of the LAF is
The marginals of the quartic functions are summarized in Figure 4 .
5 Properties of the Local Ambiguity Function
We will now investigate the LAF in more detail. The LAF can be expressed simply in terms of both the signal and the spectrum Q x (t; !; ; ) = The LAF has properties corresponding to an ambiguity function localized in time and frequency (similar to the TLDF and the FLDF). For t and ! that correspond to the instantaneous frequency of the signal ! a 1 + 2a 2 t and t 0; the LAF will be a constant times the squared magnitude of the ambiguity function of the chirp.
For t and ! that do not satisfy the above conditions, the LAF will be essentially zero.
For a chirp function, the ambiguity function is, in a sense, \stationary". What we mean by this is that the \localized" ambiguity function is the same for all parts of the signal. This is revealed in the LAF, since the time and frequency variables are separable from the lag and doppler variables. For more complicated functions, like the one shown in Figure 2 , the variables will not be separable since the ambiguity function will not be \stationary". Examples of these more complicated signals show that the LAF still satis es an intuitive notion of being a time and frequency localized ambiguity function.
For a two component signal, the situation becomes more complicated. Since the LAF is quartic rather than quadratic, there will be more cross terms for multicomponent signals than in quadratic functions like the Wigner distribution. In the general case, the LAF of a two component signal, x(t) = x 1 (t) + x 2 (t), will be Q x (t; !; ; ) = Q x 1 (t; !; ; ) + Q x 2 (t; !; ; ) + other terms:
We will use time and frequency shifted versions of a gaussian signal x 0 (t) = e ?t 2 =2 to compare the cross terms in the Wigner distribution with the cross terms in the LAF. The auto-correlation functions have terms centered at = t and = ! , so a function of time, frequency, lag, and doppler should also have terms centered at = t and = ! . The rst four terms of the LAF represent the distribution of the two gaussians simultaneously in time, frequency, lag, and doppler. For these reasons, the rst four terms of the LAF will be called auto terms analogous to the auto terms of the Wigner distribution.
The last six terms in equation 12 have properties that are very similar to the properties of cross terms in the Wigner distribution 5]. Each of the last the last six terms is centered directly between two of the rst four terms. In addition, each of the last six terms is oscillatory, and the direction of the oscillation is perpendicular to the line connecting the two auto terms. Finally, between every pair of auto terms, lies one of the last six terms. Again, for these reasons, the last six terms will be called cross terms. A pictorial representation of these ten terms is shown in Figure 5 , where the number of the term is indicated along with its position in the four dimensional space.
Classes of Quartic Functions
The quartic functions that we have de ned are, as we will show, similar to the Wigner distribution. By applying a kernel to the Wigner distribution, one can create an in nite number of time-frequency distributions. In the same way, one can apply kernels to the quartic functions to create an in nite number of distributions of three and four variables.
Jones and Baraniuk have developed a method for creating a function of time, lag, and doppler which they call a short-time ambiguity function (STAF) 11]. They developed this function for the purpose of creating signal-adaptive kernels that vary over time. We will investigate this idea more extensively in the next section, but for now we would like to compare the STAF with the ve quartic functions and provide a means for creating other functions of three and four variables.
To compute the STAF at time t 0 rst apply a window, h(t), to \localize" the signal to time t 0 x t 0 (t) = x(t) h(t ? t 0 ) and then compute the ambiguity function of this windowed signal STAF x (t 0 ; ; ; h) = Ax t 0 ( ; ):
This function, like the short-time Fourier transform, will be complex valued. So, in practice, Jones and Baraniuk used the squared magnitude of this function which we shall call an \ambiguigram" AG x (t; ; ; h) = jSTAF x (t; ; ; h)j 2 :
The ambiguigram is similar to the spectrogram and provides an intuitive method for creating an ambiguity function that is localized in time.
We will now compare the methods for computing the ambiguigram and the TLDF with the methods for computing the Wigner distribution and the spectrogram. In the notation that we have established, the spectrogram and Wigner distribution can be computed as SG x (t 0 ; !; h) = F ? The purpose of the kernel is to lter out cross terms and maintain the resolution of the auto terms. Since the structure of the cross terms and auto terms in the Wigner distribution varies greatly for di erent signals, kernels that work well for one signal will not necessarily work well for other signals. Because of this, Baraniuk and Jones 12, 13] have proposed methods for creating signal adaptive kernels. Their algorithms use the ambiguity function as a means for nding \good" signal-adaptive kernels. It has been observed that, in the ambiguity function, the auto terms lie near the origin while the cross terms tend to lie away from the origin 14] and the methods of Baraniuk and Jones exploit this observation.
The adaptive kernel methods 12, 13] extend the functionality of the Cohen class. However, there are further improvements that can be made to this method. The purpose of a time-frequency distribution is to analyze signals whose characteristics change over time. The above methods choose a kernel that is adapted over the entire signal. But since the signal is non-stationary, it is reasonable to assume that a kernel that works well at one time, will not necessarily work well at another time. where the time-varying kernel is created by applying the radially gaussian kernel (RGK) algorithm 12] to the ambiguigram that was introduced in the previous section.
We will now apply the RGK algorithm of Jones and Baraniuk to a smoothed version of the LAF for the purpose of creating signal-adaptive kernels that vary over time and frequency. There are two potential advantages in using the LAF over the ambiguigram. First, the LAF should be able to provide better resolution in the same way that the Wigner distribution provides better resolution than the spectrogram. Second, the LAF provides greater exibility by allowing the kernel to vary over time and frequency instead of just over time.
The implementation of this method is conceptually simple, but extremely expensive computationally. We will implement this method using the framework of the type II Cohen class that was introduced in 15, 16, 17] . The steps for implementing the signal-adaptive, time and frequency varying kernels are
Compute the Wigner distribution,W x (t; !), of the signal.
Compute the LAF, Q x (t; !; ; ), of the signal. Apply four dimensional smoothing to Q x (t; !; ; ) to obtain Q x (t; !; ; ). This is necessary since the cross terms in the LAF prevent the RGK algorithm from nding a \good" kernel.
We used a four dimensional version of :25 :5 :25] for our smoothing function. For each point,(t 0 ; ! 0 ), in the time-frequency plane { apply the RGK algorithm to Q x (t 0 ; ! 0 ; ; ) to compute the kernel at (t 0 ; ! 0 ), { and apply the kernel to calculate the TFD at (t 0 ; ! 0 ).
We will compare the time-frequency distributions generated from three di erent methods for kernel design. Method 3: The third method, as described above, uses the LAF to create a signal-adaptive kernel that varies over time and frequency.
All three methods have a window length parameter that provides a tradeo between maintaining resolution of the auto terms and suppressing the cross terms. The window lengths used will be indicated in each example. Methods II and III also have \volume" parameter that is part of the RGK algorithm. In all examples we will use a volume parameter of 4.
It is di cult to compare di erent methods for computing time-frequency distributions as there is no clear measure of the \goodness" of a time-frequency distribution. We will present pictures of the time-frequency distributions obtained by using the three di erent methods and provide a qualitative comparison of the cross term suppression and resolution. We will test the three di erent methods with two synthetic signals. In order to achieve as fair a comparison as possible, all timefrequency distributions have been normalized to have the same total volume, and the dynamic range of the images is the same within each example.
Example 1: The rst test signal consists of three components: two short, gaussian pulses centered at times 32 and 96, and a component with a sinusoidal frequency modulation. In Figure 6 we present the Wigner distribution of this signal along with three TFDs computed by applying each of three methods detailed above. For this relatively simple signal, neither of the adaptive methods (methods II and III) provides a signi cant advantage over the much simpler binomial kernel (method I). There is a slight indication of the advantages of method III over method II in Figures 6c and d . Due to the poorer resolution of the ambiguigram, one can see cross terms close to the signal as indicated by the arrows in Figure 6c . One can also see that method III in Figure 6d provides the highest resolution near time 64.
Example 2: The second test signal consists of four components: two complex exponentials at frequencies of 0 and radians, and two components with a sinusoidal instantaneous frequency (IF) centered at frequencies of =2 radians and 3 =2 radians. TFDs are computed using the three di erent methods and are shown in Figure 7 . The binomial distribution represents the auto terms well, but does not attenuate the cross terms as well as the other methods. Method II attenuates the cross terms better than the binomial distribution, but the sinusoidal IF components are \linearized". It is not clear what causes the linearization in the method II, but it could be that the RGK algorithm is adapting to the complex exponentials rather than the sinusoidal IF components. Method III provides the best cross term attenuation and does not su er from the linearization seen in method II. Method III does not resolve the sinusoidal component well at time 80. The reason for this is that since the auto terms are close together at that point, the cross terms in the LAF are more di cult to attenuate, and this prevents the RGK algorithm method from nding a \good" kernel.
The methods of Jones and Baraniuk provide a clear means for increasing the versatility of the Cohen class. The LAF, derived in this paper, provides a means for generalizing the ambiguigram of Jones and Baraniuk and further increasing the versatility of the Cohen class. In addition, the LAF provides insight into the ambiguigram in the same way that the Wigner distribution provides insight into the spectrogram. The kernels generated by the LAF do provide some improvement over the kernels generated by the ambiguigram at the expense of greatly increased computations. Kernel design with the LAF may be too expensive computationally to be practical, but this example a rms that the LAF can indeed be applied as an ambiguity function localized in time and frequency.
Conclusions
In signal processing, one is often interested in the following four functions of one variable: the signal, the spectrum, auto-correlation function of the signal, and the auto-correlation function of the spectrum. In time-frequency analysis, we extend these functions of one variable to several quadratic functions of two variables. In this paper, we further extend the concepts of time-frequency analysis to create quartic functions of three and four of these variables. The function of all four variables has properties of an ambiguity function localized in time and frequency, and thus it is called the local ambiguity function. The local ambiguity function is successfully applied to the design of time and frequency varying kernels for the Cohen class, and shown to have advantages over previous methods at the cost of greatly increased computations. 
