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Vertex Operator Superalgebras and Their
Representations ∗†
Victor Kac and Weiqiang Wang
0 Introduction
Vertex operator algebras (VOA) were introduced in physics by Belavin,
Polyakov and Zamolodchikov [BPZ] and in mathematics by Borcherds
[B]. For a detailed exposition of the theory of VOAs see [FLM] and
[FHL]. In a remarkable development of the theory, Zhu [Z] con-
structed an associative algebra A(V ) corresponding to a VOA V
and established a 1-1 correspondence between the irreducible repre-
sentations of V and those of A(V ). Furthermore, Frenkel and Zhu
[FZ] defined an A(V )-module A(M) for any V -module M and then
described the fusion rules in terms of the modules A(M). An im-
portant feature of these constructions is that A(V ) and A(M) can
usually be computed explicitly. For example, they enabled Frenkel
and Zhu to prove the rationality and compute the fusion rules of
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VOAs associated to the representations of affine Kac-Moody alge-
bras with a positive integral level. They also allowed one of the
authors [W] to prove the rationality and compute the fusion rules of
VOAs associated to the minimal series representations of the Vira-
soro algebra. (Independently, Dong, Mason and Zhu [DMZ] proved
the rationality for the unitary minimal series of the Virasoro algebra
and calculated the fusion rules in the case of central charge c = 1
2
).
In this paper we generalize Frenkel-Zhu’s construction to vertex
operator superalgebras (SVOA) and then discuss in detail several
interesting classes of SVOAs. We present explicit formulas for the
“top” singular vectors and defining relations for the integrable rep-
resentations of the affine Kac-Moody superalgebras. These formulas
are not only crucial for the theory of the associated SVOAs and their
modules, but also of independent interest.
We organize this paper in the following way. In Subsec.1.1 we
present definitions of vertex operator superalgebras and their mod-
ules, emphasizing the existence of the Neveu-Schwarz element in the
so-called N = 1 (NS-type) SVOAs. We define in Subsec.1.2 an as-
sociative algebra A(V ) corresponding to a SVOA V and establish a
bijective correspondence between the irreducible representations of
V and the irreducible representations of A(V ). In Subsec.1.3 we de-
fine an A(V )-module A(M) for every V -moduleM and then describe
the fusion rules in terms of modules A(M). Needless to say that, if
we view a VOA as a SVOA with zero odd part, then our construction
reduces to Frenkel-Zhu’s original one.
In Subsec.2.1 we construct N = 1 SVOAs Mk,0 and Lk,0 corre-
sponding to the representations of an affine Kac-Moody superalgebra
ˆˆg. In [KT], the minimal representation L(h∨Λ0) of ˆˆg was realized in
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a Fock space F of a certain infinite-dimensional Clifford algebra con-
tained in ˆˆg. Kac and Todorov [KT] proved that any unitary highest
weight representation of ˆˆg is of the form L(Λ + h∨Λ0) = F ⊗ L¯(Λ),
where L¯(Λ) is the irreducible unitary highest weight representation
of the affine Kac-Moody algebra gˆ. Explicit formulas for the “top”
singular vectors of the Verma module M(Λ + h∨Λ0) of ˆˆg and the
defining relations of L(Λ + h∨Λ0) are presented in detail in the Ap-
pendix. With the help of the theory developed in Sec.1, we prove in
Subsec.2.2 that the SVOA Lk,0 is rational for positive integral k and
that the representations and fusion rules for the SVOA Lk,0 are in
1-1 correpondence with those for the VOA L¯k,0.
In Subsec.3.1 we construct N = 1 SVOAs Mc and Vc correspond-
ing to the representations of the Neveu-Schwarz algebra. We then
discuss the rationality and the fusion rules of Vc.
In Sec.4 we construct the SVOAs generated by charged and neu-
tral free fermionic fields. We prove that such an SVOA is rational
and has a unique irreducible representation, namely itself.
Acknowledgement. We thank Shun-Jen Cheng for useful dis-
cussions.
1 General constructions and theorems
1.1 Definitions
For a rational function f(z, w), with possible poles only at z = w, z =
0 and w = 0, we denote by ιz,wf(z, w) the power series expansion
of f(z, w) in the domain | z |>| w |. Set Z+ = {0, 1, 2, · · ·}, N =
{1, 2, 3, · · ·}.
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A superalgebra is an algebra V with a Z2-gradation V = V0¯⊕V1¯.
Elements in V0¯ (resp.V1¯) are called even (resp. odd). Let a˜ be 0
if a ∈ V0¯, and 1 if a ∈ V1¯. The general principle to extend iden-
tities in VOAs to SVOAs is the usual one: if in certain formulas
of VOAs there are some monomials of vertex operators with inter-
changed terms, then in the corresponding formulas in SVOAs every
interchange of neighboring terms, say a and b, is accompanied by
multiplication of the monomial by the factor (−1)a˜b˜.
Definition 1.1 A vertex operator superalgebra is a 1
2
Z+-graded vec-
tor space V =
⊕
n∈ 1
2
Z+
Vn with a sequence of linear operators {a(n) |
n ∈ Z} ⊂ End V associated to every a ∈ V , whose generating se-
ries Y (a, z) =
∑
n∈Z a(n)z
−n−1 ∈ (End V )[[z, z−1]], called the vertex
operators associated to a, satisfy the following axioms:
(A1) Y (a, z) = 0 iff a = 0.
(A2) There is a vacuum vector, which we denote by 1, such that
Y (1, z) = IV (IV is the identity of End V ).
(A3) There is a special element ω ∈ V (called the Virasoro element),
whose vertex operator we write in the form
Y (ω, z) =
∑
n∈Z
ω(n)z−n−1 =
∑
n∈Z
Lnz
−n−2,
such that
L0 |Vn= nI |Vn ,
Y (L−1a, z) =
d
dz
Y (a, z) for every a ∈ V,(1.1)
[Lm, Ln] = (m− n)Lm+n + δm+n,0m
3 −m
12
c,(1.2)
where c is some constant in C, which is called the rank of V .
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(A4) The Jacobi identity holds, i.e.
Resz−w(Y (Y (a, z − w)b, w)ιw,z−w((z − w)mzn))
= Resz(Y (a, z)Y (b, w)ιz,w(z − w)mzn)
−(−1)a˜b˜Resz(Y (b, w)Y (a, z)ιw,z(z − w)mzn)
for any m,n ∈ Z.
An element a ∈ V is called homogeneous of degree n if a is in Vn.
In this case we write deg a = n.
Define a natural Z2-gradation of V by letting
V0¯ =
⊕
n∈Z+
Vn, V1¯ =
⊕
n∈ 1
2
+Z+
Vn.
V = V0¯ + V1¯. V0¯ (resp. V1¯) is called the even (resp. odd) part of V .
Elements in V0¯ (resp. V1¯) are called even (resp. odd).
We now introduce the notion of an N = 1 SVOA.
Definition 1.2 V is called an N = 1 (NS-type) SVOA if axiom
(A3) is replaced by the following stronger axiom:
(A3
′
) There is a special element τ ∈ V (called the Neveu-Schwarz
element), whose corresponding vertex operator we write in the
form
Y (τ, z) =
∑
n∈Z
τ(n)z−n−1 =
∑
n∈Z
Gn+ 1
2
z−n−2,
such that the element ω := 1
2
G− 1
2
τ satisfies (A3), and the com-
mutation relations
[Gm+ 1
2
, Ln] = (m+
1
2
− n
2
)Gm+n+ 1
2
,
[Gm+ 1
2
, Gn− 1
2
]+ = 2Lm+n +
1
3
m(m+ 1)δm+n,0c, m, n ∈ Z
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also hold.
We list some properties of SV OAs which are anologous to those
in the VOA case. For more detail see [FLM].
[a(n), Y (b, z)]∓ =
∑
i≥0
(
n
i
)
zn−iY (a(i)b, z),(1.3)
[L0, Y (a, z)] = (z
d
dz
+ deg a)Y (a, z),
[L−1, Y (a, z)] =
d
dz
Y (a, z),(1.4)
a(n)Vm ⊂ Vm+deg a−n−1,(1.5)
Y (a, z)1 = ezL−1a,
Y (a, z)b = (−1)a˜b˜ezL−1Y (b,−z)a,
a(n)1 = 0, for n ≥ 0,
a(−n− 1)1 = 1
n!
Ln−1a for n ≥ 0.
Moreover, N = 1 SVOAs have the extra property that:
[G
−
1
2
, Y (a, z)]∓ = Y (G
−
1
2
a, z).
Definition 1.3 Given an SV OA V , a representation of V (or V-
module) is a 1
2
Z+-graded vector space M =
⊕
n∈ 1
2
Z+
Mn and a linear
map
V −→ (End M)[[z, z−1]],
a 7−→ YM(a, z) =
∑
n∈Z
a(n)z−n−1,
satisfying
(R1) a(n)Mm ⊂Mm+deg a−n−1 for every homogeneous element a.
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(R2) YM(1, z) = IM , and setting YM(ω, z) =
∑
n∈Z Lnz
−n−2, we have
[Lm, Ln] = (m− n)Lm+n + δm+n,0m3−m12 c,
YM(L−1a, z) =
d
dz
YM(a, z) for every a ∈ V.
(R3) The Jacobi identity holds, i.e.
Resz−w(YM(Y (a, z − w)b, w)ιw,z−w((z − w)mzn))
= Resz(YM(a, z)YM(b, w)ιz,w(z − w)mzn)
−(−1)a˜b˜Resz(YM(b, w)YM(a, z)ιw,z(z − w)mzn)
for any m,n ∈ Z.
Definition 1.4 Given an N = 1 SV OA V , M is called a repre-
sentation of V if axiom (R2) is replaced by the following stronger
axiom:
(R2′) Set YM(τ, z) =
∑
n∈Z Gn+ 1
2
z−n−2 and ω := 1
2
G− 1
2
τ . Then ω
satisfies (R2), and the commutation relations
[Gm+ 1
2
, Ln] = (m+
1
2
− n
2
)Gm+n+ 1
2
,
[Gm+ 1
2
, Gn− 1
2
]+ = 2Lm+n +
1
3
m(m+ 1)δm+n,0c, m, n ∈ Z
also hold.
The notions of submodules, quotient modules, submodules gen-
erated by a subset, direct sums, irreducible modules, completely re-
ducible modules, etc., can be introduced in the usual way. As a
module over itself, V is called the adjoint module. A submodule of
the adjoint module is called an ideal of V . Given an ideal I in V
such that 1 6∈ I, ω 6∈ I, the quotient V/I admits a natural SVOA
structure.
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Definition 1.5 A SV OA is called rational if it has finitely many
irreducible modules and every module is a direct sum of irreducibles.
We will now extend the definition of intertwining operators and fu-
sion rules of representations of VOAs ( [FHL] ) to SVOAs.
For simplicity, we will only define an intertwining operator for
V -modules M i = ⊕
n∈
1
2
Z+
M i(n), (i = 1, 2, 3), satisfying L0 |M i(n)=
(hi + n)I |M i(n), for some complex numbers h1, h2, h3. We define a
Z2-gradation of M
i by letting v˜ = 0 if v ∈ M i(n), n ∈ Z; v˜ = 1 if
v ∈M i(n), n ∈ 1
2
+ Z.
Definition 1.6 Under the above assumptions, an intertwining op-
erator of type
(
M3
M1 M2
)
is a linear map
I(·, z) : v 7→∑
k∈I
v(n)z−n−1+(h3−h1−h2), v ∈M1, v(n) ∈ HomC (M2,M3)
satisfying
(I1) For homogeneous v ∈M1,
I(L−1v, z) =
d
dz
I(v, z) for every v ∈M1,
(I2) For any a ∈ V, v ∈M1, and m,n ∈ Z,
Resz−w(I(Y (a, z − w)v, w)ιw,z−w((z − w)mzn))
= Resz(Y (a, z)I(v, w)ιz,w(z − w)mzn)
−(−1)a˜v˜Resz(I(v, w)Y (a, z)ιw,z(z − w)mzn).
We denote by I
(
M3
M1 M2
)
the vector space of intertwining opera-
tors of type
(
M3
M1 M2
)
.
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An immediate consequence of this definition is that for homoge-
neous v ∈M1,
v(n)M2m ⊂M3m+deg v−n−1,
where deg v = k means that v ∈ M1k .
We now assume that V is a rational SVOA and {M i, i ∈ J} is
the complete set of the irreducible modules of V . Denote by N ijk the
dimension of the vector space I
(
Mk
M i Mj
)
. We define the fusion rules
as the formal product rules
M i ×M j =∑
k∈J
N ijkM
k.
1.2 The associative algebra A(V) and related theorems
Definition 1.7 We define bilinear maps ∗ : V × V → V , ◦ : V ×
V → V as follows. For homogeneous a, b, let
a ∗ b =


Resz
(
Y (a, z) (z+1)
deg a
z
b
)
, if a, b ∈ V0¯,
0, if a or b ∈ V1¯.
a ◦ b =


Resz
(
Y (a, z) (z+1)
deg a
z2
b
)
, for a ∈ V0¯
Resz

Y (a, z) (z+1)deg a−
1
2
z
b

 , for a ∈ V1¯.
Extend to V ×V by linearity, denote by O(V ) ⊂ V the linear span of
elements of the form a ◦ b, and by A(V ) the quotient space V/O(V ).
Remark 1.1 1) O(V ) is a Z2-graded subspace of V .
2) If a ∈ V1¯, then
a ◦ 1 = Resz

Y (a, z)(z + 1)deg a−
1
2
z
1

 = a.
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Hence O(V ) = O0¯(V ) + V1¯, where O0¯(V ) = O(V ) ∩ V0¯. Thus
A(V ) = V0¯/O0¯(V ). Denote by Oe(V ) (resp. Od(V )) the linear
span of the elements a ◦ b for a, b ∈ V0¯ (resp. V1¯). The inter-
section Oe(V ) ∩Od(V ) need not be empty.
It is convenient to introduce an equivalence relation ∼ as follows.
For a, b ∈ V, a ∼ b means a−b ≡ 0modO(V ). For f, g ∈ End V, f ∼
g means f · c ∼ g · c for any c ∈ V . Let [a] to denote the image of a
in V under the projection of V onto A(V ).
Lemma 1.1 1) L−1a+ L0a ∼ 0 if a ∈ V0¯.
2) For every homogeneous element a ∈ V , and m ≥ n ≥ 0, one
has
Resz
(
(Y (a, z)
(z + 1)deg a+n
z2+m
)
∼ 0, if a ∈ V0¯.
Resz

(Y (a, z)(z + 1)deg a+n−
1
2
z1+m

 ∼ 0, if a ∈ V1¯.
3) For any homogeneous element a, b ∈ V0¯, one has
a ∗ b ∼ Resz
(
Y (b, z)
(z + 1)deg b−1
z
a
)
.
Proof. Noting that V0¯ is a vertex operator algebra, we see that
1), the first part of 2) and 3) are the same as Lemma 2.1.1, 2.1.2 and
2.1.3 in [Z]. The proof of the second part of 2) is similar to that of
the first part. ✷
The following theorem is an analog of Theorem 2.1.1 in [Z].
Theorem 1.1 1) O(V ) is a two-sided ideal of V under the mul-
tiplication ∗. Moreover, the quotient algebra (A(V ), ∗) is asso-
ciative.
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2) [1] is the unit element of the algebra A(V ).
3) [ω] is in the center of A(V ).
4) A(V ) has a filtration A0(V ) ⊂ A1(V ) ⊂ · · ·, where An(V ) is
the image of ⊕
i∈
1
2
Z+,i≤n
Vi.
Sketch of a proof. To prove 1), it is enough to prove the following
relations:
O0¯(V ) ∗ V ⊂ O(V ),
V0¯ ∗O0¯(V ) ⊂ O(V ),
(a ∗ b) ∗ c− a ∗ (b ∗ c) ∈ O(V ).
By the definition of the operation ∗ and Remark 1.1, it suffices to
prove that for homogeneous a, b, c one has
(a ◦ b) ∗ c ⊂ O(V ) for a, b, c ∈ V0¯,(1.6)
a ∗ (b ◦ c) ⊂ O(V ) for a, b, c ∈ V0¯,(1.7)
(a ◦ b) ∗ c ⊂ O(V ) fora, b ∈ V1¯,(1.8)
a ∗ (b ◦ c) ⊂ O(V ) for a ∈ V0¯, b, c ∈ V1¯,(1.9)
(a ∗ b) ∗ c− a ∗ (b ∗ c) ∈ O(V ) for a, b, c ∈ V0¯.(1.10)
The proofs of (1.6), (1.7) and (1.10) are the same as in the VOA
cases (see the proof of Theorem 2.1.1 in [Z]).
To prove (1.8), for a, b ∈ V1¯, c ∈ V homogeneous, we have
(a ◦ b) ∗ c
= Resz(Y (a, z)
(z+1)
deg a−
1
2
z
b) ∗ c
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=
deg a−
1
2∑
i=0
(
deg a−
1
2
i
)
(a(i− 1)b) ∗ c
=
deg a−
1
2∑
i=0
(
deg a−
1
2
i
)
Resw
(
Y (a(i− 1)b, w)(w + 1)
deg a+deg b−i
w
c
)
=
deg a−
1
2∑
i=0
(
deg a−
1
2
i
)
×
×ReswResz−w
(
Y (Y (a, z − w)b, w)(z − w)i−1 (w + 1)
deg a+deg b−i
w
c
)
= ReswResz−w

Y (Y (a, z − w)b, w)(z + 1)deg a−
1
2 (w + 1)deg b+
1
2
w(z − w) c


= ReszResw

Y (a, z)Y (b, w)(z + 1)deg a−
1
2 (w + 1)deg b+
1
2
w(z − w) c


+ReswResz

Y (b, w)Y (a, z)(z + 1)deg a−
1
2 (w + 1)deg b+
1
2
w(z − w) c


=
∑
i∈Z+
ReszResw

Y (a, z)Y (b, w)z−1−iwi (z + 1)deg a−
1
2 (w + 1)deg b+
1
2
w
c


− ∑
i∈Z+
ReswResz

Y (b, w)Y (a, z)w−1−izi (z + 1)deg a−
1
2 (w + 1)deg b+
1
2
w
c

 .
By Lemma 1.1 the right hand side of the last identity is in O(V ).
To prove (1.9), for a ∈ V0¯, b, c ∈ V1¯ homogeneous, we have
a ∗ (b ◦ c)− b ◦ (a ∗ c)
= Resz
(
Y (a, z)
(z + 1)deg a
z
)
Resw

Y (b, w)(w + 1)deg b−
1
2
w
c


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−Resw

Y (b, w)(w + 1)deg b−
1
2
w

Resz
(
Y (a, z)
(z + 1)deg a
z
c
)
= ReswResz−w

Y (Y (a, z − w)b, w)(z + 1)deg a
z
(w + 1)deg b−
1
2
w
c


=
deg a∑
i=0
∑
j∈Z+
(
deg a
i
)
Resw

Y (a(i+ j)b, w)(−1)j (w + 1)deg a+deg b−i−
1
2
wj+2
c

 .
Since deg(a(i+ j)b) = deg a+deg b− i−j−1, and a(i+ j)b ∈ V1¯,
by Lemma 1.1, the right-hand side of the last identity is in O(V ).
The second term of the left-hand side is also in O(V ) by definition.
Then so is the first term.
The proof of statements 2), 3) and 4) is the same as in the VOA
case. (For details see the proof of Theorem 2.1.1 in [Z]). ✷
The following proposition follows from the definition of A(V ).
Proposition 1.1 Let I be an ideal of V with the Z2-gradation I0¯⊕I1¯
consistent with that of V . Assume 1 6∈ I, ω 6∈ I. Then the associative
algebra A(V/I) is isomorphic to A(V )/[I], where [I] is the image of
I in A(V ).
For any homogeneous a ∈ V0¯ we define o(a) = a(deg a − 1) and
extend this map linearly to V0¯. It follows from (1.5) that o(a)Mn ⊂
Mn. In particular, o(a) maps M0 into itself. We may assume that
M0 6= 0 without loss of generality.
Theorem 1.2 Let M =
⊕
n∈ 1
2
Z+
Mn be a V-module. Then M0 is an
A(V )-module defined as follows: for [a] ∈ A(V ), let a ∈ V0¯ be a
preimage of [a]. Then [a] acts on M0 as o(a).
Proof. An equivalent way to state this theorem is that for a, b ∈
V0¯, o(a)o(b) |M0= o(a ∗ b) |M0, and for c ∈ O(V ) = Od(V ) + Oe(V ),
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o(c) |M0= 0. We only need to prove that o(c) |M0= 0 for c ∈ Od(V )
since V0¯ is a vertex operator algebra and so the rest of the statements
above holds (For details see Theorem 2.1.2 and its proof in [Z]).
Given a, b ∈ V1¯ homogeneous, we have
o(a ◦ b)
= o(Resz(Y (a, z)
(z+1)
deg a−
1
2
z
b))
=
deg a−
1
2∑
i=0
(
deg a−
1
2
i
)
o (a(i− 1)b)
=
deg a−
1
2∑
i=0
(
deg a−
1
2
i
)
(a(i− 1)b) (deg a+ deg b− i− 1)
= ReswResz−w
deg a−
1
2∑
i=0
(
deg a−
1
2
i
)
×
×
(
Y ((a, z − w)b, w)(z − w)i−1wdeg a+deg b−i−1
)
= ReswResz−w

Y ((a, z − w)b, w)zdeg a−
1
2wdeg b−
1
2
z − w


= ReszResw

Y (a, z)Y (b, w)zdeg a−
1
2wdeg b−
1
2
z − w


+ReswResz

Y (b, w)Y (a, z)zdeg a−
1
2wdeg b−
1
2
z − w


=
∑
i∈Z+
ReszResw
(
Y (a, z)Y (b, w)zdeg a−i−
3
2wdeg b−
1
2
+i
)
− ∑
i∈Z+
ReswResz
(
Y (b, w)Y (a, z)zdeg a+i−
1
2wdeg b−i−
3
2
)
=
∑
i∈Z+
a(deg a− i− 3
2
)b(deg b+ i− 1
2
)
− ∑
i∈Z+
b(deg b− i− 3
2
)a(deg a + i− 1
2
).
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The right-hand side of the above identities acting onM0 is 0 since
a(deg a + i− 1
2
) |M0= b(deg b+ i− 12) |M0= 0. ✷
Theorem 1.3 Given an A(V )-module (W,pi), there exists a V-module
M =
⊕
n∈ 1
2
Z+
Mn such that the A(V )-modulesM0 andW are isomor-
phic. Moreover, this gives a bijective correspondence between the set
of irreducible A(V )-modules and the set of irreducible V-modules.
Sketch of a proof. First we have the following recurrent for-
mula for n-correlation functions on 〈M0, (M0)∗〉 for a given V -module
M = ⊕
i∈
1
2
Z+
Mi, where M
∗
0 is the dual space of M0. (The proof is
similar to that of Lemma 2.2.1 in [Z].) Given v ∈M0, v′ ∈M∗0 , and
homogeneous a1 ∈ V , we have
〈v′, Y (a1, z1)Y (a2, z2) · · ·Y (am, zm)v〉
=


∑m
k=2
∑
i∈Z+(−1)(a˜2+···+a˜k−1)Fdeg a1−12 ,i(z1, zk)×
×〈v′, Y (a2, z2) · · ·Y (a1(i)ak, zk) · · ·Y (am, zm)v〉 if a1 ∈ V1¯,∑m
k=2
∑
i∈Z+ Fdeg a1,i(z1, zk)×
×〈v′, Y (a2, z2) · · ·Y (a1(i)ak, zk) · · ·Y (am, zm)v〉
+z− deg a11 〈a1(deg a1 − 1)∗v′, Y (a2, z2) · · ·Y (am, zm)v〉 if a1 ∈ V0¯,
where Fdeg a,i is defined by
Fn,i(z, w) =
∑
j∈Z+
(
n + j
i
)
z−n−jwn+j−i
= ιz,w
(
z−n
1
i!
(
di
dwi
)
wn
z − w
)
.
This recurrent formula means that the n-correlation functions on
〈M0, (M0)∗〉 are determined by the A(V )-module structure on M0.
The completion of the proof of this theorem is similar to that in
Theorem 2.2.1 in [Z]. ✷
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Remark 1.2 Thus we have a functor from the category of V -modules
to the category of A(V )-modules which is bijective on the sets of ir-
reducibles.
1.3 Fusion rules
In this subsection, to generalize the construction of [FZ], we define
a bimodule A(M) of A(V ) for every V -module M . We then give a
description of the fusion rules in terms of A(M). The proofs are only
sketched.
Definition 1.8 For a V -module M , we define bilinear operations
a ∗ v and v ∗ a, for a ∈ V homogeneous and v ∈ M , as follows
a ∗ v = Resz
(
Y (a, z)
(z + 1)deg a
z
v
)
, for a ∈ V0¯,(1.11)
v ∗ a = Resz
(
Y (a, z)
(z + 1)deg a−1
z
v
)
, for a ∈ V0¯,(1.12)
a ∗ v = 0, v ∗ a = 0, for a ∈ V1¯,
and extend linearly to V . We also define O(M) ⊂M to be the linear
span of elements of the forms
Resz
(
Y (a, z)
(z + 1)deg a
z2
v
)
, for a ∈ V0¯ and
Resz

Y (a, z)(z + 1)deg a−
1
2
z
v

 , for a ∈ V1¯.
Let A(M) be the quotient space M/O(M).
We have the following theorem which is an analogue of Theorem
1.5.1 in [Z].
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Theorem 1.4 A(M) is an A(V )-bimodule with the left action of
A(V ) defined by (1.11) and the right action by (1.12). Moreover the
left and right action of A(V ) commute with each other.
Sketch of a proof. By a similar argument to Lemma 1.1, we see
that
Resz(Y (a, z)
(z + 1)deg a+n
z2+m
v) ∈ O(M), for a ∈ V0¯,
Resz(Y (a, z)
(z + 1)deg a+n−
1
2
z1+m
v) ∈ O(M), for a ∈ V1¯,
for m ≥ n ≥ 0, v ∈ M .
Recall that O(V ) = Od(V ) + Oe(V ). To prove the theorem, we
need to check that
Od(V ) ∗ v ⊂ O(M), v ∗Od(V ) ⊂ O(M),(1.13)
Oe(V ) ∗ v ⊂ O(M), v ∗Oe(V ) ⊂ O(M),(1.14)
a ∗O(M) ⊂ O(M), O(M) ∗ a ⊂ O(M),(1.15)
(a ∗ b) ∗ v − a ∗ (b ∗ v) ∈ O(M),(1.16)
(v ∗ a) ∗ b− v ∗ (a ∗ b) ∈ O(M),(1.17)
(a ∗ v) ∗ b− a ∗ (v ∗ b) ∈ O(M).(1.18)
The proof of (1.13) is similar to that of Theorem 1.1. The proofs
of (1.14), (1.15), (1.16), (1.17) and (1.18) are similar to those in [Z].
✷
Consider left V -modules M i = ⊕
n∈
1
2
Z+
M i(n), i = 1, 2, 3. Note
that M2(0) is a left module over A(V ), (M3(0))
∗
is a right module
over A(V ), and A(M1) is a bimodule over A(V ). Hence we can
consider the tensor product M3(0)∗ ⊗A(V ) A(M1) ⊗A(V ) M2(0) of
A(V )-modules.
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The following theorem is an analogue of Theorems 1.5.2 and 1.5.3
in [FZ].
Theorem 1.5 Let M i =
∑
n∈
1
2
Z+
M i(n)(i = 1, 2, 3) be V -modules,
satisfying L0 |M i(n)= (hi + n)I |M i(n), for some complex numbers
h1, h2, h3.
1) Let I(·, z) be an intertwining operator of type
(
M3
M1 M2
)
. Then
〈v′3, o(v1)v2〉 defines a linear functional fI on M3(0)∗ ⊗A(V )
A(M1)⊗A(V ) M2(0), where v′3 ∈M3(0)∗, v1 ∈M1, v2 ∈M2,
2) The map I 7→ fI given in 1) defines an isomorphism of vector
spaces I
(
M3
M1 M2
)
and (M3(0)∗ ⊗A(V ) A(M1)⊗A(V ) M2(0))∗ if
M i (i = 1, 2, 3) are irreducible.
Proof. The argument is similar to that in Theorem 1.3. ✷
As a consequence, we obtain the following proposition, which is
an anologue of Proposition 1.5.4 in [FZ].
Proposition 1.2 1) Given a V -module M and a submodule M1
of M , then the image A(M1) of M1 in A(M), is a submod-
ule of A(V )-bimodule A(M), and the quotient A(M)/A(M1)
is isomorphic to the bimodule A(M/M1) corresponding to the
quotient V -module M/M1.
2) If I is an ideal of V , 1 6∈ I, ω 6∈ I, and I · M ⊂ M1, then
A(V/I)-bimodule A(M)/A(M1) is isomorophic to the A(M/M1).
Remark 1.3 One can also consider the pre-SVOA (i.e. the SVOA
which may not admit a Virasoro element). Similarly to the VOA
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case , one can still define the associative algebra A(V ) and the A(V )-
module A(M) for any V -module M [L]. Theorems 1.3 and 1.5 are
valid for the pre-SVOAs.
2 SVOA associated to representations of
affine Kac-Moody superalgebras
2.1 SV OA structures on Mk,0 and Lk,0
In this subsection, we construct the SVOAs associated to representa-
tions of affine Kac-Moody superalgebras which are analogous to the
construction of VOAs associated to representations of affine algebras
[FZ]. First let us recall some basic notions of affine Kac-Moody (su-
per)algebras. Given a simple finite-dimensional Lie algebra g of rank
l over C, we fix a Cartan subalgebra h, a root system ∆ ⊂ h∗ and a set
of positive roots ∆+ ⊂ ∆. Let g = h ⊕ (⊕α∈∆ gα) be the root space
decomposition of g. Let ei, fi, hi (i = 1, · · · , l) be the corresponding
Chevalley generators. Denote by θ the highest root and normalize
the Killing form
( , ) : g× g → C
by the condition (θ, θ) = 2. Let σ be the antilinear anti-involution
of g. We choose fθ ∈ g−θ so that (fθ, σ(fθ)) = 1, and set eθ = σ(fθ).
We denote by rα the reflection with respect to α ∈ ∆ in the Weyl
group W ∈ GL(h) of g..
The affine Kac-Moody superalgebra (of NS type) is then defined
by
ˆˆg = g
⊗
C[t, t−1, ξ]
⊕
Ck
⊕
Cd
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with the following commutation relations
[a(m), b(n)] = [a, b](m+ n) +mδm+n,0(a, b)k,(2.1)
[a¯(m), b¯(n)]+ = δm+n+1,0(a, b)k,(2.2)
[a(m), b¯(n)] = [a, b](m+ n),(2.3)
[k, a(m)] = 0,(2.4)
[d, a(m)] = ma(m),(2.5)
[d, a¯(m)] = (m+ 1
2
)a¯(m),(2.6)
where a, b ∈ g, m, n ∈ Z, a(m) := a⊗ tm, a¯(m) := a⊗ ξtm.
Let
g¯ = g
⊗
ξ
ˆˆg+ = g
⊗
tC[t]
⊕
g¯
⊗
C[t]
ˆˆg− = g
⊗
t−1C[t−1]
⊕
g¯
⊗
t−1C[t−1].
Then ˆˆg+ and ˆˆg− are subalgebras of ˆˆg and
ˆˆg = ˆˆg+
⊕
ˆˆg−
⊕
g
⊕
Ck
⊕
Cd.
Here we identify g⊗ 1 with g. We let
hˆ = h
⊕
Ck
⊕
Cd,
and extend the Killing form on h to hˆ by letting (k, d) = 1, (k,k) =
0, (d, d) = 0, (Ck+Cd, h) = 0.We identify hˆ∗ with hˆ using this bilinear
form on hˆ.
Given a g-module V and a complex number k, we can define the
induced module V˜k over ˆˆg as follows: V can be viewed as a module
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over ˆˆg++g+Ck+Cd by letting (ˆˆg+
⊕
Cd)V = 0 and k = (k+h∨) I |V .
Then we let
V˜k = U(ˆˆg)
⊗
U(ˆˆg++g+Ck+Cd)
V.
Here and further U(A) denotes the universal enveloping algebra of a
Lie (super)algebra A. In particular for any λ ∈ h∗, we let L(λ) be
the irreducible highest weight g-module with highest weight λ, and
denote the ˆˆg-module L˜(λ)k by Mk,λ. Let Jk,λ be the maximal proper
submodule of the ˆˆg-module Mk,λ. Denote Mk,λ/Jk,λ by Lk,λ. Note
that if λ = 0, L(0) is the trivial g-module C and Mk,0 ∼= U(ˆˆg−) as
ˆˆg−-modules.
Define a 1
2
Z-gradation of ˆˆg by the eigenvalues of −d:
deg k = 0, deg a(n) = −n, deg a¯(n) = −n− 1
2
, a ∈ g.
This induces 1
2
Z-gradations of U(ˆˆg), U(ˆˆg−) and
1
2
Z+-gradations ofMk,λ
if we let the degree of the highest weight of L(λ) to be zero. We
denote the gradation decompositions by
U(ˆˆg) =
⊕
n∈
1
2
Z
U(ˆˆg)(n), U(ˆˆg−) =
⊕
n∈
1
2
Z
U(ˆˆg−)(n),
Mk,λ =
⊕
n∈
1
2
Z+
Mk,λ(n),
where Mk,λ(n) = U(ˆˆg−)(n)L(λ).
Define a topological completion Uˆ(ˆˆg) of U(ˆˆg) as follows. Let
U(ˆˆg)mn =
∑
i≤m,i∈
1
2
Z
U(ˆˆg)n−iU(ˆˆg)i, form ∈ 12Z.
It is easy to see that
U(ˆˆg)
m+
1
2
n ⊂ U(ˆˆg)mn ,
⋂
m∈
1
2
Z
U(ˆˆg)mn = 0,
⋃
m∈
1
2
Z
U(ˆˆg)mn = U(
ˆˆg)n.
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We take {U(ˆˆg)mn , m ∈ 12Z} for a fundamental neighborhood system of
U(ˆˆg)n, and denote the corresponding completion by U˜(ˆˆg)n. We let
U˜(ˆˆg) =
⊕
n∈
1
2
Z
U˜(ˆˆg)n.
Let 〈k − (k + h∨)〉 be the two-sided ideal of the associative su-
peralgebra U˜(ˆˆg) generated by the element k − (k + h∨). Denote
U˜(ˆˆg)/〈k− (k + h∨)〉 by U˜(ˆˆg, k).
A ˆˆg-module M is called restricted if for any fixed v ∈M,x(n)v =
0 for n≫ 0. For example, Vˆk is a restricted module. The action of
ˆˆg on any restricted module can be extended to U˜(ˆˆg) naturally.
Let U˜(ˆˆg, k)[[z, z−1]] be the space of power series of z, z−1 with coef-
ficients in U˜(ˆˆg, k). An element b(z) =
∑
n∈Z b(n)z
−n−1 in U˜(ˆˆg, k)[[z, z−1]]
is called regular if every b(n) is homogeneous in U˜(ˆˆg, k) and deg(b(n)) =
−n+Nb, where Nb ∈ 12Z is a constant independent of n. We say that
the regular element is odd if Nb ∈ 12 + Z, even if Nb ∈ Z. We define b˜
to be 1, if b(z) is odd and 0 if b(z) even. We denote by U˜(ˆˆg, k)〈z〉 the
subspace linearly spanned by the regular elements in U˜(ˆˆg, k)[[z, z−1]].
Recall the 1
2
Z+-gradationMk,0 = ⊕n∈1
2
Z+
Mk,0(n). Let 1 ∈Mk,0(0)
be the vacuum element of Mk,0. Define Y (1, z) = I |Mk,0 . We have
Mk,0(0) = C · 1, Mk,0(12) = g¯(−1) · 1 ∼= g¯, Mk,0(1) = g(−1) · 1 ∼= g.
For a ∈ g ⊂Mk,0, a¯ ∈ g¯ ⊂Mk,0, we define
a(z) =
∑
n∈Z
a(n)z−n−1, a¯(z) =
∑
n∈Z
a¯(n)z−n−1.
It is clear that a(z), a¯(z) ∈ U˜(ˆˆg, k)〈z〉. a(z) is even while a¯(z) is odd.
Definition 2.1 For b(z) =
∑
n∈Z b(n)z
−n−1, and a, a¯ ∈ Mk,0, we
define
a(n) • b(z) = Resw(a(w)b(z)ιw,z(w − z)n − b(z)a(w)ιz,w(w − z)n)
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a¯(n) • b(z) = Resw(a¯(w)b(z)ιw,z(w − z)n − (−1)b˜b(z)a¯(w)ιz,w(w − z)n)
By direct calculation, the following proposition which is an anologue
of Proposition 2.2.1 in [FZ] follows from Definition 2.1.
Proposition 2.1 The definition above gives U˜(ˆˆg, k)〈z〉 the structure
of a ˆˆg-module, where k ∈ ˆˆg acts as (k + h∨) I.
As a consequence of Definition 2.1, we have the following.
Corollary 2.1 For a ∈ g, a¯ ∈ g¯, we have
a(n) • 1 =


0, n ≥ 0
1
(−n−1)!
( d
dz
)−n−1a(z), n < 0,
a¯(n) • 1 =


0, n ≥ 0
1
(−n−1)!
( d
dz
)−n−1a¯(z), n < 0.
By Propositions 2.1 and Corollary 2.1, we have a well-defined
homomorphism of ˆˆg-modules from Mk,0 to U˜(ˆˆg, k)〈z〉:
Y ( , z) : a1(−i1) · · · an(−in)b¯1(−j1) · · · b¯m(−jm)1
7−→ a1(−i1) • · · · • an(−in) • b¯1(−j1) • · · · • b¯m(−jm) • 1.
Moreover, Y (a(−1)1, z) = a(z), Y (a¯(−1)1, z) = a¯(z) for a ∈ g, a¯ ∈ g¯.
Since Mk,0 is a U˜(ˆˆg, k)-module, we have a map from U˜(ˆˆg, k) to
End(Mk,0). Now we have a series of maps
Mk,0 −→ U˜(ˆˆg, k)〈z〉 ⊂ U˜(ˆˆg, k)[[z, z−1]] −→ End (Mk,0)[[z, z−1]].
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We still denote the composition of these maps by
Y ( , z) :Mk,0 → End (Mk,0)[[z, z−1]].
For b ∈Mk,0, we call Y (b, z) the vertex operator of b.
We use small letters a, b, c · · · to denote the index among 1, 2, · · · , dim g.
Choose a basis {ua} of g satisfying (ua, ub) = 12δab, [ua, ub] = ifabcuc,
where fabc is anti-symmetric in a, b, c and real valued (These nota-
tions agree with those in [KS]). Here and below we assume, as usual,
summation over repeated indices.
Theorem 2.1 (Mk,0, 1, ω, τ, Y ( , z)) is an N = 1 SV OA of rank ck
provided that k 6= −h∨, where
ck =
dim g
2
+
k dim g
k + h∨
,
τ =
2
k + h∨
ua(−1)u¯a(−1)1 + 4i
3(k + h∨)2
fabcu¯a(−1)u¯b(−1)u¯c(−1)1,
ω =
1
k + h∨
{ua(−1)ua(−1)1
+u¯a(−2)u¯a(−1)1}+ 2i
3(k + h∨)2
fabcu¯a(−1)u¯b(−1)uc(−1)1.
The fact that the components of the fields
Y (τ, z) =
∑
n∈Z
Gn+ 1
2
z−n−2, Y (ω, z) =
∑
n∈Z
Lnz
−n−2,
satisfy the commutation relations of the Neveu-Schwarz algebra with
the central charge ck is ensured by Theorem 4 in [KT]. The rest of
the proof of the above theorem is similar to Theorem 2.4.1 in [FZ].
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It follows from [KT] that [L0, a(m)] = −ma(m), [L0, a¯(m)] =
−(m+ 1
2
)a¯(m). Thus L0+d, which commutes with all a(m), a¯(m) ∈ ˆˆg.
We call the generalized Casimir operator the element Ω = 2(k +
h∨)(L0 + d). It follows from [KT] that
Ω(v) = (λ+ 2ρ, λ)v(2.7)
if v is a singular vector of weight λ.
Let Jk,0 be the maximal proper submodule of Mk,0. It is easy to
see that if k 6= −h∨ then 1 6∈ Jk,0, τ 6∈ Jk,0 and hence the quotient
Lk,0 = Mk,0/Jk,0 is also a SV OA. To understand what Jk,0 is, we
need to find the formulas for singular vectors of Mk,0. This is done
in the Appendix (Sec.5).
Remark 2.1 One may construct the N = 2 SVOA (i.e. the SVOA
which admits vertex operators whose Fourier components satisfy the
N = 2 superconformal algebra) from the (N = 1) affine Kac-Moody
superalgebra [KS].
2.2 Rationality and fusion rules of the SVOA Lk,0
Lemma 2.1 The associative algebra A(Mk,0) is canonically isomor-
phic to U(g).
Proof: By the definition of A(Mk,0) and Lemma 1.1 we have
[c] ∗ [a(−1)1] = [a(−1)c],
where a ∈ g, c ∈Mk,0. Hence
[am(−1)1] ∗ · · · ∗ [a1(−1)1] = [a1(−1) · · ·an(−1)1].
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Therefore we have a homomorphism of associative algebras
F : U(g) −→ A(Mk,0)(2.8)
given by
am · · · a1 7→ [a1(−1) · · ·an(−1)1].
It is clear that
(a(−n− 2) + a(−n− 1))c = Resz(Y (a(−1)1, z)z + 1
zn+2
c),
b¯(−n− 1))c = Resz(Y (b¯(−1)1, z) 1
zn+1
c).
By Lemma 1.1, we have
O′(Mk,0) ⊂ O(Mk,0),
where
O′(Mk,0) = {(a(−n− 2) + a(−n− 1))c, b¯(−n− 1))c for n ≥ 0}.
Then it follows that
[a1(−i1 − 1) · · ·am(−im − 1)] = (−1)i1+···+im [a1(−1) · · ·an(−1)1]
for i1, · · · im ≥ 0. So F is an epimorphism. To show that F is indeed
an isomorphism, we still need to show that
O′(Mk,0) = O(Mk,0).(2.9)
However this is standard (see the proof of a similar fact in Appendix
of [W]). ✷
Lemma 2.2 If k is a positive integer, then the map (2.8) induces
an isomorphism from U(g)/〈ek+1θ 〉 onto A(Lk,0), where 〈ek+1θ 〉 is the
two-sided ideal of U(g) generated by ek+1θ .
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Proof. It follows from Theorem 5.3 in the Appendix that the SVOA
Mk,0 is isomorphic to
M(Λ + h∨Λ0)/〈fi1, i = 1, · · · , l〉,
with Λ given by λi = Λ(hi) = 0, i = 1, · · · , l, λ0 = Λ(k) = k. Then
the SVOA Lk,0 is isomorphic to Mk,0/〈vk〉, where vk is defined by
Theorem 5.2. By Remark 5.3 and the identity (2.9), we see that
under the isomorphism (2.8), vλ0 corresponds to e
k+1
θ ∈ U(g). Hence
the lemma follows from Proposition 1.1. ✷
Lemma 2.3 If x ∈ g, and N ∈ N, then the algebra U(g)/〈xN〉 is
finite dimensional and semisimple.
Proof. Let G be the adjoint group of g. Since G is generated by
exp(ad y), y ∈ g, the ideal 〈xN〉 is G-invariant, hence it contains all
elements g(x)N , g ∈ G. Since g is simple, it coincides with the linear
span of the orbit G(x), hence uNi ∈ 〈xN〉 for some basis {ui} of g. It
follows that dim U(g)/〈xN〉 ≤ Ndim g.
Since any finite-dimensional representation of U(g) is semisimple,
it follows that any representation of U(g)/〈xN〉 is semisimple. Hence
the latter algebra is semisimple. ✷
Theorem 2.2 For any positive integral k, the SVOA Lk,0 is ratio-
nal. Moreover, Lk,λ, for λ ∈ h∗ dominant integrable with 〈λ, θ〉 ≤ k,
are precisely all the irreducible Lk,0-modules.
Proof. The second part of this theorem follows from Theorem 1.3 and
Lemma 2.2 because by Lemma 2.3, Lk,λ, for λ ∈ h∗ dominant inte-
grable with 〈λ, θ〉 ≤ k, are all the irreducible modules of U(g)/〈ek+1θ 〉.
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Any Lk,0-module M is a restricted module over ˆˆg. Hence any ˆˆg-
submodule of M is also an Lk,0-submodule of M . To prove the
complete reducibility of any Lk,0-module, we only need to prove the
following.
Lemma 2.4 Given λ, µ ∈ P+ such that 〈λ, θ〉 ≤ k, 〈µ, θ〉 ≤ k, any
short exact sequence of ˆˆg-modules
0 −→ Lk,λ ι−→M pi−→ Lk,µ −→ 0
splits.
Proof. Let Q+ = ΣiZ+αi. First let us define a partial order in P+
as follows: λ > µ iff λ − µ ∈ Q+ and λ 6= µ. Without loss of
generality, we may assume that λ 6> µ. Otherwise we can apply the
contragredient functor to the short exact sequence to reverse it. Let
vµ be the vacuum vector of Lk,µ. Pick a vector v
′
µ ∈ M of weight µ
such that pi(v′µ) = vµ. We claim that v
′
µ is a singular vector of M ,
i.e. eiv
′
µ = 0 for any i. Indeed, if eiv
′
µ 6= 0 for some i, then
pi(eiv
′
µ) = eipi(v
′
µ) = eivµ = 0.
So
eiv
′
µ = ι(u)(2.10)
for some nonzero u ∈ Lk,λ, since the short sequence is exact. Com-
paring the weights of both sides of equation (2.10), we have λ− β =
µ + αi for nonzero αi, β ∈ Q+. It follows that λ = µ + αi + β > µ,
which is a contradiction.
Denote by M ′ the submodule of M generated by the singular
vector v′µ. It suffices to show that the module M
′ is irreducible. But
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this follows in the same way as in Chapter 11 of [K] by making use
of formula (2.7). ✷
Of course the Lie subalgebra
gˆ = g
⊗
C[t, t−1]
⊕
Ck
⊕
Cd
of ˆˆg is the usual affine Kac-Moody algebra. As usual, we let
gˆ+ = g
⊗
tC[t],
gˆ− = g
⊗
t−1C[t−1],
nˆ± = gˆ±
⊕ ⊕
α∈∆+
g±α.
Given λ ∈ P+ and k ∈ Z+, consider the irreducible g-module L¯(λ)
as a module over gˆ+
⊕
g
⊕
Ck
⊕
Cd by letting (gˆ+
⊕
Cd)L¯(λ) = 0 and
k = kI |V . Let
M¯k,λ = U(gˆ)
⊗
U(gˆ+
⊕
g
⊕
Ck
⊕
Cd)
L¯(λ),
and L¯k,λ = M¯k,λ/J¯k,λ, where J¯k,λ is the unique maximal gˆ-submodule
of M¯k,λ.
The associative algebra of the VOA L¯k,0 was computed in [FZ].
Comparing with our results, we see that the associative algebras
A(Lk,0) and A(L¯k,0) are the same. And so the irreducible modules of
the SVOA Lk,0 are canonically in 1-1 correspondence with those of
the VOA L¯k,0. One can calculate the fusion rules using the A(Lk,0)-
modules similarly to Section 3.2 in [FZ] and find that the fusion rules
for the modules of the SVOA Lk,0 are canonically in 1-1 correspon-
dence with those for the VOA L¯k,0 (see the statements in Theorem
3.2.3 and Corollary 3.2.1 in [FZ]).
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3 Neveu-Schwarz SVOAs
3.1 SVOA structure on Mc,0 and Lc,0
Let us recall first that the Neveu-Schwarz algebra is the Lie super-
algebra
NS =
⊕
n∈Z
CLn
⊕ ⊕
m∈
1
2
+Z
CGm
⊕
CC
with commutation relations (m,n ∈ Z):
[Lm, Ln] = (m− n)Lm+n + δm+n,0m
3 −m
12
C,
[Gm+ 1
2
, Ln] = (m+
1
2
− n
2
)Gm+n+ 1
2
,
[Gm+ 1
2
, Gn− 1
2
]+ = 2Lm+n +
1
3
m(m+ 1)δm+n,0C,
[Lm, C] = 0, [Gm+ 1
2
, C] = 0.
The Z2-gradation is given by L˜n = C˜ = 0¯, G˜n = 1¯ (so that the even
part is the Virasoro algebra). Set
NS± =
⊕
n∈N
CL±n
⊕ ⊕
m∈
1
2
+Z+
CG±m.
Given complex numbers c and h, the Verma module Mc,h over NS is
the free U(NS−)-module generated by 1, such that NS+1 = 0, L01 =
h·1 and C ·1 = c·1. There exists a unique maximal proper submodule
Jc,h of Mc,h. Denote the quotient Mc,h / Jc,h by Lc,h. Recall that v ∈
Mc,h is called a singular vector if NS+1 = 0 and v is an eigenvector
of L0. For example, G
−
1
2
1 is a singular vector of Mc,0 for any c.
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DenoteMc,0 /〈G
−
1
2
1〉 byMc, where 〈G
−
1
2
1〉 is the submodule ofMc,0
generated by the singular vector G
−
1
2
1. For simplicity we denote Lc,0
by Vc.
It is well known that
L−i1L−i2 · · ·L−imG−j1G−j2 · · ·G−jn,
for i1 ≥ · · · ≥ im ≥ 1, j1 > · · · > jn ≥ 12 , i1 · · · im ∈ N, and j1 · · · jn ∈
1
2
+ Z+ is a basis of U(NS−). There is a natural gradation on Mc,0,
Mc and Vc given by the eigenspace decomposition of L0:
degL−i1L−i2 · · ·L−imG−j1G−j2 · · ·G−jn1 = i1+i2+· · ·+im+j1+· · ·+jn.
We can define U˜(NS, c), the completion of U(NS), as in Section 2.
The action of NS on any restricted module of NS can be extended
to U˜(NS) naturally. In particular, U˜(NS, c) acts on Mc,h and Mc.
We can also define the notions of even and odd regular elements in
U˜(NS, c)[[z, z−1]]. Denote by U˜(NS, c)〈z〉 the linear span of regular
elements in U˜(NS, c)[[z, z−1]]. Set
L(z) =
∑
n∈Z
Lnz
−n−2,
G(z) =
∑
n∈Z
G
n+
1
2
z−n−2.
Clearly L(z) is even while G(z) is odd. For a regular element b(z) ∈
U˜(NS, c)[[z, z−1]] we define
Ln • b(z) = Resw(L(w)b(z)ιw,z(w − z)n+1(3.1)
−b(z)L(w)ιz,w(w − z)n+1),
G
n+
1
2
• b(z) = Resw(G(w)b(z)ιw,z(w − z)n+1(3.2)
−(−1)b˜b(z)G(w)ιz,w(w − z)n+1),
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where b˜ = 0 if b(z) is even and b˜ = 1 if b(z) odd.
Claim 6.1. (3.1) and (3.2) define a NS-module structure on
U˜(NS, c)〈z〉 with central charge c.
Claim 6.2.
Ln • 1 =


0, n ≥ −1
1
(−n−2)!
( d
dz
)−n−2L(z), n < −1,
G
n+
1
2
• 1 =


0, n ≥ −1
1
(−n−2)!
( d
dz
)−n−2G(z), n < −1,
From Claim 6.2 we have a well-defined homomorphism of NS-
modules
Y ( , z) :Mk,0 → U˜(NS, c)〈z〉(3.3)
L−i1L−i2 · · ·L−imG−j1G−j2 · · ·G−jn1
7→ L−i1 • L−i2 • · · · • L−im •G−j1 •G−j2 • · · · •G−jn • 1.
In particular, if we set τ = G−3/21, and ω = L−21, we have Y (τ, z) =
G(z), and Y (ω, z) = L(z).
Since U˜(NS, c) acts on Mc,h, we have a map from U˜(NS, c) to
End (Mk,0). Then (3.3) induces a linear map
Y ( , z) :Mk,0 −→ End (Mk,0)[[z, z−1]].
Thus we have
Theorem 3.1 (Mc, 1, τ, Y (·, z)) is an N = 1 SVOA.
3.2 Rationality and fusion rules of Vcp,q
Lemma 3.1 There exists an isomorphism of associative algebras,
F : A(Mc) ∼= C[x], given by [ω]n 7→ xn,where C[x] is the polynomial
algebra on one generator x.
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Proof. Set
Mc =M
0
c +M
1
c ,
where M0c (resp.M
1
c ) is the even (resp. odd) part of Mc. By Lemma
1.1 we have
((L−m−3 + 2L−m−2 + L−m−1)b)(3.4)
= Resz(Y (ω, z)
(z + 1)2
z2+n
b) ∈ O(Mc),
for every m ≥ 0, b ∈M0c .
((G−n−1 +G−n)b) = Resz(Y (τ, z)
(z + 1)
z1+n−
1
2
b) ∈ O(Mc),(3.5)
for every n ∈ 1
2
+ Z+, b ∈M1c . It follows by induction that
L−m ∼ (−1)m((m− 1)(L−2 + L−1) + L0),(3.6)
for every m ≥ 1.
G−n ∼ (−1)n−
1
2G
−
1
2
, for every n ∈ 1
2
+ Z+.(3.7)
By Lemma 1.1, we have
[b] ∗ [ω] = [(L−2 + L−1)b], b ∈M0c(3.8)
Using (3.4) and (3.5), it is easy to show by induction on m+ n that
[L−i1L−i2 · · ·L−imG−j1G−j2 · · ·G−j2n1] = P ([ω])
for some P (x) ∈ C[x]. Since the elements
L−i1L−i2 · · ·L−imG−j1G−j2 · · ·G−j2n1
for i1 ≥ · · · ≥ im ≥ 1, j1 > · · · > j2n ≥ 12 , i1 · · · im ∈ N, j1 · · · j2n ∈
1
2
+ Z+, span Mc, the homomorphism of associative algebras
F : C[x]→ A(Mc)
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given by xn 7→ [ω]n is surjective. (This homomorphism is well defined
since [ω] is in the center of A(Mc).)
To prove that F is also injective, it suffices to show that O(Mc)
is the linear span of the elements of the form (3.4) and (3.5) i.e.
O(Mc) = {(L−n−3+2L−n−2+L−n−1)b, (G−n−3/2+G−n−3/2)b n ≥ 0 b ∈Mc}.
This can be proved in a standard way (for a proof of a similar fact
see Appendix of [W]). ✷
Set
cp,q =
3
2
(1− 2(p− q)
2
pq
),
hr,sp,q =
(sp− rq)2 − (p− q)2
8pq
.
Whenever we mention cp,q again, we always assume that p , q ∈
{2, 3, 4, · · ·}, p−q ∈ 2Z, and that (p−q)/2 and q are relatively prime
to each other. The submodule structure of a Verma module over the
Neveu-Schwarz algebra [A] is very similar to that for the Virasoro
algebras [FF]. From the results of [A], we have the following lemma
which is an analogue of the results in [FF] (also see Lemma 4.2 of
[W]).
Lemma 3.2 1) Jc,0 is generated by the singular vector G
−
1
2
1 if
c 6= cp,q.
2) Jc,0 is generated by two singular vectors if c = cp,q. One of them
is G
−
1
2
1. The other, denoted by vp,q has degree
1
2
(p− 1)(q− 1).
From this lemma we immediately derive an analogue of Corollary
4.1 in [W].
Corollary 3.1 If c 6= cp,q, then Vc is not rational.
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Proof. See proof of Corollary 4.1 in [W]. ✷
From now on, we always assume that c = cp,q and that
hr,s = hr,sp,q. It follows from Lemma 3.2 that Vc = Mc/〈vp,q〉, where
〈vp,q〉 denotes the submodule of Mc generated by vp,q. Then we have
Proposition 3.1 One has:
A(Vc) ∼= C[x]/〈Fp,q(x)〉,
where deg Fp,q =
1
4
(p−1)(q−1) if p, q are odd; degF = 1
4
(p−1)(q−
1) + 1
4
if p, q are even.
Proof. If p, q are odd, vp,q is an even element of degree
1
2
(p−1)(q−
1) which corresponds to a polynomial Fp,q of degree
1
4
(p− 1)(q− 1);
if p, q are even, vp,q is an odd element of degree
1
2
(p−1)(q−1). From
the definition of the associative algebra A(Vc), it is G
−
1
2
vp,q which
corresponds to Fp,q of degree
1
4
(p− 1)(q − 1) + 1
4
. ✷
We expect the following conjecture, which is an analogue of The-
orem 4.2 in [W], to be true.
Conjecture 3.1 The vertex operator superalgebra Vcp,q is rational.
Moreover, the minimal series modules Lc,hr,s, 0 < r < p, 0 < s <
q, r − s ∈ 2Z are all the irreducible representations of Vc.
Remark 3.1 If p − q = 2, Vc,hr,s is unitary. In this case we can
prove Theorem 3.1 by using the well-known GKO construction [KW]
and Theorem 2.2 (see [DMZ] for a similar proof in the Virasoro
algebra case). It follows that Conjecture 3.1 holds at least in the
cases p− q = 2.
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From the argument of Lemma 3.1, we see that
A(Vc) = H0(S, Vc),
where S = {L−n−2+2L−n−1+L−n, G−n−1+G−n, n > 0} is a locally
nilpotent subalgebra of NS. This conjecture can probably be proved
as in [W], by calculating the coinvariants H0(S, Vc). It is easy to see
by Lemma 3.1 that
A(Lc,hr,s) = H0(S, Lc,hr,s).
Then by applying Theorem 1.5, and Proposition 1.2, we can ob-
tain the fusion rules for the Vcp,q-modules Lc,hr,s, 0 < r < p, 0 < s <
q, r − s ∈ 2Z if the coinvariants H0(S, Lc,hr,s) are calculated.
To support our conjecture, we present some examples.
Example 1. Consider the case (p, q) = (5, 3), c5,3 = 7/10, h
1,1 =
0, h2,2 = 1/10. It is easy to check that the singular vector v5,3 is given
by
v5,3 = 3L−41 + 10L
2
−21− 15G−5/2G−3/21.
Using (3.6), (3.7) and (3.8), we have
F5,3(x) = 10(x
2 − 1
10
x)
which gives the values of h1,1 and h2,2.
Example 2. Let (p, q) = (8, 2), c8,2 = −214 , h1,1 = 0, h3,1 = −14 .
This is a non-unitary case. The singular vector v8,2 is given by
v8,2 = 3G−7/21− 4L−2G−3/21.
Since v8,2 is an odd element, we consider G
−
1
2
v8,2 in order to get the
polynomial F8,2(x). Using (3.6), (3.7) and (3.8), we get
G
−
1
2
v8,2 ∼ −8x(x+ 1
4
)
which gives the values of h1,1 and h3,1.
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4 SVOAs generated by free fermionic fields
The free fermionic fields are
Φa(z) =
∑
i∈
1
2
+Z
φai z
−i−
1
2 , (neutral)
Ψa,±(z) =
∑
i∈
1
2
+Z
ψa,±i z
−i−
1
2 , (charged)
with the following nontrival commutation relations
[φai , φ
b
j]+ = δa,bδi,j
[ψa,+i , ψ
b,−
j ]+ = δa,bδi,j,
where a, b = 1, · · · , l.
It is easy to see that from a pair of charged free fermionic fields
Ψ±(z) one can construct two neutral free fermionic fields Φ(z) by
letting
Φ1(z) =
1√
2
(Ψ+(z) + Ψ−(z)),
Φ2(z) =
i√
2
(Ψ+(z)−Ψ−(z)),
and vise versa. Hence we only need to consider the SVOAs generated
by neutral free fermionic fields. Let F be the Fock space defined by
φai>0|0〉 = 0, a = 1, 2, · · · , l. F is a SVOA with the Virasoro element
ω = 1
2
∑l
a=1 φ
a
−3/2φ
a
−1/21, and central charge c =
l
2
. Denote by a
the Lie algebra linearly spanned by {φa
n+
1
2
, a = 1, · · · , l, n ∈ Z}. U(a)
admits a natural gradation by letting deg φa
n+
1
2
= −n − 1
2
. Then,
as in Subsec. 2.1, we can define the completion U˜(a) of U(a). Simi-
larly, we can define the notion of an (even or odd) regular vector in
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U˜(a)[[z, z−1]]. Let U˜(a)〈z〉 be the linear span of all regular vectors.
Define Y (φa−1/21, z) = Φ
a(z). For any regular element b(z) ∈ U˜(a)〈z〉
we define an action
φa
n+
1
2
•b(z) = Resw(Φa(w)b(z)ιw,z(w−z)n−(−1)b˜b(z)Φa(w)ιz,w(w−z)n).
It is easy to see that φa
n+
1
2
•b(z) is also a regular vector. Then we de-
fine the vertex operator associated to any v = φa1
n1+
1
2
· · ·φas
ns+
1
2
1 ∈ F
by
Y (v, z) = φa1
n1+
1
2
• · · ·φas
ns+
1
2
• 1.
This definition turns out to be the same as that defined by the normal
ordering product [T].
Theorem 4.1 F is a rational SVOA. Moreover, F has a unique
irreducible representation, namely F itself.
Proof. First we calculate the associative algebra A(F ). By Lemma
1.1, we have
φa
−
1
2
−n
v = Resz(Y (φ
a, z)
1
z1+n
) ∈ O(F ), n ≥ 0, v ∈ F.
Since
{φa
−
1
2
−n
v, 1 ≤ a ≤ l n ≥ 0, v ∈ F} = ⊕
n∈
1
2
N
Fn,
we have
⊕
n∈
1
2
N
Fn ⊂ O(F ).
On the other hand, it is easy to check by definition of O(F )
that O(F ) ⊂ ⊕
n∈
1
2
N
Fn. Thus O(F ) =
⊕
n∈
1
2
N
Fn, and so A(F ) =
F/O(F ) ∼= C. Hence there exists a unique representation of the asso-
ciative algebra A(F ) ∼= C, i.e C itself. By Theorem 1.3, there exists
a unique representation of F , i.e. F itself.
The complete reducibility of modules of F follows from a similar
argument to the proof of Lemma 2.4. So F is rational. ✷
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Remark 4.1 The above SVOA F is not an N = 1 SVOA. To con-
struct the N = 1 SVOAs one needs to add some bosonic fields. For
example, one can see that the Fock space of one free bosonic field and
one free neutral fermionic field is an N = 1 SVOA of rank 3
2
. This is
just the special case of the SVOA associated to the affine Kac-Moody
superalgebra corresponding to the 1-dimensional Lie algebra g.
5 Appendix: Singular vectors and defining re-
lations for the integrable representations of
affine Kac-Moody superalgebras
We continue using the notation on affine (super)algebras introduced
in Subsec.2.1.
Recall the triangular decomposition gˆ = nˆ+
⊕
hˆ
⊕
nˆ−, where
nˆ± = gˆ±
⊕
(
⊕
α∈∆+
g±α).
Recall that for Λ ∈ hˆ∗ we have the Verma module M¯(Λ) = U(gˆ)⊗U(hˆ+nˆ+) CΛ
over gˆ, where CΛ is the 1-dimensional U(hˆ + nˆ+)-module defined by
h 7−→ Λ(h), nˆ+ 7−→ 0. Note that M¯k,λ, where k = Λ(k) and λ = Λ |h,
is a quotient module of M¯(Λ) and that L¯(λ) is the quotient of M¯(Λ)
by the maximal submodule.
Similarly we have the triangular decomposition ˆˆg = ˆˆn−
⊕
h
⊕ ˆˆn+,
where ˆˆn± = ˆˆg±
⊕⊕
α∈∆+ g±α, and for a given Λ ∈ hˆ∗, we define the
Verma module M(Λ) over ˆˆg, so that Mk,λ is a quotient of M(Λ) and
L(Λ) is the irreducible quotient of M(Λ).
Set e0 = e−θ(1), f0 = eθ(−1), and h0 = α0 = k−θ. Given Λ ∈ hˆ∗,
let λi = Λ(hi). Let P+ = {Λ ∈ hˆ∗ | Λ(hi) ∈ Z+}.
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It is well known [K] that if Λ ∈ P+, then {fλi+1i 1, i = 0, 1, · · · , l}
are the singular vectors of M¯(Λ) which generate the maximal proper
submodule of M¯(Λ), denoted by 〈fλi+1i 1, i = 0, 1, · · · , l〉, i.e.
L¯(Λ) ∼= M¯(Λ)/〈fλi+1i 1, i = 0, 1, · · · , l〉
and that the gˆ-modules L¯(Λ), Λ ∈ P+, are all the unitary highest
weight modules. For ˆˆg the situation is similar. In more detail, there
exists a unique hermitian form H(·, ·) on the Verma module M(Λ)
satisfying
H(1, 1) = 1,
a(n)∗ = σ(a)(−n),(5.1)
a¯(n)∗ = σ(a)(−n− 1),(5.2)
where ∗ denotes the adjoint operator with respect to the hermitian
form H(·, ·). Then L(Λ) = M(Λ)/Ker H . The ˆˆg-module is called
unitary if the form H on L(Λ) is positive definite. It is known that
there exists a unique unitary highest weight ˆˆg-module of level h∨,
called the minimal representation F which is given by the Fock space
realization of the infinite dimensional Clifford algebra (2.2) and as
a gˆ-module is isomorphic to L(h∨d) [KT]. Furthermore [KT], any
unitary highest weight representation of ˆˆg is of the form L(Λ+h∨d),
where Λ ∈ P+, and that one has an isomorphism as gˆ-modules:
L(Λ + h∨d) ∼= F
⊗
L¯(Λ).
From the construction of the minimal representation, we also see
that as gˆ-modules
M(Λ + h∨d) ∼= F
⊗
M¯(Λ)(5.3)
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It is clear that {fλi+1i 1, i = 1, · · · , l} are the singular vectors ofM(Λ+
h∨d). By comparing the character formulas of both sides of (5.3),
we see that there also exists a unique singular vector of weight Λ +
h∨d− (λ0 + 1)α0 in M(Λ + h∨d). To get an explicit formula for this
singular vector, we need to introduce the following notion of special
roots.
Definition 5.1 A root α in ∆+ is called special if θ − α is also a
root.
Denote by S the set of all special roots. The following is an
equivalent way to define the set S:
Remark 5.1 The set S is also characterized by the property: rθ(α) =
α− θ, if α ∈ S; rθ(α) = α, if α ∈ ∆− (S ∪ {θ}). Also we have:
S ∪ {θ} = {α ∈ ∆+|rθ(α) ∈ −∆+}.(5.4)
Lemma 5.1 The number of special roots is 2(h∨ − 2).
Proof. Choose the shortest w ∈ W such that w(αi) = θ for some
simple root αi of g. It is not difficult to see that l(w) = h
∨− 2. Pick
a reduced expression w = ri1 · · · rih∨−2. We claim that the expression
rθ = ri1 · · · rih∨−2ririh∨−2 · · · ri1 ,(5.5)
is reduced, i.e. l(rθ) = 2h
∨ − 3. Indeed, first from the expression
(5.5) of rθ we see that l(rθ) ≤ 2h∨ − 3. Let
β1 = αi1, β2 = ri1(αi2), · · · , βh∨−2 = ri1 · · · rih∨−3(αih∨−2)
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and let
γs := θ − βs = wririh∨−2 · · · ris+1(αis).
It is easy to see (using Remark 5.1) that {β1, · · · , βh∨−2, γ1, · · ·γh∨−2} ⊂
S. Hence l(rθ) ≥ 2h∨−3. Then the lemma follows since l(w) = #{α ∈
∆+|w−1(α) ∈ −∆+} for any w ∈ W . ✷
Remark 5.2 It follows from the above proof that
S = {β1, · · · , βh∨−2, γ1, · · · γh∨−2}.(5.6)
The sum of two elements from S ∪ {θ} is a root if and only if one of
them is βi and the other is γi.
Lemma 5.2 Assume that δi ∈ ∆+ − {θ}, i = 1, 2, · · · , p satisfy
I∑
i=1
δi = pθ +
∑
k
ηk for some p ∈ N and ηk ∈ ∆+.(5.7)
Then I ≥ 2p, and at least 2p δ′is are contained in S.
Proof. Assume that there are q δ′is which are contained in S.
By applying rθ to both sides of the equation (5.7), it follows from
Remark 5.1 that
I∑
i=1
δi − qθ = −pθ +
∑
k
rθ(ηk).(5.8)
By subtracting (5.8) from (5.7), we have
(q − 2p)θ =∑
k
(ηk − rθ(ηk)).(5.9)
By Remark (5.1), ηk − rθ(ηk) is in Q+ = ∑α∈∆+ Z+α. It follows that
q ≥ 2p. ✷
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Theorem 5.1 The element vλ0 = e¯−θ(1)e¯−θΠα∈S e¯−α·eθ(−1)λ0+h∨+11
is a singular vector in M(Λ + h∨d) of weight Λ + h∨d− (λ0 + 1)α0.
(Here and further, e¯ stands for e¯(0), where e ∈ g.)
A different arrangement of order in Πα∈S e¯−α only makes a differ-
ence in the sign of vλ0 . In the following proof, for convenience we
use x(m+ 1
2
) to denote x¯(m) in ˆˆg, m ∈ Z.
Proof. It follows from Lemma 5.1 that the weight of vλ0 is µ =
Λ+h∨d−(λ0+1)α0. To prove that vλ0 is a singular vector, it suffices
to prove that for every homogeneous element w ∈Ms(Λ+h∨d)µ, we
have H(vλ0, w) = 0 and that vλ0 6= 0. The latter statement will follow
from another formula for vλ0 given by Theorem 5.2. Here we prove
the former one.
By (5.2), it is enough to show that
H(eθ(−1)λ0+h∨+11, w˜) = 0,(5.10)
where
w˜ = Πα∈Seα(−1
2
)eθ(−3
2
)eθ(−1
2
) · w.(5.11)
Any homogeneous element w in M(Λ + h∨d)µ is of the form
ΠIi=1eγi(−mi)ΠJj=1eθ(−nj)ΠKk=1e−ηk(−lk) · 1,
where ηk ∈ ∆+, γi ∈ ∆+−{θ}, K, I, J ∈ Z+, lk ∈ 12Z+, mi, nj ∈ 12N,
and
−∑
k
ηk +
∑
i
γi + Jθ = (λ0 + 1)θ,(5.12)
∑
k
lk +
∑
i
mi +
∑
j
nj = λ0 + 1.(5.13)
Case 1) nj =
1
2
for some j.
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Note that eθ(−12) commutes up to a sign with elements of the
form eθ(−nj) or eγi(−mi). Since e2θ(−12) = 0, we have w˜ = 0 by
(5.11). (5.10) is satisfied automatically.
Case 2) All nj ≥ 1.
On one hand, since all mi ≥ 12 , we have the inequality
I
2
≤ λ0 + 1− J(5.14)
since by (5.13) we have
I
2
=
∑
i
1
2
≤∑
i
mi = (λ0+1)−
∑
j
nj−
∑
k
lk ≤ d+1−
∑
j
1 = d+1−J.
And the equality in (5.14) holds iff
mi =
1
2
, nj = 1, lk = 0.(5.15)
for all i, j, k.
On the other hand, we rewrite (5.12) as
I∑
i=1
γi = (λ0 + 1− J)θ +
∑
k
ηk.
By Lemma 5.2,
I ≥ 2(λ0 + 1− J).(5.16)
Comparing (5.14) and (5.16), we obtain that I = 2(λ0 + 1 − J)
and then (5.15) holds. Furthermore at least 2(λ0+1− J) γi’s are in
S. Now we divide case 2) into two subcases:
Subcase 2.1) J < λ0 + 1.
Then at least one γi0 is in S, i.e. w can be expressed in the form
eγi0 (−12)w′. Then w˜ = 0 since e2γi0 (−
1
2
) = 0.
Subcase 2.2) J = λ0 + 1.
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Under this assumption we have I = K = 0. w = eθ(−1)λ0+11.
Then w′ can be expressed in the form eθ(−1)w′′ since eθ(−1) com-
mutes with Πα∈Seα(−12)eθ(−32)eθ(−12). By (5.2), we see that (5.10)
is equivalent to
H(e−θ(1)eθ(−1)λ0+h∨+11, w′′) = 0.
However it is well known that e−θ(1)eθ(−1)λ0+h∨+11 = 0. ✷
We can choose e±α ∈ g±α, α ∈ S ∪ {θ}, in such a way that
[eα, e−α] = −α(5.17)
[e−γi , eθ] = eβi(5.18)
[e−βi , eθ] = −eγi(5.19)
Indeed, we pick e−γi and eθ arbitrarily, and define eβi by the formula
(5.18). Then (5.17) fixes eγi and e−βi. The formula (5.19) holds
automatically since
([e−βi, eθ], e−γi) = (eθ, [e−γi , e−βi]) = −(eβi , e−βi) = 1.
In the above notations, the singular vector vλ0 can be written as
(cf. (5.6))
vλ0 = e¯−θ(1)e¯−θ
h∨−2∏
i=1
(e¯−βi e¯−γi) · eθ(−1)λ0+h
∨+11.
Note that vλ0 is independent of the order of
∏h∨−2
i=1 (e¯−βi e¯−γi). Now we
rewrite this formula of singular vectors in terms of a PBW basis. We
introduce a combinatorial symbol [m]n = m(m− 1) · · · (m− n + 1).
Theorem 5.2 One has:
vλ0 =
h∨−2∑
s=0
∑
(i1,···,is)
(k + h∨)h
∨−s−2[λ0 + h
∨ + 1]2(h∨−2)−s×
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×
(
(k + h∨)[λ0 − s+ 3]2eθ(−1)λ0−s+1
+[λ0 − s + 3]3eθ(−1)λ0−se¯θ(−1)h¯θ(−1)
+ [λ0 − s+ 3]4eθ(−1)λ0−s−1e¯θ(−1)e¯θ(−2)
)
Qi1 · · ·Qis · 1,
where Qi = e¯βi(−1)e¯γi(−1), and the sum
∑
(i1,···,is) is taken over all
subsets of the set {1, · · · , h∨ − 2}.
Proof. We assume that whenever some negative power of eθ(−1)
appears in the following, the corresponding monomial term is zero.
It is not hard to prove by induction that
e¯−βi e¯−γi · eθ(−1)n(5.20)
= n(k + h∨)eθ(−1)n−1 + n(n− 1)eθ(−1)n−2e¯βi(−1)e¯γi(−1)
+eθ(−1)ne¯−βi e¯−γi − neθ(−1)n−1e¯βi(−1)e¯−βi
−neθ(−1)n−1e¯αi(−1)e¯−αi .
It follows that
e¯−βi e¯−γi · eθ(−1)n · 1(5.21)
= n(k + h∨)eθ(−1)n−1 · 1 + n(n− 1)eθ(−1)n−2e¯βi(−1)e¯γi(−1) · 1.
Using (5.20) and (5.21), we get by induction that
v′ := Πh
∨−2
i=1 e¯−βi e¯−γi · eθ(−1)λ0+h
∨+11
=
h∨−2∑
s=0
∑
(i1,···,is)
(k + h∨)h
∨−s−2[λ0 + h
∨ + 1](2(h∨−2)−s) ×
×eθ(−1)λ0−s+3Qi1 · · ·Qis · 1.
Since
[e¯−θ, Qi] = 0
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and
[e¯−θ, eθ(−1)n] = n(n− 1)eθ(−1)n−2e¯−θ(−2) + neθ(−1)n−1h¯θ(−1),
we have
e¯−θv
′ =
h∨−2∑
s=0
∑
(i1,···,is)
(k + h∨)h
∨−s−2[λ0 + h
∨ + 1](2(h∨−2)−s) ×
×
(
[λ0 − s+ 3]2eθ(−1)λ0−s+1e¯−θ(−2)
+(λ0 − s + 3)eθ(−1)λ0−s+2h¯θ(−1)
)
Qi1 · · ·Qis · v0.
Using another identity
[e¯−θ(1), eθ(−1)n] = n(n− 1)eθ(−1)n−2e¯−θ(−1) + neθ(−1)n−1h¯θ,
we get the desired formula. ✷
Remark 5.3 It follows from Theorem 5.2 that vλ0 6= 0. Moreover
the only term which does not involve the odd factors is a non-zero
multiple of eθ(−1)λ0+1. Therefore the submodule of the Verma mod-
ule M(Λ + h∨d) generated by vλ0 is again a Verma module.
Theorem 5.3 We have the following isomorphism
L(Λ + h∨d) ∼=M(Λ + h∨d)/〈vλ0, fλi+1i 1, i = 1, · · · , l〉,
where 〈vλ0 , fλi+1i 1, i = 1, · · · , l〉 denotes the submodule ofM(Λ+h∨d)
generated by the singular vectors vλ0 , f
λi+1
i 1, i = 1, · · · , l.
Proof: Since the weights of vλ0 , f
λi+1
i 1, i = 1, · · · , l are Λ+ h∨d−
(λi + 1)αi, i = 0, 1, · · · , l respectively, we have the following isomor-
phism of ˆˆg-modules:
〈vλ0, fλi+1i 1, i = 1, · · · , l〉
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=
l∑
i=0
M(Λ + h∨d− (λi + 1)αi)
=
l∑
i=0
F ⊗ M¯(Λ− (λi + 1)αi)
= F ⊗ 〈fλi+1i 1, i = 0, 1, · · · , l〉.
Therefore we have the following isomorphism of ˆˆg-modules:
M(Λ + h∨d)/〈vλ0, fλi+1i 1, i = 1, · · · , l〉
=
F ⊗ M¯(Λ)
F ⊗ 〈fλi+1i 1, i = 0, 1, · · · , l〉
= F ⊗ L¯(Λ)
= L(Λ + h∨d). ✷
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