Abstract: This paper presents the implementation of a genetic algorithm (GA) for optimizing infrastructure budget allocation within an intermediate-level modelling framework. It addresses system assumptions and problem inputs and offers an overview of the proposed infrastructure management system comprising the system components, their objectives and logic, and the interconnection between those components. The implementation of a GA is then presented, as defined by three major components: chromosome encoding, genetic algorithm operators including fitness evaluation, and crossover and mutation. This illustration covers both constrained and unconstrained budget optimization. Model validation is presented by solving a problem from the literature and analyzing the results, then assessing the model convergence by Pareto-front surface and Rank-Histogram.
INTRODUCTION
Aging infrastructures in Canada coupled with inadequate rehabilitation and maintenance budgets have been identified as major challenges that need immediate attention and remedy. A report assessing Canada's infrastructure needs, published in 2003, found that the budget increase required to improve the infrastructure to an acceptable range is between $44 and $125 billion. The total present value of Canada's infrastructure has been estimated to be in the range of $3 to $5 trillion (Mirza and M. 2003) , and the realities of aging infrastructure and insufficient maintenance will only lead to an increase in required spending in the future.
There has, therefore, been tremendous effort put into trying to understand, model, and establish rehabilitation policies for infrastructure (Durango 2002; Wirahadikusumah 1999; Sanford 1997; Sheri 2002; Sadek et al. 2003; McKay et al. 1999; Gharaibeh et al. 1999) , but the sheer scope of the problem presents difficulties. The primary output for a successful infrastructure management system is the assessment of needs and the timely distribution of those needs among asset components. Asset rehabilitation can be preventive, corrective, or emergency rehabilitation (Hicks et al. 1997) .
In most cases, the available funding is less than the need, which translates into the search for optimization techniques to maximize investment value; for example, expert and heuristic methods or complex optimization techniques. Infrastructure investment and budget allocation vary in complexity from simple ranking and project prioritization exercises to project level optimization. Each of those methodologies has benefits in terms of accuracy, simplification or being able to produce a near optimum solution. Typically, however, these methods only consider one asset at a time, which might lead to deviation from the optimum solution.
We present a new approach for optimization of budget allocation using genetic algorithms (GA), which has been used successfully to reach optimal or near optimal solutions for many civil engineering applications (Al-Tabtabai and Alex 1997; Chan et al. 1994; Feng et al. 2000; Haidar et al. 1999; Hegazy 1999a; Hegazy 1999b; Hegazy and Elbeltagi 1999; Li and Love 1998; Liu and Hammad 1997; Rafiq and Southcombe 1998;  *Corresponding author. Email: abourizk@ualberta.ca Rajeev and Krishnamoorthy 1998), particularly combinatorial problems, where it is not feasible to explore each of a large number of alternatives. The modelling is performed on linear assets at an intermediate level, a hybrid modelling technique in which budget allocation is performed at the network level (inventory of assets, deterioration behaviour, cost for rehabilitation and replacement) while asset deterioration is performed at the project level (much more detailed information). Budget allocation optimization objectives considered in the model are the optimization of performance for a set budget, or the optimization of budget for a set level of performance. The model is validated using a case study from the literature and an assessment of optimization convergence.
INFRASTRUCTURE MANAGEMENT OVERVIEW
Measurement and description of infrastructure performance depends on infrastructure type and organizational structure. However, it is typically assessed via inspection, using a condition index (CI) to assign categories; Table 1 shows one such condition index, from the City of Edmonton's Office of Infrastructure. A CI may be a simple rating scheme or may be defined by a complex evaluation which encompasses multiple indices, such as the Pavement Quality Index (PQI) used in Alberta. Maintenance of infrastructure involves well timed and executed activities employed to extend infrastructure lifespan; rehabilitation involves application of appropriate measures including reconstruction to extend the life of infrastructure assets when their condition becomes unacceptable. Different rehabilitation strategies have different effects on the condition index; for example, replacement of an asset can take the CI from the lowest grade (e.g., F) to the highest (e.g., A). The concept of modelling rehabilitation in this research is based on rehabilitation impact on the asset CI. If five conditions are assumed (A, B, C, D, and F), then ten rehabilitation actions are possible (Figure 1 ), each with an attendant cost and benefit to be considered.
Infrastructure rehabilitation and budget allocation strategies will vary depending on objectives, as well as other factors, e.g., the current asset condition or type of asset under consideration. This research focuses on two different types of budget allocation strategies: first, minimizing the budget required for a certain performance level, and second, maximizing the performance of a limited budget. A genetic algorithm provides the flexibility necessary to explore both objectives with a similar modelling framework. 
OVERVIEW OF GENETIC ALGORITHMS
Genetic algorithms are based on evolutionary theory and have been used in many areas of research over the past fifty years (Davis 1991) . They attempt to mimic the processes of mutation, reproduction, and natural selection, maximizing some definition of solution "fitness" using binary-encoded strings to represent chromosomes.
Genetic algorithms have been successfully used in construction time-cost trade-off analysis (Feng et al. 2000; Hegazy 1999a) , site layout problems (Li and Love 1998; Hegazy and Elbeltagi 1999) , structural design (Rafiq and Southcombe 1998) , design optimization of reinforced concrete (Rajeev and Krishnamoorthy 1998) , resource allocation and levelling (Hegazy 1999b) , manpower scheduling optimization (Al-Tabtabai and Alex 1997), multi-objective optimization of bridge deck rehabilitation (Liu and Hammad 1997) , selection of excavating and hauling equipment in opencast mining (Haidar et al. 1999) , and road-maintenance planning (Chan et al. 1994) . They are notably useful when a solution is needed within a practical time period (Goldberg 1989) .
The implementation of a genetic algorithm begins with chromosome encoding, reproduction including crossover and mutation, and fitness calculation. A chromosome is a set of codes representing a solution for the problem. Each significant parameter in the desired solution is represented by a gene, each chromosome consists of a number of genes, and each population consists of a pre-specified number of chromosomes. The algorithm relies on the collective learning process within a population. Each chromosome represents a search point in the potential solution space and a possible complete solution to the problem. The population evolves towards better regions in the solution space through a randomized process of selection for fitness; crossover, or exchange of genetic material between chromosomes; and mutation, which introduces information that might not exist in the population gene pool. When forming a new population, the selection mechanism allows chromosomes of higher fitness values to reproduce more often than less efficient chromosomes. The initial population is typically randomly initialized, and the evolution process continues until a time limit is reached, a certain number of populations evolve, some error level is reached, or the variance of the fitness functions reaches a certain level (Khalifa 1997 ).
The choice of parameters for these processes is part 
INFRASTRUCTURE MANAGEMENT SYSTEM OVERVIEW
The system overview, shown in Figure 2 , includes the following components:
1. The read-input component reads the infrastructure input file. It first acquires the number of assets included in the infrastructure model, and then reads and stores all the input in the program for later use. 2. The infrastructure performance evaluation component evaluates the condition index, the percentage rated F (%F), and the sum of the percentage rated D and the percentage rated F (%F+D), for each current asset, as well as for the following time period assuming "No Actions" are taken. This information is used later during the budget allocation optimization. 3. The budget allocation objective component identifies the infrastructure/asset minimum acceptable levels of performance including condition index, %F+D, and %F, and identifies the planning horizon for the optimization (for example, 30 years). The other important factor is the performance enhancement path in which the minimum acceptable target will be achieved. 4. The genetic algorithm parameters component includes number of generations, number of chromosomes in each population, percentage of crossover, percentage of mutation, and mutation rate. These are set based on the organization's selection of enhancement duration and path, based on their needs. 5. The optimization budget allocation component identifies the optimum strategy to be followed to achieve the stated optimization objectives for that particular period of time using a genetic algorithm and the previously defined parameters. Updating of the infrastructure information is carried out once the optimum strategy has been developed and applied to the infrastructure.
INTERMEDIATE-LEVEL BUDGET ALLOCATION OPTIMIZATION USING GA
Applying GA in optimizing budget allocation for the infrastructure intermediate-level model involved selecting a chromosome encoding and determining chromosome length. The steps involved in the optimization are 1) population initialization, 2) application of actions, 3) fitness evaluation, 4) chromosome arrangement, 5) application of elitism, 6) selection of chromosomes, 7) crossover and mutation, 8) acceptance, 9) stopping criteria and 10) updating of the model. These steps are presented below and shown in Figure 3 .
Chromosome Encoding
The selected chromosome encoding is a real value encoding chromosome, in which each asset in the model is represented by 10 "genes," each containing the number of units to be rehabilitated using different strategies ( Figure 4 ). When this encoding was implemented, the numbers included in the cells were real numbers leading to an infinite search domain; this was replaced with an integer representing the number of units to be rehabilitated according to the appropriate strategy. For example, if an asset has 50 km in condition B, and assuming that the unit length was selected to be 0.1 km, then the number of units in condition B is 500, and the cell representing B→ A would have an integer number x ∈ [0, 500].
Reducing Chromosome Length
Of the ten possible rehabilitation actions, not all are practical, depending on the asset type and repair procedures; the chromosome length can thus be reduced to minimize the computation time and memory load. For example, combined sewer pipes could be re-lined, replaced, or open-cut and spot-repaired. This reduces the number of actions from 10 to 3, so seven genes will be equal to 0. In the model, the rehabilitation actions for each asset are input, and genes that represent inapplicable rehabilitation actions are removed, as shown in Figure 5 .
Population Initialization
The first step is to determine the population size, the number of chromosomes in each generation. There is no formula, but generally, the higher the number of chromosomes, the higher the chance for rapid convergence; a value between 50 and 200 is commonly suggested (Goldberg 1997) . In this research, each generation has 500 chromosomes. As discussed above, each gene contains an integer which represents the number of units of the asset to be rehabilitated with a given strategy. This integer is selected by sampling a random number between 0 and 1 and multiplying that number by the available number of units in the condition; the total number of rehabilitated units should be less than or equal to the existing number of units in that condition.
To facilitate the optimization algorithm, the initial population was divided into four categories in which the initialization was guided to some degree, and assigned probabilities of occurrence in the population. These four categories are as follows:
1. Purely random initialized chromosomes (70% probability). 2. Full rehabilitation and replacement (10% probability): for each condition apply all applicable rehabilitation strategies. This applies to conditions B, C, D, and F. 4. Do nothing (10% probability): don't apply any rehabilitation actions.
Apply Rehabilitation Strategy "Actions"
For each chromosome in the population, the suggested rehabilitation strategies are applied to the infrastructure model. The resulting performance levels for each asset, along with the infrastructure model, are evaluated (including condition index, percentage in conditions D and F, percentage in conditions F), and the total strategy cost is evaluated. These values will be referenced in the fitness evaluation below.
Fitness Evaluation
Once the population is created, each of the chromosomes is assigned a fitness value. Fitness indicates suitability of a chromosome relative to the population, and is evaluated based on the optimization objectives; incorporating problem logic carefully is essential. In the context of minimizing the budget required to achieve a performance level, the lower the budget proposed by the chromosome, the more fit the solution -if and only if the associated condition index, %F+D, and %F fall within constrained values. If the chromosome violates a constraint, its fitness is penalized.
Two types of fitness evaluations for budget allocation follow, one with an unconstrained and the second with a constrained budget. In both cases, the weighting of the factors and the factors themselves were developed based on the City of Edmonton's needs (Alberta, Canada).
Fitness Evaluation for Unconstrained Budget Optimization (Cost Minimization)
The purpose of optimization is to minimize the required budget at time t to achieve the maximum condition index (CI), minimum percentage in condition D and F, and minimum percentage in condition F.
The algorithm for evaluating the chromosome fitness can be characterized as follows:
1. Find the maximum and minimum budget value for all chromosomes that satisfy all the optimization constraints. 2. For each of the chromosomes in the population, if the chromosome satisfies the optimization constraints then use Eqs.
(1) through (6) to evaluate the fitness. 3. If a chromosome budget is equal to zero and the performance constraints are satisfied, then stop the optimization and select the solution "Do Nothing."
where:
where B f is the fitness value based on chromosome budget and is given a weighting factor of 10; B max is the maximum budget registered in the population of the chromosomes that satisfies the optimization constraints; B min is the minimum budget registered in the population of the chromosomes that satisfies the optimization constraints; B ch is the budget proposed by the chromosomes under consideration; CI f is the fitness value based on chromosome condition index; CI t is the minimum acceptable condition index at time t; CI ch is the condition index proposed by the chromosomes under consideration; F D f is the fitness value based on chromosome percentage (F+D); F D t is the maximum acceptable percentage (F+D) at time t; F D ch is the percentage (F+D) proposed by the chromosomes under consideration; F f is the fitness value based on chromosome percentage F; F t is the maximum acceptable percentage F at time t; and F ch is the percentage F proposed by the chromosomes under consideration.
As shown in Figure 6 , the chromosomes are distributed over two regions. Chromosomes in the accepted region meet all optimization constraints and will be assigned a fitness value relative to the other accepted chromosomes. Chromosomes in the rejected region violate at least one constraint, and their fitness values will be penalized.
For each of the chromosomes in the population: if the chromosome violates any of the optimization constraints, then use Eq. (7) to evaluate the fitness.
Eqs. (1) and (2) show that minimizing the budget component of the fitness equation is given the most weight. A geometrical concept was used to develop Eq. (2). If a given chromosome has the maximum budget in a population, the budget fitness value would be 10. A chromosome with the minimum budget receives the maximum fitness value, 20.
Fitness Evaluation for Constrained Budget Optimization (Condition Maximization)
The purpose of the optimization is to reach the maximum condition index, minimum percentage with condition indices D and F, and minimum percentage with condition index F, all within a proposed budget equal to or less than the available budget.
1. For the group of all chromosomes that satisfy the optimization constraints, find the maximum and minimum CI, % with CI F and D, and % with CI F. 2. For each of the chromosomes in the population, if the chromosome satisfies the optimization constraints then apply Eqs. (8) through (14) to evaluate the fitness. 3. If any of Eqs. (12), (13), or (14) are not satisfied, then the associated fitness will be assigned the total share value equal to 20; this situation may occur when only one or two chromosomes satisfy the budget constraint.
CI max = CI min = 0 (12) Fig. 6 . Chromosomes' expected distribution schema showing the accepted and rejected regions
where CI f is the fitness value based on chromosome condition index and has a weighting factor of 10; CI max is the maximum condition index in the accepted chromosome's group; CI min is the minimum condition index in the accepted chromosome's group; CI ch is the condition index of the chromosomes under consideration; F D f is the fitness value based on chromosome asset's percentage in condition F&D and has a weighting factor of 5; F D max is the maximum percentage for conditions F&D in the accepted chromosome's group; F D min is the minimum percentage for conditions F&D in the accepted chromosome's group; F D ch is the percentage in condition F&D of the chromosomes under consideration; F f is the fitness value based on chromosome assets percentage in condition F and has a weighting factor of 5; F max is the maximum percentage for condition F in the accepted chromosome's group; F min is the minimum percentage for condition F in the accepted chromosome's group; and F ch is the percentage in condition F of the chromosomes under consideration.
For each of the chromosomes in the population: if the chromosome violates the available budget constraint, then use Eq. (15) to evaluate the fitness. 
Chromosome Arrangement
Once the fitness values are evaluated, the chromosomes are arranged based on their fitness values. The purpose behind this arrangement is to assign a selection value. The higher the fitness value, the higher the chance for that chromosome to be one of the parents during the reproduction phase.
Elitism
The concept behind elitism is to keep the best solution of the chromosome unharmed during the reproduction phase by copying the top 5 or 10 percent of the current generation to the new generation without any crossover or mutation. In this research, 5% of the generation's top chromosomes were transferred to the new generation.
Selection
High-ranking chromosomes in the chromosome arrangement are selected for reproduction (i.e., crossover and mutation). For a specific chromosome, the probability of being chosen to be a parent to the next population is equal to its fitness value divided by the cumulative fitness of the current population.
Crossover and Mutation
Crossover and mutation are important for introducing variability and new solutions and function as the search mechanisms in GA. Typically, crossover, which involves two chromosomes swapping pieces, leads near the beginning of the optimization, while at later stages, mutation drives the search. In crossover, after selecting two parents from the existing population, two randomly selected crossing points are sampled and two offspring generated as a result of the crossover.
The next step after crossover is mutation, or random changes to the genes, which is created by replacing the gene content with a new randomly-generated number within the appropriate range. In this example, three genes were selected to be mutated, based on a random probability which determines mutation rate. The selected genes were mutated and checked to determine whether or not the numbers were within range. If not, new numbers were generated.
Controlling Crossover and Mutation
The application of crossover and mutation is a random process controlled by given parameters, which are given as the percentage of crossover, percentage of mutation, and mutation rate. Percentage of crossover is the probability of the occurrence of crossover once the parents are selected and is usually quite high. In this research, it is 95%.
Once the crossover stage has been completed for each offspring, a certain proportion, called percentage of mutation, will be mutated. In nature, mutation is usually rare, so the mutation rate has a very small probability of occurrence.
Acceptance
Chromosomes which violate one or more of the optimization constraints are rejected.
Stopping Criteria
The optimization will be stopped if either (a) the user stops the optimization process, or (b) a defined number of generations is reached, set at 1000 generations in this research.
Update Model
After optimization is completed, the best chromosome is taken as the optimum or near-optimum solution. All of the suggested actions will be executed, and a new cycle of optimization will be initialized if the planning horizon is not completed.
MODEL VALIDATION
To validate the model results, a case study was adopted from the literature and solved using the model. The re-sults were then compared. This case study dates from 1979, introduced first by Karan et al. (1981) , and then by Kikukawa and Haas (1984) , and was adopted from projects covering 116 km of the highway system in Prince Edward Island, broken into 25 heterogeneous sections. Kikukawa and Haas (1984) used this data to compare two methodologies assessing the network's needs. The first method was linear optimization (multi-year priority programming model, Karan et al. (1981) ), and the second was a ranking method (rational factorial rating method, Fernando and Hudson (1983) ).
Model Input
The model input data was taken from the project level, in which each section represents a project. The objective was to determine the appropriate rehabilitation strategy and best point at which to apply the strategy in that section. The case study included 25 sections of different lengths ranging from 900 m to 13350 m, each with an associated Pavement Quality Index (PQI). The data were adopted from Kikukawa and Haas (1984) .
In the original analysis, the minimum acceptable PQI level was assumed to be 5.0 and the programming period was 5 years. Karan et al. (1981) carried out deterioration modelling using a Markov chain model approach, in which the nonlinearity was simplified as a linear relationship. In the research presented here, a 4th degree polynomial curve was fitted to the relationship between PQI and time; the highway lifespan was assumed to be 32 years. The curve is given in Eq. (16) in which R 2 = 0.998.
P QI(Age) = − 0.00002 × Age 4 + 0.0006×
In the original analysis as well as the one presented here, two rehabilitation actions were used: a thick overlay, 89 mm of asphalt concrete placed on top of the existing pavement at a cost (in 1979) of $6.40/m 2 ; or reconstruction, new pavement with a structural design of 152 mm (6 inches) asphalt concrete surface and 245 mm to 305 mm (10 to 12 inches) base at a cost (in 1979) of $18.81/m 2 . Three levels of the expected an- nual rehabilitation budget, $2,000,000, $1,000,000 and $500,000, were considered in the study. They were assumed to be constant over the five-year programming period.
Comparison of Results
The following assumptions were made because of a lack of information and may have affected the results:
1. The deterioration curve was established based on a typical highway life duration of 30 to 35 years, and the associated PQI was evaluated based on regression analysis. 2. The cost of rehabilitation strategies includes the direct agency cost and the user benefit cost, which resulted in different costs for each of the assumed levels. The proposed model does not account for those costs. 3. The original analysis evaluated the network average PQI without weighting the section length. The results were given the same weight for all the sections, where the proposed model incorporates the asset length weight in the evaluation of the average PQI.
Inventory Performance and Asset Distribution
The input data were transferred into the intermediate level, in which condition states were set based on asset age. Each condition state contains the total length of associated sections. This distribution is depicted in Table 2 .
Multi-Year Priority Programming Model by Karan Karan et al. (1981) used linear optimization, performed with a software package called LP1 (created by Cyberware Computer System Ltd.) and using 375 decision variables and 401 constraints. The results for each budget level, showing cost for reconstruction and overlay, are shown in Table 3 .
Intermediate-Level Modelling Budget Optimization Results
The model of Karan et al. (1981) concluded that the strategy involving a $1 million/year budget will most likely keep the network PQI constant throughout the five-year period. This case was used to validate the proposed model. All the input data were transferred to the model, as shown in Table 2 . The optimization was then conducted to minimize the cost and to keep the PQI at the initial condition (PQI ≥ 5.88). Critical assets were given constraints, the percentage of condition F was set to 0, and the percentage of conditions F+D was set to ≤ 10%.
Rehabilitation actions in the model were assumed to be as described above: thick overlay or resurfacing. A thick overlay ($7.65/m 2 ) could improve surfaces in conditions C or D to condition B (C→B, D→B). Resurfacing ($22.50/m 2 ) could improve surfaces in conditions C, D, or F to condition A (C→A, D→A, F→A).
Budget Optimization Results-Unconstrained Budget
The optimization model results show that an average of $1.12 million/year is required to keep the network level at the same level of performance (Table 4) . Strategies differed, however; the model of Karan et al. (1981) suggested 19.10 km of reconstruction and 9.35 km of overlay, for a total number of 11 affected sections, while the proposed model suggested 2.39 km of reconstruction and 63.51 km of overlay, for a total number of 16 affected sections. The relationship between the generation number and the optimum solution for the first year is shown in Figure 7 . This run had 100 generations.
Budget Optimization Results-Constrained Budget
The same model was optimized with a constrained budget of $1 million/year for a period of five years. The Table 3 . Rehabilitation strategy cost over 5 years (Karan et al. 1981) results show that a total of 49.22 km of overlay and 4.81 km of reconstruction would be required over the period of five years, as shown in Table 5 . The resulting performance and asset distribution is shown in Table 6 . The trend of investing more into overlay versus reconstruction was found to be the same in both runs, and pavement quality index was almost the same as well.
The proposed model used approximations of the deterioration behaviour (PQI vs. age) and there were differences in how the average PQI is evaluated. With those assumptions taken into account, the results from both models show strong agreement in terms of the budget required to maintain the assets; the difference between the results is mainly the adopted strategy, due to the model's preference for higher-impact solutions (i.e., if two solutions have the same results, but one impacts 12 km and the other 20 km, the second solution is preferred). This serves to validate the proposed model.
Assessing the Optimization Convergence
The other important issue to consider when proposing an optimization method is the convergence of the model. A genetic algorithm converges when most of the population is identical, or when the diversity is minimal (Louis and Rawlins 1993) . Methods for assessing the convergence of multi-objective GA optimization have been discussed by many researchers. (Kumar and Rockett 2002) presented an overview of the method- 
Rank-Histogram
The rank histogram methodology is applied by combining two consecutive populations at time t − 1 and time t, P op t−1 and P op t , to form (P op t ∪P op t−1 ), then taking each rank in turn to generate a histogram for the fraction of the members from P op t in (P op t ∪ P op t−1 ) for the same rank (Kumar and Rockett 1997) .
If the optimization has progressed to a perfect convergence, this rank ratio histogram will have a single non-zero entry of 0.5. This means that all of the chromosomes in both generations have the same rank. In Figure 8 (a), the population consists of both dominated and non-dominated chromosomes and is in an unconverted state. Figure 8(b) shows a rank ratio histogram for a converged population state.
The optimization was conducted for 5000 generations, and the rank histograms were established for the following generations: 50 and 5000. As shown in Figure 9 below, the algorithm converged to the optimum solution, Rank #1 (the best solution), increasing through the optimization from 0.28 (generation 50) to 0.485 (generation 5000).
CONCLUSION
This paper presented the infrastructure intermediatelevel budget allocation optimization for a case involving both constrained and unconstrained budgets, and explained the implementation utilizing a genetic algorithm. The adopted model results were validated by solving an optimization problem adapted from the literature and comparing the results. The results showed strong agreements and served to confirm the validation of this model. The assessment of the optimization convergence was presented by testing the convergence using two methods: the Pareto-front surface method and the rank-histogram method. Both methods suggested that the model converged to an optimum or nearoptimum solution. It should also be noted that this algorithm has been used by the cities of Edmonton and St. Albert (Alberta, Canada) to optimize their infrastructure budget use, and was validated against their existing data before being put into practice; while the results are proprietary, the use of the algorithm is a matter of public record (City of Edmonton 2010). This modelling technique bridges the gap between high level budget allocation, which is difficult to apply, and project level budget optimization, which can impose huge computation challenges when solving real infrastructure cases. Intermediate level modelling provides the ability to solve very large problems; the results are applicable and can be mapped on the project level.
