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INTERPOLATION BETWEEN BREZIS-VA´ZQUEZ AND POINCARE´
INEQUALITIES ON NONNEGATIVELY CURVED SPACES:
SHARPNESS AND RIGIDITIES
ALEXANDRU KRISTA´LY AND ANIKO´ SZAKA´L
Abstract. This paper is devoted to investigate an interpolation inequality between the Brezis-Va´zquez
and Poincare´ inequalities (shortly, BPV inequality) on nonnegatively curved spaces. As a model case,
we first prove that the BPV inequality holds on any Minkowski space, by fully characterizing the exis-
tence and shape of its extremals. We then prove that if a complete Finsler manifold with nonnegative
Ricci curvature supports the BPV inequality, then its flag curvature is identically zero. In particular,
we deduce that a Berwald space of nonnegative Ricci curvature supports the BPV inequality if and
only if it is isometric to a Minkowski space. Our arguments explore fine properties of Bessel functions,
comparison principles, and anisotropic symmetrization on Minkowski spaces. As an application, we
characterize the existence of nonzero solutions for a quasilinear PDE involving the Finsler-Laplace
operator and a Hardy-type singularity on Minkowski spaces where the sharp BPV inequality plays a
crucial role. The results are also new in the Riemannian/Euclidean setting.
1. Introduction
One of the most spectacular improvements of the classical unipolar Hardy inequality is due to Brezis
and Va´zquez [6] by establishing that for every bounded domain Ω ⊂ Rn (n ≥ 2) with 0 ∈ Ω one has∫
Ω
|∇u(x)|2dx ≥
(n− 2)2
4
∫
Ω
u(x)2
|x|2
dx+ j20
(
ωn
|Ω|
) 2
n
∫
Ω
u(x)2dx, ∀u ∈W 1,20 (Ω), (BV)
where j0 = 2.4048 is the first positive zero of the Bessel function of first kind J0, while |Ω| and ωn
denote the volumes of the set Ω and the n-dimensional Euclidean unit ball, respectively. In the limit
case n = 2, the inequality (BV) reduces precisely to the optimal Poincare´ inequality.
The aforementioned inequalities constitute a continuous source of inspiration for further inves-
tigations not only in the Euclidean setting, see e.g. Adimurthi, Chaudhuri and Ramaswamy [1],
Barbatis, Filippas and Tertikas [3], Ghoussoub and Moradifam [14, 15], but also on curved spaces.
More precisely, such Sobolev-type inequalities behave quite naturally on Hadamard manifolds (sim-
ply connected, complete Riemannian/Finsler manifolds with nonpositive sectional/flag curvature), as
shown e.g. by Carron [7, 8], Berchio, Ganguly and Grillo [5], D’Ambrosio and Dipierro [10], Kombe
and O¨zaydin [16, 17], Farkas, Krista´ly and Varga [13], Krista´ly [18], Yang, Su and Kong [26]. This
fact is not surprising since Hadamard manifolds are diffeomorphic to Euclidean spaces.
Our paper is devoted to study an inequality on nonnegatively curved spaces whose limit cases are
the Brezis-Va´zquez and (not necessarily the 2-dimensional) Poincare´ inequalities.
In order to formulate the interpolation inequality, let (M,F ) be a complete n-dimensional reversible
Finsler manifold (n ≥ 2 be an integer) and α ∈
[
0, n−22
]
be fixed. If Ω ⊂ M is a bounded open set
and x0 ∈ Ω, we consider the Brezis-Poincare´-Va´zquez inequality∫
Ω
F∗(x,Du(x))
2dVF (x) ≥
[
(n− 2)2
4
− α2
] ∫
Ω
u(x)2
dF (x0, x)2
dVF (x)+Sα(Ω)
∫
Ω
u(x)2dVF (x), ∀u ∈ C
∞
0 (Ω),
(BPV)
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where
Sα(Ω) := j
2
α
(
ωn
VolF (Ω)
) 2
n
,
and jα is the first positive zero of the Bessel function of the first kind Jα. Hereafter, F∗, dF , dVF and
VolF denote the polar transform, the metric function, the canonical measure and Finslerian volume
on (M,F ), respectively; for details, see Section 2.
In the classical Euclidean setting, (BPV) reduces to the Brezis-Va´zquez inequality (BV) when
α = 0, and to the optimal Poincare´ inequality when α = n−22 .
In fact, our first main result shows that (BPV) holds on Minkowski spaces, the simplest Finslerian
structures with vanishing flag curvature (i.e., Rn endowed with an arbitrary smooth norm). Without
loss of generality, the Minkowski norm in (Rn, F ) is scaled such that BF0 (1) = {x ∈ R
n : F (x) < 1}
has volume ωn. As usual, a set Ω ⊂ R
n has a Wulff shape if it is homothetic to BF0 (1). For further use,
let lF ∈ (0, 1] be the uniformity constant associated with F ; we note that lF = 1 if and only if F is
Euclidean, see Section 2. By using anisotropic symmetrization arguments, see Alvino, Ferone, Lions
and Trombetti [2] and Van Schaftingen [24], and fine convexity properties of the Hardy functional
involving the uniformity constant lF on (R
n, F ), we prove the following result.
Theorem 1.1. Let (Rn, F ) be a Minkowski space, n ≥ 2, and fix α ∈
[
n−2
2
√
1− l2F ,
n−2
2
]
. Then
inequality (BPV) holds for every open bounded set Ω ⊂ Rn and x0 ∈ Ω.
Moreover, given an open set Ω ⊂ Rn, equality holds in (BPV) for some function belonging to the
Sobolev space W 1,20 (Ω) if and only if Ω has a Wulff shape and either α = 0 when n = 2, or α > 0
when n ≥ 3; in such cases, the extremal function has the form
u⋆(x) = F (x)
2−n
2 Jα
(√
Sα(Ω)F (x)
)
, x ∈ Ω⋆, (1.1)
where Ω⋆ is the anisotropic symmetrization of Ω.
Having the flat case (Theorem 1.1), a natural question arises: what about the (BPV) inequality
on nonnegatively curved Finsler manifolds? The answer is given in the following rigidity result.
Theorem 1.2. Let (M,F ) be a complete n-dimensional reversible Finsler manifold (n ≥ 2) with
nonnegative n-Ricci curvature, and α ∈
[
0, n−22
]
be such that α > 0 whenever n ≥ 3. If (BPV) holds
for every open bounded set Ω ⊂M and x0 ∈ Ω, then the flag curvature of (M,F ) is identically zero.
The proof of Theorem 1.2 requires a fine analysis of Bessel functions combined with the Bishop-
Gromov volume comparison principle on Finsler manifolds.
Theorem 1.2 is new in the Riemannian setting as well; however, its conclusion in the particular case
α = n−22 can be obtained by the Rayleigh-Faber-Krahn inequality established by Cheng [9]. Indeed,
when (M,g) is an n-dimensional Riemannian manifold with nonnegative Ricci curvature endowed with
its natural metric dg and canonical measure dVg, we have the Rayleigh-Faber-Krahn inequality
µ1(Bx(ρ)) := inf
u∈W 1,2
0
(Bx(ρ))\{0}
∫
Bx(ρ)
|Du|(x)2dVg(x)∫
Bx(ρ)
u(x)2dVg(x)
≤ µ1(B
e
0(ρ)) =
j2n/2−1
ρ2
, (1.2)
where Bx(ρ) = {y ∈ M : dg(x, y) < ρ} and B
e
0(ρ) is the n-dimensional Euclidean ball with center 0
and radius ρ > 0; moreover, equality holds in (1.2) if and only if Bx(ρ) is isometric to B
e
0(ρ), see Cheng
[9]. In this Riemannian setting, the validity of the inequality (BPV) with α = n−22 (i.e., Poincare´
inequality) implies equality in (1.2), thus the conclusion in Theorem 1.2 directly follows by Cheng’s
result. However, Cheng’s approach – based on a careful analysis of Jacobi fields on normal coordinates
of (M,g) – cannot be adapted to our setting, where some singular terms also occur when α 6= n−22 .
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Theorems 1.1 and 1.2 can be elegantly summarized on Berwald spaces, by providing an analytic
characterization of Minkowski spaces through the (BPV) inequality.
Theorem 1.3. Let (M,F ) be a complete n-dimensional reversible Berwald space (n ≥ 2) having
nonnegative Ricci curvature, uniformity constant lF ∈ (0, 1], and fix α ∈
[
n−2
2
√
1− l2F ,
n−2
2
]
such that
α > 0 whenever n ≥ 3. Then the following two statements are equivalent:
(i) (BPV) holds for every open bounded set Ω ⊂M and x0 ∈ Ω;
(ii) (M,F ) is isometric to a Minkowski space.
As an application of the (BPV) inequality, we consider on a Minkowski space (Rn, F ) the following
quasilinear Dirichlet problem{
−∆Fu(x)−
[
(n−2)2
4 − α
2
]
u(x)
F (x)2
+ λu(x) = |u(x)|p−2u(x), x ∈ BF0 (1);
u ≥ 0, u ∈W 1,20 (B
F
0 (1)),
(Pα,λ)
where ∆Fu = div(J
∗(Du(x))) is the Finsler-Laplace operator on (Rn, F ), J∗ being the Legendre
transform associated to F , see Section 2. The following result characterizes the existence of nonzero
solutions of problem (Pα,λ) depending on the parameters α, λ ∈ R. As usual, 2
∗ denotes the critical
Sobolev exponent (2∗ = 2n/(n − 2) if n ≥ 3 and 2∗ =∞ if n = 2).
Theorem 1.4. Let (Rn, F ) be a Minkowski space, n ≥ 2, and fix α ∈
[
n−2
2
√
1− l2F ,
n−2
2
]
such that
α > 0 whenever n ≥ 3. Let p ∈ (2, 2∗) be fixed. Then problem (Pα,λ) has a nonzero solution if and
only if λ > −j2α.
Theorem 1.4 is known in the special case when F is Euclidean and α = n−22 (thus, the singular
term disappears), see Willem [25]. The proof of Theorem 1.4 is variational, based on the mountain
pass theorem and the validity of the sharp inequality (BPV) on Minkowski spaces.
The organization of the paper is the following. In Section 2 we recall basic notions from Finsler
geometry (flag curvature, Ricci curvature, Bishop-Gromov volume comparison principle). In Section 3,
before presenting the proof of Theorem 1.2, we recall some basic results from the theory of anisotropic
symmetrization on Minkowski spaces. In Section 4 we prove Theorems 1.2 and 1.3; to complete this,
we first establish some properties of Bessel functions which are interesting in their own right. Finally,
in Section 5 we prove Theorem 1.4.
2. Preliminaries on Finsler manifolds
Let M be a connected n-dimensional C∞-manifold and TM =
⋃
x∈M TxM be its tangent bundle.
The pair (M,F ) is called a reversible Finsler manifold if the continuous function F : TM → [0,∞)
satisfies the conditions:
(a) F ∈ C∞(TM \ {0});
(b) F (x, tv) = |t|F (x, v) for all t ∈ R and (x, v) ∈ TM ;
(c) the n× n matrix
g(x,v) := [gij(x, v)]i,j=1,...,n =
[
1
2
∂2
∂vi∂vj
F 2(x, v)
]
i,j=1,...,n
, where v =
n∑
i=1
vi
∂
∂xi
, (2.1)
is positive definite for all (x, v) ∈ TM \ {0}. We will denote by gv the inner product on TxM
induced by (2.1).
If gij(x) = gij(x, v) is independent of v then (M,F ) = (M,g) is called a Riemannian manifold. A
Minkowski space consists of a finite dimensional vector space V (identified with Rn) and a Minkowski
norm which induces a Finsler metric on V by translation, i.e., F (x, v) is independent on the base point
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x; in such cases we often write F (v) instead of F (x, v). A Finsler manifold (M,F ) is called a locally
Minkowski space if any point in M admits a local coordinate system (xi) on its neighborhood such
that F (x, v) depends only on v and not on x.
For every (x, α) ∈ T ∗M , the polar transform (or, co-metric) of F is given by
F∗(x, α) = sup
v∈TxM\{0}
α(v)
F (x, v)
. (2.2)
Note that for every x ∈M , the function F∗(x, ·) is a Minkowski norm on T
∗
xM.
The number
lF = inf
x∈M
lF (x), where lF (x) := inf
y,v,w∈TxM\{0}
g(x,v)(y, y)
g(x,w)(y, y)
,
is the uniformity constant associated with F which measures how far (M,F ) and (M,F∗) are from
Riemannian structures. In fact, one can see that lF ≤ 1, and lF = 1 if and only if (M,F ) is a
Riemannian manifold. When (Rn, F ) is a Minkowski space, we have that lF ∈ (0, 1]. The definition
of lF in turn shows that
[F∗(x, tα + (1− t)β)]
2 ≤ t [F∗(x, α)]
2 + (1− t) [F∗(x, β)]
2 − lF t(1− t) [F∗(x, β − α)]
2 (2.3)
for all x ∈M , α, β ∈ T ∗xM and t ∈ [0, 1].
Let pi∗TM be the pull-back bundle of the tangent bundle TM generated by the natural projection
pi : TM \ {0} → M, see Bao, Chern and Shen [4]. The vectors of the pull-back bundle pi∗TM are
denoted by (v;w) with (x, y) = v ∈ TM \ {0} and w ∈ TxM. For simplicity, let ∂i|v = (v; ∂/∂x
i|x)
be the natural local basis for pi∗TM , where v ∈ TxM. One can introduce on pi
∗TM the fundamental
tensor g by g(x,v) := gv = g(∂i|v, ∂j |v) = gij(x, y), where v = y
i(∂/∂xi)|x, see (2.1). Unlike the
Levi-Civita connection in the Riemannian case, there is no unique natural connection in the Finsler
geometry. Among these connections on the pull-back bundle pi∗TM, we choose a torsion-free and
almost metric-compatible linear connection on pi∗TM , the so-called Chern connection. The coefficients
of the Chern connection are denoted by Γijk, which are instead of the well-known Christoffel symbols
from Riemannian geometry.
A Finsler manifold is of Berwald type if the coefficients Γkij(x, y) in natural coordinates are indepen-
dent of y. It is clear that Riemannian manifolds and (locally) Minkowski spaces are Berwald spaces.
The Chern connection induces on pi∗TM the curvature tensor R. The Finsler manifold is complete if
every geodesic segment σ : [0, a]→M can be extended to R.
Let u, v ∈ TxM be two non-collinear vectors and S = span{u, v} ⊂ TxM . By means of the curvature
tensor R, the flag curvature associated with the flag {S, v} is
K(S; v) =
gv(R(U, V )V,U)
gv(V, V )gv(U,U)− g2v(U, V )
, (2.4)
where U = (v;u), V = (v; v) ∈ pi∗TM. If (M,F ) is Riemannian, the flag curvature reduces to the
sectional curvature which depends only on S.
Take v ∈ TxM with F (x, v) = 1 and let {ei}
n
i=1 with en = v be an orthonormal basis of (TxM,gv)
for gv from (2.1). Let Si = span{ei, v} for i = 1, ..., n− 1. Then the Ricci curvature of v is defined by
Ric(v) :=
∑n−1
i=1 K(Si; v).
Let µ be a positive smooth measure on (M,F ). Given v ∈ TxM \ {0}, let σ : (−ε, ε) → M be the
geodesic with σ˙(0) = v and decompose µ along σ as µ = e−ψvolσ˙, where volσ˙ denotes the volume form
of the Riemannian structure gσ˙ . For N ∈ [n,∞], the N -Ricci curvature RicN is defined by
RicN (v) := Ric(v) + (ψ ◦ σ)
′′(0) −
(ψ ◦ σ)′(0)2
N − n
,
where the third term is understood as 0 if N = ∞ or if N = n with (ψ ◦ σ)′(0) = 0, and as −∞ if
N = n with (ψ ◦ σ)′(0) 6= 0.
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Let σ : [0, r] → M be a piecewise smooth curve. The value LF (σ) =
∫ r
0
F (σ(t), σ˙(t)) dt denotes
the integral length of σ. For x1, x2 ∈ M , denote by Λ(x1, x2) the set of all piecewise C
∞ curves
σ : [0, r] → M such that σ(0) = x1 and σ(r) = x2. Define the metric function dF : M ×M → [0,∞)
by
dF (x1, x2) = inf
σ∈Λ(x1,x2)
LF (σ). (2.5)
The metric ball with center x ∈M and radius ρ > 0 is defined by Bx(ρ) = {y ∈M : dF (x, y) < ρ}.
Let {∂/∂xi}i=1,...,n be a local basis for the tangent bundle TM, and {dx
i}i=1,...,n be its dual basis
for T ∗M. Consider B˜x(1) = {y = (y
i) : F (x, yi∂/∂xi) < 1} ⊂ Rn. The Busemann-Hausdorff volume
form is defined by
dVF (x) = σF (x)dx
1 ∧ ... ∧ dxn, (2.6)
where σF (x) =
ωn
|B˜x(1)|
. The Finslerian volume of an open set S ⊂M is VolF (S) =
∫
S
dVF (x). When
(Rn, F ) is a Minkowski space, then dF (x1, x2) = F (x2 − x1) and on account of (2.6), VolF (Bx(ρ)) =
ωnρ
n for every ρ > 0 and x ∈ Rn.
On any Finsler manifold (M,F ) we have for every x ∈M that
lim
ρ→0+
VolF (Bx(ρ))
ωnρn
= 1. (2.7)
Let (M,F ) be a complete n-dimensional Finsler manifold with nonnegative N -Ricci curvature.
Then the Bishop-Gromov volume comparison principle provides that the function
ρ 7→
VolF (Bx(ρ))
ρN
, ρ > 0,
is non-increasing for every x ∈M . In particular, if N = n, then
VolF (Bx(ρ)) ≤ ωnρ
n, ∀x ∈M, ρ > 0. (2.8)
Moreover, if equality holds in (2.8), then the flag curvature is identically zero, see Ohta [21], Shen [23].
The (distributional) derivative of u : M → R at x ∈ M is Du(x) =
∑n
i=1
∂
∂xi
u(x)dxi, and due to
Ohta and Sturm [22], one has the eikonal equation
F∗ (x,DdF (x0, ·)(x)) = 1 for a.e. x ∈M. (2.9)
The Legendre transform J∗ : T ∗M → TM associates to each element ξ ∈ T ∗xM the unique maximizer
on TxM of the map y 7→ ξ(y) −
1
2F (x, y)
2. The gradient of u is defined by ∇Fu(x) = J
∗(x,Du(x)).
The Finsler-Laplace operator is given by
∆Fu = div(∇Fu),
where div(X) = 1σF
∂
∂xi
(σFX
i) for some vector field X on M , and σF comes from (2.6).
Consider the Sobolev space
W 1,2(M,F ) :=
{
u ∈W 1,2loc (M) :
∫
M
F∗(x,Du(x))
2dVF (x) < +∞
}
,
associated with (M,F ) and let W 1,20 (M,F,m) be the closure of C
∞
0 (M) with respect to the norm
‖u‖F :=
(∫
M
F∗(x,Du(x))
2dVF (x) +
∫
M
u(x)2dVF (x)
)1/2
.
When (Rn, F ) is a Minkowski space, then W 1,20 (Ω, F ) is the usual Sobolev space W
1,2
0 (Ω) for every
open set Ω ⊂ Rn, see Krista´ly and Ohta [19]; indeed, in this case there exits C0 ≥ 1 such that
C−10 |x| ≤ F (x) ≤ C0|x| for every x ∈ R
n.
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3. Proof of Theorem 1.1
Before to present the proof of Theorem 1.1, we recall some notions and results established in Alvino,
Ferone, Lions and Trombetti [2] and Van Schaftingen [24] concerning anisotropic symmetrization.
Let (Rn, F ) be a Minkowski space, n ≥ 2. If Ω ⊂ Rn is a measurable set, we denote by Ω⋆ its
anisotropic symmetrization defined as the open ball with center 0 such that |Ω| = |Ω⋆|. It is clear that
Ω∗ has a Wulff shape, homothetic to BF0 (1) = {x ∈ R
n : F (x) < 1}. If u : Rn → [0,∞) is a function,
then
u⋆(x) = sup{c ∈ R : x ∈ {u > c}⋆}
is the anisotropic (decreasing) symmetrization of u. Here, {u > c} = {x ∈ Rn : u(x) > c}. The
following results are valid:
• Anisotropic Cavalieri principle (see [24, Proposition 2.28]). Let u : Rn → [0,∞) be a function
vanishing at infinity with respect to ·⋆. Then
∫
Rn
u(x)2dx =
∫
Rn
u⋆(x)2dx.
• Anisotropic Po´lya-Szego˝ inequality (see [2, Theorem 3.1] and [24, Theorem 6.8]). If Ω ⊂ Rn is
an open set and u ∈W 1,20 (Ω)+ = {u ∈W
1,2
0 (Ω) : u ≥ 0}, then u
⋆ ∈W 1,20 (Ω
⋆)+ and
∫
Ω⋆
F∗(Du
⋆(x))2dx ≤
∫
Ω
F∗(Du(x))
2dx.
• Anisotropic Hardy-Littlewood inequality (see [24, Proposition 2.28]). For every open Ω ⊂ Rn
and u ∈W 1,20 (Ω)+, one has
∫
Ω
u(x)2
F (x)2
dx ≤
∫
Ω⋆
u⋆(x)2
F (x)2
dx.
Finally, we recall the anisotropic Hardy inequality from [24]: when n ≥ 3, for every open set Ω ⊂ Rn
one has that ∫
Ω
F∗(Du(x))
2dx ≥
(n − 2)2
4
∫
Ω
u(x)2
F (x)2
dx, ∀u ∈W 1,20 (Ω); (3.1)
moreover, (n−2)
2
4 is optimal and never attained.
The following result is crucial in the study of extremal functions in the inequality (BPV).
Proposition 3.1. Let (Rn, F ) be an n-dimensional reversible Minkowski space with the uniformity
constant lF and fix µ ∈
[
0, lF
(n−2)2
4
]
. Then for every open set Ω ⊂ Rn, the functional
u 7→ Kµ(u) :=
∫
Ω
F∗(Du(x))
2dx− µ
∫
Ω
u(x)2
F (x)2
dx
is positive and convex (thus, sequentially weakly lower semicontinous) on W 1,20 (Ω).
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Proof. The positivity of Kµ follows by the anisotropic Hardy inequality (3.1) and 0 < lF ≤ 1. Let
us fix 0 < t < 1 and u, v ∈W 1,20 (Ω). Then (2.3) and the anisotropic Hardy inequality (3.1) imply
Kµ (tu+ (1− t)v) =
∫
Ω
F∗(x, tDu(x) + (1− t)Dv(x))
2dx− µ
∫
Ω
(tu(x) + (1− t)v(x))2
F (x)2
dx
≤ t
∫
Ω
F∗(x,Du(x))
2dx+ (1− t)
∫
Ω
F∗(x,Dv(x))
2dx
−lF t(1− t)
∫
Ω
F∗(x,D(v − u)(x))
2dx− µ
∫
Ω
(tu(x) + (1− t)v(x))2
F (x)2
dx
= tKµ (u) + (1− t)Kµ (v)
−t(1− t)lF
∫
Ω
(
F∗(x,D(v − u)(x))
2 − µl−1F
(v(x)− u(x))2
F (x)2
)
dx
≤ tKµ (u) + (1− t)Kµ (v) ,
which concludes the proof. 
Proof of Theorem 1.1. We split the proof into two parts.
Case I: α = 0 whenever n = 2, or α > 0 whenever n ≥ 3.
Let (Rn, F ) be a Minkowski space, Ω ⊂ Rn be an open bounded set and α ∈
[
n−2
2
√
1− l2F ,
n−2
2
]
be fixed with the above properties; in particular, it turns out that dF (x0, x) = F (x − x0) for every
x0, x ∈ R
n. After translation, we may also consider that x0 = 0 ∈ Ω. If
µα(Ω) := inf
u∈W 1,2
0
(Ω)
{∫
Ω
F∗(Du(x))
2dx−
[
(n− 2)2
4
− α2
] ∫
Ω
u(x)2
F (x)2
dx :
∫
Ω
u(x)2dx = 1
}
, (3.2)
it suffices to prove that
µα(Ω) ≥ Sα(Ω). (3.3)
Moreover, since F is absolutely homogeneous (so F∗), it is enough to consider only nonnegative test
functions u ∈W 1,20 (Ω)+ in (3.2).
Let us consider a minimizing sequence for µα(Ω), i.e., {uk}k ⊂W
1,2
0 (Ω)+ such that∫
Ω
uk(x)
2dx = 1, ∀k ∈ N, (3.4)
and ∫
Ω
F∗(Duk(x))
2dx−
[
(n− 2)2
4
− α2
] ∫
Ω
uk(x)
2
F (x)2
dx→ µα(Ω) as k →∞. (3.5)
First, if α = 0 (when n = 2), by relation (3.5) we have that {uk}k is bounded in W
1,2
0 (Ω)+. Second,
if α > 0 (when n ≥ 3), by the anisotropic Hardy inequality and (3.5), it follows again that {uk}k is
bounded in W 1,20 (Ω)+. Accordingly, there exists u˜ ∈W
1,2
0 (Ω)+ such that (up to a subsequence) {uk}k
converges strongly to u˜ in L2(Ω) and weakly to u˜ in W 1,20 (Ω). By (3.4) we directly have∫
Ω
u˜(x)2dx = 1,
and by Proposition 3.1 and relation (3.5),
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µα(Ω) ≤
∫
Ω
F∗(Du˜(x))
2dx−
[
(n− 2)2
4
− α2
] ∫
Ω
u˜(x)2
F (x)2
dx
≤ lim inf
k→∞
[∫
Ω
F∗(Duk(x))
2dx−
[
(n− 2)2
4
− α2
] ∫
Ω
uk(x)
2
F (x)2
dx
]
= µα(Ω).
Thus, u˜ ∈ W 1,20 (Ω)+ is a minimizer in (3.2). Let u
⋆ ∈ W 1,20 (Ω
⋆)+ be the anisotropic symmetrization
of u˜. By the anisotropic Po´lya-Szego˝, Hardy-Littlewood inequalities and Cavalieri principle one has
µα(Ω) =
∫
Ω
F∗(Du˜(x))
2dx−
[
(n− 2)2
4
− α2
] ∫
Ω
u˜(x)2
F (x)2
dx
≥
∫
Ω⋆
F∗(Du
⋆(x))2dx−
[
(n− 2)2
4
− α2
] ∫
Ω⋆
u⋆(x)2
F (x)2
dx (3.6)
≥ inf
v∈W 1,2
0
(Ω)+
{∫
Ω⋆
F∗(Dv
⋆(x))2dx−
[
(n− 2)2
4
− α2
] ∫
Ω⋆
v⋆(x)2
F (x)2
dx :
∫
Ω⋆
(v⋆)2dx = 1
}
=: Qα(Ω).
As above, one can prove that the latter infimum is attained; let v⋆ ∈W 1,20 (Ω
⋆)+ be such a minimizer
for Qα(Ω). We may assume that v
⋆ ∈ C10 (Ω
⋆)+; otherwise, a density argument applies. Thus, there
exists a non-increasing function h : [0,∞)→ [0,∞) of class C1 such that v⋆(x) = h(ρ) where ρ = F (x).
Since Ω⋆ has a Wulff shape, there exists RΩ > 0 such that ωnR
n
Ω = |Ω
⋆| = |Ω|; moreover, h(RΩ) = 0.
From the absolute homogeneity of F and relation (2.9), we have that
F∗(Dv
⋆(x)) = F∗(h
′(ρ)DF (x)) = −h′(ρ)F∗(DF (x)) = −h
′(ρ).
Consequently, the function h is a minimizer for
Qα(Ω) = min
w∈C1(0,RΩ); w(RΩ)=0
∫ RΩ
0
(w′(ρ))2rn−1dρ−
[
(n− 2)2
4
− α2
] ∫ RΩ
0
w(ρ)2ρn−3dρ∫ RΩ
0
w(ρ)2ρn−1dρ
.
The corresponding Euler-Lagrange equation for h reads as
(h′(ρ)ρn−1)′ +
[
(n− 2)2
4
− α2
]
h(ρ)ρn−3 +Qα(Ω)h(ρ)ρ
n−1 = 0, ρ ∈ (0, RΩ). (3.7)
If w(ρ) := ρ
n−2
2 h(ρ), (3.7) reduces to the Bessel differential equation
ρ2w′′(ρ) + ρw′(ρ) +
(
Qα(Ω)ρ
2 − α2
)
w(ρ) = 0.
Accordingly, (3.7) has the general solution
h(ρ) = c0ρ
2−n
2 Jα
(√
Qα(Ω)ρ
)
+ c1ρ
2−n
2 Yα
(√
Qα(Ω)ρ
)
, ρ ∈ (0, RΩ), (3.8)
where c0, c1 ∈ R, while Jα and Yα are the Bessel functions of the first and second kind, respectively.
Since Yα is singular at the origin, we choose c1 = 0; otherwise, v
⋆(x) = h(F (x)) will not belong to
W 1,20 (Ω
⋆). Furthermore, since h(RΩ) = 0, it turns out that
√
Qα(Ω)RΩ = jα, where jα is the first
positive zero of Jα, which gives that
Qα(Ω) = Sα(Ω) = j
2
α
(
ωn
|Ω|
) 2
n
,
which implies (3.3), i.e, the validity of (BPV) on (Rn, F ).
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If equality holds in (BPV), then we have that µα(Ω) = Sα(Ω). The latter relation implies that in
(3.6) we have equality; in particular, we have equality in the the Po´lya-Szego˝ inequality, i.e.,∫
Ω
F∗(Du˜(x))
2dx =
∫
Ω⋆
F∗(Du
⋆(x))2dx.
Due to Esposito and Trombetti [12, Theorem 5.1], the latter relation implies that Ω = Ω∗ (up to
translations) and u˜ agrees almost everywhere (up to constant multiplication) with
u⋆(x) = v⋆(x) = F (x)
2−n
2 Jα
(√
Sα(Ω)F (x)
)
, x ∈ Ω∗,
see (3.8). The asymptotic properties
Jα(t) ∼
1
Γ(α+ 1)
(
t
2
)α
and J ′α(t) ∼
1
2Γ(α)
(
t
2
)α−1
for t≪ 1, (3.9)
immediately imply that u⋆ ∈W 1,20 (Ω
⋆).
Conversely, when Ω = Ω⋆, one clearly has µα(Ω) = Sα(Ω), and u
⋆ is an extremal function in (BPV).
Case II: α = 0 whenever n ≥ 3. In this case, we necessarily have that lF = 1, i.e., F is Euclidean,
thus we may proceed as in Brezis and Va´zquez [6]. Applying again (anisotropic) symmetrization, it is
enough to prove (BPV) only for symmetrized functions v ∈W 1,20 (Ω
⋆). Let v(x) = h(ρ) with ρ = F (x),
x ∈ Ω = Ω⋆. Note that h(RΩ) = 0, where RΩ =
(
|Ω|
ωn
) 1
n
. Let w(ρ) := ρ
n−2
2 h(ρ) with ρ = F (x). Since
n ≥ 3, it turns out that w(0) = 0. Moreover, since w(RΩ) = 0, an integration by parts gives∫
Ω⋆
F∗(Dv(x))
2dx = nωn
∫ RΩ
0
ρ(w′(ρ))2dρ+ nωn
(n− 2)2
4
∫ RΩ
0
ρ−1w(ρ)2dρ.
Furthermore, one has ∫
Ω⋆
v(x)2
F (x)2
dx = nωn
∫ RΩ
0
ρ−1w(ρ)2dρ
and ∫
Ω⋆
v(x)2dx = nωn
∫ RΩ
0
ρw(ρ)2dρ.
The above calculations show that in order to prove (BPV), it remains to check∫ RΩ
0
ρ(w′(ρ))2dρ ≥ S0(Ω)
∫ RΩ
0
ρw(ρ)2dρ, (3.10)
which is nothing but the optimal 2-dimensional Poincare´ inequality.
The equality in (BPV) would imply equality in (3.10). This would imply, similarly to Case I
that Ω = Ω⋆ and w(ρ) = J0
(√
S0(Ω)ρ
)
. But v(x) = F (x)
2−n
2 J0
(√
S0(Ω)F (x)
)
does not belong to
W 1,20 (Ω
⋆), see (3.9). 
Remark 3.1. A similar inequality to (BPV) can be stated also on not necessarily reversible Minkowski
spaces. In such a setting, anisotropic symmetrization should be applied for positively homogeneous
Minkowski norms, where a set having a Wulff shape is homothetic to the backward metric balls, see
Van Schaftingen [24].
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4. Proof of Theorems 1.2 and 1.3
In order to provide the proof of Theorems 1.2 and 1.3, we need some auxiliary results.
Proposition 4.1. Let r > 0 and f : (0, r] → R be a non-increasing function such that f(r) = 0
and (M,F ) be a complete n-dimensional reversible Finsler manifold (n ≥ 2) with nonnegative n-Ricci
curvature. Then for every fixed x0 ∈M , one has∫
Bx0 (r)
f(dF (x0, x))dVF (x) =
∫ r
0
Ax0(ρ)f(ρ)dρ,
where Ax0(ρ) :=
d
dρVolF (Bx0(ρ)) = lim supδ→0
VolF (Bx0 (ρ+δ))−VolF (Bx0 (ρ))
δ denotes the area of the sphere
∂Bx0(ρ) = {y ∈M : dF (x0, y) = ρ}.
Proof. By the Bishop-Gromov volume comparison principle on (M,F ) we have that ρ 7→
VolF (Bx0 (ρ))
ρn
is non-increasing on (0,∞); in particular, ρ 7→ VolF (Bx0(ρ)) is differentiable a.e. on [0,∞). Let
l0 = limρ→0 f(ρ). By using the layer cake representation together with the facts that f : (0, r]→ R is
non-increasing and f(r) = 0, an integration by parts gives∫
Bx0(r)
f(dF (x0, x))dVF (x) =
∫ l0
0
VolF ({x ∈ Bx0(r) : f(dF (x0, x)) > t})dt
=
∫ 0
r
VolF (Bx0(ρ))f
′(ρ)dρ [change of variables t = f(ρ)]
= −
∫ r
0
VolF (Bx0(ρ))f
′(ρ)dρ
=
∫ r
0
d
dρ
VolF (Bx0(ρ))f(ρ)dρ,
which concludes the proof. 
In the sequel we need some fine properties of Bessel functions of the first kind; we first recall
some basic properties of them which are well known in the literature, see e.g. Erde´lyi, Magnus,
Oberhettinger and Tricomi [11]. The Bessel function of the first kind with order α ∈ R is the solution
of the differential equation
t2y′′(t) + ty′(t) + (t2 − α2) = 0, (4.1)
which is nonsingular at the origin; we denote it by Jα. The function Jα has the following recurrence
relations
Jα+1(t) + Jα−1(t) =
2α
t
Jα(t), t > 0; (4.2)
J ′α(t) = −Jα+1(t) +
α
t
Jα(t), t > 0; (4.3)
J ′α+1(t) = Jα(t)−
α+ 1
t
Jα+1(t), t > 0, (4.4)
where J ′α is the derivative of Jα. We know that the positive zeros of Jα form an increasing sequence
{jα,k}k∈N, and the Mittag-Leffler expansion yields for every α > 0 that
Jα+1(t)
Jα(t)
=
∑
k≥1
2t
j2α,k − t
2
, |t| < jα,1; (4.5)
t
J ′α(t)
Jα(t)
= α−
∑
k≥1
2t2
j2α,k − t
2
, |t| < jα,1. (4.6)
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In particular, by (4.5) we easily obtain for α > −1 the Rayleigh sum∑
k≥1
1
j2α,k
=
1
4(α+ 1)
. (4.7)
For simplicity, we use the notation jα := jα,1.
Proposition 4.2. Let n ≥ 2 be an integer and α ∈
[
0, n−22
]
. Then the following properties hold:
(i) for every β ∈ [0, 2], the function h1(t) := t
β−nJ2α(jαt) is non-increasing on (0, 1];
(ii) the function h2(t) := t
1−nJα(jαt)Jα+1(jαt) is non-increasing on (0, 1];
(iii) the function h3(t) := t
2−nJα+1(jαt)
[
Jα+1(jαt)−
n+2α
jαt
Jα(jαt)
]
is non-decreasing on (0, 1].
Proof. (i) It is enough to prove that t 7→ h˜1(t) :=
√
h1(t) = t
β−n
2 Jα(jαt) is non-increasing on (0, 1).
Since Jα(jαt) 6= 0 for t ∈ (0, 1), by relation (4.6) we have
h˜′1(t)
t
2+n−β
2
Jα(jαt)
=
β − n
2
+ jαt
J ′α(jαt)
Jα(jαt)
=
β − n
2
+ α−
∑
k≥1
2(jαt)
2
j2α,k − (jαt)
2
≤
β − n
2
+ α ≤ 0.
(ii) By using relations (4.3), (4.4), (4.5) and (4.7), we obtain for every t ∈ (0, 1) that
h′2(t)
tn
J2α(jαt)
= −jαt
J2α+1(jαt)
J2α(jαt)
− n
Jα+1(jαt)
Jα(jαt)
+ jαt
≤ −n
Jα+1(jαt)
Jα(jαt)
+ jαt = jαt

−2n∑
k≥1
1
j2α,k − (jαt)
2
+ 1


≤ jαt

−2n∑
k≥1
1
j2α,k
+ 1

 = jαt
[
−
n
2(α+ 1)
+ 1
]
≤ 0.
(iii) A similar reasoning as in (ii) gives for every t ∈ (0, 1) that
h′3(t)
jαt
n
J2α(jαt)[2(jαt)
2 + n(n+ 2α)]
=
Jα+1(jαt)
Jα(jαt)
−
(n+ 2α)jαt
2(jαt)2 + n(n+ 2α)
= jαt

2∑
k≥1
1
j2α,k − (jαt)
2
−
(n+ 2α)
2(jαt)2 + n(n+ 2α)


≥ jαt
[
1
2(α + 1)
−
1
n
]
≥ 0,
which concludes the proof. 
The following auxiliary result provides an unusual rigidity in the theory of functional inequalities
involving Bessel functions.
Proposition 4.3. Let r > 0 be a real number, n ≥ 2 be an integer, and α ∈
[
0, n−22
]
be such α > 0
whenever n ≥ 3. Assume that a function f : (0, r]→ [0,∞) satisfies the following properties:
(a) lim inft→0
f(t)
tn = 1;
(b) the function t 7→ f(t)tn is non-increasing on (0, r);
(c)
∫ 1
0
f(rt)t−n+1
[
J2α+1(jαt)− 2
(
n− 2
2
− α
)
J ′α(jαt)Jα(jαt)
jαt
− J2α(jαt)
]
dt ≥ 0.
Then f(t) = tn for every t ∈ (0, r).
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Proof. Two cases are distinguished, depending on α and n.
Case I: α > 0 whenever n ≥ 3. For simplicity of notation, let us introduce the function Hα : (0, 1]→
R defined by
Hα(t) := J
2
α+1(jαt)− 2
(
n− 2
2
− α
)
J ′α(jαt)Jα(jαt)
jαt
− J2α(jαt).
By the integral identities∫ 1
0
tJ2α+1(jαt)dt =
J2α+1(jα)
2
,
∫ 1
0
Jα(jαt)J
′
α(jαt)dt = 0,
∫ 1
0
tJ2α(jαt)dt = −
Jα−1(jα)Jα+1(jα)
2
,
see formula (10.22.5) from [20] and relation (4.2), we have that∫ 1
0
tHα(t)dt = 0. (4.8)
According to relation (4.5), the function t 7→
J2α+1(jαt)
J2α(jαt)
is increasing on (0, 1) and one has
lim
t→0
J2α+1(jαt)
J2α(jαt)
= 0 and lim
t→1
J2α+1(jαt)
J2α(jαt)
= +∞.
In a similar way, by (4.6), the function t 7→ J
′
α(jαt)
jαtJα(jαt)
is decreasing on (0, 1) and we have
lim
t→0
J ′α(jαt)
jαtJα(jαt)
= +∞ and lim
t→1
J ′α(jαt)
jαtJα(jαt)
= −∞.
The latter properties imply that the equation Hα(t) = 0 has a unique solution on (0, 1); let us denote
by t0α ∈ (0, 1) this element. The above analysis also shows that
Hα(t) < 0, ∀t ∈ (0, t
0
α) and Hα(t) > 0, ∀t ∈ (t
0
α, 1]. (4.9)
Due to (a) and (b), it follows that
f(t) ≤ tn, ∀t ∈ (0, r). (4.10)
Relation (4.10) and the asymptotic properties (3.9) of the Bessel function imply that the terms within
inequality (c) are well defined. Let g : (0, r]→ [0, 1] be defined by
g(t) = 1−
f(t)
tn
.
By (a) and (b), it follows that lim supt→0 g(t) = 0 and g is non-decreasing on (0, r). Since f(t) =
tn − g(t)tn, by means of (4.8), the inequality in (c) can be transformed equivalently into∫ 1
0
g(rt)tHα(t)dt ≤ 0. (4.11)
We are going to prove that g ≡ 0 on (0, r). To see this, we have
0 ≥
∫ 1
0
g(rt)tHα(t)dt =
∫ t0α
0
g(rt)tHα(t)dt+
∫ 1
t0α
g(rt)tHα(t)dt [see (4.11)]
≥ g(rt0α)
∫ t0α
0
tHα(t)dt+
∫ 1
t0α
g(rt)tHα(t)dt [see (4.9) and monotonicity of g]
= −g(rt0α)
∫ 1
t0α
tHα(t)dt+
∫ 1
t0α
g(rt)tHα(t)dt [see (4.8)]
=
∫ 1
t0α
[
−g(rt0α) + g(rt)
]
tHα(t)dt.
INTERPOLATION BETWEEN BREZIS-VA´ZQUEZ AND POINCARE´ INEQUALITIES 13
By (4.9) and the monotonicity of g again, we necessarily have that g(rt) = g(rt0α) for every t ∈ (t
0
α, 1).
Having this relation in mind, we have similarly as above that
0 ≥
∫ 1
0
g(rt)tHα(t)dt =
∫ t0α
0
g(rt)tHα(t)dt+ g(rt
0
α)
∫ 1
t0α
tHα(t)dt
=
∫ t0α
0
g(rt)tHα(t)dt− g(rt
0
α)
∫ t0α
0
tHα(t)dt
=
∫ t0α
0
[
g(rt)− g(rt0α)
]
tHα(t)dt.
Again, by (4.9) and the monotonicity of g we have g(rt) = g(rt0α) for every t ∈ (0, t
0
α). Accordingly,
g(rt) = g(rt0α) for every t ∈ (0, 1). Since lim supt→0 g(t) = 0, we have that g ≡ 0 on (0, 1), which
concludes the proof in Case I.
Case II: α = 0 whenever n = 2. The proof is analogous to Case I; the only difference is that instead
of Hα we consider the function H0 : [0, 1]→ R defined by H0(t) := J
2
1 (j0t)− J
2
0 (j0t). 
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. We distinguish two cases.
Case I: α > 0 whenever n ≥ 3. Let us fix r > 0 arbitrarily. We are going to prove that the function
u(x) := dF (x0, x)
2−n
2 Jα
(
jα
dF (x0, x)
r
)
, x ∈ Bx0(r), (4.12)
can be used as a test function in (BPV) on the open set Bx0(r). To do this, we construct a sequence
of functions with suitable convergence properties. More precisely, for every k ∈ N with k > 1r + 1, we
consider the Lipschitz function uk : Bx0(r)→ R defined by
uk(x) =
(
max
{
1
k
, dF (x0, x)
})2−n
2
Jα
(
jα
min
{(
1 + 1k
)
dF (x0, x), r
}
r
)
.
Since (M,F ) is complete, the set supp(uk) = Bx0(
rk
k+1) is compact. Therefore, by density reasons, uk
can be uses as test functions in (BPV) on Bx0(r), i.e., for every k ∈ N one has∫
Bx0(r)
F∗(x,Duk(x))
2dVF (x) ≥
[
(n − 2)2
4
− α2
] ∫
Bx0 (r)
uk(x)
2
dF (x0, x)2
dVF (x)
+Sα(Bx0(r))
∫
Bx0 (r)
uk(x)
2dVF (x). (4.13)
Moreover, it immediately yields that
lim
k→∞
uk(x) = u(x) and lim
k→∞
F∗(x,Duk(x)) = F∗(x,Du(x)) a.e. x ∈ Bx0(r),
where
F∗(x,Du(x)) = dF (x0, x)
−n
2
[
n− 2
2
Jα
(
jα
dF (x0, x)
r
)
− jα
dF (x0, x)
r
J ′α
(
jα
dF (x0, x)
r
)]
. (4.14)
In (4.14) we used the chain rule, relation (2.9) and the inequality
jαt
J ′α(jαt)
Jα(jαt)
≤ α ≤
n− 2
2
, t ∈ (0, 1),
which follows by relation (4.6).
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We now prove that the functions x 7→ F∗(x,Du(x))
2, x 7→ u(x)
2
dF (x0,x)2
and x 7→ u(x)2 belong to
L1(Bx0(r)), respectively; these facts will be applied in the limiting process in (4.13) together with the
Lebesgue dominated convergence theorem.
First, by Proposition 4.2/(i) (for β = 2) and Proposition 4.1 it turns out that∫
Bx0 (r)
u(x)2dVF (x) =
∫
Bx0 (r)
dF (x0, x)
2−nJ2α
(
jα
dF (x0, x)
r
)
dVF (x)
= r2−n
∫
Bx0 (r)
h1
(
dF (x0, x)
r
)
dVF (x)
=
∫ r
0
Ax0(ρ)ρ
2−nJ2α
(
jα
ρ
r
)
dρ, (4.15)
where h1 comes from Proposition 4.2. Since ρ 7→
VolF (Bx0 (ρ))
ρn is non-increasing, it follows (see also
(2.8)) that
VolF (Bx0(ρ)) ≤ ωnρ
n and Ax0(ρ) ≤ nωnρ
n−1, ∀ρ > 0. (4.16)
Hence, by (3.9) and (4.15) we have∫ r
0
Ax0(ρ)ρ
2−nJ2α
(
jα
ρ
r
)
dρ ≤ nωn
∫ r
0
ρJ2α
(
jα
ρ
r
)
dρ < +∞.
Second, again by Proposition 4.2/(i) (for β = 0) and Proposition 4.1, one has∫
Bx0 (r)
u(x)2
dF (x0, x)2
dVF (x) =
∫
Bx0 (r)
dF (x0, x)
−nJ2α
(
jα
dF (x0, x)
r
)
dVF (x)
= r−n
∫
Bx0 (r)
h1
(
dF (x0, x)
r
)
dVF (x)
=
∫ r
0
Ax0(ρ)ρ
−nJ2α
(
jα
ρ
r
)
dρ (4.17)
≤ nωn
∫ r
0
ρ−1J2α
(
jα
ρ
r
)
dρ <∞,
where we used (4.16) and the asymptotic property (3.9) together with the fact that α > 0.
By using the recurrence relation (4.3) and the eikonal equation (2.9), it turns out that
F∗(x,Du(x))
2 = dF (x0, x)
−n
[(
n− 2
2
− α
)
Jα
(
jα
dF (x0, x)
r
)
+ jα
dF (x0, x)
r
Jα+1
(
jα
dF (x0, x)
r
)]2
.
(4.18)
Therefore, in order to handle the term
∫
Bx0 (r)
F∗(x,Du(x))
2dVF (x), we have to study the behavior of
three terms, coming from the development of (4.18). The first term appears precisely in (4.17). The
second term is
0 < I :=
∫
Bx0 (r)
dF (x0, x)
1−nJα
(
jα
dF (x0, x)
r
)
Jα+1
(
jα
dF (x0, x)
r
)
dVF (x)
= r1−n
∫
Bx0 (r)
h2
(
dF (x0, x)
r
)
dVF (x)
=
∫ r
0
Ax0(ρ)ρ
1−nJα
(
jα
ρ
r
)
Jα+1
(
jα
ρ
r
)
dρ (4.19)
≤ nωn
∫ r
0
Jα
(
jα
ρ
r
)
Jα+1
(
jα
ρ
r
)
dρ <∞,
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where we used Proposition 4.2/(ii), Proposition 4.1 and relations (3.9) and (4.16). Finally, the third
term is
J :=
∫
Bx0 (r)
dF (x0, x)
2−nJ2α+1
(
jα
dF (x0, x)
r
)
dVF (x)
= r2−n
∫
Bx0 (r)
h3
(
dF (x0, x)
r
)
dVF (x) +
r(n+ 2α)
jα
I.
Since ρ 7→ h3(1) − h3
(ρ
r
)
is non-increasing on (0, r], see Proposition 4.2/(iii), which vanishes at r, we
may apply Proposition 4.1 in order to obtain∫
Bx0(r)
h3
(
dF (x0, x)
r
)
dVF (x) = −
∫
Bx0 (r)
[
h3(1)− h3
(
dF (x0, x)
r
)]
dVF (x) + h3(1)VolF (Bx0(r))
= −
∫ r
0
Ax0(ρ)
[
h3(1)− h3
(ρ
r
)]
dρ+ h3(1)VolF (Bx0(r))
=
∫ r
0
Ax0(ρ)h3
(ρ
r
)
dρ.
Accordingly, by the latter relation, (4.19) and (4.16) one obtains
0 < J = r2−n
∫ r
0
Ax0(ρ)h3
(ρ
r
)
dρ+
r(n+ 2α)
jα
I
=
∫ r
0
Ax0(ρ)ρ
2−nJ2α+1
(
jα
ρ
r
)
dρ (4.20)
≤ nωn
∫ r
0
ρJ2α+1
(
jα
ρ
r
)
dρ <∞.
Now, we are in the position to apply the Lebesgue dominated convergence theorem in (4.13),
obtaining ∫
Bx0 (r)
F∗(x,Du(x))
2dVF (x) ≥
[
(n− 2)2
4
− α2
] ∫
Bx0 (r)
u(x)2
dF (x0, x)2
dVF (x)
+Sα(Bx0(r))
∫
Bx0 (r)
u(x)2dVF (x). (4.21)
By (4.16) we have
Sα(Bx0(r)) = j
2
α
(
ωn
VolF (Bx0(r))
) 2
n
≥
j2α
r2
. (4.22)
Therefore, by using the integral representations from (4.15), (4.17), (4.19) and (4.20), the inequalities
(4.18), (4.21) and (4.22) imply after some elementary rearrangement that∫ r
0
Ax0(ρ)ρ
2−n
{
J2α+1
(
jα
ρ
r
)
− 2
(
n− 2
2
− α
)
r
jαρ
[
−Jα+1
(
jα
ρ
r
)
+
αr
jαρ
Jα
(
jα
ρ
r
)]
Jα
(
jα
ρ
r
)
−
−J2α
(
jα
ρ
r
)}
dρ ≥ 0.
We observe that for the second term in the above integrand we can apply the recurrence relation (4.3),
obtaining∫ r
0
Ax0(ρ)ρ
2−n
[
J2α+1
(
jα
ρ
r
)
− 2
(
n− 2
2
− α
)
r
jαρ
J ′α
(
jα
ρ
r
)
Jα
(
jα
ρ
r
)
−J2α
(
jα
ρ
r
)]
dρ ≥ 0.
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Now, we change the variable ρ = rt, t ∈ (0, 1), which implies∫ 1
0
Ax0(rt)t
2−n
[
J2α+1 (jαt)− 2
(
n− 2
2
− α
)
1
jαt
J ′α (jαt) Jα (jαt)− J
2
α (jαt)
]
dt ≥ 0.
Since the latter inequality is valid for every r > 0, an integration with respect to r yields∫ 1
0
VolF (Bx0(rt))t
1−n
[
J2α+1 (jαt)− 2
(
n− 2
2
− α
)
1
jαt
J ′α (jαt)Jα (jαt)− J
2
α (jαt)
]
dt ≥ 0.
Due to (2.7) and the latter inequality, the assumptions in Proposition 4.3 are fulfilled by the non-
increasing function ρ 7→
VolF (Bx0 (ρ))
ρn , ρ ∈ (0,∞). Therefore, it yields that
VolF (Bx0(ρ)) = ωnρ
n, ∀ρ > 0.
We note that on (M,F ) with nonnegative n-Ricci curvature the latter relation does not depend on
x0, thus
VolF (Bx(ρ)) = ωnρ
n, ∀x ∈M,ρ > 0,
which implies that the flag curvature on (M,F ) is identically zero.
Case II: α = 0 whenever n = 2. The proof is similar to Case I. Let r > 0 be arbitrarily fixed.
Instead of the function from (4.12), we consider
u(x) := J0
(
j0
dF (x0, x)
r
)
, x ∈ Bx0(r).
After a similar approximation procedure as above, we obtain by (BPV) that∫
Bx0 (r)
F∗(x,Du(x))
2dVF (x) ≥ S0(Bx0(r))
∫
Bx0(r)
u(x)2dVF (x). (4.23)
Since
F∗(x,Du(x)) = −
j0
r
J ′0
(
j0
dF (x0, x)
r
)
F∗ (x,DdF (x0, ·)(x)) =
j0
r
J1
(
j0
dF (x0, x)
r
)
a.e. x ∈ Bx0(r),
and
S0(Bx0(r)) = j
2
0
ωn
VolF (Bx0(r))
≥
j20
r2
,
the inequality (4.23) implies∫
Bx0(r)
[
J21
(
j0
dF (x0, x)
r
)
− J20
(
j0
dF (x0, x)
r
)]
dVF (x) ≥ 0.
By the latter inequality we obtain∫ 1
0
VolF (Bx0(rt))t
−1
[
J21 (j0t)− J
2
0 (j0t)
]
dt ≥ 0.
It remains to apply Proposition 4.3 to obtain VolF (Bx0(ρ)) = ωnρ
n, ρ > 0. 
Proof of Theorem 1.3. ”(i)⇒(ii)” Since (M,F ) is Berwaldian, we have Ricn=Ric, see Shen [23],
and we can apply Theorem 1.2, obtaining that the flag curvature on (M,F ) is identically zero. Note
that any Berwald space with vanishing flag curvature is necessarily a locally Minkowski space, see
Bao, Chern and Shen [4, Sect. 10.5]. Now, the relation VolF (Bx(ρ)) = ωnρ
n for all x ∈M and ρ > 0
implies that (M,F ) is in fact isometric to a Minkowski space.
”(ii)⇒(i)” It follows directly by the first part of Theorem 1.1. 
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5. Application in PDEs: Proof of Theorem 1.4
Proof of Theorem 1.4. Let us assume first that (Pα,λ) has a nonzero solution, i.e., there exists
u ∈W 1,20 (B
F
0 (1))+ \ {0} such that
−∆Fu(x)−
[
(n− 2)2
4
− α2
]
u(x)
F (x)2
+ λu(x) = u(x)p−1, x ∈ BF0 (1). (5.1)
Due to Theorem 1.1, the function u⋆(x) = F (x)
2−n
2 Jα (jαF (x)) belongs toW
1,2
0 (B
F
0 (1)) and u
⋆(x) > 0
for every x ∈ BF0 (1). Moreover, the differential equation (3.7) or a direct calculation yields that
−∆Fu
⋆(x)−
[
(n− 2)2
4
− α2
]
u⋆(x)
F (x)2
= Sα
(
BF0 (1)
)
u⋆(x), x ∈ BF0 (1). (5.2)
Note that Sα
(
BF0 (1)
)
= j2α. By multiplying the equation (5.1) by u
⋆, an integration by parts and (5.2)
give that
(λ+ j2α)
∫
BF
0
(1)
u⋆(x)u(x)dx =
∫
BF
0
(1)
u⋆(x)u(x)p−1dx > 0,
which immediately yields λ > −j2α.
Conversely, let us assume that λ > −j2α and define the positive number
cα,λ :=


min
(
1, 1 + λ
j2
0
)
, if n = 2 (and α = 0),
4α2
(n−2)2
min
(
1, 1 + λ
j2α
)
, if n ≥ 3 (and α > 0).
Due to the validity of (BPV) (see Theorem 1.1), we have for every u ∈W 1,20 (B
F
0 (1)) that
K2α,λ(u) :=
∫
BF
0
(1)
{
F∗(Du(x))
2 −
[
(n− 2)2
4
− α2
]
u(x)2
F (x)2
+ λu(x)2
}
dx ≥ cα,λ
∫
BF
0
(1)
F∗(Du(x))
2dx.
According to the classical Poincare´ inequality and the latter inequality, u 7→ K
1/2
α,λ(u) defines a norm
on W 1,20 (B
F
0 (1)), equivalent to the usual one.
Let g,G : R→ [0,∞) be defined by g(s) = sp−1+ and G(s) =
sp
+
p , where s+ = max(s, 0).We associate
with problem (Pα,λ) its energy functional Eα,λ : W
1,2
0 (B
F
0 (1))→ R defined by
Eα,λ(u) =
1
2
K2α,λ(u)−
∫
BF
0
(1)
G(u(x))dx.
In a standard manner we can prove that Eα,λ ∈ C
1(W 1,20 (B
F
0 (1));R). Moreover, since W
1,2
0 (B
F
0 (1))
can be compactly embedded into Lp(BF0 (1)) (p ∈ (2, 2
∗)) and s 7→ g(s) verifies the usual Ambrosetti-
Rabinowitz condition (see e.g. Willem [25, Lemma 1.20]), it turns out that Eα,λ satisfies the Palais-
Smale condition at each level. Moreover, since p > 2, Eα,λ satisfies also the mountain pass geometry;
namely,
• there exists a sufficiently small ρ > 0 such that
inf
Kα,λ(u)=ρ
Eα,λ(u) > 0 = Eα,λ(0);
• for sufficiently large t > 0 and u⋆ coming from (5.2) one has
Eα,λ(tu
⋆) = t2K2α,λ(u
⋆)− tp
∫
BF
0
(1)
G(u⋆(x))dx < 0.
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Therefore, by the mountain pass theorem it follows the existence of a critical point u ∈ W 1,20 (B
F
0 (1))
for Eα,λ with positive energy level (thus u 6= 0), which is precisely a weak solution to problem{
−∆Fu(x)−
[
(n−2)2
4 − α
2
]
u(x)
F (x)2
+ λu(x) = (u(x))p−1+ , x ∈ B
F
0 (1);
u ∈W 1,20 (B
F
0 (1)).
Multiplying the latter equation by u−(x) = min(u(x), 0), an integration onB
F
0 (1) gives thatK
2
α,λ(u−) =
0, which implies u− = 0. Therefore, u ≥ 0 is a solution for the original problem (Pα,λ), which con-
cludes the proof. 
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