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Cap´ıtulo 1
Prefacio
1.1. Ecuaciones diferenciales estoca´sticas
Las ecuaciones diferenciales estoca´sticas fueron desarrolladas en los an˜os 40 por los ma-
tema´ticos (Itoˆ, Gihman, Kolmogorov, Levy, Wiener y otros) como una herramienta para la
construccio´n expl´ıcita de las trayectorias de procesos de difusio´n. Sin embargo, en f´ısica e
ingenier´ıa las ecuaciones diferenciales estoca´sticas surgen de manera natural en la descrip-
cio´n de sistemas que esta´n afectados por ruido. De hecho, el primer modelo de este tipo fue
propuesto por Langevin en 1908 para describir el movimiento Browniano de una part´ıcula
sometida a una fuerza externa aleatoria. Durante los u´ltimos 20 an˜os las aplicaciones de las
ecuaciones diferenciales estoca´sticas se han extendido mucho ma´s alla´ de la f´ısica o de la
ingenier´ıa. Una de las causas del retraso en la aplicacio´n de este tipo de ecuaciones se debe
a que su tratamiento riguroso es dif´ıcil. A pesar de ello, hoy podemos encontrar aplicaciones
de estas ecuaciones en:
Filtros no lineales de sen˜ales [113], como los utilizados en las gu´ıas de misiles.
F´ısica nuclear [1], para la descripcio´n de las colisiones entre nu´cleos pesados.
Meca´nica estad´ıstica [114], para describir sistemas dentro y fuera del equilibrio.
Economı´a financiera [241, 205], como modelos de derivados financieros.
Neurociencia [230] para describir el comportamiento de una o muchas neuronas inter-
conectadas entre si.
Ingenier´ıa [208]: para ana´lisis de la estabilidad de estructuras frente a perturbaciones
como terremotos, olas del mar, irregularidad de las carreteras, etc.
En todas estas aplicaciones las ecuaciones diferenciales estoca´sticas son utilizadas para
modelar la dina´mica del sistema sometido a un ruido externo. Tradicionalmente, el ruido se
consideraba como un efecto inevitable y molesto de un sistema real. En meca´nica estad´ıstica
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proporcionaba las fluctuaciones te´rmicas que dan lugar a un movimiento alrededor de los
mı´nimos del potencial determinista. Sin embargo, en los u´ltimos an˜os hemos asistido a un
incremento de aplicaciones en las que el ruido es fundamental, como la llamada resonancia
estoca´stica, las transiciones de fase inducidas por ruido, feno´menos fuera del equilibrio, etc.
Como ya hemos dicho, una de las aplicaciones de las ecuaciones diferenciales estoca´sticas
es la descripcio´n de sistemas sometidos a fluctuaciones te´rmicas tanto en equilibrio como
fuera del equilibrio termodina´mico. En ese caso las ecuaciones diferenciales estoca´sticas se
denominan ecuaciones de Langevin. Si el sistema que estamos estudiando es extendido,
entonces dichas ecuaciones diferenciales estoca´sticas son en derivadas parciales. Este tipo
de ecuaciones sera´ el objeto de estudio de esta memoria y su aplicacio´n a diversos problemas
de la meca´nica estad´ıstica de equilibrio y fuera de e´l.
Para terminar esta breve introduccio´n nos gustar´ıa recalcar que el ca´lculo estoca´stico
o la teor´ıa de las ecuaciones diferenciales estoca´sticas es diferente del ca´lculo “ordinario”
para las ecuaciones diferenciales deterministas. En particular, los algoritmos nume´ricos de
integracio´n de una ecuacio´n diferencial estoca´stica son diferentes de los deterministas. Otro
ejemplo proviene de la llamada fo´rmula de Itoˆ, que es la generalizacio´n de la regla de la
cadena para el ca´lculo estoca´stico y que no coincide, en general, con la determinista.
1.2. Objetivos de la tesis
En esta tesis se abordan tres tipos de problemas de meca´nica estad´ıstica en los que el
modelo viene dado en funcio´n de una ecuacio´n diferencial estoca´stica en derivadas parciales.
El objetivo inicial de esta tesis fue el de estudiar el crecimiento de superficies cristalinas me-
diante el me´todo de epitaxia de haces moleculares (MBE, Molecular Beam Epitaxy). Hoy en
d´ıa, la te´cnica de MBE es muy utilizada para la creacio´n de capas finas de materiales, como
las utilizadas en heteroestructuras y otros dispositivos semiconductores. Para las aplicacio-
nes, es muy importante conseguir que estas capas finas tengan la menor rugosidad posible
para que los contactos sean eficientes desde el punto de vista electro´nico. La rugosidad de
estas superficies proviene, principalmente, de la interaccio´n entre la deposicio´n aleatoria de
a´tomos y la difusio´n a lo largo de la superficie de los mismos.
En 1997 propusimos un modelo continuo para describir este proceso de crecimiento que
tiene en cuenta el cara´cter discreto de la superficie. El objetivo entonces era intentar ca-
racterizar las propiedades de ese modelo (que denominamos xMBE) mediante simulaciones
nume´ricas y te´cnicas anal´ıticas. El resultado ma´s interesante de esta parte de la tesis es que
probamos la existencia de una transicio´n de fase de rugosidad como resultado del cara´cter
cristalino de las superficies. Todas las herramientas utilizadas (tanto las anal´ıticas como
las nume´ricas) corroboran este hecho. Desde el punto de vista experimental y teniendo en
mente la aplicabilidad de nuestro modelo, estudiamos tambie´n las oscilaciones que se ob-
servan en las etapas iniciales del crecimiento del material en la intensidad reflejada por la
te´cnica de RHEED. El resultado ma´s interesante es que, dependiendo de cua´l es el proceso
que determina la morfolog´ıa de la superficie (tensio´n superficial, difusio´n superficial, etc.) el
decaimiento de las oscilaciones es muy diferente. Este hecho nos lleva a proponer un criterio
para poder conocer en las etapas iniciales que´ tipo de procesos se esta´n produciendo.
Con el fin de intentar estudiar alguna de las propiedades de estos modelos de crecimiento,
utilizamos una aproximacio´n de campo medio en las ecuaciones diferenciales estoca´sticas o
de Langevin. Utilizando una sencilla te´cnica de perturbaciones singulares directamente sobre
la ecuacio´n diferencial estoca´stica fuimos capaces de obtener en el l´ımite de temperatura
pequen˜a, por ejemplo, el periodo de las oscilaciones RHEED. Sin embargo, nos dimos cuenta
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que, en esta aproximacio´n de campo medio, la ecuacio´n que estudiamos es parecida a la que
se obtiene en otros contextos y en general a la que se utiliza en el estudio de colectividades
de osciladores acoplados. De esta manera trasladamos nuestros ca´lculos a un contexto ma´s
general y vimos que mediante ellos pod´ıamos obtener mucha ma´s informacio´n de estos
modelos que con las te´cnicas previamente utilizadas. En particular, y como resultado ma´s
importante de este estudio, vimos que el ruido tiene un efecto no trivial, aunque sea pequen˜o,
en la dina´mica de estos osciladores cuando esta´n sincronizados. Aunque la idea inicial fue
la de aplicarla a las oscilaciones RHEED, el haber obtenido resultados suficientemente
consistentes nos ha llevado a separar el estudio de colectividades de osciladores acoplados
en una parte diferente de la de crecimiento de cristales.
Por u´ltimo, fruto de una visita al Laboratorio Nacional de Los Alamos en Estados Uni-
dos, nos planteamos uno de los problemas de la meca´nica estad´ıstica fuera del equilibrio
ma´s actuales por su posible relacio´n con el modo en el que esta´ distribuida la materia en
el Universo. Este problema es el de la creacio´n de defectos al pasar por una transicio´n de
fase continua en la que se produce una rotura de simetr´ıa, que en la actualidad esta´ sien-
do estudiado experimentalmente en sistemas de materia condensada. A pesar de que en
la literatura exist´ıan estimaciones para el nu´mero de defectos que se crean, nosotros vi-
mos que mediante la aproximacio´n lineal es posible calcular dicha densidad de defectos de
manera exacta y comprobar, en particular, que las estimaciones obtenidas hasta la fecha
sobreestiman el nu´mero de defectos.
1.3. Esquema de la memoria
El contenido de esta memoria esta´ dividido en 5 partes que contienen varios cap´ıtulos
cada una. En la parte I introducimos la teor´ıa del ca´lculo estoca´stico y de las ecuaciones
diferenciales estoca´sticas as´ı como su aplicacio´n a la meca´nica estad´ıstica. En las partes II,
III y IV aplicamos esta teor´ıa a diversos sistemas estad´ısticos: el crecimiento de superficies
mediante epitaxia, la sincronizacio´n de osciladores acoplados entre s´ı y la dina´mica de las
transiciones de fase, respectivamente. Por u´ltimo, en la parte V presentamos las conclusiones
de esta memoria.
En esta memoria he tratado de ser lo ma´s autocontenido posible, lo que hace que sea tan
voluminosa. Mi esperanza es que aquellos lectores que no son expertos en estos temas sean
capaces de encontrar aqu´ı una pequen˜a introduccio´n a cada uno de los problemas f´ısicos a
los que he aplicado la teor´ıa de las ecuaciones diferenciales estoca´sticas. Para simplificar la
lectura a aquellas personas que tan so´lo quieran conocer los resultados originales de esta
tesis doctoral, he separado los cap´ıtulos por su contenido de cara´cter introductorio o de
presentacio´n de resultados originales como se detalla en la figura 1.1.
Como se ha mencionado las partes II, III y IV tienen como nexo comu´n las ecuaciones
diferenciales estoca´sticas. Aparte de este hecho, entre los cap´ıtulos 7 y 9 veremos que existe
una relacio´n ma´s directa, y que los ca´lculos derivados para explicar la fase sincronizada de
osciladores acoplados pueden aplicarse para estudiar las oscilaciones RHEED observadas en
el crecimiento de cristales mediante la te´cnica MBE.
Por u´ltimo, la memoria se completa con cinco ape´ndices. La misio´n de estos ape´ndices
es doble: por una parte separar del texto aquellas partes puramente algebraicas, y por
otra parte, el desarrollar en completo detalle los ca´lculos utilizados en algunas partes de la
memoria. En concreto he incluido el ape´ndice D, en el que derivo las ecuaciones del Grupo
de Renormalizacio´n para el modelo de crecimiento de superficies que introducimos en el
cap´ıtulo 5. Con ello intento evitar la habitual sensacio´n frustrante cuando se leen art´ıculos
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Figura 1.1: Esquema de la memoria. Los cap´ıtulos marcados con ∗ contienen resultados
originales.
en los que se utiliza el grupo de renormalizacio´n y en los que los autores suelen decir:
“Utilizando las te´cnicas esta´ndar del grupo de renormalizacio´n, obtenemos . . .”. Nuestra
experiencia es que, debido a que los ca´lculos del grupo de renormalizacio´n son complicados,
y ya que en dicha te´cnica existen multitud de aproximaciones, es u´til incluir los ca´lculos
para entender dichas aproximaciones y para posterior comparacio´n con otros problemas.
Tanto el ape´ndice A como el ape´ndice D son tambie´n originales.
Parte I
Introduccio´n a las ecuaciones
diferenciales estoca´sticas
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Cap´ıtulo 2
Ecuaciones diferenciales estoca´sticas y
su aplicacio´n a la meca´nica estad´ıstica
Introducimos las ecuaciones diferenciales estoca´sticas ordinarias y en derivadas parciales y algunos
resultados importantes como el lema de Itoˆ y la ecuacio´n de Fokker-Planck. Por u´ltimo estudiamos la apli-
cacio´n de las ecuacio´nes diferenciales estoca´sticas a la meca´nica estad´ıstica, que se conocen como ecuaciones
de Langevin.
2.1. Introduccio´n
En este cap´ıtulo presentamos el formalismo de las ecuaciones diferenciales estoca´sticas y
co´mo se aplican al estudio de los sistemas estad´ısticos de equilibrio y no equilibrio. En una
primera parte (apartados 2.2-2.5) daremos alguno de los conceptos matema´ticos necesarios
para entender las ecuaciones diferenciales estoca´sticas. El planteamiento de estas secciones
sigue el del libro de Arnold [9]. Existen otros libros que contienen introducciones a estos
conceptos matema´ticos, como el de Gard [73] o el de Kloeden y Platen [128]. En otros (como
sucede en esta memoria) la teor´ıa de las ecuaciones diferenciales estoca´sticas se incluye como
una introduccio´n a otros temas relacionados, como en el manual de Gardiner [74] o el libro
de Horsthemke y Lefever [96]. Para las ecuaciones diferenciales estoca´sticas en derivadas
parciales, consultar [178] o [208] y las referencias en ellos. En la segunda parte del cap´ıtulo
tratamos las ecuaciones de Langevin y su aplicacio´n a la meca´nica estad´ıstica. El lector
interesado puede completar esta parte con la lectura de libros como el van Kampen [114] o
art´ıculos como el de Doering [52].
2.2. Algunas definiciones matema´ticas
En este apartado introducimos algunos de los conceptos que aparecera´n durante esta
memoria relacionados con la teor´ıa de la probabilidad. El principal de ellos es el llamado
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espacio de probabilidad, que se representa matema´ticamente mediante la terna (Ω,A, P )
consistente en un espacio muestral Ω, un σ-a´lgebraA de subconjuntos de Ω llamados sucesos,
y una funcio´n real P : A → R denominada probabilidad. Ω puede ser cualquier conjunto,
mientras que A y P deben satisfacer las siguientes propiedades
1. Ω ∈ A.
2. Si A ∈ A, entonces Ac ∈ A.
3. Para cada {An} ⊆ A, se tiene que ∪An ∈ A.
que definen A como una σ-a´lgebra de subconjuntos de Ω, y
4. Si A ∈ A, P (A) ≥ 0.
5. Si {An} ⊆ A entonces P (∪An) =
∑
P (An) siempre que Ai ∩ Aj =  cuando i 6= j.
6. P (Ω) = 1.
Las propiedades 4 y 5 definen P como una medida, mientras que 6 define P como una
probabilidad. En esta memoria generalmente consideraremos Ω = Rn, aunque en general Ω
puede ser cualquier espacio me´trico separable. Por ejemplo, cuando consideremos ecuaciones
estoca´sticas en derivadas parciales Ω sera´ un espacio de dimensio´n infinita. La probabilidad
P (A) de un suceso A ∈ A es un indicador de la esperanza de que A suceda.
Una variable aleatoria real es una funcio´n medible X : Ω→ R que verifica
A = {ω|X(ω) ≤ x} ∈ A, ∀x ∈ R, (2.1)
de manera que X se convierte en una manera de medir un experimento aleatorio asigna´ndole
un nu´mero real. Esta variable aleatoria sirve para “transportar” la probabilidad P de Ω a
R, de manera que la probabilidad de un suceso B ∈ R viene dada por
PX(B) = P (X
−1(B)), (2.2)
que se denomina distribucio´n de la variable aleatoria X . Dada la estructura de R y de la
σ-a´lgebra asociada1, para una variable aleatoria real la distribucio´n queda completamente
definida por la funcio´n de distribucio´n,
FX(x) = P ({ω : X(ω) ≤ x}) = P (X ≤ x), x ∈ R, (2.3)
que verifica F (−∞) = 0, F (∞) = 1 y que es una funcio´n continua y no decreciente. Lo
contrario tambie´n es va´lido: toda funcio´n que cumpla las propiedades anteriores puede ser
una funcio´n de distribucio´n de una variable aleatoria. Usando la distribucio´n PX , el triplete
(R,B, PX) constituye tambie´n un espacio de probabilidad. Si so´lo estamos interesados en los
valores de la variable X (por ejemplo, la medida sobre un experimento), podemos olvidar
el espacio de probabilidad inicial y concentrarnos en (R,B, PX), es decir, en una variable
real caracterizada por su funcio´n de distribucio´n.
En general, hay dos tipos importantes de variables aleatorias. El primer tipo son las
variables discretas, en las que la funcio´n de distribucio´n crece so´lo en un nu´mero contable
de puntos y es constante entre ellos; el segundo tipo es el de las variables continuas, para
1La σ-a´lgebra formada por intervalos de la forma [a, b] ∈ R, a, b ∈ R se denomina σ-a´lgebra de Borel y se denota
por B
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las que la funcio´n de distribucio´n crece continuamente y se puede definir la densidad de
probabilidad, p(x) por
FX(x) =
∫ x
−∞
p(x′)dx′. (2.4)
En otras palabras, p(x)dx es la probabilidad de que X(ω) tome valores en el entorno infi-
nitesimal [x, x + dx]. La nocio´n de densidad de probabilidad puede generalizarse tambie´n
para variables discretas utilizando deltas de Dirac. Diremos que una variable aleatoria es
gaussiana cuando su densidad de probabilidad venga dada por
p(x) =
1√
2piσ
exp
(
−(x− µ)
2
2σ2
)
, (2.5)
siendo µ y σ dos constantes. Las distribuciones gaussianas (tambie´n llamadas normales)
son muy comunes. Su ubicuidad se puede explicar a partir del Teorema del L´ımite Central
que sera´ considerado al final de este apartado.
El conocimiento de la densidad de probabilidad caracteriza por completo, desde el punto
de vista probabil´ıstico, la variable aleatoria X . Sin embargo, muchas veces so´lo es necesario
conocer algunas caracter´ısticas de X como los llamados momentos. El primero de ellos,
conocido como valor medio o esperanza matema´tica se define como
〈X〉 =
∫
Ω
dP. (2.6)
Aunque la integracio´n sobre Ω requiere una definicio´n, nosotros interpretaremos la integral
en el siguiente sentido: si X es una variable aleatoria real, entonces
〈X〉 =
∫
Ω
dP =
∫ ∞
−∞
x dFX(x) =
∫ ∞
−∞
x p(x)dx, (2.7)
donde FX es la distribucio´n inducida por la funcio´n X : Ω → R y la u´ltima igualdad se
tiene so´lo cuando exista la densidad de probabilidad p(x). El valor medio existe (es finito)
si y so´lo si 〈|X|〉 < ∞. Esto se cumple para la distribucio´n gaussiana, pero no para otras,
como por ejemplo la de Cauchy
p(x) =
1
pi(1 + x2)
. (2.8)
En general podemos calcular el valor medio de cualquier funcio´n de la variable aleatoria
g(X) : Ω→ R
〈g(X)〉 =
∫ ∞
−∞
g(x)dFX(x). (2.9)
En particular, recuperamos (2.7) cuando g(X) = X . T´ıpicamente se consideran los polino-
mios g(x) = xr que definen los llamados momentos de orden r. Contrariamente a lo que
pueda parecer, el conocimiento (si existen) de todos los momentos de una distribucio´n no
determina de manera un´ıvoca la distribucio´n. Una manera de medir el grado de aleatorie-
dad de un proceso estoca´stico es la llamada anchura de la densidad de probabilidad o las
desviaciones de X respecto a la media,
Var(X) = 〈(X − 〈X〉)2〉 =
∫ ∞
−∞
(x− 〈X〉)2 dFX(x), (2.10)
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es decir, el segundo momento central de la distribucio´n. La definicio´n general de momento
central de orden r es 〈(X−〈X〉)r〉. El tercer momento central tiene que ver con la asimetr´ıa
de la densidad de probabilidad con respecto al valor medio.
Para terminar este apartado, introduciremos algunos conceptos de convergencia de va-
riables aleatorias. Supongamos que {Xn} es una secuencia de variables aleatorias definidas
en un espacio de probabilidad comu´n (Ω,A, P ). Se dice que
1. {Xn} converge con probabilidad 1 a X cuando
P (ω : l´ım
n→∞
|Xn(ω)−X(ω)| = 0) = 1. (2.11)
Tambie´n se denomina convergencia casi segura.
2. {Xn} converge en probabilidad o converge estoca´sticamente a X si, ∀ > 0
l´ım
n→∞
P (ω : |Xn(ω)−X(ω)| ≥ ) = 0. (2.12)
3. {Xn} converge en media cuadra´tica a X cuando
l´ım
n→∞
〈|Xn −X|2〉 = 0. (2.13)
4. {Xn} converge en distribucio´n a X si
l´ım
n→∞
FXn(x) = FX(x), (2.14)
para todo punto x donde FX(x) sea continua.
En general estas definiciones no son equivalentes y se tiene que 1.⇒ 2., 3.⇒ 2. y 1.⇒ 4.
Supongamos que {Xi} es una secuencia de variables aleatorias ide´nticamente distribuidas
e independientes y sea
Sn =
X1 + · · ·+Xn
n
. (2.15)
Entonces se verifica el siguiente teorema o ley de los grandes nu´meros: si 〈Xi〉 = µ, la se-
cuencia {Sn} converge con probabilidad 1 a µ. Este teorema es importante desde el punto de
vista pra´ctico pues indica que las nociones de promedio sobre realizaciones o experimentos
y la esperanza matema´tica coinciden asinto´ticamente: dicho de otro modo, para un n sufi-
cientemente grande, las distintas realizaciones independientes de un experimento aleatorio
X1, . . . , Xn aproximan la esperanza de Xi de la forma:
〈Xi〉 ' X1 + · · ·+Xn
n
. (2.16)
Si adema´s se tiene que 〈Xi〉 = µ < ∞ y que σ = [Var(Xi)]1/2 < ∞, entonces la secuencia
{Yn} dada por
Yn =
√
n
Sn − µ
σ
, (2.17)
converge en distribucio´n a la variable gaussiana Z con 〈Z〉 = 0 y Var(Z) = 1, resultado
que se conoce como Teorema Central del L´ımite, y que explica el papel tan importante que
tienen las distribuciones gaussianas en probabilidad y estad´ıstica.
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2.3. Procesos estoca´sticos
En esta memoria tratamos procesos f´ısicos que var´ıan en el tiempo y de manera alea-
toria. E´stos pueden ser modelizados mediante variables aleatorias que describan el estado
del sistema en cada instante de tiempo. De este modo obtenemos una familia de varia-
bles aleatorias parametrizadas por el tiempo t. De manera precisa, un proceso estoca´stico
{X(t, ω); t ∈ T, ω ∈ Ω} es una funcio´n X : T × Ω→ R donde X(t) ≡ X(t, ·) es una variable
aleatoria para cada t ∈ T . Los procesos estoca´sticos dependen de dos variables: el ı´ndice t
y ω ∈ Ω. Si fijamos ω, es decir, escogemos una sola observacio´n del proceso estoca´stico, la
funcio´n X(·, ω) se denomina realizacio´n o trayectoria del proceso.
Como vimos en el apartado anterior una variable aleatoria viene determinada por su
funcio´n de distribucio´n. Del mismo modo un proceso estoca´stico se caracteriza por un
jerarqu´ıa de funciones de distribucio´n
F (x, t) = P (X(t) ≤ x), (2.18)
F (x1, t1; x2, t2) = P (X(t1) ≤ x1;X(t2) ≤ x2), . . . , (2.19)
que verifican las siguientes propiedades:
1. Simetr´ıa: Para cualquier permutacio´n i1, . . . , in de los enteros 1, . . . , n
F (xi1 , ti1 ; . . . ; xin , tin) = F (x1, t1; . . . ; xn, tn). (2.20)
2. Compatibilidad: Para m < n y t1, . . . , tm, tm+1, . . . , tn se tiene que
F (x1, t1; . . . ; xm, tm;∞, tm+1; . . . ;∞, tn) = F (x1, t1; . . . ; xm, tm). (2.21)
El teorema fundamental de Kolmogorov [9] establece que el rec´ıproco es tambie´n cierto:
para cada jerarqu´ıa de funciones de distribucio´n que verifiquen las propiedades anteriores
existen una terna (Ω,A, P ) y un proceso estoca´stico X(t, ω) definido en T × Ω, que posee
dichas distribuciones.
Como hemos visto, X(t) no es ma´s que una funcio´n (aleatoria) que depende del tiem-
po. Al igual que en el ana´lisis esta´ndar de funciones deterministas podemos introducir el
concepto de continuidad. Se dice que un proceso estoca´stico es
1. Continuo con probabilidad uno si
P (ω|X(·, ω) es una funcio´n continua en T ) = 1. (2.22)
2. Continuo en media cuadra´tica si
l´ım
s→t
〈|X(s, ω)−X(t, ω)|2〉 = 0. (2.23)
3. Continuo en probabilidad si, ∀ > 0
P (ω ∈ Ω : |X(s, ω)−X(t, ω)| ≥ ) = 0. (2.24)
4. Continuo en distribucio´n si
l´ım
s→t
F (x, s) = F (x, t) para todos los puntos de continuidad de F (·, t). (2.25)
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Continuidad con probabilidad uno en el instante t significa que la probabilidad P (At) = 0,
donde At = {ω ∈ Ω : l´ıms→t |X(s, ω)−X(t, ω)| 6= 0} para todo t ∈ T . Si existen constantes
positivas α, β, C y h de modo que
〈|X(t, ω)−X(s, ω)|α〉 ≤ C|t− s|1+β, (2.26)
para todos s, t ∈ T con |t− s| ≤ h, entonces X(t) es continuo con probabilidad uno. Este
criterio se conoce como criterio de Kolmogorov [9].
Se dice que un proceso estoca´stico es estacionario si las distribuciones son invariantes
bajo traslaciones temporales:
F (x1, t1 + t; . . . ; xn, tn + t) = F (x1, t1; . . . ; xn, tn) ∀t. (2.27)
Si, adema´s, 〈X2(t)〉 <∞
〈X(t)〉 = µ, (2.28)
y
Cov(X(t), X(s)) = C(t− s), (2.29)
con µ constante independiente de t y donde Cov(X(t), Y (s)) es la covarianza de los procesos
estoca´sticos X(t) e Y (t), que se define como
Cov(X(t), Y (s)) = 〈[X(t)− 〈X(t)〉][Y (t)− 〈Y (t)〉]〉, (2.30)
y tambie´n se suele denominar funcio´n de correlacio´n temporal.
Vamos a introducir varios ejemplos de procesos estoca´sticos que juegan un papel impor-
tante en la teor´ıa de probabilidad y en las ecuaciones diferenciales estoca´sticas.
2.3.1. El proceso de Wiener y el ruido blanco
Un proceso de Wiener es un proceso estoca´stico gaussiano2 con incrementosW (t)−W (s)
independientes, estacionarios y distribuidos gaussianamente con Var(W (t)−W (s)) = |t−s|,
y que verifica que 〈W (t)〉 = 0 y W (0) = 0 con probabilidad uno. Otras propiedades que se
derivan de esta definicio´n son
1. 〈W (t)W (s)〉 = min(t, s),
2. 〈(W (t)−W (s))4〉 = 3(t− s)2,
siendo e´sta u´ltima la que garantiza que el proceso de Wiener es continuo con probabilidad
uno aplicando el criterio de Kolmogorov (2.26). Aunque las trayectorias de un proceso de
Wiener son continuas, no son diferenciables con probabilidad uno en ningu´n punto, ya que
Xh(t) = (Wt+h−W (t))/h es una variable gaussiana con media cero y con varianza 1/h, con
lo que cuando h → 0 esta distribucio´n diverge. En otras palabras, el cociente anterior no
converge en probabilidad a ninguna variable aleatoria finita en ningu´n instante de tiempo.
Un ruido blanco gaussiano, ξ(t), es un proceso gaussiano con media nula y descorrela-
cionado en el tiempo (es decir, que su funcio´n de correlacio´n es nula para t 6= s). Dicho de
otro modo
〈ξ(t)〉 = 0, 〈ξ(t)ξ(s)〉 = δ(t− s), (2.31)
2Un proceso estoca´stico X(t, ω) se dice que es gaussiano si X(t, ·) es una variable gaussiana para cada t ∈ T .
12 EDE y aplicacio´n a la Mec. Estad´ıstica.
donde δ(t− s) es la delta de Dirac. Evidentemente las trayectorias de este proceso son muy
patolo´gicas, ya que el valor de ξ(t) no depende del valor que tome la funcio´n en ningu´n otro
punto t′ 6= t. Esto significa que la densidad espectral f(λ) de ξ(t) vale
f(λ) =
1
2pi
∫ ∞
−∞
eiλt〈ξ(s)ξ(s+ t)〉 dt = 1. (2.32)
Dado que la densidad espectral se puede entender como una medida de la contribucio´n de
la frecuencia λ a la sen˜al ξ(t), un ruido blanco posee con igual peso todas las frecuencias y
de ah´ı el nombre “blanco”.
Calculemos las propiedades de la integral del ruido ξ(t)
Y (t) =
∫ t
0
ξ(s)ds. (2.33)
Dado que ξ(t) es un proceso gaussiano, Y (t) tambie´n lo es y por tanto su media y varianza
valen
〈Y (t)〉 = 0, (2.34)
Var(Y (t)− Y (s)) = |t− s|, (2.35)
es decir, Y (t) no es ma´s que un proceso Wiener, lo que nos llevar´ıa a intepretar el ruido
blanco como la derivada de un proceso Wiener. Sin embargo, como hemos visto antes las
trayectorias de W (t) no son diferenciables en ningu´n punto con probabilidad uno. A este
problema hay que an˜adir el que la integral en (2.33) no esta´ bien definida (es decir, no es
una integral de Riemann). Pese a estos problemas, la identidad
dW
dt
= ξ(t) (2.36)
se puede establecer de manera coherente en el contexto de los llamados procesos estoca´sticos
generalizados [9]. Su demostracio´n va ma´s alla´ de la intencio´n de este cap´ıtulo aunque
podemos mencionar que se enmarca en la teor´ıa de distribuciones aleatorias.
Desde el punto de vista matema´tico el ruido blanco es una idealizacio´n de la situacio´n
real, en la que el espectro de una sen˜al no es en general constante. Esto se traduce en que los
valores que toma ξ(t) en un instante de tiempo dependen en cierta medida de los que toma
para s 6= t. Como veremos en el siguiente apartado, el tratar con ruidos blancos facilita los
ca´lculos, aunque plantea algu´n tipo de indefinicio´n matema´tica.
2.3.2. Procesos de Markov
Se dice que un proceso gaussiano es un proceso markoviano si el estado del sistema
en un tiempo t ≥ s no depende de los anteriores t < s siendo s el instante actual. E´ste
es el ana´logo de una importante propiedad de las soluciones de problemas de valor inicial
en ecuaciones diferenciales y por tanto estos procesos estoca´sticos son muy comunes. De
manera precisa, diremos que un proceso estoca´stico es markoviano cuando la densidad de
probabilidad verifica que
P (xn+1, tn+1; xn, tn) = P (xn+1, tn+1; xn, tn; xn−1, tn−1; . . .). (2.37)
El proceso de Wiener es tambie´n markoviano.
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Figura 2.1: Caminante aleatorio para distintos pasos temporales. Las l´ıneas rectas represen-
tan ±ti, es decir los valores entre los que esta´ la varianza.
2.3.3. Caminante aleatorio
Histo´ricamente e´ste fue el proceso estoca´stico que dio lugar a plantear las ecuaciones di-
ferenciales estoca´sticas. Consideremos el proceso estoca´stico (en tiempos discretos) definido
de la siguiente forma: subdividamos el intervalo T en N subintervalos con
0 = t0 < t1 < · · · < tN − 1 < tN = T, (2.38)
de igual longitud ∆t = T/N . En cada paso de tiempo realizamos pasos de longitud
√
∆tXi
donde Xi = ±1 con igual probabilidad. Despue´s de n pasos definimos
SN (tn) =
√
∆t (X1 +X2 + · · ·+Xn). (2.39)
El proceso SN(t) tiene incrementos independientes y se cumple que
〈SN(ti)〉 = 0, Var(SN(ti)) = ∆ti. (2.40)
Cuando N = 1/∆t → ∞ tenemos que Var(SN(ti)) → ti. Del mismo modo se tiene que
Var(SN(ti) − SN(tj)) → (ti − tj) con ti > tj . Utilizando el teorema central del l´ımite,
tenemos que SN(ti) converge cuando N →∞ en distribucio´n a un proceso Wiener. A SN(ti)
se le conoce como caminante aleatorio. Por tanto una manera de generar nume´ricamente un
proceso Wiener es a partir de un caminante aleatorio. En la figura 2.1 hemos representado
las trayectorias del caminante aleatorio para diferentes ∆t. La derivada temporal discreta
de un caminante aleatorio
∆SN
∆t
=
SN(ti)− SN (ti−1)
∆t
, (2.41)
es tambie´n una aproximacio´n del ruido blanco ya que 〈∆SN/∆t〉 = 0 y 〈(∆SN/∆t)2〉 = ∆−1t .
La eleccio´n de que en cada instante de tiempo el caminante aleatorio tome pasos de
±√∆t es la que hace que la varianza de los incrementos sea finita en el l´ımite N → ∞.
Por ejemplo, si el taman˜o de cada salto fuera proporcional a ∆t entonces Var(SN(ti))→ 0,
mientras que si la distancia fuera proporcional a ∆
1/4
t entonces Var(SN(ti))→∞.
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2.4. Ecuaciones Diferenciales Estoca´sticas
2.4.1. Introduccio´n
Una ecuacio´n diferencial no es ma´s que una regla que especifica el cambio de una variable
dependiente en funcio´n de una variable independiente en te´rminos de la funcio´n y sus
derivadas. Una ecuacio´n diferencial ordinaria del tipo
x˙ =
dx
dt
= a(t, x), (2.42)
puede entenderse como la forma degenerada de una ecuacio´n diferencial estoca´stica en
ausencia de aleatoriedad. Podemos reescribir (2.42) como
dx = a(t, x)dt, (2.43)
o de manera integral
x(t) = x0 +
∫ t
t0
a(s, x(s))ds, (2.44)
donde x(t) = x(t; x0, t0) es una solucio´n que cumple la condicio´n inicial x(t0) = x0. Supo-
niendo que a es una funcio´n que cumple ciertas condiciones de regularidad (de Lipschitz) la
solucio´n de (2.42) existe y es u´nica. Las soluciones de la ecuacio´n (2.42) esta´n relacionadas
por la propiedad de evolucio´n
x(t; x0, t0) = x(t; x(s; x0, t0), s), (2.45)
para t0 ≤ s ≤ t. Esta es la versio´n determinista de la propiedad de Markov (2.37).
La aplicabilidad de las ecuaciones diferenciales deterministas es reducida si queremos
describir el comportamiento de sistemas sometidos a entornos o para´metros que fluctu´an.
En ese caso debemos reemplazar la ecuacio´n (2.42) por la ecuacio´n diferencial estoca´stica
(EDE)3
X˙ = A(t, X, Y ), (2.46)
donde Y (t) representa expl´ıcitamente un proceso estoca´stico. Por supuesto, la ecuacio´n
(2.46) es una ecuacio´n ma´s complicada que (2.42) desde dos puntos de vista:
Dado que Y (t) es un proceso estoca´stico, X(t) lo es tambie´n y, por tanto, la solucio´n
de (2.46) vendra´ dada por el conocimiento de la distribucio´n de probabilidad de X(t)
para cada tiempo t. Es decir, la solucio´n de (2.46) es una familia de funciones, mientras
que la de (2.42) es so´lo una funcio´n.
El segundo problema, del que vamos a tratar en este apartado es que, si el proceso
Y (t) es suficientemente patolo´gico (por ejemplo, si las trayectorias no son integrables),
entonces el sentido de la ecuacio´n (2.46) debe ser reinterpretado. En concreto (2.46)
no puede ser interpretada como una ecuacio´n diferencial ordinaria.
Para ser ma´s concretos, estudiaremos ecuaciones del tipo4
dX
dt
= a(X, t) + b(X, t)ξ(t), X(t0) = X0, (2.47)
3En este apartado de la memoria denotaremos con letras mayu´sculas los procesos estoca´sticos X(t) y con minu´scu-
las los valores que pueden tomar, o las variables deterministas.
4La generalizacio´n de los resultados de este apartado y siguientes a sistemas de EDE es directa y puede encontrarse
en [9, 74].
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donde ξ(t) es un ruido blanco. Del mismo modo que la solucio´n de la ecuacio´n (2.42) se
puede expresar de manera integral, pediremos que la solucio´n de la ecuacio´n (2.46) verifique
X(t) = X0 +
∫ t
t0
a(s,X(s))ds+
∫ t
t0
b(s,X(s))ξ(t)ds. (2.48)
En general, la primera de las integrales puede interpretarse como una integral de Riemann.
Sin embargo, la segunda es ma´s problema´tica y no puede definirse de ninguna manera
u´til (ni siquiera como una integral de Riemman-Lebesgue). Para poder tratar con ella, la
reemplazamos por ∫ t
t0
b(s,X(s))dW (s), (2.49)
donde W (s) es un proceso de Wiener y donde hemos aplicado que, al menos en el sentido de
procesos estoca´sticos generalizados, dW (s) = ξ(s)ds. Como vimos en el apartado anterior un
proceso estoca´stico puede no ser diferenciable, por lo que para evitar la notacio´n dX
dt
= · · ·
diremos que la ecuacio´n diferencial estoca´stica
dX = a(X, t)dt+ b(X, t)dW (t), (2.50)
tiene como solucio´n la expresio´n (2.48).
La integral (2.49) no puede ser interpretada un´ıvocamente, debido a que las variaciones
deW (s) no esta´n acotadas, y por tanto debe ser definida en algu´n sentido. La definicio´n ma´s
correcta desde el punto de vista matema´tico y la que dio lugar a la formulacio´n matema´tica
del llamado ca´lculo estoca´stico fue establecida por Itoˆ en los an˜os 40. Cualquier definicio´n
debe verificar una serie de propiedades. Por ejemplo, se debe cumplir que
1. Si b es una funcio´n que so´lo depende del tiempo:∫ t
t0
b(s)dW (s) = b(t)W (t)− b(t0)W (t0)−
∫ t
t0
db(s)
ds
W (s)ds, (2.51)
donde la u´ltima integral se puede entender como una integral de Riemann-Stieltjes.
2.
∫ t
t0
dW (s) = W (t)−W (t0).
3.
∫ t
t0
[b1(s) + b2(s)]dW (s) =
∫ t
t0
b1(s)dW (s) +
∫ t
t0
b2(s)dW (s).
El punto de partida de la definicio´n de la integral esta´ (al igual que la integral de Riemann)
en las particiones del intervalo [t0, t]. En cada particio´n de orden n tenemos las sumas
Sn =
n∑
i=1
b(τi, X(τi))(Wti −Wti−1), (2.52)
donde t0 ≤ t1 ≤ . . . ≤ tn = t, ti−1 ≤ τi ≤ ti. La manera ma´s natural de definir la integral es
tomarla como el l´ımite (en algu´n sentido de convergencia) de las sumas anteriores cuando
δ = ma´xi=1,n |ti − ti−1| → 0. Itoˆ adopto´ el criterio de convergencia en media cuadra´tica.
A pesar de eso, debido a que W (t) tiene variaciones no acotadas en cualquier intervalo de
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tiempo, la definicio´n de la integral de Itoˆ depende del punto τi que tomemos. Por ejemplo,
si τi = (1− a)ti−1 + ati con 0 ≤ a ≤ 1, y evaluemos la integral∫ t
t0
W (s)dW (s), (2.53)
utilizando las sumas (2.52) tenemos que
l´ım
δ→0
Sn = [W
2(t)−W 2(t0)]/2 + (a− 1/2)(t− t0), (2.54)
en convergencia cuadra´tica. En la literatura podemos encontrar ba´sicamente dos elecciones:
si tomamos a = 0 obtenemos la definicio´n de Itoˆ de la integral estoca´stica, y tomando
a = 1
2
obtenemos la definicio´n de Stratonovicˇ. Ambas cumplen las propiedades 1-3 antes
mencionadas, pero existen ciertas diferencias entre ellas:
Desde el punto de vista probabil´ıstico la integral de Itoˆ es una martingala (como
proceso estoca´stico funcio´n del l´ımite superior) mientras que la de Stratonovicˇ no.
La integral de Stratonovicˇ cumple la regla determinista de la cadena (como funcio´n
del l´ımite superior) mientras que la de Itoˆ no.
Pero au´n ma´s importante que estas diferencias es el hecho de que la ecuacio´n (2.47) no
esta´ definida hasta que especifiquemos en que´ sentido debemos interpretar la u´ltima integral
que aparece en la ecuacio´n (2.48). Por ejemplo, en un intervalo infinitesimal [t, t + dt]
tenemos, utilizando (2.48), que
X(t+ dt) = X(t) + a(t, X(t))dt+ b(τ,X(τ))[W (t+ dt)−W (t)], (2.55)
donde τ = t si la integral es de Itoˆ y τ = t + dt/2 en el caso de la integral de Stratonovicˇ.
En este u´ltimo caso, dado que X(t + dt/2) = 1
2
[X(t + dt) + X(t)] la ecuacio´n (2.55) nos
dice que el valor de los incrementos infinitesimales de X(t) dependen de los valores que esta
variable tome en el futuro, mientras que en el caso de la integral de Itoˆ so´lo dependen de
los valores que toma la variable X(t) en el pasado. Debido a esto, la interpretacio´n de la
integral en (2.48) dependera´ del contexto en el que estemos aplicando dicha ecuacio´n. Por
ejemplo, en la modelizacio´n de derivados financieros en los que X(t) es el precio de una
accio´n o activo elegiremos la interpretacio´n de Itoˆ, ya que el precio de un activo despue´s de
un periodo bursa´til [t, t+ dt] so´lo se conoce en el instante t+ dt [241]. En otros sistemas en
los que el ruido es una idealizacio´n matema´tica de la aleatoriedad en el sistema. Por ello,
esperaremos que exista cierta correlacio´n entre las variables del sistema X(t) y el ruido ξ(t).
En este caso debemos de utilizar la interpretacio´n de Stratonovicˇ.
En lo que sigue de memoria, y si no se especifica de otro modo, todas las ecuaciones
diferenciales estoca´sticas se interpretan en el sentido de Itoˆ. Si
If(t) =
∫ t
t0
f(s)dW (s), (2.56)
donde f(s) es una funcio´n, algunas propiedades importantes de la integral de Itoˆ son
〈If(t)〉 = 0, (2.57)
〈If(t)If(s)〉 =
∫ mı´n(t,s)
t0
〈f 2(u)〉du. (2.58)
En la u´ltima parte de este apartado volveremos sobre la definicio´n de la integral estoca´stica.
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2.4.2. Solucio´n de las ecuaciones diferenciales estoca´sticas
Una vez definida la integral de Itoˆ, la ecuacio´n (2.48) define un proceso estoca´stico
con trayectorias continuas (con probabilidad uno). Dicho proceso estoca´stico se denomina
solucio´n de la ecuacio´n (2.47) que, adema´s de ser continuo es tambie´n una funcio´n no
anticipada, una martingala y un proceso markoviano, propiedades muy importantes desde
el punto de vista probabil´ıstico. La solucio´n de (2.47) existe y es u´nica (con probabilidad
uno) si las funciones a(t, x) y b(t, x) cumplen las siguientes propiedades
1. (Condicio´n de Lipschitz) Para cada t ∈ [t0, T ], x ∈ R, y ∈ R
|a(t, x)− a(t, y)|+ |b(t, x)− b(t, y)| ≤ K|x− y|. (2.59)
2. (Restriccio´n en el crecimiento) Para cada t ∈ [t0, T ], x ∈ R
|a(t, x)|2 + |b(t, x)|2 ≤ K(1 + |x|2), (2.60)
donde K > 0 es una constante. La demostracio´n de este teorema de existencia y unicidad
puede encontrarse en [9].
2.4.3. Fo´rmula de Itoˆ
Como vimos en la seccio´n anterior, se tiene que∫ t
t0
W (s)dW (S) = [W 2(t)−W 2(t0)]/2− (t− t0)/2, (2.61)
lo cual nos indica que las reglas cla´sicas del ca´lculo integral no valen cuando tratamos con
integrales de Itoˆ. Expresando de forma diferencial la ecuacio´n anterior, podemos decir que
d(W 2(t)) = 2W (t)dW (t) + dt. (2.62)
Si construimos la diferencial de W 2(t) formalmente (usando el teorema de Taylor) obtene-
mos:
d(W 2(t)) = W 2(t+ dt)−W 2(t) = 2W (t)dW (t) + [dW (t)]2. (2.63)
Igualando las ecuaciones (2.62) y (2.63), podemos decir que
‘ (dW (t))2 = dt ’ (2.64)
en algu´n sentido. La ecuacio´n anterior adquiere consistencia mediante el llamado Teorema
o Fo´rmula de Itoˆ [9]. Segu´n e´ste si u(t, x) es una funcio´n continua y con derivadas parciales
continuas ∂u
∂t
, ∂u
∂x
y ∂
2u
∂x2
en [t0, T ]×R y X(t) es un proceso estoca´stico solucio´n de la ecuacio´n
(2.47), entonces Y (t) = u(t, X(t)) verifica la ecuacio´n diferencial estoca´stica
dY (t) =
(
∂u
∂t
(t, X(t)) +
∂u
∂x
(t, X(t))a(t, X(t)) +
1
2
∂2u
∂x2
(t, X(t))b2(t, X(t))
)
dt
+
∂u
∂x
(t, X(t))b(t, X(t))dW (t). (2.65)
La ecuacio´n anterior nos dice que la regla de la cadena para las soluciones de EDE es
diferente respecto a la de ecuaciones deterministas. La diferencia entre ambas (el tercer
te´rmino dentro del pare´ntesis) se debe a que en las EDE, (dW )2 es de orden dt y debemos
de llegar hasta segundo orden en el desarrollo de Taylor.
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2.4.4. Ejemplo: El proceso de Ornstein-Uhlenbeck
Con los conceptos introducidos en esta seccio´n procedemos a integrar la EDE histo´ri-
camente ma´s antigua. Como veremos despue´s, el movimiento browniano de una part´ıcula
sometida a friccio´n es la llamada ecuacio´n de Langevin
X˙(t) = −αX(t) + σξ(t), X(t0) = X0, (2.66)
donde α > 0 y σ son constantes. La EDE correspondiente a (2.66) es
dX(t) = −αX(t)dt + σdW (t), X(t0) = X0. (2.67)
siendo X0 la condicio´n inicial. La ecuacio´n anterior es lineal, auto´noma y su solucio´n es
X(t) = e−αtX0 + σ
∫ t
t0
e−α(t−s)dW (s), (2.68)
como se puede comprobar utilizando la fo´rmula de Itoˆ (2.65), y que se conoce como proceso
de Ornstein-Uhlenbeck (proceso de O-U). Como W (t) es gaussiano la solucio´n (2.68) es
gaussiana siempre que la condicio´n inicial lo sea. Los dos primeros momentos del proceso
de O-U son
〈X(t)〉 = 〈X0〉 e−αt, (2.69)
Cov(X(t), X(s)) = e−α(t+s)[Var(X0) + σ
2(e2αmı´n(t,s) − 1)/2α], (2.70)
luego cuando t → ∞ la distribucio´n de X(t) tiende a una distribucio´n normal con media
cero y varianza σ2/(2α) para cualquier X0. Cuando X0 esta´ distribuida inicialmente de esta
manera, el proceso de O-U es estacionario. En la literatura, se suele reservar el nombre de
proceso de O-U cuando se cumple dicha propiedad. En ese caso la correlacio´n o covarianza
del proceso es
Cov(X(t+ s), X(s)) =
σ2
2α
e−αt. (2.71)
Aparte de constantes, el proceso de O-U es el u´nico proceso estacionario gaussiano, resultado
que se conoce como Teorema de Doob, y cuya demostracio´n puede encontrarse en [53]. El
proceso de O-U tiene trayectorias continuas con probabilidad uno. Adema´s, su densidad
espectral no es una constante, sino que
f(λ) =
σ2
2pi
1
λ2 + α2
, (2.72)
y no todas las frecuencias temporales contribuyen por igual al proceso de O-U, por lo que
a este tipo de procesos (aque´llos en los que la funcio´n espectral no es una constante) se los
denomina ruido de color. Una medida de lo ra´pido que cambia un proceso estoca´stico, en
el tiempo es lo que se denomina tiempo de correlacio´n, τcor. Formalmente, si el proceso es
estacionario se define como
τcor =
1
Cov(X(0), X(0))
∫ ∞
0
Cov(X(t+ s), X(t))ds. (2.73)
Esta ecuacio´n se puede interpretar de la siguiente manera: la parte derecha de la misma
no es ma´s que el a´rea (normalizada) de la funcio´n de correlacio´n. Si el proceso tiene una
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correlacio´n temporal muy grande, el a´rea es grande y tambie´n τcor. En el caso del proceso
de O-U se tiene que
τcor = α
−1. (2.74)
Como vimos antes, el ruido blanco es un proceso gaussiano totalmente descorrelacionado en
el tiempo, lo que significa que τcor = 0. De este modo, podr´ıamos decir que el ruido blanco
no es ma´s que el l´ımite cuando α→∞ de un proceso de O-U. Sin embargo eso no es cierto,
ya que si tomamos el l´ımite anterior en la densidad espectral tenemos que
l´ım
α→∞
f(λ) = 0, ∀λ ∈ R, (2.75)
lo que significa que el l´ımite es degenerado, pues no so´lo el proceso tiende a estar desco-
rrelacionado sino que tambie´n desaparece. Para recuperar el ruido blanco debemos cambiar
alguna propiedad ma´s del proceso de O-U, en particular, la varianza del mismo. Si tomamos
σ = α, entonces
l´ım
α→∞
f(λ) =
1
2pi
, (2.76)
la funcio´n espectral del ruido blanco, mientras que la correlacio´n tiende a
Cov(X(t+ s), X(t)) = δ(s). (2.77)
La igualdad entre el l´ımite de un proceso de O-U y el ruido blanco no se restringe so´lo a
este nivel: si definimos el proceso
Y (t) =
∫ t
0
X(t)dt, (2.78)
se tiene que
〈Y (t)〉 = 0, 〈Y 2(t)〉 = t+ 1
2α
(2e−αt − 1). (2.79)
Por tanto, cuando α → 0, Y (t) converge en distribucio´n a un proceso de Wiener. Aqu´ı te-
nemos (utilizando para ello una generalizacio´n con tiempo de correlacio´n no nulo) una
justificacio´n de la igualdad
dW
dt
= ξ(t), (2.80)
que puede entenderse como el l´ımite cuando α→∞ de
dY
dt
= X(t). (2.81)
El proceso de O-U no es ma´s que el resultado de aplicar un filtro pasa-baja de anchura τ−1cor
al ruido blanco [52]. Dado que en los sistemas reales el tiempo de correlacio´n nunca es nulo,
podemos entender el ruido blanco como la idealizacio´n matema´tica τcor → 0. En la figura
2.2 vemos co´mo var´ıa el proceso de O-U cuando τcor → 0.
2.4.5. Procesos de difusio´n: La ecuacio´n de Fokker-Planck
Se dice que un proceso markoviano X(t) lo es de difusio´n si para todo  > 0 y x ∈ R se
verifica
l´ım
t↓s
1
t− s
∫
|y−x|>
p(s, x; t, y)dy = 0; (2.82)
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Figura 2.2: Proceso de O-U estacionario para diferentes valores del tiempo de correlacio´n.
τcor = 0,1 (panel a), τcor = 0,05 (panel b) y τcor = 0,01 (panel c).
l´ım
t↓s
1
t− s
∫
|y−x|≤
(y − x)p(s, x; t, y)dy = f(s, x); (2.83)
y
l´ım
t↓s
1
t− s
∫
|y−x|≤
(y − x)2p(s, x; t, y)dy = g2(s, x), (2.84)
donde f(s, x) y g(s, x) son funciones bien definidas y p(s, x; t, y) es la densidad de proba-
bilidad de transicio´n del proceso X(t). A f(s, x) se la suele denominar drift5, mientras que
g(s, x) se le denomina coeficiente de difusio´n. La propiedad (2.82) asegura que el proceso
markoviano X(t) tenga trayectorias continuas con probabilidad uno, mientras que (2.83) y
(2.84) hacen que el valor medio y la varianza de las variaciones de X(t) sean proporcionales
al intervalo de tiempo. Por ello, los procesos de difusio´n pueden ser ba´sicamente definidos
por los dos primeros momentos, lo que nos puede llevar a pensar que todo proceso de di-
fusio´n es gaussiano. De hecho no es as´ı y por ejemplo, el u´nico proceso markoviano que es
gaussiano y difusivo es el de O-U.
La dina´mica de la probabilidad de transicio´n p(t, x; s, y) esta´ u´nicamente determinada
por los coeficientes de drift y difusio´n y se tiene que
∂p
∂t
+
∂
∂y
{f(t, y) p} − 1
2
∂2
∂y2
{g2(t, y)p} = 0, (s, x) fijos, (2.85)
y
∂p
∂t
+ f(s, x)
∂p
∂x
+
1
2
g2(s, x)
∂2p
∂x2
= 0, (t, y) fijos, (2.86)
que se conocen como ecuaciones de Kolmogorov adelantadas y retrasadas respectivamente.
La ecuacio´n (2.85) es la adjunta de (2.86) y se conoce como la ecuacio´n de Fokker-Planck.
Multiplicando a ambos lados de dicha ecuacio´n por la densidad de probabilidad p(s, x) e
integrando sobre x, obtenemos la ecuacio´n de evolucio´n de la densidad de probabilidad
p(t, y)
∂p
∂t
=
∂
∂y
{f(t, y) p}+ 1
2
∂2
∂y2
{g2(t, y) p}. (2.87)
5La traduccio´n podr´ıa ser arrastre o deriva.
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Por ejemplo, el proceso de Wiener es tambie´n difusivo con coeficientes
f(t, y) = 0, g2(t, y) = 1, (2.88)
siendo su densidad de probabilidad
p(t, w) =
1√
2pit
e−w
2/(2t). (2.89)
Otro ejemplo es el proceso de O-U cuyos coeficientes son:
f(t, y) = −αy, g2(t, y) = σ2, (2.90)
cuya densidad de probabilidad estacionaria (t→∞) es
p(t, x) =
√
α
piσ2
exp
(
−1
2
x2
σ2/(2α)
)
, (2.91)
donde hemos supuesto que es estacionario. Como vemos el l´ımite en el que α → ∞, σ = α
hace que la varianza del proceso tienda a infinito.
Las soluciones de las ecuaciones diferenciales estoca´sticas tambie´n son procesos de di-
fusio´n. Si X(t) verifica la ecuacio´n (2.47), el coeficiente de drift es precisamente f(t, x) =
a(t, x), mientras que el de difusio´n es g(t, x) = b(t, x). Tenemos por tanto una dualidad entre
las ecuaciones diferenciales estoca´sticas y las de Fokker-Planck, siempre que los coeficientes
cumplan condiciones de regularidad suficientes (que existan las derivadas).
2.4.6. Integral de Stratonovicˇ
Como vimos antes, la de Itoˆ no es la u´nica manera de definir la integral (2.49). Tam-
bie´n podemos tomar a = 1
2
en la definicio´n y a dicha integral se la denomina integral de
Stratonovicˇ. Para distinguir entre ambas definiciones se suelen denotar por∫
f(t, X(t))dW (t), (2.92)
a la integral de Itoˆ y ∫
f(t, X(t)) ◦ dW (t), (2.93)
a la de Stratonovicˇ. Aunque la definicio´n de Stratonovicˇ cumple las reglas del ca´lculo, es
decir: ∫ t
t0
W (s)dW (s) =
1
2
[W 2(t0)−W 2(t)], (2.94)
no verifica, por ejemplo, que sea una martingala6 o que el valor medio de la misma no sea
cero. Adema´s las soluciones de una EDE en el sentido de Itoˆ son procesos de difusio´n con
f(t, x) = a(t, x) y g(t, x) = b(t, x) mientras que si interpretamos la integral en el sentido de
Stratonovicˇ, los coeficientes de drift y difusio´n no son a(t, x) y b(t, x) directamente.
Como vimos antes, al intentar describir la dina´mica del sistema mediante la ecuacio´n
(2.47) debemos escoger entre la interpretacio´n de Itoˆ de la EDE
dX(t) = a(t, X(t))dt+ b(t, X(t))dW (t), (2.95)
6Algunos de los teoremas ma´s importantes de la asinto´tica de procesos estoca´sticos requieren que el proceso sea
una martingala [9].
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o la de Stratonovicˇ
dX(t) = a(t, X(t))dt+ b(t, X(t)) ◦ dW (t). (2.96)
Cuando el ruido no es blanco esta´ claro que no existe este problema de interpretacio´n de la
integral, por lo que el escogeremos de (2.95) o (2.96) la que describa de manera ma´ apropiada
el sistema en el l´ımite de ruido blanco. Por ejemplo, si tenemos una secuencia de procesos
aleatorios W (n)(t) que son continuos de variacio´n acotada y con derivada continua a trozos
que converjan con probabilidad uno a un proceso Wiener, entonces bajo ciertas condiciones
de las funciones a(t, x) y b(t, x) las soluciones de
dX(n)(t) = a(t, X(n)(t))dt+ b(t, X(n)(t))dW (n)(t), (2.97)
que se pueden calcular utilizando integrales de Riemann ordinarias, convergen con probabi-
lidad uno a la solucio´n de la ecuacio´n (2.96). Este resultado, que se conoce como el Teorema
de Wong-Zakai es muy importante a la hora de tomar una u otra descripcio´n de una integral
estoca´stica en una EDE. Su demostracio´n en un caso ma´s general puede encontrarse en [96].
Las soluciones de las ecuaciones anteriores son diferentes. Sin embargo, estas ecuaciones
esta´n relacionadas: si X(t) verifica (2.96) entonces la EDE en el sentido de Itoˆ que verifica
es
dX(t) =
(
a(t, X(t)) +
1
2
∂b
∂x
(t, X(t))b(t, X(t))
)
dt+ b(t, X(t)) dW (t). (2.98)
Rec´ıprocamente, si X(t) es solucio´n de (2.95) la ecuacio´n de Stratonovicˇ que verifica es
dX(t) =
(
a(t, X(t))− 1
2
∂b
∂x
(t, X(t))b(t, X(t))
)
dt+ b(t, X(t)) ◦ dW (t). (2.99)
Las soluciones de la ecuacio´n (2.96) son tambie´n procesos de difusio´n con coeficientes drift
y difusio´n dados por
f(t, x) = a(t, x) +
1
2
∂b
∂x
(t, X(t))b(t, X(t)), g(t, x) = b(t, x). (2.100)
En el caso de que b(t, x) = b(t), es decir, que el ruido es aditivo, las ecuaciones (2.95) y
(2.96) describen el mismo proceso: la solucio´n de ambas es la misma con probabilidad 1.
Veamos un ejemplo de las dos descripciones. Consideremos el procesos estoca´stico X(t)
definido por la ecuacio´n
dX(t) = aX(t)dt + bX(t)dW (t), X(0) = X0, (2.101)
cuya solucio´n es
X(t) = X0e
(a−b2/2)t+bW (t) (2.102)
Sin embargo, si tomamos la ecuacio´n
dX(t) = aX(t)dt + bX(t) ◦ dW (t), X(0) = X0, (2.103)
su solucio´n es
X(t) = X0e
at+bW (t). (2.104)
Las propiedades de las soluciones (2.102) y (2.104) son muy diferentes. Se tiene que 〈X(t)〉 =
X0e
at y 〈X(t)〉 = X0eat+b2t/2 respectivamente si suponemos que X0 es una constante. Si
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a < 0 esto significa que el valor medio de la solucio´n de (2.101) tiende a cero, mientras que
so´lo tiende a cero si a+ b2/2 < 0 para la solucio´n de (2.103).
En esta memoria utilizaremos la interpretacio´n de Itoˆ por ser ma´s fa´cilmente tratable
desde el punto de vista matema´tico, aunque uno siempre puede trabajar en la interpretacio´n
de Stratonovicˇ sin ma´s que aplicar (2.99). Sin embargo, debido a que la mayor´ıa de las
ecuaciones estoca´sticas que tratare´ poseen ruido aditivo, la distincio´n anterior carece de
sentido, ya que ambas interpretaciones dan lugar a los mismo resultados.
2.5. Ecuaciones en derivadas parciales estoca´sticas
Una ecuacio´n diferencial ordinaria describe el movimiento de un punto en el espacio de
fases. Una ecuacio´n en derivadas parciales (EDP) describe la evolucio´n en el tiempo de una
funcio´n, lo que puede entenderse como el movimiento en un espacio de Hilbert. Del mismo
modo que una EDE ordinaria puede entenderse como un proceso estoca´stico en el espacio
de fases, una EDP estoca´stica (EDPE) puede interpretarse como un proceso estoca´stico con
valores en un espacio de dimensio´n infinita H de funciones de la variable espacial x . La
motivacio´n t´ıpica para considerar EDPEs es la de incluir fluctuaciones espaciales y tempo-
rales que han sido despreciadas en la derivacio´n de la ecuacio´n para la dina´mica de nuestro
sistema. Su uso se extiende desde problemas de turbulencia hasta sistemas de meca´nica
estad´ıstica, propiedades de materiales, fracturas, flujo de sistemas multicomponentes o eco-
nomı´a financiera [77, 241, 208].
El caso ma´s sencillo es aque´l en el que an˜adimos a nuestra ecuacio´n en derivadas par-
ciales un ruido blanco espacio-temporal ξ(x , t) [178]. Para definir este ruido, introducimos
el concepto de hoja Browniana W (x , t): e´ste es un proceso estoca´stico definido en H que
es gaussiano y verifica
〈W (x , t)〉 = 0, 〈W 2(x , t)〉 = tVx , (2.105)
donde Vx es el volumen de [0, x ]. Con ello, el ruido blanco se define como
∂2W (x , t)
∂t∂x
= ξ(x , t), (2.106)
en el sentido de procesos estoca´sticos generalizados. Por tanto, ξ(x , t) es un proceso gaussia-
no que verifica
〈ξ(t, x )〉 = 0, 〈ξ(t, x )ξ(t′, x ′)〉 = δd(x − x ′)δ(t− t′), (2.107)
donde hemos supuesto que x ∈ Rd. Del mismo modo que definimos la integral de Itoˆ para
ecuaciones diferenciales ordinarias, podemos extender esta definicio´n a ξ(x , t) y definir la
integral ∫ t
0
∫
D
φ(x , s)ξ(x , s)dsddx , (2.108)
donde D ⊂ Rd.
En una dimensio´n espacial, la solucio´n de una EDPE es un proceso estoca´stico con
valores en un espacio de funciones continuas con probabilidad uno, es decir, para ω ∈ Ω y t
fijos, X(ω, x, t) es una funcio´n continua de x con probabilidad uno [178]. Del mismo modo
para x fijo tenemos un proceso estoca´stico. Sin embargo, en dimensio´n mayor, la solucio´n
de una EDPE no es tan fa´cil de entender, puesto que X(t, x ) como proceso estoca´stico no
necesariamente tiene que ser continuo con probabilidad uno. Esto se manifiesta en que, de
24 EDE y aplicacio´n a la Mec. Estad´ıstica.
manera general, la funcio´n de correlacio´n 〈X(t, x )X(t, x ′)〉 diverge cuando x = x ′ en d > 1.
A pesar de este problema, se puede extender el concepto de solucio´n de una EDPE en d > 1
considerando soluciones generalizadas o de´biles [178, 208].
Nume´ricamente, las EDPE se aproximan por un conjunto de EDE. Hay dos maneras
de hacerlo: utilizando un me´todo de diferencias finitas con paso espacial ∆x, o el me´todo
espectral, en el que X(x , t) se escribe en funcio´n de los coeficientes de su expansio´n de
Fourier. La idea es que una eleccio´n apropiada de un sistema de N EDE hace que su solucio´n
tienda a la solucio´n de la EDPE cuando N →∞. En d = 1 este l´ımite esta´ bien definido y,
por ejemplo, las correlaciones espaciales convergen. Sin embargo, en d > 1 cuando hacemos
N → ∞ dichas correlaciones divergen. Este hecho estara´ presente en varios problemas a
lo largo de esta memoria. Desde el punto de vista f´ısico el hecho de que las correlaciones
diverjan para d > 1 se debe a suponer que las fluctuaciones actu´an a todas las escalas
espaciales y puede ser remediado introduciendo un longitud que denominaremos cut-off que
hace que el efecto del ruido sea nulo por debajo de esta longitud, es decir, un filtro pasa-baja
espacial. Por ejemplo, en el caso del me´todo de las diferencias finitas las N ecuaciones se
obtienen suponiendo un paso espacial ∆x en un intervalo de longitud L = N∆x. En ese
caso el l´ımite ∆x → 0 esta´ mal definido y debemos tomar siempre 0 < ∆x  1 [152]. Esta
aparente arbitrariedad a la hora de escoger un cut-off en nuestras ecuaciones puede tener
base en ciertas propiedades f´ısicas del sistema. Por ejemplo, en el estudio del crecimiento
de las superficies veremos que ∆x puede ser como mı´nimo el espaciado entre los a´tomos.
Para terminar este apartado veamos un ejemplo para las ecuaciones parabo´licas estoca´sticas
lineales.
2.5.1. Ejemplo: Ecuacio´n de Edwards-Wilkinson
Mediante este ejemplo pretendemos ilustrar las propiedades descritas en el apartado
anterior. Tomemos la EDPE parabo´lica lineal
∂X
∂t
(x , t) =∇2X(x , t) + ξ(x , t), (2.109)
que se conoce como la ecuacio´n de Edwards-Wilkinson y fue introducida como un modelo de
evolucio´n de intercaras [55] y donde ∇2 =
∑d
i=1
∂2
∂x2i
es el operador laplaciano en dimension
d y x ∈ [0, L]d. Utilizando el me´todo espectral (ve´ase ape´ndice A) podemos ver que la
varianza en el punto x toma el valor asinto´tico:
〈X2(t→∞, x )〉 ∼
∫ pi/∆x
pi/L
k d−3 ddk . (2.110)
De este modo:
〈X2(t→∞, x)〉 ∼ L d = 1, (2.111)
〈X2(t→∞, x )〉 ∼ ln∆−1x d = 2, (2.112)
〈X2(t→∞, x )〉 ∼ ∆2−dx d > 2, (2.113)
de manera que la varianza es infinita para dimensio´n mayor o igual que d = 2 en el l´ımite
∆x → 0. Por debajo de dicha dimensio´n las correlaciones son finitas y la solucio´n de la
ecuacio´n es un proceso gaussiano finito. Sin embargo, para dimensiones mayores de dos, la
solucio´n es un proceso gaussiano con correlaciones infinitas7.
7Hay que distinguir entre este l´ımite, en el que el taman˜o del intervalo de integracio´n es finito y el l´ımite L→∞
que tomaremos en el siguiente cap´ıtulo, donde ∆x es fijo y distinto de cero. Entonces se tiene que 〈X
2(t→∞, x)〉 ∼
L2−d, con lo que para d > d
(1)
c = 2 la varianza es finita si ∆x es fijo.
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Por tanto en el caso d > 1 las derivadas parciales que aparecen en las EDPE de esta
memoria han de entenderse en el sentido generalizado o bien como operadores discretos que
actu´an sobre un ret´ıculo espacial con ∆x > 0.
2.6. Ecuacio´n de Langevin
En esta seccio´n veremos co´mo las propiedades de sistemas estad´ısticos dentro y fuera
del equilibrio pueden aproximarse mediante una ecuacio´n diferencial estoca´stica, que es lo
que se denomina el formalismo de la ecuacio´n de Langevin.
2.6.1. Movimiento Browniano
El primer sistema estad´ıstico que fue estudiado mediante EDE es el movimiento brow-
niano. En 1827 Robert Brown descubrio´ que las part´ıculas de polen en suspensio´n ten´ıan
movimientos aleatorios. En 1905 A. Einstein dio una explicacio´n correcta a dicho movimien-
to: en vez de fijarse en la trayectorias de una sola part´ıcula, Einstein formulo´ una descricio´n
probabil´ıstica va´lida para un conjunto de ellas. De este modo, la densidad de de part´ıculas
n(x , t) que podemos encontrar en el punto x e instante de tiempo t, verifica la ecuacio´n
∂n
∂t
= D∇2n, (2.114)
donde D es una constante positiva y ∇2 es el operador laplaciano en dimensio´n d = 3. Si la
condicio´n inicial es que todas las part´ıculas se encuentran en x = 0 para t = 0, la solucio´n
a la ecuacio´n anterior es
n(x , t)) =
N
(4piDt)3/2
e−x
2/4Dt (2.115)
y, por tanto, la posicio´n media es cero y la varianza de la posicio´n de las part´ıculas aumenta
linealmente con el tiempo
〈x 〉(t) = 0,
〈x 2〉(t) = 6Dt. (2.116)
Despue´s de los conceptos introducidos en la seccio´n anterior, dir´ıamos que x (t) no es ma´s
que un proceso de Wiener tridimensional (es decir que cada componente es un proceso de
Wiener). Sin embargo, la aproximacio´n anterior al problema es fenomenolo´gica (de hecho
no permite calcular la constante de difusio´n en te´rmino de cantidades microsco´picas). En
1908 Langevin utilizo´ un tratamiento diferente que, de algu´n modo, puede considerarse
como complementario del de Einstein. En su planteamiento, Langevin quer´ıa descibir la
trayectoria de una part´ıcula Browniana como el resultado de aplicar la ley de Newton a
dicha part´ıcula (fuerza=masa×aceleracio´n), y supuso que hay dos fuerzas actuando sobre
la part´ıcula: una fuerza de friccio´n que, de acuerdo a la ley de Stockes, es proporcional a
la velocidad, y una fuerza aleatoria ξ(t) que representa la parte erra´tica del movimiento y
que puede ser debida al choque con las part´ıculas del fluido. De este modo la ecuacio´n de
movimiento es:
m
dv
dt
= −6piηav + ξ(t), (2.117)
donde η es el coeficiente de viscosidad, a es el radio de la part´ıcula Browniana (suponiendo
que es esfe´rica) y v = dx
dt
es la velociadad tridimensional de la misma. ¿Cua´les son las
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propiedades de la fuerza ξ(t)? Langevin supuso que su media era nula y que su correlacio´n
con la posicio´n de la particula es cero:
〈ξ(t)〉 = 0,
〈x (t) · ξ(t)〉 = 0. (2.118)
De este modo, multiplicando (2.117) por x y tomando promedios respecto a las realizaciones
de ξ(t) tenemos que
m
2
d2〈x 2〉
dt2
= m〈x 2〉 − 3piaηd〈x 〉
dt
. (2.119)
Langevin supuso que la part´ıcula browniana esta´ en equilibrio te´rmico con el fluido que
la rodea: esto implica en particular que, de acuerdo al teorema de equiparticio´n [97], el
promedio de la energ´ıa cine´tica es 〈mv 2/2〉 = 3kBT/2 (kB es la constante de Boltzmann y
T es la temperatura de un fluido). De esta manera la ecuacio´n (2.119) se puede resolver y
en el re´gimen asinto´tico se tiene que
〈x 〉 = 0.
〈x 2〉 = kBT
piηa
t. (2.120)
que es la misma ley de difusio´n de Einstein, pero donde ahora tenemos una expresio´n
expl´ıcita para el coeficiente de difusio´n
D =
kBT
6piηa
. (2.121)
Las condiciones de la ecuacio´n (2.118) las cumple un ruido blanco gaussiano. De esta manera,
la solucio´n de la ecuacio´n (2.117) es un proceso de O-U. La densidad de probabilidad de
de velocidades, n(v , t) verifica la ecuacio´n de Fokker-Planck complementaria de la ecuacio´n
estoca´stica (2.117)
∂n(v , t)
∂t
=∇v · [6piηavn(v , t)] + q
2
2
∇
2
vn(v , t), (2.122)
donde hemos supuesto que ξ(t) es un ruido blanco con 〈ξ(t) · ξ(t′)〉 = qδ(t − t′). Para que
se verifique (2.121) tenemos que pedir que q = 12piηakBT .
La ecuacio´n (2.117) relaciona dos tipos de fuerza que actu´an en nuestro sistema: por un
lado el sistema esta´ sometido a fluctuaciones te´rmicas ξ(t), pero tambie´n reacciona frente a
esas fluctuaciones de acuerdo a la ley de Stockes. De este modo la ecuacio´n (2.117) es efectiva
ya que relaciona propiedades macrosco´picas y microsco´picas del sistema. Las relaciones
entre los coeficientes del ruido (cantidades microsco´picas) y las cantidades macrosco´picas
del sistema constituyen lo que se denomina relaciones de fluctuacio´n-disipacio´n de la que
(2.121) es el ejemplo ma´s sencillo.
El ruido puede entenderse como el promedio de los efectos del fluido sobre una part´ıcula
prueba: es decir nos quedamos con unos pocos grados de libertad para describir la evolucio´n
de la part´ıcula modelizando el resto mediante un proceso aleatorio, ma´s concretamente un
ruido blanco.
La ecuacio´n de Fokker-Planck asociada a la ecuacio´n (2.117) tiene una solucio´n estacio-
naria definida por
nest(v) = N exp
(
− 1
2kBT
mv 2
)
, (2.123)
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que es el factor de Boltzmann para una colectividad cano´nica a temperatura T y con energ´ıa
libre
F = 1
2
mv 2. (2.124)
De este modo la ecuacio´n (2.117) puede reescribirse como
dv
dt
= −Γ∇vF +
√
2ΓkBTξ(t), (2.125)
donde Γ = 6piηa/m2 y hemos tomado ξ(t) como un ruido blanco con 〈ξ(t) ·ξ(t′)〉 = δ(t− t′).
En esta forma, queda ma´s claro que la dina´mica del sistema se debe a dos factores: el primero
de ellos tiende a minimizar la energ´ıa libre del sistema, mientras que el segundo da cuenta del
acoplamiento del sistema con un reservorio a temperatura T . Las propiedades del equilibrio
se deben a los dos te´rminos.
2.6.2. Dina´mica conservada y no conservada
En general si tenemos un sistema con varios grados de libertad x1, . . . , xN , cuya energ´ıa
libre es F(x1, . . . , xN) y en contacto con un reservorio a temperatura T la ecuacio´n de
Langevin generalizada es
dxi
dt
= −ΓδF
δxi
+ qξi(t), (2.126)
donde 〈ξi(t)ξj(t′)〉 = δijδ(t − t′). La ecuacio´n de Fokker-Planck correspondiente para la
densidad de probabilidad p(x1, . . . , xN ; t) es
∂p
∂t
= Γ
N∑
i=1
∂
∂xi
[
∂F
∂xi
p
]
+
q2
2
N∑
i=1
∂2p
∂x2i
. (2.127)
Si se cumple la relacio´n de fluctuacio´n-disipacio´n q2 = 2ΓkBT , esta ecuacio´n admite una
solucio´n estacionaria
pest(x1, . . . , xN ) = Z exp
(
− F
kBT
)
, (2.128)
donde Z es la funcio´n de particio´n de la colectividad cano´nica.
Z =
∫
dx1 · · · dxN exp
(
− F
kBT
)
. (2.129)
Adema´s de reproducir las propiedades de equilibrio de la colectividad cano´nica con energ´ıa
libre F la ecuacio´n (2.126) es un modelo para la dina´mica de aproximacio´n al equilibrio,
y de co´mo relajan las fluctuaciones cuando nos encontramos cerca del equilibrio. En la
notacio´n de Hohenberg y Halperin [95] la ecuacio´n (2.126) se denomina modelo A para la
dina´mica disipativa de un sistema. El para´metro Γ es una propiedad del sistema cuando
e´ste se encuentra fuera del equilibrio y define el tiempo medio de relajacio´n del sistema,
Γ−1. En el modelo A, ni el para´metro de orden
∑N
i=1〈xi〉 ni la energ´ıa libre del sistema se
conservan. Utilizando la fo´rmula de Itoˆ (2.65) encontramos que
d〈F〉
dt
= −Γ
N∑
i=1
〈(
∂F
∂xi
)2〉
+ ΓkBT
N∑
i=1
〈
∂2F
∂x2i
〉
. (2.130)
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En general el miembro derecho de la ecuacio´n (2.130) no es nulo. Por ejemplo, en el caso
de que F venga dado por la ecuacio´n (2.124), se tiene que
d〈F〉
dt
= −2Γm〈F〉+ 3ΓTm, (2.131)
y por tanto F var´ıa en el tiempo. La ecuacio´n (2.131) nos dice que, en equilibrio (t→∞),
el sistema verifica el teorema de equiparticio´n en el que la energ´ıa libre vale 1
2
kBT por cada
grado de libertad cuadra´tico de F . En un sistema gene´rico el teorema de equiparticio´n
generalizado [97] nos dice que 〈
xi
δF
δxi
〉
= kBT. (2.132)
Es interesante comprobar que este teorema se puede derivar a partir de la ecuacio´n (2.126) y
utilizando el ca´lculo de Itoˆ. Para ello calculamos la variacio´n temporal del segundo momento
d〈x2i 〉
dt
= −2Γ〈xi δF
δxi
〉+ 2ΓkBT. (2.133)
En equilibrio se tiene que
d〈x2i 〉
dt
= 0, y obtenemos la ecuacio´n (2.132). El teorema de equipar-
ticio´n es importante desde el punto de vista teo´rico, pero mucho ma´s desde el punto de vista
nume´rico, ya que sirve de comprobacio´n y medida de la temperatura en las simulaciones de
la ecuacio´n de Langevin (2.126).
El modelo A describe la dina´mica puramente disipativa de un sistema en el que no se
conserva el para´metro de orden. Supongamos, por ejemplo, que xi son grados de libertad de
un sistema extendido en el que i representa la posicio´n en dimensio´n d ≥ 1. Para modelizar
la dina´mica disipativa de este sistema suponiendo que se conserva el para´metro de orden∑N
i=1〈xi〉, tomamos Γ = λ∇2 y obtenemos la ecuacio´n de Cahn-Hilliard o modelo B
dxi
dt
= −λ∇2 δF
δxi
+ ζi(t), (2.134)
donde 〈ζi(t)ζj(t)〉 = 2ΓkBT∇2δijδ(t − t′) y ∇2 es el operador laplaciano. En este caso se
tiene que
∑N
i=1〈xi〉(t) = 0.
En los casos anteriores, el sistema alcanza el equilibrio despue´s de cierto tiempo. En
otras situaciones dicho equilibrio no se alcanza nunca, como en el caso de que el sistema
este´ sometido a la accio´n de un campo Fi(t) que actu´a sobre cada uno de los grados de
libertad. En tal caso, el modelo A se generaliza a
dxi
dt
= −ΓδF
δxi
+ Fi(t) +
√
2ΓkBTζi(t). (2.135)
La eleccio´n del modelo A o B vendra´ determinada por las simetr´ıas y las leyes de conser-
vacio´n de nuestro sistema. De manera general, las ecuaciones (2.126), (2.134) y (2.135) son
EDPE. En el modelo A aparecen operadores en derivadas parciales debido a las interacciones
entre los distintos grados de libertad, mientras que en el modelo B aparecen expl´ıcitamente
debido a la eleccio´n del para´metro Γ.
2.6.3. Equilibrio y soluciones estacionarias fuera del equilibrio
En la literatura existen ejemplos de sistemas estad´ısticos cuya ecuacio´n dina´mica no
puede expresarse de ninguna de las formas anteriores. Generalmente son modelos para
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sistemas lejos del equilibrio en los que la derivacio´n de la ecuacio´n estoca´stica es puramente
fenomenolo´gica. Las ecuaciones para dichos sistemas se pueden expresar de la forma
dxi
dt
= fi(x ) +
M∑
j=1
gij(x )ξj(t), (2.136)
donde, por simplicidad, suponemos que 〈ξi(t)ξj(t)〉 = 2εδijδ(t − t′) y x = (x1, . . . , xN).
Pese a esto, en algunos casos, bien porque el ruido es muy pequen˜o [79] o bien porque el
sistema tiene soluciones estacionarias para la ecuacio´n de Fokker-Planck correspondiente
[52], podemos definir una funcio´n V (x ) de manera que8
pest(x ) ' N exp
(
−V (x )

)
. (2.137)
Por ello, es conveniente definir lo que entendemos por un sistema en equilibrio. La ecuacio´n
de Fokker-Planck correspondiente a (2.136) es
∂p
∂t
= −
N∑
i=1
∂
∂xi
[fi(x )p] +
1
2
N∑
i,j=1
∂
∂xi
∂
∂xj
[Dijp], (2.138)
donde Dij(x ) =
∑M
k=1 gik(x )gjk(x ), que puede escribirse como una ecuacio´n de continuidad
∂p
∂t
+
∂Ji
∂xi
= 0, (2.139)
siendo las componentes del vector corriente J
Ji(x , t) = fi(x )p(x , t)− 1
2
N∑
j=1
∂
∂xj
[Dij(x )p(x , t)]. (2.140)
La solucio´n estacionaria de la ecuacio´n (2.138) (si existe) verifica la ecuacio´n
0 =
∂
∂xi
{
−fi + 1
2
N∑
j=1
∂
∂xj
Dij
}
pest(x ). (2.141)
La existencia de esta solucio´n implica que el sistema posee una corriente estacionaria Jest(x )
cuyas componentes verifican
Jest,i(x , t) = fi(x )pest(x ) +
1
2
N∑
j=1
∂
∂xj
[Dij(x )pest(x )]. (2.142)
de forma que
∇ · Jest = 0. (2.143)
Diremos que una solucio´n estacionaria de la ecuacio´n de Fokker-Planck es un estado
estacionario de equilibrio cuando se verifique no so´lo la ecuacio´n (2.143) sino tambie´n que
Jest = 0. (2.144)
8El problema de encontrar una solucio´n estacionaria de la ecuacio´n de Fokker-Planck asociada a una ecuacio´n
diferencial estoca´stica para N grados de libertad es, en general, muy dif´ıcil. En el caso N = 1 siempre puede
encontrarse dicha solucio´n. Ve´ase [96].
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A la condicio´n (2.144) se la conoce como balance detallado y es una caracter´ıstica general de
un sistema que se encuentra en equilibrio termodina´mico. En general, aquellos sistemas es-
toca´sticos que cumplan balance detallado pueden ser tratados como sistemas termodina´mi-
cos en equilibrio. Matema´ticamente, la condicio´n de balance detallado facilita encontrar la
solucio´n estacionaria de la ecuacio´n (2.138) ya que hay que resolver la ecuacio´n (2.144) en
vez de (2.143).
Cuando la solucio´n pest(x ) no cumpla la ecuacio´n (2.144) diremos que el estado es
estacionario aunque fuera del equilibrio. Un ejemplo de este tipo de soluciones lo tenemos
para la ecuacio´n KPZ en dimensio´n d = 1 [116]. Se trata de la siguiente ecuacio´n diferencial
estoca´stica
∂hi
∂t
= ν∇2hi +
λ
2
(∇hi)2 +
√
2kBTξi(x , t), (2.145)
donde hi(t) es la altura de una intercara en la posicio´n i de un sustrato de dimensio´n d. La
ecuacio´n de Fokker-Planck correspondiente verifica la ecuacio´n (2.139) con
Ji(h1, . . . , hN) =
{
ν∇2hi +
λ
2
(∇hi)2
}
p(h1, . . . , hN) + kBT
∂
∂hi
p(h1, . . . , hN). (2.146)
De este modo, y si d = 1, la ecuacio´n (2.139) posee la siguiente solucio´n estacionaria
pest(h1, . . . , hN) = exp
(
ν
kBT
N∑
i=1
(∇hi)2
)
, (2.147)
cuya corriente es
Jest,i =
λ
2
(∇hi)2 6= 0. (2.148)
Por tanto dicha solucio´n es estacionaria aunque fuera del equilibrio y no se cumple balance
detallado. En el lenguaje de los feno´menos de crecimiento se dice que KPZ tiene una velo-
cidad de exceso, ya que Jest > 0 y por tanto localmente la probabilidad de que h crezca en
una de las direcciones es siempre mayor que la del en sentido opuesto. Esto da lugar a que
la superficie crezca en una direccio´n determinada por el signo de λ.
Parte II
Crecimiento de Superficies
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Cap´ıtulo 3
Procesos de crecimiento y
autosimilaridad
Introducimos los conceptos de escalado, autosimilaridad y autosemejanza en la descripcio´n de intercaras.
Asimismo, definimos los diferentes exponentes para determinar las propiedades de la intercara.
3.1. Introduccio´n
En los u´ltimos an˜os ha aumentado mucho el intere´s en el estudio de diversos procesos de
crecimiento, como por ejemplo el del frente de llamas en un bosque, el de una fractura en
un material, la invasio´n de fluidos en medios porosos, el crecimiento de colonias bacterianas,
estructura del ADN, la erosio´n o el crecimiento epitaxial de semiconductores mediante la
te´cnica de haces moleculares, etc. En todos estos feno´menos, se forman diferentes morfolog´ıas
en la intercara que separa los distintos medios.
Estas intercaras pueden ser suaves a simple vista y, sin embargo, parecer muy rugosas
cuando se observan al microscopio. Un ejemplo de este hecho lo podemos encontrar en
este mismo papel en el que esta´ escrita esta memoria. En la figura 3.1 vemos al microscopio
co´mo el papel es muy inhomoge´neo o rugoso a esa escala. Aunque a simple vista la superficie
parece homoge´nea, si pasamos el dedo por encima de la hoja sentiremos que e´sta es algo
rugosa. Por tanto la rugosidad del papel depende de la escala a la que la midamos.
En concreto en e´ste y sucesivos cap´ıtulos trataremos con superficies e intercaras en las
que sus propiedades no dependen de la escala a la que las midamos, es decir, que son
autosimilares o autosemejantes. Esta invariancia de escala de las propiedades del sistema es
un feno´meno ubicuo en la naturaleza. Las manifestaciones ma´s familiares tanto en espacio
como en el tiempo son los objetos fractales o el ruido 1/f . Esta invariancia de escala se
presenta en la forma de leyes de potencias para ciertas propiedades. Alguna de estas leyes
de potencias son, por ejemplo, la ley emp´ırica de Gutenberg-Richter
P (E) ∼ E−B+1 (3.1)
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Figura 3.1: Imagen al microscopio (×20) de una hoja de papel normal. Reproducido de [12].
que nos da la probabilidad de que ocurra un terremoto de energ´ıa E (B ' 1) o la ley de
Kleiber que relaciona el promedio metabo´lico de un organismo vivo τ con la masa M del
mismo τ ∼M3/4 y que se extiende sobre 27 ordenes de magnitud desde una ce´lula hasta el
elefante [239].
Esta ausencia de escala consiste en que el sistema no tiene ninguna longitud caracter´ısti-
ca de forma que sus propiedades son las mismas cuando lo observamos a diferentes escalas.
Si definimos la longitud de correlacio´n del sistema, ξ como la distancia t´ıpica del sistema
para la que las propiedades no dependen de la escala, dir´ıamos que, en ausencia de escala
t´ıpica, ξ =∞. Sin embargo, influenciados por la teor´ıa de feno´menos cr´ıticos o transiciones
de fase continuas, sabemos que la longitud de correlacio´n de un sistema so´lo es infinita para
ciertos valores de los para´metros, que determinan los puntos cr´ıticos en los que tienen lugar
las transiciones de fase de segundo orden. Por ejemplo, en el modelo de Ising en equilibrio
debemos hacer cero el campo externo y ajustar la temperatura hasta un valor dado para que
ξ →∞. Dado que muchas de las intercaras que observamos en la naturaleza son autosimi-
lares o autosemejantes, ¿que´ es lo que hace que en estos sistemas fuera del equilibrio diverja
la longitud de correlacio´n? Una de las respuestas proviene de la Criticalidad Autorganiza-
da (Self-Organized Criticality, SOC) [11], segu´n la cual algunos sistemas disipativos fuera
del equilibrio (como pilas de arena o terremotos) pueden ser capaces de tener invariancia
de escala por si mismos. A pesar de que la SOC puede ser la causa de que algunos siste-
mas sean invariantes de escala, es lo´gico pensar que no todas las intercaras autosimilares
o autosemejantes presentes en la naturaleza se deban a que el sistema tenga SOC. Otra
explicacio´n a esta ubicuidad de sistemas con invariancia de escala se debe a Grinstein [81],
segu´n la cual la invariancia de escala resulta al imponer que nuestro sistema posea ciertas
simetr´ıas o leyes de conservacio´n. Veamos un ejemplo: consideremos una intercara h(r , t)
con r ∈ [0, L]d por simplicidad. Supongamos que el sistema tiende a minimizar las alturas
de la intercara respecto a un origen, de manera que el hamiltoniano efectivo de este sistema
sea
H =
∫
Ld
ddr
[ν
2
[∇h(r , t)]2 +
q
2
h2(r , t)
]
, (3.2)
donde hemos incluido tambie´n un te´rmino que tiene en cuenta la tensio´n superficial ν de
la intercara y que tiende a minimizar el a´rea de la misma. Por u´ltimo, supongamos que el
sistema esta´ en contacto con un ban˜o te´rmico a temperatura T de manera que la dina´mica
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del sistema viene dada por la ecuacio´n de Langevin (2.126)
∂h
∂t
= Γ[ν∇2h(r , t)− qh(r , t)] +
√
2kBΓT η(r , t). (3.3)
Si suponemos que el para´metro de orden
∫
Ld
〈h(r , t)〉 no se conserva, podemos tomar el
modelo A definido en el cap´ıtulo anterior y entonces Γ es una constante. En ese caso, la
funcio´n de correlacio´n C(r) = 〈h(r + s)h(s)〉 decae como exp(−r/ξ)/r(d−1)/2 para r  ξ,
donde ξ ∼ q−1/2. Esto nos dice que la intercara no es invariante de escala, ya que existe una
escala fijada por ξ a partir de la cual la correlacio´n es pra´cticamente nula. Sin embargo, si
nuestro modelo pretende describir el crecimiento de una intercara en la que hay invariancia
respecto a la simetr´ıa h → h + c, donde c es cualquier constante, en la ecuacio´n (3.3) no
puede haber ningu´n te´rmino como −qh(r , t). Por tanto, q = 0, y as´ı C(r) ∼ r(d−1)/2, con lo
que el sistema posee invariancia de escala (ξ →∞).
3.2. Autosimilaridad y autosemejanza
Un objeto (en particular una intercara) se dice que es autosimilar si cualquier parte de
e´l es similar al todo. En el caso determinista, objetos con esta propiedad se denominan
fractales, mientras que cuando en el sistema existe cierta aleatoriedad podemos definir los
fractales aleatorios o estoca´sticos como aquellos objetos en los que cualquier observable
estad´ıstico (valores medios, varianzas, etc.) que midamos sobre una parte del fractal es
ide´ntica a la medida sobre la totalidad del objeto. De este modo, un objeto autosimilar es
invariante bajo transformaciones iso´tropas. Un objeto es autosemejante si cualquier parte
de e´l es similar al todo despue´s de una transformacio´n de escala no isotro´pica. Al igual que
antes podemos definir tambie´n objetos autosemejantes estoca´sticos o aleatorios. El caso ma´s
sencillo es el proceso de Wiener, W (t). Consideremos dos instantes de tiempo, t y b t donde
b es una constante positiva. La varianza del proceso de Wiener en ambos instantes pueden
relacionarse de la siguiente manera:
〈W 2(bt)〉 = bt = b〈W 2(t)〉. (3.4)
Por tanto, las propiedades del proceso Wiener al hacer un cambio de escala t→ bt son las
mismas que en t una vez que multiplicamos W (t) por el factor de escala; en otras palabras
las propiedades estad´ısticas del proceso Wiener no cambian bajo la transformacio´n
W (t)→ b−αW (bt), (3.5)
con α = 1/2. Este exponente α se denomina exponente de rugosidad por razones que veremos
despue´s. En particular, (3.5) supone que el proceso Wiener es un fractal de dimensio´n fractal
df = 2− α = 1,5 (ve´ase [12]).
3.3. Dina´mica y escalado de intercaras
En este apartado nos restrigimos al estudio y caracterizacio´n del crecimiento de interca-
ras. No so´lo estamos interesados en las propiedades del sistema en equilibrio, sino tambie´n
cuando esta´n fuera del equilibrio. Supongamos que la intercara viene definida por una fun-
cio´n h(r , t) que representa la altura de la intercara respecto a un origen sobre la posicio´n
r ∈ Rd, donde d es la dimensio´n del sustrato. El hecho de que podamos escribir la funcio´n
h(r , t) supone que la intercara es univaluada, lo cual puede conseguirse definiendo h(r , t)
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como la mayor altura de la intercara en la posicio´n r .1 Dado que nos interesan las propie-
dades estad´ısticas de la intercara tomamos para su descripcio´n los dos primeros momentos,
es decir, la altura media
h¯(t) ≡
〈
1
Ld
∫
Ld
ddrh(r , t)
〉
, (3.6)
y la varianza o rugosidad
w2(t, L) ≡
〈
1
Ld
∫
Ld
ddr [h(r , t)− h¯(t)]2
〉
, (3.7)
donde L es el taman˜o lateral del sustrato. Supongamos que en nuestro sistema w2(t) converge
a una constante cuando t→∞, y que en ese l´ımite, la intercara es autosemejante, de manera
que haciendo el cambio de escala
r → br , h→ bαh, (3.8)
las propiedades estad´ısticas no cambien. Este hecho lo expresaremos de la siguiente forma
h(r , t) ∼ b−αh(br , t). (3.9)
Con (3.9) y (3.7) tenemos que (suponiendo que h¯ = 0).
w2(t→∞, L) '
〈
1
Ld
∫
Ld
dd(r)b−2αh2(br)
〉
∼ b−2αw2(Lb). (3.10)
En particular, si tomamos b = L−1 se tiene que
w2(t→∞, L) ≡ w2sat ∼ L2α, (3.11)
donde α es el llamado exponente de rugosidad. Como vemos la rugosidad del sistema depende
del taman˜o a la que la midamos.
Sin embargo, la autosimilaridad no so´lamente se manifiesta en las propiedades estaciona-
rias (t→∞) del sistema, sino tambie´n en las dina´micas. En muchos procesos, la rugosidad
del sistema crece de la forma que hemos reflejado en la gra´fica de la izquierda de la figura
3.2 para distintos taman˜os. De este modo para tiempos pequen˜os tenemos que
w(t, L) ∼ tβ, (3.12)
donde β es el llamado exponente de crecimiento y es independiente del taman˜o del sistema.
Despue´s de un tiempo t× la rugosidad satura a un valor constante que depende del taman˜o
del sistema de la forma (3.11). El tiempo t× depende de L de la forma
t× = L
z , (3.13)
donde z se denomina exponente dina´mico. Estos tres exponentes no son independientes, ya
que por ejemplo si representamos w(t, L)/wsat frente a t/t× las gra´ficas colapsan a una sola,
verifica´ndose la hipo´tesis de escalado de Family-Vicsek [63]
w(L, t) ∼ Lα f
(
t
Lz
)
(3.14)
1En algunos sistemas esta aproximacio´n puede no estar justificada. En general, su validez depende de la f´ısica
del sistema.
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Figura 3.2: Panel de la izquierda: Valores de la rugosidad en funcio´n del tiempo para dife-
rentes taman˜os L1 < . . . < L4. Panel de la derecha: Colapso de las gra´ficas, compatible con
la hipo´tesis de escalado de Family-Viseck.
donde f(u) es la funcio´n de escalado, con f(u) ∼ uβ para u 1 y f(u) ∼ cte. cuando u 1.
Esta hipo´tesis ha sido verificada en muchos experimentos, ca´lculos anal´ıticos y simulaciones
nume´ricas [87]. En particular, para que exista este colapso se debe verificar que z = α/β y
el hecho de que la rugosidad colapse de la forma (3.14) significa que las propiedades de la
superficie son invariantes respecto al cambio de escala
r → br , h→ bαh, t→ bzt (3.15)
Adema´s, la relacio´n (3.14) define una longitud caracter´ıstica ξ(t) ∼ t1/z que denomi-
naremos longitud de correlacio´n. Cuando esta longitud es muy pequen˜a comparada con
el taman˜o del sistema, la rugosidad crece con el tiempo de la forma (3.12), mientras que
cuando t = t× tenemos que ξ ∼ L y la rugosidad satura a una constante.
Con la relacio´n (3.14) podemos calcular co´mo var´ıan el resto de las correlaciones del
sistema. Por ejemplo, la funcio´n de correlacio´n altura-altura (ve´ase ape´ndice A)
C(r , t) = 〈[h(r + s , t)− h(s , t)]2〉, (3.16)
verifica la siguiente ley de escalado
C(r , t) = 2w2(t)g
(
r
ξ(t)
)
, (3.17)
donde g(u) es una funcio´n que vale g(u) = u2α para u  1 y g(x) = 1 cuando u  1. En
particular se tiene que C(r , t) ∼ r2α para r  ξ(t) y que C(r →∞, t) = w2(t), con lo que
podemos tambie´n expresar la ecuacio´n anterior como
C(r , t) = r2αg′
(
r
ξ(t)
)
, (3.18)
con g′(u) otra funcio´n de escalado.
Por u´ltimo, la suposicio´n de que la superficie es autosemejante a todas las escalas y que
la relacio´n de escalado se cumple para nuestro sistema, nos dice que la rugosidad de un
sistema medida en un intervalo de longitud l < L es
w2(l, t) = l2αloc f˜
(
t
lz
)
, (3.19)
donde αloc = α y f˜(u) es una funcio´n con el mismo comportamiento que f(u). Sin embargo,
existen modelos que, au´n cumpliendo la relacio´n o ansatz de Family-Viseck, verifican la
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ecuacio´n (3.19) con un exponente αloc 6= α. Una de las situaciones en las que ocurre esto
es en aquellos modelos denominados superrugosos [135, 150] en los que α ≥ 1. En estos
sistemas la funcio´n de correlacio´n tiene la forma
C(r , t) = ξ(t)2(α−1)r2αloc g˜
(
r
ξ(t)
)
. (3.20)
Se dice entonces que el sistema presenta escalado ano´malo. En el cap´ıtulo siguiente veremos
que uno de los modelos lineales propuestos para explicar el crecimiento de superficies me-
diante la te´cnica experimental de MBE verifica que α = 1 en d = 2 y por tanto la funcio´n
de correlacio´n va como
C(r , t) ∼ r2 ln(ξ(t)/r), r  ξ(t). (3.21)
Dado que el modelo es lineal, puede resolverse y las expresiones correctas las podemos
encontrar en el ape´ndice A.
3.4. Universalidad
El hecho de que una intercara pueda ser caracterizada por un conjunto de exponentes
cr´ıticos (α, β, z, αloc, etc.) ayuda a clasificarlas en diferentes clases de universalidad. A pesar
de que los procesos microsco´picos que dan lugar a la morfolog´ıa de las intercaras pueden
ser muy diferentes, existen ejemplos de superficies originadas en procesos f´ısicos distintos,
pero cuyos exponentes cr´ıticos son los mismos. Ello se debe a que, a grandes escalas, la
morfolog´ıa de la superficie so´lo depende de procesos mesosco´picos como la difusio´n, la
aleatoriedad del proceso, te´rminos no lineales efectivos, etc. De este modo, por ejemplo, las
intercaras de un tumor en tejido humano [31] o el crecimiento de semiconductores mediante
la te´cnica de epitaxia de haces moleculares (Molecular Beam Epitaxy, MBE) poseen los
mismos exponentes cr´ıticos. Aunque existen en la literatura muchos modelos microsco´picos
que dan lugar a estas clases de universalidad, la descripcio´n macrosco´pica de las intercaras
puede hacerse en funcio´n de ecuaciones estoca´sticas en derivadas parciales, donde cada
uno de los te´rminos se obtiene a partir de identificar los procesos mesosco´picos de nuestro
sistema o bien descartando de una forma general de la ecuacio´n aquellos que no tienen en
cuenta las simetr´ıas o leyes de conservacio´n del crecimiento. De este modo, algunas clases de
universalidad vienen asociadas a una ecuacio´n diferencial estoca´stica en derivadas parciales.
De entre ellas, la ma´s famosa probablemente durante los an˜os ochenta es la de KPZ [116].
Esta ecuacio´n diferencial estoca´stica es no lineal y supone que no existe conservacio´n. Sin
embargo, en el estudio del crecimiento de semiconductores, debido a la conservacio´n del
material que llega a la superficie y su difusio´n en ella, la ecuacio´n es distinta a la de KPZ.
La ecuacio´n ma´s sencilla (y lineal) propuesta por Wolf, Villain, Das Sarma y Tamborenea
[243, 48] se conoce como ecuacio´n lineal de MBE, que determina otra clase de universalidad
diferente a la de KPZ.
Cap´ıtulo 4
Crecimiento de cristales mediante MBE
Introducimos la te´cnica experimental de crecimiento por Molecular Beam Epitaxy (MBE) adema´s de
comentar alguno de los experimentos ma´s recientes. Determinamos los principales procesos f´ısicos que tienen
lugar en la superficie y los diferentes modelos continuos y discretos propuestos para explicar las morfolog´ıas
encontradas experimentalmente.
4.1. Introduccio´n
El descubrimiento de que las ideas de escalado y autosimilaridad son aplicables a las
superficies de pel´ıculas delgadas de semiconductores obtenidas mediante la te´cnica de MBE
(Molecular Beam Epitaxy) ha generado un intere´s creciente en estos sistemas por parte de
grupos experimentales y teo´ricos. Teo´ricamente ha puesto de manifiesto el papel decisivo
que juega la difusio´n de los a´tomos sobre la superficie, mientras que desde el punto de vista
experimental ha hecho retomar la atencio´n sobre un aspecto olvidado de los procesos de
crecimiento con MBE: la rugosidad de la superficie.
En este cap´ıtulo pretendemos dar una introduccio´n a co´mo se han aplicado las ideas de
escalado y autosimilaridad al crecimiento de cristales durante los u´ltimos an˜os. La primera
seccio´n se dedica a la descripcio´n del crecimiento por MBE y de los procesos microsco´picos
que tienen lugar en la superficie. En la segunda seccio´n describimos los modelos propuestos
en la literatura para MBE y por u´ltimo algunos experimentos de MBE especialmente di-
sen˜ados para estudiar co´mo se vuelven rugosas las superficies. Una introduccio´n sobre el cre-
cimiento cristalino en general se encuentra en [225, 156]. En [12, 146, 158, 133, 237, 138, 182]
el estudio se centra en las propiedades de escalado de las superficies, tanto desde el punto
de vista experimental como teo´rico.
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4.2. El crecimiento epitaxial mediante MBE
Experimentalmente se conocen diversos me´todos para crecer capas finas de materiales,
como CVD (Chemical Vapor Deposition), MOCVD1 (Metal-Organic Chemical Vapor Depo-
sition), MBE (Molecular Beam Epitaxy), sputter-deposition, etc. Mientras que las primeras
dan lugar a capas de material en forma cristalina, la u´ltima produce compuestos amorfos.
CVD es una te´cnica en la que la sustancia a depositar es transportada en forma de vapor
utilizando un gas (normalmente noble) hacia un substrato caliente. Las reacciones qu´ımicas
que tienen lugar en el sustrato o en la fase gaseosa dan lugar al crecimiento de monocapas.
MOCVD (Metal Organic Chemical Vapor Deposition) es el mismo tipo de proceso, pero
utilizando compuestos orga´nicos en el transporte. Por ejemplo, en el crecimiento de Si se
suele utilizar SiH4, utilizando como gas H2 adema´s de otros compuestos clorados.
En la te´cnica de sputter-deposition un haz de part´ıculas incide directamente sobre una
muestra del material que queremos depositar, de modo que parte del material es arrancado
hacia otro sustrato donde se deposita. Las part´ıculas llegan al sustrato formando un cierto
a´ngulo con la normal al mismo y por lo general las pel´ıculas que se forman son amorfas.
Estas te´cnicas son epitaxiales, es decir, se deposita una sustancia en forma cristalina
sobre un substrato del mismo (homoepitaxia) o distinto (heteroepitaxia) material. En el caso
de heteroepitaxia, las diferencias entre la estructura cristalina del sustrato y del material
depositado pueden dar lugar a tensiones estructurales que tienen efectos importantes. Por
ello, supondremos que cuando decimos epitaxia nos referimos a homoepitaxia o bien a
heteroepitaxia entre materiales con estructura cristalina parecida.
En e´ste y en sucesivos cap´ıtulos nos vamos a centrar en la te´cnica MBE: propuesta y
utilizada por primera vez en los an˜os sesenta, dicha te´cnica ha experimentado un desarrollo
muy grande. Hoy en d´ıa se utiliza MBE para crecer capas delgadas de semiconductores
tipo IV, III-V y II-VI, metales, materiales magne´ticos y o´xidos, utilizando para ello fuentes
so´lidas gaseosas o metal-orga´nicas. El e´xito de MBE se debe a su versatilidad y a lo simple de
su principio operativo: es un proceso de deposito epitaxial de haces moleculares o ato´micos
en un sistema de alto vac´ıo (UHV, Ultra High Vacuum). Los haces son usualmente generados
te´rmicamente de modo que tanto la composicio´n como la cantidad del material que se
deposita son controladas de forma precisa. La disposicio´n experimental esta´ representada
esquema´ticamente en la figura 4.1. Los haces son guiados hacia el substrato y el material se
deposita all´ı. Para que la cantidad de material depositado sea la misma que la inyectada,
las condiciones de vac´ıo en la ca´mara son muy altas (en torno a 10−10 torr). En la ca´mara se
introducen tambie´n varios instrumentos de medida y modificacio´n de la superficie. Los ma´s
habituales suelen ser un can˜o´n de electrones, un difracto´metro, un espectro´metro de masas
y un can˜o´n de iones. El espectro´metro se utiliza para colimar los haces y para detectar
do´nde se encuentran las mole´culas residuales. El can˜o´n de electrones y el difracto´metro
dan informacio´n sobre la calidad de la superficie estudiando la difraccio´n provocada por
la superficie de los electrones que inciden sobre ella a a´ngulos pequen˜os. Esta te´cnica se
denomina RHEED (Reflection High-energy Electron Diffraction), y hablaremos de ella en
la seccio´n 4.4 y el cap´ıtulo 7. El can˜o´n de iones se utiliza para limpiar inicialmente el
sustrato. E´ste se mantiene a alta temperatura para aumentar la calidad de la muestra que
se crece.
En parte debido a las dificultades tecnolo´gicas asociadas con el UHV, MBE no es una
te´cnica que haya tenido mucha aceptacio´n hasta los an˜os 90, ya que la mayor´ıa de los dispo-
sitivos semiconductores se fabricaban utilizando otras te´cnicas ma´s baratas como MOCVD.
1Esta te´cnica tambie´n se conoce como MOVPE, Metal Organic Vapor Phase Epitaxy.
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Figura 4.1: Esquema de la disposicio´n experimental de la te´cnica MBE.
Sin embargo, para la fabricacio´n de dispositivos muy especiales, como las heteroestructuras,
MBE es la u´nica te´cnica posible. El e´xito de MBE en la investigacio´n y desarrollo de nuevos
dispositivos o de los feno´menos que tienen lugar en el crecimiento se debe principalmente a
tres razones:
MBE permite un control preciso del grosor de la muestra hasta nivel microsco´pico.
Al contrario que en otras te´cnicas, no existen reacciones qu´ımicas en la superficie,
lo que facilita el control de procesos como la difusio´n a lo largo de la superficie o la
incorporacio´n de dopantes.
El entorno de UHV en el que se crecen las muestras permite varias te´cnicas de medicio´n
in-situ para estudiar las superficies.
La morfolog´ıa de la superficie resultante es fundamentalmente producto de los siguientes
procesos que tienen lugar en ella a nivel microsco´pico (ver Fig. 4.2):
Depo´sito: Cuando un a´tomo llega a la superficie en una posicio´n aleatoria, forma
enlaces con los de la superficie y se adhiere a ella.
Desorcio´n: E´ste es un efecto que compite con el anterior. Como resultado de la agita-
cio´n te´rmina en el sustrato, un a´tomo que forme parte de la superficie puede romper
los enlaces qu´ımicos con sus vecinos y volver al reservorio. La desorcio´n es pues un
efecto activado te´rmicamente: la vida media τs de un a´tomo en la superficie cumple
una ley de Arhenius del tipo
τs = τ0 exp (Ed/kBT ) , (4.1)
donde Ed es la diferencia de energ´ıa entre la superficie y el vapor y τ0 es una constante
positiva. La desorcio´n suele ser despreciable en condiciones normales de crecimiento
MBE, ya que τs  1/F , es decir, el nu´mero de a´tomos desorbido por unidad de tiempo
es muy pequen˜o comparado con flujo medio de material depositado. Esta eficiencia se
consigue normalmente aumentando la temperatura del sustrato o el flujo.
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Figura 4.2: Esquema de los diferentes procesos que tienen lugar en la superficie del cristal.
(A) deposicio´n, (B) difusio´n, (C) desorcio´n y (D) barrera de Schwoebel.
Difusio´n sobre la superficie: Cuando un a´tomo llega a la superficie tiene una energ´ıa co-
mo resultado de la interaccio´n con los a´tomos que forman parte de ella. De esta forma,
existen posiciones ma´s favorables energe´ticamente que otras. Debido a la activacio´n
te´rmica el a´tomo se difunde a otras posiciones antes de quedar fijo definitivamente. La
longitud de difusio´n media sobre la superficie, λs, var´ıa en funcio´n del material y de
las condiciones de crecimiento. La constante de difusio´n superficial Ds var´ıa como
Ds = D0 exp (−Ediff/kBT ) , (4.2)
donde Ediff es la energ´ıa necesaria para pasar de un sitio en la red al vecino (barrera
de difusio´n), que depende de la direccio´n cristalogra´fica de crecimiento. Utilizando la
relacio´n de Einstein [ve´ase la ec. (2.121)] la longitud media recorrida por un a´tomo
antes de ser desorbido es λ2s = 4Dsτs. Variando la temperatura podemos variar la
longitud de difusio´n como veremos despue´s. En condiciones t´ıpicas de crecimiento
industrial, λs/a‖  1 para que que el crecimiento sea capa a capa, donde a‖ es el
espaciado de red. Cuando un a´tomo encuentra una isla o un escalo´n se adhiere a ellos,
de manera que la longitud de difusio´n es menor en el caso de superficies vecinales2 o
rugosas. Este proceso es pra´cticamente irreversible, pues la barrera de energ´ıa entre
permanecer en el escalo´n o no, es muy grande.
Dependiendo de estos procesos, podemos tener diferentes modos de crecimiento. En el
primero de ellos, llamado de Frank-van der Merwe, la longitud de difusio´n media es muy
grande, de manera que el crecimiento se produce capa a capa puesto que los a´tomos tienen
tiempo de llenar una capa antes de que otra empiece a crecer. Este modo de crecimiento se
suele denominar tambie´n crecimiento 2D, o capa a capa. La situacio´n opuesta es el modo de
Volmer-Weber o crecimiento 3D, en el que crecen varias capas de material a la vez debido a
que el flujo incidente es mucho mayor que en el caso anterior. En epitaxia es usual encontrar
un tercer modo denominado de Stranski-Krastanov en el que el material primero crece capa
a capa, pero despue´s de un tiempo el crecimiento se vuelve tridimensional. El modo de
crecimiento puede cambiar con la temperatura del sustrato o con el flujo. En el caso de
MBE se tiene que a altas temperaturas el modo de crecimiento es capa a capa debido a
2Una superficie vecinal es aque´lla que esta´ cortada en una direccio´n que no es paralela a una de las caras del
cristal o en la que el flujo de part´ıculas incide sobre la superficie formando un a´ngulo finito, lo cual lleva a que se
forme una disposicio´n regular de escalones sobre la superficie.
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que la longitud de difusio´n es grande (posiblemente mayor que el taman˜o del sistema) y los
a´tomos que se depositan encima de una capa que esta´ creciendo pueden saltar a la capa
inferior. De este modo los a´tomos pueden encontrar un kink o un escalo´n (ver figura 4.2) y
se adhieren a ellos. En este modo de crecimiento la rugosidad no excede una monocapa. A
menor temperatura la difusio´n no es tan alta, de manera que antes de llegar a los escalones
o kinks varios a´tomos pueden agregarse en una nueva capa y formar un cluster. El proceso
puede repetirse, y se crean as´ı estructuras tridimensionales que hacen que la superficie sea
macrosco´picamente rugosa (es decir, la rugosidad es mucho mayor que una monocapa).
Bajando ma´s au´n la temperatura podemos suprimir completamente la difusio´n de modo
que la superficie se vuelve rugosa debido exclusivamente a la aleatoriedad en la deposicio´n.
Cuando un a´tomo se deposita encima de una isla, la difusio´n puede verse restringida
por el efecto de Ehrlich-Schwoebel [56]: el a´tomo llega al borde del escalo´n, pero no se
difunde hacia abajo, ya que es energe´ticamente desfavorable (ver Figura 4.2). Esta barrera
de Ehrlich-Schwoebel interrumpe el crecimiento capa a capa del material y crea estructuras
inestables en forma de mounds o pira´mides que tienden a crecer indefinidamente. Esta forma
de crecimiento fue predicha por Villain en 1991 [233]. Recientemente estas predicciones
han sido confirmadas por experimentos en diferentes superficies: GaAs/GaAs(001)[108],
Cu/Cu(001) [60], Ge/Ge(001) [172], Fe/MgO(001) [224], Fe/Fe(001) [216] y Rh(111) [229]
y se han propuesto algunos modelos para explicar sus propiedades. Este tipo de morfolog´ıas
tiene un taman˜o caracter´ıstico y por tanto la superficie no es autosimilar.
En el caso de que la superficie no sea singular3 podemos tener otro modo de crecimiento
denominado flujo de escalones: debido a que el flujo de a´tomos incidente no es perpendicular
a la superficie o a que el sustrato es vecinal se forma un conjunto de escalones los cuales
avanzan sobre el escalo´n inferior, ya que los a´tomos que llegan a la superficie se difunden
hacia los escalones. A temperatura ma´s baja es posible que se creen islas encima de estos
escalones haciendo que este modo desaparezca y que la superficie crezca tridimensionalmen-
te. Finalmente, la forma del sustrato tambie´n puede afectar la manera en la que crece el
cristal. Por ejemplo, si e´ste presenta una dislocacio´n, la superficie crece alrededor de ella
de forma espiral (modo espiral), o si el sustrato es rugoso inicialmente puede hacer que
el crecimiento sea directamente tridimensional (aunque para una superficie singular en las
mismas condiciones de crecimiento espera´semos un crecimiento capa a capa).
4.3. Modelos
Hay dos aproximaciones complementarias al problema del crecimiento cristalino:
Atomı´stica: en la que la posicio´n de cada a´tomo esta´ bien definida. Te´cnicas como
la de STM nos permiten conocer no so´lo la estructura cristalina del semiconductor,
sino las posiciones de cada a´tomo. Basados en primeros principios, se han propuesto
modelos que simplifican la dina´mica de los a´tomos y proporcionan descripciones de
las morfolog´ıas observadas.
Continua: en este tipo de aproximacio´n la superficie se estudia a una escala en la que
cada propiedad se promedia sobre un pequen˜o volumen que contiene muchos a´tomos,
lo que hace que las variables del sistema var´ıen de manera continua. La ventaja de
este tipo de teor´ıas es que permiten un tratamiento continuo y muchas veces anal´ıtico.
3Una superficie es singular si inicialmente es plana o esta´ cortada paralela a una cara del cristal y el flujo incidente
es perpendicular a ella. Por tanto una superficie no singular es una superficie vecinal o inicialmente rugosa.
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Los modelos basados en cada una de estas aproximaciones incorporan mecanismos como la
difusio´n, desorcio´n y deposicio´n, basa´ndose en leyes de conservacio´n, simetr´ıas del problema,
etc. Desde el punto de vista teo´rico es importante conocer que´ procesos microsco´picos pueden
dar lugar a diferentes morfolog´ıas y cua´les de ellos son relevantes o cua´les no. Finalmente
tambie´n es fundamental conocer el grado de aplicabilidad de las teor´ıas continuas. Aunque
las teor´ıas continuas reproducen cualitativamente muchos de los aspectos del crecimiento
cristalino, es corriente encontrar en la literatura la afirmacio´n de que dichas teor´ıas no
pueden reproducir algunos modos de crecimiento como el de Stranski-Krastanov, dado que
en e´stos la estructura cristalina del material juega un papel fundamental. Sin embargo,
como veremos en los cap´ıtulos 5 y 7, los modelos continuos tambie´n son capaces de describir
propiedades debidas a la estructura discreta del cristal, como la transicio´n de rugosidad o
las oscilaciones RHEED presentes en el modo de crecimiento de Stranski-Krastanov.
Aunque los modelos considerados tienen como motivacio´n la descripcio´n del crecimiento
de cristales mediante MBE, constituyen tambie´n problemas independientes de la meca´nica
estad´ıstica y, como tales, tienen relacio´n con otros modelos propuestos para otros sistemas
f´ısicos, como el gas de Coulomb, la transicio´n so´lido-l´ıquido, etc.
Aparte de la clasificacio´n anterior, tambie´n podemos distinguir entre modelos conserva-
tivos, es decir, aquellos en los que la velocidad de crecimiento del cristal es igual al flujo
incidente de part´ıculas, y no conservativos cuando suceda lo contrario. En este u´ltimo ca-
so, parte de los a´tomos que llegan a la superficie son desorbidos. Como vimos antes, las
condiciones experimentales son las que determinan que´ tipo de modelo debemos utilizar.
4.3.1. Modelos Continuos
Estos modelos describen la altura de la superficie mediante una variable continua h(r , t),
donde r es la posicio´n sobre el sustrato4. Esto significa que el modelo es SOS (Solid-on-
Solid), es decir, existe un perfecto empaquetamiento de los a´tomos por debajo de la altura
h (cristal de Kossel). La idea es encontrar una ecuacio´n del tipo
∂h
∂t
= F (h, r , t), (4.3)
que describa la dina´mica de la superficie. Si suponemos que el proceso es iso´tropo en el
sustrato y que no depende de do´nde pongamos el origen h = 0, F no puede incluir te´rminos
que dependan de hn o´ rn para ningu´n n. La forma de F la determina la difusio´n superficial,
la cual supone la existencia de una corriente macrosco´pica de material a lo largo de la
superficie j‖(r , t). Los cambios locales en la altura de la superficie se deben a corrientes
distintas de cero. Dado que el nu´mero de part´ıculas debe permanecer constante, la corriente
debe satisfacer la ley de continuidad
∂h
∂t
= −∇ · j‖(r , t). (4.4)
Por otro lado, bajo la hipo´tesis de equilibrio local, la corriente de material a lo largo de la
superficie se debe a diferencias en el potencial qu´ımico local µ(r , t)
j‖(r , t) ∝ −∇µ(r , t). (4.5)
4En una red cristalina, las posiciones en el sustrato vienen dadas por una variable r que depende de la estructura
cristalina. Si no se menciona expl´ıcitamente supondremos que esta red es cuadrada con una espaciado de red a‖ 6= 0.
De este modo los operadores espaciales en e´ste y sucesivos cap´ıtulos son aproximaciones discretas y por tanto, tal
y como dijimos en el cap´ıtulo 2, las ecuaciones estoca´sticas en derivadas parciales esta´n bien definidas. Por u´ltimo,
las integrales
∫
d2r sobre el sustrato son sumas sobre todas las posiciones de la red.
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El potencial qu´ımico depende del proceso de difusio´n del a´tomo a nivel microsco´pico y,
en particular, del nu´mero de enlaces con los vecinos, de manera que el a´tomo se difunde
hacia posiciones que tengan mayor nu´mero de enlaces [166, 93]. De manera geome´trica las
posiciones que tienen mayor nu´mero de enlaces son aque´llas en las que la curvatura es mayor
y positiva. La suposicio´n ma´s simple es hacer µ ∝ −1/R, donde R es el radio de curvatura.
Aproximando la curvatura para pendientes pequen˜as obtenemos que [166, 93]
µ(r , t) ∝ −∆h(r , t). (4.6)
De esta manera, combinando (4.4)-(4.6) obtenemos
∂h
∂t
= −κ∇2[∇2h(r , t)], (4.7)
donde κ es una constante positiva. La ecuacio´n anterior es determinista. Para incorporar
los efectos aleatorios del depo´sito de material an˜adimos un te´rmino F (r , t) que describa el
flujo incidente como suma de dos te´rminos
F (r , t) = F + δF (r , t), (4.8)
donde la constante F es el flujo medio y δF son las fluctuaciones locales, descorrelacionadas
en tiempo y espacio, es decir, un ruido blanco. Con ello la forma de la ecuacio´n final es
∂h
∂t
= −κ∇2[∇2h(r , t)] + F + ηF (r , t), (4.9)
donde5
〈ηF (r , t)〉 = 0, 〈ηF (x , t)ηF (x ′, t′)〉 = 2Fδ2(r − r ′)δ(t− t′). (4.10)
En otras situaciones experimentales, debemos tambie´n tener en cuenta las fluctuaciones
debidas a la temperatura del sustrato. E´stas hacen que h(r , t) fluctu´e independientemente
de F , por lo que debemos incluir un te´rmino aleatorio ma´s:
∂h
∂t
= −κ∇2[∇2h(r , t)] + F + ηF (r , t) + ηT (r , t), (4.11)
donde 〈ηT (r , t)ηT (r ′, t′)〉 = 2DT δ2(r − r ′)δ(t− t′) con DT funcio´n de la temperatura T en
el sustrato.
Resumiendo, a orden lineal la ecuacio´n estoca´stica que incorpora difusio´n superficial y
la deposicio´n, y que denominaremos ecuacio´n lineal de MBE (LMBE), es
∂h(r , t)
∂t
= −κ∇2[∇2h(r , t)] + F + η(r , t), (4.12)
con η = ηF + ηT y que fue propuesta independientemente por Wolf y Villain [243] y Das
Sarma y Tamborenea [48]. Dado que el origen de κ es la difusio´n a lo largo de la superficie
debemos esperar que κ ∼ exp(−Ediff/kBT ) [166]. Por u´ltimo haciendo el cambio de coorde-
nadas h→ h+Ft, podemos tomar F = 0 en la ecuacio´n anterior que, en ese caso, describe
las fluctuaciones de la superficie alrededor de la altura media.
La ecuacio´n (4.12) puede expresarse de la forma (2.126) donde el hamiltoniano es
H = κ
2
∫
d2r(∇2h(r))2. (4.13)
5En ausencia de difusio´n, el depo´sito de material es un proceso de Poisson [128] y puede ser representado por un
campo externo F y un ruido cuya varianza sea proporcional a F [12].
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Ecuacio´n Nombre α β z
∂h/∂t = η(r , t) RD - 1/2 -
∂h/∂t = −κ∇2[∇2h] + η(r , t) LMBE 4−d2 4−d8 4
∂h/∂t = −κ∇2[∇2h] + λ∇2(∇h)2 + η(r , t) cKPZ 4−d3 4−d8+d 8+d3
∂h/∂t = ν∇2h+ η(r , t) EW 2−d2
2−d
4 2
∂h/∂t = ν∇2h+ λ(∇h)2 + η(r , t) KPZ d = 1 12
1
3
3
2
d = 2 0,38∗ 0,24∗ 1,58∗
Cuadro 4.1: Resumen de las principales ecuaciones continuas utilizadas en la descripcio´n de
MBE con sus exponentes en funcio´n de la dimensio´n del sustrato, d. Los exponentes marcados
con (∗) son estimaciones nume´ricas (ve´ase [12]).
Dicho hamiltoniano ha sido estudiado extensivamente en el contexto de membranas, donde
la energ´ıa debida a la curvatura domina el escalado [93, 192].
Dado que la ecuacio´n (4.12) es lineal, se puede resolver anal´ıticamente y obtener todos
los exponentes cr´ıticos como se puede ver en el Ape´ndice A y que esta´n resumidos en la
tabla 4.1 y comparados con las correspondientes a las otras ecuaciones que discutiremos a
continuacio´n.
En vista de que el propo´sito de la ecuaciones continuas es describir el comportamiento
asinto´tico del sistema debemos estudiar cua´l es la relevancia en dicho l´ımite de los procesos
de desorcio´n. De forma ana´loga a como vimos antes, un a´tomo sera´ desorbido con mayor
facilidad si el nu´mero de enlaces que debe romper es menor. Como el nu´mero de enlaces
depende de la curvatura, el nu´mero de a´tomos n0 que abandona la superficie por unidad de
tiempo sera´ proporcional a 1/R y, a primer orden, tendremos que n0 ∝ −∇2h. Por tanto
la ecuacio´n lineal que incluye efectos de desorcio´n, difusio´n y deposicio´n es
∂h
∂t
= ν∇2h− κ∇2[∇2h] + F + η(r , t). (4.14)
Los exponentes de esta ecuacio´n vienen determinados u´nicamente por el Laplaciano6, ya
que su efecto a grandes escalas es mayor que el bilaplaciano, que domina a escalas pequen˜as
[12]. La longitud caracter´ıstica a la que se produce este cambio es
L× =
(κ
ν
)1/2
. (4.15)
De este modo para L  L× el escalado viene dado por la ecuacio´n (4.12), mientras que
para L L× los exponentes son los mismos que los de la ecuacio´n
∂h(r , t)
∂t
= ν∇2h(r , t) + η(r , t), (4.16)
que se conoce como ecuacio´n de Edwards-Wilkinson (EW) [55]. Una realizacio´n f´ısica de
esta ecuacio´n es la sedimentacio´n de part´ıculas en un fluido viscoso bajo la accio´n de la
gravedad [175]7. Por tanto la existencia de desorcio´n, aunque sea pequen˜a, determina las
propiedades asinto´ticas de la superficie para taman˜os superiores a L×. Sin embargo, debido a
que la desorcio´n en procesos MBE es muy pequen˜a, L× puede ser muy grande, incluso mayor
que el taman˜o de la muestra. Adema´s, como vimos antes κ depende de la temperatura, luego
6Si hacemos en la ecuacio´n (4.14) la transformacio´n r → br , h → bαh y t → bzt, los coeficientes de la ecuacio´n
se transforman como κ→ κ′ ≡ κbz−4 y ν → ν′ ≡ νbz−2, luego ν′/κ′ →∞ en el l´ımite hidrodina´mico b→∞.
7Obse´rvese que, utilizando la misma discusio´n que precede a la ecuacio´n (4.12), el te´rmino ∇2h proviene de
suponer un potencial qu´ımico µ ∼ h como efecto, por ejemplo, de la gravedad.
4.3 Modelos 47
L× variara´ con las condiciones experimentales. La ecuacio´n (4.16) tambie´n puede escribirse
de la forma (2.126) donde el hamiltoniano es
H =
∫
d2r
ν
2
[∇h(r)]2, (4.17)
que se conoce como el modelo gaussiano (continuo) en otros contextos [34, 20].
Los modelos (4.12), (4.14) y (4.16) son lineales, lo que permite conocer anal´ıticamente sus
propiedades de escalado. Sin embargo, existen situaciones en las que los te´rminos no lineales
son relevantes. Como vimos antes, el potencial qu´ımico es proporcional a −1/R, siendo∇2h
el primer orden lineal del desarrollo en pendientes pequen˜as. Pero α = 1 en dimensio´n 2
para la ecuacio´n (4.12), lo que supone que |∇h| ∼ Lα−1. Por tanto los te´rminos no lineales
de la expansio´n de 1/R son marginalmente relevantes. En vez de desarrollar localmente el
potencial qu´ımico escribimos la ecuacio´n conservativa ma´s general hasta orden cuarto en
derivadas espaciales
∂h
∂t
= −κ∇2[∇2h] + λ1∇2(∇h)2 + λ2∇ · (∇h)3 + F + η(r , t). (4.18)
El te´rmino ∇ · (∇h)3 podemos excluirlo, pues de acuerdo con (4.4) corresponde a una
corriente j‖ = (∇h)
3, que no puede escribirse como el gradiente de un potencial qu´ımico.
Por tanto nos queda la ecuacio´n que se conoce como KPZ conservada (cKPZ) [233]
∂h
∂t
= κ∇2[∇2h] + λ1∇
2[(∇h)2] + η(r , t), (4.19)
que es la versio´n de dina´mica conservada y ruido no conservado de la ecuacio´n de Kardar-
Parisi-Zhang (KPZ) [116]
∂h
∂t
= ν∇2h+ λ(∇h)2 + η(r , t), (4.20)
en donde el te´rmino λ da cuenta del crecimiento lateral de la superficie8.
Un simple argumento de escala9 nos dice que el te´rmino no lineal en (4.19) es ma´s
relevante que la difusio´n. De hecho, como vemos en la tabla 4.1, los exponentes de la ecuacio´n
(4.19) son diferentes a los de la ecuacio´n lineal (4.12). Como vemos, α = 2
3
en d = 2 para
cKPZ, con lo que la aproximacio´n de pendientes pequen˜as vuelve a tener sentido.
Como resumen de esta seccio´n diremos que cuando el te´rmino de desorcio´n ∇2h y/o
el no lineal (∇h)2 esta´n presentes, el escalado de la ecuacio´n viene determinado por ellos
independientemente de la difusio´n superficial ∇2[∇2h], siempre que el taman˜o de la mues-
tra sea mayor que L×. En algunas situaciones experimentales esperamos que la desorcio´n
sea pequen˜a, o bien que L× sea muy grande, por lo que la clase de universalidad sera´ la
de LMBE. Como veremos en la seccio´n 4.4, existen algunos ejemplos experimentales que
corroboran esta suposicio´n.
Finalmente, otro tipo de efectos, como la anisotrop´ıa en la difusio´n de los a´tomos a lo
largo de la superficie [244], las barreras de Schwoebel [56], etc., pueden incorporarse tambie´n
a la ecuacio´n (4.19). Sin embargo, alguno de estos efectos da lugar a ecuaciones cuyas
soluciones no son autosimilares, como por ejemplo las que incluyen barreras de Schwoebel,
que dan lugar a inestabilidades [233].
8Obse´rvese que el te´rmino cuyo coeficiente es λ1 en (4.19) corresponde a un potencial qu´ımico de la forma
µ = (∇h)2, compatible con la existencia de una corriente lateral conservada en el sustrato.
9Si transformamos la ecuacio´n (4.19) mediante r → br , h → bαh y t → bzt, la forma de la ecuacio´n queda
invariante si redefinimos los coeficientes como κ→ κ′ = κbz−4 y λ1 → λ
′
1 = λ1b
α+z−4, con lo que λ′1/κ
′ →∞ en el
l´ımite hidrodina´mico b→∞ si α > 0.
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4.3.2. Modelos Discretos
Si bien los modelos continuos propuestos son fa´cilmente clasificables, la zoolog´ıa de mode-
los discretos que se encuentra en la literatura es dif´ıcil de ordenar. En los modelos discretos,
la altura h toma so´lo valores discretos, (h/a⊥ ∈ Z) tal y como sucede microsco´picamente.
Estos modelos al igual que los que vimos en la seccio´n anterior son fenomenolo´gicos y se
suele utilizar Monte Carlo dina´mico en su simulacio´n. Principalmente podemos diferenciar
entre:
Modelos no hamiltonianos: en los que se establecen varias reglas microsco´picas de
deposicio´n, difusio´n y desorcio´n utilizadas para controlar la dina´mica de los a´tomos en
la superficie. Localmente los movimientos de los a´tomos no tienden a minimizar ningu´n
tipo de funcio´n hamiltoniana, de ah´ı que sean modelos puramente de no equilibrio. La
ventaja de estos modelos es que permiten conocer independiente la influencia de cada
uno de los procesos microsco´picos en el escalado de la superficie.
Modelos hamiltonianos: En e´stos, los movimientos de los a´tomos vienen descritos por
una funcio´n H(h) en la que h es tambie´n discreta. Dentro de este tipo de modelos
podemos encontrar aque´llos que surgen de la discretizacio´n en alturas de los hamil-
tonianos (4.13) y (4.17) u otros en los que se postula una forma funcional para H(h)
[134].
El primer modelo discreto de no equilibrio utilizado para describir crecimiento mediante
MBE fue introducido por Wolf y Villain [243] y Das Sarma y Tamborenea [48] indepen-
dientemente (ve´ase Figura 4.3). Se diferencian en el proceso de relajacio´n: en cada paso de
tiempo se an˜ade una part´ıcula a la superficie en una posicio´n aleatoria. La part´ıcula tiene
tres opciones: permanecer donde esta´ o moverse a la izquierda o a la derecha. En el modelo
de Wolf-Villain la part´ıcula elige de entre estas tres opciones aquel sitio que ofrece ma´s
enlaces con vecinos, mientras que en el de Sarma-Tamborenea la part´ıcula se mueve hacia
aquel sitio que aumenta el nu´mero de vecinos, independientemente de si es el ma´ximo o no.
Aunque el modelo es bastante simple, incorpora los principales ingredientes del crecimiento
MBE10. De hecho en d = 1 se tiene que hasta tiempos muy largos, β = 0,365 ± 0,015,
α = 1,4 ± 0,1, lo que indica que la clase de universalidad del modelo es consistente con la
ecuacio´n LMBE (4.12). Sin embargo, simulaciones recientes [180] muestran que a tiempos
ma´s grandes los modelos de Wolf-Villain y Sarma-Tamborenea escalan como la ecuacio´n
de EW y la de cKPZ, respectivamente. Esto demuestra que en los modelos discretos esta´n
presentes diferentes tipos de procesos que se manifiestan a diferentes escalas.
Los modelos que hemos visto hasta ahora son irreversibles, ya que un a´tomo que llega a
la superficie queda fijo en ella despue´s de un solo paso temporal. Sin embargo, en realidad
un a´tomo puede difundirse a lo largo de la superficie debido a la activacio´n te´rmica y al
nu´mero de vecinos que tenga. La escala de tiempo en que un a´tomo deja de difundirse viene
determinada por el flujo incidente y la temperatura. Recientemente un nu´mero de modelos
han incorporado estos procesos de activacio´n en la difusio´n de un a´tomo. Por ejemplo, en
d = 1 Das Sarma y Tamborenea [48] han estudiado un modelo en el que los a´tomos de la
superficie se difunden mediante la ley de Arrhenius
Ds = D0 exp
(
− E
kBT
)
, (4.21)
10A pesar de que dan lugar, por ejemplo, a la formacio´n de escalones muy grandes o de pendientes muy grandes,
algo que no se observa experimentalmente.
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Figura 4.3: Esquema del modelo de de Wolf-Villain: los movimientos de los a´tomos que
llegan a la superficie tienden a maximizar el nu´mero de enlaces de los a´tomos.
dondeDs es la constante de difusio´n y E = E0+nEN con n es el nu´mero de vecinos pro´ximos
ocupados y E0, EN son energ´ıas de activacio´n. Para optimizar el tiempo de simulacio´n se
prohibe la difusio´n si n > 2. A pesar de eso las simulaciones son muy costosas desde el punto
de vista computacional y so´lo es posible obtener el valor del exponente β. A temperaturas
intermedias, donde la difusio´n es relevante, se obtiene β = 3/8 en una dimensio´n, que
coincide con el valor obtenido de (4.12). A temperaturas inferiores, donde la difusio´n esta
inhibida, β = 1/2, es decir, crecimiento aleatorio, mientras que a temperaturas muy altas
la longitud de difusio´n del sistema se hace muy grande; como resultado, un a´tomo siempre
puede encontrar el sitio ma´s energe´ticamente favorable y la superficie se vuelve muy suave.
Por u´ltimo, tenemos los modelos hamiltonianos en los que la difusio´n esta´ determinada
por un hamiltoniano H, de manera que la probabilidad para un a´tomo depositado de pasar
de un sitio i a uno j es, por ejemplo, [1 + exp(β∆Hi→j)]−1, donde ∆Hi→j es el cambio de
energ´ıa debido a este movimiento. En las simulaciones se an˜ade un a´tomo a la superficie
en el sitio i con una probabilidad p, y con probabilidad 1− p se produce la difusio´n con la
regla anterior. El hamiltoniano que se utiliza tiene la forma general
H =
∑
i
[
g1(hi − hi−1) + g2(hi − hi−1)2 + g4(hi − hi−1)4 + g6(hi − hi−1)6
]
. (4.22)
La morfolog´ıa es muy diversa dependiendo del conjunto de para´metros gi, obteniendo, por
ejemplo inestabilidades [134].
Dentro de los modelos discretos debemos incluir tambie´n aque´llos cuya dina´mica viene
gobernada por la discretizacio´n de los hamiltonianos (4.13) y (4.17), es decir, imponiendo
que los valores que toma h(r , t) sean discretos. As´ı, por ejemplo, discretizando tambie´n
las posiciones sobre el sustrato, tenemos el llamado Modelo Gaussiano Discreto (GD) cuyo
hamiltoniano es11
HDG = ν
2
∑
i,j
[∇dhi,j]
2, h/a⊥ ∈ Z, (4.23)
donde ∇d es el gradiente discreto, es decir, (en 2D)
(∇dhi,j)
2 =
1
a2‖
[
(hi+1,j − hi,j)2 + (hi,j+1 − hi,j)2
]
. (4.24)
En el caso del modelo LMBE el hamiltoniano discreto, que denominaremos modelo lapla-
ciano discreto de Nelson, es
HDxMBE = κ
2
∑
i,j
(∇2dhi,j)
2, h/a⊥ ∈ Z, (4.25)
11Para remarcar el cara´cter discreto de los modelos presentados en esta seccio´n escribimos expl´ıcitamente el
cara´cter discreto del sustrato de manera que h(r , t) = hi,j(t).
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donde ∇2dhi,j es el operador laplaciano discreto, es decir
∇
2
dhi,j =
1
a2‖
[hi+1,j + hi−1,j + hi,j+1 + hi,j−1 − 4hi,j] . (4.26)
En ambos casos hemos supuesto que la red cristalina del sustrato es cuadrada.
Hay dos caracter´ısticas que diferencian estos modelos de sus respectivas ecuaciones con-
tinuas: la primera de ellas es que no son resolubles anal´ıticamente y deben ser estudiados
nume´ricamente, por ejemplo, mediante te´cnicas de Monte Carlo. Por otro lado, dado que
h/a⊥ ∈ Z dichos modelos poseen una energ´ıa caracter´ıstica Ed, definida como la energ´ıa
necesaria para an˜adir un a´tomo ma´s a la superficie. Dicha energ´ıa es proporcional a κ y ν,
respectivamente. En equilibrio12, y a bajas temperaturas, la probabilidad de que se deposi-
ten a´tomos en una capa nueva es muy pequen˜a, y por tanto la superficie que inicialmente
es plana permanece plana. Cuando la temperatura es muy grande, dicha probabilidad es
grande y la superficie se vuelve rugosa. Estas ideas las desarrollaremos en el cap´ıtulo 5 y
veremos co´mo influye el flujo externo de part´ıculas.
En la literatura el hamiltoniano (4.23) se ha estudiado de manera extensiva tanto teo´ri-
ca como nume´ricamente por su relacio´n con otros sistemas como el gas de Coulomb o el
modelo XY. El hamiltoniano (4.25) tambie´n se ha estudiado porque, en el caso de que la
red cristalina sea triangular, constituye un modelo para la transicio´n so´lido-l´ıquido en dos
dimensiones. Diferimos la discusio´n de dichos modelos hasta el cap´ıtulo 5 donde hablare-
mos de la principal caracter´ıstica que poseen: la transicio´n de rugosidad en equilibrio y su
modificacio´n cuando existe un flujo de a´tomos sobre la superficie.
4.4. Experimentos de MBE
Dado que las superficies crecidas mediante MBE son microsco´picas, la observacio´n y
medida de las propiedades de las superficies no es fa´cil. De hecho, hasta los an˜os 90 no
exist´ıan en la literatura ejemplos experimentales de las ideas de escalado o autosemejanza
en los procesos de crecimiento de cristales. Ello se debe a que, para una comparacio´n precisa
con la teor´ıa, es necesario conocer la topograf´ıa de la muestra a nivel microsco´pico. Esto
u´ltimo se ha conseguido mediante la utilizacio´n de nuevas te´cnicas experimentales como
microscop´ıa de efecto tu´nel o la adaptacio´n a este nuevo escenario de te´cnicas ma´s antiguas
como las de absorcio´n, scattering de rayos X, de electrones o de a´tomos. Hoy en d´ıa, el STM
(Scanning Tunneling Microscopy) y la reflectividad de rayos X son las te´cnicas ma´s utiliza-
das para caracterizar la superficie de la muestra a nivel microsco´pico. Otras te´cnicas son la
absorcio´n de gas, microscop´ıa de fuerza ato´mica (AFM), Reflection High-Energy Electron
Diffraction (RHEED), High Resolution Low-Energy Electron Diffraction (HRLEED), Scan-
ning Electron Microscopy (SEM), Transmission Electron Microscopy (TEM) y el scattering
de a´tomos de helio (HBS). No todas las te´cnicas se pueden utilizar en cualquier contexto:
en algunas de ellas, para que la informacio´n que obtengamos de las medidas sea relevante,
es necesario que las superficies sean suficientemente suaves y as´ı minimizar la atenuacio´n
del flujo de part´ıculas (rayos X, a´tomos de Helio, etc.), o bien condiciones de vac´ıo muy
alto para el scattering de a´tomos o e´lectrones. Del mismo modo, no todas las te´cnicas nos
permiten obtener todos los exponentes de escalado: RHEED y TEM sirven para conocer β,
mientras que la absorcio´n de gas so´lo puede utilizarse para evaluar α.
12Es decir, cuando no existe un flujo de a´tomos hacia la superficie y la morfolog´ıa es resultado u´nicamente de la
difusio´n y las fluctuaciones te´rmicas.
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Podemos diferenciar estos me´todos experimentales en directos (como STM, AFM, TEM,
SEM) e indirectos (Rayos X, RHEED, HRLEED, HBS). En los primeros, se obtiene una
descripcio´n a escala ato´mica de la superficie; sin embargo tal precisio´n lleva consigo algunas
desventajas, como el excesivo coste en tiempo para estudiar una muestra de varios micras
de taman˜o, as´ı como que la observacio´n ha de hacerse ex situ, lo que lleva a que la superficie
se enfr´ıe o tengan en ella otro tipo de procesos no presentes en la deposicio´n. En los me´todos
indirectos, se relaciona una medida sobre la superficie (t´ıpicamente la intensidad reflectada)
con su morfolog´ıa. Por ello, estas te´cnicas precisan una teor´ıa que relacione la morfolog´ıa
de la superficie con las medidas experimentales. Sinha et al. [207] estudiaron el problema
del scattering de rayos X por una superficie univaluada, autoaf´ın y homoge´nea utilizando la
aproximacio´n de Born de scattering de´bil. En te´rminos del vector de momento transferido
q , el factor de estructura de la difracio´n por una superficie puede ser separado en dos partes:
el llamado pico δ y una componente difusiva ma´s ancha
S(q⊥, q‖, t) ∼ e−[φ]2w2(t)δ(q‖) + Sdiff(q⊥, q‖, t), (4.27)
donde φ = q⊥a⊥, siendo q⊥ (q‖) la componente perpendicular (paralela) al plano de la
superficie del momento transferido, a⊥ el espaciado vertical de la superficie y [φ] el valor de
φmo´dulo 2pi de φ. [φ/pi] = 1 corresponde a la condicio´n fuera de fase, mientras que [φ/pi] = 0
corresponde a la condicio´n en fase. La intensidad del pico δ nos sirve para determinar el
exponente β, para lo cual se suelen utilizar condiciones fuera de fase. Del mismo modo, la
anchura del pico de la intensidad difundida medida para un determinado q⊥ esta´ dada por
σq‖ ∼ [φ]1/α, (4.28)
para cuya medida se suelen utilizar tambie´n condiciones de fuera de fase.
Estas relaciones han sido aplicadas muy frecuentemente en varios experimentos de scat-
tering durante los u´ltimos an˜os [37, 235, 89, 254, 60, 223, 64, 197, 248, 258, 70, 58], lo cual
no nos tiene que hacer olvidar que su aplicabilidad requiere un modelo de superficie para
la interpretacio´n de los resultados. Adema´s, las relaciones (4.27) y (4.28) son relaciones
asinto´ticas que pueden estar sometidas a correcciones y a crossovers. La situacio´n es ma´s
compleja cuando el sustrato y el material depositado son diferentes. Entonces, si la anchura
del material depositado es pequen˜a, es necesaria una teor´ıa sobre el scattering por dos o
ma´s superficies [35] para interpretar de forma positiva los resultados.
Pese al esfuerzo experimental realizado durante los an˜os 1990-1996 (principalmente), la
situacio´n actual no es del todo satisfactoria. Hasta donde el autor de esta memoria conoce,
ninguno de los resultados experimentales ha sido confirmado de manera independiente por
otro grupo experimental, debido sobre todo a la sensibilidad de los resultados a las condicio-
nes experimentales. Adema´s, en algunos trabajos recientes [37] se ha puesto de manifiesto
que los exponentes obtenidos y asociados con ecuaciones de crecimiento conservado pueden
ser explicados tambie´n en el contexto de inestabilidades o mounds. Por u´ltimo, el hecho de
que el exponente de rugosidad sea α ∼ 1 en algunos casos hace que existan problemas de
interpretacio´n de dicho exponente (diferencia´ndolo del αloc) o bien diferencias entre el ex-
ponente medido utilizando medidas en espacio real (las obtenidas con me´todos como STM,
AFM o TEM) y el medido en el espacio rec´ıproco (reflexio´n de Rayos X, electrones o a´tomos
de helio) [249]. La sensacio´n es que, debido a la cantidad de procesos que tienen lugar en
la deposicio´n, es dif´ıcil separar unos de otros: la observacio´n de superficies que crecen y
desarrollan rugosidad de manera cine´tica es pues muy dif´ıcil. Sin embargo, debido a que
la mayor´ıa de los procesos son activados te´rmicamente, la temperatura a la que se crece la
muestra puede servir como filtro a la hora de determinar los procesos que tienen lugar.
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Material Substrato Te´cnica T (K) α β α/β − 2α Ref.
Si(amorfo) Si(amorfo) AFM 284 0.96 0.26 1.77 [252]⇐
Si Si(111) HRLEED 548 1 0.25 2 [248]⇐
Si Si(111) RHEED 523-673 ∼ 1 [70, 36]⇐
Si(100) Si(001) AFM/TEM 0.85 0.6 -0.28 [145]
Si(110) Si(001) AFM/TEM 0.8 0.6 -0.27 [145]
Ag Si X-ray, STM 288 0,70 0,26 1.29 [223]⇐
Ag(111) Ag(111) X-ray 150-300 ∼ 0,5 [58]
>300 < 0,5 [58]
Ag(001) Ag(001) X-ray 200 0.28 [58]
300 0.17 [58]
Ag Ag(111) STM 288 1 [94]
Ag Ag X-Ray/Abs. 80 0.46 [37]
Ag Cuarzo Abs. 77 0.7 [181, 177]
77 0.37 [117]
Ag Cuarzo STM ? 0.82 0.29 1.94 [176]⇐
Cu(110) Cu(110) HBS 200 ∼ 1 0.56 -0.21 [60]
160 ∼ 1 0.26 1.84 [60]
Cu Cu AFM 288 0.87 0.45 0.19 [103]
Pb Pb(110) HRLEED 363 1.33 0.77 0.4 [64]
Pb Cu(100) HBS 150 1 0.3 1.5 [258]⇐
Fe Fe(001) HRLEED ? 0.79 0.22 2.01 [89]⇐
Fe Si(111) RHEED 323 0.23-0.3 [35]⇐
Fe Erosio´n STM 0.52 [132]
CH1,3 Si AFM 318 0.9-1.1 0.7-1.0 -0.11/-1.1 [41]
W/Si W/Si X-ray ∼ 0∗ [197]
CuCl CaF2(111) AFM 353-383 0,84 [226]
InP InP AFM/STM 773-793 - 0.1-0.2 [42]
Pt Glass STM 288 0.9 0.26 1.66 [107]⇐
Au Si X-ray 200-300 0.42 0.40-0.42 0.21-0.16 [254]⇐
Au Vidrio STM 298 0.35 [92]
AlCu Si X-ray/STM 573 0.7 [235]
Grafito Erosio´n STM 300-600-900 0.2-0.4 [57]
Cuadro 4.2: Resumen de algunos experimentos de crecimiento de superficies y las propie-
dades de escalado encontradas. (∗) significa escalado logar´ıtimico, Abs. significa Absorcio´n y
X-ray es la te´cnica de scattering de rayos X. Los experimentos marcados con ⇐ son comen-
tados en el texto.
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En la Tabla 4.2 hemos esquematizado la situacio´n experimental actual. En ella hemos
resumido varios experimentos de crecimiento alguno de los cuales discutimos a continuacio´n.
El comportamiento descrito por la ecuacio´n (4.12) ha sido observado en algunas situaciones
experimentales. Por ejemplo, He et al., utilizando la te´cnica de RHEED, estudiaron la
formacio´n de superficies rugosas en la deposicio´n de Fe sobre Fe(001). Midiendo la relacio´n
entre la intensidad del pico para q‖ y la inicial cada 3 minutos y utilizando (4.27) observaron
como la rugosidad crec´ıa con el tiempo como w ∼ tβ con β ≈ 0,22 ± 0,02 [89]. Del mismo
modo, obtuvieron que α ≈ 0,79±0,05 comparando la dependencia de la anchura del pico de
la intensidad con la condicio´n de difraccio´n φ. Sin embargo, esta anchura fue medida solo
sobre un rango de φ que es menor que un orden de magnitud, lo que parece indicar que la
incertidumbre en este exponente es mayor que ±0,05. Recientemente el mismo sistema ha
sido estudiado por Stroscio et al. [216] que encontraron claramente formacio´n de estructuras
inestables. Stroscio et al. atribuyen esta discrepancia al hecho de que el substrato utilizado
en el experimento de He et al. era bastante rugoso, lo que puede dar lugar a la supresio´n
del desarrollo de mounds.
El mismo tipo de comportamiento fue encontrado por Yang et al. [248] en el estudio
por medio de HRLEED del crecimiento epitaxial de Si sobre Si(111). Mediante la anchura
y la altura del pico de la intensidad reflejada obtuvieron que 0,95 ≤ α ≤ 1,1 y β ≈
0,25, que coinciden con el comportamiento descrito por la ecuacio´n (4.12). Un argumento
ma´s a favor de esta interpretacio´n teo´rica es que la te´cnica de HRLEED permite medir
tambie´n el promedio de las pendientes locales. Yang et al. encontraron que dicho promedio
evolucionaba como (ln t)1/2, tal y como predice (4.12). A temperaturas mayores que 350◦C
no se observa decaimiento en el pico de la intensidad, lo cual indica que la rugosidad
permanece pra´cticamente constante. En este experimento queda claro que el crecimiento
de la superficie y el hecho de que la rugosidad crezca es debido a fluctuaciones estad´ısticas
y no a otro tipo de efectos como las barreras de Schwoebel. En un experimento posterior
[252] los mismos autores estudiaron el crecimiento de silicio amorfo mediante el microscopio
de fuerza ato´mica, y vieron que dicho sistema puede ser descrito por la ecuacio´n (4.12). La
figura 4.4 recoge un ejemplo de las morfolog´ıas obtenidas en este experimento. Es interesante
comprobar que en las conclusiones de dicho art´ıculos los propios autores llaman la atencio´n
sobre la posible dependencia de los resultados obtenidos en el crecimiento de Si cristalino
sobre la preparacio´n inicial de la superficie. As´ı en [250], Yang et al. comprobaron como para
unas determinadas condiciones de crecimiento es posible el desarrollo de facetas o caras en
la superficie (similar a la formacio´n de mounds) en el crecimiento de Si/Si(111).
Utilizando STM, Jeffries et al. estudiaron la rugosidad cine´tica en el crecimiento de
Pt depositado sobre vidrio a temperatura ambiente [107]. Aunque el art´ıculo habla de
inestabilidad en la morfolog´ıa de la superficie, dicho te´rmino se refiere a que los exponentes
que ellos caracterizan (α ' 0,9 y β ' 0,26) y la dependencia del promedio de la pendiente
(ln t)1/2 vienen descritos por la ecuacio´n (4.12). Muchos autores adoptan la terminolog´ıa
“inestabilidad” para referirse a aquellas superficies donde α ≥ 1. Como argumentan los
autores, en este sistema es dif´ıcil que se desarrollen estructuras tipo mounds al ser una
deposicio´n de policristales y estar estos orientados aleatoriamente.
El crecimiento heteroepitaxial de Pb en Cu(100) a bajas temperaturas ha sido estudiado
por Zheng y Vidali [258] utilizando scattering de a´tomos de helio. La superficie del material
depositado se vuelve rugosa despue´s de las primeras 16 monocapas. Un ana´lisis de la inten-
sidad difundida indica que α ≈ 1 y que la anchura de la superficie crece como β ∼ tβ con
β ≈ 0,3, resultados consistentes con la ecuacio´n (4.12). Sin embargo, en este experimento
la anchura de la superficie crece muy despacio despue´s de 40 monocapas, algo que puede
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Figura 4.4: Ima´genes tomadas por AFM de taman˜o 1 × 1µm2 del crecimiento de silicio
amorfo depositado a temperatura ambiente. Reproducido de [252].
ser descrito, segu´n los autores, por la ecuacio´n de EW (4.16).
Existen otro tipo de experimentos, llevados a cabo por Chevrier y colaboradores sobre
deposicio´n de Fe [35] y Si [36] sobre Si(111) utilizando RHEED. En el primero de ellos un
exponente de 0,23 ≤ β ≤ 0,30 se hallo´ para una temperatura de crecimiento de 50◦C. Des-
afortunadamente el exponente α no fue medido en dicho experimento, por lo que, aunque
el valor es compatible con el crecimiento mediante la ecuacio´n (4.12), no quedan exclui-
dos otros modelos. El mismo tipo de comportamiento se observo´ en la deposicio´n de Fe
sobre Fe(111). En el segundo de los experimentos [36], se estudio´ el crecimiento de Si sobre
Si(111) a temperaturas entre 250◦C y 400◦C, obteniendo β ≈ 1. Este valor esta´ muy lejos
del valor β ≈ 0,25 obtenido por Yang et al. [248] a 275◦C. Aunque los dos experimentos
no son compatibles (ya que los exponentes se han medido en diferentes rangos de grosor de
la muestra), indican que las medidas dependen cr´ıticamente de las condiciones experimen-
tales. En un trabajo posterior, Gallas et al. [70] reprodujeron el exponente β ≈ 1 para el
crecimiento de Si sobre Si(111), y utilizando microscop´ıa electro´nica fueron capaces de ver
que la dependencia lineal de la rugosidad con el tiempo se deb´ıa a un crecimiento inestable
debido a los defectos que se creaban en el cristal de Silicio.
En otras situaciones experimentales, la morfolog´ıa de las superficies son diferentes con
respecto a las mencionadas anteriormente. As´ı, en experimentos de deposicio´n de vapores de
metales13, α toma valores ≈ 3/4 y β ≈ 1/4. El hecho de que en esta te´cnica de deposicio´n
la movilidad superficial de los metales sea pequen˜a y la presencia de intersticios en el
crecimiento, hace pensar que el re´gimen asinto´tico sea el dado por KPZ conservado (4.19),
algo que parece bastante bien establecido en los experimentos de deposicio´n de Ag sobre
sustratos fr´ıos a flujos pequen˜os [223, 254, 176].
Como resumen a esta parte sobre los experimentos de crecimiento epitaxial por MBE
vemos que, debido a la cantidad de procesos que tienen lugar en la superficie, el escalado
de la misma var´ıa de un material a otro e incluso para el mismo material dependiendo de
13Obtenidos mediante evaporacio´n te´rmica o sputter-deposition.
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las condiciones de crecimiento. A pesar de ello, hemos visto que existen experimentos en los
que se ha encontrado el escalado de la ecuacio´n LMBE.
Cap´ıtulo 5
Efectos de la red cristalina
Utilizando un modelo continuo se investigan los efectos de la red cristalina en el crecimiento mediante
MBE. Se encuentra una transicio´n de rugosidad ana´loga a aquella que se encuentra en sistemas con tensio´n
superficial. Dicha transicio´n se compara con otras existentes en la literatura y se estudia en equilibrio y en
no equilibrio de manera nume´rica.
5.1. Introduccio´n
Como vimos en el cap´ıtulo anterior, existen algunas situaciones experimentales en las
que las corrientes conservadas de material son el principal proceso en la superficie y el que
determina su morfolog´ıa. De este modo, la ecuacio´n LMBE (4.12) describe asinto´ticamente
las propiedades de la superficie. En particular, dicha ecuacio´n nos dice que la rugosidad de
la superficie crece con el a´rea de la misma como w2 ∼ L2. La descripcio´n proporcionada por
la ecuacio´n (4.12) es la misma a grandes y pequen˜as escalas y prescinde del cara´cter discreto
del proceso de crecimiento cristalino. Sin embargo, en general a bajas temperaturas la su-
perficie es plana y el crecimiento se realiza capa a capa. Es obvio que la ecuacio´n LMBE no
puede capturar este re´gimen de crecimiento. Como vimos en el cap´ıtulo anterior, debido al
cara´cter discreto del proceso de deposicio´n, existe una energ´ıa caracter´ıstica en nuestro sis-
tema, Ed, que es la energ´ıa necesaria para incorporar un a´tomo a la superficie. Si kBT  Ed
la descripcio´n continua de la superficie es va´lida, mientras que cuando kBT ≤ Ed, las teor´ıas
continuas fallan al intentar reproducir su morfolog´ıa. En este cap´ıtulo veremos co´mo es posi-
ble tratar dentro de un formalismo continuo el cara´cter discreto de una superficie cristalina.
Para ello, en la siguiente seccio´n introduciremos un modelo de crecimiento que incorpora
la difusio´n superficial y el cara´cter discreto de la superficie. A continuacio´n, en la seccio´n
5.3 veremos que, en equilibrio, nuestro modelo se puede comparar con otros propuestos en
la literatura que poseen transiciones de rugosidad traslacional y/o orientacional al variar
la temperatura. Por u´ltimo, en la seccio´n 5.4 presentaremos los resultados nume´ricos tanto
en equilibrio como fuera del equilibrio y discutiremos la existencia y cara´cter de dichas
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transiciones.
5.2. Efectos de la red cristalina en MBE
La mayor diferencia entre la ecuacio´n LMBE y un cristal real es que LMBE describe un
sistema continuo, mientras que la superficie de un cristal es discreta. La altura del cristal no
cambia de manera continua, sino que lo hace en unidades de longitud iguales a la constante
de red vertical, a⊥. Una manera simple de tener en cuenta esto es introducir un potencial
V (h) que favorezca las variaciones discretas de h. De este modo, la energ´ıa de la superficie
en equilibrio viene dada por
H =
∫
d2r
[κ
2
[∇2h(r)]2 − V [h(r)]
]
. (5.1)
Para describir cristales reales, V necesariamente tendr´ıa que ser una funcio´n delta. Pero
desde el punto de vista nume´rico y anal´ıtico es ma´s conveniente elegir un potencial continuo
como
V (h) = V0 − V0 cos 2pih(r)
a⊥
. (5.2)
Tambie´n es posible ver que el hamiltoniano (5.1) con el potencial (5.2) se puede obtener
como una aproximacio´n del modelo puramente discreto (ver ape´ndice B). Debemos subrayar
que h sigue siendo una variable continua y puede tomar todos los valores (por ejemplo, h
puede valer media monocapa). Sin embargo, aquellas posiciones en donde h 6= na⊥, n ∈ Z
son energe´ticamente desfavorables. A temperatura cero, la configuracio´n de la superficie que
tiene energ´ıa mı´nima es aque´lla cuya altura es la misma en todos los puntos del sustrato e
igual a un mu´ltiplo de a⊥.
Para estudiar la dina´mica de la superficie con energ´ıa dada por (5.1) utilizaremos la
ecuacio´n de Langevin con dina´mica no conservada (2.126)
∂h
∂t
= −κ∇2[∇2h(r)]− 2piV0
a⊥
sin
(
2pih(r)
a⊥
)
+ F + ηF (r , t) + ηT (r , t), (5.3)
donde hemos incluido tambie´n el flujo de part´ıculas F y sus fluctuaciones ηF (r , t), y que de-
notaremos como modelo xMBE. Si queremos conservar el cara´cter absolutamente discreto
de las alturas, podemos considerar el modelo totalmente discreto, dado por el hamiltoniano
HDxMBE = κ
2
∑
i,j
(∇2dhi,j)
2, (5.4)
donde hi,j/a⊥ ∈ Z, (i, j) son todas las posiciones en un ret´ıculo cuadrado de constante
de red a‖ y, como en el cap´ıtulo anterior, los operadores son las discretizaciones a primer
orden en dicho ret´ıculo. Por haber sido introducido por Nelson en otro contexto [170] lo
denominaremos modelo laplaciano discreto de Nelson, o DxMBE.
La relacio´n entre los modelos (5.3) y (5.4) es ana´loga a la que existe entre los modelos
GD [eq. (4.23)] y el de sine-Gordon (sG) (ve´ase el ape´ndice B), cuya ecuacio´n de Langevin
es
∂h
∂t
= ν∇2h(r)− 2piV0
a⊥
sin
(
2pih(r)
a⊥
)
+ F + ηF (r , t) + ηT (r , t), (5.5)
en los que el te´rmino relajacio´n en la superficie viene determinado por un efecto de tensio´n
superficial. Tanto el modelo GD como el sG han sido estudiados de forma muy extensa
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en la literatura y se conocen la mayor´ıa de sus propiedades en equilibrio y fuera de e´l
[39, 206, 38, 173, 71, 188, 6].
En el caso del modelo xMBE, el potencial es un te´rmino no conservado por la dina´mica, es
decir, no puede escribirse como la divergencia de una corriente. Aunque se puede encontrar
una justificacio´n de dicho te´rmino en el ape´ndice B, tambie´n podemos argumentar sobre
el posible significado f´ısico del mismo. Como veremos despue´s, el hecho de que no sea
conservativo supone que, en general, la velocidad de crecimiento de la superficie no es igual
a F . As´ı, de manera efectiva, este te´rmino supone efectos de evaporacio´n y/o condensacio´n,
ya que para temperaturas pequen˜as no todos los a´tomos que llegan a la superficie se quedan
en ella: algunos se evaporan, y por tanto la velocidad de crecimiento es menor que F .
La principal propiedad de los modelos que presentamos en esta seccio´n es que existe
una energ´ıa caracter´ıstica. Como veremos en la pro´xima seccio´n, e´sta es la razo´n de que en
equilibrio exista una transicio´n de rugosidad traslacional entre una fase plana y otra rugosa
en la que w2 ∼ L2. Pero, adema´s, en el caso de los modelos (5.3) y (5.4) la interaccio´n
se extiende no so´lo a primeros vecinos, sino tambie´n a segundo vecinos. Esto nos llevara´,
como veremos en la siguiente seccio´n a estudiar la posible existencia de una transicio´n de
rugosidad orientacional, entre una fase plana y otra rugosa pero con correlaciones entre las
pendientes.
5.3. Transiciones de rugosidad
Debido a la gran cantidad de procesos que tienen lugar en un cristal y al hecho de que,
en general, e´stos sean activados te´rmicamente, a medida que aumentamos la temperatura
del sustrato la superficie pasa por varias transiciones de fase. Algunas de estas posibles
transiciones termodina´micas incluyen la de rugosidad traslacional [33] y orientacional [170,
147], la de prerrugosidad traslacional y orientacional [187], la de deconstruccio´n [232], etc. En
esta seccio´n vamos a revisar las de rugosidad. De manera sucinta, e´stas tienen lugar cuando
la energ´ıa libre de un escalo´n se hace cero, es decir, cuando el coste energe´tico para crear otra
capa diferente es nulo. La transicio´n de prerrugosidad es entre una fase plana y otra rugosa
en la que las diferencias de altura son de un solo escalo´n y ocurre a una temperatura TPR en
la que se anula el coste energe´tico de crear un escalo´n, pero no el de crear dos. Esta aparente
contradiccio´n proviene de que en el cristal la interaccio´n entre los a´tomos no es la misma
entre primeros y segundos vecinos: la transicio´n de prerrugosidad tiene ocurre en sistemas
en los que la interaccio´n a segundos vecinos es mayor que la interaccio´n a primeros vecinos.
En general, a una temperatura mayor, TR, el sistema posee una transicio´n de rugosidad
traslacional en la que las alturas se desordenan, y para la cual se anula el coste energe´tico
para crear dos o ma´s escalones.
La transicio´n orientacional de rugosidad es aque´lla que tiene lugar a una temperatura
T ∗ entre una fase en la que la superficie es rugosa (es decir, desordenada en alturas y por
tanto la energ´ıa de un escalo´n es nula) pero que tiene cierta orientacio´n en pendientes y
otra fase en la que la superficie esta´ desordenada en alturas y en pendientes. Al contrario
que en el caso de la transicio´n de prerrugosidad, en estos sistemas la transicio´n de rugosidad
traslacional tiene lugar a una temperatura TR menor que T
∗. Aunque puede parecer que
la fase intermedia en los casos de prerrugosidad y rugosidad orientacional es la misma,
en el caso de prerrugosidad las pendientes so´lo pueden valer 0,±1, mientras que en la
orientacional pueden tomar cualquier valor siempre y cuando este´n correlacionadas.
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Figura 5.1: Perfiles de la superficie obtenidas mediante simulaciones nume´ricas de la ecuacio´n
(5.3) por encima y por debajo de la temperatura de rugosidad TR ≈ 1 (ve´ase la seccio´n 5.4).
Para la figura se ha tomado la parte entera de h(r , t) en cada punto a fin de representar el
caracter discreto.
5.3.1. Transicio´n de rugosidad traslacional
En las secciones previas hemos discutido ejemplos teo´ricos y experimentales de la dina´mi-
ca de crecimiento de cristales. Como consecuencia de la aleatoriedad en el sistema, la super-
ficie se vuelve rugosa. Sin embargo, la superficie tambie´n puede desarrollar estas morfolog´ıas
cuando se encuentra en equilibrio con el vapor y no hay depo´sito de a´tomos. En este caso la
aleatoriedad proviene de las fluctuaciones te´rmicas debidas a que la muestra se encuentra a
cierta temperatura. Si la superficie es plana inicialmente, a bajas temperaturas la energ´ıa
te´rmica es muy pequen˜a como para conseguir que un a´tomo rompa sus enlaces con sus
vecinos y salte a otra capa. A medida que subimos la temperatura, dicho proceso, al estar
activado te´rmicamente, es ma´s probable, lo que hace que la superficie se vuelva rugosa. En
un art´ıculo histo´rico, Burton, Cabrera y Frank [33], basa´ndose en un argumento a partir del
modelo de Ising, sugirieron que entre estas dos fases deber´ıa existir una verdadera transicio´n
termodina´mica que denominaron transicio´n de rugosidad.
Aunque estas ideas eran bien conocidas por la comunidad cient´ıfica que trabajaba en
el crecimiento de cristales, fue en los an˜os 70 cuando su importancia fue reconocida por la
comunidad de f´ısica de materia condensada. De este modo, se descubrio´ que, para el modelo
(4.23), dicha transicio´n estaba en relacio´n con otras que ten´ıan lugar en numerosos sistemas
como el modelo XY, el gas de Coulomb o el modelo de seis ve´rtices, todas ellas en la misma
clase de universalidad.
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La mejor manera de apreciar en que´ consiste esta transicio´n de rugosidad es observando
las simulaciones de un modelo. En la figura 5.1 hemos representado realizaciones de la
ecuacio´n (5.3) con F = 0, en saturacio´n, para temperaturas por encima y por debajo de la
temperatura de rugosidad TR. Cuando la temperatura es pequen˜a, el depo´sito de un a´tomo
en una nueva capa (distinta de la inicial) es muy dif´ıcil, y requiere que se forme un agregado
de a´tomos con un taman˜o cr´ıtico. Sin embargo, cuando la temperatura es mayor que TR, se
pueden formar islas de taman˜o arbitrario en capas diferentes.
La figura 5.1 sugiere varias maneras de caracterizar la transicio´n. Por ejemplo, midiendo
el taman˜o medio de las islas de a´tomos que se forman en las nuevas capas, el cual debe
diverger1 cuando T → TR. Tambie´n podemos pensar en te´rminos de la energ´ıa necesaria
para crear una isla de cualquier taman˜o en una nueva capa, que debe ser cero cuando T = TR,
o la energ´ıa libre de un escalo´n, la cual debe tender a cero cerca de la transicio´n de rugosidad
[219]2. Sin embargo, nosotros utilizaremos la rugosidad del sistema: a temperaturas bajas
el sistema no puede crear capas nuevas y por tanto la rugosidad es pra´cticamente cero,
mientras que para temperaturas altas la rugosidad es finita y escala con el taman˜o del
sistema. En el caso de que exista un flujo neto infinitesimal de a´tomos hacia la superficie
(es decir, en una situacio´n de cuasi-equilibrio), el hecho de que por encima de la transicio´n
de rugosidad la energ´ıa necesaria para que un a´tomo se deposite encima de una capa sea
nula hara´ que la superficie tenga una movilidad distinta de cero, ya que los a´tomos que
llegan pueden incorporarse a ella muy fa´cilmente. Para temperaturas bajas, y siempre que
el potencial qu´ımico sea pequen˜o, dicha movilidad sera´ aproximadamente cero, ya que el
a´tomo tiene un coste energe´tico no nulo para incorporarse a la superficie.
Los primeros modelos sugeridos para explicar esta transicio´n fueron los modelos deno-
minados SOS (Solid on Solid), en los que se supone que los a´tomos se encuentran en una
estructura cristalina empaquetada sobre una red cuadrada. De este modo los a´tomos se
pueden depositar encima de los otros, pero no se forman intersticios ni dislocaciones. Por
tanto, la superficie queda descrita por su altura h(r , t) respecto a un origen, en la posicio´n
r (discreta) del sustrato. Sus propiedades de equilibrio vienen dadas por el hamiltoniano
H = J
2
∑
r ,δ
f [h(r)− h(r + δ)], (5.6)
donde la suma en δ se extiende a los primeros vecinos de r , y h(r) puede tomar cualquier
valor entero entre ±∞. Al elegir diferentes funciones f(x) se obtienen diferentes modelos.
As´ı, si tomamos f(x) = |x| tenemos el llamado modelo ASOS (Absolute Solid on Solid), y
en el caso de que f(x) = x2 tenemos el modelo GD (4.23).
En estos modelos SOS, los escalones de altura mayor que la unidad son menos proba-
bles al ser energe´ticamente desfavorables, aunque pueden ocurrir. Si imponemos que dichos
escalones no tengan lugar tenemos el modelo SOS restringido (RSOS) introducido por den
Nijs y colaboradores [187, 171] y cuyo hamiltoniano es
H = J
2
∑
r ,δ
δ(|h(r)− h(r + δ)| − a⊥). (5.7)
1En realidad tiende a N , donde N = L/a‖, siendo L la longitud lateral de la muestra y a‖ el espaciado de red en el
sustrato. En general, diremos que una cantidad observable de nuestro sistema diverge por encima de la temperatura
de rugosidad cuando escale con el taman˜o del sistema de forma que se haga infinita en un sistema infinito.
2Como vimos antes, en aquellos sistemas en los que existe una transicio´n de prerrugosidad la energ´ıa libre de un
escalo´n se anula en TPR, y no la de dos escalones. Por tanto este criterio so´lo determina TR en sistemas en los que
las energ´ıas de crear uno, dos o cualquier nu´mero de escalones se anula en el mismo punto.
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En trabajos posteriores tambie´n se incluyeron interacciones a segundos pro´ximos vecinos, lo
cual produce un diagrama de fases ma´s rico en el que aparecen fases nuevas y una transicio´n
de prerrugosidad. De entre los modelos continuos propuestos en la literatura para explicar la
transicio´n de rugosidad, probablemente el ma´s conocido es el de sG definido por la ecuacio´n
(5.5) con F = 0.
La mejor evidencia de que un modelo teo´rico presenta una transicio´n de rugosidad pro-
viene de la comparacio´n de dicho modelo con otros que poseen esa transicio´n de fase y cuyas
propiedades son ya conocidas. Chui y Weeks consideraron el modelo GD y mostraron que
existe una transformacio´n de dualidad entre la funcio´n de particio´n de este modelo y la
de un Gas de Coulomb (GC) en 2 dimensiones (ver ape´ndice B). Previamente, Kosterlitz,
utilizando el grupo de renormalizacio´n, hab´ıa establecido que el GC ten´ıa una transicio´n
entre una fase de bajas temperaturas diele´ctrica y otra de altas temperaturas meta´lica con
cargas libres y apantallamiento. Las propiedades de esta transicio´n se pueden relacionar
directamente con las del modelo GD, con el resultado de que dicha transicio´n es diferente
de la del modelo de Ising en 2D. La mayor diferencia se observa en el comportamiento de la
longitud de correlacio´n ξ. De manera general, ξ diverge cuando T ≥ TR, siendo la manera en
la que diverge cuando T → TR, o para T > TR cuando L→∞, lo que diferencia el cara´cter
de las transiciones. En este caso, Chui y Weeks, utilizando los resultados de Kosterlitz,
encontraron que si T ≤ TR
ξ ∝ exp
[
c
(TR − T )1/2
]
, (5.8)
para un sistema de taman˜o infinito. Por otro lado,
ξ ∼ lnL, (5.9)
cuando L→ ∞ y T > TR. La parte divergente de la energ´ıa libre cerca de la temperatura
de transicio´n es:
F ∝ exp
[
c′
|T − TR|1/2
]
. (5.10)
De este modo, la energ´ıa libre no es anal´ıtica cerca de TR, aunque la singularidad es muy
de´bil, siendo nulas todas las derivadas de la parte singular de F para T = TR. Utilizando
la clasificacio´n de la transicio´n de Ehrenfest diremos que la transicio´n es de orden infinito.
En particular, una propiedad caracter´ıstica de esta transicio´n es que el calor espec´ıfico no
diverge en el punto cr´ıtico. Usualmente en la literatura, se suele denominar transicio´n de
Kosterlitz-Thouless (KT).
Del mismo modo, utilizando una transformacio´n en la funcio´n de particio´n, se puede
relacionar el modelo GD con el modelo sG (vea´se tambie´n el ape´ndice B). En este u´ltimo se
pueden aplicar las te´cnicas de renormalizacio´n, obtenie´ndose una transicio´n de fase de KT
en el mismo punto que predice la equivalencia anterior.
Otro modelo que puede estudiarse de forma exacta es el BCSOS. van Beijeren [18]
mostro´ que el caso iso´tropo de este modelo es isomorfo al modelo de seis ve´rtices [16], en
el caso del llamado modelo F , que se puede aplicar para describir el crecimiento superficies
fcc(100) y bcc(100). Como las expresiones exactas de la energ´ıa libre en el modelo de seis
ve´rtices se conocen [16], se observa que existe una transicio´n de KT caracterizada por
relaciones como (5.8)-(5.10). Por u´ltimo, la existencia de una transicio´n de tipo KT en
el modelo ASOS ha sido demostrada por Fro¨lich y Spencer [68]. Numerosas simulaciones
nume´ricas confirman estos resultados. En la tabla 5.1 hemos resumido las propiedades de
la transicio´n para alguno de estos modelos discretos, el modelo continuo sG, y el modelo
continuo xMBE que veremos en el siguiente apartado.
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Modelo H TR Clase de universalidad
ASOS J2
∑
r,δ |h(r)− h(r + δ)| h(r) ∈ Z kBTR = 1,24J Kosterlitz-Thouless
GD J2
∑
r,δ(h(r)− h(r + δ)2 h(r) ∈ Z kBTR = 1,48J Kosterlitz-Thouless
BCSOS kBTR = 1,44J Kosterlitz-Thouless
RSOS J2
∑
r,δ δ(|h(r)− h(r + δ)| − 1) h(r) ∈ Z kBTR = 0,74J Kosterlitz-Thouless
sG
∑
r [
ν
2 (∇h(r))
2 − V0 cos 2pih(r)] h(r) ∈ R kBTR = 0,64ν Kosterlitz-Thouless
xMBE
∑
r [
κ
2 (∇
2h(r))2 − V0 cos 2pih(r)] h(r) ∈ R kBTR ≈ κ Segundo orden
Cuadro 5.1: Temperaturas de transicio´n de rugosidad para los diferentes modelos SOS pro-
puestos en la literatura. En todos los casos δ son los vectores a los primeros vecinos.
Experimentalmente, existen varias maneras de observar una transicio´n de rugosidad.
Ba´sicamente las te´cnicas son las mismas que vimos en la seccio´n 4.4, es decir medidas de
difraccio´n y microscop´ıa a escala ato´mica. En ambas se pretende medir directa o indirecta-
mente la rugosidad o la funcio´n de correlacio´n espacial, la cual como sabemos diverge con r
por encima de TR. Los materiales ma´s estudiados han sido los metales [143]. Sin embargo,
debido a que la transicio´n de rugosidad se encuentra cerca de la de fusio´n, en muchos de los
casos es dif´ıcil discernir claramente la transicio´n. El ejemplo ma´s claro lo encontramos en
el estudio mediante difraccio´n del Pb(110) llevado a cabo por Yang et al. [245] a una tem-
peratura de TR = 415K siendo Tm = 600K la de fusio´n. Por encima de TR las correlaciones
en altura del sistema son logar´ıtmicas, tal y como predicen los modelos presentados en este
apartado.
5.3.2. Transicio´n de rugosidad orientacional
La transicio´n de rugosidad orientacional fue introducida por primera vez en el contexto
de las transiciones so´lido-l´ıquido o de fusio´n en dos dimensiones. En dicha transicio´n, a bajas
temperaturas tenemos un so´lido cristalino, mientras que a altas temperaturas tenemos un
fluido iso´tropo. Halperin, Nelson y Young [85, 255] desarrollaron una teor´ıa basa´ndose en
las ideas de Kosterlitz y Thouless [130]. Esta teor´ıa, conocida como de Kosterlitz-Thouless-
Halperin-Nelson-Young (KTHNY) predice que la transicio´n de fusio´n es diferente en dos
dimensiones respecto a la ordinaria que tiene lugar en d = 3, que puede ser descrita por
campo medio. En esta teor´ıa la transicio´n se produce por medio de la sucesiva disociacio´n
de dos tipos de defectos: dislocaciones y disclinaciones. Estas disociaciones se corresponden
con dos transiciones de tipo Kosterlitz-Thouless que tienen lugar para dos temperaturas Tm
y Ti diferentes. Entre estas dos temperaturas existen una fase, denominada hexa´tica en la
que el orden orientacional decae algebraicamente en vez de exponencialmente debido a que
las dislocaciones interactu´an entre ellas con un potencial apantallado por las disclinaciones
libres. Esta teor´ıa sirve para explicar experimentos de electrones en la superficie de helio
l´ıquido, gases absorbidos en la superficie de grafito, coloides de esferas de poliestireno,
cristales l´ıquidos o simulaciones bidimensionales de discos duros o electrones [211, 34].
Sin embargo, existen evidencias experimentales, computacionales y teo´ricas de que en
determinados sistemas dicha transicio´n se produce mediante una u´nica transicio´n de primer
orden. Dos simulaciones recientes de part´ıculas que interaccionan mediante un potencial
repulsivo ilustran esta discusio´n: en [10] se estudio´ mediante dina´mica molecular y me´todo
de Monte Carlo un sistema formado por 65536 part´ıculas con interaccio´n repulsiva del
tipo r−12, y se encontro´ que la transicio´n de fusio´n viene descrita por la teor´ıa KTHNY,
aunque como reconocen los autores la fase hexa´tica es dif´ıcil de equilibrar y por tanto
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no pueden obtener informacio´n sobre ella. Por otro lado, en [236] se simulo´ mediante el
me´todo de Monte Carlo cano´nico un sistema de hasta 16384 discos duros, y se encontro´ que
la transicio´n es de primer orden. La diferencia entre ambos sistemas es el potencial de
interaccio´n, y parece que, cuando el potencial es ma´s suave, la transicio´n tiene lugar de
manera ma´s continua, con lo que la teor´ıa KTNHY es va´lida. De todos modos la discusio´n
sobre si la transicio´n en estos sistemas bidimensionales y en los mencionados anteriormente
es descrita por la teor´ıa KTNHY o es de primer orden continu´a hoy en d´ıa entre diversos
grupos teo´ricos.
Uno de los modelos propuestos para explicar esta transicio´n es el que formulo´ Nelson en
1982 [170]. En dicho modelo, se supone que a temperaturas bajas las disclinaciones esta´n
ligadas en dislocaciones, e interactu´an con un potencial de la forma
H ∼
∑
r 6=r ′
q(r)q(r ′)|r − r ′|2 ln |r − r
′|
a‖
, q(r) ∈ Z, (5.11)
donde q(r) es la carga de la disclinacio´n3. Suponiendo una estructura de dislocaciones e´stas
interaccionan entre s´ı mediante un hamiltoniano efectivo
Heff ∼ KA(T )
∑
r 6=r ′
q(r)q(r ′) ln |r − r ′|. (5.12)
en la fase denominada hexa´tica (ve´ase figura 5.2). Segu´n la teor´ıa KTNHY la constante
KA(T ) que se denomina constante de Frank, diverge cuando T˜ → Tm, mientras que es
finita y distinta de cero en la fase hexa´tica Ti > T˜ > Tm. Por u´ltimo KA = 0 en la fase
l´ıquida.
Mediante una transformacio´n de dualidad, el modelo (5.11) es equivalente al hamilto-
niano (5.4), aunque sobre un ret´ıculo triangular (ve´ase el ape´ndice B). Dado que el modelo
(5.11) presenta una transicio´n de tipo KTNHY, Nelson sugiere la existencia de dos transi-
ciones en el modelo laplaciano discreto [170]. Es interesante observar que las predicciones
de Nelson para este modelo incluyen una fase intermedia en la que la superficie es rugosa
traslacional aunque no orientacionalmente. Ma´s au´n, el hamiltoniano efectivo en dicha fase
hexa´tica dado por la ecuacio´n (5.12) no es ma´s que el del gas de Coulomb, es decir que, en
el lenguaje de las superficies, tendr´ıamos un intervalo de temperaturas en el que el hamil-
toniano efectivo es el GD. Una consecuencia muy importante de esto es que, aunque una
superficie no tenga inicialmente tensio´n superficial, existe (al menos) una fase donde las
interacciones generan dicha propiedad de la superficie. La equivalencia entre las distintas
transiciones la hemos esquematizado en la figura 5.2. Segu´n el modelo de Nelson, en la fase
plana tanto la rugosidad w2 como la pendiente total s2 (la suma de las pendientes locales)
son constantes. En la fase rugosa orientada, la rugosidad diverge (tal y como lo hace en el
modelo de EW) con el taman˜o del sistema, mientras que la pendiente total es todav´ıa una
constante. Por u´ltimo en la fase rugosa no orientada tanto la rugosidad como la pendiente
total divergen con el taman˜o del sistema (tal y como lo hacen en el modelo LMBE). En la
fase hexa´tica la pendiente total no diverge debido a una tensio´n superficial efectiva.
De este modo, la transicio´n de rugosidad en el modelo laplaciano discreto de Nelson tiene
lugar en dos pasos desde una fase plana hasta una fase rugosa. Obse´rvese que el hamiltoniano
en (5.4) tiene dos simetr´ıas discretas. La primera de ellas es que el hamiltoniano es invariante
3La carga se define como la diferencia entre el nu´mero de enlaces que tiene un a´tomo en una posicio´n de la red
r , y los que deber´ıa tener atendiendo a la estructura cristalina. Por ejemplo, en una red triangular un nodo de la
red tiene seis vecinos, con lo que si un a´tomo tiene siete vecinos tenemos una disclinacio´n de carga q(r) = +1 [211].
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Figura 5.2: Relacio´n entre la transiciones de rugosidad en la superficie y el modelo dual de
fusio´n dados por las ecuaciones (5.4) y (5.11). Tambie´n se muestran los valores de la rugosidad
w2 y de la pendiente total s2 (ve´ase el apartado 5.4) para la superficie segu´n las predicciones
de Nelson [170].
respecto al cambio h → h + na⊥ donde n ∈ Z. Esta simetr´ıa es la misma que posee el
modelo GD y nos dice que el sistema es invariante bajo traslaciones de un nu´mero entero
de constantes de red vertical. Por tanto existen infinitos estados de energ´ıa cero en los que
h = na⊥, n ∈ Z Sin embargo el hamiltoniano (5.4) tambie´n es invariante respecto al cambio
h → h + 1
2pi
q‖ · r (donde q‖ es un vector de la red rec´ıproca), es decir respecto a cambios
de pendiente entera y constante, con lo que tambie´n existen infinitos estados de energ´ıa
cero en los que la superficie es plana pero orientada con un a´ngulo respecto a la horizontal
y con pendiente entera. La presencia en el modelo de estas dos simetr´ıas (traslacional y
orientacional) y el hecho de que para temperaturas muy altas esperamos (del mismo modo
que para el modelo GD) que el cara´cter discreto de la altura no tenga importancia, sugiere
la posibilidad de que haya dos transiciones de fase: una asociada al hecho de que la superficie
se orientada en una cierta direccio´n aunque no toma un valor constante (fase hexa´tica) y
otra a menor temperatura en la altura en todos los puntos toma el mismo valor (fase plana).
Las predicciones de Nelson fueron estudiadas nume´ricamente por K. Strandburg et al.
[210] en la red triangular y por D. Bruce [32] en la cuadrada: ambos grupos de autores
encontraron que la transicio´n de rugosidad puede ser explicada mediante la teor´ıa KTHNY.
Estudiando las funciones de correlacio´n de alturas y pendientes encontraron una fase en la
que las alturas estaban descorrelacionadas, mientras que las pendientes no. Sin embargo,
existe otro grupo de trabajos de W. Janke et al. que muestran que el mismo sistema presenta
una transicio´n de primer orden tanto en la red triangular [105] como en la cuadrada [104].
Hay dos posibles explicaciones a estas diferencias: la primera es que en [104] no se estudia
nume´ricamente el modelo (5.4) sino una aproximacio´n. La otra explicacio´n es, como dice
Strandburg [211], que Janke y colaboradores no resuelven suficientemente el pico del calor
espec´ıfico, razo´n a la que atribuyen una supuesta dependencia del ma´ximo con el volumen
del sistema. Pese a ello, la discusio´n no esta´ resuelta, ya que en [105] se observan efectos
de metaestabilidad en los diferentes para´metros de orden en ambas fases por debajo de la
temperatura de transicio´n lo que es un indicio de que la transicio´n es de primer orden. El
autor de esta memoria no conoce ninguna referencia en donde se haya zanjado esta discusio´n,
lo que indica la importancia de realizar simulaciones del modelo laplaciano discreto para
taman˜os suficientemente grandes.
Como se puede ver en el ape´ndice B, el modelo sG y el GD esta´n tambie´n relacionados
por una transformacio´n de dualidad. Esta dualidad se ha comprobado desde el punto de
5.4 Resultados nume´ricos 65
Modelo discreto, Gas de Coulomb Modelo continuo
h(r)/a⊥ ∈ Z q(r) ∈ Z h(r) ∈ R
ν
2
∑
r
[∇h(r)]2
ν′
2
∑
r 6=r ′
q(r)q(r ′) ln |r − r ′|
ν
2
∑
r
{
[∇h(r)]2 − V0 cos
(
2pih(r)
a⊥
)}
κ
2
∑
r
[∇2h(r)]2
κ′
2
∑
r 6=r ′
q(r)q(r ′)|r − r ′|2 ln |r − r ′|
κ
2
∑
r
{
[∇2h(r)]2 − V0 cos
(
2pih(r)
a⊥
)}
κ
2
∑
r
{
[∇2h(r)]2 − V0
2∑
i=1
cos
(
2pi
a⊥
ei ·∇h(r)
})
Cuadro 5.2: Hamiltonianos de los diferentes modelos presentados en la seccio´n 5.3.2. Los
modelos de una misma fila esta´n relacionados por transformaciones de dualidad. Aparte del
cambio en la forma del hamiltoniano, entre la primera y segunda columna hay tambie´n un
cambio en la definicio´n de la temperatura: TDiscreto = T
−1
Coulomb. En el caso del Gas de Coulomb
existen tambie´n condiciones de neutralidad de las cargas q(r) (ve´ase el ape´ndice B). Por
u´ltimo, ei son los vectores de la celda unidad en una red cuadrada.
vista anal´ıtico, utilizando el grupo de renormalizacio´n para el modelo sG y para el Gas de
Coulomb dual del GD y obteniendo las mismas ecuaciones de flujo. Del mismo modo las
simulaciones nume´ricas predicen la misma temperatura y el mismo tipo de transicio´n de KT.
Pero, ¿existe este mismo estudio en el caso del modelo laplaciano discreto?. La respuesta
a esta pregunta pasa por responder a la siguiente: ¿es (5.3) el modelo continuo dual del
modelo (5.4)? Si esto es as´ı, entonces podemos decir que nuestro modelo posee las mismas
propiedades que el de Nelson. En el ape´ndice B veremos que, bajo ciertas aproximaciones
se puede responder afirmativamente a esta pregunta. Pero no es la u´nica respuesta: en 1990
Levin y Dawson mostraron que el modelo
H ∼
∑
r
{
[∆h(r)]2 + V0
3∑
i=1
cos[
2pi
a⊥
ei ·∇h(r)]
}
, h(r) ∈ R, (5.13)
donde ei son los vectores de la celda unidad en la red triangular, es dual del modelo de
Nelson en una red triangular. Sin embargo, para llegar a (5.13) se realizaron ciertas aproxi-
maciones [147] distintas de las utilizadas en el ape´ndice B. Utilizando te´cnicas del grupo de
renormalizacio´n los autores mostraron que (5.13) da las mismas ecuaciones de flujo que el
el hamiltoniano (5.11). As´ı pues, utilizando diferentes aproximaciones se llegan a diferentes
modelos continuos a partir del modelo discreto.
Para resumir esta seccio´n hemos visto tres tipos de modelos que se pueden relacionar
entre ellos y que reflejamos en la Tabla 5.2. Argumentos de tipo anal´ıtico (grupo de re-
normalizacio´n) como simulaciones nume´ricas ratifican esta relacio´n en el caso del modelo
GD. Sin embargo, no existe tal consenso en el modelo laplaciano discreto de Nelson. De
ah´ı que tanto el estudio nume´rico de este modelo como el de una de sus aproximaciones (la
ecuacio´n (5.3) que hemos propuesto) sea importante no so´lo por su papel en el crecimiento
de superficies, sino para determinar el tipo de transicio´n que tiene lugar y su relacio´n con
el modelo de Nelson.
5.4. Resultados nume´ricos
Para describir nuestro sistema utilizaremos varios observables cuyo valor calcularemos
a partir de las simulaciones de Langevin de la ecuacio´n xMBE. Parte de este estudio pode-
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mos encontrarlo en [161]. La eleccio´n de dichos observables esta´ encaminada a resolver las
siguientes preguntas:
En el problema de equilibrio, ¿existe una verdadera transicio´n de rugosidad traslacio-
nal?
Si existe, ¿cua´l es el comportamiento asinto´tico de la fase de altas temperaturas?
Al igual que sucede en el modelo laplaciano discreto en una red cuadrada, ¿existe una
transicio´n orientacional?
Cuando el sistema esta´ fuera de equilibrio, ¿co´mo se modifican dichas transiciones?
En este apartado la respuesta a las preguntas anteriores esta´ condicionada por los pro-
blemas intr´ınsecos a las simulaciones nume´ricas como, por ejemplo, el taman˜o finito de la
superficie, los generadores de nu´meros aleatorios, la precisio´n del algoritmo de integracio´n,
etc. Pese a ello, podemos establecer que nuestro sistema posee una verdadera transicio´n
de rugosidad traslacional, siendo el comportamiento de altas temperaturas el descrito por
la ecuacio´n LMBE, es decir, w2 ∼ L2. Aparte de e´sta, existen indicios de una transicio´n
orientacional de rugosidad, ana´loga a la que se encuentra en las simulaciones Monte Carlo
del modelo (5.4). Fuera del equilibrio, para temperaturas mayores que la de transicio´n de
rugosidad la superficie sigue siendo rugosa del mismo modo que LMBE, pero aparece una
nueva fase para temperaturas ma´s bajas que la de transicio´n en la que la rugosidad es
distinta de cero.
Para las simulaciones hemos tomado los siguientes taman˜os: L = 8, 16, 24, 32, 48, 64 y
96. El esquema de integracio´n es de segundo orden en ∆t, cuyo valor en las simulaciones
ha sido ∆t = 0,005. El nu´mero de realizaciones utilizadas ha sido de 10 para L = 96, y del
orden de 100 para taman˜os ma´s pequen˜os. Una vez alcanzado el tiempo para el que saturan
los observables (principalmente la rugosidad ), t×, cada observable se promedia durante un
tiempo t×/2.
4 Para temperaturas lejos de la transicio´n de rugosidad no es necesario simular
la ecuacio´n a tiempos tan largos, especialmente a temperaturas bajas, ya que los observables
saturan antes.
5.4.1. Observables
Para estudiar nume´ricamente nuestro modelo, definimos ciertos observables para el mo-
delo (5.3). En todas las simulaciones hemos tomado a⊥ = a‖ = V0 = κ = kB = 1. En un
primer grupo consideramos cantidades locales, como la rugosidad, definida como
w2 =
〈
1
L2
∑
r
(h(r , t)− h¯)2
〉
, (5.14)
donde h¯ = 〈 1
L2
∑
r h(r , t)〉 es la altura media de la superficie, y la pendiente total, dada por
la expresio´n
s2 =
〈
1
L2
∑
r
(∇h(r , t))2
〉
. (5.15)
Estos observables esta´n destinados a determinar si existen una transicio´n de rugosidad
traslacional y orientacional respectivamente. Para ello tambie´n medimos la energ´ıa media
4Con ∆t = 5× 10
−3 y L = 64, el promedio se realiza sobre 5 millones de pasos temporales.
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Figura 5.3: Esquema de la red cuadrada y los vectores δj a los primeros vecinos.
del sistema
E =
1
L2
〈H〉. (5.16)
Al igual que Strandburg et al. [210], definimos el siguiente para´metro de orden
τ 2 =
〈
1
L2
∑
r
[∑
δj
(−1)jh(r+ δj)
]2〉
, (5.17)
que se denomina para´metro de fluctuacio´n, y donde la suma en δj se extiende a los primeros
vecinos tal y como hemos representado en la figura 5.3. Strandburg et al. argumentan que
este para´metro de orden es nulo en la fase plana y hexa´tica, y distinto de cero en la rugosa.
Como veremos despue´s, esta´ relacionado con la correlacio´n pendiente-pendiente a distancias
cortas.
Adema´s de la energ´ıa del sistema medimos la energ´ıa de un escalo´n, definida como
Est = (H−H1)/L, (5.18)
donde H1 es la energ´ıa de la superficie cuando en ella tenemos un escalo´n que se mantiene
mediante condiciones de contorno.
En un segundo bloque, hemos medido tambie´n las funciones de correlacio´n en el espacio
real y el rec´ıproco. Estas son la correlacio´n altura-altura
C(r) =
〈
1
L2
∑
s
[h(s + r)− h(s)]2
〉
, (5.19)
la correlacio´n pendiente-pendiente
G(r) =
〈
1
L2
∑
s
[∇h(s + r)−∇h(s)]2
〉
, (5.20)
y el factor de estructura
S(q‖) = 〈hˆ(q‖)hˆ∗(q‖)〉, (5.21)
donde hˆ(q‖) es la transformada de Fourier de h(r). Si desarrollamos la suma sobre j en
(5.17) tenemos que (ve´ase figura 5.3)
τ =
〈
1
L2
∑
r
{
([h(r + δ1)− h(r + δ2)]− [h(r + δ4)− h(r + δ3)])2
}〉 ' G(δ1 − δ4),
(5.22)
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Modelo w2 s2 C(r) G(r) S(q‖)
MBE, Eq. (4.12) ∼ L2 ∼ lnL ∼ r2 lnL/r ∼ ln r ∼ q−4
EW, Eq. (4.16) ∼ lnL ∼ cte. ∼ ln r ∼ cte. ∼ q−2
Cuadro 5.3: Dependencia de los diferentes observables medidos para las ecuaciones (4.12) y
(4.16) respecto a la distancia r o el taman˜o del sustrato L, cuando r L, L 1 y q‖  1.
luego τ mide la correlacio´n entre pendientes a cortas distancias.
Por u´ltimo, en un tercer bloque de observables hemos medido las susceptibilidades de
todos los observables locales anteriores. En particular, presentaremos los resultados de la
susceptibilidad de la energ´ıa5 (o calor espec´ıfico)
χE ≡ 〈H
2〉 − 〈H〉2
L2kBT
=
∂E
∂T
(5.23)
y la del para´metro de fluctuacio´n
χτ =
〈τ 2〉 − 〈τ〉2
L2kBT
. (5.24)
En el caso de las teor´ıas lineales EW y LMBE todas las cantidades anteriores pueden
evaluarse exactamente para un sistema de taman˜o L × L, con los resultados que pueden
encontrarse en el ape´ndice A. Prescindiendo de efectos de taman˜o finito, en la tabla 5.3
hemos resumido el comportamiento de dichas cantidades para un sustrato de dimensio´n
d = 2 y taman˜o L× L, con L 1.
Existen algunas relaciones entre estas cantidades. As´ı, se tiene que
C(r) = 2w2 − 2
〈
1
L2
∑
s
h(r + s)h(s)
〉
,
G(r) = 2s2 − 2
〈
1
L2
∑
s
∇h(r + s) · ∇h(s)
〉
. (5.25)
Cuando r →∞, tenemos que C(r)→ 2w2 y G(r)→ 2s2.
Por u´ltimo, en el caso de no equilibrio hemos medido tambie´n la movilidad del sistema,
definida como
µ =
1
F
d〈h(r , t)〉
dt
, (5.26)
donde F es el flujo medio de part´ıculas hacia la superficie.
5.4.2. Resultados en equilibrio
En la figura 5.4 hemos representado los resultados de las simulaciones para los obser-
vables locales de la ecuacio´n (5.3). Como vemos en el panel (b), a temperaturas bajas la
rugosidad es pequen˜a e independiente del taman˜o del sustrato. Para temperaturas altas, la
rugosidad escala con el taman˜o del sistema, y adema´s, su valor tiende al valor obtenido para
LMBE, lo que indica que a altas temperaturas el potencial es nulo de manera efectiva. En
5La segunda igualdad en (5.23) es va´lida tan so´lo cuando el sistema se encuentra en equilibrio.
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el panel (e) hemos representado los valores del exponente α(T ) obtenido suponiendo que
w2 ∼ L2α para cada temperatura.6 Para T > 1,2 el sistema es por tanto rugoso y escala
como describe la ecuacio´n LMBE, concluyendo que existe una transicio´n de rugosidad a una
temperatura menor o igual que T = 1,2. Una prueba ma´s de esto la constituye las medidas
de la energ´ıa libre de un escalo´n la cual se hace cero para temperaturas mayores que TR
como podemos ver en el panel (f) de la figura 5.4.
El resto de observables locales muestran el mismo comportamiento que la rugosidad.
Adema´s, a temperaturas altas (T ≥ 1,5) se observa un acuerdo completo entre los resultados
nume´ricos y las expresiones exactas de alta temperatura para el modelo LMBE, lo cual es
una prueba ma´s de la precisio´n de nuestras simulaciones. En el caso de la energ´ıa, para
temperaturas altas T ≥ 2 deber´ıamos esperar que E ' kBT/2 + V0, ya que el modelo
LMBE es gaussiano. Sin embargo como vemos en el panel (a) de la figura 5.4 hay una
diferencia entre el resultado nume´rico y kBT/2 + V0. Como se puede ver en el ape´ndice C
ello se debe a aunque la superficie escale como el modelo LMBE (y por tanto el potencial
ha sido renormalizado de manera efectiva a cero), aparecen correcciones a los observables
debido a que V0 6= 0.
En el mismo esp´ıritu que los estudios sobre el modelo GD [194, 219, 220, 206] o´ sG
[200, 62], estudiamos las funciones de correlacio´n de nuestro modelo xMBE para determinar
el punto donde se produce la transicio´n. En la figura 5.5 hemos representado los resultados
nume´ricos para las funciones de correlacio´n en alturas y pendientes [paneles (a) y (b)]. A
bajas temperaturas (T ≤ 1) la longitud de correlacio´n es muy pequen˜a y las funciones
de correlacio´n tienden a una valor constante cuando r → L. A medida que T aumenta,
dicha longitud crece hasta que a temperaturas suficientemente altas (T ' 2) la funcio´n
de correlacio´n coincide con la del modelo LMBE, es decir, la longitud de correlacio´n es
igual al taman˜o del sistema y el potencial ha sido renormalizado a cero. Observando ambos
paneles es evidente que la transicio´n tiene lugar entre 1 ≤ TR ≤ 1,25. En un sistema infinito
C(r), G(r)→∞ cuando r →∞ por encima de la temperatura de transicio´n, mientras que
C(r), G(r) → cte. por debajo de la temperatura de transicio´n. A partir de las expresiones
(5.25) este criterio coincide con suponer que la rugosidad y pendiente total divergen por
encima de la transicio´n y tienden a una constante por debajo de ella. En un sistema finito
es dif´ıcil determinar esta temperatura ya que las funciones C(r) y G(r) poseen efectos de
taman˜o finito para r > L/2 y es dif´ıcil decidir cua´ndo e´stas divergen o no. Para solucionar
en parte este problema, en la figura 5.5 [paneles (c) y (d)] hemos representado estas mismas
funciones de correlacio´n en funcio´n de los valores que toman para el modelo LMBE, que
denotamos como C0(r) y G0(r), y cuyas expresiones pueden encontrase en el ape´ndice
A. Para T < 1, la funcio´n de correlacio´n en alturas converge a una constante, mientras
que para 1 < T < 1,25 diverge aunque no como LMBE. Esto u´ltimo se cumple para
T > 1,25 aproximadamente. El comportamiento de la funcio´n de correlacio´n en pendientes
es el mismo, pero el punto donde se produce la transicio´n es diferente. Por ejemplo, para
T = 1,05, C(r) parece diverger, mientras que G(r) no. Esto nos dice que la transicio´n tiene
lugar en dos etapas y que probablemente hay dos transiciones de fase, tal y como predice
la teor´ıa KTNHY. Es dif´ıcil con los datos disponibles poder determinar sin ninguna duda
la existencia de estas dos transiciones de fase y la existencia de una fase hexa´tica en la que
la superficie sea rugosa en alturas (w2 →∞), pero ordenada en pendientes (s2 → cte.). De
todos modos, podemos obtener ma´s evidencias a partir del factor de estructura que hemos
6A altas temperaturas parece haber un decaimiento en el valor del exponente. Este comportamiento se debe a
que, en la regresio´n, se utilizan los valores de L = 8 y L = 16 para los cuales el comportamiento asinto´tico w2 ∼ L2
no es del todo va´lido. De hecho, utilizando los valores exactos para la ecuacio´n LMBE para L = 8, 16, 32 y 64 el
exponente que sale de la regresio´n es 2α = 1,897 ± 0,022.
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Figura 5.4: Valores de los observables locales para distintas temperaturas y taman˜os del
sistema. Panel (a): Energ´ıa del sistema [Eq. (5.16)]. Panel (b): Rugosidad [Eq. (5.14)].
Notar que el eje de ordenadas esta´ en escala logar´ıtmica. Panel (c): Pendiente total [Ec.
(5.15)]. Panel (d): Para´metro de fluctuacio´n [Ec. (5.17)]. Panel (e) Valor del exponente α
obtenido a partir del ajuste w2 ∼ L2α. Panel (f) Energ´ıa de un escalo´n en funcio´n de la
temperatura. La l´ınea vertical marca la temperatura de rugosidad que luego identificaremos
como TR ' 1. En los paneles (a)-(d) las l´ıneas a trazos son las aproximaciones de alta y baja
temperatura (ve´anse ape´ndices A y C). La l´ınea a puntos en el panel (a) es la aproximacio´n
E ' kBT/2 + V0. En todos los paneles las l´ıneas continuas son meras ayudas visuales.
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representado en la figura 5.5 [panel (e)]. Como vemos, para T = 1,05 el factor de estructura
escala como q−4 para los modos altos, mientras que va como q−2 para los bajos, lo que indica
que, a grandes escalas, el sistema escala tal y como predice el modelo de EW. A partir de
estos datos, podemos concluir que existen dos temperaturas TR y T
∗ de manera que (ver
figura 5.2)
Para T < TR la superficie es plana en alturas y pendientes.
Para TR < T < T
∗ la superficie es rugosa (desordenada en alturas), aunque las pen-
dientes esta´n correlacionadas, tal y como predice el modelo de EW. Esta fase hexa´tica
coincide con la predicha por Nelson en la que el hamiltoniano efectivo es el dado por
(5.12) que no es ma´s que el Gas de Coulomb, dual del modelo GD cuya fase de altas
temperaturas coincide con el modelo de EW.
Para T ∗ < T las pendientes se desordenan tambie´n y las propiedades de la superficie
son las mismas que las del modelo LMBE.
Para determinar de manera cuantitativa TR y T
∗, utilizamos el radio asime´trico, rasim
introducido por Strandburg et al. en el estudio del modelo laplaciano discreto de Nelson
[210] y que se define como el menor valor de r para el cual |C(r)−C(r0)| < ε donde ε toma
un valor pequen˜o [en nuestros ca´lculos ε es el 1% de C(r0)] y r0  1 es una distancia fija.
Cuando C(r) satura a una constante entonces rasim  r0, mientras que cuando la funcio´n
de correlacio´n divergen entonces rasim ' r0. En la figura 5.5 [panel (f)] hemos representado
rasim para las dos funciones de correlacio´n y observamos que la temperatura a la que las
funciones de correlacio´n cambian de comportamiento es diferente. De manera cuantitativa
identificamos TR = 1 ± 0,025 y T ∗ = 1,125 ± 0,025. Estas predicciones no dependen del
valor de r0 siempre que e´ste sea suficientemente grande.
Sin embargo, para establecer estos resultados de manera ma´s concluyente necesitar´ıamos
ir a taman˜os mucho ma´s grandes de los que utilizamos, algo que esta´ fuera de nuestra actual
potencia de ca´lculo.
Para determinar el orden de las transicio´n procedemos a estudiar los efectos de taman˜o
finito en el ma´ximo del calor espec´ıfico. En la figura 5.6 [panel (a)] podemos ver que el calor
espec´ıfico tiene un solo ma´ximo y e´ste escala como [183]
χma´xE ∼ LαE/νE , (5.27)
donde αE/νE ≈ 0,7 es decir escala de manera logar´ıtimica. Aunque pequen˜a, esta dependen-
cia excluye totalmente posibilidad de que la transicio´n sea de Kosterlitz-Thouless, en la cual
no existe una dependencia del pico con el taman˜o del sistema8. Suponiendo hiperescalado
[102], es decir 2νE = d−αE, tenemos que νE ≈ 1. Esta predicicio´n se puede corroborar uti-
lizando la relacio´n entre la temperatura del ma´ximo de la susceptibilidad para cada taman˜o
L [que denotamos TR(L)] y el taman˜o del sistema
TR(L)− TR ∼ L−1/νE . (5.28)
7No confundir el exponente αE con el de rugosidad. Los exponentes αE y νE vienen definidos por las relaciones
C(t) ∼ |t|−αE para el calor espec´ıfico y ξ(t) ∼ |t|−νE para la longitud de correlacio´n en un sistema infinito y donde
t = (T − TR)/TR es la temperatura reducida. La ecuacio´n (5.27) es co´mo escala el calor espec´ıfico para un sistema
de taman˜o finito.
8Al menos para los taman˜os que estamos considerando, ya que en algunos modelos que tienen una transicio´n de
KT existen correcciones logar´ıtmicas muy pequen˜as [120].
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Figura 5.5: Valores de las funciones de correlacio´n.Panel (a): Funcio´n de correlacio´n altura-
altura para L = 64 [Ec. (5.19)]. La l´ınea gruesa es la aproximacio´n para temperatura alta.
Panel (b): Funcio´n de correlacio´n pendiente-pendiente para L = 64 [Ec. (5.20)]. La l´ınea
gruesa es la aproximacio´n para temperatura alta. Panel (c) y (d): Comparacio´n de las
funciones de correlacio´n para el modelo xMBE en funcio´n de las mismas funciones para el
modelo LMBE. Panel (e): Factor de estructura para diferentes temperaturas [Ec. 5.21]. Las
l´ıneas a trazos corresponden a las leyes de potencias q−4 y q−2. Panel (f): Radio asime´trico
para distintas temperaturas, L = 64 y r0 = 32. En todos los paneles las l´ıneas continuas son
meras ayudas visuales.
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Figura 5.6: Valores de las susceptibilidades. Panel (a): susceptibilidad de la energ´ıa. Las
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Paneles (c) y (d): colapso de las susceptibilidades utilizando los exponentes α y ν obtenidos
nume´ricamente.
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En esta relacio´n existe un para´metro ajustable ma´s que es TR, definida como TR(L→∞).
Haciendo un ajuste no lineal utilizando la relacio´n anterior obtenemos νE = 1,10 ± 0,35 y
TR = 0,996 ± 0,082. El valor de ν es compatible con el obtenido mediante la relacio´n de
hiperescalado; por ello, utilizamos el valor νE = 1 para obtener TR de forma ma´s precisa y
as´ı TR = 0,995± 0,025. Estos exponentes suponen que el calor espec´ıfico escala como
χE(L, t) = (ln t)
−1 f
(
L
ξ(t)
)
, (5.29)
donde t = (TR(L)− T )/TR(L) es la temperatura reducida, f(x) es la funcio´n de escalado y
ξ(t) ∼ t−νE , (5.30)
es la longitud de correlacio´n. La manera en la que la longitud de correlacio´n diverge en
nuestro sistema (es decir, el valor νE = 1 en dimensio´n d = 2) es la misma que en el
modelo de Ising [183]. Una comprobacio´n adicional de estos resultados proviene de utilizar
la relacio´n (5.29) para colapsar los valores de la susceptibilidad para diferentes taman˜os:
como podemos observar en la figura 5.6, el acuerdo es muy bueno. Todo ello nos llevar a
asociar este ma´ximo en el calor espec´ıfico y su divergencia logar´ıtmica cuando L→∞ con
la transicio´n de rugosidad en TR.
Para observar la segunda transicio´n, al principio de esta seccio´n definimos el para´metro τ
que, como vimos, esta´ relacionado con las correlaciones de las pendientes a corta distancia.
Por ello, procedemos a estudiar su susceptibilidad. Utilizando la relacio´n ana´loga de (5.27),
χmaxτ ∼ Lατ /ντ , e hiperescalado (2ντ = 2 − ατ ) obtenemos que ατ/ντ = 0,008 ± 0,003 (es
decir, logar´ıtmico) y ντ = 0,52± 0,03. Con este valor de ντ y la relacio´n (5.28) obtenemos
TR = 1,007 ± 0,009. De este modo la transicio´n de fase determinada por este para´metro
de orden se produce tambie´n en TR. Sin embargo τ no es un buen para´metro de orden
para la fase hexa´tica, ya que en dicha fase las pendientes esta´n correlacionadas a largas
distancias. Por tanto la fase hexa´tica so´lo se puede estudiar observando G(r) cuando r →∞,
y contrariamente a lo que supone Strandburg et al., las divergencias en el calor espec´ıfico y
en el para´metro τ se deben a la misma transicio´n, la de rugosidad.
Resumiendo esta seccio´n, hemos encontrado una transicio´n de rugosidad en TR = 1 ±
0,025 que es de segundo orden, al contrario que la transicio´n de rugosidad del modelo sG. El
estudio de las funciones de correlacio´n refleja dicha transicio´n traslacional y, adema´s, una
posible segunda transicio´n en T ∗ = 1,125 ± 0,025 en la cual desaparece el orden orienta-
cional y la superficie se vuelve rugosa y desorientada. El criterio utilizado para determinar
cuantitativamente esta segunda transicio´n es el mismo que el utilizado por Strandburg et
al. [210]. Aunque existen otras evidencias en el factor de estructura, necesitar´ıamos irnos a
taman˜os mucho ma´s grandes que los estudiados para determinar sin ninguna ambigu¨edad
la existencia de esta segunda transicio´n en T ∗.
5.4.3. Resultados fuera del equilibrio
En este apartado presentamos los resultados de las simulaciones de nuestro modelo
cuando F 6= 0. Este estudio esta´ basado en las mismas ideas que el realizado por Nozie`res
y Gallet para el modelo de sG [173]. En la figura 5.7 [panel (a)] hemos representado la
movilidad de nuestro sistema para varios flujos. Cuando F → 0 la movilidad es nula para
T < TR, mientras que es distinta de cero para T ≥ TR. Como dijimos al principio del
cap´ıtulo, ello se debe a que por encima de TR la superficie es rugosa y los a´tomos que llegan
a ella pueden adherirse con facilidad debido al gran nu´mero de vecinos. Al igual que sucede
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con el modelo sG [200], cuando F 6= 0 la movilidad (y por tanto la velocidad de crecimiento)
del sistema es siempre distinta de cero, y depende de manera no lineal del flujo medio de
part´ıculas. Ello se debe a la existencia de tres reg´ımenes en funcio´n de la temperatura y
que, por ejemplo, podemos ver en el caso F = 0,5
Re´gimen de nucleacio´n homoge´nea: Para temperaturas T  TR, la energ´ıa de una isla
de radio r y altura una monocopa es F = 2pir − pir2Fa⊥, donde  es la energ´ıa del
borde de la isla (que depende de κ). De este modo tenemos un radio cr´ıtico rc = /Fa⊥
de forma que islas con r < rc se vuelven inestables y desaparecen, mientras que las
islas con r > rc son estables y tienden a crecer completando una monocapa. Las islas
de radio cr´ıtico tienen una energ´ıa Fc = pi2/Fa⊥. Si la longitud de correlacio´n ξ
es mucho menor que rc, entonces estamos en el re´gimen de nucleacio´n, en el que la
probabilidad de que aparezca una isla de taman˜o rc es proporcional a exp(−Fc/T ).
Una vez formada, dicha isla crece y puede coalescer con otras. Ello se traduce en que
las capas de la superficie se van cubriendo a una velocidad que depende de manera no
lineal con los diversos para´metros del sistema [173, 12]. La expresio´n para la movilidad
en esta teor´ıa es
µ ' AF 1/3 exp
(
− B
FkBT
)
(5.31)
donde A y B son para´metros. Es dif´ıcil comparar esta expresio´n con nuestras simulacio-
nes ya que para su derivacio´n anal´ıtica se utilizan diversos para´metros fenomenolo´gicos
como la movilidad de un escalo´n o el tiempo medio de decaimiento de una isla. A pesar
de ello, la expresio´n anterior supone que la movilidad depende no linealmente de F y
T y que es pra´cticamente nula para temperaturas pequen˜as. La ecuacio´n (5.31) deja
de tener sentido cuando µ ≥ 1. En la figura 5.7 podr´ıamos decir que este re´gimen tiene
lugar en 0 ≤ T ≤ 0,75 para F = 0,5. Dado que en este re´gimen la superficie apenas
crece o, si lo hace, lo hace capa a capa, diremos que la superficie es plana.
Re´gimen no lineal: Si ξ ≥ rc, debido a las fluctuaciones te´rmicas se pueden forman
islas del taman˜o cr´ıtico en nuestro sistema (ya que Fc ≤ kBT ) y por tanto la superficie
se vuelve rugosa incluso por debajo de TR. En este re´gimen la movilidad depende de
manera no lineal respecto a F y a T . En la figura 5.7 este re´gimen tiene lugar en
0,75 < T < TR ' 1 para F = 0,5.
Re´gimen lineal: por u´ltimo, cuando T ≥ TR siempre se cumple que ξ  rc y por
tanto la superficie es rugosa. Pero adema´s, como el potencial ha sido renormalizado a
cero de manera efectiva, la superficie escala como la ecuacio´n LMBE. En este re´gimen
la movilidad depende linealmente de F y es casi independiente de T . Sin embargo,
en nuestro modelo, y debido a los para´metros que estamos utilizando se observa una
diferencia en la movilidad de la superficie al variar F y T para T ≥ TR. Ello es debido a
que, aunque el potencial se anule de manera efectiva, el promedio 〈cos 2piV0
a⊥
〉 no es nulo,
y por tanto la movilidad µ = 1
F
〈∂h
∂t
〉 = 1 − 2piV0
a⊥F
〈cos 2piV0
a⊥
〉 depende de este promedio.
Este efecto es el mismo que vimos en el apartado anterior en la energ´ıa en equilibrio
(ve´ase el ape´ndice C).
Cuando F  2piV0/a⊥, tenemos que rc ' 0 y desaparece el re´gimen de nucleacio´n.
Este es el caso de F = 7, 10 en la figura 5.7. Cuando T → 0 el valor del flujo para el que
desaparece este re´gimen es Fth(T = 0) =
2piV0
a⊥
y la movilidad es µ = [F − Fth(T = 0)]1/2
para F ≥ Fth(T = 0). De hecho, a medida que F crece el potencial es ma´s irrelevante, y
esperamos que para F → ∞ el escalado del modelo xMBE sea el mismo que el de LMBE
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para cualquier T . Por ejemplo, en la figura 5.7 [panel (c)] vemos que la rugosidad para
F = 10 coincide con la del modelo LMBE para cualquier T .
En el resto de los observables locales [ve´ase figura 5.7, paneles (b), (c), (d) y (e)] vemos
que, como resultado de la aparicio´n de una fase no lineal, tanto la movilidad, la rugosidad,
la pendiente total y el para´metro de fluctuacio´n de la superficie son distintos de cero para
T < TR. Como hemos dicho, esperamos que cuando F →∞ y/o cuando T ≥ TR el potencial
sea irrelevante y el sistema se comporte de manera efectiva como LMBE. Sin embargo,
como podemos ver en la figura (5.7) [paneles (b), (c), (d) y (e)], los valores que toman los
observables cuando F ≥ Fth(T = 0) no coinciden con los que toman cuando F < Fth(T = 0)
para T ≥ TR. Por ejemplo, para la energ´ıa [panel (b)] tenemos que en el modelo de LMBE,
E = kBT/2 + V0. Sin embargo, como vimos en el apartado anterior (ve´ase ape´ndice C),
cuando T ≥ TR la energ´ıa del sistema es E∗ ≡ kBT/2 + V0 − V 20 /2T + . . ., donde aparece
una correccio´n debido a que en nuestro modelo V0 6= 0 aunque para T ≥ TR el sistema se
comporte efectivamente como si V0 = 0. Esto es lo que sucede fuera del equilibrio cuando
F < Fth(T = 0) y T ≥ TR en el que E → E∗ < kBT/2 + V0. Sin embargo, cuando F →∞
el potencial es ma´s irrelevante y como vemos en la figura 5.7 E → kBT/2 + V0. En el resto
de observables tenemos el mismo efecto.
La movilidad, aunque pequen˜a no es nula para ningu´n valor de T si F 6= 0. Sin embargo
en la fase plana es muy pequen˜a y, de manera efectiva, podemos considerar que la superficie
no crece. De este modo podemos definir para cada temperatura un Fth(T ) por debajo del
cual la superficie no crece y que identificaremos como aquel valor del flujo para el que
µ = 10−2. Podr´ıamos considerar Fth(T ) como el punto en el que la superficie pasa de ser
plana y con movilidad nula a ser rugosa y con movilidad distinta de cero.
Al igual que hicimos en el caso de equilibrio es posible medir, para cada flujo externo,
la temperatura Tc a la que diverge la funcio´n de correlacio´n altura-altura o pendiente-
pendiente mediante el radio asime´trico. Esta temperatura marca la transicio´n entre una
fase plana y una rugosa, aunque en e´sta la superficie no escale como LMBE y por tanto
Tc 6= TR. Solamente en equilibrio esperamos que Tc = TR. En la figura 5.7 [panel (f)]
hemos representado para un valor fijo de F tanto la temperatura Tc(F ) como el valor de la
temperatura para el que F = Fth(T ), observando que ambos criterios dan aproximadamente
el mismo resultado; por tanto podemos utilizar cualquiera de ellos para distinguir entre el
punto en el que se produce el cambio de la fase plana a la fase rugosa no lineal. Por u´ltimo,
utilizando tambie´n el radio asime´trico es posible calcular la temperatura en la cual las
pendientes se desordenan, que tambie´n hemos representado en el panel (f) de la figura
5.7. Como vemos dicha temperatura es siempre mayor que Tc y coincide con ella para
F = Fth(T = 0). En el caso fuera del equilibrio es incluso ma´s dif´ıcil distinguir la fase
hexa´tica, si es que existe.
Finalmente en el re´gimen no lineal mencionado antes, aunque la superficie es rugosa
cuando t→∞, existe inicialmente una etapa en la que la superficie crece capa a capa por
nucleacio´n. En esta zona la rugosidad oscila con el tiempo hasta un punto en el que deja
de oscilar y crece de manera mono´tona. Estas oscilaciones las trataremos en el cap´ıtulo 7
y esta´n relacionadas con las oscilaciones RHEED que se observan experimentalmente. Por
ello este re´gimen es parecido al de Frank-van der Merwe. Como veremos en el cap´ıtulo
7, el decaimiento de las oscilaciones depende de la temperatura, de manera que a menor
temperatura, ma´s tiempo tardan en decaer las oscilaciones. Por eso cuando F ≥ Fth(T = 0)
y T → 0 el sistema crece en el modo de Stranski-Krastanov. En el re´gimen lineal, T ≥ TR
no se observan dichas oscilaciones y la superficie se vuelve rugosa desde el principio, que es
lo mismo que se observa en el modo de crecimiento de Volmer-Weber o 3D. Por u´ltimo, en
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Figura 5.7: Valores de los observables locales para distintas temperaturas y flujos incidentes,
y L = 32. Panel (a): Movilidad del sistema [Ec. (5.26)]. Panel (b): Energ´ıa [Ec. (5.16)]. Pa-
nel(c): Rugosidad [Ec. 5.14)]. Panel (d): Pendiente total [Ec. (5.15)]. Panel (e): Para´metro
de fluctuacio´n [Ec. (5.17)]. En los paneles (b)-(e) las l´ıneas a trazos son las aproximaciones de
alta y baja temperatura y la l´ınea de puntos en el panel (b) es la aproximacio´nE = kBT/2+V0.
Panel (f) Valores de la temperatura cr´ıtica Tc para la correlacio´n altura-altura (c´ırculos) y
pendiente-pendiente (cuadrados) en funcio´n del flujo F . Los cuadrados son los valores de la
temperatura para los que F = Fth(T ). Los ejes de la gra´fica esta´n invertidos. En todos los
paneles las l´ıneas continuas son meras ayudas visuales.
78 Efectos de la red cristalina
RT T
⊥
pi
a
V02
F
Fase
plana
Fase oscilante
No lineal
Fase rugosa
Lineal
A B
D
C
Figura 5.8: Esquema de los distintos reg´ımenes para el modelo xMBE en funcio´n del flujo
incidente y la temperatura. Los puntos marcados corresponden a los casos estudiados en la
figura 5.9.
la fase plana, debido a que la movilidad es practicamente nula la superficie no crece y la
rugosidad satura a un valor constante. Todos estos comportamientos los hemos representado
cualitativamente en las figuras 5.8 y 5.9.
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Figura 5.9: Evolucio´n temporal de la rugosidad y perfiles de la superficie (cuando t = 5)
para diferentes para´metros marcados con puntos en la figura 5.8.
Cap´ıtulo 6
Aproximaciones anal´ıticas
Se estudia el modelo xMBE mediante te´cnicas variacionales autoconsistentes y grupo de renormaliza-
cio´n.
6.1. Introduccio´n
En la seccio´n anterior estudiamos el modelo xMBE desde un punto de vista nume´rico.
Las simulaciones nume´ricas de un sistema estad´ıstico esta´n sometidas a ciertas dificultades:
La primera (y obvia) es la capacidad de ca´lculo, que determina el nu´mero de grados de li-
bertad ma´ximo que podemos estudiar. Aunque normalmente el comportamiento asinto´tico
puede obtenerse a taman˜os suficientemente pequen˜os de los sistemas, existen sistemas en
los que se observan crossovers en funcio´n de N que situ´an el comportamiento asinto´tico
en tiempos muy largos de simulacio´n. Otro problema es el de los errores propios de los
algoritmos de integracio´n y de los generadores de nu´meros aleatorios. En esta seccio´n in-
tentaremos caracterizar la transicio´n de rugosidad en el modelo xMBE utilizando te´cnicas
anal´ıticas. El primer grupo de ellas las denominamos autoconsistentes, e incluyen te´cnicas
variacionales y la aproximacio´n gaussiana. En estas te´cnicas se supone una forma funcional
para las principales propiedades del sistema. Los para´metros ajustables de estas funciones
se obtienen minimizando la energ´ıa libre total como funcio´n de dichos para´metros. Es bien
sabido que estas te´cnicas no reproducen el comportamiento de los sistemas termodina´mi-
cos cuantitativamente, pero suponen una primera herramienta para explorar algunas de las
propiedades ma´s fundamentales. El hecho de que estas te´cnicas variacionales hayan sido
aplicadas con e´xito a la transicio´n de rugosidad traslacional en el modelo sG [193, 192] y de
prerrugosidad en otros modelos [228], nos ha llevado a utilizarlas para el estudio del modelo
(5.3).
Otro tipo de te´cnicas anal´ıticas son las basadas en el Grupo de Renormalizacio´n (GR).
En este caso, la resumacio´n de las series perturbativas utilizando algu´n tipo de suposicio´n
(normalmente que la longitud de correlacio´n es infinita) nos permite conocer los llamados
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puntos fijos del GR, que son conjuntos de para´metros de nuestro sistema para los cuales
el sistema se encuentra en un punto cr´ıtico con invariancia de escala. Estas te´cnicas son
tambie´n aproximadas, aunque se tiene una mayor control sobre el tipo de aproximaciones
lo que permite conocer el grado de precisio´n de los resultados.
6.2. Te´cnicas variacionales
La te´cnica variacional consiste en buscar un hamiltoniano H∗ que refleje en su forma
funcional con la mayor precisio´n posible co´mo es la superficie en equilibrio. Es decir, inten-
tar aproximar el hamiltoniano H por otro de la forma ma´s exacta posible. De este modo,
la energ´ıa libre del sistema se puede acotar superiormente mediante la desigualdad de Bo-
goliubov [192]
F ≤ FV = F∗ + 〈H −H∗〉H∗ , (6.1)
donde 〈· · · 〉H∗ significa promedio respecto a la distribucio´n de probabilidad e−H∗/T , y F∗
es la energ´ıa libre del hamiltoniano H∗. Para que esta aproximacio´n sea u´til, se elige un
hamiltonianoH∗ cuyas propiedades sean conocidas, a ser posible, anal´ıticamente. La manera
usual de hacerlo es suponer que es un hamiltoniano gaussiano cuya forma funcional exacta no
se conoce (normalmente sera´ funcio´n de varios para´metros). Minimizando la cota a la energ´ıa
libre FV respecto a dicha forma funcional, determinamos completamente el hamiltonianoH∗
y, por tanto, tenemos una aproximacio´n a las propiedades de nuestro sistema. Supongamos,
por tanto, que el hamiltoniano que utilizamos para aproximar nuestro sistema se puede
escribir como
H∗ = kBT
2
∫
dqS−1(q‖)h(q‖)h(−q‖), (6.2)
donde S(q‖) = 〈hˆ(q‖)hˆ∗(q‖)〉 es el factor de estructura. Introduciendo (6.2) en la expresio´n
de FV y utilizando (6.1) y (6.2) obtenemos
FV = cte.− kBT
8pi2
∫
dq‖ lnS(q‖) +
kBT
8pi2
∫
dq‖κS
−1
0 (q‖)S(q‖)− V0e−2pi
2g0 , (6.3)
donde S0(q‖) = T/(κq
4
‖ ) es el factor de estructura del hamiltoniano libre, H0 = H(V = 0),
y donde g0 es
g0 =
1
4pi2a2⊥
∫
dq‖S(q‖). (6.4)
Minimizando FV respecto a la forma funcional de S(q‖) obtenemos la ecuacio´n:
S−1(q‖) = S
−1
0 (q‖) +
4pi2V0
kBTa2⊥
e−2pi
2g0 . (6.5)
De esta ecuacio´n podemos obtener la forma funcional de S(q‖). Dado que el segundo te´rmino
de la ecuacio´n (6.5) es independiente de q‖ y que el primero es proporcional a q
4
‖ , podemos
reescribir (6.5) de la forma
S(q‖) =
kBT
κ(q4 + ξ−4)
, (6.6)
donde ξ es la longitud de correlacio´n. Como g0 depende de S(q‖), la ecuacio´n (6.5) permite
calcular ξ de forma autoconsistente
κξ−4 = 4pi2V0a
−2
⊥ e
−2pi2g0. (6.7)
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Suponiendo que nuestro sistema tiene taman˜o lateral L con espaciado de red a‖, podemos
evaluar g0 con el resultado
g0 =
kBTξ
2
4pia2⊥κ
[
tan−1
(
piξ
a‖
)2
− tan−1
(
2piξ
L
)2]
, (6.8)
expresio´n que podemos reescribir como
γ2 ln
(
κa2⊥
4pi2V0
)
− 4γ2 ln γ = −pikBT
2κa2⊥
[
tan−1
(
pi
a‖γ
)2
− tan−1
(
2pi
Lγ
)2]
, (6.9)
donde γ = ξ−1. Existen tres soluciones de la ecuacio´n anterior, que denotaremos ξ0 = ∞,
ξ1 y ξ2. Las dos u´ltimas, que son finitas, existen so´lo para T < T1 ≈ 2,25. La longitud de
correlacio´n f´ısica para cada temperatura es aquella solucio´n de (6.9) que minimiza FV . En
la figura 6.1 hemos representado la diferencia de energ´ıa libre ∆FV (ξi) = FV (ξi)− FV (ξ0)
para las dos ra´ıces finitas ξi, i = 1, 2. Observamos que para T < TR ≈ 1,44 la longitud de
correlacio´n f´ısica es ξ2 ≤ ∞. Por encima de dicha temperatura el sistema tiene longitud de
correlacio´n infinita.
El argumento variacional predice pues una transicio´n de rugosidad para TR ≈ 1,44. Sin
embargo, no es capaz de determinar el orden de la transicio´n ni los exponentes cr´ıticos. Dado
que cuando T ≥ TR la longitud de correlacio´n diverge, de (6.6) tenemos que S(q‖) = S0(q‖)
y tanto la rugosidad como la pendiente total divergen. Por ello podemos decir que TR
marca el punto donde se producen la transicio´n de rugosidad traslacional y la orientacional.
Para conocer los exponentes cr´ıticos de la transicio´n deber´ıamos conocer co´mo diverge la
longitud de correlacio´n a medida que TR − T → 0. Sin embargo, se obtiene que la longitud
de correlacio´n es infinita para T ≥ TR y es finita para T < TR, siendo los l´ımites por la
derecha y por la izquierda de TR diferentes. El hecho de que la energ´ıa libre sea continua
en TR nos puede hacer pensar que la transicio´n es continua, aunque no es posible calcular
su orden ya que la longitud de correlacio´n no es anal´ıtica en TR.
La te´cnica variacional que hemos visto puede tambie´n entenderse como la aproximacio´n
gaussiana a nuestro problema. En esta aproximacio´n se supone que la distribucio´n de alturas
h(r , t) es gaussiana. Como veremos ahora, esta interpretacio´n permite una generalizacio´n
de la te´cnica variacional a situaciones de no equilibrio (F 6= 0), recupera´ndose los resultados
anteriores en el caso de que F = 0. As´ı, si suponemos una distribucio´n de alturas gaussiana,
todos los momentos centrados son distintos de cero salvo los dos primeros. Utilizando la
fo´rmula de Itoˆ 2.65 y a partir de la ecuacio´n de Langevin para el modelo xMBE (5.3), las
ecuaciones que verifican esos primeros momentos son:
∂〈h〉
∂t
= F − 2piV0
a⊥
〈sin
(
2pih
a⊥
)
〉, (6.10)
∂S(q‖, t)
∂t
= −2kBTS(q‖, t)
[
S−10 (q‖)− S−1(q‖, t) +
4pi2V0
a2⊥kBT
〈
cos
(
2pih
a⊥
)〉]
,(6.11)
donde ahora S(q‖, t) = 〈hˆ(q‖, t)hˆ(−q‖, t)〉. Utilizando que para una variable aleatoria gaus-
siana x 〈ex〉 = e〈x〉+〈(x−〈x〉)2〉/2, podemos evaluar los promedios del seno y del coseno con el
6.2 Te´cnicas variacionales 83
0 1 2
-1
0
1
TR ~ 1.44
  ∆F(ξ1)
  ∆F(ξ2)
∆F
T
Figura 6.1: Variacio´n con la temperatura de la diferencia de energ´ıa libre variacional entre
las diferentes soluciones de la ecuacio´n (6.9). Para T > T1 ' 2,25, las dos ra´ıces finitas
desaparecen.
resultado 〈
sin
(
2pih
a⊥
)〉
= e−2pi
2g0 sin
(
2pi〈h〉
a⊥
)
, (6.12)〈
cos
(
2pih
a⊥
)〉
= e−2pi
2g0 cos
(
2pi〈h〉
a⊥
)
, (6.13)
donde
g0 =
1
4pi2a2⊥
∫
dq‖S(q‖, t). (6.14)
En el caso en el que F = 0 tenemos que 〈h〉 = 0, con lo que (6.11) tiene una solucio´n
estacionaria que coincide con la ecuacio´n (6.5), y se recupera el ana´lisis anterior para el
equilibrio. En el caso de que F 6= 0, las soluciones de las ecuaciones (6.10) y (6.11) oscilan
en el tiempo. Como nuestro mayor intere´s se centra en conocer los efectos del flujo en la
transicio´n de rugosidad, podemos ignorar este efecto y suponer que S(q‖, t) toma el valor
en equilibrio dado por (6.5) siendo ξ la longitud de correlacio´n que minimiza FV para cada
temperatura. Esta suposicio´n es va´lida para T > TR ya que entonces ξ → ∞, siendo tan
so´lo una aproximacio´n para temperaturas menores que TR. Substituyendo S(q‖, t) de (6.5)
en la ecuacio´n (6.10) obtenemos
∂〈h〉
∂t
= F − 2piV0
a⊥
e−2pi
2g0 sin
(
2pi〈h〉
a⊥
)
, (6.15)
donde g0 viene dado por (6.8). Esta ecuacio´n supone que 〈h〉 aumenta con el tiempo siempre
que F > Fth = 2piV0/a⊥e
−2pi2g0. Por encima de dicho flujo, 〈h〉 oscila con un periodo
P = (F 2 − F 2th)−1/2, (6.16)
mientras que para F < Fth la altura media tiende a un valor constante. Al igual que
hicimos en el cap´ıtulo 5, para distinguir entre los reg´ımenes F < Fth y F > Fth utilizamos
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Figura 6.2: Dependencia de la movilidad en funcio´n de la temperatura para diversos flujos.
En cada caso, la movilidad so´lo es distinta de cero cuando F > FC .
la movilidad µ. De (6.15) tenemos que µ = 0 si F ≤ Fth y que si F > Fth entonces
µ =
1
F
∂〈h〉
∂t
=
(
1− F
2
th
F 2
)1/2
. (6.17)
En la figura 6.2 hemos representado la movilidad en funcio´n de la temperatura para varios
F por debajo y por encima de Fth. La transicio´n entre la fase de bajas temperaturas (µ 6= 1)
y la de altas temperaturas (µ = 1) no es suave, debido a que la longitud de correlacio´n no
es una funcio´n continua de la temperatura en T = TR.
Para resumir, las te´cnicas autoconsistentes que hemos utilizado sugieren que el diagrama
de fases que obtuvimos a ra´ız de las simulaciones nume´ricas es cualitativamente correcto:
hay una transicio´n de rugosidad en equilibrio a temperatura TR ' 1,44 en la que tanto la
rugosidad como la pendiente total divergen y que esta´ cerca de TR ' 1,025 ± 0,025 que
es la temperatura de rugosidad obtenida en el cap´ıtulo 5 mediante simulaciones nume´ricas
del modelo xMBE. Tambie´n vemos que fuera del equilibrio la superficie crece cuando F
esta´ por encima de un valor umbral Fth que depende de la temperatura, al igual que en
nuestras simulaciones del modelo (5.3).
Sin embargo, dichas aproximaciones no dan una descripcio´n cuantitativamente correcta
de la transicio´n. En primer lugar la temperatura de rugosidad obtenida en este cap´ıtulo
difiere respecto a la obtenida nume´ricamente en el cap´ıtulo 5. Del mismo modo, la transicio´n
tiene lugar en un mismo punto para las pendientes y para las alturas, lo que no nos permite
una comparacio´n o prediccio´n de la posible segunda transicio´n en el modelo xMBE. Por
u´ltimo, la gra´fica 6.2 no es completamente ide´ntica al panel (a) de la figura 5.7. Como vemos
en esta u´ltima, la movilidad var´ıa de forma continua al contrario que en el ca´lculo variacional
donde, debido a que la ξ−1 no var´ıa de manera continua al pasar por TR. De esta manera,
debemos interpretar los resultados anteriores como indicadores de que la f´ısica del sistema
es diferente para temperaturas por debajo y por encima de TR, aunque no nos permitan
describir de forma exacta el comportamiento de las superficies cerca de la temperatura de
rugosidad.
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6.3. Grupo de renormalizacio´n
El grupo de renormalizacio´n (GR) es una te´cnica utilizada para obtener el comporta-
miento a grandes escalas del sistema para sistemas que presentan invariancia de escala. Al
igual que las te´cnicas autoconsistentes su aplicabilidad esta´ restringida por las aproxima-
ciones utilizadas. Si inicialmente la superficie puede caracterizarse por un cierto nu´mero
de para´metros (tensio´n superficial, curvatura, temperatura, etc.) la te´cnica del GR se ba-
sa en la sucesiva eliminacio´n de las fluctuaciones de momentos ma´s altos, tras la cual la
superficie se puede caracterizar por los mismos para´metros (aunque modificados) u otros
nuevos. Normalmente dicha eliminacio´n se produce utilizando desarrollos perturbativas en
los para´metros de las no-linealidades. Aunque el grupo de renormalizacio´n nacio´ en la teor´ıa
cua´ntica de campos, su aplicacio´n a problemas de f´ısica estad´ıstica se debe a Wilson, donde
ha sido utilizado con e´xito en multitud de problemas.
Inicialmente el GR fue desarrollado para estudiar sistemas en equilibrio cerca de transi-
ciones de fase de segundo orden[153]. Ma´s tarde fue generalizado para estudiar la dina´mica
de estos sistemas en el l´ımite hidrodina´mico [95] y despue´s para sistemas fuera del equilibrio
para los que no existe un hamiltoniano, aunque estacionarios [67, 116], siempre que e´stos
este´n descritos por una ecuacio´n de Langevin. Por tanto, el GR puede aplicarse en principio
a sistemas descritos por una ecuacio´n de Langevin del tipo
∂h
∂t
= Lh+ V0N [h] + ξ, (6.18)
donde L es un operador espacial lineal y N es un te´rmino no lineal. Transformando Fourier
la ecuacio´n anterior, obtenemos su solucio´n de manera impl´ıcita
hˆ(k , ω) = G0(k , ω)ξˆ(k , ω) + V0Nˆ [hˆ(k , ω)], (6.19)
donde hˆ(k , ω) es la transformada de Fourier espacial y temporal de h(r , t), 2pi
L
< k < Λ =
2pi
a‖
son los modos espaciales G0 es el propagador libre obtenido a partir de L y L es el
taman˜o del sistema. En el caso del modelo xMBE tenemos que G0(k , ω) = (κk
4 + iω)−1
y N [h] = sin 2pih
a⊥
. La ecuacio´n anterior puede ser resuelta de manera iterativa, con lo que
hˆ(k , ω) puede expresarse como una serie de potencias de V0. Si la ecuacio´n para V0 = 0
esta´ bien definida, uno espera que dicho desarrollo nos ayude a extraer informacio´n de co´mo
escala h(r , t). Sin embargo, las series obtenidas suelen ser asinto´ticas y divergentes, por lo
que necesitamos otra manera de extraer informacio´n de la ecuacio´n (6.19).
Las transformaciones del GR son exactamente lo que necesitamos y constan de dos
procesos:
En el primero, dado que en el punto (o puntos) cr´ıticos el escalado de la ecuacio´n viene
determinado por los modos de Fourier ma´s bajos, integramos parte de los grados de
libertad correspondientes a los modos de Fourier ma´s altos en un intervalo infinitesimal
Λ e−ε < k < Λ. Este proceso se denomina promedio sobre grano grueso (coarse-
graining). En este proceso, y debido a las no-linealidades, pueden aparecer te´rminos
de mayor o igual relevancia que los considerados inicialmente. Por ello, la ecuacio´n
inicial ha de escogerse de manera “correcta” en el sentido de que incluya todos los
te´rminos relevantes bajo el flujo de renormalizacio´n1.
1Por te´rmino relevante bajo el flujo de renormalizacio´n entendermos aquel operador cuyo coeficiente no tienda a
cero a medida que realizamos las transformaciones.
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En el segundo, reescalamos las variables dependientes e independientes de manera que
Λe−ε → Λ y por tanto recuperamos el sistema inicial. Para un sistema con invariancia
de escala, la ecuacio´n resultante tendra´ la misma forma que la inicial (6.18), pero con
unos para´metros distintos.
Estas dos transformaciones pueden iterarse considerando en cada paso un ε infinitesimal,
de manera que dan lugar a las ecuaciones diferenciales para los para´metros de la ecuacio´n
que definen el llamado flujo de renormalizacio´n. Bajo ese flujo, los para´metros pueden ir a
cero (y por tanto el te´rmino correspondiente en (6.18) es irrelevante) o no. Los puntos fijos
del GR son los puntos cr´ıticos del sistema, ya que en ellos las transformaciones anteriores
no tienen ningu´n efecto. La manera de obtener estas ecuaciones diferenciales sera´ discutida
con ma´s detalle en las siguientes secciones.
El ca´lculo de las ecuaciones de flujo suele requerir uno o ma´s te´rminos de la serie per-
turbativa en V0. A medida que tomamos ma´s te´rminos el ca´lculo se hace ma´s complicado.
Sin embargo, la situacio´n puede ser intratable si la ecuacio´n de partida contiene infinitos
te´rminos no lineales relevantes, como en el caso del seno. El esquema que permite tratar con
estos infinitos te´rminos de una manera ma´s fa´cil se debe a Nozie`res y Gallet (NG) [173], fue
propuesto inicialmente para estudiar el comportamiento cr´ıtico de la ecuacio´n de sG [Ec.
(5.5)], y va a ser el que utilizemos para nuestro modelo xMBE. El esquema original de NG
incluye una versio´n esta´tica y una dina´mica. La versio´n esta´tica tiene algunos problemas
derivados de las suposiciones utilizadas. En particular las integrales obtenidas en el grupo
de renormalizacio´n divergen para ciertos valores de los para´metros. En el ape´ndice D puede
verse co´mo en el caso del modelo xMBE, el esquema esta´tico tambie´n tiene esos problemas
y por tanto utilizaremos el esquema dina´mico, aunque so´lo lo aplicaremos al problema de
equilibrio. En e´ste partimos de la ecuacio´n de nuestro modelo:
µ−1
∂h
∂t
= −κ∇2[∇2h(r , t)] + 2piV
a⊥
sin
(
2pih
a⊥
)
+ (2Dµ−1)1/2η(r , t), (6.20)
donde hemos introducido la movilidad µ expl´ıcitamente y D es otro para´metro que vale
D = kBT . Como se puede ver en el ape´ndice D, despue´s del coarse-graining y a segundo
orden de perturbaciones en V vemos que aparece un te´rmino laplaciano en las ecuaciones
de flujo y por tanto una tensio´n superficial efectiva no nula. Dado que este te´rmino es
relevante frente a κ∇2[∇2h(r , t)], debemos modificar nuestra ecuacio´n de Langevin de
partida y considerar
µ−1
∂h
∂t
= ν∇2h(r , t)− κ∇2[∇2h(r , t)] + 2piV
a⊥
sin
2pih(r , t)
a⊥
+ (2Dµ−1)1/2η(r , t). (6.21)
Este modelo es ma´s general que el inicialmente planteado, el de xMBE. En particular
contiene el caso del modelo de sG, que es aque´l cuyas condiciones iniciales para el flujo de
renormalizacio´n son ν 6= 0, κ = 0 y V 6= 0, mientras que ν = 0, κ 6= 0, V 6= 0 son las
condiciones iniciales para el flujo de xMBE. Por u´ltimo, recordemos que en el caso lineal
de la ecuacio´n (6.21), es decir, cuando V = 0, las propiedades asinto´ticas de la superficie
vienen determinadas por la tensio´n superficial siempre que L > L× = (κ/ν)
1/2.
Para estudiar el flujo, introducimos las siguientes variables adimensionales:
x =
2a2⊥
piT
(ν + κΛ2), y =
4piV
TΛ2
, K =
κa2⊥Λ
2
piT
, (6.22)
donde Λ = 2pi/a‖ es el cut-off superior en momentos. Las ecuaciones de flujo despue´s del
coarse-graining y el reescalado de la ecuacio´n (6.21) (cuya derivacio´n podemos encontrar en
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el ape´ndice D) quedan, hasta orden V 2
dx
dl
= −4K + 2y
2
x2
[
B˜(2)(x,K)− 1
16
B˜(4)(x,K)
]
, (6.23)
dy
dl
= 2y
(
1− 1
x
)
, (6.24)
dK
dl
= −2K − 1
16
y2
x2
B˜(4)(x,K), (6.25)
donde hemos supuesto que el sistema verifica hiperescalado (es decir que z− 2α = d = 2) y
B˜(n)(x,K) =
x
4
∫ ∞
0
dρ˜ ρ˜n+1J0(ρ˜)
[
e−2φ˜(ρ˜,0,x,K) −
∫ ∞
0
dτe−τe−2φ˜(ρ˜,τ,x,K))
]
(6.26)
con
φ˜(ρ˜, τ, x,K) =
∫ 1
a‖/L
k˜dk˜
1− J0(k˜ρ˜)e− 2τx [(x/2−K)k˜2+Kk˜4]
(x/2−K)k˜2 +Kk˜4 , (6.27)
donde L es el taman˜o del sistema.
Adema´s de estas ecuaciones para los para´metros del potencial, la difusio´n y la tensio´n
superficial, tenemos que el espaciado vertical var´ıa como
da⊥
dl
= −αa⊥. (6.28)
Las ecuaciones anteriores deben integrarse hasta un tamano´ el ' L con las condiciones
iniciales ν(0), κ(0), V (0), que son los para´metros que aparecen en la ecuacio´n (6.21). En
estas variables adimensionales, la tensio´n superficial es proporcional a x−2K. Mientras que
la integral B˜(2)(x,K) converge para cualquier valor de x y K, B˜(4)(x, x/2) no esta´ definida
para x > 1, ya que el integrando oscila. Por u´ltimo se tiene que si x = 2K entonces
φ˜ ∼ lnL/a‖.
Las ecuaciones anteriores tienen una l´ınea de puntos fijos en la que (x, y,K) = (x, 0, 0),
que se corresponden con aquellos valores de los para´metros iniciales para los que la superficie
es invariante (al menos hasta orden V 2). En ese caso ν ∼ x− 2K 6= 0 y κ = 0 por lo que el
escalado de la ecuacio´n es el mismo que el de EW. En esta l´ınea hay dos puntos importantes
1. En primer lugar tenemos el punto (0, 0, 0). Para que las condiciones iniciales sean e´stas
necesariamente tenemos que tomar ν(0) = κ(0) = V (0) = 0, es decir un crecimiento
aleatorio.
2. Por otro lado, tenemos el punto (1, 0, 0). Este punto es importante pues marca el valor
de x para el que el flujo de y es inestable (x > 1) o estable (x < 1) frente a pequen˜as
perturbaciones alrededor de y = 0 [ve´ase ecuacio´n (6.24)]. Este punto es el mismo que
el del modelo de sG y determina la temperatura de transicio´n mediante la igualdad
x = 1, es decir, T sGR = 2a
2
⊥ν/pi.
Con estos datos, nuestro objetivo en esta seccio´n es calcular a cua´l de los puntos fijos de
la recta (x, 0, 0) tiende el modelo (6.21). En otras palabras, para unas condiciones iniciales
cualesquiera x(0), y(0), K(0), cua´l es el comportamiento asinto´tico a grandes escalas de la
ecuacio´n (6.21). Estudiaremos dos tipos de condiciones iniciales: el primero de ellas sera´ el
modelo xMBE, en el que ν(0) = 0 o, equivalentemente, x(0) = 2K(0) e y 6= 0. El segundo
tipo es cuando ν(0), κ(0) 6= 0 lo que nos permitira´ estudiar el efecto de una pequen˜a difusio´n
superficial sobre la transicio´n de Kosterlitz-Thouless en el modelo de sG.
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Modelo xMBE
Para el modelo xMBE, las condiciones iniciales son x(0) = 2K(0), y(0) 6= 0. En ese
plano, debido a que φ ∼ ln a‖/L, las integrales B˜(n)(x,K) se anulan para cualquier l en el
l´ımite L→∞. En ese caso x− 2K es una constante bajo el flujo de renormalizacio´n. Esto
permite resolver las ecuaciones de flujo para obtener
K(l) = K(0)e−2l, x(l) = 2K(l), y(l) = y(0) exp
(
l − 1
4K(0)
[e2l − 1]
)
. (6.29)
En el l´ımite l → ∞ tenemos que K(l), x(l), y(l) → 0 para cualquier K(0) y V (0), aunque
x(l)/K(l) = 2 y x(l)− 2K(l) = 0 ∀l. Por tanto para cualquier condicio´n inicial en el plano
x = 2K el sistema tiende al punto (0, 0, 0). Sin embargo, esto no quiere decir que el sistema se
comporte asinto´ticamente como un mero crecimiento aleatorio, ya que las ecuaciones (6.29)
cuando l  1 son compatibles con κ 6= 0, ν = 0 y α = 1, es decir, a⊥(l) = a⊥(0)e−l. Por
tanto, cuando l  1 el sistema escala asinto´ticamente como LMBE independientemente de
nuestras condiciones iniciales (en particular de la temperatura). La principal consecuencia
de esto es que si L → ∞ el sistema es siempre rugoso a grandes escalas para cualquier
temperatura y no existe una transicio´n de rugosidad traslacional.
Sin embargo, existen ciertos hechos que nos hacen esperar que el movimiento para un
sistema finito (L <∞) vaya a tener lugar tambie´n fuera del plano:
El plano x = 2K es inestable frente a pequen˜as perturbaciones τ = x− 2K 6= 0. Para
ello observamos que
dτ
dl
=
2y2
x2
B˜(2)(x,K), (6.30)
donde la integral B˜(2)(x,K) es positiva si τ 6= 0.
Por u´ltimo, B˜(n)(x, x/2) 6= 0 para cualquier L < ∞. Este hecho esta´ relacionado
con que la teor´ıa libre de nuestro modelo xMBE esta´ mal definida, ya que cuando τ
es pequen˜o, φ˜(ρ˜) ' C(ρ˜), donde C(r) es la funcio´n de correlacio´n altura-altura del
modelo libre LMBE. Como podemos ver en el ape´ndice A las funciones de correlacio´n
altura-altura esta´n definidas para cualquier L y van como C(r) ∼ r2 ln(L/r). Sin
embargo, en el l´ımite L → ∞, C(r) → ∞ para cualquier r y por tanto φ˜(ρ˜) → ∞
independientemente de ρ˜.
Por todo ello podemos esperar que, en el caso de un sistema finito, que el flujo del grupo
de renormalizacio´n no quedara´ restringido al plano x 6= 2K y saldra´ de e´l. Esto significa
que se genera una tensio´n superficial finita en nuestro sistema. En ese caso x > 2K y, como
vemos en la figura 6.3, el flujo se separa del plano x = 2K y tiende a alguno de los puntos
de la recta (x, 0, 0).
En la figura 6.4 hemos representado los tres comportamientos que se pueden observan
para las ecuaciones de flujo de un sistema con taman˜o L = 1024.
1. Cuando la temperatura es suficientemente grande, x,K, y  1 y, aunque el siste-
ma tiende a separarse del plano con una velocidad proporcional a y2/x2B(2,0)(x,K)
[ve´ase ecuacio´n (6.30)], esta separacio´n es muy pequen˜a, de manera que L× = [κ(l →
L)/ν(l → L)]1/2  L. Dado que ν ∼ x − 2K es muy pequen˜o, el movimiento se
produce casi en el plano y el sistema tiende al punto (0,0,0) de la forma que predice la
teor´ıa lineal LMBE. Este comportamiento corresponde a la trayectoria 1 en la figura
6.4.
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Figura 6.3: Diagrama de fases de nuestro flujo de renormalizacio´n (6.23)-(6.25) para taman˜o
L → ∞. El plano corresponde a la ecuacio´n x = 2K y las curvas son los flujos calculados
nume´ricamente para dos casos: (1) x = 2K y (2) x > 2K. Los c´ırculos marcan el punto fijo
x = K = y = 0 y el punto x = 1, K = y = 0.
2. Para valores intermedios de x,K e y, y2/x2B(2,0)(x,K) es mayor y tambie´n el valor de ν
que obtenemos asinto´ticamente. En ese caso el sistema tiende a la l´ınea de puntos fijos
(x, 0, 0) con x 6= 0 y por tanto escala como la ecuacio´n de EW. Este comportamiento
corresponde a la trayectoria 2 en la figura 6.4.
3. Para valores superiores de x,K e y la separacio´n es muy grande y dado que K → 0
el sistema cae al plano x, y con x > 1; por tanto, y crece indefinidamente, por lo que
nos encontramos con una fase de bajas temperaturas en la que el potencial domina y
la superficie es plana. Este comportamiento corresponde a la trayectoria 3 en la figura
6.4.
Tanto la fase de baja como la de alta temperatura coinciden con las simulaciones nume´ri-
cas del cap´ıtulo anterior. La fase de temperaturas intermedias tiene las mismas propiedades
que la fase hexa´tica sugerida por comparacio´n con los modelos de fusio´n. Sin embargo,
para comparar los resultados del flujo de renormalizacio´n con las simulaciones del cap´ıtulo
(4) tendr´ıamos que tomar como condiciones iniciales a‖ = a⊥ = V = κ = 1 con lo que
x(0) = 8pi/T y V (0) = 1/piT . Dado que x > 1 para las temperaturas donde se produce la
transicio´n nume´ricamente, y que K → 0 ra´pidamente, el flujo nos lleva a una zona [la recta
(x, 0, 0)] donde las integrales no convergen y por tanto no es posible el estudio mediante el
grupo de renormalizacio´n del modelo xMBE para estos valores de los para´metros.
En el caso de que las condiciones iniciales hagan que x, y,K ' 1 s´ı es posible aplicar las
ecuaciones del grupo de renormalizacio´n, que es el caso que hemos representado en la figura
6.4. En este caso, y ana´logamente a sG, se puede definir una temperatura de transicio´n
determinada por la separatriz entre los comportamientos (2) y (3) que vimos antes. Cerca
del punto (1, 0, 0) esa separatriz es de manera aproximada, como en el caso de sG, el punto
x = 1, lo que significa que la temperatura de la transicio´n es TR = 8a
2
⊥κpi. Ma´s dif´ıcil
es poder determinar para que´ valores de la temperatura el sistema pasa de estar descrito
a grandes escalas por una difusio´n superficial en vez de una tensio´n superficial, ya que el
cambio es continuo.
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Figura 6.4: Trayectorias del flujo de renormalizacio´n para el modelo xMBE y para taman˜o
L = 1024 obtenidas mediante integracio´n nume´rica de las ecuaciones (6.23)-(6.25). Las tra-
yectorias corresponden a los tres tipos de comportamientos en funcio´n de la temperatura: (1)
fase de alta temperatura y w2 ∼ L2, (2) fase de temperaturas intermedias y w2 ∼ L2 y (3)
fase de bajas temperaturas y w2 ' 0.
En resumen, y siempre que el sistema sea finito, existe una temperatura de transicio´n
de rugosidad. Cuando las condiciones iniciales de nuestro flujo esta´n cerca del punto x =
1 tenemos que TR = 8a
2
⊥κpi. Debido a que las simulaciones realizadas en el cap´ıtulo 5
tienen como condicio´n inicial x = 8pi/T ' 25, y a que para valores tan grandes de los
para´metros el flujo de renormalizacio´n (6.23)-(6.25) no sea va´lido, no podemos comparar
cuantitativamente los resultados aqu´ı presentados con estas simulaciones. Sin embargo,
dentro de las aproximaciones realizadas, el acuerdo es cualitativo.
Modelo sG con difusio´n superficial
En segundo lugar, estudiamos el modelo de sG cuando existe una pequen˜a difusio´n
superficial κ 6= 0. Las ecuaciones (6.23)-(6.24) son el siguiente orden de aproximacio´n de
las obtenidas por Nozie`res y Gallet [173] en el sentido de que incluyen la posibilidad de
que se genere una difusio´n superficial. En particular, si suponemos que κ(l) = 0, α = 0 y
B˜(4)(x,K) = 0 para todo l, recuperamos las ecuaciones para el flujo de sG derivadas por
Nozie`res y Gallet y ecuaciones del flujo de sG puro. En la figura 6.5 hemos representado la
proyeccio´n sobre el plano x, y del flujo total para varios valores de κ(0). Cuando κ(0) = 0
el flujo es muy parecido al de sG puro, ya que la difusio´n superficial que se genera es
pra´cticamente nula. Para temperaturas altas x 1, el flujo tiende hacia el eje y = 0 y por
tanto el sistema se comporta como la teor´ıa libre de EW, mientras que para temperaturas
altas y →∞ y el potencial domina, obtenie´ndose una fase plana. Integrando las ecuaciones
del flujo, existe una separatriz que separa el comportamiento del flujo dependiendo de
la condicio´n inicial. Integrando nume´ricamente las ecuaciones de flujo (6.23)-(6.25) para
L→∞ podemos calcular que la condicio´n inicial que divide estas dos zonas es xR = 0,87,
es decir T sGR ' 0,725±0,05 cuando V0 = 1, a⊥ = 1, ν = 1, que coincide con el valor obtenido
integrando las ecuaciones del modelo de sG puro [174]. Este valor lo debemos comparar con
la prediccio´n anal´ıtica cuando la condicio´n inicial esta´ pro´xima al punto fijo (1, 0, 0) que es
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el resultado cla´sico xR = 1, es decir T
sG
R = 2/pi ' 0,64.
Como vemos en la figura 6.5 el efecto de una pequen˜a tensio´n superficial (κ 6= 0) es
el de retrasar la transicio´n, que se produce para una temperatura TR(κ) > T
sG
R . Esto se
debe a que, como vimos antes, cuando ν, κ 6= 0 existe un taman˜o L× a partir de cual
domina el laplaciano y el sistema a grandes escalas viene determinado u´nicamente por la
tensio´n superficial. De este modo, el flujo de renormalizacio´n para l pequen˜o esta´ dominado
por κ. Una vez que b = el ' L×, κ es renormalizado a cero y el flujo cae al plano (x, y)
con un valor de la tensio´n superficial ν que es distinto de la condicio´n inicial. A partir de
ese instante, el flujo de renormalizacio´n es de manera efectiva el de sG. Como vemos en
la figura 6.5, el valor para el que se produce la transicio´n es siempre mayor que cuando
no hay inicialmente difusio´n superficial. Para comprobar este resultado hemos realizado
simulaciones de la ecuacio´n (6.21) para diferentes taman˜os, que hemos resumido en la figura
(6.5) [panel (d)]. En esta figura hemos representado el calor espec´ıfico para el modelo sG
(obse´rvese que el pico no escala con el taman˜o del sistema) y para el modelo (6.21) con ν = 1
y κ = 0,5, observando co´mo la transicio´n se desplaza a temperaturas mayores que la de sG.
Integrando el flujo del grupo de renormalizacio´n (6.23)-(6.25) para L→∞, obtenemos que
T sGR (κ = 0,5) ' 1,35± 0,05. Obse´rvese que, como sucede en el caso de sG puro, el pico del
calor espec´ıfico tiene lugar para una temperatura menor que la de rugosidad [219, 220]. En
resumen, en presencia de una pequen˜a difusio´n superficial, la transicio´n de rugosidad en el
modelo sG se retrasa respecto a la obtenida cuando no existe dicho proceso de relajacio´n.
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Figura 6.5: Paneles (a)-(c): Proyeccio´n del flujo [(6.23)-(6.25), L → ∞] del grupo de
renormalizacio´n para el modelo (6.21) sobre el plano (x, y) para ν = V0 = a⊥ = 1 y (a)
κ = 0, (b) κ = 10−2 y (c) κ = 10−1. En todos los casos la l´ınea a trazos es la recta de
condiciones iniciales y la de puntos es la separatriz obtenida mediante el flujo de sG puro
cerca de x = 1 por Nozie`res y Gallet [174]. Las l´ıneas continuas corresponden a temperaturas
T = 0,5, 0,6, . . . , 1 de izquierda a derecha en los paneles (a) y (b) y de arriba a abajo en
el panel (c). Panel (d): Calor espec´ıfico para el modelo sG (curvas de la izquierda) y para
el modelo (6.21) con ν = 1 y κ = 0,5 (curvas de la derecha) para diferentes taman˜os de la
superficie.
Cap´ıtulo 7
Oscilaciones RHEED
Utilizando un modelo continuo explicamos algunos de los patrones temporales observados mediante la
te´cnica RHEED en MBE y los caracterizamos usando diferentes modelos de crecimiento.
7.1. Introduccio´n
En el cap´ıtulo (5.3) vimos que existe una zona del plano de fases del modelo xMBE en la
que la rugosidad oscila debido a que, en las primeras fases del crecimiento, la superficie crece
capa a capa (lo que denominamos modo de Stranski-Krastanov). Este modo de crecimien-
to tambie´n se observa experimentalmente como oscilaciones temporales de la intensidad
difractada en medidas de difraccio´n de electrones por la superficie mediante la te´cnica de
RHEED. El objetivo de este cap´ıtulo es relacionar las oscilaciones en la rugosidad con las de
la intensidad RHEED y caracterizar sus principales para´metros, como el per´ıodo, el tiempo
de decaimiento, etc. Nuestro estudio anal´ıtico y nume´rico del modelo xMBE se completa
estudiado otros modelos continuos, como el de sG y csG (que introduciremos despue´s) rele-
vantes para MBE. Dicho estudio es importante pues permite una comparacio´n directa con
los experimentos y discernir cua´l es el modelo que se aplica mejor en cada situacio´n experi-
mental. Evidentemente las oscilaciones dependera´n de procesos tales como la difusio´n a lo
largo de la superficie, el flujo incidente o la temperatura del sustrato. Por eso, estudiando esa
dependencia lo que pretendemos es llegar a responder a la siguiente pregunta: observando
las oscilaciones RHEED, ¿podemos ser capaces de determinar los mecanismos que tienen
lugar en el crecimiento de la superficie? As´ı, en la seccio´n siguiente repasaremos la te´cnica
experimental de RHEED. A continuacio´n describiremos las propiedades de las oscilaciones
RHEED en la seccio´n 7.3. Para estudiar dichas oscilaciones en nuestro modelo necesitare-
mos una teor´ıa que relacione la morfolog´ıa de la superficie con la intensidad reflejada, tal
y como veremos en la seccio´n 7.4. Por u´ltimo, en las seccio´n 7.5, mediante aproximaciones
anal´ıticas y nume´ricas cuantificamos los para´metros ma´s importantes de las oscilaciones
para los principales modelos continuos, incluyendo el propuesto en el cap´ıtulo 5.
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7.2. La te´cnica RHEED
Una de las te´cnicas in situ ma´s usadas para controlar los procesos de crecimiento en
MBE es la de RHEED. El sistema t´ıpico de medicio´n esta´ compuesto por un can˜o´n de
electrones, una pantalla fluorescente y un equipo de procesamiento de ima´genes. En esta
te´cnica la superficie es iluminada con un flujo de electrones de alta energ´ıa, los cuales son
focalizados para asegurar que incidan sobre la superficie de una manera homoge´nea y que
la difraccio´n de los electrones sea pequen˜a de modo que la mayor´ıa de ellos alcancen la
pantalla fluorescente. En el caso ideal el flujo de electrones consiste en part´ıculas de la
misma energ´ıa y que se propagan en la misma direccio´n. Los voltajes de aceleracio´n de los
electrones suelen ser de 10-30 keV. Esta energ´ıa tan alta es necesaria para monitorizar un
a´rea suficientemente grande de la zona de Brillouin en un a´ngulo so´lido muy pequen˜o de
la pantalla fluorescente. Tiene la ventaja adicional de disminuir el efecto sobre el haz de
electrones de los campos residuales presentes en la ca´mara MBE debidos a los servomotores,
los calentadores ele´ctricos, etc.
El flujo de electrones incide sobre la superficie bajo un a´ngulo que es t´ıpicamente de
0.5 a 2.5 grados, para que el me´todo sea sensible a la estructura de la superficie como
veremos despue´s. La intensidad difractada se convierte a luz visible mediante la pantalla
fluorescente y es almacenada en el ordenador mediante una ca´mara CCD. Mediante esta
medida podemos extraer informacio´n, por ejemplo, de la rugosidad o la distribucio´n de
escalones en la superficie. Hay que resaltar que, como dijimos en el cap´ıtulo 4, la relacio´n
entre esta medida experimental y la morfolog´ıa de la superficie no es directa, sino que
requiere una teor´ıa que explique la difraccio´n de los electrones. Normalmente dichas teor´ıas
suelen ser aproximaciones ma´s o menos va´lidas en las condiciones experimentales que nos
encontramos. A las energ´ıas que se trabaja normalmente, los efectos relativistas son so´lo de
un 3%, lo que permite un tratamiento cla´sico de la difraccio´n. En RHEED, y a energ´ıas de
20 keV, el momento de los electrones tiene un valor de q = 78,5 A˚−1, lo que supone una
longitud de penetracio´n en el material de 67 veces la constante de red en GaAs, por ejemplo.
Sin embargo, dada la geometr´ıa del sistema, la componente perpendicular a la superficie
suele tener tan so´lo cientos de eV, lo que hace que la difraccio´n observada so´lo dependa
de las primeras capas de la superficie, por lo que esta te´cnica es comparable a otras como
LEED (Low-Energy Electron Diffraction).
En el modo de crecimiento capa a capa se observa que la intensidad RHEED oscila. Este
patro´n temporal es el objeto de estudio en el presente cap´ıtulo. Sin embargo, como vimos en
el cap´ıtulo 4 la intensidad RHEED tambie´n se utiliza para medir como crece la rugosidad
en el modo de Volmer-Weber, lo que ha reactivado en cierta medida el uso de esta te´cnica.
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Desde su primera observacio´n en 1980 [88], las oscilaciones RHEED han sido estudiadas
en detalle porque dan informacio´n in-situ y en tiempo real sobre la dina´mica del crecimiento
MBE. Esto permite no so´lo que sean utilizadas como una herramienta de observacio´n, sino
tambie´n como una manera de controlar el crecimiento mediante te´cnicas como la denomi-
nada phase-locked epitaxy [28]. Las oscilaciones RHEED son utilizadas normalmente para
determinar la velocidad de crecimiento, la rugosidad de la superficie y las composicio´n de las
aleaciones, dado que esta´ bien establecido, mediante la comparacio´n con otros me´todos, que
un per´ıodo de las oscilaciones corresponde al crecimiento de una monocapa [168]. Aunque
estas oscilaciones en la intensidad difractada fueron observadas inicialmente en RHEED,
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Figura 7.1: Oscilaciones RHEED t´ıpicas para el crecimiento GaAs en GaAs (001). El a´ngulo
de incidencia es de 0.9 grados y la energ´ıa de los electrones es de 20 keV. A tiempo t = 30 s.
se ha desconectado el flujo incidente de material y por tanto el crecimiento, indicado por la
flecha. Reproducida de [26].
tambie´n lo han sido en otras te´cnicas de difraccio´n como la de scattering de a´tomos de He
[78].
Observando una medida de las oscilaciones RHEED como la de la figura 7.1, vemos que
hay varios para´metros que caracterizan dicha curva y que pueden ser extra´ıdos y analizados:
el per´ıodo de las oscilaciones, el tiempo de decaimiento y el tiempo de recuperacio´n una
vez interrumpido el crecimiento1. En muchos casos el estudio de estos para´metros permite
el ana´lisis de los mecanismos de crecimiento. Veamos cada uno de estos para´metros:
Aunque en la seccio´n 7.4 se establece una relacio´n precisa entre la intensidad RHEED
y la rugosidad del sistema, esta relacio´n era conocida desde hace bastante por los
f´ısicos experimentales que trabajaban en crecimiento capa a capa de cristales (sobre
todo de semiconductores). Si la superficie es plana, w2 = 0, con lo que la intensidad
especular tiene un ma´ximo (una vez normalizada, vale 1), mientras que cuanto mayor
sea la rugosidad, menor es la intensidad especular. En el modo de crecimiento capa a
capa (o Frank-van der Merwe), el crecimiento de la primera capa se debe a la sucesiva
nucleacio´n de islas de altura igual a una monocapa, lo que lleva a que la intensidad
decaiga hasta que se alcanza un recubrimiento de media monocapa. Las islas coalescen
y se vuelve a formar una superficie plana con lo que la intensidad especular vuelve a
tomar su valor ma´ximo. La oscilacio´n es pues debida a una transicio´n c´ıclica entre una
superficie suave y una superficie rugosa. Numerosos experimentos sobre oscilaciones
RHEED en distintos materiales como GaAs [168], AlGaAs [168], InGaAs [148], Ge
[169] o Si [196] muestran que el per´ıodo de las oscilaciones corresponde exactamente
al crecimiento de una monocapa (o bicapa en el caso heteroepitaxial).
Sin embargo, las oscilaciones presentan un decaimiento en amplitud debido a que el
crecimiento capa a capa no es perfecto: a cierta temperatura, es posible que crezcan
1Hay otros para´metros que se pueden medir, como la fase de las oscilaciones, el comportamiento antes del
crecimiento, etc. En el caso de heteroepitaxia, esas cantidades dan informacio´n, por ejemplo, de la formacio´n de
defectos en la estructura cristalina [26].
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varias capas a la vez, lo que introduce decoherencia en la intensidad difractada y lleva
por tanto a un decaimiento de la misma. Dado que la rugosidad del sistema crece con
el tiempo, esto supone un progresivo decaimiento de la sen˜al. En el l´ımite asinto´tico,
la rugosidad sera´ finita, aunque suficientemente grande como para que no se observen
las oscilaciones. Por tanto, el decaimiento de las oscilaciones es consecuencia de la
rugosidad, o dicho de otro modo, de que a medida que la muestra crece el nu´mero de
capas que crecen simulta´neamente es mayor. Este hecho ha sido confirmado tanto por
experimentos [214, 13, 115] como por simulaciones de modelos teo´ricos [112, 40, 175]
El decaimiento de las oscilaciones puede ser muy ra´pido. Sin embargo, en condiciones
t´ıpicas de crecimiento, se pueden observar del orden de 40 a 60 oscilaciones, aunque
este nu´mero suele ser uno o dos o´rdenes de magnitud menor que el espesor t´ıpico de
un cristal semiconductor. Por ello las oscilaciones RHEED no se pueden utilizar, en
general, para monitorizar la secuencia completa de crecimiento de un dispositivo.
Por u´ltimo, una vez que paramos el crecimiento la superficie se suaviza en general hasta
alcanzar el estado de equilibrio, proceso que depende de la difusio´n en la superficie y del
punto del ciclo de crecimiento en el que paramos. La difusio´n determina la velocidad
con la que cambia la sen˜al, mientras que el instante de parada nos da la rugosidad
inicial.
En otras situaciones experimentales, como el caso de superficies vecinales, el esquema
anterior es diferente. Cuando la superficie crece mediante un flujo de escalones perfecto, la
intensidad RHEED no oscila, sino que permanece constante. A medida que disminuimos la
temperatura, la difusio´n de los a´tomos es menor, con lo que se pueden formar islas encima
de los escalones. Esto da lugar a cierta rugosidad y a un decaimiento de la intensidad. El
proceso es c´ıclico, pues al seguir deposita´ndose a´tomos, se forman agregados cada vez ma´s
grandes hasta llenar el escalo´n, con lo que la intensidad vuelve a ser ma´xima [40]. As´ı pues,
mientras que a una temperatura fija una superficie singular que crezca capa a capa da lugar
a oscilaciones en la intensidad, no las observaremos si el crecimiento es debido a un flujo de
escalones en una superficie vecinal.
Como vimos antes, en una superficie singular la rugosidad determina co´mo decaen las
oscilaciones. La rugosidad en una superficie puede deberse a varias circunstancias, como la
existencia de barreras de difusio´n (barreras de Schwoebel) o las fluctuaciones en la inten-
sidad del flujo depositado o la temperatura. La primera de ellas da lugar a un crecimiento
inestable predicho por Villain [233] y su efecto sobre las oscilaciones RHEED ha sido es-
tudiado recientemente [13]. En este cap´ıtulo vamos a tratar tan so´lo el segundo grupo de
circunstancias, es decir, cuando la rugosidad es debida a fluctuaciones en el flujo o en la
temperatura del sustrato y se desarrolla de manera cine´tica. El propo´sito que nos plantea-
mos en este cap´ıtulo es intentar relacionar las principales caracter´ısticas de las oscilaciones
RHEED con los para´metros que determinan el crecimiento de la superficie. Las ventajas
de este estudio es que, desde el punto de vista experimental, las oscilaciones son fa´cilmente
reproducibles y tienen lugar al principio del crecimiento. De este modo con so´lo observar
co´mo han crecido unas cuantas monocapas del cristal podremos conocer los procesos que
tienen lugar en la superficie.
7.4. Teor´ıa cinema´tica de la difraccio´n
Para realizar este estudio, debemos establecer en primer lugar una relacio´n entre la
superficie y el patro´n de intensidad que se observa en los experimentos. Aunque ya exist´ıan
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Figura 7.2: Geometr´ıa del proceso de scattering por RHEED.
teor´ıas para interpretar las oscilaciones RHEED que tienen lugar en superficies vecinales, en
los an˜os 90 se desarrollaron otras para superficies rugosas y autosemejantes, es decir, para
aque´llas en las que la rugosidad crece de forma cine´tica. De manera rigurosa, las teor´ıas
existentes hasta esa fecha no se pod´ıan aplicar al crecimiento de superficies rugosas, ya que
una de las aproximaciones que utilizaban era el hecho de que la difraccio´n se deb´ıa a las
primeras capas de la superficie [139, 91]. Cuando la superficie es rugosa el nu´mero de capas
involucradas en el crecimiento puede ser muy grande y es de esperar que estas teor´ıas fallen.
En 1987 Sinha et al. [207] propusieron una teor´ıa capaz de tratar la difraccio´n proveniente
de una superficie rugosa autosemejante aunque infinitamente continua (es decir, cuando
a‖ = 0). Despue´s, Yang et al. [246] y Villain et al. [231] aclararon que, cuando se tiene en
cuenta el cara´cter discreto de la superficie, la teor´ıa propuesta por Sinha es tan so´lo una
aproximacio´n.
La manera de relacionar la intensidad con la morfolog´ıa de la superficie es simple. Uti-
lizando la teor´ıa del scattering en la aproximacio´n de Born, obtenemos que el factor de
estructura de la difraccio´n (que es directamente proporcional a la intensidad de la difrac-
cio´n) es [17]
S(q‖, q⊥, t) =
∫
d2r exp(iq‖ · r)Hφ(r , t), (7.1)
donde q es el vector diferencia entre la radiacio´n entrante, k0, y saliente k (ver figura 7.2)
y
Hφ(r , t) = 〈exp{iφ[h(r , t)− h(0, t)]}〉, (7.2)
siendo φ = q⊥a⊥ la condicio´n de difraccio´n. Para evaluar la funcio´n de correlacio´n Hφ, la
aproximacio´n que se hace es suponer que la distribucio´n de alturas es gaussiana. De este
modo tenemos que
Hφ(r , t) = exp
{
−1
2
[φ]2C(r , t)
}
, (7.3)
donde
C(r , t) = 〈[h(r , t)− h(r , 0)]2〉, (7.4)
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es la funcio´n de correlacio´n altura-altura, y [φ] es el valor de φ mo´dulo 2pi. Si la superficie
es autosemejante, como vimos en el cap´ıtulo 3 tenemos que
C(r , t) = 2w2(t)g
(
r
ξ(t)
)
, (7.5)
donde ξ(t) es la longitud de correlacio´n. Combinando las ecuaciones (7.5) y (7.3) con (7.1)
y desarrollando e´sta u´ltima respecto a [φ]2w2(t)[1− g(r/ξ)], obtenemos
S(q‖, q⊥, t) ∼ e−∆(t)2δ(q‖) + Sdiff(q‖, q⊥, t), (7.6)
con
Sdiff(q‖, q⊥, t) ∼ ξ2e−∆(t)2
∞∑
n=1
∆(t)n
n!
∫ ∞
0
x dx[1− g(x)]nJ0(q‖x ξ), (7.7)
y donde ∆(t) = [φ]2w2(t) y J0(x) es la funcio´n de Bessel de orden cero. Por tanto la
intensidad reflejada se puede dividir en dos partes: un pico centrado en q‖ = 0 y una
componente difusiva que es distinta de cero para q‖ 6= 0. Por u´ltimo, cuando ∆(t)  1
la intensidad difractada es u´nicamente debida a la componente difusiva, y en ese l´ımite se
obtiene que [246, 247]
S(q‖, q⊥, t) ' Sdiff(q‖, q⊥, t) ∼ ([φ]−1/α)2Fα(q‖ξ∆−1/2α), (7.8)
donde Fα(y) =
∫∞
0
xdxe−x
2α
J0(xy). De este modo, S(q‖, q⊥, t) es una funcio´n independiente
del tiempo debido a que depende tan so´lo de la funcio´n de correlacio´n altura-altura a
distancias cortas, donde se supone que la superficie es autosemejante.
Las ecuaciones (7.6) y (7.8) nos permiten conocer los exponentes α y β del crecimien-
to de una superficie cuando el modo de crecimiento es el de Volmer-Weber o cuando las
oscilaciones han desaparecido. Para conocer β, basta estudiar la intensidad difractada en
condiciones casi especulares o en fase, en las que [φ] ' 0 y por tanto ∆ 1. De este modo,
la ecuacio´n (7.6) supone
S(q‖, q⊥, t) ∝ e−[φ]2w2(t)δ(q‖), (7.9)
con lo que monitorizando el pico de la intensidad especular en funcio´n del tiempo tenemos
co´mo var´ıa w2(t). Por otro lado, en el l´ımite ∆ 1, y utilizando la ecuacio´n (7.8) tenemos
que la anchura total a media altura, σ‖, en funcio´n de [φ] verifica la ecuacio´n
σ‖ ∼ [φ]1/α, (7.10)
que puede utilizarse para calcular el exponente α y que se conoce como rocking-curve. Para
que ∆(t) 1 se suelen utilizar condiciones fuera de fase, es decir, [φ] ≥ 1 o bien esperar a
que w2(t) 1.
Como resumen, debemos recordar las aproximaciones realizadas para obtener las rela-
ciones (7.9) y (7.10): ambas son los l´ımites de la expresio´n (7.6) cuando ∆  1 y ∆  1
respectivamente y, adema´s, suponen una aproximacio´n gaussiana respecto a la distribucio´n
de alturas.
Por u´ltimo, las ecuaciones (7.1) y (7.2) proporcionan una relacio´n entre la morfolog´ıa
de la superficie y la intensidad reflejada en los experimentos, que es la que vamos a utilizar
para estudiar las oscilaciones RHEED en nuestro modelo.
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7.5. Estudio de las oscilaciones en modelos continuos
Ba´sicamente, podemos dividir en dos grupos las teor´ıas continuas que explican el cre-
cimiento capa a capa inicial: Aque´llas en las que las condiciones de crecimiento involucran
procesos de evaporacio´n-condensacio´n, y otras en las que la difusio´n a lo largo de la super-
ficie y el aporte de material son los principales procesos f´ısicos. Al primero de los grupos
pertenecen aquellas teor´ıas en los que la relajacio´n de la superficie es la misma que la de
EW [55], como el modelo sG, que recordamos es
∂h
∂t
= ν∇2h− 2piV0
a⊥
sin
(
2pih
a⊥
)
+ F + η(r , t). (7.11)
Las oscilaciones de la rugosidad en el crecimiento fueron estudiadas de manera nume´rica
[200] y anal´ıtica [251], aunque so´lo de manera cualitativa en la aproximacio´n lineal que
luego veremos. Al otro grupo de teor´ıas pertenece nuestro modelo xMBE del cap´ıtulo 5,
∂h
∂t
= −κ∇2[∇2h]− 2piV0
a⊥
sin
(
2pih
a⊥
)
+ F + η(r , t). (7.12)
Como ya dijimos en el cap´ıtulo 4, existen otras situaciones experimentales, como por ejemplo
la deposicio´n epitaxial de Si, en las que el nu´mero de a´tomos desorbidos es muy pequen˜o. En
este caso, la ecuacio´n debe ser conservativa como, por ejemplo, la ecuacio´n sG conservada
(csG)
∂h
∂t
= −κ∇2[∇2h]− 2piV0
a⊥
∇
2 sin
(
2pih
a⊥
)
+ F + η(r , t). (7.13)
Este modelo tambie´n presenta oscilaciones RHEED que han sido estudiadas de manera
nume´rica [112] y anal´ıtica en la aproximacio´n lineal [251] o utilizando el grupo de renorma-
lizacio´n [189]. Como en el caso de sG, dicho estudio ha sido tan so´lo cualitativo o centrado
en aspectos como la relacio´n entre el tiempo de decaimiento y la longitud de coherencia
en una capa, o la relacio´n entre modelos discretos y sus correspondientes aproximaciones
continuas [112].
En todos estos modelos supondremos que 〈η(r , t)η(r ′, t′)〉 = 2kBDδ2(r −r ′)δ(t− t′). En
general, D depende del flujo y la temperatura, pero en nuestro estudio sera´ en principio un
para´metro arbitrario. La condicio´n de difraccio´n que utilizaremos es φ = pi, la misma que
se utiliza en los experimentos para que el decaimiento del pico sea ma´s n´ıtido.
Resumamos algunas de las propiedades que conocemos de estos modelos: tanto sG como
xMBE poseen una transicio´n de rugosidad para DR = pi/2 y DR ' 1 respectivamente [en
las mismas unidades de las ecuaciones (7.11) y (7.12)]. Por encima de DR, la superficie
es rugosa y sus propiedades de escalado vienen determinadas u´nicamente por el te´rmino
lineal correspondiente, es decir, escalan como EW y LMBE respectivamente. Sin embargo,
csG no tiene una transicio´n de rugosidad, y la superficie siempre es rugosa con las mismas
propiedades que LMBE. Por otro lado, los modelos sG y xMBE son no conservativos, es
decir, en ellos la movilidad de la superficie no es igual al flujo incidente de part´ıculas µ 6= F .
Adema´s para ellos existe un valor umbral del flujo incidente Fth a partir del cual se produce
un crecimiento neto (o sea, µ 6= 0). En general, Fth depende de F y D de forma que
Fth → 2piV0a⊥ cuando D → 0. En el caso de csG, el modelo es conservativo y por tanto µ = F
en todo momento.
Para comparar con los experimentos mediremos la intensidad normalizada del pico (que
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se conoce como intensidad de Bragg)
I(t) ≡
∫
d2q‖[S(q‖, q⊥, t)− Sdiff(q‖, q⊥, t)]∫
d2q‖S(q‖, q⊥, t)
, (7.14)
y que puede aproximarse en la aproximacio´n gaussiana por
I(t) ' e−[φ]2w2(t). (7.15)
Desde el punto de vista teo´rico nos interesan dos cantidades que son fa´cilmente medibles
en un experimento: el per´ıodo de las oscilaciones, P , y el tiempo de decaimiento de las mis-
mas, τ . Este u´ltimo se define como el tiempo transcurrido hasta que la intensidad reflejada
es
I(τ) = I0/e, (7.16)
donde I0 = I(t = 0). Si un per´ıodo de las oscilaciones corresponde al crecimiento de
una monocapa, el per´ıodo de las oscilaciones puede obtenerse midiendo la velocidad de
crecimiento v = ∂〈h〉
∂t
en funcio´n del tiempo,2 donde la barra significa promedio para tiempos
largos. De manera expl´ıcita se tiene que
P = a⊥v
−1. (7.17)
El tiempo de decaimiento puede obtenerse si se conoce co´mo crece la rugosidad en funcio´n
del tiempo, ya que, utilizando (7.15) y (7.16), τ puede definirse de manera impl´ıcita a trave´s
de la relacio´n:
[φ]2w2(τ) = 1. (7.18)
La ecuacio´n anterior tiene un significado f´ısico muy claro: las oscilaciones se atenu´an cuando
la rugosidad es igual o mayor que la constante de red vertical a⊥ [189]. Si conocie´ramos la
forma exacta de w2(t), tendr´ıamos el valor de τ para los distintos para´metros. Sin embargo,
dado que los modelos xMBE y sG son no lineales, no es posible conocer la forma exacta de
w2(t). Por eso en el siguiente apartado obtendremos una aproximacio´n de τ linealizando las
ecuaciones (7.11) y (7.12).
7.5.1. Aproximacio´n lineal
La aproximacio´n lineal, consiste en aproximar las ecuaciones despreciando el te´rmino no
lineal (es decir, haciendo V0 = 0). En ese caso, la rugosidad crece como
w2(t) ∼
{
Dt t 1,
Dκ−1t2β t ≥ 1, (7.19)
con β = 1/4 en el caso de xMBE y csG y β = 0 en el caso de sG (entendie´ndose como
dependencia logar´ıtmica). Si suponemos que τ ≥ 1, entonces de (7.18) se tiene que
τ(F,D) ∼
{
κ2D−2 xMBE, csG,
exp(ν/D) sG.
(7.20)
La ecuacio´n anterior supone en particular que el tiempo de decaimiento de las oscilaciones no
depende del flujo directamente, sino a trave´s de D. Por otro lado, la velocidad de crecimiento
en la aproximacio´n lineal es v = F , con lo que
P = a⊥F
−1. (7.21)
2Con la definicio´n de la movilidad dada en (5.26) tenemos que v = µF
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Sin embargo, las oscilaciones son un feno´meno puramente no lineal (es obvio que, si V0 = 0,
no existir´ıan dichas oscilaciones). Por eso esperamos que el te´rmino no lineal modifique las
predicciones de la teor´ıa lineal, algo que veremos en el siguiente apartado.
Utilizando la ecuacio´n (7.19) y (7.15) tenemos que
I(t) ∼
{
e−Dt
1/2/κ xMBE, csG,
t−D/ν sG.
(7.22)
Estas dos leyes son muy diferentes, y pueden ser fa´cilmente discernibles en un experimento.
Por ejemplo, Yang et al. [251] observaron que en el crecimiento de Si/Si(111) a 275◦C la
intensidad de Bragg decae como e−At
1/2
, lo que nos dice que el crecimiento en las primeras
fases esta´ determinado por MBE, aunque la aproximacio´n lineal no nos permite determinar
si el modelo que describe estas oscilaciones es xMBE o csG.
7.5.2. Simulaciones nume´ricas
El objetivo de esta seccio´n es doble: por un lado el de comprobar en que´ re´gimen son
va´lidas las aproximaciones lineales, ya que como vimos en el cap´ıtulo 5, los modelo xMBE
y sG pueden ser descritos mediante las ecuaciones LMBE y EW respectivamente so´la-
mente por encima de la temperatura de rugosidad. Por otro lado, pretendemos comprobar
nume´ricamente si las aproximaciones (7.15), (7.17) y (7.18) se cumplen para los modelos
continuos. Este objetivo es particularmente importante, pues (7.15) es utilizada experimen-
talmente para determinar la clase de universalidad a la que pertenecen diferentes procesos
de crecimiento. En la literatura no se han cuestionado hasta la fecha dichas relaciones.
En el estudio nume´rico tomaremos siempre los siguientes valores para nuestros para´-
metros: V0 = a⊥ = a‖ = 1. En estas unidades Fth(D = 0) = 2pi. Lo primero que vamos
a comprobar es la relacio´n (7.17). Para ello medimos el per´ıodo de las oscilaciones, P ,
mediante la transformada de Fourier de la sen˜al I(t) y lo comparamos con la velocidad
de crecimiento a⊥v
−1. En la figura 7.3 hemos representado el producto vP y observamos
que es aproximadamente a⊥ = 1 en todos los modelos, lo que nos dice que el per´ıodo de
una oscilacio´n coincide con el crecimiento de una monocapa. As´ı, de ahora en adelante
mediremos el tiempo de decaimiento en monocapas, que denotaremos como τML. De la
discusio´n anterior tenemos que
τML = τva
−1
⊥ , (7.23)
por lo que la aproximacio´n lineal (7.20) queda
τML(F,D) ∼
{
Fa−1⊥ κ
2D−2 xMBE, csG,
Fa−1⊥ exp(ν/D) sG.
(7.24)
Aunque la relacio´n (7.17) sea va´lida en los modelos continuos estudiados, la velocidad
de crecimiento es muy diferente en cada uno de ellos. Como vimos antes tanto xMBE como
sG son no conservativos, con lo que, en general, v 6= F . A bajas temperaturas el efecto del
potencial se traduce en un efecto de evaporacio´n-condensacio´n que hace que la velocidad
de crecimiento sea menor que F . Este efecto lo podemos observar en la figura 7.4, en la que
vemos que, sin embargo, para el modelo csG todos los a´tomos que llegan a la superficie se
quedan en ella y por tanto v = F para todo valor de D.
El siguiente paso es comprobar la relacio´n (7.15) debido a su importancia en los experi-
mentos. Como dijimos antes, la suposicio´n en la que esta´ basada esta relacio´n es, por una
parte, que la distribucio´n de alturas es gaussiana y, por otro lado, que la superficie es autose-
mejante. Esto se cumple para las teor´ıas lineales (LMBE y EW), pero no se ha comprobado
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Figura 7.3: Comparacio´n entre el per´ıodo de las oscilaciones y la velocidad de crecimiento.
D = 0,5 para xMBE y csG, y D = 0,3 para sG. La densidad de puntos es mayor en la zona
en la que F ' 2pi ya que Fth = 2pi cuando D → 0.
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Figura 7.4: Velocidad de crecimiento en funcio´n de D para los diferentes modelos continuos
estudiados. El flujo de a´tomos es el mismo para todos los modelos, F = 7. Las l´ıneas continuas
son meramente indicativas.
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Figura 7.5: Intensidad de Bragg en funcio´n de la rugosidad para los modelos xMBE, sG y
csG con, F = 7 y D = 0,1 (©), D = 0,33 (), D = 0,5 (4), y D = 1 (5). La l´ınea recta es
la aproximacio´n (7.15).
si sucede lo mismo para las teor´ıas no lineales. Este estudio lo hemos resumido en la figura
7.5. De manera no trivial, aunque esta´ presente un te´rmino no lineal la relacio´n (7.15) se
cumple bastante bien (excepto para tiempos muy pequen˜os). Esto nos lleva a concluir que,
si nuestros modelos son aplicables a la situacio´n experimental, entonces podemos utilizar
(7.15) para determinar cua´l de ellos es el que controla la morfolog´ıa de la superficie. Ma´s
au´n, a trave´s de (7.15) tenemos que la relacio´n (7.18) es aproximadamente va´lida, por lo
que en aproximacio´n lineal de las ecuaciones de evolucio´n debemos esperar que el tiempo
de decaimiento siga la ley (7.24).
Veamos ahora co´mo depende τML de D y de F . En la figura 7.6 hemos representado el
tiempo de decaimiento en monocapas calculado a partir de la ecuacio´n (7.16) en funcio´n de
D para F fijo. En el caso de csG la aproximacio´n es va´lida para todo el rango de valores
y se tiene que τML ∼ D−2. Este comportamiento corrobora las predicciones del grupo de
renormalizacio´n, en el que se observa que la aproximacio´n lineal para τML en el modelo
csG no se modifica cuando tenemos en cuenta el te´rmino no lineal [189]. Para el modelo
xMBE, la aproximacio´n lineal τML ∼ D−2 es va´lida solamente cuando D es suficientemente
grande. Desgraciadamente, esto sucede cerca de DR; recordemos que para D ≥ DR el
potencial renormaliza a cero y por tanto no se observan oscilaciones en la rugosidad, con lo
que la intensidad decae a cero de forma mono´tona. En el caso del modelo sG, que incluye
tensio´n superficial, el comportamiento es parecido al modelo xMBE, aunque la aproximacio´n
τML ∼ e1/T es va´lida para un intervalo de D mayor.
Con respecto a la dependencia de τML con respecto a v,
3 en la figura 7.7 vemos que
dicha dependencia es una ley de potencias cuando D permanece fijo. Estas dependencias
son τML ∼ v1,51±0,01 para el modelo xMBE, τML ∼ v1,83±0,03 para sG y τML ∼ v0,98±0,02 para
csG. Exceptuando el caso de csG en el que la dependencia viene dada por la aproximacio´n
lineal, estas leyes de potencias son no triviales y para su justificacio´n es necesario acudir a
te´cnicas de perturbaciones como por ejemplo el grupo de renormalizacio´n. Es interesante
3Estudiamos la dependencia de τML con respecto a v ya que, experimentalmente es ma´s fa´cil de medir la velocidad
de crecimiento que el flujo incidente de material.
104 Oscilaciones RHEED
100
101
102
  xMBE
  csG
τ M
L
(D/DR)
-1
1 2 3 4 5
100
101
102
103
  sG
(D/DR)
-1
Figura 7.6: Dependencia de τML en funcio´n de D para F = 10. Las l´ıneas rectas corresponden
a la aproximacio´n lineal (7.24). No´tese que el panel de la izquierda es log-log, mientras que el
de la derecha es lineal-log. Las l´ıneas entre s´ımbolos son meras ayudas visuales.
observar que el tiempo de decaimiento en monocapas depende de v con un exponente mayor
que la unidad para los modelos sG y xMBE. Esto se debe al efecto del potencial, ya que,
cuando e´ste no ha renormalizado a cero, la rugosidad crece con el tiempo ma´s despacio que
cuando no esta´ presente. Es decir, cuando V0 6= 0 tenemos que w2(t) ' tβ′ donde β ′ ≤ β.
Solamente cuando D ≥ DR tenemos que β ′ = β. Pero, como dijimos antes, en ese caso ya
no se observan oscilaciones en la intensidad de RHEED. Adema´s de este efecto, el potencial
tambie´n modifica la velocidad de crecimiento tal y como vimos en la figura 7.4, lo que
tambie´n influye en las anteriores leyes de potencias.
En resumen, hemos estudiado las oscilaciones RHEED para diversos modelos continuos.
Exceptuando el caso de csG en el que la aproximacio´n lineal es suficiente para describir
el comportamiento observado, cuando el modelo incluye algu´n te´rmino no lineal relevante
e´ste determina la dependencia de los principales para´metros de dichas oscilaciones respecto
a la velocidad de crecimiento o el para´metro del ruido por debajo de la transicio´n de ru-
gosidad. Por u´ltimo, dado que la dependencia de τML con v o´ D es muy diferente para los
distintos modelos estudiados en este cap´ıtulo, puede ser posible distinguir entre ellos en un
experimento.
Para terminar esta seccio´n comparamos nuestro estudio con un experimento reciente de
crecimiento de la´minas delgadas de Fe en un sustrato de Cr(001)/Nb(001)/Al2O3(11¯ 02)
llevado a cabo por K. Theis-Bro¨hl y colaboradores [222]. Estos investigadores encontraron
que τML en funcio´n de la temperatura var´ıa como
τML ∼ eA/T , (7.25)
donde A = 970 ± 250K y T es la temperatura del sustrato. Si despreciamos los efectos
debidos a la aleatoriedad en el proceso de crecimiento, y tomamos D = kBT , la ecuacio´n
anterior coincide con (7.24) para el modelo de sG. Esto nos dice que en este experimento el
transporte de materia a lo largo de la superficie tiende a minimizar la tensio´n superficial. Ma´s
au´n, K. Theis-Bro¨hl et al. tambie´n midieron τML en funcio´n de la velocidad de crecimiento,
con el resultado de que
τML ∼ vB, (7.26)
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Figura 7.7: Variacio´n de τML en funcio´n de v para D = 0,1 fijo. Las l´ıneas so´lidas corres-
ponden a ajustes a una ley de potencias cuyos valores pueden encontrarse en el texto.
donde B = 0,14 ± 0,11 A˚/s. Aunque con valores diferentes de B, tanto los resultados
experimentales como las simulaciones del modelo de sG dan lugar a una ley de potencias
para la relacio´n entre τML y v. Pese a que la medicio´n del tiempo de decaimiento en funcio´n
de los para´metros del sistema es muy fa´cil, no existen en la literatura (aparte del anterior)
experimentos en los que se estudie de forma sistema´tica τML.
El hecho de que el modelo de sG pueda describir el crecimiento de MBE puede pare-
cer sorprendente. Sin embargo, es bien conocido (ve´ase el cap´ıtulo 4) que muchos modelos
discretos y continuos propuestos inicialmente para describir MBE son asinto´ticamente des-
critos por EW [124, 180]. En el experimento anterior parece que dicha asinto´tica la estamos
viendo mucho antes y se muestra en el crecimiento de las primeras capas.
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Cap´ıtulo 8
Colectividades de osciladores acoplados
Introducimos el concepto de colectividad de osciladores acoplados y las diferentes derivaciones de las
ecuaciones de su dina´mica. En especial tratamos la aproximacio´n de campo medio de alguna de ellas y su
relacio´n con los modelos presentados en la parte II.
8.1. Introduccio´n
En la primera parte de esta memoria hemos visto sistemas extendidos espacialmente que
responden a una descripcio´n en te´rminos de sistemas de muchos grados de libertad acoplados
y fuera del equilibrio. Estas caracter´ısticas, que all´ı usamos en relacio´n con modelos de
procesos de crecimiento, son en realidad mucho ma´s generales. En particular, la dina´mica
de sistemas tan variados como ecuaciones de reaccio´n-difusio´n, colectividades biolo´gicas,
redes neuronales, etc., puede reducirse a un conjunto de ecuaciones diferenciales estoca´sticas
acopladas entre s´ı y fuera del equilibrio. El problema matema´tico es inabordable incluso en
esta aproximacio´n, lo que hace que se tengan que utilizar teor´ıas como las de campo medio
o aproximaciones perturbativas a las soluciones. De entre las posibles soluciones, las ma´s
interesantes desde el punto de vista macrosco´pico son las colectivas, es decir, aquellas en las
que la dina´mica del sistema se reduce a la de un so´lo grado de libertad cuyas variaciones
son observables a nivel macrosco´pico. Un ejemplo particular corresponde a oscilaciones
colectivas de sistemas formados por gran cantidad de osciladores diferentes. Este tipo de
oscilaciones puede observarse en los ciclos biolo´gicos de ciertas especies [242], en las ce´lulas
marcapasos en el corazo´n o en el sistema nervioso [213], en reacciones qu´ımicas como la de
Belousov-Zhabotinskii [137, 167] o por ejemplo en los destellos perio´dicos de una colonia de
lucie´rnagas [213, 59].
En este cap´ıtulo estudiaremos estas colectividades de osciladores acoplados entre si y
las condiciones bajo las cuales se producen dichas oscilaciones colectivas. Por semejanza
con los sistemas estad´ısticos (ana´logos a los que vimos en la primera parte) nos interesamos
particularmente por las condiciones o para´metros para los que existe dicha fase sincronizada.
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En el apartado siguiente introduciremos alguno de los modelos donde se observa esta fase
y una transicio´n a una fase desincronizada a la vez que presentaremos la aproximacio´n de
campo medio, la cual facilita su estudio anal´ıtico. En el apartado 8.3 veremos algunos de
los sistemas cuya dina´mica puede reducirse a una colectividad de osciladores de tipo ciclo
l´ımite acoplados entre s´ı. En particular, veremos como los modelos xMBE y sG que vimos
en la primera parte son equivalentes en la aproximacio´n de campo medio a una colectividad
de osciladores acoplados en la fase sincronizada. Por u´ltimo, en el apartado 8.4 deduciremos
una ecuacio´n determinista para la densidad de probabilidad de cada uno de los osciladores
que ha sido el punto de partida para el tratamiento anal´ıtico de estos modelos en los u´ltimos
an˜os.
8.2. Sincronizacio´n de osciladores
Las oscilaciones autosostenidas se observan comu´nmente en sistemas fuera del equilibrio
tales como sistemas qu´ımicos u organismos fisiolo´gicos o neuronales de mamı´feros. Estas
oscilaciones pueden entenderse como resultado de la sincronizacio´n entre unidades locales,
cada una de las cuales tiene oscilaciones de tipo ciclo l´ımite cuando se desacopla del resto.
Cuando el acoplamiento entre las unidades es lo suficientemente grande para compensar el
efecto de desincronizacio´n debida a que los osciladores poseen diferentes frecuencias intr´ınse-
cas, podemos observar colectividades macrosco´picas de estos osciladores que oscilan con la
misma frecuencia, lo que da lugar a coherencia en el sistema. A pesar de su larga historia,
el estudio de la sincronizacio´n de osciladores acoplados se hab´ıa restringido a dos, o pocos
ma´s, osciladores.1 En 1967 Winfree publico´ un art´ıculo histo´rico [242] en el que resaltaba no
so´lo la importancia de la sincronizacio´n de colectividades de osciladores en el entendimiento
de los ciclos biolo´gicos, sino tambie´n el parecido de este feno´meno con el de las transiciones
de fase t´ıpicas de los sistemas termodina´micos. A continuacio´n, en 1975 Kuramoto [137]
propuso un modelo de N osciladores de tipo ciclo l´ımite que estaban acoplados entre ellos
mediante una interaccio´n de tipo campo medio, en la que cada oscilador esta´ acoplado con
el resto. Esta propiedad hace que en el l´ımite termodina´mico, es decir cuando N → ∞, el
modelo pueda ser resuelto exactamente, mostrando una transicio´n entre una fase desorde-
nada y otra fase en la que los osciladores se sincronizan y oscilan con la misma frecuencia2.
La analog´ıa con los feno´menos cr´ıticos en problemas de meca´nica estad´ıstica se ve reforzada
por el hecho de que los exponentes con los que escala el para´metro cr´ıtico son los t´ıpicos de
una teor´ıa de campo medio [20]. A pesar del enorme esfuerzo teo´rico dedicado a este modelo,
tan solo recientemente se ha encontrado una posible realizacio´n experimental del mismo en
redes de uniones Josephson [240]. Otras generalizaciones del modelo de Kuramoto se han
venido estudiando durante los u´ltimos an˜os, de manera nume´rica y anal´ıtica: modelos con
interacciones de corto alcance [45], con acoplos aleatorios con y sin frustracio´n [46, 23], con
efectos de inercia [221, 2], con acoplos estoca´sticos [126] o con retardo temporal [127], etc.
Muchos de los estudios teo´ricos de estos modelos tienen que ver con las aproximaciones
de fase, en las que cada oscilador viene determinado mediante un so´lo grado de libertad, su
fase, y cuya dina´mica viene dada por el sistema de ecuaciones diferenciales estoca´sticas
dφi
dt
= ωi +
N∑
j=1
Γij(φi − φj) + fi(φi) + σηi(t), i = 1, . . . , N, (8.1)
1En el caso de dos osciladores sabemos que el movimiento es la suma de dos oscilaciones con frecuencia igual a
la suma y resta de las frecuencias de cada uno.
2A estas dos fases se les suele llamar tambie´n incoherente y coherente
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donde φi es la fase de cada oscilador, ωi es su frecuencia intr´ınseca [cuya distribucio´n
de probabilidad es g(ω)], fi(φi) es una funcio´n periodica de φi, Γij(φ) es la funcio´n de
acoplamiento entre osciladores y ηi(t) es un ruido blanco. Por u´ltimo, i es un ı´ndice discreto
que ordena a los osciladores aunque tambie´n puede ser la posicio´n sobre una variedad de
dimensio´n d.
Desde el punto de vista teo´rico, considerar acoplamiento de campo medio es muy u´til,
pues permite un tratamiento anal´ıtico. En tal caso el sistema de ecuaciones anterior queda
dφi
dt
= ωi +
κ
N
N∑
j=1
Γ(φi − φj) + fi(φi) + σηi(t). (8.2)
El modelo de Kuramoto es un caso particular de la ecuacio´n anterior en el que Γ(φ) = sin(φ),
fi(φi) = 0 y σ = 0. En este caso el comportamiento de las soluciones de (8.2) cuandoN →∞
viene determinado por dos funciones: el acoplamiento Γ(φ) y g(ω), la funcio´n de distribucio´n
de las frecuencias. De manera general, la dispersio´n g(ω) en frecuencias ωi y el ruido ηi(t)
son los dos factores que hacen que los osciladores tiendan a desincronizarse cuando κ = 0.
Sin embargo, cuando el acoplamiento κ es suficientemente grande las fases de los osciladores
tienden a ser iguales y aparece el movimiento cooperativo.
Los modelos del tipo (8.2) pueden entenderse como la aproximacio´n de campo medio
de sistemas ma´s complejos, del mismo tipo que las teor´ıas de campo medio utilizadas en
meca´nica estad´ıstica de equilibrio para estudiar las transiciones de fase [20]. Pero tambie´n
existen sistemas reales para los que (8.2) es la ecuacio´n que modela la dina´mica, como
en sistemas vivos en los que la comunicacio´n entre ce´lulas es mediada por una corriente
ele´ctrica o secrecio´n hormonal, en los que la interaccio´n entre dichas unidades es de largo
alcance.
Como muchas de las ideas utilizadas en su tratamiento anal´ıtico nos van a ser u´tiles
durante este cap´ıtulo y el siguiente, vamos a revisar algunas propiedades del modelo de
Kuramoto [137]3. Para empezar, el para´metro de orden para distinguir la transicio´n entre
la fase sincronizada y desincronizada es
ρ eiψ =
1
N
N∑
j=1
eiφj . (8.3)
Cuando ρ ' 0 las fases de los osciladores esta´n distribuidas de forma uniforme en el c´ırculo
unidad, mientras que cuando ρ ' 1 los osciladores esta´n casi en fase. En el l´ımite N →∞,
utilizando una identidad trigonome´trica la ecuacio´n de Kuramoto se puede escribir como
dφi
dt
= ωi + κρ sin(ψ − φi). (8.4)
Utilizando varias relaciones autoconsistentes se observa que, si g(ω) es una funcio´n sime´trica
entorno a ω = ω0, el sistema presenta una transicio´n entre las dos fases para κc = 2/pig(ω0),
con ρ ∼ (κ−κc)1/2 cerca del punto cr´ıtico. El exponente es el t´ıpico de las teor´ıas de campo
medio, aunque como veremos despue´s esto es debido a la forma particular del acoplamiento.
En su desarrollo teo´rico, Kuramoto utilizo´ la suposicio´n de que ρ(t) es una funcio´n que
depende del tiempo, pero que es determinista. Evidentemente, ya que ρ se puede obtener
como suma de N variables, cuando N →∞ esperamos que ρ(t) sea una cantidad que fluctu´e
alrededor del valor determinista con varianza O(N−1/2) por la ley de los grandes nu´meros
3Una buena introduccio´n y estudio del modelo de Kuramoto se puede encontrar en [213].
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que vimos en el cap´ıtulo 2. Ma´s au´n, en este l´ımite Kuramoto supuso que la densidad de
probabilidad P (φ, t), definida como la probabilidad de que la fase del oscilador sea φ, es
decir,
P (φ, t) =
1
N
N∑
j=1
δ(φ− φj), (8.5)
es una funcio´n suficientemente suave de manera que
ρeiψ =
∫ 2pi
0
dφ P (φ, t)eiφ. (8.6)
La fase desincronizada corresponde al caso en el que dicha densidad es P0 = 1/2pi, donde
suponemos que esta´ normalizada ∫ 2pi
0
P (φ, t)dφ = 1. (8.7)
A pesar de los esfuerzos teo´ricos para demostrar que existe la densidad de probabilidad
P (φ, t) para un problema concreto, en general, en la literatura se utilizan argumentos
heur´ısticos para justificar su uso [202, 212]. En el apartado 8.4 veremos que dicha densidad
existe cuando se supone que las correlaciones entre los osciladores tienden a cero cuando
N →∞. Bajo esta hipo´tesis, se puede plantear una ecuacio´n de Liouville para la dina´mica
de P (φ, t), lo que ha permitido, desde el punto de vista anal´ıtico, estudiar la estabilidad de
las fases sincronizada y desincronizada en el modelo de Kuramoto, con el resultado de que
la solucio´n P0 es inestable para κ < κc, mientras que es neutralmente estable para κ ≥ κc.
En el modelo (8.4) es la diversidad de frecuencias la que produce la desincronizacio´n
entre los osciladores. En la Naturaleza podemos encontrar otros factores, como el ruido
externo o las fluctuaciones te´rmicas, que dan lugar al mismo efecto. Si incluimos dicho
ruido, la ecuacio´n de Kuramoto queda
∂φi
∂t
= ωi +
κ
N
N∑
j=1
sin(φj − φi) + ηi(t), (8.8)
con 〈ηi(t)ηj(t′)〉 = 2Dδijδ(t− t′). Esta ecuacio´n tambie´n fue tratada por Kuramoto [137] en
el caso de que g(ω) = δ(ω− ω0). De nuevo, utilizando la ecuacio´n de Fokker-Planck para el
sistema (8.8) es posible escribir una ecuacio´n de evolucio´n para la densidad P (φ, t) siempre
que se suponga que las correlaciones entre los osciladores son nulas, como veremos en el
apartado 8.4. La estabilidad de la solucio´n incoherente nos dice que la transicio´n entre la fase
sincronizada y desincronizada se produce para σ2 = κ. En este caso tambie´n ρ ∼ (κ−κc)1/2
para σ fija, o bien ρ ∼ (σ− σc) para κ fija. Se puede ver este estudio en el ape´ndice E para
un modelo particular.
En el caso ma´s general, o sea, cuando tenemos ruido externo y las frecuencias de los osci-
ladores son diferentes para el modelo de Kuramoto, el punto donde se produce la transicio´n
tiene la siguiente expresio´n [212]
κ = σ2
[∫ ∞
−∞
g(ω)dω
1 + 4ω2/σ4
]−1
, (8.9)
donde hemos supuesto, sin pe´rdida de generalidad, que g(ω) esta´ distribuida de manera
sime´trica alrededor de ω = 0. El para´metro de orden escala cerca de la transicio´n como
antes.
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Aunque el exponente 1/2 con el que escala ρ es t´ıpico de campo medio, Daido de-
mostro´ que si la funcio´n de acoplamiento Γ(φ) tiene un segundo armo´nico, es decir, Γ(φ) =
sin(φ) + γ sin(2φ), y σ = 0, entonces ρ ∼ (κ − κc) cerca del punto cr´ıtico [47]. Por u´ltimo
Crawford y Davies mostraron que, en el caso de que σ 6= 0, se recupera el comportamiento
ρ ∼ (κ − κc)1/2, mientras que el ruido tiende a ayudar a los osciladores a sincronizarse
aumentando el valor de κc. Estas predicciones no han sido comprobadas hasta hoy; de
hecho, los mismos autores realizaron simulaciones nume´ricas en las que no observan este
u´ltimo efecto [43]. Aparte de esto, estos estudios teo´ricos nos demuestran que la forma del
acoplamiento determina diferentes clases de universalidad y que, aunque se obtienen los ex-
ponentes t´ıpicos de campo medio para el acoplamiento de Kuramoto, en el caso ma´s general
los exponentes son distintos [44].
8.3. Modelos
En este apartado proponemos algunos modelos matema´ticos en los que la dina´mica del
sistema se puede reducir a una colectividad de osciladores acoplados. Este ejercicio es muy
u´til desde el punto de vista pra´ctico, pues permite conocer en que´ sistemas tienen validez
las aproximaciones y derivaciones anal´ıticas que veremos en el siguiente cap´ıtulo. En estos
sistemas la dina´mica podra´ reducirse a la ecuacio´n (8.2); para llegar a ello, veremos que
es necesario realizar aproximaciones: reducir la dina´mica a la de la fase de las oscilaciones
y/o una aproximacio´n de campo medio en la que se supone que todos los osciladores esta´n
acoplados con todos los dema´s.
8.3.1. Ecuaciones de fase de oscilaciones auto-sostenidas
Supongamos que tenemos N grados de libertad, Xi, acoplados entre s´ı y cuya dina´mica
obedece el siguiente sistema de ecuaciones
dXi
dt
= fi(Xi, λ) + gi(X1, . . . ,XN), i = 1, . . . , N, (8.10)
donde gi representa el acoplamiento entre los distintos osciladores, y fi(Xi) es de tal forma
que cuando  = 0,Xi oscila alrededor de un ciclo l´ımite con frecuencia ωi para ciertos valores
del conjunto de para´metros λ. Estos distintos grados de libertad pueden ser, por ejemplo,
ciertas caracter´ısticas de los miembros de una colectividad biolo´gica o la discretizacio´n de
una funcio´n definida en un espacio de dimensio´n d. En ese caso i es la posicio´n sobre una
variedad de dimensio´n d. Por simplicidad supongamos queXi = (xi, yi). Incluso en este caso
el problema matema´tico (8.10) resulta imposible de tratar sin tener en cuenta algu´n tipo de
simplificacio´n o aproximacio´n. Se pueden obtener resultados interesantes en el caso de que
  1, lo que significa que los ciclos l´ımite de cada uno de los osciladores son perturbados
muy poco. Es entonces ma´s conveniente tratar las ecuaciones en las variables r2i = x
2
i + y
2
i
y φi = tan
−1(yi/xi):
dri
dt
= f
(1)
i (ri, φi) + g
(1)
i (r1, . . . , rN , φ1, . . . , φN),
dφi
dt
= ωi + f
(2)
i (ri, φi) + g
(2)
i (r1, . . . , rN , φ1, . . . , φN) i = 1, . . . , N. (8.11)
Si   1 y ||f (j)i ||  1, la dina´mica del sistema viene determinada tan so´lo por el valor de
la fase de cada uno de los osciladores en su ciclo l´ımite, lo que se denomina aproximacio´n
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de fase [137]. En tal caso, la dina´mica del sistema se puede aproximar por
dφi
dt
= ωi + f
(2)
i (φi) + h(φ1, . . . , φN) +O(2, ||f (2)i ||2). (8.12)
Cuando no tenemos acoplamiento entre osciladores,  = 0, el te´rmino f
(2)
i aparece debido
a que el ciclo l´ımite es no lineal. Por u´ltimo, dado que suponemos que los ciclos l´ımite de
cada uno de los osciladores son poco perturbados por el acoplamiento con el resto, podemos
considerar tan so´lo acoplamientos lineales, es decir
gi(X1, . . . ,XN ) =
N∑
j=1
AijXj . (8.13)
Realizando las aproximaciones anteriores, se puede probar que para este acoplamiento lineal
(8.12) se reduce a [137]
dφi
dt
= ωi + f(φi) + 
N∑
j=1
aijΓ(φj − φi), (8.14)
donde tanto f(φ) como Γ(φ) son funciones perio´dicas de su argumento. En primer orden
podemos considerar que f(φ) = sin(φ) + η(t), donde η(t) es un ruido blanco4 y que Γ(φ) =
sin(φ+ α), con lo que
dφi
dt
= ωi + a sinφi + 
N∑
j=1
aij sin(φj − φi + α) + σηi(t). (8.15)
Los coeficientes aij miden el efecto del oscilador j sobre el i, de modo que este efecto
es excitatorio si aij > 0 e inhibitorio si aij < 0 (antiferromagne´tico o ferromagne´tico).
La situacio´n con α 6= 0 se obtiene, por ejemplo, cuando Xi es la amplitud compleja de
ecuaciones de Ginzburg-Landau acopladas [195].
Como dijimos antes, Xi puede ser un grado de libertad del sistema (la fase de una
lucie´rnaga, por ejemplo) o la discretizacio´n de una funcio´n en un ret´ıculo. Veamos ahora
un ejemplo de esto u´ltimo. Consideremos que la funcio´n de acoplamiento entre los oscila-
dores proviene de la discretizacio´n del operador laplaciano en dimensio´n d = 1 (a otras
dimensiones se puede generalizar sin problema):
N∑
j=1
AijXi = Xi−1 +Xi+1 − 2Xi ≡ ∆dXi. (8.16)
Ahora la aproximacio´n de fase requiere que ||∆dXi||  1, lo que significa que las variaciones
espaciales de Xi son pequen˜as, siendo la longitud de onda t´ıpica de estas variaciones del
orden de −1/2. En tal caso, la ecuacio´n que obtenemos es [suponemos que a = 0 en (8.15)]
dφi
dt
= ωi + [sin(φi−1 − φi + α) + sin(φi+1 − φi + α)] + σηi(t). (8.17)
4Al realizar el cambio de variables (xi, yi) → (ri, φi), si en la ecuacio´n (8.10) ten´ıamos inicialmente un ruido
aditivo η(t) = [ηx(t), ηy(t)], en la ec. (8.12) tendremos un ruido de la forma η(t) = −r cos φηx + r sinφηy , que es
tambie´n un ruido blanco en la aproximacio´n de que r ' cte., algo que se verifica cuando  1 [74].
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Como φi+1−φi ∼ , podemos desarrollar el seno en funcio´n de sus argumentos, encontrando
en primer orden que
[sin(φi−1 − φi + α) + sin(φi+1 − φi + α)] ' ν∆dφ+ λ(∇dφ)2, (8.18)
donde ∇dφ = φi−1 − φi es el gradiente discreto. Con ello la ecuacio´n que verifica la fase se
parece a las que encontramos en la parte II de esta memoria, es decir
dφi
dt
= ωi + ν∆dφi + λ(∇dφi)2 + σηi(t). (8.19)
Aunque obtenida mediante una discretizacio´n de los operadores espaciales, la ecuacio´n an-
terior tambie´n se puede derivar de manera continua, es decir, sin necesidad de utilizar la
discretizacio´n en el espacio como se puede ver en [137]. En el lenguaje de los procesos de
crecimiento, la ecuacio´n anterior es la de KPZ sometida a un flujo de part´ıculas que de-
pende de la posicio´n. Sin embargo, la ecuacio´n (8.19) nos dice que la correlacio´n espacial
va como C(n) = 〈(φi+n − φi)2〉 ∼ nχ donde χ > 0 es el exponente de rugosidad5 y que la
rugosidad crece de manera cine´tica con el tiempo para ciertos valores de los para´metros de
la ecuacio´n. En ese caso, nuestro sistema inicial no podra´ tener oscilaciones sincronizadas.
Solamente tendremos oscilaciones sincronizadas cuando la rugosidad de la ecuacio´n (8.19)
sea muy pequen˜a lo cual sucede en los primeros instantes del crecimiento o bien cuando σ
es muy pequen˜o [80].
8.3.2. Redes de uniones Josephson
Las uniones Josephson6 y, en particular, las redes de uniones Josephson tienen un in-
tere´s tanto teo´rico como industrial. Desde el punto de vista teo´rico, han sido utilizadas para
estudiar la transicio´n de fusio´n en dos dimensiones, las l´ıneas de flujo en semiconductores
de tipo II o la dina´mica de estructuras no lineales en sistemas de osciladores acoplados
[199, 66, 201]. Desde el punto de vista pra´ctico las redes de uniones Josephson se utilizan,
por ejemplo, para mantener el estandar U.S. Legal Volt, o para conseguir generadores de
corriente con frecuencias muy grandes. Recientemente se ha mostrado que la dina´mica de
una red de estas uniones puede ser transformada en la del modelo de Kuramoto en el l´ımite
de acoplamiento y diversidad de´biles [240]. Aunque desde el punto de vista teo´rico este
hecho es muy importante ya que permite estudiar e implementar experimentalmente alguna
de las ideas sobre sincronizacio´n, desde el punto de vista de los experimentos tambie´n lo
es, ya que permite determinar de forma anal´ıtica los para´metros para los cuales tendremos
una sincronizacio´n perfecta. Consideremos una red en serie de N uniones Josephson some-
tidas a una corriente total IB y con una l´ınea de carga con inductancia L, resistencia R y
capacitancia C (figura 8.1). Para uniones de capacitancia despreciable, las ecuaciones del
circuito son
~
2erj
dψj
dt
+ Ij sinψj +
dQ
dt
= IB, j = 1, . . . , N, (8.20)
L
d2Q
dt2
+R
dQ
dt
+
1
C
Q =
~
2e
N∑
k=1
dψk
dt
, (8.21)
donde ψj es la fase de la funcio´n de onda a trave´s de la unio´n Josephson j [14], rj es la
resistencia de tal unio´n, Ij es su corriente cr´ıtica, Q es la carga en el condensador y e la
5Para diferenciarlo de la fase α, en este cap´ıtulo denotamos el exponente de rugosidad como χ.
6Por su descubrimiento, Brian D. Josephson fue premio Nobel de f´ısica en 1973, a los 33 an˜os de edad.
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Figura 8.1: Disposicio´n experimental de la red de uniones Josephson descritas por ecuaciones
(8.20).
del electro´n. Cuando no existe la l´ınea de carga, las uniones esta´n desacopladas y la fase
en cada una de ellas oscila con una frecuencia ωj =
2erj
~
√
I2B − I2j . La l´ınea de carga hace
que cada una de ellas oscile con una frecuencia un poco diferente ω˜j, pero a medida que el
nu´mero de uniones N es ma´s grande, es posible que oscilen todas con una frecuencia comu´n.
Suponiendo que el desorden es pequen˜o, es decir
rj = r¯(1 + ρj), (8.22)
Ij = I¯(1 + ζj), (8.23)
ωj = ω¯(q + δj), (8.24)
y utilizando la “fase natural” φj definida por
2erj
~
dφj
ωj
=
dψj
IB − Ij sinψj , (8.25)
obtenemos la ecuacio´n
dφj
dt
= ωj − κ
N
N∑
k=1
sin(φj − φk + α). (8.26)
En otras disposiciones experimentales obtenemos otras ecuaciones que tambie´n pueden
entenderse como osciladores acoplados. Por ejemplo, si la red de uniones es en paralelo, la
dina´mica de la fase del oscilador i viene dada por la ecuacio´n [159]
dφi
dt
= − sinφi + κ
N
N∑
j=1
(φj − φi + α), (8.27)
donde α es una fase diferente de cero si el campo externo aplicado a la red es no nulo.
Tambie´n obtenemos (8.27) cuando tenemos una red de L × L = N uniones en presencia
de un campo magne´tico transversal, para la que el hamiltoniano efectivo de la dina´mica es
[125]
H = −κ
N∑
i=1
∑
δ
cos(φi − φi+δ − αij)−
N∑
i=1
ωiφi, (8.28)
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donde de nuevo, αij es proporcional al campo magne´tico aplicado, δ son los vectores a los
vecinos pro´ximos, y ωi a la intensidad de entrada en la red. Estos modelos, sobre todo en
situaciones de equilibrio, son equivalentes a otros que veremos en la siguiente seccio´n como
el modelo XY o el gas de Coulomb. De hecho, en este u´ltimo caso de redes de uniones
Josephson se puede comprobar que, en ausencia de campo externo, existe una transicio´n
de fase de Kosterlitz-Thouless que se puede observar en la caracter´ıstica intensidad-voltaje
[160]. En el caso de campo externo, dichas redes de uniones Josephson proporcionan una
realizacio´n experimental directa del modelo XY frustrado.
8.3.3. Modelo XY
Uno de los modelos paradigma´ticos de la meca´nica estad´ıstica es el modelo XY. En e´l
se estudian sistemas de espines de mo´dulo constante y restringidos a moverse en el plano
XY. El hamiltoniano del sistema viene dado por
HXY = −J
N∑
i=1
∑
δ
Si · Si+δ = −JS2
N∑
i=1
∑
δ
cos(φi − φi+δ), (8.29)
donde Si son espines cla´sicos de mo´dulo S y δ son los vectores a los pro´ximos vecinos. Por
tanto podemos especificar los vectores S por el a´ngulo que forman con el eje X, 0 ≤ φi ≤ 2pi.
En equilibrio, este modelo presenta una transicio´n de Kosterlitz-Thouless (KT) la cual se
produce mediante la disociacio´n de pares vo´rtice-antivo´rtice. E´stas son excitaciones locales
en las que φi var´ıa mucho de un punto a otro.
En presencia de un campo externo, el hamiltoniano de este modelo es
H = HXY +
∑
i
B cosφi. (8.30)
La dina´mica del modelo puede estudiarse mediante ecuaciones de Langevin de la forma
(2.126), de manera que
∂φi
∂t
= −B sin φi − JS2
∑
δ
sin(φi − φi+δ) +
√
2kBTηi, (8.31)
donde T es la temperatura. En el modelo XY dado por el hamiltoniano (8.29) los espines
tienden a estar alineados φi = φj . Sin embargo tambie´n podemos pensar en introducir cierta
frustracio´n en el sistema de manera que el hamiltoniano sea
H = −J
N∑
i=1
∑
δ
cos(φi − φi+δ + α) (8.32)
En este caso el sistema tiene una transicio´n de tipo KT o de Ising dependiendo del valor de
α. Para temperaturas bajas, y en la aproximacio´n de campo medio, el modelo XY frustrado
tiene pues la siguiente ecuacio´n de Langevin:
∂φi
∂t
= −B sinφi − JS2
N∑
j=1
sin(φi − φj + α) + σηi(t). (8.33)
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8.3.4. Ondas de densidad de carga
En 1955 Peierls demostro´ que en un metal unidimensional la densidad de carga electro´ni-
ca no es estable a bajas temperaturas cuando se tienen en cuenta las excitaciones de la red
(fonones) [83]. De este modo se crea un gap en el espectro de excitaciones de una so´la
part´ıcula y un modo colectivo formado por electrones-hueco con vector de onda q = 2kF ,
donde kF es el momento de Fermi. La densidad de carga asociada es
ρ(r) = ρ0 + ρ1 cos(2kF · r + φ), (8.34)
donde al u´ltimo te´rmino se le denomina onda de densidad de carga (Charge Density Wave,
CDW). La fase φ tiene suma importancia pues sus derivadas temporales y espaciales esta´n
relacionadas con la corriente ele´ctrica. En ausencia de impurezas o amortiguamiento, la
onda de densidad de carga puede dar lugar a una corriente superconductora a trave´s del
metal. Este tipo de transporte ele´ctrico ha sido observado en materiales como NbSe3.
En contraste con los superconductores, el modo colectivo de transporte o CDW no tiene
un gap de energ´ıa. Esto hace que debido a impurezas o a defectos en la superficie las CDW
queden ancladas en estos defectos y por tanto no se produzca el transporte de carga. La
fenomenolog´ıa de este feno´meno de transporte es muy variada. Para tratar de explicar la
dependencia de la conduccio´n con la frecuencia o la amplitud del campo ele´ctrico, o las
oscilaciones observadas en la corriente ele´ctrica, se han propuesto muchos modelos. Una de
las aproximaciones comunes consiste en suponer que la dina´mica de la fase φ es la importante
y que el feno´meno de pinning es consecuencia directa del acoplamiento entre la fase y las
impurezas. Despreciando efectos inerciales, podemos entonces suponer que la ecuacio´n es
1
τ
dφ(r)
dt
= −δH
δφ
+
kF eE
m∗
, (8.35)
donde τ es el tiempo de relajacio´n,m∗ es la masa efectiva de la banda, E es el campo ele´ctrico
aplicado y H es el hamiltoniano efectivo que contiene el efecto de las impurezas. En el l´ımite
de densidad de impurezas muy pequen˜a podemos considerar que H = ω20 cos(φ(r) + β(r))
y por tanto la ecuacio´n es
1
τ
dφ(r)
dt
= −ω20 sin(φ(r) + β(r)) +
kF eE
m∗
, (8.36)
donde β(r) y ω0(r) son fases y amplitudes aleatorias debidas a la diferente atraccio´n entre
la fase y cada una de las impurezas. El modelo anterior se conoce como modelo de una
sola part´ıcula de Gru¨ner-Zadowski-Chaikin [82]. Puede entenderse como la aproximacio´n a
la dina´mica de la fase cuando la longitud de correlacio´n del sistema sea muy pequen˜a. En
el caso de que no lo sea, podemos incluir un operador que tenga en cuenta las variaciones
espaciales de φ(r), y as´ı
1
τ
dφ(r)
dt
= ∆φ(r)− ω20 sin(φ(r) + β(r)) +
kF eE
m∗
. (8.37)
Este modelo se conoce como el de Fukuyama-Lee-Rice [69]. Por u´ltimo, pueden incluise los
efectos de la temperatura mediante un te´rmino de ruido blanco. La aproximacio´n de campo
medio de este problema ha sido estudiada en el caso T = 0 [65] o bien cuando ω0(r) y
β(r) son constantes [22] y T 6= 0. En el siguiente apartado veremos co´mo se realiza dicha
aproximacio´n de campo medio.
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8.3.5. Crecimiento de superficies
En este apartado vamos a discutir la aproximacio´n de campo medio para los modelos
presentados en la parte II de la memoria, aunque los resultados so´lo dependen del operador
utilizado y por tanto pueden ser extendidos a otros modelos. En estos modelos aparece
un operador espacial que es el laplaciano en el caso de sG y el bilaplaciano en xMBE. Si
discretizamos dicho operador en d = 2, y suponiendo que el espaciado de la red cuadrada
es a‖ = 1 obtenemos las siguientes expresiones de los operadores a primer orden:
∇
2
dφ =

 φi,j−1φi−1,j −4φi,j φi+1,j
φi,j+1

 , (8.38)
y
∇
2[∇2φ] =


φi,j−2
2φi−1,j−1 −8φi,j−1 2φi+1,j−1
φi−2,j −8φi−1,j 20φi,j −8φi+1,j φi+2,j
2φi−1,j+1 −8φi,j+1 2φi+1,j+1
φi,j+2

 . (8.39)
La expresio´n (8.38) puede escribir como
∆dφ =
∑
δ
(φi+δ − φi), (8.40)
donde como siempre la suma en δ se extiende a los primeros vecinos. Esta expresio´n para el
laplaciano es independiente de la dimensio´n d siempre que la suma se extienda sobre vecinos
pro´ximos. La aproximacio´n de campo medio consiste en sustituir la suma sobre primeros
vecinos por la suma sobre todo el sistema
∆dφ =
N∑
j=1
(φj − φi). (8.41)
Cuando la dimensio´n de nuestro problema es d = 2 el nu´mero de vecinos es 4 (en la red
cuadrada). En general, el nu´mero de coordinacio´n en dimensio´n d es 2d, con lo que cuando
d→∞ esperamos que la aproximacio´n de campo medio sea va´lida. Desde el punto de vista
de feno´menos cr´ıticos existe una dimensio´n dc, denominada dimensio´n cr´ıtica superior a
partir de la cual las predicciones de campo medio para las propiedades del punto cr´ıtico son
exactas. Fuera del punto cr´ıtico podemos razonar de la siguiente manera. Como vimos en
el cap´ıtulo 4, la rugosidad en la ecuacio´n lineal de EW escalaba con el taman˜o del sistema
como Lχ donde χ es positivo para d < 2 y es negativo para d > 2. La dimensio´n d = 2 es
la dimensio´n cr´ıtica superior para la teor´ıa lineal. Por ello esperamos que la aproximacio´n
de campo medio del laplaciano dada por (8.41) sea va´lida a partir de esa dimensio´n. En el
caso de la ecuacio´n LMBE dicha dimensio´n es dc = 4.
Pero, ¿de que prescindimos en nuestra aproximacio´n de campo medio? La respuesta es:
de las fluctuaciones espaciales de nuestro sistema. Por tanto, la aproximacio´n de campo
medio sera´ va´lida cuando la rugosidad w2  1. Es evidente que cerca de la temperatura
de rugosidad para los modelos xMBE y sG donde w2 ' L2χ la teor´ıa de campo medio
debe fallar. Sin embargo, para temperaturas inferiores, y como vimos en el cap´ıtulo 3, la
rugosidad en las teor´ıas lineales crece con respecto al tiempo como
ω2 ' t2β , (8.42)
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con β = 0 para EW y β = 1/4 para lMBE. Por tanto a tiempos pequen˜os y temperaturas
bajas tambie´n esperamos que nuestra aproximacio´n de campo medio sea va´lida. La pregunta
inmediata que surge de esta afirmacio´n es si esta aproximacio´n nos puede ayudar a describir
las oscilaciones RHEED que tienen lugar al inicio del crecimiento de las superficies en el
modo de Stranski-Krastanov. Dicha comparacio´n la veremos en el siguiente cap´ıtulo, donde
veremos adema´s que en el l´ımite de temperatura muy pequen˜a podemos estudiar la solucio´n
de las ecuaciones xMBE y sG perturbativamente a partir de la aproximacio´n de campo
medio.
Por u´ltimo, en el caso del bilaplaciano la aproximacio´n de campo medio que utilizaremos
es
∆2dφi =
∑
δ
(∆dφi+δ −∆dφi) ' −4∆dφi ' −4
N∑
j=1
(φj − φi). (8.43)
donde hemos supuesto que ∆dφi+δ y ∆dφi esta´n totalmente descorrelacionados, y que φ
esta´ definido sobre una red cuadrada.
8.4. Tratamiento continuo mediante EDPs
El ana´lisis de Kuramoto del modelo (8.4) se basa en relaciones autoconsistentes y por
tanto no puede utilizarse de manera general para otros modelos [137]. En 1991 Strogatz
y Mirollo [212] propusieron una descripcio´n continua basada en una ecuacio´n en derivadas
parciales (ec. de Liouville) para la densidad de probabilidad P (φ, t) que permit´ıa no so´lo
determinar los para´metros cr´ıticos para los cuales se produc´ıa una transicio´n, sino tambie´n
la estabilidad de las diferentes fases. El hecho de que la ecuacio´n sea determinista, la ha
convertido en el punto de partida de la mayor´ıa de los estudios anal´ıticos de colectividades
de osciladores acoplados, aunque como veremos despue´s la ecuacio´n que se obtiene es bas-
tante complicada y en la mayor´ıa de los casos no se puede resolver exactamente. En este
apartado veremos co´mo se obtiene dicha ecuacio´n. Como hemos visto, la clase ecuaciones
que queremos tratar puede escribirse de la forma
dφi
dt
= ωi + f(φi) +
κ
N
N∑
j=1
Γ(φj − φi) + σηi(t). (8.44)
Por simplicidad, suponemos que tanto f(φ) como Γ(φ) son funciones 2pi-perio´dicas. La
ecuacio´n de Fokker-Planck para la probabilidad de que las fases de los N osciladores tomen
los valores φ1, . . . , φN y cuyas frecuencias sean ω1, . . . , ωN verifica la ecuacio´n de Fokker-
Planck [74, 52]
∂P ({φi}, {ωi}, t)
∂t
+
N∑
i=1
∂
∂φi
[viP ({φi}, {ωi}, t)] = σ2
N∑
i=1
∂2P ({φi}, {ωi}, t)
∂2φi
, (8.45)
donde denotamos P ({φi}, {ωi}, t) = P (φ1, . . . , φN , ω1, . . . , ωN , t) y
vi = ωi + f(φi) +
κ
N
N∑
j=1
Γ(φj − φi). (8.46)
Calculemos ahora la probabilidad reducida de una de las fases, definida como
P1 ≡ P (φ1, ω1, t) =
∫
dφ2 · · ·φN
∫
dω2 · · · dωNP ({φi}, {ωi}, t). (8.47)
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Integrando la ecuacio´n (8.45) sobre (φ2, . . . , φn) y (ω2, . . . , ωN), obtenemos
∂P1
∂t
+
∂
∂φ1
[(
v˜1 +
κΓ(0)
N
)
P1 +
κ(N − 1)
N
∫
dφ2
∫
dω2 Γ(φ2 − φ1)P12
]
=
σ2
2
∂2P1
∂2φ21
, (8.48)
donde
v˜i = ωi + f(φi), (8.49)
y
P12 ≡ P (φ1, φ2, ω1, ω2, t) =
∫
dφ3 · · ·φN
∫
dω3 · · · dwNP ({φi}, {ωi}, t), (8.50)
que se puede relacionar con la funcio´n de correlacio´n de dos osciladores [43]
C(φ1, φ2, ω1, ω2, t) ≡ P1(φ1, ω1, t)P2(φ2, ω2, t)− P12(φ1, φ2, ω1, ω2, t). (8.51)
Con esta relacio´n, la ecuacio´n (8.48) se puede expresar como
∂P1(φ1, ω1, t)
∂t
+
∂
∂φ1
[
(v˜1 + κΓ(0)/N)P1(φ1, ω1, t)+
+
κ(N − 1)P1(φ1, ω1, t)
N
∫
dφ2
∫
dω2 Γ(φ2 − φ1)P2(φ2, ω2, t)
]
=
σ2
2
∂2P1(φ1, ω1, t)
∂2φ21
+
∂
∂φ1
[
κ(N − 1)
N
∫
dφ2
∫
dω2 Γ(φ2 − φ1)C(φ1, φ2, ω1, ω2, t)
]
. (8.52)
Si suponemos que en el l´ımite N → ∞ la funcio´n de correlacio´n tiende a cero, obtenemos
una ecuacio´n auto´noma para P1
∂P1
∂t
+
∂
∂φ1
{[
v˜1 + κ
∫
dφ2
∫
dω2 Γ(φ2 − φ1)P2
]
P1
}
=
σ2
2
∂2P1
∂φ21
. (8.53)
En algunos casos se puede probar que C → 0 con una interaccio´n de campo medio en el
l´ımite N →∞ [49, 21]. Sin embargo, en el caso general es una cuestio´n todav´ıa no resuelta,
aunque se suele tomar como suposicio´n a priori en la aproximacio´n de campo medio. Por
u´ltimo, por definicio´n se tiene que∫ 2pi
0
dφ P1(φ1, ω1, t) = g(ω1), (8.54)
donde g(ω) es la distribucio´n de frecuencias. Con esto, y dado que la ecuacio´n (8.53) no de-
pende del oscilador que tomemos podemos definir la probabilidad normalizada de encontrar
un oscilador con fase φ y frecuencia ω como P (φ, ω, t) = P1(φ1, ω1, t)/g(ω), cuya dina´mica
viene dada por
∂P
∂t
+
∂
∂φ
(vP ) =
σ2
2
∂2P
∂φ2
, (8.55)
donde v es la velocidad de la fase φ dada por
v(φ, ω, t) = ω + f(φ) + κ
∫ 2pi
0
dφ′
∫ ∞
−∞
dω′Γ(φ′ − φ)P (φ′, ω′, t)g(ω′), (8.56)
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y P (φ, ω, t) cumple la condicio´n de normalizacio´n∫ 2pi
0
dφ
∫ ∞
−∞
dω P (φ, ω, t) = 1. (8.57)
La ecuacio´n (8.55) es una ecuacio´n integro-diferencial en derivadas parciales. En algunos
casos puede resolverse exactamente, pero en la mayor´ıa, para acoplamientos y te´rminos
no lineales generales, debe estudiarse de manera perturbativa o nume´rica. La mayor´ıa de
los estudios teo´ricos de estas ecuaciones se realizan directamente sobre la ecuacio´n (8.55)
[47, 43].
Como hemos visto, en el caso de que las correlaciones entre osciladores sean pequen˜as,
la ecuacio´n de Fokker-Planck para las fases de todos los osciladores so´lo depende de la
probabilidad de uno de los osciladores. Esto se traduce en que la densidad de probabilidad
P ({φi}, {ωi}, t) se puede expresar como
P ({φi}, {ωi}, t) =
N∏
i=1
P1(φi, ωi, t), (8.58)
con lo que la ecuacio´n de Langevin correspondiente a (8.55) es
∂φ
∂t
= ω0 − f(φ) + κ〈Γ(φ′ − φ)〉φ′ + ση(t), (8.59)
con
〈Γ(φ′ − φ)〉φ′ =
∫ 2pi
0
dφ′Γ(φ′ − φ)P (φ′, t), (8.60)
y donde hemos supuesto por simplicidad que nuestro sistema es unimodal, es decir que
g(ω) = δ(ω−ω0) y P (φ, t) =
∫∞
−∞
dωP (φ, ω, t)g(ω). Por ejemplo, en el caso del acoplamiento
lineal Γ(φ′ − φ) = φ′ − φ, este valor medio es
〈Γ(φ′ − φ)〉φ′ = 〈φ′〉φ′ − φ = 〈φ〉 − φ, (8.61)
donde
〈φ〉 =
∫ 2pi
0
φ P (φ, t). (8.62)
En resumen, cuando las correlaciones entre los osciladores son nulas, el promedio sobre
infinitas re´plicas del sistema se convierte en el promedio sobre las realizaciones del ruido, ya
que la u´nica diferencia entre esas infinitas re´plicas es precisamente las diferentes realizaciones
del ruido. Otra manera de verlo, que no es una demostracio´n y que es utilizada por algunos
autores es observar que la ecuacio´n (8.44) se puede expresar como
dφi
dt
= ωi + f(φi) +H(φi, t) + σηi(t), i = 1, . . . , N, (8.63)
con
H(φi, t) =
κ
N
N∑
j=1
Γ(φj − φi). (8.64)
Por la ley de los grandes nu´meros esperamos que cuando N →∞ H(φ, t) sea una cantidad
que no dependa de los otros osciladores j 6= i. Por ejemplo, en el caso de Kuramoto se tiene
que g(φi, t) = ρ sin(φi−ψ), donde ρ y ψ esta´n definidas por la ecuacio´n (8.3). Si suponemos
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que ρ(t) y ψ(t) son dos funciones temporales cualesquiera, la solucio´n de (8.63) no depende
del sub´ındice i. Lo u´nico que diferencia a las ecuaciones (8.63) son las diferentes realizaciones
del ruido, con lo que la suma sobre todos los elementos de la colectividad es tambie´n suma
sobre realizaciones; por tanto, cuando N → ∞ la suma en (8.64) tiende al valor medio
〈Γ(φ′ − φ)〉φ′ y llegamos a una ecuacio´n autoconsistente. Sin embargo, para llegar a esta
ecuacio´n hemos utilizado que las N ecuaciones en (8.63) son realizaciones independientes
de φi lo cual no es cierto ya que dependen unas de otras a trave´s de g(φi, t). Otra vez, si
las correlaciones entre osciladores son nulas, entonces las diferentes realizaciones de φi son
estad´ısticamente independientes y entonces podemos aplicar la ley de los grandes nu´meros,
obtenie´ndose el mismo razonamiento que el utilizado en la derivacio´n de la ecuacio´n (8.55).
La ecuacio´n (8.55) es dif´ıcil de tratar de manera general. Por ello, lo que se suele hacer
es tratarla perturbativamente. Una de las maneras es lo que se llama hacer la suposicio´n de
ruido pequen˜o, es decir σ → 0. Como en (8.55) σ esta´ multiplicando la derivada de mayor
orden, el problema se convierte desde el principio en uno de perturbaciones singulares. La
te´cnica de perturbaciones singulares apropiada para este estudio es la aproximacio´n WKB
[19]. Cuando el ruido es nulo y no existen soluciones estacionarias, la solucio´n del problema
es una onda que se mueve con una velocidad que depende del tiempo. Concretamente,
cuando σ = 0, la solucio´n del problema de valor inicial
∂P
∂t
+
∂
∂φ
(v(φ)P ) = 0 (8.65)
P (φ, t = 0) = P0(φ), (8.66)
con P0(φ) cualquier funcio´n, es
P (φ, t) = P0(φ− φ0(t)), (8.67)
donde φ0(t) es la solucio´n de la ecuacio´n
dφ0
dt
= v(φ0). (8.68)
Cuando σ → 0 podemos estudiar perturbaciones en la ecuacio´n (8.55) suponiendo que
la solucio´n de la ecuacio´n (8.55) se puede expresar de la forma
P (φ, t) ∼ exp
{
1
σ2
[S0(φ, t) + σ
2S1(φ, t) +O(σ4)]
}
. (8.69)
Insertando esta expresio´n en la ecuacio´n (8.55) e igualando los coeficientes de las mismas
potencias de σ, obtenemos a primer orden la ecuacio´n eikonal
∂S0
∂t
= −v(φ)∂S0
∂φ
− 1
2
(
∂S0
∂φ
)2
, (8.70)
y a segundo orden obtenemos la ecuacio´n de transporte
v′(φ)− ∂S1
∂t
− v(φ)∂S1
∂φ
− ∂S0
∂φ
∂S1
∂φ
+
∂2S0
∂φ2
. (8.71)
La ecuacio´n eikonal puede resolverse mediante el me´todo de las caracter´ısticas [22]. Sin
embargo, su solucio´n es complicada y so´lo puede obtenerse informacio´n de ella en el caso
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de que existan soluciones estacionarias. Au´n a pesar de tratar la ecuacio´n de manera per-
turbativa, el conocer el primer y segundo orden requiere resolver ecuaciones en derivadas
parciales no lineales. Como veremos en el siguiente cap´ıtulo, dichos o´rdenes se obtienen de
manera muy sencilla si el estudio se realiza sobre la ecuacio´n de Langevin (8.44). Veremos
en ese estudio que existe una resonancia a segundo orden en las ecuaciones de la dina´mica
de los momentos, algo que no es obvio poder calcular a partir de las ecuaciones (8.70) y
(8.71).
Ma´s dif´ıcil de resolver es el caso en el que el ruido η(t) esta´ correlacionado en el tiempo.
Entonces, η(t) puede construirse como solucio´n de la ecuacio´n diferencial estoca´stica
∂ηi
∂t
= −γηi + γξi(t), (8.72)
donde ξi(t) es un ruido blanco y τ = 1/γ es el tiempo de correlacio´n. En este caso no existe
una ecuacio´n de Fokker-Planck para la densidad de probabilidad de φi. Pero si para los dos
procesos estoca´sticos φi y ηi. Repitiendo el mismo razonamiento que antes, la ecuacio´n que
se verifica es
∂P (φ, η, t)
∂t
=
∂
∂φ
[(v(φ) + ση)P (φ, η, t)]− ∂
∂η
(γηP )− γ
2
2
∂2P
∂η2
. (8.73)
Esta ecuacio´n sigue siendo una ecuacio´n integro-diferencial en derivadas parciales, pero en
dimensio´n d = 2, lo que la hace ma´s complicada todav´ıa. Como veremos en el cap´ıtulo
siguiente, la teor´ıa de perturbaciones singulares aplicada directamente sobre la ecuacio´n
diferencial estoca´stica tiene la misma dificultad tanto para (8.55) que para (8.73), lo cual
supone una ventaja adicional.
Cap´ıtulo 9
Efectos del ruido en la fase sincronizada
de osciladores acoplados
Se estudian varios modelos de osciladores acoplados y el efecto del ruido en la fase sincronizada mediante
la aplicacio´n directa de te´cnicas de perturbaciones singulares. Se comprueban nume´ricamente las prediccio-
nes teo´ricas, encontrando, entre otros resultados, un comportamiento no trivial en el caso de acoplamiento
no lineal.
9.1. Introduccio´n
En el cap´ıtulo anterior vimos varios ejemplos de sistemas cuya dina´mica se describe
en te´rminos de colectividades de osciladores acoplados entre s´ı, y que son anal´ıticamente
tratables cuando se realiza la aproximacio´n de campo medio. Aunque varios de ellos son
exactamente resolubles en esta aproximacio´n, el estudio general de dichos modelos requiere
normalmente partir de perturbaciones en los diferentes para´metros. Pese a todo, el estudio
es complicado, ya que normalmente se realiza sobre una ecuacio´n integro-diferencial en
derivadas parciales, con lo que so´lo el primer orden de perturbaciones puede obtenerse
de manera fa´cil. Nuestro propo´sito en este cap´ıtulo es estudiar de manera general la fase
sincronizada de los modelos de campo medio, para lo que haremos uso de la teor´ıa de
perturbaciones singulares, la cual, como veremos, es ma´s sencilla si se realiza directamente
sobre la ecuacio´n diferencial estoca´stica correspondiente, permitiendo obtener resultados
anal´ıticos incluso en el caso de que el ruido sea correlacionado en el tiempo. Para ello
trataremos sistemas en los que el desorden (bien por el ruido o por la diversidad en el
sistema) es pequen˜o y los osciladores esta´n pra´cticamente sincronizados. En este caso, dado
que φi ' φj , la dina´mica del sistema viene determinada por la forma del acoplamiento
Γ(φ) cuando φ ≈ 0. Sin perder generalidad, en el siguiente apartado presentaremos los dos
modelos que representan los dos tipos fundamentales de comportamiento frente al ruido en
la fase sincronizada. Sobre ellos, realizamos un ana´lisis de escalas mu´ltiples en el apartado
9.3, comparando los resultados anal´ıticos con simulaciones nume´ricas. Por u´ltimo, la seccio´n
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9.4 se aplican nuestras predicciones a las oscilaciones RHEED discutidas en el cap´ıtulo 7.
9.2. Modelos
En este trabajo, por sencillez, supondremos que los osciladores son unimodales y so´lo
consideraremos el efecto desincronizador del ruido, es decir, sistemas de la forma
∂φi
∂t
= ω − f(φi) + κ
N
N∑
j=1
Γ(φi − φj) + σηi(t), i = 1, . . . , N, (9.1)
donde φi es la fase del oscilador i, ω > 0 es la frecuencia del oscilador, κ es la constante
de acoplamiento y f(φ) es una funcio´n perio´dica de per´ıodo 2pi. Cuando σ = 0, la fase de
todos los osciladores es la misma y su dina´mica viene dada por la ecuacio´n
∂φi
∂t
= ω − f(φi) + κΓ(0), (9.2)
con lo que realizan una oscilacio´n no lineal con per´ıodo
P =
∫ 2pi
0
dφ
(
∂φi
∂t
)−1
. (9.3)
Definimos entonces la frecuencia efectiva de las oscilaciones como
ωef = 2pi/P. (9.4)
Dichas oscilaciones so´lo tienen lugar cuando la frecuencia t´ıpica de cada uno de los oscila-
dores es tal que ω+κΓ(0) > ωc = ma´xφ∈[0,2pi] f(φ), de manera que si ω < ωc el sistema tiene
soluciones estacionarias φs, que verifican
ω = f(φs)− κΓ(0). (9.5)
Por ejemplo, en el caso de que f(φ) = a sin(φ) y Γ(0) = 0 se tiene que ωc = a y que
P = 2pi/
√
ω2 − a2 con lo que
ωef =
√
ω2 − ω2c , (9.6)
mientras que las soluciones estacionarias son
φs,1 = sin
−1(ω/ωc), φs,2 = pi − φs,1. (9.7)
Cuando σ 6= 0 y κ = 0, no tendremos una sincronizacio´n perfecta ya que el ruido
hara´ que cada oscilador oscile con una frecuencia distinta de ωef . Sin embargo, cuando
el acoplamiento sea suficientemente grande podemos hacer que los osciladores tienden a
sincronizarse de manera que oscilen con frecuencias muy parecidas y distribuidas alrededor
de la frecuencia media ωef(σ). Para un valor de κ fijo, a medida que el ruido sea ma´s grande,
dicha fase sincronizada dejara´ de ser estable y los osciladores se desincronizara´n. En el caso
de que f(φ) = 0 y Γ(φ) = sin(φ) y en la aproximacio´n de campo medio, es posible ver que el
valor de σ para el cual se produce esta transicio´n sincronizacio´n-desincronizacio´n es σ2c = κ
[137]. En el caso no lineal (es decir f(φ) 6= 0) solamente se puede estudiar el modelo de
manera nume´rica, con el resultado de que la transicio´n tiene lugar para σ2c < κ [203].
Lo que pretendemos en este cap´ıtulo es estudiar el modelo (9.1) en la fase sincronizada
y averiguar cua´les son los efectos del ruido en las oscilaciones colectivas. Respecto al caso
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determinista, esperamos que cuando σ 6= 0 el per´ıodo de las oscilaciones sea diferente de
(9.3), y que la frecuencia ωc para la que se produzca la transicio´n entre la fase estacionaria
y oscilante tambie´n dependa de σ. Comenzaremos por suponer que σ es pequen˜o; entonces
φi−φj = O(σ), y por tanto el comportamiento en esta fase sincronizada viene determinado
por el desarrollo del acoplamiento [204]
Γ(φj − φi) = Γ1(φj − φi) + Γ2(φj − φi)2 +O[(φj − φi)3]. (9.8)
Para que los osciladores tiendan a sincronizarse debemos suponer que Γ1 > 0. Del mismo
modo, ya que nuestro estudio es perturbativo, estudiaremos so´lo el efecto de los dos primeros
te´rminos del desarrollo anterior en la dina´mica del sistema. Para posterior comparacio´n con
modelos f´ısicamente relevantes, elegiremos dos que ejemplifican el desarrollo anterior hasta
segundo orden:
El modelo lineal, en el que Γ(φj − φi) = φj − φi, es decir Γ1 = 1 y Γi = 0 para i > 1.
Como hemos visto este acoplamiento puede obtenerse mediante la aproximacio´n de
campo medio de la discretizacio´n de operadores lineales como los que aparecen en las
ecuaciones sG y xMBE.
El segundo es el modelo de Kuramoto con frustracio´n, en el que Γ(φj − φi) = sin(φj −
φi + α) con α una fase constante y positiva. En este caso se tiene que Γ1 = cosα y
Γ2 = sinα. Este tipo de acoplamientos aparece en la aproximacio´n de campo medio
de redes de uniones Josephson o para la ecuacio´n de Ginzburg-Landau compleja.
En el primero de los modelos el acoplamiento tiende siempre a sincronizar los osciladores,
mientras que en el segundo caso el te´rmino Γ2 hace que la fase de cada uno de ellos sea
diferente, aunque es de esperar que la solucio´n sincronizada sea estable si Γ1 > σΓ2, lo
cual sucede para un intervalo de valores de α, σ > 0 (ve´ase el ape´ndice E). Sin embargo,
si tomamosΓi = 0 para i > 2 en el desarrollo (9.8), los osciladores tienden a separarse
indefinidamente y por tanto la fase sincronizada es inestable para cualquier conjunto de
para´metros del sistema. Para ver esto, obse´rvese que cuando introducimos el desarrollo del
acoplamiento hasta segundo orden en (9.1) obtenemos (por simplicidad tomamos f(φ) = 0
y ω = 0)
∂φ
∂t
= κΓ1(〈φ〉 − φ) + κΓ2(〈φ2〉+ φ2 − 2φ〈φ〉) + ση(t). (9.9)
Si denotamos por θ = φ− 〈φ〉 la fluctuacio´n de la fase φ, entonces la ecuacio´n para θ es
∂θ
∂t
= −κΓ1θ + κΓ2(θ2 − 〈θ2〉) + ση(t). (9.10)
La ecuacio´n anterior es una ecuacio´n de Langevin del tipo (2.126), donde el hamiltoniano
efectivo no esta´ acotado inferiormente. Esto significa que aunque 〈θ〉 = 0 se tiene que
〈θ2〉 → ∞ cuando t→∞ y por tanto los osciladores tienden a desincronizarse [157]. En el
caso general Γ(φ) es una funcio´n que esta´ acotada inferiormente y esto no sucede, como por
ejemplo cuando Γ(φj − φi) = sin(φj − φi). En lo que sigue, supondremos que Γ(φ) es una
funcio´n acotada inferiormente.
En nuestro estudio supondremos que f(φ) es una funcio´n perio´dica acotada cualquiera.
Por simplicidad tomaremos f(φ) = a sin(φ). Por u´ltimo, el me´todo anal´ıtico que utiliza-
remos tiene una ventaja adicional, que es la de no requerir que el ruido sea blanco. De
hecho, lo u´nico que pediremos al proceso estoca´stico ηi es que sea gaussiano y estacionario.
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Como sabemos por el teorema de Doob (ve´ase el cap´ıtulo 2) el u´nico proceso gaussiano y
estacionario es el de Ornstein-Uhlenbeck, definido por la ecuacio´n
∂ηi
∂t
= −γηi + γξi(t), η(−∞) = 0, (9.11)
donde ξi(t) es un ruido blanco local, i.e. 〈ξi(t)ξj(t′)〉 = δijδ(t − t′). En este caso el tiempo
de correlacio´n del ruido es τ = 1/γ.
El primer paso hacia un tratamiento anal´ıtico de las ecuaciones (9.1) y (9.11) consiste
en tomar el l´ımite N → ∞. Como vimos en el cap´ıtulo anterior y suponiendo que las
correlaciones entre los osciladores tienden a cero, en este l´ımite la suma sobre todos los
osciladores se convierte en el valor medio sobre las realizaciones del ruido. Concretamente,
para los dos modelos antes mencionados, obtenemos las ecuaciones estoca´sticas
∂φ
∂t
= ω − a sinφ+ κ [〈φ〉 − φ] + ση(t), (9.12)
∂φ
∂t
= ω − a sinφi + κ [cos(φ− α)〈sinφ〉 − sin(φ− α)〈cosφ〉] + ση(t), (9.13)
con lo que hemos reducido N ecuaciones a una sola, pero autoconsistente, ya que φ depende
de los valores medios de funciones de φ. Las ecuaciones anteriores son so´lamente va´lidas
cuando el nu´mero de osciladores N → ∞. En el caso de que N sea finito, (9.12) y (9.13)
son tan so´lo una aproximacio´n de orden N−1/2 como se puede comprobar haciendo ana´lisis
de taman˜o finito. En nuestras simulaciones N ∼ 104-105, lo cual implica un error del orden
de 10−2-10−3 al comparar con el ca´lculo anal´ıtico [137].
9.3. Ana´lisis de escalas mu´ltiples
En este apartado describimos la te´cnica utilizada para estudiar la ecuacio´n (9.1) cuando
σ → 0 y que se puede encontrar en [163]. En la literatura este problema ha sido tratado
bien utilizando la ecuacio´n de Fokker-Planck [22], bien con te´cnicas de promedio sobre os-
cilaciones ra´pidas [204]. En ambos casos los autores so´lo son capaces de obtener el primer
orden de la aproximacio´n, que conduce, en valor medio, a la misma dina´mica que cuando
σ = 0, siendo la u´nica diferencia el hecho de que la colectividad de osciladores no esta´ per-
fectamente sincronizada y las frecuencias se distribuyen de manera gaussiana alrededor de
ωef(0) ≡ (ω2− ω2c )1/2 con varianza proporcional a σ2. Sin embargo, como veremos, el movi-
miento determinista se ve alterado por el ruido debido a una resonancia a segundo orden, lo
que hace que la frecuencia de los osciladores sea distinta de ωef(0). En el caso de que σ 6= 0
podemos definir la frecuencia efectiva del sistema como
ωef(σ) =
∂〈φ〉
∂t
, (9.14)
donde la barra significa promedio a tiempos largos1. Cuando σ = 0 esta definicio´n es
equivalente a la dada por la ecuacio´n (9.4). Adema´s, veremos que la frecuencia cr´ıtica de
desincronizacio´n, ωc(0) ≡ a, se ve modificada cuando σ 6= 0, algo no estudiado hasta ahora.
1Si se conoce el per´ıodo T de las oscilaciones la definicio´n anterior es la misma que tomar
ωef(σ) =
1
T
∫ t+T
t
dt
∂〈φ〉
∂t
, (9.15)
cuando t→∞. En general, T puede ser cualquier intervalo de tiempo donde T  1.
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9.3.1. Acoplamiento lineal
Empezamos por estudiar la transicio´n entre las fases estacionaria y otra perio´dica para
la ecuacio´n (9.12). Como siempre, elegimos un para´metro de orden para caracterizar las
distintas fases. Dado que, cuando σ = 0, en la fase estacionaria ∂φ
∂t
= 0 mientras que
∂φ
∂t
6= 0 cuando estamos en la fase perio´dica, generalizamos de manera natural esta definicio´n
tomando el valor medio de dicha cantidad, es decir, nuestro para´metro de orden sera´ ∂〈φ〉
∂t
.
Esta definicio´n da los mismos resultados para el valor de ωc(σ) que si tomamos como
para´metro ωef : en la fase estacionaria ωef = 0, mientras que ωef 6= 0 en la fase perio´dica.
En el l´ımite σ → 0, podemos desarrollar tanto φ como la frecuencia cr´ıtica en potencias
de σ
φ = φ(0) + σφ(1) + σ2φ(2) +O(σ3), (9.16)
ωc = a+ σa
(1) + σ2a(2) +O(σ3). (9.17)
Sustituyendo estas dos expresiones en (9.12), igualando coeficientes de iguales o´rdenes en σ
e imponiendo que 〈∂φ(i)
∂t
〉 = 0 podemos calcular las correcciones a(i) a ωc
ωc(σ)
a
= 1− σ
2
4κ(κτ + 1)
+
σ4
32κ4
[
κ2 − a2
(κτ + 1)2
+O(τ)
]
+O(σ6). (9.18)
De esta expresio´n vemos inmediatamente que la transicio´n ocurre para un valor de ωc(σ)
que es menor que en el caso determinista ωc(0) = a. Este efecto es fa´cil de entender: el
ruido ayuda a los osciladores a sobrepasar la barrera de potencial f(φ) como en el caso de
activacio´n te´rmica.
Otra conclusio´n importante es que para un conjunto de para´metros fijo, el tiempo de
correlacio´n τ controla esta transicio´n: mientras que para valores pequen˜os de τ los oscila-
dores esta´n en la fase oscilante, a medida que aumentamos τ hacemos que los osciladores
se paren. En la figura 9.1 se representa co´mo variando τ podemos pasar de una fase a otra.
Este tipo de transiciones son un feno´meno puramente de no equilibrio y se producen cuando
se var´ıan las propiedades del ruido (en este caso el tiempo de correlacio´n). La bibliograf´ıa
sobre este tema es muy amplia y a este tipo de feno´menos se los denomina transiciones de
fase inducidas por ruido. Aunque tradicionalmente este tipo de transiciones han sido estu-
diadas para sistemas cero-dimensionales [96], la generalizacio´n a dimensio´n d > 0 da lugar
tambie´n a diferentes tipos de transiciones de fase bien variando el tiempo de correlacio´n
[72] y/o la fuerza del ruido [29].
Con la expresio´n (9.18) podemos calcular hasta orden σ2 el valor τc para el que se produce
la transicio´n entre la fase perio´dica y estacionaria. Para una ω fija, el tiempo de correlacio´n
cr´ıtico viene dado por el valor de τ para el que ωc(σ) = ω. Invirtiendo la ecuacio´n (9.18)
obtenemos
τc =
aσ2
4κ2(a− ω) −
1
κ
. (9.19)
Para τ > τc el sistema se encuentra en la fase estacionaria y por tanto ωef = 0, mientras
que para τ < τc la fase oscila con una frecuencia efectiva que, a primer orden en σ, viene
dada por la expresio´n (9.6). Como vimos en el cap´ıtulo 2, cuando τ → 0, η(t) tiende a un
ruido blanco, mientras que si τ →∞ el ruido es nada ma´s que una constante (igual a cero)
y por tanto el problema se vuelve determinista. Como vemos en la figura 9.1 la transicio´n
a una fase estacionaria se produce cuando η(t) tiende a un proceso determinista.
Una vez que conocemos los valores de ω para los cuales se produce una transicio´n entre
una fase estacionaria y otra oscilante, vamos a estudiar las propiedades de esta u´ltima. Si
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Figura 9.1: Frecuencia efectiva en funcio´n del tiempo de correlacio´n τ . La l´ınea continua co-
rresponde a la expresio´n ωef = (ω
2−ω2c (σ))1/2 con ωc(σ) dada por la ecuacio´n ecuacio´n (9.18)
y los cuadrados a simulaciones nume´ricas del modelo (9.12) y los cuadrados son simulaciones
nume´ricas con ω = 0,99, a = 1 y σ = 0,3. Con estos valores se tiene que τc = 1,25, indicado
mediante la l´ınea a trazos.
suponemos que ω > ωc y desarrollamos φ como antes, obtenemos el siguiente conjunto de
ecuaciones igualando coeficientes de distintas potencias de σ
∂〈φ(0)〉
∂t
= ω − a sin〈φ(0)〉, (9.20)
∂〈φ(1)〉
∂t
= −〈φ(1)〉(κ+ a cos〈φ(0)〉), (9.21)
∂〈(φ(1))2〉
∂t
= −2〈(φ(1))2〉(κ+ a cos〈φ(0)〉) + 2ζ(t), (9.22)
∂ζ
∂t
=
γ
2
− ζ(κ+ γ + a cos〈φ(0)〉), (9.23)
∂〈φ(2)〉
∂t
= −a〈φ(2)〉 cos〈φ(0)〉+ a〈(φ
(1))2〉
2
sin〈φ(0)〉, (9.24)
donde ζ = 〈φ(1)η〉. La ecuacio´n (9.21) tiene como solucio´n 〈φ(1)〉 = 0, luego a primer orden
en σ, las ecuaciones (9.20) y (9.22) nos dicen que el movimiento de los osciladores en valor
medio es el mismo que el determinista y que la varianza de la colectividad
w2(t) = 〈(φ− 〈φ〉)2〉 = σ2〈(φ(1))2〉+O(σ3), (9.25)
oscila con respecto al tiempo. E´ste es el resultado en primer orden que tambie´n es posible
obtener con las otras aproximaciones mencionadas [22, 204], aunque con bastante dificultad
y so´lo si τ = 0. En nuestro caso, este formalismo permite incluso el obtener este orden
cuando τ 6= 0.
A segundo orden, la solucio´n de la ecuacio´n (9.24) es expl´ıcitamente
〈φ(2)〉 =
[∫ t
0
dt
〈(φ(1))2〉a sin〈φ(0)〉
ω − a sin〈φ(0)〉
]
(ω − a sin〈φ(0)〉). (9.26)
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Mientras que el te´rmino entre pare´ntesis oscila, el que se encuentra entre corchetes crece
con respecto al tiempo. Para verlo basta con darse cuenta de que
∫ t+T
t
dt
〈(φ(1))2〉 sin〈φ(0)〉
ω − a sin〈φ(0)〉 =
∫ t+T
t
dt
〈(φ(1))2〉
a
[
1
1− a
ω
sin〈φ(0)〉 − 1
]
> 0, (9.27)
siempre que ω > a. Esto implica que σ2〈(φ(1))2〉 ∼ O(1) y nuestro desarrollo (9.16) no es
va´lido.
La manera de resolver este problema con perturbaciones singulares es bien conocida en
ecuaciones diferenciales deterministas. Al igual que en ese caso, tomamos una nueva escala
de tiempo t1 = µ(σ)t0, donde t0 = t. De entre las diferentes maneras en las que podemos
tratar con las dos escalas de tiempo presentes en nuestras ecuaciones, t0 y t1, elegimos el
me´todo de Linstedt [109] en el que se supone que φ(i) depende del tiempo a trave´s de una
combinacio´n lineal de las dos escalas de tiempo t∗ = t0 + t1. Por u´ltimo, utilizando ana´lisis
dimensional2 es fa´cil ver que el te´rmino de ruido es de orden uno cuando µ(σ) = νσ2.
Introduciendo esta nueva escala en las ecuaciones anteriores tenemos que
∂〈φ(0)〉
∂t∗
= ω − a sin〈φ(0)〉; (9.28)
∂〈φ(2)〉
∂t∗
= −a〈φ(2)〉 cos〈φ(0)〉+ a〈(φ
(1))2〉
2
sin〈φ(0)〉 − νω − νa sin〈φ(0)〉. (9.29)
La constante ν se fija utilizando la condicio´n de solubilidad de la ecuacio´n (9.29). Reescri-
bimos dicha ecuacio´n de la forma
L〈φ(2)〉 = a〈(φ
(1))2〉
2
sin〈φ(0)〉 − νω − νa sin〈φ(0)〉, (9.30)
donde
L〈φ(2)〉 = d〈φ
(2)〉
dt∗
+ a〈φ(2)〉 cos〈φ(0)〉. (9.31)
La condicio´n de solubilidad supone que la parte no homoge´nea de la ecuacio´n (9.30) debe
ser ortogonal a las autofunciones del nu´cleo del operador adjunto de L, que es
L†〈φ(2)〉 = d〈φ
(2)〉
dt∗
− a〈φ(2)〉 cos〈φ(0)〉. (9.32)
La solucio´n de L†y(t) = 0 tiene la forma
y(t) = A exp
{
a
∫ t
0
cos〈φ(0)〉dt′
}
= A
ω
ω − a sin〈φ(0)〉 , (9.33)
donde A es una constante, con lo que aplicando la condicio´n de solubilidad tenemos
∫ t∗+T ∗
t∗
dt∗
[
a
〈(φ(1))2〉
2
sin〈φ(0)〉 − νω − νa sin〈φ(0)〉
]
ω
ω − a sin〈φ(0)〉 = 0, (9.34)
2La forma en que µ escala con σ se puede obtener imponiendo que la dina´mica sea exclusivamente debida al
ruido, es decir buscando la escala de tiempo t1 en la cual
∂φ
∂t1
y ση(t1) sean del mismo orden de magnitud cuando
σ  1.
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Figura 9.2: Comparacio´n entre las aproximaciones (9.37) hasta orden σ2 (l´ıneas gruesas) y
(9.38) hasta orden a2 (l´ıneas a trazos) con las simulaciones nume´ricas de la ecuacio´n (9.12)
para N = 5000, a = 1, κ = 1, ω = 1,1 y τ = 0 (cuadrados) y τ = 10 (c´ırculos).
donde T ∗ es el per´ıodo de las oscilaciones de 〈φ(0)〉, es decir T ∗ = 2pi/Ω con Ω = ωef(0) =
(ω2 − a2)1/2. Simplificando la ecuacio´n anterior obtenemos la expresio´n de ν como funcio´n
de 〈φ(0)〉:
ν =
a
2T ∗
∫ t∗+T ∗
t∗
dt∗
〈(φ(1))2〉 sin〈φ(0)〉
ω − a sin〈φ(0)〉 . (9.35)
La ecuacio´n anterior nos da la correccio´n en primer orden del per´ıodo de las oscilaciones,
ya que como t∗ = t(1 + νσ2), entonces
P =
P ∗
1 + νσ2
=
2pi
Ω(1 + νσ2)
. (9.36)
Con este valor, la frecuencia efectiva de las oscilaciones es
ωef = Ω[1 + νσ
2 +O(σ4)]. (9.37)
Utilizando la ecuacio´n (9.27) vemos que ν > 0 para el caso del acoplamiento lineal siem-
pre que ω > a, es decir, el efecto del ruido sobre el movimiento colectivo de los osciladores
es aumentar la frecuencia efectiva de dicho movimiento. Para ver la precisio´n de nuestra
aproximacio´n perturbativa comparamos la ecuacio´n (9.37) con simulaciones nume´ricas de
la ecuacio´n (9.12) (ve´ase la figura 9.2). Como vemos, la expresio´n hasta orden σ2 es va´lida
hasta σ ' 0,5 para ruido blanco. El significado del efecto del ruido es claro: cuando σ 6= 0
el ruido ayuda a los osciladores a saltar por encima de las barreras de potencial. Como este
efecto es acumulativo (ya que se produce en cada intervalo [t, t + P ]), esto da lugar a una
correccio´n efectiva en el per´ıodo de las oscilaciones. Cuando σ → ∞ el ruido renormaliza
de manera efectiva el potencial y la frecuencia efectiva es igual a ω, es decir, el sistema se
comporta como si f(φ) = 0. El efecto del ruido es pues determinar una nueva escala de
tiempos, y hacer que el per´ıodo de las oscilaciones dependa de σ. En la figura 9.3 mostramos
el efecto de esta correccio´n efectiva. Adema´s, como vemos en la figura 9.2, la aproximacio´n
(9.37) tambie´n es va´lida para ruido de color hasta σ ' 1,0.
Por u´ltimo, en la figura 9.4 representamos la distribucio´n de frecuencias de los oscila-
dores. Como vemos, dicha distribucio´n esta´ centrada en ωef y tiene cierta anchura. Esto
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Figura 9.3: Comparacio´n entre los resultados a primer y segundo orden de perturbaciones
(l´ınea continua) con las simulaciones nume´ricas de la ec. (9.12) con σ = 0,2, κ = a = 1 y
τ = 0 (l´ıneal a trazos). En el panel de abajo comparamos con la prediccio´n a primer orden
dada por la ecuacio´n (9.25) observando una claro defasaje entre ambas. En el panel de arriba,
se ha hecho la correccio´n a segundo orden tomando t = t∗/(1 + νσ2) y la ecuacio´n (9.25).
nos dice que la sincronizacio´n perfecta de los osciladores no es posible y que la colectividad
oscila con frecuencias parecidas, pero no iguales.
Para completar el estudio, realizamos la misma teor´ıa de perturbaciones, pero ahora
suponemos que σ  κ, ω. De este modo, podemos aproximar la solucio´n de la ecuacio´n
(9.12) mediante perturbaciones en el para´metro a, ya que ahora el potencial se convierte en
una perturbacio´n. Repitiendo el mismo procedimiento que antes, hasta orden a2 obtenemos
que
ωeff = ω − a
2
2
exp
(
− σ˜
2
2κ
)[
κ2ω
κ2ω2 + ω4
+
+
∫ ∞
0
exp
{
σ˜2(κτe−s/τ − e−κs)
2κ(κτ − 1) − κs
}
sinωs ds
]
+O(a4), (9.38)
donde σ˜ = σ/
√
κτ + 1. Al igual que antes, en la figura 9.2 observamos que la aproximacio´n
(9.38) es muy precisa para valores iguales o mayores que σ ' 2. Queremos resaltar que,
exceptuando el intervalo 0,5 ≤ σ ≤ 2, las aproximaciones (9.37) y (9.38) describen muy
bien la solucio´n de la ecuacio´n (9.12). Podemos concluir entonces que el efecto del ruido en
el caso del acoplamiento lineal es doble: en primer lugar hace que la frecuencia efectiva sea
mayor que en el caso determinista y que la transicio´n entre la fase estacionaria y oscilante
se modifique tambie´n. En segundo lugar el ruido provoca que el sistema no se encuentre en
perfecta sincronizacio´n, lo que se refleja en el hecho de que las frecuencias de los osciladores
son parecidas a ωef pero no iguales entre ellas. Adema´s, en el modelo lineal no hay una
transicio´n de fase entre la fase sincronizada y la no sincronizada para un valor finito de σ.
Solamente cuando σ →∞ tenemos que ωef → ω y el sistema se desincroniza.
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Figura 9.4: Histograma de la distribucio´n de probabilidad de frecuencias efectivas obtenido
mediante simulaciones de la ecuacio´n (9.12). La l´ınea gruesa es una aproximacio´n gaussiana.
Los para´metros utilizados son N = 5000, a = κ = 1, ω = 1,1 y σ = 0,1.
9.3.2. Acoplamiento no lineal
En el apartado anterior hemos visto que el hecho de que Γ1 6= 0 da lugar a correcciones
en la frecuencia cr´ıtica ωc y en la efectiva de las oscilaciones ωef . En este apartado lo
que pretendemos es estudiar co´mo se modifican estas predicciones en el caso de que el
acoplamiento sea no lineal, concretamente el caso de la ecuacio´n (9.13). En este caso se
tiene que Γ1 = cosα, que supondremos siempre distinto de cero y positivo, con lo que
0 ≤ α < pi/2. La diferencia principal con el acoplamiento lineal se puede resumir en los
siguientes aspectos:
En primer lugar Γi 6= 0 para ciertos i > 1, por lo que tendremos otros efectos a
o´rdenes superiores en σ. El que el acoplamiento sea perio´dico en φi − φj dara´ lugar a
una transicio´n entre una fase sincronizada y otra desincronizada para un valor finito de
σ, al contrario que en el caso anterior donde dicha transicio´n so´lo ten´ıa lugar cuando
σ →∞.
En segundo lugar, en presencia de frustracio´n (α 6= 0), Γ2 = κ sinα 6= 0 y tenemos un
efecto de desincronizacio´n en el sistema.
Sin frustracio´n
En el caso α = 0, nuestro ana´lisis perturbativo cuando σ → 0 da lugar al mismo
conjunto de ecuaciones (9.20)-(9.24). Esto se debe al hecho de que Γ1 = 1 y Γ2 = 0 al
igual que en el caso lineal, es decir, hasta orden σ2 el acoplamiento es el mismo cuando
σ → 0. Pero a medida que aumentamos σ, observamos una diferencia entre el modelo lineal
y el de Kuramoto. Dado que el modelo (9.13) tiene la simetr´ıa φj − φi ↔ φj − φi + 2npi
para cualquier entero n, son posibles diferencias de mo´dulo 2pi entre osciladores, aunque
son poco probables cuando σ → 0. Esto hace que la aproximacio´n lineal del operador sea
buena para σ → 0, pero existe un valor σc a partir del cual estas diferencias modulo 2pi
son muy probables y el sistema se desincroniza. En el modelo de Kuramoto con a = 0 se
sabe de manera anal´ıtica que σ2c = κ [137], mientras que σ
2
c < κ para a 6= 0 [204]. De todas
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Figura 9.5: Comparacio´n de los valores nume´ricos de ωef para el acoplamiento lineal (cua-
drados) y de Kuramoto (c´ırculos) con la aproximacio´n (9.37) para σ pequen˜a. Los para´metros
son los mismos que en la figura 9.2 con τ = 0. No´tese que la transicio´n sincronizacio´n-
desincronizacio´n para el modelo de Kuramoto ocurre para σ ' 0,75 en nuestras unidades,
marcada con la l´ınea a trazos (ve´ase el texto y figura 9.7).
maneras, hasta σc nuestra aproximacio´n (9.37) da una descripcio´n bastante precisa de la
frecuencia efectiva, como podemos ver en la figura 9.5.
El para´metro de orden para determinar la transicio´n entre la fase sincronizada y desin-
cronizada en el modelo de Kuramoto (si f(φ) = 0) es
ρeiψ = 〈eiφ〉. (9.39)
En la fase sincronizada, ρ oscila alrededor de un valor no nulo, mientras que ρ = 0 en la
desincronizada. En la figura 9.6 comparamos el valor nume´rico de ρ con el resultado de
nuestra aproximacio´n hasta orden σ2
ρ2 = 1− σ2〈(φ(1))2〉+O(σ3). (9.40)
El acuerdo es muy bueno hasta el valor σ ' 0,5. Cuando f(φ) 6= 0, el para´metro que se
estudia para ver do´nde se produce la transicio´n es δρ, definido como
δρ = |ρeiψ − ρeiψ|, (9.41)
donde la barra significa promedio para tiempos largos. En la figura 9.7 hemos estudiado
nume´ricamente los valores de este para´metro: en la fase sincronizada, ρ oscila y por tanto
δρ 6= 0, mientras que en la fase desincronizada ρ no oscila aunque tiende a un valor constante
e igual a ρ¯, con lo que δρ ' 0. Como vemos en la figura 9.7 la transicio´n se produce para
σ2c = κ = 1 cuando a = 0 y aproximadamente para σc ' 0,75 en el caso de que a = 1 y
τ = 0, y para σc ' 1,8 cuando a = 1 y τ = 10.
Con frustracio´n
En los dos casos analizados hasta ahora, acoplamiento lineal y de Kuramoto sin frustra-
cio´n, el efecto del ruido lo podemos considerar ma´s o menos trivial: ayuda al movimiento en
la fase oscilante debido a las fluctuaciones aleatorias. Sin embargo, este razonamiento intui-
tivo no describe la situacio´n gene´rica. Los acoplamientos antisime´tricos, es decir, aque´llos
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Figura 9.6: Comparacio´n entre el valor de ρ obtenido mediante simulaciones de la ecuacio´n
(9.13) con σ = 0,2, κ = a = 1 y τ = 0 (c´ırculos) y la expresio´n anal´ıtica (9.40) hasta orden
σ2 (l´ınea continua).
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Figura 9.7: Comparacio´n entre los valores de δρ para el modelo de Kuramoto sin frustracio´n
en el caso a = 0 y τ = 0 (c´ırculos), a = 1 y τ = 0 (cuadrados) y a = 1 y τ = 10 (tria´ngulos). Las
l´ıneas verticales corresponden a los puntos en los que se produce la transicio´n. Los para´metros
utilizados son N = 5000 y ω = 1,1.
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Figura 9.8: Diagrama del espacio de para´metros. Las l´ıneas gruesas corresponden a los valores
para los que να = 0 para τ = 10 (izquierda) y τ = 0 (derecha). La regio´n I corresponde a
aquellos valores para los que να > 0 y la regio´n II para los que να < 0. El cuadrado y el
c´ırculo representan los dos conjuntos de para´metros utilizados en la figura 9.9. El detalle es
una ampliacio´n de la zona alrededor de dichos puntos.
en los que Γ(−φ) = −Γ(φ), tienden a anular la diferencia entre las fases de los osciladores
(al menos en la fase sincronizada, como vimos en el caso de acoplamiento lineal o no lineal
sin frustracio´n). Cuando α 6= 0 el acoplamiento no es antisime´trico y esto induce cierta frus-
tracio´n en nuestro sistema. Los osciladores pueden todav´ıa estar sincronizados, pero so´lo
para un pequen˜o intervalo de valores de α que, obviamente, incluye α = 0 como podemos
ver en el ape´ndice E. Esto es debido a que la solucio´n fuera de fase, es decir φi = φj − α. es
tambie´n posible.
Cuando tenemos este tipo de acoplamientos el ruido compite con la frustracio´n inducida
por α y puede ser que el efecto de activacio´n que hemos visto hasta ahora desaparezca.
Repitiendo el ca´lculo perturbativo cuando α 6= 0 vemos que precisamente esto es lo que
sucede en el l´ımite σ → 0. En este caso obtenemos una correccio´n a segundo orden igual
que (9.37), pero donde ν depende de α y vale
να =
1
2T
∫ T
0
〈(φ(1))2〉(a sin〈φ(0)〉 − 2κ sinα)
ω0 − a sin〈φ(0)〉 dt, (9.42)
con ω0 = ω+κ sinα es la frecuencia efectiva cuando σ = 0. A diferencia del caso lineal o de
Kuramoto sin frustracio´n, να puede ser positivo o negativo: cuando α < αc ≡ sin−1(1/2κ),
να puede ser positivo o negativo dependiendo del valor de ω, mientras que cuando α > αc,
να < 0 siempre. Esto divide el espacio de para´metros (ω,α) en dos regiones, tal y como
hemos representado en la figura 9.8. En la regio´n I να > 0 y por tanto el efecto del ruido es
ayudar a las oscilaciones, mientras que να < 0 en la regio´n II con lo que el ruido obstaculiza
el movimiento de los osciladores. Variando los para´metros de nuestro sistema podemos pasar
de un comportamiento a otro. Un ejemplo de este cambio se recoge en la figura 9.9.
Para entender por que´ para diferentes para´metros (ω0, α) el sistema responde de dife-
rente manera al ruido, debemos observar que, cuando es sistema tiene frustracio´n να es la
diferencia de dos te´rminos. El origen del primero de ellos se vio en el apartado anterior y se
debe a que el ruido ayuda a las oscilaciones mediante un efecto de activacio´n para sobrepasar
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Figura 9.9: Comparacio´n de los valores nume´ricos de ωef para ω0 = 1,006, y α = 0,5
(cuadrados) y ω0 = 1,01 y α = 0,55 (c´ırculos) con las aproximaciones anal´ıticas (l´ıneas
continuas) dadas por las ecuaciones (9.37) y (9.42). Los para´metros utilizados son N = 10000,
τ = 0 y κ = 1.
las barreras de potencial. Para entender el segundo te´rmino, observemos que sustituyendo
el desarrollo (9.8) en (9.1), conservando so´lo el te´rmino de Γ2 y tomando valores medios,
∂〈φ〉
∂t
=
〈
N∑
j=1
Γ2(φj − φi)2
〉
= 2Γ2w
2(t), (9.43)
donde w2(t) viene dada por la ecuacio´n (9.25). Cuando el acoplamiento es el de Kuramoto
con frustracio´n Γ2 = −12 sinα. En el caso determinista w2 = 0 y por tanto el efecto de un
Γ2 6= 0 es irrelevante. Sin embargo, cuando σ 6= 0 tenemos que w(t) 6= 0, con lo que la
ecuacio´n (9.43) da una contribucio´n a la frecuencia efectiva que es negativa debido a que
Γ2 lo es. De este modo es ma´s claro que el ruido da lugar a una resonancia a segundo orden
ya que ω2(t) ∼ O(σ2). Este efecto es conocido en el lenguaje del crecimiento de superficies.
Como vimos, la aproximacio´n de fase de osciladores da lugar a la ecuacio´n de KPZ (8.19)
cuando tenemos en cuenta una distribucio´n espacial de los mismos . Es bien conocido que
en dicha ecuacio´n, debido a que (∇dφi)2 ≥ 0, existe una velocidad de exceso, que hace
que la superficie crezca independientemente de si existe un flujo externo de part´ıculas [12].
En nuestra aproximacio´n de campo medio dicha velocidad de exceso es proporcional a la
rugosidad, pero el efecto es el mismo: independientemente de la frecuencia de cada oscilador,
el te´rmino (9.43) da lugar a una velocidad efectiva en la colectividad de osciladores y rompe
la simetr´ıa de invariancia temporal del sistema.
Por u´ltimo, como vemos en la figura 9.10 la distribucio´n de probabilidad de las frecuen-
cias efectivas es una gaussiana desplazada hacia la derecha o hacia la izquierda respecto a la
determinista, dependiendo de la regio´n del espacio de para´metros en la que nos encontremos
y con varianza proporcional a σ en ambos casos.
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Figura 9.10: Histograma de frecuencias efectivas obtenido mediante simulaciones de la ecua-
cio´n (9.13) con α = 0,5 (derecha) y α = 0,55 (izquierda). La l´ınea gruesa es un ajuste a una
gaussiana en cada caso. Los para´metros utilizados son N = 5000, a = κ = 1, ω0 = 1,1 y
σ = 0,1.
9.4. Comparacio´n con las oscilaciones RHEED
En el cap´ıtulo 7 vimos que, como consecuencia del crecimiento capa a capa de una su-
perficie, la intensidad RHEED reflejada oscilaba en funcio´n del tiempo. En la aproximacio´n
gaussiana dichas oscilaciones esta´n directamente relacionadas con las oscilaciones de la rugo-
sidad [ve´ase ec. (7.9)]. En este cap´ıtulo hemos estudiado el l´ımite σ → 0 de la aproximacio´n
de campo medio de alguno de esos modelos de crecimiento de superficies: concretamente, la
ecuacio´n con acoplamiento lineal (9.12) es la aproximacio´n de campo medio de los modelos
sG y xMBE, como vimos en el cap´ıtulo anterior. En ese caso σ =
√
2kBT donde T es la
temperatura y ω = F es el flujo medio de part´ıculas. Por definicio´n, la frecuencia efectiva
de las oscilaciones ωef = v donde v es la velocidad de crecimiento de la superficie.
En la aproximacio´n de campo medio hemos visto que la rugosidad oscila con el tiempo
con un per´ıodo que depende de F y de T de una manera no trivial y que viene dado por la
expresio´n (9.36). Sin embargo, las oscilaciones no se atenu´an debido a que en la aproximacio´n
de campo medio se supone que las correlaciones entre osciladores son nulas. As´ı mismo, la
aproximacio´n de campo medio nos ha permitido tambie´n estudiar la transicio´n entre la
fase estacionaria (en la que la superficie no crece) y la fase perio´dica (en la que la superficie
crece) cuando la temperatura es pequen˜a. Dicha transicio´n se produce cuando ω > ωc donde
ωc viene dada por (9.18). Dado que en la aproximacio´n de campo medio no tiene en cuenta
las correlaciones espaciales, es obvio que los resultados que obtenemos son aplicables tanto
a xMBE como a sG.
Sin embargo, la de campo medio es tan so´lo una aproximacio´n de las ecuaciones xMBE y
sG. Por ello, el objetivo de la presente seccio´n es compararla con los modelos de crecimiento
utilizados para describir las oscilaciones RHEED. Como dijimos en el cap´ıtulo anterior,
esperamos que esperamos que la aproximacio´n de campo medio sea va´lida para w2  1,
lo que se cumple para tiempos cortos y temperaturas pequen˜as en comparacio´n con la de
rugosidad. Para comparar los resultados de este cap´ıtulo con los modelos sG y xMBE los
para´metros utilizados son V0 = 1, a⊥ = 2pi y σ =
√
2kBT en todos los casos y ν = 1/4
para sG en d = 2 y κ = 1/16 para xMBE en d = 2 [ve´anse ecuaciones (5.5) y (5.3)]. En
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Figura 9.11: Comparacio´n entre los valores obtenidos de ωef mediante las simulaciones de los
modelos sG y xMBE con las simulaciones del modelo (9.12) y la aproximacio´n anal´ıtica hasta
orden σ2 dada por las ecuaciones (9.37) y (9.35). Los valores de los para´metros utilizados son
ω = 1,1, κ = 1 y N = 5000 en el modelo (9.12). En el caso de los modelos de crecimiento, el
sustrato es de taman˜o L× L con L = 64.
estas unidades la temperatura de rugosidad para sG en equilibrio para d = 2 es TR = 8piν
[174], mientras que para xMBE es aproximadamente TR ≈ 10κ [161]. Estos valores se
corresponden con σ ' 3,5 y σ ' 1,1 para los que la aproximacio´n de campo medio deja
de ser va´lida. En la figura 9.11 hemos comparado estos modelos con el modelo lineal, ec.
(9.12) para σ2 = 2kBT pequen˜o. Como vemos hasta σ ' 0,5 nuestra aproximacio´n es va´lida
y reproduce la velocidad de crecimiento de las oscilaciones RHEED (y por tanto el per´ıodo
de las mismas). Para σ ≥ 0,5 la aproximacio´n de campo medio falla para el modelo xMBE
mientras que todav´ıa es va´lidad para sG. Ello se debe a que la temperatura de rugosidad
para xMBE es menor, σ ' 1,1.
Del mismo modo, la ecuacio´n (9.18) nos da informacio´n sobre los valores del flujo medio
externo de material F = ω para los que se produce la transicio´n de depinning, que tradu-
cido al lenguaje de las superficies, es cuando la superficie pasa a tener una velocidad de
crecimiento distinta de cero. Como vimos en el cap´ıtulo 5 la movilidad de la superficie es
distinta de cero para T 6= 0 siempre que el flujo F 6= 0. Por tanto en este caso no podemos
definir una frecuencia o campo cr´ıtico del mismo modo que hemos hecho en este cap´ıtulo.
Sin embargo, para temperaturas pequen˜as esta movilidad despreciable por debajo de un
umbral Fth. Para comparar ωc con este Fth definimos e´ste u´ltimo como el valor del flujo
para el que la movilidad de la superficie es menor que 10−2. En la figura 9.12 hemos com-
parado ωc para la ecuacio´n lineal (9.12) y los modelos sG y xMBE observando que nuestra
aproximacio´n es va´lida hasta σ ' 0,5, como antes.
En resumen, la aproximacio´n de campo medio para las ecuaciones sG y xMBE funciona
para valores pequen˜os de la temperatura y es capaz de predecir la velocidad de crecimiento
[que se puede relacionar con el per´ıodo de las oscilaciones RHEED mediante la relacio´n
(7.17)] y, para una temperatura fija, el valor del flujo Fth. Sin embargo, dado que en este
aproximacio´n de campo medio no tenemos en cuenta las correlaciones, no podemos repro-
ducir con ella el decaimiento de las oscilaciones RHEED, ya que este decaimiento se debe a
que la rugosidad crece de manera cine´tica en el sistema.
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Figura 9.12: Comparacio´n entre los valores de ωc(σ) obtenidos mediantea las simulaciones de
los modelos sG y xMBE y comparados con las simulaciones del modelo (9.12) y la aproximacio´n
anal´ıtica hasta orden σ2 dada por la ecuacio´n (9.37) y (9.35). Los valores de los para´metros
utilizados son ω = 1,1, κ = 1 y N = 5000 en el modelo lineal. En el caso de los modelos de
crecimiento, el sustrato es de taman˜o L× L con L = 64.
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Cap´ıtulo 10
Transiciones de fase dina´micas
Estudiamos la dina´mica de las transiciones de fase de segundo orden en las que se produce una rotura
de simetr´ıa y, en particular, la creacio´n de defectos topolo´gicos. Revisamos diversas teor´ıas empleadas para
estimar el nu´mero de defectos que se producen en funcio´n de la velocidad a la que tiene lugar la transicio´n.
10.1. Introduccio´n
Entre las transiciones de fase, aquellas en las que se produce una rotura de simetr´ıa son
un ejemplo interesante de las mismas, y la dina´mica de co´mo tiene lugar esa transicio´n es
muy gene´rica. Una de las particularidades de este tipo de transiciones es la formacio´n de
los denominados defectos topolo´gicos. Lejos de ser una peculiaridad, los defectos proporcio-
nan una herramienta experimental para entender co´mo se produce el proceso de rotura de
simetr´ıa en este tipo de transiciones de fase.
La situacio´n gene´rica de estas transiciones es un sistema que se enfr´ıa desde una fase
sime´trica respecto a un grupo de simetr´ıas G a temperatura T > TC hasta otra en la cual
el sistema es obligado a elegir entre los estados degenerados de una variedad de vac´ıo o de
estados fundamentalesM a temperatura T < TC , donde hemos supuesto que, en equilibrio,
la transicio´n tiene lugar cuando T = TC . La transicio´n de fase puede ser de primer o segundo
orden. Despue´s de este proceso el sistema consiste en zonas de diferentes estados fundamen-
tales conectadas por defectos en los que se concentra la energ´ıa del sistema y que, en el caso
de que sean topolo´gicos, son estables respecto a pequen˜as perturbaciones del campo, que
so´lo provocan el movimiento de dichos defectos. A tiempos largos, la dina´mica del sistema
es, de manera efectiva, la de dominios separados por defectos a temperatura cero [27] y
depende la variedad de estados fundamentales, de si la dina´mica es conservada o no y de la
dimensio´n f´ısica del sistema. Mientras que en materia condensada la dina´mica de dominios
(coarsening) en diferentes sistemas ha atra´ıdo mucha atencio´n durante estos u´ltimos an˜os
[27], el proceso de formacio´n de dominios no ha sido tan estudiado. En particular, la cues-
tio´n principal es cua´l es el nu´mero de defectos que se forman cuando el sistema es obligado
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a pasar por una transicio´n en la que se produce rotura de simetr´ıa. Experimentalmente
esta cuestio´n es muy importante, ya que los defectos son fa´cilmente identificables mediante
me´todos de scattering, por ejemplo, y esto permite una comparacio´n cuantitativa con la
teor´ıa. Desde el punto de vista teo´rico la cuestio´n anterior esta´ relacionada con conocer el
proceso f´ısico que fija la longitud caracter´ıstica de los dominios una vez que se ha producido
la transicio´n y que denominaremos ξdef . Dicha longitud de correlacio´n so´lo podra´ definirse
una vez que los dominios este´n perfectamente establecidos y esto sucede cuando T < Tdef
donde Tdef puede definirse como la temperatura ma´xima a partir de la cual se tiene que la
densidad de defectos ρ es proporcional a 1/ξddef donde d es la dimensio´n del sistema. Una
vez conocida ξdef la dina´mica del sistema es el posterior proceso de coarsening.
Por tanto, para conocer el nu´mero de defectos que se producen despue´s de una transicio´n,
necesitamos conocer tanto ξdef como Tdef para poder identificar la condicio´n inicial y el ins-
tante inicial del proceso de evolucio´n de defectos. Supongamos que la transicio´n se produce
variando la temperatura con el tiempo de modo que |dT
dt
|  1. Podemos asumir entonces
que la longitud de correlacio´n del sistema es aproximadamente igual a ξeq que es la longitud
de correlacio´n en equilibrio cuando T = T (t) para t fijo. Sin embargo, si la transicio´n es de
segundo orden sabemos que ξeq →∞ cuando nos acercamos a TC lo cual no sucede cuando
la transicio´n se produce de manera dina´mica, ya que la longitud de correlacio´n so´lo puede
tomar un valor finito en un tiempo finito. Por tanto, ξdef no se puede obtener a partir de las
propiedades de equilibrio del sistema. Por u´ltimo, incluso aunque conocieramos la longitud
de correlacio´n de nuestro sistema para cualquier tiempo ξ(t), deber´ıamos conocer el tiempo
t en el que T (t) = Tdef . El problema, por tanto, se enmarca dentro de la meca´nica estad´ıstica
de no equilibrio y la herramienta natural para su estudio son las ecuaciones de Langevin.
Adema´s, aunque el conocer el nu´mero de defectos tiene su importancia en problemas
como la transicio´n superfluida del 3He o 4He, la de los cristales l´ıquidos o en las aleaciones
binarias, por ejemplo, la atencio´n que ha recibido este problema durante los an˜os noventa
se debe a una posible realizacio´n experimental del escenario cosmolo´gico de formacio´n de
defectos en la densidad de materia y radiacio´n que dieron lugar a la actual estructura del
Universo [75]. En 1994, Zurek [261] extendio´ el argumento de causalidad de Kibble propuesto
en 1976 [122] para explicar la formacio´n de cuerdas cosmolo´gicas y lo adapto´ a sistemas de
materia condensada. Esto dio lugar a una serie de experimentos en diversos laboratorios,
que resultaron compatibles con la teor´ıa de Kibble-Zurek, aunque au´n no se puede dar e´sta
por confirmada.
El objetivo del presente cap´ıtulo es introducir las diferentes propuestas teo´ricas para
conocer ξdef y Tdef . Para ello, en el apartado 10.2 estudiamos de manera general los de-
fectos topolo´gicos y su importancia tanto en materia condensada como en cosmolog´ıa. Por
sencillez el estudio se restringe a los modelos efectivos de Landau-Ginzburg con simetr´ıa
O(N). Seguidamente, en el apartado 10.3 presentamos las diferentes teor´ıas para determi-
nar el nu´mero de defectos basa´ndonos en conceptos de causalidad e inestabilidad. Como
veremos las predicciones basadas en estos argumentos son cualitativas y determinan tan
so´lo co´mo dependen ξdef y Tdef respecto a, por ejemplo, la velocidad con la que se produce
la transicio´n. En el cap´ıtulo siguiente veremos que es posible resolver de manera exacta el
modelo de Landau-Ginzburg con simetr´ıa O(1), por lo que seremos capaces de comprobar
estas predicciones.
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10.2. Transiciones de fase y defectos topolo´gicos
Una transicio´n en la que se produce rotura de simetr´ıa puede ser de primer o segundo
orden (continua). En las de primer orden la longitud de correlacio´n no es infinita cuando
T = TC y la transicio´n se produce a partir de la nucleacio´n de burbujas en las que el
para´metro de orden toma el valor de uno de los estados fundamentales enM. La transicio´n
es por tanto local y la nucleacio´n de estas burbujas se produce mediante activacio´n te´rmica
antes de que T = TC . El estudio de formacio´n de defectos en transiciones de primer orden ha
sido tambie´n estudiado por Kibble [24] y Liu y Mazenko [149]. En una transicio´n continua el
cambio se produce en todos los puntos del sistema, ya que la longitud de correlacio´n diverge
cuando T = TC . En la pra´ctica esto no sucede, ya que, por ejemplo, la temperatura no es
uniforme en todo el sistema. A pesar de estos detalles, en este apartado nos concentraremos
en las transiciones de segundo orden o continuas.
Para estudiar este tipo de transiciones es suficiente considerar la teor´ıa ma´s simple,
que es aquella en la que el para´metro de orden de nuestro sistema es un vector con N
componentes φ(x ) = (φ1(x ), . . . , φN(x )) en un espacio de dimensio´n d y donde la energ´ıa
libre efectiva del sistema en equilibrio es de la forma de Landau-Ginzburg [20]
F(T ) =
∫
ddx
(
1
2
(∇φ)2 + 1
2
g(T )φ2 +
1
4
λφ4
)
, (10.1)
donde g(T ) puede entenderse como un para´metro fenomenolo´gico que es positivo cuando
T > TC , y negativo para T < TC . En el caso anterior, la energ´ıa libre del sistema es invariante
respecto al grupo de rotaciones O(N). Este tipo de modelos describe el comportamiento
cr´ıtico de muchos sistemas f´ısicos. Por ejemplo, cuando N = 3 describe ferroimanes; si
N = 1 es una teor´ıa efectiva de la transicio´n l´ıquido-vapor, las mezclas binarias o los
superconductores de tipo II. Por u´ltimo cuando N = 2 describe sistemas de pol´ımeros o las
propiedades de la fase superfluida del He4 [186, 34].
El modelo anterior depende del para´metro de orden y no de los grados de libertad
microsco´picos. Podemos pensar en φ(x ) como el promedio del para´metro de orden sobre
un volumen y el hecho de que g(T ) dependa de manera efectiva de la temperatura se puede
entender en funcio´n del grupo de renormalizacio´n aplicado a la teor´ıa λφ4 [95]. De este
modo g(T ) es el valor que toma este para´metro bajo el grupo de renormalizacio´n. As´ı a
temperaturas altas T > TC la parte potencial de la ecuacio´n (10.1) definida por
V (φ) =
1
2
g2(T )φ2 +
1
4
λφ4, (10.2)
tiene un so´lo mı´nimo que corresponde a φ = 0 y que se denomina falso vac´ıo. Para T < TC
el sistema posee una variedad de estados fundamentales definidos por la ecuacio´n
δV
δφ
(φ0) = 0. (10.3)
Para temperaturas T > TC el para´metro de orden fluctu´a alrededor del falso vac´ıo 〈φ〉 = 0
con una varianza proporcional a la temperatura, mientras que despue´s de la transicio´n,
donde la temperatura es de manera efectiva cero, g < 0 da lugar a una rotura de simetr´ıa
y el para´metro de orden vale 〈φ〉 = φ0.
El potencial V (φ, T ) determina la escala de las fluctuaciones de φ alrededor de φ = 0.
Si utilizamos la teor´ıa de campo medio [20, 34], podemos expresar el potencial (10.2) como
V (φ) =
1
2
g2(T )〈φ〉2 + 1
4
λ〈φ4〉. (10.4)
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Por tanto, el valor medio de φ viene dado por la ecuacio´n (10.3), es decir
〈φ〉 =
{
0 T > TC
(−g/λ)1/2e T < TC , (10.5)
donde e es un vector unitario en el espacio del para´metro de orden de dimensio´n N . Si
suponemos que a primer orden g(T ) ∼ (T−TC) la ecuacio´n (10.5) significa que el para´metro
de orden escala como 〈φ〉 ∼ |T − TC |β con β = 1/2. Del mismo modo se puede obtener que
la funcio´n de estructura S(q) es
S(q) =
1
g + 3λ〈φ〉2 + q2 ∼
1
ξ−2 + q2
, (10.6)
con lo que
ξeq(T ) =
{
(1/g)1/2 T > TC
(1/(−2g))1/2 T < TC . (10.7)
Como vemos la longitud de correlacio´n diverge cuando T = TC y se tiene que ξeq ∼ |T−TC |−ν
con ν = 1/2. En realidad en la teor´ıa λφ4 se obtiene ν = 0,67 en tres dimensiones utilizando
te´cnicas del grupo de renormalizacio´n y simulaciones nume´ricas [95].
Para estudiar la dina´mica del sistema supondremos que el sistema responde a esta energ´ıa
libre de manera lineal, es decir que
∂2φ
∂t2
+ γ
∂φ
∂t
= −δF
δφ
+ η(x , t) (10.8)
donde γ es la disipacio´n y que se conoce como ecuacio´n de Ginzburg-Landau dependiente
del tiempo (Time dependent Ginzburg-Landau, TDGL). Mientras que el primer te´rmino de
la parte izquierda de la ecuacio´n tiene importancia en el contexto de teor´ıas de campos
te´rmicas, el segundo es importante en materia condensada. Prescindiendo de la derivada
segunda respecto al tiempo, la ecuacio´n anterior es de la forma de Langevin. Por u´ltimo,
η(x , t) es un ruido blanco gaussiano, 〈η(x , t)η(x ′, t′)〉 = 2γΘδd(x − x ′)δ(t − t′), donde Θ
puede entenderse como la temperatura final despue´s del proceso de enfriamiento, o como un
ruido que da lugar a la configuracio´n inicial una vez que se produce la transicio´n de manera
que puede ser reemplazado de manera efectiva por un conjunto de realizaciones para las
condiciones iniciales. La ecuacio´n (10.8) es fenomenolo´gica, ya que al variar la temperatura
cambiamos el para´metro g del potencial. Sin embargo constituye la teor´ıa ma´s simple en la
que se produce una rotura de simetr´ıa.
Cuando se produce la transicio´n, y a temperatura cero, el para´metro de orden viene
dado por la solucio´n de la ecuacio´n
∇2φ = δV (φ)
δφ
(10.9)
En el caso de la teor´ıa O(N) que hemos visto antes en dimensio´n d los defectos topolo´gicos
estables vienen dados por soluciones de la ecuacio´n anterior para ciertas condiciones de
contorno.
En el caso escalar, N = 1, los estados fundamentales son φ0 = ±(λ/g)1/2 y por tanto
en dimensio´n d = 1 los defectos son paredes o kinks que conectan estos dos estados y
que cruzan el punto φ = 0 de falso vac´ıo. Este tipo de defectos se denominan puntuales.
En dimensio´n d = 2 los puntos donde φ = 0 forman l´ıneas, mientras que en d = 3 son
superficies.
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Figura 10.1: Valores de la fase para la ecuacio´n TDGL (10.8) con simetr´ıa O(2) en d = 2.
Los defectos son vo´rtices marcados con ◦.
Cuando N = 2 en dimensio´n d = 1 no tenemos defectos topolo´gicos. En general se
tiene que si N > d entonces no existen defectos topolo´gicos [34, 27]. En dimensio´n
d = 2, tenemos defectos puntuales que se denominan vo´rtices, mientras que en d = 3
los defectos forman cuerdas o l´ıneas de vo´rtices. En la figura 10.1 hemos representado la
solucio´n despue´s de un enfriamiento del sistema del modelo O(2) en dimensio´n d = 2.
En particular representamos la fase del para´metro de orden φ(x ) = (φ1(x ), φ2(x ))
definida como θ = tan−1(φ1/φ2). Los vo´rtices son defectos en los que la fase var´ıa
entre 0 y 2pi al recorrer un circuito alrededor del vo´rtice.
En general, tendremos defectos puntuales si n = d, l´ıneas si n = d − 1 y superficies si
n = d− 2. Si n < d los defectos esta´n extendidos espacialmente.
A temperatura cero los defectos topolo´gicos son estables. La dina´mica del sistema total
viene dada por el movimiento, suavizado y minimizacio´n de la curvatura de los defectos
espacialmente extendidos. Esta dina´mica se denomina coarsening de los dominios. En el
caso de los defectos puntuales proceso de coarsening se produce mediante la aniquilizacio´n
de un par defecto-antidefecto. En d = 1 por ejemplo el antidefecto asociado a un kink es un
antikink, mientras que en d = 2 el antidefecto es un antivo´rtice. Los antidefectos no pueden
obtenerse a partir de los defectos simplemente mediante una rotacio´n espacial. En el caso
de defectos puntuales en d = 1 y vo´rtices en d = 2 y suponiendo que V (φ) es sime´trico
respecto a φ = 0, los antidefectos se obtienen mediante la transformacio´n φ↔ −φ. A cada
defecto se le puede asociar una carga topolo´gica. En el caso de los vo´rtices dicha carga es la
variacio´n de la fase al recorrer un lazo alrededor de e´l en un sentido predeterminado y que
sera´ ±2pi.
Los defectos son soluciones no lineales de la ecuacio´n (10.9). A temperatura suficiente-
mente alta dichos defectos pueden ser excitados como fluctuaciones no perturbativas. Estos
defectos dominan sobre las perturbaciones termodina´micas debido a su gran entrop´ıa de
configuracio´n y por tanto dominan las transiciones de fase en algunos casos. Un ejemplo
lo tenemos en el caso del modelo O(2): en e´l las perturbaciones termodina´micas a bajas
temperaturas u ondas de esp´ın no determinan la transicio´n de fase que tiene lugar debido
a la disociacio´n de pares vo´rtice-antivo´rtice. As´ı mismo, dado que a temperaturas bajas los
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defectos son estables (como por ejemplo los kinks en una dimensio´n), hacen que la fase de
baja temperatura no sea de orden a largo alcance una vez que se han formado.
10.3. ¿Cuando se rompe la simetr´ıa, cua´l es el taman˜o de las piezas?
Cuando se produce la transicio´n y la simetr´ıa se rompe y si suponemos que la densidad de
defectos se puede relacionar simplemente con la longitud de correlacio´n, entonces la densidad
ma´xima de defectos puede relacionarse con la longitud de correlacio´n ma´s pequen˜a en la fase
de simetr´ıa rota. De esta manera el sistema se compone de zonas donde el para´metro de
orden toma uno de los valores de la variedad de vac´ıo cuyo taman˜o medio es dicha longitud
de correlacio´n y que esta´n unidas mediante defectos. En el caso de que el proceso posterior
de coarsening sea muy lento (comparado con otras escalas de tiempo del sistema) y debido
a que la temperatura despue´s del enfriamiento es cero de manera efectiva [27], podemos
decir que la densidad de defectos viene dada por
ρ ∼ L
d
ξddef
, (10.10)
donde L es el taman˜o lateral del sistema. Sin embargo, durante y despue´s de la transicio´n
el sistema no se encuentra en equilibrio y por tanto ξdef 6= ξeq(T ). Para entender esto,
supongamos que la variar la temperatura, el para´metro efectivo g(T ) de nuestra teor´ıa
varia de la forma
g =
(
1− T (t)
TC
)
= µt, (10.11)
de manera que la transicio´n se produce cuando t = 0 y
T (t) = TC(1− µt). (10.12)
Por simplicidad suponemos que la condicio´n inicial es t = −τ/µ con τ = O(1) y la final es t =
τ/µ, con lo que la temperatura var´ıa desde TC(1+τ) hasta TC(1−τ). Adema´s, supondremos
que µ  1 para que la transicio´n tenga lugar en todo el sistema aproximadamente al
mismo tiempo y para que fuera de la zona donde se produzca la longitud de correlacio´n sea
ξ(t) ' ξeq(T (t)).
La longitud de correlacio´n en equilibrio vale ξeq → ∞ en T = TC . Sin embargo, como
ya hemos dicho, cuando la transicio´n se produce fuera del equilibrio esperamos que la
longitud de correlacio´n no diverja, ya que so´lo puede vale un valor finito en un tiempo finito.
La propuesta de Kibble y Zurek es que la longitud de correlacio´n del sistema permanece
constante al pasar por el punto cr´ıtico, y que ξdef es esencialmente ξeq para una temperatura
determinada Tdef . Como veremos en el siguiente cap´ıtulo este argumento tan so´lo predice
la forma dimensional de ξdef .
10.3.1. Activacio´n te´rmica
En los trabajos de los an˜os 70 acerca de la formacio´n de cuerdas cosmolo´gicas en el
universo temprano, Kibble sugirio´ que el taman˜o inicial de los dominios ven´ıa dado por lo que
se denomina esquema de Ginzburg [122]. Si µ 1 entonces podemos reemplazar el potencial
V (φ, T ) por V [φ, T (t)]. Esto esta´ justificado lejos de la transicio´n, mientras que existe un
intervalo T−G < T < T
+
G en el que no se puede hacer tal suposicio´n. Las temperaturas
T±G se denominan temperaturas de Ginzburg y vienen dadas por el siguiente argumento.
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La temperatura T+G viene dada por la temperatura a la que el potencial V (φ, T (t)) deja
de aproximar las fluctuaciones del para´metro de orden φ. Esto sucede cuando la parte
cuadra´tica y λφ4 son del mismo orden, es decir, cuando |1− T+G /TC | = O(λ). Una vez que
la temperatura es menor que TC y el potencial cambia de forma, T
−
G marca la temperatura
por debajo de la cual la probabilidad de que se activen de manera te´rmica dominios de
taman˜o igual a la longitud de correlacio´n es muy pequen˜a. Si la energ´ıa libre viene dada
por la ecuacio´n (10.1) entonces de manera expl´ıcita y suponiendo que ξ(t) = ξeq(T (t)), T
−
G
verifica la expresio´n
∆E(T−G )ξ
d
eq(T
−
G ) ' T−G , (10.13)
donde ∆E(T ) es la diferencia de energ´ıa entre el ma´ximo central del potencial y el mı´nimo
y d es la dimensio´n del sistema. De este modo y utilizando el potencial (10.2) tenemos que
g(T−G ) = O(λ). (10.14)
Mientras que para temperaturas superiores a T−G , debido a las fluctuaciones te´rmicas se pue-
den producir dominios de diferente longitud, por debajo de esta temperatura este feno´meno
se reduce exponencialmente. Esto sucede cuando la longitud de correlacio´n es
ξeq(T
−
G ) = O(λ
−1/2). (10.15)
El argumento de Kibble es que podemos de este modo identificar ξeq(TG) con ξdef . Sin em-
bargo, como veremos despue´s esto es incorrecto ya que, aunque las fluctuaciones te´rmicas
son relevantes para la formacio´n de pequen˜os dominios no son determinantes para la for-
macio´n de los dominios ma´s grandes. Para entenderlo necesitamos algo ma´s que la f´ısica de
equilibrio del sistema y un concepto nuevo: el de causalidad.
10.3.2. Causalidad. El mecanismo de Kibble-Zurek
Si el argumento anterior pretende definir la escala de longitud t´ıpica del sistema una
vez que se ha producido la transicio´n el de causalidad pretende determinarla antes de
que se produzca. Cuando t < 0 (es decir, T > TC) y estamos lejos de la transicio´n y si
suponemos que µ  1, entonces el sistema se encuentra en un equilibrio efectivo y por
tanto ξ(t) ' ξeq(t), donde ξeq(t) es la longitud de correlacio´n en equilibrio para el valor
de g(t) con t fijo. Sin embargo, cuando nos acercamos al punto cr´ıtico ξeq(t) aumenta de
manera arbitrariamente ra´pida y por tanto el sistema no puede seguir en equilibrio. Para
determinar el tiempo en el cual se produce esta desviacio´n del equilibrio (o al menos una
cota superior) identificamos −tcong como el tiempo en el que la longitud de correlacio´n crece
a la velocidad de la luz en nuestro sistema, es decir −tcong esta´ definido impl´ıcitamente como
dξeq
dt
(−tcong) = 1. (10.16)
Kibble sugirio´ que la longitud de correlacio´n del sistema se congela durante el intervalo
[−tcong, tcong] [123] y que por tanto una vez que t = tcong tenemos que ξeq(t) ' ξeq(−tcong).
Esto define la escala inicial de los defectos que es ξdef ' ξeq(−tcong) una vez producida la
transicio´n cuya expresio´n es, utilizando (10.7), (10.11) y (10.16),
ξdef ∼ ξeq(−tcong) = µ−1/3. (10.17)
Para t > tcong la longitud de correlacio´n vuelve a ser comparable con ξeq(T (t)). El argumento
de Kibble esta´ basado en una teor´ıa de campos en los que existe una doble derivada temporal
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y por tanto una inercia que hace que una perturbacio´n en el sistema viaje a la velocidad de la
luz. Extendiendo este argumento a las transiciones en materia condensada Zurek [260, 261]
reemplazo´ la velocidad de la luz por la velocidad del sonido del sistema en equilibrio. De
manera expl´ıcita, la velocidad del sonido ceq en equilibrio se obtiene como ceq = ξeq/τeq
donde τeq es el tiempo de relajacio´n en equilibrio del sistema que tambie´n diverge cuando
T → Tc. En la aproximacio´n de campo medio se tiene que [20, 34]
τeq = g
−1. (10.18)
Del mismo modo que hicimos antes, podemos suponer que fuera de la zona donde se produce
la transicio´n la velocidad del sonido en el sistema viene dada por c(t) = ceq(T (t)) y por
tanto
c(t) ' g1/2(t), (10.19)
y por tanto se anula cuando T = TC . La velocidad del sonido es la velocidad a la que se
propaga una perturbacio´n en el sistema. De esta manera la relacio´n equivalente a (10.16)
es
dξeq
dt
(−tcong) = c(−tcong) (10.20)
La suposicio´n a partir de esta definicio´n es, como antes, que la longitud de correlacio´n
queda congelada durante el intervalo [−tcong, tcong] y por tanto ξdef ' ξeq(−tcong). Una vez
que t > tcong la longitud de correlacio´n del sistema vuelve a aproximarse a ξeq(T (t)). La
longitud de correlacio´n inicial que determina el taman˜o de los dominios es aproximadamente
igual a ξdef ' ξeq(T (−tcong)), con lo que a partir de (10.7), (10.19) y (10.20),
ξdef ∼ ξeq(−tcong) = µ−1/4. (10.21)
Tanto en (10.21) como en (10.17) el taman˜o de los dominios despue´s de producirse la
transicio´n depende de co´mo de ra´pido hemos hecho esta transicio´n. Adema´s, si µ  1, la
longitud de correlacio´n dada por (10.17) y (10.21) es mucho mayor que la obtenida mediante
el argumento de activacio´n te´rmica y dada por la ecuacio´n (10.15).
Para obtener las expresiones anteriores hemos utilizado las aproximaciones de campo
medio para conocer como var´ıa la longitud de correlacio´n y el tiempo de relajacio´n de
nuestro sistema. De manera ma´s general, si suponemos que en nuestra teor´ıa y cerca del
punto cr´ıtico
ξ(t) = ξ0|g|−ν (10.22)
y
τ(t) = τ0|g|−β, (10.23)
entonces la estimacio´n de Kibble-Zurek para la longitud de correlacio´n es
ξdef ' ξ0(τ0µ)−ν/(1+ν), ξdef ' ξ0(τ0µ)−ν/(1+β) (10.24)
en el caso de teor´ıa de campos y en materia condensada respectivamente. Podemos pensar
en ambos casos como el l´ımite no amortiguado (γ  1) y sobreamortiguado (γ  1) de
la ecuacio´n (10.8). En contra del argumento de activacio´n te´rmica, las expresiones (10.24)
predicen que cuando µ→ 0 entonces ξdef →∞, es decir, que cuando el sistema tarda tiempo
infinito en cruzar por TC le da tiempo a que la longitud de correlacio´n sea lo suficientemente
grande para que no haya defectos en el sistema y e´ste consista en un so´lo dominio en el que
el para´metro de orden toma un so´lo valor. En la tabla 10.1 hemos resumido las predicciones
de la teor´ıa de Kibble-Zurek.
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Aproximacio´n tcong ξdef
γ → 0 µ−1/3 µ−ν/(1+ν)
γ  1 µ−1/2 µ−ν/(1+β)
Cuadro 10.1: Resumen de las predicciones del esquema de Kibble-Zurek para el tiempo
de congelacio´n del sistema [calculados a partir de las ecuaciones (10.16) y (10.20)] y de la
longitud de correlacio´n ξdef = ξeq(−tcong) en funcio´n de la variacio´n del para´metro de orden
µ. Se incluyen los casos de una teor´ıa de campos te´rmica (γ → 0) y el caso de materia
condensada (γ  1).
10.3.3. Experimentos
Zurek fue el primero en sugerir la comprobacio´n de estas ideas en experimentos de
materia condensada, particularmente en Helio l´ıquido. Las l´ıneas de vo´rtices en 3He y 4He
superfluido son un buen ana´logo de las cuerdas cosmolo´gicas. Una manera sencilla y eficaz
de tratar estos sistemas es considerar que esta´n compuestos de dos fluidos: uno el normal y
otro superfluido en el que la viscosidad es nula. En 4He el superfluido (que es un condensado
de Bose-Einstein) se caracteriza por el campo complejo φ cuyo mo´dulo al cuadrado |φ|2 es la
densidad de la fase superfluida. La fraccio´n de fase superfluida es uno cuando la temperatura
es el cero absoluto, mientras que es nula cuando la temperatura se acerca al punto cr´ıtico
λ para el que Tλ = 2,17K. La teor´ıa de Landau-Ginzburg para el
4He corresponde a una
energ´ıa libre de la forma (10.1) con simetr´ıa O(2) y d = 3. Los defectos son l´ıneas de vo´rtices.
La situacio´n es ma´s complicada aunque ma´s interesante en el 3He en el que la transicio´n
se produce a una temperatura de 2 mK. La razo´n es que el 3He es un fermio´n y por tanto el
mecanismo por el que el sistema pasa a ser superfluido es diferente que en el caso del 4He que
es un boso´n. Este mecanismo es parecido al de la teor´ıa BCS para la superconductividad.
El para´metro de orden para el 3He es una matriz 3 × 3 y la simetr´ıa que se rompe es la
de SO(3)× SO(3)× U(1). Aunque la energ´ıa libre es ma´s complicada que la dada por la
ecuacio´n (10.1), la forma diagonal de la misma se parece y por tanto se puede aplicar la
teor´ıa de Landau-Ginzburg.
Las predicciones de Kibble-Zurek para estos dos sistemas son que el nu´mero de defectos
depende de la velocidad con la que se produce la transicio´n con el exponente 1/4 y por
tanto el nu´mero de defectos es
ρ =
L2
ξ2eq(tcong)
= O
[
1
ξ20
(τ0µ)
1/2
]
(10.25)
Motivados por estas predicciones numerosos grupos han realizados diversos experimentos.
Aunque trabajar con 3He es ma´s complicado los experimentos son ma´s claros desde el punto
de vista experimental y teo´rico. En primer lugar los nu´cleos de 3He tienen esp´ın 1/2 y por
tanto los vo´rtices pueden detectarse mediate resonancia nuclear. Segundo, la anchura de los
vo´rtices es de varios espaciados ato´micos y por tanto una teor´ıa como la de Landau-Ginzburg
es apropiada. Hasta ahora los experimentos han sido de dos tipos. En el primero de ellos
que denominaremos experimento de Helsinki [190, 191] una muestra de 3He en un criostato
rotante es bombardeada con neutrones lentos. Cada neutro´n que entra en la ca´mara libera
760 keV que, mediante ionizacio´n, se convierten en calor incrementando la temperatura de
una regio´n por encima de la temperatura de transicio´n y creando vo´rtices. Ra´pidamente
dicha regio´n vuelve a la temperatura del criostato. De esta manera se crean vo´rtices, los
cuales debido a la velocidad angular del criostato se mueven hasta el centro del aparato
donde son detectados mediante resonancia magne´tica. En este sistema ξ0 ' 20 nm. es la
longitud de coherencia a temperatura cero de la fase superfluida, mientras que el tiempo de
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Figura 10.2: Diagrama de fases del 4He. La l´ınea a trazos corresponde a la trayectoria
seguida por el experimento de Lancaster [50, 51] desde (Ti, Pi) hasta (Tf , Pf ) al realizar una
expansio´n meca´nica.
relajacio´n τ0 ∼ ξ0/vF ∼ 1 ns. donde vF es la velocidad de Fermi. Por u´ltimo la desviacio´n
del equilibrio se produce durante un tiempo µ−1 = 5 µs. con lo que µτ0 ∼ 10−3. El acuerdo
entre la prediccio´n (10.25) y los experimentos es buena al menos desde el punto de vista de
o´rdenes de magnitud. Un segundo experimento fue llevado a cabo en Grenoble y Lancaster
[15]. En este caso, en vez de contar el nu´mero de vo´rtices, el experimento detecto´ la energ´ıa
total que se utilizaba en la creacio´n de los mismos. Como en el caso anterior el 3He es
irradiado por neutrones. Despue´s de cada absorcio´n la energ´ıa liberada se mide en forma
de cuasipart´ıculas obtenie´ndose siempre una energ´ıa menor que 760 keV. La diferencia de
energ´ıa se supone que se utiliza en formar los vo´rtices. Otra vez se encontro´ un acuerdo
cualitativo con la prediccio´n de Kibble-Zurek (10.25).
En el caso del 4He, el experimento fue llevado a cabo por el grupo de Lancaster y siguio´ la
propuesta inicial de Zurek [261]. La idea es expandir una muestra de Helio l´ıquido normal
(no superfluido) de manera que disminuya la presio´n y el sistema pase a ser superfluido a
temperatura casi constante como podemos ver en la figura 10.2. Dado que la temperatura
cr´ıtica depende de la presio´n P la idea es variar 1 − T/TC(P ) de negativo a positivo sin
variar apenas T . Los vo´rtices se detectan mediante la medida de segunda onda de presio´n la
cual se atenu´a debido a la dispersio´n con los vo´rtices. Dado que la transicio´n en el sistema
es debido a factores puramente meca´nicos e´sta es mucho ma´s lenta que en el caso anterior
y t´ıpicamente µτ0 ∼ 10−10. Utilizando esta te´cnica se han realizado dos experimentos.
En el primero de ellos [90], aunque se encontro´ un acuerdo con la ecuacio´n (10.25) no se
pudo variar µ. Adema´s, exist´ıan problemas con la creacio´n de defectos mediante factores
hidrodina´micos y de capilaridad. Un segundo experimento [50, 51], disen˜ado para minimizar
estos problemas, no fue capaz de encontrar ningu´n vo´rtice lo que, debido a la precisio´n
experimental utilizada, supone una cota superior a la densidad de defectos que es varios
o´rdenes de magnitud menor que (10.25). Las explicaciones para este problema pueden ser
varias, apuntadas por distintos autores:
En primer lugar, la estimacio´n de Kibble-Zurek dada por la ecuacio´n (10.25) sobrees-
tima el valor real de la densidad de defectos por varios o´rdenes de magnitud. Ello es
debido a la inestabilidad espinodal que veremos despue´s. Debido a ello, aparte de que
el sistema se encuentre fuera del equilibrio durante el tiempo [−tcong, tcong] tambie´n
lo hace durante [tcong, tstop] con tstop = ftcong, donde f es una constante que puede
ser de varios o´rdenes de magnitud [151, 164, 119]. Esto estar´ıa de acuerdo con la cota
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experimental encontrada en [50] para la densidad de defectos.
Otra causa puede ser que la temperatura a la que se produce la transicio´n (recordemos
que e´sta es aproximadamente constante) sea muy grande y provoque el decaimiento
de los vo´rtices que se forman. Esto sucede cuando la temperatura T esta´ muy cerca de
TG. Por ejemplo, en los experimentos de Helsinki y Grenoble 1 − TG/TC = O(10−8),
mientras que en el experimento de Lancaster 1− TG/TC = O(1) [119].
Por u´ltimo, se ha propuesto que la no aparicio´n de vo´rtices se debe a que la transicio´n
de fase se produce de una manera no local. En particular, en la expansio´n meca´nica
se supone que el para´metro de orden depende no so´lo del tiempo sino de la posicio´n
g(x , t) en forma de una onda que se propaga a trave´s del material. Si la velocidad de
esta onda es menor que un valor l´ımite la densidad de vo´rtices es nula [54].
10.3.4. Simulaciones nume´ricas
Numerosos autores han realizado simulaciones nume´ricas en varias dimensiones y dis-
tintos sistemas. Podemos dividir estas simulaciones en dos tipos:
En el primero de ellos las simulaciones se realizan sobre la ecuacio´n fenomenolo´gica de
Landau-Ginzburg variando el para´metro de control con el tiempo y forzando entonces
la transicio´n de fase. En este grupo se encuentran los trabajos del grupo de Zurek
en una dimensio´n [140, 141] y en dos dimensiones [253] aparte de la mencionada
anteriormente en la que el para´metro de control var´ıa de forma no local y, por otro
lado, los trabajos de G. D. Lythe y el autor de esta memoria [151, 164] en el que,
aparte de las simulaciones nume´ricas, se obtienen resultados teo´ricos exactos para el
caso de una dimensio´n.
Como vimos antes, la ecuacio´n (10.8) es fenomenolo´gica y la rotura de simetr´ıa se
produce debido a que variamos el para´metro de control. Recientemente Zurek y cola-
boradores han estudiado la transicio´n de fase con rotura de simetr´ıa en el modelo λφ4
con simetr´ıa U(1) en tres dimensiones variando de manera directa la temperatura con
respecto al tiempo. La ecuacio´n de la dina´mica de este modelo es [8]
∂2φi
∂t2
+ γ
∂φi
∂t
= −m2φi +∇2φi + λφiφ2 + ηi(x, t) (10.26)
donde i ∈ {1, 2} y φ = (φ1, φ2) con 〈ηi(x, t), ηj(x′, t′)〉 = 2γT (t)δijδ(x−x′)δ(t−t′). Las
predicciones teo´ricas para la longitud de correlacio´n (10.24) y la densidad de l´ıneas
de vo´rtices son compatibles aunque, otra vez, la densidad teo´rica es varios o´rdenes de
magnitud mayor que la nume´rica y los exponentes que se obtienen son los de campo
medio y no los de la teor´ıa en equilibrio (es decir los exponentes obtenidos cuando
T (t) es constante).
10.3.5. Inestabilidad espinodal
El argumento de Kibble-Zurek parece dar los exponentes pero no el orden de magnitud de
la densidad de defectos. Adema´s, en varias simulaciones nume´ricas se ve que los exponentes ν
y β de las ecuaciones (10.24) se ajustan mejor a los de campo medio, en vez de los obtenidos
a partir de simulaciones nume´ricas o grupo de renormalizacio´n. Cuando la condicio´n inicial
es muy pequen˜a, es decir, cuando el ruido es muy pequen˜o, despue´s de tcong podemos
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tener otro re´gimen, en el cual se producen muchos menos defectos que los predichos por el
mecanismo de Zurek-Kibble. Como veremos en el siguiente cap´ıtulo este segundo re´gimen
se extiende desde tcong hasta tstop = ftcong que es el tiempo para el que el sistema se congela
definitivamente y donde f es una constante positiva que puede ser de varios o´rdenes de
magnitud y depende del ruido. En este intervalo, que denominaremos regio´n de inestabilidad
espinodal, la condicio´n inicial para tcong en la que φ ' 0 es inestable en el potencial efectivo
y el intervalo [tcong, tstop] es el que tarda el sistema en relajar esta condicio´n inicial y salir
de la regio´n de inestabilidad espinodal. En este re´gimen, la dina´mica del sistema puede
aproximarse por la ecuacio´n a orden cero o lineal en el que no hay intercambio de energ´ıa
entre los modos. Para verlo, despreciamos φ3 y el ruido η(t) en la ecuacio´n (10.8) con el
potencial (10.2) y transformamos Fourier, de manera que
∂2φq
∂t2
+ γ
∂φq
∂t
= −
(
q2 +
δ2V (φ)
δφ2
∣∣∣∣
φ=0
)
φq (10.27)
donde q es el vector en el espacio rec´ıproco y φq es la transformada de Fourier de φ. La
funcio´n del tiempo δ
2V (φ)
δφ2
∣∣∣
φ=0
= −g(t) define la llamada l´ınea espinodal, de manera que si
γ  1 y q2 > g(t) el modo con vector q es estable, mientras que los modos con q2 < g(t)
son inestables. Debido a la inestabilidad, los dominios crecen con un taman˜o caracter´ıstico
ξ(t). En el cap´ıtulo siguiente veremos un ejemplo de esta inestabilidad espinodal para un
modelo concreto.
Cap´ıtulo 11
Dina´mica de defectos
Estudiamos la formacio´n de defectos en el modelo de Landau-Ginzburg con simetr´ıa O(1) en 1+1
dimensiones. A partir de la aproximacio´n lineal o de orden cero es posible obtener resultados sobre el
nu´mero de defectos en funcio´n de la velocidad con la que se var´ıa el para´metro de control, los cuales esta´n
de acuerdo con la prediccio´n de Kibble-Zurek.
11.1. Introduccio´n
En este cap´ıtulo pretendemos estudiar un modelo concreto en el que se formen defectos
cuando el sistema es obligado a pasar a trave´s de la transicio´n de segundo orden con rotura
de simetr´ıa. Tomaremos el caso de simetr´ıa O(1), es decir, un para´metro escalar con simetr´ıa
Y ↔ −Y , en una dimensio´n, cuya dina´mica viene dada por la ecuacio´n (10.8). En este ca-
so, como vimos, los defectos son puntuales (ceros del para´metro de orden), lo que permite
calcular de forma directa su densidad tanto anal´ıtica como nume´ricamente. Aunque como
sabemos por el teorema de Mermin-Wagner [179], en una dimensio´n no puede haber orden
de largo alcance y por tanto no hay transicio´n de fase en equilibrio, nosotros provocaremos
la transicio´n de fase variando el para´metro de control de manera efectiva. Como veremos el
sistema tiene diferentes etapas en su dina´mica en las que se encuentra fuera del equilibrio
y otras en las que la respuesta del mismo es suficientemente ra´pida para estar en cuasiequi-
librio. El nu´mero de defectos que se crean despue´s de la transicio´n es debido esencialmente
a la etapa fuera del equilibrio, por lo que el estudio se debe hacer directamente sobre las
ecuaciones de Langevin del sistema. Como veremos despue´s, para que estas etapas este´n
bien delimitadas debemos hacer un enfriamiento suficientemente lento.
Para estudiar el regimen en el que se crean los defectos y el valor de Tdef y ξdef utilizaremos
la aproximacio´n lineal o de orden cero para obtener expresiones exactas para la densidad
de defectos y comprobaremos los resultados con simulaciones nume´ricas, tambie´n llevadas
a cabo por Zurek y colaboradores [140, 141].
En la figura 11.1 mostramos un esquema de las diferentes etapas durante la transicio´n
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Figura 11.1: Comportamiento cualitativo de la longitud de correlacio´n en funcio´n del
para´metro de control g para la transicio´n de fase dina´mica.
dina´mica y co´mo var´ıa la longitud de correlacio´n del sistema en funcio´n del para´metro
de control, y que comprobaremos a lo largo de este cap´ıtulo. Existen varias etapas en las
que ξ(t) esta´ determinada por distintos procesos. En la etapa inicial [0,−tcong] la longitud
de correlacio´n viene dada por la expresio´n en equilibrio ξ(t) ' ξeq(t) = g−1/2(t). Una
vez que t > −tcong, el sistema se encuentra fuera de equilibrio hasta tstop. En esta etapa,
inicialmente la longitud de correlacio´n se congela al pasar por el punto cr´ıtico tal y como
predice la teor´ıa de Kibble-Zurek. Una vez que sale de esta zona cerca del punto cr´ıtico,
en el intervalo [tcong, tstop] la longitud de correlacio´n viene determinada por la inestabilidad
espinodal. A partir de tstop se produce el proceso de coarsening en el que la longitud de
correlacio´n permanece casi constante en nuestro caso, ya que el coarsening se produce por
aniquilacio´n kink-antikink, la cual es muy poco probable cuando la temperatura es muy
pequen˜a.
El objetivo del presente cap´ıtulo es calcular de manera precisa tstop, tcong y ξdef para
el modelo con simetr´ıa O(1). Para ello, en primer lugar veremos que las estimaciones de
Kibble-Zurek para la longitud de correlacio´n de nuestro sistema pueden obtenerse a partir
de un simple ana´lisis dimensional. Este procedimiento explicado en el apartado 11.2.1.
Seguidamente, en el apartado 11.3 introducimos la aproximacio´n lineal y la de Hartree-
Fock. Bajo estas aproximaciones la ecuacio´n en dimensio´n d = 1 se convierte en una ecuacio´n
estoca´stica ordinaria no homoge´nea para cada uno de los modos de Fourier del para´metro
de orden. Esto nos llevara´ a estudiar el problema de partida en dimensio´n cero y convertirlo
en un problema de bifurcacio´n con ruido. Su estudio nos permitira´ conocer, entre otras
cosas, la distribucio´n del tiempo de salida de cada uno de los modos y las condiciones bajo
las cuales tiene lugar la transicio´n en un instante bien definido. Por u´ltimo, se estudia el
problema unidimensional y se derivan las expresiones de tstop y de la densidad de defectos
tanto en el l´ımite amortiguado como en el l´ımite no amortiguado de la ecuacio´n (10.8).
11.2. Ecuacio´n de Landau Ginzburg con simetr´ıa O(1)
En 1+1 dimensiones la ecuacio´n (10.8) para un para´metro de orden escalar se puede
escribir de la forma
∂2φ
∂t2
−D∂
2φ
∂x2
+ γ
∂φ
∂t
= g(t)φ(t)− φ3 + εη(x, t), (11.1)
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donde η(x, t) es un ruido blanco local y g(t) es el para´metro de control que var´ıa en el
intervalo [−t0, t0], y t0 = τ/µ y τ > 0, de la forma
g(t) = µt, (11.2)
y con las condiciones iniciales
φ(x,−t0) = 0, ∂φ
∂t
(x,−t0) = 0. (11.3)
Por otra parte, para que se cumpla el teorema de fluctuacio´n-disipacio´n debemos pedir
que ε2 = 2γkBΘ, donde Θ es la temperatura final. En el l´ımite sobreamortiguado γ  1,
la ecuacio´n anterior constituye un modelo con aplicaciones a sistemas de mezclas binarias
[27] o de semiconductores de tipo II [186]. Cuando γ → 0, la ecuacio´n (11.1) representa la
dina´mica de una teor´ıa de campos te´rmica. En especial cuando g > 0 la ecuacio´n anterior ha
sido utilizada para estudiar los movimientos de kinks en presencia de ruido [199, 185, 4] con
el resultado de que cuando ε  1 los kinks se difunden con un coeficiente de difusio´n que
depende de kBΘ. Adema´s, cuando en el sistema hay presentes varios kinks, la difusio´n de
e´stos permite procesos de aniquilacio´n de pares kink-antikink [4], que en el cap´ıtulo anterior
denominamos coarsening.
Para estudiar la ecuacio´n (11.1) desde el punto de vista nume´rico, hemos aproximado la
ecuacio´n anterior en un intervalo de longitud L con un espaciado ∆x = 10
−1 y condiciones de
contorno perio´dicas. En las simulacio´nes t´ıpicamente L = 4096−16384. Para la integracio´n
se ha utilizado un esquema de segundo orden temporal [128].
11.2.1. Ana´lisis dimensional
En este apartado presentamos un ana´lisis dimensional simple que permite estimar fa´cil-
mente la dependencia de ξdef respecto a los para´metros del sistema. Este estudio es in-
teresante, pues permite estimar ξdef sin apelar a las propiedades de equilibrio del sistema
o a co´mo escalan los tiempos de relajacio´n o la longitud de correlacio´n en equilibrio. La
u´nica suposicio´n es que ξdef viene determinada exclusivamente por la parte lineal de la ecua-
cio´n (11.1). De este modo, y suponiendo que el para´metro de orden φ es adimensional, las
dimensiones de los otros para´metros son
[γ] = T−1, [µ] = T−3, [D] = L2T−2. (11.4)
En el caso γ  1, la longitud de correlacio´n no debe depender de γ, y por tanto esperamos
que
ξ ∼ D1/2µ−1/3 γ → 0. (11.5)
Por otro lado, cuando γ  1 podemos ignorar el te´rmino ∂2φ
∂t2
, y dividiendo la ecuacio´n
(11.1) por γ tenemos que la longitud de correlacio´n vale
ξ ∼ D1/2γ−1/4µ−1/4 γ  1. (11.6)
Ambas predicciones coinciden con las expresiones obtenidas a partir de la teor´ıa de Kibble-
Zurek (10.17) y (10.21). De este modo, y suponiendo que coinciden con ξdef , la nu´mero de
defectos en los l´ımites considerados es igual a
ρ ∼ Lµ
1/3
D1/2
, γ → 0, (11.7)
ρ ∼ Lγ
1/4µ1/4
D1/2
, γ  1. (11.8)
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Como veremos despue´s, las expresiones exactas de ρ coinciden con (11.7) y (11.8) salvo
factores nume´ricos y funciones adimensionales.
El ana´lisis dimensional nos permite hacer predicciones sobre otro tipo de ecuaciones.
Por ejemplo, si el operador espacial es el de Swift-Hohenberg, es decir, la ecuacio´n en una
dimensio´n es
γ
∂φ
∂t
= g(t)φ+ (c1 + c2∇2)2φ+ φ3 + εη(x, t), (11.9)
son definibles dos longitudes de correlacio´n que son
ξ1 = c
1/2
1 c
−1/2
2 , (11.10)
ξ2 = c
1/2
1 µ
−1/8. (11.11)
La primera de las longitudes de correlacio´n es la distancia t´ıpica entre los rollos, mientras
que la segunda es la que hay entre las dislocaciones. La primera de ellas viene dada por
la inestabilidad en el operador y es independiente de la velocidad con la que variamos el
para´metro de control, mientras que la segunda si depende de µ.
En la siguiente seccio´n vamos a obtener las expresiones exactas de ρ en la llamada
aproximacio´n lineal. En comparacio´n con los resultados anteriores, las expresiones exactas
son interesantes por varias razones:
En primer lugar, nos permiten obtener todos los factores nume´ricos, lo que permite
estimaciones precisas del orden de magnitud del nu´mero de defectos.
En segundo lugar, veremos que el nu´mero de defectos depende del logaritmo de la
intensidad del ruido, ε, as´ı como de otros para´metros.
En tercer lugar, veremos que existen correcciones logar´ıtmicas a las leyes de potencias
dadas por (11.5) y (11.6).
11.3. Aproximacio´n lineal
Antes de proceder con las diferentes aproximaciones, hacemos el siguiente cambio de
variables
T = µ1/3t, α =
1
2
γµ−1/3, ν = Dµ−2/3, (11.12)
de manera que la ecuacio´n de partida en funcio´n de estas nuevas variables queda
∂2φ
∂T 2
− ν ∂
2φ
∂x2
+ 2α
∂φ
∂T
= Tφ(x, T )− φ3(x, T ) + εµ−1/2η(x, T ). (11.13)
La aproximacio´n lineal o de orden cero consiste en suponer que, cuando el sistema pasa por
el punto cr´ıtico (es decir cuando g ' 0), φ ' 0 y por tanto la dina´mica del sistema puede
aproximarse por la ecuacio´n
∂2φ
∂T 2
− ν ∂
2φ
∂x2
+ 2α
∂φ
∂t
= Tφ(x, T ) + εµ−1/2η(x, T ). (11.14)
Esta aproximacio´n ha sido utilizada con e´xito en muchos trabajos tanto desde el punto
de vista teo´rico [151, 164, 119, 118, 25, 7] como nume´rico [7, 99]. Al ser lineal la ecuacio´n
anterior, se puede resolver de manera exacta. Es evidente que esta aproximacio´n dejara´ de
funcionar cuando la dina´mica del sistema se deba al intercambio de energ´ıa entre los modos
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mediante el te´rmino φ3, o bien en el proceso de coarsening en el que tenemos estructuras
no lineales (kinks) perfectamente formadas.
El siguiente orden a la aproximacio´n lineal es la aproximacio´n de Hartree-Fock, en la
que se sustituye la energ´ıa libre (10.1) por otra que es cuadra´tica en φ, sustituyendo el
te´rmino λφ4 por otro que involucra so´lo valores promedio de φ y su varianza. La ecuacio´n
resultante es
∂2φ
∂T 2
− ν ∂
2φ
∂x2
+ 2α
∂φ
∂T
= Tφ− φ〈φ2〉+ εµ−1/2η(x, T ), (11.15)
y debe ser resuelta de manera autoconsistente, por lo que, en el caso general ha de estudiarse
nume´ricamente [7]. A diferencia de la aproximacio´n lineal, la de Hartree-Fock incluye un
te´rmino a trave´s del cual existe transferencia de energ´ıa entre los modos. Este te´rmino es
φ〈φ2〉 que podemos denominar modo cero o de campo medio.
En nuestro caso vamos a utilizar la aproximacio´n (11.14) para determinar la longitud
de correlacio´n para cada instante de tiempo y (11.15) para establecer el instante en el que
deja de ser va´lida dicha aproximacio´n. Para estudiar la solucio´n de (11.14) utilizamos los
modos de Fourier
φˆk(T ) =
1
L1/2
∫ L
0
φ(x, T )eik(2pi/L)xdx. (11.16)
con k = 0, . . . , L− 1. La ecuacio´n de evolucio´n para cada modo es
∂2φˆk
∂T 2
+ 2α
∂φˆk
∂T
= (T − q2)φˆk(T ) + (2µ)−1/2εηˆk(T ), (11.17)
donde q2 = νk2(2pi/L)2 y
〈ηˆk(T )ηˆ′k(T ′)〉 = δk,−k′δ(T − T ′). (11.18)
Las condiciones iniciales son
φˆ(T0) = 0,
∂φˆ
∂t
(T0) = 0, (11.19)
donde T0 = µ
1/3t0. Por tanto, cada modo φˆk(T ) tiene media cero y es gaussiano. Como
vemos, el estudio de la ecuacio´n (11.14) se ha reducido a estudiar las ecuaciones desacopladas
(11.17) para cada uno de los modos. En el siguiente apartado vamos a estudiar el caso del
modo q = 0. Dado que el resto de los modos podemos obtenerlos a partir de e´ste mediante
el cambio de variable T ↔ T − q2, las conclusiones que obtengamos se pueden aplicar al
resto.
11.3.1. El problema cero dimensional
En el caso de dimensio´n cero, la ecuacio´n de partida es
d2φ
dt2
+ γ
dφ
dt
= g(t)φ(t)− φ3(t) + εη(t). (11.20)
El problema inicial de formacio´n de dominios extendidos espacialmente se transforma en un
problema de bifurcacio´n dina´mica en un sistema adimensional. En el caso de que ε = 0, si g
es independiente del tiempo, el sistema presenta una bifurcacio´n de pitchfork cuando g = 0.
Para g < 0 el sistema tiene como u´nico punto fijo estable φ = 0, mientras que para g > 0
existen dos puntos fijos estables φ = ±√g y uno inestable φ = 0. Cuando la bifurcacio´n es
dina´mica y debido al ruido, tenemos que si el para´metro vale inicialmente φ = 0, entonces
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Figura 11.2: Simulaciones de la ecuacio´n (11.20) en el caso sobreamortiguado γ = 2 (panel
de la izquierda) y no amortiguado γ = 0,01 (panel de la derecha). Las l´ıneas continuas
corresponden a las simulaciones, las l´ıneas a trazos son las soluciones estacionarias estables
φ = ±√g, mientras que las l´ıneas de puntos son la solucio´n inestable φ = 0 para g > 0. Los
para´metros utilizados son µ = 10−2 y ε = 10−4.
aunque g > 0 tenemos que φ ' 0 durante un tiempo tret que depende del ruido y que da
lugar a un retraso en la bifurcacio´n. En la figura 11.2 hemos representado una realizacio´n
de la ecuacio´n (11.20) para el caso amortiguado (γ  1) y no amortiguado (γ → 0). Como
vemos, la bifurcacio´n se produce con retraso en el instante tret > 0.
En el caso sobreamortiguado y en ausencia de ruido, este problema ha sido estudiado
desde los an˜os 70 y 80 (vea´se [152]). En este caso el retraso en la bifurcacio´n se produce de-
bido a las condiciones iniciales. Cuando ε 6= 0, el problema se estudio´ inicialmente mediante
la ecuacio´n de Fokker-Planck correspondiente [30] y a trave´s de la integracio´n anal´ıtica de
las ecuaciones de los momentos de φ [257]. Torrent y San Miguel reformularon el problema
como un problema de tiempos de salida concentra´ndose en las propiedades de las trayecto-
rias individuales [227] en el contexto de la inestabilidad en la´seres. En los u´ltimos an˜os, las
ideas de bifurcaciones dina´micas han sido aplicadas experimentalmente en el contexto de
la´seres y en el estudio de la conveccio´n en fluidos [152].
En el caso no amortiguado el estudio se ha restringido al caso ε = 0 [155], por lo que el
estudio de la ecuacio´n anterior cuando γ → 0 y ε 6= 0 se convierte en un problema con impor-
tancia propia. En este apartado veremos que, en la aproximacio´n lineal, ambos problemas
(sobreamortiguado y no amortiguado) pueden ser tratados simulta´neamente recuperando
los resultados obtenidos para el caso sobreamortiguado cuando γ →∞.
Para ello, realizando el cambio de variables (11.12) y tomando la parte lineal de la
ecuacio´n (11.20) obtenemos de variables (11.12)
d2φ
dT 2
+ 2α
dφ
dT
= Tφ(T ) + εµ−1/2η(T ). (11.21)
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La solucio´n exacta de esta ecuacio´n es
φ(T ) = ψ(1)(T )
(
C1 −
∫ T
T0
ψ(2)(S)w−1(S)dW (S)
)
(11.22)
+ ψ(2)(T )
(
C2 +
∫ T
T0
ψ(1)(S)w−1(S)dW (S)
)
, (11.23)
donde W (S) es un proceso Wiener dW (T )/dT = η(T ), Ci son constantes dadas por las
condiciones iniciales, ψ(i) son las soluciones de la ecuacio´n homoge´nea
ψ(1)(T ) = Ai(T + α2)e−αT , (11.24)
ψ(2)(T ) = Bi(T + α2)e−αT , (11.25)
donde Ai Bi son las funciones de Airy, y w(T ) es el Wronskiano
w(T ) = pi−1µ1/3e−2αT . (11.26)
Con las condiciones iniciales φ(t0) =
∂φ
∂t
(t0) = 0 obtenemos que
〈φ2(T )〉 = pi
2ε2
µ
∫ T
T0
e−2α(T−S)[Ai2(T +α2)Bi2(S+α2)+Bi2(T +α2)Ai2(S+α2)]dS. (11.27)
Esta varianza crece de manera exponencial cuando T + α2 > 1, por lo que podemos apro-
ximar (11.27) por
〈φ2(T )〉 ' piε
2
µ
Φ(T0, α)√
T + α2
e
4
3
(T+α2)3/2−2αT− 4
3
α3 , (11.28)
donde
Φ(T0, α) = e
4
3
α3
∫ T
T0
Ai2(S + α2)e2αSdS. (11.29)
Podemos evaluar esta expresio´n en los dos l´ımites: no amortiguado (α→ 0) y sobreamorti-
guado (α 1). En el caso no amortiguado se cumple1 que si T > 1
Φ(T0, α = 0) '
∫ ∞
T0
Ai2(S)dS ' Φ1|T0|1/2, (α→ 0), (11.30)
donde Φ1 = 0,318 . . . As´ı
〈φ2(T )〉 ' piε
2
µ
Φ1√
T/|T0|
e
4
3
T 3/2 , (α→ 0)). (11.31)
En el l´ımite sobreamortiguado tenemos que
Φ(T0, α→∞) ' Φ2α−1/2, (α 1), (11.32)
con Φ2 = (8pi)
−1/2. Por tanto
〈φ2(T )〉 ' piε
2
µ
Φ2√
T + α2
1√
α
e
4
3
(T+α2)3/2−2αT− 4
3
α3 , (α 1). (11.33)
1Por definicio´n T = g(t)µ−2/3, con lo que T > 1 si g(t) > µ2/3.
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Figura 11.3: Comparacio´n entre los valores de 〈φ2(t)〉 obtenidos mediante simulaciones de
la ecuacio´n (11.20) (l´ınea continua) y las aproximaciones (11.33) y (11.31) (l´ıneas de trazos).
Los para´metros utilizados son kBΘ = 5× 10−9, µ = 0,01, y γ = 1 en el panel (a) y γ = 10−4
en el panel (b).
La diferencia fundamental entre las dos expresiones anteriores es que (11.31) depende del
instante inicial T0, mientras que (11.33) es independiente de e´l. En la figura 11.3 hemos com-
parado las expresiones (11.28) y (11.33) con simulaciones nume´ricas de la ecuacio´n (11.20).
Observamos que dichas aproximaciones son bastante precisas hasta 〈φ2(t)〉 ∼ O(10−1).
En estas expresiones no hemos tenido en cuenta la condicio´n inicial φ(t0) que supone-
mos nula. De esta manera 〈φ2〉 y la evolucio´n del sistema para g ≥ 0 esta´n controladas
u´nicamente por el ruido. Sin embargo, en el caso de que la condicio´n inicial fuera distinta
de cero, para que el ruido determine la dina´mica deber´ıamos imponer que
τ > γ1/2µ1/2, τ  µ2/3, (11.34)
en el caso sobreamortiguado y no amortiguado respectivamente2. En el caso de que no se
cumplan estas relaciones, son las condiciones iniciales las que controlan el retraso en la
bifurcacio´n.
Las expresiones (11.31) y (11.33) no se pueden prolongar ma´s alla´ del instante en el que
φ2(tret) ∼ O(1). Esto sucede cuando el pa´rametro de la bifurcacio´n vale gˆ ≡ g(tret) = µtret.
Para determinar de forma precisa este instante debemos comparar la aproximacio´n lineal
con el siguiente orden, que como vimos antes viene dado por la ecuacio´n de Hartree-Fock
d2φ
dt2
+ γ
dφ
dt
= g(t)φ(t)− 〈φ2〉φ(t) + εη(t). (11.35)
La aproximacio´n lineal funcionara´ mientras que el te´rmino 〈φ2〉φ(t) sea muy pequen˜o en
comparacio´n con g(t)φ(t). De este modo, tret se define impl´ıcitamente como
gˆφ(tret) ' 〈φ2(tret)〉φ(tret), (11.36)
2Estas cotas se obtienen exigiendo que φ  1 en g = 0 cuando ε = 0. Por ejemplo, en el caso no amortiguado,
dado que las funciones de Airy decaen como (T − T0)
−1/4, cuando T → 0, imponemos que T
−1/4
0 → 0, lo cual se
cumple cuando τ  µ2/3 [155, 152].
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es decir, cuando se cumple la relacio´n autoconsistente
gˆδ = 〈φ2(tret)〉, (11.37)
con δ = O(1). Utilizando las expresiones (11.31) y (11.33) para 〈φ2〉 obtenemos las relaciones
gˆ3/2 =
3
4
µ ln
(
µ4/3δgˆ3/2
Φ1piε2
)
, (α→ 0), (11.38)
gˆ2 = µγ ln
(
µ1/2γ3/2δgˆ√
8Φ2piε2
)
, (α 1), (11.39)
que definen el instante tret en los l´ımites no amortiguado y sobreamortiguado. Como vemos
el tiempo de retardo depende de la velocidad con la que se produce la bifurcacio´n, y tambie´n
de | ln ε2| de manera que cuanto ma´s pequen˜a es la intensidad del ruido ma´s se retrasa la
bifurcacio´n.
Las ecuaciones (11.38) y (11.39) definen el punto en el que 〈φ2(x, tret)〉 = O(1). Pero,
dado que el crecimiento de 〈φ〉 es exponencial (ve´ase figura 11.3), el instante tret es pra´cti-
camente el mismo que el instante en el que el te´rmino no lineal controla la dina´mica del
sistema, es decir el punto donde se produce la bifurcacio´n. Recordemos que tret viene dado
por la ecuacio´n (11.36), lo que significa que mide el tiempo para el que se produce la bifur-
cacio´n en media. Esto significa que, aunque el tiempo para el que se produce la bifurcacio´n
es diferente para cada una de las realizaciones de la ecuacio´n (11.20), esperamos que este´n
distribuidos alrededor del tiempo tret. Cuantitativamente, nos interesa el caso en el que la
bifurcacio´n esta´ bien definida, es decir, cuando cada una de las realizaciones se bifurca para
un instante t ' tret. Calculamos entonces la distribucio´n de tiempos de salida R(g) (en
funcio´n del para´metro de bifurcacio´n g) definida de la siguiente manera: si denotamos por
P (φ, t) la densidad de probabilidad de que el para´metro de orden tome el valor φ en el
instante de tiempo t, entonces la probabilidad R(g) de que el para´metro de orden tome un
valor fuera del intervalor Ω = [−ζ, ζ ] cuando el para´metro de control vale g esta´ relacionada
con la probabilidad de que |φ| > ζ∫ g
−τ
R(g′)dg′ = P|φ|6∈Ω(g) ≡
∫ ∞
ζ
P (φ, g)dφ. (11.40)
Derivando respecto al para´metro g obtenemos que
R(g) =
d
dg
P|φ|6∈Ω(g). (11.41)
Dado que la ecuacio´n (11.21) es lineal, sus soluciones son gaussianas y por tanto so´lo tenemos
que determinar los dos primeros momentos de la distribucio´n P (φ, t). Si se cumplen las
condiciones (11.34) podemos suponer que 〈φ〉 = 0 y que 〈φ2〉 viene dado por la ecuacio´n
(11.28). En ese caso
P (φ, t) ' e−φ2/2〈φ2(t)〉, (11.42)
Con ello tenemos que
R(g) =
√
2
pi
g
µ
ζ
〈φ(t)〉1/2 e
−ζ2/2〈φ2(t)〉. (11.43)
Para calcular el valor medio y la varianza de R(g), denotamos por g¯ el valor de g tal que
〈φ2(g¯)〉 = ζ2, con lo que la probabilidad anterior se puede escribir como
R(v) '
√
2
pi
eve−
1
2
e2v , (11.44)
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donde v = −(g−g¯)(g¯/γµ) en el caso amortiguado y v = −(g−g¯)√g¯/µ en el no amortiguado.
Dado que la relacio´n entre g y v es lineal y sabiendo que
〈v〉 = −1
2
(c+ ln 2), 〈v2〉 − 〈v〉2 = pi
2
8
(11.45)
(c = 0,57721 . . . es la constante de Euler), podemos calcular el valor medio y la varianza de
la distribucio´n de tiempos de salida R(g), con el resultado
〈g〉 = g¯ + 1
2
µγ
g¯
(c+ ln 2) +O(µ2), (α 1), (11.46)
〈g〉 = g¯ + 1
2
µ√
g¯
(c+ ln 2) +O(µ2), (α→ 0), (11.47)
y
〈(g − 〈g〉)2〉 = pi
2
8
µ2γ2
g¯2
+O(µ4), (α 1), (11.48)
〈(g − 〈g〉)2〉 = pi
2
8
µ2
g¯
+O(µ4), (α→ 0). (11.49)
En ambos casos tenemos que la distribucio´n de tiempos de salida esta´ centrada aproxima-
damente en g¯ siendo la varianza proporcional a µ2. Recordemos que g¯ viene definido por
〈φ2(g¯)〉 = ζ2, por lo que si elegimos ζ2 = gˆ/δ entonces g¯ = gˆ. En este caso, la condicio´n
para que la bifurcacio´n se produzca aproximadamente en un punto, es decir, para que la
varianza de la distribucio´n de tiempos de salida sea muy pequen˜a, es que µγ  gˆ y µ2  gˆ
en los casos sobreamortiguado y no amortiguado respectivamente. En el caso de que ε 1,
las condiciones anteriores quedan
µγ  | ln ε2|, (α 1), (11.50)
µ2  | ln ε2|, (α→ 0). (11.51)
En la figura 11.4 comparamos las distribuciones de tiempo de salida dadas por la expresio´n
(11.43) con simulaciones de la ecuacio´n (11.20).
Como resumen de esta seccio´n, hemos visto que si se cumplen las condiciones (11.34) y
(11.50)-(11.51) entonces la bifurcacio´n pra´cticamente es instanta´nea y se produce cuando
el para´metro de control toma el valor gˆ definido por las ecuaciones (11.38) y (11.39). La
bifurcacio´n esta´ controlada por el ruido siempre que ε  1 y el tiempo de retardo es
proporcional a | ln ε2|.
11.4. Sistema unidimensional
En esta seccio´n presentamos el estudio realizado en [164] de la ecuacio´n (11.1) a partir
de la aproximacio´n lineal (11.14). A diferencia del apartado anterior, en este caso se produce
una transicio´n de fase en un punto gˆ en el que el sistema pasa de tener una configuracio´n
φ(x, t) ' 0 a formar dominios en los que φ(x, t) = ±√g separados por defectos. Dicha
transicio´n tiene lugar de manera casi instanta´nea cuando la temperatura final es muy baja,
por lo que el efecto de la no linealidad es el de congelar al sistema en un estado metaestable
cuyo tiempo de decaimiento es muy grande. Por ello, la longitud de correlacio´n en gˆ define el
taman˜o inicial de los dominios para el posterior proceso de coarsening. En ese caso, aparte
de calcular el punto gˆ nos interesa tambie´n determinar el nu´mero de defectos que tiene el
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Figura 11.4: Comparacio´n entre la distribucio´n de tiempos de salida obtenida mediante
simulaciones de la ecuacio´n (11.20) y la expresio´n anal´ıtica (11.43) (l´ınea continuas y a trazos,
respectivamente). Los para´metros utilizados son Θ = 5×10−9, τ = 1, µ = 10−2 y γ = 2 (panel
a) y γ = 10−2 (panel b).
sistema. En funcio´n de este observable, la dina´mica del sistema la podemos ver resumida
en la figura 11.5. As´ı, mientras el para´metro de control es negativo se tiene que φ(x, t) ' 0
y por tanto la densidad de ceros es muy grande. Una vez que g > gˆ se empiezan a formar
los dominios y el nu´mero de ceros es menor. Para comparar las simulaciones nume´ricas con
las aproximaciones anal´ıticas tenemos que tener en cuenta dos cosas:
En primer lugar, en un sistema espacial continuo (es decir en el que ∆x → 0) un cero
del para´metro de orden no identifica de forma un´ıvoca un defecto topolo´gico. Ello
es debido a que las fluctuaciones te´rmicas dan lugar a un gran nu´mero de ceros a
escalas arbitrariamente pequen˜as y por tanto el nu´mero de ceros diverge. Para evitar
esta divergencia podemos introducir un cut-off en momentos [7, 209], o bien tratar
con sistemas en los que ∆x 6= 0, como haremos nosotros [140, 253, 151, 164]. En este
u´ltimo caso es obvio que el nu´mero de ceros puede ser como ma´ximo L, el taman˜o del
sistema.
En segundo lugar, la aproximacio´n lineal nos dice que la solucio´n de la ecuacio´n (11.14)
es gaussiana. De este modo podemos aplicar la fo´rmula de Halperin-Liu-Mazenko
[86, 149]: en un sistema con una simetr´ıa O(d) en dimensio´n d la densidad de ceros
viene dada por3
ρ = Cd
(
c′′(0, t)
c(0, t)
)d/2
, (11.52)
donde Cd es una constante que depende de la dimensio´n (C1 = 1/pi, C2 = 1/2pi),
c(x, t) es la funcio´n de correlacio´n del para´metro de orden
c(x, t) = 〈φ(y, t)φ(y + x, t)〉, (11.53)
3Aunque muchas veces no se menciona expl´ıcitamente, la ecuacio´n (11.52) solamente es va´lida si ∂c
∂x
(0, t) = 0.
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Figura 11.5: Evolucio´n espacio-temporal de las posiciones de los ceros en funcio´n del tiempo
para el l´ımite no amortiguado (a) y sobreamortiguado (b). En (c) y (d) mostramos el nu´mero
de ceros para cada caso (obse´rvese que el tiempo aumenta hacia arriba). Las l´ıneas horizontales
corresponden al instante g = gˆ, con gˆ ' 0,33 para el panel (a) y gˆ ' 0,39 para el panel (b).
y c′′(x, t) es la derivada segunda de c(x, t) respecto a x. Aunque normalmente conocida
como fo´rmula o ecuacio´n de Halperin-Liu-Mazenko, esta ecuacio´n fue derivada por Itoˆ
en 1967 [101, 3] estudiando el problema de retorno en un camino browniano.
En las figuras 11.6 y 11.7 hemos representado el perfil del campo para el caso sobre-
amortiguado y no amortiguado respectivamente. Como vemos, los dominios no se forman
claramente hasta g = gˆ. Aparte de esto, en el caso no amortiguado el campo es menos uni-
forme en los dominios, al contrario que cuando el sistema se encuentra sobreamortiguado,
en el que podemos observar que φ = ±g1/2(t) cuando g > gˆ. Pese a este detalle los dominios
siempre esta´n perfectamente definidos, y el cero se corresponde con un defecto topolo´gico
del campo.
Aunque podr´ıamos pensar que gˆ viene dado por las expresio´nes que obtuvimos en el
apartado anterior, hay que recordar que tret se obtuvo a partir de la ecuacio´n no lineal
(11.20). Aunque la parte lineal de esta ecuacio´n coincide con (11.17) la parte no lineal
de (11.20) es φ3(t), que no es la misma que obtenemos cuando transformamos Fourier la
ecuacio´n de partida (11.1). Au´n as´ı, el crecimiento exponencial de cada uno de los modos
dado por las ecuaciones (11.31) y (11.33) es va´lido. La consecuencia ma´s importante es
que las condiciones para que la transicio´n se produzca en un instante de tiempo definido
y dependa exclusivamente del ruido siguen siendo las mismas que antes, es decir, se deben
cumplir las ecuaciones (11.34) y (11.50).
11.4.1. Aproximacio´n lineal
La aproximacio´n lineal nos va a servir para determinar la dina´mica del sistema durante
el intervalo de tiempo [−τ, gˆ] y por tanto, podremos comprobar el diagrama esquema´tico
de la figura 11.1. Recordemos que, en la aproximacio´n lineal que vimos en el apartado 11.3,
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la ecuacio´n para cada uno de los modos de la ecuacio´n (11.1) es
∂2φˆ
∂T 2
+ 2α
∂φˆ
∂T
= (T − q2)φˆ(k, T ) + (2µ)−1/2εηˆ(k, T ). (11.54)
En primer lugar calculamos el punto gˆ en el cual deja de ser va´lida la aproximacio´n li-
neal. Para ello utilizamos como antes la aproximacio´n de Hartree-Fock para determinar gˆ
mediante la condicio´n4
gˆδ = 〈φ2(x, tstop)〉, (11.55)
con gˆ = g(tstop) y δ = O(1). Adema´s se tiene que
〈φ2(x, T )〉 = 1
L
L−1∑
k=0
〈φˆ(k, T )φˆ∗(k, T )〉, (11.56)
donde el asterisco indica complejo conjugado. Sin embargo, 〈φ2(x, T )〉 crece exponencial-
mente y su dina´mica esta´ dominada por la de los modos ma´s bajos. De hecho, podemos
aproximar la varianza por
〈φ2(x, T )〉 = 1
L
L∑
k=1
〈φˆ∗(k, T )φˆ(k, T )〉 ' 1√
2piλ(T )
〈φˆ∗(0, T )φˆ(0, T )〉, (11.57)
donde
λ(T ) = −2ν ∂
2
∂q2
ln〈φˆ∗(k, T )φˆ(k, T )〉|q=0 (11.58)
es la longitud de correlacio´n del sistema.
Para calcular 〈φˆ∗(k, T )φˆ(k, T )〉 resolvemos la ecuacio´n lineal (11.54) del mismo modo
que hicimos en el caso en dimensio´n cero. La solucio´n es
〈φˆ∗(k, T )φˆ(k, T )〉 = pi
2ε2
µ
∫ T
T0
e−2α(T−S)[Ai2(T − q2 + α2)Bi2(S − q2 + α2) (11.59)
+Bi2(T − q2 + α2)Ai2(T − q2 + α2)] (11.60)
Si definimos f(T, α, q) = 4
3
(T − q2 + α2)3/2 − 2α(T − q2)− 4
3
α3, entonces si f(T, α, q) > 1,
el crecimiento de (11.59) es exponencial y se puede aproximar por
〈φˆ∗(k, T )φˆ(k, T )〉 ' piε
2
µ
Φ(T0, α, q
2)(T − q2 + α2)−1/2
× exp
[
4
3
(T − q2 + α2)3/2 − 2α(T − q2)− 4
3
α3
]
, (11.61)
donde
Φ(T0, α, q) = e
(4/3)α3
∫ ∞
T0
Ai(S − q2 − α2)e2αSdS. (11.62)
Con estas expresiones podemos calcular λ(T ). As´ı en el caso no amortiguado, es decir,
cuando α→ 0 la ecuacio´n (11.58) queda
λ(T ) = 2ν1/2T 1/4, (11.63)
4Como podemos observar (11.55) es la misma condicio´n que (11.37). Sin embargo y para diferenciar los resultados
de esta seccio´n con los del sistema en dimensio´n cero, denominamos tstop en vez de tret al instante de tiempo para
el que se verifica (11.55).
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mientras que cuando el sistema esta´ sobreamortiguado tenemos que
λ(T ) =
(
2νT
α
)1/2
, (11.64)
Como vimos en el cap´ıtulo anterior este re´gimen en el que la longitud de correlacio´n crece
es el de inestabilidad espinodal. El instante de tiempo en el que comienza esta etapa en
la dina´mica viene dado impl´ıcitamente por la ecuacio´n f(T, α, q) ' 1 y coincide con el
final de la etapa en la que la longitud de correlacio´n apenas crece. Por tanto de manera
aproximada podemos calcular tcong mediante la condicio´n f(tcong, α, q) = 1 que en los casos
sobreamortiguado y no amortiguado puede aproximarse de la forma
tcong = γ
1/2µ−1/2, tcong = (3/4)
2/3µ−1/3 (11.65)
Estas expresiones coinciden con las que obtuvimos en el cap´ıtulo anterior mediante el ar-
gumento de causalidad.
En el caso no amortiguado, utilizando las ecuaciones (11.55), (11.57), (11.58) y (11.63)
obtenemos
〈φ2(x, T )〉 → piε
2
µ
Φ2
( τ
4piD
)1/2
T−3/4 exp
(
4
3
T 3/2
)
. (11.66)
Por tanto el instante de tiempo tstop o el valor del para´metro de control gˆ = g(tstop) para
el cual deja de ser va´lida la aproximacio´n lineal, puede calcularse a partir de la ecuacio´n
(11.55), obtenie´ndose la siguiente relacio´n autoconsistente
gˆ3/2 =
3
4
µ ln
[
µ
piε2
(
4piD
µτ
)1/2
δgˆ7/4
Φ2
]
. (11.67)
Del mismo modo, utilizando (11.55), (11.57), y (11.64) obtenemos para el caso sobreamor-
tiguado que
〈φ2(x, T )〉 → piε
2
µ
Φ1
α
1√
4piνT
exp
(
1
2
T 2
α
)
, (11.68)
y gˆ viene dado por
gˆ2 = µγ ln[ε−2γδ(8Dgˆ3)1/2]. (11.69)
Como el crecimiento de 〈φ2〉 es exponencial en ambos casos, cuando g = gˆ, 〈φ2〉 ∼ O(1) y
la parte no lineal no puede despreciarse. Por tanto gˆ marca el final de la zona en la que el
sistema se encuentra fuera del equilibrio. El intervalo de tiempo [tcong, tstop] en el que son
va´lidas las aproximaciones (11.64) y (11.63) es la etapa que hemos llamado inestabilidad
espinodal. Resumiendo, en dicha zona la longitud de correlacio´n crece con el tiempo de la
forma
λ(t) ∼ D1/2t1/2, (α 1), (11.70)
λ(t) ∼ D1/2µ−1/2t1/4, (α→ 0). (11.71)
Dicha zona se extiende desde tcong hasta tstop. A partir de las ecuaciones (11.67) y (11.69)
podemos calcular tstop obteniendo que
tstop = (3/4)
2/3µ−1/3fγ→0 = tcongfα→0, (11.72)
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donde
fα→0 =
(
ln
[
µ
piε2
(
4piD
µτ
)1/2
δgˆ7/4
Φ2
])2/3
, (11.73)
en el caso no amortiguado y
tstop = γ
1/2µ−1/2fα1 = tcongfα1, (11.74)
donde
fα1 =
(
ln[ε−2γδ(8Dgˆ3)1/2]
)1/2
, (11.75)
en el l´ımite sobreamortiguado.
Utilizando las ecuaciones (11.64) y (11.63) podemos tambie´n calcular cua´nto vale la
longitud de correlacio´n en el instante tstop. En cada uno de los l´ımites, y suponiendo que
ξdef = λ(tstop), la longitud de correlacio´n en tstop vale
ξdef = 2D
1/2µ−1/3(3/4)1/6f
1/4
α→0, (11.76)
en el caso no amortiguado
ξdef = 2D
1/2(γµ)−1/4f
1/2
α1, (11.77)
en el sobreamortiguado respectivamente. Como vemos ambas expresiones coinciden con
(11.5) y (11.6) aparte de factores nume´ricos. Del mismo modo, estas expresiones son las
mismas leyes de potencias que las obtenidas a partir del argumento de Kibble-Zurek cuan-
do los exponentes son los de campo medio [vea´se ecuaciones (10.24)]. Pese a ello ξdef no
esta´ definido por el comportamiento del sistema cerca del punto cr´ıtico, sino por el re´gimen
de inestabilidad espinodal, y puede ser varios o´rdenes de magnitud mayor que la longi-
tud de correlacio´n en t = tcong. De manera expl´ıcita se tiene que, aparte de correcciones
logar´ıtmicas,
ξdef ∝ ξeq(tcong). (11.78)
En la figura 11.8 comparamos las expresiones teo´ricas (11.63) y (11.64) con resultados
nume´ricos extrayendo la longitud de correlacio´n ξ a partir de un ajuste de la funcio´n de
correlacio´n espacial a la forma c(x) ∼ e−x2/2ξ2 . Como vemos, la longitud de correlacio´n
teo´rica y la nume´rica coinciden aproximadamente en el intervalo [tcong, tstop], aunque en el
caso no amortiguado hay cierta discrepancia al principio del intervalo. Por otro lado para
t > tstop los valores teo´ricos y nume´ricos de ξ se separan bastante. Esto es debido a dos
razones: la aproximacio´n lineal deja de ser va´lida para t > tstop y la funcio´n de correlacio´n
es de la forma c(x) ∼ e−x/ξ para t > tstop como veremos despue´s. Dado que el nu´mero inicial
de defectos se determina en el instante gˆ, la figura 11.8 supone que la aproximacio´n lineal
es suficiente para calcular el nu´mero de ceros.
Por u´ltimo, en la figura (11.8) tambie´n comprobamos la ecuacio´n
ρ ∼ L
ξ
, (11.79)
representando la longitud de correlacio´n obtenida a partir de la ecuacio´n anterior y midiendo
el nu´mero de defectos. Como vemos, despue´s de tcong el nu´mero de ceros que tenemos en
nuestro sistema es mucho mayor que el dado por la ecuacio´n (11.79). Este exceso de ceros
es debido a que inicialmente φ ' 0 y las fluctuaciones te´rmicas dan lugar a ceros que no son
defectos. A pesar de ello, justo antes de que t = tstop, se empiezan a formar de manera clara
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Figura 11.8: Comparacio´n entre las distintas longitudes de correlacio´n. La l´ınea continua
corresponde a un ajuste de la funcio´n de correlacio´n nume´rica a la forma e−x
2/(2ξ2). Las l´ıneas
de trazos son las expresiones anal´ıticas (11.64) y (11.63). Las l´ıneas de puntos son la expresio´n
L/(piρ), donde ρ es el nu´mero de ceros obtenido a partir de las simulaciones de la ecuacio´n
(11.1). Los para´metros utilizados son Θ = 5 × 10−9, τ = 1, D = 1, µ = 10−3 y γ = 2 (panel
de la izquierda) y γ = 10−4 (panel de la derecha).
los dominios y dichas fluctuaciones te´rmicas hacen que el para´metro simplemente fluctu´e
alrededor de φ = ±g1/2(t), con lo que el nu´mero de ceros coincide con el de defectos.
Pasamos ahora a calcular la densidad de defectos en el instante gˆ. Para ello necesita-
mos conocer la funcio´n de correlacio´n, que no es ma´s que la transformada de Fourier de
〈φˆ∗(k, T )φˆ(k, T )〉. Para t > tcong y utilizando la ecuacio´n (11.61) tenemos que
c(x) = c(0) exp
[
− x
2
2λ2(g)
]
, (11.80)
de manera que el nu´mero de defectos es
ρ =
1
pi
L
λ(g)
. (11.81)
Si evaluamos esta expresio´n en los distintos l´ımites, utilizando (11.63) y (11.64) tenemos
que
ρ(T ) =
L
2pi
T−1/4
ν1/2
, (α→ 0), (11.82)
ρ(T ) =
1
pi
α1/2T−1/2
(2ν)1/2
, (α 1). (11.83)
Utilizando (11.67) y (11.69), el nu´mero de defectos en el instante gˆ es
ρ(gˆ) =
L
2pi
µ1/3
D1/2
{
3
4
ln
[
µ
piε2
(
4piD
µτ
)1/2
δgˆ7/4
Φ2
]}−1/6
, (α→ 0), (11.84)
ρ(gˆ) =
L
2pi
(µγ)1/4
D1/2
{ln[ε−2γδ(8Dgˆ3)1/2]}−1/4, (α 1). (11.85)
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Figura 11.9: Densidad de defectos para el caso no amortiguado (a) y sobreamortiguado
(b). Las l´ıneas continuas son las aproximaciones anal´ıticas (11.85) y (11.84). En cada panel
mostramos los promedios obtenidos mediante simulaciones para el instante gˆ (cuadrados) y
g = τ (c´ırculos). Los para´metros utilizados son D = τ = 1, Θ = 5× 10−9.
Las relaciones (11.85) y (11.84) son las expresiones finales para el nu´mero de defectos
en el caso de sobreamortiguamiento y no amortiguamiento. En particular, vemos que ρ
depende de µ de la forma
ρ(gˆ) =
{
µ1/3 , caso no amortiguado
µ1/4 , caso sobreamortiguado
(11.86)
donde hemos despreciado las correcciones logar´ıtmicas que se obtienen en (11.84) y (11.85).
De este modo reproducimos las leyes de potencias para el nu´mero de defectos en funcio´n
de la velocidad con la que se produce la transicio´n, obtenidas mediante el argumento de
causalidad o el de ana´lisis dimensional del anterior y presente cap´ıtulo respectivamente. Sin
embargo, el nu´mero de defectos puede ser mucho menor que el estimado por el argumento
de Kibble-Zurek, ya que como vimos antes, aunque ξdef ∝ ξeq(tcong) se tiene que si, por
ejemplo, ε 1, entonces ξdef  ξeq(tcong) [ve´anse ecuaciones (11.76) y (11.77)].
Para comprobar las predicciones (11.85) y (11.84) hemos realizado simulaciones nume´ri-
cas de la ecuacio´n (11.1). En la figura 11.9 comparamos las expresiones (11.85) y (11.84)
con simulaciones nume´ricas midiendo el nu´mero de ceros en los instantes g = gˆ y g = τ .
Observamos que nuestras precciones anal´ıticas para ρ(gˆ) coinciden satisfactoriamente con
las simulaciones. Ajustando dicho nu´mero de defectos a una ley de potencias obtenemos
que ρ(gˆ) ∼ µ0,323±0,004 y ρ(τ) ∼ µ0,337±0,004 en el caso no amortiguado y ρ(gˆ) ∼ µ0,24±0,003
y ρ(τ) ∼ µ0,249±0,003 en el sobreamortiguado. Sin embargo, las correcciones logar´ıtmicas
pueden producir desviaciones respecto a los exponentes cuando el amortiguamiento es fini-
to. Por ejemplo, los exponentes teo´ricos que se obtienen de ajustar las expresiones (11.85)
y (11.84) a una ley de potencias en el intervalo estudiado en la figura (11.9) son 0,24 y
0,318 respectivamente a comparar con 1/4 y 1/3. Cuanto mayor sea el intervalo en el que
se estudia el sistema mayor sera´ la desviacio´n respecto a la ley de potencias debido a las
correcciones logar´ıtmicas.
Dado que el nu´mero de defectos creados en el instante gˆ es t´ıpicamente mucho mayor que
la densidad de equilibrio para la temperatura Θ, dicho nu´mero de defectos decrece despue´s
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de gˆ debido a que los pares kink-antikink se aniquilan entre ellos. La densidad de kinks
en equilibrio te´rmico fue estudiada teo´ricamente en los an˜os 70 [136] y ma´s recientemente
en el caso Θ  1 mediante simulaciones nume´ricas [4]. Para este sistema se tiene que, en
equilibrio, la densidad de kinks a temperatura Θ 1 y en la aproximacio´n WKB es
ρΘ(t→∞) =
√
Ekβ exp(−Ekβ), (11.87)
con Ek = (8/9)
1/2g3/2 y β = Θ−1. Ma´s au´n, en este estudio es posible ver que la funcio´n de
correlacio´n va como
c(x) ∼ e−x/ξ, (11.88)
donde
ξ =
1
4
pi
3
1√
Ekβ
eEkβ. (11.89)
Aunque estos resultados son va´lidos cuando g es constante, es de esperar que, cuando
t > tstop, y dado que µ  1, aproximen bastante la solucio´n de nuestro problema. La
longitud de correlacio´n dada por (11.89) tiene dos caracter´ısticas: en primer lugar tiene un
valor muy grande cuando Θ 1. En nuestras simulaciones t´ıpicamente Θ = 5×10−9 por lo
que utilizando (11.89) obtenemos para g = 1 que ξ ∼ e108 . Es decir, en equilibrio, la densidad
de kinks es pra´cticamente nula. En segundo lugar el tiempo necesario para llegar a este valor,
es decir, el tiempo de decaimiento en este sistema, es muy grande, por lo que despue´s de tstop
podemos decir que el sistema se encuentra en un estado metaestable. En un art´ıculo reciente
[84], se ha estimado que la vida media de un kink o un antikink es inversamente proporcional
a D¯1/2 donde D¯ ' (Ekβγ)−1 es la constante de difusio´n de los kinks. Para los valores t´ıpicos
de los para´metros que estamos utilizando el tiempo de decaimiento es del orden de 105
para el caso no amortiguado y 109 para el caso amortiguado. Este tiempo es del orden de
τ/µ para el caso no amortiguado en algunas simulaciones y por tanto es ma´s probable la
aniquilacio´n kink-antikink en el caso no amortiguado. En la figura 11.5 observamos este
efecto. Mientras que en el caso amortiguado los kinks permanecen pra´cticamente inmo´viles,
el efecto de la difusio´n de e´stos es apreciable cuando γ → 0, as´ı como la aniquilacio´n de
pares kink-antikink. Por tanto, para t > tstop el posterior proceso de coarsening disminuye el
nu´mero de defectos aunque, debido a que Θ 1, esta disminucio´n es muy pequen˜a, sobre
todo en el caso sobreamortiguado como podemos ver en la figura (11.9). Por u´ltimo, dado
que la aniquilacio´n de pares kink-antikink es proporcional al nu´mero de ellos, el nu´mero de
defectos en g = τ es proporcional al nu´mero de defectos en g = gˆ, por lo que las leyes de
potencias (11.86) va´lidas en gˆ son tambie´n aproximadamente va´lidas en g = τ .
Para ver co´mo cambia el sistema del caso sobreamortiguado al no amortiguado, hemos
simulado la ecuacio´n (11.1) manteniendo µ fijo y variando el amortiguamiento γ. Los re-
sultados se muestran en la figura 11.10, en la que vemos que el cambio se produce cuando
α ' 1. Cuando α  1, ρ no depende del amortiguamiento y so´lo lo hace de manera lo-
gar´ıtmica a trave´s de ε2 ∝ γ. En el caso amortiguado, ρ depende expl´ıcitamente de γ de
manera que ρ ∼ γ1/4.
Aparte de conocer co´mo depende la densidad de defectos de la velocidad del para´metro
de control, en el caso no amortiguado observamos otro efecto (ve´anse figuras 11.5 y 11.11):
el nu´mero de defectos oscila una vez que g ≥ gˆ. En las simulaciones se observan t´ıpicamente
dos o tres oscilaciones claras. Este feno´meno se ha encontrado tambie´n en simulaciones del
mismo sistema en dimensio´n d = 2 pero cuando la transicio´n se produce debido a una
su´bita congelacio´n del mismo, es decir cuando µ = ∞ [7]5. Para entender este feno´meno
5Es interesante observar que Zurek y colaboradores tambie´n encuentran estas oscilaciones en sus simulaciones
176 Dina´mica de defectos
10-6 10-5 10-4 10-3 10-2 10-1 100 101 102
10-1
ρ 
/ L
α
10-5 10-3 10-1 101
10-1
100
101
α
gˆ
Figura 11.10: Densidad de defectos en funcio´n del amortiguamiento α = 12γµ
−1/3 para un
valor de µ = 10−2 fijo. Las l´ıneas de trazos muestras las aproximaciones (11.84) y (11.85)
mientras que los cuadrados son simulaciones para con D = τ = 1, Θ = 5 × 10−9. La gra´fi-
ca pequen˜a muestra la comparacio´n entre el valor de gˆ para δ = 1/2 obtenido mediante
simulaciones nume´ricas (cuadrados) y las aproximaciones anal´ıticas (11.67) y (11.69).
proponemos la siguiente interpretacio´n. Cuando g > 0 el para´metro de orden se distribuye
en un potencial con dos mı´nimos. Debido a la inercia, y en el caso que γ  1, el para´metro de
orden oscila alrededor de estos mı´nimos. Estas oscilaciones puede provocar que el para´metro
de orden cruce otra vez φ = 0 provocando que el nu´mero de ceros sea mayor. El periodo de
las oscilaciones esta´ pues relacionado con las oscilaciones dentro de cada uno de los pozos.
Como estas oscilaciones suceden inmediatamente despue´s de gˆ, el potencial en ese momento
es
V (φ) =
1
4
φ4 − gˆ
2
φ2 = V (φ±) + ω
2
0(φ− φ±)2 +O[(φ− φ±)3], (11.90)
donde hemos linealizado el potencial alrededor de los mı´nimos φ± = ±
√
gˆ, y ω20 = 2gˆ. Por
ello el periodo de las oscilaciones es
P =
2pi
ω0
=
2pi√
2gˆ
. (11.91)
Esta prediccio´n se compara en la figura 11.11 con simulaciones nume´ricas, encontra´ndose
un buen acuerdo entre ambas.
Por u´ltimo, estudiamos la ecuacio´n en el intervalo [−t0, tcong] para comprobar que la
longitud de correlacio´n var´ıa como ξeq(t) en [−t0,−tcong] y permanece constante e igual
a ξeq(−tcong) en [−tcong, tcong] tal y como predice el esquema de Kibble-Zurek. Para ello
tomamos el caso sobreamortiguado por simplicidad en los ca´lculos. Recordemos que en este
caso y en la aproximacio´n de campo medio se tiene que tcong ∼ µ−1/2 y ξeq(t) ' g−1/2. En
el caso sobreamortiguado, podemos despreciar el te´rmino ∂
2φ
∂t2
en la ecuacio´n (11.1). De este
hechas para la ecuacio´n (11.1) (ve´ase la figura 1 de la referencia [141]). Sin embargo estos autores no comentan este
efecto.
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Figura 11.11: Oscilaciones en el nu´mero de ceros al variar el para´metro de control. La
gra´fica principal se obtiene a partir de las simulaciones de la ecuacio´n (11.1) con µ = 4×10−3,
γ = 10−4, ε = 10−6 yD = τ = 1. La gra´fica pequen˜a muestra el periodo P de estas oscilaciones
en funcio´n de µ para los mismos valores de los para´metros. La l´ınea recta corresponde P =
2pi/
√
2gˆ [ec. (11.91)] con gˆ dado por la ec. (11.67).
modo obtenemos que
〈φˆ(k, t)φˆ∗(k, t)〉 = ε2
∫ t
−τ/µ
e−2q
2(t−s)eµ(t
2−s2)ds, (11.92)
donde, sin pe´rdida de generalidad, hemos tomado γ = 1. La forma de esta funcio´n de
correlacio´n depende de la escala de tiempo µ−1/2. Si t < −µ−1/2, podemos aproximar la
ecuacio´n anterior por
〈φˆ(k, t)φˆ∗(k, t)〉 ' ε2
∫ ∞
0
e−y(q
2+µt)dy, (11.93)
y por tanto
c(x) ' ε
2
4|g|−1/2e
−x|g|1/2. (11.94)
Esto significa que la longitud de correlacio´n es ξ(t) = ξeq(t) = |g|−1/2. El tiempo por debajo
del cual es va´lida esta aproximacio´n es pues tcong = µ
−1/2 para el caso sobreamortiguado.
Por otro lado, cuando t > µ−1/2
〈φˆ(k, t)φˆ∗(k, t)〉 ' ε2e−2q2teµt2
∫ ∞
−∞
e2q
2se−µs
2
ds. (11.95)
De esta manera
c(x) ∼ e−x2/(8t), (11.96)
luego ξ(t) = (4t)1/2. Esta expresio´n coincide con la que obtuvimos en (11.64). Por u´ltimo,
veamos cua´nto vale la longitud de correlacio´n dentro del intervalo [−tcong, tcong]. Para ello
evaluamos 〈φˆ(k, t)φˆ∗(k, t)〉 en el instante t = 0
〈φˆ(k, 0)φˆ∗(k, 0)〉 ∼ ε2eq4/µ
∫ ∞
q2/µ
e−µs
2
ds. (11.97)
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Figura 11.12: Panel de la izquierda: funcio´n de correlacio´n normalizada c(x)/c(0) para
distintos tiempos en el caso sobreamortiguado. Panel de la derecha: longitud de correlacio´n
calculada a partir de las simulaciones nume´ricas. La l´ınea continua es un ajuste de la funcio´n
de correlacio´n a e−x/ξ, la l´ınea a trazos es un ajuste a e−x
2/2ξ2 . Por u´ltimo la l´ınea de puntos
es ξeq ∼ |g|−1/2 mientras que las l´ıneas verticales marcan los tiempos ±tcong ' ±10. Los
para´metros utilizados son Θ = 5× 10−9, D = τ = 1 y µ = 0,01.
Como vemos en la expresio´n anterior tenemos dos longitudes caracter´ısticas. la primera de
ellas es µ−1/4 y la segunda µ−1/2. La longitud de correlacio´n es la escala de longitud asociada
a los modos ma´s bajos. En el l´ımite q → 0 podemos aproximar la expresio´n anterior por
〈φˆ(k, 0)φˆ∗(k, 0)〉 ∼ e−q2/µ1/2 , (11.98)
con lo que la longitud de correlacio´n es ξ(0) = µ−1/4 = ξeq(−tcong). Este resultado concuerda
con la prediccio´n del esquema de Kibble-Zurek.
Aunque la longitud de correlacio´n se congela en el intervalo [−tcong, tcong], la funcio´n de
correlacio´n cambia de la forma e−x/ξ a e−x
2/2ξ2 , que son las expresiones para t < −tcong y
t > tcong respectivamente. En la figura 11.12 podemos observar este cambio en la forma de
c(x). Cuando t > tstop la funcio´n de correlacio´n tiende a la dada por la ecuacio´n (11.88). Es
decir, resumiendo
c(x) ∼ e−x/ξ t ∈ [−t0,−tcong], (11.99)
c(x) ∼ e−x2/ξ t ∈ [tcong, tstop], (11.100)
c(x)→ e−x/ξ t ∈ [tstop,∞]. (11.101)
En la figura 11.12 tambie´n mostramos la longitud de correlacio´n en las diferentes zonas
de la dina´mica. Como resumen, tanto las predicciones anal´ıticas como nume´ricas corroboran
el esquema que vimos al principio de este cap´ıtulo en la figura (11.1).
Parte V
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179

Cap´ıtulo 12
Conclusiones y cuestiones abiertas
En este cap´ıtulo presentamos un resumen esquema´tico de los principales resultados a los que hemos
llegado en los cap´ıtulos anteriores y que hemos agrupado en secciones correspondientes a cada una de las
partes. El cap´ıtulo se completa con un apartado sobre cuestiones abiertas y extensiones del trabajo presentado
en esta memoria.
12.1. Conclusiones
12.1.1. Parte I
En esta parte hemos estudiado el crecimiento epitaxial de cristales mediante la te´cnica
de epitaxia de haces moleculares. Nuestra contribucio´n, en el mismo esp´ıritu del modelo de
sG [ec. (5.5)], ha sido la de proponer un modelo continuo que contenga de manera efectiva
la estructura cristalina y la difusio´n superficial a lo largo de la superficie, y que hemos
llamado modelo xMBE [ec. (5.3)]. Este modelo se diferencia del de sG en que el mecanismo
de relajacio´n de la superficie se debe a la difusio´n y no a que la superficie tienda a minimizar
la tensio´n superficial. Las conclusiones de cada uno de los cap´ıtulos han sido:
En el cap´ıtulo 5 hemos integrado nume´ricamente la ecuacio´n en derivadas parciales
estoca´stica o de Langevin correspondiente al modelo xMBE con los siguientes resul-
tados:
• En equilibrio el modelo xMBE presenta de forma inequ´ıvoca una transicio´n de
fase de rugosidad para una temperatura TR entre una fase plana en la que la
rugosidad w es pra´cticamente nula e independiente del taman˜o del sistema, y una
fase rugosa en la que w2 ∼ L2 donde L2 es el a´rea del sustrato. Esta transicio´n se
diferencia de la de sG en que la fase de altas temperaturas es la de la teor´ıa lineal
LMBE en vez de la de EW, en la que w2 ∼ lnL. Adema´s, el ana´lisis de taman˜o
finito nos indica que la transicio´n en el modelo xMBE es de segundo orden y
no del tipo Kosterlitz-Thouless como ocurre en sG. Por u´ltimo, la comparacio´n
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de nuestro modelo con otros relevantes en la descripcio´n de la transicio´n so´lido-
l´ıquido o de fusio´n en dos dimensiones nos ha llevado a estudiar la posibilidad de
la existencia de otra transicio´n de fase para una temperatura T ∗ > TR. En estos
modelos, para TR > T > T
∗ aparece una fase (denominada hexa´tica) en la que la
superficie es rugosa, pero en la que las pendientes en la superficie esta´n ordenadas.
Aunque las simulaciones muestran evidencias de esta posible transicio´n, nuestras
actuales posibilidades computacionales no permiten asegurar su existencia.
• Fuera del equilibrio, es decir, cuando existe un flujo de part´ıculas incidente F ,
el modelo xMBE presenta un diagrama de fases que hemos resumido en la figura
(5.8). Las distintas fases se diferencian por el comportamiento de la rugosidad
w2 y la velocidad de crecimiento de la superficie v. Dependiendo del flujo y de
la temperatura, podemos tener tres tipos de fases: para T  TR tenemos una
fase plana (w2 ' 0) en la que la superficie no crece (v ' 0) debido a que los
a´tomos que llegan a ella son desorbidos; una fase oscilante no lineal en la que la
superficie crece (v 6= 0), aunque la velocidad de crecimiento depende de manera
no lineal respecto al flujo de part´ıculas incidentes y en la que la rugosidad crece
(w 6= 0) y oscila inicialmente; por u´ltimo, para T > TR tenemos una fase rugosa
en la que la superficie crece con una velocidad proporcional al flujo de part´ıculas
incidente (v = F ) y la rugosidad crece (w 6= 0) y no oscila. A diferencia de lo que
sucede en equilibrio, la aparicio´n de una fase rugosa no lineal hace que w2 6= 0
para una temperatura T < TR. Sin embargo, so´lo cuando T ≥ TR la rugosidad es
proporcional al a´rea de la superficie. Para flujos suficientemente grandes la fase
plana desaparece y el sistema es rugoso incluso a temperaturas pequen˜as.
En el cap´ıtulo 6 hemos utilizado varias te´cnicas anal´ıticas para estudiar el modelo
xMBE.
• La primera de ellas es la cla´sica te´cnica variacional, que reproduce de manera
cualitativa el diagrama de fases que encontramos en el cap´ıtulo 5, es decir, predice
una transicio´n de fase de rugosidad en equilibrio entre una fase plana y una
rugosa con w2 ∼ L2, y tres fases (plana, no lineal oscilante y rugosa lineal)
fuera del equilibrio. Sin embargo, el acuerdo es so´lo cualitativo y, por ejemplo, la
temperatura de rugosidad en equilibrio que nos da la te´cnica variacional es mayor
(pero no mucho mayor) que la obtenida nume´ricamente en el cap´ıtulo 5.
• La segunda te´cnica es la del grupo de renormalizacio´n, en la que estudiamos
la evolucio´n de los coeficientes de cada uno de los te´rminos del modelo xMBE
al ir eliminando grados de libertad micro´scopicos de nuestro sistema. La prime-
ra conclusio´n es que el flujo de renormalizacio´n indica que se genera de manera
efectiva una tensio´n superficial, au´n cuando el modelo xMBE no contenga ini-
cialmente este te´rmino. Por ello, debemos incluirlo en nuestro modelo desde el
principio y de este modo el estudio que realizamos en este cap´ıtulo es mucho ma´s
general. En particular contiene el estudio del modelo de sG cuando consideramos
tambie´n efectos de la difusio´n superficial, y del modelo xMBE. El estudio de uno
u otro modelo se determina especificando las condiciones iniciales del flujo. En
este cap´ıtulo hemos estudiado dos problemas
◦ Modelo xMBE: Para ello tomamos las condiciones iniciales κ 6= 0, V 6= 0
y ν = 0. Para un sistema finito y en equilibrio hemos visto que, dependiendo
de la temperatura inicial, tenemos diferentes comportamientos: para tempe-
raturas altas, el potencial renormaliza a cero, mientras que κ y ν tienden a
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valores constantes no nulos. Sin embargo, el ν generado de forma efectiva es
muy pequen˜o comparado con κ, lo que nos dice que el sistema es rugoso a
grandes escalas con w2 ∼ L2. A temperaturas intermedias el potencial tam-
bie´n renormaliza a cero aunque el ν generado es mucho mayor y κ → 0. En
este caso el sistema es rugoso y se comporta a grandes escalas como la teor´ıa
lineal de EW, es decir, w2 ∼ lnL. Por u´ltimo, a temperaturas suficientemente
pequen˜as el potencial tiende hacia infinito y por tanto domina frente a la
difusio´n o la tensio´n superficial, con lo que la superficie es plana. Mientras
que la fase de altas temperaturas y la de bajas temperaturas coinciden con
las que observamos en nuestras simulaciones, la de temperaturas intermedias
tiene las mismas propiedades que la fase hexa´tica sugerida por la comparacio´n
con los modelos de fusio´n. Sin embargo, no nos es posible la comparacio´n con
los datos nume´ricos del cap´ıtulo 5, ya que los para´metros utilizados en dichas
simulaciones (que son las condiciones iniciales de nuestro flujo de renorma-
lizacio´n) esta´n lejos de la zona donde las integrales involucradas en el flujo
convergen y lejos de los puntos fijos del flujo de renormalizacio´n.
◦ El grupo de renormalizacio´n tambie´n nos permite estudiar el modelo de sG
con difusio´n superficial. As´ı, vemos que cuando κ 6= 0 y ν 6= 0 inicial-
mente, se produce tambie´n una transicio´n de rugosidad entre una fase plana
y una fase rugosa en la que w2 ∼ lnL, pero para una temperatura mayor
que en el caso de que κ 6= 0. Esta prediccio´n del grupo de renormalizacio´n
ha sido verificada por simulaciones nume´ricas de la ecuacio´n de Langevin
correspondiente.
El cap´ıtulo 7 se dedica a estudiar la fase no lineal oscilante y su relacio´n con las osci-
laciones RHEED. As´ı, hemos medido co´mo depende el tiempo de decaimiento de estas
oscilaciones, τML, de la temperatura o del flujo de part´ıculas para el modelo xMBE y
lo hemos comparado con otros modelos continuos como sG o csG [ec. (7.13)]. Median-
te simulaciones nume´ricas observamos que este tiempo depende de manera diferente
de la temperatura o de la velocidad de crecimiento segu´n los distintos modelos. Este
hecho, y el que el decaimiento de las oscilaciones se produzca en las primeras etapas
del crecimiento nos lleva a proponer un posible criterio para determinar que´ modelo
es relevante para cada contexto experimental.
12.1.2. Parte II
Esta parte se dedica al estudio de la fase sincronizada de osciladores no lineales acoplados
entre s´ı con frecuencia ω y sometidos a ruido pequen˜o. Debido a la dificultad de la ecuacio´n
de Liouville para la densidad de probabilidad de la fase de los osciladores, la informacio´n
conocida sobre este problema a trave´s de te´cnicas de perturbaciones singulares como WKB
era muy reducida. Nuestra aproximacio´n al problema (desarrollada en el cap´ıtulo 9) ha sido
diferente: hemos estudiado directamente las ecuaciones diferenciales estoca´sticas realizando
desarrollos perturbativos sobre ellas. Debido a la sencillez del estudio, hemos generalizado
nuestros resultados para tener en cuenta el caso de que el tiempo de correlacio´n sea arbitrario
y no nulo, sin necesidad de hacer ningu´n tipo de aproximacio´n sobre este tiempo. Las
principales conclusiones de este estudio son:
En primer lugar, mediante un simple ca´lculo perturbativo a primer orden reproducimos
los resultados existentes en la literatura sobre este problema, es decir, la existencia de
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dos fases: una fase estacionaria en la que los osciladores no oscilan y otra fase perio´dica
en la que oscilan con una frecuencia efectiva, ωef 6= 0, que coincide con la frecuencia
efectiva determinista (cuando el ruido no esta´ presente). La transicio´n entre estas dos
fases se produce variando la frecuencia intr´ınseca de los osciladores ω para un valor ωc
que depende del te´rmino no lineal.
A segundo orden es posible estudiar el efecto del ruido sobre el valor de ωc. El ruido
modifica el valor de ω para el que se produce la transicio´n de una manera no trivial
respecto al caso determinista. En esta transicio´n el efecto del tiempo de correlacio´n
del ruido es importante y tambie´n no trivial.
Cuando el sistema esta´ en la fase perio´dica, presenta una resonancia tambie´n a segundo
orden que define una nueva escala de tiempos en nuestro problema y que depende de la
intensidad del ruido. Esto da una correccio´n a la frecuencia efectiva de la oscilaciones
ωef respecto a la determinista que puede ser positiva o negativa dependiendo de la
forma del acoplamiento:
• Cuando el acoplamiento es lineal, el efecto del ruido es el de perturbar las
oscilaciones de manera que la frecuencia efectiva es siempre mayor que la de-
terminista. En este caso el efecto del tiempo de correlacio´n es el de modificar
cuantitativa pero no cualitativamente este efecto.
• Cuando el acoplamiento es no lineal, dependiendo de los valores de los para´-
metros del sistema (incluido el tiempo de correlacio´n del ruido), el ruido puede
producir el mismo efecto que en el caso lineal o puede retardar las oscilaciones,
haciendo que la frecuencia efectiva sea menor que la determinista.
Este comportamiento no trivial es corroborado por simulaciones nume´ricas de la ecua-
cio´n de Langevin. Aunque las predicciones anal´ıticas son obtenidas en el l´ımite del
nu´mero de osciladores N → ∞, nuestras simulaciones con N finito reproducen los
resultados teo´ricos.
Por u´ltimo, la ecuacio´n en la aproximacio´n de campo medio para los modelos xMBE y
sG es la misma que la del modelo de osciladores con acoplamiento lineal estudiado en
este cap´ıtulo. Esto nos permite comparar las predicciones anal´ıticas de este cap´ıtulo
con las simulaciones nume´ricas del cap´ıtulo 7 para los modelos completos xMBE y
csG. En particular vemos que, por debajo de cierto valor de la intensidad del ruido, las
predicciones para el periodo de las oscilaciones RHEED, y el periodo de la colectividad
de osciladores acoplados de manera lineal, P = 2pi/ωef , coinciden para los modelos
xMBE y sG. Sin embargo, en la aproximacio´n de campo medio las oscilaciones no se
atenu´an y no es posible calcular τML mediante las te´cnicas de esta parte.
12.1.3. Parte III
En el cap´ıtulo 11 hemos estudiado la dina´mica de las transiciones de fase en las que
se produce una rotura de la simetr´ıa y, en particular, la creacio´n de defectos. Utilizando
un modelo sencillo en una dimensio´n [una ecuacio´n de Landau-Ginzburg dependiente del
tiempo con ruido y simetr´ıa O(1)], y a partir de la aproximacio´n lineal del problema en los
l´ımites sobreamortiguado y no amortiguado de la dina´mica, medimos el nu´mero de dominios
ρ que se crean al producir un enfriamiento muy lento del sistema desde una temperatura
T  TC hasta una temperatura T  TC , donde TC es la temperatura donde se produce la
transicio´n en equilibrio. Las principales conclusiones de este estudio son:
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Aunque existen distintas propuestas para estimar el nu´mero de defectos (entre ellas
la que hacemos en el cap´ıtulo 11 basada en ana´lisis dimensional, o la de causalidad
presentada en el cap´ıtulo 10), nuestro estudio es el primero que deriva expresiones
exactas para ρ en funcio´n de los diversos para´metros del sistema. En particular el
nu´mero de defectos depende de la velocidad con la que se produce la transicio´n, µ, de
la forma ρ ∼ µ1/3 en el caso no amortiguado y ρ ∼ µ1/4 en el sobreamortiguado, lo
que reproduce las estimaciones anteriormente mencionadas.
Sin embargo, el nu´mero de defectos que obtenemos es mucho menor que el obtenido
mediante estimaciones basadas en el ana´lisis de causalidad (ba´sicamente desarrollado
por Kibble y Zurek), en el que se supone que ρ queda determinado por propiedades
del sistema en equilibrio cerca de TC . En el caso que hemos estudiado ello se debe a
que, aunque es verdad que cerca de TC el nu´mero de defectos es ba´sicamente el que
predice el argumento de causalidad, entre TC y la temperatura final tiene lugar otro
proceso conocido como inestabilidad espinodal en el que decrece el nu´mero de defectos
como resultado de la la existencia de modos inestables en el sistema. Este proceso
tiene lugar claramente fuera del equilibrio y no puede ser descrito por el argumento
de causalidad. A pesar de esto, las leyes de potencias que vimos en el pa´rrafo anterior
no se ven afectadas por la inestabilidad espinodal, cuyo u´nico efecto es el de disminuir
el nu´mero de defectos proporcionalmente a su valor cerca de TC . La constante de
proporcionalidad y la anchura de la regio´n de inestabilidad espinodal dependen del
logaritmo de la intensidad del ruido, lo que hace que, cuando e´sta es muy pequen˜a,
el efecto de esta inestabilidad es muy grande. En particular el nu´mero de defectos es
menor a medida que la intensidad del ruido es menor.
Nuestras expresiones muestran que las leyes de potencias no son exactas y contienen
correcciones logar´ıtmicas de la forma lnµ, las cuales pueden ser observadas en las
simulaciones nume´ricas del modelo considerado.
Todos estas conclusiones se han comprobado mediante simulaciones nume´ricas de la ecua-
cio´n en derivadas parciales estoca´stica.
12.2. Cuestiones abiertas y posibles extensiones
Finalmente, el trabajo realizado hasta ahora plantea nuevos problemas o cuestiones que
no han podido ser resueltas en el mismo.
En el estudio del crecimiento de superficies cristalinas mediante MBE existen todav´ıa
problemas abiertos y trabajo por realizar en esta direccio´n:
En primer lugar queda por determinar la existencia o no de una segunda transicio´n
cerca de la de rugosidad traslacional en la que se desordenan las pendientes. Esto
nos llevar´ıa a resolver nume´ricamente la ecuacio´n de Langevin correspondiente para
taman˜os mucho ma´s grandes.
El hamiltoniano del modelo totalmente discreto, o modelo de Nelson, tiene acoplos a
primeros (como el caso del modelo Gaussiano Discreto) y a segundos vecinos, aunque
los acoplos se organizan en forma de un laplaciano al cuadrado. Nuestra intencio´n es
la de estudiar un modelo general de hamiltonianos que contengan acoplos gene´ricos
a primeros y segundos vecinos. Con ello esperamos poder separar las dos transiciones
(orientacional y traslacional de rugosidad) y observarlas nume´ricamente.
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Del mismo modo ser´ıa interesante realizar simulaciones detalladas para el modelo
discreto de Nelson [ve´ase ec. (5.4)]. Este objetivo tiene una doble finalidad: por un
lado comparar los resultados del modelo de Nelson con los obtenidos en esta memoria,
ya que el de Nelson es la versio´n totalmente discreta del xMBE; por otro, zanjar la
discusio´n entre diversos autores que vimos en el cap´ıtulo 5 sobre si la transicio´n de
rugosidad en este modelo es una u´nica transicio´n de fase de primer orden o dos del
tipo Kosterlitz-Thouless entre las que existe una fase hexa´tica. Este trabajo esta´ siendo
realizado en la actualidad.
En conexio´n con el punto anterior, ser´ıa tambie´n interesante derivar de manera rigu-
rosa la ecuacio´n continua que describe el sistema a grandes escalas cuando el modelo
microsco´pico del mismo es el laplaciano discreto de Nelson.
Quedar´ıa tambie´n por completar las predicciones del grupo de renormalizacio´n. En
particular conocer a partir del flujo el cara´cter de la transicio´n de rugosidad y realizar
simulaciones nume´ricas en las que los para´metros permitan una comparacio´n con las
predicciones del grupo de renormalizacio´n, y queda por realizar el ana´lisis del flujo
fuera del equilibrio (F 6= 0) e incluir la posibilidad de que exista o se genere un
te´rmino de KPZ.
En los trabajos sobre el esquema de Nozie`res-Gallet aplicado al modelo de sG o el rea-
lizado en esta memoria sobre xMBE se supone que el sistema verifica en todo momento
la hipo´tesis de hiperescalado. Dicha hipo´tesis puede estudiarse generalizando el grupo
de renormalizacio´n para tener en cuenta la funcio´n de correlacio´n. Este estudio ser´ıa
interesante, puesto no esta´ realizado ni siquiera para el modelo sG.
Otras extensiones posibles en la direccio´n del grupo de renormalizacio´n ser´ıan las de
utilizar regularizacio´n dimensional para las integrales, o, al igual que el trabajo de
Amit, Goldschmidt y Grinstein sobre el modelo de sG, estudiar mediante el grupo
de renormalizacio´n la teor´ıa de campos que se obtiene del modelo xMBE. Esto nos
permitir´ıa una comparacio´n con los trabajos publicados sobre membranas.
Nuestro estudio de las colectividades de osciladores acoplados cuando la intensidad del
ruido es pequen˜a, nos ha proporcionado un tratamiento anal´ıtico que puede generalizarse a
los siguientes problemas:
En primer lugar, podemos considerar una colectividad de osciladores deterministas (sin
ruido) acoplados entre s´ı y con frecuencias intr´ınsecas distintas distribuidas mediante
una distribucio´n de probabilidad. Un estudio preliminar muestra que, mediante desa-
rrollos perturbativos en la varianza de la distribucio´n de frecuencias, una colectividad
determinista de osciladores diferentes tiene el mismo comportamiento que una colecti-
vidad de osciladores ide´nticos sometidos a un ruido. Ello se debe a que las ecuaciones
a distintos o´rdenes de perturbaciones que se obtienen son las mismas que las obtenidas
en el cap´ıtulo 9 sin ma´s que intercambiar la intensidad del ruido por la varianza de
la distribucio´n de frecuencias. Este estudio esta´ siendo completado en la actualidad y
comparado con simulaciones nume´ricas.
As´ı mismo, se pueden generalizar nuestros ca´lculos para que la dina´mica del sistema
incluya un te´rmino inercial [por ejemplo un te´rmino d
2φ
dt2
en la ecuacio´n (9.12)]. Un
estudio preliminar muestra que nuestro tratamiento anal´ıtico reproduce de una manera
ma´s sencilla los resultados obtenidos por otros autores utilizando la distribucio´n de
probabilidad para la fase.
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Por u´ltimo el estudio de la creacio´n de defectos mediante transiciones de fase dina´micas es
un tema de actualidad por la posible comparacio´n con escenarios cosmolo´gicos. Lejos de esta
potencial aplicacio´n, existen muchos sistemas en el laboratorio en el que se pueden estudiar
la creacio´n de defectos como cristales l´ıquidos o Helio. Sin embargo, en estos sistemas el
para´metro de orden no es unidimensional y la simetr´ıa que se rompe es ma´s compleja
que la de O(1) que hemos considerado en esta parte de la memoria. Por ello, es necesario
generalizar nuestros resultados a situaciones ma´s gene´ricas.
Adema´s, en los sistemas reales, la transicio´n no tiene lugar en todos los puntos del
sistema. Esto da lugar a permitir la posibilidad de que el para´metro de control dependa
del espacio. En concreto, podemos suponer que el para´metro de control fluctu´a alrededor
de un valor medio que crece y por tanto en la ecuacio´n que hemos estudiado tendr´ıamos
un ruido multiplicativo aparte del aditivo. Esto modificara´ las predicciones del nu´mero de
defectos, ya que cerca de TC tendremos zonas de nuestro sistema en las que se ha producido
la transicio´n y otras en las que no.
Por otro lado, como vimos mediante el ana´lisis dimensional, podemos predecir las leyes
de potencias para otro tipo de ecuaciones como aquellas que incluyen un operador de Swift-
Hohenberg. En ese caso el nu´mero de defectos (en este caso dislocaciones) va como ρ ∼ µ1/8,
prediccio´n que estamos estudiando mediante simulaciones nume´ricas y un estudio anal´ıtico
parecido al presentado en el cap´ıtulo 11.
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Ape´ndice A
Estudio Anal´ıtico de las Teor´ıas Lineales
Las teor´ıas lineales de crecimiento de superficies se han convertido en un referente a lo
largo esta memoria, debido a que describen soluciones autosemejantes que podemos consi-
derar como libres, en las cuales so´lo tenemos en cuenta los procesos de difusio´n (en forma de
un operador espacial lineal) y la parte estoca´stica de la deposicio´n (reflejada en un te´rmino
de ruido). Estas teor´ıas o modelos son importantes porque
1. Se pueden resolver exactamente.
2. Describen el comportamiento efectivo de sistemas no lineales (como los modelos xMBE
y sG) para ciertos rangos de para´metros (por ejemplo, para temperaturas T < TR).
3. Son base del tratamiento perturbativo de sistemas completos a partir de te´cnicas
anal´ıticas como las aproximaciones variacionales y el grupo de renormalizacio´n.
De forma general, las ecuaciones que vamos a ver en este ape´ndice pueden expresarse como:
∂h(r , t)
∂t
= νLh(r) + η(r , t), (A.1)
donde L es un operador espacial lineal y donde 〈η(r ′, t′)η(r , t)〉 = 2kBTδd(r − r ′)δ(t− t′).
Debido al cara´cter lineal de este tipo de ecuaciones, podemos calcular los exponentes
mediante suposiciones de autosemejanza, ya que los coeficientes del ruido y del operador
lineal renormalizan independientemente como veremos despue´s. Para ello se supone que el
sistema que describe la ecuacio´n (A.1) tiene las mismas propiedades despue´s de hacer una
transformacio´n de similaridad del tipo
r → r ′ ≡ br , h→ h′ ≡ bαh, t→ t′ ≡ bzt. (A.2)
Introduciendo este cambio en la ecuacio´n (A.1), obtenemos
∂h′(r ′, t′)
∂t′
= νf(b) Lh′(r ′) + b−d/2+x/2−αη(r ′, t′), (A.3)
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Teor´ıa n d α z β
EW 1 1 1/2 2 1/4
EW 1 2 0∗ 2 0∗
EW 1 3 −1/2 2 −3/4
LMBE 2 1 3/2 4 3/8
LMBE 2 2 1 4 1/4
LMBE 2 3 1/2 4 1/8
LMBE 2 4 0∗ 4 0∗
Cuadro A.1: Valores de los exponentes para las teor´ıas lineales EW y LMBE. (*) El valor
0 debe entenderse como dependencia logar´ıtmica.
donde f(b) es una funcio´n de b que depende de la forma expl´ıcita del operador Lr y d
la dimensio´n del sustrato. La ecuacio´n (A.3) tiene la misma forma que (A.1) salvo los
coeficientes, que han cambiado de la forma
ν → ν ′ ≡ νf(b), (A.4)
kBT → kBT ′ ≡ b−d+z−2αkBT. (A.5)
Si buscamos soluciones autosemejantes, entonces haciendo T = T ′ obtenemos que
z − 2α = d (A.6)
que se conoce como relacio´n de hiperescalado y, aunque para las teor´ıas lineales se cumple,
no lo hace necesariamente para las ecuaciones no lineales.
Para simplificar, supongamos que el operador Lh(r) = (−1)n+1∆nh(r), donde ∆ es
el laplaciano en d dimensiones. Por tanto, f(b) = bz−2n, y pidiendo que la solucio´n de
(A.3) sea autosemejante, tenemos logb f(b) = 0 ⇒ z = 2n. Aplicando (A.6), resulta que
α = n− d/2. En la tabla A.1 tenemos los valores para algunos de los modelos que veremos
en este ape´ndice. Como vemos, d = 2 es la dimensio´n marginal para EW, en el sentido
de que para dimensiones superiores la rugosidad es una funcio´n decreciente del taman˜o del
sistema. En el caso de LMBE la dimensio´n marginal es d = 4.
A pesar de que los exponentes de ambas ecuaciones pueden obtenerse de manera fa´cil
como hemos visto, el hecho de que la ecuacio´n (A.1) sea lineal nos permite resolverla exac-
tamente. El conocer la solucio´n exacta nos va a permitir:
Obtener una prueba de que los exponentes obtenidos anteriormente son exactos y,
como veremos, establecer el taman˜o mı´nimo del sistema para el cual se verifica la
hipo´tesis de escalado. Dicho de otro modo, establecer un L mı´nimo para el cual se
verifique, por ejemplo, w2 ∼ L2α.
Calcular la forma exacta de las medidas termodina´micas locales (energ´ıa, rugosidad,
pendiente total, etc.) y de las funciones de correlacio´n, incluyendo los efectos de taman˜o
finito. Desde el punto de vista computacional esto es importante para comparar las
simulaciones de alta temperatura con los resultados teo´ricos.
Poder obtener estimaciones de los tiempos de relajacio´n cerca de la temperatura de
transicio´n.
Separamos el estudio de las ecuaciones de EW y LMBE. En el caso de las teor´ıas lineales,
la ecuacio´n (A.1) puede representar tanto el caso en equilibrio (F = 0) como el de fuera del
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equilibrio (F 6= 0), sin ma´s que redefinir h como la desviacio´n respecto a la altura media
h¯ = Ft.
Antes de particularizar, damos las expresiones exactas de los diferentes observables en
dimensio´n arbitraria. La resolucio´n de una ecuacio´n lineal como (A.1) con condiciones pe-
rio´dicas pasa por estudiar los modos de Fourier hˆq que de manera general podemos poner
como
hˆq =
1
Ld/2
∑
rb
eiq ·rh(r , t), (A.7)
donde r es el vector en el sustrato de volumen Ld, y q = 2pi
L
k , ki = 0, . . . , L− 1 es el vector
en el espacio rec´ıproco. Si el operador L es lineal, la ecuacio´n que verifican cada uno de los
modos de Fourier se puede escribir como
∂hˆq
∂t
= −νωq hˆq + ηˆq , (A.8)
donde ηˆq es un ruido blanco que verifica 〈ηˆq(t)ηˆq ′(t′)〉 = 2Dδq ,−q ′δ(t − t′) con D = kBT ,
y ωq es la relacio´n de dispersio´n lineal. La ecuacio´n anterior nos dice que cada uno de los
modos de Fourier es un proceso de Ornstein-Uhlenbeck independiente. La solucio´n exacta
de la ecuacio´n (A.8) es (suponiendo que h(r , 0) = 0)
hˆq = e
−νωq t
∫ t
0
eνωqsdWq(s). (A.9)
dondeWq(t) es un proceso Wiener que verifica 〈Wq (t)Wq ′(t′)〉 = 2Dδq ,−q ′ mı´n(t, t′). A partir
de la solucio´n, podemos calcular el factor de estructura de nuestro modelo. As´ı, tenemos
que
S(q) = 〈hˆq hˆ−q〉 = D1− e
−2νωq t
νωq
. (A.10)
En funcio´n de ella podemos expresar todos los observables de nuestro sistema. Por ejemplo,
la rugosidad total se escribe como
w2(t) =
〈
1
Ld
∑
r
[h(r , t)− h¯]2
〉
=
1
Ld
∑
q 6=0
S(q) (A.11)
(donde h¯ =
〈
1
Ld
∑
r h(r , t)
〉
), y la funcio´n de correlacio´n como
C(r) =
〈
1
L2
∑
s
[h(s + r)− h(s)]2
〉
=
2
Ld
∑
q
S(q)[1− cos(q · r)], (A.12)
o bien, la funcio´n de correlacio´n conexa
Cc(r) =
〈
1
L2
∑
s
h(s + r)h(s)
〉
=
1
Ld
∑
q
S(q) cos(q · r). (A.13)
Con ello la correlacio´n pendiente-pendiente es
G(r) =
〈
1
L2
∑
s
[∇h(s + r)−∇h(s)]2
〉
=
4
Ld
∑
q
S(q)
d∑
i=1
[1− cos(qiri)][1− cos(qi)]
(A.14)
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Otros observables termodina´micos locales puede expresarse como
E =
1
Ld
〈H〉 = 1
2L2
∑
q
ωqS(q) =
D
2ν
(A.15)
para la energ´ıa, o
τ 2 =
〈
1
L2
∑
r
[∑
δj
(−1)jh(r + δj)
]〉
=
4
L2
L∑
q=1
S(q)[cos qx − cos qy]2 (A.16)
para el para´metro de fluctuacio´n en d = 2 dimensiones y una red cuadrada (los vectores δj
esta´n representados en la figura 5.3), y
s2 =
1
Ld
∑
q=1
S(q)ωEWq (A.17)
para la pendiente total, donde ωEWq es la relacio´n de dispersio´n que se obtiene cuando el
operador Lr = ∆r .
Ahora pasamos a estudiar cada uno de los casos.
A.1. Edward-Wilkinson
En este caso tenemos que Lh(r) = ∆h(r). Discretizando el laplaciano en una y dos
dimensiones, obtenemos
ωq = 4 sin
2 q
2
, 1D, (A.18)
ωq = 4
[
sin2
qx
2
+ sin2
qy
2
]
, 2D. (A.19)
Observamos que, debido a los efectos de taman˜o finito, en dimensio´n d > 1 se tiene que ωq
no depende solamente del mo´dulo de q . Particularizamos a cada una de las dimensiones
A.1.1. Dimensio´n d = 1
En este caso el factor de estructura es
S(q) = D
1− e−2νωqt
4ν sin2
(
q
2
) . (A.20)
En el estado estacionario se tiene que
S(q, t→∞) = D
4ν sin2
(
q
2
) . (A.21)
A partir de aqu´ı podemos calcular los exponentes. El exponente dina´mico, por ejemplo, se
puede obtener calculando el tiempo necesario para que el factor de estructura alcance su
valor de saturacio´n con un error del 1% para el modo de Fourier que ma´s tarde en saturar,
en este caso el modo con q ma´s bajo (aque´l con q = 2pi/L). Esto supone
t× =
ln 10
νωq=2pi/L
' 6× 10−2ν−1L2, (A.22)
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(donde, si L  1 podemos aproximar el seno por su argumento de manera que ωq=2pi/L '
(2pi/L)2), y por tanto z = 2. La ecuacio´n anterior da tambie´n una estimacio´n de los tiempos
de simulacio´n de nuestro sistema. Para que e´ste sature nume´ricamente, se debe verificar que
el tiempo de simulacio´n debe ser siempre mayor que t×.
Hacemos lo mismo para la anchura total
w2(t, L) =
D
νL
∑
q
1− e−2ωqt
ωq
. (A.23)
Calculando el comportamiento asinto´tico t t×
w2(t→∞, L) ≡ w2sat(L) =
D
νL
L−1∑
k=1
1
4 sin2
(
pik
L
) = D L
12ν
(
1− 1
L2
)
, (A.24)
vemos que var´ıa linealmente con la temperatura y que w2 ∼ L cuando el taman˜o del sistema
es suficientemente grande, con lo que α = 1
2
. Por u´ltimo estudiamos el comportamiento a
tiempos cortos. Para sistemas grandes y tiempos pequen˜os podemos desarrollar
w2(t 1, L) = D
νL
∑
q
2ωqt +O(t2)
ωq
' 2D
ν
t+O(t2) (A.25)
es decir, a tiempos cortos cada uno de los modos evoluciona como un caminante aleatorio
independiente. Para ver cua´l es el exponente β hacemos la aproximacio´n L → ∞ para
tiempos 1 < t < t×. Con ello la suma para w
2 se transforma en una integral
w2(t, L→∞) ' D
νpi
∫ pi/2
pi/L
1− e−8t sin2 x
4 sin2 x
dx (A.26)
y si adema´s aproximamos sin2 x ' x2
w2(t, L→∞) ' D
νpi
∫ pi
0
1− e−2y2t
2y2
dy (A.27)
=
D
νpi
[
1
2pi
(
e−2pi
2t − 1
)
+
√
pit
2
Erf(
√
2tpi)
]
(A.28)
' D
ν
√
pit
2
, (A.29)
para t > 1, con lo que β = 1
4
.
El promedio de la pendiente en el estado estacionario en este caso vale
s2 =
1
L
∑
q
ωEWq S(q) =
D
2ν
. (A.30)
Para acabar, calculamos las expresiones de las funciones de correlacio´n en el estado
estacionario. Empezamos por la funcio´n punto a punto
Cc(r) =
D
νL
L−1∑
k=1
cos
(
2pi
L
kr
)
4 sin2
(
pi
L
k
) (A.31)
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Si L es suficientemente grande, podemos aproximar1 en el denominador sin2 x ' x2, y por
tanto
Cc(r) ' LD
4pi2ν
∞∑
k=1
cos
(
2pi
L
kr
)
k2
(A.32)
=
D
24ν
L− D
4ν
r
(
1− r
L
)
. (A.33)
Otras medidas pueden expresarse en funcio´n de Cc(r). As´ı por ejemplo, se tiene que w
2(t→
∞) = Cc(0). Pero ahora nos interesamos por las funciones de correlacio´n. Para la de altura-
altura tenemos que
C(r) = 2w2(t)− 2Cc(r) ' D
2ν
r
(
1− r
L
)
, (A.34)
mientras que para la de pendiente-pendiente tenemos que
G(r) = 2C(1)− 4Cc(r) + 2Cc(r + 1) + 2Cc(r − 1) (A.35)
' D
ν
. (A.36)
A.1.2. Dimensio´n d = 2
En este caso se tiene que
ωq = 4 sin
2
(qx
2
)
+ 4 sin2
(qy
2
)
. (A.37)
En saturacio´n (t→∞) tendremos que:
S(q) =
D
4ν
1
sin2
(
qx
2
)
+ sin2
( qy
2
) , (A.38)
En primer lugar calculamos el exponente dina´mico. Utilizando el mismo razonamiento que
para d = 1 obtenemos
t× ' 3× 10−2ν−1L2 (A.39)
luego z = 2 al igual que en dimensio´n d = 1. Para el resto de los exponentes calculamos la
rugosidad. En primer lugar, en saturacio´n
w2(t→∞, L) = 1
L2
∑
q
S(q) =
D
4νL2
L−1∑
kx,ky=1
1
sin2
(
2pikx
L
)
+ sin2
(
2piky
L
) , (A.40)
La suma anterior no puede calcularse exactamente. Sin embargo, para L suficientemen-
te grande podemos aproximar la suma por una integral, as´ı como las funciones seno que
aparecen en el denominador de la funcio´n de estructura por su argumento, de modo que
w2(t→∞, L) ' 1
(2pi)2
∫ pi
2pi/L
∫ pi
2pi/L
dqxdqy
D
ν(q2x + q
2
y)
' D
2piν
∫ pi
2pi/L
dq
q
, (A.41)
=
D
2piν
lnL, (A.42)
1El numerador en (A.31) no puede aproximarse de la misma forma, ya que cambia de signo cuando k var´ıa entre
0 y L siempre que r 6= 0.
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luego definimos el exponente de rugosidad como α = 0, entendiendo que supone una de-
pendencia logar´ıtmica. Por u´ltimo, para tiempos cortos y L suficientemente grande se tiene
que
w2(t, L→∞) ' D
ν
Ie(8pi2t/L) ' D
ν
ln t, (A.43)
donde Ie(x) es la integral exponencial y donde hemos aplicado que t t× ∼ L2. Por tanto
se tiene que β = 0.
La funcio´n de correlacio´n punto a punto en este caso es
Cc(r) ' 2
4νL2
L−1∑
kx,ky=1
cos
(
2pi
L
(kxrx + krry)
)
sin2
(
pikx
L
)
+ sin2
(
piky
L
) . (A.44)
Como antes, hacemos la aproximacio´n de la suma por una integral, suponiendo que L es
suficientemente grande, con lo que
Cc(r) =
1
(2pi)2
∫ pi
2pi/L
dqxdqy
D
ν(q2x + q
2
y)
cos(q · r) ' D
2piν
∫ pi
2pi/L
dq
J0(qr)
q
(A.45)
' D
2piν
ln
r
L
, (A.46)
donde J0(x) es la funcio´n de Bessel de primera especie y orden cero.
Con ello las funciones de correlacio´n altura-altura y pendiente-pendiente tienen las si-
guientes expresiones asinto´ticas en saturacio´n
C(r) = 2w2 − 2Cc(r) (A.47)
' D
νpi
ln r, (A.48)
y
G(r) = 2C(1, 0) + 2C(0, 1)− 8Cc(rx, ry)
+2Cc(rx + 1, ry) + 2Cc(rx − 1, ry) + 2Cc(rx, ry + 1) + 2Cc(rx, ry − 1)
' D
4piν
ln
r8
[(r2 + 1)2 − 4r2x][(r2 + 1)2 − 4r2y]
(A.49)
' D
2ν
. (A.50)
para r suficientemente grande y donde hemos utilizado la notacio´n Cc(r) = Cc(rx, ry).
Finalmente evaluamos la pendiente total
s2 = C(1, 0) + C(0, 1) ' D
ν
. (A.51)
y el para´metro de fluctuacio´n
τ 2 =
1
L2
∑
q
S(q)[cos qx − cos qy]2 ' 4D
(2pi)2
∫ pi
2pi/L
∫ pi
2pi/L
dqxdqy
(q2x − q2y)2
ν(q2x + q
2
y)
(A.52)
' D
4ν
pi3 − 4D
νL4
(A.53)
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A.2. LMBE
En este caso tenemos que Lh(r) = −∆2h(r). Discretizando el laplaciano en una y dos
dimensiones obtenemos que
ωq = 16 sin
4 q
2
, 1D, (A.54)
ωq = 16
[
sin2
qx
2
+ sin2
qy
2
]2
, 2D. (A.55)
Como antes, debido al cara´cter discreto de la red, en dimensio´n d > 1 se tiene que ωq no
depende solamente del mo´dulo de q . Particularizamos a cada una de las dimensiones
A.2.1. Dimensio´n d = 1
El factor de estructura es
S(q , t) =
D
ν
1− e−2ωq t
16 sin4
(
q
2
) . (A.56)
Como en la seccio´n anterior, utilizamos este factor de estructura para calcular los exponen-
tes. El exponente dina´mico lo obtenemos a partir de t× definido como el tiempo para el cual
el modo ma´s bajo toma el valor asinto´tico con un error del 1%, con el resultado
t× ' 1,5× 10−3ν−1L4, (A.57)
es decir, z = 4. Para obtener los otros dos exponentes calculamos la rugosidad
w2(t→∞, L) = D
νL
L−1∑
k=1
1
16 sin4
(
pik
L
) ' pi4DL3
16ν
L−1∑
k=1
1
k4
(A.58)
=
D
1440ν
L3, (A.59)
donde hemos tomado el l´ımite L→ ∞ en el extremo superior de la suma. De la expresio´n
anterior tenemos que α = 3
2
.
Para tiempos cortos (1 < t < t×), y suponiendo que L 1 tenemos que
w2(t, L→∞) ' 2D
νpi
∫ pi/2
pi/L
dq
1− e−32t sin4 q
16 sin4 q
' 2D
νpi
∫ pi/2
0
dq
1− e−32tq4
16q4
(A.60)
= t3/4
2D
3 21/4νpi
Γ(
1
4
, 2pi4t), (A.61)
donde Γ(a, x) es la funcio´n Gamma incompleta. Suponiendo que t es suficientemente, grande
se tiene que
w2(t, L→∞) ' t3/4 2D
3
√
2νpi
Γ(
1
4
), (A.62)
luego β = 3
8
.
Pasamos ahora a calcular la funcio´n de correlacio´n a dos puntos en saturacio´n. En este
caso tenemos que
Cc(r) =
1
νL
L−1∑
k=1
cos
(
2pi
L
kr
)
16 sin4
(
pik
L
) ' DL3
16νpi4
∞∑
k=1
cos
(
2pi
L
kr
)
k4
(A.63)
=
DL3
1440ν
− DL
48ν
r2
(
1− r
L
)2
. (A.64)
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Utilizando esta funcio´n de correlacio´n obtenemos las dema´s. As´ı, tenemos que
C(r) = 2w2(t)− 2Cc(r) ' D
24ν
Lr2
(
1− r
L
)2
, (A.65)
y tambie´n
G(r) = 2C(1)− 4Cc(r) + 2Cc(r − 1) + 2Cc(r + 1)] (A.66)
=
D
2ν
r
(
1− r
L
)
− D
6Lν
. (A.67)
Por u´ltimo, para el promedio de las pendientes obtenemos que
s2 =
2
L
∑
q
S(q)(1− cos q) = C(1) ' D
24ν
L
(
1− 1
L
)2
. (A.68)
A.2.2. Dimensio´n d = 2
Ahora
S(q) =
D
ν
1
16
[
sin2
(
qx
2
)
+ sin2
( qy
2
)]2 (A.69)
Para calcular el exponente dina´mico hacemos la estimacio´n del tiempo de cruce y obtenemos
t× ' 7,3× 10−4ν−1L4, (A.70)
luego z = 4. La rugosidad en este caso se puede aproximar como
w2(t→∞, L) ' 1
(2pi)2
∫ pi
2pi/L
∫ pi
2pi/L
dqxdqy
D
ν(q2x + q
2
y)
2
' D
2νpi
∫ pi
2pi/L
dq
1
q3
(A.71)
' D
16νpi3
L2, (A.72)
luego α = 1. Por u´ltimo, a tiempos cortos y suponiendo que L 1 tenemos que
w2(t, L→∞) ' D
2νpi
∫ pi
0
1− e−2q4t
q3
(A.73)
' D
23/2ν
√
pi
t1/2, (A.74)
luego β = 1
4
.
Para la funcio´n de correlacio´n punto a punto tenemos que
Cc(r) ' D
2νpi
∫ pi
2pi/L
dq
J0(qr)
q3
(A.75)
' D
8νpi
r2 ln
r
L
+
D
16νpi3
L2, (A.76)
luego
C(r) ' − D
8νpi
r2 ln
r
L
, (A.77)
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y
G(r) = 2C(1, 0) + 2C(0, 1)− 8Cc(n,m)
+2Cc(n+ 1, m) + 2Cc(n− 1, m) + 2Cc(n,m+ 1) + 2Cc(n,m− 1)
' − D
νpi
ln
r
L
. (A.78)
Otras cantidades que medimos son el para´metro de fluctuacio´n, que se puede poner como
τ 2 =
1
L2
∑
q
S(q)[cos qx − cos qy]2 ' 4D
(2pi)2
∫ pi
2pi/L
dqxdqy
(q2x − q2y)2
ν(q2x + q
2
y)
2
(A.79)
' D
2ν
pi − 2D
νL2
, (A.80)
y tambie´n la pendiente total
s2 = C(1, 0) + C(0, 1) ' D
4νpi
lnL. (A.81)
Ape´ndice B
Transformaciones de dualidad
En este ape´ndice obtenemos los modelos continuos y el gas de Coulomb relacionados con
el modelo gaussiano discreto (4.23) y el modelo laplaciano discreto de Nelson (5.4).
B.1. Modelo gaussiano discreto
La funcio´n de particio´n del modelo gaussiano discreto es
ZDG ≡
∑
{h(r)}
exp
{
− J
2kBT
∑
r
(∇h(r))2
}
, (B.1)
donde la primera suma es sobre todas las posibles configuraciones de alturas {h(r)} siempre
que e´stas sean valores enteros. Una manera alternativa de representar el hecho de que h(r)
so´lo puede tomar valores enteros es introducir funciones peso en la funcio´n de particio´n:
ZDG =
∫
Dh(r)
[ ∞∑
n(r)=−∞
δ[h(r)− n(r)]
]
exp
{
− J
2kBT
∑
r
(∇h(r))2
}
(B.2)
donde
∫ Dh(r) es la integral sobre todas las posibles configuraciones de la variable continua
h(r) y n(r) toma todos los valores discretos entre ±∞. La equivalencia entre el modelo
gaussiano y otros modelos proviene de elegir diferentes representaciones de la delta de Dirac.
As´ı, si utilizamos la relacio´n de Poisson [38]
∞∑
n=−∞
δ(h− n) =
∞∑
l=−∞
e2piilh, (B.3)
la funcio´n de particio´n (B.2) se transforma en un producto de funciones
ZDG = ZGZC , (B.4)
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donde
ZG =
∫
Dh(r) exp
{
− J
2kBT
∑
r
(∇h(r))2
}
, (B.5)
es la funcio´n de particio´n del modelo gaussiano en una red cuadrada y variables continuas
y
ZC =
∑
{n(r)}
exp
{
−1
2
β ′
∑
r 6=r ′
q(r)q(r ′)U(r , r ′)
}
; β ′ = kBT/J (B.6)
es la funcio´n de particio´n de un gas de Coulomb neutro en dimensio´n 2, donde q(r) = 2pin(r)
son las cargas de las part´ıculas del gas y U(r , r ′) es la ”ley de Coulomb.en dos dimensiones
1 y en una red discreta de constante de red a‖:
U(r , r ′) ≈ 1
4pi
ln
{ |r − r ′|
a
}
+ cte., |r − r ′|  a‖. (B.7)
La funcio´n de particio´n gaussiana no tiene ninguna propiedad excepcional: se puede
evaluar de manera exacta y no presenta ningu´n tipo de transicio´n de fase. De este modo, las
propiedades de la transicio´n de fase (si existe) del modelo gaussiano discreto son las mismas
que la del gas de Coulomb bidimensional.
Otra representacio´n de la delta de Dirac que podemos tomar es [165]
∞∑
n=−∞
δ(h− n) = l´ım
B→∞
B√
pi
exp{−B2 sin2 pih} (B.8)
Introduciendo esta relacio´n en (B.2) obtenemos
ZDG = l´ım
B→∞
B√
pi
∫
Dh(r) exp
{
−
∑
r
[
2J
kBT
(∇h(r))2 +B2 sin2 pih(r)
]}
(B.9)
El argumento de la exponencial es equivalente al hamiltoniano del modelo de sine-Gordon
en dos dimensiones, tambie´n llamado modelo de XY.
As´ı pues, utilizando varias representaciones de la delta de Dirac hemos transformado
el modelo discreto gaussiano en modelos continuos (i.e. donde la variable h toma valores
continuos). Precisamente debido a la no restriccio´n sobre los valores que puede tomar h,
los modelos continuos pueden ser estudiados anal´ıticamente mediante te´cnicas del grupo de
renormalizacio´n o variacionales.
B.2. Modelo laplaciano discreto
En esta ocasio´n partimos de la funcio´n de particio´n del modelo laplaciano discreto
ZDxMBE ≡
∑
{h(r)}
exp
{
− J
2kBT
∑
r
[∇2h(r)]2
}
. (B.10)
Utilizando la representacio´n de la delta (B.3), obtenemos que [170]
ZDxMBE = ZGZD, (B.11)
1Por ley de Coulomb entendemos la solucio´n de la ecuacio´n de Maxwell ∇2U = −ρ/0, donde U es el potencial
ele´ctrico, ρ es la densidad de carga libre, y 0 una constante (capacidad inductiva).
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donde
ZG =
∫
Dh(r) exp
{
− J
2kBT
∑
r
[∆h(r)]2
}
, (B.12)
es la funcio´n de particio´n del modelo gaussiano correspondiente en una red cuadrada y
variables continuas y
ZD =
∑
{n(r)}
exp
{
−1
2
β ′
∑
r 6=r ′
q(r)q(r ′)U(|r − r ′|)
}
; β ′ = kBT/J (B.13)
es el hamiltoniano de un gas de Coulomb neutro en dimension d = 2, y donde q(r) son las
cargas que tienen que satisfacer las propiedades de∑
r
q(r) = 0 carga total cero (B.14)
∑
r
rq(r) = 0 momento dipolar total cero (B.15)
Por u´ltimo, el potencial de interaccio´n entre las cargas es
U(r) =
1
L2
∑
q
S(q)[cos(q · r)− 1 + 1
2
(q · r)2]. (B.16)
Cuando r  1, podemos hacer la aproximacio´n
U(r) ' Ar 2 ln r +Br 2 − C. (B.17)
Del mismo modo que antes se puede tomar la representacio´n de la delta (B.8) y en vez de
obtener el modelo sG, nos queda el modelo xMBE en el l´ımite B →∞.
ZDG = l´ım
B→∞
B√
pi
∫
Dh(r) exp
{
−
∑
r
[
2J
kBT
(∇2h(r))2 +B2 sin2 pih(r)
]}
. (B.18)
Ape´ndice C
Desarrollos de alta temperatura
C.1. Energ´ıa
En equilibrio, la funcio´n de particio´n para el modelo xMBE es
Z =
∫ [∏
r
dh(r)
]
e−β[
∑
r (∆h(r))
2+V0−V0 cos 2pih(r)], (C.1)
donde β = 1/kBT y r son todas las posiciones sobre una red cuadrada L×L. La expansio´n
para temperatura alta consiste en desarrollar la expresio´n anterior en potencias de βV0, de
manera que
Z =
∞∑
n=0
(βV0)
n
n!
∫ [∏
r
dh(r)
]
e−β
∑
r (∆h(r))
2
(∑
r
cos 2pih(r)
)n
, (C.2)
donde hemos prescindido de constantes multiplicativas. Reescrita en funcio´n de los prome-
dios sobre la distribucio´n de equilibrio del hamiltoniano libre H0 (es decir, cuando V0 = 0)
la ecuacio´n (C.2) queda
Z = Z0
∞∑
n=0
(βV0)
n
n!
〈(∑
r
cos 2pih(r)
)n〉H0 (C.3)
donde Z0 es la funcio´n de particio´n del hamiltoniano libre. Usualmente en la literatura se
encuentra que en la fase de altas temperaturas, el promedio del coseno es cero. Sin embargo,
utilizando este desarrollo vemos que
〈cos 2pih(r ′)〉H = 1Z
∞∑
n=0
(βV0)
n
n!
∫ [∏
r
h(r)
]
e−β
∑
r (∆h(r))
2
(
∑
r
cos 2pih(r))n cos 2pih(r ′),
(C.4)
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es decir
〈cos 2pih(r ′)〉H = Z0Z
∞∑
n=0
(βV0)
n
n!
〈(
∑
r
cos 2pih(r))n cos 2pih(r ′)〉H0 . (C.5)
Prescindiendo de te´rminos subdominantes que van como βn exp(−A/β), y teniendo en cuen-
ta solamente aquellos te´rminos de la serie anterior que van como βn, podemos expresar el
promedio anterior como
〈cos 2pih(r ′)〉H =
∞∑
n=1
n(βV0)
2n−1
22n−1(n!)2
∞∑
n=0
(βV0)
2n
22n(n!)2
=
V0β
2
− V
3
0 β
3
16
+
V 50 β
5
96
− 11V
7
0 β
7
6144
+O[(V0β)9]. (C.6)
De este modo, el desarrollo de altas temperaturas de la energ´ıa es
E =
1
L2
〈H〉 = ν
2β
+ V0
{
1− V0β
2
+
(V0β)
3
16
+O[(V0β)5]
}
(C.7)
La u´nica aproximacio´n en este desarrollo es haber despreciado los te´rminos subdominantes.
En ellos se encuentra la diferencia entre tomar uno u otro hamiltoniano libre, por ejemplo,
pasar de sG a xMBE. As´ı a segundo orden en el desarrollo (C.5) debemos calcular
〈cos 2pih(r ′) cos 2pih(r)〉H0 '
1
2
exp
{−2pi2〈[h(r ′)− h(r)]2〉H0} (C.8)
que depende de H0. Adema´s, este te´rmino depende del taman˜o del sistema L, por lo que,
con e´l, podemos estudiar los efectos de taman˜o finito. Sin embargo, los te´rminos de mayor
orden son ma´s dif´ıciles de evaluar y el estudio de esta serie se complica.
C.2. Rugosidad
En este caso evaluamos
w2 =
1
L2
∑
r
〈(h(r)− h¯)2〉H, (C.9)
donde h¯ es el valor medio de la altura. De este modo se tiene que
〈(h(r)− h¯)2〉H = Z0Z
∞∑
n=0
(βV0)
n
n!
〈
h2(r)
∑
r ′
[cos 2pih(r ′)]
n
〉
H0
, (C.10)
donde hemos supuesto que, en equilibrio, h¯ = 0. Despreciando los te´rminos subdominantes
tenemos que
〈h2(r)〉H = Z0Z 〈h
2(r)〉H0 , (C.11)
con lo que:
w2H = w
2
H0
{
1− V0β
4
+
3(V0β)
2
64
− 19(V0β)
3
2304
+O[(V0β)4]
}
. (C.12)
De nuevo la no linealidad afecta al valor estacionario de la anchura, y tenemos que la
rugosidad del modelo xMBE para altas temperaturas w2H coincide con la del modelo LMBE
w2H0 solamente cuando βV0 → 0.
Ape´ndice D
Esquema de renormalizacio´n de
Nozie`res-Gallet
En este ape´ndice estudiamos la aplicacio´n del esquema de renormalizacio´n propuesto
por Nozie`res y Gallet en [173] al modelo xMBE [Ec. (5.3)]. El esp´ıritu del esquema es el
mismo que el de la te´cnica cla´sica de integrar los grados de libertad micro´scopicos de Wilson
y Kogut [153, 95] para obtener las propiedades de escalado de sistemas en equilibrio cerca
de una transicio´n de segundo orden, es decir, con invariancia de escala. Sin embargo, el
esquema de Nozie`res-Gallet esta´ especialmente disen˜ado para tratar con no linealidades que
contengan infinitos te´rminos relevantes, como por ejemplo el seno [173] o funciones anal´ıticas
de la curvatura de la superficie [218]. Dicho esquema ha sido aplicado tambie´n con e´xito
al estudio de problemas como la transicio´n de fase orientacional de rugosidad [147, 111],
en distintas generalizaciones del modelo de sine-Gordon [76, 217] o en modelos no lineales
de crecimiento epitaxial[218]. El esquema puede aplicarse tanto a problemas en equilibrio
(esquema esta´tico, utilizando la funcio´n de particio´n) como a problemas fuera del equilibrio
(esquema dina´mico, utilizando la ecuacio´n de Langevin).
El objetivo de este ape´ndice es describir detalladamente (a diferencia de la mayor parte
de la literatura existente) la deduccio´n de las ecuaciones de flujo tanto para el caso esta´tico
como dina´mico. La discusio´n f´ısica de las ecuaciones del Grupo de Renormalizacio´n (GR)
que se obtienen se puede encontrar en el cap´ıtulo 6. Una discusio´n ma´s amplia sobre el GR
puede encontrarse en, e.g., [154]-[259]. En las siguientes secciones introduciremos el esquema
esta´tico y dina´mico de Nozie`res y Gallet propuesto en [173] y de manera ma´s extensa por
Nozie`res en [174].
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D.1. Esquema esta´tico
En el esquema esta´tico partimos de la funcio´n de particio´n en equilibrio (F = 0) de
nuestro modelo
Z =
∫
Dh(r)e−βE(κ,ν,V ), (D.1)
con
E(κ, ν, V ) =
∫
d2r
[
κ
2
(∆h(r))2 +
ν
2
(∇h(r))2 − V cos 2pih(r)
a⊥
]
. (D.2)
donde β = 1/T , r son todas las posiciones sobre una red cuadrada L × L, ∆h(r) es el
laplaciano en dos dimensiones y ∇h(r) el gradiente. Por u´ltimo ∫ Dh(r) es la integral sobre
todas las posibles configuraciones de la superficie. Como vemos hemos incluido un te´rmino
de tensio´n superficial en el modelo. Aunque en nuestro caso ν = 0, veremos que bajo el
flujo de renormalizacio´n se obtiene ν 6= 0, por lo que necesariamente ha de incorporarse el
te´rmino correspondiente desde el principio.
La idea del esquema de renormalizacio´n podemos resumirla en los siguientes pasos:
1. En primer lugar separamos las fluctuaciones en altura en dos partes h(r) = h¯(r) +
δh(r) donde δh(r) no son ma´s que aquellas que tienen lugar a longitudes de onda
muy pequen˜as que denominaremos microsco´picas, y h¯(r) describe las variaciones ma-
crosco´picas. De manera formal definimos
δh(r) ≡
∫ Λ
Λ¯
d2k eikr hˆ(k), (D.3)
donde Λ = 2pi/a‖ es el cut-off en momentos y Λ¯ = e
−εΛ es el nuevo cut-off con ε 1.
De la definicio´n se deduce que δh(r) ∼ ε.
2. El segundo paso es integrar los modos microsco´picos en la funcio´n de particio´n (D.1)
de manera que obtenemos
Z =
∫
Dh¯(r)
∫
Dδh(r)e−βE(κ,ν,V ). (D.4)
Au´n as´ı la integral sobre los modos microsco´picos es intratable. Para poder evaluarla
utilizamos perturbaciones en el para´metro del potencial suponiendo que βV  1.
3. El tercer paso consiste en reescribir la expresio´n (D.4) de la forma inicial
Z =
∫
Dh¯(r)e−βE¯(κ′(ε),ν′(ε),V ′0(ε)), (D.5)
para lo cual despreciamos los te´rminos de orden (βV )3 y ε2. En este paso, la forma
funcional de E¯ es la misma que la de E, pero los para´metros han cambiado de valor.
4. Aunque la forma funcional de E¯ es la misma que la de E, la integral en (D.5) se
extiende so´lo sobre los modos macrosco´picos. En un u´ltimo paso, reescalamos las va-
riables dependientes e independientes para que Λ¯→ Λ. Esto hace que los para´metros
cambien y obtengamos [κ′(ε), ν ′(ε), V ′(ε)]→ [κ′′(ε), ν ′′(ε), V ′′(ε)]
5. El procedimiento 1 → 4 puede repetirse indefinidamente. Como los cambios en las
constantes y el reescalado son infinitesimales, podemos obtener ecuaciones diferenciales
para la variacio´n de los para´metros del sistema sin ma´s que suponer ε = dl, que se
denominan ecuaciones del flujo de renormalizacio´n.
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El esquema (al igual que cualquier te´cnica de renormalizacio´n) no resuelve el problema:
tan so´lo permite obtener informacio´n acerca de co´mo escala la superficie cerca de los puntos
cr´ıticos y do´nde se encuentra estos: los puntos fijos de las ecuaciones de flujo son los puntos
cr´ıticos y los exponentes se pueden obtener a partir ah´ı.
Obse´rvese que existe una aproximacio´n en el esquema, que es suponer que βV  1. Si
bajo el flujo de renormalizacio´n V crece indefinidamente, nuestro esquema no predice la
variacio´n de los para´metros de la superficie. La suposicio´n en es por tanto que V → 0 a
cada paso del esquema de renormalizacio´n.
En nuestro caso, a partir de (D.1) y (D.2) la funcio´n E¯(κ′, ν ′, V ′0) definida por (D.4) y
(D.5) es
E¯ = − 1
β
ln
∫
Dδh(r)e−βE(κ,ν,V )
= E¯0 +
∫
d2r [
κ
2
(∆h¯(r))2 +
ν
2
(∇h¯(r))2]− 1
β
ln〈e−βEp〉δh, (D.6)
(siendo E¯0 una constante) donde
Ep = −V
∫
d2r cos
2pi[h¯(r) + δh(r)]
a⊥
(D.7)
y
〈A〉δh ≡
∫
Dδh(r) A exp
{
−
∫
d2r [
κ
2
(∆δh(r))2 +
ν
2
(∇δh(r))2]
}
∫
Dδh(r) exp
{
−
∫
d2r [
κ
2
(∆δh(r))2 +
ν
2
(∇δh(r))2]
} (D.8)
es el promedio sobre una distribucio´n gaussiana continua. Hasta aqu´ı el desarrollo es exacto.
La primera aproximacio´n la realizamos para poder evaluar el promedio en (D.6). As´ı, si V
es pequen˜o podemos utilizar el desarrollo en cumulantes
− 1
β
ln〈e−βEp〉δh = 〈Ep〉δh − β
2
[〈E2p〉δh − 〈Ep〉2δh]+O(V 3)
= δE(1) + δE(2) +O(V 3) (D.9)
que es va´lido si βV  1. El primer orden es fa´cil de calcular
δE(1) = 〈Ep〉δh = −V
∫
d2r
〈
cos
2pi[h¯(r) + δh(r)]
a⊥
〉
δh
= −V
∫
d2r cos
2pih¯(r)
a⊥
〈
cos
2piδh(r)
a⊥
〉
δh
= −V
∫
d2r exp
[
−2pi
2
a2⊥
〈δh2(r)〉
]
cos
2pih¯(r)
a⊥
, (D.10)
donde hemos aplicado que 〈sin 2piδh
a⊥
〉δh = 0. El valor medio restante puede calcularse de
manera aproximada, con el resultado
〈δh2(r)〉 = 1
(2pi)2
∫ Λ
Λ¯
d2kS(k) =
1
2pi
∫ Λ
Λ¯
kdk
T
νk2 + κk4
' 1
2pi
T
νΛ + κΛ3
(Λ− Λ¯) = 1
2pi
T
ν + κΛ2
ε. (D.11)
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Desarrollando la exponencial tenemos que
〈Ep〉δh = −V
∫
d2r
[
1− pi
a2⊥
T
ν + κΛ2
ε
]
cos
2pih¯(r)
a⊥
= −
∫
d2r [V + εδV ] cos
2pih¯(r)
a⊥
, (D.12)
donde hemos definido δV = −V pi
a2⊥
T
ν+κΛ2
, que cambia el potencial a primer orden. Con este
resultado vemos que, a primer orden, el promedio sobre los grados microsco´picos del sistema
renormaliza el potencial, ya que el coeficiente del coseno cambia V → V + εδV .
Para ver co´mo renormalizan los otros para´metros necesitamos ir hasta segundo orden,
donde los ca´lculos se complican:
δE(2) = −β
2
[〈E2p〉δh − 〈Ep〉2δh]
=
V 2
2T
∫
d2rd2r ′
[〈
cos
2pi(h¯+ δh)
a⊥
cos
2pi(h¯′ + δh′)
a⊥
〉
δh
−
〈
cos
2pi(h¯+ δh)
a⊥
〉
δh
〈
cos
2pi(h¯′ + δh′)
a⊥
〉
δh
]
, (D.13)
donde hemos utilizado la notacio´n h¯(r) = h¯ y h¯(r ′) = h¯′. Dado que δh es pequen˜o (ya que
ε es infinitesimal) podemos desarrollar la expresio´n anterior hasta orden δh2, de modo que
δE(2) = −V
2
2T
4pi2
a2⊥
∫
d2r d2r ′ sin
2pih¯
a⊥
sin
2pih¯′
a⊥
〈δh δh′〉δh. (D.14)
El promedio que aparece en la expresio´n anterior puede calcularse de forma aproximada
〈δh δh′〉δh = 1
(2pi)2
∫ Λ
Λ¯
d2k
T
νk 2 + κk 4
eik(r−r
′)
' T
2pi
∫ Λ
Λ¯
kdk
J0(ρk)
νk2 + κk4
' T
2pi
J0(ρΛ)
ν + κΛ2
ε, (D.15)
donde hemos definido ρ = r ′ − r . Insertando esta expresio´n en (D.14) obtenemos
δE(2) =
piV 2
2a2⊥
ε
ν + κΛ2
∫
d2r d2r ′J0(ρΛ)
{
cos
2pi(h¯+ h¯′)
a⊥
− cos 2pi(h¯− h¯
′)
a⊥
}
. (D.16)
Ahora hacemos las siguientes aproximaciones
1. En primer lugar despreciamos el te´rmino V 2 cos 2pi(h¯+h¯
′)
a⊥
por ser un armo´nico de orden
superior para h¯ = h¯′ que sera´ irrelevante frente a V cos 2pih¯
a⊥
a medida que reescalamos
la ecuacio´n, ya que suponemos que V β  1.
2. En segundo lugar, suponiendo que ρ es pequen˜o podemos aproximar
cos
2pi(h¯− h¯′)
a⊥
' 1− 2pi
2
a2⊥
(h¯− h¯′)2
' 1− 2pi
2
a2⊥
[
ρ · ∇h¯+ 1
2
(ρ2x∂
2
xh¯+ 2ρxρy∂
2
xyh¯+ ρ
2
y∂
2
y h¯)
]2
(D.17)
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donde ∂2xh¯ =
∂2h¯
∂x2
, etc.
Sin embargo esta forma de proceder da lugar a divergencias. Por ejemplo, el primer te´rmino
del desarrollo (D.17) da lugar a una integral divergente del tipo∫
d2r
∫
d2ρ [ρ · ∇h¯]2J0(ρΛ) =
∫
d2r (∇h¯(r))2
∫ ∞
0
ρ3dρJ0(ρΛ), (D.18)
y por tanto una correccio´n infinita a la tensio´n superficial ν. La explicacio´n esta´ en que el
desarrollo (D.17) se basa en que ρ  1, lo que implica que h¯ ' h¯′. Con ello, el integrando
en (D.18) es tan so´lo una aproximacio´n para ρ  1. La divergencia surge de integrar
hasta ρ → ∞. El procedimiento correcto fue dado por Knops y den Ouden [129] en la
renormalizacio´n del modelo de sine-Gordon, y utiliza el llamado desarrollo de producto
de operadores, introducido por Kadanoff [110]. En el desarrollo (D.17) no so´lo el te´rmino
cuadra´tico da lugar a un te´rmino (h¯− h¯′)2, sino que, en general, cualquier te´rmino (h¯− h¯′)n
puede expresarse, en el formalismo de operadores, como
O2n(r) ≡ (h¯(r)− h¯(r ′))2n = O˜2n(r) + a2n(r − r ′)(h¯− h¯′)2 + b2n(r − r ′) (D.19)
donde O˜2n es un operador irrelevante (en el sentido del grupo de renormalizacio´n) y b2n
es una constante que contribuye a la renormalizacio´n de la energ´ıa libre. Los coeficientes
pueden calcularse imponiendo que la funcio´n de correlacio´n
g2n(R) ≡ 〈[O2n(r)− a2nO2(r)]O2(r +R)〉 (D.20)
satisfaga la propiedad de “ortogonalidad” de que no contenga te´rminos que decaigan como
R−4. El promedio en (D.20) es con respecto a la distribucio´n de equilibrio de nuestro
modelo. A primer orden podemos tomar dicha distribucio´n con V = 0. La propiedad de
ortogonalidad proviene de que, en tal caso
〈O2(r)O2(r +R)〉h¯ ' R−4 (D.21)
respecto a la distribucio´n de equilibrio con V = 0. De este modo tenemos que
a2n(r − r ′) = 〈O2n(r)O2(r +R)〉h¯〈O2(r)O2(r +R)〉h¯
= 2n(2n− 1)〈(h¯− h¯′)2n−2〉h¯ =
(2n)!
2n(n− 1)!〈(h¯− h¯
′)2〉n−1
h¯
, (D.22)
luego el coseno como operador lo podemos expresar como
cos
2pi(h¯− h¯′)
a⊥
=
∞∑
n=0
(−1)n
(2n)!
(
2pi
a⊥
)2n
O2n(r)
' 1 +
∞∑
n=1
(−1)n
(2n)!
(
2pi
a⊥
)2n
a2n(r − r ′)O2(r)
= 1 +O2(r)
∞∑
n=1
(−1)n
2n(n− 1)!
(
2pi
a⊥
)2n
〈(h¯− h¯′)2〉n−1
h¯
= 1− 2pi
2
a2⊥
O2(r) exp
[
−2pi
2
a2⊥
〈(h¯− h¯′)2〉h¯
]
. (D.23)
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Por tanto tenemos que el desarrollo correcto es
cos
2pi(h¯− h¯′)
a⊥
' 1− 2pi
2
a2⊥
[
ρ · ∇h¯+ 1
2
(ρ2x∂
2
xh¯ + 2ρxρy∂
2
xyh¯+ ρ
2
y∂
2
y h¯)
]2
exp
[
−2pi
2
a2⊥
〈(h¯− h¯′)2〉h¯
]
. (D.24)
El promedio se puede evaluar de manera aproximada
〈(h¯− h¯′)2〉h¯ =
2T
(2pi)2
∫ Λ
0
d2k
1− eik(r−r ′)
νk 2 + κk 4
' T
pi
∫ Λ
0
kdk
1− J0(kρ)
νk + κk3
. (D.25)
Con ello, reescribimos
exp
[
−2pi
2
a2⊥
〈(h¯− h¯′)2〉
]
= exp
[
−2piT
a2⊥
φ(ρ, ν, κ)
]
, (D.26)
donde
φ(ρ, ν, κ) =
∫ Λ
0
kdk
1− J0(kρ)
νk + κk3
. (D.27)
Introduciendo (D.24) en (D.16), integrando la parte angular y despreciando te´rminos cons-
tantes obtenemos finalmente
δE(2) '
∫
d2r [
εδν
2
(∇h¯(r))2 + εδκ
2
(∆h¯(r))2], (D.28)
donde
δν = − V
2pi3
a3⊥(ν + κΛ
2)
∫ ∞
0
ρ3dρJ0(ρΛ)e
− 2piT
a2
⊥
φ(ρ,ν,κ)
, (D.29)
δκ =
3V 2pi4
16a4⊥(ν + κΛ
2)
∫ ∞
0
ρ5dρJ0(ρΛ)e
− 2piT
a2
⊥
φ(ρ,ν,κ)
. (D.30)
Recapitulando hasta ahora, tenemos que la energ´ıa de interaccio´n efectiva entre los
modos macrosco´picos h¯ tras integrar los modos microsco´picos δh tiene la misma forma que
la energ´ıa completa (D.2)
E¯ =
∫
d2r
[
ν ′(ε)
2
(∇h¯)2 + κ
′(ε)
2
(∆h¯)2 − V ′(ε) cos 2pih¯
a⊥
]
, (D.31)
con unos valores distintos de los para´metros, ν ′(ε) = ν + εδν, κ′(ε) = κ + εδκ y V ′(ε) =
V + εδV .
El u´ltimo paso es el reescalado de las variables. Hacemos una transformacio´n de escala
para volver a tener un sistema con un cut-off Λ en momentos como el original. Bajo dicha
transformacio´n hacemos
Λ¯ → Λ = bΛ¯, (D.32)
r → r ′ = r/b, (D.33)
k → k ′ = bk (D.34)
h¯ → h¯′ = h¯b−α (D.35)
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donde b = e−ε; con estas nuevas variables tenemos
E¯ =
∫
d2r ′b2
[
ν ′(ε)b2α−2
2
(∇h¯)2 + κ
′(ε)b2α−4
2
(∆h¯)2 − V ′(ε) cos 2pih¯
′
a′⊥
]
. (D.36)
La forma funcional es la misma despue´s de eliminar los grados microsco´picos y de haber
reescalado las variables. Sin embargo, los para´metros que definen la superficie son distintos
ν ′′(ε) = (ν + εδν)b2α ' ν + ε(δν + 2αν) +O(ε2), (D.37)
κ′′(ε) = (κ+ εδκ)b2α−2 ' κ + ε[δκ+ (2α− 2)κ] +O(ε2), (D.38)
V ′′(ε) = (V + εδV )b2 ' V + ε(δV + 2V ) +O(ε2), (D.39)
a′′⊥(ε) = a⊥b
−α ' a⊥ − εαa⊥ +O(ε2). (D.40)
Como ε es infinitesimal, podemos tomar ε = dl, con lo que las ecuaciones anteriores adoptan
la forma de ecuaciones diferenciales que denominamos flujo de renormalizacio´n:
dν
dl
= 2αν + δν, (D.41)
dκ
dl
= (2αν − 2)κ+ δκ, (D.42)
dV
dl
= 2V + δV, (D.43)
da⊥
dl
= −αa⊥, (D.44)
cuyas condiciones iniciales en nuestro caso son
ν(l = 0) = 0, κ(l = 0) = κ0, V (l = 0) = V0, a⊥(l = 0) = a⊥0. (D.45)
En las simulaciones nume´ricas del cap´ıtulo 5 hemos tomado κ0 = 1, V0 = 1 y a⊥0 = 1.
La primera conclusio´n de las ecuaciones (D.41)-(D.42) es que, aunque inicialmente ν = 0,
el flujo del grupo de renormalizacio´n da lugar a una tensio´n superficial no nula ya que δν 6= 0.
De ah´ı nuestra suposicio´n inicial en el que la teor´ıa inclu´ıa un te´rmino de tensio´n superficial.
Para estudiar estas ecuaciones introducimos unas variables adimensionales
x =
2a2⊥
piT
(ν + κΛ2), y =
4piV
TΛ2
, K =
κa2⊥Λ
2
piT
, (D.46)
en funcio´n de las cuales las ecuaciones de flujo forman un sistema auto´nomo
dx
dl
= 2αx− 4K + y
2
x
[
A(2)(x,K) +
3pi
16
A(4)(x,K)
]
, (D.47)
dy
dl
= 2y
(
1− 1
x
)
, (D.48)
dK
dl
= (2α− 2)K + 3pi
32
y2
x
A(4)(x,K), (D.49)
y con condiciones iniciales
x0 = 2K0, K0 =
k0a⊥
2
0Λ
2
piT
, y0 =
4piV0
TΛ2
, (D.50)
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y donde
A(n)(x,K) =
∫ ∞
0
ρ˜n+1 dρ˜ J0(ρ˜) exp
{
−2ρ˜2
∫ ρ˜
0
dk
1− J0(k)
ρ˜2(x/2−K)k +Kk3
}
(D.51)
Las ecuaciones anteriores suponen una generalizacio´n de las ecuaciones para el modelo de
sG. Estas u´ltimas pueden recuperarse tomando K = A(4) = α = 0 en (D.47)-(D.49). Por
tanto tambie´n incluyen la transicio´n de KT que tiene lugar en el modelo sG. Au´n en el caso
de que inicialmente κ0 = 0 la ecuacio´n (D.49) nos dice que se genera un κ efectivo.
La integral (D.51 converge siempre que x 6= 2K y K 6= 0, es decir, siempre que el sistema
tenga tensio´n superficial no nula y κ 6= 0. Sin embargo, las integrales no esta´n bien definidas
en los siguientes casos:
Si K = 0, es decir en el caso de sine-Gordon, el integrando de (D.51 va como ρ˜n+
1
2
− 4
x ,
con lo que la integral es convergente siempre que n + 1
2
− 4
x
≤ 2 ⇔ x ≥ 8
n+5
. Aunque
para el caso n = 2 (el u´nico considerado por Nozie`res-Gallet) esta cota no da lugar a
problemas en el punto fijo x = 1 de la ecuacio´n (D.48), A(4)(x, 0) diverge para x > 8
9
.
Si x = 2K, es decir sin tensio´n superficial, la integral A(n)(x, x/2) diverge para cual-
quier valor de n.
De todo lo anterior se deduce que el problema esta´tico esta´ mal definido cuando la
condicio´n incial incluye una tensio´n superficial nula, o en el punto fijo de sG (x = 1, K = 0),
ya que las integrales no convergen en estos casos. La explicacio´n la encontramos en que el
modelo sin tensio´n superficial esta´ mal definido en un sistema de taman˜o infinito: como
vimos en el ape´ndice A las funciones de correlacio´n no convergen a medida que L→∞.
Este tipo de divergencias no es algo propio de nuestro sistema. Es bien sabido que en el
modelo de sine-Gordon A(2)(x,K) tambie´n diverge. La explicacio´n a estas divergencias para
ciertos valores de ν se debe a que en este esquema esta´tico estamos, debido al esquema de
renormalizacio´n, suponiendo impl´ıcitamente a priori ciertas caracter´ısticas de la superficie.
En palabras de Nozie`res, el esquema esta´tico supone que el sistema tiene una respuesta
infinita a cualquier perturbacio´n y que la funcio´n de particio´n siempre tiene la misma forma
funcional. Tanto en sine-Gordon como en el modelo xMBE, es el esquema dina´mico el que
describe mejor el sistema aunque, como veremos, los ca´lculos se complican.
D.2. Esquema dina´mico
En este esquema partimos de la ecuacio´n de Langevin para el modelo (D.1)
µ−1
∂h
∂t
= F + ν∆h− κ∆2h+ 2piV
a⊥
sin
2pih
a⊥
+
√
2Dµ−1 η(r , t) (D.52)
donde µ es la movilidad definida en (5.26). En el caso del esquema dina´mico supondremos
que todos los para´metros pueden ser renormalizados, por lo que incluimos tambie´n la mo-
vilidad y el prefactor del ruido D cuya condicio´n inicial es D0µ
−1
0 = T . Comparando con el
caso esta´tico vemos que en e´ste se supone que D no renormaliza.
D.2.1. Problema de equilibrio
En este caso suponemos que F = 0. Al igual que en el esquema anterior, podemos
resumir e´ste en varios pasos:
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1. Partiendo de la ecuacio´n de Langevin de nuestro modelo, separamos las fluctuaciones
en el ruido en dos partes que corresponden a grandes y pequen˜as escalas, ana´logamente
al caso de equilibrio, η = η¯+δη, lo que hace que las fluctuaciones en altura las podamos
separar como h = h¯ + δh, donde definimos h¯ = 〈h〉δη. En concreto, supondremos que
δη son las fluctuaciones del ruido para momentos entre Λ¯ = e−εΛ y Λ = 2pi/a‖. De
este modo de la ecuacio´n (D.52) obtenemos dos ecuaciones
µ−1
∂h¯
∂t
= ν∆h¯− κ∆2h¯ + 〈Φ(h¯, δh)〉δξ +
√
2Dµ−1 ξ¯(r , t) (D.53)
µ−1
∂δh
∂t
= ν∆δh− κ∆2δh+ Φ(h¯, δh)− 〈Φ(h¯, δh)〉δξ +
√
2Dµ−1 δξ(r , t)(D.54)
donde Φ(h¯, δh) = 2piV
a⊥
sin 2pi(h¯+δh)
a⊥
.
2. Dado que ε  1 y suponiendo que V  1 podemos resolver perturbativamente la
ecuacio´n para δh, introducir esta solucio´n perturbativa en la ecuacio´n para h¯ y obtener
correcciones a los para´metros, que ahora son κ′(ε), ν ′(ε), V ′(ε), η′(ε) y D′(ε).
3. Por u´ltimo reescalamos las variables para que la ecuacio´n (D.53) sea la misma que
la inicial para h. Con esto obtenemos nuevos valores de los para´metros ν ′′(ε), ...,
cuya variacio´n puede ser tratada de manera diferencial y dar lugar a las ecuaciones
diferenciales que definen el flujo del grupo de renormalizacio´n.
Comenzamos por resolver (D.54) perturbativamente. Para ello evaluamos las partes no
lineales de ambas ecuaciones hasta orden δh2
Φ(h¯, δh)− 〈Φ(h¯, δh)〉δη = 2piV
a⊥
[
sin
2pi
a⊥
(h¯+ δh)− 〈sin 2pi
a⊥
(h¯ + δh)〉δη
]
' −δh4pi
2V
a2⊥
cos
2pi
a⊥
h¯ +O(δh2) (D.55)
y
〈Φ(h¯, δh)〉δη = 2piV
a⊥
〈sin 2pi
a⊥
(h¯+ δh)〉δη
' −2piV
a2⊥
sin
2pih¯
a⊥
{
1− 2pi
2
a2⊥
〈δh2〉
}
+O(δh3). (D.56)
De este modo, la solucio´n de la ecuacio´n (D.54) puede escribirse formalmente como
δh(r , t) =
∫
d2r ′
∫ t
−∞
dt′χ0(r − r ′, t− t′)[δξ(r ′, t′) + Φ− 〈Φ〉δξ], (D.57)
que resolvemos desarrollando en potencias de V
δh(r , t) = δh(0)(r , t) + V δh(1)(r , t) +O(V 2). (D.58)
Igualando los coeficientes de las diferentes potencias
δh(0)(r , t) =
∫
d2r ′
∫ t
−∞
dt′ χ0(r − r ′, t− t′)δξ(r ′, t′), (D.59)
δh(1)(r , t) =
∫
d2r ′
∫ t
−∞
dt′ χ0(r − r ′, t− t′)
[
−δh(0) 4pi
2
a2⊥
cos
2pih¯
a⊥
]
. (D.60)
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Con estas expresiones vamos a (D.53) y obtenemos
〈Φ〉δη = −2piV
a⊥
sin
2pih¯
a⊥
{
1− 2pi
2
a2⊥
〈(δh(0))2〉δη − 4pi
2V
a2⊥
〈δh(0)δh(1)〉δη +O(δh3)
}
, (D.61)
que podemos escribir en la forma
〈Φ〉δη = V Φ(1) + V 2Φ(2) +O(V 3), (D.62)
donde
Φ(1) = −2pi
a⊥
sin
2pih¯
a⊥
{
1− 2pi
2
a⊥
〈(δh(0))2〉δη
}
, (D.63)
Φ(2) =
8pi3
a3⊥
sin
2pih¯
a⊥
〈δh(0)δh(1)〉δη. (D.64)
Ahora utilizamos (D.59) para obtener
〈(δh(0))2〉δη = 1
(2pi)2
∫ t
−∞
dt′
∫ Λ
Λ¯
d2k χ0(k , t− t′)2Tµ−1
' εΛ2µT
pi
∫ t
−∞
dt′e−2(νΛ
2+κΛ4)µ(t−t′)
= ε
T
2pi
1
ν + κΛ2
. (D.65)
y
〈δh(0)(r , t)δh(0)(r ′, t′)〉δη = T
2pi2
∫ Λ
Λ¯
d2k
eik(r
′−r)
νk 2 + κk 4
e−(νk
2+κk4)µ(t−t′) (D.66)
' T
pi
∫ Λ
Λ¯
kdk
J0(kρ)
νk2 + κk4
e−(νk
2+κk4)µ(t−t′) (D.67)
' ε T
2pi
J0(Λρ)
ν + κΛ2
e−(νΛ
2+κΛ4)µ(t−t′), (D.68)
donde de nuevo hemos definido ρ = r − r ′.
El otro valor medio que aparece en (D.61) es ma´s dif´ıcil de obtener. En principio, se
tiene que
Φ(2) = −32pi
5
a5⊥
∫
d2r ′
∫ t
−∞
χ0(r − r ′, t− t′) 〈δh(0)δh′(0)〉δη cos 2pih¯
′
a⊥
sin
2pih¯
a⊥
, (D.69)
donde, para simplificar la notacio´n, hemos adoptado las abreviaturas h¯′ ≡ h¯(r ′, t′) y δh′(i) ≡
δh(i)(r ′, t′). Despreciando armo´nicos de orden superior, cos 2pih¯
′
a⊥
sin 2pih¯
a⊥
= 1
2
sin 2pi(h¯
′−h¯)
a⊥
, y
ahora desarrollamos el seno como operador local ana´logamente al caso de equilibrio [ve´anse
ecuaciones (D.19)-(D.24)]
sin
2pi(h¯′ − h¯)
a⊥
' 2pi
a⊥
O1(ρ) exp
[
−2pi
2
a2⊥
〈(h¯− h¯′)2〉h¯
]
(D.70)
226 Esquema de renormalizacio´n de Nozie`res-Gallet
donde O1(r) = h¯
′ − h¯. Desarrollando O1(r)
sin
2pi(h¯′ − h¯)
a⊥
' 2pi
a⊥
[
− (t− t′)∂h¯
∂t
− 1
2
{
ρ2x
∂2h¯
∂x2
+ 2ρxρy
∂2h¯
∂x∂y
+ ρ2y
∂2h¯
∂y2
}
− 1
24
{
ρ4x
∂4h¯
∂x4
+ 4ρ3xρy
∂4h¯
∂x3∂y
+ 6ρ2xρ
2
y
∂4h¯
∂x2∂y2
+4ρxρ
3
y
∂4h¯
∂x∂y3
+ ρ4y
∂4h¯
∂y4
}]
exp
[
−2piT
a2⊥
φ(ρ, t− t′, ν, κ, µ)
]
,(D.71)
donde hemos definido
φ(ρ, t− t′, ν, κ, µ) =
∫ Λ
0
k dk
1
νk2 + κk4
[1− J0(ρk)e−(νk2+κk4)µ(t−t′)]. (D.72)
Introduciendo (D.71) en (D.69) y realizando las integrales angulares podemos escribir final-
mente la ecuacio´n (D.53) como
(η+εδη)
∂h¯
∂t
= (ν+εδν)∆h¯−(κ+εδκ)∆2h¯+ 2pi(V + εδV )
a⊥
sin
2pih¯
a⊥
+
√
2Dη ξ¯(r , t), (D.73)
donde
δν =
4pi5V 2
a6⊥Λ
4
T
(ν + κΛ2)2
B(2,0)(ν, κ), (D.74)
δκ = − pi
5V 2
4a6⊥Λ
6
T
(ν + κΛ2)2
B(4,0)(ν, κ), (D.75)
δV = −piV
a2⊥
T
ν + κΛ2
, (D.76)
δµ−1 = −16pi
5V 2
a6⊥Λ
4
Tµ−1
(ν + κΛ2)3
B(0,1)(ν, κ), (D.77)
con
B(n,m)(ν, κ) =
∫ ∞
0
dρ˜ρ˜n+1
∫ ∞
0
dτe−ττmJ0(ρ˜)G(ρ˜, τ, ν, κ)e
− 2piT
a2
⊥
φ(ρ˜,τ,ν,κ)
, (D.78)
donde
G(ρ˜, τ, ν, κ) =
∫ 1
0
k˜dk˜J0(k˜ρ˜) exp
{
−τ νk˜
2 + κΛ2k˜4
Λν + κΛ2
}
, (D.79)
φ(ρ˜, τ, ν, κ) =
∫ 1
0
k˜dk˜
1
νk˜2 + κΛ2k˜2
[
1− J0(k˜ρ˜) exp
{
−τ νk˜
2 + κΛ2k˜4
Λν + κΛ2
}]
. (D.80)
Por u´ltimo, reescalamos la ecuacio´n (D.73) mediante
Λ¯ → Λ = bΛ¯, (D.81)
r → r ′ = r/b, (D.82)
k → k ′ = kb, (D.83)
h¯ → h¯′ = b−αh¯, (D.84)
t → t′ = b−zt, (D.85)
D.2 Esquema dina´mico 227
con lo que la ecuacio´n (D.73) puede escribirse a primer orden en ε como
η′′(ε)
∂h¯′
∂t′
= ν ′′(ε)∆h¯′ − κ′′(ε)∆2h¯+ 2piV
′′
0 (ε)
a′⊥
sin
2pih¯′
a′⊥
+
√
2D′′(ε)η′′(ε) ξ¯(r ′, t′), (D.86)
donde
ν ′′(ε) = (ν + εδν)bz−2 ' ν + ε[δν + (z − 2)ν] +O(ε2), (D.87)
κ′′(ε) = (κ+ εδκ)bz−4 ' κ + ε[δκ+ (z − 4)κ] +O(ε2), (D.88)
V ′′(ε) = (V + εδV )bz−2α ' V + ε[δV + (z − 2α)V ] +O(ε2), (D.89)
η′′(ε) = η + εδη +O(ε2), (D.90)
D′′(ε) = Dbz−2α−2 ' D + ε(z − 2α− 2)D +O(ε2), (D.91)
a′′⊥(ε) = a⊥b
−α ' a⊥ − εαa⊥ +O(ε2). (D.92)
Al igual que en el caso esta´tico podemos plantear estas ecuaciones infinitesimalmente, con
lo que
dν
dl
= (z − 2)ν + δν, (D.93)
dκ
dl
= (z − 4)κ+ δκ, (D.94)
dV
dl
= (z − 2α)V + δV, (D.95)
dη
dl
= δη, (D.96)
dD
dl
= (z − 2α− 2)D, (D.97)
da⊥
dl
= −αa⊥. (D.98)
(D.99)
De estas ecuaciones podemos deducir dos cosas: la primera de ellas es que la movilidad η
renormaliza independientemente de los otros para´metros (al menos hasta orden V 2), ya que
la parte derecha de todas las ecuaciones anteriores no depende de η. La segunda es que,
si suponemos que el sistema verifica hiperescalado en el sentido de que z − 2α = d = 2,
entonces D no renormaliza y se tiene que D = D0 = T bajo el flujo de renormalizacio´n
en todo momento. Esta condicio´n de hiperescalado se verifica tanto para el modelo de EW
(α = 0, z = 2) que es la teor´ıa libre de sG, como para LMBE (α = 1, z = 4) que es la teor´ıa
libre de xMBE.
Por u´ltimo expresamos las ecuaciones en funcio´n de las variables definidas en (D.46)
dx
dl
= (z − 2− 2α)x− 4K + 2y
2
x2
[
B˜(2,0)(x,K)− 1
16
B˜(4,0)(x,K)
]
, (D.100)
dy
dl
= 2y
(
1− 1
x
)
, (D.101)
dK
dl
= −(4− z + 2α)K − 1
16
y2
x2
B˜(4,0)(x,K), (D.102)
donde
B˜(n)(x,K) =
∫ ∞
0
dρ˜ ρ˜n+1
∫ ∞
0
dττme−τJ0(ρ˜)G˜(ρ˜, τ, x,K)e
−2φ˜(ρ˜,τ,x,K), (D.103)
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con
G˜(ρ˜, τ, x,K) =
∫ 1
0
k˜dk˜J0(k˜ρ˜)e
− 2τ
x
[(x/2−K)k˜2+Kk˜4], (D.104)
φ˜(ρ˜, τ, x,K) =
∫ 1
0
k˜dk˜
1− J0(k˜ρ˜)e− 2τx [(x/2−K)k˜2+Kk˜4]
(x/2−K)k˜2 +Kk˜4 . (D.105)
(D.106)
Las integrales B˜(n)(x,K) convergen para cualquier valor de x y K. En el caso de que
x = 2K (i.e. sin tensio´n superficial), B˜(n,m)(x, x/2) = 0, lo que implica que si inicialmente
no hay tensio´n superficial, las ecuaciones anteriores predicen que no se genera.
Por u´ltimo, para comparar con el caso esta´tico, transformamos las integrales. Se tiene
que
∂φ(ρ˜, τ, x,K)
∂τ
=
2
x
G˜(ρ˜, τ, x,K) (D.107)
con lo que
B˜(n)(x,K) =
x
4
∫ ∞
0
dρ˜ ρ˜n+1J0(ρ˜)
[
e−2φ˜(ρ˜,0,x,K) −
∫ ∞
0
dτe−τe−2φ˜(ρ˜,τ,x,K))
]
(D.108)
Por tanto, cuando τ  1, es decir, cuando el tiempo de respuesta en el sistema es nulo,
tenemos que B˜(n) = x
4
A(n) con lo que las ecuaciones (D.100)-(D.100) son las mismas que
(D.47)-(D.49).
Ape´ndice E
Estudio anal´ıtico de la transicio´n
sincronizacio´n-desincronizacio´n en
osciladores acoplados
En este ape´ndice reproducimos el ca´lculo del punto donde se produce la transicio´n para
el modelo
dφi
dt
= ω +
κ
N
N∑
j=1
sin(φj − φi + α) + σηi(t), (E.1)
donde η es un ruido blanco. Cuando N → ∞ sabemos que la ecuacio´n para la densidad
nu´mero de osciladores P (φ, t) es
∂P
∂t
=
σ2
2
∂2P
∂φ2
− ∂
∂φ
(v(φ)P ), (E.2)
siendo P (φ, t) la densidad de probabilidad normalizada∫ 2pi
0
dφ P (φ, t) = 1. (E.3)
En nuestro caso, la funcio´n v(φ) puede expresarse a trave´s de relaciones trigonome´tricas
como
v(φ) = ω + κρ sin(ψ − φ+ α) (E.4)
donde ρeiψ es el para´metro de orden definido por (8.3). Una solucio´n trivial de la ecuacio´n
(E.2) es P0 = 1/2pi que se denomina solucio´n incoherente, ya que entonces ρ = 0. Para ver
la estabilidad de esta solucio´n desarrollamos P (φ, t) alrededor de P0 de manera que
P (φ, t) = P0 + P1(φ, t), (E.5)
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donde  1. La condicio´n de normalizacio´n (E.3) requiere que∫ 2pi
0
dφ P1(φ, t) = 0. (E.6)
Introduciendo la expresio´n (E.5) en (E.2) obtenemos la ecuacio´n que verifica P1

∂P1
∂t
= 
σ2
2
∂2P1
∂φ2
− ∂
∂φ
[(P0 + P1)v(φ)]. (E.7)
Sabiendo que
ρ(t) = ρ1(t) +O(2), (E.8)
con
ρ1e
iψ =
∫ 2pi
0
dφ eiφP1(φ, t), (E.9)
entonces la ecuacio´n (E.7) queda
∂P1
∂t
=
σ2
2
∂2P1
∂φ2
− ω∂P1
∂φ
+
κ
2pi
ρ1 cos(ψ − φ+ α). (E.10)
Para analizar la ecuacion anterior es conveniente utilizar los modos de Fourier y expresar
P1 como una funcio´n perio´dica en φ. Es decir, buscamos soluciones de la forma
P1(φ, t) = c(t)e
iφ + c∗(t)e−iφ + P⊥1 (φ, t), (E.11)
donde P⊥1 (φ, t) son armo´nicos de segundo o mayor orden y c(t) es la amplitud compleja. El
hecho de que tomemos so´lo el primero de los armo´nicos se debe a que este es el u´nico que
contribuye a la funcio´n ρ(t), y por tanto la u´nica contribucio´n de P1 en el u´ltimo te´rmino
de (E.10) viene a trave´s de c(t) y su compleja conjugada. Para ver esto, no´tese que
ρ1e
iψ = 2pic∗(t), (E.12)
con lo que
ρ1 cos(ψ − φ+ α) = pic(t)e−iαeiφ + c.c.. (E.13)
De esta manera, la ecuacio´n para la amplitud es:
dc
dt
= −
(
σ2
2
+ iω
)
c(t) +
κ
2
eiαc(t). (E.14)
Los autovalores discretos de la ecuacio´n anterior son
λ = −
(
σ2
2
+ iω
)
+
k
2
eiα =
1
2
(κ cosα− σ2) + i
2
(κ sin(α)− ω). (E.15)
De esta manera, la solucio´n P0 es linealmente estable cuando Re(λ) < 0, es decir cuando
σ2 > κ cosα. (E.16)
Este es el punto donde se produce la transicio´n entre la solucio´n incoherente y la coherente
(o fase sincronizada).
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