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1. INTRODUCTION 
Consider a system of n first order ordinary differential equations 
written in vector form as 
x’ =f(t, x) (L$). 
Assume f(t, x) is defined and continuous for - 03 < t < 00 and 1 x 1 < Y  
where Y > 0 and I x I is the vector norm CyZ_, 1 xi 1 . Assume f(t, 0) = 0 
so that x = 0 is a solution of system (E). 
It is known that if x z 0 is a uniform asymptotically stable solution of (E) 
and iff(t, x) is locally Lipschitzian in (t, x), then there is a Liapunov function 
V(t, x) E C1 such that V(t, x) -+ 0 as I x I -+ 0 uniformly in t and the 
derivative 
PC4 x) = liF+sd/p + (V(t + h, x + hf(t, x)) - V(t, x)) 
is negative definite. Iff(t, x) is independent of t or periodic in t, then V(t, x) 
may be chosen independent of t or periodic in t of the same period (cf. [S]). 
In this paper we assume that f(t, x) is almost periodic in t and that f(t, x) 
is Lipschitzian in x uniformly in t. Under these conditions we show that 
V(t, x) may be chosen almost periodic in t. 
DEFINITION 1. If P(t, x) is continuous on the set {t E Al, 1 x ) < Y} with 
values in any k dimensional Euclidean space R”, then we shall call P(t, x) 
uniformly almost periodic in t uniformly for j x 1 < T if and only if for each c > 0 
there is a number L(E) > 0 such that in any interval a < t < a + L(e) of 
length L(E) one can Jind a number t, with the property that 
I w + t, , x) - P(C 4 I < e 
uniformly for t E R1 and 1 x 1 < T. 
(1) 
* This work was supported in part by the National Science Foundation (G-24335.) 
234 
ALMOST PERIODIC SYSTEMS 235 
The number t,, is called an c-translate of P(t, x). 
The following result is well known. 
LEMMA 1. If P(t, x) satis$es Dejkition 1, then the following conditions 
hold: l 
(Al) P(t, x) is uniformly continuous on the set {t E R1, 1 x 1 < I>, 
(A2) 1 P(t, x) 1 is bounded on {t E RI, 1 x 1 < Y}, and 
(113) for each real sequence {tm} there is a subsequence {tmk> and a function 
P*(t, x) which is uniformly almost periodic in t uniformly for 1 x I < Y  
such that P(t + t,, , x) -+ P*(t, x) as K + co uniformly for t E R1 
and I x I< Y. 
Given an almost periodic function P(t, x) the set of functions 
H(P)={P(t+u,x);--<u<co} 
is called the hull of P. The closed hull of P, denoted by B(P), is defined to be 
the uniform closure, in the sense of (A3) above, of the set II(P). It is 
easily shown that for each P* E B(P) there is a sequence of real numbers 
u, + co as m + co such that P(t + u, , x) + P*(t, x) uniformly in (t, x). 
2. UNIFORM-ASYMPTOTIC STABILITY 
In this section we consider the stability of the system 
x’ = f(t, x) 
as well as of systems of the form 
x’ =f*(t, x), f* E B(j). 
(E) 
@*I 
A solution of system (E*) with initial values (to , x0) will be denoted by 
F(t, to , x,, , f*), that is, 
F(t, to , xo , f”) = xo + S:f*(u, F(u, to , xo , f*)) du. (2) 
DEFINITION 2. The solution x 3 0 of system (E*) is called uniform- 
asymptotically stable if and only if the following two conditions hold: 
(i) For each E > 0 there is a S(E,~*) > 0 such that if t >, 0, then 
I F(t + to , to , x0 , f *) I < E uniformly for to > 0 and ( x0 I Q 8(e, f *). 
(ii) There is a number d( f *) > 0 such that for each E > 0 there is a number 
t(e, f*) > 0 such that if t > t(c,f*), then ( F(t + to , to , x0 , f*) 1 < E uni- 
formly for to > 0 and 1 x0 I < d( f  *). 
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I f  only condition (i) holds, then x = 0 is called uniformly stable. 
The next result connects the stability of system (E) with the stability of 
systems of the form (E*). 
LEMMA 2. Let f(t, x) satisfy Dejkition I. Suppose for somefixedf* E R(f) 
the solutions of (E*) are uniquely determined by their initial values. 
If the solution x = 0 of (E) is uniformly stable, then the solution x EZ 0 of 
system (E*) is uniformly stable. Moreover, with reference to Definition 2, for 
each E > 0 the same constant 6(c, f) may be used for both systems (E) and (E*). 
If x = 0 is a uniform-asymptotically stable solution of (E), then x = 0 is a 
uniform-asymptotically stable solution of (E*). The same constant d(f) and for 
each E > 0 the same constant t(E, f) may be used for both systems (E) and (E*). 
Proof. Pick any P in the range 0 < Q < r. Choose 6(e, f) > 0 using the 
uniform stability of the zero solution of (E). Pick arbitrary to > 0 and x0 
with / x0 1 < S(E, f). We must show that 1 F(t + to , to , x,, , f*) / < e for all 
t > 0. 
Let urn + 00 as m -+ co be any sequence such that f(t + u, , x) + f *(t, x) 
uniformly in (t, x). It may be assumed that 0 < ui < us < us < ... . We 
know that ) F(t + to + u, , to + u, , x0, f) 1 < E for all t 3 0, and that 
F(t + urn, to + %n 9 x0 ,f) 
=x0+ ~~f(~+u~,F(s+u,,to+u,,xo,f))ds, I (3) 
for all t 2 to . Since / F(s + u, , to + u, , x0 , f) ( is bounded and f(t, x) is 
almost periodic, it follows from (A2) above that 
If  one defines ym(t) = F(t + u, , to + u,,, , x0, f) for to < t < CO, then 
the sequence of functions (mm(t)} is e q uicontinuous and uniformly bounded. 
Therefore there is a subsequence which we again index by m and there is a 
function y(t) such that y,,,(t) ---f y(t) as m + co uniformly on compact subsets 
of to < t < co. From (3) and the uniform convergence we see that 
r(t) = x0 + s:f *by Y(S)) fh for to < t < Co. 
Since solutions of (E*) are unique, y(t) is F(t, to, x0 ,f*). Thus 
IW,to,~o,f*)/<~ for all t 2 to , 
This proves the first part of Lemma 2. The second part of the lemma is 
proved in exactly the same manner. 
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Let Un( f*) denote the set of all f* E B(f) such that solutions of systems 
(E*) are uniquely determined by their initial conditions. Then the following 
result follows immediately from Lemma 2. 
COROLLARY 1. Suppose f (t, x) sat@es De$nition 1. If the zero solution 
of (E) is unifwm-asymptotically stable, then for each f * E Un( f*) the zero 
solution is uniform-asymptotically stable. Moreover, the constant d and the 
functions 8(c) and t(E) may be chosen independentZy off * E Un( f *). 
In the sequel the following result of Massera [4] will be needed. 
LEMMA 3. Let g(t) be a continuous, positive function on 0 < t < co with 
g(t) + 0 as t -+ co. Let h(t) be a positive, nondecreasing, continuous function on 
0 < t < co. Then there exists G(~)E Cl[O, ~0) such that G(t) and G’(t) are 
nonnegative, increasing, G(0) = G’(0) = 0 and for any constant c > 0 the 
integrals 
s O3 Gkot4) ds 
and 
I m G’koW 44 ds 
converge unifmll in g,(s) for 0 < go(s) < fZg(s). 
We assume that f(t, x) is Lips&it&n in x uniformly in t, that is, there is a 
tGedconstantK>1suchthatforallt~R1,if~x~,Jy~,(rthen 
If(t,X)-f(t,Y)I~Klx-Yl. (4) 
Note that if f(t, x) satisfies (4) then so does each function f*(t, x) E n(f). 
In this case Un( f *) = X!(f). 
We now prove the main result of this paper. 
THEOREM 1. Let f (t, x) be uniformly almost periodic in t uniformly for 
I x I < I and let f (t, x) sattify the Lipschitz condition (4). If the solution x = 0 
of system (E) is uniform-asymptotically stable, then there is a continuous function 
V(t, x, f) defined in a region {t E R1, 1 x I < r,,} such that 
(i) V(t, x, f) is Lipschitzian in x uniformZy in t, 
(ii) V(t, x, f) is positive definite, 
(iii) V(t, x, f) --+ 0 as I x 1 + 0 un+rmZy for t E R’, 
(iv) V(t, x, f) is uniformly almost periodic in t uniformly fo-r I x I < r,, , and 
(v) the derivative v(t, x, f) with respect to system (E) is negative definite 
and independent of t. 
Proof. First note that for any s, t, x and f * one has 
F(t + s, t, x,f*) = x + j-‘f*(u + t,F(u + t, t, x,f*)) ds, 
=a o,:,f1), (5) 
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where 
f&4 4 =f*(u + 4 -4 E R(f). 
Using (4), (5), and Corollary 1 above we see that for E = Y there is a num- 
ber S(r) > 0 such that j F(t + s, t, x,f*) 1 < r uniformly for t E RI, s > 0, 
1 x / < 6(r) and f * E n(f). Moreover, there is a number d > 0 and for each 
E > 0 a number t(c) > 0 such that 1 F(t + s, t, x, f*) 1 < E uniformly for 
tE R1, 1 x / < d,f* ~@f)ands 3 t(,).Let t,, = t(l/~~)form = 1,2, 3, .... 
We may assume that 0 < t, < t, < t, < ... . Let r,, = min (d, r, 6(r)). 
Let g(s) be a continuous, positive, nonincreasing function such that 
g(s) = max (r, 2) on 0 < s < t, and g(tm+J = l/m for m = 1,2, 3, ... . 
Then 
I F(t + 4 4 % f *> I < g(s) --+ 0 
as s + co. For this g(s) and for h(s) = exp (KS) pick a function G(s) using 
Lemma 3 and define 
Vt, x,f> = Irn G(I F(t + s, t, x,f> I) ds. 
0 
Clearly V(t, x, f) is continuous on the set {t E R1, 1 x 1 < ro>. We first show 
that V(t, X, f) is Lipschitzian in x uniformly in t E R1. From (4) we see that 
IF(t+s,t,x)-F(t+s,t,y)l~/x-ylexp(~~). 
If a and b are any n-vectors, then 
G(I a I> - G(I b I) = G’(cI I a I + (1 - d I b I> (I a I - I b I). 
Since 0 < p < 1 and G’ is increasing, 
I’3 a I) - WI b I) I < G’(I a I + I b I) I a - ZJ I. 
Thusiflxlandlyl <r,,onehas 
I v(4 X,f) - v(t, r,f) I < sr G’(2g(s)) I x - y j exp (KS) ds, 
< I x - Y I f= G’M4) W 6 
0 
uniformly in t E RI. 
We next show that V(t, X, f) is uniformly almost periodic in t uniformly 
for I x 1 < r. . Indeed, for any E > 0 let to be an +translate for f(t, x). Since 
s 
t+s 
F(t+to+s,t+to,x,f)=x+ t f(u+to,F(u+to,t+to,x,f))du, 
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it follows from (4) that 
I F(t + s, t, x,f> - F(t + to + s, t + to , x,f) I < (f/K) (exp W - 1). 
Again using the mean value theorem and the fact that G’(s) is increasing 
we have 
1 v(t + to > % f) - v(t, X, f) I d E j, G’(2g(s)) h(s) ds. 
Since the constant 
WG, h, g) = jm G’(2g(s)) h(s) ds 
0 
is independent of t, x, and c, it follows that V(t, x,f) is uniformly almost 
periodic in t uniformly for 1 x 1 < r. . This also shows that the module of V 
is contained in the module off (cf. [3], p. 114). 
From V(t, 0,f) = 0 and (Al) above it follows that V(t, x,f)+ 0 as 
1 x 1 ---f 0 uniformly in t E R1. The proof that V(t, x,f) is positive definite 
and that r(t, x,f) = - G(I x I) f o 11 ow exactly as in Massera’s [JJ original 
proof. 
COROLLARY 2. Let the hypothesis of Theorem 1 hold. Then for each 
f  * E R(f) the function 
W, x,f*) = jm G(IF(t + s, t, x, f*> I) ds, 
0 
is a Liapunov function for (E*) which satisfies conditions (i)-(v) of Theorem 2. 
The function G(s) and the constant r. , which are given in Theorem 2, are 
independent off* E R(f). 
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