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TOPOLOGICAL ENTROPY AND AF SUBALGEBRAS OF
GRAPH C∗-ALGEBRAS
JA A JEONG† AND GI HYUN PARK‡
Abstract. Let AE be the canonical AF subalgebra of a graph C
∗-algebra
C∗(E) associated with a locally finite directed graph E. For Brown-Voiculescu’s
topological entropy ht(ΦE) of the canonical completely positive map ΦE on
C∗(E), ht(ΦE) = ht(ΦE |AE ) = hl(E) = hb(E) is known to hold for a fi-
nite graph E, where hl(E) is the loop entropy of Gurevic and hb(E) is the
block entropy of Salama. For an irreducible infinite graph E, the inequality
hl(E) ≤ ht(ΦE |AE ) has been known recently. It is shown in this paper that
ht(ΦE |AE ) ≤ max{hb(E), hb(
tE)},
where tE is the graph E with the direction of the edges reversed. Some Irre-
ducible infinite graphs Ep(p > 1) with ht(ΦE |AEp ) = log p are also examined.
1. Introduction
Voiculescu [20] introduced a notion of topological entropy ht(α) for an automor-
phism α of a nuclear unital C∗-algebra A to measure the growth of αn as n → ∞
using the fact that a nuclear C∗-algebra has the completely positive approximation
property. The definition extends very well to automorphisms of exact C∗-algebras
(as done by Brown in [4]) due to the deep result by Kirchberg [12] that exact C∗-
algebras are nuclearly embeddable. But without effort one can define ht(Φ) even
for a completely positive (cp) map on an exact C∗-algebra as described in [2]. Since
a C∗-subalgebra of an exact C∗-algebra is always exact, if Φ : A→ A is a cp map
on an exact C∗-algebra A and B is a Φ-invariant C∗-subalgebra of A then ht(Φ|B)
can be defined and the monotonicity ht(Φ|B) ≤ ht(Φ) holds.
The topological entropy has been computed in several cases, for example, the
equality ht(α ∗ β) = max{ht(α), ht(β)} for the reduced free product automorphism
α ∗ β was proved in [1], when the free product is with amalgamation over a finite
dimensional C∗-algebra. Also Dykema [9] showed that ht(α) = 0 for certain classes
of automorphisms α of reduced amalgamated free products of C∗-algebras, which
turns out to extend Størmer’s result [19] that the Connes-Størmer entropy of the
free shift automorphism of the II1-factor L(F∞) is zero.
In this paper we are concerned with the topological entropy of the shift type cp
maps on C∗-algebras arising from directed graphs. A typical one is the canonical
cp map ΦA : OA → OA of the Cuntz Krieger algebra OA given by
ΦA(x) =
n∑
i=1
sixs
∗
i ,
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where s1, . . . , sn are the partial isometries that generate OA. The reason we call
ΦA shift type is that OA contains a ΦA-invariant commutative C
∗-subalgebra DA
which is isomorphic to C(XA) in such a way that the restriction ΦA|DA corresponds
to the shift map σXA on the (compact) shift space XA associated with the incidence
matrix A. The topological entropy of ΦA is then computed (see [5], [2], [17]) as
ht(ΦA) = log r(A) (r(A) is the spectral radius of A). But log r(A) = htop(XA) is a
well known fact, so that one can deduce by [8] that ht(ΦA) = ht(ΦA|DA). On the
other hand, OA also contains another important ΦA-invariant C
∗-subalgebra AA
which is an AF algebra with DA ⊂ AA. Thus by monotonicity of entropy, we have
ht(ΦA) = ht(ΦA|AA) = ht(ΦA|DA).
The Cuntz-Krieger algebras OA are now well understood as graph C
∗-algebras
C∗(E) = C∗(se, pv) associated with finite directed graphs E and the cp map ΦA of
OA is interpreted as the map ΦE : C
∗(E)→ C∗(E) given by ΦE(x) =
∑
e∈E1 sexs
∗
e.
Hence if E is a finite graph (possibly with sinks) which contains an infinite path, it
follows that ht(ΦE) = ht(ΦE |AE ) = ht(ΦE |DE ) = log r(AE), where AE is the AF
subalgebra of C∗(E) corresponding to AA in OA and AE is the edge matrix of E
(see [11]).
If E is infinite but locally finite then the map ΦE is known to be a contractive
cp map, and furthermore if E is irreducible and AE is the canonical AF subalgebra
of C∗(E), the inequality hl(E) ≤ ht(ΦE |AE ) is known to hold [11]. The purpose of
the present paper is then to give an upper bound for ht(ΦE |AE ) and we actually
prove the following (see Theorem 3.9)
ht(ΦE |AE ) ≤ max{hb(E), hb(
tE)}.
In particular, for an irreducible infinite graphEp constructed in [18] so that hl(Ep) =
hb(Ep) = p > 1, we have ht(ΦEp |AEp ) = log p.
We believe that the result would be helpful to compute the entropy ht(ΦE) of
ΦE on the whole graph C
∗-algebra C∗(E).
2. Preliminaries
2.1. Graph C∗-algebras. A (directed) graph is a quadruple E = (E0, E1, r, s) of
the vertex set E0, the edge set E1, and the range, source maps r, s : E1 → E0. A
family {pv, se | v ∈ E
0, e ∈ E1} of mutually orthogonal projections pv and partial
isometries se is called a Cuntz-Krieger E-family if the following relations hold;
s∗ese = pv, ses
∗
e ≤ ps(e),
pv =
∑
s(e)=v
ses
∗
e, if 0 < |s
−1(v)| <∞.
The graph C∗-algebra C∗(E) is then defined to be a C∗-algebra generated by a
universal Cuntz-Krieger E-family (see [15], [3]). We call E locally finite if each
vertex receives and emits only finitely many edges. Throughout this paper we
consider only locally finite graphs, and adopt the notations in [15]. If a finite path
α ∈ E∗ of length |α| > 0 is a return path, that is, s(α) = r(α), then α is called a
loop at v = s(α). A graph E is said to be irreducible if for any two vertices v, w
there is a finite path α ∈ E∗ with s(α) = v and r(α) = w. It is known that if E is
irreducible and every loop has an exit then C∗(E) is simple.
2.2. Topological entropy of cp maps. Let A be a C∗-algebra, pi : A → B(H)
a faithful ∗-representation, and Pf(A) be the set of all finite subsets of A. For
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ω ∈ Pf(A) and δ > 0, put
CPA(pi,A) = {(φ, ψ,B) | φ : A→ B,ψ : B → B(H) are contractive cp maps
and dimB <∞},
rcp(pi, ω, δ) = inf{rank(B) | (φ, ψ,B) ∈ CPA(pi,A), ‖ψ ◦ φ(x) − pi(x)‖ < δ,
for all x ∈ ω},
where rank(B) denotes the dimension of a maximal abelian subalgebra of B.
Since the cp δ-rank rcp(pi, ω, δ) is independent of the choice of pi (see [4], [2])
and graph C∗-algebras C∗(E) are nuclear we may write rcp(ω, δ) for rcp(pi, ω, δ)
assuming that C∗(E) ⊂ B(H) for a Hilbert space H .
Definition 2.1. ([4], [2]) Let A ⊂ B(H) be a C∗-algebra and Φ : A → A be a cp
map. Put
ht(Φ, ω, δ) = lim sup
n→∞
1
n
log
(
rcp(∪n−1i=0 Φ
i(ω), δ)
)
ht(Φ, ω) = sup
δ>0
ht(Φ, ω, δ).
Then ht(Φ) := supω∈Pf(A) ht(Φ, ω) is called the topological entropy of Φ.
Remark 2.2. We refer the reader to [2] and [4] for the following useful properties
and their proofs. Let A be an exact C∗-algebra and Φ : A→ A be a cp map.
(a) If θ : A→ B is a C∗-isomorphism then ht(Φ) = ht(θΦθ−1).
(b) Let A˜ be the unital C∗-algebra obtained by adjoining a unit and Φ˜ : A˜→ A˜
be the extension of Φ. Then ht(Φ˜) = ht(Φ).
(c) If A0 ⊂ A is a Φ-invariant C
∗-subalgebra of A, ht(Φ|A0) ≤ ht(Φ).
We will use the following Arveson’s extension theorem several times.
Arveson Extension Theorem (see [4]) Let A be a unital C∗-algebra, S ⊂ A
a unital subspace with S = S∗, and φ : S → B be a contractive cp map where
B = B(H) or dim(B) < ∞. Then φ extends to a cp map φ¯ : A → B. If S is a
C∗-subalgebra of A then we obtain a unital cp extension of φ even when S does
not contain the unit of A.
If E is a locally finite graph, the map ΦE : C
∗(E)→ C∗(E), defined by
ΦE(x) =
∑
e∈E1
sexs
∗
e ,
is well defined, contractive, and completely positive [11]. For a finite graph E, the
topological entropy ht(ΦE) has been obtained as follows (see [2], [5], [17], or [11]).
Theorem 2.3. Let E be a finite graph possibly with sinks and AE be the edge
matrix of E. If E contains an infinite path then
ht(ΦE) = log r(AE),
where r(AE) is the spectral radius of AE .
By htop(X) we denote the topological entropy of a compact space (X,T ) together
with a continuous map T : X → X (for definition, see [16, Definition 4.1.1] or [13,
p.23] ). Let E be a locally finite infinite graph and XE the locally compact shift
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space of (one-sided) infinite paths with the one point compactification X¯E . Then
the first identity in the following theorem is shown for the doubly infinite path
space of E by Gurevic [10]. See Definition 3.1 for hb(E).
Theorem 2.4 ([11, Theorem 4.4]). Let E be a locally finite irreducible infinite
graph. Then
htop(X¯E) = sup
E′
hb(E
′) ≤ ht(ΦE),
where the supremum is taken over all the finite (irreducible) subgraphs of E.
3. Main results
Throughout this section E will denote a locally finite infinite graph unless stated
otherwise. For a path α ∈ E∗, let α0 be the set of vertices lying on α = α1 · · ·αn,
that is, α0 = {s(α1), r(α1), . . . , r(αn)}. For a fixed vertex v we consider the follow-
ing subsets of finite paths En of length n.
(i) En(v) = {α ∈ En | v ∈ α0},
(ii) Ens (v) = {α ∈ E
n | s(α) = v},
(iii) Ens (v
⋆) = {α ∈ Ens (v) | r(αi) 6= v, 1 ≤ i ≤ n},
(iv) Enl (v) = {α ∈ E
n | α is a loop at v}.
Similarly we can think of Enr (v) and E
n
r (v
⋆).
Definition 3.1. Let E be an irreducible graph and let v ∈ E0.
(a) hl(E) := lim supn
1
n log |E
n
l (v)| is called the loop entropy of E.
(b) hb(E) := lim supn
1
n log |E
n
s (v)| is called the block entropy of E.
Note that both entropies hl(E) and hb(E) are independent of the choice of a vertex
v [18]. If tE denotes the graph E with the direction of all edges reversed, then
clearly hl(E) = hl(
tE) while hb(E) 6= hb(
tE) in general as we will see in Example
3.3.
We will use the following notation for the infinite series with coefficients from
(i)-(iv) above.
(i)′ E(v, z) :=
∑
|En(v)|zn,
(ii)′ Es(v, z) :=
∑
|Ens (v)|z
n,
(iii)′ Es(v
⋆, z) :=
∑
|Ens (v
⋆)|zn,
(iv)′ El(v, z) :=
∑
|Enl (v)|z
n.
We denote the radius of convergence of the series Es(v
⋆, z) by RE⋆s . Thus
R−1E⋆s
= lim sup
n→∞
∣∣Ens (v⋆)
∣∣1/n.
Similarly RE⋆r denotes the radius of convergence of Er(v
⋆, z) :=
∑
|Enr (v
⋆)|zn.
Proposition 3.2 ([18]). If E is an irreducible graph, then
hb(E) = max{log
(
R−1E⋆s
)
, hl(E)}.
Note that if E is irreducible then hb(
tE) = lim sup 1n log |E
n
r (v)| and so from the
above proposition we have
hb(
tE) = max{log
(
R−1E⋆r
)
, hl(E)}.
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The following example shows that hb(E) 6= hb(
tE) in general.
Example 3.3. For each pair of positive real numbers 1 < p ≤ q, Salama [18]
constructed an irreducible infinite graph Ep,q with
hl(Ep,q) = log p and hb(Ep,q) = log q.
For example, the following graph E := E2,8 satisfies hl(E) = log 2 and hb(E) =
log 8. There are 8 edges from the vertex n to the vertex n+ 1 for each n ≥ 0.
✖✕
✗✔
0
r
r
r
r
1
r
2
r
3
r
4
r
r r r r r r r r r r r r r✛ ✛ ✛ ✛ ✛ ✛ ✛ ✛ ✛ ✛ ✛ ✛
❯ ✲ ✲ ✲ ✲ ✲
✻ ✻ ✻ ✻
✚✚❂
✚✚❂
✚✚❂
· · · · · · →
8 8 8 8 8
E
Now we show that
log
(
R−1E⋆r
)
≤ hl(E),
which then implies hb(
tE) = hl(E) by the above proposition (hence hb(
tE) 6=
hb(E)). For a fixed vertex 0 we have
R−1E⋆r
= lim sup
n→∞
|Enr (0
⋆)|1/n
= lim sup
n→∞
∣∣{α ∈ Enr (0) | s(αi) 6= 0, for 1 ≤ i ≤ n}
∣∣1/n.
With nk+1 = 4k + 1 (k ≥ 0),
|Enk+1−1r (0
⋆)| = |E4kr (0
⋆)| = 1 + 8k−1 + 8k−4 + 8k−7 + · · · ,
and a computation gives
lim sup
k→∞
|E4kr (0
⋆)|
1
4k = 81/4.
But it is not hard to see that
lim sup
n→∞
|Enr (0
⋆)|
1
n = lim sup
k→∞
|E4kr (0
⋆)|
1
4k ,
hence log(R−1f⋆r
) = log 81/4 < log 2 = hl(E).
Lemma 3.4. If E is an irreducible graph then the value
lim sup
n→∞
1
n
log |En(v)|
is independent of the choice of a vertex v.
Proof. Let v, w be two vertices of E. Then there exist two paths µ ∈ Ek, ν ∈ Em
with s(µ) = r(ν) = v, s(ν) = r(µ) = w because E is irreducible. We assume
that µ and ν have the smallest length, respectively. If α = α1α2 · · ·αn ∈ E
n(v)
then with i0 = min{i | s(αi) = v} write α = α
′α′′, where α′ = α1 · · ·αi0−1 and
α′′ = αi0 · · ·αn (if i0 = 1, α = α
′′). Then the map
En(v)→ En+k+m(w), α = α′α′′ 7→ α′µνα′′
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is injective, hence |En(v)| ≤ |En+k+m(w)| for each n. Therefore
lim sup
n→∞
1
n
log |En(v)| ≤ lim sup
n→∞
1
n
log |En+k+m(w)|
≤ lim sup
n→∞
1
n
log |En(w)|.

Proposition 3.5. Let E be an irreducible graph and v0 ∈ E
0.
(a) If E is finite, then
lim sup
n→∞
1
n
log |Enl (v0)| = lim sup
n→∞
1
n
log |En|.
In particular, hl(E) = hb(E) = hb(
tE).
(b) If E is infinite, then
lim sup
n→∞
1
n
log |En(v0)| = max{hb(E), hb(
tE)}.
Proof. (a) Let E0 = {v0, v1, . . . , vk−1}. Since E is irreducible there exist finite
paths {µi, νi | 0 ≤ i ≤ k − 1} such that s(µi) = r(νi) = v0, r(µi) = vi = s(νi).
Suppose |µi| = mi, |νj | = lj . If α ∈ E
n is a path with s(α) = vi, r(α) = vj then
µiανj ∈ E
n+mi+lj
l (v0) is a loop at v0. The map α 7→ µiανj is not necessarily
injective, but there exist at most k0 paths in E
n that have the same image in
E
n+mi+lj
l (v0) under the map, where k0 = maxi,j{mi + lj}. Hence we have
|En| ≤ k0 ·
∣∣ ∪0≤i,j≤k−1 En+mi+ljl (v0)
∣∣ ≤ k0k2max
i,j
|E
n+mi+lj
l (v0)|.
On the other hand, for each n, there exists a kn ∈ {0, . . . , k0} such that
|En+knl (v0)| = maxi,j
|E
n+mi+lj
l (v0)|.
Then |En| ≤ k0k
2|En+knl (v0)| and it follows that
lim sup
n→∞
1
n
log |En| ≤ lim sup
n→∞
1
n
log |Enl (v0)|.
(b) Note first that
|En(v)| =
∣∣ ∪nk=0 {αβ | α ∈ Ekr (v⋆), β ∈ En−ks (v0)}
∣∣
=
n∑
k=0
∣∣Ekr (v⋆)
∣∣ ∣∣En−ks (v)
∣∣ =
n∑
k=0
∣∣(tE)ks (v⋆)
∣∣ ∣∣En−ks (v)
∣∣.
Then
E(v, z) =
∑
n
( n∑
k=0
|(tE)ks (v
⋆)| |En−ks (v)|
)
zn
=
(∑
n
|(tE)ns (v
⋆)|zn
)(∑
n
|Ens (v)|z
n
)
= (tE)s(v
⋆, z) · Es(v, z),
so that the radius of convergence RE of E(v, z) is equal to min
{
R(tE)⋆s , REs
}
. Thus
R−1E = max
{
R−1(tE)⋆s
, R−1Es
}
.
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But Proposition 3.2 gives
log
(
R−1(tE)⋆s
)
≤ hb(
tE),
and also by definition log(R−1Es ) = hb(E). Therefore
lim sup
n→∞
1
n
log |En(v)| = log(R−1E ) ≤ max{hb(
tE), hb(E)}.

Let E be an irreducible infinite graph and let DE be the commutative C
∗-
subalgebra of C∗(E) generated by the projections {pα = sαs
∗
α | α ∈ E
∗}. Then
DE = span{pα | α ∈ E
∗} and the map
w : DE → C0(XE), w(pα) = χ[α],
is a C∗-isomorphism [11]. Here χ[α] is the characteristic function on the cylinder
set [α] = {β ∈ XE | β = αβ
′} which is both open and closed. Furthermore, from
the proof of Theorem 2.4 we know that htop(X¯E) = ht(ΦE |DE ). Put
AE := span{ sαs
∗
β | α, β ∈ E
∗, |α| = |β| }.
Then AE is a ΦE-invariant AF C
∗-subalgebra of C∗(E) with DE ⊂ AE , hence
ht(ΦE |DE ) ≤ ht(ΦE |AE ).
Also, for each v ∈ E0, AE contains a ΦE-invariant AF subalgebra AE(v),
AE(v) := span{ sαs
∗
β | r(α) = r(β) = v, |α| = |β| }.
Lemma 3.6. Let v be a vertex of an irreducible graph E with at least two vertices
and let n ≥ 1. Then the elements in the set
ω(n, v) =
{
sαs
∗
β
∣∣ r(α) = r(β) = v, |α| = |β| ≤ n}
are linearly independent.
Proof. We prove the assertion by induction on n. For n = 1, suppose
x =
∑
e,f∈E1
r(e)=r(f)=v
λefses
∗
f + λ0pv = 0.
If e0 and f0 are edges with r(e0) = r(f0) = v and either s(e0) 6= v or s(f0) 6= v
then s∗e0pvsf0 = 0, hence
0 = s∗e0xsf0 = λe0f0(s
∗
e0se0)(s
∗
f0sf0) = λe0f0pv,
thus λe0f0 = 0. Similarly, λef = 0 if e and f are loops at v and e 6= f . Then x
becomes
x =
∑
e∈E1
l
(v)
λeeses
∗
e + λ0pv = 0.
By irreducibility of E and the assumption that |E0| > 1, there exists an edge f
with s(f) = v, r(f) 6= v. Then sfs
∗
fx = λ0sfs
∗
f = 0, so that λ0 = 0 and we have
x =
∑
e∈E1
l
(v) λeeses
∗
e = 0. Since the projections {ses
∗
e | e ∈ E
1
l (v)} are mutually
orthogonal, it follows that λee = 0 for each e ∈ E
1
l (v).
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Now suppose that the assertion is true for n− 1. If
x =
∑
|α|=|β|≤n
r(α)=r(β)=v
λαβsαs
∗
β = 0, λαβ ∈ C,
then for an edge e ∈ E1 we have
0 = s∗exse =
∑
α=eα′
β=eβ′
λαβs
∗
esαs
∗
βse =
∑
|α′|=|β′|≤n−1
λ(eα′)(eβ′)sα′(sβ′)
∗.
Note that the elements sα′(sβ′)
∗ appearing in the sum are distinct. Thus by induc-
tion hypothesis, one sees that λ(eα′)(eβ′) = 0. But the edge e was arbitrary, and so
we conclude that the coefficients λαβ are all zero. 
Proposition 3.7. (cf. [4, Proposition 2.6]) Let Φ : A→ A be a contractive cp map
of an exact C∗-algebra A. If {ωλ}λ∈Λ is a net (partially ordered by inclusion) of
finite subsets in A such that the linear span of ∪λ,l∈Z+Φ
l(ωλ) is dense in A then
ht(Φ) = sup
λ
ht(Φ, ωλ).
Theorem 3.8. Let E be an irreducible infinite graph. Then for each v ∈ E0,
ht(ΦE |AE(v)) ≤ hb(
tE).
Proof. Let An(v) be the C
∗-subalgebra of AE(v) generated by ω(n, v). Then from
sαs
∗
β · sµs
∗
ν =


sαµ′s
∗
ν , if µ = βµ
′,
sαs
∗
νβ′ , if β = µβ
′,
0, otherwise,
we see that An(v) = span(ω(n, v)) is finite dimensional.
Since {ω(n, v)}n is an increasing sequence of finite subsets in AE(v) such that
the linear span of ∪nω(n, v) is dense in AE(v), by Proposition 3.7 it suffices to show
that
ht(ΦE , ω(n, v)) ≤ hb(
tE), n ∈ N.
Set E∗l (v) := ∪k≥0E
k
l (v) and r(n) := | ∪
n
k=0 E
k
r (v) |. Fix n0 ∈ N, and define a map
φ : ω(n0, v)→Mr(n0) by
φ(sαs
∗
β) =
∑
|αγ|≤n0
γ∈E∗l (v)
e(αγ)(βγ),
where {eµν} is the standard matrix units of of the matrix algebra Mr(n0). Since
the elements in ω(n0, v) are linearly independent by Lemma 3.6, one can extend
the map to the linear map φ : An0(v) → Mr(n0). Now we show that φ is in fact a
∗-isomorphism. To prove that it is a ∗-homomorphism, we only need to see that
φ((sαs
∗
β)(sµs
∗
ν)) = φ(sαs
∗
β)φ(sµs
∗
ν).
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If β = µβ′, then sαs
∗
βsµs
∗
ν = sα(sνβ′)
∗ and
φ(sαs
∗
β)φ(sµs
∗
ν) =
∑
|αγ|≤n0
γ∈E∗l (v)
e(αγ)(µβ′γ) ·
∑
|µδ|≤n0
δ∈E∗l (v)
e(µδ)(νδ)
=
∑
|αγ|≤n0
γ∈E∗l (v)
e(αγ)(νβ′γ) = φ(sα(sνβ′)
∗) = φ(sαs
∗
βsµs
∗
ν).
If µ = βµ′, a similar proof works. Otherwise, φ((sαs
∗
β)(sµs
∗
ν)) = 0 = φ(sαs
∗
β)φ(sµs
∗
ν).
In order to show that φ is injective, let φ(
∑
α,β λαβ sαs
∗
β) = 0. Then
∑
α,β
λαβφ(sαs
∗
β) =
∑
α,β
λαβ
( ∑
|αγ|≤n0
γ∈E∗l (v)
e(αγ)(βγ)
)
= 0.
But the vectors,
∑
|αγ|≤n0
γ∈E∗l (v)
e(αγ)(βγ) (r(α) = r(β) = v, |α| = |β| ≤ n0), are linearly
independent in Mr(n0). In fact, if A :=
∑
α,β λαβ
(∑
|αγ|≤n0
γ∈E∗l (v)
e(αγ)(βγ)
)
= 0, then
evvAevv = λvvevv = 0, that is, λvv = 0, and for any α, β ∈ E
1
r (v), eααAeββ =
λαβeαβ = 0, hence λαβ = 0. Repeating the process one has λαβ = 0 for any
α, β ∈ ∪n0k=0E
k
r (v). Therefore
∑
α,β λαβ sαs
∗
β = 0, and the map φ is injective. The
surjectivity of φ follows from dim(An0(v)) = r(n0)
2. We simply write φ for φ :
An0+l(v)→Mr(n0+l) (l ≥ 0), and φ¯ for its contractive cp extension to AE(v) that
exists by Arveson’s extension theorem.
For each n ∈ N and 0 ≤ l ≤ n− 1, note that
∪n−1l=0 Φ
l
E(ω(n0, v)) ⊆ span(ω(n0 + n− 1, v)).
Then the element
(φ¯, ψ := φ−1 ,Mr(n0+n−1)) ∈ CPA(id,AE(v))
satisfies ψ ◦ φ¯|ω(n0+n−1,v) = idω(n0+n−1,v). Thus for each δ > 0
rcp(id, ω(n0 + n− 1, v), δ) ≤ r(n0 + n− 1),
and so
ht(ΦE |AE(v), ω(n0, v), δ) ≤ lim sup
n→∞
1
n
log(r(n0 + n− 1))
= lim sup
n→∞
1
n
log(r(n))
= lim sup
n→∞
1
n
log
∣∣ ∪nk=0 Ekr (v)
∣∣
= hb(
tE).
For the last equality, note that if k ≤ n then
∣∣Ekr (v)
∣∣ ≤ ∣∣Enr (v)
∣∣, hence ∣∣ ∪nk=0
Ekr (v)
∣∣ ≤ (n+ 1) · ∣∣Enr (v)
∣∣. 
Since hl(E) = supE′⊂E h(XE′) is well known (see [13, Proposition 7.2.6]), we
see from Theorem 2.4 and its proof that hl(E) ≤ ht(ΦE |AE ) holds. The following
theorem gives an upper bound for ht(ΦE |AE ).
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Theorem 3.9. Let E be an irreducible infinite graph and AE be the AF subalgebra
of C∗(E) generated by the partial isometries {sαs
∗
β | α, β ∈ E
∗, |α| = |β|}. Then
ht(ΦE |AE ) ≤ max{hb(
tE), hb(E)}.
Proof. Let E0 = {v1, v2, · · · }. For each n0 ∈ N and n1 ∈ Z
+ = {0} ∪ N, put
ω(n0, n1) :=
{
sαs
∗
β
∣∣α, β ∈ En1 , r(α) = r(β) ∈ {v1, · · · , vn0}
}
,
ωΣ(n0, n1) :=
{∑
sαis
∗
βi
∣∣ sαis∗βi ∈ ω(n0, n1)
}
.
Note that ωΣ(n0, n1) is not the linear span of ω(n0, n1). Then {ωΣ(n0, n1) | n0 ∈
N, n1 ∈ Z
+} is a net of finite subsets in AE which is partially ordered by inclusion.
In fact, given two finite sets ωΣ(n0, n1), ωΣ(m0,m1) (n1 ≤ m1), one may write each
element sαs
∗
β ∈ ω(n0, n1) as
sαs
∗
β = sα(
∑
|µ|=m1−n1
sµs
∗
µ)s
∗
β =
∑
sαµ(sβµ)
∗ ∈ ωΣ(m2,m1),
where m2 > max{n0,m0} is an integer large enough so that r(αµ) ∈ {v1, · · · , vm2}
for any αµ appearing in the last sum, then clearly ωΣ(n0, n1) ∪ ωΣ(m0,m1) is
contained in ωΣ(m2,m1).
Since the linear span of the set ∪n0,n1,nΦ
n
E(ωΣ(n0, n1)) is dense in AE , by Propo-
sition 3.7, we show that for each finite set ωΣ(n0, n1),
ht(ΦE , ωΣ(n0, n1)) ≤ max{hb(
tE), hb(E)}.
If sαs
∗
β ∈ ω(n0, n1), r(α) = r(β) = v, then for l ≤ n− 1,
ΦlE(sαs
∗
β) =
∑
|µ|=l
sµαs
∗
µβ =
∑
|µ|=l
sµα(
∑
|ν|=n−l
s(ν)=v
sνs
∗
ν)s
∗
µβ =
∑
|µαν|=n+n1
|µ|=l
sµαν(sµβν)
∗,
because pv =
∑
|ν|=n−l
s(ν)=v
sνs
∗
ν . Hence one sees that
∪n−1i=0 Φ
i
E(ωΣ(n0, n1)) ⊆
{ ∑
|µαν|=n+n1
sµαν(sµβν)
∗
∣∣ sαs∗β ∈ ω(n0, n1)
}
.
Since the set {sµs
∗
ν | µ, ν ∈ ∪
n0
i=1E
n1+n(vi)} forms a matrix units, it generates the
C∗-subalgebra of AE which is isomorphic to Mkn , where kn = | ∪
n0
i=1 E
n1+n(vi)|.
Let
ρn : span{sαs
∗
β | α, β ∈ ∪
n0
i=1E
n1+n(vi)} →Mkn
be a ∗-isomorphism with the inverse ρ−1. Then by Arveson’s extension theorem
ρ extends to a contractive cp map ρ¯ : AE → Mkn , so that we obtain an element
(ρ¯, ρ−1,Mkn) ∈ CPA(id,AE) such that ‖ρ
−1 ◦ ρ¯(x)− x‖ = 0 if
x ∈ ∪n−1i=0 Φ
i
E(ωΣ(n0, n1)) ⊆ span{sαs
∗
β | α, β ∈ ∪
n0
i=1E
n1+n(vi)}.
Hence
rcp
(
∪n−1i=0 Φ
i
E(ωΣ(n0, n1)), δ
)
≤ kn
holds for any δ > 0. Thus
ht(ΦE , ωΣ(n0, n1)) ≤ lim sup
n→∞
1
n
log(kn).
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On the other hand, the irreducibility of E implies that there is an N such that
|En1+n(vi)| ≤ |E
n1+n+N (v1)| for 1 ≤ i ≤ n0. Hence kn = | ∪
n0
i=1 E
n1+n(vi)| ≤
n0|E
n1+n+N (v1)|. Therefore
lim sup
n→∞
1
n
log kn ≤ lim sup
n→∞
1
n
log |En(v1)|,
and the assertion then follows from Proposition 3.5(b). 
Example 3.10. Let E := E{rn},{ln} be a Salama’s infinite irreducible graph (see
[18]). We assume here that ln + 1 ≤ ln+1 for each n. There are rk edges from the
vertex k − 1 to k, and there is only one path (of length lk − lk−1) from the vertex
vk to vk−1.
✖✕
✗✔
0
r
r ·
r
1
v1
r
2
v2
r
3
v3
r
4
v4
r
r r · r r · r r · r r r r✛ . . . ✛ ✛ . . . ✛ ✛ . . . ✛ ✛ . . . ✛
❯ ✲ ✲ ✲ ✲ ✲
✻ ✻ ✻ ✻
✚✚❂
···
✚✚❂
· · · · · · →
r1 r2 r3 r4 r5
E
l1 − 1
l2 − l1 l3 − l2 l4 − l3
Note that for each n, |Enr (0
⋆)| ≤ |Ens (0
⋆)|, which then implies by Proposition 3.2
that
hb(
tE) ≤ hb(E).
Thus from Theorem 3.9, we have
ht(ΦE |AE ) ≤ hb(E).
In particular, if Ep := Ep,p (p > 1) is an irreducible infinite graph of Salama
satisfying hl(Ep) = hb(Ep) = log p, we have
ht(ΦEp |AEp ) = log p.
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