Abstract. We study Toeplitz operators on the harmonic Bergman spaces on bounded smooth domains. Two classes of symbols are considered; one is the class of positive symbols and the other is the class of uniformly continuous symbols. For positive symbols, boundedness, compactness, and membership in the Schatten classes are characterized. For uniformly continuous symbols, the essential spectra are described.
§1. Introduction
Throughout the paper, Ω ⊂ R n (n ≥ 2) denotes a fixed bounded domain with C ∞ -boundary. For 1 ≤ p < ∞, the harmonic Bergman space b p = b p (Ω) is the set of all complex-valued harmonic functions f on Ω for which
Here and elsewhere, V denotes the Lebesgue volume measure on Ω. We will also use the notation dy = dV (y) for simplicity. Also, we let b ∞ denote the space of all bounded harmonic functions on Ω.
As is well known, b p is a closed subspace of L p = L p (Ω, V ) and hence a Banach space. In particular, b 2 is a Hilbert space. Each point evaluation is easily verified to be a bounded linear functional on b 2 . Hence, for each x ∈ Ω, there exists a unique function R(x, ·) ∈ b 2 which has the following reproducing property:
for all f ∈ b 2 (Ω). Let Q be the Hilbert space orthogonal projection from L 2 onto b 2 . The reproducing kernels R(x, ·) are known to be symmetric and real-valued. See [1] for more information and related facts. Hence, the reproducing property mentioned above yields the following integral representation of Q:
Qψ(x) = Ω ψ(y)R(x, y) dy (x ∈ Ω) (1.1) for functions ψ ∈ L 2 . For each fixed x ∈ Ω, the function R(x, ·) is known to be bounded on Ω (see Lemma 2.1). Thus, the projection Q naturally extends to an integral operator via (1.1) from L 1 into the space of all harmonic functions on Ω. Moreover, for 1 < p < ∞, it is known that Q is a bounded projection from L p onto b p . See Theorem 4.2 of [5] . Using this L p -boundedness of Q, one can see that b ∞ is dense in each of b p , 1 < p < ∞ (see Lemma 2.5) .
The integral transform Q even extends to M (Ω), the space of all complex Borel measures on Ω. Namely, for each µ ∈ M (Ω), the integral
defines a function harmonic on Ω (harmonicity can be checked by using Lemma 2.1 below). For µ ∈ M (Ω), the Toeplitz operator T µ with symbol µ is defined by
for f ∈ b ∞ . In case µ = ϕ dV , we will write T µ = T ϕ . Note that T µ is densely defined on b p for each 1 < p < ∞.
In this paper, we consider two classes of symbols. One is the class of positive symbols and the other is the class of uniformly continuous symbols. For positive symbols, we give characterizations for corresponding Toeplitz operators to be bounded, compact and in the Schatten classes. For uniformly continuous symbols, we find the essential spectra of corresponding Toeplitz operators. Previously, Toeplitz operators with positive or uniformly continuous symbols were studied in [4] , [6] , [8] on the ball; see [2] for results on the half-space. Our results show that previously known results continue to hold for general bounded smooth domains.
In Section 2 several preliminary facts are collected. Section 3 is devoted to results concerning positive symbols. Section 4 is devoted to results concerning uniformly continuous symbols.
Constants. We will use the same letter C to denote various positive constants, often with subscripts indicating dependency, which may change at each occurrence. We will often abbreviate inessential constants involved in inequalities by writing A B for positive quantities A and B if the ratio A/B has a positive upper bound. Also, we write A ≈ B if A B and B A. The main ingredients to our work in this paper are fundamental estimates obtained by Kang and Koo [5] . So, in this section, we recall some results in [5] and prove some basic consequences.
We let r(x) = dist(x, ∂Ω) for x ∈ Ω. Also, for x, y ∈ Ω, we define
Note that our definition of r is slightly different from that in [5] . In [5] the definition of r requires some smoothness off the boundary of Ω. However, as far as estimates in Lemma 2.1 and Lemma 2.2 are concerned, those two definitions does not make any difference. We first recall a couple of results in [5] . The first one is the size estimates of derivatives of the reproducing kernels. In the following we use the conventional multi-index notations. That is, for an ordered n-tuple α = (α 1 , · · · , α n ) of nonnegative integers, we let |α| = α 1 + · · · + α n and
Lemma 2.1. Given multi-indices α and β, there exists a constant
for x, y ∈ Ω. Moreover, there exists a constant C such that
Proof. See Theorem 1.1 of [5] .
The second one is the integral estimates which, together with Lemma 2.1, enable us to estimate integral behavior of the reproducing kernels.
Lemma 2.2. For s, t ≥ 0 with s + t > 0 and t < 1, there exists a constant C s,t such that Our first observation is that the estimate (2.2) remains valid for points x, y sufficiently close to each other. To be more precise, let E δ (x) = {y ∈ Ω : |x − y| < δr(x)} for 0 < δ < 1 and x ∈ Ω. Since δ < 1, we note that E δ (x) is the euclidean ball with center at x and radius δr(x). We then have the following. Lemma 2.3. There exist some δ 0 ∈ (0, 1) and a constant C such that
Proof. Let x ∈ Ω and y ∈ E δ (x) for δ to be chosen later. Then, we have by (2.1)
where ∇ z denotes the gradient with respect to z-variable. It follows from
Now, taking δ small enough, we have
This shows the lower estimate. The upper estimate is a consequence of (2.1). The proof is complete.
Next, we estimate the L p -norms of the reproducing kernels.
Lemma 2.4. Let 1 < p < ∞. Then there is a constant C p such that
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Proof. Let x ∈ Ω. It follows from Lemma 2.1 and Lemma 2.2 that
For the converse inequality, fix δ 0 provided by Lemma 2.3. Then, we have
The proof is complete.
Next, we prove the density of b ∞ in b p . We will use the L p -boundedness of the projection Q for 1 < p < ∞, which is mentioned in the introduction.
Proof. Let 1 < p < ∞ and f ∈ b p . For > 0, we let f = f χ Ω where Ω = {x ∈ Ω : r(x) ≥ }. By Lemma 2.1, one can see Qf ∈ b ∞ for each . Moreover, by boundedness of Q, we have
for each . Since the last term above goes to 0 as → 0, we have the desired result. The proof is complete.
We remark in passing that Lemma 2.5 remains valid for p = 1. This can be seen by constructing nonorthogonal L 1 -bounded projections, which were not considered in [5] . Finally, we need the dualities. Given 1 < p < ∞, the exponent p will always denote the conjugate exponent of p, i.e.,1/p+1/p = 1.
Proof. See Corollary 4.3 of [5] . §3. Positive Toeplitz operators
In this section, we consider positive symbols and give characterizations for corresponding Toeplitz operators to be bounded, compact and in the Schatten classes. Our characterizations will be in terms of Carleson measures.
Let 1 ≤ p < ∞. Given a finite positive Borel measure µ on Ω (we will simply write µ ≥ 0), we say that µ is a Carleson measure on b p if there exists a constant C > 0 such that
for all f ∈ b p . So, µ is a Carleson measure on b p if and only if the inclusion
In order to describe Carleson measures on b p , we need notions of averaging functions and Berezin transforms. Let µ ≥ 0. For δ ∈ (0, 1), the averaging function µ δ of µ over the balls E δ (x) is defined by
Also, for 1 < p < ∞, we define the Berezin p-transformμ p on Ω bỹ
where
is the L p -normalized reproducing kernel.
As is the case on various other settings, Carleson measures will be characterized in terms of averaging functions and Berezin transforms.
Lemma 3.1. Let δ ∈ (0, 1). Then we have
Proof. Let x ∈ Ω and y ∈ E δ (x). Then, for any ζ ∈ ∂Ω, we have
Hence, taking the infimum over all ζ ∈ ∂Ω, we have the second inequality. The first inequality can be verified similarly. The proof is complete.
Lemma 3.2. Let δ, ∈ (0, 1). Then, there exist constants C δ, such that the following hold for all µ ≥ 0 and x ∈ Ω.
Proof. Let µ ≥ 0 and x ∈ Ω. Note that if y ∈ E
1+
(w), then w ∈ E (y) by Lemma 3.1. In other words, we have
for w, y ∈ Ω. Here, χ E denotes the characteristic function of E. It follows that
Thus, in order to prove (a), it remains to show inf
To see this, let w ∈ E δ (x) and write w = x + tζ where 0 ≤ t < δr(x) and |ζ| = 1.
(w) contains the ball with center at w − 2(1+ ) r(w)ζ and radius 2(1+ ) r(w). Thus, by Lemma 3.1, we have (3.1) as desired. So, (a) holds. Also, (b) follows from (a) and Lemma 3.1. The proof is complete.
As an easy consequence of Lemma 3.2, we have the following. Corollary 3.3. Let µ ≥ 0. If µ is bounded for some ∈ (0, 1), then so is µ δ for all δ ∈ (0, 1).
We also need a decomposition of Ω whose proof is essentially the same as that of Lemma of Covering in [7] . So, we omit the details.
Lemma 3.4. Let δ ∈ (0, 1). Then, there exists a sequence {a i } in Ω satisfying the following two conditions:
There is a positive integer N such that each E δ (a i ) intersects at most N of the balls E δ (a i ).
Note. In what follows, the sequence {a i } will always refer to the sequence chosen in Lemma 3.4. Note that a i → ∂Ω as i → ∞. Now, we characterize Carleson measures on b p in terms of averaging functions and Berezin transforms.
Theorem 3.5. Let 1 < p < ∞ and δ ∈ (0, 1). For µ ≥ 0, the following conditions are all equivalent.
(a) µ is a Carleson measure on b p .
Note that conditions (a) and (b) are independent of δ, while conditions (c) and (d) are independent of p. Thus, the notion of Carleson measures on b p is independent of 1 < p < ∞. So, we will simply say that µ ≥ 0 is a Carleson measure if one of the four conditions above holds for µ.
Proof. Since each k a,p has L p -norm 1, the implication (a) ⇒ (b) follows immediately.
Next, suppose (b) and show (c). To prove (c), we only need to consider δ sufficiently small by Corollary 3.3. So, assume δ = δ 0 where δ 0 is the number provided by Lemma 2.3. Let a ∈ Ω. By Lemma 2.3 and Lemma 2.4, we have
Now, since V (E δ (a)) ≈ r(a) n , we have (c).
Clearly, we have (c) ⇒ (d).
Finally, suppose (d) and show (a). Let f ∈ b p . First note that
|f | p dV for x ∈ Ω. This, together with Lemma 3.1, yields
for a ∈ Ω. Now, by Lemma 3.4, we have
Hence, µ is a Carleson measure on b p . The proof is complete. The above proof shows that the implications (c) ⇒ (d) ⇒ (a) still hold for p = 1. So, we have the following, which will be used in the characterization of bounded positive Toeplitz operators. Also, by carefully examining the proof above, one can see that the following equivalences between various quantities. Corollary 3.7. Let 1 < p < ∞ and δ ∈ (0, 1). For µ ≥ 0, we have
Having Theorem 3. 
−n dy for x ∈ Ω and therefore
In the meantime, by Lemma 2.2, we have
It follows from Fubini's theorem and Lemma 2.2 again that
This justifies interchanging the order of integrations below. Now, for f, g ∈ b ∞ , we have 
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The proof is complete. Now, we characterize positive bounded Toeplitz operators.
Theorem 3.9. Let µ ≥ 0 and 1 < p < ∞. Then, the following two conditions are equivalent.
Moreover, ||T µ || is equivalent to any of quantities in Corollary 3.7.
Proof. First assume that T µ is bounded on b p . Let a ∈ Ω. By Proposition 8.1 of [1] we have
On the other hand, by Lemma 2.4, we have
Combining these two, we have
Now, let δ = δ 0 where δ 0 is the number provided by Lemma 2.3. Then, we have by Lemma 2.3 and (3.3)
This is true for all a ∈ Ω and constants abbreviated above are independent of a. Thus, we have sup a∈Ω µ δ (a) ||T µ || and thus µ is a Carleson measure by Theorem 3.5. Now, suppose that µ is a Carleson measure. Let f, g ∈ b ∞ (Ω). By Lemma 3.8 and Corollary 3.7, we have
where the last inequality holds, because µ is a Carleson measure. Since b ∞ is dense in both b p and b p by Lemma 2.5, a duality argument using Lemma 2.6 shows that T µ is bounded on b p and ||T µ || sup a∈Ω µ δ (a). The proof is complete.
Next, we give the corresponding characterization for compact positive Toeplitz operators. In order to do so, we need the notion of vanishing Carleson measures. For µ ≥ 0 and 1 < p < ∞, we say that µ is a vanishing Carleson measure on b p if the inclusion
whenever f k → 0 weakly in b p . To characterize vanishing Carleson measures on b p , we first need the following.
Proof. Let f ∈ b p . Using Lemma 2.4, we have
as a → ∂Ω. The proof is complete. Now, we have a characterization for vanishing Carleson measures.
Theorem 3.11. Let 1 < p < ∞ and δ ∈ (0, 1). For µ ≥ 0, the following conditions are all equivalent. One can see from the theorem above that the notion of vanishing Carleson measures on b p is also independent of 1 < p < ∞. So, we will simply say that µ ≥ 0 is a vanishing Carleson measure if one of the four conditions above holds for µ.
Proof. Since k a,p → 0 weakly in b p as a → ∂Ω by Lemma 3.10, we clearly have (a) ⇒ (b).
Next, we assume (b) and show (c). By (3.2) we have 
for any i, j. Here, N is the positive integer provided by Lemma 3.4. Since f k → 0 weakly in b p , one can easily see that f k → 0 uniformly on compact subsets of Ω and {f k } is bounded in L p -norm. Thus, fixing j and taking the limit k → ∞ in (3.4), we obtain lim sup
for each j. Note that we have by assumption sup i≥j µ δ (a i ) → 0 as j → ∞. Thus, taking the limit j → ∞, we conclude lim sup
Namely, µ is a vanishing Carleson measure, as desired. The proof is complete.
As a result corresponding to Theorem 3.9, we characterize compact positive Toeplitz operators in terms of vanishing Carleson measures. Proof. First, suppose that T µ is compact. By Lemma 2.4, we have
for all a ∈ Ω. On the other hand, since k a,p → 0 weakly in b p as a → ∂Ω by Lemma 3.10, Hölder's inequality and compactness of T µ yield
Thus, by (3.5), (3.6) and Theorem 3.11, we conclude that µ is a vanishing Carleson measure. Now, suppose that µ is a vanishing Carleson measure. For > 0, let µ = χ Ω dµ where Ω = {x ∈ Ω : r(x) ≥ }. Since each µ is supported on a compact subset of Ω, one can easily verify that the corresponding Toeplitz operator T µ is compact. Hence, in order to show the compactness of T µ , it is sufficient to show that T µ → T µ in the operator norm.
Let τ = µ − µ . Fix δ ∈ (0, 1). Note that if a ∈ Ω and r(a) ≥ 1−δ , then E δ (a) ⊂ Ω by Lemma 3.1. Therefore, we have
where the convergence holds by Theorem 3.11. Now, since T µ − T µ = T τ , we conclude by Theorem 3.9
as desired. The proof is complete.
We now turn to the characterization of positive Schatten class Toeplitz operators. Before proceeding, let's review briefly some basic facts about Schatten class operators.
For a compact operator T on a separable Hilbert space X, let {s m (T )} be the nonzero eigenvalues (listed by multiplicity) of |T | = (T * T ) 1/2 arranged so that the sequence is non-increasing, where T * denotes the Hilbert space adjoint of T . This sequence is called the singular value sequence of T . For 1 ≤ p < ∞, we say T is a Schatten p-class operator if
https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0027763000008837 Let S p (X) be the space of all Schatten p-class operators on X. As is well known, S p (X) is a Banach space with the above norm and is a two-sided ideal in the space of all bounded linear operators on X.
Also, for T ∈ S 1 (X) and an orthonormal basis {e m } for X, the sum
is absolutely convergent and independent of the choice of {e m }. The sum above is called the trace of T . If T ∈ S p (X) and T ≥ 0, we have
See [9] , for example, for more information and related facts.
In the rest of this section we use the notations S p = S p (b 2 ),μ =μ 2 and k x = k x,2 for simplicity. Also, the measure dλ is defined on Ω by
Note that ||R(x, ·)|| 2 2 = R(x, x). Hence, using the same arguments of Lemma 13 in [10] , we have
for every T ∈ S 1 .
We now give a characterization of Schatten class positive Toeplitz operators on b 2 (Ω).
Theorem 3.13. Let 1 ≤ p < ∞ and δ ∈ (0, 1). For µ ≥ 0, the following conditions are all equivalent.
Moreover, we have Proof. First, suppose (a) and show (b). Since T µ ≥ 0, it follows from (3.7) that
It follows from Proposition 6.3.3 of [9] and Lemma 3.8 that
so we have (b). Next, suppose (b) and show (c). Fix δ = δ 0 where δ 0 is the number provided by Lemma 2.3. By Lemma 2.1 and Lemma 2.4, we have
So, we have (c) for a small δ. But, a simple application of Lemma 3.2 shows that (c) holds for all δ. Now, suppose (c) and show (d). By Lemma 3.2 and Jensen's inequality, we have
Summing up all these together, we have
where N is the positive integer provided by Lemma 3.4. Thus, we have (d). Finally, suppose (d) and show (a). First, consider the case p = 1. By (3.7) and Lemma 3.8, we have
Thus, by Lemma 2.1 and Lemma 3.1, we have
where H ϕ denotes the "Hankel" operator extended to the whole L p . This shows that M p is an algebra. Next, we show that M p contains all the polynomials. So, let ϕ be a polynomial and consider an integral operator T defined by
for f ∈ L 1 . Note that, when restricted to b p , T reduces to
We claim that T : L q → L q is compact for q > n. So, let q > n. Note that |ϕ(x) − ϕ(y)| |x − y| for x, y ∈ Ω. Thus, by Lemma 4.1, it is sufficient to show that 
Now, since M p is a closed subalgebra of C(Ω) containing all the polynomials, we conclude M p = C(Ω) by the Stone-Weierstrass theorem. The proof is complete.
As a consequence of Theorem 4.2, we have the following which will be used in the proof of Theorem 4.5 below. Proof. For any ϕ, ψ ∈ L ∞ , a straightforward calculation yields
where T ϕ denotes the "Toeplitz" operator extended to the whole L p . This, together with Theorem 4.2, shows the compactness of
Also, we need the following (we shall see that the converse is also true).
Proof. Without loss of generality assume ϕ ≥ 0. Since ϕ = 0 on ∂Ω, there exists a sequence {ϕ k } ⊂ C(Ω) with compact support in Ω such that ϕ k ≥ 0 and ϕ k → ϕ in L ∞ . So, T ϕ k → T ϕ in the operator norm. Since each T ϕ k is compact on b p by Theorem 3.11, we conclude that T ϕ is also compact. This completes the proof.
We now turn to the characterization of σ e (T ϕ ; b p ) for 1 < p < ∞ and ϕ ∈ C(Ω).
Theorem 4.5. Let 1 < p < ∞ and ϕ ∈ C(Ω). Then σ e (T ϕ ; b p ) = ϕ(∂Ω).
Proof. Fix p. First, we show ϕ(∂Ω) ⊂ σ e (T ϕ ; b p ). Let η ∈ ϕ(∂Ω) and assume η = ϕ(ζ) for some ζ ∈ ∂Ω. For simplicity, assume η = 0; consider otherwise ϕ − η. Suppose that T ϕ is Fredholm on b p . Then, there exists a bounded linear operator S on b p such that ST ϕ − I is compact on b p . Since k x,p → 0 weakly in b p as x → ∂Ω by Lemma 3.10, we have ||ST ϕ k x,p − k x,p || p → 0 as x → ∂Ω. In particular, since each k x,p has L p -norm 1, we have
On the other hand, by Lemma 2.1 and Lemma 2.4, we have for each δ > 0. Note that the constant abbreviated in the inequity above is independent of δ. Since ϕ ∈ C(Ω), M δ → 0 as δ → 0. Now, take δ → 0 to get ||ST ϕ (k x,p )|| p → 0 as x → ζ, which is a contradiction to (4.2). Next, we show σ e (T ϕ ; b p ) ⊂ ϕ(∂Ω). Let η / ∈ ϕ(∂Ω) and assume η = 0, as above. We need to show that T ϕ is Fredholm on b p . Take ψ ∈ C(Ω) such that ϕψ = 1 on ∂Ω. Then, T 1−ϕψ is compact on b p by Lemma 4.4. Note
It follows from Corollary 4.3 that T ψ T ϕ − I is compact on b p . Similarly, we see T ϕ T ψ − I is compact on b p . So, T ϕ is Fredholm on b p , as desired. The proof is complete.
As an immediate application, we have the following. Proof. The assertion (4.3) follows from Theorem 4.5 and the spectral radius formula. It is easily seen that T * ϕ = T ϕ . Thus, by Corollary 4.3, we see that T ϕ is normal in the Calkin algebra of b 2 . Hence, the equality holds in (4.3) for p = 2. The second part of the corollary follows from (4.3) and Lemma 4.4. The proof is complete.
