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Abstract A numerical investigation of the transonic steady-state aerodynamics and of the two-degree-of-freedom
bending/torsion flutter characteristics of the NLR 7301 section is carried out using a time-domain method. An
unsteady, two-dimensional, compressible, thin-layer Navier–Stokes flow-solver is coupled with a two-degree-
of-freedom structural model. Fully turbulent flows are computed with algebraic or one-equation turbulence
models. Furthermore, natural transition is modeled with a transition model. Computations of the steady
transonic aerodynamic characteristics show good agreement with Schewe’s experiment after a simplified
accounting for wind-tunnel interference effects is used. The aeroelastic computations predict limit-cycle flutter
in agreement with the experiment. The computed flutter frequency agrees closely with the experiment but the
computed flutter amplitudes are an order of magnitude larger than the measured ones. This discrepancy is
likely due to the omission of the full wind-tunnel interference effects in the computations.  2001 Éditions
scientifiques et médicales Elsevier SAS
unsteady transonic flows / flutter / transition-turbulence
Zusammenfassung Transsonsische Flatter-Rechnungen für das superkritische Profil NLR 7301. Der vorliegende Beitrag
stellt die Ergebnisse einer numerischen Studie zum transsonsischen Flatterverhalten des NLR 7301-Profils
vor. Mittels eines Zeitschrittverfahrens wurden die Flattercharakteristika für eine Schwingungsform mit zwei
Freiheitsgraden, Torsion und Biegung, untersucht. Das numerische Verfahren löst die zweidimensionalen,
instationären und nichtlinearen thin-layer Navier–Stokes-Gleichungen, die zur Simulation der Aeroelastik mit
einem Strukturmodell gekoppelt sind. Die Turbulenzmodellierung erfolgt sowohl mit einem algebraischen als
auch mit Eingleichungsmodellen unter Einbindung eines Transitionsmodells.
Durch Berücksichtigung des Einflußes der Windkanalwände auf die Strömung in Form einer korrigierten
Anströmmachzahl und eines korrigierten Anströmwinkels konnte für die stationäre Stromung eine gute
Übereinstimmung zwischen numerischer Simulation und den Meßwerten von Schewe erreicht werden.
Die instationaren aeroelastischen Rechnungen ergaben in Übereinstimmung mit dem Experiment Limit-
Cycle-Flattern. Während die berechneten Frequenzen annähernd den experimentell ermittelten entsprachen,
waren die numerisch vorhergesagten Amplituden um eine Großenordnung höher als im Experiment. Diese
Abweichung ist darauf zurückzuführen, dass für die instationären Rechnungen die Windkanalwandeinflüße
nicht berücksichtigt wurden.  2001 Éditions scientifiques et médicales Elsevier SAS
instationäre transsonische Strömung / Flattern / Transition-Turbulenz
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Nomenclature
a∞ = free stream speed of sound
c = chord length
Cl = lift coefficient per unit span
Cm = moment coefficient per unit span
Cp = pressure coefficient
Dh = plunge-damping coefficient
Dα = pitch-damping coefficient
e = total energy per unit volume
f = frequency in Hertz
h = bending displacement (positive downward)
Iα = moment of inertia about xp per unit span
kα = reduced natural pitching frequency, ωαc/U∞
k = reduced frequency, ωc/U∞
kh = reduced natural plunging frequency, ωhc/U∞
Kh = spring constant for plunging
Kα = spring constant for pitching
L = lift per unit span
m = mass of the wing per unit span
M = moment per unit span
M∞ = free-stream Mach number
Re = Reynolds number
Sα = static moment, xαm
t = time
U∞ = free-stream speed
u,w = Cartesian velocity components
x = coordinate along chord
xp = leading edge to elastic axis distance
xα = elastic axis to center of mass distance
xt = transition onset location
x˙|wall = velocity component of blade surface
y˙|wall = velocity component of blade surface
y+ = nondimensional normal wall distance
α = angle of attack
α0 = spring-neutral angle of attack
δh = non-dim. plunge-damping coef., Dh/(2
√
mKh)




ν = kinematic viscosity
νt = turbulent viscosity
ρ = density
ω = circular frequency, ω= 2πf
ωh = undamped natural bending freq.,
√
Kh/m
ωα = undamped natural torsional freq.,
√
Kα/Iα
τ = nondimensional time, ta∞/c
(˙) = differentiation with respect to t
( )′ = differentiation with respect to τ
|wall = quantity on the surface of the blade
1. Introduction
The greater proclivity of typical aircraft wings to flut-
ter at transonic flight speeds is a well recognized phe-
nomenon. Transonic flutter may also occur on propeller
and helicopter blades, and in high performance com-
pressor and turbine stages. There is therefore a great
need to develop reliable transonic flutter prediction meth-
ods. These methods must include a mathematical model
which describes the physical system closely and uses ef-
ficient, robust, and sufficiently accurate numerical tech-
niques for the solution of the governing equations. The
models must be capable of predicting the strong nonlin-
ear, viscous flow phenomena which are encountered at
transonic speeds. In turbomachinery applications, one en-
counters the additional complication that the blade chord
Reynolds number is often quite low. Therefore, improved
modeling of the transitional flow effects becomes quite
important. In many practical applications it is of interest
to predict the full three-dimensional aeroelastic behavior.
In this numerical investigation, however, we focus on the
two-dimensional flutter problem studied experimentally
by Schewe and Deyhle [20]. The assumptions used in the
mathematical model introduce some degree of simplifi-
cation but make numerical simulations feasible, cost ef-
fective, and allow the study of various factors that affect
physical modeling.
We perform numerical simulations for flutter caused
by transonic separated flow on the NLR7301 supercritical
airfoil section. The airfoil is rigid and it is considered sus-
pended by a two-degree-of-freedom spring/mass/damper
system emulating the bending and twisting of a flex-
ible wing. Measurements for this rigid airfoil section sus-
pended in a wind tunnel are available from the experi-
ments of Schewe and Deyhle [20] and Knipfer et al. [14].
The tunnel walls in the experiment were approximately
a chord length away from the airfoil surface, and even
though wall perforation was used to reduce shock-wave
reflection effects, tunnel wall interference clearly affected
both the stationary and the unsteady test results. In our
investigation we simplify the problem by omitting the
tunnel walls and attempt to match the measured surface
pressure distribution of the stationary airfoil as closely
as possible by correcting both the freestream Mach num-
ber and angle of attack. This type of correction can-
not be expected to account for wind-tunnel interference
effects during oscillatory motion. Therefore, the flutter
calculations presented in this paper cannot be expected
to yield complete agreement with Schewe’s experiment,
but should be regarded as a prediction method for the
NLR 7301 airfoil in free flight.
Mortchelewicz [15], Morton and Beran [16] and Dim-
itrievic et al. [8] analyzed subsonic/transonic airfoil flut-
ter using the Euler equations. Recent advances in com-
puter power make it possible to use the full viscous
flow equations in aeroelastic solvers in two- and pos-
sibly three-dimensional configurations. The complicated
flow physics of transonic separated flows can be captured
with advanced Navier–Stokes analysis which include so-
phisticated transition modeling and state of the art tur-
bulence models. Successful modeling of unsteady flow
effects is accomplished by capturing the inviscid nonlin-
ear flow features, the viscous effects caused by the state
of the boundary-layer, the shock/boundary-layer interac-
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tion including flow-separation, and the presence of sepa-
ration bubbles. Among others, Van Dyken et al. [23] have
shown that the boundary-layer transition has a significant
effect on the onset of flow separation, even at moderately
high Reynolds numbers. Therefore, predictions of tran-
sitional flow are essential to capture flow features, such
as separation bubbles and shock/boundary-layer interac-
tions.
Modeling of transitional and turbulent separated flow
introduces physical uncertainties. In addition, by omitting
the tunnel walls for the simulations of the experiment
of Schewe and Deyhle [20], and matching the pressure
distributions of the wing by correcting the freestream
Mach number and angle of attack for the static case,
does not imply that either instantaneous or time-averaged
surface pressure distributions for the unsteady simulation
will correspond. Therefore, complete agreement with the
flutter test results cannot be expected. The objectives of
the present numerical investigation are to demonstrate the
capability of a coupled aero-structural dynamic solver to
predict flutter based on first principles and to find out
whether viscous flow effects and separation play major
roles in flutter development.
The flow solver and the aeroelastic models have been
tested and validated extensively in previous studies for a
variety of flow conditions. For example, the flow solver
has been tested for subsonic turbulent flow by Sanz and
Platzer [19], Ekaterinaris and Menter [10], Ekaterinaris
et al. [11], and for transonic flow by Ekaterinaris et al. [9].
The aeroelastic model has been implemented and tested
by Jones and Platzer [13] for inviscid subsonic flow
calculations. In the present study, the turbulence models
proposed by Baldwin and Lomax [2] (BL), Baldwin and
Barth [3] (BB), and by Spalart and Allmaras [21] (SA)
are used to model turbulent flow regions. Transitional
flow regions are computed with the transition model of
Gostelow et al. [12] which scales the fully turbulent eddy
viscosity of these turbulence models.
The wall effects of the wind tunnel experiment of
Schewe and Deyhle [20] are taken into account in the
unbounded computational domain by progressively cor-
recting the free stream speed and the angle of attack. The
degree of simplification of the flow physics that permits
accurate capturing of shock/boundary-layer interactions
for steady-state transonic flow is investigated first. To-
wards this end, inviscid and viscous solutions are com-
puted, the effect of transitional flow modeling is investi-
gated, and various turbulence models are tested. Numeri-
cal solutions for an airfoil free to oscillate in one- or two-
degrees-of-freedom in transonic flow are obtained next.
Computed solutions are compared with Schewe’s experi-
mental data.
2. Aeroelastic solver
The aeroelastic equations can be solved numerically
in a fully coupled fashion. However, the solution process
can be decoupled by computing the aerodynamic coeffi-
cients first. Next, the aerodynamic coefficients obtained
from the aerodynamic analysis can be treated as con-
stants for the equations governing the structural dynam-
ics. Thus, the decoupled structural dynamics equations
are linear and can be typically advanced in time with a
significantly larger time step compared to the one needed
for the solution of the fluid dynamic equations. As a re-
sult, different numerical methods can be used for each set
of equations. The governing equations and the numerical
methods used for the solution of the aerodynamics and
structural dynamics are described in the following sec-
tions.
2.1. Aerodynamics
The Reynolds averaged Navier–Stokes (RANS) equa-
tions are used to compute the complex, transonic, un-
steady, aerodynamic characteristics of the airfoil. Mod-
eling of physical processes such as transition and tur-
bulence is accomplished using state-of-the-art models.
The numerical solution of the governing equations is ob-
tained with an implicit, shock-capturing, high-resolution
scheme. The essential features of the aerodynamic solver
are summarized in the following section. Further details
can be found in the original references.
2.1.1. Governing equations
The unsteady, compressible, two-dimensional, thin-
layer Navier–Stokes equations in the strong conservation-
law form and curvilinear coordinate system (ξ, ζ ) are
∂tQ̂+ ∂ξ F̂ + ∂ζ Ĝ=Re−1∂ζ Ŝ, (1)
where Q̂ = 1
J
{ρ,ρu,ρw, e} is the vector of conserva-
tive variables, F̂ and Ĝ are the inviscid flux vectors,
F̂ = 1
J
{ρU,ρuU + ξxp,ρvU + ξyp, (e+ p)U − ξtp},
and Ŝ is the thin-layer approximation of the viscous
fluxes in the ζ direction (normal to the airfoil surface).
The terms U and W are the contravariant velocity com-
ponents and the pressure is related to the other vari-
ables through the equation of state for an ideal gas p =
(γ − 1)[e− ρ(u2 +w2)/2]. All aerodynamic quantities
are nondimensionalized using c as the reference length,
a∞ as the reference speed, c/a∞ as the reference time,
ρ∞ as the reference density, and ρ∞a2∞ as the reference
energy.
2.1.2. Boundary conditions
For inviscid flow solutions over stationary airfoils,
the flow-tangency boundary conditions are used at the
surface. The no-slip condition is applied for Navier–
Stokes solutions. Density and pressure are extrapolated
to the wall for both Euler and Navier–Stokes solutions.
296 S. Weber et al. / Aerosp. Sci. Technol. 5 (2001) 293–304
For unsteady airfoil motions, the local motion of the
surface also contributes to the pressure on the surface.
Therefore, the flow-tangency and non-slip boundary con-
ditions are modified by solving the momentum equation
normal to the surface (ζ direction) to predict the pressure








+ ∂ξp|wall∇ξ · ∇ζ
]
. (2)
At the farfield boundaries of the computational domain
free-stream boundary conditions are imposed. The un-
known variables are obtained using one-dimensional Rie-
mann invariant extrapolation.
2.1.3. Numerical implementation
The numerical algorithm was developed and vali-
dated in [9–11]. It performs time marching with the im-
plicit, factorized, iterative Beam and Warming [4] algo-
rithm. The inviscid fluxes, F̂ and Ĝ, are evaluated using
Osher’s third-order upwind-biased scheme (Osher and
Chakravarthy [17] and Chakravarthy and Osher [5]). Lin-
earization of the left-hand side is performed by evaluat-
ing the flux Jacobian matrices, A and B , with the Steger–
Warming [22] flux-vector splitting. The viscous fluxes are
computed with second-order central differences. Further-
more, a standard minmod TVD scheme [17] is used to
eliminate numerical oscillations at flow discontinuities,
such as shocks.
Time accuracy is improved by performing Newton
subiterations to convergence within each physical time
step. These subiterations minimize the linearization and
factorization errors and help drive the left-hand-side-
residuals to zero within each physical time step. Numeri-
cal experiments have shown that larger CFL numbers
(i.e., a larger time step) can be used if the number of New-
ton iterations is increased. The optimum seems to depend
on the grid density and flow conditions, but the best com-
putational performance appears to occur with 4 to 5 sub-
iterations on coarse grids (Euler simulations), and 2 to 3
sub-iterations on fine grids (Navier–Stokes simulations).
The Navier–Stokes solver has been tested extensively in
a variety of unsteady subsonic and transonic flow studies
such as by Ekaterinaris et al. [9].
The turbulence modeling is based either on the stan-
dard algebraic eddy viscosity model of Baldwin–Lomax
[2] or the one-equation models of Baldwin–Barth [3] or
Spalart–Allmaras [21]. The eddy viscosity obtained from
these turbulence models is used for the computation of
the fully turbulent region. The transitional flow region
computed with an ‘effective eddy viscosity’ is explained
in the next section.
2.1.4. Transition modeling
Transitional flow can be predicted from first principles
or by using models which involve a minimum degree of
simplification, such as the parabolized stability equation
(PSE) method. However, in numerical simulations one is
always faced with a tradeoff between modeling accuracy
and computational cost. As a result, in engineering analy-
sis the only economically viable approach is modeling of
the flow in the transitional flow region by either applying
a scaling of the eddy viscosity computed by a turbulence
model with an intermittency function, or by modifying
the damping functions included in turbulence models in
order to act as an intermittency. In both cases, evaluation
of the location where transition has started is required.
The transition onset location can be evaluated using the
en method. Again for the sake of computational effi-
ciency, the transition onset location can be obtained from
existing empirical formulas which predict it as the loca-
tion where the local Reynolds number exceeds a ‘critical
Reynolds number’. An empirical formula for transition
onset was given by Michel [7]. This criterion is based on
correlation of subsonic flow measurements. Another cri-
terion for transonic turbomachinery flows was proposed
by Abu-Ghannam and Shaw [1]. This transition location
prediction formula is not suitable for low free-stream tur-
bulence levels where by-pass transition does not occur.
Therefore, Rodi and Schönung [18] proposed a transition
onset criterion where transition occurs only in the pres-
ence of flow separation. In our study the turbulence level
is low and flow transition may occur even in the absence
of flow separation. Therefore, we use Michel’s criterion
for the prediction of transition onset even though it is
expected that this model may be deficient for transonic
flows.
The transition model of Gostelow et al. [12] was
used with algebraic and one-equation turbulence mod-
els in previous studies by Sanz and Platzer [19]. This
transitional-flow model was introduced in order to ac-
count for the effects of pressure gradient and free-stream
turbulence level in the evaluation of the streamwise extent
of the transitional flow region. This method continuously
adjusts the turbulent spot growth in response to changes
of the local pressure gradient.
The eddy viscosity obtained by assuming fully turbu-
lent flow is scaled by the following intermittency function
in the transitional region















where the correlations for the variation of the spot
propagation parameter, σ , and the spot spreading half
angle, ε, as functions of the pressure gradient parameter,
λθ , are:
ε = 4 + 22.14
0.79+ 2.72 exp(47.63λθ) (4)
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and
σ = 0.03+ 0.37
0.48+ 3.0 exp(52.9λθ) . (5)
Here λθ = (θ2/ν)/(dU/dx) with the boundary-layer
momentum thickness, θ , and Uo is the outer-edge veloc-
ity. The spot generation rate, n, is inferred from the di-




N = 0.86× 10−3 exp(2.134λθt ln(qt )
− 59.23λθt − 0.564 ln(qt )
)
, for λθt  0 (7)
and
N =N(λθ = 0)× exp(−10
√
λθt ), for λθt > 0, (8)
and where qt denotes the level of free-stream turbulence.
The spot-propagation-rate and the spot spreading half-
angle asymptotically approach a maximum value for high
negative values of λθ , but n is allowed to increase to in-
finity for high negative values of λθt , where λθt is the
pressure gradient at the transition onset location, xt . The
function, γ (x), is zero for x  xt , it increases down-
stream from the transition point, and reaches asymptot-
ically the maximum value of unity, which corresponds to
fully turbulent flow. An effective eddy-viscosity for the
transitional region is obtained by scaling the computed
turbulent eddy-viscosity by γ (x), i.e. µtrans = γ (x)µturb.
Sanz and Platzer [19] have used the Gostelow model,
originally developed for attached flow, for the predic-
tion of laminar separation bubbles by using the spot-
generation rate as a second adjustable parameter along
with the location of transition onset. They investigated
the influence of the spot-generation rate on the separation
bubble by either limiting the breakdown-rate parameter to
1.0, which forces instantaneous transition, or by assum-
ing the value for a zero pressure-gradient. In the present
study, a breakdown-rate parameter of 1.0 was chosen, and
the transition onset was either predicted by the Michel [7]
criterion or by specification as an input parameter.
2.2. Structural dynamics
Structural modeling is performed by the two-degree-
of-freedom aeroelastic configuration for a rigid airfoil
suspended by a spring/mass/damper system of figure 1
which simulates the bending and twisting of a wing. The
equations governing the spring/mass/damper structural
dynamics system and the numerical method used for their
advancement in time are given in the following sections.
Figure 1. Schematic of the spring/mass/damper system.
2.2.1. Governing equations
The equations governing the motion of the two-degree-
of-freedom spring/mass/damper system are:
mh¨− Sαα¨+Dhh˙+mω2hh= L (9)
and
−Sαh¨+ Iαα¨ +Dαα˙ + Iαω2α(α − α0)=M, (10)
where the dots denote differentiation with respect to
time. These equations are nondimensionalized using
the reference length c, the reference velocity a∞, the
reference mass ρ∞π(c/2)2, and the reference inertia
ρ∞π(c/2)2c2. Rewriting equations (9) and (10) in matrix
notation where [M] is the mass, [D] the damping, [K]
the spring stiffness matrix, {X} = {h,α − α0}T is the
vector of the unknowns, and {F } is the forcing function
one obtains
[M]{X}′′ + [D]{X}′ + [K]{X} = {F }, (11)
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where the primes denote differentiation with respect to
nondimensional time, τ = ta∞/c, and the other parame-
ters (m, Iα , etc.) are now non-dimensional. Note that kh
and kα appearing in the matrices [K] and [D] are reduced
natural frequencies based on the free-stream speed of
sound, as opposed to the conventional form presented in
the nomenclature. However, in the interest of clarity, pre-
sented results utilize the conventional definition, based on
free-stream velocity.
2.2.2. Numerical implementation
Equation (11) is a system of two coupled, second-
order, ordinary differential equations. Coupling is ob-
tained through the terms containing Sα and the depen-
dence of Cl and Cm on h and α. The system is nonlinear
through the nonlinearity of Cl and Cm. Linearization is
introduced by treating Cl and Cm as constants, computed
from the previous time-step of the aerodynamic solution.
Simulations with a single-degree-of-freedom may be per-
formed by setting Sα = 0, and either m=∞ and ωh = 0,
or Iα =∞ and ωα = 0 for pitching-only or plunging-only
motions, respectively.
Equation (11) is advanced in time by inverting the
system, yielding
{X}′′ = [M]−1{F } − [M]−1[K]{X} − [M]−1[D]{X}′.
(12)
Using the substitution {X}′ = {Y }, a system of two
coupled, first-order equations is obtained
{Y }′ = [M]−1{F } − [M]−1[k]{X} − [M]−1[D]{Y }.
(13)
Time integration of equation (13) is performed using the
1st-order accurate explicit Euler scheme. Higher-order
methods for equation (13) were tested, such as 4th-order
Runge–Kutta scheme. It was found however that the
1st-order Euler explicit scheme is sufficiently accurate
because stability requirements of the Navier–Stokes flow
solver impose a very small time-step. In addition use of
Runge–Kutta methods makes the aeroelastic computation
very intensive computationally because the aerodynamic
coefficients are recomputed during each stage.
A total energy test was performed and the accuracy
of the structural integration was evaluated by removing
the aerodynamic influence from the problem, and releas-
ing the airfoil with initial disturbances in α and/or h, es-
sentially allowing the spring/mass system to oscillate in
a vacuum, such that the total energy in the spring/mass
system should remain constant in time. The kinetic and
potential energy of the system was then computed as the
airfoil oscillated.
The 1st-order Euler integration predicted a small os-
cillation in the total energy, such that the energy was pe-
riodic, with an amplitude of roughly 0.3 percent of the
total energy when 1000 steps per cycle were used. The
fluctuation amplitude diminished linearly with the time
step-size. The Navier–Stokes solutions typically require
between 1500 and 3500 steps per cycle, for this large
number of steps, the energy fluctuation was deemed ac-
ceptable.
3. Results
We performed numerical simulations for the measure-
ments obtained at experimental flow conditions of free-
stream Mach number of M∞ = 0.768 at an angle of at-
tack α = 1.28 degrees ([14,20], data for measurement
no. 77). For these conditions, limit-cycle oscillations in
two-degrees-of-freedom were found in the experiments
of [14,20]. The experimental Reynolds number for the
NLR 7301 airfoil wind-tunnel model was Rec = 1.727×
106, based on a chord length of c= 0.3 m. In the experi-
ment, the square shaped wind-tunnel test-section had an
area of 1 m2, and the 0.3 m chord model was installed
in the center. Due to this relatively large chord length,
Knipfer et al. [14] corrected for steady wind-tunnel in-
terference effects at subsonic speeds. However, no cor-
rections for steady transonic and oscillatory interference
effects were attempted. Therefore, in this paper both the
free-stream Mach number, Mc, and the angle of attack,
αc, were corrected until a reasonable agreement with
the measured time-averaged surface pressure distribution
was achieved.
All steady and unsteady viscous flow computations
were carried out on a baseline, C-type, 221 × 91 point
grid. This grid was generated from the original NLR 7301
airfoil surface data taken from the University of Illinois,
Champagne-Urbana, Department of Aeronautical and
Astronautical Engineering, Airfoil Coordinates Databa-
se (www.uiuc.edu/ph/www/m-selig/ads/coord_database.
html). A preliminary grid sensitivity investigation was
performed for steady-state solutions by varying initial
wall spacing and outer boundary location. As a result, a
grid with an initial wall spacing of 8×10−6, which yields
y+ < 1.0, was chosen. This grid contained 40 points in
the wake, and had the farfield boundary 20 chord lengths
away from the surface. Furthermore, the influence of the
streamwise grid density variation on the shock location
was studied by using a refined, C-type, 337 × 91 point
grid.
3.1. Steady-state computations
Steady-state solutions at fixed angles of incidence were
computed first. The purpose of these computations was
not to validate the flow code but to investigate the ef-
fect of modeling turbulent and transitional flow effects.
In addition, a grid sensitivity study was also performed.
Another objective of these solutions was to apply correc-
tions for the presence of the wind-tunnel walls which are
absent in the computations. At the outer boundaries of
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the computational domain farfield boundary conditions
are applied. The effect of the wind-tunnel walls is taken
into account by the corrections which were applied by
progressively varying both the free stream speed and the
angle of incidence until the computed surface pressure
distribution matched the experimentally measured values
as closely as possible. This preliminary analysis for the
steady-state flow yields the modified initial flow condi-
tions and the most appropriate physical models which
will be subsequently used to obtain aeroelastic solutions.
3.1.1. Viscous flow effects
Limit cycle is an inherently transonic phenomenon
caused by aerodynamic nonlinearities of flows contain-
ing strong shocks. For flows at large Reynolds number,
at small incidences, and thin airfoil sections where vis-
Figure 2. Comparison of the surface pressure coefficient ob-
tained from an inviscid flow solution; Mc = 0.753, αc =
−0.08◦ corrected freestream boundary conditions. Wind-tunnel
experiments by Schewe and Deyhle [20].
Figure 3. Effect of transition modeling; Mc = 0.753, αc =
−0.08◦ corrected freestream boundary conditions. Wind-tunnel
experiments by Schewe and Deyhle [20].
cous losses are small the inviscid flow equations pro-
vide a reasonable aerodynamic model for transonic flut-
ter calculations because they include all aerodynamic
nonlinearities that can cause limit cycle behavior. In or-
der to demonstrate that viscous effects are important for
flows over the thick NLR 7301 airfoil section, an in-
viscid flow computations are presented first. The invis-
cid solution was computed on a C-type, 201 × 41 point
grid. In contrast to viscous flow solutions, it was found
that corrections of the free-stream Mach number and
angle of attack cannot yield agreement between the com-
puted and the measured results. The computed inviscid
pressure distribution for the same flow conditions which
yielded best agreement with the experiment with viscous
computations is shown in figure 2. This indicates that vis-
cous effects are important, as the strength and location of
the shock on the suction side are clearly missed by the in-
viscid solver. A closer agreement with the experimental
data was achieved in viscous flow computations obtained
with the Baldwin–Lomax turbulence model, and assum-
ing fully turbulent flow (see figure 3). The best agree-
ment was obtained for corrected freestream flow condi-
tions Mc = 0.753 and αc =−0.08 degrees.
3.1.2. Transitional flow effects
It was found that the fully turbulent result could
be further improved by taking transition into account.
Detailed data of the transition onset location were not
available from the experiment. Therefore, initially the
transition-onset location was computed using Michel’s
criterion. Michel’s criterion is based on an empirical
formula which is valid for subsonic flows. The transition
onset for transonic flow was obtained at an unrealistic
location almost 60% chord on the suction side. As
a result, the shock location at the suction side was
predicted further downstream from the location obtained
in the experiment. On the pressure side Michel’s criterion
predicted the onset location at 19% chord which slightly
improved the pressure distribution on the pressure side.
From the experimental data, the transition onset location
on the pressure side was estimated to be at approximately
40% chord length. It was found that moving the transition
onset location further downstream from the 19% chord
location predicted by Michel’s criterion, could improve
the steady-state result even more. Computations without
transition and with forced transition on the suction side
at 3% and on the pressure side at 44% chord length are
compared with the experiment in figure 3.
3.1.3. Effect of turbulence model
Results obtained with the BB [3] and SA [21] turbu-
lence models showed slightly better agreement with ex-
perimental results than the solution computed with the
BL [2] turbulence model. The computed pressure dis-
tributions with different turbulence models, on the base-
line 221 × 91 point grid, are compared with the experi-
mental data in figure 4. In the same figure, computed re-
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Figure 4. Effect of turbulence modeling; Mc = 0.753, αc =
−0.08◦ corrected freestream boundary conditions. Wind-tunnel
experiments by Schewe and Deyhle [20].
sults on the refined 337× 91 point grid using the SA tur-
bulence model are plotted. The BB and SA turbulence
models provided nearly identical pressure distributions.
Compared with the BL solution for fully turbulent flow,
the pressure distributions computed by the BB and SA
turbulence models on the suction side were slightly worse
in the range between 4% and 20% chord length, but the
agreement in front of the shock was better. On the pres-
sure side, the pressure distribution was in much better
agreement with the experiment between the leading edge
and 45% chord length, leading to a stronger shock than
predicted by the BL model. From 70% chord length to
the trailing edge the BL result was closer to the mea-
surements. The steady-state result computed with the SA
turbulence model on the refined grid predicted a slightly
higher Mach number at the shock locations, but the over-
all pressure distribution compared well with the one ob-
tained on the 221× 91 point grid.
3.1.4. Effect of transition location
Application of transition modeling with forced transi-
tion locations slightly improved the steady-state results,
as shown in figure 5. Again the BB [3] and the SA [21]
turbulence models, yielded almost indistinguishable re-
sults. Similar to the experience with the BL [2] model,
the use of Michel’s criterion on the suction side led to
an unrealistic transition onset location. Therefore, transi-
tion onset on the suction side was enforced at 3% chord
length. On the pressure side, Michel’s criterion predicted
a reasonable onset location at 44% chord length which
improved the steady-state result near the trailing edge.
Computed solutions with the baseline and the refined grid
showed very small differences.
Laminar separation bubbles were not predicted in any
computations. Separation was found on the suction side
close to the trailing edge for all turbulence models and
grids. The location of separation onset was computed at
Figure 5. Effect of transition modeling; Mc = 0.753, αc =
−0.08◦ corrected freestream boundary conditions. Wind-tunnel
experiments by Schewe and Deyhle [20].
83% chord length with the BL and the BB model, and at
90% chord length with the SA model. A small separation
bubble in the shock region due to shock/boundary-layer
interaction was found only for the computation with the
BL model on the pressure side.
Steady-state computations could be greatly accelerated
by using a local-time-stepping scheme, with no measur-
able difference, in terms of accuracy, to the results of
the time-accurate time-stepping scheme. Typically 3000
time steps were required to converge at a Courant number
of 30. All computations with the BB and SA turbulence
models were performed time-accurately. A Courant num-
ber of 1000 was used and full convergence was achieved
after 6000 time steps.
3.2. Flutter computations
The steady-state solution computed with the SA [21]
turbulence model, the baseline grid and corrected free-
stream flow conditions matched the experimentally mea-
sured surface pressure distribution reasonably well. Cor-
rection of the flow conditions and investigations of the
effects of modeling physical processes, such as transi-
tion and turbulence, was carried out in order to provide
for the aeroelastic computations initial conditions which
approximate the experiment.
Unsteady computations were performed using the pre-
viously presented steady-state results as starting con-
ditions for the aeroelastic analysis. In the experiments
of [14,20], the test case no. 77 was run with a free-
stream Mach number of M = 0.768 (close to the tran-
sonic dip). For this case, limit-cycle oscillations in pitch
and plunge were found. The experiment was conducted
at a total pressure of pt = 0.45 bar and a dynamic pres-
sure of pdyn = 0.126 bar. A time-averaged angle of attack
of α¯ = 1.28 degrees was measured for an angle of attack
at wind-off condition of α0 = 1.91 degrees. The experi-
mental wind-off condition α0 is equivalent to the spring-
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neutral angle of attack, α0, in the numerical simulation.
The same free-stream Mach number and the angle of at-
tack corrections applied for the steady-state computations
(Mc = 0.753, αc = −0.08 degrees) were used for the
unsteady computations. The spring-neutral angle of at-
tack, α0c, was changed until the calculated time-averaged
angle of attack was close to the corrected angle of attack
of the steady-state computations (αc = −0.08 degrees).
The initial energy needed to disturb the airfoil from its
rest or steady-state position was derived from the static-
imbalance of the aerodynamic moment and the moment
of the spring. The nondimensional structural parameters
of the experiment used for the unsteady computations are
summarized in table I.
The first series of flutter computations was performed
assuming fully turbulent flow. The starting solutions for
each turbulence model were the same as given in figure 4.
It turned out that for all turbulence models the NLR
7301 airfoil began to flutter in two degrees of freedom.
Limit-cycle oscillations were predicted for all turbulence
models. For example, figure 6 shows the time history of
the pitching amplitude which was obtained from a fully
turbulent computation with the SA turbulence model.
All computations, independently of the number of grid
points, predicted flutter frequencies approximately 1.7%
lower and inter-modal phase angles approximately 2.8%
lower than the experiment. The phase angle was esti-
mated from the phase of the fundamental frequencies of
pitch and plunge predicted by DFT-analysis of the last
10 cycles. Despite this agreement, and for all turbulence
Table I. Structural parameters.
xp = 0.2500 kα = 0.3348
xα = 0.0485 kh = 0.2560
m= 932.90 δα = 0.0041
Iα = 33.460 δh = 0.0073
Figure 6. Limit-cycle flutter obtained with the baseline grid.
models, the computed pitching and plunging amplitudes
of the limit-cycle were off by an order of magnitude or
more. Computations with and without structural damp-
ing showed that damping had no affect on the flutter
frequency and the phase angle but decreased the pitch
amplitude by 9% and the plunge amplitude by 7%.
The influence of transition on the flutter behavior
was studied in a second series of computations on the
baseline grid. For these computations, the SA turbulence
model was used because it allowed the largest time-
steps. Because of lack of measured data, and the inability
of Michel’s criterion to predict transition onset in the
presence of the strong pressure gradients encountered
in transonic flow, the transition location on the lower
side was forced at 3% chord length. On the upper side
Michel’s criterion was applied. As a result the transition
location was recalculated and varied during flutter. Again
limit-cycle two-degree-of-freedom flutter was predicted.
In figure 7, the time history of the pitching amplitude
shows that the limit-cycle amplitude was slightly higher
than in the fully turbulent computations. The inclusion
of transition neither improved the prediction of the phase
difference angle between pitch and plunge nor affected
the over-prediction of the amplitudes (see table II).
A study of the grid sensitivity was performed, using the
337 × 91 point grid, and compared to the fully turbulent
baseline grid computations. Pitching and plunging ampli-
tudes on the refined grid were increased by 5% from those
predicted on the baseline grid. The inter-modal phase-
angle and the flutter frequency were almost the same.
The pitching moment-coefficient and the lift-coefficient
hysteresis loops (shown in figures 8 and 9) demonstrate
the limit-cycle flutter in two degrees of freedom. Nonlin-
ear effects were clearly more dominant for the pitching
moment-coefficient loop than for the lift-coefficient loop.
An inter-modal phase angle of approximately 172
degrees was predicted (see figure 10). The pitching
Figure 7. Effect of transition modeling on the computed limit-
cycle flutter.
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Table II. Flutter result.
Method α¯ [◦] αˆ [◦] hˆ [mm] f [Hz] Φ [◦]
Exp.a 1.28 0.18 0.65 32.85 176.7
SAb 0.07 3.78 11.1 32.30 171.8
SAc 0.03 3.92 12.0 32.20 172.0
SAd 0.08 3.98 11.7 32.25 171.6
a
Data of the experiment without wind tunnel corrections.
b
Fully turbulent (221 × 91 point grid).
c With transition (221 × 91 point grid).
d
Fully turbulent (337 × 91 point grid).
Figure 8. Hysteresis loop of lift coefficient obtained with the
refined grid.
Figure 9. Hysteresis loop of pitching moment coefficient
obtained with the refined grid.
moment- and lift-coefficient time-histories are shown in
figure 11 and figure 12, respectively. The scaled and
shifted time-history of the effective angle of attack is
also plotted in figure 11. The approximate value of this
Figure 10. Limit-cycle flutter obtained with the refined grid.
Figure 11. Pitching moment coefficient obtained with the
refined grid.
Figure 12. Lift coefficient obtained with the refined grid.
angle is αeff = α − arctan(h˙/U∞) − arctan(xpα˙/U∞).
The effective angle and the geometric angle are almost
coincident because the plunge and pitch contributions
are five times smaller than the geometric angle of attack
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and, additionally, almost cancel each other. While the
time history of the lift coefficient is almost smooth and
harmonic, the time variation of the pitching moment
coefficient clearly shows the nonlinear response of the
flow field to the motion of the airfoil which causes
the limit-cycle flutter. It can be seen that a higher
harmonic influence on the pitching moment-coefficient
time-history is induced at the minimum of the pitching
moment-coefficient distribution which in turn occurs
when the airfoil is pitching up and plunging down. This
part of the motion corresponds to the portion of the cycle
where the magnitude of the effective angle of attack is the
highest.
It was shown by Weber et al. [24] that during this pe-
riod the shock on the suction side becomes stronger and
moves upstream causing a shock induced separation. Af-
ter reversal of the pitch motion, a smooth pitching mo-
ment coefficient variation is predicted up to the highest
pitching moment coefficient. Once the highest pitching
moment coefficient is reached, the smooth variation is
continued until the pitching motion reaches the lower re-
versal point. During that time, the airfoil is pitching down
and plunging up, corresponding to a low effective angle
of attack. Near the reversal point of the pitch and plunge
motion, a higher harmonic influence can be seen, corres-
ponding again to the highest magnitude of the effective
angle of attack. Looking at one cycle, the dominating
nonlinear flow effects occur, as expected, when the air-
foil plunging and pitching speed is decelerating, and the
magnitude of the effective angle of attack is highest. As
an example of the Mach number distribution in the flow
field a snapshot at a time when the shock on the suction
side causes a large separation of the boundary layer is
shown in figure 13.
It is expected that the wind-tunnel walls have a strong
influence on the development of the unsteady, tran-
sonic flowfield due to their proximity to the airfoil sur-
face. However, the oscillation frequency depends on the
Figure 13. Computed Mach number contours; α = 1.350◦
down, h=−0.0063 up.
Table III. Initial values of the computations.
Method Mc αc [◦] α0c [◦]
Exp.a 0.768 1.28 1.91
SAb 0.753 −0.08 0.635
SAc 0.753 −0.08 0.746
SAd 0.753 −0.08 0.635
a
Data of the experiment without wind tunnel corrections.
b
Fully turbulent (221 × 91 point grid).
c With transition (221 × 91 point grid).
d
Fully turbulent (337 × 91 point grid).
natural frequency of the system. Thus, the results of the
flutter computation without wall effects but with free
stream corrections can be regarded as a first order ap-
proximation of the experiment of [14,20]. The computed
results are summarized in the following tables. The free-
stream Mach number, angle of attack, and spring-neutral
angle of attack are given in table III. For comparison,
the uncorrected values of the experiment are given in
the first row of the table. The corrected values, taking
into account wind-tunnel effects, are given in the follow-
ing rows. Flutter-frequency, phase, amplitudes αˆ, hˆ, and
mean angle of attack α¯ are presented in table II.
All the unsteady computations showed that even if the
computed time-averaged angle of attack differed from
the steady-state angle of attack by 0.1 degree, it had
no significant influence on the overall flutter behavior.
The unsteady computations were performed on SGI
Octane 250 MHz, R10000 workstations and Pentium II-
400 Linux PCs. For each cycle of the airfoil motion 2000
to 3000 physical time steps were used, including two
Newton subiterations for every time step.
4. Conclusions and outlook
A numerical investigation of the transonic steady-state
aerodynamic and flutter characteristics of the NLR7301
supercritical airfoil was carried out. It was found that
good agreement with the measured time-averaged pres-
sure distribution could be obtained after correcting the
free-stream Mach number and the angle of attack to
account for wind-tunnel interference effects. A careful
study of the physical parameters influencing the accuracy
of the numerical solution of the steady and unsteady flow
field was conducted. It was found that transition can play
an important role.
The transonic, two-degree-of-freedom, bending/
torsion flutter aeroelastic analysis of the NLR 7301 su-
percritical airfoil section predicted limit-cycle flutter. The
computed limit-cycle amplitudes were caused by the non-
linear features of the flow field, such as shocks and flow
separations, and not by the structural model which was
linear by definition. The phase angle between pitch and
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plunge and the flutter frequency matched the experimen-
tal values quite well, but the computed flutter amplitude
exceeded the measured amplitude by an order of mag-
nitude, independent of the number of grid points. Grid
independent unsteady solutions were obtained. The dis-
crepancy between the measured and the computed ampli-
tudes are likely due to the following causes which need
to be further investigated:
a. omission of unsteady wind-tunnel interference ef-
fects and incorrectly chosen corrected free-stream
Mach number;
b. incorrectly chosen spring-neutral angle of attack;
c. inaccuracies in modeling complex physical pro-
cesses, such as flow transition.
Recently, Castro et al. [6] attempted to account for
the presence of the wind-tunnel walls and found an
improved prediction of the limit-cycle flutter amplitudes
of the NLR7301 airfoil. However, further refinement of
the porous wall boundary conditions is required before
definitive conclusions can be reached.
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