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In this thesis, we construct worst case binary logistic regression datasets for any determin-
istic first order methods. We show that our datasets require at least O(1/
√
ε) first-order oracle
inquires to obtain a ε−approximate solution under the assumption that the problem dimension is
sufficiently large. Using our result, on worst case datasets we conclude that existing algorithms such
as Nesterov’s Optimal Gradient Descent are optimal algorithms for solving binary logistic regression
under large scale assumptions. Our analysis combines Nemirovski’s Krylov subspace technique and
Nesterov’s construction of worst case convex quadratic programming problem instance. Our result
is the first worst case dataset constructed against all first order methods for solving binary logistic
regression, and a new worst case instance among smooth convex optimization problems.
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1.1 Problem of Interest
In statistics, binary logistic regression is used to model the probabilities of a particular pair
of (typically mutually exclusive) characteristics. For example, binary logistic regression appears
frequently in biostatistical applications as binary responses such as health status (healthy/sick) or
survival status (alive/dead) are common. In this thesis, our main concern is solving binary logistic
regression problems. Given any data matrix A ∈ RN×n whose rows aTi represent input data and
response vector b ∈ {−1, 1}N , we assume that
P (b(i) = 1 | aTi ;x, y) =
1
1 + exp(−aTi x+ y)
for some parameters x ∈ Rn, y ∈ R to be estimated. Throughout this thesis, we use b(i) to denote
the i-th component of a vector b. Noting that,
P (b(i) = −1 | aTi ;x, y) = 1− P (b(i) = 1 | aTi ;x, y) =
exp(−aTi x+ y)
1 + exp(−aTi x+ y)
=
1
1 + exp(aTi x+ y)
,
we see that the probability mass function can be written as
p(b(i) | aTi ;x, y) =
1
1 + exp(−b(i)aTi x+ y)
. (1.1)
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To estimate parameters x and y, we proceed by maximizing the likelihood function, or equivalently,














1 + exp(−b(i)aTi x+ y)
)
.
Since a factor of 2 does not change the minimizer, we say that the binary logistic regression problem












For theoretical analysis, it may be more helpful to write (1.2) more succinctly. Define for any u ∈ Rk



























φA,b(x, y) := h(Ax+ y1)− bT (Ax+ y1) (1.4)






















































Therefore (BLR) is equivalent to (1.2).
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1.2 Properties of Smooth Convex Functions
In this section, we discuss and prove a few properties of smooth convex functions that will
be helpful in solving (BLR). In particular, we prove that the log-likelihood function of the binary
logistic regression model is convex and smooth. Let us begin with a definition.
Definition 1.1. A function f : Rn → R is said to be convex if for any x, y ∈ Rn and any λ ∈ [0, 1],
f(λx+ (1− λy)) ≤ λf(x) + (1− λ)f(y). (1.5)
In addition, we say that f is concave if −f is convex.
When f is differentiable, we have an equivalent definition of convexity:
Proposition 1.1. A differentiable function f : Rn → R is convex if and only if for any x, y ∈ Rn
f(y) ≥ f(x) + 〈∇f(x), y − x〉. (1.6)
Proof. Let λ ∈ [0, 1] and suppose that f is convex, i.e. (1.5) holds. Then by rearrangement,
f(y) ≥ f(λx+ (1− λ)y)− λf(x)
1− λ
≥ f(λx+ (1− λ)y)− f(x)
1− λ
+ f(x)
holds. Now apply a change of variable h = 1− λ so that we obtain
f(x) +
f(1− h)x+ hy)− f(x)
h
≤ f(y).
Letting h→ 0, we conclude that
〈∇f(x), y − x〉+ f(x) ≤ f(y).
Conversely, suppose that (1.6) holds. Then we have
f(x) ≥ f(λx+ (1− λ)y) + 〈∇f(λx+ (1− λ)y)〉, x− λx− (1− λ)y))
f(y) ≥ f(λx+ (1− λ)y) + 〈∇f(λx+ (1− λ)y)〉, y − λx− (1− λ)y)).
3
Let z = λx+ (1− λ)y. Applying these inequalities to λf(x) + (1− λ)y gives
λf(x) + (1− λ)f(y) ≥ λ (f(z) + (1− λ)〈∇f(z), x− y〉) + (1− λ) (f(z) + λ〈∇f(z), y − x〉)
= f(z).
Thus, f is convex.
For twice differentiable functions, we may also use the following corollary to verify convexity:
Corollary 1.2. A function f : Rn → R with ∇2f(x)  0 for all x ∈ Rn is convex.
Proof. Let f satisfy the corollary and x, y ∈ Rn. Consider the Taylor series expansion of f(y) about
the point x.




for some ξ ∈ Rn. Since ∇2f(ξ)  0 by assumption, it follows that
f(y) ≥ f(x) + (y − x)T∇f(x).
Thus f is convex.
Additionally, there are a few operations that preserve convexity. Here, we list two that will
be of use to us.
Proposition 1.3. Let {fi}mi=1 be a set of convex functions with fi : Rn → R for all i and {ci}mi=1
be a set of constants satisfying ci ≥ 0 for all i. Then f =
∑m
i=1 cifi is a convex function.
Proof. Let x, y ∈ Rn and λ ∈ [0, 1]. Then we have







ci (λfi(x) + (1− λ)fi(y))
= λf(x) + (1− λ)f(y).
Thus f is convex.
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Proposition 1.4. Let g : Rn → R be a convex function, A ∈ Rn×m, and b ∈ Rn. The function
f : Rm → R defined by
f(x) = g(Ax+ b)
is convex.
Proof. Let f, g, A, and b be defined as above, fix points x, y ∈ Rm, and let λ ∈ [0, 1]. Then
f(λx+ (1− λ)y) = g(A(λx+ (1− λ)y) + b)
= g(λ(Ax+ b) + (1− λ)(Ay + b))
≥ λg(Ax+ b) + (1− λ)(Ay + b)
= λf(x) + (1− λ)f(y).
We conclude that f is convex.
In addition to convexity, we will also require some smoothness for later sections. The
following definition and proposition will prove useful.
Definition 1.2. We say that function f : Rn → R is smooth (with respect to ||·||) if it is differentiable
and ∇f is Lipschitz continuous with Lipschitz constant L > 0:
||∇f(x)−∇f(y)||∗ ≤ L ||x− y|| (1.7)




with x ∈ Rn. Although this definition holds in general, for the rest of this thesis, we will use the
Euclidean norm ||·||2. Note that ||·||2 is self-dual.
Proposition 1.5. Suppose that f : Rn → R is a convex function that additionally satisfies (1.7).
Then,
|f(y)− f(x)− 〈∇f(x), y − x〉| ≤ L
2
||y − x||2 (1.8)
for all x, y ∈ Rn.
5
Proof. We begin by defining an auxillary function
g(λ) := f((1− λ)x+ λy) (1.9)
for a fixed pair x, y ∈ Rn and λ ∈ [0, 1]. It follows that by chain rule,
g′(λ) = 〈∇f((1− λ)x+ λy, y − x〉.
Since g(1) = f(y) and g(0) = f(x), we may apply the fundamental theorem of calculus to obtain




Applying the definition (1.9), we may expand this to
f(y) = f(x) + 〈∇f(x), y − x〉+
∫ 1
0
〈∇f(1− λ)x+ λy)− f(x), y − x〉dλ.
By application of Holder’s inequality, we obtain
|f(y)− f(x)− 〈∇f(x), y − x〉| =
∣∣∣∣∫ 1
0

















||y − x||2 .
The following corollary is a direct result of (1.6) and (1.8).
Corollary 1.6. For any convex differentiable function f : Rn → R satisfying (1.7), we have
0 ≤ f(y)− f(x)− 〈∇f(x), y − y〉 ≤ L
2
||y − x||2 (1.10)
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for all x, y ∈ Rn.
With tools developed in this chapter, we are now ready to show that (BLR) is a smooth
convex optimization problem.
Theorem 1.7. The objective function φA,b(x, y) in (BLR) is convex and has Lipschitz continuous
gradient.
Proof. By Proposition 1.3, to show that function φA,b(x, y) = h(Ax+y1)− bT (Ax+y1) is convex, it
suffices to show that h(Ax+ y1) and −bT (Ax+ y1) are both convex. The former is the composition
of a function h and an affine transformation. By Proposition 1.4, if h is convex, then so is h(Ax+y1).














For the latter term, note that −bT (Ax + y1) is the composition of an affine function and a linear
function which is verifiably convex from the definition in (1.5). Thus φA, b is a convex function.
Observe that by defining z =
x
y
 , D = (A 1N) we have
∇φA,b(z) = DT∇h(Dz) +DT b.
Continuing, let z1, z2 ∈ Rn+1 be two vectors. Then
||∇φA,b(z1)−∇φA,b(z2)|| =
∣∣∣∣DT∇h(Dz) +DT b−DT∇h(Dz)−DT b∣∣∣∣
=
∣∣∣∣DT (∇h(Dz1)−∇h(Dz2))∣∣∣∣
≤ ||D|| ||∇h(Dz1)−∇h(Dz2)|| .
Thus, to finish the proof for Lipschitz continuity of∇φA,b(x, y), it suffices to show that ||∇h(Dz1)−∇h(Dz2)|| ≤















,∀u ∈ Rk,∀k (1.11)
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where we allow the fucntion tanh to be applied component wisely. It follows that
||∇h(Dz1)−∇h(Dz2)|| =
∣∣∣∣∣∣∣∣tanh(Dz12 )− tanh(Dz22 )
∣∣∣∣∣∣∣∣ .
Since tanh is a Lipschitz continuous function with L = 1, we conclude that
∣∣∣∣∣∣∣∣tanh(Dz12 )− tanh(Dz22 )
∣∣∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣∣∣D2 (z1 − z2)





||z1 − z2|| ≤ ||D||2 ||z1 − z2|| .
Thus, ∇φA,b is Lipschitz continuous with Lipschitz constant ||D||2 .
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Chapter 2
Solving the Binary Logistic
Regression Problem
Let us now take a step back and tackle a larger class of problems, namely smooth convex




where X ⊂ Rn is a convex set and f : X → R is a convex function whose gradient satisfies (1.7)
with Lipschitz constant L > 0. In later sections of this chapter, we will discuss methods for solving
(P) along with convergence analysis and limitations of such a scheme. Recall that in Theorem 1.7,
we showed that the function φA,b defined in (1.4) satisfies these conditions. Thus, by solving (P), we
will also develop a method of solving (BLR). Here, we provide an algorithm capable of computing
an ε-approximate solution x̂ such that f(x̂)− f∗ ≤ ε in O(1)(1/
√
ε) iterations based on the original
work presented in [1].
2.1 A First Order Method for Smooth Convex Optimization
We now present Nesterov’s accelerated gradient descent for solving (P).
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Algorithm 1 Nesterov’s accelerated gradient descent (NAGD)
Select parameters γk ∈ (0, 1], ηk. Choose x0 ∈ X. Set y0 = x0.
for k = 1, . . . , N do






||xk−1 − x||22 (2.2)
yk =(1− γk)yk−1 + γkxk (2.3)
end for
Output yN .
Note that in order to use Algorithm 1 to solve (P), we only require function and gradient
evaluations, an initial feasible point, and constants γk and ηk. We will see in the sequel that, for
different choices of γk, ηk, Algorithm 1 may have different performances.
2.2 Convergence Analysis of Accelerated Gradient Descent
In the following theorem, we state the convergence result of the accelerated gradient descent
in Algorithm 1.
Theorem 2.1. Suppose that we apply Algorithm 1 to solve (P) with parameter γk ∈ [0, 1]. Then
the k-th iterates satisfy
f(yk)− (1− γk)f(yk−1)− γkf(x) ≤ γkηk
(





||xk − xk−1||2 .
(2.4)
Proof. Let {zi}ki=0, {xi}ki=0 and {yi}ki=0 be the iterate sequences generated by Algorithm 1. Then
by Lipschitz continuity of gradients and convexity, we have the following:
f(yk) ≤ f(zk) + 〈∇f(zk), yk − zk〉+
L
2
||yk − zk||2 (2.5)
f(yk−1) ≥ f(zk) + 〈∇f(zk), yk−1 − zk〉 (2.6)
f(x) ≥ f(zk) + 〈∇f(zk), x− zk〉. (2.7)
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Each inequality (2.5), (2.6), and (2.7) follows immediately from (1.8). With these inequalities in
hand, we write




− (1− γk)(f(zk) + 〈∇f(zk), yk−1 − zk〉)
− γk(f(zk) + 〈∇f(zk), x− zk〉).
After simplifying and noting yk − zk = γk(xk − xk−1) from (2.3) and (2.1), we have








= γk〈∇f(zk), xk − x〉+
Lγ2k
2
||xk − xk−1||2 .
Here, we make use of the definition of yk in (2.3) in the final step. Enforcing the optimality conditions
of xk in (2.2) to γk〈∇f(zk), xk − x〉, we obtain
f(yk)− (1− γk)f(yk−1)− γkf(x) ≤ γkηk
(






which completes our proof.
With Theorem 2.1 in hand, we state two corollaries specifying choices of parameters γk and
ηk.
Corollary 2.2. If we set
γk ≡ 1 and ηk ≡ L (2.8)
in Algorithm 1, then
f(ỹN )− f(x∗) ≤





k=0 yk/(N + 1).
Proof. Note that by convexity of f ,























Following the result of Theorem 2.1 with γk ≡ 1 and ηk ≡ L, (2.4) becomes
f(yk)− f(x) ≤ L
(
||x− xk−1||2 − ||x− xk||2
)
(2.11)






− (N + 1)f(x) ≤ L
(
||x− x0||2 − ||x− xN ||2
)
≤ L ||x− x0||2 .
Setting x = x∗ and dividing by (N + 1) gives the desired result.
The parameter setting in (2.8) is desirable in part due to its simplicity. Indeed, under these















∣∣∣∣∣∣∣∣x− (xk−1 − 1L∇f(xk−1)
)∣∣∣∣∣∣∣∣2
We may understand the above computation of xk as a step in the negative direction of ∇f(xk−1)
projected back into the set X. This technique is referred to as Projected Gradient Descent and is
presented in Algorithm 2.
Algorithm 2 Projected Gradient Descent
Choose x0 ∈ X.
for k = 1, . . . , N do
xk = argmin
x∈X





k=0 xk/(N + 1).
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in Algorithm 1, then
f(yN )− f(x∗) ≤
4L
N(N + 1)




1 k = 1
(1− γk)Γk−1 k > 1
(2.14)
Under the setting in (2.12), it is easy to verify that Γk =
2
k(k+1) . Letting x = x











||x∗ − xk−1||2 − ||xk − x∗||2
)
.
Subtracting the first term on the right hand side from each side and summing over k gives us another














(||x∗ − xk−1||2−||xk − x∗||2)
(2.15)
since (1− γ1)/Γ1 = 0. Evaluating the telescoping series on the, we obtain
1
ΓN





(||x∗ − xk−1||2 − ||xk − x∗||2). (2.16)
Applying the parameters (2.12) and (2.14) gives
N(N + 1)
2





(||x∗ − xk−1||2 − ||xk − x∗||2)
that simplifies to
f(yN )− f(x∗) ≤
4L
N(N + 1)
||x∗ − x0||2 .
Recall that from (2.9), in order to compute an approximate solution y such that f(y) −
13
f(x∗) ≤ ε with parameters defined in (2.8), the number of iterations required is bounded by
O(L||x
∗−x0||2






While the former reduces to the simple scheme in Algorithm 2, the latter gives accelerated conver-
gence and is commonly referred to as Nesterov’s optimal gradient method (OGD).
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Chapter 3
Optimality of Nesterov’s Optimal
Gradient Method
Algorithm 1 is an example of a first order iterative method. We define a first order method
M as a scheme for solving (P) such thatM initializes the search point x0, andM accesses the first
order information of f through a deterministic oracleOf : Rn → Rn×Rn withOf (x) = (f(x),∇f(x))
for x ∈ Rn. In particular,M can be described by a problem independent x0 and a sequence of rules
{I}∞k=0 such that
xk+1 = I(Of (x0), . . . ,Of (xk)).
Without loss of generality, we may assume that x0 = 0 and that at the N -th iteration, the output
of M is always xN .
In [1], it is shown that the lower complexity bound for smooth convex optimization is
O(1)(1/
√
ε). In view of Corollary 2.3, we conclude that OGD is an optimal algorithm for smooth
convex optimization, in the sense that its theoretical computational performance can not be im-
proved. For completeness, we present a proof in this chapter.
15
3.1 Iteration Complexity Lower Bound for Smooth Convex
Optimization
We will consider a quadratic programming problem, which falls under the class of smooth
convex optimization, of the form
f∗ := min
x∈Rn




where A  0. Convexity of (QP) follows immediately from Corollary (1.2) since ∇2f(x) = A  0
by assumption. Furthermore, for any U ∈ Ub where
Ub := {U ∈ Rn×n | Ub = UT b = b and U is orthogonal} (3.1)
we can show that by defining y = Ux for any x ∈ Rn
xTUTAUx = yTAy ≥ 0
follows from A  0. Thus,
fU (x) := f(Ux) =
1
2
xTUTAUx− bTx = QUTAU,b(x) (3.2)






That is, without loss of generality, we may assume our quadratic program has objective function
fU (x) for some U ∈ Ub. Let Kr(A, b) be the Krylov subspace of order r defined by
Kr(A, b) := span{b, Ab, . . . , Ar−1b}. (3.3)
We have the following lemmas.
Lemma 3.1. For any A ∈ Rn×n, b ∈ Rn, we have the following
16
1. Kr(A, b) ⊆ Kr+1(A, b) for any integer r ≥ 1. Additionally, if Kr(A, b) = Kr+1(A, b), then
Kr(A, b) = Ks(A, b) for all integers s ≥ r.
2. For all U ∈ Ub,
Kr(UTAU, b) = UTKr(A, b). (3.4)
Proof. The subset Kr(A, b) ⊆ Kr+1(A, b) is clear from the definition in (3.3). For the remainder of
























ib lies in Kr(A, b) by definition whereas crArb ∈ Kr+1(A, b) = Kr(A, b) by
assumption. Thus, Ar+1b ∈ Kr(A, b). Inducting on r gives the desired result. For the second
statement, note from (3.1) that







i−1b which implies that Kr(UTAU, b) = UTKr(A, b).
The following lemma appeared in [2] and will be used in our analysis in the sequel.
Lemma 3.2. Let X and Y be two linear subspaces satisfying X ( Y ⊆ Rp. Then for any x̄ ∈ Rp,
there exists orthogonal matrix V such that
V x̄ ∈ Y and V x = x, ∀x ∈ X
Proof. When x̄ ∈ X, V = I satisfies the conditions. Otherwise, let x̄ = y + z where z ∈ X, y ∈ X⊥.
Let {ui}ti=1, t < p be an orthonormal basis for X and extend it to an orthonormal basis {ui}si=1, t <
17
s ≤ p for Y . Define an orthogonal matrix V such that
V ui = ui and V y = ||y||ut+1.
Then for any x ∈ X, there exists constants λi such that
∑t








Furthermore, it follows directly from construction that
V x̄ = z + ||y||ut+1 ∈ Y.
The following two propositions will be crucial to development of the lower complexity bound
for smooth convex optimization.
Proposition 3.1. Let f(x) be defined as in (QP) and N an integer such that
K2N−1(A, b) ( K2N (A, b) ( K2N+1(A, b). (3.5)
Then for any first order scheme M and iterate number k, there exists Uk ∈ Ub such that when M
is applied to minimize fUk(x), the first k iterates satisfy
xi ∈ UTk K2k+1(A, b)
for all i = 0, . . . , k.
Proof. We proceed by induction. When k = 0, the result is trivial since for any U0 ∈ Ub, we have
x0 = 0 ∈ U0 span{b}. Now assume the statement holds for k− 1 < N and let xk be the next iterate
computed by M. By the assumption k − 1 < N and (3.5),
K2k−1(A, b) ( K2k(A, b) ( K2k+1(A, b).
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and consequently
UTk−1K2k−1(A, b) ( UTk−1K2k(A, b) ( UTk−1K2k+1(A, b).
by orthogonality of Uk−1. Suppose that U
T
k−1K2k(A, b) is spanned by {w1, . . . , wl} for some l ≤ 2k.
Then there must exist wl+1 ∈ UTk−1K2k+1(A, b) for which wl+1 6∈ UTk−1K2k(A, b). By Lemma 3.2 we
can define an orthogonal matrix V satisfying
V wi = wi for wi ∈ UTk−1K2k(A, b) and V vk/ ||vk|| = wl+1. (3.6)
By this definition, it follows that xk ∈ V TUTk−1K2k+1(A, b). We claim that Uk := Uk−1V is the
orthogonal matrix we seek to complete the induction step. It is easy to see that Uk is orthogonal
and since b ∈ UTk−1K2k(A, b),
Ukb = Uk−1V b = Uk−1b = b.
It suffices to show that applying M to fUk(x) generates iterates x0, . . . , xk−1. Indeed, note that for
any x ∈ UTk−1K2k−1(A, b), from (3.4) we have that UTk−1AUk−1x ∈ UTk−1K2k(A, b). Thus
UTk AUkx = V
TUTk−1AUk−1V x = V
T (UTk−1AUk−1x) = U
T
k−1AUk−1x.
Hence, for any x ∈ UTk−1K2k−1(A, b), the functions fUk(x) and fUk−1(x) have the same zeroth
and first order information. Since we assume by the induction hypothesis that x0, . . . , xk−1 ∈
UTk−1K2k−1(A, b), applyingM to minimize fUk(x) will generate x0, . . . , xk. Noting (3.6), we conclude
that x0, . . . , xk ∈ UTk K2k+1(A, b).












































yTAy − bT y
with y = Ax. Combining these equalities gives the result.






 ∈ Rn×n, b = L
4
e1 (3.8)













In this definition, L is the Lipschitz constant and ei is the i-th standard basis vector of Rn. We
remark that from [3], the eigenvalues of A are of the form λj = 2 − 2 cos(jπ/(4k + 4)) ≤ 4 for all













Thus, ∇QA,b(x) = Ax− b is Lipschitz continuous with Lipschitz constant L.
The optimal solution x∗ to min
x∈Rn





1− i4k+4 1 ≤ i ≤ 4k + 3














In the lemma that follows, we show the final necessary computation for proving the lower complexity
bound.
Lemma 3.3. For A, b defined in (3.8), the Krylov subspaces can be written as
Kr(A, b) =

span{e1, . . . , er} 1 ≤ r ≤ 4k + 2
span{e1, . . . , e4k+3} r ≥ 4k + 3,
(3.10)




















Proof. Clearly, b ∈ span{e1} and Ae1 = (2,−1, 0, . . . , 0)T ∈ span{e1, e2}. Continuing, we have
Aei ∈ span{ei−1, ei, ei+1} for all 2 ≤ i ≤ 4k + 2 from the tridiagonal structure. Thus, the first
statement follows. Since x(i) = 0 for any i ≥ 2k + 2 whenever x ∈ K2k+1(A, b), it follows that the






















Here, A2k+1 is the (2k + 1)× (2k + 1) leftmost submatrix of A and z is the subvector consisting of
the first 2k + 1 elements of x. In a similar computation that produced min
x∈Rn



















































≤ (4k + 3)− 2
4k + 4












Theorem 3.3. For any first order iterative method M and iterate k ≤ n−34 , there exists some
smooth convex function g : Rn → R with L-Lipschitz gradient such that xk generated byM satisfies
h(xk)− min
x∈Rn




Proof. Let f : Rn → R be defined as in (QP) with A and b as stated in (3.8). Applying Proposition
3.1, there exists g(x) := fUk(x) whose iterates x0, . . . , xk lies in the subspace U
T
k K2k+1(A, b). Thus,














In view of Theorem 3.3, our proposed Algorithm 1 with parameters (2.12) is an optimal
algorithm for solving smooth convex optimization. Futhermore, there exists the following other




• When f is convex, the lower complexity bound is O(1)(1/ε2) [4, 1].
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• When f is convex, nonsmooth with bilinear saddle point structure, the lower complexity bound
is O(1)(1/ε) [2].
• When f is strongly convex, smooth the lower complexity bound is O(1) log(1/ε) [1, 5].
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Chapter 4
Lower Complexity Bound for
Binary Logistic Regression
Let us now consider our (BLR) again. By (1.7), we know that we can solve (BLR) via
Algorithm 1. Hence, in view of (2.3), an ε− approoximate solution can be computed in O(1)(1/
√
ε)
first order oracle iterations. However, it has yet to be determined that that Algorithm 1 achieves the
lower complexity bound for binary logistic regression problems via first order deterministic methods.
We will develop a lower complexity bound for functions of the form in (BLR), a subset of smooth
convex optimization. In doing so, we will construct a worst-case dataset for solving binary logistic
regression that requires O(1)(1/
√
ε) first order oracle calls and thus, showing Algorithm 1 is an
optimal algorithm for this class of problems. These worst-case constructions will satisfy y∗ = 0.
Consequently, it suffices to solve the logistic model with homogeneous linear predictor






4.1 Linear Span Assumption
In this section, we make the following simplifying assumption: the iterates of a first order
deterministic method M satisfy
xt ∈ span{∇f(x0), . . . ,∇f(xt−1)} (4.2)
for all t ≥ 1. We will refer to (4.2) as the linear span assumption. This assumption is convenient in
demonstrating our desired result, but we will later show that our results can also be proved without
the linear span assumption through a technique developed in [6] (see also [2]).



















∈ R4k×k, bk =
 12k
−12k
 ∈ R4k. (4.3)
Note that the above construction follows the idea in [1]; indeed, W 2k appeared in the construction
(3.8). Let us consider performing binary logistic regression with data matrix Ak and response vector
bk. In order to avoid duplicate data entries in Ak, we also assume without loss of generality that
σ > ζ > 0. Denote then the functions
fk(x) := h(Akx)− bTk (Akx) and φk(x, y) := h(Akx+y1k)− bTk (Akx+ y1k). (4.4)
In view of the discussion above, we can view fk and φk as objective functions of homoegeneous and
inhomogeneous binary logistic regression problems respectively. Before we proceed, we note that a
sufficient optimality condition for minimizing the function f in (4.4) is
∇fk(x) = 0. (4.5)
We will use three lemmas to study the behavior of the iterates of a first order method M applied
to (HBLR). For brevity, denote et,k the t-th standard basis in Rk.
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Lemma 4.1. For Ak defined in (3.8),
||Ak|| ≤
√
32(σ2 + ζ2). (4.6)
Proof. Let u ∈ Rk. Then we have





2 + · · ·+ (u(2))2 + (u(1))2 + (u(1))2
)
≤ 4 ||u||2 .
This implies that










x∗ = c(1, 2, . . . , k)T
with optimal value
f∗k = 8k log 2 + 4k (log cosh(σc) + log cosh(ζc)− (σ − ζ)c)
where c satisfies
σ tanh(σc) + ζ tanh(ζc) = σ − ζ. (4.7)
In addition, (x∗, 0) is the unique optimal solution to minx∈Rn,y∈R φk(x, y).
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Proof. Since Wkx



















via the description in (1.11). Using above equation and noting that Wk1k = ek,k, we have
ATk∇h(Akx∗) = 4(σ tanh(σc) + ζ tanh(ζc))ek,k.
Combining the above with
ATk bk = 4(σ − ζ)ek,k (4.8)
we conclude that the optimality condition in (4.5) is met whenever c satisfies (4.7). Such a c is well-
defined since the function T (c) := σ tanh(σc)+ζ tanh(ζc)−σ+ζ is continuous with T (0) = −σ+ζ < 0
and lim
c→∞
T (c) = 2ζ > 0. Moreover, noting that cosh is an even function,
f∗k = h(Akx
∗)− 4k(σ − ζ)c
= 2k (log(2 cosh(σc)) + log(2 cosh(−ζc)) + log(2 cosh(σc)) + log(2 cosh(ζc)))− 4k(σ − ζ)c







∗, y) = 1Tk∇h(Akx∗)− bTk 1k = 0
and
∇xφk(x∗, 0) = ∇fk(x∗) = 0,
we conclude that
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Lemma 4.3. Let t, k be positive integers satisfying t ≤ k. Denote
Xt,k := span{ek−t+1,k, . . . , ek,k}, ∀k, 1 ≤ t ≤ k
and
Yt,k := span{e1,4k, . . . , et,4k, . . . , ek+1,4k, . . . , ek+t,4k, . . . , e2k+1,4k, . . . , e2k+t,4k, . . . , e3k+1,4k, . . . , e3k+t,4k}.
Then for any x ∈ Xt,k, Akx,∇h(Akx) ∈ Yt,k and ATk∇h(Akx), ∇fk(x) ∈ Xt+1,k. Furthermore,
min
x∈Xt,k
fk(x) = 8(k − t) log 2 + min
u∈Rt
ft(u). (4.9)

































∇fk(x) = ATk∇h(Akx)−ATk bk ∈ Xt+1,k.
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2 log(2 cosh(σWtu)(i)) + 2 log(2 cosh(−ζWtu)(i))
+ 2 log(2 cosh(−σWtu)(i)) + 2 log(2 cosh(ζWtu)(i)) + 8(k − t) log cosh(0)).
Applying again the definition of Wk in (1.3) here, we have h(Akx) = 8(k−t) log 2+h(Atu). Moreover,
since
bTkAkx = 4(σ − ζ)u = bTt Atu
from the definitions in (3.8), we conclude the result (4.9) immediately.
Similar to the discussion around Proposition 3.1, as a consequence of the previous lemma, we
show that a first order methodM satisfying the linear span assumption generates iterates xt ∈ Xt,k
when minimizing fk(x).
Lemma 4.4. Suppose thatM is a deterministic first order method whose iterates satisfy the linear
span assumption (4.2). When M is applied to minimize fk defined in (4.4), we have xt ∈ Xt,k for
1 ≤ t ≤ k.
Proof. We will proceed via induction. Consider the case t = 1. By (4.2), x1 ∈ span{∇fk(x0)}. Since
x0 = 0, ∇fk(x0) = −ATk bk. Thus, in view of (4.8),
∇fk(x0) ∈ span{ek,k} = X1,k
so the statement holds for t = 1. Continuing with induction, assume that xi ∈ Xi,k for 1 ≤ i ≤ t < k.
Noting lemma 4.2, ∇fk(xi) ∈ Xi+1,k for all t. Thus, by (4.2), it follows that
xs+1 ∈ span{∇fk(x0), . . . ,∇fk(xs)} ⊆ Xt+1,k
which completes the induction process.
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Combining Lemmas 4.3, 4.4, and 4.2, it follows that
fk(xt)− f∗k ≥ min
x∈Xt,k
fk(x)− f∗k (4.10)
= 8(k − t) log 2 + f∗t − f∗k (4.11)
= 4(k − t) ((σ − ζ)c− log cosh(σc)− log cosh(ζc)) . (4.12)
In an attempt to simplify the lower complexity bound presented above, we present the following
lemma.
Lemma 4.5. For any real numbers σ and ζ that satisfy σ/ζ = 1.3,




Proof. For c > 0, the function c→ c tanh(c) is increasing since its derivative is positive. Thus, since
ζc < σc,
ζc tanh(ζc) ≤ σc tanh(σc)
and consequently
c tanh(ζc) ≤ c tanh(σc).
Applying these inequalities to bound (4.7) gives
2ζ tanh(ζc) ≤ σ − ζ ≤ 2σ tanh(σc)
Furthermore, because function c 7→ tanh(c) has positive derivative everywhere, we conclude that






















Here, since σ/ζ = 1.3, we have a, b > 0. Thus, applying (4.7) we have
(σ−ζ)c−log cosh(σc)−log cosh(ζc) = (cσ)
2
(cσ)2
(σc tanh(σc) + ζc tanh(ζc)− log cosh(σc)− log cosh(ζc)) .
Noting again by the first derivative that function c 7→ c tanh(c)− log cosh(c) is increasing for c > 0,
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we may apply (4.13) and obtain





(σa tanh(σa)− log cosh(σa) + ζa tanh(ζa)− log cosh(ζa)) .





and the statement of the lemma follows from (4.14) and (4.15) immediately.
We are now ready to estimate the lower complexity bound of first order methods applied to
binary logistic regression under the linear span assumption.
Theorem 4.1. Let M be a deterministic first order method applied to solve (BLR) whose iterates
satisfy the linear span assumption (4.2). For any iteration count M and constants n = 2M , N = 8M ,
there exist data matrix A ∈ RN×n and response vector b ∈ {−1, 1}N such that the M -th iterate
generated by M satisfies
φA,b(xM )− φA,b(x∗) ≥
3 ||A||2 ||x0 − x∗||2
24(2M + 1)(4M + 1)
(4.16)
and
||xM − x∗||2 >
1
8
||x0 − x∗||2 . (4.17)
Proof. We begin by setting constants ζ > 0 and σ = 1.3ζ and defining Ak as in (3.8). Let M be
applied to minimize fk defined in (4.4) with k = 2M . Then from Lemma 4.4, the discussion in after
(4.10), and the simplification in Lemma 4.5, we have
fk(xt)− f∗k ≥ 2(k − t)c2σ2, ∀t ≤ k (4.18)
Furthermore, from (4.6) and Lemma 4.2 along with the assumption that x0 = 0, we have
||Ak|| ≤ 4
√
2σ2 + 2(σ/1.3)2 < 8σ (4.19)
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and






k(k + 1)(2k + 1). (4.20)
Combining the above two relations with (4.10), we conclude
fk(xt)− f∗k >
3(k − t) ||Ak||2 ||x0 − x∗||2
16k(k + 1)(2k + 1)
. (4.21)
Continuing, since xt ∈ Xt,k by Lemma 4.4, we have the bound






(k − t)(k − t+ 1)(2k − 2t+ 1). (4.22)
Consequently, by setting t = M and noting k = 2M , (4.21) becomes
fk(xM )− f∗k >
3 ||Ak||2 ||x0 − x∗||2
24(2M + 1)(4M + 1)
.
Applying (4.20) and (4.22) results in
||xM − x∗||2 ≤
c2
6
M(M + 1)(2M + 1) >
c2
48
(2M)(2M + 1)(4M + 1) =
1
8
||x0 − x∗||2 .
Letting A := Ak and b := bk, we conclude the theorem.
4.2 Lower Complexity Bound for solving Binary Logistic Re-
gression via General first order Methods
In this section we will remove the assumption in (4.2) and build on the results of Theorem
4.1 to establish a similar result without the linear span assumption.
Lemma 4.6. For Ak, bk specified in (3.8), any first order method M, and some t ≤ k−32 , there
exists an orthogonal matrix Ut ∈ Rk×k satisfying
1. UtA
T
k bk = A
T
k bk
2. When M is applied to solve (HBLR), the iterates x0, . . . , xt satisfy
xi ∈ UTt X2i+1,k, i = 0, . . . , t.
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Proof. Let us first define the set
U := {V ∈ Rk×kV | is orthogonal and V ATk bk = ATk bk}.
We will proceed by induction. The case t = 0 follows immediately from letting U0 be the identity
matrix. Now suppose the statement holds with t = s−1 < (k−1)/2 and denote xs the next iterate.
We will show the statement holds with t = s. Since s < (k−1)/2 is sufficiently small, it follows that
X2s,k ⊂ X2s+1,k and consequently UTs−1X2s,k ⊂ UTs−1X2s+1,k. Moreover, by Lemma 3.2, there exists
some orthogonal matrix V such that
V x = x ∀x ∈ UTs−1X2s,k and V xs ∈ UTs−1X2s+1,k. (4.23)
Denote then
Us = Us−1V. (4.24)
From computation in (4.8), we know that ATk bk ∈ X1,k ⊂ X2s,k. Thus, we have UTs ATk bk =
V TUTs−1A
T
k bk = V
TATk bk = A
T
k bk. Noting that V is the product of orthogonal matrices and thus
orthogonal, we conclude that Us ∈ U . Now suppose x ∈ UTs X2s−1,k. By (4.23) and the fact that
Us ∈ U , we have
lAkUs,bk(x) = h(AkUs)− xTUTs ATk bk = h(AkUs−1x)− xTUTs−1ATk bk = lAkUs−1,bk(x).




∇lAkUs,bk(x) = UTs ATk∇h(AkUsx)− UTs ATk bk = UTs−1ATk∇h(AkUsx)− UTs−1ATk bk = ∇lAkUs−1,bk(x).
Therefore, for any x ∈ UTs X2s−1,k, the first order method M receives same information regardless
whether it is applied to lAkUs,bk or lAkUs−1,bk . Thus, it produces the same iterates x0, . . . , xs−1 when
minimizing lAkUs,bk as it does when minimizing lAkUs−1,bk . Furthermore, by the construction of V ,
for any i = 0, . . . , s− 1, we have
UTs X2i+1,k = V TUTs−1X2i+1,k = UTs−1X2i+1,k (4.25)
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and
xs ∈ V TUTs−1X2i+1,k = UTs X2s+1,k.
Combining these two arguments with the induction hypothesis yields
xi ∈ UTs X2i+1,k, ∀i = 0, . . . , s. (4.26)
In view of (4.26), we conclude the induction for the t = s case by choosing U = Us.
Theorem 4.2. For any first order method M and fixed iteration number M with corresponding
constants N = 10M+8, n = 4M+2, there always exists data matrix A ∈ RN×n and response vector
b ∈ RN such that when M is applied to solve (HBLR), the M -th iterate satisfies
lA,b(xM )− l∗A,b ≥
3 ||A||2 ||x0 − x∗||2
16(4M + 3)(8M + 5)
and




where z∗ is the minimizer of lA,b.
Proof. Let ζ > 0 and set σ = 1.3ζ. Let k = 4M + 2 and define Ak using σ, ζ as in (3.8). Lemma
4.6 provides an orthogonal matrix U such that UTATk bk = A
T
k bk and when M is applied to solve
lAkU,bk , the iterates xi satsify xi ∈ UTX2i+1,k for any 0 ≤ i ≤M . Thus, we have


























Here, we used the definition of fk as in (4.4). Noting the two above computations applying (4.10)
and Lemma 4.5, we see that




= 4(k − 2M − 1)((σ − ζ)c− log cosh(σc)− log cosh(ζc))
≥ 2(k − 2M − 1)c2σ2.
(4.27)
In view of computation of l∗AkU,bk , we see that its minimizer z
∗ must satisfy zT = UTx∗ with x∗
being the minimizer of fk provided in Lemma 4.2. Since Lemma 4.6 guarantees xM ∈ UTX2M+1,k,
it follows that














(2M + 1)(2M + 2)(4M + 3)
since we set k = 4M + 2. Furthermore, because x0 = 0,
||x0 − z∗||2 =





(4M + 2)(4M + 3)(8M + 5) (4.28)
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and consequently
||xM − z∗||2 >
1
8
||x0 − z∗|| . (4.29)
Lastly, applying (4.28) to (4.27) and noting k = 4M + 2, we see that
lAkU,bk(xM )− l∗AkU,bk ≥
6σ2(2M + 1) ||x0 − z∗||2
(2M + 1)(4M + 3)(8M + 5)
.
Recalling (4.6) we conclude that
lAkU,bk(xM )−l∗AkU,bk ≥
6σ2 ||A||2 ||x0 − z∗||2
||A||2 (4M + 3)(8M + 5)
≥ 6σ
2 ||A||2 ||x0 − z∗||2
32σ2(4M + 3)(8M + 5)
=
3 ||A||2 ||x0 − z∗||2
16(4M + 3)(8M + 5)
.
along with (4.29) completes the proof by setting A := AkU and b := bk.
4.3 Conclusions
With Theorem 4.2, we are able to construct a homogeneous worst case dataset for binary
logistic regression which proves that Algorithm 1 is an optimal first order method for such a class of
functions. However, the dataset generated here is most definitely non-standard. Possible extensions
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