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Abstract
Practical questions arising from (for instance) biological applications can often be expressed as classical optimization problems
with speciﬁc, new features.We are interested here in the version of the maximum weight matching problem (on a graph G) obtained
by (1) deﬁning a set F of pairs of incompatible edges of G and (2) asking that the matching contains at most one edge in each given
pair. Such a matching is called an odd matching. The graph T (F )= (VF , F ), where VF is the set of edges of G occurring in at least
one pair of F , is called the trace-graph of G and F .
Wemotivate the introduction of themaximumweight odd-matching (abbreviated asOdd-MWM) problem and study its complexity
with respect to two parameters: the type of graph G and the graph class T to which T (F ) belongs.
Our contribution includes:
• A proof that Odd-MWM is NP-complete for 3-degree bipartite graphs when T (F ) is a matching (i.e. when T is the class of
1-regular graphs), even if the weight function is constant.
• A proof that Odd-MWM is NP-complete (for 3-degree bipartite graphs as well as for any larger class) if and only if T is a class
of graphs with unbounded induced matching. Otherwise, Odd-MWM is polynomial.
• A ((T (F )) + 1)-approximate algorithm for Odd-MWM on general graphs. This algorithm becomes a (T (F ))-approximate
algorithm when the graph class T admits a polynomial algorithm for minimum vertex coloring.
© 2007 Elsevier B.V. All rights reserved.
Keywords: Maximum weight matching; NP-completeness; 3-Degree bipartite graph
1. Introduction
Matching theory generated an impressive number of results and solved many theoretical and practical problems.
(See [10] for a good introduction with many pointers.) However, computer science in general and combinatorics in
particular progressively have to deal with problems which arose from a variety of domains with speciﬁc requests.
Biology is one of these domains, and we were concerned recently with several particular cases of the general problem
we explain in the following.
Assume we have several varieties of a plant called colza (which is an oilseed rape), that we classify into two classes:
robust varieties which have a high level of alpha-linolenic acid (this is an acid essential to human health but not produced
by the body), and fragile varieties with a low level of alpha-linolenic acid. Biologists want to obtain robust varieties
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with a low level of alpha-linolenic acid. One step in their study (which takes several years) is to select some promising
pairs of varieties (one variety in each class) and to hybridize them. Since hybridization is a delicate process which takes
several months and a variety of resources, the decision is taken to severely select the pairs according to the following
essential principles:
• the higher the genetic distance between the two varieties in a pair, the more promising the pair;
• a variety must be in at most one pair;
• certain pairs should not be simultaneously selected, since they are too close to each other (from a certain viewpoint).
The most natural way to approach such a problem is to formulate it as a maximum weight matching problem
(abbreviated as MWM) problem on a bipartite graph (whose vertices are given by the varieties in the two classes,
whose edges correspond to the feasible pairs and whose weight function is given by the pairwise genetic distance),
with the speciﬁc condition that some pairs of edges are incompatible with respect to the matching. The biologists fully
agreed with this statement of the problem, and proposed several particular cases for us to study; in one of them the
pairs of incompatible edges were disjoint. This is a very important case in the complexity analysis presented in this
paper. Essentially, we obtained a simple criterion which allows to quickly identify the NP-complete cases (that can
be approached using the approximation algorithm we propose) and the polynomial cases of the problem (that can be
solved using Edmonds’ algorithm [4]).
The paper is organized as follows. In Section 2, we formulate our problem precisely and discuss its relationships with
already known problems. In Section 3, we give the main polynomial reduction and some technical properties related
to it. They are used in Section 4 to obtain complexity results. In Section 5, approximation algorithms are given for the
NP-complete cases. Section 6 is the conclusion.
Unless speciﬁed to the contrary, all the graphs considered in the paper are undirected and loopless.
2. The problem
Let G= (V ,E) be a graph and let A ⊆ E. A vertex incident to an edge in A is said to be covered by A. A matching
of G is a set M of edges of G such that no pair of edges in M shares a vertex. An induced matching of G is a matching
which forms an induced subgraph. A maximum matching of G is a matching whose cardinality is as large as possible.
Given a weight function w : E → R+, a maximum weight matching of G is a matching such that the total weight of
its edges is maximum.
The MWM problem is the problem of ﬁnding a maximum weight matching in a graph.
Given a graph G = (V ,E) and a set F ⊆ E × E of incompatible pairs, an odd matching of (G, F ) is a matching
of G containing at most one edge in each incompatible pair. If, moreover, a weight function w on E with nonnegative
values is provided, a maximum weight odd matching of (G, F ) is an odd matching of (G, F ) with a maximum total
weight of edges. The trace-graph of G and F is the graph T (F ) = (VF , F ), where VF is the set of all edges in E
occurring in at least one pair of F .
The problem we are interested in (stated as a decision problem) is:
Weighted maximum odd matching (Odd-MWM):
Instance. A graph G = (V ,E), a weight function w : E → R+, a set F ⊆ E × E, a positive integer K .
Question. Is there an odd matching of (G, F ) of weight at least K?
Odd-MWM is related to the following problem [5]:
Multiple choice matching (MCM):
Instance. A graph G = (V ,E), disjoint sets E1, E2, . . . , EJ ⊆ E, a positive integer K .
Question. Is there a subset E′ ⊆ E with |E′|K such that E′ is a matching containing at most one edge from each
Ei , 1 iJ ?
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Aside from the use or not of the weight function, Odd-MWM and MCM have some important differences: while
MCM needs disjoint sets E1, E2, . . . , EJ of unconstraint cardinality, Odd-MWM uses sets of cardinality exactly 2
(each element of F is such a set) which do not need to be disjoint. Therefore, Odd-MWM and MCM have a maximum
common particular case which occurs when: (a) in Odd-MWM, T (F ) is a matching and w is a constant function, and
(b) in MCM, |Ei | = 2, 1 iJ . This case is called the critical case.
In [5], the critical case is claimed NP-complete even on bipartite graphs, based on Refs. [13,6,7]. However, no proof
of this result seems to be available. Ref. [13] is a private communication, while the proof in [7] uses a reduction from
SAT which deﬁnes non-disjoint sets Ei of cardinality 2, and thus concerns Odd-MWM alone.
Some other results were proved concerning MCM. In the critical case, the complete bipartite graph Kn,n (n3)
admits a matching of cardinality |V |/2 [12]. This matching can be computed in O(n2) time [3]. Furthermore, MCM
is NP-complete for complete bipartite graphs when K = |V |/2 and Ei (i = 1, 2, . . . , J ) have unconstraint cardinality.
This is done in [3] and uses a reduction from the critical case (whose proof is not available). However, if the coloration
induced by E1, E2, . . . , EJ on the edges of the complete bipartite graph Kn,n is proper and J = 2n − 1, then MCM
always admits a matching of cardinality |V |/2 [14].
We are interested in Odd-MWM, especially on bipartite graphs. The key of our complexity results is the polynomial
reduction we deﬁne in Section 3. It allows us to deduce in Section 4 our own proof that the critical case is NP-complete
even on 3-degree bipartite graphs, and to characterize the NP-complete and polynomial particular cases of Odd-MWM.
To simplify the presentation, we use the term matching do designate both a matching as deﬁned above (a set of
edges) and a graph whose edge set induces a matching. (The context makes the difference.)
3. Main polynomial reduction
To prove the NP-completeness results in the next section, we use a variant of SAT called not-all-equal 3SAT, where
each clause has three literals and one asks to assign boolean values to the literals such that each clause has at least
one true literal and one false literal. To this end, we give a polynomial time reduction from an arbitrary instance of
not-all-equal 3SAT to an instance of Odd-MWM. The other required property, that Odd-MWM belong to NP, is easily
veriﬁed.
In this section we describe the construction of the standard instance (G,w, F,K) of Odd-MWM associated to a
given instance C = C1 ∧ C2 ∧ · · · ∧ Ck (where Ci are the clauses, i = 1, 2, . . . , k) of not-all-equal 3SAT, and present
its main properties.
3.1. Construction
Let Ci = (q1i ∨ q2i ∨ q3i ) (i = 1, . . . , k) be the clauses in the boolean expression and x1, x1, x2, x2, . . . , xp, xp be
the literals. We can assume that, for each j = 1, 2, . . . , p, the literal xj occurs in the formula C as many times as xj .
Denote occ(j) the number of occurrences of xj (and thus of xj ) in C. If the number of occurrences of xj and xj in C
is not the same, add an appropriate number of clauses (xj ∨ xj ∨ xj ) or (xj ∨ xj ∨ xj ). Then the total number k of
clauses may be assumed to be even.
We build an instance ofOdd-MWMwith a bipartite graphG=(V1∪V2, E). The graphG has, for each j=1, 2, . . . , p,
a consistency component CCj (whose mean is to guarantee, when the argumentation needs it, that the values of xj , xj
in the different clauses are correct) and, for each i = 1, . . . , k, a truth component Di (insuring that the clause Ci has
both a true and a false literal). To show G is bipartite, the vertices in V1 have simple notations (v, for instance) while
the vertices in V2 have prime notations (v′), and every edge has a simple end and a prime end. There is a one-to-one
correspondence between the vertices u and u′, so that the cardinalities of V1 and V2 are identical. Most of the edges
have a double, that is, when uv′ exists, vu′ exists too. The set F is the set of all the unordered pairs (uv′, vu′) that we
call pairs of doubles.
To simplify the notation we present the construction as if there was at most one occurrence of xj or xj in each
clause i. The construction is exactly the same in the contrary case, except one has to add a supplementary index to
each vertex. That is, we have to consider the occurrences xj,1, . . . , xj,p, p ∈ {1, 2, 3}, of xj in each clause i, and the
occurrences xj,4, . . . , xj,s , s ∈ {4, 5, 6}, of xj in each clause i, and build a graph Gij,u for each of these occurrences
(u ∈ {1, . . . , p, 4, . . . , s}) as described below. The consistency components and the truth components would then be
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Fig. 1. An example: The consistency component CCj assuming that the literal xj occurs in clauses 1, 6 and literal xj occurs in clauses 2, 4.
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Fig. 2.An example: The truth componentD2 assuming that the associated clauseC2 is (xj ∨xf ∨xg). The dashed lines are the up- and down-linking
edges towards the corresponding consistency component.
built identically. Since these are the only changes, we decided to restrict our presentation to the simpler case where
there is at most one occurrence of xj or xj in each clause i .
The consistency componentCCj (for an arbitrary but ﬁxed j ): SeeFig. 1. For each occurrence ofxj orxj , for instance,
in the ith clause, we build a unit graph Gij with six vertices a
i
j , (a
i
j )
′, bij , (b
i
j )
′, cij , (c
i
j )
′ and edges aij (b
i
j )
′, bij (c
i
j )
′
(called up-edges), (aij )′bij , (bij )′cij (called down-edges). A unit graph Gij is said to be positive if it corresponds to an
occurrence of xj and negative if it corresponds to an occurrence of xj . Now, order the graphs Gij (ﬁxed j , variable i)
from left to right such that the negative and positive graphs alternate. For a given i, denote by Gi+j the graph which
follows Gij on the right and G
i−
j the graph which precedes G
i
j on the left (in a circular way). To obtain CCj , add for
each i the down-linking edge cij (a
i+
j )
′ if Gij is positive, respectively the up-linking edge a
i
j (c
i+
j )
′ if Gij is negative. Set
w(e)= y (where y is an arbitrary nonnegative constant) for each edge e in CCj and put (as indicated before) the pairs
of doubles (aij (b
i
j )
′, (aij )
′bij ) and ((b
i
j )
′cij , b
i
j (c
i
j )
′) into F for each i.
The truth component Di (for an arbitrary but ﬁxed i): See Fig. 2. With Ci = (q1i ∨ q2i ∨ q3i ), consider the unit
graphs Gi
q1i
in CCq1i , G
i
q2i
in CCq2i , G
i
q3i
in CCq3i and two additional vertices di, d
′
i . For each graph G
i
qsi
(s = 1, 2, 3),
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add the edges di(aiqsi )
′ and d ′ia
i
qsi
if Gi
qsi
is positive, respectively, the edges di(ciqsi )
′ and d ′ic
i
qsi
if Gi
qsi
is negative. This is
Di . Notice that in Figs. 1 and 2, the positive unit graphs have the same position (with respect to the top of the ﬁgures)
while the negative unit graphs are upside down. So, for a positive unit graph the up-edges are in the upper half of Fig.
2 (we say they are close to d ′i), while for a negative unit graph the up-edges are in the lower half of the ﬁgure (we
say they are close to di). Set w(e) = y for each edge e in Di , and, for each qsi (s = 1, 2, 3), put the pair of doubles
(di(a
i
qsi
)′, d ′ia
i
qsi
) (respectively, (di(ciqsi )
′, d ′ic
i
qsi
)) in F if the unit graph Gi
qsi
is positive (respectively, negative).
To ﬁnish the construction of the Odd-MWM standard instance, deﬁne the value K = 192 ky.
3.2. Main properties
This ﬁrst claim is easy, so that its proof is omitted. A 3-degree graph is a graph whose vertex degrees are upper
bounded by 3.
Claim 1. The standard instance has the following properties:
(1) G=(V ,E) is a 3-degree bipartite graph, with partsV1={v1, v2, . . . , vm},V2={v′1, v′2, . . . , v′m} such thatm=10k
(where k is the number of clauses in the instance of not-all-equal 3SAT and can be assumed even).
(ii) F is made of 9k pairs of doubles. Consequently, the trace-graph T (F )= (VF , F ) of G and F is a matching with
cardinality 9k (thus involving 18k vertices).
(iii) w is a constant function.
When W is an induced subgraph of G, denote F |W the restriction of F to the edges of W .
Claim 2. For a ﬁxed j , a maximum weight odd matching (CCj , F |CCj ) is obtained in two very precise symmetric
cases:
(a) either it contains all the up-edges and all the down-linking edges in CCj ;
(b) or it contains all the down-edges and all the up-linking edges in CCj .
In both the cases the total weight of the matching in (CCj , F |CCj ) is 52y · 2occ(j).
Proof. Indeed, the odd matching cannot simultaneously contain an up-edge and a down-edge from the same unit graph
since such edges are either incident or form a pair of doubles (thus they are in F ). Further, if we look locally to a
unit graph with a half up-linking edge and a half down-linking edge (each with weight y/2), we notice that (1) an odd
matching can realize at most weight 52y on this graph; (2) this weight is only realized in cases (a) and (b) restricted to
the unit graph. We deduce that 52y · 2occ(j) is an upper bound on the maximum weight of an odd matching involving
all the 2occ(j) unit graphs in CCj , and that this upper bound could possibly be obtained only when each unit graph
is in case (a) or (b). Now, it is easy to see that two consecutive unit graphs cannot be in different cases between (a)
and (b) since then none of the up- or down-linking edges incident to these unit graphs can be in the matching; so the
matching is not maximum. Therefore only the matchings in cases (a) and (b) reach the upper bound 52y · 2occ(j). 
Claim 3. For a ﬁxed i, a maximum weight odd matching in (Di, F |Di ) must contain at least two edges incident,
respectively, to di and d ′i , and, for each unit graph in Di , both the up-edges or both the down-edges. The total weight
of the matching in (Di, F |Di ) is then 8y.
Proof. It is easy to see that this conﬁguration is the only one which maximizes the local matchings on each unit graph
and on each star centered in di , respectively, d ′i . Thus, each maximum weight odd matching in (Di, F |Di ) has weight
8y and contains at least one pair of edges close to d ′i (otherwise di could not be satisﬁed by the matching) and one
pair of edges close to di (similar reason for d ′i). Each such pair of edges can be formed by up-edges or by down-edges
depending on the type of unit graph: a positive (negative, respectively) unit graph has up-edges close to d ′i (to di ,
respectively) and down-edges close to di (to d ′i , respectively). 
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Claim 4. The boolean expression with clauses C1, C2, . . . , Ck is true with at least one true and one false literal in
each clause if and only if the maximum weight odd matching of (G, F ) has weight exactly K .
Proof. Assume literals x1, x2, . . . , xp have been assigned boolean values, and let M be an odd matching of (G, F )
built as follows:
Rule 1: For each j , j = 1, 2, . . . , p, if xj is true then M contains all the up-edges and all the down-linking edges of
CCj . If xj is false then M contains all the down-edges and all the up-linking edges of CCj .
Rule 2(h): For each i, i = 1, 2, . . . , k, add to M h non-incident edges of Di containing di or d ′i (h= 0, 1, 2), chosen
so that M remains a matching.
As a consequence, for every unit graph of Di , a pair of edges (the up-edges or the down-edges) is in M . We have:
(A) A pair of up-edges or down-edges in M belonging to the same unit graph is close to d ′i in Di iff the literal
corresponding to that unit graph is true.
Indeed, if the pair of edges in M is close to d ′i then (i) either the unit graph is positive (corresponds to some xj ) and
so the indicated edges are its up-edges; as they belong to M we deduce that xj is true; (ii) or the unit graph is negative
(corresponds to some xj ) and so the indicated edges are its down-edges; as they belong to M we deduce that xj is false
and thus xj is true. Conversely, if the unit graph is positive (negative, respectively), then its up-edges (down-edges,
respectively) are close to d ′i . Since xj is true (false, respectively), the up-edges (down-edges, respectively) are in M ,
and afﬁrmation (A) is proved.
Now we can prove Claim 4.
“Only if”: Deﬁne a matching M using Rule 1 above and Rule 2(0). Since each clause Ci has a true and a false literal,
by (A) we deduce that M contains at least one pair of up- or down-edges close to d ′i in Di and at least one pair of
up- or down-edges close to di in Di . Add to M , for each clause Ci , two edges of Di according to Rule 2(2): an edge
joining di to a unit graph whose edges in M are close to d ′i , and an edge joining d ′i to a unit graph whose edges in M are
close to di .
Matching M is now complete. With the notation M|X to designate the restriction of M to the edges of the graph X,
its weight is
(B)
w(M) =
p∑
j=1
w(M|CCj ) +
k∑
i=1
w(M|Di − M|CCj ) =
p∑
j=1
(
5
2
y · 2occ(j)
)
+
k∑
i=1
2y
= 5
2
y
p∑
j=1
2occ(j) + 2ky = 5
2
y · 3k + 2ky = 19
2
ky = K .
In this formula,
∑p
j=12occ(j) = 3k since both values count the total number of literals in the boolean expression.
Clearly, M is a maximum weight matching since it maximizes the local weights of each component.
“If”: According to the chain of equalities in (B) and Claims 2 and 3, the value of K can only be reached when in all
the consistency components CCj (j = 1, 2, . . . , p) and in all the truth components Di (i = 1, 2, . . . , k) the maximum
odd matching is reached locally. Therefore, in each CCj a maximum odd matching M satisﬁes case (a) or (b) in Claim
2: in case (a) we assign the value true to xj , in case (b) we assign the value true to xj . Now, since M is maximum and
by Claim 3, in each Di one must have an edge of M incident to di (the matching in the concerned unit graph contains
then the pair of edges close to d ′i), and similarly an edge of M incident to d ′i (the matching in the concerned unit graph
contains then the pair of edges close to di). Afﬁrmation (A) applied here implies that each clause has a true and a false
literal. 
4. Particular cases of Odd-MWM
A particular case of Odd-MWM is deﬁned with respect to two parameters:
• G is the graph class where G takes its values.
• T is the graph class where T (F ) takes its values.
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A particular case is then formulated as follows:
Odd-MWM(G,T):
Instance. A graph G= (V ,E) in G, a weight function w : E → R+, a set F ⊆ E×E such that T (F ) ∈ T, a positive
integer K .
Question. Is there an odd matching of (G, F ) of weight at least K?
Claim 4 together with Claim 1 allows us to state the following result concerning the critical case (families G and T
are easy to identify):
Theorem 1. Odd-MWM is NP-complete for 3-degree bipartite graphs with constant weight function, even when T (F )
is a matching.
Sinceweare obviously in the critical case (recall the deﬁnition inSection2),we can easily claim that the corresponding
particular case of MCM is also NP-complete.
Now, say that a class T of graphs has unbounded matching if, for each integer h> 0, there exists a graph in T whose
maximum induced matching has cardinality h or more.
The following theorem makes a clear identiﬁcation of the NP-complete and polynomially solvable particular cases
of Odd-MWM.
Theorem 2. LetG beagraph class containing the class of3-degree bipartite graphs.Odd-MWM(G,T) isNP-complete
if and only if T has unbounded induced matching. Otherwise, Odd-MWM (G,T) is polynomial.
Proof. “Only if”: Let G and T be such that Odd-MWM(G,T) is NP-complete.Assume to the contrary that there exists
a positive integer q such that, for each graph in T, its maximum induced matching has cardinality at most q. We show
that Odd-MWM(G,T) is polynomial in |V |, thus contradicting the hypothesis.
Let (G,w, F,K) be an instance of Odd-MWM(G,T) and let T (F ) be the trace-graph of G and F . An independent
set of an arbitrary graph H is a set of vertices inducing an edgeless graph. Denote by I (H) the number of maximal
independent sets in an arbitrary graph H . Then we have:
(C) I (T (F )) is polynomial in |VF | (thus polynomial in |V |).
Indeed, the Balas–Yu formula [1] gives us for any connected component T of T (F ):
I (T )(T )mcim(T ) + 1,
where (T ) is the number of pairs of vertices at distance equal to 2 in T andmcim(T ) is the cardinality of the maximum
inducedmatching in T . Since (T ) is polynomial in the size of T , sincemcim(T )q and since the number of connected
components in T (F ) is also polynomial in |VF |, we deduce that I (T (F )) is polynomial in |VF |.
Furthermore:
(D) if T (F ) has polynomially many maximal independent sets, then these sets can be found in polynomial time.
The algorithms in [8,11] enumerate all maximal independent sets of a graph with polynomial delay, that is, they need
polynomial time both before obtaining the ﬁrst independent set and between the generation of any two consecutive
independent sets. When the number of maximal independent sets is polynomial, as is the case for T (F ), this gives a
polynomial algorithm to enumerate all maximal independent sets.
Now, it remains to prove:
(E) Odd-MWM (G,T) is polynomial.
It is easy to see that asking for a matching M to be odd in (G, F ) is equivalent to asking that the set S = M ∩ VF
be independent. Then Odd-MWM(G,T) can be solved by ﬁnding, for each maximal independent set S of T (F ), the
I. Rusu / Discrete Applied Mathematics 156 (2008) 662–672 669
G" G’
T(F’)
T(F )
isomorphic
to H
G
Fig. 3. The construction of the Odd-MWM instance whose T (F ) is isomorphic to the given graph H . The black edges in T (F ) are due to F ′. The
gray edges are due to F ′′.
maximum weight matching in GS = (V , (E − VF )∪ S), and then by choosing the best of these matchings. This can be
done in polynomial time using (D) and Edmonds’ algorithm [4].
“If”: As already mentioned, Odd-MWM(G,T) is obviously in NP. We use a reduction from not-all-equal 3SAT.
Construction
Consider an instance of not-all-equal 3SAT with k clauses (where we assume as before that, for all j , each of xj and
xj occurs exactly occ(j) times). Let H = (VH ,EH ) be a graph in the family T whose maximum induced matching
has cardinality at least 9k.
We deﬁne an instance (G,w, F,K) of Odd-MWM(G,T) such that T (F ) is isomorphic to H . This is done
(see Fig. 3) by deﬁning two connected components G′ and G′′ of G, with incompatible pairs F = F ′ ∪ F ′′ such
that T (F ′) maps on an induced matching of cardinality 9k of H and T (F ′′) adds the remaining vertices and edges to
obtain H .
Consider a positive integer N such that N |VH | − 18k, N9 and N is a multiple of 3.
Deﬁnition of G′: Consider the initial instance of not-all-equal 3SAT with k clauses. Build the standard instance
(G′, w, F ′,K ′) of Odd-MWM associated with this instance of not-all-equal 3SAT. Recall that, by Claim 1, G′
is a 3-degree bipartite graph and F ′ is a matching of cardinality 9k. Give weight w(e) = y >N to each edge
e of G′.
Deﬁnition of G′′: Let G′′ = (X ∪ Y,EG′′) be the 3-regular bipartite graph with N edges such that X = {v0, v1, . . . ,
vN/3−1}, Y = {v′0, v′1, . . . , v′N/3−1} and EG′′ = {viv′j | j ∈ i, (i + 1)mod 3, (i + 2)mod 3}. Give weight w(e) = 1 to
each edge e of G′′.
Deﬁnition of F = F ′ ∪ F ′′: The set F ′ was deﬁned here above. Deﬁne an isomorphism between the trace-graph
T (F ′) = (VF ′ , F ′) and an induced matching of the same cardinality in H . To simplify the notation, we consider that
T (F ′) is simply an induced subgraph of H , so that VF ′ ⊆ VH and F ′ ⊆ EH . Choose a set E′′ ⊆ EG′′ of |VH − VF ′ |
(that is, |VH | − 18k) edges among the N edges of G′′ and deﬁne a one-to-one correspondence f : E′′ → VH − VF ′ .
Finally, deﬁne F ′′ as follows: for all u, v ∈ VH − VF ′ , if uv ∈ EH then put (f−1(u), f−1(v)) in F ′′; for all u ∈ VF ′ ,
v ∈ VH − VF ′ , if uv ∈ EH then put (u, f−1(v)) in F ′′. Now, it is clear that, with F = F ′ ∪ F ′′,T (F ) is isomorphic to
H , which is in T.
The instance of Odd-MWM is given by the graphGwhose connected components areG′ andG′′, the weight function
deﬁned as described, the set of incompatible edges F = F ′ ∪ F ′′ and the integer K = 192 ky.
Correctness
By Claim 4, the boolean expression has a correct truth assignment iff (G′, F ′) has an odd matching of weight K .
We show here that (G′, F ′) has an odd matching of weight K iff (G, F ) has an odd matching of weight at least K .
⇒: This is obvious, since a maximum weight odd matching of (G′, F ′) can be extended to an odd matching of
(G, F ): this is insured by the condition that F ′ is an induced matching in H .
⇐: Assume by contradiction that (G, F ) has a maximum weight odd matching M of weight at least K whose
restriction to G′ has weight K0 strictly less than K . Since all the edges in G′ have the same weight y, then K0K − y,
so that the total weight of M cannot be larger than K0 +∑e∈EG′′w(e)=K0 +
∑
e∈EG′′ 1 =K0 + |E(G′′)|K − y +|E(G′′)| = K − (y − N)<K because y >N by deﬁnition. We have a contradiction.
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The correctness is proved. As G is a 3-degree bipartite graph and T (F ) is isomorphic to H , which belongs to T,
Theorem 2 is proved. 
Remark. According to Theorem 2, Odd-MWM is NP-complete for 3-degree bipartite graphs (as well as for any larger
class) in each of the following (non-exhaustive) cases: T (F ) induces a tree, a bipartite graph, a triangulated graph, a
graph with bounded degree, etc. since all these classes have unbounded induced matchings. Fortunately, approximation
algorithms exist.
5. Approximation algorithm
In this section, we give an approximation algorithm for Odd-MWM (optimization version) in the most general case,
i.e. when G, T (F ) and w are arbitrary. The optimization version simply asks to compute the odd matching of (G, F )
(so that the input value K becomes useless). Here is the algorithm:
Algorithm OddMatch.
Input: A graph G = (V ,E), a weight function w : E → R+, a set F ⊆ E × E
Output: An odd matching M0 of (G, F ) and an integer p.
begin
let T (F ) := (VF , F ) be the trace-graph of (G, F );
compute a proper vertex coloring of T (F ) in polynomial time with a minimum (possible)
number p of colors;
let X1, X2, . . . , Xp ⊆ VF ⊆ E be the color classes;
M0 := ∅;
for i de 1 à p do
Gi := (V ,Xi); wi = w|Xi ; /* the reduction of w to Xi*/
compute the maximum weight matching Mi of Gi with weight function wi ;
if w(Mi)>w(M0) then M0 := Mi ;
endfor;
return (M0, p)
end.
Theorem 3. Algorithm OddMatch is a p-approximate algorithm for Odd-MWM (optimization version).
Proof. Let (G,w, F ) be an instance of Odd-MWM (optimization version). Assume algorithm OddMatch is applied
on this instance. Since Xi (i = 1, 2, . . . , p) induces no edge in T (F ), the maximum weight matching Mi in Gi is an
odd matching of (G, F ). The matching M0 returned by algorithm OddMatch is the maximum weight matching among
M1,M2, . . . ,Mp, thus it is an odd matching and satisﬁes
w(M0)w(Mi), i = 1, 2, . . . , p. (1)
Now, let MOPT be an optimal solution of Odd-MWM (optimization version) on the given instance, and let MiOPT =
MOPT ∩ Xi . Let h ∈ {1, 2, . . . , p} be such that
w(MhOPT) = max{w(MiOPT)|i = 1, 2, . . . , p}. (2)
Then
w(MOPT) =
p∑
i=1
w(MiOPT)p · w(MhOPT), (3)
so that, on the one hand,
w(MhOPT)
1
p
· w(MOPT). (4)
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On the other hand, Mh and MhOPT are both matchings of Gh, but Mh is a maximum weight matching of Gh, therefore:
w(Mh)w(MhOPT). (5)
Eqs. (1), (4), (5) now imply that
w(M0)w(Mh)w(MhOPT)
1
p
· w(MOPT). (6)
Theorem 3 is proved. 
Here are several implications of this theorem. Let (G) be the minimum number of colors needed to properly color
the vertices of the graph G.
Corollary 1. Algorithm OddMatch is a (T (F ))-approximate algorithm for Odd-MWM(G,T) (optimization version)
in the case where T is a class of graphs for which the minimum vertex coloring problem is polynomial.
In particular, OddMatch is a 2-approximate algorithm for Odd-MWM(G,T) when T is a class of bipartite graphs
(1-degree graphs, or trees or general bipartite graphs).
Corollary 2. Algorithm OddMatch is a ((T (F ))+1)-approximate algorithm for Odd-MWM (optimization version),
where (T (F )) is the maximum vertex degree in T (F ).
Proof. Using the greedy coloring algorithm, T (F ) can be colored in polynomial time with at most(T (F ))+1 colors.
Then, with p = (T (F )) + 1 in Theorem 3, we conclude. 
Remark. Notice that, by Brooks’ theorem [2], if the graph class T contains no complete graph and no odd cycle, then
T (F ) ∈ T can be colored with (T (F )) colors. Algorithmic constructions of this coloring exist [9], so that in this
particular case (T (F )) + 1 should be replaced by (T (F )) in Corollary 2.
6. Conclusion and further problems
The main result of this paper (Theorem 2) is the characterization of the polynomial and NP-complete particular
cases of Odd-MWM with respect to the type G of graph G and to the graph class T to which T (F ) belongs. When
the problem is polynomial, an exact algorithm is given (proof of Theorem 2). When the problem is NP-complete, the
algorithm OddMatch in Section 5 allows one to approximate the solution.
The “if” part of Theorem 2 needs the hypothesis that G contains the class of 3-degree graphs, while the “only if”
part is valid (with the same proof) for any class of graphs G. Consequently, we know that, for a class G not containing
the class of 3-degree graphs, the only NP-complete particular cases could appear when T has unbounded induced
matching. But we have no characterization of these particular cases. As an example, we do not know whether Odd-
MWM is NP-complete or polynomial for 2-degree graphsG. The standard instance we used in our proof does not seem
easily rectiﬁable to answer this question positively. However, algorithm Odd-Match allows one to ﬁnd approximate
solutions for these possible NP-complete cases too.
The results we obtained cover the major part of the particular cases of Odd-MWM. On the contrary, very few cases
of MCM have been investigated to the date, and no result similar to Theorem 2 exists.
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