Aspect-based sentiment classification aims to detect the sentiment polarity of a target in a given context. Most previous approaches use long short-term memory (LSTM) and attention mechanisms to predict the sentiment polarity of targets, which are usually complex and need more training time. Some previous approaches are based on convolutional neural networks (CNN) and gating mechanisms, which are much simpler, efficient and takes lesser convergence time than LSTM due to parallelized computations during training. However, such CNN-based networks ignore the separate modeling of targets via context-specific representations. In this paper, we propose a novel interactive gated convolutional network (IGCN) that uses a bidirectional gating mechanism to learn mutual relation between the target and corresponding review context. IGCN also uses positional information of context words with respect to the given target, POS tags, and domain-specific word embeddings for predicting the sentiment of a target. The experimental results on SemEval 2014 datasets show the effectiveness of our proposed IGCN model.
I. INTRODUCTION
Sentiment analysis is an important task in Natural Language Processing (NLP), which analyzes the user's review comment about a product or an event and provides the user's sentiment about it. Unlike the traditional sentiment analysis approach, which focuses on capturing the overall sentiment of a review sentence, aspect-based sentiment classification does a more fine-grained analysis. It captures sentiment polarity of a specific aspect or target in the given review sentence or context. For example, in the context, ''battery life is good, but the screen size is too small.'' the sentiment polarity for targets ''battery life'' and ''screen size'' are positive and negative, respectively. Aspect-level sentiment classification has been an active area of research, and many methods have been proposed to deal with it. Traditional approaches primarily use manually generated features like bag-of-words, sentiment lexicon to train a classifier (e.g., Random Forest) for capturing the sentiment polarity [21] , [28] . The performance of such a feature-rich model highly depends on the quality of the features. Deep
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learning provides an alternative approach to learn latent features automatically as distributed vectors. In the recent past, some researchers have designed deep neural networks using targets and their review contexts and achieved a promising result on the aspect-level sentiment classification task [5] , [7] , [29] , [30] . Majority of the existing deep neural network use LSTM layers [31] to extract sentiment information from given review context and apply attention mechanisms [32] to enforce model to pay attention to the specific parts of the context that is related to the given target [4] - [6] . As LSTM processes tokens of the sentence in a sequential manner and attention mechanism is computationally expensive [7] , the network based on LSTM and attention mechanism is time-consuming during training. However, complex attention-based LSTM networks can provide higher accuracy, but such networks need more parameters and training time. As an alternative approach, Xue and Li [6] present a gated mechanism-based convolution neural network that takes lesser time than attention-based LSTM network and provides better accuracy. In this network, the gating mechanism plays a vital role in selectively extracting target-specific sentiment information from a review context for a given target. For example, in the context ''Chinese noodle is tasty, but service is terrible.'', for the target ''Chinese noodle'' gating mechanism ignores the negative sentiment of target ''service'' from the second clause and only considers the positive sentiment from the first clause.
The above gated convolution network provides time and memory-efficient approach compared with attention-based LSTM networks. However, this network is modeling contexts via target-specific representations and ignore the separate modeling of targets via context-specific representations. In our opinion, understanding of the mutual correlation between targets and contexts can boost the performance of sentiment classification. Let us take ''Processing speed is fast, but the boot time is very long.'' as an example, when ''boot time'' is referred by ''long'', the sentiment tends to be negative. But when ''long'' is used with ''battery life'' in the context ''battery life is long.'', the sentiment is positive. It shows mutual interaction between targets and contexts can provide precise sentiment information about a target in the given context.
Apart from ignoring the separate modeling of targets, previous convolution-based approaches have also ignored positional information of a target in its given review context and part-of-speech (POS) information of contexts and targets. Hence, we argue that to build an effective convolutional neural network for aspect-based sentiment classification following points should be taken into consideration.
1. Mutual relationship of target and context can help in generating the representations of each other. For example, when we look at the target ''Processing speed'' context word ''fast'' is naturally correlated with it and vice-versa ''fast'' is connected with ''Processing speed''. Hence, targets and contexts can be modeled separately but learned from their interaction.
2. Like context, a target can also be composed of multiple words. Each word of context and target has its contribution in generating their respective final representation. For example, it is easy to understand that ''speed'' plays a more critical role in the representation of target ''processing speed'' which is described by ''fast''. Hence, the importance weight of the constituent words of the compound targets/contexts should be calculated to capture the most relevant information.
3. Positional information of a target in its given context can provide crucial information in sentiment classification. Let us take ''This laptop has amazing sound quality.'', as an example, when the target is ''sound quality'', its corresponding sentiment polarity is positive. Intuitively, the neighboring word of ''sound quality'' (i. e. ''amazing'') has a more significant contribution to evaluate the sentiment polarity of the target than other words (i. e. ''has,'' ''laptop'' and ''this'').
4. Opinion expression word (e. g. ''good,'' ''ugly,'' etc.) that expresses an opinion about a target in a context sentence is usually adjective or adverb. Likewise, a target term used in a context sentence is generally noun or noun phrases (e. g. ''battery life,'' ''screen size,'' etc.). Hence considering the part-of-speech (POS) tag of contexts and targets can be an informative feature in polarity detection.
Considering the above analyzed points, we propose a novel, Interactive Gated Convolution Network (IGCN) for aspect-based sentiment classification.
The main contributions of our work can be summarized as follows:
• We propose a novel IGCN for aspect-based sentiment classification. IGCN uses a bidirectional gating mechanism-based convolutional network to understand the mutual relation between the target and its corresponding review context and ignore the unnecessary words from getting undue importance.
• We investigate the effectiveness of the POS tag of the context and target.
• We explore the effectiveness of positional information of context words with respect to target.
• We generate word embeddings using domain-specific datasets and investigate the effectiveness of these embeddings.
• We reproduce the results of various baseline models on the SemEval-2014 dataset and compare these results with IGCN. Results comparison shows that our proposed model outperforms all other models. The rest of our paper is organized as follows: After discussing related work in Section II, we present a detailed description of our interactive gating mechanism-based convolutional network in Section III. In Section IV, we discuss, details of our extensive experiments. In Section V, we analyze our results and quantify the effectiveness of our model. In Section VI and Section VII, we present a case study and analyze the errors caused by our proposed model, respectively. Finally, we summarize our work in Section VIII.
II. RELATED WORK
Aspect-based sentiment analysis is a fine-grained classification task in sentiment analysis, which aims to identify the sentiment polarity of one specific aspect or target in a sentence. Earlier research works are mainly focused on traditional machine learning approaches that involve handcrafted features. Nasukawa and Yi [18] use dependency parser on sentences and then they applied a set of predefined rules to detect the sentiment polarity of a target. Rao and Ravichandran [19] show the capability of a graph-based semi-supervised learning framework for creating sentiment lexicons. Kaji and Kitsuregawa [20] built a lexicon using the polar sentences. They explore structural clues for extracting these polar sentences from HTML documents. Jiang et al. [21] create various target specific features using grammar structures of sentences and subsequently build an SVM classifier for doing target-dependent sentiment classification. However, these traditional machine learning models achieve comparable performance, but their performance mainly depends on the quality of the labor-intensive handcraft features. Later, researchers use a neural network-based approach for aspect level sentiment classification. Recurrent Neural networks [23] , [24] , Hierarchical LSTMs [25] , Recursive Neural Tensor Networks [22] and Tree-LSTMs [26] have obtained good performance on sentiment analysis. Such neural network-based approaches do not use target and only use contexts for sentiment classification. However, targets provide important information in sentiment polarity detection. Jiang et al. [21] discuss the importance of targets in sentiment classification and show that 40% errors are caused by not including targets in the sentiment classification. Researchers realize the importance of the target, Tang et al. [3] build two target-dependent LSTM network to model the right and left contexts with the target to make use of target information in the sentiment polarity detection. To capture the critical information of the context for a given target, Tang et al. [2] build an attention-based model, which learns the importance or weight of each word of the context and subsequently, use this information in forming the context representation. Ma et al. [11] introduce an interactive attention-based network that makes use of interaction between contexts and targets to learn the attention and form their respective representations. Zheng and Xia [27] propose a rotatory attention network to form the representations of the right context and the left context and targets.
Gu et al. [12] , introduce a position-aware bidirectional attention network using Bi-GRU, which takes position information of target into account and form the representations of contexts and targets by mutually modeling the relevance between them.
Xue and Li [6] argue that CNN-based networks are much faster to train compare to other networks and build a CNN based network using a gating mechanism to extract target specific information from contexts. However, their CNN based model ignores the separate modeling of a target. Our proposed CNN based model considers both targets and contexts and applies interactive gating to form their respective representations. Our model also uses domain-specific word embedding, position embedding, and POS embedding for predicting the sentiment polarity of a target.
III. OUR METHOD
Aspect-Term Sentiment Analysis (ATSA) task takes a review context
The aim of ATSA is to predict the sentiment polarity {positive, negative, neutral} of review context X c over the target X t .
In this section, we describe the details of our Interactive Gated Convolution Network (IGCN) model. The architecture of the model is shown in Figure 1 . IGCN primarily includes four parts. VOLUME 8, 2020
IGCN uses three kinds of input representations: word embedding, position embedding and POS tag embedding.
1) WORD EMBEDDING
For a given input context X c , we first look up the embedding matrix E ∈ R V ×d , where V is a fixed-sized vocabulary, and d is size of word embedding. E is initialized by a pre-trained word embedding vector. Every word x c i is converted into its vector representation w c i . Similarly, for each word x t i in the considered target X t is converted into its vector representation w t i .
2) POSITION EMBEDDING
Words in the given context X c which are closer to target X t may contribute more in judging the sentiment of the target. Following this intuition, we calculate relative distance v i of each word x c i of the context X c with the target X t . Using v i , we create a position embedding p i ∈ R d p which is randomly initialized and updated during training process. Here, d p is the dimension of the position embedding. Position embedding matrix of the context X c is denoted by P = (p 1 , p 2 , . . . , p N ). Relative distance 1 v i is calculated as follows:
where l ts , l te is the index of the start and the end target word respectively.
3) POS TAG EMBEDDING
We create a POS embedding matrix T ∈ R d l ×L , where d l is the dimension of POS embedding and L is the number of POS tags. We take POS tag of each word x c i of context X c and x t i of target X t , and look up the embedding matrix T to generate vector l c i and l t i respectively.
4) FINAL WORD REPRESENTATION
For generating the final word representation of each word x c i in the given context X c , we concatenate its related word embedding, position embedding and POS embedding to
we concatenate corresponding word embedding and POS embedding and create a final word representation v t i = w t i ⊕ l t i . Hence, final representation of context and target is as follows: 1 The value of index i may be greater than the length N of the context due to padding.
B. IMPORTANT FEATURE EXTRACTION
We input context embedding X c into right CNN, where the convolution layer convolves the inputs with various convolutional kernels of different widths. Each kernel aims to extract abstract features of n-grams at multiple granularities [17] . We use convolution filter W s 1 ∈ R p×d that maps p words of the context X c to a new feature s. We slide this filter across the whole context to obtain a sequence of new features, these features are then pass through the relu activation function and max-over-time pooling operation [33] in a sequence to extract the most important features I c of the context.
Here, b c ∈ R is the bias. On the similar lines, we input target embedding X t to the left CNN to obtain the most important features I t of the target.
where W a 1 ∈ R q×d and b t ∈ R are convolution filter and bias respectively.
C. INTERACTIVE-GATING MECHANISM
We use a gating mechanism to control the flow of sentiment information for effective polarity prediction of a given target. Below features are generated using interactive gating mechanism:
Target To Context Gating: Each word of the context may have different impact on the final representation of the target. Hence, we generate target representation over the given context features using Gated Tanh Unit (GTU). Two convolutional neurons are connected with GTU and compute context-specific-target features m i as follows:
In equation 6, W a 2 and K 1 represents the convolution filter and weight matrix, respectively. In this equation, a combination of important context information I c and target specific features pass to the sigmoid function. Since sigmoid function restricts the negative values of the input between 0 and 0.5, and for positive values of the input, its outputs range between 0.5 and 1. Hence α contains the similarity score according to the relevance between target feature and context information. Subsequently, using this relevance score α, element-wise multiplication is done with target features a i to generate context-specific-target features m i of the given target.
Context To Target Gating : There can be multiple targets in a given context. Therefore, to generate target-specificcontext features, we make use of the most important features of the given target as well. This target-specific-context features n i gives importance to those features of the context that are more relevant for the given target. To generate these features, we also use GTU, which are connected with two different convolutional neurons as follows:
In equation 9, W s 2 and K 2 represents the convolution filter and weight matrix respectively.
D. CLASSIFICATION
Further, context-specific-target features and target-specificcontext features are passed through the max-over-time pooling operation separately to obtain a fixed-size vector e 1 ∈ R d f and e 2 ∈ R d g , respectively. These vectors get concatenated to create a final vector representation e = e 1 ⊕e 2 . The vector e is passed to the fully connected layer that uses softmax function to predict the sentiment polarityŷ.
Our IGCN model train to optimize all the parameters by minimizing the cross-entropy loss between the ground-truth y and the predicted value yˆfor all data samples.
Here, j and k denotes the index of a data sample and the index of a sentiment class respectively.
IV. EXPERIMENTS A. DATASETS
We perform experiments using review datasets provided by the SemEval-2014 task 4 2 : aspect-based sentiment analysis, for the Laptop and the Restaurant datasets. Table 1 presents details of the datasets. In these datasets for each review comment list of targets and their sentiment polarity positive, negative, neutral is given. Table 2 present more in-depth information about the presence of single-word and multi-word targets in the datasets. Word embeddings are distributed representations of text which encode semantic and syntactic properties of words. Generally, they are dense and low-dimensional vectors wherein each dimension potentially describes syntactic or semantic properties of the word. In this section, we describe the two-word embedding that we used for our experiments.
1) GLOVE BASED GENERAL EMBEDDING
Pennington et al. [8] propose an unsupervised learning algorithm for obtaining word embeddings from large corpora efficiently. This is count-based models, which learn their vectors by making necessary dimensionality reduction on the co-occurrence counts matrix; the counts' matrix is preprocessed by normalizing the counts and log-smoothing them. They released their pre-trained word embeddings of various dimensions (vocabulary size 400K) using Wikipedia 2014 and gigaword dataset containing about 6 billion words. We use 100-dimensional pre-trained glove word embeddings for our experiments.
2) FASTTEXT-BASED-DOMAIN-SPECIFIC-EMBEDDING
Bojanowski et al. [9] design a skip-gram based model, where each word is represented as a bag of character n-grams with a vector representation associated with each character n-gram. Words are then represented as the sum of these vectors. Therefore, it can generate word vectors for even those words that the model does not encounter during training. This is very advantageous in generating vectors for every single word in the given dataset. We train the amazon electronics reviews dataset [10] , and yelp restaurant review dataset 3 using fasttext to generate the domain-specific word embeddings. We use standard default settings to generate 100-dimensional word-vectors.
C. EVALUATION METRICS
We use a accuracy metric to evaluate the performance of aspect-level sentiment classification. Accuracy is the ratio of a number of correctly predicted samples to the total number of samples. This matric can be calculated as follows:
where C is the number of correctly predicted samples, and N is the total number of samples.
D. SETTINGS
Our proposed model IGCN use Fasttext-Based-Domain-Specific-Embedding mentioned in Section IV-B to initialize all word embedding vectors. We use 100 hidden units and fix the dropout of 0.5. The dimension of position embedding and POS embedding is set to 100 and 36, respectively. In the convolution layer, kernel sizes of 1, 3, and 5 are used for context and a fixed kernel size of 1 for the target. We train our deep neural network models using standard Adam optimizer [15] with a learning rate of 0.005, a minibatch size of 128, and the number of epochs as 50. Models get trained on the training dataset, and its performance gets evaluated on the validation dataset after every epoch using the accuracy. If, after consecutive 5 epochs performance of a model doesn't increase, then we do early stopping and save the best model. We evaluate the performance of this model using accuracy on the test dataset. The results reported are an average of five such runs.
E. BASELINE METHODS
To validate the effectiveness of our proposed IGCN model, we reproduce the results of various baseline models that are inspired by the previous works and compare them with the results of IGCN. Details of these baseline methods are given below:
is an SVM classifier that is trained on simple features such as unigrams and bigrams [14] .
• Feature-enhanced SVM: is an SVM classifier that is trained using various hand-crafted features like n-grams, POS tags, and lexicon features [14] .
• LSTM : takes the context as input and passes to standard LSTM to get the hidden representation of each word of context. Then it forms the context representation by taking the average value of all hidden states. This context representation is used for polarity classification. However, this approach cannot capture any information about the target in the context [2] .
• TD-LSTM: uses target information also in the model. This model adopts two LSTMs, where the first LSTM takes the left context with the target, and the second LSTM takes the right context with the target, respectively [2] .
• AE-LSTM: is an upgraded version of LSTM, where each word of the context is concatenated with target embedding. These embeddings are feed to LSTM for calculating the attention scores, which are used for polarity detection of the target [2] .
• ATAE-LSTM: is developed based on AE-LSTM. It appends the target embedding to each word embedding of context to form the representation of input context and uses attention mechanism to obtain weights of each hidden vector.
• IAN separately models the target and context, respectively. IAN interactively learn attentions in the contexts and target, and context and generates the representations for target and contexts separately. These representations get concatenated for classifying the sentiment polarity of the target within its contexts [11] .
• PBAN creates positional embedding using the relative distance between the target and words of the contexts. PBAN concatenates word embedding with the position embedding for each word of context and mutually models the relation between target and contexts by using bidirectional attention mechanism targets and contexts separately [12] .
• AOA explicitly captures the mutual interaction between target and context sentences by modeling target and contexts in a joint way. Mutual interaction between target and contexts helps AOA to focuses on the crucial parts in contexts.
• GCAE model is based on convolutional neural networks and gating mechanisms, GCAE uses Gated Tanh-ReLU Units that captures the sentiment features of the context according to the given target. Table 3 shows that our proposed model IGCN performs the best on both Restaurant and Laptop datasets. LSTM performs the worst among all the methods as it does not distinguish the difference between target and other words used in the context. Hence it does not utilize the target information and predicts the same polarity for different targets in the given context. TD-LSTM splits the context into two parts, using the position of the target. These parts are called the left and right context, which gets processed with the target using standard LSTM. In this method, targets get more focused as they are used twice to form the final representation by the network. AT-LSTM and ATAE-LSTM use attention mechanisms and perform better than TD-LSTM on both the datasets. The performance of the SVM model is dependent on hand-crafted features, without a large number of sentiment lexicons, SVM is performing comparably to AT-LSTM and ATAE-LSTM. The inclusion of multiple sentiment lexicons enhances the performance of SVM to a large extent. IAN model uses two connected attention networks to capture the importance of interaction between target and context, thus perform better than both AT-LSTM and ATAE-LSTM. PBAN utilizes the positional information and calculates the relative distance of each context word with the related context. PBAN integrates the position information with the bidirectional attention mechanism and performs better than IAN. AOA-LSTM uses mutual interaction between target and context while predicting the sentiment of a target; its performance is very close to PBAN. GCAE is CNN based model that uses a gating mechanism to capture the sentiment features of the context for a given target. GCAE performs reasonably well compare to SVM, LSTM, TD-LSTM, AT-LSTM, and ATAE-LSTM on both the datasets, but its performance is inferior than Feature-Enhanced-SVM, IAN, PBAN, and AOA-LSTM. Our CNN-based IGCN model learn target and context representations by using an interactive gating mechanism, and it also exploits the positional and POS information of the words used in the context. Hence it outperforms GCAE by a large margin of 4.08% and 6.1% on Restaurant and Laptop dataset. IGCN also outperforms other baseline methods.
V. RESULTS

A. ANALYSIS OF IGCN
In this section, we build different variations of IGCN to verify the effectiveness of the various key components in our model. Table 4 shows the results of the above-mentioned models; we can observe that IGCN performs better than any other model. Further result analysis shows that accuracy of IGCN is better than ''IGCN w/o Context2Target gating mechanism'' by 0.63% and 1.57% on Restaurant and Laptop dataset respectively. This gain in performance shows the importance of interaction between target and context. It also proves that interaction between target and context can influence each other in classifying the sentiment polarity of the target, and the unidirectional gating mechanism is not sufficient to form the final representation. It is interesting to note that IGCN is getting better performance gain in Laptop dataset as compared to Restaurant dataset. To analyze the root cause behind this difference in performance gain, we summarize the number/percentage of single-word targets and multi-word targets on the datasets in Table 2 . It is evident that around 25% of targets on the Restaurant dataset contain multiple words whereas more than 33% of targets contain multiple words in the Laptop dataset. Hence, our interactive gating mechanism is useful in sentiment polarity detection of the multi-word targets.
B. GATING MECHANISMS
In this section, we build variations of IGCN by using different gating mechanism. We compare the performance of GLU [16] and GTRU [6] with GTU that is used in our IGCN model. Table 5 demonstrates the performance of all three gating units. Result comparison of these model shows that accuracy of GTU is higher than GLU and GTRU by a margin of 1.34% and 2.06% on the Restaurant dataset. Likewise, on the Laptop dataset, accuracy of GTU exceeds GLU and GTRU by a significant margin of 1.82% and 2.98%, respectively.
VI. CASE STUDY
We pick some examples from Laptop and Restaurant datasets to demonstrate the effectiveness of our model. Figure 2 visualizes the weights generated by gates for each word of contexts and targets. The darker shade of color indicates the higher weight of gates, and lighter shade indicates for smaller weight. IGCN uses these weights in deciding the sentiment polarity of the target. We demonstrate a few examples to show how due to interactive gating mechanism IGCN effectively identifies important words from multi-word target and review context. For detecting the sentiment polarity, the target ''windows 8'', in the given review context ''and i may be the only one but i am really liking windows 8.'' our proposed model gives more weight to token ''windows'' and ''liking'' in the target and review context respectively. Similarly token ''dinner'' and ''fantastic'' have been given more importance in detecting the sentiment polarity of target ''dinner special'' in the review context ''their dinner specials are fantastic.''. For the target ''windows 8'', it is obvious ''windows'' is more important for expressing the target than the other token ''8'' likewise for the target ''dinner special'', token ''dinner'' carries more information than other token ''special''.
We use review context '' the nicest part is the low heat output and ultra quiet operation.'' and two target ''heat output'' and ''operation'' to get their correct sentiment polarity. We can observe that for detecting the sentiment polarity of target ''heat output'', IGCN gives more weight to token ''heat'' than ''output'', likewise in the review context word ''low'' is given greater weight than other words. On the similar lines for detecting the sentiment polarity of ''operation'', our proposed model is giving more weight to the token ''quiet''. It is evident that in case a review context has more than one target, IGCN is able to identify its related opinion words and give more weight accordingly. It is also interesting to observe that in the case of a multi-word target like ''heat output'', IGCN can identify the most important word (''heat'') of the target by understanding the overall meaning of the review context. Thus, IGCN can efficiently model targets and contexts, and the concatenated representation of target and context are very effective in the aspect-based sentiment classification.
VII. ERROR ANALYSIS
We classify the errors by our IGCN into following categories:
• Presence of the comparative adjective: There are some review contexts that contain comparative adjectives to express an opinion about a target. For example, in the review context, ''usb3 peripherals are noticeably less expensive than the thunderbolt ones.'' sentiment is expressed about the target ''usb3 peripherals'' using comparative adjective ''less expensive''.
• Expression of need or want: In some review context, a user is expressing his need or requirement and not the sentiment about the target, which makes challenging to detect the polarity of the given target. Examples include ''I needed a laptop with big storage a nice screen and fast so i can photoshop without any problem.'' where user is expressing desired characteristics of the two targets ''storage'' and ''screen''.
• Presence of non-compositional expression: Some review contexts do not express direct sentiment towards the target. For example, in the review context, ''performance is much much better on the pro especially if you install an ssd on it.'' sentiment about the target ''ssd'' is expressed in an implicit way.
VIII. CONCLUSION
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