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Abstract
This minicourse contains a description of recent results on the modelling
of rarefied gases in weakly non equilibrium regimes, and the numerical meth-
ods used to approximate the resulting equations. Therefore this work fo-
cuses on BGK type approximations, rather than on full Boltzmann models.
Within this framework, models for polyatomic gases and for mixtures will
be considered. We will also address numerical issues characteristic of the
difficulties one encounters when integrating kinetic equations. In particu-
lar, we will consider asymptotic preserving schemes, which are designed to
approximate equilibrium solutions, without resolving the fast scales of the
approach to equilibrium.
Kinetic theory was initially developed to study the behaviour of rarefied gases,
with applications, as a typical example, to flow in the higher levels of the atmo-
sphere. Recently its scope has enlarged to include many non equilibrium phe-
nomena, arising, for instance, in the study of microfluids, i.e. flows occurring in
domains with microscales, where the equilibrium hypothesis underlying classical
gas dynamics does not hold. But kinetic models have also been successfully applied
to phenomena which do not stem from fluid dynamics. The attractive feature of
kinetic theory beyond gas dynamics is its ability to start from the characteristics
of interactions of particles at a microscopic scale, to develop equations for the col-
lective behaviour. These new applications include social sciences, see the examples
in [54] or natural sciences [8], or even traffic flow, [40]. For a short introduction to
rarefied gas dynamics see [23][Chapt. 1]. A more in depth text is [22]
This paper will review kinetic models of BGK type, and the numerical tech-
niques which permit to obtain accurate and reliable approximate solutions. The
1
2paper starts from the standard BGK model of [13], and continues to more recent
developments, such as the ES-BGK model, models for polyatomic gases and for
mixtures of fluids composed of different particles.
The BGK model is an approximation of Boltzmann equation, but it contains
the same approach to equilibrium. Moreover, numerical schemes for BGK are in-
herently faster than schemes for Boltzmann, because the equilibrium distribution
is partly known. For this reason, BGK is also used as a numerical tool to accelerate
the numerical solution of Boltzmann equation, see the penalization technique pro-
posed in [32], or as a buffer zone, connecting fully kinetic domains to equilibrium
regions, in domain decomposition strategies, [2].
From the general Boltzmann equation for a mixture of gases, we will consider
the simplified BGK model, which provides a good approximation of the Boltzmann
equation close to equilibrium. The main properties of the BGK model, and its
improved version, the ES-BGK model, are studied in [4]. I will summarize those
results, which are relevant for a single gas.
Next, for mixtures of gases, two main approaches appear in the literature. One
was introduced by Aoki et al. in [3]. It is characterized by a single collision kernel
for each distribution function, and the purpose is to be consistent with the single
species model, in case the mixture is composed of identical gases.
Another approach reflects the structure of Boltzmann models for mixtures, and
is characterized by a collision kernel for each type of interaction. It is the classical
choice in engineering applications. In [47] we have generalized existing models
of this kind, and proposed a unified approach, which permits to study the main
properties of the model, such as the relaxation towards equilibrium. This is the
model I will discuss more in detail. The model has been further improved in [16],
where the parameters driving momentum and energy exchanges due to interspecies
collisions have been computed, starting from the full Boltzmann collision terms.
The numerical integration of kinetic equations presents several challenges. The
first difficulty is due to the large number of independent variables, because, beside
space and time, one must include also the microscopic speeds in the number of
degrees of freedom. Thus it is mandatory to use coarse grids, whenever possible.
Coarse grids however may lead to large errors in the macroscopic variables. To
control these errors, imposing conservation at the discrete level, one must use
discrete Maxwellians. This issue was settled in [51]. Further, to control the error
while using coarse grids, high order methods should be considered.
The most challenging difficulty however is due to the stiffness of the collision
term, when the system is close to equilibrium. To prevent the use of very small
time steps, it is necessary to use implicit or semi-implicit schemes. The problem is
that in doing so it is important to preserve the correct equilibrium solutions. This
leads to the notion of Asymptotic Preserving schemes (AP). Some recent reviews
3can be found in [31] and [42]. Here I will start from the AP method of [55], which
can be easily extended to mixtures, continuing with methods proposed in [30].
Many interesting results which have been obtained on these models cannot be
included in this work. Thus, I wish to widen the perspective a bit, citing some
papers which deal with issues that I will not touch.
Several models for mixtures can be found in the literature. Many provide ex-
tensions of the single collision model of [3], to include chemical reactions, [15], or
[39], ES-BGK extensions [38, 18], polyatomic effects [14]. Models based on a colli-
sion term for each type of interaction are more frequent in engineering literature,
as [36]. Extensions to the polyatomic case are proposed in [48], or in [7].
The existence, uniqueness and positivity of the solution of the mixture model
based on a collision kernel for each type of interaction have been proven in [46]. For
a recent review on the important results about the macroscopic limits of kinetic
equations see [37] and its references.
The literature on numerical methods for kinetic problems is very crowded. Here
I will concentrate on efficient AP schemes. The first work I know which used a
blend of implicit and explicit schemes for kinetic problems is [53]. The construction
of AP schemes for kinetic problems is described in [32]. This was extended to
the ES-BGK case in [33]. An interesting approach to the numerical integration
of kinetic equations, based on deviations from equilibrium can be found in [9].
This work was followed by several other applications of analogous techniques, for
instance [28]. A similar approach has also been applied to mixtures of gases, see
[45], [29], or [44].
Unfortunately, this paper does not contain numerical results. I wished to ad-
dress at the same time the richness of these models, and of the corresponding
numerical techniques. A discussion and a comparison of numerical results would
have required much more space, and they can be found in the references included
in this work.
Contents
1 BGK: where does it come from? 4
1.1 The standard BGK model . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.1 The H-theorem . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 The ES-BGK model . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 BGK models for polyatomic gases 13
2.1 A multi-temperature BGK model . . . . . . . . . . . . . . . . . . . 13
2.1.1 H theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.2 Positivity of the temperatures . . . . . . . . . . . . . . . . . 16
42.2 Chu’s reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 A polyatomic BGK model with a single microscopic variable for the
internal modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3 BGK for mixtures 20
3.1 BGK mixture models mimicking multispecies Boltzmann . . . . . . 21
3.2 H theorem for mixtures . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 Single collision term models . . . . . . . . . . . . . . . . . . . . . . 27
4 Asymptotic Preserving schemes for BGK models and mixtures 28
4.1 Space and velocity discretization . . . . . . . . . . . . . . . . . . . . 29
4.2 Time discretization and AP schemes . . . . . . . . . . . . . . . . . 32
4.3 High order asymptotic preserving schemes . . . . . . . . . . . . . . 37
4.3.1 High order space discretization . . . . . . . . . . . . . . . . 37
4.3.2 High order time discretization . . . . . . . . . . . . . . . . . 40
1 BGK: where does it come from?
The BGK model was proposed in [13]. A formal derivation can be described
as follows. One starts from the standard Boltzmann equation, for the distribution
function f(x, v, t), where f/n(x, t) is the probability density of finding a particle
at the point (x, v, t) in phase space, and n(x, t) is the number of particles per unit
volume,
∂tf + v · ∇xf =
∫
Rd
∫
S+
B(|v − v∗|, nˆ) [f(v′)f(v′∗)− f(v)f(v∗)] dv∗ dω. (1)
Here t is time, x ∈ Rd is space, v∗ is the velocity of a field particle interacting with
the test particle with velocity v, while v′, v′∗ are the post interaction velocities,
and the dependence on x and t of the distribution function has been dropped for
shortness. Further nˆ is the normal to the vector v−v∗, B(|v−v∗|, nˆ) is the collision
cross section of the interaction, and the integral over S+ is the integral over all
incoming directions towards the field particle.
The right hand side of the Boltzmann equation (1) is called collision term. It
is convenient to introduce the short hand
QB(f, f) =
∫
Rd
∫
S+
B(|v − v∗|, nˆ) [f(v′)f(v′∗)− f(v)f(v∗)] dv∗ dω.
The collisions conserve mass, momentum and energy, which, at the microscopic
level, means
v′ + v′∗ = v + v∗
(v′)2 + (v′∗)
2 = (v)2 + (v∗)
2.
5This implies that in each collision the total masses, momentum and energies of the
particles involved in the collision is preserved. Summing over all possible collisions,
it is easy to see that∫
Rd
QBdv = 0,
∫
Rd
v QBdv = 0 and
∫
Rd
v2QBdv = 0,
see [23]. The quantities φ(v) = [1, v, 1
2
v2] ∈ Rd+2 are called collision invariants.
Thus, the conservation properties of the collisions at the microscopic level imply
global conservation, which can be expressed as∫
Rd
φ(v)QBdv = 0. (2)
At the macroscopic level, mass, momentum and energy are obtained as ex-
pected values or moments of the distribution function f in velocity space. Let m
denote the particle mass, then
ρ(x, t) = m
∫
Rd
f(x, v, t) dv (3)
(ρu)(x, t) = m
∫
Rd
v f(x, v, t) dv (4)
E(x, t) = m
∫
Rd
1
2
v2 f(x, v, t) dv, (5)
where ρ is the density, u is the macroscopic velocity and E is the energy density per
unit volume. Thanks to (2), multiplying the Boltzmann equation by the collision
invariants and integrating in velocity space, one obtains conservation laws for mass,
momentum and energy.
The system is in equilibrium when the collision term is zero. Thus the equilib-
rium distribution functions are given by solutions of the integral equationQB(f, f) =
0. It is easy to prove, see again any textbook on kinetic theory as [23], that the
conservation properties of the collisions dictate the structure of the equilibrium so-
lutions which are called Maxwellian distributions, and are given by the expression
Mf =
n(x, t)
(2πKT 0(x, t)/m)d/2
e
−
m(v−u(x,t))2
2KT 0(x,t) , (6)
where K is the Boltzmann constant, K = 1.38 10−23Joule/K0 and T 0(x, t) is the
temperature measured in degrees Kelvin, while m is the mass of the molecules
composing the gas, which means that, for the moment, we are considering a gas
composed of a identical particles. Often, the Maxwellian is written in terms of the
specific gas constant R, which is defined as R = K/m. The specific gas constant is
obtained from the universal constant of gas R as R = R/M , where M = mNA is
the weight of a mole of gas, NA being Avogadro’s number. In the following, I will
6always write T intending KT 0. Therefore, T will have the physical dimensions
of an energy, and d
2
T can be thought of as the average energy of a molecule, in
the gas frame of reference. When f = Mf , the right hand side of eq. (1) is
zero, thanks to the conservation properties of the microscopic collisions. Thanks
to the H-theorem (see below), it is possible to show that the Maxwellian is the
unique equilibrium distribution of the gas, and that an isolated gas approaches
equilibrium as it evolves.
1.1 The standard BGK model
In the BGK approximation, one supposes that
• The cross section of the interaction does not depend on the relative velocity
of the interacting particles, B(|v − v∗|, nˆ) = B(nˆ).
• The particles reach equilibrium after a single interaction, so the distribution
of post interaction particles is Maxwellian.
Since the cross section does not depend on v∗, the loss term in eq. (1) can be
rewritten as∫
Rd
∫
S+
B(|v − v∗|, nˆ)f(v)f(v∗)dv∗ dω = f(v)
∫
S+
B(nˆ)dω
∫
Rd
f(v∗)dv∗
= ν(x, t)n(x, t) f(x, t, v).
where ν =
∫
S+ B(nˆ). For the gain term instead, postcollisional distributions are
Maxwellians, then∫
Rd
∫
S+
B(|v − v∗|, nˆ)f(v′)f(v′∗)dv∗ dω
=
∫
Rd
∫
S+
B(|v − v∗|, nˆ)Mf(v′)Mf (v′∗)dv∗ dω
=
∫
Rd
∫
S+
B(|v − v∗|, nˆ)Mf(v)Mf (v∗)dv∗ dω
= Mf (v)
∫
S+
B(nˆ)dω
∫
Rd
Mf(v∗)dv∗
= ν(x, t)n(x, t) Mf(x, t, v),
where I have used the conservation properties of the microscopic collisions to
rewrite the equation in terms of the precollisional Maxwellians.
Substituting these approximations of the collision term into the Boltzmann
equation (1), we obtain the BGK model
∂tf + v · ∇xf = ν n(Mf − f). (7)
7Note that νn has the physical dimensions of time−1. I will often write τ = 1/(νn)
which is the relaxation time. A typical model for τ [24] is given by
1
τ
=
nT
µ0
(
T0
T
)ω
=⇒ ν = T
µ0
(
T0
T
)ω
(8)
where µ0 and T0 are the reference viscosity and temperature of the gas and ω is
the exponent of the viscosity law of the gas. I remind that T in these notes has
the dimensions of an energy, while the viscosity µ0 has dimensions of mass divided
by length per time.
The equilibrium solution for BGK is clearly Mf = f , as in Boltzmann equation.
Moreover, BGK has the same collision invariants φ(v) = [1, v, 1
2
v2] of Boltzmann:
namely, multiplying (7) by mφ(v) and integrating in velocity space, one gets the
set of conservation laws
∂tρ+∇ · (ρu) = 0 (9)
∂t(ρu) +∇ · (ρu⊗ u+ P) = 0 (10)
∂tE +∇ · (uE + Pu+ q) = 0, (11)
where
P = m
∫
Rd
(v − u)⊗ (v − u) f dv (12)
is the pressure tensor, and
q =
m
2
∫
Rd
(v − u)||(v − u)||2 f dv (13)
is the heat flux. The system of equations (9), (10) and (11) is not a closed system
of equations, because we don’t know the relation between P, q and the conservative
variables in ρ, ρu, E. To solve the system, we need f , from which we can compute
the stress tensor and the heat flux.
At equilibrium, the pressure tensor and the heat flux can be computed ex-
plicitly, substituting f = Mf in (12) and (13). In fact, the v dependence of the
Maxwellian is completely known, and therefore the integrals in velocity space which
yield the moments can be computed explicitely. By symmetry, one obtains q = 0,
and P diagonal. Let p = 1
d
Tr (P) be the pressure, where d is, as already indicated,
the dimensions of the velocity space. The energy can be split into kinetic and
internal energy as
E =
1
2
ρu2 +m
1
2
∫
Rd
||v − u||2fdv = 1
2
ρu2 + ρ e.
8The link between pressure and internal energy is ρe = d
2
p. Usually, we can suppose
that each degree of freedom in velocity space corresponds to the same energy
(equipartition of energy), and we define the temperature as
T =
1
n
m
∫
Rd
(vi − ui)2fdv = 2
dn
m
∫
Rd
1
2
(v − u)2fdv, (14)
which means that dT/2 is the average kinetic energy of a molecule, in the gas
frame of reference. Thus, the average energy of a molecule is 1
2
mu2 + d
2
T . With
this definition, the internal energy per unit mass e and the temperature are linked
by
e =
d
2m
T.
From this relation and the link between the energy and the pressure, one finds the
equation of state of the gas
p =
1
m
ρT.
Consider a volume V containing nm moles of the gas. Then the volume V contains
n = nmNA molecules, where NA is Avogadro’s number, and the density can be
written as ρ = mnmNA/V . The expression for the pressure becomes
pV = nmNAT = nmNAKT
0 = nmRT
0, (15)
which is the familiar equation of state of a perfect gas.
Substituting the equilibrium distribution f = Mf in (9), (10) and (11), thanks
to the equation of state, one finds Euler system of classical gas dynamics
∂tρ+∇ · (ρu) = 0 (16)
∂t(ρu) +∇ · (ρu⊗ u+ p) = 0
∂tE +∇ · (u(E + p)) = 0,
closed by the equation of state p = 2
d
ρe. For monoatomic gases, each molecule
has only d = 3 degrees of freedom, thus p = 2
3
ρe. For bi-atomic molecules, one
must also consider the 2 degrees of freedom given by the possible rotation of the
molecule around its axis. In this case, p = 2
5
ρe, which is the standard equation of
state used for air, namely, p = ρe(γ − 1), with γ = 1.4. Polyatomic gases will be
discussed more in detail in §??.
91.1.1 The H-theorem
A very important property of kinetic models is the H-theorem, which states
that entropy decays as the system evolves, until equilibrium is reached.
To illustrate what are the ingredients that draw the gas towards equilibrium, I
will include a proof of theH-theorem for the BGKmodel in the space homogeneous
case. More generally, it will be enough to consider the total entropy, integrating
also in space, and assuming suitable decays properties of f at the boundary, see
[22]. First, we define the entropy, which is the quantity
H(f)(x, t) =
∫
Rd
f ln f dv. (17)
Theorem 1. H-theorem for the BGK model Consider the BGK model in the
space homogeneous case. Then the entropy H decays in time,
dH(f)
dt
≤ 0,
with equality if and only if f = Mf , where Mf is the Maxwellian defined by the
moments of f .
Proof. The proof is very standard, see for instance [22]. I will give a sketch, to
show where the main ingredients play a role. Consider the identity:
(1 + ln f)∂tf = ∂t
(
f ln f
)
.
Multiply the space homogeneous BGK model (7) by (1 + ln f) and integrate in
velocity space. You find,
∂tH =
1
τ
[∫
Rd
ln f(Mf − f) +
∫
Rd
(Mf − f).
]
=
[∫
Rd
ln f(Mf − f)−
∫
Rd
lnMf(Mf − f)
]
= −
∫
Rd
ln f − lnMf
f −Mf (f −Mf )
2 ≤ 0,
(18)
where the conservation laws for mass momentum and energy have been used at
the second step and the convexity of the logarithm at the final step.
Note that the proof of the H theorem depends strongly on convexity, and
on all conservation principles. Another way to prove the H is to prove that the
Maxwellian is the unique minimizer of the constrained minimization problem
H(Mf ) = min
f∈S(n,u,T )
H(f),
S(n, u, T ) =
{
f ≥ 0, s.t.
∫
f = n;
∫
vf = nu;
∫
(v − u)2f = n d
m
T
}
.
(19)
10
1.2 The ES-BGK model
When the gas is in equilibrium, the distribution function f coincides with the
Maxwellian Mf with the same moments of f . Thus, BGK describes correctly the
equilibrium, because when f = Mf the collision term vanishes, and, at the macro-
scopic level, one recovers compressible gas dynamics. On the other hand, when the
gas is weakly off equilibrium, a standard procedure is to apply a Chapman-Enskog
expansion [24], in which f = Mf + τg+ o(τ), where g has zero moments. Keeping
terms of order τ and disregarding higher order terms, at the macroscopic level, the
Compressible Navier-Stokes (CNS) equations are obtained,
∂tρ+∇ · (ρu) = 0 (20)
∂t(ρu) +∇ · (ρu⊗ u+ p) = ∇ ·
(
µσ
)
∂tE +∇ · (u(E + p)) = ∇ ·
(
µσu+ κq
)
,
where µ and κ are, respectively, the viscosity and the heat conductivity of the gas,
and are O(τ), while
σi,j = ∂xiuj + ∂xjui −
2
d
∇ · u δi,j, and qi = ∇T
are the tensor of viscous stresses and the heat flux. Thus, viscous terms and heat
fluxes are derived as off-equilibrium phenomena.
The main difficulty of the standard BGK model is the presence of a single
adjustable parameter, τ , which permits to adjust the model to only one of the
two terms that appear in the Chapman Enskog expansion, namely, either viscosity
or heat fluxes. The ratio between viscous and heat fluxes is measured by the
adimensional parameter Pr, the Prandtl number, which is given by
Pr =
γ
γ − 1
Rµ
κ
, with γ =
d+ 2
d
(21)
where µ and κ are, as we have already seen, the viscosity and heat conductivity
obtained with the Chapman-Enskog expansion, which gives their dependency on
T , while d is the number of microscopic velocity degrees of freedom. As discussed
in [5], the standard BGK model gives Pr = 1, thus only one of the two coefficients,
µ and κ, can be matched adjusting τ . Instead, the correct value of the Prandtl
number for a monoatomic gas is Pr ≃ 2
3
.
To overcome this difficulty, several alternatives have been proposed. Here, I will
discuss the Ellipsoidal Statistic (ES-BGK) model, proposed by Holway in [41]. I
will follow the version found in [5], where the well posedness of the model was finally
proven (positivity of the distribution function and H theorem), which enabled the
11
ES-BGK model to be considered as a sound model from a mathematical point of
view.
The idea is to construct a BGK like operator, where the Maxwellian is substi-
tuted with a distribution function which becomes Maxwellian only at equilibrium.
Introduce the normalized stress tensor, Θ defined by
nΘ = m
∫
Rd
(v − u)⊗ (v − u) f dv. (22)
Then, to build the attractive distribution, we consider a combination of the tem-
perature and of the stress tensor. Namely, let
T = (1− ω)T I+ ωΘ, (23)
where I denotes the d× d identity matrix. The ES-BGK model is defined by
∂tf + v · ∇xf = 1
τ
(
Gf − f
)
(24)
Gf =
n√
det
(
2π T
m
) exp
(
− m
2
(v − u)TT−1(v − u)
)
.
The matrix T is the “temperature” tensor, and Gf is the distribution to which
f relaxes to. Since, as τ → 0, we expect the gas to approach equilibrium, the
stress tensor should become diagonal, and, because of equipartition of energy, the
diagonal terms of Θ should all be equal, and coincide with the temperature. From
(24), we see that as τ → 0, f → Gf . What is remarkable is that it is possible to
prove that while f → Gf , Gf → Mf , so that the ES-BGK model has the same
equilibrium of the standard BGK model. This intuitive idea can be formalized.
Theorem 2. The distribution function Gf has the same macroscopic moments of
the function f . Moreover, suppose that −1
2
< ω < 1, then, for τ → 0, in the space
homogeneous case, the system reaches the Maxwellian equilibrium Mf .
Proof. This proof is sketched from [1], and [5]. By construction, the tensor T
defined in (23) is symmetric. Further, in [5], it is proven that it is also positive
definite, provided −1
2
< ω < 1. This is not trivial, because the combination in
(23) is not convex for the values of ω of interest. Thus one can introduce the
non singular matrix L such that T−1 = LTL. This enables to define the change of
variables ξ =
√
m
2
L(v−u), with Jacobian J and determinant det J =
√
det(m
2
LTL).
Thus the expected value of Gf is∫
Rd
Gf dv =
n√
π
d
∫
Rd
e−ξ
T ξ dξ = n =
∫
Rd
f dv.
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An analogous approach leads us to∫
Rd
vGf dv =
∫
Rd
vf dv = nu
m
∫
Rd
1
2
||v||2Gf dv = m
∫
Rd
1
2
||v||2f dv = 1
2
ρ||u||2 + 1
2
n d T.
Next, we observe that the stress tensor Θ satisfies the equation
∂t(nΘ) =
1
τ
(
m
∫
(v − u)⊗ (v − u)Gf dv − nΘ
)
.
The integral involving Gf can be explicitly evaluated to give
m
∫
(v − u)TGf (v − u) dv = 2n√
πd
L−1
(∫
Rd
ξ ξT e−ξ
T ξ
)
L−T = nT.
Substituting the expression for T and eliminating n which is constant in time, one
obtains the time evolution for the stress stensor,
∂tΘ =
1− ω
τ
(
T I−Θ
)
. (25)
Thus, we have a relaxation law for the stress tensor, provided ω < 1, towards the
diagonal matrix T I, with entries equal to T on the main diagonal. Substituting this
information in (23), we see that T→ T I as τ → 0, which means that Gf → Mf .
The parameters ω and τ can be adjusted to reproduce the correct Prandtl
number of the gas. In fact a Chapman Enskog expansion, applied to the ES-BGK
model, leads to
Pr =
1
1− ω ,
so that, for ω = −1
2
, the correct value of the Prandtl number is recovered. Thus,
it is important to be able to choose a non convex combination in the definition of
T in (23), because the desired result is obtained with a negative value of ω.
One of the main results of [5] is the first proof of the H theorem for the ES-
BGK model. The proof uses a constrained minimization problem similar to (19),
but in which the space of the constraint is generalized to account also for the
“temperature” tensor T. With this proof, the ES-BGK model has been freed to be
used extensively in computations, because it reproduces the correct viscous and
heat exchanges, but has also a sound mathematical background: positivity of the
distribution function and entropy decay.
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2 BGK models for polyatomic gases
In polyatomic gases, each particle has an energy that depends not only on
traslational degrees of freedom, but also on rotations and vibrations. The trasla-
tional degrees of freedom describe the motion of the molecule across space and
they are responsible for the kinetic energy of the molecule. The remaining modes
are internal, and they do not result in the bulk movement of the gas, but they do
contribute to the temperature and to the heat exchanges within the gas and with
the external environment.
For the sake of simplicity, in this section I will consider biatomic molecules, but
the models can be easily extended to more complex particles. In many applications,
air can be considered as a bi-atomic gas. Experimental data, see for instance [58]
and DSMC (Direct Simulation Monte Carlo) simulations [61] show that the heat
transfer and the shock structure can be very different for bi-atomic and mono-
atomic fluids. Thus, an extension of the BGK model to treat also the polyatomic
case is clearly very important in applications.
Several researchers have proposed kinetic models within the BGK approach to
account for the complexity of polyatomic gases. Here I will discuss the new model
proposed in [12], and the one analyzed in [5], but see also [14] or [20].
2.1 A multi-temperature BGK model
Let d denote the dimensions of physical space and r the number of internal
degrees of freedom, which, for a biatomic molecule, are the two rotational degrees
of freedom, perpendicular to the axis of the molecule. Let D = d+ r be the total
number of degrees of freedom. Then the microscopic velocity is a point v ∈ RD,
1
2
m(v21+ · · ·+v2d) is the kinetic energy of the molecule, while 12m(v2d+1+ · · ·+v2d+r)
is the internal energy due to the particle rotation.
The macroscopic quantities are given by
ρ = m
∫
RD
f dv (26)
uk =
m
ρ
∫
RD
vkf dv k = 1, . . . , d.
0 =
m
ρ
∫
RD
vkf dv k = d+ 1, . . . , D.
Here we have considered the fact that the traslational velocities may result in
a bulk movement of the gas with speed u ∈ Rd, while the components of the
microscopic velocity corresponding to the rotational degrees of freedom have an
expected value equal to zero.
In standard gas dynamics, one supposes that each degree of freedom contributes
equally to the energy of the gas, so to each degree of freedom one associates
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the same temperature. This however is not true for polyatomic gases, because
the rotational and the traslational temperatures decay towards equilibrium with
different relaxation rates. Thus we can say that the gas has two internal energies
per unit mass et and er given by
ρet =
1
2
m
∫
RD
d∑
k=1
(vk − uk)2f dv (27)
ρer =
1
2
m
∫
RD
D∑
k=d+1
(vk)
2f dv. (28)
We assume that similar degrees of freedom have the same temperature, in a sort
of partial equipartition of energy, so to et and er we associate two temperatures,
namely Tt, the traslational temperature, and Tr, the rotational temperature, which
are given by
Tt =
2m
d
et and Tr =
2m
r
er. (29)
The challenge is to model a system in which the energy decays are different
for the traslational and the rotational modes. In the following, I will describe the
model we proposed in [12].
The first equation is a standard BGK like relaxation, but the Maxwellian is
characterised by two yet unknown temperatures,
∂tf + v · ∇xf = 1
τ
(
Mf − f
)
(30)
Mf (x, v, t) = n(x, t)
∏
k=1,d
(
m
2πΛt
)1/2
exp
(
− m
2Λt
(vk − uk)2
)
×
∏
k=d+1,D
(
m
2πΛr
)1/2
exp
(
− m
2Λr
(vk)
2
)
.
The temperatures Λt and Λr are non equilibrium temperatures which eventually
will decay to a common temperature Teq. The relaxation towards the equilibrium
temperature is governed by energy conservation. This equation is obtained by the
relaxation of the local Maxwellian Mf to the equilibrium Maxwellian Meq,
∂tMf + v · ∇xMf = 1
Zrτ
(
Meq −Mf
)
(31)
Meq(x, v, t) =
n(x, t)
(2πTeq(x, t)/m)D/2
exp
(
− m||v − u˜||
2
2Teq(x, t)
)
.
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where u˜ = [u1, . . . , ud, 0, . . . , 0]
T ∈ RD. Here, Zr is a parameter that accounts
for the fact that the rotational collision frequency is a priori different from the
traslational collision frequency, thus the relaxation time towards a common tem-
perature Teq is governed by a characteristic time Zrτ which can be different from
the relaxation time τ appearing in the evolution of f .
Since the Maxwellian is a known function of v, and Mf and Meq share the first
moments, namely n(x, t) and u(x, t), the only quantities that need to be found
are the two partial temperatures Λt and Λr. Thus, the relaxation equation for
the Maxwellian can be reduced, multiplying it by m
∏
k=d+1,D v
2
k and integrating
in phase space, to yield the evolution equation for the rotational energy,
∂t(ρΛr) +∇x(ρuΛr) = ρ
Zrτ
(Teq − Λr). (32)
This equation regulates the heat exchange between the different degrees of freedom.
which can be simplified using mass conservation to give:
∂tΛr + u · ∇xΛr = 1
Zrτ
(Teq − Λr). (33)
The system is then closed imposing that total energy is conserved in (30):
0 = m
∫
Rd
1
2
d∑
k=1
v2k
(
Mf − f
)
=
1
2
n
(
dΛt + rΛr − d Tt − r Tr
)
which simply says that
dΛt + rΛr = d Tt + r Tr. (34)
Applying conservation of energy also to (31), one obtains the second closure rela-
tion needed,
dΛt + rΛr = (d+ r)Teq. (35)
The whole model is composed by (30), the scalar equation (33) or its conservative
version (32) and the energy conservation constraints (35), (34). As an example
Zr, which typically is larger than 1, can be chosen as in [50].
2.1.1 H theorem
The polyatomic model just proposed is well posed because it satisfies an H
theorem, and, at least in the space homogeneous case, the distribution function
remains positive for all times, if the initial data are non negative.
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Let us define the entropy for the polyatomic model as
H(f) =
∫
Rd
f ln fdv + Zr
∫
Rd
Mf lnMfdv. (36)
Theorem 3. H-theorem for the polyatomic BGK model
Let f be the solution of the polyatomic model (30), and let Zr ≥ 1. Suppose that
at the initial time the distribution function f is non negative, then, in the space
homogeneous case,
dH
dt
6 0
for all time. Moreover
dH
dt
= 0, if and only if f = Meq.
Proof. If Zr = 1, Mf = Meq, so the model reduces to a BGK model with a single
temperature, for which the H theorem holds. Let us suppose then that Zr > 1.
Since density, momentum and total energy are conserved, the equation for the
Maxwellian is given by (31). Let us multiply equation (30) by (1 + ln f) and
integrate over the space of all microscopic velocities RD. Then multiply (31) by
Zr(1 + lnMf), integrate in velocity space and add the two results. Using the fact
that
∫
f =
∫
Mf =
∫
Meq, and adding and subtracting (Mf − f) lnMf , we obtain
dH
dt
=
1
τ
∫
RD
− (f −Mf) (ln f − lnMf) dv︸ ︷︷ ︸
A
+
1
τ
∫
RD
(Meq − f) lnMf dv︸ ︷︷ ︸
B
(37)
The term A is clearly negative, due to the convexity of the log function. We
continue evaluating the sign of B. To this end, we subtract the quantity
∫
(Meq −
f) lnMeq, which is zero, due to conservation of mass, momentum and total energy,
so B can be rewritten as
B = −
∫
RD
(
lnMf − lnMeq
)
(Meq − f).
Proving that B ≤ 0 is a little technical, see [12]. Since both A and B are non-
positive, their sum is also non-positive. Moreover, A is zero if and only if f = Mf ,
while B is zero if and only if Mf = Meq or f = Meq. This implies that their
sum is zero if and only if f = Mf = Meq, which means that at equilibrium f is a
Maxwellian with all temperatures equal to Teq.
2.1.2 Positivity of the temperatures
Consider again the space homogeneous case. Suppose that at the initial time
f(v, t = 0) ≥ 0. Then Tt and Tr at t = 0 are both positive. We set up a “well
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prepared” initial condition, namely we set Λt(t = 0) = Tt(t = 0) and Λr(t = 0) =
Tr(t = 0). Then all temperatures involved in the model remain positive for all
time.
In fact, Teq = dTt + rTr remains constant at all times, and since it is positive
at t = 0, it will remain a positive number. Integrating the equation for Λr (33),
with u · ∇xΛr ≡ 0, one finds
Λr(t) = Λr(0)e
−
t
Zrτ + Teq
(
1− e−
t
Zrτ
)
,
which is a convex combination of Λr(0) and Teq, proving that Λr remains positive
for all time. Next, we multiply (30) by
∏d+r
k=d+1 v
2
k and we integrate in velocity space.
Using mass conservation one obtains the evolution of the rotational temperature
dTr
dt
=
1
τ
(
Λr − Tr
)
.
Substituting the analytic solution for Λr just computed, we obtain a linear non
homogeneous ODE, which has solution
Tr(t) = Tr(0)e
−
t
τ + Zr
Zr−1
(Λr(0)− Teq)
(
e
−
t
Zrτ − e− tτ
)
+ Teq
(
1− e− tτ
)
.
Substituting the well prepared initial condition, we find
Tr(t) = Tr(0)
(
Zr
Zr−1
e
−
t
Zrτ − 1
Zr−1
e−
t
τ
)
+ Teq
(
1− Zr
Zr−1
e
−
t
Zrτ + 1
Zr−1
e−
t
τ
)
.
Let c(t;Zr) be the coefficient in the first parenthesis. Clearly c(0;Zr) = 1, while
c(t;Zr) → 0 as t → ∞. Moreover ∂tc(t;Zr) ≤ 0, provided Zr > 1. Thus, Tr(t) is
a convex combination of positive numbers, and therefore remains positive for all
times. The same argument applies also to Tt and Λt.
2.2 Chu’s reduction
The polyatomic model we have introduced requires a large number of inde-
pendent variables, because each new degree of freedom is associated to a new
component for the vector v of microscopic speeds. Thus, the computational com-
plexity of the polyatomic model (30) increases dramatically with respect to the
standard BGK model for a monoatomic gas, and becomes prohibitive if the number
of internal modes r is large. This complexity however can be drastically reduced
using an approach proposed by Chu [25], which we will adapt in the following to
the case of the polyatomic BGK model.
In the standard BGK model, Chu’s reduction can be applied whenever the
distribution function f depends only on m < d degrees of freedom in space. Then
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it is possible to rewrite the kinetic equation using only m degrees of freedom, also
in the microscopic velocity space. For example, in a two dimensional problem in
space, the number of independent variables can be reduced to four plus time (two
in space and two in microscopic velocity).
We review Chu’s reduction, outlining how it can be applied to the polyatomic
model, reducing the computational complexity to d independent variables in ve-
locity space, instead of d+ r, at the price of introducing one distribution function
for each internal temperature. In the case of a bi-atomic molecule, we will ap-
ply the reduction to aggregate the internal energy degrees of freedom. Let us
consider the case in which we want to reduce the r rotational degrees of free-
dom (dof ’s), while the system has d traslational dof ’s, again with d + r = D.
Let us label the indices pertaining to the translational and the rotational dof ’s
as k = 1, . . . , d and k = d + 1, . . . , d + r = D for the traslational and the
rotational dof ’s, respectively. Correspondingly, the microscopic velocities will
be partioned as (ξ1, . . . , ξd, η1, . . . , ηr) = (ξ,η), with ξk = vk, k = 1, . . . , d, and
ηk = vd+k, k = 1, . . . , r. We introduce the two reduced distribution functions
f1(x, ξ, t) =
∫
Rr
f(x, ξ,η, t) dη.
f2(x, ξ, t) =
∫
Rr
r∑
k=1
η2kf(x, ξ,η, t) dη.
The model reduces to a system of two equations:
∂tf1 + ξ · ∇xf1 = 1
τ
(
Mf1 − f1
)
(38)
∂tf2 + ξ · ∇xf2 = 1
τ
(
Mf2 − f2
)
where the reduced Maxwellians are expressed as:
Mf1(x, ξ, t) =
∫
Rr
Mf(x, ξ,η, t) dη
Mf2(x, ξ, t) =
∫
Rr
r∑
k=1
η2k Mf(x, ξ,η, t) dη
Computing the integrals in the reduced velocity space Rr, we find
Mf1(x, ξ, t) = n(x, t)
(
m
2πΛt
)d/2
exp
(
− m
2Λt
(ξ − u)2
)
(39)
Mf2(x, ξ, t) =
rΛr
m
Mf1(x, ξ, t).
where we have evaluated the integral which definesMf2 , recalling that the expected
value of the velocity on the reduced dimensions is zero. Note that f2 andMf2 have
the dimensions of a distribution function, times a velocity squared.
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The macroscopic quantities needed to compute Mf1 and Mf2 are found from
the conservation equations. One finds
n(x, t) =
∫
Rd
f1(x, ξ, t)dξ (40)
u(x, t) =
∫
Rd
ξf1(x, ξ, t)dξ
n(x, t)
m
(dΛt(x, t) + rΛr(x, t)) =
∫
Rd
(ξ − u)2f1(x, ξ, t)dξ +
∫
Rd
f2(x, ξ, t)dξ.
Note that f2 is needed only to compute the temperature. Further, if Λt = Λr,
the problem would be closed, using the two evolution equations (38), with the two
Maxwellians defined by (39), through the moments computed in (40). If instead
the two temperatures are different one needs also the relaxation equation for the
temperatures (33) and the closure relation (35).
2.3 A polyatomic BGK model with a single microscopic
variable for the internal modes
The analysis appearing in [5] instead is based on a single microscopic variable
ζ which accounts for all the internal energy of the polyatomic gas. Thus, f =
f(x, v, ζ, t), where ζ ∈ R+, such that the internal energy per unit mass due to the
rotational and vibrational modes is ǫ = ζ2/r, where r is the number of internal
degrees of freedom, which is related to the constant of polytropic gases γ, which
is the ratio of the specific heats at constant pressure and constant volume, as
γ = r+5
r+3
.
The macroscopic density, momentum and energy of the gas are given by
ρ(x, t) = m
∫
Rd
∫
R+
f(x, v, ζ, t) dv dζ. (41)
ρu(x, t) = m
∫
Rd
∫
R+
vf(x, v, ζ, t) dv dζ.
1
2
ρu2(x, t) + ρe(x, t) = m
∫
Rd
∫
R+
(
1
2
v2 + ζ2/r
)
f(x, v, ζ, t) dv dζ.
(42)
The internal energy is considered as the sum of two contributions,
ρet = m
∫
Rd
∫
R+
1
2
(v−u)2f(x, v, ζ, t) dv dζ, ρer = m
∫
Rd
∫
R+
ζ2/rf(x, v, ζ, t) dv dζ,
which give a traslational and a rotational temperature, namely
Tt =
2m
d
et, Tr =
2m
r
er.
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Further, the model contains an equilibrium temperature Teq which is defined through
the total internal energy,
Teq =
2m
d+r
e, =⇒ (d+ r)Teq = dTt + rTr.
Further, a mechanism is needed to relax the partial temperatures on a global
equilibrium temperature. This is realized through a relaxation temperature Trel
which is defined through the convex combination Trel = θTeq + (1 − θ)Tr, with
0 ≤ θ ≤ 1. Then, if the model in [5] is restricted for simplicity to the BGK case,
the Maxwellian in the BGK operator is given by
Mf =
n
λr
(
m
2πT
)d/2( m
Trel
)r/2
exp
(
− m(v − u)
2
2T
)
exp
(
− ζ
2/r
Trel
)
,
where λr is the normalization constant λr =
∫
exp(−ζ2/r) dζ . The relaxation of
Tt and Tr towards Teq is given by a dependence on θ introduced in the relaxation
time, and the BGK equation is modified to
∂tf + v · ∇xf = 1
τ(x, t, θ)
(
Mf − f
)
.
In [5], an H theorem is proved for this model, and also the possibility of using a
modified Chu’s reduction to get rid of the internal energy microscopic variable.
The two models just described have several similarities, but one can argue that
the model in [12] is more intuitive, because of the physical meaning of the internal
degrees of freedom, and because the different relaxations are more readable.
3 BGK for mixtures
We now turn to the last class of models I will discuss in these notes. We will
consider BGK models for mixtures of different gases. Here the difficulty is to
represent the momentum and energy exchanges between the different species as
the whole mixture evolves toward equilibrium.
There is a huge literature on this topic. I will restrict the discussion to non-
reactive mixtures, for which the numbers of molecules for each component is con-
stant in time. Models that account for chemical reactions can be found for instance
in [39], [15] or [57] and references therein. Models for mixtures often are designed
with particular ends in mind. For instance [19] the accent is on the matching of
transport coefficients. See also [18, 7, 14] for mixture models based on the ES-
BGK paradigm, [48] to include polyatomic effects. More theoretical aspects, as
existence and uniqueness of solutions can be found in [46] or [56]. The discussion
that follows is based on [47], [16], and [3].
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The Boltzmann equation (1) can be written as
∂tf + v · ∇xf = QB(f, f),
where Q(f, f) denotes the collision term, and the notation underlines the fact that
we are considering binary collisions.
If we have two different species, each described by a different distribution func-
tion fi, i = 1, 2, then we can have only two types of interactions: interactions of a
species with itself, giving rise to a collision term Qii(fi, fi) and collisions with the
other species, Qij(fi, fj). Thus, for two species
∂tf1 + v · ∇xf1 = Q11(f1, f1) +Q12(f1, f2) (43)
∂tf2 + v · ∇xf2 = Q22(f2, f2) +Q21(f2, f1).
In other words, for a system with k different species, we obtain a system of k
equations, with k collision terms,
∂tfi + v · ∇xfi =
k∑
j=1
Qij(fi, fj), i = 1, . . . , k. (44)
Therefore, the natural extension of this setting to the BGK operator is
∂tfi + v · ∇xfi =
k∑
j=1
νi,jnj(Mf i,j − fi), i = 1, . . . , k. (45)
3.1 BGK mixture models mimicking multispecies Boltz-
mann
For simplicity, we will consider only two species. We obtain the model in [47]:
∂tf1 + v · ∇xf1 = ν1,1n1(Mf 1 − f1) + ν1,2n2(Mf 1,2 − f1) (46)
∂tf2 + v · ∇xf2 = ν2,2n2(Mf 2 − f2) + ν2,1n1(Mf 2,1 − f2).
The first term in both equations accounts for the interactions of each species with
itself. Since, if the two species did not interact, i.e. ν1,2 = ν2,1 = 0, we would still
have off equilibrium effects, the inner species Maxwellians Mf i must be the same
we would have for the case of a single species, or
Mf i(x, v, t) =
ni(x, t)
(2πTi(x, t)/mi)d/2
e
−
mi(v−ui(x,t))
2
2Ti(x,t) , i = 1, 2. (47)
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The remaining Maxwellians contain the effects of the interspecies interactions.
They drive the system to a state in which the single species velocity and temper-
ature relax to a mixture velocity and temperature:
Mf i,j(x, v, t) =
ni(x, t)
(2πTi,j(x, t)/mi)d/2
e
−
mi(v−ui,j(x,t))
2
2Ti,j (x,t) , i = 1, 2, j 6= i. (48)
First, we turn to the collision frequencies. We observe that close to equilibrium
all temperatures will be of the same order of magnitude, while the thermal speeds
of the particles will be uT i ≈
√
2Ti/mi. The ratio between the thermal speeds
of the two species is then given by uT i/uT j ≈
√
mj/mi. The two species may
be characterized by very different masses, as in the case of plasmas, where if one
takes the species one to coincide with the protons and species 2 with electrons
m2/m1 ≃ 1/2000 << 1. In this case one typically has
ν21 ≈ ν22 ≈
√
m1
m2
ν11 ≈ m1
m2
ν12, (49)
so that we can take ν1,2/ν2,1 = m2/m1. For more details, see [47]. In general,
one can assume that the collision frequencies νij can be measured or estimated, to
reduce the number of free parameters.
The construction of the Maxwellians ensures that mass is conserved. In fact,
computing the integral in velocity space of equations (46), with the Maxwellians
defined in (47) and (48), one easily obtains
∂tρi +∇(ρiui) = 0, i = 1, 2.
In the case of chemical reactions, when the mass of each species is not conserved,
the definitions of the interspecies Maxwellians must be modified to permit an
exchange of mass between the two species, see for instance [15]. In all cases, the
decay towards equilibrium of the mixture is based on an exchange of momentum
and energy between the two species.
Now, to continue, one needs assumptions on the structure of the macroscopic
quantities appearing in the definition of the Maxwellians.
Assumption 1. The mixture velocity u12 is a convex combination of the single
species macroscopic speeds:
u12 = δu1 + (1− δ)u2, 0 ≤ δ ≤ 1. (50)
The assumption on the mixture temperature is slightly more complex because
energy exchange is due not only to a heat flux between the different species, caused
by their temperature differences, but also to a transfer of kinetic energy at the
macroscopic level.
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Assumption 2. The mixture temperature T12 is a convex combination of the single
species macroscopic temperatures, plus a term which accounts for the exchange of
macroscopic kinetic energy:
T12 = αT1 + (1− α)T2 + γ|u1 − u2|2, 0 ≤ α ≤ 1, γ > 0. (51)
Note that α is a pure number, while γ has the dimensions of mass.
Typically, all parameters comparing in the assumptions will depend on the
momentum and energy transfer occurring at the microscopic level, when molecules
from different species collide, and therefore one expects that they will be linked to
the mass ratio between the two species.
Once u12 and T12 have been set using Assumptions 1 and 2, the remaining
quantities u21 and T21 are fixed imposing momentum and energy conservation for
the whole mixture. For momentum
m1
∫
Rd
ν1,2n2
(
Mf 1,2 − f1
)
v +m2
∫
Rd
ν2,1n1
(
Mf 2,1 − f2
)
v = 0,
while for the energy
m1
∫
Rd
ν1,2n2
(
Mf 1,2 − f1
)
v2 +m2
∫
Rd
ν2,1n1
(
Mf 2,1 − f2
)
v2 = 0,
where I have used the fact that Mf i and fi share the same velocity and temperature,
so the inner species interactions - correctly - do not produce a macroscopic flux of
momentum and energy. One easily obtains
u2,1 = (1− ε(1− δ))u2 + ε(1− δ)u1, ε = m1ν1,2
m2ν2,1
. (52)
Note that ε > 0, and if ε < 1, this is still a convex combination of u1 and u2.
On the other hand, if ε > 1, it is enough to exchange the roles of f1 and f2.
The formulas for the two interspecies velocities become completely symmetric if
ε = 1. For the interspecies temperature, the expression is more complicated, and
one finds
T2,1 =
(
1− ν1,2
ν2,1
(1− α)
)
T2 +
ν1,2
ν2,1
(1− α)T1 − γ ν1,2
ν2,1
(u1 − u2)2
+
ε
dν2,1
(1− δ) [m2ν2,1 −m1ν1,2 + δ(m2ν2,1 +m1ν1,2)] (u1 − u2)2.
(53)
If we assume m2 > m1 and the relations between the collision frequencies (49)
hold, then the first part of the equation is again a convex combination of T1 and
T2. Further, the expression in the square parenthesis is positive, so T2,1 > 0 if γ is
small enough.
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Remark 1. If u1 = u2 = U , then clearly u1,2 = u2,1 = U and there is neither
momentum nor kinetic energy exchange between the species. If further T1 = T2 =
T , then T1,2 = T2,1 = T and there are no heat exchanges.
For the space homogeneous case, in [47] we prove that fi(v, t) ≥ 0 for all times,
provided the initial data fi(v, t = 0) ≥ 0, i = 1, 2. For the general case, see [46].
Further, if f1 and f2 are positive, all temperatures are also positive, under mild
conditions on the coefficient γ.
The approach described above, developed in [47] assumes that the interspecies
velocities and temperatures can be written as (50) and (51). Further, the model is
complete when the 4 collision frequencies νi,j, i, j = 1, 2 are known, together with
the parameters δ, α and γ. This approach has been further studied in [16]. The
idea there is to compute the parameters δ, α and γ, imposing that momentum and
energy transfers between the species in the BGK setting reproduce the macroscopic
momentum and energy exchanges derived from the full Boltzmann equation. Thus
νi,jnj
∫
Rd
[Mf i,j(v)− fi(v)] φ(v) dv
=
∫
Rd
∫
Rd
∫
S+
Bi,j(|v − v∗|, nˆ)[fi(v′)fj(v′∗)− fi(v)fj(v∗)] φ(v) dv∗ dv dω,
where φ(v) denotes one of the collision invariants, i.e. φ(v) = 1, v, v2. Note that
this request results automatically in mass, momentum and energy conservation,
because these conservation principles hold at the Boltzmann level. Furthermore,
the interspecies velocities and temperatures are now given quantities, provided one
is able to compute the right hand side. More precisely, let QBi,j be the Boltzmann
collision term between the species i and j, then
νi,jnjni(ui,j − ui) =
∫
Rd
QBi,jv dv
and
νi,jnjni
(
d
Ti,j − Ti
mi
+ ||ui,j||2 − ||ui||2
)
=
∫
Rd
QBi,jv
2 dv,
which define ui,j and Ti,j in terms of integrals of the Boltzmann collision term.
This task can be carried out exactly in the case of Maxwellian molecules, when,
as in BGK, the collision cross section does not depend on the relative speed between
the particles. In this case, the integrals on the right hand side can be explicitly
computed, giving
νi,jnjni(ui,j − ui) = − mj
mi +mj
λi,jninj(ui − uj)
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for the velocity, while for the temperature
νi,jnjni
(
d
Ti,j − Ti
mi
+ ||ui,j||2 − ||ui||2
)
=
−2mj
(mi +mj)2
λi,jninj [d(Ti − Tj) + (miui +mjuj)(ui − uj)].
The parameters λi,j characterize the interaction, and they are given by
λi,j =
∫
S+
Bi,j(|v − v∗|, nˆ)dω = λj,i.
In this way, it is confirmed that the interspecies velocities and temperatures can
be written as in (50) and (51), at least in the case of Maxwellian molecules, where
the coefficients δ, α and γ can be obtained from the expression of the cross sections
λi,j.
For more general cases, the exchange terms in BGK cannot represent exactly
the exchange terms obtained with the Boltzmann model. Here Bobylev et al. in
[16] suggest to average the effect of the velocity-dependent cross section, choosing
to reproduce exactly one global feature.
The important advancement obtained in [16] is that this work gives tools to
compute the coefficients in the interspecies exchange terms, since both ui,j and Ti,j
are completely defined in terms of ui, uj, Ti, Tj and the global cross sections λi,j.
Remark 2. Multispecies mixtures
It should be noted that the models described above for a mixture composed of two
gases can be extended easily to a multicomponent mixture with n different species.
In fact, the structure of the Boltzmann integral implies that∫
Rd
QBi,j φ(v) +
∫
Rd
QBj,i φ(v) = 0,
for φ(v) = 1, v, ||v||2.
3.2 H theorem for mixtures
The H theorem was already proven in 1 for the standard BGK model. Here
we extend the proof to the case of binary mixtures. The H theorem states that
the entropy decreases with time, and reaches a minimum for f = Mf . Since in
the space homogeneous case, n, u and T are constant, then (18) states that the
entropy decreases until the system relaxes on the Maxwellian Mf which has the
same moments of the initial distribution f(x, v, t = 0).
We can prove a similar results for mixtures. Again, we restrict ourselves to the
space homogeneous case. For the general case, see [46].
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Theorem 4 (H theorem for mixtures). Consider the system 46 in the space ho-
mogeneous case, with u12 and T12 defined by (50) and (51), while u21 and T21 are
fixed by conservation of total momentum and energy as in (52) and (53). Then
the total entropy of the system
H =
∫
Rd
f1 log f1 dv +
∫
Rd
f2 log f2 dv (54)
decreases with time.
The minimum of H is reached when both f1 and f2 are Maxwell distributions
with the same temperature and macroscopic velocity.
Proof. We need to evaluate
∂tH = ν11 n1
∫
Rd
log f1(Mf 1 − f1) dv + ν12 n2
∫
Rd
log f1(Mf 1,2 − f1) dv
+ ν22 n2
∫
Rd
log f2(Mf 2 − f2) dv + ν21 n1
∫
Rd
log f2(Mf 2,1 − f2) dv,
where mass conservation has been used. The proof relies on the fact that for the
single species inequality (18) holds, thus you only need to study the sign of the
expression
S(f1, f2) = ν12 n2
∫
Rd
log f1(Mf 1,2 − f1) dv + ν21 n1
∫
Rd
log f2(Mf 2,1 − f2) dv,
because the remaining terms are already known to be negative. To prove that
S(f1, f2) ≤ 0, the inequality
ν12 log T1,2 + ν21 log T2,1 ≥ ν12 logT1 + ν21 logT2
is needed. This is a bit tricky, and uses the expressions for T1,2 and T2,1, and of
the interspecies velocities. All details can be found in [47].
We just underline that H remains constant in time if and only if the single
species terms cancel, which implies that f1 = Mf 1 and f2 = Mf 2, and the inter-
species entropy production S(f1, f2) is also zero, which requires f1 = Mf 1,2 and
f2 = Mf 2,1. This in turn implies u1,2 = u1, u2,1 = u2, T1,2 = T1 and T2,1 = T2.
Finally, applying the equations for the mixture velocities and temperatures to this
case, one easily finds u2 = u1 and T2 = T1, which completes the proof.
The H-theorem for mixtures gives details on the global equilibrium of the sys-
tem. It states that the system is in equilibrium if and only if both distributions
are Maxwellians, with the same macroscopic speed, and with the same tempera-
ture. This means also that at equilibrium no net macroscopic momentum or heat
exchange between the two components of the mixture can take place.
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3.3 Single collision term models
In [3], Andries, Aoki and Perthame published a paper in which the BGK model
for a mixture of gases is written with a single collision term (AAP model, in the
following). This idea has been followed by several researchers, such as Bisi, Brull,
Groppi, Spiga, and others, see for instance [7], [15], [14] and their references. The
AAP model is written as
∂tfi + v · ∇fi = Qi := 1
τi
(Mi − fi), i = 1, . . . , N,
where N is the number of species, Mi are the N Maxwellians depending each on
a mixture velocity u˜i and a mixture temperature T˜i defined in such a way to match
the momentum and energy transfer in Boltzmann equation, for the hard sphere
model. This choice is due to the fact that in the hard sphere model the Boltzmann
cross-section does not depend on the particles velocities, and, for this reason, it is
closer to the BGK setting.
Writing Boltzmann for the hard sphere model, the AAP model is based on the
following equations for the unknowns u˜i and T˜i:∫
mivQi = 2
∑
j
µijχijninj(uj − ui) = 1
τi
mini(u˜i − ui)
∫
1
2
miv
2Qi = 4
∑
j
χijnj
µij
mi +mj
[
3
2
(Tj − Ti) + mj2 (uj − ui)2
]
=
1
τi
ni
[
1
2
mi(u˜
2
i − u2i ) + 32(T˜i − Ti)
]
where
µij =
mimj
mi +mj
is the reduced mass for the species i and j, and the terms χij =
∫
S+ Bij(nˆ) are
the mixed collision cross sections. The relations above define the new quantities
u˜i and T˜i, for each species.
The AAP single collision term mixture model can also be proven to satisfy an
H-theorem. Moreover, the AAP kinetic model for mixtures was constructed in
order to satisfy the indifferentiability principle. For the sake of simplicity, consider
two species, such that mi = mj = m and τi = τj = τ , which means that the two
species are dynamically identical. A model is said to satisfy the indifferentiability
principle if, in the case of identical particles, the model can be reduced to a single
species BGK model for the unknown
f = f1 + f2, ∂tf + v · ∇f = 1
τ
(M − f).
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In fact one can prove that in this case
∂tfi + v · ∇fi = 1
τ
(niM˜ − fi)
with M˜ =
√(
m
2πT˜
)d
exp
[
−(v − u˜)2/(2T˜ /m)
]
, because u˜i = u˜j = u˜ and T˜i = T˜j =
T˜ . Then M is simply M =
∑
i niM˜ = nM˜ . Thus, the AAP model for identi-
cal particles reduces to a single species model, when all microscopic parameters
coincide.
It is easy to see that for the mixture model I described before, the indifferen-
tiability principle holds only at equilibrium. In fact the evolution equations for
identical particles are
∂tf1 + v · ∇f1 = n1 + n2
τ
(
n1
n1 + n2
Mf 1 +
n2
n1 + n2
Mf 1,2 − f1
)
∂tf2 + v · ∇f2 = n1 + n2
τ
(
n2
n1 + n2
Mf 2 +
n1
n1 + n2
Mf 2,1 − f2
)
and these reduce to a single species BGK model only when u1 = u2 = u, so that
u1,2 = u2,1 = u and T1 = T2 = T , which implies T1,2 = T2,1 = T , that is, only
when the global equilibrium is achieved. In other words the model in [47], when
the particles are identical, reduces to a single species model only when the global
equilibrium is reached.
4 Asymptotic Preserving schemes for BGK mod-
els and mixtures
In this section I’ll discuss the main aspects of the numerical integration of (7).
I will start from the issues at the basis of the numerical integration of the standard
BGK model. Then I will illustrate how the same techniques can be extended to
the case of the other models described in these notes: ES-BGK, polyatomic, and
mixtures. I will consider finite volume schemes, starting with a simple first order
discretization, in one space dimension, and then sketch how the extension to high
order schemes can be carried out. The one dimensional BGK equation (7) reduces
to
∂tf + v1∂xf = νn (Mf − f), (55)
where with v1 I denote the first component of the vector v = [v1, v2, . . . vd]. Note
that the integrals giving the moments of f will still be computed on the whole Rd,
although it is possible to drop the dependence on v2 . . . vd using two distribution
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functions, each depending on v1 and x only, as described in §2.2. More details can
be found in [25].
The first task is the construction of a grid in space and velocity. For simplicity
I will consider a uniform grid, with mesh width ∆x in space, ∆v in velocity and
∆t in time. Let xj = j∆x, j ∈ Z, vk = k∆v, k ∈ Zd and tn = n∆t, n ∈ N denote
the grid points in space, velocity and time, for the one dimensional case.
4.1 Space and velocity discretization
We start from the expression for a semidiscrete in time numerical scheme, in
one space dimension. Here fj,k = f(xj , vk, t) denotes the function f evaluated at
the space velocity grid point (xj , vk) at a fixed time t, xj in R, vk ∈ Rd. Then
∂tfj,k = −(vk)1 Dxf |j,k (t) + νn
(
Mf j,k(t)− fj,k(t)
)
,
where Dxf |j,k denotes the discrete space derivative at (xj , vk), and (vk)1 is the
first component of the vector vk. Once the discretizations in space and velocity
have been caries out, the BGK equation reduces to a system of ODE’s in time.
Since vk is constant with respect to x, each equation in the system of ODE’s is
a linear advection equation, with constant scalar speed (vk)1, plus a source term.
We can approximate the space derivative with the upwind scheme, see [49] for an
introduction to the construction of numerical methods for equations of this type.
The upwind space discretization yields
∂tfj,k = − 1
∆x
(
(vk)
+
1 (fj,k(t)− fj−1,k(t)) + (vk)−1 (fj+1,k(t)− fj,k(t))
)
+ νn
(
Mf j,k(t)− fj,k(t)
)
,
where v+ = max(v, 0) and v− = min(v, 0). Since v+ = 1
2
(|v| + v) and v− =
1
2
(v − |v|), we can rewrite the expression above as
∂tfj,k = −(vk)1 1
2∆x
(fj+1,k(t)− fj−1,k(t)) + 1
2∆x
|vk|1 (fj+1,k(t)− 2fj,k(t) + fj−1,k(t))
+ νn
(
Mf j,k(t)− fj,k(t)
)
.
(56)
The second term on the right hand side is a discretization of a term of the form
fxx. This is a viscosity term, which is not present in the exact equation. It is an
artificial diffusion term needed to obtain a stable scheme. Its effect is that steep
profiles will be smoothed out. To reduce the unwanted artificial diffusion, while
maintianing stability, a higher order accurate space discretization is needed. This
aspect will be considered later. Now there are two problems:
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1. The computation of the Maxwellian requires the evaluation of the moments
of f , which, in the discrete case, must be performed by quadrature. How
should the quadrature be carried out, in order to guarantee that the moments
of f still satisfy the conservation laws (9), (10) and (11)?
2. Once the fully discrete system is obtained, one would like that the resulting
numerical scheme, as the equilibrium is approached, should become a consis-
tent numerical scheme for the equilibrium equations, which in this case are
(16). Beside, equilibrium is reached in a time scale ∼ τ = (νn)−1. But when
τ → 0, the system becomes stiff. Is it possible to choose a time advancement
method in such a way that the time step ∆t should not be chosen so small
as to resolve the transient to equilibrium, but still guarantee that the exact
equilibrium is obtained? This is idea will be formalized with the asymp-
totic preserving property. In other words, it is desirable that the correct
equilibrium is found, even for ∆t >> τ .
In applications, usually the space domain is limited, say x ∈ Ω ∈ Rd, where Ω
is a bounded set with (hopefully) a smooth enough boundary. Then one needs to
apply boundary conditions on the boundary of Ω. I will not deal with boundary
conditions here, but surely since the computation must be carried out on a bounded
set, I will suppose that the mesh consists of a finite number N of space cells.
Consult [11] for a discussion on the technical aspects of boundary conditions for
BGK type models, or [34] for treating high order accurate boundary conditions.
Problems are of different kind for the velocity space, where all integrals needed
to compute the moments of f are defined on the whole of Rd. For the integrals in
velocity space, we need a quadrature rule.
Let
< f >=
∑
k
f(x, vk, t)wk ≃
∫
Rd
f dv (57)
be the quadrature rule chosen to approximate the integrals in velocity space, where
vk are the nodes of the quadrature rule, and wk the corresponding weights. Suppose
the total number of nodes is K. Then, we need to update f only at the K velocity
nodes, in order to be able to evolve the moments, and therefore the Maxwellian.
This means that the semidiscrete system (56) consists ofKN first order differential
equations. In three dimensional computations, is should be clear that this number
can be very large. In a typical application, one could have 50 nodes per direction
in velocity space and 100 nodes per unit length in each space direction. This would
give 503×1003 = 125×109 grid nodes on the unit cube. Therefore, it is important
to reduce as much as possible the number of velocity nodes.
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One possibility is to use Gauss Hermite quadrature. This quadrature integrates
functions on unbounded intervals of the form∫
R
sℓf(s) e−s
2
ds ≈
K∑
k=1
sℓkf(sk)wk,
using well chosen nodes sk and weights wk. This formula is exact for polynomials
of degree ℓ with 2ℓ − 1 = Kx, where Kx is the number of nodes in one direction
of velocity space. This type of quadrature is particularly suited, apparently, for
functions close to be Maxwellians, since to compute the moments of f we need to be
able to integrate exactly functions of the form above for ℓ = 0, 1, 2, and thus only
three nodes in each direction in velocity space would be enough to ensure an exact
evaluation of the moments. Moreover, for Kx = 3, the velocity nodes are relatively
small, which means that the system (56) is not stiff with respect to velocity space.
The problem, however is that the weight function in Gaussian quadrature is the
unknown Maxwellian, and it is centered in the unknown macroscopic velocity u,
with standard deviation given by the unknown temperature T . Thus the location
of the nodes is unknown, because they are distributed around the local value of
the velocity u(x, t), at a distance from u that depends on the local value of T (x, t),
thus they change in space and time. For these reasons, Gauss-Hermite quadrature
is not the most common strategy to compute the moments of f . See any text in
numerical analysis, as [60] for Gaussian quadrature and its properties.
Another approach uses the trapezoid rule. In this case, it is necessary to fix
bounds −L,L such that all velocity nodes are contained in the box [−L,L]d. The
bounds may depend on time as in [10], but usually it is convenient to keep a
uniform grid spacing ∆v. In fact, the quadrature error for the trapezoid rule with
a uniform grid for a function f ∈ Cm(−L,L) in one direction is given by the
Euler-McLaurin formula:
∫ L
−L
f(v) dv − ∆v
2
∑
k
(fk + fk+1) =
m/2−1∑
l=1
∆v2l
Cl
(2l)!
(
f (2l−1)(L)− f (2l−1)(−L)
)
(58)
+ ∆vm
2CmL
(m)!
f (m)(ξ), ξ ∈ (−L,L).
where Cm and all the Cl’s are suitable coefficients. For the proof see [60]. The
formula above shows that if the function f is 2L periodic, together with its deriva-
tives up to the order m, the boundary terms in the error cancel, and convergence
becomes very fast. In our case, it is reasonable to suppose that f decays very
fast at infinity (remember: we are close to equilibrium, and f is approaching a
Maxwellian). So, if one takes L large enough, f and its derivatives will be very
small at±L, and f can be supposed to be 2L periodic, together with its derivatives.
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However, once the quadrature rule in velocity space is chosen, the discrete
moments of f will not be exact. In particular
< φ(v)f > − < φ(v)Mf > 6= 0, φ(v) = [1, v, 12v2]T .
This means that at the discrete level, the right hand side of the conservation
laws (9), (10) and (11) will not be zero, and as τ → 0, with τ = 1/νn, one does
not obtain the Euler equations (16). This prompts the need for the computation
of a discrete Maxwellian Mf such that
< φ(v)f > − < φ(v)Mf >= 0,
which are d + 2 non linear equations. The existence of the discrete Maxwellian
Mf and the way to compute it have been proposed in [51]. The main result is
that a d+ 2 dimensional vector α exists, such that
∑
k
wkφ(vk)
(
f(x, vk, t)− exp(α(x, t) · [1, (v1)k, . . . , (vd)k, 12 ||vk||2]
)
= 0, (59)
with φ(v) = [1, (v1), . . . , (vd),
1
2
||v||2] as usual to denote the collision invariants.
This defines, for any grid point in space, and any time, a system of d + 2 non
linear algebraic equations in the d + 2 unknowns α, which has a unique solution,
provided the speed lattice is large enough. We will call M the non linear operator
which maps the discrete moments U =< φ(v)f > into the discrete Maxwellian
obtained solving the system (59), M(U) =Mf . For more details, see [51], while
in [52] one can find a fully implicit version of the resulting scheme. See also [35].
In [51] the proof of the existence of the discrete Maxwellian and its explicit
construction are based on the characterization of the Maxwellian as the solution
of the constrained minimization problem (19), where the space of the constraints
of the exact Maxwellian is substituted with the approximate constrains resulting
from the discrete moments of f .
4.2 Time discretization and AP schemes
Finally, we must consider the time discretization. We rewrite (7) as
∂tf + v · ∇xf = 1
τ
(Mf − f), τ = 1
νn
(60)
to underline the fact that the system is stiff when the relaxation time τ → 0,
and the system approaches equilibrium. Then, if one wants to deal with this
regime, the numerical scheme must be implicit. Implicit schemes permit to use
large time steps ∆t > τ , and even ∆t >> τ , without the need to resolve the
33
Kτh
Kτ M
h→0
τ→0
Kτh Mh
Kτ M
τ→0
h→0 h→0
τ→0
Figure 1: Illustration of AP schemes. Left: we discretize a kinetic model Kτ ,
obtaining the scheme Kτh . As h→ 0, the scheme Kτh produces a numerical solution
that converges to the exact solution ofKτ , which, for τ → 0, converges to a solution
of the macroscopic equations M . Right: AP scheme. Here the discretization Kτh
converges to a discretization of the macroscopic system Mh.
fast transients which occur in a scale of order τ . However, in the mean time one
wants to capture the correct equilibrium. This is the purpose of AP (Asymptotic
Preserving) schemes.
Formally, the idea is the following. Let us call Kτ the kinetic model we are
considering, depending on the (small) parameter τ . As τ → 0, the kinetic model
approaches the equilibrium M , i.e., in our case, the macroscopic equations (16).
In symbols we write Kτ → M as τ → 0. Suppose further that we have written a
convergent scheme for the kinetic model, depending on some grid spacing h. We
callKτh the discretization of the modelK
τ . Since the scheme is convergent, we have
Kτh → Kτ , as h→ 0. Then, as τ → 0, we obtain in the limit the equilibrium model
M . This is illustrated on the left of Fig. 1. A scheme is AP if the discretization
Kτh becomes, as τ → 0, a consistent discretization of the macroscopic equations,
Mh. Thus it is not necessary to resolve the fast scale, i.e. computing the solution
of Kτh for h → 0 to have an approximation to the equilibrium M . The different
limits involved are summarized in figure 1.
Let U∆ denote the vector of the discrete moments obtained with the quadrature
rule applied to f , namely
U∆ =< φ(v)f > .
Let Mf be the discrete Maxwellian computed from the discrete moments U∆.
Then a simple semi-implicit time integration is
fn+1jk = f
n
jk −∆tDxfnjk +
∆t
τ
(
Mfn+1jk − fn+1jk
)
, (61)
where Dx is the discrete space derivative, for instance, the upwind derivative of
(56). The problem is how to computeMf which of course depends non linearly on
34
f . To obtain Mf at the new time step, we use conservation of mass, momentum
and energy. Thus
U∆
n+1
j = U∆
n
j − ∆tDx|j < v φ(v)fn >,
where the source term has disappeared, because f andMf have exactly the same
discrete moments. Thus, we compute the updated discrete moments using an
explicit integration of the macroscopic equations. Once we have the new moments,
we compute the discrete Maxwellian which reproduces the moments U∆
n+1
j , at
each grid point. This is Mn+1f = M(Un+1∆ ). A simple substitution in (61) gives
fn+1jk =
τ
τ +∆t
(
fnjk −∆tDxfnjk
)
+
∆t
τ +∆t
Mfn+1jk . (62)
Note that as τ → 0, the update of the distribution function reduces to fn+1jk =
Mfn+1jk . Then for the new time step, the equation for the moments with the upwind
space derivative becomes
U∆
n+2
j = U∆
n+1
j −
∆t
∆x
(
F n+1j+1/2 − F n+1j−1/2
)
,
where the numerical flux Fj+1/2 at time t
n+1 is given by
F n+1j+1/2 =
∑
k
v+k φ(vk)Mf(xj , vk, tn+1) +
∑
k
v−k φ(vk)Mf(xj+1, vk, tn+1), (63)
which is the kinetic flux vector splitting of classical gas dynamics. This shows
that the scheme is indeed AP, provided one starts the first time step with the data
already in equilibrium, or close to equilibrium. More precisely, we say that the
initial data are well prepared if
f(xj , vk, t = 0) =Mf(xj , vk, t = 0) +O(τ). (64)
This approach started, as far as I know, in [26], and was extended to arbitrary
high order accuracy in [55]. Then it was extended and improved by several authors.
See the reviews [31] for more refined couplings between the explicit and the implicit
integration schemes, and [43] for applications to different models.
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AP schemes for mixtures of gases
How does this technique applies to mixtures? The macroscopic equations for
a two component mixture give
∂tρ1 +∇ · (ρ1u1) = 0 (65)
∂tρ2 +∇ · (ρ2u2) = 0
∂t(ρ1u1) +∇ · (ρ1u1 ⊗ u1 + P1) = m1ν1,2n2n1 (u1,2 − u1)
∂t(ρ2u2) +∇ · (ρ2u2 ⊗ u2 + P2) = m2ν2,1n2n1 (u2,1 − u2)
∂tE1 +∇ · (u1E1 + P1u1 + q1) = m1ν1,2n1n2
(
u21,2 − u21 +
d
m1
(T1,2 − T1)
)
∂tE2 +∇ · (u2E2 + P2u2 + q2) = m2ν2,1n1n2
(
u22,1 − u22 +
d
m2
(T2,1 − T2)
)
.
This time the macroscopic equations have source terms, which are due to the
macroscopic exchanges of momentum and heat between the two species. Moreover,
these terms are stiff when the collision frequencies are high, thus they should be
computed implicitely. On the other hand, we know the expressions of ui,j and Ti,j
due to the assumptions on the mixture velocities and temperatures and due to
the conservation of total momentum and energy. So, these quantities are known
functions of the macroscopic speeds ui, i = 1, 2 and temperature, Ti, i = 1, 2.
Thus we can modify the AP scheme for the single species, and obtain an AP
scheme for the mixure. From fni (x, v), we compute the discrete moments (Ui∆)
n
j
for each of the two species. Further, we also compute the pressure tensors and
the heat fluxes at time tn. We have enough information to update the transport
terms appearing in the left hand side of system (65). From the first two equations
of the macroscopic system, we find ρn+1i , i = 1, 2 and n
n+1
i at each grid node.
Substituting these updated quantities in the two momentum equations, we have
(ρ1u1)
n+1 = (. . . )n +∆t ν1,2ρ
n+1
1 n
n+1
2
(
un+11,2 − un+11
)
(ρ2u2)
n+1 = (. . . )n +∆t ν2,1ρ
n+1
2 n
n+1
1
(
un+12,1 − un+12
)
.
Applying the known algebraic relations between u1, u2 and the two mixture ve-
locities u1,2 and u2,1, we obtain a two by two linear algebraic system, which must
be solved at each space grid point, yielding all velocities at the new time level
tn+1. We substitute these quantities in the energy equations, finding all updated
temperatures, again solving a 2× 2 linear algebraic system.
Finally, since all macroscopic quantities are known, we compute all the discrete
Maxwellians Mf i and Mf i,j at time tn+1. In this fashion, we can compute the
analog of (61) for the two distribution functions, with the source term evaluated
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at the new time. Thus again, we obtain a numerical method which is implicit in
the stiff relaxation terms, and explicit in the transport step.
A similar technique can be applied also to the case of the single collision AAP
mixture model, to yield an AP scheme for the update of the distribution functions
also in the AAP case.
AP schemes for the ES-BGK model
The success of the AP time integration for the BGK model is based on the fact
that the equilibrium distribution can be computed at the new time step without the
need to solve implicitly a stiff system. In fact, when the macroscopic equations are
updated, the stiff terms cancel because of the conservation of mass, momentum and
energy. The situation is slightly more complicated for the ES-BGK model, because
one of the macroscopic quantities needed to write the equilibrium distribution Gf
is not conserved. However, it is still possible to update Gf in a very efficient way,
see [33] and [1].
Let Gf be the discrete Gaussian computed from the discrete moments U∆ and
the discrete stress tensor T∆, i.e. the tensor T approximated with a quadrature
rule in velocity space. The procedure is very similar to what we already presented
for the case of the discrete Maxwellian Mf . A semi-implicit time integration for
the ES-BGK model is
fn+1jk = f
n
jk −∆tDxfnjk +
∆t
τ
(
Gf n+1jk − fn+1jk
)
, (66)
where Dx is as before the discrete space derivative, for instance, the upwind deriva-
tive of (56). Again, we need to compute Gf which is linked non linearly to f . To
obtain Gf at the new time step, we use conservation of mass, momentum and
energy. As in standard BGK, computing the discrete moments of the evolution
equation, the source term disappears, because f and Gf have the same discrete
moments,
U∆
n+1
j = U∆
n
j − ∆tDx|j < v φ(v)fn >,
Thus, n∆, u∆ and the temperature T∆ are updated using an explicit integration of
the macroscopic equations. This however is not enough to obtain Gn+1f . We need
also the evolution equation for the stress tensor (25), which we now apply to the
space inhomogeneous case. Integrating this equation backward in time, we have
Θ∆
n+1
j = Θ∆
n
j −∆tDx|j < v(v−un∆)⊗(v−un∆)fn > +∆t
1− ω
ω
(
T∆
n+1
j −Θ∆n+1j
)
.
Since T n+1∆ can be recovered from U
n+1
∆ , Θ
n+1
∆ can be easily obtained from pre-
viously computed quantities, and, from these, Tn+1∆ . Now, U
n+1
∆ and T
n+1
∆ , com-
pletely define Gn+1f , so that fn+1 can be easily obtained from (66). It is easy to
prove that this algorithm is indeed AP, see [33].
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AP schemes for the polyatomic BGK model
Finally, we note that an analogous approach can also be applied to the poly-
atomic model (30). Here one computes the discrete moments integrating (30) on
the whole velocity space RD. In particular, energy conservation gives,
E∆
n+1
j = E∆
n
j − ∆tDx|j < 12mv||v||2)fn > .
Since momentum and density are already known thanks to mass and momentum
conservation, we also know the internal energy, (ρe)n+1 = En+1 − 1
2
ρn+1(un+1)2 =
nn+1DT n+1eq .
In this way the discrete moments n∆, u∆ and the equilibrium temperature
(Teq)∆ at the time t
n+1 are found. Next, the equation for the evolution of the
temperature (32) is discretized backward in time, to give
(nΛr)
n+1
∆ = (nΛr)
n
∆ −∆tDx
(
nuΛr
)n
∆
+∆t
nn+1∆
Zrτ
n+1
∆
(
Teq
n+1
∆ − Λrn+1∆
)
,
where the index j has been dropped for simplicity. This equation yields Λr
n+1
∆ ,
which, through energy conservation, yields Λt
n+1
∆ . These two quantities were the
missing ingredients to compute Mn+1f , from which we find fn+1 from (61).
4.3 High order asymptotic preserving schemes
So far, I have discussed the issues underlying the discretization of kinetic mod-
els of BGK type using as an example a first order numerical scheme. However,
as I already pointed out, in the numerical integration of kinetic equations it is
important to use high order schemes, because these allow to use relatively coarse
grids, still obtaining accurate solutions. We are now moving on to describe high
order accurate schemes for BGK equations for mixtures.
The numerical integration in velocity space needed to compute the discrete
moments is usually performed with the trapezoid rule, even for high order schemes,
assuming that the bounds in the discrete velocity space are large enough to ensure
that f and its derivatives are negligible at the boundary of the discrete velocity
space. In that case, (58) holds and the quadrature error in velocity is usually
smaller than the discretization errors in space and time.
4.3.1 High order space discretization
To fix ideas, we consider again a one-dimensional problem, as in eq. (55), for a
single species BGK model. The extension to the other models is straightforward,
because the main difficulty occurs in the transport term, which is same for all
cases.
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Usually, high order schemes fro hyperbolic problems are constructed as finite
volume methods. One introduces the space cell averages of the distribution func-
tion
f j,k(t) =
1
∆x
∫ xj+12∆x
xj−
1
2
∆x
f(x, vk, t) dx.
Integrating (55) on each space cell and dividing by ∆x, one finds the finite volume
formulation of the BGK model
d
dt
f j,k(t) = −
1
∆x
(vk)1
(
f(xj +
1
2
∆x, vk, t)− f(xj − 12∆x, vk, t)
)
+
1
τ
(
Mf j,k − fj,k
)
,
which indicates that it is necessary to compute the cell average of the whole source
term. This formulation is quite convenient for the evaluation of the space derivative
of f , but complicates the source term. In fact, the cell average of a function
coincides with its point value at the cell center only up to terms of order O(∆x)2.
For higher order accuracy, the cell averages must be evaluated by quadrature,
and this causes an unwanted coupling between the space cells. In fact, now a
knowledge of the function being integrated at several quadrature nodes within the
cell is needed. Thus, from the cell averages of f , it is necessary to reconstruct the
point values of f , typically with the aid of a piecewise polynomial interpolator. But
these algorithms require a stencil which couples together information coming from
neighboring space cells. Since the algorithm is implicit in time, one must solve a
non linear coupled algebraic system of equations, instead of a linear scalar equation
for each cell. For this reason, it is preferable to use finite difference schemes, in
which the main variables are the point values of the unknown function. Another
possibility is to apply the treatment of stiff sources proposed in [17].
In finite differences, the semidiscrete system of equations can be written as
d
dt
fj,k(t) = −
(
Fˆ
j+1/2
((vk)1, f(vk, t))− Fˆj−1/2((vk)1, f(vk, t))
)
+
1
τ
(
Mf j,k − fj,k
)
,
where Fˆ
j+1/2
is a numerical flux, see [59], and [55] for the application of finite
differences to the BGK setting. Note that in this case, to preserve high accuracy
the grid spacing ∆x must be uniform or at least smoothly varying in x. Suppose
that the values of the flux function F (f) are given at the grid points xj . In the
present case, the flux function is linear, with F (f) = vf . The first step is to look
for a function Fˆ that interpolates the data Fj = F (f(., xj, .)) in the sense of cell
averages, namely
Fj(vk, t) =
1
∆x
∫ xj+12∆x
xj−
1
2
∆x
Fˆ (x, vk, t) dx.
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Then the derivative of F will be given by
∂x F (·, vk, t)|xj =
1
∆x
(
Fˆ (x
j+1/2
, vk, t)− Fˆ (xj−1/2 , vk, t)
)
.
We outline the main steps of the construction: more details will be found in [55].
The approximation to Fˆ is typically a piecewise polynomial function, with jump
discontinuities at the cell borders x
j±
1
2
. To ensure stability, as in the first order
case, it is necessary to pick information coming from the correct direction. In
other words, it is necessary to introduce upwinding. In particular, we will use
flux splitting, which is particularly straightforward for the convective term of the
BGK model. Thus, we write the flux F as the sum of its positive and negative
parts: F = F+ + F−, where F+ and F− have only non-negative (respectively,
non-positive) eigenvalues. In our case, the flux splitting will depend on the sign of
v, namely:
F+ =

vf if v ≥ 00 otherwise F− =

0 if v ≥ 0vf otherwise
Next, two reconstructions are computed, one from F+ and one from F−, which
will yield respectively Fˆ+(x, v, t) and Fˆ−(x, v, t). Both of them are piecewise
polynomial functions in x with jumps at the cell interfaces xj±1/2. To enforce
upwinding, we pick the value from the left for the positive flux, Fˆ+ = Fˆ+(x−
j+1/2
),
and we pick the value from the right for the negative flux: Fˆ− = Fˆ−(x+
j+1/2
). Thus
the numerical flux at the cell interface xj+1/2 is given by
Fˆ
j+1/2
= Fˆ+(x−
j+1/2
) + Fˆ−(x+
j+1/2
) (67)
and the conservative approximation to the space derivative will be given by:
∂x(v1 f)|j = 1
∆x
(
Fˆj+1/2 − Fˆj−1/2
)
. (68)
In the present case, the structure of F is particularly simple, and one has:
Fˆj+1/2(v) = max(v, 0)fˆ(x
−
j+1/2) + min(v, 0)fˆ(x
+
j+1/2), (69)
where fˆ is a piecewise polynomial function such that fj =
1
∆x
∫
Ij
fˆ dx.
For example, for the first order scheme fˆ is piecewise constant, namely fˆ(x)|Ij ≡
fj . Thus fˆ(x
−
j+1/2) = fj while fˆ(x
+
j+1/2) = fj+1 and the numerical flux in this case
will be given by:
Fˆj+1/2(v) = max(v, 0)fj +min(v, 0)fj+1. (70)
The reconstruction is carried out with piecewise non oscillatory polynomials. There
are several algorithms in the literature. A thorough review of WENO and ENO
reconstructions can be found in [59]. A more recent contribution is [27].
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4.3.2 High order time discretization
The purpose of this section is to increase the time accuracy, while preserving a
splitting between the fast source term, integrated implicitly, and the slow transport
part, to be integrated explicitly. We will consider additive Runge-Kutta schemes
[21], applied to kinetic problems, see [53] or [30].
To set the notation for additive Runge-Kutta IMEX schemes, we consider the
autonomous ODE problem:
y′(t) = f(y) + 1
τ
g(y)
y(t0) = y0.
(71)
We suppose that 0 < τ << 1, i.e. g/τ is stiff, so that we wish to integrate it
implicitly, while f is non stiff, but highly non linear, which means that for f an
explicit scheme is more efficient.
Let A˜ = (a˜is) and A = (ais) be two ν × ν matrices, with A˜ strictly lower
triangular, and A lower triangular, with non zero terms along the diagonal, and let
b˜, b, c˜, c be coefficient vectors with ν elements. In other words, for the implicit part
we consider a DIRK scheme (diagonally implicit Runge-Kutta). More effectively,
an IMEX Runge-Kutta scheme is represented by the following double Butcher’s
tableaux:
c˜ A˜
b˜T
c A
bT
where c and c˜ are included for completeness, although they are not needed for the
autonomous system we are considering, and the tableau on the right refers to the
implicit part. The resulting numerical scheme for (71) is:
yn+1 = yn +∆t
ν∑
i=1
b˜if(y
(i)) +
∆t
τ
ν∑
i=1
big(y
(i)), (72)
where the stage values y(i) are given by:
y(1) = yn +
∆t
τ
a11 g(y
(1)) (73)
y(i) = yn +∆t
i−1∑
l=1
a˜ilf(y
(l)) +
∆t
τ
i∑
l=1
ail g(y
(l)). (74)
The coefficients of the Butcher’s tableaux are computed in order to maximize
accuracy. Further, the implicit scheme must be L-stable, to ensure that the numer-
ical solution relaxes on the equilibrium solution, if τ is very small. Moreover, it is
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desirable that the IMEX scheme becomes a high order explicit numerical scheme
for the conserved variables, when τ → 0.
The IMEX scheme is called of A-type in [30] if the matrix A is invertible,
i.e. aii 6= 0, ∀i.It is easy to see that the IMEX scheme is AP if the matrix A is
invertible, see [53]. In fact, the equation for the i-th stage is
f (i) =
[
fn −∆t
i−1∑
ℓ=1
a˜iℓDx(vf
(ℓ)) +
∆t
τ
i−1∑
ℓ=1
aiℓ (M(ℓ)f − f (ℓ))
]
+
∆t
τ
aii (M(i)f −f (i)).
The first parenthesis contains only previously computed quantities. The last term,
when τ → 0, and aii 6= 0 yields f (i) →M(i)f . Thus, at each stage, f (i) is projected
on the local discrete Maxwellian. Taking moments of the previous equation, in the
limit τ → 0, one obtains
U (i) = Un −∆t
i−1∑
ℓ=1
a˜ilDx < vφM(ℓ)f >, M(i)f = M(U (i))
which is the computation of the i-th stage for the solution of Euler equation with
the explicit Runge-Kutta scheme with Butcher tableau A˜. I recall that M denotes
the Maxwellian operator, which computes the discrete Maxwellian built solving
the non linear algebraic system (59), starting from the discrete moments U (i).
Further, closing the Runge Kutta step one obtains
fn+1 = fn −∆t
ν∑
i=1
b˜iDx(vf
(i)) +
∆t
τ
ν∑
i=1
bi (M(i)f − f (i)). (75)
Again, computing moments, in the limit τ → 0, the following equation is obtained
Un+1 = Un −∆t
ν∑
i=1
b˜iDx < vφM(i)f > .
In other words, as τ → 0, the IMEX scheme becomes the explicit scheme for the
Euler equations, with a tableau which coincides with the tableau for the explicit
part of the IMEX pair. However, a couple of remarks are in order.
The first stage of an A-type scheme applied to the BGK equation is
f (1) = fn +
∆t
τ
a11 (M(1)f − f (1)),
with M(1)f computed from the discrete moments U (1), which are given by U (1) =
Un. Thus, the scheme is implicit, but it starts projecting f on the old Maxwellian.
In this fashion, even the first update of the moments (which occurs from the second
stage onwards) is carried out at equilibrium, when τ → 0. For this reason, schemes
of type A are AP even with initial data which are not well prepared.
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However, the first order scheme with which this discussion started, namely
(61), updates the moments before projecting f on the Maxwellian, and still is AP,
albeit on well prepared initial data. Applying the formalism just introduced, we
see that it is actually a two stages IMEX scheme given by
f (1) = fn
U(1) = Un
U(2) = Un −∆tDx < vφf (1) >
f (2) = fn −∆tDx
(
vf (1)
)
+
∆t
τ
(M(2)f − f (2)).
Then the final update is given by
fn+1 = fn −∆tDx
(
vf (1)
)
+
∆t
τ
(M(2)f − f (2))
Un+1 = Un −∆tDx < vφf (1) >
which coincides with (61), because f (1) = fn. Note that the final update coincides
with the last stage, i.e. fn+1 = f (2) and Un+1 = U(2). This corresponds to the
IMEX scheme described by the following tableaux
c˜
0 0
1 0
1 0
c
0 0
0 1
0 1
We see therefore that the scheme I proposed initially is not of type A, because
the implicit matrix A is not invertible. However, we have already seen that the
resulting scheme is nevertheless AP, provided the initial data are well prepared.
The scheme above belongs to a class of IMEX schemes proposed in [6] and [21]
which are also used in the context of kinetic equations in [30], where they are called
schemes of type CK. These schemes are given by tableaux with the following form
c˜
0 0
a˜ A˜
b˜T
c
0 0
a A
bT
where now A˜ and A are (ν − 1) × (ν − 1) lower triangular matrices, with A
invertible, and A˜ strictly lower triangular, while a˜ and a are ν − 1 components
vectors. Schemes of type CK are also AP, but they need well prepared initial data.
A second remark concerns the final update of f occurring in (75). If at all
stages f has been projected on equilibrium, i.e. f (i) = M(i)f , then the effect of
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(75) is to drive f away from equilibrium. This does not occur in (61) because
the final update actually coincides with the last stage computed. This property
is satisfied if b1 = aν−1, bi+1 = Aν−1,i, i = 1, . . . , ν − 1 and b˜1 = a˜ν−1, b˜i+1 =
A˜ν−1,i, i = 1, . . . , ν − 1. In short, for these schemes the vectors b and b˜ coincide
with the last row of the matrices in their respective tableau. The schemes that
satisfy this property are called GSA (Globally Stiffly Accurate) in [30], and they
are particularly suited for applications in kinetic problems, because they are AP
not only on the evolution of the moments, but also on the evolution of f . Note that
the GSA property introduces 2ν constraints on the coefficients of the two Butcher
tableaux composing the IMEX pair. It is not surprising therefore that the order
conditions of GSA schemes are penalizing: one needs four stages to obtain a second
order accurate GSA A type scheme, see [6, 21] for more details.
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