ABSTRACT. Let β ∈ (1, 2). Each x ∈ I β := [0, 1 β−1 ] can be represented in the form
where a k ∈ {0, 1} for all k (a β-expansion of x). It was shown in [11] that a.e. x ∈ I β has a continuum of distinct β-expansions. In this paper we show that for a generic x, this continuum has one and the same growth rate, i.e., the general β-expansions exhibit an ergodic behaviour. When β <
2 , we show that the set of β-expansions grows exponentially for every x ∈ (0, 1 β−1 ). Special attention is paid to the case β =
1+
√ 5
INTRODUCTION AND STATEMENT OF MAIN RESULTS
Let 1 < β < 2 and I β = [0, 1/(β − 1)]. As is well known, each x ∈ I β can be represented as a β-expansion x = ∞ n=1 a n β −n , a n ∈ {0, 1}.
Since we do not impose any extra restrictions on the "digits" a n , one might expect a typical x to have multiple β-expansions. Indeed, it was shown in [11] that a.e. x ∈ I β has 2 ℵ 0 such expansions.
It is obvious that if 0 ≤ x < ], then we have a choice for a 1 . To obtain all β-expansions of a given x, one can use the following multivalued map: -see Figure 1 . Then each β-expansion (a 1 , . . . ) of x is a symbolic orbit of T β , namely, we write a k = 0 whenever we apply the upper branch of T β and a k = 1 whenever we apply the lower one.
The structure of this paper is as follows. The main question we address is "how large" the set of β-expansions of x is. Our goal is to show that for a.e. x the set of its β-expansions growth exponentially with the exponent independent of x (Theorem 2.3). We also link this theory to Bernoulli convolutions (Section 3) and show that this average growth exponent does not exceed 2/β (Theorem 3.2). For β =
1+
√ 5 2
we compute the average growth exponent explicitly and apply this apply this result to compute the Lebesgue-generic value of the local dimension for the corresponding Bernoulli convolution (Corollary 3.6).
It is known that if β <
, then if fact every x ∈ (0, 1/(β − 1)) has 2 ℵ 0 β-expansions (see [4] ). We strengthen this result by showing that this continuum always grows exponentially for each x ∈ (0, 1/(β − 1)) with an explicit lower bound for the growth exponent independent of x (Theorem 4.1).
The golden ratio is a sharp bound for this result, because it is known that if β =
, then there exist x ∈ (0, 1/(β − 1)) with a countable set of β-expansions ( [12] ) and for β >
there exist infinitely many x with a unique β-expansion -see [7] .
Furthermore, we show that for β =
, there exists a continuum of x, each of which having 2 ℵ 0 β-expansions such that this set grows subexponentially (Proposition 4.4). Let us recall some useful notions which we will need. We write x ∼ (a 1 , a 2 , . . . ) β if x = ∞ n=1 a n β −n . Definition 1.1. We say that for x ∼ (a 1 , a 2 , . . . ) β there is a branching at k = n if there exists
. . a n−1 a n a n+1 a n+2 . . . . . . a n 2
Branching and "bifurcations" Let x ∈ I β have at least two β-expansions; then there exists the smallest n ≥ 0 such that x ∼ (a 1 , . . . , a n , a n+1 , . . . ) β and x ∼ (a 1 , . . . , a n , b n+1 , . . . ) β with a n+1 = b n+1 . We may depict this "bifurcation" as is shown in Figure 2 .
If (a n+1 , a n+2 , . . . ) is not a unique expansion, then there exists n 2 > n with the same property, etc. As a result, we obtain a subtree of the binary tree which corresponds to the set of all β-expansions of x, which we call the branching tree of x and denote by T (x; β).
Let us recall the basics of the theory of random beta-expansions developed by Dajani, Kraaikamp and de Vries [3, 2] . Put Ω = {0, 1}
N and let ω = (ω 1 , ω 2 , . . . ) ∈ Ω. Denote by σ the one-sided shift on Ω, i.e., σ(ω) = (ω 2 , ω 3 , . . . ).
Define K β : I β × Ω → I β × Ω as follows:
To put in simply, the map K β acts like a "normal" β-transformation unless x is in the switch region. If x ∈ ∆ β , then we toss a coin (= check whether ω 1 equals 0 or 1) and then choose the branch accordingly. Having done this, we shift the sequence ω, and next time the image falls into the switch region and we toss a coin, we will look at ω 2 , etc.
Let p denote the product measure { } on Ω. The following result is due to Dajani and de Vries. (In fact, they proved a stronger claim, but for our purposes this one suffices.)
Theorem 1.2. ([2])
There exists a Borel measure ν β which is equivalent to the Lebesgue measure, such that ν β × p is invariant and ergodic under K β .
MAIN THEOREM
Lemma 2.1. We have
Proof. Let (a 1 , . . . , a n ) ∈ E n (x; β); then the fact that there exists a β-expansion of x beginning with this word, implies
, the second inequality following
The converse follows from the fact that if
The following claim is straightforward.
Lemma 2.2. (i)
Assume there exist α 1 , α 2 with 0 ≤ α 1 ≤ α 2 such that the number of branchings in the branching tree T (x; β) along any path of length n is between α 1 n and α 2 n. Then
(ii) Similarly, suppose 1 ≤ K 1 ≤ K 2 are such that the length of each branch lies between
(if exists). Our main result is the following Theorem 2.3. There exists e β > 1 such ε β (x) ≡ e β for a.e. x ∈ I β .
Proof. We apply Birkhoff's ergodic theorem to the map K β (see Section 1) and the indicator function for ∆ β × Ω. Thus, there exists a set
Fix (x, ω) ∈ Y β , fix ε > 0 and put α = ν β (∆ β ). Then there exists N ∈ N such that for any n ≥ N we have
Notice that hitting ∆ β for the first coordinate of K β is precisely the moment of branching in T (x; β). Also, since p(Ω β ) = 1, it contains all finite 0-1 words. Hence for any x ∈ C β and any of its β-expansions, the number of branchings along this expansion lies between (α − ε)n and (α + ε)n.
Therefore, by Lemma 2.2 (i), we have for n ≥ N
which yields the claim with e β = 2 ν β (∆ β ) , since ν β is equivalent to the normalized Lebesgue measure on I β , so our x is Lebesgue-generic.
Definition 2.4.
We call e β the average growth exponent for β. . In [2] it is shown that the dynamical system (I β × Ω, ν β × p, K β ) is metrically isomorphic to the Markov shift with the states {1, 2, 3} and the transition matrix It follows from the main result of [8] that
with the sharp exponent β 1/2 , whence M β = √ β = 1.27202 . . .
AN UPPER BOUND FOR e β , AND BERNOULLI CONVOLUTIONS
Let µ β denote the Bernoulli convolution parametrized by β on I β , i.e.,
for any Borel set E. There is a simple yet useful relation between µ β and E n (x; β); observe that the inequality
, which is equivalent to
Hence by definition and Lemma 2.1,
Taking the logs, we obtain
Recall that the lower local dimension of a Borel probability measure ν at x is defined as follows:
(it is called the local dimension at x if the limit exists). To simplify our notation, we will write
Proof. The Bernoulli convolution µ β is known to be pure, i.e., either absolutely continuous or purely singular (see [9] ). If it is absolutely continuous, then d β (x) ≡ 1 for Lebesgue-a.e. x, and there is nothing to prove. Assume µ β to be singular. Then
at Lebesgue-a.e. x, whence there exists a positive function c(h) → 0 such that log µ β (x − h, x + h) log h ≥ 1 + log c(h) log h , which yields the claim, since the fraction in the right-hand side is positive.
As an immediate corollary of Lemma 3.1 and the inequality (3.2), we obtain Theorem 3.2. We have e β ≤ 2/β for all β ∈ (1, 2).
Put
E n (x; β) = (a 1 , . . . , a n ) ∈ {0, 1} n | − β
we have
Thus, the following claim holds: 
and for any fixed C > 0,
It follows from the results of [10] that for any C 1 , C 2 and any x ∈ I β ,
. . , a n ), Proof. Follows from the previous Proposition and formula (2. 3).
Remark 3.7. In [5] this value was given implicitly, via matrix products -see [5, Theorem 4 .16].
Remark 3.8. It is worth noting that in [10] it was shown that for any Pisot β, d β (x) ≡ H β for µ β -a.e. x ∈ I β , where H β is Garsia's entropy introduced in [6] . For the golden ratio this entropy was estimated with high precision in [1] . We thus have
In Remark 3.9. It is in fact known that H β < 1 for any Pisot β (see [6] ), but it is apparently not known whether the Lebesgue-generic value in (3.6) is strictly greater than 1. We conjecture that this is always the case (which would imply e β < 2/β).
WHEN β IS SMALLER THAN THE GOLDEN RATIO
It is shown in [4, Theorem 3] 
, then every x ∈ (0, 1/(β − 1)) has a continuum of β-expansions. This is in fact easy to see by utilizing the multivalued map T β : if x < 1 β , its image under T β cannot be greater than
-and vice versa. Hence any T β -orbit of any x which is not an endpoint, falls eventually into the switch region, where it "bifurcates" and the same argument applies to both images.
Our goal is to show that the growth exponent of such a continuum is always positive. and put
Then for any x ∈ (0, 1/(β − 1)) we have
Proof. It suffices to construct a subtree of T (x; β) such that the length of its every branch is at most 1/γ. Observe that unless our starting point is very close to one of the endpoints of I β , it is either already in the switch region or its trajectory falls into the switch region fairly quickly. Let us make this rigorous. Put
Notice that δ > 0, in view of β <
. Assume x ∈ ∆ β and put L β (x) = βx, R β (x) = βx − 1. We have two cases. 
In either case, the image is at a distance at least δ from either endpoint of I β .
It suffices to estimate the number of iterations one needs to reach the switch region ∆ β . In view of symmetry, we can deal with y
or the mirror-symmetric case (which is analogous). Here R β (x) can be very close to 0, so we have no control over its further iterations. Consequently, we remove this branch from T (x; β) and concentrate on the subtree which grows from L β (x).
We have L β (x) = βx ∈ (1, 1 + δ). Clearly, it lies in ∆ β provided 1 + δ ≤ , and this is true, in view of (4.2). Furthermore,
As for the latter image, it is clear that it lies in δ,
We see that the length of each branch of the new tree does not exceed 2(⌊log β 1 δ ⌋+1) (the factor two appears in the estimate because it may happen that we will have to discard
, and it suffices to apply Lemma 2.2 (ii).
Similarly to (2.4), we define the minimal growth exponent as follows: there are always x with a countable set of β-expansions, whence m β = 1. However, it is also a sharp bound in a more interesting sense: let us call the set of β-expansions of a given x a sparse continuum if ε β (x) = 1, where ε β is given by (2.1). We claim that such an x has a required property. Indeed, as was shown in [12] , the set of all β-expansions in this case is the Cartesian product X m 1 × X m 2 × . . . , where X m k = (a 1 , . . . , a 2m k +1 ) : since m k ր +∞. Therefore, ε β (x) = lim n n #E n (x; β) = 1. It suffices to observe that there are continually many strictly increasing sequences of natural numbers -for instance, one can always choose m k ∈ {2k − 1, 2k}.
A similar proof works for the multinacci β, i.e., the appropriate roots of x m = x m−1 + x m−2 + · · · + x + 1, m ≥ 2.
Open problem. Given β >
, is it always possible to find x with a sparse continuum of β-expansions?
