In the Bayesian analysis of contingency table data, the selection of a prior distribution for either the loglinear parameters or the cell probability parameter is a major challenge. In this paper, we define a flexible family of conjugate priors for the wide class of discrete hierarchical loglinear models which includes the class of graphical models.
Introduction
We consider data given under the form of a contingency table representing the classification of N individuals according to a finite set of criteria.We assume that the cell counts in the contingency table follow a multinomial distribution. We also assume that the cell probabilities are modeled according to a hierarchical log-linear model. The class of discrete graphical models Markov with respect to an arbitrary undirected graph G is an important subclass of the class of hierarchical log-linear models, in part because graphical models can be interpreted in terms of conditional independences that can easily be read off the graph, in part also because they allow for parsimony in the number of parameters in the analysis of complex high-dimensional data. We will therefore give special attention to the class of graphical models throughout the paper.
In the Bayesian analysis of contingency tables, the selection of a prior distribution for either the log-linear parameters or the cell probabilities parameter is a major challenge (see Clyde and George, 2004) . Priors are usually chosen for their conceptual and computational simplicity and for their ability to represent experts prior beliefs. They are also chosen so that they can conveniently be used for the whole class of log-linear models which includes nondecomposable as well as decomposable graphical models.
For decomposable graphical models, Dawid and Lauritzen (1993) have identified a standard conjugate prior which they called the hyper Dirichlet. The hyper Dirichlet presents the mathematical convenience of a conjugate prior, it has the flexibility given by a number of hyperparameters (as many as there are free cell probabilities in the model) and additionally has the strong hyper Markov property. The latter is very desirable since it allows for local updates within prime components thus simplifying the computation of Bayes factors in a model selection process. For decomposable models, with the hyper Dirichlet as a prior, Bayes factors can be computed explicitly. The hyper Dirichlet has therefore been used in many studies (see for example Raftery, 1994 or Madigan and York, 1995) . It has, however, the disadvantage of being defined only for the class of decomposable graphical models, which, as the number of factors increases, becomes a smaller and smaller part of the class of graphical models and even more so, of hierarchical models.
Consequently much effort has been devoted to the study of alternative priors valid for the larger class of hierarchical models. Knuiman and Speed (1988) use a multivariate normal prior for the loglinear parameters. Dellaportas and Forster (1999) use a variant of this prior. King and Brooks (2001) propose another multivariate normal prior for the loglinear parameters which has the advantage that the corresponding prior distribution on the cell counts can also be derived explicitly.
The aim of this paper is two-fold. The primary aim is to give a new type of prior distribution for hierarchical loglinear models. This prior distribution is a generalization of the hyper Dirichlet to hierarchical loglinear models (and therefore in particular to nondecomposable graphical models), which, like the hyper Dirichlet has the advantages of being a conjugate prior while offering enough flexibility to be able to reflect prior knowledge through the hyperparameters. We also show that, for graphical models, this generalized hyper Dirichlet keeps the strong hyper Markov property. As in the case of King and Brooks (2001) , we derive the corresponding prior distribution on cell probabilities and we compute the prior moments, such as the mean and the variance, for the cell probabilities. We can use the expression of these moments to select hyperparameters that reflect prior knowledge.
We will illustrate this process through an example.
The secondary aim of this paper is to contribute to a discussion on a question asked by Gutiérrez-Pena and Smith (1995) , itself motivated by a characterization given, for univariate natural exponential families (henceforth abbreviated NEF) by Consonni and Veronese (1992) . The latter proved that the prior induced onto the mean parameter of a NEF, from the Diaconis-Ylvisaker conjugate prior for the loglinear parameters, is standard conjugate if and only if the variance function of the NEF is quadratic in the mean. Leucari (2004) showed that, in the case of a decomposable graphical model, the induced prior on the mean parameter is standard conjugate even though the variance function is not quadratic, thus providing a negative answer to the question posed by Guitterez-Pena and Smith (1995) as to whether the characterization of Consonni and Veronese (1992) could be extended to multivariate NEF. We show that the induced prior on the clique and separator marginal probabilities, which we will denote p G , is also standard conjugate while the induced prior on the cell probabilities parametrization, denoted p D . is not so.
The paper is organised a follows. In §2, we define the parameters we chose to use in order to express the multinomial distribution. They are the classical loglinear parameters defined by the "baseline" or "corner" constraints and we show that this is the parametrization obtained if we make a change of variable from the cell counts to the marginal cell counts. In §3, we derive the Diaconis-Ylvisaker (henceforth abbreviated DY) conjugate prior for this parametrization for hierarchical loglinear models. We first characterize the set of hyperparameters for which our conjugate prior is proper. We then use this characterization to construct a set of hyperparameters that leads to a proper prior and to show how to choose a set of hyperparameters that reflect given prior beliefs. Finally we show that, like the hyper Dirichlet, our prior on the loglinear parameters has the strong hyper Markov property so that, in a Bayesian framework, inference can be made prime component by prime component. In §4, we derive the induced prior for the cell probabilities for the decomposable graphical model, the nondecomposable graphical model and more generally the general loglinear hierarchical model. As mentioned above, we discuss the conjecture of Gutiérrez-Pena and Smith (1995) .
2 The log-linear model
The parametrization
Let V be the set of criteria. Let X = (X γ , | γ ∈ V ) such that X γ takes its values (or levels) in the finite set I γ of dimension |I γ |. When a fixed number of individuals are classified according to the |V | criteria, the data is collected in a contingency table with cells indexed by combination of levels for the |V | variables. We adopt the notation of Lauritzen (1996) and denote a cell by
The count in cell i is denoted n(i) and the probability of an individual falling in cell i is denoted p(i). For E ⊂ V , cells in the E-marginal table are denoted i E ∈ I E = × γ∈E I γ and the marginal counts are written
tion with probability density function
Let i * be a fixed but arbitrary cell which, for convenience, we take to be the cell indexed for each factor by the "lowest level" itself indexed, for convenience again, by 0. Thus i * is the cell i * = (0, 0, . . . , 0).
We now have to choose a parametrization for the loglinear model, that is a parametrization for log p(i). As shown in Darroch and Speed (1983) (see also Lauritzen, 1996, Appendix B.2) , to each possible metric in the space IR I of real-valued functions defined on I corresponds a different parametrization of the loglinear model. Moreover, as illustrated in Wermuth and Cox (1992) , a given parametrization can be best suited to a given type of problem. There is, therefore, no "best" parametrization in general.
In this paper, we choose to work with the parametrization given by "baseline" or "corner" constraints. That is the parametrization that follows if we choose the "substitution weight" metric for the space IR I , as given in Section 3.1 of Darroch and Speed (1983) . The loglinear parameters are
which, by Moebius inversion, is equivalent to
We note that θ ∅ (i * ) = log p(i * ), i ∈ I and we will therefore adopt the notation
Parametrization (2.3) was first used by Mantel (1966) . It is used in most standard statistical software such as GLIM or R (see Agresti, 1990, p. 150) . It has recently been used in Consonni and Leucari (2006) , in the case of binary data that we shall study more closely in §2.3. It seems however, that, in the literature, it is less commonly used than the so-called u-parametrization (see Bishop et al., 1975) though the "interaction" terms θ E (i E ) in (2.3) are easy to interpret as ratios of log-odds ratios or as partial cross-product ratios. Indeed, one can easily verify (see Lauritzen, 1996, p.37 ) that for any α, β in E, with the notation
can also be written as the alternating sum of conditional log-odds
.
Another pleasant feature of this parametrization is that, as we shall see more precisely at the beginning of the next subsection, the parameters given in (2.3) are obtained as the canonical parameters of the multinomial distribution when we make the change of variable from the cell counts to the marginal cell counts. In order to identify which ones of the
3) is a free parameter, we need the following lemma.
Proof: By definition and since
From this lemma, it follows immediately that our parametrization is indeed the "baseline"
or "corner" constraint parametrization that sets to 0 the values of the E−interaction loglinear parameters when at least one index in E is at level 0 (see Agresti 1990, p.150) .
Therefore, for each E ⊆ V , there are only γ∈E (|I γ | − 1) parameters and for any E ⊆ V , we introduce the convenient notation
In words, I * E is the set of marginal cells i E such that none of their components is equal to 0. We set I * V = I * . For example, if E = {a, b, c}, a takes the values {0, 1, 2, 3}, b takes the values {0, 1, 2}, c takes the values {0, 1}, then
It will also be convenient to introduce the notation
for the power set of V deprived of the empty set and the notation E for the power set of V .
By (2.4) and (2.5), we have
In order to simplify our notation, from now on, we will use
to express that F is included in E but is not equal to the empty set and, for i E ∈ I * E , E ∈ E, the notation
which is not to be confused with i E , the E marginal cell. We will also write θ(i E ) for θ E (i E ).
Then (2.8) yields
We note in particular that
. (2.10)
The multinomial distribution for discrete data
We now want to give the probability density function of the multinomial distribution under the form of an exponential family when the statistical model is a hierarchical loglinear model. Let us first show that the parameters in (2.3) are the canonical parameters of the multinomial distribution for the saturated model after we make the change of variables
from joint cell counts to marginal cell counts as defined in (2.1).
Lemma 2.2 The probability function of the multinomial distribution as given in (2.2) can be represented as a natural exponential family, with canonical parameters θ(i E ), E ∈ E ⊖ , i E ∈ I E as defined in (2.3) and with canonical statistics the marginal cell counts
where the second equality is due to (2.4), the third to (2.5), the fourth to the identification of the exponent of p ∅ as the total count N , the fifth to (2.1) and the sixth to (2.5) again.
Finally (2.12) follows from (2.10). 2
Since the Jacobian of the change of variable (2.11) is equal to one, it follows immediately from Lemma 2.2 that the family of distributions of Y is the natural exponential family
where µ is a reference measure of no particular interest to us here. This gives us the density for the saturated model.
Let us now consider the hierarchical loglinear model generated by the class A = {A 1 , . . . , A k } of subsets of V , which, without loss of generality, we can assume to be maximal with respect to inclusion. We write
for the indexing set of all possible interactions in the model, including the main effects. It follows from the theory of loglinear models (see also Darroch and Speed, 1983) and from Lemma 2.1 that the model for the cell counts p(i) is the loglinear model with generating class A if and only if the following constraints are satisfied
Therefore, in this case, for i E ∈ I * E , (2.4) becomes
Let us now consider an undirected graph G with vertex set V . Darroch et al. (1980) have shown that, for the subclass of graphical models Markov with respect to G, the generating class is equal to the set of cliques of G, that is the set of maximal complete subsets of G.
Therefore for this subclass
In general, for the class of hierarchical models with generating class A, the nonzero free loglinear parameters are
Let us adopt the short notation
Then, for the hierarchical loglinear model, (2.9) and (2.10) become
19)
Through an argument parallel to that given in Lemma 2.2, it follows that in the case of a loglinear model with generating class A, the family F µ in (2.13) becomes
where, as in the saturated case, the measure µ D (y) is of no particular interest to us here,
space is equal to (see Darroch and Speed, 1983, Proposition 4. 3)
and
It is important to note here that, correspondingly, only cell probabilities of the form
will be free probabilities since by Lemma 2.1, all others can be expressed in terms of
which will be the cell probability parameter of the multinomial distribution of the hierarchical log-linear model.
The multinomial distribution for binary data
When the data is binary i.e. when |I γ | = 2, γ ∈ V , there is only one element in I * E for each E ∈ E ⊖ and therefore, since θ(i E ) is zero if i E ∈ I * E , we can use the notation θ(E) and p(E)
respectively for the canonical parameters θ(i E ) in (2.3) and the cell probabilities = p(i(E)) in (2.9) and (2.10). Then (2.1), (2.3) and (2.4) become
while (2.19) and (2.21) become respectively
An example
We consider the case where
is Markov with respect to the four-cycle as given below and where the variables are binary. In this case, the graphical model is actually the same as the hierarchical model with generating class equal to the set of cliques
We then have b, c, d, ab, bc, cd, da, ac, bd, abc, bcd, cda, dab, abcd} The linear constraints on θ E , E ∈ D are
and using (2.24), we obtain p(E), E ∈ D in terms of p = (p(E), E ∈ D) as follows
The cell probability parameters of the multinomial distribution Markov with respect to the four-cycle above can be written in terms of θ as
The conjugate prior for the log-linear parameter θ From (2.22) it is clear that, for the three nested classes of models considered in this paper, graphical with respect to G decomposable, graphical with respect to an arbitrary undirected G and hierarchical, the form of the conjugate prior for θ as given by Diaconis and Ylvisaker (1979) is given immediately by
where I D (s, α) is the normalising constant
are the hyperparameters.
In order to be able to use this prior in practice, we need to answer a number of questions.
The first basic question is to know for which values of the hyper parameters (s, α) the distribution is proper, i.e. when does I G (s, α) < +∞ hold. Next, we can ask how to construct such hyperparameters. We address these two questions first and then we will give an example showing how to choose (s, α) to reflect prior knowledge.
3.1 A necessary and sufficient condition for the prior to be proper 
where, for E ∈ E,
Proof: Since the parameter space of (2.21) is Θ D = IR d D , by Theorem 1 of Diaconis and Ylvisaker (1974) , a necessary and sufficient condition for (3.2) to be finite is that α be a positive scalar and that 
which is open, the interior of the convex hull of the support of µ D is equal to
Since F µ D is a natural exponential family with parameter θ ∈ Θ D , we have
where p(j) are as in (2.19). Therefore 
as the D-marginal probabilities of a fictive probability table with cell probabilities of the form (2.19) and (2.20). We therefore have the following first method to obtain (s, α):
α to be equal to the right hand side of (2.19), and to the right hand side of (2.20) for E = ∅. This defines
Step 3 above.
We note here that these hyperparameters are consistent across models in the sense that the fictive marginal counts for different models can be obtained from a single fictive marginal 
exists and satify the conditions of Lemma 3.1. Thus we can take as hyperparameters
However, this second method does not allow for a fine analysis of cell probabilities, as we shall need it in §3.4.
Let us make, here, an important remark. The choice of α > 0 in the methods given above is indeed arbitrary but it is not innocent in the sense that, given a model determined by D, the choice of α can drastically change the shape of the prior distribution π D (θ D |(s, α)) and thus affect the posterior density and further inference. The following example illustrates our point.
Example 3.1
Let us consider the graph G which has the vertex set V = {a, b, c} and two cliques {a, b} and {b, c}. Let us also assume, for simplicity, that each variable X a , X b , X c is binary so that we adopt the notation of §2.3. The cell probability parameter p D , as defined in (2.23), is
We consider the graphical model Markov with respect to G. It is difficult to see the impact of the choice of α on π D (θ D |(s, α)) since we are not familiar with this distribution but things are clearer when we look at the induced density on p D . To do so we need to have the form of the density induced from π D (θ D |(s, α)) on p D . We shall see in §4, Example 4.1 that the 
The ratio of the two densities is (see also Dellaportas and Forster, 1999) .
Moments of the cell probabilities
We now turn to the practical problem of choosing hyperparameters which will reflect some prior belief. We first show that we have an explicit formula for the expected value and the variance of the cell probabilities p D . Before stating the general result, let us compute some moments of cell probabilities in Example 3.1 above. We have
From (2.20) and (2.21), we know that p ∅ = e −kµ D (θ D ) and therefore
and therefore
from which the variance of p(ab) follows immediately. We have the following general result for computing the r-th moment of the generalised odds ratio and most importantly the r-th moment of any cell probability.
where the components ofs D are equal to those of s except for
Moreover, for all E ∈ E, the r-th moment of the cell probabilities p(i(E)) is
where the components ofs E,r are equal to those of s except for
The proof of this proposition is simple and is omitted. Equation (3.8) follows from the fact that
As we shall see in §4, the normalising constant I D can be computed explicitly when the model is graphical with respect to a decomposable graph G. Otherwise, the normalising constants have to be computed numerically by the usual approximation methods.
Hyperparameter specification: an example
We can use the results in Proposition 3.1 above to guide our choice of (s, α) in the prior distribution. To illustrate what we mean, let us consider the data given by Hook, Albright and Cross (1980) and studied by King and Brooks (2001) . In this data set, there are three and bc. Since the data is binary, from (2.27), the conjugate prior will then be of the form
Consultation with experts suggests that the interaction between factors b and c is negative and the presence of this negative interaction is expected to create a relative decrease in the (bc) cell probability by a proportion in the interval [.1, .9]. It was also expected that the total number of babies born with spina bifida during the study period would lie in the interval [9, 56] and it was thought reasonable that a prior mean number of babies should lie in the interval [29, 35] .
Let us now express this prior information in terms of restrictions on (s, α). Since α can be thought of as the total count for a fictive prior contingency table, the belief about the total count can be immediately translated as, say, α = 30, which lies in the interval [29, 35] . To reflect the negative interaction between factors b and c, we chose θ bc negative and to reflect the fact that the negative interaction given by θ bc would cause the ratio of the expected value of p bc under D = {a, b, c} and the expected value of p bc under D = {a, b, c, bc}
to be in the interval [.1, .9], we want the values of θ(a), θ(b), θ(c), θ(bc) to satisfy 
Using Proposition 3.1, straightforward calculations yield
From Lemma 3.1 and from the first method given in §3.2, we know that if we generate arbitrary values of θ D = (θ a , θ b , θ c , θ bc ) and compute the quantities
, E ∈ {a, b, c, ab, ac, bc, abc} (3.12) then the prior (3.1) with hyperparameter (s, α) defined by
is proper. We could generate the θ D in any way. We choose to generate θ bc from a normal with mean −1.12 and variance 4 9 and to generate θ a , θ b and θ c from independent normals with mean 0 and variance 1. We constrain those values to satisfy (3.10) expressed in terms of of θ a , θ b , θ c , θ bc , using (3.11), (3.12) and (3.13). We choose, arbitrarily, the following set of values satisfying the required constraints: 
The strong hyper Markov property for graphical models
Let us now assume that the multinomial distribution of the contingency cell counts is Markov with respect to an arbitrary undirected graph G. In this subsection, we will show that the generalized hyper Dirichlet in (3.1) is strong hyper Markov as defined by Dawid and Lauritzen (1993) .
Let us recall the definition of the strong hyper Markov property. Let P 1 , . . . , P k a perfect sequence of the prime components of G and let S 2 , . . . , S k be the corresponding separators. Though the prime components do not have to be complete, the separators
. . , k are complete by definition. We will use the notation
for the residuals, the notation
for the collection of complete subsets of the induced graphs G P 1 , G R l , l = 2, . . . , k respectively and the notation
for, respectively, the parameters of the P 1 -marginal multinomial and the parameters of the R l -conditional multinomial given the value i S l of the S l -marginal cell. We will say that (3.1) is strong hyper Markov with respect to G if under (3.1), the variables in (3.14) are mutually independent.
In order to state our result, we need some more notation. The loglinear parameters for the P 1 -marginal and R l -conditional multinomial given i S l are
respectively, where
and p P 1 denotes P 1 -marginal probabilities and p
given the values i S l of the S l -marginal cell. We have the following result Theorem 3.1 If θ D follows the generalized hyper Dirichlet as defined in (3.1), then the joint distribution of the parameters in (3.14) has density
where
The parameters in (3.14) are therefore independently distributed, that is (3.1) is strong hyper Markov.
The proof is long and tedious but without conceptual difficulties and is ommitted here.
The induced prior on the cell probabilities
In this section, we will give the expression of the induced conjugate prior in terms of the cell probability parameter, first for graphical models Markov with respect to a decomposable G showing that we obtain the hyper Dirichlet, then for general hierarchical models which includes in particular models Markov with respect to an arbitrary graph G. The proofs of all our results are given in the Appendix.
Decomposable graphical models
We first consider the case of the multinomial Markov with respect to the decomposable graph G with set of cliques C = {C l , l = 1, . . . , k} and set of minimal separators S = {S l , i = 2, . . . , k} so that D is the set of all possible subsets of C. Since, in this subsection, we are dealing with joint cell probabilities as well as C l -marginal or S l -marginal probabilities, in
), it will be understood that we have, respectively, D as a subset of V, C l and S l , and D c as the complement of D in V, C l and S l . We will also temporarily not use the i(D) notation but rather the more explicit, albeit more cumbersome,
Let D C l and D S l denote the set of nonempty subsets of C l and S l respectively. Dawid and Lauritzen (1993) defined the standard conjugate prior in terms of cell probabilities and called it the hyper Dirichlet distribution. Its density is expressed in terms of
the cell probabilities for the cliques and separators marginal tables, respectively, and is equal to
with a similar expression for Dir S l and where the hyper parameters (α
are hyperconsistent in the sense that if S l = C i ∩ C j , the marginal distributions on S l obtained from either of the clique marginal distributions on C i or C j are the same.
In this subsection, we derive the prior induced from π D (θ D |s, α) in (3.1) by the change of variable from θ D , as defined in (2.18), to p G , as defined below in (4.4). We choose to work with p G which is the cell parametrization expressed in terms of marginal clique probabilities rather than with p D as in (2.23) because we want to compare the induced prior on p G with the hyper Dirichlet. The probabilities in (4.1) are not all free variables. One way to choose the free marginal probabilities is as follows
The Jacobian of the change of variable θ D → p G is given in the following lemma.
Lemma 4.1 The Jacobian of the change of variables from
as given in (2.3) to p G as given in (4.4) is dθ dp G
This lemma has already been proved in Leucari (2004) in a slightly different form. The following proposition states that the induced prior on p G is the hyper Dirichlet, which was also derived by Leucari (2004) . Here we additionally give the correspondence between (s, α) and (4.3).
Proposition 4.1 When the graph G is decomposable with set of cliques (C i , i = 1, . . . , k) and sets of minimal separators (S i , i = 2, . . . , k), the conjugate prior induced from (3.1) is identical to the hyper Dirichlet (4.2) with hyper parameters (4.3) where
Connection with previous work
From Proposition 4.1 above, from the form (4.2) of the hyper Dirichlet and the form of the multinomial Markov with respect to G decomposable, we see that the prior induced on p G from the DY conjugate prior (3.1) on θ D has the same form as the likelihood function in terms of p G . Following the notation of Consonni and Veronese (1992), we say that this induced prior on p G is standard conjugate. Consonni and Veronese (1992) showed that, for the one-dimensional NEFs, the prior induced from the DY conjugate prior on the canonical parametrization θ onto the mean parametrization µ is standard conjugate if and only if the NEF has a quadratic variance function. Gutierrez-Pena and Smith (1995) studied the case of multivariate NEF. They first defined two parametrizations φ and λ to be conjugate if the standard conjugate family of priors on λ was identical to that induced from the standard conjugate family on φ by the change of variable from φ to λ. They denoted this property φ ⌣ λ. They then showed in their Theorem 1 that φ ⌣ λ if and only if the Jacobian dφ dλ is proportional to the likelihood for λ. From Lemma 4.1 and their Theorem 1, we could then immediately obtain that the induced prior on p G is the hyper Dirichlet (though we could not obtain (4.6) and (4.7)). Gutierrez-Pena and Smith (1995) went on to wonder whether the characterization of Consonni and Veronese could be extended to multivariate NEF.
They showed with some counterexamples that this could not be so but conjectured that with an extended definition of conjugacy, quadratic variance functions could characterize multivariate NEF.
The result in Proposition 4.1 provides a counterexample to this conjecture since it is easy to see that the variance function of the NEF Markov with respect to G decomposable is not a quadratic function of µ D . Leucari (2004) 
Arbitrary graphical models and hierarchical models
To obtain the conjugate prior in terms of p D , we need to compute the Jacobian dθ D dp D
. Before doing so, we need to define the following quantities.
be the entries of a D∈D |I * D | × H∈E |I * H | matrix F where the rows are indexed by i C ∈ I * C , C ∈ D and the columns by j H ∈ I * H , H ∈ E. We note that the definition implies that (4.10) In the case of binary data for D and E as given in §2.4, the matrix F is 
We also need the following two lemmas. Their proof is given in the Appendix.
Lemma 4.2 Let G be a nondecomposable prime graph and let D be as in (2.17). For the matrix F as described in (4.9), the sum of the entries in each column j H , j ∈ I * H , H ∈ E ⊖ is such that
if and only if the subgraph induced by H is decomposable and connected.
We are now in a position to give the expression of the Jacobian for general graphical and hierarchical models. Let U ⊖ = {F ∈ E ⊖ |F is either nondecomposable or nonconnected }.
Let U = U ⊖ ∪ {∅} and
(4.14)
for general hierarchical models.
In the particular case of graphical models,(4.14) becomes
For the same model as in Example 3.1, the Jacobian (4.15) for the graphical model Markov with respect to G and binary data, is
We note, in reference to our discussion in §4.2 that J does not have the same form as the likelihood which is proportional to
where x a , x b , x c , x ab , x bc and x ∅ are appropriate integers. Therefore θ D and p D are not conjugate parametrizations even when the model is Markov with respect to G decomposable.
We can now give the conjugate prior (3.1) in terms of p D .
Theorem 4.1 The conjugate prior distribution induced from (3.1) by the change of variable
and where
and J(p D ) is as in (4.14) for general hierarchical models and (4.15) for graphical models.
This result follows immediately from the expression of the conjugate prior (3.1) in terms of θ D , (2.3) and Lemma 4.3.
Example 4.2
When the graph is the four cycle with binary data as considered in §2.4, U = {ac, bd, abcd, ∅}.
From (4.11), (4.13) and the constraints θ(E) = 0 for E ∈ D, it follows that a(ac) = a(bd) = 1, a(abcd) = −1,
and for
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Leucari (2004) has proved that the Jacobian
can be expressed as the inverse of the right-hand side of (4.5) for the binary case. The proof can immediately be extended to the discrete data case. To complete the proof of Lemma 4.1, it remains to show that the Jacobian of µ D → p G is equal to 1. This is immediate since the parameters in (4.4) are such that
The Jacobian of µ D → p G is therefore 1 and the lemma is proved.
Proof of Proposition 4.1
The distribution of Y in (2.21) is Markov with respect to G and therefore
Since we are dealing with joint as well as marginal probabilities, we revert to the more precise notation (i F , i * F c ) rather than i(F ). Then
and similar expressions for θ S i (i D ) (see also Consonni and Leucari, 2005 for the derivation of these formulas in the case of binary data). For the remainder of this proof, it will be understood that for E ⊆ C l , we use the notation
). Now, from (6.1), we also have
Therefore (3.1) can be written as
For ease of notation, we will give the proof of the lemma in the case of binary data. Given definition (4.9), the proof for binary and discrete data are exact parallel of each other.
Since, for binary data, for each C ∈ D and H ∈ E ⊖ there is only one cell in I * C and I * H respectively, we will adopt the notation
Let us first prove that if H is decomposable, (4.12) is true. We proceed by induction on the number k of cliques of H. Let C = {C 1 , . . . , C k } be a perfect ordering of the cliques of H.
If H is complete, that is k = 1, we consider two cases, the case where |H| is even and the case where it is odd. For |H| = 2p, p ∈ N, there are n e = 
and (4.12) is verified. We omit the proof for the case |H| = 2p − 1 which is parallel to that of the previous case. Therefore (4.12) is verified for k = 1.
Let us now assume that H is decomposable but not complete, that is k > 1 and let us assume that (4.12) is true for any decomposable subset with k − 1 cliques. It is well-know from the theory of decomposable graphs that, if we write
where S k = H k−1 ∩ C k is the k-th minimal separator in H. Therefore we have
The first term on the right hand side of (6.5) is equal to 1 by our induction assumption while each one of the two other terms is also equal to 1 because both C k and S k are complete and therefore (4.12) is also verified for decomposable H.
Let us now prove that if H is not decomposable and connected, C⊆ D H F C,H cannot be equal to 1. If H is not connected and its connected components H (1) , . . . , H (l) , for some l ≥ 2, are all decomposable, we clearly have
If H is not connected and its components are not all decomposable, this implies that there is a nondecomposable subset F 1 of G which can be separated from another subset F 2 of G but this contradicts our assumption that G is a prime component of G. So, this case does not occur.
If H is not decomposable and connected, consider its set of cliques {C 1 , . . . , C k }. Since H is not decomposable, there is no perfect ordering of the cliques and therefore for any given ordering, there exist a nonempty subset Q ⊆ {3, . . . , k} such that for j ∈ Q, there is no i < j in the given ordering of the cliques of H with S j = C j ∩ (∪ j−1 l=1 C l ) ⊆ C i and therefore
where the S j l can be chosen to be disjoints, with S j l ⊆ C j ∩ C m for some m ∈ {1, . . . , j − 1}.
For j ∈ Q = {2, . . . , k} \ Q, there exists i < j in the given ordering of the cliques of H such that S j ⊆ C i . Therefore The sums C⊆ D U F C,H , U = C 1 , C j , S j , j ∈ Q are all equal to 1 since each of C 1 , C j , S j , j ∈ Q are complete and connected and therefore the right hand side of (6.6) is equal to 1. For the same reason, on line (6.7), for U = C j , S j l , j ∈ Q, l = 1, . . . , s j , C⊆ D U F C,H = 1. Since
and therefore the sum on line (6.7) is less than or equal to −|Q|. It follows that 
We also note that if C is maximal with respect to inclusion, for the row r(j C ) of A corresponding to j C ∈ T * D , the only entry for which δ (i D ) C (j C ) = 0 is the diagonal entry and therefore for C maximal, we can write r(j C ) = e(j C ) − ( Clearly for C maximal,r(j C ) = r(j C ). Moreover the matrixÃ obtained by replacingr(j C ) by r(j C ) has the same determinant as A and is equal tõ
