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In related research we demonstrated that Big Data (BD) techniques and analytics can provide potentially 
useful information in assisting the combat identification (CID) problem and improving the CTAP 
(Common Tactical Air Picture). CID is notoriously a very difficult function, often more art than science 
process is still very manual, and decision makers can experience cognitive overload so analytics is just one 
aspect of CID. CID would then be a good case study to investigate machine learning and artificial 
intelligence (AI). The focus of our research has been the question: Are machine learning (ML) and artificial 
intelligence (AI) systems able to learn and use the existing knowledge models for better and timely decision 
making for CID? Soar is an open source tool as a cognitive architecture, developed by the University of 
Michigan. Expert systems include reinforcement learning (Soar-RL). We first used Soar with a thesis student 
who was a Tactical Action Officer (TAO) that represented the “teacher”, and we empirically showed that 
learning did take place in Soar. We then began using a Soar version which is integrated into Naval 
Simulation Software (NSS) as an agent to further aid in the CID decision making process, and eventually 
offered the opportunity to integrate real world data into the process. We also used LLA (Lexical Link 
Analysis) that provided initial learning rules to Soar. LLA is an unsupervised deep learning tool that can 
discover the correlations among the attributes, and therefore is used to discover the initial rules for NSS and 
Soar-RL. Our research empirically answered our core question that the ML/AI method, a.k.a. the Soar-RL 
integrated with LLA, can learn and use the existing knowledge models for better and timely decision making 
for CID. We saw error rates go from 3.7% to 0.4% with initial rules provided by LLA. 
 
Keywords: combat identification, reasoning, reinforcement learning models, rule-based AI 
 
Background 
NSS has capabilities for simulating sensor data fusion and tactical naval platforms and systems to model the 
formation of situational awareness and the engagement kill chain. In real operational situations, the amount 
of data and information coupled with the complex decision space can overwhelm operators and 
commanders’ cognitive abilities in the tactical decision loop. The current naval simulation framework does 
not address the cognitive layer that is critical to warfare effectiveness assessment from a system of system 
perspective. The cognitive functions include: decision making, sensor fusion and analytic processes (and 
workflow), for example, in a kill chain in an integrated fires environment, are very complex. The current 
NSS does not have the ability to model, understand, and optimize the complicated decision-making 
processes and cognitive functions required in a realistic operational scenario, such as a tactical kill chain. A 
critical modeling gap is the analytic process and reasoning leading to decisions from the situational 
awareness provided by the common operating picture. 
 
The Soar cognitive architecture (developed at the University of Michigan and used by Soartech) is a well-
known modeling tool and has applications in this field including an implementation of reinforcement 
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learning (Soar-RL). The Soar engine has been integrated into the NSS and has been licensed to the Naval 
Postgraduate School (NPS) as the Warfighting Impact of Simulated Decision Makers (WISDM). This 
project’s objective is to develop Soar agents in NSS to model the reasoning (using Soar production rules) 
through knowledge systems, rules, heuristics, and NSS simulation data. Developing a cognitive model and 
architecture to represent a realistic warfighting decision process will enhance the Navy’s ability to 
understand and analyze the kill chain and improve automated decision aids and human-machine-interfaces. 
This year, the challenge we found was that the parameters in the Soar-RL do not converge. We researched 
the reasons using an alternative initialization of the parameters in Soar-RL and learning-rate decay method 
(alpha decay) method to address this challenge. 
 
Findings and Conclusions 
Our core research question: Are ML and AI systems able to learn and use the existing knowledge models for 
better and timely decision making for CID? If yes then the corollaries would be whether such a system learn 
from: 
• the historical data with ground truth (Task 1) 
• feedback of a human operator (Task 2) 
• cross-validation of Big Data (Task 3) 
• the delayed ground truth after actions taken (Task 4) 
 
The NSS generated simulation is to address Task 1.  
 
• We made the following advancements as listed below: 
• Advancement 1: Developed LLA to discover the initial rules for Soar-RL 
• Advancement 2: Developed LLA to compute the initial preferences for Soar-RL 
• Advancement 3: Modified Soar-RL to the alpha-decay (learning-rate decay) for the reinforcement 
learning algorithm to learn the parameters (i.e. the preferences) so the error rates converge as more 
iterations of the data 
• Advancement 4: Compared the Soar-RL with zero initial preferences and the LLA initial preferences with 
different initial learning rates and ε -greedy  strategies,  where ε is the degree of randomness in the Soar 
exploration. 
• Advancement 5: Compared the Soar-RL with other predictive methods such as logistic regression, 
decision trees, and nearest neighbors. Concluded that the Soar-RL generates comparable results with the 
advantages of being an on-line learning, rule-based, and AI explainable system. 
 
The details about advancements are documented in the paper [2]. 
 
Recommendations for Further Research 
We are applying the methods developed to the realistic data such as re-constructions and re-play the tracks 
from a Collaborative Engagement Capability (CEC) exercise event to demonstrate self-learning and a 
mission planning application named a multi-segment online war gaming/simulation leveraging AI. 
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