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Abstract
The interaction of light with a copper surface has been explored in this thesis in order to un­
derstand and enhance a photochemical process. The thesis is split into three main results sections: 
Surface photochemistry: from NO/Cu(110) photochemistry (chapter 3), towards the analysis of the 
nonlinear- response of Cu(110) (chapter 4). Vibrational dynamics at surfaces, pyridine analyzed 
by SFG in combination with work function measurements (chapter 5) and, the ultrafast dynamics of 
pyridine/Cu(110) (chapter 6). Surface enhanced photochemistry, where we present our conclusions 
on plasmon-enhanced photochemistry combined with field enhancement modeling on copper surfaces 
(chapter 7).
In chapter 3 we investigate the photochemistry of NO dimers on a Cu(110) surface. Green light 
irradiation splits the dimer to generate a monomer on a thermally inaccessible atop site. The dimer- 
dissociation is reversible. Wavelength-dependent measurements indicate that long-lived hot holes at the 
top of the copper d-band are responsible for the observed photochemistry.
In chapter 4 we investigate the electronic structure of clean and oxygen or pyridine covered Cu(l 10) 
using electronic sum frequency generation. We discover dynamically enhanced sum frequency related 
to long decoherence times of hot holes in the d-band.
Chapter 5 investigates the adsorption of pyridine on copper using vibrational sum frequency gener­
ation and work function measurements. A monolayer of pyridine/Cu(110) is revealed as an ultra-low 
work function surface (1.46 eV). The connection between the nonresonant sum frequency response and 
the surface work function is investigated for pyridine and some substituted pyridines.
Chapter 6 looks at the charge transfer between the Cu(110) surface and adsorbed pyridine in real 
time using femtosecond pump - broadband vibrational SFG probe spectroscopy. We investigate the 
ultrafast charge transfer for a range of coverages, pump wavelengths and pump polarisation and fluence. 
We detect a long-lived (400 fs) excited state of pyridine which is tentatively identified as an anion or 
a dipole-bound electron. Upon deexcitation this causes disorder in the highly ordered pyridine layer 
which relaxes on a 40 picosecond timescale.
Chapter 7 finally looks into the question how efficiently photochemical processes can be enhanced 
by plasmon excitation on copper. We use finite element modeling to calculate electric field enhancement 
and and look at how this is related to the absorption cross section. We summarise our calculations in a 
guide of how to successfully use plasmons to enhance photochemical reaction rates.
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Chapter
The initial plan
1.1 Overview
One of the most exciting scientific challenges of science today is the optimization of materials to bene­
fit the sunlight as a energy source. Photovoltaics devices, based on semiconductors, generate electrical 
power from the conversion of sun radiation. Further development has been done into this field in the 
recent years, by the introduction of Ti02 nanoparticles into a low-cost device called Grazel cell [1, 2]. 
Semiconductors and Ti02 nanoparticles are also studied as a potencial photocatalyst in the large-scale 
H2 production via solar water [3, 4] or carbon dioxide [5] splitting; and consequently, synthesizing 
organic fuels [6]. Nowadays, the development to pattern materials into a sub-molecular scale, has en­
abled to nanostructure semiconductors [7, 8], to create new materials [9] or cocatalysing (i.e. metal 
nanoparticles) [9-12] in order to optimise these photochemical reactions, which in turn make feasible 
a low cost fabrication devices and a increase of the photochemical yield.
However, this is one of the main weakness: the low quantum efficiency overall visible spectra. To 
overcome the lack of tuneability in the visible spectrum, a new perspective on the use of nanostructured 
noble metals has been introduced since the later 80’s. As a first sight, this idea seems unsuitable, as the 
efficiency to absorb light for a noble metal in the visible region of the spectrum is less than 10%, how­
ever plasmon excitation on metals opens a new channel to harvest the sun energy thougout all the visible 
region. Plasmons are an intrinsic property of metals due to the high density of electrons in the conduc­
tion band. On nanopatterned or noble metal nanopaticles, due to the confinement of free electrons, 
the light can excited a surface plasmon wave which propagates throught the surface. This concentrate 
energy on the surface has been studied for many different applications [13] like light coupled-devices 
[14-17], photocatalalyst [18-24] or light-absorbers [25-27].
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Surface science photochemistry on metal surfaces is interesting itself even if the metal substrate is not 
nanostructured (plasmon excitation is not allowed on a flat surface). The molecule-metal bonding offer 
a new reaction paths, since the surface shifts the energy levels [28] (see figure 7.3 on pag. 124). This 
new energy channel is commonly called surface mediated photochemistry [29].
The combination of these two ideas just presented are the pillars of this thesis; enhancing the heteroge­
neous photocatalysis by plasmon excitation. In fact, further studies has been observed this effect, which 
is addressed to the excitation of plasmons on the nanostructured metal [29—34]. From these discoveries, 
two exciting scientific questions arise:
• understand the role of plasmon in the process of enhancing the photochemistry, which has not 
been elucidated yet [30, 35];
• if the plasmon tuneability is feasible on different metals. Ag or Au has been fantastic either 
for plasmonic 1 applications or for surface enhanced Raman scattering [37], However, the main 
principle behind these fields, is to achieve more efficient coupling of light into the plasmons due to 
the nanostructure of the material, where the surface plasmon wave propagates resulting in afield 
o absorbance enhancement. In terms of photochemistry this has not been further investigated yet 
[38, 39].
These two questions will be discussed in the chapter 7 of this thesis. Thereon, I will present the 
initial idea and how this work has been developed.
1.2 The beginning
The initial work done in this thesis is the calculation of the electromagnetic field enhancement as iden­
tification of plasmon excitation. This enhanced factor has been explored on copper nanostructured 
surfaces, in contrast with silver and gold, and modeled by the finite element method (COMSOL® 
Multiphysics 3.5a). The results are translated into the language of photochemistry, to finally give the 
insights into photochemical enhancement by plasmon excitation.
In our experiments, the nanostructure models are based on Ar+ sputtering of single crystal surfaces. 
This technique has been used on metals or semiconductors as a way to tune nanopatteming producing 
pits, ripples, etc... whose size and orientation on the crystal surface; depend on experimental conditions;
lA newly developed are of condensed matter research which uses surface plasmon on nanostructured metals to enhance 
sensing or light transmission and propagating [36].
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like substrate temperature, ion incidence angle and time [40—45]. These surfaces are prepared in ultra 
high vacuum (UHV) and are practical for the surface science community, as ion-sputtering is a crystal 
cleaning technique. In our case a Cu(110) single crystal surface is studied, on which a wide range of 
sputter-induced patterns have been produced [46-49], Here we explore a Cu substrate as a potential 
photocatalyst, which shows a high photoactivity [50, 51] at the visible region. Furthermore much more 
abundant on earth crust than Ag and Au.
Two main experimental techniques are used in this thesis. Firstly UHV, as it is the most controlled 
environment to study the interaction of molecules adsorbed on surfaces. Secondly sum frequency gen­
eration (SFG), a powerful surface specific vibrational technique. SFG is a nonlinear response of the 
surface and adsorbate after a infrared (IR) and near-IR ultrafast laser pulses overlap in time and space 
on the surface [52], One of its main advantages is that the vibrational mode of a molecule can be fol­
lowed in the visible range by the upconversion of the IR spectrum by the near-visible. This enables one 
to use the powerful information the vibration of a molecule can provide [53] with the latest develop­
ments in visible photon detectors, like intensified charge coupled devices (ICCD).
SFG is a versatile technique which can be used in combination with another ultrashort pulse [54], to 
follow the response of the adsorbate and substrate to the laser pulse on a very short time scale. This is 
called pump-probe spectroscopy. It is used within this thesis to elucidate the energy flow between light 
in the visible region and the adsorbate molecule [55].
The initial plan was to study NO dimers on a Cu(110) surfaces, nanostractured Ai-+-sputtering, 
following-up the vibrational dynamics to obtain insights into enhancement of photochemical processes. 
The photochemistry of NO on Ag(lll) versus roughened silver, has been previously and extensively 
studied [30, 56-58]; as well as on Ag nanoclusters [24, 59-61]. However, the high reactivity of NO 
on Cu(110) [62], together with a non detectable SFG signal from the (NO)2, made the pump-probe 
experiments not being feasible. Furthermore, photochemistry of NO on Cu(110) was investigated by 
continuous light irradiation and is presented in chapter 3.
Figure 1.1 shows a diagrams of the photodesorption of NO, enhanced by plasmon excitation. On the 
left figure, die light irradiates the surface, exciting the plasmon which decays into die creation of more 
electron holes pares, enhancing the photodissociation of the dimer. On the right figure, the products of 
the reaction.
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Figure 1.1: Diagram of an ideally photodissociation of NO adsorbed on nanostructured copper by substrate 
mediate mechanism, enhanced by the plasmon excitation.
1.3 The second plan
This "failure to upconvert”2 led us to much more exciting experiments with pyridine, deeper insights 
into copper photochemistry and better understanding of the dynamics of the SFG process on metal 
surfaces, the latter presented in chapter 4. In particular, the pyridine/Cu(110) surface chemistry is 
presented in chapter 5 and the femtochemistry of pyridine/Cu(l 10) is analysed in chapter 6. This 
investigation provides new insights into the dynamics of bigger molecules, as most of the studies of 
femtosecond dynamics have been carried out on diatomic molecules [63-69].
Due to the many (partly-colourful) specialist techniques used in each part of this thesis, I will 
not present a preliminary introduction into any of the topics, as further details will be presented in each 
part. Just enjoy your reading during this photon journey through the Cu(l 10) surface to induce chemical 
reactions, divided into three main parts: Surface photochemistry: from NO/Cu(110) photochemistry 
(chapter 3), towards the analysis of the nonlinear response of Cu(l 10) (chapter 4). Vibrational dynam­
ics at surfaces, pyridine analyzed by SFG in combination with work function measurements (chapter 
5) and, the ultrafast dynamics of pyridine/Cu(l 10) (chapter 6). Surface enhanced photochemistry, 
where we present our conclusions on plasmon-enhanced photochemistry combined with field enhance­
ment modeling on copper surfaces (chapter 7).
2Upconvert is referring to the use of this term in sfg, when the IR pulse excites the vibrational modes, this is upconvert by 
the visible beam, being, then, detected in the visible range. This sentence refers to the lack of SFG signal detected from the 
NO dimer and therefore "failure to upconvert".
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Chapter
Experimental
The fundamental study of a reaction between a molecule and a surface requires ultra high vacuum 
(UHV), meaning the vacuum regime below 10-9 mbar. To justify the use of UHY in surface science, 
let me present a typical simple calculation of how fast contamination of a surface occurs at atmospheric 
pressure. At 1 torr at room temperature ~102° molecules hit the surface per cm2 per second; so with 
a typical ~1015 adsorption sites per cm2 and sticking probability of one, it only takes 10 /is to fill the 
surface. To ensure a clean surface over the experimental timescale of several hours, pressures below 
10-9 ton* are needed.
The dynamics of molecules on Cu(110) under light irradiation are the focus of this thesis. All the ex­
periments are carried out in a UHV chamber, where the light impinges on the sample and produces the 
perturbation.
This chapter is composed of two main experimental parts. Firstly, the description of the UHV ex­
perimental techniques employed and secondly, an insight into the vibrational spectroscopy at surfaces 
and the main techniques used: reflection-absorption infrared spectroscopy (RAIRS) and sum frequency 
generation (SFG). Both of them are based on the same principle: excite and detect IR active modes of 
the molecule on the surface and they are described in the following section 2.2.
2*1 Ultra high vacuum
The vacuum chamber (Vacuum Generators) is fully equipped with the usual UHV characterization 
techniques, having two experimental levels. The upper level has two quadmpole mass spectrometers1, 
low-energy electron diffraction (LEED) optics and an Argon ion sputter gun for sample cleaning and
^ne of the mass spectrometers allows to record different masses simultaneously. In both cases, the temperature reading 
is monitored at the same time by a computer.
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roughening purposes. The lower level is mainly for laser experiments, with a CaF2 input window (250 
^m to 7 /im transmittance) and a quartz exit window. There is also an electron-gun in combination with 
a hemispherical analyser for Auger spectroscopy, a K/Cs getter source, as well as a Kelvin probe.
The UHV base pressure is typically 3 10-10 mbar (measured by a Varian ion gauge). The chamber 
is continuously pumped by an oil diffusion pump, with a backing roughing pump. The UHV chamber 
is isolated by high precision dosing valves from the gas lines, which are pumped by a roughing pump 
or a small oil diffusion pump.
Some of the experimental results were in collaboration with other groups. RAIRS (Section 2.2.1) 
in combination with photo-induced experiments was carried out in Dr. Sam Haq’s UHV chamber, 
where the crystal has different dimensions (see chapter 3), but similar dosing, cooling, cleaning and 
temperature monitoring procedures. UV photoelectron spectroscopy (UPS), was earned out in Dr. Vin 
Dhanak’s laboratory, with the help of Ian McLeod.
2.1.1 Single crystal surface: Cu(110)
The Cu(l 10) crystal is attached to an x-y-z-0 manipulator, differentially pumped by a roughing pump. 
For a detailed description of the sample holder see the previous theses [66, 70] of the group. The 
Cu(110) crystal is held by two tungsten wires (see figuere 2.1) for resistive heating, which are elec­
trically isolated from the cooling reservoir. The crystal has dimensions of 10 mm diameter and 1 mm 
thickness (Surface Preparation Laboratory). Two type-K (NiCr-Ni) thermocouples monitor the temper­
ature of the crystal; one is inserted into a hole in the crystal, the other one is spot-welded to the leg of 
the holder. A base temperature of 97 K is achieved by thermal contact to a liquid nitrogen reservoir.
The preparation of the sample consists of cleaning by repeated cycles of Ar+ sputtering at 300 K 
and annealing up to 650 K. Afterwards, a sharp LEED (1x1) pattern is obtained. Once the background 
pressure is recovered, the cleaned sample is cooled down to 97 K. Sample cleanliness is confirmed by 
reproducible vibrational spectra. The desired molecules are dosed into the chamber, either by a back­
ground pressure or by a directional doser which maintains low background pressure during adsorption. 
The directional doser is made of a stainless steel tube of 2 mm of diameter, set up at 10 cm distance 
from the sample. Liquid molecules such as pyridine are degased by freeze-throw cycles and dosed from 
the vapour pressure over a room temperature liquid. The dose is calibrated by LEED (section 2.1.3),
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Cu(110) Real Lattice
LEED @ 125eV Reciprocal Space
SBZ
Figure 2.1: Top left: mounted Cu(110) crystal. Top right: atomic view of the crystal surface. Bottom left: 
LEED, notice the tilted unit cell of ~60° off [ 110] direction with respect to lab vertical. Bottom right: the surface 
reciprocal space, also called the surface Brillouin zone (SBZ).
temperature programmed desorption (TPD) (section 2.1.2) and vibrational spectroscopy (section 2.2).
2.1.2 Temperature programmed desorption
This is a fundamental and simple technique in UHV, where the crystal surface is heated with a con­
stant heating rate of 2 K s-1 in our case; and the molecules desorbed from the surface are monitored 
by a mass spectrometer. From the temperature programmed desorption (TPD) curve, a wide range of 
information such as the strength of the interaction between the surface and adsorbed species, temper­
ature and desorption order as well as adsorption site change as a function of coverage can be inferred. 
This technique was used daily, for example after finishing each experiment, to monitor the layer on the 
surface. The dosing was also calibrated from TPD measurements.
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2.13 Low-energy electron diffraction
Low-energy electron difraction (LEED) is an excellent surface sensitive technique, where a beam of 
electrons of energy E are backscattered towards a series of spherical grids to form a diffraction pattern 
of the surface structure. In other words, a LEED pattern is the image of the surface reciprocal net when 
the view is along the surface normal, at great distance from the surface [71]. The first and last meshes 
are earthed, and the grids in between serve as a cut-off filter, with negative potential, to ensure only 
the elastically backscattered electrons reach the detector. The latter is biased at high positive voltage 
to accelerate the electrons enough to produce phosphorescence on the screen. Our LEED is a 3-grid 
instrument and therefore has a relatively high background.
The physics involved in this technique: an electron beam of energy E ~ 20-500 eV has a de Broglie 
wavelength of A(A)=^j^ « 5 — 10A; comparable to the atomic plane spacing. Therefore diffrac­
tion is observed from the ordered atoms, providing the structure of the crystal surface as well as the 
adsorbate arrangement. LEED is surface sensitive because a typical electron kinetic energy of 150 eY 
corresponds to an electron mean free path of < 10 A according to the universal curve [71, 72]. The 
diffraction condition for a lattice constant of a is: sin# = where the angle 6 is measured from the 
n^-order diffracted spot to the electron beam gun and the normal of the surface in the reflected position.
This technique was used to ensure the cleanness of the surface, though a sharp LEED pattern does 
not ensure a completely clean surface, as small amounts of impurities such as C (emitted from the 
filaments) could still be adsorbed on the surface. Auger spectroscopy was used to check for impurities. 
Our LEED optics allow to calibrate adsorbate coverages for certain molecules (CO, O2), while others 
(NO, pyridine) are either damaged by the high drain current, do not form ordered structures or do not 
produce a detectable superstructure due to the low grid resolution.
2.1.4 Photo-induced desorption
In a photo-induced desorption (PID) experiment, monochromatic continuous light illuminates the whole 
surface homogeneously and induces desorption. The photodesorbed molecules from the surface are 
detected by a mass spectrometer. The distance between the crystal and the mass detector is less than 
10 cm. The photon source is a 500 W Hg(Xe) Arc lamp in combination with different bandpass filters 
(FWHM 10 nm) and a water filter, which absorbs the infrared radiation. A beam splitter creates a 
reference to monitor long-term stability of the arc lamp, monitored by a photodiode. The beam is
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focussed at ~35° incidence angle with a spot size matching the crystal. A Mgp2 window transmits 
visible and ultraviolet light into the chamber. The temperature increase from illumination is monitored, 
and is typically less than 2 K.
2.1.5 Ultraviolet photoelectron spectroscopy
In our case, a photon beam of = 21.2 eV is emitted from a discharge He(I) lamp onto the sample, at 
45° incidence angle. Then the metal surface ejects electrons with kinetic energy which are detected 
by a hemispherical electron analyser 2. The relationship with the photon energy is Ek = Eu~ Eg — (j). 
E# is the binding energy of the surface electrons and 0 is the work function. UPS probes the occupied 
density of states of the valence band and electronic states of the adsorbate. The analyser detects mainly 
electrons emitted along the surface normal, but the finite acceptance angle means the spectra are an 
average of the surface Brillouin zone (SBZ) around the f point. For example, the occupied surface at 
Y is still seen in the set-up used.
Since it was difficult to recreate die temperature and dosing conditions used in the SFG chamber, 
only clean Cu(l 10) and low coverage pyridine spectra will be presented.
2.1.6 Kelvin probe
The work function 0 is a surface property related to the surface dipole moment, defined as the energy 
diference between the fermi energy and the vacuum level. That is created due to breaking the trans­
lational symmetry along the surface normal, where the electrons spill out beyond the ion cores. For 
example, from a closed-packed to an open surface due to the lower density of atoms, the electron over­
spill becomes smaller, inducing a smaller dipole and smaller 0 [73].
A molecule adsorbed on the surface, depending on its electron affinity, will produce a change of 
the dipole layer. The simplest example is an electropositive adsorbate, eg. an alkali with tendency to 
donate electrons to the substrate [74], creating a dipole in opposite direction to the surface dipole, thus 
lowering the (j> [75]. An electronegative adsorbate like O2 will increase the adsorbate-surface dipole, 
increasing 0 [76]. More complex adsorbates may deviate from this behaviour, as will be discussed in 
chapter 6.
2The UPS energy resolution is excellent because of the narrow natural linewidths of the He atoms.
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The Kelvin probe (Besocke Delta PHI Gmbh) allows to measure the change, A<f>, as a function 
of adsorbate coverage. The fundamental principle is to measure the change in contact potential dif­
ference (CPD) between two surfaces coming into proximity. When they are in electrical contact, 
the contact potential difference is equal to the energy difference between the metal work functions; 
e~ CPD = The Kelvin probe consists of a thin Au grid, which is approached to the crystal
to within 1 mm. Varying the distance of the Au plate by a frequency of 170 Hz produces a surface charge 
oscillation, inducing an AC current to keep the electric field between both surfaces constant. This AC 
cunent is Auto-mode converted into a voltage difference, corresponding to the absolute change in work 
function A0 measured.
In our experiments A<£ is measured during background dosing or after stepwise heating. Since the 
difference potential applied to the crystal changes when TPD is carried out, a synchronized TPD-</> 
measurement was not possible.
2.2 Vibrational spectroscopy at surfaces
Measuring the vibrational spectra of a molecule chemisorbed on a metal substrate provides many more 
insights than one might expect [77, 78], Frequencies can reveal adsorption sites [79-83] or the re­
action mechanism [62, 84-89]. Linewidth and lineshapes give information on vibrational life [90], 
dephasing times [91], interaction between adsorbates and adsorbate order [92-94], Vibrational spec­
troscopy has been applied to many surfaces, from metal crystal-single surfaces [95], stepped surfaces 
[88] to nanoparticles [96, 97], in UHV, at high pressures [98-101] or under liquids even [102-104]. 
Vibrational modes of molecules are excited by interaction with an electromagnetic field E. The type of 
interaction depends on the spectroscopy used. Three vibrational techniques are briefly presented: IR 
absorption, Raman scattering and Sum Frequency generation (SFG). The latter is the main experi­
mental technique pursued in this thesis to analyse the dynamics of molecules on Cu(110).
In RAIRS, an IR electromagnetic field E/^ produces a change in the transition dipole moment n 
along a vibrational coordinate Q. In a vibrational state picture, this corresponds to a transition from 
the fundamental vibrational state v=Q to the first excited state i/-l. The Raman scattering transition, 
normally to a virtual electronic state, is excited by a visible electromagnetic field Ey/s, where the light 
is absorbed and emitted instantaneously by scattering. The Raman intensity represents just how much
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Figure 2.2: Comparison of vibrational spectroscopies from reference [53].
the molecule gets distorted by the incoming electric field. In other words, Raman detects the change 
in the molecular polarizability o; with the vibrational coordinate Q. The intensity is proportional to the 
induced dipole moment and the emitted scattered light. Two types of molecular inelastic scattering are 
possible: anti-Stokes and Stokes transitions. In the former, the atom or molecule loses energy and the 
emitted photon has more energy than the absorbed photon. In the latter, the atom or molecule absorbs 
energy and the emitted photon has less energy than the absorbed photon. In both Stokes and anti-Stokes 
processes, the energy difference between the absorbed and emitted photons corresponds to the transition 
between vibrational levels of the molecule. Finally, a coherent combination of IR and Raman transitions 
results in the nonlinear optical technique SFG. For an adsorbate-metal system, SFG has contributions 
from both the molecule and the surface, as a result of an IR absorption and a Raman scattering process 
occurring in both, where the SFG intensity depends on both IR and Raman intensities:
I SFG IlR ’ I Raman |E/£aman| • (2.1)
A more detailed explanation of SFG is found in section 2.2.2.
On metal surfaces an additional selection rule comes into play. The surface electrons create an 
image dipole such that only normal components of IR-active vibrational modes can be seen. Another 
way of phrasing this is to say that only totally symmetric vibrations can be seen. For example, upright 
CO on a metal surface has IR-active C-O and M-CO stretching modes, while flat-lying CO is IR inactive
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(see left onset in figure 2.3). A tilted NO dimer has IR active symmetric and asymmetric stretches (see 
right onset in figure 2.3) while a U-shaped configuration would only have an IR active symmetric 
stretch. This is also shown in figure 3.2 and used in section 3.4.1 to identify the orientation of the dimer 
on the Cu(l 10) surface.
IR inactive: flat CO IR active (NO)2 on Cu(110)
molecular
dipole
C—O
1776 cnrr1 
asymmetric
1849 cm"1 
symmetric
image
dipole
Figure 2.3: Schematic representation of allowed and forbidden molecular dipoles. A flat CO molecule is IR 
inactive. The (NO)2 asymmetric and symmetric stretches are both IR active.
2.2.1 Reflection-absorption IR spectroscopy
Reflection-absorption IR spectroscopy (RAIRS) measures the absorption of IR light (typical sources 
cover the 600-4000 cm-1 range) by adsorbates. It is typically carried out at grazing incidence (~85°), 
as only p-polarised light is efficiently absorbed by a metal surface, and s-polarised light is almost can­
celled by reflection at grazing incident. Moreover, the adsorbed molecule might have a transition dipole 
moment large and perpendicular to the surface.
RAIR spectra (4 cm-1 resolution) are being recorded using a Mattson Galaxy 6020 FTIR spec­
trometer and a narrow band MCT detector. Spectra are typically presented as ratioed to the background 
reflectance measured from the clean surface.
2.2.2 Ultrafast dynamics probed by sum frequency generation
Sum frequency generation (SFG) is a nonlinear optical process and requires the use of high-intensity, 
short-pulse lasers to generate detectable signals. Since temporally short laser pulses cover a broad 
spectral range, spectral resolution in SFG is more complex than in other spectroscopies and will be
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explained in the following.
The great distinction between lineal* and nonlinear’ optics (e.g. RAIRS vs SFG) is the dependence 
of the material response on die electric field strength in nonlinear optics. Linear optics is described by 
field strength independent parameters, e.g absorption coefficient, index of refraction. The development 
of short-pulse, high-intensity lasers since the 1960s has allowed the study of nonlinear effects. The 
polarisation P induced in the medium is a nonlinear function described by a polynomial expansion in 
the electric field E:
= X(1)E (2.2)
+ x<2>e2 (2.3)
+ ■^(3)e3 (2.4)
+ ... ,
where the optical susceptibility describes the material-light interaction, (i) stands for the suscep­
tibility order and e0 is the electric permittivity in vacuum. The first term (2.2) describes linear optics 
through refractive index and absorption coefficient, while the higher-order terms (2.3,2.4) account for 
nonlinear optics, such as second-harmonic generation (SHG), sum frequency generation (SFG), differ­
ence frequency generation or third-harmonic generation and so on....
Nonlinear optical processes with an even number of incoming photons are only allowed in media with­
out inversion symmetry, e.g. at interfaces. In a medium with inversion symmetry, axis reversal (r i—> 
-r) leads to a reversal of the directions of the polarisation and electric field vectors, such that:
p(2) (-r) = - p(2) (r) (2.5a)
=X(2)(E(-r)).(E(-r))
=Xt2)(-E(r))-(-E(r))
=X(2)E ■ E = P(2) (r)
X(2> =0 . (2.5b)
Therefore second-order NLO processes are not allowed in the bulk (in the electric dipole approximation) 
and are therefore inherently surface sensitive.
of a surface-adsorbate system is the coherent sum of contributions from the surface electrons (so-
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called nonresonant xn^r) 311(1 adsorbate vibrations Xr*-
x(2>=xL2)+xnr=«xp(^)+E um-tl+if; ■ (2'6)
n
Here, ^4o and 0 are the magnitude and phase of the nonresonant surface contribution, respectively, 
and An, L)n and Fn are the amplitude, frequency and half-width of the nt/l resonance. In most cases 
of studying SFG on surfaces, the IR pulse will be resonant with a vibrational mode of an adsorbed 
molecule, giving a large signal. In addition, the VIS pulse can excite a real electronic state either from 
the molecule or the particular surface, leading to enhancement as will be seen in chapter 4.
Despite the high intensity pulses used, the SF signal is not visible to the naked eye. However, 
the outgoing SF beam is highly directional, since surface parallel momentum and energy need to be 
conserved:
ksF = ky/s + k/R ,
n (ujsf) usf __ n j^vis) ^vis _j_ n (^ir) ^ir 
c c c
WSF = WVIS + U)ir .
(2.7a)
(2.7b)
(2.7c)
where k and w are the propagating vector and the frequency of the IR, VIS or SFG beams. n(afj) is 
the index of refraction of the medium, dependent on the frequency. Since the IR wavevector is much 
smaller than the visible, the SFG beam is quite close to the reflected visible beam.
Broadband SFG
SFG is a powerful surface sensitive technique, able to resolve vibrational resonances with a resolution 
of a few wavenumbers. The laser system (described in more detail later) generates broadband (ca. 150 
cm-1) VIS and IR pulses. In the SF process, the molecule will select IR photons of the right frequency 
out of the broadband pulse (figure 2.4). To conserve the vibrational linewidth, the visible upconversion 
pulse has to be spectrally narrowed as sketched, otherwise the vibrational resonance would be smeared 
out across the spectrum. In the spectrum shown, the broadband background is the nonresonant SFG 
from the surface electrons, reflecting the bandwidth of the IR pulse, and the narrow peak in this case 
is the C-H stretch of pyridine. The lineshape shows the effect of the phase in eq. 2.6. We used two 
methods to generate spectrally narrow visible pulses- a home-built pulse shaper and an etalon.
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Figure 2.4: On top, the sketch of a conventional SFG experiment. Below, the energy level SFG diagram. On the 
right, SFG spectrum of pyridine adsorbed on Cu(l 10).
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Figure 2.5: Pulse shaper from reference [70]
Pulse shaper
The pulse shaper consists of a grating (1400 g/mm), a cylindrical lens (f=16 cm) and a mirror (see figure 
2.5). The stretcher spreads the different frequency components of the pulse in space by diffraction. If 
the lens is at a focal distance / from the mirror, and a distance s away from the grating, then the pulse
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is stretched in time by:
Ar = Ao; x
47T2C
(2/ - 2s),
u)3cP cos2 6
where d is the groove distance and 9 the incidence angle [105]. The shaper is aligned such that f=s 
and the effect on the pulse width is zero without slit. A slit in front of the mirror selects a frequency 
range. The spectral content of the pulse is spread spatially in form of a stripe on the mirror and a narrow 
bandwidth can be selected by inserting a slit. The spectrum of this pulse is square-cut in the frequency 
domain, which gives the temporal profile the characteristic sin (at) ft function with wings and maxi­
mum intensity at the origin [106]. The size of the slit determines the spectral resolution of the VIS pulse, 
and consequently the SFG spectral resolution. For a slit width of 200 pm, the spectral resolution is 5 
cm-1 with our setup.
While the spectral resolution can be adapted to the vibration of linewidth for optimum detection, 
the interference between nonresonant and resonant signals can complicate data fitting, so we employed 
an etalon as an alternative.
Etalon
The etalon was introduced in our setup in order to separate the molecular and surface contributions 
of the pyridine/Cu(110) SFG spectra. This fact brought up a range of advantages with respect to the 
previous pulse shaper. Firstly, this pocket-size optical device makes the everyday alignment much eas­
ier. Secondly, the narrow band outgoing pulse has more energy, allowing SF alignment directly, rather 
than via the intermediate step of overlapping fs-IR and VIS pulses first on the molecule plus metal 
sample. The time asymmetric outgoing pulse from the Fabry-Perot interferometer can select by time 
delay the vibrational contribution of the molecule with or without SF from the surface electrons. This 
new method was first developed by Dlott’s group [107, 108]. The induced polarisation of the molecule 
Pres (I) lasts a few picoseconds, whereas the nonresonant response Fjvr (t) is only present when IR 
and VIS are overlapped in time. Delaying the 800 nm pulse by 600 fs removes the nonresonant back­
ground, and the SFG is generated from the tail of the decaying molecular polarisation. A delay of 600 
fs was necessary in our setup in order to completely suppress the nonresonant background.
The Fabry-Perot etalon consists of two parallel mirrors separated by a distance d: the VIS pulse 
reflects multiple times, generating a train of broadband pulses, interfering to result in a narrow band 
pulse. The train of broadband pulses is spaced in time by trt = ^d/c, which is the so-called free
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spectral range FSR. The phase difference <5 between reflections depends on the incident wavelength Aq, 
the index of refraction n between mirrors, the incident angle 6 and the thickness d [109]:
47T
6 = — • n • d • cos (6) .
Aq
For a fixed angle, the constructively transmitted beams are spectrally narrow, where the intensity is 
described by the Airy formula:
I* 1 + Fsin (|) ' (2'8)
The parameter F depends on the reflectivity R of the mirror F = 2. The intensity distribution
consists of very bright fringes on a dark background for high reflectivity (see figure 2.6 which shows 
time- and frequency-domain spectra). The ratio of the separation of adjacent fringes and the FWHM is 
the so-called finesse, J7 = ZLy^.
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Figure 2.6: Temporal and spectral profile of the etalon shaped outgoing beams. The black traces different R 
values. The solid lines (black, red and blue) show the effect of the thickness.
The recorded spectra from visible pulses from ten different days were fitted with equation 2.8 to 
compare with the parameters from the etalon manufacturer (SLS Optics Ltd.). Our etalon characteris­
tics are: R=95.5%, d=10.77 fim and t^7’=464.32 cm-1. The mean from the ten spectra analysed gives 
R=97 ±1% and d=9.2 ± 0.4 /im (see in bottom left figure 2.7). The source of error might come from 
the spectrograph calibration, where the dispersion used was 0.352 cm-1/pixel at a center wavelength of 
804 nm (see figure 2.10). The linewidth of the visible pulse and therefore our spectral resolution is 7.2
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The time-domain electric field of the outgoing pulse is given by the following equation [106]: 
Ert.tMan = -Eo (1 - i?) f>n exp { ~ ™«r) \ x exp {_iuvls (t _ nTRT)} , (2.9)
n=0 l vi3 J
where cuy/s and tv/s are the central frequency and the pulse width of the incoming Gaussian pulse, in 
our case u>vis= 800 nm and <jVis= 140 fs. The cross correlation was measured with an IR Gaussian 
pulse width of am ~ 190 fs and the etalon function (eq. 2.9) was calculated with parameters R = 94%, 
d = 10.77 fim. The cross correlation is described by:
oo
Isfg (t) = J EmEyis (t-T) ■ (2.10)
OO
There is good agreement between measured and calculated transients as overlap between data points 
and the solid line in the bottom right figure 2.7 shows.
Fitting the SF spectra
The SF signal is proportional to the square of the nonlinear susceptibility = X'nr + Xj? (see 
eq. (2.6)). The resonant contribution is normally assumed to have a Lorentzian shape (homogeneously 
broadened line) while the nonresonant contribution either has a Gaussian shape (pulse-shaper) or an al­
most Lorentzian shape (etalon). A Lorentzian convoluted (upconverted) by a Gaussian is called a Voigt 
function [110] ; a Lorentzian convoluted by another Lorentzian yields a Lorentzian lineshape again.
For fitting the spectra shown in this thesis, the following conditions were used:
• CO spectra were acquired with the pulse-shaper, so a Voigt function with fixed Gaussian linewidth 
(measured from the visible pulse) was used, which fitted the measured lineshapes well.
• the majority of pyridine spectra were acquired with the etalon and again fit very well to a Voigt 
function, this time fixing the Lorentzian part to account for the visible pulse. This means that 
the lineshape of the C-H resonance more closely resembles a Gaussian, i.e. inhomogeneous 
broadening plays a role.
A much better determination of the resonant lineshape could be made in the time-domain but was not 
carried out here.
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Figure 2.7: Top left: Etalon principle to generate a time asymmetric pulse. Top right: a time asymmetric pulse 
can separate resonant and nonresonant polarisations. Bottom left: frequency spectrum of the etalon pulse. Bottom 
right: temporal shape of the etalon pulse measured by cross-correlation.
2.2.3 Pump probe set-up
As a general overview, the femtosecond laser set-up can be divided into three parts (figure 2.8):
• the first one consists of the generation of high intensity ultrafast pulses. Initially, a Millennia 
Pro diode-pumped laser (532 nm, 5.75 Watts) pumps the Tsunami Ti.sapphire (Ti:S) oscillator 
, which generates 90 fs pulses centered at 800 nm at a repetition rate of 82 MHz. Secondly, 
these pulses are amplified in a Ti:S amplifier (TSA-10) which is pumped by a frequency-doubled 
Nd:YAG at 10 Hz repetition rate. The TSA delivers 120 fs pulses of 6.5 mJ energy. All of these
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lasers are from Spectra Physics.
• In the second part, the TSA output is split into three beam paths of 2 mJ each: the 800 nm 
upconversion pulse and two pump pulses of optical parametric amplifiers (TOPAS from Light 
Conversion) which produce tunable UV-VIS and IR light. The mid-IR may be tuned from 2.9 - 
11 /zm (30 - 1 pJ) and the VIS wavelength from 200 -1200 nm (2-200 pJ).
• The last part consists of beam delivery to the UHV chamber, where the pulses are overlapped 
in space and time on the sample. There, the SFG is generated and spectrally resolved by a 
spectrograph and detected by an intensified charge coupled device (ICCD).
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Figure 2.8: Setup
In the following sections, the fundamental processes for generation of ultrafast pulses and IR pulses 
are presented.
ThSapphire oscillator
In a laser cavity, transverse and longitudinal modes are produced. The first type of mode determines 
the spatial profile of the laser beam (in our case a simple Gaussian profile), while longitudinal modes
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are a time-frequency property. In the context of a laser cavity, a longitudinal mode arises when the 
electromagnetic field traveling in one direction interferes constructively with the wave propagating in 
the opposite direction. If the distance between the cavity mirrors is L, then the round-hip time is 
T — 2L/c and the wavelength A of the longitudinal modes is given by
r rn^
l = ~2-> meN. (2.11)
The allowed oscillating wavelengths are determined by the cavity length and the gain bandwidth 
of the laser medium. When the medium has a broad gain bandwidth, such as Ti:S, all the frequencies 
can be "locked" to lase together, supeiposing themselves into the form of a wave packet. This is called 
mode-locking, which is usually achieved by introducing some controllable energy loss process into the 
laser cavity such that all modes are in phase at one point in space and time (in our case an acousto-optic 
modulator). The duration of a pulse is determined of how many modes (N) are in phase, the overall 
bandwidth Au of the laser medium and the relation of amplitude and phase of the beam. For a Gaussian 
pulse3:
At = 0.441 (2.12)IV • Av
This creates an intracavity pulse, which leaks out of the partially reflective cavity mirror, thus determin­
ing the repetition rate of the laser. The mode-locked laser in our lab produces nj pulses at a repetition 
rate of 82 MHz with a centre frequency of 800 nm and a bandwidth of about ~9 nm and a pulse width 
of ~90 fs.
Chirped pulse amplification
The Tsunami pulses need to be amplified because their energy is too weak for IR pulse generation, and 
therefore for SFG puiposes. This is achieved by chirped pulse amplification (figure 2.9). The femtosec­
ond pulse is first stretched in time by diffracting it off a grating, making the spectral components of 
the pulse travel in different directions along paths of different lengths, which delays them with respect 
to each other and creates a pulse of about 200 ps length. The chirped pulse4 is then amplified in two 
stages. In the first stage it acts as a seed pulse to stimulate emission in the first Ti:S crystal in the cavity, 
pumped by 25% of the output of a Nd:YAG at 10 Hz. After a finite number of passes, the pulse is 
ejected and then passes twice through a separate Ti:S crystal pumped by the remainder of the Nd:YAG
3Time-bandwidth product for a gaussian shaped-pulse is 0.441
4This is called a chirped pulse because the frequency changes during the pulse.
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Figure 2.9: Principle of chirped pulse amplification
output, the double-pass. The time the pulse stays in the cavity is controlled by Pockel’s cells, which 
are crucial for the stability, energy and performance of the next optical component stage, the TOPAS 
. Finally, the amplified pulse is compressed by diffraction and reflection to 120 fs. The beam shape, 
pulse width and pulse front tilt are measured by frequency resolved optical gating (FROG) [111] and an 
autocorrelator, for further information about the set up and pulse characterization see Symonds thesis 
[70]. The outgoing 800 nm pulse has a pulse front tilt of no more than 5°, a pulse width of ~120 fs and 
a time-bandwidth product of typically 0.4.
Optical parametric amplifier
In the second part of the setup, two TOPAS (traveling-wave optical parametric amplifier of superfluo­
rescence) provide sources of either IR light tunable from 3-11 ^m, or near-infrared, VIS and UV light 
from 200-1200 nm. The frequency tuneability is based on two main nonlinear processes: optical para­
metric amplification (OPA) and a second order of process such as sum frequency, difference frequency 
or second harmonic generation.
Optical Parametric Generation occurs when in a suitable nonlinear crystal, a high frequency inten­
sity beam {pump ujp) amplifies a lower frequency beam {signal uj3) and, in addition generates a third 
beam (the idler uO [112], where u)tdier < ^signal < ^pump and ujsignai 4- coidier = ^pump- If the phase 
matching condition is fulfilled and the pump beam really focused, superfluorescence is generated [113].
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In our laboratory, the pumping beam is 33% of the TSA energy (~ 2.1 ml) for each TOPAS. In the first 
stage, the TOPAS generates superfluorescence from a tightly focussed fraction of the pump beam. This 
broadband light is generated by three passes of the pump through the BBO crystal. A grating then 
selects the generated signal beam as a seed pulse for further two-stage amplification. The final stage 
of the amplification uses ~90% of the pump beam which leads to saturation of the OPA process and 
therefore increased stability.
To generate IR pulses, idler and signal pulses pass into a separate section where the beams split, 
then recombine in a different nonlinear crystal (AgGaS2) to produce the difference frequency, that is, 
the IR pulse. For example, to finally produce 3250 nm light, a known BBO phase matching angle 
generates a signal wave at 1287.81 nm and an idler wave at 2133.02 nm:
1 _ 1 1 
800nm “ 1287.81nm + 2133.02nm '
Afterwards, the second crystal is set to yield the difference frequency
1 11 
1287.81nm 2133.02nm ~ 3250nm
In the VIS TOPAS, the first stage is identical to the one previously described. In the second stage, 
differently cut BBO crystals mix signal and idler with the residual pump or simply produce the second 
harmonic. For example, to generate 532 nm pulses (used for dynamics experiments chapter 6), the first 
stage produces the signal at 1580.43 nm and idler at 1624.16 nm. In the following step, the BBO crystal 
generates the sum frequency of the signal and the 800 nm pump:
1__________ 1 _ 1
SOOnm 1580.43nm 532nm
Frequency calibration of SF spectra
In order to calibrate the SF spectra, the grating and the ICCD camera are calibrated with the spectral 
lines of a Ne lamp, yielding the dispersion in nm/pixel for different centre wavelengths (CW) of both 
600 or 1800 groves/mm gratings. The dispersion for a certain CW is transformed by the relationship 
between the IR, VIS (802 ± 2 nm) and SFG, where the unknown is the IR:
1 _ _L_ 1
^SFG A/i? Xyis
derived from equation (2.7c). In figure 2.10, the calibration of the dispersion and the offset of the data 
are shown. For example, for the C-H stretch spectra of the pyridine on Cu(110) at CW of 650 nm, the
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Figure 2.10: Measured dispersion for the 1800 groves/mm grating and the ICCD camera.
dispersion of -0.698 cm"1/pixel and the offset of 3255 cm"1 are used to transform the x axis, measured 
in pixels, into IR wavelength (cm-1). Normally, the offset is tweaked to overlap with a value of a 
vibrational mode from the literature. The low resolution grating (600 g/mm) has also been calibrated 
(see appendix A).
Three beams overlapped on a crystal in UHV
Aligning the three pulses on the same space-time spot is part of the daily basics. While the first align­
ment into the chamber can be lengthy, the method developed by Arnolds et al. [105] allows a fast daily 
alignment. The setup on the UHV laser table is depicted in figure 2.11. The three beams are focused at 
an average incidence angle of 67° on the crystal surface, with an angle of 5° between the 800 nm, pump 
and IR beams. Initially, the flippable mirror is up, blocking the beams into the chamber; reflecting and 
focusing the beams into a pinhole of 150 /xm at ~25 cm from the lens. The pinhole mimics the crystal 
position in the chamber, the same type of lens and vacuum window are placed perpendicular to the light 
path; tracing the same optical length. Both lenses should be equidistantly placed from the flippable 
mirror. Once the three beams go through the pinhole, they are overlapped in space. If the flippable 
mirror is lowered, a camera (connected to a computer) monitors the two visible beams impinging on 
the sample overlapping in space. Notice the IR is not seen!
The time overlap is obtained when the pinhole is replaced by a nonlinear crystal (LHO3) . The 
three beam paths may have approximately the same length, matching in time the 800 nm (VIS) beams 
with the IR beam, with the translation stages moved forwards or backwards until the SFG, or in the 
case of the VIS with the IR the difference frequency generation (DFG) , directional beam appears. 
The nonlinear crystal produces a strong SFG (DFG) visible by eye. Afterwards, at a long distance.
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Figure 2.11: Schematic diagram of the optical setup. From Arnolds et al. [105].
equivalent to the optical path length from the sample to the spectrograph, we mark on a screen where 
the SFG (DFG) beam arrives. In the next step, a HeNe laser is made to retrace the SFG beam path. 
Once this is done, the flippable mirror is put down and the HeNe light goes into the chamber, reflects 
off the sample and comes out again, making it possible to align the light into the spectrograph.
Finally, blocking the HeNe and letting the fs beams into the chamber, SFG is obtained from the 
surface, which is not visible by naked eye\ it passes through a notch filter and is then focused by a 
100 mm lens into a 0.3 m imaging spectrograph (Acton) with a 600 or 1800 g/mm grating and is fi­
nally detected by an ICCD detector (ICCD Istar from Andor). After the SFG alignment, the angle 
of the crystal is changed, in order to detect the DFG between the pump and the IR, and optimized. 
Once this is finished, the angle is set back to the SFG position, the HeNe marks this position. The 
visible pump is very close in frequency to the generated SF, therefore I started to use a narrow band 
notch filter, instead of the previous edge-pass filters, allowing only the SFG (DFG) to pass. Even 
with the notch filter in the setup, the ICCD can detect scattered light from both VIS beams. Take 
into account one outgoing SF photon over 106 photons from the reflected pump beams per shot! Two 
reasons let us record the spectra: both 800 nm and 532 nm pumps are spectrally far enough from 
the sum frequency, and the green pump must be directed at different angle and height from the 800 
nm beam, and must not come out of the chamber (physical blocking), when the SF is detected.The 
SF signal can be usually detected after pinhole alignment. This position must be improved to get
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the signal from the surface without suffering too much after the alignment on the UHV table. In or­
der to improve the position, the pump pulse is tweaked first, as a near IR fluorescent card makes it 
easier to return to the pinhole position. The time delay, the IR beam, the sample position and the 
mirrors in front of the spectrograph must be tweaked every day to improve the signal. The position 
of the lenses before the chamber and the spectrograph must be improved when the IR is changed 
to another wavelength, as well as the pinhole position (slight movement backwards or forwards).
Take home message: tips for a SFG setup
• Check if the pulse front is tilted, misalignment of the compressor can produce that. Remov­
ing a few degrees of pulse front tilt enhances the SFG performance by 50%.
• When aligning the beams into the UHV, always check on the camera that the 800 nm pulse 
overlaps on the same crystal spot as the HeNe beam.
• The telescope in the VIS beam should focus the beam after the pinhole position. This will 
also improve the SF signal.
• The VIS pump travels at a different height than the pump pulse. However, the height might 
be compromised by everyday alignment, coming out roughly from the chamber in order to 
obtain the DF signal into the spectrograph, without need of tweaking the mirrors before the 
spectrograph, once the SFG is first aligned. This will be possible, if the DF signal is huge.
• The bandpass interference filter at 650 nm CW and 80 nm bandwidth from Edmund Optics 
covers both SFG and DFG signals without need of filter change. A narrow band one can be 
used if the pump wavelength is closer to the SFG signal. A wrong filter wastes a lot of time.
Do not forget to use the right filter!
• The closer the spectrograph to the outgoing viewport, the better the SFG detection.
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Chapter
Photodissociation of NO dimers on Cu(110)
In this chapter, photo-induced desorption (PID) (sec. 2.1.4) in the visible wavelength region and 
reflection-absorption infrared spectroscopy (RAIRS) (sec. 2.2.1) have been used to determine the pho­
toactive species of nitrogen monoxide (NO) on a Cu(110) surface at 86 K. For low coverages the NO 
adsorbs on a bridge site, which shows no photoaction. Meanwhile, at high coverages different species 
are formed and adsorbed on Cu(110): NO dimer, N2O and 02, with the dimer as the only photoactive 
species. At 546 nm the cross section for NO dimer dissociation is Q = (2.8 ± 0.4) • 10-19 cm2 . We 
propose a photoinduced dissociation mechanism, where the weak N-N bond of the dimer is broken by 
a substrate-mediated hot hole attachment mechanism, photodesorbing one NO(g) to the gas phase and 
leaving one NO(ads) adsorbed on the surface in a metastable atop position. The dimer photo dissociation 
is reversible by either redosing NO or by thermal activation of the substrate.
3.1 Introduction
Photochemistry of molecules adsorbed on metal surfaces frequently offers different reaction paths and 
lower excitation thresholds to those found in the gas phase [114]. The reason is the commonly found 
substrate-mediated mechanism, where incident photons generate hot electrons (holes) in the metal, 
which in turn attach to an unoccupied (occupied) electronic state of the adsorbate. Compared to the 
adsorbate-mediated mechanism, where the excitation occurs from an occupied to an empty state of the 
metal-adsorbate complex, the threshold is lowered approximately by the energy difference between the 
occupied adsorbate state and the Fermi level. This is of great interest in the development of better 
photocatalysts, which ideally would make efficient use of the abundant green component of the solar 
spectrum. The photoexcitation of subshate-adsorbate systems is mostly through generation of hot elec­
trons in the metal and their attachment to the adsorbate. Although, less often, it can also be driven by
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the direct electronic excitation of the adsorbate or by adsorbate-substrate complex excitation.
Recent interest in the photochemistry of the NO dimer on silver stems from a desire to enhance the 
efficiency by plasmon excitation and/or confinement effects in nanoparticles [24, 58-61], Copper does 
not provide such strong plasmon effects in the blue-green region of the spectrum due to interband tran­
sitions, but it possesses a far richer NO thermal chemistry than silver and supports stable NO monomers 
at low coverage [62], which allows us to investigate the photochemical behavior for both NO monomers 
and dimers on Cu(l 10).
The driving mechanism for NO dimer formation on Ag(lll) is the retention of the spin of the un­
paired election in the monomer [115], but dimer formation has also been observed on copper and several 
transition metal surfaces. In fact, the lack of paramagnetism found in an early study by metastable He 
deexcitation spectroscopy of NO adsorbed on Cu(110) is probably due to spin pairing in the dimer 
[116]. NO dimer formation is the reason why the noble metal surfaces show high reactivity to NO dis­
sociation and N20 formation even at liquid nitrogen temperatures, as seen on Ag(lll) [117, 118], Au 
field emitter tips [119], and low-index Cu surfaces [62,120,121] as well as Cu nanoclusters [96,122]. 
Even on the more reactive transition metal surfaces, like Rh(l 11) [123], NO can dimerise and on clean 
and oxidized Mo(110) [124, 125] and Pd(lll) [100] both NO dimers and dinitrosyl species are found 
to play a role in the reduction of NO. The NO dimer exhibits highly complex photochemistry in the gas 
phase [126], though on metal surfaces its reactivity has only been thoroughly studied on single crys­
talline and nanoparticulate silver, where hot electron attachment to the dimer LUMO is the prevalent 
mechanism, resulting in a range of reaction products [24, 58—61, 127]. On transition metal surfaces, 
where NO adsorbs as monomer, site, coverage and surface electronic structure have been found to 
play an important role in determining whether NO dissociates, desorbs or reacts upon light irradiation 
[128, 129]. On copper, only one early high resolution electron energy loss spectroscopy (HREELS) 
study on the (111) surface is available [130]. The relationship between the dimer photochemistry and 
the electronic structure of the substrate is currently an open question, which we address here by re­
porting the first detailed study of the photoactivity of NO on Cu(110). In particular, we find that the 
dominant mechanism at visible wavelengths is likely to be hot hole attachment to the dimer HOMO , 
with NO(ads) and NO(g) as the only reaction products.
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3.2 Experimental: PID-RAIR spectrometer
All the experiments were carried out in a UHV chamber at a base pressure of lO”11 mbar, equipped 
with the standard cleaning and characterization techniques, including an ion gun for cleaning, RAIRS, 
quadrupole mass spectrometer and low electron energy diffraction (LEED). The Cu(110) single crystal 
has a dimension ofl0xl5xl.5 mm and was cleaned by repeated cycles of Ar+ sputtering at 300 K and 
annealing up to 773 K. The photon source is a 500W Hg(Xe) Arc lamp in combination with different 
bandpass filters (FWHM 10 nm) and a water filter, which absorbs the infrared radiation. A beam splitter 
creates a reference to monitor long-term stability of the arc lamp, monitored by a photodiode. The beam 
is focussed at ~35° incidence angle with a spot size matching the crystal area. A Mgp2 UHY window 
transmits visible and ultra violet light into the chamber.
The experiments are performed as follows: once the sample is clean and cold at 87 K, the coverage 
of NO is monitored by RAIRS, in agreement with the results obtained by Brown et al [62]. NO was 
used in the experiments from a cylinder without further purification, dosed to the sample at normal 
incidence by a directional doser at 10 cm from the sample, in order to avoid the NO contamination of 
the chamber. When the background pressure has recovered to 10“10 mbar, the crystal with the adsorbed 
species is irradiated by a fixed wavelength and desorption is monitored by a YG Micromass quadrupole 
mass spectrometer in multiple ion detection mode, acquiring: mass 28 (N2), mass 30 (NO) and mass 
44 (N2O) at 45° off the surface normal. Simultaneously, RAIR spectra (4 cm-1 resolution) are being 
recorded using a Mattson Galaxy 6020 FTIR spectrometer and a narrow band MCT detector. The 
time scale of the measurements is based on the mass spectrometer time channel and RAIRS timing is 
obtained from the data file time. In this chapter we present only the data for 546 nm irradiation, and the 
data recorded for different wavelengths between 365 to 695 nm show the same photochemical behavior 
of the various adsorbate species as described in the following sections.
3.3 Results
3.3.1 Photoactivity of species adsorbed on Cu(110)
A comparison of RAIR spectra before and after irradiation of the sample by 546 nm light at 87 K at 
different surface preparation is shown in figure 3.1. Solid lines correspond to the NO layer prior to 
irradiation, and dashed lines after 4 minutes of irradiation. At low coverages (figure 3.1(a)), only bands 
at '"■'1592 and ~2260 cm-1 are observed. Brown et al [62] assigned these to a bridge-bonded N-O
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Figure 3.1: RAIR spectra of NO on Cu(110) before (solid line) and after (dashed line) irradiation by 546 nm 
light for 4 minutes, (a) Low coverage with NO on bridge site. (b,c) Saturation coverage, (NO)2 symmetric and 
asymmetric stretches at 1849 cm-1 and 1775 cm-1 with (b) and without (c) coadsorbed N20 (2221 cm-1). 
Exposures are given in Langmuir (L).
and the N-N stretch of N2O formed on the surface, respectively. Irradiation with 546 nm light causes 
no change in the infrared spectra and no increase in the mass 30 desorption, indicating that the bridge- 
bonded NO is photoinert.
At saturation coverage (figure 3.1(b)), peaks with maxima at ~1849 and ~1775 cm-1 have been 
assigned as (NO)2 symmetric and asymmetric stretching modes, respectively. The band at ~2221 cm-1 
is attributed to the N-N stretch of N2O [62]. The ~2115 cm-1 band is CO adsorbed on the Cu surface 
from background contamination of the chamber, corresponding to a coverage of less than 0.05 ML. 
At this high NO dosage, photoinduced desorption of mass 30 is observed alongside a change of the
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dimer vibrational signature to a single peak at ~1746 cm-1 after irradiation for ~2 minutes. This band 
is stable upon further irradiation. We observe no significant change in the N2O vibrational band at 
~2221 cm-1, which is unexpected given published results by So et al [130]. They investigated the 
photodesorption of NO from Cu(lll) using HREELS and surmised that N2O is a photoproduct from 
the appearance of a peak at ~1258 cm-1, which can be assigned as the N-O stretch of N2O. They also 
observed an irradiation-related increase of mass 44, whereas all of our mass 44 signal during irradiation 
is accounted for by reactions on chamber and the 2-3 K temperature increase during irradiation. The 
photodesorption path is not influenced by the presence of N2O. This can be desorbed from the surface 
by heating to 110 K [62] with the same effect on the NO dimer band. As previous studies have shown 
[62], oxygen is also adsorbed on the surface, as a product of the formation of N20(ads) by the dimer on 
the surface. This reaction terminates as the O(ads) adlayer formed in the initial decomposition blocks 
the sites required for later decomposition. After annealing up to 300 K, O(ads) remains on the surface, 
as a product of the formation of N20(ads) by the dimer on the surface. The adsorbed oxygen does not 
seem to be involved in the photoreaction as there is no difference in LEED patterns of irradiated and as 
dosed layers after heating to 300 K
3.3.2 Reaction path and cross section
The photoinduced desorption of NO from a saturated NO layer on Cu(110) follows a single exponential 
time decay, as shown in figure 3.2, therefore in all likelihood only a single photoreaction path exists. 
The measured time constant of r = 52.0 ± 0.9 s yields a cross section of Q = (2.8 ± 0.4) ■ 10-19 cm-2, 
which is a third of the value reported for NO on Cu(lll) at 458 nm [130] and similar to Ag(lll) at 
458 nm [56, 130]. The frequency shift observed in RAIRS from the asymmetric dimer peak to the new 
peak at around 1759 cm-1 follows the same exponential time decay as the PID trace with r = 55 ± 7 s 
(figure 3.2). As an explanation for the irradiation induced frequency shift we suggest asymmetric dimer 
dissociation with the creation of a thermally inaccessible NO monomer on an atop site, as sketched in 
figure 3.2 (see discussion).
3.3.3 Re-formation of the (NO)2 and reversibility of the photoreaction
The new NO species created on the surface after irradiation can be reconverted to NO dimers either by 
dosing more NO, or by annealing the surface up to 111 K. Figure 3.3 shows how NO dosing creates 
dimer peaks comparable in IR absorption to the ones before irradiation, while thermal activation leads 
to smaller dimer absorption peaks with slightly reduced frequency for the asymmetric peak. The latter
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Figure 3.2: Photodesorption at 546 nm of (NO)2 saturation coverage from Cu(l 10) at 87 K. The left graph shows 
the mass 30 desorption signal (solid line) overlaid with the RAIRS frequency (open squares) versus irradiation 
time. On the right, we show a sketch of the NO photodesorption mechanism and pre- and post-irradiation RAIR 
spectra showing the frequency shift.
observations can be explained by a reduced dimer density on the copper surface, as the asymmetric 
mode has been found to be more sensitive to changes in the environment than the symmetric mode 
in matrix isolation studies [131]. PID of both recovered dimer preparations results in the same decay 
curves as shown in figure 3.3 with an initial height proportional to the integrated absorption of the dimer. 
This reconversion can be repeated several times, in the case of thermal activation until the NO coverage 
on the surface is too low to form dimers and the peaks cannot be differentiated from the background any 
longer. There are no other changes in the RAIR spectra after repeated dimer reconversion, confirming 
that breaking the N-N is the only photoreaction.
3.4 Discussion
3.4.1 Nature and orientation of NO monomers and dimers
NO dimer formation has been reported on all three close-packed copper surfaces [62, 120, 121], as well 
as copper nanoclusters on alumina [96]. At low coverages on all three surfaces, an NO absorption peak 
is observed in the 1500 to 1600 cm-1 region and assigned to NO on a bridge site. Brown et al. [62] 
assigned an absorption peak around 880 cm-1 as the NO bending mode. An earlier electron energy 
loss spectroscopy (EELS) study pointed out that the high mode frequency in itself is indicative of a
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Figure 3.3: RAIRS of the dimer absorption band showing the reconversion of the dimer by either annealing 
(-(-AT) and dosing more NO (+NO).
strongly bent species [ 130]. An alternative interpretation is that of an N-O stretch, with the NO adsorbed 
horizontally in a 4-fold hollow site above the second layer copper atom in the trough of the (110) surface 
[132]. NO dimers form at near monolayer coverage, along with a strong attenuation of the bridge 
species absorption band, similar to Cu(lll) and Cu(100), while NO adsorption on Cu nanoclusters 
shows a coexistence of dimers and bridge-bonded species. The presence of an NO dimer, on noble 
and transition metal surfaces this is generally the cis-ONNO isomer with a planar configuration, is 
usually inferred from adsorption of mixed NO isotopes [118, 121], though in the case of Cu(l 10) the 
identification has been based on frequency alone. The orientation of the NO dimer is then inferred 
from RAIR spectra using the metal surface selection rule, which states that only totally symmetric 
vibrations are allowed. On Ag(lll) for example, the dimer is found to adsorb with the N-N axis 
parallel to the surface. On Cu(110), a C-shaped, end-on configuration was deduced [62], but in such 
a configuration, the symmetric stretch possesses a transition dipole moment parallel to the surface and 
while symmetry allowed, its effective intensity is zero due to the metal surface selection rule. The
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C2t/ gas-phase symmetry on (NO)2 actually correlates with the C5 symmetry of an adsorbed, rotated 
dimer in such a way that both symmetric and asymmetric stretches are part of the totally symmetric 
representation and are therefore both IR active. The rotation angle /3 of the dimer symmetry axis from 
the surface normal can be estimated as [133]:
where As, Aa.,, i/s, va8 are the relative absorbances and frequencies of the asymmetric and symmetric 
dimer peaks and Ma, Moa are the relative intensities of the symmetric and asymmetric stretches of a 
cis-NO dimer in an argon matrix [131]. From our spectra we obtain a rotation angle of 53° with respect 
to the surface normal.
A similarly rotated configuration can be expected on Cu(l 11) with an asymmetric:symmetric peak 
ratio of >1, while the asymmetric peak makes only a small contribution to the monolayer (ML) spec­
trum on Cu(100), inferring a nearly U-shaped configuration [120, 121]. Similarly on Ag(lll), only a 
tilted, U-shaped configuration is known with the N-N bond parallel to the surface and a slight tilt on the 
N-O axis. The differences in dimer configuration on the different surfaces most likely originate in the 
coadsorbed species formed during adsorption. The IR absorption data on Cu(100) were gained during 
adsorption at 25 K, well below the reaction threshold to N2O at around 60 K. The IR data for Cu(lll) 
and for Cu(l 10) were recorded at around 90-100 K, when both N20(ads) and O(ads) are formed. NO 
dimers in a U-shaped conformation were created on Cu(110) with the help of an STM at 12 K [134]. 
NO monomers were found to adsorb on the short bridge site and by pushing two monomers to within 
the close-packed spacing, a dimer with both NOs adsorbed on adjacent bridge sites was formed. Since 
the presence of N20(ads) makes no difference to the dimer vibrational signature in our data (figure 3.1 
b,c), we suggest that a rotated configuration could be caused by coadsorbed oxygen.
In the absence of a mixed isotope study on Cu(110), an alternative assignment of the two peaks 
at ca. 1850 and 1775 cm^1 is conceivable, following a study of NO dimers on oxidized Mo(110) by 
Queeney et ai [135]. Using post-adsorption of 15NO after annealing a saturated surface, they proved 
the existence of an asymmetric dimer, where a surface-bound NO with a stretching frequency of 1728 
cm-1 is perturbed by NO in the second layer with a stretching frequency of 1871 cm"1, close to the 
gas-phase value. In principle, an NO dimer and a perturbed surface-bound NO can also be distinguished 
by their reactivity, as weak N-N coupling should not lead to N2O formation upon heating. On Cu(l 10)
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though, N20(ads) production terminates on the surface when the oxygen coverage exceeds a certain 
value, so we cannot determine from our data how strong the N-N bond is with respect to, say, Ag(l 11). 
We can only state that our observed band at 1775 cm-1 falls within the narrow range of asymmetric 
dimer stretches observed (1771-1788 cm-1 [132]).
3.4.2 Identification of the photoproduct
Since we observe mass 30 desorption and concomitant changes in the dimer RAIR spectra upon ir­
radiation, we suggest that these changes are due to dimer dissociation. The absorption peak at 1750 
cm-1 after irradiation has a frequency about 20 cm-1 lower than the lowest reported frequency of the 
asymmetric dimer stretch [132], We suggest that only the NO directly bonding to the surface in the 
dimer configuration remains there after irradiation. A likely site for this remaining NO is atop due to 
the rather high frequency of 1746 cm-1. While the N-0 stretching frequency is not always a good indi­
cator of adsorption site [83], both theory and experimental data from other metal surfaces and a recent 
survey of vibrational spectra [132] make this a likely assignment. For example, Gajdos et al [136] 
report atop N-O stretching frequencies of 1792 cm-1 from an ab-initio density-functional study of NO 
on closed-packed surfaces. A similar frequency was recently reported for atop NO on Pd(lll) [100]. 
This atop site cannot be reached via a thermal route.
3.4.3 Which electronic states are involved in the photochemistry?
So et al [130] were one of the first groups to study NO photochemistry on Ag(l 11) and Cu(l 11) using 
HREELS. They reported what is now known to be the NO dimer [118] to be photoactive on Ag(lll) 
and Cu(lll), while bridge NO on copper was found to be photoinert. Kidd et al [56, 127] later 
investigated NO/Ag(lll) in more detail and assigned a substrate mediated mechanism for NO dimer 
photodissociation. In a recent communication, Kim and coworkers [58] discovered a variety of pho- 
toinduced reaction paths, including breaking the N-O bond and formation of N2 from (NO)2. In a more 
detailed follow-on study, Mulugeta et al studied the state-resolved photodesorption dynamics and con­
cluded that for photon energies below the d-band transition a fransient negative ion was formed, while 
at 4.7 eV and for small particles, a transient positive ion was the cause of photodesorption [59, 60]. 
This positive ion was formed by electron transfer from the dimer HOMO to the silver d-band and the 
confinement of hot electrons in small silver nanoparticles was found to enhance both the hot hole and 
the hot electron attachment mechanisms [59, 137].
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Reports of the formation of transient positive ions are relatively rare in metal surface photochem­
istry, though a recent study of photoinduced switching of azobenzene derivatives on Au(l 11) also con­
cluded that hot holes are responsible for the observed effect [138].
E/eV
LUMO
photon energy / eV 
l 2.5
— (1-R) scaled
O 2L NO
sp-band
HOMO
0.0-
d-bands
Cu(110) NO
Figure 3.4: Left: wavelength-dependent cross section Q for saturation NO coverage. The solid line is the scaled 
absorbed photon power (1-R), calculated from the Cu reflectivity R. Right: sketch of the hole-induced process 
on NO/Cu(l 10). The occupied band structure of Cu(l 10) was measured by UPS, the NO HOMO and LUMO are 
approximate values from a study of NO on Cu(l 11) [139].
We will now make the argument that hot holes are the dominant mechanism for the observed dimer 
photochemistry on copper.
We have measured the dimer dissociation cross section as a function of wavelength as shown in 
figure 3.4. The cross section scales with the absorbed photon power (1-R), where R is the reflectivity 
of the surface, similar to available data on Cu(l 11) by So et al. [130]. Therefore, transitions from the 
filled d-band to empty sp-states clearly dominate the photochemistry. Information on occupied and 
unoccupied NO-related states is sparse and only available on Cu(l 11). A negative ion state was reported 
to be an 1.26 eV above Ef\ though from the dosage given (0.7 L) it is unclear whether this is yet in the 
dimer regime [ 139]. In the same paper, the NO HOMO was been reported at 2.52 eV below Ep. This is 
within the range of NO occupied and unoccupied states reported on transition metal surfaces (see [140] 
and references therein). For comparison, the LUMO of the NO dimer on silver was derived to be at
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1.2 eV by Kidd et al [127] although a later theory re-evaluation named the LUMO+1 at 2 eV as the 
responsible unoccupied level [141].
The copper d-band edge is about 2 eV closer to the Fermi level than the silver d-band, consequently 
most of the photon energy for > 2 eV excitation is deposited in the d-band rather than the sp-band [51]. 
The hot electron distributions created by 578 nm (2.14 eV) and 289 nm (4.29 eV) on Cu(100) have 
been calculated by Germer et al from the copper band structure [142]. According to their results, 2.14 
eV (4.29 eV) photons only generate significant numbers of hot electrons up to 0.55 eV (2.7 eV) above 
Ej? from a filled d to empty sp-band transition. Therefore photon energies in the vicinity of 3 eV are 
needed to create a significant number of nascent electrons at energies in the vicinity of the LUMO. Es­
pecially 365 nm (3.4 eV) photons should generate a hot electron distribution that is significantly better 
matched to the unoccupied adsorbate state than 546 nm (2.3 eV) photons. This is clearly not reflected 
in the cross section, therefore we exclude a hot electron attachment mechanism.
The relative independence of the cross section on wavelength in the visible region can however be 
explained by the dynamics of excited electrons and holes on copper if we assume a hole-driven process 
for the dimer dissociation. When a photon excites an electron from within the copper d-band, then the 
remaining hole diffuses to the top of the d-band through an Auger process [50, 51, 143, 144], These 
holes have a relatively long lifetime compared to excitations from the sp-band and have been implied 
to be responsible for restructuring of the Cu surface after nanosecond 532 nm excitation [145] or pho­
toisomerisation of azobenzene on Au(lll) [138],
A hot hole attachment would also explain why there is only one reaction path. If an electron is 
removed from the NO dimer, then the stabilization of the dimer structure by electron spin pairing is 
removed, which would indeed encourage N-N bond breaking rather than formation of N20 or N2 as 
photoproducts.
In the future, it will be interesting to see whether there is a link between NO dimer reactivity 
and dimer orientation. If the orientation of the dimer is indeed intricately linked to the presence of 
coadsorbed oxygen, then photoreaction studies could be carried out at very low temperatures where 
the dimers cannot react thermally to N20 (like on Cu(100) [121]), or in combination with NO dimers 
created by STM [134],
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3.5 Conclusions
In summary, we study the photodissociation of the NO dimer on Cu(110) by PID and RAIR spectra 
at 86 K. Bridge bonded NO shows no photoactivity, while NO dimers photodissociate by breaking of 
the N-N bond, desorbing one NO to the gas phase and the other NO remaining adsorbed on the surface 
in a metastable atop site. The photoreaction mechanism is most likely via hot hole attachment, that 
is removal of an electron from the N-N bond, resulting exclusively in dimer dissociation. We also 
observed the reversibility of NO dimer, by redosing more NO and by annealing.
New insights can be found in the published paper [146] about the comparison of hot-hole and 
hot-electron attachment mechanism. ___________________ _____________________
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Cu(llO) electronic structure characterized by SFG
In this chapter, the analysis of vibrationally non-resonant SFG is presented for bare Cu(110) and ad­
sorbed oxygen and pyridine. This variety of SFG probes electronic resonances at surfaces by scanning 
the wavelengths involved and delivers information on their spatial symmetries by changing the polari­
sation of the three beams. Unlike vibrational SFG, electronic SFG has not been developed into a fully 
fledged spectroscopy yet and this chapter explores what is and is not possible.
One of the earliest examples of scanning SFG, and second harmonic generation (SHG), is the study 
of a CaF2/Si(l 11) interface by Heinz et al [147], which determined the bandgap of the interface states. 
One of the latest examples is the work by Tahara’s group, who carry out broadband electronic SFG by 
mixing the fundamental of Ti:S with a white-light continuum [148] to study, for example, the electronic 
state of the protein Cytochrome c at an air/liquid interface [149].
Doubly resonant SFG has been used in a number of cases to identify electronic resonances associ­
ated with a particular adsorbate [150-152]. The majority of nonlinear- optical studies of the electronic 
structure of (metal) surfaces has employed SHG using a single incident beam. For example, SHG 
has been used on noble metal surface to reveal the onset on interband transitions [153, 154] or the 
transition between the d-band and an image potential state [155], The surface sensitivity of SHG has 
been employed to identify surface states on Ag(110) [156, 157] and Cu(110) [158, 159]. These stud­
ies also identified the symmetry of the surface state by changing crystal azimuth or beam polarisation 
[158, 159]. There are numerous examples of using the azimuth dependence of SHG to identify the 
symmetry of the relevant electronic states [160]. This has recently been extended to SFG, where Shaw 
et al [161] observed a phase change between the C-N resonance and the non-resonant background on
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Ag(l 11) and Ag(l 10) with crystal azimuth (see equation 2.6).
Dependence of the nonlinear optical response on the polarisation of the beams involved has been 
used in the last few years by Kauranen’s group to solve a long-standing problem in surface nonlin­
ear optics, namely the separation of surface and bulk contributions [162]. An isotropic bulk medium 
can contribute to the second-order response via higher order multipole interactions, such as electric 
quadrupole or magnetic dipole interactions. Bloembergen et al. showed that these interactions gener­
ate a second order response of the following general form [163]:
pbuik (2^) _ (£ _ _ 2^) (E • V) E 4- /?E (V ■ E) + 7V (E • E) , (4.1)
which shows that electronic field gradients generate the response.
For example, on Cu(001), Vollmer et al. [164] detected the bulk contribution as an isotropic re­
sponse when the incoming beam polarisation was varied. Wang et al. [162] then showed that SHG with 
two incoming beams can separate the surface (electric dipole) response from the bulk response (electric 
quadrupole and magnetic dipole) of a polycrystalline Au thin film.
SFG is naturally carried out with two incoming beams, i.e. it can distinguish surface from bulk con- 
tributions, but in addition it is possible to select whether one of the incoming photons or the outgoing 
SF photon is resonant with a particular electronic resonance.
Unlike UV photoelectron spectroscopy (UPS) or inverse photoemission spectroscopy (IPS), nonlin­
ear optical spectroscopy does not involve irradiation by or detection of electrons and can therefore be 
carried out at any interface that is optically accessible for the wavelengths involved. The disadvantage 
of using an optical spectroscopy is that the response involves the joint density of states (JDOS). More­
over, the response is an integral over the whole Brillouin zone, but polarization or azimuth variation 
allows deduction of the symmetry of the states involved.
The particular purpose of the work presented in this chapter was to provide a deeper understanding 
of the pump-probe studies of pyridine on Cu(l 10), which will be discussed in chapter 6.
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4.1 Sum frequency generation: polarisation scans
In the previous chapters, I have not explained the SFG theory in detail and for the purpose of this section 
a deeper analysis is needed. The second order response to incoming VIS and IR fields is given by:
P'2) = (o/}ijkKJEj,sKkElR , (4.2)
where i, j, k can be X, Y and Z, is a 2nd-rank tensor with 27 elements 1, Kj and K*. are the Fresnel 
factors which transform incident to surface E fields [165]. Our Cu(l 10) surface has C2V symmetry and 
the only allowed tensor components (following the same reasoning as in section 2.2.2) are, apart from 
Pzzz* those that are quadratic in either x or y, consequently seven components survive: fizzz* Pxxz, 
Pyyz, Pyzy, Pxzx, Pzxx, fizYY- As shown in figure 2.1, our crystal main in-plane symmetry axes 
are rotated with respect to the lab horizontal while the surface normal coincides with the lab horizontal. 
The relative orientation of crystal XYZ and lab xyz is shown in figure 4.1.
Cu(110)
normal: Z.
Figure 4.1: Cu(l 10) orientation with respect to lab coordinates.
A transformation of coordinates is needed in order to transform the crystal susceptibility ft into a
(2)
lab susceptibility Xijk:
Xijk ~ Rii'Rjj'Rkk' ftijk i
i'j'k'
(4.3)
'We use 0 here instead of to refer to the crystal based axes: [110], [001] and the normal to the surface coordinate 
system.
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where xifl is the polarisability with respect to the lab coordinates x, y, z and Pi'j'k' is defined along 
the crystal axes, where i\ j\ k’ are X, Y or Z. The rotation matrix is given by:
(RxX RxY Rxz\ /cos(^) -sin(» 0\
RyX RyY RyZ = sin(y?) cos(v?) 0 ,
RzX RzY RzzJ V o 0 1/
where (p = 120 ° in our case.
The rotation induces a mixing of X and Y components, and has 13 components overall: (forsimplicity, the superscript (2) is omitted):
Xzzz — Pzzz (4.4a)
Xxxz = cos2(<p)/3xxz + sin2 (<p)Pyyz (4.4b)
Xyyz = sin2 ((p)j3xxz + cos2 ((p)pYYZ (4.4c)
Xxyz = 2 sin {Pxxz ~ Pyyz} (4.4d)
Xyxz = 2 sil1 (2<^) {Pxxz — @YYz} {AM)
Xxzx = <X>S2 {<p)Pxzx + sn?{<p)PYZY (4.4f)
Xyzx = ^ sin (2(p) {Pxzx ~ Pyzy] (4.4g)
Xzyx — g sin C2^) (4.4h)
Xzxx = COS2 {<p)(3zxx + Sin2 {ip)PzYY (4.4i)
From equation 4.2, the induced surface polarisation is given by:
p, = XxxzKxEVISKzElR + xXyzKyE^lsKzEiR + xXzXKzE^,s KXEIR (4.5a)
p, = XvzzK%eX,sKzEir + XyyzKyEysKvEIR + XyzXKzEysKxEIR (4.5b)
Pz - XzzzKzEV,sKzE,r + XzxxKxEXlsKxEIR + XzVXKyEV,sKxEIR (4.5c)
The surface polarisations are multiplied by the nonlinear SF Fresnel or L-factors L;, yielding the 
sum frequency field, see 4.6. The L-factors account for phase matching (2.7b) restrictions on the angle 
of SF emission [165, 166]:
E?f = LiPiSF (4.6)
In lab coordinates, p- and s- polarised fields are given by Ep = (Ex, 0, Ez) and Es — (0, Eyi 0).
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Figure 4.2: SF signal for outgoing p (left) and s (right) polarisation as a function of the 800 nm polarisation 
(0°-p-polarisation, 90°-s-polarisation). Data have been offset for clarity.
Finally, the intensity of the emitted p- or s-polarised SF light is given by:
/p «|LXPX|2 4- \LZPZ (4.7a)
x,y,zx,y,z
2
x,y,zx,y,z^ E E X^KjEV'SKtE'* + E E X^KiE^K.E^
j 3 j k
Is~\LyPy\2
x,y,z x,y,z
(4.7b)
^ L L X^KiE^K.El1
j k
these relatively large expressions simplify in practice because the incoming IR field is always p-polarised 
(no y component) and Fresnel coefficients for the x components of Ev IS and EIR are relatively small.
The measured polarisation dependence is shown in figure 4.2 for three SF wavelengths. The pres­
ence of a detectable s-polarised SF signal shows immediately that the in-plane components of 0 are 
quite strong. Equations 4.7a and 4.7b were used to fit the various tensor components of 0 simultane­
ously to p-out and s-out SF data. The inclusion of an isotropic bulk response was tried but did not 
yield improved fit results. Including tensor components beyond those strongly favoured by the Fresnel 
coefficients (ie. 0xxz, 0yyz) led to an instability in the fit results (underdetermination of parameters).
The tensor components are complex-valued in principle. In practice, to keep the number of fit pa­
rameters to a minimum, we fixed 0zzz and restricted the relative phase of 0xxz and 0yyz to ±7r.
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This is possibly too severe a restriction and any ideal scanning SFG study should include a phase mea­
surement, as demonstrated by Buck et al. for a hexadecane thiol-covered Au film [167].
For the three SF wavelengths shown in figure 4.2 we obtain the fit results summarised in table 4.1 
These data show that as the region of interband transitions is approached by the outgoing SF photon,
A/nm eV I fixxz Pyyz
690 1.8 -11.7 ±2.3 10.0 ± 1.5
650 1.91 -8.0 ± 1.4 14.8 ± 1.5
570 2.18 -0.3 ± 1.9 20.0 ± 4.3
Table 4.1: (3 from the fittings of figure 4.2.
contributions from the [110] direction (pxxz) decrease in importance while those from the [001] direc­
tion (Pyyz) increase in importance.
Before further interpretation of these results we will take a closer look at the copper band structure.
4.2 Cu(110) band structure
One of the most interesting features of the Cu(110) band structure is the existence of two intrinsic sur­
face bands, lying either side of the band gap of the sp-band on the Y point of the Surface Brillouin 
Zone (SBZ). The occupied ap and unoccupied a3 surface states (SS) are derived from p-type and s-type 
bands respectively. crs was first reported by Heimann et al. [169], first observation of crp was in 1985 
[170-172] and theoretically predicted for surfaces by Echenique and Pendry [173]. In contrast, the 
close packed direction [lIO] has an sp-band gap above the Fermi level (Ej?), and therefore two unoccu­
pied surface bands [174, 175]. On the right of figure 4.3, the band structure of Cu(110) from Cortona 
et al. [168] is shown, where the results are from a slab calculation of 97 planes. This patterned region 
represents the projection of the bulk density of states onto the (110) face, and the full and bold lines 
depict theoretical results for the surface or resonance states. The individual symbols are experimental 
data [168].
The band structure of the (2xl)O-Cu(110) surface is also well-researched. Oxygen is an interesting 
case study, as copper surfaces are oxidised under ambient conditions. Bartynski et al [170] observed 
the Y unoccupied surface state Cu(l 10) with inverse photoemission and noticed a strong reduction
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Figure 4.3: On the left hand side the real and reciprocal space unit cells of the fee (110) crystal. On the right, 
a calculated Cu(l 10) band structure [168]. Red arrows represents the possible optical transitions (Compare also 
with table 4.2).
after O2 exposure. A combined study of SHG and photoemission [158] reported later how the occupied 
surface state (SS) at Y shifts up to 0.7 ±0.1 eV above the and reported the unoccupied states to be 
unaltered. They further reported that with increasing oxygen exposured the d-like surface bands split 
off the bulk copper bands, with energies of -1.2 eV and -1.4eV [176, 177].
4.2.1 Cu(110) band structure analysed by linear spectroscopies
The optical anisotropy of the Cu(110) surface has been thoroughly reported by reflection anisotropy 
spectroscopy (RAS) [178-184], RA spectra shows the ratio of the difference in reflectivity for the 
incident p- and s- polarization along the main crystallographic axes as a function of photon energy, 
normalized by the mean of these reflectivities [185]. According to Jiang et al. [186], who studied 
the role of surface electronic transitions in linear and nonlinear optics on noble metal surfaces, the 
interband transition from <jp to crs is only allowed, when the incident light is polarized along the [001] 
direction. On Cu(110) RA spectra, the peak around 2.1 eV is mainly caused by this selection rule, 
although Hansen et al. [179] and Sun et al. [187] show that the optical anisotropy also arises in part 
from surface-modified interband transitions.
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Hoffmann et al. [178] noticed that oxygen adsorption quenches, though not completely removes, 
the -2.1 eV feature in RAS, The remaining RAS peak after exposure to oxygen or air was used by 
Hansen et al. [179] to assert that RAS senses anisotropic contributions from surface and bulk states 
and that oxygen only quenches the surface contribution.
There is only one RAS study of the adsorption of pyridine on Au(110) in an electrochemical cell 
[188]. Au(l 10) has similar occupied and unoccupied surface states to Cu(l 10) and Smith and coworkers 
report a double peak around 2.3 eV which is broadened compared to the clean surface.
4.2.2 Cu(HO) band structure analysed by nonlinear spectroscopies
As mentioned in the introduction, the surface resonances on Cu(110) and (2xl)-O/Cu(110) have been 
detected in scanning SHG, in the region from 1.9 to 2.3 eV, when the incident photon makes the transi­
tion from the occupied to the unoccupied state in the [001] direction of the SBZ and the polarisation is 
parallel to the [001] direction [158, 159]. The equivalent surface resonance was also observed by SHG 
on Ag(110) [156] and is particularly sensitive to adsorption [189, 190].
On (2xl)-O/Cu(110), SHG detects a modified surface resonance between a spht-off copper d-band 
and the upshifted py-like surface state [191]. RAS detects a quenching of the 2.1 eV surface state 
transition, as the py-state is now unoccupied, while SHG at 2.06 eV detects the change in symmetry of 
the bands involved through a modified polarisation anisotropy.
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4.3 Results
In these experiments, the SF outgoing photon is scanned from ~1.8 eV to ~2.5 eV by tuning of the IR 
input wavelength. The data point below 2 eV was acquired with IR light at 3400 nm, for the remaining 
points, the wavelength of the idler was scanned. Data were normalised by IR/idler pulse energy, the 
visible light was spectrally narrowed by the etalon. The IR pulsewidth and shape changes slightly during 
the scan and was accounted for in the normalisation. The polarisation combination is either PPP (all 
photons p-polarised) or PSP (SF and IR p-polarised, VIS s-polarised). These polarisation combinations 
correspond roughly to the maxima and minima of the SF p-out curves in figure 4.2. While PPP contains 
in-plane and out-of-plane components, PSP senses only in-plane ones :.
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Figure 4.4: SF scanning for Cu(l 10).
4.3.1 SF scanning on Cu(110)
Figure 4.4 shows the results for bare Cu(l 10) at 100 K. Both polarisation combinations show two peaks 
on a smooth background. A sharp peak is seen at 2.088 ± 0.006 eV with a width of 25 ± 6 mV. There 
is a second peak near 2.2 eV, though we have too few points to precisely determine centre and width. 
Looking at the band structure of Cu(l 10) and the previous section on the surface state transition, one
2Xxyz w (Pxxz - 0yyz) and Xzyx ~ (pzxx - 0zyy).
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might assign dX first sight the low peak energy to the surface state transition, however this is not possible 
for several reasons. The most obvious ones are that the width and the energy peak do not correspond to 
the expected surface state transition [159], which should be centered around 2 eV and have a FWHM 
of approximately 0.3 eV.
4.3.2 SF scanning on oxygen covered Cu(110)
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Figure 4.5: Scanning SFG from a c(6x2)-0/Cu(l 10) coverage.
The results from a SF scan on an oxygen-covered Cu(l 10) surface are shown in figure 4.5. We did 
not manage to prepare a (2x1)- O structure for this scan, instead LEED carried out after SFG showed a 
c(6x2) structure [192] with a 2/3 of a monolayer coverage [193].
The SF data from the oxygen-covered surface look qualitatively similar to the bare copper surface. 
There is a relatively sharp peak at 2.090 ± 0.002 eV (width ~ 24±4 mV) and a rise towards 2.3 eV. 
In comparison to the clean surface this rise occurs ~ 0.05 eV higher in energy. Similar to the clean 
surface, the sharp peak is much narrower than what has been reported from a scanning SH study [158]. 
Figure 4.6 shows the SHG data from Goldmann’s group [158, 159] for O-covered and bare Cu(110)
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alongside our PPP results.
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Figure 4.6: Comparison of SHG of (2xl)-0/Cu(l 10) and bare Cu(l 10) from Goldmann’s group [158, 1591 and 
c(6xl)-O/Cu(110) and bare Cu(110) SFG scanning.
4.3.3 SF scanning on pyridine-covered Cu(110)
We repeated this experiment for a 1 ML coverage of pyridine/Cu(l 10), see figure 4.7. While the PSP 
scan looks very similar to the bare Cu(110) surface, the PPP scan now possesses a very pronounced 
slope towards lower energies.
Little is known about the optical properties of pyridine on noble metal surfaces. From the RAS 
study on Au(l 10) [188] one might expect a peak centered around the 2.0-2.1 eV region but with a much 
broader linewidth of around 0.3 eV, which could roughly match the low energy PPP data. A tt* orbital 
of pyridine/Cu(l 10) has been reported by STS to be a ~2.3 eV above Ef’, the with a width of ~ 0.6 V, 
which is much broader than the rise seen at 2.3 eV.
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Figure 4.7: SF scanning of 1 ML pyridine on Cu(l 10)
4.4 Discussion
The polarisation scans analysed in figure 4.2 showed that as the SF energy increased from 1.8 eV to 2.2 
eV, the Pyyz susceptibility element doubled relative to Pzzz, while the fixxz element decreased to 
zero. This is in qualitative agreement with a surface state transition at the Y point in this energy range. 
Without absolute calibration of the sum frequency signal (e.g. from a quartz surface as used in SHG 
[194, 195]) and a proper phase measurement it is difficult to extract much information from these data 
though.
It is also very clear from the theory presented in section 4.1 that it is highly desirable to have a 
plane of incidence aligned with the crystal’s axes as that considerably reduces the number of fitting pa­
rameters. Ideally, one would measure polarisation scans with the beams incident along [001] and [110] 
as done for SHG [159]. The main difference between our work and the related SHG work on Cu(l 10) 
is that in all published SH scans the incident photon is resonant with the surface state transition at Y, 
whereas in our case the outgoing photon experiences resonant enhancement.
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The selection rule for exciting the surface state transition with one photon requires a y-polarised 
photon. If the same transition is carried out in a two-photon process, then a combination of a F po­
larised and two polarised photon fulfills the selection rule (in the electric dipole approximation). These 
selection rules can be derived from the symmetries of the orbitals involved and the product table of the 
C-2V group. For example, the occupied surface state at Y has py symmetry i.e. irreducible representation 
B2, and the unoccupied state has s-like character, corresponding to the Ai irreducible representation. 
According to the group multiplication table:
B2 {occupied state) <8> B2 {photon) = A\ {unoccupied state) (4.8)
If this transition is carried out by two photons, then the only possibility is:
B2 {occupied state) ® [B2 ® A\] {photon) = A\ {unoccupied state). (4.9)
A summary of various possible 2-photon transitions at X, Y and f is given in table 4.2. Un­
fortunately, due to the mixing of [001] and [110] directions in our setup, it is impossible to exclude 
any transitions as a source of our signal. Again this emphasises the need to align the incidence plane to 
the crystal axes. We did not do this, as the hole where the thermocouple is inserted, lies in the [001] axis.
The conclusion from the symmetry analysis is that the surface state transition should be allowed if 
one incoming beam is s- and the other p-polarised. The outgoing photon then has its polarisation along 
[001], i.e. it is s-polarised. In none of our experiments have we seen any strong s-polarised SFG, which 
is the reason why the SF scans were recorded with PPP and PSP polarisations.
Brillouin Point Initial Final 2 photon Final Symmetry
XZX
XXZ
ZXX
ZYY
YYZ
YZY
Table 4.2: Summarizes which (3 sees which transition on the BZ.
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We have calculated the expected lineshape for the surface state transition using the latest values for 
the energies and dispersion of the occupied and unoccupied surface states [175], assuming a parabolic 
shape around the Y point, a temperature dependent line broadening [187] and a constant density of 
states (DOS) for both states (see appendix B.l).
Cu(110)
□ Ippp
------surface state
------ Interband
transitions
^ 0.4-
0.2-
Figure 4.8: JDOS from surface state(green line) and interband transitions (dashed gray line), calculated for 
comparison with our SFG scanning (white squares) on bare Cu(l 10).
Figure 4.8 shows our bare Cu(110) data (PPP polarisation), the calculated surface transition line- 
shape and an approximate lineshape for d to sp-interband transitions using UPS data from Gerlach et 
al. [196] (see appendix B.2). It is very clear from the mismatch between the data and the calculated 
lineshapes that we do not see a surface state transition even though the polarisation scans produce in­
creasing values Pyyz wilh increasing outgoing photon energy.
The only explanation we have for the mismatch is that although the transition is allowed in a one- 
photon process, its two-photon transition dipole moment is very small.
Such a dipole moment could be measured in principle by 3PPE [155] which shares the initial exci­
tation step with SFG, but no information specific to our surface and the range of energies used could be 
found. A surface-state-like transition could be however the source of the large values for SFG in PPP 
polarisation for adsorbed pyridine. We only realised in the late stages of the analysis that points at ~ 1.8
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eV (mixing with 5 /im IR) would have been useful to determine the exact shape of this transition.
We have only recorded a few data points in the relevant region for 4-methylpyridine, which shows 
a comparable enhancement of the non-resonant background to pyridine. These data show a rapid de­
crease of the surface SF signal as the IR is scanned towards 4 /zm (1.85 eV SF photon). If we assume 
that 1 ML pyridine layer causes no enhancement of the non-resonant background over bare Cu( 110) at
1.8 eV, then the pyridine PPP curve is consistent with a transition between two parabolic states with 
AEmzn = 2.1 eV and upper state electron mass of 0.7 and a lower state electron mass of 0.37. Figure
4.9 shows the calculated JDOS. This could correspond to an unchanged occupied surface state at -0.46 
eV and a down shifted unoccupied at 1.64 eV with much reduced electron mass.
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Figure 4.9: JDOS calculated from [1871 assuming a decrease of the energy gap of the SS interband transition 
(blue solid line), in agreement with our SFG scanning on 1 ML of pyridine on Cu(l 10).
Alternatively, if we assume the unoccupied state remains at +1.81 eV with an electron mass of 1.77, 
then the data can be qualitatively described by an up-shifted occupied state centered at -0.29 eV and an 
increased electron mass of 0.55 (see figure 4.9).
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Of course, the SF data can only provide the energy difference and difference in electron masses and 
with the rotation of the crystal it is not possible to state that only transitions at Y contribute to the signal. 
The symmetry could be conclusively established with a different orientation of the Cu(l 10) though, and 
the RAS spectrum of pyridine/Au(110) [188] makes it conceivable that the surface states survives.
Returning to the bare copper data, we explored whether any other transitions within the copper 
band structure could be responsible for the narrow peaks seen for all three adsorbates. Such a narrow 
peak could only be produced by a transition between two non-dispersing bands. While the d-bands 
are relatively far, there is no narrow state just above Ep known, which could produce the shape of our 
spectrum (see figure 4.3). Since transitions between states cannot explain the narrow features in the SF 
scans, we have to think about the dynamics of the sum frequency process.
Timm and Bennemann [197] showed that the dephasing time of the polarisation created in the SF 
process determines the magnitude of the response. For temporally overlapped Gaussian IR and VIS 
pulses, the polarisation is given by:
exp [—F (t - ti)] exp > (4.10)
where AE is the photon energy, cr is the width of the incoming pulses and T2 is the dephasing time 
X2 = 1/F between initial and final states and F the linewidth.
To understand the meaning of the dephasing time, we use a state picture. The first photon in the 
SF process creates a coherent superposition bewteen ground and intermediate states i.e. an oscillating 
polarisation, which decays with a certain dephasing time T2. The second photon that arrives a short 
time later changes this superposition into one between ground and excited states with a different de­
phasing rate. This polarisation oscillates at the sum frequency and has the dephasing time described 
in equation (4.10). Solving this integral, and taking into account that SF intensity is the quantity mea­
sured and is proportional to the magnitude squared of the induced polarisation the consequence of 4.10 
is that, the SF signal is proportional to T2 (see the work of Tim and Bennemann for further detail 
[197]). Loss of the coherent electronic polarisation created by incident light can occur through two pro­
cesses: population decay and pure dephasing due to elastic electron-electron scattering processes [198].
p(t) I dti exp ■AE (+ + \ 1— (t - ti)
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An estimate of the pure dephasing times can be made from the Drude model, which predicts charge 
carrier momentum scattering times of a few femtoseconds at most. Such dephasing rates have been 
mostly investigated in the context of plasmon excitation in nanoparticles. For example Liau et al. [ 199] 
used interferometric SHG to determine the dephasing rate in silver colloids to be 10 fs. Karatzas and 
George [200] used interferometric SHG and third harmonic generation (THG) to determine T2 for a 
polycrystalline gold substrate to be 7.9 fs at 1.56 eV above E/r. Parlett used the same method to derive 
dephasing times of less than 15 fs for sodium and potassium clusters [201].
Dephasing times can also be measured by two-photon photoemission (2PPE) as described in the 
review by Petek and Ogawa [198]. Using 2PPE on a Cu(l 10) surface, they also report dephasing times 
(or hole decoherence times) as a function of initial state energy [143]. They observe an enhancement 
of T2 at energies corresponding to critical points in the copper band structure (K2 at -2.1 eV and L3 at 
-2.24 eV).
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Figure 4.10: Closed dots, hole dephasing times (T2) on Cu(l 10) from Petek et al. [143] (right axis) in comparison 
with our SFG scanning on bare Cu(l 10) (left axis).
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If we plot the reported T2 times alongside our SF scan, figure 4.10 shows a good agreement in the 
peak energies. The agreement in enhancement factor is less good at 2.09 eV we observe an enhance­
ment of a factor 4, whereas T2 increases by only a factor 2. Our SFG data should represent an integral 
over the whole SBZ, whereas 2PPE measurement by Petek et al only senses a certain fraction of the 
BZ. The occurrence of the same 2.09 eV peak in all three SF scans (Cu, O-Cu, pyridine-Cu) means that 
this is a part of the d-band which is not strongly influenced by adsorption. Only the second peak that 
occurs in all three spectra is distinctly shifted upwards by oxygen adsorption (+0.05 eV).
A precise assignment of these peaks to certain points within the SBZ would be possible by a more 
detailed study of the symmetries of the states involved, alongside interferometric SFG measurements 
with very short femtosecond pulses to obtain an independent measurement of the dephasing time as a 
function of energy.
A good test of our model would be to repeat the measurements on Cu(001) surface which shows 
extremely long dephasing times of up to 30 fs around 2.0 eV [143, 198].
4.5 Conclusions
In this chapter, we have measured SF scans on oxygen and pyridine covered Cu(l 10) and bare Cu(l 10). 
For the region of 1.9 to 2.3 eV, two peaks appeared in the spectra, which we have identified with in­
creased decoherence times for Cu(l 10) in this region, as reported by 2PPE. In fact, this study provides 
new insights into the interpretation of the SF nonresonant signal, gaining a better understanding of the 
optical nonlinear response with respect to the band structure. Moreover, we have explained the possible 
transitions induced by SFG (in the electric dipole approximation), as well as the effect upon different 
adsorbates (O2 and pyridine). O2 shows quite similar response to bare Cu(110), upshifting the spectra 
around the 2.3 eV region. Adsorbed pyridine, on the contrary, shows a huge enhancement around 1.9 
eV, which tentatively identified a shifted surface state.
In conclusion, as far as we are aware, this is the first report of a dynamic enhancement of a sum 
frequency process caused by long dephasing times of the electronic polarisation.
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To do
• Rotation of the crystal in order to have the crystallographic axis perpendicular to the polari­
sation planes of the incident beam and repetition of the scanning IR-frequency dependence.
• For different frequencies of the SF outgoing signal measured previously, repeat the polar­
isation dependence experiments, to elucidate which component contribute to the signal in 
each case. From this study, the possible transitions can be identifyed, according with the 
selection rules described in the discussion. Compare with the work described by Moad and 
Simpson [202].
• Modeling the SFG scanning as a function of frequency, comparing with previous work [203]
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Vibrational Dynamics at Surfaces
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Chapter
Pyridine adsorption on Cu(110)
5.1 Background
Pyridine has been used as model system to understand the interaction of organic molecules with metal 
surfaces [39, 204-211], Two types of interaction are known: through the delocalized tt system or via 
the N lone pah'. On a variety of metal surfaces, low coverage pyridine interacts through its tt elec­
trons [212-221], while high coverage pyridine forms an upright layer bonding through the nitrogen 
[212, 222-228], In electrochemistry, the electrode potential can switch the molecule between upright 
and flat [229-236], On Au(100) there is a pyridine-induced structural transition from a (5x2) to a (1x1) 
surface which goes hand-in-hand with a reorientation of pyridine from flat to upright [237], More re­
cently, there has been an interest in using substituted pyridines to tune work functions of self-assembled 
monolayers on electrodes in order to optimise charge carrier transfer across the interfaces [210, and ref­
erences therein]. Pyridine adsorbed on silver surfaces has been also thoroughly studied, since it was the 
probe molecule when surface enhanced Raman scattering (SERS) was discovered [238], The enhance­
ment of the Raman signal is said to arise two main contributions [239, 240]: electric field enhancement 
due to the excitation of localized surface plasmons [241] or chemical enhancement [37, 39, 242-245], 
In fact, these two aspects are closely related to the aims of this thesis. Chemical enhancement is caused 
by charge transfer between the metal and molecular states and the ultrafast dynamics of this transfer 
between copper and pyridine are discussed in chapter 6. Electric field enhancement and its relationship 
to plasmon-enhanced photochemistry is discussed in chapter 7. In this chapter, we lay the foundation 
for the following ones by presenting the results obtained on the adsorption of pyridine on Cu(110), 
studied by SFG and work function measurements.
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An X-ray photoelectron spectroscopy (XPS) study has established the saturation coverage of pyri­
dine on Cu(110) as 0.4 ML (4-1014 molecules cm-2) [228]. Near edge X-ray absorption fine structure 
(NEXAFS) [222] and electron stimulated desorption ion angular distributions (ESDIAD) [227] con­
cluded that, saturation coverage pyridine is bonding upright through the lone electron pair. The molec­
ular plane is perpendicular to the surface, and the aromatic ring plane of pyridine is azimuthally rotated 
by 25° (±5) away from the [001] direction. Lee et al. reported an ordered (4x3) structure and the 
pyridine rings arranged in a chevron pattern, though the corresponding coverage (1/12^ ML) is incom­
patible with the XPS result. Pyridine shows also relatively high packing densities on other surfaces. 
A UPS and HREELS study of pyridine/Ag(ll 1) by Demuth et al [212] found a compressional phase 
transition from tt- to N-bonded species with a coverage of 5 1014 molecules cm-2. The N-bonded 
species is inclined and they speculate that this high packing density occurs because of an attractive tts- 
nitrogen-lone-pair interaction. On (2xl)-O/Cu(110), XPS found a 1:1 stoichiometry between adsorbed 
oxygen and pyridine (i.e. 0.5 ML with respect to the Cu(110) unit cell) and a local symmetry of (3x1) 
[246]. XPS of intact pyridine adsorbed on W(110) at 90 K gave a coverage of 4.51014 molecules cm-2 
[224],
The occupied electronic states of pyridine on Cu(110) have only been investigated in a single room- 
temperature angular-resolved photoemission study [247] with the main conclusion that pyridine adsorbs 
upright on this surface. A theoretical study by Atodiresei et al [248] analysed the local density of states 
(from density functional theory (DFT) with inclusion of Van-der-Waals interactions). They concluded 
that the bonding mechanism consisted of a strong hybridisation of the cr-like HOMO and the 7r-like 
HOMO-2 with the copper dy2 and d^-type orbitals. The HOMO-1 does not interact strongly as it has 
no density on the nitrogen atom. As it is shown in figure 5.1, they found no contribution of the anti­
bonding 7r-like LUMOs and concluded that the bond was purely covalent.
A much earlier molecular orbital study by Rodriguez [249] of pyridine on Cu(110) cluster found 
occupied molecular orbitals close to the Fermi level with very weak (<5%) tt* character, i.e. there is 
a small degree of 7r-backdonation. Two-photon photoemission (2PPE) results of unoccupied states are 
only available on Cu(lll): the tt* states1 are found 0.60 ± 0.05 eV and 1.20 ± 0.06 eV above the 
vacuum level, ie. 3.4 and 4.0 eV above E^- These states are only seen for coverages > 2 ML. The 
earlier inverse photoemission spectroscopy (IPS) study placed the two states at much lower energies
'According to the gas phase notation 3bi and 2a2 respectively.
78
Figure 5.1: Left, schematic view of the hybridization of pyridine molecular orbitals with Cu(110) and d-bands 
in the case of the perpendicular adsorption geometry. Right, local density of states (LDOS) calculated for the 
perpendicular pyridine adsorption configuration, the red and orange traces corresponds to the 7r-type electrons 
and (7-type electrons, respectively. Dark line corresponds with the DOS of the Cu(110) and Ag(110) surfaces, 
from reference [248]. Copyright (2008) by the American Physical Society.
(2.1 and 3.1 eV above Ep). In this case, the coverage was estimated by dosage as 2 ± 1 ML.
5.2 Work function of pyridine on Cu(110)
Figure 5.2 shows the work function change as a function of pyridine adsorption. Pyridine was dosed 
from a background pressure in the 510-9 mbar range, while the contact potential difference (CPD) 
measured by a Kelvin probe and the mass 79 partial pressure were recorded simultaneously. To convert 
from dosed pressure into surface coverage, the mass 79 was integrated over time. We defined the rela­
tive coverage as 1 ML at the minimum of the work function measured. This saturated layer of pyridine 
contains 41014 molecules cm-2 or 0.4 ML2 [228]. The work function of Cu(l 10) is reduced by a sub­
stantial amount on pyridine adsorption. The clean Cu(l 10) work function has been determined as 4.46 
eV [250] in the literature and as 4.47 ± 0.05 eV from our own UPS experiments \ At the minimum of 
the A(f) curve, the absolute work function of the surface is therefore 1.47 eV, ie. lower than the work 
function of a pure Cs surface (1.8 eV) [251]. The general shape of the curve is reminiscent of alkali 
adsorption [252, 253]. On metal surfaces, independent alkali adsorbates initially lower 0 by a constant 
amount per adsorbate. At higher coverages, mutual depolarization leads to a minimum in 4> [252]. A 
very similar shape has been observed for pyridine adsorption on Cu( 111), though the work function is
:In the remainder of the thesis we will only refer to the relative coverage scale.
3 We could not control the pyridine dosing in the UPS chamber to a sufficient degree to determine the work function.
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Figure 5.2: Cu(l 10) work function change A0 as a function of pyridine coverage.
only reduced by 2.3 eV [254], whereas we find a reduction of 2.9 eV.
Previous studies of A0 upon pyridine adsorption are summarised in table 5.1 and our value is at the 
top end of the reported range.
In order to check our experimental method, we have recorded the work function change caused by 
CO adsorption and reproduced the literature values (see appendix C.l). A possible explanation for our 
low work function can be found from the studies of Gland and Somoijai [255] on Pt(l 11) and Pt(l 10). 
They observed that a lower dosing pressure (10-8 torr vs 210-7 torr) lowered the work function by 
between 0.2 and 0.4 eV, presumably due to a better ordered overlayer. Our dosing pressure is typically 
in the 10-10 torr range, i.e. pyridine has ample time to form a highly ordered structured, which is con­
firmed by the very narrow vibrational linewidth of the C-H stretch (see sec. 5.3).
The dipole moment4 in the limit of zero coverage /xq can be extracted from the slope of the work 
function [257]. In our case, the initial change in </> is not a straight line, so I used linear fits to two
41 D = 3.336 • 10 ~30Cm
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Substrate A0 / eV ref.
Cu(110) -3 this work.
Cu(lll) -2.32 exp. [254]
Pt(lll) -2.7 exp. [255]
Pt(110) -2.5 exp. [255]
Au(lll) -2.33 theory [256]
Au(lll) -3.05 theory [206]
W(110) -1.9 exp. [224]
Ag(110) -1.7 exp. [223]
Polycrystalline Ag -1.5 exp. [226]
Table 5.1: Work function decrease at saturation coverage for various metal substrates upon pyridine adsoiption. 
Exp. stands for experimental.
different domains, to investigate the different values of /r0 you can obtain. The /i0 is calculated from 
the intercept and the gradient of the graph as (see figure C.2):
e0AV
To =--------n
where eo= 8.85TO-12 CV“1m““1, AV is the change in volts and n is the adsorbate density. For the 
first and second linear fits, we obtain 6.5 dt 1.3 D and 4.29 ± 0.1 D, respectively. These values are 3x 
(2x) as high as the pyridine gas-phase dipole moment of 2.19 D [258]. Such enhancement is typically 
found for carbon monoxide (gas phase - 0.112 D [259]; on Cu(lll)- 0.21 D [257]) and stems from the 
creation of an image dipole in the metal surface.
The initial decrease of <f> is not monotonic with coverage, for which there are a number of possible 
explanations. Firstly, Lee et al. [227] studied the TPD behavior simulated by a first-order desorption 
spectra; at zero coverage the desorption activation energy of 0.97 eV and the repulsive adsorbateUad- 
sorbate interaction energy is 0.16 eV/ML. Therefore, our assumption that the sticking coefficient of 
pyridine is constant might be wrong (there are no measurements available). Secondly, part of the cur­
vature could be caused by a transition from flat-lying to upright pyridine, as noted by Zhong et al for 
Cu(lll) [254], winch causes a different Acp per adsorbate. Thirdly, pyridine might form islands on 
the surface, such that depolarization sets in at relatively low coverages. However, several studies of 
pyridine adsorpion on Cu(110) [227, 254] conclude that dipole-dipole repulsion of flat pyridine keeps 
the molecules apart and that island patches of the denser upright layer only form at higher coverages in 
agreement with earlier work on Ag(lll) [212]. Molecular beam measurements and scanning tunneling 
microscopy (STM) over the full coverage range would be needed to fully decide these questions. Using
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the alkali adsorption model [252, 253] we can extract approximate values in the limit of zero coverage 
for the dipole moment /^o of 4.45 ± 0.01 D and for the polarizability a — 19.02 ± 0.01 A3. The gas- 
phase electronic polarisability of pyridine is 9.3 A3 [205] and the polarisability deduced from plasmon 
excitation measurements on silver is 14.5 A3 [204]. To sum up, the initial dipole moment of pyridine 
of Cu(l 10) is at least twice as large as in the gas phase and its electronic polarisability is 30% higher 
than when adsorbed on Ag(l 11) [212].
5.3 Sum frequency measurements of pyridine on Cu(110)
In agreement with the previous RAIRS study of pyridine adsorbed on Cu(110) only one sharp C-H 
stretch at 3058 cm1 is observed [216]. There are however three modes seen in the gas phase spectra 
around this range which are totally symmetric (Ai): 3030, 3072, and 3036 cm 1 [260], summarised 
in table 5.2 and figure 2.3. Only (a) will be seen, as the hydrogens in the 2, 4 and 6 positions move 
in phase, (b) and (c) are much weaker in the gas phase and not seen on the surface in the monolayer 
regime as the hydrogens move out of phase with each other.
| IR active: CtH8N upright \
Figure 5.3: Left: IR active modes of upright Pyridine on Cu(l 10) need a molecular dipole moment perpendicular 
to the surface, that is the mode has to be totally symmetric (Ai). Right: Ai modes of the pyridine, only (a) is 
seen by IR spectroscopy on copper.
In the calibration of our spectra, we use 3050 cm-1 for the 1 ML coverage. Typical SF spectra 
are shown in figure 5.4a as a function of coverage. We will use these to illustrate the information 
obtainable from SF. Firstly, there is the typical insight available from a vibrational spectrum: center 
frequency, linewidth and intensity. Secondly, there is the magnitude of the SFjvi? background, which is 
strongly enhanced upon pyridine adsorption. Thirdly, there is the coherent interaction between the two
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mode description experimental / cm 1 RAIRS [216] Label in figure 2.3
sym C-H stretch 3030 (b)
sym C-H stretch 3072 3058 (a)
sym C-H stretch 3094 (c)
Table 5.2: Experimental vibrational modes at 3000 cm 1 for the pyridine gas phase [260]. Value measured by 
RAIRS for pyridine/Cu( 110)[216]. Letters in brackets identified with the figure 2.3.
sources of SFG, which gives a relative phase value. We will discuss these in turn.
2.5 ML
1.8 ML
0.9 ML
0.9 ML
151 K
263 K
Figure 5.4: Left, SF spectra as a function of pyridine coverage on Cu(110). Right, TPDs for multilayer and 1 
monolayer coverage.
Frequency shift and FWHM and C-H stretch intensity obtained from the spectra, in figure 5.4 are 
shown in figure 5.5. The SF intensity from the C-H stretch increases with coverage up to 1ML coverage. 
The increase can be fit with the square of the coverage as expected for the SF signal [261 ]:
2 / o \ 2SF intensity * N* (g) . (5.1)
Above 1 ML, the C-H intensity decreases linearly with coverage. This could be due to random adsorp­
tion in the multilayer which might also have an effect on the order of the monolayer. Above 1 ML, a
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second C-H stretch is visible, though weak, at a lower frequency of 3014 cm 1(see figure 6.11). This 
could conceivably be peak (b) from figure 5.4. Given the relative motion of the hydrogens, the C-H 
response of peak (b) could be out of phase with peak (a) and therefore lead to intensity reduction by 
interference [216].
Figure 5.5 also shows that the C-H stretch frequency red-shifts. This could be caused by different 
adsorption sites and/or a change of bonding. The TPDs recorded by Lee et al. [227] show a lot of fine 
structure between the multilayer desorption peak (at 151 K in our TPD on the right figure 5.4) and the 
main monolayer desorption peak at 263 K. Known changes in bonding are highly tilted to upright at ~ 
0.04 ML [221], ring plane twist around 0.04 ML ML [227], formation of an ordered densely packed 
layer at 1 ML. Above the 1 ML regime, there is a clear change in the width, confirming the reduction 
of order when the multilayer starts to grow. The second peak at coverages above 1 ML is not included 
in these fits, as the presence of the nonresonant background makes the fitting difficult. However, in the 
next chapter 6 the multilayer peak is seen clearly by suppression of the non-resonant background with 
the etalon. RAIR spectra shows no comparable peak in the region of 3000 cm-1, although extra modes 
are seen at lower frequencies in the multilayer [216].
5.4 Pyridine surface interaction
We now look at changes in the surface electronic structure caused by pyridine. The left hand side of fig­
ure 5.6 shows that the nonresonant background increases monotonically with coverage while the work 
function continuously drops. This behavior has been reported in SHG numerous times, for example 
in alkali adsorption [252] or molecular adsorption [262, 263]. In the case of the SFG, this has been 
describe where the nonresonant background was observed to change according to [93, 264]:
Inr ~ (1 + const * .<^(u;))2 . (5.2)
It should be noted that the resonant and nonresonant signal have a very similar coverage depen­
dence.
Figure 5.7 shows the relative phase change as a function of coverage between resonant and non­
resonant SFG. These phase transients are characteristic for electronic structure and correlated to the 
orientation of the molecule on the surface [261,265-267]. While a change in phase is known to signify 
changes in the electronic structure of the surface, no quantitative information has been extracted from 
such measurements in the SFG literature to date.
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Figure 5.5: From top to bottom: FWHM, frequency and intensity of C-H stretch of pyridine adsorbed on Cu(l 10) 
as a function of coverage.
Finally, we show SF spectra of substituted pyridines in figure 5.8. 2-picoline, 4-methoxypyridine 
and 3-cyanopyridine were dosed and annealed similar to pyridine. The spectra shows that they enhance 
the nonresonant background by varying amounts and that the relative phase is different for all three 
adsorbates.
According to Morton and Jensen’s calculations [39] for substituted pyridines on silver clusters, the 
degree of charge transfer is governed by the energy difference between the LUMO and the highest occu­
pied energy level of the metal. Pyridine transfers 0.151 e~ to Ag, while 3-cyanopyridine transfers 0.093
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Figure 5.6: Left, work function change and nonresonant background as a function of coverage. Right: Resonant 
and nonresonant SF signals as a function of coverage.
160-
150-
140-
130-
120-
110-
100-
Figure 5.7: Phase change as a function of coverage.
e . Therefore there is less charge transfer for the -CN group and our corresponding SF^r is hardly 
enhanced with respect to the bare Cu(l 10) spectrum (see figure 5.8). Ma et al. in another theoretical 
study of pyridine-based self-assembly monolayers (SAM) on Au(l 11) also show how substitutents can 
shift lowest unoccupied 7r-states (LUPS) closer to or further away from Ep [256]. Wu et al. [268] com­
pute chemical enhancement of pyridine vibrational modes for noble metals concluding that chemical 
enhancement occurs by charge transfer between metal s-states and the LUPS. It would be interesting 
to correlate nonresonant enhancement and work function measurements with calculated charge transfer 
and SERS response for a wide range of substituted pyridines. This relatively simple surface science 
techniques could help with a more quantitative understanding of SERS.
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Returning to pyridine on copper, this charge-transfer state lies in the blue green region of the spec­
trum. In the next section we will look at the difference frequency generation between green light (532 
nm) and IR and the following chapter 6 is devoted to understanding charge transfer in the time domain.
Picoline on Cu(110) 4-Methoxy pyridine on Cu(110) 3-cyano pyridine on Cu(110)
2800 2900 3000 3100 3200 2800 2900 3000 3100 2900 3000 3100 3200
Figure 5.8: SF spectra from various substituted pyridines (grey line) adsorbed on Cu(l 10), versus bare Cu(110) 
(orange line).
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5.4.1 DFG, SFG and work function
We originally use difference frequency generation between our typical 532 nm pump and the mid- IR 
probe pulse as a convenient means to overlap all three pulses in a pump-probe experiment in space 
and time. Due to the near-coincidence of the DF photon wavelength (~ 634 nm) with the SF photon 
(~650 nm) this method is fast and easy. A more detailed investigation of the DFG signal as a function of 
coverage however provides additional insights into the interaction of green light with adsorbed pyridine.
The nonlinear DFG and SFG nonresonant intensity of pyridine as a function of coverage has been 
recorded by stepwise annealing, after dosing pyridine to saturation coverage on the Cu(l 10) surface. 
Figure 5.9 compares the <f> (left axis), recorded in a similar way and SF/^#, as well as the difference fre­
quency (DF) (right axis). Notice, the data are in agreement with those just presented, but were obtained 
by stepwise annealing rather than dosing. The DFG signal consists of a resonant and a nonresonant 
contribution, but since the green pulse is short (~ 150 fs) the two contributions cannot be spectrally 
separated. Since the spectra have a near-Gaussian shape, we believe however that the resonant contri­
bution is small.
The 3000 cm-1 TR pulse is used for both processes, whereas the pump is at 800 nm and 532 nm 
for SFG and DFG, respectively. The DFG almost vanishes upon pyridine absorption, unlike the SFG 
which is strongly enhanced.
Hochstrasser et al. measured the excited state dipole moment of pyridine in a benzene host single 
crystal and their interaction with an external d.c. electric field, finding a change of dipole moment of 
jA/zj= 3.2 ± 0.1 D [258], The gas phase ground state dipole moment of pyridine is 2.15 ± 0.05 D 
[269], therefore the excited state dipole moment is -1.05 ± 0.05 D. This huge change in dipole moment 
is caused by a charge migration from N to the ring, as expected far an excitation into vr* [270]. A 
possible explanation for the decrease of DFG intensity with pyridine coverage is the following. On a 
clean copper surface the DFG signal is very large as the 532 nm (2.33 eV) photons are resonant with 
a d- to s transition. When pyridine is adsorbed, the green photons can in addition excite an electron 
from the Fermi level into the pyridine tt* (as observed in scanning tunneling spectroscopy (STS) [221]). 
This excited pyridine possesses an opposite dipole moment to the ground state molecule, therefore the 
enhancement seen in SFG turns into a suppression in DFG. We can possibly think about this charge 
transfer as a transient increase in work function (discussed in more detail in the next chapter). This
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phenomenon is strongly coupled to the adsorbate value of the work function. For coverages around 1 
ML, the pyridine tt* state lies above the vacuum level and it appears that the electron excited by the 
green photon has a long lifetime within the pyridine layer. As soon as 0 increases beyond 2.33 eV the 
DFG signal rapidly increases with decreasing coverage.
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Figure 5.9: Left axis, (f> measured as SF/j, SFjv/i and DFG (Right axis) were recorded after dosing a saturated 
pyridine layer on Cu(l 10) and stepwise annealing.
5.5 Conclusions
SFG and DFG of pyridine on Cu(110) have been reported in a combined study with work function 
measurements. The SFG signal is proportional to the increased polarisability upon adsorption, caused 
by charge donation from the nitrogen lone pair to the surface. DFG between 2.33 eV and IR photons 
on the contrary almost vanishes upon pyridine adsorption, which is probably caused by a reversal of the 
pyridine dipole moment on excitation into the tt* orbital and the fact that this level is above Evac.
The huge decrease of the workfunction of Cu(110) by pyridine provides an exceptional system to 
tune the effective (J) of metallic electrodes [210, and references therein] to optimise charge transfer. Fine 
control can be achieved by substituting functional groups on the pyridine ring, as shown by preliminary 
measurements of the SFG enhancement of substituted pyridines.
89
90
Chapter
Vibrational dynamics: Pyridine on Cu(110)
6.1 Prelude
The last chapter showed that pyridine is an intriguing molecule-enormous Cu(110) work function de­
crease, drastic suppression of the green-IR difference frequency signal set against the enhancement of 
the red-IR sum frequency signal leads us unavoidably (inevitably) to study this system by time-resolved 
spectroscopy. In order to understand the energy dissipation channels after laser excitation we normally 
think about two energy reservoirs in the metal substrate: hot electrons and phonons [271]. The hot elec­
tron temperature and relaxation timescales are high and fast 100 fs) in comparison with the lower 
temperature and "slow" (picosecond) phonons, which are highly dependent on the material [272]. The 
difference between hot electron and phonon heat capacity allows us to distinguish the two dissipa­
tion channels on a metal surface by their timescale. Adsorbate vibrational energy exchange with other 
modes is an important factor to control and understand elementary processes on surfaces, such as dif­
fusion, reaction or desoiption [53]. Coupling between internal vibrational modes and the electron bath 
was one of the first evidences of non-adiabatic process on surfaces [273], which can lead to desorption 
[274], diffusion [68] or dissociation [66], reviewed by Frischkorn and Wolf [55]. In order to explain the 
ultrashort-pulse induced effects in surface femtochemistry, three heat baths need to be considered: hot 
electrons, phonons and adsorbate.
Figure 6.1 (left) shows the temperatures of the three heat baths as a function of time, calculated by
91
the three temperature model for a copper surface [63, 67]:
7Te^ =/cV2 + <7(7/ - Te) + S(z, t) 
at
cl^- = -g(Tl-Te)
^ = - —{Tads - Te) - -^—{Tads - T) 
at Te Tph
where Te, T/, Tods are the electronic, lattice and adsorbate temperatures respectively, g=MO~10 W 
nm-3 K-1 is the electron-lattice coupling constant [272], the electron thermal conductivity is /c = 
4.28-10-7 W nm-1 K_1, electron specific heat constant is 7 = 0.966 10-10 W nm-3 fs K 2 and c/ 
= 3.5-10-6 W nm-3 fs K_1 is the lattice heat capacity [142]. re and r* are the coupling constants 
between the adsorbate and electrons and phonons, respectively. This model has certain shortcomings, 
as the phonons are only heated by coupling to electrons. A more recent version by Carpene [275] 
includes the effects of a non-thermal electron distribution created immediately after the laser pulse, 
which provides a heat source for both hot electrons and phonons. The main effect compared to this 
model is a reduced maximum electron temperature that occurs later, as shown experimentally [276], 
The hot electron temperature reaches thousands of K in a few hundred fs while the phonon temperature
Figure 6.1: Left graph, temperature distribution of the hot electrons, phonons and adsorbate created by a 2.3 
eV and ± 40 J m-2 (60% absorbed) ultrashort pulse on Cu(110) at 100 K. Right graph from reference [53], the 
extended tail of the adsorbate LUMO shifts up and down against the Fermi sea, resulting to in effective damping 
mechanism called electronic friction.
merely increases by 20 K relaxing over a long time scale. The adsorbate temperature depends on both
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hot electron and phonon timescales. On the right of figure 6.1, a schematic representation of electronic 
friction, an energy transfer mechanism between adsorbate vibrations and hot elections [277-280]. Cou­
pling/damping by friction occurs because the long tail of the adsorbate LUMO shifts up and down in 
energy during the vibration, changing the overlap with the Fermi sea of the metal.
Broadband SFG allows to record a transient of a vibrational mode in a non-equilibrium situation, 
produced by an ultrafast pump, as described before, to determine the mechanism and rates of energy 
flow, reviewed by Arnolds and Bonn [54]. The majority of real time surface dynamics (near-IR pump 
and BB-SFG probe) have been done on adsorbed CO on metal surfaces, due to the easy handling in 
UHV, non-dissociative chemisorption and the large SFG resonances (easy to see and follow!). These 
experiments measure the coupling time of the adsorbate vibrational to the electron-phonon bath. CO 
on copper is easy to interpret as the large difference between electron and phonon temperatures allows 
an unambiguous determination of the re and n [142, 281]. On metals like Ft, Ru and Ir the fast 
equilibration between electrons and the lattice makes distinction between re and ti difficult, although 
fast coupling to elections can be observed by modulations to spectra at negative time delays [63-69]. 
The most recent work uses SFG with phase sensitive detection to reveal further details of the non- 
adiabatic coupling between the C-O stretch and hot electrons [282]. In the following, we report on 
the non adiabatic response of CO on Cu(110) as a way to better understand our pyridine pump-probe 
results, as well as testing our method and estimating the degree of heating by the pump pulse.
6.1.1 Nonadiabatic coupling of CO on Cu(110).
The general effect of an ultrafast pump pulse on the CO stretch frequency is a red shift. A similar' red 
shift is observed in low temperature dependent measurements of CO. The basic mechanism in both 
cases is an anharmonic coupling to a low frequency mode, normally the frustrated translation. This 
mode physically moves the adsorbate away from its adsorption site, so for atop CO the move is to a 
bridge or hollow site, which has a lower C-O frequency due to increased charge donation into the 27r* 
orbital. Notice that all pump-probe studies have been carried out on atop CO!CO transients are then 
typically fit using static temperature-dependent measurements as an input. In our case we use data by 
Germer et al [142] for (2x2)-CO/Cu(110) as we could not measure the gradient over a wide enough 
temperature range.
Figure 6.2 shows the CO transients for 0.5 ML CO/Cu(110). The three-temperature model deliv-
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Figure 6.2: CO SF spectra on Cu(l 10) for various delay times for a 532 nm (24 Jm 2 absorbed fluence).
ers an adsorbate temperature as a function of time, which is turned into instantaneous time-dependent 
frequency and linewidth values using the static input values. These values are then fed into the Bloch 
equations [283] to model the effect of changes occurring during the C-0 polarisation decay. Previous 
work done by this group used this method to investigate anharmonical coupling to a low-frequency 
mode, for example for CO on Ru(10l0) [63], NO on Ir(l 11) [66], on NO and CO on Ir(l 11) [65, 284]. 
Bonn et al. applied this to CO on Ru(001) [285]. Nagao et al. also used this approach to model the 
energy transfer between D2O and CO on Pt(l 11) [286]. Further examples can be found in the following 
reviews [53-55].
As figure 6.3 shows, we can model transients very well if we assume coupling times of re = 5 ps 
and 77 = 2 ps of the adsorbate to hot electrons and phonons, respectively. (The temperature results from 
our calculation are shown in figure 6.1 shows the calculations of the three temperature model). Finally, 
figure 6.4 shows fast change in the relative phase between resonant and nonresonant SFG components. 
These changes look very similar to the derivative of the frequency transients and the initial positive 
excursion is a narrow in time as the hot electron distribution. Watanabe et al. [282] observed similar 
changes in the nonresonant response of Pt( 111) and concluded that they provided a good indicator for 
the electron temperature.
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Having established the ultrafast behaviour of CO on Cu(l 10), we will use it as a thermometer when 
we discuss the pyridine transients in the next section.
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Figure 6.3: Frequency shift and FWHM of the C-O vibrational mode as a function of time delay after a 2.3 eV 
pump. Solid lines are the result of modeling (see text).
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Figure 6.4: Phase change as a function of time delay after a 2.3 eV pump. Solid lines are to guide the eye.
6.2 Pump-probe spectroscopy of a complex molecule
As mentioned in the previous section, most time resolved investigations of the coupling between elec­
trons and adsorbate vibrations have been carried out on CO or NO which only have a small number 
of vibrational modes available for coupling to excited electrons. What happens when we put a much 
larger molecule like pyridine on the surface? A lot of interest in pyridine as an adsorbate comes either 
from the SERS community (where pyridine is the equivalent to CO in IR spectroscopy) or from those 
interested in metal-organic interfaces. The common point of interest in both cases is charge transfer 
between the metal surface and pyridine.
As mentioned in the previous chapter, the charge transfer state of pyridine lies somewhere in the 
blue-green region of the spectrum for silver and copper and involves an excitation from the metal’s sp- 
band to the pyridine tt* (see figure 5.1). A sketch of the various resonances in a pyridine-Ag nanoparti­
cle system can be seen in the short review by Lombardi and Birke [241 ], where it is centred around 600 
nm. Demuth et al. [212] observed a corresponding peak in electron-energy-loss spectroscopy starting 
at 1.4 eV above E/r with a maximum near 2.5 eV (500 nm) on Ag(lll). Dougherty et al. [221] ob­
served a resonance with STS on low coverage pyridine on Cu(l 10) at 2.3 eV above Ep and Zhong et 
al. [254] detected a broad feature in 2PPE of submonolayer pyridine/Cu( 111) approximately 1.6 eV 
above E/r. To investigate the charge transfer between our Cu(l 10) surface and pyridine we will use 800 
nm (1.55 eV) and 532 nm (2.33 eV) pump pulses.
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Figure 6.5: Sketch of a pump-probe experiment.
A general sketch of the time-sequence of pulses and the development of the electronic polarisation 
P(2) on the surface is shown in figure 6.5. Let’s discuss positive delays times: the ~ 150 fs short IR 
pulse creates a coherent vibrational (Pfl.Es(t)) and electronic polarisation (PathCO) in the mid-IR. If the 
visible probe pulse maximum coincides with the IR probe we upconvert both the electronic and the vi­
brational polarisation and obtain a spectrum like shown earlier (figure 5.4). In this configuration (pump 
followed by coincident IR + visible probe at varying time delays) we can detect changes in the surface 
electrons and the pyridine simultaneously.
This method worked very well for CO as the nonresonant contribution is very small compared to 
the resonant one, making data analysis easy. However, this time-sequence does not work for pyridine, 
because the very large nonresonant contribution obscures details of the resonance.
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Therefore, we delay the visible probe pulse by 600 fs from the IR probe pulse which gives us a pure 
resonant spectrum. Note, in this case the time delay is
At = At(pump — IR) — At(IR — visible probe)
because we do not see what happens to the resonance directly after it is excited by the IR pulse. At 
At=0ps corresponds when the pump pulse arrives 600 fs after the vibrational mode of the molecule is 
generated. At(IR - visible probe) —600 fs. This definition can cause controversy, as the delay time 
0 can be understand when the pump and the IR pulse arrived together. However, the sfg detected is 
generated 600 fs after, when the probe arrives, and this is the reason for us to choose the time delay 600 
fs after.
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6.3 Results
C-H stretch Pyridine 
□ Surface electrons
0.5-
pump-probe delay / ps
Figure 6.6: SF^ and SFNR for a monolayer of pyridine on Cu(l 10) at 100K. Pump 532 nm (~40 Jm_2)
Figure 6.6 shows the typical response of a monolayer of pyridine on Cu(110) to a 532 nm pump 
pulse. The SF spectra from both contributions have been integrated and normalised to no pump spectra. 
The main changes occur in the amplitudes of the nonresonant background SFjv/? and C-H stretch (SF/*). 
The frequency and linewidth of the C-H peak changes only slightly in the first picosecond by ~ 1.5 
cm-1 and ~ 1 cm-1, respectively. Note how different this is from CO where the main changes caused 
by the pump occur in the frequency and linewidth of the resonance! Two timescales are visible in 
the response, a strong reduction of the nonresonant background and of the C-H vibration is observed 
almost instantaneously. The C-H signal then remains low for tens of picoseconds. The layer is stable to 
prolonged irradiation and we have found no evidence of photoinduced dissociation. SERS studies also 
report that pyridine is stable to laser irradiation [18].
6.3.1 Pump effects on the surface electrons
Figure 6.7 shows the nonresonant background from the previous figure overlaid with the electron tem­
perature calculated for a total fluence of 40 J m~2. The traces are very similar. If electron temperature 
was the cause of the changes seen in the nonresonant background, then we would expect to see a tran­
sient shape that corresponds to Te(t) convoluted by the width of the IR pulse (SF^ is only generated 
when both IR and visible probe light are present). Such a behavior has been seen before by the group
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Figure 6.7: Comparison of SFNR reduction signal and the copper electron temperature for 2.3 eV pump of 
fluence 40 J-m-2.
for a Cs layer on Ir(lll) [65] and could be attributable to a temperature-dependent susceptibility or 
alternatively temperature dependent Fresnel factors.
This has been discussed in detail for copper, silver and gold surfaces by Hohlfeld et al. [287, 288].
no pump
150- 0 ps pump
100-
3000 3100
IR waveleght / cm 1
Figure 6.8: Effect of 2.3 eV pump (~ 40 J m-2) on Cu(l 10) SF spectra, red trace no pump and grey trace pump 
at 0 ps.
They carried out time resolved pump, SHG probe measurements at 625 nm and concluded that the SHG
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transients seen on copper were caused by temperature-dependent Fresnel coefficients, while those on 
silver and gold were caused by temperature dependent Their pump intensities were much higher 
than those used in our experiments - they report lattice temperature rises by ~500 K, whereas our lattice 
temperature increases by less than 50 K (see left figure 6.1). It is therefore highly unlikely that electron 
temperature is the cause of our transients.
In addition, we carried out the same experiment on a clean Cu(l 10) surface. Figure 6.8 shows the 
nonresonant background for no pump and for pump at time zero. We observe a reproducible distortion 
of the nonresonant background to higher frequencies which is only detectable when the pulses are over­
lapped in time.
The cause of the distortion is not quite clear, but could be related to the pump pulse changing the 
occupied DOS near the d-band edge which could impact on the efficiency of the SFG process. The 
pump pulse cannot influence the surface state as its energy is above (2.33 eV) the transition energy at 
the Y point (AE = 2.27 eV according to Sonoda [175]).
Energy dependence
1.0-
C-H stretch
• Ops m=-0.0056 ± 0.0002 j 'm2 
O 10ps m=-0.0042 ± 0.0001 J'W
0.8-
0.7-
0.6-
Abs. Fluence / Jm
(a) SFk C-H stretch
0.90-
m—iAt Ops
O C-H Height 
m=-0.0038 ± 0.0001 J'W 
• Surface Electrons 
m =-0.0029 ± 0.0001 J'W
Abs. Fluence / Jm
(b) SFjv ii and SF#
Figure 6.9: 2.3 eV pump effect as a function of energy on pyridine 1 ML on Cu(l 10) at 100 K. Left: Fluence 
dependence of the C-H intensity at 0 ps and 10 ps (resonance-only spectra with time-shifted visible probe). Right: 
Fluence dependence of nonresonant and resonant intensities recorded at 0 ps time delay (IR and visible probe 
overlapped in time). In the inset, m is the gradient of the linear fit.
In order to discover the mechanism behind the transients shown in figure 6.6, we have varied the
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fluence of a 532 nm pump pulse and recorded changes to the resonant intensity at 0 ps and 10 ps delays 
and changes to the nonresonant intensity at 0 ps delay, graphs shown in figure 6.9. The two data sets 
were acquired on different days. The overlap between pump and probe pulses was achieved in different 
ways: for the figure 6.9a data set we achieved overlap by optimising the DFG on the clean Cu(110) 
surface, for the figure 6.9b data, overlap was initially achieved by observing pump and probe pulses 
with a camera and then tweaked by observing the reduction in the pyridine signal. The first method 
achieves much better and more reproducible overlap, which is the reason for the lower gradient of the 
C-H signal with fluence in the right hand graph. It should also be noted that the actual beam size could 
have been slightly different on the two days.
Returning to the data we see that the fluence dependence of all transients (fast nonresonant, fast 
and slow resonant ones) is linear with fluence. If the transients were somehow coupled to the electron 
temperature, we would expect a nonlinear behavior reflecting the range of Te rnax with fluence.
This question cannot be fully decided from the data as the fluence range was relatively limited both 
by OPA output power and by the surface damage threshold which prevented a tighter focus.
6.3.2 Pump effects on pyridine C-H vibrational mode
1ML pyridine on Cu(110)
400- ----- non pump
----- ---10 ps
-------- 600 fs
300-
200-
100-
-1cm
Figure 6.10: SFr typical spectra (light grey line), 2.3 eV reduction effect at ~600 fs (dark grey line) and ~ 10 
ps (black line) on the C-H resonance of 1 ML of pyridine on Cu(l 10) at 100 K.
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In this section, the effect of a visible pump (~ 45 J m-2 absorbed fluence) on the C-H stretch 
is analysed as a function of different parameters: pyridine coverage, different pump wavelengths and 
pump polarisation. In these experiments, the 800 nm probe arrives ~600 fs later than the IR to only 
study the effect on the C-H resonance. All the spectra shown are taken at 100 K and at a base pressure 
of ~ 310-10 mbar.
Figure 6.10 gives a general impression of the SF^ signal at different time delays. The reduction is 
maximal at ~600 fs(black line), while the light grey spectrum corresponds to no pump.
Dependence on coverage
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Figure 6.11: C-H SF spectra for different coverages of pyridine on Cu(l 10) at 100 K.
Figure 6.11 shows SF/j spectra taken for those coverages, where the pump effect is studied. In the 
multilayer, two peaks are observed and the spectrum shown has been acquired for 3 times longer than 
the other spectra. The 1 ML spectrum has the most intense peak, indicating a well-ordered layer [227] 
even though the peak shape is clearly Gaussian and not Lorentzian. For a 20% lower coverage, the 
C-H peak is less intense and shifted to higher frequency, in accordance with the results presented in
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the previous section (see sec. 5.3). The pump-probe results for these layers are shown in figure 6.12.
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Figure 6.12: 532 nm-pump- C-H SF-probe as a function of Pyridine coverage on Cu(l 10) at 100 K.
The multilayer transient corresponds to the 3048 cm-1 peak from figure 6.11. The 3014 cm-1 peak is 
analysed separately. A fast transient is observed for all the coverages; the maximum effect is observed 
for the 1 ML transient, where the C-H stretch SF signal is reduced by half (see figure 6.10). At 0.8 
ML, a reduced effect is observed. The slow transients are observed for all coverages and last for more 
than 10 ps. The largest effect at long delays is observed for 1 ML followed by 0.8 ML and the multilayer.
The work function for these layers is different, and in general is lower than the pump photon energy. 
Multilayer and 0.8 ML transients have similar work function but show different effects, especially at 
long time delays.
As mentioned earlier, in none of these experiments do we find any significant changes in peak fre­
quency or linewidth. An exception to this observation is the second C-H peak at 3014 cm-1 in the 
multilayer which is presumably due to mode (b) shown in figure 5.3. In this mode the 4-hydrogen 
moves out of phase with the other hydrogens. Alternatively, this peak stems purely from pyridine in 
the multilayer, but since the main C-H mode of the adsorbate is shifted down in frequency from the gas 
phase, we would expect pyridine in the second layer to have a higher frequency than in the first layer. 
This peak shows an upward frequency shift of ~ 3.5 cm-1 and clear peak broadening. The observed 
transient has a similar shape to the CO frequency transients discussed in the previous section (overlaid
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Figure 6.13: Frequency blue-shift observed for 3048 cm-1 C-H peak of the pyridine multilayer coverage (left 
bottom axis) in comparison to the CO red-shift (right bottom axis) for similar 2.33 eV fluence pump on Cu(l 10) 
at 100 K. Top left: FWHM of the C-H transient.
in figure 6.13).
We are not able to determine determine re and ti for this peak though, since we could not change 
our base temperature over a wide enough range to obtain the necessary static input data. Comparison to 
the CO transients however permits to make the qualitative statement that this peak couples more weakly 
to the lattice than CO, which could be related to its origin in the multilayer rather than the monolayer. 
The most unusual fact is that the frequency shifts to the blue, unlike all reported transients of CO or 
NO. This could be related to a weakening of the pyridine (multilayer) to pyridine (monolayer) band and 
indicate the molecules frustrated attempt to desorb.
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This briefly sum up this section: we see a fast response for various coverages though its magnitude 
is strongly coverage dependent. A slow response is also seen for all coverages with a magnitude that 
depends differently on coverage than the fast response. The main C-H vibrational mode shows no 
significant changes in frequency or linewidth. A second mode becomes visible in the multilayer, which 
possesses clear frequency and linewidth transients.
Dependence on pump wavelength
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Figure 6.14: 800 nm pump- C-H -SF-probe as a function of pyridine coverage on Cu(110) at 100 K.
Studying the pump wavelength dependence can decide whether the observed effects are due to hot 
electrons or electronic transitions. If hot electrons are involved, then for similar pump fluence, ie. simi­
lar temperatures reached, one expects to see similar effects. On the other hand, if an electronic transition 
is involved, then the effect depends strongly on the photon energy.
Figure 6.14 shows the C-H vibrational intensity for different coverages recorded with a near-IR 
pump energy of 1.55 eV (800 nm). The absorbed fluence was similar to figure 6.12. In this case the 
multilayer was not studied. As in the previous section, lower coverage in the monolayer means less 
effect, however, for this pump wavelength the fast transients are nearly invisible. This photon energy is 
lower than or at most equal to the work function of the three coverages.
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Dependence on pump polarisation
We varied the polarisation of the green pump pulse for a 1 ML pyridine layer on Cu(l 10) at 100 K, 
as shown in figure 6.15 we chose p-polarisation, s-polarisation and polarisation aligned with the [110] 
direction. The polarisation was rotated before the final turning mirror into the vacuum chamber. At the 
given incidence angle of ~60° off the surface normal and using the bulk refractive index values for cop­
per [289] ~23% for s-polarised light is absorbed versus ~52% of p-polarised light. If the polarisation 
plane is along the [110] direction, then given the orientation of our crystal (figure 4.1) we have a mixture 
of ~25% p-polarisation and ~75% s-polarisation and ~30% of the incoming beam should be absorbed.
Figure 6.15 very clearly shows that the depth of our transients does not scale with absorbance 
fluence even though the fluence dependence (previous section) is linear!
2.3 eV pump 
t=1.55 eV
• p-pol Abs~52 %
• s-pol Abs~23 %
O [110] Abs~30 %
10 20 3
pump-probe delay / ps
Figure 6.15: Dependence of transients on pump polarisation. Incoming pulse energy is fixed, polarisation is 
varied, leading to the absorbances indicated in the figure. 2.33 eV pump on 1 ML/Cu(l 10).
Adsorbate orientation
One of our initial theories for the cause of the C-H intensity reduction was a tilting of the molecular 
plane against the surface normal. This would reduce the IR transition dipole as well as the Raman 
component of the SF process and lead to a reduced signal. A tilt should become visible if the ssp polar­
isation component is chosen [290].
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An unpumped pyridine SFG spectrum shows no signal for ssp, neither do spectra recorded at 0 ps 
and 10 ps delay, therefore the signal reduction cannot be explained by dynamic tilting of the molecule
6.4 Discussion
At first glance the resonant and nonresonant transients had a similar character to those reported for 
adsorbed CO or NO, where the two timescales stem from coupling to a hot electron bath, followed by 
coupling to a hot lattice. A closer inspection however reveals that the standard model does not explain 
these transients.
Before entering into the detailed discussion we will summarise briefly our final explanation to act 
as a guide: A green pump photon creates a negatively charged pyridine with a relatively long but 
coverage-dependent lifetime. A particular polarisation is required for excitation. In the excited state, 
we no longer have (electronic) resonant enhancement of the SFG process thereby reducing both reso­
nant and nonresonant signals. Upon deexcitation, the pyridine layer disorders and due to the low base 
temperature the disorder can survive for tens of picoseconds. Disordering is suppressed in the first 
layer if a multilayer covers it due to steric hindrance. A near-IR pump pulse can just about excite some 
electrons into the negative ion resonance, leading to much reduced disorder.
6.4.1 Coupling to hot electrons and hot lattice?
The CO transients presented in section 6.1 were recorded for a similar fluence as that used in figure 6.6. 
At long delay times we could cross-check the TTM calculation by converting the measured frequency 
shift into a lattice temperature. The result is a ATfat of about 30 K at 10 ps delay and no more than 100 
K at the highest fluence. There is no change in static pyridine SFG spectra between 100 K and 200 K 
base temperature, making a transient temperature increase an unlikely source for the transients. More­
over, as shown in figure 6.12, we recorded similar spectra for slightly lower pyridine coverages and 
with some pyridine in the 2nd layer and found that the transient shapes were strongly coverage depen­
dent, which again points against temperature. In addition, the nonresonant background is only reduced 
when pyridine is present on the surface. For a bare copper surface, pumping by 2.33 eV photons merely 
distorts the shape of the nonresonant spectrum but does not reduce it, excluding temperature-dependent 
susceptibility or Fresnel coefficients as a source.
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We have recorded the fluence dependence of the C-H stretching feature and the nonresonant back­
ground at fixed delay times of 0 ps and 10 ps and find them to increase linearly with fluence. The 
slope of the C-H intensity with fluence 10 ps is 60% of the slope at 0 ps. The lattice temperature rise 
at 10 ps is only of the order of 1-2% of the electron temperature increase at 0 ps, making coupling to 
hot electrons and lattice in a similar fashion to CO unlikely. Strong coupling to hot electrons, as the 
timescale of the transients might suggest, would be seen in such a plot as a nonlinear dependence of the 
0 ps data on fluence [65], The limited fluence range investigated however would not necessarily result 
in a pronounced nonlinear dependence, therefore we cannot completely exclude hot electrons as source 
for the transient.
6.4.2 Spectrum of excited electrons
In order to explain the recorded transients, we consider over which energy range a green pump pulse 
produces excited electrons (similar to chapter 3). A calculation by Gernier et al [142], integrating over 
the whole SBZ for Cu(001), shows that a 579 nm pump pulse only efficiently generates hot electrons 
up to 0.5 eV above the Fermi level. These electrons originate in the Cu d-band. Much smaller numbers 
of hot electrons from excitation from the sp-band are generated up to 2.33 eV above Ej?. The ratio of 
occupied states at the Fermi level to those at 2.33 eY below Ej? is 0.01 ( an approximate value from 
UPS figure 6.16).
The work function of the pyridine covered Cu(l 10) surface is extremely low with 1.46 eV, therefore, 
a green pump pulse also produces a significant number of photoelectrons with kinetic energies up to 
0.78 eV. For the lower coverage investigated, the kinetic energy is 0.44 eV, for the multilayer coverage 
0.66 eV. These photoelectrons are generated at a range of energies where the unoccupied pyridine tt* 
states have been found. Yates’ group saw a broad excited electronic state by STS for lower coverage 
pyridine/Cu(110) centred around 2.3 eV [221]. Zhong et al [254] detected tt* states for 2 ML pyri- 
dine/Cu(lll) at at 0.6 and 1.2 eV above the vacuum level (2.1 and 3.1 eV relative to Ep) and abroad, 
tU-related state for submonolayer pyridine at 1.5 eV above E^.
In the following we will discuss a number of possible scenarios to explain the observed transients.
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Figure 6.16: UPS spectra for pyridine (submonolayer coverage) and bare Cu(110) at 135 K. The STS-detected 
excited state is indicated.
6.4.3 Effect of photoelectrons
One possible cause of the transients are the photoelectrons we excite. We propose here that a fraction of 
these photoelectrons do not leave the surface but are captured within the pyridine layer with a lifetime 
of around 400 fs. This strongly reduces the nonresonant background because these electrons transiently 
increase the work function of the surface. For a mechanism, we can either think of the photoelectron 
and its image charge forming a dipole that opposes the one induced by pyridine. Alternatively, if the 
electron resides in the pyridine tt* orbital, the work function would be reduced because the excited state 
dipole of pyridine opposes the ground state one. In either case, there is a strong connection between the 
pump reducing the nonresonant SFG signal and the reduction of pump-IR DFG by pyridine adsorption.
The fluence dependence of the 0 ps nonresonant data is linear, that is we see a one-photon process 
(with the caveat of limited fluence range mentioned above). A one-photon process is consistent with 
both mechanisms - each extra captured photoelectron reduces the work function by a constant amount.
For the nonresonant data, we assume that photoelectrons are created during the interaction with 
the 150 fs long pump pulse. Each photoelectron generated remains in the layer with a certain lifetime,
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then relaxes back. Fitting the transient will yield the lifetime of the photoelectron in the pyridine 
adlayer. For a quantitative evaluation, we need to establish the relationship between the number of 
electrons excited and the nonresonant background. Unfortunately there is no simple relationship. The 
coverage-dependent work function has a shape similar to that of alkali adsorption, while the nonresonant 
background increases with the square of the number of adsorbates, similar to the resonant signal. The 
results of chapter 4 showed that the nonresonant background is likely enhanced through an electronic 
resonance, even though we could not clearly identify the origin. This means we have to expect a more 
complex relationship between XNR and (p than usually assumed in the literature [291]. We will use the 
indirect relationship between SFG and (p shown in figure 5.9 to estimate how many photoelectrons have 
been captured in the layer. For example, at 1 ML coverage, the nonresonant background in figure 6.6 
is reduced by the pump by 50%, then looking at the figure 5.9, this corresponds, a A</> of -2.3 eV to a 
coverage of 0.5 ML, i.e. we have inserted 0.5 ML of photoelectrons into the layer.
pump-probe delay / ps
Figure 6.17: Phenomenological description of nonresonant (left) and resonant (right) transients by double expo­
nential (solid lines). Data set from figure 6.6.
With an absorbed fluence of 45 J m-2 and 2.33 eV photons, we absorb 1.2 x 1016 photons cm-2, 
that is 30 photons per pyridine molecule (at 1 ML = 41011 cm-2 coverage). We captured 0.5 ML pho­
toelectrons, i.e. if each absorbed photon generates a photoelectron (maximum), then 1 in every sixty 
photoelectrons gets captured. This corresponds to a minimum cross section of 0.017/4 • 1014 cm~2=0.43 
A2.
If this model is correct for the nonresonant background, then the fast transient arises from an in-
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stantaneous onset (transfer of charge) with an exponential decay (lifetime of excited state) broadened 
in time by the laser pulse.
Such a model results in a lifetime of 400 fs for the excited state, as shown in figure 6.17. A more 
typical value for the lifetime of an electronically excited state at a metal surface would be a few fem­
toseconds at most, though it can reach tens of femtoseconds if the surface has an appropriate surface 
band gap (see [ 143,292]). While 400 fs would indeed be a long lifetime for a pyridine anion, a state that 
is related in character to an anion is a dipole-bound electron, an electron held by the dipolar field of the 
molecule. These states require a dipole moment of ~2.5 D to exist. Gas phase pyridine is 2.15 D dipole 
moment cannot bind an electron in this way, but the surface enhances the dipole moment to more than 
4 D and the close packing on the surface might mean that similar the gas phase, a cluster of molecules 
is needed to bind one electron [293, 294]. The excited state must require a certain polarisation of the 
exciting photon, otherwise the transients should scale with macroscopic absorbance.
We tried to compare the relative sequence of measured transients in figure 6.15 with the amount 
of polarisation projected along certain symmetry directions. The closest match is a projection along 
the [110] direction where 17%, 30% and 26% of incoming s-polarised, [llo]-polarised and p-polarised 
light is absorbed, respectively. This does not reflect the data entirely, but it should be noted that each 
polarisation requires optimisation of spatial overlap, which will also have an impact on the amount of 
reduction we see. At the moment we are not able to speculate any further on the nature of the excited 
state.
So far we have not addressed why this excitation would reduce the C-H stretch intensity as well. 
We have seen in chapter 4 that the nonresonant SFG is enhanced when our near-IR probe at 800 nm 
is mixed with IR light at 3200 nm, which also vibrationally excites the C-H stretch. If the SFG at this 
wavelength combination is resonant due to a transition involving an orbital of mixed metal-molecule 
character, then one would expect both resonant and nonresonant contributions to respond in the same 
way. This would explain why we observe such similar coverage dependencies for both resonant and 
nonresonant SF signals (see figure 5.6).
So, if the pump pulse shifts the resonance energy e.g. through excitation of a pyridine anion, which 
bonds differently to the copper surface [248] then both nonresonant and resonant transients should show
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the same response time.
This is indeed the case, only the resonant transient of figure 6.6 appeal’s broader in time because it 
is measured with a time resolution corresponding to the T2 time of the C-H stretch (~ 1 ps) whereas the 
nonresonant transient is measured with the time resolution of the IR probe pulse (~ 150 fs). We only 
detect changes in the intensity of the C-H stretch because removal of the SF resonance merely reduces
but does not influence the resonance otherwise. According to Wu et al. [207] who studied enhance­
ment of particular vibrational modes in SERS, the C-H stretch is not sensitive to the metal-adsorbate 
interaction. This interaction impacts more on the ring breathing mode and the ring asymmetric defor­
mation.
The C-H transient is reduced at lower coverages than 1 ML (figure 6.12) either because the excited 
state energy or the lifetime are coverage dependent. If we use 800 nm light as the pump source, figure 
6.16 shows we can only excite electrons into the tail of the resonance. Their lifetime could be much 
reduced because they are being generated below the vacuum level.
Let’s finally come to an explanation of the slow part of the transients: we suggest that this is due to 
electron-induced disordering as seen for benzoate on Cu(l 10) [295-298]. The dynamics of the benzoate 
disordering has been shown to be due to capture of electrons into relatively high-lying orbitals (7-8 eV 
above Ef). A suggested mechanism for disorder was the trapping of an electron into the phenyl ring, a 
sudden transition to a negative ion potential energy surface and escape of the electron into vacuum or 
the surface, leaving the ring vibrationally excited. The vibrational excitation relaxes in part by trans- 
ferring energy into a frustrated translational mode, which leads to disorder. The disordered state is not 
thermodynamically stable, since the phenyl ring-ring interaction strongly favors an ordered structure, so 
it gradually reverts back to the ordered state. If a similar process occurs in our case, then the reason we 
do not see the characteristic timescales of vibrational energy transfer in our transients (> 1 ps) lies in the 
detected mode. The C-H stretch frequency could simply be quite insensitive to vibrational excitation of 
the ring, since ring substitution in the 2 or 3 positions hardly shifts the frequency.
The disorder (C-H intensity) recovers with a timescale of 40 ps. This relatively fast recovery1 
indicates that the changes in the layer are not extensive. A possible disordering mechanism could be
Compared to the case of benzoate which requires minutes to re-order
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twisting of the ring rather than actual translation, as seen by ESDIAD with increasing coverage.
6.5 Conclusions
This chapter has shown what happens when you study a more complex molecule with pump-probe 
spectroscopy- you obtain highly complex results which need careful analysis in order to obtain a co­
herent picture of the dynamics. We repeat here our earlier summary: A green pump photon creates a 
negatively charged pyridine with a relatively long but coverage-dependent lifetime. A particular polar­
isation is required for excitation. In the excited state, we no longer have (electronic) resonant enhance­
ment of the SFG process thereby reducing both resonant and nonresonant signals. Upon deexcitation, 
the pyridine layer disorders and due to the low base temperature the disorder can survive for tens of 
picoseconds. Disordering is suppressed in the first layer if a multilayer covers it due to steric hindrance. 
A near-IR pump pulse can just about excite some electrons into the negative non resonance, leading to 
much reduced disorder.
Our explanation does not currently answer all questions. We do not know the precise nature of 
the excited state- is it an anion or is it is a dipole-bond electron? The long lifetime indicates it is an 
adsorbate-localised state that only weakly couples to the copper electrons but our particular copper sur­
face does not have a band gap that extends across the whole SBZ, so this is unexpected.
We are collaborating with theorists in order to learn more about the system, but at the time of writing 
DFT cannot reproduce the measured work function change or simulate a negatively charged adsorbed 
pyridine. These results therefore present a challenge to theorists! Further studies, especially of lower 
frequency modes, like the pyridine ring breathing one, would be highly desirable.
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Surface Enhanced Photochemistry
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Chapter
Plasmons and photochemistry
One of the challenges of photochemistry in the last few year's, is its use for cleaning ah' and water, as 
well as energy production. For the scope of this thesis, photochemistry on metal surfaces offers new 
pathways, as it is mainly dependent on the substrate optical properties rather than the adsorbate ones, 
which tends to shift photoreactivity to lower energies due to the adsorbate-metal bonding. In thinking 
about how to enhance the photochemistry, the plasmon comes onto the scene as a possibility to enhance 
the photochemistry yield by tire absorption of light and consequently, creation of more electron hole 
pairs, which play a central role in a photochemical reaction.
For now let’s simply think about a plasmon as a collective excitation of the metal free (conduction) 
electrons. Surface plasmons will be introduced properly in the next section.
The conditions for a plasmon resonance depend on the optical properties of a metal. These are often 
described with the help of the frequency-dependent dielectric constant
e(w) = ei + ie2 ,
If ei is positive and real, then electromagnetic waves propagate within the metal without damping, if ei 
is negative, waves are totally reflected. The imaginary part (62) of e describes damping effects.
For a free electron gas in the UV to near-IR region, the variation of e with frequency was first ex­
plained by Drude. The real part has low values for high energies, becoming more negative towards the 
IR which explains the high reflectivity of the metal in this region.
The imaginary part of e(co) reflects the presence of intra- and interband transitions. Figure 7.1 shows
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Figure 7.1: Dielectric constants of various metal
the real and imaginary part of e for various metals. The onset of interband transitions can be seen by 
the step-like behavior of Im[e(u;)] for the noble metals.
The real part of determines the resonance condition for a plasmon, for example for metallic 
spheres in air the resonant condition is:
Re[e(up)] = -2 , (7.1)
For noble metals this condition is fulfilled in the visible region. The plasmon resonance will be particu­
larly strong if at ujp the imaginary part is quite small. Looking at figure 7.1, this is the reason why silver 
can support strong plasmons resonances: Re[e(u;)]=-2 and lm[e(u;)]«0.
For Au and Cu, the resonant condition is fulfilled at 490 nm and 366 nm, when the imaginary parts 
are 4.10 and 5.3, respectively. As Im[e(u;)] has larger values, the nanoparticle resonance shifts away 
from the Re[e(u;)]=-2 and now occurs around 520 nm (Au) and 580 nm (Cu). The plasmon resonance 
condition is strongly affected by the size and shape of the object it is excited in and has been shown to 
be tunable right across the visible to near-IR range in silver nanoparticles arrays.
We originally chose copper as a substrate to study plasmon-enhanced photochemistry on for sev­
eral reasons. Firstly, it permits plasmon excitation in the visible (yellow-orange) region of the spectrum. 
Secondly, it is chemically more active than Ag and Au and thirdly, the relative abundance of copper on
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earth is 100 (1000) times higher than Ag(Au) making it comparatively cheap.
In this chapter, we explore the field enhancement obtainable from sub-wavelength surface structures 
of Ag and Cu with the help of finite-element modeling. Since field enhancement of the electric field 
shows the plasmon resonance condition, the average field on tire surface is calculated for our Cu crystal 
for a range of possible nanostructures created by ion-sputtering, as an example of a UHV compatible 
patterning technique [46-49].
Finally, this study provides insights into the plasmon enhanced photochemistry of adsorbates, dis­
cussing a possible tuneability either by shifting the plasmon resonance via modifying the shape and 
size of the nanostructure, or by substituting different functional groups on the molecule, which shifts 
the LUMO and HOMO levels with respect to the metal [28], opening new reaction pathways.
7.1 Surface versus localised plasmon polaritons
In this section, a brief description of the theory of surface plasmons is presented in order to understand 
how plasmon excitation is related to the field of enhanced photochemistry.
The dielectric response of a metal is mainly governed by its free electron plasma, first modeled by 
Drude in 1900 [299]. According to this theory, the frequency dependent dielectric constant e(co) can be 
written as
e(uj) — 1 — UJl
4- i'j)5
(7.2)
where ujp is the plasma frequency (typically ~ 10 eV), 7 is the absorption, and to the frequency of the 
incident wave. The most important application of this relation is to describe the propagation of electro­
magnetic radiation in a metal. For frequencies smaller than the plasma frequency, the real pari of e is 
negative and this condition allows a propagation of surface electromagnetic modes called surface plas­
mon polaritons (SPP) [300]. These EM modes propagate along the interface, and can be described as a 
surface charge oscillation, where the energy is trapped on the interface. The SPPs owe their existence to 
the interface and consequently, this excitation can be detected by a minimum in the reflectivity. SPPs are 
a transverse magnetic (TM) solution of Maxwell’s equations for a dielectric ei-metal €2 (w)-interface, 
as well as assuming that the electric charge density appearing in Maxwell’s equations vanishes both
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inside and outside the metal [300]. The electromagnetic fields of these modes are given by:
Ex = Ex2ei{kx2x)e-k*2Z (7.3)
Ez = Ez2ei{kx2x)e~kz2Z
Hy = Hy2e^kx2x)e-kx2Z
The dispersion of these modes can be obtained from the appropriate boundary conditions (see ap­
pendix D for a detailed description), yielding:
<*> / €ie2M 
c Y e2{u) 4- ei (7.4)
One wants to examine in detail the dispersion relation in figure 7.2, which links the frequency u; to 
the tangential wavevector kx, to realise that surface modes exist for all frequencies at a dielectric-metal 
interface, and that these modes are associated with the surface charge wave density, created by the 
discontinuity of the normal vector of the electric field. However, only the evanescent and propagating 
modes will correspond to actual SPPs.
Dielectric
Metal
Brewster modes
SPPs
Propagating SPPs•«,< Re(c) < 0
Wave vector cRe(k)/o>p
Figure 7.2: On the left, SPPs as a surface charge wave propagating along the interface, from reference [301]. On 
the right, SPP dispersion relation for the surface modes of an Air/Ag interface. The plot is shown in terms of 
dimensionless quantities and ■ The area covered by the dispersion relations of the incident photons is
shown as a patterned area. It corresponds to kx < ko-
The difficulty in the interpretation of this graph comes from the ambiguity of the change of sign of 
the complex dielectric constant of the metal for the different frequencies. Let me explain figure 7.2 for 
the different frequency regions:
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• for higher frequencies, 62 (w) > 0 and the metal behaves as a dielectric, in other words, metals 
are transparent in the UV region. SPPs in this region are called Brewster’s modes.
• if -ei < Re[e2 (oj)] < 0, allowed frequencies are just below ojp, and kpiasmon is purely imaginary. 
This region is represented by the yellow shadow in figure 7.2. That means there is no propagation 
along x, and the energy from this evanescent surface wave is dissipated into a radiative mode. To 
excite this mode one needs kx. « 0, however, the resonance condition is broadened, as is shown 
by the height of the yellow shadow. These are localised SPPs.
• finally, if Re[62 (oj)] < -ei the wave propagates along the interface (x) and is evanescent along 
the normal to the surface (z). These are non-radiative modes, so-called propagating SPPs. The 
energy is trapped within the interface, as depicted on the left of the figure 7.2.
Now, how do we excite the plasmons by a incident wave? Looking at the hatched area of the figure 
7.2, which corresponds to the light cone k0=a;/c, we see that the SPPs momentum is always higher than 
the light momentum. Consequently, the light needs extra momentum to excite the SPP. This can be 
obtained by different configurations. One of the most common light-plasmon couplers is total internal 
reflection (TIR). This optical device has been studied since 1968 [302, 303], indeed, plasmon-enhanced 
photodesorption by UV-light was studied in TIR configuration [304, 305]. Another method to couple 
light into a SPP is to pattern the metal surface with a shallow grating of grooves or holes as diffraction 
off the grating imparts additional momentum to the light wavevector. This plasmon resonance has been 
studied to optimize grating parameters in order to control this propagating mode [26, 306, 307]. SPPs 
can propagate on corrugated metal surfaces as well [308], where enhanced photochemistry has also been 
reported [56,127, 309,310]. SPP modes are frequently just called surface plasmons in the literature and 
there is much confusion on the precise nature of the mode described. So let me now introduce another 
member of the plasmon family properly: the localised surface plasmon polariton (LSPP). When the 
size of the metallic feature is comparable to the wavelength of the light, the planar approach described 
before (see appendix D) fails. Like a particle-in-a-box the solutions are photon modes highly localised 
inside the cavity. Mie in 1908 already solved the problem of light interaction with metallic nanospheres 
[311], considering the quasistatic approximation and solving Laplace’s equation, whose solutions are 
spherical harmonics. The radial solutions are of the form r* and r*+1, and, for example, for 1=1 the field 
in x direction outside the sphere is:
Eout (7.5)
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where a is the polarizability and u; are the unit vectors (i—x,y,z). Notice the first term is the applied 
electric field, and the second is the induced dipole field resulting from the polarisation of the conduction 
electrons. This mode is radiative, and therefore one can obtain the dipolar polarizability induced in the 
metal nanosphere. In general, the polarisability of a nanoellipsoid can be described as follows [37, 312- 
314]:
( \ - Vp 62 ~ €l
47T ei + L(e2(u;) - ei) ’
(7.6)
where Vp is the volume of the ellipsoid, and L is the geometric factor [37, 315]. From equation 7.6, 
there is a resonant condition when the denominator tends to 0, which corresponds to the LSPP mode 
and, therefore, depends on the metal properties e2 (u), the surrounding medium ei and the size of the 
ellipsoid. The size and the shape will play an important role in the resonance frequency and the field 
enhancement (which is proportional to polarisability). For nanospheres with a radius smaller than 10 
nm, the resonance condition is Re[e2 (u;)]=-2ei; these come back to the discussion presented in the 
introduction about the relation of the plasmon excitation with the negativity of Re[e2 (a;)] (see figure 
7.1 to see the different resonant frequencies for the noble metals). For larger particles, the quasistatic 
approximation must be corrected due to the retardation effects of the field inside the nanoparticle, which 
is called the modified long wavelength approximation (MLWA) , where the polarisation is described as
[312,316,317]:
oc(u) — a(cu) 1 - ^ ka{u) (7.7)
As the distribution of charge is not homogeneous anymore, secondary radiation effects from the higher 
order multipoles become more important. The k2 term accounts for the depolarization of the radiation 
across the particle surface due to the finite ratio of the particle wavelength to the size d (major axis). This 
term redshifts the frequency as the particle size increases. The k3 term describes the radiative damping, 
which broadens the LSPP resonance. For the scope of this thesis, we are interested in how many 
more electron-hole (e-h) pairs will be generated when more light is absorbed by LSPPs [318]. For this 
purpose, we need to calculate the absorption cross section <ja6s, which is given as the difference between 
extinction and scattering cross sections (crext, <7sca). The relationship between the cross sections and 
the polarisability is as follows:
<7abs(u) = <7ext(u) ~ (?sca(u) (7.8)
These equations have been used to describe the field enhancement for different nanoparticle or rough 
surfaces as well as the huge cross section obtained in surface-enhanced Raman spectroscopy (SERS) 
[13, 314, 316]. We will use these equations later to discuss enhancement of photochemical cross sec­
tions.
7.2 Motivation: surface plasmon enhanced photochemistry on nano- 
structured surfaces
Surfaces can be described as the playground of the molecules, offering the molecules a lower energetic 
pathway to react. The presence of a metal surface opens up a rich range of electronic excitation and 
relaxation mechanism for the adsorbate when interacting with light. This process induced by the attach­
ment of a photoexcited substrate carrier to the adsorbate is called substrate induced photochemistry 
[319], Different responses arise from the interaction of fight with the metal-adsorbate system such 
as photodesorption, diffusion or photodissociation. A wide range of examples are found in the liter­
ature; especially NO photochemistry is extensively studied either on metal or semiconductor surfaces 
[29, 57, 130, 319-321]. Figure 7.3 describes a schematic representation of the energy levels of the 
metal adsorbate system and the plasmon enhanced photochemistry. When the metal absorbs a photon, 
e-h pairs are generated, and the electron (or hole) tunnels through the barrier to the unoccupied state (or 
to the occupied state), producing the photochemistry. The photochemical yield depends on Tilo, the posi­
tion and width of the adsorbate resonances and the density of states of the metal. The lowest unoccupied 
molecular orbital (LUMO) and the highest occupied molecular orbitals (HOMO) of the adsorbate are 
also influenced by the bonding to the metal [28], and the energy difference between Ep and HOMO 
or LUMO often allows visible photochemical processes to occur. Plasmon excitation is believed to 
enhance the creation of e-h pairs, enhancing the photochemistry [35, 127, 310]. This coupling between 
fight, plasmons, and (e-h)-pairs has been investigated in detail for adsorbates [30,56, 309,310,322]. On 
a flat surface, the photodesorption yield follows the trend of the absorption of fight on Ag (grey squares 
in figure 7.4). Meanwhile, this rate changes if the molecule is adsorbed on a rough surface (blue circles), 
where at ~350 nm an enhancement is observed. This wavelength matches with a nanoparticle LSPP 
excitation, in particles <50 nm. Despite great experimental and theoretical development in the last 10 
years in the area of nanofabrication of plasmonic surfaces [34], or SERS [37, 241], plasmon-enhanced 
photochemistry has not been fully developed. Part of the problem is that nanostracturing the surface 
to allow for light-plasmon coupling creates new adsorption sites on the metal substrate, which can also 
induce photodesorption [30, 323].
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Figure 7.3: Energy levels of the metal-adsorbate system and two possible channels to enhance the photochemistry 
by plasmon excitation: the excited plasmon decays into an electron-hole pair (1), where the electron can tunnel 
into the LUMO, or the hole (2) tunnels into the HOMO.
In order to gauge whether higher field enhancements translate into more e-h pairs, on the right hand 
side of figure 7.4 we compare the extinction and scattering cross sections for a metal nanodisk of diam­
eter 200 nm and 100 nm height, according to the calculations described in the previous section 7.8. The 
extinction cross section aext describes all decay processes when the light couples into the LSPP; the 
scattering cross section ascatt is the part of total cross section which is not active for photochemistry, 
as it shows radiative LSPP decay. Finally, the absorbance cross section aabs shows the spectral region 
active for photochemistry. One observes that Ag plasmons decay mostly through scattering, whereas in 
the Cu nanodisk, more light is absorbed and e-h pairs are created over a wider wavelength range.
Whether this plasmon decays into electron hole pairs or by radiation will depend on the ma­
terial and the size [35, 324, 325]. We will conclude by discussing tuneability of plasmon enhanced 
photochemistry and the interplay between material and adsorbate properties.
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Figure 7.4: On the left, from Kidd et al. [30], comparison of the OCS photodesorption yield on flat (grey squares) 
and roughened (blue circles) Ag( 111). On the right, the comparison of the cross sections of Cu and Ag nanodisks 
(d=200nm, h=100nm). Solid lines are for Cu, dotted lines are for Ag.
This has been discussed in detail by Langhammer et al. [35, 318, 326, 327] who conclude that 
transition metals like Pd might be more suitable substrates for plasmon-enhanced photochemistry, be­
cause their LSPPs decay into e-h pairs more efficiently and over a wider energy range than for Ag. In 
the following we will discuss Ar+ sputtering as a method for surface nanostructuring and calculate the 
achievable electric field enhancement on Ag and Cu, since a high field enhancement is an indicator of 
plasmon excitation.
7.3 Plasmon substrates created by sputtering
Roughened surfaces induced by ion sputtering allow plasmon excitation [308]. This technique has been 
studied in detail [40-44] as an "easy" tool to design nanopattems on metal and semiconductor surfaces. 
Advantages of the method are the capability to design periodic structures, such a pits or pyramidal-like 
features, on metal surfaces over larger areas. Furthermore, every UHV chamber is provided with an 
ion gun as part of the cleaning procedure of the crystal. Valbusa and coworkers [46-49] character­
ized structures formed on Cu(l 10) by ion sputtering as a function of incident angle, time and substrate 
temperature. At lower temperatures, periodic ripple structures can be formed. Moreover, the ripple 
orientation and periodicity can be varied depending on the crystal axis orientation and the sputtering 
time, respectively. At higher temperatures, random sized structures are observed (see figure 7.5). These
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investigations show how Cu(l 10) is a potential candidate to study the role of plasmon excitation in pho­
tochemistry by tuning the surface structure. In figure 7.5 STM images of the surface patterned by ion
Cu(110)
180K 0=45° 0=70°
Figure 7.5: Image size 400 x 400 nm2 for 0>), (c), (d), (e), (h), (g), while for (f) the size is 800 x 800 nm2. 
STM images of sputter-patterened Cu(l 10) surfaces at normal incidence for different temperatures. The inset (a) 
shows the experimental geometry, (x, y, h) represents the laboratory frame, h is the normal to the flat surface, 
while ion trajectories are assumed to lie in the x-h plane. Rippled surfaces (g),(h) after ion sputtering at T =180 K 
for 0 = 45° and azimuthal angle S = 45°. The white arrow indicates the ion beam direction [48]. At the bottom 
right, 3D Ag(l 10) image, 400 x 400 nm2, after sputtering at normal incidence at 320 K [328].
sputtering are presented. From b) to f), different substrate temperatures at normal incidence of the ion 
beam produce a wide range of features. On the right, ripple structure after ion sputtering at 180 K for 
0 = 45° and azimuthal angle 6 — 45° (see the inset 7.5 a for axis and angle definition). On the bottom 
right, a misleading STM picture of Ag(l 10) after sputtering at 400 K and normal incidence, where the 
lateral scale is 400 nm x 400 nm and the normal direction is only tens of A.
Having been misled such, we tried recipes available in the literature to sputter pattern our Cu(l 10) 
surface and see the effect on NO and pyridine photochemistry. Failing to obtain enhanced photochem-
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istry, we collaborated with Dr. N. Kalashnyk and Dr. G. Costantini to record STM pictures under our 
conditions (45° and 300 K). Figure 7.6 shows the results: not many ripples are observed and the height
Figure 7.6: Sputtered surface at 45° of incidence. The red arrow shows the in-plane projection of sputtering 
direction. Figure courtesy of Kalashnyk and Costantini.
profile is less than 2 A. The height of the feature created and its aspect ratio is an important parameter 
for plasmon excitation. If the feature is too smooth, e.g. fifty times wider than tall; the EM field will be 
constant over the surface, and no an extra momentum will be transfered, therefore not allowing excita­
tion. Sizable field enhancement is possible for larger aspect ratios and the calculations and results are 
presented in the following sections.
7.4 Modeling sputtered surfaces by finite element methods
Copper shows less strong LSPP excitation due to interband transitions lying above 2 eV. On Ag these 
occur in the near UV, allowing a tremendous plasmon excitation just at the edge between the UV and 
visible spectra. This explains one of the reasons why Ag and Au are thoroughly modeled and studied for 
SERS [238, 329, 330] and heterogeneous photochemistry [127, 331-333]. However, Cu has not been 
exploited yet, although it is chemically more active than the rest of the noble metals. In this section
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therefore we model LSPPs on Cu nanopattemed surfaces.
7.4.1 Finite element method
To calculate the electric field enhancement factor (EF) of the interface, we use the commercial soft­
ware COMSOL© Multiphysics 3.5a to numerically solve the Maxwell’s equations. The finite element 
method (FEM) relies on a discretization (meshing) of the volume of study, finding approximate solu­
tions to the partial differential equations (PDE) in such a subdomain with specific boundary conditions 
[334]. The size and shape of the mesh play an important role in obtaining a satisfactory solution to the 
geometry of study. In our case, a predefined extremely fine mesh with triangular shape and a maximum 
size element of 5 nm was used. One of most important aspects of the model is to add special boundary 
conditions at the bounding box edges, i.e. perfectly matched layers (PML). This truncation allows the 
solutions to converge, making the volume finite as well as avoiding field reflection on the outer bound­
aries.
We have tried two different approaches: the first one is a 2D simulation of the roughness created by 
Ar4" sputtering on Cu(110) [46-49], see figure 7.7. The second approach consists also of a 2D model, 
but with axial symmetry to effectively make it 3D. In this latter case, the model represents the unit cell 
of a periodic structure or a nanobump on a metal substrate, but will not take into account the coupling 
between nanostructure features. The model can be applied to metal droplets created by nanosecond 
laser pulse heating [335]. As far as most of the literature is concerned, the UV-vis absorbance spectrum 
of nanoparticles of different shapes or sizes on a glass substrate are calculated either by the MLWA, 
described earlier, or by the discrete dipole approximation (DDA) [312, 336, 336, 337] which I will 
discuss in section 7.5.6. In contrast to these studies, our purpose is to create a more realistic model, 
where we take into account the effect of the substrate or precise shape of the nanofeature.
7.4.2 Basic equations and the modeling box
In this section, the basic equations applied to our 3D model, meaning 2D with axial symmetry, are 
presented. Firstly, Maxwell’s equations describe the interaction of the interface with the light, and the 
high electron density of a metal justifies the classical approach. Secondly, for shapes and sizes of the 
order of the incident wavelength, there is no analytical solution, therefore numerical approaches are 
needed such as the Finite Element Method (FEM). In our model, a Transverse Magnetic (TM) wave 
oscillating harmonically in time is considered, which assumes no changes in the field normal to the
128
z MB
PML
AS
Hr
Dielectric
SBC
Metal C r ■>
Substrate
En
CN
CO
 C
PML
MB
' r
Figure 7.7: Model box for the 3D approach (2D model with axial symmetry). Labels: MB=Matched boundary, 
PML=Perfectly Matched Layers, SBC=Scattering Boundary condition, AS=Axial Symmetry, Ho=incident field.
plane. In other words, the magnetic field H perpendicular to the plane of incidence is constant. In 
axial symmetry, cylindrical harmonic waves describe the problem, with the azimuthal magnetic field 
2,f) and the electric field EriZ(r,z,t). The propagation of the electromagnetic (EM) field is 
described by the wave equation1, where EriZ(r, z, t) propagates within the plane of incidence (rz):
H(r, z, t) = H^r, z, £)u^ = ^(r, z)uyJetu;t , (7.9a)
E(r, z, t) = Er(r, z, t)ur + Ez(r, z, t)uz = (Er(r, z)ur + Ez(r, z)uz) e1*1 . (7.9b)
For the TM asymmetric mode, is computed by solving the vector wave equation for each element 
of the mesh:
V x x - kfieH
V x
0,
dH^
dz
Id, TT ,
Uv + ra;(rff'f)Uv
'obtained from the Maxwell equations
(7.10)
(7.11)
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In order to study the material properties across the visible range, the parametric solver repeats 
the simulation for each pair of desired frequency uj and index of refraction n. In section 7.2, the SPP 
and LSPP theory was explained using the dielectric constant e (uj). For our calculations, the index of 
refraction nc(uj) is the material properties input2 and n = y/e(u)(j,. The input values are an extrapola­
tion from Johnson and Christy’s measurements of noble metal thin films [338]. The nc(uj) data can be 
downloaded from nanohub.org [339].
The boundary conditions (BC), labeled in figure 7.7, constrain the linear system of equations. 
There are two types of BC listed below; internal BC, affecting both sides of the subdomain, and external 
ones:
Continuity (C): This boundary condition (7.12) means surface currents are not present. Solving for 
axial symmetry, as is continuous, this second condition is automatically fulfilled, n repre­
sents the unit vector perpendicular to the interface pointing from medium 2 into medium 1. The 
continuity is assigned on the boundary between the dielectric and the metal, as well as the top 
and bottom limits of these media:
n x (Ei - E2) = 0 , (7.12a)
it x (Hx — H2) = 0 . (7.12b)
Magnetic Field (Ho): An internal BC (eq. 7.13) specifying a magnetic field Hq at the border with 
user-defined initial value of the field. Consequently, the waves propagate from the top of the box 
down towards the interface, impinging at normal incidence:
n x H = n x Hq . (7.13)
Matched Boundary (MB): The aim of this external boundary is to absorb the field.
uv • n x (V x HyUp) - iftHp = -ZipHo^ ,
P — ujy/JIe , (7.14a)
where p is the wave propagation constant. In our model, we compared MB and SBC (next item), 
electing the former as a more stable solution for propagating the field along z.
2Xhe software uses nc=n-ik instead of the more usual nc-n+ik definition.
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Scattering Boundary condition (SBC): An open boundary (7.15), used to make the boundary trans­
parent to the in-plane incident cylindrical wave Eq traveling in k direction, as well as the scattered 
field Esc- This condition absorbs You need to define along which cylinder axis the waves 
are cylindrical, by specifying one point on the cylinder axis and the axis direction. For our case, 
looking at figure 7.7, the point defined is the origin of the axial axis z and the direction is r:
zfc(ur-r)
E = Esc——-----b jK0e~^(k‘r) . (7.15)
Axial Symmetry(AS): requires axial symmetry along the z axis.
#*> = 0 . (7.16)
The different domains of the box in figure 7.7 are described in the next part.
Perfectly Matched Layers (PML): Additional domains, at the bottom and top of the box which ab­
sorbs the incident radiation without producing reflections. PML simulates an infinite domain 
where any wave can propagate and disappear, without being reflected back.
Dielectric. In this region, the index of refraction of air or water is used n=l and nwater =1.33). Notice 
n G M.
Metal. The metal complex index of refraction nc (gj) is loaded into the program, to repeat the sim­
ulation with nc (tu) = n — ik for each uj value. In order to analyse and normalise the results, 
this region is first set to the same index of refraction as in the dielectric region. This allows to 
calculate the incident field Eq on the exterior of the nanobump. The calculation is then repeated 
now with nc (uj).
Substrate. This domain is split from the metallic nanobump, offering the possibility of investigating 
different types of underlying surface. In this thesis, a metallic substrate, with complex nc, and a 
dielectric one corresponding to fused silica ((FS) hfs =1.46) are investigated.
The data analysis consists of the calculation of the enhancement factor (EF), otherwise called field 
enhancement. EF is the ratio of the intensity of the electric field E across the surface over the intensity 
of the incident field Eq (7.9b), This is the near-field region experienced by the adsorbate. Notice that the 
analysed value is the magnitude of E. The incident field is obtained by integration over the surface of the 
bump, with the index of refraction of the isolated bump set to the dielectric medium. This is followed 
by a post-calculation with n set to the metal constant, to finally obtain Enorm including the effect of the
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nanobump. In COMSOL©, the Postprocessing Data tool allows to integrate Enorm over every 
subdomain, in this case a quarter of the circumference. In the 2D axial geometry, it is noteworthy that 
the surface integral is computed over such a boundary. The field enhancement factor is therefore:
(7.17)
A radiative LSPP will show up as a resonance in the spectra.
In order to test the validity of the proposed model, the 3D model is converted into a metallic 
nanoparticle for comparison with Mie’s theory. In addition, the pure 2D model is used for compari­
son with other already modeled geometries [340]. The 2D and 3D validation is presented in the next 
section. We have so far only introduced the near field calculation (eq. (7.17)), nevertheless, to study 
the scattering cross section of a metallic nanoparticle, the far-field Efar is the quantity needed since the 
intensity of the far-field is the quantity measured by UV-vis absorption. In the case of axisymmetric 
modeling, far-field postprocessing is set a priori on the boundary settings dialog 
box. The RF module computes the Stratton-Chu formula, where the near field is used to calculate the 
E/ar [341-343]:
s
In equation (7.18), the far field E/ar is evaluated in the direction of ur at the position p, as well as being 
defined as an spherical wave, where p is defined in infinity with a well-defined angular position (0, p). 
On the surface 5, the integral of the fields Es and Hs is estimated, where n is the outward normal vector 
to S, k the wave number and rj the vacuum impedance
7.5 FEM results
The commercial COMSOL© Multiphysics software, with the package RF Module 3.5a [341] is used to 
obtain the EF from the geometry studied. The field and analysis type is TM harmonic propagation 
and the solution type asymmetric waves.
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7.5.1 2D vs 3D modeling
In this section, the comparison between 2D and 3D models is presented. There are several issues 
which one must take into account to choose a suitable model to retrieve the field enhancement solution. 
Hereupon, drawbacks, considerations and insight are listed from these two approaches:
• Creating a suitable 2D model can be useful to understand an effect qualitatively. For example, 
comparing two periodicity values of a grating or the influence of the shape can be done with the 
advantage of a low computational time cost. The reduction of a 2D approach can only be justified 
if translational symmetry exists, i.e. an infinite cylinder. Moreover, an emitting dipole, which 
is 3D in nature, cannot be modeled as 2D [37]. As an example, we look at an arrangement of 
cylinders of radius R and distance d as shown in figure 7.8. This has been modelled by Garcia- 
Vidal and Martin-Moreno [306] accounting for the infinite extent of the cylinders perpendicular 
to the plane shown. The cylinders and substrate are silver [340], They calculate the SERS EF as:
SERSef ~ ■ (7.19)
JSURF I®'01
Their results are shown in the middle panel on figure 7.8 and the equivalent result of our 2D 
calculation is seen on the right. We fail to reproduce their results. Firstly, there is no red shift 
observed as the distance between hemicylinders is decreased. This fact can be related to the 
coupling of two emitting dipoles, which is not taken into account in our model due to the reduced 
dimensionality. Secondly, Garcia-Vidal and Pendry also include retardation effects, due to the 
EM field traveling through the metal, therefore the reflected electric field will have different 
phases at different points of the feature and interference can occur.
{■
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Figure 7.8: Left hand side, the geometry studied from Garcia-Vidal and Pendry [340]. The graphs from their 3D 
calculation and our 2D calculation on centre and right panels, respectively. See text for further explanation.
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• The 3D axial symmetry provides several advantages. Firstly, it is fast on a normal PC. Secondly, 
the model is a convenient way to study the effect of the shape of a nanobump on a metal substrate. 
As a consequence, we realised that sputter features, according to the STM images (see 7.6) are 
flat for any detectable field enhancement.
Figure 7.9: Testing our 3D calculation with Mie’s theory for a Ag nanosphere, d=70nm.
• Figure 7.9 shows the results of testing our model with Mie’s theory. These results where obtained 
using a free web tool to calculate the scattering cross section of the nanosphere [344]. Our far 
field calculation completely matches with Mie’s scattering cross section. The calculated near 
field is also depicted, which is the relevant one for an adsorbed molecule on the surface.
• To finally discard the 2D model, we have compared 2D and 3D calculations on a well-investigated 
system: a silver ellipsoid. Changing the shape from spherical to oblate, the frequency should 
blue-shift. Changing to prolate, the frequency should red-shift (the so-called lighting-rod effect). 
The results for both models are presented in figure 7.10, showing inmediately that 2D does not 
work. The interaction between a metallic ellipsoid and a flat dielectric substrate at distance d 
has been investigated in detail by Noguez group [313, 314, 345]. Including interaction with the 
image dipole induced in the substrate, the EF was investigated as function of the shape and size, 
as well as distance above the surface. For TM polarization and a sphere, the resonance frequency 
does not depend strongly on distance; only when the aspect ratio of the ellipsoid is tuned. Similar 
to our results, more pointy features broaden and red-shift the resonance. Noguez [313] explained 
that for particles bigger than 40 nm, the distribution of charge induced becomes uneven, inducing 
higher multipolar modes, with lower resonance wavelength than the dipolar one (see equation
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(7.7)). Furthermore, another polarization field is induced by the accelerated electrons, acting 
against these higher modes, thus red-shifting and broadening the resonance, as shown on the left 
in figure 7.10.
12D Ag bump on Ag substrate40 nm
40 nm A- h=10nm r*10nm 1:1 
•- h*10nm r=24nm 1:2 
h»20nm r«12nm 2:1 
h»25nm r»50nm 1:2 
h«50nm r«96nm 1:2 
•- h»100nm r»96nm 1:1
0) 10 -
600
wavelength / nm
0 400 4*
wavelength/ nm
Figure 7.10: 3D versus 2D calculations for different aspect ratios of a Ag nanobump on a Ag substrate. For the 
3D model, a shift in frequency as the aspect ratio changes is observed, as expected, whereas in the 2D model on 
the right, the frequency remains the same.
7.5.2 Sharp edges
smooth
d=20nm
0 600 8 
wavelength/ nm
------Air/Ag
------Air/Au
------Air/Cu
------Water/Cu
400 600 8(
wavelength/ nm
Figure 7.11: EF calculated for a noble metal hemisphere on the same substrate. On the right, a smoother edge 
geometry has been drawn.
Sharp edges can cause singularities in the solution, leading to overestimation of field enhancement.
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We have investigated the effect of these sharp edges by smoothing the comer between the hemisphere 
and the substrate.
Smoother edges result in a 10 times smaller field enhancement (see figure 7.11). For the range of 
noble metals tested (Ag, Au, Cu), the 20 nm diameter nanobump is embedded in air. In addition, a Cu 
bump under water was also studied, where the increased dielectric constant leads to a red-shift of the 
frequency.
Smooth and sharp bumps are not completely equivalent, since smoothing leads to an increase in 
size. This alone changes the EF to a degree and shift the resonance to the blue, towards the SPP of a 
flat dielectric-metal interface.
7.53 Copper hemispheres on copper substrate
diameter in 
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••A- 150 
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1:1 hemisphere in air 
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1:2 oblate in air 
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600
wavelength / nm
600
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Figure 7.12: Cu sphere on Cu substrate calculation for various sizes (left), where the maximum EF is found for 
100 nm diameter. On the right, calculations for different shapes. The inset shows the geometry used.
Figure 7.12 shows the calculation for different Cu nano-hemispheres on a copper substrate. The 
maximum EF is found for a 100 nm diameter particle, in agreement with Noguez [313]. Different 
shapes are also explored, from a Cu flatter to a more pointy feature on a copper substrate (right figure 
7.12). The same effect as for the silver nano-hemispheres is seen, the frequency red-shifts as the feature 
becomes pointier, and blue-shifts as it gets flatter. The effect of the change in dielectric medium is also 
explored, which moves the resonance away from the interband transitions, consequently EF is higher
136
than for the same nano-hemisphere size.
7.5.4 Dielectric versus metallic substrate
------ 2d=h=20nm
— d=h=1Onm 
------ d=2h=20nm
subst
Cu bump on FS
Cu bump on Cu
Figure 7.13: Solid lines represent a Cu hemisphere on a Cu substrate; dashed lines a fused silica one. The insets 
shows the geometry used. See text for further explanation.
This section compares field enhancement of a metallic nanobump on either fused silica or the same 
metallic substrate. Figure 7.13 shows how the field is enhanced more by the presence of the metal sur­
face, this can be explained by the image dipole induced on the metal substrate, by the nano hemisphere. 
Moreover, the presence of comers leads to a field enhancement, too. As was previously reported, there 
is a red-shift for the more prolate features and a blue-shift for the oblate ones. When we compare the 
same aspect ratio hemispheres (the aspect ratio is height h over width w), then the metal substrate leads 
to a red-shift due to the coupling between the higher order modes. Only the oblate shape shows no shift.
7.5.5 Cu aspect ratio dependence and the tunability in photochemistry
In this section, copper EFs are presented and discussed in terms of tuning photochemical effects. Fig­
ure 7.14 shows the EF for different sizes and aspect ratio of a Cu nanobump on a Cu substrate. As 
the nanobump becomes larger and more pointy, the EF maximum red-shifts, broadens and becomes 
stronger. On the contrary, flatter shapes have weaker resonances and lower resonance wavelengths. 
This is in agreement with the MLWA, which explains the red-shift due to the increasing contribution 
from higher order modes. In particular, as the resonance shifts away from the interband transitions, it 
becomes much stronger. A similar effect is produced, if the medium surrounding the metal has a higher
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Figure 7.14: EF for nanosized Cu bump for a range of aspect ratios, size and shape as shown in the inset. Plasmon 
enhancement of photochemistry can occur efficiently if a molecular HOMO or LUMO matches with the plasmon 
resonance. In the case of pyridine, the LUMO can be shifted by substituting a hydrogen with a different group
[39].
refraction index than air, such as water (see dashed pink line in figure 7.14). The resulting red-shift 
moves away from the interband transitions.
In conclusion, copper possesses a relatively strong, tuneable LSPP resonance (LSPPRs) above the in­
terband transitions (> 580 nm). These could enhance the photochemistry if the LSPPR matches the 
energy gap between the Fermi level and the LUMO of the molecule. Otherwise, the main pathway for 
photochemistry is related to interband transitions, as discussed in the previous chapters. In the case of 
pyridine, there is no good match between the Ep-LUMO gap and the LSPPR, but a better match can 
be achieved by changing a functional group on the molecule. Morton et al. studied the chemical en­
hancement of meta- and para- substituted pyridines interacting with a small silver cluster (Ag2o), which 
changes the LUMO-HOMO energy gap. The inset in figure 7.14 shows the n* pyridine unoccupied 
level on Cu(l 10) at +2.3 eV (to E/r) measured by STS [221]. The arrows show how far the functional
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group could shift the energy gap, matching it with the LSPPR.
7.5.6 Plasmons and absorption cross section
For a few pages now we have concentrated on calculating enhancement factors. We have ignored the 
fact that a high EF is only an indication of where a resonance occurs and how strong it is, but does not 
answer the question of how efficiently the photochemistry is enhanced.
EF basically reflects the extinction cross section aext in that a peak in both curves is a fingerprint of 
the plasmon excitation. It does not tell us whether the plasmon decays by radiation (<JSCat) or e-h pair 
generation (<Jabs)- To this end we return to equation 7.7 which connects with the polarisability a(cj) 
generated and the various cross sections. We then take one step further and look at how the polarisability 
and cross sections are modified if we take coupling between nanoscale features into account.
It is known from Ag nanoparticle arrays that varying the distance between nanoparticles can tune aext 
right across the whole visible spectrum [346]. This is of great use for optimising substrates for SERS, 
but is it useful for photochemistiy?
To calculate dipole coupling between nanoparticles we use the DDA as described by Schatz’ group 
[312, 336, 337]. The single-particle nanoparticle polarisabilities are still described in the MLWA and 
are then modified by dipole coupling. The results for a square array of Ag and Cu ellipsoids (height 20 
nm, width 40 nm) at different distances are shown in figure 7.15. Ag shows the characteristic frequency 
plasmon peak at 350 nm, which is responsible for the enhanced photochemistry reported for NO, OCS 
and SO2 [30]. As the Ag particles begin to couple, we see that this resonance shifts (7aiJS to the visible 
range. The copper traces show mainly the effect of interband transitions. Coupling has again the effect 
of broadening oabs and shifting it towards longer wavelengths. These curves show that we gain a certain 
degree of tuneability of oabs if we couple nanoparticles. At the same time however, we lose selectivity, 
i.e. in the case of silver, different (unwanted) chemical pathways might open up. For copper, the effect 
is veiy similar* to a simple decrease of reflectivity by roughening. Consequently, there seems little point 
in creating copper nanoparticles to promote plasmon excitation.
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Figure 7.15: MLWA calculations for Ag and Cu, left and right graphs respectively. Left axis, aaba from a 
rectangular arrangement (i=20) of metal ellipsoids of width w=40 nm, height h=20nm by DDA calculation. 
Right axis for shadowed curves calculated for a single disk.
7.6 Conclusions and perspectives
In this chapter a range of different calculations has been carried out to provide more insights into the 
photochemistry of copper. We emphasized that photochemistry in general starts by creation of electron- 
hole pairs, and that plasmon excited enhanced photochemistry can be explained by the plasmon decay­
ing into e-h pairs. In order to improve the performance of Cu(l 10) as a photocatalyst, we have studied 
the plasmon induced field enhancement on copper nanostructures. Two different models have been 
tested: a 2D one, with translational symmetry, which is not a good approximation as it does not take 
into account intrinsic aspects of 3D nature (i.e. emitting dipole). Therefore a 3D model is needed, for 
which we used axial symmetry as an efficient way of calculating the EF and the resonant frequencies. 
Even though our modeling refers to a single bump on a Cu substrate, this is a good approach to estimate 
EF of sputtered surfaces on Cu(l 10). In conclusion, sputter patterning will not generate the aspect ratio 
needed to excite LSPPs.
We also explored tuneability of absorption cross section by looking at nanoparticle arrays. Tuneability 
at the expense of selectivity is possible for Ag but not for Cu. While this is a somewhat disappointing 
result at first sight, we have learned a lot about the mechanisms behind plasmon-enhanced photochem­
istry. So to cut through the multicoloured glamour of plasmonics, we have summarized here our recipe 
for successful plasmon-enhanced tuneable photochemistry.
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Take home message: tips for plasmon-enhanced photochemistry
• You need to understand the photochemistry you want to do before plasmons come into play. 
Which molecular levels are responsible? Do you have electron-induced or hole-induced 
photochemistry? What is the optimum energy range? How sensitive is the photochemistry 
to e.g. adsoiption and environment? Does the reaction only work on one metal or on a range 
of metals? Do you get unwanted reactions at different wavelengths?
• Having identified suitable photochemical pathways at certain energies, use quick calcula­
tions for a single nanoparticle to establish whether the desired metal can support a plasmon 
at that wavelength. If the necessary energies are in the visible range you will want to work 
with silver, beyond 600 nm copper becomes a candidate while in the near-IR transition met­
als like Pd take over. The latter have high <rabs since the Fermi energy cuts through the 
d-band.
Going from a nanoparticle to a more device-like nanoparticle array (as e.g. created by 
Kasemo’s group [347]) means you can extend enhancement of the absorption cross section 
further towards longer wavelengths. At this point you need to ask yourself whether this 
broadening will allow unwanted photochemical reactions to occur,
• Finally, if you cannot tune the metal structure to your adsorbate photochemistry, consider 
tuning the adsorbate to the metal structure available by e.g. substituting functional groups. 
Any such change however requires a return to point 1!
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Is This the End of the Story?
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Chapter
Future work and conclusions
In this thesis copper photochemistry has been studied in the visible spectral region, revealing it as a 
potential candidate to support a photochemical reaction. My work is relevant to a number of different 
communities:
• The discovery that pyridine adsorption on Cu(110) leads to a tremendous decrease on the work 
function makes it interesting in its own right as a good interface for a device that can use near-IR 
light to excite photoelectrons which can cany out useful work (in electrochemistry or photo- 
voltaics maybe). It opens up a new perspective as different functional groups on the pyridine can 
shift the molecular levels and this shift can be easily detected in the form of non-resonant sum 
frequency enhancement at real interfaces and not just in UHV.
• This work is important for the photochemistry community since the NO/Cu(110) investigation 
invokes the almost forgotten hole-induced mechanism and given the position of the copper d-band 
hole-mediated photochemistry should be a dominant theme of copper photochemistry.
• There has been plenty of overlap between the plasmonic and SERS communities and this thesis. 
We have provided our own recipe of how to best employ plasmons in photochemistry and we 
have seen how charge transfer (so important for understanding SERS) can be detected by SFG.
• This work will hopefully stimulate the surface femtochemistry community to investigate the vi­
brational dynamics of bigger molecules, as their behavior has many more facets than CO or NO 
could ever offer.
• "Simple" sum frequency scanning turned out a new phenomenon-dynamically enhanced SFG, 
which, like all the other parts, requires a fundamental understanding of the interaction of light
with matter down to the femtosecond scale. On a more practical note, this work is now being 
applied in the lab to study fractures in airplane titanium!
Overall, this thesis need input from many fields - surface science, heterogeneous photochemistry, 
SERS, femtochemistry, nonlinear optics, just to name the main ones - and in return it has unified all 
these research studies, produced fresh knowledge and left plenty of open questions for future research 
students!
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Low resolution grating calibration
The low resolution grating was also calibrated by the spectral lines of the Ne lamp. The scanning 
SF data from chapter 5 were measured with this grating, whose nickname in the lab is low resolution 
grating, in comparison with the higher resolution one (see figure 2.10).
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Figure A. 1: The dispersion [eV/pixel] of the grating (600 groves/mm).
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Cu(llO) band structure analysed by SFG
B.l Joint density of states
The unoccupied and occupied surface bands are described by Sonoda [175] as:
E = Eq-\- h2rriQ
2m* *11 “ *1 (B.l)
where k°^ denotes the position of the Y point in reciprocal space, Eq is the surface state energy at 
Y being Eq=E-Ejp (eV) and m* is the effective mass of the surface state electrons. The values used for 
both surface states are presented in the table below:
The surface bands are numerically implemented to cover the range of energies between 1.7- 2.5 
eV, and according to Sun et al [187], the transition energies between bands are obtained from AE = 
Ef — Ei, where i,f stands for initial and final, respectively. Figure B.l shows the results calculated 
from equation B.l and values in table B.l, where the black lines show the SS bands and the grey line 
the transition energies. Only direct optical transitions occur for all photon energies between Ei and E2.
The joint density of states will take account of three factors: the temperature (T) dependent width 
of the transition, the Fermi occupation and the isotropy of m* of the surface electrons. The lifetime 
broadening of the optical transition AE(k^) due to the temperature T is given by [348, 349]:
(t(T) = 50 meV + (0.1 meV/K) • T
Surface State m*/m E0/eV
occupied 0.37±0.01 -0.462
unoccupied 1.77 1.81
Table B.l: The values of the Energy E0 at Y , effective mass* relative to the free electron mass m0 from [175]
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for a Gaussian function: gauss {E (fc||) — A£, cr(T)}. The Fermi distribution weight accounts for(see 
eq. B.2a) due to the occupation change as the occupied surface band (Ei) crosses through Ep. As the 
density of states is constant, each k value contribures to to Itt |fc|| |. Finally, the absorption spectra are 
obtained from the integration over the given 2D Brillouin zone around the Y point:
f(E) =
1 + exp I
(B.2a)
JDOS = J ^auss{E(fc||)-AF;(A:||),(T(T)}-/(E;)-27r|A:|||dfc|| (B.2b)
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B.2 d-band edge of Cu(110)
Looking the Cu(110) d-bands resolved by high-resolution angle resolved photoemission study com­
promised with the theory and 2PPE spectroscopy [196], the d-band edge data from the literature is 
summarized on the following table B.2:
symmetry Ei/eV F/i / meV Sample Reference
x7+ -2.00 12±5 Cu(110) [196]
-2.15 80±20 Cu(110) [196]
x7+ -2.34 102±20 Cu(110) [196]
da -2.04 - Cu(110) [175]
dp -2.18 - Cu(110) [175]
x7+ -1.98 28±3 Cs/Cu(110) [198]
X7+ -1.99 - Cu(110) UPS
X7+ -2.34 - Cu(110) UPS
Table B.2: Upper limits for the d-hole inelastic linewidth Th due to electron-hole interaction at various symmetry 
points of the copper bulk band structure.
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Appendix
Pyridine adsorbed on Cu(110)
C.1 SFG of CO on Cu(110)
The reversibility of chemisorption at room temperature, the easy CO handling in UHV and intense IR 
bands explain why it has been chosen for many vibrational studies.
Figure C.l shows the evolution of the CO /Cu(110) SF spectra as a function of coverage in a good 
agreement with the previous RAIRS studies, the red-shift is identified with the dipole-dipole coupling 
between neighbouring CO molecules [92]. On the bottom right, the A0 change as a function of cover­
age, in agreement with previous studies which show how the surface potential increases by a maximum 
of 290 mV [350].
2094-
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2090-
2088-
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4.30-
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2060
Figure C.l: On the left, SF spectra as a function of coverage. On top right, CO center frequency from fitting the 
SF spectra. On the bottom right, work function change as a function of coverage.
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High frequency1 modes of CO on metal, has been studied as a typical model to understand the 
interaction between molecule and metal. Frequency shifts, linewidth broadening or asymmetry changes 
on spectra can reveal orientation and adsorption sites [229, 351—353], interactions between the ad-layer 
molecules (ie. dipole coupling or stearic repulsions) [354] or the energy transfer between the bonding 
(ie. chemical shifts) [92, 355], as well as anharmonic coupling to low frequency modes [356].
C.2 Polarisability of pyridine on Cu(110)
The figure shows the fitting of the measured work function and the fitting according to the alkali ad­
sorption model [252, 253, and references therein].
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Figure C.2: Work function fitting.
The work function change caused by alkali-metal adsorption can be described as:
Ar'W,/eo
(C.l)
1 -I- <7 • aAT3/2 ’
where N is the number of molecules adsorbed on the surface (m~2), g is a geometric factor, a is the 
polarizability (m3) and eo is the vacuum permeability. The fitting parameters are presented in table C.2, 
where the value for /xq is similar to the second linear fit calculated. The polarizability shows a value 
comparable with other theoretical calculations (see discussion 5.2).
Mo(D) a(A3)
4.45±0.01 19.02±0.01
1 referring to the IR region.
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Appendix
Surface plasmon polaritons at a single interface
SPs are a nonradiative electromagnetic excitation propagating along the dielectric-metal interface. Con­
sidering Maxwell’s equations for both dielectric ei and metal €2 (w), as well as assuming the electric 
charge density appearing in Maxwell’s equations vanishes both inside and outside the metal [300], we 
have:
VeE
VH
V x E
V x H
0,
0,
_ldH
c dt
IdE e—— . 
c dt
(P-1)
(D.2)
Let the metal be contained in the half space 2 < 0, z > 0 being the dielectric. The surface plasmon 
is a solution of Maxwell’s equation, being a p-polarized wave propagating in the x direction. There is 
no y dependence, so we can write:
z>0
z <0
E* =
Ez = Ezlei(k*ix)ek*iz 
Kz = ekzlZ
E^ = Ex2ei{k*2X)e~k*2Z 
Ez = Ez2ei{k:B2x)e~kz2Z 
= HV2ei^2x)e~kz2Z
(D.3)
(P-4)
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The boundary conditions are:
Exl = EX2 (D.5)
£\Ez\ = £2EZ2 ,
Eyl ^ Ety2 ■
From (D.5) follows the continuity of the x-component of the wave wector: kx\ = kx2 = kx. The 
SP dispersion can be obtained from (D.2, D.4, D.3), yielding:
€1 _ €2 
kz\ kz2
(D.6)
There are two possible solutions from D.6 (of opposite sign). In a metal, the imaginary part is smaller 
than the real part £2 (a;)" <|e2 (w)' |, while e\ is real. While kx — k'x + k" is a complex number, we 
are only interested in real k'x, because k" determines the absorption. The dispersion relation for the real 
part k'xis plotted in figure 7.2. See text for dispersion curve explanation in chapter 7. At larger kx or 
£j “> —£2, the value of oj approaches:
With increasing ei, the value of ljsp is reduced, and ujp is the plasma frequency of the metal.
158
List of abbreviations
^abs Absorption cross section
& ext Extinction cross section
O sea Scattering cross section
AS Axial Symmetry
C Continuity
MB Matched boundary
SBC Scattering boundary conditions
(NO)2 Dinitrosyl
2PPE Two-photon photoemission
3PPE Three-photon photoemission
AgGaS2 Silver thiogallate
BBO /3-barium borate
BC Boundary conditions
CaF2 Calcium fluoride
CPD Contact potential difference
CW Centre wavelength
DDA Discrete dipole approximation
DFG Difference frequency generation
DFT Density functional theory
DOS Density of states
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Ef Fermi energy
EELS Electron energy loss spectroscopy
EF Enhancement factor
EF Enhancement factor
EM Electromagnetic
ESDIAD Electron stimulated desorption ion angular distributions
FEM Finite element method
FROG Frequency resolved optical gating
FTIR Fourier transform infrared spectroscopy
FWHM Full width half maximum
HeNe Helium-neon
HOMO Highest occupied molecular state
HREELS High resolution electron energy loss spectroscopy
ICCD Intensified charge coupled device
IPS Inverse photoemission spectroscopy
JDOS Joint density of states
LASER Light amplification by stimulated emission of radiation
LDOS Local density of states
LEED Low-energy electron diffraction
LiI03 Lithium lodate
LSPPRs LSPP resonance
LSPP Localised surface plasmon polariton
LUMO Lowest unoccupied molecular orbital
LUPS Lowest unoccupied 7r-states
MCT Mercury cadmium telluride
MgF2 Magnesium fluoride
MLWA modified long wavelength approximation
160
ML
n2o
Nd:YAG
NEXAFS
NO (ads)
NO(g)
OPA
PDE
PID
PML
Q
RAIRS
RAS
SAM
SBZ
SERS
SFG
SHG
SPP
ss
STM
STS
Tads
Te
Ti
THG
Ti:S
Monolayer 
Nitrous oxide
Neodymium Yttrium Aluminum Garnet 
Near edge X-ray absorption fine structure 
Nitrogen monoxide adsorbed 
Nitrogen monoxide gas 
Optical parametric amplification 
Partial differential equation 
Photo-induced desorption 
Perfectly matched layers 
Cross section
Reflection-absorption infrared spectroscopy
Reflection anisotropy spectroscopy
self-assembled monolayer
Surface Brillouin zone
Surface enhanced Raman scattering
Sum frequency generation
Second harmonic generation
Surface plasmon polaritons
Surface state
scanning tunneling microscopy 
Scanning tunneling spectroscopy 
Adsorbate temperature 
Electronic temperature 
Lattice temperature 
Third harmonic generation 
Ti: sapphire
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TIR Total internal reflection
TM
TOPAS
TPD
TSA
UHV
UPS
Transverse Magnetic
Traveling-wave optical parametric amplifier of superfluorescence
Temperature programmed desorption
Ti:Sapphire amplifier
Ultra high vacuum
UV photoelectron spectroscopy
X-ray photoelectron spectroscopyXPS
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