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1: Abstract
Because of the constant use of non-renewable fossil fuels, and the enormous impact they have on
global warming and pollution, there has been a push to use more eco-friendly and renewable
sources for power. One such form is wind power via turbines. The most common form,
Horizontal Axis Wind Turbines (HAWTs), can generate massive amounts of power. However,
they also have a serious flaw in their design. As the wind passes through the swept area of the
blades and past the tower, it creates massive disturbances in the airflow. These disturbances are
called a ‘wake’. When trying to create a wind farm with HAWTs, this wake must be accounted
for as it can extend far beyond the initial turbine. This extension can lower wind speeds and
therefore the power generated by a trailing turbine. However, recent testing has shown that
inducing a positive yaw angle on a turbine can skew this wake. The skewing can be so extreme
that if positive yaw is added to the leading of two in-line turbines, the system can have a positive
increase in power generation. There has also been some disagreement on the actual percent
increase seen in the overall generation. To help further the current understanding of this
phenomenon, this thesis conducted steady-state CFD simulations on a 126-m diameter HAWT
under various yaw and wind speed conditions. The testing done here determined that, while all
turbines may see some wake redirection and an increase in trailing turbine power production
because of the added yaw angle, the amount of benefit seen is turbine specific. Also revealed was
a relationship between the leading turbine blade pitch angle and the amount of benefit the trailing
turbine sees, if the pitch angle is corrected for by the amount of yaw added. As a
recommendation for further study, more research must be done with yawed and pitched HAWTs
to create a further understanding of this phenomenon.
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5: Key to Symbols
•

𝛽∗:
o Turbulence Model Constant, Typically 0.09

•

𝛽2:
o Turbulence Model Constant, Typically 0.083

•

𝛾2 :
o Turbulence Model Constant, Typically 0.44

•

δ(x, y, z):
o

•

Volume of the domain

𝛿𝑖𝑗 :
o Kronecker delta (𝛿𝑖𝑗 = 1 𝑖𝑓 𝑖 = 𝑗, 𝑎𝑛𝑑 𝛿𝑖𝑗 = 0 𝑖𝑓 𝑖 ≠ 𝑗)

•

ε:
o Rate of dissipation of turbulent energy

•

μ:
o Viscosity of the fluid

•

μt :
o Turbulence model limiter equation for eddy viscosity

•

ρ:
o Density of the fluid

•

𝜎𝑒 :
o Turbulence Model Constant, Adjustable
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•

𝜎𝑘 :
o Turbulence Model Constant, Typically 1.0

•

𝜎𝜔,1:
o Turbulence Model Constant, Typically 1.17

•

𝜎𝜔,2:
o Turbulence Model Constant, Typically 1.17

•

τ:
o Stress due to either normal or shear stresses

•

ω:
o Turbulent frequency

•

𝑎1 :
o Turbulence Model Constant

•

𝐵𝑙𝑎𝑑𝑒𝑟𝑝𝑚 :
o Varies to keep the TSR the same, based on the wind speed

•

𝐶1 :
o 𝐾−ω turbulence model blending function

•

𝐶1𝑒 :
o Turbulence Model Constant, Adjustable

•

𝐶2 :
o Menter’s transformed K-ε blending function

•

𝐶2𝑒 :
o Turbulence Model Constant, Adjustable
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•

E:
o Energy of the system

•

𝐹2 :
o Blending function

•

𝐹𝑐 :
o Turbulence model equation, and also picked as a number to start, meeting these
three criterion:
▪

Equals zero at the wall, tends toward convergence in the far field, and
produces a smooth transition between the two at the halfway point
between wall and boundary layer edge

•

i:
o Internal energy of the fluid element

•

k:
o Total kinetic energy per unit mass

•

𝑙𝑡 :
o Turbulence model equation relating k and ω

•

𝑃𝑘 :
o Turbulence model equation equal to: min (10𝛽 ∗ 𝜌𝑘𝜔, 2𝜇𝑡 𝑆𝑖𝑗 . 𝑆𝑖𝑗 −

•

p:
o Pressure

•

q:
o Heat flux of the fluid element in either x-, y-, or z-axis
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2
3

𝜕𝑈

𝜌𝑘 𝜕𝑥 𝑖 𝛿𝑖𝑗 )
𝑗

•

𝑅𝑒𝑦 :
o Turbulence model equation relating the wall distance y with ω and v

•

S:
1

o Turbulence Model Constant, Equal to: 𝑆 = (2𝑆𝑖𝑗 𝑆𝑖𝑗 )2
•

𝑆𝐸 :
o Heat source from inside the fluid element

•

𝑆𝑖𝑗 :
o Turbulence model rate of linear deformation of a fluid element

•

Smx
o Catch all for body forces

•

t:
o Time

•

U:
o Mean velocity

•

𝑈𝑖 :
o Denotes mean velocity in the x-,y-, or z-axis

•

u:
o Fluid flow velocity in the x-axis

•

v:
o Fluid flow velocity in the y-axis

•

w:
o Fluid flow velocity in the z-axis
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•

𝑥𝑗 :
o suffix notation to denote j of 1 is x-, j of 2 is y-, and j of 3 is the z-direction

•

𝑥𝑘 :
o Suffix notation, same as 𝑥𝑗 (24)
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6: Abbreviations
•

ABL:
o Atmospheric Boundary Layer

•

AMG:
o Algebraic Multi-gird

•

BEM:
o Blade Element Momentum Theory

•

CAD
o Computer-Aided Design

•

CFD:
o Computational Fluid Dynamics

•

Cp
o Coefficient of Power

•

ERSM:
o Elliptical Reynolds Stress Model

•

ERST:
o Elliptical Blending Reynolds Stress Turbulence

•

FEA:
o Finite Element Analysis

•

GVSU:
o Grand Valley State University

•

HAWTs:
o Horizontal Axis Wind Turbines
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•

LES:
o Large Eddy Simulation

•

LRST:
o Linear Reynolds Stress Turbulence

•

LSST:
o Linear Shear Stress Transport

•

NREL:
o National Renewable Energy Laboratory

•

QRST:
o Quadratic Reynolds Stress Turbulence

•

QSST:
o Quadratic Shear Stress Transport

•

RANS:
o Reynolds-Averaged Navier Stokes

•

Sdr:
o Specific Dissipation Rate

•

STRATUS:
o Scalable Technology for Research And Teaching for University Scholars

•

Tke:
o Turbulent Kinetic Energy

•

TSR:
o Tip Speed Ratio
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•

URANS:
o Unsteady Reynolds-Averaged Navier Stokes

•

VAWTs:
o Vertical Axis Wind Turbines
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7: Value of the Work
There is an ongoing energy crisis faced by all peoples on the planet, with two related issues at
the center. The first is the world’s reliance on non-renewable fuel sources. These sources, as the
name suggests, are not able to be replenished in any sort of a reasonable timeframe. They are
also depleting at an ever-increasing rate due to both developed and developing nations alike
having constantly increasing access to technology. As if the looming threat of losing an energy
source wasn’t enough, the use of that energy source is the cause of the second issue. Fossil fuels
are causing massive damage to the Earth’s ecosystems due to their extraction, their effect on the
rate of global warming and their release of deadly side-products into the atmosphere.
Discovering that both of these issues are reaching their apex sooner than expected, there has been
a massive push the world around to start generating energy that is not only from a renewable
source, but also no longer creates byproducts that are devastating to the Earth as a whole.

Harvesting the energy of the wind has been one of the fastest growing fields that satisfies both of
these criteria: wind is both abundant and very unlikely to cease blowing anytime soon, wind
farms are less damaging to the local environment, and, wind turbines themselves do not generate
any sort of pollutants as they operate. Despite these notable benefits, wind energy is still not as
dominant a power generation source as it should be. In a world run by economics and costanalysis, if turbines are able to have their costs reduced via an increase in power production, it is
much more likely that they will be adopted, and that the energy crisis will be averted. That is the
basis for this work; testing the effect of positive yaw on the power production of in-line
Horizontal Axis Wind Turbines (HAWTs) to see if any benefit can be achieved to hasten their
adoption.
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8: Literature Review
Wind turbine aerodynamics analysis has been an ongoing field of investigation, with
many different analysis types and goals. Wind tunnel testing, Finite Element Analysis (FEA),
Blade Element Momentum theory (BEM), and Computational Fluid Dynamics (CFD) are the
most common tools used for the analyses. This literature review summarizes these analysis types
and gives an understanding as to how they relate to aerodynamics, as well as an understanding of
what is required of a CFD simulation in order to obtain accurate results.

8.1: Wind Tunnel Baseline Data
Wind tunnel testing, while less common now, is an important aspect of evaluating any turbine.
These tests give the most accurate representation of the aerodynamics of the turbine being tested,
as well as an accurate value for the power coefficient (Cp). Turbine rotation can be induced
either by the wind itself, or by an electric motor attached to the turbine hub. Typically, to view
the aerodynamics and wake, smoke is injected into the tunnel as a strobe light coincides with a
camera to capture the air’s movement [1]. One thing to note when comparing wind tunnel tests to
BEM and CFD is that the size of the wind tunnel can skew the results due to wind tunnel
blockage. Wind tunnel blockage is defined as the ratio of the wind turbine swept area to the wind
tunnel cross-sectional area [2]. Eltayesh et al. found that tunnel blockage can actually increase
the power coefficient of HAWTs due to the tunnel walls acting similarly to a shroud for the wind
turbine rotor [2]. This effect can be corrected for with an equation and was shown to reasonably
agree with free-field calculations [2]. However, as can be seen in Figure 1, as the Tip Speed
Ratio (TSR) of the turbine increases, the correction factor values become increasingly inaccurate.
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Figure 1: Tunnel Blockage Correction Plot [2]

Despite blockage being a potential issue, comparing wind tunnel testing data to BEM or CFD
results is the best way to ensure results are realistic.

8.2: FEA Simulations: Understanding Discrepancies
The next aspect related to the aerodynamics of turbines is FEA analysis, which helps create an
understanding of how HAWTs act while under the stress of being operated. Often, assumptions
and simplifications are made to allow BEM and CFD analysis to occur. One of the important
assumptions that has to be used is that the geometry of the turbine stays rigid. Given that a
turbine blade is essentially a cantilever beam with a force on the end due to aerodynamic,
centrifugal, and gravitational loads [3], this does not hold true. As Boudounit et al. found in their
2019 study of a 48-m long turbine blade, both of the common materials used for blades, glass
fibre/epoxy blends and carbon fibre/epoxy blends, under wind speeds of 25 m/s, deformed 1309
mm and 324.8 mm, respectively [3]. Deformation at any wind speeds is going to negatively
impact the performance of the turbine in a real-life situation. This understanding can help bridge
the gap between actual testing and simulations, and help show why the BEM and CFD analyses
22

never fully match with wind tunnel or field test data.

8.3: BEM Simulations: Limited Use
One method to mathematically determine the aerodynamics of a turbine is to use BEM. BEM
utilizes equations to analyze the forces at a section of the blade, as a function of the blade’s
geometry [4]. In other words, BEM uses the shape of the blade to calculate the rotor’s
ability to generate power at a specific wind speed. The important assumptions here are that 1)
There are no aerodynamic interactions between elements, and therefore no radial flow, and 2)
The forces on the blades are determined solely by the lift and drag characteristics of the airfoil
shape of the blades [4]. BEM analysis is also not limited to HAWTs either. Both Vertical Axis
Wind Turbines (VAWTs) and, as Richmond-Navarro et al. showed, even Magnus turbines, can
be evaluated with this method. Richmond-Navarro et al. even went so far as to turn the BEM
equations into usable power equations with a 0.93 correlation [5]. One of the driving forces
behind using BEM for the analysis of turbines is that the equations used can be solved orders of
magnitude quicker than those done in CFD. There are even correction equations that can be
added to further increase the accuracy of the BEM model, such as Prandtl’s Tip Loss Factor,
Spera’s Correction and the Du-Selig Stall Delay Model [6]. While BEM theory has been shown
to be accurate under normal conditions, there are several parameters that can make it unreliable.
As noted by Bai and Wang [6], Chowdhurry et al. [7] and Simms et al. [8], BEM theory is
insufficient when used to evaluate turbines in either a stalled or yawed rotor condition.
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Figure 2: Comparison of BEM results to Wind Tunnel Data [8].

Looking at Figure 2, a comparison of wind tunnel and BEM data was put together by NREL. The
thick black line with diamonds shows the actual tunnel data, while all other lines are results
given to NREL by various groups from around the world. It can be seen that the results due to
BEM vary wildly across the first three categories, Moment Force, Normal Force and Pitch
Moment Coefficients, and only the Dynamic Pressure, in Pa, have relative agreement. As a way
to counteract the accuracy issues of BEM, there are ways to combine BEM with CFD, which has
the added benefit of reducing the computational power needed when compared to straight CFD
analysis. However, as Bai and Wang noted, this method tends to overestimate the power
production, and is unable to predict a detailed flow field generated by the blades [6]. Considering
the goals of this thesis, CFD analysis alone must be used in order to generate accurate power
values and detailed flow fields.
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8.4: CFD Model Validation and Aerodynamic Improvement
One of the most powerful tools for evaluating turbines is CFD. There are no limitations on the
turbine styles that may be evaluated either, as vertical [7] and tilted VAWTs [7, 9], as well as
yaw and pitched HAWTs [10, 11], have successfully been evaluated. CFD can give pressures, air
speeds and even a visual representation of the expected air travel paths of the entire domain used.
CFD studies typically fall under one of two categories; they are either validation studies,
comparisons of different CFD methodologies and actual wind tunnel data, or aerodynamics
studies, where modifications are made to the turbines and the change in aerodynamics is noted.

Validation studies are required because, as advanced as CFD is in its analysis, there are quite a
few different ways with which results may be entirely inaccurate. The first way this can manifest
is in the model used for the evaluation. CFD can be computationally expensive, i.e, even using
supercomputers for the computations can result in evaluation times over twenty-four hours [12].
To mitigate this, oftentimes less of the turbine geometry is included. This can be as simple as
removing the nacelle and tower of the turbine [13, 17] but can go as far as only modeling a single
blade and taking advantage of the turbine blade’s periodicity [14, 15, 16, 18]. These methods do
reduce the computational time, but also, reduce the accuracy of the CFD evaluation. According
to studies done by Chamorro et al. [19] and Yang et al. [20] in 2009, cited by O’Brien et al. in
2017, these partial models “are not able to model the unsteady phenomena associated with rotor
tower/nacelle interaction, which has been shown to contribute very high levels of turbulent
kinetic energy and Reynolds stress in the wake” [21]. Especially for higher wind speeds, the
tower creates an obstacle that modifies the air currents, which will greatly affect how the wake
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both propagates and recovers. This was also observed by Chamorro et al. during their testing,
with an effect being noticeable up to 15 diameters away from the base of the turbine tower [22].

Even if a full model turbine is evaluated, there are still several factors that may
cause inaccuracies in the results. TSR not only causes accuracy issues with the tunnel blockage
correction equation, but also with the wake. Varying the TSR can cause variance in the turbulent
wake flow [21]. More specifically, the near wake zone is affected [14], which will therefore
change how the entire wake propagates. Due to the importance of TSR for all turbine types, the
tested TSRs must be stated and adhered to [7, 12, 14, 21, 23].

Two more factors to consider are the Y+ wall treatments and the Atmospheric Boundary Layer
(ABL). Y+ is used to describe the height of the first meshing grid element from the wall of the
body being studied, while ABL is the region closest to the object being studied where complex
flow occurs. Depending on how fine the mesh is, different Y+ treatments may be needed [12].
Therefore, stating if a treatment is used and why helps to validate the results given [12, 25]. As
for the ABL, Yang et al. and Kabir et al. had found that an ABL with a higher level of turbulence
created a faster wake recovery behind the turbine [20, 26].

As with FEA, dependence studies must also be run. This can take the form of varying the time
step that an unsteady solver uses [25], as well as varying the cell count of the mesh [17, 25]. In
either case, several methods may be used to check if further refinement causes a significant
change in results. As Onel et al. [17] did, the Cp value of the turbine may be evaluated,
comparing the results to previous fully resolved mesh studies, or with results obtained from
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BEM. Once a mesh configuration matches relatively well with those values, convergence can be
considered to have occurred. Another method, used by Amiri et al., involves observing the power
and thrust values of the turbine as the mesh and time steps are changed [25]. When a change in
value is below a certain percentage, at the discretion of the authors, the mesh may be considered
to have converged. No matter how convergence is determined, it helps to further validate the
settings used, and it can also help to lower the computational time needed by revealing when a
mesh should stop being refined, or a time step should stop being lowered.

Lastly, the solver equations used can greatly affect the results of CFD. As with the mesh quality
and choice in how much of the turbine should be simulated, the choice in solver equations can
affect the quality of the results and the time it takes to get said results. For turbine analysis, either
the Reynolds-Averaged Navier–Stokes equations (RANS) or the Unsteady Reynolds-Averaged
Navier–Stokes equations (URANS) may be chosen, depending on the goals of the study or the
computational resource limitations. However, URANS seems to be the most popular choice in
turbine evaluation [7, 16, 17, 21, 24, 25, 26]. Another important equation choice is in what
turbulence solver will be used. The choice here relates to how steady the flow is, if there is
unattached flow, and how computationally expensive the run can be. Several validation studies
have been done on the turbulence equations, from Large Eddy Simulation (LES) [17], to the
linear Spalart-Alarmas equations [7, 10], to the K-ε model [17, 18], to Linear and Quadratic
variations of the K-ω Shear Stress Transport (LSST, QSST) models [7, 12, 15, 16, 21, 24, 25].
Through extensive study, it has been found that the K-ω SST turbulence models generate data
that is closest to both the National Renewable Energy Laboratory (NREL) and Model
EXperiments In COntrolled COnditions (MEXICO) turbine wind tunnel tests [6]. Not only do
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the K-ω equations have strong agreement with actual wind tunnel tests, but they also have lower
computation times than other equations that are roughly as accurate, as can be seen in the LSST
and QSST values in Figure 3.

Figure 3: Computation times per time-step for various turbulence models [25].

There is one more equation for turbulence that has been found to adequately match real world
data, and that is the Elliptical Blending Reynolds Stress Turbulence (ERST) equation, also called
the Elliptical Reynolds Stress Model (ERSM). As noted in [25], the Linear Reynolds Stress
Turbulence (LRST) and the Quadratic Reynolds Stress Turbulence (QRST) equations match
wind tunnel data slightly better, but the extra computational cost makes them not worth using,
considering the accuracy and speed of the K-ω models. However, the ERST equations have
recently been developed, and as seen in Figure 3, seem to offer somewhat of a middle ground in
terms of time required to solve. Though, due to the recent creation of the equations, few studies
have been done comparing LSST and QSST with the new ERST equations [12, 25]. O’Brien did
note that the ERST equations seemed to function as well as the others, K-ω SST, LRST and
QRST, but, they did note issues with Y+ and simplification, which may have skewed their
results [12]. However, Amiri et al. noted that the ERST models gave more satisfactory results
across all wind speeds tested [25]. As it stands, more research must be conducted to fully
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understand the trade-offs between what has become the standard model to use, K-ω SST, and the
newer equations of ERST.

Regarding aerodynamic studies, several new ideas have been applied to turbines to increase their
aerodynamics. Wang et al. discovered that adding a micro-cylinder to the leading edge of a
turbine can increase the torque of the turbine blade under different stall conditions [16].
Chowdhury et al. found that by tilting a VAWT, a greater torque at downwind can be produced,
and that the wake even continues beyond the turbine at the tilted angle [7]. This phenomenon of
a shifted wake has also been studied by Haans et al. for a HAWT, and it was found that the cause
can be attributed to actuator disk theory [1]. They also noted that at a positive yaw angle, the
turbine blade is in the advancing part of the cycle as it passes the rotor tower [1]. Flemming et al.
tested various pitch, tilt, and yaw angles to observe the effect on the HAWTs [10]. They noted
that yaw angle greatly redirects the wake, and even though the first turbine loses some power
generation due to the yaw, the trailing turbine will pick up the slack due to the wake redirection
[10]. It was found that at an angle of positive 25-degrees the turbines were able to generate 4.6%
more power than if the two in-line turbines had no yaw at all [10]. They also noted that tilt and
pitch of the blades may also redirect the wake, though less than the yaw [10]. Miao et al. further
tested the redirection of the turbine wake via positive yaw [11]. They noted that at a positive yaw
angle of 30 degrees and a spacing of 7 turbine rotor diameters (7D), two in-line turbines were
able to generate 2.39% more power together than if no yaw was added at all. There seems to be
some disagreement on the angle of yaw to use and the expected power gain, as seen by the
disagreement between Flemming et al. [10] and Miao et al [11]. This disagreement is the basis
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for this thesis. A more solid understanding of yaw angles and their effect on the wake redirection
and expected increase in power is necessary in order to validate this new aerodynamics change.

8.5: Summary of Literature Review
As it stands, the testing of turbine aerodynamics is a diverse field with many avenues of study.
Wind tunnel testing gives real world data that is compared with all other studies done for
validation. FEA helps bridge the gap between the structures in simulations, and how they would
react in real world scenarios. The two major areas of aerodynamics study are in BEM equations
and CFD simulations. BEM equations are able to satisfactorily match wind tunnel test data and
are computationally inexpensive to solve. Despite these benefits, BEM fails when any sort of
separated flow occurs, which is rather common for turbines with higher wind speeds or yaw or
pitch angles. They also fail to give a visual sense of the air flow around the turbine. To fix these
issues, CFD is used. Pressures, velocities, and air flow are all calculated and easily displayed.
However, CFD must be done with care, as anything from inadequate mesh convergence to errors
in Y+ treatment, to improper solver equations can results in simulations that are full of errors. On
top of this, CFD is the most computationally expensive option for turbine evaluation, often times
requiring super-computers to return simulations in a timely manner. A summary of this
information is listed below:
•

Wind Tunnel Testing
o Closest to real world data
o Used for BEM and CFD data validation
o Can be inaccurate due to the wind tunnel blockage effect

•

FEA Analysis
o Not directly related to aerodynamics
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o Bridges the gap between real world structural reactions and idealistic assumptions
for BEM and CFD
•

BEM Analysis
o Accurate to wind tunnel test data for normal HAWTs
o Computationally inexpensive to solve
o Inaccurate for situations with separated fluid flow

•

CFD Validation and Research
o Several factors change the accuracy of CFD simulations
▪

Model simplifications

▪

Varying TSR

▪

Y+ and ABL settings

▪

State Equation choice

▪

Turbulent Solver choice

▪

Mesh convergence

o Computationally expensive
o Visual indications of airflow and wake field
o Capable of testing new aerodynamics ideas for their viability
Aerodynamics advancements for HAWTs are being constantly searched for as a way to increase
their potential power output. One change, a positive yaw angle on a leading of two turbines, has
shown some potential for increasing power generation by way of skewing the wake. There is
minimal data on the ideal angle to use, and a disagreement on the expected increase to be seen.
This thesis seeks to add to the current data on yawed HAWTs in order to further validate the idea
so it may begin to be used in HAWT wind farms.
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Due to the nature of this thesis, evaluating a yawed HAWT and studying the wake, CFD has
been chosen as the proper avenue to show the changes in airflow, and create accurate
simulations.
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9: Research Work
With an understanding of the background and research desired to be done, the focused areas of
research were as follows:

First, an initial model was developed inside of Star CCM+, a CFD program created by Siemens
Digital Industries Software. This first model included a single blade from the turbine, along with
the hub, and was set to spin appropriately. This was done to study the convergence of the
meshing to help pinpoint the mesh values needed for the simulation results to be independent of
the meshing itself. The mesh size values found here were then used in all models going forward.
These runs also gave a starting estimate as to the time required to finish one simulation.

Second, using the converged mesh values, a steady state model of a single, full, turbine was
completed. This model was used as a baseline for the power output of the turbine. The calculated
power was then doubled to signify the power output that could be achieved if two turbines were
to be placed so that they did not interfere with one-another.

Third, a parametric study on the CFD model with two in-line HAWTs was completed, with two
objectives. The first was to study the effect positive yaw had on the aerodynamics of the two
turbines in regard to their combined power output. The wind speed was kept at the rated speed,
and the leading turbine yaw angle varied for these tests. Then, once a well performing angle was
found, it was tested at wind speeds within the operating range of the turbines, ensuring to keep
the same TSR as at the rated wind speed. The second objective was to observe how the wake
propagated from the leading turbine with the varied yaw angles and wind speeds. The results of
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the tests were compared via the calculated powers for the first objective, as well as CFD
graphical comparisons for the second.

With these steps taken, a more solid conclusion about the effect of positive yaw on in-line
HAWTs was able to be made based upon the data obtained.

9.1: Goals of Research
In order to accomplish the desired research, the following set of goals was devised to ensure
accurate CFD models were created, and that the new aerodynamics ideas could have been
investigated.

Developing a steady state CFD model was a necessary step to begin the evaluation. This started
by ensuring mesh convergence was reached with a simplified model and ended with a full
turbine model being evaluated. Despite unsteady state being the most common setting to use, it
was not utilized in this thesis. This was due to the shear computational stress that unsteady
solutions cause in order to be solved. The Grand Valley State University (GVSU) Scalable
Technology for Research And Teaching for University Scholars (STRATUS) network did not
have enough power to do both a full turbine evaluation and have it be in an unsteady state. In
spite of this, the steady state solutions obtained were still considered reliable. The solutions were
able to highlight the overall performance of the turbines and the large-scale effects that were
created due to the changes made. This meant that the trends that occurred were able to be seen.

As stated in the literature review, there were quite a few factors that could contribute to an
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inaccurate CFD model. These CFD settings were adjusted carefully to ensure that the results
being given were realistic. If a basic analysis of a single turbine at 0-degree yaw could not be
modeled sufficiently, then the added complexity that yaw and an additional turbine brought
about meant that no results would be trustworthy. On top of proving that a realistic model had
been built, a preliminary run gave a better understanding of the computational resources
required. During the literature review, a worrying constant was the size of the volume mesh, as
some runs had cell ranges from 6 to 17 million, with run times of several days even on
computationally advanced systems. This initial run helped guide how advanced the analysis
could have been in regard to cell count and the number of turbines added.

Next, testing various yaw angles at the rated turbine wind speed was done. Since wind turbines
are designed to operate most efficiently at their rated speeds, it made sense to use said speed in
order to find what yaw angle had the greatest net positive on the power generation of the two inline turbines. Ideally, a turbine would be placed in a location where the average wind speed is at
the rated speed, meaning that the yaw improvement would be felt on average. The NREL Phase
VI, 5-MW turbine was the base for the model used in this thesis, which both Flemming et al.
[10] and Miao et al. [11] also used, and has a rated wind speed of 11.4 m/s. However, Flemming
et al. tested at a wind speed of 8 m/s at the hub height [10], while Miao et al. used the rated wind
speed of 11.4 m/s [11]; Miao et al. noted that the differences in wind speed choice may be part of
the reason why the data between the two studies did not exactly line up [11]. Specifically, Miao
et al. claimed the following: “Secondly, the inflow wind speed they [Flemming et al.] used is less
than the rated wind speed used in present work. So the values of power output in present
simulations are larger, and consequently the power increased percentage is less” [11]. By using
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the rated wind speed in this study, the work of Miao et al. could be validated and built upon,
while also ensuring that the angle found could have been taken advantage of. Once the best
performing yaw angle was found for the rated wind speed, said angle was tested at various wind
speeds within the operating range of the turbines. By testing how the yaw angle effects power
generation at various wind speeds, an understanding of how a stationary yaw angled turbine acts
during daily use was obtained. It is idealistic to assume that a turbine could be placed in a
location that has the rated wind speed blowing a majority of the time. Therefore, it was important
to understand how the turbines would have acted as the wind speed varies in their location. This
test also revealed the need for further study in that a variable yaw angle may be needed to
account for the changes in wind speed. Because the wind speeds were changing, the TSR of the
turbine was accounted for, in that the blade rotational rate in rotations per minute (rpm) was
changed.

During the last two steps, the wake of the leading turbine was evaluated. Flemming et
al. [10] and Miao et al. [11] both used a distance of 7D between the two turbines, the standard
spacing that is used for HAWTs. Neither, however, considered how the redirection of the wake
may have change the allowed spacing between the turbines. If the turbines may be put closer,
there is a risk the yaw benefit decreases due to an increase in wake interference, but more
turbines may be fit into the farm; spaced further and there may be a greater increase in the yaw
effect, but risk having a net negative benefit due to less turbines fitting in the allotted space. In
either case, the study of the behavior of the wake during various yaw angles and wind speeds
may be used to help build a foundation for further study.
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9.2: Case Studies
To achieve these goals, the following set of cases were made, and can be seen in Table 1.
Table 1: Study Cases

Leading Turbine
Study Focus

Yaw
(Degrees)

Wind Speed

Number of

(m/s)

Runs

Model
Set 1

Development:

0

11.4

Blade Pitch

Development:

0

11.4

Mesh Convergence
Set 3

Model Validation:
Lone Tower

8 and 1: 8

Pitch Angle: 0,

listed, 1 to

12, 25, 35, 45,

narrow

55, 60, 65

range

Model
Set 2

Until Mesh

Mesh Cell

Converges:

Count

X >= 2
0

11.4

1

In-Line Towers:
Set 4

Yaw 0° Results

In-Line Towers:
Set 5

Yaw Angle
Testing

Tested

Proof Full Scale
Model Solves
Power Values

0

11.4

and Wake

1

Yaw Angle

24, 25, 26, 27, 28,

11.4

29, 30, 31

8

Effect on Power

Wind Speed
Set 6

Wind Speed

Best Performing

3, 5.75, 8.5, 14, 16.75,

Testing

from Set 5

19.5, 22.25, 25

8

Effect on Best
Performing
Yaw Angle

The first set involved testing what pitch angle was to be applied to the turbine blades. As will be
discussed in chapter 11.5, pieces of key information regarding the exact construction of the
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NREL Phase VI 5-MW turbine were not able to be found. These tests ensured that the greatest
amount of power possible was obtained from the model.

The second set was the initial testing of the mesh on a single blade of the turbine model. This
was done to ensure that the results from future runs were independent of the size of the meshing.
The single blade on the hub was chosen due to it being the most complex part of the entire
turbine structure. If the meshing on and around the blade was able to be shown to converge, then
it stood to reason that using the same settings would have resulted in a full tower model that also
converged. This was also done due to the size of the model. By running convergence on a single
blade, the computation time and resources were able to be lowered.

The third case was an initial power output run, but, used the full tower at the converged mesh
values. This was to ensure that the model still solved after the other sections were added to the
body. The power value here was only to be used as a reference for what to expect from the
leading turbine of the next case.

The fourth set was also an initial run, but with the two turbines in-line with no yaw. This gave an
understanding of the power achieved by the leading turbine and the deficit seen in the total
power output due to the wake directly colliding into the trailing tower. The expected total power
output of the two turbines was then found and used for comparison later.
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The fifth case began to investigate the effect that positive yaw had on the total power generation
of the two turbines. This led to finding the yaw angle that created the greatest increase in the
total power production of both turbines.

The sixth case was designed to show the variation that the yaw effect had based on the natural
changes in the wind speeds seen by the turbines.

During cases 4 through 6, the wake was observed and compared, allowing for the future
evaluation of possible spacing changes as well.

For the wind speeds tested, 11.25 m/s, which follows the pattern of wind speeds and comes after
8.5 m/s, was not tested as it was close to the 11.4 m/s rated speed.
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10: CFD Theory
The basis behind CFD is a set of numerical expressions that are solved to simulate fluids
problems. The types of problems that can be solved range from heat transfer and chemical
reactions to fluid flow and fluid-structure interactions. The entire solution takes place inside a
domain of specified size, with the object being studied placed somewhere inside. The shape of
the domain used can vary, but it is typical to use a rectangular prism with dimensions of at least
5x the longest element in all directions. The domain is then broken up into discretized fluid
elements. An example of this fluid element can be seen in Figure 4 and will be used to help
derive the three conservation equations that govern CFD solutions.

Figure 4: Fluid Element, V = dxdydz [27]

To calculate the final solution, each discretized node is solved for using the conservation
equations: conversation of mass, momentum, and energy. Results between the elements are
generated via interpolation – the more elements, the more accurate the results are but the longer
the computational time. Due to their importance in the study, the methods behind the RANS and
K-ω equations will be discussed, as well as how to achieve body rotation and keep the TSR the
same.
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10.1: Conservation Equations
Solutions in CFD require that the three conservation equations are satisfied: the conservation of
mass, the conservation of momentum, also known as Newton’s Second Law, and the
conservation of energy, also known as the First Law of Thermodynamics. This set of equations
will be discussed as shown by Versteeg and Malalasekera [27].

The conservation of mass is the first set of equations to be satisfied and starts as the basic
equation shown in Equation 1:
𝑅𝑎𝑡𝑒 𝑜𝑓 𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒 𝑜𝑓 𝑀𝑎𝑠𝑠 = 𝑀𝑎𝑠𝑠 𝑖𝑛 − 𝑀𝑎𝑠𝑠 𝑂𝑢𝑡

(1)

The rate of increase of mass in the fluid element is:
𝜕
𝜕𝑡

(𝜌𝛿𝑥𝛿𝑦𝛿𝑧) =

𝜕𝜌
𝜕𝑡

𝛿𝑥𝛿𝑦𝛿𝑧

(2)

where ρ is the density of the fluid, t is time, and, from Figure 4, δ(x, y, z) is the volume of the
fluid element. In regard to the CFD domain shown in Figure 4, there are six directions with
which the mass may flow, three positive and three negative, which also needs to be accounted
for. These six faces make up the mass flow in and mass flow out portions of the mass flow
equation. From Figure 5 below, the net rate of flow of mass into the element across the faces is
given by Equation 3:
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Figure 5: Mass Flow in Fluid Element [27]

(𝜌𝑢 −

𝜕(𝜌𝑢) 1
𝜕(𝜌𝑢) 1
𝜕(𝜌𝑣) 1
𝛿𝑥) 𝛿𝑦𝛿𝑧 − (𝜌𝑢 +
𝛿𝑥) 𝛿𝑦𝛿𝑧 + (𝜌𝑣 −
𝛿𝑦) 𝛿𝑥𝛿𝑧
𝜕𝑥 2
𝜕𝑥 2
𝜕𝑦 2
− (𝜌𝑣 +

𝜕(𝜌𝑣) 1
𝜕(𝜌𝑤) 1
𝛿𝑦) 𝛿𝑥𝛿𝑧 + (𝜌𝑤 −
𝛿𝑧) 𝛿𝑥𝛿𝑦
𝜕𝑦 2
𝜕𝑧 2

− (𝜌𝑤 +

𝜕(𝜌𝑤) 1
𝛿𝑧) 𝛿𝑥𝛿𝑦
𝜕𝑧 2
(3)

In Equation 3, u, v and w denote fluid flow velocity in the x, y or z axis, respectively. 𝛿(𝑥, 𝑦, 𝑧)
denotes the volume of the domain in that axis directions. This long equation can be solved by
placing all the terms from the resulting mass balance on the left side of the equation and dividing
by 𝛿(𝑥)𝛿(𝑦)𝛿(𝑧). This yields the simplified Equation 4:
∂(𝜌)
∂𝑡

+

∂(𝜌𝑢)
∂𝑥

+

∂(𝜌𝑣)
∂𝑦

+

∂(𝜌𝑤)
∂𝑧

=0

This equation, however, is the generalized equation that will work for all situations. Given the
analysis desired to be done, some simplifications were made, resulting in an equation with a
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(4)

lower computational cost. Because the air speeds being tested are low, the fluid air can be
considered incompressible, which is typical for air speeds below Mach 0.3, or 102.9 m/s. While
some compression does occur, the amount is small enough to be considered negligible. The
simplified equation for incompressible flow is shown in Equation 5:

∂(𝑢)
∂𝑥

+

∂(𝑣)
∂𝑦

+

∂(𝑤)
∂𝑧

=0

(5)

These equations can be translated into other coordinate systems, however, as a rectangular prism
will be used for the domain of this analysis, the x, y, z coordinate system will suffice.

The conservation of momentum is the second set of equations that must be satisfied. Here, the
starting equation is given by Equation 6:
Sum of the Forces = Rate of Momentum Increase

(6)

The forces mentioned in the equation are the nine components of stress that act on the element,
as shown in Figure 6. They are surface forces, pressure and viscosity, and body forces, like
gravity or centrifugal force.
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Figure 6: Normal (𝜏𝑥𝑥 , 𝜏𝑦𝑦 , 𝜏𝑧𝑧 ,) and Shear (𝜏𝑥𝑦 , 𝜏𝑥𝑧 , 𝜏𝑦𝑧 , et cetera) Stress on the Fluid Element [27]

Given the three axes that these forces act on, there will be three equations for the conservation of
momentum. As a simplification, only the X-components will be shown, as the same will apply to
the Y- and Z- components. The forces in the X-direction can be interpreted as shown in Figure 7:

Figure 7: Stress in the X-Direction [27]
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To find the sum of the force equation, the net force in the three directions, based on the paired
faces, is summed and divided by the volume of 𝛿(𝑥)𝛿(𝑦)𝛿(𝑧). This total force per unit volume
on the fluid element becomes:

∂(−𝑝 + 𝜏𝑥𝑥 )
∂𝑥

+

∂(𝜏𝑦𝑥 )
∂𝑦

+

∂(𝜏𝑧𝑥 )

(7)

∂𝑧

where p is the pressure and τ is the stress due to either normal or shear stresses. This equation
does not account for any body forces that need to be included, so a generic “+ Smx” is added to
the equation as a catch-all, such that Equation 7 becomes Equation 8:
∂(−𝑝 + 𝜏𝑥𝑥 )
∂𝑥

+

∂(𝜏𝑦𝑥 )
∂𝑦

+

∂(𝜏𝑧𝑥 )
∂𝑧

+ 𝑆𝑀𝑥

(8)

Lastly, the rate of increase in momentum in the X-direction must be created. Its simplified form
is shown in Equation 9:
𝜌

𝐷𝑢
𝐷𝑡

=

∂(−𝜌 + 𝜏𝑥𝑥 )
∂𝑥

+

∂(𝜏𝑦𝑥 )
∂𝑦

+

∂(𝜏𝑧𝑥 )
∂𝑧

+ 𝑆𝑀𝑥

(9)

However, this form is not very useful, and should be expanded. Breaking apart the derivative for
𝐷𝑢

𝜌 𝐷𝑡 results in Equation 10.:
𝐷𝑢

𝜌 𝐷𝑡 =

∂(𝜌𝑢)
∂𝑡

+

∂(𝜌𝑢𝑢)
∂𝑥

+

∂(𝜌𝑣𝑢)
∂𝑦

+

∂(𝜌𝑤𝑢)

(10)

∂𝑧

Lastly, equations 8 and 10 can be combined to create the total equation for the conservation of
momentum in the X-direction, Equation 11:
∂(𝜌𝑢)
∂𝑡

+

∂(𝜌𝑢𝑢)
∂𝑥

+

∂(𝜌𝑣𝑢)
∂𝑦

+

∂(𝜌𝑤𝑢)
∂𝑧

=

∂(−𝜌 + 𝜏𝑥𝑥 )
∂𝑥

+

∂(𝜏𝑦𝑥 )
∂𝑦

+

∂(𝜏𝑧𝑥 )
∂𝑧

+ 𝑆𝑀𝑥

(11)

Following the same steps as the X-direction, the Y and Z equations can be created. The three sets
of conservation of momentum equations are represented by Equation 11 for the X-direction,
Equation 12 for the Y-direction and Equation 13 for the Z-direction:
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∂(𝜌𝑣)
∂𝑡
∂(𝜌𝑤)
∂𝑡

+
+

∂(𝜌𝑢𝑣)
∂𝑥

∂(𝜌𝑢𝑤)
∂𝑥

∂(𝜌𝑣𝑣)

+

∂𝑦

+

∂(𝜌𝑤𝑣)

+

∂(𝜌𝑣𝑤)
∂𝑦

∂𝑧

=

∂(𝜌𝑤𝑤)

+

∂(𝜏𝑥𝑦 )
∂𝑥

∂(𝜏𝑥𝑧 )

=

∂𝑧

+

∂(−𝜌 + 𝜏𝑦𝑦 )
∂𝑦

+

∂𝑥

∂(𝜏𝑦𝑧 )
∂𝑦

+

+

∂(𝜏𝑧𝑦 )
∂𝑧

+ 𝑆𝑀𝑦

∂(−𝜌 + 𝜏𝑧𝑧 )
∂𝑧

(12)

+ 𝑆𝑀𝑧 (13)

Again, due to the work being done in this thesis, a simplification to the equations was made. As
mentioned, the airflow that will be used will be considered incompressible. Therefore, the
density term, ρ, becomes a constant, removing the time derivatives that are the first terms. The
conservation of momentum equations for incompressible airflow are given by Equation 14 for
the X-direction, Equation 15 for the Y-direction and Equation 16 for the Z-direction:
∂(𝜌𝑢𝑢)
∂𝑥
∂(𝜌𝑢𝑣)
∂𝑥
∂(𝜌𝑢𝑤)
∂𝑥

+
+
+

∂(𝜌𝑣𝑢)
∂𝑦
∂(𝜌𝑣𝑣)
∂𝑦

+
+

∂(𝜌𝑣𝑤)
∂𝑦

+

∂(𝜌𝑤𝑢)
∂𝑧
∂(𝜌𝑤𝑣)
∂𝑧

=

∂(𝜌𝑤𝑤)
∂𝑧

∂(−𝜌 + 𝜏𝑥𝑥 )

=

∂𝑥
∂(𝜏𝑥𝑦 )

=

∂𝑥

+

∂(𝜏𝑥𝑧 )
∂𝑥

+

∂(𝜏𝑦𝑥 )
∂𝑦

∂(−𝜌 + 𝜏𝑦𝑦 )

+

∂𝑦
∂(𝜏𝑦𝑧 )
∂𝑦

+

+
+

∂(𝜏𝑧𝑥 )
∂𝑧
∂(𝜏𝑧𝑦 )
∂𝑧

+ 𝑆𝑀𝑥

(14)

+ 𝑆𝑀𝑦

(15)

∂(−𝜌 + 𝜏𝑧𝑧 )
∂𝑧

+ 𝑆𝑀𝑧

(16)

The conservation of energy is the last equation that must be derived in order to solve CFD
problems. To start, the conservation equation can be written as shown by Equation 17:
𝑅𝑎𝑡𝑒 𝑜𝑓 𝐸𝑛𝑒𝑟𝑔𝑦 𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒 = 𝑅𝑎𝑡𝑒 𝑜𝑓 𝐴𝑑𝑑𝑒𝑑 𝐻𝑒𝑎𝑡 + 𝑅𝑎𝑡𝑒 𝑜𝑓 𝑊𝑜𝑟𝑘 𝐷𝑜𝑛𝑒

(17)

The rate of energy increase accounts for kinematic, potential and thermal energy that may occur
internally. Similar to the rate of increase in momentum equation, the rate of energy increase can
be written as shown in Equation 18:
𝐷𝐸

𝜌 𝐷𝑡

The only new variable here is E, which stands for the energy of the system. It may also be
written as:
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(18)

1

𝐸 = 𝑖 + 2 (𝑢2 + 𝑣 2 + 𝑤 2 )

(19)

where i is the internal energy of the fluid element.
For the rate of heat added, another visual cube such as Figures 5, 6 and 7 will be useful, and is
shown in Figure 8.

Figure 8: Rate of Heat Added to Fluid Element [27].

Figure 8 shows the heat flux components of the fluid element in all directions. To find the total
equation for the rate of heat added, the six equations must be added together. The final form
comes out to:
−[

∂(qx )
∂x

+

∂(q𝑦 )
∂y

+

∂(q𝑧 )
∂z

] = −𝑑𝑖𝑣 𝑞

(20)

where q is the heat flux of the fluid element in the three directions. All that is left is the rate of
work done. This rate of work is obtained from the product of the force and velocity components
in the direction of the force. Figure 8 is also helpful in solving for this rate of work. Simplified
down, the rate of work done in all the directions is given by Equation 21 for the X-direction,
Equation 22 for the Y-direction and Equation 23 for the Z-direction:
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[
[
[

∂(u(−𝜌 + 𝜏𝑥𝑥 ))
∂𝑥
∂(𝑣𝜏𝑥𝑦 )
∂𝑥
∂(𝑤𝜏𝑥𝑧 )
∂𝑥

∂(𝑢𝜏𝑦𝑥 )
∂𝑦

+

∂(v(−𝜌 + 𝜏𝑦𝑦 ))

+
+

+

∂𝑦
∂(𝑤𝜏𝑦𝑧 )
∂𝑦

+

∂(𝑢𝜏𝑧𝑥 )
∂𝑧

+

] 𝛿𝑥𝛿𝑦𝛿𝑧

∂(𝑣𝜏𝑧𝑦 )
∂𝑧

(21)

] 𝛿𝑥𝛿𝑦𝛿𝑧

(22)

∂(w(−𝜌 + 𝜏𝑧𝑧 ))

] 𝛿𝑥𝛿𝑦𝛿𝑧

∂𝑧

(23)

With all the components now solved for, the final, general, equation for the conservation of
energy can be written as Equation 24:
𝜌

𝐷𝐸
𝐷𝑡

= [

∂(u(−𝜌 + 𝜏𝑥𝑥 ))
∂𝑥

+

∂(𝑢𝜏𝑦𝑥 )
∂𝑦

+

∂(𝑢𝜏𝑧𝑥 )

∂(𝑣𝜏𝑥𝑦 )

∂𝑧

∂𝑥

∂(w(−𝜌 + 𝜏𝑧𝑧 ))
∂𝑧

]+ [

] + [

∂(qx )
∂x

+

+

∂(v(−𝜌 + 𝜏𝑦𝑦 ))

∂(q𝑦 )
∂y

∂𝑦

+

+

∂(𝑣𝜏𝑧𝑦 )
∂𝑧

∂(𝑤𝜏𝑥𝑧 )

]+ [

∂𝑥

+

∂(𝑤𝜏𝑦𝑧 )
∂𝑦

∂(q𝑧 )
∂z

] + 𝑆𝐸

+

(24)

The only new term here is the 𝑆𝐸 , which is a source term to help create the final internal energy
equation. In other words, 𝑆𝐸 accounts for a heat source inside of the fluid element. There are
several forms of this equation for temperature, enthalpy and kinetic energy, to name a few.
However, in CFD, if the fluid flow is incompressible, such as in this thesis, this whole equation
set can be seperated out. This is because a final solution can still be calculated even if the
incompressible energy is not. Because of this, the equations that must be solved are simplified,
decreasing the computational power needed.

10.2: Reynold’s Averaged Navier-Stokes Equations
Even with the conservation equations set to solve for the fluid flow, a solution for the viscous
shear stresses cannot be obtained yet. This can only be achieved by relating the viscous shear
stress components with the u, v, and w velocity gradients, with two assumptions needed. The
first being that the fluid is isotropic, meaning that the viscous stresses are not direction
dependent, and the second being that the fluid is Newtonian in nature, or, that the fluid’s viscous
stresses are proportional to the strain the fluid sees. The first assumption allows the unknown
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variables in stress and strain to be reduced, as an isotropic fluid means that the xy, xz, yz stress
and strain components are equivalent to the yx, zx and zy components, respectively. The second
assumption lets the normal stress and the shear stress unknowns become factors of strain rate,
thereby reducing the overall unknowns in the equations. In the base form, with independent X-,
Y- and Z-directions, the Navier-Stokes equations are given by Equations 25, 26 and 27,
respectively, as represented by Versteeg and Malalasekera [27]:
∂(𝜌𝑢)
∂𝑡
∂(𝜌𝑣)
∂𝑡
∂(𝜌𝑤)
∂𝑡

∂(𝜌𝑢𝑢)

+

∂𝑥
∂(𝜌𝑢𝑣)

+

∂𝑥

+

∂(𝜌𝑣𝑣)
∂𝑦

+

∂(𝜌𝑤𝑢)

+

∂𝑦

+

∂(𝜌𝑢𝑤)
∂𝑥

∂(𝜌𝑣𝑢)

+

+

∂(𝜌𝑣𝑤)
∂𝑦

∂𝑧
∂(𝜌𝑤𝑣)

+

∂𝑧

=

∂(𝜌𝑤𝑤)
∂𝑧

∂(−𝜌 + 𝜏𝑥𝑥 )

=

∂𝑥
∂(𝜏𝑥𝑦 )
∂𝑥

=

+

∂(𝜏𝑥𝑧 )
∂𝑥

+

∂(𝜏𝑦𝑥 )
∂𝑦

∂(−𝜌 + 𝜏𝑦𝑦 )

+

∂𝑦
∂(𝜏𝑦𝑧 )
∂𝑦

+

∂(𝜏𝑧𝑥 )

+

∂𝑧
∂(𝜏𝑧𝑦 )
∂𝑧

+ 𝑆𝑀𝑥

(25)

+ 𝑆𝑀𝑦

(26)

∂(−𝜌 + 𝜏𝑧𝑧 )

+

∂𝑧

+ 𝑆𝑀𝑧

(27)

However, because an incompressible fluid will be evaluated, there is another form of the NavierStokes equations that can be used:
∂u

∂u

∂u

∂u

∂ρ

∂2 𝑢

∂2 𝑢

∂2 𝑢

∂v

∂v

∂v

∂v

∂ρ

∂2 𝑣

∂2 𝑣

∂2 𝑣

∂w

∂w

𝜌 ( ∂t + 𝑢 ∂x + 𝑣 ∂y + 𝑤 ∂z ) = − ∂x + 𝜇 ( ∂x2 + ∂y2 + ∂z2 ) + 𝜌𝑔𝑥
𝜌 ( ∂t + 𝑢 ∂x + 𝑣 ∂y + 𝑤 ∂z) = − ∂y + 𝜇 (∂x2 + ∂y2 + ∂z2 ) + 𝜌𝑔𝑦
∂w

𝜌 ( ∂t + 𝑢

∂w
∂x

+ 𝑣 ∂y + 𝑤

∂ρ

∂2 𝑤

) = − ∂z + 𝜇 ( ∂x2 +
∂z

∂2 𝑤
∂y2

+

∂2 𝑤
∂z2

) + 𝜌𝑔𝑧

(28)
(29)
(30)

for the X-, Y- and Z-direction, respectively, where g is the gravitational constant.

10.3: K–ω SST Turbulence Model
In order to capture the wake of the turbine accurately, the standard turbulence modelers will not
suffice. Instead, a hybrid model create by Menter will be used, as discussed by Versteeg and
Malalasekera [27]. This hybrid uses two sets of equations. The first set is for modeling the wake
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near the wall and is a transformation of the traditional K–ε model [27]. This transformation was
done by equating the ε-equations into ω-equation with the following substitution:
ε= 𝑘∗𝜔

(31)

where ε is the rate of dissipation of turbulent energy, k is the total kinetic energy per unit mass,
and 𝜔 is the turbulent frequency. The K-ω equation is:
∂(ρω)
∂t

+ 𝑑𝑖𝑣(𝜌𝜔𝑈) = 𝑑𝑖𝑣 [(𝜇 +

𝜇𝑡
𝜎𝜔,1

) 𝑔𝑟𝑎𝑑(𝜔)] + 𝛾2 (2𝜌𝑆𝑖𝑗 . 𝑆𝑖𝑗 −

2
3

𝜌𝜔

∂Ui
∂xj

𝛿𝑖𝑗 ) − 𝛽2 𝜌𝜔2 + 2

𝜌

∂k ∂ω

𝜎𝜔,2 𝜔 ∂xk ∂xk

(32)

where U is the mean velocity, μ is the viscosity of the fluid, μt is the limiter equation discussed
below and the eddy viscosity, 𝜎𝜔,1 is a constant, 𝛾2 is constant, 𝑆𝑖𝑗 is the rate of linear
deformation of a fluid element which has nine components in three directions , 𝑈𝑖 is the mean
velocity in the x-,y-, or z-axis, 𝑥𝑗 is suffix notation to denote j of 1 is x-, j of 2 is y-, and j of 3 is
the z-direction , 𝛿𝑖𝑗 is the Kronecker delta (𝛿𝑖𝑗 = 1 𝑖𝑓 𝑖 = 𝑗, 𝑎𝑛𝑑 𝛿𝑖𝑗 = 0 𝑖𝑓 𝑖 ≠ 𝑗), 𝛽2 is a
constant, 𝜎𝜔,2 is a constant, and 𝑥𝑘 is also suffix notation like 𝑥𝑗 . The second set is the traditional
K- ε equations, which are used to solve for the wake far from the wall, only. These equations are:
∂(ρk)
∂t
∂(ρε)
∂t

𝜇

+ 𝑑𝑖𝑣(𝜌𝑘𝑈) = 𝑑𝑖𝑣 [𝜎 𝑡 𝑔𝑟𝑎𝑑(𝑘)] + 2𝜇𝑡 𝑆𝑖𝑗 . 𝑆𝑖𝑗 − 𝜌ε

(33)

𝑘

𝜇

𝜀

+ 𝑑𝑖𝑣(𝜌𝜀𝑈) = 𝑑𝑖𝑣 [𝜎𝑡 𝑔𝑟𝑎𝑑(𝜀)] + 𝐶1𝑒 𝑘 2𝜇𝑡 𝑆𝑖𝑗 . 𝑆𝑖𝑗 − 𝐶2𝑒 𝜌
𝑒

𝜀2
𝑘

where 𝜎𝑘 , 𝜎𝑒 , 𝐶1𝑒 and 𝐶2𝑒 are adjustable constants.

Menter later devised several modifications of the SST K-ω equation in order to optimize its
performance, and are shown as presented by Versteeg and Malalasekera [27]:
•

Revised Model Constants
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(34)

o 𝜎𝑘 = 1.0
o 𝜎𝜔,1 = 2.0
o 𝜎𝜔,2 = 1.17
o 𝛾2 = 0.44
o 𝛽2 = 0.083
o 𝛽 ∗ = 0.09
•

Blending Functions: Due to numerical instabilities that occur between the two equations
in terms of the eddy viscosity computed values, a blending function was devised. This
function is used to modify the cross-diffusion term and is also used for the model
constants of 𝐶1 in the original K-ω model, and the value 𝐶2 in Menter’s transformed K-ε
model. The blending function is:
𝐶 = 𝐹𝑐 𝐶1 + (1 − 𝐹𝑐 )𝐶2

(35)

where 𝐶1 is a blending function for the original K-ω model, and 𝐶2 is a blending function
for Menter’s transformed K-ε model, and 𝐹𝑐 is:
𝑙

𝐹𝑐 = 𝐹𝑐 ( 𝑦𝑡 , 𝑅𝑒𝑦 )

(36)

where:
𝑙𝑡 =

𝑘 0.5
𝜔

(37)

where 𝑙𝑡 is the ratio of turbulence, y is the distance to the wall, and 𝑅𝑒𝑦 is a turbulent
Reynold’s number:
𝑅𝑒𝑦 =
•

𝑦2𝜔
𝑣

Limiters: The eddy viscosity is limited to give an improved performance in flows that
have adverse pressure gradients and wake regions. The turbulent kinetic energy
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(38)

production is also limited to prevent turbulence from building up in regions that are
stagnant. These limiters are:
𝑎 𝜌𝑘

𝜇𝑡 = max (𝑎1

(39)

1 𝜔,𝑆𝐹2 )

where 𝑎1 is a constant, 𝐹2 is a blending function, and S is equal to a constant:
1/2

𝑆 = (2𝑆𝑖𝑗 𝑆𝑖𝑗 )

(40)

and
𝑃𝑘 = min (10𝛽 ∗ 𝜌𝑘𝜔, 2𝜇𝑡 𝑆𝑖𝑗 . 𝑆𝑖𝑗 −

2

𝜕𝑈

𝜌𝑘 𝜕𝑥 𝑖 𝛿𝑖𝑗 )
3
𝑗

(41)

where 𝛽 ∗ is a constant.
With these modifications in place, the K-ω SST equations are expected to be rather accurate in
terms of modeling the wake of the HAWT, both near the walls and in the far wake region.

10.4: Turbine Rotation Modeling
Part of an accurate model for turbines is the need for the rotation of the turbine blades as
the air passes over them. This is done by utilizing moving mesh methods [28]. In Star CCM+,
there are three common methods used that may work for this study. In order of increasing
computational expense, they are: moving reference frame, rigid body motion and overset mesh
motion.

In the moving reference frame method, also called the “frozen rotor” approach, the mesh region
with the rotating element is separated from the stationary components, with interface boundaries
between the two regions. The moving region gets the “moving reference frame” setting applied,
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which allows the mesh cells to remain stationary and induces a constant grid flux in order to
simulate the movement. This method is steady state and gives time averaged flow behavior [29].
Because no motion actually occurs, the static orientation of the body to be rotated does matter, as
the solution may somewhat change with the starting position of said body.

For rigid body motion, the mesh cells of the rotating object will physically move in the domain
according to the motion that the user defines. Here, a “sliding mesh” interface is set between the
two boundaries. The rigid body motion method is time dependent in terms of the motion,
meaning that the calculated behavior is time accurate [29].

The overset mesh motion method is somewhat of a combination of the two previous methods.
First, the entire domain is meshed, including the moving components. Then, around the moving
part, a secondary mesh is created that overlaps the original mesh. The overlapped mesh then cuts
out a hole in the background mesh and forces the two mesh cells to merge. The two meshes need
to have information shared between them in order for this to work. This style of handling
rotation utilizes time steps when solving, meaning it is ideal for unsteady cases [29].

While the latter of the two methods are more ideal in terms of the solutions given, they are for
unsteady state simulations. Because a steady state simulation has been chosen for this thesis, the
frozen rotor approach will be used instead. This also lines up with the recommendation from the
Star CCM+ help manual [30].
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10.5: Tip Speed Ratio
For the fifth set of simulations, the wind speeds used will be varied. This means that the
rotational speed of the blades, in rpms, must be adjusted to keep the TSR the same. To do this,
Equation 42 for the TSR, and Equation 43 for the blade tip speed, are needed:
𝑇𝑆𝑅 =

𝐵𝑙𝑎𝑑𝑒 𝑇𝑖𝑝 𝑆𝑝𝑒𝑒𝑑

(42)

𝑊𝑖𝑛𝑑 𝑆𝑝𝑒𝑒𝑑
1 min

𝐵𝑙𝑎𝑑𝑒 𝑇𝑖𝑝 𝑆𝑝𝑒𝑒𝑑 = 𝑆𝑤𝑒𝑝𝑡 𝐶𝑖𝑟𝑐𝑙𝑒 𝐶𝑖𝑟𝑐𝑢𝑚𝑓𝑒𝑟𝑒𝑛𝑐𝑒 ∗ 𝑟𝑝𝑚 ∗ 60 sec

(43)

Using these equations, it was found that the base turbine at a wind speed of 11.4 m/s and 12.1
rpms has a TSR of 7.002. From Figure 1, this means that this turbine would not be a good
candidate for wind tunnel testing due to it having a TSR that corresponds to a less accurate
tunnel blockage correction factor, further pointing towards CFD for a solution. Using this TSR
value, the required turbine blade rpms have been calculated for the wind speeds and can be seen
in Table 2.
Table 2: Wind Speeds and Associated Blade rpms

Wind Speed Blade Rotational Speed
m/s

rpm

3

3.184

5.75

6.103

8.5

9.021

14

14.859

16.75

17.777

19.5

20.696

22.25

23.615

25

26.533
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10.6: Summary of CFD Theory
This section serves as a short summary of sections 10.1-10.5, and how they relate to the CFD
simulation.
•

The Conservation Equations:
o Ensures real world physics are adhered to
o Allows the domain to be broken up into fluid elements, the smallest element not
affected by individual molecules [27]
o Relates macroscopic fluid flow in terms of:

•

▪

Velocity

▪

Pressure

▪

Density

▪

Temperature

Navier-Stokes Equations
o Allows the conservation equations to be solved
o Does so by relating viscous shear stresses to the fluid element velocity gradients
▪

•

u, v, and w

K–ω SST Equations
o Modified form of the K-ε SST equations
▪

Three equations total

▪

Several modifications to increase the accuracy

o Accurately simulates both the near and far wall elements
▪

Necessary for accurate modeling of wake zones

▪

K-ε is used for the far wall fluid elements

55

▪
•

K-ω is used for the near wall fluid elements

Turbine Rotation – Frozen Rotor Approach
o Needed in order to simulate the rotation of the blades
o Allows motion to be captured in steady state
o Less computationally expensive than the other methods
▪

•

Less complex in what motion is allowed, but not an issue for this study

Tip Speed Ratio
o Easily calculatable
o Based off the rotational velocity of the blade tips and the wind speed
o Must stay constant between wind speeds, resulting in varying rpms for the blades
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11: CFD Model Development
The following section discusses the specific settings used inside of Star CCM+ in order to get the
validation results in chapter 11.7, and the initial results in chapter 12. Adhering to the settings
discussed ensured that the results obtained are duplicable. The computer-aided design (CAD)
models were created in Onshape and imported into Star CCM+ as .iges files. Due to the large
size of the models, they were created as fractional scales in Onshape, imported into Star CCM+
as a surface mesh, and then retransformed by the appropriate scale amount to get the desired
sizes. For the import, the following settings were used:
•

Import Mode: Create New Region

•

Boundary Mode: One Boundary Per Face

•

Region Mode: One Region for all Bodies

•

Mark Feature Angle (deg): Sharp CAD Edges

•

Sharp Edge Angle (deg): 30.0

•

Tessellation Density: Medium

•

Sewing Tolerance: 0.001

11.1: Domain Model
The domain of the model describes the free space both close to and far away from the object
being studied. Several domain sizes were used. The first domain size was for the mesh
convergence, the second for the validation study of a lone turbine, and a third for the two
HAWTs in-line. For each, the diameter of the turbine’s blades was used as a reference point and
the base size for the meshing, with the diameter being 126-m. This meant that for a distance of
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1D, it is a total of 126-m, 2D is 252-m, et cetera. All domains used were rectangular prisms. The
domains will now be discussed in the order they were created.
First was the domain for the mesh convergence studies. The width of the prism was 2.5D, with
the entire blade structure sitting in the middle. The height used was 2.5D, with the hub tip sitting
90.261-m off the bottom of the domain. Lastly, the length used was 5D, with the turbine sitting
2.5D away from the domain front and back faces. While this would be considered too small of a
domain for the whole turbine, the lone blade was only 63-m long. This is half of the base size
used, meaning half of the recommended domain size for the entire turbine structure was able to
be used for the single blade. The base size for the mesh settings was still 126-m to ensure the
values for the mesh settings could be copied over exactly. Figure 9 shows the whole domain with
the blade and hub sitting in it. The ¼ scale model in Onshape was chosen to be shown, as it more
easily highlights the components of the domain.

Figure 9: Mesh Convergence Domain

Next was the validation study domain. The width was 6D, with the turbine in the center. The
height was 5D, with the turbine tower touching the ground. Lastly, a length of 10D was chosen,
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with the turbine having 5D in front of and behind it. While this was not enough length to capture
the full wake, this run was more concerned with the power generated, so a smaller length was
used to save computation time. A ¼ scale model was created, and then rescaled 4x in Star
CCM+. Figure 10 displays the ¼ scale model in Onshape.

Figure 10: Single Turbine Domain

Lastly, there was another domain used for the in-line studies. The width used was 6D, with the
turbines in the middle, and the height used was 5D, with both turbine towers touching the
ground. For the length, 17D was used, broken up as follows: the first turbine sat 5D away from
the front of the prism, the second turbine sat 7D away from the first and 5D away from the back
wall. Using a distance of 5D did not capture the full far-field wake of the trailing turbine.
However, there are two reasons this was not of concern. The first is that the far-field of the
trailing turbine’s wake was not desired to be studied in this thesis, so it did not need to be
modeled as it only served to increase computational time. The second reason had to do with CFD
“best practices”. In CFD, it is considered a “best practice” to use, at a minimum, 5 times the
longest measurement on the body being studied for the domain size along the direction of flow.
This ensures that the flow near the area of interest can be captured accurately [31]. Despite the
far-field wake not being captured, the wake nearest the turbine was accurately represented,
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thereby extending the accuracy to the power values seen by the trailing turbine. Figure 11 shows
the ¼ scale model in Onshape.

Figure 11: In-line Turbine Domain

11.2: CFD Mesh
To start meshing in Star CCM+, mesh models needed to be selected. These control how the
system decided to create its meshing. There were two types of meshing, as well. The first was a
surface mesh, used to capture the geometry of the objects being studied. Second was the volume
mesh, used to capture the volume of the domain for the fluid reactions. For this study, the
following models were used:
•

Prism Layer Mesher

•

Surface Remesher

•

Trimmer.

Prism Layer Mesher is what created a thin layer of volume meshing just off the surface of the
bodies in order to capture near-body fluid reactions in the form of boundary layer and velocity
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gradient flow. All of the Prism Layer Mesher settings were left as default and can be seen in
Figure 12.

Figure 12: Prism Layer Mesher Settings

Surface Remesher was used to improve the initial overall mesh of the imported surface before
any other meshing was done and was also kept at all the default settings, seen in Figure 13.

Figure 13: Surface Remesher Settings

Lastly, Trimmer was used for the volume mesh, and used predominately hexahedral cells. With
Trimmer, the input surface had a grid of hexahedral meshing lain over it based on set sizes, and
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the meshing was trimmed away to fit onto the object. All default settings were used here as well,
seen in Figure 14.

Figure 14: Trimmer Settings

With these base models chosen, more specific settings were added.

In Star CCM+, the mesh size is controlled globally, locally and with special volumetric controls.
All three of these were used for the study. These controls are based on percentages of a base size
in the global settings. The base size used for all simulations for the meshing was the same as for
the domain size, 126-m. In order to create different mesh sizes for the dependency study, only
the local and volumetric control mesh percentage values were changed. This is because only the
meshing in the area of study should get more refined – refined meshing in the outer edges of the
domain could cause issues during solving, and unnecessarily increases the volume mesh cell
count. All of the mesh settings are listed below in bullet points for ease of reading as they are for
the very first mesh convergence case. While these numbers were somewhat arbitrary, they were
selected after several mesh tests because they generated a refined mesh of the system. The goal
was to have an initial mesh size just over one million cells to ensure an accurate capturing of the
turbine’s geometry, along with the domain, was achieved.
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•

Global Sizes:
o Reference Values:
▪

Base Size: 126-m

▪

CAD Projection: Checked

▪

Maximum Cell Size: 500%

▪

Maximum Core/Prism Transition Ratio: Unchecked

▪

Number of Prism Layers: 18

▪

Prism Layer Stretching: 1.3

▪

Prism Layer Thickness: 0.05%

▪

Surface Curvature: 250 Pts/Circle

▪

Surface Growth Rate: 1.3

▪

Surface Proximity:

▪

▪

•

Search Floor: 0.0-m

•

# Points in Gap: 2.0

•

Enable Search Ceiling: Unchecked

•

Search Ceiling: 1.0E10-m

Surface Size:
•

Relative Minimum Size: 25%

•

Relative Target Size: 125%

Template Growth Rate:
•

Default Growth Rate: Fast

•

Boundary Growth Rate: None
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•

Volumetric Control 1: Horizontal cylinder surrounding the turbine blades to capture the
initial reaction
o Mesh Conditions:
▪

Trimmer: Custom Isotropic Size

o Mesh Values:
▪

Custom Size:
•

•

Relative Size: 7.0%

Volumetric Control 2: Long cylinder just behind the first to catch the wake region
o Mesh Conditions:
▪

Trimmer: Custom Isotropic Size

o Mesh Values:
▪

Custom Size:
•

•

Relative Size: 12.0%

Local Sizes:
o Blade:
▪

Custom Surface Size:
•

Relative Minimum Size: 0.05%

•

Relative Target Size: 0.1%

o Ground:
▪

Custom Prism Mesh:
•

Number of Prism Layers: 12

•

Prism Layer Stretching: 1.5

•

Prism Layer Thickness: 0.5%
64

o While somewhat of a large prism mesh on the ground,
having these settings seemed to help prevent a type of
algebraic multi-grid (AMG) error, Ap = 0, as well as
prevent turbulent viscosity limitations from showing up. It
also seemed to make the time for the moment to steady
shorter.
With these settings in place, the initial meshing was created. The mesh had 1749249 cells,
5217803 faces and 1800913 vertices.

Next, the physics solvers needed to be selected.

11.3: CFD Physics Solvers
By selecting various physics solver settings, results between runs can differ. This section will list
the models that were selected for all CFD runs and will give an explanation as to what each
model was needed for. This will be done in a bulleted list due to the nature of the settings.

The final settings used were not the ones that were intended to be used. Initially, an unsteady
model using segregated flow was the goal. However, after a myriad of tests, it was discovered
that segregated flow would not work for this model. A reason for this was unable to be found,
but, every time segregated was chosen as the solver, the model would fail due to some cells
reaching infinite values, either in pressure, Y+ or turbulent energy. The only suspected reason
was that the massive domain size used for the studies caused the segregated solver to become
unstable. Because of this, the coupled solver was chosen instead. Even though the segregated
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solver was the initial choice, the coupled solver was going to be just as acceptable in terms of
generating an accurate solution. As soon as coupled was chosen, the model solved without any
difficulty. As for choosing steady state, this had to do with the computational resources at hand.
Running a single blade for mesh convergence had already put quite a bit of stress on the GVSU
server system due to the large cell count. Adding in a full turbine, on top of an unsteady model
that would capture several rotations of the turbine blades, would have been a massive
undertaking and would not have been completed in any sort of timely manner. A common theme
seen in this thesis was the balance between very accurate results and the computational time
needed to get them.

The physics settings below were the final choice and remained the same for all simulations ran.
3-D was chosen as the model being studied was three dimensional. Steady was used due to only
desiring results that displayed the overall time-averaged effects. Gas and Ideal gas were selected
to use air in the solution with simplified properties and interactions. Coupled was selected to
solve the flow as it attached and separated from the structures. Turbulent and K-ω Turbulence
were used to accurately model the wake. Wall distance Exact was selected for a more accurate
calculation of the wall distance. Lastly, All Y+ Wall Treatment was selected to ensure proper Y+
values on the structures. A summary of this information is below:
•

Space:
o Three Dimensional
▪

•

Allowed for 3D models and evaluations.

Time:
o Steady
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▪

Chosen due to the sheer size an unsteady run would have. Treated the
entire model as a time-averaged instance.

•

Material:
o Gas
▪

•

Allowed the user to select from various gas settings later.

Flow:
o Coupled
▪

Takes into account that the fluid flow around the turbine blades was
attached, coupled to the body, as it rotated. While the flow most certainly
did segregate as it moved across the surface, the coupled solver was still
able to calculate this.

•

Equation of State:
o Ideal Gas
▪

Treated the gas being studied as if it were ideal, meaning, it had no
interparticle interactions.

•

Viscous Regime:
o Turbulent
▪

Moving air is rarely ever laminar in flow, especially at the speeds used in
this study. Therefore, turbulence was considered.

•

Reynolds-Averaged Turbulence
o K-Omega Turbulence
▪

As discussed in chapter 10.3, K-Omega was being used in order to
accurately capture the flow both near the structure and in the far field.
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•

Wall Distance:
o Exact
▪

Used the exact wall distances when calculating fluid interactions of the
cell centroid.

•

K-ω Wall Treatment:
o All Y+ Wall Treatment
▪

A treatment that used both the low Y+ treatment for fine meshing and the
high Y+ treatment for coarse meshing. Low Y+ resolved the viscous sublayer, while high Y+ did not.

The selected models had both reference values and initial conditions. The numbers seen below
were the original values set by Star CCM+ and were not changed, except for the velocity speed
value.
•

Reference Values:
o Minimum Allowable Wall Distance: 1.0E-6 m
o Minimum Allowable Temperature: 100.0 K
o Maximum Allowable Temperature: 5000.0 K
o Reference Pressure: 101325.0 Pa

•

Initial Conditions:
o Pressure:
▪

Method: Constant

▪

Value: 0.0 Pa

▪

Dimensions: Pressure

o Static Temperature:
68

▪

Method: Constant

▪

Value: 300 K

▪

Dimensions: Temperature

o Turbulence Intensity:
▪

Method: Constant

▪

Value: 0.01

▪

Dimensions: Dimensionless

o Turbulence Specification:
▪

Intensity + Viscosity Ratio

o Turbulent Velocity Scale:
▪

Method: Constant

▪

Value: 1.0 m/s

▪

Dimensions: Velocity

o Turbulent Viscosity Ratio:
▪

Method: Constant

▪

Value: 10.0

▪

Dimensions: Dimensionless

o Velocity:
▪

Method: Constant

▪

Value: [Air Speed for the Specific Run, 0.0, 0.0] m/s
•

While the initial conditions had no effect on the end results of a
steady model, this was needed to prevent another type of AMG
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Coarsening error that would occasionally appear at the start of the
run.
▪

Dimensions: Velocity

▪

Coordinate System: Laboratory

With these physics models in place, the boundaries for the parts in the model were selected.

11.4: CFD Boundary Conditions
In order for the equations mentioned in chapter 10 to be valid, proper boundary settings needed
to be applied to the system. This included how the fluid enters the domain, how it interacts with
each object, and how it leaves the domain.

First, the portion of the rectangular prism that was touching the bottom of the turbine tower was
renamed to ‘Ground’ and was given a ‘Wall’ type boundary condition, as shown in Figure 15.
This allowed Ground to act as a solid object for the air to interact with, just as the real ground
would. For the meshing, Ground was found to need a thicker prism layer mesh than the rest of
the model in order for results to converge, set at 0.5% the base size, or, 0.63-m.

Figure 15: Ground Boundary Region

Next, the remaining five walls of the enclosing rectangular prism were grouped together into a
single boundary called ‘Air’ and were given the “Free Stream” condition, as shown in Figure 16.
This treated the five faces, and all the volume inside, as a stream of moving air - as if the turbine
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was sitting in real world, outside conditions. Due to this boundary type, addition physics settings
needed to be applied. The “Flow Direction” was specified as (1, 0, 0), or, in the positive Xdirection. The “Mach Number”, or, the velocity of the air, was set to match the wind speeds
being tested in terms of the speed of sound. The remaining settings were left at the default,
shown below:
•

Pressure:
o Method: Constant
o Value: 0.0 Pa
o Dimensions: Pressure

•

Static Temperature:
o Method: Constant
o Value: 300.0 K
o Dimensions: Temperature

•

Turbulent Intensity:
o Method: Constant
o Value: 0.01
o Dimensions: Dimensionless

•

Turbulent Viscosity Ratio:
o Method: Constant
o Value: 10.0
o Dimensions: Dimensionless
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Figure 16: Air Boundary Region

After the rectangular prism was portioned, the only remaining bodies were that of the actual
turbine. For the mesh convergence runs, only the vertical blade with the hub was included, while
the full turbine model had all three blades, the hub, nacelle, and tower. Images of the various
components are shown in Figure 17. No matter the run being done, the bodies were all treated as
a ‘Wall’ boundary condition, as they were solid objects that the air needed to interact with.
a

c

b

Figure 17:Turbine Portions: a: Solo Blade, b: Three Blades, c: Full Tower

As discussed in chapter 10.4, the blades and hub needed to have the appropriate rotation applied
to them. This was done in the settings of the “Blades & Hub” body physics conditions. Both sets
of blades and hub were given a tangential velocity specification as local rotation rate. Then, each
blade and hub were given the necessary settings:
•

Leading Blades & Hub (also the solo turbine):
o Axis:
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▪

Origin: Tip of the Hub
•

Coordinates: (-7.989, 0, 90.261) m
o

▪

Direction:
•

▪

(1, 0, 0)

Wall Relative Rotation:
•

•

Based off the original CAD model

Appropriate to keep TSR

Trailing Blades & Hub:
o Axis:
▪

Origin: Tip of the Hub
•

Coordinates: (874.011, 0, 90.261) m
o

▪

Direction:
•

▪

Based off the original CAD model

(1, 0, 0)

Wall Relative Rotation:
•

Appropriate to keep TSR

With these set, despite using a steady state solution, the model calculated as if the rotation
occurred. Once both meshing and physics settings were applied, the simulation was started.

11.5: Mesh Dependency Study
Due to how varied the surface and volume meshing could have been for an object, a study
needed to be done to ensure that the mesh size itself did not cause a variation in the answers
given. This study also helped prevent overcomplicated meshes, as, after a certain point, more
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meshing does not help resolve the model any better; overly complex meshing only served to
increase the solver time needed. In order to do the validation runs, the values used for the blade
local and the two volumetric controls was decreased until the mesh converged.

Mesh convergence was determined using a generated report for the moment on the blade in Star
CCM+ along the X-axis. The mesh convergence runs were allowed to solve for 500 iterations,
and the moment value at iteration 500 was used for the study. In order to determine the percent
difference between the moment values, Equation 44 was used:
%𝐷𝑖𝑓𝑓. =

𝑟𝑢𝑛𝑛−1 −𝑟𝑢𝑛𝑛
𝑟𝑢𝑛𝑛−1

∗ 100%

(44)

Ideally, the mesh convergence would have been monotonic in that the mesh was refined enough
that no change in results occurred if further refinement was done [27]. However, this was an
unrealistic expectation, as an extremely computationally complex mesh would have been
required to reach monotonicity. Instead, monotonicity was estimated by allowing a small percent
change to occur between mesh refinement levels. Due to the complexity of the model, a 5% or
less change between mesh sizes was acceptable, however, 3% or less would have been ideal.

Table 3 displays the mesh base size used, as well as the calculated moment on the blades and
hub, along with the percent difference:
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Table 3: Mesh Convergence

Vol.
Vol. Control Blade Local
Control 1
2
Control

Cell Count

Blade Moment

% Difference

%

%

%

#

N-m

%

7

12

0.05-0.1

1749249

430,450.556

N/A

5

10

0.05-0.05

2046793

422,989.060

1.733

With some luck, only two cases were needed to be ran in order to reach mesh convergence. The
results converged at volumetric control sizes of 5% and 10% for controls 1 and 2, respectively,
and a local control on the blades at 0.05% for the minimum and target sizes. The final mesh
count became: 2046793 cells, 6090702 faces and 2091234 vertices. The meshing is shown in
Figure 18. One error that can be seen in Figure 18e in the red box is the failure of the meshing to
capture the curvature of the front of the blade’s airfoil. Despite this error being here, because
mesh convergence was already proven to have occurred, no further refinement was done to this
section. It would have only served to increase the computational time without increasing the
accuracy of the model.
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a

b

c

d

e

Figure 18: Meshing of the Converged Mesh Blade a: Domain, b: Section View of Domain, c: Volumetric Controls, d: Blade
Meshing, e: Blade Error

Figure 19 is of the converged residuals for the converged mesh run. While the Y- and Zmomentum converged at 0.1, a somewhat high value, the lines were rather steady, meaning the
results were acceptable. Turbulent Kinetic Energy (Tke) and Specific Dissipation Rate (Sdr) did
have some larger fluctuations occur; however, they dropped down to values below 0.001, which
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meant they were also acceptable. These fluctuations are also not an uncommon occurrence in
CFD runs in general. One thing to note is that only six lines were visible, while the legend shows
seven variables. This was caused by both Energy and Continuity following the same curve,
shown in Figure 20. This occurred for all of the runs in this thesis. While the run went for 500
iterations, the residuals show that only roughly 200 were needed for residual convergence.

Figure 19: Mesh Convergence Residuals

Figure 20: Continuity and Energy Lines Shown: a: Continuity, b: Energy

While the residuals had converged, it was important to ensure that the values of interest to be
studied also reached convergence. Figure 21 shows the plot for the moment on the blade about
the X-Axis. Interesting to note how high the initial values were, and how they dropped over time
as the solution converged. The right end of the plot was not fully steady, as minor changes in
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values were to be expected; but, they were small enough to not be of concern. However, it
seemed that roughly 300 iterations were needed in order for the moment to stabilize. These two
iteration values for convergence served as guides for the next cases.

Figure 21: Mesh Convergence X-Moment Plot

To further verify the model, the velocities and pressures seen were evaluated. First was the
velocity scalars. In Figure 22a, a top-down view of the single blade, the velocities seemed as
expected. There was a low-speed zone in the front of the hub due to the initial impact, and
another low-speed zone just behind the hub due to the creation of the wake. There was high
velocity along the sides of the hub as the air followed the curves. Figure 22b shows a view
looking from the side to show the velocities of the air as it moved over the blade. The solution
here also seemed appropriate. Low speeds were seen all around the blade, in the front due to the
impact, and behind it due to the wake. High air speeds were seen just below the hub due to the
air increasing velocity on the curves, the same with the air at the very tip of the blade. The wake
was seen recovering as it extended, although, the full extent was not seen due to the small
domain size. There did seem to be some lower velocity on the ground under the blade and hub,
however, this was the area that the rotating blade would pass through, so that may have been the
cause, along with the expected interference from the ground itself.
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a

b

Figure 22: Mesh Convergence Velocity Scalars: a: Top View, b: Side View

Following the velocities are the pressure scalars in Figure 23. Due to the nature of fluid
interactions, low pressure zones were expected in the locations with an increased velocity. Low
pressure was also to be seen in the wake of the body due to vortices and separation. Figure 23a
shows this to be the case. Extreme pressure was seen on the very tip of the hub, where the impact
was the greatest and there was a stagnation zone, followed by lower pressures on the curves of
the hub. For the side view of the blade, shown in Figure 23b, the pressures also seemed
appropriate. The leading edge of the blade had high pressure up the height, with low pressure
being seen in the trailing wake. It is somewhat hard to see in the figure due to screen quality, but
there was a large wake zone trailing the blade that extended below and above the blade.
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a

b

Figure 23: Mesh Convergence Pressure Scalars: a: Top View, b: Side View

With the plots and scalars being confirmed as appropriate, further evaluation of the results was
conducted. The power of the single blade was calculated using:
𝑇𝑢𝑟𝑏𝑖𝑛𝑒 𝑃𝑜𝑤𝑒𝑟 = 𝐶𝐹𝐷 𝑇𝑜𝑟𝑞𝑢𝑒 ∗ 𝜔𝐵𝑙𝑎𝑑𝑒𝑠

(45)

where:
𝜋

𝜔𝐵𝑙𝑎𝑑𝑒𝑠 = 𝐵𝑙𝑎𝑑𝑒𝑟𝑝𝑚 ∗ 30

(46)

With 1/3 the blades of the full tower, it was expected that 1/3 of the total turbine’s power should
have been seen. As mentioned, the turbine used in this study was based off of the 5-MW NREL
Phase VI HAWT, using the specifications provided in the paper Definition of a 5-MW Reference
Wind Turbine for Offshore System Development [32], as well as information posted by the
principal author, J. Jonkman, inside of user forums on the NREL website [33]. While the goal
was to follow the guidelines of the turbine as exactly as possible, in both the paper and
comments by Jonkman, he specifically stated multiple times that the turbine was never meant to
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be put into a real-life model. He stated that the report ([32]) was never meant to have enough
detail included to develop a CAD model or CFD mesh [33], meaning a best guess had to be used
in regard to the construction of the model. Three notable pieces of information missing were the
creation of the connections between each airfoil along the length of the turbine blade, the
connection between the tower and the nacelle and, the pitch orientation of the turbine on the hub.

For the model used in these studies, the airfoil sections were connected using Onshape’s version
of the loft command. The last segment was a duplicate of the last airfoil, so a simple extrude was
used there. Because of that choice, the blade’s design differed from the NREL version. Their
model was solely a mathematical model based on drag and lift coefficients, solved using FAST,
NREL’s open-source fluid solver. The fact that Onshape was used specifically also meant that
the design of the blades would have varied if another program’s loft command was used. For the
tower and nacelle connection, a loft was used on this model in order to create a smooth transition
between the two to allow better airflow. As for the blade orientation, several models were
created and tested to find the one with the greatest moment. This was done using the single blade
on the hub with the initial mesh settings from chapter 11.2 and involved changing the pitch angle
of the blade based on the positive Z-axis. Eight angles between 0- and -65-degrees were tested
initially, which revealed that -55- and -60-degrees of pitch performed roughly equal. A ninth
angle of -57.5-degrees was then tested to further refine the results. This test revealed that -57.5degrees had greater power generation than either -55- or -60-degrees. No further refinement was
done beyond this as the differences in power were be negligible; -57.5- and -60-degrees only had
a 1000 W difference. The turbine blade orientation can be seen in Figure 24.
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Figure 24: Turbine Blade Orientation

These specifics to this model meant that the turbine did not give the full 5 MW power output it
was designed for. Even though this was the case, this study was not considered to be invalid.
Instead, the turbine used was considered an entirely new child model that was based on a
previously developed turbine.

Using Equation 45, the turbine power came out to 0.536 MW. This meant, with all three blades,
the full-tower turbine power was expected to be at most 1.608 MW, but, most likely less due to
some losses from the added tower and nacelle. This was less than the expected 5 MW by a fair
amount, roughly 68%. Despite the created model not meeting the expected power generation,
there were two reasons the author continued to use it for the remainder of the thesis. First is that
the created model was within the design specifications of several other 1.5 MW turbines, as seen
in Table 4 below. The rotor diameter for the created child model were larger than the other
turbines listed, however, as noted in chapter 10.5, it is the TSR of the turbine that is the most
important. The child model had a lower blade rotational speed in order to make up for its extra
blade length, meaning that its blade tip speed was within the range of the other listed turbines.
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Table 4: Various 1.5 MW Turbine Specifications

Vestas V821.5
[35]

Lagerwey
L100
[36]

Lagerwey
L93
[37]

Author's Child
Model

Model

Units

GE 1.5 MW XLe
[34]

Power

MW

1.5

1.5

1.5

1.5

~ 1.5

Cut-In

m/s

3.5-4

3

2.1

2.3

3

Cut-Out

m/s

20-25

25

28

28

25

Rated

m/s

10

13

10

X

11.4

Blade Dia.

m

83

82

100

93

126

10.1-22.2

14.4

15.3

15.6

12.1

Blade rpm rpm
Tip Speed

m/s

X

62

80

76

79.8

Hub
Height

m

65-80

94-109

90, 98, 120,
135

73.5, 90

90

The second reason was that the two previous studies on the effect of yaw angle on the trailing
turbine both used the NREL 5-MW as well, matching the design value. This meant that two
similar turbines were used to confirm the yaw angle effect. By using the created child model, a
third, unique, model was added to the mix to confirm that all turbines may benefit from the
positive yaw angle effect. It also stood that the wake redirection effect should still have been
seen, as Haans et al. [1] used a different turbine than Flemming et al. [10] and Miao et al [11],
and still saw it occur.
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11.6: Slight Error
It was at this point a slight error was noticed in the blade of the turbine. While not easily noticed
on the plain model with or without meshing, the pressure scalar view made it very obvious, as
shown in Figure 25.

Figure 25: Error in Blade Model

During the creation and import of the .iges file, the curvature of the blades was not captured
fully, most likely due to the loft used to create the blade. This error did not threaten the mesh
convergence study, it simply meant that the powers discussed in chapter 11.5 were lower than
they should have been. It appeared as if this error was not able to be removed, either. All of the
surface mesh and part import file types were tried, and the error persisted in each, with varying
degrees of severity. The surface wrapper mesh setting was able to remove it, however, there was
a great cost in terms of the accuracy of the tail end of the blade airfoil. The fine point of the tail
end meant that a small wrapper scale was needed, yet only a larger scale would remove the
indent. Losing the tail’s shape suggested that more power may have been lost than if the indent
was there due to an increase in the drag seen on the blades. Because of this, the error persisted
throughout all runs. However, because the far-field interactions of the turbine’s wake were being
studied, this error was too small to affect any change in fluid structures.
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Between this error, and the error in the surface meshing near the end of the blades that was
discussed in Figure 18e, they explain some of the reasons as to why the power achieved by my
child model was lower than the original design of the turbine.

11.7: Single Turbine Model Validation
With the mesh having converged, a full tower version of the turbine was evaluated. Because new
components were added to make it a full tower model, some new mesh settings were needed.
Only the new mesh settings are listed below, along with the modified volumetric controls being
shown in Figure 26.
•

Volumetric Control 1: Horizontal cylinders surrounding the two turbine blades to capture
the initial reaction
o Mesh Conditions:
▪

Trimmer: Custom Isotropic Size

o Mesh Values:
▪

Custom Size:
•

•

Relative Size: 5.0%

Volumetric Control 2: Long cylinder just behind the first to catch the wake region
o Mesh Conditions:
▪

Trimmer: Custom Isotropic Size

o Mesh Values:
▪

Custom Size:
•

Relative Size: 10.0%
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•

Local Sizes:
o Tower & Nacelle:
▪

Custom Surface Size:
•

Relative Minimum Size: 0.3%

•

Relative Target Size: 0.5%
•

No convergence was ran here due to both the simplicity of the
objects’ shape and the use of the encircling volumetric control 1

Figure 26: Full Turbine Volumetric Controls

With the more advanced model being tested, it was expected that the Residuals plot, Figure 27,
would have been less converged than the single blade. This was only somewhat true of the
Residuals that were obtained. The Tke and Sdr lines did fluctuate roughly the same as before,
however, they did not converge as low this time, only being near the 0.005 value - this was still
far within the accepted range. All the other Residual lines did seem to have a bit more fluctuation
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in them compared to the single blade, however, the lines were still rather steady with values near
the 0.1 mark. This was slightly better than the solo blade. The Y- and Z- momentum values even
dropped below 0.1 this time.

Figure 27: Full Tower Residuals

For this run, the X-axis moment plot was watched (Figure 28), which determined when the run
ended. It took 338 iterations for the momentum line to flatten out, which was plenty for the
Residuals as well. The plot also had a very similar shape as was seen for the single blade, which
suggested all the momentum plots would looked like this.

Figure 28: Full Turbine X-Moment Plot
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For the scalars, first the velocities are presented in Figure 29. Looking top down again (Figures
29a-b), a similar low velocity zone was seen at the front of the hub. However, because this was a
full turbine model, the wake zone changed, as there was now both a nacelle and tower to account
for. The airflow path was more complex due to the spacing between the nacelle and blades and
could be seen as the low-speed zone just behind the blade and extending beyond the nacelle.
From the top view, it looked as if the wake of the turbine did not fully extend the full 5D, as the
velocities steadied out at the far right of the domain. By looking at the side view (Figure 29c),
the full effect of the whole turbine was seen more easily. The entire front of the turbine had low
velocities due to the impacts, with a much more noticeable wake to follow from the combine
effect of all the components. This view also seemed to show that the wake of the turbine did not
fully extend the 5D behind it. However, the most likely cause of this was the use of free stream
for the air boundary. This will be discussed further in chapter 12.
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b

c

Figure 29: Full Turbine Velocity Scalars: a and b: Top View, c: Side View

Next, the pressure scalars are presented in Figure 30. The high pressure on the front of the
turbine fit the low speeds due to the impact, while the wake of the turbine had lower pressures in
the drag due to separation and vortices. As with the velocity scalar, it seemed that the wake of
the turbine did not take long to recover. In this case, however, the recovery is close to the
turbine, meaning the shorter domain length may not be at play here.
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a

b

Figure 30: Full Turbine Pressure Scalars: a: Top View, b: Side View

90

To confirm the low pressures trailing the turbine, the vorticities are shown in Figure 31. As
expected, the back of the turbine had vortices behind the entire structure (Figure 31a). The
turbulent kinetic energy was high here as well (Figure 31b), further confirming the results.
a

b

Figure 31: a: Full Turbine Vorticity, b: Turbulent Kinetic Energy Scalars

With all the plots and scalars seeming appropriate, the powers were calculated. Based on the
validation model, a single turbine produced 1.186 MN-m of moment, which equated to 1.503
MW of power production. The power achieved here was less than the 1.608 MW estimated,
meaning that 0.105 MW of power was lost due to the interference of the extra blades, nacelle and
tower. Using this power value, it was expected that two turbines that did not interfere would have
generated a total of 3.006 MW of power.
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12: First Case Results: Yaw 0-Degrees
With the baseline power of a single turbine having been found, the in-line models were then
tested. Because of the addition of the second tower, some of the mesh settings were changed
again. Volumetric control 1 now controlled two duplicate cylinders around both turbines’ blades
in the horizontal direction. Volumetric control 2 was modified so that it ended just in front of the
second turbine. These are shown in Figure 32.

Figure 32: Domain of the Two Turbines

This two-turbine model ended up having 12951828 cells, 37104891 faces and 11713638 vertices.
It took 1040.25 seconds, ~17.34 minutes, to complete the meshing. It was expected that all yaw
models would have roughly this cell count and take roughly as long to generate.

Again, the results were evaluated by viewing the scalars for the velocities and pressures, as well
as the vortices and turbulent kinetic energy.
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Despite the second turbine making the evaluation more complex, the residuals here seemed
rather close to the ones for the full, solo turbine. Y- and Z-momentum had somewhat of a bounce
to them, but they converged below 0.1. Sdr and Tke seem to have similar shapes, and had
lowered to below 0.01, along with the Energy and X-momentum. Overall, these residuals looked
acceptable, as seen in Figure 33.

Figure 33: In-Line Turbine Residuals

For the moment plots (Figure 34), as expected, they both followed a similar shape to what had
been seen previously, with each curve flattening out at 338 iterations.
a

b

Figure 34: a: Leading Turbine X-Moment Plot, b: Trailing Turbine X-Moment Plots
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For velocities, from the top-down view in Figure 35b, it was easy to see the loss in air speed that
occurred due to the leading turbine’s wake. It seemed that a large portion of the trailing turbine
saw wind speeds near 9 m/s, with only the blade tips far enough away from the hub to see the
original air speed of 11.4 m/s. This was confirmed on the side view in Figure 35c, as a straight
patch of ~9 m/s air can be traced from the nacelle of the leading turbine to the hub of the trailing.
A ~2 m/s loss in wind speeds was lower than the author speculated, given the size of the turbines
used. In any case, it was now known that the goal of the yaw on the leading turbine was to cause
wind speeds greater than ~9 m/s for the trailing turbine. As was seen with the solo turbine
velocity scalars, Figure 35b,c, the wake of the trailing turbine seemed cut-short. This had to do
with the boundary conditions selected for the moving air. The back wall behind the trailing
turbine had the boundary condition of “Free Stream” set, which meant that the air leaving the
domain needed to be traveling at the specified velocity, 11.4 m/s. This caused the trailing
turbine’s wake to be prematurely resolved as it adjusted itself to ensure it reached the free stream
velocity of 11.4 m/s. Despite this premature ending for the wake, the use of the CFD best
practice of a domain length of 5D should have meant that the wake nearest the trailing turbine,
and thereby the calculated moment on the trailing turbine, was unaffected. To be fully certain
this was the case, a second version of the initial in-line turbines was ran, with one different
boundary conditions applied. The back surface of Air, behind the trailing turbine, was changed
from “Free Stream” to “Pressure Outlet”. A “Pressure Outlet” allowed the velocities of the wake
to be as they should have been, with no premature resolution. In other words, the boundary face
values for the velocity were extrapolated from the interior values, keeping the wake as it should
have been. This can be seen in Figure 35a. Using this method, the calculated moment for the
trailing turbine came out to be 1,099,750 N-m. Compared to the original in-line case for the
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trailing turbine, 1,100,669 N-m, there was only a change of 0.083%. This change in value was
small enough to be considered negligible and was most likely due to the nature of the moment
plot. Even though it may have looked stable in the figures seen previously, the values themselves
do fluctuate slightly along the curve. With both the use of CFD best practices, and the inclusion
of the verification run, it had been determined that the original domain size and boundary
conditions were acceptable to use moving forward.
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a

b

c

Figure 35: In-Line Turbines Velocity Scalars: a: Pressure Outlet Verification, b and c: Free Stream Air, b: Top View, c: Side
View

Looking at the pressure scalars in Figure 36b,c , it seemed that the wake of the leading turbine
was less severe than the velocity scalar indicated, as the pressures return to gauge pressure of 0
Pa quickly. Neither turbine caused great changes in pressure very far from its components.
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a

b

Figure 36: In-Line Turbine Pressure Scalars: a: Top View, b: Side View

Given that the pressures are at 0-gauge Pa between the turbines, then it should have been
expected that the vorticities did not extend far beyond either turbine. As shown in Figure 37, this
held true. Despite the increased domain length behind the leading turbine, the vorticities end
close to the turbine (Figure 37a). The same can be said for the turbulent kinetic energy (Figure
37b). The leading turbine did not have any turbulent kinetic energy extend far beyond itself.
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a

b

Figure 37: In-Line Towers, a: Turbine Vorticity, b: Turbulent Kinetic Energy

Based on this run, the first turbine output 1.202 MN-m, creating 1.523 MW, while the second,
trailing turbine, output 1.096 MN-m, creating 1.389 MW of power. This combined for a total of
2.912 MW between the two, with the trailing turbine seeing an 8.798% decrease in power
compared to the leading turbine. With the zero-yaw trailing turbine power loss determined, the
goal of the yaw angle was to keep the leading turbine power as high as possible, while also
increasing the trailing turbine’s power beyond 1.389 MW.
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13: Further Results
In this chapter, all of the results for the simulations will be gathered and discussed in their own
section for the sake of organization. First is the set of cases involving the yaw angles of 24-31degrees, second is the set of cases testing the best performing angle at wind speeds between 3
and 25 m/s, third is a new set of cases designed to test the effect of blade pitch angle and yaw
angle, last is a section discussing the possibility of turbine spacing changes. Once all the results
have been discussed individually, the last section will be used to continue the discussion of the
results by offering explanations for the phenomenon seen.

13.1: Yawed Leading Turbine: 24- to 31-Degrees
Before the data from the yawed studies was reviewed, the plots and scalars for the runs were
observed to ensure they were appropriate.

First, the residual plots in Figure 38, which has sections a-h over the next coming pages. Given
the criteria discussed previously, all eight of the yaw angle’s residual plots were considered
acceptable. As before, only six lines of data were visible due to Continuity and Energy having
lines that were very similar, obstructing the view of one-another. The only thing of note is how
the plots weren’t exactly the same as the ones from Chapter 12 Figure 33, but had similarities
between them in regard to the behavior of the lines. Given the similarities in the residuals, and as
seen in Figures 39-46, the moment plots, this set of simulations must have had similar overall
airflow occurring.
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a

b

c

d

Figure 38: Yaw Angle Test Residual Plots: a: 24-Degrees, b: 25-Degrees, c: 26-Degrees, d: 27-Degrees

100

e

f

g

h

Figure 39: Yaw Angle Test Residual Plots: e: 28-Degrees, f: 29-Degrees, g: 30-Degrees, h: 31-Degrees
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Following the residual plots is the moment plots. For this set of images, each angle will be its
own figure, as both the leading and trailing turbine plots are shown. From this set of figures, it
can be seen that both plots, leading and trailing turbine, for all the angles tested, have reached a
point in the iterations where the curves have flattened out. This meant the results were not
dependent on the iteration stopped at.

a

b

Figure 40: 24-Degree Yaw Moment Plots: a: Leading Turbine, b: Trailing Turbine
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a

b

Figure 41: 25-Degree Yaw Moment Plots: a: Leading Turbine, b: Trailing Turbine

a

b

Figure 42: 26-Degree Yaw Moment Plots: a: Leading Turbine, b: Trailing Turbine
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a

b

Figure 43: 27-Degree Yaw Moment Plots: a: Leading Turbine, b: Trailing Turbine

a

b

Figure 44: 28-Degree Yaw Moment Plots: a: Leading Turbine, b: Trailing Turbine
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a

b

Figure 45: 29-Degree Yaw Moment Plots: a: Leading Turbine, b: Trailing Turbine

a

b

Figure 46: 30-Degree Yaw Moment Plots: a: Leading Turbine, b: Trailing Turbine
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a

b

Figure 47: 31-Degree Yaw Moment Plots: a: Leading Turbine, b: Trailing Turbine

With the Residual and Moment plots shown to have been in accordance with the criteria describe
in chapter 11.5 after 338 iterations, the results in the form of the scalars were observed. Figure 47
below has the results from the 24- (Figure 47a), 27- (Figure 47b) and 31-degree (Figure 47c)
yaw angle runs shown as the pressure scalars on the leading turbine, while Figure 48a-c has the
same three angles viewing the front of the trailing turbine.

As air accelerated over the upper, convex, portion of the airfoil, the pressure on that surface
decreased. The slower moving air on the concave portion of the airfoil causes a pressure
differential between the surfaces. This pressure difference caused the lift force, which drove the
turning moment. The wake was then caused by the combining of the air velocities, along with the
rotation of the blades and the interactions with the nacelle.
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Figure 47a-c shows that as the yaw angle increased, the pressure on the concave face of the
leading turbine blade decreased. This correlated to a decrease in the negative pressure on the
convex face of the blades as well, leading to a decrease in the turning moment.
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a

b

c

Figure 48: Leading Turbine Pressure Scalars: a: 24-Degrees, b: 27-Degrees, c: 31-Degrees
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If the wake was redirected due to the yaw, the trailing turbine should have shown an increase in
pressure due to an increase in wind velocity as it approached the airfoil curve. Figure 48a-c,
however, revealed that the impact pressure on the trailing turbine stayed relatively similar, in
spite of the differing leading turbine yaw angles. This suggested that the flow structures of the
leading turbine’s wake was not altered significantly, with the velocity of the air being similar
between the different yaw angles.
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b

c

Figure 49: Trailing Turbine Pressure Scalars: a: 24-Degrees, b: 27-Degrees, c: 31-Degrees
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With this pattern seen in the scalars, it was expected that the leading turbine continuously
generated a decreasing amount of power as the yaw angle increased, while the trailing turbine
would have been creating roughly the same amount of power.
Table 5: Yaw Angle Test Data

Yaw
Angle

Leading
Moment

Leading
Power

Trailing
Moment

Trailing
Power

Trailing % From Yaw
0

Degrees

N.m

W

N.m

W

%

0

1,208,350

1,531,111

1,100,670

1,394,668

N/A

24

961,130

1,217,857

1,113,455

1,410,869

1.162%

25

944,883

1,197,270

1,112,415

1,409,551

1.067%

26

922,951

1,169,479

1,112,382

1,409,510

1.064%

27

895,839

1,135,125

1,111,485

1,408,373

0.983%

28

882,944

1,118,787

1,114,676

1,412,416

1.273%

29

864,277

1,095,134

1,113,122

1,410,447

1.131%

30

828,645

1,049,983

1,115,885

1,413,947

1.382%

31

807,227

1,022,845

1,112,616

1,409,806

1.085%

In Table 5 all of the results for the yaw angle tests were collected. Two trends in the data were
seen. The first had to do with the output of the leading turbine. As the yaw angle was increased,
there was a mark-ed decrease in the output of the leading turbine that was not exactly linear. The
second trend to be seen was with the trailing turbine. No matter the yaw angle used, there was a
trend in the data in that only a ~ 1% increase in the trailing turbine’s power was generated, with
the average of all the runs being 1.143%. These results matched up with the expected behavior
that was seen in the pressure scalars. In order to verify the 1.143% average power increase
phenomenon, three additional angles were tested outside of the original stated range: 10, 40 and
50 degrees. Table 6 is a summarization of the results:
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Table 6: Extra Yaw Tests

Yaw
Angle

Leading
Moment

Leading
Power

Trailing
Moment

Trailing
Power

Trailing % From Yaw
0

Degrees

N.m

W

N.m

W

%

10

1,146,461

1,452,691

1,111,277

1,408,109

0.964%

40

587,622

744,582

1,093,781

1,385,940

-0.626%

50

254,178

322,071

1,094,117

1,386,366

-0.595%

From the table, it can be seen that an angle of 10 degrees caused a similar ~1% increase in
trailing turbine power, while an angle of 40- and 50-degrees broke the trend and actually
decreased the generated power. If this is to be interpreted, there must have been a dramatic
change in the airflow of the system after a yaw angle of 31-degrees and at or before 40-degrees
in order for this to have occurred. Taking all of the data into account, the plot in Figure 49 was
created.

Figure 50: Plotted Yaw Angle Test Data

Of the original yaw angles to be tested, Figure 49 shows that the yaw angle of 24-degrees caused
the greatest overall total power generation between the two turbines. However, this was only due
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to the fact that the 24-degree angle had the least amount of power loss on the leading turbine, not
because the trailing turbine saw a large increase in power generation. Despite this reasoning, the
24-degree angle was chosen to be tested at the various wind speeds.

13.2: Yaw Angle of 24-Degrees with Wind Speeds from 3 to 25 m/s
As in chapter 13.1, first the residuals plots will be shown, followed by the moment plots, and
lastly, the scalars on the turbine bodies themselves. Because 11.4 m/s was used for the wind
speed value between 8.5 and 14 m/s, those plots will not be shown again, considering they were
discussed in the previous section. As before, all the residual plots will be considered part of the
same figure (Figure 50), and the moment plots will be grouped by wind speed (Figure 51-58).

Viewing the set of residuals in Figure 50a-h, an example of a ‘bad’ convergence can be seen at
wind speeds 3 m/s (Figure 50a) and an ‘okay’ convergence at 5.75 m/s (Figure 50b). At 3 m/s,
the residuals did not decrease, rather, they increased in value to between 0.01 and 10. Despite
this increase, the lines themselves were somewhat steady. For the residuals of the 5.75 m/s test,
the lines were between 0.01 and 1; this was more desirable compared to the 3 m/s test, however,
most of the lines were still rather high in value. Again, the lines were steady despite the high
residual value. Because of the residuals for the 3 and 5.75 m/s tests, their results should be
cautiously evaluated. Aside from those two wind speeds, all other residual plots were in
accordance with the criteria described previously.
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Figure 51: Wind Speed Test Residual Plots: a: 3 m/s, b: 5.75 m/s, c: 8.5 m/s, d: 14 m/s

114

e

f

g

h

Figure 52: Wind Speed Test Residual Plots: e: 16.75 m/s, f: 19.5 m/s, g: 22.25 m/s, h: 25 m/s
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Next is the plots for the moment calculations (Figure 51-58). For the 3 m/s test, the trailing
turbine plot was able to reach a point where the result was irrespective of the iteration stopped,
however, the leading turbine plot shows there was still some curve to the line going upward. It
can be seen in Figure 51a that the curve is starting to drop at the very end, suggesting the result
may have been close to reaching a flat curve. Despite the less than desirable residual plot for the
3 and 5.75 m/s tests, all four of the moment plots were able to reach independence from the
iteration stopped at. All other moment plots were also able to reach independence from the
iteration as well.
a

b

Figure 53: 3 m/s Wind Speed Moment Plots: a: Leading Turbine, b: Trailing Turbine
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a

b

Figure 54: 5.75 m/s Wind Speed Moment Plots: a: Leading Turbine, b: Trailing Turbine

a

b

Figure 55: 8.5 m/s Wind Speed Moment Plots: a: Leading Turbine, b: Trailing Turbine
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a

b

Figure 56: 14 m/s Wind Speed Moment Plots: a: Leading Turbine, b: Trailing Turbine

a

b

Figure 57: 16.75 m/s Wind Speed Moment Plots: a: Leading Turbine, b: Trailing Turbine
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a

b

Figure 58: 19.5 m/s Wind Speed Moment Plots: a: Leading Turbine, b: Trailing Turbine

a

b

Figure 59: 22.25 m/s Wind Speed Moment Plots: a: Leading Turbine, b: Trailing Turbine
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a

b

Figure 60: 25 m/s Wind Speed Moment Plots: a: Leading Turbine, b: Trailing Turbine

With the Residual and Moment plots discussed, the scalar plots will be shown next. The pressure
scalar for four wind speeds will be shown: 3, 8.5, 16.75 and 22.25 m/s. Figure 59a-c is of the
leading turbine, while Figure 60a-c is of the trailing turbine.

As the velocity of the air is increased between cases, the turning moment of each turbine should
have also increased due to the previously described interactions of the air passing over the two
surfaces of the airfoil. This would have been seen as an increase in pressure along the front
facing, concave, portion of the blades.

Figure 59a-c shows the Leading Tower pressure scalars for the wind speed tests. It seemed that
the 3 (Figure 59) and 8.5 m/s (Figure 59b) wind speeds had somewhat close pressure scalars,
with the 8.5 m/s not being much greater than the 3 m/s. Looking at the jump from 8.5 m/s to
16.75 m/s (Figure 59c), there was a much larger increase in pressure between the two. Lastly,
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16.75 and 22.25 m/s (Figure 59d) seemed to have an even larger jump in pressure. This trend
would suggest that the moment value relationship with wind speed is not a linear one.
a

b

Figure 61: Wind Speed Test Leading Turbine Pressure Scalars: a: 3 m/s, b: 8.5 m/s
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d

Figure 62: Wind Speed Test Leading Turbine Pressure Scalars: c: 16.75 m/s, d: 22.25 m/s

Figure 60 shows the Trailing Tower pressure scalars for the wind speed tests. A similar pattern
as the leading turbine can be seen; 3 (Figure 60a) and 8.5 m/s (Figure 60b) have pressures that
are closer together, 8.5 and 16.75 m/s (Figure 60c) have scalars that are more dissimilar, with
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22.25 m/s (Figure 60d) having much more pressure than 16.75 m/s. This again suggested that an
increase in wind speed will increase the pressure on the tower, but not in a linear fashion.

a

b

Figure 63: Wind Speed Test Trailing Turbine Pressure Scalars: a: 3 m/s, b: 8.5 m/s

123

c

d

Figure 64: Wind Speed Test Trailing Turbine Pressure Scalars: c: 16.75 m/s, d: 22.25 m/s
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Table 7: Variable Wind Speed Data

Wind Speed Leading Moment Leading Power Trailing Moment Trailing Power
m/s

N.m

W

N.m

W

3

56,777

71,943

74,935

94,951

5.75

226,052

286,433

273,009

345,933

8.5

517,499

655,728

608,720

771,314

11.4

961,130

1,217,857

1,113,455

1,410,869

14

1,477,116

1,871,667

1,693,575

2,145,944

16.75

2,151,983

2,726,797

2,438,172

3,089,430

19.5

2,958,453

3,748,682

3,321,693

4,208,947

22.25

3,902,113

4,944,403

4,344,105

5,504,454

25

4,973,401

6,301,841

5,507,252

6,978,289

Table 7 is a collection of all the data from the variable wind speed runs using a yaw angle of 24degrees. From the table, a clear increase in power generation for both turbines can be seen.
However, the relationship cannot be fully understood until the plot of the data is seen, Figure 61.

Figure 65: Wind Speed Test Plotted Data
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From the plotted data, it can be seen that there is almost an exponential growth pattern occurring
as the wind speed increases, and, that the gap between the two power values increases the greater
the wind speed was. The available wind power equation,
Power = 0.5 ∗ Fluid Density ∗ Blade Swept Area ∗ Velocity 3

(47)

helped to show why this pattern emerged. The velocity component has a cubed exponent,
meaning the relationship cannot be linear between the available power and the velocity of the
wind passing through the turbine’s swept area. The reason for the trailing turbine to have greater
power production for all wind speeds is due to it having no yaw angle. Despite the 3 and 5 m/s
residuals being less than ideal, the results seem to fit within the rest of the data due to the shape
of the plot. Of note, this plot is not what an actual turbine wind speed versus power plot would
look like, as the internal electronics would have kept the power production steady once the rated
speed was passed. Because this model was only for the structure itself, such a leveling of power
did not occur.

This data, however, does nothing to show the relationship between changing wind speeds and the
percentage gain seen due to the yaw effect. Miao et al. [11] claimed that their use of a higher
wind speed meant that they would see a smaller percent increase for the trailing turbine’s
generated power. In order to test their claim, another set of cases was created. For these, there
was a yaw angle of 0-degrees on the leading turbine, and wind speeds of 5.75, 8.5, 14 and 16.75
m/s were tested, including the data for 11.4 m/s created previously. The trailing turbine power
values from these tests were then compared to those in Table 7 to see if there was a decrease in
percentage power gained on the trailing turbine as the wind speed increased. First, the Residual
and Moment plots for these tests will be shown to validate them, leaving out the 11.4 m/s plots
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due to its previous discussion. Scalars for these tests will not be shown. This is because the
increase in wind speed will correlate to an increase in pressures on the turbine blades, but, they
will not show the relationship between the percentage power gained on the trailing turbine. Only
the data will do so, which will be collected into a table following the plots.

Starting with Figure 62a, the 5.75 m/s plot, it is very similar to the one shown in Figure 50b, also
at 5.75 m/s. While the plot is not as converged as the others in Figure 62, it is not egregious.
Overall, all of these plots can be considered acceptable.
a

b

Figure 66: Yaw Angle 0, Variable Wind Speed Residuals: a: 5.75 m/s, b: 8.5 m/s
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c

d

Figure 67: Yaw Angle 0, Variable Wind Speed Residuals: c: 14 m/s, d: 16.75 m/s

As with the previous Moment plots shown, Figure 63-66 all show that the calculated moment by
Star CCM+ was independent of the iteration stopped on, with the right end of the curve reaching
a flat slope.
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a

b

Figure 68: Yaw 0-degree, Wind Speed 5.75 m/s: a: Leading Turbine, b: Trailing Turbine

a

b

Figure 69: Yaw 0-degree, Wind Speed 8.5 m/s: a: Leading Turbine, b: Trailing Turbine
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a

b

Figure 70: Yaw 0-degree, Wind Speed 14 m/s: a: Leading Turbine, b: Trailing Turbine

a

b

Figure 71: Yaw 0-degree, Wind Speed 16.75 m/s: a: Leading Turbine, b: Trailing Turbine
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Table 8: Yaw Angle 0- and 24-Degree Testing Data at Various Wind Speeds

Yaw
Angle

Wind
Speed

Leading
Moment

Leading
Power

Trailing
Moment

Trailing
Power

Degree

m/s

N.m

W

N.m

W

0

5.75

303,079

384,034

268,632

340,386

0

8.5

667,777

846,146

603,840

765,131

0

11.4

1,208,350

1,531,111

1,100,670

1,394,668

14

1,833,738

2,323,546

1,675,211

2,122,675

Trailing % Change From
Yaw 0 at Same Wind
Speed

0

16.75

2,640,599

3,345,926

2,415,078

3,060,167

%

24

5.75

226,052

286,433

273,009

345,933

1.629

24

8.5

517,499

655,728

608,720

771,314

0.808

24

11.4

961,130

1,217,857

1,113,455

1,410,869

1.162

24

14

1,477,116

1,871,667

1,693,575

2,145,944

1.096

24

16.75

2,151,983

2,726,797

2,438,172

3,089,430

0.956

0

All of the data for both of the wind speed tests is shown in Table 8. The first five rows of the
table consist of the results for in-line turbines with no yaw added to the leading turbine, at wind
speeds of 5.75, 8.5, 11.4, 14 and 16.75 m/s. The last five rows of the table consists of the results
for the in-line turbines with a leading turbine at a yaw angle of 24-degrees, under the same wind
speeds as the previous rows. Both the moment and power values are shown in N-m and W,
respectively. The rightmost partial column is a comparison of the percentage gain in power on
the trailing turbine generated between the 0- and 24-degree yaw tests. Similar to the pattern seen
in Table 5 for yaw angle and percent gain in power generation for the trailing turbine, no clear
relationship between wind speed and percentage gain in power generation of the trailing turbine
was seen. The percent increase ranges from 0.808% to 1.629%.
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13.3: Blade Pitch Angle and Turbine Yaw Angle Relationship Testing
One final set of cases was decided to be completed after the two previous set of cases, and they
related to the relationship between the yaw angle and the pitch angle of the turbine blades. As
discussed in Chapter 11.5, some time was spent ensuring that the pitch angle of the turbine
blades was such that the greatest amount of power was achieved with no yaw angle, at the rated
wind speed. When one of the three blades is in the vertical-up position, the tower yaw angle axis
and the blade pitch axis were almost on the same axis, with some minor variation due to the
blades having a 5-degree shaft tilt and a 2.5-degree precone. This led to the idea that adding yaw
to the turbine meant that the pitch angle of the blade was essentially being changed. For example,
with a -57.5-degree pitch, and a 24-degree yaw, a blade in the vertical-up position had roughly
an -33.5-degree pitch. If -57.5-degrees was found to be the ideal pitch, then it stood to reason
that if yaw was added to the tower, then that amount of yaw needed to be subtracted from the
blade pitch angle to ensure a total pitch of ~-57.5-degrees was kept. This led to the last set of
cases to be ran. The trailing turbine was not changed during these tests.

In these cases, the added leading tower yaw angle was subtracted from the blade pitch to try and
keep the pitch at roughly the same angle of -57.5-degrees. Only five cases were ran using 24through 28-degrees at the rated wind speed. The original plan was to test 24- through 31-degrees,
just like the original yaw angle tests, however, it was found that as the yaw angle increased, so
too did the iterations required for the leading turbine moment plot to come to a flat line. The 28degree test took 950 iterations and several days for the leading turbine moment plot to become
steady, and even then, there were visible fluctuations. Even with only five cases, the trend in data
was enough that a conclusion was able to be made.
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First, the Residual plots. As before, they will be a single figure. Looking at the Residuals (Figure
67), the plots here were not as neatly converged as the initial yaw angle runs, however, they were
more acceptable than what was had for the 3 m/s (Figure 50a) and slightly better than the 5.75
m/s (Figure 50b) wind speed tests – putting them in the “good but not great” category. Many
more iterations were needed in order to solve these tests, most likely due to an increase in
complexity of the airflow around the towers due to the changed pitch angles. Overall, the
residuals followed a similar trend, despite the differences in iterations used.
a

b

c

Figure 72: Pitch Corrected Residual Plots: a: 24-Degrees, b: 25-Degrees, c: 26-Degrees
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d

e

Figure 73: Pitch Corrected Residual Plots: d: 27-Degrees, e: 28-Degrees

Along with the residuals plots having some issues, so too did the moment plots (Figure 68-72).
They were all able to reach a point where the moment value was independent of the iteration
stopped on, however, the shapes of the moment curves changed somewhat. The curve didn’t
exactly follow the pattern seen previously in the original yaw angle tests, and, a more visible
fluctuation could be seen on some of the plots on the right-end of the line, indicating a greater
percent change in value between iterations.
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a

b

Figure 74: 24-Degree Yaw Pitch Corrected Moment Plots: a: Leading Turbine, b: Trailing Turbine

a

b

Figure 75: 25-Degree Yaw Pitch Corrected Moment Plots: a: Leading Turbine, b: Trailing Turbine
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a

b

Figure 76: 26-Degree Yaw Pitch Corrected Moment Plots: a: Leading Turbine, b: Trailing Turbine

a

b

Figure 77: 27-Degree Yaw Pitch Corrected Moment Plots: a: Leading Turbine, b: Trailing Turbine
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a

b

Figure 78: 28-Degree Yaw Pitch Corrected Moment Plots: a: Leading Turbine, b: Trailing Turbine

Despite the new issues seen on these two sets of different plots, they were, overall, acceptable.
Therefore, the pressure scalars were then viewed. Yaw angles 24-, 26- and 28-degrees will be
included below.

For this set of cases, if the change in pitch angle counteracted the yaw angle, then no change in
the pressure on the front face of the leading turbine blade would have been seen between the
different yaw angle cases. If this change was also able to increase the amount of wake
redirection, then an increase in pressure on the front of the trailing turbine blade would have
been seen, compared to pressures seen in Figure 48a-c.
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Figure 73a-c shows the pressure scalars of the leading turbine at the mentioned angles. Despite
the pitch angle being corrected for the yaw angle being tested, there was a noticeable decrease
seen on the pressure of the blades as the yaw angle increased. This suggested that the earlier
pattern of higher yaw angles equating to lower power generation still held true even when
correction was attempted.
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a

b

c

Figure 79: Pitch Corrected Test Leading Turbine Pressure Scalars: a: 24-Degree, b: 26-Degree, c: 28-Degree
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Figure 74a-c shows the pressure scalars on the trailing turbines at the mentioned angles. As seen
in the original yaw angle tests, the pressure differences on the trailing turbine between the angles
tested were not easy to see, as if the pressures between the angles were not very different. This
would suggest that the angles tested here would have roughly the same increase in power
generation no matter the yaw angle tested. By comparing the trailing turbine scalars here to that
of the original yaw angle scalars for the trailing turbine (Figure 48a-c), it would seem the scalars
here have slightly higher pressure, meaning an increase in power generation may have occurred.
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a

b

c

Figure 80: Pitch Corrected Test Trailing Turbine Pressure Scalars: a: 24-Degree, b: 26-Degree, c: 28-Degree
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Table 9: Pitch Corrected Data

Yaw
Angle

Leading Moment Leading Power Trailing Moment Trailing Power

% Gain From Yaw 0

Degrees

N.m

W

N.m

W

%

0

1,208,350

1,531,111

1,100,670

1,394,668

N/A

24

551,887

699,301

1,162,348

1,472,821

5.306%

25

505,109

640,028

1,175,332

1,489,274

6.352%

26

469,962

595,493

1,188,556

1,506,030

7.394%

27

446,409

565,649

1,181,641

1,497,268

6.852%

28

414,523

525,246

1,182,215

1,497,996

6.898%

Table 9 is the collected data from the pitch corrected runs. As expected from the leading turbine
figure, there was still a decrease in power generation as the yaw angle increased despite the yaw
being accounted for in the blade pitch. The power loss seen here was even greater than what was
seen previously, as well. For the trailing turbine, the pitch correction did in fact lead to an
increase in the power generated. The percent gain on the trailing turbine was also more spread
out between the angles than in the original yaw angle tests, with 26-degrees being the best angle
in regard to only the trailing power generation. Overall, there was still a decrease in the total
power generation due to the decrease seen on the leading turbine.

Figure 75 shows the plot of the data. Two differences can be seen between this plot and the plot
from Figure 49. The first difference is that the leading turbine had a large decrease in power
generation. The 24-degree pitch corrected leading turbine generating 518,556 W less than the
non-pitch corrected 24-degree leading turbine. The second difference is the change in the slope
of the curve. The slope from Figure 49 was -27,868 W/Deg, with an 𝑅 2 value of 0.991, while the
slope from Figure 75 was -42,249 W/Deg, with an 𝑅 2 value of 0.985. This means that not only
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did pitch correction not prevent losses on the leading turbine, but it actually made the losses
worse.

Figure 81: Pitch Corrected Test Data Plotted

13.4: Wake Zone & Turbine Spacing
The last bit of data to be interpreted was the velocity scalars of all three tests to view the shape of
the leading turbine’s wake. This would determine if any spacing changes between the two
turbines could have been made. The criteria used to make this determination had to do with the
wind velocity; if the fluid air was able to reach its starting velocity in the region directly in front
of the trailing turbine, either due to the wake being redirected or due to the wake resolving early,
then the trailing turbine had the chance to be moved closer. The figures will show the tests in the
order discussed above: yaw angle tests, wind speed tests, pitch corrected tests.

Figure 76 shows the velocity scalars for the original yaw angle tests. Even close to the leading
turbine, redirection of the wake was hardly seen at all, with not much difference seen between
the angles. Viewing near the trailing turbine, the middle of the wake was still seen colliding with
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the tower. This observation agreed with the stated data; the increase in trailing turbine power
generation was small, and all the yaw angles caused a similar increase in power. From this, no
spacing changes could be determined as possible.
a

b

c

Figure 82: Yaw Angle Test Scalars - Afar: a: 24-Degrees, b: 28-Degrees, c: 31-Degrees

Figure 77 is of the wind speed tests at a yaw angle of 24-degrees. A very small amount of curve
can be seen in the wake for these tests, and, as the wind speed increases, the curve increases as
well, even if it is slight. This does follow both the previous data in Table 7, and the reasoning
behind why the wake was redirected. With the leading turbine at an angle, the thrust force
imparted onto the turbine from the wind also became angled, creating an X- and a Y-component.
As the wind speed increased, that thrust force did as well, resulting in greater wake redirection in
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the Y-direction. Despite the redirection occurring, the wake of the leading turbine still collides
with the trailing turbine, leaving no room for a change in spacing.
a

b

c

d

Figure 83: Yaw 24-Degrees Wind Speed Test Scalars - Afar: a: 3 m/s, b: 8.5 m/s, c: 16.75 m/s, d: 22.25 m/s

Figure 78 is for the pitch corrected runs. With these runs having a much greater increase in the
trailing turbine’s power generation, it was expected that at least some wake redirection was
visible, even if it did not give way to changing the spacing. There was a more visible curve of the
wake near the leading turbine than seen in the other tests, shown in Figure 79, and, it can even be
seen that the center of the wake is skewed from the front of the trailing turbine, shown in Figure
80. The curve was more noticeable for 26- and 28-degrees, which agreed with the data showing
those two angles had a greater increase in trailing turbine power generation. It also looked as if
145

the velocities in the leading turbine’s wake had increased closer to the trailing turbine,
suggesting better wake recovery was occurring. Despite the visible wake redirection and better
wake recovery seen, it was still not enough to allow for any spacing changes. The wake was also
far less redirected than was seen in the previously mentioned studies.

a

b

c

Figure 84: Pitch Corrected Velocity Scalar - Afar: a: 24-Degrees, b: 26-Degrees, c: 28-Degrees
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a

b

c

Figure 85: Pitch Corrected Velocity Scalar – Leading Turbine Close-Up: a: 24-Degrees, b: 26-Degrees, c: 28-Degrees
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a

b

c

Figure 86: Pitch Corrected Velocity Scalar – Trailing Turbine Close-Up: a: 24-Degrees, b: 26-Degrees, c: 28-Degrees
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13.5: Further Results Analysis
a

b

Figure 87: Wake Redirection: a: Yaw Only, b: Pitch Corrected and Yaw

The previous sections in this chapter highlighted the data obtained and the trends seen from the
cases ran. While the data and trends are important, a conclusion cannot be obtained until an
understanding about what caused the trends is had. This section will attempt to explain said
trends in order to better draw a final conclusion.

The first explanation was for the first set of yaw angle tests. These tests were able to show that
the yaw angle effect is one that occurs on multiple wind turbines, as even the new and unique
model used in this thesis was shown to have it occur. However, the data seen here did not match
up with the previous studies mentioned. The reason for this was determined to be that any
possible gains from adding a positive yaw are specific to the turbine being tested, so much so
that some turbines may end up performing worse overall than if no angle was added due to losses
on the leading tower.
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The wind speed tests were able to help clear up the discrepancy between Flemming et al. [10]
and Miao et al. [11], while also giving perspective on how the wind speed affected the yaw angle
benefit. First, the discrepancy seen by Flemming et al. [10] and Miao et al. [11] in regard to the
percent gain in power production at an angle of 30 degrees. Flemming et al. stated an increase of
3.8% testing at 8 m/s [10], while Miao et al. saw an increase of 2.39% at 11.4 m/s [11]. This is a
37.105% difference between results. Miao et al. [11] claimed that because they used a greater
wind speed than Flemming et al. [10], they saw less of an increase in power generation on the
trailing turbine. Based on Table 8, this was not the case. No discernable relationship between the
wind speed and the percent gain the trailing turbine saw due to the induced yaw angle on the
leading turbine could be seen. There were two possible explanations for this. The first is that,
even though an increase in wind speed would create a more intense wake behind the leading
turbine, the increased thrust component values meant that more wake skewing would occur. This
could cause the two effects to cancel themselves out, resulting in similar percent gains seen on
the trailing turbine’s power generation no matter the yaw angle used. This explanation suggests
Miao et al. might have been wrong in their answer for the discrepancy they saw. The other
explanation ties into what was seen in Table 5 for the original yaw angle tests. No major
difference was seen in the trailing tower’s power generation as the yaw angles changed from 10to 31-degrees. With a similar pattern shown to occur with wind speed as well, the specific
turbine used in this study may be the reason for these patterns to have emerged.

The last test, where the pitch of the turbine blades was corrected with the yaw angle used, helped
to create a better understanding of the explanation that the yaw angle effect is specific to each
turbine. These tests revealed that it is not just the yaw angle that causes the redirection, but also
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the pitch of the blades themselves, which could also be why the results obtained here were so
different than the previous two studies. Upon looking through the papers by Flemming et al. [10]
and Miao et al. [11] again, no specific mention of the blade pitch used for their yaw angle tests
could be found, only that they used the NREL 5-MW turbine. The combination of yaw and pitchcorrection was able to greatly increase the power generated on the trailing turbine. There was a
greater detriment to the leading turbine, however, as it generated far less power than in the
original yaw angle tests at all yaw angles. The decrease in power generation that occurred due to
the increase in yaw angle was also greater than if the pitch hadn’t been corrected, as seen by the
steeper slope of the leading turbine line in Figure 70 compared to Figure 49. This suggested that
the blade pitch not only had an effect on the skewing of the wake, but also the detriment the
leading turbine saw because of the added yaw. This pitch redirection was noted by Flemming et
al. [10] during their individual pitch control tests, but in their conclusion, they seemed to
understate the extent with which pitch skewed the wake, and, they did not try combining pitch
and yaw.

Lastly, from the viewing of the wake, it was determined that, for this particular turbine, no
spacing changes between the leading and trailing turbine could be made due to the lack of wake
redirection seen.
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14: Summary and Conclusion
Due to the constant and increasing loss of non-renewable fossil fuels, and the huge impact they
have on global warming and pollution, there has been a recent push to switch over to using more
ecofriendly and renewable sources of power. One such form, which has grown considerably the
last twenty years, is wind power via turbines. The most common form, HAWTs, while able to
generate massive amounts of power, have a fatal flaw that is inherent to their design. As the wind
passes through the swept area of the blades and past the tower structures, massive disturbances in
the flow of the air are created in the form of a wake. When trying to create a wind farm with
HAWTs, this wake must be accounted for, as it can extend far beyond the initial turbine,
lowering wind speeds and thereby the power generated on the trailing in-line turbines. Recent
CFD studies have shown the possibility that a positive yaw angle on the leading turbine can
redirect the wake and cause a net positive power production between two in-line turbines.
However, these studies used the same turbine, the NREL Phase VI 5-MW, and had some
contradicting results, possibly due to the use of different wind speeds.

In order to test both the viability of an added positive yaw angle on a leading turbine and the
wind speed discrepancy, a unique 1.5-MW HAWT turbine was modeled in Onshape and studied
with CFD using Star CCM+. Yaw angles between 24- and 31-degrees were tested, along with
equal wind speed increments between the cut-in and cut-out speeds of the turbine, and various
pitch corrections based on the added yaw angle. These results were also reviewed for the
possibility of the wake being redirected enough to change the spacing between the turbines.
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The yaw angle cases revealed that wake redirection did occur, but, it was not enough to gain
more than an average of 1.143% in power production on the trailing turbine, while also causing
the leading turbine to lose more power than the trailing turbine gained.

The wind speed cases revealed that the yaw angle benefit is roughly equal in terms of percentage
gain in power production on the trailing turbine no matter the wind speed used, when compared
to no yaw angle at the same wind speed.

The pitch corrected cases revealed that not only does tower yaw cause wake redirection, but that
the pitch of the blades themselves has some correlation to both the percentage gain in power
production for the trailing turbine, and also the rate with which the leading turbine lost power
production as the yaw angle increased.

Lastly, the review of the wakes between the cases revealed that no turbine spacing changes could
be made with the model studied under any of the tested conditions.

The final conclusion reached for the range of yaw angles and wind speeds tested is that while all
turbines may see some wake redirection and an increase in trailing turbine power production due
to an added yaw angle, the amount of benefit seen is turbine specific. This is due to the airfoils
used for the blades, the pitch angle those blades are at and the shape of the other tower
components. This all culminates to a potential gain or loss in overall power generation due to the
extent of losses seen on the leading turbine and the percent gain on the trailing.
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As a recommendation to create a more concise understanding of the yaw angle effect, more
testing must be done on more HAWT models to determine the relationship between specific
towers, their blades’ pitches and the amount of wake redirection and power that is lost on the
leading turbine and gained on the trailing. During the testing done in this thesis, the limits of the
GVSU STRATUS server were being reached in terms of computational power despite the
methods used to reduce the size of the simulation. For any tests to come, it is the
recommendation of the author that supercomputers be used to allow for more advanced models,
and even a solution in unsteady terms. While the geometry changes on the turbine will be slow to
implement into each new simulation, the vastly increased computational power means that the
overall time needed to reach a solution will be drastically cut short.

There is one last recommendation for further study that this thesis has wrought, but it is
irrespective of the data taken. With the increasing use of offshore wind turbines, and the vast
amount of ocean on this planet, it may be of benefit to look into creating wind farms with turbine
spacings so large that there can not be any wake interference, thereby circumventing the need for
further wake redirection study.
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