The mixing time of a graph is an important metric, which is not only useful in analyzing connectivity and expansion properties of the network, but also serves as a key parameter in designing efficient algorithms. We present an efficient distributed algorithm for computing the mixing time of undirected graphs. Our algorithm estimates the mixing time τs (with respect to a source node s) of any n-node undirected graph in O(τs log n) rounds. Our algorithm is based on random walks and require very little memory and use lightweight local computations, and work in the CONGEST model. Hence our algorithm is scalable under bandwidth constraints and can be an helpful building block in the design of topologically aware networks.
INTRODUCTION
Mixing time of a random walk in a graph is the time taken by a random walk to converge to the stationary distribution of the underlying graph. It is an important parameter which is closely related to various key graph properties such as graph expansion, spectral gap, conductance etc. Mixing time is related to the conductance Φ and spectral gap * Work done while at Department of Computer Science, University of Freiburg, 79110 Freiburg, Germany. Research partially supported by ERC Grant No. 336495 (ACDC). † Supported, in part, by NSF grants CCF-1527867, CCF-1540512, and IIS-1633720.
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ICDCN '17, January 04 -07, 2017, Hyderabad, India (1 − λ2) of a n-node graph due to the known relations ( [9] ) that
and Θ(1 − λ2) ≤ Φ ≤ Θ( √ 1 − λ2), where λ2 is the second largest eigenvalue of the adjacency matrix of the graph. Small mixing time means the graph has high expansion and spectral gap. Such a network supports fast random sampling (which has many applications [7] ) and low-congestion routing [8] . Moreover, the spectral properties reveal a lot about the network structure [6] . Mixing time is also useful in designing efficient randomized algorithms in communication networks [1, 2, 5, 6, 11, 15] .
In this paper, we focus on developing a simple and efficient distributed algorithm for computing mixing time in graphs. Given an undirected n-node network G and a source node s, our algorithm estimates the mixing time τs for the source node in O(τs log n) rounds and achieves high accuracy of estimation. We note that this running time is non-trivial in the CONGEST model.
1 Moreover, our algorithm is simple, lightweight (low-cost computations within a node) and easy to implement.
Our approach crucially uses random walks. Random walks are very local and lightweight and require little index or state maintenance that makes it attractive especially to selforganizing and dynamic networks. Our approach, on a highlevel, is based on efficiently performing many random walks from a particular node and computing the fraction of random walks that terminate over each node. We show that this fraction estimates the random walk probability distribution. Our approach achieves very high accuracy which is a requirement in some applications [4, 5, 11, 18] . Due to space constraints, we omit some proofs from the article which can be found in the full version [14] .
We remark that we can compute the mixing time of a graph in O(m) time in the CONGEST model, where m is the number of edges in the graph. In the worst case, the mixing time τ could be O(n 3 ) for some graph, e.g., the Lollipop graph. On the other hand, the complete graph topology can be collected to a single node (e.g., by electing a leader which takes O(D) rounds [12] ) by flooding in O(m) rounds and then the node can compute the mixing time locally. The source node can compute the number of edges in the beginning (which can be done in O(D) time) and then run the two algorithms in parallel and stop when one of them terminates.
Distributed Computing Model
We model the communication network as an undirected, unweighted, connected graph G = (V, E), where |V | = n and |E| = m. Every node has limited initial knowledge. Specifically, assume that each node is associated with a distinct identity number (e.g., its IP address). At the beginning of the computation, each node v accepts as input its own identity number and the identity numbers of its neighbors in G. We also assume that the number of nodes and edges i.e., n and m (respectively) are given as inputs. (In any case, nodes can compute them easily through broadcast in O(D) time; this does not affect the asymptotic bounds of our algorithm.) The nodes are only allowed to communicate through the edges of the graph G. We assume that the communication occurs in synchronous rounds. We will use only small-sized messages. In particular, in each round, each node v is allowed to send a message of size O(log n) bits through each edge e = (v, u) that is adjacent to v. The message will arrive to u at the end of the current round. This is a widely used standard model known as the CONGEST model to study distributed algorithms (e.g., see [17, 16] ) and captures the bandwidth constraints inherent in real-world computer networks.
We focus on minimizing the the running time, i.e., the number of rounds of distributed communication. Note that the computation that is performed by the nodes locally is "free", i.e., it does not affect the number of rounds; however, we will only perform polynomial cost computation locally (in particular, very simple computations) at any node.
Random Walk Preliminaries
We consider a simple random walk in an undirected graph: In each step the walk goes from the current node to a random neighbor i.e., from the current node v, the probability of moving to node a u is Pr(v,
Suppose a random walk starts at some vertex v in a graph G. Let P0 be the initial distribution with probability 1 at the node v and zero at all other nodes. Then we get a probability distribution Pt at time t starting from the initial distribution P0. Note that we hide the starting node in the notation of the probability distribution Pt. We hope that it is clear to the reader from the context. (Informally) we say that the distribution Pr is stationary (or steady-state) for the graph G when no further changes on the distribution i.e., Pr+t = Pr for t ≥ 1. It is known that the stationary distribution of an undirected connected graph is a well defined quantity which is
, where d(vi) is the degree of the node vi. We denote the stationary distribution vector by π, i.e., π(v) = d(v)/2m for every node v. The stationary distribution of a graph is fixed irrespective of the starting node of a random walk, however, the time to reach to the stationary distribution could be different for the different starting nodes.
The mixing time of a random walk starting from the source node v, denoted by τv, is the time (or number of steps) taken to reach to the stationary distribution of the graph. The mixing time, denoted by τ , is the maximum mixing time among all (starting) nodes in the graph. The formal definitions are given below. 
We note that mixing time definition usually takes to be 1/2e. Our goal is to estimate τv( ) for any small ∈ (0, 1), say = 1/n 2 . We omit from the notation when it is understood from the context. The definition of τv is consistent due to the following standard monotonicity property of the random walk probability distributions. The proof can be found in [14] or from the Exercise 4.3 in [13] . Lemma 1.2. ||Pt+1 − π||1 ≤ ||Pt − π||1.
Related Work
Das Sarma et al. [7] presented a fast decentralized algorithm for estimating mixing time, conductance and spectral gap of the network. In particular, they show that given a starting node s, the mixing time with respect to s, i.e, τs, can be estimated inÕ(n 1/2 + n 1/4 √ Dτs) rounds. This gives an alternative algorithm to the only previously known approach by Kempe and McSherry [10] that can be used to estimate τs inÕ(τs) rounds. In fact, the work of [10] does more and gives a decentralized algorithm for computing the top k eigenvectors of a weighted adjacency matrix that runs in O(τ log 2 n) rounds if two adjacent nodes are allowed to exchange O(k 3 ) messages per round, where τ is the mixing time and n is the size of the network.
The algorithm of Das Sarma et al. [7] is based on sampling nodes by performing sub-linear time random walks of certain length and comparing the distribution with the stationary distribution. Their algorithm can be faster than our approach in certain cases, but slower in some cases than ours. In particular, if τ is smaller than max{ √ n, n 1/4 √ D}, then our algorithm is faster. Also there is a grey area for the accuracy parameter for which their algorithm cannot estimate the mixing time. They use a testing result from Batu et al. [3] to determine if the two distributions are close enough. This test may fail if the difference between the two distributions falls in a certain interval. More precisely, the algorithm of Das Sarma et al. estimates the mixing time for accuracy parameter = 1/(2e) with respect to a source node v, τv(1/2e) as follows: the estimated value will be between the true value and τv(O(1/( √ n log n))). In contrast, our algorithm estimates τv( ), for even small values of , say = 1/n 2 : the estimated value will be between the true value and τv(1/n 2 ).
ALGORITHM FOR MIXING TIME
We present an algorithm to compute the mixing time of a graph G from a specified source node. In other words, we present an algorithm which finds a length such that the probability distribution of a random walk of length reaches close to the stationary distribution. The main idea of our algorithm is to perform many random walks from the source node of some length in parallel. After steps, every node u estimates the probability distribution P (u) as the fraction of random walks that terminate at u over all the walks. Then we compare the estimated distribution of P with the stationary distribution π to determine if they are sufficiently close; otherwise, we double the length and retry. Once we find the correct consecutive lower and upper bound of the length, a binary search will determine the mixing length (up to the allowed accuracy parameter ). The monotonicity property (cf. Lemma 1.2) admits the binary search.
Our algorithm starts with = 1 and runs K = 80n 8 log n random walks of length from a source node, say node s. When the difference (i.e., the L1-norm difference) between the estimated -length walk distribution of P with the stationary distribution π is greater than , is doubled and retried. This process is repeated to identify the largest such that the difference is greater than and the smallest such that the difference is less than . These give lower and upper bounds on the required τs respectively. In fact, the upper bound (i.e., the smallest such that the difference is less than ) is at most twice as τs, since we are doubling the length each time. Then a binary search between lower and upper bounds will determine the exact mixing time τs. Note that the monotonicity property (cf. Lemma 1.2) guarantees that once the difference becomes less than , then it would be always less for any larger length. We show in the analysis that the estimated probability of P (u) is close to the actual probability for every node u in each step of the walk (cf. Lemma 2.1). The pseudocode is given in Algorithm 1.
We show (in the next section) that the above algorithm estimates mixing time accurately with high probability 2 . The main technical challenge in implementing the above method in CONGEST model is that performing many walks from a source node in parallel can create a lot of congestion. Our algorithm uses a crucial property of random walks to overcome the congestion (see e.g., [6, 7] ). In particular, we show that there will be no congestion in the network even if we perform up to a polynomial (in n) number of random walks from the source node in parallel (cf. Lemma 2.3). The basic idea is to send the count of the number of random walks that pass through an edge. As random walks are memoryless processes, it is sufficient to send the number of walks traversing an edge in a given round to estimate P . Since this number is polynomially bounded, O(log n) bits suffice. Therefore, it is easy to see that performing -length of random walks finishes in O( ) rounds in CONGEST model. We show that our algorithm computes mixing time accurately in O(τs log n) rounds with high probability (cf. Theorem 2.4).
Reducing the number of random bits
To perform K = 80n 8 log n random walks can require at least so many random bits per node (as well as that much time), if done in a straightforward manner. We can make the algorithm more lightweight by doing only O(d(u) log n) work and only so many random coin tosses per node. Instead of doing coin-flips for each of the tokens separately, we do the following to reduce the number of random coinflips overhead at each node. Nodes which have less than (degree×log n) tokens, will select an edge randomly for each token i.e., they will do the coin-flips for each token. At any round, if a node u has tokens T u such that T u ≥ d(u) log n, then u forwards the average T u /d(u) tokens to all of its neighbors (there are d(u) many). We show that this simple averaging approach has the bias of at most O(log n) with high probability. In fact, if we perform coin-flips for each token i.e., select a neighbor randomly for each token then, in expectation, T u /d(u) tokens will choose to go to one neighbor, where T u is the total number of tokens at u. Then by a Chernoff bound, it is easy to show that the deviation from the mean is at most O(log n) with high probability. That is, the bias is O(log n) tokens per edge with high probability. Therefore, the total bias at a node u is 2 With high probability means with probability at least 1− ) . Hence, total bias at node u until the algorithm stops is O(τsd(u) log n), since the algorithm runs for O(τs) rounds. This quantity is at most n 4 log n, since d(u) < n and τs ≤ O(n 3 ) in worst case. Therefore, the deterministic averaging method has the additional approximation error at most (n 4 log n)/K = 1/n 4 , which is negligible compared to the considered error = 1/n 2 .
Algorithm 1 EstimateMixingTime
Input: A graph G = (V, E) and a source node s. Output: τs(1/n 2 ) (mixing time starting from the node s).
1:
Node s creates a BFS tree via flooding (rooted at s) so that each node knows their parent in the BFS tree. 2: Node s broadcasts the value K = 80n 8 log n to all the other nodes via broadcasting over the tree.
Node s creates K = 80n 8 log n random walk tokens. 6:
for round i = 1, 2, . . . , do 7:
Each node v holding at least one token, does the following in parallel: 8:
For every neighbor w, set T For all the tokens calculate the number T v w for each neighbor w (as described in Section 2.1).
10:
Send the counter number T v w to the neighbor w.
11:
end for 12:
Each node w counts the total number of tokens it holds. Say, ζw = v∈N (w) T v w .
13:
Each node w sends the absolute difference value ∂w = |
| to node s through the BFS tree. Each node sums up the ∂w values of their children and forwards the sum to its parent. 14:
Node s locally checks: 15:
if 
Analysis of the Algorithm
We first show a result which will imply that our algorithm correctly estimates the mixing time for a given source node. Let P (u) be the probability that a random walk of length terminates over node u, starting from the given source node. We show that the above process of performing many random walks and then computing the fraction of walks that stop at u can approximate P (u) with high accuracy for every node u. For this, we can ignore the probability P (u) whose value is less than 1/n 4 . Because in the worst case, there may be at most n such vertices and the sum of these ignored probabilities is less than 1/n 3 , which is negligible compared to 1/n 2 , the estimation error. (Here we assume that the mixing time estimation error is 1/n 2 -see Definition 1.1). However, one can achieve much more accuracy by performing a larger number of random walks. In the following lemma, we show that if we perform K = 80n 8 log n random walks from a source node s, then the above algorithm can estimate P (u) at any node u for which P (u) ≥ 1/n 4 .
Lemma 2.1. If the probability of an event X occurring is p such that p ≥ 1/n 4 , then in t = 80n 8 log n trials , the fraction of times the event X occurs is p ± 1 n 6 with high probability.
Proof. The proof follows from the standard Chernoff bound. We also included in the full version [14] .
Lemma 2.2. The algorithm EstimateMixingTime approximates the probability P (u) for every length and for all node u (such that P (u) ≥ 1/n 4 ) with high probability.
Proof. Let's first consider a particular length . Suppose the algorithm EstimateMixingTime outputs the estimated probabilityP (u) for each node u for the length . It is follows from the Lemma 2.1 thatP (u) = P (u)±1/n 6 with high probability for any node u for which P (u) ≥ 1/n 4 (by taking union bound). Therefore, |P (u) − P (u) |≤ 1/n 6 for any node u (such that P (u) ≥ 1/n 4 ). Since can be arbutrary, the lemma holds for every length .
Before proceeding to the main result (cf. Theorem 2.4) of this section, we prove a crucial lemma on the congestion of our algorithm. The lemma below guarantees that there will be no congestion even if we perform a polynomial number of random walks in parallel in the network. While the proof intuition is discussed before, the full proof is included in [14] . Lemma 2.3. If every node perform at most a polynomial (in n) number of random walks in parallel then there will be no congestion in the network.
Theorem 2.4. Given a graph G and a source node s, the algorithm EstimateMixingTime takes O(τs log n) rounds and finds the mixing time τs(1/n 2 ) with high probability.
Proof. Correctness. The Lemma 2.2 says that when reaches the mixing time of the graph, the estimated probabilityP (u) of P (u) will be close to the stationary distribution d(u)/2m for each node u. Hence, the L1-norm difference
The term 1/n 3 is coming from the fact that we neglected those probabilities such that P (u) < 1/n 4 ; so summing up all of them could be at most 1/n 3 . Further, it follows from the monotonicity property (cf. Lemma 1.2) that once the norm difference becomes less than 1/n 2 , it would always be less than 1/n 2 for any larger length of the random walk. Hence, our algorithm terminates when the mixing time is correctly estimated (cf. Definition 1.1). Running time. To estimate the mixing time, we try out increasing values of that are powers of 2. Once we find the right consecutive powers of 2, the monotonicity property admits a binary search to determine the exact value. Since each node u knows its own stationary probability (determined just by its degree), they can compute the difference ∂u = | | locally and send it to the source node s. Recall that ζu is the number of walks that stop at u after steps and K is the total number of random walks started initially. The node s eventually collects the sum of all ∂us and checks if u∈V ∂u is less than 1/n 2 . Performing K random walks of length can be done in O( ) rounds, as there is no congestion (cf. Lemma 2.3). Further, sending the sum of all ∂us to the source node s, can be done in O(D) rounds (D is the diameter). Since this can be done by an upcast through the BFS tree rooted at s (see Step 13 of Algorithm 1). Hence, for a particular , it requires O( + D) rounds. Therefore, total time required to compute the mixing time for a source node s is O( log τs i=1 ( + D)) rounds which is O((τs + D) log n) rounds as is at most τs which is polynomially bounded. Notice that when ≥ τs(1/n 2 ), then the L1 difference between estimated distribution and stationary distribution becomes less than 1/n 2 (correctness follows from the Lemma 2.2). This gives the estimated mixing length at most twice as τs(1/n 2 ), since we are doubling the length each time. Then a binary search will determine the exact mixing time τs(1/n 2 ). The binary search takes at most O((τs + D) log n) rounds. Therefore, the algorithm finishes in O(τs log n) rounds, since D ≤ Ω(τs) for any graph.
