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La contaminación del aire y los efectos nocivos en la salud pública han recibido 
una atención considerable en la ciudad de Quito. El estudio del modelo espacial de 
riesgo (MER) fue diseñado para evaluar la probabilidad de riesgo de adquirir 
enfermedades respiratorias crónicas (ERC) en la población del Distrito Metropolitano 
de Quito (DMQ), y cómo estas se encuentran relacionadas con la contaminación 
ambiental.  El modelo de regresión logística binaria (MRLB) y el modelo de regresión 
logística con inferencia bayesiana (MRLIB) se utilizaron para analizar los efectos de 
la contaminación ambiental en la salud de la población y evaluar los mecanismos más 
importantes a través de los cuales los factores como calidad del aire, datos 
meteorológicos e imágenes satelitales, contribuyen al aumento de ERC en los 
habitantes del DMQ cada año. Se tomaron en cuenta 21 variables para las regresiones 
logísticas, de las cuales, mediante correlaciones y pruebas de diagnóstico, se 
escogieron 11 variables independientes que mejor evalúan el comportamiento de la 
variable dependiente (número de enfermos). El modelo final trata de predecir el riesgo 
de presentar ERC en las parroquias del DMQ y observar el estado de salud de la 
población, a través de mapas de probabilidad de riesgo (MPR). El modelo con mayor 
predicción de ajuste fue el MRLIB, ya que la inferencia bayesiana permite obtener 
predicciones más exactas en base a los métodos MCMC. 
Palabras clave: Calidad del aire, Datos meteorológicos, Landsat-8, Enfermedades 







 Air pollution and adverse effects on public health have received considerable 
attention in the city of Quito. The study of the spatial risk model (MER) was designed 
to evaluate the probability of acquiring chronic respiratory diseases (CKD) in the 
population of the metropolitan district of Quito (DMQ), and how these responses are 
related to environmental pollution. The binary logistic regression model (MRLB) and 
the Bayesian logistic regression model (MRLIB) are used to treat the effects of the 
population's attention and the evaluation of the most important factors through which 
the factors Air quality, weather data and satellite images. 21 variables were taken into 
account for the logistic regressions, from which, using correlations and diagnostic 
tests, 11 variables were selected to evaluate the behavior of the dependent variable 
(number of patients). The final model tries to predict the risk of presenting CKD in the 
DMQ plots and observe the health status of the population, through the risk probability 
maps (MPR). The model with the highest prediction of adjustment was the MRLIB, 




Key words: Air quality, Meteorological data, Landsat-8, Chronic respiratory diseases, 





La contaminación en el aire es un peligro constante para la salud de los seres 
humanos en el planeta tierra, la publicación de la OMS “Ambient Air Pollution: A 
Global Assessment of exposure and burden of disease”, hace referencia a las víctimas 
que cobra esta contaminación, llegando a un total de 1.711 muertes en el año 2012 
(Ann Becerra, Wilhelm, Olsen, Cockburn, & Ritz, 2013). Las muertes relacionadas 
con la contaminación atmosférica abarcan un total del 1,2% al año y casi la mitad de 
estas muertes ocurren en países en  vías de desarrollo (Li, You, Zhang, Zheng, & Zou, 
2018). Este estudio se realizó para evaluar el riesgo que presenta la población del 
DMQ para adquirir ERC con la ayuda de modelos logísticos, las ERC son un conjunto 
de alteraciones que afectan principalmente a las vías respiratorias y a los pulmones, 
las cuales se asocian a un alto grado de morbilidad y mortalidad en el mundo. La OMS 
estima que 4.6 millones de seres humanos mueren al año como consecuencia de este 
tipo de enfermedades, las cuales representan más del 5 % de la mortalidad mundial, 
en donde el 90% de estas muertes se localizan en países de bajos y medios recursos 
(Byrne, Marais, Mitnick, Lecca, & Marks, 2015).  
A lo largo del tiempo, los investigadores han buscado una serie de mecanismos 
matemáticos para poder evaluar de manera objetiva el comportamiento de un riesgo, 
tomando en consideración características espaciales de la presencia de un evento; para 
esto se han basado en la utilización de algoritmos matemáticos que toman mejores 
respuestas de predicción eventual, ya que estos pueden hacer un uso completo de la 
información para obtener menor subjetividad y mayor predicción (Zhu et al., 2018). 
Dentro de estos algoritmos se encuentran los modelos logísticos que permiten predecir 




La estimación de los parámetros y la validación de estos modelos se convierten en 
problemas importantes para la investigación (Geng & Sakhanenko, 2016). 
La utilización de sensores remotos tanto activos como pasivos han demostrado ser 
útiles como fuentes de variables predictoras para el modelamiento de una variedad de 
eventos, series y fenómenos; entre estos sensores se encuentra la plataforma Landsat 
que proporciona la recolección continua de imágenes de la Tierra diseñados para 
mantener una consistencia en la resolución; es decir tanto espacial, temporal, 
radiométrica como espectral. Otra de las funciones de Landsat es la característica 
multiespectral de los sensores, que permiten la derivación de métricas, con resolución 
espacial de última generación (Wilson, Knight, & Mcroberts, 2018). 
Para analizar esta problemática fue necesario realizar modelos espaciales 
estadísticos que permitan evaluar el comportamiento de los contaminantes del aire, 
parámetros meteorológicos, imágenes satelitales Landsat 8 y egresos hospitalarios en 
el DMQ. Con la ayuda de las imágenes satelitales, se recopilaron datos como: SAVI, 
NDWI, NDVI, Temperatura de brillo, Temperatura superficial; los cuales permitieron 
dar un mejor ajuste y proximidad a los modelos. Estos modelos, mediante 
correlaciones de variables independientes ayudan a entender el estado y 
comportamiento de una variable dependiente. Entre los enfoques predictivos se 
utilizaron: el modelo de regresión logística binaria (MRLB) y el modelo de regresión 
logística con inferencia bayesiana (MRLIB). 
El primer enfoque busca explicar o predecir un fenómeno de ocurrencia y de no 
ocurrencia de un evento (Phillips, Cripps, Lau, & Hodkiewicz, 2015). Esta regresión 
es un método de análisis útil cuando usamos una variable de respuesta binaria, que 
indica respuesta de presencia o ausencia de una enfermedad, la cual permite el uso de 




de la variable respuesta (Boggio, 2000). En este caso se analizó la probabilidad de 
riesgo de adquirir enfermedades respiratorias crónicas en el DMQ con respecto a la 
calidad del aire. Una de las formas para validar los modelos de regresión son las curvas 
ROC (Características Operativas del Receptor), que representan la especificidad frente 
a la sensibilidad para un posible valor límite-umbral o también llamado punto de corte 
en la escala de resultado del caso de estudio aplicado (Rocío, 2017). La sensibilidad 
es una prueba diagnóstica permite determinar la ocurrencia de una enfermedad, 
mientras que la especificidad descarta la presencia de enfermedades, como resultado 
de un fenómeno o evento. (Burgueño, Garía-Bastos, & González-Buitrago, 1995). 
En el segundo enfoque se destaca la incidencia de la estadística bayesiana en el 
sector de la medicina convencional, principalmente en las últimas décadas ha crecido 
notablemente; este enfoque ha sido impulsado principalmente por la versatilidad en 
utilidad de los algoritmos eficientes de la cadena Markov Monte Carlo (MCMC), para 
la simulación de procesos los MCMC permiten realizar un análisis exploratorio en la 
selección de las variables en la configuración bayesiana, también describen y 
comparan diferentes formulaciones anteriores de las mezclas jerárquicas para la 
selección de variables bayesianas que ingresan al modelo de regresión. Esta 
información establece diferentes probabilidades para estimar el riesgo de adquirir o no 
ERC en el DMQ (Hubin & Storvik, 2018).  
El objetivo del presente estudio fue determinar la relación que existe entre la 
contaminación del aire con el riesgo de adquirir ERC en el DMQ, mediante modelos 
espaciales. Entre estas enfermedades están: el asma, enfermedad pulmonar obstructiva 
(EPOC), las alergias respiratorias y enfermedades pulmonares (“OMS | Enfermedades 







2.1. Objetivo General 
 
Generar un modelo espacial de Riesgo de Enfermedades Respiratorias crónicas a 
partir de datos de Calidad de Aire, datos meteorológicos, Imágenes satelitales Landsat 
8 y número de egresos hospitalarios en la ciudad de Quito entre los años 2013 a 2017. 
 
2.2. Objetivos Específicos 
 Tabular los datos de calidad de aire y de salud pública disponibles dentro de 
las instituciones competentes. 
 Realizar un inventario de la información geoespacial disponible, para la 
determinación de la contaminación del aire. 
 Estimar y proyectar mediante dos modelos, como Regresión Logística y 
Modelos Bayesianos un modelo espacial de Riesgo. 
 Generar mapas de probabilidad de riesgo de enfermedades respiratorias 












3. MARCO TEÓRICO 
3.1. El Aire 
Se define como una mezcla de gases que componen la capa de la atmosfera en 
el planeta, se constituye como uno de los componentes principales para el desarrollo 
de la vida, ya que sin su existencia la vida en el planeta desaparecería, está compuesta 
de aproximadamente el 78% de Nitrógeno (N), el 21% de Oxígeno (O), 0.03% de 
Dióxido de carbono (CO2), 0.94% de Argón (Ar), y otros gases de composición 
variable de acuerdo a la zona donde se encuentre, dependiendo principalmente del 
grado de contaminación y vegetación presente (Katz, 2011). 
3.2. Índice de Calidad del Aire 
Es un valor que las autoridades competentes establecen de acuerdo a 
mediciones que se realizan en estaciones meteorológicas, y en comparaciones con los 
límites permisibles establecidos en la legislación pertinente de cada país, de la buena 
calidad de estos índices depende que las personas pueden respirar el aire sin tener 
riesgo de adquirir una enfermedad respiratoria crónica (Bohorquez A, 2010). 
Desde la formación del planeta la composición del aire ha ido cambiando, sin 
embargo, estos cambios se han vuelto más notorios a partir de la conocida Revolución 
Industrial, la calidad del aire ha ido disminuyendo, y por lo tanto constituyéndose 
como un factor importante que influyen negativamente en el desarrollo de los 
organismos del planeta Tierra. El deterioro de la calidad del aire a nivel mundial es 
notable, destacándose ciudades como Onitsha en Nigeria, que sobrepasa en 600 veces 
el limite recomendado por la OMS, que es de 10 
𝜇𝑔
𝑚3




De acuerdo a la OMS, en base al análisis de datos de calidad de aire de 3000 
ciudades de América Latina, más de la cuarta parte de las mismas presentan valores 
superiores al doble de los recomendados (Ann Becerra et al., 2013). 
3.3. Índice Quiteño de Calidad del Aire (IQCA) 
En el Distrito Metropolitano de Quito, gracias a la Red Metropolitana de 
Monitoreo Atmosférico (REMMAQ), se puede conocer los valores diarios sobre los 
principales contaminantes del aire. El IQCA permite conocer las zonas con mayor 
concentración de contaminantes criterio del aire, dichos contaminantes se miden en 
 𝜇𝑔/𝑚3, este índice además establece rangos para los valores medidos, en base a los 
efectos que pueden generar para la salud humana (REMMAQ, 2017). 
Los principales contaminantes del aire medidos por la REMMAQ son: 
3.3.1. Dióxido de azufre (SO2) 
De los óxidos de azufre más conocidos SO y SO2, siendo el segundo el que se 
emite con mayor concentración hacia la atmosfera, este gas se caracteriza por ser 
incoloro, y cuando su concentración supera las 3 ppm, su olor se vuelve irritante 
(Carnicer J, 2008). 
Se forma por la combustión de sustancias que contienen Azufre (S) 
Reacción de formación:             𝑆 + 𝑂2   − − − −> 𝑆𝑂2           
Entre los principales impactos del SO2 se destaca las afecciones en el sistema 
respiratorio humano ya que en concentraciones que oscilan las 30 ppm causan 
enrojecimiento en los ojos y tos, de manera que la exposición a largo plazo implica un 





3.3.2. Monóxido de Carbono (CO) 
Este contaminante se caracteriza por no tener color ni olor, es un gas tóxico 
con una densidad menor a la del aire, por lo que se puede dispersar fácilmente, además 
se caracteriza por no ser irritante en las fosas nasales y en los oídos (ATSDR, 2012).  
Se forma por la combustión incompleta de químicos formados por Carbono (C) 
Reacciones de formación:             𝐶 + 𝐻2𝑂 − − − −>  𝐶𝑂 +  𝐻2        
                                                         𝐶 +
1
2
𝑂2 − − − −>  𝐶𝑂                
La exposición a este contaminante implica un alto riesgo de afectar el sistema 
respiratorio, el cerebro y el corazón, ya que al entrar en contacto con el cuerpo humano 
ingresa a los pulmones, y posteriormente a la sangre, dando lugar a que las células se 
queden sin Oxígeno (S. I. Garcia, 2011). 
3.3.3. Dióxido de Nitrógeno (NO2) 
Este gas tóxico se caracteriza por ser de un color café amarillento se forma 
principalmente por la incineración de combustibles fósiles y como producto de la 
combustión de los automóviles que funcionan tanto con gasolina como diésel, además 
este contaminante incide de manera directa en la concentración de PM 2,5 en el 
ambiente (Consorcio Sanitario de Barcelona, 2010). 
Se forma por la combustión directa de Oxigeno y Nitrógeno, dando lugar a 
Óxido Nítrico (NO), posteriormente, mediante la oxidación parcial de esta molécula 
se transforma en NO2 (Ibarlucía D, 2017). 
Reacciones de formación:             𝑂2 + 𝑁2 − − − −>  2𝑁𝑂          




La exposición a corto plazo de esta contaminante afecta el sistema respiratorio, 
ya que lo irrita. Por otro lado, si la exposición se mantiene por un periodo de tiempo 
prolongado los pulmones se ven afectados aumentando el riesgo de adquirir 
enfermedades respiratorias crónicas. El riesgo ante la exposición al Dióxido de 
Nitrógeno aumenta en personas que tengan enfermedades respiratorias como asma, así 
como también en niños (Consenso Científico sobre la Contaminación del Aire, 2003). 
3.3.4. Material Particulado (PM 2,5 y PM 10) 
Se trata de distintas moléculas de partículas diminutas que se concentran en las 
diferentes capas que conforman la atmosfera, pueden encontrarse en estado sólido o 
líquido, provienen principalmente del hollín de los automóviles ya sean a gasolina o a 
diésel, y de polvo de actividades antropogénicas como construcción, agricultura, 
ganadería y quema de combustibles fósiles entre otros, se clasifica en 2 grupos 
principales según su tamaño, aquellas con un diámetro menor a 2,5 µm (PM 2,5), y el 
material particulado con un diámetro menor a 10 µm (PM 10) (Vicente & Silva, 2012). 
Son consideradas dentro del grupo de los contaminantes criterio del Aire ya 
que tienen una alta probabilidad de riesgo de generar enfermedades respiratorias (asma 
y bronquitis), y enfermedades cardiovasculares  (Linares & Gil, 2008). 
3.3.5. Ozono (O3) 
Esta molécula formada por tres átomos de oxigeno se caracteriza por presentar 
una tonalidad azulada y un olor característico que puede ser perjudicial para la salud, 
además al ser muy oxidante reacciona rápidamente con otros compuestos químicos, 
por otro lado, el ozono estratosférico es beneficioso y necesario para el desarrollo de 
la vida en el planeta ya que dispersa la radiación ultravioleta, absorbe aquellas 




Según lo establecido por el físico británico Sydney Chapman (Reacciones de 
Chapman) en el siglo XIX, el ozono estratosférico se forma por la fotólisis de oxígeno 
molecular (O2), es decir la radiación ultravioleta separa el O2, luego el oxígeno 
separado se une a otra molécula de O2  (Tecnun, 2014). 
Reacciones de formación:              𝑂2 + ℎ𝑣 − − − −>  2𝑂           
                                                     𝑂2 + 𝑂 − − − −>  𝑂3           
                      Reacciones de formación:                 𝑂3 + 𝑂 − − − −>  2𝑂2     
                                                                                        𝑂3 + ℎ𝑣 − − − −>  𝑂 + 𝑂2   
Existen 3 tipos de radiación solar 𝑈𝑉-A,  𝑈𝑉-B y 𝑈𝑉-C, siendo la radiación 
ultravioleta de tipo B la más perjudicial para el ser humano y para la naturaleza, es 
uno de los principales factores de riesgo para adquirir cáncer de piel, además afecta la 
vista, disminuye la calidad de los productos que se cosechan en el sector agrícola, 
afecta a los organismos acuáticos y contribuye al deterioro de los bosques (PNUMA, 
2013). 
3.4. Datos Meteorológicos 
Estos datos se analizan a través de la estación meteorológica, que es una 
instalación física, que permite medir y registrar regularmente (día a día) los valores de 
las variables meteorológicas presentes en las mismas como: humedad relativa, 
precipitación, presión barométrica, temperatura media y radiación solar. Esta 
instalación sirve como un analizador y predictor de variables de tiempo, así como 
también para la realización de modelos para el pronóstico del tiempo y realización de 






La humedad es la cantidad de vapor de agua contenida en la atmósfera, varía 
en rangos de 0 a 5 % del volumen total del aire. La humedad se constituye como un 
factor indispensable para los organismos vivos, permite cumplir ciclos vitales e influye 
en las precipitaciones; proviene principalmente de los océanos, lagos, ríos y 
superficies húmedas.  Entre los índices de humedad atmosférica más importantes se 
encuentra la humedad relativa que constituye uno de los factores ecológicos de gran 
importancia; ya que los organismos se desarrollan según el grado de saturación de 
vapor de agua. A la humedad relativa se la define como al cociente entre el vapor de 
agua que se encuentra en el aire y el volumen máximo de vapor de agua que puede 
contener el mismo, expresado en porcentaje (Lopez E, 2012). 
3.4.2. Precipitación 
La precipitación se produce por la condensación del agua, se manifiesta 
mediante la caída de gotas de agua o cristales de hielo que se funden en la atmósfera; 
las gotas difieren de su tamaño o volumen de acuerdo con la altura y humedad de las 
nubes. Estas gotas de agua caen a la superficie terrestre por su peso y se mueven en 
dirección al viento (Horacio & Sarochar, 2016). 
La lluvia es producto del ascenso y el enfriamiento del aire húmedo, puesto 
que a menor temperatura el vapor de agua no puede ser retenido, produciéndose la 
condensación de diferentes formas: convección, lluvia orográfica y lluvia ciclónica 






3.4.3. Presión Barométrica 
La presión es la fuerza normal que se ejerce por unidad de área; es decir es el 
peso que el aire de la atmósfera ejerce sobre la superficie de la Tierra. La presión 
atmosférica es directamente proporcional a altura, a mayor altura mayor presión. Para 
poder comparar la diferencia que existe entre presiones a diferentes altitudes, se ajusta 
la presión atmosférica a la presión equivalente al nivel del mar, conocida como presión 
barométrica (Derrocada Can, 2013). 
3.4.4. Temperatura Media 
La temperatura es una magnitud física que mide el calor o nivel térmico que 
posee la atmósfera o un cuerpo. También es una propiedad no mecánica e intensiva, 
que permite saber si los sistemas en contacto se encuentran en punto de equilibrio 
térmico entre sí. Se mide con la ayuda de un termómetro de acuerdo a las escalas 
termométricas como son: grados Centígrados o grados Fahrenheit. La temperatura del 
aire se registra de acuerdo al número de oscilaciones diarias que se dan entre la 
máxima y mínima temperatura (Gerardo Omar Hernández Segura, 2014). 
La temperatura media es la media aritmética entre la máxima y mínima 
temperatura de un determinado lugar; dicho de otra manera, es el valor promedio de 
las temperaturas observadas durante el día, mes y año; conocidas como temperatura 
media diaria, temperatura media mensual y temperatura media anual (Jabernalm J, 
2011). 
3.4.5. Radiación Solar 
La radiación solar es la transferencia de energía hacia la superficie terrestre, a 
través de ondas electromagnéticas. Esta transferencia de energía se ve afectada por 




ausencia de nubes; las cuales van a determinar el tipo de radiación solar presente, ya 
sea directa o difusa. Para observar la cantidad de radiación solar presente en algún 
cuerpo o lugar, se tomará en cuenta magnitudes como la irradiancia (flujo de energía 
incidente) y la irradiación (flujo instantáneo de energía incidente). La transferencia de 
energía solar es un fenómeno dinámico en el cual se pude definir dos ciclos ya sean 
estacionarios o diarios (Barbero, 1998). 
3.5. Enfermedades Crónicas Respiratorias  
Las enfermedades crónicas respiratorias (ERC) son aquellas enfermedades que 
involucran y comprometen al pulmón, además afectan gravemente a las vías 
respiratorias produciendo inflamaciones e irritaciones; estas enfermedades son 
producto de algunos factores como: el tabaquismo, alérgenos, productos químicos, 
contaminantes ambientales entre otros (Samet, 2002). Se consideran síntomas 
respiratorios crónicos a aquellos cuya duración abarca hasta 3 o más meses; los 
pacientes con ERC demandan con mayor frecuencia atenciones hospitalarias de 
segundo y tercer nivel (Cabezas, Toro, & Boza C, 1997). 
Dentro de las ERC se encuentran principalmente: el asma, enfermedades 
pulmonares obstructivas (EPOC) y la hipertensión pulmonar (“OMS | Enfermedades 
respiratorias crónicas,” 2016). 
3.5.1. El Asma 
El asma es una enfermedad crónica, que afecta principalmente a los bronquios, 
produciendo una inflamación en ellos, esto ocasiona que la cantidad de oxígeno que 
transportan los bronquios se vean obstruidos, provocando episodios de sibilancias y 
espasmos bronquiales. Esta enfermedad se manifiesta por síntomas como tos, 




3.5.2. Enfermedades Pulmonares Obstructivas (EPOC) 
La enfermedad obstructiva pulmonar es aquella afección patológica, que 
consiste en la obstrucción del flujo del aire en los pulmones, esto resulta una respuesta 
inflamatoria en los alveolos bronquiales, producto de la exposición por partículas 
inhaladas regularmente, produciendo cansancio o fatiga al individuo, debido a la caída 
de la capacidad inspiratoria. Dentro de las EPOC se encuentran: bronquitis crónica y 
el enfisema crónico (Agustí & Celli, 2005). 
3.5.3. Hipertensión Pulmonar 
La hipertensión pulmonar es una enfermedad crónica que afecta la estructura 
y funcionalidad de los pulmones, producto del excesivo aumento de la resistencia 
vascular del pulmón, el cual puede provocar como resultado una hipertrofia de la 
arteria ventricular del pulmón, que con el pasar del tiempo provoca al individuo una 
insuficiencia cardíaca (Giraldo Estrada, Jardim, & Acero Colmenares, 2008). 
3.6. Imágenes Landsat 8 
Son imágenes proporcionadas por el satélite Landsat 8, lanzado por la Nasa a 
inicios del año 2013, hoy en día es controlado por el servicio Geológico de Estados 
Unidos (USGS), estas imágenes permiten determinar varias condiciones 
meteorológicas y ambientales (Mapping & Co, 2013). 
Estas imágenes satelitales tienen 2 componentes principales: 
-Imagen de Tierra Operacional (OLI), este componente permite captar las 
ondas de luz visible, infrarrojas cercanas (NIR) y ondas cortas de radiación infrarroja 
(SWIR), su calidad visual (resolución) es 15 metros en blanco y negro, y 30 metros en 




-Sensor Térmico de Infrarrojos (TIRS), este componente permite medir la 
temperatura de la corteza terrestre en base a las bandas 10 y 11, correspondientes a 
ondas infrarrojas térmicas, además permite determinar la cantidad de agua que regresa 
a la atmosfera, como resultado de procesos de evaporación y transpiración que se dan 
en el suelo, su calidad visual (resolución) es de 100 metros (Mapping & Co, 2013). 
Las imágenes Landsat 8 Comprenden 11 bandas cuyas características se 
muestran en la Tabla 1, de acuerdo a distintas fracciones que ocupan en el espectro 
electromagnético. 
Tabla 1. Distribución de bandas en Imágenes Landsat 8 







Banda 1 Aerosol Costero 0.43-0.45 30 
Banda 2 Azul 0.45-0.51 30 
Banda 3 Verde 0.53-0.59 30 
Banda 4 Rojo 0.64-0.67 30 
Banda 5 Infrarrojo cercano (NIR) 0.85-0.88 30 
Banda 6 SWIR 1 1.57-1.65 30 
Banda 7 SWIR2 2.11-2.29 30 
Banda 8 Pancromático 0.50-0.68 15 
Banda 9 Cirrus 1.36-1.38 30 
Banda 10 Infrarrojo térmico (TIRS 1) 10.60-11.19 100 
Banda 11 Infrarrojo térmico (TIRS 2) 11.50-12.51 100 










3.6.1. Banda 1 
Permite captar los colores azul y violeta, el primero se detecta con mayor 
dificultad ya que se dispersa junto con las partículas del ambiente, este es el mismo 
fenómeno que explica por qué los objetos lejanos tienden a adquirir tonalidades azules 
como en el caso del cielo (Franzpc, 2017). 
3.6.2. Banda 2  
Se utiliza para identificar zonas con agua, además permite identificar aquellas 
zonas que poseen vegetación, es muy susceptible a dispersarse junto con los 
contaminantes atmosféricos (Franzpc, 2017). 
3.6.3. Banda 3  
Se utiliza para identificar la vegetación que se encuentra en buen estado, clases 
de rocas y para valorar la condición del agua (Franzpc, 2017). 
3.6.4. Banda 4 
Se utiliza para identificar la adsorción de clorofila en una zona, ayuda a valorar 
el uso del suelo (como en el caso del sector agrícola) y la cantidad de vegetación 
(Franzpc, 2017). 
3.6.5. Banda 5  
Permite identificar a luz infrarroja (NIR), destacándose su importancia 
ecológica, ya que las plantas que se encuentran en buenas condiciones lo pueden 






3.7. Índices de Vegetación 
La cobertura vegetal es uno de los principales ejes de estudio dentro de los 
recursos naturales, lo que ha permitido garantizar el manejo y evaluación de los 
mismos, con la ayuda de las imágenes satelitales Landsat creadas en el año de 1972. 
Estas imágenes satelitales son utilizadas para la evaluación y el monitoreo del estado 
de la cobertura vegetal a nivel local, regional y nacional (Aguayo, 2013).  
Las imágenes satelitales contienen información multibanda, las cuales deberán 
estar ordenadas y categorizadas de acuerdo al área de estudio; una manera de reflejar 
este comportamiento es la elaboración de índices de vegetación o índices ambientales 
(Aguayo, 2013). Estos parámetros son calculados mediante valores de reflectividad 
que se encuentran a distintas longitudes de onda, entre las bandas más utilizadas para 
crear los índices de vegetación se encuentran el rojo y el infrarrojo cercano (Sobrino, 
Sobrino, Raissouni, & Kerr, 2000). 
3.7.1. Índices de vegetación basados en la pendiente 
Estos tipos de índices usan como cocientes a la reflectancia de bandas, entre 
las más utilizada esta la banda roja (RED) y la banda infrarroja cercana (NIR); estas 
dos bandas son utilizadas con mayor frecuencia debido al alto contraste en la 
reflectancia que presenta la clorofila. Se denominan basados en la pendiente ya que 
analiza los valores finales de un índice de vegetación, especialmente cuando se 
comparan las pendientes que pasan a través del origen de la línea de los pixeles, con 
la reflectancia de una banda en el plano “X” y otra en el plano “Y” (Aguayo, 2013). 
3.7.1.1. NDVI 
El índice de vegetación más conocido es el NDVI (Índice Normalizado 




de brillo que produce el suelo. Este índice se comporta en relación radiométrica con 
el follaje de las plantas y la fotosíntesis de las mismas, permitiendo conocer la robustez 
de las plantas (Díaz García-Cervigón, 2015). 
El cálculo de este índice se basa fundamentalmente en su sencillez y presente 
un rango de oscilación fija entre 1 y -1, los cuales permiten comparara las zonas de 
estudio. Los valores menores a 0.1 se encuentran zonas rocosas y arenosas, entre los 
valores 0.2 a 0.3 corresponden a zonas arbustivas. Los valores siguientes tendrán zonas 
agrícolas, pajonales y bosques de pendiendo del valor alcanzado (Aguayo, 2013). 
Uno de los inconvenientes que presenta este índice es la sensibilidad a la 
reflectancia del suelo donde se encuentra la zona vegetativa, limitando la 
discriminación de modelos previstos, para el control y manejo de la cobertura vegetal 
en un área de estudio; los valores del NDVI se encuentran en función de la energía 
reflejada por la cobertura vegetal en diferentes puntos de un espectro 
electromagnético. La respuesta a este funcionamiento permitirá ver el comportamiento 
de la vegetación sana frente a la vegetación con algún tipo de estrés (Díaz García-
Cervigón, 2015). 
𝑁𝐷𝑉𝐼 =
𝐵𝑎𝑛𝑑𝑎 5 − 𝐵𝑎𝑛𝑑𝑎 4
𝐵𝑎𝑛𝑑𝑎 5 + 𝐵𝑎𝑛𝑑𝑎 4
 
3.7.1.2. NDWI 
El índice de agua por diferencia normalizada conocido como NDWI, es un 
método de análisis de datos del recurso hídrico, se evalúa por diferencia del contenido 
de agua que presenta un sector, también llamado sequía por nivel de reflectancia de 





El NDWI es un índice sensible a los cambios con respecto a la cantidad de 
agua en la cubierta vegetativa, debido a la reflectancia que pueda existir, ya sea a 857 
nm o1241 nm. La dispersión de la luz debido a que la cubierta de vegetación aumenta 
la débil acumulación de agua líquida a 1241 nm (De León & Villatoro, 2015). 
Gracias al cálculo de este índice se puede identificar masas de agua y zonas de 
vegetación. Con la ayudad del análisis de imágenes satelitales; ayuda a determinar el 
estrés hídrico en el dosel vegetativo, saturación de humedad en el suelo y también en 
la limitación de lagunas, ríos, embalses (GIS & BEERS, 2017). 
El valor de este índice esta entre -1 a 1, donde el intervalo más común para la 
vegetación verde u optima es de -0.1 a 0.4 (De León & Villatoro, 2015). 
𝑁𝐷𝑊𝐼 =
𝐵𝑎𝑛𝑑𝑎 3 − 𝐵𝑎𝑛𝑑𝑎 5
𝐵𝑎𝑛𝑑𝑎 3 + 𝐵𝑎𝑛𝑑𝑎 5
 
3.7.2. Índices de vegetación basados en la distancia 
Estos índices permiten separar la información existente entre la cobertura 
vegetal y la superficie del suelo, dicho de otra manera, trata de utilizar isolíneas del 
suelo y las distancia que hay desde ellas. Los valores de reflectancia captados por el 
sensor, constituyen el promedio que existen en cada pixel de todos los tipos de 
coberturas existentes. Cuando se presentan zonas áridas o semiáridas la vegetación se 
encuentra muy dispersa, la reflectancia captada por el sensor pertenece tanto a la 
vegetación como al suelo (Aguayo, 2013). 
3.7.2.1. SAVI 
El índice de suelo ajustado, estudia la reflectividad del suelo y permite separar 
la información de la cobertura vegetal, que se sitúa en el suelo que está debajo de ella. 




obtienen de reflectancia, pueden ser el resultado no solo de la vegetación sino también 
del suelo adyacente (Aguayo, 2013). 
El índice SAVI combina las reflectancias que se captan mediante las bandas 
rojo (banda 4) e infrarrojo cercano (banda 5), además de ello utiliza un parámetro de 
corrección del efecto suelo, denominado línea de suelo, el valor de este parámetro es 
de 0.5 (Gonzaga A & Presutti, 2014). 
𝑆𝐴𝑉𝐼 =
𝐵𝑎𝑛𝑑𝑎 5 − 𝐵𝑎𝑛𝑑𝑎 4
(𝐵𝑎𝑛𝑑𝑎 5 + 𝐵𝑎𝑛𝑑𝑎 4 + L) ∗ (1 + L)
 
3.8. Sensores Térmicos 
Los sensores térmicos de Landsat 8 permite obtener información de un objeto, 
a partir de la radiación reflejada por parte del mismo, gracias a ello se puede captar y 
analizar la información emitida por el objeto a través de la ecuación de Planck y la 
emisividad del objeto (SIGMUR, 2015).  








3.8.1. Temperatura de brillo  
Gracias a la utilización de la banda infrarrojo térmico de los últimos sensores 
Landsat (TM, ETM+, TIRS) estos se transformaron en temperatura de brillo con la 
ayuda de la conversión de la ecuación de Planck. La temperatura de brillo permite 
observar el nivel de reflectancia que existe entre la cobertura vegetal y el suelo, a 
través de los valores de radiancia espectral que permite corregir la temperatura del 




esta temperatura, TIRS se obtiene a través de las bandas 10 y 11 de Landsat 8 (F. 
Sarría, 2010). 
3.8.2. Temperatura superficial 
Conocida también como temperatura de radiación superficial TST, se conoce 
como la parte superior del follaje de la vegetación o también la superficie del suelo en 
zonas sin vegetación. La temperatura superficial puede calcularse a partir delas bandas 
térmicas TIRS (banda 10 y banda 11), para ello los valores de un pixel (números) 
deben ser convertidos en radiancia espectral (temperatura de brillo) utilizando para 
ello una constante térmica y aplicando una corrección de emisividad para cada banda 
(Morales, 2010). 
Para estimar la temperatura de radiación superficial se combina las bandas 10 
y 11 del espectro infrarrojo termal, también se debe calcular el NDVI, que permite 
estimar el valor de la emisividad de la superficie terrestre (Acevedo, 2017).  
3.9. Egresos hospitalarios en el DMQ 
Estas estadísticas disponibles en la página del INEC (Instituto Nacional de 
Estadística y Censos) permiten identificar información mensual en cuanto a la 
morbilidad y mortalidad dentro de los hospitales, permitiendo conocer la cantidad de 
pacientes que existen por cada centro hospitalario y por cada parroquia, además de las 
fechas de ingreso y egreso, junto con la condición en la que egresa cada enfermo, esta 
información se constituye como relevante para la prevención y determinación del 






3.10. Modelo de regresión logística binaria (MRLB) 
La regresión logística es un método estadístico inferencial que forma parte de 
un conjunto de métodos estadísticos y se constituye como una variante en los casos 
donde se valora el comportamiento de distintos factores para la ocurrencia de un 
fenómeno (De La Fuente, 2011)  
A la regresión logística se la define como: 
𝑃(𝑌 = 1) =
1
1+𝑒−(β𝑂+β1∗𝑋1+β2∗𝑋2….β𝑛∗𝑋𝑛)
                    
Que se puede expresar de la siguiente manera: 
𝑃(𝑌 = 1) =
1
1+𝑒−𝑧
                                                      
𝑧 =  𝛽𝑂 + 𝛽1 ∗ 𝑋1 + 𝛽2 ∗ 𝑋2 … . 𝛽𝑛 ∗ 𝑋𝑛                
Donde: 
P(Y=1), es la probabilidad de ocurrencia de enfermedad respiratoria 
crónica(ERC) en la zona de estudio; “Z” es la combinación de las variables 
independientes ”Xn”, coeficientes de regresión “βn” y “exp” la base del logaritmo 
natural (Bebbington et al., 1984). 
El análisis de la regresión logística binaria es un método estadístico 
multivariable, destinado al análisis y evaluación de una interrelación de dependencia 
entre una variable dependiente dicotómica y un conjunto de variables independientes; 
cuyo objetivo es realizar predicción de diferentes tipos de comportamiento frente a un 
fenómeno eventual, esto quiere decir que permite estimar las diferentes probabilidad 




función a un conjunto de variables predictoras independientes (López-Roldán & 
Fachelli, 2015). 
3.10.1. Curvas ROC  
La curva ROC (Características Operativas del Receptor) representa 
especificidad frente a la sensibilidad para un posible valor límite-umbral o también 
llamado punto de corte en la escala de resultado del caso de estudio aplicado(Rocío, 
2017). 
Una prueba diagnóstica ideal debería tener una especificidad y sensibilidad de 
1 que representa el 100%, esto se refleja en el área bajo la curva de esta prueba, que 
permite medir la capacidad discriminante de la prueba. Existe un Rango de Área Bajo 
la Curva (AUC) que indican si son o no buenos predictores de exactitud: 0.5-0.7 baja 
exactitud, 0.7-0.9 moderada exactitud, 0.9- 1 alta exactitud. Esto quiere decir que 
mientras mayor es el valor de AUC más exacta será la prueba diagnóstica (Rocío, 
2017). 
3.10.2. Prueba de Hosmer y Lemeshow 
Es un método que permite estudiar la bondad de ajuste del MRLB, el cual 
consiste en relacionar los valores esperados por el modelo con los valores realmente 
observados. Estas distribuciones esperado y observado, se analizan mediante una 
prueba de 𝑋2. La hipótesis nula de esta prueba diagnóstica determina que no existen  
diferencias entre los valores observados y los valores pronosticados; es decir que el 






3.10.3. Prueba de Mcfadden y Nagel (Estadístico R Cuadrado)  
Estos estadísticos de bondad de ajuste son muy conocidos a nivel internacional. 
Son valores que se pueden obtener a partir de modelos ajustados. Se interpretan de 
manera natural de acuerdo a la proporción de la varianza explicada por parte de la 
variable dependiente (respuesta) descrita por el modelo, estos estadísticos se 
encuentran entre rango de 0 a 1, mientras mayor sea el rango, mejor se ajustará el 
modelo (Aguilar, 2012).  
3.11. Modelo de Regresión Logística con Inferencia Bayesiana (MRLIB) 
3.11.1. Teorema de Bayes 
Si se consideran 3 eventos 𝑀1, 𝑀2, … , 𝑀𝑛, que confirman: 
𝑀𝑖  ∩  𝑀𝑗 = 𝜃       𝑠𝑖        𝑖 ≠ 𝑗  
𝑀1  ∪  𝑀2 ∪ ….  ∪   𝑀𝑛  = 𝐸 
Los eventos 𝑀𝑖   para 𝑖 = 1, … , 𝑛, no son compatibles 
Sea un evento 𝑁, con 𝑃(𝑁)  > 0 
Y se conocen  𝑃(𝑀𝑖) 𝑦 𝑃 ( 𝑁 / 𝑀𝑖), 𝑖 = 1, … , 𝑛  
De manera que el Teorema de Bayes permite identificar la probabilidad de que 
suceda un evento, 𝑀𝑗 , condicionado a que el evento N ya ha sucedido (Raúl & 
Regalado, 2009) 
𝑃(𝑀𝑗/ 𝑁 )   =  
𝑃(𝑀𝑗  ∩ 𝐵)
𝑃(𝐵)
 =  
𝑃(𝑀𝑗)𝑃(𝑁 / 𝑀𝑗)







La probabilidad 𝑃(𝑀𝑗) se denomina probabilidad a priori, por otro lado la 
probabilidad 𝑃(𝑀𝑗 / 𝑁) se denomina probabilidad a posteriori, dado que el evento 𝑁 
ya ha sucedido (Raúl & Regalado, 2009)  
3.11.2. Función de verosimilitud  
Dado una variable 𝑀, la probabilidad condicional de 𝑁 es 𝑃(𝑁 /  𝑀), sin 
embargo, si se sabe 𝑁, se realiza inferencia sobre el parámetro 𝑀 (UCM, 2014) 
𝑃(𝑀 / 𝑁) =  
𝑃(𝑁 /  𝑀)  𝑃(𝑀)
𝑃(𝑁)
 
La verosimilitud será:                    𝐿(𝑑 / 𝑁) =  𝑃(𝑁 / 𝐵 = 𝑑) 
 
3.11.3. Modelos con Inferencia bayesiana 
Estos modelos se constituyen como métodos estadísticos de gran utilidad, 
cuando se tiene una variable dicotómica, es decir con distribución de Bernoulli que 
toma únicamente dos opciones de respuesta, negro o blanco, sí o no, bueno o malo, 
está enfermo o no está enfermo. (López Puga & García García, 2011) 
“1” para éxito (p) 
“0” para fracaso (q = 1- p) 
 
Para entender la inferencia bayesiana en una regresión logística se analiza una 





Para modelar la probabilidad de éxito de ese evento, se aplica un logaritmo al 
riesgo relativo, y esto será igual a un predictor lineal,  de manera que las variables 𝑋𝑖  
ayudan a explicar el comportamiento de la variable 𝑌𝑖 , es decir de la probabilidad de 
éxito. (Bazán & Bayes, 2010). 
𝐿𝑜𝑔 (
𝜋𝑖
1 −  𝜋𝑖
) =  𝑋𝑖
𝑇 𝛽 
En este punto se destaca la importancia de función de verosimilitud en la 
inferencia bayesiana. Esta función toma como base la variable de un modelo 
estadístico que se puede valorar partiendo de datos observados (Bazán & Bayes, 
2010). 
Para este caso la función de verosimilitud es la siguiente:  




∗ (1 − 𝜋𝑖)
1− 𝑌𝑖 





𝑇 𝛽 − 𝑙𝑛 (1 +  𝑒𝑋𝑖
𝑇 𝛽)} 
Teniendo en cuenta que la información a priori es aquella información de gran 
importancia que no depende de la experiencia, y que, por otro lado, la información a 
posteriori depende de la experiencia.(Bazán & Bayes, 2010) 
Para la inferencia bayesiana se debe formular una función de densidad a priori 
para el vector de parámetros 𝛽, entonces se postula para 𝛽 una distribución normal 𝑁, 





𝛽~𝑁 (𝑏 , 𝜏𝑏) 
Finalmente, la función de densidad a posteriori será el producto de la función de 
verosimilitud con la función a priori (Espinoza A & Gonzalo, 2004) 
3.11.4. Métodos de Cadenas de Markov Monte Carlo (MCMC) 
Estos métodos permiten simular datos de la distribución a posteriori y permite 
calcular valores de interés a posteriori, la simulación de los valores es sucesiva con 
determinada densidad, que puede o no ser similar a la densidad a posteriori, los valores 
que se generan dependerán únicamente del valor simulado anteriormente, en este 
contexto se interpreta las cadenas de Marcov. Estos métodos son de gran utilidad en 
procesos computacionales bayesianos, con gran utilidad para análisis clínicos (Hubin 
& Storvik, 2018). 
3.11.5. Prueba de Heidelberger y Welch 
Este método funciona de la siguiente manera, si la prueba falla es decir que se 
rechaza una hipótesis, se descartan el 10 % de iteraciones de los datos observados 
inicialmente, y la prueba se repite otra vez, si vuelve a fallar se descartan el siguiente 
10% de iteraciones, así sucesivamente hasta el 50%, o hasta que pase la prueba de 









3.11.6. Prueba de Raftery y Lewis 
Esta prueba identifica la convergencia en cuanto a la distribución estacionaria 
y permite estimar un cuantil con gran precisión, en base a un determinado número de 
iteraciones, mismas que se “queman” al principio de una cadena de Marcov (Espinoza 
A & Gonzalo, 2004), de manera que se usan cadenas piloto cortas. 
3.11.7. Prueba de Gelman y Rubin 
Esta prueba permite diagnosticar la convergencia de las Cadenas de Marcov 
Monte Carlo (MCMC), en base a un análisis de las diferencias existentes entre varias 
cadenas, para evaluar la convergencia se comparan las alteraciones entre cadenas de 
Marcov, y las alteraciones dentro de cada cadena, en base a la variables utilizadas para 
el modelo; si las alteraciones son grandes implica no convergencia (Balov, 2016).  
3.12. R-Studio 
Es un programa que usa lenguaje de programación, y proporciona una amplia 
gama de potentes herramientas estadísticas que facilitan al usuario el procesamiento y 
modelamiento de datos, este software cuenta con una gran capacidad para analizar y 
representar gráficas y funciones estadísticas. 
3.12.1. Paquete “pROC”  
Es un paquete de datos utilizado en R-Studio, que permite visualizar, comparar 
y suavizar las características operativas del receptor (Curvas Roc); tomando en cuenta 
al parámetro área bajo la curva (AUC), que mide la exactitud de una variable 






3.12.2. Paquete “DescTools” 
Es un paquete de datos utilizado en R-Studio, que permite un análisis para 
calcular estadísticas descriptivas, dibujar resúmenes gráficos e informes. Dentro de 
este paquete se encuentra “Pseudo R2” que permite realizar una prueba estadística para 
validar modelos probabilísticos (Aho, Alfons, An-deregg, Aragon, & Maintainer, 
2018). 
3.12.3. Paquete “Resource Selection” 
Es un paquete de datos utilizado en R-Studio, que permite utilizar funciones 
de selección de recursos-probabilidad, usados para datos de disponibilidad de usos 
basado en distribuciones ponderadas. Dentro de este paquete se encuentra 
“Hoslem.test” que permite realizar una prueba estadística para validar modelos 
probabilísticos (Subhash R. Lele , Jonah L. Keim, 2017). 
3.12.4. Paquete "MCMC”  
Es un paquete de datos utilizado en R-Studio, que permite simular 
distribuciones consecutivas de variables aleatorias utilizando cadenas de Marcov, se 
basa en algoritmos aleatorios de metrópolis (simulación de variables aleatorias con 
distribución conocida) (Barrios Juan, 2010). 
3.12.5. Paquete “CODA” 
Es un paquete de datos que se utiliza en el programa R-Studio y permite asignar 
representaciones para resumir una simulación de Markov Chain Monte Carlo 
(MCMC), además evalúa la convergencia en base a distintas pruebas de diagnóstico 





3.13. Sistemas de Información Geográfica (SIG) 
Los sistemas de información geográfica también conocidos como SIG, son un 
conjunto de hardware, software, datos y herramientas diseñadas para el 
almacenamiento, procesamiento, manipulación, visualización y análisis de 
información geográfica. Estos  sistemas también permiten resolver una serie de 
problemas cartográficos tanto del componente ambiental, social y económico; es así 
que son utilizadas en su mayoría para delimitaciones de territorio, cuencas 
hidrográficas,  predicción de desastres, modelos estadísticos y mapeo de áreas de 
difícil acceso (Morad, 2001). 
  Almacenamiento: Este consiste en codificar, guardar y almacenar los diversos 
eventos que se producen en la superficie terrestre (F. A. Sarría, 2006). 
 Visualización: Se representa en un espacio de 4 dimensiones, de la cuales 3 
son espaciales y una es el tiempo; pero de manera principal un SIG está representado 
en coordenadas cartesianas, es decir que tiene una proyección sobre el espacio 
bidimensional (F. A. Sarría, 2006). 
 Consultas: Las consultas se basan en propiedades temáticas de información 
georreferenciada, es decir que las consultas pueden ser en atributos temáticos y en 
propiedades espaciales. Entre el lenguaje más utilizado de consulta se encuentra el 
programa de gestión de datos y búsqueda personalizada SQL (lenguaje estructurado 
de consultas) que pueden combinarse en capas de información espacial (F. A. Sarría, 
2006). 
 Análisis: El análisis de los datos se realiza a través de herramientas de análisis 




distribuciones espaciales del análisis de los datos, variables y objetos (F. A. Sarría, 
2006). 
 Toma de decisiones: En cuanto al uso de los SIG para tomar decisiones de 
respuesta, sería resolver problemáticas de decisión, evaluación, diagnóstico, estado y 
evolución; esto se logra mediante análisis geoespacial complejo y algebra de mapas 
(F. A. Sarría, 2006). 
3.14. ArcGis 
Hoy en día ARCGIS es conocido como una de las tecnologías de mayor utilidad 
en lo referente a Sistemas de Información Geográfica (SIG), este conjunto de 
programas fue creado por la empresa ESRI (Enviromental Systems Research Institute) 
hace más de 3 décadas, en un principio el programa ArcInfo utilizaba comandos 
básicos, fue hasta después de varios años con la implementación del formato 
ShapeFile, que la empresa creció notablemente. 
Estos conjuntos de programas no son utilizados únicamente para la creación de 
mapas, sino que gracias a la nube con la que cuenta la plataforma, se puede compartir 
datos sobre SIG, destacándose su utilidad para trabajar entre varios usuarios en 
distintos lugares del mundo. 
ArcGis conforma un conjunto de programas que tienen varios componentes 
similares (Arc Objects) y que permiten crear, editar, manejar, examinar, indagar, 









Es el software principal del conjunto de programas ArcGis, permite reconocer, 
examinar y revisar datos correspondientes a sistemas de información, además permite 
implementar símbolos, leyendas, coordenadas, colores, estilos de letra, etc.  
Este programa es de gran utilidad para una serie de tareas de procesamiento de 
datos geográficos, permite crear, modificar, analizar y representar mapas. Además, 
facilita la actualización de los conjuntos de datos también conocidos como “Datasets”, 
mediante la selección de capas y la mecanización de los “Datasets” de la 
“geodatabase”. Trabaja con modelos de geo procesamiento, de manera que los 
resultados obtenidos se pueden visualizar en mapas, estos mapas se pueden compartir 
gracias a la plataforma en línea con la que cuenta. También permite documentar los 
datos geográficos, gracias a la facilidad que brinda ArcGis para describir los datos 
procesados o analizados (Elar, Osorio, & Sig, 2009) 
3.14.1.1. Herramienta IDW (interpolación distancia inversa) 
El IDW es un método que permite interpolar datos de una variable de estudio, 
esta interpolación espacial es un proceso que calcula el valor de una variable en una 
posición que se encuentra georreferenciada en el espacio, y reflejar los valores 
derivados de esa variable en distintas posiciones del espacio. Dentro de las 
interpolaciones espaciales están: derminísticos y geoestadísticos. La primera 
interpolación permite crear superficies basadas en mediciones puntuales o en fórmulas 
matemáticas predeterminadas. La segunda interpolación se basa en estimaciones de la 
variable estudiada basado en estadística-probabilística, cuyos resultados son utilizados 





3.14.1.2. Herramienta Raster Calculador 
Conocida como algebra de mapa, utilizada una gama de lenguajes algebraicos 
para realizar análisis Raster espaciales, cuyos operadores de esta algebra permiten 
llevar a cabo diversas operaciones matemáticas en una capa Raster, en las cuales se 
pueden incluir un análisis condicional o lógico. Dentro de los operadores algebraicos 
se tienen: operadores aritméticos, de asignación, booleanos, lógicos, combinacionales, 
relacionales y binarios (ESRI, 2010). 
3.14.1.3. Herramienta Extract by mask 
La herramienta extracción por mascara permite extraer las celdas de un “raster”, 
las cuales corresponden a las áreas definidas de una máscara “raster” original 
(imágenes, polígonos, cartas, tiff). El resultado final de esta extracción se tabula en 
forma de tablas, con valores numéricos que pueden ser usados de diversa maneras 
como: creación de nuevas imágenes, interpolación de datos, modelamiento 













4.1. Área de estudio  
Este estudio fue realizado en el DMQ, capital de Ecuador, tiene una extensión de 
422.802 hectáreas, con una altitud que varía entre 500-4.780 msnm, se encuentra en 
una zona templada, cuya temperatura media es 14,7 °C (MDMQ, 2016). Además, 
existe una gran variación en cuanto a precipitaciones que van desde los 400 a los 4500 
mm/año (MDMQ, 2016) 
El sistema de coordenadas utilizado en el estudio fue WGS 84, zona horaria 17 
sur (Diaz D, 2013). El territorio cuenta con 9 administraciones zonales (Figura 1), las 
cuales conforman 65 parroquias: 32 urbanas y 33 rurales (Barrera et al., 2015).  
 
Figura 1. Administraciones zonales del DMQ 








4.2. Recopilación de datos   
Para el estudio los datos utilizados fueron: calidad del aire, datos 
meteorológicos, imágenes Landsat 8 y egresos hospitalarios (número de enfermos con 
ERC). Los datos de calidad del aire fueron obtenidos a través de la página web 
“Secretaría del Ambiente del DMQ”( http://www.quitoambiente.gob.ec/ambiente), en 
esta página se encuentran mediciones de aire ambiente en las 9 estaciones automáticas 
REMMAQ (Figura 2) y las 39 estaciones manuales que abarcan todo el DMQ 
(Guarderas et al., 2013),  junto con las mediciones de las estaciones meteorológicas. 
En cuanto a la extracción de los datos de las imágenes multiespectrales Landsat 8, 
fueron analizadas cada 16 días, entre las 10:00 y 10:15 (hora local); este efecto se 
produce ya que el satélite está helio sincronizado (pasa a la misma hora en determinado 
sector) (Ariza, 2013). Para el levantamiento de datos de los egresos hospitalarios se 
recopiló información de la página del INEC (Instituto Nacional de Estadística y 
Censos) (http://www.ecuadorencifras.gob.ec/institucional/home). 
 
Figura 2. Estaciones REMMAQ 
Elaborado por: Benítez A, Ordoñez J (2018) 




Esta fase abarca datos desde los años 2013 a 2017, los cuales fueron tabulados 
y revisados para la creación de tablas con la ayuda del programa Excel. Para la 
investigación se sacaron promedios diarios de las horas 10:00 y 11:00 (hora local) de 
los siguientes datos: Dióxido de Azufre (𝑆𝑂2) , Monóxido de Carbono (𝐶𝑂) , Dióxido 
de Nitrógeno (𝑁𝑂2) , Material Particulado menor a 2,5 𝜇𝑚  (𝑃𝑀2,5)  Ozono(𝑂3) , 
Material Particulado menor a 10 𝜇𝑚  (𝑃𝑀10); estos datos están medidos en 
microgramos por metro cúbico (ug/m3). A continuación, se muestra un ejemplo de los 
datos tabulados para el mes de enero en el año 2013 (Tabla 2). 






















2013 1 2,51 0,75 11,81 32,78 30,38 NA 
2013 1 2,84 0,67 12,13 10,58 29,15 NA 
2013 1 2,56 0,93 16,24 7,65 16,63 NA 
2013 1 5,89 NA 17,43 NA 5,73 NA 
2013 1 4,83 NA 20,04 16,94 13,78 NA 
2013 1 5,46 0,43 17,65 15,98 15,8 NA 
2013 1 3,33 0,45 15,94 13,28 15,26 NA 
2013 1 1,61 0,42 17,43 16,44 18,04 NA 
2013 1 0,92 0,37 16,07 13,09 14,44 NA 
2013 1 0,47 0,3 11,7 4,81 15,65 NA 
2013 1 1,49 0,4 16,18 11,97 14,93 NA 
2013 1 3,06 0,48 17,57 17,17 16,54 NA 
2013 1 1,11 0,39 11,68 11,85 14,24 NA 
2013 1 1,24 0,52 13,4 10,28 9,5 NA 
2013 1 2,68 0,63 17,68 14,91 10,52 NA 
Elaborado por: Benítez A, Ordoñez J (2018) 








Para los datos meteorológicos: Humedad Relativa (%), Presión Barométrica 
(atm), Precipitación (mm), Temperatura Media (°C), Radiación Solar (W/m2), se 
realizó el mismo procedimiento; cabe señalar que se tomaron en cuenta únicamente 
los datos positivos. En la Tabla 3 se muestra un ejemplo de los datos tabulados para el 
mes de enero del año 2013. 












2013 1 61,08 0,01 732,58 134,54 14,05 
2013 1 62,61 0 732,17 187,53 14,34 
2013 1 73,89 0 733,01 139,04 12,94 
2013 1 61,32 0 729,83 10,71 13,92 
2013 1 46,99 0 729,65 282,16 15,38 
2013 1 53,89 0 730,66 187,48 15,45 
2013 1 61,58 0 730,87 167,7 15,33 
2013 1 71,26 0 730,23 275,73 14,5 
2013 1 80,52 0,33 730,59 175,64 14,05 
2013 1 82,99 1,3 731,24 323,75 13,69 
2013 1 76,34 0 731,35 331,79 14,76 
2013 1 75,01 0 731,07 334,3 14,36 
2013 1 78,96 0,05 730,98 304,16 14,13 
2013 1 78,21 0,03 731,91 274,41 14,18 
2013 1 79,97 0 732,35 164,32 13,92 
Elaborado por: Benítez A, Ordoñez J (2018) 
Fuente: (REMMAQ, 2017) 
 
Todo esto se realizó para cada una de las estaciones mencionadas (Figura 2).  
4.2.2. Imágenes Satelitales Landsat 8 
Las imágenes utilizadas fueron de nivel uno, que contiene los siguientes 
subproductos: L1Gt (Systematic Terrain Corrected) y L1T (Terrain).  Los datos de 
estas imagen l1Gt/L1T se encuentra con una corrección geométrica y radiométrica, 
que están disponibles en formato GeoTiff (Ariza, 2013). 
Estas imagines están constituidas por 9 bandas (OLI) y dos bandas 10, 11 




modelo como: SAVI, NDWI, NDVI; así como también extraer los datos de las bandas 
de las imágenes. En total se procesaron 30 imágenes satelitales tomadas entre los años 
2013 y 2017. 
A continuación, se presenta un ejemplo de las bandas 1 a la 5, de imágenes 
satelitales Landsat 8 correspondientes al 23 de enero de 2017, mismas que se 
procesaron en ArcGis para calcular las variables SAVI, NDWI, NDVI 
Tabla 4. Tipos de bandas de las imágenes Landsat 8 
Banda 1 – Aerosol Costero (a) 
  
  









Banda 3 – Verde (c) 
   
 



















Banda 5 - Infrarrojo cercano (NIR) (e) 
   
 
Elaborado por: Benítez A, Ordoñez J (2018) 
Fuente: GloVis (https://glovis.usgs.gov/app?fullscreen=1) 
 
Para el cálculo de estos parámetros se usó la herramienta “Raster Calculator” 
de ARCGIS (Figura 3). 
 
Figura 3. Herramienta “Raster calculator” para el cálculo de: SAVI, NDWI, NDVI 









Este Índice de Vegetación Ajustado al Suelo, intenta disminuir la influencia de 
brillo del suelo, utilizando una corrección de brillo del mismo.  Esta corrección va a 
depender de la cantidad de vegetación, considerando la zona de estudio el índice va a 
tener valores entre -1 y 1 (Aguayo, 2013). 
𝑆𝐴𝑉𝐼 =
𝐵𝑎𝑛𝑑𝑎 5 − 𝐵𝑎𝑛𝑑𝑎 4
(𝐵𝑎𝑛𝑑𝑎5 + 𝐵𝑎𝑛𝑑𝑎4 + 𝐿) ∗ (1 + 𝐿)
 
 
Figura 4.Cálculo del Índice de vegetación SAVI con imágenes Landsat 8 




Figura 5. Raster del Índice de vegetación SAVI Landsat 8 







Este Índice Diferencial de Agua Normalizado es sensible a las cantidades de agua en 
las capas de vegetación. El valor de este índice esta entre -1 y 1 (De León & Villatoro, 
2015) 
𝑁𝐷𝑊𝐼 =
𝐵𝑎𝑛𝑑𝑎 3 − 𝐵𝑎𝑛𝑑𝑎 5
𝐵𝑎𝑛𝑑𝑎 3 + 𝐵𝑎𝑛𝑑𝑎 5
 
 
Figura 6.Cálculo del Índice de vegetación NDWI con imágenes Landsat 8 




Figura 7. Raster del Índice de vegetación NDWI Landsat 8 










Este Índice Diferencial de Vegetación Normalizado, permite realizar una 
imagen que muestre la densidad de vegetación en una zona, este índice genera valores 
entre -1 y 1(Díaz García-Cervigón, 2015) 
𝑁𝐷𝑉𝐼 =
𝐵𝑎𝑛𝑑𝑎 5 − 𝐵𝑎𝑛𝑑𝑎 4




Figura 8. Cálculo del Índice de vegetación NDVI con imágenes Landsat 8 




Figura 9. Raster del Índice de vegetación NDVI Landsat 8 








4.2.3. Egresos hospitalarios en el Distrito Metropolitano de Quito 
Gracias a la página del INEC (Instituto Nacional de Estadística y Censos), se 
tabularon los datos de las personas enfermas relacionadas con ERC, comprendidos 
entre los años 2013 y 2017; cabe resaltar que se tomó en cuenta a las personas que 
egresaron del hospital donde se encontraban, ya que no existen datos específicos sobre 
el lugar donde adquirieron la enfermedad, para predecir con mayor efectividad la 
probabilidad de adquisición o no adquisición de la misma. Se elaboró una tabla en 
Excel donde se clasificó a todas las personas que tengan o no ERC, en cada una de las 
parroquias del DMQ. A continuación, se muestra un ejemplo sobre egresos 
hospitalarios correspondientes al año 2013 
Tabla 5. Egresos Hospitalarios del DMQ año 2013 












































21/9/2013 Alta 9999 
6 
Hospital General 
San Vicente de 
Paul 






San Luis de 
Otavalo 



















12/2/2013 Alta 9999 
Elaborado por: Benítez A, Ordoñez J (2018) 
Fuente: (INEC, 2013) 
 
Se realizó un reajuste de estos datos de ordinal (números) a categórica (letras); 
esto quiere decir que solo existirán dos tipos de respuesta 1 si está enfermo y 0 si no 
está enfermo, independientemente de que en la parroquia se presenten más de dos 
enfermos (Tabla 2.). Esto se hizo ya que uno de los modelos implementados requiere 
tener una variable dependiente categórica con respuesta binaria. 
Tabla 6. Reajuste del “número de enfermos” (ordinal) a “número de enfermos” 








Guamaní 6 1 Enfermo 
Tumbaco 0 0 No enfermo 
Carcelén 7 1 Enfermo 
Solanda 2 1 Enfermo 
Pomasqui 0 0 No enfermo 
Turubamba 6 1 Enfermo 










4.3. Análisis de datos  
Para la interpolación se utilizaron los datos de calidad del aire y datos 
meteorológicos (Tabla 2 y Tabla 3), para los cuales con la ayuda del programa 
ARCGIS se interpoló para cada una de las estaciones del DMQ. Esta interpolación se 
realizó mediante la conversión de tablas de Excel a “ShapeFiles” de ArcGIS (Figura 
10). 
Además, se utilizó un “ShapeFile” del área de estudio (Figura 2) en el cual se 
convirtieron los datos de las estaciones, con la ayuda de su ubicación geográfica; así 
como también los datos de los promedios de calidad del aire, meteorológicos e 
imágenes satelitales, en las horas 10:00 y 11:00. 
 
Figura 10. Conversión de datos a ShapeFile de las estaciones del DMQ 
Elaborado por: Benítez A, Ordoñez J (2018) 
 
 
Para la creación de un “ShapeFile” de puntos es necesario tener en cuentan las 






Figura 11. Herramienta XY Data para el sistema de coordenadas de las estaciones 
REMMAQ 
Elaborado por: Benítez A, Ordoñez J (2018) 
 
 
Con la herramienta “Display XY” Data se asigna un sistema de coordenadas 
a las estaciones, este deberá tener el mismo sistema de coordenadas que el 
“ShapeFile” del área de estudio Figura 11. 
 
Figura 12. Verificación de los datos del ShapeFile creado para el área de estudio 






En la Figura 12 observamos que todos los datos que se crearon en el 
“ShapeFile” están correctamente tabulados. Este procedimiento se realizó para cada 
mes comprendido entre los años 2013 y 2017. 
 
Figura 13. Herramienta IDW para la interpolación de las variables: calidad del aire, 
datos meteorológicos e imágenes Satelitales 
Elaborado por: Benítez A, Ordoñez J (2018) 
 
Con la ayuda de la herramienta IDW (Figura 13) se crearon imágenes “ráster” 
para los datos de: calidad del aire, datos meteorológicos e imágenes satelitales. 
 
Figura 14. Imagen raster para cada uno de los datos de las estaciones REMMAQ 






Figura 15. Imagen raster de la interpolación IDW para la concentración de Dióxido 
de Azufre en el año 2013 
Elaborado por: Benítez A, Ordoñez J (2018) 
 
Se crearon “raster” para cada uno de los datos de cada mes. Estas imágenes 
contienen datos en todas las parroquias del DMQ (Figura 15). 
 
Figura 16. Herramienta Extract by Mask para la extracción de la interpolación en 
cada parroquia del DMQ 




Con la herramienta “Extract by Mask” se realizó una extracción por máscaras, 
de los datos de la imagen para cada parroquia. Y se crearon “raster” para cada 
parroquia del DMQ (Figura 16). 
 
Figura 17. Herramienta Zonal Statistics as Table para la extrapolación de los raster 
de los datos 2013-2017 
Elaborado por: Benítez A, Ordoñez J (2018) 
 
 
Mediante la herramienta “Zonal Statistics as table” se exportaron los “ráster” 
de cada imagen en una tabla, este procedimiento se realizó para cada dato de los 5 
años, por cada mes. Se escogió el apartado “Mean” como el metadato principal para 













Figura 18. Egresos hospitalarios en el DMQ en el año 2013                                                                 
 Elaborado por: Benítez A, Ordoñez J (2018) 
 
Para el análisis de los datos de egresos hospitalarios se tabularon datos de 
acuerdo a la clasificación del número de enfermos y fecha de egreso para cada 
parroquia (Figura 18), 
 
Figura 19. Tabla final con todos los datos a implementar en los modelos logísticos 
Elaborado por: Benítez A, Ordoñez J (2018) 
 
Se unieron todos los datos para formar una sola tabla para cada año: 2013,2014, 
2015, 2016, 2017 (Figura 19). En el apartado número de enfermos se hizo el análisis 
mostrado en la sección 4.2.3. Todos estos datos una vez procesados se ingresaron al 






4.3.1. Planteamiento de la hipótesis 
Se determinaron dos tipos de eventos para el análisis de este estudio, que 
permiten ver el comportamiento de la variable dependiente frente las variables de 
pronóstico. 
 Ho= probabilidad de ocurrencia de riesgos de enfermedades respiratorias no 
se puede predecir por la contaminación atmosférica. 
 Hi= probabilidad de ocurrencia de riesgos de enfermedades respiratorias si se 
puede predecir por la contaminación atmosférica. 
4.3.2. Generación de los modelos 
Se escogió el año 2015 como el metadato más representativo, ya que fue el 
único en tener todas las variables independientes en cada una de las estaciones. 
4.3.2.1. Modelo de regresión logística binaria - MRLB 
La aplicación de este modelo predictivo permite estimar la probabilidad de 
ocurrencia y no ocurrencia de un evento, esto quiere decir que cuando existe un 
fenómeno que se quiere predecir o evaluar, el comportamiento de la variable deberá 
englobar varios parámetros que permitan estudiar al fenómeno (para este estudio el 
fenómeno es el riesgo de presentar ERC),  es decir para este fenómeno fue considerada 
la variable dependiente “Y” número de enfermos para los años 2013-2017 (Boggio, 
2000). 
 
Figura 20. Paquete pROC para el análisis de AUC de las variables independientes 





Con las tablas finales anteriormente explicadas en la Figura 19. Con el 
programa R-STUDIO se asignó una variable “m1” al modelo, se cargaron las tablas 
mediante el comando “CSV.2” y se instaló el paquete “pROC” para el análisis de AUC 
para todas las variables procesadas. 
 
Figura 21. Comando "glm" utilizado para la Regresión Logística 
Elaborado por: Benítez A, Ordoñez J (2018) 
 
El modelo se insertó mediante la función “glm” de la familia binomial para la 
ejecución del MRLB (Figura 21). 
4.3.2.1.1. Ejecución del MRLB 
Con la ayuda del programa R-STUDIO se hicieron todas las pruebas y 
validaciones para los modelos de regresión; así como también la elección de las 
variables con mayor correlación para el modelo predictivo.  
Los paquetes utilizados son: el “DescTools” y el “Resourceselection”. Estos 
paquetes permitieron observar el nivel de ajuste del modelo (ver sección 3.10.2 y 
3.10.3); un modelo mejor justado debe tener valores próximos a 1 (Aguilar, 2012).  
 
Figura 22. Instalación de paquetes PseudoR 2 y Hoslem.test para las pruebas de 
diagnóstico del MRLB 




4.3.2.2. Modelo de regresión logística con inferencia bayesiana - 
MRLIB 
Los parámetros utilizados se constituyen como variables aleatorias, una vez 
definida la información inicial y considerando la verosimilitud de los datos se procedió 
a incluir la Inferencia Bayesiana en la Regresión Logística, a través de un modelo 
realizado en el programa R-STUDIO. Es importante destacar que La Estadística 
Bayesiana toma como fundamento la Teoría de Bayes y funciona de forma que 
cualquier evento tiene una probabilidad de ocurrencia subjetiva, teniendo en cuenta la 
información previa recolectada, de manera que se pueda actualizar en información a 
posteriori (Diazaraque M, 2014). 
Para este estudio los datos recolectados se constituyen como información 
previa, la cual permitió estimar el riesgo de adquirir enfermedades respiratorias 
crónicas en un futuro cercano, esto se constituye como la base tanto para la toma de 
decisiones como para la distribución a posteriori (Diazaraque M, 2014). Dicho de otra 
manera. 
Por un lado, se consideró la variable dependiente “número de enfermos”, 
mientras que para determinar las variables independientes que se utilizaron en el 
modelo, se realizó un Análisis de Curvas ROC, (ver sección 3.10.1.)  esta metodología 
es ampliamente utiliza en el campo del análisis clínico, ya que permite relacionar la 
sensibilidad y la especificidad en cuanto a la probabilidad de que una persona adquiera 







4.3.2.2.1. Ejecución del MRLIB 
Una vez establecidas todas las variables para el modelo, se implementaron los 
paquetes “MCMCpack” para la Inferencia Bayesiana en el programa R-STUDIO, 
consiste en métodos Monte Carlo basados en series de Marcov, mismos que han 
crecido en popularidad global para análisis bayesianos computacionales complejos, 
consiste en una simulación de series de Marcov, con distribución estable dada por la 
distribución a posteriori, estos algoritmos iterativos gracias a la construcción de 
cadenas de Marcov garantizan que exista una distribución estacionaria (Correa 
Morales & Barrera Causil, 2018).  
A continuación, en la Figura 23, se muestra la codificación utilizada para el 
MRLIB, siendo el paquete “MCMC” el más importante.  
 
Figura 23. Ejecución del paquete MCMC para la ejecución del MRLIB 
Elaborado por: Benítez A, Ordoñez J (2018) 
 
Además, se implementó el paquete “CODA” para identificar los criterios de 





Figura 24. Utilización del paquete “CODA” para el análisis de las pruebas de 
diagnóstico 
Elaborado por: Benítez A, Ordoñez J (2018) 
 
 
4.3.2.2.2. Prueba de Heidelberger y Welch 
Este diagnóstico estadístico se realizó para identificar si todas las variables 
utilizadas en el MRLIB pasan la prueba. 
4.3.2.2.3. Prueba de Raftery and Lewis 
Esta prueba de diagnóstico se implementó para determinar si el número de 
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Figura 25. Diagrama de la metodología utilizada para el Caso de Estudio 





En total se recolectaron datos para 1825 días, comprendidos entre los años 2013 
y 2017, para cada una de las variables estudiadas, entre ellas se encuentran: calidad 
del aire, datos meteorológicos, imágenes satelitales y egresos hospitalarios en el 
DMQ 
5.1. Curvas ROC de los modelos 
































Figura 26. AUC de las variables de pronóstico con respecto a la variable 
dependiente “número de enfermos”: a) SO2; b) PM10; c) O3; d) precipitación; e) 
presión; f) humedad relativa; g) temperatura; h) banda 1; i) banda 3; j) banda 4; k) 
SAVI 




5.2. Variables utilizadas para los modelos  
Tabla 7. Variables independientes utilizadas para los modelos y valores de AUC 
                                       Variables en la Ecuación Unidades AUC 
Datos calidad 
del aire 
SO2 µg/m3 0.5731 
O3 µg/m3 0.6596 
PM10 µg/m3 0.6673 
Datos 
meteorológicos 
Humedad Relativa % 0.6102 
Precipitación Mm 0.5861 
Presión Atm 0.6334 
Temperatura °C 0.6547 
Imagen satelital 
LANDSAT 8 
Banda 1 Reflectancia sup. 0.6112 
Banda 3 Reflectancia sup. 0.5795 
Banda 4 Reflectancia sup. 0.6293 
SAVI Reflectancia sup. 0.6259 
       Elaborado por: Benítez A, Ordoñez J (2018 
 
5.3. Prueba estadística ANOVA 
En la Figura 27 de la distribución normal Q-Q se observan los residuos 
estandarizados donde se refleja el comportamiento de la variable dependiente en 
relación con las variables de pronóstico, comprobando que existen 2 tipos de 
comportamiento (variable binomial). 
 
Figura 27. Distribución normal Q-Q de la variable dependiente “Y” y los residuos 
estandarizados 






En la Figura 28 “Residuals vs Leverage” se visualiza el nivel de dependencia 
de los valores atípicos (valores de peligro) en las variables de la regresión logística; la 
eliminación de estos valores permite que le modelo seas más ajustado. 
        
Figura 28.ANOVA "Residuals vs Leverage" deviance residual de Pearson 
Elaborado por: Benítez A, Ordoñez J (2018) (R-Studio) 
 
En la Figura 29 “Residuals vs Fitted” se observa la suposición binomial de la 
variable dependiente respecto a las variables independientes, con su patrón de 
variación. Como se puede observar los residuos presentan un alto nivel de 
correlación entre ellos, expresando los dos comportamientos de la variable 
dependiente. 
          
Figura 29. ANOVA "Residuals vs Fitted" del comportamiento de la variable 
dependiente (número de enfermos) 









Con las variables independientes (Tabla 7) se implementó el MRLB con la función 
“glm” de la familia binomial, en esta parte se toma en cuenta los resultados de AIC y 
el grado de significancia (Tabla 8). El número de Arkaike (AIC) fue de 745, mientras 
más bajo sea el valor de AIC las variables independientes describirán mejor al modelo.   
Tabla 8. Coeficientes obtenidos del MRLB 
Deviance Residuals: 
Min 1Q Median 3Q Max 
-1.5179 -1.0949 -0.8313 1.1818 1.8877 
Coefficients:         
  Estimate  Error Std.  z value Pr(>|z|)    
(Intercept) -0.169694 0.329856 -0.514 0.60694    
SO2_PROM -0.064849 0.090419 -0.717 0.47325    
O3_PROM -0.046446 0.023336 -1.990 0.04656 *  
PM10_PROM 0.017110 0.012253 1.396 0.16261    
HR_PROM -0.050559 0.029733 -1.700 0.08905 .  
PREC_PROM 5.129867 2.006120 2.557 0.01055 *  
PRES_PROM 0.004960 0.002935 1.690 0.09107 .  
TEM_PROM 0.044321 0.044558 0.995 0.31989    
BANDAp_C -0.002447 0.001260 -1.941 0.05220 .  
BANDAt_.C 0.001741 0.001124 1.549 0.12134    
BANDAc_C 0.001053 0.001030 1.023 0.30650    
SAVI_C -15.908161 5.538142 -2.872 0.00407 ** 
AIC: 745.77 
                                 Elaborado por: Benítez A, Ordoñez J (2018) (R-Studio) 
 
5.4.1. Pruebas de diagnóstico estadístico para el MRLB 
 
Tabla 9. Prueba de diagnóstico del Pseudo R2 para el MRLB 
McFadden  Nagelkerke 
0.03030269 0.05468934 
                                          Elaborado por: Benítez A, Ordoñez J (2018) (R-Studio) 
 
Tabla 10. Prueba de diagnóstico Hosmer and Lemeshow 
Hosmer and Lemeshow of fit (GOF) test 
Data: enfermos 










Con la finalidad de crear un modelo mejor ajustado, se utilizaron las 11 
variables (Tabla 7) en un modelo que incluyo la inferencia bayesiana, ya que se pudo 
correlacionar de mejor manera con un número de iteraciones más exactas para que la 
prueba de hipótesis nula se cumpla, en este caso el número de iteraciones utilizadas 
fueron de 250000. Con la ayuda de la función “MCMC” en R-STUDIO se obtuvieron 
los siguientes coeficientes (Tabla 11). 
Tabla 11. Coeficientes obtenidos del MRLIB 
Iterations = 10001:260000 
Thinning interval = 1 
Number of chains = 1 
Sample size per chain = 250000 
Empirical mean and standard deviation for each variable, 
 plus standard error of the mean: 
       Mean SD Naive SE  Time-series SE 
(Intercept) -0.159215 0.330098 6,60E-04 4,65E-03 
SO2_PROM -0.067540 0.092870 1,86E-04 1,34E-03 
O3_PROM -0.048130 0.023873 4,78E-05 3,47E-04 
PM10_PROM   0.017479 0.012464 2,49E-05 1,82E-04 
HR_PROM -0.052624 0.030485 6,10E-05 4,39E-04 
PREC_PROM  5.272.928 2.033.841 4,07E-03 2,93E-02 
PRES_PROM   0.005144 0.003017 6,03E-06 4,37E-05 
TEM_PROM   0.045871 0.045176 9,04E-05 6,52E-04 
BANDAp_C -0.002591 0.001312 2,62E-06 1,93E-05 
BANDAt_.C   0.001851 0.001182 2,36E-06 1,75E-05 
BANDAc_C   0.001094 0.001071 2,14E-06 1,57E-05 
SAVI_C -16.491.217 5.731.869 1,15E-02 8,40E-02 
                       Elaborado por: Benítez A, Ordoñez J (2018) (R-Studio) 
 
 
5.5.1. Pruebas de diagnóstico estadístico para el MRLIB 
 
Tabla 12. Prueba de Heidelberger y Welch (Todas las variables pasan la prueba) 
Iterations used = 10001:260000 
Thinning interval = 1  
Sample size per chain = 250000  




  Stationarity test Start iteration p-value 
(Intercept)  passed 1 0.5310 
SO2_PROM passed 1 0.3408  
O3_PROM passed 1 0.7761  
PM10_PROM passed 1 0.7951  
HR_PROM passed 1 0.9325  
PREC_PROM passed 1 0.8992  
PRES_PROM passed 1 0.8988  
TEM_PROM passed 1 0.9955  
BANDAp_C passed 1 0.1274  
BANDAt_.C passed 1 0.0801  
BANDAc_C passed 1 0.7455  
SAVI_C passed 1 0.4746  




Tabla 13.  Prueba de Raftery and Lewis 
Iterations used = 10001:260000 
Thinning interval = 1 
Sample size per chain = 250000 
Quantile (q) = 0.025 
Accuracy (r) = +/- 0.005 
Probability (s) = 0.95 
 Burn-in Total Lower bound Dependence 
 (M) (N) (Nmin) factor (I) 
 (Intercept)  79 85778 3746 22.9       
 SO2_PROM 79 86487 3746 23.1       
 O3_PROM 80 87169 3746 23.3       
 PM10_PROM 85 92330 3746 24.6       
 HR_PROM 77 83167 3746 22.2       
 PREC_PROM 81 88038 3746 23.5       
 PRES_PROM 79 85224 3746 22.8       
 TEM_PROM 79 85406 3746 22.8       
 BANDAp_C 81 88178 3746 23.5       
 BANDAt_.C 79 85718 3746 22.9       
 BANDAc_C 80 87196 3746 23.3       
 SAVI_C 73 79577 3746 21.2       






5.6. Ecuación de MER 
Los coeficientes obtenidos tanto en el MRLB (Tabla 8) y el MRLIB (Tabla 11) 
se utilizaron en la siguiente ecuación, y se crearon los MPR de ERC. 











MER=1: Modelo espacial de riesgo para adquirir ERC 
SO2: Dióxido de azufre 
O3: Ozono 
PM10: Material particulado menor a 10 micrómetros 
H.R: Humedad relativa 
PREC: Precipitación 
PRES: Presión 
TEMP: Temperatura media 
B1, B3, B4: Bandas 1, 3, 4 
SAVI: Índice de suelo ajustado 
 
5.7. Creación de MPR 
Finalmente, con la ayuda de la herramienta ArcGis se obtuvieron los siguientes 
mapas con una leyenda que indica la probabilidad de riesgo de adquirir ERC, donde 
el color azul es la menor probabilidad y el color rojo corresponde a la mayor 








































































































6. CONCLUSIONES  
Se generó un MER de ERC a partir de datos de Calidad de Aire, datos 
meteorológicos, Imágenes satelitales Landsat 8 y egresos hospitalarios en la ciudad de 
Quito entre los años 2013 a 2017. Este estudio muestra que las parroquias urbanas con 
presencia de fábricas y alta circulación vehicular presentan mayor probabilidad de 
adquirir ERC, es importante tener en cuenta que no influyen únicamente la 
contaminación ambiental en la adquisición de ERC, debido a que la exacerbación de 
estas enfermedades también depende de otros factores como calidad de vida (uso de 
tabaco), infecciones virales, la genética, entre otros (Samet, 2002). Con los 
datos sobre calidad del aire y de salud pública se determinó que en el DMQ han 
aumentado los valores de los registros promedio de contaminantes criterio para el año 
2017 respecto al año 2013. Se han presentado varios de estos casos de ERC; según los 
datos estadísticos del INEC en el año 2016 la tasa de mortalidad masculina fue de 
7.66%, en mujeres fue de 7.92% y en niños fue de 5.80%; convirtiéndose en una de 
las problemáticas más importantes a resolver para el Gobierno Nacional.  Este efecto 
es producto de las grandes emisiones de gases contaminantes (MP, NOX, CO, SOX, 
O3) producidos por la congestión vehicular, grandes industrias, incendios forestales, 
entre otros. Además, cabe destacar el comportamiento de los factores meteorológicos 
como: temperatura, presión, precipitación, humedad relativa y radiación; producen 
una concentración excesiva de estos contaminantes dando lugar al Cambio Climático 
y perjudicando la salud de las personas (REMMAQ, 2017). 
Con el análisis del inventario de la información geoespacial mediante imágenes 
satelitales Landsat 8 se pudo observar que los índices de vegetación son inversamente 




menor índice de vegetación aumentará la probabilidad de riesgo de adquirir ERC en 
el DMQ (Mapping & Co, 2013). 
De los modelos estudiados se determinó que el MRLIB fue el modelo de regresión 
con mayor exactitud, esto es debido a la utilización de las cadenas de Markov Monte 
Carlo, las cuales permitieron realizar un mayor número de iteraciones para validar las 
variables predictoras y determinar de mejor manera el comportamiento de la variable 
dependiente (Ghosh, Li, & Mitra, 2018) 
 Se generó mapas de probabilidad de riesgo (MPR) para el DMQ, en los cuales se 
pudo observar que en el año 2013 en los meses secos existe un riesgo notable de 
adquirir ERC en Tumbaco, así como en parroquias del sur oeste del DMQ: La 
ferroviaria, San Bartolo, Chimbacalle. Por otro lado, en los meses lluviosos del mismo 
año se puede identificar que, aunque Tumbaco se mantiene con un riesgo similar, 
aumenta en parroquias como Conocoto, Alangasí, Sangolquí y Guangopolo. Para el 
año 2017 en los meses lluviosos se puede identificar que el riesgo ha aumentado 
notablemente en comparación con el año 2013, principalmente en la zona norte del 
DMQ, incluyendo parroquias como Calderón, Carcelén, Comité del Pueblo y 
Pomasqui, mientras que en los meses secos del mismo año la tendencia se mantiene, 
marcándose notablemente las zonas de Alangasí, San Bartolo, La Magdalena y La 
Ferroviaria. 
Como resultado final, esta investigación contribuye a la prevención ambiental, la 
planificación urbana estratégica y en el análisis de nuevas leyes estatales, la principal 
limitación se relacionó con la falta de algunos datos sobre calidad de aire. En un futuro 
se buscará modelar con mayor precisión los MPR asumiendo que aumentará la 






Si se considera que el deterioro medio ambiental va de la mano con el crecimiento 
poblacional, se puede asumir que la calidad del aire cada vez será más deficiente, de 
manera que los seres humanos estaremos expuestos a sufrir todos las consecuencias 
que esto conlleva, incluyendo la adquisición de enfermedades respiratorias crónicas, 
por lo tanto se hace un llamado a todos organismos y líderes de las elites económicas 
y políticas para que incluyan leyes más prominentes y rígidas que permitan impulsar 
un desarrollo sustentable a nivel global. 
Para mejorar la funcionalidad de un modelo espacial se requieren datos precisos 
coherentes y veraces, de manera que se recomienda dar un mantenimiento gradual a 
los equipos que conforman las estaciones meteorológicas del DMQ, de forma que los 
datos medidos no presenten errores. 
Se recomienda implementar un sistema educativo critico en el campus, que 
permita ejercer presión sobre las autoridades competentes en todo lo referente a 
contaminación del aire, de manera que los datos disponibles se encuentren completos, 














Acevedo, B. (2017). USO DE TÉCNICAS DE PERCEPCIÓN REMOTA PARA LA 
ESTIMACIÓN DE TEMPERATURA SUPERFICIAL EN PROYECTOS 
FORESTALES DEL CENTRO DE ENTRE RÍOS. 
Aguayo, P. P. (2013). Apuntes de Teledetección: Índices de vegetación. 
Aguilar, D. G. (2012). Comparación de algunos R2 como medidas de bondad de 
ajuste en modelos lineales mixtos. 
Aho, K., Alfons, A., An-deregg, N., Aragon, T., & Maintainer, Z. (2018). Package 
“DescTools” Title Tools for Descriptive Statistics. 
Aire CDMX. (2015). El Ozono. Retrieved from 
http://www.aire.cdmx.gob.mx/descargas/noticias/que-es-ozono/que-es-
ozono.pdf 
Amalo, L. F., Ma’Rufah, U., & Permatasari, P. A. (2018). Monitoring 2015 drought 
in West Java using Normalized Difference Water Index (NDWI). IOP 
Conference Series: Earth and Environmental Science, 149(1). 
https://doi.org/10.1088/1755-1315/149/1/012007 
Ann Becerra, T., Wilhelm, M., Olsen, J., Cockburn, M., & Ritz, B. (2013). Ambient 
Air Pollution and Autism in Los Angeles County, California. Environmental 
Health Perspectives. https://doi.org/10.1289/ehp.1205827 
ArcGIS Resourses. (2016). Introduccion a ArcGis. Retrieved November 19, 2018, 
from http://resources.arcgis.com/es/help/getting-
started/articles/026n00000014000000.htm 




ATSDR. (2012). RESUMEN DE SALUD PÚBLICA Monóxido de Carbono. 
Retrieved from www.atsdr.cdc.gov/es 
Balov, N. (2016). The Stata Blog » Gelman–Rubin convergence diagnostic using 
multiple chains. Retrieved October 30, 2018, from 
https://blog.stata.com/2016/05/26/gelman-rubin-convergence-diagnostic-using-
multiple-chains/ 
Barrera, A., Alcalde, G., Distrito, D., De Quito, M., Rameix, N. N., Representante, J. 
A., … Claudio, P. (2015). MIEMBROS DEL CONSEJO METROPOLITANO 
DE PLANIFICACIÓN. 
Barrios Juan. (2010). El algoritmo Metropolis-Hastings | Hola, soy Juan M. Barrios. 
Retrieved November 6, 2018, from 
https://jmbarrios.wordpress.com/2010/10/08/el-algoritmo-metropolis-hastings/ 
Bazán, J., & Bayes, C. (2010). REGRESION BINARIA USANDO BRMUW. Lima. 
Retrieved from http://argos.pucp.edu.pe/~jlbazan/download/Reporte-25.pdf 
Bebbington, A., Buttimer, A., Hidalgo, R., Molinero Hernando, F., Zoido Naranjo 
Universidad de Sevilla, F., & Canoves Valiente, G. (1984). EMPLEO DE 
TÉCNICAS DE REGRESIÓN LOGÍSTICA PARA LA OBTENCIÓN DE 
MODELOS DE RIESGO HUMANO DE INCENDIO FORESTAL A ESCALA 
REGIONAL. 
Boggio, G. (2000). Modelo de regresión logística aplicado a un estudio sobre 
enfermedad de Chagas A logistic regression model applied to Chagas ’ disease. 










Burgueño, M. J., Garía-Bastos, J. L., & González-Buitrago, J. M. (1995). 
Sensibilidad y especificidad diagnósticas. Med Clin (Barc), 104, 661–670. 
https://doi.org/10.1016/B978-84-8174-709-6.50039-7 
Byrne, A. L., Marais, B. J., Mitnick, C. D., Lecca, L., & Marks, G. B. (2015). 
Tuberculosis and chronic respiratory disease: a systematic review. 
https://doi.org/10.1016/j.ijid.2014.12.016 
Carnicer J. (2008). Contaminación Ambiental. 
Chirinos, L. R., & Mallqui, C. G. (2016). Comparación entre Interpoladores 
Espaciales en el Comparison between Spatial Interpolators in the Study of the 
Distribution of Non-Soluble Sediment Particles in the Atmospheric Basin of 
Lima and Callao. Información Tecnológica, 27(7), 111–120. 
https://doi.org/10.4067/S0718-07642016000400012 
Consenso Científico sobre la Contaminación del Aire. (2003). Retrieved from 
https://www.greenfacts.org/es/dioxido-nitrogeno-no2/ 
Consorcio Sanitario de Barcelona. (2010). Los óxidos de nitrógeno en el aire urbano 






Correa Morales, J. C., & Barrera Causil, C. J. (2018). Introducción a la estadística 
bayesiana: notas de clase. https://doi.org/10.22430/9789585414242 
De La Fuente, S. (2011). Regresión logística. Regresión Logística/ Universidad 
Autonoma de Madrid, 1, 29. 
De León, R., & Villatoro, B. (2015). Análisis exploratorio de la dependencia entre 
los índices de vegetación NDWI y MSI obtenidos de imágenes de satélite 
Landsat 8, la humedad de la caña de azúcar y humedad del suelo. 
Derrocada Can. (2013). APCD - Variables - Presión barométrica. Retrieved October 
30, 2018, from http://apcd-
spv.org/index.php?lang=es&secc=variables&type=pressio_barometrica 
Diaz D. (2013). ADMINISTRACIONES ZONALES, PARROQUIAS RURALES Y 
PARROQUIAS URBANAS DEL DMQ. PONTIFICIA UNIVERSIDAD 
CATÓLICA DEL ECUADOR, Quito. Retrieved from 
http://repositorio.puce.edu.ec/bitstream/handle/22000/8700/merged 
%2817%29.pdf?sequence=2&isAllowed=y 
Díaz García-Cervigón, J. J. (2015). Estudio de Índices de vegetación a partir de 
imágenes aéreas tomadas desde UAS/RPAS y aplicaciones de estos a la 
agricultura de precisión, 78. https://doi.org/10.1103/PhysRevLett.100.226603 










Espinoza A, & Gonzalo, G. I. (2004). MODELO BAYESIANO SEMI-
PARAMETRICO DE RESPUESTA BINARIA MEJORANDO LOS MÉTODOS 
DE ESTIMACIÓN Y DE ANÁLISIS. VALDIVIA - CHILE. Retrieved from 
http://cybertesis.uach.cl/tesis/uach/2004/bmfcia346m/doc/bmfcia346m.pdf 
ESRI. (2010). ArcGIS Spatial Analyst Anexo de Producto. España. 
FBA. (2012). FBA I. Estadística Práctica 6: Regresión Logística I 1 Objetivos de la 
práctica. 
Franzpc. (2017). Composición de bandas satelitales en ArcGIS | El blog de franz. 
Retrieved October 30, 2018, from https://acolita.com/composicion-de-bandas-
satelitales-landsat-etm-en-arcgis/ 
Garcia, P., & Castro, A. (2014). Tutorial ANÁLISIS DE DETECCIONES TERRA-
i : Cálculo de áreas en hectáreas. 
Garcia, S. I. (2011). Guía de Prevención, Diagnóstico, Tratamiento y Vigilancia 
Epidemiológica de las Intoxicaciones por Monóxido de Carbono.  Buenos 
Aires. Retrieved from 
http://www.msal.gob.ar/images/stories/bes/graficos/0000000335cnt-06-
Guia_intoxic_monoxido.pdf 
Geng, P., & Sakhanenko, L. (2016). Parameter estimation for the logistic regression 
model under case-control study ✩. Statistics and Probability Letters, 109, 168–
177. https://doi.org/10.1016/j.spl.2015.11.019 




Ghosh, J., Li, Y., & Mitra, R. (2018). On the Use of Cauchy Prior Distributions for 
Bayesian Logistic Regression. Bayesian Analysis, 13(2), 359–383. 
https://doi.org/10.1214/17-BA1051 
GIS, & BEERS. (2017). Cálculo del índice NDWI - Gis&amp;Beers. 
Gonzaga A, I., & Presutti, M. (2014). Tesis de Maestría presentada por. 
Guarderas, A. B., Raúl, I., Fabián, M., María, R., Muñoz, R., Rojas, D., … 
Maldonado, P. (2013). Quito Estadísticas del Distrito Metropolitano 3 
Conociendo El Quito que queremos. 
Horacio, L., & Sarochar, E. (2016). Curso de divulgación INTRODUCCIÓN a la 
METEOROLOGÍA GENERAL. 
Hubin, A., & Storvik, G. (2018). Computational Statistics and Data Analysis Mode 
jumping MCMC for Bayesian variable selection in GLMM. Computational 
Statistics and Data Analysis, 127, 281–297. 
https://doi.org/10.1016/j.csda.2018.05.020 
Ibarlucía D. (2017). Determinación del NO2 (Dióxido de Nitrógeno) atmosférico en 
la ciudad de Tandil mediante muestreadores pasivos y una técnica 




INEC. (2015). Camas y Egresos Hospitalarios. Retrieved October 30, 2018, from 
http://www.ecuadorencifras.gob.ec/camas-y-egresos-hospitalarios-2015/ 




Katz, M. (2011). Guía didáctica - El Aire. Buenos Aires. Retrieved from 
http://www.inet.edu.ar/wp-content/uploads/2012/11/aire.pdf 
Li, H., You, S., Zhang, H., Zheng, W., & Zou, L. (2018). Investigating the 
environmental quality deterioration and human health hazard caused by heating 
emissions. Science of the Total Environment, 628–629, 1209–1222. 
https://doi.org/10.1016/j.scitotenv.2018.02.133 
Linares, J., & Gil, C. (2008). Las PM y su afeccion a la salud (Vol. 58). Retrieved 
from https://www.um.es/estructura/servicios/sprevencion/c-
seguridad/documentos/EE_58_PM25.pdf 
López-Roldán, P., & Fachelli, S. (2015). METODOLOGÍA DE LA 
INVESTIGACIÓN SOCIAL CUANTITATIVA. Bellatera-Barcelona. 
Lopez E. (2012). HUMEDAD ATMOSFERICA Definición. 
López Puga, J., & García García, J. (2011). Eventos por variable en regresión 
logística y redes Bayesianas para predecir actitudes emprendedoras. Revista 
Electrónica de Metodología Aplicada, 16(1), 13–34. 
Mapping & Co. (2013). Disfrutando del Landsat 8. Retrieved October 30, 2018, 
from http://mappingandco.com/blog/disfrutando-del-landsat-8-1-parte-
especificaciones-tecnicas/ 
MDMQ. (2016). Atlas Ambiental Quito Sostenible. Tecnoprint. Retrieved from 
http://www.quitoambiente.gob.ec/ambiente/index.php/descarga-de-menu 
Morad, M. (2001). Sistemas De Información Geográfica Y Modelizaciones 
Hidrológicas : Una Aproximación a Las Ventajas, 23–46. 




TEMPERATURA DE LA SUPERFICIE TERRESTRE A PARTIR DE DATOS 
LANDSAT y MODIS OBTENCIÓN DE LA TEMPERATURA DE LA 
SUPERFICIE TERRESTRE A PARTIR DE DATOS LANDSAT y MODIS. 
OMS | Enfermedades respiratorias crónicas. (2016). WHO. 
Phillips, J., Cripps, E., Lau, J. W., & Hodkiewicz, M. R. (2015). Classifying 
machinery condition using oil samples and binary logistic regression. 
Mechanical Systems and Signal Processing, 60–61, 316–325. 
https://doi.org/10.1016/j.ymssp.2014.12.020 
Plummer Martyn. (2018). Output Analysis and Diagnostics for CODA. Retrieved 
November 6, 2018, from https://cran.r-
project.org/web/packages/coda/index.html 
PNUMA. (2013). Control aduanero de sustancias que agotan la capa de ozono la 
capa de ozono y las sao tema 1-la capa de ozono. Retrieved from 
http://www.pnuma.org/ozono/curso/pdf/m1.pdf 
Raúl, C., & Regalado, F. (2009). Bayes’s theorem and its use in diagnostic test 
lectures in clinical laboratory. Revista Cubana de Investigaciones Biomédicas 
(Vol. 28). Retrieved from http://scielo.sld.cu158 
REMMAQ. (2017). INDICE QUITEÑO DE LA CALIDAD DEL AIRE IQCA 
Antecedentes. Retrieved from 
http://www.quitoambiente.gob.ec/ambiente/images/Secretaria_Ambiente/red_m
onitoreo/informacion/iqca.pdf 





Rocío, A. (2017). Curvas ROC (Receiver-Operating-Characteristic) y sus 
aplicaciones, 12–16. 
Samet, J. M. (2002). Los riesgos del tabaquismo activo y pasivo. Salud Pública de 
México, 44, s144–s160. https://doi.org/10.1590/S0036-36342002000700020 
Sarría, F. (2010). CALCULO DE TEMPERATURA DE SUPERFICIE A PARTIR DE 
IMÁGENES NOAA, LANDSAT Y SENTINEL-3 Apellidos, nombre. 
Sarría, F. A. (2006). Sistemas de Información Geográfica. 
SIGMUR. (2015). Plataforma, Sensores, Canales. 
Sorgato V. (2016). Seis urbes en Ecuador se exceden en contaminación ambiental, 
según OMS | El Comercio. Retrieved from 
https://www.elcomercio.com/tendencias/ciudades-ecuador-polucion-
enfermedades-contaminacion.html 
Subhash R. Lele , Jonah L. Keim, P. S. (2017). Package “ResourceSelection” Type 
Package Title Resource Selection (Probability) Functions for Use-Availability 
Data. https://doi.org/10.1890/0012-9658(2006)87[3021:WDAEOR]2.0.CO;2 
Tecnun. (2014). Ozono estratosférico. Retrieved October 30, 2018, from 
http://www4.tecnun.es/asignaturas/Ecologia/Hipertexto/10CAtm1/362OzonCar
ac.htm 
UCM. (2014). Introducción a la Estadística Bayesiana. Retrieved from 
http://webs.ucm.es/info/Astrof/POPIA/asignaturas/ana_dat_est/tema02.pdf 
Vicente, D. U. A. A., & Silva, A. (2012). CONTAMINACIÓN DEL AIRE POR 






Wilson, B. T., Knight, J. F., & Mcroberts, R. E. (2018). Harmonic regression of 
Landsat time series for modeling attributes from national forest inventory data. 
ISPRS Journal of Photogrammetry and Remote Sensing, 137, 29–46. 
https://doi.org/10.1016/j.isprsjprs.2018.01.006 
Zhu, Z., Lin, C., Zhang, X., Wang, K., Xie, J., & Wei, S. (2018). Evaluation of 
geological risk and hydrocarbon favorability using logistic regression model 
with case study. Marine and Petroleum Geology, 92, 65–77. 
https://doi.org/10.1016/j.marpetgeo.2018.02.012 
 
