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1. INTRODUCTION
Traditional mean-ﬁeld rate equations of chemical kinetics for
spatially uniform systems1−3 and the corresponding reaction−
diﬀusion equations describing spatial heterogeneity4−6 have
proved immensely useful in elucidating catalytic processes.
However, it is well-recognized that standard mean-ﬁeld rate
expressions neglect spatial correlations in the reactant and/or
product distribution. It is less well appreciated that the standard
treatment of diﬀusion is generally applicable only at low
concentrations and in unrestricted environments.7 Generically,
there are two sources of spatial correlations associated with
either: (i) thermodynamics, where the reactant and product
distribution is in some sense locally equilibrated and the
distribution reﬂects interactions between molecules, or (ii)
kinetics for unequilibrated distributions, where correlations are
induced by adsorption−desorption−reaction kinetics. For high-
er reactant concentrations, correlations of thermodynamic origin
should be enhanced due to stronger interactions, and those of
kinetic origin might also be ampliﬁed due to inhibited mobility.
In this review, we focus on scenarios where spatial correlations
impact reaction−diﬀusion behavior. For catalysis in 1D nano-
porous systems, such as zeolites8−10 and functionalized meso-
porous silica,11,12 severe transport limitations13,14 (in the
extreme case leading to single-ﬁle diﬀusion15) induce strong
correlations of kinetic origin that invalidate standard mean-ﬁeld
treatments.16−19 For catalytic reactions on 2D crystalline surfaces in
the low-pressure, lower-coverage regime, lateral interactions
between reactant species usually induce subtle superlattice
ordering or perhaps 2D phase separation.20,21 Associated
signiﬁcant correlations of thermodynamic origin can impact
reaction kinetics,7,22 e.g., if reaction occurs predominantly at
boundaries between reactant domains.23 For higher pressures
and coverages, inhibited mobility can enhance correlations of
kinetic origin as demonstrated for both simple Ziﬀ−Gulari−
Barshad (ZGB)-type24−27 and realistic28−30 reaction models.
Spatial correlations of thermodynamic origin in equilibrated
Gibbs states have been extensively characterized. Exact Ursell−
Mayer cluster expansions, Kirkwood and quasichemical approx-
imations, and concepts such as Markovian spatial ﬁelds (which
are often formulated in terms of conditional probabilities) can be
utilized.31−33 Kinetically induced correlations are less well
characterized. Reactive nonequilibrium steady states (NESS) in
open systems (reactants in, products out) are a natural analogue
of equilibrium Gibbs states.34,35 One can make some general
observations about their behavior. Clearly, a bimolecular reaction
will deplete the population of associated nearby reactant pairs
relative to a corresponding equilibrium state. Similarly, for
surface reactions, dissociative adsorption of diatomics naturally
boosts the population of nearby pairs of adsorbing adatoms, and
bimolecular reaction or associative desorption boosts the
population of nearby vacancy pairs. These kinetically induced
correlations would be erased by suﬃcient mobility, although
there appears to be no systematic perturbation theoretic
treatment of high deviations from equilibrium. Also, unfortu-
nately, nonequilibrium analogues of cluster expansions and
concepts related to Markovian statistics only apply in special
cases, such as so-called random sequential adsorption (RSA).36
RSA describes the irreversible dissociative adsorption of
diatomics in the absence of thermal diﬀusion. However,
extensions of Kirkwood and analogous higher-order approx-
imations have more general applicability and have been used for
simple reaction models.26,37,38
Apart from NESS, another general class of nonequilibrium
behavior relates to transient chemical kinetics following the onset
of reaction and, more speciﬁcally, the kinetics of titration
reactions and perhaps temperature-programmed reaction (TPR)
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on surfaces.7,39 For titration reactions, domains of a preadsorbed
reactant are eroded by exposure to a second reactant, and the
structure of the associated mixed adlayer is clearly out of
equilibrium.39
To eﬀectively analyze these nonequilibrium processes, a
molecular-level modeling strategy is required which can track
evolution of system conﬁgurations on the appropriate time-and
length scales appropriately accounting for spatial correlations. To
this end, one can implement spatially discrete stochastic
(Markovian) reaction−diﬀusion models. For reactions in 1D
nanoporous systems, as described in section 2.2, one can divide the
pore into cells comparable to reactant size and treat continuous
diﬀusion by hopping and exchange between adjacent
cells.16−19,40−42 For reactions on 2D crystalline surfaces, we shall
assume that reactants are localized on well-deﬁned adsorption
sites possibly of multiple types, and then implement appropriate
detailed and realistic single-site or more generally multisite
lattice-gas (msLG) models.7,22,43−46 Extensive input is required
for these models for both system thermodynamics (adsorption
energies, adspecies interactions) and kinetics (adsorption and
desorption dynamics, reaction pathways and barriers), which is
obtained from or by comparing with experiment and increasingly
from density functional theory (DFT) analysis.47 The behavior
of these models is in principle described exactly by master
equations.34,48 However, given the diﬃculty of reliable analysis of
the master equations, model behavior is usually instead
determined precisely by kinetic Monte Carlo (KMC)
simulation,49−51 as described extensively in recent reviews.7,22,46
More details are provided in section 2.
In the above reaction−diﬀusion systems, nontrivial spatiotem-
poral behavior generally arises from the interplay between the
typically nonlinear reaction kinetics and diﬀusive transport. In
the 1D nanoporous catalytic systems, especially with inhibited
transport within pores, net reactivity is often localized near pore
openings either for catalytic conversion40−42 or polymer-
ization52,53 reactions. This feature induces strong concentration
variations within the nanopores typically on a length scale of tens
of nanometers. In 2D surface reaction systems under low-
pressure (P) conditions, a rich variety of spatial pattern formation
and reaction front propagation with a characteristic length scale
of tens of micrometers has been revealed by in situ electron-
based microscopy studies.4,6,54,55 It is anticipated that the
characteristic length scale should decrease for higher P or
lower T conditions, as the associated higher reactant coverages
will inhibit surface mobility. Also, ﬂuctuations should play a more
signiﬁcant role.56,57 A realization of sharp reaction fronts and
strong ﬂuctuations is provided by ﬁeld-emission or ﬁeld-ion
microscopy (FEM/FIM) studies of surface reactions, generally at
lower T.58−60
For both more eﬃcient modeling and a deeper understanding
of spatiotemporal behavior in these systems, it is natural to
coarse-grain the spatially discrete molecular-level models to
obtain a spatially continuous reaction−diﬀusion equation (RDE)
formulation. Typically, this type of analysis is generally associated
with the deterministic “hydrodynamic regime” for large mobility
and low concentration gradients, and the associated continuum
RDE is often referred to as the hydrodynamic RDE.61,62 For 1D
nanoporous catalytic systems, there are particular challenges. Since
the concentration gradients are large, signiﬁcant net reactivity is
restricted to near the pore openings, and we argue that behavior
is controlled by ﬂuctuations in adsorption−desorption processes
at the pore openings. This prompts consideration of a
“generalized hydrodynamic” approach,63 and recently, such an
approach has been successfully implemented for a simple
conversion reaction.19 For 2D surface reaction systems, observed
spatial patterns at lower P are naturally described by
deterministic RDEs, although these treatments have mainly
been at the heuristic mean-ﬁeld level.6,55 A natural goal is to
develop treatments that incorporate a beyond-mean-ﬁeld
treatment of reaction kinetics and also more accurately treat
the complexities of chemical diﬀusion in mixed reactant adlayers
(as discussed further below). Such nontrivial hydrodynamic
RDEs62 have been developed and validated for a few simple
surface reaction models.64−66 For more complex and realistic
model, it is natural to consider a heterogeneous multiscale
modeling (HMM) approach.67,68 A version of HMM termed
heterogeneous coupled lattice-gas (HCLG) simulation was
developed in the mid-1990s speciﬁcally for application to surface
reaction systems,69,70 and has been more recently applied to
realistic reaction models.45,71,72
For accurate description of basic behavior in 1D nanoporous
systems and of spatiotemporal behavior in 2D surface systems, an
appropriate description of chemical diﬀusion in mixed multi-
component systems is key. This should be based on an
appropriate Onsager formulation of transport theory that
recognizes the coupling between concentration gradients and
diﬀusion ﬂuxes of diﬀerent species and thus involves a diﬀusion
tensor.62,73 Apart from fundamental statistical mechanical studies
of diﬀusion in multicomponent lattice-gas models,62,74−76 there
is a general appreciation of the complexity of diﬀusion for 1D
nanoporous systems where additional anomalies appear in the
single-ﬁle diﬀusion (SFD) regime.14,77−79 This complexity in
treating diﬀusion is less well appreciated for surface systems,
where most consideration has focused on single-component
adlayers.80 There are, however, a few studies for simple models of
mixed component adlayers64,65,81 and also some for realistic
models.7,71
The contents of this review are arranged as follows. Section 2
describes the catalytic reaction−diﬀusion processes in 1D
nanoporous materials and on 2D surfaces, which are of interest
in this review. The basic features of the spatially discrete
stochastic models developed for these systems are also described.
Section 3 provides more details on the formulation of these
models and of their coarse-graining to obtain continuum
reaction−diﬀusion equations. Again, a nontrivial component of
the latter is the appropriate description of chemical diﬀusion in
multicomponent systems.
Section 4 focuses on analysis of a basic irreversible ﬁrst-order
conversion reaction in a 1D linear nanopore, with particular
emphasis on the case of SFD. This is a canonical reaction model
that has been considered previously by several groups. Section 5
analyzes various extensions of this basic model.
Section 6 reviews previously detailed and realistic multisite
lattice-gas (msLG) modeling of oxidation reactions on fcc(100)
and fcc(111) metal catalyst surfaces at low (or moderate)
pressure. As the complexity of these models can inhibit
fundamental understanding of the basic behavior, section 7
considers simpliﬁed, tailored models for CO oxidation on
fcc(100) surfaces. These models are exploited to develop deeper
analytic insight into the key features of the reaction system.
Section 8 considers spatiotemporal behavior and, in particular,
reaction front propagation for these systems.
Section 9 describes the analysis of catalytic reactions on metal
oxide surfaces, together with detailed and realistic msLG
modeling for these systems. Section 10 provides a summary of
the review and prognosis for future developments.
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2. CATALYTIC REACTION−DIFFUSION SYSTEMS AND
SPATIALLY DISCRETE STOCHASTIC MODELS
2.1. Catalytic Conversion Reactions in 1D Nanoporous
Materials
Our focus in this section will be on ﬁrst-order conversion
reactions in catalytically functionalized nanoporous materials
incorporating arrays of linear pores with diameters of a few
nanometers. There has been extensive modeling of behavior for
these systems.16−19 The basic ingredients are as follows. Reactant
molecules from the medium surrounding the catalytic particles
adsorb at the pore openings and diﬀuse into the pores. Upon
reaching catalytic sites, they are converted to product that then
diﬀuse out of the pores, possibly subject to signiﬁcant
interference from the reactant, which also shares the conﬁned
space within the pores. Catalytic reactions using zeolite materials
are often performed using gas-phase ﬂow reactors but where the
reactants are mixed with a carrier gas, which will also populate the
pores within the zeolite. Catalysis using functionalized
mesoporous silica nanoparticles (MSN) is usually performed in
solution-phase batch reactors, so in this case often solvent
molecules coexist with reactant and product species inside the
pores. Thus, in either case, one might anticipate a stochastic
description of reactant and product species dynamics within the
pores implicitly accounting for the interaction with the carrier gas
or solvent. For this reason, our discussion of modeling strategies
in section 2.2 will start with the use Langevin dynamics to
describe reactant and product motion but then immediately
transition to spatially discrete coarse-grained modeling, which
allows more eﬃcient simulation of the entire reaction−diﬀusion
process. Finally, going beyond ﬁrst-order conversion reactions, at
the end of section 2.1, we will also brieﬂy describe second-order
bimolecular reactions and polymerization reactions for which
there have been more limited modeling studies.
We have already mentioned that typical catalytic nanoporous
materials include zeolites and MSN, which can both consist of
arrays of parallel pores containing catalytic sites (although more
complex pore morphologies are also possible). The reader is
referred to extensive reviews of zeolite materials and their
applications to catalysis.8−10 Here, we just note that pore
diameters (dp) are typically in the range dp = 0.5−2 nm. In
contrast, for mesoporous silicas in the form of mesoporous silica
nanoparticles (MSN), such as MCM-4112,82 and SBA-15,83
nominal pore diameters are typically in the range dp = 2−10 nm.
However, it should be emphasized that eﬀective pore diameters
can be reduced below 2 nm by functionalization and also by
attachment of reactant species at the pore walls.84 While
mesoporous materials oﬀer the advantage of large surface
areas, restricted transport within of the pores is potentially both a
disadvantage (reducing reactivity or turnover frequencies), and
an additional advantage (producing selectivity).85
Given the importance of transport in these materials for
applications to catalysis, separations, and sequestration, there is
naturally extensive experimental and theoretical literature on this
topic. We refer reader to reviews8,9,13,14 and selected recent
papers.86,87 There are extensive studies for species like CH4, CF4,
and CCl4, with diameters of ∼0.4 nm and above which are often
described by a spherical united atom model.88 Species such as
ethane are described by the union of two spherical united
atoms.89 It is clear that these species should undergo SFD for
narrower zeolite pores. Here, however, we emphasize that a
relatively poorly characterized aspect of transport is inhibited,
passing of reactant and product molecules. This naturally has a
strong impact on reactivity, as it limits extrusion of the product.
Some MD studies have tagged molecules, from which changes in
order (or otherwise) can be tracked.88,90 One particularly
instructive study focused on an eﬀective two-molecule passing
problem in an eﬀort to more eﬃciently characterize passing
propensity in narrow pores.89 The strategy was to assess the free
energy proﬁle as a function of center-of-mass separation in the
pore direction and to utilize a transition state theory (TST)
formulation to assess passing. Most recently, the passing
propensity in an eﬀective two-particle problem with strongly
damped Langevin dynamics was assessed, revealing deviations
from TST predictions for this type of dissipative dynamics.91 We
discuss this analysis further in section 2.2 and Appendix A.
Our focus is not just on transport, but rather on diﬀusion-
mediated catalytic conversion reactions in 1D nanoporous
materials with strongly inhibited passing of reactant and product
species within the pores. It is thus instructive to provide speciﬁc
examples. The ﬁrst example motivating earlier modeling
studies42 is the conversion of neopentane to isobutane catalyzed by
Pd in L zeolites according to the mechanism92
− − + −
→ + − −
+
+
(CH ) C CH (neopentane) H Pd
CH (methane) CH C Pd
3 3 3
4 3
and
+ − − +
→ − + −
+
+
CH CH C Pd H
CH CH (isobutane) H Pd
4 3 2
3
The diameter of neopentane is about 0.62 nm and that of
isobutane is similar (vs methane at ∼0.4 nm). All these species
might be eﬀectively described by spherical united atom models.
Experimental studies of reaction kinetics indicate SFD in zeolite
L, a feature which should be expected since this material is
composed of linear nanopores with small diameter dp ≈ 0.73 nm
Figure 1. Neopentane (A) conversion to isobutene (B) in zeolite-supported Pd catalysts. (a) Image of zeolite structure adapted from http://www.
personal.utulsa.edu/~geoﬀrey-price/zeolite/ (Beta-A Jpeg Image). (b) Schematic of reactant and product species. (c) Schematic of expected
concentration proﬁles along the pore from the work of Rodenbeck et al. Reprinted with permission from ref 42. Copyright 1995 Elsevier.
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and no cross-connections42,92 (see Figure 1). In contrast,
reactivity is signiﬁcantly higher in zeolite Y, which also has
disconnected linear pores with similar narrow diameter, dp≈ 0.74
nm. However, this diﬀerence in reactivity is explained by the
feature that the zeolite Y pores include near-spherical supercages,
which can act as mixing chambers. In contrast, the pores in
zeolite L only have disklike bulges, which apparently cannot
facilitate passing or reactant and product species.92
The second example involves aldol condensation in MSN.
Speciﬁcally, this reaction involves the conversion of p-nitro-
benzaldehyde (PNB) to an aldol product by reaction with acetone in
amine-functionalized MSN84 (see Figure 2 and also refs 93 and 94
for related studies). Signiﬁcantly, a range of pore-expanded,
functionalizedMSNwere prepared by including a pore-expander
agent during synthesis,95 and reactivity was determined for a
range of pore diameters. This potentially allows assessment of the
transition to the SFD regime. To provide a more detailed
description of this system, pore diameters after aminopropyl or
methyl(aminopropyl) functionalization ranged from dp = 2.6 to
3.6 nm. (Nominal diameters before functionalization, dp(pre),
were larger as the amine groups with linear size∼0.5 nm attached
to the pore walls reduce the eﬀective diameter by ∼1 nm.)
Reactivity measured from reaction yield was high for the largest
pore diameters, but dropped dramatically for smaller diameters
of dp = 2.6−2.8 nm. However, the longest dimensions of the
reactant and product species are 0.65 nm for PNB and 1.0 nm for
the aldol product (and 0.4 nm for acetone). Thus, might one
anticipate that, even in the narrowest pores, there is plenty of
room for passing?
However, experimental analysis indicates that the diameter of
the pore is signiﬁcantly further reduced as a result of reaction. It
was proposed, and conﬁrmed by NMR studies, that the reactant
PNB attaches to the functionalized pore walls in the sense that a
Schiﬀ base is formed between PNB and the aminopropyl group at
the walls84 (see Figure 2a). One might anticipate that this would
further reduce the pore diameter by twice the PNB size to a
smaller eﬀective value, dp(eﬀ). However, the size of the Schiﬀ
base of dsch ≈ 1 nm is somewhat smaller than the sum of the
above listed PNB and amine dimensions. Thus, for dp = 2.8 nm,
where dp(pre) ≈ 3.8 nm, one estimates that dp(eﬀ) ≈ dp(pre) −
2dsch ≈ 1.8 nm. This is close to the directly measured value of
dp(eﬀ) ≈ 2 nm. With this reduced eﬀective diameter, it is
reasonable to expect that eﬀects of inhibited passing of reactant
and product species could signiﬁcantly reduce reactivity. One
caution is that formation of the Schiﬀ base also inhibits access of
PNB to amine catalytic sites, so this eﬀect can also reduce
reactivity.
Finally, we brieﬂy mention other classes of reactions, where
restricted passing within pores and additional factors are
important in determining reactivity. In bimolecular esterif ication
reactions (acid + alchohol ↔ ester + water), there has been
considerable interest in exploiting multifunctionalization of
MSN to tune “reaction product−pore interior interactions” to
enhance yield.96−98 Speciﬁcally, multifunctionalizing the pore
interior with hydrophobic groups canminimize interaction of the
product water with the intrinsically hydrophilic MSN surface
groups, potentially shifting the reaction equilibrium toward
complete conversion. Multifunctionalization can also impact
transport within the pores.99 See section 5.4. Finally, polymer-
ization reactions in nanoporous materials will also naturally be
impacted by the ability of monomers to pass oligomers that form
in catalytically functionalized pores. One example is the
oxidatively catalyzed formation of poly(phenylene butadinylene)
polymer (PPB) in a Cu2+-functionalized MCM-41 silica.100
Modeling reveals unusual spatial and kinetic features of
polymerization in 1D nanoporous materials subject to SFD.52,53
2.2. From Spatially Continuous to Discrete Stochastic
Models for Reactions in 1D Nanoporous Materials
Here, we will focus on the case of catalytic conversion reactions
for solution-phase batch reactors where the catalytic nano-
particles are immersed in a well-stirred ﬂuid initially containing
the reactant species. As indicated in section 2.1, a comprehensive
modeling description of these many-particle reaction−diﬀusion
processes must include diﬀusion of reactant species into the
nanopores from surrounding well-stirred ﬂuid, reaction in the
vicinity of catalytic sites on the interior pore surface, diﬀusion of
both reactant and product species out of the pore, and product
reentry when a signiﬁcant fraction (F) of reactant is converted to
product in the surrounding ﬂuid. One might naturally start by
considering a comprehensive continuous-space description
where the motion of reactant, product, and solvent molecules
is described by classical molecular dynamics (MD) simula-
tions.88,89 Alternatively and more eﬃciently, just the motion of
reactants and products might be described by Langevin
dynamics, implicitly accounting for the solvent91 (see Figure
3a). However, even the latter treatment is not computationally
viable to describe either the entire reaction or even the
attainment of a reactive quasi-steady state for a speciﬁc F (as
described in more detail below).
As alluded to by the above reference to quasi-steady-state
behavior, one signiﬁcant aspect of these batch reactor processes
is a time scale separation. The overall conversion of reactant to
product occurs on the time scale of hours. Initially, there is
typically only reactant in surrounding ﬂuid (F = 0), and one
anticipates that, on the time scale of a few minutes, quasi-steady-
Figure 2. (a) Schematic of the conversion of PNB (A) to an aldol compound (B) by reaction with acetone in amine-functionalized MSN. The
attachment of PNB to the amine groups to form a Schiﬀ base, reducing the eﬀective pore diameter. (b) Pore cross-sectional schematic. (c) TEM image of
mesoporous silica nanoparticle (MSN) with visible pores oriented from left to right.
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state concentration proﬁles are established in the pore reﬂecting
this F = 0 state of the ﬂuid. As the reaction proceeds, an
increasing fraction, F, of reactant outside the pores is converted
to product. For each new F, quasi-steady-state concentration
proﬁles are quickly re-established. Thus, by separately analyzing
these quasi-steady states for a sequence of increasing F values,
one can piece together the kinetics of the overall conversion
reaction.99
Since many-particle MD or Langevin simulations are
prohibitive or impossible on the required time and length scales,
there is motivation to apply “local coarse-graining” to map the
above continuous-space picture onto a spatially discrete
stochastic model. In the simplest scenario, one thus divides the
linear pores into cells whose width, a, matches typical reactant or
product sizes of a ∼ 1 nm.16−19,40,41 Sometimes, it is also
convenient to extend this 1D array of cells to a 3D array outside
the pores in the surrounding ﬂuid19 (see Figure 3b). Thus, each
cell can contain at most one reactant or product molecule.
Diﬀusion within the pores is now described by hopping to
adjacent empty cells and also by exchange of (distinct) species
between adjacent cells. Adsorption−desorption processes at the
pore openings correspond to hopping (or exchange) between
the end cell of the linear array within the pore and the adjacent
cell in the surrounding ﬂuid. Unimolecular reactions occur at
cells within the pore designated as catalytic (c) and convert a
reactant species to the appropriate product species within that
cell. Bimolecular reactions might involve, for example, distinct
reactant species in adjacent cells (see Figure 3c). These
stochastic models are described exactly by hierarchical master
equations (see section 3), although for precise analysis of
behavior, it is typically most convenient to employ KMC
simulation. Here, various processes are implemented stochasti-
cally with probabilities proportional to the physical rates.
However, a nontrivial challenge is to obtain the basic rate
parameters for this locally coarse-grained model that are
consistent with the full continuous dynamics.
A few relevant observations on connecting spatially con-
tinuous to discrete descriptions of the reaction−diﬀusion process
are as follows:
(i) The rate, h, for hopping to adjacent cells would be chosen
to match a prescribed continuous diﬀusion coeﬃcient, D0, in the
regime of low reactant and product concentrations, so that D0 =
a2h.101
(ii) Clearly exchange is absent for SFD. However, in general, it
is not trivial to appropriately map the extent of inhibited passing,
as assessed by MD or Langevin simulations in a narrow pore,
onto a numerical value of the exchange probability (pex) in the
spatially discrete model91 (see Figure 3). Despite its signiﬁcance
in controlling reactivity, targeted quantitative analyses of the
passing propensity of reactant and product species are rare.89,91
Even here, many-particle MD or Langevin dynamics is not
eﬃcient, so an eﬀective two-particle analysis is preferred89,91 (see
Appendix A).
(iii) Adsorption−desorption rates, and speciﬁcally their ratio,
should reﬂect the possibly diﬀerent chemical potentials for
various species in the surrounding ﬂuid versus within the pore.
This issue is particularly relevant in discussion of multi-
functionalization to tune the pore interior to enhance reactivity
(see section 5.4).
(iv) With regard to interactions between reactant and product
species themselves and with the pore walls, the simplest
treatment considers just steric (or geometric nonoverlap)
constraints. These constraints are incorporated into the feature
that a cell can only be occupied by a single species. However, a
more sophisticated treatment would account for solvent-
mediated interactions between reactants, products, and the
pore walls,16,17,40 where these interactions would be suitably
coarse-grained to ﬁt our spatially discrete model. While
signiﬁcant recent developments exist in related coarse-graining
approaches,102 these have not yet been applied to the systems of
interest here.
(v) The microscopic reaction rate in the coarse-grained model
would reﬂect not just the activation barrier for reaction but also
local entropic factors and diﬀusion processes within the cell (or
within adjacent cells for bimolecular reactions) related to
achieving the necessary reaction conﬁguration.
The above level of coarse-grained modeling with one reactant
or product species per cell has the simplifying feature that
chemical diﬀusion in a system involving a single species is
independent of concentration in the absence of interactions
beyond steric blocking.103 This feature, and its extension to
multispecies models where distinct species have the same
mobilities, is particularly useful in analysis of the more complex
reaction−diﬀusion processes.16−19 However, a more realistic
treatment bridging the above “very coarse” spatially discrete
model and continuous-space Langevin descriptions would be to
choose a ﬁner discrete spatial grid within (and outside) the pores.
Now, particle centers reside at grid points, but the grid spacing is
ﬁner than the particle linear dimensions, so particles can only
approach within a ﬁnite threshold distance (of multiple grid
spacings) to avoid overlap (see Figure 4). In this case, the
description of chemical diﬀusion is nontrivial even for a single-
species problem. This ﬁner level of modeling will not be
discussed or developed further in the current review.
Figure 3. (a) Continuous-space Langevin representation the many-
particle reactant and product diﬀusive transport processes in a 1D linear
nanopore. (b) Corresponding spatially discrete model formulation. (c)
Treatment of unimolecular and bimolecular conversion reaction
processes for the spatially discrete model.
Figure 4. Finer-scale spatially discrete model that coarse-grains the
continuous-space Langevin model for transport and reaction in a narrow
nanopore.
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2.3. Catalytic Reactions on 2D Metal Surfaces (Low to
Moderate Pressure, P)
We will describe selected Langmuir−Hinshelwood (LH)
reactions on single-crystal metal catalyst surfaces under low to
moderate pressure (P) conditions. More speciﬁcally, we will
focus on cases where realistic molecular-level modeling has been
developed.22 These reactions have often been extensively studied
in continuous ﬂow reactors under well-controlled ultrahigh
vacuum conditions. In the LH scenario, reactants adsorb from
the gas phase onto well-deﬁned surface adsorption sites, diﬀuse
across the surface by hopping between nearby sites (rapidly at
least for some adspecies), interact and often form ordered
domains on the surface, sometimes desorb without reaction, and
importantly react if in suitable conﬁgurations. The product
desorbs and is pumped away, so it does not readsorb. These open
systems operate under nonequilibrium steady-state conditions.
In contrast to the 1D nanoporous systems, the 2D surface LH
reaction systems of interest here are intrinsically spatially discrete
in that the locations of the reactant species on the surface are
eﬀectively conﬁned to a periodic grid or lattice of adsorption sites
(possibly of more than one type). Thus, these systems are
naturally described by stochastic lattice-gas modeling wherein it
suﬃces to accurately specify the rates for addition to and removal
from adsorption sites (corresponding to adsorption and to
nonreactive or reactive desorption, respectively), as well as for
transitions between adsorption sites (diﬀusion). A complication
is that there are lateral interactions between adspecies on the
surface, which lead to ordering and spatial correlations. The
presence of these interactions implies that the rates for various
processes depend on the local environment. Precise analysis of
such complex and realistic lattice-gas reaction models is generally
only possible via KMC simulation.
Determination of the extensive energetic input required for
realistic modeling (adsorption energies, interactions, and
barriers) is generally greatly facilitated by DFT analysis. It is
increasingly common to obtain all such input from DFT, in
which case the modeling is described as ab initio KMC. However,
it is well-recognized that there are potential limitations of DFT in
predicting adsorption site preference, adlayer ordering (which
depends delicately on adspecies interactions), and barriers (e.g.,
for diﬀusion and reaction). Thus, often DFT energetics must be
adjusted to achieve predictive models. We discuss these issues in
more detail in section 2.4. Ideally, the model should be validated
by comparison with experimental data for single-component
adlayers (for the individual reactants), as well as by comparison
against reaction data.
Given the above complications and our focus on the inﬂuence
of ordering and spatial correlations on reaction kinetics, we place
most emphasis in the following on simpler CO oxidation andNO
oxidation and reduction reactions.3,4,6,55 Here, there is extensive
data for the relevant single-component systems, CO or NO or O,
etc., on metal surfaces, as well as steady-state bifurcation and
temperature-programmed reaction data. Also, recent modeling
for these systems does address the eﬀect on reaction kinetics of
adlayer ordering (through incorporation of extensive adspecies
interactions) and surface diﬀusion, issues of central interest in
this review. However, there have also been signiﬁcant advances in
ab initio DFT modeling of more complex catalytic reaction
Figure 5. (a) Schematic for CO oxidation on Pd(100). Behavior from KMC simulation of a realistic msLGmodel with pO2 = 1ML/s for (b) bistability of
a reactive (R) and an inactive near-CO-poisoned (P) state (blue arrows indicate hysteresis upon cycling pCO) joined by an unstable (U) state for CO
coverge (θCO), O coverage (θO), and reaction yield and (c) bifurcation diagramwith the bistable region bordered by upper and lower spinodals including
a nonequilibrium critical point consistent with experiment.106 Inset: hysteresis in θCO at 400 K upon scanning pCO. Reprinted with permission from ref 7.
Copyright 2013 Elsevier. (d) Reaction front propagation in the bistable regime for pCO < peq with the reactive state (R) displacing the CO-poisoned state
(P).
Chemical Reviews Review
DOI: 10.1021/cr500453t
Chem. Rev. 2015, 115, 5979−6050
5985
processes,22 e.g., hydrogenation of alkenes and alkynes, the
water−gas shift reaction, and ethanol synthesis. Thus, such
systems, where modeling has been performed, will also be
discussed brieﬂy at the end of this subsection.
First, we give a detailed picture of the basic steady-state and
related behavior in CO oxidation reactions on metal surface at
low to moderate P. An understanding of this behavior will be
needed for interpretation and assessment of our modeling, which
will be described in detail in sections 6−8. If “g” denotes gas
phase, “ads” denotes the adsorbed phase, and * denotes empty
surface sites, then the key steps in CO oxidation are3
+ * ↔ + * →
+ → + *
CO(g) CO(ads), O (g) 2 2O(ads),
and CO(ads) O(ads) CO (g) 2
2
2
considering temperatures where recombinative desorption of
oxygen is not active (see Figure 5a). The simplest scenario is to
consider this reaction on unreconstructed face-centered cubic
(fcc) metal surfaces in the absence of a signiﬁcant population of
subsurface oxygen. Here, the basic behavior for lower T is
characterized by “bistability”, i.e., a reactive steady state (with
higher O coverage, θO, and lower CO coverage, θCO) coexists
with a near-CO-poisoned state (with high θCO and low θO) over a
range of CO partial pressure, PCO
− < PCO < PCO
+ (for ﬁxed O2
partial pressure, PO2, where PCO
± are upper and lower spinodals)
(see Figure 5b). A clear experimental manifestation of this
behavior is hysteresis upon sweeping PCO back and forth across
the bistability regime. With increasing T, the bistability regime
shrinks and disappears at a nonequilibrium critical point, Tc,
corresponding to a cusp bifurcation in a mean-ﬁeld treat-
ment3,6,7,55 (see Figure 5c).
In the bistable regime, both the reactive and CO-poisoned
states are stable (or more precisely, one is stable and the other
strongly metastable). However, typically they are not equally
stable.6,55 In the absence of a thermodynamic chemical potential,
the appropriate criterion to assess relative stability on an
extended surface is based on the motion of planar diﬀusive
interfaces separating the states.7,66,104 The more stable state will
displace the less stable one, resulting in a chemical wave or
reaction front traveling with constant velocity. The two states are
equally stable at an eﬀectively unique CO partial pressure where
the interface is stationary105 (see Figure 5d). This equistability
criterion replaces the Maxwell construction for thermodynamic
systems. We note that equistability depends not just on the
details of reaction kinetics, but also on the details of chemical
diﬀusivity, such as its coverage dependence.7,104 Finally, we
should also note that for a system in the less stable state within
the bistable region, spontaneous ﬂuctuations will eventually lead
to a transition to the more stable state by the nucleation and
growth of domains of this more stable state. An appropriate
nucleation theory for these nonequilibrium steady states is
partially developed, a key feature of which is the strong increase
in metastability (reﬂected by an increasing size of the critical
droplet of the more stable state) with increasing surface
mobility.7
First, we discuss in more detail CO oxidation on fcc metal (100)
surfaces.7 See sections 6.1 and 6.2, as well as sections 7 and 8, for a
detailed description of modeling. Clean Pd(100) and Rh(100)
do not reconstruct, so CO oxidation on these fcc(100) surfaces
should provide examples of classic bistability. A recent
experimental study characterized this behavior for individual
Pd(100) grains in a polycrystalline sample, in fact, mapping out a
complete bifurcation diagram and revealing that Tc ≈ 513 K for
PO2 = 1.3 × 10
−5 mbar.106,107 For CO oxidation on both Pd(100)
and Rh(100), there exist detailed temperature-programmed
reaction (TPR) studies wherein (i) oxygen is ﬁrst deposited at
Figure 6. Experimental observations for CO oxidation on Pt(111): (a) hysteresis at 413 K for PO2 = 4 × 10
−5 Torr reﬂecting bistability of reactive (R)
and inactive near-CO-poisoned (P) states; (b) bifurcation diagram including a nonequilibrium critical point; (c) PEEM images at 413 K for expansion of
reactive state (dark) into inactive near-CO-poisoned state (bright) upon dropping PCO from 5.9 to 2.7 × 10
−6 Torr with PO2 = 4 × 10
−5 Torr. Reprinted
with permission from ref 115. Copyright 1999 American Insitute of Physics. (d) Titration of p(2×2)-Oads (bright) by exposure to CO gas with PCO = 5×
10−7 Torr at 244 K. Growing c(4×2)-COads regions image more brightly. Reprinted with permission from ref 43. Copyright 2001 American Insitute of
Physics.
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higher temperature (T) and then (ii) T is lowered well below the
threshold for reaction and CO is deposited, and ﬁnally (iii) T is
increased at a constant rate and one monitors the rate of CO2
production to gain insight into the reaction conﬁgurations and
kinetics.108,109
Clean Pt(100) and Ir(100) surfaces do reconstruct, which can
potentially induce more complicated CO-oxidation kinetics. In
fact, CO oxidation on Pt(100) provides a classic example of self-
sustained kinetic oscillations under suitably selected condi-
tions.3,6,55 This behavior was associated with a strong depend-
ence of oxygen sticking on the surface state (reconstructed or
otherwise). Thus, the coupling to an additional degree of
freedom associated with the reconstruction opens the possibility
for richer dynamics than simple bistability. We mention that for
CO oxidation on both Pt(100) and Ir(100), TPR studies are
available.110,111 We also note a recent study on polycrystalline Pt
that mapped out a local bistability bifurcation diagram for
Pt(100) grains givingTc≈ 575 K for PO2 = 1.3× 10
−5 mbar.106,107
Next, we discuss spatiotemporal behavior and, speciﬁcally,
reaction front propagation. Photoemission electron microscopy
(PEEM) studies have explored reaction front behavior on
Pt(100), providing a detailed assessment of front propagation
velocities versus pCO for a range of temperatures.
54 More recent
studies observed complex anisotropic front propagation
behavior, which was associated with surface roughening.112
Analogous studies for Pd(100) reveal front propagation conﬁned
to single ﬂat grains in a polycrystalline sample.107 Additional
techniques have been applied to assess front propagation on
Pt(100). Higher-resolution low-energy electron microscopy
(LEEM) has explored the structure of “titration waves” formed
when a surface with a preadsorbed high-coverage of 0.75 ML of
CO is exposed to oxygen. The surface is metastable since oxygen
sticking is negligible above θCO≈ 0.5ML, so oxygen adsorbs only
at defect regions, a titration wave expanding about those regions.
The structure of the front reﬂects the inﬂuence of adlayer
ordering on chemical diﬀusivity,113 a feature not visible in lower-
resolution PEEM studies. Finally, a number of studies have used
FEM and FIM to examine propagation of sharp fronts, together
with ﬂuctuation eﬀects, on Pt ﬁeld-emitter tips, including the
(100) facets, usually at lower T.58,60,61 Another study explored
ﬂuctuation eﬀects on supported Pd nanoclusters.114
Now, we more brieﬂy discuss CO oxidation on fcc(111)
surfaces. See sections 6.3 and 6.4 for a detailed description of
modeling. Clean (111) surfaces of Pt, Pd, Rh, and Ir do not
reconstruct, so CO oxidation on these surface should provide
examples of classic bistability. For Pt(111), a complete
bifurcation diagram characterizing bistable behavior has been
provided that showed that Tc≈ 555 K for PO2 = 4 × 10
−4 Torr115
(see Figure 6a,b). For Ir(111), a quite complete study of
bistability behavior is also available indicating that Tc≈ 530 K for
PO2 + PCO = 1× 10
−4 Pa.116 In addition, for Ir(111), a study of the
eﬀect of external noise on bistability was also performed.117
There are also a number of titration studies of CO oxidation on
oxygen precovered fcc(111) surfaces. Signiﬁcant earlier studies
for Pt(111) utilized scanning tunneling microscopy (STM) to
monitor evolution of the shrinkingO domains during titration, as
well as assessing reaction order with respect to O coverage39,43
(see Figure 6d). Additional titration studies were performed
more recently for both Pt(111)118 and Pd(111).119 Detailed
TPR studies were also performed for Rh(111).109
With regard to reaction front propagation, we should mention
a detailed PEEM study for CO oxidation on Pt(111)115 (see
Figure 6c). Waves of expansion of both the reactive and CO-
poisoned state were observed, and their velocity was determined
as a function of CO partial pressure. However, a stationary
interface was observed for a ﬁnite range of pCO, a feature
attributed to pinning by surface defects. For CO oxidation on
Ir(111), a PEEM study monitored expansion of regions of the
more stable state within the less stable state, where these
embedded regions were more readily nucleated by ﬂuctuations
near the upper and lower spinodal limits of the bistable region.120
Additional insights might also be derived from the PEEM on
polycrystalline samples of Pt and Pd mentioned above.106
For comparison with CO oxidation, it is also natural to
consider NO oxidation on metal surfaces under strongly oxidizing
conditions, i.e., for high oxygen chemical potentials or coverages
that inhibit NO dissociation. Here, the mechanistic steps include
reversible NO adsorption−desorption, irreversible dissociative
adsorption of oxygen, and the oxidation reaction NO(ads) +
O(ads)→ NO2(g) + 2*. Experiments have been performed for
Pt(111),121,122 as well as on supported Pt nanoclusters.123 The
reaction is actually endothermic on a clean Pt(111) surface (in
contrast to CO oxidation) but becomes exothermic for higher
oxygen coverages. However, NO2 can remain on the surface and
dissociate, and in fact, NO2 dissociation is enhanced over O2
dissociation at higher O coverages.124 Thus, the complete picture
is somewhat complex since O2 and NO2 dissociation become
competing reactions in NO-oxidation catalysis. Clearly, a key
feature of this system is not just the coverage dependence but
actually the local environment dependence of the rates relevant
for oxidation versus dissociation. Atomistic lattice-gas modeling
and KMC simulation incorporating energetics from DFT
analysis of relevant energetics on the Pt(111) surface are the
ideal vehicles for detailed assessment of this behavior.124−127 We
will describe this modeling work in more detail in section 6.5.
On the (100) surfaces of such metals as Pt and Rh, the direct
NO-dissociation reaction, NO(ads) + * ↔ N(ads) + O(ads), is
favored relative to NO oxidation in the presence of O.128 In
addition to this reaction, another pathway for NOdecomposition
is active producing of N2O and O, as well as numerous other
reactions involving N and NO2. Detailed lattice-gas modeling
and KMC simulation with DFT input have been performed for
these systems, as will also be discussed further in section
6.5.128,129 Experimental studies of NO dissociation are often
performed on supported metal nanoparticles where a mixture of
(111) and (100) facets are exposed,130 and lattice-gas modeling
with DFT input has also been implemented recently for this
more complex geometry to elucidate the competition between
reaction on diﬀerent facets.131 Finally, it is natural to consider the
possibility that alloying of the metal surface will enhance the NO-
dissociation reaction.132 Such eﬀects have been modeled on Pt−
Au(100) alloy surfaces in the presence of oxygen.133
Understanding of CO oxidation and NO dissociation onmetal
surfaces facilitates understanding and analysis ofNO reduction by
CO. This reaction process includes the following key steps, all of
which are mentioned above: reversible NO and CO adsorption−
desorption, NO dissociation, nitrogen recombination, and CO
oxidation. There are extensive studies for the NO + CO reaction
on Pt(100) considering both kinetics (which includes explosions,
self-sustained oscillations, and a transition to chaos) and PEEM
studies of spatiotemporal behavior.3,6,55 One interesting feature
of this system is that NO dissociation requires an adjacent empty
site, and thus, an NO + CO covered surface at lower temperature
constitutes an unstable metastable state. Should some adspeces
be removed by desorption in a speciﬁc local region, then this
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enables further more facile NO dissociation and reaction of O
with CO andN2 desorption. The result is autocatalytic “explosive
kinetics”, as observed on Pt(100).134 In fact, one anticipates a
patch of depopulated surface spreading in a wave of expansion
about the initial desorption point, as described by simpliﬁed
lattice-gas modeling.135 Studies of the NO + CO reaction on Rh
surfaces have been reviewed in ref 136.
With regard to theoretical analysis of the NO + CO reaction,
there exist a number of DFT studies of key energetics for Pt(100)
and Pd(100) surfaces.137−139 These are substantial analyses
considering barriers for NO dissociation and recombination of
two N to form N2, as well as the CO + O reaction step. One
signiﬁcant feature of NO dissociation and NO + CO reactions is
that while the barrier for NO dissociation is quite high on ﬂat
surfaces, it can be signiﬁcantly reduced at step edges. DFT
analysis has also assessed this feature for steps on both (100) and
(111) surfaces.139,140 As a result, the CO + NO reaction is
expected to display a strong dependence on surface defects, a
feature not so prominent for the CO-oxidation reaction. For
comprehensive and realistic lattice-gas modeling of the CO +
NO reaction process, more detailed analysis is required of
adsorption site energies for all species involved, of the large
number of lateral interactions between the various adspecies
(NO, CO, N, O), and of adspecies diﬀusion. Complete energetic
information is not currently available, and such realistic modeling
has yet to be developed.
Finally, we brieﬂy discuss analyses of other generally more
complex reactions with an emphasis on modeling developments.
There have been several studies of reactions involving hydro-
genation and conversion of unsaturated hydrocarbons, still a rather
simple model chemistry. These studies have incorporated DFT
energetics into KMC modeling but also including interactions
between adspecies.141−143 A particularly important but more
complex example is the water−gas shif t reaction, H2O + CO ↔
CO2 + H2, used to generate hydrogen, to adjust the feed ratio in
syngas, and in Fischer−Tropsch and methanol synthesis, etc.144
KMC simulations with DFT input including adspecies
interactions have been run for a stepped Pt surface assessing
the structure sensitivity of the reaction.145 Finally, there is
naturally considerable current interest in the synthesis and
oxidation of primary alcohols. Primarily DFT analysis exists for
methanol synthesis considering CO hydrogenation (CO + 2H2
→ CH3OH) but focusing on CO2 as the primary source of
methanol (CO2 +3H2→ CH3OH + H2O).
146,147 There do exist
limited KMC simulations with DFT input for ethanol synthesis
on supported nanoclusters.148 Finally, we note one study
implementing KMC simulations with DFT input including
limited adspecies interactions for partial oxidation of methanol
on an O-covered Cu(110).149
2.4. Stochastic Multisite Lattice-Gas Models for 2D Surface
Reactions (Low P)
Here, we describe in detail the requirements and ingredients for
development of realistic and predictive stochasticmultisite lattice-
gas modeling (msLG) of LH surface reactions under low-P
conditions. As indicated in section 2.3, adsorbed reactants often
localized at a well-deﬁned periodic array of adsorption sites on
single-crystal metal catalyst surfaces. There is at most one
molecule at each such site. These sites are usually high-symmetry
hollow, bridge (br), or top sites. Thus, these systems are
intrinsically spatially discrete. In principle, this spatially localized
picture breaks down at high enough temperature. However, we
expect catalytic reaction systems to be intrinsically more localized
than for, say, noble gases on very smooth substrates such a
graphene, where the spatially discrete picture is known to break
down. Diﬀusion barriers for noble gases on graphite can be as low
as 5 meV,150 but one expects diﬀusion barriers for chemisorbed
species on metals to be at least 100 meV, as found for highly
mobile CO on Pd(111).151 For some adspecies, eﬀectively only a
single adsorption site is populated, e.g., 4-fold hollow (4fh) sites
for O on Pd(100) or 3-fold hollow (3fh) sites on Pd(111).
However, in general, realistic modeling of the overall reaction
process must account for the feature that multiple types of sites
can have signiﬁcant population, particularly for CO or NO and
especially for higher coverages. Consequently, while the O
distribution can often be eﬀectively described by a standard
lattice-gas model with a single type of site (e.g., 4fh sites forming
a square lattice or grid), realistic reaction models generally
require the development of msLG modeling incorporating
multiple site types.7,22 Such modeling has the ﬂexibility to
describe more accurately mixed reactant adlayer ordering,
particularly at higher coverages, and multiple distinct reaction
conﬁgurations (see Figure 7).
In our modeling, we will describe extended surfaces as a perfect
periodic grid of adsorption sites. This neglects the presence of
monotonic steps and possibly step bunches and other defects.
This assumption is reasonable for describing the kinetics of
reactions that are not strongly sensitive to such defects. However,
there are some reactions where this assumption is questionable,
particularly those involving dissociation of N2, which can be
strongly enhanced at steps, and to some extent for those
involving NO dissociation.152,153 Certainly the presence of steps
Figure 7. Schematics showing multisite populations and typical orderings for mixed CO + O adlayers on (a) Pd(100) and (b) Pt(111). Reprinted with
permission from ref 43. Copyright 2001 American Insitute of Physics.
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can also impact the propagation of reaction fronts,113 an issue on
which we will comment further in section 8. We also neglect any
reconstruction or restructuring of the metal surface during
reaction, which is generally a reasonable assumption, e.g., for CO
oxidation on Pd(100) or Rh(100) or on fcc(111) surfaces.3,4,6,7
To describe the adlayer thermodynamics for these mixed
reactant adlayers, one must give a complete prescription of
isolated adspecies adsorption energies of various possible
adsorption sites, as well as lateral interaction energies between
adsorbed species. The simplest prescription of interactions
assumes pairwise additivity, but it is increasingly common to also
incorporate many-body interactions. The adsorption energies
and interactions together specify the msLG Hamiltonian.
As also indicated in section 2.3, LH surface reaction processes
involve adsorption from the gas phase at adsorption sites,
diﬀusive hopping between such nearby sites, interaction and
possible ordering of mobile adspecies, possible conversion from
one species to another by reaction, and removal from such sites
by nonreactive desorption or by reaction. All of these processes
are regarded as Markovian, which means that they occur with an
exponential waiting time distribution with mean waiting time
inversely proportional to the relevant rate. Rates for all thermally
activated processes (including reaction, desorption, and
diﬀusion) are taken to have an Arrhenius form, k =
ν exp[−Eact/(kBT)], for activation barrier (Eact) and prefactor
or attempt frequency (ν). These rates must satisfy detailed
balance, which means that the ratio of rates for forward and
reverse microscopic processes is determined from the energy
diﬀerence (ΔE) between the initial and ﬁnal states (which, in
turn, is determined from the msLG Hamiltonian). Thus, for a
common prefactor, the diﬀerence in barriers matches ΔE. These
rates are necessarily inﬂuenced by interactions between or with
adsorbed species and thus depend on the local environment.
Furthermore, it should be emphasized that complete knowledge
of adlayer thermodynamics does not imply knowledge of rates,
an issue described further below.
One important feature is that behavior of the reaction models
depends not just on the adlayer thermodynamics of adsorbed
layers (described by the msLG Hamiltonian) but also sensitively
on details of adsorption, desorption, and reaction kinetics. For
example, nonequilibrium steady-state behavior can depend
strongly on the kinetics of adsorption, e.g., on the dependence
of the sticking probability on the local composition and
arrangement of adspecies in the mixed reactant adlayer, behavior
for which there is little detailed analysis. Traditionally, non-
dissociative adsorption is described by random addition to single
available sites and dissociative adsorption of diatomics by
addition to adjacent pairs of empty sites. However, this simple
level of description is usually inadequate. Ideally, one should
incorporate a more sophisticated mapping of the spatially
continuous adsorption dynamics onto the discrete msLG model.
For example, sometimes species like CO are steered to speciﬁc
adsorption sites.7,154 Often dissociative adsorption is activated
and requires a larger available adsorption site ensemble with a
sticking coeﬃcient depending strongly on the local environ-
ment155−157 (see Figure 8 and Appendix B for more details).
Additional complications with adsorption are associated with the
possible presence of a physisorbed precursor.
These stochastic msLG reaction models are described exactly
by hierarchical master equations, as will be further discussed in
section 3. However, typically precise determination of behavior
must utilize KMC simulation where processes are implemented
stochastically with probabilities proportional to the physical
rates. Below, we ﬁrst discuss in more detail assessment of adlayer
thermodynamics, then prescription of rates or kinetics for
relevant processes, and ﬁnally KMC simulation algorithms.
Determination of a complete and reliable set of input parameters
(adsorption energies, adspecies interaction energies, and
activation barriers) is a particularly challenging task and is
eﬀectively only possible with the aid of extensive DFT analysis.
However, given the limitations of DFT, particularly with regard
to adsorption energies,158,159 utilization of available experimental
data is invaluable both to aid reﬁning DFT energetics, if needed,
and in validating the model.
2.4.1. Thermodynamic Parameters. Site-speciﬁc adsorp-
tion energies for isolated adspecies are readily extracted from
DFT and impact relative site populations, as well as desorption
barriers. However, given the limitations of DFT predictions,
there is motivation to improve these predictions. One possibility
is to exploit higher-level quantum chemistry analysis either
through embedded cluster approach160,161 or via cluster
calculations with a suitable extrapolation of errors versus cluster
size.162 With regard to adspecies interactions, an increasingly
common approach is to utilize a cluster expansion ap-
proach163,164 to ﬁt pairwise, trio, etc. interactions to the energies
of a substantial set of “training conﬁgurations” that include
physically important adlayer conﬁgurations.7,22,165,166 There is
some dependence of results on the selected conﬁgurations, but
various procedures are available to optimize the selection of
conﬁgurations and of interactions included in the model.167,168 It
should also be noted that this formulation neglects relaxation of
adspecies from ideal high-symmetry adsorption sites, where the
degree of relaxation can depend on the local environment.
Unfortunately, there is somewhat limited detailed experimental
data for comparison (e.g., broken symmetries in phase diagrams
can provide direct insight into trio interactions). However,
despite issues with prediction of adsorption energies, one expects
that a “cancellation of errors” generally gives quite reliable values
for interactions. Nonetheless, given other major uncertainties or
approximations in comprehensive reaction modeling (adsorp-
tion dynamics, activation barriers, and prefactors, as discussed
below), there is some appeal to simpler modeling with eﬀective
pairwise interactions (and even reduced models with a small
number of eﬀective pairwise interactions). Such simpler
modeling can facilitate a deeper understanding of various factors
impacting catalytic reactivity.7
Figure 8. Complex adsorption dynamics on Pd(100) contrasting the
traditional picture. (a) CO is steered to unfavorable top sites and then
moves to available br (or 4fh) sites and (b) O2 preferentially impinges
on nearest-neighbor (NN) vicinal br sites and then moves to third NN
4fh sites. Complete speciﬁcation of local-environment-dependent
adsorption dynamics also accounts for the conﬁguration of preadsorbed
adspecies.
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2.4.2. Local Environment Dependence of Activation
Barriers for Key Processes. Another signiﬁcant limitation of
most current treatments is the adopted dependence of barriers
for thermally activated processes on the interaction with nearby
adspecies. Often a simple “initial value approximation” (IVA),
corresponding to a late transition state (TS), is quite reasonably
used for desorption; an early TS approximation for reaction rates
(with barrier independent of local environment) has been used
with some success for reaction in certain systems, and various
choices are used for diﬀusion.7,22 More recent studies have made
increasing use of a Bronsted−Evans−Polyani (BEP)-based
approach22 (see Appendix C). A more precise approach
applicable for geometrically well-deﬁned transition states is to
determine two sets of adspecies adsorption energies and
interactions: the usual set determining thermodynamics, where
all species are at adsorption sites, and a second set where diﬀusing
or reacting species are located at a TS and the others are at
adsorption sites. From these two sets, the activation barriers can
be precisely constructed as a diﬀerence in energies at TS and at
the initial state (see again Appendix C). This approach has been
at least partially implemented in CO-oxidation models, e.g., by
including bridge sites as well as hollow sites in a msLG
formulation for oxygen, where the bridge sites correspond to the
TS for hopping between hollow sites.7,169,170 As an aside, this
approach has also been implemented to describe the diﬀusion-
mediated self-assembly of epitaxial nanoclusters, including trio as
well as pairwise interactions when appropriate.171−173
In addition to barrier selection, we also comment brieﬂy on the
choice of prefactors, ν in the Arrhenius expression for rates.
Typically, a choice of ν = 1012−1013 s−1 is eﬀective for most
surface processes. However, for desorption, sometimes signiﬁ-
cantly higher values are realized when the entropy in the TS is
close to that of the gas phase and well above that of the adsorbed
state.174−176 This feature must be incorporated into the
modeling.
2.4.3. Complex Adsorption Dynamics and Concerted
Mechanisms. We have already mentioned complexity in the
adsorption dynamics beyond the classic picture. Development of
a reﬁned picture could be aided by ab initio MD (AIMD)
analysis, although most studies consider only adsorption on a
clean surface,177,178 whereas development of appropriate “local-
environment-dependent” adsorption models with various
arrangements of preadsorbed species are needed.179 In addition,
a major challenge for MD studies is to analyze large enough
system sizes to avoid artiﬁcial ﬁnite-size eﬀects, e.g., due to
inadequate treatment of energy dissipation into the bulk
substrate. Recently signiﬁcant advances have been made toward
resolving this issue by exploiting an embedded cluster approach,
which combines a high-level DFT-based treatment of dynamics
in the collision region with a treatment of the extended surface
and bulk region at the level of semiempirical potentials180,181 (see
Appendix B).
Another general challenge is the determination of reaction
pathways and barriers. Even for simple reactions the pathway and
transition state may not be clear, so analysis based on the nudged
elastic band (NEB) method utilizing DFT energetics is often
invaluable.182 More complex reactions, such as methonal
synthesis, are usually assumed to occur in a stepwise fashion,
where a single bond is made or broken in each step. However,
DFT analysis again using NEB has recently shown that the
barriers for rate-limiting steps may be signiﬁcantly reduced,
accounting for concerted reaction mechanisms.183
2.4.4. KMC Simulation Algorithms for Surface Reaction
Models for Low P.7,22 KMC simulation simply implements
processes stochastically with probabilities proportional to their
physical rates. There are diﬀerent algorithms faithful to a speciﬁc
reaction model.184 Some of these are simpler to code and
implement but incorporate a signiﬁcant degree of failure or
rejection for slower processes. Other Bortz-type rejection-free
algorithms are potentially more eﬃcient, but are more
complicated, requiring signiﬁcant “book-keeping” to track all
possible processes with speciﬁc rates. For reaction models at low
P, there exist signiﬁcant challenges in developing eﬃcient
algorithms, as well as some novel variations. First, a signiﬁcant
computational challenge is that diﬀusive hop rates, especially for
adspecies like CO and NO, are typically many orders of
magnitude above other rates. A Bortz-type algorithm49 is
eﬀective for low concentrations of rapidly hopping adspecies as
epitaxial growth,185 but this approach is less eﬀective for reaction-
limited surface catalysis models given the high density of rapidly
hopping atoms. Also, the complexity of fully rejection free Bortz-
type codes becomes prohibitive for complex reaction models.
Thus, often a mixed approach is taken, allowing some degree of
rejection and thereby increasing algorithmic simplicity.7 Even in
this case, hop rates are typically capped below physical values in
simulation. However, for low-P conditions, we ﬁnd that
performing simulations for a range of low hop rates generally
allows reliable extrapolation (due to rapid convergence) to the
physically relevant regime of much higher rates.7 This is not
necessarily the case for moderate P values with higher density,
strongly interacting adlayers.186
Two other variations of standard simulation algorithms and
models should be mentioned. First, it may be useful to
implement hybrid models and simulation algorithms where
some species are regarded as inﬁnitely mobile and thus
equilibrated relative to the adlayer conﬁguration of less mobile
species.66,69,187−190 For example, CO might be regarded as
equilibrated relative an adlayer of coadorbedmuch less mobile O.
In these models, one could explicitly track the possibly
nonequilibrium conﬁgurations of the less mobile adspecies and
treat the site populations of equilibrated adspecies probabilisti-
cally (see Figure 9). Signiﬁcantly, such models exhibit true
bistability, like mean-ﬁeld models, even for immobile O.69
Finally, for either conventional or hybrid models, so-called
Figure 9. Schematic of a hybrid model and simulation algorithm for CO
+ O on Pd(100) with relatively immobile O (open blue circles) treated
by an explicit msLG model and highly mobile CO equilibrated relative
to the O distribution with site populations treated probabilistically, as
indicated by pink transparent circles (size reﬂecting population).
Reprinted with permission from ref 7. Copyright 2013 Elsevier.
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constant-coverage simulation provides a convenient and eﬃcient
tool to map out not just stable but also unstable steady states,
thus determining the complete nonequilibrium reactive
“equation of state” (EOS).7,66,69,187
2.5. Reactions on 2D Oxide Surfaces (High P) and msLG
Models
Again we consider bimolecular Langmuir−Hinshelwood reac-
tions such as CO oxidation under ﬂow conditions but at higher
pressures where the surface can be oxidized. This is often the
thermodynamically preferred state for suﬃciently high PO2.
Given our detailed discussion above on CO oxidation on
fcc(100) metal surfaces at low P, we naturally ﬁrst describe
studies ofCO oxidation on Pd(100) at atmospheric pressure using a
combined ﬂow reactor and STM (a so-called reactor−STM).191
This setup allows simultaneous monitoring of the reaction
kinetics and the surface morphology. The key observation was
that the reaction can switch between a metallic surface and an
oxidic surface upon changing from a CO-rich to an O-rich ﬂow.
More signiﬁcantly, it was proposed that the oxidic surface
corresponds to the more reactive branch, and reaction on this
surface follows a Mars−Van Krevelen mechanism, where the
oxide is continuously consumed and reformed. Figure 10a shows
a schematic of the active (√5×√5)R27° oxide state, which
corresponds to an (O−Pd−O) trilayer of PdO(101) on top of
Pd(100).192 The top-layer O reacts with CO adsorbed (on either
a br site or at a hollow site after removal of O), and surface O can
be replenished by dissociative adsorption of oxygen. This
contrasts the expectation that an O-covered metallic surface is
most active for CO oxidation on Pt-group metals. The
experiments also revealed a hysteresis between the two branches
of the reaction. In fact, analogous behavior was also observed in a
separate reactor−STM study of CO oxidation on Pt(110) at
atmospheric pressure,193 suggesting the generality of this picture.
Another related discovery was the high activity ofCO oxidation
on the RuO2(110) oxide surface, a signiﬁcant observation since the
Ru metal surface is relatively inactive.194,195 This study utilized
low-energy electron diﬀraction (LEED) and STM. Ru surface
atoms not capped by O act as “coordinately unsaturated sites”
(cus) onto which CO can adsorb and from where it can react
with neighboring lattice or bridging O to form CO2
196 (see
Figure 10b). It was proposed that lattice or bridging O that is
consumed during reaction is restored by oxygen uptake from the
gas phase again following a Mars−Van Krevelen mechanism.
Another signiﬁcant feature of this study was the direct STM
imaging of adsorbed CO prior to reaction at 300 K on the
RuO2(110) surface. This is quite surprising in that diﬀusion
barriers are usually low (∼0.1−0.3 eV) for CO on transition-
metal surfaces and the associated rapid mobility at 300 K
precludes imaging. In fact, DFT analysis showed that the
diﬀusion barrier for CO was ∼1 eV on this oxide surface,196 the
associated very low mobility allowing imaging of CO. An STM
study of the CO-oxidation titration reactions has also been
performed in this system, where the reation steps were atomically
resolved and the surface mobility of the adsorbed CO and O
could be directly studied.197 The observed statistical nature of the
reaction was explained by the relatively high diﬀusion barriers,
which were similar in magnitude to the reaction barriers.
It should be noted that for CO oxidation utilizing both Pd and
Ru catalyst surfaces at high P, there has been considerable
controversy regarding the nature of the catalytically active surface
(metallic versus oxidic). The reader is referred to refs 198−202
for discussion of this issue.
Finally, we mention a more recent TPR study ofHCl oxidation
on the RuO2(110) oxide surface.
203,204 In this reaction, HCl
adsorbs on the oxide surface and dissociates, Cl residing on an
on-top cus site and H forming a hydroxyl group with a nearby
bridge O. Oxygen also adsorbs dissociatively at neighboring on-
top cus sites. Both Cl and O adspecies are eﬀectively conﬁned to
1D channels. Adsorption of oxygen at low T where diﬀusion is
inactive corresponds to a classic 1D RSA problem,36,204 where
the saturation coverage is 1 − e−2 ≈ 0.865 ML. Coadsorption of
HCl means that one generates even numbers of on-top O’s along
rows of cus sites separated by “spectator” Cl species. As T is
raised during the TPR, some on-top O combines with two H to
form H2O product, which desorbs, and this can lead to an odd
number of O between neighboring spectator Cl pairs. By 420 K,
adjacent on-top O pairs recombinatively desorb as O2. However,
this may leave single on-top O between neighboring Cl pairs.
Such lone on-top O are “kinetically trapped” and can only desorb
at much higher T around 700 K by recombining with a bridge O
or after spectator Cl pairs recombinatively desorb as Cl2.
Next, we brieﬂy describe the development of msLG models for
CO oxidation and other reactions on oxide surfaces. One signiﬁcant
observation is that such catalytic reactions at higher T generally
run fairly close to a “constrained equilibrium” in the sense that
the state of the surface under reaction conditions is not far from
its equilibrium state for corresponding chemical potentials of
reactants.205 Thus, a valuable preliminary analysis to full kinetic
modeling is to perform “constrained” thermodynamic analysis of
the state of the surface for various exposures of reactant species,
but where the catalytic reaction is “switched oﬀ”.205 In fact,
separate kinetic studies indicate that the regime of highest activity
Figure 10. Schematics of (a) the (√5×√5)R27° surface oxide on Pd(100) and its unit cell (solid black). The inset shows bridge (br) and top
adsorption sites (yellow crosses) and the hollow (hol) site made available by removal of top-layer O (red cross). Reprinted with permission from ref 192.
Copyright 2008 American Physical Society. (b) Surface of RuO2(110) oxide. Right: standard oxide surface state (O
br/−) and surface state in strongly
oxidizing conditions (Obr/Ocus). Left: coordinatively unsaturated (cus) and bridge adsorption sites. Reprinted with permission from ref 196. Copyright
2006 American Physical Society.
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in the (unconstrained) catalytic reaction is often near a phase
boundary in the constrained thermodynamic phase diagram
between heavily oxidized and CO populated states.206,207 Figure
11 presents an example of a constrained phase diagram for the
CO + O on Pd(100) system showing a rich variety of CO-
covered surface phases for higher PCO or CO chemical potential
and a separate set of oxide surface phases for higher PO2 or oxygen
chemical potential.207
Full kinetic modeling is required to assess catalytic activity,
where all adsorption, desorption, diﬀusion, and reaction
mechanisms are incorporated into the modeling with realistic
rates. A extreme challenge for comprehensive modeling of CO
oxidation on Pd(100) at high P is the cycling between the metallic
and surface oxide states.191 Each surface state is characterized by
a diﬀerent lattice periodicity, and the oxide has a lower surface
density of Pd atoms. Thus, Pd atoms are ejected from the surface
during oxidation and form islands or attach to steps. Potentially,
one could develop a multilattice model and also incorporate
metal surface dynamics, which is well-studied.185 However, to
date the focus has been on modeling behavior on the oxidized
surface and decomposition of the oxide with increasing PCO.
Even here, the actual surface and the key processes are complex,
so judicious simpliﬁcations lead to a tailored model.192,207,208
This model neglects diﬀerences in adsorption sites in the two
halves of the (√5×√5)R27° unit cell, shown separated by a
dashed line in Figure 10a, and recognizes that top sites are
eﬀectively never populated. This just leaves two types of sites,
hollow (hol) and bridge (br), as shown in the inset to Figure 10a,
and 26 processes (CO and O2 adsorption and desorption on
diﬀerent site types, diﬀusion for both species between
neighboring sites, and CO-oxidation reaction and the reverse
process for various pairs of sites).207 Precise model analysis
follows from KMC simulation.192,207
Extensive modeling has also been performed for CO oxidation
on RuO2(110) at high P, where again two types of sites and 26
d i s t i n c t p ro c e s s e s mus t be con s i d e r ed a s f o r
Pd(100).28−30,196,206,209,210 This work will be discussed in
more detail in section 9. Modeling of the particularly complex
HCl oxidation on RuO2(110) has also been developed.
203 Finally,
we note another studymodeled selective oxidation of ammonia on
RuO2(110) also combining DFT analysis and KMC simula-
tion.211 For all these systems, the typically high diﬀusion barriers
and high coverages in these systems imply relatively low surface
mobility (contrasting the studies of catalysis at low or moderate
P). This, in turn, implies substantial kinetically induced spatial
correlations and ﬂuctuations, the relationship between ﬂuctua-
tions and correlations being encoded in very general ﬂuctuation−
correlation relations.185
3. BASIC FORMALISM FOR SPATIALLY DISCRETE
STOCHASTIC MODELS AND COARSE-GRAINING TO
CONTINUUM (HYDRODYNAMIC)
REACTION−DIFFUSION EQUATIONS
3.1. Discrete Hierarchical Reaction−Diﬀusion Equations
For any of the spatially discrete reaction−diﬀusion models
described in section 2, we will label the discrete cells or sites
which form periodic arrays by n, and the concentrations or
coverages at those sites for species A, B, ... by ⟨An⟩, ⟨Bn⟩, ... .
Again, at most one species can occupy a site or cell.
Correspondingly, these concentrations are normalized so that
their maximum value is unity, and they correspond to
probabilities that a site is occupied by A, etc. Here, we leave
implicit the dependence on time (t) but explicitly account for
possible spatial heterogeneity by allowing concentrations to
depend on n (see Figure 12). In sections 3.1−3.3, we will
primarily describe the case of systems with a single site type for
each species. However, much of the formalism applies to the
situation where there are distinct site types for each within the
unit cell of the periodic system species (e.g., hollow, bridge, and
top sites for CO adsorption on fcc surfaces), and brief comments
are made in the text on this more general case. The site
concentrations satisfy evolution equations of the form7,212−217
⟨ ⟩ = − ∇·
⟨ ⟩ = − ∇·
t A R J
t B R J
n n
n n
d/d ( ) ( ),
d/d ( ) ( ), ...
n
n
A A
B B (1)
where the rate terms, RC(n), include gain and loss terms for
species C associated with reaction, and also with adsorption and
desorption if operative. Also ∇·JC is a suggestive notation
representing the discrete analogue of the divergence of the C
diﬀusion ﬂux. Speciﬁcally, if JC(n→n+d) denotes the net
diﬀusive ﬂux of C from n to n + d, then
∑∇· = → + − − →
∈Ω
J J Jn n n d n d n( ) [ ( ) ( )]
d
C C C
(2)
Figure 11. Constrained thermodynamic equilibrium phase diagram for the CO + O on Pd(100) system, where the horizontal (vertical) axis reﬂects the
oxygen (CO) chemical potential or pressure. Reprinted with permission from ref 207. Copyright 2007 American Physical Society.
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whereΩ denotes a half-space of d values.7 For 1D systems (or 2D
systems with planar concentration proﬁles) and hopping
between NN sites, n → n, ∇·JC(n) → ∇·JC(n), where JC(n) =
JC(n→n+1), and ∇Kn = Kn − Kn‑1 is the discrete gradient or
divergence. See Figure 12.
For systems with multiple site types for each species, the
situation is more complex. For example, for CO on an fcc surface,
there can be multiple distinct sites with diﬀering signiﬁcant
concentrations or coverages within each unit cell. Then, ﬂux
terms are associated with both local equilibration of concen-
trations between diﬀerent site types within each unit cell, and
with long-range diﬀusion. Even in the low coverage limit and in
the absence of adsorption−desorption−reaction processes,
extraction of the long-range diﬀusion coeﬃcient is not trivial.7
This can be achieved by casting the discrete coupled linear
equations in matrix form and then applying Fourier trans-
formation to extract the diﬀusion mode of the transformed
matrix with eigenvalue of the form λdiff∼ k2 for small wave vector
k.218−220 We do not provide details.
For spatially uniform states with a single site type, ⟨An⟩ = ⟨A⟩,
etc., are independent of n, and the diﬀusion terms vanish in the
eqs 1 for these single-site concentrations. As indicated above, for
multiple site types, diﬀusive hopping ﬂux terms remain as these
describe mass transfer between diﬀerent site types. If this mass
transfer is rapid, then one expects local equilibration of
concentrations for distinct sites.
The above apparently simple form of the discrete reaction−
diﬀusion equations (RDE) hides much complexity, even for the
spatially uniform case. Typically, neither the rate terms nor the
diﬀusion terms are determined solely by single-site concen-
trations. Rather, they are generally dependent on the
probabilities of multisite conﬁgurations, which cannot be simply
expressed in terms of single site concentrations due to the
presence of spatial correlations. Thus, the above discrete RDE
might be regarded as the lowest-order equations in an inf inite
coupled hierarchy.7,26,48,51 Higher-order equations describe the
evolution of probabilities or correlations associated with
conﬁgurations involving multiple sites. While diﬀusion terms
are absent in the lowest-order equations for spatially uniform
states in the case of a single site type, they persist in equations for
probabilities of multisite conﬁgurations, thereby impacting the
extent and nature of spatial correlations.
To illustrate the appearance of multisite probabilities in the
discrete RDE, consider a bimolecular reaction of A on site n with
species B on a nearby site m. In the simplest case of an
environment-independent reaction rate k, the associated
contribution to the reactive loss term in KA
rxn(n) has the form
| = ⟨ ⟩
⟨ ⟩ =
K k A B
A B
n m( ) , where
probability of A B pairs
n m
n m n m
A
rxn
(3)
This pair probability, ⟨AnBm⟩, can only be replaced by the
product of site concentrations, ⟨An⟩⟨Bm⟩, in the complete
absence of correlations. In the simplest low-concentration quasi-
equ i l i b r a t ed r eg ime , one c an wr i t e ⟨A nBm ⟩ ≈
exp(−βϕnm)⟨An⟩⟨Bm⟩ for inverse temperature β = 1/(kBT)
and interaction ϕnm between A and B, i.e., the ﬁrst term in an
Ursell−Mayer cluster expansion.31,32 This expression immedi-
ately shows that the eﬀective barrier for reaction will be impacted
by ϕnm. However, this is a crude approximation for higher
concentrations or strong ordering, and a Kirkwood or quasi-
chemical approximation might provide a more accurate
expression.31,32 There is no analogous simple formulation to
account for correlations of kinetic origin.
In contrast to the above example with a single rate k, in general,
rates and associated barriers are impacted by the local
environment. The exact expression for the reactive loss
contribution KA
rxn(n|m) to RA(n) generally involves a sum
over various possible inﬂuencing environments of the reacting
pair times the appropriate rates (as well as a sum over m). A
similar scenario applies for adsorption and desorption in surface
reactions. Generic rate choices are possible which reﬂect
interactions in the initial and ﬁnal states consistent with detailed
balance, as noted in section 2. However, none exactly capture the
true Arrhenius rates (see again Appendix C).
Similar complications arise in treating the net diﬀusive ﬂux,
JA(n→n+d), of A, say, from n to n+d. For diﬀusive hopping, one
requires site n be populated by A and site n + d be empty (E). In
addition, the hop rate generally depends on the local environ-
ment of this pair of sites, with JA involving a sum over associated
conﬁgurations times the corresponding rates. It is instructive to
consider the simplest case with an environment-independent
hop rate, h, in both directions between this pair of sites
where7,64,69,221
→ + = ⟨ ⟩ − ⟨ ⟩+ +J h A E E An n d( ) [ ]n n d n n dA (4)
Here ⟨AnEn+d⟩ is the pair probability that n is occupied by A
and n + d is empty, etc. Neglecting spatial correlations and
factorizing these pair probabilities, one obtains
→ +
= − − ⟨ ⟩ − ⟨ ⟩ − ⟨ ⟩ − ⟨ ⟩
− ⟨ ⟩ ⟨ ⟩ − ⟨ ⟩ + ⟨ ⟩ − ⟨ ⟩ +
+
+ +
J
h B C A A
h A B B C C
n n d( )
(1 ...)( )
[( ) ( ) ...]
n n n d n
n n d n n d n
A
(5)
Figure 12. Schematics of concentration proﬁles in discrete reaction−diﬀusion systems. (a) A→ B conversion reaction in 1D linear nanopore where ⟨An⟩
decreases and ⟨Bn⟩ increases into pore. (b) Coverage proﬁles θCO for CO and θO for oxygen across a quasiplanar interface betweenO-rich (left) and CO-
rich (right) regions for CO oxidation. This could represent a reaction front between reactive (R) and inactive (P) states that becomes sharper at higher P
(but is very diﬀuse at low P with a width of ca. tens of micrometers).
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For 1D systems (or 2D systems with planar concentration
proﬁles) and hopping between NN sites, this reduces to64,69,221
→ + = − ∇⟨ ⟩ − ∇⟨ ⟩
− ∇⟨ ⟩ −
+ +
+
J D A D B
D C
(n n 1)
...
A AA n 1 AB n 1
AC n 1 (6)
whereDAA = h(1− ⟨Bn⟩− ⟨Cn⟩− ...) andDAB =DAC = ... = h⟨An⟩,
and again ∇Kn = Kn − Kn‑1. Coarse-graining to continuum
formulation adds an extra factor of a2 in these D’s (see section
3.4). The form of eq 6 is qualitatively correct, i.e., consistent with
Onsager transport theory described in section 3.5. However, it
does not provide the basis for a quantitative description of
transport even for simple models without interactions.7 This type
of analysis can be extended to the case of multiple site types for
each species, as indicated above, but the analysis of the diﬀusion
coeﬃcients is more complex.
3.2. Hierarchical Truncation at the Mean-Field Level
A fundamental observation from section 3.1 is that eqs 1, or their
simpliﬁed form for spatially uniform systems, do not constitute a
closed set of equations in the presence of correlations but rather
are just the lowest-order equations in an inﬁnite coupled
hierarchy. Higher-order equations in the hierarchy describe the
evolution of various two-site, three-site, etc. conﬁguration
probabilities or correlations. Truncation of this hierarchy to
obtain closed equations for a ﬁnite set of one-site, two-site, etc.,
probabilities generally implements a factorization approximation.
The simplest mean-f ield (MF) site approximation neglects all
spatial correlations.31,32 Extending this approach to a spatially
heterogeneous state, one factorizes multisite probabilities as7
⟨ ⟩ ≈ ⟨ ⟩⟨ ⟩ ⟨ ⟩ ≈ ⟨ ⟩⟨ ⟩+ +A B A B A E A En m n m n n d n n d
(7)
(as in the approximate treatment of diﬀusion terms in section
3.1) and similarly for probabilities of conﬁgurations for larger
numbers of sites. For homogeneous states, this yields the
traditional mean-ﬁeld rate equations of chemical kinetics.
For spatially heterogeneous states, this factorization yields a
closed set of discrete RDE’s for site concentrations. Spatial
coupling in these d/dt ⟨Cn⟩ equations comes not just from the
diﬀusion terms, eqs 5 and 6, but also from the rate terms, since
adsorption, desorption, and reaction rates generally depend on
concentrations at sites nearby n. This contrasts the simpler
coupling in the most commonly analyzed traditional discrete
Nagumo-type RDE’s,222,223 which comes only through the
diﬀusion terms, i.e.,
⟨ ⟩ = ⟨ ⟩ ⟨ ⟩ + Δ⟨ ⟩
⟨ ⟩ = ⟨ ⟩ ⟨ ⟩ + Δ⟨ ⟩
t A R A B D A
t B R A B D B
d/d ( , , ...) ,
d/d ( , , ...) , ...
n n n n
n n n n
A A
B B (8)
where Δ denotes a discrete Laplacian and DA, DB, etc. are
constants. Indeed, even from our simple mean-ﬁeld analysis of
diﬀusion ﬂuxes in multicomponent systems, it is clear that the
diﬀusion ﬂux of any species is more complicated than in the
above Nagumo equations, as there is coupling to concentration
gradients of other species, and also diﬀusion coeﬃcients depend
on concentrations. This complexity is consistent with Onsager’s
general theory of transport, a feature typically neglected in
modeling.
In analysis of 2D surface reactions, it is common to ﬁnd
bistability where the mean-ﬁeld spatially uniform version of eqs 1
has two stable and one unstable steady-state solution (with RA =
RB = 0) for a range of control parameter. Then, the discrete RDE
describe the propagation of an interface separating these states
(see Figure 12b). Here, behavior of the solutions of the discrete
RDE are naturally compared with the discrete Cahn−Allen (CA)
equations224 for a system with two coexisting thermodynamic
phases and where there is usually a single concentration or order
parameter ⟨Cn⟩. The discrete CA equations are a special case of
the discrete Nagumo RDE’s where RC = −k df(⟨C⟩)/d⟨C⟩ is
given in terms of a local free energy density, f(⟨C⟩), with a
double-well potential, and DC = k(γC)
2, where γC reﬂects the line
tension of the interface between phases and also the interaction
range. Naturally, the discrete CA equations are used to analyze
the propagation of interfaces between the two thermodynamic
phases.
Most previous analyses of discrete RDE’s within the applied
mathematics community has focused on simple Nagumo-type
lattice diﬀerential equations, or the equivalent discrete CA
equations, for a single-site concentration.222−224 Speciﬁcally, the
interest is in interface propagation for systems incorporating
bistable kinetics and, in particular, in interface pinning or
propagation failure over a ﬁnite range of control parame-
ter.222−224 This phenomenon does not occur in the continuum
analogue, where the interface velocity varies smoothly with
control parameter, so stationarity (or equistability) occurs at a
single value (corresponding to equal chemical potentials of the
two phases in a thermodynamic system). We also believe that
interface pinning behavior can be erased in the actual stochastic
model (as opposed to the approximate MF treatment) due to
ﬂuctuations.215−217 A few examples do exist of discrete RDE
derived from stochastic reaction−diﬀusion models, and with a
more complex concentration-dependent diﬀusivity.212−217 For
bistable systems, equistability depends on the speciﬁcation of
diﬀusion in addition to the reaction kinetics, and propagation
failure can exist as in the simple Nagumo-type equations.215,217
In addition, one can also ﬁnd a dependence of equistability on the
planar interface orientation,105,215−217 a feature not present in
thermodynamic models but which cannot be excluded for
nonequilibrium systems.
3.3. Higher-Order Hierarchical Truncation and Conditional
Probabilities
Higher-order truncation approximations to the discrete hier-
archical RDE’s that retain some information on spatial
correlations are generally needed to more accurately capture
model behavior. However, the accuracy of these approaches is
not guaranteed, even in simple reaction models, and they may be
diﬃcult to implement for complex realistic models. Examples of
higher-order factorization schemes for 1D systems are
⟨ ⟩ ≈ ⟨ ⟩⟨ ⟩ ⟨ ⟩
⟨ ⟩ ≈ ⟨ ⟩⟨ ⟩
⟨ ⟩
+ + + + + +
+ + + + + + + +
+ +
A B C A B B C B
A B C D A B C B C D
B C
/
(pair approximation)
/ (triplet approximation)
n n n n n n n n
n n n n n n n n n n
n n
1 2 1 1 2 1
1 2 3 1 2 1 2 3
1 2 (9)
Implementing the pair approximation, one factorizes the rate
terms and diﬀusion terms in eqs 1 in terms of single site and pair
quantities. To obtain a closed set of equations, one must also add
evolution equations for these pair quantities and suitably
factorize the rate and diﬀusion terms. Similarly, implementing
the triplet approximation, one must add evolution equations for
both pair and triplet quantities. There are several examples where
such higher-order truncation approximations have been
implemented for simple spatially inhomogeneous models of
reactions in 1D nanoporous systems17−19,40 and also for 2D
surface systems.212,213,215−217
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A useful observation is that another systematic way to
formulate higher-order factorizations, and also a valuable tool
to understand and quantify spatial correlations, is to introduce
conditional probabilities.33,36 Recall the generic notation for the
conditional probability of X given Y is P(X|Y) = P(X∪Y)/P(Y).
Similarly, here we let the probability of A on site n given B on site
m as ⟨An|Bm⟩ = ⟨AnBm⟩/⟨Bm⟩, or given B on sitem and C on site
k as ⟨An|BmCk⟩ = ⟨AnBmCk⟩/⟨BmCk⟩, etc. Then, the above
examples of higher-order factorization in 1D systems can be
concisely recast as
⟨ | ⟩ = ⟨ | ⟩
⟨ | ⟩ = ⟨ | ⟩
+ + +
+ + + + +
A B C B
A B C D A B C
A (pair);
(triplet), etc.
n n n n n
n n n n n n n
1 2 1
1 2 3 1 2
(10)
Pair or higher-order truncation can sometimes signiﬁcantly
improve accuracy over mean-ﬁeld treatment of reaction kinetics,
at least for simpler models.215−217 However, in general these
types of approximations fundamentally fail to describe diﬀusion
ﬂuxes. This is naturally a greater challenge since onemust capture
the small diﬀerence between similar quantities. We will discuss
various strategies to resolve this problem in the following
sections.
3.4. Coarse-Graining: Hydrodynamic Regime and
Generalizations
Often, one or more reactant species are highly mobile. This has
the eﬀect of inducing slow spatial variation of the concentration
proﬁles in heterogeneous states of the reaction−diﬀusion system.
We denote the associated characteristic length scale by Ldiff.
Usually one expects that Ldiff ∼ (Deff/keff)1/2, where Deff is the
eﬀective diﬀusion coeﬃcient and keff an eﬀective overall ﬁrst-
order reaction rate,6,7,55 but we shall ﬁnd exceptions.19 In this so-
called hydrodynamic regime, it is natural to replace discrete
variables by “coarse-grained” continuous spatial variables. In the
case of a simple linear or square grid of a single type of
“equivalent” cell or site with spacing a, one naturally makes the
correspondence n → x = an and a−d⟨Cn⟩ → C(x,t) as the
continuous space concentration per unit volume in d dimensions,
dropping the ⟨ ⟩ for notational simplicity. This feature of ﬁtting as
a smooth continuous concentration proﬁle through discrete
concentration values is illustrated in Figure 12. Then, the discrete
RDE of section 3.2 becomes a conventional “coarse-grained”
continuum RDE.
First, let us consider the case where all species are highly
mobile and locally equilibrated. Then, all correlations in the
associated Gibbs local equilibrium states can be determined from
single-site concentrations (and the temperature), as are the
reaction rates and diﬀusion ﬂuxes. Thus, one has that
∂ ∂ = − ∇·
∂ ∂ = − ∇·
t A x t R A B J
t B x t R A B J
/ ( , ) ( , ,...) ,
/ ( , ) ( , ,...) , ...
A A
B B (11)
where now ∇ = d/dx is the usual divergence. Also according to
Onsager’s transport theory, the diﬀusion ﬂuxes have the form JA
= −∑CDAC∇C(x,t), where DAC are the generally concentration-
dependent components of a diﬀusion tensor62,73 (see section
3.5). The above hydrodynamic RDE’s describe the nontrivial
“hydrodynamic limit” of the discrete reaction−diﬀusion
model.7,62 While they appear to have the form of traditional
mean-ﬁeld RDE’s (but with more complex diﬀusion ﬂuxes), RA
and RB include nontrivial non-MF expressions for various rates
that account for the spatial correlations in the local equilibrium
states, and the diﬀusion coeﬃcients are only determined after
analysis of a nontrivial statistical mechanical transport problem.
There are potentially two situations where the above
hydrodynamic RDE’s will not be adequate for the applications
of interest in this work. The ﬁrst situation is where all species
have somewhat limited mobility, and Ldiff is not so large, so
ﬂuctuation eﬀects are important. This will be the case for our
analysis of conversion reactions in 1D nanopores with SFD,
where we ﬁnd that a “generalized hydrodynamic” (GH)
treatment is needed to capture behavior.19 Previous GH
treatments have mainly been in the context of ﬂuid dynamics.63
The second situation is where just one species, A, say, is highly
mobile and locally equilibrated, but the others are not.7 Now,
both reaction rates and diﬀusion ﬂuxes in general depend not just
on concentrations but also on correlations in the distribution of
relatively immobile species. Then, JA can no longer be written as a
linear combination of terms involving the concentration
gradients of various species.
3.5. Onsager Formulation for Chemical Diﬀusion in Mixed
Systems
First, we consider the case where all species are highly mobile and
locally equilibrated, so a coarse-grained continuum description is
appropriate. Here, there is a clear separation of time scales, which
means that diﬀusive transport properties are independent of
reaction kinetics. Also according to Onsager’s transport theory,
the diﬀusion ﬂux for species A satisﬁes7,62,73
∑ μ= − Λ ∇JA
C
A,C C
(12)
where μC is the local chemical potential of species C (which
depends on the concentration of all species), and ΛAC are the
components of a symmetric “conductivity tensor”. The
components of this tensor are often rewritten as ΛAC =
A(x,t)σA,C/(kBT) where σA,C are the components of a mobility
tensor. The σA,C is a nontrivial many-body quantity that can be
determined from the stochastic center-of-mass motion of
components A and C or from determining the diﬀusive ﬂux of
A in response to imposing a bias on the diﬀusion of C.7,62 Also,
one has σA,C→ DA
0δA,C in the limit of low concentrations, where
DA
0 is the diﬀusion coeﬃcient for isolated A. Rewriting the
gradient of the chemical potentials as linear combinations of
gradients of concentrations yields7,62,73
∑= − ∇J D C x t( , )A
C
AC
(13)
where DAC are the generally concentration-dependent compo-
nents of a diﬀusion tensor.
Let χA,C = ∂A/∂μC denote the components of a symmetric
“compressibility tensor”, which can be determined from
concentration ﬂuctuations.7,62 Then, the diﬀusion tensor is
given by D = Λ·χ−1. This tensor has real positive eigenvalues
since both Λ and χ are symmetric. We will comment on its other
properties in the context of speciﬁc cases.
Determination ofD follows from separate nontrivial statistical
mechanical evaluation of the kinetic component Λ (or
equivalently σ) and the thermodynamic component χ. Another
approach used in simulation studies of nonreactive single-
component systems is to apply a weak spatially periodic
perturbation to the concentrations in a nonreactive system and
to monitor the exponential decay to uniformity.225 For
multicomponent systems, periodic concentration eigenmodes
would exhibit pure exponential decay. An alternative strategy for
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a reactive system is to assess the response of concentrations to a
very slow reaction (see section 4.1).
There has been a long-standing appreciation of the complex-
ities of diﬀusion in multicomponent systems in the context of
catalysis in 1D nanoporous systems.14,78,79 The above Onsager-
type formulation has been extensively applied, although some
key results for these systems are relatively recent.19 Applications
of the Onsager formulation to 2D surface systems are relatively
rare,7 the coupling between concentration gradients and
diﬀusion ﬂuxes of distinct species typically being ignored.
However, the cross-coupling is more signiﬁcant and important
for application to 1D systems.
Finally, we comment in more detail on the form of chemical
diﬀusivity for two special cases. We restrict our attention to
systems with just two species, A and B. The ﬁrst case corresponds
to equal mobility of A and B, where furthermore species A and B
are identical in terms of their interactions. This case might also be
described as “diﬀusion of color” if, e.g., one regards A as being
blue and B as red, but otherwise these species are
indistinguishable. Here, we let X(x,t) = A(x,t) + B(x,t) denote
the total concentration, and D = D(X) the chemical diﬀusion
coeﬃcient, and Dtr = Dtr(X) the tracer diﬀusion coeﬃcient, for a
single-component system with concentration X. (In the case
where adjacent A and B can exchange in the reactionmodel,Dtr is
evaluated for the single-component system allowing the tagged
particle to exchange with any particle.) Then, leaving implicit the
t dependence, one has the exact result of Quastel76
= − ∇
− ∇ − ∇
J D X A x X x X x
D X B x X x A x A x X x B x
( ){ ( )/ ( )} ( )
( )[{ ( )/ ( )} ( ) { ( )/ ( )} ( )]
A
tr
(14)
An analogous expression applies for JB. It also immediately
follows that226
→ − ∇
∇ = −∇ ‐
J D X A x X x
A x B x
( ) ( ), for constant ( ), so
( ) ( ) (counter diffusion)
A tr
(15)
which will be an important case for subsequent analysis. It also
follows that JA→ −D(X) ∇A(x), for A(x) ∝ B(x) (codiﬀusion).
It is straightforward to show that counter-diﬀusion and
codiﬀusion are just the two eigenmodes for the 2 × 2 matrix D
(see Figure 13a).226
The second special case corresponds to greatly dif fering
mobilities, where, e.g., A is highly mobile and B species is
eﬀectively immobile. In this case, the only signiﬁcant mobility is
σA,A, which immediately simpliﬁes the above general form of the
diﬀusion tensor. We will describe the corresponding form of the
diﬀusion coeﬃcients in more detail in section 8. Here, we note
that in the limit of low A concentration, diﬀusion corresponds to
a single-particle “ant-in-the-labyrinth” percolative diﬀusion
problem,227 where isolated A diﬀuses through a relatively
immobile distribution of B64,66,81 (see Figure 13b). In general,
we are interested in ﬁnite concentrations, in which case one must
consider a many-particle version of the above percolative
diﬀusion problem.72,228
4. BASIC IRREVERSIBLE FIRST-ORDER CONVERSION
REACTIONS IN 1D LINEAR NANOPORES
Here, we consider a basic “canonical model” for an irreversible
f irst-order conversion reaction, A→ B, inside 1D linear pores of a
catalytically functionalized nanoporous material with equal hop
rates for reactants and products. This canonical model has been
considered by several groups over the last 2 deca-
des.16−19,40−42,53,229−231 We focus on the initial stage of the
reaction process. For the case of solution-phase batch reactions
where catalytic nanoporous particles are immersed in a ﬂuid
containing the reactant, this initial stage corresponds to a fraction
F = 0 of reactant in the well-stirred ﬂuid outside the pores being
converted to product. Thus, in this initial regime, there is no
signiﬁcant population of product outside the pore and, thus, no
reentry of product to the pores. As described in section 2.2 and
shown in Figure 3b, in our discrete stochastic model, the pore is
partitioned into a 1D array of cells, labeled by n = 1 to S, which
extend as a 3D array into the surrounding ﬂuid. Those cells
outside the pore are randomly occupied by reactant A with
probability ⟨A0⟩, which also corresponds to the total
concentration ⟨X0⟩ of reactant and product species. For
notational convenience, we will often set ⟨X0⟩ = χ, which will
also be described as the pore loading. Thus, cells are empty with
probability ⟨E0⟩ = 1− ⟨A0⟩ =1− ⟨X0⟩. Reactant A hops with rate
h from the site just outside the pore to an empty site just within
the pore (adsorption), to adjacent empty sites within the pore
(hopping diﬀusion), and from end sites within the pore to an
empty site just outside (desorption). Reactant A converts
irreversibly to product B at rate k at any site within the pore, i.e.,
all sites are designated as catalytic in the analysis of section 4.
Product B also hops with the same rate h to adjacent empty sites
within the pore (hopping diﬀusion) and from the end sites within
the pore to an adjacent empty site just outside (desorption). In
addition, A and B on adjacent sites can exchange places with rate
hex = pexh. Thus, the special case of single-ﬁle diﬀusion (SFD) has
pex = 0.
This canonical model should provide a reasonable description
of the conversion of neopentane to isobutene catalyzed by Pd in
zeolites,92 as the mobilities of neopentane and isobutene should
be quite similar. This observation presumably motivated early
model development and application by Kar̈ger et al.41,42
We mention at the outset two key quantities that will be
discussed in the following sections. First, the reactant penetration
is naturally described by a penetration depth, Lp, which can be
deﬁned as Lp =∑ ≤ ≤n1 /2S ⟨An⟩/⟨A1⟩ in units of “a” for even S.19,231
(A simple reﬁnement is needed for odd S.) We note that other
reasonable alternative deﬁnitions of Lp exist.
231 The second is the
overall reactivity or turnover frequency (TOF) given by Rrxn =
∑nk⟨An⟩ = 2kLp for even S.
Figure 13. (a) Codiﬀusion and counter-diﬀusion modes for a two-
species system. (b) Percolative diﬀusion of a highly mobile adspecies
(like CO, red dots) through a labyrinth of a relatively immobile
coadsorbed species (like oxygen, open blue circles), the schematic
indicating preferential diﬀusion along c(2×2) domain boundaries.
Reprinted with permission from ref 7. Copyright 2013 Elsevier.
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For 1 < n < S, the 1D discrete RDE’s for this model have the
form18,19
⟨ ⟩ = − ⟨ ⟩ − ∇
⟨ ⟩ = + ⟨ ⟩ − ∇
t A k A J n
t B k A J n
d/d ( ),
d/d ( )
n n
n n
A
B (16)
where ∇Kn = Kn − Kn‑1 is the discrete derivative and
= > +
= ⟨ ⟩ − ⟨ ⟩
+ ⟨ ⟩ − ⟨ ⟩
+ +
+ +
J n J n n
h A E E A
h A B B A
( ) ( 1)
[ ]
[ ]
n n n n
n n n n
A A
1 1
ex 1 1 (17)
is the net ﬂux of A from site n to n + 1. The ﬁrst term gives the
contribution to the diﬀusion ﬂux from hopping and the second
term from exchange. The expression for JB(n) = JB(n>n+1) is
analogous. In the cases of unhindered transport with pex = 1, eq
17 reduces exactly to the simple form18,231 JA(n) = JA(n>n+1) =
−h∇⟨An+1⟩. Separate equations for the terminal or end sites
within the pore, n = 1 and S, reﬂect adsorption−desorption
“boundary conditions” (BC’s). For example, for n = 1, one has
that18,231
⟨ ⟩ = − ⟨ ⟩ − >
+ ⟨ ⟩⟨ ⟩ − ⟨ ⟩⟨ ⟩ + ⟨ ⟩⟨ ⟩
t A k A J
h A E E A h A B
d/d (1 2)
[ ]
1 1 A
0 1 0 1 ex 0 1
(18)
If one just considers only the total concentration, ⟨Xn⟩ = ⟨An⟩
+ ⟨Bn⟩, i.e., if one is “color blind” to the type of species (“blue”
reactant A versus “red” product B), then it is straightforward to
show that evolution is described exactly by a standard discrete
diﬀusion equation18,19,103,229−231
⟨ ⟩ = −∇
= > + = − ∇⟨ ⟩
< <
+
t X J n
J n J n n h X
n
d/d ( ),
with ( ) ( 1) , for
1
n X
nX X 1
S (19)
with appropriate boundary conditions, e.g., d/dt ⟨X1⟩ =
h[⟨X0⟩⟨E1⟩ − ⟨X1⟩⟨E0⟩]. Clearly, the long-time stationary
solution is uniform with ⟨Xn⟩ = ⟨X0⟩ = χ.
Returning to the discrete RDE for single-site concentrations
(eq 16), as noted previously these are just the lowest-order
equations in an inﬁnite coupled hierarchy. The discrete RDE’s
(eq 16) couple to pair probabilities. Equations for pair
probabilities couple to triples, etc. As an example of higher-
order equations for pair probabilities, consider18
⟨ ⟩ = − ⟨ ⟩ +
− + < < −
+ +t A A k A A J n L
J n R n
d/d 2 ( ; )
( 1; ), for 1 1
n n n n1 1 AA
AA S (20)
where the “pair diﬀusion ﬂuxes” have the form
= ⟨ ⟩ − ⟨ ⟩
+ ⟨ ⟩ − ⟨ ⟩
+ = ⟨ ⟩ − ⟨ ⟩
+ ⟨ ⟩ − ⟨ ⟩
‐ + − +
− + − +
+ + + +
+ + + +
J n L h A E A E A A
h A B A B A A
J n R h A A E A E A
h A A B A B A
( ; ) [ ]
[ ] and
( 1; ) [ ]
[ ]
n n n n n n
n n n n n n
n n n n n n
n n n n n n
AA 1 1 1 1
ex 1 1 1 1
AA 1 2 1 2
ex 1 2 1 2 (21)
As with the single-site quantities, the complication in analyzing
these equations lies not with the reaction terms, but entirely with
the diﬀusion terms.
Finally, we comment on coarse-graining of the model wherein
na → x (a continuous spatial variable measuring distance along
the pore), aS → L (the pore length), a−1⟨An⟩→ A(x,t), a−1⟨Bn⟩
→ B(x,t) (concentrations per unit length); a−1⟨A0⟩ = a
−1⟨X0⟩→
A0 = X0, and we setD0 = a
2h. (It is often convenient to also set a =
1.) Then, one obtains the continuum RDE’s for the local
concentrations18,19,229,231
∂ ∂ = − − ∇
∂ ∂ = + − ∇ < <
t A x t kA x t J
B x t kA x t J x L
/ ( , ) ( , ) ,
/ t ( , ) ( , ) , for 0
A
B
(22)
where∇ = ∂/∂x and the diﬀusion ﬂuxes, JA and JB, are nontrivial.
In addition, one must impose ﬂux-balance boundary conditions
on the above RDE’s.
χ
χ
± = = − =
− − =
± = = − − =
J x L ah A A x L
ah A x L
J x L ah B x L
( 0, ) [ ( 0, )]
(1 ) ( 0, )
and ( 0, ) (1 ) ( 0, )
A 0
B (23)
with the + (−) corresponding to x = 0 (x = L). The total
concentration, X(x,t) = A(x,t) + B(x,t), satisﬁes exactly the trivial
continuum diﬀusion equation.
= −∇ = − ∇
< <
t X x t J J D X x t
x
d/d ( , ) with ( , ), for
0 L
X X 0
(24)
and the boundary condition ±JX(x=0,L) = ah[X0− X(x=0,L)]−
ah(1 − χ)X(x=0,L).
Again, we emphasize that the form of the ﬂuxes JA and JB
constitutes the nontrivial aspect of the problem. From section
3.5, these have the hydrodynamic form19,62,76
= − ∇ − ∇ − ∇J D A X D X B X A A X B( /X) ( )[( / ) ( / ) ]A 0 tr
(25)
with an analogous expression for JB. The mean-ﬁeld form (eq 5)
for ﬂuxes corresponds to settingDtr(X) =D0(1− X/Xmax), which
yields, e.g., JA(MF) = −D0(1 − B/Xmax)∇A − D0(A/Xmax)∇B,
where Xmax = a
−1. This choice greatly overestimates the
magnitude of the ﬂuxes.19 The standard hydrodynamic theory
sets Dtr = 0 for SFD in a very long pore,
232 so that JA =
−D0(A/X)∇X. This choice can describe transient behavior such
as pore ﬁlling.53,241 But our focus is on steady-state behavior
where X = constant, and thus
= − ∇ = − ∇J D X A J D X B( ) and ( )A tr B tr (26)
which standard hydrodynamic theory sets to zero. We shall ﬁnd
that successful description of steady-state concentration proﬁles,
which is dominated by ﬂuctuations in adsorption−desorption at
the pore openings, is not achieved with a MF or a hydrodynamic
choice of Dtr but rather a generalized hydrodynamic choice,
19 as
described in sections 4.2 and 4.3.
As noted above, this “canonical model” and certain general-
izations have been considered by several groups. We will describe
some of these results as well as our own detailed analysis in the
remainder of section 4 and in section 5. We will mainly focus on
the theoretically most demanding case of SFD. This case
provides a dramatic example of strong spatial correlations
induced by kinetic (versus thermodynamic) factors during
reaction. We will however also present results relaxing the SFD
constraint to allow hindered or unhindered passing, for which
there are weaker spatial correlations.
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4.1. Exact Behavior vs Mean-Field and Hydrodynamic
Treatments
For irreversible A→ B conversion with SFD, previous work has
noted the reasonable success of a MF treatment in some
situations.18,229,230 See Figure 14 for comparison of MF and
KMC predictions of concentration proﬁles and reactivity for k/h
= 0.05. Also, signiﬁcantly improved predictive capability of the
pair approximation was noted in early work.40 To demonstrate
this latter feature, and the even greater accuracy of higher-order
approximations, in Figure 15 we show a more detailed analysis of
the behavior of concentration proﬁle near the pore opening for
k/h = 0.1. However, we should emphasize that all these studies
are restricted to the regime where k/h is not very small.
Despite the above success, a much greater challenge is to
describe the regime of low reaction rate, k/h≪ 1, where reactant
penetration into the pore is enhanced and where the subtle
features induced by SFD control behavior (see Figure 16). It is
clear that the reactant penetration depth, Lp, increases as k/h
decreases (with Lp → ∞, as k/h → 0, for a semi-inﬁnite pore).
Table 1 shows values of Lp for various k/h, and two values of
loading, χ = 0.2 and 0.8 (and large S). Data analysis indicates that
Lp ∼ a(k/h)ζ with ζ between −1/4 and −1/3 (lower values for
higher χ),19,231 a key feature being that |ζ| < 1/2.
In general, one anticipates that a classic hydrodynamic
treatment should apply for slowly varying concentration proﬁles.
Thus, for the current system, one naturally considers the regime
of k/h ≪ 1. For SFD, one has that Dtr ≈ 0 for long pores,232
which implies that, for example, JA = −D0(A/X)∇X, as noted
above. Such a hydrodynamic treatment does describe the
nontrivial evolution and scaling of concentration proﬁles during
initial pore ﬁlling by reactant and conversion to product (where
X is nonuniform and consequently JA ≠ 0 and JB ≠ 0).
91,231 This
spatial variation during pore ﬁlling is naturally associated with a
characteristic length scale Ldiff ∼ (h/k)1/2, which is signiﬁcantly
greater than the reactant penetration depth, Lp, in the steady-
state, since |ζ| < 1/2. However, in the reactive steady-state (which
is of most interest), the total concentration equals a constant, χ,
implying negligible JA and JB for long pores. As a result, it is clear
that this standard hydrodynamic formulation fails to capture the
observed nontrivial steady-state proﬁles.19
Next, Figure 17a demonstrates the failure of the site (MF)
approximation and even the higher-order pair, triplet, etc.
approximations to capture steady-state proﬁles in the regime of
small k/h = 0.001.19 All these MF-type treatments produce too
large a reactant penetration. This failure is associated with the
feature that these MF-type approximations overestimate the
diﬀusion ﬂux. This, in turn, derives from the feature that they
Figure 14. (a) Steady-state concentration proﬁles of a pore of length S = 30 and (b) total reactivity, Rrxn, versus pore length S, for A→ B conversion with
SFD and h = 2, k = 0.1, and χ = 0.2. Comparison of KMC and MF results.18 Reprinted with permission from ref 18. Copyright 2002 American Physical
Society. In this model, a hop rate of h = 1 was used for adsorption−desorption processes.
Figure 15. Steady-state concentration proﬁles near the left end of a pore
for A→ B conversion with SFD and h = 1, k = 0.1, S = 60, and χ = 0.8.
Comparison of KMC results (symbols) with site, pair, triplet, and
quartet approximations, which become progressively closer to KMC
results. The pair approximation is already accurate, and the triplet and
quartet are indistinguishable on the plot.
Figure 16. Steady-state concentration proﬁles for A → B conversion
with SFD showing an increase of reactant penetration into the pore with
decreasing reaction rate k = 1, 0.1, 0.01, 0.001, 0.0001 for h = 1, χ = 0.8,
and S = 100.
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predict positive values for the tracer diﬀusion coeﬃcient, Dtr, for
SFD in a long pore (contrasting the hydrodynamic value232 ofDtr
= 0).
We do not present the details of the above analysis of tracer
diﬀusion in the MF-type approximations, but it is instructive to
make some general comments on the strategy that is employed.
One considers the decay of the reactant concentration proﬁle for
a semi-inﬁnite pore, focusing on behavior in the limit k/h →
0.18,231 In the MF site approximation, the decay of the reactant
concentration is exactly exponential, ⟨An⟩ ∝ exp(−λn), for all
k/h,18 where λ =−ln(1 − 1/Lp)∼ 1/Lp→0, for k/h→ 0. This is
a consequence of the feature that the discrete RDE become
exactly linear, since ⟨En⟩ = ⟨E0⟩ is independent of n.
18 For the pair
and higher-order approximations, the discrete RDE have a more
complex nonlinear form, so one does not have exactly
exponential decay of ⟨An⟩ for general k/h.
231 However, an
asymptotic analysis reveals that decay does become exponential,
⟨An⟩ ∼ exp(−λn), for large n, where λ ∼ 1/Lp→0, for k/h→ 0,
where the actual value of λ depends on the approximation.
Speciﬁcally, asymptotic analysis for k/h → 0 reveals that for
constant total concentration ⟨X0⟩ = χ, one has that
18,231,233
χ= −L h k a(1 ) ( / ) (site/MF),p 1/2 1/2
χ χ χ= − − + −L h k a(1 ) (2 ) (2 ) ( / )
(pair),
p
1/2 1/2 1/2 1/2
χ χ χ χ
χ χ
= − − + −
+ −
−L
h k a
and 2 (1 ) (8 14 8 )
/(4 ) ( / ) (triplet)
p
1/2 1/2 2 3 1/2
2 1/2 1/2
(27)
where theMF result was ﬁrst obtained in ref 18. These results can
be converted into analytic expressions forDtr versus loading ⟨X0⟩
= χ as follows. In the reactive steady-state with constant total
Table 1. Lp (in units of a) versus k/h for χ = 0.2 (left) and χ = 0.8 (right),
19 Where Precise KMC Results Are in the Second Row,
Accurate Generalized Hydrodynamic (GH) Predictions Are in the Third Row (see section 4.4), and Inaccurate MF Site
Approximation Predictions Are in the Fourth Row
k/h 1 0.1 0.01 0.001 k/h 1 0.1 0.01 0.001
Lp(χ=0.2) 1.47 2.92 6.77 15.2 Lp(χ=0.8) 1.10 1.47 2.64 5.21
Lp(GH) 1.49 3.10 7.19 15.8 Lp(GH) 1.06 1.43 2.61 5.15
Lp(MF) 1.53 3.37 9.46 27.8 Lp(MF) 1.17 2.00 5.00 14.7
Figure 17. (a) Concentration proﬁles for A→ B conversion with SFD. KMC versus site, pair, triplet, and quartet proﬁles for k = 0.001, h = 1, and χ = 0.8.
(b) Analytic estimates of f(χ) for an inﬁnite pore where Dtr(χ) = D0(1 − χ)f(χ). Also shown is the hydrodynamic result, f = 0.
Figure 18. (a) Ftr versus loading χ for an inﬁnite systemwith exchange probability pex≥ 0 shown. Reprinted with permission from ref 99. Copyright 2013
American Insitute of Physics. (b) Concentration proﬁles for A→ B conversion for various pex ≥ 0 shown, and k = 0.001, h = 1, and S = 100. Reprinted
with permission from ref 19. Copyright 2012 American Physical Society.
Chemical Reviews Review
DOI: 10.1021/cr500453t
Chem. Rev. 2015, 115, 5979−6050
5999
concentration, χ, one has that JA = −Dtr dA/dx. Thus, the
hydrodynamic RDE for A(x) ∝ exp(−x/Lp) becomes
= − + =kA D A x D k L0 d /d , so that ( )tr 2 2 tr p 2 (28)
Then, writingDtr = (1− χ)f(χ)D0 withD0 = a2h, it follows that
χ χ χ χ
χ χ χ χ χ χ
= = − +
= − + − + −
f f
f
( ) 1 (site/MF), ( ) (2 )/(2 ) (pair),
and
( ) 1/2(8 14 8 )/(4 )
(triplet)
2 3 2
(29)
These results are shown in Figure 17b.
It is instructive to contrast the above approach for determining
diﬀusivity in a low-reactivity system with a traditional approach
for a nonreactive system.225 The latter approach applies a weak,
periodic perturbation of wavenumber, q, to the concentration
proﬁles. Then from the rate of exponential decay in time of form
exp[−t/τ(q)] to a uniform state, one determined diﬀusivity from
D = q−2τ(q)−1, which should be independent of (small) q. Results
from this approach should be consistent with the above analysis.
Next, behavior is shown relaxing the SFD constraint to allow
exchange of adjacent reactants, A, and products, B, with
probability pex (or rate pexh). Then, one has that Dtr > 0, even
for semi-inﬁnite or inﬁnite pores. Results for Dtr = D0Ftr(χ)
versus χ for an inﬁnite pore are shown in Figure 17 for various pex
(where again in analysis of Ftr for the single-component system,
we let the tagged particle exchange with any other particle).99 It is
appropriate to note the limiting behavior: Ftr(χ)→ 1, as χ→ 0
(for pex > 0), and Ftr(χ)→ pex, as χ→ 1. One also has that Ftr(χ)
→ 1, as pex→ 1, and Ftr(χ)→ 0, as pex→ 0 (for χ > 0). Performing
simulations of the catalytic reaction−diﬀusion process with pex >
0, the basic observation for the behavior of steady-state
concentration proﬁles is that the reactant penetration into pore
increases strongly with pex
19 (see Figure 18). Both hydrodynamic
and MF-type treatments do better with increasing pex, as
correlations are greatly reduced. Both types of treatment become
exact and equivalent when pex = 1.
4.2. Formulation of Generalized Tracer Diﬀusivity Dtr(n)
In broad terms, the goal of generalized hydrodynamics
(traditionally just applied to nonreactive ﬂuid ﬂow) is to extend
from larger length (and time) scales to shorter scales the domain
over which a coarse-grained continuum description applies.63 In
the case of our application to reactions in 1D nanoporous
systems, one could regard the larger length scale as the traditional
diﬀusion length, Ldiff ∼ (h/k)1/2, for a reactive system, and the
shorter length scale as the reactant penetration depth, Lp.
19
Traditionally, in generalized hydrodynamics, constant macro-
scopic transport coeﬃcients are replaced by frequency and
wavenumber-dependent coeﬃcient, or by nonlocal quantities in
time (i.e., including memory eﬀects) and/or in space.63 Here, we
take an unconventional approach tailored to our speciﬁc system
of directly introducing a real-space dependence to the tracer
diﬀusion coeﬃcient,Dtr(n) =D0Ftr(n), for the particles inside the
pore at cell n. Again, D0 = a
2h. This generalized tracer diﬀusion
coeﬃcient will be incorporated into the relevant expressions (eqs
25 and 26) to more appropriately determine diﬀusion ﬂuxes.19
Speciﬁcally, we include an enhancement near the pore openings.
Two desirable features of a formalism for the generalized tracer
diﬀusion coeﬃcient are that (i) it should apply for a semi-inﬁnite
pore, as a semi-inﬁnite system provides the ideal situation to
assess decay of reactant concentration into the pore (free of the
inﬂuence of the other end), and (ii) it should provide insight into
the form of the spatial variation. To this end, here we describe
and focus on a random walk (RW)-based formulation19 for
Dtr(n), as illustrated in the schematic of Figure 19. Speciﬁcally,
we consider the spatially discrete geometry described previously
with a 1D array of cells within the pore extending to a 3D array in
the exterior ﬂuid. One considers a tagged particle (shown in
gray) starting at site n in a pore with a concentration (χ) of other
particles inside the pore and also randomly distributed in cells
outside the pore. All particles within the pore can hop to adjacent
empty sites at rate h, as well as hopping from the end site within
the pore to an empty site just outside the pore. Particles in the cell
just outside the pore can hop to empty end sites within the pore.
In general, the tagged particle can exchange with an adjacent
nontagged particle at rate pexh (whether inside or just outside the
pore). This dynamics maintains a constant concentration (χ)
inside the pore. When the tagged particle reaches a site just
outside the pore, it is regarded as being trapped at that site for all
later times.
Our focus is on the suitably deﬁned “escape time”, Tχ(n), the
time which it takes the tagged particle starting at site n to escape
the pore, a quantity which will naturally increase with increasing
loading, χ.19 Again, the selected deﬁnition should be applicable to
a semi-inﬁnite pore. One complication with a standard deﬁnition
simply averaging escape times over many simulations is that the
escape time distribution can have a long-tail, so that the average
actually diverges for a semi-inﬁnite pore. This quirk certainly
applies for the case χ = 0, a result that follows from analysis of
random walks in 1D.234 Thus, we utilize an alternative deﬁnition
of Tχ(n) that focuses on the mean-square displacement (MSD),
⟨δr(t)2⟩, or root-mean-square displacement (RMSD),
⟨δr(t)2⟩1/2, of the tagged particle from the initial site n. Figure
20 shows the behavior of theMSD versus time for SFDwith pex =
0 for n = 1−15 for a pore of length S = 300 when χ = 0.8 and for
comparison also for the benchmark case where χ = 0+ and
diﬀusion of the tagged particle is unimpeded. Then, for n < S/2,
Tχ(n) is simply determined from the requirement that the MSD
⟨δr2⟩ = n2 or that the RMSD ⟨δr2⟩1/2 = n, i.e., the time when the
RMSD has increased to equal the distance to the pore opening.
As an example, from Figure 20 for SFD with χ = 0.8 and n = 10,
one obtains T0.8(10) = 23 030 h
−1, versus the much shorter
T0+(10) = 61.46 h
−1 for unimpeded escape.
To use these escape times to determine the scaled tracer
diﬀusion coeﬃcient, Ftr, we recall Einstein’s law for conventional
Figure 19. Schematic showing the RW formulation for determination of the generalized tracer diﬀusion coeﬃcient Ftr(n) by determination of escape
times Tχ(n) and T0+(n).
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diﬀusion ⟨δr(t)2⟩ = 2Dt. Thus, the time for theMSD or RMSD to
reach a speciﬁc value is inversely proportional to the diﬀusion
coeﬃcient. Consequently, we propose that Ftr(n)∝ 1/Tχ(n) and
speciﬁcally set
= χ+F n T n T n( ) ( )/ ( )tr 0 (30)
to guarantee that Ftr(n) → 1 as loading χ → 0 (the required
limiting behavior). Using the above example from Figure 20 for
SFD with χ = 0.8 and n = 10, one thus obtains Ftr(10) = 0.00267.
A more complete set of results for Dtr(n) versus n for SFD is
shown in Figure 21.19 Behavior for low loading χ = 0.2 is shown
in Figure 21a, where Ftr is relatively large. Ftr(n) versus n has a
plateau for ﬁnite L = 100 approaching the pore center. The inset
shows that this plateau value scales like Ftr(plateau) ∼ 1/L for
general L. The general feature that the averageDtr∼ 1/L for ﬁnite
SFD systems of length L has been discussed in numerous
papers.235−238 See also section 4.3. For a semi-inﬁnite pore, L→
∞, one has that Ftr(n) → 0, as n → ∞. Entirely analogous
behavior is shown for SFD with χ = 0.8, as shown in Figure 21b,
except that typical Ftr values are much smaller due to the higher
loading. Further, more detailed characterization of behavior is
provided in section 4.3.
Finally, for a ﬁnite length pore with S = 100, we provide a more
systematic picture of the dependence on loading, χ, of Ftr(n)
versus n for SFD in Figure 22a.99 We show in Figure 22b the
corresponding behavior by relaxing the SFD constraint by
choosing nonzero pex =
1/4. In the latter case, Ftr(n) is still
enhanced near the pore openings, but now Ftr plateaus at a
substantial ﬁnite value in the pore center, where this value
corresponds to the tracer diﬀusion coeﬃcient for an inﬁnite pore
(see Figure 18a).
4.3. Further Discussion of Generalized Tracer Diﬀusivity
Dtr(n)
Two important features of the generalized tracer diﬀusivity
deserve further discussion and elucidation: (i) asymptotic
behavior of Ftr(n) as n → ∞ for SFD in a semi-inﬁnite pore
and (ii) small-n behavior where values of Ftr(n) are largest. Here,
we discuss both these issues, as well as an alternative strategy to
assess the generalized tracer diﬀusivity, which is applicable for
ﬁnite-length pores.226
First, we consider the asymptotic behavior Ftr(n) ∼ n−p, as n→
∞, for SFD in a semi-inﬁnite pore. Deep inside the pore, the
standard anomalous SFD behavior should apply for χ > 0, where
the MSD of a tagged particle increases like t1/2 (rather than like t
in the Einstein relation).232 Since the RMSD increases like t1/4
(rather than like t1/2), this suggests that Tχ(n) ∼ n4 [rather than
T0+(n) ∼ n2 for conventional diﬀusion]. Thus, one concludes
that the asymptotic behavior satisﬁes19
= ∼ =χ+F n T n T n n p( ) ( )/ ( ) 1/ , so that 2tr 0 2 (31)
This behavior is consistent with the simulation data,
particularly for higher loading χ, where SFD behavior is stronger.
However, even for higher χ, nonasymptotic behavior described
by a lower eﬀective p dominates, and this is even more apparent
for smaller χ. Consequently, in ﬁtting the Ftr data, we utilize a
more general form19
α β γ α β γ= − + + − + +F n F n n n( ) (1)(1 )/(1 )tr tr 1/2 2
(32)
which can capture both asymptotic and nonasymptotic behavior.
For χ = 0.2, a good ﬁt is achieved by setting α = 0.753, β = 0.371,
and γ = 0.0064. For χ = 0.8, a good ﬁt comes from setting α = 0, β
= 1.543, and γ = 0.944, the larger value of γ reﬂecting the more
rapid achievement of true asymptotic behavior.
Next, we consider behavior for small n and, in particular,
whether it is possible to provide any insight or analytic estimate
of the largest generalized tracer diﬀusion coeﬃcient, Ftr(n=1).
The advantage here is that Ftr(n) for small n is determined by the
relatively short time behavior of the tagged particle. Although
tagged-particle dynamics constitutes a nontrivial cooperative
many-particle problem for χ > 0, it is always possible to perform
Figure 20. Mean-square displacement (MSD), ⟨δr(t)2⟩, for the tagged
particle starting at site n = 1−15 (curves from bottom to top) from
simulations with h = 1.
Figure 21. Ftr(n) versus n for SFD for (a) S = 100 and S→∞ for χ = 0.2 and (b) S = 100, S = 300, and S→∞ for χ = 0.8. Insets show plateau values of Ftr
versus 1/S. Note that we set a = 1 so that S = L.
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exact short-time Taylor expansions for the solutions of the
associated master equations.36 Such an analysis ﬁrst determines
Taylor expansions for the probability, Pm(t), to ﬁnd the tagged
particle at sitem, given that it starts at sitem0 = n, so that Pm(0) =
δm,n. From these quantities, one can determine the mean-square
displacement of the tagged particle
∑
= ⟨ − ⟩ = ⟨ ⟩ − ⟨ ⟩ +
⟨ ⟩ =
≥
t m m m m m m
m m P t
MSD( ) ( ) 2 ,
where ( )n
m
n
m
0
2 2
0 0
2
0 (33)
Then, one can determine the escape times,Tχ(n), for selected χ >
0 and χ = 0+ by solving MSD = ⟨(m − m0)2⟩ = m02 = n2 and,
ﬁnally, the generalized tracer diﬀusion coeﬃcient, Ftr(n), from eq
30. This approach works well for n = 1 and lower χ, keeping the
ﬁrst few terms in the Taylor expansion. However, for n ≥ 2 and/
or higher χ, escape times are longer and the limited accuracy of
the Taylor expansion for MSD(t) becomes problematic.
However, one can ameliorate this problem by implementing a
suitable Pade ́ resummation of truncated Taylor expansions for
theMSD. Details of the above analyses can be found in Appendix
D. Here, we just summarize the results of these analysis for n = 1,
2 and χ = 0.2, 0.8 in Table 2. Note, in particular, the accuracy of
the estimates using Pade ́ resummation.
Finally, we comment on an alternative approach to determine
generalized tracer diﬀusivity that is applicable to ﬁnite (but not
semi-inﬁnite) pores.226 This approach is based on a so-called
tracer counter-permeation (TCP) setup and simulation
technique. The idea is that the left and right ends of the pore
are exposed to separate well-stirred ﬂuid reservoirs consisting
only of species A (on the left) and B (on the right), both with
concentration χ. Rules for adsorption, desorption, and hopping
are as in our reaction model (just hopping to neighboring empty
sites with rate h for SFD), but where no A (B) readsorption
occurs at the right (left) end of the pore. Then, the system will
evolve to set up steady-state concentration proﬁles with uniform
total concentration χ, thus corresponding to a counter-diﬀusion
mode (see section 3.5). While these concentration proﬁles are
linear near the pore center, nonlinear deviations are apparent
near the pore openings. In this system, one can measure the total
constant ﬂux of A, JA, through the pore and, thus, naturally deﬁne
a generalized tracer diﬀusion coeﬃcient, Ftr(n,n+1), correspond-
ing to transport between sites n and n + 1 via226
= − + ⟨ ⟩ − ⟨ ⟩+J hF n n A( , 1)( A )n nA tr 1 (34)
Results for f tr(n,n+1), where Ftr(n,n+1) = (1 − χ)f tr(n,n+1), are
shown in Figure 23.
As noted above, there is general agreement that the overall Ftr
and also the plateau value of Ftr(n) for a pore of ﬁnite length L
should scale like 1/L. Various formulas have been pro-
posed235−238 of which we ﬁnd f tr(plateau) = 1/[1 + χ(S − 1)]
to be quite eﬀective.53 See the inset to Figure 23. Finally, we note
Figure 22. Ftr(n) versus n for various χ for S = 100: (a) for SFD and (b) for pex = 1/4. Reprinted with permission from ref 99. Copyright 2013 American
Insitute of Physics.
Table 2. Escape Times and Ftr(n) Values from KMC for n = 1−5 in a Semi-Inﬁnite Pore with Loading χ = 0.2 and 0.8 and Results
from Taylor and Pade ́ Expansions for i = 1, 2 (TE(m) denotes a Taylor expansion retaining terms to order m)
KMC, n = 1 TE(5) Pade ́ KMC, n = 2 TE(3) Pade ́ KMC, n = 3 KMC, n = 4 KMC, n = 5
T0+ 0.6467 0.6183 0.6455 2.49 1.568 2.534 5.57 9.87 15.38
T0.2 0.7948 0.7851 0.8588 3.54 2.195 3.654 9.48 20.55 39.90
T0.8 6.9693 1.4887 7.1281 65.85 2.475 176.1 265.3 735.9 1670
Ftr|χ=0.2 0.8100 0.7876 0.7516 0.7048 0.714 0.694 0.5871 0.4799 0.3854
Ftr|χ=0.8 0.0928 0.4154 0.0906 0.0378 0.634 0.014 0.0210 0.0134 0.0092
Figure 23. Generalized tracer diﬀusivity for χ = 0.9 obtained from the
TCP approach. Shown is f t r(n,n+1), where F t r(n ,n+1) =
(1 − χ)f tr(n,n+1). The inset show f tr(plateau) versus 1/S. Reprinted
with permission from ref 226. Copyright 1999 Elsevier.
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that direct unambiguous comparison of Ftr(n,n+1) from the TCP
approach and Ftr(n) from the RW approach in section 4.2 is not
possible. However, in the next section, where values for Ftr(n,n
+1) are needed to determine ﬂuxes JA(n) = JA(n>n+1) =
−D0Ftr(n,n+1)(⟨An+1⟩ − ⟨An⟩), we obtain these from the RW
approach using Ftr(n,n+1) = 1/2[Ftr(n) + Ftr(n+1)]. The RW-
derived Ftr(n,n+1) are close to, but not exactly equal to, those
from the TCP approach.
4.4. Generalized Hydrodynamic Formulation and Analysis
Our generalized hydrodynamic (GH) formulation simply
incorporates Dtr(n,n+1) into a discrete form for the diﬀusion
ﬂux JA = −D0(A/X)∇X − Dtr[(B/X)∇A − (A/X)∇B] which is
then incorporated into the discrete RDE (eq 16) for the A→ B
conversion reaction model.19 For our analysis focusing on the
reactive steady state, this form just reduces to the form JA =
−Dtr∇A and, speciﬁcally, we use
= > + = − + ⟨ ⟩ − ⟨ ⟩+J n J n n D F n n A A( ) ( 1) ( , 1)( )n nA A 0 tr 1
(35)
Likewise, Ftr(n,n+1) is incorporated into a discrete form for JB.
For the most demanding case of SFD with small k/h, Figure 24
compares predictions from discrete GHRDEs with precise KMC
data for the reactant concentration decaying into a pore.19 There
is almost perfect agreement, even though the concentration
proﬁle decays by 3−4 orders of magnitude for higher loading χ =
0.8. This agreement is retained and actually improved for cases
with pex > 0, which exhibit weaker correlations (not shown).
Perhaps even more signiﬁcant than the excellent agreement of
GH predictions with exact KMC behavior is the utility of this
formulation in elucidating the observed steady-state behavior.
Here, we consider solutions of the continuum RDE for a semi-
inﬁnite pore with x ≥ 0, which are described by the RDE’s
= ∂ ∂ = − − ∂ ∂
= − ∂ ∂
t A x kA x x J
J D F x x A x
0 / ( ) ( ) / ,
with ( ) / ( )
A
A 0 tr (36)
and where again D0 = a
2h. Motivated by the analysis on
generalized tracer diﬀusivity in sections 4.2 and 4.3, we adopt the
form19,233
≈ + = = +− −F x f x x f x u u x x( ) (1 / ) ( ) wherep p ptr c c c
(37)
and xc is a characteristic decay length. We look for solutions for
the concentration proﬁle of the form
= ∝ − + = −A x A u x x L u L( ) ( ) exp[ {( )/ } ] exp[ ( / ) ]q qc p p
(38)
Substitution into the identity kA(u) = d/du JA yields
=
+ ‐
− − −k D q x L u
u
f ( ) ( )
lower order terms (in powers of )
p q q p
0
2
c p
2 2 2
(39)
Neglecting the lower-order terms implies that q = (p + 2)/2 for
consistency and also yields the key scaling relation for the
reactant penetration depth19
=
=
+ + − +
+ + − +
L fq x k D
fq x a a k h
( ) ( ) ( / )
( ) ( / ) ( / )
p p p p
p p p p
p
2 1/( 2)
c
/(2 )
0
1/( 2)
2 1/( 2)
c
/( 2) 1/( 2)
(40)
This result for Lp shows that the scaling exponent, ζ, for Lp ∼
(k/h)ζ satisﬁes ζ =−1/(p + 2). This in turn explains our previous
observations that eﬀective values for ζ vary from around ζ≈−1/3
for lower loading χ, where the eﬀective p≈ 1, to values closer to ζ
≈ −1/4 for higher χ, where the eﬀective p ≈ 2. A more complete
picture comes from detailed analysis of the eﬀective exponent ζeff
= d[log(Lp)]/d[log(k/h)]. A precise analysis of the behavior of
ζeff versus k/h (without substantial statistical noise in KMC
simulation data) is enabled by our GH formulation.19 Results
from this analysis are shown in Figure 25, conﬁrming the ideas
described above.
4.5. Detailed Analysis of Spatial Correlations for Single-File
Diﬀusion (SFD)
It is immediately clear from the dramatic failure of MF theory
that strong spatial correlations are induced by the interplay
between reaction and SFD, especially between neighboring A
and E sites. (The same applies for B and E sites, but we will
mainly restrict our discussion below to conﬁgurations involving
Figure 24.Comparison of results for the steady-state reactant concentration proﬁle for k = 0.001, h = 1, and S = 100: (a) χ = 0.2 and (b) χ = 0.8. Symbols
are KMC results and the curve is from the generalized hydrodynamic (GH) formulation. Insets show corresponding behavior for k = 0.01. Reprinted
with permission from ref 19. Copyright 2012 American Physical Society.
Figure 25. Eﬀective scaling exponent, ζeff = d[log(Lp)]/d[log(k/h)],
versus k/h for Lp (with a = 1) from noise-free GH data for a semi-inﬁnite
pore. Behavior for (a) χ = 0.2 and (b) χ = 0.8. Insets show Lp versus k/h
(log is base 10). Reprinted with permission from ref 19. Copyright 2012
American Physical Society.
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A.) The correlation between A and E sites is quantiﬁed from the
observation that the MF estimate of the A-diﬀusion ﬂux, JA(n) =
h⟨E⟩(⟨An⟩ − ⟨An+1⟩), far exceeds in magnitude the actual ﬂux, as
can be estimated by the GH formulation, JA(n) = h(⟨AnEn+1⟩ −
⟨EnAn+1⟩) ≈ hFtr(n,n+1)(⟨An⟩ − ⟨An+1⟩). Consequently, one has
that
⟨ ⟩ ⟨ ⟩ − ⟨ ⟩ ≪⟨ ⟩ − ⟨ ⟩+ + +E A A A E E A( ) ,
near the left end of the pore
n n n n n n1 1 1
(41)
Furthermore, it would seem clear that ⟨AnEn+1⟩ < ⟨An⟩⟨E⟩ and
⟨EnAn+1⟩ > ⟨E⟩⟨An+1⟩, where the relationship between these pair
quantities is shown both schematically and quantitatively in
Figure 26a. One possibility to obtain “extended” GH expressions
separately for each of ⟨AnEn+1⟩ and ⟨EnAn+1⟩ assumes that
deviations from the MF result are proportional to the relevant A
concentration, i.e., δL ∝ ⟨An⟩ and δR ∝ ⟨An+1⟩ in Figure 26a and
that the diﬀerence is determined from the GH relation (eq
35).239
It is instructive to discuss further why the above pair quantities,
⟨AnEn+1⟩ and ⟨EnAn+1⟩, are much closer than their MF estimates
and to show that analogous behavior applies to related multisite
conﬁguration probabilities. SFD dynamics places severe
constraints on the motion of A at site n, inducing a strong
anticorrelation or back-correlation in hop sequences.240 When
considering the pair probability, ⟨AnEn+1⟩, the feature that site n
+1 is designated as empty ensures that A can readily hop to this
site. Thus, it is reasonable that ⟨AnEn+1⟩ should reﬂect some sort
of average of ⟨An⟩ and ⟨An+1⟩. The latter also applies to ⟨EnAn+1⟩,
suggesting that these pair quantities have similar values.
Extending this idea, ⟨AnEn+1En+2⟩, ⟨EnAn+1En+2⟩, and ⟨EnEn+1An+2⟩
should all have similar values much closer than the MF estimates
(see Figure 26b), and the same applies to corresponding quartet
and quintet quantities (not shown). A quite reasonable
hypothesis is that the diﬀerence between the multisite
conﬁguration probabilities should reﬂect not just the diﬀerence
between the A concentration on the relevant diﬀerent sites (as in
the MF estimate) but also the small and decreasing value of Ftr.
Thus, one expects that [⟨AnEn+1⟩ − ⟨EnAn+1⟩]/[Ftr(n,n+1)(⟨An⟩
− ⟨An+1⟩)] should be around unity, as should [⟨AnEn+1En+2⟩ −
⟨EnAn+1En+2⟩]/[Ftr(n,n+1)(⟨An⟩ − ⟨An+1⟩)⟨E⟩], etc. This feature
is explicitly conﬁrmed on the basis of KMC data for pair, triplet,
etc. quantities, where the ﬁrst result just conﬁrms the GH
formulation of the diﬀusion ﬂux. Related analysis of additional
multisite probabilities can be found in Appendix E.
Finally, we consider other conﬁgurations where a pair
approximation usually better captures behavior. Conditional
probabilities ⟨An|An+1Cn+2...⟩ are often close to ⟨An|An+1⟩, so the A
at site n shields the inﬂuence of the site further right (although
shielding is weaker for C = A). The inequality ⟨An|An+1⟩ > ⟨An⟩
indicates clustering of A’s (see Figure 27a). Similar comments
Figure 26. KMC results for A→ B conversion with SFD and k = 0.001, h = 1, χ = 0.8, and S = 100 for (a) ⟨AnEn+1⟩ and ⟨EnAn+1⟩ and (b) ⟨AnEn+1En+2⟩,
⟨AnEn+1En+2⟩, and ⟨AnEn+1En+2⟩, and comparison with MF predictions.
Figure 27. KMC results for A→ B conversion with SFD and k = 0.001, h = 1, χ = 0.8, and S = 100. Assessment of the accuracy of the pair approximation
in the case of (a) shielding by A and (b) shielding by B. The inequality ⟨An|An+1⟩ > ⟨An⟩ (⟨An|Bn+1⟩ < ⟨An⟩) indicates clustering (anticlustering) of A’s (of
A and B).
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apply for ⟨An|Bn+1Cn+2...⟩, although here the inequality ⟨An|Bn+1⟩
< ⟨An⟩ indicates anticlustering of A’s and B’s (see Figure 27b).
5. GENERAL CONVERSION REACTIONS IN 1D LINEAR
NANOPORES
5.1. Nonuniform Distributions of Catalytic Sites
The previous section considered only the case of catalytic
conversion reactions in 1D nanoporous systems where catalytic
sites were uniformly distributed throughout the pore. Such
uniform distributions can be achieved, e.g., using co-
condensation techniques where the catalytic sites are incorpo-
rated during synthesis of the mesoporous material.53 However,
one generally expects that postsynthesis grafting will produce a
nonuniform distribution with catalytic groups preferentially near
the pore openings.53 Thus, it is natural to consider a simple
scenario where all sites within a speciﬁed distance of the pore
openings are catalytic and those in the interior are inert. This
scenario of catalytic end regions and other scenarios were
considered by Nedea et al.18,229,230 and by our group.53,231
For the basic irreversible conversion reaction A→ B of section
4 with SFD and a low reaction rate, if one starts with an empty
pore, there is an initial pore f illing stage where reactant A diﬀusing
into the pore can “run the gauntlet” past the catalytic sites at the
end regions to reach the inert pore interior without conversion.53
This produces a “cluster” of reactant particles in the pore center
and a correspondingly high A concentration, but with the usual
decay of reactant concentration into the reactive end regions. A
second stage occurs on a much slower time scale, where the
reactant cluster in the pore center diﬀuses back and forth, some
fraction of this reactant being converted to product each time the
cluster reaches the reactive end regions18,53,229,231 (see Figure
28). By this process, eventually all the reactant in the pore center
is converted to product and the ﬁnal concentration proﬁles are
close to those for the case where all sites are reactive.
Figure 29 shows the slow evolution of the concentration
proﬁles during the second stage, where the A concentration is
slowly reduced in the inert pore center and the proﬁles in the end
regions change little. In fact, this evolution in the pore center can
be reliably described by a “perturbed” hydrodynamic treat-
ment.53 In the hydrodynamic expression (eq 25) for diﬀusion
ﬂuxes, instead of setting Dtr = 0 as in a standard hydrodynamic
treatment of SFD in an inﬁnite system and instead of developing
a more complex GH treatment with variable Dtr(n), one simply
assigns a constant value of Dtr = D0(1 − χ)/[1 + χ(S − 1)]
corresponding to the plateau value of Dtr for a pore of ﬁnite
length L = a S. Thus, Dtr ∼ 1/L controls the time scale in this
second stage.53
5.2. Interactions between Reactant and Product Species
Some studies have considered the eﬀect on the basic A → B
conversion reaction model of section 4 of introducing
interactions between reactant and product species within the
pore.16,17,40 The standard choice is to assume nearest-neighbor
(NN) attraction, ϕ < 0, between particles in adjacent cells. In the
spirit of the basic model of section 4, this interaction is also
assumed to be independent of particle type (A or B), as is the
hopping and desorption dynamics.16 Motivated by application to
gas-phase reactions, there is assumed to be no interaction
between particles outside the pore or with a particle at the end
cell inside the pore with one just outside. A constant adsorption
rate is speciﬁed. Desorption and hopping within the pore are
assumed to be thermally activated and, thus, to reﬂect the system
temperature, T, and interactions. The model was considered for
SFD where hopping rates within the pore (and also hopping out
of the pore) are now impacted by the NN attraction in accord
with detailed balance. Speciﬁcally, hopping from a cell with one
occupied neighbor to an empty neighbor (or to the pore
exterior) is reduced by a factor of exp[ϕ/(kBT)] relative to the
case with no occupied neighbor.16
The assumption of species-independent interactions and
dynamics induces a special feature of the model analogous to
section 4. Speciﬁcally, the total concentration ⟨Xn⟩ = ⟨An⟩ + ⟨Bn⟩
at cell n just corresponds to that for the corresponding
nonreactive diﬀusion problem (i.e., if one is “color-blind” to
blue reactant and red product, one just sees a nonreactive
diﬀusion problem, but now for an interacting system).16 There
Figure 28. Sequence of conﬁgurations (Δt = 3000) for long-time
evolution in A (blue)→ B (red) conversion with SFD and k = 0.0005, h
= 1, χ = 0.9, in a pore of length S = 50 with SR = 10 catalytic sites on each
end. Those in the center are inert. Higher χmakes the reactant cluster in
the inert pore center more localized. Reprinted with permission from ref
53. Copyright 2011 American Chemical Society.
Figure 29. Long-time evolution of the concentration proﬁles for A→ B
conversion with SFD and χ = 0.8, where SR sites on each end are catalytic
and those in the center are inert. The A concentration decreases and the
B concentration increases in the inert pore center. (a) k = 0.1, h = 2, SR =
5, and S = 100. Times shown are t = 100, 150, 200. Reprinted with
permission from ref 18. Copyright 2002 American Physical Society. (b)
k = 0.001, h = 1, SR = 20, and S = 100. Times shown are t = 1, 5, 10, 40, 60
(×104). Reprinted with permission from ref 53. Copyright 2011
American Chemical Society.
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are some complications relative to the noninteracting model of
section 4. Now, the total concentration is not uniform and has a
maximum at the pore center16 (see Figure 30). End sites within
the pore are less favorable, having only one neighbor within the
pore that could be populated by an attractive particle, and thus
have lower population. This population depletion eﬀect
propagates a ﬁnite distance into the pore.
A signiﬁcant additional observation is that the exact Quastel
hydrodynamic expressions for ﬂuxes extend to this interacting
system, since interactions and dynamics are independent of
particle type.62,76 One diﬀerence is that the chemical diﬀusion
coeﬃcient for the single-species system, D0(X), is now
dependent on the concentration, X.62,80,225,236 The tracer
diﬀusion coeﬃcient, Dtr(X), for an inﬁnite system will also
reﬂect the presence of interactions (but again it would be
identically zero for SFD).236 It is natural to develop a GH
formulation for this system, where Dtr(n) could be obtained by
the RW algorithm as in section 4 for a tagged particle in an
interacting lattice-gas with the appropriate adsorption and
desorption rates, and thus the appropriate concentration proﬁle.
5.3. Reactivity versus Conversion F ≥ 0 for Reversible
Reactions
The treatment in section 4 considered only the initial stage of the
irreversible conversion reaction A → B where an insigniﬁcant
fraction, F ≈ 0, of the reactant, A, in the external ﬂuid
surrounding the pores was converted to product, B. We also
allowed for the possibility of exchange with pex > 0 relaxing the
SFD constraint. Here, we consider more general reversible ﬁrst-
order conversion reactions where the forward reaction A → B
occurs at rate k and the reverse reaction B→A at rate k′ (so k′ = 0
recovers an irreversible reaction).40,99 Also going beyond section
4, we will consider the overall kinetics for general conversion, 0≤
F ≤ Feq, rather than just initial behavior at F ≈ 0. We introduce
the equilibrium constant Keq = k/k′ and the associated
equilibrium conversion fraction Feq = Keq/(Keq + 1). Thus, for
irreversible reaction, one has Keq = ∞ and naturally Feq = 1
(reaction to completion).
We have noted in section 2 a natural separation of time scales
between that of the overall reaction (ca. hours) and the time for
the concentration proﬁles within the pore to “instantaneously
equilibrate” to a given concentration of reactants and product in
the exterior ﬂuid (ca. minutes). Thus, below we refer to
instantaneous steady-state proﬁles for speciﬁc F values. One can
therefore determine the net reactivity or turnover frequency
(TOF), Rrxn(F), as explicitly deﬁned below, for a sequence of
increasing F values for 0 ≤ F ≤ Feq, and then piece together this
TOF data to obtain the overall reaction kinetics.99
For the general reversible model, the instantaneous steady-
state concentrations in the center of a long pore will be given by
⟨Aeq⟩/⟨Beq⟩ = Keq for any 0 ≤ F ≤ Feq. Also, it is natural to deﬁne
an excess reactant concentration,99 ⟨ΔAn⟩ = ⟨An⟩ − ⟨Bn⟩/Keq, at
site n. The net reactivity or TOF is now given by99
∑ ∑= ⟨ ⟩ − ′⟨ ⟩ = ⟨Δ ⟩R k A k B k A( )
n
n n
n
nrxn
(42)
For any 0 ≤ F < Feq, the instantaneous steady-state values of
⟨ΔAn⟩will have the same form as ⟨An⟩ for an irreversible reaction,
i.e., decaying to zero approaching the center of a long pore (see
Figure 31). Indeed, much of the qualitative picture for
irreversible reactions with F ≈ 0 applies in this more general
reversible case with 0 ≤ F < Feq if one replaces ⟨An⟩ by ⟨ΔAn⟩.
Furthermore, once again a MF description gives a reasonable
picture of behavior, and a higher-level pair treatment has
quantitative predictive capability provided that all rates are
comparable40 (see again Figure 31). Of course, for the long-time
global equilibrium of the system, ⟨An⟩ and ⟨Bn⟩ become uniform
with ⟨An⟩/⟨Bn⟩ = Keq and ⟨ΔAn⟩ = 0.
For these basic models, it is not necessary perform separate
simulations to determine Rrxn(F>0), as one can show that the
dependence of Rrxn on F is exactly linear.
99 This behavior is a
consequence of two features of the governing equations for the
model in the GH formulation. The ﬁrst is that the steady-state
discrete RDE’s can be recast as homogeneous F-independent
linear equations for the excess concentrations ⟨ΔAn⟩. This
observation uses the fact that the total concentration remains
constant and uniform throughout the reaction, and as a results
Ftr(n) is independent of F. The second feature is that the
boundary conditions recast in terms of the ⟨ΔAn⟩ have an
inhomogeneous linear form with nonzero driving term propor-
Figure 30. Reactant concentration proﬁles for A→ B conversion with
SFD and attractive NN interactions satisfying exp[ϕ/(kBT)] = 0.1.
Parameters were chosen as k/h = 2κ (varied as shown), χ = 0.1, and S = 8.
The reactant concentration proﬁle for no reaction (κ = 0) gives the total
concentration for all κ ≥ 0. Reprinted with permission from ref 16.
Copyright 1997 American Physical Society.
Figure 31. Steady-state concentration proﬁles near the left end of a pore
for a reversible A↔ B conversion reaction for SFD withKeq =
5/2 so that
Feq =
5/7. Results are shown for F =
2/3 with ⟨A0⟩/⟨B0⟩ = 0.5, hA = 2, hB =
3 (where unequal hop rates are discussed in detail in section 5.7), k =
0.05, and k′ = 0.02. Reprinted with permission from ref 40. Copyright
1991 Permagon.
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tional to (1 − F/Feq). See ref 99 for a more detailed analysis.
Thus, we conclude that
= −R F F F R( ) [1 / ] (0)rxn eq rxn (43)
This behavior is shown in Figure 32a for an irreversible reaction
for pex = 0 (SFD),
1/4, and 1 (unhindered diﬀusion) where Feq =
1. In the inset, we show the behavior for a reversible reaction with
Keq = 2, so Feq =
2/3. The results of Figure 32a show that the initial
reactivity for F = 0 in the irreversible and reversible cases is quite
similar, particularly for SFD. This reﬂects the feature that the
entire excess reactant concentration proﬁles are similar in these
two cases, as shown in Figure 32b and elucidated in ref 99.
Finally, we note that our results for Rrxn(F) encode complete
information about the overall reaction kinetics for conversion of
reactant to product in the ﬂuid surrounding the pores.
Speciﬁcally, since F = 1 − ⟨A0⟩/⟨X0⟩, one has that
ε
ε
⟨ ⟩ =
⟨ ⟩ = ⟨ ⟩ − ⟨ ⟩ −
t A R F
A X R X t
d/d ( ) and
exp[ (0)( ) ]
0 rxn
0 0 rxn 0
1
(44)
i.e., there is a simple exponential decay of the reactant
concentration.99 Here, ε denotes the ratio of the number of
pores to the number of 3D cells in the external ﬂuid.
5.4. Controlling Reactivity by Tuning Reaction
Product−Pore Interior Interactions
We have already indicated in section 2.1 the potential of
multifunctionalization of nanoporous or mesoporous catalytic
materials to enhance reactivity.96−98 One thermodynamic
perspective is that by functionalizing the pore interior to provide
an unfavorable environment to reaction products, one can shift
the equilibrium of a reversible reaction toward completion.98 It is
also conceivable that multifunctionalization could modify the
system kinetics.99 Adjusting the interaction between reaction
products and the pore interior could impact diﬀusivity; however,
on general thermodynamic grounds, it is only possible to say that
this will modify the ratio of adsorption to desorption rates at the
pore openings.99
To assess this behavior, we introduce one extra parameter, α,
into the reversible ﬁrst-order A↔ B conversion reaction model
describe above, where the rate for a product to hop from a site
just outside the pore to one just inside the pore is given by αh
(and all other hop rates remain at the value h)99 (see Figure 33).
Thus, α = 1 corresponds to a neutral pore (no attraction or
repulsion), α < 1 corresponds to product−pore wall repulsion
with inhibited reentry of product to the pore (α = 0 corresponds
to blocked reentry), and α > 1 corresponds to product−pore wall
attraction with enhanced reentry of product to the pore. For the
model with exchange of adjacent A and B within the pore with
probability pex, one could consider the possibility of including
exchange between species of diﬀerent types just within and just
outside the pore. One choice is to forbid such processes.
However, there are other choices consistent with detailed
balance, e.g., A (B) outside exchanges with B (A) just inside at
rate pexh (αpexh). See ref 99 for a more detailed discussion of the
corresponding algorithms to determine Ftr(n).
With this modiﬁed product reentry, it is clear that now the
total particle concentration within the pore, ⟨Xin⟩, will not in
general equal the total concentration, ⟨X0⟩, outside the pore. To
assess ⟨Xin⟩, it is convenient to determine the total adsorption
and desorption hopping ﬂuxes99
α= − + ⟨ ⟩ − ⟨ ⟩
= ⟨ ⟩ − ⟨ ⟩
J F F h X X
J h X X
[(1 ) ] (1 )
and (1 )
ads 0 in
des in 0 (45)
Equating these ﬂuxes yields99
α α⟨ ⟩ = + − ⟨ ⟩ + − ⟨ ⟩X F X F X[1 ( 1) ] /[1 ( 1) ]in 0 0 (46)
Thus, ⟨Xin⟩ = ⟨X0⟩ for α = 1 as in our previous modeling. Also,
⟨Xin⟩ decreases progressively below ⟨X0⟩with increasing F for α <
1, and ⟨Xin⟩ increases progressively above ⟨X0⟩ with increasing F
for α > 1. As a consequence, a precise GH analysis of this model
for α ≠ 1 requires determination of Ftr(n) for a range of relevant
total concentrations, ⟨Xin⟩ (in contrast to our previous analysis,
where ⟨Xin⟩ = ⟨X0⟩ ≥ χ is ﬁxed).
Of particular signiﬁcance is the extent to which selecting α≠ 1
shifts the overall reaction equilibrium. Note ﬁrst that equilibrium
concentrations ⟨An⟩ = ⟨Ain⟩eq and ⟨Bn⟩ = ⟨Bin⟩eq within the pore
are uniform and satisfy ⟨Bin⟩eq /⟨Ain⟩eq =Keq = k/k′. However, the
overall equilibrium outside the pore is determined not just byKeq
but also by the adsorption−desorption bias. To determine this
overall equilibrium, one can balance the species-speciﬁc
adsorption and desorption hopping ﬂuxes for A and B,99 i.e.,
α
⟨ ⟩ − ⟨ ⟩ = ⟨ ⟩ − ⟨ ⟩
⟨ ⟩ − ⟨ ⟩ = ⟨ ⟩ − ⟨ ⟩
A X A X
B X B X
[1 ] [1 ] and
[1 ] [1 ]
0 eq in eq in 0
0 eq in eq in eq 0 (47)
These identities imply that99
α α⟨ ⟩ ⟨ ⟩ = = +B A K F K K/ / and /( )0 eq 0 eq eq eq eq eq
(48)
This recovers the previous expression for Feq for no bias (α = 1)
and also the obvious result that Feq = 1 for blocked reentry (α =
Figure 32. (a) Reactivity versus conversion, F, for an irreversible A→ B
conversion reaction. The inset shows behavior for a reversible reaction
with Keq = 2. (b) Excess reactant concentration, ⟨ΔAn⟩ = ⟨An⟩ −
⟨Bn⟩/Keq, versus n comparing irreversible and reversible reactions for F =
0. Parameters are k = 0.001, k′ = 0.0005, h = 1, χ = 0.8, and S = 100.
Reprinted with permission from ref 99. Copyright 2013 American
Institute of Physics.
Figure 33. Schematic of adsorption−desorption processes in our
spatially discrete stochastic modeling that incorporates a modiﬁed rate
for product readsorption.
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0) even for a reversible reaction, i.e., blocking product reentry
drives the reaction to completion.
Next, we present the key results for reactivity versus F for these
models with modiﬁed product reentry.99,241We focus on the case
of SFD. Figure 34a shows behavior for an irreversible reaction
where one always has Feq = 1, so the reaction equilibrium is not
aﬀected by the value of α, and one might not anticipate that
reactivity should strongly depend on α. However, for blocked
product reentry (α = 0), one ﬁnds that not only does Rrxn not
decrease like 1 − F (as for α = 1) but that Rrxn actually increases
slightly with F, achieving a maximum for F ≈ 0.6 before
decreasing to zero at F = Feq = 1. For enhanced product reentry
(α > 1), Rrxn decreases faster than 1 − F, so overall reactivity is
low. These strong changes in reactivity do not reﬂect a shift in
reaction equilibrium but rather the eﬀect of the changing the
particle concentration, ⟨Xin⟩, inside the pore with increasing
F.99,241
This change in ⟨Xin⟩ eﬀects reactivity in two ways, the
dominant one being the substantial impact on the generalized
tracer diﬀusivity, Ftr(n), as shown in Figure 22 of section 4.2.
Higher diﬀusivity and thus reactivity follow for lower ⟨Xin⟩. The
second eﬀect is a change in the adsorption rate of reactant to the
pore, RA(ads) = h⟨A0⟩[1 − ⟨Xin⟩], higher rates, and thus
reactivity again following from lower ⟨Xin⟩. As an example,
consider the case ⟨X0⟩ = 0.8 of Figure 32, where for F = 1/2, one
has that ⟨Xin⟩ =
2/3≈ 0.67 for α = 0 versus ⟨Xin⟩ = 12/13≈ 0.92 for
α = 5.
Finally, in Figure 34b, we show corresponding results for the
reversible reaction with Keq = 2. Now, there is an even stronger
enhancement in reactivity for lower α. In addition to the eﬀects
described above for the irreversible reaction, behavior here also
reﬂects the shift in reaction equilibrium.
5.5. Concentration-Dependent First-Order Conversion
Reactions
In all our above examples of catalytic reactions in 1D nanoporous
systems, the reaction kinetics was simple noncooperative ﬁrst-
order kinetics and thus determined solely by site concentrations
and not directly impacted by spatial correlations. A signiﬁcantly
more challenging problem is to consider cooperative ki-
netics,36,48,242 where the nonequilibrium spatial correlations
induced by restricted mobility directly impact reaction kinetics.
To this end, we naturally ﬁrst consider a cooperative version of
the irreversible A → B conversion reaction, where reaction is
enhanced by the presence of neighboring reactant species.
Speciﬁcally, we simply modify the basic ﬁrst-order A → B
conversion reaction model of section 4 by specifying that
reaction occurs for an Awith both neighboring cells populated by
A, i.e., AAA→ ABA, at rate k; reaction occurs for A with exactly
one neighboring cell populated by A, i.e., AAZ→ ABZ and ZAA
→ ZBA, where Z = B or E, at rate k/2; reaction is blocked for A
when neither neighboring cell is occupied by A, i.e., A in ZAZ
does not react. Again for this model, the total concentration
satisﬁes a simple diﬀusion equation, so in the steady state, one has
that ⟨Xn⟩ = ⟨X0⟩ = χ is uniform.
For this cooperative model, the discrete RDE become for 1 < n
< S
⟨ ⟩ = − − ∇
⟨ ⟩ = + − ∇
t A R n J i
t B R n J n
d/d ( ) ( )
d/d ( ) ( )
n
n
rxn A
rxn B (49)
where
Figure 34. Reactivity versus conversion, F, for (a) an irreversible A→ B
reaction and (b) a reversible A↔ B reaction withKeq = 2. Parameters are
k = 0.001, h = 1, χ = 0.8, and S = 100. Results are shown where reentry of
product, B, is blocked (α = 0), neutral (α = 1), or enhanced (α = 5).
Reprinted with permission from ref 241. Copyright 2014 Materials
Research Society.
Figure 35. (a) Steady-state concentration proﬁles for the cooperative A→ B conversion reaction with SFD and h =1, k = 0.001, S = 100, and χ = 0.8. (b)
Probabilities of multisite conﬁgurations, ⟨AnEn+1En+2 ...En+mAn+m+1⟩ for m ≥ 0, which vanish in the pore center; the inset shows scaled quantities
⟨AnEn+1En+2 ...En+m‑1An+m⟩/⟨E⟩
m. Also shown at the top are simulation snapshots of steady-state distributions in ﬁve pores.
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The latter simpliﬁed form for Rrxn(n) is exact, and the expressions
for the diﬀusion ﬂuxes are unchanged from section 4. For this
model with constant ⟨Xn⟩ = ⟨X0⟩ = χ in the steady state, we
anticipate that it is again reasonable to use the GH expression for
the diﬀusion ﬂux derived in section 4, i .e. , JA =
−hFtr(n,n+1)(⟨An+1⟩ − ⟨An⟩), where the ⟨An⟩ are speciﬁc to
this model. However, the above equations are not closed, as the
reaction kinetics is determined by the pair quantities ⟨AmAm+1⟩,
which as we shall see incorporate strong nontrivial correlations,
at least for SFD. In fact, for SFD, one can anticipate the behavior
of these quantities: reaction in the pore center where diﬀusion is
strongly inhibited should result in the disappearance of all AA
pairs, i.e., ⟨AmAm+1⟩→ 0, while the A concentration ⟨An⟩ remains
ﬁnite. Thus, the resulting steady-state conﬁguration in the pore
center will consist of isolated A’s separated by clusters of one or
more B’s. These features are conﬁrmed by KMC simulation.
Figure 35a shows the site concentration proﬁles, with the inset
showing a typical conﬁguration of A and B in the steady state.
With regard to the behavior of AA pair concentrations,
⟨AnAn+1⟩, it is actually instructive to consider behavior of a
broader family of quantities including ⟨AnEn+1An+2⟩,
⟨AnEn+1En+2An+3⟩, etc. The nature of SFD means that the A’s at
the ends of these conﬁgurations are strongly conﬁned within the
pore. The feature that the intervening sites are empty ensures
that this pair of A’s can and will reach adjacent sites, facilitating
reaction. Thus, one expects that all of these quantities should
eﬀectively vanish in the pore center, just like ⟨AnAn+1⟩. Figure 35b
shows KMC results for these quantities, conﬁrming the above
ideas. In fact, this data is further analyzed to show that
⟨AnEn+1En+2...En+mAn+m+1⟩/⟨E⟩
m for m = 1, 2, and 3 decay
comparably to ⟨AnAn+1⟩ as n increases above n = 1.
The above observations constitute a dramatic failure of the pair
and even higher-order approximations. We have already noted an
analogous failure for the basic noncooperative A→ B model in
section 4.5, but here the failure is more extreme. For example, the
pair approximation factors all of ⟨AnEn+1An+2⟩, ⟨AnEn+1En+2An+3⟩,
etc., as a product of quantities including ⟨AnEn+1⟩ ⟨EmEm+1⟩, etc.,
which do not vanish in the pore center.
Given the above observations, reliable analytic treatment of
this model is diﬃcult, even exploiting the GH formulation or its
extensions, such as the individual expressions for ⟨AnEn+1⟩ and
⟨EnAn+1⟩ described in section 4.5. A simple MF treatment will
artiﬁcially force the ⟨An⟩ concentration to zero in the pore center.
Instead, one must treat the equation for ⟨AnAn+1⟩ pairs, which for
1< n < S − 1 has the form
⟨ ⟩ = − ⟨ ⟩ − ⟨ ⟩
− ⟨ ⟩ +
− +
+ + − +
+ +
t A A k A A k A A A
k A A A J n L
J n R
d/d /2
/2 ( ; )
( 1; )
n n n n n n n
n n n
1 1 1 1
1 2 AA
AA (51)
where JAA(n;L) and JAA(n+1;R) have the same form as in eq 21.
The reaction terms have been exactly rewritten as a combination
of AA pairs and AAA triples, and the latter can be reasonably
factorized using a pair approximation. The real diﬃculty comes in
the treatment of the diﬀusion terms, e.g., JAA(n;L) includes the
diﬀerence ⟨An‑1EnAn+1⟩ − ⟨En‑1AnAn+1⟩. The second term can be
reasonably factorized using the pair approximation, but not the
ﬁrst, for which the pair factorization fails to vanish in the pore
center. Actually, one does better obtaining qualitatively
reasonable results using the crude factorization ⟨An‑1EnAn+1 ⟩ −
⟨En‑1AnAn+1⟩→ (⟨An‑1En ⟩ − ⟨En‑1An⟩)⟨An+1⟩ and then naturally
using GH theory to reliably describe the diﬀerence in the ﬁrst
factor.
5.6. Second-Order Bimolecular Conversion Reactions
Many catalytic conversion reactions in 1D nanoporous materials
are bimolecular.9,10,96−98 Also, our studies of 2D surface
reactions will focus on bimolecular reactions. For these reasons,
it is appropriate and natural to consider a basic irreversible
bimolecular reaction, A + B → C + D. The formulation of the
model mimics that of the basic A → B conversion model. For
simplicity, we will assume that all species have identical hopping
and adsorption/desorption dynamics, where h denotes the hop
rate to adjacent empty sites. To relax the SFD constraint, one
could allow exchange of distinct species on adjacent sites at rate
pexh. Reaction occurs at rate k for A and B on adjacent sites, with
A being converted to C and B to D. It is clear that the total
concentration, ⟨Xn⟩ = ⟨An⟩ + ⟨Bn⟩ + ⟨Cn⟩ + ⟨Dn⟩, will again satisfy
Figure 36. (a) Steady-state concentration proﬁles for reactants ⟨An⟩ = ⟨Bn⟩ and products ⟨Cn⟩ = ⟨Dn⟩ for the A + B→ C + D bimolecular conversion
reaction with SFD and h = 1, k = 0.001, S = 100, and χ = 0.8. (b) Probabilities of multisite conﬁgurations, ⟨AnEn+1En+2...En+mBn+m+1⟩ form≥ 0, vanishing in
the pore center. Inset: scaled quantities ⟨AnEn+1En+2...En+m‑1Bn+m⟩/⟨E⟩
m. Also shown at the top are simulation snapshots of steady-state distributions in
ﬁve pores.
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a simple diﬀusion equation. The default initial conditions assign
equal concentrations ⟨A⟩0 for A and ⟨B⟩0 for B outside an empty
pore, with no reactant present. Then, it follows that ⟨An⟩ = ⟨Bn⟩
and ⟨Cn⟩ = ⟨Dn⟩ for all n and all later times. We will set ⟨A⟩0 =
⟨B⟩0 = 0.4, so that ⟨X0⟩ = χ = 0.8.
For this bimolecular reaction model, the discrete RDE’s
become
⟨ ⟩ = − − ∇
⟨ ⟩ = + − ∇
t A R n J n
C R n J n
d/d ( ) ( ) and
d/dt ( ) ( )
n
n
A A
A C (52)
where RA(n) = k⟨Bn‑1An⟩ + k⟨AnBn+1⟩, with analogous equations
for ⟨Bn⟩ and ⟨Dn⟩, and expressions for the diﬀusion ﬂuxes are
unchanged from section 4. For this model with constant ⟨Xn⟩ =
⟨X0⟩ in the steady state, it should be reasonable to use the GH
expression for the diﬀusion ﬂuxes derived in section 4, e.g., JA =
−hFtr(n,n+1)(⟨An+1⟩ − ⟨An⟩), where the ⟨An⟩ are speciﬁc to this
model. However, analysis of the above equations requires
determination of the pair quantities ⟨AmBm+1⟩ and ⟨BmAm+1⟩,
which incorporate strong nontrivial spatial correlations at least
for SFD, analogous to ⟨AmAm+1⟩ in the cooperative reaction
model of section 5.5.
In fact, this analogy extends further: for SFD, reaction in the
pore center, where diﬀusion is strongly inhibited, should result in
the disappearance of all AB and BA pairs, while the concentration
or reactants ⟨An⟩ and ⟨Bn⟩ remains ﬁnite (an extreme case of
reactant pair depletion described in section 1). Resulting steady-
state conﬁgurations in the pore center will consist of isolated A’s
and clusters of A separated from isolated B’s and clusters of B’s by
one or more product species, C or D. Figure 36a shows KMC
results for the site concentration proﬁles, with the inset showing a
typical conﬁguration in the steady state. Figure 36b conﬁrms that
⟨AmBm+1⟩ and ⟨BmAm+1⟩ vanish in the pore center, as do related
quantities such as ⟨AmEm+1Bm+2⟩, ⟨AmEm+1Em+2Bm+3⟩, etc., where
the SFD constraint together with the empty central sites ensures
that the A and B on the ends of these conﬁgurations will diﬀuse
together and react. This behavior implies that pair or higher-
order approximations fail to accurately capture the behavior of
these quantities.
Again analogous to the cooperative reaction model in section
5.5, reliable analytic treatment of this model is diﬃcult. A simple
MF treatment will artiﬁcially force reactant concentrations to
zero in the pore center. Instead, one must treat the equation for
⟨AnBn+1⟩ pairs, in which reaction terms can reasonably be
factorized in a pair approximation but not certain diﬀusion terms
such as ⟨En−1AnBn+1⟩. The pair factorization for ⟨En−1AnBn+1⟩
does not vanish in the pore center, in contrast to actual behavior.
5.7. Unequal Mobility of Reactants and Products
While mobilities of molecular reactant and product species
through the solvent might be expected to be comparable, they
will not in general be exactly equal. Thus, it is appropriate to
consider the generalization of our basic A→ B conversion model
of section 4 to the case of unequal hop rates of hA for reactant A
and hB for product B to NN empty cells.
40 Thus, A hops to
adjacent empty cells within the pore or from an end cell within
the pore to an empty site just outside with rate hA. Also, an A in
the ﬂuid cell just outside the pore hops to an empty end cell
within the pore with rate hA. An analogous prescription applies
for the diﬀusive hopping dynamics of B. Just allowing diﬀusion
via hopping of both species imposed a SFD constraint. One can
relax this constraint by also incorporating exchange of adjacent A
and B at rate 1/2(hA + hB)pex. Some insight into the dependence
of pex on the molecular versus pore size and on the relative
mobilities is given in Appendix A. Figure 37 shows the steady-
state concentration proﬁles for this model for SFD (pex = 0)
choosing hA = 10 and hB = 1, as well as hA = 1 and hB = 10, for
reaction rate k = 0.01. In general terms, the behavior is the same
as in the basic model with equal hop rates for A in that the
reaction is conﬁned to near the pore openings, with the reactant
concentration decaying quickly to zero away from these
openings. However, a fundamental diﬀerence from the basic
model is that now the total concentration is no longer constant,
reﬂecting the feature that ⟨Xn⟩ = ⟨An⟩ + ⟨Bn⟩ is no longer
described by a simple single-species nonreactive diﬀusion
problem. Thus, the nonequilibrium reactive steady state in this
model is more fundamentally complex than that in the basic
model.
A key observation from Figure 37 is that the total
concentration increases going into the pore for hA > hB, only
achieving a constant plateau value in the pore center,
corresponding to the product population as the reactant
concentration has vanished. The opposite applies for hA < hB;
i.e., the total concentration decreases. This behavior can be
understood qualitatively at the MF level. In the discrete RDE’s
for this model, which have the general form of eq 16, as in the
basic model, the diﬀusion ﬂuxes are now
= > + = ⟨ ⟩ − ⟨ ⟩
= > + = ⟨ ⟩ − ⟨ ⟩
+ +
+ +
J n J n n h A E E A
J n J n n h B E E B
( ) ( 1) ( ) and
( ) ( 1) ( )
n n n n
n n n n
A A A 1 1
B B B 1 1 (53)
Figure 37. Steady-state concentration proﬁles for the A→B conversion reaction for SFDwith unequal hop rates for A and B, and k = 0.01, S = 50, and χ =
0.2: (a) hA = 10, hB = 1 and (b) hA = 1, hB = 10.
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It is clear that in the reactive steady state these ﬂuxes must cancel,
i.e., JA(n) + JB(n) = 0, since reaction does not create particles. As a
result, in the MF approximation, where we also neglect the
diﬀerence between ⟨En+1⟩ and ⟨En⟩, one has that
⟨ ⟩ − ⟨ ⟩ ≈ ⟨ ⟩ − ⟨ ⟩+ +h A A h B B( ) ( )n n n nA 1 B 1 (54)
Thus, hA > hB enforces a smaller discrete gradient in the
decreasing A concentration than that in the increasing B
concentration, resulting in an increase in the total concentration
into the pore. The opposite holds for hA < hB.
It is appropriate to discuss the possibility of hydrodynamic and
generalized hydrodynamic formulations for this system.19,62 These
formulations require analysis of the chemical diﬀusion tensor for
a noninteracting mixture of two species hopping to adjacent
empty sites on a lattice with distinct hop rates (and potentially
also including the possibility of exchange).62 The starting point is
Onsager’s theory from section 3.5, which gives the diﬀusion
tensor as D = Λ·χ−1. Although, this is a relatively simple system,
no complete closed-form analytic results exist, in contrast to the
Quastel result for equal hop rates.76 However, some partial
results can be provided. Below we retain the parentheses brackets
around A and B to indicate that we refer to local concentrations.
Since the thermodynamics is trivial for this system, one has the
following exact results available for the compressibility tensor7
χ
χ
χ χ
= ⟨ ⟩ − ⟨ ⟩
= ⟨ ⟩ − ⟨ ⟩
= = − ⟨ ⟩⟨ ⟩
−
−
−
k T A A
k T B B
k T A B
( ) (1 ),
( ) (1 ),
( )
AA B
1
BB B
1
AB BA B
1
(55)
and det χ = (kBT)
−2⟨A⟩⟨B⟩⟨E⟩. Thus, one can show that7,62
= ⟨ ⟩⟨ ⟩⟨ ⟩ ⟨ ⟩ − ⟨ ⟩ Λ
+ ⟨ ⟩⟨ ⟩Λ
= ⟨ ⟩⟨ ⟩⟨ ⟩ ⟨ ⟩⟨ ⟩Λ
+ − ⟨ ⟩ ⟨ ⟩Λ
−
−
D k T A B E B B
A B
D k T A B E A B
A A
( )[ ] [ (1 )
] and
( )[ ] [
(1 ) ]
AA B
1
AA
AB
AB B
1
AA
AB (56)
with analogous expressions for DBB and DBA. The complication
now is the nontrivial form of the conductivities, although
Onsager reciprocity62 implies that ΛBA = ΛAB.
However, some progress can be made for the special case of
SFD in the hydrodynamic limit. Recall that ΛCD measures the ﬂux
of C in response to imposing a biased diﬀusion on D. For SFD, it
is clear that imposing a bias on the diﬀusion of one species will
induce diﬀusive ﬂuxes in both species in proportion to their
concentrations, i.e.,
Λ Λ = ⟨ ⟩ ⟨ ⟩ Λ Λ = ⟨ ⟩ ⟨ ⟩A B B A/ / and / /AA BA BB AB (57)
Then, it immediately follows from eq 56 that
= = Λ ⟨ ⟩⟨ ⟩D D k T A E( ) /( )AA AB B AA (58)
with an analogous expression for DBB = DBA. These equalities
imply that no chemical diﬀusion ﬂux exists for a constant total
concentration, just as for the case of equal mobility. Complete
determination of D’s requires use of a nontrivial exact relation
between conductivities for mixed noninteracting systems (see
Appendix F) which implies that19
= − ⟨ ⟩ ⟨ ⟩ + ⟨ ⟩ ∇⟨ ⟩J D D A D B D A X/[ ]A 0
A
0
B
0
A
0
B
(59)
The expression for JB is analogous replacing ⟨A⟩ by ⟨B⟩ in the
numerator. With these expressions, one could, for example,
describe the shape and scaling of concentration proﬁles during
pore ﬁlling (starting from an empty pore).
Ideally, we wish to develop a generalized hydrodynamic theory
not just for SFD but also incorporating the possibility of
exchange. In the hydrodynamic regime for an inﬁnite system, it is
clear that introducing exchange with pex > 0 makes tracer
diﬀusion coeﬃcients become nonzero. In this analysis, one lets
the tagged particle exchange with any other particle, analogous to
the treatment in sections 3.5 and 4. Since A and B exchange
together at the same rate, it is plausible that there is a common
Dtr. Presumably, this Dtr would appear in hydrodynamic
expressions for the chemical diﬀusion ﬂuxes. A GH treatment
based on the RW approach would mimic sections 4.3 and 4.4,
and one would expect enhancement of tracer diﬀusivity near pore
openings that is dependent on species type and reﬂects the
associated hop rate. Further development and analysis of these
issues would be an important contribution to the treatment of
transport and reaction in 1D nanoporous systems.
6. REALISTIC MSLG MODELING OF CATALYTIC
REACTIONS ON 2D FCC METAL SURFACES
There is limited realistic and comprehensive multisite lattice-gas
(msLG) modeling of catalytic reactions on metal surfaces at
lower pressures (lower P) that (i) incorporates multiple
adsorption site types where appropriate to accurately capture
adlayer ordering and reaction conﬁgurations; (ii) inputs accurate
adsorption energies and multiple adspecies interactions, which
control adlayer ordering; (iii) appropriately treats the rapid
surface diﬀusion of at least some reactant adspecies; and (iv)
realistically treats the environment dependence of adsorption
dynamics and of rates for various thermally activated processes
(diﬀusion, desorption, and reaction). Here, we focus on
modeling including these ingredients. Selection of the energetics
is generally facilitated by DFT analysis. However, ideally this is
validated by or suitably reﬁned by comparison with experimental
observations. In particular, it is appropriate and valuable to assess
model behavior for the constituent single-component systems
and to compare with experimental data for ordering, etc. (see
section 6.1).
Perhaps the simplest and most extensively studied reaction is
CO oxidation, where substantial experimental data is available
both for the reaction kinetics and for behavior related to single-
component CO and O adlayers. Thus, we ﬁrst discuss this
reaction. For fcc(100) surfaces, the ﬁrst realistic modeling for CO
oxidation was attempted in 2004 for an unreconstructed Pd(100)
surface.45 This modeling was subsequently extended to model
experimental TPR studies,71 and reﬁned to include a more
realistic description of adsorption dynamics.7 Below we describe
the current, more generic version of the model that has been
applied to Rh(100)169 and more recently to unreconstructed
Pt(100) and Ir(100) surfaces.7 For fcc(111) surfaces, a
particularly signiﬁcant early study43 in 2001 by Völkening and
Wintterlin employed KMC simulation of a tailored model guided
by low-T titration studies exposing an O-precovered Pt(111)
surface. Recent signiﬁcant advances have been made in several
more detailed and realistic modeling studies of CO oxidation for
Pt(111)170,243 and also for Pd(111).244
We should also note a long prior history of simpliﬁed generic
lattice-gas modeling, but this often ignoring or including limited
surface mobility.24−27,245 However, characteristic behavior under
low-P conditions (e.g., strong bistability and hysteresis and
diﬀuse reaction front propagation) is controlled by the high CO
mobility. Indeed, other studies of simpliﬁed models have
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accounted for rapid mobility of at least some adspecies
sometimes by using hybrid modeling formulations and
simulation techniques,66,69,187−190 which can provide insight
into the above-mentioned low-P behavior.
Another class of reactions that have been the recent subject of
realistic modeling involve NO oxidation and decomposition on
fcc(111) and fcc(100) surfaces, together with related reac-
tions.121,124−131 Of particular interest here is the inﬂuence of the
O-coverage on reaction kinetics. Thus, we will also discuss this
work. Finally, it is appropriate also to comment on early
pioneering work by Neurock and co-workers utilizing ab initio
KMC simulations to model the hydrogenation of unsaturated
hydrocarbons141,142 and to give an example of other recent
eﬀorts to model more complex reaction systems.
As an aside, in describing the modeling below, it is often
convenient to convert the gas-phase pressure, Pα, for species α to
an impingement rate per unit cell (with area A) on the surface, pα.
One has that pα = APα/(2πMαkBT)
1/2, where Mα is the atomic
mass (so, e.g.,MCO = 26 andMO = 32). Thus, one has that pα ≈
105Pα with pα in units of ML/s and Pα in mbar (where 1 Torr =
1.33 mbar and 1 atm = 760 Torr).
6.1. Prelude: LG and msLG Modeling for Chemisorbed
Adlayers
There is a long history of the eﬀective application of statistical
mechanical lattice-gas (LG) modeling to assess the behavior of
single-component chemisorbed layers. In particular, this work
considered adlayer ordering and associated 2D phase tran-
sitions,20,21 temperature-programmed desorption (TPD) spec-
tra,246 the coverage dependence of the heat of adsorption,247 and
chemical diﬀusion.80,248 Other work considered the kinetics of
adlayer ordering and also adsorption kinetics or sticking
probabilities. Note that TPD (and reaction) modeling requires
information on adsorption kinetics as input.
Traditional LG modeling would include adsorption energies
and adspecies interactions as free parameters, which are then
determined by ﬁtting to experimental data. First, we review
studies in this category. Insight into adsorption energy comes
from the TPD spectra, with isolated adspecies binding extracted
from peak positions in the low coverage regime, e.g., via a
Redhead analysis. TPD spectra for higher coverages assessed by
KMC simulation, or by alternative methods assuming equili-
brated adlayers, provide insight into adspecies interactions (see,
e.g., refs 249−252). Conventional Monte Carlo simulation and
also ﬁnite-size-scaling transfer matrix or renormalization group
analyses for adlayer ordering independently provide insight into
adspecies interactions (see, e.g., refs 20, 21, 253−264). The same
applies for analysis of the coverage dependence of the adsorption
energy (see, e.g., refs 262, 265−267). Such studies can provide
critical validation of DFT energetics given limitations in
describing adsorption energies and site preferences. They also
provide an invaluable check on interactions, as adlayer ordering is
exquisitely sensitive to these. A few studies have implemented
LG modeling of ordering and TPD for nonreactive mixed
adlayers, where an issue of particular relevance is phase
separation due to purely repulsive interactions.268−272
LG modeling of the reﬁlling of denuded regions in laser-
induced thermal desorption experiments provided direct insight
into the coverage dependence of chemical diﬀusivity.80,248
Starting in the 1980s, there was also considerable interest in
traditional LG modeling of the kinetics of domain growth or
coarsening during adlayer ordering.273−279 Such analyses can
provide insight into adlayer diﬀusivity, although complicated by
adspecies interactions at higher coverages. There has also been
some lattice-gas modeling of adsorption kinetics or sticking
probabilities, in particular, including an assessment of ensemble
eﬀects for dissociative adsorption.155−157,277,278 Any T depend-
ence of sticking can also provide insight into surface diﬀusivity.261
However, such experimental information is very limited.
Rather than the traditional approach treating energies as free
parameters, or using a semiempirical potential to describe
interactions,279 the availability of DFT analysis naturally
prompted more recent so-called ab initio MC and KMCmodeling,
where all energetic input parameters in the modeling are taken
from DFT analysis.22,46 Such modeling has been extensively
implemented for single-component adlayers primarily to
describe adlayer ordering and phase transitions,280−285 and
well as TPD286−288 and adsorption energetics.165 We note one
study considering ordering in mixed NO + CO adlayers on
Pd(111).289 Success in describing the ﬁner details of TPD
spectra and also precise locations of order−disorder transitions is
limited (although limited precise experimental data for the latter
often precludes deﬁnitive analysis). For these reasons, it is natural
to adopt a mixed approach using DFT energetics for guidance,
but adjusting key values to better match the experiment.71,169
The ultimate goal of statistical mechanical modeling of
chemisorption systems initiated about 4 decades ago was to
develop realistic modeling for a complete reaction process
(rather than just considering aspects of behavior for constituent
reactants). However, this goal has only become viable recently
with the aid of DFT to assess the energetics of the mixed reactant
system. Unfortunately, there has been relatively little analysis of
ordering of mixed adlayers, or of associated sticking probabilities,
against which to validate the DFT energetsics. Nonetheless, in
the following subsections we describe recent advances in such
realistic modeling of overall reaction processes.
6.2. msLG Model for CO-oxidation on Metal (100) Surfaces
The key goal in this section is to present a generic model (with
regard to mechanisms for adsorption, desorption, diﬀusion, and
reaction) that applies for CO oxidation on any unreconstructed
metal (100) surface.7 Of course, system-speciﬁc energetics must
be included as input parameters, and this can change behavior
and dominant pathways. In the framework of the msLG model,
we allow CO to populate any of 4fh (four-fold hollow), br
(bridge), or top sites. In fact, often multiple site types do have
signiﬁcant population. We also allow O to populate any of these
site types, although in practice just one type of site has dominant
population (4fh sites for Pd and Rh and br sites for Pt and Ir).
The model will exclude populations of very nearby pairs of sites
with separation d < a (the surface lattice constant). It is
convenient to introduce the concept of a f ree site, which is not
occupied and for which there is no adspecies within d < a of that
site. An available site for CO is a free site where the adsorption
energy, Eads, incorporating binding to the substrate and lateral
adspecies interactions, is below the gas-phase energy. The
corresponding deﬁnition for O2 is described below.
The model includes the following generic rules for various
processes.7
6.2.1. CO Adsorption. Impinging CO is steered to top sites.
If this site is not available, CO funnels a distance d = a/2 to a
randomly selected available br site. If none are available, CO
funnels a distance d = a/√2 to a randomly selected available 4fh
site. If none are available, the adsorption attempt fails.
6.2.2. O2 Adsorption. A pair of free NN sites of separation d
= a is randomly selected from among the four possible types (NN
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vicinal br sites separated by a 4fh site, NN geminal br sites
separated by a top site, NN 4fh, and NN top) and randomly
choosing one of two orientation aligned with the principal
surface directions. (Equivalently, one could randomly choose an
impingement point for the center of the O2 adsorbing parallel to
the surface from top, 4fh, or the two br sites in each unit cell and
then randomly choose the orientation.) The adsorption energy,
Eads, relative to the gas phase is calculated for this NN pair. For
Eads < 0, we add an extra barrier for dissociation (δETS), which
could depend on dissociation path, and accept dissociative
adsorption with probability min{1,exp[β(Eads + δETS)]}. Simu-
lations below choose δETS = 1.0 eV. This formulation ensures
that certain paths are activated for some metals and not for
others.
6.2.3. CO Desorption. The adsorption energy Eads < 0 for
adsorbed CO is calculated and CO desorbs with rate
νd exp[βEads]. This corresponds to an initial value approximation
(IVA), where the desorption barrier includes the full eﬀect of
lateral interactions and corresponds to a late transition state for
desorption. Note that recombinative desorption of oxygen is not
active at typical reaction temperatures and is thus not described
here.
6.2.4. Diﬀusion of CO and O. In a msLG framework, one
naturally regards diﬀusion as occurring via a sequence of “short
hops” of distance d = a/2 or d = a/√2 to one of the eight close
neighbors (i.e., 4fh to br or top; top to br or 4fh; br to 4fh, br, or
top). First, for any pair of sites between which hopping is allowed,
we deﬁne a “base” hop rate h0 = νh exp(−βEact0), which is the rate
for an isolated adspecies to hop from the less stable to the more
stable site. Thus, if one site is an unstable TS, then Eact
0 = 0 and h0
= νh is the prefactor for hopping. This would be the case for O
hopping between 4fh and br sites, where the TS is the br site for
Pd and Rh and the TS is the 4fh site for Pt and Ir. If both sites
have the same type (i.e., br sites), then h0 = νh exp(−βEdbr) where
Edbr is the isolated adpecies diﬀusion barrier to hop between
those sites. Then, the actual diﬀusion rate for the short hop is
taken to have the Metropolis form7,169
β= −h h E Emin{1,exp[ ( )]}0 f i (60)
where Ei (Ef) is the total energy (including the adsorption energy
and adspecies interactions) in the initial (ﬁnal) state. We
emphasize that this choice exactly determines environment-
dependent hopping barriers when the TS for hopping is one of
the site types incorporated in the msLG model (as for O). See
below for further discussion.
6.2.5. CO + O Reaction. A pair of CO and O with shorter
separation d = a reacts with a low barrier of 0.73 eV. A pair with a
longer separation of d =√5a/2 or d =√2a reacts with a higher
barrier of 1.0 eV. This prescription amounts to a ﬁnal value
approximation (FVA), where the barrier does not depend on the
local environment, which might be associated with an early
transition state. Certainly, in reality, there will be some
dependence on environment. However, the FVA choice has
reasonably captured experimental observations.7
Some further comments on the treatment of dif fusion are
appropriate. To clarify the potentially exact nature of eq 60,
consider O diﬀusion on Pd or Rh where 4fh sites are the stable
adsorption sites and br sites are the TS for hopping between 4fh
sites.7,169 Here, h0 = ν for these 4fh−br site pairs. Then, choosing
i = 4fh and f = br, the initial 4fh site energy, Ei, includes
conventional interactions with other adspecies at nearby
adsorption sites. The TS energy, Ef = ETS, appropriately includes
unconventional interactions between the hopping O at the br TS
and other nearby adspecies at adsorption sites. Invariably, Ef > Ei,
and h = ν exp[(Ef − Ei)/(kBT)] gives the exact hop rate. See
Appendix C. For i = br and f = 4fh, invariably Ei > Ef, and h = ν is
appropriately high. We should note that often h0 is capped below
the physical value for eﬃciency in KMC simulation. Partly for
this reason, and also to match the traditional treatment of surface
diﬀusion, we often also allow long hops of distance d = a between
sites of the same type at rate h = hd min{1,exp[(Ef− Ei)/(kBT)]},
where hd = νh exp(−Ed/(kBT)) and Ed is the barrier for (long-
range) diﬀusion of isolated adpecies across the surface. In this
case, the Metropolis prescription for the eﬀect of the local
environment is not exact and could be replaced by alternative
IVA, symmetric, or other choices consistent with detailed balance
(see Appendix C). In general, the choice of diﬀusion algorithm is
not so important for near-equilibrated adlayers, where any choice
should recover correct reaction kinetics, but the choice does
impact chemical diﬀusivity of CO, which impacts spatiotemporal
behavior (see section 8).
Adsorption energetics that were used in KMC simulations are
shown in Table 3. Given the limitations of DFT, these were
adjusted from DFT values guided by experimental observations.
The dominant shorter-range eﬀective pairwise adspecies
interactions used in KMC simulations are shown in Table 4
just for Pd(100) and Pt(100). For a more complete listing, see ref
7.
6.3. KMC Simulation Results for CO-oxidation on Pd(100)
and Pt(100)
We note that there are numerous studies of the behavior of the
individual reactants, CO and O, on metal (100) surfaces
(ordering, temperature-programmed desorption, heat of adsorp-
tion), often using msLG models at least for CO. However, here
we describe only simulation analysis of realistic models of the
actual catalytic reaction.7 Basic results from KMC simulations of
the msLGmodel in section 6.1 forCO oxidation on Pd(100)were
already shown in Figure 5, revealing bistability at low P. Thus,
here we ﬁrst compare the simulated and experimental106
bifurcation diagrams in Figure 38. There is reasonable agreement
in both the critical temperature, Tc, just above 500 K, and also the
narrowness of the bistability region [relative to Pt(100), as
described below]. Second, we compare in Figure 39 simulated
and experimental108 temperature-programmed reaction (TPR)
spectra. In these studies, initially an ordered p(2×2)-O adlayer is
created of oxygen deposition at 400 K. Next, T was lowered to
100 K and various amounts of CO were deposited. Finally, the
system was heated at 5 K/s and the production of CO2
monitored. Both simulation and experiment show a prominent,
low θCO peak at ∼360 K, with a higher-T peak above 400 K
developing for higher θCO. The former comes from higher
coverage adlayers, where CO is forced to adsorb in a reaction
Table 3. Site-Speciﬁc Adsorption Energies in eV on M(100)
Used on KMC Simulations Where Positive Values
Correspond to Exothermic Binding to the Surface Relative to
the Gas Phase
M Pd Rh Pt Ir
br CO 1.64 1.71 1.85 1.74
4fh CO 1.43 1.42 1.15 1.22
top CO 1.34 1.73 1.90 2.03
br O 0.94 1.84 1.23 1.96
4fh O 1.22 2.02 0.72 1.64
top O −0.22 0.085 0.10 1.18
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conﬁguration separated from O by d = √5a/2. The latter
corresponds to lower coverages, where COmust diﬀuse into sites
corresponding to a reaction conﬁguration overcoming a CO−O
repulsion. Third, in Figure 40, we show KMC results for a
titration reaction where the surface was ﬁrst exposed to oxygen at
320 K to form imperfectly ordered p(2×2)-O adlayers and then
exposed to CO at pCO = 0.01 ML/s. Initially, CO adsorbs within
disordered p(2×2)-O domains, but as O is removed by reaction,
well-deﬁned separated domains form of c(2√2×√2)R45°-CO
and of “compressed” c(2×2)-O. While no experimental titration
studies are available for this system, these results are instructive
for comparison with analogous experiments for CO-oxidation on
fcc(111) surfaces, as described in sections 6.3 and 6.4.
Finally, we remark that our analysis of a simpliﬁed model for
CO oxidation on Pd(100) in section 7.2 will emphasize the
importance of a realistic and comprehensive description of
sticking of CO and oxygen on mixed reactant adlayers.
Essentially all experimental data is just for CO sticking on CO
Table 4. Adspecies Interaction Energies (in eV) Obtained from DFT Analysis Separately Listing Interactions for Vicinal (v) and
Germinal (g) NN br O−O Pairs on Pt(100)a
d/a top−top br−br 4fh−4fh d/a mixed
CO/Pd(100) 1 0.285 0.301 0.447 √5/2 0.141
√2 0.000 0.006 0.065
CO/Pt(100) 1 0.314 0.273 0.454 √5/2 0.146
√2 −0.012 0.017 0.059
O/Pd(100) 1 0.142 0.219 0.368 √5/2 0.247
√2 0.058 0.086 0.132
O/Pt(100) 1 0.045 −0.107 v, 0.341 g 0.339 √5/2 0.188
√2 −0.016 0.014 0.180
(CO + O)/Pd(100) 1 0.106 0.208 0.438 √5/2 0.172
√2 −0.003 0.032 0.078
(CO+O)/Pt(100) 1 0.088 0.192 0.370 √5/2 0.159
√2 −0.024 0.033 0.109
aPositive (negative) indicates repulsive (attractive). “Mixed” denotes interactions for adspecies on mixed site types.
Figure 38. Comparison of bifurcation diagrams for CO oxidation on Pd(100) from (a) local PEEM experiments with PO2 = 1.3 × 10
−5 mbar. Reprinted
with permission from ref 106. Copyright 2012Wiley-VCH. (b) KMC simulation of themsLGmodel with pO2 = 1ML/s.
7 The upper inset in part a shows
hysteresis upon scanning pCO in the PEEM intensity at 450 K (which increases withO coverage), and the inset in part b shows analogous hysteresis in the
O coverage at 460 K.
Figure 39. Temperature-programmed reaction (TPR) with 1/4 ML O
adsorbed at 400 K, then CO adsorbed at 100 K on Pd(100), and then the
temperature raised at 5 K/s. (a) KMC simulation. (b) Simulated
conﬁgurations for diﬀerent TPR peaks. (c) Experimental spectra
showing the CO2 mass spectroscopy signal.
108 Reprinted with
permission from ref 7. Copyright 2013 Elsevier.
Figure 40. Titration reaction of CO (pCO = 0.01 ML/s) with O-
precovered Pd(100) at 320 K. Reprinted with permission from ref 7.
Copyright 2013 Elsevier.
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adlayers and for oxygen sticking on O adlayers. Thus, it is
instructive to show results in Figure 41 from KMC simulations
from our msLG model providing a more comprehensive
characterization of sticking.7 These clearly shows a strong
adsorption asymmetry wherein both preadsorbed CO and O
strongly inhibit oxygen adsorption, but CO adsorption is little
aﬀected by preadsorbed O.
Next, we apply the msLG model in section 6.1 for CO
oxidation on Pt(100) to compare KMC simulation predictions for
the bifurcation diagram7 with experimentally determined
results107 (see Figure 42). Note that while the clean Pt(100)
surface reconstructs, this reconstruction is lifted for signiﬁcant
coverage of either CO orO, and this situation is assumed to apply
for most of the parameter space explored here. Compared to
behavior for Pd(100), both KMC simulations and experiment
consistently show a shift of the critical temperature, Tc, to a
signiﬁcantly higher value around 575 K for experiment and 585 K
for the msLG model, and the width of the bistable region (in
pCO) is substantially larger. Adlayer ordering on Pt(100) is quite
diﬀerent than on Pd(100), as CO prefers the top site [inducing
c(2×2)-CO ordering] and O prefers the bridge site (inducing
2×1- or 3×1-type O ordering).7 The latter is enhanced by the
NN attraction between vicinal NN br O and the NN repulsions
between geminal NN O. See Table 4 where the interaction
parameters were selected to describe O ordering for coverages
below 0.5 ML. To describe behavior for higher coverages up to
0.6 ML, a slightly revised set of interactions has been
developed.290
6.4. msLG Models for CO-oxidation on Metal(111) Surfaces
First, we describe modeling strategies previously employed for
CO oxidation on Pt(111) and Pd(111), systems for which
steady-state ﬂow studies, TPR, and titration reactions have been
performed. We mentioned above a signiﬁcant earlier modeling
study by Völkening andWintterlin43 of titration studies exposing
an O-precovered Pt(111) surface at lower T (240−275 K). This
work actually does not employ msLG modeling, although
adspecies do actually occupy distinct sites, as shown in Figure 7.
The authors appropriately argue that for titration with well-
deﬁned, separated, and ordered domains of reactants, the msLG
level of detail is not needed to extract essential parameters. In
fact, their strategy of sequential model reﬁnement converging to
experimental behavior provides signiﬁcant insight into the key
features of the system.
A single six-coordinated lattice was used to describe the surface
adsorption sites. Contiguous sites populated by O were regarded
as representing (2×2)-O unit cells. Likewise, a site with CO
represented primitive unit cells of the c(4×2)-CO ordering. Key
parameters in the model were the reaction barrier Erxn = 0.49 eV
based on experiment and a barrier for hopping of isolated O
adatoms of EO = 0.43 eV. The CO desorption barriers were
suﬃciently high that this processes was not operative at low T.
The CO diﬀusion barrier was suﬃciently low that the
equilibrated CO adlayer structure (in the presence of coadsorbed
O) and the reaction kinetics did not depend on the actual value.
The observation of p(2×2)-O islands even at low O coverages
(in the absence of CO) implied the presence of a d = 2a O−O
attraction, ϕOO. This corresponded to a NN attraction on the
eﬀective lattice of the model initially taken as −0.05 eV but later
adjusted. Model reﬁnements included incorporation of a CO−O
repulsion and a reaction barrier dependence on the coordination
of the reacting O.43
Petrova and Yakovkin243 were the ﬁrst to develop a msLG
model for CO oxidation on Pt(111) that allowed O to populate
both fcc and hcp 3-fold hollow (3fh) sites, but the adsorption
energy of isolated O at fcc sites was taken to be stronger by 0.45
eV. The diﬀusion barrier of O from fcc to hcp was taken as 0.58
eV. In their reaction model, CO exclusively populated top sites,
the preference for top sites at least at lower CO coverages being
Figure 41. Comprehensive characterization from KMC simulation of the msLG model of the dependence on both CO and O coverage of the
normalized sticking coeﬃcients, SCO and SO2, for CO (left) and oxygen (right), respectively, on mixed reactant adlayers on Pd(100). Reprinted with
permission from ref 7. Copyright 2013 Elsevier.
Figure 42. Comparison of bifurcation diagrams for CO oxidation on
Pt(100) from (a) local PEEM experiments with PO2 = 1.3 × 10
−5 mbar.
Reprinted with permission from ref 106. Copyright 2012 Wiley-VCH.
(b) KMC simulation of the msLGmodel with pO2 = 1ML/s. The inset in
part a shows bistability regions for other Pt surfaces. The insets in part b
show adlayer conﬁgurations at the spinodals. Reprinted with permission
from ref 7. Copyright 2013 Elsevier.
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supported by experiment. Empirical forms for adspecies
interactions were used, including O−O attraction for d = 2a
and strong repulsions for shorter d, CO−CO repulsion for d≤ a,
and CO−O repulsion. Oxygen adsorption occurred on
neighboring fcc−hcp hollow sites, but required nearby 3fh sites
to be free of O. Hopping reﬂected adspecies interactions.
Reaction occurred between fcc 3fh O and CO on adjacent top
sites.
Particularly sophisticated and detailed msLG modeling was
developed by Nagasaka et al.170 also for CO oxidation for
Pt(111), incorporating extensive DFT energetics. Their msLG
model allowed the population of both top and br sites by CO and
of fcc hollow and br sites by O. Allowing population of br sites for
CO is key to describing higher-coverage c(4×2)-CO ordering.
DFT shows that the top site is preferred for low CO coverage
over the br site by 0.095 eV.170 The fcc hollow site is strongly
preferred for O, binding being weaker by EO = 0.43 eV than at the
br site, EO corresponding to the diﬀusion barrier for isolated O.
Allowing br site population for both CO and O is important in
describing the reaction conﬁgurations. On the basis of previous
DFT analysis, the reaction path was proposed to start with fcc
hollow O and top CO, where both species move to br sites in the
TS for reaction (see Figure 43). The reaction barrier for an
isolated CO−O pair is taken as Erxn = 0.39 eV.
Nagasaka et al.170 also used DFT to determine both
conventional pairwise interactions between adspecies at stable
adsorption sites and unconventional interactions with one or
both adspecies at TS (see Figure 44). Conventional interactions
incorporate the features mentioned above, including O−O
attraction for d = 2a and CO−CO and CO−O repulsions. Local
environment-dependent barriers for all processes are determined
from the diﬀerence between the initial and TS adsorption plus
interaction energies, where the latter are determined using the
unconventional interactions. (see Appendix C). For example,
interactions in Figure 44d allow precise determination of
environment-dependent O diﬀusion barriers [analogous to the
msLGmodeling for metal (100) surfaces7,169]. These unconven-
tional interactions are also used to determine environment-
dependent reaction barriers.
Finally, Piccinin and Stamatakis244 developed detailed msLG
modeling for CO oxidation on Pd(111), also incorporating
extensive DFT energetics. In this model, CO and O can occupy
either fcc or hcp hollow sites (where the fcc site is preferred).
Conventional pairwise and trio interactions were calculated using
a standard cluster expansion approach. Activation barriers for
diﬀusion and reaction kinetics were determined on the basis of a
Bronsted−Evans−Polyani (BEP)-type relation, including an
adjustable proximity factor, 0 ≤ ω ≤ 1, reﬂecting the position of
the TS relative to initial and ﬁnal states (see Appendix C). This
formalism was used for diﬀusion with the standard choice of ω =
0.5 and fcc to hcp diﬀusion barriers for isolated adspecies of ECO
= 0.26 eV for CO and EO = 0.53 eV for O. The BEP relation was
actually conﬁrmed for reaction choosing ω = 0.33, and barriers
for isolated CO−O pairs reacting were chosen as Erxn = 1.13 eV
starting from fcc sites and Erxn = 1.08 eV from hcp sites. As an
aside, we note that while low-coverage O-adlayers form a
p(2×2)-O structure on Pd(111), as for Pt(111), coadsorption of
CO can compress these into a (√3×√3)R30°-O structure, a
feature captured by slightly adjusting the DFT interactions.
6.5. KMC Simulation Results for CO-oxidation on Pt(111)
and Pd(111)
First, we describe the simulation analysis of Völkening and
Wintterlin43 of titration of O-precovered Pt(111) with CO at
around 245 K, STM images of which are shown in Figure 6d. The
focus was on describing O-domain structure and also on
capturing the experimentally observed variation of the CO2
production rate, RCO2, with the O coverage during shrinking of
the O domains. Experimentally observed behavior, RCO2∼ (θO)
m,
with m = 0.55, is shown at the top of Figure 45a, and the roughly
constant production rate per unit length of the O-domain
perimeter is shown at the bottom. This behavior was not
recovered with a model just including one attractive d =2aO−O
adspecies interaction of ϕOO= −0.05 eV to stabilize p(2×2)-O
domains. However, it was recovered by also including an O-
coordination-dependent reaction barrier, each neighboring O
raising the barrier by δErxn = 0.05 eV (see Figure 45b). However,
additional analysis of experimental data suggested a smaller δErxn
= 25 meV. To retain the match with experiment using this lower
δErxn, it was necessary to also include a CO−O repulsive
interaction of 0.025 eV (at the same time lowering ϕOO= −0.025
eV).
Supplementing the above analysis, we also show simulation
results from the msLGmodel of Nagasaka et al.170 for titration of
O-precovered Pt(111) with CO at 252 K with PCO = 5 × 10
−10
Torr. Figure 46 shows the evolution of O and CO coverages in
three regimes with an initial θO = 0.16ML: (i) rapid adsorption of
Figure 43.CO oxidation reaction pathway and potential energy surfaces
for diﬀerent local environments. Reprinted with permission from ref
170. Copyright 2007 American Institute of Physics.
Figure 44. Conventional and unconventional pairwise adspecies
interactions for CO + O on Pt(111). Interactions are between the
central adspecies (denoted c) and nearby adspecies. Reprinted with
permission from ref 170. Copyright 2007 American Institute of Physics.
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CO at top sites and reaction of isolated CO−O pairs uniformly
across the surface; (ii) population by CO of br sites and
formation of c(2 × 4)-CO, with slower reaction due to repulsive
interactions in the TS raising the activation barrier; and (III)
reaction at the boundary between c(2 × 4)-CO and mixed
p(2×2)-(CO+O) domains. Corresponding simulated adlayer
conﬁgurations are shown in Figure 47.
Finally, we present some results from the msLG modeling of
Piccinin and Stamatakis244 for CO-oxidation on Pd(111). As
already indicated, the behavior can be rather diﬀerent from that
of Pt(111). Experiment indicates that the p(2×2)-O phase is
inert, but the compressed (√3×√3)R30°-O phase is quite
reactive above 300 K, with a low eﬀective barrier Erxn ≈ 0.04 eV
and a reaction order m ≈ 1/2 with respect to θO ≤ 0.05 ML. At
lower T around 190 K, p(2×2)-O structures form for which Erxn
≈ 0.29 eV with reaction order m ≈ 1. Simulation results244
provide impressive agreement with these observations with m =
0.51 at 320 K for θO ≤ 0.05 ML and m = 1.12 at 190 K. The T
dependence of Erxn was also obtained from simulations with Erxn
≈ 0.06 eV at 190 K (see Figure 48). This low barrier was
explained in the experimental study119 as a result of reaction of O
at island peripheries with a reactive CO species in adsorption−
desorption quasi-equilibrium, so the eﬀective Erxn was the
diﬀerence between an actual barrier and the adsorption energy
for this reactive species. This picture was reﬁned in the simulation
study, which revealed a deviation from this quasi-equilibrium.244
Figure 49 shows simulated adlayer conﬁgurations that do not
show the experimentally observed (√3×√3)R30°-O ordering
at 320 K or p(2×1)-O ordering at 190 K, although simulations
indicated that reactivity is not strongly dependent on the extent
of ordering.
6.6. Other Reactions: NO-oxidation and Decomposition,
Hydrogenation, etc
Here, we selectively comment of a few LG or msLG modeling
studies of other reactions under low-P conditions, where again
these account for adlayer ordering and reaction under conditions
of rapid surface diﬀusion. For comparison with the above studies
of CO oxidation, it is natural to consider catalytic NO oxidation,
NO + 1/2O2 → NO2, under “lean-burn” conditions with excess
oxygen to inhibit the reverse NO2-dissociation reaction, NO2→
NO + O.121−123 There exists some detailed lattice-gas modeling
and KMC simulation of NO oxidation on Pt(111) that
incorporates DFT energetics.125 NO oxidation is exothermic in
the gas phase by 1.20 eV but endothermic by 0.7 eV on the clean
Pt(111) surface.125 However, this reaction becomes exothermic
for suﬃciently high O coverage as O−O and O−NO repulsions
shift the equilibrium in favor of NO2. One study of NO oxidation
on Pt(111) developed a lattice-gas model where all species (O,
NO, NO2) reside exclusively at fcc hollow sites.
125 Although
NO2 does not bind in registry with the substrate, this feature was
regarded as not having a signiﬁcant eﬀect on the reaction kinetics.
DFT was used to assess key low-coverage barriers, including EO =
0.56 eV for O diﬀusion, ENO = 0.24 eV for NO diﬀusion, Erxn =
Figure 45. Titration of O-precovered Pt(111) with CO at 247 K. (a)
Experiment with PCO = 5 × 10
−8 mbar. (b) KMC simulation results with
PCO = 1 × 10
−7 mbar. Reprinted with permission from ref 43. Copyright
2001 American Institute of Physics.
Figure 46. Titration of O-precovered Pt(111) with CO at 252 K with
PCO = 5 × 10
−10 Torr. KMC simulation results for coverage evolution.
Reprinted with permission from ref 170. Copyright 2007 American
Institute of Physics.
Figure 47. Simulated titration of O/Pt(111) by exposure to CO at 252
K with PCO = 5 × 10
−10 Torr. Image size: 28 × 24 nm2; red dot, O at fcc
3fh; black dot, CO at top; blue dot, CO at br site. Reprinted with
permission from ref 170. Copyright 2007 American Institute of Physics.
Figure 48. Titration of O/Pd(111) by exposure to CO with PCO = 2 ×
10−8 Torr. msLG model simulation results for the eﬀective reaction
barrier versus T. Reprinted with permission from ref 244. Copyright
2014 American Chemical Society.
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1.25 eV for NO oxidation, Erev = 0.90 eV for NO2 decomposition,
and Edes = 1.28 eV for NO2 desorption. (The values of Erxn and
Erev imply NO-dissociation is endothermic by 0.35 eV on the
clean surface.) Pairwise interactions were determined up to the
third nearest-neighbor and used to incorporate an environment
dependence of activation barriers using a simple “symmetric”
formulation (see Appendix C). KMC simulations of NO
adsorption on an O-precovered Pt(111) surface revealed no
signiﬁcant NO2 population below a threshold O coverage, θO
th,
where θO
th ≈ 0.2 ML at 500 K increasing to 0.4 ML at 300 K (a
feature mainly reﬂecting kinetic inhibition of oxidation, since the
reverse decomposition reaction is not active above 0.3 ML O).
Generally, one ﬁnds an increased predominance of NO2 over NO
for higher O coverages.
The sensitivity to the oxygen-coverage dependence of
dissociation and reaction processes in the above system
prompted more detailed and sophisticated analysis. One DFT-
based analysis showed that the NO2 dissociation pathway is more
adaptable to high O-coverages than that for O2.
124 Another
statistical mechanical study126 of NO oxidation and NO
dissociation on O-covered Pt(111) utilized a cluster expansion to
analyze DFT energetics extracting for pairwise and trio adspecies
interactions. These interactions were integrated into a grand
canonical Monte Carlo (GCMC) simulation of a lattice-gas
model to explore NO oxidation andNO decomposition on anO-
covered Pt(111) surface. This work furthermore assessed the
eﬀectiveness of a BEP-based description of activation barriers for
this system, focusing on the strong dependence of O2
dissociation rates on the local O coverage. Analysis yields
eﬀective activation barriers and rate orders, in good agreement
with experiment for NO oxidation on Pt(111). Subsequently,
more detailed KMC modeling for this process was implemented
using a BEP formalism to assess activation barriers.127
It is appropriate to also note some ab initio DFT-based KMC
simulation studies for NO decomposition on Pt(100) and
Rh(100)128 under lean-burn conditions, where NO can both
dissociate (NO→N +O) and oxidize (NO + 1/2O2→NO2). In
addition to the direct NO-decomposition pathway by dissocia-
tion into N and O, another pathway can be operative particularly
at higher coverages involving coupling of NO pairs via 2NO(ads)
↔N2O(ads) + O(ads). Various other reactions include 2N(ads)
→ N2(gas) + 2* and 2O(ads)→ O2(gas) + 2*. It is appropriate
to utilize msLG modeling for this system, since NO can adsorb
on various sites (atop, bridge, and 4fh) and both atomic O and
atomic N can prefer either bridge or 4fh sites. Through-space
interactions were treated using a van derWaals (vdW) term from
a Merk force ﬁeld and through-surface interactions using a DFT-
scaled bond-order-conservation (BOC) method. Instrinsic
barriers for various reactions at low coverage were deteremined
by DFT analysis. This information was incorporated into KMC
simulations of the lattice-gas model, which accounted for the
dependence of rates on the local environment (perhaps through
an IVA formulation, although this is not clearly speciﬁed).
Results for temperature-programmed desorption and decom-
position of NO were found to be in good agreement with
experimental results. NO decomposition is strongly tied to the
availability of vacant sites. Simulations under lean-burn
conditions indicate active conversion to N2 and NO2 on
Pt(100), but not on Rh(100), where the surface becomes
poisoned with oxygen.
A separate study implemented KMC simulations for a lattice-
gas model of NO dissociation on Rh(100) incorporating NN and
next-NN pairwise interactions and zero-coverage kinetic
parameters obtained from experiment.129 Instructively, inter-
actions were determined by two independent approaches. The
ﬁrst ﬁtted these interactions to results of the modeling
experiment. Interactions among NO, N, and O were all repulsive
of magnitude 0.2−0.3 eV for NN interactions and below 0.1 eV
for next-NN interactions. Simulations showed that for initial
higher NO coverage, the N and O adatoms created by
dissociation were compressed into c(2×2) islands compressing
the NO regions and inhibiting dissociation. The second
approach obtained interactions from DFT but was only able to
provide a description that was qualitative. This encourages
caution regarding ab initio KMC studies without experimental
validation.
Next, we brieﬂy comment on modeling studies of hydro-
genation of unsaturated hydrocarbons that incorporate DFT
energetics into KMC simulations. An early study141 considered
ethylene hydrogenation on Pd(100) via a two-step mechanism via
ethyl to produce alkane: C2H4(ads) + H(ads)↔ C2H5(ads) + *
and C2H5(ads) + H(ads)→ C2H6(gas) + 2*. A msLG model is
developed incorporating three adsorbed species, ethylene, ethyl,
and hydrogen. Coverage-dependent activation energies were
obtained through BOC methods following an extensive analysis
of interactions among the three adspecies. The modeling helps
distinguish between diﬀerent possible scenarios: (i) H2 and C2H4
adsorb reversibly and compete for the same sites, (ii) H2 and
Figure 49.Titration of O/Pd(111) by exposure to COwith PCO = 2× 10
−8 Torr. msLGmodel simulations for mixed adayer conﬁgurations at (a) 320 K
and (b) 190 K. Reprinted with permission from ref 244. Copyright 2014 American Chemical Society.
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C2H4 adsorb reversibly in separate islands amd reaction occurs at
the boundary, and (iii) H2 is adsorbed on two site types, only one
of which is competitive with C2H4. The modeling suggests that
all of adlayer interactions, ensemble site eﬀects, and adsorption
site competition contribute to reaction kinetics. A later study
considered selective hydrogenation of acetylene over Pd(111)
through a sequence of H additions, ultimately producing
ethane.142 DFT analysis assessed reaction barriers initially at
low coverage to extract intrinsic kinetics but also at higher
coverage to assess the eﬀect of the local environment on kinetics.
Interactions were described through a combination of vdW and
modiﬁed BOC methods. Interestingly, comparative KMC
simulations performed with and without the adspecies
interactions showed that the eﬀective activation barrier was
weakly sensitive to the interactions. However, surface coverages,
intrinsic rates, and selectivity were changed considerably due to
the presence of interactions.
Finally, we describe a study utilizing KMC simulations to
explore the partial oxidation of methanol to formaldehyde on O-
covered Cu(110).149 Clean Cu surfaces are fairly inactive to
methanol oxidation, whereas the presence of adsorbed O
promotes methanol decomposition. The rate-limiting step to
methanol oxidation is methoxy decomposition. CuO chains,
which naturally form on Cu(110) in the presence of O, are rather
inert. Thus, active O is anticipated to be at the end of the chains.
DFT analysis of relevant bariers used a p(2×2)-O adlayer to
mimic this active oxygen, and subsequent KMC simulations were
also performed on a p(2×2)-O adlayer with no CuO chains.
Methanol was allowed to diﬀuse with a barrier of 0.25 eV and H
with a very low barrier of 0.08 eV. The latter creates problems for
KMC, as most of the resources are used for H hopping. However,
with such a low barrier, the H adlayer should be equilibrated in
the precence of other adspecies. Thus, a modiﬁed algorithm was
implemented to limit H hopping, presumably without signiﬁcant
eﬀect on the reaction process. A ﬁnite NN repulsion of 0.3 eV
between H and methoxy was also included, which inhibited
hopping of H next to methoxy. KMC simulation revealed several
discrepancies with experiment that were only eliminated by
adjusting key barriers up to 0.5 eV. Again, this indicates the
possible limitations of DFT energetics. However, the source of
discrepancy could also reside in the limited inclusion of adspecies
interactions, the lack of inclusion of surface defects, or perhaps an
inadequate description of relavant reactive adlayer conﬁgu-
rations.
7. TAILORED MODELS FOR CO-OXIDATION ON
METAL (100) SURFACES
The recently developed realistic multisite lattice-gas reaction
models for CO oxidation described in section 6 have been fairly
successful in capturing experimental behavior.7,45,57,71,72,169
However, the complexity of these models can inhibit under-
standing of the relationship between various model ingredients
and observed behavior, for example, of the bifurcation diagram
for bistable reactions. Thus, we describe three alternative
approaches intended to facilitate enhanced understanding.
The ﬁrst traditional approach employs heuristic mean-ﬁeld
rate equations, which generally included strong adsorption
asymmetry wherein preadsorbed CO inhibits oxygen adsorption
much more strongly than the reverse.3,6,55,291,292 Coverage-
dependent rates can also be incorporated for CO desorption and
perhaps reaction. Such equations are readily amenable to
bifurcation and sensitivity analysis. A second strategy considered
highly simpliﬁed lattice-gas reaction models, where CO and O
share a single type of adsorption site but which at least account
for the basic features of rapid CO diﬀusion and superlattice
ordering of O.60,70,81,187,293 Here, an accurate rate equation
analysis might be implemented accounting for spatial correla-
tions using Kirkwood level treatment and utilizing “local
coverages” (see below).61 A third reﬁned approach considers
“tailored models”, which distill the essence of the complex msLG
reactions models by retaining multiple adsorption site types for a
more realistic description of mixed adlayer structure and reaction
conﬁgurations.186,208 However, they are greatly simpliﬁed to
retain only the essential features of the reaction−diﬀusion
process and contain few interaction parameters. Previous analysis
of such models for CO + O on Pd(100) enabled more eﬃcient
targeted simulation analysis, probing such issues as possible
tristability at moderate P186 and also for the high-P regime
assuming a lack of surface oxide formation.208 We focus on this
third approach here, where it is still possible to develop a reliable
analytic treatment of model behavior.
One key requirement in developing eﬀective tailored reaction
models is to reliably describe the sticking behavior for CO and O
on mixed reactant adlayers.7 In fact, this behavior is only partly
characterized in experiment and bymsLG reactionmodels. In the
msLG models, adsorption processes can be operative, which
create adspecies conﬁgurations with strong repulsive inter-
actions, e.g., dissociative adsorption of oxygen onto NN vicinal br
sites. However, such dissociative adsorption is generally followed
by rapid thermal diﬀusion to eliminate such strong repulsions.7
This two-stage behavior is mimicked by a single-stage adsorption
rule in our tailored models, in which the number of adsorption
site types is restricted to the more favorable sites and where
conﬁgurations with strong repulsions are avoided (and in fact
these repulsions are replaced by blocking constraints).71,186,208
Thus, dissociative adsorption rules will include such features as
rotational realignment and funneling (described below) to
directly place adsorbing species into the more restricted allowed
conﬁgurations.157
This development of tailored reaction models naturally takes
advantage of recently formulated tailored dissociative adsorption
models for oxygen, which are consistent with experiment but also
amenable to analytic treatment.157We also note that suchmodels
are amenable to sophisticated analysis of low-T adsorption where
O is immobile, exploiting the nonequilibrium statistical
mechanical techniques of RSA theory. For CO adsorption
involving steering to top sites followed by funneling to nearby
available sites, it will also be useful to also exploit of an analytic
formulation for sticking.7 One ﬁnal observation is that our
tailored reaction models are geared to the low-P regime with
signiﬁcant surface mobility of both CO and O, so that one can
regard the adlayers as being in an equilibrated Gibbs state.
7.1. Development of a Basic Model for CO + O on Pd(100) at
Low P
For clarity of presentation, we analyze here a tailored model that
is simpliﬁed from that in ref 186 and more at the level of that
recently developed by Hoﬀman and Reuter in ref 208. This level
of analysis has greater pedagogical value. COwill just reside on br
sites and O just on 4fh sites. Thus, the O coverage (θO)
corresponds to the probability that a 4fh site is occupied by O.
Also if θCO
br denotes the probability that a speciﬁc br site is
populated by CO, then the CO coverage is given by θCO = 2θCO
br,
since there are two br sites per surface unit cell. The model
imposes exclusion of all pairs of adspecies for separations d ≤ a,
and includes no ﬁnite adspecies interactions. This model can
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capture c(2×2)-O ordering, and local c(2×2) and to some extent
c(2√2×√2)R45° CO ordering and related semiorderings. We
now provide detailed prescriptions of the rules for adsorption,
desorption, diﬀusion, and reaction processes.
7.1.1. Oxygen Sticking on Pure OAdlayers.DFT analysis
indicates that the dominant pathway involves dissociation via a
vicinal NN br pair to 3NN4fh sites (see Figure 8b). This suggests
a “9-site model” placing the O atoms in the dissociating molecule
on an empty 3NN 4fh pair, provided that the seven additional
NN 4fh sites are also empty.7,157 Thus, adsorption would require
an empty 9-site ensemble that occurs with probability P9.
However, adsorption in such a model is too restrictive in that the
normalized sticking coeﬃcient, SO2 = P9 ≈ 1 − 9θO, for small θO
(for an equilibrated adlayer) decreases too quickly with θO.
157
One resolution of this deﬁciency (of several possible) is to allow
reorientation of the impinging dimer parallel to the surface by
90° to attempt to ﬁnd another 9-site ensemble if the selected one
is not available, the 9s-model of ref 157. Let, P9 denote the
probability of an available 9-site ensemble, as above, and P13 the
probability that all 13 4fh sites in the union of two orthogonal 9-
site ensembles are empty. Then, one has that SO2 = 2P9 − P13,
since either of two 9-site ensembles allow adsorption, but one
must avoid double-counting the case where all 13 sites in union
are available. Alternatively, one can write SO2 = P9 + Prot, where
Prot = P9 − P13 is the probability that the ﬁrst attempt fails but
adsorption succeeds after rotation.157 See Figure 50 for
analogous but more complex conﬁgurations for adsorption
mixed adlayers.
Let P1 = 1 − θO denote the probability of a single empty 4fh
site and P2 of an empty NN pair. Since there are no NN pairs of
O, one has that P2 = 1− 2θO. Now, since P9 (P13) includes 8 (16)
NN pairs of O-free sites, a Kirkwood approximation yields157
= − =
=
S P P P P P
P P P
2 with / and
/
O 9 13 9 2
8
1
8
13 2
16
1
19
2
(61)
where the denominators compensate for overcounting the empty
site population. Note that for an equilibrated adlayer, clearly P9≈
1 − 9θO and P13 ≈ 1 − 13θO, for small θO, consistent with the
above Kirkwood result. [As an aside, for low-T adsorption
without thermal mobility, exact master equation analysis for this
9-site RSA process7,157 reveals instead that P9 ≈ 1 − (29/4)θO
and P13 ≈ 1 − (21/2)θO, for small θO, and SO2 vanishes at 0.353
ML.] In summary, for our 9-site model, one has
θ θ
θ
≈ − ≈ −S S1 5 ( 1 4 ),
for small , for an equilibrated (immobile) adlayer
O O O O
O
2 2
(62)
which is compatible with experimental observations.157
7.1.2. Oxygen Sticking for Mixed Adlayers (8 Blocking
CO). Speciﬁcation of oxygen adsorption in the reaction model
must also account for the eﬀect of coadsorbed CO.157 There are
at least two reasonable formulations to extend the above 9s-
model for oxygen adsorption to mixed adlayers. The ﬁrst
formulation naturally demands that the 8 br sites are free of CO,
which are a distance d = a/2 from the 3NN 4fh sites on which the
adsorbing O reside. With this reﬁnement, one obtains
= − =
=
+ + + |
+ |
S P P P Q P
P Q P
2 , where
and
O 9 8 13 16 9 8 8 9 9
13 16 16 13 13
2
(63)
We now explain this notation with the aid of Figure 50. P9+8 is the
probability for a 9-site ensemble free of O, together with the
additional 8 br sites free of CO (see Figure 50a). This quantity is
conveniently written as P9+8 = Q8|9P9, where P9 is the probability
of an empty 9-site ensemble described above, and Q8|9 is the
conditional probability that the additional 8 br sites are free of
CO given the O-free 9-site ensemble. P13+16 denotes the
probability that all 13 4fh sites and all 16 br sites in the union
of two orthogonal 9-site + 8-site ensembles are free of O and CO,
respectively (see Figure 50b). We similarly factor the probability
P13+16 as P13+16 = Q16|13P13. Analogous to the case of pure O
adlayers, one can also write SO2 = P9+8 + Prot, where Prot = P9+8 −
P13+16 is the probability that the ﬁrst attempt fails but adsorption
succeeds after rotation (see Figure 50c).
For an analytic treatment, it remains to provide reliable
expressions for the Q’s. See also ref 187 for an analogous
treatment of a simpler model. Here, it is useful to introduce the
concept of a local coverage, θCO
br(loc), which corresponds to the
conditional probability that a br site is populated by CO between
two 4fh sites that are speciﬁed to be free of O. The simplest
analysis is forQ16|13, where the associated conﬁguration of br sites
is regarded as a combination of 9 diamond br site quartets free of
CO. The probability of a single quartet free of CO is given by
θ
θ θ θ
= −
= −
Q 1 4 (loc), with
(loc) /(1 2 )
4 CO
br
CO
br
CO
br
O (64)
Figure 50. Key conﬁgurations for O2 adsorption on mixed adlayers (for
8 blocking CO). The square grid represents 4fh sites. Larger open black
circles denote 4fh sites free of O. Smaller red open circles denote br sites
free of CO. (a) The 9 4fh + 8 br site ensemble where the 4fh (br) sites
are free of O (CO). The O2 is regarded as adsorbing parallel to the
surface with the center of mass above the 4fh site indicated by an X and
orientation indicated by the blue oval. (b) The 13 4fh + 16 br site
ensemble, which is the union of two orthogonal 9-site + 8-site ensembles
centered on the same site X. (c) Conﬁguration where adsorption in the
horizontal direction fails as either one or more of the four 4fh sites
indicated by the black * is populated by O and/or one or more of the 8
br sites indicated by red * is populated by CO, but where adsorption
succeeds in the orthogonal conﬁguration. These conﬁguration
probabilities, with probabilities P9+8, P13+16, and Prot, reduce to P9, P13,
and Prot for pure O adlayers. (The br sites indicated by green dots in part
a will be discussed in the context of the model variation with 10 blocking
CO.)
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and Q16|13 will include a factor of (Q4)
9 together with other
factors to compensate for overcounting of sites. The treatment of
Q8|9 is similar, and this quantity includes a factor (Q4)
2 (see
Appendix G for a detailed analysis). Note that the presence ofQ4
factors guarantees that SO2 vanishes at θCO + θO =
1/2 ML. Also,
for low coverages, one has that
θ θ θ θ= − − −S 1 5 O( ) O( )O O CO2 CO O2 (65)
where SO2 decreases quadratically (not linearly) with θCO, since
two CO are required to block adsorption on a clean surface.
7.1.3. Oxygen Sticking forMixed Adlayers (10 Blocking
CO). A common perception is that SO2 might decrease linearly in
both θO and θCO. While there is no direct evidence for the low-
coverage dependence on θCO, it is clear that CO strongly inhibits
oxygen adsorption in general (in contrast to the feature that
oxygen does not strongly inhibit CO adsorption). The possibility
of a linear decay of SO2 with θCO prompts our second alternative
formulation, which demands that 10 br sites are CO-free. This
includes the 8 br sites in the above formulation, plus an additional
two br sites indicated by green dots in Figure 50a, which are a
distance d = a/2 from the central 4fh site (indicated by X) in the
adsorption ensemble. This ensures that SO2 now decreases
linearly with θCO (as well as with θO), since CO population of just
one of the br sites a distance d = a/2 from the central 4fh site
blocks adsorption. Analogous to the ﬁrst formulation above, we
write
= − =
=
+ + + |
+ |
S P P P Q P
P Q P
2 , where andO 9 10 13 16 9 10 10 9 9
13 16 16 13 13
2
(66)
where the P13+16 terms is unchanged from above. Thus, it remains
only to obtain a suitable expression for Q10|9 that follows the
strategy of the above example, except that now two distinct local
CO coverages are involved (see Appendix G). The ﬁnal result
ensures that SO2 vanishes at θCO + θO = 1/2 ML and also that
θ θ≈ − −S 1 5 2 , for low coveragesO O CO2 (67)
7.1.4. CO Sticking. In our model prescription, CO is steered
to top sites and then it ﬁrst funnels a distance d = a/2 to one of
the four neighboring br sites if they are available. Without further
reﬁnement of this model, a single preadsorbed CO can block
adsorption, resulting in a linear decrease in the normalized
sticking coeﬃcient SCO with θCO. Thus, to obtain the observed
slow nonlinear decrease of SCO with increasing θCO,
7 one must
also allow funneling to one of the eight more distant br sites a
distance d = √5a/2 away to attempt to ﬁnd an available
adsorption site (should none of the sites a distance d = a/2 be
available) (see Figure 51a). This model is a variant of that
considered in ref 7 and for which an exact analysis of low
coverage behavior was developed. This approach applies directly
to the current model.
With the above prescription, one can determine the
conﬁgurations with a minimum number of preadsorbed species
that block CO adsorption and thereby develop a low-coverage
expansion for SCO. Adsorption cannot be blocked by one or two
preadsobed CO, but there are 76 distinct conﬁgurations with
three preadsorbed CO that block adsorption. Likewise, there are
four conﬁgurations with one preadsorbed O and two
preadsorbed CO that block adsorption and two conﬁgurations
with six preadsorbed O (see Figure 51b). Consequently, we
conclude that (cf. ref 7)
θ θ θ θ
θ θ θ θ
≈ − − −
= − − −
S 1 76( ) 4( ) 2
1 9.5 2
CO CO
br 3
CO
br 2
O O
6
CO
3
CO
2
O O
6
(68)
To obtain a more useful and global expression for SCO, it is
convenient incorporate the above Taylor expansion into a Pade-́
type expansion that retains the low-coverage behavior but
ensures that SCO vanishes at θCO + θO = 1/2 ML. An analogous
approach has been utilized extensively for RSA models.36,294
Thus, one writes
θ θ αθ
θ θ θ θ θ θ
= − − −
− − + + +
S [1 2 2 ][1 ]
/[1 2 2 9.5 2 ]
CO CO O CO
4
CO O CO
3
CO
2
O O
6
(69)
We include an extra quartic factor with parameter α to better
control behavior when SCO vanishes at θCO = 1/2 ML. Choosing
α = 16 ensures nonlinear decay, and α≈ 8 gives SCO≈ 1/2− θCO,
as θCO → 1/2 ML. Nonlinear decay is possible since CO
adsorption can be blocked not just within regions of perfect order
with θCO = 1/2 ML but also at lower density domain boundaries
between them.
7.1.5. CO Desorption and CO + O Reaction. Given the
lack of ﬁnite interactions, all CO desorb with the same rate dCO =
νd exp[−Edes/(kBT)], where νd = 1016/s (where such high values
were discussed in section 2.4) and Edes = 1.64 eV.
7 Thus, the rate
of loss of CO due to desorption is simply dCOθCO. For each O,
reaction is possible with a CO sitting on one of 8 br sites a
distance d = √5a/2 away with rate k = νr exp[−Erxn/(kBT)],
where νr = 10
13/s and Erxn = 1.00 eV.
7 Thus, the rate of loss of CO
or O due to reaction is 8kθOθCO
br = 4kθOθCO.
7.1.6. Surface Diﬀusion. Generally, there are various
distinct prescriptions: Metropolis type, IVA, symmetric, etc.
(see Appendix C). However, the lack of ﬁnite interactions means
that all these are equivalent, and one just speciﬁes a single hop
rate for each species. For CO, we allow random hopping to any of
the four br neighbors with jump distance d = a/√2 or the four
neighbors with d = a . The hop rate is hCO =
νh exp[−Eh(CO)/(kBT)] with νh = 1013/s with a DFT estimate
of Eh(CO) = 0.22 eV.
7 For O, we allow random hopping to any of
the four 4fh neighbors with d = a at rate hO =
νh exp[−Eh(O)/(kBT)] with νh = 1013/s, where Eh(O) is likely
above the DFT value of 0.28 eV.7,261,277 To avoid excessive KMC
simulation times, these hop rates are capped, at least at higher T,
by a value h0 = 10
4/s (cf. refs 7, 149). For lower P, this h0 should
be suﬃciently high that kinetics has converged to the limiting
behavior for (realistic) rapid diﬀusion.186
Figure 51. Schematic of CO adsorption with steering to top sites and
subsequent funneling to br sites a distance d = a/2 or√5a/2 away. Solid
red circles are CO, and open blue circles are O. (a) Adsorption on high-
coverage adlayers where solid arrows indicate successful funneling and
dashed arrows indicate blocked pathways (in our model with d ≤ a
exclusion). (b) Conﬁgurations blocking adsorption. In the conﬁguration
with three CO, small red dots indicate alternative blocking positions for
the lower right CO.
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7.2. Results for Basic Model for Low-P Bistability in CO + O
on Pd(100)
In the following, we set the oxygen impingement rate at pO2 = 1
ML s−1, so that the adsorption rate for oxygen is 2pO2SO2 (and the
O coverage for adsorption on a clean surface would initially
increase at 2 ML/s). The CO impingement rate of pCO is
regarded as an adjustable control parameter and corresponds to
an adsorption rate for CO of pCOSCO. (In this modeling we
assume sticking coeﬃcients of around unity on a clean surfaces
and do not include precursor eﬀects.) Below, we compare precise
results for model behavior obtained from KMC with those from
the analytic formulation for the spatially homogeneous steady
state of the model. The analytic treatment simply determines
steady-state behavior from the rate equations
θ θ θ θ
θ θ θ
= = − −
= = −
t R p S d k
t R p S k
d/d 4 and
d/d 4
CO CO CO CO CO CO CO O
CO O O O CO O2 2 (70)
where expressions for the sticking coeﬃcients are given in section
7.1. Bifurcation diagrams are determined directly via AUTO
continuation software for ordinary diﬀerential equations.295
Results for reaction front propagation for this basic model (i.e.,
for the behavior of spatially inhomogeneous states) as described
by reaction−diﬀusion equations (RDE’s) will be presented in
section 8.2.
First, we consider behavior of steady-state coverages versus
pCO (i.e., the reactive “equation of state” or EOS) for the
formulation of the reaction model with 10 blocking CO and α =
8. For T = 460 K, one ﬁnds classic bistable behavior, where the
analytic formulation reasonably recovers the precise simulation
results (see Figure 52). A more complete analysis of T
dependence maps out the bifurcation diagram. This is shown
in Figure 53a for the model with 8 blocking COwhere the critical
temperature is Tc = 535 K and in Figure 53b for the model with
10 blocking CO where Tc = 540 K. We ﬁnd a particularly good
match between KMC and analytic results.
Note the sensitivity of the bifurcation diagram to small changes
in the oxygen adsorption rule, particularly for the lower spinodal
curve (corresponding to the lower pCO end of the existence range
of the inactive or near-CO-poisoned steady state). For higher
pCO, oxygen sticking is negligible, and this inactive steady state is
determined by a balance between CO adsorption and
desorption, i.e., pCO ≈ dCOθCO/SCO(θCO). Since SCO is
monotonically decreasing in θCO and vanishes at θCO = 1/2
ML, this relation neglecting oxygen adsorption gives θCO
monotonically increasing from θCO = 0, when pCO = 0, to θCO
= 1/2 ML (where SCO vanishes), as pCO→∞. This behavior is
reﬂected in the upper near-poisoned branch of the θCO versus
pCO curve in Figure 52a. Actual steady-state behavior in the
reaction model with oxygen adsorption rate pO2 = 1 diﬀers. The
model enforces the relation pCO = (dCOθCO + 2SO2)/SCO,
resulting in the S-shaped rather than monotonic curve. Higher
SO2 for 8 blocking CO (versus 10 blocking CO) signiﬁcantly
boosts the minimum spinodal value of pCO, where this relation
can be satisﬁed for signiﬁcant θCO corresponding to the inactive
or near-CO-poisoned state (see Figure 54).
Given the importance of describing sticking onmixed adlayers,
it is also appropriate to show explicit results for this nontrivial
sticking behavior (which is rarely assessed beyond simplistic
models). Since sticking coeﬃcients depend on coverage of both
CO and O, it is appropriate to provide a 3D representation of
behavior mapping out sticking coeﬃcients in the steady-states for
ﬁxed pO2 and ﬁxed T = 460 K and varying pCO (see Figure 54).
Key features are as follows: CO sticking is more facile and less
aﬀected by coasdorbed O; oxygen sticking is strongly inhibited
by coadsorbed CO (more so in the 10 versus 8 blocking CO
version of the model). A detailed comparison of KMC and
analytic results is provided in Figure 55, which constitutes a 2D
version of the 3D plots in Figure 54 just showing sticking versus
θCO.
Finally, we discuss nonequilibrium critical behavior. The
nonequilibrium EOS displaying bistability is reminiscent of van
der Waals loops in an equilibrium EOS for a ﬂuid, and the cusp
bifurcation terminating the bistability region at high T is the
nonequilibrium analogue of a thermodynamic critical point.31,32
Indeed, KMC simulations reveal that ﬂuctuations are enhanced
near the cusp bifurcation, raising the question of the nature of the
nonequilibrium universality class. Detailed simulations296 show
that a more comprehensive analogy can be made with
equilibrium systems, allowing interactions with possibly “long”
range, Lint. This characteristic length is replaced by the diﬀusion
length Ldiff ∼ (h/k)1/2 in the reaction system. Then, just as there
is a rapid crossover from Ising to mean-ﬁeld universality with
increasing Lint in a thermodynamic system, the same crossover
applied with increasing Ldiff in a reaction system.
296 For low-P
reaction conditions, Ldiff is extremely large (on the order of tens
of micrometers), so one has mean-ﬁeld universality.
Our analytic treatment facilitates a quantitative assessment of
this mean-ﬁeld critical behavior, both of critical slowing down
and of enhanced ﬂuctuations.297 Analysis of critical slowing down
follows directly from the above rate equations. Linearization
about the steady state reveals a vanishing relaxation time, τc,
Figure 52. Bistable equation of state for (a) the CO coverage and (b)
the O coverage, for the basic CO-oxidation model with 10 blocking CO
at pO2 = 1 ML/s and T = 460 K below the critical Tc = 540 K. Symbols:
KMC results. Smooth curves: analytic rate equation predictions showing
reactive (R), poisoned (P), and unstable (U) states.
Figure 53. Bifurcation diagrams for the basic CO-oxidation model with
(a) 8 blocking COwhereTc = 535 K and (b) 10 blocking COwhereTc =
540 K. Symbols: KMC results. Solid (dashed) curves: analytic rate
equations for α = 16 (α = 16). The upper (lower) curves correspond to
the upper (lower) spinodals (obtained in part a for pCO = 1 from Figure
52).
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approaching the critical point, as is generally the case for such a
cusp bifurcation. In principle, ﬂuctuations or associated spatial
correlations can be analyzed from the appropriate continuum
RDE (see section 8.2) by adding a random term or replacing this
by a delta-function term to assess the associated Green’s function
describing spatial correlations.297 Actually, to date, this treatment
has only been developed for a simple diagonal diﬀusion tensor
with single constant diﬀusion coeﬃcient D. Thus, further
development of these ideas incorporating an accurate treatment
of reaction kinetics, and signiﬁcantly a more realistic treatment of
diﬀusion, is appropriate.
7.3. Reﬁned Model with Reactive Phase Separation for CO +
O on Pd(100)
Finite-adspecies interactions impact adlayer ordering and impose
local-environment dependence on CO desorption, reaction, etc.
Finite adsorption site energy diﬀerences also impact ordering.
Thus, it is natural to consider a reﬁned model that includes at
least one ﬁnite interaction. This approach was taken in ref 186
and is employed here, although for a slightly further simpliﬁed
model. Just as in the simple model of section 7.2, CO just resides
on br sites and O just on 4fh sites. Again we impose exclusion of
adspecies for separations d≤ a. Also, the adsorption mechanisms
are unchanged from the simple model of section 7.2: CO is
steered to top sites and subsequently funnels to nearby br sites;
dissociative adsorption of oxygen is described by the 9-site model
with allowing for orientational steering and 10 blocking CO.
However, now we add one ﬁnite repulsive interaction ofϕ = 0.15
eV between CO on br sites and O on 4fh sites for separation d =
√5a/2. In this model, there are no CO−CO interactions, so
desorption occurs at a constant rate as in section 7.1. We use a
FVA formulation for reaction where the rate k is not inﬂuenced
by the local environment, but the reaction yield is impacted by
the repulsive CO−O interactions, which reduce the population
of reaction conﬁgurations.
The analytic treatment of the corresponding reaction rate is
nontrivial. Diﬀerent possible reaction conﬁgurations are shown
in Figure 56. The associated probabilities are estimated via a low-
coverage Ursell−Mayer expansion to account for the reduced
population of CO−O pairs due to repulsive interaction. Adding
these contributions, accounting for two br site per unit cell, one
obtains for the reaction rate
θ θ θ θ= − +βϕ βϕ− −R k4 e (1 2 2e )rxn CO O O O (71)
which reduces to the expression of section 7.1 for CO−O
interaction ϕ = 0.
We ﬁnd that this reﬁned reaction model still exhibits
bistability, but over a narrow range of pCO located roughly at
the lower spinodal of the simple model with no ﬁnite
interactions. It is clear that the inactive near-CO-poisoned
state should not be impacted much by the model reﬁnement.
However, eﬀectively the reactive steady state is destabilized for
pCO signiﬁcantly above the lower spinodal. Figure 57 shows
results for the bifurcation diagram obtained from KMC
simulation and also from a rate equation treatment with the
above reﬁned rate for reaction. The modiﬁed rate equation
treatment is quite eﬀective in capturing the large shift and
qualitative change (dramatic narrowing) in the bistability region
relative to the simple model. We also note that the actual
Pd(100) bifurcation diagram is very narrow.106 Another
signiﬁcant observation is that this reﬁned model shows “reactive
phase separation” at lower T.298,299 Speciﬁcally, the reactive state
Figure 54.KMC results (symbols) and analytic results (curves) for the normalized sticking coeﬃcients in the steady states of the CO-oxidation model at
460 K with pO2 = 1 ML/s and varying pCO. The 3D representation shows the decrease in sticking for both high θCO and high θO. (a) CO sticking is
eﬀectively independent of the 8 versus 10 blocking CO choice. Oxygen sticking with (b) 8 blocking CO and (c) 10 blocking CO.
Figure 55. Comparison KMC results (symbols) and analytic results
(curves) for sticking in the steady state of the basic CO-oxidation model
at 460 K with pO2 = 1 ML/s and varying pCO. (a) CO sticking and (b)
oxygen sticking for the 8 blocking CO model in a 2D representation of
sticking versus θCO.
Figure 56. Reaction conﬁgurations and associated probabilities (in a
low-coverage approximation) for the central br CO (red circle) and
nearby 4fh O (blue circles). Here, β = 1/(kBT) denotes the inverse
temperature, ⌀ represents a 4fh site free of O, and P2 = 1 − 2θO denotes
the probability of an empty NN pair of 4fh sites.
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shows separate CO-rich and O-rich domains with a well-deﬁned
ﬁnite characteristic length (see Figure 58). On the other hand, if
one switches oﬀ adsorption/desorption/reaction processes, then
these domains coarsen to macroscopic size as in traditional
Lifschitz−Cahn−Allen domain boundary curvature driven
coarsening.
7.4. Basic Models for CO-oxidation on Other Metal (100)
Surfaces
It is natural to consider adapting the above basic or reﬁned
models to other metal (100) orM(100) catalytic surfaces forM =
Rh, Pt, or Ir. A key requirement is again the appropriate
treatment of adsorption dynamics. First, we consider CO
adsorption. One diﬀerence for these surfaces is a shift in CO
adsorption site preference from br sites on Pd to top sites
(although multiple site population is common).7 Thus, the
simplest single-site model would just allow CO population of top
sites and direct adsorption onto top site with no funneling. This
would produce the behavior SCO = 1 − θCO for pure CO
adlayers.7 Experimental data is not consistent regarding actual
initial decrease.7 A slower decrease could be achieved by
including funneling to neighboring top sites or precursor eﬀects.
For CO adsorption on mixed adlayers, one could simply exclude
adsorption on top sites with O within a distance d = a or
potentially allow funneling of CO to neighboring top sites for
more facile CO adsorption.
Appropriate treatment of dissociative adsorption of oxygen is
more complicated and surface-speciﬁc.179 For Rh(100), oxygen
eﬀectively only populates the 4fh sites as for Pd(100), so the
above 9-site model adapted to treat mixed adlayers (or some
reﬁnement thereof) should be reasonable.7 However, for
Pt(100) and Ir(100), the bridge site is the preferred adsorption
site for O rather than the 4fh site. Also there is an attraction
betweenNNpairs of O on vicinal br sites (but a repulsions of NN
germinal br sites).290 Thus, a natural adsorption rule has O2
dissociate directly onto a pair of empty NN vicinal br sites and to
remain on those sites.179 However, for adsorption onto pure O-
adlayers, we prescribe that adsorption is blocked if any of the six
br sites a distance d = a/√2 is occupied or one of the four
geminal br sites a distance d = a from these. Thus, a total of 12 br
sites free of O are required for adsorption (in this so-called 12-br-
site model).179 See Figure 59, which also shows a simulated
adlayer distribution for low-T adsorption in the absence of
thermal diﬀusion, i.e., for RSA. It is also necessary to extend this
model to treat adsorption on mixed CO + O adlayers by
requiring that no CO is within a certain distance of the vicinal
NN br adsorption sites for oxygen.
8. SPATIOTEMPORAL BEHAVIOR IN CATALYTIC
REACTIONS ON 2D METAL SURFACES
8.1. General Theory and Analysis for Realistic msLG Models
We ﬁrst consider spatiotemporal behavior in CO-oxidation
reactions on fcc metal surface in the “hydrodynamic regime”
under low-P conditions. Both CO and Omobility are signiﬁcant,
but only the very high CO mobility contributes to long-range
meso- or macroscale mass transport. We will neglect the eﬀect of
isolated monatomic steps and step bunches on terraces, which
can inhibit reaction front propagation, lowering the eﬀective CO
mobility.113 Spatiotemporal behavior is traditionally described by
continuum RDE’s3,6,55
θ θ= − ∇· =t R J t Rd/d and d/dCO CO CO CO O (72)
where RCO and RO describe the adspecies gain and loss kinetics
due to adsorption, desorption (for CO), and reaction, and JCO
denotes the meso- or macroscopic CO diﬀusion ﬂux. Tradition-
ally, a MF treatment is applied, where RCO and RO are speciﬁed
functions of θCO and θO, and a simpliﬁed treatment of diﬀusion is
employed with JCO = −DCO∇θCO assuming constant DCO.
3,6,55
More realistically, CO is locally equilibrated relative to the
coadsorbed O adlayer, and RCO = RCO(θCO,{O}) and RO =
RO(θCO,{O}) are nontrivial functions of the CO coverage and
local O adlayer conﬁguration, {O}, as is the CO-chemical
potential μCO = μCO(θCO,{O}). The diﬀusion ﬂux is given
precisely by JCO = −ΛCO∇μCO, where the conductivity, ΛCO =
ΛCO(θCO,{O}), also depends nontrivially on θCO and {O}.
7,72,228
Other components of the conductivity tensor are negligible.
Often O mobility is suﬃciently high that the adlayer is fully
locally equilibrated, and then all these quantities are fully
Figure 57. Reﬁned CO-oxidation model with 10 blocking CO at pO2 = 1
ML/s and T = 460 K. (a) Bistable equation of states for the CO and O
coverages below Tc = 540 K. Symbols: KMC results. Smooth curves:
analytic rate equations. (b) Bifurcation diagram for reﬁned model with
one ﬁnite CO−O repulsion of ϕ = 0.15 eV for separation d = √5a/2
(and with 10 blocking CO). Symbols: KMC simulation results. Solid
curves: analytic rate equation prediction. Results for the basic model
with ϕ = 0 are also shown (dashed line).
Figure 58. “Reactive phase separation” of the reactive states in the
reﬁned model for various T with pO2 = 1 ML/s and pCO chosen in the
bistability region. Red ﬁlled circles, CO; open blue circles, O.
Figure 59. The 12-br-site model for dissociative oxygen adsorption at
vicinal NN br sites on Pt(100) and Ir(100). Blue circles represent O at
the adsorption sites. Red crosses represent the additional 12 br sites that
must be free of O. Reprinted with permission from Reference 179.
Copyright 2014 American Physical Society.
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determined by both coverages, θCO and θO. In this case, it is
possible to rewrite the CO diﬀusion ﬂux as7,72,228
χ
χ
μ
θ θ
χ
χ
= −Λ ∇ = +
= − ∇ = − ∇
= Λ
= −Λ
J J J
J D J D
D
D
where
and ,
with /det( ) and
/det( )
CO CO CO CO,CO CO,O
CO,CO CO,CO CO CO,O CO,O O
CO,CO CO,CO O,O
CO,O CO,CO CO,O (73)
and where χα,β = ∂θα/∂μβ are the components of the 2 × 2
compressibility tensor, χ. Note that det(χ) > 0, χCO,CO > 0, and
χCO,O < 0, so both of the diﬀusion coeﬃcients are positive.
However, in modeling or simulation, there is no particular
advantage to using eq 73 to obtain JCO versus direct
determination from the CO conductivity and (the gradient in)
the local CO chemical potential.
We should emphasize that the atomistic msLG level
prescription of the environment-dependent CO hopping rates
for surface diﬀusion impacts the conductivity (or mobility) and
thus the meso/macroscopic CO diﬀusivity.7 (Of course, the
prescription of rates does not aﬀect the CO chemical potential or
compressibilities, which are thermodynamic quantities deter-
mined by the coverages and T.) In this respect, a precise
description of CO diﬀusion kinetics is important, as generic
Metropolis, IVA, etc. choices will not generally be precise. Again,
we note the caveat that a Metropolis-type choice in a msLG
model that includes both stable adsorption sites and unstable TS
sites for hopping can accurately capture diﬀusion kinetics.7,169,170
For complex msLG models of surface reactions, approximate
analytic treatment of spatiotemporal behavior may not be viable.
Instead, there are two possible strategies for reliable analysis,
both of which have been implemented. The ﬁrst simplest
approach, which is generally expected to applicable in the low-P
regime, involves rescaling of KMC simulations with low CO hop
rates.64,70,186 We have already noted the frequent need to cap CO
hop rates below their physical values in studies of reaction
kinetics. If hCO denotes the hop rate for isolated CO, then in
general the width of a reaction front separating reactive and
inactive states in a bistable reaction system, as well as the front
velocity, scales like hCO
1/2. Also, the proﬁle shape is anticipated to
be roughly independent of (suﬃciently large) hCO. Scaling of
other key quantities, such as equistability partial pressures for
bistable systems, can also be assessed (see Appendix H). Thus,
simulations can be performed for low capped hCO and the results
simply “scaled up” to determine the physically correct front
widths and velocities.
The second more complex approach is to employ what has in
the past decade been often described as an equation-free
heterogeneous multiscale modeling (HMM) approach.67,68 The
speciﬁc approach that we employ for catalytic surface reaction−
diﬀusion systems was developed in the mid-1990s and is called
heterogeneous coupled lattice-gas (HCLG) simulation.7,66,69,70,72
We now describe this concept applied to analysis of reaction
fronts in bistable systems. One performs in parallel simulations of
a reaction process describing the distinct behavior at a periodic
array of “macroscopic points” separated by a few micrometers
spanning the reaction front and thus having diﬀering local
coverages, periodically coupling these simulations to account for
mass transfer between macroscopic points by surface diﬀusion.
(Each simulation is performed as usual on a ﬁnite lattice or
simulation cell with periodic boundary conditions.) Thus,
simulations corresponding to one side of the front will have
coverages corresponding to the active state and those on the
other corresponding to the inactive near-CO-poisoned state. A
schematic of HCLG simulation is shown in Figure 60 showing
actual simulated adlayer conﬁgurations for CO oxidation on
Pd(100).72
The HCLG procedure can be enumerated as follows:7,69,70 (i)
These parallel simulations are by default performed continuously
on the physical time scale and independently for a small time
interval dt. Here, the value of dt is chosen so that the front would
only propagate a small distance relative to its width, which just
means that dt is short compared to the characteristic time for
adsorption, desorption, and reaction processes (as determined
by the inverse of the appropriate rates). (ii) Then, the separate
simulations are instantaneously coupled in that an appropriate
amount of CO (reﬂecting the nontrivial local value of the CO
diﬀusion ﬂux, JCO) is transferred between adjacent simulation
cells. (iii) Adding or removing the appropriate number of CO
from each simulation cell (by random addition at available sites
or random removal) initially creates an artiﬁcial adlayer
conﬁguration. One could perform a brief burst of simulation
with ﬁxed coverage to relax this artiﬁcial state for a time dtrlx.
However, in practice, this is unnecessary, as CO is so mobile that
the relaxation time scale, dtrlx, is much shorter than dt. (iv) After
the transfer of CO between adjacent simulation cells, simulation
is performed independently for another dt until the next CO
transfer.
Clearly, the periodic transfer of the appropriate amount of CO
between adjacent simulation cells is critical, but nontrivial. To
this end, together with the usual msLG simulation of adlayer and
coverage evolution during the reaction processes over a time
interval dt, it is necessary to also determine in each cell the CO
mobility, ΛCO,CO, and the CO chemical potential, μCO. The CO
diﬀusion ﬂux or amount of CO to be transferred can be
determined from the diﬀerence in CO chemical potentials
between adjacent cells. Detailed algorithms are described
elsewhere.7,69,70 We just present one example of the results of
this procedure in Figure 61, where we assess the form of a
stationary reaction front at the equistability point in the
bistability region for our msLG model for CO oxidation on
Pd(100) at 380 K.228
We should note that this HCLG procedure is entirely
analogous to the classic method-of-lines for numerical analysis
of mean-ﬁeld continuum partial diﬀerential equations, including
Figure 60. Schematic of HCLG simulation for the propagation of a
reaction front separating reactive and inactive states in CO oxidation on
Pd(100). Reprinted with permission from ref 7. Copyright 2013
Elsevier.
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RDE’s.7 In that case, continuous space is replaced by a discrete
periodic grid of points (analogous to our array of simulation
cells). At each grid point, the MF rate equations for the reaction
are integrated, and behavior at adjacent points is coupled to
describe mass transfer of various reactants due to chemical
diﬀusion (although typically only a crude description of diﬀusion
ﬂuxes is implemented).
At low P for typical reaction temperatures, the reaction fronts
described above, and more general spatial patterns, are very
diﬀuse with characteristic length scales of tens of micrometers.
Spatiotemporal behavior is thus naturally described in a coarse-
grained continuum framework. Sharper fronts, or interfaces
between O-rich and CO-rich domains, at higher P and lower T
(as seen in FEM or FIM studies or even STM titration studies)
could in principle be described by appropriate discrete RDE’s.
However, implementation of such predictive equations for
realistic msLG models is problematic.
Finally, we note that while the above HCLG-type analysis
potentially gives a predictive ﬁrst-principles-based multiscale
description of spatiotemporal behavior, it is diﬃcult to extract
deep insight from these types of simulations. Potentially, more
eﬀective for such understanding, and certainly of great
pedagogical value, is the analysis of a simpliﬁed or tailored
model (cf. ref 186) ideally retaining the essential features of the
more complex msLG models. This strategy is adopted below.
8.2. Stationary Fronts for the Tailored Model for CO + O on
Pd(100)
Analysis for the tailored model of section 7.1 with no ﬁnite
interactions has the advantage that there is one natural choice for
diﬀusive hopping with a single rate, hCO, for CO, and a single rate,
hO, for O. (With ﬁnite interactions, there exist distinct IVA,
Metropolis, etc. choices for the environment-dependent hop
rates.) In our KMC simulation analysis, wemust set both hCO and
hO ≫1 to match the analytic theory but also set hCO/hO≫1 to
capture behavior in the CO-oxidation system.We will set hCO/hO
= 10 and specify the capping rate hCO = h0 in various simulation
plots below. In addition, estimates of equistability points
obtained from simulations incorporate extrapolation to the
regime of large hop rates, as described in Appendix H.
First, we analyze the stationary front separating coexisting or
equistable reactive and inactive near-CO-poisoned states in the
model with 10 blocking CO at 460 K for pO2 = 1 ML/s. The local
states scanning across the front actually correspond to a portion
of the stable and unstable steady states at ﬁxed pO2 = 1 ML/s for
varying pCO, which weremapped out in the EOS of Figure 52. For
these steady states, the CO coverage varies as a result of varying
pCO; for front states, CO coverage varies as a result of varying
JCO.
7,70 KMC simulation results for coverage proﬁles across this
stationary front with equistability point pCO(eq) = 0.91 ML/s are
shown in Figure 62 as symbols, where the position across the
front is naturally scaled by the CO hop rate. Also shown is the
simulated adlayer conﬁguration, although here we caution that
the hop rate in the simulations is below the physical value, so the
unscaled front is narrower than the actual front. Figure 62 also
shows results with a similar shaped proﬁle from an analytic RDE
analysis, which yields pCO(eq) = 0.94 ML/s and will be discussed
below.
Next, we describe the behavior of the CO chemical diﬀusivity,
which controls these proﬁles. Recall that the CO diﬀusion ﬂux
has the form JCO = −ΛCO∇μCO. First consider CO conductivity,
ΛCO = θCOσCO/(kBT), where σCO is the CO mobility. Figure 63
plots the variation of the mobility in the stable and unstable
steady states for pO2 = 1 (recalling that a portion of these coincide
exactly with the states across the stationary front) in the simple
model with 10 blocking CO at 460 K. A simple analytic estimate
of this quantity, σCO/hCO ≈ 1 − 2θCO − 2θO, is also shown.
Clearly, there is a strong inhibition of CO mobility with
increasing O coverage: in the regime where the CO coverage is
low, this corresponds to a single-CO particle percolative diﬀusion
problem, where CO meanders through a coadsorbed relatively
immobile O adlayer.66,70,81 Note that CO hopping rules mean
that CO cannot diﬀuse through the c(2×2)-O domain but can
diﬀuse along antiphase boundaries between degenerate c(2×2)-
O domains.7,81 There is also a strong inhibition of CO mobility
for high CO coverage approaching 1/2 ML (where there is
Figure 61. msLG model results for CO oxidation on Pd(100) at 380 K
with pO2 = 1.1 ML/s. Variation across the stationary reaction front for
pCO = 0.17 ML/s of (a) CO and O coverages, (b) CO chemical
potential, and (c) CO mobility relative to its clean-surface value. (d)
Components of the CO diﬀusion ﬂux and the total ﬂux (solid curve).
Reprinted with permission from ref 228. Copyright 2006 American
Institute of Physics.
Figure 62. (a) Coverage proﬁles across the stationary front for the
simple reaction model with 10 blocking CO at 460 K and pO2 = 1 ML/s.
Symbols represent KMC results with h0 =10
3/s, and the solid curve is
from analytic RDE’s. Horizontal axis: suitably scaled position variable,
x/hCO
1/2. (b) Simulated adlayer distribution across the front (for smaller
than the physical hop rate). Red dots = CO; blue dots = O.
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negligible O coverage). In this regime, one has eﬀectively a pure
single-species (CO) many-particle diﬀusion problem, for which
behavior of the mobility is nontrivial in the presence of adlayer
ordering.80,248
Determination of the CO diﬀusion ﬂux also requires
assessment of the CO chemical potential, μCO, for the front
states (or steady states). Results from KMC simulation utilizing
the Widom insertion method, which has proved to be eﬀective
for analyzing these types of systems,228 are shown in Figure 64.
As might be expected, the CO chemical potential increases
smoothly across the front from the reactive to the inactive state
corresponding to increasing CO coverage (recalling that the
reactive adlayer has a low CO coverage relative to the CO-
crowded inactive state). Figure 64 also shows the behavior of a
simple analytic estimate for μCO ≈ kBT ln[2θCO/(1 − 2θCO −
2θO)] of the type used in simple reaction−diﬀusion models.70,81
The above analysis of behavior or the mobility (and other
quantities) across the reaction front at a single temperature T =
Figure 63. KMC simulation results (symbols) with h0 = 10
4 for rescaled CO mobility σCO/h0 in the stable and unstable steady states (or across the
stationary front) in a tailored model with 10 blocking CO at 460 K and pO2 = 1 ML/s compared with the analytic estimate σCO/hCO ≈ 1 − 2θCO − 2θO:
(a) 2D and (b) 3D representations. Simulations for steady states with pO2 = 1 ML/s allow determination of CO mobility for θO > 0.1 ML, a regime not
accessed by front states.
Figure 64.CO chemical potential in stable and unstable steady states (or across front states) in the simplemodel with 10 blocking CO at 460 K and pO2 =
1 ML/s: (a) 2D and (b) 3D representations. Symbols: KMC results determined by the Widom insertion method. Smooth curves: simple analytic
formula μCO/(kBT) = ln[2θCO/(1 − 2θCO − 2θO)].
Figure 65.COmobility in stable and unstable steady states (or across front states) at lowT = 380 K, where reactive state O coverage is above that for the
c(2×2)-O order−disorder transition. Symbols: KMC results for h0 = 104. Curves: analytic theory. The red arrow indicates the location of the order−
disorder transition in the equilibrated O adlayer.
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460 K is rather restrictive, particularly regarding the range of
oxygen coverage, θO < 0.1 ML. Thus, it is appropriate to develop
a broader picture of behavior in the 2D coverage plane with θCO +
θO ≤ 1/2 ML. (Quantities such as the mobility are uniquely
deﬁned for equilibrium Gibbs states, which do correspond to
states across the reaction front at least for higherT.) According to
previous general analysis for mixed adlayers, one anticipates that
the CO mobility will vanish above a symmetry-breaking c(2×2)-
O order−disorder transition.66,70,81,293 This is because the
order−disorder transition generally coincides with the percola-
tion transition for c(2×2)-O domains (at least for mobile O
adlayers), and percolating c(2×2)-O domains will block long-
range CO diﬀusion.
To observe this type of behavior, it is most convenient to
consider the CO mobility for stationary front states at lower T,
where the O coverage in the reactive steady state is above the
value for this order−disorder transition. Figure 65 shows results
for the simple model with 10 blocking CO at low T = 380 K.
There should be a c(2×2)-O order−disorder transition at around
θO = 0.37 ML (indicated by the arrow). Certainly, the mobility
drops strongly around this value. The feature that the simulation
data do not precisely vanish just reﬂects the limitations of the
simulation analysis, where data are collected only over a ﬁnite
time period (over which there is a nonzero eﬀective mobility).
8.3. Propagating Fronts for the TailoredModel for CO+Oon
Pd(100)
Extending the detailed analysis of the stationary front in the
simple model at 460 K, it is natural to consider variation of front
propagation velocity, V, with pCO across the bistability region
1.03 < pCO < 1.39 for 8 blocking CO and 0.30 < pCO < 1.24 for 10
blocking CO. Given the success of our analytic treatment for
kinetics, we attempt to extend this approach to spatiotemporal
behavior based on the analytic RDE’s
θ θ θ
θ θ θ μ
= − ∇·
= = −Λ ∇
t R J
t R J
d/d ( , ) and
d/d ( , ), where
CO CO CO O CO
CO O CO O CO CO CO
(74)
RCO and RO have been described previously. To determine ΛCO,
we use the approximation σCO = hCO(1 − 2θCO − 2θO), which
was assessed in section 8.2. We also use the approximation μCO =
kBT ln[2θCO/(1 − 2θCO − 2θO)] assessed in section 8.3. The
results for V versus pCO are shown in Figure 66. In particular,
from these results we can extract an analytic estimate of the
equistability pressure pCO(eq). This is a delicate quantity, since it
depends not just on the kinetics but also on the chemical
diﬀusivity.7,64−66,104 The agreement between analytic estimates
and KMC analysis is quite good: pCO(eq) = 1.25 (1.32) from
RDE (KMC) for 8 blocking CO, and pCO(eq) = 0.94 (0.91) from
RDE (KMC) for 10 blocking CO.
Finally, we consider the special behavior for a rapidly
advancing reactive state for small pCO. In general, either steady
states in homogeneous systems or front states spanning a
reaction front will be locally equilibrated Gibbs states for low P
and high mobility of both reactants. Then, as noted above,
mobility and other properties are uniquely determined entirely
by reactant coverages (and by T). However, there are situations
even for high mobility where the front states in propagating
waves will not be locally equilibrated, and then determination of
appropriate mobilities, etc., is more subtle (e.g., requiring HCLG
simulations).70 We discuss one such example here,70 where the
reactive state has O coverage above the threshold value, θO
C, for
symmetry-breaking c(2×2)-O long-range ordering and percola-
tion of these domains and where the reactive state propagates
rapidly into the inactive near-CO-poisoned state due to low pCO.
This scenario could be achieved at least for the simple model with
10 blocking CO choosing T below about 430 K, where the lower
spinodal is close to pCO = 0.
In this scenario, consider a spatial location behind (i.e., in the
tail of) the propagating reaction front, but where this location
started in the inactive state and was thus converted to a high-O-
coverage reactive state as the reaction front passes.70 While these
states have an O coverage above that for symmetry-breaking
c(2×2)-O long-range order in the uniform reactive steady state,
they have only a had a ﬁnite time to convert from the low-O-
coverage inactive state. Thus, true symmetry-breaking and
percolation is not possible, and instead, these states have ﬁnite
domains of the two degenerate symmetry-broken c(2×2)-O
orderings.70 The size of these domains will increase smoothly
with the time that has been available for these high-O-coverage
domains to coarsen, as will the distance behind the front. Thus,
the CO mobility will not be exactly zero in any of these states, as
long-range CO diﬀusion is possible along the domain boundaries
between degenerate c(2×2) domains. However, the mobility will
naturally decrease as the domains grow and, in fact, should be
inversely proportional to the domain size. This scenario has
previously been analyzed quantitatively for a simpliﬁed model
usingHCLG simulations to appropriately determine the nonzero
CO mobility.70 The generic behavior described above is shown
schematically in Figure 67.
9. CATALYTIC REACTIONS ON 2D METAL OXIDE
SURFACES AT HIGH P
Due to limited surface mobility in at least some reactions on
oxide surfaces at high P, these systems provide a natural testing
Figure 66. Results from analytic RDE theory for the propagation velocity of the front separating reactive and inactive near-CO-poisoned states in the
simple model at 460 K with (a) 8 blocking CO and (b) 10 blocking CO.
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ground for analysis of behavior mediated by kinetically induced
correlations or ﬂuctuations. There has been particular interest in
assessing deviations from mean-ﬁeld (MF) kinetics,28,29
examination of the degree of rate control,300 etc. Simple ZGB-
type surface reaction models with limited or no surface mobility
provide a paradigm for analysis of these systems.24−27 In addition
to KMC simulations, the exact hierarchical master equations for
reaction kinetics provide a basis for rigorous analysis. It is natural
to consider not just the simplest mean-ﬁeld truncation but also
higher-order approximations.26,37,38,215,216 Indeed, sometimes
just implementing a pair approximation can lead to signiﬁcant
improvement over MF and reasonable agreement with precise
KMC results.215,216
Of particular interest here is the behavior of systems with
bistable MF kinetics, as often applies for CO oxidation. There is
broad recognition that, in this case, the stochastic reaction model
will actually display a discontinuous transition, usually
accompanied by limited metastability and hysteresis.24,26,27,66,105
This is analogous to behavior of thermodynamic lattice systems,
such as the Ising model.31,32 It is also anticipated that the pair and
higher-order treatments will also produce bistability, but over a
narrower range than the MF treatment.31,32,215 Actually, the
appearance of limitedmetastability in these reaction systems with
limited mobility is well-understood from analysis of the critical
radius, Rc, for nucleation of a more stable phase from a less stable
one.27,301−304 One ﬁnds that Rc ∼ (c + h)1/2a/Δ, where Δ is a
dimensionless distance from the transition, c is of order unity,
and h is a characteristic hop rate for the most mobile
adspecies.27,304 A smaller critical radius for smaller h reduces
the lifetime of the metastable states by increasing the rate of
nucleation, Knuc, of the more stable state. Indeed, the nucleation
rate scales like7 Knuc ∼ exp[−b(c + h)/Δ]. Thus, it is clear why h
≈ 0 produces behavior fundamentally diﬀerent from the eﬀective
bistability for large h.
9.1. msLG Models for CO-oxidation on RuO2(110)
CO oxidation on RuO2(110) is an ideal system for analysis of the
above issues given the very high barriers for key surface diﬀusion
processes.28−30,196 The relevant adsorption sites for CO and O
are alternating rows of bridge (br) and coordinatively
unsaturated sites (cus) shown in Figure 10b and schematically
in the inset to Figure 68. Processes included in model are196
molecular adsorption−desorption of CO at cus and br sites,
dissociative adsorption and recombinative desorption of oxygen
at adjacent pairs (cus−cus, br−br, cus−br), CO + O reaction to
produce CO2 at adjacent pairs (cus−cus, br−br, cus−br), and
diﬀusion of CO andO to neighboring sites. One reasonable set of
rates for these processes and 600 K is given in Table 5. It has been
shown that adsorption, desorption, and reaction at the cus sites
are most important for low-PCO behavior,
300 and we note that
hop rates for these sites are much lower than other rates.
Predictions of KMC simulations in ref 28 for site concentrations
and for TOF from the diﬀerent reaction paths are shown in
Figure 68. Of particular note is the dominance of the COcus +
Ocus reaction pathway for forming CO2 in the low-PCO regime, a
feature consistent with the above statement about the dominant
processes. There is some debate about an optimal set of rates and
about dependence of predictions on rate choice for this reaction
system.30 Indeed, KMC simulations of a detailed msLG model
have been performed for other parameter sets than those used
here.30 We do not review these results here, but rather we focus
on more general aspects of behavior and on the capabilities of
analytic treatments to capture precise model behavior.
Following Matera et al.,29 we let A, B, C, D denote CO, O, or a
vacancy E; a, b denote cus or br sites; ka(A→B) and kab(AB→
CD) denote rates for single-site and pair-site adsorption,
desorption, diﬀusion, and reaction processes. Also, ⟨Aa⟩ denotes
the site concentration for for A on site type “a”, and ⟨AaBb⟩
denotes the pair probability for A on “a” and B on an adjacent “b”
site, etc. Then, the lowest-order site equations in the exact
hierarchical master equations have the form
∑ ∑
∑
∑
⟨ ⟩ = → ⟨ ⟩ − → ⟨ ⟩
+ → ⟨ ⟩
− → ⟨ ⟩
t A k B k A
k C D
k A B
d/d (B A) (A B)
(CD AB)
(AB CD)
a
B
a a
B
a a
bBCD
ab a b
bBCD
ab a b
(75)
which are not closed, as they involve pair probabilities. One can
continue to write down equations for the latter, which will
involve triplet quantities. The simplest MF treatment using
Figure 67. Schematic of reaction front propagation with the high-θO
reactive state displacing the inactive state for low pCO (left). Coarsening
of c(2×2)-O domains behind the reaction from is shown (upper left:
light and dark gray indicate domains of diﬀerent phase), as well as the
corresponding decreasing but nonvanishing CO mobility (right).
Figure 68. Predictions from KMC simulations for CO oxidation on
RuO2(110) at 600 K with PO2 = 1 atm for rates similar to those in Table
5. (a) TOF for various reaction paths. (b) Site concentrations. Reprinted
with permission from ref 28. Copyright 2007 American Institute of
Physics.
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⟨AaBb⟩ = ⟨Aa⟩⟨Bb⟩, etc., was shown to produce qualitatively but
not quantitatively correct behavior (see ref 28, which directly
compares KMC predictions in Figure 68 with MF predictions).
Here, we are particularly interested in behavior for a range of
lower PCO corresponding to a primarily O-covered surface. Thus,
we show MF predictions for a broader range of PCO in Figure 69.
Note again the dominance of the COcus + Ocus reaction pathway
for lower PCO. Below, these MF predictions are compared with
precise KMC results, and signiﬁcant discrepancies are discussed
in detail and partly remediated.
Before discussing potential improvements with higher-order
treatments, further discussion of MF predictions versus exact
behavior is appropriate. While not appearing at 600 K, KMC
indicated the appearance of discontinuous transitions at lower
T.28 Thus, it is natural to perform complete bifurcation analysis
of MF rate equations. Indeed, this reveals the appearance of
bistability below a critical temperature of Tc = 354 K (see Figure
70). To convert the bistable loop behavior of MF treatment into
the discontinuous transition of the stochastic model, as revealed
by KMC simulation, it is necessary to implement a non-
equilibrium analogue of the Maxwell construction.66,215,217 To
this end, one must develop the discrete RDE corresponding to
the aboveMF RE. To simplify these equations, it is convenient to
consider planar reaction fronts separating CO-rich and O-rich
states propagating in the direction along the br (and cus) rows.
Then, labeling sites in this direction by n, the exact hierarchical
discrete RDE has the form
⟨ ⟩ = ⟨ + ⟩ + ⟨ − ⟩ +
− ⟨ + ⟩ + ⟨ − ⟩ +
− ⟨ + ⟩ + ⟨ − ⟩ +
+ ⟨ + ⟩ + ⟨ − ⟩ +
− ⟨ + ⟩ + ⟨ − ⟩ +
t O n p E n E n E n E n
O n O n O n O n
k O n O n O n O n
E n n O n E n
O n E n E n n
d/d ( ) ( ( ) ( 1) ( 1) ( ) ) ...
d ( ( ) ( 1) ( 1) ( ) ) ...
( ( ) ( 1) ( 1) ( ) ) ...
h ( ( )O ( 1) ( 1) ( ) ) ...
h ( ( ) ( 1) ( 1)O ( ) ) ...
a O a a a a
aaO a a a a
aa a a a a
aaO a a a a
aaO a a a a
2
2
2
2
(76)
where terms corresponding to adsorption gain, desorption loss,
reaction loss, hopping gain, hopping loss, respectively, are shown
just for processes involving a-type sites. Those involving b ≠ a
sites and ab pairs are left implicit. Similar equations apply for the
other site concentrations. Note that the spatial coupling in these
equations comes not just from diﬀusive hopping but also from
the two-site nature of oxygen adsorption−desorption and the
two-site nature of reaction.
Applying a MF factorization ⟨Ea(n)Ea(n+1)⟩→ ⟨Ea(n)⟩⟨Ea(n
+1)⟩, etc., reduces these equations to a closed set of discrete
Table 5. Rates Used by Matera et al.29 for CO Oxidation on RuO2(110) at 600 K
a
desorb rate (s−1) CO hop rate (s−1) O hop rate (s−1) CO + O rate (s−1)
CO cus 9.2 × 106 cus→ cus 6.6 × 10−2 cus→ cus 0.5 cus + cus 1.7 × 105
CO br 2.8 × 104 b r→ br 1.1 × 108 br→ br 1.6 × 107 br + br 1.6
O cus−cus 2.8 × 101 cus→ br 1.5 × 102 cus→ br 4.9 × 104 cus + br 5.2 × 102
O br−br 4.1 × 10−21 br→ cus 0.5 br→ cus 6.0 × 10−7 br + cus 1.2 × 106
O cus−br 3.4 × 10−10
aThe adsorption rate for oxygen at PO2 = 1 atm is pO2 = 9.7 × 10
7 s−1, and that for CO at PCO = 10
−4−102 atm is pCO = 104−108 s−1.
Figure 69. Predictions from MF rate equations for CO oxidation on
RuO2(110) at 600 K with PO2 = 1 atm and rates from Table 5. (a) TOF
for various reaction paths. (b) Site concentrations.
Figure 70. Predictions from MF rate equations for CO oxidation on
RuO2(110) with PO2 = 1 atm and rates from Table 5. (a) Bistability at
330 K with an equistability PCO = 2.05 × 10
−5 atm indicated. Inset:
propagation velocity vs PCO for a planar front between O-rich and CO-
rich states. (b) Bifurcation diagram with equistability PCO indicated
(dashed line).
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RDE’s that have a form more complex than the traditional
Nagumo form due to the multifaceted nature of the spatial
coupling noted above. Results for the propagation velocity, V,
versus pCO at 330 K are shown in the inset to Figure 70a. Such
analyses lead to determination of the equistability PCO value
corresponding to a stationary front where V = 0 also shown in
Figure 70. One might naturally use this PCO value to assign the
location of the discontinuous transition. The situation is actually
more complex for these discrete reaction−diﬀusion systems.
Considering front propagation across rows reveals propagation
failure across the entire bistable region. More generally, one
expects propagation velocities and equistability points to depend
on interface orientation.105,215−217,304 Thus, utilizing discrete
RDE results to assess stochastic model behavior is nontrivial.
Now, we return to the fundamental issue of the accuracy of a
MF treatment even for spatially homogeneous steady states given
the neglect of spatial correlations.28,29 Matera et al.29 compared
the prediction of the above MF treatment for the total TOF at
600 K and PO2 = 1 atm with that from KMC simulations. See
Figure 71, which reveals a dramatic overestimate by the MF
treatment by orders of magnitude in the TOF for PCO below
about 3 atm in the O-poisoned regime, where the surface tends to
be largely O-covered. Interestingly, the MF prediction agrees
well with KMC results of PCO above about 8 atm. Thus, it is
natural to consider higher-order treatments of reaction kinetics
based on the exact master eqs 75. However, rather than start with
a conventional implementation of, say, a pair approximation, we
ﬁrst describe an imaginative “targeted treatment” by Matera et
al.29 based on an assessment of the special behavior of the system
of interest.
The key observation ofMatera et al.,29 aided by a degree of rate
control analysis,300 is that behavior in the O-poisoned regime is
controlled by ﬁve processes: CO adsorption and desorption at
cus sites, oxygen adsorption and desorption at neighboring cus
site pairs, and reaction of CO and O at neighboring cus site pairs
to form CO2. Further consideration of dynamics on the near
completely O covered surface led Matera et al.29 to propose the
following picture: cus vacancies primarily exist in pairs, being
mainly created by the Ocus−Ocus desorption process and far less
often by COcus−Ocus reaction. Figure 72 shows a possible
sequence of evolution in a locally O-covered patch of the surface
with the dominant conﬁgurations being on the left as assessed by
the relative rates to follow various paths. If vacancies primarily
exist in cus pairs, and since the surface is nearly O covered, half
the cus neighbors of a cus vacancy are vacancies, E, and half are
O.29 Thus, in terms of conditional probabilities (see section 3), it
follows that
⟨ | ⟩ ≈ ⟨ | ⟩ ≈
⟨ ⟩ ≈ ⟨ ⟩ ≈ ⟨ ⟩
E E O E
E E O E E
1/2, so that
1/2
cus cus cus cus
cus cus cus cus cus (77)
For small ⟨Ecus⟩, this constitutes a dramatic failure of the MF
approximation. Similarly, when a CO is on the surface at a cus
site, it almost always has one O cus neighbor and the other cus
neighbor is either a CO or an E.29 As a result, one has that
⟨ | ⟩ = ⟨ ⟩ ≈ ⟨ ⟩O CO O CO CO1/2, so that 1/2cus cus cus cus cus
(78)
Again, this constitutes a breakdown of the MF approximation.
Thus, Matera et al.29 were prompted to reﬁne the standardMF
treatment instead using the relations ⟨EcusEcus⟩ ≈ 1/2⟨Ecus⟩ and
⟨OcusCOcus⟩ ≈ 1/2⟨COcus⟩ in eq 75 and employing standard MF
treatment of other pair terms. This treatment yielded an excellent
agreement with KMC results in the O-poisoned regime. (see
Figure 71). The feature that this treatment fails whereas the
standard MF treatment succeeds in the CO-poisoned regime is
explained by the observation that here vacancy creation is
dominated by CO desorption, a single-site process more
compatible with the MF treatment.29 It is natural to also
consider a more conventional pair approximation. The
application of such an approximation to treat correlations at
cus sites, but neglecting cus−br correlations and for simplicity
neglecting hopping curves, recovers KMC and MF behavior for
the CO-poisoned regime and somewhat improves on MF
predictions for theO-poisoned regime (see Figure 71). However,
it is far less successful in the latter regime than the targeted
treatment. This is expected as the standard pair treatment forces
Figure 71. Predictions from MF rate equations (red curve) and a
tailored pair approximation treatment (green curve) compared with
KMC simulation results (black symbols) for CO oxidation on
RuO2(110) at 600 K with PO2 = 1 atm. Rates come from Table 5.
Insets show typical adlayer conﬁgurations in diﬀerent regimes, where
red circles denote O and blue circles denote CO. The vacant sites are cus
sites. Reprinted with permission from ref 29. Copyright 2011 American
Institute of Physics. Also shown is the prediction of our more
conventional pair approximation (dashed blue curve) discussed in the
text.
Figure 72. CO oxidation on RuO2(110) at 600 K with PO2 = 1 atm and
PCO ≈ 10−2 atm. Schematic of the possible sequence of evolution in a
locally O covered patch of the surface with the dominant conﬁgurations
being on the left as assessed by the relative rates (shown) to follow
various paths. Red circles denote O and blue circles denote CO, and the
vacant sites are cus sites.
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signiﬁcant populations of vacancy triples on cus sites, contrasting
actual behavior.
Despite the success of the reﬁned treatment of Materia et al.29
for the above system and conditions, accurate description of
strong kinetically induced spatial correlations under general
conditions is expected to be challenging.305 Note that the actual
dynamics in the above system is generally more complicated than
suggested by the picture of predominant vacancy pairs. For
example, if another oxygen dimer desorbs next to an existing
vacancy pair, rapid readsorption often creates a pair of separated
single-site vacancies. Additional oxygen dimer desorption and
readsorption next to these vacancies leads to eﬀective diﬀusion of
these single-site vacancies. CO adsorption on these single-site
vacancies followed by reaction and fast oxygen adsorption can
eliminate them, potentially recovering the picture where vacancy
pairs predominate. However, for low PCO the processes described
will lead to a breakdown of this simple picture. A signiﬁcant
challenge is to develop a formalism to describe spatial
correlations in more general situations.305
9.2. Other Reactions on Oxide Surfaces
It is appropriate to comment at least brieﬂy on examples of
detailed msLG modeling of other reactions on oxide surfaces at
high P. We have already described in section 2.5 the ingredients
of a tailored msLG model for CO oxidation on oxidized Pd(100)
at high P.192,208 In this simpliﬁed model, there are again two
adjacent distinct types of sites, so the processes to be considered
are analogous to those in section 9.1 for CO oxidation on
RuO2(110). DFT analysis was implemented to obtain the
barriers for these processes, where diﬀusion barriers at least for
CO are not so high. Thus, one expects better developed
bistability in this system.66,69,187 In addition, this modeling
included nearest-neighbor interactions between adsorbed
species, which inﬂuence the rates for desorption and diﬀusion,
but it was assumed that the barriers for reaction are independent
of the local environment (as for the low-PmsLGmodeling of CO
oxidation on metal (100) surfaces described in section 6). In
principle, rate equations in the form of exact hierarchical master
equations could be developed for this model, although the
presence of lateral interactions makes these signiﬁcantly more
complex in form than eq 75. Also, a corresponding discrete RDE
could be developed, although the presence of more rapid CO
diﬀusion in this system makes it more appropriate to consider
coarse-grained continuum RDE. Detailed KMC analysis of this
model mapped out the TOF as a function of the chemical
potential or pressures of the reactants at various temperatures.
In section 2.5, we have also mentioned msLG modeling of the
particularly complex HCl oxidation reaction on RuO2(110).
203 As
for CO oxidation, again species can occupy the two distinct types
of cus and br adsorption sites. However, for this system, the
adsorbed species included in the model are O, OH, H2O, and Cl
(the latter being formed from the rapid dissociation of HCl).
This modeling successfully elucidates the complex nonequili-
brium adlayer conﬁgurations formed during this process, which
were also described in section 2.5. Finally, we mention another
recent combined DFT and KMC study of the selective oxidation of
ammonia on RuO2(110).
211 This is another complex multi-
component reaction system including NHx for x = 0−3 and OHx
for x = 0−2. The simulation incorporates numerous adsorption,
desorption, decomposition, and reaction processes among these
species, including NH3(gas) + *→ NH3(ads), O2(gas) + 2*→
2O(ads), NH3(ads) + O(ads) → NH2(ads) + OH(ads),
NH2(ads) + OH(ads) → NH(ads) + H2O(gas) + *, NH2(ads)
+ O(ads)→NH2(ads) + OH(ads), etc. A key feature is the high
selectivity for NO, which is associated with inhibited N diﬀusion
caused by various intermediates on the surface. This inhibits N
recombination but interferes far less with the N + O → NO
reaction owing to the availability of O from dissociation of O2.
10. SUMMARY AND PROGNOSIS
We have reviewed recent signiﬁcant advances in the develop-
ment of realistic molecular-level nonequilibrium statistical
mechanical models for catalytic reaction−diﬀusion processes.
These models account for spatial correlations in the distribution
of reactant and product species. Such correlations are neglected
in traditional mean-ﬁeld (MF) rate equations and reaction−
diﬀusion equations, but they can have signiﬁcant impact on
reaction kinetics and on spatiotemporal behavior. These
correlations, which can be of either thermodynamic or kinetic
origin, are generally enhanced for high concentrations or
coverages where reactant and product species are strongly
interacting. We also described coarse-grained hydrodynamic or
generalized hydrodynamic modeling frameworks for these
reaction−diﬀusion systems. The coarse-grained modeling must
account for the complexities of diﬀusive transport in mixed
interacting systems.
We have focused on three classes of catalytic systems where
spatial correlations are important but where the origin and nature
of the correlations diﬀer: (i) Catalytic conversion reactions in
functionalized nanoporous materials with arrays of 1D linear
nanopores,8−19 where passing of reactant and product molecules
is strongly inhibited. These systems operate in a nonequilibrium
spatially heterogeneous steady state with strong concentration
variations within the pores. Restricted transport means that
correlations induced by the reaction process cannot be readily
eliminated. It is clear that these correlations will reﬂect the special
feature of diﬀusion wherein species are strongly conﬁned by
neighboring species. Correlations are naturally strongest in the
extreme case of single-ﬁle diﬀusion, where passing is blocked (a
common scenario for catalysis in zeolite materials), and are
quickly reduced upon incorporation of some degree of passing
into the model (as is expected for catalysis in MSN materials).
(ii) Catalytic oxidation and other reactions on 2D fcc metal surfaces
at low or moderate pressures (P).3−7,22,23 In this case, lower P
produces lower coverages or concentrations, so adspecies are
uncrowded and are generally highly mobile at typical reaction
temperatures. As a consequence, the adlayer should usually be
locally equilibrated, so the reactive steady state corresponds to an
equilibrium Gibbs state, but with coverages determined by the
kinetics of adsorption, desorption, and reaction. Ubiquitous,
strong, short-range repulsions yield open superlattice ordering,
but weaker, longer-range interactions often control the detailed
structure of this delicate ordering. Certainly, the reaction kinetics
will be impacted by the ordering, which can include possible
phase separation in mixed reactant adlayers (and which is
generally poorly characterized). (iii)Catalytic reaction on oxidized
surfaces for high P, where adspecies mobility can be highly
restricted due to both high near-jamming coverages and very
high barriers.28−30 In this case, akin to case i, strong correlations
that develop as a result of the reaction process are sustained due
to restricted or negligible transport. Thus, the system generally
operates in a nonequilibrium homogeneous steady state.
Behavior in these systems might be considered to fall within
that of the class of simple ZGB-type reaction models24
commonly analyzed within the general framework of non-
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equilibrium statistical physics. Strong correlations and ﬂuctua-
tions produce strong deviations from MF predictions.
As noted above, the 1D catalytic nanoporous systems
incorporate intrinsic spatial heterogeneity, reﬂected in strong
concentration variations into the pore interior away from the
openings.8 The characteristic length scale of this variation is tens
of nanometers. For 2D surface catalysis at low P, spatial
heterogeneity manifested by pattern formation or reaction fronts
on the scale of tens of micrometers can occur spontaneously or
due to the presence of surface defects, as is directly observed by in
situ electron-basedmicroscopy techniques.6 Increasing P in these
2D systems will produce a strong reduction in the characteristic
length scale down to hundreds of nanometers and below
associated with a reduction in eﬀective surface mobility.
Comprehensive understanding of this type of spatiotemporal
behavior in reaction−diﬀusion systems often beneﬁts from a
coarse-grained spatially continuous formalism or in some cases
heterogeneous multiscale modeling, in addition to a detailed
molecular-level description and analysis.7 For systems where the
spatial variation occurs on a large “macroscopic” characteristic
length scale (of at least tens of nanometers), behavior is naturally
described and elucidated via appropriate hydrodynamic
reaction−diﬀusion equations. These are nontrivial, as they
must characterize both the non-MF reaction kinetics and the
nature of chemical diﬀusion in interacting mixed reactant
adlayers. For systems with shorter-scale variation corresponding
to large concentration gradients, a generalized hydrodynamic
treatment may be more appropriate.19
Next, we discuss theoretical issues and challenges and a
prognosis for future advances associated with the sophisticated
description of catalytic reaction−diﬀusion behavior at a level
beyond MF theory in each of the three classes of systems
described above. This discussion will recap many issues raised in
the preceding sections. In all cases, kinetic Monte Carlo
simulation of the associated spatially discrete associated
stochastic lattice-gas models for these systems provides a
particularly eﬀective vehicle to precisely analyze behavior on
the appropriate time and lengthm scales.
For modeling of catalysis in 1D nanoporous materials,
fundamental and substantial challenges remain to develop
realistic system-speciﬁc models. It is appropriate to start with a
continuous-space treatment in order to appropriately incorpo-
rate system-speciﬁc interactions and dynamics. There is
substantial literature on MD studies of transport in such
systems,9 but relatively little treatment of some key issues
associated with reaction−diﬀusion behavior. To eﬀectively
analyze such issues, it is necessary to at least implement
molecular-level coarse-graining, where reactants and product
species are described by a limited number of degrees of freedom
(versus an all-atom treatment), and it is natural to also
incorporate an implicit solvent treatment for solution-phase
reactions. In this case, reactant and product motion will be
described by Langevin dynamics subject to solvent-mediated
interactions between these species and with the pore walls.91 An
additional challenge is the treatment of ﬂexible pore walls, which
has been shown to signiﬁcantly impact transport.87 A speciﬁc
example of a key issue needed to understand reaction−diﬀusion
behavior is the assessment of the inhibited passing propensity of
reactant and product species in narrow pores.89,91We have noted
limited studies using TST concepts appropriate for gas-phase
reactions and also Langevin dynamics more appropriate for
solution-phase systems. For elongated molecular shapes, passing
in narrow pores will generally require orientational alignment of
molecules between themselves and also with the pore axis. For
Langevin dynamics, deeper understanding is potentially derived
from an equivalent Fokker−Planck equation formulation.91
However, this corresponds to a high-dimensional diﬀusion
problem in a constricted environment for molecular species with
orientational degrees of freedom, so analysis will be nontrivial.
For more eﬀective and eﬃcient simulation of the entire
reaction process, it as natural to adopt a further coarse-grained
spatially discrete formalism where diﬀusion is described by
particles hopping between cells.16−19,40,41 In fact, historically,
studies of this class of reaction−diﬀusion systems have adopted
such a formalism from the outset. However, there is a critical
need to develop a rigorous framework for the transition from the
continuous to discrete-space descriptions. How can key input
parameters for the discrete model, such as passing propensity, be
optimally obtained from MD or LE simulations of the
continuous-space description? Just within the spatially discrete
formalism, there remain fundamental open questions regarding
the characterization of spatial correlations induced by reaction +
single-ﬁle diﬀusion (SFD), noting that standard Kirkwood-type
approximations are eﬀective in some cases but not others. This,
in turn, means that there is no reliable analytical description of
reaction kinetics for systems except in the simplest case of
unimolecular reactions with concentration- or local-environ-
ment-independent reaction rates. Another key challenge is
development of a reliable generalized hydrodynamic description
of diﬀusion in the general (and typical) case of unequal mobility
of reactant and product species. Finally, there is opportunity for
development of an entire class of spatially discrete but ﬁner
coarse-grained models that interpolate between continuous-
space Langevin dynamics and severely coarse-grained discrete
models with cell size comparable to molecular size.
Now, we turn to issues related to DFT-based analysis of
energetics for catalysis on 2D metal surfaces at lower P. A signiﬁcant
challenge still exists in calculation of reliable site-speciﬁc
adsorption energies given the limitations of current DFT
predictions. Issues or “puzzles” for CO on Pt(111)158,162 and
CO on Rh(100) are well-known, and a recent more general
assessment of these limitations will be reported by Campbell.306
Potential solutions to these issues could come from improving
DFT treatments or from exploiting a higher-level multireference
quantum chemistry (QM) electronic structure analysis. For the
latter, one approach embeds a QM cluster describing the key
surface region into a DFT background.160,161 Another approach
extrapolates the error between DFT and QM values of
adsorption energies for a series of small clusters to the regime
of large cluster sizes where the cluster reliably represents an
extended surface.162 Neither of these QM-based approaches has
to date enjoyed much application, but they hold the promise for
signiﬁcant advances in predictive modeling.
An issue closely related to adsorption energy analysis is the
reliable prediction of diﬀusion barriers even for isolated adspecies
in the low-coverage regime. For example, for O on Pd(100) or
Rh(100), the barrier for diﬀusion between 4fh sites through a
bridge site transition state is just the diﬀerence in adsorption
energy between 4fh and bridge sites. There is limited direct
experimental data to precisely assess such barriers. One example
is provided by low-T STM studies for CO on Pd(111) yielding a
precise estimate for the diﬀusion barrier of 0.1 eV.151 This is far
below the DFT prediction of 0.26 eV.244 Another less deﬁnitive
example is O on Pd(100), where the estimated barrier obtained
from ﬁtting KMC results for modeling of low-T dissociative
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adsorption and ordering to experiment is well-above the DFT
prediction.7,261,277
With regard to lateral adspecies interactions, DFT has been
quite successful in assessing the multiple signiﬁcant pairwise and
sometimes trio interactions for single-component systems, which
control adlayer ordering. DFT is an indispensable tool for
assessing the numerous interactions in mixed reactant adlayers.
Generally, it would not be viable to assess these parameters by
ﬁtting behavior of a model where they were free parameters to
experimental data given the lack of such data for mixed adlayers.
There has been particular recent emphasis of development of
cluster expansions for adlayer energetics that incorporate many-
body as well as pair interactions.22 Certainly, the former can be
important in stabilizing superlattice orderings. Unfortunately,
there is a dearth of precise experimental data, such as
comprehensive phase diagrams, which would be valuable for
benchmarking such analyses.
There are other central issues where DFT-based studies are
starting to contribute key information and where such studies
would be expected to see more extensive use in the future. One
key feature for predictive modeling is the incorporation of a
reliable description of the coverage (or actually the environment
dependence) of sticking on mixed reactant adlayers.179 This
obviously impacts dependence on reactant partial pressures of
reactant coverages (i.e., the “equation of state”) in the reactive
steady state. In these studies, ab initio MD is indispensable. Even
in the low-coverage regime, there is limited reliable analysis of
adsorption pathways and dynamics, particularly for dissociative
adsorption. A key challenge here is the reliable treatment of
energy dissipation to the bulk recently addressesed by an
embedding approach.180,181 Finally, we note the value of DFT-
NEB analysis to assess reaction pathways potentially also
including the possible discovery of concerted processes.182,183
Next, we describe opportunities and challenges for statistical
mechanical and coarse-grained analysis of catalysis of 2D metal
surfaces at lower P, considering kinetics and spatiotemporal
behavior. First, it should be emphasized that substantial success
has only recently been achieved in the decades-old challenge of
realistic molecular-level modeling of overall surface reaction
processes.7,22 The vehicle for this success is stochastic LG or
msLG modeling and KMC simulation, typically with the aid of
extensive DFT input or at least guidance on the key energetics.
There is increasing use of so-called ab initio KMC simulation,
where all energetic parameters are taken unmodiﬁed from DFT
analysis.22 However, the current limitations of DFT in some
cases motivates a more ﬂexible approach where selected
energetic parameters are adjusted to match, for example, speciﬁc
aspects of observed experimental behavior. With regard to
cooperative kinetics, we have discussed the need to incorporate
an accurate description of the local environment dependence of
sticking. A similar central need is the need to incorporate
accurate environment-dependent rates for various thermally
activated processes (diﬀusion, desorption, and reaction). Often, a
BEP-type framework is used to capture this environment
dependence.22 However, in principle, a more accurate treatment
is possible at least for geometrically well-deﬁned transition states
through determination of a separate set of adspecies interactions
for species at these TS positions.169−173
There are some signiﬁcant issues related to the eﬃciency of
KMC simulation algorithms. One well-recognized challenge is
the frequent inability to simulate with the physical values of hop
rates for highly mobile species such as CO or NO. The feature
that these hop rates can be many orders of magnitude above
other rates and that there can bemany suchmobile species on the
surface limit the eﬀectiveness of even Bortz-type rejection-free
algorithms. There are diﬀerent ways to address this challenge.
One is to perform simulations for two or more signiﬁcantly lower
hop rates and to extrapolate behavior to the physically relevant
higher values. This procedure proves quite eﬀective for lower P
either due to rapid convergence with increasing h186 or since the
variation of some key quantities with hop rate can be anticipated.
Signiﬁcantly, this type of extrapolation can become more
problematic for moderate or higher P with more strongly
interacting adlayers.186 However, there is little comprehensive
analysis of convergence of the reaction kinetics with increasing
hop rate.
Another approach if the mobility of all adspecies is suﬃciently
high to to treat the adlayer as equilibrated. Then, there is no need
to perform KMC simulations of the reaction process. Instead,
one can tabulate the values of all adsorption, desorption, and
reaction rates as a function of partial coverages. These rates can
then provide input to exact beyond-MF rate equations, which can
predict both kinetics and steady states. There is a potential issue
with computational eﬃciency in mapping out the complete
dependence of rates on partial coverages or tracking this
dependence suﬃciently accurately in regions of rapid change.307
In these simulations of the equilibrium state at ﬁxed partial
coverages, there is no need to utilize or incorporate physical
diﬀusion dynamics to equilibrate the adlayer. Instead adsorp-
tion−readsorption, or more novel Swendsen−Wang-type
algorithms, could be more eﬃcient,308 although systematic
development and study of such algorithms is lacking. An optimal
approach would be to avoid simulation entirely and describe the
associate spatial correlations and corresponding rates analyti-
cally. This review indicates some progress in this endeavor for
fairly realistic but still somewhat simpliﬁed or tailored models.
However, for more complex models with multiple ﬁnite
adspecies interactions, this approach is challenging.
With regard to spatiotemporal behavior in these systems on
the length scale of tens of micrometers,6 traditional analysis via
MF reaction−diﬀusion equations has not only approximated the
reaction kinetics but also incorporated an oversimpliﬁed
description of diﬀusive transport. The correct treatment should
be based on beyond-MF hydrodynamic reaction−diﬀusion
equations utilizing Onsager theory for transport coeﬃcients in
multicomponent systems.7 For systems with bistable reaction
kinetics, such as CO oxidation at lower T, assessment of the
relative stability of the steady states comes from analysis of planar
reaction front propagation, where the more stable state displaces
the other. Determining the equistability point as corresponding
to a stationary front is the kinetic analogoue of a Maxwell
construction. Note that this equistability point is impacted by the
details of diﬀusive transport in the mixed reactant adlayer and not
just by reaction kinetics.64−66,69,70,104 There is a fundamental
open question related to determining the lifetime of the less
stable (metastable) state, i.e., assessing ﬂuctuation-mediated
nucleation of the more stable state from the less stable state in
these nonequilibrium systems.7,203,304 This behavior is also
impacted by the details of diﬀusive transport.7
Next, we discuss quite recent signiﬁcant developments in the
analysis of 2D surface catalysis on oxide surfaces at high P. With the
aid of DFT analysis of energies, there is broad potential for
realistic molecular-level models, as for example already seem in
analysis of oxidation reactions on Ru and Pd oxide
surfaces.44,192,194−196,205−208 Again, however, there are issues
with the reliability of DFT energetics, and there has been recent
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discussion of the need to compare model predictions not just
with observed TOF behavior but also with in situ observations of
adlayer structure30,209,210 in order to validate the model’s
description of the dominant reaction pathway.
From a broader perspective, behavior under these high-P
reaction conditions is qualitatively distinct from that at low P, as
the high near-jamming coverages (and high diﬀusion barriers)
can strongly inhibit surface mobility. As noted above, this results
in strong spatial correlations and ﬂuctuations associated with the
adsorption, desorption, and reaction processes. These result in a
dramatic breakdown of the predictions of MF reaction kinetics.
Of course, standard equilibrium concepts such as Ursell−Mayer
expansions are inappropriate to describe these nonequilibrium
correlations. However, one recent remarkable success in
characterizing this behavior was based on insight that the nature
of the correlations generated is speciﬁc to the reaction
mechanism.29 There is room for signiﬁcant development of
such an approach.305
An appropriate framework for analysis of these systems
naturally starts with the hierarchical form of the master (rate)
equations, and the key phenomenology should be similar to that
found for simple ZGB-type reaction models.302 The limited
impact and role of adspecies mobility and lateral interactions
actually facilitate application of such a master-equation-based
analytic treatment (although there is some question about the
neglect of interactions).30 It is expected that standard hierarchical
truncation approximations will fail to eﬀectively capture the
spatal correlations, so tailored approaches will likely be more
eﬀective, as indicated above.29 For systems with bistable MF
kinetics, one expects that strong ﬂuctuations will induce a
prominent discontinuous transition with weak hysteresis and
metastability, akin to the ZGBmodel or lattice-gas realizations of
the Schloegl model of the second type.105,302,304 Evidence for
such behavior was found in realistic simulations for CO oxidation
on RuO2(110).
30 Characterization of such behavior is in its
infancy, although there seem to be strong similarities to behavior
in thermodynamic systems. Additional issues relate to the cusp
bifurcation or critical point associated with the disappearance of
bistability, where experience with ZGB-type models suggests
equilibrium Ising-type behavior.296,309,310 However, it is not
guaranteed that basic behavior will mimic equilibrium systems.
For example, there could be a violation of the Gibbs phase rule
that reactive and poisoned states coexist at a single value of the
relevant control parameter.105 Analysis of this behavior should
naturally explore heterogeneous systems and speciﬁcally
evolution of interfaces separating coexisting states.212−218
Modeling of surface reactions under high-P conditions also
oﬀers signiﬁcant challenges for multiphysics modeling of possible
additional nonisothermal eﬀects and inhibited mass-transport in
the gas phase above the surface. Recent developments have been
made to reliably model these eﬀects, e.g., coupling of a realistic
molecular-level treatment of the surface adlayer and reaction
kinetics to a computational fuild mechanics (CFD) treatment of
gas-phase transport in the reactor above the catalyst sur-
face.307,311−313 In a typical microreactor setup (such as the
Leiden STM reactor), the concentrations will vary across the
surface due to variations in the gas ﬂow above the surface, and
one needs to also incorporate, for example, a HCLG treatment of
the heterogeneous surface state.7 For catalytic reactions in 1D
nanoporous materials, one could also consider coupling the
molecular-level treatment of reactants and products within the
nanopores to an appropriate treatment of transport in the ﬂuid
surrounding the nanoporous catalytic particles.
APPENDIX A: MD AND LANGEVIN DYNAMICS OF
PASSING IN NARROW PORES
The propensity for reactant and product species to pass each
other within narrow pores is a key determinant of reactivity in
catalytic conversion reactions,16−19,40−42 as reﬂected in the
results of Figure 18. Quantitative determination of the passing
propensity, P, is thus important for system-speciﬁc modeling and
to provide appropriate input for the passing probability, pex, in
our spatially discrete coarse-grained modeling.19 A direct
approach would perform molecular dynamics (MD) simulations
for the motion of a collection of reactant and product molecules
within a pore (either with an explicit treatment of any solvent
molecules or with an implicit treatment thus using Langevin
dynamics for reactants and products).13,14 Labeling the reactants
and products, one can assess passing propensity from the extent
of changes in their order.88,90 However, such treatments are not
computationally viable for assessing low passing propensities in
narrow pores.89
To avoid this limitation, an ef fective two-molecule analysis is
preferred, where just a single reactant−product pair potentially
undergoing passing is treated explicitly.89,91 This type of
formulation was employed by Sholl,89 who mapped out an
eﬀective free energy proﬁle, A(δz), for passing as a function of
center-of-mass separation along the pore axis, δz (see Figure 73).
If δA is the corresponding free energy barrier, then transition-
state theory (TST) suggests that P has the form PTST ∼
exp[−δA/(kBT)]. Consider molecules with just steric (no-
overlap) interactions, as for two hard spheres with equal radii r
Figure 73. Free energy,A, versus center of mass separation, δz, along a cylindrical pore with radiusR. (a) two spheres with radii r. Inset: gap size at the TS
where δz = 0. (b) Two Lennard-Jones (LJ) particles with LJ parameters σ = 2r and interaction strength ε with ε/(kBT) = 1. Reprinted with permission
from Ref 89. Copyright 1999 Elsevier.
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considered in Figure 73a. Let V(δz) denote the amount of phase-
space volume for ﬁxed δz, so Vmin = V(0) at the transition state
(TS) δz = 0 for passing, and V(δz)→ Vmax for large |δz|. Then,
since the free energy is purely entropic,91 it follows that A(δz) =
−kBT ln[V(δz)], and PTST ∼ Vmin/Vmax. For two hard spheres
with equal radii, r, let g = 2(R − 2r) denote the “gap size” at the
TS as shown in Figure 73a. Then, a geometric analysis91 shows
that Vmin ∼ g2.5, so that P ∼ (g/r)2.5, as g→ 0.
An alternative strategy appropriate for solution-phase
reactions is to perform an analysis of passing using Langevin
dynamics to describe the motion of the reactant−product pair in
an implicit solvent.91 (One caveat is that the appropriateness of
such a Langevin treatment should be questioned for gap sizes
that are comparable to the mean-free path for interaction of the
reactant and solvent species with the solvent.) In this approach,
one must suitably specify drag coeﬃcients and random force
amplitudes associated with all translational degrees of freedom
and also for rotional degrees of freedom for nonspherical
molecules. These quantities are related by the ﬂuctuation−
dissipation relations and also determined associated diﬀusion
coeﬃcients.
For this analysis of passing propensity, P, it is also necessary to
more precisely deﬁne the setup for the simulations (see Figure
74a). Below we consider only the case of molecules with hard-
core nonoverlapping steric interactions, which are thus deﬁned by
their size and shape. Speciﬁcally, we consider two molecules, α =
1 or 2, with steric (no-overlap) interactions inside a cylindrical
pore of radius R (also with no overlapping molecule−pore
interactions). Let rα be the radius of a circumscribing sphere for
molecule α (so that rα is just the actual radius for spherical
molecule). We consider an initial conﬁguration where adjacent
molecules start with separation δz0 = r1 + r2 and select all other
coordinates randomly so that the molecules are within the pore.
We follow the Langevin evolution either until they separate
(deﬁned as reaching δz = δzsep = +2δz0) or until they pass
(deﬁned as reaching δz = δzpass = −δz0). Note that molecules
cannot overlap in the initial and both ﬁnal conﬁgurations. The
passing propensity, P, is then deﬁned as the fraction of passing
events, and it follows that P → Pmax =
1/3 for very wide pores
(since the change in δz for passing is twice that for separation).91
It is also possible to relate P to the passing probability, pex, in our
coarse-grained discrete model via91 P = pex/(2 + pex).
Langevin simulations for two spheres shown in Figure 74b
reliably determine P for g/R above about 0.1. Simulations for
nonspherical molecules are more demanding. For smaller g, the
need for use of a small time step for accuracy limits passing
statistics. For a potentially more accurate and also more
instructive analysis, it is useful to consider an alternative
equivalent description based on the Fokker−Planck equation
(FPE) for the probability, f, of ﬁnding this system in various
conﬁgurations.19 This equation is essentially a diﬀusion equation
in high dimensions. It is complicated for nonspherical molecules
by the feature that translational diﬀusion coeﬃcients are most
naturally assigned in a body-ﬁxed frame and become tensorial in
the space-ﬁxed frame reﬂecting the molecular orientation. The
boundary conditions for this equation are that f = 0 for δz = δzsep
and δz = δzpass, as these locations are sinks for probability, and
one imposes zero ﬂux boundary conditions elsewhere (as
particles cannot pass through each other or outside the pore).
To mimic the Langevin simulations, one would solve an initial
value problem with the particles initially located at δz = δz0 and
corresponding delta-function initial conditions, f ∝ δ(δz − δz0).
However, it is more convenient to consider an alternative steady-
state (ss) problem, where probability is fed in at δz = δz0 and
absorbed at the sinks. From the solution to this problem, fss, one
determines P from the ratio of probability ﬂuxes at δz = δzsep and
δz = δzpass (see Figure 74c).
This above steady-state problem for the FPE amounts to
solving a boundary value problem for a diﬀusion-type equation
with delta-function input in a complex geometry in high
dimension for δzpass < δz < δzsep. For spherical molecules,
there are four lateral molecule coordinates, q, and δz, giving ﬁve
dimensions. For nonspherical molecules, orientational degrees of
freedom add additional dimensions. For small gap size, it is
possible to solve a simpler conventional Dirichlet boundary value
problem19 just for δzpass < δz < δz0, noting that f
ss varies linearly
with δz for δz0 < δz < δzsep and is roughly constant at δz = δz0.
One might also consider an approximate reduced-dimensional
problem, q → qeff, involving diﬀusion in a 2D channel of width
V(δz) at separation δz, which is amenable to precise ﬁnite-
element method analysis.19 We have conﬁrmed that this
approach is accurate for passing of two circles in a rectangular
channel (see Figure 75a). Results for the passing propensity, P,
versus g/r for two spheres in a cylindrical pore are shown in
Figure 75b. For two spheres, one ﬁnds that P ∼ (g/r)1.7,
contrasting PTST ∼ (g/r)2.5. The diﬀusion equation analysis
coupled with conformal mapping concepts indicates that the
entire shape of the restriction in V(δz) rather than just Vmin/Vmax
controls P.19
Since in general reactants and products do not have equal size
or equal diﬀusivities, next we brieﬂy mention results for the
behavior of the passing propensity, P, for equally or unequally
sized molecules with unequal diﬀusion coeﬃcients. In fact, to
provide some initial insight into this issue, we just consider
behavior for 2D circular molecules in a 2D rectangular channel.
For equal-sizedmolecules with radii r and g/r = 1, we ﬁnd that the
passing propensity only decreases from P = 0.0763 to 0.0738 as
Figure 74. (a) Schematic of initial, passing, and separating
conﬁgurations in Langevin simulations for two spheres. (b) Simulated
Langevin trajectories leading to separation (left) and passing (right).
Initial sphere positions are indicated by small black dots, and large
spheres show ﬁnal positions. (c) Schematic of equivalent time-
independent FPE problem where probability is fed into the system at
δz = δz0 and where δz = δzsep and δzpass are sinks for probability (with
zero ﬂux boundary conditions elsewhere). Reprinted with permission
from ref 91. Copyright 2014 American Physical Society.
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the ratio, RD, of the diﬀusion coeﬃcients changes fromRD= 1 to
1024. For unequal radii, r1 and r2 = r1/2, where r = (r1 + r2)/2 and
g = 2(R− r1− r2), one ﬁnds that P changes from 0.0795 to 0.0765
for g/r = 1 (and P changes from 4.39× 10−5 to 4.65× 10−5 for g/r
= 1/256) as RD changes from RD = 1 to 1024. Thus, unequal
diﬀusivities do not appear to have much eﬀect on P.
Finally, we note that both Langevin and simpliﬁed reduced-
dimension FPE analyses have also been applied for noncircular
molecules where orientational alignment is required for passing
in narrow pores.19 We do not present results here.
APPENDIX B: DFT AND MD OF ADSORPTION ON
METAL SURFACES
For realistic and predictive msLG models of surface reactions, a
nontrivial challenge is to appropriately map the continuous-space
adsorption dynamics onto the discrete msLG framework.7
Furthermore, it is essential not just to describe adsorption on
clean surfaces, but to treat dependence on the local environ-
ment.157 This can be particularly important for dissociative
adsorption of oxygen, where preadsorbed species can severely
inhibit the process, and thus, we mainly discuss this case. DFT
analysis is key to provide a detailed picture of the adsorption
energetics178,179 and ideally also to enable ab initio MD
analysis.178−181
For dissociative adsorption of oxygen on metal (100) surfaces,
we naturally consider impingement of the center of the molecule
parallel to the surface above diﬀerent points within the surface
unit cell: hollow (H), bridge (B), and top (T), and with diﬀerent
orientations (x, y, or d), as shown in the insets to Figure 76.179
Potential energy surfaces (PES) for the energy during such
adsorption processes for oxygen on clean Pd(100) are also
shown in Figure 76. Remarkably, both the traditional adsorption
pathway, Bx, where the O adatoms reside on NN 4fh sites, and
the commonly adopted Brundle−Behm−Barker pathway,7,71,155
Td, where they reside on second NN 4fh sites, are energetically
unfavorable. The most favorable pathway is adsorption onto
vicinal NN bridge sites, Hx, as indicated in section 6.1. This
relative preference applies for other metals, although pathways
other than Hx are often more favorable than for Pd(100). In
general, we ﬁnd that Hd and Td are not viable pathways.179 This
prompted the random selection of NN vicinal br (Hx) and
germinal br (Tx), top (By), and hollow (Bx) as potential
dissociative adsorption pathways in our msLG modeling.7
Introducing preadsorbed O generally raises these relative to
the gas-phase energy, as is indicated schematically by the blue
curve for Hx. If the transition state indicated by the red arrow is
raised above the gas-phase energy, then this pathway becomes
thermally activated and thus inhibited. This type of eﬀect was
also incorporated into the msLG model formulation.7
The tailored model in section 7.1 for dissociative adsorption of
oxygen on metal (100) surfaces with preferred 4fh sites accounts
for the feature that the Hx pathway is most favored and
presumably dominant. It also accounts for the feature that
subsequent thermal diﬀusion to reduce the NN repulsive
interaction between O adatoms naturally leads to population
of third NN 4fh sites. However, a 9-site model, which requires
these third NN sites and all seven neighbors to be free of O,
makes adsorption too restrictive, producing a too rapid decrease
in SO2.
157 Thus, our selected model also incorporated the
possibility of reorientation of the impinging dimer parallel to the
surface by 90° to attempt to ﬁnd another 9-site ensemble if the
selected one is not available.157 This feature is captured by ab
initio MD dynamics, as shown in Figure 77.
A critical requirement for high-level MD of exothermic
adsorption processes is adequate treatment of energy dissipation
to the substrate.180,181 This dissipation can be corrupted by the
use of typical, small ab initioMD (AIMD) simulation cells, where
lattice vibrational heat generated by the adsorption process
would be spuriously reﬂected from the boundaries of the small
AIMD cell. This feature is remedied by use of a novel QM/MM
approach where the ab initio cell is embedded into a larger
simulation cell in which atom dynamics is eﬃciently treated with
semiempirical interactions180,181 (see Figure 78). Such an
analysis of oxygen adsorption on Pd(100) shows that it takes
about 1.5 ps for the oxygen adatoms to be equilibrated with the
surface (when about 80% of the heat has left the AIMD cell).
Thus, energy transfer is nowhere near “instantaneous”, and
indeed, such simulations reveal the presence of “hot O adatoms”
making one or more nonthermal hops before becoming
equilibrated181 (see Figure 78). This type of hot-atom motion
Figure 75. Comparison of Langevin equation (LE) and time-
independent Fokker−Planck equation (FPE) analysis for passing
propensity, P. (a) Two circles in a rectangular pore. Reduced 2D FPE
matches full 3D FPE analysis showing P ∼ (g/r)1.4 versus PTST ∼ (g/r)2,
as g/r→ 0. LE results are inaccurate for g/r < 0.02. (b) Two spheres in a
cylindrical pore. LE and reduced 2D FPE results showing P ∼ (g/r)1.7.
Inset: P(spheres) > P(circles) only for g/r above about 0.1.
Figure 76. PES for dissociative adsorption of oxygen impinging parallel
to a clean Pd(100) surface (black curves) at various locations shown.
The blue curve in the left frame shows the eﬀect of nearby preadsorbed
O. Reprinted with permission from ref 179. Copyright 2014 American
Physical Society.
Figure 77. Ab initio MD showing orientational realignment of an
impinging oxygen on Pd(100) to ﬁnd an available 9-site ensemble.
Reprinted with permission from ref 157. Copyright 2014 American
Institute of Physics.
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has not been, but could be, included into realistic msLG
stochastic modeling.
Finally, we remark that DFT analysis of adsorption energetics
for CO on Pd(100) also motivated the model adopted of steering
to top sites (which are not energetically preferred adsorption
sites), before subsequent motion to preferred sites.7,154 The key
observation shown in Figure 79 is that well above the surface,
attraction to the top site is stronger than to the other sites, and
this feature induces the steering.
APPENDIX C: LOCAL-ENVIRONMENT-DEPENDENT
ACTIVATION BARRIERS
We describe some generic choices for the form of environment-
dependent activation barriers, all of which must be consistent
with detailed-balance, wherein the diﬀerence between barriers
for forward and reverse processes matches the diﬀerence in
energies between the initial and ﬁnal states. First, we consider
surface dif fusion processes. Suppose the process involves an
isolated adspecies in the low-coverage regime. Then, we let the
initial (ﬁnal) state adsorption energy be denoted by Ei
0 (Ef
0).
Note that for diﬀusion, Ei
0 and Ef
0 diﬀer if hopping is between
diﬀerent types of adsorption sites. Let the activation barrier for
this forward process be denoted by Efwd
0. It is also convenient to
let E+
0 = max(Ei
0,Ef
0), E−
0 = min(Ei
0,Ef
0), and Erev
0 denote the
barrier for the reverse process. Also, we set Eact
0 = min-
(Efwd
0,Erev
0), which corresponds to the barrier for the “base” hop
rate described in section 6.1. Next, consider the same process
occurring in the presence of nearby adsorbates, and let Ei (Ef)
denote the modiﬁed initial (ﬁnal) state energy, including both
adsorption energies and adspecies interactions. Let Efwd (Erev)
denote the corresponding reﬁned barriers for forward (reverse)
processes. One default Metropolis-type choice for Efwd has the
form7,248
= + −E E E Emax( ,0)fwd act0 f i (C1)
The initial value approximation (IVA) reﬁned for this case has
the form7,248
= − − = − −+E E E E E E E( ) ( )fwd act0 i 0 fwd0 i i0 (C2)
A more general class of choices is given by7
γ γ
γ γ
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0
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0
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(C3)
where 0 ≤ γ ≤ 1, recovering IVA for γ = 1. Reﬁnements are need
to the above in some cases, which produce negative activation
barriers.
In the case of diﬀusion between sites of the same type, one has
the simpliﬁcation that Ei
0 = Ef
0 = E+
0 = E−
0 and Efwd
0 = Erev
0 =
Eact
0, so that the last expression reduces to
γ γ= − Φ + − ΦE E (1 )fwd act0 i f (C4)
where Φi (Φf) denotes the sum of adspecies interactions for the
hopping adspecies in the initial (ﬁnal) state. The IVA
corresponding to γ = 1 is a common choice. A symmetric choice
γ = 1/2 is also natural for diﬀusion processes.
7,314
For processes such as adsorption−desorption and reaction,
where there is a clear distinction between the nature of the
forward and reverse processes, it is common to utilize Bronsted−
Evans−Polyani (BEP)-type concepts,22,244 which implement
separate formulas for forward an reverse barriers
ω
ω
= + − − −
= − − − − −
E E E E E E
E E E E E E
[ ( )] and
(1 )[ ( )]
fwd fwd
0
f i f
0
i
0
rev rev
0
f i f
0
i
0
(C5)
with some modiﬁcations if these barriers are negative or below
any increase in energy from initial to ﬁnal states. The parameter,
ω, is called a proximity factor22 and is taken to be ω = 1/2 for
diﬀusion between equivalent sites, recovering the above
symmetric choice.244
A potentially exact treatment is based on the relation Efwd = ETS
− Ei, where both component energies include contributions from
adsorption energies and adspecies interaction energies. One can
instead write Efwd = Efwd
0 − ΦTS − Φi, explicitly showing the
eﬀect of interactions Φ in the initial state, i, and the TS. For
geometrically well-deﬁned transition states independent of the
local environment, one can in principle separately calculate and
tabulate conventional adspecies interactions with all species at
adsorption sites and unconventional interactions with, for
example, the diﬀusing or reacting species at the TS and others
at adsorption sites. Then, ΦTS andΦi can be reconstructed from
these interactions and the activation barrier determined.169−173
This approach was ﬁrst implemented for reaction systems in refs
169 and 170. An example is provided in Figure 80.
APPENDIX D: ANALYTIC ESTIMATION OF Ftr(n) FROM
SHORT-TIME EXPANSION
Here we describe the procedure for estimation of the generalized
tracer diﬀusion coeﬃcient, Ftr(n), for small n, from exact short-
time expansion of the master equations describing tagged-
Figure 78. QM/MM simulations of energy transfer during oxygen
dissociation via the Hx pathway on Pd(100). (a) A rapid gain in kinetic
energy of oxygen (red curve) on binding to the surface is dissipated to
the far MM substrate atoms (gray curve) away from the QM cell atoms
near the adsorption site (blue curve) over ∼1.5 ps. (b) Separation of O
atoms in dissociating O2. Right: schematic of QM/MM simulation cell.
Reprinted with permission from ref 181. Copyright 2014 Wiley-VCH.
Figure 79. DFT results for binding of CO to a Pd(100) for vertical
impingement above various surface sites. The lower curves show an
additional “strong binding” pathway for impingement above the top site
where the Pd surface atom is pulled toward the O2. Reprinted with
permission from ref 7. Copyright 2013 Elsevier.
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particle motion. We restrict consideration to the case of SFD for
a semi-inﬁnite pore. Key quantities characterizing this system are
the probability, Pm(t), to ﬁnd the tagged particle at site m, given
that it starts at site m0 = n, so that Pm(0) = δm,n. The master
equations for the Pm(t) couple to pair probabilities for the tagged
particle to be on one site and an adjacent site to be empty. From
these equations, one can immediately determine d/dt Pm(0). The
equations for the pair probabilities couple to triplet probabilities
involving the tagged particle, an empty site, and a site populated
by another particle. These equations allow determination of
d2/dt2 Pm(0). Similarly, considering higher-order equations
allows determination of dk/dtk Pm(0) with k > 2 and thus the
full Taylor expandion for Pm(t). The quantity of central interest is
the
= ⟨ − ⟩
= ⟨ ⟩ − ⟨ ⟩ +
= ⟨ ⟩ − − ⟨ ⟩ −
m m
m m m m
m m m m m
MSD ( )
2
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2
2
0 0
2
2
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0 0 (D1)
where ⟨mn⟩ =∑m≥0mnPm(t).
Thus, availability of Taylor expansions for the Pm(t) generates
a Taylor expansions for the MSD. An additional key practical
point is that only a ﬁnite number of Pm terms contribute to any
ﬁnite order in the MSD expansion, noting that Pm(t) ∼ tm−n for
small twhenm > n. Details aside, as an example form0 = n = 1, we
obtain the results233
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Using the above results, one can determine the escape times
for selected χ > 0 and χ = 0+ by solving MSD = ⟨(m − m0)2⟩ =
m0
2 = n2, keeping various numbers of terms in the Taylor
expansion, and thus estimate the Ftr(n). Results are shown in
Figure 81 for n = 1, and in Table 2 for n = 1 and n = 2, for both χ =
0.2 and χ = 0.8.
From Table 2, the Taylor expansion approach is quite eﬀective
in predicting Ftr for n = 1 and lower loading χ, where escape times
are shorter. Naturally, this short-time expansion approach is less
successful for n > 1 and higher χ, where escape times are longer.
Here, reliable prediction of Ftr(n) is aided by an appropriate
Pade-́type series resummation. Tomotivate this analysis, we note
that the special case of an isolated tagged particle (i.e., χ = 0+) in a
semi-inﬁnite pore is exactly solvable.48 In this case, it is possible
to show that MSD = ⟨(m − m0)2⟩ ∼ t1/2, sublinear behavior
reﬂecting the feature that once the tagged particle escapes the
pore, it remains just outside at cell n = 0. We assume that this
behavior persists for χ > 0. This suggests a Pade ́ resummation of
truncated Taylor expansions for the square of the MSD of the
form ⟨(m − m0)2⟩2 ≈ 1 k+1(t)/1 k(t), where 1 k is a polynomial
of order k, thereby guaranteeing the correct asymptotic linear
increase in this quantity with t. This approach is quite
successful233 in yielding improved estimates of T0+, Tχ, and Ftr,
as illustrated in Table 2.
APPENDIX E: CORRELATIONS BETWEEN REACTANT
LOCATIONS FOR SFD
It is natural to further explore correlations between reactant
locations beyond the analysis in section 4.5. Considering the
probability of adjacent pairs of reactants, ⟨AnAn+1⟩, the diﬀusion
terms in rate equation (eq 20) for this quantity involve
diﬀerences such as ⟨AnEn+1An+2⟩ − ⟨AnAn+1En+2⟩. The ﬁrst term
motivates consideration of quantities in the series ⟨AnEn+1An+2⟩,
⟨AnEn+1En+2An+3⟩, ⟨AnEn+1En+2En+3An+4⟩, ..., which we consider
Figure 80. Analysis of the barrier for O diﬀusion between 4fh sites on
Pd(100) in the presence of coasdorbed O (blue circles) and CO (red
circle). Conventional (unconventional) pairwise interactions are shown
as solid (dashed) lines. The exact diﬀusion barrier is compared with IVA,
symmetric, and Metropolis choices. E0 denotes the barrier on a clean
surface. The IVA barrier must be modiﬁed for E0 < 0.67 eV. The
Metropolis result is for a single-site model. (It becomes exact for msLG
modeling.) Dashed curves are PES for the clean surface.
Figure 81.Mean-square displacement (MSD), ⟨δr(t)2⟩, for the tagged particle starting at site n = 1 for a semi-inﬁnite pore with h = 1. Results are from a
ﬁve-term Taylor expansion and from Pade ́ resummation. See Wang, J. Ph.D. Thesis, Iowa State University, Ames, IA, 2013.
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ﬁrst as interpretation of their behavior is somewhat similar to that
of the set of quantities considered in Figure 26. Later, we
consider quantities such as ⟨AnAn+1En+2⟩. For this analysis, and
for reanalysis of the quantities considered in Figure 26, it is
instructive to consider associated conditional probabilities. Thus,
Figure 82 shows the behavior of two sets of conditional
probabilities, ⟨An|En+1En+2...En+m⟩ and ⟨An|En+1En+2...An+m⟩. It is
immediately clear that all these quantities diﬀer signiﬁcantly even
for “large” m = 4, which implies the failure of MF or site, pair, and
even higher-order approximations for these quantities. This
behavior is a feature of the strong correlations induced by SFD,
and relative magnitudes of these conditional probabilities can be
explained accordingly. The inequality ⟨An⟩ > ⟨An|En+1⟩
> ⟨An|En+1En+2⟩ > ... near the left end of the pore is clear based
on the type of arguments used above: in the conﬁguration
associated with ⟨An|En+1En+2...En+m⟩, the A on site n can readily
hop to any of sites n + 1, n + 2, ..., n + m (and possibly to sites
further right if they are not occupied). Consequently, this
conditional probability reﬂects an average of the A concen-
trations on sites n to n +m. The feature that ⟨An⟩ decreases with n
leads to the above inequality. Extending this argument, in the
conﬁguration associated with ⟨An|En+1En+2...An+m⟩, while the A on
site n can readily hop to any of sites n +1, n + 2, ..., n + m − 1, it
cannot reach sites n + m or those further right. Thus, it is clear
that ⟨An|En+1En+2...An+m⟩ exceeds ⟨An|En+1En+2...En+m⟩, and in fact,
Figure 82 shows that it generally even exceeds ⟨An|En+1⟩.
APPENDIX F: DIFFUSIVITY FOR NONINTERACTING
PARTICLES WITH UNEQUAL MOBILITIES
For a lattice-gas model with two noninteracting particles, A and
B, there exist some exact results relating conductivities,
speciﬁcally75
Λ + Λ = ⟨ ⟩⟨ ⟩
Λ + Λ = ⟨ ⟩⟨ ⟩
−
−
D D k T A E
D D k T B E
/ / ( ) and
/ / ( )
AA 0
A
AB 0
B
B
1
BB 0
B
BA 0
A
B
1
(F1)
where D0
A,B = a2hA,B. Onsager reciprocity
61 also implies that ΛBA
=ΛAB, so that all four conductivities can be determined from one
of these nontrivial quantities. The above results also imply that
σAA/D0
A + σAB/D0
B = σBB/D0
B + σBA/D0
A = ⟨E⟩.
For this type of system, it is clear that one can deﬁne tracer
diﬀusion coeﬃcients, Dtr
A and Dtr
B, for A and B, respectively,
where these are determined by tracking the RMS displacement of
a tagged particle of the appropriate type. A signiﬁcant
complication compared to the case of equal mobility of A and
B is that these Dtr
A,B will depend on the concentrations of both
species. Presumably, the above conductivities or mobilities, and
the associated chemical diﬀusion coeﬃcients, are related to these
tracer diﬀusion coeﬃcients, in analogy to the case of equal
mobility. However, we are not aware of explicit expressions
describing this relationship.
It is useful to further discuss and analyze behavior in the
hydrodynamic limit for SFD.19 For this system, it is clear that Dtr
A
= Dtr
B = 0. To assess the conductivities, consider applying a bias,
δA, to the diﬀusion of A and determining the associated ﬂuxes
JA(δA) = ΛAAδA and JB(δB) = ΛBAδA. Likewise, apply a bias, δB, to
the diﬀusion of B and determine the associated ﬂuxes JB(δB) =
ΛBBδB and JA(δB) = ΛABδB. Due to the SFD constraint, it is clear
that19
δ δ
δ δ
= Λ Λ = ⟨ ⟩ ⟨ ⟩
= Λ Λ = ⟨ ⟩ ⟨ ⟩
J J A B
J J B A
( )/ ( ) / /
and ( )/ ( ) / /
A A B A AA BA
B B B A BB AB (F2)
Thus, we writeΛAA = (kBT)−1⟨A⟩σA,ΛBA = (kBT)−1⟨B⟩σA,ΛBB
= (kBT)
−1⟨B⟩σB, and ΛAB = (kBT)−1⟨A⟩σB. Onsager reciprocity
implies that one can write σA = ⟨A⟩σ and σB = ⟨B⟩σ. Substituting
these results into eq 56 yields the result (⟨A⟩/D0
A + ⟨B⟩/D0
B)σ =
⟨E⟩, so that19
σ= = ⟨ ⟩ ⟨ ⟩ = ⟨ ⟩ ⟨ ⟩ + ⟨ ⟩
= ⟨ ⟩ ⟨ ⟩+ ⟨ ⟩
−D D A E A A D B D
D D D B D A
/ ( / / )
A /[ ]
B
B
AA AB 0
A
0
1
0
A
0
B
0
A
0 (F2a)
Analogous expressions can be obrained for DBB = DBA.
APPENDIX G: TAILORED ENVIRONMENT-DEPENDENT
MODEL FOR OXYGEN STICKING
For an analytic treatment of oxygen sticking in our tailored
models, it remains to provide reliable expressions for theQ’s. See
also ref 187 for an analogous treatment of a simpler model.
Determination of theseQ factors in the expressions for SO2 in our
tailored models exploits ideas of local or conditional CO coverages,
as have been employed previously.187 Consider the conditional
probability, θCO
br(loc), to ﬁnd a CO on a br site between two
neighboring 4fh sites which are speciﬁed to be O-free which is
denoted by ⌀, i.e., θCO
br(loc) = P(⌀CO ⌀)/P(⌀ ⌀) where P’s
denote conﬁguration probabilities. Clearly the numerator is just
θCO
br and the denominator is P2 = 1 − 2θO. This analysis yields
the result in the text, θCO
br(loc) = θCO
br/(1− 2θO) in section 7.1.
We now provide a separate analysis of sticking for the 8 and 10
blocking CO models.
For the 8 blocking CO model of section 7.1, our determination
of Q8|9 is based on the observation that the 8 br sites free of CO
consist of two diamond quartets free of CO each surrounding a
4fh site, where these quartets are joined by a d = a NN pair of br
sites free of CO (see Figure 83a). Likewise, we note that Q16|13
consists of 9 diamond quartets free of COwhich share 12 sides of
d = a/√2 diagonal pairs free of CO (see Figure 83b).
To obtain the desired expressions for the Q’s, it is convenient
to introduce conditional probabilities: Q1, that a single br site be
free of CO; Q2, that a separation d = aNN br pair be free of CO;
Q2d, that a separation d = a/√2 diagonal pair be free of CO; and
Q4, that a diamond quartet be free of CO, where in all cases one is
given that all 4fh sites adjacent to the relevant br sites are free of
O (see Figure 83). Then, since at most one br site can be
occupied by CO in any of the single-site, pair, or quartet
conﬁgurations, one has that
Figure 82.KMC results for A→ B conversion with SFD and k = 0.001, h
= 1, χ = 0.8, and S = 100 for families of conditional probabilities
⟨An|EnEn+1...En+m⟩ and ⟨An|EnEn+1...An+m⟩.
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θ θ
θ
= − = = −
= −
Q Q Q
Q
1 (loc), 1 2 (loc),
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1 CO
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2 2d CO
br
4 CO
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(G1)
Finally, one naturally factors the Q’s as
= =| |Q Q Q Q Q Q Q Q/ and /8 9 4
2
2 1
2
16 13 1
4
4
9
2d
12
(G2)
This gives complete nontrivial expressions for SO2 for general
mixed adlayers that match well with KMC simulation results.
Note that the presence of factors of Q4 = (1−2θCO − 2θO)/(1 −
2θO) guarantees that SO2 vanishes at θCO + θO = 1/2 ML.
For the 10 blocking CO model of section 7.1, it is also necessary
to consider the conditional probability, θCO
br(loc*), to ﬁnd a CO
on a br site for which just one of the neighboring 4fh sites is
speciﬁed to be O-free, i.e., θCO
br(loc*) = P(⌀ CO)/P(⌀). One
writes P(⌀CO) = P(⌀ CO ⌀) + P(⌀COO) = P(⌀ CO ⌀) =
P(CO) = θCO
br and P(⌀) = P1 = 1 − θO, so that θCObr(loc*) =
θCO
br/(1 − θO). For a complete approximate analytic treatment
of oxygen sticking in this second formulation, it remains to obtain
a suitable expression forQ10|9. Our determination ofQ10|9 is based
on the observation that the 10 br sites free of CO consist of three
diamond quartets free of CO each surrounding a 4fh site. Two of
these consist of 4 br sites all of which are between 4fh sites both
speciﬁed as O-free and thus has probabilityQ4 = 1 − 4θCObr(loc)
noted in the text. One of these has 2 br sites between two
speciﬁed O-free 4fh sites and the other 2 br sites with just one
speciﬁed O-free neighbor. Thus, the corresponding probability is
Q4* = 1 − 2θCObr(loc) − 2θCObr(loc*). Finally, one can write
= *|Q Q Q Q/10 9 4
2
4 1
2
(G3)
The denominator accounts for the feature that the three
diamond quartets share two br sites with both neighbors
speciﬁed to be O-free.
APPENDIX H: VARIATION OF EQUISTABILITY POINTS
WITH HOP RATE
In sections 7 and 8, we discussed the strategy of extrapolating
results from KMC simulations for low hop rates, h, to obtain
those for possibly much larger physical values of these rates. An
understanding of the variation of quantities with hop rates is
important for appropriate extrapolation. Such scaling is clear for
quantities such as the reaction front width and propagation
velocity in bistable systems. However, it is less clear how more
delicate quantities, such as the equistability point, peq, will vary
with h. In Figure 84, we show KMC results for peq = pCO(eq) for
diﬀerent versions of the tailored model for CO oxidation on
Pd(100) from section 7 and for two choices of hCO/hO = 1 and
10. From these results for peq = peq(h), it is clear that in all cases
∞ − ∼ → ∞p p h c h h( ) ( ) / aseq eq
1/2
(H1)
for constant c. One perspective on the origin of this behavior
comes from previous studies of front propagation in simple LG
models for CO oxidation including hopping of (at least) CO. A
common feature was that plots of front propagation velocity,
V(pCO), versus pCO tended to exhibit a nontrivial “crossing
behavior” captured by the form
≈ + − ∞−V p V h c p p( ) [1 { ( )}]CO 0
1/2 1
CO eq (H2)
where V0 is of order unity.
27,66,315 The scaling behavior (eq H2)
follows immediately from eq H1.
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Figure 83. Factorization strategy to describe conditional probabilities:
(a)Q9|8 and (b)Q13|16 in terms of conditional probabilities for a single br
site (Q1), a d = a br pair (Q2), a d = a/√2 br pair (Q2d), and diamond br
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neighboring 4fh sites are free of O (indicated by open gray circles).
Figure 84. Variation of the equistability pressure peq = pCO(eq) with capping rate for hopping, h = h0, for two versions of the tailored model for CO
oxidation on Pd(100) in section 7. Behavior is also shown for two choices hCO/hO = 1 and 10.
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Chen, Z.-X.; Mei, D.; Rösch, N. Ethylene Conversion to Ethylidyne on
Pd(111) and Pt(111): A First-Principles-Based Kinetic Monte Carlo
Study. J. Catal. 2012, 285, 187−195.
(144) Grabow, L. C.; Gokhale, A. A.; Evans, S. T.; Dumesic, J. A.;
Mavrikakis, M. Mechanism of the Water Gas Shift Reaction on Pt: First
Principles, Experiments, and Microkinetic Modeling. J. Phys. Chem. C
2008, 112, 4608−4617.
(145) Stamatakis, M.; Chen, Y.; Vlachos, D. G. First-Principles-Based
Kinetic Monte Carlo Simulation of the Structure Sensitivity of the
Water−Gas Shift Reaction on Platinum Surfaces. J. Phys. Chem. C 2011,
115, 24750−24762.
(146) Grabow, L. C.; Mavrikakis, M. Mechanism of Methanol
Synthesis on Cu through CO2 and CO Hydrogenation. ACS Catal.
2011, 1, 365−384.
(147) Yang, Y.; White, M. G.; Liu, P. Theoretical Study of Methanol
Synthesis From CO2 Hydrogenation on Metal-Doped Cu(111)
Surfaces. J. Phys. Chem. C 2012, 116, 248−256.
(148) Mei, D.; Rousseau, R.; Kathmann, S. M.; Glezakou, V.-A.;
Engelhard, M. H.; Jiang, W.; Wang, C.; Gerber, M. A.; White, J. F.;
Stevens, D. J. Ethanol Synthesis from Syngas over Rh-Based/SiO2
Catalysts: A Combined Experimental and Theoretical Modeling Study.
J. Catal. 2010, 271, 325−342.
(149) Sendner, C.; Sakong, S.; Groß, A. Kinetic Monte Carlo
Simulations of the Partial Oxidation of Methanol on Oxygen-Covered
Cu(110). Surf. Sci. 2006, 600, 3258−3265.
(150) Tkatchenko, A.; von Lilienfeld, O. A. Adsorption of Ar on
Graphite Using London Dispersion Forces Corrected Kohn−Sham
Density Functional Theory. Phys. Rev. B 2006, 73, 153406.
(151)Mitsui, T.; Rose, M. K.; Fomin, E.; Ogletree, D. F.; Salmeron, M.
Diffusion and Pair Interactions of COMolecules on Pd(111). Phys. Rev.
Lett. 2005, 94, 036101.
(152) Zambelli, T.; Wintterlin, J.; Trost, J.; Ertl, G. Identification of the
“Active Sites” of a Surface-Catalyzed Reaction. Science 1996, 273, 1688−
1690.
(153) Hammer, B.; Nørskov, J. K. Theoretical Surface Science and
CatalysisCalculations and Concepts. Adv. Catal. 2000, 45, 71−129.
(154) Eichler, A.; Hafner, J. Adsorption of CO on Pd(100): Steering
into Less Favored Adsorption Sites. Phys. Rev. B 1998, 57, 10110−
10114.
(155) Brundle, C. R.; Behm, R. J.; Barker, J. A. Summary Abstract: How
Many Metal Atoms Are Involved in Dissociative Chemisorption? J. Vac.
Sci. Technol. A 1984, 2, 1038−1039.
(156) Campbell, C. T.; Paffett, M. T.; Voter, A. F. Testing Site Size
Requirements in Chemisorption: Experiment and Theory. J. Vac. Sci.
Technol. 1986, 4, 1342−1346.
(157) Evans, J. W.; Liu, D.-J. Statistical Mechanical Models for
Dissociative Adsorption of O2 on Metal(100) Surfaces with Blocking,
Steering, and Funneling. J. Chem. Phys. 2014, 140, 194704.
(158) Feibelman, P. J.; Hammer, B.; Norskov, J. K.; Wagner, F.;
Scheffler, M.; Stumpf, R.; Watwe, R.; Dumesic, J. The CO/Pt(111)
Puzzle. J. Phys. Chem. B 2001, 105, 4018−4025.
(159) Stroppa, A.; Kresse, G. The Shortcomings of Semi-Local and
Hybrid Functionals: What We Can Learn from Surface Science Studies.
New J. Phys. 2008, 10, 063020.
(160) Govind, N.; Wang, A.; Carter, E. A. Electronic-Sructure
Calculations by First-Principles Density-Based Embedding of Explicitly
Correlated Systems. J. Chem. Phys. 1999, 110, 7677−7688.
(161) Kluner, T.; Govind, N.; Wang, Y. A.; Carter, E. A. Periodic
Density Functional Embedding Theory for Complete Active Space Self-
Consistent Field and Configuration Interaction Calculations: Ground
and Excited States. J. Chem. Phys. 2002, 116, 42−54.
(162) Hu, Q.-M.; Reuter, K.; Scheffler, M. Towards an Exact
Treatment of Exchange and Correlation in Materials: Application to
the “CO Adsorption Puzzle” and Other Systems. Phys. Rev. Lett. 2007,
98, 176103.
(163) Sanchez, J.; Ducastelle, F.; Gratias, D. Generalized Cluster
Description of Multicomponent Systems. Physica A 1984, 128, 334−
350.
(164) Wolverton, C.; de Fontaine, D. Cluster Expansions of Alloy
Energetics in Ternary Intermetallics. Phys. Rev. B 1994, 49, 8627−8642.
(165) Getman, R. B.; Xu, Y.; Schneider, W. F. Thermodynamics of
Environment-Dependent Oxygen Chemisorption on Pt(111). J. Phys.
Chem. C 2008, 112, 9559−9572.
(166) Stampfl, C.; Kreuzer, H. J.; Payne, S. H.; Pfnur, H.; Scheffler, M.
First-Principles Theory of Surface Thermodynamics and Kinetics. Phys.
Rev. Lett. 1999, 83, 2993−2996.
(167) van de Walle, A.; Ceder, G. Automating First-Principles Phase
Diagram Calculations. J. Phase Equilib. 2002, 23, 348−359.
Chemical Reviews Review
DOI: 10.1021/cr500453t
Chem. Rev. 2015, 115, 5979−6050
6046
(168) Blum, V.; Hart, G. L. W.; Walorski, M. J.; Zunger, A. Using
Genetic Algorithms To Map First-Principles Results To Model
Hamiltonians: Application to the Generalized Ising Model for Alloys.
Phys. Rev. B 2005, 72, 1−13.
(169) Liu, D.-J. CO Oxidation on Rh(100): Multisite Atomistic
Lattice-Gas Modeling. J. Phys. Chem. C 2007, 111, 14698−14706.
(170) Nagasaka, M.; Kondoh, H.; Nakai, I.; Ohta, T. CO Oxidation
Reaction on Pt(111) Studied by the Dynamic Monte Carlo Method
Including Lateral Interactions of Adsorbates. J. Chem. Phys. 2007, 126,
044704.
(171) Han, Y.; Unal, B.; Jing, D.; Thiel, P. A.; Evans, J. W. Far-From-
Equilibrium Film Growth on Alloy Surfaces: Ni and Al on NiAl(110).
Phys. Rev. B 2011, 84, 113414.
(172) Han, Y.; Unal, B.; Evans, J. W. Formation of a Novel Ordered
Ni3Al Surface Structure by Codeposition on NiAl(110). Phys. Rev. Lett.
2012, 108, 216102.
(173) Han, Y.; Liu, D.-J.; Evans, J. W. Real-Time Ab Initio KMC
Simulation of the Self-Assembly and Sintering of Bimetallic Epitaxial
Nanoclusters: Au + Ag on Ag(100). Nano Lett. 2014, 14, 4646−4652.
(174) Tait, S. L.; Dohnalek, Z.; Campbell, C. T.; Kay, B. D. n-Alkanes
on Pt(111) and on C(0001)/Pt(111): Chain Length Dependence of
Kinetic Desorption Parameters. J. Chem. Phys. 2006, 125, 234308.
(175) Becker, K. E.; Mignogna, M. H.; Fichthorn, K. A. Accelerated
Molecular Dynamics of Temperature-Programed Desorption. Phys. Rev.
Lett. 2009, 102, 046101.
(176) Dell’Angela, M.; Anniyev, T.; Beye, M.; Coffee, R.; Foehlisch, A.
F.; Gladh, J.; Katayama, T.; Kaya, S.; Krupin, O.; LaRue, J.; Mogeloj, A.;
Nordlund, D.; Norskov, J. K.; Hoeberg, H.; Ogasawara, H.; H. Ostrom,
H.; Pettersson, L. G. M.; Schlotter, W. F.; Sellberg, J. A.; Sorgenfrei, F.;
Turner, J. J.; Wolf, M.; Wurth, W.; Nilsson, A. Real-TimeObservation of
Surface Bond Breaking with an X-ray Laser. Science 2013, 339, 1302−
1305.
(177) Tiwari, A. K.; Nave, S.; Jackson, B. Methane Dissociation on
Ni(111): A New Understanding of the Lattice Effect. Phys. Rev. Lett.
2009, 103, 253201.
(178) Carbogno, C.; Gross, A.; Meyer, J.; Reuter, K. In Dynamics of
Gas-Surface Interactions: Atomic-Level Description of Elementary Processes;
Muino, R. D., Busnengo, H. F., Eds.; Springer Series in Surface Science
Vol. 50, Springer: Berlin, 2013.
(179) Liu, D.-J.; Evans, J. W. Dissociative Adsorption of O2 on
Unreconstructed Metal (100) Surfaces: Pathways, Energetics, and
Sticking Kinetics. Phys. Rev. B 2014, 89, 205406.
(180) Meyer, J.; Reuter, K. Electron−Hole Pairs During the
Adsorption Dynamics of O2 on Pd(100): Exciting or Not? New J.
Phys. 2011, 13, 085010.
(181) Meyer, J.; Reuter, K. Modeling Heat Dissipation at the
Nanoscale: An Embedding Approach for Chemical Reaction Dynamics
on Metal Surfaces. Angew. Chem., Int. Ed. 2014, 53, 4721−4724.
(182) Alavi, A.; Hu, P.; Deutsch, T.; Silvestrelli, P. L.; Hutter, J. CO
Oxidation on Pt(111): An Ab Initio Density Functional Theory Study.
Phys. Rev. Lett. 1998, 80, 3505−3653.
(183) Lozano, A.; Busnengo, H. F.; Groß, A. Lowering Reaction
Barriers in Surface Reactions through Concerted Reaction Mechanisms.
ChemPhysChem 2012, 13, 3467−3471.
(184) Evans, J. W. Kinetic Monte Carlo Simulation of Non-
Equilibrium Lattice-Gas Models: Basic and Reﬁned Algorithms applied
to Surface Adsorption Processes. In Handbook of Materials Modeling,
Part A; Yip, S., Ed.; Springer: Berlin, 2005; Chapter 5.12, pp 1753−1768.
(185) Evans, J. W.; Thiel, P. A.; Bartelt, M. C.Morphological Evolution
during Epitaxial Thin Film Growth: Formation of 2D Islands and 3D
Mounds. Surf. Sci. Rep 2006, 61, 1−128.
(186) Da-Jiang Liu, D.-J.; Evans, J. W. Fronts and Fluctuations in a
Tailored Model for CO Oxidation on Metal(100) Surfaces. J. Phys.
Conden. Matt. 2007, 19, 065129.
(187) James, E. W.; Song, C.; Evans, J. W. CO-Oxidation Model with
Superlattice Ordering of Adsorbed Oxygen. I. Steady-State Bifurcations.
J. Chem. Phys. 1999, 111, 6579−6589.
(188) Silverberg, M.; Ben-Shaul, A. Adsorbate Lateral Interactions and
Islanding in Surface Reaction Kinetics. Surf. Sci. 1989, 214, 17−43.
(189) Silverberg, M.; Ben-Shaul, A. Effects of Adsorbate Islanding on
Reaction Kinetics and Thermal Desorption Spectra: A Monte Carlo-
Quasichemical Model. Chem. Phys. Lett. 1987, 134, 491−496.
(190) Silverberg, M.; Ben-Shaul, A. Adsorbate Islanding in Surface
Reactions: A Combined Monte Carlo-Lattice Gas Approach. J. Chem.
Phys. 1987, 87, 3178−3194.
(191) Hendriksen, B. L. M.; Bobaru, S. C.; Frenken, J. W. M.
Oscillatory CO Oxidation on Pd(100) Studied with in Situ Scanning
Tunneling Microscopy. Surf. Sci. 2004, 552, 229−242.
(192) Rogal, J.; Reuter, K.; Scheffler, M. CO Oxidation on Pd(100) at
Technologically Relevant Pressure Conditions: First-Principles Kinetic
Monte Carlo Study. Phys. Rev. B 2008, 77, 155410.
(193) Hendriksen, B. L. M.; Frenken, J. W. M. CO Oxidation on
Pt(110): Scanning Tunneling Microscopy inside a High-Pressure Flow
Reactor. Phys. Rev. Lett. 2002, 89, 046101.
(194) Over, H.; Kim, Y. D.; Seitsonen, A. P.; Wendt, S.; Lundgren, E.;
Schmid,M.; Varga, P.; Morgante, A.; Ertl, G. Atomic-Scale Structure and
Catalytic Reactivity of the RuO2(110). Surf. Sci. 2000, 287, 1474−1476.
(195) Over, H. Surface Chemistry of Ruthenium Dioxide in
Heterogeneous Catalysis and Electrocatalysis: From Fundamental to
Applied Research. Chem. Rev. 2012, 112, 3356−3426.
(196) Reuter, K.; Scheffler, M. First-Principles Kinetic Monte Carlo
Simulations for Heterogeneous Catalysis: Application to the CO
Oxidation at RuO2(110). Phys. Rev. B 2006, 73, 045433.
(197) Kim, S. H.; Wintterlin, J. Atomic Scale Investigation of the
Oxidation of CO on RuO2(110) by Scanning Tunneling Microscopy. J.
Phys. Chem. B 2004, 108, 14565−14569.
(198) Gao, F.; McClure, S. M.; Cai, Y.; Gath, K. K.; Wang, Y.; Chen,M.
S.; Guo, Q. L.; Goodman, D. W. CO Oxidation Trends on Pt-Group
Metals from Ultrahigh Vacuum to Near Atmospheric Pressures: A
Combined in Situ PM-IRAS and Reaction Kinetics Study. Surf. Sci.
2009, 603, 65−70.
(199) Gao, F.; Goodman, D. W. CO Oxidation Over Ruthenium:
Identification of the Catalytically Active Phases at Near-Atmospheric
Pressures. Phys. Chem. Chem. Phys. 2012, 14, 6688−6697.
(200) van Rijn, R.; Balmes, O.; Felici, R.; Gustafson, J.; Wermeille, D.;
Westerström, R.; Lundgren, E.; Frenken, J. W. M. Comment on “CO
Oxidation on Pt-Group Metals From Ultrahigh Vacuum to Near
Atmospheric Pressures. 2. Palladium and Platinum. J. Phys. Chem. C
2010, 114, 6875−6876.
(201) Gao, F.; Wang, Y.; Goodman, D. W. Reply to Comment on ‘CO
Oxidation on Pt-Group Metals From Ultrahigh Vacuum to Near
Atmospheric Pressures. 2. Palladium and Platinum’. J. Phys. Chem. C
2010, 114, 6874−6874.
(202) Goodman, D. W.; C.H.F. Peden, C. H. F.; Chen, M. S. Reply to
Comment on “CO Oxidation on Ruthenium: The Nature of the Active
Catalytic Surface” by H. Over, M. Muhler, A. P. Seitsonen. Surf. Sci.
2007, 601, 5663−5665.
(203) Hess, F.; Krause, P. P. T.; Rohrlack, S. F.; Hofmann, J. P.; Farkas,
A.; Over, H. One-Dimensional Confinement in Heterogeneous
Catalysis: Trapped Oxygen on RuO2(110) Model Catalysts. Surf. Sci.
2012, 606, L69−L73.
(204) Schneider, W. F. Configurational Control in Catalysis:
Perspective on Hess et al., One-Dimensional Confinement in
Heterogeneous Catalysis: Trapped Oxygen on RuO2(110) Model
Catalysts. Surf. Sci. 2012, 606, 1351−1352.
(205) Reuter, K.; Scheffler, M. First-Principles Atomistic Thermody-
namics for Oxidation Catalysis: Surface Phase Diagrams and Catalyti-
cally Interesting Regions. Phys. Rev. Lett. 2003, 90, 046103.
(206) Reuter, K.; Frenkel, D.; Scheffler, M. The Steady State of
Heterogeneous Catalysis Studied by First-Principles Statistical
Mechanics. Phys. Rev. Lett. 2004, 93, 116105.
(207) Rogal, R.; Reuter, K.; Scheffler, M. First-Principles Statistical
Mechanics Study of the Stability of a Subnanometer Thin Surface Oxide
in Reactive Environments: CO Oxidation at Pd(100). Phys. Rev. Lett.
2007, 98, 046101.
(208) Hoffmann, M. J.; Reuter, K. CO Oxidation on Pd (100) Versus
PdO(101)-(√5×√5)R27°: First-Principles Kinetic Phase Diagrams
and Bistability Conditions. Top. Catal. 2014, 57, 159−170.
Chemical Reviews Review
DOI: 10.1021/cr500453t
Chem. Rev. 2015, 115, 5979−6050
6047
(209) Seitsonen, A. P.; Over, H. Intimate Interplay of Theory and
Experiments in Model Catalysis. Surf. Sci. 2009, 603, 1717−1723.
(210) Farkas, A.; Hess, F.; Over, H. Experiment-Based Kinetic Monte
Carlo Simulations: CO Oxidation over RuO2(110). J. Phys. Chem. C
2012, 116, 581−591.
(211) Hong, S.; Karim, A.; Rahman, T. S.; Jacobi, K.; Ertl, G. Selective
Oxidation of Ammonia on RuO2(110): A Combined DFT and KMC
Study. J. Catal. 2010, 276, 371−381.
(212) Fischer, P.; Titulaer, U. M. Kinetic Phase Transitions in a Model
for Surface Catalysis. Surf. Sci. 1989, 221, 409−426.
(213) Sholl, D. S.; Skodje, R. T. Kinetic Phase Transitions and
Bistability in a Model Surface Reaction II. Spatially Inhomogeneous
Theories. Surf. Sci. 1995, 334, 305−317.
(214) De Decker, Y.; Tsekouras, G. A.; Provata, A.; Erneux, Th.;
Nicolis, G. Propagating Waves in One-Dimensional Discrete Networks
of Coupled Units. Phys. Rev. E 2004, 69, 036203.
(215) Guo, X.; Evans, J. W.; Liu, D.-J. Generic Two-Phase Coexistence,
Relaxation Kinetics, and Interface Propagation in the Quadratic Contact
Process: Analytic Studies. Physica A 2008, 387, 177−201.
(216) Guo, X.; De Decker, Y.; Evans, J. W. Metastability in Schloegl’s
Second Model for Autocatalysis: Lattice-Gas Realization with Particle
Diffusion. Phys. Rev. E 2010, 82, 021121.
(217) Wang, C.-J.; Liu, D.-J.; Evans, J. W. Schloegl’s Second Model for
Autocatalysis on Hypercubic Lattices: Dimension Dependence of
Generic Two-Phase Coexistence. Phys. Rev. E 2012, 85, 041109.
(218) Titulaer, U. M.; Deutsch, J. M. Some Aspects of Cluster
Diffusion on Surfaces. J. Chem. Phys. 1982, 77, 472−478.
(219) Sanchez, J. R.; Evans, J. W. Diffusion of Small Clusters on Metal
(100) Surfaces: Exact Master-Equation Analysis for Lattice-Gas Models.
Phys. Rev. B 1999, 59, 3224−3233.
(220) Gortel, Z. W.; Zaluska-Kotur, M. A. Chemical Diffusion in an
Interacting Lattice Gas: Analytic Theory and Simple Applications. Phys.
Rev. B 2004, 70, 125431.
(221) Zhdanov, V. P. General Equations for Description of Surface
Diffusion in the Framework of the Lattice-Gas Model. Surf. Sci. Lett.
1985, 149, L13−L17.
(222) Keener, J. P. Propagation and Its Failure in Coupled Systems of
Discrete Excitable Cells. SIAM J. Appl. Math. 1987, 47, 556−572.
(223) Chow, S.-N; Mallet-Paret, J.; Van Vleck, E. S. Dynamics of
Lattice Differential Equations. Int. J. Bifurction Chaos 1996, 6, 1605−
1621.
(224) Bates, P. W.; Chmaj, A. A Discrete ConvolutionModel for Phase
Transitions. Arch. Ration. Mech. Anal. 1999, 150, 281−368.
(225) Sadiq, A.; Binder, K. Diffusion of Absorbed Atoms in Ordered
and Disordered Monolayers at Surfaces. Surf. Sci. 1983, 128, 350−382.
(226) Nelson, P. H.; Auerbach, S. M. Modeling Tracer Counter-
Permeation through Anisotropic Zeolite Membranes: FromMean Field
Theory to Single-File Diffusion. Chem. Eng. J. 1999, 74, 43−56.
(227) Stauﬀer, D.; Aharony, A. Introduction to Percolation Theory;
Taylor and Francis: London, 1992.
(228) Liu, D.-J.; Evans, J. W. Chemical Diffusion of CO in Mixed CO
+O Adlayers and Reaction-Front Propagation in CO Oxidation on
Pd(100). J. Chem. Phys. 2006, 125, 054709.
(229) Nedea, S. V.; Jansen, A. P. J.; Lukkien, J. J.; Hilbers, P. A. J.
Transient Behavior in Single-File Systems. Phys. Rev. E 2002, 66,
066705.
(230) Nedea, S. V.; Jansen, A. P. J.; Lukkien, J. J.; Hilbers, P. A. J.
Infinitely Fast Diffusion in Single-File Systems. Phys. Rev. E 2003, 67,
046707.
(231) Ackerman, D. M.; Wang, J.; Wendel, J. H.; Liu, D.-J.; Pruski, M.;
Evans, J. W. Catalytic Conversion Reactions Mediated by Single-File
Diﬀusion in Linear Nanopores: Hydrodynamic Versus Stochastic
Behavior. J. Chem. Phys. 2011, 134, 114107.
(232) Harris, T. E. Diffusion with “Collisions” between Particles. J.
Appl. Probab. 1965, 2, 323−338.
(233) Wang, J.; Modeling of the Interplay Between Single-File
Diﬀusion and Conversion Reaction in Mesoporous Systems. Ph.D.
Thesis, Iowa State University, Ames, IA, 2013.
(234) Redner, S. A Guide to First-Passage Processes; Cambridge
University Press: Cambridge, UK, 2001.
(235) Hodgkin, A. L.; Keynes, R. D. The Potassium Permeability of a
Giant Nerve Fibre. J. Physiol. (London) 1955, 128, 61−88.
(236) van Beijeren, H.; Kehr, K. W.; Kutner, K. Diffusion in
Concentrated Lattice Gases. III. Tracer Diffusion on a One-Dimen-
sional Lattice. Phys. Rev. B 1983, 28, 5711−5723.
(237) Hahn, H.; Karger, K. Deviations from the Normal Time Regime
of Single-File Diffusion. J. Phys. Chem. B 1998, 102, 5766−5771.
(238) Nelson, P. H.; Auerbach, S. M. Self-Diffusion in Single-File
Zeolite Membranes is Fickian at Long Times. J. Chem. Phys. 1999, 110,
9235−9243.
(239) If δL ∝ ⟨An⟩ and δR ∝ ⟨An+1⟩, then one has ⟨AnEn+1⟩ ≈
2⟨An⟩⟨An+1⟩⟨E⟩/[⟨An⟩ + ⟨An+1⟩] + Ftr(n,n+1)⟨An⟩[⟨An⟩ − ⟨An+1⟩]/
[⟨An⟩ + ⟨An+1⟩]. If δL = δR, then one has ⟨AnEn+1⟩ ≈ 1/2[⟨An⟩ +
⟨An+1⟩]⟨E⟩ + 1/2Ftr(n,n+1)[⟨An⟩ − ⟨An+1⟩]. ⟨EnAn+1⟩ follows from the
GH relation ⟨AnEn+1⟩ − ⟨EnAn+1⟩ ≈ Ftr(n,n+1)(⟨An⟩ − ⟨An+1⟩).
(240) Marchesoni, F.; Taloni, A. Subdiffusion and Long-Time
Anticorrelations in a Stochastic Single File. Phys. Rev. Lett. 2006, 97,
106101.
(241)Wang, J.; Garcia, A.; Ackerman, D.M.; Gordon,M. S.; Slowing, I.
I.; Kobayashi, T.; Pruski, M.; Evans, J. W. Multi-functionalization of
Nanoporous Catalytic Materials to Enhance Reaction Yield: Statistical
Mechanical Modeling for Conversion Reactions with Restricted
Diffusive Transport. MRS Proc. 2014, 1641, mrsf13-1641-aa08-02.
(242) Lindenberg, K.; Oshanin, G.; Tachiya, M. Chemical Kinetics
Beyond the Textbook: Fluctuations, Many-Particle-Effects and
Anomalous Dynamics. J. Phys.: Condens. Matter 2007, 19 (Special
Issue), 060301.
(243) Petrova, N. V.; Yakovkin, I. N. Monte Carlo Simulation of CO
and O Coadsorption and Reaction on Pt(111). Surf. Sci. 2005, 578,
162−173.
(244) Piccinin, S.; Stamatakis, M. CO Oxidation on Pd(111): A First-
Principles-Based KineticMonte Carlo Study.ACS Catal. 2014, 4, 2143−
2152.
(245) Marro, J.; Dickman, R. Nonequilibrium Phase Transitions in
Lattice Models; Cambridge University Press: Cambridge, UK, 1999.
(246) Kreuzer, H. J.; Payne, S. H. Theoretical Approaches to the
Kinetics of Adsorption, Desorption and Reactions at Surfaces. In
Computational Methods in Surface and Colloid Science, Borowko, M., Ed.,
Marcel Dekker Inc.: New York, 2000; Vol. 89 of Surface Science Series,
Chapter 9, p 439.
(247) Borroni-Bird, C. E.; King, D. A. An Ultrahigh Vacuum Single
Crystal AdsorptionMicrocalorimeter. Rev. Sci. Instrum. 1991, 62, 2177−
2185.
(248) Ala-Nissila, T.; Ferrando, R.; Ying, S. C. Collective and Single
Particle Diffusion on Surfaces. Adv. Phys. 2002, 51, 949−1078.
(249) McEwen, J. S.; Payne, S. H.; Kreuzer, H. J.; Kinne, M.; Denecke,
R.; Steinruck, H.-P. Adsorption and Desorption of {CO} on {Pt}(111):
A Comprehensive Analysis. Surf. Sci. 2003, 545, 47−69.
(250) Payne, S. H.; McEwen, J.-S.; Kreuzer, H. J.; Menzel, D.
Adsorption andDesorption of {CO} on {Ru}(0001): AComprehensive
Analysis. Surf. Sci. 2005, 594, 240−262.
(251) Jansen, A. P. J. Monte Carlo Simulations of Temperature-
Programmed Desorption spectra. Phys. Rev. B 2004, 69, 035414.
(252) Jansen, M. M. M.; Hermse, C. G. M.; Jansen, A. P. J. Kinetic
Parameters From Temperature Programmed Desorption Spectra
Combined with Energy Relations: Top and Bridge CO on Rh(100).
Phys. Chem. Chem. Phys. 2010, 12, 8054−8062.
(253) Binder, K.; Landau, D. P. Square Lattice Gases with Two- and
Three-Body Interactions: A Model for the Adsorption of Hydrogen on
Pd(100). Surf. Sci. 1981, 108, 503−525.
(254) Caflisch, R. G.; Nihat Berker, A. Oxygen Chemisorbed on
Ni(100): A Renormalization-Group Study of the Global Phase Diagram.
Phys. Rev. B 1984, 29, 1279−1286.
(255) Rikvold, P. A.; Kaski, K.; Gunton, J. D.; Yalabik, M. C. Finite-Size
Scaling Study of a Lattice-Gas Model for Oxygen Chemisorbed on
Tungsten. Phys. Rev. B 1984, 29, 6285−6294.
Chemical Reviews Review
DOI: 10.1021/cr500453t
Chem. Rev. 2015, 115, 5979−6050
6048
(256) Bak, P.; Kleban, P.; Unertl, W. N.; Ochab, J.; Akinci, G.; Bartelt,
N. C.; Einstein, T. L. Phase Diagram of Selenium Adsorbed on the
Ni(100) Surface: A Physical Realization of the Ashkin−Teller Model.
Phys. Rev. Lett. 1985, 54, 1539−1542.
(257) Wang, G.-G.; T.-M. Lu, T. M. Physical Realization of 2-D Ising
Critical Phenomena: Oxygen Chemisorbed on the W(112) Surface.
Phys. Rev. B 1985, 31, 5918−5922.
(258) Einstein, T. L.; Bartelt, N. C.; Roelofs, L. D. Phase Transitions in
2-D Lattice GasesCritical Phenomena of Chemisorbed Atoms. Nucl.
Phys. B-Proc. Suppl. 1988, 5, 40−43.
(259) Einstein, T. L. Multisite Lateral Interactions and Their
Consequences. Langmuir 1991, 7, 2520−2527.
(260) Piercy, P.; De’Bell, K.; Pfnur, H. Phase Diagram and Critical
Behavior of the Adsorption System O/Ru(001): Comparison with
Lattice-Gas Model. Phys. Rev. B 1992, 45, 1869−1877.
(261) Liu, D.-J.; Evans, J. W. Lattice-Gas Modeling of the Formation
and Ordering of Oxygen Adlayers on Pd(100). Surf. Sci. 2004, 563, 13−
26.
(262) Liu, D.-J. Lattice-Gas Modeling of CO Adlayers on Pd(100). J.
Chem. Phys. 2004, 121, 4352−4357.
(263) Hermse, C. G. M.; van Bavel, A. P.; Koper, M. T. M.; Lukkien, J.
J.; van Santen, R. A.; Jansen, A. P. J. Bridge-Bonded Adsorbates on
fcc(100) and fcc(111) Surfaces: A Kinetic Monte Carlo Study. Phys. Rev.
B 2006, 73, 195422.
(264) Hermse, C. G. M.; Jansen, M. M. M.; van Bavel, A. P.; Lukkien, J.
J.; van Santen, R. A.; Jansen, A. P. J. On the Nature of Dense CO
Adlayers on fcc(100) Surfaces: A Kinetic Monte Carlo Study. Phys.
Chem. Chem. Phys. 2010, 12, 461−473.
(265) Kose, R.; Brown, W. A.; King, D. A. Calorimetric Heats of
Dissociative Adsorption for O2 on Rh(100). Surf. Sci. 1998, 402−404,
856−860.
(266) Yeo, Y. Y.; Vattuone, L.; King, D. A. Calorimetric Investigation of
NO and CO Adsorption on Pd(100) and the Influence of Preadsorbed
Carbon. J. Chem. Phys. 1997, 106, 1990−1996.
(267) Yeo, Y. Y.; Vattuone, L.; King, D. A. Energetics and Kinetics of
CO and NO Adsorption on Pt(100): Restructuring and Lateral
Interactions. J. Chem. Phys. 1996, 104, 3810−3821.
(268) Frenkel, D.; Louis, A. A. Phase Separation in Binary Hard-Core
Mixtures: An Exact Result. Phys. Rev. Lett. 1992, 68, 3363−3366.
(269) van Duijneveldt, J. S.; Lekkerkerker, H. N. W. Three-Phase
Equilibrium in a Binary Hard-Core Lattice Model. Phys. Rev. Lett. 1993,
71, 4264−4246.
(270) Verberkmoes, A.; Nienhuis, B. Evidence Against a Three-Phase
Point in a Binary Hard-Core Lattice Model. Phys. Rev. E 1999, 60,
2501−2509.
(271) Liu, D.-J.; Evans, J. W. Phase Transitions in Mixed Adsorbed
Layers: Effect of Repulsion between “Hard Squares” and “Point
Particles”. J. Chem. Phys. 2001, 114, 10977−10978.
(272) van Bavel, A. P.; Hopstaken, M. J. P.; Curulla, D.;
Niemantsverdriet, J. W.; Lukkien, J. J.; Hilbers, P. A. J. Quantification
of Lateral Repulsion BetweenCoadsorbed CO andN on Rh(100) Using
Temperature-Programmed Desorption, Low-Energy Electron Diffrac-
tion, and Monte Carlo Simulations. J. Chem. Phys. 2003, 119, 524−532.
(273) Tringides, M. C.; Wu, P. K.; Lagally, M. G. Scaling in the
Ordering Kinetics of a Chemisorbed Overlayer: W(110)-(2×1). Phys.
Rev. Lett. 1987, 59, 316−319.
(274) Tringides, M. C. Growth Kinetics of O/W(110) at High
Coverage. Phys. Rev. Lett. 1990, 65, 1372−1375.
(275) Kang, H. C.; Weinberg, W. H. Kinetics of Precursor-Mediated
Ordering of Two-Dimensional Domains. Phys. Rev. B 1988, 38, 11543−
11546.
(276) K. A. Fichthorn, K. A.; W. H. Weinberg, W. H. The Influence of
Time-Dependent Rates of Mass Transfer on the Kinetics of Domain
Growth. Phys. Rev. Lett. 1992, 68, 604−607.
(277) Chang, S.-L.; Thiel, P. A. Formation of a Metastable Ordered
Surface Phase Due to Competitive Diffusion and Adsorption Kinetics:
Oxygen on Pd(100). Phys. Rev. Lett. 1987, 59, 296−299.
(278) Evans, J. W. Non-Equilibrium Percolative c(2 × 2) Ordering:
Oxygen on Pd(100). J. Chem. Phys. 1987, 87, 3038−3048.
(279) Baranov, S. P.; Abramova, L. A.; Zeigarnik, A. V.; Shustorovich,
E. Monte Carlo Modeling of O2 Adsorption Kinetics on Unrecon-
structed fcc(100) Surfaces of Metals Using UBI-QEP Coverage-
Dependent Energetics. Surf. Sci. 2004, 555, 20−42.
(280) Hansen, E.; Neurock, M. Predicting Lateral Surface Interactions
through Density Functional Theory: Application to Oxygen on
Rh(100). Surf. Sci. 1999, 441, 410−424.
(281) McEwen, J.-S.; Payne, S. H.; Stampfl, C. Phase Diagram of O/
Ru(0001) From First Principles. Chem. Phys. Lett. 2002, 361, 317−320.
(282) Tang, H.; Van der Ven, A.; Trout, B. L. Phase Diagram of
Oxygen Adsorbed on Platinum (111) by First-Principles Investigation.
Phys. Rev. B 2004, 70, 045420.
(283) Zhang, Y.; Blum, V.; Reuter, K. Accuracy of First-Principles
Lateral Interactions: Oxygen at Pd(100). Phys. Rev. B 2007, 75, 235406.
(284) Piccinin, S.; Stampfl, C. Predicting Order−Disorder Phase
Transitions of O/Pd(111) from Ab Initio Wang−Landau Monte Carlo
Calculations. Phys. Rev. B 2010, 81, 155427.
(285) Schmidt, D. J.; Chen, W.; Wolverton, C.; Schneider, W. F.
Performance of Cluster Expansions of Coverage-Dependent Adsorption
of Atomic Oxygen on Pt(111). J. Chem. Theory Comp. 2011, 8, 264−
273.
(286) Stampfl, C.; Kreuzer, H. J.; Payne, S. H.; Pfnur, H.; Scheffler, M.
First-Principles Theory of Surface Themodynamics and Kinetics. Phys.
Rev. Lett. 1999, 83, 2993−2996.
(287) Hansen, E. W.; Neurock, M. First-Principles-Based Monte Carlo
Methodology Applied to O/Rh(100). Surf. Sci. 2000, 464, 91−107.
(288) Bray, J. M.; Skavdahl, I. J.; McEwen, J.-S.; Schneider, W. F. First-
Principles Reaction Site Model for Coverage-Sensitive Surface
Reactions: Pt(111)−O Temperature Programmed Desorption. Surf.
Sci. 2014, 622, L1−L6.
(289) Honkala, K.; Pirila, P.; Laasonen, K. Coadsorption of CO and
NO on the Pd(111) Surface: Combined Ab Initio and Monte Carlo
Study. Phys. Rev. Lett. 2001, 86, 5942−5945.
(290) Liu, D.-J.; Evans, J. W. Interactions BetweenOxygen on Pt(100):
Implications for Ordering during Chemisorption and Catalysis. Chem.
Phys. Phys. Chem. 2010, 11, 2174−2181.
(291) Baer, M.; Zuelicke, Ch.; Eiswirth, M.; Ertl, G. Theoretical
Modeling of Spatiotemporal Self-Organization in a Surface Catalyzed
Reaction Exhibiting Bistable Kinetics. J. Chem. Phys. 1992, 96, 8595−
8604.
(292) K. Krischer, K.; Eiswirth, M.; Ertl, G. Oscillatory CO Oxidation
on Pt(110): Modeling of Temporal Self-Organization. J. Chem. Phys.
1992, 96, 9161−9172.
(293) Liu, D. J.; Evans, J. W. Symmetry-Breaking and Percolation
Transitions in a Surface Reaction Model with Superlattice Ordering.
Phys. Rev. Lett. 2000, 84, 955−958.
(294) Evans, J. W. Comment on “Kinetics of Random Sequential
Adsorption”. Phys. Rev. Lett. 1989, 62, 2642−2642.
(295) AUTO Software for Continuation and Bifurcation Problems in
Ordinary Diﬀerential Equations. http://indy.cs.concordia.ca/auto/.
(296) Liu, D. J.; Pavlenko, N.; Evans, J. W. Crossover between Mean-
Field and Ising Critical Behavior in a Lattice-Gas Reaction−Diffusion
Model. J. Stat. Phys. 2004, 114, 101−114.
(297) Mikhailov, A. S.; Loskutov, A. Yu. Foundations of Synergetics II;
Springer: Berlin, 1996.
(298) De Decker, Y.; Marbach, H.; Hinz, M.; Gunther, S.; Kisnikova,
M.; Mikhailov, A. S.; Imbihl, R. Promoter-Induced Reactive Phase
Separation in Surface Reactions. Phys. Rev. Lett. 2004, 92, 198305.
(299) Zhdanov, V. P. Pattern Formation in Heterogeneous Catalytic
Reactions with Promoters and Poisons. Phys. Chem. Chem. Phys. 2005, 7,
2399−2402.
(300) Meskine, H.; Matera, S.; Scheffler, M.; Reuter, K.; Metiu, H.
Examination of the Concept of Degree of Rate Control by First-
Principles Kinetic Monte Carlo Simulations. Surf. Sci. 2009, 603, 1724−
1730.
(301) Evans, J. W.; Miesch, M. S. Characterizing Kinetics near a First-
Order Catalytic-Poisoning Transition. Phys. Rev. Lett. 1991, 66, 833−
836.
Chemical Reviews Review
DOI: 10.1021/cr500453t
Chem. Rev. 2015, 115, 5979−6050
6049
(302) Ziff, R. M.; Broslilow, B. J. Investigation of the First-Order Phase
Transition in the A−B2 Reaction Model using a Constant-Coverage
Kinetic Ensemble. Phys. Rev. A 1992, 46, 4630−4633.
(303)Machado, E.; Buendia, G. M.; Rikvold, P. A. Decay ofMetastable
Phases in a Model for the Catalytic Oxidation of CO. Phys. Rev. E 2005,
71, 031603.
(304) Guo, X.; Liu, D.-J.; Evans, J. W. Schloegl’s Second Model for
Autocatalysis with Particle Diffusion: Lattice-Gas Realization Exhibiting
Generic Two-Phase Coexistence. J. Chem. Phys. 2009, 130, 074106.
(305) Liu, D. J.; Evans, J. W. Transitions between Strongly Correlated
and Random Steady-States for Catalytic CO-Oxidation on Surfaces at
High-Pressure. J. Chem. Phys. 2015, 142, 134703.
(306) Campbell, C. T. Presentation at Workshop in Honor of W.
Henry Weinberg (Santa Barbara, CA, January 2015).
(307) Matera, S.; Maestri, M.; Cuoci, A.; Reuter, K. Predictive-Quality
Surface Reaction Chemistry in Real Reactor Models: Integrating First-
Principles Kinetic Monte Carlo Simulations into Computational Fluid
Dynamics. ACS Catal. 2014, 4, 4081−409.
(308) Swendsen, R. H.; Wang, J.-S. Nonuniversal Critical Dynamics in
Monte Carlo Simulations. Phys. Rev. Lett. 1987, 58, 86−88.
(309) Tome, T.; Dickman, R. Ziff-Gulari-Barshad Model with CO
Desorption: An Ising-Like Nonequilibrium Critical Point. Phys. Rev. E
1993, 47, 948−952.
(310) Buendía, G. M.; E. Machado, E.; Rikvold, P. A. Effect of CO
Desorption and Coadsorption with O on the Phase Diagram of a Ziff−
Gulari−BarshadModel for the Catalytic Oxidation of CO. J. Chem. Phys.
2009, 131, 184704.
(311) Matera, S.; Reuter, K. First-Principles Approach to Heat and
Mass Transfer Effects in Model Catalyst Studies. Catal. Lett. 2009, 133,
156−159.
(312) Matera, S.; Reuter, K. Transport Limitations and Bistability for
In-Situ CO Oxidation at RuO2(110): First-Principles Based Multiscale
Modeling. Phys. Rev. B 2010, 82, 085446.
(313) Mei, D.; Lin, G. Effects of Heat and Mass Transfer on the
Kinetics of CO Oxidation over RuO2(110) Catalyst. Catal. Today 2011,
165, 56−63.
(314) Fichthorn, K. A.; Scheffler, M. Island Nucleation in Thin-Film
Epitaxy: A First-Principles Investigation. Phys. Rev. Lett. 2000, 84, 5371−
5374.
(315) Goodman, R. H.; Graff, D. S.; Sander, L. M.; Leroux-Hugon, P.;
Clement, E. Trigger Waves in a Model for Catalysis. Phys. Rev. E 1995,
52, 5904−5909.
Chemical Reviews Review
DOI: 10.1021/cr500453t
Chem. Rev. 2015, 115, 5979−6050
6050
