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Resumen
A lo largo del siguiente trabajo vamos a profundizar en los contenidos impartidos en la asig-
natura Estructuras Algebraicas para explicar la Ley de Reciprocidad Cuadra´tica as´ı como sus
aplicaciones para la Teor´ıa Algebraica de Nu´meros. Adema´s existen otras Leyes de Reciproci-
dad como la Leyes de Reciprocidad Cu´bica, Bicuadra´tica, de Einsentein,... entre otras, las cuales
no estudiaremos en nuestro trabajo por falta de espacio.
Durante el primer cap´ıtulo se explicara´n conceptos acerca de la estructura de grupo de
U(Z/Zn) as´ı como el concepto de residuos de la n-e´sima potencia para averiguar para que´ pri-
mos p se puede resolver la congruencia xn ≡ a (p) dado un a fijo.
En el resto de nuestro trabajo se dividira´ en cuatro cap´ıtulos. En cada uno de ellos se dara´ una
demostracio´n la Ley de Reciprocidad Cuadra´tica (de las muchas que existen) usando en cada uno
herramientas distintas:
El segundo cap´ıtulo, adema´s de enunciarla, hara´ uso de los residuos cuadra´ticos definiendo el
concepto del s´ımbolo de Legendre y posteriormente su generalizacio´n, el s´ımbolo de Jacobi.
En el tercer cap´ıtulo haremos uso del concepto de las sumas cuadra´ticas de Gauss, definiendo
para ello los nu´meros algebraicos y los enteros algebraicos y estudiando las propiedades que
cumplen, necesarias para llevar a cabo la demostracio´n.
El cuarto cap´ıtulo pasa a un enfoque completamente diferente usando para ello los cuerpos
finitos as´ı como sus propiedades y la existencia de un cuerpo con pn elementos para todo p
primo y para todo n natural.
En el quinto y u´ltimo cap´ıtulo de este trabajo volvemos a lo usado en el tercer cap´ıtulo
y extendemos las sumas de Gauss a las conocidas como sumas de Jacobi para las cuales
es necesario definir el concepto de cara´cter multiplicativo. Estas sumas, adema´s de ser ma´s
potentes y complejas, tienen la ventaja de que se pueden usar para demostrar reciprocidades
de orden superior.
El origen de este trabajo viene del proyecto como alumno interno del Departamento de
A´lgebra de la Universidad de Sevilla realizado en el curso acade´mico anterior cuyo tema principal
fue el Algoritmo de Shanks, el cual, aunque es probabil´ıstico, es muy eficiente. Consiste en, dados
un primo impar p y entero a, encontrar un nu´mero x (si existe) tal que x2 ≡ a (p). Para ello,
primero calculamos el nu´mero impar q que cumple que p − 1 = 2e · q y, por otro lado, elegimos
aleatoriamente un nu´mero n tal que
(
n
p
)
= −1 (lo cual tiene una probabilidad cercana a 12 , por
lo que se obtendra´ algu´n n satisfactorio tras pocos intentos). Con esos datos, se inicia un proceso
iterativo, el cual es finito, pudiendo acabar o bien dando un valor para x o bien diciendo que a no
es un residuo cuadra´tico mo´dulo p. En este trabajo se usaron las referencias bibliogra´ficas [1], [2],
[5] y [7]. Este proyecto, sin embargo, se basa en gran medida en la referencia [4] aunque se apoya
tambie´n en las referencias [3] y [6].
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Por otro lado, esta memoria forma parte de uno ma´s grande que tratara´ sobre las Leyes de
Reciprocidad de o´rdenes superiores y que se realizo´ como proyecto de becario de colaboracio´n y
alumno interno para el Departamento de A´lgebra de la Universidad de Sevilla para el curso
acade´mico actual. Ambos formara´n un trabajo completo y extenso sobre las Leyes de Reciprocidad.
Dicho proyecto complementario se dividira´ en dos cap´ıtulos explicando en cada uno las Leyes
de Reciprocidad Cu´bica y Bicuadra´tica, respectivamente:
En el primer cap´ıtulo definiremos al anillo Z[ω] haciendo uso de las ra´ıces cu´bicas de la
unidad y del s´ımbolo residual cu´bico (ana´logo a los s´ımbolo de Legendre y Jacobi visto en
cap´ıtulos anteriores). Realizaremos dos demostraciones: una ana´loga a la del tercer cap´ıtulo
y la otra a la del quinto cap´ıtulo, haciendo uso de las sumas de Gauss y de Jacobi cu´bicas
para demostrar la Ley de Reciprocidad Cu´bica.
El segundo cap´ıtulo se centrara´ en la Ley de Reciprocidad Bicuadra´tica debiendo definir,
ana´logamente al apartado anterior, el anillo Z[i], tambie´n conocidos como enteros gaussianos
adema´s del correspondiente s´ımbolo residual cua´rtico para poder llegar a la demostracio´n
satisfactoriamente.
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Abstract
Along this project we are going to delve into the concepts introduced in the course Algebraic
Structures in order to explain the Law of Quadratic Reciprocity as well as its applications in
Algebraic Number Theory. Furthermore, there are others Laws of Reciprocity as the Cubic,
Biquadratic, Einsentein Reciprocity Law among others, which will not be treated in this project
due to lack of space.
At the first chapter we are going to explain the structure of U(Z/Zn) as well as the notion
of nth power residues in order to solve for which primes p the congruence xn ≡ a (p) is
solvable for some fixed a ∈ Z.
The rest of our project will split up in four chapters. In each of them we will give a proof of the
Law of Quadratic Reciprocity (among all those that exist) using differents tools in each of them:
The second chapter makes use of the quadratic residues defining the concept of the Legendre
symbol and its generalization, the Jacobi symbol.
At the third chapter we make use of the notion of quadratic Gauss sums, defining concepts
such as algebraic numbers and algebraic integers.
The fourth chapter changes to a completely different point of view using finite fields. We
prove the existence of a field of pn elements for all primes p and for all natural n.
At the fifth and last chapter of this project we return to the third chapter’s topics, and we
extend the Gauss sums to the well-known Jacobi sums, for which is necessary to define the
concept of multiplicative character. Not only these sums are more powerful and trickier, but
they have the advantage that they can be really useful to show reciprocities of higher order.
The origin of this disertation comes from the project as intern student for the Department
of Algebra of the University of Sevilla in the former academic year whose subject was Shanks’
Algorithm, which is very efficient even though it is probabilistic,. It consists of, given an odd prime
p and an integer a, finding a number x (if it exists) such that x2 ≡ a (p). For that, first we have to
calculate a odd number q such that p− 1 = 2e · q and, additionally, we choose randomly a number
n such that
(
n
p
)
= −1 (whose probability is almost 12 , so we can find one after a few tries). With
these data, we initialize an iterative process, which is finite, because it gives a value for x or saying
that a is a non-residue quadratic modulo p. In this project we used the bibliographic references
[1], [2], [5] and [7]. The current project, however, is mainly based on the reference [4] although it
is supported also on the references [3] and [6].
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On the other hand, this memoir is part of another bigger one which addresses the Laws of
Reciprocity of higher orders which was undertaken as an intern student for the Department of
Algebra of the University of Sevilla for the current academic year. Both take part of complete
and extensive project about Laws of Reciprocity.
That complementary work is composed of two chapters, explaining the Law of Cubic and
Biquadratic Reciprocity, respectively:
At the first chapter we define the ring Z[ω] making use of the cubic roots of the unity and
the cubic residue symbol (analogous to the Legendre and Jacobi symbol we have seen in
previous chapters). It contains two proofs: one similar to the one we have seen in the third
and fifth chapters of the main project, making use of the cubic Gauss and Jacobi sums in
order to prove the Law of Cubic Reciprocity.
The second chapter we focus on the Law of Biquadratic Reciprocity, for which we have
to define the ring Z[i] which is well-known as the Gaussian integers, in addition to the
corresponding quartic residue symbol in order to achieve the proof satisfactorily.
viii
Conceptos y propiedades ba´sicas
Antes de empezar este trabajo es necesario enunciar algunos teoremas muy recurrentes a lo
largo de todo el trabajo as´ı como establecer algunas notaciones.
Notacio´n 1 Sean a, b, m enteros tales que a es congruente con b mo´dulo m. La representacio´n
que usaremos en el trabajo para ello es la siguiente:
a ≡ b (m).
Teorema 0.1 (Teorema Chino del Resto) Sea m ∈ Z>0 y supongamos que m = m1m2 · · ·mt
y gcd(mi,mj) = 1, para todo i 6= j. Sean b1, b2, . . . , bt enteros y consideremos el sistema de
congruencias: 
x ≡ b1 (m1)
x ≡ b2 (m2)
...
x ≡ bt (mt)
Este sistema tiene siempre solucio´n en Z y cualquier par de soluciones difiere en un mu´ltiplo
de m.
Tambie´n existe una versio´n del mismo para anillos (que es la que nos sera´ realmente u´til en
nuestro trabajo) que se puede enunciar brevemente como sigue:
Z/Zm ≈ Z/Zm1 × · · · × Z/Zmt
Teorema 0.2 (Pequen˜o Teorema de Fermat) Sea p un nu´mero primo y a > 0 un nu´mero
natural. Entonces se tiene que:
ap ≡ a (p).
Equivalentemente, sea p un nu´mero primo y a > 0 un nu´mero natural tal que gcd(a, p) = 1.
Entonces se tiene que:
ap−1 ≡ 1 (p).
Teorema 0.3 (Fo´rmula de Inversio´n de Mo¨bius) Sea f una funcio´n de compleja definida so-
bre Z>0 y µ la funcio´n de Mo¨bius definida en Z>0, cuyos valores son los siguientes:
µ(n) =
 1 si n = 10 si n contiene algu´n cuadrado
(−1)l si n = p1p2 · · · pl donde los pi son primos distintos y positivos
Sea F (n) =
∑
d|n f(d). Entonces se tiene que
f(n) =
∑
d|n
µ(d)F
(n
d
)
.
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Corolario 0.1 Sabiendo que φ(n) es la funcio´n que nos dice la cantidad de nu´meros naturales
menores que n que son coprimos con n se tiene que
φ(d) =
∑
c|d
µ(c)
d
c
.
Teorema 0.4 (Teorema de Dirichlet para sucesiones aritme´ticas) Sean a, d ∈ Z tales que
gcd(a, d) = 1. Entonces la progresio´n aritme´tica definida por an = a+nd contiene infinitos nu´meros
primos.
Definicio´n 0.1 Sean a, n ∈ Z y gcd(a, n) = 1. Diremos que el orden de a mo´dulo n es el orden
de a = a+ Zn en el grupo U(Z/Zn).
Definicio´n 0.2 Sea R un dominio de integridad. Se dice que es un Dominio Eucl´ıdeo si hay una
funcio´n λ que va de los elementos no nulos de R al conjunto {0, 1, 2, 3, . . . , } tal que si a, b ∈ R,
b 6= 0, ∃c, d ∈ R con las propiedades:
1. a = cb+ d.
2. d = 0 o bien λ(d) < λ(b).
Definicio´n 0.3 Todo dominio eucl´ıdeo es un dominio de ideales principales y en particular verifica
la identidad de Be´zout.
Definicio´n 0.4 Un cuerpo K es una extensio´n del cuerpo k si k es un subcuerpo de K. En dicho
caso se notara´ K/k.
Definicio´n 0.5 Sea k un cuerpo y K un extensio´n de k. A la dimensio´n de K como k-espacio
vectorial la llamaremos grado de la extensio´n, la cual notaremos de la forma:
[K : k] = dimk K
Cuando e´sta es finita se dira´ que la extensio´n K/k es una extensio´n finita.
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Cap´ıtulo 1
Introduccio´n
Asumimos todos los conceptos y propiedades ba´sicas aprendidas en la asignatura de Estructu-
ras Algebraicas, y vamos a definir otros necesarios para poder explicar adecuadamente el tema
principal de nuestro trabajo.
1.1. Ra´ıces primitivas y estructura de grupo de U(Z/Zn)
Si n =
l∏
i=1
paii , sabemos por el Teorema Chino del Resto (0.1) que
U(Z/Zn) ≈ U(Z/Zpa11 )× · · · × U(Z/Zpall ).
Por lo tanto, para determinar la estructura de U(Z/Zn) es suficiente considerar el caso de
U(Z/Zpa) con p primo. Empezaremos considerando el caso U(Z/Zp).
Dado que Z/Zp es un cuerpo, nos sera´ u´til el siguiente lema:
Lema 1.1 Sea f(x) 6= 0 ∈ k[x] donde k es un cuerpo. Supongamos que deg(f) = n, entonces f
tiene a lo sumo n ra´ıces distintas.
Corolario 1.1 Sean f(x), g(x) ∈ k[x] y deg(f) = deg(g) = n. Si f(αi) = g(αi) para n+ 1 valores
distintos α1, . . . , αn+1. Entonces, f(x) = g(x).
Demostracio´n:
Aplicar el Lema 1.1 para el polinomio f(x)− g(x). 
Proposicio´n 1.1.1
xp−1 − 1 ≡ (x− 1)(x− 2) · · · (x− p+ 1) (p)
Demostracio´n:
Si a denota la clase residual de a en Z/Zp, una forma equivalente de expresar esta proposicio´n
es
xp−1 − 1 = (x− 1)(x− 2) . . . (x− (p− 1))
en Z/Zp[x]. Sea
f(x) = (xp−1 − 1)− (x− 1)(x− 2) . . . (x− (p− 1)).
Entonces f(x) tiene grado menor que p− 1 (dado que el te´rmino l´ıder se cancela) y tiene p− 1
ra´ıces 1, 2, . . . , p− 1 (por el Pequen˜o Teorema de Fermat (0.2)) por lo que f = 0. 
1
2 1 Introduccio´n
Corolario 1.2 En las condiciones anteriores:
(p− 1)! ≡ −1 (p)
Demostracio´n:
Esta demostracio´n se consigue sustituyendo x = 0 en la Proposicio´n 1.1.1. 
Este resultado es conocido como Teorema de Wilson. Es fa´cil probar que si n > 4 no es primo
entonces (n− 1)! ≡ 0 (n).
Por lo tanto, la congruencia (n − 1)! ≡ −1 (n) es caracter´ıstica de los primos. Usaremos el
Teorema de Wilson ma´s adelante cuando hablemos de los residuos cuadra´ticos.
Proposicio´n 1.1.2 Si d | (p− 1), entonces xd ≡ 1 (p) tiene exactamente d soluciones.
Demostracio´n:
Sea dd′ = p− 1. En Z[x] se tiene la siguiente expresio´n:
xp−1 − 1
xd − 1 =
(xd)d
′ − 1
xd − 1 = (x
d)d
′−1 + (xd)d
′−2 + · · ·+ xd + 1 = g(x)
Por tanto,
xp−1 − 1 = (xd − 1)g(x) en Z[x]
y
xp−1 − 1 = (xd − 1)g(x) en Z/Zp[x]
Si xd−1 tuviera menos de d ra´ıces por el Lema 1.1 se tiene que el te´rmino de la derecha tendr´ıa
menos de p− 1 ra´ıces. Sin embargo, el te´rmino de la izquierda tiene p− 1 ra´ıces: 1, 2, . . . , p− 1 por
lo que xd ≡ 1 (p) tiene exactamente d ra´ıces como quer´ıamos probar. 
Teorema 1.1 U(Z/Zp) es un grupo c´ıclico.
Demostracio´n:
Para d | (p− 1) sea ψ(d) el nu´mero de elementos de U(Z/Zp) de orden d. Por la Proposicio´n
1.1.2 vemos que los elementos de U(Z/Zp) que satisfacen xd ≡ 1 (p) forman un grupo de orden
d. Por lo tanto,
∑
c|d ψ(c) = d. Aplicando la Fo´rmula de Inversio´n de Mo¨bius (0.3) y su
corolario (0.1), se obtiene
ψ(d) = φ(d).
En particular, ψ(p−1) = φ(p−1), el cual es mayor que 1 si p > 2. Como el caso p = 2 es trivial,
hemos probado que la existencia de un elemento (en realidad φ(d) elementos) de orden p − 1 en
todos los casos. 
A continuacio´n se proporcionara´n dos nuevas demostraciones de Teorema 1.1 aunque antes
debemos dar algunas definiciones adicionales.
Definicio´n 1.1 Un entero a es llamado una ra´ız primitiva mo´dulo p si a genera el grupo U(Z/Zp).
Equivalentemente, a es una ra´ız primitiva mo´dulo p si p − 1 es el menor entero positivo tal que
ap−1 ≡ 1 (p).
Como ejemplo, 2 es una ra´ız primitiva mo´dulo 5, dado que los menores residuos positivos de 2,
22, 23 y 24 son 2, 4, 3 y 1 respectivamente. Por tanto, 4 = 5− 1 es el menor entero positivo tal que
2n ≡ 1 (5).
Para p = 7, 2 no es una ra´ız primitiva dado que 23 ≡ 1 (7) pero 3 s´ı lo es porque 3, 32, 33, 34,
35 y 36 son congruentes con 3, 2, 6, 4, 5 y 1 mo´dulo 7 respectivamente.
§ 1.1 Ra´ıces primitivas y estructura de grupo de U(Z/Zn) 3
Aunque el Teorema 1.1 muestra la existencia de ra´ıces primitivas para un primo p dado, no
hay una forma fa´cil de encontrar una. En los casos en los que p sea pequen˜o se puede probar por
ensayo y error. Para mayores p sin embargo este proceso se hace inmanejable.
La famosa conjetura de E. Artin establece que si a > 1 no es un cuadrado, existen infinitos
primos para los cuales a es una ra´ız primitiva, la cual se ha demostrado suponiendo cierta la
Hipo´tesis Generalizada de Riemann (GRH). Si no la usamos en cambio dicha conjetura no ha sido
demostrada para ningu´n entero a d´ıa de hoy.
Ahora vamos a explicar brevemente otras dos demostraciones del Teorema 1.1.
Demostracio´n 2:
Sea p− 1 = qe11 qe22 · · · qett la descomposicio´n en primos de p− 1. Consideremos las congruencias:
(1) xq
ei−1
i ≡ 1 (p)
(2) xq
ei
i ≡ 1 (p)
Cada solucio´n de la congruencia (1) es una solucio´n de la congruencia (2), dado que
xq
ei
i = (xq
ei−1
i )qi .
Es ma´s, la congruencia (2) tiene ma´s soluciones que la congruencia (1). Sea gi una solucio´n de
la congruencia (2) que no lo sea de la congruencia (1) y definamos g = g1g2 · · · gt. Se tiene que
gi genera un subgrupo de U(Z/Zp) de orden qeii . De ah´ı se deduce que g genera un subgrupo de
U(Z/Zp) de orden qe11 q
e2
2 . . . q
et
t = p− 1. Por tanto, g es una ra´ız primitiva y U(Z/Zp) es c´ıclico. 
Demostracio´n 3:
Finalmente, usando la Teor´ıa de Grupos podemos ver que ψ(d) ≤ φ(d) para todo d | (p − 1).
Pero tiene que ∑
d|(p−1)
ψ(d) =
∑
d|(p−1)
φ(d) = p− 1.
De esto se sigue que ψ(d) = φ(d) para todo d | (p− 1). En particular, ψ(p− 1) = φ(p− 1). Para
p > 2, φ(p− 1) > 1, lo que implica que φ(p− 1) > 1 y esto nos prueba el teorema. 
La nocio´n de ra´ız primitiva puede generalizarse de la siguiente manera.
Definicio´n 1.2 Sean a, n ∈ Z. Se dice que a es una ra´ız primitiva mo´dulo n si la clase residual
de a = a + Zn genera U(Z/Zn). Esto es equivalente a que a y n sean coprimos y que φ(n) sea el
menor entero positivo tal que aφ(n) ≡ 1 (n).
En general, no es verdad que U(Z/Zn) sea c´ıclico. Por ejemplo, los elementos de U(Z/Z8) son
1, 3, 5, 7 y 1
2
= 1, 3
2
= 1, 5
2
= 1, 7
2
= 1 por lo que no hay elementos de orden 4 = φ(8). De esto
se sigue que no todo entero tiene ra´ıces primtivas. Vamos a determinar cua´les s´ı las tienen.
Lema 1.2 Si p es un primo y 1 < k < p entonces el coeficiente binomial
(
p
k
)
es divisible entre p.
Demostracio´n:
Por definicio´n, (
p
k
)
=
p!
k!(p− k)! =⇒ p! = k!(p− k)!
(
p
k
)
Ahora, p divide a p!, pero p no divide k!(p − k)! dado que esta expresio´n es un producto de
enteros menores y, por tanto, coprimos con p. Por tanto, p divide a
(
p
k
)
. 
4 1 Introduccio´n
Lema 1.3 Si l ≥ 1 y a ≡ b (pl) entonces ap ≡ bp (pl+1).
Demostracio´n:
Podemos escribir a = b+ cpl, c ∈ Z por lo que
ap = bp +
[(
p
1
)
bp−1cpl +A
]
,
donde A es un entero divisible por pl+2. El segundo te´rmino es claramente divisible por pl+1. por
lo que ap ≡ bp (pl+1). 
Corolario 1.3 Si l ≥ 2 y p 6= 2 entonces (1 + ap)pl−2 ≡ 1 + apl−1 (pl) ∀a ∈ Z.
Demostracio´n:
La prueba es por induccio´n sobre l. Para l = 2, la implicacio´n es trivial. Supongamos que es
cierto para algu´n l ≥ 2. Vamos a probar que es cierto para l+1. Aplicando el Lema 1.3 se obtiene:
(1 + ap)p
l−1 ≡ (1 + apl−1)p (pl+1)
Por el binomio de Newton:
(1 + apl−1)p = 1 +
(
p
1
)
apl−1 +B
donde B es una suma de p−2 te´rminos. Usando el Lema 1.2 es fa´cil ver que todos esos te´rminos son
divisibles por p1+2(l−1) excepto quiza´s el u´ltimo te´rmino, appp(l−1). Como l ≥ 2, 1+2(l−1) ≥ l+1,
y como tambie´n p ≥ 3, p(l − 1) ≥ l + 1. Por tanto, pl+1 | B y
(1 + ap)p
l−1 ≡ 1 + apl (pl+1),
que es lo que quer´ıamos demsotrar.
Corolario 1.4 Si p 6= 2 y p - a entonces pl−1 es el orden de 1 + ap mo´dulo pl.
Demostracio´n:
Por el Corolario 1.3, (1 + ap)p
l−1 ≡ 1 + apl (pl+1), implicando que (1 + ap)pl−1 ≡ 1(pl) por
lo que 1 + ap tiene orden divisible por pl−1. Como
(1 + ap)p
l−2 ≡ 1 + apl−1 (pl),
nos muestra que pl−2 no es el orden de 1 + ap (aqu´ı es donde usamos que p - a). Con esto ya se
tiene el resultado. 
Ahora estamos en posicio´n de extender el Teorema 1.1. Debemos tratar al primo 2 separado
de los primos impares, lo cual ocurre repetidas veces en Teor´ıa de Nu´meros.
Teorema 1.2 Si p es un primo impar y l ∈ Z>0 entonces U(Z/Zpl) es c´ıclico. En particular,
existe una ra´ız primitiva mo´dulo pl.
Demostracio´n:
Por el Teorema 1.1 existen ra´ıces primitivas mo´dulo p. Si g ∈ Z es una ra´ız primitiva mo´dulo
p entonces g + p tambie´n lo es. Si gp−1 ≡ 1 (p2) entonces
(g + p)p−1 ≡ gp−1 + (p− 1)gp−2p ≡ 1 + (p− 1)gp−2p (p2).
Dado que p2 no divide a (p − 1)(gp−2p) podemos asumir desde el principio que g es una ra´ız
primitiva mo´dulo p y que gp−1 ≡ 1 (p2).
Queremos probar que g es una ra´ız primitiva mo´dulo pl. Para ello sera´ suficiente probar que si
gn ≡ 1 (pl) entonces φ(pl) = pl−1(p− 1) | n.
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Por tanto, se tiene que gp−1 = 1 + ap donde p - a. Por el Corolario 1.4, pl−1 es el orden de
1 + ap mo´dulo pl . Dado que (1 + ap)n ≡ 1 (pl) se tiene que pl | n.
Sea n = pl−1n′. Entonces
gn = (gp
l−1
)n
′ ≡ gn′ (p),
y por tanto gn
′ ≡ 1 (p). Dado que g es una ra´ız primitiva mo´dulo p se tiene que (p−1) | n′. Hemos
probado que pl−1(p− 1) | n, como necesitamos. 
Teorema 1.3 Sea l ∈ Z>0. Se cumple que 2l tiene ra´ıces primitivas para l = 1, 2 pero no para
l ≥ 3. Si l ≥ 3 entonces el conjunto{
(−1)a5b | a = 0, 1 y 0 ≤ b < 2l−2}
constituye un sistema de residuos reducido mo´dulo 2l. Por tanto, para todo l ≥ 3, U(Z/Z2l) es el
producto directo de dos grupos c´ıclicos, uno de orden 2 y el otro de orden 2l−2.
Demostracio´n:
Se puede ver trivialmente que 1 es una ra´ız primitiva mo´dulo 2 y 3 es una ra´ız primitiva mo´dulo
4. A partir de ahora vamos a asumir que l ≥ 3.
Vamos a probar que
52
l−3 ≡ 1 + 2l−1 (2l). (1.1)
Eso es verdad para l = 3. Asumimos que es verdad para l ≥ 3 y probaremos que tambie´n lo es
para l + 1. Primero debemos ver que
(1 + 2l−1)2 = 1 + 2l + 22l−2
y que 2l − 2 ≥ l + 1, ∀l ≥ 3. Aplicando el Lema 1.3 a la congruencia (1.1), se obtiene
52
l−2 ≡ 1 + 2l (2l+1). (1.2)
Con esto, nuestra prueba se puede realizar por induccio´n.
A partir de (1.2) vemos que 52
l−2 ≡ 1 (2l) y del mismo modo por (1.1) 52l−3 6≡ 1 (2l) por lo
que 2l−2 es el orden de 5 mo´dulo 2l.
Consideremos el conjunto {
(−1)a5b | a = 0, 1 y 0 ≤ b < 2l−2} .
Vamos a probar que estos 2l−1 nu´meros no son congruentes mo´dulo 2l. Dado que φ(2l) = 2l−1,
esto nos mostrara´ que nuestro conjunto es de hecho un sistema de residuos reducido mo´dulo 2l.
Si se cumple que
(−1)a5b ≡ (−1))a′5b′ (2l),
para un l ≥ 3 entonces
(−1)a ≡ (−1)a′ (4)
lo cual implica que a ≡ a′ (2) y por tanto a = a′. Esto implica que 5b ≡ 5b′ (2l) o que 5b−b′ ≡ 1 (2l)
por lo que b ≡ b′ (2l−2), lo que nos lleva a que b = b′.
Finalmente debemos darnos cuenta que (−1)a5b elevado a la 2l−2-e´sima potencia es congruente
con 1 mo´dulo 2l por lo que 2l no tiene ra´ıces primitivas si l ≥ 3. 
Los Teoremas 1.2 y 1.3 nos permiten dar una descripcio´n completa del grupo U(Z/Zn) para
un n arbitrario.
6 1 Introduccio´n
Teorema 1.4 Sea n = 2apa11 p
a2
2 · · · pall la descomposicio´n en primos de n. Entonces
U(Z/Zn) ≈ U(Z/Z2a)× U(Z/Zpa11 )× · · · × U(Z/Zpall )
donde:
(1) U(Z/Zpaii ) es un grupo c´ıclico de orden p
ai−1
i (pi − 1).
(2) U(Z/Z2a) es un grupo c´ıclico de orden 1 y 2 para a = 1, 2 respectivamente. Si a ≥ 3 entonces
es el producto de dos grupos c´ıclicos, uno de orden 2 y el otro de orden 2a−2.
Demostracio´n:
Usar los Teoremas 1.2 y 1.3 y el Teorema Chino del Resto (0.1). 
Vamos a concluir esta seccio´n dando una respuesta a la preguntas de que´ enteros poseen ra´ıces
primitivas.
Proposicio´n 1.1.3 Un nu´mero entero n posee ra´ıces primitivas si y so´lo si n es de la forma 2, 4,
pa o 2pa, donde p es un primo impar y a ∈ Z>0.
Demostracio´n:
Ya hemos probado que 2, 4, pa poseen ra´ıces primitivas para todo a ∈ Z>0. Dado que
U(Z/Z2pa) ≈ U(Z/Z2)× U(Z/Zpa) ≈ U(Z/Zpa)
se tiene que U(Z/Z2pa) es c´ıclico y por tanto, 2pa posee ra´ıces primitivas ∀a ∈ Z>0.
Por el Teorema 1.3 podemos asumir que n 6= 2l, l ≥ 3. Para cualquier otro valor de n distinto
de los vistos anteriormente es fa´cil ver que podemos escribir n como el producto m1m2, donde
gcd(m1,m2) = 1 y m1,m2 > 2. Por lo tanto, φ(m1) y φ(m2) son ambos pares y
U(Z/Zn) ≈ U(Z/Zm1)× U(Z/Zm2).
Ambos U(Z/Zm1) y U(Z/Zm2) tienen elementos de orden 2, pero esto demuestra que U(Z/Zn)
no es c´ıclico dado que un grupo c´ıclico contiene a lo sumo un subgrupo de orden 2. Por tanto, n
no posee ra´ıces primitivas. 
1.2. Residuos de la n-e´sima potencia
Definicio´n 1.3 Si m, n ∈ Z>0, a ∈ Z y gcd(a,m) = 1 entonces decimos que a es un residuo de
la n-e´sima potencia mo´dulo m si la congruencia xn ≡ a (m) tiene solucio´n.
Proposicio´n 1.2.1 Si m ∈ Z>0 posee ra´ıces primitivas y gcd(a,m) = 1 entonces a es un residuo
de la n-e´sima potencia mo´dulo m si y so´lo si a
φ(m)
d ≡ 1 (m), donde d = gcd(n, φ(m)).
Demostracio´n:
Sea g una ra´ız primitiva mo´dulo m y a = gb, x = gy. Entonces se tiene que la congruencia
xn ≡ a (m) es equivalente a gny ≡ gb (m), la cual es equivalente a ny ≡ b (φ(m)). La u´ltima
congruencia tiene solucio´n si y so´lo si d | b. Es ma´s, es u´til darse cuenta de que si hay una solucio´n
entonces hay exactamente d soluciones, lo cual ya hemos visto en la asignatura de A´lgebra Ba´sica.
Si d | b entonces
a
φ(m)
d ≡ g bφ(m)d ≡ 1 (m).
Por el contrario, si a
φ(m)
d ≡ 1 (m) entonces g bφ(m)d ≡ 1 (m), lo cual implica que φ(m) divide a
bφ(m)
d o d | b. Esto prueba el resultado. 
Esta demostracio´n nos lleva a la siguiente informacio´n adicional: si xn ≡ a (m) tiene solucio´n,
hay exactamente gcd(n, φ(m)) soluciones.
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Ahora supongamos que m = 2epe11 · · · pell entonces xn ≡ a (m) tiene solucio´n si y so´lo si el
sistema de congruencias 
xn ≡ a (2e)
xn ≡ a (pe11 )
...
xn ≡ a (pell )
tiene solucio´n. Dado que las potencias de los primos impares poseen ra´ıces primitivas podemos apli-
car la Proposicio´n 1.2.1 a las u´ltimas l congruencias. Hemos reducido a considerar la congruencia
xn ≡ a (2e). Dado que 2 y 4 poseen ra´ıces primitivas vamos a asumir que e ≥ 3.
Proposicio´n 1.2.2 Supongamos que a es impar, e ≥ 3, y consideremos la congruencia xn ≡
a (2e). Si n es impar, siempre existe una u´nica solucio´n.
Si n es par, una solucio´n existe si y so´lo si{
a ≡ 1 (4)
a
2e−2
d ≡ 1 (2e)
donde d = gcd(n, 2e−2). En caso de existir solucio´n, existen exactamente 2d soluciones.
Demostracio´n:
Expresemos {
a ≡ (−1)s5t (2e)
x ≡ (−1)y5z (2e)
Entonces
(−1)s5t ≡ (−1)ny5nz (2e).
Por el Teorema 1.3 se tiene que s ≡ ny (2).
Si n es impar se tiene que s ≡ y (2) lo cual nos lleva nuevamente a 5t ≡ 5nz (2e), lleva´ndonos
a nz ≡ t (2e−2). Por tanto, se tiene gcd(n, 2e−2) soluciones y dado que n es impar la solucio´n es
u´nica.
Si n es par se tiene que s ≡ 0 (2) y por lo tanto a ≡ 5t (2e). Si 5nz ≡ 5t (2e) entonces
5t−nz ≡ 1 (2e) y por tanto nz ≡ t (2e−2). Del mismo modo, se tiene que d = gcd(n, 2e−2) y por
tanto hay d soluciones. Pero, como se puede ver, si x es solucio´n, entonces −x tambie´n lo es, por
lo que hay exactamente 2d soluciones. Por lo que, si existe solucio´n se tiene que de la congruencia
a ≡ 5t (2e) se deduce trivialmente que a ≡ 1 (4) y adema´s
a
2e−2
d ≡ 5 t2
e−2
d ≡ (52e−2) td d|t≡ 1 (2e).
La otra implicacio´n se tiene usando la Proposicio´n 1.2.1. 
Las Proposiciones 1.2.1 y 1.2.2 nos dan una respuesta satisfactoria de la pregunta: ¿Cua´ndo
un entero a es un residuo de la n-e´sima potencia mo´dulo n? Es posible ir un poco ma´s lejos en
algunos casos.
Proposicio´n 1.2.3 Si p es un primo impar, p - a y p - n entonces si xn ≡ a (p) tiene solucio´n
entonces xn ≡ a (pe) para todo e ≥ 1. Todas estas congruencias tienen el mismo nu´mero de
soluciones.
Demostracio´n:
Si n = 1, la afirmacio´n es trivial, as´ı que asumiremos que n ≥ 2.
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Supongamos que xn ≡ a (pe) tiene solucio´n. Vamos a probar que xn ≡ a (pe+1) tiene solucio´n.
Sea x0 una solucio´n y definamos x1 = x0 + bp
e. Si elevamos ambos te´rminos a la n-e´sima potencia
y aplicamos congruencia mo´dulo pe+1 se muestra que
xn1 ≡ xn0 + nbpexn−10 (pe+1).
Ahora vamos a resolver xn1 ≡ a (pe+1), lo cual es equivalente a encontrar un entero b tal que
nxn−10 b ≡
a− xn0
pe
(p).
Podemos ver que, dado que xn0 ≡ a (pe) entonces a−x
n
0
pe ∈ Z y por hipo´tesis de induccio´n
p - nxn−10 por lo que tiene solucio´n u´nicamente para un cierto b mo´dulo p y, para dicho valor de b,
se cumple que
xn1 ≡ a (pe+1).
Por otro lado, si xn ≡ a (p) no tiene soluciones entonces xn ≡ a (pe) tampoco las tiene.
Por la Proposicio´n 1.2.1, en caso de existir alguna, la congruencia xn ≡ a (pe) tiene exacta-
mente gcd(n, φ(pe)) soluciones. Si p -n entonces es fa´cil ver que
gcd(n, p− 1) = gcd(n, φ(p)) = gcd(n, φ(pe)) = gcd(n, p(p− 1)), ∀e ≥ 1.
Esto concluye la prueba. 
Como es habitual, la resolucio´n para las potencias de 2 es ma´s complicado.
Proposicio´n 1.2.4 Sea 2l la mayor potencia de 2 que divide a n. Supongamos que a es impar y
que xn ≡ a (22l+1) tiene solucio´n entonces xn ≡ a (2e) tiene solucio´n para todo e ≥ 2l+ 1 (y por
tanto para todo e ≥ 1). Es ma´s, todas estas congruencias tienen el mismo nu´mero de soluciones.
Demostracio´n:
Podemos escribir n = 2lq con q impar. Asumamos que la congruencia xn ≡ a (2m), m ≥ 2l+ 1
tiene una solucio´n x0. Vamos a probar que la congruencia x
n ≡ a (2m+1) tambie´n tiene una
solucio´n y para ello definamos entonces x1 = x0+b2
m−l. De manera ana´loga a la de la Proposicio´n
1.2.3, podemos obtener la congruencia
xn1 ≡ xn0 + nb2m−lxn−10 (2m+1).
Queremos probar la congruencia xn1 ≡ a (2m+1), la cual es equivalente a encontrar un entero
b tal que
nxn−10 b ≡
a− xn0
2m−l
(2l+1).
Podemos comprobar nuevamente que
a−xn0
2m−l ∈ Z y 2l+1 - nxn−10 = 2lqxn−10 , dado que tanto q
como x0 son impares se tiene que la congruencia es tiene solucio´n para un cierto b mo´dulo 2
l+1, y
para ese valor de b , xn1 ≡ a (2l+1).
Del mismo modo, si xn ≡ a (22l+1) no tiene soluciones es porque n es par y no cumple
las condiciones de la Proposicio´n 1.2.2, por lo que xn ≡ a (2m), m ≥ 2l + 1 tampoco tiene
soluciones.
Nuevamente, por la Proposicio´n 1.2.2 el nu´mero de soluciones de xn ≡ a (2m), m ≥ 2l + 1
es
gcd(n, 2l) = gcd(n, φ(22l+1)) = gcd(n, φ(2m)) = gcd(2lq, 2m−1)) = 2l ∀m ≥ 2l + 1.
Esto concluye la prueba. 
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Podemos ver que x2 ≡ 5 (22) tiene solucio´n (por ejemplo, x = 1) pero x2 ≡ 5 (23) no lo es.
Por el contrario, es fa´cil probar por la Proposicio´n 1.2.4 que a ≡ 1 (8) si y so´lo si x2 ≡ a (2e)
tiene solucio´n para todo e ≥ 1, como veremos en el siguiente cap´ıtulo.
Una vez entendidos todos los conceptos ba´sicos vistos en el cap´ıtulo anterior vamos a centrar
nuestra atencio´n en resolver el siguiente problema:
Sea a ∈ Z, ¿para que´ p primos la congruencia x2 ≡ a (p) tiene solucio´n?
La solucio´n nos la va a proporcionar la Ley de Reciprocidad Cuadra´tica, que va a ser
nuestro objetivo principal de estudio a lo largo del resto del trabajo, la cual demostraremos de
varias formas distintas.

Cap´ıtulo 2
Ley de Reciprocidad Cuadra´tica
usando los residuos cuadra´ticos
2.1. Residuos cuadra´ticos
Antes de poder enunciar esta ley, y dar su primera demostracio´n, debemos definir el concepto
de residuo cuadra´tico, lo cual haremos en esta primera seccio´n.
Definicio´n 2.1 Si gcd(a,m) = 1, a es llamado un residuo cuadra´tico mo´dulo m si la congruencia
x2 ≡ a (m) tiene una solucio´n. En otro caso, a es un residuo no-cuadra´tico mo´dulo m.
Por ejemplo, 2 es un residuo cuadra´tico mo´dulo 7 pero 3 no lo es. En efecto, 12, 22, 32, 42, 52 y
62 son congruentes con 1, 4, 2, 2, 4 y 1 respectivamente. Entonces, 1, 2 y 4 son residuos cuadra´ticos
mo´dulo 7 mientras que 3, 5 y 6 no lo son.
Este me´todo podemos aplicarlo para cualquier entero positivo m, tal y como hemos hecho con
m = 7 pero la siguiente proposicio´n nos da una forma mucho menos tediosa para decidir cuando
un entero dado es un residuo cuadra´tico mo´dulo m.
Proposicio´n 2.1.1 Sea m = 2epe11 · · · pell sea la factorizacio´n en primos de m, y suponemos
gcd(a,m) = 1. Entonces x2 ≡ a (m) tiene solucio´n si y so´lo si se cumplen las siguientes condicio-
nes:
(a) Si e = 2 entonces a ≡ 1 (4).
Si e ≥ 3 entonces a ≡ 1 (8).
(Si e = 0, 1 entonces no hay condiciones.)
(b) Para todo i se tiene que: a
pi−1
2 ≡ 1 (pi).
Demostracio´n:
Por el Teorema Chino del Resto (0.1), la congruencia x2 ≡ a (m) es equivalente al sistema
x2 ≡ a (2e)
x2 ≡ a (pe11 )
...
x2 ≡ a (pell )
Consideremos x2 ≡ a (2e). Se puede ver que 1 es el u´nico residuo cuadra´tico mo´dulo 4 y lo
mismo ocurre mo´dulo 8. Por tanto tiene solucio´n si y so´lo si a ≡ 1 (4) si e = 2 y a ≡ 1 (8) si e = 3.
Una aplicacio´n directa de la Proposicio´n 1.2.4 nos muestra que x2 ≡ a (8) tiene solucio´n si y
so´lo si x2 ≡ a (2e) para todo e ≥ 3.
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Ahora consideremos x2 ≡ a (peii ). Dado que gcd(2, pi) = 1 se sigue que por la Proposicio´n
1.2.3 que la congruencia tiene solucio´n si y so´lo si x2 ≡ a (pi) tiene solucio´n. A esa congruencia
aplicamos la Proposicio´n 1.2.1 con n = 2, m = p y d = gcd(n, φ(m)) = gcd(2, p − 1) = 2. Se
obtiene que x2 ≡ a (pi) tiene solucio´n si y so´lo si a
pi−1
2 ≡ 1 (pi). 
Este resultado reduce las cuestiones sobre los residuos cuadra´ticos a las correspondentes para
congruencias en mo´dulo primo. En lo que sigue, p va a denotar a un primo impar.
Definicio´n 2.2 El s´ımbolo de Legendre, denotado como
(
a
p
)
, sigue que:
(
a
p
)
=

0, si p|a;
1, si a es un residuo cuadra´tico mo´dulo p;
−1, si a es un residuo no-cuadra´tico mo´dulo p.
Este s´ımbolo nos sera´ de gran utilidad para tratar con los residuos cuadra´ticos, tal y como se
hara´ a continuacio´n. Vamos a listar algunas propiedades:
Proposicio´n 2.1.2 En las condiciones anteriores:
(a) a
p−1
2 ≡ (ap) (p).
(b)
(
ab
p
)
=
(
a
p
)(
b
p
)
.
(c) Si a ≡ b (p) entonces (ap) = (bp).
Demostracio´n:
Si p divide a a o´ b, las tres afirmaciones son triviales. Asumimos que p - a y p - b.
Sabemos que ap−1 ≡ 1 (p) y por tanto,(
a
p−1
2 − 1
)(
a
p−1
2 + 1
)
= ap−1 − 1 ≡ 0 (p).
De esto se sigue que a
p−1
2 ≡ ±1 (p). Por la Proposicio´n 2.1.1, a p−12 ≡ 1 (p) si y so´lo si a es
un residuo cuadra´tico mo´dulo p. Esto prueba el apartado (a).
Para probar el apartado (b) aplicamos el apartado (a):
(ab)
p−1
2 ≡
(
ab
p
)
(p)
y
(ab)
p−1
2 = a
p−1
2 b
p−1
2 ≡
(
a
p
)(
b
p
)
(p)
Por tanto, (
ab
p
)
≡
(
a
p
)(
b
p
)
(p) =⇒
(
ab
p
)
=
(
a
p
)(
b
p
)
.
El apartado (c) es obvio por la definicio´n. 
Corolario 2.1 Hay tantos residuos cuadra´ticos como no-cuadra´ticos mo´dulo p.
Demostracio´n:
La congruencia a
p−1
2 ≡ 1 (p) tiene p−12 soluciones. Por tanto hay p−12 residuos cuadra´ticos y
p−1
2 residuos no-cuadra´ticos. 
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Corolario 2.2 El producto de dos residuos cuadra´tricos es un residuo cuadra´tico, el producto de
dos residuos no-cuadra´ticos es un residuo cuadra´tico y el producto de un residuo cuadra´tico y uno
no-cuadra´tico es un residuo no-cuadra´tico.
Demostracio´n:
Esta demostracio´n se sigue fa´cilmente del apartado (b) de la Proposicio´n 2.1.2. 
Corolario 2.3 En las condiciones anteriores:
(−1) p−12 =
(−1
p
)
.
Demostracio´n:
Se sigue de sustituir a = −1 en el apartado (a) de la Proposicio´n 2.1.2. 
El Corolario 2.3 es particularmente interesante. Cada primo impar es de la forma 4k + 1 o
4k + 3. Usando eso uno puede replantearse el Corolario 2.3 como sigue: x2 ≡ −1 (p) tiene una
solucio´n si y so´lo si p es la forma 4k + 1. Entonces, −1 es un residuo cuadra´tico de los primos 5,
13, 17, 29, . . . y un residuo no-cuadra´tico de los primos 3, 7, 11, 19, . . .
Esto nos lleva a preguntarnos una cuestio´n ma´s general. Si a es un entero, ¿para que´ primos p
es a un residuo cuadra´tico mo´dulo p? La respuesta de esta pregunta nos la proporciona la Ley de
Reciprocidad Cuadra´tica cuyo enunciado y prueba tendra´n pronto nuestra atencio´n.
El Corolario 2.3 nos permite probar que hay infinitos primos de la forma 4k + 1. Suponga-
mos que p1, p2, . . . , pm son un conjunto finito de esos primos y consideremos (2p1p2 · · · pm)2 + 1.
Supongamos que p divide a este entero. Entonces tendr´ıamos que −1 ser´ıa un residuo cuadra´tico
mo´dulo p y entonces p sera´ de la forma 4k+ 1. Se puede comprobar fa´cilmente que p no esta´ entre
los pi dado que (2p1p2 · · · pm)2 + 1 nos deja resto 1 cuando lo dividimos entre pi. Esto nos muestra
que todo conjunto finito de primos de la forma 4k + 1 excluye algunos primos de esa forma por
tanto el conjunto de estos primos es infinito.
Volviendo a la teor´ıa de residuos cuadra´ticos vamos a introducir otra caracterizacio´n del s´ımbolo(
a
p
)
dada por Gauss.
Consideremos el conjunto
S =
{
−p− 1
2
,−p− 3
2
, . . . ,−1, 1, 2, . . . , p− 1
2
}
.
Se le denomina el conjunto de los menores residuos mo´dulo p. Si p - a, sea µ el nu´mero de
menores residuos negativos de los enteros a, 2a, 3a,. . . ,p−12 a. Por ejemplo, sea p = 7 y a = 4.
Entonces p−12 = 3, y 1 · 4, 2 · 4 y 3 · 4 son congruentes con −3, 1, −2 respectivamente por lo que,
en este caso, µ = 2.
Lema 2.1 (Lema de Gauss)
(
a
p
)
= (−1)µ.
Demostracio´n:
Sea l un entero entre 1 y p−12 y ±ml el menor residuo de la, donde ml es positivo, por lo que
µ es claramente el nu´mero de signos negativos que surgen de esta forma. Vamos a probar que
ml 6= mk, si l 6= k y 1 ≤ l, k ≤ p−12 .
Supongamos que ml = mk. Entonces la ≡ ±ka (p) y dado que p - a esto implica que l ± k ≡
0 (p). Esta congruencia es imposible dado que l 6= k y
| l ± k | ≤ | l | + | k | ≤ p− 1.
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De esto se sigue que los conjuntos
{
1, 2, . . . , p−12
}
y {m1,m2, . . . ,m p−1
2
} son el mismo. Multi-
plicando las congruencias 
1 · a ≡ ±m1 (p)
2 · a ≡ ±m2 (p)
...
p−1
2 · a ≡ ±m p−12 (p)
se obtiene: (
p− 1
2
)
! a
p−1
2 ≡ (−1)µ
(
p− 1
2
)
! (p)
Esto nos conduce a
a
p−1
2 ≡ (−1)µ (p).
Por la Proposicio´n 2.1.2 a
p−1
2 ≡ (ap) (p) y por la definicio´n del s´ımbolo de Legendre el
resultado es obvio. 
El Lema de Gauss (2.1) es una herramienta extremadamente u´til. Vamos a basar nuestra
primera prueba de la Ley de Reciprocidad Cuadra´tica en ello. Antes de ponernos con ello, sin
embargo, vamos a usarlo para una caracterizacio´n de los primos para los cuales 2 es un residuo
cuadra´tico.
Proposicio´n 2.1.3 El nu´mero 2 es un residuo cuadra´tico de los primos de la forma 8k + 1 y
8k+ 7. Del mismo modo, 2 es un residuo no-cuadra´tico de los primos de la forma 8k+ 3 y 8k+ 5.
Esto se puede resumir en la siguiente fo´rmula:(
2
p
)
= (−1) p
2−1
8
Demostracio´n:
Sea p un primo impar y veamos que el nu´mero µ es igual al nu´mero de elementos del conjunto
2 · 1, 2 · 2,. . . , 2 · p−12 que exceden a p−12 . Determinemos m por dos condiciones: 2m ≤ p−12 y
2(m+ 1) > p−12 . Por tanto µ =
p−1
2 −m.
Si p = 8k + 1 entonces p−12 = 4k y m = 2k. Por tanto, µ = 4k − 2k = 2k es par y
(
2
p
)
= 1.
Si p = 8k + 7 entonces p−12 = 4k + 3 y m = 2k + 1. Por tanto, µ = 4k + 3− (2k + 1) = 2k + 2
es par y
(
2
p
)
= 1 tambie´n.
Si p = 8k + 3 entonces p−12 = 4k + 1 y m = 2k. Por tanto, µ = 4k + 1− 2k = 2k + 1 es impar
y
(
2
p
)
= −1.
Finalmente, si p = 8k + 5 entonces p−12 = 4k + 2 y m = 2k + 1. Por tanto,
µ = 4k + 2− (2k + 1) = 2k + 1
es impar,
(
2
p
)
= −1 y hemos concluido la prueba. 
Como ejemplo, consideremos p = 7 y p = 17. Estos primos son congruentes a 7 y 1, respecti-
vamente, mo´dulo 8 y, de hecho, 32 ≡ 2 (7) y 62 ≡ 2 (17). Por el otro lado, p = 19 y p = 5 son
congruentes con 3 y 5, respectivamente, mo´dulo 8 y es fa´cil comprobar nume´ricamente que 2 es un
residuo no-cuadra´tico para ambos primos.
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Se puede usar la Proposicio´n 2.1.3 para probar que hay infinitos primos de la forma 8k + 7.
Sea p1, . . . , pm una coleccio´n finita de esos primos y consideremos (4p1p2 · · · pm)2 − 2. Los primos
impares divisores de este nu´mero son de la forma 8k+ 1 o 8k+ 7 dado que, para esos primos, 2 es
un residuo cuadra´tico. No todos los primos impares divisores pueden ser de la forma 8k + 1. Eso
se puede probar dado que
(4p1p2 · · · pm)2 − 2 ≡ 6 (8)
y, si todos los divisores primos fueran de la forma 8k+ 1 nos dar´ıa que es congruente con 1 mo´dulo
8, que multiplicado por potencias de 2 nunca va a ser congruente con 6 mo´dulo 8. Si existiera uno
de la forma 8k + 7 multiplicado por 2 nos da que es congruente con 6 mo´dulo 8. Sea entonces p
un divisor primo de la forma 8k + 7. Entonces p no esta´ en conjunto {p1, p2, . . . , pm} y lo hemos
demostrado.
2.2. Ley de Reciprocidad Cuadra´tica
Teorema 2.1 (Ley de Reciprocidad Cuadra´tica) Sean p y q dos primos impares, Entonces
se cumplen las siguientes propiedades:
(a)
(−1
p
)
= (−1) p−12 .
(b)
(
2
p
)
= (−1) p
2−1
8 .
(c)
(
p
q
)(
q
p
)
= (−1) p−12 q−12 .
Vamos a posponer esta prueba hasta ma´s adelante. En cualquier caso, los apartados (a) y (b)
del Teorema 2.1 ya se han probado y hemos mecionado algunas de sus consecuencias. Vamos a
centrar nuestra atencio´n en el apartado (c).
Si p o q son de la forma 4k + 1 entonces
p− 1
2
q − 1
2
≡ 0 (2).
Si p y q son de la forma 4k + 3 entonces
p− 1
2
q − 1
2
≡ 1 (2).
Esto nos permite reformular el apartado (c):
(1) Si p o q son de la forma 4k + 1 entonces p es un residuo cuadra´tico mo´dulo q si y so´lo si q es
un residuo cuadra´tico mo´dulo p.
(2) Si p y q son de la forma 4k + 3 entonces p es un residuo cuadra´tico mo´dulo q si y so´lo si q es
un residuo no-cuadra´tico mo´dulo p.
Una primera aplicacio´n de la reciprocidad cuadra´tica sera´ mostrar como, unida a la Proposi-
cio´n 2.1.2, puede ser usado en computaciones nume´ricas del s´ımbolo de Legendre.
Anteriormente hemos visto antes que −1 es un residuo cuadra´tico de los primos de la forma
4k + 1 y 2 es un residuo cuadra´tico de los primos de la forma 8k + 1 o 8k + 7. Si a es un entero
cualquiera, ¿para que´ primos p es a un residuo cuadra´tico mo´dulo p? Ahora ya podemos dar la
respuesta. Empezaremos considerando el caso donde a = p, un primo impar.
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Teorema 2.2 Sea q un primo impar:
(a) Si q ≡ 1 (4) entonces q es un residuo cuadra´tico mo´dulo p si y so´lo si p ≡ r (q) donde r es
un residuo cuadra´tico mo´dulo q.
(b) Si q ≡ 3 (4) entonces q es un residuo cuadra´tico mo´dulo p si y so´lo si p ≡ ±b2 (4q) donde b
es un entero impar coprimo con q.
Demostracio´n:
Si q ≡ 1 (4) entonces, por el Teorema 2.1, se tiene que (qp) = (pq). Esto nos demuestra el
apartado (a). Si q ≡ 3 (4), el Teorema 2.1 nos conduce a que(
q
p
)
= (−1) p−12
(
p
q
)
.
Asumiremos primero que p ≡ ±b2 (4q), donde b es impar. Si elegimos el signo positivo,
obtendremos {
p ≡ b2 ≡ 1 (4),
p ≡ b2 (q).
por lo que (−1) p−12 = 1 y (pq) = 1, y por tanto (qp) = 1. Si elegimos el signo negativo entonces{
p ≡ −b2 ≡ −1 ≡ 3 (4),
p ≡ −b2 (q).
La primera congruencia nos muestra que (−1) p−12 = −1. La segunda congruencia nos muestra
que (
p
q
)
=
(−b2
q
)
=
(−1
q
)(
b
q
)2
=
(−1
q
)
= −1, dado que q ≡ 3 (4).
De nuevo se tiene que
(
q
p
)
= 1.
Para probar la otra aplicacio´n, asumimos que
(
q
p
)
= 1. Se tienen dos casos a tratar:
(1) (−1) p−12 = −1 y (pq) = −1.
(2) (−1) p−12 = 1 y (pq) = 1.
En el caso (2) se tiene que p ≡ b2 (q) y p ≡ 1 (4). Se puede asumir que b es impar dado
que si fuera par usar´ıamos b′ = b + q. Si b es impar entonces b2 ≡ 1 (4) y p ≡ b2 (q) por lo que
p ≡ b2 (4q), como necesitamos.
En el caso (1) se tiene que p ≡ 3 (4) y p ≡ −b2 (q). La u´ltima congruencia se obtiene debido a
q ≡ 3 (4) e implica que cada residuo no-cuadra´tico es el negativo de un residuo cuadra´tico. Esto se
puede probar de la siguiente forma. Sea u un residuo no-cuadra´tico mo´dulo q entonces
(
u
q
)
= −1.
Por lo tanto, (−u
q
)
=
(−1
q
)(
u
q
)
= (−1) q−12
(
u
q
)
.
Dado que q = 4k + 3 entonces
(−1) q−12 = (−1)2k+1,
y por tanto
(−u
q
)
= −(uq) = 1 lo que no so´lo nos prueba lo que quer´ıamos demostrar sino tambie´n
el rec´ıproco siempre que q ≡ 3 (4). De nuevo, asumimos que b es impar. En este caso, −b2 ≡ 3 (4)
as´ı que p ≡ −b2 (4) y p ≡ −b2 (4q). Esto concluye la prueba. 
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Tomemos q = 3 como primer ejemplo. Por apartado (b) del Teorema 2.2 debemos encontrar
los residuos mo´dulo 12 de los cuadrados de los primos impares coprimos con 3. Se puede ver que
12, 52, 72 y 112 son todos congruentes con 1. Por tanto, 3 es un residuo cuadra´tico de los primos
p congruentes con ±1 (12) y un residuo no-cuadra´tico con los primos congruentes con ±5 (12).
Consideremos ahora q = 5. Dado que 5 ≡ 1 (4), estamos en el apartado (a) del Teorema 2.2.
Se tiene que 1 y 4 son residuos cuadra´ticos mo´dulo 5 mientras que 2 y 3 no lo son. Por tanto, 5
es un residuo cuadra´tico de los primos congruentes con 1 o 4 mo´dulo 5 y un residuo no-cuadra´tico
con los primos congruentes con 2 o 3 mo´dulo 5.
Para a = −3, (−3p ) = (−1p )(3p). Por tanto, −3 es un residuo cuadra´tico mo´dulo p si, o bien(−1
p
)
= 1 y
(
3
p
)
= 1, o bien
(−1
p
)
= −1 y (3p) = −1. Por nuestros resultado anteriores, el primero
se obtiene cuando p ≡ 1 (4) y p ≡ ±1 (12). Si p ≡ −1 (12) entonces p ≡ −1 (4). Por tanto,
los u´nicos primos que cumplen ambas congruencias son los de la forma p ≡ 1 (12). En el segundo
caso, p ≡ 3 (4) y p ≡ ±5 (12). Si p ≡ 5 (12) entonces p ≡ 1 (4) y por lo tanto, los u´nicos primos
que cumplen ambas congruencias son los de la forma p ≡ −5 (12). Resumiendo, −3 es un residuo
cuadra´tico mo´dulo p si y so´lo si p es congruente a 1 o −5 mo´dulo 12.
Ahora consideremos a = 6. Dado que
(
6
p
)
=
(
2
p
)(
3
p
)
se tiene otra vez dos casos: o bien
(
2
p
)
= 1 y(
3
p
)
= 1, o bien
(
2
p
)
= −1 y (3p) = −1. El primer caso nos dice que p ≡ 1, 7 (8) y p ≡ 1, 11 (12).
Los u´nicos dos pares de congruencias compatibles entre s´ı son p ≡ 1 (8) y p ≡ 1 (12) y p ≡ 7 (8)
y p ≡ 11 (12). Aplicando el Teorema Chino del Resto (0.1), se tiene que los primos que satisfacen
estas congruencias son de la forma p ≡ 1, 23 (24). En el segundo caso, p ≡ 3, 5 (8) y p ≡ 5, 7 (12).
Por tanto, las u´nicas soluciones congruentes son de la forma p ≡ 5, 19 (24). Resumiendo, 6 es un
residuo cuadra´tico mo´dulo p si y so´lo si p ≡ 1, 5, 19, 23 (24). Como ra´pida comprobacio´n, podemos
ver los primos 73, 5, 19 y 23 verifican que
152 ≡ 6 (73)
12 ≡ 6 (5)
52 ≡ 6 (19)
112 ≡ 6 (23)
Como aplicacio´n final a la Ley de Reciprocidad Cuadra´tica investigaremos la pregunta: si a es
residuo cuadra´tico mo´dulo todos los primos p que no dividen a a, ¿que´ se puede decir sobre a?
Lo que s´ı tenemos es que si a es un cuadrado, es un residuo cuadra´tico para todos los primos que
no dividen a dividen a a. Esto nos lleva a que el rec´ıproco de esta afirmacio´n tambie´n se cumple.
De hecho, pronto probaremos un resultado todav´ıa ma´s fuerte. Primero, sin embargo, es necesario
definir e investigar brevemente un nuevo s´ımbolo.
Definicio´n 2.3 Sea b un entero positivo e impar y a un entero cualquiera. Sea b = p1p2 · · · pm,
donde pi son primos (no necesariamente distintos). El s´ımbolo
(
a
b
)
definido de la forma:(
a
b
)
=
(
a
p1
)(
a
p2
)
· · ·
(
a
pm
)
es denominado s´ımbolo de Jacobi.
El s´ımbolo de Jacobi tiene propiedades que son considerablemente parecidas a las del s´ımbolo
de Legendre, al cual generaliza, pero se debe tener cuidado. El s´ımbolo de Jacobi
(
a
b
)
puede ser
igual a 1 sin que a sea un residuo cuadra´tico mo´dulo b. Por ejemplo
(
2
15
)
=
(
2
3
)(
2
5
)
= (−1)(−1) = 1,
pero 2 no es un residuo cuadra´tico mo´dulo 15. Lo que s´ı es cierto es que, si
(
a
b
)
= −1 entonces a
es un residuo no-cuadra´tico mo´dulo b.
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Proposicio´n 2.2.1 En las condiciones anteriores:
(a)
(
a1
b
)
=
(
a2
b
)
si a1 ≡ a2 (b).
(b)
(
a1a2
b
)
=
(
a1
b
)(
a2
b
)
.
(c)
(
a
b1b2
)
=
(
a
b1
)(
a
b2
)
.
Demostracio´n:
Los apartados (a) y (b) son inmediatos a partir de los correspondientes del s´ımbolo de Legendre.
El apartado (c) es obvio de la definicio´n. 
Lema 2.2 Sean r y s enteros impares. Entonces,
(a) rs−12 ≡ r−12 + s−12 (2).
(b) r
2s2−1
8 ≡ r
2−1
8 +
s2−1
8 (2).
Demostracio´n:
Dado que
(r − 1)(s− 1) ≡ 0 (4),
se tiene que
rs− 1 ≡ (r − 1) + (s− 1) (4).
El apartado (a) se consigue dividiendo entre 2.
Por otro lado, se tiene fa´cilmente que r2 − 1 y s2 − 1 son ambos divisibles entre 4 por lo que
(r2 − 1)(s2 − 1) ≡ 0 (16),
y por tanto,
r2s2 − 1 ≡ (r2 − 1) + (s2 − 1) (16).
El apartado (b) se consigue dividiendo entre 8. 
Corolario 2.4 Sean r1, r2, . . . , rm enteros impares. Entonces:
(a)
∑m
i=1
ri−1
2 ≡ r1r2···rm−12 (2).
(b)
∑m
i=1
r2i−1
8 ≡ r
2
1r
2
2 ···r2m−1
8 (2).
Demostracio´n:
Esta prueba se hace por induccio´n en m, usando el Lema 2.2 para caso inicial. 
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Proposicio´n 2.2.2 En las condiciones anteriores:
(a)
(−1
b
)
= (−1) b−12 .
(b)
(
2
b
)
= (−1) b
2−1
8 .
(c) Si a y b son enteros positivos e impares. Entonces(
a
b
)(
b
a
)
= (−1) a−12 b−12 .
Demostracio´n: (−1
b
)
=
(−1
p1
)(−1
p2
)
· · ·
(−1
pm
)
=
= (−1) p1−12 (−1) p1−12 (−1) p2−12 · · · (−1) pm−12 = (−1)
∑m
i=1
pi−1
2 .
Por el Corolario 2.4,
m∑
i=1
pi − 1
2
≡ p1p2 · · · pm − 1
2
≡ b− 1
2
(2).
Esto prueba el apartado (a). El apartado (b) se prueba de la misma manera.
Ahora si a = q1q2 · · · ql, entonces(
a
b
)(
b
a
)
=
l∏
i=1
m∏
j=1
(
qi
pj
)(
pj
qi
)
= (−1)
∑
i
∑
j
qi−1
2
pj−1
2 .
El producto y la suma esta´n en el intervalo 1 ≤ i ≤ l y 1 ≤ j ≤ m. Otra vez, por el Corolario
2.4 se tiene
l∑
i
m∑
j
(
pj − 1
2
)(
qi − 1
2
)
≡ a− 1
2
m∑
j
pj − 1
2
≡
(
a− 1
2
)(
b− 1
2
)
(2).
Esto prueba el apartado (c). 
El s´ımbolo de Jacobi tiene muchos usos. Por ejemplo, es una ayuda muy conveniente para
calcular el s´ımbolo de Legendre. Ahora vamos a probar el siguiente teorema.
Teorema 2.3 Sea a un entero no cuadrado. Entonces hay infinitos primos p para los cuales a es
un residuo no-cuadra´tico.
Demostracio´n:
Se puede ver fa´cilmente que podemos asumir que a no tiene cuadrados. Sea a = 2eq1q2 · · · qn,
donde qi son primos impares distintos y e = 0, 1. El caso a = 2 sera´ tratado por separado.
Asumiremos que n ≥ 1, es decir, que a es divisible por un primo impar.
Sean l1, l2, . . . , lk un conjunto finito de primos impares que no incluyen a ningu´n qi. Sea s un
residuo no-cuadra´tico mo´dulo qn. Encontremos una solucio´n simulta´nea a las congruencias:
x ≡ 1 (li) i = 1, . . . , k
x ≡ 1 (8)
x ≡ 1 (qi) i = 1, . . . , n− 1
x ≡ s (qn)
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Llamemos b a la solucio´n, donde b es impar. Supongamos que b = p1p2 · · · pm su descomposicio´n
en primos. Dado que b ≡ 1 (8) se tiene que (2b) = 1 y (qib ) = ( bqi) por la Proposicio´n 2.2.2 y por
tanto
(
a
b
)
=
(
2
b
)e(
q1
b
)
· · ·
(
qn−1
b
)(
qn
b
)
=
(
b
q1
)
· · ·
(
b
qn−1
)(
b
qn
)
=
(
1
q1
)
· · ·
(
1
qn−1
)(
s
qn
)
= −1.
Por otro lado, por la definicio´n
(
a
b
)
, se tiene que(
a
b
)
=
(
a
p1
)(
a
p2
)
· · ·
(
a
pm
)
.
Por tanto, se sigue que
(
a
pi
)
= −1 para algu´n i.
Observemos que lj no divide a b. Por tanto pi 6∈ {l1, l2, . . . , lk}.
Resumiendo, si a no tiene cuadrados y es divisible por un primo impar, hemos encontrado un
primo p, fuera del conjunto de primos {2, l1, l2, . . . , lk} tal que
(
a
p
)
= −1. Esto prueba Teorema
2.3 en este caso.
Nos falta considerar el caso a = 2. Sean l1, . . . , lk un conjunto finito de primos, excluyendo 3,
para el cual
(
2
li
)
= −1 para algu´n i. Sea b = 8l1l2 · · · lk + 3. Entonces b no es divisible por 3 o
ningu´n li. Dado que b ≡ 3 (8) se tiene que(
2
b
)
= (−1) b
2−1
8 = −1.
Supongamos que b = p1p2 · · · pm es la factorizacio´n en primos de b. Entonces, como antes, vemos
que
(
2
pi
)
= −1 para algu´n i. pi 6∈ {3, l1, l2, . . . , lk}. Esto prueba el Teorema 2.3 para a = 2. 
2.3. Primera demostracio´n de la Ley de Reciprocidad Cuadra´-
tica
Una vez vistos todos estos conceptos ya podemos empezar a preparar la demostracio´n de la
Ley de Reciprocidad Cuadra´tica realizada por Eisenstein.
Definicio´n 2.4 Un nu´mero complejo ζ es llamado ra´ız n-e´sima de la unidad si se cumple que
ζn = 1 para algu´n n ≥ 1. Adema´s, si n es el menor entero positivo con esta propiedad entonces ζ
es una ra´ız n-e´sima primitiva de la unidad.
Las ra´ıces n-e´simas de la unidad son
1, e
2pii
n , e
4pii
n , . . . , e
2(n−1)pii
n .
Entre ellos las ra´ıces n-e´simas primitivas de la unidad son e
2kpii
n , donde gcd(k, n) = 1.
Si ζ es una ra´ız n-e´sima de la unidad y m ≡ l (n) entonces ζm = ζl. Si ζ es una ra´ız n-e´sima
primitiva de la unidad y ζm = ζl entonces m ≡ l (n). Estas propiedades elementales son fa´ciles de
probar.
Consideremos la funcio´n
f(z) = e2piiz − e−2piiz = 2i sen 2piz.
Esta funcio´n satisface f(z + 1) = f(z) y f(−z) = −f(z). Adema´s, sus u´nicos ceros reales son
los enteros divididos entre 2 o lo que es lo mismo, si r es un nu´mero real tal que 2r 6∈ Z entonces
f(r) 6= 0.
Queremos probar una identidad importante sobre f(z) pero antes necesitamos demostrar un
lema te´cnico.
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Lema 2.3 Si n ≥ 0 es impar se tiene que
xn − yn =
n−1∏
k=0
(ζkx− ζ−ky), donde ζ = e 2piin .
Demostracio´n:
1, ζ, ζ2, . . . , ζn−1 son todas las ra´ıces del polinomio zn − 1. Dado que hay n ra´ıces y todas son
distintas se tiene que
zn − 1 =
n−1∏
k=0
(z − ζk).
Sea z = xy y multipliquemos ambos lados por y
n. Se tiene que
xn − yn =
n−1∏
k=0
(x− ζky).
Dado que n es impar y k recorre un sistema completo de residuos mo´dulo n tambie´n lo hace
−2k.
xn − yn =
n−1∏
k=0
(x− ζ−2ky) = ζ−(1+2+···+n−1)
n−1∏
k=0
(ζkx− ζ−ky) =
n−1∏
k=0
(ζkx− ζ−ky).
En el u´ltimo paso hemos usado el hecho de que 1 + 2 + 3 + · · ·+ (n− 1) = n(n−1)2 es divisible
entre n. 
Proposicio´n 2.3.1 Si n es un entero positivo impar y f(z) = e2piiz − e−2piiz entonces
f(nz)
f(z)
=
n−1
2∏
k=1
f
(
z +
k
n
)
f
(
z − k
n
)
.
Demostracio´n:
Sustituyendo x = e2piiz y y = e−2piiz en el Lema 2.3 podemos que ver que
f(nz) =
n−1∏
k=0
f
(
z +
k
n
)
Podemos observar que
f
(
z +
k
n
)
= f
(
z +
k
n
− 1
)
= f
(
z − n− k
n
)
.
Tambie´n cabe ver que, del mismo modo que k va de n+12 a n− 1, −k va de n−12 a 1. Por tanto
f(nz)
f(z)
=
n−1
2∏
k=1
f
(
z +
k
n
) n−1∏
k=n+12
f
(
z +
k
n
)
=
=
n−1
2∏
k=1
f
(
z +
k
n
) n−1∏
k=n+12
f
(
z − n− k
n
)
=
n−1
2∏
k=1
f
(
z +
k
n
)
f
(
z − k
n
)
.
Esto completa la prueba. 
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Proposicio´n 2.3.2 Si p es un primo impar, a ∈ Z y a - p. Entonces
p−1
2∏
l=1
f
(
la
p
)
=
(
a
p
) p−12∏
l=1
f
(
l
p
)
.
Demostracio´n:
Por el Lema 2.1 se tiene que la ≡ ±ml (p) donde 1 ≤ ml ≤ p−12 por lo que la diferencia entre
la
p y ±mlp es un entero. Esto implica que
f
(
la
p
)
= f
(
±ml
p
)
= ±f
(
ml
p
)
.
El resultado se sigue de tomar el producto en l desde 1 a p−12 y aplicar el Lema de Gauss
(2.1). 
Ahora ya estamos en posicio´n de demostrar la Ley de Reciprocidad Cuadra´tica. Sean p y q
primos impares. Por la Proposicio´n 2.3.2.
p−1
2∏
l=1
f
(
lq
p
)
=
(
q
p
) p−12∏
l=1
f
(
l
p
)
.
Por la Proposicio´n 2.3.1
f
(
q lp
)
f
(
l
p
) = q−12∏
m=1
f
(
l
p
+
m
q
)
f
(
l
p
− m
q
)
.
Poniendo las dos ecuaciones juntas
(
q
p
)
=
q−1
2∏
m=1
p−1
2∏
l=1
f
(
l
p
+
m
q
)
f
(
l
p
− m
q
)
.
Del mismo modo podemos obtener
(
p
q
)
=
q−1
2∏
m=1
p−1
2∏
l=1
f
(
m
q
+
l
p
)
f
(
m
q
− l
p
)
.
Dado que f
(
m
q − lp
)
= −f
(
l
p − mq
)
podemos ver que
(−1) p−12 · q−12
(
q
p
)
=
(
p
q
)
,
y por tanto que (
p
q
)(
q
p
)
= (−1) p−12 · q−12 .
Esto completa la prueba. 
Antes de acabar este apartado vamos a dar una formulacio´n equivalente de la Ley de Recipro-
cidad Cuadra´tica.
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Proposicio´n 2.3.3 Sean p y q primos impares distintos y a ≥ 1 un entero. Entonces las siguientes
afirmaciones son equivalentes:
(a)
(
p
q
)(
q
p
)
= (−1) p−12 q−12 .
(b) Si p ≡ ±q (4a), p -a entonces (ap) = (aq).
Demostracio´n:
Para probar la implicacio´n (a) ⇒ (b) es suficiente probar que (b) se cumple con a primo. Para
a = 2 se sigue de la Proposicio´n 2.1.3. Si a es un primo impar por (a) se tiene que(
a
p
)
= (−1) p−12 · a−12
(
p
a
)
.
Por tanto, si p ≡ q (4a) entonces (pa) = (qa), por lo que(
a
p
)
= (−1) p−12 · a−12
(
q
a
)
= (−1) p−12 · a−12 (−1) p−12 · a−12
(
a
q
)
= (−1) p−12 · a−12
(
a
q
)
.
Pero p ≡ q (4a) implica que p + q − 2 ≡ 0 (4) y el resultado se sigue. Si, por el contrario,
p ≡ −q (4a) se tiene que
(
a
p
)
= (−1) p−12 · a−12
(−q
a
)
= (−1) p−12 · a−12
(−1
a
)(
q
a
)
= (−1) p−12 · a−12 (−1) a−12
(
q
a
)
=
= (−1) p−12 · a−12 (−1) a−12 (−1) q−12 · a−12
(
a
q
)
= (−1) a−12 ·( p+q−22 +1)
(
a
q
)
= (−1) a−12 · p+q2
(
a
q
)
.
Y del mismo modo, de que p ≡ −q (4a) implica que p+ q ≡ 0 (4), por lo que el resultado se
cumple en este caso.
Para probar la implicacio´n (b) ⇒ (a) supongamos antes que nada que p > q.
Primero supongamos que p ≡ q (4). Entonces, p = q + 4a con a ≥ 1. Se tiene que(
p
q
)
=
(
q + 4a
q
)
=
(
a
q
)
=
(
a
p
)
=
(
4a
p
)
=
(
p− q
p
)
=
(−q
p
)
= (−1) p−12
(
q
p
)
.
Si p ≡ 1 (4) entonces (pq) = (qp) lo que nos prueba (a).
Si p ≡ 3 (4) entonces q ≡ 3 (4) y se obtiene que (pq) = −(qp), que es el apartado (a) en este
caso.
Finalmente, si p ≡ −q (4) entonces p+ q = 4a y(
p
q
)
=
(−q + 4a
q
)
=
(
a
q
)
=
(
a
p
)
=
(
4a
p
)
=
(
p+ q
p
)
=
(
q
p
)
.
Por lo tanto,
(
p
q
)
=
(
q
p
)
, que es la afirmacio´n del apartado (a) en este caso, o bien p o bien q
tiene que ser congruente con 1 mo´dulo 4. La demostracio´n esta´ completa. 
Podemos observar que, por el apartado (b) de la Proposicio´n 2.3.3 se ve que si gcd(r, 4a) = 1
el cara´cter cuadra´tico de a es el mismo para todos primos de la progresio´n aritme´tica r + 4at con
t ∈ Z. Adema´s, el conjunto de primos de esa forma es infinito. Esto se puede probar usando el
Teorema de Dirichlet para sucesiones aritme´ticas (0.4) viendo que su densidad es mayor
que 0, aunque en esto no nos centraremos en nuestro trabajo.

Cap´ıtulo 3
Ley de Reciprocidad Cuadra´tica
usando las sumas cuadra´ticas de
Gauss
3.1. Nu´meros algebraicos y enteros algebraicos
Aunque la demostracio´n que acabamos de realizar es ingeniosa, resulta dif´ıcil de generalizar
para otras situaciones. Este apartado vamos a dar otra prueba que esta´ basada en me´todos que
podremos usar tambie´n para leyes de reciprocidad superiores. En concreto vamos a introducir
el concepto de suma de Gauss, aunque antes de eso vamos a definir los conceptos de nu´meros
algebraicos y enteros algebraicos en esta primera seccio´n.
Definicio´n 3.1 Un nu´mero algebraico es un nu´mero complejo α que es una ra´ız de un polinomio
a0x
n + a1x
n−1 + · · ·+ an = 0, donde a0, a1, a2, . . . , an ∈ Q y an 6= 0.
Definicio´n 3.2 Un entero algebraico ω es un nu´mero complejo que es una ra´ız de un polinomio
xn + b1x
n−1 + · · ·+ bn = 0 donde b1, b2, . . . , bn ∈ Z.
Claramente se cumple que un entero algebraico es un nu´mero algebraico. El rec´ıproco es falso,
como veremos.
Proposicio´n 3.1.1 Un nu´mero racional r ∈ Q es un entero algebraico si y so´lo si r ∈ Z.
Demostracio´n:
Si r ∈ Z entonces r es una ra´ız de x− r = 0. Por tanto, r es un entero algebraico.
Supongamos que r ∈ Q y que r es un entero algebraico, es decir, satisface una ecuacio´n xn +
b1x
n−1 + · · · + bn = 0 con b1, . . . , bn ∈ Z. Sea r = cd , donde c, d ∈ Z y podemos asumir que c y d
son coprimos. Escribamos cd en la ecuacio´n y multiplicando ambos lados por d
n nos lleva a
cn + b1c
n−1d+ · · ·+ bndn = 0.
Se sigue que d divide a cn y, dado que gcd(c, d) = 1 se tiene que d | c. De nuevo, dado que
gcd(c, d) = 1 se tiene que d = ±1 y por tanto cd ∈ Z. 
Los principales resultados de este apartado son que el conjunto de los nu´meros algebraicos
forman un cuerpo y el conjunto de los enteros algebraicos forma un anillo. Necesitamos algo de
trabajo preliminar antes.
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Proposicio´n 3.1.2 Sea V un Q-espacio vectorial finitamente generado y supongamos que α ∈ C
tiene la propiedad de que αγ ∈ V , para todo γ ∈ V . Entonces α es un nu´mero algebraico.
Demostracio´n:
Se puede ver que αγi ∈ V para i = 1, 2, . . . , l. Por tanto, αγi =
∑l
j=1 aijγj donde aij ∈ Q. De
esto se sigue que
l∑
j=1
(aij − δijα)γj = 0,
donde δij = 0 si i 6= j y δij = 1 si i = j. Por el Teorema de Rouche´-Frobenius se tiene que
| aij − δijα |= 0. Si escribimos el determinante entero podemos ver que α satisface un polinomio
de grado l con coeficientes racionales. Por tanto, α es un nu´mero algebraico. 
Proposicio´n 3.1.3 El conjunto de los nu´meros algebraicos forman un cuerpo, el cual se llama
cierre algebraico o clausura algebraica de Q y se denota como Q.
Demostracio´n:
Supongamos que α1 y α2 son nu´meros algebraicos. Vamos a probar que α1α2 y α1 + α2 son
nu´meros algebraicos.
Supongamos que
αn1 + r1α
n−1
1 + r2α
n−2
1 + · · ·+ rn = 0
y
αm2 + s1α
m−1
2 + s2α
m−2
1 + · · ·+ sm = 0,
donde ri, sj ∈ Q. Sea V el Q-espacio vectorial obtenido a partir de todas las combinaciones lineales
en Q de αi1α
j
2 donde 1 ≤ i < n y 1 ≤ j < m. Para γ ∈ V se tiene que α1γ, α2γ ∈ V .
Vamos a probar que α1γ ∈ V (el otro caso se prueba ana´logamente). Se tiene que
γ =
n−1, m−1∑
i,j=0
rijα
i
1α
j
2
con rij ∈ Q. Supongamos que rn−1,j = 0 para todo j. Por tanto,
α1γ =
n−2, m−1∑
i,j=0
rijα
i+1
1 α
j
2
y de esto se tiene que α1γ ∈ V . En caso de que rn−1,j 6= 0 para algu´n j, el grado de ese monomio
se sale fuera de la base de V pero esto se puede solucionar dado que
αn1 = −r1αn−11 − r2αn−21 − · · · − rn
por lo que llegamos al caso inicial. Se tiene tambie´n de forma similar que (α1 + α2)γ ∈ V y
(α1α2)γ ∈ V . Por la Proposicio´n 3.1.2 se sigue que tanto α1 + α2 como α1α2 son nu´meros
algebraicos.
Finalmente, si α es un nu´mero algebraico, distinto de cero, podemos ver que α−1 es un nu´mero
algebraico. Esto se tiene dado que, como
a0α
n + a1α
n−1 + · · ·+ an = 0
donde ai ∈ Q, entonces
anα
−n + an−1α−(n−1) + · · ·+ a0 = 0.
Esto prueba la afirmacio´n. 
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Para probar que el conjunto de los enteros algebraicos es un anillo so´lo hace falta modificar la
demostracio´n anterior ligeramente.
Proposicio´n 3.1.4 Sea W ⊆ C un Z-mo´dulo finitamente generado y supongamos que ω ∈ C
cumple que ωγ ∈W para todo γ ∈W . Entonces ω es un entero algebraico.
Demostracio´n:
La demostracio´n se sigue de manera exactamente igual a la de la Proposicio´n 3.1.2 excepto
de que ahora aij ∈ Z. Al desarrollar la ecuacio´n | aij − δijω |= 0 nos muestra que ω satisface una
ecuacio´n mo´nica de grado l con coeficientes enteros. Por lo tanto, ω es un entero algebraico. 
Proposicio´n 3.1.5 El conjunto de los enteros algebraicos, el cual denotaremos como Ω a partir
de ahora, forman un anillo.
Demostracio´n:
La demostracio´n se sigue de la Proposicio´n 3.1.4 del mismo modo que la Proposicio´n 3.1.3
se sigue de la Proposicio´n 3.1.2.
Sean ω1 y ω2 dos enteros algebraicos. Probemos que ω1ω2 y ω1 + ω2 tambie´n lo son.
Por tanto se tiene que
ωn1 + b1ω
n−1
1 + b2ω
n−2
1 + · · ·+ bn = 0
y
ωm2 + c1ω
m−1
2 + c2ω
m−2
1 + · · ·+ cm = 0
donde bi, cj ∈ Z. Sea W el Z-mo´dulo creado a partir de todas las combinaciones lineales en Z de
ωi1ω
j
2 donde 1 ≤ i < n y 1 ≤ j < m. Basta probar que para todo γ ∈W se tiene que ω1γ, ω2γ ∈W .
Probemos que ω1γ ∈W (el otro se prueba ana´logamente). Dado que ω ∈W se tiene que
γ =
n−1, m−1∑
i,j=0
bijω
i
1ω
j
2
con bij ∈ Z. Si se tiene que bn−1,j = 0 para todo j entonces
ω1γ =
n−2, m−1∑
i,j=0
bijω
i+1
1 ω
j
2
y por tanto ω1γ ∈ W . En caso de que para algu´n j se tenga que bn−1,j 6= 0, el grado de ese
monomio se sale fuera de la base de W pero esto se puede solucionar dado que
ωn1 = −b1ωn−11 − b2ωn−21 − · · · − bn
al lleva´ndonos caso anterior. Por lo tanto se tiene que (ω1 + ω2)γ ∈ W y (ω1ω2)γ ∈ W y por la
Proposicio´n 3.1.4 se sigue que tanto ω1 + ω2 y ω1ω2 son enteros algebraicos. 
Si ω1, ω2, γ ∈ Ω, decimos que ω1 ≡ ω2 (γ) (ω1 es congruente con ω2 mo´dulo γ) si ω1−ω2 = γα
con α ∈ Ω. Esta idea de congruencias satisface todas las propiedades formales de las congruencias
en Z.
Si a, b, c ∈ Z, con c 6= 0 entonces se tiene que a ≡ b (c) es ambigua dado que denota una
congruencia tanto en Z como en Ω. Esta ambigu¨edad es so´lo aparente, sin embargo. Si a− b = cα
con α ∈ Ω entonces α es tanto un nu´mero racional como un entero algebraico por lo que α es un
entero ordinario por la Proposicio´n 3.1.1.
La siguiente proposicio´n nos sera´ u´til.
28 3 Ley de Reciprocidad Cuadra´tica usando las sumas cuadra´ticas de Gauss
Proposicio´n 3.1.6 Si ω1, ω2 ∈ Ω y p ∈ Z es un primo, entonces
(ω1 + ω2)
p ≡ ωp1 + ωp2 (p).
Demostracio´n:
Se tiene que
(ω1 + ω2)
p =
p∑
k=0
(
p
k
)
ωk1ω
p−k
2 .
Por el Lema 1.2, se tiene que p | (pk) para 1 ≤ k ≤ p − 1. El resultado se sigue de esto y del
hecho de que Ω es un anillo. 
Una ra´ız de la unidad es una solucio´n de una ecuacio´n de la forma xn − 1 = 0 por lo que las
ra´ıces de la unidad son enteros algebraicos, y tambie´n lo son las combinaciones lineales en Z de las
ra´ıces de la unidad.
Vamos a concluir este apartado presentando varias propiedades importantes sobre los nu´meros
algebraicos.
Proposicio´n 3.1.7 Si α es un nu´mero algebraico entonces α es la ra´ız de un u´nico polinomio
mo´nico irreducible f(x) ∈ Q[x]. Es ma´s, si g(x) ∈ Q[x] con g(α) = 0 debe cumplirse que f(x) | g(x).
Demostracio´n:
Sea f(x) un polinomio irreducible con f(α) = 0. Vamos a probar primero la segunda afirmacio´n.
Si f(x) - g(x) entonces gcd(f(x), g(x)) = 1. Por la Identidad de Be´zout podemos escribir f(x)h(x)+
g(x)t(x) = 1 con h(x), t(x) ∈ Q[x]. Sustituyendo x = α nos da una contradiccio´n. La unicidad se
obtiene inmediatamente. 
El polinomio definido en la Proposicio´n 3.1.7 depende por tanto so´lo de α. A este polinomio
se le denomina el polinomio mı´nimo de α. Si el grado del polinomio mı´nimo es n entonces se dice
que α es un nu´mero algebraico de grado n. Si f(x) es irreducible de grado n entonces, usando
el Teorema Fundamental del A´lgebra y el hecho de que si α es un nu´mero algebraico con
polinomio mı´nimo f(x) se tiene que f(x) no tiene ra´ıces repetidas en C, podemos ver que f(x) es
el polinomio mı´nimo para cada una de sus n ra´ıces. Si α, β son ra´ıces de f(x) entonces α y β se
dice que son conjugadas.
El conjunto de los nu´meros complejos{
g(α)
h(α)
| g(x), h(x) ∈ Q[x], h(α) 6= 0
}
,
forma un cuerpo denotado como Q(α). Denotemos como Q[α] como al anillo de polinomios en α
con coeficientes racionales entonces se tiene el siguente resultado importante.
Proposicio´n 3.1.8 Si α ∈ Q, entonces Q[α] = Q(α).
Demostracio´n:
Claramente Q[α] ⊂ Q(α). Si h(α) ∈ Q(α), h(α) 6= 0. Entonces, por la Proposicio´n 3.1.7,
f(x) - h(x) donde f(x) es el polinomio mı´nimo de α por lo que gcd(f(x), h(x)) = 1 as´ı por la
Identidad de Be´zout se tiene que s(x)f(x) + t(x)h(x) = 1 para algunos s(x), t(x) ∈ Q[x].
Sustituyendo x = α se tiene que t(α)h(α) = 1 por lo que h(α)−1 ∈ Q[α]. Si β ∈ Q(α), se tiene que
β = g(α)h(α)−1 para algunos g(x), h(x) ∈ Q[x] y por lo visto anteriormente se tiene que β ∈ Q[α].

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Corolario 3.1 Si α es un nu´mero algebraico de grado n entonces [Q(α) : Q] = n.
Demostracio´n:
Por la Proposicio´n 3.1.8 es suficiente con demostrar que [Q[α] : Q] = n. Dado que f(α) = 0
se puede ver que 1, . . . , αn−1 generan Q[α]. Si, por el otro lado,
a0 + a1α+ · · ·+ an−1αn−1 = 0,
con ai ∈ Q, se tiene que g(α) = 0 para
g(x) = a0 + a1x+ · · ·+ an−1xn−1.
Entonces, por la Proposicio´n 3.1.7 f(x) | g(x). Pero deg(g(x)) < deg(f(x)), lo cual implica
que
a0 = a1 = a2 = · · · = an−1 = 0.
Por lo tanto 1, α, . . . , αn−1 son linealmente independientes sobre Q. 
Cabe destacar que lo visto en esta seccio´n tiene cierto solapamiento con lo impartido en la
asignatura Estructuras Algebraicas.
3.2. El cara´cter cuadra´tico de 2
Sea ζ = e
2pii
8 . Entonces ζ es una ra´ız primitiva octava de la unidad. Por tanto,
0 = ζ8 − 1 = (ζ4 − 1)(ζ4 + 1).
Dado que ζ4 6= 1, se tiene que ζ4 = −1. Multiplicando por ζ−2 y an˜adiendo ζ−2 a ambos lados
se tiene que ζ2 + ζ−2 = 0. Esta ecuacio´n tambie´n se deduce fa´cilmente de la observacio´n de que
ζ2 = e
pi
2 i = i.
El cara´cter cuadra´tico de 2 proviene ahora de la relacio´n
(ζ + ζ−1)2 = ζ2 + 2 + ζ−2 = 2
Sea τ = ζ + ζ−1. Podemos ver que ζ y τ son enteros algebraicos. Vamos a trabajar con
congruencias en el anillo de los enteros algebraicos.
Sea p un primo impar en Z y podemos ver que
τp−1 = (τ2)
p−1
2 = 2
p−1
2 ≡
(
2
p
)
(p).
De esto se sigue que τp ≡ (2p)τ (p). Por la Proposicio´n 3.1.6, se tiene que
τp = (ζ + ζ−1)p ≡ ζp + ζ−p (p).
Recordando que ζ8 = 1 se tiene que ζp + ζ−p = ζ+ ζ−1 para p ≡ ±1 (8) y ζp + ζ−p = ζ3 + ζ−3
para p ≡ 3 (8). El resultado en el u´ltimo caso puede ser simplificado observando que ζ4 = −1 lo
que implica que ζ3 = −ζ−1 por lo que ζp + ζ−p = −(ζ + ζ−1) si p ≡ ±3 (8). Resumiendo,
ζp + ζ−p =
{
τ, si p ≡ ±1 (8)
−τ, si p ≡ ±3 (8)
Sustituyendo este resultado en la relacio´n τp ≡ (2p)τ (p) nos lleva a que
(−1)ετ ≡
(
2
p
)
τ (p), donde ε ≡ p
2 − 1
8
(2).
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Multiplicando ambos lados de la congruencia por τ se tiene
(−1)ε2 ≡
(
2
p
)
2 (p),
lo cual implica que
(−1)ε ≡
(
2
p
)
(p),
La u´ltima congruencia implica que
(
2
p
)
= (−1)ε, que es el apartado (b) de la Ley de Reci-
procidad Cuadra´tica.
3.3. Sumas cuadra´ticas de Gauss
La igualdad (ζ+ ζ−1)2 = 2 dada en la Seccio´n 3.2, uno puede preguntarse si hay una relacio´n
similar cuando 2 es reemplazado por un primo impar p. La respuesta es s´ı, y, es ma´s, la Ley de
Reciprocidad Cuadra´tica completa se sigue de esta nueva igualdad usando el me´todo de la Seccio´n
3.2.
Durante esta seccio´n ζ denotara´ e
2pii
p , una ra´ız primitiva p-e´sima de la unidad.
Lema 3.1 En las condiciones anteriores:
p−1∑
t=0
ζat =
{
p si a ≡ 0 (p),
0 en cualquier otro caso.
Demostracio´n:
Si a ≡ 0 (p), entonces ζa = 1, y por tanto, ∑p−1t=0 ζat = p. Si a 6≡ 0 (p), entonces ζa 6= 1 y
p−1∑
t=0
ζat =
ζap − 1
ζa − 1 = 0.
Esto concluye la prueba. 
Corolario 3.2 En las condiciones anteriores:
p−1
p−1∑
t=0
ζt(x−y) = δ(x, y),
donde δ(x, y) = 1 si x ≡ y (p) y δ(x, y) = 0 si x 6≡ y (p).
Demostracio´n:
La demostracio´n es inmediata a partir del Lema 3.1. 
Todos los sumatorios de lo que queda de la seccio´n van desde 0 a p − 1. Esto simplificara´ la
notacio´n para evitar escribirlo completo cada vez.
§ 3.3 Sumas cuadra´ticas de Gauss 31
Lema 3.2 En las condiciones anteriores:∑
t
(
t
p
)
= 0,
donde
(
t
p
)
es el s´ımbolo de Legendre.
Demostracio´n:
Por definicio´n,
(
0
p
)
= 0. De los p−1 te´rminos restantes del sumatorio, la mitad son +1 y la mitad
son −1 y por el Corolario 2.1, existen tantos residuos cuadra´ticos como residuos no-cuadra´ticos
mo´dulo p. 
Ahora estamos en posicio´n de introducir la nocio´n de suma de Gauss.
Definicio´n 3.3 Una suma cuadra´tica de Gauss es una suma de la siguiente forma:
ga =
∑
t
(
t
p
)
ζat.
Proposicio´n 3.3.1 En las condiciones anteriores:
ga =
(
a
p
)
g1.
Demostracio´n:
Si a ≡ 0 (p), entonces ζat = 1 para todo t y ga =
∑
t
(
t
p
)
= 0 por el Lema 3.2. Esto nos da el
resultado en el caso de que a ≡ 0 (p).
Ahora supongamos que a 6≡ 0 (p)(
a
p
)
ga =
∑
t
(
at
p
)
ζat =
∑
s
(
s
p
)
ζs = g1.
Hemos usado el hecho de que at recorre un sistema completo de residuos mo´dulo p cuando t lo
hace y que
(
s
p
)
y ζs dependen so´lo de la clase residual de s mo´dulo p.
Dado que
(
a
p
)2
= 1 cuando a 6≡ 0 (p) nuestro resultado se sigue multiplicando la ecuacio´n(
a
p
)
ga = g1 en ambos lados por
(
a
p
)
. 
De ahora en adelante denotaremos g1 como g. Se sigue de la Proposicio´n 3.3.1 que g
2
a = g
2
si a 6≡ 0 (p). Vamos a deducir ahora este valor en comu´n.
Proposicio´n 3.3.2 En las condiciones anteriores:
g2 = (−1) p−12 p.
Demostracio´n:
La idea de la demostracio´n es evaluar la suma
∑
a gag−a de dos formas. Si a 6≡ 0 (p), entonces
gag−a =
(
a
p
)(−a
p
)
g2 =
(−1
p
)
g2.
Se sigue que ∑
a
gag−a =
(−1
p
)
(p− 1)g2.
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Ahora podemos ver que
gag−a =
∑
x
∑
y
(
x
p
)(
y
p
)
ζa(x−y).
Sumando ambos lados sobre a y usando el Corolario 3.2 nos lleva a que
∑
a
gag−a =
∑
x
∑
y
(
x
p
)(
y
p
)
δ(x, y)p = (p− 1)p.
Poniendo juntos estos resultados se obtiene
(−1
p
)
(p− 1)g2 = (p− 1)p y por tanto, g2 = (−1p )p.

Sea p∗ = (−1) p−12 p. La ecuacio´n g2 = p∗ es la analog´ıa deseada de la ecuacio´n τ2 = 2. Sea
tambie´n q 6= p otro primo impar. Procederemos a probar la Ley de Reciprocidad Cuadra´tica
trabajando con congruencias mo´dulo q en el anillo de los enteros algebraicos:
gq−1 = (g2)
q−1
2 = p∗
q−1
2 ≡
(
p∗
q
)
(q).
Por lo tanto,
gq ≡
(
p∗
q
)
g (q).
Usando la Proposicio´n 3.1.6 vemos que
gq =
(∑
t
(
t
p
)
ζt
)q
≡
∑
t
(
t
q
)q
ζqt ≡ gq (q).
De aqu´ı se sigue que gq ≡ gq ≡
(
q
p
)
g (q) y entonces(
q
p
)
g ≡
(
p∗
q
)
g (q).
Multiplicando ambos lados por g y usando que g2 = p∗:(
q
p
)
p∗ ≡
(
p∗
q
)
p∗ (q),
lo cual implica que (
q
p
)
≡
(
p∗
q
)
(q),
y finalmente (
q
p
)
=
(
p∗
q
)
.
Para ver que este resultado es lo que queremos simplemente debemos ver que(
p∗
q
)
=
(−1
q
) p−1
2
(
p
q
)
= (−1) q−12 · p−12
(
p
q
)
. 
La nocio´n de sumas cuadra´ticas de Gauss que hemos usado puede ser generalizada. Las sumas
cu´bicas y cua´rticas de Gauss se usan para probar las Leyes de Reciprocidad Cu´bica y Bicuadra´tica
respectivamente (las cual se ven en el proyecto complementario).
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3.4. El signo de la suma cuadra´tica de Gauss
De acuerdo a la Proposicio´n 3.3.2 la suma cuadra´tica tiene valor
g =
{ ±√p si p ≡ 1 (4)
±i√p si p ≡ 3 (4)
por lo que el valor de g esta´ determinado por su signo. La determinacio´n del signo es un problema
mucho ma´s complicado. Aunque en mayo de 1801 Gauss registro´ en su diario la conjetura de ambos
casos el signo era positivo no fue hasta cuatro an˜os ma´s tarde que se encontro´ dicha prueba. En
esta seccio´n vamos a presentar una de las demostraciones realizadas por Kronecker.
Como en los apartados previos, se tendra´ que ζ = e
2pii
p por lo que 1, ζ, . . . , ζp−1 son las ra´ıces
de xp − 1.
Proposicio´n 3.4.1 El polinomio 1 + x+ · · ·+ xp−1 es irreducible en Q[x].
Demostracio´n:
Aplicando el Lema de Gauss visto en la asignatura A´lgebra Ba´sica bastara´ demostrar que:
1 + x+ · · ·+ xp−1
no tiene una factorizacio´n no trivial en Z[x]. Supongamos que, por el contrario, que
1 + x+ · · ·+ xp−1 = f(x)g(x)
donde f(x), g(x) ∈ Z[x] y cada uno tiene grado mayor que uno. Poniendo x = 1 nos da que
p = f(1)g(1). Por tanto, vamos a asumir que g(1) = 1. Usando una barra para denotar la clase
mo´dulo p se tiene que g(1) 6= 0.
Por el otro lado, dado que p | (pj) para j = 1, . . . , p − 1 se tiene que xp − 1 ≡ (x − 1)p (p) y
dividiendo ambos lados entre x− 1 nos muestra que
1 + x+ · · ·+ xp−1 ≡ (x− 1)p−1 (p).
Por la factorizacio´n u´nica en polinomios mo´nicos irreducibles de un polinomio y al estar en
cuerpo (al ser p primo) se sigue que
g(x) ≡ (x− 1)s (p)
para algu´n entero positivo s. Sin embargo, esto contradice el hecho de g(1) 6= 0. 
Combinando las Proposiciones 3.4.1 y 3.1.7 podemos ver que si g(ζ) = 0 con g(x) ∈ Q[x]
entonces
(1 + x+ · · ·+ xp−1) | g(x).
Esta observacio´n nos sera´ muy u´til ma´s adelante.
Proposicio´n 3.4.2
p−1
2∏
k=1
(
ζ2k−1 − ζ−(2k−1)
)2
= (−1) p−12 p.
Demostracio´n:
Se tiene que
xp − 1 = (x− 1)
p−1∏
j=1
(
x− ζj) .
34 3 Ley de Reciprocidad Cuadra´tica usando las sumas cuadra´ticas de Gauss
Dividiendo ambos por x− 1 y sustituyendo x = 1 se tiene p = ∏p−1j=1(1− ζj) donde el producto
recorre un conjunto completo de unidades mo´dulo p. Los enteros ±(4k − 2) con k = 1, 2, . . . , p−12
se puede ver fa´cilmente que son un sistema completo de residuos. Por tanto
p =
∏
k
(
1− ζ4k−2)∏
k
(
1− ζ−(4k−2)
)
=
=
∏
k
(
ζ−(2k−1) − ζ2k−1
)∏
k
(
ζ2k−1 − ζ−(2k−1)
)
= (−1) p−12
∏
k
(
ζ2k−1 − ζ−(2k−1)
)2
.
donde todos los productos son sobre k = 0, 1, 2, . . . , p−12 . 
Proposicio´n 3.4.3
p−1
2∏
k=1
(
ζ2k−1 − ζ−(2k−1)
)
=

√
p, si p ≡ 1 (4),
i
√
p, si p ≡ 3 (4).
Demostracio´n:
Por la Proposicio´n 3.4.2 so´lo se tiene que calcular el signo del producto, el cual es
i
p−1
2
p−1
2∏
k=1
2 sen
(
(4k − 2)pi
p
)
.
Pero
sen
(
(4k − 2)pi
p
)
< 0 si
p+ 2
4
< k ≤ p− 1
2
.
Se sigue que el producto tiene p−12 −
[
p+2
4
]
te´rminos negativos y se puede ver que son p−14 o
p−3
4 dependiendo de si p ≡ 1 (4) o p ≡ 3 (4) respectivamente, en cualquier caso lo denotaremos
como (−1)k con k ∈ Z.
Por otro lado, se tiene i
p−1
2 :
Si p ≡ 1 (4), entonces p = 4k + 1 con k ∈ Z, por lo que i2k = (−1)k y, multiplicado por el
otro (−1)k, se tiene que es igual a 1.
Si p ≡ 3 (4), entonces p = 4k + 3 con k ∈ Z, por lo cual i2k+1 = (−1)ki y, multiplicado por
el otro (−1)k, se tiene que es igual a i.
Con esto se consigue la demostracio´n. 
Por las Proposiciones 3.3.2 y 3.4.2 sabemos que
g = ε
p−1
2∏
k=1
(
ζ2k−1 − ζ−(2k−1)
)
, (3.1)
donde ε = ±1. La evaluacio´n de las sumas de Gauss es completa por la Proposicio´n 3.4.3 si
podemos ver que ε = +1. El siguiente argumento de Kronecker nos permite ver que es ese el caso.
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Proposicio´n 3.4.4 En las condiciones anteriores se tiene que ε = +1.
Demostracio´n:
Consideremos el polinomio
f(x) =
p−1∑
j=1
(
j
p
)
xj − ε
p−1
2∏
k=1
(
x2k−1 − xp−(2k−1)
)
. (3.2)
Por tanto, f(ζ) = 0 por (3.1) y f(1) = 0 por el Lema 3.2. Por el comentario anterior a la
Proposicio´n 3.4.2 y por el hecho de que 1+x+ · · ·+xp−1 y x−1 son coprimos, podemos concluir
que (xp − 1) | f(x). Escribamos (xp − 1)h(x) y reemplacemos x por ez para obtener
f(x) =
p−1∑
j=1
(
j
p
)
ejz − ε
p−1
2∏
k=1
(
e(2k−1)z − x(p−(2k−1))z
)
. (3.3)
El coeficiente de z
p−1
2 en el lado izquierdo de (3.3) se puede ver que es∑p−1
j=1
(
j
p
)
j
p−1
2(
p−1
2
)
!
− ε
p−1
2∏
k=1
(4k − p− 2).
Por el otro lado, el coeficiente de z
p−1
2 por el lado derecho de (3.3) es pAB donde p - B con A
y B enteros. Igualando coeficientes, multiplicando por B
(
p−1
2
)
! y reduciendo mo´dulo p podemos
ver que
p−1∑
j=1
(
j
p
)
j
p−1
2 ≡ ε
(
p− 1
2
)
!
p−1
2∏
k=1
(4k − 2) ≡
≡ ε(2 · 4 · 6 · · · (p− 1))
p−1
2∏
k=1
(2k − 1) ≡ ε(p− 1)! ≡ −ε (p).
usando el Teorema de Wilson (Corolario 1.2).
Por la Proposicio´n 2.1.2 j
p−1
2 ≡ (jp) (p), as´ı que se tiene
p−1∑
j=1
(
j
p
)2
≡ p− 1 ≡ −ε (p)
y por tanto ε ≡ 1 (p).
Dado que ε = ±1 concluimos finalmente ε = 1. 
Con todo esto se puede establecer el siguiente resultado:
Teorema 3.1 El valor de la suma cuadra´tica de Gauss es
g =

√
p, si p ≡ 1 (4)
i
√
p, si p ≡ 3 (4)

Cap´ıtulo 4
Ley de Reciprocidad Cuadra´tica
usando cuerpos finitos
Ya hemos visto ejemplos de cuerpos finitos, los cuerpos Z/Zp donde p es un nu´mero primo.
En esta seccio´n vamos a probar que hay muchos ma´s cuerpos finitos y vamos a investigar sus
propiedades. Esta teor´ıa no es so´lo interesante por s´ı misma sino que adema´s es una herramienta
muy u´til en investigaciones sobre Teor´ıa de Nu´meros. En el u´ltimo apartado de la seccio´n vamos a
dar otra prueba de la Ley de Reciprocidad Cuadra´tica.
4.1. Propiedades ba´sicas de los cuerpos finitos
En este apartado vamos a discutir propiedades de los cuerpos finitos sin preocuparnos sobre
preguntas de existencia. La construccio´n de cuerpos finitos la realizaremos en la Seccio´n 4.2.
Sea F un cuerpo finito con q elementos. El grupo multiplicativo F ∗ de F tiene q− 1 elementos.
Por tanto, para todo α ∈ F ∗ satisface la ecuacio´n xq−1 = 1 (en este contexto 1 representa a la
identidad multiplicativa de F y no al entero 1) y todo α ∈ F satisface la ecuacio´n xq = x.
Proposicio´n 4.1.1
xq − x =
∏
α∈F
(x− α)
Demostracio´n:
Ambos elementos son considerados elementos de F [x].
Todo α ∈ F es una ra´ız de xq − x. Dado que F tiene q elementos y dado que el grado xq − x
es q, la demostracio´n se sigue. 
Corolario 4.1 Sea F ⊂ K donde K es un cuerpo. Un elemento α ∈ K esta´ en F si y so´lo si
αq = α.
Demostracio´n:
Se puede ver fa´cilmente que αq = α si y so´lo si α es una ra´ız de xq − x. Por la Proposicio´n
2.3.1 las ra´ıces de xq − x son precisamente los elementos de F . 
Corolario 4.2 Si f(x) divide a xq−x, entonces f(x) tiene d ra´ıces distintas donde d = deg(f(x)).
Demostracio´n:
Sea f(x)g(x) = xq − x. El polinomio g(x) tiene grado q − d. Si f(x) tiene menos de d ra´ıces
distintas, entonces, por el Lema 1.1, f(x)g(x) tiene menos de d+ (q− d) = q ra´ıces distintas, que
no es el caso. 
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Teorema 4.1 El grupo multiplicativo de un cuerpo finito es c´ıclico.
Demostracio´n:
Este teorema es una generalizacio´n del Teorema 1.1. La demostracio´n es casi ide´ntica.
Si d | (q−1), entonces xd−1 divide a xq−1−1 y se sigue por el Corolario 4.2 que xd−1 tiene
d ra´ıces distintas. Por tanto, el subgrupo de F ∗ formado por los elementos que satisfacen xd − 1
tiene orden d.
Sea ψ(d) el nu´mero de elementos en F ∗ de orden d. Por tanto, se tiene que
∑
c|d ψ(c) = d. Por
la Fo´rmula de Inversio´n de Mo¨bius (0.3)
ψ(d) =
∑
c|d
µ(c)
d
c
= φ(d).
En particular, ψ(q − 1) > 1 a no ser que estemos en el caso trivial de q = 2. Esto concluye la
demostracio´n. 
El hecho de que F ∗ sea c´ıclico cuando F es finito nos permite dar la siguiente generalizacio´n
parcial de la Proposicio´n 1.2.1.
Proposicio´n 4.1.2 Sea α ∈ F ∗. La ecuacio´n xn = α tiene solucio´n si y so´lo si α q−1d = 1 donde
d = gcd(n, q − 1). Adema´s, de haber soluciones, hay exactamente d soluciones.
Demostracio´n:
Sea γ un generador de F ∗ y establezcamos que α = γa y x = γy. Por tanto, la ecuacio´n xn = α
es equivalente a la congruencia ny ≡ a (q − 1). Aplicando las propiedades las congruencias del
tipo ax ≡ b (m) se tiene la demostracio´n. 
Merece la pena examinar que´ ocurre en los casos extremos n | (q − 1) y gcd(n, q − 1) = 1.
Si n | (q − 1), entonces hay exactamente q−1n elementos de F ∗ que son potencias n-e´simas y
si α es una potencia n-e´sima, entonces xn = α tiene n soluciones.
Si gcd(n, q − 1) = 1, entonces cada elemento es una potencia n-e´sima de manera u´nica, es
decir, para todo α ∈ F ∗ xn = α tiene una u´nica solucio´n.
Hemos investigado la estructura de F ∗. Ahora vamos a prestar nuestra atencio´n al grupo aditivo
de F .
Lema 4.1 Sea F un cuerpo finito. Los elementos mu´ltiplos de la identidad forman un subcuerpo
de F es isomorfo a Z/Zp para algu´n nu´mero primo p.
Demostracio´n:
Para no generar confusiones, vamos a llamar temporalmente e a la identidad de F ∗ en vez de
1. Consideremos una aplicacio´n de Z en F que lleva n en ne. Se puede ver fa´cilmente que se puede
extender a un homomorfismo de anillos. La imagen es un subanillo finito de F y en particular es
un dominio de integridad. El nu´cleo es un ideal primo no nulo. Por lo tanto, la imagen es isomorfa
a Z/Zp para algu´n primo p. 
Debemos identificar Z/Zp con su imagen en F y pensemos en F como un espacio vectorial de
dimensio´n finita sobre Z/Zp. Denotemos n a esa dimensio´n y sea ω1, ω2, . . . , ωn una base. Se cumple
que cualquier ω ∈ F puede ser expresado de manera u´nica de la forma a1ω1 + a2ω2 + · · · + anωn
donde ai ∈ Z/Zp. Se sigue que F tiene pn elementos. Hemos probado entonces que
§ 4.1 Propiedades ba´sicas de los cuerpos finitos 39
Proposicio´n 4.1.3 El nu´mero de elementos de un cuerpo finito es una potencia de un primo.
Si e es la identidad del cuerpo finito F , sea p el menor entero tal que pe = 0. Hemos visto que
p debe ser un nu´mero primo, que denominaremos la caracter´ıstica de F. Para α ∈ F se tiene que
pα = p(eα) = (pe)α = 0 · α = 0.
Esta observacio´n nos lleva la siguiente proposicio´n.
Proposicio´n 4.1.4 Si F tiene caracter´ıstica p, se cumple la siguiente igualdad:
(α+ β)p
d
= αp
d
+ βp
d ∀α, β ∈ F, ∀d ∈ Z.
Demostracio´n:
Esta prueba la haremos por induccio´n sobre d. Para d = 1 se tiene
(α+ β)p = αp +
p−1∑
k=1
αp−kβk + βp = αp + βp.
Todos los te´rminos intermedios desaparecen porque p | (pk) para 1 ≤ k ≤ p − 1 por el Lema
1.2.
Para pasar de d a d + 1 so´lo elevamos ambos lados de (α + β)p
d
= αp
d
+ βp
d
a la p-e´sima
potencia. 
Supongamos que F es un cuerpo finito de dimensio´n n sobre Z/Zp. Queremos encontrar
que´ cuerpos E hay entre Z/Zp y F . Si d es la dimensio´n de E sobre Z/Zp, entonces se tiene
trivialemente que d |n. Resultara´ que hay un solo cuerpo intermedio correspodiente a cada divisor
d de n, como veremos ma´s adelante.
Lema 4.2 Sea F un cuerpo. Se cumple que (xl − 1) | (xm − 1) en F [x] si y so´lo si l | m.
Demostracio´n:
Sea m = ql + r donde 0 ≤ r < l y q ∈ Z. Entonces se tiene
xm − 1
xl − 1 = x
r x
ql − 1
xl − 1 +
xr − 1
xl − 1 .
Dado que x
ql−1
xl−1 = (x
l)q−1 + (xl)q−2 + · · ·xl + 1, nos lleva a que el te´rmino de la derecha de
la ecuacio´n anterior es un polinomio si y so´lo si x
r−1
xl−1 es un polinomio. Ese es el caso si y so´lo si
r = 0. Por tanto, l | m. 
Lema 4.3 Si a es un entero positivo, entonces (al − 1) | (am − 1) si y so´lo si l | m.
Demostracio´n:
La prueba es ana´loga a la del Lema 4.2 con el nu´mero a jugando el rol de x. Sea m = ql + r
donde 0 ≤ r < l y q ∈ Z. Entonces se tiene
am − 1
al − 1 = a
r a
ql − 1
al − 1 +
ar − 1
al − 1 .
Dado que a
ql−1
al−1 = (a
l)q−1 + (al)q−2 + · · · al+ 1, el te´rmino de la derecha de la igualdad anterior
es un entero si y so´lo si a
r−1
al−1 es un entero. Ese es el caso si y so´lo si r = 0. Por tanto, l | m. 
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Proposicio´n 4.1.5 Sea F un cuerpo finito de dimensio´n n sobre Z/Zp. Los subcuerpos de F esta´n
en correspondencia uno a uno con los divisores de n.
Demostracio´n:
Supongamos que d | n. Sea E = {α ∈ F | αpd = α}. Vamos a probar que E es un cuerpo. Si α,
β ∈ F entonces
(a) (α+ β)p
d
= αp
d
+ βp
d
= α+ β.
(b) (αβ)p
d
= αp
d
βp
d
= αβ.
(c) (α−1)p
d
= (αp
d
)−1 = α−1 para α 6= 0.
En el apartado (a) hacemos uso de la Proposicio´n 4.1.4.
Ahora E es el conjunto de soluciones de xp
d − x = 0. Dado que d | n se tiene (pd− 1) | (pn− 1)
y (xp
d−1 − 1) | (xpn−1 − 1) por los Lemas 4.2 y 4.3. Por tanto, (xpd − x) | (xpn − x) y por el
Corolario 4.2, se tiene que E tiene pd elementos y tiene dimensio´n d sobre Z/Zp.
Finalmente, si E′ es otro subcuerpo de F de dimensio´n sobre Z/Zp, entonces los elementos de
E′ deben cumplir que xp
d − x = 0, es decir E′ debe coincidir con E. 
4.2. La existencia de cuerpos finitos
A partir de ahora vamos a denotar Z/Zq al cuerpo finito de q elementos. En la Seccio´n 4.1
hemos probado que el nu´mero de elementos en un cuerpo finito tiene la forma pn donde p es un
primo. Ahora vamos a mostrar que dado un nu´mero pn existe un cuerpo finito con pn elementos.
Para hacerlo necesitamos algunos resultados de Teor´ıa de Cuerpos que conecta nuestro problema
con la existencia de polinomios irreducibles. Entonces debemos probar un teorema (volviendo a
Gauss) que nos muestra que Z/Zp[x] contiene polinomios irreducibles de cada grado.
Sea k un cuerpo arbitrario y f(x) un polinomio irreducible en k[x]. Se tiene entonces:
Proposicio´n 4.2.1 Existen un cuerpo K ⊃ k y un elemento α ∈ K tal que f(α) = 0.
Demostracio´n:
Sabiendo que k[x] es un dominio de ideales principales, se sigue que (f(x)) es un ideal maximal
y entonces k[x]/(f(x)) es un cuerpo. Sea K ′ = k[x]/(f(x)) y sea φ el homomorfismo que va de k[x]
en K ′ llevando cada elemento en su clase mo´dulo (f(x)). Se tiene el diagrama
k[x]
φ //K ′
k
?
i
OO
φ/k
// φ(k)
?
i
OO
Se tiene que φ(k) es un subcuerpo de K ′. Vamos a probar que es isomorfo a k. Es suficiente
mostrar que φ restringido a k es biyectivo. Sea a ∈ k. Si φ(a) = 0 entonces a ∈ (f(x)). Si a 6= 0, es
una unidad y no puede haber un elemento de un ideal propio. Por tanto, a = 0, como quer´ıamos
probar.
Dado que φ es un isomorfismo de k vamos a identificar k con φ(k). Una vez hecho vamos a
renombrar K ′ como K.
Sea α la clase de x en K. Entonces 0 = φ(f(x)) = f(φ(x)) = f(α), es decir, α es una ra´ız de
f(x) en K. 
Denotemos a este cuerpo K como k(α).
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Proposicio´n 4.2.2 Los elementos 1, α, α2, . . . , αn−1 son una base del espacio vectorial para k(α)
sobre k, donde n es el grado de f(x).
La demostracio´n de esta proposicio´n es la misma que la de la Proposicio´n 3.1.8 y el Corolario
3.1 pero reemplazando Q por k y el nu´mero complejo α por el α descrito antes.
La proposicio´n nos muestra que si queremos encontrar una extensio´n de cuerpos K de k de
grado n entonces es suficiente con dar un polinomio irreducible f(x) ∈ k[x] de grado n.
En Z/Zp[x] hay un nu´mero finito de polinomios para un grado dado. Sea Fd(x) el producto de
polinomios mo´nicos irreducibles en Z/Zp[x] de grado d.
Teorema 4.2 En las condiciones anteriores:
xp
n − x =
∏
d|n
Fd(x)
Demostracio´n:
Antes de nada podemos ver que si f(x) divide a xp
n − x, entonces f(x)2 no divide a xpn − x.
Si fuera as´ı, se sigue que
−1 = 2f(x)f ′(x)g(x) + f(x)2g′(x)
por derivacio´n formal. Esto es imposible dado que implica que f(x) divide a 1.
Nos queda por probar que si f(x) es un polinomio mo´nico irreducible de grado d entonces
f(x) | (xpn − x) si y so´lo si d | n.
Consideremos K = Z/Zp(α) donde α es una ra´ız de f(x), como en la Proposicio´n 4.2.2.
Entonces K tiene dimensio´n d sobre Z/Zp y tiene pd elementos. Los elementos de K satisfacen
xp
d − x = 0.
Asumamos que xp
n − x = f(x)g(x). Entonces αpn = α. Si
b1α
d−1 + b2αd−2 + · · ·+ bd
es un elemento cualquiera de K entonces
(b1α
d−1 + b2αd−2 + · · ·+ bd)pn = b1(αpn)d−1 + · · ·+ bd = b1αd−1 + · · ·+ bd.
Por tanto, los elementos de K satisfacen xp
d −x = 0. Se sigue que xpd −x divide xpn −x y por
los Lemas 4.2 y 4.3, d divide n.
Asumamos ahora que d | n. Dado que αpd = α y f(x) es un polinomio mo´nico irreducible para
α se tiene que f(x) | (xpd − x). Del mismo modo, dado que d | n se tiene que (xpd − x) | (xpn − x)
otra vez por los Lemas 4.2 y 4.3. Por lo tanto f(x) | (xpn − x). 
Sea Nd el nu´mero de polinomios mo´nicos irreducibles de grado d en Z/Zp[x]. Igualando los
grados en ambos lados de la identidad del Teorema 4.2 nos lleva a
Corolario 4.3 En las condiciones anteriores:
pn =
∑
d|n
dNd.
Corolario 4.4 En las condiciones anteriores:
Nn = n
−1∑
d|n
µ
(n
d
)
pd.
Demostracio´n:
Aplicando la Fo´rmula de Inversio´n de Mo¨bius (0.3) a la ecuacio´n del Corolario 4.3 se
tiene la demostracio´n. 
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Corolario 4.5 Para todo entero n ≥ 1 existe un polinomio irreducible de grado n en Z/Zp[x].
Demostracio´n:
Se tiene que Nn = n
−1(pn − · · ·+ pµ(n)) por el Corolario 4.4. El te´rmino entre pare´ntesis no
puede ser cero dado que es la suma de distintas potencias de p con coeficientes 1 y −1. 
Resumiendo se tiene que
Teorema 4.3 Sea n ≥ 1 un entero y p un primo. Entonces existe un cuerpo finito con pn elemen-
tos.
4.3. Una aplicacio´n a los residuos cuadra´ticos
En el Cap´ıtulo 3 hemos probado la Ley de Reciprocidad usando las sumas de Gauss y los
elementos de la teor´ıa de nu´meros algebraicos. Ahora vamos a dar una prueba extremadamente
corta usando cuerpos finitos.
Sea p y q distintos primos impares. Dado que gcd(p, q) = 1 hay un entero n (por ejemplo, p−1)
tal que qn ≡ 1 (p). Sea F un cuerpo finito de dimensio´n n sobre Z/Zq. Entonces F ∗ es c´ıclico
de orden qn − 1. Sea γ un generador de F ∗ y definamos λ = γ q
n−1
p . Entonces λ tiene orden p.
Definamos
τa =
p−1∑
t=0
(
t
p
)
λat,
donde a ∈ Z. El elemento τa ∈ F es ana´logo al visto en el Cap´ıtulo 3 de las sumas cuadra´ticas
de Gauss. Definamos τ1 = τ . Por tanto, las demostraciones de las Proposiciones 3.3.1 y 3.3.2
pueden ser usadas para mostrar que
(1) τa =
(
a
p
)
τ .
(2) τ2 = (−1) p−12 p.
En la igualdad (2), p es la clase p en Z/Zq. Sea p∗ = (−1) p−12 p. Entonces la igualdad (2)
podemos escribirla como
τ2 = p∗,
lo cual implica que
(
p∗
q
)
= 1 si y so´lo si τ ∈ Z/Zq. Por el Corolario 4.1 esto se cumple si y so´lo
si τ q = τ . Ahora
τ q =
(∑
t
(
t
p
)
λt
)q
=
∑
t
(
t
p
)
λqt = τq.
En la igualdad (1) se tiene
τq =
(
q
p
)
τ.
Por lo tanto,
τ q = τ ⇐⇒
(
q
p
)
= 1.
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Por lo que hemos probado que (
p∗
q
)
= 1⇐⇒
(
q
p
)
= 1.
Esto nos prueba la Ley de Reciprocidad Cuadra´tica. 
Una demostracio´n de que
(
2
q
)
= (−1) q
2−1
8 puede ser dada usando la misma te´cnica. En el
Cap´ıtulo 3 dimos la prueba de que
(
2
q
)
= 1 si q ≡ 1 (8). Si q 6≡ 1 (8), es en cualquier caso cierto
que q2 ≡ 1 (8). En este caso podemos resolverlo en un cuerpo finito F de dimensio´n 2 sobre Z/Zq.
Se puede ver que 2 siempre es residuo cuadra´tico. Esto se puede probar de la siguiente manera:
Se sabe que F tiene q2 elementos y por tanto F ∗ tiene q2 − 1 elementos y adema´s es un grupo
c´ıclico. Sea λ un posible generador de F ∗, el cual cumple que:
λq
2−1 ≡ 1 (q)
Definamos entonces ζ = λ
q2−1
8 , el cual se puede ver que tiene orden 8. A partir de aqu´ı usaremos
lo visto en la Seccio´n 3.2 y dado que, como se puede probar fa´cilmente, existe ζ−1 entonces se
tiene que
α2 = (ζ + ζ−1)2 = 2
por lo que 2 es un residuo cuadra´tico en F .
Por otro lado, 2 es residuo cuadra´tico en Z/Zq si y so´lo si α ∈ Z/Zq. Esto es equivalente, dado
que Z/Zq es un cuerpo finito, a que
αq ≡ α (q)
De lo que se tiene que
αq−1 ≡ 1 (q)
De lo cual, dado que α2 = 2, se tiene que
2
q−1
2 ≡ 1 (q)
Con esto hemos demostrado, usando cuerpos finitos, los resultados previos a la primera demos-
tracio´n de la Ley de Reciprocidad Cuadra´tica para 2. A partir de aqu´ı, usando Proposicio´n 2.1.3
se tiene que 2 es residuo cuadra´tico en Z/Zq si y so´lo q ≡ ±1 (8).

Cap´ıtulo 5
Ley de Reciprocidad Cuadra´tica
usando las sumas de Jacobi
5.1. Caracteres multiplicativos
Antes de ponernos con la Ley de Reciprocidad Cuadra´tica en s´ı vamos a necesitar generalizar
el concepto de sumas de Gauss definido en el Cap´ıtulo 3 en su versio´n cuadra´tica.
Tambie´n nos va a interesar considerar el problema de contar el nu´mero de soluciones de ecua-
ciones con coeficientes en un cuerpo finito. Esto nos llevara´ a definir el concepto de suma de Jacobi.
Definicio´n 5.1 Un cara´cter multiplicativo en Z/Zp es una aplicacio´n que va (Z/Zp)∗ en los nu´me-
ros complejos no nulos que satisface
χ(ab) = χ(a)χ(b) ∀a, b ∈ (Z/Zp)∗.
Es decir, es un homomorfismo de grupos multiplicativos.
El s´ımbolo de Legendre,
(
a
p
)
, es un ejemplo de un cara´cter si se ve como una funcio´n de la clase
de a mo´dulo p.
Otro ejemplo es el cara´cter multiplicativo trivial definida por
ε(a) = 1, ∀a ∈ (Z/Zp)∗.
Va a ser u´til extender el dominio de la definicio´n de un cara´cter multiplicativo a todo Z/Zp. Si
χ 6= ε, asumiremos que χ(0) = 0. Para ε denotaremos ε(0) = 1.
Proposicio´n 5.1.1 Sea χ un cara´cter multplicativo y a ∈ Z/Zp. Entonces
(a) χ(1) = 11.
(b) χ(a) es una ra´ız (p− 1)-e´sima de la unidad.
(c) χ(a−1) = χ(a)−1 = χ(a).
Demostracio´n:
Para probar el apartado (a) usaremos que χ(1) = χ(1 · 1) = χ(1)χ(1). Entonces χ(1) = 1 dado
que χ(1) 6= 0.
Para probar el apartado (b) usaremos que la ecuacio´n ap−1 = 1 implica que 1 = χ(1) =
χ(ap−1) = χ(a)p−1.
El apartado (c) se tiene trivialmente por ser un homomorfismo y porque si ζ es una ra´ız n-e´sima,
entonces ζ−1 = ζ. 
1Cabe mencionar que en el apartado (a) el 1 en el lado izquierdo es la unidad de Z/Zp mientras que el 1 en el
lado derecho es el nu´mero complejo 1. La barra del apartado (c) es el conjugado complejo.
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Proposicio´n 5.1.2 Sea χ un cara´cter multplicativo. Entonces∑
t∈Z/Zp
χ(t) =
{
0 si χ 6= ε,
p si χ = ε.
Demostracio´n:
El caso χ = ε es obvio as´ı que asumiremos que χ 6= ε. En este caso hay un elemento a ∈ (Z/Zp)∗
tal que χ(a) 6= 1. Sea T = ∑t∈Z/Zp χ(t). Entonces
χ(a)T =
∑
t∈Z/Zp
χ(a)χ(t) =
∑
t∈Z/Zp
χ(at) = T.
La u´ltima igualdad se sigue de que at recorre todos los elementos de Z/Zp del mismo modo
que lo hace t. Dado que χ(a)T = T y que χ(a) 6= 1 se tiene que T = 0. 
Veamos que los caracteres multiplicativos forman un grupo. Vamos a obviar a partir de ahora
la palabra multiplicativo.
(1) Si χ y λ son caracteres, entonces χλ es la aplicacio´n que lleva el elemento a ∈ (Z/Zp)∗ en
χ(a)λ(a).
Probemos que χλ es un cara´cter:
Sean a, b ∈ (Z/Zp)∗. Dado que (Z/Zp)∗ es un grupo entonces ab ∈ (Z/Zp)∗ y por la definicio´n
de χλ se tiene que:
χλ(ab) = χ(ab)λ(ab)
Dado que tanto χ como λ son caracteres se tiene que:{
χ(ab) = χ(a)χ(b)
λ(ab) = λ(a)λ(b)
Por lo tanto tenemos:
χλ(ab) = χ(a)χ(b)λ(a)λ(b)
Usando la conmutatividad del producto en (Z/Zp)∗ se tiene que
χλ(ab) = χ(a)λ(a)χ(b)λ(b)
Si volvemos a aplicar la definicio´n de χλ se tiene que
χλ(ab) = χλ(a)χλ(b)
que es lo quer´ıamos probar.
(2) Si χ es un cara´cter, entonces χ−1 es la aplicacio´n que lleva el elemento a ∈ (Z/Zp)∗ en χ(a)−1.
Probemos que χ−1 es un cara´cter:
Sean a, b ∈ (Z/Zp)∗. Por ser (Z/Zp)∗ un grupo se tiene que ab ∈ (Z/Zp)∗ y por la definicio´n
de χ−1 se tiene que:
χ−1(ab) = χ(ab)−1
Dado que tanto χ es un cara´cter se tiene que:
χ(ab) = χ(a)χ(b)
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Por lo tanto tenemos:
χ−1(ab) = (χ(a)χ(b))−1
Usando que se cumple que la potencia del producto es igual al producto de las potencias en
(Z/Zp)∗ tiene que
χ−1(ab) = χ(a)−1χ(b)−1
Si volvemos a aplicar la definicio´n de χ−1 se tiene que
χ−1(ab) = χ−1(a)χ−1(b)
que es lo quer´ıamos probar.
Adema´s, se tiene trivialmente que la identidad es este grupo es el cara´cter ε.
Proposicio´n 5.1.3 El grupo de los caracteres es un grupo c´ıclico de orden p− 1. Si a ∈ (Z/Zp)∗
y a 6= 1, entonces hay un cara´cter χ tal que χ(a) 6= 1.
Demostracio´n:
Sabemos que (Z/Zp)∗ es c´ıclico (por el Teorema 1.1). Sea g ∈ (Z/Zp)∗ un generador. Entonces
cualquier elemento a ∈ (Z/Zp)∗ es una potencia de g. Si a = gl y χ es un cara´cter, entonces
χ(a) = χ(g)l. Esto nos muestra que χ esta´ completamente determinado por el valor de χ(g). Dado
que χ(g) es una (p− 1)-e´sima ra´ız de la unidad y dado que hay p− 1 de ellas, se sigue que el grupo
de los cara´cteres tiene orden a lo sumo p− 1.
Ahora definamos una funcio´n λ por la ecuacio´n λ(gk) = e
2piik
p−1 . Se puede ver fa´cilmente que λ
esta´ bien definida y es un cara´cter. Se va a probar que p− 1 es el menor entero n tal que λn = ε.
Si λn = ε, entonces λn(g) = ε(g) = 1. Sin embargo,
λn(g) = λ(g)n = e
2piin
p−1 .
De lo cual se sigue que (p− 1) | n. Dado que
λp−1(a) = λ(a)p−1 = λ(ap−1) = λ(1) = 1
tenemos que λp−1 = ε. Hemos establecido que los carcteres ε, λ, λ2, . . . , λp−2 son todas distintas.
Dado que, por la primera parte de la prueba, hay a lo sumo p − 1 caracteres, se tiene que hay
exactamente p− 1 caracteres y que el grupo es c´ıclico con λ como generador.
Si a ∈ (Z/Zp)∗ y a 6= 1 entonces a = gl con (p− 1) - l. Se tiene que
λ(a) = λ(g)l = e
2piil
p−1 6= 1.
Esto concluye la prueba. 
Corolario 5.1 Si a ∈ Z/Zp y a 6= 1, entonces ∑χ χ(a) = 0, donde el sumatorio es sobre todos
los caracteres.
Demostracio´n:
Sea S =
∑
χ χ(a). Dado que a 6= 1 hay, por la Proposicio´n 5.1.3, un cara´cter λ tal que
λ(a) 6= 1. Entonces
λ(a)S =
∑
χ
λ(a)χ(a) =
∑
λχ
λχ(a) = S.
La u´ltima igualdad se tiene dado que λχ recorre todos los caracteres, del mismo modo que χ
lo hace. Se sigue que (λ(a)− 1)S = 0 y por tanto S = 0. 
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Los caracteres pueden resultarnos muy u´tiles en el estudio de ecuaciones. Para ilustrarlo, con-
sideremos la ecuacio´n xn = a con a ∈ (Z/Zp)∗. Por la Proposicio´n 1.2.1, se tiene que una
solucio´n existe si y so´lo si a
p−1
d = 1 donde d = gcd(n, p − 1) y, si existe una solucio´n, enton-
ces hay exactamente d soluciones. Por simplicidad, vamos a asumir que n | (p − 1) y por tanto,
d = gcd(n, p− 1) = n.
Ahora se va dar un criterio para la solucio´n de la ecuacio´n xn = a usando caracteres.
Proposicio´n 5.1.4 Si a ∈ (Z/Zp)∗, n | (p − 1) y xn = a no tiene solucio´n, entonces hay un
cara´cter χ tal que
(a) χn = ε.
(b) χ(a) 6= 1.
Demostracio´n:
Sean g y λ como en la Proposicio´n 5.1.3 y definamos χ = λ
p−1
n . Entonces
χ(g) = λ
p−1
n (g) = λ(g)
p−1
n = e
2pii
n .
Sea a = gl para algu´n l, y dado que xn = a no tiene solucio´n, se tiene que n - l. Entonces
χ(a) = χ(g)l = e
2piil
n 6= 1.
Finalmente, χn = λp−1 = ε. 
Para un elemento a ∈ (Z/Zp)∗, denotemos a N(xn − a) como el nu´mero de soluciones para la
ecuacio´n xn = a. Si n | (p− 1), se tiene que
Proposicio´n 5.1.5
N(xn − a) =
∑
χn=ε
χ(a)
donde el sumatorio recorre todos los caracteres de orden divisor de n.
Demostracio´n:
Se va a probar primero que hay exactamente n caracteres de orden divisor de n. Dado que
el valor de χ(g) para ese cara´cter debe ser una ra´ız n-e´sima de la ra´ız, hay, a lo sumo, n de esos
caracteres. En la Proposicio´n 5.1.4 se pudo encontrar un cara´cter χ tal que χ(g) = e
2pii
n . Se sigue
que ε, χ, χ2, . . . , χn−1 son n caracteres distintos de orden disivor de n.
Para probar la fo´rmula, se tiene que xn = 0 tiene una solucio´n, x = 0. Por otro lado,∑
χn=ε χ(0) = 1, dado que ε(0) = 1 y χ(0) = 0 para χ 6= ε.
Ahora supongamos que a 6= 0 y que xn = a tiene solucio´n, es decir, hay un elemento b tal que
bn = a. Si χn = ε, entonces
χ(a) = χ(bn) = χ(b)n = χn(b) = ε(b) = 1.
Por tanto, ∑
χn=ε
χ(a) = n,
que es N(xn − a) en este caso.
Finalmente, supongamos que a 6= 0 y que xn = a no tiene solucio´n. Vamos a probar que∑
χn=ε
χ(a) = 0.
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Denotemos la suma anterior como T . Por la Proposicio´n 5.1.4, hay un cara´cter ρ tal que
ρ(a) 6= 1 y ρn = ε. Un ca´lculo sencillo muestra que ρ(a)T = T (usando el hecho de que los
caracteres de orden divisor de n forman un grupo). Entonces, (ρ(a)− 1)T = 0 y por tanto, T = 0,
tal y como quer´ıamos demostrar. 
Como un caso especial, se supone que p es impar y n = 2. Entonces, la Proposicio´n 5.1.5
dice que
N(x2 − a) = 1 +
(
a
p
)
,
donde
(
a
p
)
es el s´ımbolo de Legendre.
En la Seccio´n 5.3 volveremos a las ecuaciones sobre Z/Zp.
5.2. Sumas de Gauss
En el Cap´ıtulo 3 introdujimos las sumas cuadra´ticas de Gauss. La pro´xima definicio´n genera-
liza ese concepto.
Definicio´n 5.2 Sea χ un cara´cter de Z/Zp y a ∈ Z/Zp. Sea ga(χ) =
∑p−1
t=0 χ(t)ζ
at y ζ = e
2pii
p . Se
dice que ga(χ) es la suma de Gauss sobre Z/Zp asociada al cara´cter χ.
Proposicio´n 5.2.1 Sea ga(χ) la suma de Gauss sobre Z/Zp asociada al cara´cter χ. Se cumple la
siguiente igualdad:
ga(χ) =

χ(a−1)g1(χ) si a 6= 0 y χ 6= ε
0 si a 6= 0 y χ = ε
0 si a = 0 y χ 6= ε
p si a = 0 y χ = ε
Demostracio´n:
Veamos el primer caso. Multiplicando ambos lados de la igualdad de la suma de Gauss por χ(a)
se tiene que
χ(a)ga(χ) = χ(a)
p−1∑
t=0
χ(t)ζat =
p−1∑
at=0
χ(at)ζat = g1(χ).
donde la u´ltima igualdad se cumple porque at recorre todos los elementos de Z/Zp al igual que lo
hace t. Esto prueba el primer caso.
Vamos a ver ahora con el segundo caso:
ga(ε) =
p−1∑
t=0
ε(t)ζat =
p−1∑
t=0
ζat = 0.
Para ello hemos usado el Lema 3.1.
A continuacio´n veamos el tercer caso:
g0(χ) =
p−1∑
t=0
χ(t)ζ0t =
p−1∑
t=0
χ(t) = 0.
donde la u´ltima igualdad se cumple por la Proposicio´n 5.1.2.
Finalmente, veamos el u´ltimo caso:
g0(ε) =
p−1∑
t=0
(t)ζ0t =
p−1∑
t=0
ε(t) = p.
donde la u´ltima igualdad se cumple nuevamente por la Proposicio´n 5.1.2. 
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A partir de ahora, se va a denotar g1(χ) como g(χ). Nuestro objetivo va a ser determinar el
valor absoluto de g(χ). Esto se puede hacer fa´cilmente imitando la prueba de la Proposicio´n
3.3.2.
Proposicio´n 5.2.2 Si χ 6= ε, entonces
|g(χ) |= √p.
Demostracio´n:
La idea consiste en evaluar la suma ∑
a∈Z/Zp
ga(χ)ga(χ)
de dos formas.
Si a 6= 0, entonces por la Proposicio´n 5.2.1, se tiene
ga(χ) = χ(a−1)g(χ) = χ(a)g(χ)
y
ga(χ) = χ(a
−1)g(χ).
Entonces
ga(χ)ga(χ) = χ(a
−1)ζ(a)g(χ)g(χ) = g(χ)g(χ) =|g(χ) |2 .
Dado que g0(χ) = 0 el sumatorio vale (p− 1) |g(χ) |2. Por otro lado, se tiene que
ga(χ)ga(χ) =
∑
x∈Z/Zp
∑
y∈Z/Zp
χ(x)χ(y)ζax−ay.
Sumando en ambos lados sobre a y usando el Corolario 3.2 nos lleva a que∑
a∈Z/Zp
ga(χ)ga(χ) =
∑
x∈Z/Zp
∑
y∈Z/Zp
χ(x)χ(y)δ(x, y)p = (p− 1)p.
donde
δ(x, y) =
{
1 si x = y
0 si x 6= y
Por tanto,
(p− 1) |g(χ) |2= (p− 1)p.
y el resultado se sigue. 
La relacio´n entre el resultado anterior y la Proposicio´n 3.3.2 se hara´ ma´s clara tras las
siguientes consideraciones.
La relacio´n entre g(χ) y g(χ), donde χ es el cara´cter que lleva el elemento a hasta χ(a) (o lo
que es lo mismo, el cara´cter χ−1) es la siguiente:
g(χ) =
p−1∑
t=0
χ(t)ζ−t = χ(−1)
p−1∑
−t=0
χ(−t)ζ−t = χ(−1)g(χ).
Se ha usado en la segunda igualdad el hecho de que χ(−1) = χ(−1), lo cual es obvio dado que
χ(−1) = ±1. Entonces, el hecho de que |g(χ) |2= p se puede escribir como g(χ)g(χ) = χ(−1)p. Si
χ es el s´ımbolo de Legendre, esta relacio´n es precisamente el resultado en la Proposicio´n 3.3.2.
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5.3. Sumas de Jacobi
Consideremos la ecuacio´n x2+y2 = 1 sobre el cuerpo Z/Zp. Dado que Z/Zp es finito, la ecuacio´n
so´lo tiene un nu´mero finito de soluciones. Sea N(x2 + y2− 1) ese nu´mero. Vamos a determinar ese
valor expl´ıcitamente.
Notemos que
N(x2 + y2 − 1) =
∑
a+b=1
N(x2 − a)N(y2 − b),
donde el sumatorio recorre todos los pares a, b ∈ Z/Zp tales que a+ b = 1. Dado que N(x2− a) =
1 +
(
a
p
)
, se obtiene por sustitucio´n que
N(x2 + y2 − 1) = p+
∑
a∈Z/Zp
(
a
p
)
+
∑
b∈Z/Zp
(
b
p
)
+
∑
a+b=1
(
a
p
)(
b
p
)
.
Los primeros sumatorios son cero, por lo que so´lo nos queda evaluar el u´ltimo sumatorio.
Veremos en breve que su valor es −(−1) p−12 . Entonces
N(x2 + y2 − 1) =
{
p− 1 si p ≡ 1 (4)
p+ 1 si p ≡ 3 (4)
Yendo un paso ma´s alla´, evaluemos N(x3 + y3 − 1). Como antes tenemos que
N(x3 + y3 − 1) =
∑
a+b=1
N(x3 − a)N(y3 − b).
Si p ≡ 2 (3), entonces N(x3 − a) = 1 para todo a dado que gcd(3, p− 1) = 1. Esto implicar´ıa
que N(x3 + y3 − 1) = p en este caso.
Asumamos entonces que p ≡ 1 (3). Sea χ 6= ε un cara´cter de orden 3. Entonces χ2 es un
cara´cter de orden 3 y χ2 6= ε. Por lo tanto, ε, χ y χ2 son todas los caracteres de orden 3 a
las que llamaremos a partir de ahora caracteres cu´bicos. Por la Proposicio´n 5.1.5 tenemos que
N(x3 − a) = 1 + χ(a) + χ2(a). Entonces
N(x3 + y3 − 1) =
∑
a+b=1
2∑
i=0
χi(a)
2∑
j=0
χj(b) =
2∑
i=0
2∑
j=0
( ∑
a+b=1
χi(a)χj(b)
)
.
El sumatorio interior es similar al sumatorio que ocurr´ıa en el ana´lisis de N(x2 + y2 − 1).
Definicio´n 5.3 Sean χ y λ caracteres de Z/Zp. Se denomina suma de Jacobi a J(χ, λ), el cual
viene expresado como
J(χ, λ) =
∑
a+b=1
χ(a)λ(b)
Para completar el ana´lisis de N(x2+y2−1) y de N(x3+y3−1) se necesita obtener informacio´n
del valor de las sumas de Jacobi. El siguiente teorema no so´lo nos proporcionara´ esta informacio´n
sino que muestra tambie´n una gran conexio´n entre las sumas de Jacobi y las de Gauss.
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Teorema 5.1 Sean χ y λ caracteres no triviales. Entonces
(a) J(ε, ε) = p.
(b) J(ε, χ) = 0.
(c) J(χ, χ−1) = −χ(−1).
(d) Si χλ 6= ε, entonces
J(χ, λ) =
g(χ)g(λ)
g(χλ)
.
Demostracio´n:
El apartado (a) es inmediato y el apartado (b) tambie´n lo es por la Proposicio´n 5.1.2.
Para probar el apartado (c) se debe notar que
J(χ, χ−1) =
∑
a+b=1
χ(a)χ−1(b) =
∑
a+b=1
b 6=0
χ
(a
b
)
=
∑
a6=1
χ
(
a
1− a
)
Escribamos a1−a = c. Si c 6= −1, entonces a = c1+c . Se sigue que, del mismo modo que a recorre
todos los elementos de Z/Zp menos el elemento 1, c recorre todos los elementos de Z/Zp menos el
elemento −1. Entonces
J(χ, χ−1) =
∑
c6=−1
χ(c) = −χ(−1).
Para probar el apartado (d) se debe notar que
g(χ)g(λ) =
 ∑
x∈Z/Zp
χ(x)ζx
 ∑
y∈Z/Zp
λ(y)ζy
 = ∑
x,y∈Z/Zp
χ(x)λ(y)ζx+y =
∑
t∈Z/Zp
( ∑
x+y=t
χ(x)λ(y)
)
ζt.
(5.1)
Si t = 0, entonces∑
x+y=t
χ(x)λ(y) =
∑
x∈Z/Zp
χ(x)λ(−x) = λ(−1)
∑
x∈Z/Zp
χλ(x) = 0,
dado que χλ 6= ε por hipo´tesis.
Si t 6= 0, definimos x′ y y′ como x = tx′ y y = ty′. Si x+ y = t, entonces x′ + y′ = 1. Se sigue
que ∑
x+y=t
χ(x)λ(y) =
∑
x′+y′=1
χ(tx′)λ(ty′) = χλ(t)J(χ, λ).
Sustituyendo en la ecuacio´n (5.1) se tiene que
g(χ)g(λ) =
∑
t∈Z/Zp
χλ(t)J(χ, λ)ζt = J(χ, λ)g(χλ).
Esto concluye la prueba. 
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Corolario 5.2 Si χ, λ y χλ son distintos de ε, entonces
|J(χ, λ) |= √p.
Demostracio´n:
Tomando el valor absoluto a ambos lados de la ecuacio´n del apartado (d) del Teorema 5.1 y
usando la Proposicio´n 5.2.2 se tiene la demostracio´n. 
Volviendo de nuevo al ana´lisis de N(x2 + y2− 1) y N(x3 + y3− 1), donde era necesario evaluar
el sumatorio
∑
a+b=1
(
a
p
)(
b
p
)
. El apartado (c) del Teorema 5.1 da el resultado
−
(−1
p
)
= −(−1) p−12 ,
tal y como se uso´ anteriormente.
Para el caso de N(x3 + y3 − 1) es necesario evaluar el sumatorio ∑a+b=1 χi(a)χj(b), donde χ
es un cara´cter cu´bico. Aplicando el Teorema 5.1 se llega al siguiente resultado
N(x3 + y3 − 1) = p− χ(−1)− χ2(−1) + J(χ, χ) + J(χ2, χ2).
Dado que −1 = (−1)3 se tiene que χ(−1) = χ3(−1) = 1. Se debe notar tambie´n que χ2 =
χ−1 = χ. Entonces
N(x3 + y3 − 1) = p− 2 + 2 Re J(χ, χ).
Este resultado no es tan elegante como el dado para N(x2 + y2 − 1) al no conocer J(χ, χ)
expl´ıcitamente. Sin embargo, por el Corolario 5.2 sabemos que |J(χ, χ) |= √p y se tiene entonces
la estimacio´n
|N(x3 + y3 − 1)− p+ 2 | ≤ 2√p.
Si se escribe Np para el nu´mero de soluciones de x
3 + y3 = 1 en el cuerpo Z/Zp, entonces la
estimacio´n nos dice que es aproximadamente a p − 2 con un te´rmino de error igual a 2√p. Esto
muestra que, para primos grandes p hay siempre muchas soluciones.
Si p ≡ 1 (3), hay al menos 6 soluciones dado que x3 = 1 y y3 = 1 tienen 3 soluciones cada
uno y obviamente se tiene que 1 + 0 = 1 y 0 + 1 = 1. Para p = 7, 13 so´lo existen esas soluciones
mientras que, para p = 19 existen otras soluciones, como 33 + 103 ≡ 1 (19). Estas soluciones “no
triviales” existen para todo p ≥ 19 dado que se sigue de la estimacio´n que Np ≥ p− 2− 2√p > 6
para p ≥ 19.
Usando las sumas de Jacobi se puede extender nuestro ana´lisis a ecuaciones de la forma axn +
byn = 1.
El Corolario 5.2 tiene dos consecuencias inmediatas de intere´s.
Proposicio´n 5.3.1 Si p ≡ 1 (4), entonces existen enteros a y b tales que a2 + b2 = p.
Si p ≡ 1 (3), entonces existen enteros a y b tales que a2 − ab+ b2 = p.
Demostracio´n:
Si p ≡ 1 (4), hay un cara´cter χ de orden 4 (si λ tiene orden p− 1, sea χ = λ p−14 ). Los valores
de χ son los del conjunto {1,−1, i,−i}. Entonces
J(χ, χ) =
∑
s+t=1
χ(s)χ(t) ∈ Z[i].
Se sigue que J(χ, χ) = a+ bi, donde a, b ∈ Z. Por lo tanto,
p =|J(χ, χ) |2= a2 + b2.
Lo que demuestra la primera afirmacio´n.
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Si p ≡ 1 (3), hay un cara´cter χ de orden 3. Los valores de χ son los del conjunto {1, ω, ω2} donde
ω = e
2pii
3 = −1+
√−3
2 . Entonces J(χ, χ) ∈ Z[ω]. Como se ve arriba, se tiene que J(χ, χ) = a + bω,
donde a, b ∈ Z y por tanto,
p =|J(χ, χ) |2=|a+ bω |2= a2 − ab+ b2.
Lo que lleva a la demostracio´n de la proposicio´n. 
El hecho de que los p ≡ 1 (4) pueden ser escritos como la suma de dos cuadrados fue descubierto
por Fermat. No es fa´cil probar que si a, b > 0, con a impar y b par, entonces la representacio´n
p = a2 + b2 es u´nico.
Si p ≡ 1 (3), la representacio´n p = a2 − ab + b2 no es u´nica incluso si se escribe que a, b > 0.
Esto se puede ver de las ecuaciones
a2 − ab+ b2 = (b− a)2 − (b− a)b+ b2 = a2 − a(a− b) + (a− b)2.
Sin embargo, se pueden reformular las cosas para que el resultado sea u´nico. Si p = a2−ab+b2,
entonces
4p = (2a− b)2 + 3b2 = (2b− a)2 + 3a2 = (a+ b)2 + 3(a− b)2.
Se quiere demostrar que 3 divide a a, a b o a a − b. Supongamos que 3 - a y que 3 - b. Si
a ≡ 1 (3) y b ≡ 2 (3) o viceversa, entonces a2 − ab + b2 ≡ 0 (3), lo cual implica que 3 | p, que
ser´ıa una contradiccio´n. Entonces, 3 | (a− b), que lleva al siguiente resultado:
Proposicio´n 5.3.2 Si p ≡ 1 (3), entonces hay unos enteros A y B tales que 4p = A2 + 27B2. En
esta representacio´n para 4p, A y B esta´n un´ıvocamente determinados salvo signo.
Demostracio´n:
Tomando congruencia mo´dulo 3 se tiene que
1 ≡ A2 (3)
dado que p ≡ 1 (3). Por lo tanto se tiene que
A ≡ ±1 (3)
Si suponemos que A ≡ 1 (3) se tiene que A esta´ un´ıvocamente determinado. En cualquier
caso, A esta´ un´ıvocamente determinado salvo signo y por tanto, al estar tanto 4p como A fijados,
B tambie´n esta´ un´ıvocamente determinado salvo signo. 
El Teorema 5.1 junto con un argumento simple nos lleva a una interesante relacio´n entre las
sumas de Gauss y las de Jacobi.
Proposicio´n 5.3.3 Supongamos que p ≡ 1 (n) y que χ es un cara´cter de orden n > 2. Entonces
g(χ)n = χ(−1)J(χ, χ)J(χ, χ2) · · · J(χ, χn−2)p.
Demostracio´n:
Usando el apartado (d) del Teorema 5.1 se tiene que
g(χ)2 = J(χ, χ)g(χ2).
Multiplicando ambos lados por g(χ) se tiene que
g(χ)3 = J(χ, χ)J(χ, χ2)g(χ3).
Continuando de esta manera se tiene
g(χ)n−1 = J(χ, χ)J(χ, χ2) · · · J(χ, χn−2)g(χn−1). (5.2)
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Por otro lado, se sabe que, dado que χ tiene cara´cter n, χn−1 = χ−1 = χ. Por tanto, como ya
hemos visto antes,
g(χ)g(χn−1) = g(χ)g(χ) = χ(−1)p.
Por tanto el resultado se tiene multiplicando ambos lados de la ecuacio´n (5.2) por g(χ). 
Corolario 5.3 Si χ es un cara´cter cu´bico, entonces
g(χ)3 = pJ(χ, χ).
Demostracio´n:
Esto es simplemente un caso especial de la Proposicio´n 5.3.3 y el hecho de que χ(−1) =
χ((−1)3) = 1. 
Usando este corolario, se puede ya analizar en mayor profundidad el nu´mero complejo J(χ, χ)
que aparec´ıa en la discusio´n sobre N(x3 +y3−1). Se ha visto que J(χ, χ) = a+ bω, donde a, b ∈ Z
y ω = e
2pii
3 = −1+
√−3
2 .
Proposicio´n 5.3.4 Supongamos que p ≡ 1 (3) y que χ es un cara´cter cu´bico. Denotemos J(χ, χ) =
a+ bω como anteriormente. Entonces,
(a) b ≡ 0 (3).
(b) a ≡ −1 (3).
Demostracio´n:
Se va a trabajar con las congruencias del anillo de enteros algebraicos al igual que hicimos en
el Cap´ıtulo 3:
g(χ)3 =
 ∑
t∈Z/Zp
χ(t)ζt
3 ≡ ∑
t∈Z/Zp
χ(t)3ζ3t (3).
Dado que χ(0) = 0 y χ(t)3 = 1 para todo t 6= 0 se tiene que∑
t∈Z/Zp
χ(t)3ζ3t =
∑
t∈(Z/Zp)∗
ζ3t = −1.
Por lo tanto,
g(χ)3 = pJ(χ, χ) ≡ a+ bω ≡ −1 (3).
Trabajando con χ en vez de con χ y recordando que g(χ) = g(χ) se tiene que
g(χ)3 = pJ(χ, χ) ≡ a+ bω ≡ −1 (3).
Restando nos lleva a que
b(ω − ω) ≡ 0 (3),
o equivalentemente
b
√−3 ≡ 0 (3).
Entonces se tiene que
−3b2 ≡ 0 (9)
y por tanto que 3 | b. Dado que 3 | b y que a + bω ≡ −1 (3), se tiene que a ≡ −1 (3), como se
quer´ıa probar. 
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Corolario 5.4 Sea A = 2a− b y B = b3 . Entonces A ≡ 1 (3) y
4p = A2 + 27B2.
Demostracio´n:
Dado que J(χ, χ) = a + bω por la Proposicio´n 5.3.4 y que |J(χ, χ) |2= p por el Corolario
5.2 se tiene que p = a2 − ab+ b2. Entonces, tal y como se vio anteriormente
4p = (2a− b)2 + 3b2 = A2 + 27B2.
Por la Proposicio´n 5.3.4 se tiene que 3 |b y a ≡ −1 (3). Por lo tanto,
A = 2a− b ≡ 1 (3).
tal y como se quer´ıa probar. 
Con todo esto ya se cuentan con las herramientas necesarias para probar un bonito teorema
demostrado por Gauss.
Teorema 5.2 Supongamos que p ≡ 1 (3). Entonces existen enteros A y B tales que 4p = A2 +
27B2. Si suponemos adema´s que A ≡ 1 (3), entonces A esta´ un´ıvocamente determinado y
N(x3 + y3 − 1) = p− 2 +A.
Demostracio´n:
Ya hemos visto anteriormente que
N(x3 + y3 − 1) = p− 2 + 2 Re J(χ, χ).
Dado que J(χ, χ) = a+ bω como hemos en casos anteriores, se tiene que
Re J(χ, χ) =
2a− b
2
.
Entonces,
2 Re J(χ, χ) = 2a− b = A ≡ 1 (3).
La unicidad de A se tiene por la Proposicio´n 5.3.2. 
Ilustremos este teorema con dos ejemplos:
1. Sea p = 61. Se tiene que
4 · 61 = 12 + 27 · 32.
Entonces, el nu´mero de soluciones de x3 + y3 = 1 en Z/Z61 es 61− 2 + 1 = 60.
2. Sea ahora p = 67. Se tiene que
4 · 67 = 52 + 27 · 32.
Se debe tener cuidado aqu´ı; dado que 5 6≡ 1 (3) se debe elegir A = −5. Por tanto, el nu´mero
de soluciones de x3 + y3 = 1 en Z/Z67 es 67− 2− 5 = 60, coincidiendo con las de p = 61.
El Teorema 5.1 puede generalizarse pero se necesita antes una definicio´n.
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Definicio´n 5.4 Sean χ1, χ2, . . . , χl caracteres en Z/Zp. La suma de Jacobi de estos caracteres
se define como
J(χ1, χ2, . . . , χl) =
∑
t1+···+tl=1
χ1(t1)χ2(t2) · · ·χl(tl).
Se puede notar que cuando l = 2 se reduce a nuestra definicio´n anterior de las sumas de Jacobi.
Definiremos otra suma que sera´ u´til en el futuro, la cual se dejara´ sin nombrar:
J0(χ1, χ2, . . . , χl) =
∑
t1+···+tl=0
χ1(t1)χ2(t2) · · ·χl(tl).
Proposicio´n 5.3.5 Sean χ1, χ2, . . . , χl caracteres sobre Z/Zp. Se cumplen las siguientes propie-
dades:
(a) J0(ε, ε, . . . , ε) = J(ε, ε, . . . , ε) = p
l−1.
(b) Si alguno, pero no todos los χi, son triviales entonces
J0(χ1, χ2, . . . , χl) = J(χ1, χ2, . . . , χl) = 0.
(c) Si χl 6= ε entonces
J0(χ1, χ2, . . . , χl) =
{
0, si χ1χ2 · · ·χl 6= ε
χl(−1)(p− 1)J(χ1, χ2, . . . , χl−1) en caso contrario
Demostracio´n:
Se debe notar que para t1, t2, . . . , tl−1 cualesquiera fijos en Z/Zp, se tiene que tl esta´ un´ıvoca-
mente determinado por la condicio´n t1 + t2 + · · ·+ tl−1 + tl = 0. Por lo tanto,
J0(ε, ε, . . . , ε) = J(ε, ε, . . . , ε) = p
l−1.
Para probar el apartado (b), se asume que χ1, χ2, . . . , χs son no triviales y que χs+1 = χs+2 =
· · · = χl = ε. Entonces∑
t1+···+tl=0,1
χ1(t1)χ2(t2) · · ·χl(tl) =
∑
t1,t2,...,ts
χ1(t1)χ2(t2) · · ·χs(ts) =
= pl−s−1
 ∑
t1∈Z/Zp
χ1(t1)
 ∑
t2∈Z/Zp
χ2(t2)
 · · ·
 ∑
tl∈Z/Zp
χl(tl)
 = 0.
Para ello se ha usado la Proposicio´n 5.1.2. Entonces
J0(χ1, χ2, . . . , χl) = J(χ1, χ2, . . . , χl) = 0.
Para probar el apartado (c), se debe notar que
J0(χ1, χ2, . . . , χl) =
∑
s∈Z/Zp
 ∑
t1+···+tl−1=−s
χ1(t1) · · ·χl−1(tl−1)
χl(s)
Dado que χl 6= ε, χl(0) = 0 por lo que vamos a asumir que s 6= 0 en el sumatorio anterior. Si
s 6= 0, se definen t′i como ti = −st′i. Entonces
∑
t1+···+tl−1=−s
χ1(t1) · · ·χl−1(tl−1) = χ1χ2 · · ·χl−1(−s)
∑
t′1+···+t′l−1=1
χ1(t
′
1) · · ·χl−1(t′l−1) =
= χ1χ2 · · ·χl−1(−s)J(χ1, . . . , χl−1).
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Combinando estos resultados se llega a que
J0(χ1, χ2, . . . , χl) = χ1χ2 · · ·χl−1(−1)J(χ1, . . . , χl−1)
∑
s∈(Z/Zp)∗
χ1χ2 · · ·χl(s).
El resultado se tiene dado que el sumatorio es 0 si χ1χ2 · · ·χl 6= ε y p− 1 si χ1χ2 · · ·χl = ε. 
Teorema 5.3 Asumiendo que tanto χ1, χ2, . . . , χl como χ1χ2 · · ·χl no son triviales,
g(χ1)g(χ2) · · · g(χr) = J(χ1, χ2, . . . , χr)g(χ1χ2 · · ·χr).
Demostracio´n:
Sea ψ : Z/Zp → C definida como ψ(t) = ζt. Entonces ψ(t1 + t2) = ψ(t1)ψ(t2) y g(χ) =∑
t∈Z/Zp χ(t)ψ(t). El introducir de ψ se realiza por conveniencia en la notacio´n.
g(χ1)g(χ2) · · · g(χr) =
 ∑
t1∈Z/Zp
χ1(t1)ψ(t1)
 ∑
t2∈Z/Zp
χ2(t2)ψ(t2)
 · · ·
 ∑
tl∈Z/Zp
χl(tl)ψ(tl)
 =
=
∑
s∈Z/Zp
( ∑
t1+t2+···+tr=s
χ1(t1)χ2(t2) · · ·χr(tr)
)
ψ(s).
Si s = 0, entonces por el apartado (c) de la Proposicio´n 5.3.5 y la hipo´tesis de que χ1 · · ·χr 6=
ε se tiene que ∑
t1+t2+···+tr=0
χ1(t1)χ2(t2) · · ·χr(tr) = 0.
Si s 6= 0, la sustitucio´n ti = st′i para todo i muestra del mismo modo que vimos en la prueba
del apartado (c) de la Proposicio´n 5.3.5 que∑
t1+···+tr=s
χ(t1) · · ·χr(tr) = χ1χ2 · · ·χr(s)J(χ1, χ2, . . . , χr).
Poniendo estas observaciones juntas se tiene que
g(χ1) · · · g(χr) = J(χ1, χ2, . . . , χr)
∑
s∈(Z/Zp)∗
χ1χ2 · · ·χr(s)ψ(s) = J(χ1, χ2, . . . , χr)g(χ1χ2 · · ·χr).
Esto concluye la prueba. 
Corolario 5.5 Supongamos que χ1, χ2, . . . , χr no son triviales pero que χ1χ2 · · ·χr lo es. En-
tonces
g(χ1)g(χ2) · · · g(χr) = χr(−1)pJ(χ1, χ2, . . . , χr−1).
Demostracio´n:
Dado que χ1χ2 · · ·χr−1 = (χr)−1 6= ε por hipo´tesis, se tiene que, por el Teorema 5.3,
g(χ1) · · · g(χr−1) = J(χ1, χ2, . . . , χr−1)g(χ1χ2 · · ·χr−1).
Multiplicando ambos lados de la igualdad por g(χr) se tiene que
g(χ1χ2 · · ·χr−1)g(χr) = g(χ−1r )g(χr) = χr(−1)p.
Aplicandolo a la ecuacio´n anterior se tiene la prueba. 
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Corolario 5.6 Supongamos que χ1, χ2, . . . , χr no son triviales pero que χ1χ2 · · ·χr lo es. En-
tonces
J(χ1, χ2, . . . , χr) = −χr(−1)J(χ1, χ2, . . . , χr−1).
Demostracio´n:
Para r = 2, definiendo que J(χ1) = 1 se tiene por el apartado (c) del Teorema 5.1.
Supongamos que r > 2. Usando la hipo´tesis de que χ1χ2 · · ·χr = ε en la prueba del Teorema
5.3 se llega a que
g(χ1)g(χ2) · · · g(χr) = J0(χ1, χ2, . . . , χr) + J(χ1, χ2, . . . , χr)
∑
s∈(Z/Zp)∗
ψ(s).
Dado que
∑
s∈Z/Zp ψ(s) = 0, el sumatorio en la fo´rmula es igual a −1. Por el apartado (c) de
la Proposicio´n 5.3.5 se tiene que
J0(χ1, χ2, . . . , χr) = χr(−1)(p− 1)J(χ1, · · · , χr−1).
Por el Corolario 5.5, se tiene que
g(χ1) · · · g(χr) = χr(−1)pJ(χ1, · · · , χr−1).
Poniendo estos resultados juntos se prueba el corolario. 
Teorema 5.4 Asumiendo que χ1, χ2, . . . , χr no son triviales, se tiene que:
(a) Si χ1χ2 · · ·χr 6= ε, entonces
|J(χ1, χ2, . . . , χr) |= p
r−1
2 .
(b) Si χ1χ2 · · ·χr = ε, entonces
|J0(χ1, χ2, . . . , χr) |= (p− 1)p r2−1.
y
|J(χ1, χ2, . . . , χr) |= p r2−1.
Demostracio´n:
Por la Proposicio´n 5.2.2, si χ 6= ε, se tiene que | g(χ) |= √p. El apartado (a) se tiene
directamente por el Teorema 5.3.
El apartado (b) se tiene de forma similar por el apartado (c) de la Proposicio´n 5.3.5 y por
el Corolario 5.6. 
5.4. La ecuacio´n xn + yn = 1 en Z/Zp
Asumiendo que p ≡ 1 (n), se va a investigar el nu´mero de soluciones de la ecuacio´n xn+yn = 1
sobre el cuerpo Z/Zp. Los me´todos vistos en la Seccio´n 5.3 se pueden aplicar directamente. Se
tiene que
N(xn + yn − 1) =
∑
a+b=1
N(xn − a)N(yn − b).
Sea χ un cara´cter de orden n. Por la Proposicio´n 5.1.5 se tiene que
N(xn − a) =
n−1∑
i=0
χi(a).
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Combinando estos resultados nos lleva a
N(xn + yn − 1) =
n−1∑
i=0
n−1∑
j=0
J(χi, χj).
Usamos ahora el Teorema 5.1 para estimar este sumatorio.
Cuando i = j = 0 se tiene que
J(χ0, χ0) = J(ε, ε) = p.
Cuando j + i = n, se tiene que χi = (ζj)−1 por lo tanto
J(χi, χ−i) = −χi(−1).
El sumatorio de estos te´rminos es
−
n−1∑
j=1
χj(−1).
Se puede notar que
n−1∑
j=0
χj(−1) =
{
n, si −1 es una potencia n-e´sima
0, en cualquier otro caso
Entonces la contribucio´n de esos te´rminos es 1−δn(−1)n, donde δn(−1) es la delta de Kronecker
que vale 1 si −1 es potencia n-e´sima y 0 en caso contrario. Finalmente, si i = 0 y j 6= 0 o i = 0 y
j 6= 0, entonces J(χi, χj) = 0. Por tanto,
N(xn + yn − 1) = p+ 1− δn(−1)n+
n−1∑
i,j=1
i+j 6=n
J(χi, χj).
Hay (n− 1)2 − (n− 1) = (n− 1)(n− 2) de esos te´rminos y todos tienen valor absoluto igual a√
p. Todo esto nos lleva a la siguiente proposicio´n.
Proposicio´n 5.4.1
|N(xn + yn − 1) + δn(−1)n− (p+ 1) | ≤ (n− 1)(n− 2)√p.
Para valores altos de p la estimacio´n anterior muestra la existencia de muchas soluciones no
triviales.
5.5. Un resultado para las ecuaciones ma´s generales
Todas las ecuaciones que se han considerado hasta ahora han sido casos especiales de
a1χ
l1
1 + a2χ
l2
2 + · · ·+ arχlrr = b, (5.3)
donde a1, . . . , ar ∈ (Z/Zp)∗, b ∈ Z/Zp. Sea N el nu´mero de soluciones. El objetivo es dar una
fo´rmula y una estimacio´n para N . Los me´todos usados son ide´nticos con los me´todos desarrollados
en secciones previas.
Para empezar tenemos que,
N =
∑
∑r
i=1 aiui=b
N(xl11 − u1)N(xl22 − u2) · · ·N(xlrr − ur). (5.4)
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Se va a asumir que l1, l2, . . . , lr con divisores de p− 1, aunque no es necesario. Variemos χl de
forma que recorra todos los caracteres de orden li. Entonces,
N(xlii − ui) =
∑
χi
χi(ui).
Sustituyendo en la ecuacio´n (5.4) se tiene que
N =
∑
χ1,χ2,··· ,χr
 ∑∑r
i=1 aiui=b
χ1(u1)χ2(u2) · · ·χr(ur)
 . (5.5)
Se puede ver que la suma interior esta´ estrechamente relacionada con las sumas de Jacobi que
se han considerado anteriormente.
Es necesario tratar los casos b = 0 y b 6= 0 por separado.
Si b = 0, sea ti = aiui. Entonces la suma interior se puede expresar de la siguiente forma
χ1(a
−1
1 )χ2(a
−1
2 ) · · ·χr(a−1r )J0(χ1, χ2, . . . , χr).
Si b 6= 0, sea ti = b−1aiui. Entonces la suma interior se puede expresar de la siguiente forma
χ1χ2 · · ·χr(b)χ1(a−11 )χ2(a−12 ) · · ·χr(a−1r )J(χ1, χ2, . . . , χr).
En ambos casos, si χ1 = χ2 = · · · = χr = ε el te´rmino vale pr−1 dado que
J0(ε, ε, . . . , ε) = J(ε, ε, . . . , ε) = p
r−1.
Si algunos pero no todos los χi son iguales a ε, entonces el te´rmino vale 0. En el primer caso,
el valor es cero a menos que χ1χ2 · · ·χr = ε. Todo esto es a una consecuencia de la Proposicio´n
5.3.5.
Ponie´ndolo todo junto con el Teorema 5.4 se obtiene que
Teorema 5.5 En las condiciones anteriores:
(a) Si b = 0 entonces
N = pr−1 +
∑
(χ
l1
1 ,χ
l2
2 ,...,χ
lr
r )=(ε,ε,...,ε)
χ1(a
−1
1 )χ2(a
−1
2 ) · · ·χr(a−1r )J0(χ1, χ2, . . . , χr).
donde χi 6= ε ∀i y χ1χ2 · · ·χr = ε. Si M es el nu´mero de esas r-tuplas, entonces
|N − pr−1 |≤M(p− 1)p r2−1.
(b) Si b 6= 0 entonces
N = pr−1 +
∑
(χ
l1
1 ,χ
l2
2 ,...,χ
lr
r )=(ε,ε,...,ε)
χ1χ2 · · ·χr(b)χ1(a−11 )χ2(a−12 ) · · ·χr(a−1r )J(χ1, χ2, . . . , χr).
donde χi 6= ε ∀i. Si M0 es el nu´mero de esas r-tuplas con χ1χ2 · · ·χr = ε y M1 es el nu´mero
de esas r-tuplas con χ1χ2 · · ·χr 6= ε, entonces
|N − pr−1 |≤M0p r2−1 +M1p
r−1
2 .
Se puede destacar una consecuencia inmediata del Teorema 5.5. Sean a1, a2, . . . , ar y b ∈ Z
y se considera la congruencia
a1x
l1
1 + a2x
l2
2 + · · · arxlrr ≡ b (p).
Entonces, para primos p suficientemente grandes, la congruencia tiene muchas soluciones. De
hecho, el nu´mero de soluciones tiende a infinito a medida que aumenta p.
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5.6. Aplicaciones: Ley de Reciprocidad Cuadra´tica
Anteriormente en este cap´ıtulo se ha investigado el nu´mero de soluciones de la ecuacio´n xn +
yn = 1 en el cuerpo Z/Zp. Es natural preguntarse la misma pregunta sobre la ecuacio´n x21 + · · ·+
x2r = 1. La respuesta puede ser encontrada fa´cilmente usando los resultados de la Seccio´n 5.3.
Sea χ un cara´cter de orden 2 (χ(a) =
(
a
p
)
en nuestra notacio´n anterior). Entonces
N(x2 = a) = 1 + χ(a).
Por tanto,
N(x21 + · · ·+ x2r − 1) =
∑
a1+···+ar=1
N(x21 − a1)N(x22 − a2) · · ·N(x2r − ar).
Multiplicando y usando la Proposicio´n 5.3.5 nos lleva a que
N(x21 + · · ·+ x2r − 1) = pr−1 + J(χ, χ, . . . , χ).
Dado que χ es un cara´cter de orden 2, se tiene que si r es impar, χr = χ y si r es par, χr = ε.
En primer caso se va a suponer que r es impar. Entonces, aplicando el Teorema 5.3 se tiene
que
J(χ, χ, . . . , χ) = g(χ)r−1.
Dado que χ es de orden 2, entonces χ = χ y por tanto, tal y como se ha visto anteriormente,
se tiene que
g(χ)2 = χ(−1)p.
De esto se sigue que
J(χ, χ, . . . , χ) = χ(−1) r−12 p r−12 .
Ahora se va suponer que r es par. Usando el Corolario 5.6, se puede encontrar que
J(χ, χ, . . . , χ) = −χ(−1) r2 p r−22 .
Finalmente, se debe recordar que
χ(−1) = (−1) p−12 .
Entonces se tiene la siguiente proposicio´n:
Proposicio´n 5.6.1 En las condiciones anteriores:
(a) Si r es impar, entonces
N(x21 + x
2
2 + · · ·+ x2r − 1) = pr−1 + (−1)
r−1
2 · p−12 p
r−1
2 .
(b) Si r es par, entonces
N(x21 + x
2
2 + · · ·+ x2r − 1) = pr−1 + (−1)
r
2 · p−12 p
r
2−1.
Con todo lo visto hasta ahora podemos llevar nuestros me´todos al caso ma´s general posible,
que es de la forma
a1χ
l1
1 + a2χ
l2
2 + · · ·+ arχlrr = b,
donde a1, . . . , ar, b ∈ Z/Zp y l1, l2, . . . , lr ∈ Z>0 como ya vimos en la Seccio´n 5.5.
Ahora usaremos las sumas de Jacobi para dar otra demostracio´n de la Ley de Reciprocidad
Cuadra´tica. Sea q un primo impar distinto de p y χ un cara´cter de orden 2 en Z/Zp.
§ 5.6 Aplicaciones: Ley de Reciprocidad Cuadra´tica 63
Entonces, por el Corolario 5.5, se tiene que
g(χ)q+1 = (−1) p−12 pJ(χ, χ, . . . , χ),
donde hay q componentes en la suma de Jacobi.
Dado que q + 1 es par, se tiene que
g(χ)q+1 = (g(χ)2)
q+1
2 = (−1) p−12 · q+12 p q+12 .
Sustituyendo en la fo´rmula se puede encontrar que
(−1) p−12 · q−12 p q−12 = J(χ, χ, . . . , χ).
Por otro lado, se sabe que
J(χ, χ, . . . , χ) =
∑
t1+t2+···+tq=1
χ(t1)χ(t2) · · ·χ(tq).
Si t = t1 = t2 = · · · = tq, entonces t = 1q , y el te´rmino correspondiente del sumatorio vale
χ
(
1
q
)q
= χ(q)−q = χ(q).
Si no todos los ti son iguales, entonces hay q q-tuplas diferentes que se obtienen de (t1, t2, . . . , tq)
por permutaciones c´ıclicas.
Por lo tanto, los te´rminos correspondientes del sumatorio todos tienen el mismo valor. Entonces
(−1) p−12 · q−12 p q−12 ≡ χ(q) (q).
Dado que χ(q) =
(
q
p
)
y p
q−1
2 ≡ (pq) (q), se tiene que
(−1) p−12 · q−12
(
p
q
)
≡
(
q
p
)
(q)
y por tanto,
(−1) p−12 · q−12
(
p
q
)
=
(
q
p
)
.
Lo que nos prueba la Ley de Reciprocidad Cuadra´tica. 
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