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ABSTRACT
During the 1987 run of the CERN Proton-Antiproton Collider, at Vsf = 630 GeV,
the UA1 experiment collected about 2.4 x 106 (65 ib- 1) events with a minimum
bias trigger. An extensive study of the strange particle productions in this data
set was performed. The measured masses of the strange particles are in very
good agreement with the particle data group values and demonstrate the superb
quality of the data. The production cross sections of Kj, K, A and A are
measured. K, Ki production cross section measurements are in agreement
with an available new NLO QCD prediction. The KS to the charged hadrons
production ratio and that of A + Ai to the charged hadrons as a function of
multiplicity are measured. They are well explained by the quark model. We
have also compared these features with those in heavy ion experiments. The
strangeness suppression factor A is measured to be exactly the world average
value. The average pt of Ks, K/7r ratio and A are found to increase with v/.
The predictions for K/ir and A are made at the LHC energy 15 TeV pp collisions.
The initial energy density that UA1 reached is given and the expectations at
the LHC 6300 GeV/A Pb - Pb and RHIC Au - Au 200 GeV/A collisions are
illustrated.
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Chapter 1
Introduction
We have made the first systematic study of strange particle productions in pp
collisions at v/s = 630 GeV. The large minimum bias data sample we have allows
us to perform this study in the least biased way and with high statistics. With
this study we can better understand the hadronization of strange quarks and test
some fundamental QCD predictions. These "low" energy properties can be used
to extrapolate to Tevatron and LHC energies.
In addition, this large data sample allows us to make comparisons with heavy
ion data in which a vigorous search for the quark-gluon plasma is being per-
formed. Currently, one of the most interesting questions not in high energy
physics but rather in QCD and nuclear physics is the search for the deconfined
state of hadronic matter, namely, the quark-gluon plasma (QGP) [1]. A QGP
is expected to occur when high energy density and large volume are reached.
This condition can probably be created in very high energy nucleus-nucleus or
nucleon-nucleon interactions. Under proper conditions, one may expect to cre-
ate a QGP which subsequently condenses back to the normal hadronic matter
through a phase transition.
If a QGP is formed, then one of the possible signatures may be enhanced pro-
duction of strange particles such as kaons and hyperons. This enhancement occurs
because inside a QGP strange quarks may reach thermodynamical equilibrium
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with other lighter quarks, whereas such an equilibrium is not reached in a hadron
gas, i.e., the excited and confined nuclear matter. However, other calculations
based on a hydrodynamical model predict that the strange particle yield from a
QGP is comparable to the yield from a hadron gas. Moreover, even if a QGP is
formed, the hadronization process and the effects of resonances could obscure the
true nature of the strangeness content of the QGP. The proton-antiproton col-
lider, the simplest nucleus-nucleus (nucleon-antinucleon) system coupled with its
uniquely high energy, is an ideal system with which to compare ion-ion collisions.
On the other hand, the strange quark is absent in all stable forms of matter
known to us today. The fact that strange hadrons are copiously produced in high
energy physics experiments (heavy ion, collider, etc.) suggests that at least during
the fleeting moments when highly excited forms of nuclear matter are produced,
some significant level of strangeness akin to that prevailing in the early Universe
(or perhaps in dense stars) is re-established. The question is how does this happen
and what can we learn about the fundamental behavior of matter under extreme
conditions from the in-depth studies of strange particle production? This thesis
will bring a small experimental contribution to this important subject.
1.1 Standard Model
1.1.1 Leptons
Leptons are the particles that experience electromagnetic and weak interactions
but not strong interactions.
Neutrino scattering experiments have revealed that the leptons are grouped
into pairs. Every charged lepton has its own neutrino. There are six leptons
in total, namely, the electron (e) and electron neutrino (v,), the muon () and
muon neutrino (v,), and the tau lepton (r) and tau neutrino (v,). Neutrinos
are believed to be massless and appear only in helicities which correspond to
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left-handed polarization and antineutrinos are right handed, while the charged
leptons appear in both polarizations since they have non-zero masses. We may
thus group the left-handed leptons in three SU(2) weak-isospin doublets:
(L L ) (1.1)
and the right-handed leptons in three singlets eR, llR and rR.
Each doublet of leptons is assigned a lepton number which is conserved by
the interaction for each flavor. Consequently, if a charged lepton decays, the
corresponding neutrino must turn up in the decay products (e.g., fp- e- +
17e + v,). Alternately, leptons can only be created in pairs of a particle and an
antiparticle of the same kind (e.g., n p + e- + vl,).
1.1.2 Quarks
In 1964 quarks [2] were proposed to simplify the bookkeeping of elementary par-
ticles. Quarks are fundamental spin-1/2 particles which are thought to be the
building blocks of all strongly interacting particles, the so-called hadrons.
Historically, the quark model emerged from SU(3)F considerations which in-
volve three quark flavors. Among them up quark (u) and down quark (d) form
one isospin doublet, while strange quark (s) forms an isospin singlet. However,
when we think about the quark structure of the A++(= uuu) baryon, an immedi-
ate problem arises. The A+ + has spin J = 3/2. It is obtained by combining three
identical J = 1/2 u quarks in their ground state. The quark scheme forces us to
combine three identical fermions (u quarks) in a completely symmetric ground
state in order to accommodate the known properties of the A-particle. Such a
state is forbidden by Fermi statistics. In addition, the quark combination of types
qq, qq, ... , or single quarks have never been observed. Both problems can be re-
solved by introducing an additional quantum number for quarks, namely "color".
Imposing different colors to the three u quarks in the A+ + , resolves the statistics
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problem as the quarks are then distinguishable. Asserting that only "colorless"
or "white" particles can exist in nature, then qq, qq, and single quarks can never
be observed because they have colors.
In the SU(3) scheme with only three quarks (i.e., u,d,s) one will get an
unwanted strangeness-changing neutral current. The simplest scheme which can
avoid this is that of Glashow, Iliopoulos & Maiani (GIM mechanism) in which a
new quark, the charm quark (c) is introduced. These four quarks are organized
in the following way
dc L d cosOc + s sinOc L(1.2)
( S )L COSOC - d sinc L(1.3)
where Oc( sin0C = 0.23 ± 0.003) is the Cabibbo mixing angle, d, s are the mass
eigenstates and dc, sc are the weak isospin eigenstates. With this combination
it can be shown that there will be no changing of strangeness involved in the
neutral current.
In 1974, a narrow resonance, the J/, was discovered by a group at BNL and
by a group at SLAC respectively [4]. This was the first manifestation of a cc
bound state (hidden charm) occurring below the threshold for charmed particle
production.
In 1977, a resonance which seems to be formed by a member of the third
generation was found, the upsilon T, with a mass of 9.46 GeV/c 2 and a full
width estimated as 25 KeV/c2 < r < 50 KeV/c 2. It was discovered at Fermilab
by studying massive pairs in the reaction [5]
pN -+ p +- + anything. (1.4)
Having discovered five quarks one can assume there must exist a sixth quark in
order to keep parallel with the six flavors of leptons. The observation of forward-
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backward asymmetry in e+e- - bb, the measurement of the Z - bb width,
and the absence of b changing neutral current decay b s,d clearly suggest
the presence of a SU(2) partner of the b quark. This quark is named "top"
(t). Even though it has not been discovered experimentally, there are theoretical
reasons and various indirect experimental evidences to predict its existence. As an
example, the absence of b changing neutral current decays (b - s, d) suggests the
existence of a t quark as the weak isospin partner of b quark. Another important
reason for the existence of the t quark is to avoid the so-called triangle anomaly
[6]( to keep E cQi = 0, where c is the color factor, i.e., 3 for quarks, 1 for leptons
(leptons are colorless!)) we need a sixth quark with charge +2/3 to exist. The
fact that the Bd - Bd mixing is an order of magnitude smaller than the theoretical
prediction at tree level (which is the case of the absence of t quark) also implies
the existence of t quark [7]. Therefore, we can arrange the six quarks in the weak
doublet form as
where d', s', b' are the weak isospin eigenstates. They are related to the mass
eigenstates (d, s, b) by the Kobayashi-Maskawa matrix, i.e.,
S' = Ucd Ucs Ub . (1.6)
b' Utd Uts Utb b
This 3 x 3 mixing matrix U contains three real parameters (Cabibbo-like mixing
angles) and a phase factor ei5. The non-zero phase 6 implies CP violation as is
observed in the K ° - KI system. Table 1.1 summarizes the leptons and quarks.
1.1.3 Four Forces
Our universe appears to be governed by four kinds of forces: strong, electromag-
netic, weak and gravitational. Strong forces - also known as nuclear forces - act
only at very short distances; they bind quarks together to make nucleons (pro-
25
Generation Electric
I II III charge Q
Leptons Ve _ V VT(?) 0
e /- r -1
Quarks up (u) charm (c) top (t) (?) +2/3
(3 colors) down (d) strange (s) bottom (b) -1/3
Table 1.1: Three generations of fundamental spin-2 particles
tons and neutrons) and bind nucleons together to make nuclei. Electromagnetic
forces provide the attraction between electrons and nuclei that build atoms and
molecules; they control chemistry and the physics of materials. Weak forces lie
behind processes like beta-decay, which allows protons to transmute into neutrons
and vice versa; they are vital for the synthesis of heavy elements in the early uni-
verse and in stellar cores and for the fusion power cycles in stars. Gravitational
forces are by far the weakest; they are important for large bodies but negligible
for nuclear and sub-nuclear particles, compared to the other forces.
A major achievement of recent years is the discovery that these apparently
quite different forces have an underlying unity. It now appears that the fun-
damental strong forces are transmitted by the massless spin-1 gluons, while the
weak forces are transmitted by the massive spin-1 W and Z bosons, all closely
analogous to the photon of electromagnetism. These ideas have been tested and
checked in many ways. The photon is familiar. The gluons were predicted to
exist, and were observed at the electron-positron collider in Hamburg, PETRA
[8], in 1979. The W + and Z were predicted by the Weinberg-Glashow-Salam
theory [9] and discovered at the proton-antiproton collider at CERN in 1983 by
the UA1 and UA2 groups [10], with the expected properties (Mw - 82 GeV/c 2
and Mz - 94 GeV/c 2).
However, in order to give the W and Z bosons masses a mass generation
mechanism must be somehow introduced. This was done by introducing the
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idea of spontaneous symmetry breaking which is used in the Higgs mechanism
[11]. In this mechanism a doublet (scalar) Higgs field with complex components
is introduced. The physical vacuum state (i.e., the ground state or minimum
energy state) exists at a non-zero value. Expanding the Lagrangian around this
ground state it is no longer locally invariant, i.e., the symmetry is spontaneously
broken. However, a consequence of this is that this scalar particle acquires a mass!
In the original complex field there are four degrees of freedom and now only one
is kept by the Higgs scalar particle itself while the other three are transformed
into the longitudinal components of the W and Z which only massive particles
can preserve. By coupling this Higgs field with the W and Z fields, lepton fields
and quark fields all these particles obtain masses naturally except the photons
and neutrinos. 1 However, this mass generation mechanism so far is just a theory
because the Higgs particle mass is a free parameter in the theory and has to be
determined experimentally. Higgs particle search is already the main topic of
LEP and LEP II and will also be the main topic of the next generation of collider
experiments, such as LHC. In the same way the lepton and quark masses are all
free parameters in the theory.
The quantum treatment of gravity is still an open question. The Einstein field
equations indicate that it is transmitted by massless spin-2 gravitons. Table 1.2
summarizes the fundamental forces and the properties of their gauge bosons.
1.1.4 Quantum Chromodynamics
The theory which describes the strong interactions among the quarks and gluons
is called Quantum Chromodynamics (QCD). It has a characteristic quantity
called the strong coupling constant a,. a, actually changes with the momentum
transfer Q2 and is thus usually called running coupling constant and written as
Neutrinos will keep massless because we only assume left-handed neutrinos existed and
because of this fact there is no coupling between the Higgs and neutrino fields.
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Force boson name symbol charge spin mass
Strong gluon g 0 1 0
Electromagnetic photon 7 0 1 0
Weak W-boson WV ±1 1 80.22 4- 0.26
Z-boson Z O 0 1 91.173 i 0.020
Gravitational graviton G 0 2 0
Table 1.2: Fundamental forces and gauge bosons. Electric charge is in unit of the
proton charge, mass is in units GeV/c 2 for which the proton mass is 0.938.
cs(Q2). The explicit expression of cs(Q2) is
a,(Q2 ) = (N11 _ 2Nf)log(Q2 /A 2 ) (1.7)
where No(= 3) is the number of colors and Nf is the number of quark flavors. The
scale parameter A(- 0.2GeV) is characteristic of the strength of the coupling and
can be determined from experiments. From this a,(Q2) expression two important
consequences can be drawn. 1) cas(Q 2) -- 0 as Q2 - oc, for Nf < 16. This is
called asymptotic freedom and in this case the quarks and gluons can be regarded
as free particles and thus perturbative theory can be used. 2) aC(Q 2) --+ o
as Q2 --+ 0. This is believed to be the evidence for confinement, i.e., that free
quarks can never be observed. This is because of the gluon self-coupling, which
implies that the exchanged gluons will attract each other (unlike photons) and so
the color lines of force are constrained to a tube-like region between the quarks
(unlike the Coulomb field in which the lines of force just spread out). If these
tubes have a constant energy density per unit length then the potential energy
of the interaction will increase with the separation, V(r) Ar, and so the quarks
(and gluons) can never escape from the hadron. This so-called 'infrared slavery'
is believed to be the origin of the confinement mechanism and explains why we
do not observe free quarks outside the confinement range 1/A. The fact that
hadrons have a size 1 fm is consistent with A ~ 0.2 GeV.
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1.2 Strangeness and the Quark-Gluon Plasma
Presumably, if we can believe the prediction of QCD, at sufficiently high energy
density and volume, the individual hadrons dissolve in a new phase consisting of
almost-free quarks and gluons, namely, the quark-gluon plasma (QGP).
The anticipated lifetime of the plasma is of the order of 6 fm/c = 2 x 10-23 sec
[13]. After this time the high internal pressure will most likely have caused the
state to expand to below the energy density required for the global restoration
of the perturbative QCD vacuum state. Various considerations [12] show that
the transition between the hadronic and quark-gluon phase is expected at an
energy density of the order of 1 GeV/fm3 . Under these conditions, it is possible
to estimate that each perturbative quantum (light quark, gluon) in the plasma
rescatter several times during the lifetime of the plasma. Hence the momentum
distribution functions of these quanta can be approximated by the statistical
Bose (Fermi) distribution functions. Rafelski et al. [13] predict that in the high-
temperature limit and neglecting the perturbative QCD interactions, one finds
the following relation between the energy density and the temperature
)4 GeV/fm3. (1.8)160 MeV
Therefore the phase transition will occur, in terms of the parameter T, i.e., the
"temperature", at the order of 150 - 200 MeV.
In order to estimate the initial energy density achieved by UA1, we adopt
the procedure used by Satz [15] who bases it on the free flow idea developed by
Bjorken's [16] which relates the particle density to the initial energy density e.
The average particle density for nucleon-nucleon collisions is
(dN/dy), ~ 0.91n[iV/2ms], (1.9)
where mp is the proton mass. This gives dN/dy 5 at the CERN SppS collider.
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To extrapolate to the Nucleus-Nucleus collisions, one assumption is made on
the particle density which is
(dN/dy)A _ A t (dN/dy)p, (1.10)
where a > 1 represents the amount of rescattering, with a = 1 for a simple super-
position of collisions between target and projectile nucleons. In p - A collisions,
one finds a ~ 1.1. For A - A collisions, a 1.1 is also taken as a first order
approximation.
Given (dN/dy)A and an initial interaction volume Vo = 7(1.15A/ 3 )2 ro, with
a formation time 0 - 1 fm/c, we can assume free flow proposed by Bjorken to
get
~ 0.5(dN/dy)A/Vo (1.11)
for the initial energy density. Table 1.3 lists the estimates for various machines
calculated by Satz [15]. As mentioned above, Satz used the average particle
Table 1.3: Parameters and conditions expected for experiments at AGS, SPS,
RHIC and LHC.
density of nucleon - nucleon collisions and then extrapolated to the nucleus -
nucleus collisions. However, the highest particle density by nucleon - nucleon
collisions can be much higher than the average value. For example, in UA1, the
average particle density is about 5 based on the above formula of (dN/dy)p, while
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Machine Beam - Target v/J (GeV/A) (dN/dy)A co (GeV/fm3 )
AGS 28Si _197 Au 5 70 0.9
SPS 32S _238 U 20 200 2.4
AGS 19 7Au _197 Au 4 230 0.8
SPS 2 08pb _208 Pb 17 700 2.4
RHIC 1 97Au _197 Au 200 1400 5.1
LHC 208 pb _208 Pb 6300 2600 9.0
the particle density reached is as high as 19. If we take this reachable particle
density then we find that in the UA1 experiment
e _ 2.3 GeV/fm3 . (1.12)
So from sole consideration of energy density, the CERN SppS collider is well
suited for the study of one fundamental parameter characterizing the QGP 2.
If we take the highest particle density that is achievable, the initial energy
densities in the Table 1.3 would be higher. If we scale up the (dN/dy)p of Satz's
estimate to the UA1 value, the LHC will have (dN/dy)pb - 33 GeV/fm3 . This
is actually close to what Heinz et al. [18] estimated (dN/dy)pb - 35 GeV/fm 3
when they take the tail of the multiplicity distribution.
Based on the lowest order of QCD, namely, the quark-antiquark pair annihi-
lation and the collisions of two gluons, Cambridge [19] calculated the averaged
total cross sections for the processes qq -4 ss. and gg -- s.
8aCa2 2m2
%q-Q-S =- 27)w(s) (1.13)27s 2
_27wa 4m2 i4 7 31 m2
99_SS = 3 --[( + + -+ )tanh-l(w(s))- ( + - )w(s)], (1.14)3SS~ss s2 8 s
where ca is the running strong coupling constant, V/J is the center of mass energy
and w(s) = (1 - 4m2/s)1/2.
Rafelski et al. [13] found that the gluonic strangeness production is the
dominant process. However, the abundance of s pairs cannot grow forever; at
some point the ss-annihilation reaction will deplete the strange quark population.
When comparing the evolution of the density of the strange quarks relative to the
baryon number content of the plasma state they conclude that strangeness abun-
dance saturates in sufficiently excited QGP (T > 160 MeV, E > 1 GeV/fm3 ),
allowing us to utilize enhanced abundances of strange particles as indicators for
the formation of the QGP.
2 This estimation is confirmed with the E735 at Tevatron (1.8 TeV pp collider at Fermilab)
published result of e 4 GeV/fm 3 [17].
31
1.3 This Thesis
About 2.4 x 106 (- 65 b - 1 ) minimum bias events collected in 1987 at the CERN
SppS collider by UA1 at V/s = 630 GeV were analyzed to study the inclusive
production of strange particles.
After a brief description of the CERN SppS collider project, the various parts
of the UA1 detector are reviewed in details. The triggers and the data acquisition
system used in the UA1 experiment are briefly described.
Most information on charged particles used in this thesis comes from the
central detector in which the sign of the charge, momentum, dE/dx, etc., are
measured.
The first part of this work consists of the selection of strange particles and
leads to a mass measurement which in some cases compares favorably with the
precision of the particle data group values. A fine calibration of the magnetic
field was obtained by comparing the measured high statistics raw K mass with
the particle data group value. We then use the calibrated magnetic filed to
measure the masses of other strange particles, namely, A, A, K *i, Ki. A search
for resonances in the invariant mass distribution of pairs of strange particles is
performed and used to place limits on the production of new hypothetical states.
A theoretical model of hadron production in the pp collisions is summarized
as an introduction for the study of the production of strange particles. Compar-
isons among different experiments are made. A comparison with a new next to
leading order QCD calculation for the inclusive K meson production is also made.
We also measure the average Pt of Ks, A and A, the K/r ratio, the strangeness
suppression factor, the multiplicity dependence of Ks, A and A production and
the relative production of these particles with respect to charged hadrons. Com-
parisons are made when data from other experiments are available.
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Chapter 2
The UA1 Experiment
2.1 The CERN SppS Collider
2.1.1 Energy and Luminosity
The energy available to create new particles when high energy particles collide is
the total energy in the center of mass frame (CM). For a fixed target experiment
the available energy to create new particles is only - 2Mi , where M, E are the
target particle mass and beam energy respectively. However, if two equal mass
particles are colliding head-on with the same energy, then the laboratory system
is the same as the CM frame. Therefore all the energy can be used to create
new particles. Based on this motivation in 1976 a proposal to convert the CERN
Super Proton Synchrotron (SPS) into a proton-antiproton collider with a beam
energy of 270 GeV was submitted [20].
The performance of the collider is not only represented by its energy. It is
also greatly determined by the luminosity (L) which is described as:
L n x f x N(p) x N(p) (2.1)
A
where N(p) and N(f) are the numbers of protons and antiprotons per bunch
respectively; n is the number of bunches; A is the effective cross section of the
overlap of the proton and antiproton bunches at the interaction point; and f is
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the revolution frequency. The expected number of events, their production cross
section, and the luminosity of the machine are related by:
N =o x JLdt (2.2)
From the above equations we see that the number of events is directly proportional
to the number of antiprotons in a bunch. In contrast to protons, antiprotons have
to be produced artificially.
2.1.2 Antiproton Accumulation
Antiprotons are produced according to the scheme p + p -- p + p + p + p, using
a beam of protons accelerated by the CERN Proton Synchrotron (PS) to 26
GeV. These protons collide with a metal target. With 1013 protons in each beam
about 5 x 106 antiprotons are captured into the beam transport system. These
antiprotons have a wide range of flight directions and momenta spread with the
most probable value 3.5 GeV/c.
S. van der Meer invented a technique called stochastic cooling [21] to compress
the antiprotons to an intense bunch. In stochastic cooling the exact center of the
bunch is measured at one point in the ring of magnets and its deviation from
an ideal orbit is calculated. The appropriate size and sign of a correcting elec-
tric field is calculated and this information is sent across the accelerator, so that
the correcting fields can be applied when the measured particles reach a second
point. In this way the center of the bunch is gradually more concentrated by
this procedure. By storing the cooled antiprotons in the Antiproton Accumula-
tor (AA) through stochastic cooling some 1011 antiprotons can be collected per
day. After about one day of collecting and cooling, the antiprotons are injected
into the PS, accelerated up to 26 GeV and then transported to SPS. To fill the
SPS, six proton bunches, 1011 p each, are injected into SPS at 26 GeV. Then
six antiproton bunches with - 1010 T each, are injected in the counter-rotating
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Figure 2.1: The layout of the SPS accelerator complex
direction also at 26 GeV. Both beams are then accelerated to 270 GeV (later,
315 GeV was achieved), giving a total center of mass energy VJ = 540 GeV (630
GeV). Fig. 2.1 shows the SPS accelerator complex.
About 65 pb -1 of minimum bias data analyzed in this thesis were taken during
the 1987 Spp-S run at /-s = 630 GeV with the UA1 detector.
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Figure 2.2: A general view of the UA1 experiment (the forward and very forward
calorimeters are not drawn). The two halves of the apparatus have been opened
to show the Central Detector (CD).
2.2 The UA1 Detector
The UA1 detector is a general purpose detector designed [20] to study the col-
lisions at the CERN ppi collider. Fig. 2.2 shows an artistic view of the UA1
detector. Fig. 2.3 defines the coordinate system used by the UA1 experiment.
A side view of UA1 apparatus is shown in Fig. 2.4.
Protons and antiprotons collide at the center of the apparatus. The interac-
tion region is surrounded by successive layers of special purpose detectors. The
tracking and magnetic analysis is made in the central drift chamber (a in Fig. 2.4),
where charged particle tracks are detected in the range 17l < 3. The central de-
tector is completely surrounded by lead/scintillator electromagnetic calorimeters
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(b in Fig. 2.4) designed to detect electrons and photons and measure their en-
ergy. (They were removed in 1987 for the upgrade.) Outside the electromagnetic
calorimeters is a magnetic coil (c in Fig. 2.4), which produces a uniform horizon-
tal field of 0.7 Tesla (in the z direction) in the region of the central detector and
electromagnetic calorimeters.
Outside the coil is a large iron-scintillator sandwich hadron calorimeter (d in
Fig. 2.4), which also serves as the return yoke of the magnet. This is in turn sur-
rounded by an absorber and drift chambers (e in Fig. 2.4 used to identify muons.
In the forward direction electromagnetic calorimeters and hadron calorimeters
detect particles with small emission angles down to 0.2° (f and g Fig. 2.4).
Also in the forward direction two sets of scintillator hodoscopes, one in the
proton and the other in the antiproton direction, are used to provide a pretrigger
when at least one hit occurs in each hodoscope in coincidence with a beam cross-
ing. The pretrigger records 96 ± 2% of all non-diffractive inelastic interactions.
2.2.1 The Central Detector
Trajectories of charged particles are measured in the central detector (CD), a
large volume imaging drift chamber assembly surrounding the interaction region
[22].
The CD is composed of six independent semicylindrical chambers assembled
to form a cylinder, 5.8 m long and 2.3 m in diameter, covering the polar angle
range from 5 to 1750 with respect to the beam direction (Fig. 2.5).
The 6125 sense wires and 17000 field-shaping wires are parallel to the mag-
netic field. They are organized in horizontal planes in the forward modules and
vertical planes in the two central ones. This geometry has been chosen to give an
approximately constant density of points along the tracks over the total detector
volume [22]. A schematic view of the arrangement of the six modules is shown
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Figure 2.4: A side view of the UAI experiment. a) The central detector. b) The
electromagnetic 
calorimeter (gondola, bouchon). c) The coil. d) The hadronic
calorimeter (and the iron field return) (C's, I's). e) The external muon chambers.
f) The forward calorimeters (Calcom). ) The very forward calorimeters. i)
Limited streamer tubes. j) Front absorber iron.
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Figure 2.5: Cut-away diagram of the central detector (CD) showing the orienta-
tions of the wire planes in the central and forward chambers.
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in Fig. 2.5.
The drift gaps are 18 cm wide. With an electric field of 1.5 kV/cm and a gas
mixture of 40% argon and 60% ethane at atmospheric pressure, the drift velocity
is 5.3 cm/p/s. The drift angle due to the magnetic field is 230 with respect to
the electric field direction. All drifting electrons are collected in 3.6 us, a time
smaller than the interval between two successive bunch crossings.
The trajectory of a charged track is measured, on the average, at over 100
space points. Space points are measured by recording the drift time and the
charge division along the wire. The momentum is determined by the deflection
in the magnetic field. The sagitta in the plane normal to the magnetic field is
measured with the drift time, which is two orders of magnitude more precise than
the charge-division coordinate (AL/L = 1.5%). The momentum accuracy for
high-momentum tracks is limited by systematic errors on the chamber alignment
(< 100/m) and by the diffusion of the drifting electrons (< 300 jim) for an 18
cm drift distance. This results in a momentum uncertainty of /p/p 2 = 0.005
(GeV/c) -1 for a 1 m long track perpendicular to the B-field.
The CD information has been fundamental in determining the charged particle
topology of an event.
2.2.2 The Calorimeters
Surrounding the CD is the lead/scintillator electromagnetic calorimeter. It was
removed prior to the 1987 run in preparation for its upgrade. Hence only the
hadron calorimeter was used to measure energy of photons, electrons and hadrons.
The hadron calorimeter (d in Fig. 2.4) covers the angular range 5° < 0 < 175 °.
It is formed of two types of modules: in the central region there are 16 C-shaped
modules (d in Fig. 2.4) 8 on each side of the beam; and in the end-cap regions
12 I-shaped modules close the detector, 6 on either end. The C's also serve as
the return yoke of the magnet. The hadron calorimeter is of the iron-scintillator
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sandwich type: 1 cm scintillator plates alternated with 5 cm iron plates. Each
C is subdivided into 12 sections in azimuth and two segments in depth: a front
stack with 7 scintillator plates and a rear stack with 8 scintillator plates with a
total iron thickness of 80 cm. The light is transferred via wavelength shifter bars
and light-guides to the photomultipliers, two per stack. Each I (d in Fig. 2.2) is
subdivided into 6 stacks, each stack into two segments in depth. The 16 stacks
nearest to the beam are further subdivided into four. The number of scintillators
is in this case 12 for the front segments and 11 for the rear segments, all separated
by 5 cm iron plates. The total thickness of iron (120 cm) is therefore greater than
for the C's because of the larger average energy in the forward region.
2.2.3 The Muon Chambers
Fig. 2.6 shows the general layout of the muon detectors. Muons are filtered in the
return yoke of the magnet (the hadron calorimeter) supplemented by additional
iron shielding (j, h in Fig. 2.6), and identified in two sets of detectors, made of
planes of drift chambers (e, e' in Fig. 2.6) and limited streamer tubes (i, i' in
Fig. 2.6).
The muon detectors cover about 70% of the solid angle over the pseudorapidity
range 111I < 2.3. For the 1987 run in the central region, muons traverse 80 cm of
iron of the hadron calorimeter and 60 cm (40 cm in the bottom) of magnetized
iron (h in Fig. 2.6). In the end-cap region 120 cm of iron of the hadron calorimeter
and 60 cm additional shielding (j in Fig. 2.6).
The chambers are made of extruded aluminum tubes with drift cells of 150 x 45
mm2 . Each chamber is made of two orthogonal projections with two planes per
projection. Adjacent planes have staggered drift cells to solve the "left-right"
ambiguity of the drift time measurement. With the exception of those at the
bottom, the chambers are arranged in modules of about 4 x 6 m2. Each muon
module consists of two chambers separated by a lever arm of 60 cm (Fig. 2.7).
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Figure 2.6: A top view of the UA1 detector. a) The central detector. b, b') The
electromagnetic calorimeter (b = gondola; b' = bouchon). c) The coil. d, d') The
hadronic calorimeter (and the iron return) (d = C's, d' = I's). e, e') The external
muon chambers (e = side; e' = forward). f) The forward calorimeters (Calcom).
h) Instrumented magnetized side iron wall. i, i') Limited streamer tubes (i =
side, i' = forward). j) Front absorber iron.
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Due to limited space, the muon modules at the bottom consists of one chamber
made of four layers of parallel drift tubes.
With an average electric field of 1.2 kV/cm and using the same gas mixture as
the central detector (40% argon - 60% ethane), the drift velocity is 5.3 cm/ps.
The space resolution, averaged over the crossing angle, is better than 0.5 mm per
plane. The coordinate along the wire can be obtained with a resolution of 0.3 m
using the time differences of the pulses arriving at the two ends of the wire.
2.3 The UA1 Triggers
The UA1 trigger has three levels: (1) the pretrigger, (2) the calorimeter trigger,
and (3) the muon trigger.
Two sets of scintillator hodoscopes, one in the proton and the other in the
antiproton direction, are used to provide a pretrigger when at least one hit occurs
in each hodoscope in coincidence with a beam crossing. This trigger is also
known as the minimum bias trigger. The efficiency of this trigger is as high as
96 ± 2% for the inelastic scattering cross section. It flags beam crossings that
produce an interaction while rejecting background such as beam-halo or beam-gas
interactions.
The calorimeter trigger and muon trigger are not used in the minimum bias
event selection.
2.4 Data Acquisition and Reconstruction
After an event is selected by the trigger, the read-out of the data starts. All
signals from various parts of the detector are digitized and read out in parallel
via a VME bus system to be formatted to a single event. The system has a dual
buffer capability - while one event is being processed, a new event can be stored
in a separate buffer, thus reducing the dead time.
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Figure 2.7: Schematic view of the muon drift chambers. Two units of four planes
are stacked where the tubes in adjacent planes are staggered in order to resolve
the left-right ambiguity.
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Then the data are merged and sent to the 3081/E Emulators which are fast
dedicated processors that can select events on-line and provide a third level of
triggering. They use some Central Detector information as well as the calorimeter
and muon data to implement simple physics cuts. Events can be rejected, or
accepted and written onto cassettes.
The reconstruction of the raw data, which is performed off-line, proceeds in
two stages. The first stage is the preprocessing, which applies calibration correc-
tions and constants. The second stage is the reconstruction of the preprocessed
data.
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Chapter 3
Reconstruction in the Central
Detector
Event reconstruction in the UA1 central detector is divided into three stages: (1)
pattern recognition; (2) trajectory fitting; (3) vertex finding and is described in
detail in reference [23].
3.1 Track Finding and Fitting in the Central
Detector
The first step is to select an initial track segment of a few points. In the next
steps, a point is predicted in the nearest wires through extrapolation, and more
points are added to the track segment. This approach is usually called "track
following". The disadvantage of this method is that it works only for a rather
short extrapolation distance. If it becomes too big, this model will not be precise
enough, and because of the finite measurement accuracy, even a correct tracking
based on too few points is problematic. However, it works satisfactorily when
tailored for the CD, since the points density on the track is rather large and the
measurement errors are small compared to the extrapolation needs.
Instead of a local extrapolation one can define the track position over the full
length of the track using points which are far enough from each other in order
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to avoid statistical problems from measurement errors. As in the case of track
following, a model of the track is used to predict the positions of further points on
the track by defining a road around the track model. New points are added to the
track model or road one by one or in point groups. This continues by testing the
track model, redefining the road, and again adding new points. This approach is
called the "road method" because of the analogy, the tolerance around the track
model being the width of the road. The track model must be precise enough to
cover the full length of the track. The main problem of the road method is the
right choice of the initial points to define the road; this may lead to an expensive
combination selection of many roads, most of them are useless, if no direct way
is found to select reasonable initial points from measurements. The unnecessary
combinations are avoided if road initiators in the CD are track segments from
local track following rather than individual points.
Obviously in practice we can combine the above two methods. We can locally
find some kind of track segments, and they can be used instead of individual
points. Based on this idea a two-step procedure of forming track segments and
linking them together has been tried for the CD. It is called the "master point
method". We formed all directed track segments, master points, using six con-
secutive wires at fixed positions of the chamber. The acceptable segments are
selected using simple tests including two line fits in projections. In the second
step, the master points are linked together with a track following - type method.
The main drawback of this approach is that in case of track overlaps several track
segments may have distorted parameters or they are not created at all. The track
following with free choice of the wires is more robust in such situations.
So the method of the track finding chosen for the CD are finally decided to
be:
a) chaining of measured points by local track following;
b) local chain pairing in order to have longer track segments;
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c) application of global corrections using point groups of track segments;
d) linking of track segments by a global road method, using single segments as
road initiators.
With these considerations, an algorithm for track finding is formed: 1) To
find three unused points on three wires so that they form a line in the xy-plane as
well as possible and within certain tolerances. 2) With the three points accepted
a segment is constructed. The algorithm starts to follow the track toward higher
wire numbers using linear extrapolations. Points are added to the segment one
by one, accepting one point per wire. The track following continues until no more
points are found or the quality of the track based on drifting time information is
too poor to continue this procedure. 3) Taking the longest track segment, which
defines the first road, and other segments are looped, therefore more segments
are attached to the road, each segment contributing to a more accurate road
definition. The track segments are treated one by one, so that the active segment
is compared to all existing track candidates. The treatment of the segment has
three possibilities depending on the comparison result:
i) If the segment fits well with exactly one road, the segment is associated to
it. The road or track candidate parameters are recalculated using a circle fit in
xy and, optionally, a line in sz 1
ii) If the comparisons of the segment with all roads are very poor, then a new
track candidate is created using the segment parameters to define a new road.
There are four passes for track segments, each pass looping through the unas-
sociated segments. The first two passes try to create a clean sample of roads,
where most of the real tracks should be present as track candidates. In the third
1The UA1 magnetic field in the region of the CD is uniform to a high extent so that pure
helix fit is adequate at least for the part of the trajectory which is inside one chamber volume.
Neglecting possible correlation between the measurement of the current division coordinate
(along the field or z-axis) and drift time coordinate (in the xy-plane) the helix fit can be
performed in two parts: (1) circle fit in xy-plane; (2) straight line fit in sz- plane, where s is the
projected path length along the trajectory in zy-plane.
49
and fourth passes the shortest track pieces are associated to the roads, if possible.
New track candidates can be created in any pass.
3.2 Vertex Finding in the Central Detector
A vertex that is classified as a primary vertex is supposed to be the interaction
point of a proton and an antiproton. The search for primary vertices is made only
along the beam axis. The z coordinate is fixed in UA1 coordinate system at z = 0
and the y coordinate at y = -15 mm for a beam momentum of 315 GeV/c and
magnetic field B = 0.7 Tesla. Because the proton and the antiproton bunches
are long (10 cm), interactions occur over a range of x values; the distribution of
x is Gaussian with _ 14 cm.
Secondary vertices are vertices of 3 or more tracks that are not on the beam
axis. They come from particles interacting in the beam, or chamber gas and from
the decay of long-lived particles, for example, K + --+ 7rr+r- . The method for
finding vertices of two tracks coming from the decay of strange particles (K -
7r+-, A - pr, A -+ -r+) and from photon conversions ( -+ e+e- ) who has V
shape topology is done separately and will be described in a later section.
3.2.1 Primary Vertex Finding
There are two methods used to find primary vertices: they are called the his-
togram and bubble method.
The Histogram Method
In the histogram method, the x-coordinate where each track circle crosses the
beam axis is determined. A histogram of these x-coordinates is filled using 7 mm
bins. Only tracks with radius of curvature greater than 1 m (i.e., Pbendingplane >
0.2 GeV/c in a magnetic field of 0.7 T) are included in the histogram. Each
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entry is weighted by the sine of the angle the track circle making with the beam
axis. This weight ensures that tracks that are almost tangent to the beam axis,
which have poorly determined x-crossing points, do not contribute as much to
the primary vertex x-coordinate as tracks crossing the beam axis at large angles.
A primary vertex appears as a peak in this histogram. If a peak is (or two
peaks are) found, then a second histogram is filled using 4 mm bins and a more
restricted range in x around the peak. The x-coordinate of this vertex is given
by the mean of the x-crossing point distribution in the peak. A more precise
determination of the primary vertex x-coordinate and y-coordinate of this vertex
is made by requiring five or more tracks must pass within 0.5 cm of this vertex,
or the vertex candidate is rejected. Finally, the initial track association to the
vertex is performed. Any tracks associated to this point should not be used again
to find other primary or secondary vertices.
The histogram method is efficient if there are some tracks that cross the beam
axis at relatively large angles (i.e., tracks with relatively high Pt). If, however, an
event has low multiplicity or mostly forward tracks, there might be no peak in
the histogram. The bubble method was designed to find primary vertex in these
cases.
The Bubble Method
If the histogram technique finds only one or no primary vertex candidate, then
the bubble technique is used. The main steps in this technique are:
* loop over all good tracks that are not already associated to a vertex and
have a radius of curvature greater than 0.5 m (i.e., Pbendingplane > 0.1 GeV/c
in a 0.7 T magnetic field);
* for each track in this loop, count the number of tracks that pass within the
bubble of radius 0.5 cm centering at the x-crossing point of this track (or
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the track extrapolation) with the beam axis;
* find the track that has maximum number of tracks passing through its
bubble. Any tracks that pass within 1 cm of any other vertex candidate
should not be counted.
* if this maximum number is 5 or more, then this vertex (which is the inter-
section of the track and the beam axis) is kept.
· if this method has found no vertex candidate, then the limit for this max-
imum number is decreased from 5 down to 3. If it is less than this new
limit, then the bubble radius is increased to 1 cm and the search is made
once again.
If the bubble method finds a vertex candidate, more precise x- and y-coordinates
are computed and the initial track association is performed as in the case of the
histogram method.
3.2.2 Secondary Vertex Finding
A secondary vertex is a vertex that comes from the interaction or decay of a
particle produced by the primary p collision. The secondary vertex finding
algorithm looks for groups of 3 or more tracks that originate from the same
point.
The algorithm is divided into two parts. The first part looks for charged par-
ticles that interact in the chamber gas. It loops over all tracks already associated
to a primary vertex candidate, and finds how many tracks have track circles that
pass (in the xy plane) within cm of the endpoint of the track and the tracks do
not start before this endpoint. If three or more tracks pass near this endpoint,
then a more accurate estimate of the vertex position is made, and all tracks pass-
ing within 0.5 cm of this point are associated to this vertex. Three or more tracks
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must be associated to the secondary vertex candidate, otherwise, it is rejected.
The second part of the secondary vertex finder looks for secondary vertices
that occur anywhere in the chamber, and even outside (e.g., in the gondolas).
All tracks not already associated to a primary or a secondary vertex are ordered
according to the number of points used in their y fit; the track with largest
number of points is first. The algorithm performs a double loop over these tracks.
It finds the crossing points of two tracks (if they cross), and checks if there are
other tracks that pass near this crossing point. If so, this crossing point may
be a secondary vertex. The following outline describes the main steps of the
algorithm.
* Outer loop (first track).
- Reject tracks that have a radius of curvature < 0.5 m, a length (in
zyz)< 0.2 m, and that pass within 1 cm (in y) of another primary or
secondary vertex.
* Inner loop: loop over all other tracks (second track loop).
- Second track must have a radius of curvature > 0.5 m.
- Check that the starting points of the two tracks are within 0.5 m, and
check that the two track circles cross, and that they cross before either
track has started. If two crossing points satisfy the later criteria, select
the crossing point closest to the starting point of the first track.
- Count the number (variable NNGOOD) of tracks passing within 6 mm
(in the xy plane) of this crossing point. Any tracks that pass within 1
cm of another vertex should not be counted.
- Find the second track that gives the maximum value of NNGOOD.
This maximum value must be at least three, but if the crossing point
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is near another vertex, or near the beam axis, then it can be as large
as 6. This increase is necessary to prevent the finding of spurious
secondary vertices near primary vertex.
- Get a better estimate of the secondary vertex position.
- Perform the initial association of the tracks to the secondary vertex.
3.2.3 Vertex Fitting
The vertex finding procedures give an approximate position for a vertex. The
final vertex position is determined by a least squares fit. A vertex considered to
be a primary one, if the Yv- and z-coordinates are within the following limits:
ly -Yb < 0.3 cm (3.1)
-6 cm < z, < 4 cm (3.2)
where yb is the nominal beam height, which is the mean of the vertex y-coordinates
from a large sample of events. The limits in z are slightly asymmetric due to
systematic effects in charge division measurement. The test is first performed with
initial (unfitted) coordinates. For vertices satisfying the limits, the y-coordinates
are then fitted with the beam axis assuming vertical uncertainty of 100 /um. The
use of beam axis constraint helps in fitting more accurate position for the primary
vertex especially in the case of small number of associated tracks.
For vertices initially not satisfying the above coordinate limits the fit is made
independent of the beam. If after the fit the coordinate Yv, z, satisfy the above
limits, then the vertex is accepted as a primary vertex, and the fit is repeated
again using the beam axis constraint in addition. Otherwise, the vertex is classi-
fied as a secondary vertex.
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3.3 V ° Reconstruction
The UA1 V° finding algorithm consists of three stages: (1) fast pre-selection; (2)
three dimensional geometry study of the decay tracks; (3) kinematic test [24].
3.3.1 Fast Pre-selection of the V ° Candidates
Before the pre-selection of V° tracks, there are general requirements on the track
qualities: Tracks which fall into any one of the following conditions are excluded:
1. 6 (p)/p > 30%, and 6(p)/(p. Pt) > 0.3/GeV/c;
2. ( - 22 Ny -) > 6.0, where X 2 and N,,y are the x2 for the xy
fit and the number of degrees of freedom for the xy fit;
Then fast pre-selection of track candidates is performed by looping over all com-
binations of positive-negative track pairs through the following tests:
a) invariant mass test with y/K/A/A;
b) non-association test for the track pair (xy plane);
c) maximum pt cut (xy plane);
d) impact parameter test in the drift plane;
e) track intersections test (xy plane).
The invariant mass test is performed using initially measured track parameters
without any mass fitting. The mass limits used are [0, 0.07], [0.438, 0.558], [1.081,
1.151] (in GeV/c2) for the photon, KS and A/A hypotheses respectively. If at
least one of the masses is within these limits the test is passed.
The non-association test is used to remove combinatorial background intro-
duced by the track pairs coming from the primary vertex. The test function is the
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probability that the two tracks both are associated. This probability is calculated
from:
P(both associated) = exp(-X 2 /2) (3.3)
where 2 = (dl/Ad1)2 + (d 2/Ad 2)2 , d and d2 are distances of closest approach
(xy plane) of the two tracks from the primary vertex. This probability has a
flat distribution for associated track pairs and it peaks near zero for pairs with
one or both tracks unassociated. The track pairs with association probability
larger than a certain cut value are rejected. The cut probability is an adjustable
parameter 2
In the impact parameter test, the hypothetical V°-direction is calculated from
momentum conservation in the xy-plane (i.e., in the drift plane). The test is
satisfied, if the distance of closest approach b of the neutral track to the primary
vertex is zero within one standard deviation and its absolute value b(V °) < 3
mm.
The intersection test is performed in the xy-plane. Hence the problem is to
test the intersection of two circles. The first requirement is that the two tracks
are crossing within a tolerance. The intersections are possible V°-decay point.
Hence the following test must be satisfied: the intersection must be on the "right"
side of the primary vertex (i.e., the lifetime must be positive) and the two tracks
must not overlap at the intersection (i.e., both decay tracks must appear only
after the decay point). The intersection test is passed if at least one of the two
intersections satisfies both of the above criteria.
Finally, if the track pair passes all the requirements described a further anal-
ysis is performed.
2Since other cuts are very efficient, this cut is set to a very loose value, i.e., 999.
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3.3.2 Further Analysis of the Selected Track Pair
Once a possible V° candidate is found, a more refined analysis is performed
for the track pair. Here the z-coordinate (i.e., the current division) enters the
tests. First the distance of the two tracks in 3D space is calculated at the xy-
intersection point(s). A cut (0.3 m) is applied to reject xy-intersections which
are clearly not intersections in 3D space. If no possible 3D intersections are left
the V° hypothesis is rejected. For the remaining candidates the dip angles and
z-coordinate of the common intersection point are fitted under the constraint
that the combined (neutral) track is coming from the primary vertex. If there
are two xy-intersections, both of them are tried and the one giving the better fit
is selected.
3.3.3 Test for Kinematic Hypotheses of the V °
In the above, the V°'s are only selected according to their geometry, assuming
momentum conservation even though the loose mass windows are used. Now
several test functions based on the invariant mass, the time of flight and the
decay time probability Pt, are calculated.
Invariant masses with error estimations are calculated for the hypotheses
o e+e-, K s --+ 7r+r -, A - pr-, and A -- pr+. (3.4)
Lifetime test functions are calculated for the strange particle decay hypotheses.
The test function is the probability that the decay takes place within the observed
decay length. This quantity is uniformly distributed for the true strange particle
decays.
The invariant mass must be within some fixed window. They are taken as
[0.0, 0.07], [0.438, 0.558], [1.081, 1.151] (in GeV/c 2 ) for the photon, K' and A/A
hypotheses, respectively. If none of the four hypotheses are within these windows,
the V ° candidate is rejected.
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A lifetime test cut is applied to the KS and A/A hypotheses. A hypothesis
is rejected, if the lifetime probability exceeds some value (0.95 is taken). This
cut eliminates false candidates in which the tracks in fact are coming from the
primary vertex and cross each other further away from the vertex thus faking a
V° decay.
The decay PT, defined as the momentum of the decay particle transverse
to the V ° direction (which by definition is the same for the two particles), is
calculated. For a true V° this quantity has a maximum value of 206 MeV/c (for
KS). The cut value is set at 206+50 MeV/c to allow for measurement errors.
For photon hypothesis a check is performed whether the materialization takes
place in the beam tube or chamber walls and a flag is set accordingly.
Fig. 3.1 and Fig. 3.2 (the so-called Podolanski-Armenteros plot after its au-
thors [25]) show the kinematically allowed regions for KS, A, A from the theoret-
ical calculation and the experimental data respectively. In the plots the quantity
is defined as P(+)L+P(-)L and P(+)L, P(-)L are the parallel components
of the momenta of the positive, negative track from the V° decay along the V°
flight direction.
Finally, if there are any V°'s which share tracks with others, these V°'s are
rejected.
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Figure 3.1: The theoretical calculation of the kinematically allowed regions for
Ks, A and A.
59
___
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
Figure 3.2: Podolanski-Armenteros plot from the data.i r  . : l i t  l t   .
60
w 225
[-
;~ 200
175
150
125
100
75
50
25
0
Ban
Chapter 4
Selection of Strange Particles
and Mass Measurements
4.1 K'
KI candidates should first pass the production cuts described in chapter 3 to
insure it is a good V °. After these cuts some physics cuts (i.e., the cuts on the
kinematics) are then applied to reduce the ambiguity problem. Since K' is a
spin-0 particle, it will decay uniformly in its rest frame. Its cos9* (here 9* is the
decay angle of the positive track from the V ° decay in the V ° rest frame with
respect to the V ° flight direction in the laboratory frame) distribution should be
flat, while for the -y conversion and random background it peaks at ±1. Hence
a requirement of cos6*' < 0.75 was made as shown in Fig. 4.1. Since the Ks
lifetime distribution decreases exponentially with time, the probability Pd that a
particular Ks of momentum p decays within the observed V ° decay length d is
given by
pd P= 1e -e- ,) (4.1)
where d is the distance between the secondary vertex and the primary vertex.
Equal bins of Pd should contain the same number of V°'s, so the dn/dpd
distribution should be flat in Pd. The experimental decay probability distribution
is shown in Fig. 4.2. The drop in the distribution for decreasing values of Pd is
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Figure 4.1: The cosO* distribution of V ° with IK hypothesis
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Figure 4.2: The distribution of V° decay time probability with K' hypothesis
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due to the loss of efficiency for short decay lengths when the decay products tend
to be associated to the primary vertex. The peak at Pd - 1 is due to the wrong
mass assignment to the decay tracks which is from other types of V ° events, i.e.,
most conversions. Therefore in order to reduce this background we select events
with pd <0.95.
However, cosO* and Pd are highly correlated. Fig. 4.3 shows the scatter plot of
these two quantities. Fig. 4.4 show the Pd distribution before and after the cos0*
cut. We can see that, after the cosO* cut, pd is already almost flat which means
that the Pd cut is not a strong cut.
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Figure 4.3: The distribution of V decay time probability vs cosO* with KS
hypothesis
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After applying all the cuts described we get the final r+7r- invariant mass
spectrum as shown in Fig. 4.5. The fitting function which is described below is
also plotted.
0.46 0.47 0.48 0.49 0.5 0.51 0.52 0.53 0.54 0.55
m(7cn-) (GeV/c 2)
Figure 4.5: The distribution of 7r+7r- invariant mass after all the cuts are applied
We fit this mass spectrum with a Breit-Wigner function (representing the
signal) and a first order polynomial (for the background)
aoFr
(m - mo)2 + (F/2)2 + a + bin, (4.2)
where mo, , ao, a, b are free fitting parameters and mo, r are the fitted K
mass and the full width at half maximum (FWHM).
The K mass and its FWHM are found to be
m(K) = 503.13 0.06 (stat) MeV/c 2 (4.3)
F = 18.997 0.171 MeV/c 2 . (4.4)
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which is dominated by the effect of the detector resolution.
It is clear that our measurement is significantly different from the Particle
Data Group (PDG) [26] value mpDG = 497.671 ± 0.031 MeV/c 2. However, this
raw measurement did not include the fine tuning of our magnetic field. In 1987,
the two halves of the UA1 magnet were separated by a few centimeters because
of additional shims to allow extra cable pathways. This resulted in the reduction
of the magnetic field of the order of 2%.
Since we have the largest statistics with the K sample in our data, we use it
to calibrate the magnetic field by forcing the Ks mass measurement to the PDG
value. By doing so, we found that the magnetic field should be reduced by 2.20%,
consistent with our estimated effect of the magnet shift. In the following, we will
use this calibrated magnetic field to measure the masses of other particles. We
will also estimate the systematic error of the mass measurement by combining in
quadrature the statistical error of the Ksi mass measurement and the error cited
by the PDG and then propagate to the other particles.
The choice of Breit-Wigner function to fit the signal is purely a convenient
method to get a good fit. We have also fitted the ir+7r- invariant mass distribution
with only one Gaussian function for different mass windows as shown in Fig. 4.6.
The fit for the full mass window gives almost identical mass as the Breit-Wigner
function fit. This justifies our previous choice of Breit-Wigner function as the
fitting function. Table 4.1 lists the fitted mass and width values.
Since different parts of the detector have different measuring errors, i.e., the
error has a spread distribution, we have used two-Gaussian function to fit this
invariant mass distribution again. Two steps are taken. First we constrain the
masses of the two Gaussian functions to be identical. This gives the identical mass
as shown in Fig. 4.7.a to that of the single Gaussian function fit and the Breit-
Wigner function fit. Secondly, we let the masses of the two Gaussian functions
be different. This gives the two masses as 504.82 ± 0.41 MeV/c 2 with 61.3%
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Figure 4.6: The single Gaussian plus second order polynomial (for the back-
ground) fit of the r+7r- invariant mass distribution for four different mass win-
dows.
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Table 4.1: The single Gaussian plus second order polynomial (for the background)
fit of the 7r+r - invariant mass distribution for four different mass windows.
proportion and 502.37 ± 0.09 MeV/c 2 with 38.7% proportion. The fit is shown
in Fig. 4.7.b. The weighted average mass then is 503.87 MeV/c2 . If we take the
maximum of the two differences between this average and the two Gaussian fit
masses as the systematic error, i.e., 1.50 MeV/c 2 , we can see that the weighted
average mass from the two Gaussian fit
m(K) = 503.87 ± 0.26 (stat) ± 1.5 (syst) MeV/c 2 (4.5)
is consistent with the Breit-Wigner function fit and the single Gaussian fit.
The K'i purity is found to be S/(S+B) = 92.91% within the mass region
0.483 < m(+ '7r-) < 0.523 GeV/c2 . In this mass range we obtained about 62000±
250 KI's after background subtraction. After extrapolating the fitting function,
we found the IK in the above mass window contains 91.08% of all the K~'s.
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Fitting Range Mass (MeV/c 2 ) or (MeV/c2 )
Full Window 503.14 ± 0.05 8.1 ± 0.1
1.5a 502.20 ± 0.06 5.8 ± 0.2
2.0or 502.52 ± 0.06 6.0 ± 0.1
2.5a 502.66 + 0.06 6.7 ± 0.1
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Figure 4.7: The two Gaussian function plus second order polynomial (for the
background) fit of the 7r+7r - invariant mass distribution, where a) the two Gaus-
sian functions have the same mass constraint and b) the Gaussian functions do
not necessarily have the same masses.
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4.2 A/A
In addition to the cuts described in the previous chapter, for A and iA selection we
require that the distance between the V ° decay point and the beam pipe center
should be greater than 10 cm which is approximately equal to the beam pipe ra-
dius. This cut reduces the background significantly in particular the contributions
from the interactions in the beam pipe material and the random combinations
from the beam particles.
After applying all the cuts described the final reconstructed p- and /pr +
invariant mass distributions are shown in Fig. 4.8.
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Figure 4.8: pr- and pi-r +
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invariant mass distributions.
We used the same function as in the K' case to fit these invariant mass
distributions and obtained the following fitted masses and FWHMs:
m(A) = 1115.653 ± 0.054 (stat) ± 0.011 (syst) MeV/c2 (4.6)
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F(A) = 6.18 ± 0.16 (stat) MeV/c2 .
and
m(A) = 1115.647 ± 0.056 (stat) + 0.011 (syst) MeV/c 2 (4.8)
F(A) = 6.57 ± 0.17 (stat) MeV/c2 . (4.9)
The systematic errors in the mass measurements are obtained by 1) varying
Ks mass to the fitted mass (from Breit-Wigner fit) plus (and minus) r (=
/iUA() + rDG(Ks) = /O.062 + 0.0312 = 0.068 Mev/c 2, 2) fine tuning the
magnetic field in order to make the fitted KI mass identical to the particle data
group value, 3) using the tuned magnetic field to scale the momenta of the charged
tracks, 4) calculating the Vfs mass, 5) fitting the mass, 6) calculating the differ-
ence between this refitted mass and the previously fitted masses in equation 4.6
or equation 4.8, and taking this difference as the systematic error of m(A) or
m(A), respectively.
We can see that our measurements are in extremely good agreement with
the PDG value of 1115.63 ± 0.05 MeV/c 2 and of similar precision, and are more
precise than any previous measurements. The CPT invariance implies that the
particle and its antiparticle should have the same mass. Therefore it is interesting
to measure the mass difference of the A and A. If we define the mass difference
as Am = m(A) - m(A), our measurement gives Am = 0.006 ± 0.078 MeV/c 2,
where the error is the statistical error only. Most of the systematic error cancels
in the mass difference and can be neglected compared to the statistical error.
Our result is an improved measurement on the PDG average value, AmpDG =
0.00 ± 0.12 MeV/c2 and is in agreement with a recently published result by the
E766 experiment at AGS, BNL [27] Am = -0.012 ± 0.010 MeV/c 2 .
To obtain the A and A cross sections, We require the pr- and p7r+ invariant
masses are to be in the region of 1.112 < m < 1.122 GeV/c 2. From the fits to the
invariant mass spectra, the A purity is found to be S/(S+B) = (87.72+ 1.53)% in
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(4.7)
the above mass region which contains (76.75±1.30)% of all the A's (obtained after
extrapolating the fitting function to the whole mass region), and the purity of A is
S/(S+B) = (88.54±1.55)% in the above mass region which contains 75.08±1.26)%
of all A.'s. The numbers of A and A after background subtraction are 6173 ± 84
and 6183 ± 84 respectively. These numbers are statistically consistent. If we
combine A and A together we find the purity to be (88.13 ± 1.09)% and there are
(75.87 - 0.91)% of A and A in the above mass region.
4.3 K * ±
We combine all the well selected KI (0.483 < m(7r+r - ) < 0.523 MeV/c 2 ) with
all the tracks from the primary vertex to search for the K*± through the channel
K *± --+ i' 7 1
To avoid worsening the mass resolution, once a Ks passed all the selection
cuts it is assigned the PDG mass value.
Since in the minimum bias events, the average charged track multiplicity is
20, the Ks and 7r± invariant mass distribution will have large combinatorial
background.
Fig. 4.9 shows the KI7r± invariant mass distributions in four Pt ranges. We
can see that the enhancements appear at a stable value close to the K*± mass
while the background maximum shifts from the low mass region to the high mass
region as Pt increases. This confirms that the enhancement is a real resonance.
In order to improve the signal to background ratio, we have applied cuts on
the cosOK,~ and cos9* ,, by requiring cosOK > 0.6 and cosO*,, > -0.7, where
0 K, is the angle between the charged track and the KI direction of flight and
O* , is the pion decay angle in the Ks'r rest frame. Their distributions are
shown in Fig. 4.10. The points are the data and the dashed histograms are the
1Since K*± has lifetime only of 1.32- 10-23 sec, it will decay at the primary vertex.
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Figure 4.9: Ksir ± invariant mass distribution as a function of pt of the KSr +
system.
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background which is obtained by mixing K and pions from different events with
normalization to the data. The distributions from the Monte Carlo data are also
shown in the plots. Fig. 4.11 and Fig. 4.12 show the scatter plot of cosO*
.
.
vs cosOKi- for the Monte Carlo data and the real events separately. The region
included in the small box on the right hand side is the one we keep.
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and cosO . distributions.
Fig. 4.13 shows the KS7r invariant mass distribution after applying these two
cuts. The number of K*+ found with these cuts and after background subtraction
is about 7740.
We use the following function to fit this invariant mass distribution:
f(m) = al(l - e-a2(m-mth)a3 ) -a4m-a5m + a 6(m - mo) 2 + (r/2)2' (4.10)
where mth = mK + mr. In this formula, the first term describes the background
shape and the second term represents the signal. From the fit, we find that the
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Figure 4.13: (a) KS7r ± invariant mass distribution and (b) data with background
subtraction after applying the additional cuts described in the text.
K *± mass and the FWHM are:
m(K*±) = 891.7 ± 4.6 (stat) - 0.1 (syst) MeV/c 2 (4.11)
and
F = 71.2 ± 7.1 MeV/c 2. (4.12)
which is in good agreement with the PDG value 891.59 + 0.24 MeV/c 2. The
systematic error in the K*± mass determination is obtained by the same method
as described in the last section in determining the systematic errors of m(A) and
m(A).
To study the width of the invariant mass distribution we used ISAJET Monte
Carlo events. In ISAJET the widths of all the particles with lifetime shorter than
10- 10 seconds are taken to be zero. After performing the detector simulation
we found the FWHM of K* to be 44.3 ± 1.5 MeV/c 2 which is attributed only
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to the detector resolution at the K*± mass. The PDG value of the natural
width of the K* is 49.8 i 0.8 MeV/c 2 . If we combine these two widths in
quadrature, we obtain F' = 66.7 + 2.5 MeV/c 2 which is consistent with our fitted
value r = 71.2 ± 7.1 MeV/c 2.
4.4 K ±
After the secondary vertices are determined as described in chapter 3, a search
for K + can be performed from its 3-prong decay mode: K± -* r+ + 7r- + r.
Since K±i's have a life time of 1.2371 x 10- s seconds they will decay far from the
pp interaction point (i.e., the primary vertex), even outside the central detector,
especially the high pt ones which have a high Lorentz boost. In addition to this,
the branching ratio of K± -* r+ 7r- + r+ is only (5.59 ± 0.05)%. Therefore,
the reconstruction efficiency will be extremely low for the K ± three prong decay
mode.
In order to reconstruct K± we impose the following requirements:
* The decay should take place at a secondary vertex which contains only three
outgoing tracks with a net charge ±1.
* The dE of the tracks should be less than 80 if their momenta are higher
than 0.2 GeV as shown in Fig. 4.14. This rejects proton and antiproton
background, which is common in secondary interactions in chamber walls.
* In the plane perpendicular to the magnetic field the direction of the total
momentum of the three tracks and the tangent to the circular arc passing
through the decay vertex (i.e., the expected direction) should be coincident
within errors (cut at 100).
With these requirements we find very clean K± signals as shown in Fig. 4.15.
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Figure 4.14: dE/dx distributions as a function of momentum for wr and proton,
where p or r stands for the positive (negative) decay tracks from well selected A
hyperon sample. (They are mostly protons (pions) except small contamination
due to the small background.)
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Figure 4.15: 7r+Tr-r invariant mass distributions.
To obtain the K± mass, we fit the reconstructed 7r+7r-lr± invariant mass
distribution with the following function
f(MT) (m - m) 2 + (F/2) 2 + a2 + a 3 /m + a4 m + a5 m2 + a 6 m3 , (4.13)
where mo, F, a, (i = 1, ... ,6) are free fitting parameters.
The results of the fits are also shown in the Fig. 4.15. Our fits give
m(K +) = 493.39 ± 0.32 (stat) + 0.02 (syst) MeV/c 2 (4.14)
F(K +) = 12.28 i 0.93 MeV/c 2 (4.15)
and
m(K-) = 493.88 ± 0.32 (stat) + 0.02 (syst) MeV/c 2 (4.16)
r(K-) = 14.22 ± 0.96 MeV/c 2. (4.17)
The systematic errors are obtained in the same way as in determining the
systematic errors of m(A) and m(Ai). Our measurements are in good agreement
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AE
with the PDG value of 493.646±0.009 MeV/c 2 . After subtracting the background
and counting only the event in the mass region [0.474, 0.514] GeV/c 2 , we obtained
about 1450 + 59 K + and 1710 ± 64 K- events.
We should notice that there are more 7r+r-7r- combinations than +r-r+ and
the difference is almost a constant in the invariant mass distributions. The reason
for this is because of the special arrangements of the wires of the central detector
and the magnetic field, the negative track in the CD will generally produce more
hits on the wires per unit length than the positive tracks. This is shown in
Fig. 4.16. Consequently, more negative tracks will be reconstructed. Therefore
more - - + combinations will be formed than the + + - combinations.
50000 - positive tracks
------- negative tracks
40000
30000 '
20000
10000
0
0 20 40 60 80 100 120 140 160 180 200
track hits
Figure 4.16: The comparison of the hits on the CD wires by positive tracks and
negative tracks.
We found that in the data the ratio of r+7r-7r + to r+r-7- is about 85%.
When we scale down the histogram of m(r+7r-r-) distribution by 85% and then
subtract the histogram of m(r+7r-7r+) distribution we found that in the mass
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range [0.42,0.60] GeV/c2 the distribution of this difference is consistent with
zero. Due to the CPU time limitation, we calculate the K + efficiency with very
coarse pt binning and average over -2.5 < < 2.5 and 0° < q < 3600. Since
from the physics, point of view we expect K + and K- should be equally produced
(assuming any CP violating effects are negligible here), for the K- efficiency, we
just scale up the K + efficiency by dividing it by 85%.
4.5 Study of Pairs of Strange Particles
Based on quark bag model, Jaffe [28] predicted a possible S-wave flavor-singlet
dihyperon (H) with JP = 0+ at 2150 MeV/c 2 (With this mass, the H must
decay weakly.) and a light S-wave dibaryon flavor-octet (H*) with JP = 1+
at 2335 MeV/c 2 . Both of these can decay into AA. If they exist, they should
appear as bumps on the AA invariant mass distribution. An enhancement in
the AA invariant mass spectrum at 2370 MeV/c 2 was reported by Beilliere et al.
in 1972 [29]. On the other hand, Jaffe et al. also studied the production of a
scalar glueball with JPC = 0++ which can be produced near KK' threshold [30].
Though the predicted glueball has a mass less than 1 GeV/c 2 and the suggested
search channel is 7rir invariant mass, it is also a good starting way to look at the
KsKs invariant mass distribution in the whole mass range which can be covered.
Other combinations of strange particle pairs are also worth to be looked at to
search for any unexpected resonances.
To study V ° pair events we simply calculate the invariant mass of all the
types of V ° pair combinations, i.e., KsI, K, KSA, AA + AA, AA. In forming
the invariant mass we make sure that there is no decay track sharing between the
two V°s.
To avoid degrading the mass resolution, we first look for a V ° by restricting
its reconstructed mass in a tight mass window (0.483 < mKO < 0.523 GeV/c 2 ,
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1.112 < mA < 1.122 GeV/c 2 , 1,112 < mA < 1.122 GeV/c 2 ), then we assign the
PDG value (mKo = 0.497 GeV/c2 , mA = 1.1156 GeV/c 2, m, = 1.1156 GeV/c 2 )
to the V found in order to calculate its energy (E = p2 + m 2). Fig. 4.17
shows the V pair invariant mass distributions for the different combinations.
The background in each case is obtained by mixing the V°s from different events
and then normalizing to the data.
From the invariant mass distributions we found that at 95% confidence level
the cross section times branching ratio (a B) does not exceed the limit for the
indicated channel listed in table 4.2.
Table 4.2: The limits for new states X (boson) or Y (fermion) decaying through
the selected channels at 95% C.L. and at 90% C.L.
82
Decay Channel o'. B (b) oa B (b)
(@ 95% C.L.) (@ 90% C.L.)
X Ki-+K < 0.56 < 0.47
Y -+ KA < 0.36 < 0.30
Y -+ KOA < 0.38 < 0.32
X -- + AA + AA < 0.12 < 0.10
X -- AA < 0.17 < 0.14
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Figure 4.17: Strange particle pair invariant mass distributions for different type
of combinations.
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4.6 V and K ± Reconstruction Efficiency
The basic principle used in the efficiency calculation is that we generate a certain
number of V°s, then apply the same cuts as in the V ° analysis and then find
how many of them are found. The ratio of these two numbers is the efficiency we
need. This efficiency is evaluated as a function of Pt, pseudorapidity q, and the
azimuthal angle of the V °.
Number of V ° found
) Number of V° generated (4.18)
Using the ISAJET Monte Carlo program to generate and reconstruct events would
consume a large amount of CPU time to obtain sufficient statistics at high Pt
values. More importantly the ISAJET Monte Carlo program does not accurately
describe the minimum bias p interactions due to the lack of precise knowledge of
the parton distribution functions. We therefore employ another approach, namely
the mixing technique, to determine the V ° efficiency. The method is as follows:
1. Read in a real minimum-bias event and store it in the memory;
2. Generate a V ° in the empty central detector by requiring the primary vertex
is coincident with the real event.
3. Simulate the V° decay.
4. Digitize the hits and reconstruct the V ° decay tracks.
5. Perform the V° finding by applying all the cuts used in the analysis.
If the V ° is found, then we merge the generated V ° with the real event and again
digitize the hits and reconstruct the tracks and perform the vertex finding and
V ° finding. By counting the number of V°s found at this stage and then dividing
it by the number of V°s generated we obtain the V ° reconstruction and finding
efficiency.
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This procedure is repeated for several pt, r and bins, namely, the efficiency
is computed as a function of these three quantities. Obviously, by using this
mixing technique we overcome the problems of the ordinary Monte Carlo method
since
* Pt is an input parameter which can be assigned any value. Hence we don't
have to generate many low pt events until we get enough high pt events,
therefore saving CPU time;
* We use the real minimum-bias event as the background with no assump-
tion being made on the pp interaction mechanism and so a more genuine
interaction is simulated.
* The other advantage of this technique is that we can use the same real event
as many times as we like and thus get the statistics as high as we require.
* We change the branching ratios to be 100% to get rid of the unwanted decay
modes and to minimize the CPU time used.
For the K + efficiency, we mix the generated K+ and the real event, perform
the track fitting, vertex finding, then look for the K +. The number of K + we
found divided by the number of K + we generated is defined as the K + finding
efficiency. Since we tag each generated K+ with an ID, it will not count any
K+'s in the real event. We repeat this procedure only in four pt ranges while
-2.5 < < 2.5 and 00 < < 360 °. The results are listed in Table 4.3.
0.0 < pt < 0.5 0.5 < pt <1.0.0 1.0 < pt 1.5 pt > 1.5
0.0325 ± 0.0019 0.0483 i 0.0016 0.0312 ± 0.0011 0.0189 ± 0.0072
Table 4.3: K + efficiencies as a function of pt (in unit of GeV/c) in 171 < 2.5 and
0° < < 360 ° .
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As explained in section 4.4, we only calculate the K + efficiency. To obtain the
K- efficiency we simply scale up by 1/(85%o) the K + efficiency with the maximum
CPU time we could afford.
In calculating the efficiency care is taken to only tag generated particles (V °
or K+) as there may be others in the real event and that should not be counted.
The efficiency is only computed in the 00 < < 900 region. The efficiency
in the other regions of the central detector can be derived from it by considering
the symmetry of the detector.
Fig. 4.18, Fig. 4.19 and Fig.  4.20 show the , A and A finding efficiencies
separately. The errors are only the statistical.
15
10
S
0
4
0
O
4
30
2
10
0
40
30
20to
10
03020
10
0
0
o00
0 2 4 U 2 4 0 2 4
pt(K:) (GeV/c)
Figure 4.18: The K' finding efficiency as a function of pt, r7, A.S~SIICILjCLLCIY C3CLIlI~VI V t I /
86
0. <3 0.0 
*-3.0-<<- 2.0
0 2.0<1<3.0
0 2 4
oo.O<..<o. 'o * -2.0<,<-1.0
0 1.0o<<2.0
"Q-O
15
10
I , O-, , " -- I,, , , ,E .0 < I,30 .0 ' I 
. . I I I I -l.O
.00.0'<0<30.0 
· -0.5<1l<0.0
0 0.0<1n<0.5
Z O 
o30.0<0<60.0 0 -3.0<T<-2.0 
0 2.0<iq<3.0I'
0 2 4
3
IC;, 2
04E W 0
15
10
5
0
30
20
10
0
40
30
20
10
0
2 4
o.. I I . .oI< .;
30.0'<*<60.0' 0 -.0<-0.5
2 4
' I r -
: 30.0 <0<60.0 0 -05rl<O.O
-O 00.O<tl<0 .5
0 2 4
0 2 4
I I I I I I I I 60.0-<<>90.0 * . -LO<< l.0
O I.< 2.0 -
60.0'<<9.0
' ' ·
*3.0<<2.0 * 
0 2.0<r<3.0
-, 
2 4
l, I I I -
-60.0'<0<s.0 * *.0<i<- .S
0 0.5<1<1.0
_ ,, O OJ<TI .O
,, , I , . , -
2 4
60.0<0<90.0'
60.06 o <90.0 .0 <n<0.0
O O.O<T<05 _
r , I I 
· ' ' ' i ' ' , 
· ' '  '   ' '
. . . . . . . .
)
·- · -  ' · · ·
i | · · I · ~
Ilill l l l [ ' ' 'I 
-
Il l I ' l [ 1 1 llllllll.i. . . '
'~''ijJlil
~
I
I
--
l
I
-~~~~~~~~~~~~~~~~~~~~~~~~~~~~
10
7.5
2.5
2.5
0 2 4 0 2 4 0 2 4
20
15
10
5
20
15
10
5
n
60.0 < <90.0'
-0.5<<0.0
O 0.0<11<0.5
.'.
FF I 
4
p,(A) (CGeV/c)
Figure 4.19: The A finding efficiency as a function of Pt, 71, .
87
4
3
t
.0E
- 0.0 <0<30.0 
· -2.0<~<-1.0
0 1.0rl<2.0
' ' ' T ' I .
_ 0.0'<<30.0'
·0 1.0<T<-.0J
0 0..5<tl<1.0
15
10
5
_ 0.0<<30.
* 0.5<n1<0.0
o 0.0<o<0.5
- . I I 
, , , , , 
- 30.0 <0<60.0-
0 -2.0<rl<-1.0
- 0 1.0<r<2.0
20
15
10
5
30.0<<K60.0'
-1.0<<-0.5
o 0.5<n1<1.0
I O--o~·-;- *
_ 30.0'<0<60.0'[ -0.5<r<0.0
o o.o0<o0.
D 2 4 0
_ I I . I I .
- 60.0 <<90.0
0 -2.0<<-1.0
0 1.0<r<2.0
-- ;
0 2 4
60.0<0<90.0
- -1.0 <-0.
0 0.5<n<1.0
I~~~~~~ 
2 4
20
15
10
5
A
0 2 4 0 4 0
. . , r'
..111 1 11' " 1,I l l l l l ll' ' 1,a i I I I I I I
L3 1 1 I I 1 r 1 r I~~~~~~~~~ !J : ~ 1 [ q I I r 
II
to ws O
"'
n r a | r a ' | a : TS , . v I . zs
-1
_
-_ 0.0<0<304.0
· -1.0<rT<-0.5
0 0.5<I<1.0
-I III 
30.0<0.<60.0
· *1.O<11<-0.5
o 0.5<11<1.0
60.0°<"<90.0°
0.5<<1.0
-. h-
4
1)
7.5
5
2.5
0
20
s15
10
S
20
- 0.0°<<30.0'
0 -0.5<1<0.0
O 0.0<11<0.5
30.0<}<60.0'
-0.5<1<0.0L 0 O0.0<1<0.5
_.
60.0<O<90.0'
-0.5<l<.O
- 0.0<n<0.5
-e~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
15
10
0
0
Figure 4.20: The Ai finding efficiency as a function of Pt, 77, Q.
We have also studied that the efficiency of V ° finding is not sensitive to the
multiplicity. We will use this fact when we later study the strange particle to
charge hadrons ratio as a function of charged track multiplicity.
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Chapter 5
Study of Strange Particle
Production
5.1 Hadron Production in the Central Region
Anisovich et al. [31] have proposed a theory based on the quark model for hadron
production. As a result of a proton and an antiproton collision, the interaction
region is assumed to be a chaotic blob of quarks and antiquarks. A quark leaving
the zone of the interaction must pick up at least one neighbor parton from the blob
in order to make a hadron. Assuming that in proton-antiproton collisions there
are equal numbers of quarks and antiquarks of each flavor in the blob, there is 50%
chance that the q combines with a q. We assume that at this point the qq system
forms a meson M. In the other half of the cases the qq system must combine
again to form a qqq baryon state B. If an antiquark is added to the qq system,
there is a meson M generated and a quark q remaining free. By adding additional
quarks and antiquarks, some new mesons, baryons and antibaryons appear with
the possibility for one or two quarks or antiquarks to remain unconnected.
Let co0 denote the probability of there being no unconnected quarks or an-
tiquarks, al the probability to find one free quark or antiquark, and Oc2 that of
an unconnected pair qq or qq. Adding a quark q or an antiquark , both with
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probability 50%, we obtain:
[o + a(q + q) + a 2(qq + q)] x (q+q)2
1 1 1
= ao(q + q) al( + qq + 2qq + qq) + a2(qqq + qqq + qqq + qqq)
2 2 2
1 1 1
2 cao(q + q) + a cl(qq + qq + 2M) + 2a 2 (qM + qM + B + B). (5.1)
The coefficients associated with M, B, B on the right hand side of the above
equation are the probabilities that they are produced. Namely, P(M) = al + a 2
and P(B) = P(B) = a 2 . So we obtain the following ratio:
M M a + a 2
B B- == 2 1 (5.2)
If the number of quarks is large enough, statistical equilibrium should occur, and
the probabilities a0o, al and a 2 cannot be changed after addition of one quark
or one antiquark with equal probabilities. This implies that the coefficients in
equation (5.1) have the following relationships by comparison of the terms in the
square bracket on the left hand side and the terms on the right hand side of the
equation (5.1) without, with one or with two unconnected quarks or antiquarks,
1 1
o = ac1 + 2, Cl - (ao + a 2 ), a 2 = -a 1 . (5.3)
Actually, only two of the three are independent. Therefore,
aO0 : a 1 : 2 = 3 :2: 1. (5.4)
Substituting these values into equation (5.2) we get the ratio MIB = 6. We must
realize that here all the light quarks (u, d, s) are treated equally and the heavy
quarks (c, b, t) are not taken into account.
Bjorken and Farrar have proposed a similar but more simplified model to
study hadron production [32]. Their prediction of the meson to baryon ratio is
only 2. In their model, the procedure of "joining" of a quark or an antiquark to
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the given quark is carried out only twice. If this procedure was continued and the
antibaryon production was taken into account by counting antiparticles, the ratio
would eventually approach 6 as Anisovich et al. pointed out. The comment made
by Bjorken and Farrar on their own model was "while we are not sure whether
this is a model which can be used for serious quantitative study, we do believe
it contains qualitative features of some generality.". They also commented on
the meson to baryon ratio as "evidently the ratio M/B equals 2. Dynamics of a
more sophisticated model could modify the value of this ratio, probably tending
to enhance it, but perhaps this is a good first approximation."
We have therefore adopted to compare our data with the more sophisticated
model of Anisovich et al.
If the SU(3)F symmetry is strictly conserved then the probabilities of pro-
ducing u, d, s quarks will be equal. However, various experiments show that the
strange particle production is suppressed in some way. In the framework of the
quark model it means that the production of strange quarks is suppressed as
compared to the production of non-strange (u, d) quarks. This phenomenon ob-
viously breaks the SU(3)F symmetry in the multiparticle production processes.
We can characterize the suppression of strange quark production by a parameter
A which is defined as
2 < n > (5.5)
< n > + < ndd >
where < ns >, < n >, and < ndd > are the mean numbers of s, u, d quarks
and the corresponding antiquarks in the final state. If A = 1, u, d, s quarks are
equivalent, and the SU(3)F violation is absent.
When calculating the different hadron ratios, it is necessary to introduce an
additional factor 2J + 1, i.e., the number of different spin states. In the case
of hadron production consisting in part of strange quarks, the factor A should
be introduced for each strange quark due to the relative scarcity of observed
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hadrons containing strange quarks comparing to those not containing strange
quarks. The long-lived particles such as pions, protons, kaons and A's, etc., are
produced in the quark model via two mechanisms: the direct production of stable
particles and the production of short lived resonances and their subsequent decay
to stable particles. Table 5.1[31] summarizes the relative production of hadrons
in the central region (in arbitrary units).
Particle type Direct production After resonance decays
7r+,7r - 3 31 + 12A + 32 + (6 + 4 + A 2)
7r° 3 34 + 12A + 4 2 + (1!6 + 4 + 85A2)
K +, K- 3A 12A + 4A2
K°, °0 3A 12A + 3A2
1+ 2A2 _
x 2+A2 _
+,p°,p- , 9 
9A2 _
K*+, K*°O, K*, JK*- 9A
p, n, p, n a 5y
A,i Ay 8AXy
A2 Y 3 2 y
,+- g+E- A, 5,7
Q-, Q+3 33
Table 5.1: Relative probabilities of
(4 + 4A + A 2 )/(5 + 5 + 3A2 + 3)
hadron production in the central region; 7 =
Only one undetermined parameter A enters Table 5.1. It can be measured
from experiments. We will evaluate it in the next section by measuring the K/ir
ratio.
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5.2 Inclusive Ks and K± Production Cross Sec-
tion
Fig. 5.1 and Fig. 5.2 show separately the
efficiency corrections.
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Figure 5.1: Rai
K' and K + Pt distributions before
1 2 3 4 5 6
t distribution (0.483 m()( 0.523 GeV/c)
w K pt distribution (0.483 < m(7r+ir - ) < 0.523 GeV/c2).Figure .1: Ra
Fig. 5.3 shows our measurement of the Ks invariant cross section distribution
after efficiency correction. We only consider the Ks in the 1It1 < 2.5 region.
The statistical error and the systematic errors from the efficiency uncertainty
and the uncertainty of theoretical calculation of the minimum bias cross section
(5%) are combined in quadrature. The data are corrected for the branching ratio
Br(K -, 7r+ -) = 68.61% and Br(K -, + 7r- 7r) = 5.59%. The errors
on these branching ratios, however, are not taken into account. The purity and
mass window correction are also made. The definition of "purity and mass window
correction" here and thereafter is that we 1) calculate the ratio of (signal)/(signal
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Table 5.2: K and K invariant cross sections. pt is in unit of GeV/c.
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particle Pt E4 mb GeV 2 c- 3 pt Ed--" mb GeV- 2 c- 3
0.25 4.239 ± 0.221 1.66 0.270 x 10- 1 0.170 x 10- 2
0.38 2.759 0.147 1.73 0.209 x 10- 1 0.137 x 10-2
0.46 1.780 ± 0.947 x 10-1 1.81 0.156 x 10-1 ± 0.106 x 10-2
0.53 1.199 0.650 x 10-1 1.88 0.149 x 10- 1 0.104 x 10-2
0.61 0.909 - 0.490 x 10- 1 1.96 0.109 x 10-1 ± 0.802 x 10- 3
0.68 0.663 ± 0.356 x 10- 1 2.08 0.872 x 10-2 ± 0.551 x 10 - 3
0.76 0.450 - 0.242 x 10- 1 2.28 0.510 x 10-2 ± 0.350 x 10- 3
0.83 0.376 ± 0.205 x 10-1 2.48 0.373 x 10- 2 ± 0.285 x 10- 3
Ixs 0.91 0.300 ± 0.165 x 10- 1 2.68 0.204 x 10-2 ± 0.186 x 10- 3
0.98 0.232 ± 0.129 x 10-1 2.88 0.180 x 10-2 ± 0.175 x 10- 3
1.06 0.145 ± 0.787 x 10-2 3.08 0.104 x 10-2 + 0.121 x 10- 3
1.13 0.127 - 0.696 x 10-2 3.31 0.627 x 10- 3 ± 0.761 x 10- 4
1.21 0.958 x 10-1 ± 0.534 x 10-2 3.65 0.348 x 10- 3 - 0.443 x 10- 4
1.28 0.743 x 10-1 ± 0.420 x 10-2 4.16 0.138 x 10- 3 - 0.262 x 10- 4
1.36 0.634 x 10-1 ± 0.366 x 10-2 4.67 0.813 x 10- 4 ± 0.223 x 10- 4
1.43 0.470 x 10-1 ± 0.274 x 10-2 5.22 0.380 x 10 - 4 ± 0.108 x 10- 4
1.51 0.435 x 10-1 ± 0.260 x 10-2 6.69 0.452 x 10- 5 ± 0.454 x 10- 5
1.58 0.308 x 10-1 ± 0.191 x 10-2
K' 0.12 12.98 ± 5.13 1.12 0.16 ± 0.04
0.62 1.13 ± 0.31 1.62 0.021 0.009
+ background) inside the mass window, 2) calculate how many (signal) events are
outside the mass window by extrapolating the signal part of the fitting function,
and 3) multiply the results from 1) and 2). This is done for various Pt ranges and
we found that this correction is essentially a constant.
We have chosen the power law function [33] to fit this distribution:
d3 U A
Ed 3 = (1 +t/p°)n (5.6)
However, pt and n are highly correlated. This is studied by the following steps:
* If we vary either one of p0 and n when we fit the Pt distribution, the other
is changing as well.
* If we expand f = 1/(1 +pt/p°)n for the extreme values of pt, i.e., as Pt -* 0,
f _ 1- pPt -c exp(-+pt); and as Pt - Qo, f ()n. These expansions
give us clearer picture of the correlation between pO and n.
* The average Pt is found to be after integrating over the whole Pt range:
<Pt t > is clear that pO and n cannot change freely in order to give
a fixed value of average pt.
Therefore, we fix n to be 8.5, based on our inclusive charged hadron production
study [34] 1. The values of our fit parameters are listed in Table 5.3.
I Il A (mbGeV- 2) pO (GeV) n (fixed)|
2.5 19.320 ± 0.699 1.411 + 0.013 8.5
Table 5.3: KIs invariant cross section fitting parameters.
Fig. 5.4 shows the comparison of Ks cross section measurements with those of
the CDF [35] experiment. Our measurement is consistent with the CDF measure-
ment at Vs = 630 GeV, however, we have much improved statistical precision
1Many previous publications fixed p° = 1.3 GeV or 1.1 GeV as their options.
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and we also extend to a larger pt range. On the same plot, our Ki measurement
is also shown. We can see K' and K + measurements agree with each other which
is what is expected from the theoretical calculation [31].
We have also plotted the new NLO QCD calculation [36] for K production
with the three different scales , M, M f are simultaneously set equal to pt/ 2 ,
pt, 2pt, where M is the factorization scale of the parton distributions Fh(x, M 2),
the usual structure function appropriate to partons of type i inside hadron h;
Mf is the factorization scale of the fragmentation function D'(x, M 2), the usual
fragmentation function appropriate to partons of type I inside hadron h; and ,
the renormalization scale of the QCD coupling constant as.
We can see that this scale dependence is rather moderate and the prediction
with scales equal to 2pt is in adequate overall agreement with the data for pt up
to 7 GeV and down to 1 GeV. The calculation does not go further down where
higher order corrections may be appreciable. In addition, somewhere in this range
non-perturbative effects come in.
After extrapolating to Pt = 0.0 and pt -- oo and integrating the equation 5.6,
we determined the Ks yield per event and average Pt to be < Ks >= 0.66 + 0.05
and < pt(K) >= 0.513 0.006 (GeV), where the errors are the combination in
quadrature of the statistical error and the efficiency uncertainty.
Our K to charged hadron ratio measurement from the Ks study is found to
be ( h)UA1 = 0.077 + 0.004 (stat) ± 0.003 (syst), where the systematic error is
obtained from the choice of the connecting point 2 for the charged hadron Edp3
2Since when reconstructing the UA1 data, a momentum of 0.1 GeV/c on the charged tracks
was applied, the distribution of very low pt values is obtained by extrapolating with a certain
function as expressed in equation 5.7.
d3i- Je-13V'2+-pi if pt < pO GeV/c
Ed3 = A if pt > pO GeV/c (5.7)
However, the choice of the value pO - the connecting point - is somehow arbitrary, and thus an
uncertainty is introduced. We use this fact to estimate the systematic error of the ().
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Figure 5.4: Comparison of K invarian t cross se tions as a function of pt for UA1
(630 GeV) and CDF (630 and 1800 GeV) data. The invariant cross section of
K1± from UA1 (630 GeV) is also shown.
98
spectrum fit.
Then we take the 7r to charged hadron ratio measurement from the UA2
experiment [37] which is 7ri/h± = (81.3 ± 1.6)%. Finally, we deduced the K/r
ratio ( V)UA1 = 0.094 ± 0.005 (stat) ± 0.004 (syst), where the systematic error
is the combination in quadrature of the systematic error stemming from the error
of the 7rl/h± ratio and that of ( )UA1 measurement.
Fig. 5.5 and Fig. 5.6 [38] show the average KS pt and K/7r ratio for different
center of mass energies. Our fits are also shown on the plots. The fitting function
has chosen to be of the form (/ is in unit of GeV):
f(Vs) = a + b ln( v). (5.8)
and Table 5.4 contains the values of a and b obtained in the fits.
a b X 2 /NDF
< Pt(KI) > (GeV/c) 0.237 ± 0.039 0.042 ± 0.006 1.7
K/ir 0.041 ± 0.021 0.009 ± 0.003 0.6
Table 5.4: Fitting parameters for < pt(K) > and K/r ratio as a function of the
center of mass energy (GeV).
The numerical values corresponding to Figures 5.5 and 5.6 are contained in
Table 5.5.
< pt(Ks) > shows an increase with the center of mass energy Vs. This is
probably due to the fact that as energy increases more gluons are produced. These
gluons will produce more hard scattering. When they fragment into hadrons, the
hadrons then will have larger average Pt. The K/ir ratio also shows an increase
with the center of mass energy /s. This is probably due to the fact that at higher
energy more gluons are produced and the mass of the strange quark has less effect,
therefore the fragmentation of gluons into strange quarks is more similar to that
into the light quarks u and d.
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as a function of center of mass energies.
Experiment < Pt > (GeV/c) < K/7r >
UA1 (630 GeV) 0.513 ± 0.006 0.094 ± 0.006
UA5 (200 GeV) 0.53 ± 0.07 0.089 ± 0.011
UA5 (546 GeV) 0.57 ± 0.03 0.095 ± 0.009
UA5 (900 GeV) 0.62 ± 0.08 0.100 ± 0.008
CDF (630 GeV) 0.5 ± 0.1 0.12 ± 0.06
CDF (1800 GeV) 0.60 + 0.03 0.13 4- 0.02
E735 (300 GeV) 0.458 ± 0.025 0.105 ± 0.002
E735 (540 GeV) 0.482 ± 0.013 0.112 + 0.010
E735 (1000 GeV) 0.530 i 0.012 0.104 ± 0.008
E735 (1800 GeV) 0.552 ± 0.006 0.108 ± 0.005
Table 5.5: Average Pt and K/7r ratio from different experiments.
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Figure 5.6: K/7r ratio at different center of mass energies with the following
definitions: a) K' K/7r = , b) K K/ = + -S~~~)K 'K~ K
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In order to predict the situation at a higher energy collider, we generated
1000 ISAJET Monte Carlo events in each case. We will discuss below what we
conclude based on the correct version of the Monte Carlo ISA030 [39]. Since
the minimum bias event generator in the original ISAJET program is not the
minimum bias trigger in the real situation, we generated the events with two-jet
event type generator with low pt upper limit, i.e., 50 GeV/c. The jets can be
from gluons, u, , d, d, s and quarks. We did not consider the heavy flavors
here. We have studied the 15 TeV pp collisions (LHC) and a machine of 15 TeV
pp collisions. In order to check the accuracy of the Monte Carlo program, we also
studied 630 GeV p collisions. This gives us the possibility to compare with the
result from the UA1 data. The results of the Monte Carlo simulation are listed
in Table 5.6.
15 TeV pp (LHC) 15 TeV pp 630 GeV pp (UA1)
K/r 0.092 ± 0.001 0.094 ± 0.001 0.091 ± 0.001
Table 5.6: A Monte Carlo study of the K/r ratios at different collider energies.
From this Monte Carlo study we can see that
* at very high energies (eg. 15 TeV) the K/r ratio is not sensitive to whether
the beam particles are protons or antiprotons which implies the dominating
process to create particles is through gluons instead of valence quarks.
* The Monte Carlo calculation works well at 630 GeV (K/7r = 0.091 ± 0.001)
in agreement with the result from the UA1 minimum bias data (K/7r =
0.094 ± 0.006).
* since ISAJET takes flat and constant K/r for the underlying events, this
will give essentially the same K/r ratio at different collider energies, i.e.,
630 GeV for SppS (UA1) and 15 TeV for LHC.
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* the slope of our fit for K/7r as a function of Vi is 0.009 + 0.003 which is a
3 standard deviation effect from 0. If our fit does hold, then it implies that
the ISAJET program does not incorporate this small increase of K/ir as a
function of increasing center of mass energies.
* according to our fit, at the LHC energy (Vi = 15 TeV) the K/7r ratio will
be 0.13 + 0.04 (where the error is originated from the statistical errors of
the fitting parameter,).
Combining our K/7r ratio measurement with the theoretical calculation [31], we
can determine the Strangeness Suppression Factor which is defined as
2 < n > (59))~- (5.9)
< n > + < ndd >
In terms of A we can express the K/7r ratio as
2K 12A + 3 2
7r + 31 + 12A + 3 2 + y(1Q6 + 4 + 2) 
where -y = +4X+2 Our measurement gives
AUA1 = 0.29 i 0.02 (stat) i 0.01 (syst) (5.11)
where the systematic error is obtained by varying the connecting point of the
fitting function for the invariant cross section of the charged hadrons as expressed
in equation 5.7. The determination of A is also depicted in Fig. 5.7.
Our measurement is in good agreement with the average value AWorld = 0.29±
0.02 from previous measurements [40]. It is also in agreement with other collider
experiments, eg., UA5 [41] and CDF [42]. On the other hand, if we substitute the
measured A value into Table 5.1 and sum up separately the mesons and baryons
then we found that (M/B)X=0.2 9 = 6.57 ± 0.02 in comparison with (M/B)x= = 6
and (M/B)A=o = 6.8.
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Figure 5.7: Determination of the s
fl = 12A + 3A 2, f2 = UA1- (
7 = (4 + 4A + 2 )/(5 + 5 + 3AX2
statistical error and the dotted line
unit of the vertical axis is arbitrary.
strangeness suppression factor. In the plot,
31 + 12A + 3A2 + -y(Q + 4 + XA2), where
+ A3). Dashed line shows the effect of the
shows the effect of the systematic error. The
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Fig. 5.8 shows the compilation of the measurements of the strangeness sup-
pression factor A [40] [41] [42]. For hadron-hadron interactions, ff is given by
the energy of the valence quark in the beam. We therefore have
Seff = S < Xl >< X2 > (5.12)
where < x1 > and < x2 > are the average momentum fractions of the beam
valence quark and/or the target valence quark respectively.
For e + e - annihilation and lepton-hadron interactions the formula is still valid
except that the leptons are considered as point-like particles and thus take the
whole energy of the beam.
The following two formulas are used to convert the pp, pp and 7rp interactions.
sff(pp) = ef(pp) = 0.11s and /(seff(rp) = 0.15s.
Some of the eff values in the plot have been shifted slightly in order to
make the data points more visible.
We have fitted this distribution with a function of the form:
A=a+b n(Sef (5.13)
We found that a = 0.197 + 0.010, b = 0.026 ± 0.004 with X 2 /NDF = 1.3.
The increase of the strangeness suppression factor A with the center of mass
energy is probably due to the increase in radiation of gluons which then fragment
into s pairs [43].
According to our fit, at the LHC energy the strangeness suppression factor
will be 0.39 + 0.03, where the error is from the statistical errors of the fitting
parameters.
5.3 Inclusive A and 3A Production Cross Section
Fig. 5.9 shows the raw A and A pt distributions.
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Figure 5.8: The compilation of the measurements of the strangeness suppression
factor. The dashed line is the average value Orava et al ) of all the low energy
data, i.e., except the pp collider experiments data, in the plot. The dotted lines
indicate +la the range of the error.
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Figure 5.9: Raw A and A pt distribution (1.102 < m(pir-) < 1.122 GeV/c 2 or
1.102 < m(pr +) < 1.122 GeV/c 2 ).
Fig. 5.10 shows the efficiency corrected A and A invariant cross section distri-
bution.
The statistical error and the systematic errors from the efficiency uncertainty
and the uncertainty of theoretical calculation of the minimum bias cross section
(5%) are combined in quadrature. The data are corrected for the branching ratio
Br(A -+ p r-) = 64.1%. The purity and mass window corrections are also made.
Table 5.7 lists the numerical values of the A + A invariant cross section mea-
surement.
We fit the data with the following exponential function:
d3 r
E = aebpt
dp3 (5.14)
Table 5.8 lists the results of the fit.
We have also fitted the data with the power law, i.e., equation 5.6 with both
p0 and n as free parameters. Fig. 5.11 shows the result. The fitting parameters
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Figure 5.10: p p -* A + X and p p - A + X invariant cross section. The curve
is the exponential function fit.
Table 5.7: A + A invariant cross section. Pt is expressed in GeV/c.
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Pt E (mb GeV 2 c 3 ) pt E d (mb GeV-2c -3 )
0.30 0.841 ± 0.384 2.18 0.142 x 10-1 ± 0.110 x 10-2
0.58 0.543 + 0.565 x 10-1 2.38 0.908 x 10-2 ± 0.800 x 10- 3
0.78 0.304 + 0.190 x 10-1 2.58 0.569 x 10-2 ± 0.602 x 10- 3
0.98 0.222 ± 0.131 x 10-1 2.78 0.378 x 10-2 ± 0.458 x 10- 3
1.18 0.137 ± 0.786 x 10-2 2.98 0.214 x 10-2 ± 0.343 x 10-3
1.38 0.949 x 10-1 ± 0.552 x 10-2 3.21 0.111 x 10-2 i 0.131 x 10- 3
1.58 0.569 x 10-1 ± 0.344 x 10-2 4.10 0.184 x 10- 3 ± 0.465 x 10-4
1.78 0.338 x 10-1 ± 0.216 x 10-2 5.10 0.434 x 10-4 ± 0.228 x 10-4
1.98 0.221 x 10-1 ± 0.152 x 10-2
, , , , , , ,
-
i1 Ia (mbGeV-2) b (GeV - ) X 2 /NDF J
2.0 1.90 + 0.11 12.21 ± 0.031 22.5/15 11
Table 5.8: A and A invariant cross section fitting parameters.
are listed in table 5.9.
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Figure 5.11: p - A + X and p p -* A + X invariant cross section. The curve
is the power law fit.
l 1I A (mbGeV-) p (GeV) I n IX2 /NDF 
2.01 2.37 ± 0.15 13.1 ± 0.9 32.8 + 1.9 17.2/14 
Table 5.9: A + A invariant cross section fitting parameters with power law fit.
Fig. 5.12 shows the comparison of the normalized A and A cross section ( 1 d3)
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Figure 5.12: Comparison of A + A pt distribution.
After extrapolating the exponential fitting function to pt = 0.0 and pt --+ ec
of the fitting function and integrating it, we determined the average pt of the A
and A, the average yield per event and the relative production to the charged
hadrons to be < pt(A + A) >= 0.90 ± 0.01 GeV/c, < A + A >= 0.26 ± 0.02 and
A^+ = 0.018 i± 0.001 (stat) + 0.002 (syst), where the systematic error is obtained
from the choice of the connecting point for the charged hadron E d3, spectrum fit.
We consider the inclusive production of the A and A in the pp collisions whether
or not they are promptly produced or are from short-lived resonances or even
from long-lived particles decays. This makes it difficult to compare with other
experiments about the above three quantities since they, e.g., UA5 and E735
[44] exclude the A and A's from the decays of other resonances and particles, for
instance, from - and E decays.
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Based on the power law fit, we found < A + A >= 0.28 ± 0.03, < pt(A+ A) >=
0.88 ± 0.08 GeV/c and A+A = 0.018 ± 0.002. Therefore we conclude that within
the errors the exponential function fit and the power law fit agree with each other
very well. If we take the difference between the exponential function fit and the
power law fit as the systematic error then we get < A + A >= 0.26 ± 0.02 (stat) i
0.02 (syst), < pt(A + A) >= 0.90 ± 0.01 (stat) + 0.02 (syst) GeV/c.
5.4 Multiplicity Dependence of the Production
of the Strange Particles
5.4.1 Particle Production as a Function of Charged Track
Multiplicity
UA1 observed that for charged hadrons, their pt spectrum becomes flatter as the
multiplicity increases and this trend occurs even at low values of pt [33]. A cosmic
ray experiment [45] has also also suggested this phenomenon. With higher statis-
tics, it will be interesting to look at this phenomenon again for charged hadrons
and neutral strange particles. One important point is that systematic checks have
revealed no significant multiplicity-dependent biases in track acceptance and V °
finding efficiency.
Fig. 5.13 through Fig. 5.16 show the results for the charged particle, Ki, A
and A in different pseudorapidity ranges.
Tables in Appendix C list the numerical values of the figures from Fig. 5.13
to Fig. 5.16.
We can see that the pt spectrum broadens as the multiplicity increases. y due
to the fact that as multiplicity increase, This can be explained as the following:
The increase of multiplicity is attributed to the increase of gluons which later
fragment into hadrons. When more gluons are produced, the cross section of
hard scatterings increases. Consequently, this leads to the increase of average Pt
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Figure 5.13: Charged particle production as a function
plicity in 171 < 2.5.
of charged track multi-
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Figure 5.14: Charged particle production as a function of charged track multi-
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Figure 5.15: K' production as a function of charged track multiplicity in jIr < 2.5.
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Figure 5.16: A and Ai production as a function of charged track multiplicity in
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of the event, i.e., the pt spectrum becomes broader. Table C.7 through Table C.10
list the fitting parameters for each case.
From the fitting parameters we calculated the average pt as a function of
charged track multiplicity for charged hadrons, KS and A + A. The results are
listed in Table 5.10 and Table 5.11 and plotted in Fig. 5.17.
< pt(Charged Hadrons) > (GeV/c) < pt(Ks) > (GeV/c)
Nh < 20 0.392 0.001 0.370 0.005
20 < Nch < 30 0.410 ± 0.001 0.443 ± 0.005
30 < Nh < 40 0.436 ± 0.001 0.496 ± 0.008
40 < N < 50 0.456 0.001 0.536 0.006
N > 50 0.486 ± 0.001 0.599 + 0.008
Table 5.10: The average pt as a function of charged track multiplicity for charged
hadrons and KIs.
< pt(A + A) > (GeV/c)
Nch < 20 0.63 ± 0.02
20 < Nh < 40 0.82 0.02
Nh > 40 0.98 ± 0.01
Table 5.11: The average pt as a function of charged track multiplicity for A + A.
From Fig. 5.17 we see that the slopes increase in the order of charged hadrons,
Ks, and A + A.
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Figure 5.17: Average pt as a function of charged track multiplicity for charged
hadrons, Ks, and A + A.
5.4.2 KS Production Relative to Charged Hadrons
Fig. 5.18 shows the 2 < K > / < h > vs N± of our measurement together
with < K > vs < N_ > from heavy ion experiments at CERN. h is the
acceptance corrected charged track multiplicity. N and N_ are the observed
charged track multiplicity and the negative charged track multiplicity separately.
< Ki > / < h > vs N± from our measurement and that from E735 are also
shown in the plot. For the E735 data, we used their K/lr measurements and then
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divided them by the 7w/h measurement from the UA2, as in our case.
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Figure 5.18: Relative production of Ks with respect to half number of all the
observed charged hadrons (pp collider) or to all the negative hadrons (heavy ion
experiments).
Table 5.12 lists the numerical values for the plots.
We found that the results from the colliders agree within errors, while they
are different from the results from the heavy ion experiments. This difference
could be partly explained in the following way.
We know from the quark model that Ki = 7(ds + ds). In p collisions we
have both valence d quarks and valence d quarks. They can combine with the
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O NA36: p + Pb @ 200 GeV/c/nucleon
A NA35: p + p @ 200 GeV/c/nucleon
NA35: p + S @ 200 GeV/c/nucleon
A E735: p + p @ S = 1800 GeV: K/ht
0 E735: p + p @ S = 540 GeV: K/h ±
* UA1: p+p@ IS=630GeV: Kt/ht
4iftti 4 4 4
a,
L particle N/2 < 2K > / <hi >B
14 0.077 ± 0.005
26 0.079 ± 0.004
Ks 36 0.080 0.005
46 0.079 + 0.004
66 0.075 ± 0.004
N±/2 < K > / < h >
13 0.085 0.010
KI? 24 0.086 0.009
34 0.085 0.011
57 0.080 0.008
Table 5.12: Relative production of K or KI with respect to the charged hadrons
as a function of charged track multiplicity.
sea quark s and antiquark . So both d and ds components will contribute to
the Ks formation. In heavy ion experiments there are only valence quarks in the
beam and target, but no valence antiquarks. So only the d ( is from the sea)
component will contribute to the Ks formation. Therefore we expect the Ks yield
density with respect to the negative hadrons in pp collisions to be approximately
twice as high as that in heavy ion collisions. This is reflected in the data plotted
in Fig. 5.18.
5.4.3 A + A Production Relative to Charged Hadrons
Fig. 5.19 shows the <^+A> vs N± of our measurement together with that from
E735 at Tevatron and < A > vs < h- > from NA35 and NA36.
Table 5.13 lists the numerical values for the plots.
We can see from Fig. 5.19 that the results from the colliders and heavy ion
experiments agree with each other very well. This is quite different from the Ks
production case. This is consistent with the idea that the A baryon is composed
of uds valence quarks. No valence antiquarks are needed to form As. Therefore
119
+1
V
A
+1
+
OV
V
A
VI-
<4
U.Uo
0.07
0.06
0.05
0.04
0.03
0.02
0.01
In
0 25 50 75 100 125 150 175 200
N_ (ION) or NJ+/2 (COLLIDER)
Figure 5.19: Relative production of A + A with respect to all the observed charged
hadrons (pp collider) or A with respect to all the negative hadrons (heavy ion
experiments).
N+/2 <A + A> /<h
12 0.0105 0.0014
24 0.0136 0.0013
34 0.0187 ± 0.0013
44 0.0220 0.0019
64 0.0241 0.0014
Table 5.13: Relative production of A and A with respect to the charged hadrons
as a function of charged track multiplicity.
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in pp collisions the valence antiquarks in the p beam do not contribute to the
A production, at least not directly. In the heavy ion collisions there are only
valence quarks in the beam and the target which are only the ingredients for A
production. So pp and heavy ion collisions should behave similarly in this study,
at least as far as there is no QGP effect in heavy ion collisions used for comparison.
The agreement between the two different collider energies also implies that the
ratio is not sensitive to moderate variations in the center of mass energy which
is indeed one characteristic of the minimum bias events in the pp collider case
because the dependence is expected to be logarithmic.
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Chapter 6
Conclusion
About 2.4 x 106 (65 pub - ) of minimum bias events were taken in 1987 by the
UA1 experiment at the CERN proton-antiproton collider. We have systematically
studied the physics relevant to strange particle production with a large data
sample, and is one of the first of such studies to be made.
We have estimated the initial energy density, which is one of the fundamental
parameters of the quark-gluon plasma search, reached by the UA1 experiment at
I/ = 630 GeV to be ~ 2.3 GeV/fm 3. A comparison of this quantity at RHIC
and LHC energies was made.
We obtained high statistics signals of Ks, A, A with very low background. K
and K*+ were also clearly observed, however, only above sizable background. The
measured masses of A, A, Ki, K*+ are in very good agreement with the particle
data group values with the similar precisions after we calibrate the magnetic field.
This calibration is done by tuning the measured KI mass to the particle data
group value. The magnetic field correction was found to be 2.2%. This is resulted
from the slight shift of the two halves of the UA1 magnet in 1987.
We have measured the A and A mass difference which is found to be 0.006 +
0.078 MeV/c 2 . This improves the precision on the measurement and further
verifies the CPT invariance. Our measurement is also consistent with a newly
published result by E766 which is -0.012 ± 0.010 MeV/c 2 and is more precise
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than the PDG value of 0.00 ± 0.12 MeV/c2 .
Strange particle pair productions were studied. From their invariant mass
distributions we determined the a B limits at 95% C.L. for any unexpected
states decaying into the pairs of K Ks KA, KSA, AA, AA or AA.
The KI, A+A pt distributions and the production cross sections were measured
with high precision. The results are in good agreement with other pp collider
experiments. The Ks and K± production cross sections are also in agreement
with a recent NLO QCD calculation.
Both the < pt(K) > and K/ir ratio show an increase with the center of
mass energy: < pt(K) > = (0.237 ± 0.039) + (0.042 ± 0.006)ln(V/j) and K/r =
(0.041 ± 0.021) + (0.009 + 0.003)1n(GF). The three standard deviation effect of
the slope of this K/ir ratio is not described by the present version of the ISAJET
Monte Carlo program which we used. It will have to be taken into account if one
wants a more accurate account of physics at LHC energies.
The strangeness suppression factor A is found to be 0.29 + 0.02 (stat) ±
0.01 (syst) which is in very good agreement with the world average value of
0.29 ± 0.02. The meson to baryon ratio after substituting the measured A into the
theoretical formula is found to be (M/B)A=0.29 = 6.57 ± 0.02 in comparison with
(M/B)A=l = 6 and (M/B)A=o = 6.8. The A parameter shows an increase with
the center of mass energy V/eff parameterized as A = (0.197 ± 0.010) + (0.026 +
0.004)1n(4ff), where .7jj is defined as / = 0.11v for pp collisions. This
linear relation is remarkably consistent with the linear relation between the K/Ir
versus V/.
According to our fit we predict that at the LHC energy ( = 15 TeV)
the K/r ratio will be 0.13 ± 0.04 and the strangeness suppression factor will be
0.39 ± 0.03.
The inclusive production of Ks, A + A were measured. We found the average
numbers of these particles per event are < K > = 0.66 ± 0.05 and < A + iA > =
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0.26 ± 0.02 (stat) ± 0.02 (syst). Their average pt's are < Pt(K °) > = 0.513 0.006
(GeV/c) and < pt(A+A) > = 0.90±0.01 (stat)±0.02 (syst) (GeV/c). Their ratios
to charged hadrons are found to be (h¢) = 0.077 ± 0.004 (stat) i 0.003 (syst)
and (A+A) = 0.018 ± 0.001 (stat) ± 0.002 (syst).
The Pt distributions of charged hadrons, K, A and A become broader as the
multiplicity increases, i.e., the average pt's of charged hadrons, K, A +A increase
with multiplicity and the slopes increase in this order. This is probably due to
the onset of jet production in the collisions. A similar effect was already observed
by UA1 in the behavior of inclusive charged particles. The relative productions of
Ks, A+A compared to charged hadrons as a function of charged track multiplicity
are in agreement with other p collider experiments and heavy ion experiments
suggesting that there is no quark-gluon plasma effect in the heavy ion collision
experiments used for comparison.
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Appendix A
The Minimum Bias Trigger
Cross Section in UA1
From UA4 measurements of total pi collision cross section att = 61.9 + 1.5 mb,
elastic scattering cross section al = 13.3 i 0.6 mb [46], and single diffraction
cross section asd = 9.4 ± 0.7 mb [47], we obtain the Non-Single-Diffractive cross
section to be
aNSD = atot - ael - asd = 39.2 + 1.8 mb
where the error is the sum in quadrature of those of the three. Since the UA1
minimum bias trigger records (96 ± 2)% of all non-diffractive inelastic interaction
[48] and if we ignore the contribution from double diffractive and other higher
order contributions we find the minimum bias cross section seen by the UA1
central detector is
aMB = aNSD X (96 + 2)%o = 37.6 + 1.9 mb
This value is used for the luminosity calculation and cross section normalization.
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Appendix B
VO Efficiency Tables
Pt (GeV/c) -3.0 < r7 < -2.0 -2.0 < 7r < -1.0 -1.0 < 77 < -0.5 -0.5 < 7 < 0.0
0.2 1.39 ± 0.17 9.91 ± 0.42 8.86 ± 0.40 2.01 - 0.20
0.3 0.98 ± 0.14 9.16 ± 0.41 8.68 ± 0.40 2.65 4 0.23
0.4 0.78 + 0.12 10.21 + 0.43 10.25 + 0.43 3.36 + 0.25
0.5 0.14 + 0.05 8.98 ± 0.40 10.55 ± 0.43 4.58 - 0.29
0.7 0.00 - 0.00 5.95 ± 0.33 11.78 ± 0.45 5.65 - 0.33
1.0 0.00 - 0.00 3.60 + 0.26 11.13 + 0.44 5.65 - 0.33
1.5 0.00 4 0.00 3.34 + 0.25 9.61 ± 0.42 5.35 q 0.32
2.0 0.00 + 0.00 2.57 ± 0.22 9.28 + 0.41 4.06 - 0.28
2.5 0.00 ± 0.00 2.53 ± 0.22 8.12 ± 0.39 3.66 + 0.27
3.0 0.00 - 0.00 2.57 ± 0.22 5.21 ± 0.31 3.09 + 0.24
3.5 0.00 + 0.00 1.97 ± 0.20 4.84 + 0.30 2.85 + 0.23
4.0 0.00 + 0.00 2.25 + 0.21 3.98 + 0.28 2.49 + 0.22
4.5 0.00 + 0.00 1.67 + 0.18 3.50 ± 0.26 1.89 + 0.19
5.0 0.00 + 0.00 1.11 + 0.15 2.19 + 0.21 1.31 + 0.16
Pt (GeV/c) 0.0 < 77 < 0.5 0.5 < 77 < 1.0 1.0 < q < 2.0 2.0 < r7 < 3.0
0.2 1.87 + 0.19 8.76 + 0.40 10.11 + 0.43 1.05 + 0.14
0.3 2.83 ± 0.23 9.65 ± 0.42 10.65 + 0.44 0.78 + 0.12
0.4 3.34 + 0.25 10.81 + 0.44 9.65 + 0.42 0.74 + 0.12
0.5 4.46 + 0.29 11.45 + 0.45 9.71 + 0.42 0.24 + 0.07
0.7 5.91 + 0.33 12.00 + 0.46 5.20 + 0.31 0.00 + 0.00
1.0 6.63 + 0.35 11.35 + 0.45 3.60 + 0.26 0.00 +0.00
1.5 6.37 + 0.34 10.77 + 0.44 3.09 + 0.24 0.00 + 0.00
2.0 4.98 + 0.31 9.87 + 0.42 3.50 + 0.26 0.00 + 0.00
2.5 5.14 + 0.31 7.56 + 0.37 3.38 + 0.26 0.00 + 0.00
3.0 3.68 + 0.27 5.81 + 0.33 3.13 + 0.25 0.00 + 0.00
3.5 3.07 + 0.24 5.29 + 0.32 2.71 + 0.23 0.00 + 0.00
4.0 2.85 + 0.23 4.30 + 0.29 2.41 + 0.22 0.00 + 0.00
4.5 2.01 + 0.20 3.38 + 0.26 2.01 + 0.20 0.00 + 0.00
5.0 1.69 + 0.18 2.25 + 0.21 1.55 + 0.17 0.00 + 0.00
Table B.1: IK finding efficiency in 0° < b < 300 for various Pt and 7r ranges. The
numbers are in percentage.
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Pt (GeV/c) -3.0 < 77 < -2.0 -2.0 < < -1.0 -1.0 < < -0.5 -0.5 < ij < 0.0
0.2 1.18 ± 0.18 6.22 ± 0.40 5.78 ± 0.39 2.70 - 0.27
0.3 0.41 ± 0.11 4.93 ± 0.36 5.67 ± 0.38 4.82 ± 0.36
0.4 0.19 ± 0.07 4.54 ± 0.35 8.34 ± 0.46 7.21 ± 0.43
0.5 0.06 ± 0.04 6.88 ± 0.42 13.54 ± 0.57 13.05 i 0.56
0.7 0.33 ± 0.10 12.55 ± 0.55 19.93 ± 0.66 19.93 ± 0.66
1.0 0.83 ± 0.15 19.68 ± 0.66 23.18 ± 0.70 23.29 ± 0.70
1.5 1.49 ± 0.20 18.22 ± 0.64 22.49 ± 0.69 22.02 i 0.69
2.0 1.27 ± 0.19 18.39 ± 0.64 18.72 ± 0.65 18.14 ± 0.64
2.5 1.62 + 0.21 14.12 ± 0.58 14.95 ± 0.59 16.71 i 0.62
3.0 1.35 ± 0.19 11.78 ± 0.53 11.95 ± 0.54 12.61 ± 0.55
3.5 1.60 ± 0.21 9.58 ± 0.49 9.99 ± 0.50 10.13 ± 0.50
4.0 0.83 + 0.15 7.21 ± 0.43 8.78 ± 0.47 9.08 ± 0.48
4.5 0.58 ± 0.13 6.63 ± 0.41 7.82 ± 0.45 7.65 ± 0.44
5.0 0.14 ± 0.06 3.36 ± 0.30 4.76 ± 0.35 4.62 - 0.35
Pt (GeV/c) 0.0 < < 0.5 0.5 < < 1.0 1.0 < < 2.0 2.0 < < 3.0
0.2 2.86 ± 0.28 5.73 ± 0.39 7.05 ± 0.42 1.16 ± 0.18
0.3 5.37 ± 0.37 6.19 ± 0.40 5.48 ± 0.38 0.61 ± 0.13
0.4 8.29 ± 0.46 8.04 ± 0.45 5.12 ± 0.37 0.30 ± 0.09
0.5 13.05 ± 0.56 13.54 ± 0.57 7.93 ± 0.45 0.08 ± 0.05
0.7 20.59 ± 0.67 20.18 ± 0.67 14.59 ± 0.59 0.33 ± 0.10
1.0 23.26 ± 0.70 26.40 ± 0.73 19.60 ± 0.66 1.51 ± 0.20
1.5 22.41 + 0.69 22.93 ± 0.70 20.67 ± 0.67 1.79 ± 0.22
2.0 17.70 ± 0.63 19.35 ± 0.66 17.95 ± 0.64 1.21 - 0.18
2.5 16.18 ± 0.61 14.81 ± 0.59 15.11 ± 0.59 1.54 ± 0.20
3.0 12.06 ± 0.54 11.86 ± 0.54 12.94 ± 0.56 1.21 - 0.18
3.5 10.51 + 0.51 10.18 ± 0.50 9.96 ± 0.50 1.32 - 0.19
4.0 9.55 ± 0.49 7.07 ± 0.43 7.95 ± 0.45 0.52 ± 0.12
4.5 6.88 ± 0.42 7.76 ± 0.44 5.62 ± 0.38 0.55 - 0.12
5.0 4.62 ± 0.35 3.58 ± 0.31 3.77 ± 0.32 0.11 ± 0.06
Table B.2: Ks finding efficiency
The numbers are in percentage.
in 300 < < 600 for various Pt and r ranges.
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Pt (GeV/c) -3.0 < q < -2.0 -2.0 < < -1.0 -1.0 < ii < -0.5 -0.5 < < 0.0
0.2 0.70 ± 0.15 4.40 ± 0.36 5.90 ± 0.41 3.91 ± 0.34
0.3 0.09 ± 0.05 3.76 ± 0.33 8.16 ± 0.48 8.16 ± 0.48
0.4 0.09 ± 0.05 7.34 ± 0.46 12.01 ± 0.57 13.60 ± 0.60
0.5 0.76 ± 0.15 14.37 + 0.61 21.40 ± 0.72 21.19 ± 0.71
0.7 2.17 ± 0.25 22.10 ± 0.73 28.22 ± 0.79 30.33 ± 0.80
1.0 5.69 + 0.40 25.83 ± 0.77 31.12 ± 0.81 29.17 ± 0.79
1.5 5.11 0.38 21.92 ± 0.72 28.74 ± 0.79 23.85 ± 0.75
2.0 4.46 ± 0.36 17.95 ± 0.67 23.27 ± 0.74 20.85 ± 0.71
2.5 3.12 ± 0.30 15.35 ± 0.63 19.08 ± 0.69 17.21 ± 0.66
3.0 2.63 ± 0.28 11.07 ± 0.55 15.38 ± 0.63 13.76 ± 0.60
3.5 2.60 ± 0.28 9.66 ± 0.52 13.30 ± 0.59 11.59 ± 0.56
4.0 1.53 ± 0.21 7.03 ± 0.45 11.07 ± 0.55 10.52 ± 0.54
4.5 0.95 ± 0.17 5.35 ± 0.39 8.13 ± 0.48 7.86 ± 0.47
5.0 0.18 ± 0.07 3.39 ± 0.32 5.81 ± 0.41 4.65 ± 0.37
Pt (GeV/c) 0.0 < < 0.5 0.5 < < 1.0 1.0 < < 2.0 2.0 < < 3.0
0.2 3.88 4 0.34 4.83 4 0.37 4.89 ± 0.38 0.76 ± 0.15
0.3 8.93 ± 0.50 9.39 ± 0.51 4.74 ± 0.37 0.15 ± 0.07
0.4 13.57 ± 0.60 12.26 ± 0.57 8.56 ± 0.49 0.15 ± 0.07
0.5 21.61 ± 0.72 21.74 ± 0.72 15.71 ± 0.64 0.92 ± 0.17
0.7 29.65 ± 0.80 28.95 ± 0.79 23.45 ± 0.74 2.93 ± 0.30
1.0 29.41 ± 0.80 30.24 ± 0.80 26.75 ± 0.77 4.89 ± 0.38
1.5 23.88 ± 0.75 26.41 ± 0.77 23.14 ± 0.74 5.78 ± 0.41
2.0 19.63 ± 0.69 21.98 ± 0.72 17.46 ± 0.66 5.69 ± 0.40
2.5 16.45 ± 0.65 19.23 ± 0.69 14.64 ± 0.62 3.82 ± 0.34
3.0 14.64 0.62 14.95 0.62 11.77 0.56 3.67 0.33
3.5 12.05 ± 0.57 13.12 ± 0.59 8.84 ± 0.50 2.51 ± 0.27
4.0 8.47 - 0.49 10.82 ± 0.54 7.83 ± 0.47 1.99 ± 0.24
4.5 7.92 - 0.47 8.90 ± 0.50 5.20 ± 0.39 1.22 ± 0.19
5.0 5.75 ± 0.41 5.50 ± 0.40 2.93 ± 0.30 0.34 ± 0.10
Table B.3: K finding efficiency in 600 < < 90o for various pt and 77 ranges.
The numbers are in percentage.
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Pt (GeV/c) -2.0 < < -1.0 -1.0 < < -0.5 -0.5 < < 0.0
0.2 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
0.3 0.00 ± 0.00 0.04 ± 0.10 0.00 + 0.00
0.4 0.09 ± 0.14 0.37 ± 0.28 0.26 ± 0.24
0.5 0.22 ± 0.22 1.67 ± 0.60 1.07 ± 0.48
0.7 0.91 ± 0.44 3.87 ± 0.90 1.87 ± 0.63
1.0 1.68 ± 0.52 5.61 ± 1.07 3.61 ± 0.87
1.5 1.87 ± 0.63 8.94 ± 1.33 4.15 ± 0.93
2.0 1.30 ± 0.53 8.00 ± 1.34 4.11 ± 0.93
2.5 1.20 ± 0.65 6.80 ± 1.32 4.09 ± 0.92
3.0 1.20 ± 0.69 5.50 ± 1.17 3.80 ± 0.92
3.5 1.46 ± 0.56 4.50 ± 1.16 3.50 ± 0.89
4.0 1.20 ± 0.51 3.50 ± 1.07 2.50 ± 0.75
4.5 0.96 ± 0.45 3.00 ± 0.92 2.17 ± 0.68
5.0 0.67 ± 0.38 2.50 ± 0.83 2.00 ± 0.51
Pt (GeV/c) 0.0 < < 0.5 0.5 < 77 < 1.0 1.0 < < 2.0
0.2 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
0.3 0.15 ± 0.18 0.09 ± 0.14 0.00 ± 0.00
0.4 0.33 + 0.27 0.78 ± 0.41 0.13 ± 0.17
0.5 0.93 ± 0.45 1.89 ± 0.64 0.39 ± 0.29
0.7 2.33 ± 0.70 4.76 ± 0.99 0.89 ± 0.44
1.0 4.72 ± 0.99 7.41 1.22 1.69 ± 0.67
1.5 5.50 ± 0.99 7.59 ± 1.23 1.91 0.64
2.0 4.91 ± 1.01 7.41 1.22 1.97 ± 0.58
2.5 4.72 0.99 5.94 1.10 1.80 0.62
3.0 3.96 ± 0.91 4.78 ± 1.09 1.61 0.59
3.5 3.30 0.75 3.85 ± 0.98 1.35 ± 0.54
4.0 2.57 0.74 3.22 ± 0.82 1.15 ± 0.50
4.5 2.07 ± 0.66 2.50 ± 0.73 0.85 0.43
5.0 1.50 ± 0.53 2.00 0.55 0.76 0.41
Table B.4: A finding efficiency in 0° < <
numbers are in percentage.
300 for various pt and q ranges. The
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Pt (GeV/c) -2.0 < < -1.0 -1.0 < < -0.5 -0.5 < 77 < 0.0
0.2 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
0.3 0.07 ± 0.12 0.09 ± 0.14 0.04 ± 0.10
0.4 0.40 ± 0.30 0.80 ± 0.42 0.60 ± 0.37
0.5 1.63 ± 0.60 1.67 ± 0.61 1.43 ± 0.56
0.7 3.39 + 0.85 3.28 ± 0.84 4.41 ± 0.97
1.0 6.31 ± 1.15 6.40 ± 1.16 8.83 ± 1.34
1.5 8.00 1.21 8.50 1.27 11.48 1.51
2.0 7.24 1.22 9.09 1.36 12.35 1.55
2.5 6.00 ± 1.18 9.03 ± 1.35 11.61 ± 1.51
3.0 4.64 0.99 8.67 1.33 10.30 1.44
3.5 3.39 ± 0.85 8.00 ± 1.22 8.50 ± 1.24
4.0 2.70 ± 0.76 7.22 ± 1.22 7.27 ± 1.23
4.5 2.56 ± 0.75 6.02 ± 1.12 5.88 ± 1.11
5.0 2.00 ± 0.60 4.99 ± 0.92 4.82 ± 0.89
Pt (GeV/c) 0.0 < < 0.5 0.5 < < 1.0 1.0 < < 2.0
0.2 0.02 ± 0.07 0.00 ± 0.00 0.00 ± 0.00
0.3 0.13 ± 0.17 0.13 ± 0.17 0.04 ± 0.10
0.4 0.76 ± 0.41 1.11 0.50 0.38 ± 0.29
0.5 1.69 ± 0.61 2.10 ± 0.68 1.38 ± 0.55
0.7 3.95 ± 0.92 3.99 ± 0.92 3.21 ± 0.83
1.0 7.36 1.23 6.42 1.16 5.15 ± 1.04
1.5 10.12 i 1.42 6.50 1.28 6.24 1.14
2.0 10.19 1.43 6.17 1.14 5.77 1.10
2.5 9.10 1.41 5.80 1.14 4.70 1.00
3.0 7.96 ± 1.28 5.20 ± 1.13 4.01 0.93
3.5 6.44 ± 1.16 4.80 1.02 3.00 0.89
4.0 5.20 1.13 4.44 0.97 2.50 0.79
4.5 4.40 1.06 4.19 0.95 2.00 0.75
5.0 4.00 0.89 3.50 0.77 2.30 0.56
Table B.5: A finding efficiency in 300 < < 600 for various pt and ranges. The
numbers are in percentage.
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Pt (GeV/c) -2.0 < 5 < -1.0 -1.0 < 77 < -0.5 -0.5 < < 0.0
0.2 0.02 ± 0.08 0.00 ± 0.00 0.05 ± 0.11
0.3 0.15 ± 0.19 0.22 ± 0.23 0.12 ± 0.17
0.4 0.46 ± 0.33 0.63 ± 0.39 0.53 ± 0.36
0.5 1.75 ± 0.65 1.73 ± 0.64 2.28 ± 0.74
0.7 4.23 ± 0.99 4.55 ± 1.03 4.38 ± 1.01
1.0 6.22 1.19 6.78 1.24 6.68 1.23
1.5 6.68 ± 1.23 8.48 1.37 9.12 1.42
2.0 6.00 ± 1.13 8.51 ± 1.38 8.41 ± 1.37
2.5 5.08 1.08 7.56 1.30 6.95 1.25
3.0 4.13 ± 0.98 6.95 ± 1.25 5.71 ± 1.14
3.5 2.99 ± 0.84 6.00 ± 1.09 4.59 ± 1.13
4.0 2.28 ± 0.74 5.20 ± 1.09 3.72 ± 0.93
4.5 1.80 ± 0.66 3.82 ± 0.94 3.26 ± 0.88
5.0 1.50 ± 0.49 3.14 ± 0.86 2.50 ± 0.68
Pt (GeV/c) 0.0 < < 0.5 0.5 < < 1.0 1.0 < < 2.0
0.2 0.02 ± 0.08 0.05 ± 0.11 0.00 ± 0.00
0.3 0.15 ± 0.19 0.32 4 0.28 0.07 ± 0.13
0.4 0.78 ± 0.43 1.19 ± 0.53 0.85 ± 0.45
0.5 3.11 ± 0.86 1.92 ± 0.68 1.92 ± 0.68
0.7 5.30 ± 1.10 4.25 ± 0.99 3.62 ± 0.92
1.0 8.82 ± 1.40 7.61 ± 1.31 4.93 ± 1.07
1.5 10.57 1.52 9.00 1.36 5.03 1.08
2.0 9.14 ± 1.42 9.50 1.45 4.20 1.05
2.5 8.24 ± 1.36 8.80 ± 1.40 3.60 ± 0.92
3.0 6.54 ± 1.22 8.14 ± 1.35 2.84 ± 0.82
3.5 5.61 ± 1.14 7.44 ± 1.29 2.32 ± 0.82
4.0 4.42 ± 1.01 6.10 ± 1.16 1.87 ± 0.67
4.5 3.60 ± 0.92 4.86 ± 1.06 1.46 ± 0.59
5.0 3.00 ± 0.69 4.00 ± 0.87 1.17 ± 0.53
Table B.6: A finding efficiency in 600 < < 900 for various pt and r ranges. The
numbers are in percentage.
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Pt (GeV/c) -2.0 < 1 < -1.0 -1.0 < qi < -0.5 -0.5 < q < 0.0
0.2 0.00 + 0.00 0.00 + 0.00 0.00 + 0.00
0.3 0.06 ± 0.18 0.17 ± 0.31 0.06 ± 0.18
0.4 0.11 ± 0.26 0.63 ± 0.60 0.40 ± 0.48
0.5 0.30 + 0.63 1.60 ± 1.09 0.80 ± 0.92
0.7 0.60 + 0.76 3.50 ± 1.61 2.06 ± 1.08
1.0 1.20 ± 0.82 5.78 ± 1.77 4.12 ± 1.50
1.5 1.83 ± 1.02 6.64 ± 1.88 3.26 ± 1.34
2.0 1.89 1.03 6.53 1.87 3.04 - 1.30
2.5 1.55 ± 0.81 5.33 ± 1.70 2.35 ± 1.15
3.0 1.26 ± 0.84 4.33 ± 1.70 2.20 ± 1.08
3.5 1.00 ± 0.82 3.84 ± 1.45 1.59 ± 0.79
4.0 0.70 ± 0.63 3.00 ± 1.45 1.49 ± 0.92
4.5 0.50 ± 0.70 2.63 ± 1.21 1.20 ± 0.82
5.0 0.30 ± 0.60 2.41 ± 1.16 1.00 ± 0.65
Pt (GeV/c) 0.0 < q < 0.5 0.5 < 77 < 1.0 1.0 < < 2.0
0.2 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
0.3 0.06 ± 0.18 0.06 ± 0.18 0.00 ± 0.00
0.4 0.63 ± 0.60 0.69 ± 0.63 0.00 ± 0.00
0.5 1.03 ± 0.76 1.83 ± 1.02 0.17 ± 0.31
0.7 2.23 ± 1.12 4.41 ± 1.55 0.97 ± 0.74
1.0 4.12 1.50 7.10 1.94 1.50 . 1.06
1.5 3.89 ± 1.46 8.53 ± 2.11 1.95 ± 1.05
2.0 2.63 ± 1.21 7.62 ± 2.01 2.41 ± 1.16
2.5 2.23 ± 1.12 6.24 ± 1.83 2.00 ± 0.95
3.0 2.00 1.21 5.25 1.62 1.60 - 1.06
3.5 1.90 1.17 4.58 1.58 1.20 - 1.03
4.0 1.70 ± 1.08 3.50 ± 1.30 1.00 ± 0.98
4.5 1.43 ± 0.90 3.21 ± 1.25 0.80 ± 0.67
5.0 1.32 ± 0.86 3.00 ± 0.88 0.50 ± 0.70
Table B.7: A finding efficiency in 0° < 4 < 300 for various pt and ranges. The
numbers are in percentage.
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Pt (GeV/c) -2.0 < < -1.0 -1.0 < q < -0.5 -0.5 < 7 < 0.0
0.2 0.00 - 0.00 0.00 ± 0.00 0.00 ± 0.00
0.3 0.18 ± 0.32 0.18 ± 0.32 0.12 ± 0.26
0.4 0.65 ± 0.62 1.42 ± 0.91 0.65 ± 0.62
0.5 1.71 ± 1.00 2.60 ± 1.38 1.89 ± 1.05
0.7 4.19 1.54 4.72 1.63 4.42 1.58
1.0 5.90 ± 1.81 6.58 ± 1.79 7.43 ± 2.01
1.5 7.14 ± 1.98 9.00 ± 2.27 9.09 ± 2.21
2.0 6.96 ± 1.95 8.20 ± 1.94 8.80 ± 2.22
2.5 5.43 ± 1.74 7.73 ± 2.05 8.20 ± 2.18
3.0 4.50 1.69 5.96 1.82 7.14 1.98
3.5 4.19 1.54 5.00 + 1.72 6.08 1.83
4.0 3.48 1.41 4.00 1.58 5.07 1.69
4.5 3.07 1.32 3.07 1.32 4.20 1.64
5.0 2.89 ± 0.96 2.30 ± 1.21 4.00 ± 1.25
Pt (GeV/c) 0.0 < < 0.5 0.5 < 77 < 1.0 1.0 < < 2.0
0.2 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
0.3 0.12 ± 0.26 0.29 ± 0.42 0.06 ± 0.19
0.4 0.88 ± 0.72 2.18 ± 1.12 0.47 ± 0.53
0.5 1.83 1.03 3.66 1.44 2.30 - 1.15
0.7 4.00 1.65 5.60 + 1.71 5.07 - 1.69
1.0 6.49 ± 1.89 8.20 ± 2.11 7.20 ± 1.99
1.5 8.44 ± 2.13 9.00 ± 2.11 8.00 ± 2.17
2.0 8.20 ± 1.93 8.20 ± 2.19 7.08 ± 1.97
2.5 7.80 ± 1.85 7.43 ± 2.01 5.90 ± 1.81
3.0 6.90 ± 1.92 6.14 ± 1.84 5.50 ± 1.81
3.5 6.02 1.83 4.90 1.66 4.84 - 1.65
4.0 5.07 1.60 3.78 1.46 4.00 - 1.41
4.5 4.20 1.55 3.24 1.36 2.95 - 1.30
5.0 4.00 ± 1.31 2.30 ± 1.06 3.00 ± 1.01
Table B.8: A finding efficiency in 300 < 6 < 600 for various pt and ranges. The
numbers are in percentage.
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Pt (GeV/c) -2.0 < qj < -1.0 -1.0 < < -0.5 -0.5 < < 0.0
0.2 0.00 ± 0.00 0.00 ± 0.00 0.00 + 0.00
0.3 0.06 ± 0.18 0.23 ± 0.36 0.17 ± 0.31
0.4 0.97 ± 0.74 1.14 ± 0.80 0.68 ± 0.62
0.5 2.45 1.17 2.56 1.19 1.94 1.04
0.7 4.96 1.64 5.64 1.74 4.79 1.61
1.0 7.12 ± 1.94 8.50 ± 2.23 8.38 ± 2.09
1.5 6.61 ± 1.88 8.20 ± 1.98 8.58 ± 2.05
2.0 5.00 ± 1.77 7.07 ± 1.93 8.66 ± 2.12
2.5 4.00 ± 1.38 6.00 ± 2.14 7.07 ± 1.93
3.0 3.29 ± 1.33 5.10 ± 1.81 5.41 ± 1.71
3.5 2.60 1.32 4.50 1.67 3.87 1.46
4.0 2.00 0.99 3.84 1.62 2.79 1.24
4.5 1.52 1.07 3.00 1.57 2.19 1.24
5.0 1.42 ± 0.89 2.42 ± 1.37 1.71 ± 0.98
Pt (GeV/c) 0.0 < < 0.5 0.5 < q < 1.0 1.0 < < 2.0
0.2 0.11 ± 0.25 0.00 ± 0.00 0.00 ± 0.00
0.3 0.28 ± 0.40 0.63 ± 0.60 0.06 ± 0.18
0.4 1.08 ± 0.78 2.01 ± 1.18 0.80 ± 0.67
0.5 2.62 1.21 3.48 1.38 2.00 1.40
0.7 4.67 ± 1.59 6.15 ± 1.81 4.50 ± 1.57
1.0 7.29 1.96 7.75 ± 2.02 7.12 ± 1.94
1.5 7.35 ± 1.97 8.89 ± 2.15 6.84 ± 1.91
2.0 7.35 ± 1.97 9.00 ± 2.16 5.00 ± 1.49
2.5 6.50 ± 1.91 7.69 ± 2.01 4.00 1.53
3.0 5.80 ± 1.56 6.20 1.81 3.30 ± 1.41
3.5 4.67 ± 1.59 5.19 ± 1.61 2.59 ± 1.15
4.0 3.76 1.44 4.20 1.56 2.05 1.07
4.5 2.56 1.19 3.30 1.30 1.52 0.89
5.0 2.00 0.95 3.00 1.11 1.42 0.80
Table B.9: A finding efficiency in 600 <
numbers are in percentage.
: < 900 for various pt and 71 ranges. The
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Appendix C
Cross Section versus Charged
Track Multiplicity Tables
The following tables list the numerical values of the Figs. 5.13-5.14.
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1 dN 1 dN dN 1 dN
multiplicity Pt pt | P  t pt dp Pt dpt Pt
0.25 404373.81 0.85 19868.66 1.45 1750.35 2.05 286.27
0.35 245528.44 0.95 12535.22 1.55 1182.15 2.15 219.18
Nh < 20 0.45 145387.67 1.05 8047.43 1.65 910.18 2.25 172.18
0.55 87689.73 1.15 5216.56 1.75 665.66 2.35 148.47
0.65 52066.20 1.25 3539.93 1.85 502.19 2.45 113.81
0.75 31849.45 1.35 2329.36 1.95 363.04 2.55
0.25 530502.31 0.85 26151.13 1.45 2607.11 2.05 474.88
0.35 309336.38 0.95 16856.07 1.55 1890.78 2.15 374.06
20 < Nch < 30 0.45 182416.38 1.05 11181.03 1.65 1485.36 2.25 275.64
0.55 108519.50 1.15 7706.49 1.75 1023.47 2.35 238.88
0.65 65773.13 1.25 5351.59 1.85 778.20 2.45 177.23
0.75 40818.66 1.35 3707.64 1.95 615.77 2.55
0.25 496173.81 0.85 26286.52 1.45 3020.31 2.05 550.21
0.35 284671.06 0.95 17285.45 1.55 2246.88 2.15 415.21
30 < NCh < 40 0.45 168942.94 1.05 11999.68 1.65 1694.54 2.25 340.36
0.55 102215.75 1.15 8332.23 1.75 1205.08 2.35 264.00
0.65 63135.70 1.25 5835.45 1.85 918.54 2.45 226.35
0.75 39774.52 1.35 4163.08 1.95 739.34 2.55
0.25 434279.94 0.85 24046.37 1.45 2970.79 2.05 570.75
0.35 247871.88 0.95 16576.30 1.55 2271.05 2.15 435.24
40 < Nch < 50 0.45 145267.06 1.05 11417.74 1.65 1648.61 2.25 349.79
0.55 90424.94 1.15 8143.04 1.75 1199.59 2.35 270.40
0.65 56540.76 1.25 5678.83 1.85 909.79 2.45 233.47
0.75 36481.75 1.35 4049.20 1.95 706.55 2.55
0.25 914210.19 0.85 55822.69 1.45 7749.49 2.05 1448.33
0.35 524305.69 0.95 38899.55 1.55 5813.63 2.15 1148.61
Nch > 50 0.45 310974.88 1.05 27136.39 1.65 4331.29 2.25 909.65
0.55 193668.56 1.15 19547.79 1.75 3322.08 2.35 749.51
0.65 123648.19 1.25 14027.04 1.85 2515.95 2.45 607.40
0.75 82101.38 1.35 10336.31 1.95 1902.46 2.55
Table C.1: Charged particle production
1 dN is in unit of GeV -2c 2 .
Pt dpt
as a function of multiplicity in 11j < 2.5.
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Table C.2: Charged particle production
1 dN is in unit of GeV-2c2 .
Pt dpt
as a function of multiplicity in 711 < 2.0.
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multiplicity Pt d Pt pt d Pt d Pt
0.25 315640.81 0.85 15687.64 1.45 1315.19 2.05 224.42
0.35 195001.56 0.95 9875.35 1.55 909.71 2.15 174.16
Nh < 20 0.45 115664.88 1.05 6247.56 1.65 713.12 2.25 125.85
0.55 69607.19 1.15 4054.03 1.75 492.09 2.35 113.96
0.65 41262.76 1.25 2762.25 1.85 385.57 2.45 86.97
0.75 25077.52 1.35 1836.89 1.95 288.41 2.55
0.25 418850.00 0.85 20800.02 1.45 2044.06 2.05 389.20
0.35 247872.06 0.95 13437.48 1.55 1508.02 2.15 303.73
20 < Nch < 30 0.45 146520.25 1.05 8846.94 1.65 1171.69 2.25 219.74
0.55 87388.56 1.15 6176.16 1.75 788.42 2.35 197.16
0.65 52725.44 1.25 4230.46 1.85 624.67 2.45 143.27
0.75 32574.82 1.35 2988.97 1.95 487.54 2.55
0.25 394030.88 0.85 21144.81 1.45 2413.95 2.05 452.55
0.35 228858.94 0.95 13940.48 1.55 1773.35 2.15 329.55
30 < NCh < 40 0.45 135973.25 1.05 9681.00 1.65 1351.95 2.25 266.42
0.55 82396.81 1.15 6681.96 1.75 951.73 2.35 209.60
0.65 51155.48 1.25 4736.69 1.85 748.29 2.45 178.45
0.75 32067.13 1.35 3349.21 1.95 581.85 2.55
0.25 1076826.00 0.85 64940.72 1.45 8649.36 2.05 1640.27
0.35 622605.69 0.95 45010.17 1.55 6578.93 2.15 1291.81
Nh > 40 0.45 369304.38 1.05 31239.97 1.65 4855.16 2.25 1017.24
0.55 230066.19 1.15 22624.39 1.75 3675.16 2.35 820.45
0.65 145305.50 1.25 15990.55 1.85 2804.60 2.45 684.33
0.75 96300.88 1.35 11737.49 1.95 2132.64 2.55
multiplicity Pt Eda3 (mb GeV- 2c3) Pt E-2C (mb GeV- 2 c3 )
0.31 0.714 x 10 °i 0.425 x 10-1 1.66 0.139 x 10-2 0.230 x 10-3
0.39 0.442 x 100 ± 0.289 x 10-1 1.74 0.116 x 10-2 - 0.214 x 10- 3
0.46 0.305 x 10o - 0.197 x 10-1 1.81 0.693 x 10- 3 - 0.140 x 10- 3
0.54 0.164 x 100 - 0.108 x 10-1 1.89 0.811 x 10- 3 - 0.167 x 10- 3
0.61 0.163 x 100 - 0.105 x 10-1 1.96 0.644 x 10- 3 - 0.160 x 10- 3
0.69 0.883 x 10-1 -0.587 x 10-2 2.10 0.454 x 10- 3 - 0.745 x 10- 4
0.76 0.559 x 10-1 4- 0.383 x 10-2 2.30 0.228 x 10- 3 - 0.480 x 10- 4
Nch < 20 0.84 0.411 x 10-1 - 0.288 x 10-2 2.50 0.162 x 10- 3 - 0.456 x 10- 4
0.91 0.313 x 10-1 - 0.229 x 10-2 2.70 0.707 x 10- 4 - 0.318 x 10- 4
0.99 0.231 x 10-1 - 0.182 x 10-2 2.90 0.524 x 10- 4 - 0.304 x 10- 4
1.06 0.144 x 10-1 - 0.117 x 10-2 3.10 0.465 x 10- 4 - 0.233 x 10- 4
1.14 0.108 x 10-1 0.949 x 10- 3 3.35 0.178 x 10- 4 + 0.103 x 10- 4
1.21 0.106 x 10-1 0.994 x 10- 3 3.75 0.318 x 10- 4 - 0.184 x 10- 4
1.29 0.548 x 10-2 - 0.574 x 10- 3
1.36 0.519 x 10-2 - 0.596 x 10- 3
1.44 0.319 x 10-2 - 0.388 x 10- 3
1.51 0.364 x 10-2 - 0.516 x 10- 3
1.59 0.232 x 10-2 - 0.362 x 10- 3
0.31 0.981 x 10U - 0.558 x 10-1 1.66 0.383 x 10-' 0.424 x 10 - 3
0.39 0.596 x 10 0.358 x 10-1 1.74 0.391 x 10-2 - 0.447 x 10- 3
0.46 0.365 x 100 - 0.221 x 10-1 1.81 0.176 x 10-2 - 0.256 x 10- 3
0.54 0.248 x 100 - 0.149 x 10-1 1.89 0.323 x 10-2 - 0.408 x 10- 3
0.61 0.165 x 100 - 0.998 X 10-2 1.96 0.146 x 10-2 - 0.225 x 10 - 3
0.69 0.153 x 100 - 0.934 x 10-2 2.10 0.122 x 10-2 - 0.136 x 10 - 3
0.76 0.851 x 10-1 -0.521 x 10-2 2.30 0.806 x 10- 3 - 0.114 x 10- 3
20 < Nch < 30 0.84 0.646 X 10-1 -0.408 x 10-2 2.50 0.487 X 10- 3 - 0.783 x 10- 4
0.91 0.592 x 10-1 - 0.380 x 10-2 2.70 0.154 x 10- 3 - 0.361 x 10- 4
0.99 0.441 x 10-1 -0.297 x 10-2 2.90 0.115 x 10- 3 - 0.352 x 10- 4
1.06 0.260 x 10-1 -0.182 x 10-2 3.10 0.400 x 10 - 4 - 0.201 x 10-4
1.14 0.282 x 10-1 -0.201 x 10-2 3.35 0.148 x 10- 3 - 0.404 x 10- 4
1.21 0.188 x 10-1 -0.142 x 10-2 3.75 0.115 x 10 - 4 - 0.668 x 10 - 5
1.29 0.136 x 10 - 1 + 0.109 x 10 - 2 4.25 0.139 x 10- 4 - 0.804 x 10- 5
1.36 0.832 x 10 - 2 + 0.741 x 10- 3 4.75 0.361 x 10- 5 - 0.361 x 10 - 5
1.44 0.872 x 10- 2 - 0.725 x 10- 3
1.51 0.753 x 10- 2 + 0.687 x 10- 3
1.59 0.414 x 10 - 2 - 0.447 x 10 - 3
Table C.3: K production as a function of multiplicity in I < 2.5.S lULII 3aILI~VI V ILIII L~ 1 11\L~
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multiplicity Pt Ed3 (mb GeV- 2 c3) pt E (mb GeV 2 c3 )
0.31 0.864 x 10u ± 0.497 x 10- -1 1.66 0.656 x 10- - ± 0.612 x 10-
0.39 0.525 x 100 0.323 x 10-1 1.74 0.360 x 10-2 0.394 x 10 - 3
0.46 0.343 x 100 ± 0.209 X 10-1 1.81 0.300 x 10-2 ± 0.348 x 10- 3
0.54 0.243 x 100 ± 0.146 x 10-1 1.89 0.261 x 10-2 ± 0.322 x 10 - 3
0.61 0.189 x 100 ± 0.114 x 10- 1 1.96 0.193 x 10-2 ± 0.267 x 10- 3
0.69 0.140 x 100 ± 0.847 X 10-2 2.10 0.172 x 10-2 ± 0.171 x 10- 3
0.76 0.964 x 10-1 ± 0.591 x 10-2 2.30 0.787 x 10- 3 ± 0.997 x 10 - 4
30 < Nch < 40 0.84 0.764 X 10-1 4 0.479 X 10-2 2.50 0.517 x 10- 3 ± 0.831 x 10- 4
0.91 0.581 x 10-1 ± 0.371 x 10-2 2.70 0.443 x 10- 3 ± 0.762 x 10- 4
0.99 0.521 x 10-1 4 0.340 x 10-2 2.90 0.332 x 10- 3 4 0.761 x 10 - 4
1.06 0.282 x 10-1 4 0.190 x 10-2 3.10 0.104 x 10- 3 ± 0.318 x 10- 4
1.14 0.236 x 10-1 4 0.162 x 10-2 3.35 0.132 x 10- 3 + 0.358 x 10- 4
1.21 0.179 x 10-1 4 0.129 x 10-2 3.75 0.443 x 10- 4 ± 0.142 x 10- 4
1.29 0.144 x 10-1 ± 0.107 x 10-2 4.25 0.226 x 10- 4 4 0.102 x 10- 4
1.36 0.143 X 10-1 4 0.111 x 10-2 4.75 0.346 x 10- 5 - 0.347 x 10-5
1.44 0.101 x 10-1 4 0.833 x 10- 3 5.75 0.738 x 10- 5 - 0.739 x 10 - 5
1.51 0.763 x 10-2 4 0.658 x 10- 3 6.75 0.452 x 10- 5 ± 0.453 x 10- 5
1.59 0.714 x 10-2 ± 0.676 x 10 - 3
0.31 0.619 x 10° ± 0.368 x 10-1 1.66 0.539 x 10-2 ± 0.531 x 10 -
0.39 0.480 x 100 ± 0.305 x 10-1 1.74 0.360 x 10-2 4 0.391 x 10- 3
0.46 0.304 x 10° ± 0.189 x 10-1 1.81 0.363 x 10-2 4 0.398 x 10- 3
0.54 0.208 x 100 ± 0.129 x 10-1 1.89 0.245 x 10-2 + 0.300 x 10- 3
0.61 0.134 x 100 4 0.838 x 10-2 1.96 0.213 x 10-2 ± 0.261 x 10- 3
0.69 0.108 x 100 ± 0.669 x 10-2 2.10 0.143 x 10-2 ± 0.152 x 10- 3
0.76 0.787 x 10-1 4 0.490 x 10-2 2.30 0.119 x 10-2 ± 0.134 x 10- 3
40 < Nch < 50 0.84 0.663 x 10-1 4 0.416 x 10-2 2.50 0.735 x 10- 3 + 0.965 x 10- 4
0.91 0.572 x 10-1 - 0.367 x 10-2 2.70 0.398 x 10 - 3 4 0.685 x 10- 4
0.99 0.397 x 10-1 ± 0.260 x 10-2 2.90 0.511 x 10- 3 - 0.914 x 10- 4
1.06 0.266 x 10-1 - 0.183 x 10-2 3.10 0.194 x 10- 3 - 0.456 x 10- 4
1.14 0.185 x 10-1 ± 0.131 x 10-2 3.35 0.103 x 10- 3 4 0.279 x 10- 4
1.21 0.166 x 10-1 ± 0.123 x 10-2 3.75 0.976 x 10- 4 ± 0.229 x 10- 4
1.29 0.129 x 10-1 ± 0.993 x 10- 3 4.25 0.347 x 10- 4 ± 0.124 x 10 - 4
1.36 0.109 x 10-1 ± 0.871 x 10- 3 4.75 0.396 x 10-5 ± 0.396 x 10- 5
1.44 0.834 x 10-2 ± 0.700 x 10- 3 5.75 0.922 x 10- 5 4 0.463 x 10- 5
1.51 0.924 x 10-2 ± 0.837 x 10 - 3
1.59 0.476 x 10-2 ± 0.486 x 10 - 3
Table C.4: Ks production as a function of multiplicity in I/q < 2.5. (continued)S LULII L UILI L IIIllI L~ 1 11~L~ C7L7~tU
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Table C.5: K production as a function of multiplicity in 111 < 2.5. (continued)
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multiplicity Pt E (mb GeV Pt E (mb GeV-2 c3 )
0.31 0.106 x 101 ± 0.594 x 10-1 1.66 0.981 x 10- 2 ± 0.763 x 10- 3
0.39 0.716 x 10 ° ± 0.419 x 10-1 1.74 0.860 x 10-2 ± 0.699 x 10- 3
0.46 0.463 x 10 ° ± 0.266 x 10- 1 1.81 0.654 x 10-2 ± 0.548 x 10- 3
0.54 0.337 x 100 ± 0.193 x 10-1 1.89 0.583 x 10-2 ± 0.523 x 10- 3
0.61 0.258 x 100 ± 0.147 x 10-1 1.96 0.478 x 10-2 ± 0.453 x 10- 3
0.69 0.174 x 10° ± 0.993 x 10-2 2.10 0.390 x 10-2 0.294 x 10- 3
0.76 0.134 x 100 ± 0.765 x 10-2 2.30 0.209 x 10-2 ± 0.175 x 10- 3
Nh > 50 0.84 0.128 x 100 ± 0.743 x 10-2 2.50 0.183 x 10-2 ± 0.179 x 10- 3
0.91 0.942 x 10-1 ± 0.550 x 10-2 2.70 0.973 x 10- 3 ± 0.120 x 10- 3
0.99 0.729 x 10-1 ± 0.433 x 10-2 2.90 0.786 x 10- 3 ± 0.975 x 10- 4
1.06 0.499 x 10- 1 ± 0.297 x 10-2 3.10 0.659 x 10- 3 ± 0.949 x 10- 4
1.14 0.459 x 10-1 ± 0.277 x 10-2 3.35 0.226 x 10- 3 ± 0.384 x 10 - 4
1.21 0.319 x 10-1 ± 0.201 x 10-2 3.75 0.163 x 10- 3 ± 0.274 x 10 - 4
1.29 0.280 x 10-1 ± 0.179 x 10-2 4.25 0.667 x 10- 4 ± 0.181 x 10- 4
1.36 0.248 x 10-1 ± 0.162 x 10-2 4.75 0.667 x 10- 4 ± 0.214 x 10- 4
1.44 0.167 x 10-1 ± 0.114 x 10-2 5.75 0.214 x 10- 4 ± 0.763 x 10-5
1.51 0.155 x 10-1 ± 0.109 x 10-2
1.59 0.124 x 10-1 ± 0.917 x 10 - 3
Table C.6: A and A production as a function of multiplicity in 11 < 2.0.
Table C.7:
multiplicity A (GeV-2c 2) p? (GeV/c) n
Nh < 20 0.275 x 10 + 7 1.08 8.5
20 < Nch < 30 0.312 x 10 + 7 1.13 8.5
30 < Nch < 40 0.251 x 10 + 7 1.20 8.5
40 < Nh < 50 0.199 x 10+ 7 1.25 8.5
Nh > 50 0.372 x 10 + 7 1.34 8.5
Fitting parameters for the pt distributions (p N) of the charged
hadrons in 171 < 2.5 for various multiplicity ranges.
141
multiplicity pt E d3- (mb GeV-2c3 ) pt E a3 (mb GeV- 2c3 )
0.60 0.554 x 10 - 1' 0.613 x 10-2 2.20 0.680 x 10 - 0.230 x 10 - 3
0.80 0.297 x 10-1 0.309 x 10-2 2.40 0.352 x 10- 3 i 0.145 x 10- 3
1.00 0.154 x 10 - 1 4 0.168 x 10-2 2.60 0.414 X 10- 4 4 0.429 x 10- 4
N,h < 20 1.20 0.876 x 10-2 - 0.102 x 10-2 2.80 0.933 X 10- 4 - 0.551 x 10 - 4
1.40 0.533 x 10-2 - 0.680 x 10- 3 3.00 0.665 x 10 - 4 - 0.482 x 10-4
1.60 0.266 x 10-2 - 0.431 x 10- 3 3.55 0.214 x 10 - 4 - 0.153 x 10 - 4
1.80 0.105 x 10-2 - 0.216 x 10 - 3 4.50 0.797 x 10- 5 0.808 x 10- 5
2.00 0.526 x 10 - 3 - 0.149 x 10 - 3
0.60 0.696 x 10-1 4 0.752 x 10-2 2.20 0.155 x 10-2 -0.307 x 10 - 3
0.80 0.531 x 10-1 - 0.440 x 10-2 2.40 0.109 X 10-2 -0.250 x 10- 3
1.00 0.392 x 10-1 ± 0.310 x 10-2 2.60 0.821 x 10 - 3 - 0.221 x 10 - 3
20 < Nch < 30 1.20 0.198 x 10-1 - 0.164 X 10-2 2.80 0.462 x 10- 3 - 0.168 x 10- 3
1.40 0.123 x 10-1 - 0.112 x 10-2 3.00 0.243 x 10 - 3 - 0.149 x 10 - 3
1.60 0.675 x 10-2 - 0.727 X 10- 3 3.55 0.921 X 10- 4 - 0.337 x 10- 4
1.80 0.426 x 10-2 * 0.527 x 10- 3 4.50 0.425 X 10- 4 ± 0.270 X 10- 4
2.00 0.233 x 10-2 - 0.354 X 10 - 3
0.60 0.929 X 10-1 - 0.874 x 10 - 2 2.20 0.197 X 10-2 0.286 x 10 - 3
0.80 0.585 X 10-1 - 0.445 X 10-2 2.40 0.126 x 10-2 - 0.236 x 10- 3
1.00 0.394 x 10-1 + 0.296 x 10-2 2.60 0.100 X 10-2 ± 0.211 X 10 - 3
30 < Nch < 40 1.20 0.257 X 10-1 - 0.192 x 10-2 2.80 0.714 X 10 - 3 - 0.188 x 10- 3
1.40 0.189 x 10-1 -0.149 x 10-2 3.00 0.909 x 10- 4 - 0.468 x 10- 4
1.60 0.114 x 10-1 -0.100 x 10-2 3.55 0.162 x 10- 3 - 0.440 x 10- 4
1.80 0.537 x 10-2 -0.564 x 10- 3
2.00 0.356 x 10-2 - 0.431 x 10- 3
0.60 0.260 x 10U 0.159 x 10-1 2.20 0.100 x 10-1 - 0.767 x 10 - 3
0.80 0.162 x 100 - 0.830 x 10-2 2.40 0.637 x 10-2 - 0.568 x 10- 3
1.00 0.128 x 100 - 0.623 x 10-2 2.60 0.382 x 10-2 - 0.444 x 10- 3
Nch > 40 1.20 0.829 X 10-1 - 0.404 x 10-2 2.80 0.251 x 10-2 - 0.343 x 10 - 3
1.40 0.583 x 10- 1 - 0.295 x 10 - 2 3.00 0.174 x 10 - 2 - 0.295 x 10 - 3
1.60 0.361 x 10-1 - 0.197 x 10-2 3.55 0.838 x 10- 3 - 0.956 x 10- 4
1.80 0.231 x 10 - 1 4 0.137 x 10- 2 4.50 0.133 x 10- 3 - 0.378 x 10- 4
2.00 0.157 X 10 - 1 - 0.103 X 10 - 2 5.50 0.434 x 10 - 4 - 0.237 x 10 - 4
multiplicity A (GeV-2c 2) pt (GeV/c) n
Nh < 20 0.222 x 10 + 7 1.07 8.5
20 < Nch < 30 0.252 x 10 + 7 1.12 8.5
30 < Nh < 40 0.202 x 10+ 7 1.20 8.5
Nch > 40 0.456 x 10 + 7 1.31 8.5
Table C.8: Fitting parameters for the pt distributions
hadrons in I111 < 2.0 for various multiplicity ranges.
(t dp) of the chargedPt dpt iV I~ I'~~C
Table C.9: Fitting parameters for the pt distributions of Ks (Ed3 c/dp3 ) in 171 <
2.5 for various multiplicity ranges.
multiplicity A (mb GeV- 2c3 ) b (GeV/c) ->
Nh < 20 0.376 0.043 3.16 + 0.09
20 < Nch < 30 0.357 ± 0.030 2.43 ± 0.06
30 < Nh < 40 0.461 ± 0.028 2.45 ± 0.04
Nch > 40 0.918 ±- 0.043 2.04 ± 0.03
Table C.10: Fitting parameters for the pt distributions of A and
in 171 < 2.0 for various multiplicity ranges.
A (Ed 3 dr/dp3 )
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multiplicity A (mb GeV-2c3 ) p ° (GeV/c) n
Nh < 20 6.530 ± 0.349 1.02 + 0.01 8.5
20 < Nh < 30 5.824 + 0.268 1.22 + 0.02 8.5
30 < Nh < 40 4.288 ± 0.239 1.36 ± 0.02 8.5
40 < Nh < 50 2.854 ± 0.121 1.47 ± 0.02 8.5
Nh > 50 3.776 + 0.183 1.65 ± 0.02 8.5
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