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SIBÎMARY 
The theory of the pulsed neutron experiment and the 
2 zone exponential experiment is developed in this thesis. 
The energy dependent diffusion approximation to the 
Boltzniann neutron transport equation is used throughout. 
A concise operator and vector foî malism is introduced iî ich 
permits a unified treatment of the variety of represent-
ations (multigroup, polynomial expansion, etc. ) of the 
diffusion equation. Familiarity with this formalism is 
developed by first considering the well understood eigen-
value theory of the asymptotic pulsed neutron experiment. 
New material is presented in Chapter 3 in that the 
theory of the pre-asymptotic pulsed neutron experiment 
given assumes a finite and not an instantaneous pulse. 
Part of the contents of this chapter have been presented 
at the IAEA Symposium on Neutron Thermalization and 
Reactor Spectra, Ann Arhor (1967). 
In Chapter 4 the operator formalism allows the energy 
dependent theory of the exponential experiment to be 
treated in a manner which is new and amenable to numerical 
calculation. In both this chapter and the preceeding 
chapters the results of computations are compared with 
either experiment or other calculations. 
Finally, in order to complement an earlier discussion 
of the discrete eigenvalue spectra of the thermalization 
operator, a review of the properties of the continuous 
spectrum is given. 
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CHAPTER I 
INTRODUCTION AMD HISTORICAL SURVEY 
Cf «f^ 
I ^OLLONGONG 
I î f̂ lVER3!TY 
I COLLEGP 1 
1.1 IMTBODUCTION . J 
The pulsed neutron experiment and the diffusion length experiment 
are designed to help physicists working in the field of neutron transport 
theory to describe the approach to equilibrium of a neutron gas in matter. 
Approach to equilibrium means the total process of energy degradation, 
by collision with nuclei, of neutrons injected into a moderating medium. 
One is involved, then, with neutron slowing doT^m theory and neutron 
thermalization theory. 
In slowing down theory the interaction between epithermal neutrons 
and the moderator nuclei is a relatively simple one, as the nuclei can be 
considered as being at rest. This aspect of the problem has been 
extensively studied and is fairly well understood. (Weinberg and Wigner 
1958 Chapter 10; Marshak 1947) 
Thermalization theory is less well resolved and this fact provides 
the true motivation of the experiments. One is concerned with interactions 
between neutrons and nuclei of comparable kinetic energies below about 
2eV. In this energy range the statistical distribution of the thermal 
motion of the moderator nuclei intrudes upon the mathematics describing 
the transport of neutrons in the medium. This distribution depends, for 
all moderators, on the interatomic chemical bonds and in solids on the 
lattice dynamics of the crystal structure. Thus the investigator in the 
field of neutron thermalization finds himself at the interface of neutron 
transport theory and solid state physics. 
The work to be described here deals with transport theory/ or, 
rather, the diffusion approximation to transport theory. Those parts 
of solid state physics needed to amplify the text are included in an 
appendix. 
In particular an operator approach to solving the time, space 
and velocity dependent neutron diffusion equation is developed and 
applied to the theory of the thermalization experiments. 
1.2 HISTORICAL SURVEY 
Transport theoreticians strive towards the ideal of predicting 
the state of a neutron gas in a moderating system (reactor or neutron 
experiment). The conventional representation of this state is the 
neutron density N, usually given as a function of the six phase space 
variables of classical mechanics (x, v, z, v , v , v ) and tim.e (t) . * ' ' x* y' z 
The density is obtained by solving an integro-differential equation 
(the Boltzmann equation) which is linear, since it is always valid, 
in practice, to assume that there is no neutron-neutron interaction. 
For a physically realistic system, the solution of this equation 
is beyond the capabilities of the fastest computers available. Neutron 
transport theory is marked, then, by approximation and idealization, 
commonly to the extent that all but two or three of the above seven 
variables are ignored. The subject's history describes the progress of 
a numerical movement towards the solution of the physically realistic 
equation, idealizations being discarded by the wayside as better computers 
become available, and the progress of an analytic attack on highly 
idealized problems designed to highlight the severity of the practical 
approximations. 
One of the more drastic simplifications of the pre-1956 period was 
the almost complete neglect of the thermal scattering operator in the 
Boltzmann equation. This was despite the very early formulation of the 
operator for a monatomic gaseous moderator (Wigner and Wilkins 194A). 
It was common practice either to work with a single ^thermal group' 
of mono-energetic neutrons belovj the energy x\rhere classical slowing down 
theory x-jas applicable or to assume the energy dependence of the thermal 
neutron density was given by a Maxx̂ zellian distribution with a temperatxire 
different from that of the m.oderator. 
The appearance in the literature of the heavy gas approximation to 
the monatomic gas scattering operator (kernel) (Hurx̂ itz et. al. 1956) marks 
the beginning of modern thermalization theory. It coincided with the first 
generation of large multigroup transport and diffusion computer codes 
(Carlson and Bell 1958). A demand was immediately created for data preparat-
ion codes which would produce multigroup representations of the scattering 
operator in the Boltzmann equation. The Wigner-Wilkins and heavy gas 
kernels were quickly pressed into use (Amster and Callaghan 1960) and 
were com.monly employed until quite recently (Clancy et. al. 1963) in the 
absence of more sophisticated kernels reflecting chemical binding and 
crystal effects. A five year period of intense experimental and 
theoretical work elapsed before these kernels became available to the 
transport theoretician. 
Reviewing the work of that period one must note the large scale 
experimental effort at Chalk River to obtain the differential energy 
transfer cross section for a wide range of moderators (Egelstaff 1962). 
On the theoretical front the pox̂ 7erful quantum mechanical formulat-
ions of neutron-molecule interactions by Van Hove (1954) and Zemach and 
Glauber (1956) were used to derive the inoohogfflnt' scattering law from 
knowledge of the normal modes of vibration of atoms in liquids and in 
crystal lattices. 
An elegant and direct relationship between the energy distribution 
of these modes and the scattering kernel was obtained from the physically 
reasonable 'Gaussian* approximation. (Vineyard 1958; Egelstaff and 
Schofield 1962) and was promptly realized in the computer programmes LEAP 
and PIXSE (McLatchie 1962; McDougall 1962). A family of such codes is 
now in existence and has been reviewed by Honeck (1963). 
Thermalization workers are currently occupied, to a large extent, 
with the question of whether transport calculations using these kernels 
reproduce the results of a variety of experiments. The most direct 
comparisons are, of course, of a differential nature such as those between 
computed thermal spectra (velocity dependence of thermal neutron densities) 
and spectra measured by time of flight methods (Poole 1965). Such methods 
require intense neutron sources, and hence data from this quarter is not 
as profuse as that coming from integral experiments. The most important 
integral experiments are the pulsed neutron and diffusion length experiments 
We review these in turn. 
The asymptotic pulsed neutron experiment ('die-away* experiment) 
was introduced by Von Dardel (1954) as a method of obtaining the thermal 
diffusion coefficient of a moderator. Excellent review papers on the 
method have been written by Beckurts (1957, 1962, 1965). 
One injects a pulse of high energy neutrons into a moderating 
assembly, generally of simple homogeneous geometry, at tim̂ e t = 0. The 
evolution of the velocity and space dependent neutron flux is then 
studied. Historically it has been assumed that the space, velocity and 
time dependent neutron scalar density can be decomposed into modes of 
the form 
N (v) e^ ^ ' - e^^mn^ mn 
The time decay constants X associated with the 2nd, 3rd and mn * 
higher spatial modes are large compared with the decay constants 
A^^(small 'n') and after a short time only these [l,n] modes are 
significant. The experimenter continues to wait until the mode 
dominates, and extracts from his detector reaction rate time behaviour 
the decay constant 
Recently, improved accuracy of the measurements has allowed some 
workers to 'peel' away the mode from their results to obtain 
The experiment is repeated for a series of moderating assemblies 
2 with a range of characteristic 'bucklings' B^ . Von Dardel's 
original analysis indicated that the Â ^̂  - B^^ relationship would be 
A,, = vZ (v) + vD(v)" B 2 (1.1) 11 a i 
where a represents an average of 'a' over the asymptotic (large t) 
thermal spectrum. D(v) and E (v) are respectively the velocity dependent a 
diffusion coefficient and macroscopic absorption cross section of the 
moderator. 
In actual fact, a non-linear X^^ - B^^ relationship was observed and 
a higher order terra CB̂ ^̂  was added to equation (1.1). It was realised 
that the non linearity was due to the preferential leakage of high energy 
neutrons, an effect x̂ hich lowers the * temperature * of the neutron gas. 
Î Jhen a relationship between the diffusion cooling coefficient, C, and 
integral properties of the thermal scattering kernel was established, 
(Nelkin 1960A; Hafele and Dresner 1960) the importance of the experiment 
was confirmed. 
The theoretical prediction of X^^ is straightforv/ard and involves 
only an eigenvalue calculation. Theoretical-experimental agreement has 
proved to be good for H^O and D^O but some poorly understood transport 
effects have obscured the interpretation of pulsed neutron data in small 
crystalline assemblies (Corngold 1965). These difficulties are connected 
with the question of whether it is valid to assume that the time dependent 
neutron distribution can be built up by a superposition of modes of the 
form given in equation (1.1). 
By 1962 a number of workers were aware of the possibility that 
there might exist *continua* of space and time eigenvalues besides the 
discrete values mentioned above. At the Brookhaven Conference on 
Thermalization of that year, Corngold et. al. (1962), assuming an infinite 
medium (to remove the spatial terms) and making a drastic approximation 
to the scattering kernel, demonstrated the existence of a * continuum/ of 
time eigenvalues bounded below by X* where 
Here E(v) is the velocity dependent total macroscopic cross 
section. It was now no longer possible to assume that the neutron 
distribution could be obtained by superimposing an infinite number of 
discrete modes. Rather, the neutron density (for an infinite medium) 
was of the form 
N(v,t) = I N (v)e k^ + 
k=l 
A(A) ilj(v,X)e ^^ dX (1.3) 
X* 
Furthermore, the continuum eigenfunctions i|̂ (v,X) were not con-
ventional functions but * distributions^ in the sense of Schwartz 
(Schwartz 1950, 1951; Temple 1955). Distributions had been introduced 
earlier to transport theory (Case 1960; Wigner 1961) in connection with 
one velocity problem in an infinite slab. The existence of a continuum 
of eigenvalues for a finite moderator x̂)̂ith a general scattering kernel 
was later demonstrated by Corngold (1964). 
The central prediction of this work was that for small enough 
assemblies no discrete modes would exist and the time behaviour of the 
flux would not be asymptotically exponential. All the published 
fundamental decay constants of H^O and D^O lie well below X* and the 
contribution of the continuum term to the neutron density is not 
significant at long times after the pulse at t = 0. However, experimental 
values of X̂ ĵ  greater than X"̂  have been quoted for small crystalline 
assemblies. These peculiar results have excited considerable interest. 
(Goyal and Kothari 1965; Kothari 1965: Corngold 1965). There has been 
speculation on whether there are discrete eigenvalues imbedded in the 
continuum or whether singular behaviour of the continuum distribution 
function [A(X) in equation 1.3} gives this impression. A recent note 
by Corngold and Durgun (1966) indicates that the second possibility is 
more likely. 
Although the pulsed neutron experiment as originally conceived 
dealt with asymptotic time behaviour, the pre~asymptotic time behaviour 
of the neutron density has also been studied (Profio and Eckard 1964; 
Zhezherun et. al. 1964; Möller 1965). Using resonance detectors or 
filter-covered 1/v detectors, experimenters have measured the slowing 
down times of fast neutrons to definite energies in the epithermal and 
thermal energy ranges. 
The theoretical treatment of such experiments involves calculation 
of the full time energy distribution of neutrons following a fast neutron 
pulse. Analytic solutions are possible if one assumes that the moderator 
nuclei are at rest and that scattering cross sections are energy 
independent (Ornstein and Uhlenbeck 1937; Koppel 1960). These solutions 
give poor values for the slowing down times to energies below leV. A 
combination of multigroup methods and march-down procedures as used by 
Ghatak and Honeck (1965) and Barnard et. al. (1963) have given more 
realistic time energy distributions of thermal neutrons. 
The diffusion length experiment is in essence a measurem.ent of the 
spatial dependence of the neutron density far from a steady source of 
neutrons. The moderating assembly is usually homogeneous and of simple 
cylindrical or rectangular block geometry with the source distributed 
on the base face. It is assumed that at positions well removed from the 
source plane and vacuum boundaries the spatial dependence of the neutron 
density in the z direction (perpendicular to the source plane) is given 
-z/L 
by N(v)e where N(v) is the asymptotic spectrum and L is the average 
diffusion length of the moderator. 
L can be measured for a variety of assemblies with different 1/v 
* poison* concentrations. An expansion of 1/L^ as a polynomial in 
Z (v ), where v = 2200 m/sec is possible. Thus a o o 
, V T. (v) v 2 c e 2 ( V ) 
1 o a o _ a o ^ (14) 
^ ÍCÍO ( O M ) 3 
This experiment is analogous to the pulsed neutron experiment 
in that it is of an asymptotic nature and its analysis involves the 
theoretician in a single eigenvalue calculation. A much more complicated 
calculation is required in order to obtain the space-energy dependent 
neutron distribution near the source plane or near a vacuum interface. 
The diffusion length experiment is a particular type of 
exponential experiment. In general the assembly under study in an 
exponential experiment contains fissionable material and is subcritical. 
It is assumed that at positions well removed from the source the neutron 
distribution is of the form N(v)e""^^ . The object of the exponential 
experiment is to measure the spatial decay constant, K. 
lv3 A SURVEY OFTHE FOLLOWING CHAPTERS 
The objective of the work is to obtain the time and velocity 
dependent neutron density in a pulsed neutron experiment and the space 
and velocity dependent neutron density in an exponential experiment. 
These distributions are obtained by solving the time, space and velocity 
dependent neutron diffusion equation. 
A successful attempt has been made to proceed as far as possible 
towards obtaining the space and time dependent nature of these solutions 
without resorting to numerical methods. Only when determining the velocity 
dependence of the solutions has use been m.ade of a computer. An operator 
formulation of neutron diffusion theory was required to achieve this 
objective. 
The operator formulation is developed in Chapter 2 using the 
concepts of the theory of infinite linear vector spaces and linear 
operators. This treatment permits an economical account to be given 
of the various approximate representations of the diffusion equation 
such as the multigroup approximation and the truncated polynomial 
expansion approximation. The chapter closes with a discussion which 
attempts to unify the variety of approaches to the problem, of calculating 
time eigenvalues and their associated eigenfunctions. 
In Chapter 3 the operator theory of the pulsed neutron experiment 
is given and the results of calculations based on this theory are 
presented. 
In Chapter 4 the theory of the exponential experiment is 
treated and the results of some calculations presented. 
In Chapter 5 the more important features of the continuum 
eigenvalue spectra of operators defined in earlier chapters are reviewed 
Finally, in chapter 6 a summary is given of the most important points 
raised in this thesis. 
CHAPTER 2 
AN OPERATOR APPROACH TO NEUTRON DIFFUSION THEORY 
2.1 THE DIFFUSION EQUATION 
The Boltzmann equation of neutron transport in a homogeneous 
medium containing no fissionable material is (Weinberg and Wigner 1958, 
Chapter 9). 
+ vA.Vx + vZ(v)jN(r,v,A,t)-[fv'E(vW,A'->-A)N(r,v\A',t)dv' d̂ .' 
r a 
= Q(r,v,A,t) (2.1) 
where t is the time, 
V is the neutron speed, 
-n. is the unit vector in the direction of motion, 
the streaming operator ̂  .Vx is the directional derivative in 
the direction jx , 
the angular neutron density N(r,v,ii,t) is the number of neutrons 
per unit velocity per unit solid angle at time t moving in 
the direction ̂  with speed v, 
E(v) = Z (v) + T. (v) is the total macroscopic cross section, a s 
I ( v ^ i s the macroscopic cross section for a neutron 
with speed v^ moving in the direction Jî  scattering to the 
direction A x̂ 7ith speed v, and Q(r,v,^,t) is the external source. 
The diffusion approximation to equation (2.1) is well treated in a number 
of texts (Weinberg and X\figner 1958; Woods 1964) and will not be derived 
here. In essence it is the approximation to equation (2.1) combined 
with the assumptions that the time derivative of the neutron current is 
zero and that the source is spherically S3mimetric. The diffusion equation 
in a homogeneous medium, is 
p € f unit vAiadt^ per i^nit ^inal 
L 9t" ~ vD(v)v2 + vE(v)J N(r,v,t) -
= Q(r,v,t) 
\<rheTe N(r,v,t) is the scalar neutron density, 
- 1 
E(v'-^v) = 27r 
-1 
being the zeroth Legendre function 
and 0(r,v,t) is the spherically symmetric source. 
(2.2) 
2.2 THE STATE EQUATION 
In the following pages the linear equation (2.2) will be 
subjected to a variety of transformations, for although it adequately 
conveys the physics of the neutron diffusion process it is not in a 
form amenable to calculation. In order to be economical in describing 
these transformations use will be made of the concise notation of the 
theory of abstract linear vector spaces. 
The procedure followed here is to represent a physical system 
by a mathematical object called a state vector. The most extensive use 
of this procedure is to be seen in quantum, mechanics. In particular, we 
note its power in the major work of Dirac (1930) where the diversity of 
quantum mechanical representations (e.g. the Feisenberg matrix m.echanics 
and the Schrodinger wave mechanics) were inter-related. 
In a similar manner we will regard the velocitv multigroup, 
the velocity polynomial and the Shapiro-Corngold moment representations 
of equation (2.2) as representations with respect to different bases of 
a linear abstract vector equation. A number of representations of the 
diffusion equation are commonly written, in matrix and vector notation. 
To avoid confusion between these representation vectors and the more 
fundamental state vector we will use Dirac notation (Goertzel and Tralli 
1950, Chapter 5) and denote state vectors as kets, |N>, the corresponding 
adjoint vectors in the dual space as bras, <N|, and the representation 
vectors as N . A linear operator will be denoted by a script capital 
(viz.£) and its representation (kernel) will be a matrix L. 
Thus equation (2.2) can be regarded as the formulation with 
respect to the {v} basis of the state equation 
+¿1-^] |N(r,t)> = |Q(r,t)> (2.3) 
In order to formulate equation (2.3) with respect to a particular 
orthonormal basis we may use the Dirac expansion theorem x«7hich says that 
the identity operator may be expanded in terms of the basic bras and kets 
of a discrete orthonormal basis "tn̂.} . Thus 
i = I 1=1 ^ 
The theorem for a continuous orthonormal basis with basic kets 
(2.4) 
is 
J = (2.5) 
The fact that {ri) and are orthonormal bases implies that the scalar 
product 
<n. = <5... where 6.. is the KronecKer delta, and 1 3 1.1 iJ 
the scalar product 
= where 6 is the Dirac delta function. 
To obtain the v̂̂  representation of equation (2.3), equation 
(2.2) we multiply on the left with <v and use the expansion theorem 
(2.5). Thus 
00 
<v|[~~J^v2 + |v'><vMN(r,t)> dv^ = <v|Q(r,t)> (2.6) 
We see that <v|li(r,t)> = N(r,v,t) and that <v|o(r,t)> = Q(r,v,t) 
The kernels of the operators in equation (2.3) in the {v} representation 
are 
<v Jb v'> = vD(v) 6(v~v') 
v'> = vE(v) 5(v-v') (2.7) 
<v 
The operators — and v2 commute with the basic velocity bras and kets, o t )t 
<v| and |v> . All the operators except y8 have diagonal kernels in this 
representation. 
2.3 APPT^OXIMATE BASES AND DEGENERATE KERNT^LS 
A number of discrete bases have been used in the literature as 
alternatives to the continuous basis {v} . These bases are constructed 
so that they lend themselves to approximation. That is, for computational 
expediency one uses an approximate expansion theorem of the form 
M 
r - 1 n.><n. where M is a finite integer. . , 1 1 1=1 
It is possible to relate our treatment with the more common 
Regenerate* kernel treatment (Koppel 1963; Shapiro and Corngold 1965). 
We expand the representation of the scattering operator ̂  with respect 
to the {v} basis using the approximate expansion theorem twice to obtain 
<v ^ v'> = S(v'->v) 
M M 
<v|n,><n,U|n ><n 
1=1 1=1 
v'> 
3 
M M 
y y <v n.> s..<n. 
=1 ^ ^ ^ 
M M 
1 = 1 J = 1 ^ 
(2.8) 
where S.., the kernel ofJ^ in the in) basis is <ri.|^|n.> . 
The scattering kernel is approximated then by a finite double sum of 
separable (degenerate) kernels. It is common practice to postulate such 
an approximation *ab initio'. Note that the function adjoint to <v ri>, 
namely <ri|v> , is in general different from <v|ri> . 
Shapiro and Corngold (1965) have introduced a basis which lends 
itself strongly to low order approximation at the expense of being 
non-orthogonal. In order to be equipped to describe this basis in a 
later section, we x\rill need to generalize the Dirac expansion theorem. 
Theorem: If {n) is a discrete non-orthogonal basis with basic kets 
ri.> then the identity operator may be written 
CO 00 
i = I I 
i=l j=l 
n.> A.! < n. 
1 ij J 
(2.0) 
The matrix A where A.!" are the elements of an infinite matrix A ^ 
has elements A.. = <n. ri.> . (Note that équation (2.9) reduces to i j 1 3 
equation (2.4) when <n n > = 6 .) 
i j ij 
00 00 
Proof: We show that I I |n.> A ^ <n |F> = |F> 
i=l j = l ' ^̂ ^ ^̂  
x^7here F> is an arbitrary ket. 
Any |f> can be written as a linear superposition of the basic 
kets . 
Hence 
Thus |f> = I 
k=l 
Then <n |F> = I b <N = I b A 
k=l J k=l " 
OO CO — — 0 0 0 0 
I I ^¡i I I 
IS 
= I = |F> 
k=l 
O.E.D. 
The expansion theorem for an approximate non-orthogonal basis 
M M 
J I I ln,>A-
1=1 j=l ^ ii 
(2.10) 
2.4 THE MULTIGROU? BASIS 
The multigroup representation of the diffusion state equation 
(2.3) is the most popular alternative to the velocity representation and 
has been highly developed (Ehrlich 1961; Pollard 1966) The multigroup 
basis is approximate and orthonormal. The usual 'weighted' version of 
the basis has basic kets with velocity representations of the form 
i = 1, ...,N (2.11) <v > = 
P(v) e ^ ( v ) 
r^i+i 
P(v) dv 
where ^^ step function defined by 
>.(v) = 1 
= 0 V > V.,, , V $ V. 
14-1 1 
and P(v) is a weighting function. P(v) is usually the solution of a 
simplified version of the diffusion equation (2.2) with no time or space 
dependence. The group boundaries v^(i=l, . . .M-fl) are arbitrary and are 
chosen so as to minimise the severity of the approxim.ation. 
form 
The basic bras, , have velocity representations of the 
v> = ©j-Cv) 
The orthonormality of this basis is readily seen since 
(2.12) 
<y. y.> = <y. v> <v p.> dv 1 3 
p(v) e^Cv) 0^(v) dv 
V. 3 
= 6 
P(v) dv 
13 
As further examples of the use of the Dirac notation we display 
the familiar representations of the operators Jby (R. and ^ with respect 
to the multigroup basis. 
Thus oD = 
0' 
v> <v OD|v'> <vMy_.> dv dv' 
<y.|v> 6(v^-v)v D(v) <v'|y.> dv dv' 
t 
(from equation 2.7) 
v> V D(v) <v|y^> dv 
j+1 P(v) V D(v) dv 
V 
= -
j+i P(v) dv 
V. .1 
rjH-i 
V. 
P(v) V ECv) dv 
Similarly <p. ̂  y.>= 6.. — 1 2 ij r^j+i P(v) dv 
And = 
0"' 
V. 1 
V> <v v*> <v' dv dv' 
<p^|v> v'E(v'->v) <v'|vij> dv dv' 
V. 
3 
(from equation (2.7) 
P(v') v'Z(v'^v) dv 
V 
V . 3 
dv' 
P(v') dv' 
As in {v} representation only the kernel of ^ is non-diagonal 
2.5 THE ORTHOGONAL VELOCITY POLYNOMIAL BASIS 
Less common than the multigroup representation are the orthogonal 
polynomial representations. Before considering these we adopt the 
standard procedure of subjecting the scattering operator^ to a 
similarity transformation in order to symmetrize the kernel of ̂  in the 
{v} representation. We define an operator x with a kernel in the {v} 
representation of the form 
<v|T|V'> = / m m 6(V-V') (2.13) 
where the Maxwellian distribution M(v) = (constant) x v^ exp(-Tn\''^/2kT) 
and where "tti is the neutron mass, k is Boltzmann^s constant and T is the 
temperature of the moderator. 
The inverse operator t ^ has the kernel 
<v - 1 V '> = (/M(v) ] ^ 6(v-v^) (2.1A) 
—1 3 
The operators t and t commute with the operators — , V^, «D and but 
91 
not w i t h ^ . Multiplying the state equation (2.3) on the left by 
and defining 
N> = T 
- 1 
11 > 
and 
-1 
i = T ^ ^ T 
(2.15) 
(2.16) 
we have the state equation 
3 
~<i)V2 ~ i] |N(r,t)> = T ^ |0(r,t)> 
The kernel of % in the {v} representation is 
- 1 
(2.17) 
S(v'->v) = <v >8 v'> = <v V > <v i v'> dv" dv'" 
0- ' 0 
E(v'->v) obeys the Detailed Balance relationship (Williams 1966$^ CoaiUf IjSf̂  
M(v') = M(v) vZ(v->v') (2.19) 
and it follows that 
Now 
S(v'->v) = S(v^v') 
Koppel (1963) has suggested that a practical basis for thermalization 
calculations is the discrete orthonormal basis (n) whose basic bras and 
kets have velocity representations of the form 
v> = <v = n^(v) = C^ e 2 (2.20) 
th where H^(x) is the i degree Fermite polynomial (Korn and Korn 1961) 
and the dimensionless quantity 
/ 
m 
= 2!^ ̂  
The usefulness of this basis is readily seen if we consider the 
A. 
expansion of <V|N> in terms of the . 
That is 
M 
<V|N> = N(V) = \ <v|N.> < N J N > (2.21) 
i=l ^ ^ 
Now from equation (2.20) it can be seen that <v is 
proportional to /M(V) . Since the velocity dependent neutron density 
N(v) in a pulsed neutron experiment tends towards a MaxT̂ 7ellian distribution, 
M(v), at long times after the initial pulse and since the relation (2.15) 
implies that N(v) = >4i(v) N(v) , we expect that the first term in the 
expansion (2.21) , <v|nĵ > <n^!N> dominates at long times. Thus a low order 
(small M) approxim.ate expansion of the transformed neutron density M(v) 
in this basis gives a reasonable description of the equilibrium, and near 
equilibrium neutron spectrum. 
The penalty to be paid for this advantage is encountered when one 
/s 
calculates the kernel of the transformed scattering operator One 
-A 
must find the elements of the M x M matrix S xvrhere 
= ^ v = v> <v v*> <v' n.> dv dv ̂  3 
n^(v) S(v'->v) n^(v') dv dv' (2.21) 
Although the matrix S is low order, the double integration (2.21) is 
formidable. T\Tiile a larger value of M would be required for a multigroup 
approximate expansion of N(v) of comparable accuracy the multigroup kernels 
of the operators o2) and ^ can quickly be produced from readily available 
data preparation codes (e.g. GYMEA (Pollard and Robinson 1966) and 
WIMS (Askew et. al. 1966)). 
A further difficulty associated with the use of an approximate 
orthogonal polynomial basis of the kind defined above has been discussed 
by Shapiro (1964). As mentioned in section 2.3, use of an approximate 
basis implies that one has replaced the scattering kernel by a 
degenerate kernel. \Jhen working with Koppel's basis the transformed 
kernel S(v^->-v) is approximated by the degenerate kernel 
M M M M 
I I <v|n.> E <n |v'> = I I n.(v) n (v') 
(2.22) 
Now a relationship exists between the kernel of the scattering operator 
in the {v} representation, v' l i v ' ^ ) and the scattering cross section 
E (v), namely 
s 
V i: (v) = 
s 
(2.23) 
There is a corresponding condition on the kernel of the transformed 
operator This condition is that 
V = [ / I g P " S(v^')dv' (2.24) 
0 
The degenerate kernel (2.22) does not obey this condition except in the 
limit as M tends to infinity. It follows that an artificial neutron 
inbalance is introduced into the diffusion equation when this degenerate 
kernel is used. This inbalance may be removed at the expense of defining 
a slightly non-physical E (v) which satisfies the condition (2.24) T̂ rith s 
S(v-^v') replaced by the degenerate kernel. However, the higher moments 
of the degenerate kernel differ from the corresponding moments of the 
A. 
kernel S(v->'v') and this inadequacy can only be avoided by the use of the 
non-orthogonal velocity moment basis introduced by Shapiro and Corngold 
(1965). Takahashi (1962) has used an orthogonal basis of associated 
Laguerre polynomials of order 1. 
2.6 THE VELOCITY MOMENT BASIS 
The need for this basis has been discussed in the preceding 
section. 
We define Z.(v), the velocity moment of the kernel of •3 
in the {v} basis. Thus 
(•00 
V V E . ( v ) -
0 
V E(v->v')dv' (2.25) 
(Note that v'"̂ ""̂  appears in equation (2.25) rather than the usual term, 
v*^. All equations in this paper are oriented to computer calculations 
where variables cannot be indexed by zero). We see from equation 
(2.23) that 
^^(v) = IgCv) (2.26) 
The non-orthogonal approximate basis suggested by Shapiro and 
Corngold has basic kets and basic bras with representations 
in the {v} representation, given by 
i-1 
<v = M(v) v" (2.27) 
and ^^il^^ ^ ^ ^j^(v) (2.28) 
It is readily seen that this basis is non-orthogonal, since 
A^. = <v. v.> = 
±3 1 3 
<v. v> <v v.> dv 
1 J 
I.(v) M(v) v^ dv (2.29) 
The integral on the left hand side of equation 2.29 is not 
equal to Therefore when expanding an arbitrary ket in terms of 
the basic kets of the velocity moment basis one must use the general 
expansion theorem discussed in section 2.3. We write 
y ^ -1 -1 
^ - y V > A <v. where A is the inverse of the 
i IT T = 
matrix A x^hose elements are given by equation (2.29). 
From equations (2.25) and (2.28) we see that 
<v. 
1 
v> = V V E(v->v')dv' (2.30) 
0 
Recalling the Detailed Balance relationship (equation 2.19), we may 
rewrite the left hand side of equation (2.30). 
Thus = M ^(v) 
= m"^(v) 
00 
V ^ M(v') v^5:(v^^v)dv' 
<v Q v'> <v* v.> dv' ^ 1 
(2.31) 
from equations (2.7) and (2.27). 
We may contract equation (2.31) to obtain the relationship 
<v^|v> = M~^(v) <v|^|v^> (2.23) 
and re-expand to obtain 
M -1 r -1 I <v. v> M (v) ) <v V > A <v i v.> (2.33) 1 ^ n nm m''̂  i n ,m 
The kernel of Ji in the {v} representation is approximated in the velocity 
moment approximation by a degenerate kernel S(v'->v). 
Thus <v|i|v'> = S(v'-^v) 
M 
y <v V > A ^ <v lA v.> A.! <v. v'> . n nm m i i n,m,i,j 
- 1 (2.34) 
From equations (2.33) and (2.34) we find that the degenerate kernel 
H - 1 S(v'->v) = M(v) y <v. v> A.: <v. v'> 
• . 1 i j 3 
M 
= M(v) y A.i V E.(v) V E.(v) . 11 1 1 
It is readily seen thàt M(v') S(v'->v) = M(v) S(v->v') 
Hence the degenerate kernel obeys Detailed Balance. Furthermore, 
th 
the k velocity moment of the degenerate kernel, (k M) , is identical 
th 
with the k m.oment of the exact kernel <v|^|v'>. We x̂ ill demonstrate 
this. th The k moment of the degenerate kernel is 
(2.35) 
(2.36) 
(2.37) 
v'^"^ S(v->v')dv' = M ^(v) M(v') v' S(v'-^v)dv' 
(from equation 2.37) 
M ^(v) 
M 
I <v. v> A.l <v. v'> <v' V, > dv* . 1 ij 3 ^ 
(from equation (2.35) 
(2.38) 
Contracting the left hand side of equation 2.38 we see that 
th the k moment is 
M 
r - 1 = ) <v. v> A.. <v. . . 1 11 1 
M 
- 1 = y <v. v> A. . A., 
i j ^ ^^ 
M 
1=1 
= <v, v> k 
th = V (v) = k moment of the exact kernel. K-
In its crudest form (M=l) the velocity moment degenerate kernel 
becomes (from equation 2.36) 
S(v'->v) = V E (v) v^E (v') (2.39) 
where A 11 <Vi V|> = <v. v> <v ^ 0 
00 
dv 
M(v) V E (v)dv s 
This kernel satisfies Detailed Balance and has the same total scattering 
cross section as the exact scattering kernel. Because of its simplicity 
and surprising physical content it has figured prominently in some 
important investigations. With this kernel, Williams (1964) was able 
to solve the energy dependent Milne problem exactly using the Weiner-
Hopf technique and Corngold and Durgun (1966,1967) x̂ zere able to produce 
the first really qualitative information on the time eigenvalue 
continuum. 
EXPERIMENT AND EIGEWALUE CALCULATIONS 
In this section, we consider a simple application of the operator 
approach to problems in neutron diffusion theory: namely the analysis 
of the * die-away' experiment (asymptotic pulsed neutron experiment). 
Here one follows the experimenter and assumes that at long times 
after the injection of fast neutrons into a moderator the neutron density 
is of the form 
N(r,v,t) = F(r) N(v)e"^^ (2.40) 
where F(r) is given by 
V^F(t) + B2F(r) = 0 (2.41) 
subject to the condition that the neutron density is zero at the 
extrapolated boundaries of the moderating assembly. B^ is the geometrical 
buckling of the assembly. 
Substituting the trial solution (2.40) into the homogeneous version 
of the diffusion equation (2.2), using equation (2.41) and cancelling 
common terms, we see that 
-X + V D(v)b2 + V Z(v)) N(v) -
.oo 
v' E(v'->v) N(v')dv' (2.42) 
0 
Equation 2.42 can be considered to be the representation with respect to 
the {v} basis of the state vector equation 
(- X +oDB2 |N> = 0 (2.43) 
Defining the operator 
of =oZ)b2 -f-i^-i, (2.4A) 
equation 2,43 can be seen to be an eigenvalue equation. 
That is 
= A|N> (2.45) 
If one can find the lowest eigenvalue of ^ and its corresponding eigenket 
then one has, in effect, found the as3rmptotic time decay constant and 
the as3n]iptotic spectrinn, N(v). 
Koppel prefers to re-write equation (2.42) as 
roo 
-1 
N(v) = (-A + v D(v)b2 + V E(v)} v' E(v'->v) N(v')dv' (2.46) 
^ 0 
which may be considered to be the formulation in the {v} representation 
of the equation 
^ ( X ) |N> = |N> (2.47) 
where the kernel of the X dependent operator'^(X) in the {v} representat-
ion is 
(2.48) 
One may find the value of X and the corresponding ket which 
satisfies equation (2.47) by trial substitution. It is to be expected 
that this value will be equivalent to the lovjest eigenvalue o f ^ . 
Equation (2.47) can be considered as being an 'implicit' eigenvalue 
equation for X (Shapiro and C o m g o l d 1965). Equation (2.45) can be 
considered as being an 'explicit' eigenvalue equation. 
So far we have worked within the frame-work of diffusion theory. 
It is possible to obtain an implicit eigenvalue equation from the 
Boltzmann equation (2.1) if the scattering kernel is isotropic in the 
laboratory coordinate system (Corngold 1964). One assumes that at 
long times after the initial pulse the angular neutron density is of 
the form 
N(r,v,4,t) = N(v,A) exp(i B . r - At) (2.49) 
Substituting (2.49) into the homogeneous Boltzmann equation with 
scattering kernel 
i:(v̂ ->v, = E(v^->v) (2.50) 
and cancelling common terms we have that 
roo 
1 -X + i VJI. B + V E(v) N(v) = , 
where the scalar density N(v) = 
v' Z(v'->v) N(v')dv' (2.51) 
^ 0 
N(v,4)d^ . 
Dividing equation (2.51) by [~X + i v A. B + v Z(v)] and 
iL . B 
integrating over the parameter y = vB from -1 to 1 (where B = B ) 
we obtain the equation 
N(v) = ̂  tan-^ h vB v' E(v'->v) N(v')dv' (2.52) vB ^ '̂-A + v Z(v)'' ' o 
Equation (2.52) can be considered to be the {v} representation of the 
implicit eigenvalue equation 
^(A)|n> = |N> (2.53) 
where the kernel 
<v|y (X) |v> = ̂  tan-l (2.54) 
,, -1 . v B _ ^̂  1 ^ v^B^ v'^B^ 
INOX̂  VB Cx~T"v " -A + V E(v) 3(-A + v Z M ' P ' ^ 5(-A + v Z(v))^ 
(2.55) 
and (-A + V Z(v) + v D^B^j-^^ = Z T T V T m " T - I ^ v ^ C v ) ) ^ 
Recalling that for an isotropic scattering kernel 
])(y) = ggg that for small B^ and A 
the kernels (2.48) and (2.54) are almost equivalent. For very small 
assemblies which have large geometrical bucklin.'RS the diffusion 
approximation is poor and the lowest eigenvalues of the operator ̂  will 
be an inadequate estimate of the moderator's decay constant. 
It is now fairly well understood that if A is sufficiently large 
for the kernel (2.48) to become singular, then A lies in the time eigenvalue 
continuum. This also means that A is a continuum eigenvalue of the 
operator^. Discrete eigenvalues in the diffusion approximation can 
only exist in the range v/here the lower bound of the continuum 
A* = fv E(v) + V D(v)B^l . (2.57) 
L -Jmin 
The eigenvalue continuum lies between A* and 
X**=rv E(v) + v D(v)By . The upper 
L- max 
bound, A**, is always, in practice, at +<». If there are no discrete 
eigenvalues below A'̂  then the neutron density does not decay exponentially 
at long times after the initial neutron pulse. Since T.(v) varies as 
1/v at low velocities for most moderators, the limit of v Z(v) as 
V 0 is not zero and A* is finite. 
The 'transport* kernel is free of singularities in the complex A 
plane to the left of the curve 
A = V E ( V ) ± Ì B V 
and we see that the lower bound of the continuum in transport theory 
IS X* - [v 
m m ^ 
V E(v) 
v=0 
(2.58) 
This expression is to be preferred over (2.56). The dependence of 
X"̂  on B^ in equation (2.57) is generally accepted to be a peculiarity 
of the diffusion approximation and is not assigned physical significance 
by most workers. 
T/7hen one comes to calculate the discrete eigenvalues practical 
considerations rule against formulating the eigenvalue equation (explicit 
or implicit) in the {v} representation. Rather one uses one of the 
approximate bases described in sections 2.3, 2.4, 2.5 and 2.6. For 
example one may formulate equation (2.A5) in the approximate multigroup 
representation of order M . Equation (2.45) in this representation is 
= ^ <y^!N> (i = i,...,M) 
Expanding 
M 
I <yj|N> = A <y^|N> (i = 1,...,M) (2.59) 
We write the M dimensional vector with elements <y^|N> as N and the 
M X M matrix with elements 
= + ~ as L . 
Expressions for these matrix elements are given in Section 2.4. Equations 
(2.59) can now be written in matrix notation as 
L N = A N (2.60) 
The problem of finding the time decay constant X has been reduced to 
that of finding the lowest eigenvalue of the matrix L. The method for 
doing this is treated in all basic linear algebra texts. The nearness 
of the result to the lowest discrete eigenvalue of the operator ̂  depends 
on the severity of the multigroup approximation. As M «> the agreement 
becomes exact. 
It is of course possible to find all of the eigenvalues of the 
matrix L. There will in general be M distinct discrete eigenvalues and 
this spectrum of eigenvalues is the multigroup approximation to the 
spectrum of ̂  which is in general a discrete set together with a 
continuum bounded belox̂ r by A*. 
The eigenvector corresponding to the lowest eigenvalue of L 
can be found, giving the multigroup approximation to the asymptotic 
neutron density. 
Thus the asymptotic neutron spectrum is 
M 
N(v) = <V|N> = I <v|y.> <Y.|N> (2.61) 
i=l ^ ^ 
x̂ here the form of <v is given in equation (2.11). If the weighting 
function P(v) has been x̂ ell chosen then the discontinuities of the 
function on the left hand side of equation (2.61) which will occur at 
the group boundaries will not be too noticeable. 
Some authors prefer to work with the transformed diffusion 
equation (2.17) and define an operator 
in order to obtain the 
eigenvalue equation X^ - X N> . Since ^^ • T ¿JT T v/here T is 
unitary (section 2.5), X the same eigenvalues asX (see section 2.8) 
but the matrix representative of X in the multigroup representation 
is a symmetric matrix and the fast Jacobi eigenvalue algorithm for 
symmetric matrices may be used to find the eigenvalue A. 
Shapiro and Comgold (1965) have used the velocity moment basis 
(section 2.6) to calculate eigenvalues of the implicit equation (2.53). 
In this representation (2.53) is of the form 
<v ^ | y(X) |n> = |n> (i = 1 , . . . , M ) 
Expanding 
M 
I \ \ - (i=l,...M) (2.62) 
j = l 
We define the vector N with elements <V^|n> , the matrix Y(A) with 
elements ^^^ re-write the set of equations (2.62) in 
matrix notation as 
Y(X) A"^ N = N (2.63) 
or (Y(X) A"^ - I)N = 0 
The eigenvalue condition is that 
det(Y(X) a"^ - I j = 0 (2.64) 
and X is adjusted until this condition is met. The elements of the 
matrix A have been defined earlier (equation 2.29). The matrix elem.ents 
are obtained by expanding. 
Thus 
< v J W A ) 
r i 
v.> = <v. 1 v> <v 0' 0 
0-' B 
^(A) 
. - I f vB tan 
v*> <v' v.> dv dv' 
3 
A+vZ(v) v'E(v'->v) M(v')v'^ ^ dv dv' 
(using 2.27, 2.28 and 2.55). Recalling the Detailed Balance condition 
(2.19) one has 
j a ) <v v.> = 
3 
Z ( V ) 
M(v) — t a n 
B 
vB 
V 
M(v) 
-A+vE (v) 
1 
V ^ d v O d v 
B 
Z . (v) Z . (v) tan 
0 
vB 
~X+vZ(v) 
•) dv (2.65) 
(using 2.25). The integral (2.65) is evaluated by numerical quadrature. 
The candidate has calculated the lowest eigenvalue of a 
monatoxnic gas of atomic mass 9 (Be9) using the M dimensional approximate 
basis of Koppel (section 2.5) to represent a S3nnmetrized version of the 
implicit eigenvalue equation (2.47). Here one arrives at a matrix 
equation 
/S /V / s 
W(X) N = N 
where the elements of the matrix W(X) are given by 
(2.66) 
<n^flir(A) = 
0*' 
<n^|v> <v|^(A)|v'> <v'|rij> dv dv' (2.67) 
Now <v^J'(A) v'> = 
S(vl^v) 
-A+vE(v)4-vDB^ 
symmetrized kernel defined in equation (2.18). 
where S(v'->v) is the 
Thus 
0-' 
. . S(v'^v) ni(v') , f (2.68) 
The eigenvalue condition of (2.66) is that 
det (W(A) - l) = 0 (2.69) 
A computer programme was v/ritten that varied A in a systematic manner 
and evaluated the elements of W(A) until the condition (2.69) was met. 
The calculation was repeated for a range of B^ values and a A-B^ curve 
obtained. This curve was fitted with a 2nd degree polynomial in B^ 
following the procedure used by experimentalists (section 1.2). Using 
a 4 dimensional polynomial basis, values of 1.21A x 10^ cm^/sec and 
-7.08 X 10^ cm^/sec were obtained for v D(v) and C respectively. These 
values may be compared with the values 1.22 x 10^ cm^/sec and -6.75 x 10^ 
cm^/sec obtained by Pollard (private communication) using a 120 group 
multigroup representation of equation (2.45). 
2.8 FURTHER PROPERTIES OF THF OPEFATOR 
In section 2.7 we defined the o p e r a t o r ¿ = T T whose kernel 
in the {v} representation was symmetric. Since this kernel is also 
real (and vre trust Lesbegue square integrable) the onerator is Hermitian. 
Hence its eigenvalues are real and its eigenkets form an orthonormal 
* 
basis. We tacitly assumed the real nature of the eigenvalues in the 
last section on physical grounds alone. If the eigenvalues of X are 
X^ and the corresponding eigenkets are then 
/N /V /S 
bCU.> = X. x.> 
1 1 1 
That is t X,> = aJx,.> 1 1 1 
Hence X X.> = X. X.> where 1 1 1 
X.> = T X.> (2.70) 
1 1 
/I ^ 
We see t h a t X ^as the same spectrum as jC but different eigenkets 
given by equation (2.70). 
It appears that is not a normal operator. In other words 
¿siT^f^cL eigenkets do not form an orthogonal basis. The non-
orthogonality of the eigenkets is readily shox^m. 
We have that X_.> = TT 
(from 2.70) 
0 
00 
<A. v> <v T^ X.> dv 
1 3 
X̂ . (v) M(v) X^(v) dv (2.71) 
from the definition of T in section 2.5. 
/s 
But, because of the Hermitian nature o f , 
, A < x . I x . > = 
1' J 
X^(v) X^(v) dv = (2.72) 
Comparing equation (2.71) and (2.72) we see that the presence of M(v) 
in the integrand of the integral in (2.71) will destroy orthogonality. 
The eigenkets of X, fOfm a non-orthogonal basis and x̂ e have an expansion 
theorem of the form 
- 1 
/ = Sum Sum X> A <X' 
X X ' ^^ 
(2.73) 
where Sum in general represents a summation over discrete modes and an 
^ -1 
integration over a continuum extending from X* to + A is an 
infinite matrix and is the inverse of an infinite matrix A with elements 
A^^, = <X A'> . 
CHAPTER 3 
DIFFUSION THEORY OF THE FUT.SED NEUTRON EXPERIMENT 
FOEMAL THEOFY 
The theory developed in this chapter is essentially space 
independent. We take account of leakage by assuming, as in section 
(2.7), space-velocity separability of the neutron density and of the 
source term. 
Then one has that 
(3.1) 
(3.2) 
N(r,v,t) = F(r) N(v,t) 
and 0(r,v,t) = F(r) 0(v,t) 
where F(r) is a solution of the Helmboltz equation 
V^ F(r) 4- B^F(r) = 0 subject to the boundary 
conditions discussed in section 2.7. Substitutin?? (3.1) and (3.2) into 
the diffusion equation (2.2) and cancelling common terms we see that 
+ vD(v)b2 + vE(v)] N(v,t) - v'Z(v'->v) N(v\t) dv' = Q(v,t) 
^ 0 (3.3) 
Equation (3.3) can be considered as the velocity representation of the 
state vector equation, 
^ |N(t)> = |0(t)> (3.4) 
The operator^ been defined earlier (equation 2.44). We assume 
that the experiment starts at t=0. That is 
N(t)> = |0(t)> = 0 for t < 0 (3.5) 
We formulate equation (3.4) in the {X} basis, the non-orthogonal 
basis with eigenkets of as basic kets (section 2.8). Thus 
= <A |0(t)> 
Hence — <X|N(t)> + <A!l|N(t)> = <A|Q(t)> (3.6) 
Now the adjoint eigenvalue equation is 
<A i- <x À . 
It follows that equation (3.6) can be written 
(all Xz spectrum o f i ) ~ <A|K(t)> + X<A|N(t)> = <X|0(t)> 
or (3.7) 
Thus in the {A} representation (3.4) becomes a set of uncoupled 
differential equations. The projection or scalar product 
N^(t) = <A N(t)> = <A v> <v N(t)> dv 
A(v) N(v,t) dv (3.8) 
Taking the one-sided Laplace transform, of both sides of 
equation 3.7 we have 
(6+A) N^(6) - N^(0) = 0^(3) 
where 
N,(3) = e ^^ N^(t) dt 
and 0^(3) = e ^^ 0^(t) dt 
From the initial conditions (3.5) and equation (3.8) x-7e see that 
N,(0) = 0 and hence 
A 
0 (6) 
N^(B) = (3.9) 
Recalling the convolution theorem of Laplace transform theory, 
we invert equation (3.9) to obtain 
= exp X(p~t) 0^(p) dp (3.10) 
We may write equation (3.10) as 
<X N(t)> = 
0 
t 
^ 0 
exp A(p~t) <a!o(p)> dp 
<A I exp r(p-t)i,l |0(p)> dp (3.11) 
since if f(X) is a function of the operator expressible as a power 
series in and if 
<x !<£. = <x |a 
then <X|f(<£.) = <X|f(X) (Dirac 1947) 
Equation (3.11) is the representation with respect to the 
{X} basis of the state vector equation 
(t 
N(t)> = exp (p-t)X] |0(p)> dp (3.12) 
where (p-t)^ represents multiplication of the scalar (p-t) into the 
operator 
An important point arising from this analysis is that the solution 
(3.12) could have been obtained formally from equation (3.4) as long as 
care was taken not to interchange non-commuting operators in the process 
of producing the solution. 
Ax^areness of this point has helped considerably in the development 
of the material presented in chapter 4. 
The intermediate step of representing equation (3.4) in the {X} 
representation was not essential. This knowledge is acted upon in 
chapter 4 in a more complicated situation. 
I'Jhen the source is an instantaneous pulse at t = 0 we have 
that |0(t)> = 6(t)|0> where the {v} representation of |o>, <v|o> = 0(v) 
is the source spectrum. Equation (3.12) becomes 
N(t)> = exp (-t^)|0> (3.13) 
We note that the neutron 'evolution^ operator, 
^(~t) = exp ( - t t ) (3.14) 
is a member of a family of linear operators {^(t)} with the following 
properties; 
(i) ^(t + t') =?(t)t(t^) (3.15) 
(ii) 2(0) = / , the identity operator (3.16) 
Hille (1947) has called such a family, defined on the range 
0 ^ t < CO , *the semigroup of operators generated by the operator^,' 
(See also; Durnford and Schwartz 1958; Phillips 1955). If we extend 
the time range to the interval (-«>, + ») then each element has a unique 
inverse. Thus 
l?(t)t(-t) =^(0) 
and the family of operators is a proper group. There has been some 
important recent work on establishing the connection between neutron 
transport theory and Hilletheory of strongly continuous semigroups 
and its powerful spectral theorems (Wing 1961: Bedriarz 1965: 
Mika 1967). For example, Wing has used the Hill-Yoshida theorem to 
investigate the spectrum of the Roltzmann operators of one velocity, 
one dimensional transport theory. A strongly continuous semigroup has 
the added property that for each |n>G Hilbert space, N> is continuous 
in t over the range 0 t < 0°. 
Al 
where 
We may use the semigroup property (3.15) to write equation 
(3.13) as 
N(t)> = exp |N(t^)> (3.17) 
N(t^)> = exp (-t^<i)|Q> . 
We note the formal similarity between the equation (3.17) and 
the equation found in quantum theory which relates the dynamical state of 
a quantum system at time t to its dynamical state at t^, 
iî (t)> ='^(t,t ) U ( t )> (3.18) 
o o 
where the evolution operator 
H i t . t ^ ) = exp J (t-t^) H ) (3.19) 
a n d á i s the Hamiltonian operator of the system. Equation (3.18) des-
cribes the time behaviour of a closed system with no external forces 
acting. The neutron system described by (3.17) is also closed after 
t = 0 with no external source present. 
As implied earlier the operator if(-t) can be expanded as a 
power series in t. Thus 
exp(-tX)= g(-t) = y + ^ (3.20) 
Finally we display the representation of equation (3.13) in the 
th 
{v} representation for its pedagogical value. The m iterated kernel 
<v 
» 0 0 aCO fOO 
I v'> = ... < v l v"> <v" 1 
« 0 0 
and so from equations (3.13) and (3.20) we have that 
N(v,t) = <v|N(t)> = 
= 0(v) + (-t) 
<v 
<v 
exp ( -tí.) !v'> <v' |0> dv' 
£|v'> Q(v')dv' + <v v'> 
Q(v') dv' dv^^ 
(3.21) 
The expansion is reminiscent of the Neumann type expansions in terms 
of iterated kernels encountered in integral equation theory (Courant 
and Hilbert 1953). 
3.2 A MULTIGROUP SOLUTION 
We come now to a description of some calculations based on the 
theory of the preceding section. It is impractical to formulate the 
solution in the {v} representation and we must use one of the approximate 
representations discussed in section (2.3). Of these the candidate has 
used the multigroup basis (section 2.4) for the reasons outlined in 
section (2.5). 
Equation (3.12) in the M-group representation is 
't M 
<Vi^|N(t)> = 
0 3 = 1 
exp (p-t) 
-I 
cL. <y. 0(p)> dp 
(i = 1,...,M) 
Now from equation (3.20) we see that the matrix element 
<y^|exp[_(p-t)£j = + (p-t) 
4- (t-p)' 
¿L M 
2! 
+ ... 
I 
k=l 
I 
= «ij + (p-t)L.j + 
(p-t) 2 
2 1 I " ' J " 
is the ij^^ element of a matrix E(t) which may be written 
E(p-t) = I + (p-t) L + L^ + ... 
(3.22) 
(3.23) 
(3.24) 
The element of the matrix L is seen to be, from the discussion in 
section (2.4) and from equation 2.4, 
P(v) v(D(v)B2+E(v))dv 
V. 
i+i 
V. 1 
P(v) dv 
V j+1 V. 1 
P(v') v'E(v'->v) dv 
V. 
3 
"i+i 
V. 3 
dv' 
P(v') dv' 
We define the M dimensional vectors N(t) and 0(t) with respective elements 
<p^|N(t)> and <y^|o(t)> (i = 1,...,M). Equation (3.22) can now be 
written in matrix notation 
N(t) = exp ((p-t)L) 0(p) dp (3.25) 
It is a common approximation (Barnard et. al. 1963) to consider the 
source to be an instantaneous pulse, <5(t)0 . The solution (3.25) for 
the multigroup neutron density vector N then simplifies to 
N(t) = exp (̂ -t L) 0 (3.26) 
However we consider the more realistic step function source defined 
(3.27) 
as 
g(t) = Q 0 $ t ^ P 
g(t) = 0 t > p 
where P is the pulse length. 
One has, after substitution into equation 3.25 and integration 
that 
^Ut) = (I - exp[- L tJ)L ^ 0 for 0 ^ t $ P (3.28) 
and N(t) = exp ((P-t)L^N(P) for t > P (3.29) 
Calculation of the elements of the matrix E(~t) = exp L t ) is 
straightforward. The candidate has used the method of Barnard et. al. 
(1963). One chooses a time step At sufficiently small for the 
truncated expansion 
E(-At) = I + (-At)L + ... + L^ (where k 4) 
::: ~ z K ., 
to be almost exact. This matrix is squared to give the matrix E(-2At) 
which is squared in turn to give E(-4At) and so on. In this way a 
matrix E(-T) can be rapidly generated for a useful step length, 
T(T - 10"^ sec). The tim.e dependent multigroup neutron density is 
then calculated at times T , 2T, 3T, etc. 
It is important to note that equations of form identical to 
equations (3.28) and (3.29) vjould have resulted had a velocity polynomial 
or velocity moment basis been used. The order of the matrices involved 
to obtain similar accuracy would have been much smaller than those used 
in the multigroup calculations but much more effort would have been 
required to find the matrix elements of L . 
Having obtained the time dependent multigroup neutron density 
vector N(t), it is possible to calculate R(t), the time dependent 
reaction rate of a detector with velocity dependent cross section 
a(v) = <a v> . Thus 
R(t) = a(v) V N(v,t)dv . 
0 
In the multigroup approximation 
M 
R(t) - I a V N (t) 
i=l 
where a. - <o IJ.> 1 1 
3.3 RESULTS OF CALCULATIONS 
A 28 group representation of the solution (3.12) was found, the 
elements of the 28 x 28 matrix L being obtained by group condensing the 
120 group GYMEA tabulation over a Westcott velocity spectrum. The 
time dependent neutron density velocity distribution was calculated for 
a variety of BeO assemblies with different geometrical bucklings. Both 
crystal and monatomic gas models of neutron scattering were used in order 
to compare their effect on the time behaviour of the neutron spectrum. 
A typical time dependent spectrum during and after a pulse of 
100 y sec duration calculated for a finite BeO cyrstal assembly is 
shovm in Figures 1 and 2. The neutron flux (i)(u) (where u = lethargy) 
has been plotted rather than the neutron density but one is readily 
obtainable from the other. The steady state spectrum shown in Figure 1 
is the distribution attained by a system with constant source Q. This 
spectrum is given by the limit of equation (3.28) as t and P oo . 
That is 
N (steady state) = L"^ Q (3.30) 
It V7as found in all calculations that about 1 Ms after the 
cessation of the pulse, the neutron distribution had become asymptotic. 
falling away exponentially in time with a decay constant A that agreed 
within 4 decimal places with the value of X determined by a multigroup 
eigenvalue calculation of the kind described in section (2.7). 
Calculated time dependent reaction rates of In 115, Pu 239, Cd 113 
and Sm 149 resonance detectors are shown in Figure 3 for a BeO crystal 
assembly with geometrical buckling B^ = 7.59 x 10"^ . The time 
behaviour of Pu 239 resonance detectors in an assembly with this buckling 
value has recently been measured by Fitchie and Rainbow (Maher, Rainbow 
and Ritchie 1967). Theoretical and experimental Pu 239 detector reaction 
rates are exhibited for comparison in Figure 4. The experimental error 
is not shoxm here but the value for the slowing dox-m time of 4 MeV 
neutrons to the resonance velocity (time to maximum response after 
pulse) is quoted at 20.0 ± 3.0. Systematic corrections for experimental 
delay times are expected to reduce this value to 17.5 ± 3.0 ps, which 
compares well with the theoretical value of 16.45 ys. 
It was found that the theoretical slowing down time to the 
Pu 239 0.3 eV resonance decreased as the buckling increased. The 
exact dependence of this time on the buckling is shoim in Figure 5. 
The slowing down time to the Pu 239 resonance as defined depended 
strongly on the input pulse length as is seen from Table 1 below. 
Table 1. 
Pulse Length 
(ys) 
Time to Peak 
(ys) 
1.0 23.45 
10.0 19.50 
20.0 16.45 
100.0 10.00 
Calculations of slowing dovm times assuming an instantaneous pulse 
should not be com.pared with experimental times when a finite pulse 
greater than lys is used. 
Finally, in Figure 6 we show a comparison between the sloxr̂ ing 
do\Am tim.es to various resonances quoted by Zhezhenmet. al. (1964) 
and those calculated with the above theory assuming a lys wide input 
pulse. Use of a m.onatomic gas kernel in the calculations leads to 
good agreement at 1.48 eV and progressively worse agreement at lower 
energies. Calculations using a crystal kernel obtained from the codes 
LEAP (McLatchie 1962) and PIXSE (McDou^all 1962) using Sinclair's 
p(3) (see appendix) produce better agreement but there is still a 50% 
discrepancy at the samarium resonance. The present theory agrees more 
closely with experiment than that used by Zhezherun et. al. 
CHAPTER 4 
THE DIFFUSION THEORY OF THE EXPONENTIAL EXPERIMENT 
idL J^O^^l^ THEORY 
The configuration of the idealized exponential experiment is shown 
in Figure 7. All boundaries draxm are extrapolated boundaries except 
the width of the pedestal, I, x>7hich is a physical length. That is, 'ĉ  
is the sum of the physical length of the assembly under study and the 
energy independent extrapolation distance e. 'a' and are the sums 
of the physical x and y widths of the assembly and twice the extrapolat-
ion distance e, A general diffusion theory of the exponential experiment 
would take into account the energy dependence of e and the difference 
between e(pedestal) and e(assembly) but that would raise difficulties 
beyond the scope of the present work. 
We consider a point isotropic source, not necessarily monoenergetic 
to be located at the point (x,y,z) = (0,0,-£). As in most experimental 
configurations a pedestal of pure moderator interposes betx̂ reen the 
assembly under study which may contain a subcritical loading of fissile 
material or may, as described in section 1.2 be a pure moderator poisoned 
by absorber. 
The role of the pedestal is to remove the higher spatial modes, 
which make up by Fourier superposition the point source of neutrons, 
by attenuation. By this means it is hoped that the top face of the 
pedestal appears to the assembly as a plane source of thermal neutrons 
with simple fundamental cosine spatial dependence in the x and y 
directions. The successful design of such experiments depends on several 
calculations of the neutron distribution of the entire point 
source ~ pedestal - assembly configuration. These lead to an under-
A9 
standing of the limitations of the simpler but more numerous plane 
source-assembly calculations x̂ T'hich are done to compare theoretical neutron 
distributions with the experimental distributions measured in assem^blies 
with varying fuel to moderator ratios or poison concentrations and so o n . 
We c a l l the p e d e s t a l moderator 'material 1' and the homogenised 
subcritical assembly m a t e r i a l , 'material 2\ 
We must find solutions of the time independent homogeneous 
equations 
^ ^ - - ^ T T ^ Ì N ^ ( x , y , z , v ) -
1 
_ . 1 
v' N^(x,y,z,v')dv' = 0 (4.1) 
0 
reo 
v' -f 4;(v)vE^(v'))n (x,y,z,v')dv'=0 2 
(4.2) 
subject to boundary conditions described below and the source condition. 
The equations are derived from equation (2.2), differing from this 
equation to the extent that the operator is not present and the 
o t 
equation has been divided through by D(v). A l s o , the contribution to the 
neutron density of neutrons feorn^ from a fission process have been included 
in the diffusion equation of m a t e r i a l 2. iKv) is the fission spectrum, 
is the velocity dependent macroscopic fission cross section of the 
homogeneous m a t e r i a l 2 and v (which is slightly velocity dependent) is 
the average n u m b e r of neutrons born § m B m f i s s i o n . 
Equations (4.1) and (4.2) are subject to the following boundary 
conditions. 
a) The neutron density in both regions is everywhere finite and 
non-negative. 
b) The neutron density is zero at the extrapolated boundaries. 
This means that 
(4.3) y, z, v) = N^Ct f, y, z, v) = 0 
± z, v) = ± z, v) = 0 
N^Cx, y, c, v) = 0 
(4.4) 
(4.5) 
c) The neutron density and current are continuous across the 
interface. That is, 
N^(x, y, o, v) = l^^ix, y, o, v) 
and D^(v) y, z, v)/ = ^^ ̂  
z=o z=o 
(4.6) 
(4.7) 
Applying the operator notation developed in chapter 2, we regard 
equations (4.1) and (4.2) as a formulation in the {v} representation of 
the state vector equations 
v2|n^(x, y, z)> y, z)> = 0 (4.8) 
v2|NJ(x, y , z)> y , z)> = 0 (4.9) 
which are subject to the boundary conditions 
N,(± f , y, z)> = |m.(± x , y, z)> = 
N, (x, ± z)> = |n^(x, ± z)> 
0 , 
0 , 
N^(x, y, c)> = 0 
Nj^(x, y, o)> = iN^ix, y , o)> 
and 
1 3z 
g 
N^(x, y , z)> =oZ)2 N2(x, y , z)> 
(4.10) 
(4.11) 
(4.12) 
(4.13) 
(4.14) 
z=o z=o 
The kernels of the operators and in the {v} representation are 
= 5(v-v') Z^Cv) - v ' (4.15) 
and 
6(v~v') r^Cv) - v'iE^Cv'-^v) + (4.16) 
write 
and 
We assume that it is possible to separate variables and 
N^(x, y, z)> = X^(x) Yj(y) |z^(z)> 
N ^ i x , y , z ) > = X 2 ( x ) \ 7 . ^ ( Z ) > 
(A.17) 
(4.18) 
where X^, X^, Ŷ ^ and Y2 are scalar functions of x and y . 
Now equation (4.8) can be written, after division by 
Xj^(x) Y^(y) as 
1 x^(x) 
^Xj(x) al? 
> = 0 
(4.19) 
Each of the first two operators in equation (4.19) is a function of one 
independent variable only and their form will be Independent of the form 
of the other operators. Since ^ ^ ^ is not dependent on x , y or z, equation 
(4.19) implies that 
1 d2 J 0 
= (scalar constant) x ^ = - a,-
f-v) Hv^ i X^(x) dx'
Thus 
and 
d2x^(x) 
dx 
•2— + a^^ X^(x) = 0 
d^Y (y) 
(4.20) 
(4.21) 
From equation (4.10) and equation (4.17) we see that the boundary 
a 
conditions on (x) are that X^(± y) = 0 . We have also the requirement 
that Xj(x) be symmetric about x = 0 since the source is symmetric about 
X = 0. The only solutions of (4.20) which meet the S3mimetry and 
boundary conditions are 
Xj(x) = (const)cos a^x (4.22) 
where a, == — , m = 1, 3, 5, etc. (4.23) X a 
Similar analysis shows that 
X2(x) = X^(x) = (const)cos ax (dropping subscripts) (4.24) 
and that = ^ (const) cos By (4.25) 
where ® = ̂  ' n = 1, 3, 5, ... (4.26) 
Having obtained the x and y dependence of the solutions (4.17) and 
(4.18) we see that a double infinity of solutions exist as 'm' and 'n' 
range over all odd positive integers. Corresponding to each value of 
and 'n' there x-rill be solutions |z,(z)> and !z_(z)> . T'e will 1 mn I mn 
drop the subscript mn on |z> in the following pages and carry it m.entally 
Using (4.22) and (4.25) we see that equation (4.19) is 
'd2 + (a2 + 32)i - (4.27) 'dz' 
with a sim.ilar equation for region 2 
+ (a2 + - X ^ ] = 0 (4.28) dz' 
The axial buckling for the mn^^ mode is obviously 
+ i^f 
Equations (4.27) and (4.28) are subject to the boundary conditions 
and 
We write 
and 
Z2(c)> = 0 
Z^(o)> = |Z2(o)> 
A Jz z=o 9z Z,(z)> z=o 
(4.29) 
(4.30) 
(4.31) 
(4.32) 
(4.33) 
Then the solutions of equations (4.27) and (4.28) are of the general 
form 
(-£ $ z < o) (4.34) 
Z2(z)> = coshl'z^^) sinh (7^2)1^2^ 
(o ^ z ^ c) 
where the operator cosh(zj!/j = ^^exp(zjf) + exp(~z^)) 
and sinh('zĵ j == J^exp(z^) - exp(-z^)^ 
The operator exp(z^) has been defined earlier (equation 3.20). 
The boundary condition (4.29) implies that 
= -jsinh (cjf̂ fj cosh 
From the boundary conditions ^4.30) and (4.31) it follows that 
cosh + sinh = |A2> 
and J^^H^Jslnh (iij^^ |A^> + cosh 
From (4.38), (4.39) and (4.40) it is readily seen that 
(4.35) 
(4.36) 
(4.37) 
(4.38) 
(4.39) 
(4.40) 
= (cosh + sinh (A.41) 
$ z < o) 
and ¡Z^(z)> = (cosh (zjj-^)!^^ sinh 
(o $ z $ c) 
(4.42) 
where ¿ S = ~ [ %± n h + cosh ( i i S ^ ^ ^IflTcosh + sinh ( Z ^ ^ i J 
> = cosh U j ^ ^ ) + sinh 
= - ^ i n h cosh ) 
and ^ = /f^""^ (c:^^)]'^ cosh (cj^^^ 
(4.43) 
(4.44) 
(4.45) 
(4.46) 
Since equations (4.8) and (4.9) are linear, any sum of solutions 
of the form (4.17) and (4.18) will be a solution. Consequently 
00 CO OO 00 
= [ I = [ I 
m=l n=l m=l n=l 
mirx niry 
cos cos 
a b 1 mn 
(-£ ^ z < o) 
00 CO 
, „ , \ r V Tí̂-'íTx niry 
and M«(x,y,z)> = ¿ ¿ cos —— cos -¡^ 
- . a n 
m=l n=l 
2 mn 
(o ^ z ^ c) 
(4.47) 
(4.48) 
where Z,(z)> and Z^(z)> are s:iven by eauations (4.41) and (4.42) 
1 mn z mn 
2 2 
with an axial buckling of the form (—) 4- entering into the 
definitions of the operator andjjf^ = ^ 2 ( m , n ) (eauations 
4.32 and 4.33). 
The kets A > are still undetermined and we must look to the 
1 mn 
source condition in order to find them. The isotropic point source 
0(x,y,z)> = 6(x) 6(y) 6(z+il) |o> 
00 00 
6(z+£) J] J] COS 
m=l n=l 
mTTx nTfv - — cos —r^ 0> (4.49) 
Now the source condition to be satisfied is that the current 
density at z = for a particular velocity and for mn mode is equal to 
half the number of neutrons produced in that mode and at that velocity by 
the source. 
Thus the current state vector for the mn mode 
9 
mn z= -1 z= -t 
ab mTTX n-rry — cos cos —r^ A a b 0> 
From_ equations (4.50), (4.41) and (4.4^) i<fe have that 
- cos ab mux mry cos cos b 0> 
That is 1 nm 
(4.50) 
(4.51) 
In an M-group representation of solutions (4.47) and (4.48) the 
operators 2» ^ ' ̂  ^^^ i^^are replaced by M x M matrices 
H^, R^, B, F, G and V and all kets are replaced by M-dimensional vectors. 
All the matrices have to be calculated anew for each mn spatial mode. It 
is to be expected that the infinite double sum.m,ations in equations (4.47) 
and (4.48) could be replaced by low order finite double simmations V7hen 
analysing m.ost experiments. Also exponential exoeriments are generally 
designed such that the dimension 'a' equals the dimension 'b' and the 
amount of computation required is reduced considerably. 
Pm^BTINARY CALCULATIONS 
16-grour> representations of the 11 spatial F̂ ode solutions 
and ^^^^ heen calculated for a U235 - BeO 
subcritical assembly with a graphite pedestal. The particular configurat-
ion studied has been investigated by Duerden et. al. (1964). The 
calculations were based on the matrix equivalents to the state vector 
solutions presented in the previous section and involved straightforward 
matrix multiplication and construction of matrices of the form exp^z H ). 
One novel problem not encountered before did however arise and 
that V7as the problem of obtaining the square roots of the matrices H^^ 
and H^ . A method suggested by B. Clancy (private communication) 
based on the Newton-Raphson method of obtaining the positive square root 
of a positive real number was adopted. 
The Newton-Raphson method finds the roots of the equation 
f(z) = 0 by an iteration technique. Denoting the iterate of t>̂ e 
root by z. we have that 1 
f(z ) 
z . . , = z . -j+1 M f'(z^) 
If f(z) = z^ ~ a = 0 x̂ e have that 
a 
* 
'.1 
z .. , = \[z . + — ] /a as i 
1+1 
Similarly X.. = Ux. + x j H^l H as j (A.52) 
If it is possible to diagonalize H^, then we may write 
0 - H^ n = ^ ] 
It can be shovm that the Newton-Raphson method produces a matrix 
H which can be diagonalized by the same transformation to give 
U ^ H U = JV. = 
,+h 
0 
I'-. 0 
M 
(4.53) 
It is possible to find square roots of x̂ 7hich when diagonalized 
are of the form, 
\ 
0 \ 
+ 
0 
h 
• y 
+h 1 \ 
or 
• 
and so on 
However the root given in equation (4.52) is the root which when 
substituted into the matrix representations of equations (4.47) and (4.48) 
give solutions which meet the boundary conditions. 
In Figure 8 we show the space dependence of the reaction rate of a 
1/v detector as it traverses down the centre line of the pedestal and sub-
critical assembly: that is down the line x = 0 , y = 0 , < z < c. 
The space dependence dox̂ n the centre line of the neutron fluxes in 
group 2 (1.05 - 1.74 MeV) and group 14 (0.102 - 0.277 eV) are shoim in 
Figures 9 and 10 respectively. For comparison purposes, the corresponding 
fluxes calculated by the SN transport code DSN (Carlson et. al. 1960) 
are also shown. 
Differences between DSN and our method which occur mainly at 
interfaces are no doubt due to the improvement of transport theory over 
diffusion theory. Also x̂ e have used a plane source at z = whereas DSN 
has a volume source distributed over a thin slab < z < 4- A£. The 
DSN calculation (G.S.Robinson, private communication) took 10 times 
longer than the diffusion calculation. 
CHAPTER 5 
TIÎE CONTINUOUS SPECTRUM OF X 
In chapters 3 and 4 we obtained solutions in the form of state 
vectors (equations 3.12, 3.13, 4.47 and 4.48). VJhen it was necessary 
to perform calculations, these state vector solutions were represented 
in the multigroup representation. It is possible to formulate the 
solutions (3.12) and (3.13) in terms of the eigenvalues and eii^enfunctions 
of <£ and to formulate the solutions (4.47) and (4.48) in terms of the 
eigenvalues and eigenfunctions of the operators ̂ ^ a n d ^ ^ . 
To illustrate this point, we expand the {v} representation of the 
solution (3.13) in terms of the eigenfunctions o f . 
We have that 
N(v,t) = <v|N(t)> = <v|exp(-t/) 
Using the expansion theorem (2.73) we have 
(5.1) 
N(v , t ) = Sum Sum <v I exp ( - t X ) ] A> A, |,<A'|0> 
A A^ ' ^^ 
that 
1 
AA 
= Sum Sum <V!a> e ^^ A J, <A'|o> 
A A' ^^ 
(5.2) 
Now Sum . E Summation over K discrete eigenvalues + integration over 
A 
continuum eigenvalues 
K 
- I . + . dA 
JX-k 
(5.3) 
i=l 
K -A.t 
Hence N(v,t) = I a. A (v) e + 
i=l 
A(A) A(v) e ^^ dA (5.4) 
where the eigenfunctions corresponding to discrete eigenvalues A^ are 
<v A> = A^(v) , (5.5) 
and where the continuum eigenfunctions corresponding to the continuum 
eigenvalues are 
<V|A> = A ( v ) (5.6) 
Also a. = S u m A , <X'|o> (5.7) 
^ A' 
and A,,. = Sum k'], <A'|o> (5.8) 
(.A; AA 
The eigenfunctions ^j^(v) (i = l,...,k) are well understood as are the 
methods of calculating them (section 2.7). 
In what follows, we inquire into the nature of the continuum 
eigenfunctions, A(v). 
Continuum eigenfunctions were first introduced to neutron transport 
theory by Case (1960) in connection with the one velocit3'^, time independent 
transport equation. He shovred that they were generalized functions in the 
sense of Temple (1955) and that they were related to the functionals known 
as Schwartz distributions (Schwartz 1950). He note that the common practice 
of refering to generalized functions as distributions is not correct. 
Corngold et. al. (1962) and Koppel (1963) have auplied the 
generalized function theory of Case to study the nature of the functions, 
A(v). To treat this theory, we need first to discuss Schwartz distributions 
A distribution is a linear continuous functional operating on 
what Schwartz calls the test functions of the space jJ[a,hJ (our test 
functions are of the space L^£o,~J). 
A functional is an operation or rule which associates with each 
of the test functions ({)(x) a number (in general complex). For example, 
in the notation of Messiah (1964), the functional 6x^ associates with the 
test function (f)(x) the value (p(x^), Messiah also discusses the functional 
f with associated function f(x) x-jhich associates with the test function 
(f) (x) the value 
f*(x) <}>(x) dx (5.9) 
Dirac, in quest of notational elegance, has chosen to sacrifice 
rigour and force all the distributions encountered in ouantum mechanics 
/N 
into the class of f~type functionals. 
Thus not only may one write 
f[4'] =<f|(f)> = <£|x> <x\é> dx 
f^^Cx) (|)(x) dx , 
but one may associate with the generalized function 6(x-x^) and 
write 
ÔX fól = <x d)> = <x x> <x 
o ' 
(j)> dx 
6 (x-x ) d) (x) dx 
o 
= K x ^ ) 
which is consistant with the definition of the functional 6x given o 
(5.10) 
above. 
We syrobolize the association between a distribution and its 
associated generalized function as 
f : f(x) 
and thus 
The product of an f-type distribution and an arbitrary distribution, 
D is defined as a distribution P with the property 
P[(b] = D f[(P] = D[f(Pj . (5.11) 
ÔX : 6(x-x ) . 
o o 
Thus 6x f U ] = f(x ) ({)(x ) and if O L O O' 
B : c(x-x^) , where c is independent of x, 
then 6x^ h[(i)J = 0 
and 6x h : 0 . o 
Hence c(x-x ) 6(x-x ) = 0 o o (5.12) 
We may generalize equation (5.12) to 
:X-g(x)] 6(x-g(x) 
c(X-g(x)J 6(x-x^) 
= 0 
dx x=x o 
(5.13) 
where g(x ) = A . o 
Another inportant distribution F is defined by 
F[6] = c: (j) (x) dx (5.U) 
where CI is interpreted as a Cauchy principle value integration defined 
as 
Lim 
e-̂ 0 
X -e o 
A~g(x) X +€ o 
f(x) (b(x) 
X-^(x) dx 
if there exists 0 < x < «> such that g(x ) = X o o 
and is 
o 
iX^XAL^I jf the integrand is not singular for some X-g(x) 
0 < X < oo . 
We have the association 
F : P.V. (5.15) 
I'Thenever the generalized function T^.v. 
f(x) 
A-^(x) 
appears in an 
integrand, the Cauchy principle value is taken. 
It is readily seen from the definition of the product of 
distributions that if 
/s 
q : X-g(x) 
then Fq : f(x) . Indeed, recalling equation 
(5.13), we have that 
(f -f p(A) 6x^)q : f(x) (5.16) 
where 
P(A) = 
dx 
x^x 
o 
Thus if F(x) (A-g(x)} = f(x), then the most general form of 
F(x) is 
F(x) = P.V. + p(A) 6(x~x ) 
A-g(x) ^^ ' o 
(5.17) 
Generalized functions of the form. (5.2.9) were introduced to 
mathematical physics by Dirac (1947) while considering collision theory 
the mom.entum representation. They were used by Van Kampen (1955) in 
his study of plasma oscillations. 
We are now equipped to investigate the nature of the {v} 
representation of the continuum eigenkets of<i, A (v) . 
These kets satisfy the condition 
X A> = A A> 
which, from equation (2.44), is the condition 
Cdb^ x)|A> = i ! x > . 
Now 
where 
<v = V(v') ^v-v') 
= V(v') <v|v'> 
V(v) = viD(v)6^ + ^(v)" (5.18) 
We conclude that the ket |v'> is an eigenket ofJ^S^ with eigenvalue 
V(v^). 
Thus 
<v|CD6^ +01- X)|a> = [V(v) - X] <v|X> = <v!^|X> (5.19) 
It follows from the discussion centring around equation (5.17) that 
X(v) = <v X> = P.V. <v i X V(v)-X + p(X) 5(v-v, ) (5.20) 
where V(v,) = X. Expanding <v|^|X> in (5.20) we have that A 
X(v) = P.V. 
v'E(v'->v) X(v') 
V(v) - X dv' + p(X) 6(v-v^.) (5.21) 
The first expression of equation (5.20) is due to Corngold et. al 
(1962) who in effect made the approximation 
<v £ A > <v V > <v,|X> (see eouation 2.39) 
11 ^ 1 
where the v.> are the basic kets of the velocity moment basis of 
1 
section 2.6. The eigenkets were normalized by setting 
X> = 
0 
<v, v> <v X> dv 
V E (v) X(v) dv = 1. s 
(5.22) 
Equation (5.20) now becomes 
X(v) = P.V. 
<v|i 
But <v % = <v i v'> <v' dv' 
v' S(v'-^v) M(v') dv' 
from equation (2.7) and (2.27) 
= N(v) V E(v->v') dv' 
from the detailed balance condition (2.19) 
= M(v) V E (v) . s 
Hence the continuum eigenfunction is the generalized function 
M(v) V I (v) 
= p.v. 
The function p(A) may be obtained from the normalization condition 
(5.22) . 
(5.23) 
Thus 
= h w . ~ M(v) v^ E ^(v) dv (5.2A) 
If {v} is an arbitrary non orthogonal basis then 
M 
- 1 <v i X> ̂  ) <v i v.> A.. <v. X> 
1,1 
and X(v) - Â ^̂  <v.|X> + p(A) 6(v~v^) 
M 
- 1 
i j 
(5.25) 
Koppel (1963) has shox^ that the generalized functions (5.25) (A-« ̂  A < o«) , 
together with the representations of the discrete eigenkets of form a 
complete set of functions. Koppel used an orthogonal basis (i.e. A = I) 
but his proof does not rest on this assumption. 
CHAPTER 6 
CONCLUSIONS 
The formulation of the neutron diffusion equation in the language 
of infinite vector space theory has been worthx-jhile as it allows penetrat-
ion through to the fundamental nature of the equation independent of its 
representation (be it a multieroup representation or an expansion in 
orthogonal polynomials). It allows formal solutions of the diffusion 
equation such as (3.12), (4.41) and (4.42) to be found with about as much 
labour as finding the solution of the corresponding one velocity problem. 
The one velocity problem is formulated as a well understood partial 
differential equation and not as an integro-differential equation. The 
only added worry is in ensuring that one does not interchange non-commuting 
operators while working through to the solution. 
The operators and functions of operators in the solution can 
rapidly be expressed in term.s of matrices and functions of matrices if 
one choses to find a representation of the solution ket. We should note 
that it is generally possible to write a computer programme (such as 
CPAM) which will divide up a moderating assembly into space intervals and 
solve the problem by finite difference and iterative methods to produce a 
space dependent multigroup spectrum in about the same time or slightly 
longer than that taken by the method of chapter 4. HoT-ever, the user of 
CRAi4 receives as an end product only the numerical multigroup snace 
dependent solution. It is felt that the alternative method developed in 
this paper gives a numerical solution and an insight into the mathematical 
nature of the solution. Furthermore, it gives the spectrum, at any space 
point and not just at predetermined space mesh points. There is admittedly 
the effort of solving what is equivalent to the one velocity problem but 
the result is considerably more satisfying than running a CFi\M calculat-
ion and the physicist feels that he has produced a solution and not had a 
solution produced for him. 
Having obtained the solution ket one can choose to represent it 
with respect to a basis formed by the eigenkets of the operator ̂  in the 
time dependent problem or the eigenkets ofĵ ĵ  anó^ ̂  in the exponential 
assembly problem. If one can find the eigenvalue spectra of these operators 
and the corresponding eigenfunctions then a genuine alternative to a 
multigroup representation of the solution exists. In applying the operator 
approach to more complicated problems than considered in this thesis one 
can be sure of ending up with a solution ket which will be a complicated 
function of operators. Proceeding as in chapters 3 and 4 one will need 
to evaluate a corresponding complicated function of matrices. The eigen-
value expansion method may prove to be a life-saving alternative here. 
For example, the candidate has made a preliminary study of the 
space dependent theory of the pulsed neutron experiment and has encountered 
matrices of the form erfcj^f(z,t) g(L)J . An expansion of the solution ket 
which involves only the scalar functions erfc|^f(z,t) ^̂ ^̂  eigen-
functions ĵ̂ (v) and A(v) will probably be more tractable than the problem 
of finding convergent power series matrix expansions of complementary error 
functions of matrices. However, it was possible to find exp^t Lj , 
cosh^z Hj , sinh^z H^ and even H^ . The challenge of constructing more 
complicated functions of matrices is stimulating. 
The next logical step in an evaluation of the operator m.ethod 
would be to look at the solutions of the one velocity, one dimensional, 
+ VM 4- vE) N(y,x,t) = V 
time-dependent transport equation, 
•1 
E(y'-̂ y) N(vi',x,t) du^ + 0(y,x,t), 
- 1 
a problem only slightly touched upon in the literature. A state vector 
representation of this equation would be of the form 
+(B) |N(x,t)> = |0(x,t)> and the solution 
ket could be represented in the Legendre polynomial representation {P^} 
or the Carlson SN representation {C^} . 
Finally, one could look at the velocity dependent version of 
this equation. Representations of the abstract solutions would be m.atrices 
and they would be expressed in terms of functions of source matrices and 
rank 4 tensor operators. The possibility of extending the m.ethod developed 
in this thesis to that advanced level is exciting. 
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APPENDIX 
SCATTERING OF THERMAL NEUTRONS 
The differential microscopic scattering cross-section for neutrons 
scattered by a system of F particles of atomic mass A is, (Zemach and 
Glauber, 1956), 
2 T T 
exp ^ J 
a . tjj:. (K,t) + a 
inc ^inc cob '^coh^^'^^ 
(A.l) 
dt 
where 
and 
K = is the momentum transfer of the scattering interaction, 
e = is the energy transfer of the scattering interaction, 
a . is the bound incoherent scattering cross-section, 
inc ^ 
The incoherent and coherent 'intermediate scattering functions', 
ip, and Tp , , are given by the relations 
^inc cob 
jp. (K,t) = ip (K,t) 
^inc ^vv 
and 
cob 
v=v 
where t , (K,t) = 
vv' ~ 
<(|)^|exp(~i K.r^(o)) exp(i K.r^(t)) ) . > 
1 J 
(A. 2) 
(A. 3) 
(A. 4) 
represents a thermal average over the quantum states (!).> of 
th 
the scattering system and is the position of the v scattering 
particle at time t. From (A.2) and (A. 3) Xv̂e see that incoherent scattering 
results from the simple interaction of a neutron wave with a single oarticle 
and that coherent scattering is due to the interference between waves 
scattered from more than one particle. 
In polycrystals and liquids, if one is concerned mainly with the 
energy transfer behaviour of a ( E ' - > E , it is reasonable to neglect 
interference effects and to make the 'incoherent approxiination', 
/ l e t 
ip, (K,t) dt 
inc ~ • (A. 5) 
where a, = a^ + a , . 
D inc coh 
Vineyard (1958) has shoxm that it is a fair approxiination for 
most moderators to assume Gaussian behaviour for iL'. (K,t) . 
inc -
Thus = exp (- ~ W(t)] 
where W(t) = 
inc 
ID 
COS 
coth - -
^^ 2kf> 
sinh 
OJ 
2kT 
do) 
(A. 6) 
(A.7) 
and where w is the angular frequency of the normal modes of the scattering 
system.. 
For crystals, pCoj) is directly interpreted as the phonon 
frequency spectrum of the lattice. For liquids and molecular gases, 
p((jo) can be regarded as describing the diffusive and vibrational properties 
of the moderator molecules. 
The monatomic gas has a particularly simple frequency spectrum. 
namely 
p(w) = 
5(0)) (A. 8) 
The computer codes LEAP (NcLatchie, 1962) and PTXSF (McDougall, 
1962), based on the Egelstaff-Schofield (1962) S(a,8) formalism of the 
theory sketched above, calculate 
a(E'->E) = a(E'->E,iL'-̂ ji.) diL dxL' from equations equivalent to 
A. 5, A . 6 and A . 7, given p(a)) . 
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