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Abstract: This paper is written as one chapter in a collection of essays on neutrino physics
for beginning graduate students. The text presents important experimental methods and issues
for those interested in searches for sterile neutrinos. Other essays in the collection, written by
other authors, will cover introduction to neutrinos in the Standard Model, a description of the
theory, and discussion of details of detectors, thus these aspects are not covered here. How-
ever, beyond these points, this represents a self-contained tutorial on experimental studies of
sterile neutrino oscillations, covering such issues as signals vs. limits, designing experiments,
and performing and interpreting global fits to the oscillation data.
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1 Theoretical Models with Sterile Neutrinos
Neutrinos are unique in the standard model (SM) in that they interact solely through the
weak interaction. As a consequence, in the SM, only the left-handed neutrino is active and
part of a weak isospin doublet with its partner charged lepton. A question then arises as
to whether right-handed neutrinos exist and if they do, how do they fit into the SM? In
the SM, right-handed neutrinos, if they exist, would be weak isospin singlets with no weak
interactions except through mixing with the left-handed neutrinos. For this reason, the
right-handed neutrinos are referred to as “sterile” neutrinos.
In fact, the sterile neutrino is more broadly defined as a neutral lepton with no ordinary
weak interactions except those induced by mixing. So, the right-handed neutrino is a prime
example, although not the only case. Note, however, that sterile neutrinos can possibly
interact through Yukawa couplings with the Higgs boson or through other new physics inter-
actions beyond the SM. So it is not necessarily true that sterile neutrinos have no interactions
at all.
Explaining in detail how sterile neutrinos arise in theories is beyond the scope of this
chapter. Here, we briefly review the basic theoretical ideas before embarking on the experi-
mental questions related to sterile neutrino searches, which is the primary goal of this text.
Thus, this section is a bit technical, and students who are not already familiar with the the-
ory of neutrino mass may wish to skip onward to the experimental discussion that follows. A
useful tutorial on introducing neutrino mass appears in Ref. [1]. For those who want to learn
more about the theory than is discussed here, a good detailed review appears in Ref. [2].
In the SM, neutrinos are massless, since a Dirac mass term would require the existence
of right-handed neutrinos. On the other hand, neutrino oscillations, which have been un-
ambiguously observed [3], require that the active neutrinos must have mass. Generating a
non-zero neutrino mass can be accomplished by adding a mass-term to the SM Lagrangian. A
Dirac mass-term similar to the charged fermion terms requires the existence of right-handed
neutrinos. Then, a term with a right-handed neutrino combined with a left-handed neutrino
and a SM Higgs field would produce a Dirac mass. To produce such a Dirac mass for the
neutrino below the current upper limit from tritium decay studies of 2 eV [3] would require
a Yukawa coupling of order 10−12, which would be very much smaller than of the other cou-
plings. Explanation of these small couplings has led to theoretical models where the neutrino
mass terms involve higher dimensional operators, non-perturbative effects or warped extra
dimensions [2].
If neutrinos are Majorana particles, where the neutrino and antineutrino are the same
particle species, then a Majorana mass terms is also possible. Such a Majorana term would
violate lepton number by two units bringing in the possibility of neutrino to antineutrino
transitions. A Majorana term for a left-handed neutrino couples the left-handed neutrino
with its conjugate and a Higgs triplet state, since such a transition would violate weak
isospin by one unit. Instead of coupling to a Higgs triplet state, a Majorana term could also
be constructed of higher-dimensioned terms involving a coupling of the left-handed neutrino
to two Higgs doublets. Finally, the right-handed neutrino can also have a Majorana mass
term where the neutrino couples with its conjugate since, as a singlet, this term does not
violate weak isospin.
The combination of Dirac and Majorana mass terms for neutrinos can lead to an inter-
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esting scenario where the diagonalization of the mass matrix leads to active neutrinos with
small masses of (mDirac)
2/Mheavy and also a heavier sterile neutrinos that mix with the active
neutrinos. This is referred to as the See-Saw Mechanism and may be the explanation for why
neutrino masses are so small relative to the other fermions that have masses on the order
of mDirac. On the other hand, the sterile neutrinos that are most naturally suggested by
the See-Saw Mechanism are very heavy compared to all known particles. Nevertheless, light
sterile neutrinos are a possibility within many models using the See-Saw framework [2].
These theoretical speculations about the existence of sterile neutrinos and how they might
impact neutrino masses and mixing are key areas currently being investigated in particle
physics. The experimental discovery of sterile neutrinos and their properties would have a
major impact on these speculations and would likely lead to insights as to how to add them
to the standard model. In addition, sterile neutrinos can have a major impact on interpreting
other neutrino measurements such as the search for CP violation in long baseline experiments
[4] and modeling of neutrino production in core-collapse supernovae [5].
2 A Brief Tutorial on Signals
Before discussing sterile neutrino oscillation signals, it is useful to review how oscillation
results are presented. We will consider this within a generic oscillation model between two
flavors of neutrinos α and β. Then we will expand on this to discuss signals with three active
flavors and one or more sterile neutrinos.
2.1 Reviewing the Basics of the Two-neutrino Oscillation Example
In a two neutrino oscillation model, the flavor eigenstates (α/β subscripts) can be written as
a function of the mass eigenstates (1/2 subscripts) as:
να = cos θ ν1 + sin θ ν2
νβ = − sin θ ν1 + cos θ ν2
where θ is the “mixing angle.” The implication of mixing is that a pure flavor (weak)
eigenstate born through a weak decay can oscillate into the other flavor as the state propagates
in space. This oscillation is due to the fact that each of the mass eigenstate components
propagates with a different frequency, assuming the masses are different, ∆m2 = |m22 −m21| >
0. Using quantum mechanics, one can calculate the two-neutrino oscillation probability for
να → νβ as:
Prob (νµ → νe) = sin2 2θ sin2
(
1.27 ∆m2
(
eV2
)
L (km)
E (GeV)
)
. (1)
In this equation, L is the distance from the source, and E is the neutrino energy. Examining
this equation, one can see that the oscillation wavelength will depend upon L, E, and ∆m2.
The amplitude will depend upon sin2 2θ.
Looking at Eq. 1, one can see that the designer of an experiment would like to arrange
for 1.27∆m2L/E = pi/2 because this maximizes the oscillation probability. The L/E value
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that maximizes this probability, L/E = pi/(2.54∆m2), is called the “oscillation maximum”
value. Of course, the probability function has a number of maxima but the first one usually
dominates and others can be partially washed out due to energy and position smearing.
However, when one is searching for new physics, one does not necessarily know the exact
∆m2 of interest. Thus there is some art associated choosing the detector location and the
beam energy. The experiment must be designed with a relatively large value of the ratio L/E
in order to enhance the sin2(1.27∆m2L/E) term. However if L/E is too large in comparison
to ∆m2, then oscillations occur rapidly. Because experiments have finite resolution on L
and E, and a spread in beam energies, the sin2(1.27∆m2L/E) term averages to 1/2 when
∆m2  L/E and one loses sensitivity to ∆m2. Lastly, since the oscillation probability is
directly proportional to sin2 2θ, if the mixing angle is likely to be small, then a design that
results in high statistics is required to observe the tiny oscillation signal.
There are two types of oscillation searches: “disappearance” and “appearance.” Consider
a pure source of neutrinos of type α. In a disappearance experiment, one looks for a deficit
in the expected flux of να at a detector located downstream from the source, hence later in
time. Another way to say this, is “if it started as a να, did the neutrino stay a να?” and
thus, it is denoted as να → να. On the other hand, appearance experiments search for one
flavor turning into the other flavor, να → νβ, by directly observing interactions of neutrinos
of type β. In either case, the signal for oscillations will be most persuasive if the deficit or
excess has the (L/E) dependence predicted by the neutrino oscillation formula (equation 1).
Now consider how the results of neutrino oscillations can be presented. In this two-
neutrino model, which was the first model for oscillations that was developed, there are two
theoretical parameters (∆m2 and the mixing angle) and so the results are traditionally shown
on the plane of ∆m2 vs. sin2 2θ. Let’s say that a hypothetical, perfect (no systematic error)
two-neutrino oscillation experiment sees no oscillation signal, based on N expected events
without oscillations. The experimenters can rule out the probability for oscillations (either
appearance or disappearance) within some error or confidence level (CL). A typical choice
of confidence level is 90% CL, so in this case of statistical-uncertainty-only, the approximate
limiting probability is P < 1.28
√
N/N . The 1.28 factor corresponds to a one-sided Gaussian
probability for the expected N value to have an upward fluctuation at the 10% probability
level. More rigorous methods for setting CL regions will be described later with respect to
global fitting techniques. There is only one measurement and there are two unknowns, so
this translates to an excluded region within ∆m2 – sin2 2θ space. This is indicated by a
solid line, with the excluded region on the right. At high ∆m2, the limit on sin2 2θ is given
by twice the above P value, since 〈sin2(1.27∆m2L/E)〉 averages to 1/2. The L and E of
the experiment drive the low ∆m2 limit, and this only improves by the fourth root of the
statistics associated with N . Thus to improve reach in the mixing angle, the designer must
increase the total number of events, while to improve the reach in low ∆m2, the designer
should focus on adjusting the L/E ratio.
If an appearance experiment measures an excess of νβ events, Nexcess, with some uncer-
tainty, δNexcess, in a να → νβ search, then the experiment can claim a signal if the excess is
greater than its uncertainty. (This is also true for a disappearance signal where a significant
deficit in events, Ndeficit, observed.) This observed signal can be converted into an average
oscillation probability using the number of fully transmuted να events, Nfulltrans. Nfulltrans is
the number of νβ events that would be observed in the experiment if all of the να neutrinos
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changed into νβ neutrinos. To calculate Nfulltrans, one has to take the flux of να neutrinos into
the experiment and have them interact with the νβ cross section and detection efficiency. The
average oscillation probability is then given by P±δP = Nexcess/Nfulltrans±δNexcess/Nfulltrans.
This type of average oscillation probability is often given as a measure of an experiment’s
signal with a significance of Nσ where N = P/δP .
In reality, imperfections of an experiment affect the limits which can be set. Background
sources may introduce νβ into the να beam. Misidentification of the interacting neutrino
flavor in the detector may mimic oscillation signatures. In addition, systematic uncertainties
in the relative acceptance versus distance and energy must be understood and included in
the analysis of the data. These systematics are included in the 90% CL excluded regions
presented by the experiments.
Excluded and allowed regions are determined using a test statistic that depends on the
likelihood for obtaining a given data set depending on the assumed oscillation parameters.
One then determines the allowed oscillation parameter space where the likelihood is greater
than the desired CL. Since the oscillation probability in Eq. 1 is non-linear in the oscillation
parameters, determining the critical value for the test statistic at a given CL usually requires
assumptions and studies of simulated data samples.
A common example of a test statistic for a ∆m2 vs. sin2 2θ point is the ∆χ2 = χ2
∆m2/ sin2 2θ
−
χ2BestF it. This statistic can be shown in a simple Gaussian error case to follow a χ
2 distribu-
tion with the degrees of freedom (dof) equal to the number of fit parameters, which for this
case would be 2 corresponding to ∆m2 and sin2 2θ. In reality due to the non-linear nature of
the oscillation probability, the limiting value of ∆χ2 for a given CL needs to be determined
using simulated data sets. For example, at high ∆m2, the value of ∆m2 does not affect the
oscillation probability and, in this region, the ∆χ2 test statistic will follow a χ2 distribution
with 1 dof.
The “sensitivity” of an experiment is defined as the average expected limit if the exper-
iment were performed many times with no true signal (only background). This leads to an
important complication. When the actual background is low compared to prediction there
can be a significant difference between the limit and the experimental sensitivity. In some
cases, this is due to statistical fluctuation of the background. In this case, the experiment
just “got lucky” and the limit represents the true confidence level. On the other hand, if
the true background is due to a systematic effect that leads to an over-prediction, then the
extracted limit is not representative of the true space explored. To address this concern, in an
influential paper on statistics for oscillation experiments, Feldman and Cousins [6] suggested
that when an experiment sets a significantly better limit than the sensitivity, the experiment
should also indicate the sensitivity on the plot. This allows readers to draw conclusions based
upon their own opinion of what is acceptable. An improved approach was recently introduced
by the LHC experiments for their electroweak and Higgs searches. A band is defined around
the line indicating the sensitivity that encompasses a given percentage, for example 90%, of
the simulations with no true signal. One would then expect the result of an experiment to
largely lie within this band, at 90% CL. The result may cross from one side to the other side
of the band, and may even depart from the band, for some best fit parameters. But overall,
the result should be consistent with the band. A result that lies significantly outside of the
band, beyond the expectation for the stated confidence level of the band, indicates either a
problematic null result or a signal.
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Figure 1: Two examples of results from oscillation experiments. Left: The LSND allowed
region for ν¯µ → ν¯e appearance. The shaded regions indicate 90% (blue) and 99% (grey)
CL allowed regions [7]. Right: The SciBooNE/MiniBooNE 90% CL limit for ν¯µ → ν¯µ
disappearance [8]. The region to the right of the solid line is excluded. The shaded area
indicates the region where 68% of experiments with no observed signal are predicted to lie,
and the sensitivity of the experiment is defined to be the center of the shaded band.
We emphasize that limits are not “hard cut-offs.” There is some probability that there
is a solution outside of the line defined by the limit. However, that signal will have lower
confidence level than the confidence level of the cut-off. This will be an important point
below, when we compare results from multiple experiments.
2.2 Two Examples of Results Interpreted Within the Two Neu-
trino Model
The above discussion was fairly abstract, so let’s now consider two real cases of results from
oscillation experiments. The first is an experiment searching for a ν¯µ → ν¯e appearance signal,
LSND (the Liquid Scintillator Neutrino Detector) [7]. The second is a pair of detectors,
SciBooNE and MiniBooNE, used to search for a disappearance signal of muon antineutrinos,
ν¯µ → ν¯µ [8]. The two results are shown in Fig. 1, and are among a large set of experiments
we will discuss.
The LSND ν¯µ → ν¯e appearance result was the first of a set of unexpected signals observed
at ∆m2 ∼ 1 eV2, and has a significance of 3.8σ. This experiment ran at the Los Alamos
LAMPF accelerator National Laboratory from 1993 and 1998. The decay-at-rest (DAR)
beam was produced by impinging 800 MeV protons on a beam dump, resulting in pi+s
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Figure 2: The LSND excess [7], indicating possible ν¯µ → ν¯e appearance. The data points have
statistical and systematic error added in quadrature. The signal is not background subtracted.
The red and green histograms indicate the background from intrinsic ν¯e in the beam and from
other sources, respectively. The blue histogram is an example of a potential ν¯µ → ν¯e signal
that, when added to the predicted backgrounds, is representative of the data. This potential
signal corresponds to one point in the allowed region in ∆m2 and sin2 2θ.
which stop and decay to produce µ+s, which, in turn, stop and decay to produce ν¯µ and νe.
Because the pi−s produced in the dump capture, the beam has a < 8 × 10−4 contamination
of ν¯e. The resulting neutrinos were observed in a detector located 30 m downstream of
the beam dump. Events with neutrino energies between 20 and 52 MeV were used in the
analysis. In the detector, 1220 phototubes surrounded a cylindrical detector that was filled
with 167 tons of mineral oil, lightly doped with scintillator. The signature of ν¯e appearance
was ν¯e+p→ e+ +n, a process called “inverse beta decay.” This resulted in a two-component
signature in the detector: 1) the initial Cherenkov and scintillation light associated with the
e+ and 2) the later scintillation light from the n capture on hydrogen which produces a 2.2
MeV γ. The experiment observed 87.9 ± 22.4 ± 6.0 events [7] above expectation. A plot of
the data, shown with a stacked plot of background (green and red) and fitted signal (blue),
is shown in Fig. 2.
For LSND, the ratio of the distance to the detector to the beam energy, L/E, is approx-
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imately 0.8 m/MeV. Thus, from the two-generation oscillation formula, Eq. 1, one can see
that this experiment is approximately sensitive to ∆m2 ≥ 0.1 eV2 (this is also seen in Fig. 1).
The oscillation probability measured by LSND for the excess was (2.64±0.67±0.45)×10−3.
The resulting allowed regions are shown in Fig. 1, left. This plot shows “allowed regions,”
which are fully enclosed contours, at 90% and 99% CL. Below about 1 eV2 one can see an
extended contour that has the typical slope of -0.5 on the log-log plot corresponding to the
region where the oscillatory sine factor that depends on ∆m2 in Eq. 1 has a small argument.
This is the range where the experiment is sensitive to the small oscillation probabilities before
the first oscillation maximum. The small ∆m2 limit at sin2 2θ = 1.0 is given by
∆m2 =
√
Prob
1.27L/E
, (2)
which for the above LSND probability gives 0.05 eV2. Above 1 eV2, one sees that the LSND
result forms islands and exclusion regions because of the oscillatory behavior associated with
Eq. 1. At high ∆m2, one reaches the region of rapid oscillations where the oscillatory factor
averages to a 0.5. The pattern of this LSND allowed region is typical for a single detector
experiment combined with a neutrino source that has a small energy spread.
While LSND was a single detector experiment with an allowed region, the SciBooNE/MiniBooNE
ν¯µ → ν¯µ shown in Fig. 1, right, shows typical features of a two-detector experiment where the
result is an exclusion. The two-detector design is often used in cases where the flux is rather
poorly predicted, which is often the case for decay-in-flight (DIF) beams. To produce DIF
beams, accelerated proton are directed onto a target where pions and kaons are produced.
The charged pions and kaons are focused magnetically into a gas- or vacuum-filled decay pipe
where the mesons decay into muons and muon neutrinos. Generally, this type of beam is
mainly composed of muon neutrinos with a small contamination (0.5% to few a few percent)
of electron neutrinos from muon and kaon decay.
The SciBooNE experiment has a 10.6 ton, scintillator-strip neutrino detector located 100
m from the primary proton target that produced the beam. The fine segmentation allowed
the position of the neutrino interaction vertex to be well identified. Located at 540 m from
the proton target was a second detector,the 800 ton MiniBooNE mineral-oil based neutrino
detector. In the case of MiniBooNE, events were detected using mainly Cherenkov light
associated with the outgoing particles, since the oil was undoped with scintillator. The
Cherenkov light formed rings on the 1280 photomultiplier tubes around the periphery of the
spherical detector. The amount of light and Cherenkov ring geometry were used to measure
the particle energies and direction as well as the particle type: muon, pion, or electron. The
combination of MiniBooNE with SciBooNE allows a much more precise search for neutrino
disappearance than MiniBooNE could perform independently, since the neutrino flux and
energy distribution can be measured in the near SciBooNE detector before oscillations occur.
Many systematic uncertainties associated with the neutrino flux and interaction cross sections
are reduced or eliminated by comparing a near and far detector. Detector effects are most
reduced if the two detectors use the identical detection technology; however this was not the
case for the SciBooNE/MiniBooNE experiment. For practical reasons, it is often true that
the near and far detectors are constructed with different technologies.
Fig. 1, right, shows the results for the SciBooNE/MiniBooNE ν¯µ disappearance search.
The near and far detectors saw consistent results, so no sign of oscillations was detected.
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Figure 3: Commonly used illustration of four mass states and their relationship to four flavor
components.
The experimental result is, therefore, a limit at 90% CL as shown in the figure. Oscillations
are excluded in the region to the right of the black line. This differs from the LSND example
in that there is no fully enclosed space within the parameters, which is to say that the null
result, which is off the plot to the left, is allowed. The band in this figure is indicating
the expectation if one runs many experiments, as discussed above. This band encompasses
90% of the limits obtained from a collection of simulated data runs. The average of these
experimental results, along the center of the band, is the sensitivity (not explicitly shown in
this plot). The obtained limit is consistent with the estimated sensitivity and shows classic
expected behavior: most of the limit is contained within the band, with several crossings of
the sensitivity, depending on the parameter values. Within the statistics, one expects the
limit to exit the band for a few parameter values, and this is observed.
For ∆m2 < 1 eV2, the MiniBooNE/SciBooNE limit curve shows the same characteristics
as seen in the LSND result. For this measurement, the disappearance probability limit is at
about the 5% level, which would predict a ∆m2 = 0.22 eV2 at sin2 2θ = 1.0. Above ∆m2 = 1
eV2, the limit shows a complicated curve associated with the oscillatory behavior of Eq. 1
for detectors at two different L values and with uncorrelated statistical fluctuations. At high
∆m2, in this case above 20 eV2, there are rapid oscillations in both the near and far detector
and the sensitivity grows worse with higher ∆m2 since the two detector comparison no longer
helps. On the other hand, limits can still be set in this region since the absolute neutrino
flux is known to some accuracy from the beam and cross section modeling, it is just that the
limit is less stringent due to the larger systematic error.
2.3 Why Go Beyond a Three Neutrino Model?
The LSND result shown in Fig. 1, left, is consistent with oscillations with ∆m2 & 0.1 eV2.
This is substantially larger than the ∆m2 values that have been measured for the “solar”
and “atmospheric” oscillations: ∆m2solar = 7.5× 10−5eV2 and ∆m2amtmos = 2.3× 10−3eV2 [9].
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These latter are two well-established signals, with significance much higher than 5σ, observed
in many experiments, and celebrated with the 2015 Nobel Prize in physics. As we discuss
in this section, the solar and atmospheric oscillations are consistent with a model of three
neutrinos. We show here that a three neutrino model cannot explain a third ∆m2 value. As
a result, LSND, and other experiment that show oscillations with ∆m2 ∼ 1 eV2 are said to
have “anomalous results.”
Let’s begin by considering only the solar an atmospheric oscillation results. A model that
incorporates two distinct solar and atmospheric ∆m2 is consistent with three neutrinos, with
mixing between the mass and flavor eigenstates given by: νeνµ
ντ
 =
 Ue1 Ue2 Ue3Uµ1 Uµ2 Uµ3
Uτ1 Uτ2 Uτ3
 ν1ν2
ν3
 .
The oscillation probability is then:
Prob (να → νβ) = δαβ −
4
∑
j> i
Uα iUβ iU
∗
α jU
∗
β j sin
2
(
1.27 ∆m2i j L
E
)
(3)
where ∆m2i j =
∣∣m2i −m2j ∣∣ . Note that there are three different ∆m2 values, but only two
are independent. In this model, ∆m212 + ∆m
2
23 = ∆m
2
13. Thus the LSND result cannot be
introduced into this model.
This was a slightly simplistic argument. The more general case allows the atmospheric
result to be due to a mixture of high (LSND-range) and low (solar-range) ∆m2 values. But
global fits have shown that this model disagrees with several data sets [10]. So this is ruled
out.
2.4 Introducing a Sterile Neutrino: the 3+1 Models
As a result, one is forced to introduce new physics if one accepts that LSND, and the other
consistent, but less significant, anomalies that we will discuss in Sec. 3, are due to oscillations.
The simplest next step is to introduce one additional neutrino mass state, connected to one
additional flavor state through the unitary mixing matrix:
U3+1 =

Ue1 Ue2 Ue3 Ue4
...
... Uµ4
...
... Uτ4
Us1 Us2 Us3 Us4
 , (4)
where the new flavor is denoted with “s” in the matrix. This explicitly allows the new flavor to
mix with the three known neutrino flavors, and thereby be produced in neutrino oscillations.
Fig. 3, left, shows a common illustration of the four mass states (bars) divided up into their
four flavor components (colors). Because there are three states that are relatively similar in
mass in this model and one mass state that is larger, this is called a 3+1 model.
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Introducing a new neutrino flavor into the theory has important consequences outside
of oscillation studies. First, the precise measurements of the Z0 width [3] made at LEP
and SLD, determined that there are only three families of light-mass, weakly-interacting
neutrinos. Hence, the additional neutrino, if it is lighter than half the mass of the Z, must
not interact via the exchange of W or Z bosons, and is, therefore, sterile. Second, we
must address the fact that sterile neutrinos would be produced in the early universe through
oscillations, thus affecting cosmological fits. Cosmological results are still not precise enough
to make strong statements, although recent cosmological fits allow for a single non-interacting
sterile neutrino [11]. However, it is also possible that, while sterile neutrinos may not interact
weakly, they could have interactions through some new weaker-than-weak interactions that
are yet to be observed. In such models, the sterile neutrinos may not thermalize in the early
universe, and so cosmological measurements will be insensitive to a sterile neutrino signal [2].
Third, the addition of the fourth mass state will affect β decay. A few-eV sterile neutrino
will produce a kink in the β decay electron spectrum, since the electron flavor state will
have a small admixture associated with the high mass sterile state. The upcoming KATRIN
experiment could see a kink in the spectrum for masses greater than a few eV and mixings at
the 0.1 level [12]. Higher mass sterile neutrinos in the keV mass range can also affect the β
decay spectrum away from the endpoint and sensitivity to small mixings in the keV spectral
range may also be possible [13]. Recent astrophysical measurements have shown hints of keV
mass objects leading to renewed interest in these higher mass sterile neutrinos [14].
In this discussion, we will focus on neutrino oscillations. This is the most immediately
promising approach to observing evidence for sterile neutrinos, which show up through os-
cillations with frequency associated with the fourth mass state. Following the arguments of
Sec. 2.1, the optimal L/E to study the additional fourth mass state indicated by LSND is of
order 1 m/MeV, while for atmospheric oscillations it is 1000 km/GeV and for solar 10,000
km/GeV. Since most neutrino beams are primarily E < 5 GeV, this implies an L < 5 km is
required for studies of this 4th mass state, which is a much shorter baseline than is called for
to study atmospheric and solar oscillations. If one designs the experiment with O(1 m/MeV),
then the sensitivities to ∆m2solar and ∆m
2
atmospheric are small. One can make the approxima-
tion that ∆m2solar = ∆m
2
atmospheric = 0. This is called the “short baseline approximation.”
Invoking this approximation, we usually call the LSND-related mass splitting ∆m241.
Disappearance of an active flavor to a sterile flavor at large ∆m2 is direct evidence for
these neutrinos. Active-to-active appearance oscillations with a frequency associated with
the third ∆m241 splitting is also possible. There are nine possible oscillations that can be
observed with this oscillation frequency: Pνe→νe , Pνµ→νµ , Pντ→ντ , Pνe→νµ , Pνµ→νe , Pνe→ντ ,
Pντ→νe , Pνµ→ντ and Pντ→νµ . All of these processes must occur with the same oscillation
frequency for the model to be consistent.
The probabilities for disappearance and appearance oscillations are given by:
P (να → νβ) ' 4|Uα4|2|Uβ4|2 sin2(1.27∆m241L/E) , (5)
and
P (να → να) ' 1− 4(1− |Uα4|2)|Uα4|2 sin2(1.27∆m241L/E) . (6)
Here we have used ' for the relationships to explicitly note that we are employing the short
baseline approximation and so have dropped the small terms depending on the atmospheric
and solar ∆m2 parameters. Throughout the remaining text, we will just call this an equality.
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From this, one can see that there are triplets of experiment-types, happening with the
same oscillation frequency, that depend on pairs of the matrix elements–for example the set:
Pνe→νe = 1− 4(1− |Ue4|2)|Ue4|2 sin2(1.27∆m241L/E) , (7)
Pνµ→νµ = 1− 4(1− |Uµ4|2)|Uµ4|2 sin2(1.27∆m241L/E) , (8)
Pνµ→νe = 4|Ue4|2|Uµ4|2 sin2(1.27∆m241L/E). (9)
A consistent theory model requires signals in all three of these oscillation modes. As we will
see in Sec. 3, this is a serious problem for 3+1 models, at present.
The above equations are often written to mimic the form of Eq. 1, for example
Pνe→νe = 1− sin2 2θee sin2(1.27∆m241L/E), (10)
Pνµ→νµ = 1− sin2 2θµµ sin2(1.27∆m242L/E), (11)
Pνµ→νe = sin
2 2θeµ sin
2(1.27∆m241L/E), (12)
where, comparing to Eqs. 7 to 9, results in the definitions:
sin2 2θee = 4(1− |Ue4|2)|Ue4|2, (13)
sin2 2θµµ = 4(1− |Uµ4|2)|Uµ4|2, (14)
sin2 2θeµ = 4|Ue4|2|Uµ4|2. (15)
A similar triplet of equations exists for the other flavor pairings.
The U -matrix can be thought of as a rotation matrix. This leads to yet another notation
that one finds in the literature. The following definitions of oscillation probabilities can arise
from using the rotation angles:
Pνe→νe ' 1− sin2 (2θ14) sin2(1.27∆m241L/E), (16)
Pνµ→νµ ' 1− sin2 (2θ24) sin2(1.27∆m241L/E), (17)
Pνµ→νe '
1
4
sin2 (2θ14) sin
2 (2θ24) sin
2(1.27∆m241L/E). (18)
and similar definitions follow for the other flavor pairs.
The above presents many definitions of the same probabilities. We discuss these because
all of these definitions are used in the literature. One must take care not to confuse axes
presenting mixing in one parameter space with another when comparing published results.
Another common source of confusion is between plots presented in sin2 2θ and sin2 θ. The
reader must always look carefully at the choice of axis representing the mixing.
Invoking CPT as a good symmetry places an important requirement on any given oscil-
lation triplet. CPT states that P (να → νβ) = P (ν¯β → ν¯α). Consider the case where α and
β are both electron flavor. Then P (νe → νe) = P (ν¯e → ν¯e). Similarly for all flavors: the
oscillation probability for neutrinos and antineutrinos must be the same. In this case,
1. CPT invariance requires that ν¯µ → ν¯e oscillations and νe → νµ oscillations must be
identical.
2. The probability for νe disappearance must be as large or larger than the probability for
νe → νµ oscillations, since this represents only one oscillation channel.
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3. CPT invariance requires that the probability of ν¯e disappearance be the same as the
probability for νe disappearance, as argued above.
This then leads to constraints on the relation between appearance and disappearance mea-
surements. For example, if the sensitive region of a ν¯e disappearance experiment entirely
covers the allowed parameter space associated with another experiments ν¯µ → ν¯e appear-
ance signal region, then either the disappearance experiment must see a signal or the two
experiments are incompatible. This method of testing appearance signals will represent an
interesting line of attack for studying sterile neutrino models, as discussed later.
Lastly, it is important to point out that if one invokes the short baseline approximation,
then there will be no CP violation in the 3+1 model. CP violation would introduce a
difference in the neutrino and antineutrino appearance probabilities in a given channel. CP
violating terms come about as an interference between two or more oscillation frequencies,
hence two or more ∆m2 values that are relatively close in magnitude are required for an
effect to be observed. In a 3+1 model that makes use of the short baseline approximation,
there is only one non-zero ∆m2 and, thus, no CP violation in the model.
2.5 3+2 and 3+3
While the minimal extension to a three neutrino model is to add a single sterile neutrino, in
principle, one might expect three sterile neutrinos, reflecting the three-generation structure
of the Standard Model. This is called a 3+3 model. In practice, however, experiments may
only have sensitivity to two of the three new neutrinos, as we discuss in Sec. 4. In this case,
we must fit to a 3+2 model.
A 3+2 model, which is a five mass-state model, assumes the short baseline approximation
for the three lowest mass states, and two distinct mass splittings, ∆m241 and ∆m
2
51. Note
that ∆m254 = ∆m
2
51 −∆m241. The corresponding 3+2 mixing matrix is an extension of Eq. 4
to a 5×5 matrix. To simply the appearance equation below, we will use notation where
|Uαiβj| = |Uαi|||Uβj|, (19)
where i and j refer to the mass states, and
∆ij = ∆m
2
ij. (20)
For a 3+2 oscillation model, the appearance probability is then given by
P 3+2να→νβ ' −4|Uα5β5||Uα4β4| cosφ54 sin2(1.27∆54L/E)
+4(|Uα4β4|+ |Uα5β5| cosφ54)|Uα4β4| sin2(1.27∆41L/E)
+4(|Uα4β4| cosφ54 + |Uα5β5|)|Uα5β5| sin2(1.27∆51L/E)
+2|Uβ5α5||Uβ4α4| sinφ54 sin(2.53∆54L/E)
+2(|Uα5β5| sinφ54)|Uα4β4| sin(2.53∆41L/E)
+2(−|Uα4β4| sinφ54)|Uα5β5| sin(2.53∆51L/E). (21)
In this equation, φ is a CP phase is given by
φ54 = arg(Ue5U
∗
µ5U
∗
e4Uµ4). (22)
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The terms which depend on cosφ54 are CP conserving since they do not change sign in
going from neutrino to antineutrino oscillations, while those that depend on sinφ54 are CP
violating. CP effects only arise in appearance experiments.
The 3+2 disappearance probability, which is simpler and so we will not use abbreviations,
has no dependence on φ54:
P 3+2να→να ' 1− 4|Uα4|2|Uα5|2 sin2(1.27∆m254L/E)
−4(1− |Uα4|2 − |Uα5|2)(|Uα4|2 sin2(1.27∆m241L/E)
+|Uα5|2 sin2(1.27∆m251L/E)) . (23)
In other words, disappearance experiments have no CP violating effects. Only appearance
experiments can potentially demonstrate CP violation.
In the ∼ 1 eV2 region, short baseline experiments do not constrain |Uτ4| because the
neutrino energy required for the optimal L/E is well below the τ production threshold of
3.48 GeV for the incident neutrino energy needed to produce a τ -lepton. Therefore, the
global fits to the short baseline data sets are constraining ∆m241, |Ue4|, |Uµ4|, ∆m251, |Ue5|,
|Uµ5|, and the CP parameter φ54.
The 3+2 model has introduced more flexibility into the global fits in two ways. The first
is to introduce more parameters. The second is through allowing for CP violation, which
makes the appearance oscillation probabilities for neutrinos and antineutrinos have different
dependencies on the mixing matrix elements. In other words, Pνµ→νe can be different from
Pν¯µ→ν¯e even with the same mixing matrix.
One can take the next step, expanding to a 3+3 model, with a 6×6 mixing matrix. The
appearance probability, expressed using the notation in Eqs. 19 and 20, is then given by:
P 3+3να→νβ ' −4|Uα5β5||Uα4β4| cosφ54 sin2(1.27∆54L/E)
−4|Uα6β6||Uα4β4| cosφ64 sin2(1.27∆64L/E)
−4|Uα5β5||Uα6β6| cosφ65 sin2(1.27∆65L/E)
+4(|Uα4β4|+ |Uα5β5| cosφ54 + |Uα6β6| cosφ64)|Uα4β4| sin2(1.27∆41L/E)
+4(|Uα4β4| cosφ54 + |Uα5β5|+ |Uα6β6| cosφ65)|Uα5β5| sin2(1.27∆51L/E)
+4(|Uα4β4| cosφ64 + |Uα5β5| cosφ65 + |Uα6β6|)|Uα6β6| sin2(1.27∆61L/E)
+2|Uβ5α5||Uβ4α4| sinφ54 sin(2.53∆54L/E)
+2|Uβ6α6||Uβ4α4| sinφ64 sin(2.53∆64L/E)
+2|Uβ6α6||Uβ5α5| sinφ65 sin(2.53∆65L/E)
+2(|Uα5β5| sinφ54 + |Uα6β6| sinφ64)|Uα4β4| sin(2.53∆41L/E)
+2(−|Uα4β4| sinφ54 + |Uα6β6| sinφ65)|Uα5β5| sin(2.53∆51L/E)
+2(−|Uα4β4| sinφ64 − |Uα5β5| sinφ65)|Uα6β6| sin(2.53∆61L/E). (24)
The disappearance equation is much simpler, and so, without abbreviations is:
P 3+3να→να ' 1− 4|Uα4|2|Uα5|2 sin2(1.27∆m254L/E)
−4|Uα4|2|Uα6|2 sin2(1.27∆m264L/E)− 4|Uα5|2|Uα6|2 sin2(1.27∆m265L/E)
−4(1− |Uα4|2 − |Uα5|2 − |Uα6|2)(|Uα4|2 sin2(1.27∆m241L/E)
+|Uα5|2 sin2(1.27∆m251) + |Uα6|2 sin2(1.27∆m261L/E)). (25)
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The important point here is that, again, CP phases are only in the appearance formula.
With the introduction of another mass splitting, three CP violating phases arise:
φ54 = arg(Ue5U
∗
µ5U
∗
e4Uµ4) , (26)
φ64 = arg(Ue6U
∗
µ6U
∗
e4Uµ4) , (27)
and
φ65 = arg(Ue6U
∗
µ6U
∗
e5Uµ5) . (28)
From these equations, one sees that the numbers of parameters in the appearance fits
are three for 3+1 (|Uα4|, |Uβ4| and ∆m241), while the disappearance fits each have one less
mixing matrix element to fit. For 3+2 the number of parameters goes up to seven for
appearance, having added in |Uα5|, |Uβ5|, ∆m251 and the CP violating parameter φ54. Again,
for disappearance fits, there is only one mixing matrix connecting to the 5th mass state,
and no CP violation. Lastly, for 3+3 appearance, the number of parameters rises to 12 for
appearance, now including |Uα6|, |Uβ6|, ∆m261, and two additional CP violating parameters.
Thus, as expected, adding sterile neutrino states does add parameters, potentially improving
fits, but the number of additional parameters turns out to be relatively small compared to
the number of data sets, and far less than the number of bins in the full fit.
The 3+3 model is arguably the most natural. However, it has a very large number of
parameters, thus requiring more data sets to perform a useful fit. It should be noted that, in
the case where ∆m261 is very large, the typical L/E values for short baseline experiments are
comparatively low so that the terms depending on this splitting will have rapid oscillations,
which leads to a flat contribution. If the mixing angles are also small, then this offset will
not have a strong affect on the fits and the system will reduce to an effective 3+2 model.
2.6 Comparing experimental results in 3+1 models
Experimental searches for sterile neutrinos in either appearance or disappearance mode rely
on comparing the measured event rate in some channel to a prediction including backgrounds
and a possible sterile neutrino signal. It is difficult to compare these event rates directly
since each experiment has differences in setups, efficiencies, resolutions, and backgrounds.
Typically, experiments rely on simulations to do this comparison and then do fits to extract
allowed regions or limits in terms of oscillation parameters. For a 3+1 model, these regions
can be displayed for a given experiment as allowed or excluded regions in the ∆m2 vs. sin2 2θ
plane. The LSND results, discussed in Section 2.2, are an example of this procedure.
Experimental results presented in this ∆m2 vs. sin2 2θ parameter space can be easily
compared via the overlap of regions from the various experiments. This method has the
advantage of incorporating all the information from the given experiments and putting the
results on a common footing that can be rigorously compared. In particular, the distribution
of “true” neutrino energies for any given“reconstructed” neutrino energy can be used to
estimate the oscillation regions, and the systematic uncertainties and correlations associated
with neutrino flux, backgrounds, and reconstruction at different energies can be correctly
applied. Comparing experiments through this type of oscillation phenomenology is the only
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rigorous method to compare and combine experiments and is the basis of the global fits to
multi-experiment results discussed in Section 4.
To provide an example, consider a comparison the results of the MiniBooNE experiment to
LSND. MiniBooNE is a muon-to-electron flavor appearance experiment that we will describe
in section 3, below. It was designed to follow up on the LSND anomaly, running in both
neutrino and antineutrino mode. The L/E of MiniBooNE was selected to allow coverage
of the LSND allowed region. MiniBooNE observed an anomalous excess consistent with
oscillations in both running modes. Results from the MiniBooNE experiment [15] are shown
in Fig. 4. The proper way to compare MiniBooNE to LSND is to overlay the two-neutrino
oscillation allowed regions, as shown in this figure.
An alternative method to compare experiments [18] that has been used in the literature
is to calculate the observed oscillation probability in L/E bins to exploit the expected de-
pendence of Eq. 1. This is a poor choice, because, unfortunately, the true L and true E
of an event cannot be determined due to experimental energy resolution and the smearing
associated with a finite length neutrino source and event position detection. So, a given L/E
bin has contributions from a range true L/E values. The measured oscillation probability
also has uncertainties associated with the modeling of the backgrounds and predicted signal
rate. These uncertainties will typically introduce correlations between the various measured
data points.
All of the above effects are likely to be experiment-dependent and, thus, render the L/E
method not a very robust comparison technique. In order to apply the L/E method to
an actual experiment, one must, therefore, use a simulation as a tool to make corrections
and assess measured values. Simulated data is binned in measured L/E and the predicted
oscillation probability for a given set of oscillation model parameters is calculated. This
procedure will be experiment-dependent and so an L/E plot can only be made for a single
experiment and used to compare the measured data to various oscillation models. Two
example L/E plots (from Ref. [23]) are given in Fig. 5 for LSND and in Fig. 6 for MiniBooNE
ν and ν¯ results. Because of the bin-size compared to the accuracy of the experiment, the
LSND experimental measurement of L/E does not need smearing corrections. However, it
should be noted that the data points do have correlated uncertainties associated with the
Posc measurement. For MiniBooNE, the smearing effects are significant and the procedure
outlined above needs to be used.
Lastly, care must be taken when comparing experiments that are measuring different, but
related parameters. Consider, for example, the triplet of measurements shown in Eqs. 7 to
9, which are the set of νe → νe, νµ → νµ and νµ → νe. In order to properly put all results
from all three types of experiments onto the same plot, one has to globally fit all of the data
to extract |Ue4| and |Uµ4| at every ∆m2, and use the correct values at each point to project
into a given plane, for example the sin2 2θeµ plane. This is rarely done in the literature. Most
of the time, the best fit values from some global fit are used to project allowed regions and
limits, leading to some distortion of the curves. It is important for readers to be aware of
this and to consider such projected curves as qualitative rather than quantitative.
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Figure 4: MiniBooNE [15] allowed regions in antineutrino mode (top) and neutrino mode
(bottom) for events with EQEν > 200 MeV within a two-neutrino oscillation model. Also
shown are the ICARUS [16] and KARMEN [17] appearance limits for neutrinos and antineu-
trinos, respectively. The shaded areas show the 90% and 99% C.L. LSND ν¯µ → ν¯e allowed
regions.
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Figure 5: The LSND measured oscillation probability as a function of the reconstructed
L/E. Three theoretical curves without any energy or flight path smearing are also shown for
models with sin2 2θ/∆m2(eV 2) = 0.01/0.6, 0.004/1.0, and 0.002/2.0. (From Ref. [23].)
2.7 Matter effects
Up to this point, we have only considered vacuum oscillations. This is appropriate for
experiments where the neutrinos traverse short distances through matter of low density.
This is true of nearly all experiments that are sensitive to oscillations in the ∼ 1 eV2 region.
However there is an important recent exception: the νµ disappearance result from IceCube
[19].
This analysis made use of a high-statistics sample of ultra-high-energy atmospheric neu-
trino interactions in the 0.4 to 20 TeV energy range. The path-length is related to the angle of
the incoming neutrinos, and those which are upward-going through the earth were used. The
energy and pathlength, given the size of the earth, results in L/E ∼ 1 m/MeV, which is the
vacuum-oscillation parameter range-of-interest for observed short-baseline sterile neutrino
anomalies [43]. However the resolution of the IceCube detector causes a vacuum-oscillation
analysis to be insensitive. The strength of the IceCube result arises from a matter-effect sig-
nature in IceCube [21] that predicts a large deficit in the antineutrino flux for the up-going
neutrinos that cross the Earth. The matter-magnified signal greatly enhances the IceCube
sensitivity to a 3+1 models consistent with the observed short baseline anomalies.
To understand the source of the matter effects in sterile neutrino searches, let’s first
consider a known matter effect in the three neutrino model. If active neutrinos traverse an
environment with a high density of electrons, then this environment introduces an additional
potential to the Hamiltonian that modifies the νe flavor component. The potential VCC is
proportional to the Fermi coupling constant Gf and the density of electrons ne:
VCC =
√
2Gfne. (29)
This affects vacuum oscillations involving the νe content of the propagating neutrino. Tran-
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Figure 6: The MiniBooNE Posc measurements as a function of L/E for neutrino and antineu-
trino mode running. The curves are the predicted Posc versus L/E with energy and flight
path smearing.(From Ref. [23])
sitions of neutrino flavors within the sun, which has a very high density of electrons, are
known to be affected by this potential [20].
Analogously, in a four-neutrino model, as neutrinos pass through the denser regions of
the earth, the propagation of the active flavor components that interact with matter will be
affected while the sterile component will not. This introduces an additional potential into
the Hamiltonian, leading to a modification of the oscillation probability [21]. The result, for
a 3+1 model, is a substantial predicted deficit for νµ → νµ in specific regions of energy and
pathlength (angle) that is in the range of IceCube sensitivity.
3 Existing sterile neutrino signals, hints, and limits
There have been many searches for oscillations to sterile neutrinos. Table 1 lists a number
of the experiments that currently have results based on searches for vacuum oscillations (i.e.
experiments without matter effects). This table indicates the name of the experiment, search
mode and whether the experiment has a closed contour at 95% CL, which we will call a
“signal,” or an open contour that includes the null, which we will call a “limit.” Note that
this is an arbitrary choice, and that KARMEN/LSND XSEC [31], MiniBooNE/SciBooNE
ν [35], and CDHS [33] have enclosed contours at 90% CL but not at 95% CL. None of the
individual experimental results rise to the level of an “observation,” which is generally defined
as a 5σ signal.
The earliest experiments were looking for oscillations among the three standard neutrinos
in the ∆m2 region above 1 eV2. This was motivated by three-neutrino dark matter models
that were viable at the time, but are now disfavored by cosmology [22]. Subsequently, the
19
Process ν/ν¯ App/Dis Vac/Mat Result
Electron Neutrino Appearance
LSND [7] ν¯µ → ν¯e ν¯ App Vac Signal
MiniBooNE - ν [24, 25] νµ → νe ν App Vac Signal
MiniBooNE - ν¯ [15, 26] ν¯µ → ν¯e ν¯ App Vac Signal
KARMEN [17] ν¯µ → ν¯e ν¯ App Vac Limit
ICARUS [16] νµ → νe ν App Vac Limit
NOMAD [32] νµ → νe ν App Vac Limit
Electron Neutrino Disappearance
Bugey and other reactors [27, 28] ν¯e → ν¯e ν¯ Dis Vac Signal
Gallium Exps. (SAGE[29], GALLEX [30]) νe → νe ν Dis Vac Signal
KARMEN/LSND XSEC [31] νe → νe ν Dis Vac Limit
Muon Neutrino Disappearance
MiniBooNE/SciBooNE - ν [35] νµ → νµ ν Dis Vac Limit
MiniBooNE/SciBooNE - ν¯ [8] ν¯µ → ν¯µ ν¯ Dis Vac Limit
IceCube [38] ν¯µ → ν¯µ ν¯ Dis Mat Limit
CCFR [33] νµ → νµ ν Dis Vac Limit
CDHS [34] νµ → νµ ν Dis Vac Limit
MINOS [36, 37] νµ → νµ ν¯ Dis Vac Limit
Table 1: Oscillation experiments with sensitivity to sterile neutrino oscillations in the ∆m2
region from 0.01 to 10 eV2. The experiments are identified as appearance (App) or disap-
pearance (Dis). They are also identified as “Vac,” for vacuum oscillations, as occur in short
baseline experiments, and “Mat,” for matter dependence, which is at present unique to Ice-
Cube. The results of each experiment are categorized either as an observation of a “signal”
if there is a closed contour at 95% CL, or a “limit” otherwise. See text for discussion.
results of these experiments, such as CDHS and CCFR [33], were used to set limits on νµ
disappearance associated with possible oscillations to sterile neutrinos.
One of the first dedicated experiments searching for sterile neutrino oscillations was the
LSND experiment at Los Alamos, which has been described previously in Section 2.2. Fig. 2
shows the 3.8σ event excess of the data over the background, which fits well with the energy
distribution expected for oscillations. Fitting this data to a 3+1 oscillation models yields
the allowed region shown in Fig. 1. The LSND νe appearance signal has prompted many
follow-up experiments in all the possible channels including νe appearance, νe disappearance
and νµ disappearance in the ∆m
2 region around 1 eV2.
As discussed previously, the MiniBooNE experiment was designed to test the LSND
oscillation signal by searching for oscillations with a much different experimental setup but
holding the L/E value close to the LSND value. For MiniBooNE, L/E averaged around (540
m/ 600 MeV) whereas for LSND the value averaged (35 m/ 40 MeV). MiniBooNE could
run in both neutrino and antineutrino mode so could search for both νµ → νe and ν¯µ → ν¯e
oscillations. The systematic uncertainties and backgrounds were also much different than
LSND. MiniBooNE had higher relative backgrounds, but developed direct data techniques
to constrain the impact on the oscillation analysis. Fig. 7 shows that the data compared to
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the expected background indicates a clear excess in both the ν and ν¯ channels. This excess
is then displayed in Fig. 8 where the data minus the background is compared to several 3+1
oscillation models. Notice that when one background subtracts, one can end up with negative
values for the oscillation excess–a point that often confuses even seasoned physicists.
The antineutrino excess agrees well with several of the oscillation models but the neutrino
data has an excess at low energy above any of the models. This is often referred to as the
MiniBooNE low-energy excess and is one of the problems with interpreting the measurements
as indications of sterile neutrino oscillations with a simple 3+1 model. The low-energy region
is also where the γ-ray backgrounds are largest from, for example, “pi0 misid” since the
detector did not have the capability to separate electron from γ events. MiniBooNE used
direct measurements from the neutrino data to constrain these backgrounds to much below
the excess level as displayed by the error bars in Fig. 7, bottom. Nevertheless, the low-energy
excess could be from some new type of neutrino process that produces single γ rays and future
experiments should have the capability to separate γs from electrons.
The KARMEN [17], ICARUS [16], and NOMAD [32] experiments also searched for νµ →
νe appearance oscillations setting limits, but not with the sensitivity to fully exclude the
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MiniBooNE and LSND signals. As a summary of the current situation, the allowed regions
and limits for νµ → νe appearance from 3+1 model fits to the various data sets are shown
in Fig. 9. The red region in the figure shows the allowed region for a combined fit indicating
that there are 3+1 oscillation parameter sets that are compatible with all the appearance
data.
In a 3+1 model, νe appearance can only come about if both |Ue4| and |Uµ4| are non-zero
as shown in Eq. 9. Non-zero values for these elements implies that there must be both νe
disappearance and νµ disappearance, which leads also to consider the current results in those
channels.
Two of the νe disappearance searches have seen signals. One is a set of results from beams
produced by reactors producing antineutrinos. The other comes from studies of very intense
radioactive sources producing neutrinos.
The first result, referred to as the “Reactor Neutrino Anomaly” [27, 28], uses the measured
rate of ν¯e events detected from reactors as compared to prediction. When one convolutes
the reactor spectrum with the inverse beta decay (ν¯e + p → e+ + n) cross section, one
obtains events with neutrino energies between 1.8 MeV and about 8 MeV, with a peak at
about 3 MeV. The absolute prediction of this flux is difficult to accomplish because of the
complicated production mechanism of ν¯e’s from the beta-decay of reactor fission fragments
that must be modeled. Recently, several experiments have observed an unmodeled bump
in the higher energy part of the spectrum indicating some problem with the reactor model
[40]. For |∆m2| values near 1 eV2, given the 3 MeV peak neutrino energy, the first oscillation
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Figure 10: Short baseline reactor antineutrino anomaly. The experimental results are
compared to the prediction without oscillations, taking into account the new antineutrino
spectra, the corrections of the neutron mean lifetime, and the off-equilibrium effects. As an
illustration, the red line shows a 3 active neutrino mixing solution and the blue line displays
a solution including a new neutrino mass state, such as |∆m24| ≈ 1 eV2 and sin2 2θ=0.12.
(From Ref. [2])
maximum is near 3 m from the reactor. Experiments near to the reactors are called “short
baseline reactor experiments.” For L values > O(10) m, the probability should reach the
fast-oscillation limiting value of Prob = 1
2
× sin2 2θ. Experiments in this distance range
from the reactor, and extending up to about a kilometer or more, are called “long baseline.”
Previous reactor measurements with L values in the 10 m to 100 m range have measured
ratios to prediction less than one that average to 0.933 ± 0.021 as shown in Fig. 10. This
difference from 1.0, the reactor anomaly, is a possible 3.2σ indication of ν¯e disappearance.
A second electron neutrino disappearance signal is associated with the measured rate of
νe’s produced by sources in the PBq (10
15 decays/second) range. These are extremely hot
sources–for comparison, the potassium decays that naturally occur in the human body are
at the kBq level. These sources were used in the “Gallium experiments,” GALLEX [30] and
SAGE [29], which were solar neutrino detectors. Again the measured rate is compared to a
prediction and a deficit is found at the 2.9σ level withRobs/Rpred = 0.84±0.05. This is referred
to as the “Gallium Anomaly” since both detectors employ gallium in the detection medium.
The combination of the Reactor and Gallium anomalies along with other νe disappearance
measurements leads to the allowed regions given in Fig. 11. This collection of νe data are
well fit by the 3+1 neutrino hypothesis, while the no-oscillation hypothesis is disfavored at
99.97% C.L (3.6 σ).
For νµ disappearance, the present situation is quite different. Currently there are no
signals of sterile oscillations in this channel, using our 95% CL definition. Recall that in
a 3+1 model, the disappearance and appearance oscillation channels are not independent
and coupled through the |Ue4| and |Uµ4| as shown in Eq. 9. These equations lead to the
approximate relation between the effective mixing angles given by
sin2 2θµe ≈ 1
4
sin2 2θee sin
2 2θµµ . (30)
Thus the νe disappearance and νµ → νe appearance signals described above lead to a pre-
diction for νµ disappearance. If no disappearance is seen in that range, with high confidence
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Figure 11: Allowed regions at 95% CL (2 dof) for 3+1 oscillations. Regions shown are short-
baseline reactor data (blue shaded), Gallium radioactive source data (orange shaded), νe
disappearance constraints from comparing νe−C-12 scattering data from LSND and KAR-
MEN, called LSND-KARMEN XSEC in Table 1.1 (dark red dashed), long-baseline reactor
data (blue short-dashed), and data from solar neutrino experiments, including the KamLAND
result which is sensitive to solar oscillations (black long-dashed). The red shaded region is the
combined region from all of these νe and ν¯e disappearance limits. Note: |Ue4|2 ≈ sin2 2θee/4.
(From Ref. [39])
level, then the model is excluded.
The νµ disappearance experiments are looking for a deficit in detected muon neutrino
events as compared to the predicted number of events. The prediction is best done by using
an experimental setup with two detectors, a near detector at short distance to measure the
flux and a far detector to search for the deficit. Extrapolating from the near to far detector
can bring in systematic uncertainties that depend on modeling the beam flux and divergence
as well as detector differences but these uncertainties are typically at the few percent level.
Fig. 12 shows the current limits for the various measurements. CCFR, CDHS, MINOS, and
SciBooNE/MiniBooNE are all two detector measurements and the MiniBooNE only limit
comes from a shape analysis of the observed events compared to expectation.
The tension between the appearance and disappearance data is displayed in Fig. 13 which
shows the oscillation parameters associated with different data sets at the 3σ CL. As given
in Eq. 30 (sin2 2θµe ≈ 14 sin2 2θee sin2 2θµµ), the independent νµ and νe disappearance limits
can be used to give a combined DIS limit on sin2 2θµe for 3+1 models. One can see that the
combined νe allowed region (APP) is highly restricted by the DIS limits. One should keep in
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Figure 12: The current exclusion limits from νµ disappearance searches in the 0.1 to 100 eV
2
∆m2 region with the mixing angle given by sin2 2θnew. All the exclusion limits are at 90%
C.L. (From Ref. [41]).
mind that limits are not hard cutoffs, and there is lower probability signal extending outside
of the defined 3σ CL, where APP and DIS do overlap. A global fit of all data is also shown
and indicates the small allowed region left from the APP allowed region.
The IceCube experiment has also done a search for νµ and ν¯µ disappearance using the
atmospheric muon neutrino spectrum as a function of zenith angle as described in Sec. 2.7.
As a reminder, this experiment depends on the modification of the vacuum oscillations by
matter effects. As shown in Fig. 14, these results greatly improve the limits from previous
experiments for ∆m2 < 2 eV2. Note that this figure shows the LSND and MiniBooNE allowed
regions, which are for appearance, on the disappearance plot. The appearance allowed regions
were transferred to this plot using the best fit value for |Ue4| rather than a point-by-point
calculation of |Ue4| in a global fit involving IceCube. As was pointed out in Sec. 2.6, this will
lead to some distortion of the appearance allowed region. So the overlay should be regarded
as qualitative, not quantitative. Nevertheless, this result only adds the the apparent tension
between appearance and disappearance data sets.
In summary, the current sterile neutrino oscillation status has several signals in the νe
appearance channel, and also signals in the νe disappearance channel, but no oscillation signal
for νµ disappearance. A smoking gun for oscillations would be the observation of detected
event rates that vary with the expected L/E behavior; currently, this behavior has not been
convincingly observed in any of the experiments with ∆m2 ∼ 1 eV2 signals.
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Figure 13: Allowed regions (at 3σ) in the ∆m241 versus sin
2 2θeµ plane from global fits
of short-baseline appearance and disappearance oscillation data (3+1 GLO) compared with
the allowed regions obtained from νµ → νe appearance-only data (APP) and the constraints
obtained from νe disappearance-only data (νe DIS), νµ disappearance-only data (νµ DIS) and
the combined disappearance data (DIS). The best-fit points of the GLO and APP fits are
indicated by crosses. (Updated plot presented by C. Giunti at the Neutrino 2016 conference
associated with Ref. [42].)
4 Global Data Fits
In order to determine the viability of sterile neutrino models, it is necessary to use a global
fit. This needs to include as many of the relevant data sets as possible. It is best if these
data sets are from considerably different experimental designs, as this reduces sensitivity to
backgrounds that are under or oversubtracted and to other systematic uncertainties. A few
experiments have recently adopted the practice of presenting their limit combined with one
other experiment that will give the best reach. This turns out to be misleading and the
results over-predict the final result of the global fit. This should be avoided.
In this section we discuss the techniques of global fits. An important aspect of the fit is
the choice of test statistic. This turns out to be a complicated issue, which we must consider
first. We then discuss implementation. Throughout, we then show results of global fits to
the present data, however our emphasis is on the approach to the problem rather than these
specific results, as these change rapidly with time.
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Figure 14: Results from the IceCube νµ/ν¯µ disappearance search. The 90% (orange solid line)
CL contour is shown with bands containing 68% (green) and 95% (yellow) of the 90% contours
in simulated pseudo-experiments. Also, shown are the CDHS and SciBooNE/MiniBooNE
limits along with the MiniBooNE/LSND 90% CL blue allowed region [39] assuming |Ue4|2 =
0.023. (From Ref. [38]).
4.1 Test Statistics for Global Fits
4.1.1 The problem with the χ2 statistic for fitting
The simplest test statistic for a fit is the χ2 variable, which compares the data to the pre-
diction including uncertainties. The distribution of this variable for Gaussian uncertainties
should have a mean equal to the dof and standard deviation equal to
√
2 dof . However, this
statistic can be very misleading because the global fits are keying in on deviations of the data
from the prediction in rather localized data regions that are sensitive to oscillations. For the
data space outside of these sensitive region, one can get a good fit to almost any oscillation
model. If you add these insensitive bins into the χ2, then the power to discriminate models
will be diluted and χ2/dof → 1.
This problem is enhanced when one is fitting many data sets, which all may have insen-
sitive bins in certain areas of parameter space that dilute the χ2. As a result, even though
data sets may disagree, the χ2/dof from the global fit may be acceptable.
This is the case with the present global fits. In a 3+1 model, the χ2/dof = 359/315 dof =
1.14 for all of the data. However, separate fits to the appearance and disappearance data
sets listed on Table 1 sets show poor overlap as seen in Fig. 15. One ends up with a global
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Figure 15: Left: global fit to the appearance data only; Right: global fit to the disappearance
data only. Plot is from Ref. [43]
fit result with allowed regions because the strength of the combined νe disappearance and
νµ → νe appearance results overcomes the lack of signal in νµ disappearance. But the χ2/dof
does not reflect the stress due to the large number of bins in all three cases where the best
fit model predicts no signal.
One does not want to change the selected binning to focus on only the identified signal
regions as one performs a fit. This would make a test statistic that could only be understood
with extensive frequentist tests using a large set of experiment simulations that, at present,
are computationally too expensive to perform. Also, the regions with no signal can add
very important information to the fit and be used, for example, to constrain normalization
uncertainties.
4.1.2 The ∆χ2 statistic for global fitting
A powerful method for doing global fitting to determine oscillation parameters and confidence
regions is to use the ∆χ2 statistic, where
∆χ2 = χ2TestPoint − χ2BestF it. (31)
The ∆χ2 statistic is related to the likelihood (L) ratio of the best fit with respect to some
test point for Gaussian uncertainties with
∆χ2 = −2 ln (LTestPoint/LBestF it). (32)
The best fit for a given data set is found by minimizing the χ2 for the data versus prediction.
For the simplest problems, ∆χ2 will follow a χ2 distribution with the dof value equal to the
number of parameters being determined in the fit. To determine a CL region around the best
fit, one uses the critical value for the χ2 distribution with this given dof . For example with
two fit parameters (say ∆m2 and sin2 2θ), the critical value for 90% CL would be 4.61 and for
a 2σ CL would be 6.18. One then can find the ∆m2 vs. sin2 2θ region where the ∆χ2 value
for those points are below this critical value. This region then corresponds to the allowed
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Figure 16: Example confidence level (CL) regions for a two-dimensional, normally-distributed
data sample in the variables (x, y). The arrows show the variance of the data along the two
covariance (or eigenvector) directions. The ellipses show the CL regions at 90%, 95%, and
99% that contain that fraction of the data points. (From Ref. [44])
region at the given CL. An example of CL regions for a toy model with two-dimensional,
normally-distributed data is shown in Fig. 16.
Limits are a special case of confidence intervals where, for example, the no-oscillation (or
“null”) model is allowed by the data. On a ∆m2 vs. sin2 2θ plot, a limit curve, at a given
CL, separates the allowed region to left of the curve from the excluded region to the right of
the curve. The curve corresponds to the points where ∆χ2 is equal to the critical value for
the given CL. Thus, the points to the right of the curve have ∆χ2 values greater than the
critical value and are, therefore, excluded at the given CL.
Other parameters that are not directly involved in the oscillation model (a.k.a. “nuisance”
parameters) such as those that describe the normalization, backgrounds, etc. and their
uncertainties, can be included in the fit using extra terms in the χ2, called “pull” terms.
These nuisance parameters can be included (usually called being “profiled”) in the fit by
minimizing them at each test point. The fit value for the nuisance parameters can be of
interest and comparisons of the values of these parameters with their expectations can give
information on how much the fit determines they have been pulled from what is expected.
This is commonly referred to as the “pull” for a parameter.
The ∆χ2 also solves the problem described in Sec. 4.1.1 where data bins outside of the
sensitive region erroneously reduce the χ2/dof . For the ∆χ2 calculation, bins with no or
very small sensitivity in the fit will contribute zero to the ∆χ2 value since the contribution
from the test point and from the best fit will be identical and cancel.
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Figure 17: Anscombe’s quartet of data sets (From Ref. [46] and first published in Ref. [45]).
This shows four data sets, that all fit to the same straight line. The data sets have the same
mean and variance.
A problem with the ∆χ2 statistic is that the probability distribution may not follow a χ2
distribution with a dof equal to the number of fit parameters. This can come about because
the predicted event function is non-linear in the fit parameters or because the uncertainty
in certain bins is hard to determine from first principles or is non-Gaussian. An example
of this behavior is given by fits in the high ∆m2 region, much above the value for the first
oscillation maximum. In that region, the L/E behavior in the oscillation probability has rapid
oscillation and effectively gives an average of 0.5 for the sin2(1.27∆m2L/E) factor. Therefore,
in this region the oscillation probability has no dependence on ∆m2 and the effective dof
number will be 1.0 instead of 2.0. To quantitatively calculate the dof value as a function
of test point parameters and, thus, the ∆χ2 critical values for a given CL, one needs to do
simulation studies. At every test point, one uses a large set of fake, simulated experiments to
determine the ∆χ2 distribution numerically from the distribution of simulated values. This
is commonly referred to as the “Feldman-Cousins” frequentist method [6] for determining
confidence regions.
4.1.3 Anscombe’s Quartet as a Cautionary Tale
In Sec. 3, we emphasized that there is tension between the appearance and disappearance
data sets. As we will present below, the ∆χ2 test statistic will lead to apparently high-
quality fits, despite this tension. It is reasonable to ask how this happens. The example of
Anscombe’s Quartet [45] provides an explanation of how this can come about.
Figure 17, reproduced from ref. [46], shows four example distributions. All four distribu-
tions are fit to lines, yielding slopes and intercepts that agree to three and two digits past
the decimal, respectively. They also have the same mean, variance, total χ2, and correlation
between x and y. The information from a fit to all data points does not indicate that these
are substantially different distributions. However, the differences between these distributions
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becomes clear if you divide the data sets in certain ways and perform separate fits on each
subset. In that case, the fits to the two separate subsets will not agree with each other, nor
with the fit to all of the data points.
Having discovered a problem like this, the question then becomes: how do you quantify
the probability of the split between two data sets resulting in the inconsistent? The problem
is not simple–by selecting how you will cut the data set, you no longer have random samples.
You have biased the information by choosing how to cut the data set to maximize the tension.
A frequentist fake-data study will tell you how often you will see such a disagreement or worse
disagreement. But such a study is prohibitive in the case of the short baseline global fits,
given today’s computing power.
This problem led to the introduction of the Parameter Goodness of Fit, which we describe
below. It provides a useful approach to comparing data sets that you have split. However,
we will show that this approach fails in certain circumstances. At this point, the meaning of
the probability returned by the Parameter Goodness of Fit remains unclear.
4.1.4 The Parameter Goodness of Fit
A possible problem with the ∆χ2 global fit method to determine confidence regions is that
there can be large discrepancies between classes of data sets that go into the fit. This may lead
to allowed regions deriving from the ∆χ2 prescription, even when no part of the parameter
space can well-reproduce the data. An example of this behavior is shown in Fig. 15, where the
fits to appearance and disappearance give much different allowed regions but taken together
do have allowed regions at reasonable confidence levels. Of course, the global fits should
include all the uncertainties in determining the allowed region. Nevertheless, one might also
want to quantify how compatible are the different data sets that go into this determination.
In response to this question, the Parameter Goodness-of-fit (PG) test was established
[47]. This test was meant to provide a compatibility test for two subsets of data in a given
global fit, without bias that may come from irrelevant bins or data sets with many bins.
Ref. [47] provides a formal, analytic derivation of this new test statistic, the χ2PG, its degrees
of freedom, NPG and the cumulative probability function for this PG test statistic.
As an example of its application, consider the PG test for appearance (νµ → νe) versus
disappearance (νµ → νµ and νe → νe) data sets that underlie a 3+1 global fit. One performs
separate fits on each of the two underlying subsets, as well as a combined fit to the full data
set, to obtain three χ2 values, χ2app, χ
2
dis and χ
2
glob. One then forms an effective χ
2:
χ2PG = χ
2
glob − (χ2app + χ2dis). (33)
In the case of good agreement between underlying data sets, the χ2 contribution from non-
signal bins is highly reduced because of the subtraction in a similar way as the ∆χ2 statistic.
The number of degrees of freedom is defined as
NPG = (Napp +Ndis)−Nglob (34)
where each N is the number of independent parameters involved in the given fit. In our 3+1
example, the appearance fit has two parameters (|Ue4||Uµ4| and ∆m2), the disappearance
fit has three parameters (|Ue4|, |Uµ4|, and ∆m2), and the global fit has three parameters
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(|Ue4|, |Uµ4|, and ∆m2). This then leads to the dof calculation for the PG test of N3+1PG =
(2 + 3)− 3 = 2 degrees of freedom. The probability that the two data sets are in agreement
is that associated with χ2PG for NPG, or χ
2
PG for 2 dof in the case of a 3+1 model.
The PG test has been shown to successfully assess the agreement between data sets with
systematic uncertainties that are Gaussian-distributed across multiple runs of the experiment.
However, in the case of an underlying systematic which is single-valued rather than Gaussian-
distributed between runs of an experiment, the number of degrees of freedom is not necessarily
NPG. The deviation occurs when the shape of the systematic effect is correlated to the shape
of the oscillation signal. In this case, χ2PG for NPG is not a valid estimate of the probability.
As a tangible example, imagine an appearance experiment which has both a 3+1 oscilla-
tion signal and a known background. To fit the data, the background must be subtracted. For
simplicity, let’s assume the background shape is perfectly known from the Standard Model,
but the normalization has an error that comes from past measurements of the cross section.
Our imaginary experimentalists will look up the central value for the background assigned
by the Particle Data Group [3], and use this to subtract a background function with this
normalization. The assumption is the data set now has zero background, after subtraction,
but that there is an associated error that comes from the past measurements of the cross
section. This error represents the experimentalist’s best knowledge of the cross section, and
it is presented and treated as a Gaussian-distributed systematic error. In reality, however,
the true, natural value of the background is single valued. No matter how many times the
experiment is run, this true value is always the same from run to run. Therefore, the experi-
ment has an underlying residual background subtraction which is the same for every run and
is not Gaussian-distributed.
To make our imaginary experiment more concrete, consider the following legitimate set
of oscillation parameters for a 3+1 model:
• ∆m2 = 0.75 eV2,
• |Ue4|2 = 0.1, and
• |Uµ4|2 = 0.1.
Thus |Ue4||Uµ4| = 0.1. These are used to generate the “true” oscillation signals that our
imaginary experiment will see. We generate data for νµ → νe appearance, νµ disappearance
and νe disappearance in 16 energy bins in the range from 200 to 1000 MeV, assuming L = 500
m.
The problem occurs when the residual background for our imaginary experiment has
the same shape as a legitimate oscillation signal, but one with different parameters than
the model we describe above. As an example, we consider a background to the appearance
signal that is an exponential residual background of the form N backgnd = Atrue exp(−E/200.),
where E is the neutrino energy. We will study values of the normalization of the residual
background, Atrue, between 0.0 and 0.4.
(We leave it as an exercise for the student to explore this model with zero background
and with a flat residual background as a function of neutrino energy of the form N backgndi =
Atrue = constant. Note that the latter case is important because a 3+3 model with large
∆m261 can lead to a flat overall offset. In these two cases, the student will find the PG test
succeeds.)
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Our imaginary experimenters have assumed that this background has been correctly sub-
tracted, thus Aexp = 0. The shape is known and so they fit for the normalization, Afit. The
experimenters places a systematic error on this assumption, which, for the purposes of this
discussion, will be σAexp = 0.15.
In order to generate the appearance data, the function describing the residual background
is added to the function describing the oscillation signal, resulting in a function that describes
the total νe-like events. The same oscillation parameters and residual background function
are used to generate each data set in a study.
The experimental data is then generated using statistical uncertainties about the func-
tions for the appearance (with background) and disappearance predictions. This simulates
statistical fluctuations but no other smearing effects are included. We will study the effect of
the underlying background by running 1000 fake studies, each of which has an appearance,
electron disappearance and muon disappearance experimental data set.
In each of the 1000 fake studies, Atrue is held to the same value. Each data set is fit for
the oscillation parameters with the appearance and global data set also simultaneously fit
for the normalization of the residual background, Afit, using a pull term. We define the χ
2
for each fit in the follow way:
χ2νeapp =
16∑
i=1
(dνeappi − (oscνeappi + bνeappi (Afit)))2
(σνeappi )
2
+
(Afit − Aexp)2
σ2Aexp
(35)
χ2disapp =
16∑
i=1
(
d
νµdisapp
i − oscνµdisappi
)2
(
σ
νµdisapp
i
)2
+
16∑
i=1
(
dνedisappi − oscνedisappi
)2
(
σνedisappi
)2
(36)
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χ2global =
16∑
i=1
(dνeappi − (oscνeappi + bνeappi (Afit)))2
(σνeappi )
2
+
(Afit − Aexp)2
σ2Aexp
+
16∑
i=1
(
d
νµdisapp
i − oscνµdisappi
)2
(
σ
νµdisapp
i
)2
+
16∑
i=1
(
dνedisappi − oscνedisappi
)2
(
σνedisappi
)2 . (37)
Figure 18 provides an example run for the case of a residual exponential background where
Atrue = 0.4. The top, middle and bottom frames, are, respectively, appearance, electron-
flavor disappearance, and muon-flavor disappearance signals shown as a function of energy.
The points show the generated data with statistical fluctuations. The true oscillation signal
is shown in each frame in magenta. The green curve in the appearance data set (top frame)
shows the underlying residual background for this run. The red curve on the appearance
data set, shows the fit obtained from minimizing χ2νeapp (Eq. 35). The blue lines on all three
data sets show the fits obtained by minimizing χ2global (Eq. 37).
In this case of an exponential background, the shape of the oscillation signal and the
background are correlated with a correlation parameter of ρ = 0.6. This correlation is
reflected in the range of values that the parameters can take in any given run, as is illustrated
in Fig. 19. These plots are for the case of A = 0.4, and the plots shown are for the appearance
fit. One can see that the parameters are widely varying from the true value and they are
highly correlated.
On the other hand, the global fit performs very well. The oscillation parameters that
are returned are consistently in agreement with the input values. We find Afit = 0.100 ±
0.011, 0.0198±0.013, 0.297±0.016, 0.395±0.019 for Atrue=0.1, 0.2, 0.3, and 0.4, respectively.
In order to find the degrees of freedom, the χ2 distributions of the data sets are fit to a
standard χ2 form
P0(x
(P1/2)−1)e−x/2. (38)
where x = χ2, P0 is a normalization and P1 is the number of degrees of freedom indicated by
the χ2 distribution.
As an example of the dof fits, the χ2 distributions for 1000 experiments for the case of
Atrue = 0.4 are shown in Fig. 20. One can see that in this case, the χ
2
PG deviates far from the
expectation of two even though there is not an incompatibility of data with a true oscillation
model encompassing all three data sets. For Atrue=0.1, 0.2, 0.3, and 0.4, respectively, the
degrees of freedom of the χ2PG are found to be: 1.92± 0.062, 2.484± 0.065, 3.361± 0.074 and
4.408± 0.081. The problem is arising because the high correlation between the background
and the signal allows the fit to find a minimum χ2νeapp whose distribution is close to the
theoretical expectation, even though the fit parameters are far from the inputs. On the other
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Figure 18: Example of signals versus energy for appearance (top), electron-flavor disappearance (middle)
and muon flavor disappearance (bottom) from one experiment with an exponential residual background of
Atrue = 0.4. In all plots, the true signal is shown in magenta. In the top plot, the underlying background is
shown in green. In all plots, the global fit result is shown in blue. In the top plot, the appearance-only fit,
with the residual amplitude included as a pull term, is shown in red.
hand, the global fit parameters are constrained by the disappearance data contributions and
so the minimum value of the χ2global is relatively large. This leads to a χ
2
PG distribution
that is larger than the expectation for 2 dof . Since the χ2PG values are larger than what is
theoretically expected, the PG test will on average erroneously indicate that the appearance
and disappearance data are incompatible. But, in reality, the only issue is that there is a
background that mimics a possible oscillation signal.
4.2 Using Markov Chain Methods for Finding Global Fit Param-
eters
The process of finding the best fit in a global analysis comes under the umbrella of algorithms
called “optimizers.” The most efficient optimizers use a gradient to quickly find the minimum
(or maximum) of a function. However, gradient descent is susceptible to being trapped in
local minima, and “homes in” on the location of the minimum, without exploring the space
around it. We are interested not just in the best fit, but also this surrounding region, which
characterizes the level of confidence we have in our result.
Ideally, we would like a method of optimization that moves towards the minimum on
average, but otherwise randomly explores the parameter space. The random walk would
allow the method to “tunnel through” local minima to find other regions of the parameter
space. Such a process can be modeled by a Markov Chain [50] that provides an efficient way
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Figure 19: Parameter values for the appearance fit for an exponential background with Atrue =
0.4. One can see strong correlations between the parameters, and the fit values deviate far
from the true values.
to sample the likely regions of the parameter space.
A simple form of a Markov-chain-based fit proceeds as follows. At each step, a proposed
set of parameters is selected that is a function of the previous parameters in the Markov
chain, and the parameters are accepted based only on the set preceding it. The code makes
use of a vector of independent parameters x. Each independent parameter is generated and
varied according to a function that depends upon the previous step, xold, in the minimization
chain. As a simple example, one might use:
x = xold + s(R− 0.5)(xmin − xmax) , (39)
where xmin and xmax represent the boundaries on the parameter x; R is a random number
between 0 and 1, which is varied as one steps from xold to x; and s is the “stepsize.” The
acceptance function for x can, for example, be formed as a Boltzmann distribution:
P = min(1, e−(χ
2−χ2old)/T ) , (40)
where T is the Markov Chain parameter “temperature.” The user-defined step-size and tem-
perature control how quickly the Markov Chain diffuses toward the minimum χ2 value. At
every step along the chain, each of which corresponds to a point in the oscillation space
described by the vector of independent parameters, a χ2 is calculated appropriately for nor-
mally or Poisson distributed data. Following a specified number of steps, the minimum χ2 is
found from the list. Then,
∆χ2(~x) = χ2(~x)− χ2min, (41)
is calculated for each saved χ2. These ∆χ2 values are used to draw the confidence intervals
in plots. All points that satisfy
∆χ2 < CDF−1χ2 (k, p), (42)
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Figure 20: The χ2 distributions for an exponential background with Atrue = 0.4. For each of
the χ2 types, the results of the dof fit are given with uncertainties along with the theoretical
expectation. The histogram with error bars are the distribution of values and the dashed curve
is the result of the dof fit. The number of degrees of freedom from the fit for the χ2PG deviates
significantly from the expected value of two.
are drawn inside the interval with probability p. The CDF−1χ2 is the inverse χ
2 cumulative
distribution function (CDF) and k is the number of degrees of freedom with k = 2 for a
two-dimensional plot.
The simple Markov chain algorithm described above has been used in many of the early
fits to short baseline data [10, 48, 49]. However, in the intervening years, much progress has
been made in the field of Markov chain based optimizers. In particular, algorithms that make
efficient use of parallel computing resources have been developed.
Often called Markov chain Monte-Carlo (MCMC) methods, these algorithms make prob-
abilistic samples of the parameter space, allowing for Bayesian analysis. An example is to
use fitting software with an affine invariant parallel tempering MCMC based on the Emcee
fitting package [51]. Details of this approach are described in Ref. [43]. This approach runs
many Markov chains in parallel, and each chain shares information about the parameters
space with the other chains. Thus, the algorithms can make more efficient proposals, as it
adapts to the shape of the χ2 surface.
Drawing the confidence intervals from the ∆χ2 statistic, assumes that the statistic is
correctly χ2 distributed. As discussed above, this may not be true, and so the Feldman-
Cousins technique [6] was introduced to allow for meaningful confidence intervals in these
conditions. However, the method, which involves throwing many fake experiments for each
parameter set in the fit, is far too computationally expensive to be practical to use in many
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Figure 21: Left: Global fit to short baseline data, showing the frequentist confidence regions.
Right: Global fit, showing Bayesian credible intervals Ref. [43].
global fits. Another way to avoid the issue is to use the log likelihood instead of the χ2
statistic to determine the probability. This can be done using Bayesian credible intervals,
which can be found using the MCMC, as is discussed in Ref. [43].
4.3 Global Fit Results
This section summarizes the status of global fits that make use of the experiments discussed
in Sec. 3. The discussion of specific solutions risks becoming dated quickly, and so here we
will be brief and take a “big-picture” approach to the results.
When the data of Table 1 is combined into a global fit, one obtains the result shown
in Fig. 21 (left). In this case, three allowed regions are present. These allowed regions
are driving the present interest in sterile neutrino searches. The allowed regions appear
at the overlap of the νe disappearance and νµ → νe appearance signals. This contour is
modified by those experiments with limits, especially the νµ disappearance limit from Sci-
BooNE/MiniBooNE, which is what is giving the allowed regions the distinct “three island”
shape. If one compares the allowed regions of in Fig. 21 (left) to the strongly varying oscilla-
tions of the SciBooNE/MiniBooNE result shown in Fig. 1 (right), one sees that the solutions
lie between the strongly varying SciBooNE/MiniBooNE contours.
This analysis draws confidence intervals from the ∆χ2 statistic, assuming that this statis-
tic is correctly described by a χ2 distribution with dof equal to the number of fit parameters.
In the previous section, we pointed out that this assumption may be incorrect for a num-
ber of reasons. A comparison to the result from Bayesian credible intervals, Fig. 21 (right),
found using the MCMC method previously discussed and described in Ref. [43], shows that
the results for the two global fits are very similar. Thus, this check indicates that the ∆χ2
distribution assumption must be relatively good.
Including the IceCube result is quite time consuming to include because of the need to
repeatedly propagate the atmospheric flux through the matter profile of the earth, varying
the fit parameters with each iteration. Thus, these data were included in the fit by first
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Figure 22: Frequentist global fit including the IceCube data, from Ref. [52].
fitting the short baseline data sets, determining the parameter range of interest, and then
addressing IceCube for only the viable models. Details of the method are described in Ref.
[52]. The result of this approach leads to Fig. 22. The IceCube result substantially weakens
the ∼ 1 eV2 allowed region. With this said, it should be noted that including IceCube data
in the fits assumes the simplest 3+1 oscillation model with no additional Beyond-Standard-
Model physics. Introducing new physics that would obscure or inhibit the sterile-neutrino
related matter effects, would weaken the IceCube result. Thus, the IceCube data requires
some assumptions beyond the simplest 3+1 model.
The results of the global fits, with and without IceCube, are summarized in Table 2
results. As per the discussion above, the interesting parameters to compare are the χ2 for
the global best fit point compared to the no oscillations (“null”) value. One can see that
the difference is on the order of 50 compared to the 3 or 4 value for the dof ’s. Thus the
∆χ2 method is indicating a strong preference for a fit that includes a sterile neutrino. Note
that the difference in the null and best fit χ2 for the IceCube only fit is small. This is the
hallmark of the case where the best fit point is well outside of the region addressed by the
data set. Although the IceCube result has not changed the best-fit point, it does guide future
experiments to concentrate on regions that are generally have ∆m2 > 1 eV2.
At the time of writing, 3+2 and 3+3 fits have been performed for the short-baseline data
sets only. Including IceCube in the fits is even more computationally time-consuming than
for 3+1 due to the additional parameters. However, since the IceCube result did not strongly
affect the best fit for 3+1, it is likely that it will also not strongly affect the 3+2 and 3+3
results. It is found that the short-baseline-fit result for 3+2 is nearly the same as 3+1. The
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3+1 ∆m241 |Ue4| |Uµ4| |Uτ4| Nbins χ2min χ2null ∆χ2 (dof)
SBL 1.75 0.163 0.117 - 315 306.81 359.15 52.34 (3)
SBL+IC 1.75 0.164 0.119 0.00 524 518.23 568.84 50.61 (4)
IC 5.62 - 0.314 - 209 207.11 209.69 2.58 (2)
Table 2: The oscillation parameter best-fit points for 3 + 1 for the combined short baseline
(SBL) and IceCube (IC) data sets compared to SBL alone, as reported in Ref. [52]. Units of
∆m2 are eV2.
3+2 fit has a ∆χ2[null-min] (dof) of 56.99 (7). Thus adding additional parameters does not
affect the conclusions. It is for this reason, and because the fits are quicker and simpler, that,
at present, usually only 3+1 fits are discussed in conferences.
5 Future Experiments and Requirements
The field of sterile neutrino experiments is rapidly developing. Follow-up experiments that
build on the techniques of the experiments listed in Table 1 are proliferating rapidly. Even
more exciting, new and innovative technologies and techniques are being developed to explore
electron flavor disappearance (see, for example, IsoDAR [53]), muon flavor disappearance (see,
for example, KPIPE [54]), and muon-to-electron appearance experiments (see, for example,
MicroBooNE [55]) are underway. A review of all of the planned experiments is beyond the
scope of this chapter. Instead, for a review, we refer the reader to articles that are routinely
appearing on the arXiv. Instead, here, we approach this discussion of future experiments
from an educational point-of-view. From our summary of the existing results, above, one can
identify requirements for future experiments to address the current anomalies and unexplored
oscillation regions. We look at these requirements in detail below.
The current muon to electron flavor (νµ → νe) appearance signals are the strongest indica-
tions for oscillations in the ∆m2 around 1 eV2 region. However, as discussed above, there are
tensions between MiniBooNE neutrino data and antineutrino results from MiniBooNE and
LSND. Thus, it is essential that the MiniBooNE neutrino result be checked with improved
and higher statistics measurements. Here, a new technology, liquid argon time projection
detectors (LArTPCs) [56] have the promise of large data samples with improved background
rejection and measurement resolution. These systems are large volumes of liquid argon with
two subdetectors: a time projection chamber (TPC) for tracking, and a light collection sys-
tem. The MicroBooNE experiment, described in Ref. [55], is an example. LArTPCs have
the capability to discriminate electron showers from background γ showers using the dE/dx
at the start of the shower. This type of experiment can, therefore, address the potential
of a background contamination in the MiniBooNE signal that might arise from electron/γ
confusion in a Cherenkov detector. MicroBooNE has just begun an experimental run at
Fermilab, on the same beamline and near in location to MiniBooNE. In the future, Micro-
BooNE is to be combined with a near LArTPC detector (SBND) and a large far LArTPC
detector (ICARUS) to form the Short Baseline Neutrino (SBN)[57] program at Fermilab.
This program is being designed to have good sensitivity in the regions associated with the
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Figure 23: The L/E dependence of sample data sets for 5 years of running for 3+1 (left) and 3+2 (right)
oscillation scenarios. The solid curve is the oscillation probability with no smearing in the reconstructed
position and energy and the data points with error bars are from simulated events including smearing.
current signals by comparing the rates of appearance in the three detectors. This comparison
will help constrain systematic uncertainties. The comparison also will have some ability to
map out the expected oscillatory behavior of sterile oscillations, in that it will measure the
observed neutrino rate versus energy at three points.
Improved searches for electron neutrino disappearance are also a prime area for improved
experiments. Several radioactive source experiments are being considered using existing
large detectors [58]. But the problem with these experiments is that the very hot radioactive
sources are short-lived, and so the experiment can only run for a modest period of time. As a
result, the sensitivity is typically at the level to only just cover the “reactor anomaly” region.
Many new very short baseline reactor oscillation experiments [59] are also being planned with
some prototypes underway. These experiments need to have setups within 10 m from the
reactor core and so have to contend with high background rates from neutrons and gammas,
that can have confusing position dependence, as well as the large source size of the reactor
core, which smears the signal. The reactor flux is also a combination of many decays. It is
possible that some decay sources are isolated to specific regions of the reactor, because of the
arrangement of fuel. The IsoDAR experiment [53] avoids many of these issues by creating
higher energy (8 MeV) electron antineutrinos from 8Li beta decay. This has the advantages
of a very intense radioactive source experiments, but can run for long periods because this
is a “driven source.” By this we mean that the 8Li is constantly produced from 7Li using
a 60 MeV, 10 mA proton beam from a cyclotron that the collaboration is developing. This
8Li source provides an isotropic source of antineutrinos that would be placed near a large
scintillator neutrino detector such as KamLAND or JUNO [60]. For these setups, oscillation
signals would be detected by observing the oscillatory behavior within the detector, thus,
minimizing systematic uncertainties and providing a definitive signal of oscillations. The
oscillatory pattern even has the capability to separate 3+1 from 3+2 oscillation models, as
is shown in Fig. 23.
In general, ability to reconstruct the oscillation wave in detail, as is shown in Fig. 23,
should be a goal for future neutrino experiments. As discussed above, the actual sterile
neutrino model that describes neutrino oscillations may be much more complicated than the
3+1 world-view. However, all of these models will predict oscillation waves. Thus, patterns
like these are the “smoking gun” for neutrino oscillations involving sterile neutrinos.
For muon neutrino disappearance, new experiments must improve on the past experi-
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ments with better statistics and reduced systematic uncertainties. Improved results from
IceCube are expected with somewhat better sensitivity to high ∆m2 and mixing angle. The
multi-detector SBN program also has good sensitivity to muon neutrino disappearance by
comparing the detected rate versus energy in the three detectors and can make measurements
with both νµ and ν¯µ beam settings. However, the KPIPE experiment [54] is, at present, the
one example of a νµ disappearance experiment that can observe and use the oscillatory be-
havior of oscillations to detect a disappearance signal. The neutrino source is from the decay
of stopped kaons produced in the J-PARC MLF spallation target, which produces mono-
energetic 236 MeV muon neutrinos. Note that a mono-energetic neutrino source that has
high enough energy to produce charge-current νµ interactions is unique among experiments.
In this case, the L/E dependence reduced to just L dependence, since E is a constant. A
120 m long by 3 m diameter cylindrical liquid-scintillator detector is proposed to be used to
detect the neutrino rate as a function of distance. Like IsoDAR, this allows for a search for
the oscillatory behavior of the signal, with coverage beyond the other proposed experiments.
These examples give you a taste of the interesting new ideas that are now under discussion.
Exploring the possibility that light sterile neutrinos exist is one of the current major goals
of particle physics. If sterile neutrinos are established, this will be revolutionary for the
field. Previous measurements are a possible guide, particularly when considered within the
context of global fits, and have led to an extensive list of new experiments and programs.
These experiments are in the small to mid-scale range and, thus, are real possibilities to be
supported and initiated over the next decade. That makes this a great time to be interested
in the physics of this thriving field of sterile neutrino searches.
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