With current advances in biological knowledge, the potential exists for engineering novel gene regulatory networks, which allow the timely control of protein expression. Genome projects identify the components of gene networks in biological organisms, gene after gene, and DNA microarray experiments discover the network connections. Yet, the static pictures these experiments give cannot provide insight on the dynamic behavior of gene networks. The large number of components and interactions involved in dynamic gene regulation warrants a quantitative, computational perspective for investigating the dynamic behavior. The challenge lies with the fact that the timescales of phenomena involved in transcription/translation span multiple orders of magnitude. In this paper, multi-scale simulation methods developed to model gene regulatory networks are discussed. Details are provided for modeling biomolecular systems away from the thermodynamic limit and a hybrid algorithm is presented for simulating stochastic systems that contain both discrete and continuous representations. These simulations can provide useful insight for rationally engineering the components and the connections of novel gene network modules. Two examples, the bistable switch and the oscillator, are discussed. These examples demonstrate that ensembles of stochastic trajectories can provide insight into the dynamics of biomolecular interaction networks. This insight can guide the changes needed for the network to exhibit the desired dynamic behavior. ᭧
Introduction
The completion of numerous Genome Projects in the last decade marks a magnificent milestone for humankind. This ongoing progress, with more than one thousand genomes completed or near completion (http://www.ncbi.nlm.nih.gov/ entrez/query.fcgi?db = Genome), is merely the harbinger of a revolution in biological sciences that will drastically alter the health of humans and challenge the human perception of the self and the environment.
In particular, the current rapid expansion of biological knowledge offers a great opportunity to rationally engineer biological systems that respond to our signals. This endeavor has been termed 'gene circuit engineering' and successful examples have been reported with the creation of novel networks such as oscillators (Elowitz and Leibler, 2000) . Indeed, the idea of gene circuit engineering has matured in the last few years (Kobayashi et al., 2004; Bulter et al., 2004; Wall et al., 2003; D'Ari and Thomas, 2003; Yokobayashi et al., 2002; Hasty et al., 2002; McAdams and Arkin, 2000; Gardner et al., 2000; Elowitz and Leibler, 2000; Tyson, 1999) . The main reasons for the high interest in regulatable gene networks are the following:
• Biomedical and biotechnological applications abound.
Commanding cells to make specific proteins (catalysts for specialty chemicals such as pharmaceuticals, sensors for bio-weapons such as anthrax, or therapeutics such as insulin) promises benefits that will improve the human condition.
• Molecular biology and genetic engineering techniques are mature. Cloning organisms with novel gene networks is becoming routine. There are already success stories in designing inducible gene networks such as bistable switches and using them, for example, in gene therapies. • Significant research in this area has already been conducted. The components and events involved in gene expression have been studied in different microorganisms; genome projects are identifying the components of gene networks in biological organisms, gene after gene; and experiments such as DNA microarray and proteomics experiments are discovering network connections.
Indeed, the components and events involved in gene expression have been studied in different microorganisms, providing a disarmingly straightforward picture: proteins called activators bind DNA and attract RNA polymerase to a specific gene. Bound polymerase registers the identity of DNA nucleotide bases, recruits and incorporates corresponding RNA bases to a growing mRNA molecule. This is finally translated into a functional protein. Without activator proteins, polymerase only binds DNA weakly and infrequently. On the other hand, proteins called repressors can bind onto DNA and inhibit polymerase from binding DNA itself, turning off gene expression. These regulatory proteins, activators and repressors, are themselves the protein products of other genes. Thus, networks are formed with genes influencing the expression of one another. We can also control binding of regulatory proteins to DNA using external signals, such as chemicals that interact with these proteins and alter their DNA-binding capacity. Therefore, the potential exists of driving gene regulation on demand, by introducing such signals.
Specific biomolecular engineering objectives for novel regulatable gene networks can be as follows:
• Gene expression systems that are inducible by external signals, such as chemicals and light.
• Tight control of gene expression, meaning low expression leakage in the absence of inducers and strong expression in the presence of inducers.
• Quick dynamic response to inducers, ideally taking only a matter of minutes for the expression of genes of interest to turn on after induction.
• High sensitivity and specificity to inducers.
• Robust networks whose response is not sensitive to thermal noise.
Rational engineering of novel inducible gene networks requires intervention at two levels:
(1) The level of network interactions, where specific proteins regulate the expression of specific genes. By designing both simple connections such as self-regulation (in which the protein product of a gene represses or activates the expression of the gene itself) and more intricate networks such as switches, oscillators, or filters, the goal is to create gene networks that, like electronic circuits, sense inputs and generate desired outputs. (2) The level of molecular interactions, which involves the kinetics and strength of biomolecular interactions. The exact sequences of DNA promoter and operator sites and the sequences of regulatory proteins are the design degrees of freedom at the second level. The desired outcome is a set of molecules that interact with the kinetics prescribed in the design rules from the gene network level.
Therefore, it becomes clear that rational design principles for gene circuit engineering can only come in terms of molecular components, the kinetics and the thermodynamics of their interaction. Experimentally, the designs can be realized by mutating regulatory DNA sequences, mutating regulatory protein sequences, and connecting the genes through specific regulatory relationships (e.g., gene A activating gene B).
The large number of components and interactions involved in dynamic gene regulation warrants a quantitative systems biology perspective. Instead of costly experimental trial and error, the creation of accurate models of all known molecular events involved in transcriptional/translational regulation can provide new descriptive and predictive insight into the dynamic behavior of gene networks. Computer simulations can allow exhaustive searches of different network connectivities and molecular thermodynamic/kinetic parameters, greatly advancing the development of design principles for gene regulatory modules. Model-driven experimentation will then provide valuable feedback for creating even more accurate models. The end result of simulations will be a clear set of design principles: which network, which components, which interactions, which kinetic constants result in the best control of output proteins.
The modeling challenge lies with the fact that the timescales of phenomena involved in transcription/translation span multiple orders of magnitude, from specific biomolecular interactions taking place in nanoseconds to entire network responses requiring days. Stochasticity and discreteness become important at small time and length scales, with the systems away from the thermodynamic limit, and continuity and determinism are recovered at larger scales. Hence, hybrid stochastic-discrete, stochastic-continuous, and deterministic-continuous models are required for predicting the behavior of gene networks. With predictive ability we gain insight valuable for rational engineering.
In what follows multi-scale hybrid simulation models are discussed of all the biomolecular phenomena involved in transcription and translation. Successful examples of model-driven gene network engineering are also presented.
Models, simulations, algorithms
Numerous attempts have been successful in modeling gene networks (reviews in Savageau, 1989; Endy and Brent, 2001; Hasty et al., 2001; McAdams and Shapiro, 1995; Arkin, 1998, 1999; Smolen et al., 1999) . Commonly, ordinary differential equations are used to describe such systems. In the work of Savageau and co-workers, Tyson and co-workers, Collins and co-workers among others, knowledge from systems biology experiments was integrated with detailed mathematical kinetic models to investigate the dynamics of gene regulatory networks, such as the p53 gene network, the eukaryotic cell cycle and the cyclin E/Cdk2 developmental timer (Mason et al., 2004; Tyson, 2004; Novak and Tyson, 2004; Allen et al., 2003; Wall et al., 2004 Wall et al., , 2003 Salvador and Savageau, 2003; Atkinson et al., 2003; Savageau, 2002; Alves and Savageau, 2001; Arkin et al., 1997; Ciliberto et al., 2003; De Hoog and Mann, 2004; Gillespie, 2003; Morton-Firth et al., 1990; Novak and Tyson, 2003; Spiro et al., 1997; Szallasi and Liang, 1998) .
A tremendous volume exists in the literature with methods for mining the signals of DNA microarray, proteomics and metabolomics experiments in order to determine the relationships in biomolecular interaction networks (for a review see Kurata et al., 2004; Tong, 2004; Andrec et al., 2005; Wei and Kaznessis, 2005; Fernandez-Breis et al., 2004; Dharmadi and Gonzalez, 2004; Fernie et al., 2004 and references therein) and modeling researchers have used this knowledge to reconstruct in silico models and investigate the dynamics of gene networks.
In principle, all gene expression molecular level events can be represented with reactions. For any two molecular species A and B (e.g., proteins, DNA, RNA, signaling molecules) interacting in solution to form a complex A * B (e.g., a repressor protein and the corresponding DNA operator site), we write
with k 1 and k −1 the association and dissociation kinetic constants, respectively. The use of deterministic macroscopic kinetics implies that the participating chemical species react in a continuous and deterministic manner, i.e., the system is at the thermodynamic limit. This assumption can be distinctly false for biological systems, where the short length scales and dilute concentrations cause chemical species to react discontinuously over time and change their numbers in discrete steps Gibson and Mjolsness, 2001; Gillespie, 1976; Ko, 1991 Ko, , 1992 McAdams and Arkin, 1999; Nicolis and Prigogine, 1977; Rigney, 1979; Szallasi, 1999) .
Instead of a continuous and deterministic representation of the state of the system and its evolution in time, discrete and stochastic models for representing the dynamic behavior of biomolecular interaction networks have been proposed Table 1 The "Cycle Test" system of chemical reactions (Gillespie, 1976; Arkin et al., 1998; Morton-Firth and Bray, 1998) . The one most widely used stochastic simulation algorithm (SSA) was developed by Gillespie (1976) . Gillespie's SSA describes the state of the system with the discrete number of chemical molecules involved, and models its time evolution as a jump Markov chain with discrete steps. In order to demonstrate the differences between a continuous-deterministic and a discrete-stochastic representation, we devise a simple test: consider a system of three chemical reactions (Table 1 ) and simulate the dynamics using the SSA and, for comparison, a system of ordinary differential equations (ODEs).
We compare the results in Fig. 1 , where the number of molecules of A, #A, is plotted versus the numbers of molecules of B, #B, as a function of time (z-axis). The 3D graphs show the dynamics of the state as it moves through state space. The species C is a linearly dependent dimension of the state space, due to particle conservation within the system, and is not plotted. The deterministic description ignores the dominant fluctuations within the system. These fluctuations dampen with increased numbers of molecules, but even with 1000 molecules as the initial state, significant fluctuations persist ( Fig. 2) .
At very large system sizes, the fluctuations become insignificant, causing the SSA and ODE descriptions to agree quantitatively (Fig. 3) .
The graphs in Figs. 1-3 illustrate the differences between the mathematical descriptions. It becomes clear that for systems away from the thermodynamic limit, a continuousdeterministic model might not accurately capture the transient behavior of the system. A stochastic-discrete model, like the SSA, is then in order.
Gillespie's algorithm actually provides a means for reproducing solutions of the chemical master equation, and a brief description of stochastic chemical kinetics and the master equation is in order before proceeding further.
For a system of N species v= the M × N stoichiometric reaction matrix, where v ij is the change in the number of S i molecules produced by a reaction R j . a j (x) dt= the probability, given X(t) = x, that a reaction R j will occur somewhere in the system volume in the time interval [t, t +dt). The propensity a j =h j k j , where h j is the number of possible combinations of the reacting molecules in R j and k j is the reaction rate constant.
Transitions from one state to another occur when a reaction occurs and consumes the reactant molecules and creates the product molecules. The state changes of the reactions are stored in the stoichiometric matrix, v. All transitions have a propensity which is analogous to a mesoscopic reaction rate.
All of the possible states of the system form the state space of the system. The current position of the system in the state space is called the state point. One can derive an equation governing how the probability distribution of the state space changes over time, called the master equation, by applying the laws of conservation of probability to each possible state of the system. The probability of the system being in state X at time t + dt, given the initial state
is given by the sum of two terms: the first term is the probability of the system being in state X at time t and no reaction occurring in the interval [t, t + dt]; the second term is the probability of the system being one reaction away from X and that reaction occurring in the interval [t, t + dt]. Specifically,
(1)
By taking the limit of dt goes to zero and simplifying, the chemical master equation is recovered, which is
The chemical master equation describes the probabilistic dynamic behavior of a chemical or biochemical system of reactions in a well-mixed volume. The solution to the chemical master equation is a probability distribution of finding the system within the state space at a specific time. Analytical solutions to the chemical master equation are only available for extremely simple systems. Numerical solutions to the master equation are computationally intractable for all but the simplest systems, because as the number of unique chemical species in the system grows, the number of possible states in the phase space grows combinatorially and enumerating the transitions between states becomes difficult.
Gillespie's algorithm numerically reproduces the solution of the chemical master equation, simulating the individual occurrences of reactions. This type of description is called a Jump Markov process, a type of stochastic process. A Jump Markov process describes a system that has a probability of discontinuously transitioning from one state to another. This type of algorithm is also known as kinetic Monte Carlo. An ensemble of simulation trajectories in state space are required for accurately capturing the probabilistic nature of the transient behavior of the system. Simulations with the SSA have been successfully used to describe and predict the interactions controlling the expression of single prokaryotic genes Rao and Arkin, 2001) .
The major bottleneck users of SSA face is computational cost. Because the SSA simulates each individual reaction event, the simulation of a frequently occurring reaction requires intense computational effort. For example, a typical 60 kDa enzyme with an activity of 100 U/mg and a concentration of 1 l in vivo will, on average, produce 60,000 molecules of product every second. In contrast, transcriptional initiation of transient gene expression may only occur once every few seconds. Using SSA to describe a system in which both types of phenomena occur in a coupled manner would result in exceedingly long simulations of many enzymatic reactions for only a few transcription initiation events.
There have been numerous attempts to improve the efficiency of the SSA (Gibson and Bruck, 2000; Puchalka and Kierzek, 2004) . Nonetheless, discrete event simulations still require inordinate amounts of computational resources.
Conveniently, as a reaction occurs more frequently, it becomes more continuous, with the fluctuations in the rates of the reaction becoming Gaussian, via the central limit theorem. One may then approximate the fast reactions using, at a first stage, the chemical Langevin equation (CLE), which is equivalently an ordinary differential equation with an additive Gaussian term whose variance is calculated from the reaction kinetics.
In one such attempt, where the reactions can be considered fast, the representation of each fast reaction is changed to a continuous Markov process, deriving a CLE (Gillespie, 2000) . Specifically, the CLE typically usually implemented (Gillespie, 2000; Salis and Kaznessis, 2005b ) is a multivariate Itô stochastic differential equation with multiplicative noise:
where X i is the number of molecules of the ith molecular species of the system of N species, v ij is the stoichiometric coefficient of the ith species in the jth reaction, a j is the reaction rate of the jth reaction, and dWj is the Wiener Process of the jth (Milstein, 1994) .
The CLEs for all species form a system of SDEs. Each chemical species has a deterministic drift equivalent to the deterministic reaction rate equations and is perturbed by multiple sources of noise, where each source is at least proportional, and sometimes quadratic, to the numbers of chemical species in the system.
One could then either use discrete-stochastic or continuousstochastic simulations, but again not simulating biomolecular interactions with disparate time scales Rathinam et al., 2003; Kiehl et al., 2004; De Jong, 2002; Csete and Doyle, 2002) .
The challenge lies in creating a self-consistent and efficient simulation that integrates the SSA, Langevin and deterministic descriptions of a system of reactions. There have been significant recent attempts to bridge multiple time scales, with hybrid SSA and CLE algorithms (Rao and Arkin, 2003; Haseltine and Rawlings, 2002; Salis and Kaznessis, 2005b) , so that simulations of networks of biomolecular interactions spanning multiple time scales are now possible. In the following section the development of a hybrid discrete-stochastic and continuous-stochastic algorithm is discussed that reproduces the chemical master equation solutions.
Multi-scale hybrid algorithms
The chemical master equation is first partitioned, following the method by Haseltine and Rawlings (2002) . A change of phase space coordinates is enacted in the chemical master equation, from chemical species to reaction occurrences. This makes the partition of the master equation more straightforward. The coordinate change is simply related by the stoichiometric matrix, such that
where again, in a system of N chemical species and M irreversible reactions, X is the chemical species state vector (an N vector), X o is the chemical species initial conditions (an N vector), v is the stoichiometric matrix (an M × N matrix), and r is the number of reaction occurrences (an M vector). The chemical master equation for a well-stirred system in thermal equilibrium is now written as
where P (r; t) is now the probability that the system is in state r at time t, a k (r) dt is the probability, to order dt, that the kth reaction occurs in the time interval [t, t + dt), and k is the kth column of the (M × M) identity matrix . This is equivalent to the chemical master equation provided in Eq. (2). We will revert back to the more familiar chemical species phase space after we have successfully partitioned the chemical master equation.
Every reaction can be classified as either "fast" or "slow", based on quantitative criteria examined later, and the fast and slow reaction subsystems formed of length M fast and M − M fast , respectively, where 
which describes the evolution of the joint probability distribution, P (r f , r s ; t), over time.
The joint probability distribution can be separated into two parts, the conditional probability of a slow reaction occurrence, P (r s |r f ; t), and the marginal probability of a fast reaction occurrence, P (r f ; t), where 
We can assert that, for some short time interval, the probability of a slow reaction occurrence does not change, and, therefore, we can approximate Eq. (9) to be
Substituting Eq. (10) into Eq. (7) and simplifying yields
where
Eq. (11) can be interpreted as a jump Markov process of the subsystem of fast reactions, given that the probabilities of slow reaction occurrences remain constant. In state space, the state of the system undergoes a biased random walk on discrete lattice points in M fast -dimensional space. We can approximate Eq. (11) as a continuous Markov process if the number of lattice points is large enough and the rate at which the random walk occurs is fast enough so that the lattice appears to be continuous.
We make this approximation using a method described by Gardiner (1990) . We define a characteristic size parameter, , recast the chemical master equation in terms of intensive variables, substituting with r f = r f / , and perform a Kramers-Moyal expansion on the intensive master equation in terms of r f and . In the limit as increases towards infinity, the chemical master equation can be approximated by its first two differential moments using the continuous Fokker-Plank equation
and
The Itô solution to Eq. (12) is
or, simplifying,
where W is the Wiener process. Eq. (17) is the CLE, as discussed by Gillespie (2000) . We can now revert back to chemical species phase space in order to recover the more familiar version, which is
This CLE is a multivariate Itô stochastic differential equation with multiple multiplicative noise sources. Eq. (18) describes the trajectories of the chemical species state vector, X(t), as it is affected by only the fast reactions.
If the entire system were composed of fast reactions, the CLE could be used to simulate the trajectories of the chemical species as they evolve over time as well as computing the first two moments of the probability distribution of X(t). However, most systems contain both fast and slow reactions, requiring one to solve Eq. (18), while accurately resolving the occurrences of the slow reactions.
The slow subset of reactions occurs infrequently and discontinuously in time, yet their probabilities of occurrence are functions of the dynamics of the fast reactions. The slow reaction subset is then a jump Markov process with timedependent reaction propensities. As discussed earlier, Gillespie created an exact numerical solution to this problem with the SSA (Gillespie, 1976) , using the joint probability function, P ( , ), which defines the probability that the th reaction has occurred in relative time. Both the First and Next Reaction variants (Gibson and Bruck, 2000) of this method equivalently define this probability as
where a s are the slow reaction propensities and M slow is the number of slow reactions. Using Monte Carlo simulation, we would ordinarily sample the reaction times j and select the minimum ,
which then corresponds to the relative time, , when the th reaction has occurred. Instead, we can convert Eq. (19) into the integral form
where p j is an independent uniform random number on (0,1).
Here we have M slow integral equations whose solution gives us j , for j = 1, . . . , M slow , where the reaction that occurs is the one that occurs first, as described in Eq. (19b). The alternative and equivalent integral form, using the Direct variant, would be as computationally intractable as this system of equations were it not for a convenient property of the exponential distribution. Because the probabilities of reaction occurrences are always positive, the integration of these probabilities over time will always be non-decreasing, where
This property of the system of integral equations (20) allows us to find the minimum by merely identifying which integral equation equals or exceeds zero first. That is, we monitor the zero crossings of Eq. (20) as we integrate forward in time. Once we identify which integral equation has equaled or exceeded zero, we may then explicitly solve for , using
where the th reaction is the one that has occurred, using the same property (21) to speed convergence towards zero. By first identifying which reaction occurred and then explicitly solving for the time at which it occurred, we reduce a system of M slow integral equations to a tractable computational problem. We may further increase our efficiency by reselecting another uniform random number only when its corresponding reaction has occurred, analogous to the Next Reaction's improvement over the First Reaction variant (Gibson and Bruck, 2000) .
Throughout the discussion of the partitioning of the master equation, it was asserted that the fast reaction subset is fast enough to be approximated as a continuous Markov process. However, in time, some reactions in the fast or slow subsystems may change their rates and will require reclassification. Both the initial and mid-algorithm classification may be performed using automatic quantitative criteria that separate the fast from slow reactions. The criteria should be based on the derivation of the CLE. Gillespie proposes two sufficient conditions for the valid approximation from a jump Markov process to a continuous one. A reaction may be considered "fast" if 1. it occurs many times in the finite time interval of interest, and 2. the effect of each reaction on its reactant and product molecular species is small, when compared to their total numbers.
The first condition is satisfied if the reaction probability is large in the time interval of interest, quantitatively defined by
where t is the time step of CLE numerical integrator and is a tunable parameter. The second condition is satisfied if the molecular numbers of both the reactant and product chemical species are greater than a selected parameter value, , where
where v ij , the stoichiometric coefficient, is typically on the order of one. The parameters and determine the extent to which the fast reactions are accurately approximated as a continuous Markov process. As and increase towards infinity, the thermodynamic limit is reached, where such an approximation becomes exact. We have found that practical values for and are 500 and 10, respectively. Both before and during the simulation, Eqs. (23) and (24) are applied to classify each reaction as fast or slow. Practically, the Euler-Maruyama integration scheme can be used for the stochastic differential equations, and the integral form of the next reaction variant of the CSA (Gibson and Bruck, 2000) , allowing for a computationally efficient and accurate hybrid stochastic-discrete and stochastic-continuous simulation algorithm (Salis and Kaznessis, 2005b) .
With this hybrid algorithm, we are now able to simulate networks of thousands of reactions with kinetics that range from nanoseconds to seconds. This is a major accomplishment enabling many heretofore impossible computational studies. In what follows we describe a successful example of using multi-scale simulations to design a bistable switch with the design criteria described in the Introduction.
Model-driven gene network designs
Using the simulation algorithms described, design principles for genetically engineering bistable switch networks (Salis and Kaznessis, 2005a) and oscillators (Tuttle et al., 2005) have been successfully developed (Fig. 4) . Fig. 5 shows some of the reactions we have used to model bistable switches. The kinetic constants we used in this study were the ones for the arabinose and the lactose operons (see next section on the oscillator for details).
Bistable switches
We identified ways of improving the response time of the switch to external signals and of increasing the certainty of the system's state ('on' or 'off'), which is influenced by thermal noise. Our designs have been translated in molecular properties and are being realized experimentally. Following are two examples that demonstrate the strength of the proposed approach.
Effect of increasing the repressor-operator affinity
Transcriptional control is dependent upon the high affinity of a repressor for an operator. By increasing the affinity, one decreases the probability that a repressor will unbind from an operator and cause leaky expression. In a single operator design, the dissociation constant of the operator is decreased from 2.5 × 10 −3 to 3.85 × 10 −4 (s) −1 , equivalent to macroscopic half-lives of 5 and 30 min, respectively. With a half-life of only 5 min, the first design features very leaky transcriptional control, resulting in a poor switch (Fig. 6a) . In this design, only 22.5% of the trials have a certainty of 0.8 or greater, which is only 2.5% greater than a uniformly random distribution (the certainty of the switch is defined as
, where D 1 and D 2 are the concentrations of the on and off proteins, giving a quantitative measure of the state of the system: if no protein is expressed dominantly then C = 0, whereas if the switch is completely on or off then C = 1). By increasing the affinity of the operator to an equivalent half-life of 30 min, one greatly increases the certainty of the switch, resulting in 30% of the trials having a certainty of 0.8 or greater.
Effect of multiple operators
In natural biological systems, the usage of multiple operators is common. The reason behind the usage of multiple operators may be understood by comparing the certainty of the output signal across different designs. In three separate designs, simulations are run with either one, two, or three working operators on both genes. All operators have dissociation constants of 3.85 × 10 −4 (s) −1 , equivalent to a macroscopic half-life of 30 min. The operators are sufficiently positioned so that DNA looping may not occur. With only a single operator, 29.8% of the trials have Fig. 4 . The bistable switch is composed of two genes mutually repressing one another. The switch controls the expression of two output proteins (D1 and D2). Each gene also produces a repressor (R1 and R2) that represses transcription of the other gene. Either D1 or D2 may be expressed dominantly. One may switch expression from D1 to D2 (or the reverse) by adding an inducer that interrupts the corresponding repressor's activity. In the figure, initially gene 1 is expressed ((a) switch is 'on'). R1 binds on the operator O2 of gene 2 and inhibits RNA-polymerase, bound on the promoter site P2, to transcribe gene 2. Introduction of a chemical inducer I (b) results in R1 unbinding from O2 and gene 2 transcription being initiated. Repressor protein R2 binds to the operator site of gene 1 and inhibits transcription. Switching from gene 1 to gene 2 is completed ((c) switch is 'off'). a certainty of 0.8 or greater, including both the 'on' and 'off' states. Inserting additional operators increases the certainty of the bistable switch. With two and three operators, 42.6% and 43.7% of the trials, respectively, have a certainty of 0.8 or greater. The addition of the third operator grants only a small increase in the certainty of the switch. In summary, bistable switch gene networks were simulated with multi-scale models at the molecular level and design rules were developed that are attainable experimentally. In principle, this method can be extended to more intricate gene network designs such as oscillators, filters, and digital clocks.
At this stage, a major bottleneck in model-driven gene circuit engineering is the lack of knowledge about components, interactions and importantly kinetic parameters for biomolecular interactions involved in gene networks. Nonetheless, as the number of genes increases for which we know all the relevant transcription/translation parameters, libraries of components can be compiled that can be plugged into novel gene network designs.
Oscillators
This network has been constructed experimentally by Elowitch and Leibler (2000) and it is an ideal system for testing the computational methodology presented in this paper. The hybrid stochastic-discrete and stochasticcontinuous algorithm was used to develop design rules for constructing a gene regulatory network that generates an oscillating signal for the concentration of output Since the simulations are stochastic, 1000 realizations for each system are run so that accurate probability distributions of outcomes are obtained. Narrowing the width of the distribution is the desired outcome, increasing the certainty of the switch.
proteins (Tuttle et al., 2005) . The design objective is a robust oscillation of a certain frequency.
The proposed lac-tet-ara system is designed with the connectivity shown in Fig. 7 . The reactions representing the lactet-ara gene network are given in Table 2 with the kinetic parameters as given in the literature for experimental lac, tet, and ara systems.
In the designed regulatory network the lac operators precede the tet expressing sequence; the tet operators precede the ara expressing sequence; and the ara operators precede the lac expressing sequence. This gives a system in which LacR4 (the Lac repressor protein tetramer that binds DNA) negatively regulates the production of TetR2 (the TetR2 protein dimer that binds DNA), which negatively regulates the production of AraC2 (the AraC dimer that binds DNA), which negatively regulates the production of LacR4 thus completing the circuit. In addition to the repressor proteins, each gene can include a coding region for a reporter protein, D, which could be a fluorescing reporter protein or any other desired protein product. More than 50 individual molecular components are involved in 70 biomolecular interactions. Literature kinetic parameters, as shown in Table 2 , for the naturally occurring operons are initially used. The simulations of the transient and steady-state behavior of this system of biomolecular interactions demonstrate that no oscillations are possible with the wild-type sequences of DNA operator sites and regulatory proteins (Fig. 8a) . The simulations do however point to interactions whose strength can be altered in order to result in oscillations. Specifically, when the TetR degradation rate was changed from 2.31 × 10 −3 s −1 to 3.85 × 10 −4 s −1 and changing the AraC:O2 affinity from 10 7 to 2 × 10 8 M −1 s −1 the network generates robust oscillatory signals (robust, both in terms of the frequency of individual simulation trials and in terms of ensemble averages over many simulation trials) as shown in Fig. 8b ) in one realization of the stochastic dynamics (in all cases at least 100 stochastic trajectories were simulated).
We computed cyclic correlation functions (data not shown) for the repressor proteins to investigate the quality of the oscillating signals. When normalized and averaged over 100 trials, these functions show a dominant peak corresponding to a period of 16.8 ± 2.0 h. What is important is that the modifications to the kinetics suggested by the simulation results are experimentally realizable. Indeed, the next step is to search the literature for components (DNA sequences and regulatory proteins) that bind with the design parameters. As shown by Falcon and Matthews, one such modified repressor-operator system results in a dissociation constant for the lactose repressor-operator, K D , 500 times that of the wild-type operator and repressor (Falcon and Matthews, 2000) . The most extremely modified lac-tet-ara system studied in this paper has a K D value 300 times that of the real kinetic system.
Conclusions
There have been recent successful attempts in developing a hybrid algorithm that integrates accurately the SSA and CLE schemes. These hybrid stochastic methods dynamically partition the system of gene network reactions into subsets of fast and slow reactions, approximate the fast reactions as a continuous Markov process using CLE, and accurately describe the slow dynamics using the integral form of the 'Next Reaction' variant of the SSA. We have already demonstrated that this method can simulate the dynamics of systems described by the chemical master equation that exhibit multiple time scales. Simulations are a particularly powerful tool because they sample greater parameter space than is accessible, for example, in directed evolution experiments. Armed with increasingly fast supercomputers and greater knowledge of molecular mechanisms of gene expression, it is now becoming practical to numerically simulate complex reaction networks. Modeling and simulations are therefore ideally suited for the development of design rules for novel gene networks.
