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1 Einleitung
Die manuelle Wortsegmentierung mittels auditiver und visueller Kontrolle ist eine zeit- und
personalintensive Arbeit. Aus diesem Grund wird nach Verfahren gesucht, die diesen Vor-
gang zumindest teilweise automatisieren.
Bei dem hier beschriebenen Ansatz wird ein Spracherkennungssystem auf der Basis von
semikontinuierlichen Hidden Markov Modellen (SCHMM) [HUANG1990] zur automati-
schen Segmentierung von ¨Außerungen in Wort- bzw. Wortuntereinheiten auf Signalebene
benutzt. Zu diesem Zweck wird aus der orthographischen Transliteration mittels phono-
logischer Regeln oder einem Aussprachelexikon die phonetische Umschrift des Satzes in
kanonischer Form abgeleitet. Aus der so bestimmten phonetischen Umschrift wird durch
Verkettung der zugeordneten SCHMM-Phonemmodelle ein Gesamtmodell fu¨r den zu seg-
mentierenden Satz erstellt. Mittels des Viterbi-Algorithmus wird nun die bestmo¨gliche Ab-
bildung zwischen den Modellzusta¨nden und den Merkmalsvektoren des Satzes berechnet
(erzwungene Erkennnung). Aus dem Ergebnis der Abbildung werden dann die Wortgren-
zen ermittelt.
2 Systemu¨berblick
Das Segmentierungssystem besteht aus folgenden Komponenten (siehe Bild 1):
1. Merkmalsextraktion und -transformation
2. Ermittlung der phonetischen Umschrift des Satzes aus der Rechtschrift
3. Bestimmung der Modellreihenfolge aus der phonetischen Umschrift
4. Ausrichtung der verketteten Phonemmodellzusta¨nde mittels Viterbi-Algorithmus bei
vorgegebener Modellreihenfolge
5. Ermittlung der Wortgrenzen aus der Ausrichtung
Bild 1: Systemu¨bersicht
3 Graphem-Phonem-Konvertierung
Augenblicklich wird die phonetische Umschrift einem Aussprachelexikon entnommen, in
dem jedem Rechtschriftwort die entsprechende phonetische Umschrift zugeordnet ist. Ein
Rechtschriftwort wird somit in eine Folge von Phonemen umgesetzt.
4 Merkmalsberechnung
Die das Sprachsignal beschreibenden Merkmale werden durch eine Kurzzeitsignalanaly-
se des Sprachsignals gewonnen. Die Analyse erfolgt im 10ms Raster. Die Analysefenster
besitzen eine Breite von 16ms. Bei einer Abtastfrequenz von 16 KHz liegen somit 256 Si-
gnalwerte innerhalb eines Fensters. Diese Werte werden durch Multiplikation mit einem
256 Werte breitem Hamming-Fenster gewichtet. Fu¨r jedes Analysefenster werden folgen-
de Merkmale berechnet:
  12 Cepstralparameter, die na¨herungsweise aus 16 LPC-Koeffizienten berechnet wer-
den
  12 zeitliche Ableitungen der Cepstralparameter
  Log. Energie der gewichteten Abtastwerte im Fenster
  Ableitung der logarithmierten Energie
5 Codebuchgenerierung
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6 Erkennungseinheiten
Als Erkennungseinheiten werden Phonemmodelle mit drei Zustnden (engl. States) verwen-
det, bei denen ¨Uberga¨nge in den na¨chsten und in den u¨berna¨chsten Zustand mo¨glich sind.
7 Modellinitialisierung
Zur Scha¨tzung der initialen ¨Ubergangswahrscheinlichkeiten zwischen den M Zusta¨nden
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Das Segmentierungsverfahren beruht auf dem Prinzip der Dynamischen Programmierung
[PARSONS1986].
Als OptimierungskriteriumD wird die minimale Gesamtdistanz u¨ber alle Einzelkosten D
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Aus der so gewonnenen Aufteilungder handsegmentierten Phonembereiche werden die Selbstu¨bergangswahrscheinlichkeiten
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Fu¨r das vorliegende Modell wurde   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Die initialen Emissionswahrscheinlichkeiten fu¨r den Zustand i werden wie folgt gescha¨tzt:
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8 Modelltraining- und test
8.1 Trainingsdaten
Das System wurde mit 3000 phonetisch balancierten Sa¨tzen mit dem Forward-Backward-
Algorithmus [HUANG1990] trainiert. Fu¨r das Training wurden keine Aussprachevarianten
beru¨cksichtigt.
8.2 Testdaten
Als Testdaten standen 100 Sa¨tze aus der Doma¨ne ”Intercity-Auskunft” zur Verfu¨gung. Die
automatisch bestimmten Wortgrenzen wurden manuell verifiziert und ggf. korrigiert.
8.3 Auswertung
Die Ergebnisse der automatischen Wortsegmentierung wurden qualitativ bewertet, indem
folgende Fehlerkategorien eingefu¨hrt wurden:
  Phonemfehler (d.h. die Wortgrenze ist um ein Phonem in das Vorga¨ngerwort oder in
das Nachfolgewort verschoben worden)
  Silben- und Wortfehler (d.h. die gefundene Grenze liegt im Bereich einer Silbe oder
eines Wortes von der tatsa¨chlichen Wortgrenze entfernt).
Die 100 Testsa¨tze umfaßten 989 Wo¨rter, deren Wortgrenzen zu 80,3 % korrekt bestimmt
wurden. In 19,2 % der Fa¨lle ergab sich eine Verschiebung der Grenzen um maximal ein
Phonem. Die Fehlerrate fu¨r Verschiebungen um eine Silbe oder ein Wort lag unter einem
Prozent.
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