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ON THE INFINITE-DIMENSIONAL MOMENT PROBLEM
KONRAD SCHMU¨DGEN
Abstract. This paper deals with the moment problem on a (not necessar-
ily finitely generated) commutative unital real algebra A. We define moment
functionals on A as linear functionals which can be written as integrals over
characters of A with respect to cylinder measures. Our main results provide
such integral representations for A+–positive linear functionals (generalized
Haviland theorem) and for positive functionals fulfilling Carleman conditions.
As an application we solve the moment problem for the symmetric algebra
S(V ) of a real vector space V . As a byproduct we obtain a new approaches to
the moment problem on S(V ) for a nuclear space V and to the integral decom-
position of continuous positive functionals on a barrelled nuclear topological
algebra A.
AMS Subject Classification (2010). 44 A 60 (Primary), 46 G 12, 28 C 20
(Secondary).
Key words: moment problem, cylinder measure, symmetric algebra, nuclear
space, Carleman condition
1. Introduction
The moment problem on Rd is a well-studied classical research topic, see e.g.
[2], [7], [26]. In modern formulation, it is the following question: When can a
linear functional on the polynomial algebra R[x1, . . . , xd] (or on a finitely generated
commutative real algebra A) be expressed as an integral over point evaluations with
respect to some Radon measure on Rd (or on the character space Aˆ)?
This paper is about the moment problem in infinitely many variables. Suppose
that A is a (not necessarily finitely generated) commutative unital real algebra. We
study the following generalization of the classical moment problem:
When is a linear functional L on A an integral over characters of A?
IfA is finitely generated, Haviland’s theorem [26, Theorem 1.14] provides an answer:
it holds if and only if L is A+-positive, that is, L is nonnegative on elements of A
that are nonnegative on all characters. Note that the latter condition is difficult
to verify in general. Further, if L is only nonnegative on squares and satisfies
Carleman growth conditions, then it is a moment functional [26, Theorem ]. The
aim of the present paper is to generalize these two fundamental results to not
necessarily finitely generated algebras.
From the conceptional side, our new contribution is that we do not define moment
functionals by integrals with respect to Radon measures, but only as integrals over
cylinder measures. This allows us to solve moment problems for more general
algebras without nuclearity assumptions.
Our main result in this respect states that under corresponding natural assump-
tions a linear functional L on A is an integral of characters over a cylinder measure.
The next natural question is: When is L an integral of some (σ-additive) mea-
sure? From Minlos’ theorem it follows that this holds if some nuclearity assumption
is added. As an immediate consequence we obtain new and unifying approaches for
two fundamental results: the moment problem for symmetric algebras over nuclear
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spaces (Theorem 16) and the decomposition of continuous positive functionals on
barrelled nuclear topological algebras as integrals over characters (Theorem 15).
Note that for both results the known proofs contained in the literature are quite
involved and based on different techniques.
This paper is organized as follows. Section 2 reviews basic definitions and results
on cylinder measures. In Section 3 we define moment functionals with respect to
cylinder measures. Section 4 contains the main results of this paper. We prove an
integral representation theorem (Theorem 12) with respect to cylinder measures for
A+-positive functionals and for positive functionals satisfying Carleman conditions.
In Section 5 we assume that the underlying space is nuclear. Then, combined
with Minlos’s theorem, we obtain integral representations by ”ordinary” σ-additive
measures (Theorems 13 and 15). In Section 6 we treat the moment problem for
the symmetric algebra S(V ) of a real vector space V (Theorem 16). Section 7
deals with moment functionals with respect to Gaussian cylinder measures. We
give examples which have representing measures and examples for which there are
only representing cylinder measures, but no representing measures.
All results in this paper are developed for a real commutative algebra A, but
they are easily extended to complex commutative ∗-algebras by passing to the com-
plexification AC of A. Recall that the direct sum AC := A⊕ iA of vector spaces A
and iA becomes a complex commutative ∗-algebra, called the complexification of
A, with multiplication, involution and scalar multiplication defined by
(a+ ib)(c+ id) = ac− bd+i(bc+ ad), (a+ ib)∗ := a− ib,
(α+ iβ)(a+ ib) := αa− βb+ i(αb + βa),
where a, b, c, d ∈ A and α, β ∈ R. Each R-linear functional L : A → R extends
uniquely to a C-linear functional LC : AC → C by LC(a + ib) = L(a) + iL(b),
a, b ∈ A. Clearly, L(a2) ≥ 0 for all a ∈ A if and only if LC(x∗x) ≥ 0 for all x ∈ AC.
Infinite-dimensional moment problems were first studied by A. G. Kostyuchenko
and B.S. Mityagin [17], Y. M. Berezansky and S.N. Sifrin [6], H.J. Borchers and J.
Yngvason [9] for symmetric algebras over nuclear spaces and since then by various
authors, see [27], [11], [10], [5], [16], [22], [3], [14], [18], [1]. Infinite-dimensional
versions of the moment theorem for compact semi-algebraic sets [23] are obtained
in [3], [1].
2. Cylinder measures
In this section we recall some basics on cylinder measures; our standard reference
is [15, Chapter IV].
Suppose that V is a real locally convex Hausdorff space. Let V ′ denote the vector
space of all continuous real-valued linear functionals on V .
Suppose that F is a finite-dimensional linear subspace of V . Its annihilator space
F◦ is defined by
F◦ = {L ∈ V ′ : L(f) = 0 for f ∈ F}.
The quotient space V/F◦ is also finite-dimensional. If M is a subset of V/F◦, then
the set N of all L ∈ V ′ which are mapped into elements of M under the canonical
mapping of V ′ into V ′/F◦ is called the cylinder set with base M and generating
subspace V ′/F◦. The cylinder sets form an algebra of sets denoted by C(V ). Let
B(V ) denote the σ-algebra generated by all cylinder sets. Clearly, B(V ) is the Borel
σ-algebra when the vector space V is equipped with the weak topology σ(V, V ′).
From [15, Chapter IV, §1,3.] we restate the following definition.
Definition 1. A cylinder measure on V ′ is a real-valued function µ on the algebra
C(V ) such that:
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(i) 0 ≤ µ(N) ≤ 1 for all N ∈ C(V ).
(ii) µ(V ′) = 1.
(iii) If N is the union of pairwise disjoint sets Nn ∈ C(V ), n ∈ N, with Borel
base sets and a common generating subspace V ′/F◦, then
µ(N) =
∞∑
n=1
µ(Nn).
In [15] there is a fourth condition, but it follows from the three others.
Definition 2. A cylinder measure µ on V ′ is called continuous if for each ε > 0
and a > 0 there exists a zero neighbourhood U in V such that for all t ∈ U we have
µ
({χ ∈ V ′ : |χ(t)| ≥ a}) ≤ ε.(1)
This definition of continuity is equivalent to the definition given in [15], as noted
in [15, Ch. IV, §1, 4.] and proved in [19]. It is easily seen that we may restrict
ourselves to the case when a = 1.
Now suppose that µ is a cylinder measure on V ′. Then µ defines a normalized
measure νF on the Borel σ-algebra of each factor space V
′/F◦ by
νF (M) := µ(N),(2)
where N is the cylinder set with base M and generating space V ′/F◦. These
measures νF are not independent of each others. If G is another finite-dimensional
subspace of V ′ such that F ⊆ G, then for each Borel set M of V ′/F◦ we have
νF (M) = νG(pi
−1(M))(3)
where pi denotes the canonical map of V ′/G◦ into V ′/F◦ given by pi(L + G◦) =
L + F◦, L ∈ V ′. Note that (3) is a compatibility condition for the measures νF .
That is, if (3) holds for a family of normalized measures νF indexed by the finite-
dimensional subspaces F of V , then it comes from a cylinder measure µ, defined
by (2), on V ′ (see e.g. [15, Chapter IV, §1, 5.].
Cylinder measures are defined only on the algebra C(V ) of cylinder sets and they
are not σ-additive in general. Hence it is natural to look for conditions on V which
imply a cylinder measure µ on V ′ is σ-additive on C(V ). In this case µ extends to
an ”ordinary” σ-additive measure on the σ-algebra B(V ).
In what follows nuclear operators and nuclear spaces will play a crucial role.
Definitions and basic facts on these notions can be found (for instance) in [15,
Chapter I, §3] or [21, Chapter III, 7.]. We briefly repeat.
Let (V1, 〈·, ·〉1) and (V2, 〈·, ·〉2) be Hilbert spaces. An operator b : V1 → V2 is
called nuclear if there exist sequences (ϕn)n∈N of V1 and ψn)n∈N of V2 such that
∞∑
n=1
‖ϕn‖1 ‖ψn‖2 <∞ and b =
∞∑
n=1
〈·, ϕn〉1ψn.
A positive self-adjoint operator b : V → V of a Hilbert space (V, 〈·, ·〉) is nuclear,
equivalently of trace class, if and only if
∑
i∈I〈bηi, ηi〉 <∞ for some (then for each)
orthonormal basis (ηi)i∈I of V .
Let (Vn, 〈·, ·〉n), n ∈ N, be Hilbert spaces such that Vn ⊆ Vm and ‖·‖m ≤ ‖·‖n for
all n ≥ m. The vector space V = ∩nVn, equipped with the locally convex topology
defined by the family of norms ‖ · ‖n, n ∈ N, is called a σ-Hilbert space. Such a
space V is called nuclear if for each n ∈ N there exists an m ∈ N such that the
embedding of the Hilbert space (Vm, 〈·, ·〉m) into (Vn, 〈·, ·〉n) is nuclear.
Note that the Schwartz space S(Rd) is a nuclear σ-Hilbert space. Indeed, let N
denote the number operator with domain D(T ) in the Hilbert space (L2(Rd), 〈·, ·〉).
Then S(Rd) = ∩nVn, where Vn := D(T n) and 〈·, ·〉n := 〈Nn·, Nn·〉n, n ∈ N.
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An important and deep result is the following Minlos’ theorem.
Theorem 3. Suppose that V is a nuclear locally convex Hausdorff space. Then
each continuous cylinder measure on V ′ is σ-additive and extends to a measure on
the σ-algebra B(V ).
Proof. If V is a σ-Hilbert space, this result was proved by R.A. Minlos [19]. A proof
of this case is given in [15, pp. 290–30]. The general case is treated in [28]. 
Now we specialize to the case when V is a Hilbert space with scalar product
〈·, ·〉. Let (bn)n∈N be a sequence of positive nuclear operators on V . Then the sets
Un,r := {t ∈ V : 〈bnt, t〉 ≤ r}, where n ∈ N, r > 0,(4)
form a 0-neighborhood basis of a locally convex topology on V , called the Sasonov
topology associated with the sequence (bn)n∈N.
A cylinder measure µ on V ′ is called continuous with respect to the Sasonov
topology if for each ε > 0 there exist n ∈ N and δ > 0 such that 〈bnt, t〉 ≤ δ implies
that µ({s ∈ V : |〈s, t〉 ≥ 1}) ≤ ε.
The following Sazonov theorem characterizes σ-additive cylinder measures.
Theorem 4. Suppose that V is a Hilbert space. A cylinder measure µ on V ′ is σ-
additive if and only if there exists a sequence (bn)n∈N of positive nuclear operators
on V such that µ is continuous in the corresponding Sazanov topology.
Proof. [15, Chapter IV, §2, Proposition 7] or [20]. 
3. Moment functionals with cylinder measures
Let us introduce our setup and some notations that will be kept in this paper.
Throughout, A is a unital real commutative algebra. We suppose that T is a linear
subspace of A such that T ∪ {1} generates the algebra A and S is a vector space
basis of T . The vector space of all linear functionals on T is denoted by T ∗.
By a character of A we mean an algebra homomorphism χ : A → R such that
χ(1) = 1. The set of characters of the commutative algebra A is denoted by Aˆ. We
equipp Aˆ with the weak topology inherited from A. A linear functional L on A is
called positive if L(f2) ≥ 0 for all f ∈ A.
Obviously, each character of A is uniquely determined by its values on T. Hence
the map Aˆ ∋→ χ⌈T ∈ T ∗ is injective. Simple examples show that this map is
not surjective in general, that is, its range Aˆ⌈T ≡ {χ⌈T ;χ ∈ Aˆ } can be different
from T ∗. For notational simplicity we will not distinguish between χ ∈ Aˆ and its
restriction χ⌈T, that is, with a slight abuse of notation we consider Aˆ⌈T as a subset
of Aˆ.
Let T denote the vector space T equipped with some locally convex Hausdorff
topology. As usual, T ′ is the dual vector space of all continuous linear functionals
on T . In what follows we will deal with cylinder measures on T ′. (For instance, if
we take the finest locally convex topology on the vector space T , then T ′ = T ∗.)
Definition 5. Suppose that T ′ ⊆ Aˆ⌈T. Let µ be a cylinder measure on T ′ such that
the function χ 7→ f(χ) on T ′ is µ-integrable for all f ∈ A. The linear functional L
on A defined by
L(f) =
∫
T ′
f(χ) dν(χ) for f ∈ A,(5)
is called a moment functional on A and µ a representing cylinder measure of L.
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Since T ′ ⊆ Aˆ⌈T , equation (5) means that L is an integral over characters of A
with respect to the cylinder measure µ.
The following example shows how the classical moment problem fits into the
above setup.
Example 6. Let A = R[x1, . . . , xd] and T := {a1x1 + · · ·+ adxd : a1, . . . , ad ∈ R}.
Since Aˆ consists of point evaluations at points of Rd, we have Aˆ⌈T = T ∗ = T ′ ∼= Rd
for any locally convex Hausdorff topology on T. In this case, the moment functionals
according to Definition 5 are just the ”usual” moment functionals on R[x1, . . . , xd].
All integral representations of functionals L developed below remain valid with-
out the assumption T ′ ⊆ Aˆ⌈T . The latter is only used to conclude that L is an
integral over characters of A, so that L is a moment functional.
In the rest of this section we discuss the condition T ′ ⊆ Aˆ⌈T in Definition 5.
If the character set Aˆ separates the points of T (that is, t ∈ T and χ(t) = 0 for
all χ ∈ Aˆ imply t = 0), this assumption is fulfilled if we equip T with the weak
topology σ(T, Aˆ⌈T ) of the dual pairing (T, Aˆ⌈T ). This topology is Hausdorff by
the separation assumption and we have T ′ = Aˆ⌈T by a standard result on locally
convex spaces.
Now let us consider the case when Aˆ does not separate the points of A. Clearly,
Radch(A) := {f ∈ A : χ(f) = 0 for all χ ∈ Aˆ }(6)
is an ideal of A and the quotient algebra A/Radch(A) has the property that the
characters separate the points.
If L is a positive functional on A and L vanishes on f ∈ Radch(A), then L induces
a positive functional on the quotient algebra A/Radch(A) and we can study the
moment problem there. Since this quotient algebra characters separate points, we
can proceed as in the preceding remark.
The following question came up some years ago in a discussion with Y. Savchuk:
(*) Do all positive functionals on A vanish on Radch(A)?
For finitely generated algebras this follows easily from Haviland’s theorem. As
noted by T. Bisgaard [8], it is true if A is the semigroup algebra R[S] of a com-
mutative unital semigroup S. For general algebras the answer is negative as the
follwoing example shows.
Example 7. Let A be the Arens algebra Lω
R
(0, 1) := ∩p≥1LpR(0, 1), where LpR(0, 1)
is the real Lp-space with respect to the Lebesgue measure. Then A is a commutative
unital real algebra which has no character (see [4] or [22, Example 2.5.10]), so that
Radch(A) = A. Let ϕ ∈ C0(0, 1), ϕ 6= 0. Then
Lϕ(f) =
∫ 1
0
f(x)|ϕ(x)|2dx, f ∈ A,
is a nonzero positive functional Lϕ on A. Obviously, it does not vanish on Radch(A).
Remark 8. Let C be a (real or complex) unital ∗-algebra. The ∗-radical Rad(C)
is usually defined as the ideal of c ∈ C such that L(c∗c) = 0 for all positive linear
functionals L on C, or equivalently, of elements of C which are annihilated by all
(possibly unbounded) ∗-representations of C.
The commutative real algebra A is a ∗-algebra with identity map as involution.
For such an algebra A the ideal Radch(A) defined by (6) can be considered as another
version of the radical. Then (∗) is the question when Radch(A) coincides with
Rad(A).For the algebra A in Example 7 we have Radch(A) = A and Rad(A) = {0}.
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4. Integral Representation of Linear Functionals
Now we begin with some preparations for our main result (Theorem 12).
Let Q denote the unital monoid generated by the elements 1 + t2, where t ∈ S,
and let B := Q−1A be the corresponding algebra of fractions.
Lemma 9. Each character χ ∈ Aˆ extends uniquely to a character, denoted again by
χ with a slight abuse of notation, of B = Q−1A by setting χ(q−1) = χ(q)−1, q ∈ Q.
The map Bˆ ∋ χ 7→ χ⌈T ∈ T ∗ is injective.
Proof. Let χ ∈ Aˆ. Let q ∈ Q, q 6= 1. Then q is of the form q = (1 + t1) . . . (1 + t2k)
with t1, . . . , tk ∈ T and
χ(q) = (1 + χ(t1)
2) · · · (1 + χ(tk)2) > 0.(7)
Any element b of Q−1A is of the form b = q−1a with q1 ∈ Q and a ∈ A. Note
that χ(q) > 0 by (7). We define χ(b) = χ(q)−1χ(a). One easily checks that this
definition is independent of the particular representation b = q−1a of the element
b ∈ B and that χ becomes a character on the algebra B = Q−1A. This completes
the proof of the first assertion.
Since T generates the algebra A, each character of A, by the preceding also
each character of B, is uniquely determined by its values on T . This implies the
injectivity of the map χ 7→ χ⌈T . 
Thus, the character of A are precisely the restriction of characters of B. As
usual we will consider elements of B as functions on the character set Bˆ and write
b(χ) := χ(b) for χ ∈ Bˆ and b ∈ B.
The crucial technical result for our approach is the following lemma. Similar
algebras of fractions have been used in [24] and also in [14].
Lemma 10. Let F be a finite-dimensional linear subspace of T and let {t1, . . . , tk}
be a vector space basis of F . Let BF denote the unital subalgebra of B generated
by ti and ai := (1+ t
2
i )
−1 for i = 1, . . . , k. For each positive linear functional L on
BF there exists a unique Radon measure νF on F∗ such that
L(b) =
∫
F∗
b(χ) dνF (χ) for b ∈ BF .(8)
Before we prove this lemma let us rewrite the integral (8) in terms of coordinates
on the vector space F∗. This builds the bridge to the moment problem on Rk. De-
fine functionals χi ∈ F∗ by χi(tj) = δij , where i, j = 1, . . . , k. Clearly, {χ1, . . . , χk}
is a vector space basis of F∗. It is the dual basis to the basis {t1, . . . , tk} of F .
Hence each χ ∈ F∗ can be written as
χ = x1χ1 + · · ·+ xkχk with x(χ) := (x1, . . . , xk) ∈ Rk
uniquely determined by χ. We shall write b˜(x(χ)) := b(χ) for χ ∈ F∗ and b ∈ BF .
Then b˜ is a function on Rk. Let ν˜F denote the Radon measure on R
k defined by
ν˜F(x(χ))) := νF (χ). Then we have∫
F∗
b(χ) dνF(χ) =
∫
Rk
b˜(x) dν˜F (x) for b ∈ BF .(9)
Proof of Lemma 10:
The existence assertion will be derived from the general fibre theorem proved in
[25]. For i = 1, . . . , k, we set bi := ti(1 + t
2
i )
−1. Clearly, bi ∈ BF . Let χ ∈ B̂F .
From the identity (ai − 1/2)2 + b2i = 1/4 we conclude that
(χ(ai)− 1/2)2 + χ(bi)2 = 1/4.
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Therefore, |χ(ai − 1/2)| ≤ 1/2, hence |χ(ai)| ≤ 1, and |χ(bi)| ≤ 1/2. This shows
that the 2k functions hi = ai and hk+i := bi, where i = 1, . . . , k, on B̂F are
bounded. We apply the fibre theorem to the bounded functions h1, . . . , h2k and the
preordering P :=∑(BF )2. Note that K(P) = B̂F .
Let us fix numbers λi ∈ hi(K(P)), i = 1, . . . , 2k, and set λ = (λ1, . . . , λ2k) ∈ R2k.
For χ ∈ B̂F and i = 1, . . . , k, we obtain
(1 + χ(ti)
2)χ(hi) = χ(1 + t
2
i )χ(ai) = χ(1 + t
2
i )ai) = χ(1) = 1,
so that χ(hi) > 0 and therefore λi > 0. Let Iλ denote the ideal of BF generated
by the functions hi − λi, i = 1, . . . , 2k. In the quotient algebra BF /Iλ we have
hi = (1 + t
2
i )
−1 = λi and hk+i = ti(1 + t
2
i )
−1 = λk+i, so that ti = λk+iλ
−1
i for
i = 1, . . . , k. Hence the algebra BF /Iλ is R, so it obviously obeys property (MP).
Thus, all assumptions of the fibre theorem are satisfied. By the fibre theorem [25] (or
equivalently, by the implication (iii)→(i) of [26, Theorem 13.10]), the preordering∑
(BF )
2 of the algebra BF has property (MP). This means that the positive linear
functional L on BF is an integral of some Radon measure ν on B̂F . From Lemma
9, applied to BF instead of B, it follows that B̂F ∋ χ → χ⌈F ∈ F∗ is injective. If
νF denotes the pushforward of the measure ν under this mapping, we obtain the
desired integral representation (8).
Finally, we prove the uniqueness assertion. Let µF and νF be two Radon mea-
sures on F∗ for which (8) is satisfied. Set hi := (1+ t2i )−1 and hk+i := ti(1+ t2i )−1,
i = 1, . . . , k. Let CF denote the subalgebra of BF generated all elements hi1 · · ·hik ,
where ij ∈ {j, k + j}, and let DF be the algebra of functions h˜, where h ∈ CF .
Clearly, h˜i(x) = (1 + x
2
i )
−1 and h˜k+i(x) = xi(1 + x
2
i )
−1 for x = (x1, . . . , xk) ∈ Rk
and i = 1, . . . , k. Further, if h := hi1 · · ·hik , then h˜ = h˜i1 . . . h˜ik . This implies
that all functions of DF vanish at infinity. Clearly, the algebra DF separates the
points of Rk. For g := h1 · · ·hk we obviously have g˜ 6= 0 on Rk. Clearly, DF is
an algebra of continuous functions on the locally compact space Rk. As shown by
the preceding, this algebra satisfies the assumptions of the Stone-Weierstrass the-
orem (see e.g. [12, Chapter V, Corollary 8.6]). By this theorem, for each function
f ∈ C0(Rk) there exists a sequence (fn)n∈N of elements from CF such that the
sequence (f˜n)n∈N of DF converges to f uniformly on R
k. By (8) and (9), we have
∫
Rk
f˜n(x) dµ˜F (x) =
∫
F∗
fn(χ) dνF (χ) =
∫
F∗
fn(χ) dνF =
∫
Rk
f˜n(x) dν˜F (x).
(10)
Passing to the limit in (10) we get
∫
f(x) dµ˜F =
∫
f(x) dν˜F . Since this holds for
all f ∈ C0(Rk), we conclude that µ˜F = ν˜F . Hence µF = νF . 
Theorem 11. Let L be a positive linear functional on B such that L(1) = 1. Then
there exists a unique cylinder measure µ on T ′ such that
L˜(b) =
∫
T ′
b(χ) dµ(χ) for b ∈ B.(11)
Proof. Let F be a finite-dimensional linear subspace of T . By Lemma 10 there
exists a unique Radon measure νF on F∗ ∼= T ′/F◦ such that (8) holds. Since
1 ∈ BF and L(1) = 1 by assumption, each measure νF is normalized. If N is a
cylinder set with base M and generating space T ′/F◦, we define µ(N) := νF(M).
As noted above, to show that µ is a well-defined cylinder measure on T ′ it suffices
to verify the compatibility condition (3).
Let G be another finite-dimensional linear subspace of T such that F ⊂ G. We
choose a basis G := {f1, . . . , fk, fk+1, . . . , fn}, k < n, of the vector space G such
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that F := {f1, . . . , fk} is a basis of F . Let νG be the corresponding measure for G
according to Lemma 10. Further, we denote by τ the Radon measure on Rk given
by σ(M) = ν˜G(M ×Rn−k), whereM is a Borel set of Rk. We use the notation and
some arguments from the proof of Lemma 10. Let b ∈ BF . Since F ⊆ G, we have
b ∈ BG. Using (8) and (9) for both νF and νG we derive∫
Rk
b˜(x) dν˜F (x) =
∫
F∗
b(χ) dν(χ) = L(b) =
∫
G′
b(χ) dνF (χ)(12)
=
∫
Rn
b˜(y) dν˜G(y) =
∫
Rk
b˜(x) dσ(x).(13)
Here the last equality follows from the fact that for b ∈ BF the function b˜ on Rn
depends only on the first k coordinates. By Lemma 10, µF is th unique Radon
measure on F∗ satisfying(8). Hence ν˜F is the unique Radon measure on Rk such
that
∫
b˜ dν˜F = L(b) for all b ∈ BF . Therefore, it follows from (12)–(13) that ν˜F = σ.
Hence ν˜F (M) = σ(M) = ν˜G(M × Rn−k) for all Borel sets M of Rk. It is easily
verified that the latter is just condition reformulated in terms of coordinates. This
completes the proof of the fact that µ is a well-defined cylinder measure.
Let b ∈ B. Then b is contained in some algebra BF , so that (8) holds. Since
µ(N) := νF (M), this implies that (11) holds. The uniqueness of µ follows at once
from the uniqueness of the measures νF stated in Lemma 10. 
Now we turn to the moment problem on the algebra A. Define
A+ = {f ∈ A : f(χ) ≥ 0 for χ ∈ Aˆ }.
Clearly, each moment functional L is A+-positive (by (5)) and satisfies L(1) = 1
(since µ(T ′) = 1) by Definition 1(ii)).
Further, if L is a positive functional on A, we will say that Carleman’s condition
holds for an element t ∈ A if
∞∑
n=1
L(t2n)−
1
2n = +∞.(14)
(Note that L(t2n) ≥ 0, because the functional L is positive.)
The mai result of this paper is the following theorem.
Theorem 12. Let L be a linear functional on A such that L(1) = 1. Suppose that
one of the following assumptions (i) or (ii) is satisfied:
(i) L is A+-positive, that is, L(a) ≥ 0 for a ∈ A+.
(ii) L is positive, that is, L(a2) ≥ 0 for a ∈ A, and Carleman’s condition (14)
holds for all t of the vector space basis S of T .
Then there exists a cylinder measure µ on T ′ such that
L(f) =
∫
T ′
f(χ) dµ(χ) for f ∈ A.(15)
If there exists a continuous seminorm q on T such that
L(t2) ≤ q(t)2 for t ∈ T ,(16)
then there is a continuous cylinder measure µ on T ′ such that (23) holds.
Further, if in addition T ′ ⊆ Aˆ⌈T , then L is a moment functional on A according
to Definition 5.
Proof. First assume (i). Let B = Q−1A the algebra of fractions defined above.
Since the characters of A are restrictions to A of characters of B by Lemma 9, we
have B+ ∩ A = A+. Since all elements ai, bi are bounded on Bˆ as shown in the
proof of Lemma 10, so are all elements of Q−1. Hence for each b ∈ B there exists
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a ∈ A such that b(χ) ≤ a(χ) for all χ ∈ Bˆ. Therefore, the A+-positive functional
L can be extended to a B+-positive linear functional L˜ on B. From Theorem 11,
applied to L˜, it follows that there exists a cylinder measure µ on T ′ such that (23)
is satisfied.
Now we suppose that (ii) is satisfied. Let F be a finite-dimensional linear sub-
space of T and F := {f1, . . . , fk} a basis of F . Let AF denote the unital subalgebra
of A generated by f1, . . . , fk. We define a linear functional LF on R[x1, . . . , xk] by
LF (p(x1, . . . , xk)) = L(p(f1, . . . , fk)).
Since LF (x
2n
j ) = L(f
2n
j ) for j=1, . . . , k and n ∈ N, it follows from (ii) that LF is
a positive functional on R[x1, . . . , xk] satisfying the multi-variate Carleman condi-
tion. Therefore, by Nussbaum’s theorem, LF is a determinate moment functional
on R[x1, . . . , xk], that is, LF has a unique representing Radon measure on R
k.
Therefore, there exists a unique Radon measure νF on F∗ ∼= Rk such that
L(a) =
∫
F∗
a(χ) dνF (χ) for a ∈ AF .
Proceeding as in the proof of Theorem 11 it follows that the family of measures νF
give a well-defined cylinder measure on T ′. The uniqueness of measures νF used
in a crucial manner in the proof of Theorem 11 follows now from the uniqueness of
representing measures of functionals LF because of the Carleman condition.
Now suppose that the continuity assumption (22) is fulfilled. Let ε > 0 and
a > 0 be given. Set δ := a
√
ε and U := {t ∈ T : q(t) ≤ δ}. Then, for t ∈ U ,
µ({χ ∈ T ′ :|χ(t)| ≥ 1}) ≤ a−2
∫
T ′
χ(t)2dµ(χ)
= a−2
∫
T ′
χ(t2)dµ(χ) = a−2L(t2) ≤ a−2q(t)2 ≤ a−2δ2 = ε.
Thus, the condition in Definition 2 is satisfied, so µ is continuous.
If T ′ ⊆ Aˆ⌈T , then Definition 5 is satisfied, so L is a moment functional on A. 
5. Nuclearity assumptions and representing measures
If we assume the nuclearity of the space T in Theorem 12 , then we get an
”ordinary” σ-additive representing measure of L rather than a cylinder measure.
Theorem 13. Let L be a linear functional on A such that one of the assumptions
(i) or (ii) in Theorem 12 holds. Suppose that T is a nuclear locally convex Hausdorff
space and there exists a continuous seminorm q on T such that
L(t2) ≤ q(t)2 for t ∈ T .(17)
Then there exists a measure µ defined on the σ-algebra B(T ) such that
L(f) =
∫
T ′
f(χ) dµ(χ) for f ∈ A.(18)
If T ′ ⊆ Aˆ⌈T , then L is a moment functional with representing measure µ.
Proof. Assumption (i) implies that L is positive. Therefore, if L(1) = 0, then L = 0
by the Cauchy-Schwarz inequality, so the assertion holds trivially with µ = 0.
Suppose that L(1) 6= 0. Then L(1) > 0 by (i) or (ii) and Theorem 12 applies
to the functional L(1)−1L on A. Since the space T is nuclear, the corresponding
cylinder measure is a measure by Minlos’ Theorem 3. 
By Minlos theorem, the nuclearity of the space T implies that each cylinder
measure on T ′ is indeed a measure. A necessary and sufficient condition when a
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given cylinder measure is a measure is provided by Sazonov’s theorem 4. We do
not restate the corresponding result in the present setting.
As an important special case we can take the whole algebra A as vector space T.
Then, Aˆ = Aˆ⌈T , so the assumption T ′ ⊆ Aˆ⌈T is trivially satisfied and Theorems
12 and 13 provide integral representations of the corresponding functional L over
characters.
Now we begin with the preparations for the next main result (Theorem 15).
A real algebra C equipped with a locally convex topology is called a topological
algebra if for each b ∈ C the mappings c→ bc and c→ ab are continuous on C.
A locally convex space V is called barrelled if each absolutely convex closed
absorbing subset of V is a zero neighbourhood [21, Chapter II, Section 7]. For
instance, each complete metrizable locally convex space is barrelled.
The following lemma is a known result (see e.g. [22, Corollary 3.6.]) adapted to
the present context.
Lemma 14. Suppose that C is a barrelled topological real algebra. If L is a con-
tinuous positive linear functional on C, there exists a continuous seminorm q on C
such that L(c2) ≤ q(c)2 for all c ∈ C.
Proof. First we prove the equality
L(c2)1/2 = sup {|L(cb)| : b ∈ C;L(b2) = 1}.(19)
Let Mc denote the supremum on the right hand side of (19). Since L is positive,
the Cauchy-Schwarz inequality yields |L(cb)| ≤ L(c2)1/2L(b2)1/2 = L(c2)1/2. Hence
Mc ≤ L(c2)1/2. Further, if L(c2) = 0, then Mc = 0 by this equality. Now suppose
that L(c2) > 0. Then b := cL(c2)−1/2 satisfies L(b2) = 1 and |L(cb)| = L(c2)1/2, so
that L(c2)1/2 ≤Mc. Putting the preceding together we have proved (19).
Now we set U := {c ∈ C : L(c2)1/2 ≤ 1}. Obviously, U is absorbing. From (19)
we easily conclude that the set U is absolutely convex.
We prove that U is closed in C. Let (ci)i∈I be a net from U converging to some
element c ∈ C. Fix b ∈ C such that L(b2) = 1. Since L is continuous and the map
a → ab on C is also continuous (because A is a topological algebra), we conclude
that limi L(cib) = L(cb). From ci ∈ U and (19) it follows that |L(cib)| ≤ 1, so that
|L(cb)| ≤ 1. Therefore, again by (19), L(c2)1/2 ≤ 1, that is, c ∈ U . This shows that
U is closed.
Since the locally convex space C is barrelled, U is a zero neighbourhood in C.
Hence there exists a continuous seminorm q on C such that {c ∈ C : q(c) ≤ 1} ⊆ U.
This implies that L(c2)1/2 ≤ q(c) for all c ∈ C. (In fact, r(c) := L(c2)1/2, c ∈ C,
defines a seminorm r on C. Hence r is continuous on C and we could take r = q.) 
Under assumption (i) the next result was proved by Borchers and Yngavson [9].
Theorem 15. Suppose that the commutative real unital algebra A carries a nuclear
barrelled locally convex covex topology such that it is a topological algebra. Let L be
a continuous linear functional on A satisfying one of the following assumptions:
(i) L is A+-positive.
(ii) L is positive and Carleman’s condition (14) holds for all t of some vector
space basis of A.
Then there exists a measure µ on the σ-algebra B(Aˆ) such that
L(a) =
∫
Aˆ
a(χ) dµ(χ) for a ∈ A.(20)
Proof. Since A is a barrelled topological algebra, by Lemma 14 there is a continuous
seminorm q on A such that L(a2) ≤ q(a)2 for a ∈ A. Therefore, setting T = A,
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all assumptions of Theorem 13 are fulfilled and the assertion follows from Theorem
13. 
6. Moment problem for symmetric algebras over vector spaces
Let V be a real vector space. First we recall the definition of the symmetric
algebra S(V ) over V .
For n ∈ N, Vn = V ⊗ · · · ⊗ V denotes the n-fold tensor product of V and Sn(V )
is the subspace of symmetric tensors. For v =
∑
i v1i ⊗ · · · ⊗ vni ∈ Vn we set
s(v) :=
1
n!
∑
θ
∑
i
vθ(1)i ⊗ · · · ⊗ vθ(n)i,
where the summation is over all permutation θ of {1, . . . , n}. Set S1(V ) := V and
S0(V ) := R. Let S(V ) be the direct sum of vector spaces Sn(V ), n ∈ N0. Then
S(V ) becomes a commutative unital real algebra with product determined by
(v · w)m =
∑
k+n=m
s(vk ⊗ wn) for v = (vk), w = (wk) ∈ S(V )
with the obvious interpretations v0⊗wn = v0wn, vn⊗w0 = wnv0, s(v0⊗w0) = v0w0
and the unit element 1 = (1, 0 . . . ). That is, S(V ) is the free commutative real unital
algebra over the vector space V ; it is called the symmetric algebra over V .
Let V ∗ be the dual vector space of V . Since S(V ) is the free commutative
algebra over V , each functional L ∈ V ∗ extends uniquely to a character of S(V ).
Hence the restriction L → L⌈V is a bijection of Ŝ(V ) and V ∗. That is, the linear
functionals on V a are in one-to-one correspondence with characters of the algebra
S(V ). Letting A = S(V ) and T = V , we are in the setup described at the beginning
of Section 3 and we have Aˆ⌈T = V ∗.
The second assertion of the next theorem is the well-known solution of the mo-
ment problem over nuclear spaces. It was first obtained independently in [9] and
[11] by using different methods. An elegant approach based on Choquet theory was
sketched in [16] and ealaborated in [22, Section 15.1].
Theorem 16. Let V be a real vector space and let L be a linear functional on S(V )
such that L(1) = 1. Suppose one of the assumptions (i) or (ii) in Theorem 12 is
satisfied. Then L is a moment functional (as in Definition 5 with T ′ = V ∗), so
there exists a cylinder measure on V ∗ such that
L(f) =
∫
V ∗
f(χ) dµ(χ) for f ∈ S(V ).(21)
Suppose in addition that V is equipped with a nuclear locally convex Hausdorff
topology and there exists a continuous seminorm q on V such that
L(t2) ≤ p(t)2 for t ∈ V.(22)
Then there exists a measure µ on the σ-algebra B(V ′) of V ′ such that
L(f) =
∫
V ′
f(χ) dµ(χ) for f ∈ S(V ).(23)
Proof. For the first assertion we equipp the vector space V with its finest locally
convex topology. Then T ′ = V ∗ = Aˆ⌈T , so L is a moment functional by the first
assertion of Theorem 12.
If V is a nuclear space and (22) holds, then T ′ = V ′ ⊆ Aˆ⌈T and the second
assertion of Theorem 12 applies. 
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Example 17. Let V be a vector space with a countable Hamel basis. Then S(V )
is (isomorphic to) the polynomial algebra R[x1, . . . , xn, . . . ] in countably many in-
determinants xn, n ∈ N. Further, the finest locally convex topology on V is nuclear
and each seminorm (in particular, the seminorm t→ L(t2)1/2) is continuous in this
topology. Thus, Theorem 16 applies, hence each S(V )+-positive linear functional
on S(V ) is a moment functional with representing measure on B(V ′). In a slightly
different formulation this result was proved in [14].
7. Gaussian measures
Let us begin with the finite-dimensional case. Let (·, ·) be a scalar product on
Rd and let dx be the Lebesgue measure on Rd for this scalar product. For a Borel
subset M of Rd we define
ν(M) = (2pi)−d/2
∫
M
e−(x,x)/2dx.(24)
Then ν is a Radon measure on Rd, called the (standard) Gaussian measure asso-
ciated with (·, ·). It can be nicely characterized in terms of its Fourier transform: ν
is the unique probability Radon measure on Rd satisfying∫
Rd
ei(x,y)dν(x) = e−(y,y)/2 for y ∈ Rd.
Obviously,
∫
Rd
p(x)dν(x) is finite for each polynomial p ∈ R[x1, . . . , xd].
Now we suppose that (·, ·) is a scalar product on a locally convex space V .
Let F be a finite-dimensional subspace of V . We identify F with some Rd and
denote by νF the Gaussian measure on F associated with the restriction of the scalar
product (·, ·) to F . The finite-dimensional Hilbert space (F , (·, ·)) is canonically
isomorphic to its dual and so to V ′/F◦. Let IF denote this isomorphism. Then
µF (·) := νF(I−1F (·)) defines a Radon measure on V ′/F◦. These measures µF satisfy
the compatibility condition (3), so they define a cylinder measure µ := µ(·,·) on V
′,
called the Gaussian cylinder measure associated with the scalar product (·, ·).
If the scalar product (·, ·) is continuous on V × V , it follows easily that µ(·,·)
satisfies the continuity condition in Definition (2), so µ(·,·) is continuous. Details
and proofs for the preceding construction can be found e.g. in [15, Ch. IV, §3].
Theorem 18. Let V be a real locally convex Hausdorff space. Suppose that (·, ·) is
a scalar product on V which is continuous on V × V . Then µ(·,·) is a continuous
cylinder measure on V ′ and there exist a determinate moment functional L on
A = S(V ) such that
L(f) =
∫
T ′
f(χ) dµ(·,·)(χ) for f ∈ S(V ).(25)
If the locally convex space E is nuclear, then µ(·,·) is measure on B(V ′).
Proof. Since for Gaussian measures on finite-dimensional spaces integrals of poly-
nomials are finite, the integrals in (25) are finite. Hence equation (25) gives a
well-defined moment functional L on A.
Let τ be representing cylinder measure for the moment functional L. Then
for each finite-dimensional subspace F of E, τF and µF have the same moment
functional on E′/F◦ and so have their push forwards on F . But νF (as defined
above) is a Gaussian measure on Rd. It it well-known and follows (for instance)
from [26, Corollary 14.24] that νF is determinate. Therefore, both push forwards
coincide on F . Hence τF = µF which implies that τ = µ(·,·). This shows that L
has a unique representing cylinder measure µ(·,·), that is, L is determinate.
If the space E is nuclear, the cylinder measure µ(·,·) is indeed a measure by
Minlos’ Theorem 3. 
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Further, the Gaussian cylinder measure µ(·,·) yields a positive definite functions
µ̂(·,·) on V , called the Fourier transform of µ(·,·), defined by
µ̂(·,·)(y) =
∫
V ′
ei (χ,y)dµ(·,·)(χ), y ∈ V.(26)
Cylinder measures are often studied in terms of their Fourier transforms and there
is a Bochner-Minlos theorem, see e.g. [15, Chapter IV, §4].
Now we specialize to the case where V is a real separable Hilbert space with
scalar product 〈·, ·〉 and assume that the scalar product (·, ·) is continuous on V .
From the latter it follows that there exists a bounded positive self-adjoint operator
b on V such that ker b = {0} and
(x, y) = 〈bx, y〉, x, y ∈ V.(27)
Conversely, each positive bounded operator b on V with trivial kernel defines a
continuous scalar product on E by (27).
The following result characterizes when the cylinder measure µ(·,·) is a measure.
Proposition 19. The Gaussian cylinder measure µ(·,·) on V
′ defined above yields
a measure on the σ-algebra B(V ′) if and only if the operator b is trace class.
Proof. [15, Hilfssatz 2, p. 313] or [13, Chapter II, Theorem 2.1]. 
Example 20. Suppose that {ek; k ∈ N} is an orthornormal basis of a Hilbert space
V and let (bk)k∈N a bounded sequence of positive numbers. There is a unique
bounded operator b on V defined by bek = bkek for k ∈ N. Obviously, b is positive,
self-adjoint and ker b = {0}. Let (·, ·) denote the scalar product (27) on V and µ(·,·)
the corresponding Gaussian cylinder measure on V ′ ∼= V . By Theorem 18, µ(·,·) is
the unique representing cylinder measure for the moment functional L (defined by
(25)) on S(V ).
Clearly, b is a trace class operator if and only if
∞∑
k=1
bk < +∞.(28)
Therefore, by Proposition 19, the moment functional L has a representing (σ-
additive!) measure on B(V ′) if and only if (28) holds. Thus, if ∑k bk = +∞,
then the unique representing cylinder measure of L is not a measure.
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