for a large number of trials and of subjects who were to identify a letter string either as a word or as a nonword. To initiate a trial, each subject depressed two response keys, and while both keys were depressed a letter string appeared on a visual display. The subjects indicated whether the letter string was a word or a nonword by releasing one or the other of the two depressed response keys.
Three groups of subjects provided data for Table 1 . The first group were Korsakoff syndrome patients selected from a local hospital. The second group were speakers of a rare Oriental language who learned English after immigrating to North America. The third group were readers of a well-known psychological journal. Table 1 presents general measures of performance derived for each group from the subjects' responses to the presentations of words. These measures are the relative frequency of correct identifications, mean response time, mean correct response time, and mean error response time. The table shows that the relative frequency of a correct response and the mean correct response time tend to covary and that a fast mean response time corresponds to a low relative frequency of a correct response.
Korsakoff syndrome patients apparently recognize words very quickly, in 540 msec. It makes no difference whether the response is correct or incorrect; 540 msec is sufficient. For the nonnative speakers the mean response time increases, and, somewhat sur- Note. P c = probability of correct response; M = mean response time; M c = mean correct response time; and M E = mean error response time.
prisingly, a small difference between mean correct and mean error time emerges. For the readers of the well-known psychological journal, the mean response time is yet longer and the difference between mean correct and mean error response time is even more dramatic. In order to ensure that these results were credible, the performances were analyzed by the application of a thoroughly inappropriate analysis of variance to the correct and error response time measures. The analysis revealed a significant main effect due to group, a significant main effect due to category of response (correct or error), and a significant interaction. Further discussion of this analysis comes later.
Turning now to the examination of response probability, we see that the groups differed in their ability to recognize words. Group 1 seemed to have great difficulty in recognizing a word; only 60% of the presented words were identified correctly. For Group 2 this percentage increased to 75, and for Group 3, nearly perfect performance, 95% occurred.
One interpretation of these response proportions is that they reflect the effects of two distinct phenomena. First, readers of psychological journals (Group 3) are known to be highly verbal and to have large lexicons. The subjects in Group 2, who learned English as a second language, apparently possess a lexicon that is somewhat smaller than that of Group 3. The Korsakoff syndrome patients (Group 1) are special because they are native speakers of English, but (and here we invoke the second phenomenon, which is a common observation concerning these patients) they apparently forgot the instructions given to them and seemed to respond at nearly a chance level with correct and error responses requiring only a short length of time.
A curious result is that as correct response proportions increase, there is a concomitant increase in both mean response time and mean correct response time. These increases in response time are consistent with the hypothesis that the size of an effective lexicon varies across groups. For the Korsakoff patient, the size of the lexicon is effectively small because of the frequent inability to gain access to it. For the foreign language speaker, the size of the lexicon is also small, and thus little time is consumed in seeking out and identifying a letter string. For the reader of the psychological journal, the lexicon is vast, and comparing a letter string with many internal word representations consumes appreciable time. We conclude, therefore, that in recognizing a word, subjects search an internal stored representation of words, called a lexicon, and that the time taken to identify a word correctly depends on the number of stored words. Or do we?
In considering all of the results reported in Table 1 we are left to wonder why error response times change from group to group as dramatically as they do. (Fortunately, this experimenter chose to provide us with a fairly complete report of data by including mean error response time.) The increase in error response time appears to be consistent with a search of an increasingly large lexicon and a failure to locate successfully the presented letter string. Yet the fact that errors do occur suggests that the measures of correct response performance may not be direct measures of the subjects' word-recognizing ability. Perhaps some correct responses are due to a subject's guessing that a letter string is a word. Other subjects, also failing to recognize this same letter string, respond in error. Under such circumstances the correct response measures may be contaminated by guessing, and although the percentage of errors may be small, as for Group 3, there may still be a sizable increase in mean correct response time due to these correct guesses.
The data reported in Table 1 are manu-factured for the purpose of illustration, but the conclusions drawn from these data are quite like conclusions drawn from similar data reported in contemporary research journals. We turn now to a method of correcting response times for guessing, a method that is not altogether unknown but that requires some extensive discussion of its properties and application.
Correction of Response Probabilities
Under Equal Bias The method of correction derives from a simple two-state psychological theory reminiscent of models put forth by Herbart, In addition to a simple theory of competence there is a necessary rule of correspondence that relates psychological states of competence to observable responses by specifying which responses can result from a particular state. The psychological states represent mental processes that turn a stimulus into a psychological variable. Subsequently, a rule of correspondence transforms the output of the process into a response.
In Figure 1 we see that after a stimulus is presented, the experimental subject may occupy either of two mutually exclusive psychological states. State A represents a mental process that is totally distinct from a second mental process that is identified as State B. Although State B represents a process that is qualitatively different from State A; State B may also characterize a temporal sequence that includes State A, which is then followed by a subsequent process. For many finite state theories State A is associated with the mental process of theoretical interest, whereas State B characterizes performance features such as guessing. This theoretical development contrasts sharply with the additive error theory that dominated earlier psychological theorizing.
The rule of correspondence specifies that the output from State A leads to a correct response with probability 1. The output of State B leads to a correct response with probability b and an error response with probability 1 -b. Psychological processes are believed to consume time, and therefore each branch of the model shown in Figure 1 has a distribution of response time that characterizes the total time taken by both the psychological process and the making of the response. Each of these distributions has a mean response time /tt A and JU B > respectively. The distributions F A (t) and F K (t) are the cumulative distributions of response time and depend on the subject's psychological state.
Let us now examine the application of this model to the experiment reported above. Our fir'st assumptions are directed toward deriving a model based on a simple hypothesis. Given the nature of the experiment, one reasonable hypothesis suggests that on presentation of a letter string the subject enters State A if and only if the letter string is identified as a word. Thus, State A represents a word recognition state from which the subject emits a correct response with probability 1. In all other cases the letter string, although it is in fact a word, is not perceived to be a word. The subsequent response is based on factors other than the fact that a word was recognized. It may be argued that because a word was not recognized, the subject will definitely respond incorrectly and that the probability b, shown in Figure 1 , should be zero. Yet it is equally well argued that because the subject recognized both words and nonwords, the subject may guess when unsure of the proper classification for a letter string. If the subject is led to believe that there are as many words as nonwords, then whenever a letter string is not identifiable the subject may guess that the letter string is a word with probability b = .50. State B is much like State A except that when the process engaged in State A runs to completion without recognition, a guess occurs. The mean response time in State B is MB regardless of which response results.
Of course the experimenter does not witness this internal basis for performance. Rather, only correct and error responses are observed together with their response times. The two upper branches of Figure 1 correspond to those cases where a word is presented and the experimenter observes a correct response. The probability of such a response equals the probabilities obtained by adding together probabilities multiplied along the two branches involved. Thus, we find that PC, the probability of a correct response, can be written as The value p determines the frequency of occurrence of the mental process that leads to word recognition. The difficulty in correcting for guessing derives from the undisputed fact that both p and K are unknown and that from a single equation two free parameters cannot be determined. Yet, when response times are considered, this long standing problem may be solved.
For these experimental conditions subjects were encouraged to believe that, and respond as if, word and nonword letter strings were equally likely. Therefore, we assume that the subject guesses without bias, and we set b equal to .50. Equation 1 then leads to an estimate of the unknown value of p. To calculate p, notice that the standard correction for guessing for a true/false test may be applied. Because b = .50, the value of K equals 1, and p = P c -P E provides a simple correction for guessing and an estimator of the probability that State A occurred. Applying this method of estimating p to each group proves especially revealing. The values of p obtained for Groups 1, 2, and 3 turns out to be .20, .50, and .90. These values, given our model, suggest major differences among the three groups. We now determine whether these differences are corroborated by estimates of ^A and ^B again obtained by a correction for guessing.
Correction of Mean Response Times
Under Equal Bias
The mean correct response time can also be determined by referring to the two branches of Figure 1 that lead to a correct response. A more elaborate computation is involved, but the essence remains the same as in the response probability calculation. In order to compute the mean correct response time the two mean response times for each branch are mixed together according to their conditional probabilities of occurrence. Given that a correct response occurs, the upper branch is involved with probability p/(P c ) and the lower branch is involved with probability (1 -p)b/P c . These are the conditional probabilities associated with the two possible ways in which a correct response can occur. For each branch leading to a correct response, the conditional probability is multiplied by the branch's mean response time. The mean correct response time is then the sum of these two products. We find then that M c , the mean correct response time, is Estimates of p and MB are used to estimate the value of MA-The value of p must be determined, but MB is estimated directly from the mean error response time because the only way an error can occur is through State B. Either response from State B requires mean response time MB, and therefore the mean error time given the presentation of a word estimates MB-We may therefore use as an estimate MB = M E . Each group provides a different estimate of MB that is used to determine the value of MA according to Equation 2 by using the following equivalence,
Assuming, as above, that the response bias is identical for both responses, b = .50, and, therefore, As unlikely as it at first appears, all groups recognize a word as a word equally fast, on the average requiring 540 msec to read the letter string, to decide, and to respond. The interpretation of these findings is quite distinct from the conclusions drawn from the uncorrected response measures of Table 1 . First, the notion of searching through a lexicon of various sizes is no longer tenable. If such a search occurs, in anything other than an unlimited-capacity parallel manner in which every stored representation is examined simultaneously, then the mean time to locate a word should increase with the size of the lexicon. Yet the mean response time for State A, for each group, is 540 msec. Perhaps unlimited-capacity parallel processing is necessary. Yet changes in error response time appear to argue against fully parallel processing. If all representations in the lexicon are simultaneously searched, then the failure to locate a representation requires no longer than the successful location of a representation. The rather sizable changes in mean error response time certainly argue against this fully parallel notion as the only explanation. In fact, it appears that two processes are necessary to provide a good account of these data. The theory presented below illustrates how these processes and our assumed psychological states are related.
A Stochastic Guessing Model
With Equal Bias
The Diligent Guessing Model illustrated in Figure 2 proposes the existence of two psychological states. The first, State A, represents a fully parallel recognition process. If recognition occurs, then a word is identified with probability 1. Failure to recognize leads to two possibilities. Either guessing will occur at this time, and a correct or error response will occur with probability .50, or the subject begins another fully parallel search of memory. The theory makes this additional assumption: After the first search of memory the image of the stimulus is so decayed that subsequent searches can never lead to identification. Repeated searches, based only on the noisy remains of the earlier stimulus, result in guessing. The more diligent the subject is in processing the stimulus, the longer the eventual response time. In this way increasingly longer error times occur. The difference between correct and error response probabilities measures the probability that the subject recognizes a letter string to be a word during the first parallel processing of the lexicon. At first it appears that this cannot be so, but a simple calculation reveals its truth. With probability p, parallel analysis resulting in a correct response occurs. With probability 1 -p, the subject enters State B, in which case a guess actually occurs with probability, let us say, g; or with probability I -g; another parallel search is made. This parallel search continues, although the icon has vanished, therefore, State A may never again be entered. The only future possibilities are that the subject guesses with probability g, or with probability 1 -g the subject once again searches patients can search a portion of their lexicon both in parallel and exhaustively. The probability that the target item is in the scanned portion of the lexicon equals p, and because the scanning is exhaustive, a correct response occurs with probability 1.0. If the effective lexicon does not contain the target, with probability 1 -p, then the patient guesses. Either correct or error responses require identical response times because the effective lexicon is always exhaustively scanned. The remaining two groups process the target in a similar manner except that a target is discovered with probability p, the processing is then terminated, and a correct response is emitted. With probability 1 -p the target is not located, even with an exhaustive scan, and a guess with a long response time occurs. The size of the mean error response time depends, then, on the size of the lexicon-the size that is smallest for Group 1, larger for Group 2, and largest for Group 3. the lexicon without an icon. The name Diligent Guessing derives from the fact that subjects may persist in this pointless search of the lexicon, thereby impressing the experimenter with their earnest approach to the experimental task.
We may now calculate both the probability of an error and the mean error time. From the relevant branches of Figure 2 the probability of an error can be written as k=o The probability of a correct response P c equals 1 -P E or p + (1 -p)/2, and the difference between correct and error response probabilities is P c -PE ~ PTo calculate the mean error response time let us impose an easily relaxed condition on the mean time to parallel search the lexicon given a well-defined versus a noisy icon. For the first search only, the mean time is <5. For all searches subsequent to the first the icon is essentially noise, and the mean time is -y. To calculate the mean error response time, compute first the value of P^M^ which is obtained by multiplying the probability of every branch leading to an error by the mean time for the error to occur. The beginning few terms are
Or, by dividing both sides by P E = we have
In a similar fashion
= P 5 + P n M E .
Dividing both sides by P c = p + yields
--
2s -«>
The important value 6, which measures the mean parallel processing time, is in fact ft A .
The value of 5, may be computed by noting from Equation 7 that
This leads to the general correction for guessing, which applies to a large number of models and which is identical to Equation 4,
270 o 2 o a. Figure 3 . The relation between P C M C -Pt.M E and PC ~ PE must be linear for a variety of finite-state models.
1.0
When MA is a constant we should discover across subjects, experimental conditions, or other factors that a graph of the denominator of Equation 9 versus the numerator will yield a linear function with intercept zero and slope ^A. Figure 3 illustrates this graph for the data reported in Table 1 and indicates, of course, remarkable correspondence between the Diligent Guessing Model and the prediction in Equation 9. Other models leading to an identical prediction were examined in extenso by Oilman (1966) , Yellott (1967 Yellott ( , 1971 , and Link and Tindall (1971) .
To return to the analysis of Table 1 , an explanation for the changes in mean response time may be found in the subject's tendency to guess. For Group 1 the probability of continued processing following the first parallel analysis of the stimulus is zero, that is 1 -g = 0. Thus, any response, correct or error, occurs in mean time 5 = JU A . The estimate of the (corrected) relative frequency of recognizing a word equals .20. For Group 2 this value increases to .50, the first pass parallel search time requires 540 msec = /i A , but error and correct response times increase due to diligent guessing. This explanation of Group 2's performance also applies to Group 3 where the probability of recognition is .90, /U A = 540 msec, and apparently the error and correct times are con-siderably longer due to the quite small probability of chancing a guess.
It is tempting to determine the value of g, which presumably changes from group to group; yet without some additional structure its value will remain unknown. As an exploratory matter, the mean time to search the lexicon and respond may be supposed constant regardless of when the search occurs. Then 7 equals 5, and we see in Equation   5 that g = -. For the three groups we find ME that g = 1.0, .90, and .415, illustrating the point that extended guessing rather than a serial search of a large lexicon can account quite nicely for the data reported in Table 1 .
Corrections for Unequal Response Bias
The examples above illustrate how response proportions and means are corrected for guessing when the value of the bias or partial information parameter equals onehalf. In most common experimental procedures it is desirable to test the assumption that b = .50 to correct for both guessing and partial information. By a correction for guessing we mean the removal of those observations that result from State B. By also correcting for partial information we mean adjusting for the tendency to produce more of one or the other response when guessing occurs. That is, adjusting the observed correct responses for biased guessing.
The first method of correcting for bias or partial information assumes the model proposed in Figure 1 and thus requires that both response proportions and response times are measured. A slight modification of Equation 3 provides the relation
where K = . The parameter K measures the relative amount of response bias.
For large values of K, correct guesses predominate. When K = 1 the probabilities of guessing correctly or in error are equal and as K approaches zero the proportion of errors approaches 1 -p. The unknown parameters are /i A , /t B , p, and K. We want to determine K to correct for partial information (bias), p to correct for guessing, and /U A and H B to determine the differences in processing times for the two psychological states. Given the model, the unknown parameter /X B can be estimated from the mean error time M E , but estimation of K requires more sophistication and a new result concerning response time histograms.
Estimating the Relative Response Bias, K Imagine the time axis to extend from minus infinity to zero to infinity. The correct response time histogram is defined on the positive axis by the selection of a set of times, The responses from State A fall into bin ;' with a probability that depends in part on the response time distribution F A (t) and the values /,-and /,_,. The value F A (t) is the probability that a response from State A occurs before time /. We let a,-be the probability that a State A response falls into bin i, that is, a,-= F^(t,) -F A (tj-i). Corresponding to a, is the probability c,-that a response from State B falls into bin /, that is, c, = F B (ti) -F B (t,--} ) . When these definitions are kept in mind, the expected number of correct responses in bin i is n, = npctj + n( 1 -p)bc t , and the expected number of errors is «_,-= H ( 1 - Notice that the probability c, remains fixed regardless of which guessing response, correct or error, occurs. This assumption conforms to the idea that although there may be a bias toward one response, the act of guessing requires the same time regardless of the eventual response. F^(t) is the distribution of response time regardless of the guessing response made. The fundamental equation for the correct response time histogram is written to include the error response histogram and the unknown parameter K as n, = npa, + Kn~, .
When only guessing occurs, the value of p equals zero, and there are no State A responses. When there is no bias, the measure of relative bias K equals 1, and then Equation 1 1 becomes
With the two histograms stretched out to plus and minus infinity from zero, the histograms must appear to be (mirror) symmetric with respect to time zero. When only biased guessing occurs, p is zero, and there are no State A responses; but K + 1, and thus «, = *«_,.
(12) The responses in corresponding (i, -i) histogram bins bear a constant proportion. A graph of n~, versus «,-must yield a straight line with slope K and intercept zero. Furthermore, this result is independent of the number of bins, N, and the particular set of times selected by the experimenter. Therefore, when performance is at chance levels a perfectly satisfactory estimate of K is n c / H E , which is the ratio of the number of correct to the number of error responses.
For responses generated by State A to occur, the value of p must be greater than zero. In this instance estimates of all parameters are made available from response differences. On the basis of Equation 1 1 The estimation of K can be an operation of great delicacy requiring mathematical techniques far beyond the scope of this article. Certain simple procedures used by the experimenter in the design of experiments, however, can tame a formidable estimation problem. The methods suggested below take advantage of the fact that the experimenter can include in the experimental design certain conditions that provide data necessary in estimating unknown parameters.
One goal of experimental design is to provide direct measurement of as many unknown parameters as possible. An estimate of the amount of response bias may be obtained by including in the stimulus sequence, as is done in psychophysical studies, stimuli that provide no discriminative information at all. Any response to such a stimulus provides a measure of response bias, and both measures of response choice and time are readily available. Data such as these are commonly obtained when the experimental design provides for various levels of stimulus discriminability, as in experiments producing psychometric functions. In this case Equation 12 provides an estimate of K.
In many instances, however, there is no stimulus that corresponds to the indiscriminable stimulus found in psychophysical studies. Instead, the subject is presented with one or another stimulus, and a choice response is required. The response may be due to guessing, but the amount of bias toward the response alternatives is unknown. A simple technique for correcting unknown bias is to create conditions with symmetric bias. In particular, let the bias value in experimental condition j = 1, 2 be b jt where b 2 = 1 -bi. The probability of an error response in Condition 1 is P El = (1 -p)bi, and the probability of an error response in Condition 2 is (1 -p)b 2 = (1 -p)(l -&,). Thus, the ratio PEI/^EZ estimates K. The technique used by Link (1975) to bias a subject prior to each experimental trial appears to provide symmetric biasing effects and may be applied in the present context.
An implicit assumption used to determine K is that the distributions of response times must exist over common time intervals. Also, the observed correct and error response time distributions must exist over common time intervals or the assumptions concerning guessing responses being identical except for choice of response are violated. The distribution of time to recognize, however, may be shifted significantly lower or higher than the distribution for guessing. If this fortuitous event occurs, a strong test of the theory is possible, for within the range in which only guesses occur, «//«_, = K. Having estimated K from pure guessing, Equation 1 1 can be confirmed for the range where both recognition and guessing occur jointly.
Once the parameter b can be estimated from data for a single experimental session or test, the unknown estimates of all other unknowns such as a lt a 2 , . . , , a N used for the response categories are available. In short, the data needed to correct for guessing are from the responses to the stimuli under investigation. The use of alternative stimuli, such as nonwords, to generate errors to be used in correcting for guessing is unnecessary.
When the unknown distribution F A is hypothesized to be of a particular form or family, still a third procedure offers a new approach to estimating K. Neither p nor K is known, but p may be removed by using the following device. Let o,-= F A (f,-) -F A (?,-_i) be the proportion of State A-generated responses between /,-and ?,-_,, and let P Qi and P ei represent the proportion of correct and error responses found within this interval. According to the theory,
The unknown parameter p may be removed from this equation by comparing two different response time intervals. The difference between correct response proportions for two arbitrarily selected intervals / and j will be = P(a, el -P eJ ). When a s -a } = 0 an estimate of K may be obtained from
where in all cases the estimators are substituted for values on the equation's right-hand side. Many such estimates of K are obtainable, and to reduce the influence of sampling error due to the selection of intervals a regression analysis of independent intervals should be used. Then, a graph of P c (Pa -P c j) versus Pz(Pei ~~ PV) will yield a slope with value K and intercept 0.
Of course the values of a,-and a,-must be determined by evaluation of the distribution function F A (r). At first this seems obvious; select a set of parameter values for F A (f), compute various values of /, and tj so that a, = dj, from the data estimate values for the right-hand side of Equation 14, and then continue computing estimates of K until stability is reached. Thereafter, obtain new parameter values, and repeat the procedure.
This method is useful only if some information concerning F A (f) is known. Suppose nothing is known about F A (f) except that it obeys the usual conditions for distribution functions. Suppose also that values of p and b are unknown but that all other quantities F C) FG = F E) omitting the understood (0, and P c are known. Then, as Rumelhart (Note 2) suggests, for any t 0 < t < I, the model M = ( Therefore, unless some additional information concerning the distribution of F A is forthcoming, it will always be possible to choose a value of t to satisfy the constraints on the data imposed by the model. Such information may, in fact, be quite minimal. Three cases below illustrate how new information about FA. can be used to determine an estimate of K.
As an example suppose that F A and F G are Gamma distributions differing by a single independent exponential component. Note first that two different probability density functions defined on the same interval must cross each other, or otherwise the integral of their difference would exceed zero, and one density function would integrate to more than one, thereby contradicting the hypothesis that it is a density function. Let such a crossover point be /*, and for the Gamma distributions we see that this crossover occurs at ?* = (/•-1)/a, the mean of the unknown distribution / A .
The value of t* can be estimated by observing that the mode of the distribution of errors, / G , occurs at / = (r -\ )/a. The value t* is a fixed point for which / A = / G , and as a consequence of the model, f c = f a = / A so that at the point t* the correct and error density functions must intersect. Thus, t* can be estimated from either the crossover point or the position of the mode for / E . Finally, the mean of the observed error distribution is known, the mean of the unobserved distribution is known, the mean of the correct responses is known, and consequently by Equation 1-0 the unknown value of K can be determined.
As a second example suppose that only the modes of the distributions are known. The model's predicted mixture of density functions for correct responses, corresponding to Equation 3, P c f c = p/ A + (1 -p)bf n , can be differentiated to provide an obvious relation between the derivatives of the three density functions f c , /A. and / G ; that is, p cf'c = P/'A + KP E f' E . The derivative of any density function is zero at a mode. Assuming /A to be unimodal and setting the value of / A to zero, we see that at the mode of / A the value K can be estimated by K = Pcf'c/ PE/'E-That is, at the mode of / A the derivatives of the correct and error density functions provide enough information to estimate K.
The third example draws on the fact that two density functions defined on the same domain must intersect at a point t*. At this point the densities / A and / B must be equal. The value of t* can be determined by noting where / c (0 equals / E (/), for at this point a crossover of / A and / G necessarily occurs. For a single-parameter density function such as the exponential distribution, the value of t* can provide a method for estimating p and then K. Let / A and / G be exponentially distributed with parameters a and ft. At t* these two densities are identical, and therefore t* = (a ~ /3)- 1 In(a/j3). The value of 18 can be determined directly from the observed errors because / 0 = / E . Then, because the value of t* is known, the value of a. can be estimated. With / A and / G known, values of p and K can be obtained.
To summarize these examples, there are often hypothesized or known features of density functions that provide significant information about the expected behavior of a binary mixture. This additional information aids in the estimation of the mixing parameter p and the relative bias parameter K. Finally, when assumptions concerning / A are strong there is no reason not to move immediately to maximum-likelihood methods and expectation-maximize techniques discussed by Dempster, Laird, and Rubin (1977) and by Murray and Titterington (1978) .
The point is that although problems of identifiability exist, assumptions concerning general characteristics of the unknown distribution can provide handy solutions to the estimation problem,
Correction of Response Time Distributions and Higher Moments Correcting response probabilities and, by use of Equation 10
, mean response times is easily accomplished. In a manner strictly analogous to previous corrections, estimates of response time distributions are obtained. Let G c (t) and G E (t) be the observed response time distributions for correct and error responses, and from Figure 1 where ^ is the rth raw moment of f^(t), and Me and M E are the rih raw moments of the observed correct and error response time. Again, the method of correction is by subtraction of common paths leaving only paths that contribute to the desired result. Higher order central moments follow from the usual relations among raw moments.
Correction of Response Confidence
A typical method for measuring confidence provides the subject with a semi-circle of response buttons divided into two response groups. Those keys on, say, the right-hand side are designated to correspond to response R w (word), whereas those on the left-hand side correspond to R NW (nonword). From the midline to the extremes, the keys are labeled low-high confidence in the judgment made, that is low-high confidence that the stimulus presented was a word or a nonword. Figure  4 illustrates this arrangement, including the feature of a home key used to initiate experimental trials and to facilitate measuring response time. Whenever a word is presented and a nonword response is produced in error, a simultaneous measure of response choice and confidence is obtained.
Various theories suggest the form of these confidence judgments; for example, entirely uninformed guessing might generate a uniform distribution over confidence responses. We do not distinguish among the many competing theoretical possibilities but concentrate instead on how to use the distribution of confidence given an error to correct for guessing the distribution of correct-response confidence judgments. The important difference between this response measure and the response time distributions and moments examined before rests in the small number of categories of confidence typically available to the subject. This small number of categories introduces some difficulties resulting in a method of analysis that is different from the correction of response time.
Were confidence measured on a continuous dimension, the response time distribution methods would directly apply.
As a matter of convenience let us label the confidence responses in Figure 4 as C_ 3 , C_ 2 , C_ h C], C 2 , C 3 , from left to right and in general from C-M to C M when there are 2M keys symmetrically placed. The elaboration of the two-state model diagrammed in Figure 1 defines the probabilities of occurrence of confidence responses given the states occupied. Let q, (i = 1, 2, . . . , M) be the probability of responding with confidence response C, given State A. State B, which is taken to represent guessing, generates confidence response C/ or C-,-with probability d (i = 1, 2, . . . , M) . This last assumption captures the spirit of symmetrically distributed guessing by supposing the distribution of confidence responses to be identical for the two response choices.
The distribution of confidence corrected for guessing is easily obtained when the response bias value b equals .50. Even when b does not equal one-half, clear predictions follow from these assumptions and permit a test of the finite state assumptions made above. To examine one such prediction, define the total number of responses to be m and the number of Q confidence responses to be m,(i ± 1, . , . , ±M). From Figure 1 and the rule of correspondence for confidence, the values of m-t are
The sum of these two numbers of symmetric confidence responses is Because the equality of Equation 20 holds for all values of z, a convenient, although weak, statistical test can be based on the following argument. Across all / and j ¥= j' the differences between the left-and righthand sides of Equation 20 exceed zero with the same probability as not exceeding zero (ties excluded). Therefore, the distribution of excesses is binomially distributed with mean .5 (M X J) and variance .25 (M X J).
When response bias b = .50, an immediate correction for confidence responses is available. From Equation 18 ,
which is the number of confidence responses C, generated in State A and the desired correction for guessing. Because <?i + <?2 4-1 • • + QM -1-0, the sum of all such differences defined by Equation 21 equals mp.
Therefore, the value of q, is estimated from the relation
In a similar manner estimates of the confidence response probabilities for State B can be obtained. Noting that
In summary of this special case of b = .50, the parameters q h c h and/? can be estimated. The correction for guessing amounts to a simple subtraction of the number of confidence responses C_ ; from the number of correct confidence responses C,. The extension of these corrections to the response time distributions associated with each confidence response follows the principles set forth in the section on correcting latency distributions for guessing and provides students with practice in applying the finite state principles of correcting for guessing.
Correcting Response Confidence
Under Unequal Bias
The correction of response confidence when there is bias toward a response follows precisely the correction for guessing principles used for the analysis of response time histograms. From Equation 18 and its obvious correspondence to Equation 1 1 Estimates of the probability that a guess produces confidence response C,-, that is c h follow directly from the confidences for errors,
where n E is the total number of error responses. Finally, the value of p is determined by application of Equation 1.
Advanced Techniques
If states may be used to characterize the underlying psychological phenomena, then are two states sufficient to describe empirical results such as those shown in Table 1 ? There are potentially as many states as observations, but a less ambitious number is preferable. In order to demonstrate the existence of two states, the empirical paradigm must promote sufficient variability in performance for the states to be revealed. If, for example, performance can be biased toward one or the other of the two responses, then error and correct response probabilities will vary. The distribution of errors is unaffected by the amount of bias, so the response time distribution of errors should remain constant across bias conditions.
More important is the fact that the marginal distribution of the times of all responses should exhibit the properties of a binary mixture of the two distributions, F A (/) and Fn(t). The existence of a mixture can be tested by an extension of Falmagne's (1968) fixed-point property (cf. Townsend & Ashby, in press , who also summarized additional tests). This test is most easily performed on (cumulative) distribution functions of response times because these functions, which are composed of probabilities, are easier to estimate than the corresponding density functions.
Changes in experimental conditions are hypothesized to have no influence on the distributions of responses within the two states, A and B, that is on F A (f) and F B (r). The marginal response time distribution for experimental condition j(j = 1, 2, ...,/)
Pj F A (t) + (I -Pj )F B (t).
of statistical and exploratory analysis. Two cases are distinguished below.
In the first case, the probabilities p } may be hypothesized to remain constant across experimental manipulations. If so, all G(t) must be identical but for statistical fluctuation. This is precisely the null hypothesis of simultaneous Kolmorogov-Smirnov tests treated by Hajek and Sidak (1967) .
The second case hypothesizes that the values PJ change from experimental condition to condition. This assumption meets so many commonly found experimental methods that it merits attention. When the values of p, change, the values of G/0 also vary, yet the following calculation demonstrates an invariance property of mixtures of distributions that is easily verified. Let G(<) be the average distribution function, that is, where
The difference between G(t) and any G//) is -Gj(t)
. (25) The values on the right-hand side are entirely unknown, but the values on the left are easily calculated. This suggests that we examine one more difference and then compare the two left-hand sides, that is, compute for a different experimental condition, m,
Whether G/f) is a mixture of two fixed but unknown distribution functions is a matter (26) <p-pjr " Notice that this value is quite near the value of .429 obtained by substitution of the estimates of pi = .20, p 2 = .50, and p 3 = .90 in Equation 29 to determine the unknown slope. If the null hypothesis is true, a graph of G,(r) -G 2 (f) versus G { (t) -G 3 (<) will produce a straight line with slope of about .40 and intercept 0. If the hypothesis is false, as suspected, then deviations from this function should be revealed.
Using False Alarms to Measure Guessing
The previous analyses focus on a single class of stimuli used to probe mental processes such as recognition of a word. The use of stimuli that are, for example, nonwords to obtain an estimate of response bias can facilitate the analysis when the introduction of this alternative recognition task does not introduce more unknown probabilities. A common assumption stipulates that the presentation of a nonword letter string leads to a recognition (State A) with probability p and to guessing with probability 1 -p. Then the probability of an error to a nonword stimulus is (1 -p) b. This probability equals the probability of a correct guess when a word is presented. An estimate of p is easily obtained by subtracting the error probability when a nonword is presented (1 -p) b from the correct response probability when a word is presented, p + (1 -p)b.
The very great difficulty with this procedure involves the a priori assumption that words and nonwords lead to State B with identical probabilities, that is, each with probability 1 -p. This assumption is convenient and provides a simple correction for guessing, yet it always requires empirical support. In order to validate this assumption the following technique, based on methods derived from Oilman (1966) , Yellott (1967 Yellott ( , 1971 , Link and Tindall (1971) Precisely the same conclusion holds for the probability density functions gj,j(/)(j = s, n, m) and for the moments Ej/fj.
When empirical support for a constant value of p is obtained, then estimates of the unknown response time means and distributions follow immediately. The value ( 1 -p) 
Conclusion
The example in Table 1 illustrates two important principles. First, and most important, is that a suitably designed experiment permits the subject to exhibit instances of errors. These errors are not thought of as additive random error but may be treated as the result of imperfect mental processing. Furthermore, even small error rates of only a few percent can generate corrections that produce far more orderly data than the original uncorrectcd results. Attempts to reduce the need for correction by rerunning error trials or deletion of errors from the data are simply unacceptable capitalizations on chance.
Second, theories described in terms of states apply to what at first appear to be qualitatively different modes of processing. For the two-state model illustrated in Figure  2 , State A is invariant, but State B represents the result of a sequence of mental acts conveniently collapsed across time into a single state. State B is as invariant as State A, only the probability associated with the mental act contained in State B varies. Thus, both nonstochastic as well as stochastic phenomena can be cast in the finite state format. This is one basis for the finite state theory's empirical and theoretical appeal.
Traditional statistical methods suppose as a rule of correspondence that error is an additive component of the measured response and that this error is approximately normally distributed. The application of the additive normally distributed error model to the data summarized by Table 1 would suggest some form of analysis of variance based on the null hypothesis of invariance of means and error terms. This hypothesis would no doubt be rejected and the conclusion of difference between the groups adopted.
The two-state theory and its rule of correspondence leads to a quite different method of analysis that exposes an underlying psychological process found to be invariant across the three subject populations. This finding leads to a conclusion opposite to that obtained through the analysis of variance. When further investigation, through the analysis of response time distributions and moments, lends additional support to the finite state assumptions, a better view of the underlying psychological processes is obtained.
The correction for guessing illustrates the firm theoretical belief that beneath the surface level of data lie relations between psychological processes that are revealed best by placing important psychological assumptions in a suitable mathematical format. Then methods of data analysis are derived from psychological assumptions that are tested across a series of experimenter-induced parameter changes. Rather than apply routine statistical techniques appropriate to the fertilized fields of agronomics, the finite-state methods in the correction for guessing provide a uniquely psychological basis for the analysis of experiments.
