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Cell-based biosensors have great potential to detect various toxic and pathogenic contaminants 
in aqueous environments. However, frequently they cannot meet practical requirements due 
to insufficient sensing performance, inadequate sensing platforms and biosafety issues. My 
PhD project aims to address these challenges to allow cell-based biosensors to achieve their 
projected applications in the field.  
I first investigated a general methodology which can significantly improve the sensing 
performance for a variety of cell-based biosensors. This methodology combines multiple 
synthetic biology strategies, which can optimise sensor sensitivity, maximum output levels 
and background levels step by step. I applied this methodology to previously developed 
bacterial sensors for sensing arsenic and mercury, and I successfully improved their sensitivity 
and outputs up to 5,000-fold and 750-fold respectively.  
Facilitated by this methodology, I created a sensor library, with each sensor exhibiting a 
different sensitivity to the target. Using these sensors, I developed easy-to-use sensing 
platforms for cost-effective and portable field testing, where the target signals were easily 
quantified by simple visualisation. Physical entrapment methods were applied to the sensing 
platforms to mitigate and minimise the biosafety concerns.  
Finally, to further minimise the biosafety issues, the arsenic and mercury sensors were 
transferred into a cell-free system which does not contain living cells. Aforementioned 
methodology combined with additional tuning methods were applied to improve sensors in 
this system. A paper-based cell-free sensing platform was also developed and tested. A 
mercury sensor with colorimetric output was adapted to this system, where the sensor’s 
response to 2 ppb mercury could be easily seen by the naked eye.  
Overall, the ultrasensitive signal amplifying methodology along with the cellular and CFS-
based sensing platforms can be widely applicable to many other cell-based sensors, thus 






Cell-based biosensors have great potential to detect various toxic and pathogenic contaminants 
in aqueous environments. However, frequently they cannot meet practical requirements due 
to insufficient sensing performance, inadequate sensing platforms and biosafety issues.  
Here, I investigated a novel, comprehensive and modular methodology for optimising cell-
based biosensors to address these challenges, and to enable them for their practical applications. 
In particular, this methodology combines multiple synthetic biology strategies, which can 
systematically and significantly improve sensors’ sensing performance in a predictable manner. 
It first optimises a sensor’s sensitivity by regulating its intracellular receptor densities, then 
further improves its output by applying a multi-layer transcriptional amplifier cascade, and 
finally regulates its leakiness by combining promoter structure engineering and post-
translational regulation. Exemplary bacterial cell-based arsenic and mercury sensors were used 
to demonstrate this methodology, and their detection limits and outputs were improved up to 
5,000-fold and 750-fold respectively.  
Facilitated by this methodology, I developed easy-to-interpret sensing platforms for cost-
effective and portable field testing, where the analytes were easily quantified by simple 
visualisation. Physical entrapment methods, i.e., agarose gel entrapment and microfluidic 
biodisplay, were applied to the sensing platforms to mitigate and minimise the biosafety 
concerns.  
To further eliminate the biosafety issues, the arsenic and mercury sensors were transferred into 
a crude cell extract-based cell-free system (CFS). To adapt the sensors to the CFS, 
aforementioned methodology combined with additional tuning methods were applied, such as 
tuning the sensors’ DNA concentration and their receptor to promoter ratio, introducing 
transcriptional amplifiers and promoter engineering. A similar paper-based sensing platform 
could be generated based on these optimisation methods. A mercury sensor with colorimetric 
output was adapted to a paper-based CFS, where the sensor’s response to 2 ppb mercury could 
be easily visualised by the naked eye.  
Overall, the verified signal amplifying methodology along with the cellular and CFS-based 
sensing platforms can be widely applicable to many other cell-based sensors, paving the way 
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Chapter 1. Introduction 
Whole-cell biosensors are cells that can detect and report a target or condition of interest 
(Daunert et al. 2000; van der Meer and Belkin 2010; Wang and Buck 2012; Gui et al. 2017). 
They can be either domesticated cells that naturally have sensing and reporting functions, or 
genetically modified cells that have been endowed with desired functions. Compared with 
conventional physical and chemical detection methods, whole-cell biosensors are cost-
effective (e.g., reproducible and easy to grow), simple to manufacture (e.g., no need for 
sophisticated equipment) and environmentally friendly (e.g., no toxic chemical reactions and 
biodegradable). Both prokaryotic and eukaryotic biosensors have been developed; the former 
is a particularly attractive option as they are generally amenable to genetic manipulation and 
systems design (van der Meer 2010). Due to these advantages, a number of prokaryotic 
biosensors have been studied for various purposes, such as environmental assessment (Stocker 
et al. 2003; De Mora et al. 2011; Wang et al. 2013; Huang et al. 2015b; Hwang et al. 2016; 
Kim et al. 2016; Cao et al. 2017; Cayron et al. 2017), clinical diagnosis (Duan and March 2010; 
Saeidi et al. 2011; Archer et al. 2012; Gupta et al. 2013; Kotula et al. 2014; Hwang et al. 2014; 
Courbet et al. 2015; Danino et al. 2015; Cayron et al. 2017; Daeffler et al. 2017; Riglar et al. 
2017; Ho et al. 2018; Watstein and Styczynski 2018; Mimee et al. 2018), controlled 
bioprocessing (Zhang and Keasling 2011; Zhang et al. 2012), mineral surveying (Cerminati et 
al. 2011) and landmine clearing (Belkin et al. 2017). 
Despite the advantages and demonstrated successes in the laboratory, very few prokaryotic 
biosensors have been successfully commercialised. Biosafety concerns are the most important 
factor that restricts the employment of cellular sensors (Dana et al. 2012). Nevertheless, poor 
sensing performance in the natural environment may also pose problems: 1) Low selectivity 
would make sensors less accurate in a complicated environment (Kim et al. 2016; Shemer et 
al. 2017; Landry et al. 2018). 2) Inadequate output would make them less effective in reporting 
the presence of targets (Wang et al. 2014; Wang et al. 2015). 3) High background leakage may 
reduce the robustness of the reporting output (e.g., can be easily saturated and exhibit a lower 
dynamic range) (Wackwitz et al. 2008; Fernandez-Rodriguez and Voigt 2016; Merulla and 
van der Meer 2016). Finally, 4) the lack of cheap and easy-to-use sensing platforms for cell-
based biosensors prevents them being accepted by the general population (Prindle et al. 2012; 
Volpetti et al. 2017). Fortunately, recent developments in synthetic biology have provided 
numerous solutions.  
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Synthetic biology is an emerging field that applies established principles from engineering to 
biology with the aim to achieve rational design of biological systems (Endy 2005; Purnick and 
Weiss 2009; Cheng and Lu 2012; Wang and Buck 2012; Way et al. 2014; Bradley et al. 2016a; 
Bradley et al. 2016b; Bashor and Collins 2018). It uses catalogued and standardised biological 
components to redesign natural biological systems, alongside design and construction of new 
biological parts, devices, and systems with predictable, useful and novel functions. With over 
50 years’ research on molecular biology and functional genomics, an inventory of biological 
parts has been compiled, allowing for rational design in synthetic biology (Weber and 
Fussenegger 2012; Cameron et al. 2014). Moreover, with recent advances in technology, it is 
easy to analyse, synthesise, assemble, modify and transfer genetic components into living 
organisms (Weber and Fussenegger 2012; Church et al. 2014; Cameron et al. 2014). 
For my doctoral study, I focused on using synthetic biology tools and strategies to optimise 
cellular biosensors in order to address the aforementioned issues to meet their applications 
requirements. I tested and validated those strategies on previously studied bacterial sensors for 
sensing arsenic and mercury. Arsenic and mercury contamination in drinking water are 
environmental and health issues that continue to threaten the life of millions of people globally. 
I aimed to improve the sensors to meet their application criteria and also to develop 
inexpensive, portable and easy-to-use sensing platforms to facilitate their application in the 
field.  
In the following sections, I will introduce the background of my research by describing : 1) 
the current situation of arsenic and mercury contamination in the environment and their 
traditional detection methods (Section 1.1); 2) the history of biosensors and principles of 
designing prokaryotic cell-based biosensors (Section 1.2); 3) how to use synthetic biology 
tools to improve the performance of prokaryotic cellular biosensors (Section 1.3); 4) how to 
expand their functions for specialised application requirements (Section 1.4); 5) current issues 
and possible solutions regarding the use of biosensors in the field (Section 1.5). 
1.1 Arsenic and mercury contamination  
1.1.1 Arsenic occurrence and toxicity  
Arsenic (As) is a metalloid element with atomic number 33 and atomic weight 74.92 g/mol. It 
exists naturally in the Earth’s crust, and is widely distributed throughout the air, water and 
land. Normally, arsenic concentration in water is less than 1 – 2 g/L. However, due to sulfide 
mineral deposits and sedimentary deposits derived from volcanic rocks, arsenic concentration 
can be significantly elevated, particularly in ground water (Bhattacharjee and Rosen 2007; 
WHO 2011). Additionally, arsenic can be introduced into water by industrial effluents such as 
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mining wastes (Hindmarsh and McCurdy 1986). The arsenic exists in oxidation states of -3, 0, 
+3 and +5, and it mostly forms arsenic sulphide, metal arsenates or arsenides (WHO 2011). In 
oxygenated surface water, arsenate (e.g., AsO43-) is generally the most common arsenic species, 
while under reducing condition such as deep groundwater, the predominant arsenic species is 
arsenite (e.g., AsO2-) (Sharma and Sohn 2009; WHO 2011). Reduction to arsine (AsH3) and 
elemental arsenic is very rare in nature (Sharma and Sohn 2009). 
In the last few decades, arsenic has drawn attention worldwide for its toxicity to humans. The 
acute toxicity of arsenic compounds to humans is predominantly a function of their rate of 
removal from the body. Arsine is considered to be the most toxic form of arsenic, followed by 
the arsenites (As3+), arsenates (As5+) and inorganic arsenic (WHO 2011). Arsenite can bind to 
intracellular sulphur thiolates and glutathione (GSH), leading to the depletion of the cellular 
GSH pool and the disruption of cellular redox status (Rodríguez et al. 2005; Sattar et al. 2016). 
Moreover, arsenite can inhibit the pyruvate oxidation pathway and tricarboxylic acid cycle 
(Schiller et al. 1977). It has also been proved that arsenite can indirectly exacerbate 
deoxyribonucleic acid (DNA) damage (Qin et al. 2008). The toxicity of arsenate is due to its 
similarity with phosphate, which disturbs phosphate pathways and leads to reduced production 
of adenosine-5'-triphosphate (ATP) (Sattar et al. 2016).  
Acute arsenic poisoning via ingestion of highly contaminated water is associated initially with 
nausea, vomiting, abdominal pain and severe diarrhoea (Ratnaike 2003; WHO 2011). Chronic 
arsenic intoxication may cause skin lesions (e.g., hyperpigmentation and hypopigmentation), 
peripheral neuropathy, vascular diseases, and cancers in skins, brain, kidney, lung, stomach 
and bladder (Sharma and Sohn 2009; WHO 2011).  
Due to the high risk of long-term exposure to arsenic, the World Health Organisation (WHO) 
has set a provisional guideline value of 10 g/L (10 ppb) of arsenic in drinking water. It has 
been reported by WHO that more than 50 countries with more than 140 million people have 
been drinking water with higher than 10 g/L arsenic contamination (Ravenscroft et al. 2009). 
In such highly arsenic contaminated areas, the effect can be devastating. For example, in 
Bangladesh it was estimated there were nearly 43,000 deaths related to arsenic poisoning per 
year (Flanagan et al. 2012).  
1.1.2 Mercury occurrence and toxicity  
Mercury (Hg) is a metallic element with atomic number 80 and atomic weight 200.59 g/mol. 
It occurs naturally in the environment, and is widely distributed through natural processes such 
as volcanic activity and weathering of rocks (WHO 2011). However, the main release of 
mercury into the environment is due to human activities, most significantly after the industrial 
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revolution in the 19th century (WHO 2011). Such activities include coal-fired power stations, 
residential coal burning, waste incinerators, industrial processes of mining for mercury and 
other metals, and production of electrolytic and electrical appliances; also, various mercury 
compounds have been used as fungicides, preservatives, pharmaceuticals, electrodes, dental 
amalgams and some ethnic and folk remedies (WHO 2011). Normally the inorganic mercury 
level in surface water and groundwater is below 0.5 g/L (WHO 2011). However, mercury-
related human activities and frequent volcanic activity can significantly increase the mercury 
level in groundwater. It has been reported that among 6,856 samples of groundwater from the 
state of California, 225 samples contained 0.21-300 g/L of mercury, and 27 samples of them 
exceeded 2 g/L (2 ppb, a guideline set by the US Environmental Protection Agency (EPA) 
for drinking-water) (Park and Zheng 2012). Multiple rivers in China have also been reported 
to contain higher than 5 g/L of mercury (Zhang and Wong 2007). Up to 5.5 g/L of mercury 
in wells has been reported in Japan where volcanic activity is frequent (WHO 2005).    
It has been widely reported that mercury poisoning can affect the human central and peripheral 
nervous, renal, immune, cardiovascular systems (WHO 2005; Bernhoft 2012). Mercury in all 
forms can change the structure and inactivate proteins; it also binds to sulfhydryl group leading 
to membrane degradation and cell death (Dhuldhaj et al. 2012). These will result in cellular 
dysfunction and tissue damage. Acute exposure to inorganic mercury (e.g., HgCl2) can cause 
haemorrhagic gastritis and colitis, acute renal failure and death (WHO 2005; Bernhoft 2012). 
Absorption of organic mercury (e.g., methyl mercury and ethyl mercury from the food chain) 
is reported to be the main cause of neurological damage, leading to Alzheimer’s and 
Parkinson’s diseases in adults and learning disabilities in children (Olivieri et al. 2002; WHO 
2005; Zahir et al. 2005). To protect humans from being exposed to mercury, several methods 
have been used to reduce the use and release of mercury in industrial processing. For inorganic 
mercury, WHO has set a guideline of 6 g/L for drinking water.   
1.1.3 Traditional detection methods and their drawbacks 
To maintain an acceptable quality of drinking water for human health, arsenic and mercury 
levels need to be monitored regularly. Detection methods need to be accurate and sensitive 
enough to meet the guidelines. Traditional methods are based on the physical properties of 
target elements, such as atomic absorption spectroscopy (AAS) and inductively-coupled 
plasma mass spectrometry (ICP-MS). The detection limit of these methods ranges from 0.1 
μg/L to 2 μg/L for arsenic and from 0.05 μg/L to 5 μg/L for mercury (WHO 2011). However, 
these techniques can be difficult in terms of sample preparation, equipment operation and data 
analysis due to the specialist training required for each step (WHO 2011; Wei et al. 2014; Kaur 
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et al. 2015). Moreover, the instrument and reagents themselves are expensive. For example, 
£ 50 per hour is normally charged to use ICP-MS for element analysis (approximately £ 5 per 
sample). For AAS, the price is about £ 5 per sample per element. Most importantly, the 
sophisticated equipment requires lab-based use, making these methods unsuitable for on-site 
testing.  
Chemical test kits have also been developed for water quality testing. They do not require 
expensive instruments, and some kits are very sensitive and time efficient, particularly for 
arsenic (the current kits for mercury are only for highly contaminated samples; for example, 
the Osumex HMT Mercury Test Kit can only detect  25 g/L of mercury). As an example, 
the well-known Gutzeit method is fast (about 5 min), sensitive (detection limit  2 g/L), easy 
to operate, and the arsenic concentration is determined by colorimetric output which can be 
observed by the naked eye (Sanger 1908; Salman et al. 2012). However, the chemical reactions 
for heavy metals always involve toxic reagents or products. For example, the Gutzeti reaction 
requires concentrated hydrochloric acid which is highly corrosive; it also needs mercuric 
bromide solution and produces arsine gas which are very toxic. Therefore, the chemical 
methods may cause issues for transport and handling (Das and Sarkar 2016). Based on the 
Gutzeti method, Merck (Germany) and Hach (USA) have developed arsenic test kits 
(Merckoquant® Arsenic, product No. 1.17927.0001, and EZ arsenic test kit, product No. 
2822800) which are commercially available for detecting arsenic in groundwater. Both kits 
use solid sulfamic acid instead of concentrated hydrochloric acid, but this reduces the 
sensitivity to 5 – 10 g/L, and the response time is increased to 20 – 35 min (Das and Sarkar 
2016). Another disadvantage of these kits is that they are still based on visualising colour 
scales, which can make it difficult to determine an accurate quantitative result. Kearns and 
Tyson have digitised the Hach EZ arsenic kit by analysing the colour developed on the detector 
strip (Kearns and Tyson 2012). The digitised results can be more accurate, but the results 
processing required 24 h which makes it more time consuming. The Arsenator® Digital 
Arsenic Test Kit developed by Wagtech (UK) is also a well-known arsenic detection kit, and 
can detect 2 – 100 g/L of arsenic in 20 min. However, the cost of this kit ($ 4.95 per test) is 
2 – 5 times higher than the other kits ($ 1 – 2 per test) (Das and Sarkar 2016). Recently, an 
enzymatic reaction-based arsenic testing kit (http://www.bbsrc.ac.uk/news/health/ 
2018/180222-n-simple-arsenic-sensor-could-save-lives/) was developed by researchers from 
University College London and Imperial College London. It is cheap and easy to use, and can 
produce a digital reading in one minute upon sensing arsenic; however, the stability and shelf-
life of the enzymes may need to be evaluated.   




Biosensors represent an alternative method for detecting threats for human beings. The earliest 
warning system can be traced back to the late 1890s, when it was first proposed by a Scottish 
physiologist to use canaries to detect carbon monoxide in coal mines (Wikipedia 2018a; 
Wikipedia 2018b). Canaries are particularly sensitive to toxic gases such as carbon monoxide, 
which is colourless, tasteless and odourless and often occurs underground during a mine fire 
or after an explosion. Any sign of distress from canaries is a clear warning signal to show that 
the underground environment is unsafe, and miners should be evacuated from this place for 
their own safety (BBC News 1986). In addition to canaries, different animals have been used 
as a detector for different purpose; for example, ‘dancing cat fever’ was a sign of eating 
mercury-contaminated fish (Kurland et al. 1960), and pigeons have been used as a biological 
indicator for urban lead pollution (Ohi et al. 1981). All of these examples reflect the fact that 
living organisms have their own sensing systems for particular environmental signals, and 
some are more sensitive than the others. However, toxicological and eco-toxicological testing 
on animals is a complicated procedure and is usually time consuming and involves ethical 
issues. To replace the animal models, cell lines and microorganisms have become popular.  
Microorganisms would be a particularly attractive option because they are naturally exposed 
to various environments and have developed their own systems to sense and respond to 
specific environmental signals. Although those sensing systems can be either simple 
transcriptional networks or more complicated signalling pathways, they share similar 
architecture: recognising external signals via sensing modules, transducing them into 
intracellular signals via regulatory systems, and executing physiological responses through 
output actuators (Fig. 1.1a) (van der Meer and Belkin 2010; Wang and Buck 2012; Kim et al. 
2018). More importantly, microorganisms are generally amenable to genetic manipulation and 
systems design. With the development of synthetic biology, it is becoming more achievable to 
design more complex systems in microorganisms to perform desired functions.  
1.2.1 Natural prokaryotic biosensors and sensing modules 
Before the advances in genetic engineering, the development of biosensors mainly relied on 
serendipity. Prokaryotes have natural abilities to sense environmental signals, such as 
chemicals, proteins, pathogens, light, temperature and radiation etc. Moreover, they can 
respond to these signals by performing specific actions, such as changes in oxygen respiration 
rate, cytoplasmic enzyme activities, motility, growth and mutagenicity (van der Meer 2010).  




Figure 1.1: Architecture and engineering of synthetic biosensors. 
(a) Architecture of a modular synthetic biosensor. R, receptor. P, promoter. gfp, gene encoding a green 
fluorescent protein. rfp, gene encoding a red fluorescent protein. luxAB, genes encoding a bacterial 
luciferase for luminescent output. lacZ, gene coding β-Galactosidase for colorimetric output. arg, 
acoustic reporter genes which express gas vehicles that are detectable by ultrasound. luxI & lasI, genes 
encoding synthases for quorum sensing molecules. (b) ars operon from E. coli’s chromosome and its 
role in arsenic regulation (Silver and Phung 2005; Chen and Rosen 2014). GlpF, an aquaglyceroporin. 
PST, phosphate-specific transport system. PIT, phosphate inorganic transport system. (c) mer operon 
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One well-known test is the commercialised MicrotoxTM-test developed by Bulich and Isenberg 
(Bulich and Isenberg 1981), in which the marine bioluminescent bacteria Allovibrio fischeri 
were tested with different samples and chemicals while their bioluminescence activity was 
constantly measured (van der Meer 2010). Because bioluminescence is a highly energy 
demanding process in the cells, any compounds that disrupt this process will reduce luciferase 
activity which leads to the decrease of light output in this assay. Based on this finding, many 
other studies have used bioluminescent bacteria as reporters for toxic environment. However, 
this natural light change is not particularly responsive to any one specific compound, which 
eliminates the possibility to use it for sensing and reporting a toxic signal selectively in a 
complex environment. Therefore, specific sensing systems will be more ideal for sensing and 
reporting a unique target.  
One popular sensing system for testing toxic environments is the heavy metal sensing system. 
As many heavy metals, such as arsenic and mercury, naturally exist in the environment, it is 
very likely that some bacteria are living in an environment with those heavy metals. Because 
the heavy metals are toxic to living organisms, including bacteria, they have developed 
specific systems to sense and detoxify those heavy metals. Under extreme conditions, although 
controversial, bacteria may even use heavy metals to process essential cellular functions 
(Wolfe-Simon et al. 2011). Thus, many heavy metal-responsive bacteria have been isolated 
from highly contaminated environments and sewage.  
As arsenic is widely distributed in the environment, many bacteria have been found to be 
resistant to arsenic and some can also ‘eat and breath’ arsenic (i.e., use arsenic as electron 
donor or acceptor for respiration) (Cervantes et al. 1994; Nealson et al. 2002; Silver and Phung 
2005; Andres and Bertin 2016). The resistance against arsenic is provided by the ars operon 
from the bacterial chromosome, plasmid or both (Andres and Bertin 2016). A well-defined 
ars system from Escherichia coli is briefly described in Figure 1.1b. In both gram-negative 
and gram-positive bacteria, ArsR, the arsenic (particularly As3+) receptor is the first protein in 
the resistance system to recognise and bind to the arsenic. ArsR is a transcriptional repressor, 
which represses the ParsR promoter by binding it with its C-terminus and preventing the access 
of ribonucleic acid (RNA) polymerase (RNAP) (Shi et al. 1996; Saha et al. 2017). The whole 
ars operon is under the control of this promoter. Arsenic binding changes the conformation of  
from Shigella flexneri R100 plasmid and its role in mercury regulation (Misra et al. 1985; Barkay et al. 
2003). CH3HgX, organic form of mercury. HgX, inorganic form of mercury. (d) An engineered E. coli 
biosensor with arsenic sensing and reporting function. (e) An engineered E. coli biosensor with mercury 
sensing and reporting function. 
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ArsR, releases the ArsR from the ParsR promoter, and as a consequence activates the expression 
of the ars operon (e.g., arsRDABC in E. coli) and hence, by negative feedback, upregulates 
the arsR expression. The ArsR and ParsR promoter, therefore, form the sensing module that 
controls arsenic resistance in bacteria. Although ArsR can also be regulated by antimonite and 
bismuth, it has been mainly used for sensing arsenic as the others are usually at very low levels 
in the environment (Stocker et al. 2003; Trang et al. 2005; Joshi et al. 2009; De Mora et al. 
2011; Siegfried et al. 2012; Wang et al. 2013; Huang et al. 2015a; Li et al. 2015). Like ArsR, 
other ArsR-SmtB family proteins (e.g., CadC, AztR, ZiaR, CmtR, CzrA, NmtR, KmtR and 
BxmR) and their cognate promoters can respond to cadmium, lead, zinc, cobalt, nickel, copper 
and silver in a similar way in bacteria (Shi et al. 1996; Saha et al. 2017).  
Like arsenic resistance, bacteria have also evolved resistance systems to mercury. The 
bacterial resistance to mercury was first found in a clinical isolate of Staphylococcus aureus 
by Moore et al., and it is widely transferred among microbial communities via plasmids 
(Moore 1960; Barkay et al. 2003; Mathema et al. 2011). The genetic system of mercury 
resistance is present as the mer operon, which is known to be the only bacterial metal resistance 
system with large-scale transformation of its toxic target to non-toxic forms (Barkay et al. 
2003; Mathema et al. 2011). Therefore, there has been a long-time interest in the role of the 
mer operon in global recycling of mercury, and utilising it for mercury bioremediation. These 
also motivated the mercury to be the first specific target of the genetically engineered whole-
cell biosensors for heavy metals (Selifonova et al. 1993). Although the first bacteria found 
with mercury resistance were Gram-positive, the mer operon has been studied more 
extensively in Gram-negative bacteria (Mathema et al. 2011). The function of the mer operon 
of Gram-negative bacteria is summarised in Figure 1.1c. Although mercury can enter the cell 
without any transport system, bacteria nevertheless evolved a mercury uptake system to reduce 
its toxicity to other cysteine-rich proteins (Barkay et al. 2003). Organic and inorganic mercury 
can be transported into cells by a small periplasmic protein MerP and inner membrane proteins 
like MerT and MerC. Enzymes MerA and MerB are involved in the volatilisation and release 
of Hg0 from inorganic and organic mercury respectively. MerR is a transcriptional regulator 
in the mer operon to control its activity. Unlike ArsR-SmtB family regulators, MerR family 
proteins (e.g., MerR, ZntR, PbrR, CueR, GolS and CoaR) are defined as transcriptional 
activators in bacteria for sensing relevant metals (except MerR from Streptomyces 
lividans 1326, which reportedly functions as a repressor like ArsR-SmtB family regulators) 
(Shi et al. 1996; Saha et al. 2017). When there is no Hg2+ in the cells, MerR will bind to its 
cognate promoters PmerR and PmerT and repress them. When there is a high concentration of 
Hg2+, MerR will bind to Hg2+ and aid the activation of the promoters by a conformation change. 
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Here, MerR and its cognate promoters can be considered as the sensing system of mercury. 
Most importantly, MerR is very specific to Hg2+ in vivo, so it is an ideal candidate for building 
mercury biosensors (Virta et al. 1995; Barkay et al. 2003; Pellinen et al. 2004; Wang et al. 
2013; Wang and Buck 2014; Didovyk et al. 2017).  
Apart from sensing heavy metals, prokaryotes have developed other systems to respond to 
other environmental signals. For example, the LacI system (targeting isopropyl β-D-1-
thiogalactopyranoside (IPTG) and lactose), AraC system (targeting L-arabinose) and TetR 
system (targeting tetracycline) from E. coli have been widely used for demonstrating genetic 
circuits for synthetic biology (van der Meer and Belkin 2010; Mahr and Frunzke 2016). 
Prokaryotes also have developed sensing systems for detecting toxic compounds or warning 
chemicals; for example, the IbpR system from Pseudomonas putida can be used to detect 
various aromatic pollutants in the environment (Selifonova and Eaton 1996), and the YhaJ-
PyqjF system from E. coli has been used to report DNT/TNT from landmines (Belkin et al. 
2017). Light-responsive switches are also becoming popular for controlling synthetic cellular 
pathways due to their faster response compared to traditional chemical inducers (Olson et al. 
2014). The CcaS-CcaR system and Cph8-OmpR systems from Synechocystis sp. and YF1-
FixJ system from Bradyrhizobium have been used for sensing green, red and blue light 
respectively in E. coli (Olson et al. 2014; Fernandez-Rodriguez et al. 2017).  
Pathologic signal sensing has also been generated from bacteria. These can be based on 
quorum sensing systems, such as LasR system (targeting 3-oxo-C12-HSL, a type of [N-]acyl-
homoserine lactone (AHL)) from Pseudomonas aeruginosa can be used to sense this pathogen 
and has been engineered to report and kill this pathogen (Saeidi et al. 2011; Gupta et al. 2013; 
Hwang et al. 2014). Nitric oxide (NO, an inflammation biomarker) responsive systems such 
as the NorR-PnorV and NsrR-PyeaR evolved for NO detoxification from E. coli have been used 
for inflammation diagnosis in the human gut, urine and blood (Lin et al. 2007; Archer et al. 
2012; Courbet et al. 2015). Other inflammation biomarkers, such as colonic thiosulfate and 
tetrathionate, can be detected by the ThsSR and the TtrSR systems derived from Shewanella 
sp. (Daeffler et al. 2017) or Salmonella typhimurium (Riglar et al. 2017). Bacteria, such as 
Salmonella, Escherichia, Clostridium and Bifidobacterium, have also been used to target 
tumours due to their natural ability to accumulate in hypoxic environments (as in most tumours) 
and invade tumour cells (Forbes 2010; Weber and Fussenegger 2012; Danino et al. 2015). 
Moreover, hypoxia responsive systems such as the PfdhF promoter derived from E. coli 
(Anderson et al. 2006) and the PpepT promoter from Salmonella SL7207 (Yu et al. 2012) have 
been engineered in other bacteria to enhance their accumulation at tumour sites.  
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In conclusion, bacteria have been found to naturally respond to various signals from the 
environment. These natural sensing systems can be specific to a unique target, and can also be 
active in the presence of a group of similar targets. In some circumstances, the microorganisms 
naturally harbouring such sensing systems may be directly used as sensors. However, some 
microorganisms are difficult to work with, and most response behaviour naturally connected 
to the sensing systems cannot be directly monitored, or are not useful for application purposes. 
Currently, with the rise of synthetic biology, people tend to extract the central parts (e.g., 
promoters and regulators) from these sensing systems, use them as sensing modules and 
connect them with desired response behaviour in an easy-to-use bacterium.  
1.2.2 Diverse output modules 
The simplest prokaryotic biosensor can be easily generated by directly connecting a sensing 
module with an output module. For example, the first reports of genetically engineered 
bacteria were generated by fusing an colorimetric output to a bacterial native operon which 
was responsible for mutagenesis (Quillardet et al. 1982; Oda et al. 1985). Various proteins 
have been used in output modules for biosensors, such as the proteins that produce light, 
fluorescence, colours, electrons or gas vesicles for monitoring, or special regulatory proteins 
related to cell movement and killing effects (Fig. 1.1a). The output proteins should be chosen 
carefully based on sensor applications. Specially, for reporting and monitoring a target, the 
output proteins should be selected based on their sensitivities and the convenience of 
measurement (Kim et al. 2018).  
1.2.2.1 Luciferase  
Bioluminescent output is based on enzymatic reaction which produces light source without the 
need of excitation. It has been used in the first bacterial whole-cell biosensor for detecting a 
specific chemical (naphthalene) (King et al. 1990), and it has been continuously applied to 
other sensors development due to their low background and high sensitivity (Virta et al. 1995; 
Reid et al. 1998; Stocker et al. 2003; Pellinen et al. 2004; Michelini et al. 2008; Roda et al. 
2011; Siegfried et al. 2012; Danino et al. 2015; Huang et al. 2015b; Cevenini et al. 2018; 
Mimee et al. 2018). Bacterial (LuxCDABE or LuxAB) (Reid et al. 1998; Stocker et al. 2003; 
Danino et al. 2015; Huang et al. 2015b; Mimee et al. 2018) and firefly (LucFF) (Virta et al. 
1995; Pellinen et al. 2004; Roda et al. 2011) luciferases are often used as sensor outputs. 
Luciferase from other organisms (e.g., click beetle, copepod and sea shrimp) and luciferase 
mutants with different emission spectra and improved activity have been discovered and 
developed (Loening et al. 2007; Roda et al. 2009; Mary P Hall et al. 2012; Roda et al. 2016; 
Gregor et al. 2018). Owing to its high luminescent activity and small size (19 kDa), 
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NanoLucTM luciferase generated from the deep sea shrimp Oplophorus gracilirostris has 
recently become a favoured bioluminescent reporter and been used in whole-cell biosensors 
(Mary P Hall et al. 2012; Cevenini et al. 2018). Interestingly, many of these biosensors with 
bioluminescent outputs have been coupled with portable devices for field testing or on-site 
diagnosis (Roda et al. 2011; Siegfried et al. 2012; Cevenini et al. 2018; Mimee et al. 2018), 
such as the ARSOlux kit which is currently tested in six countries for arsenic contamination 
(http://www.ufz.de/arsolux/index.php?en=20706). However, unless the whole luciferase 
cassette (e.g., luxCDABE) is present, external substrate such as D-luciferin, coelenterazine 
or furimazine will be required to generate luminescence, limiting their applications for 
continuous monitoring.   
1.2.2.2 Fluorescent output 
Compared to luciferase, proteins that can produce colour or light without substrates are more 
convenient for continuous measurement. Fluorescent proteins can be used as they are 
relatively stable, taking a short time to mature, and their emission light can be easily measured 
by a fluorimeter with specific light excitation. Some enzymatic reactions also generate 
fluorescence, such as β-galactosidase (LacZ) with fluorescein di-beta-D-galactopyranoside 
(FDG)-based substrates (Rowland et al. 1999; Didovyk et al. 2017). The fluorescence is also 
visible by eye under a light with suitable excitation wavelength. Green fluorescent protein 
(GFP) from the jellyfish Aequeora victoria is probably the most frequently used fluorescent 
protein for biosensing (Shimomura et al. 1962; Buffi et al. 2011; Saeidi et al. 2011; Wang et 
al. 2013; Hwang et al. 2014; Cerminati et al. 2015; Courbet et al. 2015; Kim et al. 2016; 
Merulla and van der Meer 2016; Daeffler et al. 2017; Kim et al. 2018). GFP mutants derived 
from wild type GFP have been developed, such as GFPmut3 for better excitation at 488 nm, 
superfolder GFP for improved fluorescence intensity (Pédelacq et al. 2006), superfast GFP for 
fast protein folding, and deGFP for better translation in cell-free systems (Shin and Noireaux 
2010). Other fluorescent proteins with different excitation and emission wavelengths have also 
been identified or developed (e.g., mCherry derived from DsRed found in Discosoma striata), 
which can be selectively used to avoid cross-talk with auto-fluorescence or fluorescence 
background from cells (Shaner et al. 2004; Subach et al. 2011). However, external excitation 
light and the emission light reader are required for the measurement, which may not be 
convenient to use in the field.  
1.2.2.3 Electronic output 
Electronic signals have been used as a sensor output which can be measured by electrodes 
(Webster et al. 2014; Pous et al. 2018). Webster et al. (2014) developed a novel 
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bioelectrochemical system in engineered bacteria to sense arsenic and report it via an electric 
signal, which can be convenient for commercial remote monitoring. Shewanella oneidensis, a 
natural heavy metal reducing bacterium, was used as the chassis for building the arsenic 
sensing and anode reducing circuits. The ΔmtrB S. oneidensis was reconstructed with an ArsR-
ParsR-mtrB device, which drove MrtB expression once sensing the As3+. MrtB is indispensable 
for the electrode reduction. This bioelectrochemical system can be modified in a modular way 
by replacing the metal sensing device, so that the system would be able to sense and report 
other input signals.  
1.2.2.4 Colorimetric output 
Colorimetric reporters are often used to allow direct visualisation of sensor output by the naked 
eye. These include some fluorescent proteins, chromoproteins and enzymes that produce 
pigments or other coloured products (Biran et al. 2003; Stocker et al. 2003; Fujimoto et al. 
2006; Wackwitz et al. 2008; Joshi et al. 2009; De Mora et al. 2011; Joe et al. 2012; Shin 2012; 
Kotula et al. 2014; Pardee et al. 2014; Courbet et al. 2015; Danino et al. 2015; Huang et al. 
2015a; Pardee et al. 2016a; Didovyk et al. 2017; Watstein and Styczynski 2018). Fluorescent 
proteins and chromoproteins will need sufficient accumulation to generate visible colours, 
which may reduce sensor sensitivity and increase response time. Enzyme-based colour change 
is generally fast but may require additional substrates.   
LacZ from E. coli’s lac operon is probably the most popular enzyme used for bacterial sensors 
(Biran et al. 2003; Stocker et al. 2003; Wackwitz et al. 2008; Joshi et al. 2009; De Mora et al. 
2011; Joe et al. 2012; Shin 2012; Kotula et al. 2014; Pardee et al. 2014; Danino et al. 2015; 
Huang et al. 2015a; Pardee et al. 2016a; Didovyk et al. 2017). Different substrates have been 
used for LacZ-based colorimetric output, such as colourless X-gal (i.e., 5-bromo-4-chloro-3-
indolyl -D-galactopyranoside) which can be finally converted to an insoluble blue compound 
5,5'-dibromo-4,4'-dichloro-indigo, and yellow CPRG (i.e., chlorophenol red--D-
galactopyranoside) which can be converted to a purple chlorophenol red product. The LacZ 
catalysed hydrolysis of these substrates is generally fast; moreover, CPRG is reported to be 
more sensitive than X-gal and the colour change can be visualised in 1 h (Möckli and Auerbach 
2004; Pardee et al. 2014). However, many bacteria naturally contain a lac operon, which will 
increase the background of LacZ. Apart from deleting or inactivating the lacZ in the bacteria, 
other enzyme-based colorimetric outputs can be considered, such as chitinases which can 
cleave a colourless substrate, 4-Nitrophenyl N,N’-diacetyl-β-D-chitobioside, and yield a 
yellow p-nitrophenol product (Pardee et al. 2014). Nevertheless, the CPRG and 4-Nitrophenyl 
N,N’-diacetyl-β-D-chitobioside are relatively expensive, and require careful storage at low 
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temperature, which may increase the difficulty and cost of using these reporters for large scale 
sample screening and field testing.  
To reduce the cost of using LacZ as a reporter, a unique strategy based on pH change has been 
developed in E. coli for testing arsenic (Joshi et al. 2009; De Mora et al. 2011). This strategy 
is based on the fact that LacZ cleaving lactose allows fermentation in E. coli and consequent 
acid production. Bromthymol blue (yellow in acidic solutions, blue in basic solutions) has 
been used as a pH indicator to monitor this process, and the colour change can be visualised 
by the naked eye after 24 h. Other reporters can also be used to reduce the cost of substrates, 
such as cytochrome c peroxidase and XylE (catechol 2,3-dioxygenase) (Wackwitz et al. 2008; 
Joshi et al. 2009). Their substrates guaiacol and catechol are relatively cheap, and they can 
develop visible brown and yellow colours respectively; however, both guaiacol and catechol 
are not stable and need to be stored under restricted conditions.  
Pigments such as carotenoids and violacein have been used as output in biosensors (Fujimoto 
et al. 2006; Joe et al. 2012; Watstein and Styczynski 2018). They can be produced without 
substrates but require sophisticated metabolic pathways which may slow down the sensing 
response. To avoid engineering those pathways and using extra substrates, specific cell strains 
(e.g., Rhodovulum sulfidophilum and Deinococcus radiodurans) that normally contain those 
pathways can be used to make biosensors (Fujimoto et al. 2006; Joe et al. 2012). In this case, 
only the enzyme that catalyses the final colour change will be needed as reporter, such as CrtA 
(i.e., spheroidene monooxygenase) which produces red spheroidenone from yellow 
spheroidene (Fujimoto et al. 2006), and CrtI (i.e., phytoene dehydrogenase) which converts 
colourless phytoene to red lycopene (Joe et al. 2012).   
1.2.2.5 Output for in vivo monitoring 
There are also reporters that enable the monitoring of biosensors inside animals in real time, 
such as a recently developed acoustic reporter and the aforementioned luciferase. The acoustic 
reporter can generate intracellular gas vesicles in E. coli, which can be detected by general 
ultrasound techniques (Bourdeau et al. 2018). Biosensors with luciferase as reporter have been 
entrapped in an ingestible micro-bio-electronic device (IMBED) that can detect analytes which 
can diffuse into it; the emitted light can be converted into digital signals through 
photodetectors and the signals can be further transmitted to computers via Wi-Fi (Mimee et al. 
2018).  
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1.2.2.6 Alternative functional outputs 
Alternative functional outputs have also been used for biosensors, and endow them with 
specific abilities upon sensing, such as moving to a specific target and killing targeted cells. 
Hwang et al. (2014b) used bacterial chemotaxis mechanism along with killing systems to seek 
and kill biofilm-encased pathogenic P. aeruginosa. Three output genes were fused with P. 
aeruginosa’s quorum sensing system (i.e., the LasR-AHL system) in E. coli: 1) cheZ, which 
facilitated bacterial movement to pathogens upon sensing AHL, 2) nuclease gene DNaseI 
which helped in degrading the pathogens’ biofilm, and 3) mcsS which expressed an 
antimicrobial peptide, microcin S, to kill the pathogen. Other bacteriocins have also been used 
as outputs to kill P. aeruginosa, such as pyocin S5 and a more specific chimeric bacteriocin 
CoPy (Saeidi et al. 2011; Gupta et al. 2013).  
Various outputs have been developed for bacteria-based cancer therapy. For example, an 
invasion gene from Yersinia pseudotuburculosis was fused to an anaerobically induced fdhF 
promoter in E. coli; when they sense a hypoxic environment (e.g., a tumour micro-
environment), the invasin will be expressed and allow E. coli to penetrate into mammalian 
cells for cancer therapy (Anderson et al. 2006). Apart from cell invasion, a plant enzyme, 
myrosinase, has been used as an output to convert dietary glucosinolate to sulforaphane, which 
can inhibit cancer cell growth and promote apoptosis (Ho et al. 2018). 
Another interesting functional reporter is ice nucleation protein (e.g., InaZ from Pseudomonas 
syringae pv. syringae) which can promote ice nucleation at relative high temperature. 
Although the measurement of ice nucleation may not be as easy as the aforementioned 
reporters, it has been shown that such reporter provides better output dynamic ranges at low 
target concentrations when compared to LacZ and GFP (Miller et al. 2001).    
1.2.3 Chassis choice 
Generally, a synthetic biosensor can be built in two ways: (1) using a host endogenous genetic 
pathway and rewiring its final output to a desired reporter gene (Fig. 1.1d), or (2) importing a 
heterogeneous signalling pathway from a specialised species to another species (Fig. 1.1e) 
(Bernard and Wang 2017).  
The first way is simple and the sensor is likely to work as all the relevant components in the 
pathway are in the host. However, this sensor only senses its target with one particular 
sensitivity, selectivity and output dynamic range, which may not be optimal for real 
applications; also, the sensing pathway may be crosslinked to other components in the host, 
so the sensing response may vary under different environmental conditions (Bernard and 
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Wang 2017). Despite the sensing variation caused by crosstalk, sensor sensitivity, selectivity 
and output dynamic range can be regulated using synthetic biology tools, which will be 
described in Section 1.3.  
The second way is usually applied when the native bacterial sensors are not suitable for study 
or application due to their difficult/incompatible growth condition or pathogenic features. As 
the most studied prokaryotic model organism, E. coli has been widely used for studying and 
engineering biosensors. It is easy and cheap to culture and genetically manipulate, and it has 
been endowed with various sensing abilities originating from other bacteria. Moreover, E. coli 
Nissle 1917, a probiotic strain, has been particularly applied for studying in vivo diagnosis and 
biotherapy (Duan and March 2010; Gronbach et al. 2010; Danino et al. 2015; Daeffler et al. 
2017; Ho et al. 2018). Bacillus subtilis is also a popular chassis for biosensing as it can form 
spores for long term storage (Date et al. 2007; Joshi et al. 2009; Courbet et al. 2015; Volpetti 
et al. 2017). Notably, using heterogeneous components may eliminate crosstalk between the 
sensing pathway and endogenous machinery from the host (Wang et al. 2011a; Liu et al. 
2018a). However, the imported pathway’s compatibility with the new host is not guaranteed, 
and neither its functionality. Therefore, each component from the heterogeneous pathway 
needs to be characterised and optimised carefully in the new host (Bradley et al. 2016b; 
Bernard and Wang 2017).  
1.2.4 State-of-the-art of synthetic biology in biosensing  
The advantages of synthetic biology can be summarised in four principles: 1) Abstraction: an 
abstractive hierarchy is used to manage complexity while less-related information is hidden 
for clarity. 2) Standardisation: genetic parts are standardised into reusable parts with defined 
parameters measurement. 3) Modularisation: genetic parts or devices are independent modules 
with defined functions and are interchangeable. 4) Rational and quantitative design: the 
behaviour of genetic parts or devices can be predicted by mathematical models. These 
advantages allow synthetic biology communities to develop diverse collections of sensing 
promoters and reporters or actuators, and also to develop new genetic devices for building 
novel biosensors. 
With the emerging techniques of genome sequencing, DNA assembly and other molecular 
biology techniques, it is now easy to identify and test promoters, their regulators and other 
functional genes. With the rational design strategies from synthetic biology, the modular and 
standardised parts can be easily used to make biosensors in a ‘plug-and-play’ fashion (Fig. 
1.1a).  
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1.3 Tools and strategies from synthetic biology for improving biosensors  
Prokaryotic biosensors can be constructed easily by simply combining the sensing modules 
and output modules. However, as their elements are from nature, those modules may have 
certain limitations when it comes to real world applications, especially for selectively and 
sensitively sensing particular targets. For example, some naturally occurring heavy metal 
responsive receptors can respond to multiple ions, which will reduce their sensing specificity 
in a complex environment (Amaro et al. 2011; Wang et al. 2013). For example,  CadC from S. 
aureus can sense Cd2+, Pb2+ and Zn2+, and CmtR from Mycobacterium tuberculosis can sense 
Cd2+ and Pb2+ (Saha et al. 2017). Additionally, some native promoters are relatively weak, 
which may limit the sensor’s sensitivity and output detection (Stocker et al. 2003; De Mora et 
al. 2011; Siegfried et al. 2012; Wang et al. 2013; Huang et al. 2015a; Kim et al. 2016; Merulla 
and van der Meer 2016).   
Fortunately, the emerging discipline of synthetic biology has developed numerous tools and 
strategies which can be used to improve and customise sensor performance. Mathematical 
models have also been developed to facilitate sensor improvement in a quantitative manner 
(Ang et al. 2013; Berset et al. 2017; Mannan et al. 2017), but this section only focuses on tools 
and strategies that have been experimentally demonstrated in prokaryotic biosensors.  
1.3.1 Properties of a biosensor 
From the perspective of engineering, it is important to define measurable properties of a 
biosensor so that each property can be customised quantitatively to improve the final sensor 
performance. Different metrics have been used to define sensor performance (Mannan et al. 
2017). Here, I focus on four properties which are closely related to sensor application: 
selectivity, sensitivity, output dynamic range and leakiness (Fig. 1.2). Response time is 
another important parameter for characterising sensors’ performance but is not discussed here. 
Selectivity is a qualitative property, meaning how well a sensor can distinguish a target of 
interest among other similar molecules or signals (Fig. 1.2a). The other three properties can 
be quantitatively measured and optimised. Most biosensor response curves are sigmoidal, 
where the output increases with the target concentration. In this case, the sensitivity can be 
defined as limit of detection (LOD) which is the minimal target concentration that causes 
significant output increase of a sensor. Output dynamic range can be defined as the ratio of the 
maximum output level (achieved by target induction) to the basal output level (when no target 
is present). The basal output level is considered as leakiness, and high leakiness may cause the 
output to be not distinguishable between sensors with or without target. The synthetic biology-
related solutions to improve each of the four properties are described in the following sections.  




Figure 1.2: Metrics for defining performance of a biosensor. 
(a) Schematic illustrating a biosensor’s selectivity. (b) A biosensor response curve with sensor’s 
leakiness, sensitivity and output dynamic range annotated. The sensitivity can be defined as the limit of 
detection (LOD).  
1.3.2 Strategies for improving selectivity 
Generally, the specificity of receptors can be improved by altering amino acid residues of their 
effector recognition domain. For example, a modified CueR lost the ability to respond to Ag+ 
but became more sensitive to Au+ (Stoyanov and Browns 2003), a mutated MerR improved its 
ability to sense Cd2+ rather than Hg2+, Zn2+ and other tested metals or metalloids (Hakkila et 
al. 2011), and a RcnR mutant specifically responded to Ni2+ rather than Co2+ (Cayron et al. 
2017). Such random mutagenesis can be extremely helpful especially when relevant sensing 
and responding elements are hidden. However, despite notable successes, the mutation is not 
predicable, and it is time consuming to find desired mutations. By contrast, the rational design 
from synthetic biology can provide predictable solutions based on available information.  
Logic gates, such as AND, NAND, NOR and XOR gates, have been widely used to build 
complex genetic circuits as they can combine multiple sensing and output modules. The AND 
gate is one of the simplest gates; it only operates in the presents of two inputs. Due to this 
property, it can be used in biosensors to only express output when simultaneously sensing 
multiple inputs. This method has been used to improve sensor specificity by filtering out the 
response to non-relevant targets (Wang et al. 2013). In this case, non-specific receptor proteins 
ZraR (responding to Zn2+ and Pb2+) and ZntR (targeting Zn2+ and Cd2+) were combined in an 
AND gate, resulting in a sensor selectively responding to Zn2+ (Fig. 1.3a).  




Figure 1.3: Biosensor specificity enabled by synthetic biology. 
(a) A zinc-specific biosensor using an AND gate (Wang et al. 2013). (a-i) A zinc/lead biosensor and its 
response curves for Zn2+ and Pb2+. (a-ii) A zinc/cadmium biosensor and its response curves for Zn2+ 
and Cd2+. (a-iii) A zinc-specific biosensor was generated by integrating both sensing modules from i 
and ii into an AND gate. gfp, gene encoding a green fluorescent protein. (b) The HrpR/HrpS hetero 
regulation motif in the hrp (hypersensitive response and pathogenicity) system of P. syringae pv. tomato 
DC3000 (Wang et al. 2011a; Wang and Buck 2014). The hrp system promotes pathogenicity of the 
bacterium in its plant host. The σ54-dependent hrpL promoter can be activated by the heterohexamers 
of the transcriptional activators HrpR and HrpS. 
The AND gate mentioned above is based on the HrpRS activator complex and its cognate 
promoter PhrpL (Fig. 1.3b). This system is originally from the hrp (hypersensitive response and 
pathogenicity) gene cluster of a plant pathogen, P. syringae. PhrpL is a σ54-dependent promoter, 
which can be activated only when both HrpR and HrpS are present and form a hetero-hexamer 
on the promoter (Jovanovic et al. 2011; Wang et al. 2011a). In addition to the HrpRS system, 
other systems have been used for making AND gates in bacterial sensors, such as a T7 RNAP-
amber suppressor system to integrate 2 input signals (Anderson et al. 2007), activator-
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chaperone systems from Salmonella, Shigella and Pseudomonas used to make a 4-input AND 
gate (Moon et al. 2012), and split T7 PRNP systems (Shis and Bennett 2013; Schaerli et al. 
2014). Integrases have also been used to make AND gates, for example, by using them to flip 
the direction of genetic parts (e.g., terminator, promoter and gene); only when all the genetic 
parts are in the right direction will the final output be expressed (Bonnet et al. 2013; Courbet 
et al. 2015). Integrase function is described further in Section 1.4.1.2.  
1.3.3 Strategies for enhancing sensitivity 
Similar to the traditional solutions for biosensor selectivity, random mutagenesis of receptors 
and promoters is a popular way to improve sensor sensitivity (Li et al. 2015; Daeffler et al. 
2017). However, as the sensitivity is intrinsically related to the relative concentrations of the 
receptor and its ligand, tuning the receptor and ligand intracellular densities should be a more 
rational and predictable approach.   
1.3.3.1 Sensitivity improvement by tuning receptor density 
Prokaryotic biosensor sensitivity can be regulated by logic operations. A basic prokaryotic 
biosensor can be considered as a buffer gate: the output will only be on when there is an input 
signal. The buffer gate can be a repressor or an activator-based system (Fig. 1.4a,b). For 
example, the ArsR-ParsR arsenic sensor is based on ArsR repressor, whereas the LuxR-Plux AHL 
sensor is based on LuxR activator (Fig. 1.4c,d). In both cases, when the targets (i.e., As3+ or 
3OC6HSL) are present in sufficient concentrations, the sensors will be on (Fig. 1.4a,b). The 
repressor and activator can be expressed from a constitutive promoter (PC); the sensor’s 
sensitivity to their targets can be easily tuned by the expression level of their 
repressor/activator, e.g., by using weaker or stronger PC (Merulla et al. 2013; Wang et al. 2015). 
In detail, with a weaker PC for ArsR expression, fewer protein molecules of ArsR will be 
present in cells and fewer will be free from the ParsR, therefore the As3+ can more easily find 
the ParsR-bound ArsR molecules and release them from the promoter; on the contrary, if more 
ArsR molecules are expressed, more of them will be free in the cytoplasm and available to 
bind to As3+, so less ParsR-bound ArsR will be released from ParsR and less ParsR will be activated 
(Fig. 1.4c). However, there is a limit in ArsR tuning as no or very few ArsR will lead to high 
leakiness and no sensing response (Wang et al. 2015). For an activator-based system like the 
LuxR-Plux AHL sensor, more LuxR present in the cells will increase the chance of forming 
LuxR-AHL complex, therefore more Plux can be activated by the complex and the sensor is 
more sensitive (Fig. 1.4d). Moreover, the output dynamic will also be increased by tuning the 
PC (Wang et al. 2015). Overall, by tuning the regulator intracellular densities, both sensor 
sensitivity and output dynamic range can be improved. 




Figure 1.4: Strategies for improving biosensor sensitivity.  
(a and b) A transcriptional repressor (TR) and a transcriptional activator (TA)-based biosensor. PC, 
constitutive promoter. PTR, TR’s cognate promoter. PTA, TA’s cognate promoter. Black dots, targets of 
interest. gfp, gene encoding a green fluorescent protein. (c and d) Improving a biosensor’s sensitivity 
by tuning receptor densities (Wang et al. 2015). c shows a TR-based arsenic biosensor, and d shows a 
TA-based AHL biosensor. PStrong, strong constitutive promoter. PWeak, weak constitutive promoter. (e) 
Improving a biosensor’s sensitivity by increasing its targets’ intracellular density (Hynninen et al. 2010; 
Cayron et al. 2017). IS, import system. ES, export system. R, receptor. PR, R’s cognate promoter.  
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A toggle-switch has been used for improving a cadmium sensor sensitivity dynamically (Wu 
et al. 2009). In this system, an IPTG inducible promoter Ptac controls the expression of the 
cadmium receptor CadR; a cadmium inducible promoter PcadR controls the expression of LacI 
and GFP. Ptac can be repressed by LacI unless there is IPTG, whereas PcadR can be repressed 
by CadR unless there is cadmium. This toggle switch design can lead to a more robust sensing 
ability due to positive feedback. However, the real reason that makes the system more sensitive 
is still the regulation of the receptor. With low IPTG induction, the CadR intracellular density 
can be low, and therefore it increases the sensitivity; with cadmium induction, CadR 
intracellular density will be even lower, which further improve the sensitivity and the output 
dynamic range. Therefore, the amount of IPTG is the key to the sensor sensitivity.  
1.3.3.2 Sensitivity improvement by tuning intracellular ligand density 
Another option to improve sensor sensitivity is to improve target intracellular density by 
increasing the levels of its import system while deleting the export system in host cells (Fig. 
1.4e). For example, by disrupting efflux transporters for Zn/Cd/Pb in P. putida KT2440, the 
bacterial detection limits against Zn/Cd/Pb were improved up to 45-fold (Hynninen et al. 2010); 
by introducing several Ni-uptake systems and deleting the Ni efflux pump, an engineered E. 
coli biosensor achieved much better sensitivity and output dynamic range (Cayron et al. 2017). 
However, this method may not be applicable to some sensing systems where no specific import 
or export systems are required for the targets.  
1.3.4 Strategies for improving output dynamic range 
A number of native promoters are relatively weak and thus their derived biosensors have 
limited output dynamic ranges (Stocker et al. 2003; De Mora et al. 2011; Siegfried et al. 2012; 
Wang et al. 2013; Huang et al. 2015a; Kim et al. 2016; Merulla and van der Meer 2016). Again, 
random mutagenesis of promoters is often performed to maximise transcriptional output. 
1.3.4.1 Improving output dynamic range by tuning σ binding sites 
Recently, however, a more rational mutagenesis procedure has been proposed to regulate 
promoter output dynamics (Chen et al. 2018). The principle of this regulation is to change the 
binding affinity of the promoter to its σ factor/RNAP; the mutation mainly occurs at the sigma 
factor binding sites (e.g., –10 and –35 regions for σ70) (Cox et al. 2007; Brewster et al. 2012; 
Guzina and Djordjevic 2017; Chen et al. 2018). Although there are no clear rules for the site 
mutation, Chen et al. (2018) recently developed and tested a small library of –10 and –35 
regions with defined input and output dynamics, which can be easily applied to σ70-based 
sensing systems (Fig. 1.5a). However, this library is only useful for 70-based promoters, and 
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it may be difficult to regulate some sensing systems where the operator naturally overlaps with 
 binding sites. 
1.3.4.2 Improving output dynamic range through transcriptional amplifiers 
A more universal and predictable way to improve sensor output dynamic range is to use 
transcriptional amplifiers (TAmps). A TAmp is like an electronic amplifier, and it amplifies a 
transcriptional signal before outputting it. A TAmp is basically a one-input logic gate (i.e., 
NOT or Buffer gate), and the input is the output from the sensing module (i.e., the expression 
from the sensing promoter like PR) (Fig. 1.5b). Generally, a TAmp comprises a transcription 
factor (TF) and its cognate promoter PTF; the TF is under the control of a sensing promoter, 
and the PTF controls the expression of an output gene. More importantly, to qualify as an 
amplifier, PTF must have higher maximum activity than PR, so that a small transcriptional input 
from PR can be converted into a larger downstream output. 
Early examples of TAmps were constructed based on transcriptional repressors, which were 
cascaded to an AHL sensor and shown to improve sensor output dynamic range (Karig and 
Weiss 2005). The same team also built 2 and 3-layered repressor cascades, which were shown 
to improve the output dynamic range of an anhydrotetracycline (aTc) sensor (Fig. 1.5b-ii) 
(Hooshangi et al. 2005). However, unless the repressors were cascaded in even numbers, 
repressor-based amplifiers (TR-Amp) may not be suitable for sensing modules that have 
positive relationships between input and output. A positive relationship means that the output 
will be on when there is an input.  
TAmps based on transcriptional activators also have been developed (Fig. 1.5b-iii). The 
activator-based amplifier (TA-Amp) has been exemplified by a TAmp constructed from the 
aforementioned HrpRS system (Wang et al. 2014). This amplifier was demonstrated to 
significantly improve an arsenic sensor’s output dynamic range, and it amplified the output in 
a linear manner within a wide input range. Moreover, the amplification ability can be tuned by 
regulating the level of HrpS, either at translational (i.e., tuning the strength of ribosome 
binding site (RBS)) or post-translational level (Fig. 1.5c) (i.e., tuning the expression of a HrpS 
inhibitor HrpV). Another recent example using T7 RNAP and PT7 as a TA-Amp was 
demonstrated to improve a cadmium/lead sensor’s sensitivity and output dynamic range (Kim 
et al. 2016). Unlike the TR-Amp, only one layer of TA-Amp is needed for amplifying sensing 
modules with positive relationships between input and output. 




Figure 1.5: Strategies for improving biosensor output dynamic range.  
(a) Different σ70 binding sites of an inducible promoter yield different basal levels and output dynamics 
as a result of the relative equilibrium constants of σ70 binding to the −10 and −35 regions, 
ln(𝐾𝑒𝑞) = −(∆𝐺−10 + ∆𝐺−35) (Chen et al. 2018). Non-consensus bases are underlined. ∆𝐺−10  and 
∆𝐺−35 correspond to the relative changes in the binding energy due to changes in the −10 and −35 sites. 
R, receptor. PR, R’s cognate promoter which contains an operator for R (RO). yfp, gene encoding a 
yellow fluorescent protein. (b) Biosensors without transcriptional amplifiers (TAmp) (b-i), with two 
transcriptional repressor-based amplifiers (b-ii), or with a transcriptional activator-based amplifier (b-
iii), and their response curves (Hooshangi et al. 2005; Wang et al. 2014; Kim et al. 2016). iiii. An 
amplifier with positive feedback (Nistala et al. 2010). PTR, TR’s cognate promoter. PTA, TA’s cognate 
promoter. gfp, gene encoding a green fluorescent protein. (c) A gain-tuneable TAmp based on a 
HrpRSV system (Wang et al. 2014). This device scales the weak transcriptional input signal (I) linearly 
in response to a second ‘gain tuning’ transcriptional input (βT).   
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If the sensing module is tightly regulated, the amplification capacity of a TAmp can be further 
enhanced through a positive feedback loop (Fig. 1.5b-iiii). For example, Nistala et al. (2010) 
built a TA-Amp based on the LuxR-Plux activation system, where a mutated LuxR was used 
which activated Plux without extra inducers. Instead of fusing the Plux with a gfp output alone, 
luxR was also fused within the same operon; therefore, when the system is activated, more 
LuxR will be produced to further activate the system. Compared to the TA-Amp alone, this 
TA-Amp coupled with positive feedback further and significantly improved the output of an 
aTc sensor and an aspartate sensor. Notably, it also improved the detection limit of the aTc 
sensor. 
Output amplification can also be performed using recombinase-based memory modules 
(Bonnet et al. 2013). In this case, the final output expression can be activated by the 
recombinase, and the maximal transcriptional activity must surpass that of the sensing 
promoter. Details will be described in Section 1.4.1.2.  
1.3.5 Strategies for reducing leakiness 
In addition to low sensitivity and low output, high leakiness is also a common issue for 
biosensors. When a sensor is leaky, it expresses obvious output even in the absence of its target. 
Although the leakiness can be ignored under some circumstances, it may cause issues in many 
other cases: 1) Enzyme-based colorimetric output may easily saturate with high basal level 
production, which will restrict titrimetric analysis (Wackwitz et al. 2008). 2) It may affect the 
downstream regulatory elements and shut down the dynamic output (Nielsen et al. 2016). 3) 
It may cause protein overexpression, which can be toxic to host cells, reduce protein functions 
(Tan et al. 2013; Kuznetsova et al. 2014), affect resource allocation (Gyorgy et al. 2015), and 
thereby interfere with the response of genetic circuits (Qian et al. 2017; Venturelli et al. 2017). 
4) It may cause health problems if the sensor outputs have killing effect for biotherapy. 
Most sensing systems from nature display more or less leakiness, and we cannot always find 
a less leaky sensing element with the desired functions from nature. Therefore, many studies 
have been carried out to reduce leakiness. Here, I classify these methods into three types, 
where the leakiness are managed at 1) transcriptional level, 2) translational level or 3) post-
translational level (Fig. 1.6).  
1.3.5.1 Managing leakiness at transcriptional level 
One traditional way to reduce the leakiness of a sensing system is to randomly mutate the 
sensing regulators and promoters in the hope of generating forms with less leakiness while 
maintaining the sensing abilities. This mutation basically regulates the transcription initiation 
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by changing the affinity between the regulators and the promoters. One study combined error-
prone PCR (i.e., polymerase chain reaction) and FACS (i.e., fluorescence-activated cell sorting) 
to mutate and sort arsenic inducible operons for low leakiness and high output dynamic range 
(Li et al. 2015). The selected mutations were at the ArsR binding site (ABS) in ParsR and the 
DNA binding site in ArsR, which may have improved the affinity between ArsR and ABS, 
and therefore significantly decreased sensor leakiness. Similar methods can also be applied to 
other regulators and promoters. However, this random mutation and screening is costly and 
time consuming. 
Since the sensing promoter is the major source of leakiness, it is more logical to directly 
modify the leaky promoter. The aforementioned mutagenesis at σ70 binding sites can also 
reduce sensor leakiness (Fig. 1.5a) (Chen et al. 2018). A more straightforward and predictable 
approach is to engineer the structure of leaky promoters, such as by 1) regulating numbers and 
positions of an operator in a promoter (Fig. 1.6a,b) (Merulla and van der Meer 2016; Chen et 
al. 2018), and 2) adding an antisense promoter to the leaky sensing promoter (Fig. 1.6c) 
(Brophy and Voigt 2016). 
Regulation through operators 
The operator is a part of a promoter sequence, where a regulator can bind and control the 
activation of the promoter. It has been shown that an activator’s (e.g., AraC and LuxR) 
operator can only work upstream of the –35 region in the promoter (i.e., distal region), whereas 
a repressor’s (e.g., LacI and TetR) operator can work not only in the distal region, but also 
between –10 and –35 regions (i.e., core region) and downstream of the –10 region (i.e., 
proximal region). Moreover, it has been suggested that the repression efficiency at those places 
is core ≥ proximal ≥ distal (Fig. 1.6a) (Cox et al. 2007). In addition, if the repressor’s operator 
shares the sequence of the –10 and –35 regions, it can further improve the repression efficiency 
and therefore reduce the leakiness of the promoter; also, if a ligand-responsive activator (e.g., 
AraC and RhlR) can bind to its operator at the distal region in the absence of the target ligand, 
it can make a promoter tighter (i.e., with lower basal expression) (Chen et al. 2018).  
Additionally, if the target’s regulator is a repressor, adding an extra operator for this repressor 
downstream of a promoter can further reduce the basal expression level of the promoter; this 
phenomenon is based on ‘roadblocking’ where the extra repressor binding downstream of the 
promoter inhibits the read-through of the RNAP (Fig. 1.6b). Also, tuning the distance between 
the extra operator and the core region can regulate the roadblocking efficiency thus regulating 
promoter basal expression (Hao et al. 2014; Merulla and van der Meer 2016). However, the 
roadblocking effect can be affected by promoter strength, regulator concentration and the 
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affinity of the regulator to its operator (Hao et al. 2014). Therefore, this approach may work 
differently under different circumstances, and detailed characterisation will be required for 
different promoter-operator systems. 
Regulation through antisense transcription 
Antisense transcription arises from promoters, and the antisense promoter drives RNAP 
reading in the opposite direction but towards a target promoter. It was first discovered in 
bacteria more than 40 years ago (Pelechano and Steinmetz 2013). In terms of leakiness 
reduction, the most important function of antisense promoters is to interrupt the RNAP reading 
through from the target promoter (Fig. 1.6c-iii) (Brophy and Voigt 2016), thus interrupting 
leaky transcription and reducing background expression. Based on the location of the antisense 
promoter, it may also regulate the leakiness by interrupting translation: 1) if the antisense 
promoter is located a short distance downstream of its target promoter, it may produce short 
antisense RNA to inhibit the translation initiation of the target gene (Fig. 1.6c-i) (Kawano et 
al. 2007); 2) if the antisense promoter is located at the 3’ end of the target promoter and gene, 
it may produce long antisense RNA to form double-strand RNA with target gene’s mRNA and 
trigger RNA degradation (Fig. 1.6c-ii) (Lasa et al. 2011). Notably, the second approach will 
be easier to use in terms of sequence design, and the target promoter activity can be easily 
tuned by regulating the strength of the antisense promoter (Fig. 1.6c) (Brophy and Voigt 2016). 
1.3.5.2 Managing leakiness at translational level 
The leaky expression happens at both transcriptional and translational levels; thus reducing 
the translation efficiency is another way of reducing leakiness, and it can be very helpful if the 
transcription rate cannot be easily changed. Similar to the regulator/promoter mutagenesis, 
mutations can also be introduced to the RBS; changing the RBS sequence changes its affinity 
for ribosome binding and therefore regulates the initiation of protein translation (Fig. 1.6d). 
For an activation system, reducing the strength of the activator’s RBS can reduce the basal 
expression level of its cognate promoter (Wang et al. 2014; Rubens et al. 2016). For a 
repression system, regulating the repressor’s RBS can change its promoter’s input/output 
dynamic range (Wang et al. 2011a; Nielsen et al. 2016). By changing the RBS of an output of 
a sensor, its output dynamic range will be directly regulated (Wang et al. 2011a; Wang and 
Buck 2014). A few libraries of RBS have been summarised and tested in prokaryotes, and can 
be directly used for tuning translation (Registry of Standard Biological Parts 2017). Moreover, 
RBS with predictable strength can also be designed easily by using an RBS calculator (Salis 
et al. 2009).  




Figure 1.6: Strategies for tuning biosensor leakiness and output dynamics.  
(a) A transcriptional repressor (TR)-based inducible promoter, with an operator site (TRO) at the distal, 
core or proximal region of the promoter. Repression efficiency was shown to depend on the TRO’s 
location, with core ≥ proximal ≥ distal (Cox et al. 2007). PTR, TR’s cognate promoter. yfp, gene encoding 
a yellow fluorescent protein. (b) Transcriptional roadblocking effect. gfp, gene encoding a green 
fluorescent protein. (c) Antisense transcription as a tool to tune gene expression. Left panel: antisense 
promoter (Panti) can reduce PR’s leakiness by blocking the ribosome entry to a reporter’s mRNA (c-i), 
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Apart from RBS sequences, numerous factors have been shown to affect translation rates, such 
as sequences between the RBS and the gene of interest (Kosuri et al. 2013; Mutalik et al. 2013), 
additional sequence upstream and downstream of the RBS (Salis et al. 2009; Wu et al. 2018), 
and codon usage. For example, gene expression can be down-regulated by increasing A/T rich 
repetitive sequences between the RBS and the gene (Egbert and Klavins 2012), or introducing 
a long sequence with low GC content between the promoter and the gene (Wu et al. 2018). 
These factors can be additional targets for regulating the leakiness at translational level.  
1.3.5.3 Managing leakiness at post-translational level 
Regulating sensor output directly can be a straightforward way to tune sensor leakiness, such 
as by tuning the RBS of the output (Fig. 1.6d) and using an antisense promoter to regulate the 
output translation (Fig. 1.6c). A protein degradation tag can also be used to decrease regulator 
or output expression level (Andersen et al. 1998; Arpino et al. 2013; Cameron and Collins 
2014; Bradley et al. 2016b). However, these methods may shift down the maximum output 
level, as well as sensor sensitivity (Fig. 1.6c–e).  
An alternative way has been recently proposed to reduce sensor leakiness while maintaining 
maximum output expression. Fernandez-Rodriguez and Voigt (2016) designed a Potyvirus 
protease-mediated regulation system. In an IPTG sensor without protease regulation, the IPTG 
inducible promoter Ptac solely controlled T3 expression, which then joined a T3 RNAP core to 
form an entire T3 RNAP; the entire T3 RNAP activated PT3 to produce superfolder GFP. This 
sensing system showed a high basal expression level and low output dynamic range (Fig. 1.6e 
black line). To reduce the leakiness, an LVA degradation tag was fused to the N terminus of 
the GFP, which led to less leakiness but also low output expression upon IPTG induction (Fig. 
1.6e grey line). In order to rescue the output while maintaining the low basal level, a protease 
(SuMMV) cleavage site was inserted between the GFP and LVA tag, and a protease SuMMV 
was placed in the same operon as T3 (Fig. 1.6e). By doing this, when induced with IPTG, the 
SuMMV was expressed and cut off the LVA tag, and the GFP level was fully brought back to 
triggering mRNA degradation (c-ii), or blocking the RNA polymerase (RNAP) reading from the sensing 
promoter PR (c-iii). Right panel: The sensor’s leakiness and output dynamics correlate with the strength 
of Panti (Brophy and Voigt 2016). R, receptor. PR, receptor’s cognate promoter. (d) Modification of 
ribosome binding site (RBS) for a transcriptional activator (TA), a TR, or the output reporter changes 
the leakiness and output dynamics of a biosensor (Wang et al. 2011a; Nielsen et al. 2016; Rubens et al. 
2016). PTA, TA’s cognate promoter. (e) Schematics of post-translational regulation on an IPTG 
biosensor (Fernandez-Rodriguez and Voigt 2016). L represents a protein degradation tag, LVA. 
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the original output level (Fig. 1.6e orange dotted line). As such, the IPTG sensor was less 
leaky but maintained high output expression. This protease-based regulation method is flexible, 
and can be easily and quickly applied to any other leaky sensing systems. 
1.4 Functional expansion of biosensors by synthetic biology  
1.4.1 Memory devices 
Memorising the occurrence or concentration of a sensing target is sometimes important, 
especially for clinical diagnoses when samples cannot be directly reached, or when a certain 
situation need to be determined from the recent past (Courbet et al. 2015). By incorporating a 
memory circuit into a biosensing circuit, the biosensor will be able to record its target signal 
and stabilise the output for long term. Synthetic biology communities have developed a 
number of memory devices (Inniss and Silver 2013; Roquet and Lu 2014; Bradley and Wang 
2015). In this section, I will only cover some well-known examples that have been successfully 
demonstrated in biosensors.  
1.4.1.1 Toggle-switch based memory devices 
The synthetic toggle-switch can be considered as the earliest reversible memory device. It 
achieves bistability by using two repressible promoters and their repressors arranged in a 
mutually inhibitory network (Fig. 1.7a) (Gardner et al. 2000). It can flip between two stable 
states by transient induction which changes the ratio between the two repressors. For example, 
a biosensor with this toggle switch can be originally in the TR2 state while the TR1 state is 
repressed (Fig. 1.7a Memory off); upon sensing its target, the sensing promoter expresses 
more TR1 and increases the ratio of TR1 to TR2 (Fig. 1.7a Environmental stimulus); higher 
TR1 will repress the TR2 state and flip the switch to the TR1 state, therefore the sensor will 
continuously express the output involved in this state (Fig. 1.7a Memory on). As only two 
states are allowed, any graded input response can be converted by toggle-switches to a digital 
output, so the target concentrations cannot be titrated; however, this may improve sensor 
robustness and aid decision making processes (Roquet and Lu 2014).  
A common toggle-switch is based on a phage lambda cI/Cro genetic switch, and it has been 
widely used in biosensors due to its high repression efficiency and modularity; but other strong 
repressors can also be used. The cI/Cro toggle-switch has been used to engineer E. coli to 
sense and record antibiotic exposure or inflammation in murine guts (Kotula et al. 2014; Riglar 
et al. 2017). A similar toggle-switch has also been used to develop a Pavlovian-like 
conditioning circuit in E. coli, where the toggle-switch helped to memorise a conditioned 
stimulus (Zhang et al. 2014). 




Figure 1.7: Diagrams of genetic circuits for memorising environmental signals.  
(a) A toggle switch-based memory device. Initially the toggle switch is in the OFF state, where TR2 is 
expressed and TR1 expression is repressed. Upon target detection, the sensing circuit expresses TR1, 
which flips the device into the ON state. TR1 and LacZ will be continuously expressed even after the 
target is removed (Kotula et al. 2014; Riglar et al. 2017). R, receptor. PR, R’s cognate promoter. TR, 
transcriptional repressor. PTR, TR’s cognate promoter. lacZ, gene encoding β-Galactosidase for 
colorimetric output. (b) A recombinase-based memory device. Upon sensing a particular target, the 
biosensor produces recombinase Cre, which first flips the orientation of the gfp flanked by loxP sites, 
and then excises one of the two loxP sites through the lox511 sites (Schnütgen et al. 2003). PC, 
constitutive promoter. gfp, gene encoding a green fluorescent protein. (c) An integrase-based memory 
device switches the sensor’s output from gfp expression to rfp expression. The integrase and excisionase 
together restore the gfp expression (Bonnet et al. 2012). rfp, gene encoding a red fluorescent protein.  
(d) A CRISPR-based ‘‘biological tape recorder’ system. The signals are recorded into the genomic  
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1.4.1.2 Recombinase based memory devices 
Site specific recombinases are enzymes that perform either DNA excisions or inversions at 
specific recognition sites (Olorunniji et al. 2016). They belong to either tyrosine or serine 
recombinase classes, and can be further classified by their directionality and mode of actions 
(Wang et al. 2011b). For some recombinases that perform both excision and inversion (e.g., 
Cre), the action depends on the relative orientations of the recognition sites; aligned sites lead 
to excision while anti-aligned sites lead to inversion (Fig. 1.7b). Both allow memory functions 
if the target DNA is within a functional biological part (e.g., promoter, terminator and gene), 
but the latter is reversible (Fig. 1.7b). The reversible inversion tends to create a mixed 
population of cells in either ON or OFF states, which reduces the robustness of the memory 
(Schnütgen et al. 2003; Brophy and Voigt 2014). Solutions include mutagenesis at the 
recombination sites (Albert et al. 1995; Oberdoerffer 2003), or introducing configurations that 
leads to the removal of the recombination sites after inversion (Fig. 1.7b) (Schnütgen et al. 
2003).  
Serine integrases are a family of recombinases derived from bacteriophages, which show 
preferred directionality; therefore the inversion guided by serine integrases is irreversible (Fig. 
1.7c) (Stark 2017). The irreversible recombinases also have the same mixed population issue 
when their expression is at intermediate levels (Moon et al. 2011; Brophy and Voigt 2014); 
however, the issue can be alleviated via the use of feedback loops (Folliard et al. 2017). 
Due to the unidirectionality, serine integrases are widely used to generate irreversible memory 
devices; moreover, the modified genetic context is heritable and can persist even after cell 
death (Siuti et al. 2013). A simple memory device can be built by inserting a terminator 
flanked by integrase recognition sites between a promoter and a translational unit, which will 
interrupt the transcription unless it is excised or flipped by integrases (Bonnet et al. 2013). 
Other functional parts like promoter and gene can also be designed in this way to generate 
memory devices. To date, a large number of orthogonal integrases have been identified and 
tested in cells (Yang et al. 2014). They have been demonstrated to record inflammations in 
gastrointestinal tracts as well as pathogenic markers in human serum and urine samples  
CRISPR array (Sheth et al. 2017). When there is no signal, only the reference DNA will be recorded; 
where there are signals, the trigger DNA will be rapidly replicated and preferentially recorded into the 
CRISPR array. (e) The CAMERA recording system (Tang and Liu 2018) has two possible mechanisms: 
i, it uses Cas9 nuclease to record signals by shifting the ratio of two recording plasmids; ii, it uses Cas9-
derived base editors to change DNA sequences upon sensing a signal. 
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(Archer et al. 2012; Courbet et al. 2015; Mimee et al. 2015). Moreover, by coordinating 
multiple integrases in a memory device, the sensor can record a sequence of detection events 
and report a unique state to every possible orders (Roquet et al. 2016).  
With irreversible memories, sensors would be single use, therefore they may not be suitable 
for some cases. However, conditional bidirectionality can be achieved by introducing 
recombinase-excisionase pairs which can make the memory devices as reusable and rewritable 
as toggle-switches (Fig. 1.7c) (Bonnet et al. 2012; Bonnet et al. 2013). Also, similar to toggle-
switches, recombinase-based memory devices can be considered as analog to digital 
converters as the inverted DNA can only be in either of the two states (Rubens et al. 2016).  
1.4.1.3 CRISPR/Cas-based memory devices 
CRISPR (Clustered Regularly Interspaced Short Palindromic Repeats) and CRISPR 
associated system (Cas) are bacterial immunity systems against phage infections (Shalem et 
al. 2015; Jiang and Doudna 2017). They have recently become another popular way for 
recording signals in biosensors. One example, called a ‘biological tape recorder’, is able to 
record multiple metabolites over time (Fig. 1.7d) (Sheth et al. 2017). This system is based on 
a naturally occurring bacterial CRISPR-Cas adaptation process, where the bacteria capture 
exogenous DNA from invading plasmids/phages and integrate them into their genomic 
CRISPR arrays as spacers. In the ‘biological tape recorder’ system, a new spacer is 
incorporated into the CRISPR array upon the induction of a specific target, and multiple events 
can be recorded over time.  
Another example, named CAMERA (CRISPR-mediated Analog Multi-event Recording 
Apparatus), either uses Cas9 nuclease to record signals by shifting the ratio of two recording 
plasmids (based on the DNA cleavage function of Cas9 nuclease to remove one of the plasmids 
upon sensing), or uses Cas9-derived base editors to change DNA sequences upon sensing a 
signal (Fig. 1.7e) (Tang and Liu 2018). In both examples, the temporal and lineage information 
is analysed by sequencing the barcoded DNA sequences, or by coupling the resulting change 
to an observable output. 
1.4.2 Signal integration 
Generally, biosensors are built to sense a single input, but in many cases the biosensors are 
required to report a specific condition which may involve multiple inputs, such as some health 
condition defined by multiple biomarkers. Synthetic biology has provided numerous tools for 
bio-computation, which can be applied to biosensors to receive and process multiple inputs, 
therefore to sense and react to a complex condition or global environment (Wang et al. 2011a; 
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Moon et al. 2012; Wang et al. 2013; Wang and Buck 2014; Ma et al. 2016; Nielsen et al. 2016; 
Roquet et al. 2016; Rubens et al. 2016).  
Up to now, although no genetic circuits have been developed in bacterial sensors to target 
multiple clinical biomarkers, several studies have been done to demonstrate the possibilities, 
such as using AND logic gates to sense three different metal ions (Fig. 1.8) (Wang et al. 2013), 
and engineering E. coli to invade tumour cells only when they detect hypoxia and reach high 
cell density (Anderson et al. 2006).  
 
Figure 1.8: Detecting an environmental condition using multi-input AND gate and cell-cell 
communication.  
A three-input AND logic gate based on two HrpRS-based AND gates separated in two different strains 
in a consortium (Wang et al. 2013). luxI, synthase of a quorum sensing molecule 3OC6HSL. rfp, gene 
encoding a red fluorescent protein.  
1.4.3 Reshaping the response function 
Most biosensor response curves are sigmoidal, which is either analog or digital; for the former, 
the output relies on graded input, so the target concentration is titratable, while the latter has 
clear ON and OFF states therefore is robust for decision making purposes. The analog response 
can be easily converted to a digital response by using the aforementioned integrases and some 
repressor-based amplifiers (Hooshangi et al. 2005; Rubens et al. 2016), and a semi-log 
response curve can be generated by using a coherent feedforward loop (Zhang et al. 2013). 
Further, incoherent feedforward loops based on transcriptional regulators or integrases have 
been developed to build bandpass filters in biosensors, which can only response to a limited 
range of target concentrations (Peking iGEM 2013; Rubens et al. 2016).   
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1.5 From the lab to the field 
Combining synthetic biology and cellular sensors have shown their promising abilities in a 
broad range of applications, such as environmental diagnosis and bioremediation (Trang et al. 
2005; Buffi et al. 2011; De Mora et al. 2011; Siegfried et al. 2012; Tong et al. 2014; Huang et 
al. 2015a; Rasmussen and Minteer 2015; Wu et al. 2017), clinical diagnosis and biotherapy 
(Saeidi et al. 2011; Hwang et al. 2014; Courbet et al. 2015; Danino et al. 2015; Riglar et al. 
2017; Watstein and Styczynski 2018), bioprocessing (Zhang and Keasling 2011; Zhang et al. 
2012), mining and landmine detection (Cerminati et al. 2011; Belkin et al. 2017). However, 
using engineered organisms beyond controlled laboratory conditions has raised safety 
concerns, which limit their applications.  
The potential risk of using engineered organisms is to disrupt the balance of nature, which can 
be classified in four areas: 1) they may interact with and be harmful to the surrounding 
environment; 2) if they escape from their pre-targeted places, they may survive and change 
natural habitats, food webs or biodiversity; 3) they may evolve and adapt to fill new ecological 
niches; and 4) they may transfer their genes to native organisms, especially antibiotic 
resistance genes which may cause threats to human health (Dana et al. 2012). To avoid natural 
disasters in the future, these biosafety issues should always be considered before designing 
and applying the new generation of engineered organisms. To address these limitations, both 
intrinsic containment mechanisms and physical containment systems have been studied and 
tested for synthetic organisms (Moe-Behrens et al. 2013; Wright et al. 2013; Wright et al. 
2015).  
1.5.1 Intrinsic containment 
1.5.1.1 GeneGuard 
Wright and his colleagues developed a stable and modular system ‘GeneGuard’ for biosafety 
control in E. coli (Wright et al. 2015). Three safety modules were combined in this system, 
including host-dependent origins of replication, rich-media compatible auxotrophy, and toxin-
antitoxin pairs. The first module consists of conditional origins of replication, which means 
the plasmid replication is only possible in engineered host cells. The second module is based 
on auxotrophy as a selective marker. The engineered cells can only survive with specific 
supplements which will not exist in nature, so the engineered cells cannot survive if they 
escape from the controlled environment (e.g., industrial closed systems). The last module 
carries of designed toxin-antitoxin pairs, which work in an auxiliary manner to prevent gene 
propagation.  
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1.5.1.2 Linguistic barrier 
A ‘linguistic barrier’ is an attractive way to eliminate biosafety issues from engineered cells 
(Wright et al. 2013). It involves refactoring transcriptional or translational machineries, 
making them incompatible with wild microorganisms. One approach is to refactor the 
translation machinery in engineered hosts, so that only the hosts can correctly translate the 
synthetic sequences. To achieve this, the codon assignments can be refactored in the cells. 
Another way is to evolve ribosomes which can recognise non-natural RBS or a quadruple-
base-pair code. As such, even when the synthetic genes are acquired by wild cells, they cannot 
use their own ribosomes to translate the genes properly. Other methods have also been 
proposed to disrupt the transcriptional language, such as using alternative base pair 
combinations, and creating RNAP mutants to recognise xeno nucleic acids (Pinheiro et al. 
2012). 
1.5.1.3 Death induction 
The next generation of biosafety devices may also involve coupling synthetic counting circuits 
(Friedland et al. 2009; Callura et al. 2010) or a predictable timer (Ellis et al. 2009) to induce 
cell death via expression of toxin components or other cell death pathways. As such, the 
engineered cells would commit suicide after a pre-defined retention time in the environment. 
Moreover, cell death induced by environmental signals is also possible by combining a signal-
inducible promoter and suicide genes, such as for engineered cells escaping from an anoxic 
environment (e.g., tumour) to an aerobic environment (e.g., normal tissue), or from high 
temperature (e.g., specific culture conditions) to low temperature (e.g., normal environment). 
However, those methods still have evolutionary risks, such as that inactivation of the suicide 
mechanism by mutation would allow the cell to escape.  
1.5.2 Physical containment 
Although several studies have been carried out to prevent potential genetic pollution from 
engineered organisms, the issue still remains of how to prevent the synthetic cells from 
competing with native cells and destroying the ecological balance. Unfortunately, even if 
scientists find genetic solutions to address these issues, it would be hard to test their 
effectiveness in synthetic cells as some problems might only occur after prolonged evolution. 
Thus, physical containment is always indispensable for biosafety control, particularly for 
cellular biosensors in field testing and bioprocessing.  
Several kinds of physical containment have been developed to limit the movement of synthetic 
organisms, such as confining the cells to bioreactors for biosynthesis applications in factories, 
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or using microencapsulation to limit the mobility of the cells, e.g., in alginate beads, agarose 
and silica gels (Chang and Prakash 2001; Nassif et al. 2002; Papi et al. 2005; Sharma et al. 
2010; Buffi et al. 2011; Power et al. 2011; Shin 2012; Courbet et al. 2015; Belkin et al. 2017), 
and in bioreactive nanofibers (Tong et al. 2014). It has been shown that by entrapping the cells 
in hydrogels, the synthetic cells can be functional for at least a month, and cells can be viable 
after one year’s storage. However, better entrapping materials and storage conditions still need 
to be discovered to maintain sensor viability and functionality for longer periods.  
Recently, a microfluidic device has been developed to entrap cellular sensors for field testing 
(Volpetti et al. 2017). This device contains 768 biopixels, and each biopixel contains a 
chamber where sensor cells can be spotted. Each chamber also has valves around it to control 
the flow of media or samples to the sensors, and also to entrap the sensors in the chamber. If 
the sensors have fluorescent output, images can be taken to show the sensor response. This 
device has been used to test arsenic and arabinose inducible sensors, and images showing 
sensor response can be taken using a microscope or portable device like a USB microscope or 
a mobile phone. To enable long-term storage of cellular sensors in this microfluidic device, 
spores of B. subtilis containing an IPTG sensing circuit have been stored and tested; after 
incubating them at 80°C for a month, the sensors still can show their functionality and 
survivability. However, using the microfluidic device still requires a medium pumping and 
flow system, which may increase the practical difficulties for screening of large numbers of 
samples.  
1.5.3 Cell-free biosensors 
1.5.3.1 In vitro transcription-translation 
Cell-free systems (CFS) have been proposed as a solution to circumvent the biosafety issues 
associated with whole-cell biosensors. Cell-free biosensors are basically sensory genetic 
circuits in a CFS.  
The CFS I mention here is an in vitro transcription-translation system, where there are no cells 
but only biological machinery and energy source required for transcription and translation. 
This system can be either based on crude cell extract (Kim et al. 1996; Kigawa et al. 2004; 
Kwon and Jewett 2015; Didovyk et al. 2017) or a system of purified recombinant elements 
(PURE) necessary for transcription-translation (Shimizu et al. 2001; Kuruma and Ueda 2015). 
The former is cheap and easy to produce, but contains unknown background components from 
the cell genome. The latter contains well-known components, but is more expensive and time 
consuming to produce. Both have been widely used for different purposes, such as rapid 
protein expression, rapid prototyping of genetic circuits, rapid characterisation of molecular 
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interactions and biosensing (Pellinen et al. 2004; Chappell et al. 2013; Caschera and Noireaux 
2014; Hong et al. 2014; Li et al. 2014; Pardee et al. 2014; Siegal-Gaskins et al. 2014; Sun et 
al. 2014; Niederholtmeyer et al. 2015; Takahashi et al. 2015a; Takahashi et al. 2015b; Wu et 
al. 2015; De Los Santos et al. 2016; Garamella et al. 2016; Karim and Jewett 2016; Pardee et 
al. 2016a; Duyen et al. 2017; Wen et al. 2017; Halleran and Murray 2018; Marshall et al. 2018; 
Maxwell et al. 2018; Sansbury et al. 2018). Most studies were carried out in the cell extract-
based CFS (CE-CFS), which may be because it is cheap and can be produced easily in the 
laboratory. Moreover, the process of CE-CFS production has been recently optimised and 
significantly simplified, which makes it much easier and more affordable (Kwon and Jewett 
2015; Didovyk et al. 2017). Notably, compared to PURE, CE-CFS is more similar to the 
intracellular environment, which makes it a more predictable way to transfer designed genetic 
circuits between whole cells and CE-CFS. 
Particularly for biosensing, CFS-based sensors can be more tolerant to toxic translational 
products than cells, more sensitive and the response to their target can be faster. This is because 
the CFS does not contain a physical barrier (e.g., cell wall/membrane and transport systems) 
to dilute the targets and slow down the targets reaching the sensing elements. Also, it does not 
need to maintain cell growth like a whole cell, so toxic proteins that can cause cell burden will 
have less or no effect in CFS. Due to these advantages, more and more CFS-based sensors 
have been developed recently to detect heavy metals, quorum sensing molecules from 
pathogens, antibiotics and viral RNA (Pellinen et al. 2004; Pardee et al. 2014; Pardee et al. 
2016a; Didovyk et al. 2017; Wen et al. 2017).  
Current cell-free reactions are mostly carried out in solution so that test tubes are required, 
which are inconvenient for large scale field testing. However, Pardee et al. (2014) recently 
developed a paper-based sensing platform, which can be freeze-dried and stay stable over a 
year. This platform basically adapts a CFS reaction on a piece of paper instead of using a test 
tube. Notably, this platform is portable and can be easily handled, which will be convenient 
for field testing (Pardee et al. 2016b). More importantly, the paper-based sensing system is 
cost effective as only 1.8 l cell-free reagent is needed for each reaction; also, by using 
homemade cell extract, it is possible to reduce the cost below $1 for each test. Both fluorescent 
and colorimetric output can be used in the paper-based sensors. Although Pardee et al. (2014) 
have developed a cheap electronic reader ($ 250) for quantifying sensor output, it will be 
possible to just use a smart phone to quickly image and quantify sensor output, which will 
make field testing even more convenient and more affordable (Wei et al. 2014).  
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Although the CFS-based sensors have those practical advantages, especially for paper-based 
sensors, there are still some drawbacks which need to be considered. First, the genetic circuits 
may not work in the same way in a whole cell and in the CFS, which would increase the 
difficulties in transferring the sensors from in vivo to in vitro. This may be caused by two 
effects: 1) CFS does not have a physical barrier, which makes it lose the macromolecular 
crowding properties, and therefore changes protein conformation, binding of small molecules, 
protein-protein and protein-nucleic acid interactions, etc. (Shahid et al. 2017); 2) even for the 
CE-CFS, its components will not be exactly the same as those in a whole cell, therefore the 
resource allocated to the sensory circuits will be different from that in the cells. The 
macromolecular crowding can be potentially achieved by using minimal/artificial cells (i.e., 
CFS entrapped in liposomes), and the component variance can be minimised by optimising 
the CFS preparation (Shin and Noireaux 2012; Tan et al. 2013; Garamella et al. 2016); 
however, further tuning will still be required for different cases. Secondly, CFS may be not as 
stable as whole cells. This is because the CFS need to be reassembled each time, and small 
variance at each step may affect the final activities of the CFS. Therefore, careful preparation 
is required for each batch of CFS, and an activity calibration will be essential (Takahashi et al. 
2015b). Last, testing conditions for CFS may still be a practical limitation, especially for the 
paper-based sensing system which would need to work in a humidified environment to prevent 
evaporation. 
1.6 Subjects and objectives 
Although many synthetic biology strategies have been studied individually to improve cell-
based biosensors, each of them still has its own limitations. For example, simply reducing the 
ArsR intracellular density also increased the leakiness of the arsenic sensor (Wang et al. 2015), 
and the HrpRS-based amplifier could not significantly improve the output of the arsenic sensor 
when the arsenic level was ≤ 10 ppb (Wang et al. 2014). More importantly, very few cell-
based biosensors have undergone field trials, suggesting that further optimisation is still 
needed for most of these sensors in terms of sensing performance and practicability. To date, 
however, no systematic method has been created to guide the improvement of cell-based 
biosensors, and there has been no cheap and easy-to-use platform developed for sensor storage 
and large sample screening.  
My PhD project aims to develop a novel, comprehensive and modular methodology for 
optimising cell-based biosensors to overcome their practical difficulties, and also to prepare 
them for their projected applications. In particular, this methodology will combine multiple 
synthetic biology strategies, which can systematically and significantly improve sensing 
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performance in a predictable manner. It will first optimise sensor sensitivity by regulating 
intracellular receptor densities, then further improve sensor output by applying a novel multi-
layer amplifier cascade, and finally regulate sensor leakiness by combining promoter structure 
engineering and post-translational regulation. Previously studied arsenic and mercury sensors 
will both be used to test the practicality and modularity of this methodology.  
To prepare the arsenic and mercury sensors for real-world applications, I will also develop a 
sensing platform (e.g., a sensor array) for inexpensive, portable and easy-to-use field testing 
where analytes can be easily quantified by simply visualising the output patterns from the 
sensor array. Physical entrapment methods will be applied to address the biosafety concerns. 
To further minimise the biosafety issues, similar sensing platforms will be adapted in a paper-
based CFS. 
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Chapter 2. Materials and Methods 
2.1 Materials 
2.1.1 Growth media 
All the media used in this study were sterilised by autoclaving at 121°C for 15 min or by 
filtration using 0.22 m syringe filters (SLGP033RS, Millipore). For M9 minimal medium, all 
the components were sterilised separately and mixed prior to use. Detailed ingredients, 
application and sterilisation methods of different media are summarised in Table 2.1. 
Table 2.1: Bacterial growth media used in this study 




broth (LB)  




liquid media Autoclaving 
 
LB agar 
10 g/L peptone, 5 g/L NaCl, 5 g/L yeast extract, 
16 g/L agar 
General 
bacterial 





11.28 g/L M9 salts (M6030, Sigma-Aldrich), 1 
mM thiamine hydrochloride, 0.2% (w/v) 
casamino acids, 2 mM MgSO4, 0.1 mM CaCl2, 














22.56 g/L M9 salts, 2 mM thiamine 
hydrochloride, 0.4% (w/v) casamino acids, 4 








11.28 g/L M9 salts, 1 mM thiamine 
hydrochloride, 0.2% (w/v) casamino acids, 2 






Antibiotics used for bacterial growth are listed in Table 2.2. Apart from chloramphenicol, all 
of the antibiotics were sterilised by filtration using 0.22 m syringe filters. 
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Table 2.2: List of antibiotics 
Antibiotic Solvent Stock concentration 
Working 
concentration 
Ampicillin ddH2O 100 mg/ml 100 l/ml* 
Kanamycin ddH2O 50 mg/ml 50 l/ml 
Chloramphenicol Ethanol 25 mg/ml 25 l/ml 
*: Ampicillin working concentration was 50 l/ml for cells harbouring low copy number plasmid. 
2.1.3 Bacterial strains 
Two E. coli strains were used in this study and details are listed in Table 2.3. 
Table 2.3: E. coli strains used in this study 
Strain Genotype Used for Source 
TOP10 
F- mcrA Δ(mrr-hsdRMS-mcrBC) 
φ80lacZΔM15 ΔlacX74 nupG recA1 araD139 
Δ(ara-leu)7697 galE15 galK16 rpsL(StrR) 
endA1 λ- 




MG1655 K-12 F– λ– ilvG– rfb-50 rph-1 
Genomic DNA as 
PCR template 
2.2 Strains, plasmids and growth conditions 
2.2.1 Strains and growth conditions 
Plasmid cloning and genetic circuit characterisation were all performed in E. coli TOP10. Cells 
were cultured in LB medium, with appropriate antibiotics. For circuit characterisation, the 
engineered bacteria were first inoculated from a single colony on a freshly streaked solid LB 
plate to 2 ml LB medium, and cultured overnight at 37°C with shaking (200 rpm). Then the 
cells were diluted 100-fold from the overnight culture into fresh LB medium. For liquid culture 
induction, the diluted culture was loaded into a black 96-well microplate with clear bottom 
(655096, Greiner Bio-One) and induced with 5 l inducers to a final volume of 200 l per 
well. For testing the constitutive promoters, 200 l of diluted culture was loaded to each well. 
The microplate was sealed with an air permeable film (AXY2006, SLS), and incubated in a 
shaker incubator (AS-03020-00, Medical Supply Co. Ltd) with continuous shaking (1,000 rpm, 
37°C). After 5 h unless otherwise indicated, a fluorescence plate reader (BMG FLUOstar) was 
used to monitor cell growth and measure fluorescence.  
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Antibiotics and other reagents used for induction assays (i.e., HgCl2, NaAsO2, Na2HAsO4, 
CuSO4, MgSO4, ZnCl2, FeCl2, NiCl2, MnCl2, PbCl2, CoCl2, and CdCl2) were analytical grade 
and purchased from Sigma-Aldrich. The reagents in solid form were dissolved in ddH2O and 
were then filtered using 0.22 m syringe filters (SLGP033RS, Millipore). 
2.2.2 Plasmid construction 
Standard molecular biology techniques were used to construct plasmids containing arsenic or 
mercury-responsive genetic circuits and amplifiers. Sequences of genetic parts used are listed 
in Appendix Table 2.1, plasmids used in this study are summarised in Appendix Table 2.2, 
and detailed plasmid maps are provided in related figures and Appendix Figure 3.1. All 
primers used in this study are listed in Appendix Table 2.3.  
For tuning the intracellular receptor densities, the constitutive promoters and the ribosome 
binding sites (RBS) which directly drive the expression of arsR/merR were replaced via 
Polymerase Chain Reaction (PCR) amplification (see Section 2.3.2). To optimise the amplifier 
Amp30C, the 54 binding site in PhrpL was replaced with a 54 consensus binding sequence (Fig. 
3.3) by PCR.  
The rinA_p80α and ECF genes, and promoter PrinA_p80α were synthesised by GeneArt following 
the BioBrickTM standard (http://biobricks.org) (see Section 2.3.1). The genes were separately 
constructed with a terminator (BBa_B0015) via BioBrick assembly (see Section 2.3.9) (Shetty 
et al. 2008). Various RBS sequences and a degradation tag sequence (e.g., ASV tag) were 
introduced to the gene by PCR. Cognate promoters for ECFs were constructed by annealing 
oligonucleotides.  
ParsR variants with an extra ArsR binding site (ABS) at varying distances or with different 70 
binding sites were constructed by inverse PCR (see Section 2.3.2) (Ochman et al. 1988). Genes 
malE and TEV were amplified from the E. coli MG1655 genome and BBa_K1319004 
separately by PCR, and were assembled together by Gibson Assembly (see Section 2.3.10) 
(Gibson et al. 2009). The fused sequence was next ligated with ParsR-ABS62 into pSB4A3 by 
BioBrick Assembly. The TEV protease cleavage sequence was added between gfp and AAV 
tag sequence by inverse PCR. An extra linker sequence was then added ahead of the cleavage 
site by a second round of inverse PCR.  
2.3 DNA manipulation, purification and analysis 
2.3.1 DNA synthesis and sequencing 
DNA sequences to be synthesised by GeneArt were designed following the BioBrick standard: 
the DNA was designed to be flanked with BioBrick prefix and suffix, and to remove the 
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BioBrick standard restriction sites (i.e., EcoRI, XbaI, SpeI and PstI) if they were within the 
sequences of the gene/promoter.  
Oligonucleotides for PCR (see Section 2.3.2) and annealing (see Section 2.3.7) were 
synthesised by Sigma or IDT. Oligonucleotides longer than 50 bp or for inverse PCR were 
ordered from Sigma with cartridge purification.  
The plasmids constructed in this study were sequenced by Edinburgh Genomics, MRC PPU 
DNA Sequencing and Services or Source BioScience. The DNA samples were prepared 
following the services’ instructions. The sequencing results were analysed by FinchTV or 
SnapGene software. Oligonucleotides for sequencing are listed in Appendix Table 2.3. 
2.3.2 Polymerase chain reaction (PCR) 
Applied Biosystems VertiTM Thermal Cycler or ProFlex PCR System was used to perform 
PCR. DNA templates were prepared from purified DNA (diluting to 1 ng/l, see Section 2.3.5) 
or cell colonies (single colony was resuspended in 100 l sterilised ddH2O). Typically, 1 l of 
diluted DNA or cells was used for each 50 l PCR reaction mixture.  
2.3.2.1 General Phusion PCR 
To amplify DNA fragments for subsequent cloning, Phusion high-fidelity DNA polymerase 
(M0530, NEB) was used. PCR was prepared and performed following the manufacturer’s 
protocol. The annealing temperature for each primer pair was estimated using an online Tm 
calculator (https://www.thermofisher.com). However, for some cases, additives (i.e., DMSO 
or 16% (v/v) glycerol) were added, and touchdown PCR (Don et al. 1991) or gradient PCR 
(Prezioso and Jahns 2000) was performed.    
2.3.2.2 Overlap extension PCR 
Overlap extension PCR was used to joint two DNA fragments for later cloning. It was 
performed using Phusion high-fidelity DNA polymerase following a previous protocol with 
some changes (Nelson and Fitch 2011). 0.012 pmol of each purified fragment (with 28 bp 
overlapping region) were mixed for touchdown PCR (10 cycles, 60°C to 50°C with 1°C 
reduction in each cycle for the annealing step). Then the reaction was mixed with a forward 
and a reverse primer to amplify the entire joint fragment for 30 cycles with 50°C for the 
annealing step, followed by a final elongation step at 72°C for 7 min. Details of other PCR 
steps followed the manufacturer’s protocol. The PCR product was then analysed by agarose 
gel electrophoresis (see Section 2.3.4). PCR product with correct size was purified (see Section 
2.3.5) for restriction digestion (see Section 2.3.3) and ligation (see Section 2.3.7).  
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2.3.2.3 PCR for site-directed mutagenesis  
Site-directed mutagenesis was used to generate small mutations in genes and promoters, such 
as for optimising PhrpL and engineering arsenic inducible promoters, for inserting protein 
degradation tag and linkers, and for removing restriction sites from genes of interest. The PCR 
procedure was the same as the general Phusion PCR.  
For single point-mutations, or two point mutations in adjacent regions, the protocol from 
Zheng et al. (2004) was followed with some changes. A pair of primers were designed with 
about 16 bp complementary regions covering the mutations (with melting temperature ≤ 72°C) 
while both primers were complementary to the DNA template with about 20 bp homology. 
The purified PCR product was directly used for transformation (see Section 2.4.2) after DpnI 
digestion (see Section 2.3.3).   
For insertion or multiple point mutations, these were split as insertions into the paired primers. 
The blunt-ended DNA products were purified and ligated as described in Section 2.3.5 and 
2.3.7. 
2.3.2.4 Colony PCR 
To identify a bacterial clone with assembled DNA fragments of the correct size, colony PCR 
(Bergkessel and Guthrie 2013) was performed using GoTaq G2 DNA Polymerase (M7841, 
Promega) following the manufacturer’s protocol. Cells were prepared as described in Section 
2.3.2. 
2.3.3 DNA restriction digestion 
Purified DNA (≤ 1 g, see Section 2.3.5) was digested in a 10 l or 20 l reaction volume 
with FastDigest enzymes (Thermo Scientific) supplemented with FastDigest Green Buffer. 
The reaction was prepared following the manufacturer’s protocol, and was then incubated at 
37°C for 30 min per enzyme. If the DNA fragment was to be used as a vector for later ligation, 
FastAP Thermosensitive Alkaline Phosphatase (EF0651, Thermo Scientific) was included in 
the reaction to dephosphorylates DNA ends. The digestion was then analysed by agarose gel 
electrophoresis (see Section 2.3.4). Details of DpnI digestion prior to transformation are 
described in Section 2.3.7. 
2.3.4 Agarose gel electrophoresis 
DNA fragments were separated and analysed by agarose gel electrophoresis. The agarose gel 
was prepared according to the size of DNA fragments to be separated (e.g., 0.8% (w/v) agarose 
gel for DNA fragments > 2 kb and 1.6% for DNA fragments < 200 bp). Typically, agarose 
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(BIO-41025, Bioline) was dissolved in 1  TBE buffer (20-6000-50, Thistle Scientific) by 
heating the mixture in a microwave. Afterwards, the melted solution was cooled down to 50 – 
60˚C and SYBR Safe DNA Gel Stain (S33102, Life Techonologies) was then added with a 
dilution of 1 : 10,000. The solution was poured into a gel tank with a comb and was left to 
solidify. DNA samples from PCR reactions were mixed with 5  loading dye (BIO-37045, 
Bioline) before being loaded into the gel while those from restriction digestion were directly 
loaded into the gel. HyperLadder™ 1kb (BIO-33025, Bioline) was loaded as a molecular 
weight marker. The gel was run at 125 volts in 1  TBE buffer for 20 – 40 min until the DNA 
fragments were well separated. Thereafter, the DNA bands in the gel were visualised using the 
Bio-Rad Gel Doc XR+ system (with filter 1 and SYBR safe mode).  
2.3.5 DNA purification  
Plasmid DNA from cell cultures was purified using the Qiaspin Miniprep Kit (27106, Qiagen) 
following the manufacturer’s protocol for general cloning and sequencing. Linear DNA from 
restriction digestion and PCR was purified using the QIAquick Gel Extraction Kit (28704, 
Qiagen) or Wizard SV Gel and PCR Clean-Up System (A9282, Promega) following the 
manufacturers’ protocols for subsequent cloning. The DNA was eluted with sterilised ddH2O 
or nuclease free H2O provided by the kits. For cell-free reactions, plasmids were purified using 
the QIAfilter Plasmid Midi Kit (12243, Qiagen) or ZymoPURE Midiprep Kit (D4201, 
Cambridge BioScience) following the manufacturers’ protocols. The plasmid was dissolved 
or eluted in nuclease free water (W3500, Sigma-Aldrich). Purified DNA was quantified using 
NanoDrop 2000 or DeNovix DS-11 spectrophotometer. The size and the quantity of the DNA 
were also verified by restriction digestion (see Section 2.3.3) and agarose gel electrophoresis 
(see Section 2.3.4). If necessary, the DNA was concentrated by air drying at 37˚C or by a 
vacuum concentrator at 45˚C (Concentrator plus, Eppendorf). 
2.3.6 Ethanol precipitation 
If necessary, ethanol precipitation was used to further purify and concentrate DNA for Gibson 
assembly and cell-free reactions. The DNA sample (dissolved in water in a 1.5 ml tube) was 
mixed with 1/10 volume of 3 M potassium acetate (final concentration of 0.3 M), then 2.5 
volumes of pre-cooled 100% ethanol (final concentration of 71.4%) was added. The mixed 
sample was placed at  20˚C for ≥ 20 min and was then centrifuged at 17,000 g for 15 min. 
After carefully decanting the supernatant, the sample was washed with 1 ml of pre-cooled 70% 
ethanol. Afterwards, the sample was centrifuged at 17,000 g for 5 min. After carefully 
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decanting the supernatant, the sample was briefly air dried or vacuum dried. The DNA pellet 
was then resuspended in sterilised ddH2O or nuclease free water.  
2.3.7 DNA ligation 
Ligations were performed using T4 DNA ligase and 10 X T4 DNA Ligase Reaction Buffer 
(M0202, NEB) following the manufacturer’s protocol. An approximate molar ratio of vector 
to insert of 1 : 3 was used in each reaction, and the final volume was brought up to 10 l or 20 
l with sterilised ddH2O. Reactions were incubated overnight at 4˚C or for 30 min – 1 h at 
room temperature before transformation (see Section 2.4.2). 
For ligating DNA products from blunt-end ligation, 8 l purified PCR product was incubated 
with 1 l T4 Polynucleotide Kinase (M0201, NEB) and 1 l 10 X T4 DNA Ligase Reaction 
Buffer at 37˚C for 30 min. Then the reaction was mixed with 8 l H2O, 1 l T4 DNA Ligase 
and 1 l 10 X T4 DNA Ligase Reaction Buffer and was incubated for 30 min – 1 h at room 
temperature. Thereafter, the reaction was mixed with 1 l DpnI and 2.33 l 10 X FastDigest 
Green Buffer at 37˚C for 30 min, followed by inactivation at 80˚C for 5 min. Then the reaction 
was directly used for transformation or was stored at  20˚C for later transformation. 
2.3.8 Oligonucleotides annealing 
Specifically paired oligonucleotides were used to build short double stranded DNA sequences 
such as promoters (e.g., Pecf and PmerT). The oligonucleotides were first phosphorylated 
separately in a 20 l reaction (with 10 M oligonucleotides, 1 X T4 DNA Ligase Reaction 
Buffer and 1 l T4 Polynucleotide Kinase), which was incubated at 37°C for 1 h followed by 
inactivation at 65°C for 20 min. 5 l each of phosphorylated forward and reverse 
oligonucleotides were mixed with 90 l sterilised ddH2O and were then incubated at 95°C for 
3 min. Thereafter, the reaction mixture was cooled down to room temperature for 30 min – 1 
h. The annealed product was used for ligation or was stored at  20˚C for later use.  
2.3.9 BioBrick Assembly 
Most of the plasmids constructed in this study were generated by the BioBrick standard 
assembly method (http://parts.igem.org/Assembly:Standard_assembly). A BioBrick part is a 
DNA fragment of interest designed to be flanked with BioBrick Prefix and Suffix which are 
comprised of restriction sites: BioBrick Prefix-EcoRI and XbaI restriction sites, BioBrick 
Suffix-SpeI and PstI restriction sites (Fig. 2.1a). BioBrick vectors were also designed 
including the BioBrick Prefix and Suffix (Shetty et al. 2008), into which BioBrick parts can 
be easily inserted through restriction digestion and ligation. Further, the XbaI generated sticky 
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end is complementary to the sticky end generated by SpeI; therefore, two BioBrick parts can 
be ligated in a BioBrick vector through two way or three way ligation (Fig. 2.1b,c).  
 
Figure 2.1: Diagrams showing BioBrick assembly. 
(a) Sequences of BioBrick prefix, suffix and scar. (b) BioBrick assembly of two BioBrick parts 
(http://parts.igem.org/Assembly:Standard_assembly). (c) 3-way assembly of three BioBrick parts 
(http://parts.igem.org/Help:Assembly/3A_Assembly).   
This method is easy to use as only four restriction enzymes are involved, and any BioBrick 
parts can be assembled in a plug-and-play manner; moreover, as the restriction sites are 
Chapter 2. Materials and Methods  
49 
 
standardised, the adjacent sequences to the DNA of interest are always the same which can 
ease the comparison of expression between different constructs. However, BioBrick Assembly 
always generates an 8 bp scar sequence (Fig. 2.1a, ligated from SpeI and XbaI sticky ends) 
between joined parts, which does not allow generation of fusion proteins.  
2.3.10 Gibson assembly 
DNA fragments (excluding vector) for Gibson assembly (Gibson et al. 2009) were amplified 
by PCR using Phusion high-fidelity DNA polymerase, containing overlapping regions of 27 
bp or 28 bp. The vector was linearised by restriction digestion and was also dephosphorylated. 
0.06 pmol of DNA fragments were mixed with 10 l NEBuilder HiFi DNA Assembly Master 
Mix (E2621, NEB) and the final volume was brought up to 20 l with sterilised ddH2O. The 
reaction was incubated at 50˚C for 15 min, and 10 l was used for transformation. A negative 
control (comprised of vector DNA and ddH2O) was performed following the same process.  
2.4 Microbiological techniques 
2.4.1 Competent cell preparation 
Chemically competent cells were prepared and used for heat shock transformation. Reagents 
(50 mM CaCl2 and 50 mM CaCl2+15% (v/v) glycerol) were autoclaved and stored at 4˚C. A 
500 ml Erlenmeyer flask with 200 ml LB was autoclaved and kept at room temperature. All 
the sterilised tubes, tips and stripettes were pre-cooled to 4˚C or  20˚C. E. coli TOP10 cells 
were re-streaked to a fresh LB-agar plate from a glycerol stock and were grew overnight at 
37˚C. A single colony from the plate was used to inoculate 5 ml fresh LB medium in a 30 ml 
universal tube, which was then incubated overnight at 37°C with shaking (200 rpm). The 
overnight culture was diluted 400 fold into 200 ml fresh LB in a 500 ml Erlenmeyer flask, and 
was cultured at 37°C with shaking (200 rpm) until the OD600 reached 0.3 – 0.4. Then the culture 
was transferred into four pre-cooled 50 ml Falcon tubes, which were kept on ice for 15 min 
before centrifugation (3,011 g, 7 min, 0°C). Each cell pellet was washed gently with 10 ml 
pre-cooled sterilised CaCl2 solution (50 mM), and was then incubated on ice for 20 min. 
Thereafter, the cell pellets were recovered by centrifugation as described above. The cell 
pellets were washed a second time following the same procedure before being resuspended in 
8 ml cold sterilised 50 mM CaCl2+15% (v/v) glycerol (2 ml in each 50 ml Falcon tube). The 
cells were then combined in one tube and kept on ice for 2 h before being dispensed into pre-
cooled 1.5 ml tubes (110 l in each tube). The cells were stored at  80˚C.  
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2.4.2 Heat shock transformation 
Chemically competent cells were removed from the  80˚C freezer and were thawed on ice 
for 10 min. 0.5 l – 1 l plasmid DNA or 10 l ligation mixture were transferred into 10 l or 
50 l competent cells respectively, which were gently mixed and incubated on ice for 30 min. 
The cells were then heat shocked at 42˚C for 60 s (for 10 l competent cells) or 90 s (for 50 
l competent cells), followed by 3 min incubation on ice. Then the cells were allowed to 
recover by addition of 0.2 ml LB followed by incubation for 1 h with shaking (200 rpm) at 
37°C. For the transformation of a single plasmid or single fragment ligation, 50 l of recovered 
cells were plated on a pre-dried agar plate with appropriate antibiotics. For the transformation 
of multi-fragment ligation or multiple plasmids, all the recovered cells were plated. The plate 
was then incubated overnight at 37°C. 
2.5 In vivo gene expression assay 
Two different metal concentration terminologies (molar and ppb) were used in different sensor 
characterisations. The molar concentration was used to facilitate the comparison of sensitivity 
and output dynamic range with previous studies (Wang et al. 2013; Wang et al. 2014; Wang 
et al. 2015). Ppb (w/v) concentration was used to aid the comparison with the WHO standard, 
especially for field testing-related sensor characterisation in Chapter 4. 
2.5.1 Assay in liquid culture 
The growth conditions for characterising the engineered circuits are described above. Green 
Fluorescent Protein (GFP) was used as a reporter for all sensor circuits. The gfp expression 
was measured by BMG FLUOstar fluorometry as described above (485 nm for excitation, 520 
± 10 nm for emission, Gain = 1,000). Absorbance (OD600) was also read at the same time to 
determine the cell density. The fluorometry data were first processed using Omega MARS 
Data Analysis Software, and then were exported to Microsoft Excel 2013 and GraphPad for 
data analysis. The medium backgrounds of absorbance and fluorescence were determined from 
blank wells loaded with LB medium and were subtracted from the readings of other wells. The 
fluorescence/OD600 (Fluo./OD600) at a specific time for a sample culture was determined after 
subtracting the Fluo./OD600 value of the negative control cultures (GFP-free) at the same time. 
Unless indicated otherwise, the fluorescence/OD600 after 5 h growth post initial day dilution 
and induction was used as the output response of the cells in the steady state when cells were 
in exponential growth and the steady state assumption for protein expression is applied. Unless 
indicated otherwise, each sensor was tested with three or more biological replicates. The 
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sample size (i.e., n) is specified in figure captions. All the data shown are mean values and are 
based on the plate reader data unless otherwise indicated.  
Flow cytometry assays were performed following the plate reader assays. Briefly, the cells 
from the 96-well plate were transferred and diluted 1 : 100 to another U-bottom 96-well plate 
(612U96, Fisher Scientific) with PBS (1 ×, with 2 mg/ml Kanamycin to stop translation). The 
plate was incubated at 4°C for 1 h. Cells were assayed at low flow rate until 10,000 total events 
were collected using Attune NxT software on an Attune NxT Flow Cytometer (equipped with 
Attune NxT Autosampler) using 488 nm excitation laser and a 530 nm emission filter with 30 
nm bandpass. The flow cytometry data were analysed using Attune NxT software and FlowJo 
software (v7.6) with an appropriate gate of forward-scattering and side-scattering for all tested 
cultures.  
2.5.2 Agarose gel entrapment-based sensor array assay 
The sensor cells were cultured overnight as described above, and then were diluted 200-fold 
into 10 ml fresh LB medium with appropriate antibiotics in 50 ml Falcon centrifuge tubes. 
Afterwards, the cells were cultured at 37°C with shaking at 160 rpm until the OD600 reached 
1.5 (after 4 h 40 min). The cells were concentrated 5-fold in PBS by centrifugation at 3,000 g 
for 5 min and then resuspension in PBS (K813-500ML, VWR) with 250 g/ml kanamycin or 
ampicillin. Strains that failed to reach OD600 ≈ 1.5 were concentrated to the average OD600 
value of the other strains at this step. Fresh 1.25% (w/v) agarose solution was prepared in PBS 
(without antibiotics) for each test, and was kept at 55°C in a block heater to prevent 
solidification before use. The agarose solution was then kept at 42°C for 5 min before mixing 
with the re-suspended cells at 4 : 1 ratio to re-dilute the cells back to OD600 ≈ 1.5, making the 
final agarose concentration to 1%, and the added antibiotics diluted to 50 g/ml. Next the 
agarose-cell mixture was quickly loaded into a 384-well microplate (781906, Greiner Bio-One) 
with 15 l in each well. For the arsenic induction, ddH2O or NaAsO2 solution was diluted 40-
fold into M9 medium (with 0.4% (v/v) glycerol), and 50 l of the medium-inducer mixture 
was added to each well. The microplate was then sealed with a sealing membrane (Z380059-
1PAK, Sigma-Aldrich) and covered with a plate lid to prevent evaporation. The microplates 
were incubated at 37°C or 25°C, and fluorescence was measured after 24 h and 40 h.  
To test whether the agarose gel-entrapped sensor cell array would give false negative results 
under lethal antimicrobial conditions, the sensor cell array was tested under the following 
conditions: 1) 25 g/ml chloramphenicol, 2) pH = 3.5 (via addition of acetic acid, 338826, 
Honeywell Research Chemicals), 3) pH = 11.4 (via addition of sodium hydroxide, 71690, 
Sigma-Aldrich), 4) 1 mM or 3 mM CuSO4. 
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A variety of media were tested for their abilities to maximise the sensors’ responses to arsenate. 
PBS was replaced by 0.9% NaCl solution in these experiments to resuspend cells and to make 
agarose solution. M9 medium was optimised by reducing both Na2HPO4 and KH2PO4 levels 
to 1/4, 1/16 and 1/64 of the original concentrations, or by substituting the phosphate-based 
buffer with a Tris-HCl-based buffer (10.992 g/L Tris-HCl, 
http://2015.igem.org/Team:HKUST-Rice). The pH of M9 (Tris-HCl) medium was adjusted to 
pH = 7 via addition of 1 M NaOH solution. Since agarose-entrapped cells did not grow when 
glucose was used as the carbon source (Appendix Fig. 4.2e,f), a modified MOPS EZ Rich 
Defined Medium (M2105, TEKnova) was used where glucose was replaced by glycerol (0.2% 
(v/v)). The MOPS medium was further optimised by reducing the K2HPO4 level to 3/4, 1/2 
and 1/4 of its original concentration.  
The fluorescent signals of the microplates were measured using a BMG FLUOstar fluorometer, 
and photographs were taken using a Bio-Rad Gel Doc XR+ system with filter 1 and SYBR 
Green mode. The images were acquired using Image Lab software at 600 dpi resolution. Each 
image was first adjusted using Photoshop CS3 software to reduce background by subtracting 
the brightness of negative controls, and then was adjusted to increase brightness and contrast. 
To prepare for cell phone imaging, the microplates were placed onto the surface of a Safe 
Imager™ (S37102, Invitrogen) blue-light transilluminator, and were covered with an amber 
filter in a dark environment. A cell phone (OPPO X9000) was used to acquire the images with 
the built-in high dynamic range (HDR) setting, and the images were then adjusted to increase 
brightness and contrast using Photoshop CS3 software. 
2.5.3 Microfluidic encapsulation-based sensor array assay 
The experiments in this section were designed and performed by Francesca Volpetti, Ekaterina 
Petrova and Sebastian J. Maerkl from the Institute of Bioengineering, School of Engineering, 
Ecole Polytechnique Federale de Lausanne, Lausanne, Switzerland. 
The microfluidic device is composed of two polydimethylsiloxane (PDMS) layers, a control 
layer and a flow layer. The molds for the two layers were fabricated using standard 
photolithography techniques. A 4’’ silicon wafer was coated with 30 m GM1050 SU-8 and 
14 m AZ9260 photoresist for the control and the flow mold respectively. After exposure and 
development, the flow mold was placed at 160°C for 2 h in order to round the channels. 
Devices were cast in PDMS of using multilayer soft lithography. PDMS was prepared at a 20 : 
1 ratio and spin-coated onto the flow mold at 3,000 rpm for 1 min using a SCS G3P-8 Spin 
Coater. For the control, PDMS at a ratio of 5 : 1 was poured onto the control mold. Both layers 
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were cured at 80°C for 30 min and successively aligned. After the alignment, the flow and the 
control layers were bonded at 80°C for 1.5 h. 
 
Figure 2.2: Microfluidic biodisplay schematic and use.  
Schematic showing the microfluidic biodisplay device and its operation with spotted sensor cells.  
The cells were spotted on an epoxysilane (3-Glycidoxypropyl-dimethoxymethylsilane 97%, 
AC216545000, Acros Organic) functionalised glass slide (Fig. 2.2). After overnight growth 
in LB at 37°C with 200 rpm shaking, the cells were centrifuged for 5 min at 1,781 g and the 
cell pellet was resuspended in 150 l LB with 10% glycerol. To generate the pattern, the cells 
were spotted using a microarray robot (Qarray2, Genetix) and a 1.7 nl delivery volume pin 
(946MP2B, Arrayit). The microfluidic device was then aligned and bonded to the spotted glass 
slide for 1 h at 37°C. 
After bonding, the control lines of the device were primed with PBS at 5 psi using tygon 
tubings. Once the control lines were filled the pressure was increased to 10 psi and the flow 
pressure was set to 2 psi. LabVIEW software was used to facilitate continuous cell culturing 
and arsenic induction in the device. The culturing program comprises 3 steps: (1) flowing LB 
medium into the flow channels (keeping the chamber valves closed) for 10 min, (2) incubating 
the cells (keeping the sandwich valves closed and the chamber valve opened) with the medium 
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for 45 min, and (3) washing with lysis buffer containing 30 mM of NaOH (06203, Sigma-
Aldrich) and 12% SDS (L3771, Sigma-Aldrich) (with chamber valve closed) for 10 min (Fig. 
2.2). After overnight growth, the inducer NaAsO2 (35000-1L-R, Fluka), diluted in LB, was 
flowed through the device. A temperature controlled glass plate (H401-NIKON-Ti_SR_Glass 
/ 401_T_CONTROLLER, Okolab) was used to keep the microfluidic device at 37°C during 
all experiments. 
Fluorescent images were acquired using a Nikon ECLIPSE Ti automated microscope with a 
LED fluorescent Excitation System and a Hamamatsu ORCA-Flash 4.0 camera using a 40X 
magnification objective (SPlan Fluor, ELWD 40X/0.60, ∞/0.2, WD 3.6-2.8, Nikon). A USB 
fluorescence microscope (AM4113T-GFBW, Dino-Lite) with FITC fluorescent filter was 
used to acquire fluorescent images at low magnification (10X). Nine subsections of the area 
of interest were taken and successively stitched together. All the images were adjusted using 
Photoshop CS3 to increase brightness and contrast. Finally, a mobile phone (iPhone 5) was 
used to take images of the device after the induction. A band-pass filter (centred at 530 nm 
with a 40 nm bandwidth) was placed in front of the camera in order to filter out the excitation 
wavelength and a blue LED was used for illumination. The mobile phone images were 
adjusted using Photoshop CS3 to reduce background and to increase brightness and contrast. 
2.6 Groundwater samples preparation 
Groundwater samples were collected from Khulna, Bangladesh. The samples were stored at  
20˚C for 6 months. They were filtered through 0.22 m syringe filters before sending for 
arsenic quantification by Inductively Coupled Plasma Mass Spectrometry (ICP-MS) at the 
School of Chemistry in the University of Edinburgh by Dr Lorna Eades, the ICP-MS 
instrument technician, who also analysed the data. The arsenic quantification of each sample 
is shown in Appendix Table 2.5. For functionality test of the sensor array, the quantified 
samples were mixed with 2  M9 or 2  MOPS (with 1/4 PO43- and 0.2% (v/v) glycerol after 
mixing, see Section 2.5.2) at the ratio of 1 : 1, and were then incubated with the sensor array 
at 37˚C. 
2.7 In vitro gene expression assay 
Two different metal concentration terminologies (molar and ppb) were used in different sensor 
characterisations. The molar concentration was used to facilitate the comparison of the 
sensitivity with the sensors characterised in Chapter 3. Ppb (w/v) concentration was used to 
aid the comparison with the WHO standard. 
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2.7.1 Cell-free reactions and data analysis 
The E. coli S30 Extract System for Circular DNA (L1020, Promega) was used for in vitro 
characterisation. To make the inducer stock solutions, NaAsO2 or HgCl2 was dissolved in 
nuclease free water and was then filtered using 0.22 m syringe filters. Polyethylene glycol 
(PEG) 8000 (6510, OminiPur), PEG 4000 (44273, BDH Chemicals) and Ficoll 400 (F2637, 
Sigma-Aldrich) were dissolved in nuclease free water to make 50% (w/v) stock solutions and 
were sterilised by autoclaving.  
The cell-free reactions were performed according to the manufacturer’s protocol. Each 
reaction contained 40% (v/v) S30 premix, 10% (v/v) amino acid mix, 30% (v/v) S30 extract, 
2% (v/v) inducer. The remaining 18% (v/v) contained DNA template with or without crowding 
agents and substrates. All reactions, unless otherwise indicated, were prepared in a 384-well 
plate (781906 or 788096, Greiner Bio-One) on ice, topped with 10 l of Chill-Out Liquid Wax 
(CHO1411, Bio-Rad) and the plate was sealed with an air permeable film. Unless otherwise 
indicated, the plate was incubated and measured continuously by BMG FLUOstar fluorometry 
at 37˚C (for GFP measurement, 485 nm for excitation, 520 nm for emission, Gain = 1,000; for 
RFP and mCherry measurement, 584 nm for excitation, 620 ± 10 nm for emission, Gain = 
2,000). Details of sample volume, DNA concentration and sample size are specified in figure 
captions. The fluorometry data were first processed using Omega MARS Data Analysis 
Software, and were then exported to Microsoft Excel 2013 for data analysis. Unless otherwise 
indicated, background of fluorescence was subtracted from each well by using the averaged 
values of negative controls (GFP/RFP/mCherry free). All the data (with replicates) shown are 
mean values. 
2.7.2 Preparation of paper-based cell-free reactions 
The papers with wax-printed arrays were gifts from Dr Keith Pardee, and details of the paper 
preparation can be found in his previous study (Pardee et al. 2014). The wax was melted using 
a heat block (100˚C) for 35 min until the black wax was clearly visible from the opposite 
side. LacZ substrate 5-Bromo-4-chloro-3-indolyl β-D-galactopyranoside (X-gal) (MB1001, 
Melford) was dissolved in N,N-dimethylformamide (DMF) (D4551, Sigma-Aldrich) to make 
2% (w/v) or 5% (w/v) stock solutions; another substrate, chlorophenol red--D-
galactopyranoside (CPRG) (59767, Sigma-Aldrich), was dissolved in nuclease free water to 
make 25% (w/v) stock solutions.  
The cell-free reactions were prepared as mentioned above, and 1 or 2 l reactions were spotted 
on each circle of the paper at 4˚C. The paper was then incubated in a homemade humidifying 
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chamber at 37˚C (see details in Fig. 5.14b). A cell phone (OPPO X9000) camera with diffused 
flash was used to take images of the paper during the incubation. To acquire images for the 
paper with fluorescent output, the paper was placed onto the surface of the Safe Imager™ 
blue-light transilluminator, and covered with the amber filter in a dark environment. The 
images were then adjusted to increase brightness and contrast using Microsoft PowerPoint 
2013. For the tests shown in Figure 5.14d–f, the papers were air dried on a heat block at 55˚C, 
and were then scanned by a Canon CanoScan Lide 220 Flatbed scanner. The scanned images 
were aligned using Photoshop CS3 software, and were adjusted to increase brightness and 
contrast using Microsoft PowerPoint 2013. 
2.8 Calculation of sensor detection limit 
The limit of detection (LOD) is the lowest analyte concentration likely to be reliably 
distinguished from the basal signal and at which detection is feasible (Armbruster and Pry 
2008). The basal signal can be described as the limit of blank (LOB): 
LOB = 𝜇𝐵 + 1.645 ∙ SD𝐵                                                                                                       (S1) 
where LOB is estimated by measuring replicates of a blank sample containing no analyte and 
calculating the mean (𝜇𝐵) and the standard deviation (SD𝐵). Assuming a Gaussian distribution 
of the raw analytical signals from blank samples, the LOB represents 95% of the observed 
values. The LOD is determined by the measured LOB and tested replicates with known low 
concentration of the analyte. It can be described as below: 
Output𝐿𝑂𝐷 = LOB + 1.645 ∙ SD𝐿                                                                                            (S2) 
where SD𝐿 represents the standard deviation of measured replicates with a low concentration 
of analyte. Assuming a Gaussian distribution again for the low concentration samples, 95% of 
values will exceed the LOB. When the mean (𝜇𝐿) value of the measured replicates is equal to 
Output𝐿𝑜𝐷, the concentration of the analyte will be the LOD. Therefore, we estimated the 
LOD of our sensors when: 
𝜇𝐿 − (LOB + 1.645 ∙ SD𝐿) ≈ 0                                                                                               (S3) 
2.9 Calculation of noise factor and signal to noise ratio 
Noise factor (NF) and Signal to Noise Ratio (SNR) were calculated as described in a previous 
study (Wang et al. 2014). Briefly, the NF is the ratio between the SNR of input and output: 
NF = SNRIN / SNROUT (Wang et al. 2014). The SNR is defined by the ratio of the sample’s 
mean fluorescence to its standard deviation at single cell level: SNR=  /  (Wang et al. 2014). 
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The SNRIN is the SNR at the device input (i.e., sensor output without amplification), while the 
SNROUT is the SNR at the device output (i.e., sensor output after amplification). The values 
were calculated from single cell flow cytometry assays (Fig. 3.12, 3.14 and 3.15).  
2.10 Mathematical modelling and data fitting 
Biochemical models were developed for individual transcription factor receptor modules to 
abstract their ligand-dependent dose response behaviour. The ordinary differential equation-
based deterministic model was used for accurately modelling the gene regulation and 
expression across the full input or output range of the sensor systems (Wang et al. 2011a; 
Wang et al. 2014). For inducible sensor promoters used (arsR-ParsR and merR-PmerT promoters), 
the promoter PR (ParsR/PmerT) is negatively regulated by its constitutively expressed repressor R 
(ArsR/MerR) and is responsive to exogenous inducer I (arsenic/mercury) to activate 
transcription of downstream reporter gene G. The output gene expression is modelled by (Alon 
2007; Wang et al. 2011a): 
𝑑[𝐺] 𝑑𝑡⁄ = 𝛼 ∙ 𝑘1 + 𝑘1 ∙ [𝐼]
𝑛 (𝐾𝑀
𝑛⁄ + [𝛪]𝑛) − 𝑑 ∙ [𝐺]                                                               (S4) 
where 𝛼 ∙ 𝑘  is the basal constitutive activity of the promoter, 𝑘 ∙ [𝐼]𝑛 (𝐾𝑀
𝑛⁄ + [𝛪]𝑛) is the 
activity due to cooperative transcription activation and 𝑑 ∙ [𝐺] is the constitutive degradation 
activity of protein 𝐺. 𝐾𝑀 and 𝑛 are the Hill constant and coefficient relating to the promoter-
regulator/inducer interaction, 𝑘  is the maximum expression rate due to induction, 𝛼  is a 
constant relating to the promoter basal activity level due to leakage (0 ≤ 𝛼 < 1), and 𝑑 is the 
degradation rate of 𝐺. 
The steady state solution of equation S4 is given by: 
𝑓([𝐼]) = [𝐺]𝑆𝑆 = 𝛼 ∙ 𝑘 + 𝑘 ∙ [𝐼]
𝑛 (𝐾𝑀
𝑛⁄ + [𝛪]𝑛)                                                               (S5) 
where 𝑘 = 𝑘1 𝑑⁄  represents the maximum expression level due to induction. Equation S5 
gives the reporter protein level at steady state for the inducible promoter PR and is also the 
transfer function of PR. We used this transfer function to fit the characterisation data of the 
arsenic and mercury inducible promoters and engineered sensor systems using GraphPad 
software. The best fit parameters and coefficients (with 95% confidence bounds) are listed in 
Appendix Table 2.4 and the parameterised transfer functions are plotted in Figure 3.2b, 
Figure 3.4a, Figure 3.6b–c, Figure 3.7a, Figure 3.8a,c, Figure 3.10b,c,e, Figure 4.2a, and 
Figure 4.8a–d respectively against their experimental data. Appendix Figure 3.2 shows the 
linear correlation between predicted and experimentally characterised responses of the sensors.  
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A simple linear mathematical formula was used to model the input-output relationship within 
the linear amplification dynamic range of the 1-layer amplifier system: 
𝑦 = 𝑘 ∙ (𝑥 − 𝑏)                                                                                                                       (S6) 
where the slope (also known as amplification gain) 𝑘 = ∆𝑦 ∕ ∆𝑥, and 𝑏 is the constant related 
to the 𝑦-intercept when 𝑥 = 0. The parameterised transfer functions are plotted in Figure 3.4b 
against their experimental data.  
Chapter 3. Signal Amplifying Gene Circuits Enable Ultrasensitive Cellular Sensors 
59 
 
Chapter 3. Signal Amplifying Gene Circuits 
Enable Ultrasensitive Cellular Sensors  
Whole-cell biosensors have drawn increasing attention over the last few decades, especially 
in the rising era of synthetic biology. In contrast to traditional physical and chemical sensors, 
whole-cell biosensors are renewable, easy-to-manufacture and cost-effective (van der Meer 
and Belkin 2010; Kim et al. 2018). Accordingly, bacterial cell-based sensors have been studied 
for various applications, such as environmental monitoring (Stocker et al. 2003; De Mora et 
al. 2011; Wang et al. 2013; Cerminati et al. 2015; Huang et al. 2015b; Hwang et al. 2016; Kim 
et al. 2016; Cao et al. 2017; Cayron et al. 2017), clinical diagnosis (Archer et al. 2012; Courbet 
et al. 2015; Danino et al. 2015; Daeffler et al. 2017; Riglar et al. 2017; Watstein and Styczynski 
2018; Mimee et al. 2018) and biotherapy (Duan and March 2010; Saeidi et al. 2011; Gupta et 
al. 2013; Hwang et al. 2014; Ho et al. 2018), bioproduction (Zhang and Keasling 2011; Zhang 
et al. 2012), mineral surveying (Cerminati et al. 2011) and landmine clearing (Belkin et al. 
2017). Despite their advantages and demonstrated success in the laboratory, very few have 
been transferred into the market. In addition to biosafety concerns (Dana et al. 2012), cellular 
sensors are often plagued by their unsatisfactory sensing performance which is insufficient to 
meet the real-world detection requirements, particularly with regard to low sensitivity (Kim et 
al. 2016; Shemer et al. 2017; Landry et al. 2018), restricted input/output dynamic ranges 
(Wang et al. 2014; Wang et al. 2015), and lack of field-deployable and easy-to-interpret user 
interfaces (Prindle et al. 2012; Volpetti et al. 2017).  
Recent advances in synthetic biology have provided numerous solutions for precise gene 
expression regulation (Ang et al. 2013), such as transcriptional promoter engineering (Ellis et 
al. 2009; Rajkumar et al. 2013; Wang et al. 2015; Merulla and van der Meer 2016; Chen et al. 
2018), translational efficiency tuning (Salis et al. 2009; Wang et al. 2014) and post-
translational protein degradation control (Cameron and Collins 2014; Fernandez-Rodriguez 
and Voigt 2016). While some of these have been applied to improving the performance of 
genetically encoded biosensors (Hynninen et al. 2010; Nistala et al. 2010; Merulla et al. 2013; 
Wang et al. 2014; Li et al. 2015; Wang et al. 2015; Brophy and Voigt 2016; Fernandez-
Rodriguez and Voigt 2016; Kim et al. 2016; Merulla and van der Meer 2016; Cayron et al. 
2017; Chen et al. 2018), most reports only focus on one feature while ignoring others, leading 
to a trade-off between the different features, in addition to some solutions being case specific. 
Consequently, the usage of these sensors is inherently restricted, and a complete yet widely 
Chapter 3. Signal Amplifying Gene Circuits Enable Ultrasensitive Cellular Sensors  
60 
 
applicable solution for enhancing sensor performance to meet the demands of practical 
applications is necessary and timely.  
To address such challenges, I developed and investigated a novel, modular signal amplifying 
approach, which can rapidly and drastically improve the detection limit and output amplitude 
of cell-based biosensors (Fig. 3.1). This approach integrates three synergistic signal 
amplifying strategies by: (1) tuning the intracellular receptor protein density to increase sensor 
sensitivity (Merulla et al. 2013; Wang et al. 2015), (2) engineering an ultrasensitive activator-
based high-gain transcriptional amplifier to increase output dynamic range (Wang et al. 2014), 
and (3) cascading multiple orthogonal amplifiers in tandem to further boost sensing 
performance. I first demonstrated these strategies by optimising and engineering ultrasensitive 
E. coli-based sensors for arsenic and mercury water contamination. To address the potential 
issue of background expression accompanying amplified or sensitive sensors, I proceeded to 
investigate two approaches based on promoter engineering and post-translational regulation to 
modulate arsenic sensor background level without compromising its detection limit and 
maximum output expression (Fernandez-Rodriguez and Voigt 2016; Merulla and van der 
Meer 2016).  
  




Figure 3.1: Modular multi-layer signal amplification for engineering ultrasensitive transcription-
based cellular sensors. 
Schematic showing a typical repressor-receptor mediated transcription-based sensor in a bacterial cell. 
The expression of the small molecule-responsive receptor is driven by a constitutive promoter (PC). The 
receptor also acts as a transcriptional repressor, which naturally represses its cognate promoter PR. When 
the target molecules (i.e., an input ligand) are present, the receptor binds to its cognate ligand and 
releases PR, which then activates the transcription of a downstream gene. The first step (step 1) of the 
signal amplification approach is to tune the intracellular receptor density by varying the strength of PC. 
For repressor-based sensor modules, weaker PC will lead to lower density of the receptor allowing easier 
release of PR in the presence of the signal ligand. As illustrated in the lower response diagrams, this 
results in significant increase of the sensor sensitivity and lowering of the limit of detection (LOD). To 
expand output dynamic range, a transcriptional amplifier is employed to amplify the transduced 
transcriptional signal from PR (step 2). The last step (step 3) uses a multi-layered amplifier cascade, 
built from cascaded orthogonal amplifiers, to sequentially amplify the transcriptional input signal flow, 
and thus further boost the sensor’s output readout. 
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3.1 Increasing sensitivity and output dynamic range by tuning receptor density and 
employing single-layer transcriptional amplification  
 
Figure 3.2: Amplifying arsenic sensor by tuning intracellular receptor density. 
(a) Characterisation of a set of constitutive promoters (PC) with GFP as output. J101*: rbs32 was used 
for the J101 promoter. Error bars, s.d. (n = 3). (b) Tuning arsenic receptor ArsR’s intracellular density 
by varying the strength of constitutive promoter PC, showing that a weaker promoter can improve both 
sensitivity and output readout of arsenic sensors. Error bars, s.d. (n = 4). (c) The Hill constant (KM) and 
the maximum output (k) of the sensor’s dose–response against the relevant intracellular ArsR 
concentrations (i.e., [ArsR], defined by the strength of PC, which is measured by the output fluorescence 
level shown in a). Error bars, 95% confidence intervals. a.u., arbitrary units (Fluo./OD600). 
I first tested the signal amplifying approach on a previously studied arsenic sensor (i.e., J101-
arsR-ParsR-gfp) (Wang et al. 2013). This sensor (Fig. 3.2b) has a constitutive promoter (J101) 
that drives the expression of an arsenic receptor ArsR, which would de-repress its cognate 
promoter ParsR upon arsenite binding and trigger the expression of a reporter gene, gfp. 
Unfortunately, this sensor can only sense > 10 ppb arsenic (i.e., 0.133 M), so it would not 
meet the requirement for real applications (10 ppb is the safety upper limit set by 
Environmental Protection Agency (EPA) and the World Health Organisation (WHO) for 
arsenic in drinking water).  
To perform the first optimisation strategy by tuning the intracellular receptor density, I 
characterised six constitutive promoters of varying strengths (Fig. 3.2a), and chose two weak 
promoters (i.e., J117 and J109) to replace J101 in the arsenic sensor. The sensors were then 
compared under various arsenic (NaAsO2) induction conditions (Fig. 3.2b). The results 
showed that the weaker the promoter (i.e., the lower the ArsR receptor concentration), the 
more sensitive and higher the dynamic range of the sensor. That said, there is a limitation on 
the promoter strength as extremely weak promoter may lead to high basal expression and low 
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output dynamic range. Notably, the arsenic sensor with the weakest promoter (J109) could 
sense 1 ppb arsenic (with output 355.3  37.2 a.u. compared to 170.9  25.5 at 0 ppb arsenic 
induction), which is 10 times lower than the original sensor.  
I fitted the sensors’ response curves to a Hill function-based biochemical model to describe 
their input-output relationships (see Materials and Methods, Appendix Table 2.4). In this case, 
the Hill constant KM is the inducer concentration that provokes half-maximal activation of a 
sensor, and k is a sensor’s maximum output expression level; therefore, KM is negatively 
correlated with sensitivity, while k is positively correlated with output. Here KM showed a 4-
fold decrease and k showed a 3-fold increase from high to low ArsR levels (Fig. 3.2c), 
confirming that the arsenic sensor’s sensitivity and output were increased while the ArsR 
intracellular density was decreased. 
 
Figure 3.3: Design of the amplifier Amp30C and its optimised version Amp30E. 
Schematic diagram showing the optimisation of amplifier Amp30C. Amp30C is built by expressing in 
an operon the cooperative activator proteins, HrpR and HrpS, whose high order functional forms 
synergistically activate the downstream tightly-controlled σ54-dependent PhrpL promoter. We 
hypothesised that by changing the σ54 binding sequence to a consensus sequence (mrNrYTGGCACG-
N4-TTGCWNNw) (Barrios et al. 1999) in PhrpL, we would increase the promoter’s transcriptional 
efficiency, and thereby improve the amplifier’s maximum output level. The σ54 binding –24 and –12 
sites are in bold green, and mutated nucleotides are highlighted in green. 
To further improve the output expression, I proceeded to introduce a transcriptional amplifier 
between the sensor module and the reporter. A recently developed amplifier, Amp30C, can 
amplify transcriptional inputs and increase the output, but its amplification at low input is 
limited (Wang et al. 2014). To achieve better amplification, I retrofitted Amp30C to generate 
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amplifier Amp30E by adopting the consensus σ54 promoter sequence for its output PhrpL 
promoter (Fig. 3.3), and compared them using the most sensitive arsenic sensor module (i.e., 
J109-arsR-ParsR). Figure 3.4a shows that both amplifiers increased the output expression, and 
the retrofitted Amp30E performed better than Amp30C. Notably, the sensor comprising 
Amp30E could sense 0.1 ppb of arsenic (100-fold improvement of detection limit), and 
increased the output expression by 440-fold compared to the original arsenic sensor. I used a 
simple linear mathematical formula to model the input-output relationship within a linear 
amplification range for both amplifiers. The results showed a higher amplification gain for 
Amp30E (gain = 110) than Amp30C (gain = 66) (see Materials and Methods, Fig. 3.4b,c). This 
further confirmed that the amplifier optimisation improved amplification capacity.   
To analyse the signal fidelity of the amplifiers, I calculated their noise factors (NF) across 
varying transcriptional signal inputs (see Materials and Methods). Low NFs (NF < 2.5) were 
observed for both Amp30C and Amp30E (Fig. 3.4d), indicating that no significant noise was 
introduced by the signal amplification and that the optimised amplifier did not further increase 
the noise.  
 
Figure 3.4: Amplifying arsenic sensor by employing single-layer transcriptional amplification. 
(a) Further amplifying the sensitivity and output of arsenic sensors by using a transcriptional amplifier 
(Amp30C and Amp30E), showing improved amplification of optimised amplifier Amp30E. The orange 
curve shown in a is the same construct as the orange curve in Fig. 3.2b. Error bars, s.d. (n = 4). (b) A 
scatter plot showing the linear relationships between the non-saturated transcriptional inputs (i.e., output 
levels of the J109-ParsR-gfp sensor characterised in a) and the amplified outputs of Amp30C and Amp30E. 
Error bars, s.d. (n = 4). (c) Summary of performance characteristics of Amp30C and Amp30E. (d) Device 
noise characteristics of Amp30C and Amp30E. Transcriptional input is defined by the output 
fluorescence level from the sensor without amplifiers, which is J109-ParsR-gfp shown in a. a.u., arbitrary 
units (Fluo./OD600).  
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3.2 Sequential cascaded amplification further boosts sensor sensitivity and output 
amplitude  
In principle, the transduced transcriptional signal of the sensor could be sequentially amplified 
by multi-layer coupled amplifiers. To test this hypothesis, I engineered alternative high-gain 
transcriptional amplifiers using a phage activator RinA_p80 (from Staphylococcal aureus 
phage 80) (Quiles-Puchalt et al. 2013) and an extracytoplasmic function (ECF) sigma factor 
ECF11_987 (from Vibrio parahaemolyticus) (Rhodius et al. 2013) (Fig. 3.5). An orthogonality 
characterisation was performed, showing no cross activation among the RinA, ECF11 and the 
HrpRS-based amplifiers (Fig. 3.6a) and hence their potential to be utilised in one system.  
It should be noted that, to realise effective signal amplification, a functional amplifier cascade 
requires the input-output profile of different coupled amplifiers to be matched (Nielsen et al. 
2016), and the output signal of an amplifier should be higher than its input signal. Accordingly, 
I built a library of the RinA/ECF-based amplifiers of different input/output profiles and 
amplification capacities (Fig. 3.5).  
From this library, I selected Amp31E11A as the second layer to be connected to the first layer 
Amp30E to build a 2-layer amplifier cascade. To minimise sensor’s basal leakage level and 
cellular burden, I connected the amplifier cascade to a tight input sensor module (i.e., J117-
arsR-ParsR) in a low copy number plasmid (i.e., pSB4A3, ~ 5 copies; previous sensor was in 
pSB3K3, 10 ~ 12 copies) (Shetty et al. 2008; Liu et al. 2018a). It was found that the 2-layered 
amplifier (orange curve in Fig. 3.6b) achieved higher signal output than Amp30E alone (black 
curve in Fig. 3.6b) at low arsenic induction levels. Additionally, in contrast to the single-layer 
amplification using Amp30E alone, the 2-layered amplifier also improved the detection limit 
by 4-fold. Further investigation (by characterising the sensor with Amp30E alone in pSB4A3) 
showed that such sensing performance improvement is largely owing to the 2-step 
amplification whereas the low-copy plasmid may only contribute slightly to the detection limit 
improvement (grey dashed curve in Fig. 3.6b).  
I then appended a third amplifier, Amp33RinA, to the 2-layered amplifier. Surprisingly this 
3-layer amplified sensor exhibited a poorer dose-response (red curve in Fig. 3.6c) than the 2-
layer amplified one, possibly due to the amplifiers’ incompatible input/output profiles caused 
by the load of the amplifier cascade on the host or competition for usage of limited cellular 
resources. To rescue the amplifying function of the third layer, I removed the final amplifier’s 
output promoter along with the reporter to a high copy number plasmid (i.e., pSB1K3, > 100 
copies) (Fig. 3.6c). I hypothesised that the high copy number plasmid could improve the  




Figure 3.5: Characterised input-output dose responses for a library of engineered transcriptional 
amplifiers.  
The library comprises RinA/ECF-based amplifiers with different expression levels of the activators, 
which are achieved by varying ribosome binding site and adding degradation tags to the activators. A 
mercury responsive promoter PmerT was characterised under various mercury induction (a). Using this 
promoter as the transcriptional input, HrpRS-based amplifier (b, Amp30E), ECF11_987-based  
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activator-promoter binding efficiency (Potvin-Trottier et al. 2016), amplify the output 
amplitude, and thereby lead to enhanced amplification. The new 3-layered amplifier with the 
output on the high copy number plasmid (blue curve in Fig. 3.6c) dramatically amplified the 
output expression, and displayed a clearly better performance than the 2-layered amplifier. 
Moreover, the high copy number plasmid further improved the detection limit (from 1.5 ppb 
to 0.8 ppb), suggesting that the high copy number plasmid may also contribute to shifting or 
expanding the amplifier’s input signal range.  
I fitted the sensor dose-response curves to the same aforementioned Hill function model, and 
found that the Hill constant KM was decreased when the number of amplifiers was increased 
in the cascade (Fig. 3.6d, see Materials and Methods, Appendix Table 2.4). Meanwhile k was 
increased, meaning the sensor output expression was stepped up when the transcriptional 
signal was sequentially amplified by multi-layered amplifiers. These findings confirmed that 














amplifiers (cj) and RinA_p80-based amplifiers (kr) were engineered and tested individually. 
Letters in bold indicate amplifier’s name. Details of each amplifier are listed in Appendix Table 2.2. 
Red shaded regions indicate the input ranges that caused toxicity to host cells (as judged by a fall in the 
5 h OD600 to 75% or lower of uninduced). Transcriptional input is defined by the output fluorescence 
level from the sensor without amplifiers, which is J109-PmerT-gfp shown in a. Output and amplified 
output are the output fluorescence level of the sensor without or with amplifiers. All data shown are 
median values from flow cytometry assay. Error bars, s.d. (a, n = 15; br, n = 3). a.u., arbitrary units. 




Figure 3.6: Sequential cascaded amplification further boosts sensor sensitivity and output 
amplitude. 
(a) Orthogonality characterisation of the three transcriptional amplifiers showing no mutual cross talk.  
0.25 M HgCl2 was used for the assay. Data shown are mean values of three biological repeats, and 
were collected 8 h post induction and incubation. 5 h data were not shown due to negative values. (b) 
Design and characterisation of an arsenic sensor with 2-layer amplifier cascade, showing improved 
detection limit and output readout. 1-layer arsenic sensors are J117-ParsR-gfp carried by pSB3K3 (3K3) 
or pSB4A3 (4A3).  represents ASV degradation tag. Error bars, s.d. (n = 4). (c) Design and 
characterisation of an arsenic sensor with 3-layered amplification implemented on two plasmids, 
showing the output can be further boosted with additional layer of amplification. Error bars, s.d. (n = 
4). (d) Plots showing the Hill constant (KM) and the maximum output (k) of the sensor’s dose-response. 
Error bars, 95% confidence intervals. The detailed configurations and plasmid maps of the single and 
multi-layered amplifiers are shown in Appendix Figure 3.1a,c. RS, HrpRS-based amplifier. E11, 
ECF11_987-based amplifier. RinA, RinA_p80-based amplifier. a.u., arbitrary units (Fluo./OD600). 
  
A
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3.3 Signal amplification is modular without compromising sensor specificity 
To verify whether the multi-step amplification is modular, I swapped the order of RinA and 
ECF11-based amplifiers in the previous amplifier cascades (Fig. 3.7). I found that the 
alternative 2-layered and 3-layered amplifiers similarly improved the detection limit and the 
output expression (Fig. 3.7a), as also confirmed by the model fitted parameters of their dose-
response curves (Fig. 3.7b). These results suggest that the multi-step amplification was 
achieved independently from the type of amplifiers used.  
 
Figure 3.7: Alternative multi-layered amplifiers further boost sensor sensitivity and output 
amplitude. 
(a) Characterisation of arsenic sensors with alternative multi-layered amplifiers, demonstrating the 
modularity of the sequential cascaded amplification. Error bars, s.d. (n = 3). (b) Plot showing the Hill 
constant (KM) and the maximum output (k) of the sensor against the length of the amplifier cascade 
(numbers indicating the number of layered amplifiers used). Error bars, 95% confidence intervals. a.u., 
arbitrary units. 
To test the modularity of the entire set of signal amplifying strategies, I next applied it to a 
different sensor system, a mercury responsive MerR receptor-based sensor. Unlike ArsR, 
MerR is a repressor-activator for its cognate promoter PmerT (Chang et al. 2015). I selected a 
previously studied mercury sensor (J115-merR-PmerT-gfp) (Wang et al. 2013) to perform the 
optimisation. In this sensor, a constitutive promoter (J115) drives the expression of MerR 
which regulates the activation of PmerT for output reporter gfp expression. I first replaced J115 
with weaker ones, J114 and J109. As expected, this receptor concentration tuning improved 
the sensor’s detection limit (from 50 ppb to 0.3 ppb) and the output dynamic range (Fig. 3.8a). 
I next introduced the 1-layered, 2-layered, and 3-layered amplifiers to the most sensitive 
mercury sensor obtained from receptor density tuning (i.e., J109-merR-PmerT) (Fig. 3.8b,c).  
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The results show that all amplification variants significantly boosted the sensor’s detection 
limit and output. Compared to the original mercury sensor, the signal amplifying approach 
improved the detection limit 5,000-fold, and increased the output amplitude 200-fold at 2 ppb 
(EPA safety limit) mercury induction. Similarly, the sensor’s fitted dose-response showed that 
its Hill constant KM was decreased dramatically (> 3 orders of magnitude) as the number of 
amplifiers was increased in the amplifier cascade (Fig. 3.8d). This further demonstrated that 
ultrasensitive sensors could be achieved by using synergistic multi-layered amplification, and 
that the signal amplifying approach can be applied to different types of sensor.    
 
Figure 3.8: Synergistic multi-layered amplification enables ultrasensitive sensors for mercury. 
(a) Design of the mercury-responsive sensor and tuning of MerR receptor intracellular concentration by 
varying the strength of its constitutive driving promoter PC. Data shown were collected 6 h post 
induction and incubation. Error bars, s.d. (n = 3). (b) Design of mercury sensor with multi-layered 
amplification. Detailed configurations of the multi-layered amplifiers are shown in Appendix Figure 
3.1b. (c) Mercury sensor’s dose-response by using different number of layers of amplification. Error 
bars, s.d. (n = 3). (d) Hill constant (KM) of the sensors’ fitted dose-response against different amplifier 
cascade lengths. Error bars, 95% confidence intervals. a.u., arbitrary units. 
Additionally, I tested the sensors’ specificity against a wide range of metals that could be 
potential water contaminants (Fig. 3.9). The results show that the amplified sensors exhibited 
the same high specificity as their original non-amplified arsenic and mercury sensors (Wang 
et al. 2013). Therefore, the signal amplification enhanced sensing performance without 
compromising the sensor specificity. 
  




Figure 3.9: Sensor specificity characterisation without and with transcriptional amplification.  
(a) Specificity test of arsenic sensors. 2 M or 0.25 M of NaAsO2 was used to induce the original and 
amplified arsenic sensor respectively. HgCl2 was added at 2 M, CdCl2 at 1 M, and all other metals at 
100 M. (b) Specificity test of mercury sensors. 1 M or 0.125 M of HgCl2 was used to induce the 
original and amplified mercury sensor respectively. NaAsO2 was added at 2 M, CdCl2 at 1 M, and 
all other metals at 100 M. Error bars, s.d. (n = 3). a.u., arbitrary units. 
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3.4 Tuning sensor’s background leakage and output dynamic range  
I noticed detectable basal expression (leakage) from the characterisation of 1- and 2-layered 
amplifiers coupled to the most sensitive arsenic sensor module (i.e., J109-arsR-ParsR) (Fig. 
3.10b,c). Though such leakage may be ignored under certain application circumstances, it 
could cause issues in other settings, for example, (1) sensitive enzyme-based colorimetric 
output may easily saturate with high basal expression, restricting titrimetric analysis 
(Wackwitz et al. 2008); (2) narrowing down output dynamic range of the downstream reporter 
expression (Nielsen et al. 2016); (3) causing non-stringent side effects for sensor outputs that 
have therapeutic killing functions.  
To reduce sensor leakage, I tested and integrated two different approaches. For the first 
approach, I inserted an extra ArsR binding site (ABS) downstream of ParsR to create a 
‘roadblocking’ effect (Merulla and van der Meer 2016). Additionally, by tuning the distance 
between the two ABS (Fig. 3.10a, Appendix Table 2.1), the sensor’s leakiness and sensitivity 
can be adjusted while maintaining the maximum output, leading to the modification of the 
sensor’s input and output dynamic ranges (Fig. 3.10b,c).  
The second approach uses protease-based post-transcriptional degradation regulation 
(Fernandez-Rodriguez and Voigt 2016). I first showed that adding a protein degradation tag 
(AAV) to the reporter protein reduced the output basal expression, but this also significantly 
lowered the sensor’s sensitivity and output level (grey curve in Fig. 3.10e). To obtain low 
basal level without sacrificing the high output, I next incorporated the sensor into a TEV 
protease-based reporter protein degradation control system, and used an ECF11-based 
amplifier to enhance the protease expression; the TEV protease can cleave the linker between 
the expressed reporter GFP and its fused AAV tag (Fig. 3.10d). To optimise the system, I kept 
the original ParsR in the sensor module to maintain the sensitivity, but used the engineered ParsR 
containing double ABSs to achieve tight expression control of the TEV protease. The 
characterisation shows that this design fully protected GFP reporter from degradation at high 
arsenic induction levels, while achieving significantly lower basal expression through 
continuous degradation of the reporter GFP at low arsenic induction levels (orange curve in 
Fig. 3.10e). Notably, this integrated approach lowered the detection limit from 5 ppb to 0.2 
ppb, which is similar to that of the original leaky amplified arsenic sensor. In summary, this 
hybrid regulation system was sufficient to reduce the sensor’s basal output expression while 
also maintaining both sensor output amplitude and sensitivity, leading to expanded output 
dynamic range.  




Figure 3.10: Tuning the sensor background and output dynamic range via promoter engineering 
and reporter degradation regulation. 
(a) Engineering arsenic promoters by inserting an extra ArsR binding site (ABS) downstream of ParsR. 
The distance between the two ABSs varies between 53 bp and 84 bp. (b and c) Dose-responses of 
engineered arsenic sensors as in a, showing that double ABSs can reduce the background output of 
arsenic sensor (J109-ParsR sensor module) with 1 or 2-layered amplifier, while maintaining the 
maximum output levels. ParsR-ABS53/62/67/84, engineered ParsR with a second ABS 53/62/67/84 bp 
downstream of the native ABS. Detailed sequences are listed in Appendix Table 2.1. (d) Schematic 
showing protease-mediated regulation of the background and output dynamic range for an arsenic 
sensor.  and  represent AAV degradation tag. Off state: when there is no NaAsO2 induction. On 
state: when there is NaAsO2 induction. (e) Dose-responses of the arsenic sensor as in d 8 h post 
induction and incubation. Black curve represents the sensor without AAV tag. Grey curve represents 
the sensor with AAV tag not cleavable by TEV protease. Orange curve represents the genetic circuit 
shown in d, in which the AAV tag can be cleaved off by TEV protease. All data shown are median 
values from flow cytometry assay. Error bars, s.d. (n = 3). a.u., arbitrary units. 
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Table 3.1: Summary of signal amplified sensors’ LOD and output readout 
Sensor Target LOD (ppb) Output (a.u.)* Tested in 
J101-ParsR-gfp NaAsO2 10.00 207.52 
Fig. 3.2b J117-ParsR-gfp NaAsO2 4.50 1,051.98 
J109-ParsR-gfp NaAsO2 1.00 3,783.13 
J109-ParsR-gfp NaAsO2 1.00 4,025.88 
Fig. 3.4a J109-ParsR-Am30C-gfp NaAsO2 0.20 73,629.52 
J109-ParsR-Am30E-gfp NaAsO2 0.10 91,709.65 
1-layer (RS) (3K3) NaAsO2 2.00 29,550.35 
Fig. 3.6b and c 
1-layer (RS) (4A3) NaAsO2 1.00 22,441.42 
2-layer (RS-E11) (4A3) NaAsO2 0.50 52,928.34 
3-layer (RS-E11-RinA) (4A3) NaAsO2 1.50 24,475.79 
3-layer (RS-E11-RinA) (4A3) + 
PrinA-gfp (1K3) 
NaAsO2 0.80 150,999.20 
1-layer (RS) (3K3) NaAsO2 2.00 34,561.86 
Fig. 3.7 
2-layer (RS-RinA) (4A3) NaAsO2 0.50 52,012.98 
3-layer (RS-RinA-E11) (4A3) NaAsO2 0.50 31,202.55 
3-layer (RS-RinA-E11) (4A3) + 
Pe11-gfp (1K3) 
NaAsO2 0.50 86,413.18 
J115-PmerT-gfp HgCl2 50.00 238.35 
Fig. 3.8a J114-PmerT-gfp HgCl2 0.70 538.49 
J109-PmerT-gfp HgCl2 0.30 2,127.57 
0-layer (3K3) HgCl2 0.30 703.02 
Fig. 3.8b 
1-layer (RS) (3K3) HgCl2 0.02 10,884.99 
2-layer (RS-RinA) (4A3) HgCl2 0.02 16,563.86 
3-layer (RS-RinA-E11) (4A3) + 
Pe11-gfp (1K3) 
HgCl2 0.01 34,701.04 
*: data shown are values from fitting curves at 10 ppb NaAsO2 or 2 ppb HgCl2 induction. 
I developed a modular cascaded signal amplifying approach and combined it with basal 
background tuning approaches to provide an integrated solution for improving the sensitivity 
and output dynamic range of cell-based sensors. Using the signal amplifying approach, I 
drastically increased the sensitivity and output readout of the two exemplar arsenic and 
mercury sensors, and achieved detection limits of ≤ 0.1 ppb for arsenic and ≤ 0.01 ppb for 
mercury respectively. Response performance of amplified sensors are summarised in Table 
3.1. Owing to its modularity and simplicity, the method presented here can be readily applied 
to improve the sensing performance of many other cell-based and potentially cell-free 
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genetically-encoded sensors (Pardee et al. 2014; Rampley et al. 2017) to meet their detection 
requirements for a broad range of real world applications, including environmental assessment 
(Stocker et al. 2003; De Mora et al. 2011; Wang et al. 2013; Cao et al. 2017), disease diagnosis 
(Courbet et al. 2015; Danino et al. 2015; Pardee et al. 2016a; Riglar et al. 2017; Wen et al. 
2017; Cevenini et al. 2018; Watstein and Styczynski 2018; Mimee et al. 2018), bioproduction 
(Zhang and Keasling 2011; Zhang et al. 2012), mining and detection of landmines (Cerminati 
et al. 2011; Belkin et al. 2017).   
 
Figure 3.11: Dynamic output responses of arsenic sensors. 
Dynamic output responses of arsenic sensors responding to 10 ppb As of NaAsO2 induction, showing 
that no significant time delay has been caused by the introduction of amplifiers. Error bars, s.d. (n = 3). 
a.u., arbitrary units.  
I showed for the first time that multiple layers of transcriptional amplifiers can in-tandem 
amplify a transduced sensor signal in vivo. Notably, these engineered high-gain amplifiers and 
amplifier cascades did not introduce obvious response delay (Fig. 3.11), and did not constitute 
significant sources of noise during the signal amplification stage (Fig. 3.12), which are 
important for modulating biological signals due to their inherent slow dynamics and noisy 
characteristics. Moreover, the largest constructs (containing 23 bioparts carried on two 
plasmids) did not show any notable toxicity to host cells when induced by target pollutants 
within their WHO/EPA safety limit levels (Fig. 3.13). This indicates that the metabolic load 
of the amplifier constructs was compliant to common E. coli host strains which should 
facilitate their adoption in many application scenarios. 




Figure 3.12: Noise characteristics of sensors with multi-layered amplifiers.  
Related to Figure 3.6b,c, Figure 3.7a and Figure 3.8c. Noise characteristics and single cell flow 
cytometry assays of the arsenic (a and b) and mercury (c) sensors with multi-layered amplifiers. a.u., 
arbitrary units. 




Figure 3.13: Load of engineered constructs on sensor hosts.  
Related to Figure 3.6b,c, Figure 3.7a and Figure 3.8c. Normalised OD600 of arsenic (a and b) and 
mercury (c) sensors in response to various induction of arsenic or mercury, indicating the load of the 
engineered constructs imposed on the sensors. Normalised OD600 = (the OD600 of induced sample) / (the 
OD600 of uninduced sample). Red shaded regions indicate the input ranges that are lower than the 
WHO/EPA safety limit of the cognate pollutant. Error bars, s.d. (a, n = 4, b and c, n = 3). 
It is noteworthy that the amplifiers not only increased the coupled sensor’s output level, but 
also improved its detection limit. In general, a sensor’s detection limit is largely determined 
by the input sensor module (Wang et al. 2015). In this study, single-layer Amp30E improved 
the sensor detection limit by 10 to 15-fold, while the multi-layered amplifier improved it 
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further. This could be due to the mode of action of transcription in nature. It is known that 
transcription events occur in bursts (Choi et al. 2008), which can be captured by the 
downstream ultrasensitive transcriptional amplifiers. Therefore, even at low level of input 
sensor induction, the transduced transcription bursts can still be amplified though at lower 
frequency, leading to detectable output reporter expression and thus lowering of the sensor 
detection limit. This assumption seems consistent with the two cell populations observed in 
the flow cytometry assay (Fig. 3.12, 3.14 and 3.15).   
 
Figure 3.14: Sensor dose-response at single cell level under different receptor concentrations and 
ligand inductions.  
Related to Figure 3.2b and Figure 3.8a. (a) Single cell flow cytometry data showing the cellular 
responses of the arsenic sensor induced by varied NaAsO2. Strains shown containing J101-arsR (top), 
J117-arsR (mid), J109-arsR (bottom) construct respectively. (b) Single cell flow cytometry data 
showing cellular responses of the mercury sensor induced by varied HgCl2. Strains shown containing 
J115-merR (top), J114-merR (mid), J109-merR (bottom) construct respectively. a.u., arbitrary units. 




Figure 3.15: Single cell assay of the amplifier Amp30C and its optimised version Amp30E.  
Related to Figure 3.4. Single cell flow cytometry data showing the cellular responses of the single-layer 
amplified arsenic sensors induced by varied NaAsO2 concentrations. 
In addition, I investigated two approaches to address the issue of sensor background leakage. 
The first approach is based on rational promoter engineering which can modulate the sensor’s 
leakage level, sensitivity and dynamic ranges, and should be applicable to any ArsR-like 
repressor based sensors. The second approach utilises protease-based reporter degradation 
regulation to lower the sensor basal background without reducing the maximum output level 
and sensor sensitivity. Though more complex, this approach should be broadly applicable to 
different types of input sensors to regulate any protein level in the amplifier cascade. Other 
‘antagonists’ can also be used in this platform to regulate protein expression, such as antisense 
RNAs, anti-sigma factors (Rhodius et al. 2013), and protein inhibitors (e.g., HrpV inhibiting 
HrpS) (Wang et al. 2014). By using orthogonal ‘antagonists’, it will be possible to regulate 
every transcription factor and output expression simultaneously with a single input, thus 
providing an alternative method for engineering and manipulating output expression.   
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Chapter 4. Designing a Cell-based Sensor Array 
for Field Testing  
Although many biosensors have been demonstrated successfully in the laboratory, very few 
have reached the market. Besides biosafety concerns and unsatisfactory sensing performance 
in the natural environment, there is also a shortage of durable, inexpensive and user-friendly 
platforms for cellular biosensor storage and large-scale sample screening (Prindle et al. 2012; 
Volpetti et al. 2017). The majority of biosensor-based detection methods use a single biosensor 
to report its target with a single reporter. The sensor can report its target quantitatively by 
fitting its output level to a calibration curve (as for the sensors tested in this study); 
alternatively, the sensor can be designed to only report a small range of target concentrations 
(Rubens et al. 2016). However, the former always needs calibration as the cell number and 
cellular activity may vary under different conditions, while the latter requires serial dilution of 
samples. Easier read-outs such as comparing resulting output with standardised colour tables 
are still difficult and inaccurate.  
Wackwitz et al. (2008) have proposed a ‘traffic light’ arsenic assay which could function 
independently of external calibration (van der Meer and Belkin 2010). The idea is to use a set 
of biosensors with different detection limits to generate ‘traffic light’ reporting patterns upon 
sensing their target (Fig. 4.1a). This assay was tested about ten years ago, and the set of 
biosensors was generated by tuning the RBS of their reporter gene (Wackwitz et al. 2008). 
However, this tuning method was not an efficient way to generate a large set of biosensors, 
and the tested sensor set could only detect a limited range of arsenic concentrations (e.g., can 
only distinguish among 0, 6, 10 and 100 ppb of arsenic using LacZ reporter, or 0, 4 and 50 ppb 
of arsenic using CCP reporter). Up to now, the ‘traffic light’ system has not been demonstrated 
successfully elsewhere, and no adequate method has been published to generate a large set of 
sensors for the system. Moreover, the assay was still based on bacterial liquid culture or cells 
growing on agar plates, which are not convenient for field testing. 
Fortunately, the signal amplification approach along with the leakiness regulation developed 
in this study (Chapter 3) allowed the creation of numerous biosensors with various detection 
limits. Based on the sensor variants I generated here and hydrogel (Buffi et al. 2011; Shin 2012) 
or microfluidic entrapment (Volpetti et al. 2017), I designed and validated an innovative 
microbial sensor array that can generate graded volume-bar like patterns in response to varying 
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arsenic pollutant levels (Fig. 4.1b). Such easy-to-interpret patterns from the sensing array can 
be simply visualised by a cell phone camera without the need for sophisticated equipment, 
facilitating its use for portable, low-cost environmental monitoring in the field.  
 
Figure 4.1: Diagrams of cell based sensor cell arrays. 
(a) A ‘traffic light’ sensing system proposed previously. A–D represents arsenic sensors with sensitivity 
from high to low, grey circles represent sensors with output at ON state while the white circles represent 
sensors with output at OFF state (Wackwitz et al. 2008). (b) Sensors (i.e., Sensor 1–5) with varying 
sensitivities and outputs can be generated by the 3-step signal amplification along with leakiness 
regulation (see Chapter 3). Utilising agarose entrapment or microfluidic encapsulation, they are used to 
build a microbial sensor array which displays an easy-to-read volume bar-like pattern for mobile phone-
based easy-to-use and accurate field monitoring of target environmental contaminants such as arsenic 
in drinking water.  
4.1 Designing and testing sensor array for arsenic detection 
Several arsenic sensors were compared in liquid culture, and eight of them with a range of 
detection limits (Fig. 4.2a,b, Appendix Table 2.2) were selected to test their performance 
under agarose gel entrapment (see Section 2.5.2, Fig. 4.2c–e). The agarose gel-entrapped 
sensors were spotted and induced with NaAsO2 in a 384-well microplate as shown in Figure 
4.2c, and were measured by fluorometry to quantify the fluorescent output (Fig. 4.2d). A 
photograph was taken using a Gel Doc imaging system to visualise the output (Fig. 4.2e). The 
fluorometry measurement shows that the gel entrapped sensors exhibited similar relative 
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sensitivities as those in liquid culture. However, due to the lower sensitivity of the gel doc 
imaging camera, some sensors (e.g., As4) appeared less sensitive in the image taken by the 
camera.  
 
Figure 4.2: Characterisation of selected arsenic sensors entrapped in agarose gel. 
(a) Characterisation of eight arsenic sensors of varying sensitivities in liquid culture. Detailed 
configuration of each sensor is described in Appendix Table 2.2. Error bars, s.d. (n = 3). (b) Limit of 
detection (LOD) and maximum output expression (k) of the eight arsenic sensors in a. Error bars, 95% 
confidence intervals. (c) Microplate well layout for testing eight arsenic sensors entrapped in agarose 
gel. Results are shown in d and e. (d) Quantified fluorometry data of the arsenic sensors in c. Data were 
collected after 24 h incubation at 37˚C, and calculated after subtraction of the fluorescent readouts of 
negative controls. By visually inspecting the agarose gel-entrapped sensors in e and comparing this with 
the fluorometry data, we determined an effective visible threshold to be 1,800 fluorescence units. Error 
bars, s.d. (n = 4, technical replicates).  (e) Graph showing the response and the visibility of the agarose 
gel-entrapped sensors under various arsenic induction levels. Data were collected after 24 h incubation 
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at 37˚C. Left panel: fluorometry data. Right panel: photos taken by the Bio-Rad Gel Doc XR+ system. 
a.u., arbitrary units. 
 
Figure 4.3: Microbial sensor array display enabled by agarose hydrogel entrapment and 
microfluidic encapsulation for easy-to-use monitoring of arsenic contamination. 
(a) Design of the sensor array in a half 384-well microplate. ‘As’ symbol represents arsenic for 
identifying the type of contamination, and the number of volume bars can indicate the relevant arsenic 
concentration. (b) Agarose gel encapsulation-enabled microbial sensor array for monitoring arsenic 
contamination, showing different output response patterns upon various arsenic induction levels 24 h 
post incubation. Left panel: fluorometry data. Right panel: images taken by a cell phone. a.u., arbitrary 
units. (c) Schematic showing the design of a microfluidic device with spotted sensor cells in multiple 
independently controlled compartments. (d) Design of the arsenic sensor array based on microfluidic 
biodisplay. (e) Microfluidic encapsulation-enabled sensor array display for monitoring different levels 
of arsenic. Left panel: images acquired by a Nikon microscope. Middle panel: images acquired by a 
FITC USB fluorescence microscope. Right panel: images taken by a cell phone camera.  
  




Figure 4.4: Three individual repeats of agarose gel-enabled microbial sensor array for detecting 
arsenic.  
Three individual repeats showing the stability of the arsenic sensors entrapped in agarose gel following 
the sensor array designed in Fig. 4.3a. Data were collected from fluorometric measurement or a Gel 
Doc camera after 24 h and 40 h induction at 37˚C, showing increased fluorescence signals after longer 
incubation. a.u., arbitrary units. 




Figure 4.5: Test of the arsenic sensor array at room temperature.  
Agarose gel-enabled microbial sensor array for detecting arsenic at room temperature (i.e., 25˚C). The 
array design is the same as in Fig. 4.3a. Data were collected from fluorometric measurement or a Gel 
Doc camera after 24 h and 40 h induction. a.u., arbitrary units. 
I next designed and tested the sensor array entrapped in agarose gel using a subset of the eight 
characterised arsenic sensors (As03 and As5). They were spotted in a 384-well microplate 
following a layout designed to display a volume bar-like pattern (Fig. 4.3a). I tested the sensor 
array under various arsenic (NaAsO2) induction levels after 24 h incubation. A cell phone 
camera was used to simplify the imaging procedure in addition to the fluorometric assay (see 
Materials and Methods). The expected volume bar-like fluorescent patterns were observed 
from both cell phone image and the fluorometric measurement, i.e.: no arsenic – no pattern, 1 
ppb – ‘As’ with 1 bar, 10 ppb – ‘As’ with 2 bars, 50 ppb – ‘As’ with 3 bars, 500 ppb – ‘As’ 
with 4 bars (Fig. 4.3b). Three further repeats were performed on different days with similar 
results obtained, suggesting good stability of the agarose gel-based sensor array (Fig. 4.4). 
Additionally, I observed stronger fluorescent signals after longer incubation time (Fig. 4.4), 
and the agarose gel-entrapped sensors also worked at room temperature (Fig. 4.5). However, 
different testing conditions may generate different patterns, thus the sensor array should be re-
arranged accordingly.  
The sensor array was also tested in a recently developed microfluidic biodisplay (Volpetti et 
al. 2017) (see Materials and Methods, Fig. 4.3c,d). The microfluidic device contains 768 
individually programmable biopixels, and each biopixel contains a chamber where different 
sensor cells can be spotted. Each chamber has valves around it to control the flow of media or 
samples to the sensors, and also to entrap the sensor cells. Francesca Volpetti, Ekaterina 
Petrova and Sebastian J. Maerkl from Ecole Polytechnique Federale de Lausanne designed 
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and performed the microfluidics-based experiments. Similar results of easy-to-interpret 
volume bar-like pattern were obtained from a Nikon fluorescence microscope and portable 
devices including both a low-cost USB microscope and a cell phone camera (Fig. 4.3e, 
Appendix Fig. 4.1).  
4.2 Using the sensor array to test groundwater samples 
To verify whether the agarose-based sensor array is functional in natural potable water, I 
proceeded to test it using groundwater samples that I collected from Khulna, Bangladesh (see 
Section 2.6).  
4.2.1 Groundwater test using M9 medium 
 
Figure 4.6: Comparing sensor response with different media preparation.  
Comparing the response of agarose gel-entrapped arsenic sensors incubated in M9 or 2  M9 medium 
diluted twofold with samples, showing that the different media preparation did not affect the sensor 
response. Fluorometry data were collected after 24 h and 40 h induction at 37˚C. a.u., arbitrary units. 
As the water sample will dilute the culture medium, I concentrated the medium 2-fold, and 
mixed the water sample with concentrated medium with a ratio of 1 : 1. By doing this, although 
the water sample will be diluted two-fold, the final concentration of the medium will be the 
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same as in previous tests. I first confirmed that the concentrated medium after dilution worked 
as same as the previous one (Fig. 4.6).  
I next quantified the arsenic levels in 22 groundwater samples using ICP-MS, and tested 4 of 
them using the sensor array (see Section 2.6, Fig. 4.7b). 50 ppb arsenic (NaAsO2) induction 
was performed as a positive control. The sensor array showed a slightly stronger ‘As’ pattern 
with Sample 5 (9 ppb arsenic after dilution) than the non-induced sensor array, and more 
obvious patterns with Sample 11 (50 ppb arsenic after dilution) and Sample 21 (85 ppb arsenic 
after dilution). These suggest that the sensor array can at least respond to water samples with 
arsenic ≥ 18 ppb, which is lower than the WHO’s guideline for the drinking water in 
Bangladesh (i.e., 50 ppb). However, the sensitivity was not as good as the laboratory test using 
ddH2O spiked with NaAsO2. 
 
Figure 4.7: Test of groundwater samples using agarose gel-based arsenic sensor cell array. 
(a) Comparing the response of agarose gel-entrapped arsenic sensors to arsenite (NaAsO2) and arsenate 
(Na2HAsO4) induction. (b) Testing groundwater samples using agarose gel-based arsenic sensor cell 
array designed in Figure 4.3a. Test of 50 ppb arsenic (NaAsO2) was included as a positive control. 
Fluorometry data shown were collected after 24 h incubation at 37˚C. a.u., arbitrary units. 
  




Figure 4.8: Comparing the dose-response of arsenic sensors in the presence of arsenite and 
arsenate.  
(a–d) Characterisation of arsenic sensors As0–3 in response to the same concertation of arsenite 
(NaAsO2) or arsenate (Na2HAsO4). Error bars, s.d. (n = 3). (e–g) Limit of detection (LOD), Hill constant 
(KM) and the maximum output (k) of the selected arsenic sensors in response to arsenite and arsenate. 
Error bars, 95% confidential intervals. a.u., arbitrary units. 
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There might be two reasons that caused the sensitivity decrease. One might be that the extra 
elements in natural water inhibited the sensors’ performance. The other might be that the tested 
water samples mainly contained arsenate; the sensors might sense the arsenate with less 
sensitivity than arsenite. To identify which one was the real reason, I compared the sensor 
response to ddH2O spiked with arsenate (Na2HAsO4) and arsenite (NaAsO2) in both liquid 
culture (Fig. 4.8) and in agarose gel (Fig. 4.7a). Indeed, the sensors were less sensitive to 
arsenate than to arsenite as described previously (Stocker et al. 2003). Moreover, the sensor 
array induced with arsenate showed similar patterns to the ones induced with the water sample 
at similar arsenic concentrations (Fig. 4.7a). This suggests that the tested water samples were 
likely containing arsenate only and did not cause significant inhibition on the sensors. To 
further confirm this, the arsenate and arsenite can be quantified using X-ray Photoelectron 
Spectroscopy (Chowdhury et al. 2011).  
4.2.2  Medium optimisation for groundwater test 
 
Figure 4.9: Comparison of arsenic sensors’ responses to arsenite and arsenate in an optimised 
MOPS medium.  
Characterisation of arsenic sensors As0–3 and As5 in response to the same concentration of arsenite 
(NaAsO2) or arsenate (Na2HAsO4) in the optimised MOPS rich medium (with 1/4 PO43 and 0.2% (v/v) 
glycerol). Scale bar, 1 cm. a.u., arbitrary units. 




Figure 4.10: Agarose gel encapsulation-enabled microbial sensor array for monitoring arsenic 
contamination from groundwater samples.  
The water samples were mixed with an optimised MOPS medium (with 1/4 PO43) at 1 : 1 ratio (see 
Section 2.5.2 and Section 2.6). The arsenic concentrations after two times dilution are shown in brackets. 
Scale bar, 1 cm. a.u., arbitrary units. 
Previous results suggested that the groundwater samples from Bangladesh mainly contained 
arsenate, to which the arsenic sensors were less sensitive (Fig. 4.7 and 4.8). Comparing the 
data from LB-based liquid culture tests (Fig. 4.8) and M9-based agarose gel tests (Fig. 4.7), 
the sensors’ sensitivities to arsenate and arsenite were not in the same proportion: the agarose-
entrapped sensors were much less sensitive to arsenate. This means the arsenic sensors’ 
responses to arsenate were further inhibited by another factor. As previously used M9 medium 
contains high level of phosphates, which share the same uptake systems as arsenate (Willsky 
and Malamy 1980), it maybe the factor that reduced the sensors’ sensitivities to arsenate.  
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To validate above hypothesis and to improve sensors’ performance in agarose gel, optimised 
M9 and other media (i.e., LB and MOPS) have been tested (see Section 2.5.2, Appendix Fig. 
4.2). The results showed that both LB and MOPS media, as well as M9 medium with lowered 
phosphates improved the sensors’ sensitivities to arsenate, confirming that the high level of 
phosphates was the limiting factor. Moreover, the arsenic sensors had similar sensitivities to 
arsenate and arsenite in both LB and MOPS media. Given the low background and high output 
upon arsenic induction, an optimised MOPS (see Section 2.5.2 and Section 2.6) was selected 
for the groundwater samples test. This medium maximised the sensors’ responses to arsenate 
(Fig. 4.9), and allowed the sensor cell array to robustly test real environmental samples with 
arsenic  3.18 ppb (Fig. 4.10). The comparison of ICP-MS with arsenic sensor cell array-
determined arsenic concentrations for the water samples are listed in Table 4.1. 
Table 4.1: Comparison of ICP-MS with arsenic sensor cell array-determined arsenic 
concentrations for Bangladesh groundwater samples  
  
Arsenic measured by ICP-
MS 
Diluted concentration used 
for arsenic sensor cell array 
(ppb) 
Arsenic measured by 
arsenic sensor cell array 
(ppb) Sample ppb % r.s.d 
1 49.84 7.27 24.92 10 − 50 
5 17.82 4.79 8.91 1 − 10 
11 103.70 1.36 51.85 50 − 100 
15 351.60 0.14 175.80 100 − 500 
20 10.20 12.38 5.10 1 − 10 
21 169.00 1.96 84.50 50 − 500 
22 3.18 14.52 1.59 1 − 10 
r.s.d: relative standard deviation. 
  




To facilitate the application of cell-based sensors, I developed a sensing platform using the 
engineered sensor variants based on agarose gel entrapment. This platform can display an 
easy-to-interpret volume bar-like pattern to indicate the cognate pollutant level in the samples. 
I demonstrated that the sensor array’s output patterns can be simply captured by a cell phone 
camera without the need for sophisticated equipment, facilitating its potential use as a portable, 
low-cost environmental monitoring tool in the field. The present detection range of the sensor 
array used is 1 – 500 ppb arsenite, but this can be expanded or refined by varying the number 
and types of the arsenic sensor variants used to create the cell arrays. More strikingly, though 
with lower sensitivity, it can also detect ddH2O spiked with  1 ppb arsenate and groundwater 
samples containing  3.18 ppb arsenic. Furthermore, the sensor cell array can distinguish true 
negative responses from false negative responses caused by lethal dose of antimicrobials (See 
Section 2.5.2, Fig. 4.11). 
 
Figure 4.11: Characterisation of agarose gel entrapment-enabled microbial sensor array 
under lethal antimicrobial conditions.  
Cells were incubated in M9 medium with 25 g/ml chloramphenicol (Cm), under low pH (pH = 3.5), 
high pH (pH = 11.4), with 1 mM or 3 mM CuSO4. The sensor arrays were induced with 0 or 50 ppb 
As3+ of NaAsO2. Scale bar, 1 cm. a.u., arbitrary units. 
Mercury sensors have also been tested in agarose gel-based and microfluidic-based sensing 
platforms, but the currently selected sensors were not sensitive enough for real applications 
(data not shown). Better sensors need to be identified as mentioned above, and other relevant 
methods may also be applied to improve the sensing performance.  
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In contrast to typical sensors having a single colorimetric output, the sensor cell array designed 
here makes it easier and quicker for end users to tell the type and level of the cognate 
contaminant in the sample, and could be readily adapted to other cellular biosensors. Though 
the current sensor cell array requires 24 h of incubation to generate sufficient fluorescence 
output for visualisation, further optimisation can be done to reduce the processing time if 
needed. For example, cell densities can be optimised to increase fluorescence levels so that the 
output can reach the visual detection threshold rapidly, and fast enzymatic reaction-based 
outputs (e.g., NanoLuc (Cevenini et al. 2018) or LacZ peptide (Ma et al. 2018)) can speed 
up the detection processes. Importantly, by entrapping sensor cells inside hydrogels or 
microfluidic devices, it significantly reduces the chance of their escape to the open 
environment and helps mitigate the biosafety concerns for their final field application. With 
the new advances in cell entrapping materials and preserving methods, the engineered 
microbial sensor array has the potential to be stably stored for long term use (Buffi et al. 2011; 
Volpetti et al. 2017; Liu et al. 2018b).  
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Chapter 5. Developing Biosensors in Cell-free 
Expression System 
 
Figure 5.1: Experimental process for testing arsenic and mercury sensors in CFS.  
The aim of the CFS-based sensor project is to make a sensor array on paper which can be used to detect 
arsenic/mercury and also to determine their concentrations in drinking water. To achieve this, a set of 
arsenic/mercury sensors will be tested and optimised in cell-free solutions using 384-well microplates, 
but with fluorescent output for easy measurement. Then the working sensor sets will be tested on a 
paper-based CFS, using colorimetric output for easy visualisation. PC, constitutive promoter, PR, 
cognate promoter of the receptor. 
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Cell-free transcription-translation (TX-TL) system is becoming a favourable technology for in 
vitro synthetic biology study due to its advantages of flexibility, fast prototyping as well as 
constructing minimal cells (Chappell et al. 2013; Niederholtmeyer et al. 2015; Garamella et 
al. 2016; Karim and Jewett 2016; Perez et al. 2016). Adapting cell-based biosensors to such 
cell-free system (CFS) is also becoming a popular way in terms of minimising biosafety 
concerns for sensor application (Pellinen et al. 2004; Pardee et al. 2014; Pardee et al. 2016a; 
Didovyk et al. 2017). Compared to cell-based biosensors, the CFS-based sensors can be more 
tolerant to toxic translational products (Perez et al. 2016) and more sensitive, and respond 
faster to their targets. Also, the recently developed portable paper-based cell-free sensing 
platform can be affordable and easy-to-use for many biosensor applications (Pardee et al. 2014; 
Pardee et al. 2016b). Due to these advantages, I transferred the arsenic and mercury sensors 
from cells to CFS, and aimed to develop paper-based sensors for detecting arsenic and mercury 
water contaminants.   
The procedure for developing CFS-based biosensors is described in Figure 5.1. Basically, the 
arsenic and mercury sensors were first tested and optimised in a solution-based CFS, then 
transferred to a paper-based CFS with colorimetric output. Further, I aimed to develop sensors 
with different detection limits in CFS, which can be used in a ‘traffic light’ sensing system. In 
contrast to colour-based test kits (e.g., EZ arsenic test kit) and typical biosensors having a 
single colorimetric output, the ‘traffic light’ sensor array will make it easier and more accurate 
for end users to tell the levels of contaminants in water samples.  
5.1 CFS-based arsenic biosensors 
5.1.1 Failed initial test of CFS-based arsenic sensors 
I first tested previously studied arsenic sensors in cell extract-based CFS (CE-CFS). Those 
sensors were from the first step optimisation (Chapter 3.1 and Wang et al. 2015), where ArsR 
expression level was regulated by different constitutive promoters (i.e., J101/105/114/117) and 
gfp was used as reporter. A positive control was made to determine the maximum level of ParsR 
expression in CFS, and also to evaluate the activity of the CFS in each experiment.  
The arsenic sensors were induced with 1M NaAsO2 (i.e., induced samples) or nuclease free 
water (i.e., non-induced samples) in CFS. Unfortunately, for each sensor, the gfp expression 
level of induced samples were not distinguishable from the one of non-induced samples (data 
not shown). Even the difference between the negative control and the positive control was not 
significant (data not shown). This may because ParsR is a weak promoter; also, CE-CFS has 
strong background green fluorescence, which may have obscured the weak gfp expression.  
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5.1.2 Changing reporter and regulating ArsR : ParsR ratio 
To minimise the interference from the background fluorescence in CFS, I replaced gfp with 
mCherry. Furthermore, to simplify tuning of sensor detection limit and basal expression 
(leakage), I separated the sensor module and the output module, and moved them to two 
plasmids (Fig. 5.2a). I tested the sensor with different receptor : promoter ratios (Fig. 5.2b–
e). No background red fluorescence was observed in the CFS. For all the four receptor : 
promoter conditions, the sensor responded slightly to arsenic induction; however, the basal 
expression was always high even with the ratio > 8. Similar experiments have been repeated 
with other receptor circuits (i.e., arsR expression driven by other promoters), and similar 
results were obtained (data not shown).  
The high basal expression suggests that ParsR cannot be repressed sufficiently by ArsR in CFS 
under the current testing conditions. To improve ArsR-ParsR binding efficiency, I tested 
following strategies:  
1) It has been shown that proteins tend to bind to DNA more tightly at low temperature 
due to thermodynamic effects (Hauschild et al. 2005; Merrin et al. 2011). Therefore, 
I incubated ArsR with ParsR at low temperature to improve their binding.  
2) As an extra ABS can reduce the basal level of the arsenic promoter in cells (Section 
3.4), this was also tested in CFS. 
3) One significant difference between cellular and CFS environments is the 
macromolecular crowding conditions. As the cell membranes limit the cell volumes, 
macromolecules are highly crowded which may not be the case in CFS. Therefore, to 
enhance the crowding effect in CFS, I added extra crowding agents (PEG and Ficoll) 
to CFS.  
4) In ParsR, ABS overlaps with a strong 35 region, which may affect the binding of ArsR 
to ABS. Therefore, weakening such70 binding site may improve ArsR-ParsR binding 
affinity thus reducing the basal expression. Moreover, tuning the binding affinity of 
70 to a promoter regulates the output dynamic range (Chen et al. 2018), which may 
further improve sensor response.  
Details of the experimental designs and results are shown in the following sections. 
  




Figure 5.2: Tuning arsenic sensor background leakage in CFS by adjusting receptor : promoter 
ratio. 
(a) Diagrams of genetic circuits used in this experiment. (b–e) Characterisation of arsenic sensors in 
CFS with four different receptor : promoter ratios. The DNA for ArsR expression was 5.3 nM for all 
the experiments, while the DNA of the promoter circuit was 4.5 nM in b, 2.3 nM in c, 1.1 nM in d and 
0.6 nM in e. The receptor plasmid was added into cell-free reagent and incubated at 30˚C for 10 min 
prior to adding the promoter plasmid. All the sensors were induced with various NaAsO2 concentrations 
as shown in the legends to each graph (ppb for As of NaAsO2). In a 384-well plate, the final volume of 
cell-free reaction mixture was 50 l in each well, which was incubated and measured at 37˚C. The plate 
was sealed with a non-air permeable sealing film. Pos, positive control. a.u., arbitrary units. 
 
  
Chapter 5. Developing Biosensors in Cell-free Expression System 
99 
 
5.1.3 Adjusting ArsR-ParsR incubation conditions 
As low temperature may improve the protein-promoter binding, I tried different temperatures 
for the CFS-based arsenic sensor. I first tested the sensor at 30C instead of 37C; however, 
the output expression was slower and no significant improvement of the sensor response was 
observed (data not shown). I next incubated pre-expressed ArsR with the promoter circuit at 
4C for 10 min prior to the arsenic induction, but no significant improvement was observed 
(data not shown). In this experiment, ArsR was expressed at 30C for 10 min in advance, 
which might not be optimal for ArsR expression; therefore, I next expressed ArsR at 37C, 
and then incubated it with the promoter circuit at 4C. Room temperature was also tested for 
the receptor-promoter incubation. However, neither of these conditions reduced the sensor 
background leakage (data not shown).  
In conclusion, the arsenic sensor did not work well at low temperature (i.e., 30C instead of 
37C) which might be due to insufficient transcription and translation. Additional incubation 
for ArsR-ParsR binding at 4C or room temperature did not reduce the sensor leakage, neither 
did it improve the sensor response to arsenic. However, it is not clear whether or not the low 
temperature improved ArsR binding to ParsR. It is possible that the binding was improved at 
low temperature, but was quickly reversed during the following 37C incubation. Nevertheless, 
whatever the reasons, adjusting the temperature may not be sufficient to solve the leakage 
issue. 
5.1.4 Testing CFS-based arsenic sensors with extra ABS 
I first constructed and tested the ParsR-ABS84-mCherry circuit (see Section 3.4) in the presence 
or the absence of the receptor circuit. No significant leakage was observed, however, there 
was no response to 10 – 100 ppb arsenic induction either (data not shown). Given the promoter 
strength (i.e., maximum expression level without ArsR repression) should not be decreased by 
the extra ABS (which was observed in cells, Chapter 3.4), I assumed the commercial cell 
extract (from L1020, Promega) already contained a sufficient amount of ArsR to strongly 
repress ParsR-ABS84. Therefore, I increased the amount of ParsR-ABS84-mCherry DNA to 
improve its sensitivity to arsenic induction, and also tested ParsR-ABS67 (with the same 
concentration) which should be less repressed by ArsR (Fig. 5.3a). As expected, ParsR-ABS67 
was leakier than ParsR-ABS84 but less leaky than the wild type ParsR. Fortunately, significant 
responses were observed for 10 ppb arsenic induced ParsR-ABS67 and for 100 ppb arsenic 
induced ParsR-ABS84. However, ParsR-ABS67 was still very leaky, and the sensitivity of ParsR-
ABS84 was very low.  




Figure 5.3: Tuning arsenic sensor background leakage in CFS by adding an extra ABS to ParsR. 
(a) Bar graphs showing the response of arsenic sensors ParsR-ABS67 and ParsR-ABS84 to various 
concentrations of NaAsO2. For ParsR, no arsenic was added (n = 1). DNA amount for each sensor was 
10.8 nM. *, p ≤ 0.05, **, p ≤ 0.01 (two-tailed t test). Error bars, s.d. (n = 2, technical replicates). (b) 
Characterisation of seven arsenic sensors with double ABS in CFS. The sensors’ DNA were 20.6 nM, 
and they were induced with 0 ppb, 4 ppb, 10 ppb and 40 ppb As of NaAsO2. Error bars, s.d. (n = 3, 
technical replicates). (c) Reducing the background leakage of ParsR-ABS67 and ParsR-ABS79 by tuning 
the amount of sensor DNA. The sensors were induced with 0 ppb and 10 ppb NaAsO2. Error bars, s.d. 
(n = 3, technical replicates). (d) Characterisation of ParsR-ABS67 (9.2 nM) in the presence of ArsR 
expression. +arsR, cell-free reaction mixture with 9.2 nM of receptor plasmid. –ArsR, cell-free reaction 
mixture without receptor plasmid and pre-expressed ArsR. +ArsR, cell-free reaction mixture with pre-
expressed ArsR which was pre-expressed in a separate cell-free mixture for 2 h. % represents v/v. Pos, 
mCherry expression from 40 ng/l of wild type ParsR plasmid. Error bars, s.d. (n = 3, technical replicates). 
Time-course characterisation of each sensor is shown in Appendix Figure 5.1. The final volume of 
cell-free reaction mixture was 10 l for a, 5 l for b and c, and 4 l for d. Data were collected after 4 h 
(a–c) or 8 h (d) incubation. a.u., arbitrary units.  
  
Chapter 5. Developing Biosensors in Cell-free Expression System 
101 
 
To achieve a sensing performance between ParsR-ABS67 and ParsR-ABS84 (i.e., less leaky than 
ParsR-ABS67 but more sensitive than ParsR-ABS84), I designed and tested multiple arsenic 
sensors with various distances between the two ABS from 67 bp to 84 bp (Fig. 5.3b). 
Unfortunately, these sensors were still leaky and were not sensitive enough. Some of the 
sensors were further optimised by adjusting the amount of DNA (Fig. 5.3c) and the addition 
of ArsR (either by adding receptor plasmid or by adding pre-expressed ArsR) (Fig. 5.3d), but 
their sensing performance was still not satisfactory.  
According to the results acquired so far, further optimisation could be done to improve the 
arsenic sensor in CFS. I have shown that reducing the amount of DNA reduced the sensor 
leakage in CFS (Fig. 5.3c), and so did addition of pre-expressed ArsR (Fig. 5.3d). Moreover, 
adding extra ArsR improved the sensor response to arsenic. This might be the best way as it 
does not require resource from the CFS, and there is no continuous ArsR expression to prevent 
ParsR from activation. However, if the sensing promoter is too leaky, more pre-expressed ArsR 
will be required (e.g., for ParsR-ABS67). Although the leakage can be further minimised by 
reducing the amount of DNA, the optimisation procedure will be too complicated. Therefore, 
supplying highly pre-expressed ArsR or purified ArsR seems preferable for further optimising 
the leaky promoters.  
It is unclear if ParsR-ABS77–84 was less leaky due to a more efficient roadblocking effect or 
weaker promoter strength. Theoretically, they should have the same strength as the wild type 
ParsR, but the current results do not seem to support this (Fig. 5.3b). This may be confirmed by 
inducing the sensors with a high level of arsenic if it is not toxic to the CFS. 
5.1.5 Testing CFS-based arsenic sensors with crowding agents 
I hypothesised that the weak ArsR-ParsR binding in CFS may due to the insufficient 
macromolecular crowding effect which may be caused by the lack of cell membranes. Also, it 
has been shown that crowding agents can either improve or prevent macromolecular 
interaction and therefore regulate gene expression in CFS; such effects may also depend on 
the size and the shape of the crowding agents (Ge et al. 2011; Tan et al. 2013; Kuznetsova et 
al. 2014; Li et al. 2014; Fritz et al. 2015; Shahid et al. 2017). Thus, I tested different inert 
crowding agents in CFS: PEGs (i.e., polyethylene glycols, mesh-like) with two different 
molecular weights (i.e., 4 kDa and 8 kDa), and Ficoll 400 (i.e., copolymer of sucrose and 
epichlorohydrin, spherical, 400 kDa) (Fig. 5.4, Appendix Fig. 5.2).  
Unfortunately, both PEG and Ficoll at low concentrations appeared to accelerate the output 
expression from ParsR (no matter with or without arsenic induction) rather than improving 
ArsR-ParsR binding, while both at high concentrations led to low output expression. According 
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to previous studies (Tan et al. 2013; Shahid et al. 2017), the decreased output expression was 
likely due to the reduced diffusion of all the macromolecules in CFS rather than improved 
ArsR-ParsR binding. The lack of obvious effect on ArsR-ParsR binding may be caused by 
insufficient ArsR present in CFS. Therefore, the experiment should be repeated with extra 
ArsR in the future.  
 
Figure 5.4: Characterisation of an arsenic sensor with crowding agents in CFS. 
(a and b) Characterisation of 9.2 nM ParsR-ABS67 arsenic sensor with PEG 8000 in CFS. The sensor 
was induced with various concentrations of NaAsO2, which are shown as legends in each graph. The 
results of other repeated experiments are shown in Appendix Figure 5.2. The final volume of cell-free 
reaction mixture was 5 l. All the data were collected after 4 h incubation. Pos, mCherry expression 
from 40 ng/l of wild type ParsR plasmid. Neg, 40 ng/l empty plasmid mixed with 2%, 4% or 6% PEG 
8000. Error bars, s.d. (n = 3, technical replicates). a.u., arbitrary units. 
Further tests were done for PEG 8000 as it initially seemed to improve the response of an 
arsenic sensor to arsenic (Appendix Fig. 5.2a,b,d,f,g,k); however, repeated experiments 
failed to produce the same results (Fig. 5.4, Appendix Fig. 5.2c,e,h–j,l–p). The initial positive 
results may be an artefact due to poor mixing of PEG 8000. The PEG 8000 stock solution was 
very thick and viscous, and difficult to mix with cell-free reagents. As a result, assays with 
different levels of arsenic may also have contained different amounts of PEG. The one with 0 
ppb arsenic induction level may contain more PEG thus had low output expression (because 
high PEG improves ArsR binding or reduces the resource diffusion), whereas the one with 10 
ppb induction may contain low PEG therefore gave high output expression (because of the 
sensor leakage, and low PEG improved the transcription/translation).  
In summary, macromolecules can either improve or reduce gene expression in CFS. However, 
PEG 4000/8000 and Ficoll 400 did not improve the sensor response under the tested conditions. 
Moreover, their effect on ArsR-ParsR binding is still not clear, and existing ArsR in CFS might 
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not be sufficient. In the future, it will be better to add extra ArsR into the CFS while testing 
the arsenic sensors with crowding agents.  
5.1.6 Engineering arsenic promoters with various 70 binding affinities 
In ParsR I used here, the ABS overlaps with a strong –35 region (Fig. 5.5a), which might be the 
reason for low ArsR-ParsR binding affinity in CFS (although it is unclear why this was not a 
significant issue in cells). A recent study showed that engineering 70 binding sites in a ligand-
inducible promoter regulated its background leakage and dynamic range (Chen et al. 2018). 
Inspired by this study, I designed a small library of arsenic responsive promoters with various 
–10 and –35 regions. Here are two design strategies (Fig. 5.5):  
1) In the wild type ParsR, the ABS contains a strong –35 region, but the –10 region is very 
weak. So, the first strategy is to reduce the strength of the –35 region, and to slightly 
increase the strength of the –10 region (Fig. 5.5a). Based on the library developed by 
previous studies (Cox et al. 2007; Chen et al. 2018), I selected and designed five –35 
regions, and selected five –10 regions. Altogether, 25 combinations could be 
generated for ParsR.  
2) The second strategy is to generate new promoters by merging the ABS with weak –10 
and –35 regions (Fig. 5.5b). However, the ABS is much longer than a general spacer 
between –10 and –35, so it needs to overlap with the –10 and –35 regions. The 
advantage of the overlap is to improve ArsR repression, but it also increases the 
difficulty of designing the promoters. I identified two partial or full –10 regions in the 
ABS, and manually added a weak –35 region in front of the ABS to make an entire 
promoter. In total, 5 promoters were designed. 
By applying these two strategies, I aimed to regulate the ArsR-ParsR binding affinity and the 
promoter leakage, which may lead to a better arsenic response for the CFS-based arsenic 
sensors. In total, 29 promoters were correctly constructed and tested.  
  




Figure 5.5: Designs of arsenic inducible promoters. 
(a) Diagram and sequence details of design 1: directly engineering 35 and –10 regions in ParsR. The 
engineered ParsR will be named after selected 35 and –10 sequences (e.g., ParsR12 represents the ParsR 
with –10 1 and –35 2). (b) Diagram and sequence details of design 2: engineering arsenic inducible 
promoters with an ArsR binding site (ABS) overlapping with 35 and –10 regions. The names of 
engineered promoters are shown next to their sequences.   
5.1.6.1 Testing engineered arsenic promoters in cells 
I first tested the 29 engineered arsenic promoters in E. coli as it is easier and cheaper to do 
than in CFS. It also can determine the promoter strength, leakage and binding affinity to ArsR 
(i.e., repression fold of ArsR to the promoter, higher repression fold represents higher binding  




Figure 5.6: Characterisation of engineered arsenic inducible promoters in cells. 
(a and b) In vivo characterisation of engineered promoters carried by pSB1A3 (a) or pSB3K3 (b), 
showing the promoters’ basal expression in the absence of ArsR expression. (c and d) In vivo 
characterisation of engineered promoters carried by pSB1A3 (c) or pSB3K3 (d), showing the promoters’ 
basal expression in the presence of ArsR expression. ArsR expression was from the receptor plasmids 
either on pSB3K3 (c) or on pSB4A3 (d). Detailed plasmid maps are shown in Appendix Figure 5.3a 
and c. Blue bars show the promoters with basal expression significantly lower than the wild type ParsR, 
with p ≤ 0.01 (one-way ANOVA test). To show the induction dynamics of the promoters, they were 
also tested with various NaAsO2 induction, and detailed response is shown in Appendix Figure 5.3b 
and d. (e and f) Repression fold of the engineered promoters repressed by ArsR. It was calculated using 
the data from a – d: Repression fold = (Promoter’s basal expression without ArsR) / (Promoter’s basal 
expression with ArsR). Promoters highlighted in red and pink are the ones with good repression fold 
and low background leakage. Red: higher repression than wild type ParsR. Pink: lower repression than 
wild type ParsR. All the data were collected after 5 h incubation. Error bars, s.d. (n ≥ 2). a.u., arbitrary 
units.  
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affinity). Most of the promoters were ligated to reporter mCherry in a high copy number 
plasmid (i.e., pSB1A3) (Appendix Fig. 5.3a), while the others were engineered in a medium 
copy number plasmid (i.e., pSB3K3) due to cloning issues caused by cell burden (Appendix 
Fig. 5.3c). 
To test the promoter strength (and also the basal expression in the absence of ArsR expression), 
I transformed the promoter plasmids alone into E. coli, and measured the mCherry expression 
without arsenic induction (Fig. 5.6a,b). To test the promoter leakage in the presence of ArsR 
expression, I co-transformed the promoter plasmids along with receptor plasmids into E. coli 
(Appendix Fig. 5.3a,c), and measured the mCherry expression without arsenic induction (Fig. 
5.6c,d). To estimate the promoter binding affinity to ArsR, I calculated the repression fold 
using the values from the first two steps: Repression = (Promoter’s basal expression without 
ArsR) / (Promoter’s basal expression with ArsR) (Fig. 5.6e,f). Promoters with good repression 
and low leakage were selected for testing in CFS (shown as red and pink bars in Fig. 5.6e,f). 
All the selected promoters responded to arsenic induction in vivo (Appendix Fig. 5.3b,d). 
5.1.6.2 Testing engineered arsenic promoters in CFS 
I next tested the selected promoters in CE-CFS (Fig. 5.7). Similar to the in vivo test, the 
selected arsenic promoters were less leaky than the wild type ParsR in CFS (Fig. 5.7b), and 
some of them seemed to have better response to arsenic (Fig. 5.7c). However, some promoters 
were still leaky, and the detection limits of all the promoters were above or around 10 ppb 
arsenic, which was not ideal for applications.  
To reduce the background leakage or to improve the sensitivity of the engineered promoters, 
I proceeded to adjust the ArsR : Promoter ratio and demonstrated this using ParsR14 and ParsR25. 
ParsR14 is one of the leaky promoters. For this promoter, I adjusted the ArsR : Promoter ratio 
in two ways: 1) adding pre-expressed ArsR into the cell-free reaction mixture at different v/v 
percentages, and 2) decreasing the amount of the promoter plasmid (Fig. 5.8a). The results 
suggest that the pre-expressed ArsR was not enough to repress ParsR14, while reducing the 
promoter plasmid concentration significantly reduced the background leakage; however, the 
sensor response to arsenic was also decreased in the second case while the first case seemed 
to improve the sensitivity. The sensitivity might be difficult to improve in the second case, but 
the first case might be further optimised by adding more pre-expressed ArsR.  
Similarly, I tried to improve the sensitivity of the ParsR25-based sensor via reducing the 
concentration of the receptor plasmid (Fig. 5.8b). Unfortunately, the background leakage was 
also increased; moreover, the sensitivity seemed even to be decreased. These may because 
ArsR expression was already not sufficient to repress ParsR25 before the adjustment; also, 
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decreasing the receptor plasmid concentration may have increased the resource allocation to 
the promoter plasmids, which further increased the basal expression and obscured the response 
to arsenic. Further optimisation might be done by adding extra pre-expressed ArsR to reduce 
the leakage and to boost the sensitivity.  
 
Figure 5.7: Characterisation of engineered arsenic inducible promoters in CFS. 
(a) Diagrams of genetic circuits tested for b and c. 8.2 nM of each plasmid DNA was used for all the 
experiments. (b) Characterisation of engineered arsenic inducible promoters in response to 0 ppb, 10 
ppb, 100 ppb and 1000 ppb As of NaAsO2 in CFS. Time-course characterisation of each sensor is shown 
in Appendix Figure 5.4. (c) Induction fold of the engineered promoters characterised in b. The final 
volume of cell-free reaction mixture was 4 l in each well. All the data were collected after 8 h 
incubation. Pos, mCherry expression from 40 ng/l of wild type ParsR plasmid. Error bars, s.d. (n = 3, 
technical replicates). a.u., arbitrary units. 




Figure 5.8: Tuning the background leakage and detection limit of engineered arsenic sensors in 
CFS. 
(a) Characterisation of ParsR14 in the presence of ArsR expression. –ArsR, cell-free reaction mixture 
without receptor plasmid and pre-expressed ArsR. +ArsR, cell-free reaction mixture with pre-expressed 
ArsR which was pre-expressed in a separate cell-free reaction mixture for 2 h. % represents v/v. +arsR, 
cell-free reaction mixture with receptor plasmid, the ratio represents promoter : receptor. ParsR14 was 
8.2 nM for adding pre-expressed ArsR. For increasing arsR to ParsR14 ratio, the receptor plasmid was 
always 8.2 nM while ParsR14 DNA concentration was decreasing. (b) Characterisation of ParsR25 in the 
presence of ArsR expression. ParsR25 DNA concentration was always 8.2 nM, while the amount of the 
receptor plasmid was decreasing. Each sensor was induced with 0 ppb, 10 ppb, 100 ppb and 1000 ppb 
As of NaAsO2. Time-course characterisation of each sensor under different conditions is shown in 
Appendix Figure 5.5 and 5.6. The final volume of cell-free reaction mixture was 4 l in each well. All 
the data were collected after 8 h incubation. Pos, mCherry expression from 40 ng/l of wild type ParsR 
plasmid. Error bars, s.d. (n = 3, technical replicates). a.u., arbitrary units. 
Although the current optimisation for the engineered promoter-based sensors has not been 
successful, it is still possible to improve the sensors by changing the output to a more sensitive 
enzymatic reaction (e.g., LacZ based colorimetric output), especially for the ones which did 
not show obvious background leakage (e.g., ParsR11/15/25); also, directly wiring the less leaky 
promoters with amplifiers may boost the sensitivity and the output at low arsenic induction.  
I also noticed that none of the promoters from the second design were significantly repressed 
by ArsR. This suggests the failure of the promoter design, which might be due to ineffective 
ABS. Based on a previous study (Xu et al. 1996), the adjacent sequences of the current ABS 
may be involved in ArsR binding. Including these sequences in the promoter design may 
improve the promoter binding affinity to ArsR.   
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5.2 CFS-based mercury biosensors 
In parallel to optimise CFS-based arsenic biosensors, I tested previous studied mercury sensors 
in CE-CFS.  
5.2.1 Successful initial test of mercury sensors in CFS 
The J115-based mercury sensor with GFP/RFP reporter was first tested in CFS, showing better 
response with RFP than GFP (Fig. 5.9a,c–f). Unlike CFS-based arsenic sensors, the 
background leakage of the mercury sensor was negligible. Moreover, the sensor responded to 
2 ppb mercury which met the EPA’s guideline.  
The J117-based mercury sensor was compared to see whether tuning the receptor density could 
also affect the sensor sensitivity in CFS (Fig. 5.9a,g,h). Contrary to the in vivo study (Fig. 
5.9b), the J117-based mercury sensor was less sensitive with lower output dynamic range than 
the J115-based mercury sensor in CFS.  
J115 and J117 have not been directly compared in CFS; however, previous studies on 
Anderson promoters in CFS suggest similar relative strengths in vitro and in vivo (Chappell et 
al. 2013; UNITN iGEM 2015). Therefore, the MerR expression level from J115 should be 
higher than that from J117 in CFS.  
The sensors’ behaviour in CFS are reasonable as MerR is technically an activator; more MerR 
expression should lead to better PmerT activation in response to mercury, and so to the sensor 
sensitivity and output dynamic range (Fig. 1.1c,e). However, the repressing feature of MerR 
still needs to be considered in the case of high MerR expression, which may increase the 
required mercury concentration and therefore decrease sensor sensitivity (Fig. 1.4c). Thus, 
there should be a threshold of MerR expression; above the threshold (when MerR exceeds 
level of its DNA binding site), it can be treated as a repressor otherwise as an activator for the 
receptor density tuning. Accordingly, the current in vivo cases could be considered to be above 
the threshold while the in vitro cases were below the threshold. A mathematical model might 
be useful to explain this case.   




Figure 5.9: Testing mercury sensors with different MerR densities and reporters in CFS. 
(a) Diagram showing the genetic circuit used in this experiment. (b) Characterisation of J115/117-based 
mercury sensors in cells. Error bars, s.d. (n = 2). (c and d) Characterisation of J115-based mercury 
sensor with GFP as reporter in CFS. (e and f) Characterisation of J115-based mercury sensor with RFP 
as reporter in CFS. (g and h) Characterisation of J117-based mercury sensor with RFP as reporter in 
CFS. 6.7 nM DNA was used for each sensor characterisation. All the sensors were induced with 0 ppb, 
2 ppb, 10 ppb and 50 ppb Hg of HgCl2. The final volume of cell-free reaction mixture was 50 l for 
each sample. Data for the bar graphs were collected after 2 h incubation. a.u., arbitrary units. 
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5.2.2 Improving CFS-based mercury sensors by introducing amplifiers 
In order to improve the sensitivity and output at low mercury induction, as well as 
demonstrating the previously studied transcriptional amplifiers (e.g., Amp30E, AmpRinA and 
AmpE11) in CFS, I rewired these amplifiers with the mercury sensor. All the amplified sensors 
worked in cells (Appendix Fig. 5.7a). The ECF-based amplifiers successfully improved 
sensor sensitivity and output readout in CFS, and 1 ppb detection limit was achieved (Fig. 
5.10). Moreover, by tuning the RBS for ECF11 expression, I reduced the sensor leakage and 
improved the sensor output dynamic range (Fig. 5.10b,d–g).  
 
Figure 5.10: Improving sensor sensitivity and output dynamics by employing amplifiers in CFS. 
(a) Diagram of a mercury sensor characterised in c. (b) Diagram of a mercury sensor with ECF-based 
amplifiers characterised in d–g. The RBS for ECF expression was varied from strong B0030 to weak 
B0033 (Appendix Table 2.1). (c–g) Characterisation of the mercury sensors without or with ECF-based 
amplifiers. -Amp30E11 represents the amplifier with RBS30 regulated ECF11. 12.5 nM DNA was used 
for each sensor characterisation. All the sensors were induced with 0 ppb, 1 ppb, 2 ppb and 10 ppb Hg 
of HgCl2. *, p ≤ 0.05, **, p ≤ 0.01 (two-tailed t test). The final volume of tested cell-free reaction 
mixture was 5 l for each sample. Data were collected after 2 h incubation. Time-course 
characterisations of sensors in c and f are shown in Appendix Figure 5.7. Error bars, s.d. (n = 3, 
technical replicates). a.u., arbitrary units. 
However, the sensors with all the other amplifiers (e.g., Amp30E and AmpRinA) did not 
respond to mercury in CFS (data not shown). This again implied the intrinsic differences 
between the cells and CFS. The failure of HrpRS and RinA-based systems could be caused by 
many reasons, such as insufficient protein folding/maturation of HrpRS and RinA, as well as 
insufficient transcription from PhrpL and PrinA (maybe due to inadequate components for 
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supporting these systems in CFS); excess resource allocation to HrpRS expression may also 
cause insufficient reporter expression.  
As the Amp32E11 gave the best result in terms of detection limit and output dynamic range, 
it was further optimised to reduce its leakage by lowering the sensor DNA concentration in 
CFS (Fig. 5.11). From 12.5 nM to 6.2 nM, the sensor leakage was significantly reduced while 
maintaining similar induction by mercury. With 3.1 nM DNA, the leakage was negligible, but 
the detection limit was significantly increased. The sensor leakage might be further optimised 
by tuning the DNA between 6.2 nM and 3.1 nM or by introducing a protein degradation system.  
 
Figure 5.11: Reducing mercury sensor background leakage by tuning DNA concentration in CFS. 
(a) Diagram showing the mercury sensor used in this experiment. (b) Characterisation of the mercury 
sensor with different DNA concentration in response to 0 ppb, 1 ppb, 2 ppb and 10 ppb Hg of HgCl2. 
The final volume of cell-free reaction mixture was 5 l for each sample. Data were collected after 4 h 
incubation. Time-course characterisation of the sensor is shown in Appendix Figure 5.8. (c) Induction 
of the sensor characterised in b. Error bars, s.d. (n = 3, technical replicates). a.u., arbitrary units. 
I also tested other ECF-based amplifiers trying to identify the ones with less background 
leakage but high output dynamic range in CFS. ECF16/17/20/22 with different RBS were 
selected based on my colleague Filipe Pinto’s in vivo characterisation (Appendix Fig. 5.9a, 
ECF16/17/20/22-based systems were less leaky but with higher output dynamic range than 
Amp32E11 when characterised using a PBAD promoter). I ligated those amplifiers with the 
J115-based mercury sensing module, and first tested them in vivo (Appendix Fig. 5.9b,c). 
However, the sensing module and the amplifiers were too toxic to the cells upon mercury 
induction, so their responding performance were not directly comparable (Appendix Fig. 
5.9b,c). Hence, I characterised these amplifiers in CFS (Fig. 5.12).  




Figure 5.12: Characterisation of ECF-based amplifiers in CFS. 
(a) Characterisation of a mercury sensor with different ECF-based amplifiers in response to 0 ppb, 0.2 
ppb, 1 ppb, 2 ppb and 10 ppb Hg of HgCl2. 6.2 nM DNA was used for each sensor. The final volume of 
cell-free reaction mixture was 4 l for each sample. Data were collected after 12 h incubation. (b) 
Induction of the sensors characterised in a. Pos, mCherry expression from 40 ng/l of wild type ParsR 
plasmid. Time-course characterisation of each sensor is shown in Appendix Figure 5.10. Error bars, 
s.d. (n = 3, technical replicates). a.u., arbitrary units. 
All the tested amplifiers had less background leakage than the Amp32E11 but were less 
sensitive (Fig. 5.12a) in CFS. Nevertheless, some of the amplifiers had good output dynamic 
ranges and they may be cascaded with other amplifiers to achieve better output dynamic range 
(e.g., Amp30/32E22, Amp33E20 and Amp33E11) (Fig. 5.12b). In addition, as some had low 
basal expression, they might be directly tested with enzyme-based colorimetric output to 
improve the sensitivity and the output.  
Some differences were observed while comparing the data from in vivo and in vitro 
experiments. For instance, Amp33E16 and Amp33E20 were supposed to have higher output 
expression levels than Amp32E11 (Appendix Fig. 5.9a); however, the opposite was true in 
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CFS. It is unclear whether the differences were caused by the different sensing platform, as 
the full input range of mercury induction might not have been tested. 
5.2.3 Testing mercury sensor and macromolecules in CFS 
 
Figure 5.13: Characterisation of a mercury sensor with crowding agents in CFS. 
(a) Characterisation of a mercury sensor supplied with various percentages of PEG 8000 in CFS. 4.2 
nM and 9.6 nM DNA were used. (b) Characterisation of a mercury sensor supplied with various 
concentrations of PEG 4000, PEG 8000 and Ficoll 400 in CFS. 4.2 nM DNA of the mercury sensor 
(J115-merR-PmerT-Amp32E11-mCherry) was used. The sensor was induced with 0 ppb or 2 ppb Hg of 
HgCl2. The final volume of cell-free reaction mixture was 5 l for each sample. Data were collected 
after 8 h incubation. (c and d) Induction fold of the sensor characterised in a and b. Pos, mCherry 
expression from 40 ng/l of wild type ParsR plasmid. Error bars, s.d. (n = 3, technical replicates). a.u., 
arbitrary units. 
For the same reason as for the arsenic sensors, I also tested mercury sensors with extra 
macromolecules in CFS. The mercury sensor with Amp32E11 and mCherry output (Fig. 5.11a) 
was first tested with PEG 8000 in CFS (Fig. 5.13a,c). The reason to not use GFP as reporter 
was because the PEG 8000 interfered with the background fluorescence in CFS (data not 
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shown). Similar to previous results, low PEG 8000 concentration increased the sensor output 
expression while it was decreased by the addition of high amount of PEG 8000. Although a 
minute improvement of induction (i.e., higher induction fold) was observed for the condition 
with 1% PEG 8000 and 4.2 nM DNA, this could not be repeated in later experiments (Fig. 
5.13b,d). PEG 4000 and Ficoll 400 were also tested using the same sensor, but still no 
significant improvement of sensor response was achieved (Fig. 5.13b,d).  
Overall, the induction of the demonstrated sensor was generally stable regardless of the tested 
macromolecules, but was dramatically reduced when the PEG was ≥ 3%. 
5.2.4 Engineering mercury sensors for paper-based CFS 
Before developing sensors in a paper-based platform, I built a homemade humidifying 
chamber for incubating the paper to avoid evaporation, and verified that the paper-based CFS 
was functional in it (Fig. 5.14b,c). As I aimed to develop sensors with colorimetric output on 
paper, I rewired the J115-based mercury sensor with LacZ as a reporter (Fig. 5.14a). I first 
tested the background of LacZ in the commercial CE-CFS (L1020, Promega) by incubating it 
with one of LacZ’s substrates, X-gal, overnight (Fig. 5.14d). The results indicate that there is 
LacZ existing in the commercial CE-CFS; however, the background colour change can be 
delayed and reduced by lowering the substrate concentration.   
Next, I tested the mercury sensor with various mercury induction levels in a paper-based CFS 
supplied with X-gal (Fig. 5.14e). Although the sensor responded to 2 ppb mercury, the colour 
change was very slow and there was strong background colour change in non-induced samples. 
I also found that the solvent for X-gal, Dimethylformamide (DMF), might be toxic to the CFS 
(e.g., the sensor response to 10 ppb with 0.1% X-gal was slower than the one with 0.05% X-
gal), and this might be the reason for the slow reaction.  




Figure 5.14: Testing a mercury sensor in a paper-based CFS. 
(a) Diagram showing a mercury sensor with colorimetric output and its testing procedure on paper. (b) 
Image of a homemade humidifying chamber for incubating the paper. The petri dish is sealed with 
parafilm during incubation. (c) Testing paper-based CFS using fluorescent reporters. 40 ng/l DNA was 
used for each genetic circuit, and the paper was incubated overnight. - DNA represents the samples 
without DNA. (d) Test of LacZ background in CFS using X-gal as substrate. The paper was incubated 
overnight. % represents w/v. (e) Characterisation of the mercury sensor in the paper-based CFS. 9.7 nM 
DNA was used for the sensor, which was induced with 0 ppb, 2 ppb and 10 ppb HgCl2. The X-gal was 
diluted from a 2% stock solution. (f) Characterisation of the mercury sensor in the paper-based CFS. 
9.7 nM DNA was used for the sensor, and the sensor was induced with 0 ppb, 1 ppb, 2 ppb and 10 ppb 
HgCl2. The X-gal was diluted from a 5% stock solution. 2 l of cell-free mixture was spotted on each 
circle of the paper. Cell phone images were taken following a time course for f, and are shown in Figure 
5.15. 




Figure 5.15: Comparing X-gal and CPGR using paper-based CFS. 
Cell phone images comparing the two substrates, X-gal and CPRG, of LacZ, as well as recording the 
experiments shown in Figure 5.14f. 0.04% X-gal and 0.06% CPRG are equal to 1 mM. 
To reduce the toxicity caused by DMF, I made an X-gal stock solution with higher 
concentration so that less DMF would be brought into the CFS. With similar X-gal final 
concentration, less DMF indeed improved the activity of the CFS and accelerated the sensor 
response (Fig. 5.14f). More interestingly, the sensor responded to 1 ppb mercury which is 
lower than the EPA’s guideline. Phone images were also taken over time (Fig. 5.15), showing 
that the sensor response with 0.04% X-gal was faster and more distinct than with 0.02% X-
gal. The same molarity of a more sensitive LacZ substrate, CPRG (i.e., chlorophenol red--D-
galactopyranoside), was also tested, showing its faster response but higher background colour 
change than X-gal (Fig. 5.15).  
To reduce the basal expression of the mercury sensor and the background colour change in the 
paper-based CFS, I tested the system with reduced sensor DNA concentration for the test with 
X-gal and decreased both DNA and substrate concentrations for the test with CPRG. 
Unfortunately, the reduced DNA concentration was too low for the sensor to be functional 
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(e.g., its response to 2 ppb mercury was very slow and not significant) (Fig. 5.16). Although a 
slight sensitivity improvement was observed for 0.015% CPRG with 9.7 nM DNA at 80 min, 
the background colour change was still significant (Fig. 5.16b).  
 
Figure 5.16: Regulating mercury sensor background leakage in a paper-based CFS by tuning the 
concentration of DNA and substrates. 
(a) Characterisation of a mercury sensor with reduced DNA on paper. (b) Characterisation of a mercury 
sensor with reduced CPRG and DNA on paper. The sensor was induced with 0 ppb, 0.2 ppb, 1 ppb and 
2 ppb Hg of HgCl2. - DNA represents the samples without DNA. 1 l of cell-free mixture was spotted 
on each circle of the paper. 
Overall, simply reducing the CPRG concentration was not sufficient to reduce the background 
colour change, which may be due to its high sensitivity to low amounts of LacZ expression; 
Chapter 5. Developing Biosensors in Cell-free Expression System 
119 
 
also, 4.8 nM DNA was not enough to trigger a response to mercury. Thus, it would be better 
to reduce the background colour change via a more direct way, such as eliminating the 
background LacZ levels by using LacZ deficient cell extract and introducing a protein 
degradation system into the sensor.  
Another issue I noticed here was that the wax barrier in the chromatography paper (Whatman, 
3001-861, from Pardee et al. 2014) might not be sufficient to block diffusion between adjacent 
samples. Colour diffusion was observed after overnight incubation for some of the CPRG tests, 
and it was unclear whether it happened in other tests (because some colour diffusion might 
exist but not be obvious to the naked eye). If it was the case for all the other tests, it might be 
the reason that the sensor response to 1 ppb or 2 ppb mercury in Figure 5.16a was not as 
obvious as in Figure 5.14f and Figure 5.15: the strong colour change in 10 ppb induced 
samples may have diffused to the 2 ppb and 1 ppb induced samples, which made their colour 
changes more obvious.  
 
Figure 5.17: Regulating mercury sensor detection limit by tuning MerR : PmerT ratio in a paper-
based CFS. 
(a) Diagrams showing genetic circuits used in b and c. (b) Tuning sensor detection limit by regulating 
the MerR : PmerT DNA ratios. The promoter circuit was fixed at 4.1 nM. (c) Tuning the sensor detection 
limit by regulating the amount of pre-expressed MerR. The promoter circuit was fixed at 9.7 nM. MerR 
was pre-expressed overnight (for 18 h) from a cell-free reaction containing 40 ng/l receptor circuit. % 
represents v/v. The sensor was induced with 0 ppb, 0.2 ppb, 1 ppb, 2 ppb and 10 ppb Hg of HgCl2. 1 l 
of cell-free mixture was spotted on each circle of the paper.  
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Additionally, I tried to generate paper-based mercury sensors with different detection limits. I 
regulated the detection limit by tuning the MerR : PmerT ratio in two ways: 1) regulating the 
DNA ratios of the receptor and the promoter circuits (Fig. 5.17a,b) and 2) regulating the 
amount of pre-expressed MerR in CFS (Fig. 5.17c). Unfortunately, this has not been 
successful so far. Only the sensors with highest MerR and highest mercury induction showed 
a colour change on paper in short time (90 min), suggesting that the rest of the sensors did not 
have enough MerR to sufficiently respond to mercury and activate PmerT. Accordingly, 
upregulating the MerR level may lead to better detection limits.   
5.3 Discussion 
In recent years, CFS have become more and more popular as a biosensing platform (Pellinen 
et al. 2004; Pardee et al. 2014; Pardee et al. 2016a; Didovyk et al. 2017; Duyen et al. 2017; 
Wen et al. 2017). This is proposed as a solution to circumvent the biosafety and regulation 
issues associated with whole-cell biosensors; also, CFS is easy and cheap to produce, and their 
stability and portability can be extended by freeze-drying on paper (Pardee et al. 2014; Pardee 
et al. 2016b).  
One aim of my PhD project is to develop paper-based arsenic and mercury sensors using CFS, 
and create ‘traffic light’ sensor arrays for both systems on paper. I believe these sensing 
platforms will greatly support the large demand for cheap, easy and safe detection methods for 
arsenic and mercury.  
Although CFS have been demonstrated successfully to support biosensors for sensing heavy 
metals, pathogens, antibiotics and viral RNA, problems still occurred when transferring the 
biosensors from cells to CFS in this study: 1) the arsenic sensors were very leaky, 2) 
HrpRS/RinA-based amplifiers did not work and 3) MerR densities needed to be tuned in the 
opposite way (to that used in cells) to improve sensor sensitivity. The major cause of those 
issues is probably the intrinsic differences between the CFS and intracellular environment, 
such as macromolecular crowding conditions, components for TX-TL and resource finiteness. 
Additionally, as a reporter in CFS, especially for weak promoters, a red fluorescent protein is 
better than a green fluorescent protein due to the background fluorescence in CFS. 
Because of the issues of the functionality transfer from cells to CFS, it was necessary to re-
optimise the sensors in CFS, especially for the sensor background leakage and sensitivity. A 
couple of methods have been demonstrated to be successful in CFS though still requiring 
further tuning (major cell-free sensors and their optimised performance are listed in Appendix 
Table 5.1): 1) regulating the sensor sensitivity by tuning receptor densities, 2) regulating 
sensor leakage and output dynamics by tuning receptor : promoter ratios, 3) improving sensor 
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sensitivity and output dynamics/readout by introducing a transcriptional amplifier, and 4) 
tuning the sensor leakage and output dynamic range by promoter engineering. Receptor 
densities and receptor : promoter ratios can be tuned either by varying the amount of added 
pre-expressed receptors or by varying the amount of the receptor/promoter plasmids. However, 
directly tuning the pre-expressed receptors seems to be a better way than tuning the receptor 
plasmids. This is because the absence of continuous expression of receptors not only may 
improve the repressor-based sensor sensitivity, but also leads to a maximum resource 
allocation to the promoter plasmids and therefore further improves the sensor response.  
Addition of inert macromolecules can either improve or reduce sensor output expression, 
which can be an additional way to regulate sensor leakage; however, they do not seem to 
improve the sensor’s response. Moreover, attention needs to be paid when mixing highly 
concentrated macromolecules into CFS; poorly mixed samples will dramatically affect the 
sensor behaviour.  
Particularly for the arsenic sensors, the leakage was problematic in CFS, and several tuning 
methods were tested to address this issue while improving the sensitivity. In addition to the 
DNA/ArsR regulation, promoter engineering seemed to be a promising way to reduce the basal 
expression of the arsenic promoter. Fine tuning of the amount of DNA and pre-expressed ArsR, 
as well as introducing amplifiers and enzyme reporters, might be solutions to improve the 
sensor sensitivity and output dynamic range. In addition, as insufficient macromolecular 
crowding might be the cause of the high background leakage of ParsR, the sensor might be 
improved by mimicking a similar crowding environment as in living cells, such as developing 
the CFS-based sensors in artificial cells (Tan et al. 2013; Garamella et al. 2016; Adamala et al. 
2017; Rampioni et al. 2018) or Simcells (Rampley et al. 2017). Otherwise, testing other arsenic 
inducible systems and directed evolution, e.g, phage-assisted continuous evolution (PACE) 
(Esvelt et al. 2011) and compartmentalized partnered replication (CPR) (Abil et al. 2017), 
might ultimately provide better solutions.  
Additionally, I initiated a study on mercury sensors in the paper-based CFS, using LacZ as 
reporter and X-gal/CPRG as its substrate. So far, the sensor can sense lower than 2 ppb 
mercury on paper. A couple of issues have been observed: 1) X-gal’s solvent, DMF, was toxic 
to CFS, but the toxicity can be relieved by using highly concentrated stock solutions; though 
has not been tested, an alternative solvent, DMSO (dimethyl sulfoxide), may be less toxic. 2) 
CPRG was very sensitive to LacZ which accelerated the sensor response but also increased 
the background colour change, and current attempt to reduce such leakage have not been 
successful. 3) There might be sample crosstalk on the paper (due to insufficient wax barrier) 
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and 4) the sample loading area was too small even for 1 l cell-free mix. Also, for tuning the 
detection limit of the mercury sensor in CFS, current pre-expressed MerR was not sufficient.  
To reduce the background colour change, the most immediate way would be using CFS 
lacking LacZ and performing optimisation (e.g., DNA tuning and protein degradation) based 
on this system. Other reporters that are not present in E. coli cell extract can also be tested and 
compared.  
To achieve various detection limits, purified MerR can be added to the CFS, where the MerR 
quantity can be controlled easily. In addition, an easier and cheaper way might be using cell 
extract made from cells expressing different levels of MerR; such extracts can be used for 
making the CFS or can be added to the CFS as a supplement. Additionally, amplifiers may 
also contribute to various detection limits in the paper-based CFS.  
To eliminate the cross talk on paper, two approaches are proposed here. One approach is to 
punch out the paper discs and place them separately for testing (e.g., in a 384-well plate or on 
a chip) (Pardee et al. 2014). Although increasing work load, this way can ensure that there is 
no crosstalk between adjacent samples. Another approach is to optimise the paper layout and 
wax melting procedure. This can also solve the problem of small loading area. However, this 
will require a wax printer, a 120˚C hot plate and may require some test-optimisation cycles 
(Carrilho et al. 2009). Nevertheless, for point-of-care use, the second method will be necessary 
as it will be cheap to produce and easy-to-use for large-scale sample screening.   
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Chapter 6. Summary and Future Directions  
Whole-cell biosensors have drawn increasing attention as alternatives to traditional chemical 
and physical detection methods. Numerous whole-cell biosensors have been developed to 
sense and report a variety of targets. Although very few have been commercialised due to their 
poor sensing performance and biosafety concerns, with the help of synthetic biology, such 
biosensors can be further improved to meet their application requirements.  
Here, I proposed and demonstrated an innovative and comprehensive methodology, which can 
be easily and rapidly applied for improving many whole cell-based biosensors in terms of 
detection limit, output readout and basal expression levels (Chapter 3). Moreover, I developed 
easy-to-use sensing platforms which can facilitate the use of the cellular biosensors in the field 
and mitigate the biosafety issues (Chapter 4). In addition, I adapted the cellular biosensors to 
a cell-free system (CFS) which can further address the biosafety and regulation concerns 
(Chapter 5). A number of optimisation methods were also proposed and tested to improve the 
sensors in CFS.  
The sensor optimisation methodology comprises several synthetic biology strategies: 1) tuning 
receptor densities to improve sensor sensitivity, 2) introducing a single transcriptional 
amplifier or multi-layered amplifier cascade to boost sensor output readout, 3) engineering 
promoter architecture and 4) regulating post-translational reporter protein degradation to 
reduce sensor background expression. This methodology along with other relevant strategies 
are summarised in Fig. 6.1, and different optimisation methods should be selected based on 
the knowledge of sensing mechanisms and sensors’ performance during optimisation. The first 
two strategies have been successfully applied to both arsenic and mercury sensors, and their 
detection limits and outputs were improved up to 5,000-fold and 750-fold respectively. As no 
significant leakiness was observed in mercury sensors, the last two strategies were only tested 
for arsenic sensors and they successfully reduced the sensors’ background leakage. Despite 
the success of each strategy, several caveats were raised during this research and are 
summarised below.  
For the first strategy, there should be a threshold for tuning the repressor expression level as 
extremely low level of repressor may cause high background expression thus reducing the 
sensing performance. If the desired detection limit cannot be achieved in this way while 
avoiding high basal expression, other methods can be considered (Fig. 6.1), such as moving 
forward to the second strategy, modifying the intracellular analyte concentration (Fig. 1.4e) or 
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selecting/evolving a repressor with high affinity to its ligand (Li et al. 2015). Also, there should 
be a threshold for tuning repressor-activators (e.g., MerR) as described in Section 5.2.1. In 
addition, the activator based sensor should be tuned in the opposite way to improve sensitivity 
(Fig. 1.4d, Wang et al. 2015).  
 
Figure 6.1: Optimisation methodology for whole-cell biosensors. 
Whole-cell biosensors can be optimised following a step-by-step methodology: first enhance the sensors’ 
limit of detection (LOD), then boost their output dynamics and finally reduce their leakiness if necessary. 
Details of each synthetic biology-based optimisation strategy are described in Section 1.3 and Chapter 
3. PC, constitutive promoter. R, receptor. PR, R’s cognate promoter. IS, import system. ES, export system. 
TF, transcription factor. PTF, TF’s cognate promoter. TR, transcriptional repressor. PTR, TR’s cognate 
promoter. TRO, TR’s binding site in PTR. Panti, antisense promoter. RBS, ribosome binding site.  
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For the second strategy, the amplifier optimisation can be adapted to many other 
transcriptional amplifiers, and the developed amplifier libraries can be applied to many other 
orthogonal sensors. Although the multi-layered amplifier cascades have been demonstrated 
successfully, the current amplifier combinations may not be optimal. However, they 
demonstrate proof of concept that multi-layered amplifier cascades can sequentially amplify 
transcriptional signals, leading to better output readout and maybe also improving sensor 
detection limit. The reason that the amplifiers could amplify weak signals and improve the 
detection limit may be due to the stochastic nature of transcription. It is known that 
transcription events occur in bursts (Choi et al. 2008), which can be captured by the 
downstream ultrasensitive transcriptional amplifiers. Therefore, even at low level of input 
sensor induction, the transduced transcription bursts can still be amplified though at lower 
frequency, leading to detectable output reporter expression and thus lowering of the sensor 
detection limit (see Section 3.5). Additionally, many other amplifiers could be identified from 
other ultrasensitive transcriptional activators to expand the current amplifier library. Notably, 
it is possible to generate an amplifier data base like the ‘Cello’ software (Nielsen et al. 2016) 
for guiding complex genetic circuit design, including characterised input/output threshold, 
toxicity scores and mathematical modelling, so that researchers can easily find optimal 
amplifier combinations for their sensors.  
Two approaches were tested and combined to reduce arsenic sensor basal expression: promoter 
structure engineering by adding an extra ArsR binding site (ABS) downstream of the leaky 
promoter, and protease-based post-translational regulation to regulate the reporter protein 
degradation.  
The first approach alone efficiently reduced sensor leakiness while improving output dynamic 
range, and it can be applied to any repressor-based sensing system. Moreover, the leakiness 
was further reduced by increasing the distance between the two ABSs; however, the sensitivity 
was also decreased. These observations are similar to a previous study (Merulla and van der 
Meer 2016). This suggests that these effects may be due to the different read-through fraction 
of RNA polymerase (RNAP) caused by different spacer distances (Hao et al. 2014): at longer 
distance, the ability of RNAP to dislodge ArsR is lower, so the transcription is blocked better 
which further reduces output expression at no or low arsenic induction.  
The second approach alone can be applied to both activator and repressor-based sensing 
systems, and it can maintain maximum output expression and sensitivity. However, two 
limitations were noted (data not shown): 1) If the protease is located upstream of a reporter 
gene, the protease DNA sequence may need to be carefully checked to eliminate potential 
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RNAP binding sequences to avoid increasing output basal expression. This is because 
heterologous genes from viruses may have low GC content and tend to have multifunctional 
sequences (thus may contain internal promoters). 2) This method is not suitable for highly 
leaky promoters, otherwise the high basal level of protease expression will fully rescue the 
reduced output and bring back the leakiness. Fortunately, combining the two approaches can 
sufficiently reduce sensor leakiness while maintaining sensor detection limit and maximum 
output.  
Based on this methodology, I also developed easy-to-interpret sensing platforms for cost 
effective and portable field testing, where analytes can be readily quantified by simple 
visualisation. The platforms are based on agarose gel entrapment or microfluidic encapsulation. 
Both platforms can detect 0.1 ppb – 100/500 ppb arsenite. The former can also detect  1 ppb 
arsenate and  3.18 ppb arsenic from groundwater samples. More importantly, our sensor array 
had similar sensitivities to both arsenite and arsenate, which will ease the field testing as 
natural water contains both arsenite and arsenate. Additional tests and modification are still 
required to prepare the platforms for real applications in the future, such as testing the stability 
of sensors and medium choice, optimising storage and testing conditions, and employing 
further physical or intrinsic containment for their safe use in the field (Section 1.5.1 and 1.5.2). 
Moreover, most currently developed sensors give analog responses, which produce 
intermediate output and may obscure absolute quantification. To aid in decision making, 
current sensing systems may be combined with an analog-to-digital converter (e.g., integrases, 
Section 1.4.1.2) in the future (Rubens et al. 2016).  
To further minimise biosafety concerns, the whole cell-based arsenic and mercury sensors 
were adapted into a crude cell extract-based CFS. Although CFS-based sensors have been 
successfully demonstrated in previous studies, I noticed some difficulties when transferring 
the sensors from cells to CFS, such as extreme leakiness of the arsenic sensors, inconsistent 
results from tuning MerR density and dysfunction of HrpRS/RinA-based amplifiers in CFS. I 
hypothesised that those difficulties may be due to the intrinsic differences between the CFS 
and the intracellular environment, such as different levels of macromolecular crowding and 
different concentrations of TX-TL related components. Hence, targeted optimisation for 
different sensors in CFS is necessary. Optimisation strategies from the aforementioned 
methodology were tested to improve CFS-based sensors, as well as some tuning strategies 
developed specifically for CFS, such as manipulating the quantity of DNA and the addition of 
pre-expressed regulatory proteins. Most of the strategies were successfully demonstrated 
although still require further tuning (see Section 5.3). Alternatively, Simcells (Rampley et al. 
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2017) and artificial cells (Tan et al. 2013; Garamella et al. 2016; Adamala et al. 2017; 
Rampioni et al. 2018) can be used as cell-free sensor chassis, which should provide a similar 
intracellular environment to whole cells thus minimising the difference between cellular and 
cell-free sensors. For the paper-based CFS, additional optimisation is required to reduce 
background colour and increase signal contrast, to improve the design of paper matrix platform, 
and to generate sensors for the ‘traffic light’ system on paper (see Section 5.3).  
Overall, the herein presented signal amplifying methodology along with the cellular and CFS-
based sensing platforms can be widely applicable to many other cell-based based sensors. The 
optimisation methods tested here can be readily applied to improve the sensing performance 
of other cell-based and cell-free genetically-encoded sensors (Pardee et al. 2014; Rampley et 
al. 2017) to meet their detection requirements for a broad range of real world applications. For 
example, a recently developed cell-based sensor for detecting pesticides (Khatun et al. 2018) 
can be further improved and applied to the cellular and CFS-based sensing platforms, which 
may immediately address the urgent need of the sensitive, cheap and portable detection 
methods for such major contamination in the environment and our food. 
Nevertheless, if the current issues of CFS-based sensors can be addressed in the future, the 
paper-based cell-free sensing platform will likely be dominant as it will be much easier to use 
compared to the cellular sensor-based platforms in terms of biosafety concerns, portability, 
stability, time and cost. Before this comes within reach, however, cellular sensor-based 
platforms should still be a major player for biosensing.  
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Appendix 1. Tables for Chapter 2 
Appendix Table 2.1: List of genetic parts and sequences used in this study. 
Underlined sequences indicate –35 and –10, or –24 and –12 promoter regions. Sequences in red are 
ArsR binding site (ABS), sequences in blue are MerR binding site, and sequences in yellow are HrpRS 



































































































































































































(Rhodius et al. 
GCCTCCACACCGCTCGTCACATCCTGTGATCCACTCTTCATCCCGCTACG
TAACACCTCT 
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B0030 RBS** ATTAAAGAGGAGAAA 
B0031 RBS** TCACACAGGAAACC 
B0032 RBS** TCACACAGGAAAG 
B0033 RBS** TCACACAGGAC 
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****: http://parts.igem.org/Part:BBa_E1010.  
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Appendix Table 2.2: List of plasmid constructs used in this study. 
J/P represents promoter, 30/31/32/33/34 represents RBS, letters in italic represent the name of a gene 
or a short peptide, t is the terminator B0015, and Amp represents amplifier. PhrpLE is the optimised PhrpL.  
Plasmid Description Reference 
pSB4A3 BioBrick vector, pSC101 ori, AmpR 
Shetty et 
al. 2008 
pSB3K3 BioBrick vector, p15A ori, KanR 
Shetty et 
al. 2008 
pSB1K3 BioBrick vector, pMB1 ori, KanR 
Shetty et 
al. 2008 
pSB1A3 BioBrick vector, pMB1 ori, AmpR 
Shetty et 
al. 2008 
pSB1C3 BioBrick vector, pMB1 ori, CamR 
Shetty et 
al. 2008 
pXWJ109-gfp pSB3K3 carrying J109-30gfp-t This study 
pBW201J117-gfp pSB3K3 carrying J117-30gfp-t 
Wang et 
al. 2015 
pBW202J114-gfp pSB3K3 carrying J114-30gfp-t 
Wang et 
al. 2015 
pBW204J115-gfp pSB3K3 carrying J115-30gfp-t 
Wang et 
al. 2015 
pBW206J106-gfp pSB3K3 carrying J106-30gfp-t 
Wang et 
al. 2015 
pXWJ101-gfp pSB3K3 carrying J101-30gfp-t This study 
pXWJ101ArsR pSB1K3 carrying J101-32arsR-t This study 
pXWJ101ArsR2 pSB3K3 carrying J101-32arsR-t This study 
pXWJ101ArsR3 pSB4A3 carrying J101-32arsR-t This study 
pXWParsR-mCh pSB1A3 carrying ParsR-34mCherry-t This study 
pXWParsR-mCh2 pSB3K3 carrying ParsR-34mCherry-t This study 
pXWABS62-mCh pSB1A3 carrying ParsR-ABS62-34mCherry-t This study 
pXWABS67-mCh pSB1A3 carrying ParsR-ABS67-34mCherry-t This study 
pXWABS69-mCh pSB1A3 carrying ParsR-ABS69-34mCherry-t This study 
pXWABS71-mCh pSB1A3 carrying ParsR-ABS71-34mCherry-t This study 
pXWABS77-mCh pSB1A3 carrying ParsR-ABS77-34mCherry-t This study 
pXWABS79-mCh pSB1A3 carrying ParsR-ABS79-34mCherry-t This study 
pXWABS81-mCh pSB1A3 carrying ParsR-ABS81-34mCherry-t This study 
pXWABS83-mCh pSB1A3 carrying ParsR-ABS83-34mCherry-t This study 
pXWABS84-mCh pSB1A3 carrying ParsR-ABS84-34mCherry-t This study 
pXWcABS10-mCh pSB1A3 carrying cABS10-34mCherry-t This study 
pXWdABS10-mCh pSB1A3 carrying dABS10-34mCherry-t This study 
pXWeABS10-mCh pSB1A3 carrying eABS10-34mCherry-t This study 
pXW103ABS10-mCh pSB1A3 carrying 103ABS10-34mCherry-t This study 
pXW105ABS10-mCh pSB1A3 carrying 105ABS10-34mCherry-t This study 
pXWParsR11-mCh pSB1A3 carrying ParsR11-34mCherry-t This study 
pXWParsR12-mCh pSB1A3 carrying ParsR12-34mCherry-t This study 
pXWParsR13-mCh pSB1A3 carrying ParsR13-34mCherry-t This study 
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pXWParsR14-mCh pSB1A3 carrying ParsR14-34mCherry-t This study 
pXWParsR11-mCh pSB1A3 carrying ParsR15-34mCherry-t This study 
pXWParsR21-mCh pSB3K3 carrying ParsR21-34mCherry-t This study 
pXWParsR22-mCh pSB1A3 carrying ParsR22-34mCherry-t This study 
pXWParsR24-mCh pSB1A3 carrying ParsR24-34mCherry-t This study 
pXWParsR25-mCh pSB3K3 carrying ParsR25-34mCherry-t This study 
pXWParsR31-mCh pSB1A3 carrying ParsR31-34mCherry-t This study 
pXWParsR32-mCh pSB1A3 carrying ParsR32-34mCherry-t This study 
pXWParsR33-mCh pSB1A3 carrying ParsR33-34mCherry-t This study 
pXWParsR34-mCh pSB1A3 carrying ParsR34-34mCherry-t This study 
pXWParsR35-mCh pSB1A3 carrying ParsR35-34mCherry-t This study 
pXWParsR41-mCh pSB1A3 carrying ParsR41-34mCherry-t This study 
pXWParsR42-mCh pSB1A3 carrying ParsR42-34mCherry-t This study 
pXWParsR43-mCh pSB3K3 carrying ParsR43-34mCherry-t This study 
pXWParsR44-mCh pSB3K3 carrying ParsR44-34mCherry-t This study 
pXWParsR45-mCh pSB1A3 carrying ParsR45-34mCherry-t This study 
pXWParsR51-mCh pSB1A3 carrying ParsR51-34mCherry-t This study 
pXWParsR52-mCh pSB1A3 carrying ParsR52-34mCherry-t This study 
pXWParsR53-mCh pSB1A3 carrying ParsR53-34mCherry-t This study 
pXWParsR54-mCh pSB1A3 carrying ParsR54-34mCherry-t This study 
pXWParsR55-mCh pSB1A3 carrying ParsR55-34mCherry-t This study 
pBW100ParsR pSB3K3 carrying J101-32arsR-t-ParsR 
Wang et 
al. 2014 
pXWJ117As pSB3K3 carrying J117-30arsR-t-ParsR This study 
pXWJ109As pSB3K3 carrying J109-30arsR-t-ParsR This study 
pBW101ParsR-gfp pSB3K3 carrying J101-32arsR-t-ParsR-30gfp-t 
Wang et 
al. 2014 
pBW411J117-arsR pSB3K3 carrying J117-30arsR-t-ParsR-30gfp-t 
Wang et 
al. 2015 
pBW412J114-arsR pSB3K3 carrying J114-30arsR-t-ParsR-30gfp-t 
Wang et 
al. 2015 
pBW414J105-arsR pSB3K3 carrying J105-30arsR-t-ParsR-30gfp-t 
Wang et 
al. 2015 
pXWJ109As-gfp pXWJ109As encoding 30gfp-t This study 
pBW103ParsR-
Amp30C 
pBW100ParsR carrying 30hrpR-30hrpS-t-PhrpL-30gfp-t 
Wang et 
al. 2014 
pXWJ109AsAmp30C pXWJ109As encoding 30hrpR-30hrpS-t-PhrpL-30gfp-t This study 
pXWJ109AsAmp30E pXWJ109As encoding 30hrpR-30hrpS-t-PhrpLE-30gfp-t This study 





pXWJ115MerR pSB3K3 carrying J115-32merR-t This study 
pXWPmerT-LacZ pSB1A3 carrying PmerT-30lacZ-t This study 
pXWJ115Hg pSB3K3 carrying J115-32merR-t-PmerT This study 
pXWJ117Hg pSB3K3 carrying J117-32merR-t-PmerT This study 
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pXWJ114Hg pSB3K3 carrying J114-32merR-t-PmerT This study 
pXWJ109Hg pSB3K3 carrying J109-32merR-t-PmerT This study 
PmerT-rbs30-gfp pXWJ115Hg encoding 30gfp-t 
Wang and 
Buck 2014 
pXWJ114Hg-gfp pXWJ114Hg encoding 30gfp-t This study 
pXWJ109Hg-gfp pXWJ109Hg encoding 30gfp-t This study 
pXWJ115Hg-mCh pXWJ115Hg encoding 34mCherry-t This study 
pXWJ117Hg-mCh pXWJ117Hg encoding 34mCherry-t This study 
pXWJ109Hg-mCh pXWJ109Hg encoding 34mCherry-t This study 
pXWJ115Hg-LacZ pXWJ115Hg encoding 30lacZ-t This study 
pXWJ109HgAmp30E pXWJ109Hg encoding 30hrpR-30hrpS-t-PhrpLE-30gfp-t This study 
pXWAmp30E pSB3K3 carrying Amp30E which is 30hrpR-30hrpS-t-PhrpLE This study 
pXWJ109HgRS pXWJ109Hg encoding 30hrpR-30hrpS-t This study 
pBW400hrpL-gfp pSB4A3 carrying PhrpL-30gfp-t 
Wang et 
al. 2011 
pXWPhrpL-gfp pSB4A3 carrying PhrpLE-30gfp-t This study 
pXWJ109HgRinA pXWJ109Hg encoding 30rinA-t This study 
pXWPrinA-gfp1 pSB4A3 carrying PrinA-30gfp-t This study 
pXWJ109HgE11 pXWJ109Hg encoding 30E11-t This study 
pXWP11-gfp1 pSB4A3 carrying Pe11-30gfp-t This study 
pXWAmp30R pSB3K3 carrying Amp30R which is 30RinA-t-PrinA This study 
pXWAmp30RA pSB3K3 carrying Amp30RA which is 30rinA-ASV-t-PrinA This study 
pXWAmp31R pSB3K3 carrying Amp31R which is 31rinA-t-PrinA This study 
pXWAmp31RA pSB3K3 carrying Amp31RA which is 31rinA-ASV-t-PrinA This study 
pXWAmp32R pSB3K3 carrying Amp32R which is 32rinA-t-PrinA This study 
pXWAmp32RA pSB3K3 carrying Amp32RA which is 32rinA-ASV-t-PrinA This study 
pXWAmp33R pSB3K3 carrying Amp33R which is 33rinA-t-PrinA This study 
pXWAmp33RA pSB3K3 carrying Amp33RA which is 33rinA-ASV-t-PrinA This study 
pXWAmp30E11 pSB3K3 carrying Amp30E11 which is 30ECF11-t-Pe11 This study 
pXWAmp30E11A pSB3K3 carrying Amp30E11A which is 30ECF11-ASV-t-Pe11 This study 
pXWAmp31E11 pSB3K3 carrying Amp31E11 which is 31ECF11-t-Pe11 This study 
pXWAmp31E11A pSB3K3 carrying Amp31E11A which is 31ECF11-ASV-t-Pe11 This study 
pXWAmp32E11 pSB3K3 carrying Amp32E11 which is 32ECF11-t-Pe11 This study 
pXWAmp32E11A pSB3K3 carrying Amp32E11A which is 32ECF11-ASV-t-Pe11 This study 
pXWAmp33E11 pSB3K3 carrying Amp33E11 which is 33ECF11-t-Pe11 This study 
pXWAmp33E11A pSB3K3 carrying Amp33E11A which is 33ECF11-ASV-t-Pe11 This study 
pXWHgAmp30E pSB4A3 carrying J109-32merR-t-PmerT-Amp30E-30gfp-t This study 
pXWHgAmp30R pSB4A3 carrying J109-32merR-t-PmerT-Amp30R-30gfp-t This study 
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pXWHgAmp30RA pSB4A3 carrying J109-32merR-t-PmerT-Amp30RA-30gfp-t This study 
pXWHgAmp31R pSB4A3 carrying J109-32merR-t-PmerT-Amp31R-30gfp-t This study 
pXWHgAmp31RA pSB4A3 carrying J109-32merR-t-PmerT-Amp31RA-30gfp-t This study 
pXWHgAmp32R pSB4A3 carrying J109-32merR-t-PmerT-Amp32R-30gfp-t This study 
pXWHgAmp32RA pSB4A3 carrying J109-32merR-t-PmerT-Amp32RA-30gfp-t This study 
pXWHgAmp33R pSB4A3 carrying J109-32merR-t-PmerT-Amp33R-30gfp-t This study 
pXWHgAmp33RA pSB4A3 carrying J109-32merR-t-PmerT-Amp33RA-30gfp-t This study 
pXWHgAmp30E11 pSB4A3 carrying J109-32merR-t-PmerT-Amp30E11-30gfp-t This study 
pXWHgAmp30E11A pSB4A3 carrying J109-32merR-t-PmerT-Amp30E11A-30gfp-t This study 
pXWHgAmp31E11 pSB4A3 carrying J109-32merR-t-PmerT-Amp31E11-30gfp-t This study 
pXWHgAmp31E11A pSB4A3 carrying J109-32merR-t-PmerT-Amp31E11A-30gfp-t This study 
pXWHgAmp32E11 pSB4A3 carrying J109-32merR-t-PmerT-Amp32E11-30gfp-t This study 
pXWHgAmp32E11A pSB4A3 carrying J109-32merR-t-PmerT-Amp32E11A-30gfp-t This study 
pXWHgAmp33E11 pSB4A3 carrying J109-32merR-t-PmerT-Amp33E11-30gfp-t This study 























































































pSB4A3 carrying J117-30arsR-t-ParsR-Amp30E- Amp30RA-
33E11-t 
This study 






















pXWPrinA-gfp2 pSB1K3 carrying PrinA-30gfp-t This study 
pXWP11-gfp2 pSB1K3 carrying Pe11-30gfp-t This study 
pXW109ABS53(RS) pXWAmp30E-gfp encoded by J109-30arsR-t-ParsR-ABS53 This study 
pXW109ABS58(RS) pXWAmp30E-gfp encoded by J109-30arsR-t-ParsR-ABS58 This study 
pXW109ABS62(RS) pXWAmp30E-gfp encoded by J109-30arsR-t-ParsR-ABS62 This study 
pXW109ABS67(RS) pXWAmp30E-gfp encoded by J109-30arsR-t-ParsR-ABS67 This study 
pXW109ABS84(RS) pXWAmp30E-gfp encoded by J109-30arsR-t-ParsR-ABS84 This study 
pXW109As(RS-
RinA) 
pXWJ109ParsR encoding Amp30E-Amp30R-30gfp-t This study 
pXWAmp(RS-RinA)-
gfp 
pSB3K3 carrying Amp30E-Amp30R-30gfp-t This study 
pXW109ABS53(RS-
RinA) 




















pXWAmp(RS-RinA)-gfp encoded by J109-30arsR-t-ParsR-
ABS84 
This study 
BBa_K1319004 pSB1C3 carrying TEV * 
pXWJ109As(RS-te-
AAV) 
pXWJ109As carrying Amp30E-30gfp-te-AAV-t This study 
pXWJ109As(RS-
AAV) 
pXWJ109As carrying Amp30E-30gfp-AAV-t This study 
PXWABS62(E11-
TEV) 
pSB4A3 carrying ParsR-ABS62-Amp32E11-32malE-te-TEV-t This study 
As0 pXW109ABS67(RS-RinA) in pSB4A3 This study 
As1 pXWJ117AsAmp30E2 This study 








As6 pSB3K3 carrying J109-30arsR-t-ParsR-ABS84-30gfp-t This study 
As7  pSB3K3 carrying J117-30arsR-t-ParsR-ABS84-30gfp-t This study 
*:  http://parts.igem.org/Part:BBa_K1319004 
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Appendix Table 2.3: List of oligonucleotides used in this study. 
Primer (Set) Sequence (5’– 3’) Usage 
scar_r30_arsR_fwd_P TACTAGAGATTAAAGAGGAGAAATACTAGATGTCATTTCTGTTACCCATC For replacing J101 to J117 
in the arsenic sensor J117_E-X_rev GCTAGCACAATCCCTAGGACTGAGCTAGCTGTCAACTCTAGAAGCGGCCGCGAATTC 
J109-r30-arsR_fwd 
CGCTTCTAGAGTTTACAGCTAGCTCAGTCCTAGGGACTGTGCTAGCTACTAGAGATTAAAGAGGAGAAAT
ACTAGATGTCATTTCTGTTACCCATCC For replacing J101 to J109 
in the arsenic sensor 
VR ATTACCGCCTTTGAGTGAGC 
scar_r32_merR_fwd_P TACTAGAGTCACACAGGAAAGTACTAGATGGAAAATAATTTGGAAAACCTGACCATTG For replacing J101 to 






ATGCGTAAAGGAGAAGAAC For optimising Amp30C 
Phrpl_opt_rev TGCCAGCTTGAAAATAGAAATAACTGATTGATTTATAAAG 
hrpR_B0030 CGTCTAGAGATTAAAGAGGAGAAATACTAGATGAGTACAGGCATCGATAAG For amplifying 30hrpR-




For amplifying rinA_p80α, 
and adding various RBS, 
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E-X_r30_ECF11_987_fwd CCGGAATTCGCGGCCGCTTCTAGAGATTAAAGAGGAGAAATACTAGATGATGAGCGATAGTCCGCAG For amplifying 
ECF11_987, adding RBS30 
and removing the ASV tag SpeI_TAA_ECF11_987_rev GCTACTAGTATTATTACAGCTGTTCGGTATGCATGC 
E-X_r31_ECF11_987_fwd CCGGAATTCGCGGCCGCTTCTAGAGTCACACAGGAAACCTACTAGATGATGAGCGATAGTCCGCAG For changing the RBS of 













For inserting extra ABS 
downstream of promoter 
ParsR 
partial ParsR_rev_53 TTATTGCAGGTAGTGTCTCTCTTC 
partial ParsR_rev_58 TTATAAGTTTGCAGGTAGTGTCTCTCTTC 
partial ParsR_rev_62 TTATGTGTAAGTTTGCAGGTAGTGTCTCTCTTC 
partial ParsR_rev_67 TTAACGAATGTGTAAGTTTGCAGGTAGTGTCTCTCTTC 
Partial ParsR_rev_69 TTAACGAATGTGTAAGTGCTTGCAGGTAGTGTCTCTCTTC 
Partial ParsR_rev_71 TTAACGAATGTGTAAGTGCAGTTGCAGGTAGTGTCTCTCTTC 
Partial ParsR_rev_73 TTAACGAATGTGTAAGTGCAGAGTTGCAGGTAGTGTCTCTCTTC 
Partial ParsR_rev_75 TTAACGAATGTGTAAGTGCAGAGGATTGCAGGTAGTGTCTCTCTTC 
Partial ParsR_rev_77 TTAACGAATGTGTAAGTGCAGAGGAAGTTGCAGGTAGTGTCTCTCTTC 
Partial ParsR_rev_79 TTAACGAATGTGTAAGTGCAGAGGAAGGTTTGCAGGTAGTGTCTCTCTTC 
Partial ParsR_rev_81 TTAACGAATGTGTAAGTGCAGAGGAAGGTAATTGCAGGTAGTGTCTCTCTTC 
Partial ParsR_rev_83 TTAACGAATGTGTAAGTGCAGAGGAAGGTAATATTGCAGGTAGTGTCTCTCTTC 
Partial ParsR_rev_84 TTAACGAATGTGTAAGTGCAGAGGAAGGTAATAGTTGCAGGTAGTGTCTCTCTTC 
EX_r32malE_fwd 
TTTCTGGAATTCGCGGCCGCTTCTAGAGTCACACAGGAAAGTACTAGATGATCGAAGAAGGTAAACTGGT
AATC For amplifying malE from 
E. coli MG1655 genome 
TEVlink_malE_rev GCCACCCTGAAAATACAGGTTTTCGGATCCCTTGGTGATACGAGTCTGCG 









For adding an AAV tag to 
gfp, paired with primer VF2 
TEVlink_ASV_fwd TATTTTCAGGGTGGCGCTGCAAACGACGAAAACTAC For inserting TEV protease 
cleavage site between gfp 
and AAV tag TEVlink_gfp_rev CAGGTTTTCGGATCCTTTGTATAGTTCATCCATGCCATG 
linker_TEVsite_fwd GGCACCGGCGGCTCCGGCGGCTCCGAAAACCTGTATTTTCAGG For adding extra linker 





For changing σ70 binding 










X_35cABS-RBS_fwd      GCTTCTAGAGTTGTGAGCTAGCTCTAAGTCATATATGTTTTTGACTTAACTAGAGAAAGAGGAGAAATAC 
For engineering arsenic 
inducible promoter via the 
second design, paired with 
VR 
X_35dABS-RBS_fwd      GCTTCTAGAGTTTACAGCTAGCTCTAAGTCATATATGTTTTTGACTTAACTAGAGAAAGAGGAGAAATAC 
X_35eABS-RBS_fwd      GCTTCTAGAGTAGACAGCTAGCTCTAAGTCATATATGTTTTTGACTTAACTAGAGAAAGAGGAGAAATAC 
X_103_35ABS10-RBS_fwd GCTTCTAGAGCTGATAAGTCATATATGTTTTTGACTTATGCTAGCTACTAGAGAAAGAGGAGAAATAC   
X_105_35ABS10-RBS_fwd GCTTCTAGAGCTGATAAGTCATATATGTTTTTGACTTATGCTAGCTACTAGAGAAAGAGGAGAAATAC   
EX_rbs30_spacer_fwd CTGGAATTCGCGGCCGCTTCTAGAGATTAAAGAGGAGAAATACTAG 
EX_rbs32_spacer_fwd CTGGAATTCGCGGCCGCTTCTAGAGTCACACAGGAAAGTACTAG 




To amplify ECFs, but only 
bind to the RBS and spacer 
sequence, paired with VR 
RemovePstIE16_rev2 CTTGCAGCAGTAATGCTTGCAGCTGGCTTTCACGGGTGCTC 
To remove the PstI sites in 
ECF16 and ECF20 
RemovePstIE16_fwd2 CAAGCATTACTGCTGCAAGGTCTGGCAGGCGATACCTTTGCATATCGTC 
RemovePstIE20_rev   GATAATATTGCAGAACAATTGCTTCACGCTG 
RemovePstIE20_fwd   CAATTGTTCTGCAATATTATCAAGAACTGAGC 
ECF16_3622_fwd CGTCTAGAGATTAAAGAGGAGAAATACTAGATGCAGCGTACCAATAGCCAGGATGTTCTG 
For constructing Pecf16_3622, 



















GCC For amplifying lacZ from 





Sequencing primers binding 
to hrpR and hrpS 
hrpR_Rev_seq CTTCAATTCGCGGATGTTGC  
hrpS_fwd_seq CGACGATCAAGCTGGATATC 
hrpS_Rev_seq CAAACATCGGGAACGGGAAC 
lacZ_fwd_seq  ATTATTTGCCCGATGTACGCGC 
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lacZ_rev_seq  TGTAAACGGGGATACTGACG Sequencing primers binding 
to lacZ 
lacZ-N_rev_seq TTAAGTTGGGTAACGCCAGG 
GFPmut3b_fwd_seq CAAGAGTGCCATGCCCGAAG Sequencing primers binding 
to gfp GFPmut3b_rev_seq AATGGTTGTCTGGTAAAAGG 
mC.N_seq.R CCCATGGTCTTCTTCTGCATTACG 
Sequencing primer binding 
to mCherry 
malE_fwd_seq TCAACGGCCCGTGGGCATGG 
Sequencing primer binding 
to malE 
PmerT88_fwd GCCGTACATGAGTACGGAAGTAAG 
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Appendix Table 2.4: Best fits for the characterised responses of the various sensors including circuit amplified ones in this study.  
(Data shown are with 95% confidence bounds). 
Sensor Target k (a.u.)  n KM (M) R2 Used in 
J101-ParsR-gfp NaAsO2 4450 ± 232 1.49E-16 ± 0.0058 1.2616 ± 0.0793 1.4547 ± 0.1347 0.9950 
Fig. 3.2b J117-ParsR-gfp NaAsO2 11816 ± 444 1.36E-16 ± 0.0056 1.1573 ± 0.0611 0.9922 ± 0.0741 0.9958 
J109-ParsR-gfp NaAsO2 14450 ± 433 1.28E-16 ± 0.0092 0.9849 ± 0.5333 0.3711 ± 0.0250 0.9951 
J109-ParsR-gfp NaAsO2 6784 ± 861 0.0355 ± 0.0060 1.8232 ± 0.1285 0.1171 ± 0.0159 0.9960 
Fig. 3.4a J109-ParsR-Am30C-gfp NaAsO2 73437 ± 857 0.0136 ± 0.0046 3.0965 ± 0.1505 0.0311 ± 0.0005 0.9976 
J109-ParsR-Am30E-gfp NaAsO2 90182 ± 1276 0.0216 ± 0.0071 3.2062 ± 0.1924 0.0249 ± 0.0006 0.9949 
1-layer (RS) (3K3) NaAsO2 57780 ± 641 1.34E-16 ± 0.0052 3.6256 ± 0.2155 0.1313 ± 0.0020 0.9968 
Fig. 3.6b and 
c 
1-layer (RS) (4A3) NaAsO2 27032 ± 213 9.84E-14 ± 0.0044 2.7021 ± 0.0892 0.0739 ± 0.0011 0.9982 
2-layer (RS-E11) (4A3) NaAsO2 61119 ± 1073 0.0141 ± 0.0099 2.4483 ± 0.1734 0.0651 ± 0.0021 0.9837 
3-layer (RS-E11-RinA) (4A3) NaAsO2 24747 ± 1181 0.0249 ± 0.0288 4.4035 ± 1.7038 0.0630 ± 0.0039 0.9345 
3-layer (RS-E11-RinA) (4A3) + 
PrinA-gfp (1K3) 
NaAsO2 159615 ± 2047 0.0201 ± 0.0078 2.9568 ± 0.1780 0.0566 ± 0.0013 0.9927 
1-layer (RS) (3K3) NaAsO2 52765 ± 496 1.57E-16 ± 0.0045 2.6934 ± 0.1011 0.1048 ± 0.0017 0.9984 
Fig. 3.7a 
2-layer (RS-RinA) (4A3) NaAsO2 59252 ± 714 1.27E-16 ± 0.0069 2.0815 ± 0.0915 0.0516 ± 0.0012 0.9975 
3-layer (RS-RinA-E11) (4A3) NaAsO2 29060 ± 1213 0.0744 ± 0.0329 4.4556 ± 1.0859 0.0254 ± 0.0018 0.9595 
3-layer (RS-RinA-E11) (4A3) + 
Pe11-gfp (1K3) 
NaAsO2 86155 ± 564 0.0185 ± 0.0044 3.1806 ± 0.1033 0.0360 ± 0.0004 0.9991 
J115-PmerT-gfp HgCl2 125550 ± 84184 0.0019 ± 0.0021 2.1518 ± 0.3067 5.9008 ± 2.9466 0.9960 
Fig. 3.8a J114-PmerT-gfp HgCl2 498702 ± 1135836 0.0011 ± 0.0030 1.7335 ± 0.3343 11.6056 ± 19.9495 0.9909 
J109-PmerT-gfp HgCl2 114742 ± 24442 0.0140 ± 0.0145 1.1537 ± 0.2248 1.9089 ± 0.7700 0.9620 
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0-layer (3K3) HgCl2 5812566 ± 1.54E+09 2.29E-05 ± 0.0061 0.7371 ± 0.1881 3332 ± 1206132 0.9767 
Fig. 3.8b 
1-layer (RS) (3K3) HgCl2 66167 ± 4281 0.0003 ± 0.0080 0.7944 ± 0.0689 0.0785 ± 0.0150 0.9937 
2-layer (RS-RinA) (4A3) HgCl2 28742 ± 1450 1.15E-16 ± 0.0256 0.8437 ± 0.1073 0.0063 ± 0.0010 0.9766 
3-layer (RS-RinA-E11) (4A3) + 
Pe11-gfp (1K3) 
HgCl2 37953 ± 2273 0.0289 ± 0.0314 1.3688 ± 0.2388 0.0023 ± 0.0003 0.9610 
ParsR NaAsO2 28453 ± 1272 0.0076 ± 0.0340 2.8000 ± 0.5663 0.0323 ± 0.0025 0.9610 
Fig. 3.10b 
ParsR-ABS53 NaAsO2 31309 ± 1462 0.0040 ± 0.0347 3.0000 ± 0.6471 0.0372 ± 0.0031 0.9550 
ParsR-ABS62 NaAsO2 45757 ± 3840 0.0007 ± 0.0550 3.7900 ± 1.7851 0.0732 ± 0.0102 0.8594 
ParsR-ABS67 NaAsO2 61165 ± 6425 0.0005 ± 0.0593 4.5000 ± 2.6894 0.1537 ± 0.0265 0.7932 
ParsR-ABS84 NaAsO2 28554 ± 1409 0.0006 ± 0.0217 3.6000 ± 0.7946 0.3036 ± 0.0223 0.9543 
ParsR NaAsO2 155453 ± 36624 0.2173 ± 0.1772 0.8539 ± 0.3800 0.0325 ± 0.0143 0.8374 
Fig. 3.10c 
ParsR-ABS62 NaAsO2 148783 ± 8583 0.0548 ± 0.0391 3.0000 ± 0.7696 0.0427 ± 0.0045 0.9316 
ParsR-ABS67 NaAsO2 147403 ± 6807 0.0086 ± 0.0259 3.7107 ± 0.7860 0.0824 ± 0.0064 0.9542 
ParsR-ABS84 NaAsO2 125605 ± 6732 0.0060 ± 0.0249 4.0000 ± 1.2845 0.1348 ± 0.0097 0.9461 
ParsR-Amp30E-gfp  NaAsO2 38445 ± 1315 0.0253 ± 0.0011 1.8624 ± 0.0542 0.0455 ± 0.0023 0.9914 
Fig. 3.10e ParsR-Amp30E-gfp-AAV NaAsO2 7112 ± 1523 0.0034 ± 0.0008 7.0156 ± 0.8048 0.1259 ± 0.0107 0.6592 
ParsR-Amp30E-gfp-te-AAV + 
TEV 
NaAsO2 52492 ± 3257 0.0013 ± 0.0001 2.7916 ± 0.0989 0.0337 ± 0.0020 0.9583 
As0 NaAsO2 37044 ± 606 0.0100 ± 0.0074 2.5378 ± 0.1571 0.1191 ± 0.0033 0.9955 
Fig. 4.2a 
As1 NaAsO2 23677 ± 143 1.32E-18 ± 0.0031 2.9446 ± 0.0736 0.0955 ± 0.0010 0.9993 
As2 NaAsO2 21680 ± 883 1.41E-18 ± 0.0150 1.3723 ± 0.1337 0.7721 ± 0.0629 0.9872 
As3 NaAsO2 12544 ± 591 2.22E-18 ± 0.0098 1.1179 ± 0.0859 1.3721 ± 0.1334 0.9932 
As4 NaAsO2 2194 ± 99 1.46E-13 ± 0.0182 0.8797 ± 0.0760 1.6260 ± 0.1794 0.9892 
As5 NaAsO2 5244 ± 383 2.22E-18 ± 0.0078 0.9919 ± 0.0797 10.0419 ± 1.5943 0.9938 
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As6 NaAsO2 1370 ± 73 0.0100 ± 0.0148 0.9319 ± 0.0825 3.4553 ± 0.4241 0.9902 
As7 NaAsO2 1223 ± 32 2.22E-18 ± 0.0042 1.1774 ± 0.0452 7.3883 ± 0.3791 0.9983 
As0 NaAsO2 42768 ± 196 0.0174 ± 0.0019 2.3960 ± 0.0377 0.1428 ± 0.0011 0.9997 
Fig. 4.8ad 
As0 Na2HAsO4 53994 ± 2447 0.0101 ± 0.0021 1.9765 ± 0.0852 0.6593 ± 0.0350 0.9986 
As1 NaAsO2 25220 ± 143 0.0002 ± 0.0029 3.1556 ± 0.0792 0.1047 ± 0.0010 0.9993 
As1 Na2HAsO4 25624 ± 629 2.13E-16 ± 0.0051 2.3416 ± 0.1296 0.3329 ± 0.0106 0.9963 
As2 NaAsO2 19898 ± 500 1.17E-16 ± 0.0075 1.3943 ± 0.0768 1.0761 ± 0.0515 0.9961 
As2 Na2HAsO4 19021 ± 1001 2.22E-16 ± 0.0045 1.4646 ± 0.0910 3.4465 ± 0.2910 0.9961 
As3 NaAsO2 12220 ± 368 1.24E-16 ± 0.0068 1.1985 ± 0.0635 1.3379 ± 0.0794 0.9967 
As3 Na2HAsO4 10812 ± 270 4.67E-16 ± 0.0038 1.4398 ± 0.0561 2.2922 ± 0.0981 0.9982 
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Appendix Table 2.5: Arsenic analysis of groundwater samples collected from Bangladesh.  
 As / 75 (m.w.)* Sb / 121 (m.w.) 
LOD 0.753 ppb 0.004 ppb 
Sample: ppb % r.s.d ppb % r.s.d 
1 49.84 7.27 0.0012 >100.00 
2 98.96 0.09 -0.0019 32.01 
3 40.47 8.28 0.0157 14.58 
4 14.28 3.72 -0.0031 10.41 
5 17.82 4.79 -0.0046 10.87 
6 39.30 7.05 0.0011 >100.00 
7 59.31 6.73 -0.0005 43.30 
8 1.41 83.55 -0.0021 23.49 
9 55.34 3.72 0.0349 4.88 
10 32.31 7.27 0.0254 5.71 
11 103.70 1.36 0.0087 8.91 
12 90.60 2.76 0.0039 21.83 
13 113.30 3.20 0.0113 9.16 
14 20.18 14.60 0.0066 18.57 
15 351.60 0.14 0.0070 7.79 
16 119.80 1.11 0.0146 11.19 
17 119.90 2.64 -0.0002 >100.00 
18 83.30 1.92 0.0092 14.24 
19 65.67 1.60 0.0527 6.90 
20 10.20 12.38 0.0046 20.54 
21 169.00 1.96 0.0216 1.72 
22 3.18 14.52 0.0141 2.62 
*: values shown are for total arsenic, including both arsenite and arsenate.  
m.w.: molecular weight. 
r.s.d: relative standard deviation. 
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Appendix Figure 3.1: Plasmid maps of sensors with amplifiers.  
Related to Figure 3.6ac, Figure 3.7a and Figure 3.8c. Plasmid maps showing the genetic circuits used 
in the amplifier orthogonality characterisation (a), and the multi-layered amplifier tests for mercury (b) 
and arsenic (c) sensors.  represents terminator B0015. PhrpL is the optimised hrpL promoter with the 
consensus σ54 motif sequences. 
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Appendix Figure 3.2: Comparing experimental characterisation data with model fitting outcome 
for the dose-response of sensors induced with arsenic or mercury.  
a is related to Figure 3.2b, b is related to Figure 3.4a, c is related to Figure 3.6bc, d is related to 
Figure 3.7a, e is related to Figure 3.8a, f is related to Figure 3.8c, g is related to Figure 3.10b, h is 
related to Figure 3.10c, i is related to Figure 3.10d, j is related to Figure 4.2a, k and l are related to 
Figure 4.8ad. Table m shows the Pearson correlation coefficient (Pearson’s r) between the model 
predicted and experimentally characterised responses of each sensor shown in a–l.  
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Appendix Figure 4.1: Microbial sensor array display enabled by microfluidic encapsulation.  
Related to Figure 4.3c–e. Nikon fluorescent microscopy images of microfluidic encapsulation-enabled 
sensor array under various arsenic induction levels over time.  
 
  









Appendix Figure 4.2: Response comparison of agarose gel-entrapped arsenic sensors in the 
presence of arsenite or arsenate.  
(a–d) Improving arsenic sensors’ responses to arsenate (Na2HAsO4) by reducing the phosphate levels 
in M9 medium to 1/4 (a), 1/16 (b) and 1/64 (c) of the original phosphate concentration, or by substituting 
the phosphate-based buffer by a Tris-HCl-based buffer (d, see Section 2.5.2). Sensor incubated with 
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M9 (Tris-HCl) had good sensitivities to arsenate. However, the overall fluorescence was too weak to 
generate sufficiently contrasted images by a cell phone. More importantly, As1 and As2 were not 
properly distinguished, as was As3 and As5. (e,f) Characterisation of arsenic sensors As0–3 and As5 in 
response to arsenate (Na2HAsO4) in M9 (e) or MOPS rich medium (f) with glucose (Gluc.) as the carbon 
source. Agarose gel entrapped sensors did not work under this condition. We observed that the 
entrapped cells did not grow in the media with glucose as the carbon source. (g,h) Characterisation of 
arsenic sensors As0–3 and As5 in response to the same concentration of arsenite (NaAsO2) or arsenate 
(Na2HAsO4) in LB (g) or MOPS rich medium (h). (i) Characterisation of arsenic sensors As0–3 and 
As5 in response to arsenate (Na2HAsO4) in 2-fold diluted LB, which was used to reduce background 
fluorescence. (j–l) Improving arsenic sensors’ response to arsenate (Na2HAsO4) by reducing the 
phosphate levels in MOPS medium to 3/4 (j), 1/2 (k) and 1/4 (l) of the original concentration. MOPS 
medium with 1/4 PO43 gave the best responses for As1 and As5 towards arsenate and the best cell 
phone images, so it was selected for further tests of water samples. a.u., arbitrary units. 
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Appendix Figure 5.1: Characterisation of ParsR-ABS67 in the presence of ArsR expression.  
Related to Figure 5.3d. Time-course characterisation of each sensor shown in Figure 5.3d. Error bars, 
s.d. (n = 3, technical replicates). a.u., arbitrary units. 
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Appendix Figure 5.2: Characterisation of an arsenic sensor with crowding agents in CFS.  
Related to Figure 5.4. Characterisation of arsenic sensors with crowding agents in CFS. All experiments 
are for ParsR-ABS67 sensor unless mentioned otherwise in graphs. In f, Z represents DNA purified from 
Zymo kit, Q represents DNA purified from Qiagen kit, and ZP represents DNA purified from Zymo kit 
but followed by an ethanol precipitation, O represents the PEG 8000 used in a – d, N represents a new 
batch of PEG 8000, the others without O or N used PEG 8000 same as in e. The final volume of cell-
free reaction mixture was 5 μl. All the data were collected after 4 h incubation. Error bars, s.d. (n ≥ 3, 
technical replicates). a.u., arbitrary units.  




Appendix Figure 5.3: In vivo characterisation of engineered arsenic inducible promoters.  
Related to Figure 5.6c,d. In vivo characterisation of engineered arsenic inducible promoters induced 
with various NaAsO2 concentrations. a shows genetic circuits used for testing engineered arsenic 
inducible promoters in b. c shows genetic circuits used for testing engineered arsenic inducible 
promoters in d. All the data were collected after 5 h incubation. Error bars, s.d. (n ≥ 2). a.u., arbitrary 
units. 
  




Appendix Figure 5.4: Characterisation of engineered arsenic inducible promoters in CFS.  
Related to Figure 5.7b. Time-course characterisation of each sensor shown in Figure 5.7b. Error bars, 
s.d. (n = 3, technical replicates). a.u., arbitrary units.  




Appendix Figure 5.5: Tuning the background leakage and detection limit of ParsR14 in CFS.  
Related to Figure 5.8a. Time-course characterisation of ParsR14 sensor with different levels of ArsR 
expression. Error bars, s.d. (n = 3, technical replicates). a.u., arbitrary units.  




Appendix Figure 5.6: Tuning the background leakage and detection limit of ParsR25 in CFS.  
Related to Figure 5.8b. Time-course characterisation of ParsR25 sensor with different levels of ArsR 
expression. Error bars, s.d. (n = 3, technical replicates). a.u., arbitrary units. 
  




Appendix Figure 5.7: Improving sensor sensitivity and output dynamics by employing amplifiers 
in CFS.  
Related to Figure 5.10. (a) In vivo characterisation of mercury sensors coupled with amplifiers. Data 
were collected after 6 h induction and incubation. Error bars, s.d. (n ≥ 1). (b and c) Time-course 
characterisation of mercury sensors shown in Figure 5.10c and f. Error bars, s.d. (n = 3, technical 
replicates). a.u., arbitrary units. 
  




Appendix Figure 5.8: Reducing mercury sensor background leakage by tuning DNA 
concentration in CFS.  
Related to Figure 5.11b. Time-course characterisation of the mercury sensor characterised in Figure 
5.11b. Error bars, s.d. (n = 3, technical replicates). a.u., arbitrary units. 
  




Appendix Figure 5.9: In vivo characterisation of ECF-based amplifiers. 
In vivo characterisation of ECF-based amplifiers using an arabinose (Arab.) inducible promoter (a) or 
using the J115-based mercury sensor module (b and c). Amp represents amplifier. E11/16/17/20/22 
represents ECF11/16/17/20/22. Numbers between Amp and E represent RBS0030/32/33. PmerT-mCh 
represents the mercury sensor without amplifier. mCh, mCherry. All the data were collected after 5 h 
incubation. Error bars, s.d. (n ≥ 2). a.u., arbitrary units.  




Appendix Figure 5.10: Characterisation of ECF-based amplifiers in CFS.  
Related to Figure 5.12. Time-course characterisation of the mercury sensors characterised in Figure 
5.12. Error bars, s.d. (n = 3, technical replicates). a.u., arbitrary units. 
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J101-arsR +  
ParsR-mCherry 




J101-arsR +  
ParsR-mCherry 







ParsR-ABS67-gfp NaAsO2 10 8,371.00 ± 744.60 1.61 ± 0.22 10.8 10 No 37 ℃, 4 h Fig. 5.3a 
ParsR-ABS67-gfp NaAsO2 10 2,002.00 ± 245.37 1.31 ± 0.10 10.3 5 No 37 ℃, 4 h Fig. 5.3c 
J101-arsR +  
ParsR-ABS67-gfp 
NaAsO2 100 2090.67 ± 195.41 2.15 ± 0.20 9.2 + 9.2 4 Yes 37 ℃, 8 h Fig. 5.3d 
ParsR-ABS84-gfp NaAsO2 100 244.00 ± 9.89 3.01 ± 0.34 10.8 10 No 37 ℃, 4 h Fig. 5.3a 
J101-arsR +  
ParsR-mCherry 
NaAsO2 10 4751.33 ± 52.44 1.04 ± 0.01 8.2 + 8.2 4 Yes 37 ℃, 8 h 
Fig. 5.7 
J101-arsR +  
ParsR11-mCherry 
NaAsO2 1,000 278.00 ± 85.98 5.12 ± 1.58 8.2 + 8.2 4 Yes 37 ℃, 8 h 
J101-arsR +  
ParsR12-mCherry 
NaAsO2 1,000 498.67 ± 85.17 2.07 ± 0.35 8.2 + 8.2 4 Yes 37 ℃, 8 h 
J101-arsR +  
ParsR13-mCherry 
NaAsO2 100 1347.67 ± 30.11 1.37 ± 0.07 8.2 + 8.2 4 Yes 37 ℃, 8 h 
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J101-arsR +  
ParsR14-mCherry 
NaAsO2 100 2070.67 ± 75.16 1.25 ± 0.09 8.2 + 8.2 4 Yes 37 ℃, 8 h 
J101-arsR +  
ParsR15-mCherry 
NaAsO2 100 152.33 ± 84.33 2.05 ± 0.19 8.2 + 8.2 4 Yes 37 ℃, 8 h 
J101-arsR +  
ParsR25-mCherry 
NaAsO2 10 287.33 ± 35.01 1.77 ± 0.22 8.2 + 8.2 4 Yes 37 ℃, 8 h 
J101-arsR +  
ParsR31-mCherry 
NaAsO2 1,000 601.00 ± 30.81 2.11 ± 0.11 8.2 + 8.2 4 Yes 37 ℃, 8 h 
J101-arsR +  
ParsR35-mCherry 
NaAsO2 1,000 401.33 ± 66.11 1.77 ± 0.29 8.2 + 8.2 4 Yes 37 ℃, 8 h 
J101-arsR +  
ParsR45-mCherry 
NaAsO2 100 2242.33 ± 97.03 1.32 ± 0.03 8.2 + 8.2 4 Yes 37 ℃, 8 h 
J115-PmerT-gfp HgCl2 10 750.00 7.14 6.7 50 Yes 37 ℃, 2 h 
Fig. 5.9 J115-PmerT-rfp HgCl2 2 134.50 9.28 6.7 50 Yes 37 ℃, 2 h 
J117-PmerT-rfp HgCl2 10 124.50 2.24 6.7 50 Yes 37 ℃, 2 h 




HgCl2 1 2,770.00 ± 61.80 1.14 ± 0.04 12.5 5 Yes 37 ℃, 2 h 
J115-PmerT-Amp31E11-
gfp 
HgCl2 1 2,233.67 ± 148.14  1.17 ± 0.02 12.5 5 Yes 37 ℃, 2 h 
J115-PmerT-Amp32E11-
gfp 
HgCl2 1 1,681.00 ± 118.65 1.24 ± 0.09 12.5 5 Yes 37 ℃, 2 h 
J115-PmerT-Amp33E11-
gfp 
HgCl2 10 1279.33 ± 832.86 31.72 ± 20.65 12.5 5 Yes 37 ℃, 2 h 









HgCl2 1 1,352.67 ± 125.80 1.78 ± 0.16 9.2 5 Yes 37 ℃, 2 h 
J115-PmerT-Amp32E11-
mCherry 
HgCl2 1 452.00 ± 89.06 1.63 ± 0.32 6.2 5 Yes 37 ℃, 2 h 
J115-PmerT-Amp32E11-
mCherry 
HgCl2 10 1194.00 ± 264.91 30.10 ± 6.68 3.1 5 Yes 37 ℃, 2 h 




HgCl2 1 1,415.00 ± 338.91 2.00 ± 0.48 6.2 4 Yes 37 ℃, 12 h 
J115-PmerT-Amp33E11-
mCherry 
HgCl2 10 7,208.67 ± 2,027.94 69.09 ± 19.44 6.2 4 Yes 37 ℃, 12 h 
J115-PmerT-Amp30E17-
mCherry 
HgCl2 2 180.67 ± 25.70 1.90 ± 0.27 6.2 4 Yes 37 ℃, 12 h 
J115-PmerT-Amp32E17-
mCherry 
HgCl2 > 10 - - 6.2 4 Yes 37 ℃, 12 h 
J115-PmerT-Amp33E17-
mCherry 
HgCl2 2 92.33 ± 39.55 6.30 ± 2.70 6.2 4 Yes 37 ℃, 12 h 
J115-PmerT-Amp30E22-
mCherry 
HgCl2 2 669.67 ± 89.24 3.06 ± 0.41 6.2 4 Yes 37 ℃, 12 h 
J115-PmerT-Amp32E22-
mCherry 
HgCl2 10 3688.00 ± 810.99 34.68 ± 7.63 6.2 4 Yes 37 ℃, 12 h 
J115-PmerT-Amp33E22-
mCherry 
HgCl2 1 100.67 ± 41.88 7.19 ± 2.99 6.2 4 Yes 37 ℃, 12 h 





HgCl2 10 411.00 ± 127.71 6.04 ± 1.88 6.2 4 Yes 37 ℃, 12 h 
J115-PmerT-Amp33E20-
mCherry 
HgCl2 2 263.33 ± 86.35 3.45 ± 1.13 6.2 4 Yes 37 ℃, 12 h 
J115-PmerT-lacZ HgCl2 1 - - 
9.7 (with 0.02 - 









J115-PmerT-lacZ HgCl2 10 - - 
9.7 (with 0.03 - 




37 ℃, 30 
min 
Fig. 5.15 
J115-PmerT-lacZ HgCl2 1 - - 





37 ℃, 90 
min 
Fig. 5.15 
*: LOD here is the target concentration used in each experiment that lead to significant sensor response.  
**: Output at the LOD concentration induction. 
***: Induction fold at the LOD concentration induction.  
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