Sur le contrôle optimal de systèmes gouvernés par des equations elliptiques  by Ekeland, I
JOURNAL OF FUNCTIONAL ANALYSIS 9, 3-62 (1972) 
Sur le Contr6le Optimal de Systemes 
Gouvernes par des Equations Elliptiques* 
I. EKELAND 
5, Place &.&s Ferry, ~~nt~a~ge, France 
~ommunicute~ by J. L. Lions 
Received October 2, 1970 
This paper is concerned with optimal control problems for distributed- 
parameter systems over a bounded domain Q. The state equations are linear 
partial differential equations of elliptic type, the controls and the cost are 
distributed over the domain or over its boundary. The controls are bounded 
and appear in the boundary conditions or in the right-hand member of the 
state equations. 
It is easily seen that such problems do usually not admit optimal controls. 
Wowever, minimizing sequences of controls always exist. For brevity, let us 
call “optimal state” the state associated with an optimal control, and “minimiz- 
ing sequence of states” the sequence of states corresponding to a minimizing 
sequence of controls. Using compacity arguments in Sobolev spaces, it is 
easily shown that every minimizing sequence of states has cluster points in 
L”(Q; Rh). The purpose of this paper is to study those cluster points. 
It is shown that the set of cluster points of all the minimizing sequences of 
states of a given control problem is the set of optimal states of a new control 
problem of the same type, called the relaxed problem. This second problem is 
constructed directly from the first one, by a kind of point-by-point con- 
vex&cation, and it is also proved that both problems have the same value. 
The proofs rely heavily on convexity arguments. A sufficient condition for 
the first problem to admit optimal controls is deduced. Finally, two different 
ways of constructing the relaxed problem are given and are shown to be 
equivalent to the first one. 
I. COMPLIMENTS SUR LES ESPACES L*(l < p < 60) 
I. Un Tiie’orhne SW la Convergence Faible 
Soit T un ensemble muni d’une tribu F et d’une mesure p positive 
sur LT. On notera L,“( T, F; p) l’espace des fonctions mesurables 
de T dans Rh, de puissance p-i&me sommabie. Si A est un sous- 
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ensemble de T, on notera xa sa fonction caracteristique. Ici, comme 
dans toute la suite, on designera par A, , oh k est un entier, l’ensemble 
des (01~ ,..., aI:) E Rk tels que CQ > 0 pour tout i et &, ori = 1. 
L’ensemble des points extremaux de A, , note ir, , est forme des 
vecteurs de Rk deduits du vecteur (1, O,..., 0) par permutation des 
composantes. 
Commencons par rappeler un lemme important qui est dti a 
Karlin (Ref. 9, Theorem 3) et qui est une consequence du 
theoreme de Lyapunov. Soit m une mesure vectorielle sur 
(T, -7) 21 valeurs dans un espace norm& de dimension finie F. 
Si + = (9 , ,..., px) cL,“(T, Y; I m i), on pose par definition: 
s 
1 
+5 . m = 
iJ 
vl ’ m,..., Jcpk.m)cFk 
Notons g(A,J l’ensemble des applications F-mesurables de T 
dans A, et 2?(Ak) 1’ ensemble des applications F-mesurables de T 
dans ii,. 
LEMME (Karlin). Si j m I est borne’e et saris atomes, on a: 
Nous sommes maintenant en mesure de demontrer le theoreme 
suivant: 
THBOR~ME 1.1. Supposons que la mesure TV est borne’e et saris atomes, 
et que l’espace L1( T, r; p) est s&parable. Alors, pour tout (01~ , .. . , c+) E A, , 
il existe une suite n H (A,nl,..., A,“) de partitions de T en k parties 
appartenant h la tribu 7 telle que, pour tout k-uple {fi ,..., fk} de 
L1( T, Y; p), la suite n H & fixA,< converge faiblement vers &I qf i 
dans L1( T, F; p). 
De’monstration. L’espace L1( T, F; p) est un espace de Banach 
de type denombrable. La boule-unite de son dual L” (T, .F; p) est 
done un espace compact metrisable pour la topologie a(L”O,Ll). Elle 
contient done une partie denombrable dense, soit (g,), p E N. 
Si fi ,..., fk appartiennent a L1, nous notons 3 1’ClCment de (L1)k 
de composantes (fi ,..., fk). Comme I’espace L1 est separable, l’espace 
(Ll)” I’est aussi. 11 existe done une partie dtnombrable, (3,J, q E N, 
dense dans (Ll)“. Les composantes de (3,) seront notees (fi, ,..., fk,). 
Utilisons le procede de Cantor pour denombrer N2. 11 consiste 2 
denombrer successivement les couples (p, q) E N2 tels que p + q = 0, 
p+q=l ,..., p + q = n ,.... Soit (pr , qT), r E N, ce denombrement. 
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Notons N(n) le nombre de couples (p, 9) tels que p + q < n. Si 
un couple (p, q) est don&, il est clair que son rang r est inferieur 
ou Cgal a N(p + q). 
On definit une mesure vectorielle m sur (T, F) a valeurs dans 
(RN(n))k de la facon suivante: 
VA E9-, 44 = MA),..., md4) 
vi E {l,..., k}, m&3 = (j, gp,fiqr . P), 0 < y < W4. 
Comme g,& E L1( T, 5; p) pour tout couple (p; q), la mesure m est 
born&e et de base p. Elle est done sans atomes et on peut lui appliquer 
le lemme de Karlin. Nous prenons pour + la fonction constante Cgale 
ii (a1 ,..., CQ.) sur I’. 11 est clair que + E 9Y(Ak). 11 existe done 
$% = ($hl ,*.., ~4~~) E SiY(A,) telle que 
s “&T, fia, .P = s $kd&fiQl -P 
pour 1 < i, j < k et 0 < r < N(n). En particulier 
s %79,fio, * CL = s *n.igp,fi*, * P- 
Dire que $m appartient a Lo? Cquivaut a dire que 
h(t) E 64 11, V’tETetViE{l,...,k} 
Les *ni sont done les fonctions caracteristiques d’ensembles Ani, 
1 < i < k, formant une partition de T. Comme zj?% est T-mesurable, 
les Ani appartiennent A la tribu F. On a done par definition des A,? 
pour 1 < i < k et 0 < r < N(n). 
Soit alorsfE (Ll)k. On se donne un Clement g de la boule-unite de 
L”( T, F; p). Pour E > 0 donne, on choisit un g, tel que 
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puis unjq tel que 
On a (P, 4) = (A 9 4 avec r < N(p + 4). Done, pour n 3 p + q, 
pour i = l,..., k, on aura, 
et en outre, 
En ajoutant membre a membre ces cinq inegalites, on obtient: 
IS Wfi ’ CL - s Ai gfi ‘CL G E pour tout n 3 p + q n 
Done, E Ctant arbitraire, J fiXA ig . p converge vers S olifig . p pour 
tout i, quand n tend vers I’infim. Ceci est vrai quel que soit g appar- 
tenant a la boule-unite de L”(T, F; I*). Done .fix,,,’ converge faible- 
ment vers aifi dans L1( T, 7; p) pour tout i. En sommant en i on 
obtient que &l fixA; converge faiblement vers zfS1 aifi . 1 
COROLLAIRE. Pour tout entier h, pour tout p E [I, +Go[, pour tout 
k-upZe {fi ,..., fk} de LAP( T, F; p), la suite n F+ Cz1 fiXA:, converge 
faiblement vers &, olifi dans LhP( T, F; p). 
De’monstration. 11 suffit de verifier que, pour tout g EL~‘( T, F; FL), 
avec l/p + l/p’ = 1, la suite n w Jg * Et=, fixad p converge vers 
Sg . & CyifitL dans R. Or, les fonctions gfi appartiennent h 
L1( T, F; p), et on peut leur appliquer le theoreme 1 .I. La suite 
n k+ A&X,4 ' converge faiblement vers &i aigfi dans L’, et en 
particulier la Ate n w f & gfixA;p converge vers J & ollgf#L. 1 
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Le theoreme 1.1. et son corollaire s’appliqueront lorsqu’on prendra 
pour T un borelien borne de R*, pour F sa tribu borelienne, pour ,u 
la mesure induite par la mesure de Lebesgue. 11s s’appliqueront 
aussi a une variete compacte de dimension finie munie de sa tribu 
bortlienne et d’une mesure de Radon saris atomes. 
2. Un Th&hme d’Equicontim.& 
Soit X un espace localement compact muni d’une mesure de 
Radon v positive et bornee. Avec N. Bourbaki, nous dirons qu’une 
applicationf de X dans un espace metrisable separable F est mesurable 
s’il existe un ensemble v-negligeable N et une partition de X \ N 
formee d’une suite K, d’ensembles compacts tels que la restriction de 
f a chacun des K, soit continue (critere de Lusin), ou, de man&e 
Cquivalente, si l’image reciproque par f d’un borelien de F est un 
v-measurable de X. 
On considere un compact metrisable K et une application f de 
X x Rh x K dans R qui soit de Caratheodory, c’est-a-dire que 
pour tout (y, u) E Rh x K,f(., y, u) est meswuble,l 
pour tout x E X,f(x;;) est continue. 
Si Y et U sont deux applications de X dans Rh et de X dans K, 
respectivement, on note f( Y, U) I’application de X dans R qui a x 
associef(x, Y(x), U(x)), 
f(Y, wd =.fb, YM Y4). 
LEMME I .2. Si Y et U sont mesurables, f (Y, U) est mesurable. 
De’monstration. L’application f de X x Rh x K dans R satisfait 
aux hypotheses du theoreme de Scorza-Dragoni (Ref. [3], (e), 
Theoreme 3.1). Pour tout E > 0, il existe done une partie compacte 
H de X telle que 
V(X\H) < % 
fl HXRhXK est continue. 
En composant par les fonctions mesurables Y et U, on obtient 
f( Y, U)l, est mesurable 
et comme E est arbitraire, f (Y, U) est mesurable sur X. g 
1 Note: La notation f(-, y, u) dbsigne la fonction x ~f(x, y, w). 
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Notons @ I’ensemble des applications mesurables de X dans K. 
LEMME 1.3. Si des fonctions mesurables Y, convergent vers Y en 
mesure, alors la suite f (Y, , ?I) converge en mesure vers f (Y, U), 
uniforme’ment pour U E 92. 
De’monstration. Soient une suite Y, convergeant en mesure vers Y, 
et un nombre E > 0 arbitraire. Pour k entier donne, on note G, 
l’ensemble des x E X tels que 
Commef(x,.,.) est continue sur R x K pour tout x, et comme K est 
compact, X = U,“c, G, (Bourbaki [lb, Section 3, No 4, Theorem 31). 
11 est clair que G, C Gk+i . Par ailleurs, considerons une partie 
denombrable (y,), p E N, dense dans la boule de Rh cent&e en zero 
et de rayon l/k, et une partie denombrable (u,J, 4 E N, dense dans K. 
On peut Ccrire 
Gk = n n ix E x I If@, W -t- Yz, , upI -f(% Y(x), u,>i G d. 
DEN qeN 
D’apres le lemme 1.2, G, est une intersection denombrable 
d’ensembles mesurables, et est done mesurable. Pour tout 7 > 0 
arbitraire, il existe done un entier k, tel que 
v(G,J > v(X) - ; . 
On note F, I’ensemble des x E X tels que 1 Y,(x) - Y(x)1 < l/k,. 
Par hypothbe, il existe un entier N tel que 
Vn b N, up,) > v(X) - ; . 
11 est clair que l’on a, d’une part 
et d’autre part, pour tout n 2 N, pour tout x E Gk 0 n F, : 
vu E @‘, LOX, Y(4, qx>) -f(% Y&h w4)l < E- 
Comme E et 7 sont arbitraires, la suitef(Yn , U) converge en mesure 
versf(Y, U). 1 
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THI?OR~CME I .4. On suppose qu’il existe duns l’intervalle [I, + KI[ 
deux nombres p et q tels que pour tout Y de LhP(X) et tout U de f&, la 
fonction f (Y, U) soit duns L*(X). Alors l’ensemble {f (., U) / U E a'> 
est une famille e’quicontinue d’applications de LhP(X) duns Lq(X). 
De’monstration. (a) Supposons d’abord que f(0, U) = 0 pour 
tout U de %, et montrons 1’Cquicontinuiti: en z&o. Si la famille 
f (., U) n’Ctait pas Cquicontinue en z&-o, il existerait un nombre 
a > 0, une suite U, , une suite Y, convergeant vers z&o dans L,p(X) 
tels que J 1 f (Y, , U,)lq v > a pour tout n E N. On peut toujours 
supposer que x&1 J I Y,, IP v < + co. 
Nous allons construire par rCcurrence une suite de nombres 
Ed > 0, de parties mesurables G, C X, et une suite (Y,, , Unk) 
extraite de la suite (Y, , U,), telles que les propriCtCs suivantes soient 
satisfaites: 
(a) Eli+1 < %/2 
(b) v(G,) < ok ; 
Cc> JO, If(ynky Un,)lqv > 243; 
(d) pour toute partie mesurable D de X telle que v(D) < 2~/~+-~ , 
on aJD If(Y,, y Unk)lqv < 43. 
On prend e1 = v(X), G, = X, Ynl = YI et Un, = U, . Supposons 
que l’on ait E,( , G, , Y,-, et Un, . Alors / .f( Yn, , Un,)Iq E Ll(X), done 
la mesure If(Y,, y Uyk)I Q v est une mesure de base v, et d’aprhs la 
propriCtC de continultk absolue (Bourbaki [la, Section 5, No 5, 
Corollary 5]), il existe un ckil satisfaisant h (d). Comme 
on en dCduit que 2~~+~ < v(G,) < ck , d’oh la condition (a). D’aprh 
le lemme 1.3, comme les Y, convergent en mesure vers z&o, et comme 
F(0, U) = 0 p our tout U E @, on peut trouver n,,, > nk et G,,, 
mesurable, tels que 
v(G,+d < l k+l 
vx $ G+, > If& Yn,+,(4, un,+,(x>)I < ( 3 ,“,, x)1’0. 
La condition (b) est satisfaite, et la condition (c) est obtenue par 
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La construction est done possible pour tout R. On a 
v ii;, G) < f hi < &+1. 
s=k+l 
On considere alors les ensembles D, = Gk n (u,“E,+1 Gi). 11 est 
clair que les D, sont mesurables et disjoints deux a deux. On d&nit 
des applications Y et U de X dans Rh et K de la faGon suivante: 
k-l 
Un,(x) si x E D, 
U(x) = 
zr, Ksix$ fi Dk. 
k=l 
Appliquons les hypotheses (c) et (d): 
Done 
/ If(Y, U>l” 2 g J‘,, IfW9 W” = + EJ 
et f( Y, U) $ L*(X). Par ailleurs 
done Y E&P(X). On est en contradiction avec l’hypothese du 
theoreme, ce qui Ctablit par l’absurde l’equicontinuite en zero dans le 
cas ohf(0, U) = 0 pour tout U de %‘. 
(b) Revenons au cas general, et montrons l’equicontinuite de 
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f(., U) and Y,, EL~P(X). P our cela, on d&nit une application g de 
X x Rh x K dans R par la formule 
‘dx, Y> 4 = f(X, ycd4 + Y, 4 -.A% y&4> 4. 
La fonction g est de Caratheodory, et l’on a: 
g(Y U) =f(Yo + y, U) -f(Yo > w 
Done, pour tout Y de &p(X) et tout U de a’, g( Y, U) est dans L*(X), 
et l’on a m&me g(0, U) = 0 pour tout U de %. D’apres la premiere 
partie, g(*, U) est Cquicontinue en zero, doncf(*, U) est Cquicontinue 
enY,. 1 
Le theoreme 1.4 est inspire d’un theoreme de Krasnosel’skii 
[lo, Chap. I, Theorem 2.11, dont nous avons suivi de tres prb la 
demonstration. Dans la suite, pour verifier l’hypothbe du theoreme 
nous ferons usage de la proposition suivante, dont la demonstration 
est immediate. 
PROPOSITION 1.4. Une condition sufisante pour que la fonction 
f (Y, U) appartienne a Lq(X) quels que soient Y E Lrhp(X) et U E 42, est 
qu’il existe a ELM et un nombre b > 0 tels que 
V(x, y, u) E X x Rh x K, I f(X, y, u)! < a(x) + b I y In’*. 
On peut m&me montrer, en modifiant de facon convenable le 
theoreme 2.3 de Krasnosel’skii [lo, Chap. I], que, si la mesure v est 
suns atomes, la condition de la proposition 1.4 est non seulement suffi- 
Sante, mais necessaire. Nous ne le ferons pas, car la condition 
necessaire ne nous servira pas dans la suite. 
II. UN SYST~ME GOUVERNB PAR UNE EQUATION ~~LLIPTIQUE LIN~AIRE 
Soit a une sous-variete a bord de Rn, compacte, de classe C”, de 
dimension n.2 Son interieur Sz est un ouvert borne de Rn qui sera muni 
de la mesure induite par la mesure de Lebesgue dx. Son bord F est 
une sous-variete compacte de R”, de classe C”, de dimension (n - l), 
qui sera muni de la mesure superficielle ds. Cette mesure superficielle 
peut &tre definie de plusieurs man&es Cquivalentes; nous dirons, 
2 Note: Nous ne cherchons pas les hypothkses minimales de rCgularitC. 11 est certain, 
en particulier, clue l’hypothkse que a soit de classe Cm peut &tre affaiblie. 
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par exemple, que c’est la derivee-distribution de la fonction carac- 
teristique de Q dans R”. On pourra appliquer a 9 et F les theoremes 1.1 
et 1.4. 
Soit V un sous-espace vectoriel dense de Lh2(Q) tel que 
(2.1) V est muni d’une forme quadratique dkjkie positive, qui en fait 
un espace de Hilbert; 
(2.2) L’injection de V dans Lh2(Q) est compacte. 
Ainsi, par exemple, on peut prendre V = Wk,2(.Q)h ou V = Wk,2(52)h. 
Les hypotheses sont satisfaites d’aprks le theoreme de Rellich- 
KondraSov. On identifie Lh2(SZ) ?I son dual, ce qui donne 
v c Lh2(SZ) c V’ 
chaque inclusion &ant compacte et d’image dense. On se donne une 
forme bilineaire continue a sur V, suppoke coercive; c’est-h-dire 
qu’il existe un nombre 01 > 0 tel que 
On peut definir une application lintaire continue A de V dans V 
par la formule 
EXEMPLE 2.1. v = WyQ), h = 1. 
Soient a, et aii (i, j = l,..., a) des fonctions de L”(O) et 01 > 0 tels 
que 
%(4 2 % p. p. sur 9 
i$l u&) S& z (Y i ti2 Q~EP, P.P. sur Q. 
i=l 
Alors, on peut definir une forme bilineaire coercive sur V par 
EXEMPLE 2.2. V = H+2(Q), h = 1. 
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Sous les mCmes hypotheses, la forme bilineaire 
est coercive sur V. 1 
Pour poser notre probleme de controle optimal, il nous faut definir 
les controles admissibles et le coiit. 11s se decomposent en une partie 
distribuee et une partie frontike. 
1. Contrde et Co& Distributk 
Soit Kfi un compact metrisable fixe, et K, une multi-application 
mesurable3 de Q a valeurs dans les compacts non vides de K, . Les 
controles distribues seront les sections mesurables de & au-dessus 
de Sz, soit: 
sQ = {U : Q + K, mesurable / U(X) E K,(x) Vx E Q}. 
Soit yn une application de Caratheodory de Q x KG dans [ - 1, llh. 
D’apres le lemme 1.2, si U E @‘n , l’application 
m(U) : x ++ x2(-? w4) 
est mesurable sur Q. 
Soient f une application de 8 x Rh x KG dans R, a, une fonction 
de Ll(sZ) et b, un nombre positif. On suppose que 
f(x;, *) est continue pour tout x E Q; 
(2.4) f(., y, U) est mesurable pour tout (y, u) E Rh x Kn ; 
W, Y, 4 E Q x Rh x & > If@, y, 4 d al(x) + b, I y 12. 
D’apres la proposition 1.4, si Y E&~(G) et si U est mesurable, la 
fonction f (Y, U) est integrable sur X. La majoration (2.4) est m&me 
necessaire, si l’on veut que f (Y, U) soit integrable pour tout Y et 
tout u. 
s Note: La mesurabilitk d’une multi-application est prise au sens de Castaing [3e, g]. 
Dans le cas particulier qui nous inthesse, nous pouvons introduire l’ensemble Y(Kn) 
des compacts non vides de KQ , et le munir de la distance de Hausdorff, qui en fait 
un compact mttrisable. Alors KQ est mesurable si et seulement si elle est mesurable 
en tant qu’application de Q dans X(KQ). 
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2. ContrBle et Co& Front&e 
Si le controle ou le cout ont des parties front&es, nous sommes 
obliges de definir la trace sur F d’un Clement de V. Nous supposerons 
done qu’il existe une application lineaire et continue T de V dans 
Lh2(F), et que si 
Nous appellerons Tp, la trace de y sur F, et nous ferons l’hypothese 
suivante: 
(2.5) L’appl’ t acaion T de V dans Lh2(F) est compacte. 
Ainsi, par exemple, les espaces Wk,a(SZ)h ont cette propriete. Dans la 
suite, nous noterons x les points de Sz et s les points de F, J dx l’indgrale 
de Lebesgue sur JJ et J ds l’indgrale superficielle sur F. Quand aucune 
confusion ne sera a craindre, nous Ccrirons y(s), s E F, au lieu de 
Ty(s), s E F, la trace sur F d’une fonction y E V. 
Nous definissons le contrble et le coQt frontier-e de la facon suivante. 
Soit KF un compact metrisable fixe, et KF une multi-application 
mesurable de F a valeurs dans les compacts non vides de K, . Les 
controles frontier-es seront les sections mesurables de KF au-dessus 
de F, soit: 
4TF = {v : F + KF mesurable 1 V(s) E I$(s) Vs E F} 
Soit yF une application de Caratheodory de F x KF dans [- 1, llh. 
D’aprb le lemme 1.2, si V E 9YF , l’application 
est mesurable sur F. 
Soient g(s, y, U) une application de F x Rh x KF dans R, a2 une 
fonction de L1(F) et b2 un nombre positif. On suppose que 
g(s,...) est continue pour tout s E F; 
g(., y, w) est mesurable pour tout (y, w) E Rh x KF ; 
tJ(s, Y, 4 EF x Rh x KF , I g(s, Y, v>l < a,(s) + b2 I Y 12. 
3. Le Problime de ContrBle 
On se pose le probleme de contole optimal suivant appele probkme 
originel. Les contrbles admissibles seront les couples (U, V) E %‘sa x %F . 
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Quand un contrale admissible (U, V) est donnC, on lui associe Z’e’tat 
Y,, y E V, solution unique de l’kquation d’ktat: 
d’oti 4 est un ClCment fixe de V’. Cette Cquation pourra s’kcrire 
Cgalement : 
AY = y + m(U) + “WF(V). 
On sait [ 1 la] que l’application qui au second membre de l’kquation 
d’Ctat associe sa solution Y est lindaire et continue de V’ dans V. 
Nous dirons qu’un triplet (U, V, Y) est admissible si le contr8le 
(U, V) est admissible et si Y = Y,, y est la solution correspondante 
de l’kquation d’ktat. 
Le cotit associk A un contrble admissible (U, V) et un &at Y est don& 
Par 
(2.6) W’, U, V) = j 
R 
0, Y(x), U(x)> dx + jp&, Y(s), V(s)) ds. 
Le problkme originel consiste B minimiser le cotit sur l’ensemble des 
(U, V, Y) admissibles, ou encore, A minimiser I(Y,, v, U, V) sur 
l’ensemble des contrhles admissibles. Nous le noterons sous l’une 
des deux formes concises suivantes: 
i U(x) E K,(x) vx E 52 
V(s) E &(s) Vs E F 
(P.0) ' VT EV, 
i 
4Y, ~1 = CC T> + j, Y&G U(x>> 44 dx + j, YF(V JW P)(S) ds 
minimiser [ jDf(x, Y(x), u(x)> dx + j, ds, Y(s), V(s)) ds] ; 
UE@l2, VE@F, YEV, 
AY = y + Y,(U) + twF(v), 
minimiser I( Y, U, V). 
4. Deux Exemples 
Si par exemple on prend V = W$2(J2)h, on peut traiter le probl2me 
de Dirichlet. En prenant h = 1 et A comme dans l’exemple 2.2, en 
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prenant # ELF, Y, E W1~2(Q), le probEme A contrble d&rib& 
s’hrit: 
UE&*, YE W~*2(Ly, 
AY = AY,, + Y +y&U) dansV’, 
minimiser I( Y, U), 
ou encore, en posant Y + Y, = 2: 
UE%C?, 2 E wysz), 
z IF = yll IF 9 
minimiser I(Z - Y, , U). 
Si on prend V = W1,2(!2)7*, on peut traiter le problime de Neumann. 
En prenant h = 1 et A comme dans l’exemple 2.3, en prenant 
Y ELM et CD eL2(F), le probEme s’krit: 
UE@*, VEc?LF, YE Wy2), 
+ a,Y = Y + m(U) dans 9’(Q), 
- = Q, + yF(V) dans HW2(F), 
8VA 
minimiser I(Y, U, V). 
5. Une PropriM d’I?quicontinuite’ 
PROPOSITION 2.1. Soit 549 un borne’ de V que I’on munit de la topologie 
induite par o(V, V’). Les familles d’applications de 9? dans R: 
(2.7) +jn AX, Y(x), U(x)) dx I u E @a/ > 
(2.8) I-+ j, As, Y(s), V(s)) ds I V E 4,/ 9 
sont e’quicontinues. 
La dkmonstration fait usage du lemme suivant: 
LEMME 2.2. Soient E, et E, deux espaces vectoriels localement 
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convexes et &parks, et u une application linkaire continue de E, dans E, . 
On suppose E, rt!jlexif et u compacte. Alors la restriction de u 2 tout 
borne’ 93 de E, reste continue lorsqu’on munit E, de la topologie aflaiblie 
~(4 > E,‘). 
Dkmonstration. Appelons @ I’enveloppe convexe fermee de 9Y 
dans E, . C’est une partie bornee et o(E, , E,‘)-compacte. Comme u 
est faiblement continue, u(d) sera c(Ez , E,‘)-compact; en particulier 
u(d) est ferme dans E, . Comme u est compacte, u(d) sera relativement 
compact dans Z$ . Finalement u(d) est compact dans E2 . 
Munissons 98 de la topologie induite par u(E, , F,‘) et u(d) de la 
topologie induite par E, . La restriction de u a g envoie alors le 
compact & dans le compact u(d), et pour montrer qu’elle est continue, 
il suffit de montrer que son graphe est ferme. Si done x tend vers x,, 
dans & et si U(X) tend vers y,, dans u(d), alors x tend vers x0 dans E, 
faible, par continuite faible u(x) tend vers u(xJ dans E, faible, done 
necessairement y, = u(xJ. 1 
De’monstration de la Proposition 2.1. Par hypothese, l’injection 
de V dansL2(S2)h et la trace de V dansL2(F)h sont compactes. Le lemme 
precedent s’applique, et les restrictions a g de ces applications sont 
done continues pour la topologie induite par u(V, V’). 
11 suffit alors de verifier que les familles d’applications (2.7) et (2.8) 
sont Cquicontinues de L2(sZ)h et L2(F)‘” dans R. C’est exactement le 
thCoreme1.4avecp=2etq- 1. 1 
III. CHANGEMENT DE CONTR~LE-UN PROBLBME EQUIVALENT 
Le but de ce paragraphe est de se ramener a un systeme plus simple, 
en prenant comme nouveaux contoles m(U) et .y~( V). 
Pour cela, on pose: 
(3.1) pour x E Q, r&) = Y&G &(x>); 
(3.2) pour s EF, T,(s) = yF(s, A&(s)). 
On d&nit ainsi deux multi-applications r, et T, de Q dans [- 1, llh 
et F dans [ - 1, llh, respectivement. 
LEMME 3.1. Les multi-applications r, et I” sont mesurables & valeurs 
dans les compacts non vides de [- 1, llh. 
De’monstration. Faisons la demonstration pour r, . D’aprb le 
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theoreme de Scorza-Dragoni (Castaing [3e], ThCoreme 3.1), pour tout 
E > 0 il existe une partie compacte H de 52 telle que 
mes(SZ\H) < E 
yD INXK est continue. 
En composant par la multi-application mesurable K, , et en appliquant 
le theoreme 4.4 de Castaing [3e], on obtient: I’, lH est mesurable et 
comme E est arbitraire, r, est mesurable sur L?. 1 
On notera respectivement YG et L$ l’ensemble des sections 
mesurables de r, et I’, au-dessus de Sz et F 
(3.3) 9, = {Q : Q + [- 1, llh mesurable 1 Q(X) E rsa(x) Vx E sz>; 
(3.4) 5$ = (R : F + [ - 1, llh mesurable / R(s) E r,(s) Vs E F}. 
LEMME 3.2. Y. = ya(%J et YF = ~~(9~). 
Dhzonstration. Faisons la demonstration pour YG . Si U E ??LQ , U 
est par definition une section mesurable de K, , et re( U) est par 
definition une section de r, , mesurable en vertu du lemme 1.2. Done 
ra(%J C YO. Pour montrer que Ya C ysz(@*), il faut montrer que 
toute section mesurable de r, provient d’une section mesurable de 
Ka . Pour cela, nous nous fixons Q E Yn , et nous envisageons la multi- 
application 
Elle est mesurable a valeurs compactes d’apres le theoreme 4.7’ de 
Castaing [3e], non vides a cause de (3.1). Elle possede done au moins 
une section mesurable U, et l’on a bien: 
A present, pour x et y fixes dans L? et Rh, nous definissons une appli- 
cation f (x, y)( .) de Rh dans 8% par la formule 
(3.5) 
si 4 E ~&h J(xI YM = mW(x, Y, 41 u E W4 et m(x, 4 = 4k4 
si 4 I r&h J(x, y)(q) = +a. 
4 Note: Par convention, si A est une partie de R, nous noterons min{x 1 x E A} la 
borne infthieure de l’ensemble A, lorsqu’elle est atteinte. Si elle n’est pas atteinte, 
ou si on n’en sait rien, on la notera inf{x 1 x E A}. 
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11 est clair que la borne inferieure de la fonction continue f(x, y,.) 
sur le compact K,(x) n {U / yn(x, U) = 4) est atteinte, et de (2.4) 
decoule aussitot la majoration: 
(3.6) V(x, Y) E Q x Rh, Vq 6 ~dx), I f(~, y)(q)1 < 44 + b I Y i2- 
LEMME 3.3. SiYEVetsiQEY?,,ilexiste i7EC%ntelgue 
(3.7) vx E J-4 f (XT WNQb)) = f(X, Y(x), w4) 
et l’on a, 
s m YW(QW dx 52 
= min 
II R 
f@, W4, U(x)) dx I U E @‘ra , Q = y,(U)]. 
De’monstration. Prolongeons la demonstration du lemme 3.2. 
En appliquant les theoremes 4.5’ et 4.7’ de Castaing [3e] on voit 
que l’application: 
(3.8) x H mW(.lc, W, u)l u E -WI = fb, W)(QW 
est mesurable et que la multi-application 
@ : x H {u E ,-W>l.f(x, Y(x), 4 = f(~> W)(QW)~ 
B valeurs compactes non vides, l’est aussi. Si U est une section 
mesurable de @, U E %!n , ya( U) = Q, et 
(3.9) Vx 6 Q f@, W))(QW = fh Y(x), u(4). 
Le second membre est integrable, done le premier l’est aussi. D’apres 
la definition (3.5): 
V’o’ E @Q : m(u) = Q>fk, Y(4, U(4) 3 f(x, Y(x))(QW) VXESZ. 
(3.10) j,-fC~ YW)(Q(4) dx 
< inf 1 jQfb W4 u(x)) dx I u E @P 7 m(u) = Q j 
D’apres (3.9) 
(3.11) j, Ax, Y(4) (Q(4) dx 
= s J(x, W, &4) dx, 0 E @iz , rsa(u) = Q. 
5so/911-2 
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En rassemblant (3.10) et (3.1 l), on voit que la borne infkrieure dans 
(3.10) est atteinte en o’, ce qui s’kcrit: 
De mCme, pour s et y fix& dans F et Rh, l’on dkfinit une application 
g(s, y)(.) de Rh d ans R par la formule: 
si Y E TJs), g(s, y)(y) = min{g(s, y, n)I D E KF(~) et YF(S, v) = Y) 
(3.12) 
si Y $ TF(s), g(s, y)(r) = + a. 
On dkmontre le lemme 3.3 bis: 
LEMME 3.3 bis. Si YE V et R E Y: il existe V E %F tel que 
et 1’072 a; 
.r g(s, Y(s))(R(s)) ds = min g(s, Y(S), r/(s)) ds i v E ~~ , R = yF( v) F I. 
Nous sommes maintenant en mesure de nous poser un nouveau 
problkme de contrble. Les contr6les admissibles seront les couples 
(Q, R) E yQ x yF. L’Ctat Y correspondant A un contrBle admissible 
(Q, R) sera not& abusivement YQ,R ,5 et sera la solution de l’kquation: 
Le cotit associk A un contrBle admissible (Q, R) et un hat Y sera 
j 
R 
f@, WW(4) dx + j,SCs, W)(W ds 
5 Note: 11 n’y aura pas de risque de confusion entre Yu,v, Ctat associC B un contrhle 
(U, V) du problkme originel, et YB.R , &at associk h un contrhle (Q, R) du problhe 
(3.13). 
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On note le probleme sous la forme concise: 
VXEQ, Q(x) E ~a(4 
VSEF, R(s) E r,(s) 
(3.13) v9, EV, G’, P) = CK v> + j, Q(x) dx) dx + j, R(s) v(s) h 
minimiser [j,f(x, Y(x))(Q(x)) dx + jFg(s, Y(s))(R(s)) ds] 
Des lemmes 3.3 et 3.3 bis decoule aussitot la proposition suivante: 
PROPOSITION 3.4. Si (Q,R) t es un contr6le admissible du problhe 
(3.13) il existe un contrdle admissible (U, V) du problkme originel tel que 
Q = m(U), R = y#‘i), YQ.R = Y,,, > 
j,fCx, W)(Q(x)) dx = j, f(x, Y(x), u(x)) dx, 




Rtkiproquement, si (U, V) est un contrBle admissible du problAme originel, 
alors un contrdle admissible du problkme (3.13) est don& par 
Q = Y&U), R = Y#‘), 
et l’on a: 
Y Q,R -  yu.v, 
j,h WN(Q(xN dx G j,fh J’(x), W4> dx, 
j ds, W))(W) ds < j g(s, Y(s), V’(s)) ds. 
F F 
PROPOSITION 3.5. L’application (Q, R) H Y,,, est line’aire continue 
de Lh2(12) x Lh2(F) dans V. 
De’monstration. L’operateur A est une bijection continue de V 
sur V’. D’apres le theoreme de l’homomorphisme de Banach, c’est 
un isomorphisme, et A-l est continue de V’ dans V. Par ailleurs, 
l’injection de Lh2(SZ) dans V’ et l’application transposee t, de Lh2(F) 
dans V’ sont continues. Done l’application 
(Q, R) H YQ,R = A-‘(y + Q + tT(R)) 
est continue de Lh2(52) x L,2(F) dans V. 1 
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IV. RELAXATION DU PROBL~ME DE CONTR~LE 
I ,es hypotheses faites ne permettent pas d’assurer l’existence d’une 
solution optimale pour le probleme originel, c’est-a-dire d’un triplet 
(0, V, F) tel que 
On verra au paragraphe VIII un exemple explicite d’un probleme 
saris solution optimale; c’est le cas g&-A-al. 11 en est a fortiori de mCme 
pour le probleme (3.13). 
Par contre, il existe toujours des suites mink&antes, c’est-a-dire 
des suites (CT,, , V, , Y,) telles que 
vn , Un, V,)+inf{l(Y, U, V)i Y = Y,,,, UE%*, YEeFj. 
On pourra appeler valeur du probhme cette borne inferieure. On verra 
dans ce paragraphe que, sous les hypotheses faites, elle est necessaire- 
ment finie. Notre but est de construire un second probleme de 
controle, que I’on appellera probleme relax&, tel que 
(a) Le problitme relax6 ait une solution optimale au moins; 
(b) La valeur du probleme relax6 soit &gale a la valeur du 
probleme originel; 
(c) Les solutions optimales du probleme relax; coi’ncident avec 
les points d’adherence des suites minimisantes du probleme originel. 
Tout cela sera precise par 1’CnoncC des theoremes. Nousvoulons simple- 
ment nous placer dans une ligne de pen&e marquee par Young [21), 
MC Shane [13], Gamkrelidze [6], Warga [20], Cesari [7b, f], Ghouila- 
Houri [7], Ioffe et Tihomirov [8]. Nous marquerons ?I l’occasion les 
similitudes avec l’une ou l’autre formulation de ces auteurs. 
Notons pQ(x) et pF(s) les enveloppes convexes de T’,(x) et T,(s) 
dans R”. On obtient ainsi deux multi-applications fQ et I?, , 
a valeurs convexes compactes non vides dans [- 1, Ilh, et on notera 
,pO et $ l’ensemble des sections mesurables de fD et pF au-dessus 
de J2 et F. 
pa = {Q : G --+ [--I, Ilh mesurable 1 Q(x) E pQ(x), VxEq; 
pF = {R : F -+ [-1, llh mesurable 1 R(s) E pF(s), t/s E F}. 
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Pour x et y fixes, et en conformite avec les notations de Moreau [15] 
et de Rockafellar, nous notons f **(x, y)( *) la plus grande fonction 
convexe semi-continue inferieurement de Rh dans R, major&e par 
f (x, y)(-) sur Rh, et nous l’appellerons la rt?guZarise’e de f(x, y)(v). 
C’est aussi l’enveloppe superieure de la famille des fonctions affines 
continues sur Rh minorant f (x, y)( .). Notons AY~(x, y) cette famille: 
A@, y) = {(a, b) E Rh x R I VP E R*, {a, p> + 6 < f(~, y)(p)}, 
il est clair qu’on a aussi: 
J&(x,Y) = {(a, b) E Rh x R I V’u E K&Y), <a, Y&G u)> + b <f(x, Y, 41. 
On a, par definition: 
VJ~ E Rh,f**b, y)(q) = SUP{(~, Q) + b Ita, 4 6 4(x, YK 
La regularisee f **(x, y)( *) peut &tre construite de facon simple. 
Considerons l’application de K,(X) dans R”+l : 
x : 24 I-+ h?(x, 4, f&T Y, 4). 
Elle est continue sur un compact. Soit C = x(K,(x)) son image 
dans Rh+‘. C’est un compact, et il en est de m&me de son enveloppe 
convexe co(C). La projection horizontale de C est m(x), et la projection 
horizontale de co(C) est f*(x) 
LEMME 4.0. La fonction f **(x, y)(e) est don&e par la formule: 
v4 E c2C~,, f **(X, y)(q) = mint7 /(4,7) E co(C)>, 
%z $ c2(47 f **cx> Y)(q) = +a. 
De’monstration. Definissons une application k de R” dans R par 
Vq E Rh, k(q) = infh lh d E co(C)). 
11 s’agit de prouver que k est la regularisee de Ji(x, y)(e). Pour cela, il 
suffit de montrer que k est convexe, semi-continue inferieurement 
de Rh dans 8, majoree par f(~, y)(a) t e minor&e par toute minorante 
affine de f(~, y)(*). 
Pour (01~ , aa) E A, , qr , q2 E P,(X), on a, d’apres (4.3): 
(QI 9 k(h)) E CO(C)> 
(42 Y %I,)) E co(C), 
(w1-t wtz 9 4W + 4+4 E co(C), 
k(w + a2q2) = minh Iba + 0124~ T rl) E co(C), 
k(w, + wz) G 4W + 4W 
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Done k est convexe. Pour la semi-continuid inferieure, il suffit de 
verifier que l’epigraphe est ferme: 
Cpigraphe (k) = ((4,~) E Rh x R I rl 3 k(q)). 
Soit done une suite (qn ,7;1J de l’epigraphe convergeant vers (Q, y). La 
suite (q, , Wq,)) d t a me un point d’adherence (4, a) dans le compact 
co(C). Done 01 > k(q). Comme qn 3 k(qJ Vln, on obtient TJ > 01. 
Done rl > k(q) et (q, 7) appartient a l’epigraphe de k, qui est bien 
ferme. 
Par construction k(q) < f(x, y)(p) pour tout 4 de Rh. Enfin, 
soient (a, b) E J%‘~(x, y) les coefficients d’une fonction affine minorant 
f (x3 Y)(‘k 
V’Q E Rh, (a, s> + b G Ax, y)(q). 
Alors le graphe de cette fonction est un hyperplan affine separant 
Rh x R en deux demi-espaces fermts. Par hypothese C est contenu 
dans le demi-espace superieur; il en est done de m&me pour co(C), 
et par definition de k: 
Si q $ pQ(x), k(q) = + CO, et l’inegalite subsiste trivialement. 
Finalement, 
‘fq E Rn, (a, q) + b < k(q). I 
Nous allons Ctablir cinq lemmes sur f ** qui nous serviront dans la 
suite. Notons JZ+~(&(X)) I’ensemble des mesures de Radon positives 
de masse 1 sur le compact K,(x). 
Dthonstration. La premiere CgalitC r&&e de l’application a la 
fonction: 
x : u I--+ bk4T W(% Y, 4) 
du theoreme de representation integrale de Bourbaki [Ic, Chap. 3, 
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Section 3, No 3, Propositon 51. La seconde Cgalitt resulte de (4.5) 




(Xl >..‘, Ah,,) E Ah,, , *i E K&) vi, 
h+l 
El h&> 4 = 9. 
De’monstration. D’aprPs le lemme 4.0: 
(%f**(“, Y)(4)) E co(C). 
(4.0) YE > 0, (P, f **c? Y)(Q) - c) $ co(C). 
On introduit alors la facette de (~,f**(x, y)(g)) dans co(C), soit F 
(cf. Pallu de la Barr&e [17]). D’apres (4.0) ce ne peut Ctre un point 
interieur, F est done un convexe compact de dimension h au plus. 
Les points extremaux de F sont extremaux dans co(C), ce sont done 
des elements de C. Or F est l’enveloppe convexe de l’ensemble de 
ses points extremaux (Krein-Milnan en dimension finie). Le 
theoreme de Caratheodory nous dit alors que tout point de F appartient 
a l’enveloppe convexe de (h + 1) points de C. On peut done trouver 
@l ,..., &+,) E A.,L+, a1 ,..., ~TE,,+~ dans K,(x) tels que 
hfl hfl 
q = C h&4 ui) et f **CT y)(4) = C Lf@, y, 4. 
i=l i=l 
Par ailleurs, si (A, ,..., Xhtl) E A,,, et (z+ ,..., u~+~) E TQ(x)h+l, on a: 
et, en vertu du lemme 4.0: 




Dorenavant, nous noterons X les elements (A, ,..., Xh+r) de Ah+r et s 
les elements (ur ,..., uh+r) de (K,)h+l. 
LEMME 4.3. Si Y est une application mesurable de Sz dans Rh et Q 
une section mew-able de I’, au dessus de 52, l’application 




w : (x,X, 9) h 1 hi3/&, UJ 
i=l 
est mesurable en x, continue en (A, S). La multi-application 
A: x ++ Ah+1 x KB(++l 
est mesurable a valeurs compactes non vides dans Rhfl x Kh,+‘. En 
apphquant fe theoreme 4.7’ de Castaing [3eJ, on en deduit que la 
multi-application: 
2 : x r+ {(A, zi) E A(x)1 w(x, A, ti) = Q(x)}, 
est mesurable a valeurs compactes, et non vides a cause du lemme 4.2. 
et de I’appartenance de Q(x) a f’,Jx). 
L’application 
h+l 
est mesurable en x et continue en (A, u”). On peut done appliquer le 
theoreme 4.5’ de Castaing [3e], qui nous permet d’affirmer que 
l’application 




C W(& Y(X), %>li; EAh+l, % E G(X), C bd % 
i=l i=l 
4 = !&) 1, 
x -f**(x, Y(x))(Q(x)) (par le lemme 4.2), 
est mesurable. 1 
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LEMME 4.4. (Choix mesurable). Pour toute application mesurable 
Y de $2 dans Rh, pour toute section mesurable Q de fG au-dessus de Sz, 
il existe des applications mesurables: 
Mi: Q+R, l<i<h+l, 
ui:a+K,, 1 <i<h+I, 
telles que l’on ait, pour tout x E 9: 
P-W),-, Mu+&)> E 4+1 
u&4 E &2(4 1 <i<h+l, 
h+l 
Q(x) = C M&4 Y&, ui(x>), 
i=l 
h+l 
3 **(x7 WNQ(x)) = C MiWf(x, Y(x), ui(x)>. 
i=l 
De’monstration. 11 suffit de prolonger la demonstration du lemme 
4.3. On d&nit une multi-application sur Sz par 
O(x) = {(A, zi) E Z(x)1 r(x,i, ti) = f**(x, Y(x))(Q(x))}, 
O(x) = 1(x, zi) E Z(x)1 f**(x, Y(x))(Q(x)) = ‘$ &f(x, Y(x), ui)/. 
i=l 
Elle est mesurable a valeurs compactes non vides d’apres le theoreme 
4.7 de Castaing, [3e]. Elle possede done des sections mesurables, et 
toute section mesurable (M< , UJ+, ,,, h+l r&pond a la question. 4 
On appellera interieur relatif de p*(x), en abrCgC ri(pG(x)), l’indrieur 
de PO(x) relativement & la variCtC affine qu’il engendre. 
LEMME 4.5. Lafonctionf**(x, .)(*) t es semi-continue infe’rieurement 
sur Rh x ~Jx), et est mt?me continue sur Rh x ri(p&x)). La fonction 
f **( ., y)(q) est mesurable sur Sz. On a: 
(4.1) IJ**(~,yM d 4x> + bl I y I’, Vu ET&x). 
De’monstration. Le cylindre 
{k, 41 4 E cd49 I 17 I G 44 + 4 I Y I”> 
est un convexe compact contenant C. 11 contient done co(C), et la 
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majoration (4.1) est alors une consequence du lemme 4.0. La fonction 
f **(x, y)(e) est convexe semi-continue inferieurement sur PC(x), et 
est done continue sur ri(pG(x)) (Rockafellar [I 8b]). Fixons X, et 
prenons y0 E R et E > 0. Par compacite de K,(X): 
En apphquant le lemme 4.2: 
Done, en appliquant (4.2) et de nouveau le lemme 4.2: 
1 y - y. 1 < q * f**(X, ye)(q) 2 f**(X, Y)(4) - E (y A), vq E Gw 
i=l 
En Cchangeant les roles de y et y. , on montre que 
Iy -yo I < ri -f”*(TY)(Q) >f**(%YoM1 -E, t/q E fi,(u+. 
Soit enfin 
(4.3) I Y - Yo I G 7 * rf**c? Y)(Q) -f**(& Yo)(Q)I < E? v4 E G(x). 
De 1’CgalitC: 
de la formule (4.3) ( C q uicontinuite en y) et des proprietts de continuite 
de J**(x, yo>(->, d ecoulent les proprietes de continuite voulues de 
f**(X, *)(.I. 
La mesurabilite en x est une consequence du lemme 4.3. I1 suffit 
de fixer Y(X) = y et U(x) = u Vx E Sz pour obtenir f **(*, y)(u) 
comme fonction mesurable. 1 
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Dans le cas ou h = 1, on montre que f **(X, y)( *) est continue sur 
fa(x) et done que f **(x, .)( *) es continue sur R’” x I=‘,(X). C’est t 
faux en general des que h > 2. 
En ce qui concerne le tout front&e, on notera g**(s, y)(e) 
la plus grande fonction convexe semi-continue inferieurement 
de R” dans R, majoree par g(s, y)(.) sur R”, et nous l’appellerons 
la regularisee de g(s, y)(q). Cette fonction g**(s, y)(a) satisfait B des 
lemmes 4.1 bis, 4.2 bis, 4.3 bis, 4.4 bis, 4.5 bis. analogues aux p&C- 
dents, et dont nous laissons l’enonce au soin du lecteur. 
Nous sommes enfin en mesure de considerer le probleme de controle 
suivant, appele problBme relax& sous la premit?re forme, en abrCgC 
probEme (PI?. 1). Les contrbles admissibles seront les couples 
(Q, R) E Sp, x Sp, . L’equation d’etat est inchangee: c’est l’equation 
d’etat du probleme (3.13). Le cout associe a l’etat Y et au contr6le 
admissible (Q, R) est don& par: 
JU, Q, 4 = J‘J**Cx, W)(QW dx + j, .E**(s, W))(W) ds. 
D’apres les lemmes 4.3 et 4.3 bis, et les majorations (4.1) et (4.l)bis, 
cette expression a un sens et est finie. On note le probleme (PRl) 
sous l’une des formes concises: 
Vx E Q, QG-4 E~&,, 
(PR I) vs E F> R(s) E m, 
VP, E V, 4’> QJ> = 05 9) + s, Q(x) ~(4 dx + j, R(s) d4 ds, 




minimiser Jr( Y, Q, R). 
Nous allons maintenant Cnoncer notre resultat principal et quelques 
consequences immediates. Sa demonstration. va occuper tout le 
paragraphe V. 
Theoreme de relaxation. Le problt?me relaxe’ a we solution optimale 
au mains. La valeur du probQme relax& est kgale d la valeur du problkme 
originel: 
(4.4) inf(P0) = min(PR 1). 
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Si (U, , V, , Y,J est une suite minimisante du problt?me originel, il 
existe une suite extraite (U,- , V,, , Y,,) et une solution optimale 
(Q, R, Y> du problime relaxt! telles que 
m( un,) + Q pour ‘T(L~W, Lhl(Q))> 
(4 5) YF( Vn,) - R POUT 4&“(F)> L,VN, 
Y,, + Y pour u(V, V’); 
I(Yd 9 Ud , V,,) ---f J1( Y, Q, R) dans R. 
RCciproquement, si (Q, R, Y) est une solution optimale du probkme relax& 
il existe une suite minimisante (U, , V, , Y,) du probEme originel, telle 
F 
m(un) - Q pour 4Lhm(Q), LhW)), 
(4 6) YdVrJ + R pour a(L,“(F), L,‘(F)), 
Y, + Ypour u(V,V'), 
I( Y, , u, , V,) - J,(Y, Q, R) dans R. 
COROLLAIRE 1. Munissons l’espace Lhm(~) x L,“(F) x V de la 
topologie produit des topoZogies (L,“(G), Lh1(J2)), (L,“(F), L,l(F)), et 
o(V, VI>. Alors l’ensemble des solutions optimales du probkme relaxe’ 
est l’ensemble des points d’adhhence des (y*( U,), yJ V,), Y,) ozi 
(U, , V, , Y,) est une suite minimisante du problime originel. 
COROLLAIRE 2. De (4.5), on dkduit que 
m( Un,) - Q POUT 4h2Pn), Lh2Ph 
YF( Vn,) - I? pour U&~(F), L,2(F)), 
Y,, -+ Y dans Lh2(F), 
TY,, - TY dam Lh2(F), 
et de (4.6) on dtfduit que 
m( un) - Q POUT u(Lh2(Q), Lfi2(Q))> 
YF( Vn) - pour 4Lrx2(F), Lh2(F)), 
Y, -+ Y dans Lh2(SZ), 
TY, + TY dam Lh2(F). 
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Dthonstration. Les topologies cr(Lh2, L,2) sont moins fines que les 
topologies u(Lhm, n L l). D’apres la proposition (3.5), la suite Y, tend 
vers Y dans V faible, et reste dans un borne B de I’. D’apres le lemme 
2.2 les restrictions a S? de l’injection de V dans Lh2(Q) et de 
l’application T de V dans Lh2(F) sont continues lorsqu’on munit V 
de la topologie affaiblie. D’ou la conclusion. 1 
COROLLAIRE 3. La valeur du problhne originel est jinie: 
-co < inf(P; 0) < +co 
Dtmonstration. C’est une consequence immediate de (4.14): 
inf(P * 0) = min(PR 1) = J,(Y, Q, R) 1 
L’idCe de regulariser le tout par rapport au controle, c’est-a-dire de 
remplacer la fonction f(x, y, u) par sa regularisee en u, f**(x, y)(u) 
a CtC introduite en theorie du contrble optimal par Ioffe et 
Tihomirov [8]. 
V. DEMONSTRATION DU THBORBME DE RELAXATION 
Pour Y E V, U E q!s2 , V E SF , on pose: 
(5.1) My(U) = I,f(x, Y(x), u(4) dx, 
(5.2) N,,(V) = j, A+, Y(s), V(s)) ds. 
Pour Y E V, nous definissons deux applications my et nr de Lh2(Q) 
et L,b2(F) dans w par les formules: 
(5.3) BY(Q) = j,h W>(QW) & 
(5.4) %(R) = j, iZ(s, Y(s))(W)) ds. 
D’apres les lemmes 3.3 et 3.3 bis, on a: 
(5.5) 
‘i/QE%? My(Q) = minVfdU)l m(U) = Ql, 
‘JQ#YS> MY(Q) = +a, 
(5.6) 
YREYF, NY(R) = miWtQ’)l Ye = R>> 
VR$=YF, N,(R) = +oo. 
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On pose enfin: 
(5.7) h(Q, R) = my(Q) + J%(R). 
On d&nit ainsi une application 1, de Lh2(Li) x L,2(F) dans R. 11 est 
normal de chercher sa regularike I i!Z*. Nous rappelons (Moreau [I 51) 
que c’est la plus grande fonction convexe semi-continue inferieure- 
ment de Lh2(SZ) x Lh2(F) dans R et major&e par 1r, ou encore 
I’enveloppe superieure des fonctions affines continues majorees par 
Ir . Comme les variables se s&parent, on a facilement: 
(5.8) r;*(Q, R) = H;*(Q) + m;*(R). 
LEMME 5.1. VYEV,VQ EI&'~), ‘JR E&~(F). 
(5.9) M;*(Q) = j, f **(x7 WNQW dx, 
(5.10) N,**(R) = j/**(s, Y(s))(R(s)) ds. 
Dkmonstration. Nous faisons la demonstration pour My . 
Cherchons sa fonction polaire (Moreau [15]): pour # E&~(SZ), 
My*(#) = sup{{+, Q) - My(Q) 1 Q EL~~(@}. En se servant de (5.5): 
MY*(#) = SUP{<94 m(V> - M*(Vl u E @d. 
(5.1 I) ~~~(4) = SUP 1 j, [K4 . m(x> u(4) - f(x, W4 W+l dx 
I 1 
uE@a. 
Par ailleurs, on peut Cgalement chercher la fonction polaire de 
f(x, Y(x))(*) sur Rh: 
pour P E Rh,f*@, W))(P) = SUP{P .q -f(x, W4MI 4 6 W. 
En se servant de (3.5): 
(5.12) f*b Y(X))(P) = SUP{P . Y.&G 4 -m y(4,4 u E w41. 
Notons w l’application: 
w : (X> 4 i--t $64 * Yn(X, u> -f(x, Y(x), 4. 
En remplacant p par #(x) dans 5.12, on obtient: 
f*(X, w9M~N = SUPb+, 4 u E &?(4. 
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Comme la multi-application K, est mesurable a valeurs compactes 
non vides, et comme w est continue en x et mesurable en u, on 
peut appliquer les theoremes 4.5’ et 4.7’ de Castaing [3e], qui nous 
prouvent successivement que l’application : 
(5.13) x-f “(x, wNlcI(4)l 
est mesurable, et que la multi-application: 
(5.14) 3c w {U E K,(x)i ~(2, u) := f*(x, Y(x))(@))} 
est mesurable a valeurs compactes non vides. Elle admet done une 
section mesurable au-dessus de Q, que je note u E qn : 
(5.15) f*b, Y(~))(iJW) = 4x, qx,, v’x E Q’, 
(5.16) f *(x, W))($(x)) = 4(x) * Y&, &), -.f(x, W, &4). 
D’ou, en integrant et en appliquant (5.11): 
(5.17) I/--CT Y(~))(!/w) dx < Jf,*(dJ). 
Par ailleurs, d’apres (5.12): 
‘dc: E @Q , VW * Yn(X, U(x)) -f(x, q-4, wq) < f*(X, Y(x))(tb(x)! 
et done, d’apres (5.11): 
(5.18) MY*(+) G J,r *(% w))(w) &* 
En comparant (5.18) et (5.17), on a: 
RY *(+I = J, f *CT w)u(4) & 
11 est bien connu que 
(5.19) R - ;* = (MY*)*, 
(5.20) f**h, Y) = (f*(x, Y))*. 
On va done reprendre les polaires. La fonction 
(x, P> +-+ P *cx, w4)( PI 
est mesurable en x, convexe semi-continue inferieurement en p, et 
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ne prend que des valeurs finies a cause de (5.12). C’est done une 
integrande convexe normale dans la terminologie de Rockafellar [18a, 
Section 2, Lemme 2, Corollaire]. D’apres le lemme 4.5, majoration 
(4. I), l’application: 
est sommable V Y E V et VQ E pc . D’apres la formule (5.16) et la 
majoration (2.4), l’application 
est sommable V Y E V et ‘d$ E Lh2(sZ)IL. On est done dans les hypotheses 
du theoreme 2, Section 2, du papier de Rockafellar, qui, joint a 
(5.19) et (5.20), nous permet de conclure que VQ E L,2(8)h: 
M;*(Q) = I, f**(X, Y(x))(Q(x)) dx* I 
On en deduit en particulier que les domaines efJectz$ de M,** et rVf*, 
c’est a dire les ensembles des points ou elles sont finies, sont rS$ et 3$ . 
On deduit de ce lemme l’identite: 
J,(Y, Q, R) = M;*(Q) + N;*(R) = i,**(Q, R), 
pour tout Y de V et tout contrble (Q, R) E pG x pF. Le probleme 
(PRl) s’ecrit alors en remplacant le coQt par sa valeur: 
Q&j*, REP& YEV, 
(PRl) AY = qh + Q + T(R), 
minimiser jc*(Q, R). 
C’est sur cette derniere expression du probleme relax6 que nous allons 
faire la demonstration. Nous commencerons par ttablir l’existence 
d’une solution optimale. 
LEMME 5.2 (Castaing). PQ et S$ sont convexes et respectivement 
4LhVn), LhYQ)) -compact et o(L,“(F), Lhl(F))-compact. 
De’monstration. Faisons la demonstration pour .!$, . C’est un 
convexe borne de Lhm(J2), c’est done une partie Cquicontinue du dual 
de Lh1(12) et comme L,” est dense dans Lhl, les topologies o(Lhm, Lhl) 
et a(Lhl, LI,) coi’ncident sur pa . 11 est clair que pQ est u(Lhm, Lhl)- 
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relativement compact dans L,“. En outre, il est fermk dans Lhl. Si 
en effet une suite Qn. converge vers Q dans Lhl, on peut en extraire une 
suite Qn, qui converge vers Q presque partout, et comme fQ(x) est 
compact pour tout x: 
Done Q E pn, et pQ est convexe fermC dans Lhl, done a(Lhl, Lha)- 
fermC dans Lhl. 11 est done a(Lhl, L,“)-fermC dans Lhm, et u(Lhco, Lhf)- 
fermC dans Lhw, done a(Lz* L,l)-compact. 1 
On remarque que, sur pfi et $ , les topologies a(Lh” , Lhl), parce 
qu’elles sont compactes, coincident avec toutes les topologies sCparCes 
plus faibles, en particulier avec les topologies o(Lh2, Lh2). Do&avant, 
pG et $ seront toujours munis de ces topologies. 
LEMME 5.3. Soit 99 un borne’ de V, muni de la topologie induite par 
u(V, V’). Les applications: 
(Y, Q) ~--t H;*(Q), 
(Y, 4 * q*(R), 
sont semi-continues infe’rieurement de GI x PO et 22 x pF dans R. 
Dkmonstration. Faisons la dkmonstration pour M**. Donnons- 
nous E > 0, Y, E 9 et Q0 E pQ . Par dkfinition de la rkgularishe, et 
comme M&*(QJ est fini, il existe # E L2(Q)h et 01 > 0 tels que 
(5.21) VQ G2(J4n), 64 Q> + 01 < MrJQ), 
(5.22) +, a> + 0~ + 5 3 qp2~. 
Grke h (5.9, on peut remplacer (5.21) par: 
(5.23) VU E @a 9 (A m(U)> + 01 < M,,(U) 
D’aprb la proposition 2.1, il existe un voisinage faible W de Y, dans 
V tel que 
vYE~n~,VUE~~,IMY(U)-MU,(U)I <; 
En reportant dans (5.23): 
QYf~n~,vu~~~,(~,y,(U))+~-~~M,(u) 
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et, en se servant a nouveau de (5.5) 
VY E TV- n a> VQ E&~(Q), (#, Q> + a: - ; < My(Q). 
Toute minorante affine continue de My minore MC* par dCfinition: 
(5.24) VY E W n 9, VQ EL,~(J?), (4, Q) + 01 - 5 < B;*(Q). 
En retranchant (5.22) de (5.24): 
VY E AI%‘- n g’, VQ E Lh2(.C2), (#, Q - QO> - ?f < M;*(Q) - liT$*(Q,,) 
On d&kit un voisinage +‘- de Q,, dans pG par la condition, 
C&Q -Q,J < ;I, 
et on en tire, 
QY E W n 9, VQ E V, M;*(Q) - MFo*(Q,,) 2 -E, 
ce qui est bien la semi-continuite inferieure. 1 
COROLLAIRE. Le problzme relax& a une solution optimale. 
Dt!monstration. 11 s’agit de minimiser la fonction 
l;*(Q, R) = B;*(Q) + N;*(R) 
sur i’ensemble, 
d = {(Q, R, Y)I Q E % , R E $, Y = Y,,,). 
Mettons sur A@’ la topologie induite par L& x $ x V faible. D’apres 
le lemme 5.2, pj et pF sont compacts. D’apres la proposition 3.5, 
l’application (Q, R) i--2 Yo,R de pD x Pr dans V faibIe est continue. 
Son graphe, qui n’est autre que &‘, est done compact. En particulier, 
il est borne, et d’apres le lemme 5.3, l’application (Q, R, Y) +-+ 
r$*(Q, R) est semi-continue inferieurement sur le compact &. Elle 
atteint done sa borne inferieure sur LZZ. 1 --- 
On a done montre I’existence d’une solution optimale (Q, I?, Y). 
Nous allons maintenant l’approcher, a l’aide de resultats sur l’epi- 
graphe de I$* et du thCor&me 1 .I. Convenons dorenavant de noter 
98 le convexe borne de V, image de L$, x $ par l’application 
(8, W ++ Yw . 
SYSTi?MES GOUVERNh PAR DES iQUATIONS ELLIPTIQUES 35 
LEMME 5.4. L’6pigraphe de IF* est l’enveloppe convexe ferme’e de 
l’kpigraphe de I,, . 
De’monstration. L’epigraphe de 1:* est le plus petit epigraphe 
convexe ferme contenant l’epigraphe de Ir , soit %. Si on montre que 
co(V) est un epigraphe, le lemme est Ctabli. 
11 faut done montrer que si (Q, R, 73) E G(V), alors 
(5.25) Vol 2 0, (Q, R, 7 + a) E Co(%). 
Or il est facile de voir que si (Q, R, 7) E co(V), alors 
VCi>O, (Q, R rl + 4 E WO 
11 suffit pour cela d’ecrire 
k E N, (4 ,**-, bc> E 4 , 
Q = $ &Qi 3 R = 2 h,R, , 7 = i hi% , 
i=l i=l i=l 
(Qi > Ri 3 ?i) E g, i = l,..., K; 
et comme 9 est un Cpigraphe 
va 3 0, (Qi 1 Ri ) Ti + a) E e, i = 1 ,..., k, 
va Z 0, (Q, R, 71 + a) = f. b(Qi 7 4 , pi + a) E CO(g), i = l,..., k. 
i=l 
D’oh Cvidemment (5.25), car si (Q, R, 17) est limite d’une suite 
(Q, , R, , qn) E co(V), alors (Q, R, 77 + a) sera limite de la suite 
(Qn , Rn , rln + 4 E co(~). I 
LEMME 5.5. Soit (Q, R, F) une solution optimale du probkme - - 
relax&. Pour tout E > 0, pour tout voisinage faible VI x 9’Y2 de (Q, R) 
dans Lh2(sZ) x Lh2(F), il existe k E N, (c+ ,..., ak) E A, , (Q1 ,..., QIZ) C YG, 
Pl ,*-*, R,) C YF , tels que 
ilaiQiE%) 
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Dkmonstration. D’aprks la proposition 2.1, il existe un voisinage 
W de F dans V faible, tel que 
(5.26) VYE~~~,VUE~~,VVE~‘,,II(~, U, V)-I(Y, U, V): 
<;. 
Prenons Cy;’ C rY; et Y$’ C T?~ deux voisinages faibles de & et R dans 
Lh2(Q) et Lh2(F) tels que 
V(Q, R) E -y;’ x KA:,‘, YQ.R E ?@-- 
D’aprb le lemme 5.4, il existe KEN, (CQ ,..., 01~) EAJ g(Ik et 12 
points {(Qi , Ri , Q) 1 i = l,..., K} de 1’Cpigraphe de fp tels que 
(5.27) ; aiQi E <‘, 
i=l 
avec par dCfinition 
(5.30) Qi E 9* , R, E 9;) i = l,..., k, 
(5.31) Y, = Y&iOi,PNiRi E w” n Pi?. 
(5.32) rli > l,(Q, ,Ri), i = I,..., k. 
Les formules (5.5) et (5.6) nous montrent qu’il existe pour tout i un 
Ui E aG et un Vi E eF tels que 
I,(Q, , Ri) = I(P, ui , vi), 
r)i > I(F, u, , Vi). 
En utilisant (5.26) et (5.31), on en dCduit pour tout i: 
7)i b I(Y, I vi, Vi) - ; 
et en employant de nouveau (5.5) et (5.6): 
rli > &,(Qi , 4) - ; . 
SYSTBMES 00uV~RNfiS PAR DES EQUATIONS ELLIPTIQ~E~ 37 
On a done 
Comme 1$0* minore Iy : 0 
Comme Ig0* est convexe: 
or cc” i-l ~iQi , &-I “iRi) est un contrale admissible du probkme 
relax& et l’ttat correspondant est justement Y,, , par (5.31). Comme --- 
(Q, R, Y) est solution optimale du problhme relax&: 
En rassemblant o&es les inCgalitCs (5.33) et (5.36) on a l’encadrement: 
En se servant de (5.29), on en dCduit: 
Joint B (5.27) et (5.28) et (5.30), c’est ce qu’il fallait dkmontrer. B 
LEMME 5.6. Soient k E N, (al,..., olk)~ rl,, (Q1,...,Qk) C Yn, 
(4 ,...> 
h (Ck 
Rk} C yF . Pour tout E > 0, et tout voisinage faible VI X ‘Y?2 




en notant Y = Yo,R et Y, = YzmtOi,zaiRi .
Dhonstration. D’apres les lemmes 3.3 et 3.3 bis, il existe pour 
chaque i E (l,..., R} un Ui E @* et un Vi E eF tels que 
(5.37) ‘dx ~Q,.f(x, Yo(x))(Q&)) =f(x, Y,,(x), UiW, 
(5.38) \Js SF, A% Y,(s))(W) = g(s, Y&>, Vi/‘,(s)); 
et bien entendu 
(5.39) &(Qi , Ri) = ~&-C> + hoWi). 
On applique le theoreme 1.1 a 9, ce qui nous donne une suite 
m I-+ (AWL1,..., A,k) de partitio n boreliennes de Q, et a F, ce qui nous s 
donne une suite m w (B,l ,..., B,k) de partitions boreliennes de F. 
Pour wz donne, on definit U, : B tt Kn et V, : F ++ KF par 
(5.40) U,(x) = U,(x) si x E Ami, 
(5.41) V,(s) = V,(s) si s E Bmi. 
11 est clair que U, et V, sont mesurables, que U,(x) E K,(X) pour tout 
x E J2 et que V,(s) E &(s) pour tout s E F. Done Um E SD et V, E %F . 
On pose 
(5.42) Q~ = hvu E K, 
(5.43) R, = Y#‘,,JE G, 
(5.44) YTn = y,*, = Y,& EL@‘. 
En reportant dans (5.37) et (5.38), on obtient 
(5.45) Vx ~-Qn,j(x, Y&))(Q&N =.f(x, Y,,(x)> KM, 
(5.46) Vs E F, f(s, Y,(s))(R&)) = g(s, Y,,(s), J,‘m(s))- 
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11 est clair que 
Qm = 5 xAfn Qi > 
i=l 
39 
No, = j F g(s, Yo(4, vm(s>) ds= i jB:g(s, Y&h vi(s)) ds. i=l 
Les Qi et les R, sont dans Lh2(52) et Lh2(F). Les f(Yo , Ui) et les 
g( Y,, , Vi) sont dans L1(sZ) et Ll(F). On peut appliquer le thCor&me 1 .l : 
(5.47) Qm --f kl aiQi pour @h’(Q), L2(Q)h 
(5.48) Rm + i aiRi pour u(L2(Q L2(F)), 
(5.50) N,o(~m) - i ai j, g(s, Y&4> vi(s)) ds- 
i=l 
En ajoutant (5.49) et (5.50) 
(5.51) l(yO~ um, Ka)+ i air(yO 3 ui, vi) 
i-1 
De (5.37) et (5.38), (5.45) et (5.46) dkoulent: 
(5.52) W’o > ui , vi> = &(Qi , R,), 
(5.53) I(Y, 3 Urn, vm) = fr,,(Qm , Rn). 
En reportant dans (5.51): 
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Ce n’est pas encore tout B fait le r&&at d&irk. 11 nous manque que 
&,,(Qm > Rn) - i;,(Qm , Rm) -+ 0. 
C’est ce que nous alons Ctablir. 
D’apr&s la proposition 2.1, pour tout E > 0 il existe un voisinage de 
Y,, dans V faible tel que 
(5.55) vzE~illrn~,VUE~),vVE~~,~I(Z,U, V)-I(Y,, u, V)l 
< E. 
Posons %*’ = yp’(Q,), eF’ = y;l(R,). On a par (5.5) et (5.6): 
fro(Qm , R,,J = minQ(Yo , U V)l U E SD’, V E @F’), 
lz(Q,,, , R,,J = min{l(Z, U, V)l U E aa’, V E SF’}. 
De (5.55) on dCduit: 
Vi? E W n &!I!, VU E aa’, VV E %;, &,(Qm , R,) < I(Z, U, V) + E, 
v-z E w-- n g!, &o(Qm , R,) < &z(Qm , R,) + E. 
De m&me: 
D’oh enfin: 
v-z E W- n a, I &(Qm , Ii,) - fyo(Qm , %A s 6. 
Mais, d’apr&s (5.44), (5.47), et (5.48), on sait qu’il existe m, tel que 
Vm >mo, Y,EW”nG!l, 
Comme E est arbitraire, cela veut dire que 
(5.56) &JQm 3 Rn) - &ou,(Qm 9 Rm) -+ 0. 
En ajoutant (5.54) et (5.56), on obtient 
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Joignons (5.47), (5.48), et (5.57). On voit que, pour m assez grand, 
Q=Qm,R=&, Y = Y, satisfont aux conditions du lemme. 1 
--- 
COROLLAIRE. Soit (Q, R, Y) une solution optimale du problGme relax& 
Pour tout E > 0 tout voisinage faible VI x ?& de (g, i?) dans 
&2(Q) x Lh2(F), il existe (Q, R) E 9* x 9F tels que 
I IdQ, R) - l",*(Q, W < E, 
en notant Y = YQ,R. 
De’monstration. 11 suffit de mettre bout B bout les lemmes 5.5 
et 5.6. 1 
Fin de la De’monstration du The’orBme de Relaxation. D’aprb la 
proposition 3.4, pour tout (U, V) E %* x 9ZF, en posant Y,, y = Y: 
Comme AT?* et @* minorent My et NY , on a Cgalement: 
min{l,**(Q, R)I Y = Yo,R , Q E Sp, , R E &} 
<inf{l(Y, U, V)l Y = YU,V, UEeD, VEaF} 
(5.58) min(PR1) < inf(P0). 
--- 
Soit (Q, R, Y) une solution optimale du probkme relax& On sait, 
d’aprks le premier corollaire, qu’il en existe au moins une. Soit 
F1n et V2” une suite fondamentale de voisinages faibles de (&, R) 
dans Lh2(SZ) x Lh2(F). D’ a p rb le second corollaire, pour tout n E N 
il existe (Qn , R,) E 9G x 2$ et Y, = YoR,R, tels que 
(5.59) R, E v2”, 
fr,(Qlt , J&z) - fb*(Q, @I < ;. 
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D’aprb les formules (5.5) et (5.6), il existe (U, , V,) E BQ x eF tels 
clue 
m(Un) = Q)n 3 
Et done 
I V, , Un , v,) - r$*(Q, R)l G ;. 
Comme (U, , V,) est un contrhle admissible du probl&me originel, 
en faisant tendre n vers l’infini, on obtient: 
lipZ(J’, , U, , V,> = iY**(Q, R), 
inf(P.0) < li,mZ(Y, , U, , V,), 
min(PR) = I$*(@ ii), 
inf(P.0) < min(PR 1); 
et en comparant h (5.58), 
inf(P.0) = min(PR l), 
(5.61) 
1,” Z(Y, , U, , V,) = inf(P.0). 
La suite (U, , V, , Y,) est done une suite minimisante du probkme 
originel, et les formules de convergence (4.6) sont Ctablies en (5.59) 
et (5.60). 11 ne reste plus qu’ti Ctablir les formules (4.5). Partons d’une 
suite minimisante (U, , V, , Y,) du problkme originel, et posons: 
Qn = rdunh 
Rn = ~Cnin)> 
yn = yQ,,,R,, = y,J,,. 
Comme pQ et pF sont compacts, et l’application (Q, R) k-+ Yo,, 
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continue de pQ x 9; dans V faible, il existe (Q, R) E @* x pF et une 
suite extraite (Qn, , I?,,) tels que 
Qnl -+ Q dans pD , 
(5.62) R,J -+ R dans pF, 
Y,, = YQ;& --f YQ,R = Y dans V faible. 
D’apres la semi-continuite inferieure de I** (Lemme 5.3): 
I*,*@, R) < lim inffsnT(Qnt , R,,), 
Comme If* minore I, 
et d’aprb les formules (5.5) et (5.6): 
D’ou enfin 
r$*(Q, R) < lim inf I( Y,, , U,, , V,,). 
et comme la suite (U,, , V,, , Y,,) est minimisante: 
r$*(Q, R) < inf(P.0). 
En appliquant (5.61) 
r$*(Q, R) < min(PR 1). 
- - 
Comme (Q, R) est un controle admissible du probleme relaxe: 
r$*(Q, R) > min(PR 1) 
f*,*(Q, R) = min(PR 1) 
Done (Q, R, Y) est solution optimale du probleme relax& Les formules 
de convergence (4.15) sont &rites en (5.62). Ceci termine la demon- 
stration du theoreme de relaxation. 1 
44 EKELAND 
VI. EXISTENCE DE SOLUTIONS OPTIMALES 
On peut se demander ce qui se passe quand le probleme originel 
a une solution optimale. La proposition suivante est simple a demonter. 
-- 
PROPOSITION 6.1. Si (F, U, V) est une solution optimale du probkme 
originel, alors (F, m( IT), yF( F)) es une solution optimale du problt?me t 
relax& 
Dkmonstration. La suite constante U, = 0, V, = 8, est mini- 
misante. La conclusion procede de l’application du theoreme de 
relaxation. 1 
11 est bien clair que la reciproque est fausse. Neanmoins, le theoreme 
de relaxation peut nous donner une condition suffisante pour que le 
probleme originel ait une solution optimale. 
THBORBME D’EXISTENCE. Pour que le problt?me originel ait une 
solution optimale, il sufit que l’une de ces deux conditions kquivalentes 
soit vkri$ke : 
(a) pour presque tout x et presque tout s, les ensembles 
sont convexes dans Rh, et les applications 
9 I-tJb Y)(4) = min{f(x, y, u)l u E G(x) et m(x, u) = 41, 
r H&s, y)(r) = min{g(s, y, r)I w E KF(s) et yF@ v) = r}, 
sont convexes de Rh dans a pour tout y E Rh. 
(b) pour presque tout x et tout y, l’ensemble: 
&(x, y) = ((9, 7)l 34 E &44 : 4 = m(x, 4 et rl 3 f(x, Y, 41 
est convexe dans Rh+l, et pour presque tout s et tout y, l’ensemble 
Z;;(S) Y> = {(r, e)l 30 E KF(S) : r = yF(s, w) et 0 > g(s) y, v)} 
est convexe dans Rh+l. 
DCmonstration. zQ(x, y) est l’epigraphe deJ(x, y)(‘), et ,&.(x) y) eSt 
l’epigraphe de g(x) y)(e). P our qu’une fonction soit convexe, il faut et 
il suffit que son Cpigraphe le soit. D’oh l’equivalence de (a) et de (b). 
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Si T,(X) est convexe, et siJ(x, y)(*) est convexe sur T,(x), on a: 
I* = Is,(4 
JGT Y)(.) = J**@, YX’) 
Si T,(s) est convexe, et si g(s, y)(e) est convexe sur rF(s), on a: 
r,(s) = W) 
E(S> YX’) = c**ts, YK’) 
Alors le probleme (P.R 1) et le probleme (3.13) sont confondus. 
D’apres le theoreme de relaxation, le probleme (3.13) a done une --- 
solution optimale (Q, R, Y). En appliquant la propositon 3.4, on voit --- 
qu’il existe une solution optimale (U, V, Y) du probleme originel, 
avec 
!2 = dJ>9 R = YF(Q P= Y(7,R== yu,9. I 
VII. UN CAS PARTICULIER 
Dans le cas particulier oh 
Kn C i-1, llh, Y&, *> = 14 
K, C L-1, llh, Y&P *> = I4 
le probleme originel prend la forme plus simple: 
vx E Q, U(x) E I&(x), 
Vs E F, V(s) E K&), 
(P*O) 
AY = If5 + u + V(V), 
minimiser [j,f(~, Y(X), U(X)) dx + j, g(s, Y(s), V(s)) ds]. 
On note R,(X) et R,(s) 1 es enveloppes convexes compactes de &,(x) 
et J&(s). On prolonge f(~, y)(m) et g(s, y)(e) par + cc hors de K,(X) 
et B&(s), et on note J**(x, y)(a) et g**(s, y)(e) les regularisees des 
fonctions ainsi obtenues. 
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Le problkme relax6 sous la premi&re forme s’Ccrit alors: 
U(x) E &(x) vx E J-2, 
P 1) 
V(s) E l&(s) b’s E F, 
AY = # + U + T(V) dans V’, 
minimiser [Jo f **(x, Y(X))( U(x)) dx + S, g**(.q, Y(S))( v(s)) dsf . 
Notons I( Y, U, V) le critkre originel et J1( Y, U, Y) le critkre relax& 
Le thCor&me de relaxation s’krit: 
THBOR~ME DE RELAXATION. Le probl2me relaxe’ a une solution 
optimale au mains. La valeur du probBme relaxe’ est kgale a la valeur du 
probkme originel, 
inf(P0) = min(PR 1). 
Si (U, , V, , Y,) est une suite minimisante du problkme originel, il 
existe une suite extraite (U,, , V,, , Y,,) et une solution optimale 
(U, V, Y) du probl2me relaxe’ telles que 
U,f --t u pour CT(Lhrn(J2), Lhl(SZ)), 
V n’ 
(6-l) 
- V pour 4%“‘(F), W(F)), 
Y,, + Y pour a(V, v,), 
I( Y,, , U,, , I’,,) --f J1( Y, U. V) duns R. 
Rhjwoquement, si (Y, U, V) est une solution optimale du probkme 
relaxe’, il existe une suite minimisante (Y, , U, , V,) du probkme originel 
telle que 
u?2 - u Pour &L*(Q), Ll(Q)), 
(6.2) 
V, - V pour 4%“(F), -L1(F)), 
Y, --f Y pour a(V, V’) 
V’, , u,, , V,) - I#‘, u, V> dam R. 
Le thkorkme d’existence prend la forme simple: 
THBORBME D'EXISTENCE. Si f(x, y, *) et g(x, y, -) sont convexes 
pour presque tout x E Q et tout y E Rh, le prob&me originel a une solution 
optimale. 
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VIII. EXEMPLES 
Dans tout ce qui suit, on se place dans le cadre de l’exemple 2.2. On 
ah = l,V = W,‘,“(Q),et 
$, c+(x) titj z 2 Ei2, YE E R”, P.P. sur *. 
2=1 
EXEMPLE 8.1. On se pose le problkme suivant: 
f 
i,j=l 
- $ (Q E) = U dans 9’(Q), 
z 
YIF = 0, 
(P*O) 
w4 fz [-LO1 u u>, 
minimiser 
i 
a (Y”(X) - U2(,)) dx. 
On est dans le cas particulier du $ VII. 
KG) = L--1,01 u {l), 
“0% Y)(U) = Y2 - u2 v’u E K&>, 
&?(4 = L-1, 11, 
f**(x,Y)w = Y2 - 1 vu E s&(x). 
Le probkme relax& est done 
(PR 1) YI, = 0, 
44 E L-1, 11, 
minimiser 
s 
R (Y”(x) - 1) dx. 
On a clairement: 
1, (Y”(x) - 1) dx = 1, Y2(x) dx - mes Q. 
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Le probleme relax6 a une solution optimale unique: 
B = 0, P=o 
min(PR 1) = -mes Q. 
Par application du theoreme de relaxation: 
inf(P0) = -mes 9. 
Dance le probleme originel n’a pas de solution optimale. En effet, 
s’il en avait une, elle serait solution optimale du probleme (PRl) 
(proposition 6.1), et ce serait done necessairement 0 = 0, P = 0. 
En reportant dans le critere 
0 > -mes Q, 
J(0, 0) > inf(P0). 
Soit cependant (U, , Y,) une suite minimisante du probleme (I). En 
appliquant le theoreme de relaxation, par unicite de la solution opti- 
male relaxee, on voit que toutes les suites extraites convergent vers 
(0, 0) dans pQ x V faible. Done la suite elle-m&me converge vers 
zero: 
U,+O u(L”, q, 
Y,+O Wi.2 faible, et L2 fort, 
s 




Y,+O W$” faible, L2 fort, 
U,-+O 4”, L1), 
II u* IL2 --+ II 1 Ilp , 
u,=+ 1 p.p. sur J2. 
La derniere formule se deduisant de (8.1) 21 l’aide du lemme de 
Fatou. On peut ainsi juger du caractere de la suite U, , oscillant de 
pIus en plus rapidement entre Ies valuers -1 et 1 sur 22. 
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EXEMPLE 8.2. Soit s2, C Sz, avec mes Q2, > 0. On se pose le 
probleme: 
Yl, = 0, U(x) E t-1, $1, 
minimiser j, (Y(x) sin (&) + sinWJ(x))) A. 
Si X $ D2, , T,(X) = [- 1, 11, et f(x, y)(e) vaut 0 sur T,(x) et + c0 en 
dehors de T,(x). 




“+ ysini + sinrru, 
est un trois-quarts de cercle centre en (0, y sin l/y). On a 
T,(x) = [- 1, l] et J(x, y)(e) est convexe. 
Les hypotheses du theoreme d’existence sont done satisfaites. 
Le probleme pose admet une solution optimale. Bien entendu, comme 
on le voit sur cet exemple, la convexite de .EJx, y) est independante 
de la convexite Cventuelle de f(~, y, *), Ce n’est que dans le cas 
particulier du 5 VII qu’elles sont likes. 
IX. DEUXIBME FORME DU PROBL~ME RELAXE 
Considerons des 4-uples d’applications mesurables (@, 0, n, P): 
A2 = (Ml )...) Mh+J : .G’ -+ Rh+i, 
l7 = (U, )...) U,,,) : .Q 4 Kh+l, 
I? = (Nl )...) Nh+l) : F --f Rh+l, 




Le probkme relax& sous la deuxisme forme, en abrtgC (PR2), sera le 
problkme suivant, oh le contr6le est le 4-uple (I@, 0, N, 7): 
U,(x) E K,(x) p.p. sur Sz, i = l,..., h + 1, 
Vi(s) fz KF(s) p.p. surF, i=l ,***, JJ + 1, 
M(x) E Ah+l p.p. sur .Q, 
(P.R 2) m(s) E Ahfl p.p. sur F, 
% E V, 4K v) = <b v> + 1, :c MAX) Y&G U&N dx) dx 
a 
+ j, ‘fj N,(s) Y& vi(s)) ~(4 4 
z 
minimiser M&>f(x, Y(x), U,(x)) dx 
t 1, ;g Nib) & Y(s)> vi(s)) ds. 
Par abus de notation, nous noterons YG,~,;,-, 1’Ctat correspondant au 
contrale (AT, 0, iV, P). 
THBORBME 9.1. Si ($3, 0, N, P) est un contr6le admissible du 
probkme (PR2), alors: 
est un contrdle admissible du prob1Zme (PRl), et l’on a: 
Rkciproquement, si (Q, R) est un contrBle admissible du problt?me (PRl), 
il existe un contrBle admissible du problt?me (PR2): 
(a, 0, N J? 
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tel que 
hi-l h+l 
{; Mi~dui) = Q, 2 Ni~dVi> = 4 
yla,8,17,P = y = Y0.R 9 
J,(Y Q, R) = I#', a, 0, m, PI. 
Dtmonstration. Pour Ctablir le premier point, nous prenons 
(A%, 8, 8’, 77) un contrhle admissible du problkme (PR2), et nous 
posons: 
h+l h+l 
Q = C MiYduih R = C NinO'i). 
i=l i=l 
C’est un contr8le admissible du problkme (PRl). 11 est clair que 
Y0.R = y = YA2.B.Is.P 
et, en outre, d’aprb les lemmes 4.2 et 4.2 bis 
h+l 
h+l 
.F**(s, Y(s))(R(s)) < 1 N&l g(s, Y(s), Vi(s)>> Vs EF; 
i=l 
en intbgrant et en ajoutant membre h membre, 
J,(Y, Q, R) B .J,(Y> M, u, N, VI. 
Pour ttablir le second point, nous partons d’un contrhle admissible 
(Q, R) du problkme (Phil). Par application des lemmes 4.4 et 4.4 bis, 
il existe des fonctions A?? et 0 mesurables sur 1;2 telles que 
(9.1) vx E Q, A(x) E A,,, , 
(9.2) Vx E Cl, U,(x) E I&,(x), i = l,..., h + 1, 
h+l 
h+l 
(9.4) sf**(x, Y(x>>(Q(x>> = c W@>f(x, Y(x), u&N; 
i=l 
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et des fonctions mesurables n et P telles que 
(9.5) t’s EF, m(s) E Ahil , 
(9.6) Vs EF, Vi(s) E &(s), i = l,..., h + 1, 
h-!-l 
(9.7) R(s) = 1 Nib) Y&Y Vi/i(S)), 
id 
h+l 
(9.8) .f**(s, W))(R(s)) = c N,(s)&, Y(s), Vi/i(s)). 
i=l 
D’apres (9.1), (9.2), (9.5), (9.6), le 4-uple (&?, 0, N, P) est un controle 
admissible du probleme (PR2). D’aprb (9.3) et (9.7): 
Y~,ti,W,P = Y = Y,,, . 
En integrant (9.4) et (9.8) et en ajoutant, il vient 
J,(Y, Q, R) = .I@‘, fi, 0, N, 8). I 
D’oh immediatement le corollaire: 
COROLLAIRE. Les probkmes (PRI) et (PR2) ont mt?me valeur. 
L’application 
envoie l’ensemble des solutions optimales du probEme (PR2 SW l’ensemble 
des solutions optimales du prob&me (PRI). 
Le theoreme de relaxation prend alors la forme suivante: 
TH~OR~ME DE RELAXATION. Le problsme (PR2) a une solution 
optimale au moins. Le problgme originel et le problt?me (PR2) ont mt?me 
valeur : 
inf(P0) = min(PR 2) 
Si (U, , V, , Y,) est une suite minimisante du problime originel, il 
existe une suite extraite (U,, , V,, , Y,,) et une solution optimale 
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(1\;1, 0, N, ?, Y) du probEme (PR2) telles que 
h+l 
h+l 
(9.9) YF(Vd) -+ c NiYF( V,) pour 4&“(-0 LW!, 
i=l 
Y,, --f Y pour u(V, V'), 
I(Y,, , U,, , V,t) + J,(Y, I@, 0, fl, P) dam R. 
Rtciproquement, si (h?!, 0, fl, P, Y) est une solution optimale duprobBme 
(PR2), il existe une suite minimisante (U, , V, , Y,) du probkme originel 
telle que 
h-!-l 
%-id un) -+ 1 M&%(ui) Pour +‘h%% Lhl(Q)), 
i-1 
h+l 
(9.10) Ye + c N,Yp(vi) Pour u(Lh”(F), Lh’(F))t 
i-1 
Y, + Y pour u(V, V’), 
I( Y, , U,, , V,) + j2( Y, fl, 0, fl, P) duns R. 
La deuxikme forme du probleme relax& fait apparaitre des ‘Sgimes 
glissants” analogues g ceux que Gamkrelidze [6] a introduits pour des 
systkmes rCgis par des Cquations differentielles ordinaires (un bon 
exposC dans Cesari [4b]). 
EXEMPLE 9.2. Reprenons l’exemple 8.1. Le probl&me (PR2) 
s’kcrit: 
YIP = 0, 
(PIz2) Ui(x)E[-l,O]U(l),VxEQ,i== 1,2, 
(MAX), M,(4) E 4 , Vx E Q 
inf 
s A.0 sa 
lY2(x) - Mk4 WX>~ - M2(4 u&>“l A. 
On sait que le probEme (PRI) a une solution optimale unique E7 = 0 
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Y = 0. En appliquant le theoreme 9.1 et son corollaire, on obtient 
que le probleme (PR2) a une solution optimale unique: 
li&(x) = 4, vx E J-2, - S(x) = 8, VX’xE, 
!q(x) = -l,VXEESZ, Q(x) = 1, VxxEa, 
Y = 0. 
X. TROISIBME FORME DU PROBL~ME RELAXE 
Notons &‘+l(K,) l’espace des mesures de Radon positives de masse 1 
sur Kn, muni de la topologie vague. De meme &?‘+l(KF). Alors, 
~+VL) et d+l(KF) sont des compacts metrisables. On designera 
Par SUPPbL) 1 e support d’une mesure I*: Considerons les couples 
d’applications mesurables (p, v): 
P : Q - -M+l(W, x++kz!> 
v : F -+ cA!+‘(KJ, Sk+Yg. 
On pose 
Le probleme relax6 sous la troisieme forme, en abrCgC (PR3) sera le 
probleme suivant, ou le controle est (II, v): 
SUPPW C W4 P-P- sur Q, 
Supp(v,) C &(s) p.p. sur F. 
G’s P> = 64 v> + J, j-,d4 m(x, 4 AW dx 
V’R 3) + 
Nous noterons abusivement Y,,. I’Ctat associe au controle CL, V. 
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THBOR~ME 10.1. Si (II, v) est un contrdle admissible du probkme 
(PR3), alors 
est un contrdle admissible du problt?me (PRl), et l’on a: 
Y0.R = y = Y&V > 
MY, 12, R) G JK P> 4 
Rtciproquement, si (Q, R) est un contrdle admissible du probkme (PRl), 
il existe un contrdle admissible (II, v) du probBme (PR3) tel que 
vs, j,, Y&, 4 v&q = R(s), 
y,,> = y = Y0.R , 
MY, II> 4= MY, Q, R). 
DCmonstration. Pour Ctablir le premier point, nous prenons 
(CL, v) un controle admissible du probleme (PR3), et nous posons: 
On a: 
(10.1) Vx E L’, Q(x) E fi,(x), 
(10.2) Vs EF, R(s) E pF(s). 
Montrons que Q et R sont mesurables. Par application du theorbme 
de Scorza-Dragoni (Castaing [3e, Theoreme 3.11) pour tout E > 0 il 
existe un compact K C D tel que 
mes(SZ\K) < i 
yQ(...)lKXxQ est continue. 
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Une fonction continue sur un compact est uniformement continue. 
Done l’application 
x * m(%*h 
est continue. Comme p est mesurable, il existe un compact H C K 
tel que 
mes(K\H) < i, 
p IH est continue. 
Done l’application 
est continue sur H, avec 
mes(L?\H) < E. 
Comme E est arbitraire, l’application Q est mesurable sur 0. De m&me, 
l’application R est mesurable sur F. 
Joint a (10.1) et (10.2), ceci prouve que Q et R sont des controles 
admissibles du probleme (PRl). 11 est clair que: 
Y Q.R = y = yu.~ 
et en outre, d’aprb les lemmes 4.1 et 4.1 bis, pour tout x E fi et tout 
s EF: 
En integrant et en ajoutant membre a membre: 
Pour ttablir le second point, on se sert du theoreme 9.1. Donnons-nous 
un controle admissible (Q, R) du probleme (PRl). D’aprb le theoreme 
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(9.1), il existe un contrble admissible (A?, 77, m, P) du probkme 
(PR2) tel que 
h+l 
vx E Q;2, c M,(x) %2(X, U,(x)) = Q(x), 
i=l 
h+l 
Y h?,ti.R,p = y = YQ,R 
ll(Y, Q, R) = 1, :fJ Mdx)f(x, Y(X), ui(x>) dx 
z 




"s = c Nib) SVJS)> 
i=l 
en dksignant par 6, et 6, les mesures de Dirac en u et U. 11 est clair 
que p et v rkpondent h la question. 
Pour p et v don&s, nous noms JKG yap(du) et JK, yp(dw) les 
applications de Sz et F dans [-1, llh: 
s p(dv) : s H 
KF s 
KF YF(S, 4 v,W. 
On a alors le corollaire: 
COROLLAIRE. Les problsmes (PRl) et (PR3) ont m&me valeur. 
L’application: 
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envoie l’ensemble des solutions optimales du problhme (PR3) SW l’ensemble 
des solutions optimales du probBme (PRI). 
Le thCor2me de relaxation prend la forme suivante: 
THBOR~ME DE RELAXATION. Le problt?me (PR3) a une solution 
optimale. Le probkme originel et le probl2me (PR3) ont m&me valeur: 
inf(P0) = min(PR 3) 
Si (U, , V, , Y,) est une suite minimisante du problime originel, il existe 
une suite extraite (U,, , V,fl , Y,!) et une solution optimale (CL, v, Y) 
du probEme (PR3) telles que 
Y,- + Y pour o(V, V’), 
qyn, > Ud , V,,) -+ JJY, p, v) duns R. 
Rtciproquement, si (p, v, Y) est une solution optimale du probl2me (PR3), 
il existe une suite minimisante (U, , V, , Y,) du probkme originel telle 
que 
La troisi&me forme du problkme relax6 a une interprktation 
probabiliste trks intCressante: en chaque point x ou s, au lieu de 
choisir un contrble ddterministe U(x) ou V(s), on choisit une 
probabilitk de &partition pz ou vS sur l’ensemble K,(x) ou K,(s) 
des contrBles permis au point x ou s. C’est un point de vue dkja 
CtudiC dans le cas des systkmes gouvernks par des Cquations diffdren- 
tielles ordinaires, avec critkre final: qu’il nous suffise de titer Ghouila- 
Houri [7]. 
Auparavant, L. Young avait introduit dans le calcul des variations 
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le concept tres voisin de “surface gCnCralisCe” obtenant ainsi des 
resultats t&s interessants que nous allons transcrire [21a, b, c]. 
XI. UN RBSULTAT DE L. YOUNG 
Le probleme suivant a CtC CtudiC par Young [21a, b]. C’est un 
probleme de Calcul des variations en dimension n, qui ne se ramtne 
pas a un probleme de controle, et n’est done pas justifiable des 
methodes employees jusqu’ici. Soit Sz un ouvert borne de Rn de 
frontiere F. Soit V l’ensemble des fonctions lipschitziennes de rapport 
k, sur G, uniformement born&es par k, . Toute fonction Y de 97 est 
derivable au sens des distributions, et l’on a, 
n au(x)2 
(C 8Xi 1 
112 < k 
--. 1' 
i=l 
Soit Y,, fix6 dans 55’. On se pose le probleme: 
YE%?, 
(1) y IF = ycl IF > 
minimiser 
I 
.f(x, Y(x), grad Y(X)) dx. 
Notons B la boule de R” de centre 0 et de rayon K, . Notons A!+,(B) 
l’espace des probabilites de Radon sur B muni de la topologie vague. 
Considerons les applications mesurables p de Sz dans A’+l. On se pose 
le probleme: 
(11.1) YE%, Yl,= Yelp, 
(11.2) VX,.E Q, JB z+~ = grad Y, 
(11.3) minimiser ss f(x, Y(x), 4 cL,(W dx. ~2 B 
Un couple (p, Y) satisfaisant a (11.1) et (11.2) est dit surface generalisee, 
et on cherche a minimiser le critere (11.3) sur l’ensemble des surfaces 
gCnCralisCes. 
L. Young demontre le theoreme suivant: 
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THBORBME 11.1. Le probkme (II) a une solution optimale au moins 
et les probl&mes (I) et (II) ont m&me valeur. Si (ii, F) est solution optimale 
du probkme (II), 7 est limite uniforme d’une suite minimisante Y, du 
prob&me (I), et si Y, est une suite minimisante du probkme (I), il existe 
une solution optimale (,E, P) du probBme (I) et une suite extraite Yk 
convergeant uniforme’ment vers H. 
En procedant comme aux paragraphes 9 et 10, on peut donner du 
probkme (II) deux formes equivalentes: 
(III) 
YE% Yl,= Y&l 
minimiser 
s 
R f **(x, Y(x))(grad Y(x)) dx; 
vx E Q, A%(x) E An+1 , 




Vx E .R, grad Y(X) = c Mi(x) Ui(x), 
i=l n+1 
minimiser .cc Mi(x)f(x, Y(x), u,(x)) dx. R $4 
L’on peut reenoncer le theoreme II.1 dans chacun des cas (III) et 
(IV). On voit que l’on a un pendant en calcul des variations multi- 
dimensionnel de la theorie que l’on vient de developper pour le 
controle de systemes gouvernes par des equations aux dtrivtes 
partielles de type elliptique. Le probleme (II) correspond au probleme 
(PR3), le p ro bl &me (III) au probleme (PRl) et le probleme (IV) au 
probleme (PR2). 
Je dois a monsieur Pallu De La Barr&e ma formation de chercheur; en theorie 
du controle optimal comme dans bien d’autres domaines, c’est lui qui m’a inculque 
les connaissances et les habitudes qui font un mathtmaticien. Monsieur Lions a suivi 
ce travail depuis ses premieres ebauches, bien informes; il m’a pousse a continuer, 
puis m’a soutenu au jour le jour, ne menageant ni ses encouragements ni son indul- 
gence. Tous deux m’ont offert l’hospitalite de leurs laboratoires, oh l’amitie et la 
competence de leurs Cltves, en particulier de messieurs Valadier et Bensoussan, ont 
CtC mises zi contribution. Je les prie de trouver ici l’expression de ma trts profonde 
gratitude, et je m’honore de leur amitie. 
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