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Abstract
As an important type of reinforcement learning algorithms, actor-critic (AC) and natural actor-critic
(NAC) algorithms are often executed in two ways for finding optimal policies. In the first nested-loop
design, actor’s one update of policy is followed by an entire loop of critic’s updates of the value function,
and the finite-sample analysis of such AC and NAC algorithms have been recently well established. The
second two time-scale design, in which actor and critic update simultaneously but with different learning
rates, has much fewer tuning parameters than the nested-loop design and is hence substantially easier
to implement. Although two time-scale AC and NAC have been shown to converge in the literature,
the finite-sample convergence rate has not been established. In this paper, we provide the first such
non-asymptotic convergence rate for two time-scale AC and NAC under Markovian sampling and with
actor having general policy class approximation. We show that two time-scale AC requires the overall
sample complexity at the order of O(ǫ−2.5 log3(ǫ−1)) to attain an ǫ-accurate stationary point, and two
time-scale NAC requires the overall sample complexity at the order of O(ǫ−4 log2(ǫ−1)) to attain an
ǫ-accurate global optimal point. We develop novel techniques for bounding the bias error of the actor
due to dynamically changing Markovian sampling and for analyzing the convergence rate of the linear
critic with dynamically changing base functions and transition kernel.
1 Introduction
Policy gradient (PG) (Sutton et al., 2000; Williams, 1992) is one of the most popular algorithms used in
reinforcement learning (RL) (Sutton and Barto, 2018) for searching a policy that maximizes the expected
total reward over a period of time. The idea is to parameterize the policy and then apply the gradient-
based method to iteratively update the parameter in order to obtain a desirable solution. The performance
of PG algorithms highly depends on how we estimate the value function in the policy gradient based on
collected samples in practice. Since PG directly utilizes Monte Carlo rollout to estimate the value function,
it typically have large variance and are not stable in general. Actor-critic (AC) algorithms were proposed
in (Konda and Borkar, 1999; Konda and Tsitsiklis, 2000), in which the estimation of the value function is
improved by separately running critic’s update in an alternating manner jointly with actor’s update of the
policy, and hence the stability and the overall performance are substantially improved. The natural actor-
critic (NAC) algorithm was further proposed in (Bhatnagar et al., 2009) using the natural policy gradient
(NPG) (Kakade, 2002; Amari, 1998) so that the policy update is invariant to the parameterization of the
policy.
1The results of this paper were initially submitted for publication in February 2020.
2The work was supported partially by the U.S. National Science Foundation under the grants CCF-1801855, CCF-1761506 and
CCF-1900145.
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AC algorithms are typically implemented in two ways: nested loop and two time-scale. First, in the nested-
loop AC and NAC algorithms, actor’s one update in the outer loop is followed by critic’s numerous updates
in the inner loop to obtain an accurate value function. The convergence rate (or sample complexity) of nested-
loop AC and NAC has been extensively studied recently (Wang et al., 2019; Yang et al., 2019; Kumar et al.,
2019; Qiu et al., 2019; Xu et al., 2020b) (see Section 1.2 for more details). Second, in two time-scale AC and
NAC algorithms (Konda and Tsitsiklis, 2000; Bhatnagar et al., 2009), actor and critic update simultaneously
but with the stepsize diminishing at different rates. Typically, actor updates at a slower time-scale, and
critic updates at a faster time-scale. The asymptotic convergence of two time-scale AC and NAC has been
well established under both i.i.d. sampling (Bhatnagar et al., 2009) and Markovian sampling (Konda, 2002).
However, the finite-time analysis, i.e., the sample complexity, of two time-scale AC and NAC has not been
characterized yet.
Thus, our goal here is to provide the first sample complexity (i.e., non-asymptotic convergence) analysis for
two time-scale AC and NAC under the dynamic Markovian sampling. Such a study is important, because
two time-scale AC and NAC algorithms have much fewer tuning parameters than the nested-loop design
(which needs to additionally tune the running length for each inner loop) and is hence substantially easier to
implement.
1.1 Our Contributions
In this paper, we provide the first non-asymptotic convergence and sample complexity analysis for two time-
scale AC and NAC under Markovian sampling and with actor having general policy class approximation,
in which both actor and critic’s iterations take diminishing stepsizes but at different rates. We show that
two time-scale AC requires the overall sample complexity at the order of O(ǫ−2.5 log3(ǫ−1)) to attain an
ǫ-accurate stationary point, and two time-scale NAC requires the overall sample complexity at the order of
O(ǫ−4 log2(ǫ−1)) to attain an ǫ-accurate globally optimal point.
Two time-scale AC and NAC generally falls into the type of two time-scale nonlinear SA algorithms, due
to the nonlinear parameterization of the policy. Thus, this paper develops the first finite-sample analysis for
such two time-scale nonlinear SA, which is very different from the existing finite-sample analysis of two
time-scale linear SA (see more discussions in Section 1.2). More specifically, we have the following new
technical developments.
(a) The iteration of critic corresponds to a linear SA with dynamically changing base functions and a
transition kernel due to its simultaneous update with actor, which is significantly different from the
typical policy evaluation algorithms (or more generally stochastic approximation (SA) algorithms)
that are associated with fixed base functions and a transition kernel. Thus, we develop several new
techniques to analyze how critic tracks the dynamically changing fixed point for bounding the bias
error and a fixed-point drift error, which add new contributions to the literature of linear SA.
(b) The iteration of actor corresponds to a nonlinear SA update due to the nonlinear parameterization
of the policy, and hence requires to bound the bias error due to dynamically changing Markovian
sampling for nonlinear SA, which has not been studied before. We develop new techniques to provide
such a bias error bound and show that the bias error converges to zero under a diminishing stepsize,
which is new in the literature.
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1.2 Related Work
Due to the extensive studies on the general topic of policy gradient, we include here only theoretical studies
of AC and NAC as well as the finite-sample analysis of two time-scale RL algorithms, which are highly
relevant to our work.
Two time-scale AC and NAC. The first AC algorithm was proposed by (Konda and Tsitsiklis, 2000) and
was later extended to NAC in (Peters and Schaal, 2008) using the natural policy gradient (NPG) (Kakade,
2002). The asymptotic convergence of two time-scale (or multi-time-scale) AC and NAC algorithms un-
der both i.i.d. sampling and Markovian sampling have been established in (Kakade, 2002; Konda, 2002;
Bhatnagar, 2010; Bhatnagar et al., 2009, 2008), but the non-asymptotic convergence and sample complexity
were not established for two time-scale AC and NAC, which is the focus of this paper.
Nested-loop AC and NAC. The convergence rate (or sample complexity) of nested-loop AC and NAC has
been studied recently. More specifically, (Yang et al., 2019) studied the sample complexity of AC with linear
function approximation in the LQR problem. (Wang et al., 2019) studied AC and NAC in the regularized
MDP setting, in which both actor and critic utilize overparameterized neural networks as approximation
functions. (Agarwal et al., 2019) studied nested-loop natural policy gradient (NPG) for general policy class
(which can be equivalently viewed as NAC, although is not explicitly formulated that way). (Kumar et al.,
2019) studied AC with general policy class and linear function approximation for critic, but with the re-
quirement that the true value function is in the linear function class of critic. (Qiu et al., 2019) studied a
similar problem as in (Kumar et al., 2019) with weaker assumptions. More recently, (Xu et al., 2020b) stud-
ied AC and NAC under Markovian sampling and with actor having general policy class, and showed that
the mini-batch sampling improves the sample complexity of previous studies orderwisely.
Policy gradient. PG and NPG algorithms (Williams, 1992; Baxter and Bartlett, 2001; Sutton et al., 2000;
Kakade, 2002) have been extensively studied in the past for various scenarios. More specifically, (Fazel et al.,
2018; Malik et al., 2018; Tu and Recht, 2018) established the global convergence of PG/NPG in LQR prob-
lem, and (Bhandari and Russo, 2019) studied the the global property of landscape in tabular cases. Fur-
thermore, (Shen et al., 2019; Papini et al., 2018, 2017; Xu et al., 2019a, 2020a) studied variance reduced
PG with general nonconcave/nonconvex function approximation for finite-horizon scenarios, and showed
that variance reduction can effectively reduce the sample complexity both theoretically and experimentally.
(Karimi et al., 2019; Zhang et al., 2019; Xiong et al., 2020) studied the convergence of PG for the infinite-
horizon scenario and under Markovian sampling. Moreover, (Shani et al., 2019; Liu et al., 2019) studied
TRPO/PPO for the tabular case and with the neural network function approximation, respectively. This
paper focuses on a different variant of PG, i.e., AC and NAC algorithms, in which the estimation of the
value function by critic is separate from the PG update by actor to reduce the variance. The analysis of these
algorithms thus involves very different techniques.
Two time-scale SA. The finite-sample analysis of critic in two time-scale AC and NAC in this paper is
related to but different from the existing studies in two time-scale SA, which we briefly summarize as
follows. The asymptotic convergence of two time-scale linear SA with martingale noise has been estab-
lished in (Borkar, 2009), and the non-asymptotic analysis has been provided in (Dalal et al., 2018b, 2019).
Under Markovian setting, the asymptotic convergence of two time-scale linear SA has been studied in
(Karmakar and Bhatnagar, 2017; Tadic, 2004; Yaji and Bhatnagar, 2016), and the non-asymptotic analy-
sis of two time-scale linear SA was established recently in (Xu et al., 2019b; Kaledin et al., 2020) under
diminishing stepsize and in (Gupta et al., 2019) under constant stepsize.
For two time-scale nonlinear SA, most of the convergence results are developed under global (local) asymp-
totic stability assumptions or local linearization assumptions. The asymptotic convergence of two time-
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scale nonlinear SA with martingale noise has been established in (Borkar, 1997, 2009; Tadic, 2004), and
the non-asymptotic convergence of two time-scale nonlinear SA with martingale noise has been studied in
(Borkar and Pattathil, 2018; Mokkadem and Pelletier, 2006). Under the Markovian setting, the asymptotic
convergence of two time-scale nonlinear SAwas studied in (Karmakar and Bhatnagar, 2016; Yaji and Bhatnagar,
2016; Karmakar and Bhatnagar, 2017). In this paper, AC and NAC can be modeled as a two time-scale non-
linear SA, in which the fast time-scale iteration corresponds to a linear SA with dynamically changing base
functions and transition kernel, and the slow time-scale iteration corresponds to a general nonlinear SA.
Without the stability and linearization assumptions, the asymptotic convergence of this special two time-
scale nonlinear SA with Markovian noise was studied in (Konda, 2002), but the non-asymptotic convergence
rate has not been studied before, which is the focus of this paper.
2 Preliminaries
In this section, we introduce the AC and NAC algorithms under the general framework of Markov decision
process (MDP) and discuss the technical assumptions in our analysis.
2.1 Problem Formulation
We consider a dynamics system modeled by a Markov decision process (MDP). Here, at each time t, the
state of the system is represented by st that belongs to a state space S , and an agent can take an action at
chosen from an action space A. Then the system transits into the next state st+1 ∈ S with the probability
governed by a transition kernel P(st+1|st, at), and receives a reward r(st, at, st+1). The agent’s strategy of
taking actions is captured by a policy π, which corresponds to a conditional probability distribution π(·|s),
indicating the probability that the agent takes an action a ∈ A given the present state s.
Given an initial state s0, the performance of a policy π is measured by the state value function defined as
Vπ(s) = E[
∑∞
t=0 γ
tr(st, at, st+1)|s0 = s, π], which is the accumulated reward over the entire time horizon,
and where γ ∈ (0, 1) denotes the discount factor, and at ∼ π(·|st) for all t ≥ 0. If given the initial state
s0 = s, an action a0 = a is taken under the policy π, we further define the state-action value function as
Qπ(s, a) = E[
∑∞
t=0 γ
tr(st, at, st+1)|s0 = s, a0 = a, π].
In this paper, we study the problem of finding an optimal policy π∗ that maximizes the expected total reward
function given by
max
π
J(π) := (1− γ)E
[
∞∑
t=0
γtr(st, at, st+1)
]
= Eζ [Vπ(s)], (1)
where ζ denotes the distribution of the initial state s0 ∈ S .
2.2 Two Time-scale AC and NAC Algorithms
In order to solve eq. (1), we first parameterize the policy π by w ∈ W ⊂ Rd, which in general corresponds
to a nonlinear function class. In this way, the problem in eq. (1) can be efficiently solved by searching over
the parameter spaceW . We further parameterize the value function for a given policy π via the advantage
function Aπ(s, a) := Qπ(s, a)−Vπ(s) by a linear function class with base function φ(s, a), i.e., Aθ(s, a) =
φ(s, a)⊤θ. Such linear function parameterization does not lose the generality/optimality for finding the
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optimal policy as long as the compatibility condition is satisfied (Sutton et al., 2000; Konda and Borkar,
1999; Konda and Tsitsiklis, 2000). The algorithms we consider below guarantee this by allowing the feature
vector function φ(s, a) to vary in each actor’s iteration.
We next describe the two time-scale AC and NAC algorithms for solving eq. (1), which takes the form
maxw∈W J(πw) := J(w) due to the parameterization of the policy. Both algorithms have actor and critic
simultaneously update their corresponding variables with different stepsizes, i.e., actor updates at a slow time
scale to optimize the policy πw, and critic updates at a fast time scale to estimate the advantage function
Aθ(s, a).
For the two time-scale AC algorithm (see Algorithm 1), at step t, actor updates the parameter wt of policy
πwt via the first-order stochastic policy gradient step as
wt+1 = wt + αt∇˜J(wt, θt).
where αt > 0 is the stepsize, and ∇˜J(wt, θt) = Aθt(st, at)φwt(st, at). Here, ∇˜J(wt, θt) serves as
a stochastic approximation of the true gradient ∇J(w) = Eνpiw
[
Aπw(s, a)φw(s, a)
]
at time t, where
νπw(s, a) = (1− γ)
∑∞
t=0 γ
t
P(st = s)πw(s|a) is the state-action visitation measure.
Critic’s update of the parameter θ is to find the solution of the following problem
min
θ∈Rd
Lw(θ) := Eνpiw [Aπw(s, a)− φ(s, a)⊤θ]2 +
1
2
λ‖θ‖22. (2)
where the regularization term λ‖θ‖22 is added here to guarantee the objective function to be strongly convex
such that the corresponding linear SA has a unique fixed point. Note that λ can be arbitrarily small positive
constant. Such a stability condition is typically required for the analysis of linear SA and AC algorithms
in the literature (Dalal et al., 2018a; Bhandari et al., 2018; Konda and Borkar, 1999; Bhatnagar et al., 2009;
Konda and Tsitsiklis, 2000).
Hence, the update of θt is given by
θt+1 = ΠRθ (θt + βtgt(θt)) (3)
where βt > 0 is the stepsize, and gt(θt) = (−φwt(st, at)⊤θt + Q̂(st, at))φwt(st, at) − λθt serves as the
stochastic estimation of the true gradient of −Lw(θ) in eq. (2). In particular, Q̂(st, at)) is an unbiased
estimator of the true state-action value function Qπ(s, a), and is obtained by Q-Sampling(s, a, π) (see Algo-
rithm 2) proposed by (Zhang et al., 2019).
The two time-scale natural actor-critic (NAC) (see Algorithm 1) is based on the natural policy gradient
algorithm developed in (Bhatnagar et al., 2009; Agarwal et al., 2019), which utilizes natural gradient ascent
(Amari, 1998; Kakade, 2002) and guarantees that the policy update is invariant to the parameterization of
the policy. At each step t, critic’s update is the same as that in AC, but actor’s update should take the form
wt+1 = wt + αtF (wt)
†∇J(wt), as given in (Kakade, 2002), where F (wt) is the Fisher information matrix
defined as F (wt) := Eνpiwt
[
φwt(s, a)φwt(s, a)
⊤
]
, and F (wt)
† represents the pseudoinverse of F (wt). Since
the visitation distribution νπwt is usually unknown, the above update cannot be implemented in practice. As
a solution, since critic approximately solves eq. (2) due to the two time-scale nature of the algorithm, the
minimum-norm solution of which satisfies θ∗wt = F (wt)
†∇J(wt) ≈ (F (wt) + λI)−1∇J(wt) ≈ θt, the
actor’s update can be implemented as follows as given in (Agarwal et al., 2019)
wt+1 = wt + αtθt.
We next provide a few further comments on the two time-scale AC and NAC algorithms in Algorithm 1.
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Algorithm 1 Two Time-scale AC and NAC
Input: Parameterized policy πw, actor stepsize αt, critic stepsize βt, regularization constant λ
Initialize: actor parameter w0, critic parameter θ0
for t = 0, · · · , T − 1 do
st ∼ P˜(·|st−1, at−1)
Sample at and a
′
t independently from πwt(·|st)
Q̂(st, at) = Q-Sampling(st, at, πwt)
gt(θt) = (−φwt(st, at)⊤θt + Q̂(st, at))φwt(st, at) −Q̂(st, at)φwt(st, a′t)− λθt
Critic Update: θt+1 = ΠRθ(θt + βtgt(θt))
Option I: Actor update in AC
wt+1 = wt + αt[φwt(st, at)
⊤θt]φwt(st, at)
Option II: Actor update in NAC
wt+1 = wt + αtθt
end for
Output: wTˆ with Tˆ chosen from distribution PT
Algorithm 2 Q-Sampling(s, a, π)
Initialize: Q̂π(s, a) = 0, s0 = s and a0 = a
T ∼ Geom(1− γ1/2)
for t = 0, · · · , T − 1 do
st+1 ∼ P(·|st, at)
Q̂π(s, a)← Q̂π(s, a) + γt/2r(st, at, st+1)
at+1 ∼ π(·|st+1)
end for
Output: Q̂π(s, a)
• We set the actor and critic’s update stepsizes as αt = Θ(1/(t + 1)σ) and βt = Θ(1/(t + 1)ν), with
0 < ν < σ ≤ 1. Since αt/βt → 0 as t→∞, wt is almost static with respect to θt asymptotically. If
we treat wt as a fixed vector, then the critic is expected to track the fix point θ
∗
wt of the corresponding
ODE. Thus, if t is sufficiently large, we expect θt to be close to θ
∗
wt .
• Algorithm 1 applies the transition kernel P˜(·|s, a) = γP(·|s, a) + (1− γ)ζ(·), the stationary distribu-
tion of which has been shown in (Konda, 2002) to be νπ(s, a) if the Markov chain is ergodic.
• Critic’s update includes the projection operator ΠRθ onto a norm ball with the radius satisfying
maxw∈Rd{θ∗w} ≤ Rθ = O((1 − γ)−1λ−1). Here we use the projection in critic’s update to pre-
vent actor from taking a large step in a “wrong" direction, which has been commonly adopted in
(Konda and Tsitsiklis, 2000; Konda, 2002; Wang et al., 2019).
• Algorithm 1 does not require the accessibility of the visitation distribution, as all state-action pairs are
sampled sequentially by policy πwt that changes dynamically as wt is updated.
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2.3 Technical Assumptions
Our convergence analysis in this paper takes a few standard assumptions.
Assumption 1. For any w,w′ ∈ Rd and any state-action pair (s, a) ∈ S ×A, there exist positive constants
Lφ, Cφ, and Cπ such that the following hold:
1. ‖φw(s, a)− φw′(s, a)‖2 ≤ Lφ ‖w − w′‖2,
2. ‖φw(s, a)‖2 ≤ Cφ,
3. ‖πw(·|s)− πw′(·|s)‖TV ≤ Cπ ‖w −w′‖2, where ‖·‖TV denotes the total-variation norm.
The first two items require the score function φw to be smooth and bounded, which hold for many policy
classes such as Boltzman policy (Konda and Borkar, 1999) and Gaussian policy (Doya, 2000). Such as-
sumptions have also been often taken by the finite-time analysis of RL algorithms in (Kumar et al., 2019;
Zhang et al., 2019; Agarwal et al., 2019; Konda, 2002; Zou et al., 2019). The third item requires that the
policy is Lipschitz with respect to the parameter w, which holds for any smooth policy with bounded action
space or Gaussian policy. This has also been further justified in (Xu et al., 2020b, Lemma 1).
The following assumption on the ergodicity of the Markov chain has been commonly adopted to establish the
finite-sample analysis for RL algorithms (Bhandari et al., 2018; Xu et al., 2020c; Zou et al., 2019), which
holds for any time-homogeneous Markov chain with finite state space or any uniformly ergodic Markov
chain with general state space.
Assumption 2 (Ergodicity). For any w ∈ Rd, consider the MDP with policy πw and transition kernel
P(·|s, a) or P˜(·|s, a) = γP(·|s, a) + (1 − γ)η(·), where η(·) can either be ξ(·) or P(·|sˆ, aˆ) for any given
(sˆ, aˆ) ∈ S ×A. There exist constants κ > 0 and ρ ∈ (0, 1) such that
sup
s∈S
‖P(st ∈ ·|s0 = s)− χπw‖TV ≤ κρt, ∀t ≥ 0,
where χπw is the stationary distribution of the corresponding MDP with transition kernel P(·|s, a) or
P˜(·|s, a) under policy πw.
3 Main Results
In this section, we first analyze the convergence of critic’s update as a linear SA with dynamically changing
base function and transition kernel. Based on such an analysis, we further provide the convergence rate for
the two time-scale AC and NAC algorithms.
3.1 Convergence Analysis of Tracking Error of Critic
A major challenge to analyze the sample complexity of two time-scale AC/NAC lies in characterizing the
convergence rate of the fast time-scale (critic’s) update. The following theorem provides the convergence
rate of the tracking error of critic, which is defined as E[
∥∥θt − θλ∗wt∥∥22], where θλ∗wt = (F (wt)+λI)−1∇J(wt).
Theorem 1. Suppose Assumptions 1 and 2 hold. Consider two time-scale AC and NAC in Algorithm 1. We
have
E
[∥∥∥θt − θλ∗wt∥∥∥22
]
=
 O
( log2 t
(1−γ)2tν
)
, σ ≥ 1.5ν,
O( 1
(1−γ)2t2(σ−ν)
)
, ν < σ < 1.5ν.
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Theorem 1 characterizes how the convergence rate of critic’s tracking error depends on the stepsize. This
result shares the same nature as that of two time-scale linear SA given in (Xu et al., 2019b), in which the
optimal convergence rate of the tracking error is also obtained when σ = 1.5ν, with an extra factor O(log t)
caused by the dynamically changing policy. However, the analysis of Theorem 1 is more challenging than
that in (Xu et al., 2019b) and requires the development of new techniques as we discuss in the proof sketch
of Theorem 1 below. We relegate the detailed proof to Appendix B.
Proof Sketch of Theorem 1. The proof of Theorem 1 consists of three steps as we briefly describe as follows.
Step 1. Decomposing tracking error. We decompose the tracking error E[
∥∥θt − θλ∗t ∥∥22] into an exponentially
decaying term, a variance term, a bias error term, a fixed-point shift error term, and a slow drift error term.
Step 2. Bounding three error terms. We bound the three error terms identified in Step 1.
(a) The bias error is caused by the correlation between samples due to the time-varying Markovian sam-
pling. We develop a novel technique to characterize the relationship between the bias error and the
dynamically changing policy and base functions. The bias error of dynamic linear SA has also been
studied in (Zou et al., 2019), but with fixed base function and a strong contraction-like assumption
to force the algorithm to converge to a static fixed point. Thus, the proof in (Zou et al., 2019) is not
applicable here.
(b) The fixed-point shift error, i.e., the difference between θλ∗wt and θ
λ∗
wt+1 , is caused by the dynamically
changing base functions φwt(s, a) and the dynamically changing transition kernel aswt updates. Such
a type of error does not appear in the previously studied two time-scale RL algorithms such as in
(Xu et al., 2019b) (in which both quantities are fixed). Thus, we develop new techniques to bound such
an error, by analyzing the difference between visitation distributions and state-action value functions.
(c) The slow-drift error term due to the two time-scale nature of the algorithm can be bounded by adapting
the techniques in (Xu et al., 2019b). It terms out that such an error term dominates the convergence
rate of the tracking error at the order of O(1/tσ−ν).
Step 3. Recursively refining tracking error bound. We further show that the slow-drift error term diminishes
as the tracking error diminishes. By recursively substituting the preliminary bound of E[
∥∥θt − θλ∗t ∥∥22] into
the slow-drift term, we obtain the refined decay rate of the tracking error.
3.2 Convergence Analysis of Two Time-scale AC
In order to analyze the two time-scale AC algorithm, the following Lipschitz gradient condition for J(w)
is important, which captures the tightest dependence of Lipschitz constant on O((1 − γ)−1) among other
studies, e.g., (Zhang et al., 2019).
Lemma 1 (Proposition 1 in (Xu et al., 2020b)). Suppose Assumptions 1 and 2 hold. For any w,w′ ∈ Rd,
we have ∥∥∇wJ(w)−∇wJ(w′)∥∥2 ≤ LJ ∥∥w − w′∥∥2 , for all w,w′ ∈ Rd,
where LJ =
rmax
1−γ (4CνCφ + Lφ) and Cν =
1
2Cπ
(
1 + ⌈logρ κ−1⌉+ 11−ρ
)
.
We note that Lemma 1 has been taken as the Lipschitz assumption in the previous studies of policy gradient
and AC (Kumar et al., 2019; Qiu et al., 2019; Wang et al., 2019). In our analysis, we adopt Lemma 1 so
that our results on the convergence rate explicitly reflect the dependence of O((1− γ)−1) via the Lipschitz
constant.
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Since the objective function J(w) in eq. (1) is nonconcave in general, the convergence analysis of AC is with
respect to the standard metric of E ‖∇wJ(w)‖22. The following theorem provides the complexity guarantee
of two time-scale AC.
Theorem 2. Consider two time-scale AC in Algorithm 1. Suppose Assumptions 1 and 2 hold. Let ν = 23σ.
Then the convergence rate of E
∥∥∇wJ(wT˜ )∥∥22 is given by
E
∥∥∇wJ(wT˜ )∥∥22 = C3φCrrmax1− γ λ+

O( log2 T
(1−γ)2T 1−σ
)
, 35 < σ ≤ 1,
O( log3 T
(1−γ)2T
2
5
)
, σ = 35 ,
O( log2 T
(1−γ)2T
2
3σ
)
, 0 < σ < 35 .
where Cr (with its specific form given in Lemma 16) is a positive constant depending on the policy πw.
Moreover, let σ = 35 and ν =
2
5 . Then the expected overall sample complexity of Algorithm 1 to obtain
E
∥∥∇wJ(wT˜ )∥∥22 ≤ ǫ+O(λ) is given by
T (NQ + 1) = O
(
1
(1− γ)5ǫ2.5 log
3
(
1
ǫ
))
.
Theorem 2 provides the sample complexity for two time-scale AC (with single sample for each update),
and it outperforms the best known sample complexity (Qiu et al., 2019) for single-sample nested-loop AC
by a factor of O( 1
ǫ0.5
), indicating that two time-scale implementation of AC can be more efficient than
nested-loop under single-sample update for each iteration.
Note that here actor’s update also suffers from the bias error, because (st, at) is strongly correlated with
samples used in previous steps. To prove the convergence, we show that the bias error at t-th step can be
upper bounded byO( log2(t)tσ ), and the accumulated bias error converges to zero at a rate of O( log
2(T )
T
2
5
) under
the optimal stepsize. Note that a similar bias error caused by dynamic Markovian sampling in nonconcave
optimization has also been studied in (Karimi et al., 2019), which shows that the accumulated bias error can
be upper bounded by a constant that diminishes as γ increases. Whereas in Theorem 2, we show that such
an accumulated bias converges to zero no matter how large γ is, which is tighter than the bound given in
(Karimi et al., 2019).
We provide a sketch of the proof of Theorem 2 below and relegate the detailed proof to Appendix C.
Proof Sketch of Theorem 2. The proof of Theorem 2 consists of three steps as we briefly describe as follows.
Step 1. Decomposing convergence error. We show that the gradient E[‖∇wJ(wt)‖22] can be bounded by the
difference between the objective function values, the bias error of actor’s update, the tracking error (which
has been bounded in Theorem 1), and the variance error (which is bounded by a constant).
Step 2. Bounding bias error of actor’s update. We bound the bias error of actor’s update as identified in
Step 1. Such a bias error is caused by the correlation between samples due to the dynamically changing
Markovian sampling. We develop a new proof to bound such a bias error in a nonlinear SA update due
to the nonlinear parameterization of the policy, which is different from the bias error of linear SA that we
studied in Theorem 1.
Step 3. Analyzing convergence rate under various stepsizes. We analyze the error bounds on the conver-
gence rate under various stepsize settings for fast and slow time scales. It turns out the relative scaling of
the stepsizes of the two time scales determines which error term dominates the final convergence rate, and
we identify the dominating error terms for each setting.
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3.3 Convergence Analysis of Two Time-scale NAC
Our analysis of NAC is inspired by the analysis of natural policy gradient (NPG) in (Agarwal et al., 2019),
but we here provide a finite sample analysis in the two time-scale and Markovian sampling setting.
Differently from AC algorithms, due to the parameter invariant property of the NPG update, we can estab-
lish the global convergence of NAC algorithm in terms of the function value convergence. As shown in
(Agarwal et al., 2019), NPG is guaranteed to converge to a policy πw
T˜
in the neighborhood of the global op-
timal π∗, which satisfies J(π∗)−E[J(πw
T˜
)
] ≤ ǫ+O(√ζ ′approx), where ζ ′approx represents the approximation
error of the compatible function class given by
ζ ′approx = max
w∈Rd
min
θ∈Rd
Eνpiw
[
φw(s, a)
⊤θ −Aπw(s, a)
]2
.
It can be shown that ζ ′approx is zero or small if the express power of the policy class πw is large, e.g., tabular
policy (Agarwal et al., 2019) and overparameterized neural policy (Wang et al., 2019).
The following theorem characterizes the convergence of two time-scale NAC in Algorithm 1.
Theorem 3. Consider two time-scale NAC update in Algorithm 1. Suppose Assumptions 1 and 2 hold. Let
ν = 23σ. Then we have
J(π∗)− E[J(πw
T˜
)
] ≤
√√√√ 1
(1− γ)3
∥∥∥∥∥ νπ∗νπw0
∥∥∥∥∥
∞
ζ ′approx +
CφCr
1− γ λ+

O( log T
(1−γ)2T 1−σ
)
, σ ≥ 34 ,
O( log2 T
(1−γ)2T
1
4
)
, σ = 34 ,
O( log T
(1−γ)2T
1
3σ
)
, σ < 34 .
(4)
where Cr (with its specific form given in Lemma 16) is a positive constant depending on the policy πw.
Moreover, let σ = 34 , ν =
1
2 and λ = O(
√
ζ ′approx). Then the expected overall sample complexity of
Algorithm 1 to obtain J(π∗)− E[J(πw
T˜
)
] ≤ ǫ+O(√ζ ′approx) is given by
TNQ = O
(
1
(1− γ)9ǫ4 log
2 1
ǫ
)
.
Theorem 3 provides the first non-asymptotic convergence rate for two time-scale NAC in terms of the func-
tion value. In previous studies, two time-scale NAC was only shown to converge to a first-order stationary
point under i.i.d. sampling (Bhatnagar et al., 2009) without characterization of the convergence rate. Theo-
rem 3 considers the more general Markovian sampling and establishes the convergence to the global optimal
point. Furthermore, our analysis is non-asymptotic and provides how the convergence rate of the function
value J(w) depends on the diminishing stepsizes of actor and critic. The sample complexity for two time-
scale NAC given in Theorem 3 is almost the same as that for nested-loop NPG given in (Agarwal et al.,
2019) (Corollary 6.10). The extra log2(1ǫ ) term is due to the bias error introduced by Markovian sampling,
whereas (Agarwal et al., 2019) analyzes i.i.d. sampling.
We provide a sketch of the proof of Theorem 3 below and relegate the detailed proof to Appendix D.
Proof Sketch of Theorem 3. The proof of Theorem 3 consists of two steps as we briefly describe as follows.
Step 1. Decomposing convergence error. We show that the incremental change of the objective function
values can be bounded by the changes of the KL-distance between the iterating policy and globally optimal
policy, tracking error (which has been bounded in Theorem 1), non-vanishing approximation error, and the
variance error (which is upper bounded by a constant).
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Step 2. Analyzing convergence rate under various stepsizes. We analyze the error bounds on the conver-
gence rate under various stepsize settings for fast and time time scales. It turns out the relative scaling of the
stepsizes of the two time scales determines which error term dominates the final convergence rate, and we
identify the dominating error terms for each setting.
4 Conclusion
In this paper, we provided the first non-asymptotic convergence analysis for two time-scale AC and NAC
algorithms under Markovian sampling. In particular, we showed that two time-scale AC converges to a first-
order stationary point, and two time-scale NAC converges to a neighborhood of the globally optimal solution.
We showed that the overall sample complexity of two time-scale AC outperforms the best existing result of
single-sample nested-loop AC by a factor of O( 1
ǫ0.5
) (Qiu et al., 2019), and the overall sample complexity
of two time-scale NAC is as good as that of nested-loop NAC (Agarwal et al., 2019). We developed new
techniques to analyze the bias errors of linear and nonlinear SA, with dynamically changing base functions
and a time-varying transition kernel. Our techniques can be further applied to study other two time-scale RL
algorithms in the future.
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Appendices
A Supporting Lemmas
In this section, we provide supporting lemmas which are useful for the proof of the main theorems. The
detailed proofs of these lemmas are relegated to Section E.
Lemma 2 (Lemma 2 in (Xu et al., 2020b)). Considering the initialization distribution η(·) and transition
kernel P(·|s, a). Let η(·) = ζ(·) or P(·|sˆ, aˆ) for any given (sˆ, aˆ) ∈ S × A. Denote νπw,η(·, ·) as the
state-action visitation distribution of MDP with policy πw and the initialization distribution η(·). Suppose
Assumption 2 holds. Then we have∥∥νπw,η − νπw′ ,η∥∥TV ≤ Cν ∥∥w − w′∥∥2
for all w,w′ ∈ Rd, where Cν = Cπ
(
1 + ⌈logρm−1⌉+ 11−ρ
)
.
Lemma 3 (Lemma 3 in (Xu et al., 2020b)). Suppose Assumptions 1 and 2 hold, for any w,w′ ∈ Rd and
any state-action pair (s, a) ∈ S ×A. We have∣∣Qπw(s, a)−Qπw′ (s, a)∣∣ ≤ LQ ∥∥w − w′∥∥2 ,
and ∣∣Vπw(s)− Vπw′ (s)∣∣ ≤ LV ∥∥w − w′∥∥2 ,
where LQ =
2rmaxCν
1−γ and LV =
rmax(Cpi+2Cν)
1−γ .
Lemma 4 (Lemma 4 in (Xu et al., 2020b)). There exists a constant Lφ such that∥∥∥∇wEνpi∗[ log πw(a, s)]−∇wEνpi∗[ log πw′(a, s)]∥∥∥
2
≤ Lφ
∥∥w − w′∥∥
2
,
holds for all w,w′ ∈ Rd.
Lemma 5. Suppose Assumption 1 hold. For any t ≥ 0, we have
‖gt(θt)‖22 ≤ C1
∥∥∥θt − θλ∗t ∥∥∥2
2
+ C2,
where C1 = 2(Cφ + λ)
2 and C2 = 2
[
(Cφ + λ)Rθ +
4Cφrmax
1−γ
]2
.
Lemma 6. Suppose Assumptions 1 and 2 hold. For any w,w′ ∈ Rd, we have∥∥∥θλ∗w − θλ∗w′∥∥∥
2
≤ Lθ
∥∥w − w′∥∥
2
,
where Lθ =
rmax
λP (1−γ)
[
6CφCν + Lφ + CφCπ +
2C2
φ
λP
(Lφ + CφCν)
]
.
Lemma 7. Consider tˆ > 0 such that (C2φ + λ)βt−τtτ
2
t ≤ 14 for all t > tˆ. Then, for 0 < tˆ < t, we have∥∥∥θt − θλ∗t ∥∥∥
2
≤
(
1 + 2βt−τtτt(C
2
φ + λ)
) ∥∥∥θt−τt − θλ∗t−τt∥∥∥2 + 2C4βt−τtτt,
with C4 = (C
2
φ + λ)Rθ +
2Cφrmax
1−γ +
C3Cα
Cβ
.
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Lemma 8. For 0 < tˆ < t, we have
‖θt − θt−τt‖2 ≤
3
2
βt−τtτt(C
2
φ + λ)
∥∥∥θt−τt − θλ∗t−τt∥∥∥2 + C5βt−τtτt,
where C5 =
(
1
2C4 + (C
2
φ + λ)Rθ +
2Cφrmax
1−γ
)
, and tˆ is a positive constant that when satisfying (C2φ +
λ)βt−τtτ
2
t ≤ 14 for all t > tˆ.
Lemma 9. For any tˆ > 0, we have∥∥∥θtˆ − θλ∗tˆ ∥∥∥22 ≤ C16 ∥∥∥θ0 − θλ∗0 ∥∥∥22 + C17,
where C16 = 3 +
27
2 β
2
0 tˆ
2(C2φ + λ)
2 and C17 = 3C
2
3R
2
θ max{1, C4φ}C2αtˆ2 + 6C25β20 tˆ2.
Lemma 10. For any w,w′ ∈ Rd and any (s, a) ∈ S ×A, we have∥∥∥P λw(s, a)− P λw′(s, a)∥∥∥
2
≤ 2CφLφ
∥∥w − w′∥∥
2
, (5)
and
‖bw(s, a)− bw′(s, a)‖2 ≤
[
Lφrmax
1− γ + Cφ(LQ + LV )
] ∥∥w − w′∥∥
2
. (6)
Lemma 11. For all t > tˆ, we have
∆P,τt =
∥∥∥P λwt−τt − E[P λwt−τt |Ft−τt]∥∥∥2 ≤ C6αt−τtτ2t ,
and
∆b,τt =
∥∥bwt−τt − E[bwt−τt |Ft−τt]∥∥2 ≤ C7αt−τtτ2t ,
where C6 = 2C
2
φ
[
2CπRθ max{1, C2φ}+ 1
]
and C7 =
2Cφrmax
1−γ
[
2CπRθ max{1, C2φ}+ 1
]
.
Lemma 12. For any w,w′ ∈ Rd and any (s, a) ∈ S ×A, we have∥∥∥P λw(s, a)− P λw′(s, a)∥∥∥
2
≤ 2(C2φCν + CφLφ)
∥∥w − w′∥∥
2
,
and ∥∥bw(s, a)− bw′(s, a)∥∥2 ≤ [2CφCνrmax1− γ + Lφrmax1− γ +Cφ(LQ + LV )
] ∥∥w − w′∥∥
2
.
Lemma 13. For all t > tˆ, we have
E[ξt(θt)|Ft−τt ]
= E[〈gt(θt)− gt(θt), θt − θλ∗t 〉|Ft−τt ] ≤ C12βt−τtτ2t E
[∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+ C13βt−τtτ
2
t ,
where 0 < C12 <∞ and 0 < C13 <∞ are constants independent of t.
Lemma 14. It holds that
t−1∑
i=tˆ
e−λP
∑t−1
k=i+1 βkβ2i τ
2
i ≤ C18τ2t e−
λPCβ
2(1−ν)
[(t+1)1−ν−(tˆ+1)1−ν ]
+ C19τ
2
t βt−1,
where C18 =
2e
λPCβ
2
λP
maxi∈[tˆ,iβ−1]{e
λP
2
∑t−1
k=i+1 βkβi} and C19 = 2e
λPCβ
2
λP
with iβ = (
2ν
CβλP
)
1
1−ν .
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Lemma 15. It following that
t−1∑
i=tˆ
e−λP
∑t−1
k=i+1 βkαi ≤ C20e−
λPCβ
2(1−ν)
[(t+1)1−ν−(tˆ+1)1−ν ]
+
C21
tσ−ν
where
C20 =
2Cαe
λPCβ
2
CβλP
max
i∈[tˆ,iα−1]
{
e
λP
2
∑t−1
k=i+1 βk
1
(1 + i)σ−ν
}
,
with iα = (
2(σ−ν)
CβλP
)
1
1−(σ−ν) , and C21 =
2Cαe
λPCβ
2
CβλP
.
Lemma 16 (Lemma 5 in (Xu et al., 2020b)). For any w ∈ Rd, define θλ∗w = (F (w) + λ)−1∇J(w) and
θ∗w = F (w)
†∇J(w). We have ∥∥θ∗w − θλ∗w ∥∥2 ≤ Cλλ, where 0 < Cλ <∞ is a constant independent from λ.
B Proof of Theorem 1
We provide the proof of Theorem 1 in three major steps.
Step 1. Decomposing tracking error. We define the tracking error as (θt − θλ∗t ), and bound the recursion of
the tracking error as follows. For any t ≥ 0, we derive∥∥∥θt+1 − θλ∗t+1∥∥∥2
2
=
∥∥∥ΠRθ (θt + βtgt(θt))− θλ∗t+1∥∥∥2
2
=
∥∥∥ΠRθ (θt + βtgt(θt))−ΠRθ (θλ∗t+1)∥∥∥2
2
(i)
≤
∥∥∥θt + βtgt(θt)− θλ∗t+1∥∥∥2
2
=
∥∥∥θt − θλ∗t + βtgt(θt) + θλ∗t − θλ∗t+1∥∥∥2
2
=
∥∥∥θt − θλ∗t ∥∥∥2
2
+ 2βt〈gt(θt), θt − θλ∗t 〉+ 2〈θt − θλ∗t , θλ∗t − θλ∗t+1〉+ 2βt〈gt(θt), θλ∗t − θλ∗t+1〉
+
∥∥∥θλ∗t − θλ∗t+1∥∥∥2
2
+ β2t ‖gt(θt)‖22
=
∥∥∥θt − θλ∗t ∥∥∥2
2
+ 2βt〈gt(θt), θt − θλ∗t 〉+ 2βt〈gt(θt)− gt(θt), θt − θλ∗t 〉+ 2〈θt − θλ∗t , θλ∗t − θλ∗t+1〉
+ 2βt〈gt(θt), θλ∗t − θλ∗t+1〉+
∥∥∥θλ∗t − θλ∗t+1∥∥∥2
2
+ β2t ‖gt(θt)‖22
(ii)
≤ (1− 2βtλP )
∥∥∥θt − θλ∗t ∥∥∥2
2
+ 2βt〈gt(θt)− gt(θt), θt − θλ∗t 〉+ 2〈θt − θλ∗t , θλ∗t − θλ∗t+1〉
+ 2βt〈gt(θt), θλ∗t − θλ∗t+1〉+
∥∥∥θλ∗t − θλ∗t+1∥∥∥2
2
+ β2t ‖gt(θt)‖22 , (7)
where (i) follows from the expansive property of the projection operator ΠRθ(·), (ii) follows from the fact
that
〈gt(θt), θt − θλ∗t 〉 = 〈P λwt(θt − θλ∗t ), θt − θλ∗t 〉 ≤ λP
∥∥∥θt − θλ∗t ∥∥∥2
2
.
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Step 2. Bounding three error terms. In eq. (7), we decompose the tracking error into an exponentially
decaying term, a variance term, a bias error term, a fixed-point shift error term, and a slow drift error term,
and now we bound each term individually.
The third error term in eq. (7) is the slow drift term, which can be upper bounded as following:
〈θt − θλ∗t , θλ∗t − θλ∗t+1〉 ≤
∥∥∥θt − θλ∗t ∥∥∥
2
∥∥∥θλ∗t − θλ∗t+1∥∥∥
2
(i)
≤ LθRθ max{1, C2φ}αt
∥∥∥θt − θλ∗t ∥∥∥
2
(ii)
≤ 1
2
LθRθ max{1, C2φ}αt(
∥∥∥θt − θλ∗t ∥∥∥2
2
+ 1), (8)
where (i) follows from Lemma 6 and (ii) follows from the fact that x ≤ 12(x2 + 1) for all x. The slow-
drift error term is caused by the two time-scale nature of the algorithm and it terms out that this error term
diminishes as the tracking error diminishes.
The forth term in eq. (7) is the fixed-point shift error term. This error is caused by the dynamically changing
base functions φwt(s, a) and the dynamically changing transition kernel as wt updates. We derive an upper
bound as following:
〈gt(θt), θλ∗t − θλ∗t+1〉
= 〈−P λwtθt + bwt , θλ∗t − θλ∗t+1〉
= 〈−P λwt(θt − θλ∗t ), θλ∗t − θλ∗t+1〉+ 〈−P λwtθλ∗t + bwt, θλ∗t − θλ∗t+1〉
≤
∥∥∥P λwt∥∥∥2 ∥∥∥θt − θλ∗t ∥∥∥2 ∥∥∥θλ∗t − θλ∗t+1∥∥∥2 + (∥∥∥P λwt∥∥∥2 ∥∥∥θλ∗t ∥∥∥2 + ‖bwt‖2)∥∥∥θλ∗t − θλ∗t+1∥∥∥2
(i)
≤ (C2φ + λ)LθRθ max{1, C2φ}αt
∥∥∥θt − θλ∗t ∥∥∥
2
+
[
(C2φ + λ)Rθ +
2rmaxCφ
1− γ
]
LθRθ max{1, C2φ}αt
≤ 1
2
(C2φ + λ)LθRθ max{1, C2φ}αt(
∥∥∥θt − θλ∗t ∥∥∥2
2
+ 1) +
[
(C2φ + λ)Rθ +
2rmaxCφ
1− γ
]
LθRθ max{1, C2φ}αt
(ii)
=
1
2
(C2φ + λ)C3αt
∥∥∥θt − θλ∗t ∥∥∥2
2
+
[
(C2φ + λ)(Rθ +
1
2
) +
2rmaxCφ
1− γ
]
C3αt, (9)
where (i) follows from Lemma 6, in which we derive the Lθ-Lipschitz condition for the fixed-point. In (ii)
we define C3 = LθRθ max{1, C2φ}. Substituting eq. (8) and eq. (9) to eq. (7) and applying Lemma 6 and
Lemma 5 yield the following,∥∥∥θt+1 − θλ∗t+1∥∥∥2
2
(i)
≤ (1− 2βtλP )
∥∥∥θt − θλ∗t ∥∥∥2
2
+ 2βtξt(θt) +C3αt(
∥∥∥θt − θλ∗t ∥∥∥2
2
+ 1)
+ (C2φ + λ)C3αtβt
∥∥∥θt − θλ∗t ∥∥∥2
2
+ 2
[
(C2φ + λ)(Rθ +
1
2
) +
2rmaxCφ
1− γ
]
C3αtβt
+ C23α
2
t + β
2
t
(
C1
∥∥∥θt − θλ∗t ∥∥∥2
2
+ C2
)
≤
(
1− 2βtλP + C3αt + (C2φ + λ)C3αtβt + C1β2t
)∥∥∥θt − θλ∗t ∥∥∥2
2
+ βtζt(θt)
+ C3αt + 2
[
(C2φ + λ)(Rθ +
1
2
) +
2rmaxCφ
1− γ
]
C3αtβt + C
2
3α
2
t + C2β
2
t , (10)
where in (i) we define the bias error as ξt(θt) = 〈gt(θt) − gt(θt), θt − θλ∗t 〉. Taking expectation on both
sides of eq. (10) conditioned on the filtration Ft−τt , we have
E
[ ∥∥∥θt+1 − θλ∗t+1∥∥∥2
2
|Ft−τt
]
15
≤
(
1− 2βtλP + C3αt + (C2φ + λ)C3αtβt + C1β2t
)
E
[ ∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+ βtE
[
ξt(θt)|Ft−τt
]
+ C3αt + 2
[
(C2φ + λ)(Rθ +
1
2
) +
2rmaxCφ
1− γ
]
C3αtβt + C
2
3α
2
t + C2β
2
t
(i)
≤
(
1− 2βtλP + C3αt + (C2φ + λ)C3αtβt + C1β2t
)
E
[ ∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+ C12βtβt−τtτ
2
t E
[∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+ C13βtβt−τtτ
2
t + C3αt
+ 2
[
(C2φ + λ)(Rθ +
1
2
) +
2rmaxCφ
1− γ
]
C3αtβt + C
2
3α
2
t + C2β
2
t
≤
(
1− 2βtλP + C3αt + (C2φ + λ)C3αtβt + C1β2t + C12β2t−τtτ2t
)
E
[ ∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+
[
C2 + C13 +
C23C
2
α
C2β
+ 2(C2φ + λ)(Rθ +
1
2
)
C3Cα
Cβ
+
4rmaxCφC3Cα
(1− γ)Cβ
]
β2t−τtτ
2
t + C3αt.
≤
(
1− 2βtλP +C3αt +
[
(C2φ + λ)CφC3
Cβ
+ C1 + C12
]
β2t−τtτ
2
t
)
E
[ ∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+
[
C2 + C13 +
C23C
2
α
C2β
+ 2(C2φ + λ)(Rθ +
1
2
)
CαC3
Cβ
+
4rmaxCφC3Cα
(1− γ)Cβ
]
β2t−τtτ
2
t + C3αt
(ii)
=
(
1− 2βtλP + C3αt + C14β2t−τtτ2t
)
E
[ ∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+ C15β
2
t−τtτ
2
t + C3αt
(iii)
≤ (1− βtλP )E
[ ∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+ 4C15β
2
t τ
2
t + C3αt (11)
where (i) follows from Lemma 13, in which we derive an upper bound for the bias error. In (ii) we define
C14 =
[
(C2
φ
+λ)CφC3
Cβ
+ C1 + C12
]
and C15 = C2+C13+
C23C
2
α
C2
β
+2(C2φ+λ)(Rθ+
1
2)
C3Cα
Cβ
+
4rmaxCφC3Cα
(1−γ)Cβ
.
(iii) follows from the fact that C3αt+C14β
2
t−τtτ
2
t ≤ βtλθ and βt−τt ≤ 2βt for all t > tˆ. Taking expectation
on both sides of eq. (11) yields
E
[ ∥∥∥θt+1 − θλ∗t+1∥∥∥2
2
] ≤ (1− βtλP )E[ ∥∥∥θt − θλ∗t ∥∥∥2
2
]
+ 4C15β
2
t τ
2
t +C3αt. (12)
Applying eq. (12) recursively yields
E
[ ∥∥∥θt − θλ∗t ∥∥∥2
2
] ≤
t−1∏
i=tˆ
(1− βiλP )
E[ ∥∥∥θtˆ − θλ∗tˆ ∥∥∥22 ]+ 4C15
t−1∑
i=tˆ
[
t−1∏
k=i+1
(1− βkλP )
]
β2i τ
2
i
+ C3
t−1∑
i=tˆ
[
t−1∏
k=i+1
(1− βkλP )
]
αi
(i)
≤
t−1∏
i=tˆ
(1− βiλP )
(C16 ∥∥∥θ0 − θλ∗0 ∥∥∥2
2
+ C17
)
+ 4C15
t−1∑
i=tˆ
[
t−1∏
k=i+1
(1− βkλP )
]
β2i τ
2
i
+ C3
t−1∑
i=tˆ
[
t−1∏
k=i+1
(1− βkλP )
]
αi
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(ii)
≤ e−λP
∑t−1
i=tˆ
βi
(
C16
∥∥∥θ0 − θλ∗0 ∥∥∥2
2
+ C17
)
+ 4C15
t−1∑
i=tˆ
e−λP
∑t−1
k=i+1 βiβ2kτ
2
i
+ C3
t−1∑
i=tˆ
e−λP
∑t−1
k=i+1 βiαi
(iii)
≤ e−
λPCβ
1−ν
[(t+1)1−ν−(tˆ+1)1−ν ]
(
C16
∥∥∥θ0 − θλ∗0 ∥∥∥2
2
+ C17
)
+ 4C15
(
C18τ
2
t e
−
λPCβ
2(1−ν)
[(t+1)1−ν−(tˆ+1)1−ν ]
+ C19τ
2
t βt−1
)
+ C3
(
C20e
−
λPCβ
2(1−ν)
[(t+1)1−ν−(tˆ+1)1−ν ]
+
C21
tσ−ν
)
(13)
where (i) follows from Lemma 9, (ii) follows from the fact that 1 − βiλθe−λθβi , and (iii) follows from
Lemmas 14 and 15. Taking expectation over Ft−τt on both sides of eq. (13) yields the following preliminary
bound:
E
[ ∥∥∥θt − θλ∗t ∥∥∥2
2
]
= O
(
1
(1− γ)tσ−ν
)
. (14)
Step 3. Recursively refining tracking error bound. The bound we obtain in eq. (14) is not tight. Since the
slow-drift error term diminishes as the tracking error diminishes. By recursively substituting the preliminary
bound of E[
∥∥θt − θλ∗t ∥∥22] into the slow-drift term, we can obtain a refined decay rate of the tracking error.
We proceed as follows.
First, eq. (14) implies that there exists a constant D1 <∞ such that
E
[ ∥∥∥θt − θλ∗t ∥∥∥2
2
] ≤ D1
(1− γ)(t+ 1)σ−ν . (15)
By substituting eq. (15) into the third term on the right hand side of eq. (7), we can derive a tigher bound on
this term as follows
E
[〈θt − θλ∗t , θλ∗t − θλ∗t+1〉] ≤√E[ ∥∥θt − θλ∗t ∥∥22]E[ ∥∥θλ∗t − θλ∗t+1∥∥22]
(i)
≤
√
C23D1
(1− γ)(t+ 1)σ−ν α
2
t =
C3
√
CαD1
(1− γ)0.5(t+ 1)1.5σ−0.5ν , (16)
where (i) follows from Lemma 6. Rewrite eq. (11) as follows∥∥∥θt+1 − θλ∗t+1∥∥∥2
2
≤
(
1− 2βtλP + (C2φ + λ)C3αtβt + C1β2t
)∥∥∥θt − θλ∗t ∥∥∥2
2
+ βtζt(θt) + 2〈θt − θλ∗t , θλ∗t − θλ∗t+1〉
+ 2
[
(C2φ + λ)(Rθ +
1
2
) +
2rmaxCφ
1− γ
]
C3αtβt +C
2
3α
2
t +C2β
2
t . (17)
Taking expectation on both sides of eq. (17) conditioned on the filtration Ft−τt yields
E
[ ∥∥∥θt+1 − θλ∗t+1∥∥∥2
2
|Ft−τt
]
17
≤
(
1− 2βtλP + (C2φ + λ)C3αtβt + C1β2t
)
E
[ ∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+ βtE
[
ζt(θt)|Ft−τt
]
+ 2E
[
〈θt − θλ∗t , θλ∗t − θλ∗t+1〉|Ft−τt
]
+ 2
[
(C2φ + λ)(Rθ +
1
2
) +
2rmaxCφ
1− γ
]
C3αtβt
+ C23α
2
t + C2β
2
t .
Following the steps similar to those in Step 1, we obtain
E
[∥∥∥θt+1 − θλ∗t+1∥∥∥2
2
|Ft−τt
]
≤ (1− βtλP )E
[∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+ 4C15β
2
t τ
2
t
+ 2E
[
〈θt − θλ∗t , θλ∗t − θλ∗t+1〉|Ft−τt
]
. (18)
Taking expectation on both side of eq. (18) yields
E
[ ∥∥∥θt+1 − θλ∗t+1∥∥∥2
2
]
≤ (1− βtλP )E
[∥∥∥θt − θλ∗t ∥∥∥2
2
]
+ 4C15β
2
t τ
2
t + 2E
[
〈θt − θλ∗t , θλ∗t − θλ∗t+1〉
]
(i)
≤ (1− βtλP )E
[∥∥∥θt − θλ∗t ∥∥∥2
2
]
+ 4C15β
2
t τ
2
t +
2C3
√
CαD1
(1− γ)0.5(t+ 1)1.5σ−0.5ν , (19)
where (i) follows from eq. (16). Applying eq. (19) recursively yields
E
[ ∥∥∥θt − θλ∗t ∥∥∥2
2
] ≤
t−1∏
i=tˆ
(1− βiλP )
E[ ∥∥∥θtˆ − θλ∗tˆ ∥∥∥22 ]+ 4C15
t−1∑
i=tˆ
[
t−1∏
k=i+1
(1− βkλθ)
]
β2i τ
2
i
+
2C3
(1− γ)0.5
√
CαD1
t−1∑
i=tˆ
[
t−1∏
k=i+1
(1− βkλP )
]
1
(i+ 1)1.5σ−0.5ν
≤
t−1∏
i=tˆ
(1− βiλP )
(C16 ∥∥∥θ0 − θλ∗0 ∥∥∥2
2
+ C17
)
+ 4C15
t−1∑
i=tˆ
[
t−1∏
k=i+1
(1− βkλP )
]
β2i τ
2
i
+
2C3
(1− γ)0.5
√
CαD1
t−1∑
i=tˆ
[
t−1∏
k=i+1
(1− βkλP )
]
1
(i+ 1)1.5σ−0.5ν
≤ e−λP
∑t−1
i=tˆ
βi
(
C16
∥∥∥θ0 − θλ∗0 ∥∥∥2
2
+ C17
)
+ 4C15
t−1∑
i=tˆ
e−λP
∑t−1
k=i+1 βkβ2i τ
2
i
+
2C3
(1− γ)0.5
√
CαD1
t−1∑
i=tˆ
e−λP
∑t−1
k=i+1 βk
1
(i+ 1)1.5σ−0.5ν
≤ e−
λPCβ
1−ν
[(t+1)1−ν−(tˆ+1)1−ν ]
(
C16
∥∥∥θ0 − θλ∗0 ∥∥∥2
2
+ C17
)
+ C15
(
C18τ
2
t e
−
λPCβ
2(1−ν)
[(t+1)1−ν−(tˆ+1)1−ν ]
+C19τ
2
t−1βt−1
)
+
2C3
(1− γ)0.5
√
CαD1
(
C22e
−
λPCβ
2(1−ν)
[(t+1)1−ν−(tˆ+1)1−ν ]
+
C23
t1.5σ−1.5ν
)
, (20)
where 0 < C22 < ∞ and 0 < C23 < ∞ are constants defined similarly to Lemmas 14 and 15. If
1.5(σ − ν) > ν, then we have
E
[∥∥∥θt − θλ∗t ∥∥∥2
2
]
= O
(
log2(t)
(1− γ)tν
)
,
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and otherwise
E
[∥∥∥θt − θλ∗t ∥∥∥2
2
]
= O( 1
(1− γ)1.5t1.5(σ−ν) ),
which yields a tighter bound than that in Step 1. Applying the steps similar to those from eq. (15) to eq. (20)
for finite times, we can eventually obtain the following bound
E
[∥∥∥θt − θλ∗t ∥∥∥2
2
]
=

O( log2 t(1−γ)tν ), σ > 1.5ν,
O( log2 t
(1−γ)2tν
)
, σ = 1.5ν,
O( 1
(1−γ)2t2(σ−ν)
)
, ν < σ < 1.5ν.
which implies the result in Theorem 1.
C Proof of Theorem 2
We provide the proof in three major steps.
Step 1. Decomposing convergence error. Define Pwt(s, a) = φwt(s, a)φwt(s, a)
⊤. Due to the LJ -Lipschitz
condition of the objective function indicated by Lemma 1, we can obtain
J(wt+1) ≥ J(wt) + 〈∇wJ(wt), wt+1 − wt〉 − LJ
2
‖wt+1 − wt‖22
= J(wt) + αt〈∇wJ(wt), Pwt(st, at)θt〉 −
LJα
2
t
2
‖Pwtθt‖22
= J(wt) + αt〈∇wJ(wt), Pwt(st, at)θλ∗t 〉+ αt〈∇wJ(wt), Pwt(st, at)(θt − θλ∗t )〉
− LJα
2
t
2
‖Pwt(st, at)θt‖22
≥ J(wt) + αt ‖∇wJ(wt)‖22 + αt〈∇wJ(wt), Pwt(st, at)θλ∗t −∇wJ(wt)〉
+ αt〈∇wJ(wt), Pwt(st, at)(θt − θλ∗t )〉 −
LJα
2
t
2
‖Pwt(st, at)‖22 ‖θt‖22
≥ J(wt) + αt ‖∇wJ(wt)‖22 + αt〈∇wJ(wt), Pwt(st, at)θλ∗t −∇wJ(wt)〉 −
1
4
αt ‖∇wJ(wt)‖22
− αt
∥∥∥Pwt(st, at)(θt − θλ∗t )∥∥∥2
2
− LJα
2
t
2
C4φR
2
θ
≥ J(wt) + 3
4
αt ‖∇wJ(wt)‖22 + αt〈∇wJ(wt), Pwt(st, at)θλ∗t −∇wJ(wt)〉
− αt ‖Pwt(st, at)‖22
∥∥∥θt − θλ∗t ∥∥∥2
2
− LJα
2
t
2
C4φR
2
θ
≥ J(wt) + 3
4
αt ‖∇wJ(wt)‖22 + αt〈∇wJ(wt), Pwt(st, at)θλ∗t −∇wJ(wt)〉
− αtC4φ
∥∥∥θt − θλ∗t ∥∥∥2
2
− LJα
2
t
2
C4φR
2
θ. (21)
Rearranging eq. (21) and taking expectation on both sides yield
3
4
αtE[‖∇wJ(wt)‖22] ≤ E[J(wt+1)]− E[J(wt)]− αtE[〈∇wJ(wt), Pwt(st, at)θλ∗t −∇wJ(wt)〉]
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+ αtC
4
φE[
∥∥∥θt − θλ∗t ∥∥∥2
2
] +
LJα
2
t
2
C4φR
2
θ . (22)
Equation (22) shows that the gradient E[‖∇wJ(wt)‖22] can be bounded by the difference between the ob-
jective function values, the bias error of actor’s update, the tracking error, and the variance error (which is
bounded by a constant).
Step 2. Bounding bias error of actor’s update. We bound the bias error (E[〈∇wJ(wt), Pwtθλ∗t −∇wJ(wt)〉])
in eq. (22). Such a bias error is caused by the correlation between samples due to the dynamically changing
Markovian sampling. We develop a new proof to bound such a bias error in a nonlinear SA update due to the
nonlinear parameterization of the policy, which is different from the bias error of linear SA that we studied
in Theorem 1 and we proceed as follows.
Note that ∇wJ(wt) = Eνpiwt [Pwt(s, a)]θ∗t , and we denote Pwt = Eνpiwt [Pwt(s, a)] and Pwt = Pwt(st, at)
for simplicity. Then, we can obtain the following
〈∇wJ(wt), Pwtθλ∗t −∇wJ(wt)〉
= 〈∇wJ(wt−τt), Pwtθλ∗t −∇wJ(wt)〉+ 〈∇wJ(wt)−∇wJ(wt−τt), Pwtθλ∗t −∇wJ(wt)〉
= 〈∇wJ(wt−τt), (Pwt−τt − Pwt−τt )θλ∗t−τt〉+ 〈∇wJ(wt)−∇wJ(wt−τt), Pwtθλ∗t −∇wJ(wt)〉
+ 〈∇wJ(wt−τt), (Pwt − Pwt−τt )θλ∗t 〉+ 〈∇wJ(wt−τt), Pwt−τt (θλ∗t − θλ∗t−τt)〉
+ 〈∇wJ(wt−τt), Pwt−τt (θλ∗t − θλ∗t−τt)〉+ 〈∇wJ(wt−τt), Pwt(θλ∗t − θ∗t )〉
≤ 〈∇wJ(wt−τt), (Pwt−τt − Pwt−τt )θλ∗t−τt〉+ ‖∇wJ(wt)−∇wJ(wt−τt)‖2
∥∥∥Pwtθλ∗t −∇wJ(wt)∥∥∥
2
+ ‖∇wJ(wt−τt)‖2
∥∥Pwt − Pwt−τt∥∥2 ∥∥∥θλ∗t ∥∥∥2 + ‖∇wJ(wt−τt)‖2 ∥∥Pwt−τt∥∥2 ∥∥∥θλ∗t − θλ∗t−τt∥∥∥2
+ ‖∇wJ(wt−τt)‖2
∥∥Pwt−τt∥∥2 ∥∥∥θλ∗t − θλ∗t−τt∥∥∥2 + ‖∇wJ(wt−τt)‖2 ∥∥Pwt∥∥2 ∥∥∥θλ∗t − θ∗t ∥∥∥2
(i)
≤ 〈∇wJ(wt−τt), (Pwt−τt − Pwt−τt )θλ∗t−τt〉+ LJ
(
C2φRθ +
Cφrmax
1− γ
)
‖wt − wt−τt‖2
+
2C2φLφRθrmax
1− γ ‖wt − wt−τt‖2 +
2C3φLθrmax
1− γ ‖wt − wt−τt‖2 +
C3φCλrmax
1− γ λ
(ii)
≤ 〈∇wJ(wt−τt), (Pwt−τt − Pwt−τt )θλ∗t−τt〉+ C27αt−τtτt +
C3φCλrmax
1− γ λ, (23)
where (i) follows from Lemmas 6, 10 and 6, and in (ii) we define
C27 =
[
LJ
(
C2φRθ +
Cφrmax
1− γ
)
+
2C2φLφRθrmax
1− γ +
2C3φLθrmax
1− γ
]
Rθ.
We next consider E[〈∇wJ(wt−τt), (Pwt−τt − Pwt−τt )θλ∗t 〉|Ft−τt ], and have
E[〈∇wJ(wt−τt), (Pwt−τt − Pwt−τt )θλ∗t−τt〉|Ft−τt ]
= 〈∇wJ(wt−τt), (E[Pwt−τt |Ft−τt ]− Pwt−τt )θλ∗t−τt〉
≤ ‖∇wJ(wt−τt)‖2
∥∥E[Pwt−τt |Ft−τt ]− Pwt−τt∥∥2 ∥∥∥θλ∗t−τt∥∥∥2
≤ CφRθrmax
1− γ ∆P,τt
(i)
≤ C6CφRθrmax
1− γ αt−τtτ
2
t , (24)
20
where (i) follows from Lemma 11. Take expectation over Ft−τt on both sides of eq. (24), and recall that
αt−τt ≤ 2αt for all t ≥ tˆ. Then we have the following bound
E[〈∇wJ(wt), Pwtθλ∗t −∇wJ(wt)〉] ≤ C28αtτ2t +
C3φCλrmax
1− γ λ, (25)
where C28 =
2C6CφRθrmax
1−γ + C27. Substituting eq. (25) into eq. (22) yields
3
4
αtE[‖∇wJ(wt)‖22] ≤ E[J(wt+1)]− E[J(wt)] + C28α2t τ2t +
C3φCλrmax
1− γ λαt
+ αtC
4
φE[
∥∥∥θt − θλ∗t ∥∥∥2
2
] +
LJα
2
t
2
C4φR
2
θ .
Telescoping the above inequality from t to tˆ yields
3
4
t∑
i=tˆ
αiE[‖∇wJ(wi)‖22] ≤ E[J(wt+1)]− E[J(wtˆ)] + C28
t∑
i=tˆ
α2i τ
2
i +
C3φCλrmax
1− γ λ
t∑
i=tˆ
αi
+ C4φ
t∑
i=tˆ
αiE[
∥∥∥θi − θλ∗i ∥∥∥2
2
] +
LJ
2
C4φR
2
θ
t∑
i=tˆ
α2i ,
which implies
3
4
t∑
i=0
αiE[‖∇wJ(wi)‖22] ≤
rmax
1− γ +
3Cφrmax
4(1− γ)
tˆ−1∑
i=0
αi + (C28 +
LJ
2
C4φR
2
θ)
t∑
i=0
α2i τ
2
i
+ C4φ
t∑
i=0
αiE[
∥∥∥θi − θλ∗i ∥∥∥2
2
] +
C3φCλrmax
1− γ λ
t∑
i=0
αi. (26)
Step 3. Analyzing convergence rate under various stepsizes. We then analyze the error bounds on the
convergence rate under various stepsize settings for fast and slow time scales.
The result of critic’s convergence rate in Theorem 1 implies that E
[ ∥∥θi − θλ∗i ∥∥22 ] achieves the fastest con-
vergence rate with a fixed σ when 1.5ν = σ. Thus, here we consider the case when 1.5ν = σ, and have
E
[ ∥∥θi − θλ∗i ∥∥22 ] ≤ D2 log2(i)/[(1 − γ)2(1 + i) 23σ] for a positive constant D2 < ∞. We denote the
distribution PJ,t(i) = Prob(x = i) =
αi∑t
i=0 αi
. Dividing both sides of eq. (26) by
∑t
i=0 αi and letting
t˜ ∼ PJ(t˜ = i), we obtain
3
4
E ‖∇wJ(wt˜)‖22 ≤
rmax
1− γ +
3Cφrmax
4(1 − γ)
∑tˆ−1
i=0 αi∑t
i=0 αi
+ (C28 +
LJ
2
C4φR
2
θ)
∑t
i=0 α
2
i τ
2
i∑t
i=0 αi
+C4φ
∑t
i=0 αiE[
∥∥θi − θλ∗i ∥∥22]∑t
i=0 αi
+
C3φCλrmax
1− γ λ.
Case 1: σ > 35 . We first have
t∑
i=0
αiE
[ ∥∥∥θi − θλ∗i ∥∥∥2
2
] ≤ D2
(1− γ)2Cα
[ ∫ t
0
(1 + x)−
5
3
σdx+ 1
]
log2(t) ≤ 5σ
5σ − 3
D2
(1− γ)2Cα log
2(t).
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Note that
∑t
i=0 αi ≥ Cα1−σ [(t+ 1)1−σ − 1] and
∑t
i=0 α
2
i ≤
2C2
φ
σ
2σ−1 . We obtain
3
4
E ‖∇wJ(wt˜)‖22 ≤
rmax[1/(1 − γ) + 3Cφ
∑tˆ−1
i=0 αi/4]
Cα
1−σ [(t+ 1)
1−σ − 1] + (C28 +
LJ
2
C4φR
2
θ)
2C2
φ
σ
2σ−1τ
2
t
Cα
1−σ [(t+ 1)
1−σ − 1]
+
C4φ
(1− γ)2
5σ
5σ−3D2Cα log
2(t)
Cα
1−σ [(t+ 1)
1−σ − 1] +
C3φCλrmax
1− γ λ.
Case 2: σ = 35 . We have
t∑
i=0
αiE
[ ∥∥∥θi − θλ∗i ∥∥∥2
2
] ≤ D2
(1− γ)2Cα
[ ∫ t
0
1
1 + x
dx+ 1
]
log2(t) ≤ 2D2
(1− γ)2Cα log
3(t).
Thus,
3
4
E ‖∇wJ(wt˜)‖22 ≤
rmax[1/(1 − γ) + 3Cφ
∑tˆ−1
i=0 αi/4]
Cα
1−σ [(t+ 1)
2
5 − 1]
+ (C28 +
LJ
2
C4φR
2
θ)
2C2
φ
σ
2σ−1τ
2
t
Cα
1−σ [(t+ 1)
2
5 − 1]
+
C4φ
(1− γ)2
2D2Cα log
3(t)
Cα
1−σ [(t+ 1)
2
5 − 1]
+
C3φCλrmax
1− γ λ.
Case 3: 12 < σ <
3
5 . We have
t∑
i=0
αiE
[ ∥∥∥θi − θλ∗i ∥∥∥2
2
] ≤ D2
(1− γ)2Cα
[ ∫ t
0
(1 + x)−
5
3
σdx+ 1
]
log2(t)
≤ 3
3− 5σ
D2
(1− γ)2Cα log
2(t)(t+ 1)1−
5
3
σ.
Thus
3
4
E ‖∇wJ(wt˜)‖22 ≤
rmax[1/(1 − γ) + 3Cφ
∑tˆ−1
i=0 αi/4]
Cα
1−σ [(t+ 1)
1−σ − 1] + (C28 +
LJ
2
C4φR
2
θ)
2C2
φ
σ
2σ−1τ
2
t
Cα
1−σ [(t+ 1)
1−σ − 1]
+
C4φ
(1− γ)2
3
3−5σD2Cα log
2(t)(t+ 1)1−
5
3
σ
Cα
1−σ [(t+ 1)
1−σ − 1] +
C3φCλrmax
1− γ λ.
Case 4: σ = 12 . We have
∑t
i=0 α
2
i ≤ 2C2φ log(t+ 1). Thus,
3
4
E ‖∇wJ(wt˜)‖22 ≤
rmax[1/(1 − γ) + 3Cφ
∑tˆ−1
i=0 αi/4]
Cα
1−σ [(t+ 1)
1
2 − 1]
+ (C28 +
LJ
2
C4φR
2
θ)
2C2φ log(t+ 1)τ
2
t
Cα
1−σ [(t+ 1)
1
2 − 1]
+
C4φ
(1− γ)2
3
3−5σD2Cα log
2(t)(t+ 1)1−
5
3
σ
Cα
1−σ [(t+ 1)
1
2 − 1]
+
C3φCλrmax
1− γ λ.
Case 5: σ < 12 . We have
∑t
i=0 α
2
i ≤
C2
φ
1−2σ (t+ 1)
1−2σ . Thus,
3
4
E ‖∇wJ(wt˜)‖22 ≤
rmax[1/(1 − γ) + 3Cφ
∑tˆ−1
i=0 αi/4]
Cα
1−σ [(t+ 1)
1−σ − 1] + (C28 +
LJ
2
C4φR
2
θ)
C2
φ
1−2σ (t+ 1)
1−2σ
Cα
1−σ [(t+ 1)
1−σ − 1]
22
+
C4φ
(1− γ)2
3
3−5σD2Cα log
2(t)(t+ 1)1−
5
3
σ
Cα
1−σ [(t+ 1)
1−σ − 1] +
C3φCλrmax
1− γ λ.
To summarize all the above cases, we have
E ‖∇wJ(wt˜)‖22 = O(λ) +

O( log2 t(1−γ)2t1−σ ), σ > 35 ,
O( log3 t
(1−γ)2t
2
5
)
, σ = 35 ,
O( log2 t
(1−γ)2t
2
3σ
)
, σ < 35 ,
The above bound implies that the optimal convergence rate can be obtained when σ = 35 . Then it requires
at least O( 1
(1−γ)2ǫ2.5
log3 1ǫ ) iterations to obtain E ‖∇wJ(wt˜)‖22 ≤ ǫ+O(λ).
D Proof of Theorem 3
We provide the proof of Theorem 3 in two major steps.
Step 1. Decomposing convergence error. Denote D(w) = DKL
(
π∗(·|s), πw(·|s)
)
= Eνpi∗
[
log π
∗(a|s)
πw(a|s)
]
.
We derive as follows.
D(wt)−D(wt+1)
= Eνpi∗
[
log(πwt+1(a|s))− log(πwt(a|s))
]
(i)
≥ Eνpi∗
[
∇w log(πwt(a|s))
]⊤
(wt+1 − wt)− Lφ
2
‖wt+1 − wt‖22
= Eνpi∗
[
φwt(s, a)
]⊤
(wt+1 − wt)− Lφ
2
‖wt+1 − wt‖22
= αtEνpi∗
[
φwt(s, a)
]⊤
θt − Lφ
2
α2t ‖θt‖22
= αtEνpi∗
[
φwt(s, a)
]⊤
θ∗t + αtEνpi∗
[
φwt(s, a)
]⊤
(θt − θλ∗t ) + αtEνpi∗
[
φwt(s, a)
]⊤
(θλ∗t − θ∗t )
− Lφ
2
α2t ‖θt‖22
= αtEνpi∗
[
Aπwt (s, a)
]
+ αtEνpi∗
[
φwt(s, a)
]⊤
(θt − θλ∗t ) + αtEνpi∗
[
φwt(s, a)
]⊤
(θλ∗t − θ∗t )
+ αtEνpi∗
[
φwt(s, a)
⊤θ∗t −Awt(s, a)
]
− Lφ
2
α2t ‖θt‖22
= (1− γ)αt
(
J(π∗)− J(πwt)
)
+ αtEνpi∗
[
φwt(s, a)
]⊤
(θt − θλ∗t ) + αtEνpi∗
[
φwt(s, a)
]⊤
(θλ∗t − θ∗t )
+ αtEνpi∗
[
φwt(s, a)
⊤θ∗t −Aπwt (s, a)
]
− Lφ
2
α2t ‖θt‖22
≥ (1− γ)αt
(
J(π∗)− J(πwt)
)
+ αtEνpi∗
[
φwt(s, a)
]⊤
(θt − θλ∗t ) + αtEνpi∗
[
φwt(s, a)
]⊤
(θλ∗t − θ∗t )
− αt
√
Eνpi∗
[
φwt(s, a)
⊤θ∗t −Aπwt (s, a)
]2 − Lφ
2
α2t ‖θt‖22
≥ (1− γ)αt
(
J(π∗)− J(πwt)
)
+ αtEνpi∗
[
φwt(s, a)
]⊤
(θt − θλ∗t ) + αtEνpi∗
[
φwt(s, a)
]⊤
(θλ∗t − θ∗t )
23
−
√∥∥∥∥ νπ∗νπwt
∥∥∥∥
∞
αt
√
Eνpiwt
[
φwt(s, a)
⊤θ∗t −Aπwt (s, a)
]2 − Lφ
2
α2t ‖θt‖22
(ii)
≥ (1− γ)αt
(
J(π∗)− J(πwt)
)
+ αtEνpi∗
[
φwt(s, a)
]⊤
(θt − θλ∗t ) + αtEνpi∗
[
φwt(s, a)
]⊤
(θλ∗t − θ∗t )
−
√√√√ 1
1− γ
∥∥∥∥∥ νπ∗νπw0
∥∥∥∥∥
∞
αt
√
Eνpiwt
[
φwt(s, a)
⊤θ∗t −Aπwt (s, a)
]2 − Lφ
2
α2t ‖θt‖22 .
(iii)
≥ (1− γ)αt
(
J(π∗)− J(πwt)
)
− αtCφ
∥∥∥θt − θλ∗t ∥∥∥
2
− αtCφCλλ
−
√√√√ 1
1− γ
∥∥∥∥∥ νπ∗νπw0
∥∥∥∥∥
∞
αt
√
Eνpiwt
[
φwt(s, a)
⊤θ∗t −Aπwt (s, a)
]2 − Lφ
2
α2t ‖θt‖22 . (27)
where (i) follows from the Lφ gradient Lipschitz condition given by Lemma 4, (ii) follows from the fact
that νπwt ≤ (1− γ)νπw0 (Agarwal et al., 2019), and (iii) follows from Lemma 16. Equation (27) yields
D(wt)−D(wt+1) ≥ (1− γ)αt
(
J(π∗)− J(πwt)
)
− αtCφ
∥∥∥θt − θλ∗t ∥∥∥
2
− αtCφCλλ
− αt
√√√√ 1
1− γ
∥∥∥∥∥ νπ∗νπw0
∥∥∥∥∥
∞
√
ζapprox − Lφ
2
α2tR
2
θ. (28)
Taking expectation on both side of eq. (28) and rearranging the terms yield
(1− γ)αt
(
J(π∗)− E[J(πwt)]) ≤ E[D(wt)]− E[D(wt+1)]+ αtCφ ∥∥∥θt − θλ∗t ∥∥∥
2
+ αtCφCλλ
+ αt
√√√√ 1
1− γ
∥∥∥∥∥ νπ∗νπw0
∥∥∥∥∥
∞
√
ζapprox +
Lφ
2
α2tR
2
θ. (29)
eq. (29) shows that the incremental change of the objective function values can be bounded by the changes
of the KL-distance between the iterating policy and globally optimal policy, tracking error (which has been
bounded in Theorem 1), non-vanishing approximation error, and the variance error (which is upper bounded
by a constant).
Step 2. Analyzing convergence rate under various stepsizes. Summing eq. (29) over iterations up to t-th
step yields
(1− γ)
t∑
i=0
αi
(
J(π∗)− E[J(πwi)])
≤
t∑
i=0
(
E
[
D(wi)
]− E[D(wi+1)])+ αtCφE[ ∥∥∥θt − θλ∗t ∥∥∥
2
]
+ CφCλλ
t∑
i=0
αi +
√√√√ 1
1− γ
∥∥∥∥∥ νπ∗νπw0
∥∥∥∥∥
∞
√
ζapprox
t∑
i=0
αi
+
LφR
2
θ
2
t∑
i=0
α2i
24
≤ D(w0) + αtCφ
√
E
[ ∥∥θt − θλ∗t ∥∥22 ]+ CφCλλ t∑
i=0
αi
+
√√√√ 1
1− γ
∥∥∥∥∥ νπ∗νπw0
∥∥∥∥∥
∞
√
ζapprox
t∑
i=0
αi +
LφR
2
θ
2
t∑
i=0
α2i . (30)
Dividing both sides of eq. (30) by
∑t
i=0 αi and letting t˜ ∼ PJ(t˜ = i), we obtain
(1− γ)
(
J(π∗)− E[J(πwt˜)])
≤ D0∑t
i=0 αi
+
∑t
i=0 αi
√
E
[ ∥∥θi − θλ∗i ∥∥22 ]∑t
i=0 αi
+ CφCλλ+
√√√√ 1
1− γ
∥∥∥∥∥ νπ∗νπw0
∥∥∥∥∥
∞
√
ζapprox
+
LφR
2
θ
2
∑t
i=0 α
2
i∑t
i=0 αi
. (31)
Similarly, we consider the case when 1.5ν = σ. We next analyze the error bounds on the convergence rate
under various settings for σ.
Case 1: σ > 34 . We have
t∑
i=0
αi
√
E
[ ∥∥θi − θλ∗i ∥∥22 ]
≤ Cα
√
D2
1− γ
t∑
i=0
log(i)
(1 + i)
4
3
σ
≤ Cα
√
D2
1− γ
[ ∫ t
0
(1 + x)−
4
3
σdx+ 1
]
log(t) ≤ 4σ
4σ − 3Cα
√
D2
1− γ log(t).
Thus
(1− γ)
(
J(π∗)− E[J(πwt˜)]) ≤ D0Cα
1−σ [(t+ 1)
1−σ − 1] +
4σ
4σ−3Cα
√
D2 log(t)
Cα
1−σ [(t+ 1)
1−σ − 1](1 − γ) + CφCλλ
+
√√√√ 1
1− γ
∥∥∥∥∥ νπ∗νπw0
∥∥∥∥∥
∞
√
ζapprox +
LφR
2
θ
2
2C2
φ
σ
2σ−1
Cα
1−σ [(t+ 1)
1−σ − 1] . (32)
Case 2: σ = 34 . We have
t∑
i=0
αi
√
E
[ ∥∥θi − θλ∗i ∥∥22 ]
≤ Cα
√
D2
1− γ
t∑
i=0
log(i)
1 + i
≤ Cα
√
D2
1− γ
[ ∫ t
0
1
1 + x
dx+ 1
]
log(t) ≤ 8σ
4σ − 3
Cα
1− γ
√
D2 log
2(t).
Thus,
(1− γ)
(
J(π∗)− E[J(πwt˜)]) ≤ D0Cα
1−σ [(t+ 1)
1
4 − 1]
+
8σ
4σ−3Cα
√
D2 log
2(t)
Cα
1−σ [(t+ 1)
1
4 − 1](1 − γ)
+ CφCλλ
+
√√√√ 1
1− γ
∥∥∥∥∥ νπ∗νπw0
∥∥∥∥∥
∞
√
ζapprox +
LφR
2
θ
2
2C2
φ
σ
2σ−1
Cα
1−σ [(t+ 1)
1
4 − 1]
. (33)
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Case 3: 12 < σ <
3
4 . We have
t∑
i=0
αi
√
E
[ ∥∥θi − θλ∗i ∥∥22 ] ≤ Cα √D21− γ
t∑
i=0
log(i)
(1 + i)
4
3
σ
≤ Cα
√
D2
1− γ
[ ∫ t
0
(1 + x)−
4
3
σdx+ 1
]
log(t)
≤ 3
3− 4σCα
√
D2
1− γ log(t)(t+ 1)
1− 4
3
σ.
Thus,
(1− γ)
(
J(π∗)− E[J(πwt˜)]) ≤ D0Cα
1−σ [(t+ 1)
1−σ − 1] +
3
3−4σCα
√
D2 log(t)(t+ 1)
1− 4
3
σ
Cα
1−σ [(t+ 1)
1−σ − 1](1 − γ) + CφCλλ
+
√√√√ 1
1− γ
∥∥∥∥∥ νπ∗νπw0
∥∥∥∥∥
∞
√
ζapprox +
LφR
2
θ
2
2C2
φ
σ
2σ−1
Cα
1−σ [(t+ 1)
1−σ − 1] . (34)
Case 4: σ = 12 . We have
∑t
i=0 α
2
i ≤ 2C2φ log(t+ 1) and
t∑
i=0
αi
√
E
[ ∥∥θi − θλ∗i ∥∥22 ] ≤ 33− 4σCα
√
D2
1− γ log(t)(t+ 1)
1
3 .
Thus,
(1− γ)
(
J(π∗)− E[J(πwt˜)]) ≤ D0Cα
1−σ [(t+ 1)
1−σ − 1] +
3
3−4σCα
√
D2 log(t)(t+ 1)
1
3
Cα
1−σ [(t+ 1)
1
2 − 1](1 − γ)
+ CφCλλ
+
√√√√ 1
1− γ
∥∥∥∥∥ νπ∗νπw0
∥∥∥∥∥
∞
√
ζapprox +
LφR
2
θ
2
2C2φ log(t+ 1)
Cα
1−σ [(t+ 1)
1
2 − 1]
. (35)
Case 5: σ < 12 . We have
∑t
i=0 α
2
i ≤
C2
φ
1−2σ (t+ 1)
1−2σ . Thus,
(1− γ)
(
J(π∗)− E[J(πwt˜)]) ≤ D0Cα
1−σ [(t+ 1)
1−σ − 1] +
3
3−4σCα
√
D2 log(t)(t+ 1)
1− 4
3
σ
Cα
1−σ [(t+ 1)
1−σ − 1](1 − γ) + CφCλλ
+
√√√√ 1
1− γ
∥∥∥∥∥ νπ∗νπw0
∥∥∥∥∥
∞
√
ζapprox +
LφR
2
θ
2
C2
φ
1−2σ (t+ 1)
1−2σ
Cα
1−σ [(t+ 1)
1−σ − 1] . (36)
Summarizing eq. (32), eq. (33), eq. (34), eq. (35) and eq. (36) yields
J(π∗)− E[J(πwt˜)] ≤
√√√√ 1
(1− γ)3
∥∥∥∥∥ νπ∗νπw0
∥∥∥∥∥
∞
√
ζapprox +O(λ) +

O( log t
(1−γ)2t1−σ
)
, σ ≥ 34 ,
O( log2 t
(1−γ)2t
1
4
)
, σ = 34 ,
O( log t
(1−γ)2t
1
3σ
)
, σ < 34 .
The above bound implies that the optimal convergence rate can be obtained when σ = 34 . Then it requires
at least O( 1
(1−γ)8ǫ4
log2 1ǫ ) iterations to obtain
J(π∗)− E[J(πwt˜)] ≤
√√√√ 1
(1− γ)3
∥∥∥∥∥ νπ∗νπw0
∥∥∥∥∥
∞
√
ζapprox +O(λ) + ǫ.
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E Proof of Supporting Lemmas in Section A
Proof of Lemma 3. The first part of Lemma 3, which indicate the LQ-Lipschitz property of state-action
value function, has been established in (Xu et al., 2020b), here we show how to derive the second part of the
result. By definition, we have Vπw(s) =
1
1−γ
∫
a
∫
(sˆ,aˆ) r(sˆ, aˆ)dP
wt+1
(s,a)
(sˆ, aˆ)πwt+1(a|s)da. It follows that∣∣Vπw(s)− Vπw′ (s)∣∣
=
1
1− γ
∣∣∣∣∣
∫
a
∫
(sˆ,aˆ)
r(sˆ, aˆ)dP πw(s,a)(sˆ, aˆ)πw(da|s)−
∫
a
∫
(sˆ,aˆ)
r(sˆ, aˆ)dP
πw′
(s,a)(sˆ, aˆ)πw′(da|s)
∣∣∣∣∣
≤ 1
1− γ
∣∣∣∣∣
∫
a
∫
(sˆ,aˆ)
r(sˆ, aˆ)dP πw(s,a)(sˆ, aˆ)πw(da|s)−
∫
a
∫
(sˆ,aˆ)
r(sˆ, aˆ)dP πw(s,a)(sˆ, aˆ)πw′(da|s)
+
∫
a
∫
(sˆ,aˆ)
r(sˆ, aˆ)dP πw(s,a)(sˆ, aˆ)πw′(da|s)−
∫
a
∫
(sˆ,aˆ)
r(sˆ, aˆ)dP
πw′
(s,a)(sˆ, aˆ)πw′(da|s)
∣∣∣∣∣
≤ 1
1− γ
∣∣∣∣∣
∫
a
∫
(sˆ,aˆ)
r(sˆ, aˆ)dP πw(s,a)(sˆ, aˆ)πw(da|s)−
∫
a
∫
(sˆ,aˆ)
r(sˆ, aˆ)dP πw(s,a)(sˆ, aˆ)πw′(da|s)
∣∣∣∣∣
+
1
1− γ
∣∣∣∣∣
∫
a
∫
(sˆ,aˆ)
r(sˆ, aˆ)dP πw(s,a)(sˆ, aˆ)πw′(da|s) −
∫
a
∫
(sˆ,aˆ)
r(sˆ, aˆ)dP
πw′
(s,a)(sˆ, aˆ)πw′(da|s)
∣∣∣∣∣
≤ 1
1− γ
∫
a
∣∣∣∣∣
∫
(sˆ,aˆ)
r(sˆ, aˆ)dP πw(s,a)(sˆ, aˆ)
∣∣∣∣∣ |πw(da|s)− πw′(da|s)|
+
1
1− γ
∫
a
∣∣∣∣∣
∫
(sˆ,aˆ)
r(sˆ, aˆ)dP πw(s,a)(sˆ, aˆ)−
∫
(sˆ,aˆ)
r(sˆ, aˆ)dPw
′
(s,a)(sˆ, aˆ)
∣∣∣∣∣ πw′(da|s)
≤ rmaxCπ
1− γ
∥∥w − w′∥∥
2
+
1
1− γ
∫
a
[∫
(sˆ,aˆ)
r(sˆ, aˆ)
∣∣∣dPwt+1(s,a) (sˆ, aˆ)− dPwt(s,a)(sˆ, aˆ)∣∣∣
]
πwt(da|s)
≤ rmaxCπ
1− γ
∥∥w − w′∥∥
2
+
2rmax
1− γ
∫
a
∥∥∥Pwt+1(s,a) − Pwt(s,a)∥∥∥TV πwt(da|s)
≤ rmaxCπ
1− γ
∥∥w − w′∥∥
2
+
2rmax
1− γ
∫
a
Cν
∥∥w − w′∥∥
2
πwt(da|s)
≤ LV
∥∥w − w′∥∥
2
, (37)
which complete the proof.
Proof of Lemma 7. Consider critic’s update at step t− 1. We have
‖θt − θt−1‖2 =
∥∥ΠRθ(θt−1 + βt−1gt−1(θt−1))− θt−1∥∥2
≤ ‖θt−1 + βt−1gt−1(θt−1)− θt−1‖2
= βt−1 ‖gt−1(θt−1)‖2
= βt−1
∥∥∥−P λwt−1θt−1 + bwt−1∥∥∥2
= βt−1
∥∥∥−P λwt−1(θt−1 − θλ∗t−1)− P λwt−1θλ∗t−1 + bwt−1∥∥∥2
≤ βt−1
(∥∥∥P λwt−1∥∥∥2 ∥∥∥θt−1 − θλ∗t−1∥∥∥2 + ∥∥∥P λwt−1∥∥∥2 ∥∥∥θλ∗t−1∥∥∥2 + ∥∥bwt−1∥∥2 )
27
≤ βt−1
[
(C2φ + λ)
∥∥∥θt−1 − θλ∗t−1∥∥∥
2
+ (C2φ + λ)Rθ +
2Cφrmax
1− γ
]
. (38)
We can also obtain∥∥∥θt − θλ∗t ∥∥∥
2
=
∥∥∥θt − θt−1 + θt−1 − θλ∗t−1 + θλ∗t−1 − θλ∗t ∥∥∥
2
≤ ‖θt − θt−1‖2 +
∥∥∥θt−1 − θλ∗t−1∥∥∥
2
+
∥∥∥θλ∗t−1 − θλ∗t ∥∥∥
2
(i)
≤ βt−1
[
(C2φ + λ)
∥∥∥θt−1 − θλ∗t−1∥∥∥
2
+ (C2φ + λ)Rθ +
2Cφrmax
1− γ
]
+
∥∥∥θt−1 − θλ∗t−1∥∥∥
2
+ C3αt−1
= [1 + βt−1(C
2
φ + λ)]
∥∥∥θt−1 − θλ∗t−1∥∥∥
2
+
[
(C2φ + λ)Rθ +
2Cφrmax
1− γ
]
βt−1 + C3αt−1
(ii)
≤ [1 + βt−1(C2φ + λ)]
∥∥∥θt−1 − θλ∗t−1∥∥∥
2
+
[
(C2φ + λ)Rθ +
2Cφrmax
1− γ +
C3Cα
Cβ
]
βt−1, (39)
where C3 = LθRθ max{1, C2φ}, (i) follows from eq. (38) and Lemma 6, (ii) follows from the fact that
αt ≤ CαCβ βt for all t ≥ 0. Let C4 = (C2φ + λ)Rθ +
2Cφrmax
1−γ +
C3Cα
Cβ
. Applying eq. (39) recursively yields
∥∥∥θt − θλ∗t ∥∥∥
2
≤
[
τt∏
i=1
(
1 + βt−i(C
2
φ + λ)
)]∥∥∥θt−τt − θλ∗t−τt∥∥∥2 + C4
τt∑
k=1
[
k∏
i=1
(
1 + βt−i(C
2
φ + λ)
)]
βt−k
(i)
≤
(
1 + βt−τt(C
2
φ + λ)
)τt ∥∥∥θt−τt − θλ∗t−τt∥∥∥2 + C4βt−τt
τt∑
k=1
(
1 + βt−τt(C
2
φ + λ)
)k
≤
(
1 + βt−τt(C
2
φ + λ)
)τt ∥∥∥θt−τt − θλ∗t−τt∥∥∥2 + C4C2φ + λ
[(
1 + βt−τt(C
2
φ + λ)
)τt − 1] , (40)
where (i) follows from the fact that {βt} is non-increasing. When t is large enough, i.e., t > tˆ, such that
(C2φ + λ)βt−τtτ
2
t ≤ 14 , we have (1 + βt−τt(C2φ + λ)
)τt ≤ 1 + 2βt−τtτt(C2φ + λ) (Srikant and Ying, 2019).
Then we can further upper-bound eq. (40) as the follows∥∥∥θt − θλ∗t ∥∥∥
2
≤
(
1 + βt−τt(C
2
φ + λ)
)τt ∥∥∥θt−τt − θλ∗t−τt∥∥∥2 + 2C4βt−τtτt (41)
≤
(
1 + 2βt−τtτt(C
2
φ + λ)
) ∥∥∥θt−τt − θλ∗t−τt∥∥∥2 + 2C4βt−τtτt.
Proof of Lemma 8. Following from critic’s update in Algorithm 1, we have
‖θt − θt−τt‖2
≤
t−1∑
i=t−τt
‖θi+1 − θi‖2 =
t−1∑
i=t−τt
‖ΠRθ (θi + βigi(θi))− θi‖2 ≤
t−1∑
i=t−τt
βi ‖gi(θi)‖2
(i)
≤
t−1∑
i=t−τt
βi
[
(C2φ + λ)
∥∥∥θi − θλ∗i ∥∥∥
2
+ (C2φ + λ)Rθ +
2Cφrmax
1− γ
]
28
≤ βt−τt(C2φ + λ)
[ t−1∑
i=t−τt
∥∥∥θi − θλ∗i ∥∥∥
2
]
+
(
(C2φ + λ)Rθ +
2Cφrmax
1− γ
)
βt−τtτt
(ii)
≤ βt−τt(C2φ + λ)
t−1∑
i=t−τt
[(
1 + βt−τt(C
2
φ + λ)
)i−t+τt ∥∥∥θt−τt − θλ∗t−τt∥∥∥2 + 2C4βt−τt(i− t+ τt)]
+
(
(C2φ + λ)Rθ +
2Cφrmax
1− γ
)
βt−τtτt
(iii)
≤ βt−τt(C2φ + λ)
t−1∑
i=t−τt
[(
1 + βt−τt(C
2
φ + λ)
)τt−1 ∥∥∥θt−τt − θλ∗t−τt∥∥∥2 + 2C4βt−τt(τt − 1)]
+
(
(C2φ + λ)Rθ +
2Cφrmax
1− γ
)
βt−τtτt
(iv)
≤ βt−τtτt(C2φ + λ)
[(
1 + 2βt−τtτt(C
2
φ + λ)
) ∥∥∥θt−τt − θλ∗t−τt∥∥∥2 + 2C4βt−τtτt]
+
(
(C2φ + λ)Rθ +
2Cφrmax
1− γ
)
βt−τtτt
= βt−τtτt(C
2
φ + λ)
(
1 + 2βt−τtτt(C
2
φ + λ)
) ∥∥∥θt−τt − θλ∗t−τt∥∥∥2 + 2C4(C2φ + λ)β2t−τtτ2t
+
(
(C2φ + λ)Rθ +
2Cφrmax
1− γ
)
βt−τtτt
(v)
≤ 3
2
βt−τtτt(C
2
φ + λ)
∥∥∥θt−τt − θλ∗t−τt∥∥∥2 + (12C4 + (C2φ + λ)Rθ + 2Cφrmax1− γ )βt−τtτt
=
3
2
βt−τtτt(C
2
φ + λ)
∥∥∥θt−τt − θλ∗t−τt∥∥∥2 + C5βt−τtτt,
where (i) follows from eq. (38), (ii) follows from eq. (41), (iii) follows from the fact that {βt} is non-
increasing, and (iv) and (v) follow from the fact that (1 + βt−τt(C
2
φ + λ)
)τt ≤ 1 + 2βt−τtτt(C2φ + λ) and
(C2φ + λ)βt−τtτ
2
t ≤ 14 for all t > tˆ.
Proof of Lemma 9. Following from the update rule in Algorithm 1, we obtain∥∥∥θtˆ − θλ∗tˆ ∥∥∥22 = ∥∥∥θ0 − θλ∗0 + θλ∗0 − θλ∗tˆ + θtˆ − θ0∥∥∥22
≤ 3
∥∥∥θ0 − θλ∗0 ∥∥∥2
2
+ 3
∥∥∥θλ∗0 − θλ∗tˆ ∥∥∥22 + 3 ‖θtˆ − θ0‖22 . (42)
Following from Lemma 8, we obtain
‖θtˆ − θ0‖2 ≤
3
2
β0tˆ(C
2
φ + λ)
∥∥∥θ0 − θλ∗0 ∥∥∥
2
+ C5β0tˆ. (43)
Following from the fact that a ≤ b+ c for positive a, b, c, which implies a2 ≤ 2b2 + 2c2, we obtain
‖θtˆ − θ0‖22 ≤
9
2
β20 tˆ
2(C2φ + λ)
2
∥∥∥θ0 − θλ∗0 ∥∥∥2
2
+ 2C25β
2
0 tˆ
2. (44)
Following from Lemma 6, we have
∥∥∥θλ∗0 − θλ∗tˆ ∥∥∥22 ≤ (
tˆ−1∑
i=0
∥∥∥θλ∗i − θλ∗i+1∥∥∥
2
)2 ≤ C23 (
tˆ−1∑
i=0
‖wi − wi+1‖2)2 ≤ C23R2θ max{1, C4φ}(
tˆ−1∑
i=0
αi)
2
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≤ C23R2θ max{1, C4φ}C2αtˆ2. (45)
Substituting eq. (44) and eq. (45) into eq. (42) yields∥∥∥θtˆ − θλ∗tˆ ∥∥∥22 ≤ [3 + 272 β20 tˆ2(C2φ + λ)2] ∥∥∥θ0 − θλ∗0 ∥∥∥22 + 3C23R2θ max{1, C4φ}C2αtˆ2 + 6C25β20 tˆ2
= C16
∥∥∥θ0 − θλ∗0 ∥∥∥2
2
+ C17. (46)
Proof of Lemma 10. By the definitions of P λw(s, a) and P
λ
w′(s, a), we have
P λw(s, a)− P λw′(s, a) = φw(s, a)φw(s, a)⊤ − φw′(s, a)φw′(s, a)⊤
= φw(s, a)φw(s, a)
⊤ − φw′(s, a)φw(s, a)⊤ + φw′(s, a)φw(s, a)⊤ − φw′(s, a)φw′(s, a)⊤
= (φw(s, a)− φw′(s, a))φw(s, a)⊤ + φw(s, a)(φw′(s, a)− φw′(s, a))⊤,
which implies∥∥∥P λw(s, a)− P λw′(s, a)∥∥∥
2
≤
∥∥∥(φw(s, a)− φw′(s, a))φw(s, a)⊤∥∥∥
2
+
∥∥∥φw(s, a)(φw′(s, a)− φw′(s, a))⊤∥∥∥
2
≤
∥∥∥(φw(s, a)− φw′(s, a))φw(s, a)⊤∥∥∥
F
+
∥∥∥φw(s, a)(φw′(s, a)− φw′(s, a))⊤∥∥∥
F
≤ 2Cφ ‖φw(s, a)− φw′(s, a)‖2
≤ 2CφLφ
∥∥w − w′∥∥
2
.
By the definitions of bw and bw′ , we have
bˆw(s, a)− bˆw′(s, a)
= φw(s, a)Aπw(s, a)− φw′(s, a)Aπw′ (s, a)
= φw(s, a)Aπw(s, a)− φw′(s, a)Aπw(s, a) + φw′(s, a)Aπw(s, a)− φw′(s, a)Aπw′ (s, a)
= (φw(s, a)− φw′(s, a))Aπw(s, a) + φw′(s, a)(Aπw(s, a)−Aπw′ (s, a)).
= (φw(s, a)− φw′(s, a))Aπw(s, a) + φw′(s, a)[Qπw(s, a)−Qπw′ (s, a) + Vπw′ (s)− Vπw(s)],
(47)
which implies∥∥∥bˆw(s, a)− bˆw′(s, a)∥∥∥
2
≤ ‖φw(s, a)− φw′(s, a)‖2Aπw(s, a) + ‖φw′(s, a)‖2
[ ∣∣Qπw(s, a)−Qπw′ (s, a)∣∣ + ∣∣Vπw′ (s)− Vπw(s)∣∣ ]
≤
[
Lφrmax
1− γ + Cφ(LQ + LV )
] ∥∥w − w′∥∥
2
. (48)
Proof of Lemma 12. By the definitions of P
λ
w and P
λ
w′ , we have
P
λ
w − P λw′ =
∫
(s,a)
φw(s, a)φw(s, a)
⊤dνπw −
∫
(s,a)
φw′(s, a)φw′(s, a)
⊤dνπw′
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=∫
(s,a)
φw(s, a)φw(s, a)
⊤dνπw −
∫
(s,a)
φw(s, a)φw(s, a)
⊤dνπw′
+
∫
(s,a)
φw(s, a)φw(s, a)
⊤dνπw′ −
∫
(s,a)
φw′(s, a)φw′(s, a)
⊤dνπw′
=
∫
(s,a)
φw(s, a)φw(s, a)
⊤(dνπw − dνπw′ )
+
∫
(s,a)
(φw(s, a)φw(s, a)
⊤ − φw′(s, a)φw′(s, a)⊤)dνπw′ ,
which implies ∥∥∥P λw(s, a)− P λw′(s, a)∥∥∥
2
≤
∥∥∥∥∥
∫
(s,a)
φw(s, a)φw(s, a)
⊤(dνπw − dνπw′ )
∥∥∥∥∥
2
+
∥∥∥∥∥
∫
(s,a)
(φw(s, a)φw(s, a)
⊤ − φw′(s, a)φw′(s, a)⊤)dνπw′
∥∥∥∥∥
2
≤
∫
(s,a)
∥∥∥φw(s, a)φw(s, a)⊤∥∥∥
2
∣∣dνπw − dνπw′ ∣∣
+
∫
(s,a)
∥∥∥φw(s, a)φw(s, a)⊤ − φw′(s, a)φw′(s, a)⊤∥∥∥
2
dνπw′
≤ 2C2φ
∥∥νπw − νπw′∥∥TV + ∫
(s,a)
2CφLφ
∥∥w − w′∥∥
2
dνπw′
(i)
≤ 2(C2φCν + CφLφ)
∥∥w −w′∥∥
2
,
where (i) follows from Lemma 2. By the definitions of bw and bw′ , we have
bw − bw′ =
∫
(s,a)
φw(s, a)Aπw(s, a)dνπw(s, a)−
∫
(s,a)
φw′(s, a)Aπw′ (s, a)dνπw′ (s, a)
=
∫
(s,a)
φw(s, a)Aπw(s, a)dνπw(s, a)−
∫
(s,a)
φw(s, a)Aπw(s, a)dνπw′ (s, a)
+
∫
(s,a)
φw(s, a)Aπw(s, a)dνπw′ (s, a)−
∫
(s,a)
φw′(s, a)Aπw′ (s, a)dνπw′ (s, a)
=
∫
(s,a)
φw(s, a)Aπw(s, a)(dνπw(s, a)− dνπw′ (s, a))
+
∫
(s,a)
(φw(s, a)Aπw(s, a)− φw′(s, a)Aπw′ (s, a))dνπw′ (s, a),
which implies∥∥bw(s, a)− bw′(s, a)∥∥2
≤
∥∥∥∥∥
∫
(s,a)
φw(s, a)Aπw(s, a)(dνπw(s, a)− dνπw′ (s, a))
∥∥∥∥∥
2
+
∥∥∥∥∥
∫
(s,a)
(φw(s, a)Aπw(s, a)− φw′(s, a)Aπw′ (s, a))dνπw′ (s, a)
∥∥∥∥∥
2
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≤
∫
(s,a)
‖φw(s, a)Aπw(s, a)‖2
∣∣dνπw(s, a)− dνπw′ (s, a)∣∣
+
∫
(s,a)
∥∥φw(s, a)Aπw(s, a)− φw′(s, a)Aπw′ (s, a)∥∥2 dνπw′ (s, a)
≤ 2Cφrmax
1− γ
∥∥νπw − νπw′∥∥TV + ∫
(s,a)
[
Lφrmax
1− γ + Cφ(LQ + LV )
] ∥∥w − w′∥∥
2
dνπw′ (s, a)
≤
[
2CφCνrmax
1− γ +
Lφrmax
1− γ + Cφ(LQ + LV )
] ∥∥w − w′∥∥
2
.
Proof of Lemma 11. Similarly to the proof of Theorem 1 in (Zou et al., 2019), here we construct an auxil-
iary MDP from (t − τt)-th step to t-th step by following a fixed policy πwt−τt . We denote the samples as{(s˘i, a˘i)} (t− τt + 1 ≤ i ≤ t):
(st−τt , at−τt)
πwt−τt−→ (s˘t−τt+1, a˘t−τt+1)
πwt−τt−→ · · ·
πwt−τt−→ (s˘t, a˘t). (49)
By definition we have
P
λ
wt−τt
− E[P λwt−τt |Ft−τt]
=
∫
(s,a)
φwt−τt (s, a)φwt−τt (s, a)
⊤dνπwt−τt
(s, a)
−
∫
(s,a)
φwt−τt (s, a)φwt−τt (s, a)
⊤dP(st = s, at = a|Ft−τt)
=
∫
(s,a)
φwt−τt (s, a)φwt−τt (s, a)
⊤dνπwt−τt
(s, a)
−
∫
(s,a)
φwt−τt (s, a)φwt−τt (s, a)
⊤dP˘(s˘t = s, a˘t = a|Ft−τt)
+
∫
(s,a)
φwt−τt (s, a)φwt−τt (s, a)
⊤dP˘(s˘t = s, a˘t = a|Ft−τt)
−
∫
(s,a)
φwt−τt (s, a)φwt−τt (s, a)
⊤dP(st = s, at = a|Ft−τt)
=
∫
(s,a)
φwt−τt (s, a)φwt−τt (s, a)
⊤[dνπwt−τt
(s, a)− dP˘(s˘t = s, a˘t = a|Ft−τt)]
+
∫
(s,a)
φwt−τt (s, a)φwt−τt (s, a)
⊤[dP˘(s˘t = s, a˘t = a|Ft−τt)− dP(st = s, at = a|Ft−τt)],
where P(si, ai|F) denotes the distribution of (si, ai) conditioned on the filtration F , and P˘(s˘i, a˘i|F) denotes
the distribution of (s˘i, a˘i) of the auxiliary MDP at i-th step in (49) conditioned on the filtration F . Then we
obtain∥∥∥P λwt−τt − E[P λwt−τt |Ft−τt]∥∥∥2
≤
∥∥∥∥∥
∫
(s,a)
φwt−τt (s, a)φwt−τt (s, a)
⊤[dνπwt−τt
(s, a)− dP(st = s, at = a|Ft−τt)]
∥∥∥∥∥
2
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+∥∥∥∥∥
∫
(s,a)
φwt−τt (s, a)φwt−τt (s, a)
⊤[dP˘(s˘t = s, a˘t = a|Ft−τt)− dP(st = s, at = a|Ft−τt)]
∥∥∥∥∥
2
≤
∫
(s,a)
∥∥∥φwt−τt (s, a)φwt−τt (s, a)⊤∥∥∥2 ∣∣∣dνπwt−τt (s, a)− dP˘(s˘t = s, a˘t = a|Ft−τt)∣∣∣
+
∫
(s,a)
∥∥∥φwt−τt (s, a)φwt−τt (s, a)⊤∥∥∥2 ∣∣∣dP˘(s˘t = s, a˘t = a|Ft−τt)− dP(st = s, at = a|Ft−τt)∣∣∣
≤ 2C2φ
(∥∥∥νπwt−τt (·, ·) − P˘(s˘t = s, a˘t = a|Ft−τt)∥∥∥TV
+
∥∥∥P˘(s˘t = s, a˘t = a|Ft−τt)− P(st = s, at = a|Ft−τt)∥∥∥
TV
)
. (50)
For the term
∥∥∥νπwt−τt (·, ·) − P˘(s˘t, a˘t|Ft−τt)∥∥∥TV , due to Assumption 2, we have∥∥∥νπwt−τt (·, ·) − P˘t(s˘t, a˘t|Ft−τt)∥∥∥TV ≤ mρτt . (51)
For
∥∥∥P˘t(s˘t, a˘t|Ft−τt)− Pt(st, at|Ft−τt)∥∥∥
TV
, by definition we obtain∥∥∥P˘(s˘t, a˘t|Ft−τt)− P(st, at|Ft−τt)∥∥∥
TV
≤
∥∥∥P˘(s˘t|Ft−τt)πwt−τt (a˘t|s˘t)− P(st|Ft−τt)πwt(at|st)∥∥∥TV
=
1
2
∫
s
∫
a
∣∣∣P˘(s˘t = s|Ft−τt)πwt−τt (a˘t = a|s˘t = s)− P(st = s|Ft−τt)πwt(at = a|st = s)∣∣∣ dads
=
1
2
∫
s
∫
a
∣∣∣P˘(s˘t = s|Ft−τt)πwt−τt (a˘t = a|s˘t = s)− P˘(s˘t = s|Ft−τt)πwt(at = a|st = s)
+ P˘(s˘t = s|Ft−τt)πwt(at = a|st = s)− P(st = s|Ft−τt)πwt(at = a|st = s)
∣∣∣dads
≤ 1
2
∫
s
P˘(s˘t = s|Ft−τt)
∫
a
∣∣πwt−τt (a˘t = a|s˘t = s)− πwt(at = a|st = s)∣∣ dads
+
1
2
∫
s
∣∣∣P˘(s˘t = s|Ft−τt)− P(st = s|Ft−τt)∣∣∣ ∫
a
πwt(at = a|st = s)dads
(i)
≤ Cπ ‖wt−τt − wt‖2 +
1
2
∫
s
∣∣∣P˘(s˘t = s|Ft−τt)− P(st = s|Ft−τt)∣∣∣ ds
(ii)
≤ CπRθ max{1, C2φ}αt−τtτt +
1
2
∫
s
∣∣∣P˘(s˘t = s|Ft−τt)− P(st = s|Ft−τt)∣∣∣ ds
= CπRθ max{1, C2φ}αt−τtτt +
∥∥∥P˘(s˘t|Ft−τt)− P(st|Ft−τt)∥∥∥
TV
. (52)
where (i) follows from the third item in Assumption 1 and (ii) follows from the fact that
‖wt−τt − wt‖2 ≤
t−1∑
i=t−τt
‖wi+1 − wi‖2 ≤ Rθ max{1, C2φ}
t−1∑
i=t−τt
αi ≤ Rθ max{1, C2φ}αt−τtτt.
For P˘(s˘t = s|Ft−τt). We then have
P˘(s˘t = ·|Ft−τt)
=
∫
s
P˘(s˘t−1 = s|Ft−τt)P˘(s˘t = ·|s˘t−1 = s)ds
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=∫
s
P˘(s˘t−1 = s|Ft−τt)
∫
a
P˜(s˘t = ·|s˘t−1 = s, a˘t−1 = a)πwt−τt (a˘t−1 = a|s˘t−1 = s)dads. (53)
Similarly, for P(st = s|Ft−τt), we have
P(st = ·|Ft−τt)
=
∫
s
P(st−1 = s|Ft−τt)P˜ (st = ·|st−1 = s)ds
=
∫
s
P(st−1 = s|Ft−τt)
∫
a
P˜(st = ·|st−1 = s, at−1 = a)πwt−τt (at−1 = a|st−1 = s)dads. (54)
Then, combining eq. (53) and eq. (54) yields∣∣∣P˘(s˘t = ·|Ft−τt)− P(st = ·|Ft−τt)∣∣∣
=
∣∣∣∣∣
∫
s
P˘(s˘t−1 = s|Ft−τt)
∫
a
P˜(s˘t = ·|s˘t−1 = s, a˘t−1 = a)πwt−τt (a˘t−1 = a|s˘t−1 = s)dads
−
∫
s
P(st−1 = s|Ft−τt)
∫
a
P˜(st = ·|st−1 = s, at−1 = a)πwt−1(at−1 = a|st−1 = s)dads
∣∣∣∣∣
≤
∫
s
P˘(s˘t−1 = s|Ft−τt)
∫
a
∣∣∣∣∣P˜(s˘t = ·|s˘t−1 = s, a˘t−1 = a)πwt−τt (a˘t−1 = a|s˘t−1 = s)
−
∫
a
P˜(st = ·|st−1 = s, at−1 = a)πwt−1(at−1 = a|st−1 = s)
∣∣∣∣∣dads
+
∫
s
∣∣∣∣∣P˘(s˘t−1 = s|Ft−τt)− P(st−1 = s|Ft−τt)
∣∣∣∣∣∫
a
P˜(st = ·|st−1 = s, at−1 = a)πwt−1(at−1 = a|st−1 = s)dads
≤
∫
s
P˘(s˘t−1 = s|Ft−τt)
∫
a
P˜(st = ·|st−1 = s, at−1 = a)|πwt−τt (a˘t−1 = a|s˘t−1 = s)
− πwt−1(at−1 = a|st−1 = s)|dads
+
∫
s
∣∣∣P˘(s˘t−1 = s|Ft−τt)− P(st−1 = s|Ft−τt)∣∣∣ ds
≤
∫
s
P˘(s˘t−1 = s|Ft−τt)
∫
a
|πwt−τt (a˘t−1 = a|s˘t−1 = s)− πwt−1(at−1 = a|st−1 = s)|dads
+
∫
s
∣∣∣P˘(s˘t−1 = s|Ft−τt)− P(st−1 = s|Ft−τt)∣∣∣ ds
≤ 2Cπ ‖wt−τt −wt−1‖2 +
∫
s
∣∣∣P˘(s˘t−1 = s|Ft−τt)− P(st−1 = s|Ft−τt)∣∣∣ ds
≤ 2Cπ ‖wt−τt −wt−1‖2 + 2
∥∥∥P˘(s˘t−1|Ft−τt)− P(st−1|Ft−τt)∥∥∥
TV
.
Then we have∥∥∥P˘(s˘t|Ft−τt)− P(st|Ft−τt)∥∥∥
TV
=
1
2
∫
s
∣∣∣P˘(s˘t = s|Ft−τt)− P(st = s|Ft−τt)∣∣∣ ds
≤ Cπ ‖wt−τt − wt−1‖2 +
∥∥∥P˘(s˘t−1|Ft−τt)− P(st−1|Ft−τt)∥∥∥
TV
. (55)
34
Applying eq. (55) recursively yields∥∥∥P˘(s˘t|Ft−τt)− P(st|Ft−τt)∥∥∥
TV
≤ Cπ
t−1∑
i=t−τt
‖wt−τt − wi‖2 ≤ CπRθ max{1, C2φ}
t−1∑
i=t−τt
i∑
k=t−τt
αk
≤ CπRθ max{1, C2φ}αt−τtτ2t . (56)
Substituting eq. (56) into eq. (52) and due to the fact τt ≥ 1, we obtain∥∥∥P˘(s˘t, a˘t|Ft−τt)− P(st, at|Ft−τt)∥∥∥
TV
≤ 2CπRθ max{1, C2φ}αt−τtτ2t . (57)
Substituting eq. (51) and eq. (57) into eq. (50) yields∥∥∥P λwt − E[P λwt |Ft−τt]∥∥∥2 ≤ 2C2φ[mρτt + 2CπRθ max{1, C2φ}αt−τtτ2t ]
≤ 2C2φ
[
2CπRθ max{1, C2φ}+ 1
]
αt−τtτ
2
t .
Then, consider ∆b,τt =
∥∥bwt−τt − E[bwt−τt |Ft−τt]∥∥2. By definition, we have
bwt−τt − E
[
bwt−τt |Ft−τt
]
=
∫
(s,a)
Qπwt−τt
(s, a)φwt−τt (s, a)dνwt−τt (s, a)−
∫
s
Vπwt−τt
(s)
[∫
a
φwt−τt (s, a)πwt−τt (s, a)da
]
dνwt−τt (s)
−
[∫
(s,a)
Qπwt−τt
(s, a)φwt−τt (s, a)dP(st = s, at = a|Ft−τt)
−
∫
s
Vπwt−τt
(s)
[∫
a′
φwt−τt (s, a
′)πwt−τt (s, a
′)da′
]
dP(st = s|Ft−τt)
]
=
∫
(s,a)
Qπwt−τt
(s, a)φwt−τt (s, a)
[
dνwt−τt (s, a)− dP(st = s, at = a|Ft−τt)
]
+
∫
(s,a)
Vπwt−τt
(s)φwt−τt (s, a)
[
dP(st = s, at = a|Ft−τt)− dνwt−τt (s, a)
]
=
∫
(s,a)
Aπwt−τt
(s, a)φwt−τt (s, a)
[
dνwt−τt (s, a)− dP(st = s, at = a|Ft−τt)
]
=
∫
(s,a)
Aπwt−τt
(s, a)φwt−τt (s, a)[dνπwt−τt
(s, a)− dP˘(s˘t = s, a˘t = a|Ft−τt)]
+
∫
(s,a)
Aπwt−τt
(s, a)φwt−τt (s, a)[dP˘(s˘t = s, a˘t = a|Ft−τt)− dP(st = s, at = a|Ft−τt)].
Then, we obtain∥∥bwt − E[bwt |Ft−τt]∥∥2
≤
∥∥∥∥∥
∫
(s,a)
Aπwt−τt
(s, a)φwt−τt (s, a)[dνπwt−τt
(s, a)− dP(st = s, at = a|Ft−τt)]
∥∥∥∥∥
2
+
∥∥∥∥∥
∫
(s,a)
Aπwt−τt
(s, a)φwt−τt (s, a)[dP˘(s˘t = s, a˘t = a|Ft−τt)− dP(st = s, at = a|Ft−τt)]
∥∥∥∥∥
2
≤
∫
(s,a)
∥∥∥Aπwt−τt (s, a)φwt−τt (s, a)∥∥∥2 ∣∣∣dνπwt−τt (s, a)− dP˘(s˘t = s, a˘t = a|Ft−τt)∣∣∣
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+∫
(s,a)
∥∥∥Aπwt−τt (s, a)φwt−τt (s, a)∥∥∥2 ∣∣∣dP˘(s˘t = s, a˘t = a|Ft−τt)− dP(st = s, at = a|Ft−τt)∣∣∣
≤ 2Cφrmax
1− γ
(∥∥∥νπwt−τt (·, ·)− P˘(s˘t = s, a˘t = a|Ft−τt)∥∥∥TV
+
∥∥∥P˘(s˘t = s, a˘t = a|Ft−τt)− P(st = s, at = a|Ft−τt)∥∥∥
TV
)
. (58)
Substituting eq. (51) and eq. (57) into eq. (58) yields∥∥bwt − E[bwt |Ft−τt]∥∥2 ≤ 2Cφrmax1− γ [mρτt + 2CπRθ max{1, C2φ}αt−τtτ2t ]
≤ 2Cφrmax
1− γ
[
2CπRθ max{1, C2φ}+ 1
]
αt−τtτ
2
t .
Proof of Lemma 13. By the definition of gt(θ
t) and gt(θt), we obtain
〈gt(θt)− gt(θt), θt − θλ∗t 〉
(i)
= 〈gˆt−τt(θt)− gt−τt(θt), θt − θλ∗t 〉+ 〈gt(θt)− gˆt−τt(θt), θt − θλ∗t 〉+ 〈gt−τt(θt)− gt(θt), θt − θλ∗t 〉
= 〈gˆt−τt(θt)− gt−τt(θt), θt − θλ∗t−τt〉+ 〈gˆt−τt(θt)− gt−τt(θt), θλ∗t−τt − θλ∗t 〉
+ 〈gt(θt)− gˆt−τt(θt), θt − θλ∗t 〉+ 〈gt−τt(θt)− gt(θt), θt − θλ∗t 〉
= 〈−P λwt−τtθt + bˆwt−τt + P
λ
wt−τt
θt − bwt−τt , θt − θλ∗t−τt〉+ 〈gˆt−τt(θt)− gt−τt(θt), θλ∗t−τt − θλ∗t 〉
+ 〈gt(θt)− gˆt−τt(θt), θt − θλ∗t 〉+ 〈gt−τt(θt)− gt(θt), θt − θλ∗t 〉
= 〈(P λwt−τt − P λwt−τt)(θt − θλ∗t−τt), θt − θλ∗t−τt〉+ 〈(P λwt−τt − P λwt−τt)θλ∗t−τt + (bˆwt−τt − bwt−τt ), θt − θλ∗t−τt〉
+ 〈gˆt−τt(θt)− gt−τt(θt), θλ∗t−τt − θλ∗t 〉+ 〈gt(θt)− gˆt−τt(θt), θt − θλ∗t 〉+ 〈gt−τt(θt)− gt(θt), θt − θλ∗t 〉,
(59)
where in (i) we define gˆt−τt(θt) := −P λwt−τtθt+ bˆwt−τt , with P
λ
wt−τt
:= φwt−τt (st, at)φwt−τt (st, at)
⊤+ λI
and bˆwt−τt := φwt−τt (st, at)Aπwt−τt
(st, at). Then we bound the three terms in the right-hand side of eq. (59)
as follows. For the first term in eq. (59) we have
〈(P λwt−τt − P λwt−τt)(θt − θλ∗t−τt), θt − θλ∗t−τt〉
= 〈(P λwt−τt − P λwt−τt)(θt−τt − θλ∗t−τt), θt − θλ∗t−τt〉+ 〈(P λwt−τt − P λwt−τt)(θt − θt−τt), θt − θt−τt〉
+ 〈(P λwt−τt − P λwt−τt)(θt − θt−τt), θt−τt − θλ∗t−τt〉
= 〈(P λwt−τt − P λwt−τt)(θt−τt − θλ∗t−τt), θt−τt − θλ∗t−τt〉+ 〈(P λwt−τt − P λwt−τt)(θt−τt − θλ∗t−τt), θt − θt−τt〉
+ 〈(P λwt−τt − P λwt−τt)(θt − θt−τt), θt − θt−τt〉+ 〈(P λwt−τt − P λwt−τt)(θt − θt−τt), θt−τt − θλ∗t−τt〉
= 〈(P λwt−τt − P λwt−τt)(θt−τt − θλ∗t−τt), θt−τt − θλ∗t−τt〉+ 2〈(P λwt−τt − P λwt−τt)(θt−τt − θλ∗t−τt), θt − θt−τt〉
+ 〈(P λwt−τt − P λwt−τt)(θt − θt−τt), θt − θt−τt〉.
(60)
Taking expectation with respect to the filtration Ft−τt on both sides of eq. (60) yields
E
[〈(P λwt−τt − P λwt−τt)(θt−τt − θλ∗t−τt), θt−τt − θλ∗t−τt〉|Ft−τt]
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≤ 〈(P λwt−τt − E[P λwt−τt ∣∣Ft−τt ])(θt−τt − θλ∗t−τt), θt−τt − θλ∗t−τt〉
≤
∥∥∥P λwt−τt − E[P λwt−τt ∣∣Ft−τt ]∥∥∥2 ∥∥∥θt−τt − θλ∗t−τt∥∥∥22
(i)
= ∆P,τt
∥∥∥θt−τt − θλ∗t−τt∥∥∥22 . (61)
where in (i) we denote ∆P,τt :=
∥∥∥P λwt−τt − E[P λwt−τt |Ft−τt]∥∥∥2. Taking expectation on both sides of
eq. (61) conditioned on Ft−τt yields
E
[〈(P λwt−τt − P λwt−τt)(θt−τt − θλ∗t−τt), θt − θt−τt〉|Ft−τt]
≤ E
[∥∥∥P λwt−τt − P λwt−τt∥∥∥2 ‖θt − θt−τt‖2 |Ft−τt] ∥∥∥θt−τt − θλ∗t−τt∥∥∥2
≤ E
[(∥∥∥P λwt−τt∥∥∥2 + ∥∥∥P λwt−τt∥∥∥2 ) ‖θt − θt−τt‖2 |Ft−τt] ∥∥∥θt−τt − θλ∗t−τt∥∥∥2
≤ 2(C2φ + λ)E [‖θt − θt−τt‖2 |Ft−τt ]
∥∥∥θt−τt − θλ∗t−τt∥∥∥2
(i)
≤ 3(C2φ + λ)2βt−τtτt
∥∥∥θt−τt − θλ∗t−τt∥∥∥22 + 2C5(C2φ + λ)βt−τtτt ∥∥∥θt−τt − θλ∗t−τt∥∥∥2
(ii)
≤ 3(C2φ + λ)2βt−τtτt
∥∥∥θt−τt − θλ∗t−τt∥∥∥22 + C5(C2φ + λ)βt−τtτt( ∥∥∥θt−τt − θλ∗t−τt∥∥∥22 + 1)
=
[
3(C2φ + λ) + C5
]
(C2φ + λ)βt−τtτt
∥∥∥θt−τt − θλ∗t−τt∥∥∥22 + C5(C2φ + λ)βt−τtτt, (62)
where (i) follows from Lemma 8 and (ii) follows from the fact that 2x ≤ 1 + x2. Furthermore,
E
[〈(P λwt−τt − P λwt−τt)(θt − θt−τt), θt − θt−τt〉|Ft−τt]
≤ E[ ∥∥∥P λwt−τt − P λwt−τt∥∥∥2 ‖θt − θt−τt‖22 |Ft−τt]
≤ E
[(∥∥∥P λwt−τt∥∥∥2 + ∥∥∥P λwt−τt∥∥∥2) ‖θt − θt−τt‖22 |Ft−τt]
≤ 2(C2φ + λ)E
[
‖θt − θt−τt‖22 |Ft−τt
]
. (63)
Combining eq. (61), eq. (62) and eq. (63) and applying Lemma 11 yield the following bound:
E
[〈(P λwt−τt − P λwt−τt)(θt − θλ∗t−τt), θt − θλ∗t−τt〉|Ft−τt]
≤ {C6αt−τtτ2t + [(3(C2φ + λ) + C5)] (C2φ + λ)βt−τtτt}∥∥∥θt−τt − θλ∗t−τt∥∥∥22
+ 2(C2φ + λ)E
[
‖θt − θt−τt‖22 |Ft−τt
]
+ C5(C
2
φ + λ)βt−τtτt
≤
{
C6Cα
Cβ
+
[(
3(C2φ + λ) + C5
)]
(C2φ + λ)
}
βt−τtτ
2
t
∥∥∥θt−τt − θλ∗t−τt∥∥∥22
+ 2(C2φ + λ)E
[
‖θt − θt−τt‖22 |Ft−τt
]
+ C5(C
2
φ + λ)βt−τtτ
2
t (64)
Consider the second term in eq. (59), and we have
〈(P λwt−τt − P λwt−τt)θλ∗t−τt + (bˆwt−τt − bwt−τt ), θt − θλ∗t−τt〉
= 〈(Pλwt−τt − P λwt−τt)θλ∗t−τt , θt − θλ∗t−τt〉+ 〈bˆwt−τt − bwt−τt , θt − θλ∗t−τt〉
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= 〈(Pλwt−τt − P λwt−τt)θλ∗t−τt , θt − θt−τt〉+ 〈(P λwt−τt − P λwt−τt)θλ∗t−τt , θt−τt − θλ∗t−τt〉
+ 〈bˆwt−τt − bwt−τt , θt − θt−τt〉+ 〈bˆwt−τt − bwt−τt , θt−τt − θλ∗t−τt〉. (65)
Taking expectation on both sides of eq. (65) conditioned on Ft−τt yields
E
[〈(Pλwt−τt − P λwt−τt)θλ∗t−τt + (bˆwt−τt − bwt−τt ), θt − θλ∗t−τt〉|Ft−τt]
= E
[〈(P λwt−τt − P λwt−τt)θλ∗t−τt , θt − θt−τt〉|Ft−τt]+ E[〈(P λwt−τt − P λwt−τt)θλ∗t−τt , θt−τt − θλ∗t−τt〉|Ft−τt]
+ E
[〈bˆwt−τt − bwt−τt , θt − θt−τt〉|Ft−τt]+ E[〈bˆwt−τt − bwt−τt , θt−τt − θλ∗t−τt〉|Ft−τt]
≤ E[ ∥∥∥P λwt−τt − P λwt−τt∥∥∥2 ∥∥∥θλ∗t−τt∥∥∥2 ‖θt − θt−τt‖2 |Ft−τt]
+
∥∥∥P λwt−τt − E[P λwt−τt |Ft−τt]∥∥∥2 ∥∥∥θλ∗t−τt∥∥∥2 ∥∥∥θt−τt − θλ∗t−τt∥∥∥2
+ E
[ ∥∥∥bˆwt−τt − bwt−τt∥∥∥2 ‖θt − θt−τt‖2 |Ft−τt]+ ∥∥∥E[bˆwt−τt |Ft−τt]− bwt−τt∥∥∥2 ∥∥∥θt−τt − θλ∗t−τt∥∥∥2
(i)
≤
[
2(C2φ + λ)Rθ +
3rmaxCφ
1− γ
]
E
[ ‖θt − θt−τt‖2 |Ft−τt]+ (∆P,τtRθ +∆b,τt)∥∥∥θt−τt − θλ∗t−τt∥∥∥2
(ii)
≤
[
2(C2φ + λ)Rθ +
3rmaxCφ
1− γ
] [
3
2
βt−τtτt(C
2
φ + λ)
∥∥∥θt−τt − θλ∗t−τt∥∥∥2 + C5βt−τtτt
]
+ (∆P,τtRθ +∆b,τt)
∥∥∥θt−τt − θλ∗t−τt∥∥∥2
=
{
3
2
βt−τtτt(C
2
φ + λ)
[
2(C2φ + λ)Rθ +
3rmaxCφ
1− γ
]
+∆P,τtRθ +∆b,τt
}∥∥∥θt−τt − θλ∗t−τt∥∥∥2
+ C5βt−τtτt
[
2(C2φ + λ)Rθ +
3rmaxCφ
1− γ
]
(iii)
≤
{
3
4
βt−τtτt(C
2
φ + λ)
[
2(C2φ + λ)Rθ +
3rmaxCφ
1− γ
]
+
1
2
∆P,τtRθ +
1
2
∆b,τt
}∥∥∥θt−τt − θλ∗t−τt∥∥∥22
+ C5βt−τtτt
[
2(C2φ + λ)Rθ +
3rmaxCφ
1− γ
]
+
3
4
βt−τtτt(C
2
φ + λ)
[
2(C2φ + λ)Rθ +
3rmaxCφ
1− γ
]
+
1
2
∆P,τtRθ +
1
2
∆b,τt
(iv)
≤
{
3
4
(C2φ + λ)
[
2(C2φ + λ)Rθ +
3rmaxCφ
1− γ
]
βt−τtτt +
1
2
(C6Rθ + C7)αt−τtτ
2
t
}∥∥∥θt−τt − θλ∗t−τt∥∥∥22
+
[
3
2
(C2φ + λ)
2Rθ +
9rmaxCφ
4(1− γ) (C
2
φ + λ) + 2C5(C
2
φ + λ)Rθ +
3rmaxCφC5
1− γ
]
βt−τtτt
+
1
2
(C6Rθ + C7)αt−τtτ
2
t
≤
{
3
4
[
2(C2φ + λ)Rθ +
3rmaxCφ
1− γ
]
+
Cα
2Cβ
(C6Rθ + C7)
}
βt−τtτ
2
t
∥∥∥θt−τt − θλ∗t−τt∥∥∥22
+
[
3
2
(C2φ + λ)
2Rθ +
9rmaxCφ
4(1− γ) (C
2
φ + λ) + 2C5(C
2
φ + λ)Rθ +
3rmaxCφC5
1− γ +
Cα
2Cβ
(C6Rθ + C7)
]
βt−τtτ
2
t
(66)
where in (i)we denote∆b,τt :=
∥∥∥E[bˆwt−τt |Ft−τt]− bwt−τt∥∥∥2, and (ii) follows from Lemma 8, (iii) follows
from the fact that x ≤ 12(x2 + 1), and (iv) follows from Lemma 11. Consider the third term in eq. (59) and
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we have
〈gt−τt(θt)− gt−τt(θt), θλ∗t−τt − θλ∗t 〉
≤ 〈(P λwt−τt − P λwt−τt)θt + (bˆwt−τt − bwt−τt ), θλ∗t−τt − θλ∗t 〉
≤ 〈(P λwt−τt − P λwt−τt)(θt − θλ∗t ), θλ∗t−τt − θλ∗t 〉+ 〈(P λwt−τt − P λwt−τt)θλ∗t + (bˆwt−τt − bwt−τt ), θλ∗t−τt − θλ∗t 〉
≤
∥∥∥P λwt−τt − P λwt−τt∥∥∥2 ∥∥∥θt − θλ∗t ∥∥∥2 ∥∥∥θλ∗t−τt − θλ∗t ∥∥∥2
+
(∥∥∥P λwt−τt − P λwt−τt∥∥∥2 ∥∥∥θλ∗t ∥∥∥2 + ∥∥∥bˆwt−τt − bwt−τt∥∥∥2)∥∥∥θλ∗t−τt − θλ∗t ∥∥∥2
≤ 2(C2φ + λ)
∥∥∥θt − θλ∗t ∥∥∥
2
( t−1∑
i=t−τt
∥∥∥θλ∗i − θλ∗i+1∥∥∥
2
)
+
(
2Rθ(C
2
φ + λ) +
3rmaxCφ
1− γ
)( t−1∑
i=t−τt
∥∥∥θλ∗i − θλ∗i+1∥∥∥
2
)
(i)
≤ 2C3(C2φ + λ)
∥∥∥θt − θλ∗t ∥∥∥
2
( t−1∑
i=t−τt
αi
)
+ C3
(
2Rθ(C
2
φ + λ) +
3rmaxCφ
1− γ
)( t−1∑
i=t−τt
αi
)
(ii)
≤ 2C3(C2φ + λ)αt−τtτt
∥∥∥θt − θλ∗t ∥∥∥
2
+C3
(
2Rθ(C
2
φ + λ) +
3rmaxCφ
1− γ
)
αt−τtτt
(iii)
≤ C3(C2φ + λ)αt−τtτt
∥∥∥θt − θλ∗t ∥∥∥2
2
+ C3
(
(2Rθ + 1)(C
2
φ + λ) +
3rmaxCφ
1− γ
)
αt−τtτt
≤ C3(C
2
φ + λ)Cα
Cβ
βt−τtτ
2
t
∥∥∥θt − θλ∗t ∥∥∥2
2
+
C3Cα
Cβ
(
(2Rθ + 1)(C
2
φ + λ) +
3rmaxCφ
1− γ
)
βt−τtτ
2
t . (67)
where (i) follows from Lemma 6, (ii) follows from the fact that {αt} is non-increasing, (iii) follows from
the fact that 2x ≤ 1 + x2 and (iv) follows from the fact that (C2φ + λ)max{αt, βt}τ2t ≤ 14 for all t ≥ tˆ.
Then consider the last two terms in eq. (59), and we have
E[〈gt(θt)− gt−τt(θt), θt − θλ∗t 〉|Ft−τt ]
= E[〈−P λwtθt + bwt + P λwt−τtθt − bˆwt−τt , θt − θ
λ∗
t 〉|Ft−τt ]
(i)
= E[〈−P λwtθt + bˆwt + P λwt−τtθt − bˆwt−τt , θt − θ
λ∗
t 〉|Ft−τt ]
= E[〈(P λwt−τt − P
λ
wt)(θt − θλ∗t ), θt − θλ∗t 〉|Ft−τt ] + E[〈(P λwt−τt − P
λ
wt)θ
λ∗
t , θt − θλ∗t 〉|Ft−τt ]
+ E[〈bˆwt − bˆwt−τt , θt − θλ∗t 〉|Ft−τt ]
≤ E[
∥∥∥P λwt−τt − P λwt∥∥∥2 ∥∥∥θt − θλ∗t ∥∥∥22 |Ft−τt ] + E[∥∥∥P λwt−τt − P λwt∥∥∥2 ∥∥∥θλ∗t ∥∥∥2 ∥∥∥θt − θλ∗t ∥∥∥2 |Ft−τt ]
+ E[
∥∥∥bˆwt − bˆwt−τt∥∥∥2 ∥∥∥θt − θλ∗t ∥∥∥2 |Ft−τt ]
(ii)
≤ 2CφLφE[‖wt − wt−τt‖2
∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt ] + 2CφLφRθ ‖wt −wt−τt‖2 E[‖wt −wt−τt‖2
∥∥∥θt − θλ∗t ∥∥∥
2
|Ft−τt ]
+
(
Lφrmax
1− γ + 2CφLz
)
E[‖wt − wt−τt‖2
∥∥∥θt − θλ∗t ∥∥∥
2
|Ft−τt ]
≤ 2CφLφRθ max{1, C2φ}αt−τtτtE[
∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt ] + 2CφLφR2θ max{1, C2φ}αt−τtτtE[
∥∥∥θt − θλ∗t ∥∥∥
2
|Ft−τt ]
39
+(
Lφrmax
1− γ + 2CφLz
)
Rθ max{1, C2φ}αt−τtτtE[
∥∥∥θt − θλ∗t ∥∥∥
2
|Ft−τt ]
≤
(
2CφLφRθ + CφLφR
2
θ +
(
Lφrmax
2(1− γ) + CφLz
)
Rθ
)
max{1, C2φ}αt−τtτtE[
∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt ]
+
[
CφLφR
2
θ +
(
Lφrmax
2(1 − γ) + CφLz
)
Rθ
]
max{1, C2φ}αt−τtτt
(ii)
≤ C23βt−τtτtE[
∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt ] + C24βt−τtτt. (68)
where (i) follows from the definition bˆwt = φwt(st, at)Aπwt (st, at) and by taking expectation with respect
to the randomness of Qˆπwt (st, at) and a
′
t, (ii) follows from Lemma 10, and the definition
C23 =
(
2CφLφRθ + CφLφR
2
θ +
(
Lφrmax
2(1 − γ) + CφLz
)
Rθ
)
max{1, C2φ}
Cα
Cβ
.
and
C24 =
[
CφLφR
2
θ +
(
Lφrmax
2(1− γ) + CφLz
)
Rθ
]
max{1, C2φ}
Cα
Cβ
We also have
E[〈gt(θt)− gt−τt(θt), θt − θλ∗t 〉|Ft−τt ]
= E[〈−Pλwtθt + bwt + P
λ
wt−τt
θt − bwt−τt , θt − θλ∗t 〉|Ft−τt ]
= E[〈(P λwt−τt − P
λ
wt)(θt − θλ∗t ), θt − θλ∗t 〉|Ft−τt ] + E[〈(P
λ
wt−τt
− P λwt)θλ∗t , θt − θλ∗t 〉|Ft−τt ]
+ E[〈bwt − bwt−τt , θt − θλ∗t 〉|Ft−τt ]
≤ E
[∥∥∥P λwt−τt − P λwt∥∥∥2 ∥∥∥θt − θλ∗t ∥∥∥22 |Ft−τt
]
+ E
[∥∥∥P λwt−τt − P λwt∥∥∥2 ∥∥∥θλ∗t ∥∥∥2 ∥∥∥θt − θλ∗t ∥∥∥2 |Ft−τt]
+ E
[∥∥bwt − bwt−τt∥∥2 ∥∥∥θt − θλ∗t ∥∥∥2 |Ft−τt]
(i)
≤ 2(C2φCν + CφLφ)E
[∥∥w − w′∥∥
2
∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+ 2(C2φCν + CφLφ)RθE
[∥∥w − w′∥∥
2
∥∥∥θt − θλ∗t ∥∥∥
2
|Ft−τt
]
+
(
2CφCνrmax
1− γ +
Lφrmax
1− γ + 2CφLz
)
E
[∥∥w − w′∥∥
2
∥∥∥θt − θλ∗t ∥∥∥
2
|Ft−τt
]
(ii)
≤ C25βt−τtτtE
[∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+ C26βt−τtτt, (69)
where (i) follows from Lemma 12 and in (ii) we define
C25 =
[
2(C2φCν + CφLφ) + (C
2
φCν + CφLφ)Rθ +
(
2CφCνrmax
1− γ +
Lφrmax
2(1− γ) + CφLz
)]
Rθ max{1, C2φ}
Cα
Cβ
andC26 =
[
(C2φCν + CφLφ)Rθ +
(
2CφCνrmax
1−γ +
Lφrmax
2(1−γ) + CφLz
)]
Rθ max{1, C2φ}CαCβ . Combining eq. (64),
eq. (66) and eq. (67) yields
E[〈gt(θt)− gt(θt), θt − θλ∗t 〉|Ft−τt ]
40
≤
{
C6Cα
Cβ
+
[(
3(C2φ + λ) + C5
)]
(C2φ + λ) +
3
4
[
2(C2φ + λ)Rθ +
3rmaxCφ
1− γ
]
+
Cα
2Cβ
(C6Rθ + C7)
}
βt−τtτ
2
t
∥∥∥θt−τt − θλ∗t−τt∥∥∥22
+
(
C3(C
2
φ + λ)Cα
Cβ
+ C23 + C25
)
βt−τtτ
2
t E
[∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+
C3Cα
Cβ
(
(2Rθ + 1)(C
2
φ + λ) +
3rmaxCφ
1− γ
)
βt−τtτ
2
t
+
[
3
2
(C2φ + λ)
2Rθ +
9rmaxCφ
4(1− γ) (C
2
φ + λ) + 2C5(C
2
φ + λ)Rθ +
3rmaxCφC5
1− γ +
Cα
2Cβ
(C6Rθ + C7)
+ C5(C
2
φ + λ) + C24 + C26
]
βt−τtτ
2
t + 2(C
2
φ + λ)E
[
‖θt − θt−τt‖22 |Ft−τt
]
(i)
= C9βt−τtτ
2
t
∥∥∥θt−τt − θλ∗t−τt∥∥∥22 + C10βt−τtτ2t E
[∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+ 2(C2φ + λ)E
[
‖θt − θt−τt‖22 |Ft−τt
]
+ C11βt−τtτ
2
t . (70)
where in (i) we define
C9 =
C6Cα
Cβ
+
[(
3(C2φ + λ) + C5
)]
(C2φ + λ) +
3
4
[
2(C2φ + λ)Rθ +
3rmaxCφ
1− γ
]
+
Cα
2Cβ
(C6Rθ + C7),
C10 =
C3(C
2
φ + λ)Cα
Cβ
and
C11 =
C3Cα
Cβ
(
(2Rθ + 1)(C
2
φ + λ) +
3rmaxCφ
1− γ
)
+
3
2
(C2φ + λ)
2Rθ +
9rmaxCφ
4(1− γ) (C
2
φ + λ)
+ 2C5(C
2
φ + λ)Rθ +
3rmaxCφC5
1− γ +
Cα
2Cβ
(C6Rθ + C7) + C5(C
2
φ + λ) + C24 + C26.
Note that∥∥∥θt−τt − θλ∗t−τt∥∥∥22
=
∥∥∥θt − θλ∗t + θλ∗t − θλ∗t−τt + θt−τt − θt∥∥∥22
≤ 3
∥∥∥θt − θλ∗t ∥∥∥2
2
+ 3
∥∥∥θλ∗t − θλ∗t−τt∥∥∥22 + 3 ‖θt−τt − θt‖22
(i)
≤ 3
∥∥∥θt − θλ∗t ∥∥∥2
2
+ 3L2θ
( t−1∑
i=t−τt
αi
)2
+ 3 ‖θt−τt − θt‖22
≤ 3
∥∥∥θt − θλ∗t ∥∥∥2
2
+ 3L2θR
2
θ max{1, C2φ}2α2t−τtτ2t + 3 ‖θt−τt − θt‖22
≤ 3
∥∥∥θt − θλ∗t ∥∥∥2
2
+ 3L2θR
2
θ max{1, C2φ}2α2t−τtτ2t +
3
4
(C2φ + λ)βt−τtτ
2
t
∥∥∥θt−τt − θλ∗t−τt∥∥∥22
+
[
C5 +
3
4
(C2φ + λ)
]
βt−τtτ
2
t
41
≤ 3
∥∥∥θt − θλ∗t ∥∥∥2
2
+
3
16
∥∥∥θt−τt − θλ∗t−τt∥∥∥22 +
[
C5 +
3
4
(C2φ + λ) +
3C2αL
2
θR
2
θ max{1, C2φ}2
Cβ
]
βt−τtτ
2
t ,
(71)
where (i) follows from Lemma 6. Following from eq. (71), we obtain
∥∥∥θt−τt − θλ∗t−τt∥∥∥22 ≤ 4813 ∥∥∥θt − θλ∗t ∥∥∥22 + 1613
[
C5 +
3
4
(C2φ + λ) +
3C2αL
2
θR
2
θ max{1, C2φ}2
Cβ
]
βt−τtτ
2
t . (72)
Substituting eq. (72) into eq. (70) yields
E[〈gt(θt)− gt(θt), θt − θλ∗t 〉|Ft−τt ]
≤ C9βt−τtτ2t
{
48
13
∥∥∥θt − θλ∗t ∥∥∥2
2
+
16
13
[
C5 +
3
4
(C2φ + λ) +
3C2αL
2
θR
2
θ max{1, C2φ}2
Cβ
]
βt−τtτ
2
t
}
+ C10βt−τtτ
2
t E
[∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+ 2(C2φ + λ)E
[
‖θt − θt−τt‖22 |Ft−τt
]
+ C11βt−τtτ
2
t
≤ C9βt−τtτ2t
{
48
13
E
[∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+
16
13
[
C5 +
3
4
(C2φ + λ) +
3C2αL
2
θR
2
θ max{1, C2φ}2
Cβ
]
βt−τtτ
2
t
}
+ 2(C2φ + λ)
[
3
4
(C2φ + λ)βt−τtτ
2
t
∥∥∥θt−τt − θλ∗t−τt∥∥∥22 + [34(C2φ + λ) +C5]βt−τtτ2t
]
+ C11βt−τtτ
2
t
+ C10βt−τtτ
2
t E
[∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
=
(
48C9
13
+C10
)
βt−τtτ
2
t E
[∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+
3
2
(C2φ + λ)
2βt−τtτ
2
t
∥∥∥θt−τt − θλ∗t−τt∥∥∥22
+
{
4C9
13(C2φ + λ)
[
C5 +
3
4
(C2φ + λ) +
3C2αL
2
θR
2
θ max{1, C2φ}2
Cβ
]
+ 2(C2φ + λ)
[3
4
(C2φ + λ) + C5
]
+ C11
}
βt−τtτ
2
t
≤
(
48C9
13
+C10
)
βt−τtτ
2
t E
[∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+
3
2
(C2φ + λ)
2βt−τtτ
2
t
[
48
13
E
[∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+
16
13
[
C5 +
3
4
(C2φ + λ)
]
βt−τtτ
2
t
]
+
{
4C9
13(C2φ + λ)
[
C5 +
3
4
(C2φ + λ) +
3C2αL
2
θR
2
θ max{1, C2φ}2
Cβ
]
+ 2(C2φ + λ)
[3
4
(C2φ + λ) + C5
]
+ C11
}
βt−τtτ
2
t
=
[
48C9
13
+ C10 +
72
13
(C2φ + λ)
2
]
βt−τtτ
2
t E
[∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+
{
4C9
13(C2φ + λ)
[
C5 +
3
4
(C2φ + λ)
3C2αL
2
θR
2
θ max{1, C2φ}2
Cβ
]
+ 2(C2φ + λ)
[3
4
(C2φ + λ) + C5
]
+
6
13
(C2φ + λ)
[
C5 +
3
4
(C2φ + λ)
]
+ C11
}
βt−τtτ
2
t
42
= C12βt−τtτ
2
t E
[∥∥∥θt − θλ∗t ∥∥∥2
2
|Ft−τt
]
+ C13βt−τtτ
2
t .
Proof of Lemma 14. Due to the definition, we have
t−1∑
i=tˆ
e−λP
∑t−1
k=i+1 βkβ2i τ
2
i ≤ τ2t
t−1∑
i=tˆ
e−λP
∑t−1
k=i+1 βkβ2i ≤ τ2t max
i∈[tˆ,t]
{e−
λP
2
∑t−1
k=i+1 βkβi}
t−1∑
i=tˆ
e−
λP
2
∑t−1
k=i+1 βkβi
≤ 2τ
2
t e
λPCβ
2
λθ
max
i∈[tˆ,t]
{e−
λP
2
∑t−1
k=i+1 βkβi}. (73)
On the right hand side of eq. (73), we define yi = e
−
λP
2
∑t−1
k=i+1 βkβi. Then it can be shown that the sequence
{yi} is non-decreasing for i ≥ iβ = ( 2νCβλP )
1
1−ν . If tˆ ≥ iβ , then we have
max
i∈[tˆ,t]
{e−
λP
2
∑t−1
k=i+1 βkβi} = yt = βt.
If tˆ ≤ iβ , then we have
max
i∈[tˆ,t]
{e−
λP
2
∑t−1
k=i+1 βkβi} ≤ max
i∈[tˆ,iβ−1]
{e−
λP
2
∑t−1
k=i+1 βkβi}+ max
i∈[iβ ,t]
{e−
λP
2
∑t−1
k=i+1 βkβi}
≤ e−
λP
2
∑t−1
k=tˆ
βk max
i∈[tˆ,iβ−1]
{e
λP
2
∑t−1
k=i+1 βkβi}+ βt−1.
Thus
t−1∑
i=tˆ
e−λP
∑t−1
k=i+1 βkβ2i τ
2
i ≤
2τ2t e
λPCβ
2
λP
[
e−
λP
2
∑t−1
k=tˆ
βk max
i∈[tˆ,iβ−1]
{e
λP
2
∑t−1
k=i+1 βkβi}+ βt−1
]
≤ 2τ
2
t e
λPCβ
2
λθ
[
e
−
λPCβ
2(1−ν)
[t1−ν−(tˆ+1)1−ν ]
max
i∈[tˆ,iβ−1]
{e
λP
2
∑t−1
k=i+1 βkβi}+ βt−1
]
= C18τ
2
t e
−
λPCβ
2(1−ν)
[t1−ν−(tˆ+1)1−ν ]
+ C19τ
2
t βt−1. (74)
Proof of Lemma 15. Due to the definition, we have
t−1∑
i=tˆ
e−λP
∑t−1
k=i+1 βkαi
≤ Cα
Cβ
t−1∑
i=tˆ
e−λP
∑t−1
k=i+1 βkβi
1
(1 + i)σ−ν
≤ Cα
Cβ
max
i∈[tˆ,t]
{
e−
λP
2
∑t−1
k=i+1 βk
1
(1 + i)σ−ν
} t−1∑
i=tˆ
e−
λP
2
∑t−1
k=i+1 βkβi
≤ 2Cαe
λPCβ
2
CβλP
max
i∈[tˆ,t]
{
e−
λP
2
∑t−1
k=i+1 βk
1
(1 + i)σ−ν
}
. (75)
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On the right-hand side of eq. (75), we define yi = e
−
λP
2
∑t−1
k=i+1 βk 1
(1+i)σ−ν . Then it can be shown that the
sequence {yi} is non-decreasing if i ≥ iα = (2(σ−ν)CβλP )
1
1−(σ−ν) . If tˆ ≥ iα, then we have
max
i∈[tˆ,t]
{e−
λP
2
∑t−1
k=i+1 βkβi} = yt = 1
(1 + t)σ−ν
.
If tˆ ≤ iα, then we have
max
i∈[tˆ,t]
{
e−
λP
2
∑t−1
k=i+1 βk
1
(1 + i)σ−ν
}
≤ max
i∈[tˆ,iα−1]
{e−
λP
2
∑t−1
k=i+1 βk
1
(1 + i)σ−ν
}+ max
i∈[iα,t]
{e−
λP
2
∑t−1
k=i+1 βk
1
(1 + i)σ−ν
}
≤ e−
λP
2
∑t−1
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βk max
i∈[tˆ,iα−1]
{
e
λP
2
∑t−1
k=i+1 βk
1
(1 + i)σ−ν
}
+
1
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.
Thus
t−1∑
i=tˆ
e−λP
∑t−1
k=i+1 βkαi
≤ 2Cαe
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2
CβλP
[
e−
λP
2
∑t−1
k=0 βk max
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λP
2
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]
≤ 2Cαe
λPCβ
2
CβλP
[
e
−
λPCβ
2(1−ν)
[(t+1)1−ν−(tˆ+1)1−ν ]
max
i∈[tˆ,iβ−1]
{
e
λθ
2
∑t−1
k=i+1 βk
1
(1 + i)σ−ν
}
+
1
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]
= C20e
−
λPCβ
2(1−ν)
[(t+1)1−ν−(tˆ+1)1−ν ]
+
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.
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