ABSTRACT. Cocyclic Hadamard matrices (CHMs) were introduced by de Launey and Horadam as a class of Hadamard matrices with interesting algebraic properties.Ó Catháin and Röder described a classification algorithm for CHMs of order 4n based on relative difference sets in groups of order 8n; this led to the classification of all CHMs of order at most 36. Based on work of de Launey and Flannery, we describe a classification algorithm for CHMs of order 4p with p a prime; we prove refined structure results and provide a classification for p 13. Our analysis shows that every CHM of order 4p with p ≡ 1 mod 4 is equivalent to a Hadamard matrix with one of five distinct block structures, including Williamson type and (transposed) Ito matrices. If p ≡ 3 mod 4, then every CHM of order 4p is equivalent to a Williamson type or (transposed) Ito matrix.
INTRODUCTION
A Hadamard matrix (HM) of order n is an n × n matrix H with entries in {−1, 1} such that HH ⊺ = nI n where I n is the n × n identity matrix. HMs have found numerous applications in areas such as cryptography, coding theory, and signal processing; we refer to the books of Horadam [11] and Seberry [16] for details and references. Straightforward counting arguments show that the order of a HM is necessarily 1, 2 or 4t for t ∈ N. It is not known whether there exists a HM of order 4t for every value of t. This is the Hadamard conjecture, which is one of the best known problems in combinatorial design theory.
HMs are proven to exist for all t 166, so at the time of writing this paper the smallest order for which the existence of a HM seems to be unknown is 668, see [11] . De Launey and Gordon [7] investigated the asymptotic number of HMs. They proved that S(x)/x > (x/ log(x))exp((0.8178+o (1))(log log log x)
2 ), where S(x) is the number of positive integers n x such that there exists a HM of order 4n; they also showed that this bound is hard to improve. Despite the challenges posed by the existence problem, the classification problem for HMs is also well studied. While the existence of HMs for general order 4n is open, known classifications for small n indicate that the numbers of HMs of order 4n grow rapidly. It is therefore useful to introduce an equivalence relation: loosely speaking, two HMs are equivalent if one can be obtained from the other by permuting its rows or columns and multiplying its rows or columns by −1.
The classification of HMs of orders less than 30, up to equivalence, was achieved through the efforts of numerous mathematicians in the 1980s and 1990s, see [19] . The classification of HMs of order 32 was completed in 2010 with the determination of 13, 710, 027 equivalence classes, see [14] . The profusion of equivalence classes, even at small orders, motivates to look for HMs of special types: as a generalisation of back-circulant matrices, a HM H of order 4n is group-developed if its entries are h i,j = ϕ(g i g j ), where G = {g 1 , . . . , g 4n } is a group of size 4n and ϕ : G → {±1} is a map. It is known that the order of a group-developed HM is a perfect square, see also Lemma 2.1, so there exist orders for which there are no group-developed HMs. Generalising group-developed HMs, cocyclic HMs (CHMs) were introduced by de Launey and Horadam [8] as a class of HMs with additional algebraic properties; here the entries are defined by h i,j = ψ(g i , g j )ϕ(g i g j ) where ψ : G × G → {±1} is a 2-cocycle and ϕ : G → {±1} a map; we give full details in Section 2.4. The Cocyclic Hadamard Conjecture [11, Research Problem 38] claims that for every n there exists a CHM of order 4n. For a CHM of order 4p with p > 3 a prime, up to isomorphism, there are only two indexing groups G of order 4p, and there are sixteen possible block structures; remarkably, these structures cover the classes of Ito and Williamson Hadamard matrices. There are two excellent surveys of the theory of cocyclic development in the literature: de Launey and Flannery [6] give an exposition of the theory of cocyclic development in its most general form; Horadam's monograph [11] contains an extensive discussion of cocyclic development for the special case of Hadamard matrices.
Recently,Álvarez, Armario, Frau, Gudiel, Güemes, and Osuna have investigated the structure of the space of coboundaries over each of these groups, and have developed recipes and diagrams as computational aids in the search for CHMs over these groups. Their methods allowed them to search for Williamson type matrices up to order 52, and for D 4t -CHMs up to order 44, see [17, 18] . 1 1.1. Main results. We consider CHMs of order 4p with p > 3 a prime. In Section 2 we discuss preliminaries and introduce some notation. In Section 3 we recall results about the indexing group of a CHM of order 4p. In Section 4 we independently recover the block structure proved in de Launey and Flannery [6] : we prove in Theorem 4.2 that every CHM of order 4p is equivalent to a HM of the form
for certain parameters a, b, r, s, t and p × p blocks W, X, Y, Z. We identify which structures yield equivalent HMs and show that, if p ≡ 3 mod 4, then all CHMs of order 4p are equivalent to a Williamson type or (transposed) Ito matrix, see Theorem 4.4; if p ≡ 1 mod 4, then all CHM of order 4p are equivalent to at least one of five block structures. In Section 5 we describe a new algorithm for classifying CHMs of order 4p up to equivalence; we applied it to p 13. The classification of CHMs for p 7 was first reported bý O Catháin & Röder [5] ; for p = 11 and p = 13, our algorithm found 63 and 336 non-equivalent CHMs, respectively.
PRELIMINARIES
2.1. Central group extensions. All groups are finite and written multiplicatively. We denote by C n and D 2n the cyclic group of size n and dihedral group of size 2n, respectively; we write C 2 n = C n × C n , etc. An extension of a group G by a group N is a short exact sequence 1 → N → E → G → 1, that is, a group E which admits a normal subgroup isomorphic to N with quotient isomorphic to G. Usually we identify N with a subgroup of E, and G with the quotient. The extension is central if N lies in the centre Z(E) of E. If N is abelian, then every central extension of G by N is isomorphic to a group
and ψ(g, hk)ψ(h, k) = ψ(g, h)ψ(gh, k) for all g, h, k ∈ G. Two central extensions E ψ and E φ of G by N are equivalent if and only if there exists an isomorphism α : E ψ → E φ such that this diagram commutes:
This is the case if and only if ψ and φ are cohomologous, that is, if φ(g, h) = ψ(g, h)δ(g, h) for some 2-coboundary δ. Recall that δ :
In this case the isomorphism α can be defined as (g, n) → (g, τ (g)n). We refer to [4, IV.3.12] for details. The extension E ψ is split if E ψ contains a subgroup isomorphic to G which intersects trivially with N ; we denote this by E ψ = G ⋉ N . It is known that E ψ is split if and only if ψ is a 2-coboundary.
2.2.
A-monomial matrices. For a group A let ZA be its group ring. A ZA-matrix M of order n is an n × n matrix with entries in ZA. If all entries of M lie in A, then M is an A-matrix. If M contains exactly one element from A in every row and column and zeroes everywhere else, then it is A-monomial. The set of A-monomial matrices of order n forms a group with matrix multiplication. The group Mon(n, A) of all pairs of A-monomial matrices of order n acts on the set of A-matrices via (P, Q) · M = P M Q ⊺ . Two A-matrices M and M ′ are A-equivalent, written M ≡ A M ′ if they lie in the same Mon(n, A)-orbit. We are mostly interested in the case A = ± , the multiplicative group {±1} of size 2, and HMs H of order 4n. The automorphism group of H is the stabiliser
The set of all (P, Q) ∈ Aut(H) with P, Q permutation matrices forms the subgroup PermAut(H) of permutation automorphisms. A subgroup U PermAut(H) acts regularly if both the induced action on rows and the induced action on columns are regular.
2.3.
Williamson type and Ito matrices. An n × n matrix M = (m r,c ) is circulant if m r,c = m 0,c−r for all r, c = 0, . . . , n − 1, where arithmetic is carried out modulo n. Similarly, M = (m r,c ) is back-circulant if m r,c = m 0,c+r for all r, c = 0, . . . , n − 1. Let R be a ring and let G = {g 0 , . . . , g n−1 } be a group of order n with fixed element ordering. The matrix M is group-developed over G (or G-developed) with coefficients in R if there is a map φ : G → R such that M = (m r,c ) with each m r,c = φ(g r g c ). For example, a back-circulant matrix of order n is C n -developed, and a circulant matrix is ± -equivalent to a group developed matrix. Group-developed HMs are precisely equivalent to Menon-Hadamard difference sets, which have been studied extensively in the literature [ 
where the blocks W, X, Y , and Z are n × n such that
and AB ⊺ = BA ⊺ for all A, B ∈ {W, X, Y, Z}. If the blocks are symmetric circulant, then H is a Williamson (Hadamard) matrix (WM), see the construction in [21, (8) ]. Generalisations of WMs with back-circulant, circulant but not symmetric, or group-developed blocks are known; a short historical overview of WTM is given in [1] . Variants of the array in which some blocks are transposed, negated or multiplied by a permutation matrix have also been studied [9] ; generalisations with larger template sizes have also been reported, see [16] . A particular generalisation of WMs are Ito (Hadamard) matrices (IMs); these are HMs of the form
where the blocks W, X, Y , and Z are n × n circulant, satisfying (2) and
2.4. Cocyclic matrices. CHMs are generalisations of group-developed HMs. Let G = {g 0 , . . . , g n−1 } be a group and assume g 0 = 1. A ± -matrix H of order n is cocyclic with indexing group G if
for some 2-cocycle ψ ∈ Z 2 (G, ± ) and map φ : G → ± with φ(1) = 1. If φ is trivial, then H is pure cocyclic; if ψ is trivial, then H is group-developed. The following is a well-known observation.
Lemma 2.1. Let H be a cocyclic ± -matrix with cocycle ψ and map φ; then the following hold: a) H is equivalent to a pure cocyclic matrix with cocycle 
g,h∈G only in the multiplication of rows and columns by scalars ±1; this proves a). Every group-developed matrix is regular, that is, it contains the same number of elements 1 in each row and in each column. Let s be the row (column) sum of H. Denoting the all-ones matrix of order n by J n , we necessarily have HJ n = H ⊺ J n = sJ n ; but we also have H ⊺ HJ n = nJ n , from which it follows that n = s 2 .
COCYCLIC HADAMARD MATRICES OVER A GROUP OF ORDER 4p
In this section we fix a (pure) CHM H of order 4p, p > 3 a prime, with indexing group G and cocycle ψ ∈ Z 2 (G, ± ). In this case, G is isomorphic to C 2 2 × C p or D 4p , see [6, p. 223] . Details of the proof are required later, which is why we recall it here. The Sylow and Schur-Zassenhaus theorems show that G has a normal 2-complement, that is, G = K ⋉N where N ∼ = C p and K has order 4. Let E ψ = (K ⋉N )⋉ ψ ± be the central extension defined by ψ. Writing elements of E ψ as triples (k, n, z) with k ∈ K, n ∈ N , and z ∈ ± , the group E ψ can be decomposed as
and z ∈ ± } isomorphic to N and to K ⋉ ψ ± , respectively, where, by abuse of notation, ψ is identified with its restriction to K × K; this follows again from the Schur-Zassenhaus theorem, cf. [6, Proposition 19.1.1]. The next result is due to Ito [15, Propositions 5 & 6] and restricts the possibilities forK:
by ± , hence ψ is a coboundary. In this case, H is necessarily group-developed, which is not possible since |G| = 4p is not a square, see Lemma 2.1. This proves the first claim of the following lemma.
in both cases,K acts onN trivially or by inversion. In particular, the indexing group of a CHM of order 4p with
Proof. Suppose first that K = C 4 . We wish to classify the central extensions of K by ± . The definition of a central extension requires that such a group satisfies a presentation of the form
where z t is an element of z ∼ = ± . Taking t = 0, we obtain the split extension C 4 × C 2 , while taking t = 1 gives the cyclic group C 8 . Similarly, we can classify the extensions of K = C 2 2 by ± : Taking
we have three degrees of freedom, and all presentations are of the form
for r, s, t ∈ {0, 1}. The isomorphism types can be computed as
, and L 1,1,1 ∼ = Q 8 . By Theorem 3.1 and Lemma 2.1, the groupK is not dihedral, cyclic, or a split extension, so the only possibilities forK are
and so the elements of K act trivially or by inversion on N .
BLOCK STRUCTURE
We now study the block structure of CHMs of order 4p with p > 3 a prime, and prove our main results In the following let H be an ± -matrix of order n. Let G be a group of size n and fix an ordering of the elements of G to index the rows and columns of H. For g ∈ G define the permutation matrices
, with δ s r the Kronecker-delta; note that T 1 = S 1 = I n , the identity matrix. It is proved in [5, Lemma 1] that H is G-developed if and only if (T g , S g ) ∈ PermAut(H) for all g ∈ G. Note that, up to similarity, there is a unique faithful regular permutation representation of G. This fact is used in [5, Theorem 2] to show that H is G-developed if and only if PermAut(H) contains a subgroup isomorphic to G which acts regularly on the rows and columns of H. This result, in turn, is used in the proof of the following theorem, which is [5, Theorem 3]; we sketch the proof here, because the notation introduced is required in our analysis in Section 4.1. Recall that the Kronecker product A ⊗ B of two matrices is the matrix where each entry a i,j of A is replaced by the matrix a i,j B. We define the expanded matrix of a HM H by
Theorem 4.1 ([5]). With the previous notation,
For the converse, let E H be E ψ -developed, hence there is a map φ : E ψ → ± such that
By [5, Theorem 2] there is an embedding ι of E ψ onto a regular subgroup of PermAut(E H ), mapping (1, ±1) to (T (1,±1) , S (1,±1) ) = (T ±1 ⊗ I n , S ±1 ⊗ I n ). The rows and columns of E H are indexed by the elements of E ψ and, by the uniqueness of the faithful regular permutation representation of E ψ , we can assume that ι(E ψ ) acts by multiplication on the (labels of the) rows and columns of E H . In particular, ι((1, −1)) swaps the rows (and columns) with labels (g, a) and (g, −a). The assumption ι((1, ±1)) = (T ±1 ⊗ I n , S ±1 ⊗ I n ) now yields that the row and column labels of E H are (g 1 , a 1 ), . . . , (g n , a n ), (g 1 , −a 1 ), . . . , (g n , −a n ) for a fixed ordering G = {g 1 , . . . , g n }. By the structure of E H , the entry φ((g, a)) in row (g, a) and column (1, 1) of E H is equal to the entry −φ((g, −a)) in row (g, −a) and column (1, 1). This implies φ((g, a)) = aφ((g, 1)) for all (g, a) ∈ E ψ , and (5) becomes
Since E H is defined only up to permutation equivalence, we may rearrange the rows and columns so that a 1 = . . . = a n = 1. Since H is the top left quadrant of E H ,
where
This proves the claim.
4.1. Block structure. Using the previous notation, let H be a CHM with cocycle ψ ∈ Z 2 (G, ± ) where
for some (r, s, t) ∈ {(1, 0, 0), (0, 1, 0), (1, 1, 0), (1, 1, 1)} as in (4) . For simplicity, write the elements of E ψ as (k, z, n) where (k, z) ∈ K ⋉ ψ ± =K and n = (n, z n ) ∈N , with multiplication
so that (5) becomes
Let 1, a, b, ab be a fixed ordering of the elements of K, and likewise n 1 , . . . , n p forN and 1, −1 for ± ; now use the corresponding lexicographical ordering for the elements of E ψ :
(1, 1, n 1 ), . . . , (1, 1, n p ) , . . . , (ab, 1, n 1 ) , . . . , (ab, 1, n p ), (1, −1, n 1 ) , . . . , (ab, −1, n p ).
Choosing T = {(1, 1), (a, 1), (b, 1), (ab, 1)}, the proof around (6) yields
Writing φ((k, 1, n)) as φ(k, n), we have that H is equivalent to a 4 × 4 block matrix
where each of the blocks are indexed by n, m ∈ N . The elements of T and the elements of K act trivially or by inversion on N , and so each block is circulant or back-circulant. Evaluating the cocycle values ψ(h, k) according to the definition of L r,s,t in (4), we obtain N -developed n × n matrices W, X, Y, Z such that
r,t,s as defined in the following theorem.
Theorem 4.2 (cf. Section 19.1 of [6]). Every CHM of order 4p with p > 3 a prime is equivalent to a HM of the form
where (r, s, t) ∈ {(1, 0, 0), (0, 1, 0), (1, 1, 0), (1, 1, 1)} depends on the cocycle, each M ∈ {W, X, Y, Z} is a back-circulant p × p block, and a, b ∈ {τ, ι} with ιι = τ = τ τ and ι = ιτ = τ ι such that M τ = M and M ι is a circulant matrix with the same first row as M .
We explain the definition of M k , using the previous notation: for each N -developed M ∈ {W, X, Y, Z} and k ∈ {1, a, b, ab} the matrix M k is obtained by permuting the rows of M according to the action of k on the labels of M . Since the actions of a and b can be trivial or inversion, which we denote by τ and ι, respectively, the claim follows.
4.2.
Equivalence. We discuss when matrices of the form (7) are equivalent, and prove Theorem 4.4. 
b) Let (r, s, t) = (1, 1, 1) . If a, b ∈ {τ, ι}, then Proof. Denote by diag(A, B, C, D) the block diagonal matrix with diagonal A, B, C, D. Let P be the p × p matrix with 1s on its back-diagonal and 0s elsewhere, and let Q be the p × p permutation matrix (acting on rows) of the p-cycle (1, 2, . . . , p) . Note that if U is a back-circulant p × p matrix with first row u, then P U Q ⊺ is a circulant matrix with first row u; moreover, if V is a circulant p × p matrix, then V = QV Q ⊺ . All permutation matrices defined below are 4 × 4 and act on rows.
r,s,t has parameters a, b ∈ {τ, ι} and r, s, t ∈ {0, 1}. We define a few auxiliary matrices. Let T ′ 1 , T ′ 2 , T ′ 3 be the permutation matrices of (1, 3)(2, 4), (1, 2)(3, 4), and (1, 4)(2, 3) ,
r,t,s , respectively. Selective multiplication of rows and columns by −1 yields the last part of (8); e.g. α = β = −1 and δ = γ = 1 corresponds to multiplying columns 1 to 2n and rows 2n + 1 to 4n of H by −1.
where T ′ is the permutation matrix of (2, 3, 4) .
and T H(W, Y, Z, X)
, then define L = diag(P, P, P, P ) and R = diag(Q, Q, Q, Q); then LHR ⊺ has shape (1). For (a, b) = (ι, ι) let S ′ be the permutation matrix of (2, 4), and define L = diag(P, Q, Q, P ). For (a, b) = (ι, τ ) let S ′ be the permutation matrix of (3, 4), and let L = diag(P, P, Q, Q). For (a, b) = (τ, ι) let S ′ be the permutation matrix of (2, 3), and define L = diag(P, Q, P, Q). In all cases, R = I 4 ⊗ Q and S = S ′ ⊗ I p bring SLH ⊺ R ⊺ S ⊺ in the form (3). Let T ′ 1 and T ′ 2 be the permutation matrices of (2, 3) and (2, 4), respectively, and define 
r,s,t and denote by w, x, y, z be the sums of the first rows of the blocks W, X, Y, Z, respectively. Let J be the all-ones matrix of order p; multiplying (2) by J yields
A quadruple (w, x, y, z) of integers with (9) r,s,t where (a, b) ∈ {(τ, τ ), (τ, ι)} and (r, s, t) = (1, 1, 1) , or p ≡ 1 mod 4 and (a, b) ∈ {(τ, τ ), (τ, ι), (ι, ι)} and (r, s, t) = (1, 1, 0) . In particular, if p ≡ 3 mod 4, or if p ≡ 1 mod 4 and the block row sums w, x, y, z satisfy wz = xy, then H is equivalent to a WTM or transposed IM of the form H(W, X, Y, Z)
Proof. This follows mostly from Proposition 4.3. For the very last claim, suppose p ≡ 1 mod 4 and
, and multiplication by the all-ones matrix yields wz = xy. Thus, if wz = xy, then (r, s, t) = (1, 1, 1) , and H is equivalent to a WTM or transposed IM.
Motivated by this theorem, it is of interest to investigate the following case. Proof. Substituting z = xy/w into w 2 + x 2 + y 2 + z 2 = 4p and solving for x 2 yields
Since this is an integer, w 2 + y 2 divides 4pw 2 ; we now make a case distinction.
If
As a result, we must have w 2 + x 2 ∈ {p, 2p, 3p} and y 2 + z 2 ∈ {3p, 2p, p}, or w 2 + y 2 ∈ {p, 2p, 3p} and x 2 + z 2 ∈ {3p, 2p, p}. By the Two-Square Theorem [3, p. 140-142], we cannot write 3p as the sum of two squares, which forces
As shown in [3, p. 141] , up to signs and order, 2p can be written uniquely as a sum of two squares; this shows that {w, x} = {y, z} and {w, y} = {x, z}. Together with wz = xy and w, x, y, z > 0, it follows that y = w and z = x, or x = w and z = y, as claimed.
As a consequence, CHMs of the form H(W, X, Y, Z) a,b 1,1,0 can only exist if p ≡ 1 mod 4 and the row sums satisfy (w, x, y, z) = (w, w, z, z) or (w, x, y, z) = (w, z, w, z), where 2p = w 2 + z 2 is the unique way to write 2p as a sum of two squares with w, z > 0.
CLASSIFICATION
We describe a computational approach to classify CHMs of order 4p. By Theorem 4.4, every such CHM is equivalent to a matrix
with (a, b) ∈ {(τ, τ ), (τ, ι))} and (r, s, t) = (1, 1, 1), or p ≡ 1 mod 4 and (a, b) ∈ {(τ, τ ), (τ, ι), (ι, ι)} and (r, s, t) = (1, 1, 0). A brute-force approach to classify all such CHMs is to run over all possibilities for the first rows of W, X, Y, Z. We now describe two methods which can be used to trim the search spaces. As before, denote by w, x, y, z the corresponding block row sums. Since p > 3, we have 0 < w, x, y, z < p.
5.1.
Eigenvalues. The first method is based on an approach in [10] . The Gramian of a square matrix U with entries ±1 is U U ⊺ . If U and V are circulant and back-circulant, respectively, with the same first row of length p, then C = U U ⊺ = V V ⊺ is symmetric and circulant, with first row of the form (c 0 , c 1 , c 2 , . . . , c 2 , c 1 ). If U is a block of H, then (9) implies that the first row of U is not all 1s or all −1s; now [13, Proposition 1.1] proves that U has rank p, so its Gramian is positive definite. Together with HH ⊺ = 4pI 4p , we deduce that
independent of the actions of a and b. Let ω be a primitive p-th root of unity and let T be the permutation matrix of the p-cycle (1, 2, . . . , p). For each q ∈ {0, . . . , p−1} the vector
is an eigenvector of T with eigenvalue ω p−q . Let U ∈ {W, X, Y, Z}. By construction, U U ⊺ is symmetric and circulant, hence a polynomial in T . It follows from the above discussion that U U ⊺ has eigenvectors {v 0 , . . . , v p−1 }, and the eigenvalue corresponding to v q is
where u 0 · u t is the dot product of the rows u 0 and u t of U ; note that these dot products are the entries in the first row of U U ⊺ . If B ⊆ {W, X, Y, Z}, then (10) shows
for all q = 0, . . . , p − 1; these inequalities help to trim the search space significantly.
Linear equations.
For the second method, let U and V be C p -developed {±1}-matrices (that is, they are back-circulant), with rows u 0 , . . . , u p−1 and v 0 , . . . , v p−1 , respectively. Recall that a, b ∈ {τ, ι}, and denote by U ι and V ι the circulant matrices which share the same first row with U and V , respectively. As above, let T be the permutation matrix of the p-cycle (1, 2, . . . , p) . A straightforward calculation shows that
r,s,t and suppose the blocks W, X, Y, Z have rows w i , x i , y i , z i with i = 0, . . . , p − 1, respectively. If H is a HM, then, similar to (10), the condition HH ⊺ = 4pI 4p yields other equations involving these blocks, such as
Using the above formulas, this translates to (9) 3: discard the elements of D that produce equivalent matrices, according to (8) 4: for (w, x, y, z) ∈ D do 5: construct W as the set of back-circulant ± -matrices of order p with row sum w 6: similarly, construct X , Y for row sums x and y, respectively 7:
find all Z satisfying (13)- (15) 
5.4.
Results. The classification of CHMs for p 7 was first reported byÓ Catháin & Röder [5] ; our results agree with their classification. For p = 11 and p = 13, our algorithm found 63 and 336 nonequivalent CHMs, respectively, see Table 1 . In Table 2 we give more details for the explicit computations and list the number of non-equivalent CHMs for each group and action. However, note that Theorem 4.4 shows that it is sufficient to consider only group L 1,1,1 and actions (τ, τ ) and (τ, ι), and group L 1,1,0 and actions (τ, τ ), (τ, ι), and (ι, ι); moreover, group L 1,1,0 has to be considered only for p ≡ 1 mod 4 and decompositions which satisfy wz = xy. Proposition 4.3 and Theorem 4.4 can be used to reduce the number of required computations even further, by considering swapping the entries of the decompositions of 4p: it follows that in Table 2 only the numbers highlighted in grey have to be computed. Recall that if p ≡ 3 mod 4, then every CHM is equivalent to a WTM or transposed IM. The same holds for p ≡ 1 mod 4 and the group L 1,1,0 if the block row sums satisfy wz = xy. Thus, our computations indicate that for p ≡ 1 mod 4, approximately 2/3 of all CHMs are WTM or transposed IM, while 1/3 are not of this form (one CHM for p = 5 and 102 CHMs for p = 13). Since WMs and IMs have enjoyed some attention in the literature, it will be interesting to further investigate the new types of CHMs arising for p ≡ 1 mod 4. 
