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Abstract—We propose the idea of extended networks, which is
constructed by replicating the users in the two-user determin-
istic interference channel (DIC) and designing the interference
structure among them, such that any rate that can be achieved
by each user in the original network can also be achieved
simultaneously by all replicas of that user in the extended
network. We demonstrate that by carefully designing extended
networks and applying the generalized cut-set (GCS) bound to
them, we can derive a tight converse for the two-user DIC.
Furthermore, we generalize our techniques to the three-user
DIC, and demonstrate that the proposed approach also results in
deriving a tight converse for the three-user DIC in the symmetric
case.
Index Terms—Deterministic Interference Channel, Generalized
Cut-Set Bound, Converse.
I. INTRODUCTION
A common tool for deriving outer bounds on the capacity
region of communication networks is the cut-set bound [1]. It
is well-known that the cut-set bound is tight in several general
problems, such as the unicast and multicast wireline networks
[2]-[3]. Furthermore, it can also approximate the capacity of
Gaussian relay networks to within a constant gap [4]. However,
once we go beyond the unicast and multicast problems, the
cut-set bound is typically loose, even for the simplest case
of the two-user deterministic interference channel (DIC) [5].
Therefore, to make progress in these problems, researchers
have focused on obtaining new techniques to develop tighter
outer bounds, such as the genie-aided bounds (see, e.g., [6]).
Although these techniques enable progress, they are typically
tailored to the specific problem setting that is considered, and
unlike the cut-set bound they cannot be systematically applied
to other problems.
As a result, there have recently been several efforts to
generalize the cut-set bound in order to systematically obtain
tighter outer bounds on the capacity region of communication
networks, in particular the generalized network sharing (GNS)
bound for wireline networks [7], the generalized cut-set (GCS)
bound for deterministic networks [8], and its extension to
noisy networks [9]. The key idea behind the GCS bound [8],
which is the main focus of this paper, is to construct a serial
concatenation of a network and derive a tighter bound by
applying the cut-set bound to the concatenated network, with a
special restriction on its allowed transmit signal distributions.
This bound has resulted in development of several new outer
bounds on the deterministic k-unicast two-hop networks [8].
In this paper, we focus on the two-user DIC and investigate
whether GCS bound can be systematically utilized for deriving
a tight converse for this problem. While directly applying GCS
bound on the two-user DIC does not lead to tight outer bounds,
we introduce the idea of extended networks, and show that,
quite interestingly, by carefully designing extended networks
and applying the GCS bound to them, we are able to derive
tight outer bounds on the capacity region of the two-user
DIC. The main idea behind extended networks is to create
several copied versions of each user in the two-user DIC,
with an interference structure among them, such that all copied
users in the extended network can simultaneously achieve the
same rate as the original user by deploying the same coding
scheme as the one used in the original network. Therefore,
any sum-rate bound on the extended network can lead to a
weighted sum-rate bound on the original network, where the
coefficient of the corresponding rate weighted sum-rate bound
depends on the number of copied versions of each user in the
extended network. We demonstrate that by carefully designing
the structure of extended networks and applying GCS bound
to them, we can systematically derive all outer bounds not the
capacity region of the two-user DIC.
The idea of extended networks is general, and can also
be utilized to derive outer bounds on interference channels
with more than two users. We consider the symmetric three-
user DIC [10], and demonstrate that all outer bounds on the
capacity region of this problem can also be recovered by
carefully constructing the corresponding extended network for
each outer bounds and applying the GCS to it.
We start the paper by describing the system model of
the two-user DIC and its capacity region in Section II, and
providing an overview of the generalized cut-set (GCS) bound
[8] in Section III. We then formally introduce the idea of
extended networks in Section IV, and demonstrate how all
bounds on the capacity region of the two-user DIC can be
derived by constructing extended networks and applying the
GCS bound to them. We finally consider the three-user DIC
in Section V, and demonstrate how the ideas proposed in this
paper can be generalized beyond two users to derive all outer
bounds on the capacity region of this problem in the symmetric
case.
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II. SYSTEM MODEL OF THE TWO-USER DIC
The general system model of the two-user DIC is depicted
in Fig. 1. This network, which is denoted byN , consists of two
source nodes S1 and S2 producing W1 ∈ {1, 2, ...,M1} and
W2 ∈ {1, 2, ...,M2} respectively. Then, encoder 1 and encoder
2 maps their corresponding messages, i.e. W1 and W2, into
Xn1 = (X1[1], ..., X1[n]) and X
n
2 = (X2[1], ..., X2[n]) respec-
tively. The received signals at destination 1 and destination 2,
i.e. Y1 and Y2 are deterministic functions of transmitted signals
X1, X2, and interference signals V1 and V2:
Fig. 1. System model of the two-user DIC.
Y1 = f1(X1, V2)
Y2 = f2(X2, V1)
V1 = g1(X1)
V2 = g2(X2)
(1)
where g1(.) and g2(.) are not generally invertible functions
and f1(., .) and f2(., .) satisfy the following conditions which
is the same as [5]
H(Y1|X1) = H(V2)
H(Y2|X2) = H(V1) (2)
these conditions are equivalent to
V1 = h2(X2, Y2)
V2 = h1(X1, Y1)
(3)
Theorem 1. The capacity region C of the two-user DIC is
the union of all set of rate tuple (R1, R2) satisfying
R1 ≤ H(Y1|V2) (4a)
R2 ≤ H(Y2|V1) (4b)
R1 +R2 ≤ H(Y1) +H(Y2|V1, V2) (4c)
R1 +R2 ≤ H(Y2) +H(Y1|V1, V2) (4d)
R1 +R2 ≤ H(Y1|V1) +H(Y2|V2) (4e)
2R1 +R2 ≤ H(Y1) +H(Y2|V2) +H(Y1|V1, V2) (4f)
2R2 +R1 ≤ H(Y2) +H(Y1|V1) +H(Y2|V1, V2) (4g)
over all product probability distributions p(x1)p(x2).
Proof: The achievable scheme for this problem is based
on Han-Kobayashi (HK) [11], and the converse has been
derived by El Gamal and Costa [5].
As it is mentioned in introduction, our goal is to demonstrate
all outer bounds (4a)-(4g) can be systematically derived by
the idea of extended network and applying GCS bound to
it. To that end, we next introduce GCS bound and extended
networks. A simple version of extended networks idea, called
side-way concatenation, was first introduced in [12]. However,
with this side-way concatenation, one can only recover bounds
(4f) and (4g)(See section 7.3.1 of [12]). The main contribution
of this paper is to demonstrate that all bounds (4a)-(4f) can be
recovered by the idea of extended networks and applying the
GCS bound to them. Not only can this technique be utilized
for the two-user DIC, but it can be applied for three-user DIC
as well.
III. OVERVIEW OF GENERALIZED CUT SET BOUND
Generalized Cut-Set bound is a generalization of classical
cut-set bound introduced by [8] which allows for deriving
upper bound on capacity region.
In particular, consider a K-unicast memoryless network
N including a set of nodes V which has K sources S =
[S1, ...., SK ] and K destinations D = [D1, ...., DK ]. At each
time step t, Xv[t] is the transmitted symbol from v ∈ V and
Yv[t] is the received symbol at v ∈ V . In a deterministic
network, the received signals at time step t is a function
of transmitted signals which means YV [t] = F (XV [t]). We
assume that source nodes do not receive any symbols and
destination nodes do not transmit any symbols.
The coding scheme Cn with rate tuple (R1, ..., RK) can be
expressed as follow
1) Encoder Ei : {1, 2, ..., 2nRi} −→ XnSi for i = 1, ...,K
2) Relaying node r(t)v : r
(t−1)
v −→ Xv for v ∈ V \{S ∪D}
and t = 1, ..., n
3) Decoder Di : YnDi −→ {1, 2, ..., 2nRi} for i = 1, ...,K
and error probability Pe(Cn) can be written as
Pe(Cn) = Prob{Wi 6= gi(YDi [1], ..., YDi [n])
for some i ∈ 1, ...,K}. (5)
A rate tuple (R1, ..., RK) is said to be achievable if for any
 > 0, there exists a coding scheme such that Pe(Cn) ≤  for
some large n. The closure of all achievable rate tuples would
specify the capacity region C ⊂ RK+ . [8] has derived an upper
bound for sum-rate on N in the case of deterministic networks
as follow
Theorem 2 ([8]). If a rate tuple (R1, ..., RK) is achievable on
a K-unicast deterministic network, then it can be shown that
there exists a joint distribution p(xV ) on sources such that
K∑
i=1
Ri ≤
l∑
j=1
I(XΩj ;YΩcj |XΩcj , YΩcj−1) (6)
for all choices of l node subsets Ω1, ....,Ωl such that V =
Ω0 ⊇ Ω1 ⊇ ... ⊇ Ωl+1 = ∅, and di ∈ Ωj ⇐⇒ si ∈ Ωj+1 for
i = 1, ...,K and j = 0, ..., l.
It should be noted that in the case of deterministic network,
(6) can be written as follow
K∑
i=1
Ri ≤
l∑
j=1
H(YΩcj |XΩcj , YΩcj−1). (7)
As an example of GCS bound, we demonstrate that (4c) and
(4d) can be derived by applying Theorem 2 on the two-user
DIC. It is easy to verify that (4c) and (4d) cannot be found
through classical cut-set bounds. If a rate tuple (R1, R2) is
achievable on N , then there exists a joint distribution on the
sources of N such that
R1 +R2 ≤ H(Y1) +H(Y2|V1, V2) (8a)
R1 +R2 ≤ H(Y2) +H(Y1|V1, V2) (8b)
By utilizing GCS bound on the original network with the
cuts depicted in Fig. 2, we have
R1 +R2 ≤ H(Y2) +H(Y1|X2, Y2)
= H(Y2) +H(Y1|X2, Y2, g2(X2), h2(X2, Y2))
= H(Y2) +H(Y1|X2, Y2, V2, V1)
≤ H(Y2) +H(Y1|V1, V2).
(9)
Regarding bound (4d), it suffices to consider the original
network. By applying GCS bound on the original network
with the cuts depicted in Fig. 3, we have
R1 +R2 ≤ H(Y1) +H(Y2|X1, Y1)
= H(Y1) +H(Y2|X1, Y1, g1(X1), h1(X1, Y1))
≤ H(Y1) +H(Y2|V1, V2).
(10)
Fig. 2. Depicting the cuts for deriving bound (4c) of the two-user DIC
Fig. 3. Depicting the cuts for deriving bound (4d) of the two-user DIC
Although GCS method recovers two bounds, i.e. (4c)-(4d),
it fails to recover the remaining five bounds. The question
raised here is that whether we can obtain the rest bounds or
not. We will show that performing GCS on extended network
rather than the original network is a solution for finding the
remaining bounds.
IV. CONVERSE FOR TWO-USER DIC
We start by formally defining an extended network.
Definition Consider a two-user DIC, denoted by N , as de-
fined in section II. A (k1, k2) extended version of N , denoted
by Nk1,k2 is constructed by considering k1 and k2 copied
versions of user 1 and user 2, respectively, as depicted in Fig.
4. In this extended network, each receiver gets interference
only from one of the copied versions of the other user. It
should be noted that interference function, i.e. gi(.), and
function fi(, ., ) for the copied versions of user i are the
same as the functions considered for the original user i on
the two-user DIC. The choice of interference pattern depends
on the outer bound which is supposed to be derived. In Fig.
4, S(j)i represents the source node of jth copied version of
ith user. The message corresponded to source Si(j) is denoted
by Wi(j) ∈ [1 : 2nRi ]. It should be noted that the messages
of different sources are independent from each other even if
the same coding scheme is utilized for them. In this extended
network, encoder function Ei : [1 : 2nRi ]→ XnSi and decoder
function Di : YnDi → [1 : 2nRi ] for i = 1, 2 are applied
to the copied versions of ith user. Then, encoder function
Ei maps the corresponding message Wi(j) into Xni(j) =
[Xi(j) [1], ..., Xi(j) [n]]. Furthermore, the received signal at each
copy is a deterministic function of transmitted signal of its
corresponding source and interference signal coming from the
copied versions of the other user.
Lemma 1. If a rate tuple (R1, R2) is achievable on the
two-user DIC, N , then rate tuple {R1, ..., R1︸ ︷︷ ︸
k1
, R2, ..., R2︸ ︷︷ ︸
k2
} is
achievable on any (k1, k2) extended version of the network,
Nk1,k2 by applying the same coding scheme as Si in N (i =
1, 2) to all S(j)i ’s (i = 1, 2, j = 1, ..., ki) in Nk1,k2 .
Proof: Consider a coding scheme that results in trans-
mission of Xn1 , X
n
2 and reception of Y
n
1 , Y
n
2 in N . Consider a
(k1, k2) extended version of the network, Nk1,k2 , and assume
the same coding scheme as Si in N (i = 1, 2) is applied to
all S(j)i ’s (i = 1, 2, j = 1, ..., ki) in Nk1,k2 . Now, note the
following three points;
1) The coding scheme utilized on the jth copied version
of user i on the extended network is the same as the
coding scheme used on user i on the original network
2) The interference function, i.e. gi(.), and function fi(., .)
in the extended network are the same as the functions
considered for user i in the original network
3) user i gets interference only from one of copied versions
of user i¯ for i = 1, 2(¯i = 3− i)
It is easy to see that these three points imply I(Xn
i(j)
, Y n
i(j)
) =
I(Xni , Y
n
i ) ∀j = 1, ..., ki, i = 1, 2. Therefore, any rate tuple
{R1, ..., R1︸ ︷︷ ︸
k1
, R2, ..., R2︸ ︷︷ ︸
k2
} is achievable on any (k1, k2) extended
version of the network, Nk1,k2 .
Therefore, any sum-rate upper bound onNk1,k2 would result
in an upper bound on k1R1 + k2R2 in the original network.
In particular, by applying GCS bound on Nk1,k2 , we can
systematically derive a bound for k1R1 + k2R2 on N .
In the remaining parts, we derive all remaining outer
bounds, i.e. (4a),(4b),(4e),(4f), and (4g), by designing specific
extended network for each of them and applying GCS to them.
Fig. 4. System model of the extended network Nk1,k2 .
A. Deriving Bounds (4a) and (4b)
In this section, we demonstrate how to derive individual rate
bound (4a) by applying GCS bound to an appropriate extended
network. Due to symmetry, we only need to find the bound
for user 1, i.e. (4a).
We utilize extended network Nk,1, as depicted in Fig. 5
for this bound. As you can note, in this network, second user
imposes interference on all copied versions of first user.
According to Lemma1, if a rate tuple (R1, R2) is achievable
on N , then rate tuple (R1, ..., R1︸ ︷︷ ︸
k
, R2) is achievable on Nk,1.
Consider {Cn} as a sequence of coding scheme with block
length n that achieves sum rate RΣ on Nk,1. Therefore,
by applying GCS bound on the extended network Nk,1 and
picking cuts Ω1, ...,Ωk+1 depicted in Fig. 5, we have
nRΣ = n(R1 +R2 + (k − 1)R1)
(a)
≤ I(WS ;Y nΩc1)
+
k+1∑
l=2
I(WS∩Ωl ;Y
n
Ωc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
= H(Y nΩc1) +
k+1∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(c)
≤
n∑
i=1
H(Y1(1) [i]) + (k − 1)
n∑
i=1
H(Y1(1) [i]|V2(1) [i])
+
n∑
i=1
H(Y2(1) [i]|V2(1) [i], V1(1) [i]) + nn
(11)
where (a) follows from Theorem 1 of [8] (in particular,
inequality (6) in [8] in the proof of Theorem 1) on the extended
network shown in Fig. 5. Step (b) follows from considering
deterministic model. Finally, step (c) follows from proof the
presented in Appendix A.
By letting k goes to infinity, we have
n(R1) ≤
n∑
i=1
H(Y1(1) [i]|V2(1) [i]) + nn (12)
which would result in bound (4a).
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Fig. 5. Extended network and the cuts for deriving bound (4a) of the two-user
DIC
B. Deriving Bound (4e)
In this section, we design the extended network Nk,k
illustrated in Fig. 6 to derive bound (4e). Based on Lemma
1, we know that if a rate tuple (R1, R2) is achievable onN , then rate tuple (R1, ..., R1︸ ︷︷ ︸
k
, R2, ..., R2︸ ︷︷ ︸
k
) is achievable on
Nk,k. Assume {Cn} as a sequence of coding scheme with
block length n that achieves sum rate RΣ on Nk,k. Therefore,
by applying GCS bound on the extended network Nk,k and
picking cuts Ω1, ...,Ω2k depicted in Fig. 6, we have
nRΣ = n(R1 +R2 + (k − 1)(R1 +R2))
(a)
≤ I(WS ;Y nΩc1)
+
2k∑
l=2
I(WS∩Ωl ;Y
n
Ωc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
= H(Y nΩc1) +
2k∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(c)
≤
n∑
i=1
H(Y2(1) [i])
+ k
n∑
i=1
H(Y1(1) [i]|V1(1) [i])
+ (k − 1)
n∑
i=1
H(Y2(1) [i]|V2(1) [i]) + nn
(13)
where (a) follows from Theorem 1 of [8] (in particular,
inequality (6) in [8]) on the extended network depicted in
Fig. 6. Step (b) follows from considering deterministic model.
Finally, step (c) follow from the proof presented in Appendix
A.
As k goes to infinity, we have
n(R1 +R2) ≤
n∑
i=1
H(Y1(1) [i]|V1(1) [i])
+
n∑
i=1
H(Y2(1) [i]|V2(1) [i]) + nn
(14)
which would result in bound (4e).
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Fig. 6. Extended network and the cuts for deriving bound (4e) of the two-user
DIC
C. Deriving Bounds (4f) and (4g)
In this part, the extended network N2,1, depicted in Fig.
7, is utilized to derive bound (4f). By applying GCS bound
on this extended network and picking cuts Ω1, Ω2 and Ω3
depicted in Fig. 7, we have
nRΣ = n(R1 +R2 +R1)
(a)
≤ I(WS ;Y nΩc1) + I(WS∩Ω2 ;Y
n
Ωc2
⋂
Ω1 |WS\Ω2 , Y nΩc1)
+ I(WS∩Ω3 ;Y
n
Ωc3
⋂
Ω2 |WS\Ω3 , Y nΩc2) + nn
(b)
= H(Y nΩc1) +H(Y
n
Ωc2
⋂
Ω1 |WS\Ω2 , Y nΩc1)
+H(Y nΩc3
⋂
Ω2 |WS\Ω3 , Y nΩc2) + nn
(c)
≤
n∑
i=1
H(Y1(1) [i]) +
n∑
i=1
H(Y2(1) [i]|V2(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V2(1) [i], V1(1) [i]) + nn
(15)
where (a) follows from Theorem 1 of [8] (in particular,
inequality (6) in [8]) on the extended network depicted in
Fig. 7. Step (b) follows from considering deterministic model.
Finally, step (c) follow from the proof presented in Appendix
A.
Fig. 7. Extended network and the cuts for deriving bound (4f) of the two-user
DIC
Bound (4g) can be derived by considering its corresponding
extended network, i.e. N1,2, and following the similar proce-
dure.
Now, we focus on obtaining the outer bounds of the
symmetric three-user DIC.
V. EXTENSION TO THE SYMMETRIC THREE-USER DIC
In this section, we consider the symmetric three-user DIC
whose capacity region is found in [10]. We demonstrate that
all outer bounds can be systematically derived by the idea of
the extended network and applying GCS bound to it. We start
the derivation of outer bounds by defining the system model
of the symmetric three-user DIC.
A. System Model of the Symmetric Three-user DIC
The system model of the symmetric three-user DIC is
illustrated in Fig. 8. In this section, the outer bounds of the
symmetric three-user DIC are obtained by applying GCS on
different extended networks. Since the same type of choosing
cuts have been utilized, the procedure of finding outer bounds
are similar to the case of finding the outer bounds of the two-
user DIC. The received signals at destination 1, destination
2, and destination 3, i.e. Y1, Y2, and Y3 are deterministic
functions of transmitted signals X1, X2, X3, and interference
signals V1, V2 and V3 as follow:
f1(.,.,.)
g2(.)
g3(.)
D1
S1
f2(.,.,.)
g1(.)
g3(.)
D2
S2
f3(.,.,.)
g1(.)
g2(.)
D3
S3
X1
Y1
X2
X3
Y3
Y2
Fig. 8. System model of the symmetric three-user DIC
Y1 = f1(X1, V2, V3)
Y2 = f2(X2, V1, V3)
Y3 = f3(X3, V1, V2)
V1 = g1(X1)
V2 = g2(X2)
V3 = g3(X3)
(16)
where g1(.), g2(.), and g3(.) are not generally invertible
functions and f1(., .), f2(., .), and f3(., .) satisfy the following
conditions which is the same as [10]
H(Y1|X1) = H(V2, V3)
H(Y2|X2) = H(V1, V3)
H(Y3|X3) = H(V2, V3)
(17)
these conditions are equivalent to
(V2, V3) = h1(X1, Y1)
(V1, V3) = h2(X2, Y2)
(V1, V2) = h3(X3, Y3)
(18)
The capacity region of the symmetric three-user DIC is char-
acterized in [10]. It was shown by [10] that the capacity region
is the union of six regions each of which is characterized by
28 linear bounds as follow
R1 ≤ H(Y1|V2V3) (19)
R1 +R2 ≤ H(Y1|V1V2V3) +H(Y2|V3) (20)
R1 +R2 ≤ H(Y1|V1V3) +H(Y2|V2V3) (21)
2R1 +R2 ≤ H(Y1|V3) +H(Y1|V1V2V3) +H(Y2|V2V3) (22)
R1 +R2 +R3 ≤ H(Y1|V1) +H(Y2|V2V3) +H(Y3|V1V2V3)
(23)
R1 +R2 +R3 ≤ H(Y1|V1V3) +H(Y2|V1V2) +H(Y3|V2V3)
(24)
R1 +R2 +R3 ≤ H(Y1|V1V2V3) +H(Y2|V1) +H(Y3|V2V3)
(25)
R1 +R2 +R3 ≤ H(Y1|V1V2V3) +H(Y2|V1V2V3) +H(Y3)
(26)
2R1 +R2 +R3 ≤ H(Y1) +H(Y1|V1V2V3) +H(Y2|V2V3)
+H(Y3|V1V2V3) (27)
2R1 +R2 +R3 ≤ H(Y1|V1) +H(Y1|V1V2V3) +H(Y2|V2V3)
+H(Y3|V2V3)
(28)
2R1 +R2 +R3 ≤ H(Y1|V1V3) +H(Y1|V2) +H(Y2|V1V2V3)
+H(Y3|V2V3)
(29)
2R1 +R2 +R3 ≤ H(Y1|V1V2V3) +H(Y1|V3) +H(Y2|V1V2)
+H(Y3|V2V3)
(30)
2R1 +R2 +R3 ≤ H(Y1|V1V2V3) +H(Y1|V3) +H(Y2|V2)
+H(Y3|V1V2V3)
(31)
2R1 +R2 +R3 ≤ H(Y1|V1V2V3) +H(Y1|V1V2) +H(Y2|V2V3)
+H(Y3|V3)
(32)
2R1 +R2 +R3 ≤ 2H(Y1|V1V2V3) +H(Y2) +H(Y3|V2V3)
(33)
2R1 +R2 +R3 ≤ 2H(Y1|V1V2V3) +H(Y2|V2) +H(Y3|V3)
(34)
3R1 +R2 +R3 ≤ 2H(Y1|V1V2V3) +H(Y1) +H(Y2|V2V3)
+H(Y3|V2V3)
(35)
3R1 +R2 +R3 ≤ 2H(Y1|V1V2V3) +H(Y1|V2) +H(Y2|V2V3)
+H(Y3|V3)
(36)
2R1 + 2R2 +R3 ≤ H(Y1) +H(Y1|V1V3) + 2H(Y2|V1V2V3)
+H(Y3|V2V3)
(37)
2R1 + 2R2 +R3 ≤ H(Y1) +H(Y1|V1V2V3) +H(Y2|V1V2V3)
+H(Y2|V2V3) +H(Y3|V1V3)
(38)
2R1 + 2R2 +R3 ≤ H(Y1) +H(Y1|V1V2V3) + 2H(Y2|V1V2V3)
+H(Y3|V3)
(39)
2R1 + 2R2 +R3 ≤ H(Y1|V1) +H(Y1|V1V2V3) +H(Y2|V1V2V3)
+H(Y2|V2V3) +H(Y3|V3)
(40)
2R1 + 2R2 +R3 ≤ 2H(Y1|V1V3) +H(Y2|V1V2V3) +H(Y2|V2)
+H(Y3|V2V3)
(41)
3R1 + 2R2 +R3 ≤ 2H(Y1|V1V2V3) +H(Y1) +H(Y2|V1V2V3)
+H(Y2|V2V3) +H(Y3|V3)
(42)
3R1 + 2R2 +R3 ≤ 2H(Y1|V1V2V3) +H(Y1) + 2H(Y2|V2V3)
+H(Y3|V1V3)
(43)
3R1 + 2R2 +R3 ≤ 2H(Y1|V1V2V3) +H(Y1|V1) + 2H(Y2|V2V3)
+H(Y3|V3)
(44)
3R1 + 2R2 +R3 ≤ 3H(Y1|V1V2V3) +H(Y2|V2V3) +H(Y2)
+H(Y3|V3)
(45)
4R1 + 2R2 +R3 ≤ 3H(Y1|V1V2V3) +H(Y1) + 2H(Y2|V2V3)
+H(Y3|V3)
(46)
In the rest of this section, we prove bounds (19)-(46) by
constructing appropriate extended networks and applying
GCS on them.
Derivation of bound (19). To derive this bound, we design
the extended network considered in Fig. 9. By applying GCS
bound and picking cuts depicted in Fig. 9, we have
nRΣ = n(R1 +R2 +R3 + kR1)
(a)
≤ H(Y nΩc1) +
k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
kH(Y1[i]|V2[i]V3[i]) + C + nn
(47)
where C ,
∑n
i=1H(Y1[i]) +H(Y2[i]) +H(Y3[i]) and step
(a) follows from GCS [8] for deterministic networks. Step
(b) follows from the proof presented in Appendix B.
By letting k goes to infinity, bound (19) will be recovered.
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Fig. 9. Extended network and the cuts for deriving bound (19) for the
three-user DIC
Derivation of bound (20). To derive this bound, we design
the extended network considered in Fig. 10. By applying GCS
bound and picking cuts depicted in Fig. 10, we have
nRΣ = n(R1 +R2 +R3 + kR1 + kR2)
(a)
≤ H(Y nΩc1) +
2k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
kH(Y1[i]|V1[i]V2[i]V3[i]) + kH(Y2[i]|V3[i])
+ C + nn
(48)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
By letting k goes to infinity, bound (20) will be recovered.
Derivation of bound (21). To derive this bound, we design
the extended network considered in Fig. 11. By applying GCS
bound and picking cuts depicted in Fig. 11, we have
nRΣ = n(R1 +R2 +R3 + kR1 + kR2)
(a)
≤ H(Y nΩc1) +
2k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
kH(Y1[i]|V1[i]V3[i]) + kH(Y2[i]|V2[i]V3[i])
+ C + nn
(49)
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Fig. 10. Extended network and the cuts for deriving bound (20) for the
three-user DIC
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
By letting k goes to infinity, bound (21) will be recovered.
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Fig. 11. Extended network and the cuts for deriving bound (21) for the
three-user DIC
Derivation of bound (22). To derive this bound, we design
the extended network considered in Fig. 12. By applying GCS
bound and picking cuts depicted in Fig. 12, we have
nRΣ = n(R1 +R2 +R3 + 2kR1 + kR2)
(a)
≤ H(Y nΩc1) +
3k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
kH(Y1[i]|V3[i]) + kH(Y1[i]|V1[i]V2[i]V3[i])
+
n∑
i=1
kH(Y2[i]|V2[i]V3[i])
+ C + nn
(50)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
By letting k goes to infinity, bound (22) will be recovered.
Derivation of bound (23). To derive this bound, we design
the extended network considered in Fig. 13. By applying GCS
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Fig. 12. Extended network and the cuts for deriving bound (22) for the
three-user DIC
bound and picking cuts depicted in Fig. 13, we have
nRΣ = n(R1 +R2 +R3 + kR1 + kR2 + kR3)
(a)
≤ H(Y nΩc1) +
3k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
kH(Y1[i]|V1[i]) + kH(Y2[i]|V2[i]V3[i])
+
n∑
i=1
kH(Y3[i]|V1[i]V2[i]V3[i])
+ C + nn
(51)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
By letting k goes to infinity, bound (23) will be recovered.
Derivation of bound (24). To derive this bound, we design
the extended network considered in Fig. 14. By applying GCS
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Fig. 13. Extended network and the cuts for deriving bound (23) for the
three-user DIC
bound and picking cuts depicted in Fig. 14, we have
nRΣ = n(R1 +R2 +R3 + kR1 + kR2 + kR3)
(a)
≤ H(Y nΩc1) +
3k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
kH(Y1[i]|V1[i]V3[i]) + kH(Y2[i]|V2[i]V1[i])
+
n∑
i=1
kH(Y3[i]|V2[i], V3[i]) + C + nn (52)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
By letting k goes to infinity, bound (24) will be recovered.
Derivation of bound (25). To derive this bound, we design
the extended network considered in Fig. 15. By applying GCS
bound and picking cuts depicted in Fig. 15, we have
nRΣ = n(R1 +R2 +R3 + kR1 + kR2 + kR3)
(a)
≤ H(Y nΩc1) +
3k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
kH(Y1[i]|V1[i]V2[i]V3[i]) + kH(Y2[i]|V1[i])
+
n∑
i=1
kH(Y3[i]|V2[i]V3[i]) + C + nn (53)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
By letting k goes to infinity, bound (25) will be recovered.
Derivation of bound (26). To derive this bound, we design
the original network considered in Fig. 16. By applying GCS
bound and picking cuts Ω1,Ω2, and Ω3 depicted in Fig. 16,
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Fig. 14. Extended network and the cuts for deriving bound (24) for the
three-user DIC
we have
nRΣ = n(R1 +R2 +R3)
(a)
≤ H(Y nΩc1) +
3∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(c)
≤
n∑
i=1
H(Y1[i]|V1[i]V2[i]V3[i]) +
n∑
i=1
H(Y2[i]|V1[i]V2[i]V3[i])
+
n∑
i=1
H(Y3[i]) + nn
(54)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
Derivation of bound (27). To derive this bound, we design
the extended network considered in Fig. 17. Consider {Cn} as
a sequence of coding scheme with block length n that achieves
sum rate RΣ on this extended network. Therefore, by applying
GCS bound on this extended network and picking cuts Ω1,Ω2,
Ω3, and Ω4 depicted in Fig. 17, we have
nRΣ = n(R1 +R2 +R3 +R1)
(a)
≤ H(Y nΩc1) +
4∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
H(Y1[i]) +
n∑
i=1
H(Y1[i]|V1[i]V2[i]V3[i])
+
n∑
i=1
H(Y2[i]|V2[i]V3[i])
+
n∑
i=1
H(Y3[i]|V1[i]V2[i]V3[i]) + nn
(55)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
Derivation of bound (28). To derive this bound, we design
the extended network considered in Fig. 18. By applying GCS
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Fig. 15. Extended network and the cuts for deriving bound (25) for the
three-user DIC
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Fig. 16. Original network and the cuts for deriving bound (26) for the
three-user DIC
bound and picking cuts depicted in Fig. 18, we have
nRΣ = n(R1 +R2 +R3 + 2kR1 + kR2 + kR3)
(a)
≤ H(Y nΩc1) +
4k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
kH(Y1[i]|V1[i]) + kH(Y1[i]|V1[i]V2[i]V3[i])
+
n∑
i=1
kH(Y2[i]|V2[i]V3[i]) + kH(Y3[i]|V2[i]V3[i])
+ C + nn
(56)
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Fig. 17. Extended network and the cuts for deriving bound (27) for the
three-user DIC
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
By letting k goes to infinity, bound (28) will be recovered.
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Fig. 18. Extended network and the cuts for deriving bound (28) for the
three-user DIC
Derivation of bound (29). To derive this bound, we design
the extended network considered in Fig. 19. By applying GCS
bound and picking cuts depicted in Fig. 19, we have
nRΣ = n(R1 +R2 +R3 + 2kR1 + kR2 + kR3)
(a)
≤ H(Y nΩc1) +
4k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
kH(Y1[i]|V1[i]V3[i]) + kH(Y1[i]|V2[i])
+
n∑
i=1
kH(Y2[i]|V1[i]V2[i]V3[i]) + kH(Y3[i]|V2[i]V3[i])
+ C + nn
(57)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
By letting k goes to infinity, bound (29) will be recovered.
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Fig. 19. Extended network and the cuts for deriving bound (29) for the
three-user DIC
Derivation of bound (30). To derive this bound, we design
the extended network considered in Fig. 20. By applying GCS
bound and picking cuts depicted in Fig. 20, we have
nRΣ = n(R1 +R2 +R3 + 2kR1 + kR2 + kR3)
(a)
≤ H(Y nΩc1) +
4k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(c)
≤
n∑
i=1
kH(Y1[i]|V1[i]V2[i]V3[i]) + kH(Y1[i]|V3[i])
+
n∑
i=1
kH(Y2[i]|V1[i]V2[i]) + kH(Y3[i]|V2[i]V3[i])
+ C + nn
(58)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
By letting k goes to infinity, bound (30) will be recovered.
Derivation of bound (31). To derive this bound, we design
the extended network considered in Fig. 21. By applying GCS
bound and picking cuts depicted in Fig. 21, we have
nRΣ = n(R1 +R2 +R3 + 2kR1 + kR2 + kR3)
(a)
≤ H(Y nΩc1) +
4k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
kH(Y1[i]|V1[i]V2[i]V3[i]) + kH(Y1[i]|V3[i])
+
n∑
i=1
kH(Y2[i]|V2[i]) + kH(Y3[i]|V1[i]V2[i]V3[i])
+ C + nn
(59)
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Fig. 20. Extended network and the cuts for deriving bound (30) for the
three-user DIC
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
By letting k goes to infinity, bound (31) will be recovered.
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Fig. 21. Extended network and the cuts for deriving bound (31) for the
three-user DIC
Derivation of bound (32). To derive this bound, we design
the extended network considered in Fig. 22. By applying GCS
bound and picking cuts depicted in Fig. 22, we have
nRΣ = n(R1 +R2 +R3 + 2kR1 + kR2 + kR3)
(a)
≤ H(Y nΩc1) +
4k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
kH(Y1[i]|V1[i]V2[i]V3[i]) + kH(Y1[i]|V1[i]V2[i])
+
n∑
i=1
kH(Y2[i]|V2[i]V3[i]) + kH(Y3[i]|V3[i])
+ C + nn
(60)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
By letting k goes to infinity, bound (32) will be recovered.
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Fig. 22. Extended network and the cuts for deriving bound (32) for the
three-user DIC
Derivation of bound (33). To derive this bound, we design
the extended network considered in Fig. 23. By applying GCS
bound and picking cuts Ω1,Ω2,Ω3, and Ω4 depicted in Fig.
23, we have
nRΣ = n(R1 +R2 +R3 +R1)
(a)
≤ H(Y nΩc1) +
4∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
2H(Y1[i]|V1[i]V2[i]V3[i]) +
n∑
i=1
H(Y2[i])
+
n∑
i=1
H(Y3[i]|V2[i]V3[i]) + nn
(61)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
Derivation of bound (34). To derive this bound, we design
the extended network considered in Fig. 24. By applying GCS
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Fig. 23. Extended network and the cuts for deriving bound (33) for the
three-user DIC
bound and picking cuts depicted in Fig. 24, we have
nRΣ = n(R1 +R2 +R3 + 2kR1 + kR2 + kR3)
(a)
≤ H(Y nΩc1) +
4k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
2kH(Y1[i]|V1[i]V2[i]V3[i]) + kH(Y2[i]|V2[i])
+
n∑
i=1
kH(Y3[i]|V3[i]) + C + nn
(62)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
By letting k goes to infinity, bound (34) will be recovered.
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Fig. 24. Extended network and the cuts for deriving bound (34) for the
three-user DIC
Derivation of bound (35). To derive this bound, we design
the extended network considered in Fig. 25. By applying GCS
bound and picking cuts depicted in Fig. 25, we have
nRΣ = n(3R1 +R2 +R3)
(a)
≤ H(Y nΩc1) +
5∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
2H(Y1[i]|V1[i]V2[i]V3[i]) +H(Y1[i])
+
n∑
i=1
H(Y2[i]|V2[i]V3[i]) +H(Y3[i]|V2[i]V3[i]) + nn
(63)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
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Fig. 25. Extended network and the cuts for deriving bound (35) for the
three-user DIC
Derivation of bound (36). To derive this bound, we design
the extended network considered in Fig. 26. By applying GCS
bound and picking cuts depicted in Fig. 26, we have
nRΣ = n(R1 +R2 +R3 + 3kR1 + kR2 + kR3)
(a)
≤ H(Y nΩc1) +
5k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
2kH(Y1[i]|V1[i]V2[i]V3[i]) + kH(Y1[i]|V2[i])
+
n∑
i=1
kH(Y2[i]|V2[i]V3[i]) + kH(Y3[i]|V3[i])
+ C + nn
(64)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
By letting k goes to infinity, bound (36) will be recovered.
Derivation of bound (37). To derive this bound, we design
the extended network considered in Fig. 28.By applying GCS
bound and picking cuts Ω1, ...,Ω5 depicted in Fig. 9, we have
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Fig. 26. Extended network and the cuts for deriving bound (36) for the
three-user DIC
nRΣ = n(2R1 + 2R2 +R3)
(a)
≤ H(Y nΩc1) +
5∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
Y1(1) [i]) +
n∑
i=1
H(Y3(1) [i]|V3(1) [i]V2(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V1(1) [i]V3(1) [i])
+ 2
n∑
i=1
H(Y2(1) [i]|V2(1) [i]V1(1) [i]V3(1) [i]) + nn
(65)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
Derivation of bound (38). To derive this bound, we design
the extended network considered in Fig. 28. By applying GCS
bound and picking cuts Ω1, ...,Ω5 depicted in Fig. 28, we have
nRΣ = n(2R1 + 2R2 +R3)
(a)
≤ H(Y nΩc1) +
5∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
H(Y1[i]) +H(Y1[i]|V1[i]V2[i]V3[i])
+
n∑
i=1
H(Y2[i]|V1[i]V2[i]V3[i]) +H(Y2[i]|V2[i]V3[i])
+
n∑
i=1
H(Y3[i]|V1[i]V3[i]) + nn
(66)
where (a) follows from GCS [8] for deterministic networks
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Fig. 27. Extended network and the cuts for deriving bound (37) for the
three-user DIC
and step (b) follows from the proof presented in Appendix B.
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Fig. 28. Extended network and the cuts for deriving bound (38) for the
three-user DIC
Derivation of bound (39). To derive this bound, we design
the extended network considered in Fig. 29. By applying GCS
bound and picking cuts Ω1, ...,Ω5 depicted in Fig. 29, we have
nRΣ = n(2R1 + 2R2 +R3)
(a)
≤ H(Y nΩc1) +
5∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
H(Y1[i]) +H(Y1[i]|V1[i]V2[i]V3[i])
+
n∑
i=1
2H(Y2[i]|V1[i]V2[i]V3[i]) +H(Y3[i]|V3[i]) + nn
(67)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
Derivation of bound (40). To derive this bound, we design
the extended network considered in Fig. 30. By applying GCS
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Fig. 29. Extended network and the cuts for deriving bound (39) for the
three-user DIC
bound and picking cuts depicted in Fig. 30, we have
nRΣ = n(R1 +R2 +R3 + 2kR1 + 2kR2 + kR3)
(a)
≤ H(Y nΩc1) +
5k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
kH(Y1[i]|V1[i]) + kH(Y1[i]|V1[i]V2[i]V3[i])
+
n∑
i=1
kH(Y2[i]|V1[i]V2[i]V3[i])
+
n∑
i=1
kH(Y2[i]|V2[i]V3[i]) + kH(Y3[i]|V3[i])
+ C + nn
(68)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
By letting k goes to infinity, bound (40) will be recovered.
Derivation of bound (41). To derive this bound, we design
the extended network considered in Fig. 31. By applying GCS
bound and picking cuts depicted in Fig. 31, we have
nRΣ = n(R1 +R2 +R3 + 2kR1 + 2kR2 + kR3)
(a)
≤ H(Y nΩc1) +
5k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
2kH(Y1[i]|V1[i]V3[i]) + kH(Y2[i]|V1[i]V2[i]V3[i])
+
n∑
i=1
2kH(Y2[i]|V2[i]) + kH(Y3[i]|V2[i]V3[i])
+ C + nn
(69)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
By letting k goes to infinity, bound (41) will be recovered.
Derivation of bound (42). To derive this bound, we design
the extended network considered in Fig. 32. By applying GCS
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Fig. 30. Extended network and the cuts for deriving bound (40) for the
three-user DIC
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Fig. 31. Extended network and the cuts for deriving bound (41) for the
three-user DIC
bound and picking cuts Ω1, ...,Ω6 depicted in Fig. 32, we have
nRΣ = n(3R1 + 2R2 +R3)
(a)
≤ H(Y nΩc1) +
6∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
2H(Y1[i]|V1[i]V2[i]V3[i]) +H(Y1[i])
+
n∑
i=1
H(Y2[i]|V1[i]V2[i]V3[i]) +H(Y2[i]|V2[i]V3[i])
+
n∑
i=1
H(Y3[i]|V3[i]) + nn
(70)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
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Fig. 32. Extended network and the cuts for deriving bound (42) for the
three-user DIC
Derivation of bound (43). To derive this bound, we design
the extended network considered in Fig. 33. By applying GCS
bound and picking cuts Ω1, ...,Ω6 depicted in Fig. 33, we have
nRΣ = n(3R1 + 2R2 +R3)
(a)
≤ H(Y nΩc1) +
6∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
2H(Y1[i]|V1[i]V2[i]V3[i]) +H(Y1[i])
+
n∑
i=1
2H(Y2[i]|V2[i]V3[i]) +H(Y3[i]|V1[i]V3[i]) + nn
(71)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
Derivation of bound (44). To derive this bound, we design
the extended network considered in Fig. 34. By applying GCS
bound and picking cuts depicted in Fig. 34, we have
nRΣ = n(R1 +R2 +R3 + 3kR1 + 2kR2 + kR3)
(a)
≤ H(Y nΩc1) +
6k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
2kH(Y1[i]|V1[i]V2[i]V3[i]) + kH(Y1[i]|V1[i])
+
n∑
i=1
2kH(Y2[i]|V2[i]V3[i]) + kH(Y3[i]|V3[i])
+ C + nn
(72)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
By letting k goes to infinity, bound (44) will be recovered.
Derivation of bound (45). To derive this bound, we design
the extended network considered in Fig. 35. By applying GCS
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Fig. 33. Extended network and the cuts for deriving bound (43) for the
three-user DIC
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Fig. 34. Extended network and the cuts for deriving bound (44) for the
three-user DIC
bound and picking cuts Ω1, ...,Ω6 depicted in Fig. 35, we have
nRΣ = n(3R1 + 2R2 +R3)
(a)
≤ H(Y nΩc1) +
6∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
3H(Y1[i]|V1[i]V2[i]V3[i]) +H(Y2[i]|V2[i]V3[i])
+
n∑
i=1
H(Y2[i]) +H(Y3[i]|V3[i]) + nn
(73)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
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Fig. 35. Extended network and the cuts for deriving bound (45) for the
three-user DIC
Derivation of bound (46). To derive this bound, we design
the extended network considered in Fig. 36. By applying GCS
bound and picking cuts Ω1, ...,Ω7 depicted in Fig. 36, we have
nRΣ = n(4R1 + 2R2 +R3)
(a)
≤ H(Y nΩc1) +
7∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
(b)
≤
n∑
i=1
3H(Y1[i]|V1[i]V2[i]V3[i]) +H(Y1[i])
+
n∑
i=1
2H(Y2[i]|V2[i]V3[i]) +H(Y3[i]|V3[i]) + nn
(74)
where (a) follows from GCS [8] for deterministic networks
and step (b) follows from the proof presented in Appendix B.
VI. CONCLUSION
We considered the two-user DIC, proposed the idea of
extended networks, and demonstrated that by carefully de-
signing extended networks and applying the GCS bound to
them, we can derive a tight converse for the two-user DIC.
Furthermore, we generalized our techniques to the three-user
DIC, and demonstrated that the proposed approach also results
in deriving a tight converse for the symmetric three-user DIC.
An interesting future direction can be to investigate whether
by applying GCS to extended networks one can establish
the capacity region of general DIC. We will characterize the
capacity region of symmetric K-user DIC in the longer version
of this paper.
APPENDIX
Appendix A
Proof of part (c) for bound (11).
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Fig. 36. Extended network and the cuts for deriving bound (46) for the
three-user DIC
We first define XiS to be {Xi(j) |j ∈ S} (Similarly for WiS
and YiS ).
H(Y nΩc1) +
k+1∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
= H(Y n1(k)) +
k−1∑
j=1
H(Y n1(j) |W1[j+1:k] , Y n1[j+1:k])
+H(Y n2(1) |W1[1:k] , Y n1[1:k]) + nn
= H(Y n1(k))
+
k−1∑
j=1
H(Y n1(j) |W1[j+1:k] , Y n1[j+1:k] , Xn1[j+1:k])
+H(Y n2(1) |W1[1:k] , Y n1[1:k] , Xn1[1:k]) + nn
≤
n∑
i=1
H(Y1(k) [i]|Y i−11(k) )
+
k−1∑
j=1
n∑
i=1
H(Y1(j) [i]|Y i−11(j) , Y1(j+1) [i], X1(j+1) [i])
+
n∑
i=1
H(Y2(1) [i]|Y i−12(1) , Y1(1) [i], X1(1) [i]) + nn
(a)
≤
n∑
i=1
H(Y1(k) [i]) +
k−1∑
j=1
n∑
i=1
H(Y1(j) [i]|V2(1) [i])
+
n∑
i=1
H(Y2(1) [i]|V2(1) [i], V1(1) [i]) + nn
(b)
≤
n∑
i=1
H(Y1(1) [i]) + (k − 1)
n∑
i=1
H(Y1(1) [i]|V2(1) [i])
+
n∑
i=1
H(Y2(1) [i]|V2(1) [i], V1(1) [i]) + nn
(75)
where step (a) follows from V2(1) [i] = h1(X1(j) [i], Y1(j) [i])
and V1(1) [i] = g1(X1(1) [i]). Step (b) follows, since the coding
schemes of S1(j)s are the same, Y1(j) [i]s have the same
probability distribution as Y1(1) [i].
Proof of part (c) for bound (13).
H(Y nΩc1) +
2k∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
= H(Y n2(k)) +H(Y
n
1(k) |W2(k) , Y n2(k))
+
k−1∑
j=1
H(Y n1(j) |W1[j+1:k] ,W2[j:k] , Y n1[j+1:k] , Y n2[j:k])
+
k−1∑
j=1
H(Y n2(j) |W1[j+1:k] ,W2[j+1:k] , Y n1[j+1:k] , Y n2[j+1:k])
≤ H(Y n2(k)) +H(Y n1(k) |Xn2(k) , Y n2(k))
+
k−1∑
j=1
H(Y n1(j) |Xn1[j+1:k] , Xn2[j:k] , Y n1[j+1:k] , Y n2[j:k])
+
k−1∑
j=1
H(Y n2(j) |Xn1[j+1:k] , Xn2[j+1:k] , Y n1[j+1:k] , Y n2[j+1:k])
(a)
= H(Y n2(k)) +
k∑
j=1
H(Y n1(j) |Xn2(j) , Y n2(j))
k−1∑
j=1
H(Y n2(j) |Xn1(j+1) , Y n1(j+1))
=
n∑
i=1
H(Y2(k) [i]|Y i−12(k) )
+
n∑
i=1
k∑
j=1
H(Y1(j) [i]|Y (i−1)1(j) , X
n
2(j) , Y
n
2(j))
+
n∑
i=1
k∑
j=1
H(Y2(j) [i]|Y (i−1)2(j) , X
n
1(j+1) , Y
n
1(j+1))
(b)
≤
n∑
i=1
H(Y2(k) [i]) +
k∑
j=1
n∑
i=1
H(Y1(j) [i]|V1(j) [i])
+
k−1∑
j=1
n∑
i=1
H(Y2(j) [i]|V2(j) [i])
(c)
=
n∑
i=1
H(Y2(1) [i]) + k
n∑
i=1
H(Y1(1) [i]|V1(1) [i])
+ (k − 1)
n∑
i=1
H(Y2(1) [i]|V2(1) [i])
(76)
where step (a) follows from the structure of interference
links. That is to say, each copied version of users only
imposes interference on the user placed below it. Step (b)
follows from V2(j) [i] = h1(X1(j+1) [i], Y1(j+1) [i]), V1(j) [i] =
h2(X2(j) [i], Y2(j) [i]). Finally, step (c) follows, since the cod-
ing schemes of S1(j)s and S2(j)s are the same respectively,
Y1(j) [i]s and Y2(j) [i]s have the same probability distribution
respectively. Furthermore, since Vi(j) = gi(Xi(j)), V1(j) [i]s and
V2(j) [i]s have the same probability distribution respectively.
Proof of part (c) for bound (15).
H(Y nΩc1) +H(Y
n
Ωc2
⋂
Ω1 |WS\Ω2 , Y nΩc1)
+H(Y nΩc3
⋂
Ω2 |WS\Ω3 , Y nΩc2)
= H(Y n1(2)) +H(Y
n
2(1) |W1(2) , Y n1(2))
+H(Y n1(1) |W2(1) ,W1(2) , Y n2(1) , Y n1(2))
= H(Y n1(2)) +H(Y
n
2(1) |W1(2) , Y n1(2) , Xn1(2))
+H(Y n1(1) |W2(1) ,W1(2) , Y n2(1) , Y n1(2) , Xn2(1) , Xn1(2))
≤ H(Y n1(2)) +H(Y n2(1) |Y n1(2) , Xn1(2)) +H(Y n1(1) |Y n2(1) , Xn2(1))
=
n∑
i=1
H(Y1(2) [i]|Y i−11(2) )
+
n∑
i=1
H(Y2(1) [i]|Y i−12(1) , Y
n
1(2) , X
n
1(2))
+
n∑
i=1
H(Y1(1) [i]|Y i−11(1) , Y
n
2(1) , X
n
2(1))
(a)
≤
n∑
i=1
H(Y1(2) [i]) +
n∑
i=1
H(Y2(1) [i]|V2(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V2(1) [i], V1(1) [i])
(b)
=
n∑
i=1
H(Y1(1) [i]) +
n∑
i=1
H(Y2(1) [i]|V2(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V2(1) [i], V1(1) [i])
(77)
where step (a) follows from V2(1) [i] = h1(X1(2) [i], Y1(2) [i]),
V1(1) [i] = h2(X2(1) [i], Y2(1) [i]), and V2(1) [i] = g2(X2(1) [i]).
Step (b) follows, since the coding schemes of S1(2) and S1(1)
are the same, Y1(2) [i] has the same probability distribution as
Y1(1) [i].
Appendix B
Proof of part (b) for bound (19).
H(Y nΩc1) +
k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤
k∑
j=2
H(Y n1(j) |Y n1(j+1)Xn1(j+1)) + C
≤
k∑
j=2
n∑
i=1
H(Y1(j) [i]|Y1(j+1) [i]X1(j+1) [i]) + C
(a)
≤
k∑
j=2
n∑
i=1
H(Y1(j) [i]|V2(1) [i]V3(1) [i]) + C
(b)
≤ k
n∑
i=1
H(Y1(1) [i]|V2(1) [i]V3(1) [i]) + C
(78)
where C , H(Y n
1(1)
) +H(Y n
2(1)
) +H(Y n
3(1)
) and (a) follows
from (V2(1) [i], V3(1) [i]) = h1(X1(j) [i], Y1(j) [i]). Step (b) fol-
lows, since the coding schemes of S1(j) are the same , Y1(j) [i]s
have the same probability distribution.
Proof of part (b) for bound (20).
H(Y nΩc1) +
2k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤
k∑
j=1
H(Y n2(j) |Y n1(j+1)Xn1(j+1))
+
k∑
j=1
H(Y n1(j) |Y n2(j)Xn2(j)) + C
≤
k∑
j=1
n∑
i=1
H(Y2(j) [i]|Y1(j+1) [i]X1(j+1) [i])
+
k∑
j=1
n∑
i=1
H(Y1(j) [i]|Y2(j) [i]X2(j) [i]) + C
(a)
≤
k∑
j=1
n∑
i=1
H(Y2(j) [i]|V3(1) [i]) +H(Y1(j) [i]|V1(j) [i]V2(j) [i]V3(1) [i])
+ C
(b)
≤
n∑
i=1
kH(Y2(1) [i]|V3(1) [i]) + kH(Y1(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i])
+ C
(79)
where (a) follows from (V2(j) [i], V3(1) [i]) =
h1(X1(j) [i], Y1(j) [i]), (V1(j) [i], V3(1) [i]) =
h2(X2(j) [i], Y2(j) [i]), and V2(j) [i] = g2(X2(j) [i]). Step
(b) follows, since the coding schemes of S1(j)s and S2(j)s are
the same respectively, Y1(j) [i]s and Y2(j) [i]s have the same
probability distribution respectively.
Proof of part (b) for bound (21).
H(Y nΩc1) +
2k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤
k∑
j=1
H(Y n2(j) |Y n1(j+1)Xn1(j+1))
+
k∑
j=1
H(Y n1(j) |Y n2(j)Xn2(j)) + C
≤
k∑
j=1
n∑
i=1
H(Y2(j) [i]|Y1(j+1) [i]X1(j+1) [i])
+
k∑
j=1
n∑
i=1
H(Y1(j) [i]|Y2(j) [i]X2(j) [i]) + C
(a)
≤
k∑
j=1
n∑
i=1
H(Y2(j) [i]|V2(j) [i]V3(1) [i]) +H(Y1(j) [i]|V1(j) [i]V3(1) [i])
+ C
(b)
≤
n∑
i=1
kH(Y2(1) [i]|Y2(1) [i]V3(1) [i]) + kH(Y1(1) [i]|V1(1) [i]V3(1) [i])
+ C
(80)
where step (a) follows from (V2(j) [i], V3(1) [i]) =
h1(X1(j+1) [i], Y1(j+1) [i]) and (V1(j) [i], V3(1) [i]) =
h2(X2(j) [i], Y2(j) [i]). Step (b) follows, since the coding
schemes of S1(j)s and S2(j)s are the same respectively,
Y1(j) [i]s and Y2(j) [i]s have the same probability distribution
respectively.
Proof of part (b) for bound (22).
H(Y nΩc1) +
3k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤
∑
j
H(Y n1(2j+1) |Y n1(2j+2)Xn1(2j+2))
+
∑
j
H(Y n2(j) |Y n1(2j+1)Xn1(2j+1))
+
∑
j
H(Y n1(2j) |Y n2(j)Xn2(j)) + C
≤
∑
j
n∑
i=1
H(Y1(2j+1) [i]|Y1(2j+2) [i]X1(2j+2) [i])
+
∑
j
n∑
i=1
H(Y2(j) [i]|Y1(2j+1) [i]X1(2j+1) [i])
+
∑
j=1
n∑
i=1
H(Y1(2j) [i]|Y2(j) [i]X2(j) [i]) + C
(a)
≤
∑
j
n∑
i=1
H(Y1(2j+1) [i]|V3(1) [i])
+
∑
j
n∑
i=1
H(Y2(j) [i]|V2(j) [i]V3(1) [i])
+
∑
j
n∑
i=1
H(Y1(2j) [i]|V1(2j) [i]V2(j) [i]V3(1) [i]) + C
(b)
≤
n∑
i=1
kH(Y1(1) [i]|V3(1) [i])
+
n∑
i=1
kH(Y2(1) [i]|V2(1) [i]V3(1) [i])
+
n∑
i=1
kH(Y1(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i]) + C
(81)
where step (a) follows from (V2(j+1) [i], V3(1) [i]) =
h1(X1(2j+2) [i], Y1(2j+2) [i]), (V2(j) [i], V3(1) [i]) =
h1(X1(2j+1) [i], Y1(2j+1) [i]), (V1(2j) [i], V3(1) [i]) =
h2(X2(j) [i], Y2(j) [i]), and V2(j) [i] = g2(X2(j) [i]). Step
(b) follows, since the coding schemes of S1(j)s and S2(j)s are
the same respectively, Y1(j) [i]s and Y2(j) [i]s have the same
probability distribution respectively.
Proof of part (b) for bound (23).
H(Y nΩc1) +
3k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤
∑
j
H(Y n3(j) |Y n1(j+1)Xn1(j+1)Xn2(j+1))
+
∑
j
H(Y n2(j) |Y n1(j+1)Xn1(j+1)Xn3(j))
+
∑
j
H(Y n1(j) |Y n2(j)Xn2(j))
≤
∑
j=1
n∑
i=1
H(Y3(j) [i]|Y1(j+1) [i]X1(j+1) [i]X2(j+1) [i])
+
∑
j=1
n∑
i=1
H(Y2(j) [i]|Y1(j+1) [i]X1(j+1) [i]X3(j) [i])
+
∑
j=1
n∑
i=1
H(Y1(j) [i]|Y2(j) [i]X2(j) [i])
(a)
≤
∑
j
n∑
i=1
H(Y3(j) [i]|V1(j+1) [i]V2(j+1) [i]V3(j) [i])
+
∑
j
n∑
i=1
H(Y2(j) [i]|V2(j) [i]V3(j) [i]) +H(Y1(j) [i]|V1(j) [i]) + C
(b)
≤
n∑
i=1
kH(Y3(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
+
n∑
i=1
kH(Y2(1) [i]|V2(1) [i], V3(1) [i]) + kH(Y1(1) [i]|V1(1) [i]) + C
(82)
where step (a) follows from (V2(j) [i], V3(j) [i]) =
h1(X1(j+1) [i], Y1(j+1) [i]), (V1(j) [i], V3(j) [i]) =
h2(X2(j) [i], Y2(j) [i]), V3(j) [i] = g3(X3(j) [i]),
V1(j+1) [i] = g1(X1(j+1) [i]), and V2(j+1) [i] = g2(X2(j+1) [i]).
Step (b) follows, since the coding schemes of S1(j)s, S2(j)s,
and S3(j)s are the same respectively, Y1(j) [i]s, Y2(j) [i]s, and
Y3(j) [i]s have the same probability distribution respectively.
Proof of part (b) for bound (24).
H(Y nΩc1) +
3k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤
∑
j=1
H(Y n2(j) |Y n1(j+1) , Xn1(j+1)) +H(Y n3(j) |Y n2(j) , Xn2(j))
+
∑
j=1
H(Y n1(j) |Y n3(j) , Xn3(j)) + C
≤
∑
j
n∑
i=1
H(Y2(j) [i]|Y1(j+1) [i], X1(j+1) [i])
+
∑
j
n∑
i=1
H(Y3(j) [i]|Y2(j) [i], X2(j) [i])
+
∑
j
n∑
i=1
H(Y1(j) [i]|Y3(j) [i], X3(j) [i]) + C
(a)
≤
∑
j
n∑
i=1
H(Y2(j) [i]|V2(j) [i], V1(j+1) [i])
+
∑
j
n∑
i=1
H(Y3(j) [i]|V3(j) [i], V2(j) [i]) +H(Y1(j) [i]|V1(j) [i], V3(j) [i])
+ C
(b)
≤
n∑
i=1
kH(Y3(1) [i]|V2(1) [i], V3(1) [i]) + kH(Y2(1) [i]|V2(1) [i], V1(1) [i])
+
n∑
i=1
kH(Y1(1) [i]|V1(1) [i], V3(1) [i]) + C
(83)
where step (a) follows from (V2(j) [i], V3(j+1) [i]) =
h1(X1(j+1) [i], Y1(j+1) [i]), (V1(j+1) [i], V3(j) [i]) =
h2(X2(j) [i], Y2(j) [i]), (V1(j) [i], V2(j) [i]) =
h3(X3(j) [i], Y3(j) [i]), V3(j) [i] = g3(X3(j) [i]),
V1(j+1) [i] = g1(X1(j+1) [i]), and V2(j) [i] = g2(X2(j) [i]).
Step (b) follows, since the coding schemes of S1(j)s, S2(j)s,
and S3(j)s are the same respectively, Y1(j) [i]s, Y2(j) [i]s, and
Y3(j) [i]s have the same probability distribution respectively.
Proof of part (b) for bound (25).
H(Y nΩc1) +
3k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤
∑
j
H(Y n2(j) |Y n1(j+1)Xn1(j+1)) +H(Y n3(j) |Y n2(j)Xn2(j))
+
∑
j
H(Y n1(j) |Y n3(j)Xn3(j)Xn2(j))
≤
∑
j
n∑
i=1
H(Y2(j) [i]|Y1(j+1) [i]X1(j+1) [i])
+
∑
j
n∑
i=1
H(Y3(j) [i]|Y2(j) [i]X2(j) [i])
+
∑
j=1
n∑
i=1
H(Y1(j) [i]|Y3(j) [i]X3(j) [i]X2(j) [i])
(a)
≤
∑
j
n∑
i=1
H(Y2(j) [i]|V1(j+1) [i]) +H(Y3(j) [i]|V2(j) [i]V3(j) [i])
+
∑
j
n∑
i=1
H(Y1(j) [i]|V1(j) [i]V2(j) [i]V3(j) [i]) + C
(b)
≤
n∑
i=1
kH(Y2(1) [i]|V1(1) [i]) + kH(Y3(1) [i]|V2(1) [i]V3(1) [i])
+
n∑
i=1
kH(Y1(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i]) + C
(84)
where step (a) follows from (V1(j+1) [i], V3(j) [i]) =
h2(X2(j) [i], Y2(j) [i]), (V1(j) [i], V2(j) [i]) =
h3(X3(j) [i], Y3(j) [i]), V3(j) [i] = g3(X3(j) [i]),
V1(j+1) [i] = g1(X1(j+1) [i]), and V2(j) [i] = g2(X2(j) [i]).
Step (b) follows, since the coding schemes of S1(j)s, S2(j)s,
and S3(j)s are the same respectively, Y1(j) [i]s, Y2(j) [i]s, and
Y3(j) [i]s have the same probability distribution respectively.
Proof of part (b) for bound (26).
H(Y nΩc1) +
3∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤
∑
j
H(Y n3(1)) +H(Y
n
2(1) |Y n3(1)Xn3(1))
+
∑
j
H(Y n1(1) |Y n2(1)Xn2(1)Xn3(1))
≤
∑
j
n∑
i=1
H(Y3(1) [i])
+
∑
j
n∑
i=1
H(Y2(1) [i]|Y3(1) [i]X3(1) [i])
+
∑
j=1
n∑
i=1
H(Y1(1) [i]|Y2(1) [i]X2(1) [i]X3(1) [i])
(a)
≤
∑
j
n∑
i=1
H(Y3(1) [i]) +H(Y2(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i])
+
∑
j
n∑
i=1
H(Y1(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i])
(85)
where step (a) follows from (V1(1) [i], V3(1) [i]) =
h2(X2(1) [i], Y2(1) [i]), (V1(1) [i], V2(1) [i]) =
h3(X3(1) [i], Y3(1) [i]), V3(1) [i] = g3(X3(1) [i]), and
V2(1) [i] = g2(X2(1) [i]).
Proof of part (b) for bound (27).
H(Y nΩc1) +H(Y
n
Ωc2
⋂
Ω1 |WS\Ω2 , Y nΩc1)
+H(Y nΩc3
⋂
Ω2 |WS\Ω3 , Y nΩc2) +H(Y
n
Ωc4
⋂
Ω3 |WS\Ω4 , Y nΩc3)
= H(Y n1(2)) +H(Y
n
3(1) |W1(2) , Y n1(2))
+H(Y n2(1) |W3(1) ,W1(2) , Y n3(1) , Y n1(2))
+H(Y n1(1) |W2(1) ,W3(1) ,W1(2) , Y n2(1) , Y n3(1) , Y n1(2))
= H(Y n1(2)) +H(Y
n
3(1) |W1(2) , Y n1(2) , Xn1(2))
+H(Y n2(1) |W3(1) ,W1(2) , Y n3(1) , Y n1(2) , Xn3(1) , Xn1(2))
+H(Y n1(1) |W2(1) ,W3(1) ,W1(2) , Y n2(1) , Y n3(1) , Y n1(2) , Xn2(1) , Xn3(1) , Xn1(2))
≤ H(Y n1(2)) +H(Y n3(1) |Y n1(2) , Xn1(2))
+H(Y n2(1) |Y n3(1) , Xn3(1) , Y n1(2) , Xn1(2))
+H(Y n1(1) |Y n2(1) , Xn2(1) , Y n3(1) , Xn3(1) , Y n1(2) , Xn1(2))
=
∑
i
H(Y1(2) [i]|Y i−11(2) ) +
∑
i
H(Y3(1) [i]|Y i−13(1) , Y
n
1(2) , X
n
1(2))
+
∑
i
H(Y2(1) [i]|Y i−12(1) , Y
n
3(1) , X
n
3(1) , Y
n
1(2) , X
n
1(2))
+
∑
i
H(Y1(1) [i]|Y i−11(1) , Y
n
2(1) , X
n
2(1) , Y
n
3(1) , X
n
3(1) , Y
n
1(2) , X
n
1(2))
(a)
≤
∑
i
H(Y1(2) [i]) +
∑
i
H(Y3(1) [i]|V1(2) [i], V2(1) [i], V3(1) [i])
+
∑
i
H(Y2(1) [i]|V2(1) [i], V3(1) [i])
+
∑
i
H(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
(b)
≤
∑
i
H(Y1(1) [i]) +
∑
i
H(Y3(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
+
∑
i
H(Y2(1) [i]|V2(1) [i], V3(1) [i])
+
∑
i
H(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
(86)
where (a) follows from V1(2) [i] = g1(X1(2) [i]),
(V2(1) [i], V3(1) [i]) = h1(X1(2) [i], Y1(2) [i]), V3(1) [i] =
g3(X3(1) [i]), V2(1) [i] = g2(X2(1) [i]), and (V1(1) [i], V3(1) [i]) =
h2(X2(1) [i], Y2(1) [i]). Step (b) follows, since the coding
schemes of S1(2) is the same as S1(1) , Y1(2) [i] and Y1(1) [i]
have the same probability distribution. It should be noted that
V1(2) [i] and V1(1) [i] have the same probability distribution as
well.
Proof of part (b) for bound (28).
H(Y nΩc1) +
4k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤
∑
j
H(Y n1(2j+1) |Y n3(j+1) , Xn3(j+1)) +H(Y n3(j) |Y n1(2j+1) , Xn1(2j+1))
+
∑
j
H(Y n2(j) |Y n3(j) , Xn3(j)) +H(Y n1(2j) |Y n2(j) , Xn2(j) , Xn3(j)) + C
≤
∑
j
n∑
i=1
H(Y1(2j+1) [i]|Y3(j+1) [i], X3(j+1) [i])
+
∑
j
n∑
i=1
H(Y3(j) [i]|Y1(2j+1) [i], X1(2j+1) [i])
+
∑
j
n∑
i=1
H(Y2(j) [i]|Y3(j) [i], X3(j) [i])
+
∑
j
n∑
i=1
H(Y1(2j) [i]|Y2(j) [i], X2(j) [i], X3(j) [i]) + C
(a)
≤
∑
j=1
n∑
i=1
H(Y1(2j+1) [i]|V1(2j+1) [i]) +H(Y3(j) [i]|V2(j) [i], V3(j) [i])
+
∑
j=1
n∑
i=1
H(Y2(j) [i]|V2(j) [i], V3(j) [i])
+
∑
j=1
n∑
i=1
H(Y1(2j) [i]|V1(2j) [i], V2(j) [i], V3(j) [i]) + C
(b)
≤
n∑
i=1
kH(Y1(1) [i]|V1(1) [i]) + kH(Y3(1) [i]|V2(1) [i], V3(1) [i])
+
n∑
i=1
kH(Y2(1) [i]|V2(1) [i], V3(1) [i])
+
n∑
i=1
kH(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i]) + C
(87)
where step (a) follows from (V2(j) [i], V3(j) [i]) =
h1(X1(2j+1) [i], Y1(2j+1) [i]), (V1(2j) [i], V3(j) [i]) =
h2(X2(j) [i], Y2(j) [i]), (V1(2j+1) [i], V2(j+1) [i]) =
h3(X3(j+1) [i], Y3(j+1) [i]), V3(j) [i] = g3(X3(j) [i]),
V1(2j+1) [i] = g1(X1(2j+1) [i]), and V2(j) [i] = g2(X2(j) [i]).
Step (b) follows, since the coding schemes of S1(j)s, S2(j)s,
and S3(j)s are the same respectively, Y1(j) [i]s, Y2(j) [i]s, and
Y3(j) [i]s have the same probability distribution respectively.
Proof of part (b) for bound (29).
H(Y nΩc1) +
4k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤
∑
j
H(Y n1(2j+1) |Xn2(j+1)) +H(Y n3(j) |Y n1(2j+1) , Xn1(2j+1) , Xn2(j+1))
+
∑
j
H(Y n1(2j) |Y n3(j) , Xn3(j)) +H(Y n2(j) |Y n1(2j) , Xn1(2j) , Xn3(j))
≤
∑
j
n∑
i=1
H(Y1(2j+1) [i]|X2(j+1) [i])
+
∑
j
n∑
i=1
H(Y3(j) [i]|Y1(2j+1) [i], X1(2j+1) [i], X2(j+1) [i])
+
∑
j
n∑
i=1
H(Y1(2j) [i]|Y3(j) [i], X3(j) [i])
+
∑
j
n∑
i=1
H(Y2(j) [i]|Y1(2j) [i], X1(2j) [i], X3(j) [i])
(a)
≤
∑
j
n∑
i=1
H(Y1(2j+1) [i]|V2(j+1) [i]) +H(Y3(j) [i]|V2(j+1) [i], V3(j) [i])
+
∑
j
n∑
i=1
H(Y1(2j) [i]|V1(2j) [i], V3(j) [i])
+
∑
j
n∑
i=1
H(Y2(j) [i]|V1(2j) [i], V2(j) [i], V3(j) [i]) + C
(b)
≤
n∑
i=1
kH(Y1(1) [i]|V1(1) [i], V3(1) [i]) + kH(Y3(1) [i]|V2(1) [i], V3(1) [i])
+
n∑
i=1
kH(Y2(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i]) + kH(Y1(1) [i]|V2(1) [i])
+ C
(88)
where step (a) follows from (V2(j+1) [i], V3(j) [i]) =
h1(X1(2j+1) [i], Y1(2j+1) [i]), (V2(j) [i], V3(j) [i]) =
h1(X1(2j) [i], Y1(2j) [i]), (V1(2j) [i], V2(j+1) [i]) =
h3(X3(j) [i], Y3(j) [i]), V3(j) [i] = g3(X3(j) [i]),
V1(2j) [i] = g1(X1(2j) [i]), and V2(j+1) [i] = g2(X2(j+1) [i]).
Step (b) follows, since the coding schemes of S1(j)s, S2(j)s,
and S3(j)s are the same respectively, Y1(j) [i]s, Y2(j) [i]s, and
Y3(j) [i]s have the same probability distribution respectively.
Proof of part (b) for bound (30).
H(Y nΩc1) +
4k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1) + nn
≤
∑
j
H(Y n1(2j+1) |Xn3(j+1))
+
∑
j
H(Y n3(j) |Y n1(2j+1) , Xn1(2j+1) , Y n2(j+1) , Xn2(j+1))
+
∑
j
H(Y n2(j) |Y n3(j) , Xn3(j) , Xn1(2j+1))
+
∑
j
H(Y n1(2j) |Y n3(j) , Xn3(j) , Xn2(j))
≤
∑
j
n∑
i=1
H(Y1(2j+1) [i]|X3(j+1) [i])
+
∑
j
n∑
i=1
H(Y3(j) [i]|Y1(2j+1) [i], X1(2j+1) [i], Y2(j+1) [i], X2(j+1) [i])
+
∑
j
n∑
i=1
H(Y2(j) [i]|Y3(j) [i], X3(j) [i], X1(2j+1) [i])
+
∑
j
n∑
i=1
H(Y1(2j) [i]|Y3(j) [i], X3(j) [i], X2(j) [i])
(a)
≤
∑
j
n∑
i=1
H(Y1(2j+1) [i]|V3(j+1) [i]) +H(Y3(j) [i]|V2(j) [i], V3(j) [i])
+
∑
j
n∑
i=1
H(Y2(j) [i]|V1(2j+1) [i], V2(j) [i])
+
∑
j
n∑
i=1
H(Y n1(2j) |V1(2j) [i], V2(j) [i], V3(j) [i])
(b)
≤
n∑
i=1
kH(Y1(1) [i]|V3(1) [i]) + kH(Y3(1) [i]|V2(1) [i], V3(1) [i])
+
n∑
i=1
kH(Y2(1) [i]|V1(1) [i], V2(1) [i])
+
n∑
i=1
kH(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
(89)
where step (a) follows from (V2(j) [i], V3(j+1) [i]) =
h1(X1(2j+1) [i], Y1(2j+1) [i]), (V1(2j+1) [i], V3(j−1) [i]) =
h2(X2(j) [i], Y2(j) [i]), (V1(2j) [i], V2(j) [i]) =
h3(X3(j) [i], Y3(j) [i]), V3(j+1) [i] = g3(X3(j+1) [i]),
V1(2j+1) [i] = g1(X1(2j+1) [i]), and V2(j) [i] = g2(X2(j) [i]).
Step (b) follows, since the coding schemes of S1(j)s, S2(j)s,
and S3(j)s are the same respectively, Y1(j) [i]s, Y2(j) [i]s, and
Y3(j) [i]s have the same probability distribution respectively.
Proof of part (b) for bound (31).
H(Y nΩc1) +
4k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤
∑
j
H(Y n1(2j+1) |Xn3(j+1)) +H(Y n2(j) |Y n1(2j+1) , Xn1(2j+1))
+
∑
j
H(Y n3(j) |Y n2(j) , Xn2(j) , Xn1(2j+1))
+
∑
j
H(Y n1(2j) |Y n2(j) , Xn2(j) , Xn3(j))
≤
∑
j
n∑
i=1
H(Y1(2j+1) [i]|X3(j+1) [i])
+
∑
j
n∑
i=1
H(Y2(j) [i]|Y1(2j+1) [i], X1(2j+1) [i])
+
∑
j
n∑
i=1
H(Y3(j) [i]|Y2(j) [i], X2(j) [i], X1(2j+1) [i])
+
∑
j
n∑
i=1
H(Y1(2j) [i]|Y2(j) [i], X2(j) [i], X3(j) [i])
(a)
≤
∑
j
n∑
i=1
H(Y1(2j+1) [i]|V3(j+1) [i]) +H(Y2(j) [i]|V2(j) [i])
+
∑
j
n∑
i=1
H(Y3(j) [i]|V1(2j+1) [i], V2(j) [i], V3(j) [i])
+
∑
j
n∑
i=1
H(Y1(2j) [i]|V1(2j) [i], V2(j) [i], V3(j) [i])
(b)
≤
n∑
i=1
kH(Y1(1) [i]|V3(1) [i]) + kH(Y2(1) [i]|V2(1) [i])
+
n∑
i=1
kH(Y3(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
+
n∑
i=1
kH(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
(90)
where step (a) follows from (V2(j) [i], V3(j+1) [i]) =
h1(X1(2j+1) [i], Y1(2j+1) [i]), (V1(2j) [i], V3(j) [i]) =
h2(X2(j) [i], Y2(j) [i]), (V1(2j+1) [i], V2(j) [i]) =
h3(X3(j) [i], Y3(j) [i]), V3(j+1) [i] = g3(X3(j+1) [i]),
V1(2j+1) [i] = g1(X1(2j+1) [i]), and V2(j) [i] = g2(X2(j) [i]).
Step (b) follows, since the coding schemes of S1(j)s, S2(j)s,
and S3(j)s are the same respectively, Y1(j) [i]s, Y2(j) [i]s, and
Y3(j) [i]s have the same probability distribution respectively.
Proof of part (b) for bound (32).
H(Y nΩc1) +
4k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤
∑
j
H(Y n3(j) |Y n1(2j+3) , Xn1(2j+3)) +H(Y n1(2j+1) |Y n3(j) , Xn3(j))
+
∑
j
H(Y n2(j) |Y n3(j) , Xn3(j)) +H(Y n1(2j) |Y n2(j) , Xn2(j) , Xn3(j))
≤
∑
j=1
n∑
i=1
H(Y3(j) [i]|Y1(2j+3) [i], X1(2j+3) [i])
+
∑
j=1
n∑
i=1
H(Y1(2j+1) [i]|Y3(j) [i], X3(j) [i])
+
∑
j=1
n∑
i=1
H(Y2(j) [i]|Y3(j) [i], X3(j) [i])
+
∑
j=1
n∑
i=1
H(Y1(2j) [i]|Y n2(j) , Xn2(j) , Xn3(j))
(a)
≤
∑
j=1
n∑
i=1
H(Y3(j) [i]|V3(j) [i]) +H(Y1(2j+1) [i]|V1(2j+1) [i], V2(j) [i])
+
∑
j=1
n∑
i=1
H(Y2(j) [i]|V2(j) [i], V3(j) [i])
+
∑
j=1
n∑
i=1
H(Y1(2j) [i]|V1(2j) [i], V2(j) [i], V3(j) [i])
(b)
≤
n∑
i=1
kH(Y3(1) [i]|V3(1) [i]) + kH(Y1(1) [i]|V1(1) [i], V2(1) [i])
+
n∑
i=1
kH(Y2(1) [i]|V2(1) [i], V3(1) [i])
+
n∑
i=1
kH(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
(91)
where step (a) follows from (V2(j+1) [i], V3(j) [i]) =
h1(X1(2j+3) [i], Y1(2j+3) [i]), (V2(j) [i], V3(j−1) [i]) =
h1(X1(2j+1) [i], Y1(2j+1) [i]), (V1(2j) [i], V3(j) [i]) =
h2(X2(j) [i], Y2(j) [i]), (V1(2j+1) [i], V2(j) [i]) =
h3(X3(j) [i], Y3(j) [i]), V3(j+1) [i] = g3(X3(j+1) [i]),
V1(2j+1) [i] = g1(X1(2j+1) [i]), and V2(j) [i] = g2(X2(j) [i]).
Step (b) follows, since the coding schemes of S1(j)s, S2(j)s,
and S3(j)s are the same respectively, Y1(j) [i]s, Y2(j) [i]s, and
Y3(j) [i]s have the same probability distribution respectively.
Proof of part (b) for bound (33).
H(Y nΩc1) +
4∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤ H(Y n2(1)) +H(Y n1(2) |Y n2(1) , Xn2(1)) +H(Y n3(1) |Y n2(1) , Xn2(1))
+H(Y n1(1) |Y n31 , Xn31 , Xn21)
(a)
≤
n∑
i=1
H(Y2(1) [i]) +H(Y1(2) [i]|V1(2) [i], V2(1) [i], V3(1) [i])
+
n∑
i=1
H(Y3(1) [i]|V2(1) [i], V3(1) [i])
+
n∑
i=1
+H(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
(b)
≤
n∑
i=1
H(Y2(1) [i]) +H(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
+
n∑
i=1
H(Y3(1) [i]|V2(1) [i], V3(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
(92)
where (a) follows from V1(2) [i] = g1(X1(2) [i]),
(V2(1) [i], V3(1) [i]) = h1(X1(2) [i], Y1(2) [i]),
V3(1) [i] = g3(X3(1) [i]), V2(1) [i] = g2(X2(1) [i]),
(V1(1) [i], V2(1) [i]) = h3(X3(1) [i], Y3(1) [i]), and
(V1(1) [i], V3(1) [i]) = h2(X2(1) [i], Y2(1) [i]). Step (b) follows,
since the coding schemes of S1(j) and S2(j) are the same
respectively, Y1(j) [i]s and Y2(j) [i]s have the same probability
distribution respectively.
Proof of part (b) for bound (34).
H(Y nΩc1) +
4k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤
∑
j
H(Y n3(j) |Y n2(j+1) , Xn2(j+1)) +H(Y n2(j) |Y n3(j) , Xn3(j))
+
∑
j
H(Y n1(2j+1) |Y n3(j) , Xn3(j) , Xn2(j))
+
∑
j
H(Y n1(2j) |Y n2(j) , Xn2(j) , Xn3(j))
(a)
≤
∑
j
n∑
i=1
H(Y3(j) [i]|V3(j) [i]) +H(Y2(j) [i]|V2(j) [i])
+
∑
j
n∑
i=1
H(Y1(2j+1) [i]|V1(2j+1) [i], V2(j) [i], V3(j) [i])
+
∑
j
n∑
i=1
H(Y1(2j) [i]|V1(2j) [i], V2(j) [i], V3(j) [i])
(b)
≤
n∑
i=1
kH(Y3(1) [i]|V3(1) [i]) + kH(Y2(1) [i]|V2(1) [i])
+
n∑
i=1
kH(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
+
n∑
i=1
kH(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
(93)
where step (a) follows from (V1(2j) [i], V3(j−1) [i]) =
h2(X2(j) [i], Y2(j) [i]), (V1(2j) [i], V3(j) [i]) =
h2(X2(j+1) [i], Y2(j+1) [i]), (V1(2j+1) [i], V2(j) [i]) =
h3(X3(j) [i], Y3(j) [i]), V3(j) [i] = g3(X3(j) [i]), and
V2(j) [i] = g2(X2(j) [i]). Step (b) follows, since the coding
schemes of S1(j)s, S2(j)s, and S3(j)s are the same respectively,
Y1(j) [i]s, Y2(j) [i]s, and Y3(j) [i]s have the same probability
distribution respectively.
Proof of part (b) for bound (35).
H(Y nΩc1) +
5∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤ H(Y n1(3)) +H(Y n3(1) |Y n1(3) , Xn1(3)) +H(Y n1(2) |Y n3(1) , Xn3(1))
+H(Y n2(1) |Y n31 , Xn31) +H(Y n1(1) |Y n2(1) , Xn2(1) , Xn3(1))
(a)
≤
n∑
i=1
H(Y1(3) [i]) +H(Y3(1) [i]|V2(1) [i], V3(1) [i])
+
n∑
i=1
H(Y1(2) [i]|V1(2) [i], V2(1) [i], V3(1) [i])
+
n∑
i=1
H(Y2(1) [i]|V2(1) [i], V3(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
(b)
≤
n∑
i=1
H(Y1(1) [i]) +H(Y3(1) [i]|V2(1) [i], V3(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
+
n∑
i=1
H(Y2(1) [i]|V2(1) [i], V3(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
(94)
where (a) follows from V1(2) [i] = g1(X1(2) [i]),
(V2(1) [i], V3(1) [i]) = h1(X1(3) [i], Y1(3) [i]),
V3(1) [i] = g3(X3(1) [i]), V2(1) [i] = g2(X2(1) [i]),
(V1(2) [i], V2(1) [i]) = h3(X3(1) [i], Y3(1) [i]), and
(V1(1) [i], V3(1) [i]) = h2(X2(1) [i], Y2(1) [i]). Step (b) follows,
since the coding schemes of S1(j) and S2(j) are the same
respectively, Y1(j) [i]s and Y2(j) [i]s have the same probability
distribution respectively.
Proof of part (b) for bound (36).
H(Y nΩc1) +
5k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤
∑
j
H(Y n1(3j+2) |Xn2(j+1)) +H(Y n3(j) |Y n1(3j+2) , Xn1(3j+2))
+
∑
j
H(Y n2(j) |Y n3(j) , Xn3(j)) +H(Y n1(3j+1) |Y n3(j) , Xn3(j) , Xn2(j))
+
∑
j
H(Y n1(3j) |Y n2(j) , Xn2(j) , Xn3(j))
(a)
≤
∑
j
n∑
i=1
H(Y1(3j+2) [i]|V2(j+1) [i]) +H(Y3(j) [i]|V3(j) [i])
+
∑
j
n∑
i=1
H(Y2(j) [i]|V2(j) [i], V3(j) [i])
+
∑
j
n∑
i=1
H(Y1(3j+1) [i]|V1(3j+1) [i], V2(j) [i], V3(j) [i])
+
∑
j
n∑
i=1
H(Y1(3j) [i]|V1(3j) [i], V2(j) [i], V3(j) [i])
(b)
≤
n∑
i=1
kH(Y1(1) [i]|V2(1) [i]) + 2kH(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
+
n∑
i=1
kH(Y2(1) [i]|V2(1) [i], V3(1) [i]) + kH(Y3(1) [i]|V3(1) [i])
(95)
where step (a) follows from (V1(3j) [i], V3(j) [i]) =
h2(X2(j) [i], Y2(j) [i]), (V2(j) [i], V3(j) [i]) =
h1(X1(3j+1) [i], Y1(3j+1) [i]), (V1(3j+1) [i], V2(j) [i]) =
h3(X3(j) [i], Y3(j) [i]), V3(j) [i] = g3(X3(j) [i]), and
V2(j) [i] = g2(X2(j) [i]). Step (b) follows, since the coding
schemes of S1(j)s, S2(j)s, and S3(j)s are the same respectively,
Y1(j) [i]s, Y2(j) [i]s, and Y3(j) [i]s have the same probability
distribution respectively.
Proof of part (b) for bound (37).
H(Y nΩc1) +
5∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
= H(Y n1(2)) +H(Y
n
3(1) |W1(2) , Y n1(2))
+H(Y n1(1) |W[3(1),1(2)], Y n[3(1),1(2)])
+H(Y n2(2) |W[1(1),3(1),1(2)], Y n[1(1),3(1),1(2)])
+H(Y n2(1) |W[2(2),1(1),3(1),1(2)], Y n[2(2),1(1),3(1),1(2)])
= H(Y n1(2)) +H(Y
n
3(1) |W1(2) , Y n1(2) , Xn1(2))
+H(Y n1(1) |W[3(1),1(2)], Y n[3(1),1(2)], Xn[3(1),1(2)])
+H(Y n2(2) |W[1(1),3(1),1(2)], Y n[1(1),3(1),1(2)], Xn[1(1),3(1),1(2)])
+H(Y n2(1) |W[2(2),1(1),3(1),1(2)], Y n[2(2),1(1),3(1),1(2)], Xn[2(2),1(1),3(1),1(2)])
≤ H(Y n1(2)) +H(Y n3(1) |Y n1(2) , Xn1(2))
+H(Y n1(1) |Y n[3(1),1(2)], Xn[3(1),1(2)])
+H(Y n2(2) |Y n[1(1),3(1),1(2)], Xn[1(1),3(1),1(2)])
+H(Y n2(1) |Y n[2(2),1(1),3(1),1(2)], Xn[2(2),1(1),3(1),1(2)])
=
∑
i
H(Y1(2) [i]|Y i−11(2) )
+
∑
i
H(Y3(1) [i]|Y i−13(1) , Y
n
1(2) , X
n
1(2))
+
∑
i
H(Y1(1) [i]|Y i−11(1) , Y
n
[3(1),1(2)], X
n
[3(1),1(2)])
+
∑
i
H(Y2(2) [i]|Y i−12(2) , Y
n
[1(1),3(1),1(2)], X
n
[1(1),3(1),1(2)])
+
∑
i
H(Y2(1) [i]|Y i−12(1) , Y
n
[2(2),1(1),3(1),1(2)], X
n
[2(2),1(1),3(1),1(2)])
(a)
≤
∑
i
H(Y1(2) [i]) +
∑
i
H(Y3(1) |V3(1) [i], V2(2) [i])
+
∑
i
H(Y1(1) [i]|V1(1) [i], V3(1) [i])
+
∑
i
H(Y2(2) [i]|V2(2) [i], V1(1) [i], V3(1) [i])
+
∑
i
H(Y2(1) [i]|V2(1) [i], V1(1) [i], V3(1) [i])
(b)
≤
∑
i
Y1(1) [i]) +
∑
i
H(Y3(1) |V3(1) [i], V2(1) [i])
+
∑
i
H(Y1(1) [i]|V1(1) [i], V3(1) [i])
+ 2
∑
i
H(Y2(1) [i]|V2(1) [i], V1(1) [i], V3(1) [i])
(96)
where step (a) follows from (V2(2) [i], V3(1) [i]) =
h1(X1(2) [i], Y1(2) [i]), (V1(1) [i], V2(2) [i]) =
h3(X3(1) [i], Y3(1) [i]), V3(1) [i] = g3(X3(1) [i]), V1(1) [i] =
g1(X1(1) [i]), and (V2(1) [i], V3(1) [i]) = h1(X1(1) [i], Y1(1) [i])
. Step (b) follows, since the coding schemes of S1(j)s and
S2(j)s are the same respectively, Y1(j) [i]s and Y2(j) [i]s have the
same probability distribution respectively. Note that V2(2) [i]
and V2(1) [i] also have the same probability distribution.
Proof of part (b) for bound (38).
H(Y nΩc1) +
5∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤ H(Y n1(2)) +H(Y n2(2) |Y n1(2) , Xn1(2)) +H(Y n3(1) |Y n1(2) , Xn1(2))
+H(Y n2(1) |Y n31 , Xn31) +H(Y n1(1) |Y n2(1) , Xn2(1) , Xn3(1))
(a)
≤
n∑
i=1
H(Y1(2) [i]) +H(Y2(2) [i]|V2(2) [i], V3(1) [i])
+
n∑
i=1
H(Y3(1) [i]|V1(2) [i]V3(1) [i]) +H(Y2(1) [i]|V2(1) [i]V3(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
(b)
≤
n∑
i=1
H(Y1(1) [i]) +H(Y2(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
+
n∑
i=1
H(Y3(1) [i]|V1(1) [i], V3(1) [i]) +H(Y2(1) [i]|V2(1) [i], V3(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
(97)
where (a) follows from (V1(1) [i], V3(1) [i]) =
h2(X2(1) [i], Y2(1) [i]), (V1(2) [i], V3(1) [i]) =
h2(X2(2) [i], Y2(2) [i]), V3(1) [i] = g3(X3(1) [i]), V2(1) [i] =
g2(X2(1) [i]), V2(2) [i] = g2(X2(2) [i]), V1(2) [i] = g2(X1(2) [i]),
(V2(2) [i], V3(1) [i]) = h1(X1(2) [i], Y1(2) [i]), and
(V1(2) [i], V2(2) [i]) = h3(X3(1) [i], Y3(1) [i]). Step (b) follows,
since the coding schemes of S1(j) and S2(j) are the same
respectively, Y1(j) [i]s and Y2(j) [i]s have the same probability
distribution respectively.
Proof of part (b) for bound (39).
H(Y nΩc1) +
5∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤ H(Y n1(2)) +H(Y n3(1) |Y n1(2) , Xn1(2))
+H(Y n2(2) |Y n1(2) , Xn1(2) , Y n3(1) , Xn3(1)) +H(Y n1(1) |Y n31 , Xn31)
+H(Y n2(1) |Y n1(1) , Xn1(1) , Xn3(1))
(a)
≤
n∑
i=1
H(Y1(2) [i]) +H(Y3(1) [i]|V3(1) [i])
+
n∑
i=1
H(Y2(2) [i]|V1(1) [i]V2(2) [i]V3(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i])
+
n∑
i=1
H(Y2(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i])
(b)
≤
n∑
i=1
H(Y1(1) [i]) +H(Y3(1) [i]|V3(1) [i])
+
n∑
i=1
H(Y2(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i])
+
n∑
i=1
H(Y2(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i])
(98)
where (a) follows from (V2(2) [i], V3(1) [i]) =
h1(X1(2) [i], Y1(2) [i]), V3(1) [i] = g3(X3(1) [i]), V1(1) [i] =
g1(X1(1) [i]), (V1(1) [i], V2(1) [i]) = h3(X3(1) [i], Y3(1) [i]),
(V2(1) [i], V3(1) [i]) = h1(X1(1) [i], Y1(1) [i]), and
(V1(1) [i], V3(1) [i]) = h2(X2(2) [i], Y2(2) [i]). Step (b) follows,
since the coding schemes of S1(j) and S2(j) are the same
respectively, Y1(j) [i]s and Y2(j) [i]s have the same probability
distribution respectively.
Proof of part (b) for bound (40).
H(Y nΩc1) +
5k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤
∑
j
H(Y n1(2j+1) |Y n3(j+1)Xn3(j+1))
+
∑
j
H(Y n2(2j+1) |Y n1(2j+1)Xn1(2j+1))
+
∑
j
H(Y n3(j) |Y n1(2j+1)Xn1(2j+1))
+
∑
j
H(Y n1(2j) |Y n2(2j+1)Xn2(2j+1)Xn3(j))
+
∑
j
H(Y n2(2j) |Y n3(j)Xn3(j)Xn1(2j))
(a)
≤
∑
j
n∑
i=1
H(Y1(2j+1) [i]|V1(2j+1) [i])
+
∑
j
n∑
i=1
H(Y2(2j+1) [i]|V2(2j+1) [i]V3(j) [i])
+
∑
j
n∑
i=1
H(Y3(j) [i]|V3(j) [i])
+
∑
j
n∑
i=1
H(Y1(2j) [i]|V1(2j) [i], V2(2j+1) [i], V3(j) [i])
+
∑
j
n∑
i=1
H(Y2(2j) [i]|V1(2j) [i], V2(2j) [i], V3(j) [i])
(b)
≤
n∑
i=1
kH(Y1(1) [i]|V1(1) [i]) + kH(Y2(1) [i]|V2(1) [i]V3(1) [i])
+
n∑
i=1
kH(Y3(1) [i]|V3(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
+
n∑
i=1
kH(Y2(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
(99)
where step (a) follows from (V2(2j+1) [i], V3(j) [i]) =
h1(X1(2j) [i], Y1(2j) [i]), (V1(2j−1) [i], V2(2j) [i]) =
h3(X3(j) [i], Y3(j) [i]), (V1(2j) [i], V3(j) [i]) =
h2(X2(2j+1) [i], Y2(2j+1) [i]), (V2(2j+1) [i], V3(j) [i]) =
h1(X1(2j+1) [i], Y1(2j+1) [i]), V3(j) [i] = g3(X3(j) [i]),
V1(2j) [i] = g1(X1(2j) [i]), and V2(2j+1) [i] = g2(X2(2j+1) [i]).
Step (b) follows, since the coding schemes of S1(j)s, S2(j)s,
and S3(j)s are the same respectively, Y1(j) [i]s, Y2(j) [i]s, and
Y3(j) [i]s have the same probability distribution respectively.
Proof of part (b) for bound (41).
H(Y nΩc1) +
5k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤
∑
j
H(Y n2(2j+1) |Y n1(2j+3)Xn1(2j+3))
+
∑
j
H(Y n1(2j+1) |Y n2(2j+1)Xn2(2j+1))
+
∑
j
H(Y n3(j) |Y n2(2j+1)Xn2(2j+1))
+
∑
j
H(Y n1(2j) |Y n3(j)Xn3(j))
+
∑
j
H(Y n2(2j) |Y n1(2j)Xn1(2j)Xn3(j)Xn1(2j+1))
(a)
≤
∑
j
n∑
i=1
H(Y2(2j+1) [i]|V2(2j+1) [i])
+
∑
j
n∑
i=1
H(Y1(2j+1) [i]|V1(2j+1) [i]V3(j) [i])
+
∑
j
n∑
i=1
H(Y3(j) [i]|V2(2j+1) [i]V3(j) [i])
+
∑
j
n∑
i=1
H(Y1(2j) [i]|V1(2j) [i]V3(j) [i])
+
∑
j
n∑
i=1
H(Y2(2j) [i]|V1(2j+1) [i], V2(2j) [i], V3(j) [i])
(b)
≤
n∑
i=1
kH(Y2(1) [i]|V2(1) [i]) + kH(Y1(1) [i]|V1(1) [i]V3(1) [i])
+
n∑
i=1
kH(Y3(1) [i]|V2(1) [i]V3(1) [i])
+
n∑
i=1
kH(Y1(1) [i]|V1(1) [i]V3(1) [i])
+
n∑
i=1
kH(Y2(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
(100)
where step (a) follows from (V2(2j) [i], V3(j) [i]) =
h1(X1(2j) [i], Y1(2j) [i]), (V1(2j) [i], V2(2j+1) [i]) =
h3(X3(j) [i], Y3(j) [i]), (V1(2j+1) [i], V3(j) [i]) =
h2(X2(2j+1) [i], Y2(2j+1) [i]), (V2(2j−1) [i], V3(j) [i]) =
h1(X1(2j+1) [i], Y1(2j+1) [i]), V3(j) [i] = g3(X3(j) [i]),
V1(2j+1) [i] = g1(X1(2j+1) [i]), and V2(2j+1) [i] = g2(X2(2j+1) [i]).
Step (b) follows, since the coding schemes of S1(j)s, S2(j)s,
and S3(j)s are the same respectively, Y1(j) [i]s, Y2(j) [i]s, and
Y3(j) [i]s have the same probability distribution respectively.
Proof of part (b) for bound (42).
H(Y nΩc1) +
6∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤ H(Y n1(3)) +H(Y n3(1) |Y n1(3)Xn1(3))
+H(Y n2(2) |Y n1(3) , Xn1(3) , Xn3(1))
+H(Y n1(2) |Y n22 , Xn22 , Xn31) +H(Y n2(1) |Y n3(1) , Xn3(1))
+H(Y n1(1) |Y n2(1) , Xn2(1) , Xn3(1))
(a)
≤
n∑
i=1
H(Y1(3) [i]) +H(Y3(1) [i]|V3(1) [i])
+
n∑
i=1
H(Y2(2) [i]|V2(2) [i]V3(1) [i])
+
n∑
i=1
H(Y1(2) [i]|V1(2) [i]V2(2) [i]V3(1) [i])
+
n∑
i=1
H(Y2(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i]) + nn
(b)
≤
n∑
i=1
H(Y1(1) [i]) +H(Y3(1) [i]|V3(1) [i])
+
n∑
i=1
H(Y2(1) [i]|V2(1) [i]V3(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i])
+
n∑
i=1
H(Y2(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i]) + nn
(101)
where (a) follows from V2(2) [i] = g2(X2(2) [i]),
V3(1) [i] = g3(X3(1) [i]), V2(1) [i] = g2(X2(1) [i]),
(V2(2) [i], V3(1) [i]) = h1(X1(3) [i], Y1(3) [i]),
(V1(1) [i], V2(1) [i]) = h3(X3(1) [i], Y3(1) [i]),
(V1(2) [i], V3(1) [i]) = h2(X2(2) [i], Y2(2) [i]), (V1(1) [i], V3(1) [i]) =
h2(X2(1) [i], Y2(1) [i]), and (V1(1) [i], V3(1) [i]) =
h2(X2(1) [i], Y2(1) [i]). Step (b) follows, since the coding
schemes of S1(j) and S2(j) are the same respectively,
Y1(j) [i]s and Y2(j) [i]s have the same probability distribution
respectively.
Proof of part (b) for bound (43).
H(Y nΩc1) +
6∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤ H(Y n1(3)) +H(Y n3(1) |Y n1(3) , Xn1(3))
+H(Y n2(2) |Y n1(3) , Xn1(3) , Xn3(1))
+H(Y n1(2) |Y n22 , Xn22 , Xn31) +H(Y n2(1) |Y n3(1) , Xn3(1))
+H(Y n1(1) |Y n2(1) , Xn2(1) , Xn3(1))
(a)
≤
n∑
i=1
H(Y1(3) [i]) +H(Y3(1) [i]|V1(3) [i], V3(1) [i])
+
n∑
i=1
H(Y2(2) [i]|V2(2) [i], V3(1) [i])
+
n∑
i=1
H(Y1(2) [i]|V1(2) [i], V2(2) [i], V3(1) [i])
+
n∑
i=1
H(Y2(1) [i]|V2(1) [i]V3(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i]
(b)
≤
n∑
i=1
H(Y1(1) [i]) +H(Y3(1) [i]|V1(1) [i], V3(1) [i])
+
n∑
i=1
H(Y2(1) [i]|V2(1) [i], V3(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
+
n∑
i=1
H(Y2(1) [i]|V2(1) [i]V3(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
(102)
where (a) follows from V2(2) [i] = g2(X2(2) [i]),
V3(1) [i] = g3(X3(1) [i]), V2(1) [i] = g2(X2(1) [i]),
(V2(2) [i], V3(1) [i]) = h1(X1(3) [i], Y1(3) [i]),
(V1(1) [i], V2(1) [i]) = h3(X3(1) [i], Y3(1) [i]),
(V1(2) [i], V3(1) [i]) = h2(X2(2) [i], Y2(2) [i]), (V1(1) [i], V3(1) [i]) =
h2(X2(1) [i], Y2(1) [i]), and (V1(3) [i], V2(1) [i]) =
h3(X3(1) [i], Y3(1) [i]). Step (b) follows, since the coding
schemes of S1(j) and S2(j) are the same respectively,
Y1(j) [i]s and Y2(j) [i]s have the same probability distribution
respectively.
Proof of part (b) for bound (44).
H(Y nΩc1) +
6k+2∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤
∑
j
H(Y n1(3j+2) |Y n3(j+1)Xn3(j+1)) +H(Y n2(2j+1) |Y n1(3j+2)Xn1(3j+2))
+
∑
j
H(Y n3(j) |Y n1(3j+2)Xn1(3j+2))
+
∑
j
H(Y n1(3j+1) |Y n3(j)Xn3(j)Y n2(2j+1)Xn2(2j+1))
+
∑
j
H(Y n2(2j) |Y n1(3j+1)Xn1(3j+1)Xn3(j))
+
∑
j
H(Y n1(3j) |Y n2(2j)Xn2(2j)Xn3(j))
(a)
≤
∑
j
n∑
i=1
H(Y1(3j+2) [i]|V1(3j+2) [i])
+
∑
j
n∑
i=1
H(Y2(2j+1) [i]|V2(2j+1) [i]V3(j) [i])
+
∑
j
n∑
i=1
H(Y3(j) [i]|V2(2j+1) [i]V3(j) [i])
+
∑
j
n∑
i=1
H(Y1(3j+1) [i]|V1(3j+1) [i]V2(2j) [i]V3(j) [i])
+
∑
j
n∑
i=1
H(Y2(2j) [i]|V2(2j) [i]V3(j) [i])
+
∑
j
n∑
i=1
H(Y1(3j) [i]|V1(3j) [i]V2(2j) [i]V3(j) [i])
(b)
≤
n∑
i=1
kH(Y1(1) [i]|V1(1) [i])
+
n∑
i=1
kH(Y3(1) [i]|V2(1) [i]V3(1) [i])
+
n∑
i=1
2kH(Y1(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i])
+
n∑
i=1
2kH(Y2(1) [i]|V2(1) [i]V3(1) [i])
(103)
where step (a) follows from (V1(3j) [i], V3(j) [i]) =
h2(X2(2j) [i], Y2(2j) [i]), (V2(2j) [i], V3(j) [i]) =
h1(X1(3j+1) [i], Y1(3j+1) [i]), (V1(3j−1) [i], V2(2j) [i]) =
h3(X3(j) [i], Y3(j) [i]), (V1(3j+1) [i], V3(j) [i]) =
h2(X2(2j+1) [i], Y2(2j+1) [i]), (V2(2j+1) [i], V3(j) [i]) =
h1(X1(3j+2) [i], Y1(3j+2) [i]), V3(j) [i] = g3(X3(j) [i]), and
V2(2j) [i] = g2(X2(2j) [i]). Step (b) follows, since the coding
schemes of S1(j)s, S2(j)s, and S3(j)s are the same respectively,
Y1(j) [i]s, Y2(j) [i]s, and Y3(j) [i]s have the same probability
distribution respectively.
Proof of part (b) for bound (45).
H(Y nΩc1) +
6∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤ H(Y n2(2)) +H(Y n1(3) |Y n2(2) , Xn2(2)) +H(Y n3(1) |Y n1(3) , Xn1(3))
+H(Y n1(2) |Y n31 , Xn31 , Xn22) +H(Y n2(1) |Y n3(1) , Xn3(1))
+H(Y n1(1) |Y n2(1) , Xn2(1) , Xn3(1))
(a)
≤
n∑
i=1
H(Y2(2) [i]) +H(Y1(3) [i]|V1(3) [i], V2(2) [i]V3(1) [i])
+
n∑
i=1
H(Y3(1) [i]|V3(1) [i]) +H(Y1(2) [i]|V1(2) [i]V2(2) [i]V3(1) [i])
+
n∑
i=1
H(Y2(1) [i]|V2(1) [i]V3(1) [i]) +H(Y1(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i])
(b)
≤
n∑
i=1
H(Y2(1) [i]) +H(Y1(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i])
+
n∑
i=1
H(Y3(1) [i]|V3(1) [i]) +H(Y1(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i])
+
n∑
i=1
H(Y2(1) [i]|V2(1) [i]V3(1) [i]) +H(Y1(1) [i]|V1(1) [i]V2(1) [i]V3(1) [i])
(104)
where (a) follows from V2(2) [i] = g2(X2(2) [i]),
V3(1) [i] = g3(X3(1) [i]), V2(1) [i] = g2(X2(1) [i]),
(V1(1) [i], V3(1) [i]) = h2(X2(1) [i], Y2(1) [i]),
(V1(2) [i], V2(1) [i]) = h3(X3(1) [i], Y3(1) [i]), (V2(2) [i], V3(1) [i]) =
h1(X1(3) [i], Y1(3) [i]), and (V1(3) [i], V3(1) [i]) =
h2(X2(2) [i], Y2(2) [i]). Step (b) follows, since the coding
schemes of S1(j) and S2(j) are the same respectively,
Y1(j) [i]s and Y2(j) [i]s have the same probability distribution
respectively.
Proof of part (b) for bound (46).
H(Y nΩc1) +
7∑
l=2
H(Y nΩc
l
⋂
Ωl−1 |WS\Ωl , Y nΩcl−1)
≤ H(Y n1(4)) +H(Y n2(2) |Y n1(4) , Xn1(4)) +H(Y n1(3) |Y n2(2) , Xn2(2))
+H(Y n3(1) |Y n13 , Xn13) +H(Y n1(2) |Y n3(1) , Xn2(2) , Xn3(1))
+H(Y n2(1) |Y n3(1) , Xn3(1)) +H(Y n1(1) |Y n21 , Xn21 , Xn3(1))
(a)
≤
n∑
i=1
H(Y1(4) [i]) +H(Y2(2) [i]|V2(2) [i], V3(1) [i])
+
n∑
i=1
H(Y1(3) [i]|V1(3) [i], V2(2) [i], V3(1) [i]) +H(Y3(1) [i]|V3(1) [i])
+
n∑
i=1
H(Y1(2) [i]|V1(2) [i], V2(2) [i], V3(1) [i]) +H(Y2(1) [i]|V2(1) [i], V3(1) [i])
+
n∑
i=1
H(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i])
(b)
≤
n∑
i=1
H(Y1(1) [i]) + 2H(Y2(1) [i]|V2(1) [i], V3(1) [i])
+
n∑
i=1
3H(Y1(1) [i]|V1(1) [i], V2(1) [i], V3(1) [i]) +H(Y3(1) [i]|V3(1) [i])
(105)
where (a) follows from V2(2) [i] = g2(X2(2) [i]),
V3(1) [i] = g3(X3(1) [i]), V2(1) [i] = g2(X2(1) [i]),
(V1(1) [i], V3(1) [i]) = h2(X2(1) [i], Y2(1) [i]),
(V1(2) [i], V2(1) [i]) = h3(X3(1) [i], Y3(1) [i]),
(V2(2) [i], V3(1) [i]) = h1(X1(3) [i], Y1(3) [i]), (V1(3) [i], V3(1) [i]) =
h2(X2(2) [i], Y2(2) [i]), and (V2(2) [i], V3(1) [i]) =
h1(X1(4) [i], Y1(4) [i]). Step (b) follows, since the coding
schemes of S1(j) and S2(j) are the same respectively,
Y1(j) [i]s and Y2(j) [i]s have the same probability distribution
respectively.
REFERENCES
[1] T. M. Cover and J. A. Thomas, Elements of information theory. John
Wiley & Sons, 2012.
[2] L. R. Ford and D. R. Fulkerson, “Maximal fow through a network,”
Canadian Journal of Mathematics, vol. 8, pp. 399-404, 1956.
[3] R. Ahlswede, N. Cai, S.-Y. Li, and R. Yeung, “Network information
flow,” Information Theory, IEEE Transactions on, vol. 46, no. 4, pp.
1204–1216, Jul 2000.
[4] A. Avestimehr, S. Diggavi, and D. Tse, “Wireless network information
flow: A deterministic approach,” Information Theory, IEEE Transactions
on, vol. 57, no. 4, pp. 1872–1905, April 2011.
[5] A. Gamal and M. Costa, “The capacity region of a class of deterministic
interference channels (corresp.),” Information Theory, IEEE Transac-
tions on, vol. 28, no. 2, pp. 343–346, Mar 1982.
[6] G. Kramer, “Genie-aided outer bounds on the capacity of interference
channels,” in Information Theory, 2001. Proceedings. 2001 IEEE Inter-
national Symposium on, 2001, p. 103.
[7] S. U. Kamath, D. N. Tse, and V. Anantharam, “Generalized network
sharing outer bound and the two-unicast problem,” in Network Coding
(NetCod), 2011 International Symposium on. IEEE, 2011, pp. 1–6.
[8] I. Shomorony and A. S. Avestimehr, “A generalized cut-set bound
for deterministic multi-flow networks and its applications,” Information
Theory, IEEE International Symposium on, 2014.
[9] X. Yan, J. Yang, and Z. Zhang, “An outer bound for multisource
multisink network coding with minimum cost consideration,” IEEE/ACM
Transactions on Networking (TON), vol. 14, no. SI, pp. 2373–2385,
2006.
[10] T. Gou and S. A. Jafar, “Sum capacity of a class of symmetric
simo gaussian interference channels within,” Information Theory, IEEE
Transactions on, vol. 57, no. 4, pp. 1932–1958, 2011.
[11] H. Te Sun and K. Kobayashi, “A new achievable rate region for the
interference channel,” IEEE transactions on information theory, vol. 27,
no. 1, pp. 49–60, 1981.
[12] I. Shomorony, “Fundemental of multi-hop multi-flow wireless net-
works,” in Ph.D. Dissertation, ECE, Cornell Univ., August 2014.
