Abstract-The fastest learning automata (LA) algorithms currently available fall in the family of estimator algorithms introduced by Thathachar and Sastry [24] . The pioneering work of these authors was the pursuit algorithm, which pursues only the current estimated optimal action. If this action is not the one with the minimum penalty probability, this algorithm pursues a wrong action. In this paper, we argue that a pursuit scheme that generalizes the traditional pursuit algorithm by pursuing all the actions with higher reward estimates than the chosen action, minimizes the probability of pursuing a wrong action, and is a faster converging scheme. To attest this, we present two new generalized pursuit algorithms (GPAs) and also present a quantitative comparison of their performance against the existing pursuit algorithms. Empirically, the algorithms proposed here are among the fastest reported LA to date.
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I. INTRODUCTION
T HE GOAL of a learning automaton (LA) is to determine the optimal action out of a set of allowable actions, where the optimal action is defined as the action that maximizes the probability of being rewarded. The fastest LA algorithms to date fall within the family of the so-called estimator algorithms. From this family, the pioneering work of Thathachar and Sastry [24] was the pursuit algorithm, which pursues only the current estimated optimal action. If this action is not the one with the minimum penalty probability, this algorithm pursues a wrong action. In this paper, we present various generalizations of the above philosophy. Quite simplystated,wedemonstratethatapursuitscheme,whichgeneralizes the traditional pursuit algorithm by pursuing all the actions with higher reward estimates than the chosen action, minimizes the probability of pursuing a wrong action, thus leading to a faster converging scheme. Based on this fundamental premise, we devise new pursuit LA which, empirically, are probably the fastest and most accurate reported LA to date.
A. Fundamentals of Learning Automata
The functionality of the LA can be described in terms of a sequence of repetitive feedback cycles in which the automaton interacts with the environment. During a cycle, the automaton chooses an action, which triggers a response from the environment, a response that can be either a reward or a penalty. The automaton uses this response and the knowledge acquired in the past actions to determine which is the next action. By learning to choose the optimal action, the automaton adapts itself to the environment. Excellent books that survey the field are [2] , [9] , and [31] .
The learning paradigm as modeled by LA has found applications in systems that possess incomplete knowledge about the environment in which they operate. A variety of applications 1 that use LA have been reported in the literature. They have been used in game playing [1] - [3] , pattern recognition [10] , [21] , object partitioning [17] , [18] , parameter optimization [9] , [28] , [35] , [54] and multi-objective analysis [43] , telephony routing [11] , [12] , and priority assignments in a queuing system [7] . They have also been used in statistical decision making [9] , [31] , distribution approximation [40] , natural language processing, modeling biological learning systems [26] , string taxonomy [56] , graph partitioning [57] , distributed scheduling [39] , network protocols (including conflict avoidance [44] ) for LANs [36] , photonic LANs [45] , star networks [37] , broadcast communication systems [38] , dynamic channel allocation [38] , tuning PID controllers [30] , assigning capacities in prioritized networks [32] , map learning [41] , digital filter design [42] , controlling client/server systems [46] , adaptive signal processing [49] , vehicle path control [50] , and even the control of power systems [51] and vehicle suspension systems [52] . The beauty of incorporating LA in any particular application domain, is indeed, the elegance of the technology. Essentially, LA are utilized exactly as one would expect-by interacting with the "environment"-which is the system from which the LA learn. For example, in parameter optimization, the LA chooses a parameter, observes the effect of the parameter in the control loop, and then updates the parameter to optimize the objective function, where this updating is essentially achieved by the LA stochastic updating rule. The details of how this is achieved in the various application domains involves modeling the "actions," transforming the system's outputs so that they are perceived to be of a reward or penalty flavor. This is where the ingenuity of the researcher comes into the picture-this is often a thought-provoking task. Although we have interests in the application of LA, this paper is intended to be of a theoretical sort. Thus, our discussions on the applications of LA are necessarily brief.
In the first LA designs, the transition and the output functions were time invariant, and for this reason these LA were considered "fixed structure" automata. Tsetlin et al. [25] , [26] presented notable examples of this type of automata. Later, in [27] , Vorontsova and Varshavskii introduced a class of stochastic automata known in literature as variable structure stochastic automata (VSSA). In the definition of a VSSA, the LA is completely defined by a set of actions (one of which is the output of the automata), a set of inputs (which is usually the response of the environment), and a learning algorithm . The learning algorithm [2] , [4] , [9] operates on a vector (called the action probability vector) where is the probability that the automaton will select the action at the time and it satisfies for all Note that the algorithm : is an updating scheme where is the set of output actions of the automaton, and is the set of responses from the environment. Thus, the updating is such that (1) where is the response that the LA receives from the environment. These terms will be formalized presently, but it is well acclaimed in the LA literature.
If the mapping is chosen in such a manner that the Markov process has absorbing states, the algorithm is referred to as an absorbing algorithm. Families of VSSA that possess absorbing barriers have been studied in [4] , [8] - [10] . Ergodic VSSA have also been investigated [2] , [9] , [10] , [13] . These VSSA converge in distribution and thus, the asymptotic distribution of the action probability vector has a value that is independent of the corresponding initial vector. Thus, while ergodic VSSA are suitable for nonstationary environment, automata with absorbing barriers are preferred in stationary environments.
In practice, the relatively slow rate of convergence of these algorithms constituted a limiting factor in their applicability. In order to increase their speed of convergence, the concept of discretizing the probability space was introduced in [22] . This concept is implemented by restricting the probability of choosing an action to a finite number of values in the interval [0, 1] . If the values allowed are equally spaced in this interval, the discretization is said to be linear, otherwise, the discretization is called nonlinear. Following the discretization concept, many of the continuous VSSA have been discretized; indeed, various discrete automata have been presented in the literature [13] , [15] .
In the quest to design faster converging learning algorithms, Thathachar and Sastry [23] opened another avenue by introducing a new class of algorithms, called estimator algorithms. The main feature of these algorithms is that they maintain running estimates for the reward probability of each possible action, and use them in the probability updating equations. Typically, in the first step of the functional cycle, the automaton chooses an action and the environment generates a response to this action. Based on this response, the estimator algorithm updates the estimate of the reward probability for that action. The change in the action probability vector is based on both the running estimates of the reward probabilities, and on the feedback received from the environment. Thus, in essence, within the family of estimator algorithms, the LA's updating rule is of the form where is the pair and is the vector of estimates of the reward probabilities .
A detailed catalogue of the estimator algorithms can be found in [5] , [6] , [16] , [23] , [24] , [33] , [34] , and [47] . Historically, as mentioned earlier, these algorithms were pioneered by Thathachar and Sastry, who introduced the continuous versions. Oommen et al. [5] , [16] discretized them, thus enhancing them both with regard to speed and accuracy. Papadimitriou [33] , [34] introduced the concept of stochastic estimator algorithms and recommended the use of windows for the estimates. He also used the nonlinear discretized version in a brilliant hierarchical manner for dealing with scenarios with a large number of actions. The most recent work in this field is the work that we have done in [20] , which will be explained in greater detail.
Most of the analysis has centered around the -optimality of the corresponding LA, although the LA described in [34] have been proven to only possess the property of absolute expediency. However, we commend the excellent work of Rajaraman and Sastry [47] which is the only known finite time analysis for any of the estimator algorithms.
B. Contribution of This Paper
As mentioned earlier, pursuit algorithms are a subset of the estimator algorithms. The existing pursuit algorithms are characterized by the fact that the action probability vector "pursues" the action that is currently estimated to be the optimal action. This is achieved by increasing the probability of the action whose current estimate of being rewarded is maximal [16] , [24] . This implies that if, at any time , the action that has the maximum reward estimate is not the action that has the minimum penalty probability, then the automaton pursues a wrong action. Our primary goal here is to minimize this probability of pursuing an erroneous action. It is pertinent to mention that the effect of minimizing this probability of erroneous pursuit leads to both faster and more accurate schemes, as we shall see. Furthermore, such a pursuit also leads to a new class of pseudodiscretized pursuit automata that are distinct from all the previously reported discretized LA. These contributions will be clear in the subsequent sections. We achieve this our goal by generalizing the design of the pursuit algorithm by permitting it to pursue a set of actions 2 instead of a single "current-best" action. Specifically, the set of actions pursued are those actions that have higher reward estimates than the current chosen action. In this paper, we introduce two new pursuit algorithms, a continuous version and a discretized version, that use such a generalized "pursuit" learning approach. Apart from proving their learning properties, we also demonstrate their superiority over traditional pursuit and estimator schemes by means of extensive simulation results. The new algorithms presented here are among the best reported, and we believe represent the state of the art.
II. PURSUIT ALGORITHMS
Thathachar and Sastry introduced the concept of pursuit algorithms [24] by presenting a continuous pursuit algorithm that used a reward-penalty learning paradigm, denoted by . Later, in 1990, Oommen and Lanctôt [16] introduced the first discretized pursuit estimator algorithm by presenting a discretized version, denoted by , that uses a reward-inaction learning paradigm. In [20] , Oommen and Agache explored all pursuit algorithms that resulted from the combination of the continuous and discrete probability space with the reward-penalty and reward-inaction learning paradigms, and introduced two new pursuit algorithms, the continuous reward-inaction pursuit algorithm ( ) and the discretized reward-penalty pursuit algorithm ( ). In the interest of brevity, we shall present in this paper only the and the algorithms, which are currently recognized as the benchmark pursuit schemes.
A. The Continuous Pursuit Reward-Penalty ( ) Algorithm
The pioneering pursuit algorithm, the continuous pursuit algorithm, was introduced by Thathachar and Sastry [24] . We present it here in all brevity. This algorithm uses a reward-penalty learning paradigm, meaning that it updates the probability vector , if the environment rewards or penalizes the chosen action. For this reason, we shall refer to it as the continuous pursuit reward-penalty ( ) algorithm. The algorithm involves three steps [24] . The first step consists of choosing an action -based on the probability distribution . Whether the automaton is rewarded or penalized, the second step is to increase the component of whose reward estimate is maximal (the current optimal action), and to decrease the probability of all the other actions. From a vector perspective, the probability updating rules can be expressed as follows: (2) 2 Thathachar and Sastry also introduced the class of estimator algorithms (referred to as the "TSE estimator algorithms" [24] ), which were subsequently discretized by Lanctôt and Oommen [6] . These algorithms possess the property that they do not just pursue the "current best action" but update the action probability vector using a weighting function, which, in turn, is a function of the differences between the reward estimates. The intention, in this paper, is to design and develop algorithms which are more straightforward, and which directly (as the crow flies) "pursue" the set of "superior" actions without invoking any auxiliary functions.
where is the unit vector with the position of unity representing the currently estimated "best" action, namely, the action with the maximal reward estimate. This equation shows that the action probability vector is moved in the direction of the action with the current maximal reward estimate, direction given by the vector . The last step is to update the running estimates for the probability of being rewarded. For calculating the vector with the reward estimates denoted by , two more vectors are introduced, namely, and , where is the number of times the th action has been chosen and is the number of times the action has been rewarded. Formally, the algorithm can be described as shown below. is the response from the environment Method Initialize , for Initialize by choosing each action a small number of times.
Repeat
Step 1: At time pick according to probability distribution . Let .
Step 2:
If is the action with the current highest reward estimate, update as (3)
Step 3: Update according to the following equations for the action chosen:
End Repeat END ALGORITHM
The algorithm is similar in design to the algorithm, in the sense that both algorithms modify the action probability vector , if the response from the environment is a reward or a penalty. The difference occurs in the way they approach the solution; whereas the algorithm moves in the direction of the most recently rewarded action or in the direction of all the actions not penalized, the algorithm moves in the direction of the action which has the highest reward estimate.
In [24] , Thathachar and Sastry proved that this algorithm is -optimal in any stationary random environment. In the context of this paper, we shall merely outline the proof of the convergence of this algorithm. Indeed, they proved the convergence in two stages. First, they showed that using a sufficiently small value for the learning parameter , all the actions are chosen enough number of times so that will remain the maximum element of the estimate vector after a finite time. This is stated in Theorem 1. The detailed proof for this result can be found in [24] . The second stage of the proof of convergence of the algorithm consists of showing that if there is such an action , for which the reward estimate remains maximal after a finite number of iterations, then the th component of the action probability vector converges with probability one, to unity.
Theorem 2: Suppose that there exists an index and a time instant such that Then, with probability one as .
Sketch of Proof:
To prove this result, we define the following:
Using the assumptions of the theorem, this quantity becomes for all which implies that is a submartingale. By the submartingale convergence theorem [9] , converges as , and hence with probability one. Hence, with probability one. The final theorem that shows the -optimal convergence of the algorithm can be stated as Theorem 3. Theorem 3: For the algorithm, in every stationary random environment, there exists a and a , such that for any and any for all , where is arbitrarily small. Sketch of Proof: The proof of this theorem can be easily deduced from the first two results.
B. The Discretized Pursuit Reward-Inaction ( ) Algorithm
In 1990, Oommen and Lanctôt [16] introduced a discretized version of the pursuit algorithm. This pursuit algorithm was based on the reward-inaction learning paradigm, meaning that it updates the action probability vector only if the environment rewards the chosen action. In the context of this paper, we shall refer to this algorithm as the discretized pursuit reward-inaction ( ) scheme. The differences between the discrete and continuous versions of the pursuit algorithms occur only in the updating rules for the action probabilities, the second step of the algorithm. The discrete pursuit algorithms make changes to the probability vector in discrete steps, whereas the continuous versions use a continuous function to update . In the algorithm, when an action is rewarded, all the actions that do not correspond to the highest estimate are decreased by a step , where , and is a resolution parameter. In order to keep the sum of the components of the vector equal to unity, the probability of the action with the highest estimate has to be increased by an integral multiple of the smallest step size . When the action chosen is penalized, there is no update in the action probabilities, and consequently, it is of the reward-inaction paradigm. This, in principle, fully describes the algorithm, given formally below.
ALGORITHM

Parameters
index of the maximal component of the reward estimate vector number of times the th action has been rewarded up to time , for . number of times the th action has been chosen up to time , for . resolution parameter. smallest step size.
Notation:
is the response from the environment Method Initialize , for Initialize by choosing each action a small number of times.
Repeat
Step 1: At time pick according to probability distribution . Let . Else for all
Step 3: Update exactly as in the algorithm.
End Repeat END ALGORITHM
Oommen and Lanctôt proved that this algorithm satisfies both the properties of moderation and monotonicity [16] , required for any discretized estimator algorithm to converge. They also showed that the algorithm is -optimal in every stationary random environment.
The proof of the convergence of this algorithm follows the same trend as the proof for the pursuit algorithm, with the necessary adjustments made to accommodate for the discretization of the probability space . Thus, Oommen and Lanctôt proved that if the th action is rewarded more than any action from time onward, then the action probability vector for the will converge to the unit vector . These results are stated below.
Theorem 4: Suppose there exists an index and a time instant such that for all , where and all . Then there exists an integer such that for all resolution parameters with probability one as .
Sketch of Proof:
The proof for this theorem aims to show that is a submartingale satisfying . Then, using the result of the submartingale convergence theorem [9] , converges, and so Indeed, the authors of [16] showed that where is an integer, bounded by 0 and , such that . Thus for all implying that is a submartingale. From the submartingale convergence theorem they infer that with probability one. This, in turn, implies that with probability one. Consequently, that with probability one. Hence, with probability one. The next step in proving the convergence of this algorithm is to show that using a sufficiently large value for the resolution parameter , all actions are chosen enough number of times so that will remain the maximum element of the estimate vector after a finite time. The proof of this theorem is similar to the proof of Theorem 1, and can be found in [16] . These two theorems lead to the result that the scheme is -optimal in all stationary random environments.
C. More Recent Pursuit Algorithms
In [20] , Oommen and Agache explored all pursuit algorithms that resulted from the combination of the continuous and discrete probability spaces with the reward-penalty and reward-inaction learning paradigms. They showed that applying different learning paradigms to the principle of pursuing the action with the best reward estimate, leads to four learning algorithms. These are listed below.
Algorithm
: discretized pursuit reward-inaction scheme Paradigm: reward-inaction; Probability Space: discretized.
: discretized pursuit reward-penalty scheme Paradigm: reward-penalty; Probability Space: discretized.
: continuous pursuit reward-inaction scheme Paradigm: reward-inaction; Probability Space: continuous.
: continuous pursuit reward-penalty scheme Paradigm: reward-penalty; Probability Space: continuous. Observe that of the above four, the algorithms and were already presented in the literature and were described earlier. The more recent pursuit algorithms ( and ) are described in detail in [20] . The details of their design and their comparative properties are omitted here in the interest of brevity.
III. GENERALIZED PURSUIT ALGORITHMS (GPAs)
The main idea that characterizes the existing pursuit algorithms is that they pursue the best-estimated action, which is the action corresponding to the maximal estimate. In any iteration, these algorithms increase only the probability of the best-estimated action, ensuring that the probability vector moves toward the solution that has the maximal estimate at the current time. This implies that if, at any time , the action that has the maximum estimate is not the action that has the minimum penalty probability, then the automaton pursues a wrong action. In this paper, we generalize the design of the pursuit algorithms such that it pursues a set of actions. Specifically, these actions have higher reward estimates than the current chosen action. Fig. 1 presents a pictorial representation of the two pursuit approaches that can be used to converge to an action. The first approach, adopted by the existing pursuit algorithms, such as , , , and , always pursues the best-estimated action. The present approach, adopted by the generalized pursuit algorithms (GPAs) that we present here, does not follow only the best action-it follows all the actions that are "better" than the current chosen action, i.e., the actions that have higher reward estimates than the chosen action.
In a vectorial form, if action is the action that has the highest reward estimate at time , the pursuit algorithms always pursue the vector , where . Since this vector represents the direction toward which the probability vector moves, it is considered the direction vector of the pursuit algorithms.
In this paper, we present two versions of the GPAs, followed by a comparative study of the performance of these algorithms with the existing pursuit algorithms. The first algorithm introduced is the GPA. This algorithm moves the action probability vector "away" from the actions that have smaller reward estimates, but it ironically, does not guarantee that it increases the probability for all the actions with higher estimates than the chosen action.
In the subsequent section, we shall present a new algorithm. The latter follows the philosophy of a GPA in the sense that it increases the action probability for all the actions with higher reward estimates than the current chosen action.
A. The Generalized Pursuit Algorithm
The GPA presented in this section is an example of an algorithm that generalizes the pursuit algorithm introduced by Thathachar and Sastry in [24] . It is a continuous estimator algorithm, which moves the probability vector toward a set of possible solutions in the probability space. Each possible solution is a unit vector in which the value "1" corresponds to an action that has a higher reward estimate than the chosen action.
The algorithm increases the probability for the action that has the highest reward estimate, and decreases the action probability for all the other actions, as shown in the following updating equations: where for all (7) To increase the probability for the best-estimated action and to also preserve a probability vector, Thathachar and Sastry's pursuit algorithm first decreases the probabilities of all the actions: (8) The remaining amount that determines the sum of the probabilities of all the actions to be "1" is computed as
In order to increase the probability of the best-estimated action, the pursuit algorithm adds the probability mass to the probability of the best-estimated action where (9) In contrast to the algorithm, the newly introduced GPA algorithm equally distributes the remaining amount to all the actions that have higher estimates than the chosen action. If denotes the number of actions that have higher estimates than the chosen action at time , then the updating equations for the GPA are expressed by the following equations: such that such that (10) In vector form, the updating equations can be expressed as follows: (11) where is the direction vector defined in (6) . Based on these equations, it can be seen that the GPA algorithm increases the probability for all the actions with , the reward estimates of which are higher than the reward estimate of the chosen action. Formally, the GPA can be described as shown below.
ALGORITHM GPA Parameters
learning parameter, where . index of the maximal component of . : as in algorithms and .
Notation:
is the response from the environment. Method Initialization , for Initialize by picking each action a small number of times.
Repeat
Step 1: At time , pick according to probability distribution . Let .
Step 2:
If represents the number of actions with higher estimates than the chosen action at time , update according to the following equations:
such that such that
End Repeat END ALGORITHM GPA
As for the previous pursuit algorithms, the convergence of the GPA is proven in two steps. First, we demonstrate that using a sufficiently small value for the learning parameter , all actions are chosen enough number of times such that will remain the maximum element of the estimate vector after a finite time. Formally, this is expressed as follows. Proof: The proof of this theorem is analogous to the proof of the corresponding result for the TSE algorithm [24] . We shall consider the same random variable as the number of times the th action was chosen up to time in any specific realization.
From (10), at any step in the algorithm, if the action is chosen, we have if if (12) The probability of the chosen action can either be , if there are other actions with better estimates than , or, it can be , if the chosen action has the maximal reward estimate. In both these situations, the following inequality is valid Equation (10) shows that the following inequality is valid for all the actions: (13) which implies that during any of the first iterations of the algorithm is chosen for any (14) With the above clarified, the remainder of the proof is identical to the proof for the TSE algorithm and omitted (it can be found in [24] ). The second step in proving the convergence of the GPA consists of demonstrating that if the th action is rewarded more than any other action from time onward, then the action probability vector converges to with probability one. This is shown in the following theorem.
Theorem 7: Suppose that there exists an index and a time instant such that Then with probability one as . Proof: We shall demonstrate that the sequence of random variables is a submartingale. The convergence in probability results then from the submartingale convergence theorem [9] . Consider (15) where is the state vector for the estimator algorithms which consists of and . From the updating equations (8) , and the assumptions of this theorem, can be expressed as if is chosen if is chosen.
This implies that for all , can be calculated to be (16) Hence, is a submartingale. By the submartingale convergence theorem [9] , converges as with probability one. Hence, with probability one, and the theorem is proven.
Finally, the -optimal convergence result can be stated as follows.
Theorem 8: For the GPA algorithm, in every stationary random environment, there exists a and , such that for all and for any and any for all . The proof for this theorem results as a logical consequence of the previous two theorems, Theorems 6 and 7. The simulation results regarding this algorithm are given in Section IV.
B. The Discretized Generalized Pursuit Algorithm (DGPA)
The discretized generalized pursuit algorithm (DGPA) is another algorithm that generalizes the concepts of the pursuit algorithm by "pursuing" all the actions that have higher estimates than the current chosen action. Strictly speaking, it is pseudodiscretized (as opposed to the various families of discretized schemes in the literature) because it moves the probability vector in discrete steps, but the steps do not have equal sizes, and are not "fixed" a priori.
At each iteration, the algorithm counts how many actions have higher estimates than the current chosen action. If denotes this number, the DGPA algorithm increases the probability of all the actions with higher estimates with the amount , and decreases the probabilities for all the other actions with the amount , where is a resolution step, , with a resolution parameter. From the perspective of vectors, the updating equations given in the formal algorithm below, are expressed as (17) where is the direction vector defined in (6) and is the unit vector in which .
ALGORITHM DGPA Parameters resolution parameter. number of actions with higher estimates than the current chosen action. smallest step size : as in algorithms and .
Notation:
Repeat
Step 1:
At time pick according to probability distribution . Let .
Step 2: Update according to the following equations:
such that such that (18) Step 3:
Same as in the GPA algorithm.
End Repeat END ALGORITHM DGPA
In contrast to the GPA algorithm, the DGPA always increases the probability of all the actions with higher estimates.
To prove the convergence of this algorithm, we shall fist prove that the DGPA possesses the moderation property [16] . Then we prove that this algorithm also possesses the monotone property. As a consequence of these properties, the Markov chain is a submartingale [16] , and by the submartingale convergence theorem [9] , the convergence of the algorithm is as follows.
Theorem 9: The DGPA possesses the moderation property. Proof: To prove this property, we shall demonstrate that the value bounds the magnitude by which any action probability can decrease at any iteration of the algorithm From the updating equations in (17) , the amount that a probability decreases is computed to be and the result is proven.
The second step in proving the convergence of the DGPA consists of demonstrating that the DGPA possesses the monotone property. This is shown in Theorem 10.
Theorem 10: The DGPA possesses the monotone property. Thus if there exists an index and a time instant , such that then there exists an integer such that for all with probability one as . Proof: The proof of this theorem aims to show that is a submartingale satisfying . Then, based on the submartingale convergence theorem [9] converges, and so This implies that for all , can be calculated to be Hence, is a submartingale. By the submartingale convergence theorem [9] , converges as , and thus with probability one. Hence, with probability one, and the theorem is proven.
Since the DGPA possesses the moderation and monotony properties, it implies that the DGPA is -optimal [16] in all random environments.
IV. EXPERIMENTAL RESULTS
This section presents a comparison 3 of the performance of the newly introduced GPAs with the pursuit algorithms reported to date. In order to compare their relative performances, we performed simulations to accurately characterize their respective rates of convergence. The simulations were performed imposing the same restrictions and in the same benchmark environments as the simulations presented in [5] , [6] , [16] , [20] , and [24] . In all the tests performed, an algorithm was considered to have converged, if the probability of choosing an action was greater or equal to a threshold . If the automaton converged to the best action (i.e., the one with the highest probability of being rewarded), it was considered to have converged correctly.
Before comparing the performance of the automata, innumerable multiple tests were executed to determine the "best" value of the respective learning parameters for each individual algorithm. The value was reckoned as the "best" value if it yielded the fastest convergence and the automaton always converged to 3 The comparison here is only between the various families of pursuit algorithms. A more complete comparison between these algorithms and the families of estimator algorithms is not included here. Such a comparison is presently being compiled. The point is that because there are various parameters involved, a fair comparison can be made only by allowing the LA to "play on a level field." the correct action in a sequence of NE experiments. These best parameters were then chosen as the final parameter values used for the respective algorithms to compare their rates of convergence. The simulations were performed for different existing benchmark environments with two and ten actions, for which the threshold was set to be 0.999 and , the same values used in [20] . These environments have been used also to compare a variety of continuous and discretized schemes, and in particular, the in [16] , and to compare the performance of the against other traditional VSSA in [24] . Furthermore, to keep the conditions identical, each estimator algorithm sampled all actions ten times each in order to initialize the estimate vector. These extra iterations are also included in the results presented in Table Is and II. In a two-action environment, the GPA algorithm reduces in a degenerate manner, to the pursuit algorithm, and the DGPA reduces to algorithm. For this reason, simulations were performed only in ten-action benchmark environments and the results are presented in Table I. For comparison, Table II presents the simulation results of the existing pursuit algorithms.
Since the GPA algorithm was designed as a generalization of the continuous reward-penalty pursuit algorithm, a comparison between these two algorithms is presented. The results show that the GPA algorithm is 60% faster than the algorithm in the environment and 51% faster in the environment. For example, in the environment, the GPA converges in average in 948.03 iterations, and the algorithm requires, on average, 2427 iterations for convergence, which shows an improvement of 60%. In the environment, the algorithm required on average 5685 number of iterations whereas the GPA algorithm required, on average, only 2759.02 iterations for convergence, being 51% faster than the algorithm. Similarly, the DGPA is classified as a reward-penalty discretized pursuit algorithm. If compared against the algorithm, the DGPA proves to be up to 59% faster. For example, in the environment, the DGPA algorithm converges in an average of 1307.76 iterations whereas the algorithm requires 3230 iterations. Also, the DGPA algorithm proves to be the fastest pursuit algorithm, being up to 50% faster than the algorithm. For example, in the same environment, , the DGPA algorithm requires 1307.76 and the algorithm requires 2693 iterations to converge. Fig. 2 . Performance of the pursuit algorithms relative to the CP algorithm in ten-action environments for which exact convergence was required in 750 experiments. Fig. 2 graphically compares the relative performance of these algorithms to the algorithm in the benchmark ten-action environments.
Based on these experimental results, and considering the number of iterations required to attain the same accuracy of convergence in ten-action benchmark environments, we can rank the six pursuit algorithms as follows:
Discretized Generalized Pursuit Algorithm -Discretized Pursuit Reward-Inaction -Generalized Pursuit Algorithm -Discretized Pursuit Reward-Penalty -Continuous Pursuit Reward-Inaction -Continuous Pursuit Reward-Penalty V. CONCLUSION Over the last two decades, many new families of LA have emerged, with the class of estimator algorithms being among the fastest ones. Thathachar and Sastry [24] were the first to introduce the concept of pursuit algorithms. Various other continuous and discrete pursuit algorithms were introduced in [16] , [20] , but all these pursuit algorithms "pursue" the action that has the maximal reward estimate at any iteration.
In this paper, we introduced a generalization of the learning method of the pursuit algorithms that "pursues" the actions that have higher estimates than the current chosen action, and hence minimizing the probability of pursuing a wrong action. We presented two new GPAs that follow this learning approach, namely, the GPA and the DGPA. We have also presented a quantitative comparison between these algorithms and the existing pursuit algorithms.
Overall, the GPAs proved to be faster than the pursuit algorithms in environments with more than two actions. Specifically, in the same environments, the GPA algorithm proved to be the fastest continuous pursuit algorithm, the DGPA proved to be the fastest converging discretized pursuit estimator algorithm, and, indeed, the fastest pursuit estimator algorithm.
The question of studying multiple response automata [29] and parallel ensembles [48] of these new pursuit schemes, and of deriving finite time analysis for these new algorithms [47] remains open.
