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Abstract
Recent studies on learning-based image denoising have achieved promising perfor-
mance on various noise reduction tasks. Most of these deep denoisers are trained ei-
ther under the supervision of clean references, or unsupervised on synthetic noise. The
assumption with the synthetic noise leads to poor generalization when facing real pho-
tographs. To address this issue, we propose a novel deep unsupervised image-denoising
method by regarding the noise reduction task as a special case of the noise transference
task. Learning noise transference enables the network to acquire the denoising ability by
only observing the corrupted samples. The results on real-world denoising benchmarks
demonstrate that our proposed method achieves state-of-the-art performance on remov-
ing realistic noises, making it a potential solution to practical noise reduction problems.
1 Introduction
Convolutional neural networks (CNNs) have been widely studied over the past decade in
various computer vision applications, including image classification [13], object detection
[29], and image restoration [35]. In spite of high effectiveness, CNN models always require
a large-scale dataset with reliable reference for training. However, in terms of low-level
vision tasks, such as image denoising and image super-resolution, the reliable reference data
is generally hard to access, which makes these tasks more challenging and difficult. Current
CNN-based denoising methods usually approximate the realistic noise as the additive white
Gaussian noise (AWGN), and synthesize the pairs of the corrupted observation yi and the
clean reference xi for training. With a large amount of these synthetic pairs, a deep regression
model, i.e. a convolutional neural network, can be trained by minimizing the empirical risk,
as follows:
Θ∗ = argmin
Θ ∑i
L( f (yi;Θ),xi), (1)
where f denotes a mapping model from yi to xi with its trainable parameters Θ under a loss
functionL. However, in some practical applications, e.g., medical imaging and hyperspectral
remote sensing, the acquisition of noise-free data is expensive, or even impractical.
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In addition, most state-of-the-art image denoising methods require a priori knowledge
of the noise level when performing inference. Methods, based on image prior modeling
[9, 18], usually involve some optimization processes, and the hyperparameters for solving
these optimization problems are highly related to the noise level. On the other hand, methods,
based on plain discriminative learning, attempt to either learn a denoising function for a
specific noise level, e.g., DnCNN [35], or take the noise level as an input variable when
training the models, e.g., FFDNet [36] and CBDNet [10]. Therefore, the noise level plays an
important role in practical noise reduction tasks. However, current deep unsupervised image
denoisers lack the utilization of the information provided by the noise level, which results in
poor generalization and flexibility when solving practical denoising problems.
In this paper, we propose a novel noise transference generative adversarial network,
namely NTGAN, to tackle the problems of limited reference data and poor generalization
in denoising real-world photographs. Specifically, NTGAN attempts to learn the noise trans-
ference between the paired noisy observations. We follow the idea of conditional generative
adversarial network [22] and establish a controllable generator for different noise levels.
In summary, the main contributions of this work can be concluded as follows:
• We treat noise reduction as a special case of noise transference, and establish a condi-
tional regression model with the guidance from the target noise level, which enables
the proposed denoiser to be trained by observing corrupted samples only.
• We present a strategy for generating paired training samples from real photographs
with the pseudo supervision from the target noise level maps, which allows the net-
work to obtain better generalization ability for removing realistic noises.
2 Related work
2.1 Blind image denoising
Blind image denoising is a challenging and complicated task, because the realistic noise is
spatially variant and signal-dependent, which makes the noise distribution hard to estimate.
Methods, based on image prior modeling, usually approximate the realistic noise as AWGN
and estimate the noise level via principal component analysis [5, 21, 28] and wavelet trans-
form [27] for effective noise removal. Recently, more and more attention has been paid to
the extension of AWGN. Numerous studies have been proposed to investigate the noise cor-
relations between image channels [31] and image patches [33]. On the other hand, methods,
based on plain discriminative learning, are generally trained with the synthetic pairs based
on AWGN [7, 35]. A great breakthrough comes from a two-stage denoising system, i.e.
CBDNet [10], which aims to estimate the pixel-wise noise level via a sub-network, followed
by a non-blind deep denoiser for removing the noise. VDNet [34] further enhances the noise
model in CBDNet, and achieves the state-of-the-art performance. RIDNet [3], from an-
other aspect, proposed that the “residual-on-residual” architecture can perform blind image
denoising in a one-stage manner.
2.2 Unsupervised image denoising
In spite of their great power of removing noise, the learning-based methods usually require
a large amount of noisy and noise-free image pairs for training. However, the noise-free
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references are generally difficult to obtain in practice, which leads to the challenge of unsu-
pervised image denoising. Noise2Noise (N2N) [17] proposed that the models, learnt from
the paired corrupted observations, can be applied to effectively removing the noise. In addi-
tion, Noise2Self (N2S) [4] and Noise2Void (N2V) [14] adopted the self-supervision strategy
to train a regression model for blind noise removal. From another point of view, the work
of deep image prior (DIP) [30] showed that the network architecture itself contains a priori
knowledge, which can be used for image restoration. However, the above-mentioned works
mainly consider the synthetic noise, which results in a dramatic degradation of their perfor-
mance when facing real photographs. Therefore, in this paper, we move one step further to
establishing an unsupervised denoising framework for the realistic noise.
3 The proposed noise transference GAN
In this section, we present the proposed NTGAN for blind unsupervised image denoising.
Firstly, we analyze the relationship between noise transference and noise reduction. Sec-
ondly, we introduce the proposed pseudo noise level map for unsupervised learning. Finally,
we present the learning strategy for training the proposed NTGAN.
3.1 Noise transference
Conventional deep denoisers [35, 38] attempt to learn a denoising function for a specific
noise level. Therefore, the resultant model parameters Θ become a function of the noise
level σ as xˆ = f (y;Θ(σ)), where xˆ is the estimated noise-free image, and y is the noisy
observation with the noise level σ . As claimed in FFDNet [36], the model flexibility can
be enhanced by introducing the noise level σ as an input variable into the model. Thus,
the denoising function becomes xˆ = f (y,σ ;Θ). During training, the following objective
function is minimized:
Θ∗ = argmin
Θ ∑i
L( f (yi,σi;Θ),xi), (2)
where xi represents the target clean reference. Thus, the resultant Θ∗ becomes independent
of the noise level σ , because fΘ∗ is able to minimize the loss L in Eqn. (2) for arbitrary σ .
However, Θ∗ still depends on the noise level of the target image xi, which indicates that Eqn.
(2) is equivalent to
Θ∗ = argmin
Θ ∑i
L( f (yi,σyi ;Θ(σxi)),xi)|σxi=0, (3)
where σyi and σxi represent the noise level of the source and the target images, respectively.
If we follow the transformation in FFDNet [36] and take σxi as an input variable of the
mapping function, we can obtain a general form of Eqn. (3), as follows:
Θ∗ = argmin
Θ ∑i
L( f (yi,σyi ,σzi ;Θ),zi), (4)
where the target image zi can be a corrupted image with the noise level σzi . Eqn. (4) implies
that the resultant model becomes a noise transference network, which can be trained without
any clean reference.
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In addition, we mainly consider the realistic noise in this work, and thus the noise level of
the input observation σyi is not available for training. Therefore, we adopt the “residual-on-
residual” [3] architecture to establish NTGAN, and omit the source noise level σyi in Eqn.
(4), as follows:
Θ∗ = argmin
Θ ∑i
L( f (yi,σzi ;Θ),zi). (5)
Eqn. (5) indicates that NTGAN is a blind denoiser, which does not require a priori knowl-
edge on σyi for noise removal. It is worth noting that the newly introduced input variable σzi
controls the noise level we expect NTGAN to synthesize, which is manually set during the
noise generation process, and thus it is available for training. Moreover, during the denoising
inference, the target noise level is set to zero as follows:
xˆ= f (y,σz;Θ∗)|σz=0, (6)
because we expect NTGAN to generate a noise-free (σz = 0) image. On the other hand,
the noise level of a real-world noisy image cannot be simply described by a single value σz.
Therefore, we follow the settings in CBDNet [10], and establish the noise level map Mz to
replace σz in Eqns. (5) and (6), which consists of the pixel-wise noise standard deviations in
the target observation z.
In summary, NTGAN is a conditional generator for different noise levels. It takes a noisy
observation y and a target noise level map Mz as inputs, and produces a new observation z
with the guiding (expected) noise level Mz.
3.2 Pseudo target noise level map
As introduced in Sec. 3.1, NTGAN requires the noise level maps of the target noisy images
for training. However, such a paired set, [y,(z,Mz)], is hard to obtain when only noisy
samples are available. As the noise level of y is not available, leading to the difficulty in
obtaining true Mz. Therefore, we further propose a strategy for generating pseudo target
noise level maps when training with the real-world observations. As the noise residing in
real photographs is relatively weak compared to the image content, we can synthesize the
pairs of observations by adding the synthetic noise to a real photograph y as follows:
z= y+n, (7)
where n is the synthetic noise from a noise generation model. Thus, the target noise level
map Mz can be approximated as the noise level of n, which can be obtained from the noise
generation process. NTGAN aims to learn the transference between the paired observations
with different noise intensities. Therefore, the noise residing in y and z should follow the
same distribution. We assume that the realistic noise follows a heterogeneous Gaussian
distribution, and so adopt the noise generation model from [20], which considers both the
signal-independent and signal-dependent components in n. In addition, we also apply the
in-camera pipeline in [10] to the noise generation model to further narrow the domain gap
between the noise in y and z. Thus, the resultant noise generation model is formulated as
follows:
n(y,Mz) = fBPD( fcrf(L+ns(L)+nc))− fBPD( fcrf(L)),
with L= ficrf(y),
(8)
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Figure 1: The proposed NTGAN for blind unsupervised image denoising. The last convolu-
tional layers in both branches are not followed by PReLU. NTB: noise transference block,
RB: residual block. SA: spatial attention unit. CA: channel attention unit.
where fcrf and ficrf represent the camera response function and the inverse camera response
function, respectively. Specifically, ficrf transforms the original image y to obtain an irradi-
ance plane L. Moreover, ns and nc account for the noise components that are dependent and
independent of the signal y, respectively. Therefore, the pseudo target noise level map Mz is
defined as follows:
M2z = L ·σ2s +σ2c , (9)
where L ·σ2s and σ2c are the noise variance of ns and nc, respectively. fBPD in Eqn. (8) rep-
resents the function considering the Bayer patterning and demosaicing, which was proposed
in [15] for simulating the spatially correlated noise. This noise generation model guarantees
the statistics consistency of the noise in y and z, because the resultant noise in both y and
z is heterogeneous Gaussian distributed with the dependency on the clean signal. With the
proposed strategy for the pseudo noise level map, the training pairs can be obtained from the
noisy observations by using Eqns. (7), (8), and (9) to form the training set as {[y1,(Mz1 ,z1)]
, [y2,(Mz2 ,z2)], . . . , [yn,(Mzn ,zn)]}.
3.3 Framework
As introduced in Sec. 3.1, we aim to introduce the noise level of the target image as an input
variable of the model, so that the resultant network can be a conditional noise generator,
controlled by Mz. In addition, the “residual-on-residual” structure is required to omit the
supervision from σy. Therefore, we establish the network as shown in Figure 1. Specifically,
NTGAN consists of an image-encoding stream and a noise-level-encoding stream, which are
presented as the top and the bottom branches in Figure 1, respectively. The image-encoding
branch consists of four noise transference blocks (NTB), each of which contains a spatial
attention (SA) unit, a channel attention (CA) unit and four residual blocks (RB). The two
attention units follow the designs in [3] and [37], in order to focus on the important regions
in both the spatial and channel dimensions. Specifically, in the SA unit, an input feature map
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F ∈ Rc×h×w is first independently compressed by average pooling and max pooling in the
channel dimension. The two compact feature maps are concatenated, and fed to a convolu-
tion layer with the sigmoid function to form a heat-map H ∈R1×h×w. We use H to rescale F
along the spatial dimension for spatial attention. Similarly in CA, the global average pool-
ing is first applied to F to reduce the feature size to v ∈ Rc×1×1. We generate the channel
heat-vector by passing v to a non-linear mapping module with the sigmoid function. The
produced heat-vector is used to rescale the different channels in F to achieve channel atten-
tion. All RB, NTB, and the global streams employ the residual connections, which inherits
the ‘residual-on-residual” structure in [3] to achieve noise transference without knowing the
source noise level. The noise-level-encoding branch consists of convolutional layers, aver-
age pooling layers, and a randomization block. The randomization is defined as the element-
wise multiplication with a set of standard Gaussian distributed random variable r∼N (0,1),
which follows the design in [16]. The features from the two streams are fused by the channel
concatenation. Finally, we reconstruct the target observation zˆ ,based on the fused features,
to mislead a patch-based discriminator.
To learn the noise transference task, we consider two loss terms in the objective function
for training. NTGAN aims to produce a noisy observation with the expected noise level.
Thus, the produced noisy image aims to fool the discriminator, while maintaining the image
content. Therefore, the training objective is formulated as follows:
L= LGAN+λLrec, (10)
where LGAN and Lrec are the loss of the discriminator and the reconstruction, respectively,
and λ is a hyperparameter controlling the trade-off between these two loss terms. Specifi-
cally, Lrec is computed as follows:
Lrec = 1n
n
∑
i=1
||zˆi− zi||22, (11)
where zˆ denotes the reconstructed observation from NTGAN, and z is the target observation
based on the noise generation model. LGAN is defined as follows:
LGAN = EMz,z[log(D(Mz,z))]+EMz,y[log(1−D(Mz,G(Mz,y)))], (12)
where D denotes the patch-based discriminator [11], and G denotes the generator, which
consists of all the modules in NTGAN for producing zˆ.
4 Experiments
4.1 Implementation details
NTGAN is an unsupervised denoiser, and thus it only requires noisy observations for train-
ing. In this work, we mainly consider the realistic noise removal task. Therefore, we eval-
uate NTGAN on two commonly used real-world denoising benchmarks, i.e. the default 15
cropped noisy images in the Cross-Channel dataset (CC15) [23] and the Darmstadt Noise
dataset (DND) [26]. To make a fair comparison with the other denoising methods, we use
the cropped images of size 512×512 from SIDD [1], PolyU [32], and RENOIR [2] to form
the training set. In the training phase, we randomly crop 8,000 image patches with size
64× 64 from the noisy images in the training set, and synthesize the training pairs using
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(a) Noisy (b) BM3D (c) NI (d) DnCNN+ (e) CBDNet (f) VDNet
(g) N2N (h) N2S (i) N2V (j) DIP (k) Noise-free (l) NTGAN
Figure 2: Evaluation on the perceptual qualities of a real-world noisy image from CC15,
restored by different methods.
Eqns. (7), (8), and (9). In addition, the noise variance σs and σc in Eqn. (9) are uniformly
sampled from the range (0,0.06] and (0,0.03], respectively. Random rotation and mirror-
ing are applied to the patches for augmentation. It is worth noting that, although the nearly
noise-free images are available in SSID , PolyU, and RENOIR, we only use their noisy ob-
servations for training. In the testing phase, we feed the noisy observations from DND and
CC15 to the trained NTGAN, and set all the elements in Mz to zero, as we expect NTGAN
to generate the noise-free (Mz = 0) images.
We implement NTGAN based on PyTorch [25]. All the convolutional layers consists of
3× 3 kernels with padding 1 and stride 1 except for those in the SA units and before the
sigmoid function, where the kernel size is 1× 1 with padding 0. The channel number of
NTB is fixed to 64 except for that in the CA units, where 4 convolutional filters are used.
We employ Adam [12] to optimize the objective function defined in Eqn. (10) with the
trade-off controller λ empirically set to 0.3. We train the network for 106 iterations on two
Nvidia GEFORCE GTX 1080 Ti GPUs, with batch size 128, and the learning rate is set
to 10−4 and halved at the 5× 105th iteration. https://github.com/RickZ1010/
NTGAN-Learning-Blind-Image-Denoising-Without-Clean-Reference
4.2 Evaluation on realistic noise removal
To evaluate the denoising performance of NTGAN on realistic noise, we applied it to the
real noisy photographs in CC15 and DND.
Type Traditional method Supervised network Unsupervised network
Method BM3D NI DnCNN+ CBDNet VDNet N2N DIP N2S N2V Ours
PSNR 35.19 35.33 35.40 36.44 35.84 35.32 35.69 35.38 35.27 37.33
SSIM 0.9063 0.9212 0.9115 0.9460 0.9414 0.9160 0.9259 0.9204 0.9158 0.9476
Table 1: The quantitative results on CC15. The best results are highlighted in bold.
The Cross-Channel dataset (CC15) [23] consists of eleven noisy images with static
scenes captured by three different cameras. The nearly noise-free ground-truth is obtained
by taking the average over the 500 shots with the same camera settings of each observation.
We compare our proposed method with the traditional methods, i.e. BM3D [8] and NI [24],
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the supervised CNN-based methods, i.e. DnCNN+ [35], CBDNet [10], and VDNet [34],
and the state-of-the-art unsupervised methods, i.e. N2N [17], DIP [30], N2S [4] and N2V
[14], in terms of the Peak Signal-to-Noise Ratio (PSNR) and the structural similarity (SSIM)
index. To make a fair comparison, we adopt the default settings or the pre-trained models
provided by the original authors of those compared methods. The quantitative results are
listed in Table 1. It can be observed that the proposed NTGAN achieves the best perfor-
mance on CC15. NTGAN outperforms the supervised networks, because the proposed noise
transference strategy can be regarded as a special data augmentation method for the denois-
ing task. NTGAN learns the mapping from one noisy observation to multiple observations
with the reliable guidance from Mz, which helps the network to better memorize the noise
distributions. Compared with the other unsupervised networks, NTGAN can generally ob-
tain a PSNR gain of over 1dB, which results from the utilization of the pseudo noise level
maps in guiding the learning for different noise distributions. The qualitative comparison is
presented in Figure 2. It can be observed that the traditional and the unsupervised competi-
tors tend to retain some noise in the restored image, while DnCNN+ and VDNet oversmooth
the image. Although CBDNet generally produces comparable visual results to NTGAN, it
creates some distortions on the edges, as shown in the upscaled patches.
Type Traditional method Supervised network Unsupervised network
Method BM3D WNNM NI DnCNN+ CBDNet RIDNet VDNet GCBD ADGAN Ours
PSNR 34.51 34.67 35.11 37.90 38.05 39.23 39.38 37.72 38.13 39.42
SSIM 0.8507 0.8646 0.8778 0.9430 0.9421 0.9526 0.9518 0.9408 0.9580 0.9560
Table 2: The quantitative results on DND. The best results are highlighted in bold.
The Darmstadt Noise dataset (DND) [26] is a recently proposed large-scale real-world
denoising dataset, which consists of 1,000 paired noisy and nearly noise-free image patches.
The nearly noise-free images are not publicly available, and thus the results can only be ob-
tained through their online submission system. As the above-mentioned unsupervised meth-
ods were not evaluated on DND, we just compare NTGAN with the supervised networks
and the traditional methods. In addition, GANs have been widely studied and employed
for image denoising, as shown in the literature. Thus, we also compare the proposed NT-
GAN with some state-of-the-art GAN-based denoisers on DND. GAN-based denoisers can
be generally categorized into two groups, i.e. using the generator to restore the noisy images,
such as ADGAN [19] and using GAN to model the noise generation process for providing
training samples, such as GCBD [6]. The quantitative results are tabulated in Table 2. It can
be seen that NTGAN outperforms the other supervised and traditional competitors, which
demonstrates its effectiveness in learning the noise transference task as the special augmen-
tation approach for noise removal. Compared to the GAN-based methods, NTGAN gains
a PSNR improvement of over 1dB on DND. This is because the proposed NTGAN utilizes
the reliable pseudo supervision from the target noise level in training, which facilitates the
learning for different noise distributions. Considering that the clean reference is not required,
the proposed strategy has greater potential in practical applications.
4.3 Evaluation on noise transference
To evaluate the performance of NTGAN for noise transference, we consider two cases, i.e.
transferring the synthetic AWGN and transferring the realistic noise. As NTGAN synthesizes
the target observation based on the guiding noise level map, we employ the pre-trained noise
level estimation sub-network in CBDNet [10] to extract the target Mz from a DND image
RUI ZHAO, DANIEL P.K. LUN, KIN-MAN LAM: NTGAN 9
(a) Original (b) Mz = 15 (c) Mz = 25 (d) Mz = 50 (e) Guidance (f) Results
Figure 3: The evaluation on noise transference. In the first row, (b)-(d) are the synthetic
noisy images based on the uniform noise level maps, (e) presents the guiding image selected
from DND, and (f) presents the transference result based on the noise level map extracted
from (e). In the second row, (b)-(d) and (f) present the noise distribution in the synthetic
images, and (e) presents the estimated noise level map of the guiding image.
for guiding the realistic noise transference task. The results are presented in Fig. 3. For
simplicity, we set the input observation as a clean image. It can be observed from Figs. 3(b)-
3(d) that when Mz increases, NTGAN introduces stronger noise into the synthetic image.
More importantly, when guided by the realistic noise level map in Fig. 3(e), the noise in the
transferred image follows the same pattern as that in the guiding image, which demonstrates
the effectiveness of NTGAN in memorizing the signal-dependent noise.
4.4 Ablation study
LGAN X X X X X X X X
RoR X X X X X X X
CA X X X X X X
SA X X X X X X
N2C X
N2N X
CC15 35.50 36.41 36.73 36.67 35.88 37.25 37.33 37.21 36.52
DND 37.68 38.06 38.40 38.58 37.87 39.33 39.42 39.36 38.49
Table 3: The ablation study on DND and CC15 in term of PSNR. LGAN: GAN loss. RoR:
residual-on-residual structure. CA: channel attention unit. SA: spatial attention unit. N2C:
noise-to-clean manner. N2N: noise-to-noise manner.
To provide a comprehensive analysis on NTGAN, we perform ablation studies to investi-
gate the effectiveness of the different designs in NTGAN. Specifically, we consider the effect
of the GAN loss, the residual-on-residual structure (RoR), the channel attention unit, and the
spatial attention unit in NTGAN. In addition, we also consider training the network in a
noise-to-clean (N2C) manner and a noise-to-noise (N2N) manner. Specifically, N2C uses
the clean references as the target images for training, while N2N detaches the noise-level-
encoding branch and fits the noisy observations without the guidance from the target noise
level maps. To make a fair comparison, we enlarge the kernel size and the network depth
of the models without CA, SA, or the noise-level-encoding branch, in order to make their
model capacity equal to, or larger than, the original NTGAN. It can be observed from Table
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3 that the denoising performance is slightly degraded when omitting LGAN. Moreover, we
observe that the network, trained without LGAN, fails to perform accurate noise transference.
If we increase the value of the target noise level, the network produces more blurred images.
Both attention units contribute to a PSNR improvement of about 1dB and 0.5dB on DND
and CC15, respectively. The residual-on-residual (RoR) structure plays an important role in
blind denoising. Without RoR, the performance is dramatically degraded, because the net-
work cannot flexibly deal with the input observations with different noise levels. When N2C
is applied, the results are slightly degraded, compared to the noise transference strategy. This
is because noise transference, as introduced in the previous section, can serve as a special
augmentation approach for the denoising task. Moreover, when the model is trained in an
N2N manner, the performance is dramatically degraded. The proposed noise transference
strategy utilizes the guidance from the noise intensity at the different positions of the obser-
vation in training, which facilitates the learning for the distribution of the spatially variant
noise, and consequently enhances the model generalization on real photographs. Therefore,
the proposed noise transference strategy is beneficial to the denoising performance.
5 Conclusion
In this paper, we have proposed a novel noise transference generative adversarial network,
namely NTGAN, for blindly removing the realistic noise residing in photographs. Our pro-
posed method treats the noise transference task as the general form of the noise reduction
task, which enables it to obtain the denoising ability by observing the corrupted data only.
NTGAN learns the noise transference task based on the proposed pseudo noise level strat-
egy, which provides the reliable guidance for learning different noise distributions. We have
evaluated NTGAN on two widely used real-world denoising benchmarks. The experimen-
tal results have showed that our proposed method achieves promising performance on real
photographs, making it a potential solution to practical denoising problems.
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