Abstract. An interesting characterization of the Fibonacci numbers is that, if we write them as F 1 = 1, F 2 = 2, F 3 = 3, F 4 = 5, . . . , then every positive integer can be written uniquely as a sum of non-adjacent Fibonacci numbers. This is now known as Zeckendorf's theorem [Ze], and similar decompositions exist for many other sequences {G n = c 1 G n−1 + · · · + c L G n−L } arising from recurrence relations. Much more is known. Using continued fraction approaches, Lekkerkerker [Lek] proved the average number of summands needed for integers in [G n , G n+1 ) is on the order of C Lek n for a non-zero constant; this was improved by others to show the number of summands has Gaussian fluctuations about this mean.
Introduction
A beautiful theorem of Zeckendorf [Ze] states that every positive integer can be written uniquely as a sum of non-adjacent Fibonacci numbers if we label them F 1 = 1, F 2 = 2, F 3 = 3, F 4 = 5 and so on; we must use this non-standard ordering as otherwise the decomposition would not be unique. The standard proof of this is through a greedy algorithm, though this does not provide any information about finer questions. Using continued fraction techniques, Lekkerkerker [Lek] proved that the average number of summands needed for decompositions of numbers in [F n , F n+1 ) is n/(φ 2 + 1) + O(1), where φ = (1 + √ 5)/2 is the golden mean. These results have been extended to other sequences, specifically {G n } being a positive linear recurrence sequence. This means that there exist positive integers c i (with c 1 , c L non-zero) such that
1) as well as rules to specify the first L terms of the sequence and a generalization of the non-adjacency constraint to what is a 'legal' decomposition (other authors use the phrase G-ary decomposition for a legal decomposition). Informally, a legal decomposition is one where we cannot use the recurrence relation to replace a linear combination of summands with another summand, and the coefficient of each summand is appropriately bounded; see [MW1, MW2] . In addition to generalizations of Zeckendorf's and Lekkerkerker's theorems holding (the average number of summands is C Lek n + d for some C Lek > 0), the fluctuations of the number of summands above the mean converges to Gaussian behavior; see [BCCSW, DG, FGNPT, Ho, Ke, LT, Len, MW1, MW2, Ste1, Ste2] .
In this paper we pursue a related question, the distribution of gaps between summands in generalized Zeckendorf decompositions. We adopt the perspective of Kologlu, Kopp, Miller and Wang [KKMW, MW1, MW2] , which we briefly review. They proved Gaussian behavior by recasting the problem combinatorially, writing down explicit formulas for the number of m ∈ [G n , G n+1 ) with exactly k summands through the cookie (or stars and bars) problem. Specifically, in the Fibonacci case consider all integers m ∈ [F n , F n+1 ) with exactly k + 1 summands. If these summands are F i 1 , F i 2 , . . . , F i k+1 =n then the non-adjacency condition implies the gaps are d j := i j − i j−1 ≥ 2 for j ≥ 2 and d 1 := i 1 ≥ 1. Thus d 1 + · · · + d k+1 = n, and hence the number of integers in [F n , F n+1 ) with exactly k + 1 summands is
. This is the probability density function; in this case the proof is completed by using Stirling's formula to see convergence to a Gaussian (the general case is harder, and proceeds via generating functions).
Returning to the gaps, our goal is to analyze the distribution of the d j 's. Given a decomposition
2) we define the gaps to be
note we do not consider i 1 −0 as a gap (as there are on the order of n(G n+1 −G n ) summands, one additional gap for each m has a negligible affect). We look at the behavior of the average gap measure. By this we mean we amalgamate all gaps from all decompositions of all integers in [G n , G n+1 ), and show that as n → ∞ this average converges to a limiting distribution which decays geometrically for gap lengths larger than L, with decay ratio equal to the largest eigenvalue of the recurrence of the G n 's. In a sequel paper [BILMT] we show that for each m ∈ [G n , G n+1 ) the associated gap measure of m converges almost surely to this average as n → ∞ (as well as determining the limiting distribution of the longest gap in each decomposition); we concentrate here on the average gap measure for a special class of recurrence coefficients for two reasons. In addition to simplifying the proofs and highlighting the method, more can be proved about the limiting behavior in these cases, and it is thus worth isolating these results. We consider what we shall name Kangaroo recurrences.
Definition 1.1. A Kangaroo recurrence is a positive linear recurrence relation
with initial conditions K 1 = 1, and for 1 ≤ n ≤ ℓg
Important special cases include the Fibonacci numbers (g = 1 and ℓ = 1), the Tribonacci (g = 1 and ℓ = 2) and other similar recurrences. We call g the hop length.
The Kangaroo recurrences satisfy the conditions of [MW1, MW2] and lead to a unique legal decomposition, which is specified by the following. • We have m < L and a i = c i for 1 ≤ i ≤ m.
• There exists s ∈ {1, . . . , L} such that
. . , a s−1 = c s−1 and a s < c s , (1.6) a s+1 , . . . , a s+ℓ = 0 for some ℓ ≥ 0, and
(with b i = a s+ℓ+i ) is either legal or empty.
For example, for the Tribonacci numbers the first terms are 1, 2, 4, 7, 13, while for K n+1 = K n + K n−2 the sequence begins 1, 2, 3, 4, 6, 9 (notice in this case we decompose 10 as 9 + 1 and not 6 + 3 + 1, as we can use the recurrence relation to replace 6 + 3 with 9).
To state our main result, we first need a definition. Definition 1.3 (Gap indicator random variables, average gaps). Consider a Kangaroo recurrence {K n }.
• Let G i,i+j (m; n) equal 1 if K i and K i+j are summands in the generalized Zeckendorf decomposition of m ∈ [K n , K n+1 ) and K i+r is not a summand for 0 < r < j, and G i,i+j (m; n) is zero otherwise. Thus G i,i+j (m; n) is 1 if and only if m ∈ [K n , K n+1 ) has a gap of length j starting at
that have a gap of length j starting at K i . Let P n (j) be the proportion of all gaps from decompositions of m ∈ [K n , K n+1 ) that are of length j starting at K i .
• Let Y (n) denote the total number of gaps between summands of the generalized Zeck-
• The probability of a gap of length j, P n (j), is
so P (j) represents the limiting probability that a gap in a decomposition for an integer in [K n , K n+1 ) has length j.
Our main result is the following.
Theorem 1.4. Let {K n } be a Kangaroo recurrence of ℓ hops of length g, with λ g,ℓ the largest root of the characteristic polynomial, a 1 the generalized Binet constant in front of λ g,ℓ , and C Lek the computable Lekkerkerker constant. Then
which implies the probability of a gap of length j decays geometrically for j > g, with decay ratio equal to λ g,ℓ .
Remark 1.5. As a quick consistency check, note that if ℓ = 1 and g = 1 then the probability of a gap of length 1 is zero; this is of course nothing more than a restatement of the definition of a legal decomposition by the shifted Fibonacci numbers as specified by Zeckendorf and Lekkerkerker, see [Ze] and [Lek] . More is true; if ℓ = 1 there are never gaps of length g, which must be true as if there were a gap of length g, in this case we could immediately use the recurrence relation to replace it.
Theorem 1.4 holds in greater generality (see [BILMT] ). In §2 we prove this case of the general result. As we are working with a very special recurrence, more is true, and we derive asymptotic values for λ g,ℓ and hence the probabilities for ℓ and g large. Our technique is combinatorial, using inclusion-exclusion and the indicator random variables X i,i+j (m). As an additional example of the power of these methods, in §3 we apply these techniques to the far-difference representation of Alpert [Al] (she proved every integer can be written uniquely as a sum of signed Fibonacci summands, subject to certain constraints), determining the distribution of gaps in Theorem 3.2. We conclude with some remarks on open and related problems. 2. Kangaroo Recurrences 2.1. Preliminary Results. The starting point for our investigations is a generalization of Binet's formula, which gives us the growth rate of the K n 's.
Lemma 2.1. Let λ 1 , . . . , λ L be the eigenvalues of the characteristic polynomial of a Kangaroo recurrence, ordered so that λ 1 > |λ 2 | ≥ · · · ≥ |λ L |. Then λ 1 > 1 and there exist constants such that
(2.1) More precisely, if λ 1 , ω 2 , . . . , ω r denote the distinct roots with multiplicities 1, m 2 , . . . , m r , then there are constants a 1 , a i,j such that
The proof is standard. If λ 1 ≤ 1 then our series is bounded, which contradicts the existence of a legal decomposition. The only difficulty is showing that there is a unique root of largest absolute value, and that this root is positive. This follows from the PerronFrobenius Theorem and elementary algebra in the general case (or direct computation for the Fibonacci, Tribonacci and other specific recurrences); see [BILMT] for details.
Before proving Theorem 1.4 we isolate an important observation, which greatly simplifies the calculations.
Lemma 2.2. Let {K n } be a Kangaroo recurrence with ℓ hops of length g. Then P n (j) = 0 for all j < g; in other words, there cannot be a gap of length less than g.
Proof. This follows immediately from the definition of a legal decomposition; specifically, from (1.6), which prevents us from choosing any of the next g − 1 summands after a chosen summand K p .
Our combinatorial attack requires us to compute X i,i+j (n) to find P n (j). We can find X i,i+j (n) by counting the number of choices of the summands {K 1 , K 2 , . . . , K n } such that K i , K i+j and K n are chosen, no summand whose index is between i and i + j is chosen, and all other indices are free to be chosen subject to the requirement that we have a legal decomposition. Let L i,i+j (n) and R i,i+j (n) be the number of ways to choose a valid subset of summands from those before the gap of length j starting at K i and after the gap (respectively). We note L i,i+j (n) and R i,i+j (n) are independent of each other when j > g; thus
4) any time we have a gap of length j > g the recurrence 'resets' itself. Thus we have the following lemma.
Lemma 2.3. Let {K n } be a Kangaroo recurrence with ℓ hops of length g. Consider all m ∈ [K n , K n+1 ) with a gap of length j > g starting at K i . The number of valid choices for subsets of summands before the gap, L i,i+j (n), is given by
5 and the number of valid choices for subsets of summands after the gap, R i,i+j (n), is given by
Proof. To count L i,i+j (n), we must count the number of ways to have a legal decomposition that must have the summand K i , and where all other summand choices beforehand are free. It is very important that j > g, as this means the summand at K i+j does not interact with the summands earlier than K i through the recurrence relation. Thus L i,i+j (n) is the same as the number of legal choices of summands from {K 1 , K 2 , . . . , K i } with K i chosen. As each integer in [K i , K i+1 ) has a unique legal decomposition, we see L i,i+j (n) equals the number of elements in this interval, which is just
To compute R i,i+j (n), we need to consider how many ways we can choose summands from {K i+j , K i+j+1 , . . . , K n } such that K i and K n are chosen and the resulting decomposition is legal; since j > g the summands from K i and earlier cannot affect our choices here. Thus our problem is equivalent to asking how many legal ways there are to choose summands from {K 1 , K 2 , . . . , K n−i−j+1 } with K 1 , K n−i−j+1 both chosen and the rest free. There are many ways to compute this; the simplest is to note that this equals the number of legal choices where we we may or may not choose K 1 , minus the number of legal choices where we do not choose K 1 . By a similar argument as above, the first count is K n−i−j+2 − K n−i−j+1 (as it is the number of legal representations of a number in [K n−i−j+1 , K n−i−j+2 )), while the second is K n−i−j+1 − K n−i−j . The proof is completed by subtracting.
Note that in the above lemma we only compute L i,i+j (n) and R i,i+j (n) when the gap j > g. The reason is that if we can determine P n (j) for j > g, then since P n (j) = 0 for j < g the law of alternatives implies P n (g) = 1 − j>g P n (j). Thus if we can show each limit P (j) exists when j > g, then the limit P (g) exists as well. Hence, in some sense the following lemma is not needed. We prefer to give it as it allows us to determine the ratio a 1 /C Lek , which we would not be able to do otherwise.
Lemma 2.4. Let {K n } be a Kangaroo recurrence with ℓ hops of length g. Consider all m ∈ [K n , K n+1 ) with exactly b consecutive gaps of length g starting at K i . Then b ≤ ℓ − 1 and number of valid choices for subsets of summands before the gap, L i,g,b (n), is given by
7)
and the number of valid choices for subsets of summands after the gap, R i,g,b (n), is given by
Proof. We must have b ≤ ℓ − 1, as if b ≥ ℓ then we could use the recurrence relation. Remember by Lemma 2.2 the smallest gap is at least g. As we have exactly b consecutive gaps of length g starting at K i , the first summand chosen to the left of K i is at most K i−g−1 , while the first summand chosen to the right of K i+bg is at least K i+(b+1)g+1 . This implies that L i,g,b (n) equals the number of ways to legally choose summands from {K 1 , K 2 , . . . , K i−g−1 }; however, unlike our previous case now we do not need to choose K i−g−1 . A straightforward calculation (or a telescoping sum) shows that this number is K i−g . Similarly, by shifting indices we find R i,g,b (n) is equivalent to the number of ways to legally choose summands from {K i+(b+1)g+1 , . . . , K n } with K n chosen. Equivalently, this equals the number of legal choices of summands from {K 1 , K 2 , . . . , K n−i−(b+1)g } with K n−i−(b+1)g , which is just K n−i−(b+1)g+1 − K n−i−(b+1)g . 6 2.2. Proof of Theorem 1.4. We now prove our main result.
Proof of Theorem 1.4. There are three cases: j < g, j = g and j > g. The first case is the easiest, as P n (j) = 0 for all j < g by Lemma 2.2.
We now consider j > g, as j = g follows immediately by the law of alternatives (i.e., the probabilities must sum to 1). We need to compute lim n→∞
with |λ 2 | < λ g,ℓ . Thus (1)) (2.12) and for any fixed j the sum over i is n + O(1), we find
and the limit clearly exists for each n and each j > g.
We now turn to j = g. We avoid double counting by using the L i,g,b (n) and R i,g,b (n) from Lemma 2.4. To find the number of gaps of length g, we look at all strings of b ≤ ℓ − 1 consecutive gaps of length g over all possible starting places i, and find
We now substitute for L i,g,b (n) and R i,g,b (n) with the values from Lemma 2.4. The proof is completed by using the generalized Binet formula (Lemma 2.1), the geometric series formula, and collecting the terms.
Remark 2.5. As a safety check, we confirm the theorem for the Fibonacci and Tribonacci numbers. For the Fibonacci numbers, λ 1 = φ = (1 + √ 5)/2, a 1 = φ/ √ 5 (remember these are the 'shifted' Fibonacci numbers as originated with Zeckendorf and Lekkerkerker) , and C Lek = 1/(φ 2 + 1). We see P (1) = 0 and the sum of the other probabilities is 1. For the Tribonacci numbers, P (1) is no longer zero. We have C Lek = a 1 (3λ 2 1 − 1)/(λ 3 1 (λ 2 1 − 1)), which does lead to the probabilities summing to 1.
2.3.
Approximating λ g,ℓ and Relevant Probability Ratios. We end this section with some quick approximations for λ g,ℓ when ℓ → ∞.
Lemma 2.6. For a Kangaroo recurrence of ℓ hops of length g, for large ℓ, g we have λ g,ℓ ≈ 1 + α g
, where α ≈ log(g) − log(log(g)) + log(log(g)) log(g)
. In particular, for large ℓ and g we have
Proof. We drop all lower order terms in the arguments below, as our goal is to highlight the limiting behavior. We derive a transcendental equation from the characteristic polynomial of the Kangaroo recurrence. Notice that K n+1 ≈ λ g,ℓ K n . Consider the Kangaroo recurrence
The left hand side approximately equals λ g,ℓ K n , and for ℓ large the right hand side is essentially
.
(2.16)
From the generalized Binet formula we know that λ g,ℓ grows exponentially with g. For large g we can write
Substituting into (2.18) yields
which we rewrite as
By direct substitution we see that for g sufficiently large,
Now that we have the probability distribution for gaps for Kangaroo recurrences, we can study the ratios of the probabilities of certain events. Since gaps of length g are a threshold event, a natural question to ask is what is the probability of getting a gap of length g compared to any other gap length? Lemma 2.7. For large g and ℓ, n → ∞, the ratio of the probability of obtaining a gap of length g to a gap of length exceeding g is Prob(gap of length g) Prob(gap of length at least g + 1)
≈ log g g . (2.23)
Proof. From Theorem 1.4, we have Prob(gap of g) Prob(gap at least g + 1)
= λ −2g
(2.24)
For large g, ℓ, and n, we use Lemma 2.6 and some algebraic manipulation to deduce the claim.
Far-Difference Representations
We now consider a natural generalization, signed Zeckendorf decompositions. Alpert [Al] proved that every positive integer has a unique representation as a sum of signed shifted Fibonacci numbers, where the gap between opposite signed summands must be at least 3 and between same signed summands must be at least 4; this is called the far-difference representation. Miller and Wang [MW1] proved the generalized Lekkerkerker's theorem holds here as well, and proved Gaussian behavior for the number of summands (it is a bivariate Gaussian, as there are positive and negative summands).
Our techniques generalize immediately and yield formulas for the distribution of average gaps. We concentrate on gaps between any adjacent summands, though similar reasoning would yield results restricted to gaps between same signed or opposite signed summands. Before stating and proving these generalizations, we first introduce some definitions and useful results.
Given an integer m, we write its far-difference representation by
Let N (ǫ i F i , ǫ j F j ) denote the number of numbers whose far-difference decomposition starts with ǫ i F i and ends with ǫ j F j , where the ǫ's are ±1; similarly, let N (ǫ j F j ) be the number of numbers whose decomposition ends with ǫ j F j . We consider integers in the interval (S n−1 , S n ], where
the interval is a bit different than before as we have a signed decomposition, and have the ability to overshoot and then correct through subtraction.
Lemma 3.1. We have
and 5) and by symmetry N (+F r ) = N (−F r ).
Proof. The proof is similar to the proofs from §2, proceeding by shifting indices down for the first part, and inclusion-exclusion for the second. The final claim on N (+F r ) follows by noting this is the cardinality of (S r−1 , S r ].
We can similarly determine the average gap behavior.
Theorem 3.2. As n → ∞, the probability P (j) of a gap of length j in a far-difference decomposition of integers in (S n−1 , S n ] converges to geometric decay for j ≥ 4, with decay constant equal to the golden mean. Specifically, if a 1 = φ/ √ 5 (the Binet constant of the largest eigenvalue, φ = (1 + √ 5)/2), then P (j) = 0 if j ≤ 2 and
(3.6)
Proof. We first count gaps of length 3 in far-difference representations of integers in (S n−1 , S n ]. Let X i,i+3 (n) be the number of representations with a gap between of length 3 from F i to F i+3 (we may assume i + 3 < n − 4 and not worry about boundary effects, which are lower order). We note that since the gap length is 3, the sign of the F i term is the opposite of the sign of the F i+3 term. This gives us two cases. In the first case, we have +F i and −F i+3 in the decomposition, while in the second case we have −F i and +F i+3 . Thus there are N (+F i )N (−F 1 , +F n−(i+2) ) decompositions in case 1 and N (+F i )N (+F 1 , +F n−(i+2) ) decompositions in case 2. By Lemma 3.1 the sum of the number of legal decompositions in the two cases is
The proof for gaps of length 3 is completed by using N (+F j ) = S j − S j−1 , Binet's formula and the geometric series formula to show 8) and the fact that the number of summands Y (n) satisfies
(see [MW1] for a proof of this last result). We simply substitute these results into
10) simplify and then take the limit as n → ∞. The case of j ≥ 4 is easier, as now the ends' parities are independent of each other. The claim follows from a similar calculation.
Conclusion and Open Questions
In this work we studied the average gap distribution arising from special positive linear recurrence sequences. The techniques generalize immediately to any such sequence where each recursion coefficient c i is positive (though it is harder to get good asymptotic expansions as in §2.3); more involved formulas exist if this condition is not satisfied. It is straightforward to see there is geometric decay for gaps larger than the recurrence length; this is essentially due to the fact that the large separation makes the left and right parts independent. Using moment techniques, in the sequel paper [BILMT] these results are extended further. They associate a gap measure to each integer in the interval [G n , G n+1 ) and show that as n → ∞ almost surely each individual gap measure converges to the average gap measure. It is quite interesting that the gap problem is significantly easier than counting the number of summands; this is very different than similar problems in random matrix theory, where the eigenvalue densities of many structured ensembles are known, but not the gaps between adjacent eigenvalues (or, if known, these results are very recent and require significantly more machinery than is needed for the densities).
The combinatorial vantage here, which is an outgrowth of [KKMW, MW1] , is useful for a variety of other problems. Conditioning on the number of summands is useful in investigations of the longest gap in generalized Zeckendorf decompositions [BILMT] and the asymptotic average of the number of terms in the Ostrowski α-decomposition [BCCSW] ; one natural future project would be to study the distribution of gaps in the α-decomposition, as well as considering this and more general signed decompositions.
