This paper presents some experimental results on the realization of a parallel simulation of an Artificial Neural Network (ANN) on a Transputer based system. The ANN training method chosen is the BackPropagation algorithm and the parallelization technique utilized is the Processor Farm based on the partition of the training patterns between the available transputers.
INTRODUCTION
Implementing an ANN on a parallel processing system one can use either of the following techniques: (a) Parallelise the learning algorithm itself, (b) Distribute parts of the network over the available processors, (c) Distribute the learning information Transputers can be used to realise all types of parallelism, but since they are powerful enough, they are best suited in cases where medium to coarse grain parallel processing is used. Coarse grained parallelism is used here in order to distribute the training pattern set over the available transputers. This paper describes a parallel strategy for mapping ANN models as independent processes running on a Farm of processors which are controlled by a dedicated processor (controller). The strategy is based on the splitting-up of the patterns between the available transputers so that each transputer (trainee) is trained on a different part of the training set, while the controller keeps track of the global network state. The simulation was implemented, using each Transputer as an independent processor running the Back-Propagation learning algorithm.
The Processor Farm topology is shown in the following figure:
Controller Trainees
The Farm topology was chosen, since it realizes exactly the simulation concept of simultaneously running multiple copies of the learning algorithm. The simulation sets up a network of Transputers so that each Transputer can run an independent ANN algorithm under the control of another process which runs either on a separate Transputer (the Controller) or on a Transputer that already runs an ANN algorithm.
The Telmat transputer system that we used to implement the simulation consists of 24 20Mhz T800 transputers. Each transputer has 2MB of memory, and four 20Mbps communication links. The network is hosted by a Motorola 68040 Unix system. The software was developed in C under Helios, and
Component Distribution Language (CDL).
SIMULATION STRATEGY ON THE TRANSPUTER BASED SYSTEM
The simulation strategy is as follows:
Initially the Controller sends to each Transputer (the Trainee) information on: network architecture, initial weights and a part of the training pattern file.
Each Trainee processes every pattern presented to it (forward flow, back propagation and weight update), and then it returns the updated weights and the output error that it has computed to the The typical computation and communication timing of the T800 Transputer was used to evaluate the performance of both the conventional and parallel implementations.
EXPERIMENTAL PERFORMANCE MEASUREMENTS
We present some of the results on the training of three different functions:
i) The first function is f(x)=e x with values of x ranging from -7.5 to 7.5, incremented by 0.01. The pattern file contains 1500 training patterns. The learning rate (n) and the momentum (a) were kept constant (n=0.1, a=0.8). The ANN used, has one input, one hidden layer with 5 neurons, and 1 output. The network implemented has 1 input, 2 hidden layers with 10 and 5 neurons respectively, and 1 output.
The performance is shown in figure 2 .
iii) Functions z=(x 2 +y 2 ) 1/2 and è=arctan(y/x) were used, to transform the Cartesian co-ordinates x, y into Polar co-ordinates z, è. The pattern file contains 1600 patterns. The training parameters were kept constant (n=0.4, a=0.4). Figure 3 shows the performance of a parallel simulation with 2 inputs (x, y), 2 hidden layers with 10 neurons each, and 2 outputs (z, è). The implementation on one Transputer requires 324 iterations and 14194 seconds.
CONCLUSIONS
As shown in Figures, when using a number of processors to distribute the computational workload, the speed-up is considerably smaller than the theoretical speed-up calculated. This is because the number of iterations required, increases along with the number of Trainees involved. Therefore it is concluded that in general the training information cannot be effectively partitioned. 
