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INTRODUCTION 
The principle employed to obtain an image of a sub-surface defect by transient 
thermography is deceptively simple. A surface is heated by powerful flash lamps and 
subsequent thermal transients are recorded by an infrared camera. Defects cause 
perturbations in heat flow which are revealed by the camera. Whilst there is now a 
considerable body of practical experience of the application of the technique, there is rather 
less precise quantitative information about the image formation process that could lead to 
reliable defect sizing. In earlier papers [1,2] one of the authors considered circular air gap 
defects by treating them as buried uniformly heated disks. The thermal edge-effect occurring 
at the tip of a perfect crack-like defect was dealt with analytically by adapting the well 
established Wiener-Hopf [3] solution for the scattering of light or sound from the edge of a 
semi-infinite half-plane. The problem was solved in the frequency-domain, i.e. to obtain a 
thermal wave solution, and then a time-domain solution was obtained by a suitable 
transformation. The analysis showed an edge-effect amounting to a decay in temperature 
contrast over a distance of about a thermal diffusion length from the edge of the crack. A 
crucial feature of the edge-effect was the decay of thermal contrast to zero at the crack tip. 
This, and the edge-effect as a whole, is caused by the flow of heat around the crack tip from 
the hot upper surface of the crack to the cold under surface. The symmetry of this process 
ensures that there is no net flux increase for material in front of the crack tip. 
The extent of the edge-effect increases with time after the flash heating of the 
surface as heat flows laterally from the hot region over the crack surface to the adjacent 
cooler region beyond the crack tip. Consequently, the lateral extent of the excess 
temperature region on the crack surface decreases with time and the thermal image at the 
surface shrinks. The magnitude of the shrinkage can be large soon after the flash, 
introducing the danger of underestimating defect size, even when making use of video 
frames collected as soon as possible after the flash. It was shown to be possible to correct 
for shrinkage by extrapolating a time sequence of defect images back to zero time. This 
extrapolation will fail, however, for small defects or at long times where edge-effects at 
opposite sides of the defect overlap. The behaviour at longer times is outside of the scope 
Review of Progress in Quantitative Nondestructive Evaluation, Vol. 15 
Edited by D.O. Thompson and D.E. Chimenti, Plenum Press, New York, 1996 503 
of the Wiener-Hopf analysis. For this reason, and to check the analytical results, the same 
problem has been studied using fmite-difference modelling. 
FINITE DIFFERENCE MODELLING 
The numerical results presented here were calculated using a PC based finite 
difference model. The model was formulated in cylindrical polar co-ordinates, using the 
alternating direction implicit (ADI) [4] technique for the solution of the resulting finite 
difference equations. The modelled crack defects were circular, and parallel to the surface 
of the material in which they were embedded. The use of cylindrical polar co-ordinates (r,z, 
<1» allowed the problem to be reduced to 2 dimensions, assuming the thermal properties of 
the material to be isotropic and homogeneous. The symmetry of the problem about the Z 
axis eliminates the <I> dependence enabling solution by the modelling of only the (r,z) plane. 
The crack defect was modelled as a contact resistance between 2 layers of nodes, and was 
taken to have a value of 1.0 m2KJW (equivalent to an air gap 2.5cm thick). Such a high 
value of contact resistance is unrealistic, but was used to simulate what might be termed a 
'perfect crack' for comparison with the Wiener-Hopf solution. Convective heat losses have 
been neglected here for simplicity. All of the results presented here are for crack defects in 
mild steel, the thermal properties of which were taken to be: thermal conductivity k = 64 
W/mK, density p = 7850 kglm3, and specific heat capacity c = 580 J/kgK. The results are 
for Dirac-delta pulse heating of the samples; this was achieved by first calculating the 
thermal response of the sample to a step-on heating regime, and then differentiating the 
result with respect to time to evaluate the pulse heating solution. 
Figure 1 shows the normalised crack surface temperature profIles calculated at times 
0.1,0.3,0.5,0.7 and 0.9 seconds after the flash heating of a sample containing a crack of 
radius lOmm, at a depth of Imm. It can be seen that the temperature contrast on the crack 
surface falls almost to zero at the crack tip, as predicted by the Wiener-Hopf solution. At 
the shortest time, the profile is quite sharp, but softens with increasing time after the pulse. 
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Figure 1. Normalised temperature profiles on the surface of a 10mm radius crack at times 
0.1,0.3,0.5, and 0.9 seconds after pulse heating. 
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Figure 2. Normalised temperature proftles of the surface images of a lOmm radius crack in 
mild steel at times 0.1, 0.3, 0.5, 0.7 and 0.9 seconds after pulse heating. 
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Figure 3. The variation of FWHM with time of the surface images of a lOmm radius crack 
in mild steel at a depth of 1 mm. 
Figure 2 shows normalised temperature profiles of the surface images at the same times as 
those shown in Figure 1. The features are very similar to those of the crack surface proftles 
in that they are sharp at short times, and soften with increasing time. Figure 3 shows the 
variation of surface temperature profile FWHM (full width at half maximum contrast) with 
time for the first second after the heating pulse. The maximum temperature contrast over 
the crack occurs at approximately 0.53 seconds after the pulse, and is shown in the figure as 
a filled circle on the FWHM curve. It can be seen that if FWHM was taken as the measure 
of defect size, and was measured at the time of maximum contrast, an underestimate of 20% 
in the defect diameter would result. The reduction in the FWHM with time after the pulse 
is in agreement with that predicted by the analytical approach [1,2]. 
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Figure 4. The variation of FWHM with time for 5mm radius crack defects at depths 0.25, 
0.5. 1.0, 1.5 and 2.0mm. The filled circles on the curves indicate the time at which 
maximum surface contrast occured. 
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Figure 5. The variation of FWHM with time for 2, 4, 6, 8 and lOmm diameter defects all at 
depth of Imm. The filled circles on the curves indicate the time at which maximum surface 
contrast occurred. 
Figure 4 shows plots of the variation in FWHM for cracks of radius 5mm, at various 
depths below the surface. The depths considered were 0.25, 0.5, 1.0, 1.5 and 2.0mm. It is 
seen that the FWHM for a shallow crack reduces more rapidly with time than that for a 
deeper crack, making the sizing of defects very close to the surface a more difficult task 
than might be expected. Each FWHM curve has a ftlled circle marking the value of the 
FWHM at the time of maximum contrast. It is interesting to note that a measurement of the 
FWHM at the time of maximum contrast at all the depths would give almost the same value, 
approximately 8mm, a 20% underestimate in the true diameter of the crack. 
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Figure 5 shows plots of the FWHM for cracks of various diameters, all at a depth of 
lmm. The diameters considered were 2, 4, 6, 8 and lOmm. The lowest curve is for the 
2mm diameter crack, and shows a behaviour totally unexplained by the Wiener-Hopf 
solution. By the time of maximum contrast, once again shown in the figure by a filled 
circle, the FWHM has gone through a minimum, and is increasing. What has occurred is 
the edge effects from opposite sides of the crack have overlapped. This flattens and 
broadens the temperature contrast on the crack surface, which then causes a similar effect at 
the sample surface. All of the FWHM curves go through a minimum, but the time at which 
this occurs is dependent on the defect size, the larger defects reaching the minimum later. It 
seems in principle to be possible to use this time of minimum FWHM as a means of defect 
sizing, but in reality would be extremely difficult to measure. For small diameter cracks, the 
minimum is quite sharp, but occurs so soon after the heating pulse that there is very little 
surface temperature contrast over the crack at that time. For the larger defects, the 
minimum is shallow, and occurs after the contrast maximum. 
ARTIFICIAL NEURAL NETWORK "INTERPRETER" 
A modern alternative to classical data analysis methods is to employ an artificial 
neural network trained on mathematical modelling data generated to simulate an 
experiment. In the present case the required information about a defect can be summarised 
as being its true diameter and its depth beneath the surface. The experimental data that 
might be measured are the variation of defect image contrast with time and, from line 
profiles across the centres of defect images, the image FWHM variation with time. We 
believe that this experimental data can be reduced to five simple measurements that are 
sufficient to determine the characteristics of a defect. These five "measureables" are: 
l) the time image contrast reaches half its maximum value; 
2) the time image contrast falls to half its maximum value; 
3) image FWHM at half rise time; 
4) image FWHM at halffall time and 
5) the maximum relative contrast attained by image. 
These values were extracted from mathematical modelling data generated to cover a 
required range of defect sizes and depths. The defect sizes and depths employed are shown 
in Table 1. The five "measureables", or model predicted experimental values, for each 
combination of defect depth and diameter were used as neural network input training data 
and the corresponding values of defect depth and diameter were used as the outputs. The 
artificial neural network shown in Figure 6 was found to "train" efficiently on the modelling 
data. Conventional back-propagation was employed. 
The accuracy of the trained neural network was assessed by comparing its outputs in 
response to modelling input data that had not been used in training. Examples of network 
output are shown in Table 2. It can be seen from these results that the trained network 
provides estimates of defect depth and diameter that are generally in error by less than about 
7% and in most cases by less than 2%. These results indicate that the network has trained 
to provide an accurate representation of the mathematical modelling characteristics of the 
defect images. 
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Table 1. Defect characteristics for models used to generate neural network training data. 
diarn. depth (mm) diarn. depth (mm) diarn. depth (mm) 
(mm) (mm) (mm) 
2 0.25 6 0.25 10 0.25 
2 0.5 6 0.5 10 0.5 
2 1.0 6 1.0 10 1.0 
2 1.5 6 1.5 10 1.5 
2 2.0 6 2.0 10 2.0 
4 0.25 8 0.25 
4 0.5 8 0.5 
4 1.0 8 1.0 
4 1.5 8 1.5 
4 2.0 8 2.0 
Table 2. Examples of trained network output and errors in the interpretation of simulated 
input data. 
True diarn. True depth Net diarn. Net. depth Diam. error Depth error 
(mm) (mm) (mm) (mm) % % 
3 0.25 3.155 0.244 5.2 -2.2 
3 0.5 2.977 0.467 -0.75 -6.6 
3 1.0 2.811 0.979 -6.3 -2.1 
3 1.5 2.805 1.534 -6.5 2.3 
3 2.0 2.845 2.017 -6.5 0.8 
5 0.25 4.86 0.24 -2.9 -4.1 
5 0.5 4.97 0.5 -0.6 0 
5 1.0 4.95 1.0 -1.0 0 
5 1.5 4.87 1.5 -2.7 0 
5 2.0 4.77 2.0 -4.6 0 
9 0.25 9.15 0.22 1.65 -11.7 
9 0.5 9.16 0.51 1.8 3.0 
9 1.0 9.08 1.0 0.9 0 
9 1.5 9.06 1.52 0.7 1.3 
9 2.0 9.12 2.02 1.3 1.0 
CONCLUSIONS 
Finite difference modelling results reproduce the salient features of the edge-effects 
obtained previously using an analysis employing the Wiener-Hopf method. Details of 
defect image shrinkage are found to show a complex interactive dependence on defect size 
and depth. It has been shown that an artificial neural network trained on the modelling data 
could be used as an efficient means of obtaining true defect characteristics from 
experimental data. 
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Figure 6. Artificial neural network trained on modelling data. 
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