We present a detailed computation of the cyclic and the Hochschild homology and cohomology of generic and 3-Calabi-Yau homogeneous down-up algebras. This family was defined by Benkart and Roby in [3] in their study of differential posets. Our calculations are completely explicit, by making use of the Koszul bimodule resolution and arguments similar to those appearing in [11] .
Introduction
Motivated by the study of the algebra generated by the up and down operators in the theory of differential posets defined independently by R. Stanley in [16] and by S. Fomin in [9] , or of uniform posets defined by P. Terwilliger in [18] , G. Benkart and T. Roby introduced in [3] the notion of down-up algebras. They have been intensively studied in [2] , [4] , [6] , [14] , [20] among many other articles, and different kinds of generalizations have been defined [5] , [7] . Since the homological invariants of an algebra provide useful tools for its description as well as for its representations, many of their homological properties were studied and in particular, a quite convenient projective resolution of the regular bimodule of a down-up algebra was constructed by S. Chouhy and A. Solotar in [8] .
Let K be a fixed field of characteristic 0. Given parameters (α, β, γ) ∈ K 3 , the associated down-up algebra A(α, β, γ) is defined as the quotient of the free associative algebra K u, d by the ideal generated by the relations We shall sometimes denote a particular down-up algebra A(α, β, γ) just by A to simplify the notation.
As examples of down-up algebras, A(2, −1, 0) is isomorphic to the enveloping algebra of the Heisenberg-Lie algebra of dimension 3, and, for γ = 0, A(2, −1, γ) is isomorphic to the enveloping algebra of sl(2, K). Moreover, Benkart proved in [2] that any down-up algebra such that (α, β) = (0, 0) is isomorphic to one of Witten's 7-parameter deformations of U (sl(2, K)).
Any of these algebras has a PBW basis given by
Note that the down-up algebra A(α, β, γ) can be regarded as a Z-graded algebra where the degrees of u and d are respectively 1 and −1. We shall refer to this grading as special, and denote the special degree of an element a ∈ A by s-deg(a). In fact, A = n∈Z A n where A n is the K-vector space spanned by the set {u i (du) j d k |i − k = n}. It is known [6] that if A(α, β, γ) is isomorphic to A(α ′ , β ′ , γ ′ ), then both α + β and α ′ + β ′ are 1 or different from 1, both γ and γ ′ are 0 or different from 0.
( 1.3)
The down-up algebra A(α, β, γ) is isomorphic to A(α, β, 1) for all γ = 0. Furthermore, if K is algebraically closed, P. Carvalho and I. Musson showed in [6] that A(α, β, γ) is isomorphic to A(α ′ E. Kirkman, I. Musson and D. Passman proved in [13] that A(α, β, γ) is noetherian if and only it is a domain, which is tantamount to the fact that the subalgebra of A(α, β, γ) generated by ud and du is a polynomial algebra in two indeterminates, that in turn is equivalent to β = 0. Under either of the previous situations, A(α, β, γ) is Auslander regular and its global dimension is 3. On the other hand, it was proved by Cassidy and Shelton in [7] than, if K is algebraically closed, then the global dimension of A(α, β, γ) is always 3. Moreover, Benkart and Roby proved in [3] that the Gelfand-Kirillov dimension of a down-up algebra is 3, independently of the parameters. Since A(α, β, γ) is isomorphic to the opposite algebra, left and right dimensions coincide.
The centre of a down-up algebra has been computed in [14] and [20] , and the first Hochschild cohomology space of a localization of some families of down-up algebras with γ = 0 has been recently computed in [17] , but up to now there is no description of Hochschild homology and cohomology of down-up algebras available.
The main result of this article is the computation of the complete Hochschild homology and cohomology of two families of down-up algebras with γ = 0. Given α, β ∈ K, denote r 1 and r 2 the roots of the polynomial t 2 − αt − β. We define the following two cases. The methods we use are closely related to those used for the computation of the Hochschild and cyclic (co)homology of Yang-Mills algebras in [11] , and we think that they will lead to the computation of these invariants for the other cases as well, with more involved calculations. We are not studying here the case A(0, 0, 0) for which the resolution constructed by M. Bardzell in [1] is available. In Section 2 we introduce some notations and basic objects such as the projective resolution of A as A-bimodule. In case γ = 0, this is the Koszul resolution. We state the main results of the article in Theorem 2.1 and Theorem 2.2, and leave the proofs for the subsequent sections.
In Section 3 we compute Hochschild and cyclic homology. It is clear from the resolution that HH i (A) = 0 for all i ≥ 4. We provide explicit bases for HH 0 (A) and HH 3 (A) and we use a Hilbert series argument involving reduced cyclic homology and a theorem by K. Igusa in [12] to obtain the Hilbert series of HH 1 (A) and HH 2 (A).
Section 4 is devoted to the Hochschild cohomology. Since A(α, −1, 0) is 3-Calabi-Yau, we only study here algebras belonging to the family (F1). It is well known that their centre is K (see [14, 20] ). We give bases of HH 1 (A), HH 2 (A) and HH 3 (A). This may be particularly useful for the description of the corresponding deformations.
Main results
In this section we will introduce some elements of down-up algebras with the aim of stating the main results of the article, that will be proved in the sequel.
As stated previously, we will usually denote A(α, β, γ) simply by A. We mentioned in the introduction that this algebra can be regarded as a Z-graded algebra where the degrees of u and d are, 1 and −1, respectively. We shall refer to this grading as special. If γ is zero, the algebra A has another grading that we will call usual with u and d both in degree 1. We shall denote the usual degree of an element a ∈ A by deg(a). Notice that the homogeneous components with respect to the usual grading are finite dimensional K-vector spaces. For γ = 0, A is thus Z 2 -graded by bideg := (deg, s-deg). Let V be the K-vector space spanned by the set {d, u} and let T (V ) = ⊕ n≥0 V ⊗n be the tensor algebra of V over K. We will typically omit the tensor product symbols when writing an element of T (V ). Let R be the subspace of V ⊗3 spanned by the set {d 2 u, du 2 } and let Ω be the subspace of V ⊗4 spanned by the element d 2 u 2 . There is a short projective resolution of A as A-bimodule (see [8] ):
where the augmentation δ 0 : A ⊗ A → A is given by the multiplication map. The differentials are
3) and
Notice that for all i the map δ i is homogeneous for the special degree and the same holds for the usual degree when γ = 0. Moreover, the projective resolution (2.1) is minimal in the category of graded modules if γ = 0. We will denote the complex (2.1) by K. It is not hard to see that if β = 0, then there is an isomorphism Hom A e (K, A e ) ∼ = A σ ⊗ A K of complexes of A-bimodules, where A e = A ⊗ A op and σ is the automorphism determined by σ(u) = −β −1 u and σ(d) = −βd. As a consequence, noetherian down-up algebras are twisted 3-Calabi-Yau, and if β = −1 they are 3-Calabi-Yau. Moreover, the algebra A(α, β, γ) is 3-Calabi-Yau if and only if β = −1. See for example [15] and the references therein.
In the following theorem we summarize the results about Hochschild homology.
Theorem 2.1. Let A = A(α, β, 0) be a down-up algebra. Define
and for n ≥ 1,
.
• 
• If A belongs to the family (F2) and r 1 is not a root of unity, then the Hilbert series are as follows.
• If A belongs to (F2) and r 1 is a primitive n-th root of unity, then i) For n even and n ≥ 4,
ii) For n odd and n ≥ 3,
iii) For n = 2, that is r 1 = −1, the Hilbert series of the Hochschild homology spaces of A(2, −1, 0) are
iv) For n = 1, that is r 1 = 1, the Hilbert series of the Hochschild homology spaces of A(2, 1, 0) are
While proving this result we will also obtain the Hilbert series of the cyclic homology of A. Moreover, we give explicit bases of HH 0 (A) and HH 3 (A).
The computation of the Hilbert series of Hochschild cohomology spaces follows from the previous ones in the 3-Calabi-Yau case, that is, for the family (F2). However, we want to describe what happens for an algebra A in (F1). No formula involving cyclic homology and the respective Hilbert series is available in this context. So, we provide explicit basis for the Hochschild cohomology spaces in this case.
Theorem 2.2 (see Section 4 for the notation). Let A be a down-up algebra belonging to the family (F1). The Hilbert series of the Hochschild cohomology spaces are as follows.
ii) the classes of the elements D|d and U |u form a basis of
iii) the classes of the elements
, and iv) the classes of the elements {D 2 U 2 |w
From the previous results we remark that all Hochschild homology spaces are either infinite dimensional -with finite dimensional graded components-or zero. The situation differs for Hochschild cohomology of algebras belonging to the family (F1), in which case the centre is as small as possible, that is one dimensional, and the first cohomology space has dimension 2, containing just the two obvious derivations. The fact that the second and third cohomology spaces are infinite dimensional in all cases suggests that deformations of down-up algebras are quite complicated, but having explicit bases in case (F1) indicates that the deformation theory may be nonetheless tractable.
Hochschild and cyclic homology of down-up algebras
From now on we fix γ = 0, and let A = A(α, β, 0) be a down-up algebra with (α, β) different from (0, 0). In this section we assume that the field K contains both roots of the polynomial t 2 − αt − β and it is of characteristic zero. Denote by A(t, s) the Hilbert series of the bigraded algebra A. Consider K as a left A-module with the trivial action of d and u. By computing the Euler-Poincaré characteristic of the exact complex K ⊗ A K we obtain
The Hilbert series for the usual grading is obtained by setting s = 1 in the previous expression:
Next we describe a basis of A as a K-vector space that will be useful for the computations. Denote r 1 and r 2 the roots of the polynomial t 2 − αt − β. Since (α, β) = (0, 0) we may assume that r 1 is not zero. For l ∈ {1, 2} we define w l = βud + r l du. It is straightforward that
3)
The last expression only holds for r 1 = r 2 . We set φ −1 = 0. The following identities are easily proved by induction.
Lemma 3.1. For all k ≥ 0 the following equalities hold
For the proof of the following result we refer to [20] , Lemma 2.2.
Lemma 3.2.
Let l ∈ {1, 2} and suppose r l is not zero. The set
We denote HC • (A), HH • (A) and HH
• (A) the reduced cyclic homology, the reduced Hochschild homology and the reduced Hochschild cohomology of A. Notice that the reduced Hochschild homology and cohomology spaces differ from the non reduced groups only in (co)homological degree zero.
Tensoring the resolution K of A given by (2.1) by A over A e we obtain the following complex, whose homology is isomorphic to the Hochschild homology of A:
and
Since the characteristic of K is zero, a theorem by T. Goodwillie (see [10] , and the consequence indicated by M. Vigué-Poirrier in [19] ) tells us that, for all i ∈ N ≥0 there are short exact sequences of graded vector spaces
Since HH i (A) = 0 for all i ≥ 4, we deduce that HC i (A) = 0 for all i ≥ 3.
We recall that the the Euler-Poincaré characteristic of the reduced cyclic homology χ HC•(A) (t) of A is defined as
A result by K. Igusa (see [12] , Thm. 3.5, Equation (16)) -and proved by different methods in an unpublished work by C. Löfwall-tells us that it satisfies the identity
, where ϕ is the Euler's totient function. Using that d|n ϕ(d) = n for all n ∈ N, we compute
Hence, using Equation 3.2 we obtain
Putting this all together we get
The computation of HH 0 (A) and HH 3 (A) will thus provide us the dimensions of the graded components of the other spaces. • If n is even and different from 2,
, where j is any odd number.
• If n is odd and different from 1,
k with i, k ≥ 0 such that n ∤ i and n ∤ k, and iii) w j 1 , where j is odd and j ≤ n − 2.
with i, j, k ≥ 0.
• If n = 1,
Before we get to the proof of Proposition 3.3 we need some definitions and auxiliary results. Let a = u i w
Define f i−1,j+1,k = ad − da, and g i,j+1,k−1 = ua − au. Observe that Im(d 1 ) is equal to the vector space spanned by the set
Let us write t i = φ i /r 1 and
where we omit the second summand whenever L i,j = 0. In order to simplify notations, let L = L i,j . Notice that
and that it belongs to Im(d 1 ). On the other hand, define 
where elements with negative subindices are zero. If (i, j, k) belongs to Γ, then this element is equal to −ǫ i+1,j−1,k t i + µ i,j−1,k+1 t k . By hypothesis this is not zero. We deduce that j ≥ 1. If n|i − k, then t k = t i and the last expression is equal to (−ǫ i+1,j−1,k + µ i,j−1,k+1 )t i . Since this is not zero, we obtain t i = 0.
Let Γ 0 be the set formed by the elements (i, j, k) ∈ Γ such that
• n|i − k, and
Lemma 3.5. The set consisting of the classes in HH 0 (A) of the elements
Proof. Let Γ ′ ⊆ Γ 0 be a finite set and let λ γ ∈ K × , with γ ∈ Γ ′ , be such that
It is easy to check that f i,j,k = g i,j,k for all i ≥ 0, j ≥ 1 and k ≥ 0 such that n|i − k. Therefore, the subspace of Im(d 1 ) spanned by the homogeneous elements of special degree divisible by n is the K-span of the set Proof of Proposition 3.3. Using Equations (3.8) and (3.9) in order to obtain rewriting rules, it is clear that HH 0 (A) is generated by the classes of the elements u i w
For an algebra A in the family (F1), n = 0 and Γ is the set
for some λ k , µ i , ǫ j ∈ K. By Lemma 3.4 it follows that λ k = 0 = µ i for all i, k ≥ 1 and ǫ 0 = 0. Since A belongs to (F1), the element s m,j−m = 0 for all j ≥ 1 and 1 ≤ m ≤ j. This implies that (0, j, 0) ∈ Γ 0 for all j ≥ 1. By Lemma 3.5 we have that ǫ j = 0 for all j ≥ 1. As a consequence, the classes in HH 0 (A) of the elements of the set
form a basis and we obtain the first claim of Proposition 3.3. Let A be an algebra in the family (F2) such that r 1 is different from 1 and −1. In this case r 2 = r −1 1 and n is different from 1 and 2. Here Γ is the set of elements (i, j, k) ∈ N 3 0 satisfying any of the following properties.
1. n|j − i and n|j − k.
2. i = j = 0 and n ∤ k.
3. j = k = 0 and n ∤ i.
4. i = k = 0 and n ∤ j.
5. i = 0, n|j, n ∤ k and j ≥ 1.
6. k = 0, n|j, n ∤ i and j ≥ 1.
Let us see that the elements u i w j 1 d k with (i, j, k) of types 5 and 6 belong to Im(d 1 ). Let (i, j, k) be of type 5. We have w
We deduce that the element w 
. Thus, we can remove it from our set of generators. Using Lemmas 3.4 and 3.5 we deduce that the set of classes of elements u i w
is a basis of HH 0 (A). Now we describe the set Γ 1 . Let (i, j, k) be of type 1 with j ≥ 1 and
We have t i+l = 0 if and only if n|2(i + l + 1). On the other hand s i+m,j−m = 0 if and only if n|2m. In particular s i,j = 0. If n is odd, then there exists 0 ≤ l ≤ n − 1 such that n|2(i + l + 1), which implies L ≤ n − 2. Similarly, in case n is even, we obtain L ≤ n/2−2. In either case s m,j−m = 0 for all m = 1, . . . , L+1 and as a consequence u i w j 1 z k = z i,j,k . This implies (i, j, k) ∈ Γ 1 for all (i, j, k) of type 1. Suppose n is even. Let (0, j, 0) be of type 4. Since n ∤ j we have j ≥ 1. Let L = L 0,j . The element t l is zero if and only if n|2(l + 1). Therefore L = min{n/2 − 2, j − 1}. On the other hand s m,j−m is zero if and only if n|j − 2m. If j is odd, then this last condition is never satisfied and s m,j−m = 0 for all m, from where we deduce w j = z 0,j,0 and (0, j, 0) ∈ Γ 1 . Suppose j is even. If L = j − 1, then s m,j−m = 0 for m = j/2 and j/2 < L + 1, which implies w j = z 0,j,0 . If L = n/2 − 2, so there exists 1 ≤ m ≤ n/2 − 1 = L + 1 such that n/2 divides j/2 − m. This implies s m,j−m = 0 and w j = z 0,j,0 . We conclude that an element (0, j, 0) of type 4 belongs to Γ 1 if and only if it j is odd. We have proven the first part of the second claim of Proposition 3.3.
Suppose n is odd and let (0, j, 0) be of type 4. Set L = L 0,j . In this case t l = 0 if and only if n|l + 1. We deduce L = min{j − 1, n − 2}. On the other hand, s m,j−m = 0 if and only if n|j − 2m. Since 2 is invertible modulo n and n ∤ j, this condition is always satisfied for some 1 ≤ m ≤ n − 1. Therefore, if j ≥ n − 1, we obtain w j = z 0,j,0 and (0, j, 0) / ∈ Γ 1 . Suppose j ≤ n − 2. We have L = j − 1. The absolute value of j − 2m is positive and strictly less than n for all m = 1, . . . , j. Thus, if 1 ≤ m ≤ n − 1 is such that n|j − 2m, we get m ≥ j + 1. This implies
As a consequence w j = z 0,j,0 and (0, j, 0) ∈ Γ 1 . This proves the second part of the second claim Proposition 3.3.
The proof of the cases where n = 1 or n = 2 is similar.
We will now describe HH 3 (A). The result depends heavily on whether the algebra belongs to (F1) or to (F2). In the first case HH 3 (A) annihilates, while for (F2) the dimension is always infinite, for which the basis differs considerably in the root of unity case. Proposition 3.6. Let A = A(α, β, 0) be a down-up algebra.
If A belongs to (F1), then HH 3 (A) vanishes.

If A belongs to (F2), the Hochschild homology group HH 3 (A) has a basis formed by the classes of the elements of the set
• {w
is not a root of unity,
n|i − j and kl = 0} if r 1 is a primitive n-th root of unity with n ≥ 3,
Proof. Let v ∈ Ker d 3 . Since the differentials respect the bidegree, we may assume v is homogeneuos of bidegree (s, t). Let l = (s + t)/2. An element u i w j 1 d k homogeneous of bidegree (s, t) satisfies j = l − i ≥ 0 and k = i − t ≥ 0. As a consequence, we deduce l ≥ 0 and t ≤ l. Set
where c i vanishes either when i < 0, l − i < 0 or when i − t < 0. Using the formulas in Fact 3.1 we obtain the following equality. Suppose A belongs to (F1). The first equality implies that c a = µ a c a+1 , where µ a = βφ a−t (r 1 (1 + βr l−a 1 r a−t 2 )) −1 . Since c a = 0 for all a > l, we deduce c a = 0 for all a. As a consequence, HH 3 (A) = 0.
Suppose now that A belongs to (F2) and r 1 is not a root of unity. Using the fact that r 2 = r −1 1 , the equalities above are
If l is odd, the second equality and an argument similar to the case (F1) show that c a = 0 for all a, and so v = 0. Suppose l is even. We may use the second equation for a ranging from l to l/2 + 1 and the previous argument to deduce c a = 0 for a ∈ {l/2 + 1, · · · , l}. Replacing a = l/2 in the first equation we obtain c l/2 (1 − r t 1 ) = 0. If t = 0, then c l/2 = 0, and the first equation for values of a ranging from l/2 − 1 to 0 proves that c a = 0 for all a and therefore v = 0. If t = 0, then the same argument proves that there exists µ a ∈ k such that c a = µ a c l/2 for all a. Observe that in this case l is even and t = 0, which implies s = 4k for some k ∈ Z. As a consequence, the homogeneous component of bidegree (s, t) of Ker d 3 is trivial if (s, t) = (4k, 0) for some k ∈ Z, and in case (s, t) = (4k, 0), it is one dimensional. Using (3.3) it is easy to see that the element w Theorem 2.1 follows from Proposition 3.3, Proposition 3.6 and the identities in (3.7).
Hochschild cohomology
As we mentioned in Section 3, if A belongs to (F2), then it is 3-Calabi-Yau and the dimension of the Hochschild cohomology spaces can be deduced from Theorem 2.1, since HH i (A) is isomorphic to HH 3−i (A) [4] for all i ∈ {0, 1, 2, 3}. We use again the minimal resolution of A as A-bimodule to obtain the following complex whose homology is isomorphic to the Hochschild cohomology of A.
where V * is the dual space of V spanned by the basis {U, D}, and similarly for R *
and Ω * . The differentials are given by
where, for
Clearly HH i (A) = 0 for all i ≥ 4. From now on, assume that A belongs to (F1). Note that by defining bideg(U ) = (−1, −1) and bideg(D) = (1, −1) , the differentials of the complex (4.1) are of bidegree zero. We recall that HH 0 (A) is the center Z (A) of the algebra A. A = A(α, β, 0) be a down-up algebra of the family (F1) . The cohomology space
Proposition 4.1. Let
We shall prove the other inclusion. Let
where the sum is indexed over all integers i, j, k ∈ N ≥0 , the support is finite and c ijk ∈ K. Let us suppose that a ∈ Z (A), so in particular ua − au = 0. It suffices to prove that c ijk = 0 for all (i, j, k) ∈ N 3 ≥0 \ {(0, 0, 0)}. Using the identities (3.3) we get that
Since a ∈ Z (A), both two expressions vanish. By regarding the total coefficient of the monomial u i0+1 d k0 on the right hand side of (4.5) we get that c i0,0,k0 = 0 if k 0 = 0, since in this case (1 − r .
Note that the hypothesis of genericity implies that the denominator never vanishes. Iterating this identity we obtain that c ijk is proportional to c i+j,0,k+j , which vanishes if (i, j, k) = (0, 0, 0), and so c ijk = 0 for all (i, j, k) ∈ N 
The hypothesis of genericity implies that β+r 
By a repeated use of (4.6) and the remarks above, we conclude that u i w j 1 d k lies in S if i = k, and we also deduce that π(u i w
. By a similar argument using (4.7) we obtain that in case (i, j) ∈ {(1, 1), (2, 0)}, the element π(u i w
As a consequence, the set {π(w
On the other hand, (4.6) tells us that the element π(w 2 1 ) vanishes for (i, j, k) = (1, 1, 0). Let us see that the set {π(w
2 )} is linearly independent. Suppose there exist elements λ j ∈ K, with j ≥ 0, and a, a ′ ∈ A, such that
Let l ≥ 0. By looking at the homogeneous component of bidegree (2l, 0) in the equation above, we deduce that there exist ǫ k,j ∈ K such that
It is easy to see that these equations imply λ j = 0 for all j ≥ 0. We shall first prove the following intermediate result. 
Proof. Note that there is some redundancy in our description of S , since for example D|d belongs both to the first and to the third subset of the union. If a = u i w 
Proof. Let x be an element of (V * ⊗ A) given by a finite linear combination of the form
where we exclude the case (i Since the second coefficient of the previous expression is nonzero by the hypothesis of genericity, we see that the vanishing of ∆ 2 (x) implies that a i+1 is zero, which we will assume from now on. We shall now turn our attention to ∆ 1 (x), for x = c The hypothesis of genericity implies that all the coefficients appearing in both of the previous expressions are nonzero. We note however that ∆ 1 (D|u i−1 w) and ∆ 1 (D|u i d) are not linearly independent, and so x is a multiple of φ i−1 D|u i−1 w − r 1 (1 − r 
