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　　　　　Thecommunication between man and machine has become ａ very
important problem to be realized, as the use of computer flourishes
rapidly in these days.　This communication Is desirable to be performed
by human languages so that everyone can give instructions to the com-
puter.　But the mechanical processing of natural languages is very
difficult because　of their diversity or flexibility in syntactic and
semantic　structure.　Especially, mechanical･translation of natural
languages belonging to the different　language-families is one　of the
most difficult problems.　This topic, however, is ａ very Interesting
computer application to nonarithmetic problems, and a mechanical













hidden in ａ great number of data.　This problem may not be attained
completely in ａ short　time, but　the Increase in number of documents or ｔ
literatures needs rapid processing of them.　And now, the mechanical
processing of natural languages is in urgent　demand of the　time。
　　　　　Thisdoctoral thesis describes　the procedure of mechanical txansla-
tion which converts　the syntactic　structure of English into the syn-ﾀﾞ
tactic　structure　of Japanese.　It may not be said to be ａ real language
translation, if semantic　information is not　taken into consideration.
It　is difficult, however, to separate　clearly semantic　aspect　from
syntactic　aspect.　This paper does not aim at ａ completely automatic
high quality translation, but intends only machine-aided translation,
for the deep structure　of meanings is not known explicitely even to
human beings.　Even if it　is restricted to the syntactic　translation,
the problem is not　so easy in case of English-Japanese　translation。


























are supposed　to be phrase-structure.　０ｆ course, there are many struc-
tures which can not be treated by phrase-struc ture grammar.　But
several experiments ａｎｄ･theconsideration of verbal behaviour of human
beings will show that ａ large part of the　sentences (in scientific ．
papers) have such structure.
One of the characteristic　features of the　translation method described
in this paper is that　this method can treat both simple　sentences and
complex sentences without any distinction.　The computer program is
separated　from grammar so that　the main procedure　of program is to
１００ｋthe　list of grammatical rules.　This becomes possible because of
the hierarchy in phrase structure grammar which is introduced　in this
paper.　By this hierarchy the context-free style rules can play　the
same　role as context-sensitive rules play.　The hierarchy in phrase-
structure rules, however, depends on the analysis method (parsing-























(clusters).　The ordinary analysis of English syntax is begun at the
top of the　sentence, but　the method described in this paper begins at
the end of　the sentence, because English has right-recursive structure,
and Japanese has left-recursive structure.　As　for the classification
of part of　speech, it must be performed by CO nsidering the correspond-
ence between English and Japanese syntactic　structure.　Therefore, this
method is specialized to English-Japanese　translation, but if the number
of steps in procedure are taken into consideration,・this method is more
effective　than other universal methods which use common intermediate
languages between source-language and target-language。
　　　　　Anexperiment, which was carried out　　with　； 1+00 idioms, 8000
English words, 1000 phrase-structure-rules, and 1300 sample sentences.
may not be　enough to draw ａ hasty conclusion about　the　possibility of
English-Japanese mechanical translation even from the syntactic　point































adequate　for English and Japanese syntax, and　this method Is useful　for
syntactic　analysis and synthesis in natural language processing, if
only the determination of working　function of words in ｔｈｅ・sentenceis
performed correctly。
　　　　　Oneof the most　important　problems which must be studied yet Is
how ｔ０introduce semantic　information in connection with syntactic
information.　Someone may say, however, that it １Ｓan ”alchemy”１ｎ
modern times to try to treat　”semantics” by the digital computer which
１８thought to be ａ monster of abacus。
　　　　　TheJapanese sentences which are written in KANA in the　lower
part　of these pages are the results of mechanical translation cf”preface”
obtained by the method described in this doctoral thesis.　Several
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”In the beginning was the Word", says John at the beginning of
Gospel.　The ”Word"　in It ，ho■ｗｅｖer,may not mean human being's Ian-
guages which are uttered in vocal sound or written using several kinds
of alphabet, but it metaphorically represents the state of nature or
its image rej/fected in our brain. So he says ”the Word was Ｇｏｄ”。
　　　　　］：ｆit is possible to suppose that　there exists harmony and regu-
larity in the ”Word”, that is, in God or Nature, it is also possible
to believe that　there　exists harmony and regularity in bur human Ian-
guages.　Because human language originally grew to notify the existence
of some　objects in the natural world or ｔ０inform other people of the
structure or relation in the　natural world, and images in ｏｎｅ！ｓbrain.
This　is　the　fundamental nature of human communication。
　　　　　Humanlanguage ，however, would not show its graceful shape before
us, though it had not　less harmony and regularity than the language of
mathematics which transcribes　the structure of natural world very ele-
gantly.　Since olden times。many philosophers and linguists have been
trying to strip the veil　from human language, but to their disappoint-
ment　and, at the same time, to their great surprise, they have taken
off ａ surface veil only to　find ａ new veil had been ready under the
old one.　This characteristic, that is, the inability of complete grasp
of the natural shape, may be　an essential　feature of human language,
ａｎｄ:Lsvery misterious to us　human beings, for it was man himself who
constructed language。
　　　　　Modernscience and technology, however, are going to strip ａ１１
２veils by force without any mercy,　using the electronic computer which
even God did not make.　One of the approachｅｓ to this purpose is the
problem of "mechanical translation”(MT) of natural language, whichttp://wｗw..　　　
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　・　　　　　¶keeps step with the progress of･ digital computer and has a history of
two decades.　To　translate one language into another is very difficult
even for human beings, who have been learning languages　these fifty
thousand years, there fore it may be thought　to be impossible　for ａ
machine.　But　the recent progress in :linguistics, physiology, psycholo-
ｇｙ, 　ａｎｄ also electronic engineering, gives us ａ faint hope of the actu-
alization of mechanical translation.　］:t is true　that in mechanical
translation it is the machine which translates, but ａ machine by itself
can not do　anything, it working only when we give definite procedures
to it.　工ｎ　this sense, the mechanical translation depends ｏｎ･the lin-
guistic knowledge of human beings.　At present, however, we can not
say that mechanical translatio!1 1ｓ realizable, though, of course.
there iB no reason why it is impossible.　This is only because we can
not yet discover the harmony and regularity in languages, and not be-
cause the present　computer does not work well enough｡
　　　　　Nevertheless, if we think‘of the　fact　that many people who studied
mechanical translation early in its history gave up the idea of ”full
autor!latlc high quality translation” ， it is necessary to reconsider the
simple belief that　there exists harmony and regularity in any human
languages.　The　full automatic　translation may be Impossible, or it
may not be　of practical use, if possible, because of the cost or time
needed.　Even if it Is true, we must make ａ through study of the Etruc-
ture of natural languages to　find　the reason why ｡１t is impossible or
not practical.　There must be many hidden aspects of languages which









　　　　The problem the author raises here is whether 1t is possible to
　　　　　　　　　　　　　　　　　　r　・　　　　　　ぞ，　・transform the syntactic structure of one language into that of another
one only using syntactic information.　The answer to this Is negative
without any trials, but to know the degree of impossibility is very
interesting, and the author intends　to investigate what kind of infor-
mation other than syntax is effective or in what way we can make good
use of syntactic　Information.　Theｒｅｆore, here, a practical use of
mechanical translation Is not necessarily the sole object of this study･
　　　　　The author believes that human languages reflect the "mechanism of
human thinking in the bottom of the structure.　The mechanism of
･think-
ing is perhaps common to all　people of different nationalities.　If ｗｅ'
stand on that ground, there must lie some common　features at　the basis
of several languages which apparently look different.　From the meta-
physical point of view, it is natural to think like above.　There are.
however, some different‘points on the surface of human thinking･ and
natural language.　What is it, then ？　Persuing this different points
and looking　for the deep structure, we will be able　to know
｡little bｙ'
　　　　　●　　　　　　　　　　　　　　　●　　　　　　　　　　　　　　　　　　　・　●little the real structure.　Up to this time many philosophers, lin-
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●Kuists. psychologists, phlsiologlsts, and also ethnologists have stud-
19d various languages from many angles, and make several experiments
about　them, so that the hidden part of languages have
｡･partially been
brought to light.　And now, with the aid ｏｆ computers we can make new
steps　to analyze all parts of languages and to ask what 18 the essen-
tial　difference among them.
　　　　As the　first step‘, the author takes up the computer Analysis of
the syntactic aspects of English
and Japanese.　Concerning the syntax
of English or Russian, a １０t　of
papers have been already written by
４foreigners　in various manners.　Indo-European languages have nearly the
same syntactic　structures, and so even translation needs not so complex
algorism.　０ｎ the　other hand, concerning to Japanese which, at　first
glance, presents very different syntactic　structure (and also semantic
structure) from工ndo-European languages, it is not too much to say that
there are no more　than ten papers even in Japan, and　there are much
less papers which present explicitly　the grammatical rules by which　the
syntactic analysis and synthesis of both･English and Japanese can be
carried out　mechanically.　In this paper such grammatical rules are
listed and　explained。
　　　　　ThoughEnglish and Japanese have not linear correspondence　in
word order and one-to-one correspondence　in word itself, we can　find
in ａ sense　that　they have very similar syntactic　structure when seen
from ａ certain standpoint.　That is, when the result of immediate con-
stituent analysis is depicted in tree diagrams,- both trees of typical
sentences look like　the　same except　for some branches.　In　this case
the branches of ａ tree do not　intersect each other.　The　language
whose branches in structure　trees do not intersect １Ｓcalled ”phrase
structure　language”, and the　treatment of this １Ｓeasy even　for machines.
工ｔ１Ｓvery　doubtful, however, whether ａ１１languages in the world, ０『
at　least English and Japanese, have　tree structures　or not.　But it　１Ｓ
probably true　that　in the semantic　or concept　trees, if they can be
expressed in trees, the branches may not intersect, because otherwise
it is very　difficult　for us to conceive　the other elements squeeze
themselves　In the unity, in other words, we recognize the unity as ａ
whole and can not　divide it into some　blocks and put　the different
kind of wordsﾑ　into them like sandwich.　工ｆ it is reasonable　to think







human languages can be supposed to be ”phrase structure".　It may be
such phisiological or psychological characteristics of human recognl-
tion mechanism which make it　possible　to process natural languages
mechanically。
　　　　　Inthis paper it is supposed that English and Japanese have phrase
structure in syntax, and this　hypothesis is, the author believes, large-
１ｙverified by the experiment 。
　　　　　Now,in modern society, mechanical translation, as well as other
mechanical processing of natural languages, are coming to be not　only
an interesting problem, but also ａ necessary problem.　Because it is
true　that　by　the aid of electronic　computers human culture‘and civili-
zation can progress increasingly, if only every man can use computers
and communicate with them as in ordinary conversation using human Ian-
guages, though it is not necessarily an incorrect opinion to regard　the
computer only as ａ kind of abacus in the sense　that　it works only accord-
ing to the instructions provided by human beings.　It １Ｓ　indeed　true,
however, that　in arithmetic　calculation or bussiness calculation Includ-
ing its tabulation, such programming languages as FORTRAN, ALGOL, COBOL,
０ｒPL/1 are rather more convenient　than natural languages, and in the
processing of language-like data out of ａ special symbolic　system or
the simulation of ａ certain syste?，１ｔis also convenient　to use symbol
manipulating artificial languages, such as ＣＯＭ工Ｔ，Ｌ工SP,NOBOL, ER工ZA,
０ｒdVnamo etc ．　But if we can, not ｅχpress our questions in arithmetic
equations or extremely restricted symbol strings, for example, in the
case　of information retrieval such as document retrieval ０ｒ　factre-
trleval ０ｒcontent　analysis etc., we can not but ask question in natu-
ral languageヽｓ．　工ｎthis situation when asked in ａ natural language,
computers must be　fully equipped with various kinds of technique or
６algorithm to analyze　input sentences, retrieve　the desired information,‘
and answer　in ａ natural language.　There are, however, two kinds of
system.　In one system, the　computer works only as ａ transformer of
symbols, and interpretation of contents １Ｓdone by man.　In the other
system, the computer works both as ａ transformer and as an interpreter.
Mechanical　translation, though it １Ｓthe most difficult problem in natu-
ral language processing, may be　looked on as ａ transformer because both・
terminals　of the system are connected with men, and the machine only･ex-
changes the　input symbols into output symbols without, as it were, know-
ing what　these symbols represent.　０ｆcourse　transformation １Ｓnot so
simple ａ code inversion as in data transmission, but　itrequires as com-
plex algorithm as in the case of interpretation, though such content-
understanding is somewhat different　from that of the natural language
programming or information retrieval.　Nevertheless, the problem of me-
chanlcal translation involves all sorts of techniques contained in the
mechanical　processing of natural languages, such as construction of word
dictionary ，its effective use, structure analysis and synthesis technique.
０ｒediting etc．　Then, to study the problem of mechanical translation
plays ａ central role　in the mechanical language processing systems。
　　　　　Nowadayspeople are　interested to see what kind of jobs the elec-
tronic computer can not do.　They say that computers are inferior to
men in language processing, game-playing, pattern recognition, and
creative power including art-activity.　The evaluation of these subjects
ｅｘＣタｐｔ･^creativepow r depends on the　time required and the quality of
the results.　工ｆthere １Ｓnot time-limitation, even mechanical transla-
tion may not be so difficult in both syntax and semantics.‘Ｏｆ〉course,
１ｎsemantic　aspects,,the possibilities of interpretation become as









cases.　If the examples of possible usage are supposed to be stored,
though it may come to an ｅｎｏ心ｍｏｕｓamount of information, the-machine
will be able to research needed information, if given sufficient　time.
In such ａ system the mechanization of data-input　plays ａ central ｉヽole.
But　this system takes too much time to be practical and of interest.
Therefore, time-reducing technique is the main subject in computer
application to non-arithmetic　problems.
　　　　　English-Japanesetranslation methods which were presented up to
now have been experimented by using ａ rather small number of words or
rules, and they treated only　simple sentences, therefore, even if they
got good points for such samples, it does not guarantee their effective-
ness.　In this paper, the algorithm is tested in almost all real situ-
　　　　　　　　　　　　　　　　　　　　●ations, using complete sentences ramdomly selected　from several　fields,
and word dictionary containing 8000 English words.
　　　　　Chapter２ describes ａ short history of mechanical translation and
several problems which prevent this subjects. In chapter ３，somewhat
ideological contemplations on phrase structure ･１ｎnatural　languages
are given, though they are rather incomplete;　Also in chapter 3, the
criteria for classification of parts of speech, and priority of rewrit-
ing rules are described, and ａ list of ａ１１rewriting rules and explana-
tlontlon of some of them are　given.　Chapter ４ describes the structure
of each dictionary, and some　of examples are given In lists.　Chapter ５
１ｓconcerned with the algorithm of mechanical　translation, and a few
concrete examples which were　printed out by the computer itself are
given.　In chapter ６ the results of experiments are analyzed.
８Chapter ２
HISTORY AND PROBLEMS 工ＮMECHAN工CAL TRANSLAT工ON
２。１　　Historyand necessity of mechanical translation
　　　　　］:ｔ　１Ｓnot　so queer that　the idea of mechanical translation was
brought　up by ”decipher”．in the World War II, for the object of decipher
１ｓto translate　from an unknown sentence into ｔｈｅ･known one.　The modern
technique　of mechanical translation, however, is not similar to that　of
decipher at　all, which transforms some sequences of letters of the
alphabets or numerals into sequences of meaningful words by aid of ａ
statistical knowledge and ａ decision on the circumstances where　the
code was obtained。
　　　　　Inthe　early history of mechanical translation, say in 1946, A.D.
Booth and W, Wiever‘discussed, in the analogy of decipher, the applica-
bility of ａ digital computer ｔ０language　translation.　工ｎ it　the mean-
ing of the word ”translation" was only to substitute words in one　langu-
age　for the　corresponding words of another language, that is, word-for-
word translation.　Between Indo-European languages, even this word-for-
word translation might be use ful (though ｎｏｔｅｎｏｕｇｈ），ｂｕｔit was noticed
that　syntactic analysis is necessary even to substitute word　for word,
and mechanical translation･came to be studied from the　fundamental
linguistic　points of view, departing　from the analogy of decipher。
　　　　　There　wereａ few demonstrative experiments of mechanical transla-
tion on rather ａ small scale between English and Russian in the United
states of America and also １ｎRussia, in 1954 and 1955;　１ｎthose days
word-for-word translation were yet　the　leading idea, and the study was









cation and processing of conjugations, reduction and compression of
information in order for effective use of computer memory.　The method
of syntactic　analysis was considered　for only one language so that　it
was not ａ translation oriented method.　If the two languages belong to
the similar language　family, these monolingual analysis might even be
sufficient, but when we　treat different　languages　from different　farail-
ies, the relation between the analysis of the object　language and the
synthesis of the　target language must be considered.　That　is, the
analysis method of the object　language will depend on the structure of
the　target language・
　　　　　工七was not until Ｎ．･ChomBky published the idea of new type approach
　　　　　　　　　　　　　　　　　　　ゝ　　　　　●　　　　　　　　　　　　　１ｊto linguistics, that is, phrase structure grammar, that the fairly
systematic　treatment of natural language became possible. ･It was in
1957.　The emergency of phrase structure grammar brought not so much
the new analysis method as the new descriptive tool which consolidates
the　traditional analysis method　from ａ cognitive point of view.
　　　　　Butalmost all methods presented ８０　far,which treat natural
languages (mainly Indo-European languages), stand on the hypothesis
that　their object languages have ａ phrase structure grammar.　Several
famous analysis methods, such as Kuno-Oettinger゛Ｓ ”Predictive Analysis”，
Hays'”Dependency grammar”, Bar-Hillel's ”Categorial grammar”, and
Chomsky's ”Immediate Constituent analysis”， etc., are verified to be
equivalent each other inｌthe　sense　that they can ･be accepted by ”the
push　down store automaton” which was introduced by N. Chomsky.　The
method presented by p. Phodes which １Ｓbased on the lattice　theory
belongs to　the dependency-analysis method, and is no exception to the
phrase structure grammar.　Any：languages, however, can be looked on as
ａ phrase structure, if sufficiently large units of concept are　taken
1０
for units of grammar.　But we are not 単
Our interest　exists in the　fact that small units (which correspond to
”word”) can construct sentences by using comparatively　few numbers of
rule.　Phrase structure grammar, however, can not analyze all sentences,
１ｆ its units are restricted to elementary concept.　Then ａ transforma-
tion grammar is introduced to support phrase structure grammar｡．　But
the　transformation grammar･ is, as it were, a list　６ｆ irregular expres-
sion, and seems　to be not so intrinsic rules in natural languages,
since there is no necessary reason why such trans formation rules work
well, though the rules are use ful　from the practical point of view。
　　　　　工ｎthe course of the history, there were presented some ideas of
making an intermediate language between object and target languages to
facilitate　easy and effective translation.　Therむare, however, probab-
１ｙ no such　intermediate, laneuaees which human beings can understand
and also the machine can easily treat.　Such ａ system as symbolic　　｀
logic may partially be of use, but among the natural languages there
are no candidates.　Even if an artificial language which １Ｓ similar to
ａ’natural one, such as Esperanto ，１ｓ constructed, it may not be used
readily as ａ world language because　such ａ language can not largely
depart －from the existing languages。
　　　　　Though to create　quite ａ new artificial language may be　impossible.
there is ａ comparatively practical solution.　That ｉｓ，･since natural
languages have phrase一犬structure or immediate-constituent structure
in most (not but whole) parts ofヽthem, then the sentences which are to
Ｉ・　　■　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　㎜
be mechanically ・translated or processed have only to be　transformed
into wholly phrase-structure　from by human editing before mechanical
processing, or to be written in phrase-structure at　the beginning･








recently pre-editing and post-editing are coming to be ａ leading idea
１ｎplace of an intermediate artificial language.　As　for the concrete
examples of prfi- and post-edition, however, few papers describe　them.
In this paper some examples o f edition are shown in later sections｡
　　　　　Linguistic　problemshave　three aspects:　phonology, syntax, and
semantics･.　In'the so-called mechanical translation, phonology Is only
treated in connection with word Inflection, and not so much studied.
Semantics is the most important and involves so many difficult aspects
in human communication, and without　intensive study of it mechanical
translation will not be realized,- But our concept of meanings 1S too
vague　and too complex to grasp the underlying essential ｒｅ!ation,to
say nothing of processing by　the computer.　It is only since. about　1961
that　the study on semantics especially in relation to mechanical pro-
cessing are actively investigated, but　it　isapt　to diverse rather to
general semantics than to go　handin hand with syntax and mechanical
procedure, so　that the problems become more and more difficult, and
there are no promlssing systematic　treatment of meanings at present.
In this paper semantic　problems are not explicitly considered, but　In
connection with syntaχ several points are discussed in some sections｡
　　　　Generallyspeaking, the　present state of mechanical translation
can not be said to be progressive.　As　for Russian-English translation,
1t　１Ｓalmost near practical use with the aid of human pre- and post-
edition, but editing is too tedious and takes much cost and time even
in such translation between somewhat　similar languages｡
　　　　　Asregards English-Japanese translation, the　first paper appeared
in 1958 but it only treated simple sentences.　Since then, not more than
five　papers have been publis!led, and they only deal with very limited
sentences and are not aiming at practical use, though it is undeniable
1２
that　they gave an impetus? to the study of computer application to
natural language processing.　工ｎ Japan, to my great regret, mechanical
translation １Ｓpaid attention to only as an interesting application of
the　computer, and not studied by ａ large group trying ･to put it to ．
practical use in near future.
２．２　　Mechanical translation and Information Retrieval
　　　　　Ismechanical translation really needed?Ｉ･It is said　that the
translation of scientific　papers, titles of books, panphlets or abstract
papers are　in urgent demand.　Title　translation, however,・can be done
by use of the word dictionary without such ａ compleχ technique as
mechanical translation.　As　for scientific papers, not　to say literary
works, it‘seems to be impossible to translate them as well as human
beings do, especially between English and Japanese.　Then the remaining
possiりility is to translate abstracts only incompletely. (Completeness
can not be　hoped for forever).　Not that sentences ｉｎ･abstracts have ．
different　structures　from ordinary sentences‘and are less difficult,but
that abstracts are often used to know whether there 。１Ｓany need to read
through the whole-paper or not 。 Therefore,･its rule is to attract　the
reader's interest。so that ambiguity in syntax and semantics, if any,
will be allowed.　Then, the criteria for translation are loosened.
and even mechanical translation is of use in many cases。
　　　　　If,however, the aim of abstracts is to select　the primary docu・
ments, then the　infor再ation retrieval system will give an answer to







some words concerning h16 interest or request without reading abstracts
or selecting tｈｅ･original paper himself, the information retrieval
system will directly take out　the desired documents　to him.　In this
system, the key word index takes the place of abstracts, and plays
their part as secondary documents representing also semantic relations
in the original one.　Ａｓ。seen･ 1n　the above mentioned case, the complete-
ness of the information retrieval system will eliminate such human
activities as reading and understanding abstracts and to select primary
documents, and the desired literatures can be obtained directly.　And
the algorithm of comparing input words with the stored index is mainly
to consult　the word dictionary or thesaurus, and to analyze simple
semantic relations.
　　　　　As　long as these uses of abstracts are concerned, therefore,
mechanical translation is not necessarily an indispensable system, and
it remains only an interesting application of the computer.　But in
such　ａ country as America, where scientific　papers or official･documents
　　　　　　　　　　　●　　　　　　　　　　　　　　　　　・　　　　　　　　　　　　　　　¶１ｎ Russian or French must be processed ，1n haste, the computer-aided
　　　　　　　　　ふ■stranslation which needs post-editing and is slightly　faster than human
translat･ion １Ｓ now in practical use.･　These machine-aided translations
will　go with the tide　from this time　forth.
　　‘　　Although mechanical .translation can not　stand by itself as ａ ･com-
plete system･without any human aids, the relation between the computer
and human language will become probably closer and closer-･･from〉now on.
The operations of mechanical　translation Include all sorts of ｐかoblems
concerning natural language processing; therefore, the studies of them
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　，　　　　●　　　●Ilare fundamental to the general field of mechanical processing of natural
languages.　Perhaps the studies contribute also t0 linguistics, that is,
phonology ａｎｄ'syntax and semantics.　The true value of human languages,
14
however, may exist where ａ machine can not intervene, but the computer
can investigate ａ１０ｔof linguistic data which human beings can not
process, and discover the latent regularity especially in syntax and
phonology.　Recently computers are going to be applied to the study of
literature, such as author identification,　writing tendency of ａ certain
author, statistical analysis of literatures,ヽdeciphering of unknown
language, and so on.
２．３　　Problemsin mechanical translation
　　　　Itis　the problem of ”ambiguity”that people admit as ａ reason
why mechanical translation is difficult.　There are syntactic ambiguit-
ies and semantic ambiguities, and the close connection between these
two ambiguities makes the problem more and more complex･
’゛　　Asthe　first ambiguous case which belongs to the syntactic　one,
ａ problem of unique determination of parts of speech Is considered.
The word ”part　of speech" here does not necessarily mean the real　func-
tion of ａ word in the sentence, but only ｔｈｅトsymbolused as ａ clue　for
judging the function･ of the word. ヽＦｏｒりcample！ in the sentence ”They
are flying planes.”， the word "flying” may be used as an adjectival
word or as　ａprogressive　form.　They are determined by　the context　in
the sentence, the word '!flying” being recognized as the ing-form of
the verb "fly".　:In the above example　it is certainly determined by
its form.　０ｎ the　other hand, in the sentence "The information research
requests. ...■",the word "research” and "requests"　can not be definitely







limited syntactic　context alone.・１ｆ these parts of speech are　not de-
termlned, their functions can･not be determined, either, and so the
syntactic analysis will not proceed.　工ｎ such cases where one　word has
two parts ･of speech, １ｆthat　word １Ｓsituated　just before　or　just be-
hind ａ special word, the selection of adquate　symbols may be possible.
For ｅχample, in ”The request..,"･, the word "request”can be　determined
as ａ noun because ａ word just behind ａ determiner １Ｓlooked on as ａ
noun　rather than ａ verb.　Prepositions and auxiliary verbs, as well as
determiners, give ａ clue to settle, the parts- of speech of multifunction
words, if only　the words appear near such key words, otherwise　there is
no effective algorithm･to choose the correct one out of two possibilities,
noun　or verb.
　　　　　Onem thod is to try　for all possible combinations, but　the number
of trials increases exponentially as the number of multi-function worde
increases:　nevertheless they are not necessarily good solutions to
these.problems,　Human beings, however, generally can choose correct
ones by looking at　the wide range of sequences. ０ｆparts of speech,
without knowing explicitly　their‘meanings in many cases.　Fpr example,
１ｎthe next sentence, the part of speech ｏｆ｀”help”can be determined as
" Since it requires understanding of the content of the
　Ｃ２　Ｎ３
VT/N1　　　GT　　Ｐ２ Ｄ’ｒ　N1　P2 DT
　document It cannot be regulated ｔｏ･clerical help. "
　　N1　　　Ｎ３　　VA　　VL　ｌPT　　　TO　　AO　　VT/NI
1･a(noun)*. The criterion for this case may be compound of some　features:
(1J　there exists ａ word which １Ｓclearly ａ verb, (2)　it　comes　just be-
hind　an adjectival word and the adjectival word 1S preceded by ａ 皿ｅ－
position ･'ｔｏ･･,13; it appears at　the end of the sentence, etc.
善
Symbols for part of speech are explained in Table 3.'+.1.1
1n section 3.'t.l.
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I'he above example is rather ａ simple・one, but　in the next sequence of
parts of speech which corresponds to the sentence "the only words in that
　　　　　　　　　ｌｙｒ‘　Ｂ１　１１１　P1　″ｒＨ　N1　TH　VT　VL　ＲＩ!　VL・N1　C1　N1
　　　　　　　　-　-
request　that　needbe　considerd are malignance and stomach”，1t is not
-
so easy.　Those key words･ＩＪ‘Ttdeterminer;, Pl^Preposition幻, TH(thatJ,
Vi,(be-verb) etc. are not usefulﾌﾞ1n selecting one of the two symbols
foｒ･ the underlined words.　in this case, man･will count　the l!umber of
verbs and re!atlve　pronouns, and investigate the relation'between them.
or he ｗi!１ genera!;ｅ ａ sentence putting an appropriate word in each
position.コrhis process may differ　from case to case,丿and utilize the
　　　　　　　　　　●　　　・　　　　　　　　　　　　■･
semantic　information as tacit　consent, so that it　is very difficult
for the machine to perform. Then the　question is whether there is an
　　　　　　　･ｔ　　　　　　　　　　　●　　　　　・　　　　　　　　　　　　　　■　　　　　　．　　　■
effective method　to　infer the roles of words ｎｏｔ‘only　from determiners
or auxiliary verbs but also　from several words which are situated
before　or behind the ambiguous words, avoiding ･the case-by-case pro-
cedure.　For this purpose, it is probab!ｙ effective t0 use the connec-
tlon table　of parts of speech, which corresponds to digrams or tri-
grams in letter combinations.　That is, by using　fairly large samples,
we make such a frequency　table of symbol connections as shown in Table
6.2.2in section　6.2　and when ambiguous words appear, the most proba-
ble case is determined mechanically from the probabilistic　poiiit　of
view by investigating in the table　the possibilities of ａ certain
sequence including an ambiguous word.　But our human language‘s' may
perhaps not -obey the ，statistic rules.一一and so this method does not give
ａ complete　solution。though it is practical in some degree.
　　　　　　　　　.　　　　　　－　　　　　　　　　　　　　　　　　　　　●








word, its role　in the given sentence can not be determined.　It　is the
wide-range context which determines its real grammatical role　in the
sentence;　however, there are　many ambiguous cases which make the opera-
tion very difficult.　iiere　the word "ambiguous”１Ｓ used, in ａ broad
sense;　that １Ｓ,･　１ｎthe case of ”･ｉ‘heyare　flying planes”, the.word
”flying'' is certainly ambiguous because both adjectival and progressive
uses　are semanticaly possible, but　in the next sentence
　　　　　　　　　　　”工ｎtyping isolated words a columnar layout 。
　　　　　　　　　　　　　１８equally gatiafactory to ａ typist."
the word "isolated” works only as an adjectival word, but it　１Ｓdiffi-
cult　to determine by the restricted context whether the word ”isolated"
has an adjectival use;　even in such ａ case　the word "isolated･･１ｓ said
to be ambiguous from the syntactic　point　of view.
　　　　　it　isthe cases of prepositional phrases which appear most　frequent-
１ｙin an ambiguous way.　For　example, the next two sentences have





phrase (underlined part;　is used as an adjectival phrase。and in (2}
1t　is used as an adverbial phrase .　Therefore, it is Impossible to
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　丿decide whether it works as adjectival phrase or adverbial phrase,
simply by using the syntactic　information.　･rhe above difference
between (1) and (.2)　comes from the　ｆａct that human beings interpret
any sentence according to the association with the word meanings.　工ｆ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ｌ　　　　　ｉ　●　　　　　　●we le ｔ the computer perform this human-like processing, ａ large amount
of detailed information about concepts of words must be given to the
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computer.　It １Ｓ，･however, almost impossible to give machines ａ１１sorts
of information considering possible uses of various words.　Therefore,
１ｔmay be advisable to begin the semantic study in connection with such
syntactically ambiguous cases。
　　’　furthermore, difficult problems　for the machine arise　in the case
of inserted phrases or clauses.　The grammatical roles of such phrases
are determined by　the semantic relations rather than syntactic ones.
For example, in the next sentence, the phrase led by "together" is ａ
”Mew results are presented,　offering insight into
　　theperfor皿ance and optimization of linear and
　　adoptivedelta modulation, together with ａ com-
　　parlsonwith pulse code modulation.”
syntactically ambiguous case.　１ｎthe　following example, the phrase
!Ihls report describes the re8ult8 of ａ study of
Btatistioal delta皿odulatlon, a new method of
digital transmission of analog Information. "
１１ａnew..,.information"　１Ｓ in apposition to the　phrase　"the results...”。
but in the　next example which １Ｓof almost the same structure in syntax。
　　　　　　　"'J-'hisbook describes very intereatln^story, Jack. "
the noun phrase ”Jack", which corresponds to ”ａnew...。”,has no relation
to　"very interesting story”．　The latter example may not be exactly
analogous to　the　former one, but　there are many such cases。
　　　　　Atany rate, syntactic　information １Ｓnot powerful enough to de-
termine how ａ set of words relate to other words.　This　freedom of
syntactic structure is one reason why　ｔｈｅ･language can express Infinite-
１ｙmany affairs using only ａ finite number of symbols and rules.　０ｎ








deterministic manner, from processing natural languages more effectively。
　　　　　If,however, it　１Ｓthe characteristics of languages　that the struct-
ure can not be determined uniquely by　the syntaχ, then it　１Ｓperhaps
possible to translate them by　taking it　the other way round.‘rhat　is,
１ｎJapanese, all adjectival and adverbial phrases or clauses come before
the words　to be modified, so even if the roles of phrases differ　from
sentence　to sentence, the word order in both languages is　the same,
though particles which must be added　to the phrases are different
according to the roles of the　phrases.　For example, in the next　two
sentences, a prepositional phrase in　(a)　１Ｓadjectival, and　in　(h) it
I sav ａｆ１･owerin the vase.　watashl WEIkabin no naka no hana ｏ mlta. (a)
ｌ put ａ flower in the vase
-
watashl wa kabln no naka ni hana ｏ ireta. (t)
　　　　　　　　　　　　　　　　　　　　-
１ｓadverbial, and the only difference is their particles NO and NI.
Therefore, if the syntax in English can not be clearly analyzed, it　is
probably ａ good idea to insert ambiguous particles in Japanese so that
it　can be interpreted in two ways.　In the above case ａ particle Ｎ工(WO)
１ｓto　be　inserted.　１ｎ other words, it is to translate source　language
into　target language, preserving the ambiguity in the original text as
it　is.　This idea is analogous to code inversion in information trans-
mission.　but in complex sentences it becomes difficult even to preserve
ambiguity as it　ｉｓ；　namely,the translated sentence　includes more arabl-
guity　than the original sentence does because of the　intervention of
noise　information;　here by ”noise･‘１ｓmeant wrong word order exchange
and insertion of ambiguous particles.プrhese　facts make mechanical
translation more difficult.　Especially in ii,nglish-Japanese translation,
exchange of word orders brings about outrageous translation, so that　in
２０
some cases　post-editing becomes Impossible. ・For example, in the next
translation, the result １Ｓobtained by application of locally correct
rules, but　it　１Ｓalmost　impossible　to apply post-edition to this trans-
　　　　(English)　Anideal natural language infor皿ation syste皿would
　　　　　　　　　　　　　permitstorage of documents and their retrieval by
　　　　　　　　　　　　　normalhuman process, In such ａinanner that the
　　　　　　　　　　　　　usercould be unaware of the ｅχIstenceof the ope-
　　　　　　　　　　　　　rativecomputer system.
　　　　(Japanese)sono tukawu koto ｇａ.sono ＯＰ£KATIVEkonpyutaa soshlki
　　　　　　　　　　　　　noaono sonzal no siranal kotoga dekiru ｓｏｎ･oyona1no
　　　　　　　　　　　　　taidono n ka ni 1no rlsono sizenno gengo jyoho soshl
　　　　　　　　　　　　　kiwa syorui soslte hutuno nlngenno katei ni yotte
　　　　　　　　　　　　　kareranoensaku no chikusekl ｏ yurusu〕darowu.
lation without reference　to the original text.
　　　　　工ｔ　goeswithout saying that　semantic ambiguity １Ｓthe intrinsic
characteristic　of the natural languages.　Most　of the cases belong to
the selection problem ，０ｆmultivocal words.　This problem is difficult　･，
to be solved even in fientence-to-sentence translation.　For example ，
the meaning of the word "paper”１ｎ ?･The paper describes the　fact...
can not be　Judged whether It １Ｓ”newspaper”○ｒ ”thesis” by　this simple
sentence only.　Also in the　example "There are two principal tables in
the　logic　file.", the word "table･ｌ　meansａ ”list”, but not "deBk”, but
there １Ｓperhaps no algorithm to select ａ word which means "list".　⊥ｆ
there are several multivocal words in ａ sentence, to select"the appro-
priate　translation is very difficult, even if plenty of meaning-informa-









　　　　　よｎsemantics, as well as　in syntax, the criteria for selection of
words and rules must be changed　from case to case, and to　judge when
the process must be changed １Ｓａ very difficult problem.　The main
reason why mechanical translation １Ｓdifficult consists in this　flexi-
ble　character of natural languages.‘　As　for ａ human being, he communlca-
tes with each other not only by　the system of symbols but also through
the real world which the symbols represent：　therefore, slight Chanｅｅｓ
in word order or existence　of multi-meaning words do not prevent him
from　finding the correct situations。　剥ｅ must analyze and abstract the
relation hidden in the real world to make mechanical translation possi-
ble;　however, this is　tremendously difficult if not impossible。
　　　　ＩOne　of the promising ways　to the study of semantic ･problems is　ｔ’Ｏ
clarify the mechanism of analogical ･inference and metaphor, which １Ｓ
the　leading process in human recognition or perception activity (associa-
tion) ,　工ｔis also important　to study how the contents or meanings of
sentences ･can･be recognized。and how they are expressed in another
language by using another method than by the simple one-to-one corres-
pondence　for word and syntax.
２２
Chapter ３
PHRASE STRUCTURE AND ENGL工SH-JAPANESE TRANSLAT工ON
３．１　　Phrasestructure in natural languages
　　　　　Theconcept　of ”phrase structure”or ”immediate　constitutent struc-
ture”｀１Ｓthe characteristic　feature of natural language in syntax which
is the most　beautiful and plays ａ leading role in natural language・
This suggests that natural languages are generated and developed by
human beings and they reflect the physiological or biological aspect
of human recognition and perception.　Therefore, the study of language
gives an important　clue to make　clear the various human activities。
　　　　　Phrase　structure(PS)and immediate constituent　structure(ICS) are













connected Into larger units, and elements which are apart　from each
other do -not　formａ group ･directly.　The structure shown in Fig.3.1.2
１ｓnot ａ phrase structure.　Such ａ structure shown in Fig.3.1.1 １ｓ








tips of the branches are ”terminals”.　The　treestructure can be ex-
pressed by　the set　ofrewriting rules which have such　forms as below
(メ・９→ｙ
?
　　　　　　　　　　　　　Ｆｉｇ°３．１・３　　Rewritingrule and tree structure.
Where Cﾒ。Ｑ，ａｎｄざａｒｅnode symbols (ｏｒnon-terminal symbols) or terml。Ｌ
nal symbol.　This rule means that adjacent elements Cメand Ｑ are connect-
ed into
ｙ ．　These　sets
of rules are　equivalent　to the　tree expressions
where　no branches intersect　each other。
　　　　　‘rhoughICS and PS　treat　the same character of languages, ICS attach-
es great　importance　to analysis, and PS　to synthesis or generation.
That　is, in PS, the rewriting rule has the　inversely directed arrow




The　tree generated by PS grammar may cover all trees reduced　from natu-
ral sentences by 工cs grammar;　１ｎ other words, PS grammar generates too
many　trees which do not belong to the structures of natural languages。
　　　　　Now,is it　truly adequate to １００ｋupon the structure of ａ language
as PS　or ＩＣＳ？　The“discussion of several points　is given below.。
　　　　　Roughly speaking, languages can be　thought　to be kinds of ｔ･ools.
and in order to　communicate with each other in such languages of the
present　form 。１ｓnot　necessarily needed.　:[ｆ one wants to transmit　to
others the existence　of matter or object, he can attain　it by bringing
the object itself or its equivalent　be fore other people ，０ｒby bringing
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them to the place where　the matter exists.･’ｌｆ it １Ｓ difficult　to move
the materials, he can express them by pictures.　:It　１Ｓ shown in the
fact that ancient　communication was done by means of pictures on the
stone or wall, etc.　The object itself or stones with pictures drown
on them, however, can not be moved　freely in time and space, and also
they　take much space and time to express themselves.　Then, gestures,
which do not　take much space and time and might co-exist with picture
painting, came to be used Independently.　And １ｔ is probably　true that
vocal sound which acompanied gestures as ａ supplementary tool took the
place　ｏｆ･gestures. Voice･, how‘ever, goes down, as it were, one dimension-
al scale.　So it　is difficult to retain　fixed Images continuously。
unlike objects or pictures.　Then there appeared letters which represent
vocal sounds. Letters need two-dimensiona］。･space as pictures do, but
they consist　of combinations of ａ comparatively small number of symbols
whicli correspond to sound units, so an expression represented by letters
can be　looked upon as one-dimensional as a flow of thinking･　There fore,
the　sentence or sequence　of letters can be ｌthought to preserve its
relation to materials in three-d!mensional space or pictures in two-
dimensional space;　Then its structure ｃａｎ･not be　quite　free. That　is,
language reflects the nature of human recognition of real wo rid.　The
ability for recognition which is ascribed ’ｔｏphysiological structure
is common to all human beings and does not depend on race　or age.
Then there　must･ be something common to every language‘ which looks dif-
　　　　　　－　　　　　　　。　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●　　　　　　　　　・
ferent at　surface。
　　　　　First, there １Ｓ an undl｡vidable unit　for our recognition.　Though
this unit differs in size　for the object to which we pay attention.
disjoint materials or mixture of different kinds of material can not










nized as fundamental units.　The word "unit" or ”material" is not used
to mean chemical substance which consitutes the matter, but　it means
ａ functional role.　Second, the spacial distance and arrangement, or
functional relation of separate units are paid attention ｔ０．　Though
there coexist various kinds of phenomena and subjects In the real world.
only　some of events or objects in which we have interest rise to the
surface of our recognition.　This　fact １Ｓwell illustrated in the cock-
tail　party effect In hearing　or　figure-ground perception in Lebln's
experiment ．　The　psychological explanation of these phenomena can be
summarised into two　fundamental concepts：(1) contiguity, events or
matters which are situated near ’１ｎdistance ･or time &ｒｅrecognized as
intimate in relation to each　other, (2) analogy, e∇ents or matters
which are analogous in　figures, size, or function are recognized as
intimate in relation to each other.　The cause-result recognition
follows from the cont?.iguity　of their times of occurrence.　The Images
of materials or events in space perhaps are stored in our brain in two-
dimensional forms rather than in cubic　forms.・　Every thing １Ｓremember-
ed by abstracting its characteristic relation　from the view point of
each one's interest.　That Is, a certain subject which １Ｓpaid much
interest to is set　in the central position in the brain, and other re-
lated matters are arranged in plane around ｉｔ･１ｎthe positions determin-
ed by their relative distance (or psychological distance) from the cen-
tral one.　工ｎ this statement the word ”position” ○ｒｊ”distance”does
not　mean ａ physical one, but rather means ａ mental one.　They are con-
nected by the association mechanism.　To represent　this two-dimensional
relation or image by ａ one-dimensional　flow of letters, it １Ｓnecessary
to give ａ hierarchy to each part of the plane, because in ａ one-dimen-
sional expression two parts　can not be mentioned at　the same time：　one
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of them must be　expressed before others.　But the hierarchy in the
plane　figure is not definitely determined, and nor it is linearly
ordered.　Therefore, the word order in languages is not so intrinsic.
工f materials or concepts, A and B, are connected with each other in
space　or　functional role, then the　representatives of Ａ and Ｂ must be
situated also in intimate　positions and not separated apart when ex-
pressed in　ａlinear Ian guage ， though It may not　matter whether Ａ is
described before Ｂ or not.　It　is true that continuity remains continu-
ous when projected on to the　lower dimensional world.　Hereupon, the
psychological basis　that　工cs or PS can be ａ main character in human ．
language is ．still in existence.
　　　　　Forthe above reason, the author believes it　is not wrong on the
whole to　think that　human language has　］:csor PS.工ｔ　is said, however,
that all existing languages in the world ｄｏ･not necessarily have phrase
structure.　:I:ｔ may be　true as　for their present　forms.　But　from the
development　point　of view, in the early times when only vocal sound
were used as ａ language, it　might　have had phrase structure, and in the
next　stage　when letters were　used to represent　sound elements, its
structure was deformed little　by little into the present　form.　The
author supposes this change was brought about by the mechanism of human
memory.　That is, there are two kinds of memory, short-time memory
(primary memory) and !ong-tlme memory (secondary memory).　Languages in
the　form of vocal sounds are stored in primary memory in the　first
stage.　But　the capacity of primary memory １Ｓrather small and can hold
but only　for ａ short　time, so if the spoken. language has the crossed
branches in syntactic structure, the previously stored information will
be　thrusted out　before　the related phrase appears・　Therefore, that








that such ａ difficult structure survives as ａ human language.　０ｎ the
other hand, when it is written in letters, it remains　for ａ long time
as it　is before our eyes, since ａ sheet　of paper plays the same role
as long time memory does in the human brain.　Then, even if the sentence
is deformed, we can compare both　forms, and recognize　the deformed
sentence as deformed one　in relation to the original one.　Therefore,
we can accept　the written language smoothly even If it　is not PS, unlike
the　case　of the spoken language.　These deformed sentences, this　time,
are expressed in voice sounds, this spoken language may not have　phrase
structure, but it is accepted　because　the　listener can imagine　its
original form with the aid of　secondary memory.　By　the repeated　process
of this experience, transformed structure comes to generally accepted
because　of the adaptive ability of human beings.　There may be some
counter view which asserts that man can speak without knowing the writ-
ten language.　工ｔ　is true, but　in that case, the spoken language may
have nearly phrase structure.
　　　　　IfIt　is reasonable to　suppose that　the present　forms of written
languages were caused by the modifications in ａ long time, the ”trans-
formational graunmar" introduc ed by Ｎ．Chomsky can be said　to represent
the characteristic　feature　of human language activity, though trans-
formation rules themselves are rather ad hoc．　工ｔ　isad hoc because　the
trans formations which are applied to　the　phrase structure language may
not　be necessary ones, but are　only to give ａ strength or rhythm to
the sentence, or clue's　for descriminatlon.　Latin or other ancient
languages may not possess phrase structure at surface　structure, but
they　must have PS in their deep structure.
　　　　　Inany way, phrase structure １８ａ good model ０ｆnatural languages,
１ｆonly the structure of languａｇｅhas something to do with　the human
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recognition or perception mechanism。
　　　　　Asmentioned above, the author believes that human languages have
very regular rules in its basis which come　from their physiological
functions, and that English, as well as Japanese, has phrase　structure
in its very large parts.･　It　isnot necessarily easy to translate them
mechanically because both English and Japanese have their ｏｗｎ．･phrase
structure.　As in Fig.3.1.5, if ａ tree in one language differs　from
that of the other, then simple rule-by-rule translation can not be
applied.　These cases occur when units of recognition differ　from langu-
age to language, and 。one-to-onecorrespondence in their units does not
exist, even though the algorithm of recognition is the same　in both
languages.　Therefore, if such case occurs, it is Impossible　to trans-
）
　　　　　　　　　　　　　　　　　　　　　　　Fig.　3.1.5
late one sentence　into another preserving one to one correspondence in
words and　syntax.　But in the present　state, to try　far more　flexible
translation, concept to concept, is practically impossible because of
ｔｈｅ。defectsof our knowledge about our own !anguages.　Then this paper
will mainly be devoted to phrase ｓｔｉヽucture。andinvestigate to what









ｊ。２　　Syntactic　structure in English and Japanese
　　　　　Themanifest difference　between English and Japanese in syntactic
structure is word order and existence　of particles in Japanese,　It
may be Involved in the　fact　that the Japanese　language　is difficult　to
segment into word units, since KANA and KATAKANA and KANJI are used　In
mixture.　This character prevents Japanese　from being put　into　the com-
puter and processed in it.　But the problems of segmentation and alpha-
bet　system are not treated in this paper。
　　　　　First,as　for word order, it　is apparently very different between
English･and Japanese.　For example, in Fig.3,2.1, the word order in



















laiiyer with experience in such cases
を)よ胃　場合の蝕遊 を持飛岫千乖尚iと抑絶･/ﾐ
　　　　　　　　　　１　　　　　１０　　１１　　９　　８　　　　　７　　　５　　６　　４　３　　２
Pig･ 3.2:.I　Corresponding tree8 between English and Japanese atructu万re.
But their tree structures show very beautiful relation hidden in both
languages.　That is, except　for their subjective parts, both trees
have　very similar branches, and if one of them is put on another one,
3０
turning inside out, both trees coincide quite closely.　These trees
shown in Fig.3.2.1 represents the typical structures of English and
Japanese.　In the English tree　the right-side branches stretch up and
the most　extreme node　１Ｓ･embeded in the extreme right side part, so
that it　is called right-recursive　structure.　On the　other hand, in
ｔ恥Japanese tree the left-side branches extend upword, so that　it　１Ｓ
called left-recursive Ｓｔｉヽucture.　工ｎthe typical example むxcluding the
ｇＵ!）ｊｅｃｔ　parts,the right-most　part　in English corresponds to the　left
most part　in Japanese.　Then to analyze English in order to translate
ｉｔ’into Japanese, it　１Ｓ probably adequate or effective to begin pars一
工-ng　from the end of the sentence.　工ｎ the reverse case, from Japanese
to English, it may be good to begin　from the　top ‘of the　sentence.
　　　　　Locally speaking, however, word order in English is not　necessari-
　　　　　　　　　　　　　　　　　　　　　　　４　　　　　　■　　　　　　　　　■１ｙ reverse　to the Japanese ｏｎｅ・They differ in noun phrase and verb
phrase:　１ｎ noun phrase?, the words before　the main noun, such as de-
terminer or adjective　or adjectival words, modify　the main noun in such
a manner that if they are situated nearer to the main noun, they are
connected　earlier than the　farther words.　As　for the ｓｔｒ･ucture of
modification in noun phrase, it　is said that such structure as shown in
●　．　　　　　　　　　　●　　　　　　　　　　　　　　　　　　　　　　●　　ｙ　　　　・
Fig.5.2.2-a　１Ｓ not　adequate, but　all modifiers equally relate to the
main word as shown inFig.3.2.2-b,　But the　farther the modifier is apart













cept　of the modifier.　Therefore, such ａ modification structure as in Fig･
3.2.2-a may be thought　to be　an acceptable one.　As　for the right-
side modifier such as prepositional phrase or adiectival clause, they






　　　　　　　　　　　　　Ｆｉｇ･3.2･3 structure of noun cluster｡
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　sUe.In verb phrase, the priority mode between the left-and the right-side
phrase is changed.　That　is, the right-side words or phrases modify
the main verb before　the left-side　ones ｄ０．　But　the　principal rule
does　not change, that　is, the nearer･ they are　to the main verb, the
more　intimate they are　to　the main verb (Fig.･3.Z.k).　Usually left-side
modifiers in verb phrase are　adverbs, and　the right-side modifiers are




Ｆｉｇ･３．２･４　Struoture of verb cluster
3２
Ａ few concrete examples are shown in Fig.3.2.5
Noun cluster;







　　　　　　　　Ｆｉｇ･　5.2.5　Concretexamples ０ｆnoun cluster and verb clu8ter･
The discussion mentioned above　treats English structure alone.　But
the same modification principle　can be applied to Japanese noun phrase
and verb phrase・　．工ｎJapanese, however, the　direction of modification
is one-way.‘　that　is. left　to right (oでup to down), and its principle
is that　the word nearest　to.the main word １Ｓ connected most intimately
to it quite in the same way as In English (Fig.3.2.6).
･1)5の　･Ｃの　嵐に　眠=,‘ひに　徊)を　執ヽ准されるぶ竹lひし
　　　　　　　　　　　　　Ｆｉｇ･　3.2.6　Typicalstructure of Japanese.
工ｔ　Isvery interesting that the order of modification in both languages


















beautiful, f.!２！er (in the vase)
word　order １Ｓdifferent in both languages.　i'hat is, as shown in Fig.
3.2.7, if we put the numoer on each word according to the order in
which the word modifies 哺ｅ main word, then the corresponding word or






encyu ni) (ino hon) 0 yomu
５








　　　　　　　　Ｆｉｇ･　５．２･７　Modificationorder in English and Japanese･
‘i'his　fact　isnot　trivial,ヽbecause modification order is ，independently
determined in each language by using, only syntactic　information.　This,
however, does not mean that English speaking people read
■sentences　for-
ward and backward because the word order is different　from the modifica-
tion order in English。
　　　　　Thedifferヽence‘between Jiinglishand Japanese in word order suggests
that　there are some differences in transforming tree or　from two-di-
menslohal relation to ｏｎｅこdimensional･expression.　However, the　fact
that　the corresponding words have the same modificat･ion numbers tells




clause describes are the same In both
languages.　This Is analogously illus-
trated in Fig.3.2.8. That is, the
images of Ａ〉andＢ projected　onto the
X-axis and the y-axls are different
in order, but　the original relation
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１ｎ two-dimensional plane　１Ｓ unique.
　　　　　Thoughword order １Ｓ different ｉｎや0th languages, it may be said
to be ａ common　feature in syntax that ａ verb and its object phrase are
situated adjacent　to each other in English and Japanese.　This　fact
has no relation to mechanical ‘translation.　But if we look on the verb
as an operator in mathematical　formulae ， then English and Japanese
structure can be expressed like Ａ＼＋Ｂ and Ａ Ｂ 年．　The　former type is
the normal expression　form, and the latter looks like ａ polish notation
which is convenient　to be treated by the computerヽ．　Then Japanese may
become ａ computer-oriented 1ε!nguage, if it １Ｓ well symbolized.
　　　　　Now,the second point　of difference between English ａｒ!ｄJapanese
１Ｓ that in English the role　of the word １Ｓ determined by its position
in the sentence, but　ｉｎ’･Japanese　the　functional role １Ｓ characterized
by the particle, JYOS:I. - Therefore, in Japanese, word ･order is not so
ｓｔＺヽict,and　if only JYOSI's are predicted　from the English structure,
the word with adequate particles may be arranged almost arbitrarily　so
that mechanical translation becomes easier.　工ｆ both languages have
rigid struc tiire, then rule-by-rule　translation may be of no use because
such　　occasslon　mentioned　　later in section ３．１will occur.　Japanese,
however,　１ｓ very flexible ，１ｎａ certain sense, so it is fairly possible
to ｃｏりform to English.　But it　is the question whether or not JYOSI・ｓ
　　　　　　　　　１　　・　　　　・　　　　　　　　．　　　　　　　　　　　　　　　　・
are correctly predicted by the English syntax; and how long ａ sequence
of words is　needed for this. Generally speaking, the number of branches
coming into　the node is usually two in immediate analysis, and about
９９percent　of the sentences in English are
said to be made.up･of two-branch nodes.
Also in Japanese it is possible to parse









of JYOSI is somewhat　different　from ordinary cases　from the grammatical
point of view.　This　two-branch analysis, however, is only effective　to
analyze one language as it　is, and it is not enough when target　langu-
age structure must be predicted by　the analysis of the source　language,
as in the case ･of mechanical translation.　For example, a phrase ”the
book which 工read" is translated into ”(WATASH工WA ＹＯＮＤＡ）ＨＯＮ”by two-
the　book　which　ｌ　read
(ｴ wa (read) (the) (book)
　　　　　　　　Ｆｉｇ･3.2.10　Two-branch analysis.
branch analysis, because the embeded clause ”工read” predict JYOSI
”ＷＡ”in Japanese as in ”WATASHI WA YONDA”．　But correct Japanese must
be ”(WATASH工GA　YONDA）ＨＯＮ”.　The subject in ａ relative clause usual-
　　　　　　　　-
1ｙ takes GA, and WA is used　for ａ subject in the main clause.　Then,
for the above example, the tree　looks as in Fig.3.2.11.
the　book　which　工　read
　　　　　　　　　　　　　　　　　　　　　（I）　ga　　(read)‘(the)(book)
　　　　　　　　　　Ｆｉｇ･5.2.11　Correct analysis by ■uree-branchrule.
This　analysis tree may not be　able to be called ａｇｒａmmatical one
from　the English syntactic　point of view.　This is ａ Japanese-language-









　　　　　　　　　　　　　　　Pig.5.2.12　A transformation in Japanese tree.
The idea of mapping １Ｓ introduced to ･rescue the weak points of context-
free grammar;　then it １Ｓ not　necessary if context-sensitive ｇｒａmmar １Ｓ
introduced. Context-sensitive rules, however, are somewhat　troublesome
　　　　　　　　　　　　　　　　　　　　　　　　　　｜　　　　　　　　　　　　　　　　　　　●　　　　　　　　　　・㎜ ４ ● ｌ ● ●●
，Ｉ　　　　　　　　　．　　ｌ
to apply to the machine, so it　is desirable to reduce them to context-
　　Ｉ　　　　　　　　　　　　　　　　　　●　　　　　　　　丿　　　　　－●　　，－　　　　　　　　１
　　。　　　　　　　　・　　　　　　　　　ｒ　　　　　　　　　　　　　　　　　　ゝ　　　　　　　　　－　　ｌfree　forms.　This can be achieved by.considering a somewhat　long Ｓｅ‘
　Ｉ　　　　　　　　　　　　　　　　　　　　　　　　　　　　・　　１
quence of words as ａ left‘ side　of rewriting rules, that is, three (o『
more』- branch analysis.　For example, co ntext-sensitive rules (a), (b)









:Ｆｉｇ･3.2.1う（ａ）･and (b) lB equivalent to (a)' and (b)
(汀
(げ
In general, phrase-structure grammar does not restrict the number of
　　　　　　　　　　　　　　　　¶　　　　　　　　　　　　　　　．　　　　　　　　　　　　　　　　　　　ｌ
symbols in　the right hand of ａ rewriting rule. but to construct ･ａ tree
having two-branches at every node, two-symbol ru les (n=2) must be Intro-
c大.→?f･し41゛‥‥9，
duceii in context-sensitive　form.　If ａ node is allowed to have more
than three　branches, context-free rules can substitute　for conteχｔ－
sensitive xules.　At　any rate it is necessary to take into consldara-‘









　　　　　Insummary, English and Japanese have, in its most　parts, phrase
structure, and both structures correspond to each other very well １ｎ





　　　　　　　Pig.3.2.14　Sohe皿atiostructure of English and Japanese.
Fig.5.2.14.　１ｔis easily understood that English structure １Ｓright-
recursive, and Japanese is ･left-recursive　from the analogy of calcula-
tion of polyominals.　To calculate an EngllsH-type polynominal, it　Is
necessary to begin at .theright part, that　is, the most deeply embeded
position.　And ｉｆ･itis arranged in Its calculation order, the result
is ａ Japanese-type polynominal.　Therefore。ｉｎ･English-Japanese　transla-
tion　it　is　advisable　tobegin analysis of Ｅｒｉ:glishat the right most
part　toward the　left　part,･unlikethe ordinary English structure analy-
sis, left　to right.
３。３　　Hierarchy in rewriting rules^
　　　　　　工ｎthe previous section 3.2, it　is shown that　there　is the　order
　　　　　　　　　　　　　　　　　　･■　　　　　　　　　　　　　　　　　　　　　　　　●of modification in noun phrase and' verb phrase. here more detailed in-
vestigation will be given to　each rule in syntax.
　　抒　Mostof the symbols　for parts of speech used in this section
are　listed in Table 3.4.1.1 (section 3.4.1）.　other symbols will
be easily understood by the　analogy of the、llsted-ones.
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　　　　First,in ａ tree of Fig.5.3.1, the rewriting rule　ＡＢ→Ｆ　is
applied before　ＦＣ→Ｈ　．　In this case we call　ＡＢ→Ｆ　ｉｓ卜igher in
hierarchy than ＦＣ→Ｈ　。or node Ｆ Is
of higher rank than Ｂ.　That　is, node
　　　　　　・　　　.　●4　　　　　　.
ｘ is said to be in higher rank than node
　　　　　　●　　　■　　　　　　■　　■■y below it，・1f there are branches which
connect χ.･tｏ ｙ without passing root一一




compared in rank, and ･said to be　the same rank.　In Fig.3.3.1, nodes
Ｆ and G, or H and G are　the ｓａ!nerank.
　　　　Hereしthesimple sentences which have typical structures are taken
up to investigate hierarchies・ ミ　エｎFig.3.3.2, such ａ sentence is shown,












ｉ：ｌｇ･３・５．２　Elementary hierarchies １１１rewring rules.
If the hierarchies are ignored, the example shown in Fig.3.5.3 is ana-
･lyzed in ゛ wrong way,　because　there are Nl PA-> N4　and　N4' PA→N4　，
and analysis is begun at the end of the sentence,　Nl ＰＡ→Ｎ４　　１ｓ
applied before　DT Nl→N/f'ﾀ　then it　is ａｓ芦hown in Fig.3.3.5・ ・工ｆthe
hierarchies　indicated in Fig.3.3.2 are considered,　DT Nl→Nif' is・











　　　　　　　　Ｆｉｇ･３・３・３　Ａwrong analysis by ignoring hierarchies.
These　hierarchyies, however, depend on the direction of analysis, that
is, left-to-right　or right-to-left　parsing.　For example, by　the right
to left　analysis the sentence　”She　has books in her hand”１ｓ correctly
analyzed without any hierarchy, but in the　left　to right analysis,・the




　　　　　　　　　Ｆｉｇ･　3・3･4　Animcoinplete tree by left-to-right parsing･，
｢rhe reason why rewriting rules must be classified into several･ hierarch-
ies 1S that in ordinary sentences nouns ｗ‘ithor without determiners or
adjectives are modified ･by prepositional phrases, ０ｒverbs appear with-
out　　their objects.　then　　there must be prepared ｓｕｃ･hrules as
Nl ＰＡ→Ｎ４
VT Nl-> VE
N４ PA-* N/f'　DT N1り恥Ｉ　　AI ＮＩ→Nl　　Nl VＴ-＞ＳＳ
Nl ＶＥ→ss
4０
ｅｔＣ・,and that　these rules･１　１ｆapplied in the Ｓ３°ｅhierarchy, lead to
the wrong result　in case of N.V ＤＮ１"VT DT Nl PI DT Nl regardless of







　　　　　　　　Fig.　31･31･5<　Inoo万ｍ万pleteanalysis by 'ignoring hierarchies.
　　　　　　　　　　　　　　　　　　よ　　　　　　　　　　●〃Then at　least five hierarchies mentioned above are needed.　］:ｆ these
hierarchies are taken into consideration, the direction ｏｆ parsing ｆｏ,『
simple sentences is　free, but　right-to-left analysis is preferable In
reducing the number of procedures　for parsing.
　　　　　Inthe previous example (Fig.3.3.5), such rules as　Nl ＰＡ→m ,
　　Ｎ４°ＰＡ→･Ｎ４　, VT Ｎ１ラＶＥ　Ｉ　Nl ＶＴラ ss ｇ　Nl ＶＥ→ss　ｅｔｃ・タare
put into the same class and given the same hierarchy, so that they
interact on each, other.　But there are several rules which do not inter-
act on each other.　工ｆ the parsing direction, right ･to left, is taken
into consideration, then it ’may be possible ･to reduce the number of
hierarchies.　Then, as the　first step, all rules are divided into two
classes 80　that each class does not include any intersecting rules.





















They　are (工) and (I工）．　Ineach class all rules have　the same hierarchy.
but the rules in class (工) are in ａ higher hierarchy　than those of
class (工工）．　１ｎthis classification all simple sentences can be analyz-
ed correctly by right-to-left　parsing.　” DT　Nl　VT　Nl PI　Ｄ「ｒ　Ｎ１　･･
(D N V N P D N), for example ， takes the form as In Fig.3.3.fi, where the
wave-line branch shows that　class (工I) rules are applied.　In class {工），
Fig･ 3･3.６　Analysis U8ing (I) and (II)
there are typical case rules, and in class (II) somewhat irregular
type　rules.　To put class (I) rules in ａ higher hierarchy than class
（工I) makes context-free style rule　ｋｌ工) equivalent　to ａ context-sensitive
one, because the　context　for rule (工工）１Ｓinvestigated　by　the rule (工）
which is applied to it before them。
　　　　When only simple sentences are concerned, it　is enough to divide
them into class (工）･and (工工), as mentioned above.　But to translate
also　compleχ sentences, as well as simple sentences, some　further
consideration １Ｓ needed.　If simply we add　１１１ＳＳ→RS　, Nit' ＲＳ→Ｎ４　，
and　VT Ｎ４－。VE　to class (I), and　Nl ＲＳ-ﾗＮ４　to class (II), then





This result is not　correct.『rhat　is because　the raain part　of this
sentence is ａ standard　form, and is analyzed only by using class (I)
rules, but　the right　part　of the relative pronoun, (DNVN), belongs to
the irregular sentence, so it is left　unanalysed.　This　fact, however,
depends on　the　ａｌｇorithmof applying rule (工) and (II).　To tell the
truth, the　rule must　be applied at　first　to the simple　sentence embeded
in the right most　part ， and then the same processing must be applied
recursively to the result of the previous procedure.　But generally.
１ｔ　１Ｓvery　difficult to　find out ａ simple sentence in ａ somewhat complex
structure.　For example ，１ｎ”／:Ｅwill show you /some results/ obtained
by the digital computer ", there are　several possibilities to cut.
Further, if there are inserted phrases or clauses, as in ”工will show
you, here, some results obtained by　the digital CO mputer”， then verb
phrase beginning with ”obtained” may be　looked　on as predicate of ”some
results”。
　　　　　Thenclassification of rules Is slightly changed, as shown ｉｎＤ:）゛
















al phrase, and class (II)'　Includes verb-type rules and sentence-form
rules.　By applying the class (I)'　rule　first,a noun modified　from
the left　side (determiner, adjective) becomes noun phrase before it is
connected to ａ verb, so such ａ case as shown in Fig,3.3.5 does not







（工) and (I工) become as follows;
１
43
　　　　　Asillustrated above, it　is only necessary to classify all rules
into two groups, (工)･ and (:［工］',though in　the above class (工■)'and
(II)' only necessary rules are illustrated.　This is because riRht-to-
left　parsing is pre-supposed.　The ｍむaning of ”right-to-left　parsing”，
however, must be described.　In　the above　parsing, in the　first step,
ａ limited length string (substring) of parts of speech In　the given
sentence　is taken up in　turn beginning at　the end part of the whole
string, and each time it　１Ｓ compared　to the rule　in class (工)' and
processed if necessary, and in　the second step, class (工工)' rules are
used　In the same way.　Therefore each rule　１ｎ class (:［］'or (工Ｉ）゛‘１ｓ
in the same hierarchy.　工ｆ one rule is picked up from class (工)' or
（工I)' and compared to every substring and processed according to　the
rule, it　is equivalent　ｔ;ｏ the　case of the totally ordered　rules.　The.
totally ordered rules･ are effective but it takes increasingly more
time　to analyze as the number of rules increase.　In this paper it　is
one of the ain!ｓ to reduce ･processing time, so the total order system
１Ｓ not adopted。
　　　　　Theabove discussions are based on the hypothesis that English
structure　is right-recursive, but in ac tual situations. there often
appear not simply right-recursive sentences.　For example, in the sentence
　　　　　　"In皿゛”万ｙcases　［difficulties which appeared to arize fro皿
　　　　　　　　semanticor syntactic problem］　were十rather easily cured
　　　　　　　　byslight modification in structure.”
仙the subject part bracketed by [; 3 , which contains ａ clause in it.
appear before the predicate.　Ｓ０ １ｆthe
parsing １Ｓcarried out　from right to
left in one way, the　predicate　of the
main sentence is apt　to be parsed with





tival clause in the　subject　parts before　the subject part　is correctly
parsed (Fig.3.3.8).　As　for the　solution of these cases, it　is one
method　to　modify slightly　the original sentence　itself, just as ex-
plained in the above sample sentence, or another is to divide class 。
　（工Ｉ）゛　rulesinto two more parts, (I工）゛１and (iD'p.　giving (11)']^







As for modification, it　is simple ｔ０insert ａ comma between subject
part and predicate part as ａ barier , in the above case between
”problem”and ”v/ere”。
　　　　Tosum up the discussion in this section, first, if in rule-by-
rule translation scanning one direction is always adopted, then re-
writing rules in context-free　form must be classified into several
hierarchies.・Second, the hierarchy of rules depends on the scanning
direction, right　ｔ０left　or left to right,　Third, through possession
of ａ proper hierarchy, context-free rules　function ａｓ･１ｆthey were
context一台ensitive。








which constitute the rules.　For example. １ｎＤＴ’Ｎ１→N4' two symbols
Nland Nif'are used to represent necked　noun and modified noun.　But
when　Ｎ１・ PA 一封１４　and　DT. Ｎ１→Nl　are separated, symbol Ｎ４１゛ｓ unneces-
ｓａｒｖ．　Therefore, to introduce new symbols is equivalent　to classifying
rules into smaller classes, that is, to increase the number of hierarch-
ies.　工ncrease　in kinds of ｓｙmbols, however, leads to the　increase　in
the number of rules.　０ｎ the contrary, decrease in kinds of symbols
makes it difficult　to analyze English and to predict Japanese structure.
So it　is ａ very important　problem to choose appropriate symbols so
that　they represent　our grammatical concept as well as possible and
characterize both English and Japanese.
３．４　　Classificationof parts of speech
　　　　　inthe case of human translation one not necessarily needs gram-
matical knowledge about parts　of speech, but has only to know the
meanings of words and　functions of ａ comparatively small number of
words.　This １Ｓbecause he knows the real objects which the words
signify, and relations between words　inａ sentence can be recognized
through the actual relation among objects themselves;　therefore, such
information as noun, verb, or adjective, etc. are not necessary　for
him.　０ｎthe　other hand, when we are　to decipher ａ cryptogram or to
read　unknown languages, we can not get concrete images　from the words
in it, then some Information　substituting for meanings １Ｓneeded.　The
part　of speech plays its role.　工ｎEnglish-Japanese mechanical transla-
tion,　the part of speech gives ａ clue　of finding the departure point
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in syntax between the source and the target　languages, by which it Is
possible　to exchange word orders and insert adequate JYOS工(Particle)
in the　target　language.　For this purpose, traditional classification
of parts of speech, as in descriptive　linguistics which is human-orient-
ed grammar and treat　only･ one　language　independently, is not useful.
Also such ａ classification method as C.C. Fries', where　frame sentences
determine　the word class as ａ set　of words which can occupy　the same
position in the　frame sentence, may lead superficially to the same re-
suit as will be explained in this paper, but　it　is not applicable to
mechanical　translation in its　fundamental philosophy, especially in
the case of treating such languages　from different,language-families.
Even the parts of speech of the source　language must be classified by
taking into consideration the structure　of the target　language.　The
term ”part　of speech”, however, is used in this paper as having an
equivalent　meanings with an Identification symbol, and not used as ａ
traditional concept。
　　　　　The　fundamental attitude　for word classification is illustrated by
ａ few examples。
　　　　　工ｎthe　next　two sentences (1) and (2), phrases led by ”ｔｏ”work
differently　in syntactic　structure, and so the Japanese word　for ”ｔｏ”
also differs in Japanese.
(1) I go to school.-
（2）　ｌ eat to live.
　　　　　　　　　-
wataahl wa gakko　旦　iku.
watashi va ikiru　tamenl ta'beru.
It １Ｓonly determined by　the context in what way the word”ｔｏ”works.
Therefore, it must be distinguished from ordinary prepositional words,








　　　　　工ｎ　thenext　phrases, the　adjectival words ”interestin;;” and !'use-
ｆｕ１”play the same role ｉｎ’the sense　that both words occupy the same
（３）？ｈ１●１ｓan interesting 'book. （５）゜This book is interesting･
(4) This １ｓ an useful book. (4)' This book Is useful.
-
kago no naka no ringo
position in the sentence.　Therefore ”interesting”and ”useful”nay be
put　into the same class according to the ordinary classification.　The
corresponding Japanese　for above ｅχamples, however, are different, as
below.
(３)Ｊ　ｋ°１｀ｅ゛゛゜ ゛゜shir゜!hon de aru.　(３リ　kono ｈｏｎ･waomoshlro!･
(４)Ｊ　kore wa yuekina hon de aru.　　　(4)Ｊ　kono hon wa yueki_ do ａｒｕ・
The points of difference are concerned with the Inserted particles.
That　Is, the word "interesting”requires the same particle　”－Ｉ”１ｎ
both cases (3) and (3)';　on the other hand, the-word "useful"　requires
　　　　　　　　　　ｄ　　　　・　　　　　　　　　　　　　　　　　　　　　　　　・ｊdifferent particles ”-ＤＥ” and ｎ　-ＮＡ”because.of its contextual dif-
ferences.　工ｆ both words are　given the same symbol, they can not be
translated correctly because　there １Ｓ no clue　to distinguish between
them　from the syntax.　Therefore, they must be separated　form the
Japanese　translation's point　of view。
　　　　　Inthe other examples (5) and (6) below, If ”１ｎ”and ”ｏｆ”have
the　translation ”NO NAKA" and　”ＮＯ”,example (6) needs no particles for
(5) an apple in the 1)aBket




耶preparational phrase in Japanese.　If "of･　１ｓgiven the　same　symbol.
then the translation (6) becomes ”watasl no no yuujin”・
Therefore, prepositions ”１ｎ”and”ｏｆ”must be　put into different classes
from each other。
　　　　　Asshown above by ａ　fewｅχamples, word classification must be
performed by considering the correspondence　in word order between both
languages, the necessity of particle　insertion, the inflection of appro-
priate words In translation, and also the　syntactic　character of English
itself.。
　　　　　Urst,English words are divided into two categories, that　is,
form class　and　function class.　Form class includes most of so-called
nouns, verbs.　adjectives, and adverbs.　This class is almost　the same
as the ordinary　form class.　Ａ word which is named as verb, however.
does not　necessarily construct the predicate;　１ｔ may be of adiectival
use or even of noun ｕｓむ　in　thegiven context.　The word ”context” means
ａ sequence　of some symbols.　The part　of speech (or word class or
symbol) is　used to give special　features to contexts, connects words
and phrases and makes it　easier to translate English into Japanese・
The　other words which are not　in　the　form class belong to the　function
class.　Ａ word which has the possibility of working both as ａ　form-class
word and as ａ function-class word, is given ａ special symbol and put
into the　function class.　In the　form class, each word can belong to
at most　two sub-classes.　The detailed explanations are given below.
3.4.1　　Form class









class, adjective class, verb class, and adverb class.　The criteria
for sub-classification　follows the common usage.
　　　　　Noun　：　Nl
　　　　　Thenoun class has no sub-class, because　there is no special
structual difference to distinguish ａｍｏりｇabstract　nouns, concrete
nouns, and material nouns.　Pronouns, however, belong to the　function
class.　As for proper nouns, it　is convenient, if possible, to dls-
tinguish them from the other nouns, but in the present system input
texts are typed, using only capital letters without putting any special
marks to proper nouns, so it　can･not be distinguished automatically.
Singular nouns and plural nouns can be　inlarge part　recognized by
their inflection endings automatically, but such distinction is almost
of no use because the　number of ａ noun is not explicitly represented
１ｎJapanese syntax, and also because the case of concordance of noun
and verb in number is in most cases redundant.･And when it is not
redundant as in the case where the antecedent　ofａ relative pronoun Is
situated apart, it is too complex to　treat by rule-by-rule　translation.
Nevertheless, sometimes the　plural form is useful in　finding the end
point of ａ noun phrase;　for example,
　　　　■　　１･　工ｎ　many　cases　dlfficultiea　which　‥..　”
PI　　AO　　N1 N1 R1 ●●●●
１ｎthe above example, if plural information is considered, then its
structure can be　looked on as ”　in (many cases)　difficulties which
　　　”,because the plural-form noun usually does not modify the word
behind it.　０ｎthe contrary, if plural information is ignored, then
the structure ６ｆthe above case becomes ｎ　in (many cases difficulties)
which　　”,because ｔ!le”noun + noun = noun”pattern often appears.
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　　　　　Todistinguish numerals or signs　from ordinary nouns (Nl) is use-
ful in case　of date expressions or equations in mathematics.　Because
such sentences as shown below which have different structures In mean-
ing are　looked on as if they were　the same in syntactic　structure ，１ｆ
there is no distinction between nouns and numerals.
It　happens　in　August　28, 1967・
Ｎ５　　Ｖ工　　　PI　　　N1　　　N1, N1
ｌ　will give you some money,　Jack.
Ｎ４　VA　　Ｖ工) N4　　A0　N1　，・　N1
Numerals, however, are used in many ways other than in date expression.
and so it　１Ｓdifficult　to　judgewhether they represent dates or not ．
This problem １Ｓraised by　the co-existence　of scientific　texts and
rather conversational texts.　工ｆthe latter texts are　ignored, then it
is possible　to treat　date expressions or equations without　further
classification of noun classes.
　　　Adjective　：(AI, AN, AO)
　　　　　Adjectives are class!･fied into　three sub-classes according to
their endings or conjugation suffixes when they are translated into
Japanese.　That is, class AI contains such words as require particle


















like words, and in that case their conjugations differ　from those of
adjectival use.　Therefore, it　is not ａ good way to store In the dictior･-
ary their equivalents in Japanese with inflection particles.　The stem
forms which are registered in　the word dictionary and their conjugated


















Ａ１　i;)yo　　　　　　　He Is abnormal.　　　kare wa ijyo de aru.
Ａ１１　roisyoteki　　He １８ not a'bn°・゜｀１・kare wa; ijyo de aranu・




1t １８ final. sore ≪a saigo de aru.
It is not final.　　sore ●ａ aaigo de aranu;
AO　mu8onshitsu　　a final notice 1no aalgono tsukoku
Such particles as nl”，”ＮＡ”，”NO",and "DE" are instructed by rewriting
rules｡
　　　　　The　comparativeor superlative degree (RA) of class AI, if it is
distinguished by different symbols from the positive degree, makes
translation into Japanese more delicate. But　from the syntactical
stand point, they are not necessarily effective because　they do not
differ from ordinary adjectives in word order both in English and
Japanese,
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　　　　　Verbs　　VI,VT, VD, GI, GT, GD, PI, PT, PD
　　　　　Exceptsome verbs which belong to the　function-class･verbs are
classified　into three　sub-classes which correspond, on the whole, to
intransitive verb, transitive verb, and dative verb. ，工ｎthe　ordinary
grammar it　is said that　transitive verbs　take objects, and intransitive
verbs take　complements, and dative verbs take double objects;　however,
the distinction between objects and complements depend・on the meanings
of the words.　Here, verbs are classified according to the　particles
in Japanese which the verbs require, when an English sentence in which
nouns or their equivalents are situated　just behind the verbs is trans-
lated into Japanese.　That is, as shown below,
He accepts the opinion.
　　　　Ｖ｢『
He becomes ａ chief.
　　　　VI
He gives her ａ flowers.
　　　　ＶＩ』
kare ●ａ 8ono Iken　ｏ　ukeireru.　　　　　　　　　　　　－
kare wa 1no syunin　ni naru.
　　　　　　　　　　　　-
kare wa kanojyo　ｎ!　1no hana ｏ　ataeru.
－
When ａ sentence which has ”‥．Ｖ･Ｎ!Ｎ２･゛’１ｓ translated into Japanese,
１ｆ the verb requires particle ｎＯ”,then the verb is named VT, and if
１ｔ requires ”ＮＩ”,then it Is named VI, and if it　is translated as
”Ｎ１＝Ｎ２ヲＶ”　　○ｒ　　”N1?N2 = Vり　　, then it is named VD.　There ａｒｅ。
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　・however, several English words which can not belong to any class by
this criteria:　for example, those words which always appear solitarヽ１１ｙ
without any noun-like word, or such ａ word as ”seem” which requires
somewhat different particles.　These words are put into class VI.　The
syntactic　priority-order is given to these　three ･classes.　That 18,
the　first　order is given to VD, the next　to VT, and the　last to ｖ工．







class, the word is classified　into the highest priority class｡
　　　　J:;achclass Ｖ工, VT, or VD is （!ivided into three sub-classes accord-
ing to the coniugational　forms of English words.　They are the present
form (VI, VT, VD), past (participle) form (PI, PT, PD), and ing-form
（Ｇ工, GT, GD).　The past participle　form can not be distinguished　from
the past　form only by using morphological information except　in case of
some irregular verbs, so they can not but have the same symbol.　But
their roles in the sentence can be distinguished by the context in most
cases.　For example, 1n the sequence of symbols　”Ｎ４ PH 叩Ｍ Ｎ１”
the word named PT Is used as ａ past participle because ａ word （ＶＨ）
just before It belongs to the ”have-class" and　PH PT. construct ａ
past　perfect expression.　About　the more complex cases such as　　”N4
VT DT Nl PT Ｐ２ Nl"(he wants ａ result obtained by computer)　　, they
will be explained in the next　section｡
　　　　It ｍａｙ‘seem to be unnecessary to distinguish transitive verbs
from dative verbs because their function can be determined by the con-
text.　　In fact, if a verb appears in the context　ｖ N4 N4　, this vrord
1S probably ａ dative verb, and if it appears in, V Ｎ４　, then it may
be ａ transitive verb.　But sometimes there may appear such cases as
shown below where the　first noun NU is the true object but the second
noun N42 1ｓａsubject　for the　following parts*　therefore, it ’lｓnot
reliable to judge such ａ verb as dative　from the mere sequence of parts
　　　　　　’‘　　t‥.･･・‥･Ｖ!r　N41　）‘（142　V？‥‥‥‥　）
of speech.　If dative verbs are separated　from transitive verbs, the
syntactic Information is increased and so the parsing becomes more
probable even in such ambiguous cases.
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TABLE 3.4.1.1　Classification of English words
Symbol　　　Mnemonic name Example
Form class
　Ｎ１　．．‥　Noun　 book, books, air, 25, Jack, Monday, etc.





‥‥‥‥　profitable, stupid, traditional, etc.
‥‥‥‥　native, normal, passive, sensory.･ｅｔｃ‘．
RA　．‥．　"comparative　... best, better, larger, biggest, etc.
Ｂ１　....Adverb　 mainly, however, now, then, thus, etc.
VD　．‥･.Dative verb　‥‥‥　give, makes, etc.








●●●● ｎ　Ing-form　 giving, making, etc.
・‥．･Intransitive verb..go, coincide, obey, etc.
●●●●
●●●●
|･　past-form　。... went, gone, lived, etc.
ｎ　ing-form　。‥‥　going, occuring.Γunning, attending, etc.
.... Transitive verb　.. avoid, compute, hurt, kills, love, etc.
●●●●
●●●●
１･　past-form ....　invited, taught, thought, supposed, etc.
ｌ･　ing-form・．‥‥　speaking,reading, reducing, etc.
Function class
　ＤＴ‘‥・, Determiner　....... a, an, the, my, their, each, such, etc・
　DY　．‥． １１　　　　‥‥‥．　every, etc.
　Ｎ３・・・. Pronoun　 it, this, these, those
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●　　　　・NU Noun ．．．．．．．．．．．．．工, he, me, us.　she, etc.
















and, or, but, nor









TABLE 3.if.ia　Classification of English words, (continued)
Symbol　　　Mnemonic name Example
Function class (continued)
　VA　....Auxillally verb　.... will, shall, can, may, must, etc.
　ＰＵ･‥．．　ｎ　past-form　would, should, could, might, etc.
























．‥．Ｂｅ verb　‥‥‥‥‥‥　be. Is, am, are
●●●●
●●●●


















































　　　　　There　Isno sub-classification of adverbs in the present system.
But there are some words which are difficult to classify as adverbs.
because they are used ･both as adverbial and noun like-words.　For
example, in the ｓｅ血tence ”ｌdo not go to school every Sunday.”, the
phrase ”every Sunday”１ｓ used as adverbial.　Then, is the word ”Sunday”
an adverb?　The answer must be ”ｙｅｓ”inthis case　from the semantical
point of view.　But in the next sentence ”Sunday is ａ‘public holiday”，
the same word ”Sunday” １ｓ clearly used as ａ noun.　Where does this dif-
ference come　from?　It　is difficult ｌtu answer such ａ question only
from the syntactic　stand point. One of the explanations may be as ’
follows.　There may exist adverbial noiins which have meanings concerning
time or place, and if they are modified by such words as ”every”，
”later", etc., they work as adverbs.　otherwise, they function as nouns.
Therefore, If such words as "every" and ”later” are given ａ special
symbol" which represents only such words, and adverb-like nouns are
distinguished from ordinary nouns, then it may be possible to correct-
１ｙ translate the above　two sentences.　In the scientific　readings,
however, the adverbial use of such words Is comparatively rare so that
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　■■　　　－｀ ●’　　－ ．　　　　　　　　　　　●１ｎ this paper they are Included in the same class as noun.　Nevertheless,
more detailed classification of adverbs may be effective in machine
translation.
　　　　　InEnglish, adverbs ｏｒ‘adverbial words can be put In !ilmost any
position be tween phrases ；　this　feature makes it difficult　for mechani-
cal translation to process ａ１１syntax by the rule-by-rule method.









　　　The words which belong to the determiner class modify nouns on
the right side of them. but unlike adjectives they are not modified by
other words from the left side.　In other words, determiners work as
initial words of noun phrases.　Some examples o f determiners are shown
below.　DY　is ａ sub-class of determiners, and word8ibelonging to this






exar!lple.”every day"　or "every time” ，　But in the present system the
noun class is not classified into sub-classes by considering semantic
aspects;　therefore, it Is erroneous to regard ａ concatenation of DY
and noun simply as an adverbial phrase.　There are several exceptional
expressions with determiners;　for example,”such ａ” or ”many ａ”etc.
工ｎthese cases.･･a"　is modified by an other word, so strictly speaking.
１ｔ can not belong ちｏ the determiner class by definition.　Nevertheless,
these　phrases ”such が･ and ”many ａ!' can be looked Ｏｎ･ａ８．１ｆthey were
　　　　　・　　　　　　　　　　　　　　　●　　　　　　　　　　　　　　　　●１one word, so they are to be substituted by ａ single word belonging to
the determiner class at the idiom-processing stage in the mechanical
translation system.
　　　　Several words, such as ’･all"　and ’･each”, work rather irregularly,
ａ８ compEired with other words;　for example,
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'i'nev all went to the station
They cost six pence each
　　　　　　　　　　　　　　　　　-
Therefore, such ａ word must　be distinguished　from ordinary determiners,
though sometimes it　is possible to determine its role　from the context
only・
Pronouns　:(N3, Hk)　　　　　　・
Pronouns are divided into two classes N3 and Ｎ4
Ｎ５　ｓ　　it,　this, these,　those
Ｎ４　ｓ　　ｌ，he, we,　him,　they,　their,･etc.･
These words are not modified from the left side, and except some of Ｎ３，
they do not modify other nouns,　The main difference between Ｎ３and Ｎ４
１Ｓthat in the next sentence ，１ｔis differently translated into Japanese,
It Is very curious that he did not know it.
　　　　　　　　　∧・　　　　　　　　　　　RS
　　　　　karee:a sore ｏ siranakkatｿ県koto wa taihen k1皿yo de aru.
　　.一二　　　　　　BS　　　　　　　　　　　　　　　　　　　　．
He 'believes that lancrua≪rea have phra8e-structure･
-
　　　　kare va　en ｏ　a ku-kozo ｏ皿otu koto ｏ slnjiru.
　　　　-
depending on whether the　first position is occupied by Ｎ３or Ｎ４．　？he
translation word　for an English word named Ｎ３does not appear in Japanese,
１ｔis substituted by ａ phrase ｎｌａ万medus.








　　　　Suchwords as shown below play characteristic roles In indicating



































　　　　Sometimes VH class words (have) or VF class words (do) are　used
as if thｅｙwere　transitive verbs.　工n such cases, however, their　func-
tion can be recognized by　the　context, for example ，1n the sequences
”‥.Ｎ４VH m...”and　”...m VF m...”　, VH or VF are used as transi-
tlve verbs, and in the sequence　"...N4 VH FT m...” or　　”...m VF
EE PT m...”　VH and VF are　used as auxHialy verbs.　The word ･･may"
or "will” 1ｓ sometimes confused with the word which means ”month” or
"intention". To avoid these　confusions, they must be, as ａ rule, given
special symbols different　from those　for other VA class words, but it
is not impossible to decide by the syntactic context alone- in which way
the words are used in the given sentence.　Thｅｒｅｆore, they are included
1n VA class.
　　　　Preposition:(PI, P2, P5, Pk, ...)
　　　　Prepositionor preposition-like words are divided into several





PI and Ｐ２classes Include prepositions which do not work as conjunctions.
Words in PI group need particle‘ｓwhen they modify nouns or verbs as pre-
　　　　　●　　　　　　　　　　　　　　　　　　　　　　　　　　　　７　　　１positional　phrase; on the other hand, words in Ｐ２do not need particles,
as shown below.




kare wa 1no ookii ie no naka ni. 8U皿ｕ．
　　　　　　　　　　　　　　　　　　　　　　　-
kono hon wa kare ni yotte kakareta
　　　　Several words serve as both preposition and conjunction^ and they
are given special symbols, because their rules are only de termined in
the course　of analysis.　For example,･if. a word in Ｐ４class appears in




the context　"...Pk Ｎ４ VE..."　，１ｔ may be probable　ｔ０ infer that　it
serves as subordinate conjunction.
　　　　　other words which! work like prepositions or conjunctions are ７１ｔｏ”
and ”ａｓ．”or”like", etc.　As　for ”to".‘１ｔ differs　from other prepositions
by the ･･fact　that　It can take the root-form of ａ verb　just behind ｉｔ。
and its translation, as well as structure, in Japanese is very different
according to whether it takes noun phrase　or verb phrase as an object・
It ‘m^y be, however, possible　to identify by the context　the case where
"to" is used as part　of ａ to-infinitive.even １．ｆ"to”１ｓ included in Ｐ１
　　　　　　　　　　　　　　　　　ふ　　　　　　Ｉ　--　　　　　　　　　　　　　　　　　・　．　　　　　●　Ｆclass, because it １８ the only word that takes the ･verb as its object・








１ｔ　fromother prepositions.　The　function word ”as" behaves in ａ more
complex way, and must be given ａ special symbol to recognize its role
in the　given sentence.
　　　　　Relative Pronouns and Interrogative Pronouns.
　　　　　Relative pronouns or interrogative　pronouns play many roles and
behaves in ａ somewhat　complex manner, and ｓ０ １ｔ is difficult　to give
them appropriate translations.　Perhaps it is necessary to give ａ dif-
ferent symbo］[ to each word to　characterize their syntactic　aspects。
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●　・　　　　　　　　　　　　　　　　　　　●
But in scientific　literatures, interrogative sentences seldom appear,
so several words can be grouped according to their typical use.　The






















　　　　Thereare three kinds of conjunctions,･that is, co-ordinate con-
junction(Cl), subordinate conjunction (C2)。and hyphen (―). A hyphen
is not ａ conjunction in an ordinary･ sense, but from the syntactical vi^V
point, it behaves like ａ co-ordinate conjunction.。「rhedifferent use of
hyphen knd co-ordinate conjunction appear in such expressions ’ａＳ”time-




　　　　　Thewords which belong to Ｃ２class govern the sentence structure
and make it an adverbial clause.　The syntactic character of Cl, C2 and























　　　　　Itis necessary to distinguish the word "not"(EE) from ordl nary
adverbs, because its translation affects the conjugation of ａ verb.
The word ”there" and‘"here"(HH) are also separated　from other adverbs
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ｌbecause they are used in ａ special way as ”There Is ａ book on the desk”．
The　translation of the example becomes "TUKUENO UENI ＨＯＮ旦A ARU”, and
･the correspondence of English to Japanese in this case is ａ very special
one；　there fore ， such ａ word must be given ａ special symbol to recognize
the characteristic feature of English syntax.　It is not necessarily
effective to distinguish such words as "yes” or ”ｎｏ”(QQ),・but sometimes
in high school texts they are useful.　To such words as "please”and
”１ｅｔ”(XX),a special symbol must be given to treat imperative sentences.
These words (EE, HH, QQ, XX) can be looked on as belonging to ａ sub-









　　　　Punctuation marks are as important as the parts of speech.　These
marks are considered at　the　same　level as ordinary parts of speech。
　　　　Theinitial mark (が△）１ｓuseful to specify ａ verb at the beginning
of ａ sentence, and to recognize the syntactic　feature of imperative
sentence or participial construction.　The final mark 偽が) which corres-
ponds to the period guarantees that there are no more words to the right
side　of it.　The intermediate mark （兼兼）１ｓused　to separate two sentences
so that　the rule may not be applied to the two successive sentences
when many sentences are translated at ａ time.　Commas (。) plays ａ very
important role in segmenting phrases or clauses, though sometimes
they make sentence analysis rather difficult.　The brackets ( ((,)) )
are also used at　the same level with nouns or verbs.　Apostrophies (”）
and question mark （￥￥)are also considered as parts of speech.
3.if.3　　Cluster symbols
　　　　？ｈｅabove mentioned symbols are funct!Lonal ones, and there are In
total　41　symbols.　These symbols which belong to the　form class and
the function class are. １ｎprinciple, given to si ngle words when each
word　is looked up In the word dictionary.　０ｎ the other hand, several
symbols are necessary to represent phrase, clause and some sequence of
symbols which correspond to the node names in the syntactic　tree.　工ｎ
this　paper such symbols are called "cluster symbols”, but they are
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・．・.Noun phrase　 AI + Nl, Nl + Nl,
･ ･ ･ ･
Ｕ ‥‥‥‥‥lyr＋N1，N4＋ＲＳ，N4＋ＰＡ，




VE　・... Verb phrase　 VT + N/f, VI + AI, VL + Nlf,
PE　・・・.　”past-for･ｍ ｉ.‥‥.．Ｐr＋N4，ＰＨ＋N4，













‥●‥●‥‥‥･... TO + VE,

















































often used on the same level as ordinary parts of speech.　Cluster
symbols must reflect the　features of constituents, that　is, it　Is
desirable　to be able　to guess, the structures
of sub-trees growing on the node by　the
symbol given to the node.　It is apparent
that　if the number of cluster symbols are
allowed to increase, it　is easy to guess the structure ｏｆヽasub-tree by
the node name.　Increase in the number of symbols, however, causes the
increase 1n the number （jf rewriting rules which are made of concatena-
tions　of several symbols,･ and　also take much time　for sentence analysis.
工n the present system there are　２７　cluster symbols.　They are shown
in the Table　　with some examples.　Ａ simple explanation is given in
the　following lines.
　　　　　Ｎ１：　Thissymbol, though　the same with ａ single noun, represents
the noun phrase which has the　possibility of being modified　from both
sides, such as ダAI (adjective) + Nl (noun)　　○ｒ　　N14.1N1.
　　　　　N4:　Thisymbol, which is the same with the pronoun, represents
the noun phrase which can not　be modified from the　left side, for
example.　DT + Nl　　０ｒ　　DT+ PT + Nl,
　　　　　ＰＡ:　Thisrepresents the　prepositional phrase which is mainly led
by PI　class and takes some particles when it modifies･noun or verb.
　　　　　ＰＢ:　Thisprepositional- phrase mainly led by Ｐ２class does not
need any particles when it modifies noun or verb, the typical structure
for this is　　P2 + m.
　　　　　L1:　Thisphrase has such structure as　　TO ＋N4　, this is almost
ssune with PA.
　　　　　JjZ:This means "to-infinitive", and its typical structure　is







(L2) koto wa (VE)
(L2) koto wa (VE)
（L2）　tamenl　（SS）
(L2) tameni (SS)
　　　　　ＲＳ：　This ａ relative clause which is led by relative pronoun
Rl (who, which), R2 (whose), R3 (whom), and TH (that), and its structures
are　　Ｒ１＋Ｎ４＋９ＶＥ　　or　　Rl + VE　　, etc.　This clause works as an
　　　　　　　　　　　　　　　●　　　　　　　　　　　　　　　　●　　≒　　　　　　●adjectival clause ｏｒﾌnoun clause depending on the context.
　　　　　ＷＳ：　Thishas the same　structure as RS if WN or WH replaces Rl or
TH in RS.
　　　　　VE,UE, PE：　As　for verb phrases, there are　three kinds of phrases
VE, GE and PE according ｔｏ･their verb　forms, that　is, present, ing-form.
and past　form・ ，The verb in phrase VE is already given ａ conjugation









　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（　1nohon ｏ kawu ）
yet given conjugation suffixes. because PE and GE play many roles, such
as adjectival or adverbial or predicative ones, and according to them
the conjugation ｓリffixes differ; therefore. the suffixes can not be
determined until their roles are determined by the context.　Thei『
typical forms are as　follows.
l･ｏｇｈt　（a l;;ｏｋ）
　｀ぺご 肖くｱ‰ヽ









（　Ino hon ｏ kaw ）
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　　　　Ｂ２：　Thissymbol represents adverbial phrase or adverbial clause 。
１ｎthe next sentences some ｅχamples are shown.
　　　!rｈｕ夕９　8UChcoding can be expected to ｂｅ・Inaccurate.
がム　　B1　。 DT　　GT VA　VL　　Ｐ？　　TO VL　　　AN　　も
　し_１　１
　　　　Ｂ２




　　　　　SS:　Thisrepresents sentence　form.　･i'he typical structure is
N/t + VE.
　　　　　Theabove mentioned symbols represent the grammatically accepta-
ble phrases and clauses.　But there are some　symbols which are used as
conventional ones.
　　　　　C3and C4:　These symbols are used to parse ａ marshaling of same
kind words, for example,”Hkt Nit, and Ｎ４”or ”VE, VE, and ｖＥ”etc.




　　　　othersymbols are those which characterize　the words at　the begin-　Ｉｌ
nine　of ａ sentence.　工f interrogative sentences need not be　translated.
ら8













　　　　　Inshort, in this section, the　fundamenta! attitude of word classi-
fication １Ｓdescribed.　They are as follows.　(1) A special symbol is
given to such words which cause the transition of word order, or re-
quire particles to be　inserted in ■Japanese. (2) The name　of phrase　or
clause must represent　our grammatical concept as well as possible。
(3) The number of symbols １Ｓdesirable to be as small as possible.
３。５　　Rewritingrules ，
　　.Rewriting rules or patterns are rules for mechanical translation





The left side symbols of arrow, c>.^￥, consist of part of speech and
represent　some phrase or clause, and Z　１ｓａ symbol which su bstitutes
ｄヽn . <j-is ａ instructor for word order which indicates how the trans-
lation ofd- ,9 ９．ｒ　isaranged in Japanese・　　ｉ　represents three symbols
Jl.　Ｊ２゛Ｊ３which are symbols for JYOSI which must be inserted in
















　　Ｆｉｇ･　3･5．1'iree expression of rewriting rule d,･94→SQ･1-3,T,･J1,･Jj）
The instructorcr= 2.1.3 means that the translation of the second word
（9）1n　the sequence　is arranged in the　first position in Japanese,
and the translation of the first one (ぴ･）1ｓ put in the second position
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ｌ　　　　　　　　　●　　　　　　¶　　・(cr = 2！.3), and the third one (y) in English Is put in the third




J, are inserted in that
order between.translations.　Another example １Ｓ shown below.　The in-









　　ｙig･ 3・5.2 !!i^ree xpression of rewriting rule ａ･9･!f->i"Cスメメ･,・１･ｏｙ．）
１ｓ taken Into consideration in Japanese.　Then JYOSIイand D are put
after (a) in th°t order.
　　　工ｔ is generally said that　syntactic analysis in English can be
done ｌ?ｙdichotomy, that is, by the rule having two symbols on the left
side of the arrow. ｄヽ喰→臥ｒ，ｌ）．　Though dichotomy analysis may be
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enough to　analyze　only English syntax, there are some cases where it
can not exchange correctly　the word order or insert appropriate JYOS工
１ｎtranslated Japanese.　For example, three rewriting rules　Ｎ４･ PT →
SS (1･２・0., WA･IMASITA･β）　　can give ａ correct syntactic analysis　for










which shows ａ diohotomy-analy8i8
ia not adequate for insertion of Japan万ｅａｅＪＹ０Ｓ工．
hon
But its translation becomes "...KARE WA KAWIMASITA HON...".　The JYOSI,
WA, is not correct　in this case.　This Is because the　fact that the
subject in ａ subordinate・clause requires usually JYOSI GA　can not be
considered in the dichotomy pattern.　１ｆ ａ rule　　WI Ｎ４Ｐｒ→WS (2･３･,ず，
ＧＡ・IMASITA'^)　１Ｓ added to the previous three rules, and given ａ higher
hierarchy because of its wider conteχt, then the above‘example becomes
like Fig.5.5.it.　０ｆ course it is possible to get ａ correct result by
using dichotomy rules which have ａ conteχt-sensitlve　form, for example 。
　　　　　　　　　　　　１　　　２R1 １ ４ Ｐ？→R1　　ss　（１・２， ｇａ・Imaslta ）･
but contextrsensltive rules are tedious to apply mechanically.　If only
they are ｃontext-free　form. two symbol ０ｒthree eymbol pattern are pro-











Ｆｉｇ･　･３・５･４　Anadequate analysis for insertion of
ａ correct Japanese JYOSI /ga/.
4）
71
　　　　Inthe above example, three symbol patterns are used only to make
translated Japanese more natural, and not because it　is essentially
required in English syntax analysis.　Are there　three terrarelations
really in languages?　工ｎEnglish the next example (Fig.3.5.5) may be





you （a flower ）
　　　　Ｎ4
　　　　　　Ｆｉｇ･３ ５・５ｈ ｅｘａ!・pieof essentially three term relation.
As　for the　four term relations １ｎessence, there are perhapB no such
relations in natural languages or even in mathematics. The･ next examples,
however, can be looked as ａ four term relation if ａ simple correspondence
between English and Japanese　１８taken Into consideration. though it may
be　for the sake of convenience, and not essencial.
7２
・・・. book　which ( in the ！omlng ） he read・・・・
　Ｒ『
In this example, a prepositional phrase PA is inserted irregularly, so
context-free rules requires long sequence to predict correct ･JYOSI
/GA/ for the subject of ａ subordinate clause.　Except these　irregular
cases, there, may be scarcely　four term relation.　Therefore in this
translation system two term and three　term patterns are thought to be
enough to analyze and synthesize　large parts of English and Japanese.
　　　　　It must be noted that, in the present system, a once parsed string
can not be　separated or disjoined again. . For example, suppose that
ａ ｓｅｑμence ”.. ,a b c ." becomes ”‥．ｙ・‥”and　its word order in Japanese









If it is 'ａrule in ・the　translated language that (c) always precede to






This procedure, however. Is very bothersome,
though flexible as ａ system, so these changes
are not　allowed in the present　system.　This












b) (a)　（ｃ）　(b) (c) (a)
Mapping
　　　　　　　　　　Ｆｉｇ･　３・５･７　Correcttree １,ｙｔｈｒｅｅ･iteriiirule or mapping.
Therefore even fixed context-free rules are very useful.　But if such
ａ case as is shown below happens, rewriting rules which have only three










　　　　　]:ｎthe　following, various kinds of patterns are explained ･using
concrete ｅχamples.
3.5.1　　　Noun phrase
　　　　　Most　frequentpatterns are noun phrases which are modified by
determiners, adjectives or their equivalent words ｔｒom the left　side
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６　　　the dotted line ・
７　　　a starting point
８　ａ well ｆｏｒ皿ed formula
　　lyr・ NI→N4 (1･2 ，¢･¢）
　　AO・ NI→N1 (i･2 ，ｎｏ･¢）
I）Ｔ・ｎ・NI→N4 (1・2･3 ，¢･エｊ）
N1 ・ ‥・NI→N1 (1･5,が，ｎｏ･¢･¢）
ＰＴ・--・NI→N1 CI‘2’3 ， rareta.0'0 )
ＤＴ・ＰＴ・NI→N4い･2･5 ，β･raretaヽ¢）
DT・ GI｀･NI→N4 (1・2･3 ， 0 -itutuary. 0 )
DT . B1 ・ Ｐ？→DT (1･2,3 ，βｊ･rareta )
　　IT ･･ N1 →N4 (1・2 ， 向2S）
There are　many ･other examples which are transfigurations of the above
examples, for example.”ａ pretty little girl school” １Ｓanalyzed by
ｔｈむcombination of ｌ and ２．　Ａphrase "an　　ly　　ed　　’１ｓthe same　　　　　　　　　　　　　　　　　　　　　　　　　　-一一
structure as　DT PV Ｎ１　,if a pattern　Ｂ:Ｌ･ＰＶ→PV　is applied first・
but as mentioned １ｎsection 3i2, adverbs which modify verb phrase　from
the left side of the verb is given ａ lower hierarchy than right side
modifier. So it can not be applied at　first.　In this case, however, the
　　　　　　　　ｄ　　　　　　　　　　　　　・　　　　　　　　　　　　　「sequence of part of speech ”...DT Ｂ１･PT Nl...” determine that the
word named PT is used as ａｌ!adjectival word. so such ａ rule　DT- Ｂ１Ｐ゛『
→DT (1･２弓　，.ａ･がRAEETA) Is introduced, though it does not obey
the modification rule mentioned in section 3.2.
　　　　　　　　　　　　　　　DT　　　B1　　　Ｐ？　　　１１
　　　　　　　　　　　　　　　　　　　　　　　True　structure










　　　　　　　　Fig.3・5.10　Two structures of DT B1　Ｐ″ｒN1 。(continued)
In the above example ａ･determiner "DT” plays ａ leading role in determin-
ing the　function of PT, so １ｆ the dete‘rminer is missed, it is difficult
to predict　that PT works as adjectival。
　　　　There are several rules which have almost the same structure each
other, such as　DT･旦･N1→N4（1･2･3 ， ^･IMASITA･旬　ＤＴ･Ｐr･N1→
NU (1- ２･3 ，;0'.IMAS工ＴＡ･;GO, and　Ｍ･ ＰＤ･N1 → N/f (1･2･3 ，ａ・IMASITA･旬，
they　differ only in the second symbol.　PI PT and PD are sub-classes
of verbs, so these rules can be merged into one　form　　ＤＴ･ＰＶ･Ｎ１→
Ｎ４（１･２弓，。ａ･IMAS工ＴＡ･e). But the algorithm to compare pattern with
the sequence in the given sentence becomes rather tedious. 工ｆthe
above three rules are ｓｔりred in the pattern table, the comparison









Ｆｉｇ･３･5.11　Parsing of ｉｔｅ皿Izednouna by context-free rules.
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　　　　Frequently several nouns are arranged in ａ １０ｗas shown in Ｆｉｇ･
3.5.11.　Since it is not so easy to parse this sequence into noun phrase
by context-free rules, somewhat convenient･symbols Ｃ３ and. Ck are intro-
duced.　These rules are only effective when the Input sequence has
such ａ standard form as shown in Fig.3.5.11.　工ｆ the input sentences
are ”Ａ,･B, C and Ｄ．”or ”A, B, C, D”, then they must be changed to ａ
standard form by simple pre-editing。
　　＼　The noun phrases in which the main nouns are modified by several
phrases or clauses　from the right side are shown below.
１
２
（’ａflower )(in the vase)
　　　Ｎ４　　　　　　　PA
（ａ flower )(which she gave ｍｅ）
　　　N4’　　　　　BS









　14･ＰＡ･-≫N4 (2･1 , ni(no)･が）
　N4-RS→N4 (2.1　，¢･が）
VT'N4-PE-・VE (3.2 1 ，rareta･o- ru )
　N4･GE-^N4 (2-1 ，Itutuaru･¢）
　N4･AN-≫N4 (2･1・，ｎａ･0 )
　　　　Ｆｔｇ°３・5.12　Noun phrases in which the 皿ain nouns are modified
　　　　ｆｒｏ皿theright side to tｈｅ皿．
　　　　Asseen from Fig.5.5.12,　the right side modifiers　for nouns are
prepositional phrase (PA, PB), relative clause (RS), verb phrase led
by the past form verb (PE) or ing-form verb (GE), and some special
adjectives (AN). As for the detailed explanation of PA PB RS PE and
GE, It will be given later in this section.　The rewriting ｉヽulesin
Flg.3.5.12-(3) except　≒ＶＴ・Ｎ４･ＰＥ→VE　　maybe easily understood,
but　　VT-Nit･ＰＥ→VE　　Is ａ complex one.　The verb phrase ，１ｎpast tense
does not necessarily work as an adjectival phrase only because it Is
situated　just behind ａ !loun.　工ｔdepends on ａ larger context.　Ａ typical







He　wants　（ａre8ult) (obtained ty the computer).







　　　　　　　　　to the different conteχｔ８.
1n the example (1), PE ｉｓ･recognized as ａ modifier by the context
”‥．ＶＴ Ｎ４ PE...”, and the ｉヽewriting rule　ｖＴ･ Ｎ４・PE →VE (3･２・１ ，
ＲＡＲＥＴＡ｀Ｏ｀ＲＵ）　　leadsto' the correct translation,”カレワヽﾉﾉｺｯﾋ!刈了＝ ３-,テ
yニ4レラP7わかりｦあｽ|ﾚ;゛．・　The
reason why PE is recognized as ａ modifier
１ｓ that in the scientific　papers the　tense of main verbs is usually pre-
sent,　so ｉｆ･there exist present　form･and past　form verbs in the near
position as in the above case, it is natural to infer that VT is ａ verb
and PE led by ａ past　form verb works as an adjectival phrase.　０ｎ the
other hand, in the example (2), the same phrase PE is looked as ａ main
predicate and ｉｔ’１ｓ translated into ”加ワ｀ﾉ？'ユ大胡マこ４咋　７ニ柚て回　･･by
　　　　　・　　　　　　　　f　　　　　　l　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●the rule　 Ｎ４・ＰＥ→SS (1・2　， ＷＡ･IMAS工TA).　　「The only di fference
between (1) and (2) is that In (2) there １Ｓ no present form verb just
before'the noun phrase Ｎ４．　工ｎ the next example (3), a verb　just bo fore
　　　　　(3)　　　　　He　　wanted　results　(obtained by the ｃｌｏ皿puter).
　　　　　　　　　　　　　　114　　　PT　　　　HI　　　　　　　　PE
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the noun Nl has a past　tense, then there are two possibilities･ 1n
syntactic　structure, as below.
The former case is the same structure as (1), bu!;１ｎthe latter case
PT is looked ａＥ?an adjectival use as In the case "...stored program..”，
and PE as ａ main predicate.･It must be noted that ｉｔ･１ｓnot N/f, but
Nl which appears ･between PT and ＰＩ;１ｎthis case.　If Ｎ４appearβ１ｎ the
position of Ｎ１，the structure PT(N/f PE) is possible. These ambiguities
become de finite ，by looking ａ larger context, ･but　for this,purpose, re-
writing rules must contain long sequence of parts of speech, but they
become more tedious to be applied. Therefore at the risk of making
sever戸1 errors, the rule　Ｐ･I‘･Nl-PE→PE (3･２・1 ，RARETA･が･ＲＵ)　1ｓ
　　■　　■　　　　　　　　　　４adopted from the probabilistic point of view.
＼　As for GE, it is not so　ambiguous as in the case of PE, and almost
always GE Just behind Ｎ４０ｒNl can be thought to be ａ modifier, and Its
rule is　Ｎ４- GE →NIf (2-1 ，TUTUARU・．が)．　Ａ concrete example is
shown below.
”lｔ l● gratifying to recelre news that
　　theresoluslon calling for an 111万maediate∧ceasefire
-
114 GE
w＆ｓpaased unanimously tuesday night, New York time”
It Is possible to apply　just　the same rule to the case where an ing-










　　　　　　　　　　　　　　　　　　　　　　　vatas1≪ ni etutuaru doroboo ｏ mlta
　　　　　　　　　　　　　　　　　PT　Ｎ４　ＧＥ→PE(2>5.1　，ｇａ･ru no ｏ･¢）
　　　　　　　　　　　　　　　　　　　　　　　wataslwa doroboo　ａ ni eru no ｏ mlta.
If such ａ rule as　ＰＴ･Ｎ４･ＧＥ→PE (2･３･１ ，ＧＡ･ＲＵ･ＮＯ・が）　１ｓused, then
the translation of above ・example become more natural in Japanese as
”゛７タシワり貳ｳｶ≒％いヲリ’Ｉ．　But the adequacy of this rule, especially
１ｎ JYOSI, depends on the semantic aspect　of verb VT.
　　　　工ｔ　isdifficult, however, to treat ａ participial construction
which has two different subjects.　For example,
”The sun having set, we put up at inn."
１ｎ this case GE can not be recognized correctly by simple pattern ａ８．
ａ predicate.　If the subjec!; of ａ participial construction is the same
as that of the main clause, it is possible to Judge that GE works as
ａ subordinate clause by the rule8　;仏･GE。→B2 (2弓, ITUTU‘珀　ｏ「
SS･,, ･ GE→SS (3'2'1 . ITOTU-^‘.ｅ）。，・GE･Aポ→B2 (2･1･が, ITUTU･,ａＭy）｡
払
が心







the total infor皿at Ion has been Integrated.
　　　　　　　　　　　　　　　ss　　　　　　　　　　　　　　　４が
１ｓ the preplanning ・　preparing control cards in advance.
　　　　　　　　　　　　　　　　　９９　　　　　　　　GE　　　　　　　　　　　乙孝
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Ｂ２
Pig. 3・5.14　GE working as ａ subordinate clause.
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　　　　Some　adjectives constitute similar structures to those of GE
They modify nouns　just before　them.




the sun keep (us) warm
　　　　　　　　　　　Ｎ４　　AI Ｉ
In the third example, the !iford "woir?' Is used as ａ complement, and it
is more natural to treat it by the rule ・VT≪N/t･ＡＩ→VE (2・３・：レ，かＫＵＲＵ）．
As for the first example,　N/i.AN→N4 (2･１　，ＮＡ･．ａ）・　translate"The
example available In this case ”Into ”KONO BAAI Ｎ工Ｒ工YOKANONA ＲＥＩ”．
This。two-term rule, however, may give erroneous results to interrogative















These cases must be　translated by ＶＬ･Ｎ４・ＧＥ→SS (2・３･１　，ＷＡ･ITUTU･ ＲＵ）
and　ＶＬ･叫･AI→SS (2 5^ , WA・工・が〉．
　　　　　As　for the prepositional phrase'which is situated behind ａ noun
　　　　　　■　　　　　　　　　　・　　　　　　　　４　　　　　　　，　　　　　　　　　　　’phrase, there are ambiguous cases from semantical point of view.　That
　　　　　　　●　　　●　　　　　　　　　　　　　　　ａｉｓ,〕such a prepositional phrase does not necessarily modify the noun
Just before∧it, but may work as ａｘ!adverbial phrase.　It is lmposslisle
to determine which is which　by the syntactic　information. According
ｔｏ t゛he correspondence of word order in Japanese with that of English,








same in both cases, though particles which accompany　the prepositional
phrase in Japanese differ in the case of an adverbial use　from an
adjectival use.　Ａ　fewｅχamplesare shown below.
He tuilt ａ house on the hill.
adverbial
He lives in ａ house on the hill.
adjectival
kare wa oka no ue ni ie ｏ tateta.
　　　　　　　　　　　　　　　-
kare wa oka no ue no ie ni sumu.
It will be one method to use an ambiguous JYOSI NI(NO), thinking that
the prepositional phrase always modifies the noun when it comes after
the noun.　Therefore instead of ａ correct structure　VT　　Ｎ４　　PA　・，
　　　　　　　　上　　　　　　　　　　　‰ﾆし」
an apparently ａ wrong analysis　VT　Ｎ１１　　PA　is adopted.　But in
　　　　　　　　　　　　　　　　　　　　　　　　　　　寸上」




　　　The general structure of ａ prepositional phrase consists of a pre-
position followed by the noun phrase mentioned in 3.5.1, or noun equiva-
lents, such as　P1‘ N4 →PA (2･1 ，β･.ａ）　or　　P1ヽGE→PA (2･1 ，
RUKOTO･-00, etc, A few examples which belong to rather ａ special case
are shown.
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1n ｖａｒｉａｂｌyヴ　　・ PI Bl N1→PA (2･3･1　. 0-0･¢）
1ｎ operating speed PI GT N1→PA (2･3･1, ITUTUARU-0･μ）
with user-specIfled-labels　　　Ｐ２ Ｎ１→PB (2・Ｌ ，¢･¢）
by ad din　the a　ro riate　lot　　　Ｐ２ ＧＥ→PB (2･1 ，ＲＵＫＯＴＯ･μ）
（ｒｏｕtｉｎｅｓ）foｒヴ　　P4 N1→PB (2･1 ，¢･¢）
In the second example, it is difficult　to infer whether the word ･'operat-
１ｎｇ”works as an adjectival ０ｒgerund, and it depends on the semantic
aspect　of the verb and noun.　From the syntactic point of view, it　can
be only said that an ing-form and ａ past-form verb are probably used as
an adjectival word, if they are situated between ａ preposition and ａ
single noun.　Prepositions play the ｓａ万merole as determiners in this
respect ．　Then the rules have the next　form,　Ｐ１･GI'Nl→PA (2･３・１　，
ITUTUARUダダ）　or　　PI-PI･N1→PA (2・3・1，RARETA･ダ･0), etc.･
3.5.3　　Verb phrases
　　　　Typical　forffl8 of verb T)hrase are as　follows.
　　　　　　It is ｅａＢｖ･　　　　　　　　　VL ・ＡＩ→VE (2.0 ，１り）
　　　　　　　　VL　Ａ１
　　　　　　１am a boy.　　　　　　　　　　　　　　　　VL:゜:N4→VE (2･1｡, de ･ ru )
　　　　　　　VL　Ｎ４
　　　　　　She follows him.　　　　　　　　　　　　ＶＩ・ 114→VE (2･１・，ｎ１･ｒｕ）
　　　　　　　　　　　VI　　Ｎ４
　　　　　　工give him ａ book.　　　　　　　　VD　１４ ・Ｎ４→TE (2･３･１　，ｎ１・ｏ･ｒｕ）
　　　　　　　ＶＩ）　j4　　114
Attention must be paid to the conjugation in Japanese with respect　to








dictionary in its stem　form of present tense, there fore　the conjugation









As ａ principle, conjugation particles such as RU, IMASITA, RARETA,
etc., are inserted when the role of ａ verb is determined by the context.
For example in Fig.3.5.19, the present tense verb Is clearly understood
to be ａ predicate, so that conjugation particles　for the present　tense
"RU"「１ｓgiven.　But the verb phrase led by the past　form verb in the
second example can ｎｏｔ十haveits role determined by such ａ sort of string
as PT Nk, and then any conjugation particles are not given, though they
are substituted by PE.　The conjugation of PE is determined, for example，







shows the previously constructed tree in the second example of Fig.
3.5.19.　1t is also the same as the case of ing-form verb.　An example
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１ｓshown with ａ complete tree structure






































Ｆｉｇ・　３・５．２!　Correspondencetree between English and Japanese
‾　　　Inthe case of the dative verb (VD), the rewriting rule　　VD N4 N4
→VE (2･3･1　，N1･○･ＲＵ）　1ｓ applied.　Several other verbs concerning







In the above examples.　the main verbs are all named　丿Ｖ!r(transitive verb),
but if they are classified into sub-classes according to their meaning
and usage ， then their tra万nslations become more Japanese-like, and also




3｡5.４　　Tense and Mood of verb･
　　　　Thetense ｡0f verb is also processed by using a　fixed length context-
free rewriting rules.　工ｎ table 3.3.k.l, all cases of tense are　listed.
Some ･ of them are explained below.
　　　　Futuretense and Potential ｍｏｏｄ：　Anaffirmative case of future
tense　or potential mood is treated by the next rule.　Auxiliary verbs
(will, must can etc.) are Included in the same class VA, so　future tense










is not distinguished from potential mood.　This leads to ａ Inadequate
expression　for ａ negative case of future ten8e.　Japanese words which
correspond auxiliary verbs in English have somewhat queer　forms;　will
　ｓ　゛ｌｌDAROW　, can　。゛ＵKOTOGADEKI　, etc.　But these expressions are
Inadequate for interrogative　sentenses, so it is desirable to change
their form as follows; will ；　DAROW　, can；KOTOGADEKI　, etc.　Accord-
ing to these change, the rewriting rule also must be changed as below.
VA ＶＩ→VI (2 1　・ ru ¢）
　　　　　　　　　　　　　　　　　　　　　　　　-
　　　　Perfect tense:　In Japanese, roughly　speaking, there is no such
tenses corresponding to the English perfect tense, it is Included In
the past tense.　Therefore the perfect tense 1n English １８substituted
by past tense in this translation system.　That iｓ，”have studied" and
”had　studied'･ are equivalent　to "studied".　Ａ８　for the negative ca8e of
























































　VL EE GT　　　　　　PL EE GT
KAK-it ut uar-an-u KAK-ltutuar-
　　　　　　　　　　　　　　　anakattades-u
Perfect　　　　　　VH PL QT
　　Ｉ?rogreBsive･ KAK-lt ut uar-ima
　　　　　　　　　　　　　　sita



















　VA EE VH PT
KAK-anakattades-u
darow-u
　VA VH PL FT
KAK-are-masita
darow-u


























VH ・ PT―vPT (2-0 ， 0.0)
PH- PT―>PT （2J ，¢ｊ）
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　　　　　　　　　　Pig.5・5.22　Perfect　tense・















Ｆｉｇ･５･5.23　Negative case of perfect tense.
Passive：　Passive　form is processed by next rule.
VL' ＰＴ→VI (2･0 , rare 0 )
PL- ＰＴ→PI (2･0 , rare 0 )
In t his rule ，ａ substituted symbol 1ｓ VI, not VT, because the object
of ？:ris placed before VL (subjective case), and VL PT works as if it
is intransitive verb.　Therefore if noun or objective are there　just
behind PT, then the word will be complement. ・In the case of dative
verbs, it is substituted by　transitive verb, as below｡








　　　　　　　　　Ｆｉｇ･　３・5.24　Passiveform of dative verb.
Progress tense：　Simple progress tense is processed by　the next
　　　　　　　VL　GT V？(2 1, itutuﾀS）
　　　　　　　PL　Ｇ？ - PT (2 1, itutuが）








As for present perfect progress, combinations of progressive tense and
















　　　　Bythe way, the treatment　of negative case will be shown below.















］：ｎthe second example, a rather crude conjugation suffix (-ANAKATTADES)
1ｓ inserted, auidａ substitute word is VI not PI. The reason is as
follows.　The negative conjugation suffix of past　tense in Japanese is
”　一ANAKATTA" or ”　－エMASENDESITA”,.　These suffixes can not be　con-
structed by the combination of the negative particle ”-AN”and past
particles ”-IMASITA”.　In other words. 1t belongs to the irregular ex-
presslon.　Then t６ make it apparently regular such crude suffixes are
introduced.　It is possible, however, to conjugate in ａ more natural
way if new parts of speech are introduced.　That is, if ａ new symbol
Ｐ工゛１ｓintroduced and, instead of the second rule in above example,
new rules ＰＦ･ＥＥ･Ｖ工→PI' (3"^ぶ, ANAKATTA･が珀，N4･PI・→SS (1･2 ，
ＷＡ‘J20, etc., which are obtained by substituting PI by PI' and erasing
jYosr ”IMAS工ＴＡ”,are introduced, the negative case of past tense can















　　　　　　　　　　　　negativeca8e of paBt form.
The introduction of new symbols increases the number of rules, then,
１ｔ１Ｓdesirable, if possible, to make shift with existing symbols with-
out any confusion.　If PF EE VI is substituted by Ｐ工，１ｔcan not be
distinguished　from the single past　form word, and past tense conjugation
suffix for affirmative case "-IMAS工ＴＡり　１Ｓgiven.　To avoid this, PF EE
VI １Ｓsubstituted by VI, and suffix ”-ANAKATTADES”１Ｓ inserted to match
the present　form suffix ”ＲＵ”when it １Ｓgiven to VI.　An example　is










？ｈｅcombination rule　for conjugation suffixes are given in later section.




















Ｆｉｇ･　３・５・５１　Anexample of negative case.
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３。５．５　　Relativeclause
　　　Typical　form of relative　clauses, which are　led by relative pronouns
or relative adverbs, are shown below.　Usually　the translation word of
　　　　　　　　　R1 ･ NA・ＶＴ→RS (2･５ｊ ，ga.ru-0 )
　　　　　　　　　W1　Ｎ４ ' VT ^ WS (1-2･３ ，¢,ｇａ･ｒｕ）
　　　　　　　　　Ｒ２・　N1’７Ｅ　→RS (1ヽ２，３，0'ga'0 )
　　　　　　　　　　　　R1　VE → RS (2-0 ，¢●¢）
Ｃ２
N4 ・ VE →iJ2 (2 }･1 , ga'0･･¢）
　　　　　　　　　Pig.　3・5・３２　Someexamples f relative clauses and
　　　　　　　　　adverbialcla,u3e(the last ｏｎｌｅ）．
ａ relative pronoun itself is　neglected in Japanese.　In ａ special case
the translation word appears, as below.
（ａ　boy) whose　father ．Is (a　teacher)



















　　　　　　　　　　　　(kare ga sore ｏ ｓ１皿asita kotowa honto de aru)
Pig･　５１．５１・３１４An ｅｘａ万万ｍ万pieof "it-that-clauaa".




























　　　　　　　　　　　　　　　　　　　　　　(watasi ga kino kawlmasita ino hon wa、omoslroi )
Fig.　５１
●
５１･５１５　ね1lexample of ａｎ万inserted relative clause.
In this exaimpleａ relative clause is Inserted.・These cases may be
thought　to be difficult　to analyze in ａ ordinary method, but it is
easily recognized by conteχt-free rules that the relative clause modify
noun-phrase　”abook”．
３。５．６　　Sentence


















　N4 ・ VE →S3 (1・2 ，ｗａ･¢）
ＨＨ,・VL゛N4 →SS (3･2f¢ｉ ga-ruid )
Sometimes to-infinitives appear in the position of subject,
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It　１８ easy　to ｇ〇･
巧　VE　ア　　　　N5 ･ VE・ L2→SS (3.2 i> , kotowa･0.0)
　To know is difficult.
　-一石’　Ｌ２　　　・　VE 兆L2 VE→SS (2･5り, kotowa^り）




Ｎ４･･VE ＾Ｌ２→S3 (i-3'2 ， ｗａ・taiiieni'0 )





Then the next rules are used　to translate it
SS・￥￥→SS（･1り，ｋａり2S）
VP ，ss →SS (2り，¢･¢）
In the simple inten:ogatlve sentence, "doCdoes)”can be thought to be
redundant　from the syntactic　point of view, because it can be recog-
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nlzed as an interrogative sentence by the existence of interrogative
mark without do-verb.　In the case of ”Can you play the piano ？”,BUCh
　　　　　　　　　VA・ ss・Ｕ→SS (2 1 0 ,¢ru ka ）
ａ rule must be used.　If ｖＡ･ＳＳ→SS (2･１　，が･RU)is used instead of
ｔｈｅ・above　rule,the result　of the ･above example becomes like below









But ＶＡ･ＳＳ→SS (2･１ ，が･RU) is necessary in the case of ”Can you go to











Though these cases seldom appear in scientific　papers, they are shown
to show that they can be treated by pattern method.　As　for the past
form of Interrogative sentence, however, it is difficult　to give ａ
correct conjugations, because the main verb in the bracket have already
been conjugated and the past　tense conjugation can not be given without














　　XX ・ VE →SS (i 2 , ji besl )
XX・ 14゛ ＶＥ→3S (2 5 0 , 0･toseyo* <j))
　　が△・ＶＥ→SS (2が, best ^ )




It is very difficult　to treat such ａ sentence as ”What　time is it now ？”
○ｒ"Who is that ？”by the pattern method only.･ they must be　treated as






Did　you go to the station ？
(anata wa gakko ｅ iku) ka
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　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　"did"can not affect the conjugation.
］:ｆthe　four-term rule is used, it　is correctly processed, but the number

































　　　　　］：ｆsentences have ａ standard structure, though it is ａ question
what ’１ｓａ standard, ａ large part of them can be treated by the rule-
by-rule・translation.　Actual sentences surely have, in ａ local, standard
phrase structures, nevertheless it is difficult to recognize as ａ whole
how each part relates to other parts.　For example,
　　　　　　"It is certainly deslra'ble to have document index,
　　　　　　　　thatis, descriptor Il8ts, as short as possible."
" Such atructure ｌhare been popul!irized in recent
　year8 In丿･for eza万万aple,pertnetworks, and lend









they seem to be very natural and not　complex, but　It １Ｓ not so easy to
recognize by the patterns what　role the underlined parts play in the
whole sentence.　As regardB the above example, they may be solved by
looking at such ａ phrase ", that 1S，”or ", for example,”as ‘idiomatic
expressions, and by giving them such parts of speech Cl (conjunction)
or B2(adverbial phrase)ふ　But,. generally speaking, the treatment of ａ
inserted phrase or adverbial phrase is one of the difficult problems
in pattern method｡
　　　　　Several rules, which seem to be rather adhoc, are explained in the
following｡
　　　　　ＰＡ･RS →PA (2.1　，βりり　＝　　Inthis rule.･1t seems as if the relative
clause (RS) modifies the prepositional phrase (PA), but in the translated
sentence, RS modifies the noun phrase which is Included in the preposl-












The prepositional phrase (PA) is parsed before ･the relative clause
modifies the noun phrase "the　sentence'･, because the rules which in-
elude　the verb are lower in hierarchy than the noun phrase or preposi-
　　　　　　　　　　　　　　　　　　　　　　　　　　　　●　・　　　　　　　　　亀tlonal phrase. 工ｎ this case, however, the structure of PA is known to
be "preposition + noun phrase", and the structure ’ｏｆits translation
　　　　　　　　　　　　　　　●　　　　　　１　●　　　　　　　　　●１Ｓalso known to be "noun phrase + preposition” according to the rule
Ｐ１･Ｎ４→PA (2・１, £f'0)i therefore, by the rule　ＰＡ・ＲＳ→PA (2･１ ，
I3'J3),　１ｔ１Ｓpossible　to make　such word order as if RS modifies the
noun phrase in PA.　ｌｎヽFig.3.5.if.2, the right side structure １Ｓcorrect.








ＰＩ N4 RS (良七-(PI)
　　（Ｎよ戸｀でPI）　マ　　（ＲＪ戸'^(N4)
（８）　　　　　　　　　　　　　　　　（b）
PＡ・ＰＢ一今PA (2･1 , 0･¢）













There are　several rules which are similar to this case.
in ａ system of searching files
　　　　　PA　　　　　　　　PB
to table ｌ　and２ in memory
　　　　　　LI　　　　　　　　PA
　　。・Ｂ１゛。→B2 (1･２・３　，がが,句　：　This rule is used in Ｅ
itence as




　　　　。・Ｂ１’。→B2 ･３ ，。が･か句：　This such ａ
sentence
　This rule　， １８
　　　　　　　　　　　　　　　　　　　　　　　　　(slkaslnagarakono klsoku wa taihen kooka
　　　　　　　　　　　　　　　　　　　　　　　　　　tekide aru ）
Ｂ２ corresponds to an adverbial phrase.
　　　　　（（・Ｎ１・ ））→Nl (1ヽ２弓，が･芦が）：　In scientific papers brackets







Ａ more complex case can be processed even by the conteχt-free rule.




































　　　　　ＳＳ。GE→SS (3･2･1　, ITUTU･β’･が）：　This rule processes the case
of participial construction。
?he program translates this sentence ，using c-f rules.
There are many other patterns,･ which are listed in Table if.5.1 1n
section ４.5･
　　　　Oneof defects may be that in this rewriting rule system it is
１００
impossible　to eliminate some sequence ｏｆ･symbol becauseﾌﾟthe rewriting
rule requires to be substituted always by one symbol.　工ｔ is a question.
however, whether such an operation･１ｓ necessary or not, but when ａ
given sentence is too complex to be treated by pattern, it may be one
method to eliminate　the ambiguous part in ｏｚ‘derto avoid mistranslation。
　　　　Someexamples are shown, in Appendix-A (Fig. A-1しFig.　A-8), to











　　　　Ａword dictionary must be consulted one way or another in mechani-
cal translation as well as in natural language processing.　Though the
conjugation of English and Japanese words is limited, it becomes ａ
very important problem to study how to treat such conjugated words.
That　is, whether all paradigms are　to be stored in the dictionary or
not has ａ great　influence on　the processing method and efficiency･
If word stems or original　forms are　to be stored as entries in the word
dictionary by taking off the　so-called inflection parts, the number of
entries will greatly decrease.　In this case, however, each conjugated
word　in the input sentence must be processed to　the same stem　form or
original　form as stored in the dictionary.　But, generally speaking,
１ｔis difficult or may be even impossible　to separate　the real stem
part　from the inflection part by only one processing.　For example.
whether　the word ending ”１ｎｇ”１ｎthe word "spring”１８ really an in-
flection or not １Ｓonly determined after at least two　trials.　That is,
１ｆ”spring”１ｓａ conjugated　form of ａ verb, the stem or the original ・
form is "spr” ○ｒ”spre”, so toth possibilities must be searched in the
dictionary.　But in this case even ｉｆ，”ｓｐｒ”○ｒ"spre" is　found in the
dictionary, it can not be a desired word unless its part ･of speech Is
ａ verb.･Because the inflection "ing"　１ｓpossible only　for ａ verb.
０ｎthe other hand, if ゛゛spring”１Ｓnot ａ conjugated word, the word
”spring"　itself must be searched.　？ｈｅ reason why ．such tedious process
１Ｓneeded is that there are many cases in which one (spring) is not ａ
102
・conjugated word but another (going) is ａ conjugated one, though both
　words have　the same ending.　The same holds in the cases of ”－ｅｄ”and
　"-es”．　For example, the word ”bed"　１Ｓnot ａ verb but it has ａ past-
　form ending, or the stem form of "machines” can not be determined by
　one　trial　because whether the word ending letter ”ｅｓ”isan inflection
　or can not be determined only　ｈ
　Therefore　it may be easy to store stem forms or original　forms. but it
　１Ｓdifficult　to　find ａ stem　form or an original　form from ａ given conju-
　gated word by mechanical procedure.　Because, generally, the word
　dictionary　for mechanical processing of ａ natural language contains ａ
　very large　amount of information, however efficiently search algorithm
　may work, it takes much time　to consult　the dictionary several times
　per one word.　Therefore it is necessary　to design ａ more effective
　method which reduces the searching time。
　　　　The method which is described in this paper is simple but effective

















may or may　not be ａ real inflection su ffix, the ending is separated
from the word without any condition.　ｌ ｆ the remaining part has ａ
duplicated consonant at the end of it and the　taken-off ending are
”－ｅｄ”or ”-ing”ｏｒ．”ｅｒ”,the　last letter (consonant) is cut off, for
example, the word "running" first bee omes "runn” ， and then the duplica-







１Ｓ taken off the word ending, if any, is called the ”pseudo-stem", and
this pseudo-stem is registered in the dictionary as an entry.　Ａ　few
examples are shown.　The pseudo-stem of ”analyze” which has ａ word
ending ”ｅ”becomes ”analyz”, and this　form １Ｓ registered.　Now, if such
words as "analyzes” ，”analyzed”or ”analyzing”are given in the input
ｔｅχt. by the end-processing the pseudo-stem of these words becomes
”analyz”；　therefore only one　entry is necessary　for　four　forms.　As　for
the words ”baby” and ”babies” ， their pseudo-stem is ”ｂａｂ”．　Thewords
”stop”，”stops”，”stopping”and ”stopped” become　”stop”．　In the case
of ”wife”and ”wives”, their pseudo-stem is ”ｗ１”。
　　　　　Theunconditional separation of word endings which are not real
inflection endings causes such Ｃａｓｅｓ　Ｎ)hereo iginally different words
























工ｎthese cases, they can not be distinguished only by the pseudo-stems;
therefore each word ending which is taken off is considered when ａ word
dictionary is consulted.　The explanation of this procedure is describ-
ed in section 5.1｡
　　　　Sometimes there appear such words which have ａ word ending in their
original　form and　further conjugate.　For example, the word ”enter” has
the pseudo-stem ”ent'･,and this form is registered in the dictionary･
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Then if the input words are 。”enter"and "enters”, their pseudo-stem
becomes ”ent", and 80 they can be　found in the dictionary.　But if the
input words Eire "entered”and ”entering”, their pseudo-stem becomes
”enter" and ｔねis does not coincide with the registered entry ”ｅｎｔ”．
Therefore　in this case both ”ｅｎｔ”and"enter”must be sotred as entries












This double registration of the same word can be avoided if word end-
ings are allowed　to be taken off repeatedly.　For example, "entered"
becomes ”enter+ed” and then ”ent+er十ｅｄ”；　therefore its pseudo-stem
becomes ”ｅｎｔ”．　Then only one entry ”ｅｎｔ”１Ｓsufficient　for ”enter”，
”enters”, "entered” and "entering".　By this method, however, the number
of word pairs having some pseudo-stems increases, and to avoid the am―
biguity, a large memory than ａ double registration is necessary.　For
ｅ／Ｘ万２万mple,"see”，”sees”, "seeing”，”singり万, "singing” ， ”sings”, "seed”
and ”singer” are constructed only by the word endings, so their pseudo-
stem disappear by the repeated end-processing.　ｌ ｆ， however, only one
ending １Ｓ separated, the next　four stems are needed。
　　　　　　　Ｓ　( SINS,　Ｓ工NGS )　９　　　ac　　　( SEE,　SEES, SEEING )。
　　　　　　　SE ( SEED )　　　　，　　S工NG　　（ＳｴNGｴNG, SIHGfER )
　　　　Word-endings whose last　:Letters are D, G, T, and Ｒ serve as morph-
ernes which give some information as to parts of speech.　That is, D
suggests that if ａ word which has 。this word endings is ａ verb, it is







verb, T and Ｒ suggest that in the case of an adjective it is corapara-
tive or superlative degree.　But Ｇ and Ｄ do not give any information
to other parts of speech except verbs, and Ｒ or Ｔ is only effective in
the case of adjectives ．　There fore　the word ending ”ｅｄ”１ｎthe word
”ｂｅｄ”doesnot serve as ａ morpheme, because the part　of speech of ”bed"
１Ｓnot　ａverb。
　　　　As　forthe words which are not registered in the dictionary, thei『
word endings are useful in infering parts of speech.　That　Is, if their
endings are Ｄ or Ｇ class, they are probably past　form verbs or ing-form
verbs, and if their ending １Ｓ　”１ｙ”,they may surely be adverbs。
　　　　Now, the following discussion concerns the CO njugation of Japanese
words.　工ｎ Japanese verbs and adjectives con.jugate, but it 1S too
troublesome　to give each word　the information about the conjugation
type.　Then, a simple processing １Ｓapplied to verbs and ad.iectlves
before they are registered in　the dictionary.　The processing １Ｓas
below.
(1) As for the five-conJugation-type verbs （GODAN KATUYO), such as
KAKU (KAKANAI, KAKIMASU ，KAKl!，KAKE BA, KAKO) or YOMU (YOMANAI, YOMIMASU,
TOM旦, YOMEBA, YOMO) etc., the word ending　U　is taken off from the
third　conjugation　form.　For example,　KAKU　and　YOMU　become　KAK
and YOM　, and these stems are　stored in the dictionary.　But as ａ
special case if the　last syllable･1ｓ constructed by only one vowel　Ｕ　，
for example, KA/U　or　0/MO/U ，the last sylable　U　is substitutedニ
with　WU and then the word ending　U　1S .taken off.　Therefore　KAU
and　OMOU　become　KAW　and OMOW　.　Another exceptional case‘1S that
such words whose last syllable 1S　so　are stored in the dictionary
without any processing.　They are TOBASD (fly), KOROSU (kill),
　DAMASU (cheat) etc.工七 1ｓ to distinguish from the words in the case
1０6
of (if).
（２）　As　for the　single-conjugation type words (KAMI　ＩＣＨ工DANKATUYO,
SHIMO ICHIDAN KATUYO), such as ＭｴRU［ML:ＥＮＡ］:，Mj!MASU,MIRU, M_IREBA, Mno)
or SHIMERU (SHIM!MAI, SHIM!3MASU, SHIMERU, SHIMEREBA, SHIMEYO), the
word ending　RU　is taken off　from the　third　form, and stored in　the
dictionary.　For example,　MIRU　and　SHIMERU　become　MI　and　SHIME
respectively・
(3) As for the irregular verb KURU (KONA工，Ｋ工MASU, KURI^ KUREBA, ＫＯ工）
which corresponds　to English ”come"， the word ending　RU　is taken off,
therefore　KURD　becomes　KU　．
（４）Ａｓ for another Irregular verb SURD［Ｓ］:NAI,S工MASU, SURU, SUREBA,
SEYO) and　its family words, the word ending DRU is taken off.　This
type　of word includes many compound words which have such ａ structure
as "noun十万SURU”,for example.　BENKYOSURU　，　KENKYUSURU (study), o『
　SEISANSURU (produce; etc .　They become　BENKYOS　，　KENKYUS　，ｏ『
　SEISANS　.
（5）　As for adjectives or adjectival words. the word endings　工，
　NA　, or　Ｎ０　１ｓ　takenoff　from the modification forms.　For example.
　UTUKUSII　HANA (beautiful flower) becomeB　UTUKUSI　, anc!　SIZUKANA　　　　　　-　　　　　　　　　　　　　　　　　　　-
UMI (quiet sea) becomes　SIZUIくANA ，and　工KUTUKANO TAMAGO (some eggs)
becomes　IKUTUKA　．
　　　　Theabove mentioned rules from (1) to (5) are used by man vrtien he
stores the translation words for verbs and adjectives：１ｎthe dictionary・
It is very easy for Japanese people to dietinguish conjugation type of
verbs and to separate stems　from word endings.　He can do It even by
punching the words into computer.
　　　　Onthe other hand, the rules of conjugating these processed words,








short, if the last　letter of ａ stem is ａ vowel, the inflection part　is
slightly shifted to begin with ａ consonant.　０ｎ　the CO ntrary. １ｆａ
stem ends in ａ consonant, the　inflection part is make to begin with ａ
vowel.　For example, when the inflection　RU　is to be connected to
　ASOB　(the stem form of　ASOBU　), the inflection part　is changed to
　ｕ　because　the stem ends in ａ consonant　Ｂ　, and the result　is　ASOBU　．
　　　　Ifthe stem is　ＯＳ工Ｅ　,and the inflection is　RU　，１ｔbecomes
　ＯＳ工ERU　　because　OS工Ｅ　endsin ａ vowel, so the inflection must be　　　　　　　　　　　　　　　　　　－
begun with the consonant　mj　．　When the past　form inflection　IMASITA
１ｓto be connected to YOM (stem of YOMU ), it becomes　YOM IMASITA
because　YOM　ends in ａ consonant, and so the inflection part must be
begun with ａ vowel.　工ｎ the case of　Ｍ工(stem of　Ｍ工RU　),it becomes
Ｍ工MAS工TA　．　As for the special stems which have　―su　or　―KU
forms, they are considered by the special routine.
　　　　The　translation word which correspondsto the auxilially verb ”will”
or ”shall”１ｓstored in the　form　DAROW (stem of　DAROU　）．　Because if
　RU　is connected to it, it becomes　DAROWU　and this Roman letters
are　translated into KANA letter as ﾂﾞ｀口う．　Inthis connection, it must
be noted that the vowel after an assimilated sound is confusable with
the syllables NA, NI, NU, NE, NO, so such single vowel (*) must be re-
writtes by Ｗ●　form,and the syllable Ｗ●　1ｓtransformed into KANA　form
in the same letter with a single vowel （●）.　For example　TANI (unit)
must be stored in the dictionary in ａ form　TANWI ，and when it is ex-
pressed in KANA letters, it becomes　タンイ　．
1０8
４。２　　Word　compressionby cut-sum method
　　　　　Englishwords are constructed by the indefinite number of letters
(usually　fromｌｔ０16).　If such words of varying length are stored in
the dictionary as they are, it　takes much time to search them and ａ
large memory　to store them.　This becomes more serious as the number of
words in the dictionary increases. There fore some・good methods which
convert words of indefinite　length to those of constant　length must be
studied.　Ａ calculation-address method is only effective when number
of words is rather small and there are many core memories.　The abbrevi-
ation method １Ｓnot practical since its algorithm is complex.　The
effectiveness of tree like storage method is doubtful in reducing the
memory size.　Then the most simple and effective method which will be
called the　･'cut-sum"method is　to cut ａ word by every ｎ letters and　to
add each segment　simply looking like numerals.　For example, the word
”segmentation”１ｓcut by every ５letters, segme/ntati/on, and these
segments are added, each segment　looking like the binary number of ３０
figures, as shown below.
　　SEGUE
　　N T A T工
＋　0 N
　　　110010 010101 010111　100100･ 010101
　　　100101　110011 010001　110011 011001
十　100110 100101 0０00０0 ０00000 0000０0
111110 101101　101001 010111　101110
The result　Is ５ character length ignoring overflowing　figures.　There
are, however, some ｉヽlsksthat originally different words may become
the same head by this cut-sum method.　The possibility of the risk
differs according to the number of letters in each segment.　For about
eight thousand English words which the author used in the　translation
system, there appeared ２７４　pairswhich become the same head by three








































　　　　Bythe　five　letter cutting, no same head appeared.　Then in this
English-Japanese　translation system, the　five letter cutting method is
adopted.　The possible number of words which can be constructed by　five
letters (30 ｂｉｔｓ）ａｒｅ２３０≒10^,and it　is quite enough for English
words。
　　　　The　characteristic　feature of this cut-sum method is that it　is
simple, and the same heads do not appear even by　the　five-letter cut-
ting, and it needs ａ comparatively 8mall number of bit per word･to
store.　But this compression　is non-reversible, that is, the cut-summed
word　can not be restored to the original　form.　But this is not ａ defect
in the ordinary use of dictionary because the head word １８only used
to check if it coincides with the input word, and it is the information
about parts of speech and translation words which are really wanted。
　　　　The compression is performed on the word　whose　word ending Is
processed by the method mentioned in Section k.l.
4．3　　Idiom dictionary
　　　　　Oneof the obstacl己自 to translation between natural languages
??????????????????????????????????????????? ??????????????????????????????????????????????． 。??? ? ． ??????????
2ND WORD
???????????????????????????? ?????????????????? ． ???
４　４．．
MAIN WORD












































































































































































































































?． ????????? ? ? ???????????? ?





















???? ??????????? ?? ??? ??? ? ?? ? ? ?????? ? ?
????????????????????????????????????































































































































































































































































　whichbelong to different　language　families １８　thatthere are many
　characteristic　expressions in each language, in which it １８very diffi-
　cult　tograsp the whole meaning of expression　from their constituents.
　Itis, as it were, exocentric　structure in meaning.　Such expressions
　doplay an essential role in natural languages, so it is ａ very Important
　problem to study how to translate them.　But there is no gene･ral algo-
　rithm to translate idiomatic　expressions as well as ordinary structures
　bymeans of the same procedure.　There １Ｓno choice but to translate
　thewhole idiomatic　expression into another phrase using one-to-one
　correspondence table.　０ｆ course　there is not, in the strict sense,
　anyconectly one-to-one correspondence, but partially equivalent　ex-
　pressions can be　found out.　The idiom dictionary contains such one-to-
　one correspondent expressions。
　　　　　工diomatic　phrasesusually consist of several words, say, from two
　to　four, and they very rarely consist of more than six words.　They
　are supposed here　to be constructed by continued sequence　of words,
　and discontinuous expression (correlative One) such as ”not...but”or
　"so,..that" etc. are not treated because　they are difficult　to substi-
　tute with one word and to process with　fixed pattern matching｡
　　　　　It　isａ question how idioms are　to be stored in the dictionary・
　The number of words which constitute idioms is not definite, then to
　make　it　easy to search idioms it １Ｓdesirable　to convert　them･ into
　regular　forms having the same length.　But unlike　the word dictionary
　suchａ simple compression method is not effective with the Idiom die-
　tionary, because　the elements of idioms are words carrying meanings
and　ａsimple cut-sum method　loses much information involved in each
　word.　Therefore　the　following method is adopted to make it possible
　to understand its forms‘easily and also to make　the program simple and
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quick, though it takes rather redundant memories。
　　　　　Usuallyan idiomatic　expression contains ａ word which characterizes
ａ phrase.　Take　for ｅχample, such words as ”spite”, "advantage”○『
”rate”in　the next　expression "in spite ｏｆ”，”takeadvantage ｏｆ”トｏ『
”at any rate”．　Such words generally appear less　frequently; ; therefore
it　is efficient　to set　them in such ａ position that they are　first
looked　for.　Most　idioms have the structures like CCM, CMC, CM, MC,
and CCMC, where Ｍ is ａ main word and Ｃ is the other word in an idiomatic
expression.　Then they are arran ged so that the main words are situated
















Ｆｉｇ･４・３．１　Structure of idiom dictionary
Except CCMC they contain redundant memories (slashed part), but by
putting them, the search program becomes easy to make.　As　for the
idioms which consist of more than　five words or have such structure as
CMCC or ＭＣＣﾀ　theyare stored by dividing ； them into several parts.
For example, the set　phrases ”as ａ matter of　fact”or　ｌ･not to much

























Ａ word which substitutes the　idiom is situated in　the　fifthposition.
This word is not necessarily ａ usual English word, but it is, in most
cases, a sign to distinguish　idioms　fromother words, and reftistered
in the word dictionary.　The　word QXYQ in the above example is register-





















　　　　　　　　　　Fig.4.3.3　word die. for idiom equivalence。
　　　　Eachword in the　idiomis in its pseudo-stem　form and compressed
into　five characters by the cut-sum method mentioned in Section k.z.
Therefore　one idiom is stored using ５Ｘ･５ characters in the memory.
Several examples are shown in Table 4.3.1 together with ａ１１informa-
tion which is contained in the word dictionary.
4｡４　　Worddictionary.
　　　　　Theword dictionary 1S　the most important dictionary in the
mechanical processing of natural languages, by which several kinds of
information １Ｓgiven to each input word according to its purpose of
processing.　The information which must be included in the word diction-
ary　for mechanical syntactic　translation　fromEnglish into Japanese １Ｓ
English head words, corresponding Japanese, and grammatical informa-
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tion about English words.　Grammatical information about Japanese is
not necessary in the syntax-to-syntax translation treated in this paper
because almost all information is taken into consideration in the
syntactic　rules and the conjugation of verbs and adjectives in Japanese
１Ｓrecognized by investigating the last　letter of verbs and adjectives.
No semantic　information is given in the present system。
　　　　Thememory necessary　for one word is １３characters plus the number
of letters　in Japanese words.　The stored form １Ｓshown below with its








　　　　　　　　　　　　　　　　　Ｆｉｇ･4.4.1 Neoesaary memory for
　　　　　　　　　　　　　　　　　ａword in the word-dictionary･
Five characters are　used　for the compressed word head, and　four charac-
ters are reserved　for the two parts of speech, two characters　for each.
The three characters indicate　the　top address of Japanese words.　The
second translation words, if any, are　indicated by the relative address
to the　first one by one character.　The reason why translation words
are stored　in ａ different　place and linked by ａ pointer is simply to
express each entry in ａ regular form and to reduce the number of steps
to consult　the word dictionary・
　　　　　Ａ１１entries, about 8000 words,・are sorted in ascending order tak-
ing the pseudo-stems of　five characters as key words.　There are,
however, several words which have the same pseudo:-:stems on account of
word-end processing.　工ｎ this case CO rrect information can not be ot-







That is, the word ending which is taken off is stored instead　of　the
pseudo-stem except　for the　first head among the same head words.　For
example, these words ｎＩ”，ｎ工F”,and "IS”血１１ become ”Ｉ¢¢¢¢”bythe end
processing and cut-sum compression.　工ｆ they are arranged simply in
ascending order, the same head words appear in succession.　Then the













　　　　　　　　　　Ｆｉｇ･4.4.2　Arrangement for the same head words
second and third head words are substituted by their endings as shown
１ｎFig. 4.'+.2.　The endings are stored　from the least significant
character and arranged in ascending order.　In this case, however, it
１ｓａ question which of them must be put in the　first position.　Though
this depends on the search algorithm, generally it is reasonable　to put
such word as conjugates.　Because the　first head word among the same
head ＼wordsis not given its word ending, con.iugated words coinc ide
with　the head if their endings are taken off,　１ｆ verba are not
stored as shown in F±e.k.k.3.　But if verbs of frequent occurence are











































































































































































































































































































































































































































































































































































































































































































































































































































































































Several examples of compressed words and their arrangement are shown
in Table k.k.l.
4.5　　Syntactic dictionary
　　　　　工ｎsection ３．５several structures of syntactic rules are shown・
Their internal　forms are desc ribed here ．　The rewriting rules are
divided into two classes according to the number of characters which











Their internal character construction is shown below
(メ　　　　　　　　くJヽtjj.ki,
　　(ﾒ、　　　　　G｀ＪボJi迅
The 3-symbol rule has １２characters, that is. 6 characters　for the
English pattern, 2 for the substitution symbol, l's　for the word-order
indicator and ｌ for particles to be inserted.　The 2-syrabol rule has
１０characters： ４ characters for the English pattern, the remaining
part　is the same as the 3-symbol rule.　There are ２１kinds of word
order indicators (crう,and 63 different particles　to be inserted｡
　　　　Therewriting rules are classified into two major classes accord-
ing to their syntactic hierarchy.　This corresponds to (I) and (II) in
1２6
section 3.3.　Each class is divided into sub-classes, that　is, 3-syinbol
rules and 2-symbol rules.　Therefore there are　four classes, that is,
(A-5), (A-2), (B-5) and (B-2) classes, and their hierarchy is in that
order.　Though there are only　four classes, they are equivalent　to at
least eight　classes because of the repeated application of them by the
matching algorithm which will be explained in section ５．１。
　　　　Ａ１１rewriting rules are　listed in Table /t.5.1, but　for the sake of













is, instead of symbol expression corresponding Japanese are explicitly
expressed.
　　　There　are no rules which have the same pattern part (dlH→ｒ）。
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　-
and in each class　the rules are sorted simply in ascending order with
pattern part, because　there is no difference in hierarchy between the
















































































































































































































































































































(1)/ WAバ3)/ KOTO 0/(2)/IMAS
<1)/ WAパ3)/ <0T0 0/(2)/IMAS
(3)/ ICOT0WA/(2)
(1)/ ＷＡバ3)/ DE/(2)/RU/
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(1)/ WA/13)/ DE ARU/
（Ｄ／ WA/(3)/nuTUARU/



















































































































(31/ WA/(l)/ UE ARU/
(2)/ GA/(3)/lMASITA/
(2)/ GA/(3)/RU/






















































































































































































































































































ALGORITHM OF MECHANICAL TRANSLATION
５。１　　Algorithm of English-Japanese　translation
　　　　　The　programof mechanical translation　from English into Japanese
consists of seven parts as shown in ａ block diagram in Fig.5.1.1.　The
following　lines give the detail explanation of each program, and the
next section will give ａ concrete example.
5.1.1　　Reading of the　original text。
　　　　　工nputsentences are supposed to
be English, and construe ted by ２６
alphabets　in capital letter and
numerals and several symbols such
as comma, brackets, hyphen, apostro-
phe, quest ion mark, period, space,
and ａ few symbols used in mathematics.
When original sentences are punched
on paper tape, some slight modlfica-
tions are made ．　That is, a period
which is attached to indicate abbrevl-
atlon is ignored, and abbreviated
words which are confusable with normal
words are de formed.　For example, AM
(ante meridiem) is confused with am
(linking verb), US(united state)：
us(pronoun),　or MISS(mistress)：　miss








ａ special symbol ●　１ｓattached to the abbreviation words like AM≫, US≫,
ＭＩＳＳ●．　Further,somewhat exceptional expressions such as ”out-of-date”
and ”the present paper deals only with and and not type searches”, are
transformed into "out of date"　or "...with and* and not* type...”・
In some cases, the pre-edition which is different　from the above mention-
ed one is effective.　The pre-edition, however, does not mean ａ complex
one, but it　treats ａ simple one such as　the insertion of comma between
very large phrases, or the deletion of redundant comma, or the substl-
tutlon of syntactically ambiguous words with other equivalent words,
for example, the underlin万ed word in ”万‥:･aboutfive years.,.”１ｓ changed
to "...nearly　five years・‥”．　Such pre-edition can be done without
stopping the text-punching.　More detailed explanation about pre-edltion
will be　given in section ６．４．
　　　　Whenａ input sentence　is　fed into ａ computer　from the paper tape
reader(PTR), some special symbols which are not on　the tape are　insert一一
ed by　the program.　They indicate　the beginning of ａ sentence iffA) and
the　ending ｏ£ａＢｅntence (△が)and ａ boundary between sentences (･゛）．
(Original form) 工AM Ａ BOY SＨＥ工Ｓ Ａ GIRL 。







These symbols are useful In characterizing the　functional role of the
words situated near them, or preventing the influence of one sentence
from　going beyond the other sentence when many sentences are　translat-
ed together, because all sentences which are read into ａ computer at
ａ time are processed as if they were ａ single sentence.　The number of
words which can be　treated at ａ time are about ９０words if syntactic
140
analysis　trees need not be printed, and in the case of printing the
tree, it must be less than ６０words.　This limitation COmes only from
the number of core memories used in the ｅχperiment.
５。１．２　　Word-endingprocessing and word compression。
　　　　When　asentence is being read into ａ computer from the paper tape.
the end of ａ word or segment is recognized by space or punctuation
marks including brachets, hyphen and apostlophe.　Each mark is regarded
as a single word, but space is not regarded as ａ word.　For example,
the next sentence which Is punched in the same manner with ordinary
type-writ：ingis segmented into　２３words Including boundary symbols.
MR
BHOWN ＩＳ HAT, WHICH工Ｓ ＯＬ】a-PASH工ONED, IS SELD AT 1 DOLLAR (56O ｙ腿)
／・・／が/mr/brown/
' / S /hat/ ， /which/is/old/ - /fashioned/
/，/ｴs/seld/at/ 1 /dollar/ ( / 360 /Ｙａ/)/　＃/
　　　　　Ifａ special sign indicating　the end of an input sentence is read,
then word-end processing mentioned in section ４．１１ｓ applied　to each
word.　That is, if ａ word has one of the endings shown in Table 4.1.1
1n section 4.1, the longest　one is taken off unconditionally,　For
example,”cities" has three endings ”ｓ”，”ｅｓ”,and ”１ｅｓ”,but the long-
est one ”１ｅｓ”１ｓtaken off from the ”cities";　then it becomes ”cit".
The taken-off endin６Ｂ ａｒｅreserved till the word dictionary Is consult-
ed, but in　the case of four。letter-ending only the last　three letters
are regarded as word-ending.　The remaining part　of the word after the
end-processing is applied is called ａ pseudo-stem, and segmented every





number.　As　for ａ segment which consists of less　than　five　letters,








　　　　Internal memories used　for one word are　11 characters each as
shown below,
SYSTEMATICALLY Ｉ Q h^ 9 < U　　　００Ｔ
　　　　　　　　　　Pig.　5.1.2.2　Internalform of an input word。
　　　　　Fivecharacters are used　for the compressed stem, and　three charac-
ters are used for the word endings, and if the word has no ending.
this part Is blank.　The　last　letter of the word ending. If any, is
regarded as ａ morpheme sign which represents　the character of the word
endings.　The remaining three　characters are not used in this step･
The memory area １Ｓsegmented every 11 characters and the Information
for the input words are stored into the ”sub-area”１ｎthe same order
as the Input words。
　　　　　Theoriginal words must be reserved to be used as　the　translation
words　when the input English words are not　found in the dictionary.
14２
5.1.3　．Idiom processing.
　　　　　:It　issupposed.that　there is such an idiom dictionary as mentioned
in section 4.3, and each word in the read-in sentence is numbered 1,2,
‥．　from the　top of the sentence.　Ａ compressed pseudo-stem　for the
input words will be called "element", and ａ compressed form in the
idiom and　word dictionary will be called ”head”or ”key"　or”entry”，
１ｎthe　following discussion.。
　　　　　Themain procedure in the idiom processing is to substitute ａ
sequence of some elements with one element if the sequence　is　thesame
one stored in the idiom dictionary.　Now, suppose　that the ith element
coincides with the kth head in the main word column・of the idiom die-
tionary.　Then investigate whether the /fthhead in the kth row is
blank or not.　工ｆit is not blank, then compare it with the i+lth
element.　If they coincide and　the 2nd head in the kth row is not blank
the 2nd head １Ｓcompared with the i-lth element.　工ｆthey coincide and
the 1st head is not blank, then the　i-2th element is compared with it.

















Ｆｉｇ･．　５．１・５．１　Schematicexpression of idiom processing･
in the course of comparison, the　further comparison is unnecessary,
and it is regarded as ａ successful comparison.　］:ｆtheir comparisons






ture as the kth idiom is substituted by　the substitutional word in the
kth row.　For example;　１１! Fig. ５．1.3.1 above,　if ｌ１°△1111°ａ１-１゛Ｉ;゜ａ１７１：：
゜ａ１＋１７　工
?
゜ｂｋthe original sequence of element becomes ”^i-2 ＼ ａ１＋２¨¨”
When an idiom is　found and substitution takes place, the mark is　trans-
mitted to ｂ　as an ending mark of ｉｔ １゛ｆ the ending mark of ａ１－１０「
ａ１０ｒ　a is Ｇ or D･ This is　to reduce the memory by eliminating ａ
similar idiom which is different　from the others only in conjugation.
for example.”acount　ｆｏｒ” and　”accounted　for"。
　　　　　Whenthe comparison with　the kth row is unsuccessful, the ith
element　is compared with the k+lth head in the main word column.　If
this　comparison is successful, regarding ｋ＋１as k, the same procedures
mentioned above are repeated, till　there appears ａ head in the main
word column which does not coincide with the ith element.　This is
because　there are several idioms which have the same main words.　If
there are no idioms which have　　as main words, the i+lth element　is
compared with the main word column and the same procedure are perform-
ｅｄ。
　　　　　Bythe　idiom processing procedure, the sequence of elements is
substituted with one element, and such information as part of speech
and　translation words are not given in this step･
5.1.'+　　Word-dictionary-search･
　　　　　Afterthe idiom processing, the word dictionary is consulted in
order to get　the information　of part of speech and translations.　The
word　dictionary　for the mechanical processing must be divided into
several pages because of its　large amount of information, though it
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depends on　the memory size of the computer.　Moreover the method of
arranging head word must be　tELken into consideration with the relation
to page division and search algorithm.　To arrange words in alphabetical
order as in an ordinal dictionary is not effective when such word com-
pression is done.　In this paper, all compressed words are arranged In
ascending order regarding them simply as binary numbers of ５×６ bits,
and this ordered entries are divided into several pages, to which the
largest　head word in the page is given as an index。
　　　　　Thebinary numbers of the compressed word in　the input sentence
do not appear necessarily in ascending order;　therefore　they must be
rearranged　in ascending order not　to diminish the search efficiency.
The reason　is that ａ word dictionary contains ａ very large amount of
information, and they are stored in auxiliary memory such as ａ magnetic
tape or magnetic disc　or magnetic ’（!rum:　therefore　thenumber of open
pages must　be as less as possible in order to lessen the　transfer time.
However, if each element is searched in the order which it appears,
１ｔ　takesmuch time　to search all elements。
　　　　　To　lessenthe search time, it　is necessary　to investigate in
advance to what　pages each word belongs by　the help of index, and then
necessary pages must be opened in turn.　If ａ certain page is opened,
all　the words which may be contained in the page are searched at ａ
stretch independent　of the input order.　工ｎ this case, however, the
relation between search time and necessary core memories must be con-
sidered.　Ｉ工ｔrequires many memories ｔ０list all the words which belong
to the sa万mepage　for each page.　０ｎ the other hand, if卜each word １Ｓ
given the page-number to which the word belongs, less memories may be
needed, but　much search time will be necessary.　Therefore as an inter-






head address of storage area　for each word １Ｓregarded as the　Index　for
the word, and these indexes are put into　the stack In the input word
order.　Second, the index of the ･first　page of the word dictionary １Ｓ
compared with the elements by the aid of index in the stack.　If there
are no　elements which belong to the　first page, this page need not be
opened.　In this manner, the index of each page １Ｓcompared with　the
elements in the sentence, and　if there appears an element which may
belong to ａ certain page, the　page is opened, that is, the information
contained in the page is transfered to the core memory.　Then the element
１Ｓsearched in the page, and the　index ６ｆthe element １Ｓrejected　from
the stack.　Once the page is opened, all the elements which have the
possibility of belonging to the page are searched in the page Independ-
ent of the input word order, and their indexes are ａ１１rejected　from
the stack.　Therefore, after ａ certain page is closed, the remaining
indexes in the stack represent the elements which are not yet processed,
so　the procedure　to　judge whether the element １Ｓsearched　for in the
dictionary can be omitted。　The same stack can be commonly used as　the
stack　for the unprocessed elements;　therefore　the number of memories
for the stack can be the same　as the number of the input words, and
the number is smaller than when each page has its stack。
　　　　　Inthe　following, the search algorithm for an open page will be
explained.　Ｔｈｅ･head words in the dictionary are sorted in ascending
order, so that it １Ｓonly necessary to look for the coincident entries
by the simple look-up method.　But as ａ result　of the word-end process-
ing, some words have　the same　elements.　In this case the entries of
the dictionary have special　forms as shown in section k.h;　therefore
the　taken-off word endings must be taken into consideration.　Then the
treatment of such ａ case will be explained in detail.
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　　　　Now, suppose　that an element (Wl) in the input sentence １Ｓ com-
pared with　the die tionary entries in ａ certain open page ty the simple
look-up me thod, and then　the kth head coincides with Ｗ１．　工ｆthe k+lth
head １Ｓ not ａ suffiχ entry, then the information of the kth head １Ｓ　for
this word (wi). Here ａ suffix entry １Ｓ judged by investigating whether
the upper　two　figures of the entry are　zero or not.　Ａ suffix entry
always ｈａＳ¢¢゛欝兼form.　工ｆ the ｋ＋１ｔｈword is ａ suffix, the suffix (Xi)
of the element (Wi) is compared with the k+lth head. If they coincide
with each other, the k+lth information １Ｓ given to Ｗ１．　工ｆｘ１１Ｓlarger
ｔｈａｎ．Ｈｋ＋１゛Xiis compared with Ｈｋ＋２”and so on, till there appears such
ｈｅ８ｄ（Ｈｋ＋ｊ）゛hichcoincides with ｘ１ﾀ　or larger than Xi.　If ｘ１くＨｋ＋ｊ’
there ａｒ･ｅno heads, which coincide with Wi, in the　following entries
ａｆｔｅｒ％．１．　Therefore Ｗ１１ｓ reｇａｒded as equal to the kth ｈｅａｄ（Ｈｋ）．




















　　　　　　　　　　　Ｆｉｇ･　5.1.4.1　１〕Ictionaりrsearch for the same head word｡
　工ｎ this method, however, the head which is smaller than　ｌ
is confusable with ａ sufix entry, then　for such words ａ special algo-
rithm is considered.　That is, if ａ suffix entry disturbs　the normal
ascending order, there must be at　least　one　place where ａ small number
comes after ａ larger one;　therefore by investigating this point the






　　　　　Ifthe element has the possibility of belonging to page i, and ａ
coincident word can not be　found in the page, the word is not reRister-
ed in　the dictionary.　Most of such words are ”proper nouns”or ”techni-
cal terms", then their parts ｏｆ speech are thought to be ”noun”(Nl),
and　the original English words themselves are given as their transla-
tions｡
　　　　　Whenａ coKincident entry　is　found, the information which the entry
contains is given to the element.　They are parts of speech and　transla-
tions.　Thus, after the word dictionary search the Information con-
talned in each sub-area is changed as　follows,
（1S） VIL Ｉｌ n|n|n|3 ０１０１０．３０ｒ　８　means　length
　　　　　　　　of　first　translation
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　word.
( obtained )　　ＶＩＴ川　m im Iml8 O|E|D
　　　u-rni　-n-nn
/ar/teniire/,. ..
As　for the word ending, if it　is referenced　to　find its entry, it　Is
ignored, because　the information of word endinp: is reflected already
on the part of speech in such ａ case.
5.1.5　　Alternation and inference of part of speech。
　　　　　Ａpart of speech which １Ｓobtained　from the word dictionary is,
as it were, a static　one, and it may be differer!ｔ　from the practical
role　in the sentence.　Here　the word ”part of speech”only ･concerns
the syntactic roles, and not　the semantic　function.　For example.
１ｎ”ａrolling stone”, the word ”rolling” may be adjectival as ａ semantic
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function, but it can be only said to be ａ ing-form of verb　from the
syntactic　point　of view.　It　is very important　to distinguish the Ing-
form and past-form of verb to know the　function of the verb.　Then
according　to　the word ending, the static parts of speech gotten　from
the dictionary are changed Into rather dynamic　ones.　That is, such
ending marks as D(ed, ied, ved), G(ing), and R(T)(er, est) have the
possibility of changing the static　part　of speech, but the other endings
do not affect　the syntactic　role.　There are three　transformation tables
corresponding to the end marks D, G, R (Table　5.1.5.1).
Table　5.1.5.1　Transformation table　for parts of speech
according to the word-end-mark D.G.R.






















（ＧＸ , GX )
Ｒ （AI　，　　）




（ＲＡ , Nl )
（ＲＡ ， N1）
where　χ ３ D, F, H, I, L, T, and ｙ　= I, N, 0.
If ａ word has one of the end marks n, G, or R(T), the part of speech of
that word is searched in the　trans format ion table corresponding to the
end mark, and they are substituted by the transformed one.　-]:ｎthe
ｙ〜?
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table ａ　priority　between twoでparts of speech as well as morphological
transformation is　taken into consideration.　For example, if ａ word
which　is given two parts of speech Nl and VT in this order has an end
mark G, then Ｇｔａｂ:Leis looked up　for Nl VT, and they are substituted
GT Ｎ１．　Because　the word ending ”１ｎｇ”．indicates that the word is possi-
bly used as verb of ing-form rather than as ａ noun.　But if a word is
given　only Nl, it is not changed because noun can not be　thought　to
conjugate.
　　　　　Theabove mentioned trans formation is applied to the parts of
speech which were obtained　from the dictionary.　But as　for the word
which　is given　temporally ａ ”noun”symbol because it. is not registered
in the dictionary, its adequancy must be tested by another method.　If
ａ word which is　found in the dictionary has ｎＮ１”，１ｔ　isnot necessary
to exchange its symbol even if its end mark is Ｇ or Ｄ．　As　forａ word
whic ｈ is not　found １ｎthe die tlonary, however, it is probably adequate
to adopt GT or PT or Bl(adverb) rather than Nl according to their end-
ing mark ”ing" or ”ｅｄ”or”１ｙ”．
　　　　　Thismorphological inference of part of speech gives　fairly correct
results when the word dictionary contains ａ large number ｏｆ words.　If
the dictionary is ａ small size and the word ”bed"　１ｓnot registered in
it, its part　of speech may be　infered as ａ past　form (PT) by morpholo-
gical information.　Therefore　such inference is not necessarily reliable .
though helpful in some cases.
　　　　　Thenanother inference which uses contexual informations is tried.
Now, as ａ simple example, suppose　the word ”ｂｅｄ”１ｓregarded as the
past　form of ａ verb because it was not registered in the die tionary ・
工ｆthe word appears in the circumstance ”the２!£!１８　　”，１ｔis inferenceJ
to be　ａ"noun" because　the word　just behind ａ determiner is often ａ
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noun.　But　sometimes ａ past　form appears in the same circumstance "the
-ｅｄ-Ｊ･, and so　this is not also reliable.　But if ａ　farther context
１ｓconsidered, the　inference　of part of speech may become more accurate,
though it　will be never perfect.
　　　　　As　forwords which have　only one part　of speech, it is only neces-
sary　to change their symbols by the word-endlnK information, and not
necessary　to infere　from the conteχｔ．　Because in the dictionary ａ１１
possible　uses of the word　is registered as parts of speech, so the　fact
that　they　have only one symbol means　that　in any sentence　the words
work according to the symbol.　Their　functions are determined in the
context by syntactic　patterns.
　　　　　Themost important problem in this step is　to select　the adequate
one out　of the　two symbols which ａ word has.　For example, in the sentence
”the rapid search requests.. .”, the word ”search”and ”requests”have
VT Nl and　Nl VT respectively, but　it is difficult　to　judge　from the
syntactical context of which part of speech must be selected in this
sentence.　In this case, however, the　part　of speech　for ”search” may
be probably Nl rather than VT because　the word is situated　.I'ust behind ．‘
an adjective.　Then in the above example　the sequence of parts of speech
becomes DT － AN　VT　ＮＬ‥　Which of them (Nl or VT) should be selected
　　　　　　　＼ＮＩ　VT　　　　■
for "requests" depends on several　factors which differ　from case　to
case.　One　of the methods １Ｓ　touse　probability concerning symbol connec-
tion, that １８，the probability of DT AN Nl Nl and DT AN Nl VT, Accord-
ing to　the　probability table which was obtained　from several　thousand
words, the probability ratio ０ｆDT AN Nl Nl and DT AN Nl VT is ５：　１･
Then, from the statistical point of view, the part　of speech for ”request”





but it is not always so.　If there is no effective information to
select one of two parts of speech, the　first part of speech is to be
used.
　　　　　Anothermethod　to　treat multi-part　of speech is　to make all　possi-
ble combinations of parts of speech of the input words, and to analyze
each one.　For example, in the case of ”DT Al VT DT Ｎ１”, there are
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　NlNl 　VT
eight　possible combinations.　If the analysis of ａ certain possible
sequence　is blocked, that combination is rejected.　By this method,
several plausible combinations can be obtained.　But this gives no
complete　solution to the selection of part　of speech at ａ１１。
　　　　　工ｎgeneral if the wrong part of speech is given to the word, the
svntaχ analysis does not go well, so the correct determination of part
of speech is One　of the most　important　problems in the mechanical pro-
cessing of natural languages.　The problem, however, can not　be solved
only　by morphological information or the restricted context in syntax,
and　therefore semantic　information and some　flexible scanning method
must　be introduced。
　　　　　Inthis paper very simple inference rules are adopted which are
shown in Table 5.1.5.2. These are simple context-sensitive rule ｓ
whose form is ；Ｃ人:）（ｄ。9）一一一一刈j(a,c>.) , if w･９ １ｓ plausible, u)(c*。Ｑ）
　→ω（ｄ。a ) , otherwise,　where (c>ヽ,9) is ａ set of part of speech
given to ａ word, for example ，”help”：(VT.Nl)。
Table　5.1.5.2　Inference　table　for parts of speech
DP (VX , Nl)→DP (Nl ，ＶＸ）
N1（P4 ， ）→Nl (P2 ，　）
EA (Nl ，ＶＸ）→ＥＡ（ＶＸ ， N1）
DＰ（ＶＸ , AY)→DP (AY ，ＶＸ）
EA (AY , vx)→ＥＡ（VX , AY)
x= Ｄ，工，T　　Y=　I, N, 0　　DP= DT, PI, P2　　EA= EE, VA
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　　　　　Afterthis procedure, the information contained in the sub-area
for each word becomes as　follows
(help)
.../tasuke/tasuke/....
Each sub-area is connected by　the　linkpart (which will be called
”connector"), and this list structure makes it easy to parse and make
sub-translations.　The connection order is reverse to　that　ofinput
words, that　is, the　top of the list structure is the last word in the
input sentence.・　Thisis because of the convenience　for syntax analysis.
５。１．６　　Syntaxnalysis
　　　　　Themain procedures in mechanical translation are syntactic　analy-
sis of source　language and synthesis of target language, and these pro-
cedures are carried out by the use　of rewriting rules (patterns) shown
ｉｎ‘Table if.5.1 １ｎsection 4.5.　Patterns have context-free　forms, and
Its application algorithm is very simple.　But they are classified
into several hierarchies, therefore　the application of them takes some
steps, which are explained below｡
　　　　　Thestring of part-of-speech of the given sentence is supposed to







used. At first, three symbols are taken out from the end of string,
that　ｉｓ゛n-2 n-1 n is taken out.　Then　A-5　table is simply　look-
ed up　to search whether there　is a pattern which has ａｎ-２’ａｎ－１゛ａｎas
ａ head part.　工ｎ each table　the patterns are ，１ｎthe same hierarchy, so
they are sorted with the head part in ascending order.　工ｆ there　is no
coincident　pattern in Table Ａ’３　’８ｎ－１８ｎis taken and searched in
Tabel　Ａ-２　．　Thepatterns which are searched in Table　Ａ-２　are　the
sub-strings of 3-symbol patterns, as shown below, so the　patterns in
　Ａ-２　canbe said practically to be context-sensitive, though their
form is that of context-free patterns.　工ｆ ＼-l ａｎis not　found　in
^n-2　　^-1　　ａｎ→　＼-2　　ｂ
　Ａ‾２　Table,the next three symbols %-3 ^n-2 ^n-1 are　taken out and






searched in　Ａ-２　．　The same process is continued in the manner shown
in Fig.5.1.6.1.　工ｆ in the course of table-looking-up there　is ａ pattern
whose head　part coincides with a sub-string ａ１－１’ａ１’ａ１＋１１ｎ the
original string･゛ａ１－１゛ａ１’ａ１＋１１ｓ substituted by the substitution
symbol indicated by　the pattern, and ａ１－１゛ａｉ゛ａ１＋１are arranged accord-
ing to　the word order indicator, and indicated particles are　inserted.

















Refor゜ation of linkage ty application
　of　　ａｉ－１゛ａ１’ａｉ＋１‾４ｂｊ（２１　５　,fa-ハ）
Q1-2
That　is, first,　the　links between Si^p and ^i-1'　ａｉand ａ１÷１゛ａ１＋１
ａｌｎｄａ１＋２ａｒｅcut off, and the new symbol bj　is inserted between a. ^
and ａ１＋２゛　Second゛ａ１-１゛ａ１･,and ａ１＋１are linked according to the
word-order Indicator, the link part of the　last word being make blank.
Third, the particles are Inserted in the indicated order. To dis-
tinguish the terminal symbol and the non-terminal symbol, 1 bit informa-





symbol.　The sub-area (or container) for the newly inserted symb°１（ｂｊ）
has　two link parts.　One is an　ordinary link (connector) which makes
the main string of the sentence, and　the other link indicates the top
of the　connected symbol, the latter link indicates the　top address of
its　translation words.
　　　　工ｆthe above mentioned procedure　１Ｓ continued till　there appear
no patterns, in ，Ａ-３　and　Ａ-２　, which have the same　head as the sub-
string of the sentence, it goes into　the second step.　But If the second
step was already passed, it goes into the third step.
　　　　Second step：　工ｎ the second step, some parts of speech in the
main string are changed.　That　is, Nl １Ｓ changed　to m, and VH and VF
are changed　to VT, if interrogative snetences are not considered.
And again It goes to the first step.　The reasorト１Ｓ as follows. If
　N1≪PA→Ｎ４　　　ｅ｀χists in　Ａ－２ ， ･･Ｍ Nl ＰＡ･･ become ･･ DT(N1 PA) ".
But this １Ｓ not correct. 工ｔ must be （ＤＴ Nl) PA ．０ｎ the contrary,
１ｆ that　pattern １Ｓ rejected　from　Ａ-２　，”Nl ＰＡ”can not be parsed.
工ｎ the　latter case. however, if ”Nl ＰＡ”１ｓ changed to ”Ｎ４ｐＡ”，１ｔ will
be correctlyがarsed using　Ａ-２　patterns.　Therefore such ａ change of
part of speech Is applied instead of storing rather irregular case
patterns.　This procedure is　equivalent　to dividing　Ａ-３　and　Ａ-２
into sub-classes.　As for　Ａ-２　class, for example, the sub-class
　Ａ’２１ includes Ｎ４’PA-゛Ｎ４（２゛１９Nl(NO)り）・and the sub-class　A-2
2
includes Ｎ］．・ＰＡうＮ４（２１，Ｎ１（ＮＯ）・φ),and　Ａ-２１ １１ｓin ａ higher hierarchy
than　Ａ’２ ２　゛
　　　　　It　ispo sible to infer and alternate parts of speech by　looking
somewhat wider context in this step.　For this purpose　the connection
table　of parts of speech which、１ｓ･given in Appendix Ｂ will be useful.
1％
　　･Third step：　］:ｎ the third step, the pattern table　Ｂ-３　and　Ｂ-２
which are　in ａ lower hierarchy than　Ａ-３　and　Ａ-２　are used.　The
procedure　is almost　the　same as that of the　first step except　some
process after substitution.　That　is, three symbols are　taken out　from
the end of ｓｔｒ:Ing,and searched in　Ｂ-３　table.　工ｆ it is not in　Ｂ-３　，
two symbols are　taken out and searched in　Ｂ-２　, and so on.　工ｆ ａ CO-
incident pattern is　found, the quite same substitution, however, the
　Ｂ　tables are not　looked up continuously, but　Ａ　table Is used　for





If there １Ｓno coincident　pattern in　Ａ　Tables, the look-up procedure
returns to table　Ｂ　again, and the same procedure １Ｓcontinued。
　　　　　Ifthe length of string　for ａ given sentence becomes only one,
１ｔ１Ｓsaid　that　the original sentence　１Ｓcorrectly translated structual-
１ｙ．　Butthis does not necessarily mean that the　translation ’１Ｓalso
correct　from the semantic　point of view.　Only It can be said that　if
each word　１Ｓsubstituted with an appropriate word, the translation may
become ａ semantically correct　ｏｎｅ。
　　　　　Ifthe length of string does not　become one after the application




and　the third step is applied again.　This is equivalent to the sub-
division of　Ｂ　patterns。
　　　　　Notwithstandingthe change of part of speech and the reapplication
of the third step, if the length of string does not become　one,it　is
said that　the sentence can not　be analyzed or translated by　this system.
Even in this case, however, corresponding Japanese sentence is obtained.
which is perhaps wrong as ａ whole but partially correct.　The block
diagram of syntactic analysis　and synthesis is shown in Fig,6.1.fi.5.
o-!一!一一｡ｙ Next atep
Fig. 6.1.6.5 Block diagram of pattern processing
5｡1.7　　Synthesis of Japanese
　　　　　]:tis very easy and simple　to synthesize Japanese, because ａ part-
ial translation has already been synthesized at　the stage of pattern
processing, where the word order is changed and the particles are
inserted and each word is connected by　the links in Japanese order.
Then　it　is only necessary to　print　out in turn　following the links.
For this purpose, a push down store is used to simplify the algorithm.
工ｎthis section, the sub-area which consists of 11 characters and con-
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tains some information about　the　terminal０ｒnode points in the　tree
structure　of the sentence will be called ”container”,which is shown in





Fig.　5.1.7.1　List structure of synthesized Japanese
　　　　　At　first,the　last　container which is make at the　final step of
pattern processing is put　into the push-down store(Fig.5.1.7.2-a).
Then It　is investigated whether it　is ａ terminal container or ａ non-termi-
nal container.　工ｆ it is non-terminal, the container which is linked by







N4 贅 J3 × Q2
VE 曇 ××
ss 曇 × ×
(ｅ)
　　　　　　　　　　　　Ｆｉｇ･５．１・７．２　stateof push down store.
Then the same procedure is applied to the up most container in the push-
down store.　工ｆthe up most container is ａ terminal one, Japanese in
Roman style is taken out　from the address which is indicated by the






investigated whether it has ａ particle symbol.　１ｆ it has ａ particle
symbol, the symbol is interpreted and the particle is taken out and
placed immediately after the previous　translation words.　In this case
if the particle is an inflection part　of ａ verb or an adjective, its
particle may be necessary to be changed slightly according to the last
letter of previous words.　Ｉ七　１ｓexplained later in this section about
this change.　After ａ particle is taken out, the　link Ｂ part　!．ｓinvesti-
gated whether it　links another container or not.　工ｆit does not　link
an another container, that　is, the link Ｂ part　is blank, the all process-
ing concerning to the up most　container is　finished and it　is rejected
from the push down store.　If the link Ｂ part　is not blank, the container
linked by its part substitute the top container (Fig,5.1.7.2-c)。
　　　　Inshort, always the top most container of the push down store is
only　the　object　of processing, and in ａ container, the　terminal or non-
terminal indicator １Ｓ　first　investigated, and the　link Ａ part　is second,
and then ａ particle symbol, and next　the　link Ｂ part　Is　investigated.
Hi Y4 ×
N4 誉 Jう × Q2
VE 曇 × ×





VE 膏 × ×
ss 驀 × ×









If it is non-terminal and the　link Ａ part is blank and ａ particle
symbol exists, the corresponding particle is taken out.　When the link
Ｂ part　is investigated, if it　is blank, the container is rejected, but
if it is not blank, the container indicated by the link Ｂ substitute
the top-most container.　This procedure is continued till the push
down　store becomes vacant, and at this point the synthesis of Japanese
16０
１Ｓcompleted.
　　　　　Next,he rules of coniugation In Japanese will be explained・
These rules can be regarded as ａ transformation rule.
　　　　　Asmentioned previously in section k.k, the　translation words of
verbs and　adjectives are stored in the dictionary only with its stem
parts, and the information concerning conjugation types is not given
to each word.　Therefore　the conjugation in Japanese must　be carried
out using only the information of the stem ending and particles to be
connected.　The inflection particles are distlnguisehd　from the other
particles by their　first　letter.　That is, the Inflection particles
which are　shown below begin with Ｒ，工, A, or K, but　the　other particles








RARE/　RU BESI/ RU KOTO/
imasita/　Iｴ/　　　ITUTU/
IOE/ ’　I MONO/　l l･I/　　ITUTUAHU/
AK/　　　ASIMEYO/　ANAKATTADES/ KU/
　　　　　Generalu es are as　follows:
（1）　If the　last　letterof the previous word is ａ vowel, the　first
letter of the inflection particle must be ａ consonant.　工ｆthe last
letter of the previous word is ａ consonant, the　firstletter of the
inflection particle must　beａ vowel.　The inflection particle which is
indicated by　the rewriting rule is　one of the above particles.　There-
fore these　forms must be changed according to　thelast letter of the







of the inflection particles is not ａ desired one. the　first　letter is
ignored.　For example, if the　indicated particle ”ＲＵ”must begin with
ａ vowel, the　first　letter ”Ｒ”１ｓignored and it becomes ”Ｕ”．
（２）　　工ｆthe last ･letter of the previous word is ”Ｓ”,and the particle
is ”ＲＵ”,then ”Ｕ”is inserted between them. (-S + RU→-Ｓ　+ U + RU),
（３）　　］:ｆthe last　letters of the previous word are ”ＳＵ”,and　the
particle is ”ＲＵ”,the particle is ignored, and if the particle is not
”ＲＵ”,the last　letter (”Ｕ”）ｏｆthe previous word is ignored.
（４）　If the last　letters of the previous word are ”ＫＵ”,and the
particle begins with ”Ａ”,the　last　letter ”Ｕ”１ｓchanged　to ”0".　And
then rule (1) is applied.　工ｆ　the particle begins with ”Ｉ”,the last
letter ”Ｕ”is ignored.
（５）　　工ｆthe　first　letter of the particle is ”Ａ”,and　the　last　letter
of the previous word is ”Ｓ”,"A” １ｓ changed to　”Ｅ”（　-Ｓ４･ＡＮ→-Ｓ＋
EN).　Some examples are shown in Tabel 5.1.7.1
　　　　　　　　　　　　Table　5.1.7.1　Some examples of conjugation.
KAK + RU→KAK +　U→KAKU
　　　　　　　　　　　　　　　－
KM + AN + RU→KAKAN +　U→KAKANU
　　　　　　　　　　　　　　　　　　　　　－
ＫＡＫ＋工TUTUAR + RU→ＫＡＫ工TUTUAR +　U→KAK工TUTUARU
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－
KAK + RARE + RU→KAK + ARE + RU→KAKARE + gU ―> KAKARERU
ＫＡＫ十　工ＭＡＳ工ＴＡ→ＫＡＫ工MASITA
ATAE + RU→ATAERU
ATAE + AN + RU→ＡＴＡＥ＋　Ｎ＋RU→ATAEN +　U→ATAENU
　　　　　　　　　　　　　　　　　　　　　一　　　　　　　　　　　一
ATAE十工TUTUAR + RU→ATAE +　TUTUAR + RU→ATAETUTUAR +　U
　　　　　　　　　　　　　　　　　　　　　　　　　－　　　　　　　　　　　　　　　　　　－
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　→ATAETUTUARU








KENKYUS + AN + RU→KENKYUS十ＥＮ＋ＲＵ→KENKYUSEN +　Ｕ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　→　KENKYUSENU









ＫＵ＋　ITUTUAR + RU→Ｋ　＋　ITUTUAR ＲＵ→KITUTUAR + U→KITUTUARU
　　　　　　　　　　　　　　　　　　－　　　　　　　　　　　　　　　　　－
５．２　　ConcreteExample.
　　　　Ａconcrete explanation is given below using ａ sample (Fig.5.2.1)
which was　translated by　the algorithm mentioned in the previous section,
and printed out by　the computer itself.
　　　　First, the input sentence which is shown in Fig.5.2.1-(1), is
punched on paper tape and　fed into the computer　from PTR.　The boundary
mark (･･) and the beginning mark (#,△)are not punched on the input　tape,
but they are inserted by ａ program.　Each word is separated into ａ
pseudo-stem and ａ word ending, and each pseudo-stem is compressed to
five characters.　When ａ period is read in, It is replaced by the end-
ing mark ．（△が）．　工fthe other sentences continue, the sentence boundary
mark (･*) and the beginning mark （が△）1ｓinserted and the sentences




　　　　･WEARE VERY GLAD TO BE ABLE TO SHOW YOU THE KtbUL-
TS OF MACHINE TRANSLATION k≪HICHWERE OBTAINED BY THE･ D7
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　MAREV､ARE WA AINATA NI WAREWARENO zikkensitu no NA<A Mi
NO) SONO JIJITARU ＫＱへPYUTAANI YOTT£ TENIIRESAREMASITA
KIKAI HONYAKU NO SONO Ｋと<ICA０ SIMESU　" KOTOGAOE<IRU 7il*.
ENI ta:hen URESII 。
NIHONGO
Fig. 5.2.1　An example for explanation.･














　　　　　ESPECIALLY,MECHANICALTRANSLATION OF NATLJりL LA^(3-
UAGES'‘BELONGING TO The DIFFERENT ･LANGUAGE-FAMILIES IS



















































































































































　TOKUNI ，SONO KOTONATTA GENgO － KAZOKU E ZOKUSITuTUAf<u
　SIZENNO GENGO NO KIKAINO HONYAKU WA SONiO SAIOAINO KO-Mf^
ANNA MONOAI NO HITOTU 0£ AkU .






FlS. 5.2.2　A concrete ｅｘａ皿pie
ｙ???
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　　　　　W/E.　ar/e .　VER/Y , GLAD/ I　TO/ 9　b/e t　abl/e ，　ro/ ，
　　　　show/， you/ ゛
th/e
摯　result/3 ゛ O/P ゛MACH工n/e g　translation/ ，




The　left　side of the　slant is　ａ pseudo-stem, and　the right side is ａ
word-ending.　The pseudo-stem is segmented per　five characters, and



























　　　　Amongthe above words, there are the same words Ｂ¢¢び¢,one is
for ｎＢＹ”,the other is　for ｎＢＥ”．　But in the word dictionary they are
stored as Fig.5.2.2, and so the confusion can be avoided by use of
word-ending.
　　　　Now,the idiom dictionary is searched. Ｂ卵邸　(for be?
In this example.”be able ｔｏ”１ｓ　foundin 卯卯Ｔ　(for
ｂｙ）
the dictionary and is substituted by ”ｃａｎ”　　　　　　Fig.5.5.2
1ｓ not printed in Fig.5.2.1, but in the memory ”be able ｔｏ”is sutsti-
tuted by "can”．　There is only one idiomatic　expression in this example
　　　　Next, each word is looked up in the word dictionary, and its part
of speech and translation words are taken out.　In Fig.5.2.1-(2), the
part　of speech for each word　is shown beneath each word.　The part of
speech of ”ｗｅ”１ｓＮ４，”ＡＲＥ”１ｓVL,..., and "be able　to", which is
166
equal to　"can", is given VA.　To the word "results", two parts of speech
Nl and VI　are given.　The order of Nl and VI is the same as that　of an
ordinary English dictionary, that is, Nl １ｓthe　first and VI is the
second.　But the actual role in the given sentence　is determined by
the word ending and syntactic　context,　The word "obtained”has iiVT"
because　its pseudo-stem ”obtain”１ｓthe same　form as present tense
form.　After the word dictionary is consulted, the alternation and
Inference　of part　of speech are　tried.　工ｔ　isonly ”ＶＴ”for”obtained”
which must be changed by the word ending information, that　is, VT
becomes PT because of the　ending mark D(ed).　As　for ”results”，its
part of speech is determined as ”Ｎ１”,because the word　just　behind　the
determiner is probably Nl(noun) rather than VT(present verb) in almost
ａ１１cases.　０ｎ the contrary if ａ word having Ｎ１･VI appears　just behind
an auxiliary verb, its part　of speech will be regarded as ｖ工rather
than Nl,. In this example, there are no other words which need the
changing of part　of speech.　As ａ result, the string‘of part of speech
for the　input sentence becomes as shown in line (3) in Fig,5.2.1.
　　　　Then, the syntactic analysis and synthesis of the source and
target!Language are carried out. First, the three parts of speech Ｍ，
Nl, and Aがare taken out　from the end part　of the main string, and
searched in　Ａ-３　Table by simple　table looking-up.　There is no
pattern which conincides with this.　Then Ｎ１･乙が１Ｓsearched In　Ａ-２
table.　This is also not　found.　Then the next　substring PI DT Ｎ１１Ｓ
searched in　Ａ-３　．　Again this １Ｓnot　found.　Then DT Ｎ１１Ｓsearched
in　Ａ-２　．　This１Ｓ　foundin the table, that １Ｓ，　　　DT　Ｎ１→Ｎ４
（１･２，４･．Ｇう．　Thisrule indicated that DT Ｎ１１Ｓsubstituted by m, and
the word order in Japanese １Ｓthe　same as that　of English (1旦，ズyゾ）づ，





parsing procedure is again continued in the same manner, but　this time,
the substring is taken out so　that･ the newly substituted symbol is
included in it.　In the example, the sequence of substring are　　Ｐ１・
Ｎ４・ムガ，　ｙN4・△が，　Ｎ１・Ｐ１・Ｎ４，　and　　Ｐ１・Ｎ４　　．　They are searched
in　Ａ-３　，　Ａ-２　，　Ａ-３　,and　Ａ-２　１ｎ that order.　The pattern Ｐ１・Ｎ４
１ｓ　found in　Ａ-２　, and it is substituted by PA (prepostitional phrase)
according ｔ;ｏthe rule　Ｐ１ ・Ｎ４→PA (2･１，みが･が), Then the same pro-
cedure １ｓ applied till the　first symbol of the main string comes to be
included in the sub-string.　　工ｆ the length of string is not one at　the
end of the above procedure, the symbol Nls in the remaining string
are changed to Nit, and again　the same procedure is applied to the re-
maining string.　As　for this　example, there are no Nls in the remaining
string (･　ｶﾞﾑ　Ｎ４　VE　TO　VD　Ｎ４　Rl　Ｐ工　PB　△が), and so the Chang-
ing process has no effect｡
　　　　The next step uses　Ｂ-３　and　Ｂ-2　table in place of　A-3　，　Ａ-2　，
and the parsing procedure is almost the same ａｓ≒the previous one.
That　Is, the three part of speech PI, PB,ムガare　taken out　from the
end part　of the remaining string, and searched in　B-3　.　This is not
found in　Ｂ-3　, and then ＰＢ,△がare searched in　Ｂ-2　, and so on.　？he
pattern ”PI・ＰＢ”1ｓ found in　Ｂ-2　, and processed by the rule　PI PB→
PE (2・1－，身･RU’ぷ〉.　After this processing, the pattern table　Ａ-３　and
　Ａ-2　are used again　for the　sub-string including the newly substituted
symbol PE.　If there are coincident patterns in　Ａ　table, that table
is used in succession.　If　A　table any more contains the coincident
pattern with the sub-string, again　Ｂ　table is used. In this example,
N4・Ｒ工・PE　Is　found in　A-3　, and so　Ａ　table　is used in succession.
The rule　　N4 ・ R1 ・ PE →N4（,3･1･０ ，　IMAS工ＴＡりｙ,～）　treat8 ａ relative
clause which plays an adjectival role.　工ｔ must be noted　that complex
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　sentences　including relative clauses can be analysed by these rules as
　if they were simple sentences.
　　　　　Thus　in the　third step.　Ａ　and　Ｂ　tables are used.　Finally　the
　whole strings become only one symbol ”≪≪ll　This time the translation
　into Japanese is already made and it is only needed to print　out using
　the push-down store.
　　　　　The　tree structure　of Japanese will suggest　how the push-down
　store is used.　The　symbols at　the tree nodes and　tip of branches are
　parts of speech of English words, and it　can be clearly understood
　that what　part　of English corresponds to which part of Japanese　from
　the comparison of the English tree and Japanese　tree.　In the Japanese
　tree, the　terminal words connected to the branches which have no part
　of speech are particles which are inserted by patterns.
　　　　　As　for the conjugation of verbs and adjectives, several examples
　are shown　in the Japanese tree.　For example, the rule　　ＰＬ･ヽＰＴ→Ｐ工
　（２ベヨY, RARE･が･が）　　indicates that ”ＴＥＮ工工ＲＥ”１ｓto be　followed by ”RARE”．
　In this case,”RARE” is connected　to ”ＴＥＮ工ＩＲＥ”because the last letter
　of "TEN工ＩＲＥ” １ｓ ａ vowel and the first letter of the particle is ａ con-
　sonant.　０ｎ the other hand, the rule　Ｎ４・ Ｒ１・ＰＥ→N4 (3･１･が, IMASITA
･忿･句　　indicates "IMASITA" is connected to ” RARE”(PE).　But the last
　letter of　the previous word (RARE) is ａ vowel, so the　first letter of
　the particle which １Ｓ ａ vowel is ignored.　Then it becomes ”　RAREMAS:ＥＴＡ”．
　As for the rule　　VL ・ ＡＩ→VE (2･,ａ ，Ｉ工･窟）　，ｎ工工”must be connected
　to ”　URES工”（Ａ工), but the last　letter of the previous word (URESI) is
　ａ vowel, so the　first letter of the particle which is ａ vowel is ignor-
　ed, and then it becomes ”　URES:［工”．
　　　　　Ａtranslation (6) In Roman letters １Ｓ composed by gathering the






letter is gotten from (6) by simple　transformation of Roman letters
into KANA,　This　transformation is not difficult, but there are some
cases where the syllabic nasal (N) is confusable with the contracted





















HO/ NY A/ KU and HO/ Ｎ／YA/ KU can not be distinguished from the morpho-
logical point of view. Therefore it must be written as HONIYAKU if it
needs to be read HO/ NYA/ KU. As for TANI. １ｔmust be written TANWI,





　　　　Anexperiment has been carried out using ａ rather small size
general purpose digital computer, NEAC 2200／２００（ａfamily of Honeywell
computer).　The specification of this computer is shown in Table 6.1,1
















































　　　　Themain core memory is only １６Kch, and it can not contain ａ１１
programs and dictionaries, so magnetic　tapes are used as auxiliary








　　　　Theprogram is written in assembler language EASYCODER, and con-
sists　of about 1200 statements (about　7200 ch), and is divided into
five segments because of the limitation of memory size.　The size of


























　(16 PAGES, 10,000 ch/PAGE)
PATTERN-DICTIONARY
A-3; 330, A-2: 260
B-3; 160, B-2; 170
(11,000 Ch)
Fig.6.1.2　The size of each segment and various dictionaries
The　translation time is about ０．５－１ second per word, and its dis-
tribution is shown below (Fig.6.1.3 shows ａ time table for ａ sentence
composed of ４５words).　If there are many core memories, say about ２５０
Kch, then the translation･:time will become about 0.3 - 0.6 second per
word, or 5000－12000 words per hour.　At　this rate, one page　of technl-




Fig.　6.1.3　Time table　for translation of　４５words-sentence
(bracketed time Is　for ３０words-sentence).
minutes.　If the cycle　time of the computer becomes much faster, the
translation time will become one-tenth or less.　There fore as　far as
translation time １Ｓconcerned, mechanical translation Is　far　faster
than human translation and ｗｉ１:Ｌbe of practical Ｕｓｅ。
　　　　　Thesp ed-up of translation time １Ｓachieved by the separation of
program and grammatical information and by the adoption of the simple
table look-up method.　These　techniques make it　easy to study the ef-
fectlveness of several grammars by alternation of rewriting rules and
parts of speech without affecting the program itself。
　　　　　Naturall nguage, however, is not so stiff that　it seems to be
rather unnatural to　treat all parts of processing by　fixed phrase struc-
ture like　patterns.　Especially in idiom processing, selection of part
of speech, or treatment　of adverbial words, their structures are dif-
ferent　from case to case;　therefore ａ more complicated procedure may be
needed.　But　judgement of ”when" and "which”１ｎapplication of Ｂｅveral
kinds algorithm １Ｓvery difficult　for ａ machine:　therefore it　takesｌ
much time, if case by case　treatments are performed.　So human inter-
ventlon １Ｓ　necessaryin mechanical processing of natural languages at
ａ certain stage.　The purpose　of the experiment described in　this paper
１Ｓto investigate　to what　extent such ａ hard and　fast rule can be appli-





　　　　Sample sentences　for medhanlcal translation are selected　from
several　fields at random.　This　translation system makes scientific
papers or their abstracts　an　object　of syntactic　study, paper in other
fields being taken up as ａ reference.　Such samples are as　follows.
（１）　Scientific･ papers
　　　(a) B.G.LamBon and B.Blmsdale,”Ａ natural language information retrieval
　　　　　　　　system", Proo・ of IEEE.vol・54,no.12,ppi636-i640, 1966.
　　　(b) Abstracts of １９ papers appeared in Proc・ of IEEE.vol・55≫ no・3, 1967.
　　　(c)？･Toshihiro,　"Germanium hyper abrupt varactor"･ -ABSTRACTS- Jour.
　　　　　　　　工nst. Elec. Ｃｏｍ皿. Engrs. Japan, ｖｏ１・49. no.2, pp≫-3, Feb.　1966.
　　　(d) H.Elliot,et al.,”Satellite observations of the energetic partiole
　　　　　　　　flux produced by the high-altitude nuclear explosion of July ９，
　　　　　　　　1962'･, NATURE ， no.4046, PPI245-1248, Sept.　29, 1962.
　(2) News papers
　　　(a) ":UNSC calls for Immediate mideast truce”，　see (b).
　　　（b）”EDITORIAL”夕The mainlchi daily news, June ８， 1967, page ｌ．
　　　（ｃ）”Taiho・ｓ Burope trip may hurt next performance", The Japan, timea,
　　　　　　’｀　　June 8, 1967, page ７●　　　　　　　　　　　　　　　　　　　　　　　　　　　　　．．　－
　(3) English text of middle sohool　　　　　　　　　・　　　　　　　　‥
　　　　　　W.L.Clark,”The junior Ｃｒｏ゛ｎ^ngli8h course ｌ ”． SANSEIDO, 1967°
　(4) Eaeay
　　　　　　A.G.Gardner, "A man and his watch" ， from 'Many furrows ’， 1924・
　　　　　Inorder to clarify the syntactic difference between these sample
sentences　from different　fields, the length of ａ sentence (the number
of words in ａ sentence) and deｇｒｅｅof complexity are calculated　for
each group　of sentences, and　they are compared.　Complexity ｄｅｇｒｅｅis
defined as the number of words which cause the inversion of word order
１ｎJapanse or require the insertion of particles.　Such words (complex
174
words) are　mainly　function words and verbs;　these words whose parts of
speech are DT, Nl, N3, N/f, AI, AN, AO, Bl are not regarded to contribute
to the complexity degree・
　　　　Several examples of the calculation of complexity degree are shown
１ｎ Fig.6.2.2,　１ｎ example (1), only one word ”ａｍ”(VL) belongs to the
complex word class, so the complexity degree of sentence (1) is １．　As







　(5) This　Is ａ　result which was obtained ･by　the computer･
　　　　　Ｎ５　　VL DT　　N1　　　R1　PL　　　Ｍ　　Ｐ２　Ｄ？　　　N1　　　　　　　　5
　　　　　　　　-　　　　一一　-　-
　(4) This Is ａ result　obtained by 仙ｅ computer･
　　　　　り　!! DT　N1　　　　!！　　!Z J）T　　到　　　　　　　　　5 + 2-5
complex word group, so the complexity degree of (2) is ２．　The complex!-
ty degree　of (3) Is ５．　But past　form verbs or ing-form verbs are dif-
ferent in understanding from present　forms when they are used as adjec-
tival words which modify noun phrase　from the right side.　Then in that
case, complexity degree of such word gets another two points.　For
example, sentence (/).) gets only three　points in ordinary counting, but
the verb "obtained” works as an adjectival word, it gets another two
points.　The　judgement　of the role　of verb is performed by man.　The
results of　complexity calculation are shown in Fig.6.2,3.
　　　　This complexity　factor reflects in ａ certain degree the real dif-
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of ａ sentence, however, can not be determined only the number of
function words or by the relative position of those words, but　it
depends, of course, on the deepness in syntactic　structure as well as
semantic　structure.　But the amount of contribution of relative position
or deepness to complexity can not be measured objectively only by parts
of speech.　It is an interesting problem whether it is possible or not
to measure the difficulties of ａ natural sentence as ａ computable
quantity, using only syntactic　information。
　　　　　Ａconnection table of part of speech, which is ａ　frequency list
of some sequence　of symbols, will become one of the data which charac-
terize the difference between some groups of sentences. Trigraras of
part　of speech are given in Table 6.2.2.for each　field.　These tables
were constructed by the computer by using almost　the same process of
translation.　That is, input sentences punched on paper tape are　fed
into the computer　from PTR, idiom processing and word dictionary con-
suiting process are carried out, and then parts of speech are given
to each word.　Then alternation and inference of part of speech is per-
formed.　But if the determined parts　of speech are not adequate,they
are corrected by man.　Connection tables are made according to　these
correct sequence　of parts of speech。
　　　　　Theexamples, which were used　for this experiment, are not enough
in number and also in variety.　But the purpose of this experiment Is
not　to get ａ translation score　for evaluation of the system, but rather
ｔ０investigate what kinds of patterns are　to appear and how they differ
from　typical structures, and to　find out effective patterns　for such
struc tures.　Therefore, the score of the result Is not so important。
　　　●　　　　　　｀　●　．　　　　　　Ｆ　　　｀but it must be used only as reference.
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18２
６。３　　Analysisof results
　　　　Theresults of mechanical translation　for the samples shown in
section ６．２are roughly scored in Table 6.3.1, which were　obtained by
using the　rewriting rules listed in Table 3.5.1 １ｎsection 3.5.
　　　　　　　　　　　　　　Table6.3.1　Score of the results.
(i) Scientific papers
(2) News papers




















　　　　？ｈｅcorrect results are such ones whose tree structures are perfect
as shown In Fig.6.3.1.　Ａ sample of ”almost correct results"　１ｓshown
１ｎFig.6.5-2, which has not ａ complete tree, but its main part Is
correctly analyzed, or ａ slight modification of input　form leads to ａ
correct analysis.　For exEunple, an original sentence "THE PRESENT
PROGRAM DEALS ONLY WITH AND AND ＮＯ？TYPE SEARCHES” １ｓnot analyzed
correctly because of ａ Irregular expression of ”ＡＮＤ”and "NOT", if the
first "AND” and "NOT" are changed to "ANL≫" and ”NOT*”, they will be
I'egarded to be nouns, and the sentence is correctly analyzed。
　　　　Examples of erroneous cases are shown in Fig.6,3.3 ０ｒFig.6.5.4,
In which several sub-strings are parsed correctly, but as ａ whole their
mutual relation are not analyzed correctly。
　　　　Anabove mentioned evaluation is very rough, and even Inadequate
to Investigate the degree of fitness of phrase structure grammar to the
syntax of English.　工ｎ order to ．exam万ine the adequacy of phrase structure





















































































































































































　1・ ･Kftapl・ ･hick 1●
　ａ●t aaailTZcd eorrvetir














































































??。? 〜?????―→ ‐?? ?? ?〜???〜



























































? ?? ??? ｛??
?
―









































































as mentioned in the　following may be one evaluation.
　　　　That　Is,in the structure tree of English which was printed by
the computer, erroneous branches are cut　off and only correctly parsed
branches are left, and the number of independent sub-tree are counted.
This number will be called,･'resolution degree”.　Then the mark of ａ
result is equal to COmplexity degree minus resolution degree plus one.
For example, Fig.6.3.5-a is ａ result of translation, but checked branch^
ｅ８are wrong parsings and cut　off, 60 that the amended tree becomes
like Fig.6.3.5-b, which has 5 sub-trees （ａbeginning mark and ａ boundary
mark are ignored).　Therefore, the mark of the sentence in Fig.6.3.5






































































Ｆ１･ｇ．６・５・５　Calculation of "resolusion degree"　: (a) result obtained






By this evaluation, the adequacy of phrase structur^e grammar becomes
about eighty-percent　for scientific papers･
　　　　Suchkind of marks mentioned above may not be effective　to evalu-
ate the　translation system from the practical point of view, but　they
are useful as reference data to understand how much the phrase struc-
ture grammar can be applicable to the English sentences.　If such ａ
result as Fig.6.3.2 1S classified into erroneous groups only because
it has not ａ complete tree, it　may be too severe evaluation to adopt
ａ８an adquate　judgement of the system･
　　　　Theabove mentioned evaluation treats only the general aspects of
translation result8, but in the　following, erroneous results are examin-
ed one by one, and difficult points １ｎmechanical translation from
English into Japanese are investigated.　Furthermore, what kinds of
improvement in algorithm and rewriting rules, or restriction t０input
sentences can make them correct is considered, and this leads to the
pre-editing and post-editing.　The meaning of ”correct”, however, is
only in syntactic　level, and semantic aspect is not considered.　.，
　　　　Inthe gros8, erroneous results are classified into the　following
four cases.
　　　　（1）　Errorsby mis-determination of part of speech(　　55φ　　）
　　　　（２）　Errorsby lack of rewriting rules （　　20 ?G　　）
　　　　（3）　Errorsby wrong rules or wrong hierarchy(　　15φ　　）
　　　　（4）　Errorsby irregular　forms of input sentences(　　10 io　　）
Percent numerals in parenthesis indicate the error ratio to total
erroneous results.　They are not rigid numbers but only　for re ference .




１　　Errors by mis-determination of part of speech
　There　areseveral instances in errors of part　of speech.　One　of
them is the case where classification of part of speech is inadequate.
For example, the words ”half”works as noun or adjective or prepositional
*ord and　･'above” works as adverb or preposition.　Nouns, adjectives
and adverbs belong to　form class, and prepositions to　function class.
In the present system, a function word can not have two parts of speech;
therefore　ａ new part　of speech must be given to such ａ word.　”Equiva-
lent" or ”oneself" etc. also plays an irregular role ･as compared with ・
ａｎ･.ordinary adjective or pronoun or adverb, so ａ characteristic symbol
must be given to these words.　工ｎ the experiment ”half”（１ｎFig.6.3.1.1),
”above”（１ｎFig.6.3.1.2),”equivalent"　and ’･oneself"ａｒｅごnamedNl, PI,
AN, and m, but they are Inadequate.　Ｎｅχｔ。idiomatic expressions are
considered.　The parts of speech of Idiomatic expressions are sometimes
difficult　to determine because of their rather irregular use.　For
ex£unple. In the first sentence, shown below,丿the idiomatic expression
’1　,that IE, " is used as ａ conjunctive phrase which connects words
or phrases, but sometimes the same expression connec ts clauses. as
shown in the third sentence.
　　　（1）”Perhapsthe most diffioult problems ･are associated with
．
　　　　　　　　syntax,that is, structure of phrases and sentences ”
（２）Ｉ°It is certainly desirable to have docu皿ent indexes
　　　　　　ｇ　thatis, descriptor lists, ＆ｓ8hort as possible ”
(3) " １!he principal rule does not change, that is, the nearer
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Therefore, if Cl symbol (which means co-ordinate conjunction) is given
to "　, that １Ｓ，”,sometimes wrong parsing １Ｓmade for the　third example。
　　　　Errors which appear most　frequently １１!part of speech are　failures
to select　an adequate one out of the two symbols which are given to ａ
word.　For example, in Fig.6.3.1.3, the last word ”help”which has two
parts of speech VT and Ｎ１１ｎthe dictionary was looked on as VT when
syntactic　analysis was carried out.　Because no key words such as de-
terminer or preposition or auxiliary verb can be　found Just be fore the
word "help", the　first part　of speech, which １Ｓusually used more　fre-
quently than the second one, Is adopted.　The order between two parts
of speech given to ａ word in the dictionary １Ｓthe same as that of an
ordinary word dictionary as ａ rule.　If, in Fig.6.3.1.5, the word on
the left side of "help” １Ｓａ key word, its part of speech １Ｓcorrectly
determined　as noun by the algorithm mentioned in section ５．１。
　　　　InFig.6.3.1.4,”implemented” and ”study” are wrong in part of
speech.　As regards "implemented", only the noun use １Ｓregistered in
the wrong dictionary so the word ending ”ｅｄ”１Ｓignored and ”Implemented"
１Ｓlooked upon as ａ noun.　If it １Ｓnot registered in the dictionary.
the ｅ･nding　”ｅｄ”１Ｓtaken into c onsideration and the part of speech of
"implemented" １Ｓinfered as PT (past　form verb).　This error １Ｓcaused
by the defect of word dictionary because　the verb use of "implement”
１Ｓoverlooked, the Ｓ万ａ万meholds with ａ word ｌ･subordinate" in Fig.6.3.1.5.
The case of ”study”１Ｓthe same as the previous example ”help”．　If,
１ｎthese cases, the context of wider range is taken into consideration,
It may be thought possible　to Ｃ１!oosean adequate part　of speech, but
it １Ｓdifficult　to determine part　of speech from the static sequence　of
part of speech, "static” here meaning that each word １Ｓgiven ａ part　of
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sidered, however, the analysis of sentence must be carried out, but　to
do so part　of speech must be determined.　工ｔ　is ａ contradiction.　This
１ｓone　of the most important problems to be solved in machine transla-
tlon.　In the case of ”study" １ｎFig.6.3.1.6, it　is correctly chosen
as ａ noun because it appears　Just after ａ determiner。
　　　　Analysis of all possible combinations of parts of speech for the
words in the sentence Is recommended, if there are several words which
have two parts of speech and can not be determined uniquely by the
context or word-endings.　Contrary to expectation, however, the numters
of possible combinations is comparatively small, but the solution of
the problem is far　from complete.　Because there exist many cases where
even the wrong sequence of parts of speech can be analyzed into the
complete tree.　For example, in Fig.6.3.1.7, the word ”control”１ｓ
looked upon as VT (present　form verb) in stead of ａ right one (Nl), but
the structure tree is completed, so that there is ａ fear that even ａ
wrong part　of speech is looked upon as ａ right one.　Ａ right tree is
of course　obtained by giving ａ right part of speech Nl to ”control".
Though their tree structures are different　from each other, it can not
be determined which of them is correct　from the syntactic point of view.
but It depends on the semantic　context of the　text.　Then, it is neces-
sary to know what kind of semantic　information will determine the part
of speech of, for example,”control”１ｎ Fig.6.3.1.7, but it is almost
impossible　In the present state of linguistic knowledge in the computer.
Therefore, we must seek more effective algorithm to select adequate
parts of speech by making the most use of syntactic information.　　ト
　　　　Insome cases,･word-end processing cau8es ａ confusion in giving
ａ part of speech to ａ word.　Ａ･word which is not actually registered in
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becauBe　its pseudo-stem becomes the same with that　of other word.　For
example, in Fig,6.3.1.8 a word "managers･･ 1ｓ given ａ part　of speech
II VT　　　”, which corresponds to that of "manage ”.　This is because
pseudo-stem8 of ”managers" and ｌ’manage ” are the same, and an entry
corresponding to ”manager" is not registered in the dictionary.
therefore the word ･'managers”１ｓ regarded to be coincided with ”manage ’
by the algorithm mentioned in section 5.1.3.　This error, however. Is
easily solved by register:ing a word "manager゛゛ into the dictionary in




6,3.2　　Errors by lack of rewriting rules　　　　　。’
　　　　Thecases where rewriting rules do not exist occur when irregular
or unfamiliar expressions appear which are not previously expected.
In these cases, it １Ｓgenerally difficult to make rewriting rule8.
For example,in Fig.6.3.2.1,the later part of the sentence "on the
basis of what １８known about vision” remain^.- unanalyzed, because it
１Ｓdoubt ful whether it １Ｓpossible to make such ａ rule as　　Ｐ２ss
PB　　which means preposition takes ａ clause a8 １ちＳobject.　If such
rules are added newly it may interfere other normal cases.　Therefore
the Introduction of new rules must be carefully investigated by ana-
lyzlng many examples。
　　　　otherexamples which contain rather an exceptional sequence of
parts　of speech are shown in ･Fig.6.3.2.2. The sequence ”RAＰ２Ｐｒ”
which corresponds to "later than scheduled”may be classified into
an Incomplete case of the original sentence, but it　１８desirable to
be treated as it １Ｓby the rewriting rules because such an expression
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appear comparatively　frequently, though the　forms of the rewriting rules
which treat these cases can not be definitely determined。
　　　　Further, examples which contain ”ａｓ”are tedious and di fficult
to be processed by　the　ｆ：ixedcontext-free type patterns, although ｎａｓ”
１ｓdistinguished from ａ１１other words。and their rules are used accord-
ing to their hierarchy.　Especially ｉｎ･the expression ”asＡ as Ｂ”，
various kinds of words, phrases, or sentences can come in the position
Ａ or Ｂ．　Ａrule whose length Is limited ｔ０less than three makes it
difficult, in this case, to seize enough context　to determine the role
of phrases.　That is, possible combinations are ”Ａas Ｂ”, "as Ａａｓ”。，
"as Ａ”，０ｒ”as B", and their substitution Ｅﾐｙmbol differs　from case to
case, so that their rule can not be uniformly determined。
　　　　Another case belongs to ａ special one but appears very　frequently
In scientific papers.　:［ｔis the date expression as shown in Fig.6.3.2.3.
Numerals are not　distinguished from noun class, and they are Included
in ordinary noun class, so it Is difficult to descrimlnate　the date
expression　from the appearance of ”　，Ｎ１，　”．　Thenａ parsing given
below is generally not ａ suitable one because it lessens the information
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to the case of aposition or array of nouns.　But if there seems to be
some apprehension of confusing cases, it is the most sound solution to
deform the　input sentence itself by　the pre-edition, about which will
be explained In the next section, without　introducing the new rule
ｎ。N1。→N1”｡
　　　　　Furthermore,it is difficult to make adequate rules when commas
or hyphens are inserted to make the sentence easy　for man to read.
because such special symbols separate　the originally adjacent words
or phrases, so the rules of restricted length can not sometimes grasp
correctly the mutual relation between words or phrases squeezed by ａ
comma.　For example ，1n Flg.6.3.2.i+-a, the existence of comma makes
the structure complex.　工f the comma is rejected, its structure becomes
ａ typical form, so the correct parsing is performed as shown in Fig･
6.3.2.lt-b.
The existence of commas or hyphens is very useful　for man to understand
easily or smoothly when long phrases or clauses are intermingled.　As
for the mechanical processing, however, it has nothing to do with the
length of phrases or clauses nor with the　formal ｃomplexity if the
structure obeys the typical grammar.　In other words, the existence of
commas makes the sentence readable　for man, rather than it gives him
gn゛゛万matlealinformation.　He　can generally understand without comma.
To the machine, however, commas give an important clue to the analysis
of sentence structures. Therefore their existence have ａ great influ-
ence　on sentence structure｡
　　　　　TheSame discussion hold8 with expressions which consists of an
array of nouns or verb phrases.　Ａ typical　form in arranging several
things is ”Ａ，B, C, and Ｄ”.　But in actual sentences there &ｒｅvarious
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○ｒ"A, B, C and Ｄ”．　Forexample, In Fig.6.う.2.5, the inner part of
parenthesis Is ａ typical form ･’Ａ，B, and C". But in Flg.6.3.2.6-a, a
"and” １Ｓmissing, therefore the array expression １Ｓleft unanalyzed.
Insertion of ”万ａ万ｎｄ”leads to ａ correct analysis as shown in Fig.6.3.2.6-b.
　　　　Asregards the use of parenthesis, generally the part of speecねof
the words or phrases set in the parenthesis is the same as that of the
words or phrases before the parenthesis as shown in Fig.6.5.2.5.
Sometimes parentnesls are used as ａ supplementary expression, in such
case as shown in Fig.6.3.2,7　１ｔ １･Ｓonly enough to treat them by the
rule　”（（･ＲＳ・））→ＲＳ”　and　ｎ（（ヽＰＡ・））→PA".　Butif parenthesis
expressions require translating into Japanese in the same form as
English has, sometimes somewhat adhoc rewriting rules must be intro-
duced.　If, however, parenthesis need not be expressed in Japanese,
the simplest solution １Ｓｔ０Ignore　them when they are　fed into computer.
６。３．３　　Errors by wrong rules or wrong hierarchy
　　　　There　are some rules which are not necessarily applicable to ａ１１
cases.　This is ａ kind of ｊ１万万mblgultyｉｎ十syntax.　Such rules are effective
in some cases, but cause erroneous analysis in other cases.　For example,
the rule　　”Ｎ４･Ｎ４･ＶＥ→N4 (2 3 1 , 6A･か．ｅ‘）”,which is constructed
by supposing the actual case where ａ relative pronoun is abbreviated.
works well　１ｎ the sentence "The range,the samples are expected to
occupy within ａ block is predicted　from observation of the previous
block.", but in such a sentence as ｎｌがorthis reason the program has been
written to accomodate batched-requests,”, the same rule leads to an
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treats very well such cases as "(1), it　is used In editing documents　ヽ
and search requests ｔ０identify pertinent discrlptors." (Fig.6.3.5.D,
but if such ａ sequence of symbol appears in the middle part.of ａ com-
paratively long sentence, the noun Ｎ４may be an object of some verb,
therefore this rule also has the possibility of giving ａ wrong analysis.
　　　　Insuch ａ sentence as this.”In order to make change in logic
structure. Including those changes which are required to create the
　　　　　　　　　　　●　　　　　　　　　　－　　　　　　　　　　　　　ｆfile initially, a set　of ｒｅquests １Ｓprovided", its structure becomes
"L2, QE, ^旦１１ｎthe course of analysis. Then, the adoption of one of
two rules ？。GE 。→QE (2ガガ，ぼβ珀”(adjectival phrases which
modifies noun万ｓfrom万the right side) and ･（。GE 。→
ガガ）･'(adverbial phrases) affects the following analysis. In real
sentiences both cases occur, and their selection depends on the semantic
Information, but not the syntactic one, which the phrase GE conveys in
the sentence.　In the present system, however, patterns are prohibited
from having the S£unehead (the le ft side of the arrow in the rewriting
rule), so the above two rules can not be co-exist, and only ｎ　。GE　。
゛→ＧＥ”rule １Ｓintroduced because this rule １Ｓperhaps more probable
than another one, if we reflect　our activity of generating sentences
which have such structure.
　　　　Although in the next erroneous case the rules themselves are not
ambiguous, but their application order (hierarchy) is wrong.　As shown
in the middle part of the analysis tree in Fig.6.3.3.2,”Ｎ４ Ｌ２ＶＥ”１ｓ
parsed wrong because of the two rules　　”Ｎ４Ｌ２→ Ｎ４(2 1, TAMENO･が）ｎ
and　”Ｌ２・ＶＥ→SS (1ヽ2 , KOTOWA・功”ヽwhich are in the same class the
later rule １Ｓapplied first by　the rlght-to-left parsing method.　But
strictly speaking. the former rule must be applied before the latter
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ＳＳ”１ｓＢ class.　There are ａ few other rules which are stored in ａ
wrong class.　They must be revised through the actual translation of
many kinds of ｓ／ａ万mplesentences.
６．３．４　　Errorsby irregular form of Input sentences
　　　　　Wheninput sentences are difective, there are, as ａ matter of
course, possibilities of errors.　The majority cases of defection in
input sentences are those of omission of some words.　For example,
ａ complete　form of the sentence shown in Fig.f;,3-4.1, which apparently
seems to be correct　in analysis though it is erroneous, must be as
below.
　　　"Data compression techniques are classified into four catego-
　　　　　rleswhich describe the effect　which　ａcompression method
‰
???
　　　　　has０ｎthe form of the Blgnal transmitted."
In this case, it　１８almost Impossible　to Judge whether there Is an ab-
brevlated word or not　from the syntactic point of view.　Another example
１ｎwhich ａ verb phrase is omitted is shown below, the verb phrase in
brackets being omitted.　Therefore, the underlined part is looked upon
as the predicate　for the second sentence.
　　　　　"Experience with the language of surgical pathology１８１given,
　　　　　　　also an out put line of aa automatic data processing system
　TheOBlsslon of verbs is rather less frequent　than that of relative
pronouns.　For example,
Ｊ。??
" TAIHO, himself, replying to reporter, said ( that) he did not
　　think(thaと) his marriage would affect ｈ１８wreBtling. ･１
”Simple calculation shows that the minimum distance (which)
　　　　　　　　　　　　　　　　　-
　the fIs8lon fragments would have had to travel in the
　maximum permissible time of ３０sec １８about 5600 km II
2０3
These　sentences appear so natural that we can not　think there are omis-
sion of relative pronouns, but　in the case of ａ mechanical processing
they are　looked upon as quite　different structures according as there
exist　relative pronouns or ｎｏt｡
　　　　　Insome cases the boundaries of phrase or clauｓｅｓcan not be clear-
ly recognized by lack of commas.. For example, in the next sentence the
right　most word in the prepositional phrase at the beginning of the
”In many cases difficulties which appeared to arize ｆｒｏ皿
　　semanticor syntactic problems were rather easily curred
　　byslight modification in structure. １･
sentence is looked upon as ”difficulties", because both "cases” and
"difficulties” have Nl a8 part of speech, and there is no comma between
them.　80 ”cases" is looked upon as if it modified ”difficulties” by
the existence of the rule ”Ｎ１･Ｎ１→Ｎ１”．　Also１ｎthe same sentence
above, the predicate part led by ”were”１ｓanalyzed as if it modified
the prepositional phrase led by ”from”by the rule ”ＰＢ･ＰＥ→PB(2・１　，
RARETA‘．ｅ７”,as shown in Fig.6.3.恥２．　But this error can be avoided
by the insertion of ａ comma Just before the word ”were”, though the
error １Ｓcaused by the　fact　that■.　the　tworule8 ”ＶＴ･PB →ＶＥ” and
2０4
”PBＰＥ→ＰＢ” are set　in the　same class.　The next sentence is also
the same case as the above ｅχample．　Ａcomma must be inserted just
after the word ”problem”．
IIIn the present problem A､association memory has been provided.”
　　　　Onthe　contrary, an extra comma sometimes makes the structure too
complex to be recognized by fixed length patterns.　For example, in
the sentence
”ｌｎordｅｒ to fulfill these requirements it must relate descriptors
　　１ｎtheir proａｅｉ:ormｔ０internal codes 0and also to ａ synonym class."
ａ comma just before the word ”and" Isolates the word group following
”ａｎｄ”,therefore　it must not exist.　This is caused by the　fact that
the rule ”Ｎ４･Ｃ３･Ｎ４→Ｎ４（１･２･３ ，かぶ夕うｎ can not exist. because this
rule, if it exists, leads the sequence "Nif VH DT Ｎ１ 。Cl Ｎ４ VH DT Ｎ４”
which corresponds to "I have ａ book, and he has ａ ｂｏｏｋ”to the erroneous
parsing ”Ｎ４１VH Ｎ４１ＶＥ”which corresponds to ”ｌhave (a book, and he) has
ａ book".　Words or phrases which are to be connected together must be
connected directly by the co-ordinate conjunction (Cl) like Ａ Cl A, or
by the use of ”。Ｃ１→Ｃ３”（Ａ class),”。，Ｎ４･Ｃ３→Ｃ４” ’（Ａclass),












can be clearly recognized, so　special signs are not necessary・
　　　　　　”Itis written twice on an output tape, where its association
　　　　　　　　withrequest is noted for later sorting. II
2０7
　　　　Amongthe adverbial uses, if the past-form verb modifies the noun
from the right side, such ａ verb has the sign *, attached to it.
　　　　　Ｉ゛Another function of the editted program Is to ･produce hard copyﾀ
゛giving the report itself as key-punched from original document
together with the liata of description extracted from text."
Underlined word is used to modify nouns　from the　left Hide, and so ゛
sign is not attached to it (but it is not error to attach sign),　As
for ”giving”, special sign ゛1ｓ not necessarily needed, because　the next
word　1S a determiner which 1S not modified　from the left side｡
　　　　　Althoughthis pre-editlon １Ｓuseful, but　it　1S rather doubtful
whether this １Ｓan easy process or not.　In some case where text １Ｓ
complex or highly special, it may be probably difficult　to put sign to
verb without understanding the content of the　text, but generally this
processing １Ｓeasy　for everyone。
　　　　　(2)Substitution of ambiguous words｡
　　　　There are several words which have many　functions in similar con-i>
texts but do not appear so　frequently.　As regard such words one solu-
tion　１Ｓto substitute them with words　fit　for the context.　For example,
”about”works both as an adjective 8Uldａ preposition, and it １８　often
difficult to distinguish its　function　from the limited context.
Therefore, when "about”１Ｓ used as an adjective, it １Ｓenough to sub-
stitute "about” with another word, say "almost".　For example, in the
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example below, "about”1ｓ substituted by ”almost" .
　　　　”Thedictionary for surgical pathology developed at UCLA presently
　　　　　Includesabout several thousand descriptors. ゛I
　　　　　　　　　　　　マ
　　　　　　　　　　　　almost
　　　　As　forseveral words which have two parts of speech, that is, con-
junction and preposition,　sometimes their function can be distinguished
ｂｙ’the context, but it １Ｓnot always possible to distinguish ａ preposl-
tion from ａ conjunction, especially such words as ”ｆｏｒ”，”after”，
"before"　etc.　Then, such words must be substituted by other words ．
when they　are used as ａ conjunction.
　　　　Further, there are several other words whose　function it is dif-･
ficult　to　determine because they are used in ａ quite different ｗａｙ・
Such words are ”need”，”may", "half", "near”，０ｒ"close", "like” etc.
”Ｍａｙ”１Ｓused as an auxiliarヽｙverb and also as ａ name of the　fifth
month:　therefore, when It is used as the latter meaning, something
must be done to distinguish　from the　former one.
　　　　Insome expressions, abbreviated words or signs are confusable
with ordinary words because capital letters and small letters are not
　　　　　　　　　　　昶’distinguished.　For example, in the example "Fig Ａ and 工show ...”，
Ａ is confusable with ａ determiner, and sigU ｌ is confusable with ａ
personal pronoun.　The sequence　of parts of speech for an above phrase
becomes ”Nl DT Cl Ｎ４VT ‥．”, and this leads to quite ａ nonsensical
result.　Therefore, abbreviated words such as MISS, US, etc. and signs
must be adequately transformed by, for example, attaching ａ special
letter to　them, before they are　fed into the computer.
　　　　（３ｊ　Insertionor ｄｅ１鼠１ｏｎof comma and hyphen.
　　　　Asmentioned in previous section, the absence of comma makes the











　Ａsymbol C3 ( =　。+ Cl) is used to connect other phrases than noun
equivalents.　For the same reason the　second comma in the next sentence
must　be rejected.
　　　　　”Thatis　to say , the structure １８ａ political ordering of synonym
classes/^or ａ directed graph. ||
工ｎFig.6.3.if.3 below, the prepositional phrase is correctly parsed.
though there is no comma between ”reason”and ”ｔｈｅ”．
”For this reason the program has been wri tten to aocomodate batched
　　requests　,and will handle ａ８many as ２２５at one pass.”
　　　　　Ther ason is that the determiner can not be modified　from the
left　side, so the relation between ”reason” and ”ｔｈｅ”１ｓcut　off at
that　point.　And also in this case　the comma just before "and”１ｓ not
necessarily needed, because　the phrases on both sides of the conjunction
are　different　from noun phrases, and they are connected correctly by
the　rule　”ＶＥ･Ｃ１･VE→ＶＥ” or ”ＶＥ･Ｃ３･ＶＥ→ＶＥ”．
6.4　　Pre-edit and post-edit
　　　　　Inthe previous section, several types of erroneous samples were
give11.　These samples are in most cases very difficult　to be correctly
processed only by machine.　０ｎthe　contrary, such cases are comparatively
easy　for man to recognize　their real grammatical structure even　from the
2０6
deformed appearences.　Therefore, if slight trans formations which are
very ｅａｓｖ　forman are applied to the 。inputsentences, it is apparent
that even　the mechanical translation can be　of use.　Then, what kind
of transformations are effective?　工ｔ may be ａ ｖｅｒｙ　６００ｄidea to compel
the　original sentences to be written in such styles as can be easily
translated by machine, but　this restriction Is too severe to the writer.
Therefore, the more generous treatment must be suggested in which English
sentences　written in an usual way are amended without any disturbance
of the　original word order by any person who knows only English, when
he reads　them‘　only once in one direction.　Several important　cases
are explained in the　following｡
　　　　　（１）　Onthe case of verbs。
　　　　　The　mostreliable method to determine　the　function of verbs １Ｓto
put ａ special sign on the verbs before the sentence is　fed into the
computer, though it may be somewhat　tedious if there are many verbs in
one sentence.　But　It　does not necessarily mean that such signs are
attached to all verbs, because　such words as　functional verbs (be, have.
do, may, will, etc.), or ing-form verbs and past-form verbs which are
used as adjectival words, passives, progressives or perfect tenses
etc., can be easily recognized as verbs　from the limitted context.　For
example, as shown below。
　　　　”¶Ｉ!hesearch *proceeds to test the next document index. ｎ
ａ special　sign () is added to the words which work as verbs in the
sentence.　The process of translation is　the same as the ordinary one
mentioned　in the early section, but as　for the word with the sign * itB
part of speech is determined as verb In disregard of the order of part







the structure complex.　Therefore several editting rules must be intro-
duced as to the use　of comma and hyphen.
　　　　　（ａ）　Whensev ral phrases of the same kind are arranged, the
　　　　　　　　　　formmust be as ”A,B,°・・・９　andχｎ．
(ｂ) If ａ conjunction connects sentences, a comma must be placed
just before the conjunction (S, and Ｓ）．
（ｃ）　　Ifthe end of phrase can not be determined clearly　from the
　　　　　　syntactic　information,a comma must be inserted there.
（ｄ）　　Itis desirable to eliminate ａ hyphen in the next sentence.
　　　　　　ｎ．．　bandwidth compression system for both black-and-white
　　　　　　andcolour television　　”or ”　　with the present state-of-
　　　　　　the-art”
（ｅ）　Such ａ hyphen as shown below need not be eliminated.
　　　　　　　|1　　intoａ hree-word representation　　”, or ”　　1n the
　　　　　　　large-scalestudy”
（f）‾　It is advisable to　insert ａ hyphen in such cases as shown
　　　　　　　below.
　　　　　　　ｎ　　information-processing machine　　”or ”a punched-card
　　　　　　　anddelayed-access memory and batched-process　　ｎ
　　　　　Thereare several other cases which need some pre-edition, such as
treatment　of parenthesis or quotation mark, idiomatic expressions which
seem to be difficult　for the machine, etc.　These　forms differ　from
case　to case, so they can not be definitely described, but　only 8ho*n
by‘examples.　Several ｅｘａ万mplesof pre-editlon are shown In the nleχt
page.　where Ｖ mark means deletion. /X means insertion of comma, and
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●






and　some　of　the questions ・raised　have　generated considerable
heatぶStａｂｌｙ　the　problem　of　financing　and　the　related　question






















[10]. (from ｌ’Proc. of工EEE, vol. 3k, no. 12, p 1666-r, 1966" )
６．５　　About　thetranslated Japanese
　　　　　Insection 6.3, mainly the results of English syntax analysis
were discussed, and now the translated Japanese ｗ１１:Ｌbe discribed here.





were obtained, although even nonsense translations are not minded be-
cause　from the very beginning ｏｆ･the atudy the semantic　Information １Ｓ
supposed not to be used.　工ｎ Appendix Ａ　some of them are shown.　Only
one translation word １Ｓselected from an ordinary English-Japanese
dictionary　for each part of speech which each English word has, and
registered in the word dictionary without any semantic　information.
Therefore, however equivocally the word １Ｓused in the real situations,
only one meaning which is used comparatively　frequently is given to
the word, if the grammatical　function １Ｓunique.　This is the same con-
cerning the preposition which changes its expression in Japanese accord-
ing to the meaning of the word related ｔ０１ｔ：　therefore.It　can not be
helped that　the　translated sentences are rather nonsensical when there
are many equivocal words or function words.　For example, the next １Ｓ
ａ translated Japanese　for ａ sentence which was correctly analyzed in
syntax.
　　　　Japanese;　sonogooseino kaikyu no 3ono 3izen 3031te
　　　　　　　　　　　　　　kinoｎａsono tansaku puroguramu o gironsuru
　　　　　　　　　　　　　　sonosetudan no naka ni kijyutuserareru darowu.
English ；　The nature and function of the compaund class
　　　　　　　　　　　willbe described in the section which discuss
　　　　　　　　　　　thesearch program･
It may be difficult to understand the meaning of the whole sentence
from　this translation, but　if we substitute eduivocal ･words with ado-
quate ones without changing the word order in the above result, it
become　somewhat readable and　understandable, as shown in the next　page・
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Japanese;　fukugo kaikyu no seiaitu　to kino wa tansaku
　　　　　　　　　　　puroguramuｏ atukau syo' ni kijyutusareru.
渡を糧級川ヽ1價１掛能11根索フ’肩lｙヽl
孤う年肩乙£仙るに
One method to improve this situation is to print　out several transla-
tlon words　for equivocal words, and make ａ reader select an adequate
one out of them.　As　for the preposition (in), such method has already
been adopted in this system, and its translation is ”Nl(NO)”, "Nl”Ｏ『
１!ｌｉＯ”１ｓselected by the reader according to the semantical function of
the prepositional phrase, that　is, adverbial ０ｒadjectival.　As regards
the ordinary words, to print　out several possible translation words １Ｓ
rather complex to edit afterwards, and much more　for　prepositions.
although in the present state there is no other good method than this
post-selection by man to treat semantic　information as simple as possi-
ble.　Ａ simple sample is shown below.　工ｔ is to be deslded that this




















sentences, but unlike Russian-English translation, it is very difficult
to do so only by reading stiff Japanese in English-Japanese　translation。
　　　　　工ｎthe previous example (Fig.6.5.1), the　translation words　for
”ｔｈｅ（ＳＯＮＯ）”，”a(lNO)”and ”an (lNO)”appear very　frequently and they
are hard to read because in ordinary Japanese such words seldom appear
except in special cases.　工ｔ　is very easy to erase such words　from the
translated Japanese, namely. It　is only necessary　to give such words
(the, a, an) a blank word instead of ”ＳＯＮＯ”and ”１ＮＯ”when ａ mechanical
dictionary is constructed。
　　　　　Evenin syntaχ-to-syntaχ translation, one-to-one correspondence
between the source　language and　the　target　language　is kept In the sense
that　all words except particles in Japanese have　their corresponding
English words, as in word-for-word translation.　This comment １Ｓ not
trivial, for in human translation one word does not necessarily corres-
pond to　one word, but sometimes corresponds to more than two, or in-^　．
versely many words may correspond to one word.
That　is, schematically speaking, the
same　domain can be　segmented　into
several sub-domains as in Fig.6.5.2.
１ｎother words, a set of words in
both　languages correspond to　each
other, and an English component word Fig.　6.5.2
does　not necessarily correspond to ａ Japanese component word.　This is
one of the reasons why the results of mechanical translation　from
English into Japanese is thought to be awkward, and also the translation
itself Is difficult.　Furthermore, connective words which represent the
relation between phi:ases　tobe connected can not be adquately determin-
ed by the syntactic　information only, this also contributes to the
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awkwardness of mechanical　translation.　Both results are　compared in
the next　sample, where human translation closely　follows the original
structure　of English.
　　English･;　　　工ｎorder to make change in the logic structure, including
　　　　　those　chａｎｇeswhich are required to create the file initially, a set
　　　　　ofrequests ｉ８ provided.
　　Machine translation ；　　　sono ronri koozoo no naka ni(no) henka ｏ tukuru
　　　　　tameni,　hajimenifairu ｏ soozoosuru tameni hituyootoserareru sorera
　　　　　henkaｏ fukumitutu, yookyu no Ino kuml wa yooiserareru.
　　Human translation ；　　　hajimeni fairu ｏ tukuru noni yoosuru henko mo
　　　　　fukumete,ronri koozoo ｏ kaeru niwa, ichiren no situmon ga hituyoo to
　　　　　naru.
The above　example may not be suitable　for explaining the awkwardness
of mechanical translation.　But even if individual translation words
are adequate in that sentence, there are many cases where　the transla-
tion is not　understandable　or stiff because relational words do not
reflect　the relation between phrases or clauses.　The suitable selection
of these words is tremendously difficult.　In these points there is ａ
negative possibility that mechanical translation can not be of practical
use, though syntactical analysis may be applied to other purposes, for








　　　　　The　problemstudied in this thesis was ａ mechanical translation of
English syntax into that　of Japanese using ａ general-purpose digital
computer.　The　fundamental attitude　is that both English and Japanese
are supposed to be　phrase-structure　in syntaχ, and classification of
part　of speech, construction of rewriting rules, and parsing algorithm
were　studied, based on the belief that　the analysis of the　source　langu-
age must depend on the charac ter of the　target　language。
　　　　　工ｔ　isdoubtful, in the strict sense, that English and Japanese
have　phrase-structure, but the hypothesis may be effective　for　the　ordl-
nary　scientific　papers　from the practical point　of view.　工ｔ　is obvious,
however, that their structures are not　context-free, and then　they must
be　treated as context-sensitive, but　to store various kinds of contexts
or usage　is not of practical UGe,　There fore ，such information was
taken into consideration to make　formally conteχt-free rules practically
context-sensitive.　That is, characteristic　features of English and
Japanese syntax should be　reflected on the rewriting rules　in some
aspects：(1) in determining parts of speech or symbols　for English words
and phrases, (2) in giving hierarchy to each rule, (5) in parsing the
structure　from right　ｔ０left.　By　these　rules, analysis of the source
language and synthesis ｏｆ･the target　language can be easily performed.
As regards ambiguous struc tures, one of the possible cases　１Ｓobtained.
工ｎthis case, it　is ａ very important　problem whether it　is possible　to
restrict the number of rules　and also to unify the　form of each rule,
that １Ｓ，ｔ０limit the length ｎ in olrd2・‥（ﾒｓ分９　。工ｔ may be said
2１6
that　iniinglish ｎ can be 2, but　in the case of English-J apanese　trans-
lation, there appear several cases which require ｎ to be　four.
Although it　depends on the　performance　ofthe computer, to　process　the
rules of different　length by　the same algorithm needs extra time.
Therefore, the　length of rules must be made as short as possible.　工ｎ
this paper the　length was restricted to only two or three, ignoreing
some cases which need　four.　This restriction, however, was comparative-
１ｙsatisfactory.　But if the　computer speed becomes　faster, it　１Ｓnot
necessary　to limit　the　length。
　　　　　As　forthe hierarchy of rewriting rules, they were divided into
two major　classes according to their grammatical　function, and each
class was　further divided into　two sub-classes according to　the　length
’ｏｆrules.　Though there are only　four classes, they are equivalent　to
at　least　eight　classesbecause　they are repeatedly used by　the　parsing
algorithm.　To tell the　truth, it　is desirable　to set order to every
rule, but　it may be rather wasteful.　One of the problems is to know
whether there is ａ systematic　method to classify rewriting rules into
several hierarchies.　工ｎnatural languages, however, unlike in the
formal oneｌ　thehierarchy of rules can not　be determined absolutely,
but it　is　onlyrelatively determined, investigating various real samples。
　　　　　工ｎthis paper, the length of rules was limited to two or three,
and the hierarchies were also limited　formally to　four. 'The reason is
that　the object of this thesis was to　investigate what kind of syntactic
translation could be obtained in the most severe condition, therefore
if this condition is proved to be　too severe, then it　is gradually to
be　loosened.　工ｔmay be concluded that　it　ispossible　in outline　to
analyze English syntactic　structures and synthesize　corresponding





paper, if several minor points　are excluded.　As　for parts of Speech,
however, they need　to be classified into minor classes and their　func-
tion must be more definitely determined　in ａ‘given sentence.　And　fur-
ther, there were several immoderate cases which could not be　treated
by such stiff context-free　phrase-structure rules, and so ａ separate
treatment was sometimes necessary・
　　　　　‘fhecharacteristic points　of this method are summed　up as　follows：
　　　　　(１)　･rhisｍｅ七hodis oriented to English-Japanese　translation.
　　　　　(２)　Context-freeｒｕ]Lesare used according to their hierarchy.
　　　　　(３)　Rightｔ０left scanning １Ｓadopted in parsing, unlike in an
　　　　　　　　　　ordinarymethod.
　　　　　(４)　ProgramユＳindependent of grammar.
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　うC5)This is syntax-to- syntax translation.
　　　　　Now,the reason why mechanical translation １Ｓdifficult　１Ｓconsid-
ered below　from the general aspect, though one reason was described　in
section ６．５　fromthe syntactic　point of view.
　　　　　工ｎthe present　state, only the　information which the mac hlne can
utilize is concerned with the　functions in syntactic　structure,　How-
ever, such information １Ｓnot　necessarily needed to understand the
sentence, but inversely it １Ｓdetermined by the contents of the sentence.
Therefore, to understand the contents of the sentence １Ｓmost necessary,
but we can not give enough informations to the computer.　Though vari-
ous kinds of information can be given partially they are too incomplete
for the computer to be able　to associate ａ certain event with other
ones (association mechanism is the most　important　function of human
brain activity),　Syntactic　information treat' surface relation of sub-
Jects, but it does not　give mutual deep relation, as if it were ａ　frame
of. cross word puzzle which provides mutual positions of words, but
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does not　give the words themselveｓ. 　Ｈhen we　perceive or think of some-
thing, such recognition may consist of several units of minimum meaning
which may　be called semantic-element,
Namely, concept　of ａ certain word (Wi)
１Ｓrecognized as supperposed portion
of several unit　concepts (Ci.Cj.Ck..).
Therefore, Wi and WJ which have the
ｃｏ°゜onconcept (C.)゛１１１give us ８
impression that　they are mutualy
related, and when one of them
appears, the other one is associated
with it　and both of them come　to co-exist　in our brain.・because they
are connected by　the rings of　fundamental concepts.　Then, is it　possi-
ble　to give　the　fundamental concept fo the computer?　The answer is
rather negative, because　there exist no　fixed concepts, but only rela-
tive concept　exist which depends on the　subject, just as no one measures
the distance between Earth and Venus down to the unit millimeter.
Therefore, it　is practically impossible to provide all　fundamental con-
cepts in advance　taking all situations into consideration.　Then, tak-
ing it　the other way round,　the concept (C.) can be constructed by the
set of words (Wi, Wj...).　･１‘hatis, a set　of words which have the simi-
lar aspect when looked　from ａ certain angle is thought to be ａ concept.
This concept　can not be expressed explicitly, but can be used　through
　　　　　　　　　　　　　　　　　　　　　　｀ｔ　　　　　　　　　　，the words belonging to the same group.　To do this, however, association
algorithm vhlch constructs･the word group of similar kind　from the
given verbal data must be developed.　０ｆ course some information other
than samples of usage must be given directly, but the computer can





１ｓuseful in investigating the positional relation among some words。
　　　　　Thesyntactic analysis method, which is studied in this paper,
may aid severa:Ｌlanguage processing systems, such as automatic abstract-
ing, contents analysis, sentence　ｇｅneration,and also man-machine
communication especially in information retrieval.
２２０
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　SONO MANNAKANQ HIGASI NO NAkA NI(NO) SONO 5A哨UI・SEMSO














　　　　　THESIZE OF ＴＨヒｐ､FORMATION･PROBLEMS THAT CAN 8E
DEALT一一WITHIN T､HE PWESENT･ SYSTEM IS･INDICATED BY VASIO-
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NIHONGO　　so NO MITIBIKI NO NAKA til SImESERARETA TO ONAJI 。 S0:＼0
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≒　　THE CRITERION ADOPTED. IS THE P≪0aA8!LISTIC MEA5し･Ｑ－
E ＣＦ･VIEWER PREFERENCE IN Ａ DIRECT COMPARATIVE｡ JUDGE"';-
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　SAIY05ERARETA 3CN0 mandamcijyui^ WA 5CN0 HAZI･≪^E50SITE
SONO FUGO － KAIDO<USERARETA setume: NO AIDA NI(NO)いＱ
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　　　　THIS IS ４ SmOKI ACCOUM OF SOME RESULTS OrtTAIMEL;
FROM Ａ PRELIHINIKY Ａ．ヽ■.ALfSISOF Ｄ轟T* ON THE ENEKOEIICμ-
ARTICLE　FLUX PHOBOttO A£?OVE TmE AtOMUSPトlSE ６ｙＴﾄ･i・ε－
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　KORE(KONO) mA　JOMNSTCN　SIMA NO SONO TIKAKU NO NAKA Ｎ
I(NO) SONO SAIKINSU GENSIkAKU 8AKUHATU Ｍ YOTTE SONO　Ａ
TOMOSPHERE　NO ＭＡＵとHISEISAMSERARETA SONO　ENERQETIC
RYUSI NASArlE NO UE NKMOl OtETA N0 INO YOBINO ICAI5EKI K
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　　　　FORTHE ENTIRとUNIVERSE OF HUMAN KNOWLEDSe This Ｉ－
DEAL IS CERTAINLr UNATTAINABLE FOR THE PRESENT AND FOR
　THE FORESEEABLE FUTURE・ ALTHOUGH SOME RESEARCH POIMI-
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ENGLISH. 　∧AND A VARACTOK ･,VHICKHAS Ａ LAHGE CAPACITANCE-VARI-
aNice OR、VDLTAGE-SEiNSITIVITY OF JUNCTION CAPACITANCE MA-
5 A POOR REVERSt CHARACTERISTIC、゜F0≪ THE　BREAK DOWN. V-
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　　　　･THE･ S¥STEM CONSISTS OF A LINEAi< SIGNAL Pi^EOISTOKl-
　　　　●　　j　　¶　・ION FILTER, A LINEAR NETWORK IN A NOISE-FEEDBACK LOOP
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