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Zusammenfassung
Verschra¨nkte Produkte sind ein unentbehrliches Hilfsmittel beim Studium C∗-dynamisch-
er Systeme. Sie treten in zwei Varianten auf: ein volles verschra¨nktes Produkt mit univer-
seller Eigenschaft und ein konkret dargestelltes reduziertes verschra¨nktes Produkt. In der
a¨quivarianten KK-Theorie entsprechen verschra¨nkte Produkte dem a¨quivarianten Ab-
stieg.
Wir konstruieren das volle verschra¨nkte Produkt bzw. den vollen Abstieg fu¨r Hopf-C∗-
Algebren in einer sehr allgemeinen Situation, sowohl auf C∗-algebraischer Ebene als auch
auf dem Niveau der a¨quivarianten KK-Theorie. Fu¨r Quantengruppen erhalten wir das
reduzierte verschra¨nkte Produkt bzw. den reduzierten Abstieg als Komposition der vollen
Variante mit einem Normalisierungs-Funktor. Dies erlaubt eine konzeptionelle Herange-
hensweise an Sa¨tze u¨ber reduzierte bzw. maximale Dualita¨t.
Die Frage nach maximaler Dualita¨t fu¨hrt bei C∗-Algebren zu dem Konzept der Maxima-
lisierung, welche in dieser Arbeit durch eine universelle Eigenschaft beschrieben werden
kann. Auf diese Weise zeigen wir die Funktorialita¨t der Maximalisierung. Daneben ergibt
sich eine Charakterisierung fu¨r Maximalisierbarkeit, und es folgen daraus viele Beispiele:
Alle mittelbaren oder ko-mittelbaren regula¨ren Quantengruppen besitzen Maximalisie-
rungen. Wir geben zudem ein Beispiel einer regula¨ren Quantengruppe an, welche Maxi-
malisierungen besitzt, ohne mittelbar oder ko-mittelbar zu sein.
In der a¨quivariantenKK-Theorie erhalten wir Beispiele, fu¨r die der volle a¨quivariante Ab-
stieg nicht bijektiv sein kann. Es besteht bei Gruppen vielmehr ein enger Zusammenhang
mit der K-Mittelbarkeit: Fu¨r eine Gruppe mit dieser Eigenschaft ist der volle a¨quivariante
Abstieg stets ein Isomorphismus.
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Einleitung
Quantengruppen
Die Theorie der
”
Quantengruppen“ beginnt mit der Idee von Kac [24] (vgl. auch [25, 26]),
einen abstrakten Rahmen zu finden, innerhalb dessen sich Gruppen und ihre Duale als
gleichwertige Objekte behandeln lassen, so daß die Pontrjagin-Dualita¨t auch fu¨r nicht-
abelsche, nichtkompakte Gruppen greifbar wird. Aufbauend auf Ergebnissen von Tannaka,
Krein und Stinespring [63, 32, 33, 61] konnte Kac durch Einfu¨hrung von
”
Ring-Gruppen“
diese Zielsetzung fu¨r unimodulare Gruppen erreichen. Die Theorie wurde u¨ber die Jahre
sukzessive erweitert und mu¨ndete schließlich in dem Begriff der
”
Kac-Algebren“, welcher
von Kac und Vainerman [27] sowie davon unabha¨ngig von Enock und Schwartz [17]
entwickelt wurde. Diese von Neumann-algebraische Theorie umfaßt schließlich beliebige
lokalkompakte Gruppen und ist unter Pontrjagin-Dualita¨t abgeschlossen.
Ende der achtziger Jahre konstruierte Woronowicz
”
kompakte Matrix-Pseudogruppen“
[67, 68]: Es handelt sich hierbei um Hopf-C∗-Algebren, die so viele darstellungstheoreti-
sche Gemeinsamkeiten mit kompakten Gruppen besitzen, daß fu¨r sie die Bezeichnung
”
Quantengruppe“ nahezuliegen scheint. Insbesondere existiert auf kompakten Matrix-
Pseudogruppen das Analogon eines invarianten Haar-Maßes. Des weiteren erfu¨llen sie
eine Dualita¨t im Sinne von Tannaka-Krein, vgl. [69]. Im Unterschied zu Kac-Algebren ist
bei den kompakten Matrix-Pseudogruppen die Antipode nur auf einer dichten Unteralge-
bra definiert und nicht notwendigerweise involutiv. Es schien daher angebracht zu sein,
die Theorie der Kac-Algebren zu erweitern.
In [4] stellen Baaj und Skandalis regula¨re multiplikative Unita¨re in den Vordergrund. Dies
fu¨hrt auf die Axiomatik des
”
Kac-Systems“ und verallgemeinert gleichzeitig die kom-
pakten Matrix-Pseudogruppen sowie Kac-Algebren. Von einem Kac-System ausgehend
konstruieren Baaj und Skandalis ein Paar zueinander dualer Quantengruppen, welches
analoge abstrakte Eigenschaften wie die Funktionenalgebra zusammen mit der reduzier-
ten C∗-Algebra einer lokalkompakten Gruppe besitzt. Daher liegt die Bezeichnung als
”
reduzierte Quantengruppen“ der multiplikativen Unita¨ren nahe. Insbesondere wird fu¨r
Kac-Systeme in [4] ein Dualita¨tssatz bewiesen, der die Sa¨tze von Imai und Takai [21]
sowie von Katayama [31] umfaßt.
Außerdem betrachten Baaj und Skandalis in [4] die unita¨re Darstellungstheorie der
reduzierten Quantengruppen. In diesem Zusammenhang konstruieren sie die zugeho¨rigen
vollen Quantengruppen, welche eine Verallgemeinerung der vollen Gruppen-C∗-Algebren
sind: Sie besitzen die universelle Eigenschaft in Bezug auf unita¨re Darstellungen. Daher
stehen sie in demselben Verha¨ltnis zu den reduzierten Quantengruppen wie im Grup-
penfall die volle zur reduzierten Gruppen-C∗-Algebra. Insbesondere sind die reduzierten
Quantengruppen als Hopf-C∗-Algebren Quotienten der zugeho¨rigen vollen Variante.
Die Entwicklung blieb bei Kac-Systemen nicht stehen: In [70] konstruierte Woronowicz
ein interessantes Beispiel einer Quantengruppe mit multiplikativer Unita¨rer, die Quanten-
E(2)-Gruppe. Saad Baaj griff in [1, 2] das Beispiel zur genaueren Analyse auf und be-
schrieb insbesondere das links- bzw. das rechts-invariante Haar-Maß. Er entdeckte, daß die
Quanten-E(2)-Gruppe eine nicht-regula¨re multiplikative Unita¨re besitzt und daher nicht
von einem Kac-System kommen kann: Sie ist vielmehr
”
semi-regula¨r“. Regula¨re multi-
plikative Unita¨re ko¨nnen also nicht alle Beispiele erfassen, die man als Quantengruppen
bezeichnen mo¨chte.
iv Einleitung
Dies fu¨hrte Woronowicz auf den Begriff der
”
handlichen“ (manageable) multiplikativen
Unita¨ren [71]. Die technischen Voraussetzungen unterscheiden sich wesentlich von denen
eines Kac-Systems; insbesondere gehen sie nicht auseinander hervor. Zudem scheint es
nicht klar zu sein, wie man aus der Axiomatik der handlichen multiplikativen Unita¨ren
die vollen (universellen) Versionen der Quantengruppen gewinnt.
Der Zugang durch multiplikative Unita¨re hat jedoch noch ein prinzipielles Problem:
Man konstruiert stets die Quantengruppe und ihr Dual gleichzeitig. Die Pontrjagin-Du-
alita¨t ist also quasi
”
eingebaut“. Es ist jedoch wu¨nschenswert, wie bei Gruppen zuerst
eine
”
Quantengruppe“ zu definieren und das duale Objekt daraus zu konstruieren.
Diesem Ziel widmen sich Masuda und Nakagami in [42] im von Neumann-algebraischen
Rahmen. Zusammen mit Woronowicz erarbeiten sie einen C∗-algebraischen Ansatz, der
in [43] einen Abschluß zu finden scheint. Einen alternativen Zugang bieten Kustermans
und Vaes in [35, 36]: Sie geben in [35] eine einfache Definition einer (reduzierten)
”
lokal-
kompakten Quantengruppe“. Sie beruht in [35] auf einer Hopf-C∗-Algebra zusammen mit
einem links- und einem rechts-invarianten Gewicht, welches ein Ersatz fu¨r das Haar-Maß
ist. Kustermans und Vaes konstruieren aus den Gewichten eine multiplikative Unita¨re
mittels derer sie die duale Quantengruppe erhalten. Diese ist wieder
”
lokalkompakt“ im
Sinne von [35]. Die Kategorie der lokalkompakten Quantengruppen scheint bisher der
allgemeinste C∗-algebraische Rahmen zu sein, der alle bekannten Beispiele erfaßt und un-
ter Dualita¨t abgeschlossen ist. Des weiteren besitzen lokalkompakte Quantengruppen eine
sehr scho¨ne Strukturtheorie.
In [34] konstruiert Kustermans die
”
universellen Partner“ von lokalkompakten Quan-
tengruppen. Dies sind die vollen Versionen der reduzierten Quantengruppen in [35]. Daher
ist es wie bei Kac-Systemen auch im Rahmen lokalkompakter Quantengruppen (in ihrer
C∗-algebraischen Variante) mo¨glich, mit universellen Eigenschaften zu arbeiten.
Verschra¨nkte Produkte und Dualita¨tssa¨tze
Verschra¨nkte Produkte wurden zuerst fu¨r C∗-Algebren mit einer Gruppenwirkung durch
∗-Automorphismen definiert. Ist G eine lokalkompakte Gruppe und A eine C∗-Algebra
mit einer stark stetigen Wirkung von G durch ∗-Automorphismen α : G → Aut(A), so
bezeichnet man das Tripel (A,G, α) als C∗-dynamisches System. Fu¨r solch ein System
kann man das verschra¨nkte Produkt Aoα G bilden, welches aus mehreren Gru¨nden von
Bedeutung ist: Auf diese Art entstehen beispielsweise viele interessante C∗-Algebren, und
außerdem kodiert das verschra¨nkte Produkt die kovarianten Darstellungen des Systems.
Ist G abelsch, so besitzt Aoα G eine duale Wirkung α̂ der dualen Gruppe Ĝ. Der
Dualita¨tssatz von Takai [62] stellt in diesem Fall eine Art Pontrjagin-Dualita¨t fu¨r C∗-dy-
namische Systeme dar: Aoα Goα̂ Ĝ ∼= A ⊗ K, wobei K die kompakten Operatoren auf
L2(G) sind. Dieses Ergebnis hat sich als wichtiges Mittel zum Studium verschra¨nkter
Produkte bei abelschen Gruppen erwiesen, daher war eine Verallgemeinerung dieses Satzes
fu¨r nicht-abelsche Gruppen wu¨nschenswert.
Fu¨r eine evtl. nicht-abelsche lokalkompakte Gruppe G dient die Gruppen-C∗-Algebra
mit ihrer kanonischen Struktur einer Hopf-C∗-Algebra als Ersatz fu¨r die duale Grup-
pe. Wirkungen der dualen Gruppe werden dabei entsprechend durch
”
Kowirkungen“ der
Gruppen-C∗-Algebra ersetzt.
Allerdings hat man im nicht-abelschen Fall die reduzierte bzw. die volle Gruppen-
C∗-Algebra C∗r (G) bzw. C
∗(G) zur Verfu¨gung. Erstere ist konkret durch die linksre-
vgula¨re G-Darstellung auf L2(G) definiert, wa¨hrend die zweite universell bzgl. unita¨rer
G-Darstellungen ist. Dementsprechend gibt es Kowirkungen von C∗r (G) bzw. C
∗(G), wel-
che man als reduzierte bzw. volle G-Kowirkungen bezeichnet. Fu¨r beide Varianten existie-
ren verschra¨nkte Produkte (vgl. [57] oder [21, 52]) mit dualen G-Wirkungen. Allgemei-
ner unterscheidet man fu¨r ein C∗-dynamisches System (A,G, α) das reduzierte bzw. volle
verschra¨nkte Produkt Aoα,r G bzw. Aoα G, welches eine reduzierte bzw. volle duale
G-Kowirkung besitzt.
Der u¨bergreifende Rahmen fu¨r G-Wirkungen und G-Kowirkungen sind Kowirkungen
von Hopf-C∗-Algebren und insbesondere Kowirkungen von Quantengruppen. Fu¨r diese
wurden verschra¨nkte Produkte bereits an mehreren Stellen studiert ([4, 45, 46, 48, 50,
66]), sowohl in der reduzierten Variante als auch in sehr abstrakten Zusammenha¨ngen.
Wie bei Gruppen unterscheidet man bei Quantengruppen Kowirkungen der reduzierten
bzw. vollen Variante und bezeichnet sie ebenso als reduzierte bzw. volle Kowirkungen.
Zuna¨chst scheinen die reduzierten Versionen fu¨r Dualita¨tstheorie besser geeignet zu sein:
In [21] gelingt es Imai und Takai, mittels reduzierter verschra¨nkter Produkte und G-Ko-
wirkungen den Dualita¨tssatz von Takai [62] auf C∗-dynamische Systeme (A,G, α) nicht-
abelscher Gruppen zu erweitern: Aoα,r Goα̂ Ĝ ∼= A⊗K. Weitere Resultate zur Dualita¨t
nicht-abelscher Gruppen mithilfe von reduzierten Kowirkungen finden sich bei Landstad
[38] und Quigg [52], um nur einige zu nennen.
In [31] beginnt Katayama mit reduzierten G-Kowirkungen (B, δ) und beweist einen
entsprechenden Dualita¨tssatz.
Den Vorteil des abstrakten Zugangs durch Quantengruppen demonstriert der oben
erwa¨hnte Dualita¨tssatz von Baaj und Skandalis [4] auf wirkungsvolle Weise: Er vereinigt
die reduzierten Dualita¨tssa¨tze von Imai-Takai und Katayama wieder zu einem einzigen
Satz.
Das volle verschra¨nkte Produkt mit seiner universellen Eigenschaft scheint zuerst von Rae-
burn systematisch ausgenutzt worden zu sein, welcher auf dieser Grundlage in [56] einen
eleganten Beweis der Takai-Dualita¨t angibt. Des weiteren baut Raeburn diese Technik in
[55] aus, um eine volle Variante des Dualita¨tssatzes von Imai und Takai zu gewinnen:
Aoα Goα̂ Ĝ ∼= A⊗K. Im Hinblick auf reduzierte Dualita¨t erscheint dieses Ergebnis
zuna¨chst u¨berraschend, wird von Raeburn aber als ein deutlicher Hinweis auf die Ko-
Mittelbarkeit von Gruppen gewertet (vgl. die Einleitung in [55]).
Der na¨chste logische Schritt war die Anwendung des Ansatzes von Raeburn auf volle
G-Kowirkungen in [53]. Quigg konnte dort die Frage nach einer vollen Version der Kata-
yama-Dualita¨t durch ein Gegenbeispiel kla¨ren: Er zeigt, daß C∗r (G)o Ĝo G ∼= C∗(G)⊗K
ist, und die rechte Seite unterscheidet sich im allgemeinen von C∗r (G)⊗K. Allerdings war
es ihm in [53] mo¨glich, die volle Dualita¨t fu¨r volle duale Kowirkungen zu beweisen, indem
er das Ergebnis von Raeburn [55] u¨ber volle Imai-Takai-Dualita¨t einsetzte.
Schließlich griff Nilsen in [51] die Methodik der universellen Eigenschaft von Rae-
burn auf. Sie definiert kanonische Surjektionen sowohl fu¨r G-Wirkungen als auch fu¨r
G-Kowirkungen und leitet daraus die Dualita¨tssa¨tze von Imai und Takai, von Katayama
sowie von Raeburn ab.
Durch die Ergebnisse von Raeburn und Nilsen erscheint der Einsatz voller Kowirkungen,
voller verschra¨nkter Produkte und universeller Eigenschaften in der Dualita¨tstheorie auch
fu¨r allgemeine Quantengruppen nu¨tzlich.
vi Einleitung
Normalisierung und Maximalisierung
Im allgemeinen erfu¨llen volle G-Kowirkungen weder die reduzierte noch die volle Dualita¨t.
Sie liegen aber stets
”
zwischen“ zwei eindeutig bestimmten Kowirkungen, der
”
Normali-
sierung“ und der
”
Maximalisierung“, wovon die erste der reduzierten und die zweite der
vollen Version der Katayama-Dualita¨t genu¨gt.
Normalisierungen entstehen im Zuge der Arbeit von Quigg [54] u¨ber den Zusammen-
hang voller und reduzierter Kowirkungen von Gruppen. Er stellt dort fest, daß die redu-
zierten Kowirkungen (d.h. C∗r (G)-Kowirkungen) zu einer bestimmten Klasse von vollen
Kowirkungen (d.h. C∗(G)-Kowirkungen) korrespondieren, die er
”
normale“ Kowirkungen
nennt. Normale Kowirkungen sind dadurch charakterisiert, daß sie die Dualita¨t fu¨r redu-
zierte verschra¨nkte Produkte erfu¨llen. Quigg zeigt in [54], daß jede volle Kowirkung eine
”
Normalisierung“ besitzt: Es handelt sich um eine normale Quotienten-Kowirkung mit
demselben verschra¨nkten Produkt.
”
Maximale“ Kowirkungen sind genau jene, welche die Dualita¨t fu¨r volle verschra¨nkte
Produkte erfu¨llen. Insbesondere sind duale Kowirkungen maximal. Echterhoff, Kalizewski
und Quigg geben in [14] eine Konstruktion an, die jeder vollen Kowirkung ihre
”
Maxi-
malisierung“ zuordnet: Dies ist eine maximale Kowirkung mit identischem verschra¨nktem
Produkt.
A¨quivariante KK-Theorie
Die bivariante KK-Theorie fu¨r C∗-Algebren wurde von Kasparov in [28, 29, 30] ent-
wickelt. Sie umfaßt gleichzeitig die K-Theorie und die K-Homologie und behandelt auch
C∗-Algebren mit Wirkungen lokalkompakter Gruppen. Eine wesentliche Neuheit der KK-
Theorie ist das Kasparov-Produkt (oder Schnittprodukt), welches die Komposition von
Morphismen sowie Produkte der topologischen K-Theorie als Spezialfa¨lle entha¨lt. Des
weiteren verwandelt das Produkt die KK-Theorie in eine Kategorie.
Kasparov definiert im Zusammenhang seiner Untersuchung der Novikov-Vermutung
[30] außerdem zwei Versionen eines Abstiegsfunktors
jG(r) : KK
G(A,B) −→ KK(Ao(r) G,B o(r) G)
von der a¨quivarianten in die gewo¨hnliche KK-Theorie.
In [3] definieren Baaj und Skandalis die a¨quivariante KK-Theorie fu¨r allgemeine Hopf-
C∗-Algebren. Sie beweisen, daß der reduzierte Abstieg von Kasparov u¨ber einen Isomor-
phismus, den a¨quivarianten reduzierten Abstieg,
JG,r : KK
G(A,B)
∼=−→ KKC∗r (G)(Aor G,B or G)
faktorisiert. Sie konstruieren zu diesem Zweck einen dualen a¨quivarianten Abstieg fu¨r re-
duzierte Kowirkungen und benutzen die reduzierten Dualita¨tssa¨tze von Imai-Takai und
Katayama. Dieses Ergebnis wird von denselben Autoren in [4] unter Ausnutzung ihres
reduzierten Dualita¨tssatzes auf Kac-Systeme verallgemeinert, so daß sich der reduzier-
te Abstieg und der reduzierte duale Abstieg im Gruppenfall als Spezialfa¨lle derselben
Konstruktion ergeben: des reduzierten a¨quivarianten Abstiegs fu¨r Quantengruppen.
vii
Die Konstruktionen der a¨quivarianten reduzierten Abstiege benutzen das reduzierte ver-
schra¨nkte Produkt und ist daher von konkreten Konstruktionen abha¨ngig. EineKK-theo-
retische Version des Ansatzes von Nilsen [51] ist die folgende Frage: Kann man den vollen
Abstieg von Kasparov in einem a¨quivarianten Zusammenhang fu¨r Quantengruppen kon-
struieren und ggf. den reduzierten Abstieg sowie das Ergebnis von Baaj und Skandalis
daraus zuru¨ckgewinnen?
Inhalt
Unter anderem ist die letzte Frage der Ausgangspunkt dieser Arbeit. Es werden volle
Quantengruppen, volle Kowirkungen und konsequent universelle Eigenschaften benutzt.
Diese sind hierbei in noch gro¨ßerem Maße als bei Gruppen nu¨tzlich: Man muß beispielswei-
se fu¨r die Angabe von Morphismen lediglich abstrakte Eigenschaften nachweisen. Es bleibt
einem folglich weitgehend erspart, konkrete Konstruktionen einzusetzen. Diese ko¨nnen bei
Quantengruppen wesentlich komplizierter und unu¨bersichtlicher als im Gruppen-Fall sein.
Wir konstruieren und studieren volle verschra¨nkte Produkte fu¨r Hilbert-Bimoduln in
dem sehr allgemeinen Rahmen der Hopf-C∗-Algebren. Daneben betrachten wir a¨quiva-
riante Morita-Kategorien sowohl als Hilfsmittel als auch Prototyp fu¨r die a¨quivariante
KK-Theorie. In diesen Zusammenha¨ngen fassen wir die Normalisierung und das volle
verschra¨nkte Produkt als universelle Konstruktionen auf.
Bei Quantengruppen, analog wie bei Gruppen-Kowirkungen, kann das reduzierte ver-
schra¨nkte Produkt als Normalisierung der vollen Variante gewonnen werden und somit als
Komposition zweier universeller Konstruktionen aufgefaßt werden. Wir weiten das Ergeb-
nis von Quigg u¨ber die Korrespondenz voller und reduzierter Kowirkungen auf Quanten-
gruppen aus. Der Einsatz neuer Techniken vereinfacht einerseits den Beweis und erlaubt
gleichzeitig die Verallgemeinerung der Korrespondenz auf bestimmte nicht-regula¨re Quan-
tengruppen, die wir
”
symmetrisch“ nennen. Insbesondere steht sie fu¨r die lokalkompakten
Quantengruppen im Sinne von [35] zur Verfu¨gung. Folgt man dem originalen Beweis von
Quigg [54], so ist das zuna¨chst ein wenig u¨berraschend, zeigt aber, daß die Normalisierung
fu¨r Quantengruppen ein sinnvoller Begriff ist.
Wir folgen dem Ansatz von Raeburn und Nilsen [55, 51] und konstruieren fu¨r jede volle S-
Kowirkung (B, δ) einer regula¨ren Quantengruppe (S,∆) mittels universeller Eigenschaften
die
”
kanonische“ Surjektion
Φδ : B oδ Ŝ oδ̂ S −→ B ⊗K.
Hierbei ist Ŝ die zu S duale Quantengruppe, und K bezeichnet die Algebra der kompakten
Operatoren. Analog zu [14] bezeichnen wir (B, δ) als maximal, falls Φδ bijektiv ist. Wir
orientieren uns weiter an einer Idee in [14] und setzen die Technik der Normalisierung
ein, um mithilfe der kanonischen Surjektion einen einfachen Beweis des Satzes u¨ber redu-
zierte Dualita¨t von Baaj und Skandalis [4] zu erhalten. Gleichzeitig ergibt sich, daß das
verschra¨nkte Produkt der kanonischen Surjektion
Φδ o Ŝ : (B o Ŝ o S)o Ŝ −→ (B ⊗K)o Ŝ
ein Isomorphismus ist. Durch einen Vergleich mit der kanonischen Surjektion der dualen
Ŝ-Kowirkung (B o Ŝ, δ̂),
Φ̂δ̂ o S : (B o Ŝ)o S o Ŝ −→ B o Ŝ ⊗K,
viii Einleitung
gelingt es nachzuweisen, daß die duale Kowirkung stets maximal ist. Eine Mittelbarkeits-
Voraussetzung an S ist also unno¨tig.
Diese Erkenntnis hat Auswirkungen auf die Maximalisierungs-Konstruktion: In dieser
Arbeit ko¨nnen Beispiele regula¨rer Quantengruppen angegeben werden, die weder mittel-
bar noch ko-mittelbar sind, deren volle Kowirkungen sich aber dennoch
”
maximalisieren“
lassen. Zu diesem Zweck geben wir die folgende Charakterisierung an: Eine regula¨re Quan-
tengruppe la¨ßt genau dann Maximalisierungen fu¨r jede volle Kowirkung zu, wenn es eine
Maximalisierung der trivialen Kowirkung auf C gibt. Wir verwenden hierbei dieselbe Be-
weisidee wie Echterhoff, Kalizewski und Quigg in [14], lo¨sen uns aber durch den Einsatz
von
”
relativen Kommutanten“ von der konkreten Konstruktion. Daneben wird die in [14]
aufgeworfene Frage nach der Natu¨rlichkeit von Maximalisierungen (positiv) beantwortet.
Die parallele Betrachtung von Morita-Kategorien ist nicht nur ein Hilfsmittel, sondern
gibt auch Aufschluß daru¨ber, wie man in der a¨quivarianten KK-Theorie vorgehen sollte.
Wir benutzen die Definition von Baaj und Skandalis [3] und konstruieren in einer sehr
allgemeinen Situation einen a¨quivarianten vollen Abstieg
JS : KKS(A,B) −→ KKŜ(Ao Ŝ, B o Ŝ).
Wir orientieren uns zwar prinzipiell an der Idee von Baaj und Skandalis, die Konstruk-
tion ist durch den Einsatz universeller Eigenschaften fu¨r den vollen Abstieg jedoch we-
sentlich durchsichtiger. Die Ideen zur Normalisierung lassen sich ebenfalls problemlos auf
die a¨quivariante KK-Theorie u¨bertragen. Damit ist es mo¨glich, bei Quantengruppen den
reduzierten Abstieg von Baaj und Skandalis als Komposition von vollem Abstieg und
Normalisierung zu definieren.
Ganz allgemein ko¨nnen wir zeigen, daß der volle Abstieg JS ein Isomorphismus ist,
sobald A eine maximale oder B eine normale Kowirkung ist. Dieses Ergebnis beinhaltet
den Dualita¨tssatz von Baaj und Skandalis u¨ber reduzierte Dualita¨t in der a¨quivarianten
KK-Theorie.
Es stellt sich natu¨rlich sofort die Frage, unter welchen Bedingungen der volle Abstieg
fu¨r eine gegebene Quantengruppe immer ein Isomorphismus ist. Fu¨r eine diskrete Gruppe
(genauer fu¨r die Quantengruppe C∗(G)) stellt sich heraus, daß dies a¨quivalent zu der
von Cuntz in [12] definierten K-Mittelbarkeit von G ist. Fu¨r allgemeine lokalkompakte
Gruppen ist die K-Mittelbarkeit im allgemeinen sta¨rker und impliziert die Bijektivita¨t
des vollen Abstiegs fu¨r alle vollen G-Kowirkungen A und B.
Aufbau
Im Hinblick auf a¨quivariante KK-Theorie ist es no¨tig, die Theorie der verschra¨nkten
Produkte auf Hilbert-Bimoduln zu erweitern.
Das erste Kapitel wiederholt die grundlegenden Begriffe. Insbesondere skizzieren wir die
Theorien der Hilbert-Bimoduln und der Hopf-C∗-Algebren. Außerdem besprechen wir
Quantengruppen, wobei wir den Zugang u¨ber multiplikative Unita¨re benutzen. Wir erin-
nern an die Definition der Kowirkungen einer Hopf-C∗-Algebra fu¨r C∗-Algebren und all-
gemeiner fu¨r Hilbert-Bimoduln. In diesem Zusammenhang wird die a¨quivariante Morita-
Kategorie eingefu¨hrt.
Im zweiten Kapitel wird ausfu¨hrlich die Theorie der verschra¨nkten Produkte fu¨r Hilbert-
Bimoduln mit Kowirkungen einer Hopf-C∗-Algebra besprochen. Wir diskutieren unter
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anderem die universelle Eigenschaft verschra¨nkter Produkte und die duale Kowirkung. Es
werden bekannte Ergebnisse bei C∗-Algebren auf Hilbert-Bimoduln u¨bertragen. Insbeson-
dere wird die Theorie der normalen Kowirkungen auf Hopf-C∗-Algebren verallgemeinert
und in diesem Zusammenhang weitere Ergebnisse zu normalen Kowirkungen besprochen.
Wir beschreiben hierbei Normalisierungen durch eine universelle Eigenschaft.
Das Hauptergebnis des dritten Kapitels ist die Verallgemeinerung des Satzes von Quigg
u¨ber die A¨quivalenz reduzierter und normaler Kowirkungen auf Quantengruppen. Wir
definieren symmetrische multiplikative Unita¨re, um gleichzeitig die Kac-Systeme von Baaj
und Skandalis sowie lokalkompakte Quantengruppen im Sinne von Kustermans und Vaes
zu behandeln. Fu¨r Quantengruppen mit symmetrischer multiplikativer Unita¨rer definieren
wir reduzierte verschra¨nkte Produkte und identifizieren sie mit der Normalisierung der
(vollen) verschra¨nkten Produkte des zweiten Kapitels. Anschließend beweisen wir den
Satz von Quigg fu¨r diesen Typ von Quantengruppen.
Im vierten Kapitel besprechen wir Dualita¨tstheorie fu¨r Quantengruppen mit symmetri-
scher multiplikativer Unita¨rer, welche außerdem regula¨r sind. Fu¨r solche definieren wir zu
jeder vollen Kowirkung die kanonische Surjektion. Anschließend geben wir mit ihrer Hil-
fe einen konzeptionellen Beweis fu¨r die reduzierte Dualita¨t an. Wir definieren maximale
Kowirkungen durch eine universelle Eigenschaft und stellen die Beziehung zu der Defini-
tion von Echterhoff, Kalizewski und Quigg her. Fu¨r mittelbare regula¨re Quantengruppen
beweisen wir die Verallgemeinerung des Satzes von Raeburn u¨ber volle Dualita¨t. Schließ-
lich geben wir die Maximalisierungs-Konstruktion an und erhalten interessante Beispiele
regula¨rer Quantengruppen mit Maximalisierungen.
Die Ergebnisse der vorangehenden drei Kapitel werden im fu¨nften auf die a¨quivariante
KK-Theorie angewandt. Der erste Abschnitt erinnert an die Definition der a¨quivarianten
KK-Theorie von Baaj und Skandalis. Wir definieren im zweiten Abschnitt den vollen
Abstieg und einen Normalisierungs-Funktor fu¨r die a¨quivariante KK-Theorie, indem wir
auf die Ergebnisse des zweiten Kapitels zuru¨ckgreifen. Fu¨r Quantengruppen definieren
wir anschließend den reduzierten Abstieg und identifizieren ihn mit dem reduzierten Ab-
stieg von Baaj und Skandalis. Danach geben wir die allgemeinen Ergebnisse zur Duali-
ta¨t in der a¨quivarianten KK-Theorie an. Schließlich werden diese im Fall von Gruppen-
Kowirkungen benutzt, um den vollen Abstieg mit der K-Mittelbarkeit in Zusammenhang
zu bringen.
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1.Kapitel: Grundlagen und Notationen
§ 1.0 Generelle Notationen
1.0.1 Banachra¨ume. Seien A, X und Z Banachra¨ume und f : A × X → Z eine
bilineare Funktion. Fu¨r Teilmengen M ⊆ A und N ⊆ X bezeichnen wir mit f(M,N) den
Unterraum
f(M,N) := Span{ f(m,n) ∈ Z | m ∈M, n ∈ N }.
Ist z.B. X = Z ein Banachraum mit Links-Wirkung einer Banachalgebra A, so bezeichnen
wirM ·N den Unterraum von X, der von Elementen der Form mn mit m ∈M und n ∈ N
aufgespannt wird.
1.0.2 Lineare Funktionale auf C∗-Algebren. Sei A eine C∗-Algebra. Mit A′ be-
zeichnen wir den Raum der stetigen linearen Funktionale auf A. Durch die Wirkungen
(f · b)(a) = (a · f)(b) := f(ba) fu¨r a, b ∈ A und f ∈ A′ wird A′ zu einem A-Banach-
Bimodul. Die Wirkungen sind nichtentartet, da A eine approximative Eins besitzt. Eine
Teilmenge F ⊆ A′ heißt A-invariant, falls A·F,F·A ⊆ F ist. Ist F ⊆ A′ ein abgeschlossener
A-invarianter Teilraum, so wirkt A ebenfalls nichtentartet auf F (benutze die approxima-
tive Eins). Jedes Element f ∈ F la¨ßt sich nach dem Zerlegungssatz von Cohen-Hewitt
(vgl. [20, Theorem (32.22)]) folglich in der Form f = f1 · a1 = a2 · f2 mit geeigneten
f1, f2 ∈ F und a1, a2 ∈ A schreiben. In der Notation 1.0.1 bedeutet dies insbesondere
F = A · F = F · A.
Fu¨r ein stetiges lineares Funktional f ∈ A′ setzen wir fˇ(a) := f(a∗) und erhalten das
Funktional fˇ . Dies liefert eine antilineare und selbstinverse Bijektion (ˇ.) : A′ → A′. Mit
M ist auch Mˇ eine A-invariante Teilmenge.
1.0.3 Tensorprodukte. Soweit nicht explizit anderweitig vermerkt, benutzen wir fu¨r
Tensorprodukte die folgenden Konventionen: fu¨r zwei C∗-Algebren A und B ist A⊗B stets
das minimale Tensorprodukt zweier C∗-Algebren. Fu¨r das algebraische Tensorprodukt
benutzen wir das Symbol ¯.
1.0.4 Positions-Notation. Fu¨r Elemente m in Multiplikator-Algebren von Tensor-
produkten (vgl. 1.1.2) benutzen wir die Positions-Notation, wenn wir sie in Multiplikator-
Algebren von Tensorprodukten einbetten, in denen die gleichen Tensorfaktoren vorkom-
men (vgl. [4, S. 478]). Man deutet hierbei durch die Position von Indizes an, daß der zu
der Position geho¨rige Tensorfaktor von m an der zum Index geho¨rigen Stelle des Ten-
sorprodukts stehen soll. Beispielsweise notieren wir fu¨r m ∈ M(A ⊗ B) durch m12 das
Element m⊗ 1C ∈M(A⊗B⊗C), durch m23 das Element 1C ⊗m ∈M(C ⊗A⊗B) und
durch m13 das Element (idA⊗σ)(m⊗1C) ∈M(A⊗C⊗B), wobei σ die Vertauschung ist.
A¨hnlich gehen wir vor, wenn mehr Tensorfaktoren vorkommen. In dieser Notation la¨ßt
sich auch die Vertauschung durch m21 = σ(m) ∈M(B ⊗ A) einfach notieren.
1.0.5 . Seien C,C ′, D und D′ jeweils C∗-Algebren undm ∈M(C⊗D) ein Multiplikator
des Tensorprodukts (vgl. 1.1.2). Sind ϕ : C →M(C ′) und ψ : D →M(D′) nichtentartete
Morphismen, so bezeichnen wir mit
ϕm := (ϕ⊗ idD)(m) bzw. mψ := (idC ⊗ ψ)(m) bzw. ϕmψ := (φ⊗ ψ)(m)
die Multiplikatoren in M(C ′ ⊗D) bzw. M(C ⊗D′) bzw. M(C ′ ⊗D′).
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§ 1.1 Hilbert-Bimoduln
Hilbert-Bimoduln wurden von Rieffel [59] benutzt, um eine generelle Theorie von induzier-
ten Darstellungen von C∗-Algebren zu entwickeln. Als generelle Referenz fu¨r die Theorie
der Hilbertmoduln dient [37]. Fu¨r Hilbert-Bimoduln benutzen wir die Notationen und
Ergebnisse aus dem ersten Kapitel von [15].
1.1.1 Rechts-Hilbertmoduln. Sei B eine C∗-Algebra. Ein Rechts-Hilbert-B-Modul
ist ein Rechts-B-ModulXB mit B-wertigem Skalarprodukt 〈, 〉B : X×X → B, das bilinear
ist, die Eigenschaften 〈x, x′〉B = 〈x′, x〉∗B und 〈x, x′b〉B = 〈x, x′〉Bb fu¨r x, x′ ∈ X und b ∈ B
erfu¨llt und positiv definit ist. Das bedeutet, daß 〈x, x〉B ≥ 0 als Element von B ist, welches
nur dann verschwindet, wenn x = 0 ist. Durch ||x|| := ||〈x, x〉B||1/2B wird eine Norm auf
X erkla¨rt, bezu¨glich der X vollsta¨ndig sein soll (ansonsten sprechen wir von einem pra¨-
Hilbertmodul). Wir nennen XB abku¨rzend einen Hilbertmodul, die Tatsache, daß es ein
Rechtsmodul ist, sowie die C∗-Algebra B verstehen sich in dieser Notation von selbst.
Das Skalarprodukt 〈, 〉B heißt voll, wenn 〈X,X〉B eine dichte Teilmenge B ist. In diesem
Fall ist XB ein voller Rechts-Hilbertmodul. Beispielsweise ist BB als Rechtsmodul u¨ber
sich selbst mit dem Skalarprodukt 〈b, b′〉B := b∗b′ ein Rechts-Hilbert-B-Modul, dessen
Skalarprodukt offensichtlich voll ist.
1.1.2 Adjungierbare Operatoren. Seien XB und YB Hilbertmoduln. Mit LB(X,Y )
bezeichnen wir die adjungierbaren Operatoren, das sind diejenigen Abbildungen F : X →
Y , fu¨r die es eine adjungierte Abbildung F ∗ : Y → X gibt, so daß 〈Fx, y〉B = 〈x, F ∗y〉B
fu¨r alle x ∈ X und y ∈ Y gilt. Dann ist F automatisch B-linear und normstetig (bzgl.
der oben definierten Normen). Insbesondere ist LB(X) := LB(X,X) eine C∗-Algebra. Ein
wichtiger Spezialfall ist die Multiplikator-Algebra M(B) := LB(BB) von B.
Die kompakten Operatoren KB(X,Y ) von X nach Y sind der Abschluß von Linear-
kombinationen von Operatoren der Form ϑx,y := y · 〈x,−〉B ∈ LB(X, Y ), wobei x ∈ X
und y ∈ Y . Das Adjungierte ist ϑy,x ∈ LB(Y,X). Mit der obigen Notation 1.0.1 ist also
KB(X, Y ) := Y · 〈X,−〉. Die kompakten Operatoren K(XB) := KB(X,X) sind ein Ide-
al in LB(X) und allgemein gilt LB(X) = M(K(XB)). Fu¨r den speziellen Hilbertmodul
BB identifiziert sich B durch Wirkung als Linksmultiplikatoren mit K(BB). Insbesondere
kann man B als Ideal in M(B) auffassen. Sei A eine weitere C∗-Algebra, dann heißt ein
∗-Morphismus ϕ : A→M(B) nichtentartet, falls ϕ(A) ·B dicht in B liegt.
1.1.3 Rechts-Hilbert-Bimoduln. Ein Rechts-Hilbert-A-B-Bimodul ist ein Hilbert-
modul XB mit einer nichtentarteten A-Wirkung durch adjungierbare Operatoren. Das be-
deutet, daß es einen nichtentarteten ∗-Homomorphismus ιA : A → M(K(XB)) = LB(X)
gibt. Wir verwenden die Schreibweise AXB und sprechen von einem (Rechts-)Hilbert-
Bimodul, wobei wir in der Regel die Wirkung ιA unterdru¨cken und stattdessen die No-
tation ιA(a)(b) = a · x = ax verwenden. In diesem Fall ist die Nichtentartetheit von ιA
a¨quivalent dazu, daß A ·X dicht in X liegt. Nach dem Zerlegungssatz von Cohen-Hewitt
([20, Theorem (32.22)]) la¨ßt sich jedes Element x in X dann in der Form x = ax′ schrei-
ben, mit a in A und x′ in X. In diesem Fall sind A bzw. B die (Links- bzw. Rechts-)
Koeffizienten-Algebren des Hilbert-Bimoduls AXB. Jeder Rechts-Hilbertmodul XB ist in
kanonischer Weise ein K(XB)-B-Hilbert-Bimodul, also u¨bertragen sich Resultate u¨ber
Hilbert-Bimoduln sofort auf Hilbertmoduln.
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1.1.4 Strikte Topologie. Sei AXB ein Rechts-Hilbert-Bimodul. Durch die Familie von
Halbnormen x 7→ ||kx|| und x 7→ ||xb|| fu¨r k ∈ K(XB) und b ∈ B definiert man die strikte
Topologie auf X. Offenbar ist die strikte Topologie nur von dem Rechts-Hilbertmodul XB
abha¨ngig und hat nichts mit der linken Koeffizienten-Algebra A zu tun. Als Spezialfall
gewinnt man die strikte Topologie fu¨r eine C∗-Algebra B als die strikte Topologie des
Hilbert-Bimoduls BB.
1.1.5 Multiplikator-Bimoduln. Es gibt eine Verallgemeinerung der Multiplikator-
Algebra: Seien XB und YB Rechts-Hilbertmoduln. Dann ist LB(X,Y ) ein Rechts-Hilbert-
LB(Y )-LB(X)-Bimodul durch die offensichtlichen Wirkungen und mit LB(X)-wertigem
Skalarprodukt 〈F,G〉LB(X) := F ∗ ◦ G. Analog ist KB(X, Y ) ein K(YB)-K(XB)-Hilbert-
Bimodul. Der Multiplikator-Bimodul eines Rechts-Hilbert-Bimoduls AXB ist der Rechts-
Hilbert-M(A)-M(B)-Bimodul M(X) := LB(BB, XB) mit den offensichtlichen Wirkun-
gen und dem obigen M(B)-wertigen Skalarprodukt. Fu¨r x ∈ X definiert b 7→ xb ein
Element von LB(BB, XB). Auf diese Weise identifiziert sich X isometrisch mit dem Un-
terraum K(BB, XB) ⊆ LB(B,X) = M(X), vgl. [15, Definition 1.14 und Remark 1.15].
Nach [15, Proposition 1.27] ist M(X) die strikte Vervollsta¨ndigung von X. Ist AXB ein
Rechts-Hilbert-Bimodul, induziert die nichtentartete Wirkung ιA : A→ LB(X) eine nicht-
entartete (sogar unitale) M(A)-Wirkung auf M(X), wodurch M(A)M(X)M(B) zu einem
Rechts-Hilbert-M(A)-M(B)-Modul wird, den wir abku¨rzend mit M(AXB) bezeichnen.
Wiederum nach [15, Proposition 1.27] sind alle natu¨rlichen Operationen komponenten-
weise strikt stetig.
1.1.6 Imprimitivita¨ts-Bimoduln. Ein Imprimitivita¨ts-A-B-Bimodul (vgl. [59, De-
finition 6.10] oder [15, Definition 1.5]) ist ein Rechts-Hilbert-Bimodul AXB mit vollem
Skalarprodukt 〈, 〉B, so daß die Links-Wirkung ιA einen Isomorphismus A ∼= K(XB) in-
duziert. Das ist a¨quivalent dazu, daß es ein A-wertiges, linkes volles Skalarprodukt A〈, 〉
gibt (mit spiegelsymmetrischen Eigenschaften wie fu¨r rechte Skalarprodukte), d.h. AX ist
zusa¨tzlich ein voller Links-Hilbert-A-Modul, so daß die beiden Skalarprodukte vertra¨glich
sind. Das bedeutet, es gilt A〈x, y〉 · z = x · 〈y, z〉B fu¨r alle x, y, z ∈ X. Fu¨r Imprimitivita¨ts-
Bimoduln gibt es nach [13] eine alternative (und symmetrische) Beschreibung von M(X)
durch Multiplikatoren (vgl. [13, Definition 1.1]). Es gibt natu¨rlich auch A-adjungierbare
Operatoren LA fu¨r Links-Hilbert-A-Moduln und man kann nach [13, Proposition 1.3]
M(X) ∼= LB(B,XB) ∼= LA(A, AX) kanonisch identifizieren. Gibt es einen Imprimiti-
vita¨ts-Bimodul AXB, so heißen A und B stark Morita-a¨quivalent, vgl. [8]. Wir nennen
daher auch AXB eine starke Morita-A¨quivalenz zwischen A und B.
1.1.7 Rieffel-Korrespondenz. Ist AXB ein Imprimitivita¨ts-Bimodul wie oben, so
gibt die Rieffel-Korrespondenz eine natu¨rliche Bijektion zwischen Darstellungen von A
und B (vgl. [59, Theorem 6.23]). Wir verwenden die Variante [15, Proposition 1.8]:
Sei AXB ein Imprimitivita¨ts-Bimodul. Es gibt inklusions-erhaltende natu¨rliche Bijektionen
zwischen den abgeschlossenen Idealen von B, den abgeschlossenen A-B-Untermoduln von
X und den abgeschlossenen Idealen von A. Ist I ⊆ B ein abgeschlossenes Ideal, so ist
der zugeho¨rige Untermodul von X gleich X · I und das zugeho¨rige Ideal von A gleich
A〈X · I,X · I〉.
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1.1.8 Konjugierte Moduln. Ist XB ein Rechts-Hilbertmodul, so ist KB(X,B) ein
Rechts-Hilbert-K(XB)-Modul. Fassen wir ein Element x ∈ X mittels der obigen Ein-
bettung als einen Operator x ∈ KB(B,X) auf, so bezeichnen wir mit x∗ den entspre-
chenden Operator in KB(X,B). Er ist offenbar durch x∗(x′) = 〈x, x′〉B gegeben. Die
Abbildung x 7→ x∗ ist eine anti-lineare bijektive Abbildung. Daher bezeichnen wir mit
X∗K(X) := KB(X,B)K(X) den zu X konjugierten Rechts-Hilbertmodul, denn die Beschrei-
bung durch kompakte Operatoren ist a¨quivalent zu der in [15, Example 1.6(3)]. Das
K(X)-wertige Skalarprodukt 〈x∗, y∗〉K(X) = xy∗ = ϑx,y ist offenbar voll (vgl. 1.1.3). Die
kanonische Links-Wirkung von B erweitert X∗ zu einem Rechts-Hilbert-B-K(X)-Bimodul
und offenbar ist K(X∗K(X)) = 〈X,X〉B. IstXB voll (vgl. 1.1.3), d.h. K(X)XB ist ein Imprimi-
tivita¨ts-Bimodul, so ist B = K(X∗K(X)) und BX∗K(X) ebenfalls ein Imprimitivita¨ts-Bimodul.
In diesem Fall identifiziert sich M(X∗) mit LB(X,B), vgl. 1.1.6.
1.1.9 Morphismen. Seien XB und YD Rechts-Hilbertmoduln. Ein Morphismus von
Rechts-Hilbertmoduln ist ein Paar von Abbildungen Φ : X →M(Y ) und ϕ : B →M(D),
wobei ϕ ein Morphismus von C∗-Algebren ist, so daß die Vertra¨glichkeits-Bedingung
〈Φ(x),Φ(x′)〉M(D) = ϕ(〈x, x′〉B) fu¨r x, x′ ∈ X gilt. Dann ist Φ nach [15, Remark 1.17] auto-
matisch B-linear und normstetig, sogar eine Kontraktion. Wir verwenden die Schreibweise
Φϕ : XB −→ M(YD). Der Morphismus Φϕ heißt nichtentartet, falls ϕ nichtentartet ist
und der Unterraum Φ(X) ·D ⊆ Y dicht in Y liegt. Er heißt beidseitig nichtentartet, falls
zusa¨tzlich der Teilraum K(Y ) ·Φ(X) ⊆ Y ebenfalls dicht in Y ist. Das ist automatisch der
Fall, wenn XB voll ist: K(Y ) · Φ(X) = Y · Y ∗Φ(X) = Y ·DΦ(X)∗Φ(X) = Y ·Dϕ(B) =
Y . Ist Φϕ nichtentartet, so gibt es einen unita¨ren Operator Φ∗ : (X ⊗ϕ D)D → YD (vgl.
den ersten Teil von 1.1.11), der durch x⊗ d 7→ Φ(x)d mit x ∈ X und d ∈ D definiert ist.
Fu¨r nichtentartetes Φϕ sind YD und X ⊗ϕ D also unita¨r isomorphe Hilbertmoduln (vgl.
1.1.19).
1.1.10 Bimodul-Morphismen. Sind AXB und CYD Rechts-Hilbert-Bimoduln, so ist
ein Morphismus von Rechts-Hilbert-Bimoduln zwischen ihnen ein Morphismus Φϕ wie
oben zusammen mit einem ∗-Morphismus ψ : A → M(C), so daß die zusa¨tzliche Ver-
tra¨glichkeits-Bedingung Φ(ax) = ψ(a)Φ(x) erfu¨llt ist. Wir verwenden die Notation
ψΦϕ : AXB −→M(CYD)
und bezeichnen ψ bzw. ϕ als (Links- bzw. Rechts-) Koeffizienten-Homomorphismen. Ein
Morphismus ψΦϕ von Rechts-Hilbert-Bimoduln heißt (beidseitig) nichtentartet, falls ψ
nichtentartet und Φϕ (beidseitig) nichtentartet ist. In diesem Fall ist Φ nach [15, Theo-
rem 1.30] strikt stetig und besitzt eine eindeutige strikt stetige Fortsetzung zu einem
Morphismus von Rechts-Hilbert-Bimoduln ψΦϕ :M(AXB) = M(A)M(X)M(B) →M(CYD),
den wir meist einfach wieder mit ψΦϕ bezeichnen. Indem man diese Fortsetzung benutzt,
lassen sich nichtentartete Morphismen von Rechts-Hilbert-Bimoduln verknu¨pfen. Die No-
tation ψΦϕ macht deutlich, daß die Koeffizienten-Morphismen als Teil des Rechts-Hilbert-
Bimodul-Morphismus aufgefaßt werden. Insbesondere sind zwei Morphismen von Rechts-
Hilbert-Bimoduln nur dann identisch, wenn auch ihre Koeffizienten-Abbildungen jeweils
u¨bereinstimmen. Außerdem nennen wir ψΦϕ injektiv, wenn ψ, ϕ und Φ injektive Abbil-
dungen sind. In diesem Fall ist Φ automatisch eine Isometrie. Der Morphismus ψΦϕ ist
surjektiv, wenn die Bilder von ψ, ϕ und Φ jeweils gleich C, D und Y sind . Er heißt ein
Isomorphismus, wenn er gleichzeitig injektiv und surjektiv ist und induziert folglich einen
isometrischen Isomorphismus AXB ∼= CYD.
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1.1.11 Tensorprodukte. ([37, Chapter 4]) Wir betrachten Rechts-Hilbertmoduln XB
und YD. Dann kann man auf dem algebraischen Tensorprodukt X¯Y ein B⊗D-wertiges
Skalarprodukt durch 〈x⊗ y, x′ ⊗ y′〉B⊗D := 〈x, x′〉B ⊗ 〈y, y′〉D definieren. Dessen Ver-
vollsta¨ndigung ist ein Rechts-Hilbert-B⊗D-Modul, den wir als das a¨ußere Tensorprodukt
bezeichnen und mit X ⊗ Y notieren.
Hat man in der obigen Situation einen ∗-Homomorphismus ϕ : B → LD(Y ), so kann
man das sogenannte balancierte oder auch innere Tensorprodukt bilden: Hierzu betrachtet
man auf X¯Y das D-wertige Pra¨-Skalarprodukt 〈x⊗ y, x′ ⊗ y′〉D := 〈y, ϕ(〈x, x′〉B)(y′)〉D
und vervollsta¨ndigt X ¯ Y modulo den Nullraum zu einem Rechts-Hilbert-D-Modul
X ⊗ϕ Y . Wir bezeichnen ihn auch mit X ⊗B Y , wenn der Morphismus ϕ sich von selbst
versteht, da es eine C∗-algebraische Version des algebraischen Skalarprodukts ⊗B u¨ber B
ist. Sind ψΦϕ : AXB → M(LZR) und ϕΓϑ : BYC → M(RWD) Morphismen von Rechts-
Hilbert-Bimoduln, so daß die Koeffizienten-Daten (B, β) und ϕ in der angegebenen Weise
u¨bereinstimmen. Dann kann man nach [15, Proposition 1.34] auf dem inneren Tensor-
produkt einen Morphismus von Rechts-Hilbert-Bimoduln ψ(Φ⊗B Γ)γ : A(X ⊗B Y )C →
M(L(Z⊗R)D) definieren. Auf Elementen x ∈ X und y ∈ Y gilt Φ⊗BΓ(x⊗y) = Φ(x)⊗Γ(y)
in M(Z) ⊗M(R) M(W ) ⊆ M(Y ⊗R W ) (vgl. [15, Lemma 1.32]). Er ist (beidseitig) nich-
tentartet, wenn Φ und Γ (beidseitig) nichtentartet sind.
1.1.12 Adjunktion nichtentarteter Morphismen. Seien XB und YB Hilbertmo-
duln. Fu¨r F ∈ LB(X,Y ) betrachten wir die Abbildung F˜ : k 7→ F ◦ k, mit k in
K(X). F˜ definiert offenbar eine K(X)-adjungierbare Abbildung von K(X) nach KB(X,Y )
und folglich ein Element in M(KB(X, Y )K(X)). Auf diese Weise erha¨lt man eine isome-
trische Einbettung LB(X,Y ) ⊆ M(KB(X, Y )) von Hilbert-Bimoduln mit Identita¨ten
idLB(Y ) und idLB(X) als Koeffizienten-Abbildungen. Seien zudem Φϕ : XB → M(WD)
und Ψϕ : YB → M(ZD) nichtentartete Morphismen von Rechts-Hilbertmoduln mit der-
selben linken Koeffizienten-Abbildung ϕ. Unter Benutzung der kanonischen Isomorphis-
men Φ∗ : X ⊗ϕ D ∼= Y und Ψ : Y ⊗ϕ D ∼= Z aus 1.1.9 kann man eine Abbildung
Ad(Ψ,Φ) : LB(X,Y ) −→ LD(W,Z) durch F 7−→ Ψ∗ ◦ (F ⊗ϕ 1D) ◦Ψ−1∗ definieren. Fu¨r x
in X, d in D und F in LB(X, Y ) bedeutet das offenbar [Ad(Ψ,Φ)(F )](Φ(x)d) = Ψ(Fx)d.
Dadurch ist Ad(Ψ,Φ) eindeutig festgelegt, da Φϕ nichtentartet ist. Analog definieren wir
Ad(Φ) := Ad(Φ,Φ) : LB(X) → LD(W ) und Ad(Ψ) := Ad(Ψ,Ψ) : LB(Y ) → LD(Z). Wir
betrachten LD(W,Z) ⊆M(KD(W,Z)) und erhalten:
Mit den Bezeichnungen wie oben ist die Einschra¨nkung auf kompakte Operatoren
Ad(Ψ)Ad(Ψ,Φ)Ad(Φ) : K(Y )KB(X, Y )K(X) −→M(K(Z)KD(W,Z)K(W ))
ein Morphismus von Rechts-Hilbert-Bimoduln. Fu¨r Elemente m ∈M(X) und n ∈M(Y )
gilt Ad(Ψ,Φ)(nm∗) = Ψ(n)Φ(m)∗. Ist Y · 〈X,X〉B dicht in Y oder Φϕ beidseitig nichtent-
artet, so ist Ad(Ψ,Φ) nichtentartet. Insbesondere sind die Koeffizienten-Homomorphismen
Ad(Ψ) und Ad(Φ) stets nichtentartete ∗-Morphismen. Sind sowohl Φϕ als auch Ψψ beid-
seitig nichtentartet, so ist es auch Ad(Ψ,Φ).
Beweis. Fast alle Behauptungen sind nach Definition klar, wir zeigen nur die Nichtentar-
tetheit unter den Zusatzbedingungen: Ist Y 〈X,X〉B = Y , so folgt
KD(W,Z) = Z ·W ∗ = Ψ(Y )D ·DΦ(X)∗ = Ψ(Y 〈X,X〉B)DDΦ(X)∗
= Ψ(Y )Φ(X)∗Φ(X)DDΦ(X)∗ = Ψ(Y )Φ(X)∗ ·WW ∗
= Ad(Ψ,Φ)(K(X, Y )) · K(W ).
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Diese Bedingung ist fu¨r Y = X stets erfu¨llt. Ist andererseits Φϕ beidseitig nichtentartet, so
folgt Ad(Ψ,Φ)(K(X, Y )) · K(W ) = Ψ(Y ) · Φ(X)∗ · K(W ) = Ψ(Y ) ·W ∗. Der letzte Term
ist gleich Ψ(Y ) ·D ·W ∗ = Z ·W ∗ = KD(W,Z). Die letzte Behauptung wird genauso
bewiesen. 2
Insbesondere ko¨nnen wir einen nichtentarteten Morphismus von Rechts-Hilbertmoduln
Φϕ durch den rechten Koeffizienten-Morphismus Ad(Φ) zu einem nichtentarteten Morphis-
mus von Rechts-Hilbert-Bimoduln erga¨nzen. Das folgt direkt aus der Proposition, wenn
man X bzw. W mit KB(B,X) bzw. KD(D,W ) identifiziert.
1.1.13 Adjunktion und Bimodul-Morphismen. Wir erhalten zudem die folgen-
de Charakterisierung fu¨r die Vertra¨glichkeit der rechten Koeffizienten-Abbildung eines
Hilbert-Bimodul-Homomorphismus: Sei ψΦϕ : AXB → M(CYD) ein nichtentarteter Mor-
phismus von Hilbert-Bimoduln. Dann ist die Vertra¨glichkeit von Φ mit ψ a¨quivalent zu der
Gleichung ιC ◦ψ = Ad(Φ)◦ ιA, denn es gilt Ad(Φ)(ι(a))(Φ(x)d) = Φ(ax)d = ψ(a)Φ(x)d =
ιC(ψ(a))(Φ(x)d).
1.1.14 Adjunktion und Komposition. Man sieht leicht ein, daß Adjunktion mit
Komposition vertra¨glich ist: Sind in der Situation von 1.1.12 weitere nichtentartete Mor-
phismen von Hilbertmoduln Φ′ψ : WD → M(W ′D′) und Ψ′ψ : ZD → M(Z ′D′) gegeben, so
gilt Ad(Ψ′ ◦Ψ,Φ′ ◦ Φ) = Ad(Ψ′,Φ′) ◦ Ad(Ψ,Φ). Die Verknu¨pfung der beiden Funktionen
Ad(Ψ′,Φ′) und Ad(Ψ,Φ) macht in jedem Fall Sinn, da das Bild von Ad(Ψ,Φ) in LD(W,Z)
enthalten ist. Diese triviale Beobachtung erlaubt es, Eigenschaften der Bimodul-Abbil-
dungen Φ und Ψ auf Ad(Ψ,Φ) zu u¨bertragen.
1.1.15 Konjugierte Morphismen. Sei Φϕ : XB → M(YD) ein nichtentarteter Mor-
phismus von Rechts-Hilbertmoduln, den wir gema¨ß 1.1.12 durch die linke Koeffizienten-
Abbildung Ad(Φ) : K(X) → M(K(Y )) zu einem Morphismus von Rechts-Hilbert-Bimo-
duln erweitern. Unter Verwendung des Ergebnisses LD(Y,D) ⊆ LK(Y )(K(Y ),KD(Y,D)) =
M(Y ∗K(Y )) und den Bezeichungen aus 1.1.12 und 1.1.8 definieren wir durch
Φ∗Ad(Φ) := Ad(ϕ,Φ) : X
∗ = KB(X,B) −→M(Y ∗K(Y ))
einen Morphismus von Rechts-Hilbert-Bimoduln. Er vertra¨gt sich mit der linken Koeffi-
zienten-Abbildung ϕ : B → M(D) und setzt sich folglich zu einem Morphismus ϕΦ∗Ad(Φ)
von Rechts-Hilbert-Bimoduln fort. Wir nennen ϕΦ
∗
Ad(Φ) : BXK(X) →M(DY ∗K(Y )) den zu Φϕ
konjugierten Morphismus. Er ist offenbar genau dann nichtentartet, falls der Unterraum
K(Y )·Φ(X) dicht in Y liegt. Insbesondere ist mit Φϕ auch ϕΦ∗Ad(Φ) beidseitig nichtentartet
(vgl. 1.1.10).
1.1.16 C∗-Algebren als Quelle. Wir zeigen als Anwendung der Adjunktions-Tech-
nik, daß jeder nichtentartete Hilbertmodul-Homomorphismus mit einer C∗-Algebra BB als
Quelle im wesentlichen ein nichtentarteter ∗-Morphismus ist. Sei dazu Φϕ : BB −→M(YD)
ein nichtentarteter Morphismus von Hilbertmoduln. Insbesondere kann man nach [15,
Theorem 1.30] Φ aufM(B) fortsetzen und das Element Φ(1B) in LD(DD, YD) betrachten.
1. Die Abbildung Φ(1B) in LD(D, Y ) ist eine Unita¨re (vgl. 1.1.19) und daher YD als
Hilbert-D-Modul unita¨r a¨quivalent zu DD.
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2. Mit dieser Identifizierung Φ(1B) : DD ∼= YD stimmen die Abbildungen ϕ und Φ
u¨berein. Genauer gesagt gilt Φ = Φ(1B) ◦ ϕ.
Beweis. Fu¨r den ersten Teil mu¨ssen wir zeigen, daß die Abbildungen Φ(1B) ∈ LD(D,Y )
und Φ(1B)
∗ ∈ LD(Y,D) zueinander invers sind. Zum einen folgt aus der Definition eines
Hilbertmodul-Homomorphismus, Φ(1B)
∗ ·Φ(1B) = ϕ(1B ·1∗B) = ϕ(1B) = 1D = idD, wobei
die komponentenweise strikte Stetigkeit eingeht. Zum anderen gilt mit der Adjunktions-
Technik aus 1.1.12 die Beziehung Φ(1B) · Φ(1B)∗ = Ad(Φ)(1B · 1∗B) = Ad(Φ)(1B) =
1K(Y ) = idY , da Ad(Φ) ein nichtentarteter ∗-Morphismus ist. Der zweite Teil Φ(1B)·ϕ(b) =
Φ(1B · b) = Φ(b) folgt einfach aus der Vertra¨glichkeit der Abbildungen Φ und ϕ und der
strikten Stetigkeit von Φϕ. 2
1.1.17 Die Linking-Algebra. Die Linking-Algebra wurde urspru¨nglich in [8, S. 350]
fu¨r Imprimitivita¨ts-Bimoduln definiert, vgl. auch [58, Lemma 3.20]. Fu¨r Rechts-Hilbert-
(Bi)Moduln finden sich Definitionen in [15, § 1.5] und implizit auch in [3]. Sie erlaubt es
einem, viele Resultate fu¨r C∗-Algebren auf Rechts-Hilbert-Bimoduln zu verallgemeinern.
Sei XB ein Hilbertmodul. Die Linking-Algebra L(X) von X ist die Menge der Block-
matrizen
(
k x1
x∗2 b
)
, wobei k in K(X), x1, x2 in X und b in B, mit der offensichtlichen
Multiplikation (vgl. 1.1.8). Sie ist eine C∗-Algebra bzgl. einer geeigneten Norm und mit
Involution
(
k x1
x∗2 b
)
7−→
(
k∗ x2
x∗1 b
∗
)
. Ist Φϕ : XB −→ M(YD) ein nichtentarteter Homomor-
phismus von Hilbertmoduln, so gibt es einen eindeutigen nichtentarteten ∗-Morphismus
L(Φ) : L(X) → M(L(Y )) ∼= LM(Y ), der durch
(
k x1
x∗2 b
)
7→
(
Ad(Φ)(k) Φ(x1)
Φ(x2)∗ ϕ(b)
)
definiert
ist. L(·) wird somit zu einem Funktor der Kategorie der Rechts-Hilbertmoduln in die
Kategorie der C∗-Algebren.
1.1.18 Abgeschlossene Bilder. Da Bilder von ∗-Homomorphismen zwischen C∗-Al-
gebren stets abgeschlossene Unteralgebren sind, gilt dies auch fu¨r Hilbertmoduln.
Sei Φϕ : XB → M(YD) ein nichtentarteter Homomorphismus von Rechts-Hilbertmoduln.
Dann ist das Bild Φ(X) ⊆M(YD) norm-abgeschlossen.
Beweis. Wir benutzen die Linking-Algebren L(X) bzw. L(Y ) von X bzw. Y und be-
trachten den induzierten ∗-Algebren-Homomorphismus L(Φ) : L(X) → ML(Y ) dessen
Bild L(Φ)(L(X)) abgeschlossen in M(L(Y )) ist. Sei nun (Φ(xi)) → m ∈ M(Y ) eine
norm-konvergente Folge. Dann ist auch
(
0 Φ(xi)
0 0
) → ( 0 m0 0 ) eine konvergente Folge in
M(L(Y )) und folglich ( 0 m0 0 ) ∈ L(Φ)(L(X)). Es gibt also ein Element ( k xz∗ b ) ∈ L(X)
mit L(Φ)(( k xz∗ b )) =
(
Ad(Φ)(k) Φ(x)
Φ(z)∗ ϕ(b)
)
= ( 0 m0 0 ), folglich erha¨lt man Φ(x) = m und somit ist
das Bild von Φ abgeschlossen. 2
1.1.19 Unita¨re. Ein unita¨rer Operator oder auch eine Unita¨re zwischen Rechts-Hil-
bert-(Bi-)Moduln (A)YB und (A)YB ist ein bijektiver Operator U in LB(X,Y ), so daß
〈Ux, Ux′〉B gleich 〈x, x′〉B ist fu¨r alle x, x′ in X (und ggf. ιYA(a) = Ad(U)(ιXA (a)) :=
UιXA (a)U
∗ fu¨r alle a in A, wobei ιXA und ι
Y
A die jeweiligen Links-A-Wirkungen sind). Exis-
tiert ein solcher, so heißen (A)XB und (A)YB unita¨r a¨quivalent. Das folgende Ergebnis zeigt,
daß unita¨re Operatoren stets als Hilbert-Bimodul-Morphismen aufgefaßt werden ko¨nnen:
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Die Unita¨ren in LB(X, Y ) sind genau die nichtentarteten Morphismen von Hilbert-(Bi)-
Moduln der Form (id)Φid : (A)XB → M((A)YB) mit Identita¨ten als Koeffizienten-Homo-
morphismen.
Beweis. Das Bild von Φ ist wegen Φ(X) = Φ(X · B) = Φ(X) · B ⊆ Y und 1.1.18
eine abgeschlossene Teilmenge von Y , die mit Y u¨bereinstimmt, da Φ nichtentartet ist.
Zudem folgt aus der Definition von Hilbert-Bimodul-Homomorphismen 〈Φ(x),Φ(x′)〉B =
idB(〈x, x′〉B) = 〈x, x′〉B. In diesem Fall ist also Φ ∈ LB(X,Y ) eine Unita¨re und es gilt die
Identita¨t Φ∗ ◦ Φ = idX und Φ∗ ◦ Φ = idY . Daraus folgt fu¨r a ∈ A sofort ιYA(a)(Φ(x)) =
Φ(ax) = (Φ · a · Φ∗)Φ(x) = Ad(Φ)(ιXA (a))(Φ(x)), also ιYA = Ad(U) ◦ ιXA . Die umgekehrte
Richtung ist klar. 2
1.1.20 Ein Kriterium fu¨r Isomorphie. Fu¨r zwei Morphismen von Rechts-Hilbert-
Bimoduln µΦϕ : AXB →M(CYD) und νΨψ : CYD →M(AXB) gilt:
Sind die Kompositionen Ψ ◦Φ bzw. Φ ◦Ψ als Morphismen von Rechts-Hilbert-Bimoduln
gleich den Inklusionen X ⊆M(X) bzw. Y ⊆M(Y ), so sind µΦϕ und νΨψ bereits gegen-
seitig inverse Isomorphismen AXB ∼= CYD im Sinne von 1.1.10.
Beweis. Es reicht zu zeigen, daß Φ und Ψ im Sinne von 1.1.10 surjektiv sind. Wegen
der strikten Stetigkeit lassen sich die Bimodul-Morphismen Φ und Ψ auf die jeweiligen
Multiplikator-Moduln fortsetzen. Dann sind wegen der Voraussetzung Φ :M(X)→M(Y )
und Ψ :M(Y )→M(X) zueinander inverse Morphismen von Hilbert-Bimoduln, denn die
Inklusionen X ⊆ M(X) bzw. Y ⊆ M(Y ) besitzen die eindeutigen Fortsetzungen idM(X)
bzw. idM(Y ), vgl. 1.1.5. Insbesondere sind Φ und Ψ injektiv und daher isometrisch und es
gilt ϕ(M(B)) = M(D) und ψ(M(D)) = M(B). Folglich erhalten wir Y = Φ(X) ·D ⊆
Φ(X) ·M(D) = Φ(X)ϕ(M(B)) = Φ(X ·M(B)) = Φ(X), da X · M(B) = X und das
Bild Φ(X) nach 1.1.18 abgeschlossen ist. Wendet man Ψ auf diese Inklusion an, so folgt
Ψ(Y ) ⊆ ΨΦ(X) = X. Aus Symmetriegru¨nden gilt wie oben X ⊆ Ψ(Y ). Insgesamt
ist Ψ(Y ) = X und analog Φ(X) = Y . Genauso folgert man die Behauptung fu¨r die
Koeffizienten-Abbildungen. 2
1.1.21 Idealisatoren. Die Technik der Linking-Algebra erlaubt eine a¨hnliche Charak-
terisierung der Multiplikator-(Bi)-Moduln als
”
Idealisator“, vgl. [37, Proposition 2.3].
Sei Φϕ : XB → M(YD) eine nichtentartete Isometrie von Hilbertmoduln. Dann ist die
Fortsetzung Φ¯ :M(XB)→M(YD) eine Isometrie und das Bild Φ(M(X)) stimmt u¨berein
mit der Teilmenge M := {m ∈M(Y )|m · ϕ(B) ∪ Ad(Φ)(K(X)) ·m ⊆ Φ(X) }
Beweis. Man benutzt wieder Linking-Algebren. Mit Φϕ ist auch die assoziierte Abbildung
L(Φ) : L(X) −→M(L(Y )) der Linking-Algebren eine Isometrie. Also kann man nach [37,
Proposition 2.3] die Multiplikator-Algebra M(L(X)) ∼= L(Φ)(M(X)) mit dem Idealisator
{m ∈M(L(Y ))| L(Φ)(L(X)) ·m∪m ·L(Φ)(L(X)) ⊆ L(Φ)(L(X))} identifizieren. Unter
dem Isomorphismus L(M(Y )) ∼= L(M(Y )) entspricht diese Teilmenge offensichtlich der
Menge M˜ der Elemente
(
k y1
y∗2 d
)
in L(M(Y )) mit(
k y1
y∗2 d
)
·
(
Ad(Φ)(K(X)) Φ(X)
Φ(X)∗ ϕ(B)
)
+
(
Ad(Φ)(K(X)) Φ(X)
Φ(X)∗ ϕ(B)
)
·
(
k y1
y∗2 d
)
⊆
(
Ad(Φ)(K(X)) Φ(X)
Φ(X)∗ ϕ(B)
)
.
§ 1.2 Hopf-C∗-Algebren und Duale 9
Also stimmt das Bild Φ(M(X)) mit den Elementen in M(Y ) u¨berein, die als rechte obere
Ecke eines Elements in M˜ auftauchen. Das ist aber genau die Menge M aus dem Lemma,
denn ist m ∈M ⊆M(Y ), so gilt
( 0 m0 0 ) ·
(
Ad(Φ)(K(X)) Φ(X)
Φ(X)∗ ϕ(B)
)
=
(
mΦ(X)∗ mϕ(B)
0 0
) (∗)⊆ ( Ad(Φ)(K(X)) Φ(X)Φ(X)∗ ϕ(B) ) und(
Ad(Φ)(K(X)) Φ(X)
Φ(X)∗ ϕ(B)
)
· ( 0 m0 0 ) =
(
0 Ad(Φ)(K(X))m
0 Φ(X)∗m
) (∗)
⊆
(
Ad(Φ)(K(X)) Φ(X)
Φ(X)∗ ϕ(B)
)
.
Die Inklusionen (∗) folgen hierbei ausX∗ = X∗ · K(X) und der Bedingung anm. Also liegt
( 0 m0 0 ) ∈ M˜ und somit m ∈ Φ(M(X)). Ist umgekehrt m ∈ Φ(M(X)), so gilt offensichtlich
m ∈M . 2
1.1.22 C-Multiplikator-Bimoduln. (vgl. [15, Abschnitt 1.4]) Sei AXB ein Rechts-
Hilbert-Bimodul und C eine C∗-Algebra. Mit MC(X ⊗ C) bezeichnen wir die Teilmenge
{m ∈ M(X ⊗ C)|m · (1B ⊗ C) + (1A ⊗ C) · m ⊆ X ⊗ C}. Die C-strikte Topologie auf
MC(X ⊗ C) ist die von den Halbnormen m 7→ ||m(1 ⊗ c)||, m 7→ ||(1 ⊗ c)m||, c ∈ C,
erzeugte lokalkonvexe Topologie. Die C-strikte Topologie aufMC(X⊗C) ist sta¨rker als die
Einschra¨nkung der strikten Topologie. Offensichtlich ist X ⊗ C ⊆ MC(X ⊗ C) und nach
[15, Lemma 1.40] istMC(X⊗C) die C-strikte Vervollsta¨ndigung von X⊗C.MC(X⊗C)
ist ein Rechts-unter-Hilbert-MC(A⊗C)-MC(B⊗C)-Bimodul von M(X⊗C), den wir als
C-Multiplikator-Bimodul von X ⊗ C bezeichnen. Wir nennen MC(B ⊗ C) ⊆ M(B ⊗ C)
die C-Multiplikator-Algebra von B.
Ist ψΦϕ : AXB → M(LZR) ein Morphismus von Rechts-Hilbert-Bimoduln, so kann
man den Morphismus Φ⊗ idC : X ⊗C →M(Z⊗C) nach [15, Proposition 1.42] stets auf
den C-Multiplikator-Bimodul MC(X ⊗ C) fortsetzen. Dies ist auch dann mo¨glich, wenn
ψΦϕ entartet ist.
1.1.23 C-Idealisatoren. Seien AXB, LZR Rechts-Hilbert-Bimoduln, C eine C
∗-Alge-
bra und ψΦϕ : AXB → M(LZR) eine nichtentartete Isometrie. Wie in 1.1.21 gibt es eine
Charakterisierung des C-Multiplikator-Bimoduls als Idealisator.
Unter der Isometrie Φ⊗ idC :M(X ⊗ C) −→M(Z ⊗ C) identifiziert sich MC(X ⊗ C) ∼=
(Φ⊗ idC)(MC(X⊗C)) mit der Menge MC := {m ∈M(Z⊗C)|m · (1⊗C)∪ (1⊗C) ·m ⊆
Φ(X)⊗ C} von M(Z ⊗ C).
Beweis. Nach 1.1.21 wissen wir, daßM(X⊗C) ∼= (Φ⊗ idC)(M(X⊗C)) gleich der Menge
M := {m ∈M(Z ⊗ C)|(Ad(Φ)(K(X))⊗ C) ·m ∪m · (ϕ(B)⊗ C) ⊆ Φ(X)⊗ C}
ist, wobei wir die Identifizierung L(Z ⊗C) ∼= L(Z)⊗C benutzen, vgl. [15, Remark 1.50].
Also besteht (Φ ⊗ idC)(MC(X ⊗ C)) aus denjenigen Elementen m in M , die zusa¨tzlich
(1⊗C)m ⊆ Φ(X)⊗C undm(1⊗C) ⊆ Φ(X)⊗C erfu¨llen. Da aber trivialerweiseMC ⊆M
ist, folgt die Behauptung. 2
§ 1.2 Hopf-C∗-Algebren und Duale
Wir geben zuna¨chst die Definition einer Hopf-Algebra. Dies ist das rein algebraische Ana-
logon einer Quantengruppe (und wird mancherorts auch so genannt). Die Entwicklung
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der algebraischen Hopf-Algebren verla¨uft parallel zu den Quantengruppen. Es gibt viele
Beru¨hrungspunkte der Hopf-Algebren mit der topologischen Theorie der Quantengrup-
pen, und die beiden Theorien haben sich gegenseitig stark beeinflußt, worauf wir hier aber
nicht eingehen werden. Standart-Referenzen fu¨r die generelle Theorie von Hopfalgebren
sind [60] und [44].
1.2.1 Hopf-Algebren. Eine Bialgebra ist eine unitale Algebra A (u¨ber einem be-
liebigen Ko¨rper k), zusammen mit Algebren-Homomorphismen ∆ : A → A ⊗ A und
ε : A → k, so daß die Koassoziativita¨t (∆ ⊗ id)∆ = (id ⊗∆)∆ und Koeins-Bedingungen
(ε ⊗ id) ◦ ∆ = idA = (id ⊗ ε) ◦ ∆ gelten. Man benutzt hierbei das algebraische Tensor-
produkt u¨ber k. Diese Gesetze sind dual zur Assoziativita¨t und Eins der Multiplikation.
Daher nennt man ∆ das Koprodukt und ε die Koeins. Eine Hopfalgebra ist eine Bialgebra
(A,∆, ε) zusammen mit einer Antipode, d.h. einer k-linearen Abbildung S : A → A, so
daß mA ◦ (S ⊗ id) ◦ ∆ = 1A · ε = mA ◦ (id ⊗ S) ◦ ∆ gilt, wobei mA die Multiplikation
bezeichnet.
Ein wichtiges Beispiel ist der Gruppenring k[G] einer Gruppe G. Das Koprodukt und
die Koeins sind auf der Basis G durch ∆(g) = g⊗ g und ε(g) = 1k gegeben. Die Antipode
ist dann die Fortsetzung der Inversbildung S(g) := g−1, und die Antipoden-Gleichungen
oben spiegeln die Gesetze des Inversen abstrakt wider. Ist G endlich, so kann man auch auf
der Funktionenalgebra kG der k-wertigen Funktionen auf G eine Hopfalgebren-Struktur
finden: Das Koprodukt ist hierbei durch Dualisieren der Multiplikation auf G gegeben,
wobei man die Isomorphie (k(G×G))∗ ∼= (kG ⊗ kG)∗ ∼= (kG)∗ ⊗ (kG)∗ ausnutzt. In der
zweiten Isomorphie geht ein, daß G endlich ist. Die Koeins ist fu¨r f ∈ kG durch f 7→ f(1G)
gegeben.
Ist allgemeiner eine Hopfalgebra A endlich-dimensional, so erha¨lt man durch Duali-
sieren aller Abbildungen wieder eine Hopfalgebra A∗ = Hom(A, k) mit Multiplikation
∆∗ und Koprodukt m∗A. Dies ist die zu A duale Hopfalgebra. Die triviale Tatsache, daß
A∗∗ ∼= A isomorph als Hopfalgebren sind, ist eine Verallgemeinerung der Pontrjagin-
Dualita¨t endlicher abelscher Gruppen.
1.2.2 Hopf-C∗-Algebren. Ein abstrakter Rahmen fu¨r eine Verallgemeinerung der
Pontrjagin-Dualita¨t fu¨r abelsche lokalkompakte Gruppen findet sich in [64, Definition
1.1.1] (vgl. auch [4] und [3]).
Definition. Fu¨r eine C∗-Algebra S bezeichnen wir im Unterschied zu [3] mit M˜(S ⊗ S)
die Unteralgebra {m ∈M(S ⊗ S)|[(S ⊗ 1) + (1⊗ S)]m+m[(S ⊗ 1) + (1⊗ S)] ⊆ S ⊗ S}
von M(S ⊗ S) und definieren:
1. Eine Hopf-C∗-Algebra ist ein Paar (S,∆), bestehend aus einer C∗-Algebra S und
einem nichtentarteten injektiven ∗-Homomorphismus ∆ : S −→ M˜(S ⊗ S), so daß
die Koassoziativita¨ts-Gleichung (∆ ⊗ idS)∆ = (idS ⊗ ∆)∆ erfu¨llt ist. Wir nennen
∆ das Koprodukt. Das Koprodukt ∆ ist beidseitig nichtentartet, falls die Teilra¨ume
∆(S) · (1⊗ S) und ∆(S) · (S ⊗ 1) dicht in S ⊗ S liegen.
2. Seien (S,∆) und (S ′,∆′) Hopf-C∗-Algebren. EinMorphismus von Hopf-C∗-Algebren
ist ein nichtentarteter ∗-Morphismus ϕ : S →M(S) mit ∆′ ◦ ϕ = (ϕ⊗ ϕ) ◦∆.
3. Eine Koeins auf (S,∆) ist ein nichtentarteter ∗-Morphismus ε : S → C, der dieselben
Gleichungen (ε⊗ idS)∆ = idS = (idS ⊗ ε)∆ wie im algebraischen Fall 1.2.1 erfu¨llt.
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1.2.3 Unita¨re Kodarstellungen. Sei (S,∆) eine Hopf-C∗-Algebra und A eine C∗-
Algebra. Eine unita¨re Kodarstellung von S auf A ist eine Unita¨re u ∈ UM(A ⊗ S) mit
(idA⊗∆)(u) = u12u13 ∈ UM(A⊗S⊗S), vgl. [4, De´finition 0.3], wobei wir die Positions-
Notation 1.0.4 benutzen). Unita¨re Kodarstellungen sind eine direkte Verallgemeinerung
von unita¨ren Darstellungen lokalkompakter Gruppen, vgl. 1.2.6.
1.2.4 Universelles Dual. Ein universelles Dual einer Hopf-C∗-Algebra (S,∆) ist ein
Paar (Ŝ, u), bestehend aus einer C∗-Algebra Ŝ, zusammen mit einer universellen unita¨ren
Kodarstellung u ∈ UM(Ŝ⊗S), derart, daß das Paar die universelle Eigenschaft in Bezug
auf unita¨re Kodarstellungen von S hat. Damit ist gemeint, daß es zu jeder unita¨ren Kodar-
stellung u ∈ UM(A⊗S) genau einen nichtentarteten ∗-Homomorphismus µu : Ŝ →M(A)
gibt mit (µu⊗ idS)(u) = u. Also kodieren die Darstellungen von Ŝ mittels der universellen
Kodarstellung u sa¨mtliche Kodarstellungen von S. Wir bezeichnen (S,∆) als dualisierbar,
falls ein universelles Dual (Ŝ, u) existiert. Universelle Duale wurden zuerst im Rahmen
multiplikativer Unita¨rer in [4, Appendice] konstruiert, vgl. auch [50] und [48].
Sei (S,∆) dualisierbar. Das universelle Dual (Ŝ, u) ist bis auf kanonische Isomorphie ein-
deutig bestimmt.
Beweis. Sei (T̂ , v) ein weiteres universelles Dual von (S,∆), so gibt es wegen der jeweiligen
universellen Eigenschaft nichtentartete ∗-Morphismen ϕ : Ŝ →M(T̂ ) bzw. ψ : T̂ →M(Ŝ)
mit (ϕ⊗ id)(u) = v bzw. (ψ ⊗ id)(v) = u. Wegen der Eindeutigkeit in der universellen
Eigenschaft sind die Verknu¨pfungen ψ ◦ ϕ bzw. ϕ ◦ ψ gleich den Inklusionen Ŝ ⊆ M(Ŝ)
bzw. T̂ ⊆M(T̂ ), und die Behauptung folgt aus dem Kriterium 1.1.20. 2
Unter der Benutzung der Notation 1.0.4 rechnet man einfach nach, daß die Unita¨ren
u13u23 ∈ UM((Ŝ⊗ Ŝ)⊗S) bzw. 1S ∈ UM(S) ∼= UM(C⊗S) unita¨re Kodarstellungen von
S auf Ŝ⊗ Ŝ bzw. auf C sind. Die universelle Eigenschaft von (Ŝ, u) garantiert die Existenz
von eindeutigen nichtentarteten ∗-Morphismen ∆̂ : Ŝ → M(Ŝ ⊗ Ŝ) bzw. ε̂ : Ŝ → C mit
(∆̂⊗ idS)(u) = u13u23 bzw. (ε̂⊗ idS)(u) = 1S. Wegen
([(idŜ ⊗ ∆̂)∆̂]⊗ idS)(u) = u14u24u34 = ([(∆̂⊗ idŜ)∆̂]⊗ idS)(u) ∈ UM(Ŝ ⊗ Ŝ ⊗ Ŝ ⊗ S)
ist nach der universellen Eigenschaft ∆̂ koassoziativ (vgl. 1.2.2). Ebenso rechnet man
nach, daß ε̂ die Gleichungen einer Koeins erfu¨llt.
1.2.5 Stark dualisierbare Hopf-C∗-Algebren. Unter einer zusa¨tzlichen Voraussetz-
ung kann man garantieren, daß ein universelles Dual (Ŝ, u) mit dem Koprodukt ∆̂ aus
1.2.4 automatisch eine Hopf-C∗-Algebra ist, vgl. [4, Corollaire A.6] und auch [48].
Sei (S,∆) dualisierbar mit universellem Dual (Ŝ, u). Es gebe zusa¨tzlich einen S-invarianten
abgeschlossenen Teilraum F ⊆ S ′ (vgl. 1.0.2), so daß der Unterraum (idŜ ⊗ F)(u) ⊆ Ŝ
norm-dicht in Ŝ liegt. Dann ist (Ŝ, ∆̂) eine beidseitig nichtentartete Hopf-C∗-Algebra mit
Koeins ε̂.
Beweis. Wir benutzen hierbei freizu¨gig Notationen a¨hnlich derer in 1.0.1 fu¨r Unterra¨ume,
wie z.B. (idŜ ⊗F)(u). Wir mu¨ssen nur noch zeigen, daß die Teilra¨ume ∆̂(Ŝ) · (1⊗ Ŝ) und
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∆̂(Ŝ) · (Ŝ ⊗ 1) dicht in Ŝ ⊗ Ŝ liegen. Wegen der S-Invarianz von F (vgl. 1.0.2) und der
Definition von ∆̂ ( vgl. 1.2.4) gilt
∆̂([(idŜ ⊗ F)(u)]) · (1⊗ Ŝ) = (idŜ ⊗ idŜ ⊗ S · F)(u13u23(1⊗ Ŝ ⊗ 1))
= (idŜ ⊗ idŜ ⊗ S · F)(u13u23(1⊗ Ŝ ⊗ S))
= (idŜ ⊗ idŜ ⊗ S · F)(u13(1⊗ Ŝ ⊗ S))
= (idŜ ⊗ idŜ ⊗ F)(u13) · (1⊗ Ŝ)
= ([(id⊗ F)(u)]⊗ Ŝ) .
Analog zeigt man ∆̂([(idŜ⊗F)(u)])·(Ŝ⊗1) = (Ŝ⊗[(idŜ⊗F)(u)]). Also folgt die Behauptung
aus der Dichtheit von (idŜ ⊗ F)(u) ⊆ Ŝ. 2
Die Hopf-C∗-Algebra (S,∆) heißt stark dualisierbar, falls es ein universelles Dual (Ŝ, u)
und eine S-invariante Teilmenge F ⊆ S ′ wie oben gibt. In diesem Fall nennen wir (Ŝ, u)
ein starkes universelles Dual von (S,∆).
1.2.6 Beispiele.
1. Die Funktionen-Algebra C0(G) einer lokalkompakten Gruppe G ist ein Beipiel fu¨r ei-
ne beidseitig nichtentartete Hopf-C∗-Algebra, vgl. [37, Chapter 8]: Durch Dualisier-
en des Produkts erha¨lt man einen C∗-Homomorphismus ∆Ĝ : C0(G) → Cb(G×G),
der durch ∆Ĝ(f)((s, t)) := f(st) definiert ist. Identifiziert man die beschra¨nkten
stetigen Funktionen Cb(G×G) mit der Multiplikator-AlgebraM(C0(G)⊗C0(G)), so
erha¨lt man ein Koprodukt. Dieses ist beidseitig nichtentartet, denn fu¨r f, g ∈ C0(G)
ist [(f ⊗ id)∆Ĝ(g)](s, t) = f(s)g(st) = (f × g)(s, st). Elemente dieser Form liegen
dicht in C0(G×G) ∼= C0(G) ⊗ C0(G), da die Abbildung (s, t) 7→ (s, st), s, t ∈ G,
einen Homo¨omorphismus von G×G in sich definiert. Wie im algebraischen Fall hat
C0(G) durch Auswertung an 1G eine Koeins. C0(G) ist jedoch nur dann unital, wenn
G eine kompakte Gruppe ist. Außerdem kann die Inversbildung der Gruppe nur auf
Funktionen mit kompaktem Tra¨ger ausgedehnt werden. Daher ist das Analogon der
Antipode nur auf einer dichten Unteralgebra von C0(G) definiert.
Sei A eine C∗-Algebra, dann ist ein Element u ∈ UM(A⊗C0(G)) nichts anderes als
eine strikt stetige Abbildung u˜ : G→ UM(A). DennM(A⊗C0(G)) identifiziert sich
kanonisch mit Cb(G,M s(A)), wobei wirM(A) mit der strikten Topologie ausstatten,
vgl. den Beweis von [64, Ex. 0.2.14]. Die Bedingung an die unita¨re C0(G)-Kowirkung
u bedeutet genau, daß die Abbildung u˜ multiplikativ ist.
2. Ein weiteres Beispiel ist die Gruppen-C∗-Algebra C∗(G), welche definitionsgema¨ß
die universelle unita¨re G-Darstellung iG : G→ UM(C∗(G)) tra¨gt (vgl. [56, Defini-
tion 1] mit A = C). Die entsprechende unita¨re C0(G)-Kodarstellung bezeichnen wir
mit vG ∈ UM(C∗(G) ⊗ C0(G)), vgl. [51]. Das Paar (C∗(G), iG) ist universell bzgl.
unita¨rer Darstellungen von G. Man kann daher ein Koprodukt auf C∗(G) durch die
unita¨re G-Darstellung ∆G : s 7→ iG(s) ⊗ iG(s) ∈ UM(C∗(G) ⊗ C∗(G)) mit s ∈ G
definieren, vgl. [15, S. 113]. C∗(G) besitzt eine Koeins, die durch die triviale Darstel-
lung εG(s) = 1 ∈ C fu¨r s ∈ G bestimmt ist. In der Sprache der Hopf-C∗-Algebren
§ 1.3 Quantengruppen 13
bedeutet die universelle Eigenschaft von C∗(G) bzgl. unita¨rer G-Darstellungen ein-
fach, daß das Paar (C∗(G), vG) ein universelles Dual von (C0(G),∆Ĝ) ist. Es ist sogar
ein starkes universelles Dual mit F = Cc(G) ⊆ L1(G), wobei wir L1-Funktionen in
der gewohnten Weise durch Integrieren als lineare Funktionale auf C0(G) auffassen.
Umgekehrt ist mit wG := σ(vG) das Paar (C0(G),wG) ein starkes universelles Dual
von (C∗(G),∆G), vgl. [57, Theorem 4.1] oder [15, Theorem A.41].
3. Ein Hopf-C∗-Algebren-Quotient von (C∗(G),∆G) ist die reduzierte Gruppen-C∗-
Algebra C∗r (G), das ist der Abschluß λ(Cc(G)) ⊆ L(L2(G)), wobei λ die linksregula¨re
Darstellung von G auf L2(G) ist, vgl. [15, S. 110]. C∗r (G) besitzt genau dann eine
Koeins, wenn die Gruppe G mittelbar ist. Das Paar (C0(G), (λ ⊗ id)(wG)) ist ein
starkes universelles Dual von C∗r (G).
4. Sei (S,∆) eine Hopf-C∗-Algebra. Wir betrachten den Morphismus ∆op := σ ◦ ∆ :
S → M(S ⊗ S), wobei σ die Vertauschung ist. Dieser ist offenbar ebenfalls koas-
soziativ und (S,∆op) ist wieder eine Hopf-C∗-Algebra. Wir nennen ∆op das zu ∆
entgegengesetzte Koprodukt.
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Die wichtigsten Beispiele von Hopf-C∗-Algebren entstehen im Zusammenhang mit multi-
plikativen Unita¨ren. Dieser Begriff wurde von S. Baaj und G. Skandalis in [4] entwickelt.
Die zugeho¨rigen Hopf-C∗-Algebren treten definitionsgema¨ß als duale Paare auf und ver-
allgemeinern die Dualita¨t von C∗(r)(G) und C0(G) bei Gruppen. Deshalb sprechen wir von
dualen Paaren von Quantengruppen, um die spezielle Situation von allgemeineren Hopf-
C∗-Algebren abzugrenzen.
1.3.1 Multiplikative Unita¨re. (vgl. [4]) Sei H ein Hilbertraum. Eine multiplikative
Unita¨re auf H ist eine Unita¨re V ∈ UM(H ⊗ H) mit V12V13V23 = V23V12. Mit L(H)∗ ∼=
K(H)′ bezeichnen wir das Pra¨dual von L(H). Wir definieren den Teilraum
C(V ) := {(id⊗ ω)(ΣV )|ω ∈ L(H)∗}
[4, Lemme 3.2], wobei Σ : H ⊗H → H ⊗H der Vertauschungsoperator ist.
Definition. Seien KX bzw. KY weitere Hilbertra¨ume. Eine Darstellung (bzw. Kodarstel-
lung) von V ist eine Unita¨re X ∈ U(KX ⊗H) (bzw. Y ∈ U(H ⊗KY )) mit X12X13V23 =
V23X12 (bzw. V12Y13Y23 = Y23V12).
Insbesondere ist V gleichzeitig eine Darstellung und Kodarstellung u¨ber sich selbst.
Wir definieren ŜX := {(id⊗ ω)(X)|ω ∈ L(H)∗} bzw. SY := {(ω ⊗ id)(Y )|ω ∈ L(H)∗},
wobei X bzw. Y wie in der Definition sind. Dann ist ŜX bzw. SY eine nichtentartete
Unteralgebra von L(KX) bzw. L(KY ) (vgl. [4, De´finition 1.3 und Proposition A.3]), aber
nicht notwendigerweise ∗-invariant. Außerdem setzen wir im Zusammenhang mit einer
multiplikativen Unita¨ren V ∈ U(H ⊗H) stets K := K(H) fu¨r die kompakten Operatoren
auf H.
1.3.2 C∗-algebraische multiplikative Unita¨re. Die Theorie wird sinnvoll, wenn
man erreichen kann, daß die obigen Algebren invariant unter der Involution und damit
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C∗-Algebren sind. Eine multiplikative Unita¨re V ∈ U(H ⊗H) heißt C∗-algebraisch (vgl.
[46, Definition 2.1]), wenn fu¨r jede Darstellung X ∈ U(KX ⊗ H) bzw. Kodarstellung
Y ∈ U(H ⊗KY ) die Algebren SX bzw. SY invariant unter der Involution sind (es reicht,
dies fu¨r X = Y = V zu pru¨fen, da z.B. SX = (id ⊗ L(H)∗)(X(1 ⊗ SV )X∗) ist, vgl. [66,
I.2.2]) und zusa¨tzlich X ∈ UM(ŜX ⊗ K) bzw. Y ∈ UM(K ⊗ SY ) gilt (wobei K = K(H),
vgl. 1.3.1). Insbesondere sind dann SV bzw. ŜV C
∗-Unteralgebren von L(H). Wie in [4,
The´ore`me 3.8] beweist man:
Sei V ∈ U(H⊗H) eine C∗-algebraische multiplikative Unita¨re. Mit den obigen Notationen
ist X ∈ UM(ŜX ⊗ SV ) und Y ∈ UM(ŜV ⊗ SY ). Fu¨r x ∈ SV bzw. y ∈ ŜV definieren die
Formeln ∆(x) := V (x ⊗ 1)V bzw. ∆̂(y) := V ∗(1 ⊗ y)V jeweils beidseitig nichtentartete
Koprodukte (vgl. 1.2.2) auf SV bzw. ŜV . Wir nennen (ŜV , SV ) das zu V geho¨rige duale
Paar reduzierter Quantengruppen.
Trotz der suggestiven Notation ist (ŜV , ∆̂) in diesem Fall nicht notwendigerweise ein
universelles Dual von (S,∆). Fu¨r unita¨re Kodarstellungen von (ŜV , ∆̂) (vgl. 1.2.3) auf
einer C∗-Algebra C treffen wir die folgende Konvention: Wir betrachten sie mittels der
Vertauschung als Elemente û := σC,ŜV (u) in UM(ŜV ⊗ C). Die definierende Bedingung
u¨bersetzt sich dann in die Gleichung (∆̂⊗idC)(û) = û13û23 in UM(ŜV⊗ŜV⊗C). Mit dieser
Konvention und der Definition der Koprodukte ∆ bzw. ∆̂ erkennt man: Eine Darstellung
X in U(KX ⊗ H) bzw. eine Kodarstellung Y ∈ U(H ⊗ KY ) von V ist dasselbe wie
eine unita¨re Kodarstellung X ∈ UM(ŜX ⊗ SV ) von (SV ,∆) auf ŜX bzw. eine unita¨re
Kodarstellung Y ∈ UM(ŜV ⊗ SY ) von (ŜV , ∆̂) auf SY .
1.3.3 Beispiele. Die Definition einer C∗-algebraischen multiplikativen Unita¨ren ist
technischer Natur und soll dazu dienen, die existierenden Beispielklassen zusammenzu-
fassen. Weitaus schwieriger ist es, die Eigenschaft
”
C∗-algebraisch“ einer multiplikativen
Unita¨ren V aus greifbaren Bedingungen abzuleiten. Fu¨r regula¨res V (d.h. C(V ) = K, vgl.
[4, Proposition 3.2]) wird dies von S. Baaj und G. Skandalis in [4] bewiesen. Diese Beding-
ung wird von S. Baaj in [2] zu semi-regula¨r (d.h. K ⊆ C(V )) abgeschwa¨cht. Eine weitere
große Beispielklasse sind die der
”
handlichen“ (manageable) multiplikativen Unita¨ren von
S. Woronowicz [71].
1.3.4 Die universellen Partner. Ist V ∈ U(H⊗H) eine C∗-algebraische multiplika-
tive Unita¨re, so gibt es starke universelle Duale (vgl. 1.2.5) von (SV ,∆) und (ŜV , ∆̂). Die
Konstruktion ist identisch mit der aus [4, Corollaire A.6]; wir werden sie der Vollsta¨ndig-
keit halber in mehreren Schritten skizzieren, um den Zusammenhang mit der Noation in
§ 1.2 herzustellen:
1. Da SV und ŜV nichtentartete
∗-Unteralgebren von L(H) sind, ist das Pra¨dual L(H)∗
invariant unter SV und ŜV , d.h. es gilt SV · L(H)∗ · SV = L(H)∗ = ŜV · L(H)∗ · ŜV
(vgl. 1.0.2).
2. Fu¨r ω1, ω2 in L(H)∗ und x in L(H) werden, wie in [4, De´finition A.4], durch die
Formeln ω1?̂ω2(x) := (ω1⊗ω2)(V (x⊗1)V ∗) bzw. ω1?ω2(x) := (ω1⊗ω2)(V ∗(1⊗x)V )
jeweils Multiplikationen auf dem Pra¨dual L(H)∗ definiert. Man erha¨lt die Algebren
(L(H)∗, ?̂) bzw. (L(H)∗, ?).
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3. Fu¨r jede Darstellung X ∈ UM(ŜX ⊗ SV ) bzw. Kodarstellung Y ∈ UM(ŜV ⊗ SY )
(vgl. 1.3.2) wird durch die Formel µ̂X(ω) := (id⊗ω)(X) bzw. µY (ω) := (ω⊗ id)(Y )
(ω ∈ L(H)∗) eine Darstellung µ̂X : (L(H)∗, ?̂) → ŜX bzw. µY : (L(H)∗, ?) → SY
mit dichtem Bild definiert.
4. Weiter werden mit obigen Notationen wie in [4, De´finition A.4] durch ||ω||û :=
sup{||piX(ω)||ŜX} bzw. ||ω||u := sup{||piY (ω)||SY } die universellen C∗-Seminormen
auf (L(H)∗, ?̂) bzw. (L(H)∗, ?) definiert, wobei X bzw. Y die Darstellungen bzw.
Kodarstellungen von V durchla¨uft. Es handelt sich tatsa¨chlich um C∗-Seminormen,
da ||.||ŜX bzw. ||.||SY C∗-Normen sind. Die Vervollsta¨ndigungen Ŝu := (L(H)∗, ?̂)
||.||û
bzw. Su := (L(H)∗, ?)||.||u bzgl. dieser universellen Seminormen sind folglich C∗-
Algebren. Definitionsgema¨ß setzt sich jede Darstellung der Form µ̂X bzw. µY zu
einem surjektiven ∗-Morphismus µ̂X : Ŝu → ŜX bzw. µY : Su → SY fort. Summiert
man genu¨gend viele Darstellungen bzw. Kodarstellungen von V auf, so erha¨lt man
treue Darstellungen von Ŝu bzw. Su:
⊕iµ̂Xi = µ̂(⊕iXi) : Ŝu ↪→ L(⊕iKXi) bzw. ⊕j µYj = µ(⊕jYj) : Su ↪→ L(⊕jKYj).
Wir identifizieren Ŝu bzw. Su mit diesen Einbettungen und erhalten unita¨re Kodar-
stellungen u = ⊕iXi ∈ UM(Ŝu ⊗ SV ) bzw. û = ⊕jYj ∈ UM(ŜV ⊗ Su) im Sinne von
1.2.3, vgl. auch 1.3.2.
Sei V ∈ U(H ⊗ H) eine C∗-algebraische multiplikative Unita¨re. Die Paare (Ŝu, u) bzw.
(Su, û) sind starke universelle Duale von (SV ,∆) bzw. (ŜV , ∆̂) (vgl. 1.2.5). Die kanonischen
Koprodukte (vgl. 1.2.4) bezeichnen wir mit ∆̂u bzw. ∆u und die Koeinsen mit ε̂u bzw.
εu. Die
∗-Morphismen pi := µ̂V : Ŝu → ŜV bzw. pi := µV : Su → SV definieren surjektive
Morphismen von Hopf-C∗-Algebren (vgl. 1.2.2(2)) mit (pi ⊗ id)(u) = V = (id⊗ pi)(û).
Beweis. Wir zeigen nur die Behauptung fu¨r (SV ,∆), die andere Seite geht analog. Anstatt
allgemeine unita¨re Kodarstellungen von (SV ,∆) zu betrachten, reicht es aus, sich auf
Darstellungen X ∈ UM(ŜX ⊗SV ) von V zu beschra¨nken, vgl. die Technik im Beweis von
Lemma 2.9. Fu¨r solche ist die universelle Eigenschaft klar: Nach Definition von u gilt fu¨r
ω ∈ L(H)∗ die Beziehung (idŜu ⊗ ω)(u) = ω (aufgefaßt als Element von Ŝu). Daher folgt
fu¨r jede Darstellung X die Beziehung (id⊗ω)((µ̂X⊗id)(u)) = µ̂X((id⊗ω)(u)) = µ̂X(ω) =
(id⊗ ω)(X). Da L(H)∗ Punkte von SV trennt, ist folglich (µ̂X ⊗ id)(u) = X. Umgekehrt
gilt aufgrund der obigen Beziehung fu¨r eine nichtentartete Darstellung µ : Ŝu → L(K) auf
einem Hilbertraum K und die zugeho¨rige Darstellung Xµ := (µ ⊗ id)(u) von V offenbar
die Gleichung µ̂Xµ = µ. Damit ist (Ŝ, u) ein universelles Dual von (SV ,∆).
Wir fassen L(H)∗ durch Einschra¨nkung als SV -invarianten Teilraum des linearen Duals
von SV auf (vgl. den (1.) Schritt). Dann liefert die obige Beziehung, daß (id⊗L(H)∗)(u) =
L(H)∗ ⊆ Ŝu (vgl. Noation 1.0.1) eine dichte Teilmenge von Ŝu ist, daher sind mit
F = L(H)∗ die Bedingungen fu¨r ein starkes universelles Dual erfu¨llt. Die restlichen Be-
hauptungen sind klar oder folgen mit der bereits bewiesenen universellen Eigenschaft von
(Ŝu, u) und der definierenden Gleichung fu¨r V (vgl. 1.3.1). 2
1.3.5 Dichte multiplikative Unita¨re und die universelle Bi-Darstellung. Es
stellt sich die Frage, ob Ŝu und Su gegenseitig universelle Duale sind. Unter einer zusa¨tz-
lichen Voraussetzung ist dies der Fall: Eine C∗-algebraische multiplikative Unita¨re V in
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U(H ⊗ H) heißt dicht, wenn die Menge C(V ) (vgl. 1.3.1) σ-schwach dicht in L(H) ist.
In diesem Fall liefert dieselbe Argumentation wie in [46, Lemma 2.5 und Proposition
2.6], vgl. auch [34, Proposition 3.8], die Existenz einer Unita¨ren v ∈ UM(Ŝu ⊗ Su) mit
v13 = u
∗
12 · û23 · u12 · û∗23, aufgefaßt als Unita¨re in UM(Ŝu ⊗K ⊗ Su), vgl. 1.0.4. Aufgrund
der Existenz dieser Unita¨ren v kann man dieselbe Argumentation wie in [34, Proposition
(3.8) - Proposition (3.13)] durchfu¨hren und erha¨lt:
Das Paar (Ŝu, v) ist ein starkes universelles Dual von (Su,∆u). Es gelten die Beziehungen
(idŜu⊗pi)(v) = u und (∆̂u⊗idSu)(v) = v13·v23. Insbesondere ist das Koprodukt ∆̂u und die
Koeins ε̂u von Ŝu unabha¨ngig davon, ob man Ŝu als universelles Dual von (SV ,∆) oder von
(Su,∆u) betrachtet. Analog ist (mit der Konvention aus 1.3.2) das Paar (Su, v) ein starkes
universelles Dual von (Ŝu, ∆̂u) und es gilt (pi ⊗ id)(v) = u sowie (id⊗∆u)(v) = v12 · v13.
Beweis. Das folgt fast ga¨nzlich aus dem Beweis von [34, Proposition 3.8], [34, Corollary
3.9], [34, Result 3.11] und den Propositionen [34, 3.12 und 3.13], wenn man die folgen-
den Unterschiede in der Notation beachtet: Die hier mit V , (SV ,∆), (Su,∆u), (ŜV , ∆̂),
(Ŝu, ∆̂u), pi, pi, u, û bzw. v bezeichneten Objekte werden in [34] durch W , (Â, ∆̂
op),
(Âu, ∆̂
op
u ), (A,∆), (Au,∆u), pi, pi, V , V̂ bzw. U notiert. Hierbei deutet ∆̂op(u) an, daß in [34]
auf Â(u) das entgegengesetzte Koprodukt ∆̂
op = σ ◦ ∆̂ benutzt wird (σ ist die Vertau-
schung), wodurch sich die Formeln ein wenig vera¨ndern. Wir zeigen nur noch, daß (Ŝu, v)
ein starkes universelles Dual ist. Betrachte hierfu¨r L(H)∗ durch Vorschalten von pi als
Teilmenge L(H)∗pi des linearen Duals von Su. Dann ist L(H)∗pi invariant unter Su (vgl.
1.0.2), und es ist (id⊗L(H)∗pi)(v) = (id⊗L(H)∗)(u) eine dichte Teilmenge von Ŝu (vgl.
den Beweis der Behauptung in 1.3.4). Damit folgt die Behauptung mit F = L(H)∗pi (vgl.
1.2.5). 2
Wie in [4, Corollaire A.6] und [34] bemerkt, haben folglich (SV ,∆) und (Su,∆u)
a¨quivalente
”
Kodarstellungs-Theorien“, denn beide sind a¨quivalent zu den nichtentarteten
∗-Morphismen von Ŝu. Das bedeutet: Zu jeder unita¨ren Kodarstellung u ∈ UM(C ⊗ SV )
existiert genau eine unita¨re Kodarstellung u′ ∈ UM(C ⊗ Su) mit (idC ⊗ pi)(u′) = u.
Definition. Mit den obigen Notationen nennen wir (Ŝu, Su) das zu V geho¨rige universelle
duale Paar von Quantengruppen, v ∈ UM(Ŝu ⊗ Su) die beidseitig universelle unita¨re
Bi-Darstellung und benutzen die suggestive Abku¨rzung als Tripel (Ŝu, v, Su).
1.3.6 Lokalkompakte Quantengruppen. Fu¨r die Definition reduzierter lokalkom-
pakter Quantengrppen verweisen wir auf [35, § 4]. Grob gesagt ist eine lokalkompakte
Quantengruppe eine beidseitig nichtentartete Hopf-C∗-Algebra (A,∆) mit jeweils einem
links- bzw. einem rechts-invarianten treuen approximativen KMS-Gewicht (vgl. [35, De-
finition 4.1]), welchem bei Gruppen das links- bzw. rechts-invariante Integral entspricht.
Auf dem Hilberttraum H der GNS-Darstellung der Gewichte la¨ßt sich eine multiplikative
Unita¨re W definieren [35, Proposition 3.17], die nach [35, Proposition 6.10]
”
handlich“
(manageable) im Sinne von [71] und daher insbesondere C∗-algebraisch ist. Die Hopf-C∗-
Algebren (ŜW , ∆̂W ) (vgl. 1.3.2) und (A,∆) stimmen u¨berein und man kann das reduzierte
Dual von (A,∆) durch (Â, ∆̂) := (SW ,∆
op
W ) definieren (wobei in [35] eine andere Konven-
tion benutzt und anstatt ∆W das entgegengesetzte Koprodukt ∆
op
W = σ ◦∆W betrachtet
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wird, vgl. auch den Beweis der Behauptung in 1.3.5). Das reduzierte Dual ist ebenfalls
eine lokalkompakte Quantengruppe, vgl. [35, Theorem 8.20]. Nach einer Argumentation
in [40] istW dicht: Denn der schwache Abschluß einer lokalkompakten Quantengruppe ist
eine von Neumann-algebraische lokalkompakte Quantengruppe [36, Definition 1.1], wel-
che einen Quantengruppen-Rahmen [40, Definition 3.4] induziert, vgl. [40, Proposition
3.16]. Insbesondere ist C(W ) nach [40, Proposition 3.13] σ-schwach dicht in L(H).
1.3.7 Beispiele fu¨r lokalkompakte Quantengruppen. Bisher fallen alle bekannten
Beispiele fu¨r Quantengruppen in diese Kategorie. Einige spezielle Beispiele sind:
1. Die Funktionenalgebra C0(G) einer lokalkompakten Gruppe G. Dies sind zugleich
alle Beispiele kommutativer lokalkompakter Quantengruppen, vgl. [4, § 2]. Ihr (re-
duziertes) Dual ist die volle (reduzierte) Gruppen-C∗-Algebra (C∗(r)(G),∆G,(r)).
2. Kompakte Quantengruppen, d.h. unitale, beidseitig nichtentartete Hopf-C∗-Alge-
bren. Solche wurden zuerst von Woronowicz [68] betrachtet, vgl. [68, § 1]. Das links-
invariante Gewicht ist in diesem Fall ein Funktional (das Haar-Maß) und beidseitig
invariant, vgl. [68, § 4]. Fu¨r beliebige unitale Hopf-C∗-Algebren wurde die Existenz
des Haar-Maßes in [65] bewiesen. Es gibt hier eine (unproblematische) technische
Feinheit: Das Haar-Maß ist hierbei im allgemeinen kein treues Funktional, man
muß die kompakte Quantengruppe zuerst reduzieren, also das Bild in der GNS-
Darstellung des Haar-Maßes betrachten, um eine lokalkompakte Quantengruppe
im Sinne von [35] zu erhalten. Das Dual einer kompakten Quantengruppe nennt
man in Anlehnung an den Gruppen-Fall eine diskrete Quantengruppe. Sie ist als
Algebra eine direkte Summe von (endlichdimensionalen) Matrixalgebren (vgl. [41,
§ 8], hierbei insbesondere Definition 8.2).
3. Bicrossed-Produkte (vgl. [4, Remarques 8.20.c] und [5]), die man einer Zerlegung
einer lokalkompakten Gruppe als Produkt zweier Untergruppen G = G1G2 zuord-
nen kann: Man identifiziert G1 bzw. G2 kanonisch mit G/G2 bzw. G1\G und erha¨lt
eine Links-Wirkung β von G2 auf G1 ∼= G/G2 und eine Rechts-Wirkung α von G1
auf G2 ∼= G1\G, die einfach durch Translation erkla¨rt sind, vgl. [4, S. 473]. Baaj
und Skandalis konstruieren daraus eine multiplikative U¨nita¨re V auf L2(G) (vgl. [4,
Remarques 8.20(c)]). Nach [4, Proposition 8.22] ist die zugeho¨rige reduzierte Quan-
tengruppe SV gleich G1 nα,r C0(G2). Die entsprechende universelle Quantengruppe
ist das entprechende volle verschra¨nkte Produkt Su = G1nα C0(G2), vgl. [5, Propo-
sition 3.7]. Zudem ist die kanonische Projektion pi einfach die kanonische Abbildung
in das reduzierte verschra¨nkte Produkt. Die Duale sind ŜV = C0(G1)oβ,r G2 und
Ŝu = C0(G1)oβ G2.
1.3.8 Mittelbare Quantengruppen. Analog wie in [4, Remarques A.13.c] heißt eine
dichte C∗-algebraische multiplikative Unita¨re V ∈ U(H ⊗H) mittelbar bzw. ko-mittelbar,
falls die Surjektion pi : Ŝu → ŜV bzw. pi : Su → SV ein Isomorphismus ist. Wir werden
die Notation oft ein wenig mißbrauchen und verku¨rzend sagen: S sei mittelbar, wenn pi :
Su → SV ein Isomorphismus ist (analog heißt Ŝ mittelbar, wenn pi ein Isomorphismus ist).
In diesem Fall gibt es natu¨rlich keinen Unterschied zwischen reduzierter und universeller
Quantengruppe und wir setzen S := SV = Su.
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1.3.9 Beispiele mittelbarer Quantengruppen.
1. Fu¨r eine lokalkompakte Gruppe G ist die Funktionenalgebra C0(G) stets mittelbar,
denn pi entspricht der durch punktweise Multiplikation definierten Darstellung M :
C0(G) → L(L2(G)), und diese ist stets treu. Die Quantengruppe C∗r (G) ist genau
dann mittelbar, wenn G eine mittelbare Gruppe ist.
2. Diskrete Quantengruppen (vgl. 1.3.7(2.)) sind stets mittelbar, denn als direkte Sum-
me von Matrixalgebren gibt es genau eine C∗-Norm auf ihnen und deshalb stimmen
reduzierte und universelle Vervollsta¨ndigung u¨berein (vgl. [41, Section 8]).
3. Betrachte das Beispiel s1.3.7(3.). Hier ist SV = G1 nα,r C0(G2) mittelbar, falls G1
eine mittelbare Gruppe ist, vgl. [5, Proposition 3.7].
§ 1.4 Kowirkungen
1.4.1 Kowirkungen auf C∗-Algebren. Sei (S,∆) eine Hopf-C∗-Algebra, vgl. 1.2.2,
und A eine C∗-Algebra. Eine Rechts-S-Kowirkung auf A ist ein injektiver nichtentarteter
C∗-Morphismus α : A → MS(A ⊗ S) in die S-Multiplikator-Algebra, vgl. 1.1.22, der
die Koassoziativita¨ts-Gleichung (α ⊗ idS)α = (idA ⊗ ∆)α erfu¨llt. Wir bezeichnen auch
abku¨rzend das Paar (A,α) als eine S-a¨quivariante C∗-Algebra oder einfach nur als S-
Kowirkung. Besitzt (S,∆) eine Koeins ε, so ist die Injektivita¨t von α a¨quivalent zum
Koeins-Gesetz (idA ⊗ ε)α = idA, weshalb wir Injektivita¨t oben fordern.
Die S-Kowirkung (A,α) heißt nichtentartet (als Kowirkung), falls unter Verwendung
der Notation 1.0.1 die Teilmenge α(A) · (1A ⊗ S) ⊆ A⊗ S dicht in A⊗ S liegt.
1.4.2 Kowirkungen auf Rechts-Hilbert-(Bi)-Moduln. Sei (S,∆) wie oben. In [3,
Abschnitt 2] wurde der Begriff einer S-Kowirkung auf Hilbertmoduln verallgemeinert,
vgl. auch [9, Definition 2.7], [47] oder [15, § 2.3]. In der Sprache der S-Multiplikator-
Bimoduln (vgl. 1.1.22) u¨bersetzt sich die Definition aus [3] wie folgt, wobei wir gleichzeitig
den Fall von Rechts-Hilbertmoduln und Rechts-Hilbert-Bimoduln behandeln und dies mit
Klammern kennzeichnen:
Definition. Sei (A)XB ein Rechts-Hilbert-(Bi)-Modul. Eine S-Kowirkung auf X ist ein
injektiver nichtentarteter Morphismus (α)ξβ : (A)XB →MS(X⊗S) in den S-Multiplikator-
(Bi)-Modul, so daß die Koassoziativita¨ts-Gleichung (ξ⊗ idS)ξ = (idX ⊗∆)ξ als Gleichung
von Rechts-Hilbert-(Bi)-Moduln (vgl. die Konvention in 1.1.10) erfu¨llt ist. Wir bezeichnen
abku¨rzend das Paar ((A)XB, (α)ξβ) als S-a¨quivarianten Rechts-Hilbert-(Bi)-Modul oder
auch einfach als eine S-Kowirkung und schreiben (X, ξ), wenn Mißversta¨ndnisse bzgl. der
Koeffizienten-Daten ausgeschlossen sind.
Offensichtlich sind die Koeffizienten-Morphismen α und β S-Kowirkungen von Al-
gebren im Sinne von 1.4.1. Wir bezeichnen (A,α) und (B, β) als die Koeffizienten-Ko-
wirkungen von (X, ξ). Insofern sind S-Kowirkungen auf C∗-Algebren ein Spezialfall der
obigen Definition.
Definition. Die Kowirkung ((A)XB, (α)ξβ) heißt nichtentartet (als Kowirkung), falls die
Koeffizienten-Kowirkungen (A,α) und (B, β) nichtentartet im Sinne von 1.4.1 sind und
der Teilraum (1K(X)⊗S) · ξ(X) dicht in X ⊗S liegt. Insbesondere ist ξ in diesem Fall als
Morphismus von Rechts-Hilbert-(Bi)-Moduln beidseitig nichtentartet (vgl. 1.1.10).
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Die obigen Definitionen sind identisch mit [15, Definition 2.10], wenn man S = C∗(G)
setzt. Dasselbe Argument wie in [15, Remark 2.11] zeigt, daß fu¨r eine (nichtentartete)
Kowirkung ξ der Unterraum ξ(X) · (1 ⊗ S) eine (dichte) Teilmenge von X ⊗ S ist. Ist
(S,∆) beidseitig nichtentartet (vgl. 1.2.2), so gelten sinngema¨ß die meisten Ergebnisse
aus [15, Chapter 2].
1.4.3 Adjunktion und Kowirkungen. Sei S eine C∗-Algebra, sowie Φϕ : XB →
M(WD ⊗ S) und Ψϕ : YB →M(ZD ⊗ S) nichtentartete Morphismen von Rechts-Hilbert-
moduln. Dann benutzen wir den kanonischen Isomorphismus KD⊗S(WD ⊗ S, ZD ⊗ S) ∼=
KD(W,Z)⊗S und betrachten die Adjunktion Ad(Ψ,Φ) (vgl. 1.1.12) als Morphimus
Ad(Ψ,Φ) : KB(X, Y ) −→M(KD(W,Z)⊗ S)
mit Koeffizienten-Morphismen Ad(Ψ) : K(Y ) → M(K(Z) ⊗ S) und Ad(Φ) : K(X) →
M(K(W )⊗S). Sei nun (S,∆) eine Hopf-C∗-Algebra,WD = XB, ZD = YB und Y ·〈X,X〉B
dicht in Y (vgl. 1.1.12).
Sind die nichtentarteten Morphismen Φϕ : XB → M(X ⊗ S) und Ψϕ : YB → M(Y ⊗ S)
koassoziativ (vgl. 1.4.2), so auch Ad(Ψ,Φ) : KB(X, Y )→M(KB(X, Y )⊗S). Sind Φϕ und
Ψϕ zusa¨tzlich (nichtentartete) S-Kowirkungen, dann ist auch Ad(Ψ,Φ) eine (nichtentar-
tete) Kowirkung.
Beweis. Wegen 1.1.14 gilt mit den offensichtlichen Identifikationen wie oben die Gleichung
(Ad(Ψ,Φ)⊗idS)Ad(Ψ,Φ) = Ad((Ψ⊗idS)Ψ, (Φ⊗idS)Φ) = Ad((idY ⊗∆)Ψ, (idX⊗∆)Φ) =
(idK(X,Y )⊗∆)Ad(Ψ,Φ). Sind Φϕ und Ψϕ (nichtentartete) S-Kowirkungen, so ist mit 1.1.12
und Notation 1.0.1
(1⊗ S) · Ad(Ψ,Φ)(KB(X, Y )) = (1⊗ S) ·Ψ(Y ) · Φ(X)∗ = (Y ⊗ S) · Φ(X)∗
= Y ·X∗ ⊗ S ⊆ KB(X, Y )⊗ S ,
mit Gleichheit, wenn Φ und Ψ nichtentartete S-Kowirkungen sind. Analoges gilt fu¨r die
Koeffizienten-Morphismen Ad(Ψ) und Ad(Φ). 2
Insbesondere kann man eine (nichtentartete) S-Kowirkung (XB, ξβ) auf einem Hil-
bertmodul stets durch Ad(ξ) : K(X)→M(K(X)⊗ S) zu einer (nichtentarteten) Rechts-
Hilbert-Bimodul-S-Kowirkung (K(X)XB, Ad(ξ)ξβ) fortgesetzt werden. Insofern sind S-Ko-
wirkungen von Hilbertmoduln spezielle Hilbert-Bimodul-Kowirkungen.
1.4.4 A¨quivariante Morphismen. Sei (S,∆) eine Hopf-C∗-Algebra. Fu¨r S-a¨quiva-
riante Rechts-Hilbert-Bimoduln (AXB, αξβ) sowie (CYD, γζδ), vgl. 1.4.2, heißt ein Morphis-
mus ψΦϕ : AXB →M(CYD) zwischen ihnen ξ-ζ-a¨quivariant, falls das folgende Diagramm
kommutiert:
AXB
ψΦϕ−−−→ M(CYD)
αξβ
y yγζδ
MS(X ⊗ S) Φ⊗idS−−−−→ M(Y ⊗ S).
Man beachte, daß der untere Morphismus Φ⊗idS nach 1.1.22 auch wohldefiniert ist, wenn
Φ entartet ist. Wir benutzen ψΦϕ : (AXB, αξβ) → M(CYD, γζδ) und a¨hnliche abku¨rzende
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Notationen, falls sich die Koeffizienten-Daten von selbst verstehen. Analog bezeichnen wir
Φ : X → M(Y ) als a¨quivariant, falls es keine Mißversta¨ndnisse bzgl. der Kowirkungen ξ
und ζ gibt. Fu¨r den Spezialfall von C∗-Algebren-S-Kowirkungen (B, β) und (D, δ) erha¨lt
man den Begriff eines (β-δ-)a¨quivarianten ∗-Morphismus ϕ : (B, β)→M(D, δ).
1.4.5 A¨quivariante Tensorprodukte. Seien (AXB, αξβ) und (BYC , βζγ) S-a¨quiva-
riante Rechts-Hilbert-Bimoduln. Wie in [15, Proposition 2.13] (vgl. auch Proposition
2.28) kann man auf dem inneren Tensorprodukt A(X ⊗B Y )C eine S-Kowirkung ξ ]Bζ
definieren.
Sind ψΦϕ : (X, ξ) → M(LZR, λη%) und ϕΓϑ : (Y, ζ) → M(RWD, %χδ) S-a¨quivariante
Morphismen von Rechts-Hilbert-Bimoduln, so ist das Tensorprodukt Φ⊗B Γ (vgl. 1.1.11)
automatisch ξ ]Bζ - η ]Rχ-a¨quivariant. Das folgt aus den offensichtlichen Eigenschaften
des Morphismus Θ (vgl. [15, Lemma 2.12] oder auch Lemma 2.27).
1.4.6 A¨quivariante Operatoren. Seien (XB, ξβ) und (YB, ζβ) Rechts-Hilbertmodul-
S-Kowirkungen mit denselben Koeffizienten-Daten. Ein Operator F in LB(X, Y ) heißt S-
invariant , wenn ζ(F (x)) = (F ⊗ idS)◦ ξ(x) fu¨r alle x ∈ X gilt. Das ist unter Verwendung
der Notationen aus 1.1.12 a¨quivalent zu der Gleichung Ad(ζ, ξ)(F ) = F ⊗ 1S (weil idS =
1S ∈M(S) ist); daher ru¨hrt auch die Bezeichnung.
1.4.7 A¨quivariante Unita¨re. Seien (AXB, αξβ) und (AYB, αξβ) zwei S-a¨quivariante
Rechts-Hilbert-Bimoduln mit denselben Koeffizienten-Kowirkungen. Sie heißen S-a¨quiva-
riant unita¨r a¨quivalent, wenn es eine S-invariante Unita¨re zwischen ihnen gibt. Das be-
deutet (vgl. 1.1.19), daß es einen nichtentarteten S-a¨quivarianten Morphimus von Rechts-
Hilbert-Bimoduln zwischen ihnen gibt, welcher Identita¨ten als Koeffizienten-Morphismen
hat. Wir benutzen [(AXB, αξβ)] als Schreibweise fu¨r unita¨re A¨quivalenzklassen.
1.4.8 Konjugierte Kowirkungen. Sei (XB, ξβ) eine S-Kowirkung, so daß ξ beid-
seitig nichtentartet als Morphismus von Rechts-Hilbert-Bimoduln ist 1.1.10. Das ist ins-
besondere dann der Fall, wenn XB voll oder beidseitig nichtentartet ist. Unter Verwen-
dung der Konventionen aus 1.1.12 und 1.1.15 definiert der zu ξ adjungierte Morphismus
ξ∗ : BXK(X) → M((X ⊗ S)∗) ∼= M(X∗K(X) ⊗ S) eine S-Kowirkung auf BX∗K(X), denn er
ist koassoziativ nach 1.1.14. Wir nennen (BX
∗
K(X), βξ
∗
Ad(ξ)) die zu (XB, ξβ) adjungierte Ko-
wirkung bzw. den adjungierten a¨quivarianten Rechts-Hilbertmodul. Das Tensorprodukt
(K(X)(X ⊗B X∗)K(X), ξ ]Bξ∗) ist a¨quivariant unita¨r isomorph zu (K(X), Ad(ξ)). Der ver-
bindende Morphismus X⊗BX∗ → K(X) ist durch x⊗y∗ 7→ xy∗ gegeben (vgl. den Beweis
von [15, Remark 2.17]).
1.4.9 A¨quivariante Imprimitivita¨ts-Bimoduln. Unter einer Imprimitivita¨ts-S-Ko-
wirkung verstehen wir eine S-Kowirkung auf einem Imprimitivita¨ts-Bimodul AXB (vgl.
1.1.6). Dann ist automatisch die A-Wirkung ιA auf X a¨quivariant und identifiziert (A,α)
mit (K(X), Ad(ξ)). Wir sagen, (AXB, αξβ) ist ein a¨quivarianter Imprimitivita¨ts-Bimodul
oder auch (A,α) und (B, β) sind S-a¨quivariant Morita-a¨quivalent. Die konjugierte Ko-
wirkung (BX
∗
A, βξ
∗
α), vgl. 1.4.8, ist dann natu¨rlich ebenfalls ein a¨quivarianter Imprimiti-
vita¨ts-Bimodul. In diesem Fall ist das Tensorprodukt (A(X ⊗B X∗)A, α(ξ ]Bξ∗)α) a¨quiva-
riant unita¨r a¨quivalent zu (A,α) und genauso (B(X
∗ ⊗A X)B, β(ξ∗ ]Aξ)β) a¨quivalent zu
(B, β), vgl. [15, Remark 2.17].
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1.4.10 Beispiele. Sei (S,∆) eine Hopf-C∗-Algebra.
1. Das Paar (S,∆) ist selbst eine Rechts-S-Kowirkung.
2. Ist A eine beliebige C∗-Algebra, so existiert stets die triviale S-Kowirkung δtrA auf A,
welche fu¨r a ∈ A durch δtrA (a) := a⊗ 1S ∈MS(A⊗ S) definiert ist. Analog definiert
man fu¨r einen Rechts-Hilbert-Bimodul AXB die triviale Kowirkung δtrA δ
tr
XδtrB
: AXB →
MS(X ⊗ S).
3. Ist G eine lokalkompakte Gruppe und (S,∆) = (C0(G),∆Ĝ) wie in 1.2.6(1.), so
sind C0(G)-Kowirkungen auf Hilbertmoduln dasselbe wie G-Wirkungen auf Hilbert-
moduln im Sinne von [30]. Fu¨r den Zusammenhang zwischen G-Wirkungen und
C0(G)-Kowirkungen auf C∗-Algebren siehe auch [15, § A.3].
4. Fu¨r S = C existieren nur triviale Kowirkungen, die keine weitere Struktur bein-
halten. Die C-a¨quivarianten Hilbert-Bimoduln sind folglich gewo¨hnliche Hilbert-
Bimoduln.
1.4.11 Invariante Ideale. Sei (S,∆) eine Hopf-C∗-Algebra und (B, β) eine Algebren-
S-Kowirkung. Sei I ⊆ B ein Ideal in B. Nach [15, Lemma 1.46] kann man S-Multiplika-
torenMS(I⊗S) als C-IdealisatorM = {m ∈MS(B⊗S)|(1⊗S)m∪m(1⊗S) ⊆ I⊗S} in
MS(B ⊗ S) einbetten. Das Ideal I ⊆ B heißt β-invariant, falls unter dieser Identifikation
M ∼= MS(I ⊗ S) das Bild β(I) ⊂ MS(I ⊗ S) ist. Dann ist die Einschra¨nkung βI := β|I
eine S-Kowirkung auf I. Ist β nichtentartet, so ist es offenbar auch βI .
1.4.12 Links-Kowirkungen.Wir haben bis jetzt ausschließlich Rechts-S-Kowirkung-
en betrachtet. Symmetrisch zu Rechts-Kowirkungen ist eine Links-S-Kowirkungen auf ei-
ner C∗-Algebra A eine injektive Abbildungen α : A→M(S⊗A) mit den spiegelbildlichen
Bedingungen. Dann ist αop := σS,A ◦ α : A→ M(A⊗ S) eine Rechts-(S,∆op)-Kowirkung
(vgl. 1.2.6(4.)). Durch diese Konstruktion identifizieren sich die Links-(S,∆)-Kowirkungen
mit den Rechts-(S,∆op)-Kowirkungen. Entsprechendes gilt natu¨rlich auch fu¨r Kowirkung-
en auf Hilbert-Bimoduln.
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1.5.1 Kategorien von Rechts-Hilbert-Bimoduln.Wir benutzen die folgenden Ka-
tegorien von Rechts-Hilbert-Bimoduln:
Definition. Ist (S,∆) eine Hopf-C∗-Algebra, so bezeichnen wir mit HBMS die Katego-
rie der S-a¨quivarianten Hilbert-Bimoduln: Objekte sind S-Kowirkungen (AXB, αξβ) von
Hilbert-Bimoduln (vgl. 1.4.2) und Morphismen sind ξ-ζ-a¨quivariante nichtentartete Mor-
phismen von Rechts-Hilbert-Bimoduln, vgl. 1.4.4. Fu¨r die Menge derHBMS-Morphismen
zwischen (X, ξ) und (Y, ζ) verwenden wir die NotationHBMS((X, ξ), (Y, ζ)). MitHBMneS
bezeichnen wir die volle Unterkategorie mit nichtentarteten Rechts-Hilbert-Bimodul-S-
Kowirkungen als Objekten. Ist S = C, so erhalten wir die Kategorie der Rechts-Hilbert-
Bimoduln mit nichtentarteten Morphismen (ohne Kowirkungsstruktur) und schreiben
HBM statt HBMC.
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Man kann die Kategorie der C∗-Algebren als Unterkategorie von HBM auffassen, in-
dem man nur Objekte der Form AAA und Morphismen der Form ϕϕϕ : AAA → M(BBB)
zula¨ßt, wobei A und B zwei C∗-Algebren sind und ϕ ein nichtentarteter ∗-Morphsmus ist.
Genauso la¨ßt sich die Kategorie der Rechts-Hilbertmoduln mit nichtentarteten Morphis-
men als Unterkategorie von HBM auffassen, indem man nur Objekte bzw. Morphismen
der Form K(X)XB bzw. Ad(Φ)Φϕ betrachtet (vgl. 1.1.3 und 1.1.12). Analoges gilt fu¨r die
S-a¨quivarianten Kategorien. Sa¨mtliche Ergebnisse fu¨r Hilbert-Bimoduln lassen sich daher
auf die Algebren-Kategorien und Rechts-Hilbertmodul-Kategorien einschra¨nken.
1.5.2 Morita-Kategorien. Sei (S,∆) eine Hopf-C∗-Algebra. Die folgende
”
Kategorie“
ist eine bequeme Art, Konstruktionen zu studieren, die mit S-a¨quivarianten Morita-A¨qui-
valenzen und Tensorprodukten vertra¨glich sind. Sie ist die offensichtliche Verallgemeine-
rung der Kategorien A(G) ([15, Theorem 2.8]) und C(G) ([15, Theorem 2.15]) in [15,
Chapter 2].
Wir betrachten die folgende Konstruktion: Wir fassen die unita¨re A¨quivalenzklasse
[(AXB, αξβ)] einer Rechts-Hilbert-Bimodul-S-Kowirkung (vgl. 1.4.2) als Morphismus von
(A,α) nach (B, β) auf und schreiben [(X, ξ)], falls sich die Koeffizienten-Daten von selbst
verstehen. Die Verknu¨pfung von Morphismen ist das innere Tensorprodukt: Ist [(X, ξ)] ein
Morphismus von (A,α) nach (B, β) und [(Y, ζ)] ein Morphimus von (B, β) nach (C, γ),
so ist [(X, ξ)] · [(Y, ζ)] := [(X ⊗B Y, ξ ]Bζ)] (vgl. 1.4.5) ein Morphismus von (A,α) nach
(C, γ). Dieses Produkt ist wohldefiniert, denn sind Φ : (X, ξ)→ (X ′, ξ′) und Ψ : (Y, ζ)→
(Y ′, ζ ′) unita¨re A¨quivalenzen, so ist das Tensorprodukt Φ ⊗B Ψ : (X ⊗B Y, ξ ]Bζ) →
(X ′⊗B Y ′, ξ′ ]Bζ ′) ebenfalls eine unita¨re A¨quivalenz (vgl. 1.4.7). Das Produkt ist offenbar
assoziativ.
Definition. Die S-a¨quivariante Morita-Kategorie MS hat die C
∗-Algebren-S-Kowirkung-
en als Objekte und die obigen Morphismen mit obigem Produkt. Wir sagen, [(X, ξ)] sei
ein MS-Morphismus von (A,α) nach (B, β), und schreiben [(X, ξ)] ∈MS((A,α), (B, β)).
Die Koeffizienten-Daten verstehen sich dann von selbst, und die MS-Identita¨t von (A,α)
ist [(A,α)]. Mit MneS bezeichnen wir die Unterkategorie, deren Objekte bzw. Morphismen
durch nichtentartete Kowirkungen definiert werden. Ist ϕ : (A,α) → M(B, β) ein a¨qui-
varianter ∗-Morphismus, so bezeichnen wir mit [ϕ] := [(ABB, αββ)] in MS((A,α), (B, β))
den induzierten MS-Morphismus (die Links-Wirkung von A auf BB ist durch ϕ gegeben).
Diese Definition liefert strenggenommen keine Kategorie, denn die MS-Morphismen
sind keine Mengen. MS reflektiert aber die algebraischen Eigenschaften einer Kategorie
und kann leicht in eine Kategorie verwandelt werden, wenn man die Kardinalita¨t der
Hilbert-Bimoduln absolut beschra¨nkt. Insbesondere kann man fordern, daß in der Defi-
nition alle C∗-Algebren separabel und alle Hilbertmoduln abza¨hlbar erzeugt sein sollen.
Dann ist die entstehende Morita-Kategorie wirklich eine Kategorie.
Setzt man S = C mit dem trivialen Koprodukt, so erha¨lt man die Morita-Kategorie
M := MC ”
ohne“ Kowirkungen. Wir lassen in diesem Fall die redundanten Kowirkungs-
Informationen (und den Index C) weg. Man kann natu¨rlich die S-a¨quivarianten Strukturen
vergessen und erha¨lt den Vergiß-Funktor MS →M.
1.5.3 MS-Inverse und MS-rechts-Inverse. Die MS-Isomorphismen werden genau
von den a¨quivarianten Morita-A¨quivalenzen repra¨sentiert (vgl. [15, Remark 2.17]). Wir
brauchen spa¨ter eine verwandte Aussage, die auch direkt aus dem Beweis von [15, Remark
2.17] folgt:
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Sei [(X, ξ)] in MS((A,α), (B, β)) und existiere ein Rechts-Inverses in M, d.h. ein M-
Morphismus [Y ] in M(B,A) mit [X] · [Y ] = [A] = 1A. Dann ist die Links-Wirkung
ιA : A→ LB(X) injektiv.
Beweis. Sei idAΦidA : X ⊗B Y → A eine unita¨re A¨quivalenz (vgl. 1.1.19). Dann ist we-
gen der Vertra¨glichkeit der linken Koeffizienten-Abbildung (vgl. 1.1.13) idA = Ad(Φ) ◦
(ιA ⊗B idY ) und deshalb ιA injektiv. 2
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2.Kapitel: Verschra¨nkte Produkte von Kowirkungen
§ 2.1 C∗-Algebren-Kowirkungen
Es sei (S,∆) eine Hopf-C∗-Algebra wie in 1.2.2. Man kann den Begriff der kovarianten
Darstellungen, wie er fu¨r Algebren mit G-Wirkung bzw. G-Kowirkung exisitert, vgl. [15,
§ A.2 und § A.6], auf Algebren-S-Kowirkungen (vgl. 1.4.1) ausweiten (vgl. [45, Definition
2.8] und [50]):
2.1 Definition. Ein kovarianter Homomorphismus von (A,α) in eine C∗-Algebra B ist
ein Paar (pi, u), bestehend aus einem ∗-Homomorphismus pi : A→M(B), zusammen mit
einer unita¨ren S-Kodarstellung u ∈ UM(B⊗S) auf D (vgl. 1.2.3), so daß die Kovarianz-
Gleichung Ad(u) ◦ (pi ⊗ 1S) = (pi ⊗ idS)α erfu¨llt ist. Ein kovarianter Homomorphismus
(pi, u) heißt nichtentartet, falls pi nichtentartet ist. Ist B = K(H) fu¨r einen Hilbertraum
H, so sprechen wir von einer kovarianten Darstellung auf H.
Ebenso lassen sich verschra¨nkte Produkte auf C∗-Algebren mit S-Kowirkung (A,α)
verallgemeinern, vgl. die Definitionen [56, Def. 1], [57, Def. 2.8], [50, § 5], [45, Def. 2.11(b)]
und [48, Def. 2.9(b)]:
2.2 Definition. Es sei (A,α) eine S-Kowirkung. Ein verschra¨nktes Produkt von (A,α)
ist ein Tripel (C, jα, uα), bestehend aus einer C
∗-Algebra C zusammen mit einem nicht-
entarteten kovarianten Homomorphismus (jα, uα) von (A,α) nach C, das die universelle
Eigenschaft bzgl. kovarianter Homomorphismen von (A,α) besitzt. Damit ist gemeint,
daß zu jedem nichtentarteten kovarianten Homomorphismus (pi, u) von (A,α) auf einer
C∗-Algebra B genau ein nichtentarteter ∗-Homomorphismus pi × u : C −→ M(B) mit
(pi × u) ◦ jα = pi und (pi × u⊗ idS)(uα) = u existiert.
2.3 Bemerkung. 1. Ist (S,∆) dualisierbar wie in 1.2.4, so ist das universelle Dual
(Ŝ, ι, u) ein verschra¨nktes Produkt der trivialen S-Kowirkung (C, δtr) auf C, wobei
ι : C→M(Ŝ) die Einbettung als Skalare bezeichnet.
2. Ist ϕ :C→M(B) mit den Notationen in Definition 2.2 ein nichtentarteter ∗-Mor-
phismus, so ist (ϕ◦jα, (ϕ⊗ idS)(uα)) offenbar ein nichtentarteter kovarianter Homo-
morphismus von (A,α) nach B und ϕ = (ϕjα)× (ϕ⊗ idS)(uα). Die nichtentarteten
∗-Morphismen von C kodieren also exakt die nichtentarteten kovarianten Homomor-
phismen von (A,α).
3. Da man jede C∗-Algebra treu auf einem Hilbertraum darstellen kann, reicht es,
die universelle Eigenschaft von (C, jA, uα) fu¨r alle nichtentarteten kovarianten Dar-
stellungen auf einem Hilbertraum H zu fordern (vgl. auch den Beweis von Lemma
2.9).
Wie das universelle Dual von (S,∆) brauchen verschra¨nkte Produkte in dieser Allge-
meinheit nicht zu existieren. Wir werden spa¨ter sehen (Lemma 2.11), daß aus der Existenz
eines starken universellen Duals (Ŝ, u) (vgl. 1.2.5) mit einer milden Zusatzbedingung au-
tomatisch die Existenz von verschra¨nkten Produkten folgt. Es gibt bis auf Isomorphie
jedoch ho¨chstens ein verschra¨nktes Produkt von (A,α), vgl. [45, Remark 2.12(a)] und
[50, Thm 5.2]):
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2.4 Lemma. Es sei (A,α) eine Algebren-S-Kowirkung. Sind (C, jα, uα) und (D, iα, vα)
verschra¨nkte Produkte von (A,α), so gibt es genau einen Isomorphismus ϕ : C → D mit
ϕ ◦ jα = iα und (ϕ⊗ idS)(uα) = vα.
Beweis. Wegen der jeweiligen universellen Eigenschaften gibt es nichtentartete ∗-Mor-
phismen ϕ := iα× vα : C →M(D) und ψ := jα× uα : D →M(C) mit den Eigenschaften
aus der Definition 2.2. Aus der Eindeutigkeit in den jeweiligen universellen Eigenschaften
folgt, daß die Verknu¨pfungen ψ ◦ ϕ bzw. ϕ ◦ ψ gleich den Inklusionen C ⊆ M(C) bzw.
D ⊆M(D) sind. Also folgt die Behauptung aus 1.1.20. 2
2.5 Notation. Aufgrund der Eindeutigkeit werden wir das verschra¨nkte Produkte von
(A,α) mit (Aoα Ŝ, jα, uα) bezeichnen. Besteht keine Verwechslungsgefahr, so schreiben
wir auch einfach Ao Ŝ. Wir verwenden die Notation (pi, u) : (A, Ŝ)→M(B) als Notation
fu¨r kovariante Homomorphismen (auch wenn kein universelles Dual im Sinne von 1.2.4
existiert).
2.6 Bemerkung. Es sei (S,∆) eine dualisierbare Hopf C∗-Algebra mit universellem Dual
(Ŝ, u) (vgl. 1.2.4) und (A,α) eine Algebren-S-Kowirkung wie in 1.4.1.
1. Unita¨re Kodarstellungen u ∈ UM(B⊗S) korrespondieren definitionsgema¨ß zu nicht-
entarteten ∗-Morphismen µ : Ŝ →M(B) durch die Beziehung (µ⊗ idS)(u) = u. Wir
sagen µ geho¨rt zu u und umgekehrt und betrachten µ und u als vo¨llig gleichwer-
tig. Ist (Aoα Ŝ, jα, uα) das verschra¨nkte Produkt aus 2.2, so bezeichnen wir mit
jα
Ŝ
: Ŝ →M(Aoα Ŝ) den zu uα geho¨rigen ∗-Morphismus.
2. Mit den Konventionen des ersten Teils lassen sich kovariante Homomorphismen von
(A,α) nach B als Paare (pi, µ) : (A, Ŝ)→M(B) von ∗-Morphismen auffassen, wobei
µ : Ŝ → M(B) nichtentartet ist und die Kovarianz-Gleichung Ad((µ ⊗ id)(u)) ◦
(pi ⊗ 1S) = (pi ⊗ idS)α erfu¨llt ist. Wir verwenden dementsprechend die Notation
pi × µ := pi × u : Aoα Ŝ → M(B). Es gilt dann (pi × µ) ◦ jαŜ = µ wegen der
Gleichung ((pi × µ)jα
Ŝ
⊗ idS)(u) = (pi × u ⊗ idS)(uα) = u = (µ ⊗ idS)(u) und der
universellen Eigenschaft von (Ŝ, u).
3. Die universelle Eigenschaft u¨bersetzt sich in der Schreibweise (Aoα Ŝ, jα, jαŜ ) wie
folgt: Zu jedem nichtentarteten kovarianten Homomorphismus (pi, µ) : (A, Ŝ) →
M(B) existiert genau ein nichtentarteter ∗-Morphismus pi × µ : Aoα Ŝ → M(B)
mit (pi × µ) ◦ jα = pi und (pi × µ) ◦ jαŜ = µ. Das ist eine u¨blichere Formulierung der
universellen Eigenschaft, vgl. [56, Definition 1].
In diesem Zusammenhang la¨ßt sich fu¨r stark dualisierbares (S,∆) (vgl. 1.2.5) charak-
terisieren, wann zwei ∗-Homomorphismen pi : A→ M(B) und µ : Ŝ → M(B) kommutie-
rende Bilder haben:
2.7 Lemma. Die ∗-Morphismen pi und µ wie oben haben genau dann kommutierende
Bilder, wenn (pi, µ) : (A, Ŝu) → M(B) kovariant bezu¨glich der trivialen S-Kowirkung
auf A ist, d.h. wenn die zu µ geho¨rige unita¨re Kodarstellung u mit Elementen der Form
pi(a)⊗ 1S fu¨r a ∈ A vertauscht.
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Beweis. Wir benutzen die Bezeichnung F ⊆ S ′ wie in 1.2.5 und verwenden die zu µ
geho¨rige unita¨re Kodarstellung u. Man muß aus der Kovarianzgleichung die Kommu-
tativita¨t pi(a)µ(ŝ) = µ(ŝ)pi(a) nur fu¨r alle a in A und fu¨r Elemente ŝ in Ŝ der Form
ŝ = (id⊗f)(u) mit f ∈ F nachweisen. Dies folgt aus pi(a)µ(ŝ) = (id⊗f)((pi(a)⊗1S) ·u) =
(id⊗ f)(u · (pi(a)⊗ 1S)) = µ(ŝ)pi(a). Die umgekehrte Richtung ist trivial. 2
Insbesondere ist in diesem Fall der Abschluß pi(A)µ(Ŝu) = µ(Ŝu)pi(A) ⊆ M(B) eine
C∗-Unteralgebra von M(B). Allgemeiner gilt fu¨r kovariante Homomorphismen das fol-
gende Lemma, vgl. [56, Beweis von Proposition 3(2)], [50, Lemma 5.1] und [15, Proposi-
tion A.36]. Es kann genau wie die entsprechende Aussage fu¨r Hilbert-Bimoduln (Lemma
2.25) bewiesen werden.
2.8 Lemma. Fu¨r eine stark dualisierbare (S,∆) Hopf-C∗-Algebra wie in 1.2.5 und eine
Algebren-S-Kowirkung (A,α) gilt:
1. Ist (pi, µ) : (A, Ŝ) → M(B) ein kovarianter Homomorphismus im Sinne von 2.6,
so ist C∗(pi, µ) := pi(A) · µ(Ŝ) = µ(Ŝ) · pi(A) ⊆ M(B) eine C∗-Unteralgebra von
M(B).
2. Ist (Aoα Ŝ, jα, jαŜ ) das verschra¨nkte Produkt von (A,α) (vgl. Bemerkung 2.6), so
ist C∗(jα, jαŜ ) = Aoα Ŝ und insbesondere jα(A) · jαŜ (Ŝ) dicht in Aoα Ŝ. 2
Die Beschra¨nkung auf nichtentartete kovariante Homomorphismen in der Definition
2.2 von verschra¨nkten Produkten vereinfacht den Umgang mit der universellen Eigenschaft
erheblich. Aber natu¨rlich erha¨lt man auch die folgende universelle Eigenschaft fu¨r evtl.
entartete kovariante Homomorphismen (vgl. [56, Definition 1] und [15, Theorem A.41]):
2.9 Lemma. Unter den Voraussetzungen von Lemma 2.8 gibt es zu jedem (evtl. entarte-
ten) kovarianten Homomorphismus (pi, µ) : (A, Ŝ)→M(B) von (A,α) einen eindeutigen
(evtl. entarteten) ∗-Homomorphismus pi × µ : Aoα Ŝ → M(B) mit pi × µ(jα(a)jαŜ (ŝ)) =
pi(a)µ(ŝ) fu¨r alle a ∈ A und ŝ ∈ Ŝ.
Beweis. Wegen Lemma 2.8 ist pi × µ eindeutig bestimmt, und wir mu¨ssen nur noch die
Existenz zeigen. Wir wa¨hlen eine treue, nichtentartete Darstellung ρ : B → L(H) von
B auf einem Hilbertraum H und setzen Hpi := ρpi(A) ·H. Dann ist Hpi ein Ŝ-invarianter
Teilraum von H, denn wegen Lemma 2.8 gilt
ρµ(Ŝ)Hpi = ρµ(Ŝ)ρpi(A)H = ρ(µ(Ŝu)pi(A))H = ρ(pi(A)µ(Ŝ))H
= ρpi(A)ρµ(Ŝ)H = ρpi(A)H = Hpi ,
wobei außerdem ausgenutzt wird, daß die Darstellung ρ◦µ von Ŝ auf H nichtentartet ist.
Also ist auch H⊥pi ein Ŝ-invarianter Teilraum. Die Darstellungen ρpi bzw. ρµ von A bzw. Ŝ
auf H besitzen also bezu¨glich der Zerlegung H = Hpi ⊕H⊥pi die Form ρpi =
(
ρpi|Hpi 0
0 0
)
und
ρµ =
(
ρµ|Hpi 0
0 ρµ|
H⊥pi
)
. Die obige Rechnung zeigt weiterhin, daß (ρpi |Hpi , ρµ |Hpi) : (A, Ŝu)→
L(Hpi) eine nichtentartete kovariante Darstellung auf Hpi ist. Nach der universellen Ei-
genschaft des verschra¨nkten Produkts gibt es daher genau eine nichtentartete Darstellung
ϕ : Aoα S → L(Hpi) mit ϕ ◦ jα = ρpi |Hpi und ϕ ◦ jαŜ = ρµ |Hpi . Wir fassen sie durch
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triviale Fortsetzung ϕ˜ : z 7→ ( ϕ(z) 0
0 0
)
als (evtl. entartete) Darstellung von Aoα Ŝ auf
H = Hpi⊕H⊥pi auf. Die Darstellung ϕ˜ faktorisiert u¨ber M(B), denn mit z = jα(a)jαŜ (ŝ) in
Aoα Ŝ ist ϕ˜(z) =
(
ρpi(a)ρµ(ŝ)|Hpi 0
0 0
)
=
(
ρpi|Hpi (a) 0
0 0
) · ( ρµ|Hpi (ŝ) 00 ρµ|
H⊥pi (ŝ)
)
= ρpi(a)ρµ(ŝ) =
ρ(pi(a))µ(ŝ)) ein Element in ρ(M(B)). Man erha¨lt deshalb einen ∗-Homomorphismus
pi × µ : Aoα Ŝ → M(B), der wegen ρ ◦ (pi × µ) = ϕ˜ offenbar die geforderte Eigenschaft
erfu¨llt. 2
2.10 Bemerkung. Die Lemmata 2.8 und 2.9 zeigen, daß fu¨r stark dualisierbares (S,∆)
die offensichtliche Verallgemeinerung der Definition (2.1) in [56] mit der Definition 2.2
u¨bereinstimmt.
Der Rest dieses Abschnitts soll dazu dienen, das verschra¨nkte Produkt von (A,α)
unter der Voraussetzung zu konstruieren, daß (S,∆) stark dualisierbar wie in 1.2.5 ist
und es u¨berhaupt einen nichtentarteten kovarianten Homomorphismus von (A,α) gibt.
Wir folgen dabei einer Beweisidee von Ng, welcher in [48, Theorem 2.12] versucht, das
verschra¨nkte Produkt Aoα Ŝ als Quotient des freien Produkts A ∗ Ŝ zu realisieren. Der
dort angegebene Beweis ist jedoch unvollsta¨ndig, da er nur fu¨r den Fall unitaler Algebren
A und Ŝ anwendbar ist. Aus der Beweisfu¨hrung in [48, Theorem 2.12] wu¨rde sonst folgen,
daß die Homomorphismen jα : A → M(Aoα Ŝ) und jαŜ : Ŝ → M(Aoα Ŝ) schon Werte
in Aoα Ŝ selbst annehmen, was im allgemeinen (schon bei Gruppen) nicht korrekt ist.
Das Problem besteht darin, daß die kanonischen Abbildungen von A und Ŝ in das freie
Produkt i.a. entartet sind.
2.11 Satz. Es sei (S,∆) stark dualisierbar und (A,α) eine Algebren-S-Kowirkung (vgl.
1.4.1). Es gibt genau dann ein verschra¨nktes Produkt fu¨r (A,α), wenn es einen nicht-
entarteten kovarianten Homomorphismus von (A,α) gibt.
Beweis. Wir mu¨ssen nur zeigen, daß die Bedingung hinreichend fu¨r die Existenz ver-
schra¨nkter Produkte ist. Wir betrachten das freie Produkt M(A)∗M(Ŝ) mit kanonischen
Abbildungen τ1 : M(A) → M(A) ∗M(Ŝ) und τ2 : M(Ŝ) → M(A) ∗M(Ŝ). Diese sind
unital, insbesondere also nichtentartet. Jeder nichtentartete kovariante Homomorphismus
(pi, µ) : (A, Ŝ)→M(B) definiert mittels der universellen Eigenschaft des freien Produkts
einen (unitalen) ∗-Homomorphismus p¯i ∗ µ¯ : M(A) ∗M(Ŝ) → M(B) mit (p¯i ∗ µ¯) ◦ τ1 = p¯i
und (p¯i ∗ µ¯) ◦ τ2 = µ¯. Wir benutzen hierbei Querstriche, um die Fortsetzungen der ∗-
Homomorphismen auf die Multiplikator-Algebren zu verdeutlichen. Wir bezeichnen mit I
die folgende Teilmenge von M(A) ∗M(Ŝ):
I := {x ∈M(A) ∗M(Ŝ) | p¯i ∗ µ¯(x) = 0 fu¨r alle nichtentarteten kovarianten
Homomorphismen (pi, µ) von (A,α) }.
Offenbar ist I ein abgeschlossenes Ideal vonM(A) ∗M(Ŝ). Es ist ein echtes Ideal, da nach
Voraussetzung mindestens ein nichtentarteter kovarianter Homomorphismus existiert und
deshalb 1 /∈ I ist. Wir bezeichnen die Quotientenabbildung mit q : M(A) ∗M(Ŝ) →
M(A) ∗M(Ŝ)/I und den Quotienten mit D. Man erha¨lt ∗-Homomorphismen
ϕA : A ⊆M(A) τ1−→M(A) ∗M(Ŝ) q−→ D und
ϕŜ : Ŝ ⊆M(Ŝ)
τ2−→M(A) ∗M(Ŝ) q−→ D,
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die nichtentartet sind. Das Paar (ϕA, ϕŜ) ist im Sinne von Bemerkung 2.6 kovariant: Dazu
mu¨ssen wir fu¨r a ∈ A die Gleichung Ad((ϕŜ ⊗ idS)(u))(ϕA(a) ⊗ 1S) = (ϕA ⊗ idS)(α(a))
zeigen. Nach Definition von ϕA und ϕŜ ist diese Gleichung a¨quivalent dazu, daß die
Differenz m := Ad(τ2 ⊗ idS)(u))(τ1(a) ⊗ 1S) − (τ1 ⊗ idS)(α(a)) im Kern von q ⊗ idS :
M(M(A) ∗M(Ŝ) ⊗ S) → M(D ⊗ S) liegt. Wir betrachten dazu einen nichtentarteten
kovarianten Homomorphismus (pi, µ) : (A, Ŝ) → M(B). Dann ist wegen der Kovarianz
von (pi, µ) das Element (p¯i ∗ µ¯⊗ idS)(m) gleich
[Ad(((p¯i ∗ µ¯)τ2 ⊗ idS)(u))(p¯i ∗ µ¯)τ1(a)⊗ 1S)]− ((p¯i ∗ µ¯)τ1 ⊗ idS)(α(a))
= Ad((µ⊗ idS)(u))(pi(a)⊗ 1S)− (pi ⊗ idS)(α(a)) = 0.
Fu¨r jedes beschra¨nkte lineare Funktional f in S ′ (vgl. 1.0.2) gilt demnach
p¯i ∗ µ¯((id⊗ f)(m)) = (id⊗ f)((p¯i ∗ µ¯⊗ idS)(m)) = 0.
Also ist (id⊗ f)(m) ∈ I, da die kovariante Darstellung (pi, µ) beliebig war. Somit ist fu¨r
jedes f ∈ S ′ das Element (id ⊗ f)((q ⊗ idS)(m)) = q((id ⊗ f)(m)) = 0, weshalb nach
einem Lemma u¨ber
”
Abschneiden“ mit linearen Funktionalen [15, Lemma A.30] bereits
(q ⊗ idS)(m) = 0 folgt. Damit ist die Kovarianz von (ϕA, ϕŜ) bewiesen.
Wir werden zeigen, daß C := C∗(ϕA, ϕŜ) ⊆ D, vgl. Lemma 2.8, zusammen mit den
Morphismen ϕA und ϕŜ ein verschra¨nktes Produkt (C,ϕA, ϕŜ) von (A,α) ist: Wegen C =
ϕA(A) · ϕŜ(Ŝ) = ϕŜ(Ŝ) · ϕA(A) kann man ϕA bzw. ϕŜ als nichtentartete ∗-Morphismen
von A bzw. Ŝ nachM(C) auffassen. Der kovariante Homomorphismus (ϕA, ϕŜ) ist univer-
sell, denn fu¨r jeden nichtentarteten kovarianten Homomorphismus (pi, µ) : (A, Ŝ)→M(B)
faktorisiert p¯i∗µ¯ nach Konstruktion u¨berD, d.h. es gibt einen Morphismus ψ : D →M(B)
mit ψ ◦ q = p¯i ∗ µ¯. Die Einschra¨nkung auf C ergibt einen unitalen ∗-Homomorphismus
pi × µ := ψ |C : C → M(D) und ist wegen pi × µ(C) ·B = pi(A) · µ(C) ·B = B nichtent-
artet (denn pi und µ sind nichtentartet). Es folgen die Gleichungen
(pi × µ) ◦ ϕA = ψ ◦ q ◦ τ1 ◦ τA = (p¯i ∗ µ¯) ◦ τ1 ◦ τA = pi und
(pi × µ) ◦ ϕŜ = ψ ◦ q ◦ τ2 ◦ τŜ = (p¯i ∗ µ¯) ◦ τ2 ◦ τŜ = µ
mit der universellen Eigenschaft des freien Produkts (hierbei bezeichnen τA und τŜ die
Einbettungen in die Multiplikator-Algebren). Also ist (C,ϕA, ϕŜ) ein verschra¨nktes Pro-
dukt von (A,α). 2
Die Bedingung des Satzes ist sehr schwach, denn durch Induzieren eines kovarianten
Homomorphismus der Hopf-C∗-Algebra (S,∆) selbst (vgl. 1.4.10) erha¨lt jede C∗-Algebra
mit S-Kowirkung (A,α) einen kovarianten Homomorphismus:
2.12 Lemma. Es sei (A,α) eine Algebren-S-Kowirkung. Ist (pi, u) : (S, Ŝ)→ M(B) ein
kovarianter Homomorphismus nach B, so ist das von (pi, u) induzierte Paar
((idA ⊗ pi)α, 1A ⊗ u) : (A, Ŝ) −→M(A⊗B)
ein kovarianter Homomorphismus von (A,α) auf A⊗B.
Die Kovarianz-Bedingung von (idA⊗pi)α, 1A ⊗ u) folgt sofort aus derjenigen von (pi, u).
2.13 Korollar. Es sei (S,∆) eine stark dualisierbare Hopf-C∗-Algebra (vgl. 1.2.5), die
einen kovarianten Homomorphismus (pi, µ) : (S, Ŝ) → M(B) besitzt. Dann existiert das
verschra¨nkte Produkt (Aoα Ŝ, jα, jαŜ ) fu¨r jede Algebren-S-Kowirkung (A,α).
30 2 Verschra¨nkte Produkte von Kowirkungen
§ 2.2 Rechts-triviale Kowirkungen
Es sei (S,∆) eine Hopf-C∗-Algebra wie in 1.2.2. Um die Konstruktionen aus Abschnitt
§ 2.1 auf Rechts-Hilbert-Bimoduln zu verallgemeinern ist es zweckma¨ßig, den Begriff der
unita¨ren Kodarstellung in 1.2.3 umzuformulieren: Wir erhalten eine gro¨ßere Flexibilita¨t.
2.14 Definition. Es sei ZR ein Rechts-Hilbertmodul. Eine rechts-triviale S-Kowirkung
auf ZR ist ein nichtentarteter Morphimus von Hilbertmoduln δ
•
Z : ZR → M(ZR ⊗ S) mit
der trivialen Kowirkung δtrR auf R als rechter Koeffizienten-Abbildung (vgl. 1.4.10), so daß
δ•Z koassoziativ ist, vgl. 1.4.2.
2.15 Beispiel. Triviale S-Kowirkungen δtrZ : ZR → M(Z ⊗ S) (vgl. 1.4.10) sind rechts-
trivial. Allgemeiner sei u ∈ UM(K(Z) ⊗ S) eine unita¨re Kodarstellung von S auf K(Z).
Dann ist δuZ := u ◦ δtrZ : ZR →M(Z ⊗ S) eine rechts-triviale S-Kowirkung, denn es gilt
(δuZ ⊗ idS)δuZ = u12 · u13 · (δtrZ ⊗ idS)δtrZ = (id⊗∆)(u) · (id⊗∆)δtrZ = (id⊗∆)δuZ .
2.16 Lemma. Mit den Bezeichnungen wie in Definition 2.14 und Beispiel 2.15 ist je-
de rechts-triviale S-Kowirkung δ•Z : Z → M(Z ⊗ S) von der Form δ•Z = δuZ mit u :=
Ad(δ•Z , δ
tr
Z )(1K(Z)).
Beweis. Die Adjunktion Ad(δ•Z , δ
tr
Z ) : KR(Z)→ M(KR(Z)⊗ S) (vgl. 1.1.12) ist mit den
Konventionen aus 1.4.3 ein nichtentarteter Morphismus von Rechts-Hilbert-Bimoduln und
das Element u := Ad(δ•Z , δ
tr
Z )(1K(Z)) wegen 1.1.16 eine Unita¨re in UM(K(Z)⊗S). Fu¨r ein
z in Z folgt die Gleichung δ•Z(z) = δ
•
Z(1K(Z) · z) = Ad(δ•Z , δtrZ )(1K(Z)) · δtrZ (z) = (u · δtrZ )(z),
wobei wir in der zweiten Identita¨t die Definition von Ad(δ•Z , δ
tr
Z ) in 1.1.12 und strikte
Stetigkeit verwendet haben. Wegen 1.4.3 ist Ad(δ•Z , δ
tr
Z ) koassoziativ (vgl. 1.4.2) und u
daher eine unita¨re Kodarstellung:
(idK(X) ⊗∆)(u) = (id⊗∆)(Ad(δ•Z , δtrZ )(1)) = (Ad(δ•Z , δtrZ )⊗ id)(Ad(δ•Z , δtrZ )(1))
= (Ad(δ•Z , δ
tr
Z )⊗ idS)(u)
= (Ad(δ•Z , δ
tr
Z )⊗ idS)(1K(Z) ⊗ 1S) · (Ad(δtrZ )⊗ idS)(u)
= u12 · u13 ∈ UM(K(Z)⊗ S ⊗ S).
Die letzte Identita¨t folgt dabei mit der offensichtlichen Beziehung Ad(δtrZ ) = δ
tr
K(Z). 2
2.17 Bemerkung. 1. Mit den obigen Notationen definieren die Zuordnungen δ•Z 7→
u := Ad(δ•Z , δ
tr
Z )(1) und u 7→ δuZ eine Korrespondenz zwischen rechts-trivialen S-
Kowirkungen auf ZR und unita¨ren Kodarstellungen von S auf K(Z). Wir sagen
δ•Z geho¨re zu u und umgekehrt. Ist (S,∆) zusa¨tzlich dualisierbar (siehe 1.2.4), so
bezeichnen wir δ•Z , u und µ : Ŝ → M(K(Z)) (vgl. Bemerkung 2.6) als einander
zugeho¨rig und betrachten sie als gleichwertige Beschreibungen.
2. Es sei zusa¨tzlich ιL : L→M(K(Z)) eine Links-Wirkung auf ZR und LZR somit ein
Rechts-Hilbert-L-R-Bimodul. Die C∗-Algebra L besitze eine S-Kowirkung λ : L→
M(L⊗ S). Dann ist δ•Z genau dann zu einem Rechts-Hilbert-Bimodul-Morphismus
mit linker Koeffizienten-Abbildung λ fortsetzbar, wenn das Paar (ιL, u) : (L, Ŝ) →
M(K(Z)) kovariant ist, denn mit den Konventionen aus 1.4.3 ist die Vertra¨glich-
keit fu¨r die linke Koeffizienten-Abbildung nach 1.1.13 a¨quivalent zu (ιL ⊗ idS)λ =
Ad(δ•Z) ◦ ιL = Ad(u)(ιL ⊗ 1S).
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§ 2.3 Rechts-Hilbert-Bimodul-Kowirkungen
In diesem Abschnitt verallgemeinern wir die Theorie verschra¨nkter Produkte auf Hilbert-
Bimoduln und erhalten dieselben Resultate wie in [47]. Der hier vorgefu¨hrte Zugang
entstand unabha¨ngig von [47] und beruht wesentlich auf den Ergebnissen u¨ber Hilbert-
Bimoduln in [15]. Fu¨r den gesamten Abschnitt sei (S,∆) eine Hopf-C∗-Algebra, vgl. 1.2.2.
2.18 Definition. Es sei (AXB, αξβ) eine S-Kowirkung (vgl. 1.4.2). Ein kovarianter Ho-
momorphismus von X in einen Bimodul LZR ist ein Tripel (ϑΠν , u, v), bestehend aus
einem nichtentarteten Homomorphismus von Hilbert-Bimoduln ϑΠν : AXB → M(LZR)
und unita¨ren S-Kodarstellungen u ∈ UM(L ⊗ S) bzw. v ∈ UM(R ⊗ S) auf L bzw. R,
so daß die Kovarianz-Gleichung Ad(u, v) ◦ (Π ⊗ 1S) = (Π ⊗ idS)ξ von Rechts-Hilbert-
Bimodul-Homomorphismen erfu¨llt ist.
2.19 Bemerkung. 1. Nach unserer Konvention 1.1.10 fu¨r die Identita¨t von Mor-
phismen von Rechts-Hilbert-Bimoduln gelten insbesondere auch die Koeffizienten-
Gleichungen Ad(u) ◦ (ϑ ⊗ 1S) = (ϑ ⊗ idS)α bzw. Ad(v) ◦ (ν ⊗ 1S) = (ν ⊗ idS)β.
Die Paare (ϑ, u) : (A, Ŝ)→M(L) bzw. (ν, v) : (B, Ŝ)→M(R) sind also kovariante
Homomorphismen im Sinne von Definition 2.1.
2. Tatsa¨chlich ist die Definition kovarianter Homomorphismen fu¨r C∗-Algebren mit S-
Kowirkung ein Spezialfall der Definition 2.18, vgl. auch 1.5.1: Ein Morphismus von
Hilbert-Bimoduln mit einer S-a¨quivarianten C∗-Algebra (B, β) als Quelle ist (bis
auf eine unita¨re A¨quivalenz) bereits ein Morphismus von C∗-Algebren (vgl. 1.1.16).
Also stimmen kovariante Homomorphismen von (B, β) , aufgefaßt als Hilbertmodul,
mit denen als C∗-Algebra u¨berein.
3. Sind δ•L bzw. δ
•
R die zu u bzw. v geho¨rigen rechts-trivialen S-Kowirkungen (vgl.
2.17), so ist die Kovarianz-Gleichung a¨quivalent zu Ad(δ•L, δ
•
R) ◦ Π = (Π ⊗ idS)ξ,
wobei wir δ•L auf kanonische Weise als rechts-triviale S-Kowirkung auf Z auffassen.
2.20 Notation. Wie bei C∗-Algebren (vgl. 2.5) verwenden wir die Notation (ϑΠν , u, v) :
((AXB, αξβ), Ŝ)→M(LZR) fu¨r kovariante Homomorphismen von (X, ξ), selbst wenn das
universelle Dual (Ŝ, u) nicht existiert. Gelegentlich ku¨rzen wir zu (Π, u, v) : (X, Ŝ) →
M(Z) ab, falls sich die Koeffizienten-Daten und Kowirkungen von selbst verstehen.
2.21 Definition. Es sei (AXB, αξβ) eine S-Kowirkung auf einem Rechts-Hilbert-Bimodul.
Ein verschra¨nktes Produkt von (AXB, αξβ) ist ein Tupel (CYD, jαjξjβ , uα, uβ), bestehend
aus einem kovarianten Homomorphismus (jαjξjβ , uα, uβ) : (AXB, Ŝ) −→M(CYD) in einen
Rechts-Hilbert-Bimodul CYD, welcher die universelle Eigenschaft bzgl. kovarianter Homo-
morphismen von (X, ξ) besitzt. Damit ist gemeint, daß es zu jedem kovarianten Homo-
morphismus (ϑΠν , u, v) : (X, Ŝ)→M(LZR) genau einen nichtentarteten Morphismus von
Rechts-Hilbert-Bimoduln
ϑ×u[Π× (u, v)]ν×v : CYD −→M(LZR)
mit [Π× (u, v)] ◦ jξ = Π und ([ϑ× u]⊗ idS)(uα) = u bzw. ([ν × v]⊗ idS)(uβ) = v gibt.
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2.22 Bemerkung. Wir benutzen dieselben Bezeichnungen wie in Definition 2.21.
1. Die Notation des verschra¨nkten Produkts deutet an, daß die Koeffizienten-Algebren
(C, jα, uα) und (D, jβ, uβ) automatisch verschra¨nkte Produkte der C
∗-Algebren-
Kowirkungen (A,α) und (B, β) im Sinne von Definition 2.2 sind. Wir werden das
in einer spa¨teren Konstruktion (vgl. Satz 2.31) sehen.
2. Wie bei C∗-Algebren (Bemerkung 2.3) kodiert das verschra¨nkte Produkt CYD genau
die kovarianten Homomorphismen von (X, ξ). Denn ist ψΦϕ : CYD → M(LZR) ein
nichtentarteter Morphismus, so ist mit ψuα := (ψ⊗ id)(uα) und ϕuβ := (ϕ⊗ id)(uβ)
das Tripel (Φ ◦ jξ, ψuα, ϕuβ) kovariant und Φ = (Φ ◦ jξ)× (ψuα, ϕuβ).
3. Ist (S,∆) dualisierbar (vgl. 1.2.4) und sind µu bzw. µv die zu u bzw. v geho¨ri-
gen ∗-Morphismen (vgl. Bemerkung 2.6), so verwenden wir auch die Schreibweise
(ϑΠν , µu, µv) : (X, Ŝ) → M(Z) fu¨r kovariante Homomorphismen von (X, ξ) sowie
Π×(µu, µv) fu¨r den zugeho¨rigen Morphismus des verschra¨nkten Produkts. In diesem
Kontext u¨bersetzen sich die Gleichungen der Definition 2.21 zu Π× (µu, µv)◦jξ = Π
und ϑ× µu ◦ jαŜ = µu bzw. ν × µv ◦ j
β
Ŝ
= ν (vgl. Bemerkung 2.6).
Wie bei C∗-Algebren gibt es bis auf Isomorphie ho¨chstens ein verschra¨nktes Produkt.
Das folgt genau wie Lemma 2.4 aus den jeweiligen universellen Eigenschaften und der
Charakterisierung 1.1.20 fu¨r Isomorphismen.
2.23 Lemma. Es seien (CYD, jαjξjβ , uα, uβ) und (C′Y
′
D′ , iαiξiβ , vα, vβ) verschra¨nkte Pro-
dukte von (AXB, αξβ). Dann gibt es genau einen Isomorphismus ψΦϕ : CYD → C′Y ′D′ von
Rechts-Hilbert-Bimoduln mit Φ ◦ jξ = iX und (ψ⊗ idS)(uα) = vα bzw. (ϕ⊗ idS)(uβ) = vβ.
2.24 Beispiel. Ist G eine lokalkompakte Gruppe undX ein Hilbertmodul mit G-Wirkung
(vgl. Beispiel 1.4.10), so entsteht das verschra¨nkte Produkt eines Hilbert-Bimoduls X
mit G-Wirkung durch Vervollsta¨ndigung des Pra¨-Hilbertmoduls Cc(G,X) mit diversen
Strukturabbildungen und Einbettung durch konstante Funktionen (vgl. [30, Definition
3.8] oder [15, Proposition 3.2]).
Das folgende Ergebnis verallgemeinert Lemma 2.8 auf Hilbert-Bimoduln:
2.25 Lemma. Es sei (S,∆) eine stark dualisierbare Hopf-C∗-Algebra, vgl. 1.2.5, und
(AXB, αξβ) eine S-Kowirkung. Unter Verwendung der Notation 1.0.1 gilt:
1. Ist (ϑΠν , u, v) : (AXB, Ŝ) → M(LZR) ein kovarianter Homomorphismus und be-
zeichnen µL bzw. µR die zu u bzw. v geho¨rigen
∗-Morphismen (vgl. 2.6), so stimmen
die Normabschlu¨sse µL(Ŝ)Π(X) = Π(X)µR(Ŝ) als Teilmengen von M(Z) u¨berein.
2. Ist (CYD, jξ, uα, uβ) ein verschra¨nktes Produkt von (X, ξ), so gilt Y = µC(Ŝ)jξ(X) =
jξ(X)µD(Ŝ), wobei µC bzw. µD die zu uα bzw. uβ geho¨rigen
∗-Morphismen sind.
Beweis. Wir erinnern an den S-invarianten Teilraum F ⊆ S ′ aus 1.2.5. Fu¨r (1.) reicht
es, µL(ŝ)Π(x) ∈ Π(X)µR(Ŝ) und Π(x)µR(ŝ) ∈ µL(Ŝ)Π(X) fu¨r alle x in X und ŝ in
Ŝ zu zeigen. Es genu¨gt, ŝ von der Form ŝ = (id ⊗ f)(u) oder ŝ = (id ⊗ fˇ)(u∗) (vgl.
1.0.2) mit f ∈ F anzunehmen, denn wegen (id ⊗ f)(u)∗ = (id ⊗ fˇ)(u∗) ist mit den
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Voraussetzungen an F ⊆ S ′ auch (id⊗ Fˇ)(u∗) in Ŝ dicht. Fu¨r ŝ = (id⊗ f)(u) erhalten wir
wegen µL(ŝ) = (id⊗ f)((µL ⊗ id)(u)) = (id⊗ f)(u):
µL(ŝ)Π(x) = (id⊗ f)(u) · Π(x) = (id⊗ f)(u · (Π(x)⊗ 1S))
= (id⊗ f)((Π⊗ idS)(ξ(x)) · v).
Die letzte Identita¨t folgt dabei aus der Kovarianz. Im folgenden deuten wir durch das
Symbol ∼ an, daß ein Limesu¨bergang stattfindet. Die Notation (1A⊗ s)ξ(x) ∼
∑
i xi⊗ si
weist etwa darauf hin, daß sich (1A⊗s)ξ(x) als Norm-Grenzwert von Elementen der Form∑
i xi ⊗ si, mit xi in X und si in S, schreiben la¨ßt. Wegen der S-Invarianz von F kann
man im letzten Term oben f = f ′s schreiben und erha¨lt
(id⊗ f ′)((Π⊗ idS)((1A ⊗ s)ξ(x)) · v) ∼
∑
i
(id⊗ f ′)((Π(xi)⊗ si) · v)
=
∑
i
Π(xi)(id⊗ f ′si)(v)
=
∑
i
Π(xi)µR((id⊗ f ′si)(u)) ∈ Π(X)µR(Ŝ) ,
wobei in der letzten Gleichung die S-Invarianz von F erneut eingeht. Aufgrund der
Normstetigkeit aller beteiligten Abbildungen ist also µL(ŝ)Π(x) in Π(X)µR(Ŝ) enthal-
ten. Auf die gleiche Art und Weise beweist man fu¨r ŝ = (id ⊗ fˇ)(u∗) die Beziehung
Π(x)µR(ŝ) ∈ µL(Ŝ)Π(X).
Fu¨r den zweiten Teil definiere Y˜ := jξ(X)µD(Ŝ) = µC(Ŝ)jξ(X) und C˜ := jA(A)µC(Ŝ)
bzw. D˜ := jB(B)µD(Ŝ). Dann sind C˜ bzw. D˜ nach dem ersten Teil C
∗-Unteralgebren von
M(C) bzw. M(D) und Y˜ ein Unter-Hilbert-C˜-D˜-Bimodul von M(CYD). Die Inklusion
iτj := (C˜ Y˜D˜ ⊆M(CYD)) ist nichtentartet und jξ nimmt offenbar Werte in M(Y˜ ) ⊆M(Y )
an (vgl. 1.1.21). Genauso liegen uα bzw. uβ in UM(C˜⊗S) ⊆M(C⊗S) bzw. UM(D˜⊗S) ⊆
M(D ⊗ S). Das bedeutet, es gibt
”
Faktorisierungen“ jξ = τ ◦ ˜ξ, uα = (i⊗ idS)(u˜α) und
uβ = (j ⊗ idS)(u˜β), wobei
(˜α(˜ξ)˜β , u˜α, u˜β) : (AXB, Ŝ) −→M(C˜ Y˜D˜)
ein kovarianter Homomorphismus ist. Nach der universellen Eigenschaft existiert ein nicht-
entarteter Morphimus
˜α×u˜α [˜ξ × (u˜α, u˜β)]˜β×u˜β : CYD −→M(C˜ Y˜D˜)
mit [˜ξ× (u˜α, u˜β)] ◦ jξ = ˜ξ und ([˜α× u˜α]⊗ idS)(uα) = u˜α bzw. ([˜β × u˜β]⊗ idS)(uβ) = u˜β.
Wendet man τ auf diese Gleichungen an, so erkennt man aufgrund der Eindeutigkeit in
der universellen Eigenschaft, daß die Komposition τ ◦ [˜ξ × (u˜α, u˜β)] gleich der Inklusion
Y ⊆ M(Y ) ist. Trivialerweise ist die umgekehrte Komposition [˜ξ × (u˜α, u˜β)] ◦ τ gleich
der Inklusion Y˜ ⊆ M(Y˜ ). Also sind [˜ξ × (u˜α, u˜β)] und τ nach 1.1.20 zueinander inverse
Isomorphismen CYD ∼= C˜ Y˜D˜ von Rechts-Hilbert-Bimoduln. Insbesondere ist τ surjektiv
(im Sinne von 1.1.10) und C˜ Y˜D˜ sogar gleich CYD. 2
Es gibt eine nu¨tzliche Charakterisierung von verschra¨nkten Produkten von Hilbert-
Bimoduln, indem man verschra¨nkte Produkte von C∗-Algebren (Definition 2.2) benutzt.
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2.26 Proposition. Es seien (AXB, αξβ) eine S-Kowirkung, (C, jα, uα) bzw. (D, jβ, uβ)
verschra¨nkte Produkte von (A,α) bzw. (B, β) sowie Φ : AXB → M(DYC) ein nichtent-
arteter Morphismus von Rechts-Hilbert-Bimoduln mit Koeffizienten-Abbildungen jα bzw.
jβ. Ist das Tripel (jαΦjβ , uα, uβ) : (AXB, Ŝ)→M(CYD) ein kovarianter Homomorphismus
von (X, ξ), dann ist (Y,Φ, uα, uβ) bereits ein verschra¨nktes Produkt von (X, ξ).
Beweis. Wir mu¨ssen die universelle Eigenschaft von (CYD,Φ, uα, uβ) zeigen. Sei dazu
(ϑΠν , u, v) : (AXB, Ŝ) → M(LZR) ein kovarianter Homomorphismus. Es gibt nach Vor-
aussetzung eindeutig bestimmte ∗-Homomorphismen ϑ× u : C →M(L) und ν × v : D →
M(R) mit den Eigenschaften ϑ×u ◦ jα = ϑ und (ϑ×u⊗ idS)(uα) = v bzw. ν× v ◦ jβ = ν
und (ν × v⊗ idS)(uβ) = v. Wir definieren einen nichtentarteten Morphismus von Rechts-
Hilbertmoduln
Ψν×v : YD ∼= X ⊗B D Π⊗B(ν×v)−→ M(Z ⊗R R) ∼= M(ZR),
wobei wir die Identifikation YD ∼= X⊗BD aus 1.1.9 verwenden. Er ist wohldefiniert, da Πν
und ν(ν × v) vertra¨glich sind. Auf Elementen x in X und d in D bedeutet dies Ψ(Φ(x)d) =
Π(x) · (ν × v(d)). Offenbar gilt dann Ψ ◦ Φ = Π, und Ψ ist dadurch eindeutig bestimmt.
Wir mu¨ssen also nur noch die Vertra¨glichkeit von Ψ mit der linken Koeffizientenabbildung
ϑ× u zeigen. Nach 1.1.13 ist dies gleichwertig zu der Identita¨t
Ad(Ψ) ◦ ιC = ιL ◦ (ϑ× u) : C −→M(KR(Z)) = LR(Z)
von ∗-Homomorphismen (mit ι notieren wir jeweils die Wirkungen). Dazu benutzen wir
die universelle Eigenschaft von (C, jα, uα): Erstens gilt mit 1.1.13 und 1.1.14
Ad(Ψ) ◦ ιC ◦ jα = Ad(Ψ) ◦ Ad(Φ) ◦ ιA = Ad(Ψ ◦ Φ) ◦ ιA = Ad(Π) ◦ ιA
= ιL ◦ ϑ = ιL ◦ (ϑ× VL) ◦ jα.
Zweitens erha¨lt man fu¨r x in X, d in D und s in S (unter Verwendung der kanonischen
Identifizierungen aus 1.4.3) die Beziehung
(Ad(Ψ) ◦ ιC ⊗ idS)(uα)[(Ψ⊗ idS)(Φ(x)d⊗ s)]
= (Ψ⊗ idS)(uα · (Φ(x)d⊗ s))
(1)
= (Ψ⊗ idS)((Φ⊗ idS)(ξ(x)) · uβ · (d⊗ s))
(2)
= (Π⊗ idS)(ξ(x)) · ((ν × v ⊗ idS)(uβ · (d⊗ s)))
= (Π⊗ idS)(ξ(x)) · ((ν × v ⊗ idS)(uβ) · (ν × v(d)⊗ s))
= (Π⊗ idS)(ξ(x)) · v · (ν × v(d)⊗ s)
(3)
= u · (Π(x)⊗ 1S) · (ν × v(d)⊗ s)
(4)
= (ιL ◦ (ϑ× u)⊗ idS)(uα)[(Ψ⊗ idS)(Φ(x)d⊗ s)].
Hierbei wurden in (1) sowie (3) Kovarianz-Gleichungen (vgl. Definition 2.18) ausgenutzt
und in (2) sowie (4) die Eigenschaft ΨΦ = Π verwendet. Da Φ nichtentartet ist und Φ(X)D
in Y dicht liegt, gilt aus Stetigkeitsgru¨nden (Ad(Φ)◦ιC⊗idS)(uα) = (ιL◦(ϑ×u)⊗idS)(uα).
Folglich sind nach der universellen Eigenschaft von (C, jA, uα) die Abbildungen Ad(Ψ)◦ιC
und ιL ◦ (ϑ× u) identisch. 2
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Die folgenden Ergebnisse beno¨tigen wir fu¨r den Nachweis der Existenz verschra¨nkter
Produkte (unter denselben schwachen Voraussetzungen wie bei C∗-Algebren). Fu¨r Ten-
sorprodukte von Hilbert-Bimodul-Homomorphismen verweisen wir auf [15, Proposition
1.34] und [15, Proposition 1.38]. Es gilt das folgende Lemma ([15, Lemma 2.12]):
2.27 Lemma. Sind AXB und BYC Rechts-Hilbert-Bimoduln und D eine C
∗-Algebra, so
existiert ein Isomorphismus von Hilbert-Bimoduln
Θ : (X ⊗D)⊗B⊗D (Y ⊗D)
∼=−→ (X ⊗B Y )⊗D
mit Θ((x⊗ d)⊗ (y ⊗ d′)) = (x⊗ y)⊗ dd′. 2
Mithilfe von Θ erha¨lt man eine Mo¨glichkeit, S-Kowirkungen auf Hilbert-Bimoduln zu
tensorieren. Wir brauchen im Hinblick auf rechts-triviale Kowirkungen eine etwas allge-
meinere Aussage als in [15, Propositon 2.13], die aber genauso bewiesen wird.
2.28 Proposition. Es sei (S,∆) eine Hopf-C∗-Algebra, (AXB, αξβ) eine S-Kowirkung
und BYC ein Rechts-Hilbert-Bimodul sowie βζγ : BYC → M(Y ⊗ S) ein nichtentarteter
koassoziativer (vgl. 1.4.2) Morphismus von Rechts-Hilbert-Bimoduln. Dann ist
ξ ]Bζ := Θ ◦ (ξ ⊗B ζ) : AX ⊗B YC →M(AX ⊗B YC ⊗ S)
ebenfalls ein koassoziativer Morphismus von Rechts-Hilbert-Bimoduln mit Koeffizienten-
Abbildungen α und γ. Insbesonder erhalten wir die Spezialfa¨lle:
1. Ist βζγ zudem eine (nichtentartete) S-Kowirkung (vgl. 1.4.2), so auch ξ ]Bζ.
2. Ist (ζ, γ) = (δ•Y , δ
tr) eine rechts-triviale Kowirkung auf YC (vgl. Definition 2.14), so
ist auch ξ ]Bδ
•
Y rechts-trivial.
Beweis. Der allgemeine Teil wird wie in [15, Prop. 2.13] bewiesen. Zum Beweis der dort
mit (3) bezeichneten Gleichung
(Θ⊗ id) ◦Θ ◦ ((id⊗∆)⊗B⊗S (id⊗∆)) ◦ (ξ ⊗B ζ) = (id⊗∆) ◦Θ ◦ (ξ ⊗B ζ)
schreibt man fu¨r s, s′ ∈ S die Elemente ∆(s) bzw. ∆(s′) als strikte Limiten ∆(s) ∼str∑
i si ⊗ ti und ∆(s′) ∼str
∑
j s
′
j ⊗ t′j in M(S ⊗ S). Dann folgt die Behauptung genauso
wie in [15, Proposition 2.13] aus der strikten Stetigkeit aller beteiligten Abbildungen. Der
zweite Spezialfall folgt direkt aus dem allgemeinen Teil, wa¨hrend der erste einfach der
Rest der Aussage in [15, Proposition 2.13] ist. 2
Das folgende Lemma ist der Schlu¨ssel zur Konstruktion verschra¨nkter Produkte von
Rechts-Hilbert-Bimodul-Kowirkungen (AXB, αξβ). Die Hauptschwierigkeit besteht darin,
auf dem natu¨rlichen Kandidaten X⊗B (B oβ Ŝ) fu¨r das verschra¨nkte Produkt als Rechts-
(B oβ Ŝ)-Hilbertmodul eine vertra¨gliche Wirkung von Aoα Ŝ zu finden. Dafu¨r braucht
man eine geeignete rechts-triviale Kowirkung, die bei Gruppen-Wirkungen der diagonalen
Wirkung auf X ⊗B (B oβ Ŝ) entspricht, vgl. Beispiel 2.30.
2.29 Lemma. Es sei (S,∆) eine Hopf-C∗-Algebra, (AXB, αξβ) eine S-Kowirkung (vgl.
1.4.2) und ιA : A → LB(X) die A-Wirkung auf XB. Es existiere das verschra¨nkte Pro-
dukt (Aoα Ŝ, uα) von (A,α). Ist (ν, v) : (B, Ŝ) → M(R) ein nichtentarteter kovarianter
∗-Morphismus (vgl. Definition 2.1) und δ•R die zu v geho¨rige rechts-triviale Kowirkung
(vgl. Bemerkung 2.19), so gilt:
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1. Aus der Kovarianz-Bedingung fu¨r (ν, v) folgt die Existenz der rechts-trivialen Ko-
wirkung ξ ]Bδ
•
R : X ⊗B R→M((X ⊗B R)⊗ S) auf X ⊗B R.
2. Ist ξ ]Bv die zu ξ ]Bδ
•
R geho¨rige unita¨re Kodarstellung, so ist (ιA ⊗ 1R, ξ ]Bv) kova-
riant. Deshlb kann man einen nichtentarteten ∗-Homomorphismus
ιAoŜ := (ιA ⊗ 1R)× (ξ ]Bv) : Ao Ŝ −→M(K(X ⊗B R))
definieren, so daß AoŜ(X ⊗B R)R zu einem Rechts-Hilbert-Bimodul wird.
3. Wir definieren die Abbildung Φ : X → M(X ⊗B R) durch Φ(x)(r) := x ⊗B r fu¨r
x in X und r in R. Dann ist (jAΦν , uα, v) : (AXB, Ŝ) → M(AoŜ(X ⊗B R)R) ein
nichtentarteter kovarianter Homomorphismus von (AXB, αξβ).
Beweis. Fu¨r die erste Behauptung muß man die Vertra¨glichkeit von β und δ•R zeigen.
Diese ist aber genau durch die Kovarianz-Bedingung Ad(δ•R) ◦ ν = (ν ⊗ idS) ◦ β gegeben
(vgl. die Bemerkungen 2.17 und 2.19), denn B bzw. B⊗S wirken auf R bzw. R⊗S durch
ν bzw. ν ⊗ idS. Also existiert ξ ]Bδ•R nach Proposition 2.28.
Der zweite Teil folgt mit x ∈ X, a ∈ A und r ∈ R aus der Rechnung
[Ad(ξ ]Bδ
•
R)(ιA(a)⊗B 1R)](ξ ]Bδ•R(x⊗ r)) = ξ ]Bδ•R(ax⊗ r) = Θ(ξ(ax)⊗B⊗S δ•R(r))
= Θ(α(a)ξ(x)⊗R⊗S δ•R(r))
∗
= ((ιA ⊗ 1R)⊗ idS)(α(a)) ·Θ(ξ(x)⊗R⊗S δ•R(r))
= ((ιA ⊗ 1R)⊗ idS)(α(a)) · (ξ ]Bδ•R(x⊗ r)).
Die mit (∗) gekennzeichnete Identita¨t ergibt sich aus folgender U¨berlegung: Fu¨r Elemente
s1, s2, s3 in S ist
Θ ◦ [(ιA(a)⊗ s1)⊗R⊗S (idR ⊗ idS)]((x⊗ s2)⊗ (r ⊗ s3))
= Θ((ax⊗ s1s2)⊗ (r ⊗ s3))
= (ax⊗ r)⊗ s1s2s3
= [((ιA ⊗ 1R)⊗ idS)(a⊗ s1)] ◦Θ((x⊗ s2)⊗ (r ⊗ s3)),
woraus [((ιA⊗ 1R)⊗ idS)(a⊗ s1)] ◦Θ = Θ ◦ [(ιA(a)⊗ s1)⊗R⊗S (idR ⊗ idS)] fu¨r alle a ∈ A
und s1 ∈ S folgt. Wegen der Normstetigkeit und der stritken Stetigkeit von ιA ist diese
Gleichung fu¨r alle Elemente in M(A⊗ S) gu¨ltig, insbesondere auch fu¨r α(a).
Wir kommen zum Beweis des dritten Teils. Offensichtlich ist Φ(x) ∈ M(X ⊗B R)
(denn Φ(x) hat ein Adjungiertes Φ(x)∗(x′ ⊗B r) = ν(〈x, x′〉B)(r)) und die Abbildung Φ
ist jA-ν-vertra¨glich:
Φ(axb)(r) = axb⊗B r = (ιA ⊗B 1R)(a)(x⊗B ν(b)(r)) = ιAoŜ(jA(a))(Φ(x)(ν(b)r)).
Nach Definition von Φ ist außerdem Φ(x)∗Φ(x′) = Φ(x)∗(x ⊗B 1R) = ν(〈x, x′〉B) und
folglich jAΦν : AXB → M(AoŜ(X ⊗B R)R) ein nichtentarteter Hilbert-Bimodul-Homo-
morphismus. Es bleibt nur noch die Kovarianz-Identita¨t
Ad(δ•α, δ
•
R)(Φ(x)) = (Φ⊗ idS)(ξ(x))
zu zeigen, wobei δ•α die zu uα geho¨rige rechts-triviale Kowirkung ist (vgl. Bemerkung 2.19).
Wir beobachten zuna¨chst, daß nach Definition von ιAoŜ die Gleichung (ιAoŜ ⊗ id) ◦ δ•α =
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ξ ]Bδ
•
R◦ιA gilt (dabei wird ξ ]Bδ•R als rechts-triviale Kowirkung auf K(X⊗BR) aufgefaßt).
Fu¨r r, r′ ∈ R, x ∈ X und s ∈ S gilt deshalb die Identita¨t
Ad(δ•α, δ
•
R)(Φ(x)) · [δ•R(r)(r′ ⊗ s)] = δ•α(Φ(x)r)(r′ ⊗ s)
= ξ ]Bδ
•
R(x⊗B r)(r′ ⊗ s)
= Θ(ξ(x)⊗B⊗S δ•R(r))(r′ ⊗ s)
(∗)
= (Φ⊗ idS)(ξ(x)) · [δ•R(r)(r′ ⊗ s)],
wobei die Gleichung (∗) aus
Θ((x⊗ s1)⊗B⊗S (r ⊗ s2)) = (x⊗B r)⊗ s1s2 = (Φ⊗ idS)(x⊗ s1) · (r ⊗ s2)
und strikter Stetigkeit folgt. Da Summen von Elementen der Form δ•R(r)(r
′ ⊗ s) dicht in
R⊗ S liegen, folgt die Behauptung. 2
2.30 Beispiel. Fu¨r S = C0(G) entspricht der rechts-trivialen Kowirkung ξ ]Bδ•D der dia-
gonalen G-Wirkung t · (x⊗B d) := (t · x)⊗B (t · d) auf dem Hilbertmodul X ⊗B D, wobei
t ∈ G, vgl. [3, S. 706].
Mit diesen Vorbereitungen ist es einfach, die Existenz des verschra¨nkten Produktes fu¨r
Hilbert-Bimoduln aus der Existenz verschra¨nkter Produkte von C∗-Algebren abzuleiten:
2.31 Satz. Es sei (AXB, αξβ) eine Hilbert-Bimodul-S-Kowirkung, fu¨r welche die ver-
schra¨nkten Produkte (Aoα Ŝ, jα, uα) bzw. (B oβ Ŝ, jβ, uβ) im Sinne der Definition 2.2
existieren. Dann gibt es eine Realisierung (AoŜYBoŜ, jξ, uα, uβ) des verschra¨nkten Pro-
dukts von (X, ξ) mit (Aoα Ŝ, jα, uα) bzw. (B oβ Ŝ, jβ, uβ) als Koeffizienten-Tripeln.
Beweis. Wir betrachten den Hilbertmodul YBoŜ := (X ⊗B B oβ Ŝ). Dieser tra¨gt nach
Lemma 2.29 eine Aoα Ŝ-Wirkung
ιAoŜ := (ιA ⊗ 1BoŜ)× (ξ ]Buβ) : Aoα Ŝ −→M(KBoŜ(Y ))
und wir bekommen den Hilbert-Bimodul AoŜYBoŜ. Nach dem dritten Teil des Lemmas
2.29 definiert fu¨r x ∈ X und d ∈ B oβ Ŝ die Abbildung
jξ : X −→M(YBoŜ) jξ(x)(d) := x⊗B d
einen Morphismus von Rechts-Hilbert-Bimoduln, der mit den Koeffizienten-Abbildungen
jα und jβ vertra¨glich ist. Proposition 2.26 beweist, daß (AoŜYBoŜ, jξ, uα, uβ) ein ver-
schra¨nktes Produkt von (AXB, αξβ) ist. 2
2.32 Korollar. Es sei (S,∆) eine stark dualisierbare Hopf-C∗-Algebra (vgl. 1.2.5), so
daß es einen kovarianten Homomorphismus (pi, u) : (S, Ŝ) → M(R) gibt. Dann existiert
das verschra¨nkte Produkt (CYD, jξ, uα, uβ) fu¨r jede S-Kowirkung (AXB, αξβ). Zudem sind
die Koeffizienten-Tripel (C, jα, uα) bzw. (D, jβ, uβ) automatisch verschra¨nkte Produkte der
Koeffizienten-Kowirkungen (A,α) bzw. (B, β).
Beweis. Das folgt sofort aus dem Satz 2.31 zusammen mit Korollar 2.13. 2
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Hat man einen S-a¨quivarianten Hilbertmodul (XB, ξβ), so kann man die Theorie
von kovarianten Homomorphismen und verschra¨nkten Produkten auf den Bimodul-Fall
zuru¨ckfu¨hren:
2.33 Bemerkung. Es sei (XB, ξβ) ein Rechts-Hilbertmodul mit einer S-Kowirkung. Die-
sen erweitern wir zu einem S-a¨quivarianten Hilbert-Bimodul (K(X)XB, Ad(ξ)ξβ), vgl. 1.4.3.
Wir bezeichnen mit (K(X)oŜX oξ ŜBoŜ, jξ, uAd(ξ), uβ) dessen verschra¨nktes Produkt. Ein
kovarianter Homomorphismus von (XB, ξβ) auf dem Hilbertmodul ist ein kovarianter Ho-
momorphismus (Ad(Π)Πν , u, v) : ((K(X)XB, Ad(ξ)ξβ), Ŝ)→ M(K(Z)ZR) im Sinne von Defini-
tion 2.18. Es reicht, daß die Kovarianz-Gleichung Ad(u, v) ◦ (Πν ⊗ 1S) = (Πν ⊗ idS)ξβ als
Gleichung von Rechts-Hilbertmoduln erfu¨llt ist, (Ad(Π), u) : (K(X), Ŝ) → M(K(Z)) ist
dann automatisch kovariant. Wir definieren die unita¨re Kodarstellung
uξ := (ιK(X)oŜ ⊗ idS)(uAd(ξ)) ∈ UM(K(X oξ Ŝ)⊗ S),
wobei ιK(X)oŜ die Wirkung von K(X)oAd(ξ) Ŝ auf X oξ Ŝ ist.
Die Definition in Bemerkung 2.33 ist selbstversta¨ndlich konsistent mit der Definition
fu¨r Hilbert-Bimoduln:
2.34 Bemerkung. Mit den Voraussetzungen und Notationen der Bemerkung 2.33 sei
(AXB, αξβ) zusa¨tzlich ein S-a¨quivarianter Hilbert-Bimodul. Es bezeichne ιA die A-Wir-
kung auf X sowie (Aoα Ŝ, uα) das verschra¨nkte Produkt von (A,α). Dann ist der Mor-
phismus (Ad(jξ) ◦ ιA, uξ) : (A, Ŝ) → M(K(X oξ Ŝ)) kovariant (vgl. Definition 2.2) und
definiert daher eine nichtentartete Links-Wirkung ιAoŜ := (Ad(jξ)ιA) × uξ : Aoα Ŝ →
M(K(X oξ Ŝ)), die X oξ Ŝ zu einem Rechts-Hilbert-(Aoα Ŝ)-(B oβ Ŝ)-Bimodul erwei-
tert. Nach Definition gilt ιAoŜ ◦ jα = Ad(jξ) ◦ ιA und daher ist wegen 1.1.13 der Morphis-
mus jα eine vertra¨gliche linke Koeffizienten-Abbildung fu¨r jξ. Offenbar ist (jαjξjβ , uα, uβ)
dann ein kovarianter Homomorphismus von Rechts-Hilbert-Bimoduln. Mit der Charakte-
risierung aus Proposition 2.26 ist folglich (AoŜX oξ ŜBoŜ, jαjξjβ , uα, uβ) das verschra¨nkte
Produkt von (AXB, αξβ).
2.35 Notation. Der Satz 2.31, zusammen mit der Eindeutigkeits-Aussage in Lemma 2.23,
rechtfertigt die Notation (AoŜX oξ ŜBoŜ, jαjξjβ , uα, uβ) oder abku¨rzend X o Ŝ fu¨r das
verschra¨nkte Produkt von (AXB, αξβ). Denn es gibt keine Kollision mit den Notationen der
verschra¨nkten Produkte fu¨r die Koeffizienten-Kowirkungen. Der HilbertmodulX oξ ŜBoŜ
ist zudem nach Bemerkung 2.34 von der linken Koeffizienten-Kowirkung unabha¨ngig.
Ist (XB, ξβ) ein S-a¨quivarianter Hilbertmodul, so benutzen wir die Notation (Πν , u, v) :
((XB, ξβ), Ŝ)→M(ZR) fu¨r kovariante Morphismen, vgl. Bemerkung 2.33. In diesem Fall
bezeichnen wir außerdem mit (X oξ Ŝ, jξ, uξ, uβ) das verschra¨nkte Produkt und mit jξŜ
den zu uξ geho¨rigen
∗-Morphismus (vgl. Bemerkung 2.6).
2.36 Bemerkung. Verschra¨nkte Produkte sind mit S-a¨quivarianten Morphismen ver-
tra¨glich. Sei dazu ψΦϕ : (AXB, αξβ)→M(CYD, γζδ) ein S-a¨quivarianter Morphismus (vgl.
1.4.4) von S-Hilbert-Bimodul-S-Kowirkungen. Mit den obigen Notationen ist das Tri-
pel (jζ ◦ Φ, uγ, uδ) : (X, Ŝ) → M(Y oζ Ŝ) kovariant und induziert einen nichtentarteten
Morphismus
Φo Ŝ := (jζ ◦ Φ)× (uγ, uδ) : X oξ Ŝ −→M(Y oζ Ŝ)
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mit Koeffizienten-Morphismen ψ o Ŝ := (jγ ◦ ψ)× uγ) und ϕo Ŝ := (jδ ◦ ϕ)× uδ). Denn
aus der A¨quivarianz von Φ folgt Ad(uγ, uδ)(jζ ◦Φ⊗1S) = (jζ⊗idS)◦ζ ◦Φ = (jζ ◦Φ⊗idS)ζ.
Diese Konstruktion ist offenbar mit der Komposition a¨quivarianter Morphismen und
Identita¨ten in HBMS (vgl. 1.5.1) vertra¨glich. Das folgt sofort aus der universellen Eigen-
schaft des verschra¨nkten Produkts.
§ 2.4 Duale Kowirkungen und kategorielle Beschreibung
Es sei in diesem Abschnitt (S,∆) eine Hopf-C∗-Algebra, fu¨r die verschra¨nkte Produkte
existieren. Wir erinnern an stark dualisierbare Hopf-C∗-Algebren (S,∆): In diesem Fall
ist nach 1.2.5 und 1.2.4 das universelle Dual (Ŝ, u) eine beidseitig nichtentartete Hopf-
C∗-Algebra mit Koprodukt ∆̂ und Koeins ε̂. Auf verschra¨nkten Produkten existiert dann
eine kanonische Ŝ-Kowirkung.
2.37 Definition. Neben den generellen Voraussetzungen dieses Abschnitts sei (S,∆)
zusa¨tzlich stark dualisierbar ( vgl. 1.2.4 und 1.2.5) und (AXB, αξβ) ein S-a¨quivarianter
Rechts-Hilbert-Bimodul. Mit den Konventionen der Bemerkungen 2.6 und 2.22 ist
((jξ ⊗ 1Ŝ), (jαŜ ⊗ idŜ)∆̂, (j
β
Ŝ
⊗ idŜ)∆̂) : (X, Ŝ) −→M(X oξ Ŝ ⊗ Ŝ)
ein kovarianter Homomorphismus. Wir definieren ξ̂ := (jξ⊗1Ŝ)×((jαŜ⊗idŜ)∆̂, (j
β
Ŝ
⊗idŜ)∆̂)
mit α̂ := (jα⊗ 1Ŝ)× ((jαŜ ⊗ idŜ)∆̂) bzw. β̂ := (jβ ⊗ 1Ŝ)× ((j
β
Ŝ
⊗ idŜ)∆̂) als Koeffizienten-
Abbildungen. Dann ist (AoŜX oξ ŜBoŜ, α̂ξ̂β̂) eine nichtentartete Rechts-Hilbert-Bimodul-
Ŝ-Kowirkung (vgl. 1.4.2). Diese nennen wir die zu (X, ξ) duale Ŝ-Kowirkung.
Beweis der Behauptungen in Definition 2.37. Unter Verwendung der Positions-No-
tation 1.0.4 sind uα,13 · u23 bzw. uβ,13 · u23 die zu (jαŜ ⊗ idŜ)∆̂ bzw. (j
β
Ŝ
⊗ idŜ)∆̂ geho¨rigen
unita¨ren S-Kodarstellungen (vgl. Bemerkung 2.6). Dann folgt aus
Ad(uα,13u23, uβ,13u23) ◦ ((jξ ⊗ 1Ŝ)⊗ 1S) = (Ad(uα, uβ) ◦ (jξ ⊗ 1S))13
(∗)
= ((jξ ⊗ 1Ŝ)⊗ idS)ξ
die Kovarianz, wobei in (∗) die Kovarianz des universellen Tripels (jξ, uα, uβ) verwendet
wird. Folglich ist ξ̂ wohldefiniert. Die Ŝ-Koassoziativita¨t von ξ̂ (vgl. 1.4.2) folgt sofort aus
der universellen Eigenschaft des verschra¨nkten Produkts. Von den verbleibenden Behaup-
tung zeigen wir lediglich die Gleichung (1⊗ S) · ξ̂(X oξ Ŝ) = X oξ Ŝ ⊗ Ŝ, die anderen
folgen analog. Wir benutzen X oξ Ŝ = jξ(X)jβŜ(Ŝ) (vgl. Lemma 2.25) und erhalten
(1⊗ Ŝ) · ξ̂(jξ(X)jβŜ(Ŝ)) = (1⊗ Ŝ)(jξ(X)⊗ 1Ŝ)(j
β
Ŝ
⊗ idŜ)(∆̂(Ŝ))
= (jξ(X)⊗ 1Ŝ)(jβŜ ⊗ idŜ)((1Ŝ ⊗ Ŝ) · ∆̂(Ŝ))
(∗)
= (jξ(X)⊗ 1Ŝ)(jβŜ ⊗ idŜ)(Ŝ ⊗ Ŝ)
= (jξ(X)j
β
Ŝ
(Ŝ)⊗ Ŝ
= X oξ Ŝ ⊗ Ŝ ,
wobei in (∗) eingeht, daß (Ŝ, ∆̂) beidseitig nichtentartet ist. 2
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Das verschra¨nkte Produkt ist mit vielen natu¨rlichen Konstruktionen auf Rechts-Hil-
bert-Bimoduln vertra¨glich (vgl. [15, Theorem 3.7 und 3.13]):
2.38 Satz. Es sei (S,∆) eine stark dualisierbare Hopf-C∗-Algebra, fu¨r die verschra¨nkte
Produkte existieren. Dann induziert das verschra¨nkte Produkt Funktoren der folgenden
Kategorien (vgl. Abschnitt § 1.5):
1. (.)o Ŝ : HBMS −→ HBMneŜ
2. (.)o Ŝ : MS −→MneŜ
Beweis. Fu¨r den ersten Teil muß man wegen Bemerkung 2.36 nur noch verifizieren, daß
fu¨r einen S-a¨quivarianten nichtentarteten Morphismus Φ : (X, ξ) → M(Y, ζ) das ver-
schra¨nkte Produkt Φo Ŝ (vgl. Bemerkung 2.36) Ŝ-a¨quivariant bzgl. der dualen Kowir-
kungen ξ̂ bzw. ζ̂ ist. Das folgt sofort aus den Definitionen von ξ̂, ζ̂ und Φo Ŝ sowie der
universellen Eigenschaft des verschra¨nkten Produkts.
Aus dem ersten Teil folgt sofort, daß das verschra¨nkte Produkt a¨quivariante unita¨re
A¨quivalenzen (vgl. 1.4.7) erha¨lt, denn es ist jα× jαŜ = idAoŜ und jβ× j
β
Ŝ
= idBoŜ. Also ist
die Abbildung (.)o Ŝ : MS((A,α), (B, β))→MŜ((Aoα Ŝ, α̂), (B oβ Ŝ, β̂)) wohldefiniert
und erha¨lt offenbar die MS-Identita¨ten. Man muß fu¨r den zweiten Teil also nur noch die
Vertra¨glichkeit mit dem Produkt, d.h. fu¨r [(X, ξ)] in MS((A,α), (B, β)) und [(Y, ζ)] in
MS((B, β), (C, γ)) die Gleichung
([(X, ξ)] · [(Y, ζ)])o Ŝ (!)= [(X oξ Ŝ, ξ̂)] · [(Y oζ Ŝ, ζ̂)]
zeigen. Betrachte dazu das Tensorprodukt jξ⊗B jζ : X⊗B Y →M(X oξ Ŝ⊗BoŜ Y oζ Ŝ)
(vgl. 1.1.11) mit Koeffizienten-Morphismen jα und jγ. Dann ist (jξ⊗B jζ , uα, uγ) kovariant
in Bezug auf die Kowirkung ξ ]Bζ (vgl. [15, Lemma 2.12 und Proposition 2.13] oder auch
Lemma 2.27 und Proposition 2.28): Fu¨r x ∈ X und y ∈ Y gilt
uα·((jξ ⊗B jζ)(x⊗B y)⊗ 1S) · u∗γ
= uα · [Θ((jξ(x)⊗ 1S)⊗M(BoŜ⊗S) (jζ(y)⊗ 1S))] · u∗γ
= Θ[(uα · (jξ(x)⊗ 1S))⊗M(BoŜ⊗S) ((jζ(y)⊗ 1S) · u∗γ,
wobei wir die offensichtlichen Eigenschaften von Θ benutzt haben. Unter Verwendung der
Kovarianzen ist dieses Element gleich
Θ[(jξ ⊗ idS)(ξ(x)) · uβ ⊗M(BoŜ⊗S) (jζ(y)⊗ 1S) · u∗γ]
= Θ[(jξ ⊗ idS)(ξ(x))⊗M(BoŜ⊗S) uβ · (jζ(y)⊗ 1S) · u∗γ]
= Θ[(jξ ⊗ idS)(ξ(x))⊗M(BoŜ⊗S) (jζ ⊗ idS)(ζ(y))]
= ((jξ ⊗B jζ)⊗ idS)[Θ(ξ(x)⊗M(B⊗S) ζ(y))]
= ((jξ ⊗B jζ)⊗ idS)(ξ ]Bζ(x⊗B y)).
Der zugeho¨rige Morphismus (jξ ⊗B jζ) × (uα, uγ) ist nichtentartet mit den Identita¨ten
als Koeffizienten-Abbildungen. Man verifiziert unter Benutzung der Definitionen und der
universellen Eigenschaft leicht seine (ξ̂ ]Bζ)- (ξ̂ ]BoŜ ζ̂)-A¨quivarianz. Nach 1.4.7 induziert
er folglich eine Ŝ-unita¨re A¨quivalenz der Ŝ-Kowirkungen (AoŜ(X ⊗B Y )oξ ]ζ ŜCoŜ, ξ̂ ]Bζ)
und (AoŜ(X oξ Ŝ ⊗BoŜ Y oζ Ŝ)CoŜ, ξ̂ ]BoŜ ζ̂). Damit ist die Gleichung (!) gezeigt. 2
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Da nach 1.5.3 die MS- bzw. MŜ-Isomorphismen genau durch a¨quivariante Morita-
A¨quivalenzen repra¨sentiert werden und ein Funktor Isomormphismen erha¨lt folgt sofort:
2.39 Korollar. Mit den Voraussetzungen aus Satz 2.38 sei (AXB, αξβ) eine Imprimiti-
vita¨ts-S-Kowirkung (vgl. 1.4.9). Das verschra¨nkte Produkt (AoŜX oξ ŜBoŜ, α̂ξ̂β̂) ist dann
ein Ŝ-a¨quivarianter Imprimitivita¨ts-Bimodul.
Als Folgerung aus dem Beweis von Satz 2.38 erha¨lt man die Vertra¨glichkeit des ver-
schra¨nkten Produkts mit inneren Tensorprodukten, vgl. [30, Lemma 3.10]:
2.40 Korollar. Es sei (S,∆) eine Hopf-C∗-Algebra, fu¨r die verschra¨nkte Produkte exi-
stieren sowie ϑΦϕ : (AXB, αξβ) → M(DWL, δχλ) und ϕΨψ : (BYC , βζγ) → M(LZR, λΛ%)
nichtentartete S-a¨quivariante Morphismen von Rechts-Hilbert-Bimoduln. Dann kommu-
tiert mit Notationen analog wie im Beweis von 2.38 das Diagramm
(X ⊗B Y )oξ ]ζ Ŝ (jξ⊗Bjζ)×(uα,uγ)−−−−−−−−−−→∼= X oξ Ŝ ⊗BoŜ Y oζ Ŝ
(Φ⊗BΨ)oŜ
y yΦoŜ⊗BoŜΨoŜ
M((W ⊗L Z)oχ ]Λ Ŝ)
∼=−−−−−−−−−−→
(jχ⊗LjΛ)×(uδ,u%)
M(W oχ Ŝ ⊗LoŜ Z oΛ Ŝ)
mit den offensichtlichen Koeffizienten-Daten. Die horizontalen Abbildungen sind unita¨re
A¨quivalenzen. Ist (S,∆) zusa¨tzlich stark dualisierbar, so sind die Abbildungen Ŝ-a¨quiva-
riant bzgl. der dualen Ŝ-Kowirkungen (bzw. deren Tensorprodukten).
Beweis. Der wesentliche Teil folgt direkt aus der Argumentation im Beweis von Satz
2.38. Diese ist auch unter den abgeschwa¨chten Voraussetzungen noch mo¨glich. Der Rest
folgt unmittelbar aus der universellen Eigenschaft des verschra¨nkten Produkts und den
Definitionen der jeweils beteiligten dualen Kowirkungen. 2
Fu¨r spa¨tere Zwecke beno¨tigen wir das folgende Ergebnis:
2.41 Lemma. Mit den Voraussetzungen des Satzes 2.38 seien (AXB, αξβ) und (AYB, αζβ)
zwei S-a¨quivariante Hilbert-Bimoduln mit denselben Koeffizienten-Daten. Die Teilmenge
Ad(jζ , jξ)(LB(X,Y )) ⊆ LBoŜ(X oξ Ŝ, Y oζ Ŝ)
besteht aus Ŝ-invarianten Operatoren (vgl. 1.4.4). Insbesondere ist fu¨r F ∈ LB(X) der
Operator Ad(jξ)(F ) ∈ LBoŜ(X oξ Ŝ) invariant unter der dualen Ŝ-Kowirkung.
Beweis. Sei F ∈ LB(X, Y ). Dann gilt fu¨r x ∈ X und d ∈ B o Ŝ die Beziehung
(Ad(jζ , jξ)(F )⊗ idŜ)(ξ̂(jξ(x)d)) = (Ad(jζ , jξ)(F )⊗ idŜ)((jξ(x)⊗ 1S) · β̂(d))
= (jζ(Fx)⊗ 1Ŝ) · β̂(d)
= ζ̂(Ad(jζ , jξ)(F )(jξ(x))) · β̂(d)
= ζ̂(Ad(jζ , jξ)(F )(jξ(x)d)).
Da Linearkombinationen von Elementen der Form jξ(x)d dicht in X oξ Ŝ sind, gilt die
Gleichung aus Stetigkeitsgru¨nden fu¨r ganz X oξ Ŝ, und somit folgt die Behauptung. 2
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§ 2.5 Vertra¨glichkeit mit kompakten Operatoren
In diesem Abschnitt sei (S,∆) eine Hopf-C∗-Algebra, fu¨r die verschra¨nkte Produkte exi-
stieren. Ist (XB, ξβ) eine nichtentartete S-Kowirkung auf einem Rechts-Hilbertmodul, so
bezeichne (X oξ Ŝ, jξ, uξ, uβ) das verschra¨nkte Produkt (vgl. Bemerkung 2.35). Ziel dieses
Abschnitts ist es zu zeigen, daß sich das verschra¨nkte Produkt K(X)oAd(ξ) Ŝ mittels der
Links-Wirkung ιK(X)oŜ kanonisch mit den kompakten Operatoren K(X oξ Ŝ) identifizie-
ren la¨ßt. Das folgt nicht automatisch aus Satz 2.38, denn XB wird nicht als rechts-voll
vorausgesetzt (vgl. 1.1.3).
2.42 Lemma. Mit den obigen Bezeichnungen ist ιK(X)oŜ gleich Ad(jξ) × uξ. Ist (S,∆)
zusa¨tzlich stark dualisierbar (vgl. 1.2.5), so ist K(X oξ Ŝ) = Ad(jξ)(K(X))jξŜ(Ŝ), wobei
jξ
Ŝ
den zu uξ geho¨rigen
∗-Morphismus bezeichnet (vgl. Bemerkung 2.6). Insbesondere ist
in diesem Fall ιK(X)oŜ : K(X)oAd(ξ) Ŝ → K(X oξ Ŝ) surjektiv.
Beweis. Es ist ιK(X)oŜ ◦ jAd(ξ) = Ad(jξ), weil jAd(ξ) eine linke Koeffizienten-Abbildung
fu¨r jξ ist, vgl. auch 1.1.13. Nach Definition gilt uξ = (ιK(X)oŜ ⊗ idS)(uAd(ξ)). Wegen der
Eindeutigkeit in der universellen Eigenschaft folgt daher die Behauptung.
Ist (Ŝ, u) ein starkes Dual wie in 1.2.5, so ist nach Lemma 2.25 und den Konven-
tionen aus Bemerkung 2.6(1.) K(X)oAd(ξ) Ŝ = jAd(ξ)(K(X)) · jAd(ξ)Ŝ (Ŝ) und X oξ Ŝ =
jξ(Ŝ) · jξ(X) = jξ(X) · jβŜ(Ŝ). Folglich ist ιK(X)oŜ surjektiv wegen der Gleichungen
K(X oξ Ŝ) = X oξ Ŝ · (X oξ Ŝ)∗ = jξ(X) · (jβŜ(Ŝ) · jξ(X)∗) · j
ξ
Ŝ
(Ŝ)
= jξ(X)jξ(X)∗ · jξŜ(Ŝ) = Ad(jξ)(K(X)) · j
ξ
Ŝ
(Ŝ)
und ιK(X)oŜ(K(X)oAd(ξ) Ŝ) = Ad(jξ)× uξ(K(X)oAd(ξ) Ŝ) = Ad(jξ)(K(X)) · jξŜ(Ŝ). 2
Mit dieser Vorbereitung bekommen wir das folgende Ergebnis (vgl. [3, Proposition
6.9], [66, Lemme 5.2] und im Gruppenfall [15, Lemma 3.3 und Lemma 3.10]):
2.43 Satz. Es sei (S,∆) eine stark dualisierbare Hopf-C∗-Algebra wie in 1.2.5, fu¨r die
verschra¨nkte Produkte existieren sowie (XB, ξβ) ein S-a¨quivarianter Rechts-Hilbertmodul
und ξ als Morphismus von recht-Hilbertmoduln beidseitig nichtentartet (vgl. 1.1.10). Be-
zeichnet (X oξ ŜBoŜ, jξ, uξ, uβ) das verschra¨nkte Produkt, dann ist die kanonische Koeffi-
zienten-Abbildung ιK(X)oŜ = Ad(jξ)× uξ : K(X)oAd(ξ) Ŝ → K(X oξ Ŝ) aus Lemma 2.42
ein Ŝ-a¨quivarianter Isomorphismus. Insbesondere ist das Tripel (K(X oξ Ŝ), Ad(jξ), uξ)
ein verschra¨nktes Produkt von (K(X), Ad(ξ)).
Beweis. Wegen Lemma 2.42 muß man nur noch die Injektivita¨t von ιK(X)oŜ zeigen.
Wir benutzen die Notationen aus Abschnitt § 1.5. Die Kowirkung (X, ξ) definiert einen
MS-Morphismus [(X, ξ)] ∈MS((K(X), Ad(ξ)), (B, β)). Nach 1.4.8 definiert die adjungier-
te Kowirkung (BX
∗
K(X), βξ
∗
Ad(ξ)) ein MS-Element [(X
∗, ξ∗)] in MS((B, β), (K(X), Ad(ξ))),
welches MS-rechts-invers zu [(X, ξ)] ist. Da Funktoren Rechts-Inverse erhalten, ist also
nach Satz 2.38 [(X∗ oξ∗ Ŝ, ξ̂∗)] ein MŜ-rechts-Inverses von [(X oξ Ŝ, ξ̂)]. Nach 1.5.3 ist
also die Links-Wirkung ιK(X)oŜ injektiv. 2
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Außerdem ist ιK(X)oŜ mit kovarianten Morphismen vertra¨glich:
2.44 Lemma. Wir benutzen dieselben Voraussetzungen wie in Satz 2.43.
1. Ist (Π, u, v) : ((XB, ξβ), Ŝ) → M(ZR) ein kovarianter Homomorphismus, vgl. Be-
merkung 2.33, so gilt Ad(Π)× u = Ad(Π× (u, v)) ◦ ιK(X)oŜ.
2. Ist Φϕ : (XB, ξβ) → M(YD, ζδ) ein a¨quivarianter nichtentarteter Morphismus, vgl.
1.4.4, so kommutiert das Diagramm
K(X)oAd(ξ) Ŝ Ad(Φ)oŜ−−−−−→ M(K(Y )oζ Ŝ)
ιK(X)oŜ
y yιK(Y )oŜ
K(X oξ Ŝ) Ad(ΦoŜ)−−−−−→ M(K(Y oζ Ŝ)).
Beweis. Nach Definition ist Ad(Φ)×u eine vertra¨gliche linke Koeffizienten-Abbildung fu¨r
Φ× (u, v). Daher folgt der erste Teil aus 1.1.13. Der zweite Teil folgt nach Definition von
Φo Ŝ = (jζΦ)× (uζ , uδ) (vgl. Notation 2.35 und Bemerkung 2.36) direkt aus dem ersten
Teil: Ad(Φo Ŝ)◦ ιK(X)oŜ = Ad(jζΦ)×uζ = (Ad(jζ)◦Ad(Φ))×uζ = ιK(Y )oŜ ◦Ad(Φ)×uζ .
Die letzte Identita¨t folgt hierbei leicht aus der Definition von ιK(Y )oŜ. 2
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Sei (S,∆) eine Hopf-C∗-Algebra. Da das verschra¨nkte Produkt eine funktorielle Konstruk-
tion ist (vgl. Bemerkung 2.36), ergeben a¨quivariant isomorphe Rechts-Hilbert-Bimoduln
(vgl. 1.4.4 und 1.1.10) natu¨rlich auch isomorphe verschra¨nkte Produkte. Wir werden in
diesem Abschnitt den etwas allgemeineren Fall der a¨ußeren A¨quivalenz besprechen.
Wir werden zuna¨chst nur Rechts-Hilbertmoduln (XB, ξβ) mit S-Kowirkung ohne eine
zusa¨tzliche Bimodulstruktur betrachten. Zur Definition von a¨ußerer A¨quivalenz brauchen
wir die folgende A¨quivalenzrelation auf der Menge der S-Kowirkungen auf X mit fixierter
Koeffizienten-Kowirkung β.
2.45 Definition. Sei XB ein Rechts-Hilbertmodul und β : B → M(B ⊗ S) eine Kowir-
kung auf B. Zwei S-Kowirkungen ξβ und ξ
′
β auf X (vgl. 1.4.2) mit derselben Koeffizienten-
Kowirkung β heißen stark a¨ußerlich a¨quivalent, wenn es eine Unita¨re u ∈ UM(K(X)⊗S)
mit ξ′(x) = u · ξ(x) fu¨r alle x ∈ X gibt.
Offenbar ist starke a¨ußere A¨quivalenz eine A¨quivalenzrelation auf der Menge der S-
Kowirkungen auf XB mit Koeffizienten-Kowirkung β. Es stellt sich natu¨rlich die Frage,
welche Bedingungen die Unita¨re u ∈ UM(K(X)⊗S) erfu¨llen muß. In Lemma 2.48 werden
wir sehen, daß dies genau die Kozykel-Bedingungen fu¨r u sind.
2.46 Definition. Es sei (XB, ξβ) eine S-Kowirkung. Ein Element u in den unita¨ren Ope-
ratoren UM(K(X) ⊗ S) heißt ein Kozykel fu¨r ξ, falls mit den Notationen aus 1.0.1 und
1.0.4 die Gleichung (idK(X)⊗∆)(u) = u12 · (Ad(ξ)⊗ idS)(u) in UM(K(X)⊗S⊗S) erfu¨llt
ist und zusa¨tzlich die Inklusion (1⊗ S) · u · ξ(X) ⊆ X ⊗ S gilt.
Die hier gegebene Definition ist sta¨rker als [39, 2.7 Definition] und [4, De´finition 0.4],
aber im Zusammenhang mit Rechts-Hilbert-Bimoduln besser geeignet, vgl. Lemma 2.48.
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2.47 Beispiel. 1. Die Identita¨t 1 = 1K(X)⊗S ist ein Kozykel fu¨r jede S-Kowirkung.
2. Die stark a¨ußerliche A¨quivalenzklasse der trivialen Kowirkung δtr(x) := x ⊗ 1S
umfaßt genau die rechts-trivialen Kowirkungen δ•X (vgl. Definition 2.14) auf X mit
der analytischen Zusatzbedingung (1⊗S)·δ•X(X) ⊆ X⊗S. Die zugeho¨rigen Kozykel
sind daher nach Lemma 2.16 die unita¨ren Kodarstellungen u in UM(K(X)⊗S) mit
der zusa¨tzlichen Bedingung (1⊗ S)u(X ⊗ 1S) ⊆ X ⊗ S.
3. Im Falle einer Wirkung einer Gruppe G auf dem Rechts-Hilbertmodul XB entspre-
chen die Kozykel gerade den strikt stetigen Abbildungen u : G → UL(X) mit
s 7→ us, fu¨r welche die Gleichung ust = us · Ad(ξ)s(ut) fu¨r s, t ∈ G gilt. Die analyti-
sche Bedingung ist wegen der Kommutativita¨t von C0(G) immer erfu¨llt.
2.48 Lemma. Es sei (XB, ξβ) eine S-Kowirkung und u ∈ UM(K(X)⊗S). Die Abbildung
uξ : X → M(X ⊗ S), wobei uξ(x) := u · ξ(x) fu¨r x ∈ X, definiert genau dann eine S-
Kowirkung auf XB, wenn u ein Kozykel fu¨r ξ ist. Die rechte Koeffizienten-Abbildung fu¨r
uξ ist dann ebenfalls β.
Beweis. Man rechnet unter Verwendung der Positions-Notation 1.0.4 einfach die beiden
Seiten fu¨r die Kowirkungsidentita¨t aus und erha¨lt
(uξ ⊗ id)uξ(x) = u12 · (ξ ⊗ id)(u · ξ(x)) = u12(Ad(ξ)⊗ id)(u) · (ξ ⊗ id)(ξ(x)) sowie
(id⊗∆)(uξ(x)) = (idK(X) ⊗∆)(u) · (id⊗∆)(ξ(x)) = (id⊗∆)(u) · (ξ ⊗ id)(ξ(x)).
Da (ξ ⊗ id)ξ als Morphismus nichtentartet ist, sind beide Seiten genau dann identisch,
wenn u ein Kozykel fu¨r ξ ist. Die restlichen Aussagen sind klar. 2
Analog wie in Lemma 2.48 zeigt man:
2.49 Lemma. Es seien (AXB, αξβ) ein S-a¨quivarianter Hilbert-Bimodul (vgl. 1.4.2) und
u ∈ UM(A⊗S) bzw. v ∈ UM(B⊗S) Kozykel fu¨r α bzw. β im Sinne der Definition 2.46.
Der Morphismus
Ad(u)αAd(u, v)ξAd(v)β : AXB →M(X ⊗ S)
(vgl. 1.1.12) ist eine Rechts-Hilbert-Bimodul-S-Kowirkung auf AXB.
Nimmt man v = 1 an, so erha¨lt man als Spezialfall die eine Richtung des vorangehen-
den Lemmas 2.48 zuru¨ck. Wir ko¨nnen jetzt die a¨ußere A¨quivalenz von Hilbert-Bimodul-
Kowirkungen definieren.
2.50 Definition. Es seien (AXB, αξβ) eine S-Kowirkung und u ∈ UM(A ⊗ S) bzw.
v ∈ UM(B ⊗ S) Kozykel fu¨r α bzw. β. Mit denselben Notationen wie in Lemma 2.49
heißt eine Kowirkung der Form Ad(u, v)ξ a¨ußerlich a¨quivalent zu ξ.
2.51 Bemerkung. 1. A¨ußere A¨quivalenz ist eine A¨quivalenzrelation. Das folgt sofort
aus der Tatsache, daß starke a¨ußere A¨quivalenz eine solche ist.
2. Ist die obige Kowirkung αξβ nichtentartet und sind (1 ⊗ S) · u · α(A) ⊆ A ⊗ S
bzw. (1 ⊗ S) · v · β(B) ⊆ B ⊗ S dicht in A ⊗ S bzw. B ⊗ S, so ist auch Ad(u, v)ξ
nichtentartet.
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3. Sei wie oben (A,α) eine S-Kowirkung und u ∈ UM(A⊗S) ein α-Kozykel. Dann ist
(A,Ad(u)α) a¨quivariant Morita-a¨quivalent (vgl. 1.4.9) zu (A,α). Der verbindende
Imprimitivita¨ts-Bimodul ist (A, uα), denn es gilt offensichtlich Ad(uα) = Ad(u)α.
A¨ußerlich a¨quivalente Kowirkungen haben isomorphe verschra¨nkte Produkte. Das wird
in der folgenden Proposition pra¨zisiert.
2.52 Proposition. Mit denselben Notationen wie in Lemma 2.49 sei Ad(u, v)ξ a¨ußer-
lich a¨quivalent zu der Rechts-Hilbert-Bimodul-Kowirkung (AXB, αξβ). Dann ist mit den
Notationen aus 2.35
(jξ, (jα ⊗ id)(u) · uα, (jβ ⊗ id)(v) · uβ) : ((X,Ad(u, v)ξ), Ŝ) −→M(X oξ Ŝ)
kovariant und induziert einen Isomorphismus
ΛXu,v := jξ × ((jα ⊗ id)(u)uα, (jβ ⊗ id)(v)uβ) : X oAd(u,v)ξ Ŝ −→ X oξ Ŝ
mit Koeffizienten-Morphismen λAu := jα×(jα⊗id)(u)uα und λBv := jβ×(jβ⊗id)(v)uβ. Falls
(S,∆) ein starkes universelles Dual Ŝ besitzt, so ist ΛXu,v mit den dualen Ŝ-Kowirkungen
(vgl. Lemma 2.37) vertra¨glich.
Beweis. Die Unita¨re (jα ⊗ id)(u)uα ist eine unita¨re Kodarstellung:
(idAoŜ ⊗∆)((jα ⊗ id)(u)uα) = (jα ⊗ id⊗ id)(u12(α⊗ id)(u)) · (uα)12(uα)13
= (jα ⊗ id)(u)12 · [((jα ⊗ id)α⊗ id)(u) · uα,12] · uα,13
(∗)
= (jα ⊗ id)(u)12 · [uα,12 · (jα ⊗ 1⊗ idS)(u)] · uα,13
= [(jα ⊗ id)(u)uα]12 · [(jα ⊗ id)(u)uα]13,
wobei die Kovarianz von (jα, uα) in (∗) eingeht. Genauso ist (jβ ⊗ id)(v)uβ eine unita¨re
Kodarstellung. Wir zeigen die Ad(u, v)ξ-Kovarianz des Tripels in Proposition 2.52:
(jα ⊗ id)(u)uα · (jξ ⊗ 1S) · u∗β(jβ ⊗ id)(v∗)
(∗)
= (jα ⊗ id)(u) · (jξ ⊗ id)ξ · (jβ ⊗ id)(u∗)
= (jξ ⊗ id) ◦ Ad(u, v)ξ ,
wobei wir in (∗) natu¨rlich die Kovarianz des universellen kovarianten Homomorphismus
(jξ, uα, uβ) verwenden. Zuna¨chst werden wir die Bijektivita¨t der Koeffizienten-Abbildung-
en λAu und λ
B
v zeigen. Dazu betrachten wir als Spezialfall der Proposition (B, β) selbst als
Hilbert-Bimodul mit den Kozykel v und 1 = 1B⊗S. Der zugeho¨rige Morphismus
ΛBv,1 := jβ × ((jβ ⊗ id)(v)uβ, uβ) : BoAd(v)β Ŝ(B ovβ Ŝ)Boβ Ŝ −→M(Boβ Ŝ(B oβ Ŝ)Boβ Ŝ)
hat λBv als linke und idBoŜ als rechte Koeffizienten-Abbildung. Deshalb ist Λ
B
v,1 eine Iso-
metrie mit Bild
ΛBv,1(B ovβ Ŝ) = ΛBv,1(jvβ(B) ·B oβ Ŝ) = jβ(B) ·B oβ Ŝ = B oβ Ŝ,
also ein Isomorphismus ΛBv,1 : B ovβ Ŝ → B oβ Ŝ von Rechts-Hilbertmoduln. Unter dem
kanonischen Isomorphismus (vgl. Satz 2.43)
K(B ovβ Ŝ) ∼= K(BB)oAd(vβ) Ŝ = B oAd(v)β Ŝ
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geht Ad(ΛBv,1) in λ
B
v u¨ber, folglich ist die Koeffizienten-Abbildung λ
B
v : B oAd(v)β Ŝ →
B oβ Ŝ ein Isomorphismus. Betrachten wir wieder den allgemeinen Fall, so hat ΛXu,v also
Isomorphismen als Koeffizienten-Abbildungen, insbesondere ist ΛXu,v eine Isometrie nach
[15, Lemma 1.20]. Das Bild von ΛXu,v ist
ΛXu,v(X oAd(u,v)ξ Ŝ) = ΛXu,v(jAd(u,v)ξ(X) ·B oAd(v)β Ŝ) = jξ(X) · λBv (B oAd(v)β Ŝ)
= jξ(X) ·B oβ Ŝ = X oξ Ŝ.
Die Vertra¨glichkeit mit den dualen Kowirkungen folgt direkt aus den Definitionen und
der universellen Eigenschaft. 2
2.53 Bemerkung. Insbesondere gewinnt man aus der Proposition, daß eine Kowirkung
auf einer C∗-Algebra A der Form (A,Ad(u)α), wobei u ein α-Kozykel im Sinne der Defi-
nition 2.46 ist, dasselbe verschra¨nkte Produkt hat wie (A,α), vgl. auch [39, 2.9 Theorem].
Die Isomorphismen der Form ΛXu,v wie in der Proposition 2.52 sind natu¨rlich:
2.54 Lemma. Es seien (AXB, αξβ) und (CYD, γζδ) S-a¨quivariante Rechts-Hilbert-Bimo-
duln sowie ψΦϕ : (X, ξ) −→M(Y, ζ) ein nichtentarteter S-a¨quivarianter Morphismus von
Hilbert-Bimoduln (vgl. 1.4.4). Dann sind ψu := (ψ⊗ id)(u) bzw. ϕv := (ϕ⊗ id)(v) Kozykel
fu¨r γ bzw. δ. Mit den analogen Bezeichnungen wie in Proposition 2.52 ist ψΦϕ a¨quivariant
bzgl. der Kowirkungen Ad(u, v)ξ und Ad(ψu, ϕv)ζ. Zudem ist das Diagramm
X oAd(u,v)ξ Ŝ
ΦoŜ−−−→ M(Y oAd(ψu,ϕv)ζ Ŝ)
ΛXu,v
y∼= ∼=yΛY(ψu),(ϕv)
X oξ Ŝ
ΦoŜ−−−→ M(Y oζ Ŝ)
kommutativ, wobei wir die Bezeichungen aus Bemerkung 2.36 verwenden.
Beweis. Die erste Behauptung rechnen wir stellvertretend fu¨r u nach:
(id⊗∆)(ψu) = (ψ ⊗ id)(u)12 · ((ψ ⊗ id) ◦ α)⊗ id)(u) = (ψu)12 · (γ ⊗ id)(ψu),
wobei wir die A¨quivarianz (ψ⊗id)◦α = γ◦ψ benutzen. Offensichtlich ist dann Φ ebenfalls
a¨quivariant fu¨r die Kowirkungen Ad(u, v)ξ bzw. Ad(ψu, ϕv)ζ auf X bzw. Y . Zur besseren
Unterscheidung bezeichnen wir den oberen Pfeil des Diagrams mit Φ ou,v Ŝ und seine
Koeffizienten-Morphismen mit ψou Ŝ und ϕov Ŝ. Die Kommutativita¨t pru¨ft man mittels
der universellen Eigenschaft: Zuna¨chst gilt
ΛYψu,ϕv ◦ Φou,v Ŝ ◦ jAd(u,v)ξ = ΛYψu,ϕv ◦ jAd(ψu,ϕB)ζ ◦ Φ = jζ ◦ Φ = Φo Ŝ ◦ jAd(u,v)ξ ,
und man muß nur noch die Bedingungen
((λCψu ◦ ψ ou Ŝ)⊗ id)(uAd(u)α) = ((ψ o Ŝ ◦ λAu )⊗ id)(uAd(u)α) sowie
((λBϕv ◦ ϕov Ŝ)⊗ id)(uAd(v)β) = ((ϕo Ŝ ◦ λBv )⊗ id)(uAd(v)β)
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nachweisen. Die Gleichungen rechnet man durch Einsetzen der Definitionen von ψ ou Ŝ,
λCψu etc. einfach nach:
((λCψu ◦ ψ ou Ŝ)⊗ id)(uAd(u)α) = (λCψu ⊗ id)(uAd(ψu)γ)
= (jγ ⊗ id)(ψu) · uγ
= (jγ ◦ ψ ⊗ id)(u) · (ψ o Ŝ ⊗ id)(uα)
= (ψ o Ŝ ⊗ id)((jα ⊗ id)(u)uα)
= ((ψ o Ŝ ◦ λAu ⊗ id)(uAd(u)α).
Ebenso folgt die entsprechende Gleichung fu¨r die linke Koeffizienten-Abbildung. 2
§ 2.7 Tensorprodukte mit trivialen Kowirkungen
Es sei (S,∆) eine Hopf-C∗-Algebra, fu¨r die verschra¨nkte Produkte existieren. Wir be-
trachten einen Hilbert-Bimodul (AXB, αξβ) mit S-Kowirkung und einen Hilbert-Bimodul
CYD, den wir mit der trivialen S-Kowirkung δ
tr
Y ausstatten (vgl. 1.4.10). Auf dem Ten-
sorprodukt (vgl. 1.1.11) gibt es eine natu¨rliche S-Kowirkung. Wir beno¨tigen dazu die
Vertauschung
σ := σY,S : Y ⊗ S −→ S ⊗ Y y ⊗ s 7−→ s⊗ y ,
mit den Koeffizienten-Morphismen σC,S und σD,S, welche eine Isomorphie zwischen Hil-
bert-Bimoduln ist.
2.55 Definition. Mit den Bezeichnungen wie oben ist durch
ξ ⊗∗ idY := (idX ⊗ σ) ◦ (ξ ⊗ idY ) : X ⊗ Y −→M((X ⊗ Y )⊗ S)
eine S-Kowirkung auf dem Rechts-Hilbert-Bimodul A⊗C(X ⊗ Y )B⊗D gegeben. Die Ko-
effizienten-Kowirkungen sind α ⊗∗ idC := (idA ⊗ σC,S) ◦ (α ⊗ idS) und β ⊗∗ idD :=
(idB ⊗ σD,S) ◦ (β ⊗ idD).
Man kann das Tensorprodukt aus dem verschra¨nkten Produkt
”
herausziehen“. Da im
allgemeinen das minimale C∗-Tensorprodukt nicht universell ist, kann man nur im Fall
nuklearer Koeffizienten-Algebren eine Isomorphie erwarten:
2.56 Lemma. Es sei (S,∆) eine stark dualisierbare Hopf-C∗-Algebra wie in 1.2.5. Mit
den Bezeichnungen von oben und den Notationen 2.35 und 1.0.4 existiert eine kovarianter
Morphismus (jξ⊗ idY , uα,13, uβ,13) : ((X⊗Y, ξ⊗∗ idY ), Ŝ)→M(X oξ Ŝ⊗Y ). Er induziert
eine ( ̂ξ ⊗∗ idY )-(ξ̂ ⊗∗ idY )-a¨quivariante Surjektion
(jξ ⊗ idY )× (uα,13, uβ,13) : (X ⊗ Y )oξ⊗∗id Ŝ −→ X oξ Ŝ ⊗ Y.
Sind die Koeffizienten-Algebren C und D von Y nuklear, so ist die Surjektion ein Iso-
morphismus.
Beweis. Die ξ ⊗∗ id-Kovarianz des Tripels fu¨r folgt offensichtlich sofort aus der ξ-Kova-
rianz des kanonischen Tripels (jξ, uα, uβ). Wir bezeichnen mit j
α
Ŝ
bzw. jβ
Ŝ
die zu uα bzw. uβ
geho¨rigen ∗-Morphismen (vgl. Bemerkung 2.6), dann sind die zu uα,13 bzw. uβ,13 geho¨rigen
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∗-Morphismen offensichtlich gleich jα
Ŝ
⊗ 1C bzw. jβŜ ⊗ 1D. Der resultierende Morphismus
hat dann nach Lemma 2.25 das Bild
[(jξ ⊗ idY )× ((uα)13, (uβ)13)](jξ⊗∗id(X ⊗ Y ) · jβ⊗∗idŜ (Ŝ)) = (jξ(X)⊗ Y ) · (j
β
Ŝ
⊗ 1D)(Ŝ)
= (X oξ Ŝ)⊗ Y
und ist folglich surjektiv. Die Ŝ-A¨quivarianz folgt direkt aus der Definition.
Fu¨r die letzte Behauptung muß man also aus der Nuklearita¨t von C und D nur noch
die Isomorphie der Koeffizienten-Abbildungen (jα ⊗ idC) × uα,13 und (jβ ⊗ idD) × uβ,13
ableiten. Wir betrachten die ∗-Homomorphismen
(jβ⊗∗id ◦ (idB ⊗ 1D))× uβ⊗∗id : B oβ Ŝ −→M((B ⊗D)oβ⊗∗id Ŝ) und
jβ⊗∗id ◦ (1B ⊗ idD) : D −→M((B ⊗D)oβ⊗∗id Ŝ).
Diese haben kommutierende Bilder: jβ⊗∗id ◦ (1B⊗ idD) vertauscht einerseits trivialerweise
mit jβ⊗∗id ◦ (idB⊗1D). Andererseits kommutiert jβ⊗∗id ◦ (1B⊗ idD) nach Lemma 2.7 auch
mit dem zu uβ⊗∗id geho¨rigen
∗-Morphismus jβ⊗∗id
Ŝ
vertauscht, denn es ist
Ad(uβ⊗∗id) ◦ ((jβ⊗∗id ◦ (1B ⊗ idD))⊗ 1S) = (jβ⊗∗id ⊗ idS) ◦ (β ⊗∗ idD) ◦ (1B ⊗ idD)
= (jβ⊗∗id ◦ (1B ⊗ idD))⊗ 1S.
Also gibt es nach der universellen Eigenschaft des maximalen C∗-Tensorprodukts einen
eindeutig bestimmten ∗-Homomorphismus (B oβ Ŝ) ⊗max D → M((B ⊗D)oβ⊗∗id Ŝ),
dessen Einschra¨nkungen auf die Tensorkomponenten die beiden obigen Morphismen er-
gibt. Da D nuklear ist, stimmen maximales und minimales Tensorprodukt u¨berein und
man macht sich (z.B. mittels universeller Eigenschaften) leicht klar, daß der eben kon-
struierte ∗-Morphismus das Inverse von (jβ ⊗ idD) × (uα,13, uβ,13) ist. Analog folgt die
Isomorphie der linken Koeffizienten-Abbildung fu¨r nukleares C. 2
Kombiniert man dieses Ergebnis mit der Proposition 2.52, so ergibt sich eine Verallge-
meinerung von Lemma 2.56 fu¨r Tensorprodukte mit Kowirkungen, die a¨ußerlich a¨quivalent
zur trivialen sind. Wir brauchen dafu¨r die folgenden Konventionen.
2.57 Bemerkung. Sei (AXB, αξβ) eine S-Kowirkung und CYD ein Rechts-Hilbert-Bimo-
dul. Wir betrachten zusa¨tzlich Kozykel u ∈ UM(C ⊗ S) und v ∈ UM(D ⊗ S) fu¨r die
trivialen Kowirkungen, d.h. u und v sind unita¨re Kodarstellungen (vgl. 1.2.3) mit der
zusa¨tzlichen analytischen Bedingung (1 ⊗ S) · u · (C ⊗ 1S) ⊆ C ⊗ S und (1 ⊗ S) · v ·
(D ⊗ 1S) ⊆ D ⊗ S aus 2.47. Mit µu : Ŝ → M(C) bzw. µv : Ŝ → M(D) bezeichnen
wir die zu u bzw. v geho¨rigen nichtentarteten ∗-Morphismen (vgl. Bemerkung 2.6). Mit
ι : C→M(A) bzw. ι : C→M(B) notieren wir die Einbettungen durch Skalare. Dann ist
(ι⊗ idC) S-a¨quivariant bzgl. der trivialen Kowirkung auf C und der Kowirkung α⊗∗ idC
auf A⊗C, analog ist (ι⊗ idD) S-a¨quivariant. Wegen Lemma 2.54 sind dann insbesondere
1A ⊗ u = ((ι ⊗ idC) ⊗ idS)(u) bzw. 1B ⊗ v = ((ι ⊗ idD) ⊗ idS)(v) Kozykel fu¨r α ⊗∗ idC
bzw. β ⊗∗ idD und folglich ist
ξ\(u, v) := Ad(1A ⊗ u, 1B ⊗ v) ◦ (ξ ⊗∗ idY ) : (X ⊗ Y ) −→M((X ⊗ Y )⊗ S)
eine S-Kowirkung auf X⊗Y . Die Koeffizienten-Kowirkungen bezeichnen wir dementspre-
chend mit α\u und β\v.
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Wir erhalten eine Verallgemeinerung von Lemma 2.56:
2.58 Lemma. Es sei (S,∆) wie in Lemma 2.56 und (Ŝ, ∆̂) das starke universelle Dual
mit Koprodukt ∆̂ (vgl. 1.2.5). Es bezeichne ∆̂op := σ ◦ ∆̂ das entgegengesetzte Koprodukt
auf Ŝ (vgl. 1.2.6). Mit den Bezeichungen aus Bemerkung 2.57 gibt es einen kovarianten
Homomorphismus
(jξ ⊗ idY , (jαŜ ⊗ µu)∆̂op, (j
β
Ŝ
⊗ µv)∆̂op)) : ((X ⊗ Y, ξ\(u, v)), Ŝ) −→M((X oξ Ŝ)⊗ Y )
(in der Schreibweise aus Bemerkung 2.22), der einen surjektiven Morphismus
ω(u)Ω(u, v)ω(v) : (X ⊗ Y )oξ\(u,v) Ŝ −→ (X oξ Ŝ)⊗ Y
von Hilbert-Bimoduln induziert. Dieser ist ( ̂ξ\(u, v))-(ξ̂⊗∗ idY )-a¨quivariant. Weiterhin gilt
die folgende Identita¨t von Morphismen von Hilbert-Bimoduln,
Ω(u, v) = [(jξ ⊗ idY )× (uα,13, uβ,13)] ◦ ΛX⊗Y(1⊗u),(1⊗v),
wobei wir die Notationen aus Proposition 2.52 und Lemma 2.56 benutzen. Insbesondere
ist Ω(u, v) ein Isomorphismus falls die Koeffizienten-Algebren C und D nuklear sind.
Wir benutzen hierbei parallel die Konventionen aus den Bemerkung 2.6 und 2.22.
Beweis. Wir mu¨ssen nach Bemerkung 2.22 nur zeigen, daß die Verknu¨pfung
[(jX ⊗ idY )× (uα,13, uβ,13)] ◦ ΛX⊗Y1⊗u,1⊗v : (X ⊗ Y )oξ\(u,v) Ŝ −→ X oξ Ŝ ⊗ Y
durch Vorschalten der kanonischen Abbildungen jξ\(u,v), j
α\u
Ŝ
und jβ\v
Ŝ
das Tripel
(jξ ⊗ idY , (jαŜ ⊗ µu)∆̂op, (jαŜ ⊗ µv)∆̂op)
ergibt. Dieses ist dann automatisch kovariant bzgl. der Kowirkung ξ\(u, v) und die rest-
lichen Behauptungen sind mit Proposition 2.52 und Lemma 2.56 klar. Man setzt die
Definitionen ein und erha¨lt fu¨r die erste Komponente des Tripels
[(jξ⊗ id)× (uα,13, uβ,13)]◦ΛX⊗Y(1⊗u),(1⊗v) ◦ jξ\(u,v) = [(jξ⊗ id)× (uα,13, uβ,13)]◦ jξ⊗∗id = jξ⊗ idY .
Fu¨r die zweite Komponente muß man die Gleichung [(jα ⊗ idC) × uα,13] ◦ λA⊗C1⊗u ◦ jα\uŜ =
(jα
Ŝ
⊗ µu)∆̂op zeigen. Es genu¨gt, daß beide Seiten dasselbe Ergebnis liefern, wenn sie auf
den linken Tensoranden der universellen Kowirkung u ∈ UM(Ŝ ⊗ S) angewendet werden
(vgl. 1.2.4): Man setzt die Definitionen der beteiligten Morphismen ein und erha¨lt auf der
einen Seite
(([(jα ⊗ idC)×uα,13] ◦ λA⊗C1⊗u ◦ jα\uŜ )⊗ idS)(u)
= (([(jα ⊗ idC)× uα,13] ◦ λA⊗C1⊗u )⊗ idS)(uα\u)
= ([(jα ⊗ idC)× uα,13]⊗ idS)((jα⊗∗id ⊗ idS)(1A ⊗ u) · uα⊗∗id)
= ((jα ⊗ idC)⊗ idS)(1A ⊗ u) · uα,13
= (1AoŜ ⊗ u) · uα,13.
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Auf der anderen Seite ergibt sich nach Definition des dualen Koprodukts ∆̂ (vgl. 1.2.4)
((jα
Ŝ
⊗ µu)∆̂op ⊗ idS)(u) = ((jαŜ ⊗ µu)⊗ idS)((σ ⊗ idS)((∆̂⊗ idS)(u)))
= ((jα
Ŝ
⊗ µu)⊗ idS)((σ ⊗ idS)(u13 · u23)
= (jα
Ŝ
⊗ µu ⊗ idS)(u23 · u13)
= (1AoŜ ⊗ u) · uα,13.
Folglich sind beide Seiten identisch. Eine analoge Rechung zeigt, daß fu¨r die rechte Seite
[(jβ ⊗ idD)× (jβŜ ⊗ 1D)] ◦ λ
B⊗D
1⊗v ◦ jβ\VŜ = (j
β
Ŝ
⊗ µV )∆̂op gilt. 2
§ 2.8 Normalisierung von Kowirkungen
In diesem Abschnitt sei (S,∆) eine Hopf-C∗-Algebra fu¨r die verschra¨nkte Produkte exi-
stieren.
Im allgemeinen wird die Strukturabbildung jξ : X → M(X oξ Ŝ) eines S-a¨quiva-
rianten Rechts-Hilbert-Bimoduls (AXB, αξβ) nicht injektiv sein, und man kann X deshalb
nicht kanonisch als Unter-Bimodul von M(X oξ Ŝ) realisieren. Wir betrachten in diesem
Abschnitt die Klasse der S-Kowirkungen, die diese Eigenschaft besitzen, die sog. normalen
Kowirkungen. Diese wurden zuerst im Fall von G-Kowirkungen auf C∗-Algebren in [54]
betrachtet.
2.59 Definition. 1. Eine S-Kowirkung (AXB, αξβ) heißt normal, falls die Struktur-
abbildung jαjξjβ : AXB → M(AoŜX oξ ŜBoŜ) (vgl. Definition 2.21) injektiv als
Morphismus von Rechts-Hilbert-Bimoduln ist (vgl. 1.1.10).
2. Mit HBMn,(ne)S bzw. Mn,(ne)S sei die volle Unterkategorie von HBM(ne)S bzw. M(ne)S
(vgl. § 1.5) bezeichnet, deren Objekte bzw. Objekte und Morphismen normale (nicht-
entartete) S-Kowirkungen sind.
2.60 Beispiel. Bezeichne AoŜX oξ ŜBoŜ das verschra¨nkte Produkt einer (nichtentarte-
ter) S-Kowirkung (AXB, αξβ) und (jξ, uα, uβ) den universellem kovarianten Homomorphis-
mus. Seien δ•α bzw. δ
•
β die zu uα bzw. uβ geho¨rigen unita¨ren Kowirkungen (vgl. Bemer-
kung 2.17). jα(A)jξ(X)jβ(B) ist ein Unter-rechts-Hilbert-Bimodul von M(AoŜX oξ ŜBoŜ),
den wir im folgenden auch mit jξ(X) bezeichnen. Dann ist wegen der Kovarianz-Identita¨t
Ad(δ•α, δ
•
β) ◦ jξ = (jξ⊗ idS)ξ (vgl. Bemerkung 2.19(3.)) die Einschra¨nkung der Adjunktion
ξn := Ad(δ•α, δ
•
β)|jξ(X) eine (nichtentartete) S-Kowirkung auf jξ(X) mit Koeffizienten-
Kowirkungen αn := Ad(δ•α) und β
n := Ad(δ•β), so daß jξ : (X, ξ) → (jξ(X), ξn) eine
S-a¨quivariante Surjektion ist. Man verifiziert deshalb leicht, daß die Inklusion ι : jξ(X) ⊆
M(X oξ Ŝ) zusammen mit den unita¨ren Kodarstellungen uα und uβ ein universeller ko-
varianter Homomorphismus fu¨r (jξ(X), ξ
n) ist. Folglich ist (AoŜX oξ ŜBoŜ, ι, uα, uβ) ein
verschra¨nktes Produkt der Kowirkung (jξ(X), ξ
n), die deshalb normal ist.
Abstrakt ausgedru¨ckt ist ι × (uα, uβ) : jξ(X)oξn Ŝ → X oξ Ŝ ein Isomorphimus mit
Inverser jξ o Ŝ (man benutze das Kriterium 1.1.20 fu¨r Isomorphie).
2.61 Bemerkung. Wegen ker(jξ) = X · ker(jβ) (vgl. [15, Lemma 1.20]) ist eine Kowir-
kung (AXB, αξβ) genau dann normal, wenn die beiden Koeffizienten-Kowirkungen (A,α)
und (B, β) normal sind.
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Das folgende Lemma charakterisiert normale Kowirkungen und ist eine Verallgemei-
nerung von [54, Lemma 2.2]. Es wird auch genauso bewiesen.
2.62 Lemma. Eine Rechts-Hilbert-Bimodul-S-Kowirkung (AXB, αξβ) ist genau dann nor-
mal, wenn es einen kovarianten Homomorphismus (Π, u, v) : (X, Ŝ) → M(CYD) mit in-
jektivem Π gibt. 2
Es ist zwar nicht jede Kowirkung normal, aber sie besitzt zumindest einen eindeutig
bestimmten
”
gro¨ßten“ normalen Quotienten. Diesen nennen wir die Normalisierung:
2.63 Definition. Es sei (AXB, βξβ) ein S-a¨quivarianter Rechts-Hilbert-Bimodul. Eine
Normalisierung von (X, ξ) ist ein normaler S-a¨quivarianter Quotient von (X, ξ) mit Quo-
tientenabbildung
ηαηξηβ : (AXB, αξβ) −→ (AnXnBn , αnξnβn) ,
der die universelle Eigenschaft bzgl. a¨quivarianter Morphismen in normale Kowirkungen
besitzt. Damit ist gemeint, daß jeder nichtentartete S-a¨quivariante Morphimus ψΦϕ :
(X, ξ)→M(CYD, γζδ) in eine normale Kowirkung (Y, ζ) u¨ber ηξ faktorisiert. Diese Fakto-
risierung ist eindeutig, da ηξ surjektiv ist. Wir nennen ηξ die Normalisierungs-Abbildung
oder kurz Normalisierung.
Dieser Begriff wa¨re natu¨rlich nutzlos, wenn man nicht die Existenz von Normalisie-
rungen zeigen ko¨nnte. Die folgende Konstruktion ist die naheliegende Verallgemeinerung
von [54, Proposition 2.3] und stellt die urspru¨ngliche Definition der Normalisierung in
[54, Definition 2.4] dar.
2.64 Lemma. Mit den Bezeichnungen aus Beispiel 2.60 ist jξ : (X, ξ)→ (jξ(X), ξn) eine
Normalisierung.
Beweis. Wir unterdru¨cken die Koeffizienten-Daten. Es sei (Y, ζ) eine normale S-Kowir-
kung und Φ : (X, ξ)→M(Y, ζ) a¨quivariant und nichtentartet. Dann gibt es nach Bemer-
kung 2.36 einen Morphismus Φo Ŝ der verschra¨nkten Produkte mit jζ ◦Φ = Φo Ŝ ◦ jξ.
Da jζ nach Voraussetzung injektiv ist, faktorisiert Φ also u¨ber jξ. 2
Man kann die Normalisierung von Hilbertmoduln auch konkret konstruieren, sobald
man die Normalisierung von C∗-Algebren zur Verfu¨gung hat.
2.65 Bemerkung. 1. Die Konstruktion der Normalisierung von (AXB, αξβ) zeigt ins-
besondere, daß die Koeffizienten-Algebren der Normalisierung mit den Normalisie-
rungen der Koeffizienten-Abbildungen identisch sind, denn sie stimmen beide mit
jβ(B) bzw. jα(A) u¨berein.
2. Aus dem ersten Teil folgt, daß die Normalisierung von (AXB, αξβ) als B
n-Hilbert-
modul isomorph zu X ⊗B Bn ist: X ⊗B Bn
∼=−→ XnBn mit x⊗B b 7−→ ηξ(x)b fu¨r x
in X und b in Bn.
Die folgende Proposition kla¨rt die funktorielle Eigenschaft der Normalisierung und
zeigt insbesondere, daß Normalisierungen bis auf Isomorphie eindeutig bestimmt sind.
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2.66 Proposition. Es sei (S,∆) eine Hopf-C∗-Algebra fu¨r die verschra¨nkte Produkte
existieren. Die Normalisierung definiert Funktoren der folgenden Kategorien (vgl. § 1.5):
1. (·)n : HBM(ne)S → HBMn,(ne)S
2. (·)n : M(ne)S →Mn,(ne)S
Die Normalisierungs-Abbildungen definieren in beiden Fa¨llen eine natu¨rliche Transfor-
mation η• bzw. [η•] : Id → (.)n vom Identita¨tsfunktor auf HBM(ne)S bzw. M(ne)S in
den Normalisierungs-Funktor. Dieser ist daher eine Retraktion des Inklusions-Funktors
HBMn,(ne)S ⊆ HBM(ne)S bzw. Mn,(ne)S ⊆ M(ne)S (das bedeutet, er fixiert normale Kowir-
kungen bis auf kanonische Isomorphie).
Beweis. Normalisierungen existieren nach Lemma 2.64. Fu¨r den ersten Fall sei Φ :
(X, ξ) → M(Y, ζ) ein S-a¨quivarianter Morphismus. Dann gibt es nach der universellen
Eigenschaft in Definition 2.63 einen eindeutig bestimmten Morphismus Φn : (Xn, ξn) →
M(Y n, ζn) mit ηζ ◦Φ = Φn ◦ ηξ. Es folgt gleichzeitig die Funktorialita¨t und Natu¨rlichkeit
von η•. Die restlichen Behauptungen fu¨r (1.) sind klar. Der zweite Teil wird auf S. 53
bewiesen. 2
Die folgenden Aussagen sind eine direkte Folgerung der universellen Eigenschaft ei-
ner Normalisierung (Definition 2.63) und der Eindeutigkeits-Aussage im ersten Teil der
Proposition 2.66.
2.67 Korollar. Es seien (X, ξ) und (Y, ζ) S-Kowirkungen, so daß die Normalisierung ηξ
u¨ber surjektive und a¨quivariante Morphismen Λ und Γ faktorisiert:
(X, ξ)
ηξ−−−→ (Xn, ξn)
Λ
y ∥∥∥
(Y, ζ)
Γ−−−→ (Xn, ξn).
Dann ist Γ : (Y, ζ)→ (Xn, ξn) eine Normalisierung. Ist insbesondere (Y, ζ) eine normale
Kowirkung, so ist Γ ein Isomorphismus und Λ eine Normalisierung.
Es gibt die folgende nu¨tzliche Charakterisierung der Normalisierung, welche mit der
Definition in [14, Section 2] u¨bereinstimmt.
2.68 Proposition. Es sei (X, ξ) eine S-Kowirkung und η˜ : (X, ξ) → (X˜, ξ˜) ein surjek-
tiver a¨quivarianter Morphismus, wobei (X˜, ξ˜) eine normale S-Kowirkung ist. Dieser ist
genau dann eine Normalisierung im Sinne von Definition 2.63, wenn sein verschra¨nktes
Produkt η˜ o Ŝ : X oξ Ŝ → X˜ oξ˜ Ŝ ein Isomorphismus von Rechts-Hilbert-Bimoduln ist.
Beweis. Die Notwendigkeit der Bedingung folgt aus Lemma 2.64, der Bijektivita¨t von
jξ o Ŝ (vgl. Beispiel 2.60) und der Eindeutigkeit der Normalisierung (vgl. Proposition
2.66(1.)). Ist umgekehrt η˜ o Ŝ : X oξ Ŝ → X˜ oξ˜ Ŝ ein Isomorphimus, so betrachte einen
a¨quivarianten nichtentarteten Morphismus Φ : (X, ξ) → M(Y, ζ) in eine normale Kowir-
kung (Y, ζ). Dann gilt jζ ◦ Φ = Φo Ŝ ◦ jξ = Φo Ŝ ◦ (η˜ o Ŝ)−1 ◦ η˜, und Φ faktorisiert
wegen der Injektivita¨t von jζ u¨ber η˜. 2
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Beweis des zweiten Teils von Proposition 2.66. Nach dem ersten Teil erha¨lt der
Normalisierungs-Funktor a¨quivariante unita¨re A¨quivalenzen (vgl. 1.4.7). Folglich ist die
Zuordnung [(X, ξ)] 7→ [(Xn, ξn)] eine wohldefinierte Abbildung MS((A,α), (B, β)) →
MnS((A
n, αn), (Bn, βn)), die offenbar mit den MS-Identita¨ten vertra¨glich ist. Es bleibt zu
zeigen, daß die Normalisierung das MS-Produkt erha¨lt. Seien (AXB, αξβ) und (BYC , βζγ)
Rechts-Hilbert-Bimodul-S-Kowirkungen. Dann ist das Tensorprodukt (vgl. 1.4.5) der Nor-
malisierungen ηξ⊗B ηζ : (X ⊗B Y , ξ ]Bζ)→ (Xn ⊗Bn Y n, ξn ]Bnζn) ein surjektiver S-a¨qui-
varianter Morphimus in eine (wegen Bemerkung 2.61) normale S-Kowirkung. Benutzt man
die Vertra¨glichkeit von verschra¨nkten Produkten mit inneren Tensorprodukten (Korollar
2.40), so folgt, daß (ηξ ⊗B ηζ)o Ŝ ein Isomorphismus ist. Also ist nach Proposition 2.68
die Abbildung ηξ ⊗B ηζ : X ⊗B Y → Xn ⊗Bn Y n eine Normalisierung. Die Normalisie-
rung ist daher mit dem inneren Tensorprodukt vertra¨glich. Die induzierte Abbildung auf
MS-Niveau erha¨lt also Produkte. Man beachte, daß die Familie [η•] durch die Abbildung-
en [η](A,α) := [ηα] in MS((A,α), (A
n, αn)) gegeben ist. Die Natu¨rlichkeit folgt somit aus
Bemerkung 2.65. Die restlichen Aussagen sind klar. 2
Da MS-Isomorphismen genau durch a¨quivariante Imprimitivita¨ts-Bimoduln gegeben
sind (vgl. 1.5.3), folgt sofort:
2.69 Korollar. Unter den Voraussetzungen von Proposition 2.72 sei (AXB, αξβ) eine
a¨quivariante Morita-A¨quivalenz. Dann ist auch die Normalisierung (AnX
n
Bn , αnξ
n
βn) eine
Morita-A¨quivalenz und die kanonische Surjektion ηξ : AXB → AnXnBn ein Morphismus
von Imprimitivita¨ts-Bimoduln.
Man kann auch adjungierbare Operatoren zwischen Hilbertmoduln normalisieren. Die-
se werden durch Adjungieren mit den Normalisierungs-Abbildungen konstruiert.
2.70 Lemma. Es seien (AXB, αξβ) und (CYB, γζβ) S-a¨quivariante Hilbert-Bimoduln u¨ber
(B, β). Die Adjunktion (·)n := Ad(ηζ , ηξ) : LB(XB, YB)→ LBn(XnBn , Y nBn) (vgl. 1.1.12)
ist natu¨rlich: Fu¨r F in LB(X, Y ) gilt F n ◦ ηξ = ηζ ◦ F . Weiterhin induziert sie eine
Surjektion (·)n : KB(X, Y ) → KBn(Xn, Y n). Insbesondere haben wir einen surjektiven
Homomorphismus Ad(ηξ) : K(X)→ K(Xn) von C∗-Algebren.
Beweis. Die Morphismen ηξ und ηζ sind surjektiv und insbesondere nichtentartet. Also
kann man 1.1.12 anwenden und erha¨lt die Adjunktions-Abbildung Ad(ηζ , ηξ), welche alle
geforderten Eigenschaften erfu¨llt. Jeder Rang-Eins-Operator in K(Xn, Y n) ist von der
Form ϑηζ(y),ηξ(x) = Ad(ηζ , ηξ)(ϑy,x), woraus die letzte Behauptung folgt. 2
Wir werden nun auf eine weitere Vertra¨glichkeit der Normalisierung mit a¨quivarianten
Morita-A¨quivalenzen (vgl. 1.4.9) hinarbeiten. Der wichtigste Schritt ist:
2.71 Lemma. Es sei (AXB, αξβ) ein Hilbert-Bimodul mit S-Kowirkung und normaler
Koeffizienten-Kowirkung (B, β). Dann ist die Normalisierung durch ηα(idX)idB : AXB →
AnXB gegeben.
Beweis. Wegen ker(jξ) = X · ker(jβ) (vgl. [15, Lemma 1.20]) ist auch die Abbildung jξ
injektiv. Das Bild des Struktur-Homomorphismus jα(A)jξ(X)jβ(B) identifiziert sich folglich
mit jα(A)XB. Also muß man nur noch die linke Koeffizienten-Kowirkung normalisieren. 2
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Dieselbe Technik zeigt sofort, daß Normalita¨t unter starker Morita-A¨quivalenz inva-
riant ist.
2.72 Proposition. Es sei (S,∆) eine stark dualisierbare Hopf-C∗-Algebra (vgl. 1.2.5) fu¨r
welche verschra¨nkte Produkte existieren und (AXB, αξβ) ein a¨quivarianter Imprimitivita¨ts-
Bimodul (vgl. 1.4.9). Dann ist (A,α) genau dann normal, wenn (B, β) normal ist.
Beweis. Wir benutzen die Realisierung (K(X oξ Ŝ), Ad(jξ), jξŜ) des verschra¨nkten Pro-
dukts von (K(X), Ad(ξ)) ∼= (A,α) (vgl. Satz 2.43). Dann identifiziert sich jα mit Ad(jξ).
Somit ist genau dann eine der Abbildungen jα, jξ und jβ injektiv, wenn alle drei gleich-
zeitig injektiv sind. 2
Es gibt einen natu¨rlichen Kandidaten fu¨r die Normalisierung von (K(X), Ad(ξ)):
2.73 Lemma. Unter den Voraussetzungen von Proposition 2.72 an (S,∆) sei (AXB, αξβ)
eine S-Kowirkung, wobei ξ als Morphismus beidseitig nichtentartet ist (vgl. 1.1.10). Dann
ist der surjektive ∗-Homomorphismus Ad(ηξ) : K(X)→ K(Xn) eine Normalisierung.
Beweis. Eine a¨hnliche Argumentation wie im Beweis von Proposition 2.72 zeigt, daß
(K(Xn), Ad(ξn)) eine normale Kowirkung ist. Offenbar ist Ad(ηξ) a¨quivariant. Aus dem
Lemma 2.44(2.) folgt die Vertra¨glichkeit ιK(Xn)oŜ ◦ (Ad(ηξ)o Ŝ) = Ad(ηξ o Ŝ) ◦ ιK(X)oŜ.
Daher ist mit ηξ o Ŝ auch Ad(ηξ)o Ŝ ein Isomorphismus. Damit ist nach Proposition
2.68 Ad(ηξ) eine Normalisierung. 2
3.Kapitel: Duale Paare von Quantengruppen
Wir verwenden die Bezeichnungen aus § 1.3. In diesem Abschnitt sei V ∈ U(H ⊗ H)
eine dichte multiplikative Unita¨re und (ŜV , SV ) bzw. (Ŝu, v, Su) das zugeho¨rige reduzierte
bzw. universelle Paar von Quantengruppen mit beidseitig universeller Bi-Darstellung v
(vgl. 1.3.5). Mit K seien wie in 1.3.1 die kompakten Operatoren auf H bezeichnet. Wir
benutzen außerdem die folgenden Sprechweisen und Notationen:
3.1 Notation. Unter einer vollen bzw. reduzierten S-Kowirkung verstehen wir eine Ko-
wirkung der Hopf-C∗-Algebra (Su,∆u) bzw. (SV ,∆) im Sinne von § 1.4. Eine analoge
Sprechweise verwenden wir auch fu¨r das Dual Ŝ von S.
Fu¨r Ŝ notieren wir außerdem verschra¨nkte Produkte einer vollen oder reduzierten Ŝ-
Kowirkung (AXB, αξβ) naheliegenderweise mit (AoSX oξ SBoS, ˆξ, ûα, ûβ) und verwenden
ˆαS bzw. ˆ
β
S fu¨r die zu ûα bzw. ûβ geho¨rigen
∗-Morphismen (vgl. Bemerkung 2.6).
Fu¨r Kowirkungen einer lokalkompakten Gruppe G (d.h. falls S = C∗r (G) bzw. S =
C∗r (G) ist) sprechen wir von reduzierten bzw. vollen G-Kowirkungen.
Ist (X, ξ) ein Hilbertmodul mit C0(G)-Kowirkung (d.h. mit einer G-Wirkung), so ver-
wenden wir die u¨bliche Notation X oξ G fu¨r das verschra¨nkte Produkt. Entsprechend
verwenden wir in Anlehnung an den abelschen Fall fu¨r das verschra¨nkte Produkt einer
(reduzierten oder vollen) G-Kowirkung (X, ξ) die Bezeichnung X oξ Ĝ.
§ 3.1 Symmetrische multiplikative Unita¨re
Wir werden zuna¨chst einige Kovarianz-Gleichungen herleiten.
3.2 Lemma. Es seien V ∈ U(H ⊗H) und (Ŝu, v, Su) wie oben. Fu¨r ein Paar von nicht-
entarteten ∗-Morphismen ν : Su → M(C) und µ : Ŝu → M(C) die folgenden Aussagen
sind a¨quivalent (man beachte die Notationen 1.0.4 und 1.0.5):
1. Das Paar (ν, µ) : (Su, Ŝu) → M(C) ist kovariant im Sinne von Definition 2.1 bzw.
Bemerkung 2.6.
2. Es gilt die Gleichung v13 = (v
ν)∗12 · (µv)23 · (vν)12 · (µv)∗23 in UM(Ŝu ⊗ C ⊗ Su).
3. Es gilt die Kovarianz-Identita¨t Ad(vν) ◦ (id⊗ µ) ◦ ∆̂u = 1Ŝu ⊗ µ.
Beweis. Nach Definition ist (1.) die Identita¨t Ad(µv) ◦ (ν⊗ 1Su) = (ν⊗ id) ◦∆u. Wendet
man diese Gleichung auf den zweiten Tensoranden von v an, so folgt nach Umsortieren
(2.). Aus der universellen Eigenschaft von (Su, v) folgt demnach, daß (1.) und (2.) a¨quiva-
lent sind. Analog zeigt man die A¨quivalenz von (2.) und (3.), indem man die universelle
Eigenschaft von (Ŝu, v) (mit der Konvention aus 1.3.2) benutzt. 2
3.3 Bemerkung. Eine dem zweiten Teil sehr verwandte Gleichung wurde in [4, (3)
auf S. 482] als Definition fu¨r Kovarianz benutzt. Man erha¨lt sie durch Anwenden von
(pi ⊗ idC ⊗ pi) auf die Gleichung in (2.) und Umsortieren.
Man hat nach Konstruktion von v in 1.3.5 die Gleichung des zweiten Teils mit ν = pi
und µ = pi zur Verfu¨gung, denn es ist u = vpi und û = piv. Insbesondere folgt aus dem
Lemma 3.2:
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3.4 Korollar. Mit den Notationen aus Lemma 3.2 ist (pi, pi) : (Su, Ŝu) → M(K) kova-
riant, und dies ist a¨quivalent zu der Kovarianz-Identita¨t Ad(vpi) ◦ (id⊗pi) ◦ ∆̂u = 1Ŝu ⊗pi.
Aus dem Korollar liest man sofort ab, daß ker((pi ⊗ id) ◦ ∆u) = ker(pi) und genauso
ker((id⊗ pi) ◦ ∆̂u) = ker(pi) ist. Also hat man Faktorisierungen:
3.5 Korollar. Es sei V ∈ U(H⊗H) wie oben. Es gibt einen eindeutigen injektiven nicht-
entarteten ∗-Morphismus ∆rf : SV →M(SV ⊗Su) mit ∆rf ◦ pi = (pi⊗ id) ◦∆u. Dieser ist
eine nichtentartete Rechts-Su-Kowirkung. Analog gibt es eine eindeutig bestimmte nicht-
entartete Links-Ŝu-Kowirkung fr∆̂ : ŜV →M(Ŝu⊗ŜV ) auf ŜV mit fr∆̂◦pi = (id⊗pi)◦∆̂u.
Da Ŝu bzw. Su gegenseitige starke universelle Duale sind (vgl. 1.3.5), kann man den
Existenzsatz 2.13 anwenden und sieht, daß verschra¨nkte Produkte von C∗-Algebren mit
Rechts-Su-Kowirkung existieren. Die Situation ist aber in dem Sinne unsymmetrisch, daß
es keine
”
kanonische“ kovariante Darstellung des Paares (Ŝu, Su) gibt. Man hat zwar die
Kovarianz-Gleichung 3.2(2.), aber das liefert kein kovariantes Paar (pi, pi) : (Ŝu, Su) →
M(K), sondern garantiert lediglich die Existenz von verschra¨nkten Produkten von C∗-
Algebren mit Links-Ŝu-Kowirkung. Man muß also eine zusa¨tzliche Symmetriebedingung
an die multiplikative Unita¨re V stellen:
3.6 Definition. Unter Verwendung der Begriffe aus § 1.3 heißt eine C∗-algebraische dichte
multiplikative Unita¨re V ∈ U(H ⊗ H) symmetrisch, wenn es einen unita¨ren Operator
U ∈ U(H) mit U2 ∈ C · 1H gibt, so daß die folgenden Bedingungen erfu¨llt sind:
1. Das Paar (Ad(U) ◦ pi, pi) : (Ŝu, Su) → M(K) ist kovariant. Das bedeutet, es gilt
Ad(piσ(v))◦(Ad(U)pi⊗1Ŝu) = (Ad(U)pi⊗id)◦∆̂u (vgl. Definition 2.2 bzw. Bemerkung
2.6 und die Behauptung in 1.3.5).
2. Die Bilder von Ad(U)pi und pi sowie von Ad(U)pi und pi kommutieren jeweils.
Hierbei ist v die beidseitig universelle Darstellung zu V (vgl. die Definition in 1.3.5), und
σ(v) ∈ UM(Su ⊗ Ŝu) bezeichnet die zu v ”geflippte“ Unita¨re (vgl. 1.0.4). Wir setzen zur
Abku¨rzung piU := Ad(U)pi und piU := Ad(U)pi.
3.7 Bemerkung. Da U bis auf einen nichttrivialen Skalar mit seinem Adjungierten U∗
u¨bereinstimmt, ist es egal, ob man mit U oder mit U∗ konjugiert. Insbesondere sind
also Ad(U) = Ad(U∗) : L(H) → L(H) dieselben ∗-Automorphismen, und folglich ist
Ad(U)2 = idL(H). Durch Reskalieren kann man natu¨rlich immer erreichen, daß U2 = 1
ist. Aus dem zweiten Teil und der Definition 3.6 folgt sofort die Kovarianz-Identita¨t
Ad(piUσ(v)) ◦ (pi ⊗ 1Ŝu) = (pi ⊗ id) ◦ ∆̂u, vgl. 1.0.5. Zur Abku¨rzung bezeichnen wir
als symmetrische multiplikative Unita¨re eine multiplikative Unita¨re, die der Definition
3.6 genu¨gt. Insbesondere existieren in dieser Situation also auch verschra¨nkte Produk-
te von C∗-Algebren mit Rechts-Ŝu-Kowirkungen (und auch verschra¨nkte Produkte von
C∗-Algebren mit Links-Su-Kowirkungen, vgl. das folgende Korollar 3.12).
3.8 Bemerkung. Die Definition 3.6 dient dazu, die verschiedenen existierenden Beispiel-
Klassen zusammenzufassen und ihre Eigenschaften abstrakt zu formulieren. Daher ist
die Axiomatik der Definition 3.6 sehr a¨hnlich der eines schwachen Kac-Systems in [66,
I.2.2]. Denn aus der Kovarianz von (piU , pi) oben folgt analog wie in Lemma 3.2(2.) die
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Gleichung (σ(v)piU )12 · σ(v)13 · (piσ(v))23 = (piσ(v))23 · (σ(v)piU )12 in UM(Su ⊗ K ⊗ Ŝu)
(vgl. auch Korollar 3.12(1.)). Wendet man darauf (pi ⊗ idK ⊗ piU) an, so erha¨lt man mit
V̂ := (pi⊗piU)(σ(v)) ∈ U(H⊗H) eine mulitplikative Unita¨re, welche sich in die Axiomatik
eines schwachen Kac-Systems fu¨gt. Offensichtlich gilt SV̂ = Ad(U)(ŜV ) und ŜV̂ = SV .
3.9 Beispiel. Beispiele fu¨r symmetrische multiplikative Unita¨re sind etwa Kac-Systeme
(H, V, U), vgl. [4, De´finition 6.4], und insbesondere die zu lokalkompakten Gruppen geho¨-
renden multiplikativen Unita¨ren. Wir geben zum besseren Vergleich die korrespondieren-
den Bezeichnungen an, sofern sie nicht schon mit den hier verwendeten u¨bereinstimmen:
Kac-System (H, V, U) symmetrisches V
Sp, Ŝp Su, Ŝu
L, ρ pi, pi
R, λ piU , piU
V ′, V ′′ u, û
Daneben ist eine multiplikative Unita¨re W , die zu einer lokalkompakten Quantengruppe
nach Kustermans und Vaes ([35] und [36], vgl. auch 1.3.6) symmetrisch: Man benutzt
die modulare Konjugation J des links-invarianten Gewichts (und ebenso Ĵ fu¨r das Dual),
welche ein selbstinverser anti-unita¨rer Operator auf der GNS-Darstellung H ist, vgl. die
Einleitung von [36]. Das Produkt U := JĴ ist ein unita¨rer Operator mit U2 ∈ C · 1 [40,
Proposition 3.13 und 3.14], wodurch W nach [40, Definition 3.4(4) und Lemma 3.7] eine
symmetrische multiplikative Unita¨re wird.
3.10 Bemerkung. Fu¨r lokalkompakte Quantengruppen nach Kustermans und Vaes (vgl.
1.3.6) erha¨lt man eine starke Beziehung zwischen den vollen (reduzierten) verschra¨nkten
Produkten S o(r) Ŝ und Ŝ o(r) S: Die modularen Konjugationen erlauben die Definition
einer unita¨ren Antipode R. Dies ist ein Anti-Automorphismus von SW (man beachte die
Unterschiede in der Notation) mit R2 = id, vgl. [35, Proposition 5.20], der zudem das
Koprodukt ∆ auf SW in das entgegengesetzte Koprodukt ∆
op (vgl. 1.2.6(4.)) u¨berfu¨hrt:
∆◦R = (R⊗R)◦∆op. Sie ist fu¨r die Definition der Antipode wichtig, vgl. Definition (5.22)
und Proposition (5.22) in [35]. Die unita¨re Antipode R la¨ßt sich auf das Niveau der univer-
sellen Quantengruppen heben (vgl. [34, § 6]), und man erha¨lt einen Anti-Automorphismus
Ru von Su mit analogen Eigenschaften. Ebenso erha¨lt man eine duale unita¨re Antipode
R̂u fu¨r Ŝu.
Aufgrund der Eigenschaften von Ru und R̂u ergibt sich der folgende Zusammenhang
von kovarianten Homomorphismen: Ein Paar (ν, µ) : (Su, Ŝu) → M(D) von Morphismen
in eine C∗-Algebra D ist genau dann kovariant (bzgl. der Su-Kowirkung ∆u), wenn das
Paar (µ ◦ R̂u, ν ◦ Ru) : (Ŝu, Su) → M(Dop) kovariant (bzgl. der Ŝu-Kowirkung ∆̂u) ist,
vgl. die Notation 2.5 und Bemerkung 2.6. Wir erhalten eine natu¨rliche Bijektion von
kovarianten Morphismen. Aus der universellen Eigenschaft folgt insbesondere Su o Ŝ ∼=
(Ŝu o S)op. Eine analoge Aussage folgt sofort fu¨r die reduzierten verschra¨nkten Produkte.
3.11 Bemerkung. Ist V ∈ U(H ⊗ H) eine symmetrische multiplikative Unita¨re (vgl.
Bemerkung 3.7), so hat das Tripel (Su, σ(v), Ŝu) vo¨llig analoge abstrakte Eigenschaften
wie das universelle duale Paar (Ŝu, v, Su) (vgl. die Definition in 1.3.5). Man erha¨lt daher
fu¨r (Ŝu, ∆̂u) analoge Ergebnisse wie fu¨r (Su,∆u), wenn man konsequent v durch σ(v) und
das kovariante Paar (pi, pi) : (Su, Ŝu)→ L(H) durch (piU , pi) : (Ŝu, Su)→ L(H) ersetzt.
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Man erha¨lt analog wie in Lemma 3.2 und den Korollaren 3.4 sowie 3.5:
3.12 Korollar. Ist V ∈ U(H ⊗H) eine symmetrische multiplikative Unita¨re (vgl. Defi-
nition 3.6), so folgt:
1. Es gilt die Kovarianzgleichung Ad(σ(v)piU ) ◦ (id⊗ pi) ◦∆u = 1Su ⊗ pi, und diese ist
a¨qiuvalent zu der Gleichung σ(v)13 = (σ(v)
piU )∗12 · (piσ(v))23 · (σ(v)piU )12 · (piσ(v))∗23 in
UM(Su ⊗K ⊗ Ŝu).
2. Es gibt eine nichtentartete Ŝu-Kowirkung ∆̂rf : ŜV →M(ŜV ⊗ Ŝu) auf ŜV , die durch
∆̂rf ◦ pi = (pi ⊗ id) ◦ ∆̂u eindeutig bestimmt ist.
3. Man hat eine Links-Su-Kowirkung fr∆ : SV →M(Su ⊗ SV ) auf SV , die nichtentar-
tet und durch die Beziehung fr∆ ◦ pi = (id⊗ pi) ◦∆u eindeutig bestimmt ist.
§ 3.2 Reduzierte verschra¨nkte Produkte
Wir haben fu¨r dichte multiplikative Unita¨re (vgl. 1.3.5) die Theorie der universellen ver-
schra¨nkten Produkte zur Verfu¨gung. Die konkret konstruierten (reduzierten) verschra¨nk-
ten Produkte aus [4, § 7] kann man als Quotient von universellen verschra¨nkten Produkten
wiedergewinnen. Wir brauchen zuna¨chst folgendes Ergebnis:
3.13 Lemma. Es sei V ∈ U(H ⊗H) eine dichte C∗-algebraische mutliplikative Unita¨re
(vgl. 1.3.5). Wir betrachten eine volle bzw. reduzierte S-Kowirkung (AXB, αξβ) (vgl. No-
tation 3.1). Dann ist mit den Notationen aus § 1.3 das Tripel
((id⊗ pi)ξ, 1A ⊗ pi, 1B ⊗ pi) bzw. (ξ, 1A ⊗ pi, 1B ⊗ pi)
ein kovarianter Homomorphismus (X, Ŝu) → M(X ⊗ K), vgl. Bemerkung 2.6. Hierbei
fassen wir Ŝu gema¨ß 1.3.4 als starkes universelles Dual von (Su,∆u) bzw. (SV ,∆) und
SV als C
∗-Unteralgebra von M(K) = L(H) auf.
Beweis. Die Paare (pi, pi) : (Su, Ŝu) → M(K) bzw. (idSV , pi) : (SV , Ŝu) → M(K) sind
kovariant. Man erha¨lt die obigen kovarianten Tripel analog wie in Lemma 2.12 auch fu¨r
Hilbert-Bimoduln. 2
3.14 Korollar. Unter den Voraussetzungen von Lemma 3.13 ist eine volle S-Kowirkung
(X, ξ) genau dann normal (im Sinne von Definition 2.59), wenn (id ⊗ pi)ξ injektiv (vgl.
1.1.10) ist. Jede reduzierte S-Kowirkung ist bereits normal.
Beweis. Der gro¨ßte Teil der Behauptungen folgt aus der Charakterisierung normaler
Kowirkungen in Lemma 2.62. Wir mu¨ssen nur noch zeigen, daß fu¨r eine normale volle
S-Kowirkung (AXB, αξβ) die Komposition (id⊗pi)ξ̂ injektiv ist. Wegen der Kovarianz des
universellen Tripels (jξ, uα, uβ) (vgl. Notation 2.35) folgt ganz allgemein die Beziehung
(jξ ⊗ pi)ξ = (idXoŜ ⊗ pi) ◦Ad(uα, uβ) ◦ (jξ ⊗ 1Ŝu) = Ad(upiα, upiβ) ◦ (jξ ⊗ 1ŜV ), wobei wir die
Notation 1.0.5 verwenden. Ist (X, ξ) normal, also jξ injektiv, so ist es auch (id⊗ pi)ξ. 2
Die folgende Definition ergibt im Fall reduzierter S-Kowirkungen genau die Definition
reduzierter verschra¨nkter Produkte aus [4, § 7] und verallgemeinert auf naheliegendeWeise
die Konstruktion bei Gruppen (vgl. etwa [15, Appendix]):
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3.15 Definition. Mit denselben Voraussetzungen und Bezeichnungen wie in Lemma 3.13
betrachten wir eine volle bzw. reduzierte S-Kowirkung (X, ξ). Wir setzen jξ,r := (id⊗ pi)ξ
bzw. jξ,r := ξ (mit den offensichtlichen Notationen fu¨r die Koeffizienten-Morphismen),
sowie jα,r
Ŝ
:= (1A ⊗ pi) und jβ,rŜ := (1B ⊗ pi). Weiter sei
piξ := jξ,r × (jα,rŜ , j
β,r
Ŝ
) : X oξ Ŝ →M(X ⊗K)
der zugeho¨rige Morphismus von Rechts-Hilbert-Bimoduln (vgl. Bemerkung 2.22). Das
reduzierte verschra¨nkte Produkt von (X, ξ) ist der das Bild von piξ als Unter-Hilbert-
Bimodul Im(piξ) ⊆ M(X ⊗ K). Wir bezeichen es als Tupel (X oξ,r Ŝ, jξ,r, jα,rŜ , j
β,r
Ŝ
) oder
einfach nur mit X or Ŝ, wenn die Kowirkung sich von selbst versteht.
Auf den reduzierten verschra¨nkten Produkten existiert fu¨r symmetrisches V eine volle
und eine reduzierte duale Ŝ-Kowirkung:
3.16 Proposition. Es sei V ∈ U(H⊗H) symmetrisch (Definition 3.6) und (AXB, αξβ) ei-
ne volle bzw. reduzierte S-Kowirkung (vgl. Notation 3.1). Sei (X oξ Ŝ, ξ̂) das verschra¨nkte
Produkt mit dualer Ŝu-Kowirkung (vgl. § 2.4). Mit den Bezeichnungen aus § 1.3 und De-
finition 3.15 gilt:
1. Das Tripel (piξ, 1A ⊗ piU , 1B ⊗ piU) ist ein kovarianter Morphismus von (X oξ Ŝ, ξ̂)
auf X ⊗K und induziert einen Morphismus
Φξ := piξ × (1A ⊗ piU , 1B ⊗ piU) : X oξ Ŝ oξ̂ S −→M(X ⊗K)
von Rechts-Hilbert-Bimoduln mit entsprechend bezeichneten Koeffizienten-Abbild-
ungen.
2. Auf dem reduzierten verschra¨nkten Produkt X oξ,r Ŝ existiert jeweils eine volle und
eine reduzierte duale Ŝ-Kowirkung
ξ̂rf : X oξ,r Ŝ →M(X oξ,r Ŝ⊗ Ŝu) und ξ̂r : X oξ,r Ŝ →M(X oξ,r Ŝ⊗SV ),
welche als Kowirkungen nichtentartet sind. Der Morphismus piξ ist ξ̂ - ξ̂rf -a¨quiva-
riant ist (vgl. § 1.4), und es gilt die Beziehung ξ̂r = (id⊗ pi)ξ̂rf . Die Koeffizienten-
Kowirkungen bezeichnen wir analog mit α̂rf , α̂r etc. .
Beweis. Wir mu¨ssen die Gleichung (idX⊗Ad(piUσ(v)))◦(piξ⊗1Ŝu) = (piξ⊗idŜu)◦ ξ̂ zeigen.
Wegen der universellen Eigenschaft von X oξ Ŝ reicht es (vgl. Bemerkung 2.22(3.)), die
Gleichung nach Verknu¨pfung mit jξ und die zugeho¨rigen Identita¨ten der Koeffizienten-
Abbildungen nach Verknu¨pfung mit jα
Ŝ
und jβ
Ŝ
zu zeigen:
(idX ⊗ Ad(piUσ(v))) ◦ (piξ ⊗ 1Ŝu) ◦ jξ = (idX ⊗ Ad(piUσ(v))) ◦ (jξ,r ⊗ 1Ŝu)
(1)
= (jξ,r ⊗ 1Ŝu)
= (piX ⊗ idŜu) ◦ ξ̂ ◦ jξ ,
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wobei wir in (1) benutzt haben, daß jξ,r Werte in M(X ⊗ pi(Su)) annimmt und die Bilder
von piU und pi kommutieren. Fu¨r die rechten (genauso fu¨r die linken) Koeffizienten gilt
die Gleichung
(idA ⊗ Ad(piUσ(v))) ◦ (piα ⊗ 1Ŝ) ◦ jαŜ = 1A ⊗ (Ad(piUσ(v)) ◦ (pi ⊗ 1Ŝu)
(2)
= 1A ⊗ (pi ⊗ id)α̂
= (piα ⊗ id)α̂ ◦ jαŜ ,
wobei man in (2) die Kovarianzgleichung der Bemerkung 3.7 einsetzen muß. Die obige
Kovarianzgleichung impliziert, daß die Verknu¨pfungen (piξ ⊗ idŜu) ◦ ξ̂ und (piξ ⊗ pi) ◦ ξ̂
beide injektiv u¨ber das reduzierte verschra¨nkte Produkt X oξ,r Ŝ faktorisieren. Also folgt
der zweite Teil direkt aus dem ersten, da ξ̂ eine nichtentartete Ŝu-Kowirkung ist (vgl.
Definition 2.37). 2
Da insbesondere folgt, daß (id ⊗ piU)ξ̂rf = (id ⊗ Ad(U))ξ̂r injektiv ist, kann man das
Analogon zu Korollar 3.14 fu¨r Ŝ anwenden und erha¨lt:
3.17 Korollar. Unter denselben Voraussetzungen wie in Proposition 3.16 ist das redu-
zierte verschra¨nkte Produkt (X oξ,r Ŝ, ξ̂rf ) stets eine normale volle Ŝ-Kowirkung.
Die Abbildungen piξ sind in folgendem Sinne natu¨rlich:
3.18 Lemma. Unter denselben Voraussetzungen wie in der Proposition 3.16 sei ein a¨qui-
varianter nichtentarteter Morphismus ψΦϕ : (AXB, αξβ) → M(A′X ′B′ , α′ξ′β′) von Rechts-
Hilbert-Bimoduln mit voller bzw. reduzierter S-Kowirkung gegeben. Dann existiert ein
eindeutig bestimmter Morphismus Φor Ŝ : X oξ,r Ŝ → M(X ′ oξ′,r Ŝ) mit Φor Ŝ ◦ piξ =
piξ′ ◦ Φo Ŝ. Der Morphismus Φor Ŝ ist offenbar nichtentartet und a¨quivariant bzgl. der
vollen bzw. reduzierten Ŝ-Kowirkungen ξ̂rf und ξ̂′rf bzw. ξ̂r und ξ̂′r.
Beweis. Wir mu¨ssen zeigen, daß die Verknu¨pfung piξ′ ◦ Φo Ŝ u¨ber das reduzierte ver-
schra¨nkte Produkt X oξ,r Ŝ faktorisiert. Dazu rechnet man einfach die Gleichungen
piξ′ ◦ (Φo Ŝ) ◦ jξ = jξ,r ◦ Φ (∗)= (Φ⊗ idK) ◦ jξ,r = (Φ⊗ idK) ◦ piξ ◦ jξ
und piα′ ◦ (ψ o Ŝ) ◦ jαŜ = (1A′orŜ ⊗ pi) = (ψ ⊗ idK) ◦ piα ◦ jαŜ
bzw. piβ′ ◦ (ϕo Ŝ) ◦ jβŜ = (ϕ⊗ idK) ◦ piβ ◦ j
β
Ŝ
nach, wobei in (∗) die S-A¨quivarianz von Φ benutzt wurde. Also ist piξ′ ◦ (Φo Ŝ) =
(Φ⊗idK)◦piξ (vgl. Bemerkung 2.22(3.)). Deshalb ko¨nnen wir fu¨r Φor Ŝ die Einschra¨nkung
(Φ⊗ id)|XorŜ: X oξ,r Ŝ →M(X ′ oξ′,r Ŝ) setzen. Die restlichen Aussagen sind klar. 2
Wir werden zeigen, daß der Morphismus piξ wie in Korollar 3.17 bereits eine Norma-
lisierung im Sinne von Definition 2.63 ist. Als Vorbereitung brauchen wir das folgende
Ergebnis (vgl. [66, Lemme 4.6] im Fall reduzierter S-Kowirkungen):
3.19 Lemma. Unter den Voraussetzungen der Proposition 3.16 sei (AXB, αξβ) eine volle
oder reduzierte S-Kowirkung. Dann gilt die Identita¨t (jξ ⊗ id)piξ = Ad(upiα, upiβ)(id ⊗ pi)ξ̂
(vgl. Definition 3.15) in HBM(X oξ Ŝ, X oξ Ŝ ⊗K) (vgl. 1.5.1).
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Ist (X, ξ) eine normale S-Kowirkung, vgl. Definition 2.59, so existiert ein injektiver
nichtentarteter Morphismus von Hilbert-Bimoduln ξ̂rfr : X oξ,r Ŝ → M(X oξ Ŝ ⊗ ŜV )
mit (idXoŜ ⊗ pi) ◦ ξ̂ = ξ̂rfr ◦ piξ. Es folgt automatisch (piX ⊗ id) ◦ ξ̂rfr = ξ̂r.
Beweis. Wir betrachten die zu uα bzw. uβ geho¨rigen
∗-Homomorphismen jα
Ŝ
bzw. jβ
Ŝ
. Mit
der Notation 1.0.5 ist dann upiα =
jα
Ŝvpi und upiβ =
jβ
Ŝvpi. Zuna¨chst gelten die Gleichungen
(idXoŜ ⊗ pi)ξ̂ ◦ jξ = (idXoŜ ⊗ pi) ◦ (jξ ⊗ 1Ŝu) = jξ ⊗ 1ŜV
(idAoŜ ⊗ pi)α̂ ◦ jαŜ = (jαŜ ⊗ pi)∆̂u
(und eine analoge Gleichung fu¨r die rechte Koeffizienten-Abbildung). Wegen der Kovarianz
des universellen Tripels (jξ, j
α
Ŝ
, jβ
Ŝ
) erha¨lt man nach Konjugieren
Ad(j
α
Ŝvpi, j
β
Ŝvpi) ◦ (jξ ⊗ 1ŜV ) = (jξ ⊗ id) ◦ jξ,r = (jξ ⊗ id) ◦ piξ ◦ jξ und
Ad(j
α
Ŝvpi) ◦ (jα
Ŝ
⊗ pi)∆̂u (∗)= (1AoŜ ⊗ pi) = (jξ ⊗ id) ◦ jα,rŜ = (jξ ⊗ id) ◦ piα ◦ j
α
Ŝ
,
wobei man im Fall einer reduzierten S-Kowirkung (X, ξ) die Beziehung vpi = u aus
1.3.5 benutzt. Die Gleichung (∗) folgt aus der Kovarianz-Identita¨t in Lemma 3.2(3.) mit
(ν, µ) = (pi, pi); es gilt natu¨rlich eine analoge Beziehung fu¨r B. Also folgt die Identita¨t in
Lemma 3.19 aus der universellen Eigenschaft des verschra¨nkten Produkts, vgl. Bemerkung
2.22(3.).
Ist die S-Kowirkung (X, ξ) zusa¨tzlich normal (was bei reduzierter S-Kowirkung auto-
matisch der Fall ist, vgl. Korollar 3.14), so ist jξ injektiv, und man erha¨lt die gewu¨nschte
Faktorisierung. Diese hat offensichtlich die geforderten Eigenschaften. 2
Mit diesen Vorbereitungen erha¨lt man:
3.20 Proposition. Unter den Voraussetzungen von Proposition 3.16 ist fu¨r eine redu-
zierte oder volle S-Kowirkung (X, ξ) die Surjektion piξ : (X oξ Ŝ, ξ̂) → (X oξ,r Ŝ, ξ̂rf )
eine Normalisierung im Sinne von Definition 2.63.
Beweis. Sei Λ ∈ HBMŜu((X oξ Ŝ, ξ̂), (CYD, γζδ)) ein Ŝu-a¨quivarianter Morphismus (vgl.
1.5.1), wobei (Y, ζ) eine normale volle Ŝ-Kowirkung ist. Sei (Y oζ S, ˆζ , ûγ, ûδ) das ver-
schra¨nkte Produkt von (Y, ζ) (vgl. Bemerkung 2.35). Fu¨r die universelle Eigenschaft der
Normalisierung (Definition 2.63) mu¨ssen wir zeigen, daß Λ u¨ber piξ faktorisiert.
Wir nehmen zuna¨chst an, daß (X, ξ) normal ist. Dann gilt nach Definition des ver-
schra¨nkten Produkts Λo Ŝ = (jζ ◦ Λ)× (ûγ, ûδ) (vgl. Bemerkung 2.36) die Gleichung
(idYoS ⊗ pi) ◦ Ad(ûγ, ûδ) ◦ (ˆζ ⊗ 1Ŝu) ◦ Λ = (ˆζΛ⊗ pi) ◦ ξ̂
= (Λo S ⊗ idK) ◦ (jξ ⊗ pi)ζ̂
(∗)
= (Λo S ⊗ idK) ◦ ξ̂rfr ◦ piξ ,
wobei wir in (∗) das Lemma 3.19 einsetzen. Da nach Voraussetzung ˆζ injektiv ist, fakto-
risiert Λ u¨ber piξ.
62 3 Duale Paare von Quantengruppen
Sei nun (X, ξ) beliebig und ηξ : (X, ξ) → (Xn, ξn) die zugeho¨rige Normalisierung
(vgl. Definition 2.63). Man beachte, daß nach der Charakterisierung 2.68 der Morphis-
mus ηξ o Ŝ : X oξ Ŝ ∼= Xn oξn Ŝ ein Isomorphismus ist. Damit erhalten wir wegen der
Natu¨rlichkeits-Aussage in Lemma 3.18 ein kommutatives Diagramm
(X oξ Ŝ, ξ̂)
ηξoŜ−−−→∼= (X
n oξn Ŝ, ξ̂n)
Λ◦(ηξoŜ)−1−−−−−−−→ M(Y, ζ)
piξ
y ypiξn ∥∥∥
(X oξ,r Ŝ, ξ̂rf )
ηξorŜ−−−→ (Xn oξn,r Ŝ, ξ̂nrf ) Λ˜−−−→ M(Y, ζ)
von Ŝu-a¨quivarianten Morphismen, wobei die obere Komposition gleich Λ ist. Die Fak-
torisierung Λ˜ ◦ piξn = Λ ◦ (ηξ o Ŝ)−1 wurde bereits im oberen Teil bewiesen. Man erha¨lt
insgesamt die Faktorisierung Λ = Λ˜ ◦ (ηξ or Ŝ) ◦ piξ und somit die Behauptung. 2
Wegen Proposition 3.20 und dem Diagramm Im Beweis ist piξr ◦ (ηξ o Ŝ) eine Norma-
lisierungs-Abbildung. Mit Korollar 2.67 folgt daher:
3.21 Korollar. Unter denselben Voraussetzungen wie in Proposition 3.16 sei (X, ξ) eine
reduzierte oder volle S-Kowirkung mit Normalisierung ηξ : (X, ξ) → (Xn, ξn). Dann ist
das reduzierte verschra¨nkte Produkt ηξ or Ŝ : X oξ,r Ŝ → Xn oξn,r Ŝ ein Isomorphismus.
Die Konstruktion des reduzierten verschra¨nkte Produkts ist funktoriell und mit Ten-
sorprodukten vertra¨glich. Wir fassen dies im folgenden zusammen:
3.22 Proposition. Mit den Voraussetzungen und Bezeichungen von Proposition 3.16
induziert das reduzierte verschra¨nkte Produkt Funktoren der folgenden Kategorien (vgl.
§ 1.5 und Definition 2.59):
1. (·)or Ŝ : HBMS → HBMn,neŜu
2. (·)or Ŝ : MS →Mn,neŜu ,
wobei man fu¨r S sowohl SV als auch Su einsetzen darf. Wir haben eine natu¨rliche A¨qui-
valenz (.)or Ŝ ∼= ((·)o Ŝ)n von Funktoren (vgl. Satz 2.38 und Proposition 2.66). Insbe-
sondere induzieren die Morphismen piξ : X oξ Ŝ → X oξ,r Ŝ im (1.) bzw. (2.) Fall eine
natu¨rliche Transformation von Funktoren pi• bzw. [pi•] : (.)o Ŝ → (.)or Ŝ der entspre-
chenden Kategorien.
3.23 Bemerkung. Fu¨r Morphismen Φ in HBMS((X, ξ), (X ′, ξ′)) (vgl. 1.5.1) ist das
reduzierte verschra¨nkte Produkt durch den Morphismus Φor Ŝ aus Lemma 3.18 gegeben.
Die abku¨rzende Notation pi• bzw. [pi•] ist folgendermaßen zu verstehen: Im ersten Fall
besteht pi• : (·)o Ŝ → (·)or Ŝ aus den Morphismen piξ : X oξ Ŝ → X oξ,r Ŝ selbst,
wobei (X, ξ) ein Objekt in HBMS ist. Im zweiten Fall ist die natu¨rliche Transformation
[pi•] wie folgt definiert: Fu¨r ein Objekt (A,α) ∈MS ist der zugeho¨rige Morphimus gleich
[piα] ∈MŜu((Aoα Ŝ, α̂), (Aoα,r Ŝ, α̂rf )), vgl. die Definition in 1.5.2.
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Beweis von Proposition 3.22. Wir wissen nach Proposition 3.20 bereits, daß piξ eine
Normalisierungs-Abbildung. Benutzt man fu¨r ein Φ ∈ HBMS((X, ξ), (X ′, ξ′)) die Nor-
malisierungen piξ und piξ′ , so gilt wegen Lemma 3.18 die Beziehung (Φo Ŝ)
n
= Φor Ŝ,
vgl. auch den Beweis von Proposition 2.66. Also haben wir einen natu¨rlichen Isomorphis-
mus X oξ,r Ŝ ∼= (X oξ Ŝ)n. Dieser induziert die natu¨rliche A¨quivalenz von Funktoren
(·)or Ŝ ∼= ((·)o Ŝ)n in beiden Fa¨llen. Alle restlichen Aussagen sind dann eine Kombina-
tion der Ergebnisse in Satz 2.38 und Proposition 2.66. 2
3.24 Bemerkung. Ist V ∈ U(H ⊗ H) eine symmetrische multiplikative Unita¨re, so
gelten analoge Ergebnisse auch fu¨r Ŝ-Kowirkungen (vgl. Bemerkung 3.11). Denn in diesem
Fall hat man ein Analogon zu Lemma 3.13 fu¨r Ŝ-Kowirkungen zur Verfu¨gung: Fu¨r eine
volle bzw. reduzierte Ŝ-Kowirkung (Y, ζ) ist das Tripel ((id ⊗ piU)ζ, 1 ⊗ pi, 1 ⊗ pi) bzw.
((id⊗Ad(U))ζ, 1⊗pi, 1⊗pi) ein kovarianter Homomorphismus (Y, Su)→M(Y ⊗K). Daher
lassen sich wie in Definition 3.15 reduzierte verschra¨nkte Produkte fu¨r Ŝ-Kowirkungen
definieren. Naheliegenderweise verwenden wir die Bezeichungen ˆζ,r := (id ⊗ piU)ζ bzw.
ˆζ,r := (id⊗Ad(U))ζ, ˆγ,rŜ := (1C⊗pi) und ˆ
δ,r
Ŝ
:= (1D⊗pi) sowie piζ,r := ˆζ,r×(ˆγ,rŜ , ˆ
δ,r
Ŝ
). Das
reduzierte verschra¨nkte Produkt Y oζ,r S von (Y, ζ) ist dann gleich dem Bild Im(piζ) ⊆
M(Y ⊗K). Entsprechent gibt es eine volle bzw. eine reduzierte S-Kowirkung ζ̂rf bzw. ζ̂r
auf Y oζ,r S und wir setzen Φ̂ζ := piζ × (1⊗ pi, 1⊗ pi), vgl. Proposition 3.16.
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In diesem Abschnitt werden wir auf die Beziehung zwischen vollen und reduzierten S-Ko-
wirkungen eingehen (vgl. die Notation 3.1). Im gesamten Abschnitt betrachten wir aus-
schließlich nichtentartete (volle oder reduzierte) Kowirkungen, vgl. (§ 1.4).
3.25 Bemerkung. Ist in der Situation von Korollar 3.14 eine normale volle S-Kowirkung
(X, ξ) gegeben, so ist der Morphismus ξr := (id ⊗ pi)ξ injektiv und induziert daher eine
reduzierte S-Kowirkung auf X.
Also kann man aus jeder normalen vollen S-Kowirkung durch Nachschalten der ka-
nonischen Projektion pi eine reduzierte Kowirkung erhalten (vgl. [57, Lemma 3.1]). Es
ist bemerkenswert, daß jede reduzierte Kowirkung von dieser Art ist. Fu¨r Gruppen-
Kowirkungen ist dieses Resultat der Gegenstand der Untersuchung in [54]. Die folgende
Proposition ist eine Verallgemeinerung von [54, Theorem 4.7]. Interessanterweise verein-
facht die Verwendung der Terminologie von Quantengruppen den Beweis.
3.26 Proposition. Fu¨r ein symmetrisches V ∈ U(H ⊗ H) (Definition 3.6) und eine
nichtentartete reduzierte S-Kowirkung (AXB, αξβ) gibt es genau eine nichtentartete volle
S-Kowirkung αf ξ
f
βf : AXB → M(X ⊗ Su) auf X mit (ξf )r = (idX ⊗ pi) ◦ ξf = ξ, vgl.
Korollar 3.5 fu¨r ∆rf . Diese ist automatisch normal und durch die Beziehung (ξ⊗idSu)ξf =
(idX ⊗∆rf )ξ eindeutig festgelegt.
Die Idee des Beweises ist relativ einfach. Wesentlich hierbei ist, daß nach Definition
Kowirkungen stets injektiv und sie folglich isometrische Einbettungen sind: Man bettet
X ∼= ξ(X) als Unter-rechts-Hilbert-Bimodul in M(X ⊗ SV ) ein. Auf X ⊗ SV hat man
durch id⊗∆rf : X ⊗ SV −→ M((X ⊗ SV )⊗ Su) eine nichtentartete volle S-Kowirkung.
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Der Kandidat fu¨r die volle Kowirkung auf X ∼= ξ(X) ist die Einschra¨nkung der Kowir-
kung (idX ⊗ ∆rf ) |ξ(X) auf ξ(X). Deshalb beno¨tigt man fu¨r den Beweis eine technische
Hilfsaussage u¨ber die Einschra¨nkung voller Kowirkungen auf Unter-Hilbert-Bimoduln:
3.27 Lemma. Unter den Voraussetzungen der Proposition 3.26 sei (CYD, γζδ) eine nicht-
entartete volle S-Kowirkung und AXB ⊆ M(Y ) ein nichtentarteter Unter-rechts-Hilbert-
Bimodul. Die Einschra¨nkung ξ := ζ|X induziert genau dann eine nichtentartete volle S-
Kowirkung auf X, falls die Mengen (idX⊗pi)(ζ(X))·(1⊗SV ) und (1⊗SV )·(idX⊗pi)(ζ(X))
norm-dicht in X ⊗ SV ⊆M(Y ⊗ SV ) liegen.
Beweis. Nach der Charakterisierung des C-Multiplikators (vgl. 1.1.22) in 1.1.23 muß man
nur noch
ζ(X)(1⊗ Su) = X ⊗ Su = (1⊗ Su)ζ(X)
in M(Y ⊗ Su) und die analoge Aussage fu¨r die Koeffizienten-Algebren verifizieren, denn
die Kowirkungseigenschaft und die Injektivita¨t sind klar. Der wesentliche Trick besteht
darin, X in X = (idY ⊗ L(H)∗)(X ⊗ 1K) = (idY ⊗ L(H)∗)(X ⊗ SV ) umzuschreiben (vgl.
1.0.1), wobei die SV -Invarianz von L(H)∗ (vgl. 1.3.4(1.)) und L(H)∗(1K) = C eingehen.
Wir geben zuna¨chst ein paar Zwischenrechnungen an: Wegen der Vorausetzung erha¨lt
man X ⊗ SV = (id⊗ pi)((1⊗ Su)ζ(X)) und folglich gilt mit (id ⊗ pi)∆u = fr∆ ◦ pi (vgl.
Korollar 3.12) die Gleichung
(ζ ⊗ idSV )(X ⊗ SV ) = (idY⊗Su ⊗ pi)((ζ ⊗ id)((1⊗ Su)ζ(X))
= (idY⊗Su ⊗ pi)((1⊗ 1⊗ Su) · (ζ ⊗ id)(ζ(X)))
= (idY⊗Su ⊗ pi)((1⊗ 1⊗ Su) · (idY ⊗∆u)(ζ(X)))
= (1⊗ 1⊗ SV ) · (idY ⊗ fr∆)((id⊗ pi)(ζ(X))).
Diese kann man in der folgenden Rechnung einsetzen und bekommt
(1⊗ Su ⊗ 1) · ((ζ ⊗ id)(X ⊗ SV )) = (1⊗ Su ⊗ SV ) · (id⊗ fr∆)((id⊗ pi)(ζ(X)))
(∗)
= (1⊗ ((1⊗ SV )fr∆(SV ))) · (id⊗ fr∆)(id⊗ pi)(ζ(X))
= (1⊗ 1⊗ SV ) · (id⊗ fr∆)((1⊗ SV ) · (id⊗ pi)(ζ(X)))
= (1⊗ 1⊗ SV ) · ((id⊗ fr∆)(X ⊗ SV ))
(∗)
= X ⊗ Su ⊗ SV ⊆M(Y ⊗ Su ⊗ SV ).
In (*) benutzen wir jeweis, daß (Su,∆u) beidseitig nichtentartet ist (vgl. 1.2.2) und deshalb
Su ⊗ SV = (id⊗ pi)(Su ⊗ Su) = (id⊗ pi)((1⊗ Su)∆u(Su)) = (1⊗ SV )fr∆(SV )
gilt. Insgesamt erha¨lt man mit den Zwischenrechnungen und der SV -Invarianz von L(H)∗
das gewu¨nschte Resultat:
(1⊗ Su)ζ(X) = (1⊗ Su) · ζ((idY ⊗ L(H)∗)(X ⊗ SV ))
= (idY ⊗ idSu ⊗ L(H)∗)((1⊗ Su ⊗ 1) · ((ζ ⊗ id)(X ⊗ SV )))
= (idY ⊗ idSu ⊗ L(H)∗)(X ⊗ Su ⊗ SV )
= X ⊗ Su ⊆M(Y ⊗ Su) .
Der Beweis von ζ(X)(1⊗ Su) = X ⊗ Su la¨ßt sich a¨hnlich bewerkstelligen, ebenso wie die
Rechnungen fu¨r die Koeffizienten-Algebren. 2
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Beweis der Proposition 3.26. Wie vorausgesetzt sei (X, ξ) eine nichtentartete redu-
zierte S-Kowirkung. Wir betrachten die volle S-Kowirkung (vgl. Korollar 3.5)
ζ := (id⊗∆rf ) : X ⊗ SV −→M((X ⊗ SV )⊗ Su)
auf dem Hilbert-Bimodul A⊗SV (X ⊗ SV )B⊗SV und fassen X als Unter-Hilbert-Bimodul
von M(X ⊗ SV ) mittels der Isometrie ξ : X
∼=→ ξ(X) ⊆M(X ⊗ SV ) auf. Es gilt
(idX⊗SV ⊗ pi) ◦ ζ ◦ ξ = (idX ⊗ (id⊗ pi)∆rf ) ◦ ξ = (idX ⊗∆r) ◦ ξ = (ξ ⊗ id)ξ ,
weil offenbar (id ⊗ pi)∆rf = ∆ ist. Folglich ist die Einschra¨nkung (id ⊗ pi)ζ |ξ(X) eine
nichtentartete reduzierte Kowirkung auf ξ(X), so daß ξ : (X, ξ)
∼=−→ (ξ(X), (id⊗pi)ζ |ξ(X))
ein SV -a¨quivarianter Isomorphismus ist. Insbesondere la¨ßt sich das Lemma 3.27 anwenden,
und
ζ |ξ(X)= (id⊗∆rf ) |ξ(X): ξ(X) −→M(ξ(X)⊗ Su)
definiert eine nichtentartete volle S-Kowirkung auf ξ(X), welche nach Korollar 3.14 nor-
mal ist. Mit der Isometrie ξ la¨ßt sich diese Kowirkung zu einer normalen vollen Ko-
wirkung ξf : X → M(X ⊗ Su) zuru¨ckziehen und erfu¨llt per Definition die Gleichung
(ξ⊗id)◦ξf (∗)= (id⊗∆rf )◦ξ. Dadurch ist ξf eindeutig bestimmt. Wendet man (idX⊗SV ⊗pi)
auf die Gleichung (*) an, so folgt
(ξ ⊗ idSV ) ◦ [(id⊗ pi) ◦ ξf ] = (id⊗∆) ◦ ξ = (ξ ⊗ idSV ) ◦ ξ ,
und wegen der Injektivita¨t von ξ ⊗ id ist daher (id⊗ pi)ξf = ξr. 2
3.28 Bemerkung. In diesem Zusammenhang taucht das folgende Problem auf: Unter den
Voraussetzungen der Proposition 3.26 sei dazu (AXB, αξβ) eine normale volle S-Kowirkung
auf einem Hilbert-Bimodul und ξr = (id⊗ pi)ξ die zugeho¨rige reduzierte Kowirkung (Be-
merkung 3.25). Da Ŝu das universelle Dual von SV bzw. von Su ist, hat man a priori zwei
Mo¨glichkeiten verschra¨nkte Produkte zu bilden: X oξ Ŝ sowie X oξr Ŝ mit universellen
kovarianten Homomorphismen (jξ, j
α
Ŝ
, jβ
Ŝ
) bzw. (jξr , j
αr
Ŝ
, jβ
r
Ŝ
), wobei man (Ŝu, v) als uni-
verselles Dual von Su bzw. (Ŝu, u) als universelles Dual von SV auffaßt (vgl. § 1.3). Wegen
u = (id⊗ pi)(v) ist (jξ, jαŜ , j
β
Ŝ
) : ((X, ξr), Ŝ)→M(X oξ Ŝ) ein kovarianter Homomorphis-
mus und induziert einen kanonischen Homomorphismus X oξr Ŝ → X oξ Ŝ, der wegen
Lemma 2.25 surjektiv ist.
Wir werden zeigen, daß dies nur scheinbar eine Zweideutigkeit ist, denn der kanonische
Morphismus der Bemerkung 3.28 ist bereits ein Isomorphismus. Mit anderen Worten:
(X oξ Ŝ, jξ, jαŜ , j
β
Ŝ
) ist auch ein verschra¨nktes Produkt von (X, ξr).
3.29 Lemma. Es sei V wie in Proposition 3.26. Mit den Bezeichungen der Bemerkung
3.28 sei (Λ, u, v) : ((X, ξr), Ŝu) → M(LZR) ein kovarianter Homomorphismus der re-
duzierten S-Kowirkung (X, ξr). Seien u′ ∈ UM(C ⊗ Su) und v′ ∈ UM(D ⊗ Su) die
zugeho¨rigen unita¨ren Su-Kowirkungen (vgl. 1.3.5). Dann ist
(Λ, u′, v′) : ((X, ξ), Ŝu) −→M(LZR)
ein kovarianter Homomorphismus der vollen S-Kowirkung (X, ξ). Diese Konstruktion
induziert eine Bijektion der kovarianten Homomorphismen von (X, ξr) und (X, ξ). Insbe-
sondere ist der kanonische Homomorphismus X oξr Ŝ → X oξ Ŝ ein Isomorphismus.
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Beweis. Da (Λ, u, v) kovariant ist, gilt die Gleichung Ad(u, v)◦(Λ⊗1SV ) = (Λ⊗idSV )◦ξr.
Auf diese Identita¨t wenden wir (idX ⊗ fr∆) an (vgl. Korollar 3.12) und erhalten fu¨r die
linke Seite
(idX ⊗ fr∆) ◦ Ad(u, v) ◦ (Λ⊗ 1SV )
(∗)
= Ad(u′12 · u13, v′12 · v13) ◦ (Λ⊗ 1Su ⊗ 1SV )
= Ad(u′12, v
′
12) ◦ (Λ⊗ 1Su ⊗ idSV ) ◦ ξr
= [(Ad(u′, v′) ◦ (Λ⊗ 1Su))⊗ idSV ]ξr ,
wobei wir die Positions-Notation 1.0.4 verwenden und in (∗) die Beziehung
(id⊗ fr∆)(u) = (id⊗ fr∆pi)(u′) = (id⊗ id⊗ pi)(id⊗∆u)(u′)
= (id⊗ id⊗ pi)(u′12u′13) = u′12u13
benutzen (vgl. Korollar 3.12(3.)). Fu¨r die rechte Seite ergibt sich
(idX ⊗ fr∆) ◦ (Λ⊗ idSV )ξr = (Λ⊗ fr∆pi)ξ
= (Λ⊗ idSu ⊗ pi)(idX ⊗∆u)ξ
= [((Λ⊗ idSu)ξ)⊗ idSV ]ξr.
Insgesamt gilt also [(Ad(u′, v′)◦(Λ⊗1Su))⊗ idSV ]ξr = [((Λ⊗ idSu)ξ)⊗ idSV ]ξr. Fu¨r x ∈ X,
ω ∈ L(H)∗ und s ∈ SV erhalten wir deshalb
[Ad(u′, v′) ◦ (Λ⊗ 1Su)]((id⊗ ω)(ξr(x)(1⊗ s)))
= (idX ⊗ idSu ⊗ ω · s)(((Ad(u′, v′) ◦ (Λ⊗ 1Su))⊗ idSV )ξr(x))
= (idX ⊗ idSu ⊗ ω · s)(((Λ⊗ idSu)ξ)⊗ idSV )ξr(x))
= [(Λ⊗ idSu)ξ]((id⊗ ω)(ξr(x)(1⊗ s))).
Da die SV -Kowirkung ξ
r nichtentartet ist, liegen die Elemente der Form ξr(x)(1⊗s) dicht
in X ⊗ SV und folglich die Elemente der Form (id ⊗ ω)(ξr(x)(1 ⊗ s)) dicht in X. Also
gilt die Kovarianzgleichung Ad(u′, v′) ◦ (Λ ⊗ 1Su) = (Λ ⊗ idSu)ξ. Diese Konstruktion ist
offenbar bijektiv mit Inversem (Λ, u′, v′) 7−→ (Λ, (id ⊗ pi)(v′), (id ⊗ pi)(u′)). Sie u¨berfu¨hrt
einen kovarianten Homomorphismus von (X, ξ) in einen kovarianten Homomorphismus
von (X, ξr). Folglich besitzt (X oξ S, jξ, jαξ , j
β
ξ ) die universelle Eigenschaft fu¨r das ver-
schra¨nkte Produkt von (X, ξr), und der kanonische Homomorphismus ist bijektiv. 2
Die Korrespondenz von normalen vollen und reduzierten S-Kowirkungen ist natu¨rlich:
3.30 Satz. Ist V ∈ U(H ⊗ H) symmetrisch (Definition 3.6), so gibt es mit den Be-
zeichnungen aus Definition 2.59, § 1.3 sowie § 1.5 zueinander inverse A¨quivalenzen der
folgenden Kategorien:
1. (·)r : HBMn,neSu → HBMneSV mit Inversem (·)f : HBMneSV → HBMn,neSu
2. (·)r : Mn,neSu →MneSV mit Inversem (·)f : MneSV →Mn,neSu .
3.31 Bemerkung. Die Funktoren vera¨ndern lediglich Kowirkungen. Im ersten Fall be-
deutet das: Fu¨r (X, ξ) in HBMn,neSu bzw. in (X, ξ) ∈ HBMneSV ist (X, ξ)r := (X, ξr) bzw.
(X, ξ)f := (X, ξf ) (vgl. Bemerkung 3.25 und Proposition 3.26). A¨quivariante Morphismen
in werden nicht vera¨ndert.
Im zweiten Fall modifiziert man zudem Morphismen [(X, ξ)] in Mn,neSu ((A,α), (B, β))
bzw. [(X, ξ)] in MneSV ((A,α), (B, β)) zu [(X, ξ)]
r := [(X, ξr)] ∈MneSV ((A,αr), (B, βr)) bzw.
[(X, ξ)]f := [(X, ξf )] ∈Mn,neSu ((A,αf ), (B, βf )).
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Beweis von Satz 3.30. Fu¨r den ersten Teil sei Φ ∈ HBMn,neSu ((X, ξ), (Y, ζ)). Dann ist Φ
offensichtlich auch ξr-ζr-a¨quivariant, und (·)r setzt sich zu einem Funktor fort. Ist umge-
kehrt Φ ∈ HBMneSV ((X, ξ), (Y, ζ)), so gilt unter mehrfacher Anwendung von Proposition
3.26 die Beziehung
(ζ ⊗ id)ζfΦ = (id⊗∆rf )ζΦ = (Φ⊗∆rf )ξ = (Φξ ⊗ id)ξf = (ζ ⊗ id)(Φ⊗ id)ξf .
Wegen der Injektivita¨t von ζ folgt die ξf -ζf -A¨quivarianz von Φ, daher ist (·)f ein Funktor.
Ist (X, ξ) ∈ HBMneSV , so ist (ξf )r = ξ. Ist umgekehrt (X, ξ) ∈ HBMn,neSu , so hat man wegen
Proposition 3.26 die Gleichung
(ξr ⊗ id)(ξr)f = (id⊗∆rf )ξr = (id⊗∆rfpi)ξ
(∗)
= (id⊗ pi ⊗ id)(ξ ⊗ id)ξ = (ξr ⊗ id)ξ ,
wobei in (∗) die Identita¨t aus Korollar 3.5 eingeht. Die Injektivita¨t von ξr liefert (ξr)f = ξ.
Also sind die beiden Funktoren zueinander invers.
Um den zweiten Teil zu beweisen, beachte man, daß wegen des ersten Teils die Kon-
struktionen mit a¨quivariant unita¨ren A¨quivalenzklassen von Rechts-Hilbert-Bimoduln ver-
tra¨glich sind. Sie induzieren daher wohldefinierte Abbildungen auf den Morphismen der
Morita-Kategorien, die offenbar die Einselemente erhalten. Fu¨r die Vertra¨glichkeit mit
dem Produkt seien [(X, ξ)] ∈MneSV ((A,α), (B, β)) und [(Y, ζ)] ∈MneSV ((B, β), (C, γ)). Wir
mu¨ssen nur die Kowirkungen auf dem Tensorprodukt u¨berpru¨fen (vgl. Proposition 2.28).
Dazu rechnet man die Gleichung
(id⊗ pi)(ξf ]Bζf ) = Θ ◦ ([(id⊗ pi)ξf ]⊗B⊗SV [(id⊗ pi)ζf ]) = Θ ◦ (ξ ⊗B⊗SV ζ) = ξ ]Bζ
nach, woraus nach dem ersten Teil die ξf ]Bζ
f = (ξ ]Bζ)
f folgt. Also ist (·)f mit Tensor-
produkten vertra¨glich und induziert einen Funktor der Morita-Kategorien. Analog zeigt
man die Vertra¨glichkeit von (·)r mit Tensorprodukten. Wie im ersten Teil sind die beiden
Funktoren dann offensichtlich zueinander invers. 2
3.32 Bemerkung. Der Satz 3.30 erlaubt es, reduzierte Kowirkungen als einen speziellen
Typ von vollen Kowirkungen aufzufassen. Man kann die Kategorie der reduzierten Ko-
wirkungen mit derjenigen vollen normalen Kowirkungen identifizieren und ausschließlich
in der Kategorie der vollen Kowirkungen arbeiten. Anschließend kann man durch Nor-
malisieren wieder in die Kategorie der reduzierten Kowirkungen
”
absteigen“. Das Lemma
3.29 garantiert einem hierbei, daß es keine Rolle spielt, ob man das universelle verschra¨nk-
te Produkt bezu¨glich der reduzierten Kowirkung oder der zugeho¨rigen vollen normalen
Kowirkung bildet.
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4.Kapitel: Doppelt verschra¨nkte Produkte und Dualita¨t
In diesem Abschnitt soll fu¨r eine S-Kowirkung (A,α) die Frage untersucht werden, wel-
che Beziehung zwischen dem doppelt verschra¨nkte Produkt Aoα(,r) Ŝ oα̂(,r) S und dem
Tensorprodukt A⊗K besteht. Insbesondere werden wir den Dualita¨tssatz
Aoα,r Ŝ oα̂,r S ∼= A⊗K
von Baaj und Skandalis [4, The´ore`me 7.5] beweisen, der die reduzierte Imai-Takai-Dualita¨t
[21, Proposition 3.4] und die reduzierte Katayama-Dualita¨t [31, Theorem 8] verallgemei-
nert.
Man kann den Dualita¨tssatz (mittels einer natu¨rlichen Abbildung) nur dann erwar-
ten, wenn die multiplikative Unita¨re V ∈ U(H ⊗ H) zusa¨tzlich zu den bereits geforder-
ten Eigenschaften regula¨r ist (vgl. [4, 3.3 De´finition], [4, 3.2 Proposition] und [4, 3.10
De´finition]).
4.1 Definition. Eine multiplikative Unita¨re V ∈ U(H⊗H) heißt regula¨r, falls C(V ) = K
ist (vgl. 1.3.1). Wir sagen V ist biregula¨r, falls V regula¨r und zusa¨tzlich die Menge von
Operatoren {(ω ⊗ id)(ΣV ) |ω ∈ L(H)∗} norm-dicht in K ist.
4.2 Lemma. Ist V ∈ U(H⊗H) symmetrisch (Definition 3.6) und regula¨r, so ist V genau
dann biregula¨r wenn V̂ aus Bemerkung 3.8 regula¨r ist. In diesem Fall ist V̂ ebenfalls
symmetrisch und biregula¨r.
Beweis. Ist Σ ∈ U(H⊗H) die Vertauschung, so gilt V̂ = (1⊗U)ΣV Σ(1⊗U) und daher
C(V̂ ) = (id⊗ L(H)∗)(ΣV̂ ) = U · (L(H)∗ ⊗ id)(ΣV ). Daraus folgt die Behauptung. 2
4.3 Beispiel. 1. Kac-Systeme (H, V, U) sind biregula¨r, vgl. [4, De´finition 6.4] und
nach [4, Proposition 6.9] gilt piU(Ŝu) · pi(Su) = K = pi(Su) · pi(Ŝu).
2. Eine multiplikative Unita¨re W , die zu einer lokalkompakten Quantengruppe im
Sinne von Kustermans und Vaes geho¨rt (vgl. 1.3.6), erfu¨llt viele der Eigenschaf-
ten eines Kac-Systems (vgl. hierzu [40, Proposition 3.13] und Beispiel 3.9). Ist
W zusa¨tzlich regula¨r, so ist sie auch automatisch biregula¨r, denn mit [4, Propo-
sition 6.3] gilt SW · ŜW = K. Es folgt fu¨r U := JĴ (vgl. Beispiel 3.9), daß auch
piU(Ŝu) · pi(Su) = JĴŜW ĴJSW = JŜWSWJ = K gilt, da wegen [40, Lemma 3.7]
JSWJ = SW und Ĵ ŜW Ĵ = ŜW ist (Man beachte die Unterschiede in der Notation,
vgl. 1.3.6). Also ist nach [4, Proposition 6.9] auch Ŵ regula¨r und daherW biregula¨r.
4.4 Definition. Motiviert durch die Beispiele nennen wir eine symmetrische multipli-
kative Unita¨re V ∈ U(H ⊗ H) stark biregula¨r, falls pi(Su)pi(Ŝu) = K = pi(Su) · piU(Ŝu)
gilt.
4.5 Bemerkung. Eine stark biregula¨re symmetrische multiplikative Unita¨re V ist auto-
matisch biregula¨r: Da V symmetrisch ist, folgt aus pi(Su)pi(Ŝu) = K nach [4, Proposition
6.9] die Regularita¨t von V . Das Argument trifft auch auf V̂ zu, also gilt mit Lemma 4.2 die
Behauptung. Fu¨r Kac-Systeme ist Biregularita¨t also a¨quivalent zu starker Biregularita¨t.
Eine multiplikative Unita¨reW wie in Beispiel 4.3(2.) ist genau dann stark biregula¨r, wenn
sie regula¨r ist.
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Da biduale Kowirkungen nach Definition 2.37 stets nichtentartet sind, ist Dualita¨ts-
Theorie nur fu¨r nichtentartete Kowirkungen sinnvoll. Wir werden daher sa¨mtliche Kowir-
kungen als nichtentartet voraussetzen.
§ 4.1 Die kanonischen Surjektionen
Wir folgen einer Idee von Nilsen [51], welche die Dualita¨tstheorie auf der Existenz von
abstrakt definierten kanonischen Surjektionen (Aoδ Ĝ)oδ̂ G→ A⊗K(L2(G)) aufgebaut
wird (vgl. den ersten Paragraphen des 2. Abschnitts in [51]). Die Definition dieser Sur-
jektionen la¨ßt sich auf Quantengruppen u¨bertragen. Sie sind a¨quivariant, wenn man eine
geeignete natu¨rliche Kowirkung auf A ⊗ K betrachtet. Wesentlich fu¨r deren Existenz ist
die Regularita¨t von V . Als Vorbereitung beno¨tigen wir das folgende Lemma
4.6 Lemma. Es sei V ∈ U(H ⊗ H) eine dichte C∗-algebraische multiplikative Unita¨re.
Mit (Ŝu, u) bzw. (Su, û) seien die starken universellen Duale von (SV ,∆) bzw. (ŜV , ∆̂) und
mit v die zugeho¨rige beidseitig universelle Kodarstellung (vgl. 1.3.5) bezeichnet. Dann gilt:
1. V ist genau dann regula¨r, wenn (Ŝu ⊗ 1) · v · (1⊗ Su) = Ŝu ⊗ Su gilt.
2. Ist V symmetrisch (Definition 3.6), so gilt (1⊗ Su) · v · (Ŝu ⊗ 1) = Ŝu ⊗ Su genau
dann, wenn V̂ regula¨r ist, vgl. Bemerkung 3.8.
Beweis. Die Regularita¨t von V ist a¨quivalent zu (K ⊗ 1)V (1⊗K) = K ⊗ K (vgl. [4,
Proposition 3.2]). Die Bedingung in (1.) ist dann offenbar hinreichend, da pi und pi nich-
tentartet sind. Ist umgekehrt V regula¨r, so folgt nach [4, Proposition 3.6] die Gleichung
(ŜV ⊗ 1)V (1⊗ SV ) (∗)= ŜV ⊗SV . Wir benutzen die Abbildungen fr∆̂ und ∆rf aus Korollar
3.5, welche die Beziehungen
(1⊗K) · fr∆̂(ŜV ) = ŜV ⊗K = fr∆̂(ŜV ) · (1⊗K) und
(K ⊗ 1) ·∆rf (SV ) = K ⊗ SV = ∆rf (SV ) · (K ⊗ 1) ,
erfu¨llen; dies folgt aus der Tatsache, daß ∆̂u sowie ∆u als Kowirkungen beidseitig nicht-
entartet (vgl. 1.2.5) und pi sowie pi als Morphismen nichtentartet sind. Wendet man die
Abbildung (fr∆̂⊗∆rf ) auf die Gleichung (∗) an, so erha¨lt man
(fr∆̂(ŜV )⊗ 1⊗ 1) · (fr∆̂⊗∆rf )(V ) · (1⊗ 1⊗∆rf (SV )) = (fr∆̂(ŜV )⊗∆rf (SV )).
Mit den Eigenschaften der Abbildungen fr∆̂ und ∆rf (vgl. Korollar 3.5) und den Bezie-
hungen zwischen V , u, û und v (vgl. 1.3.5) ergibt sich (fr∆̂⊗∆rf )(V ) = u13 ·V23 ·v14 · û24,
wobei wir die Positions-Notation aus 1.0.4 verwenden. Setzt man das in die letzte Glei-
chung ein und multipliziert von links und von rechts mit (1 ⊗K ⊗K ⊗ 1), so ergibt sich
mit den obigen Beziehungen fu¨r den linken Term
(Ŝu ⊗K ⊗K ⊗ 1) · (u13 · V23 · v14 · û24) · (1⊗K ⊗K ⊗ Su)
= (Ŝu ⊗K ⊗K ⊗ 1) · v14 · (1⊗K ⊗K ⊗ Su)
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und fu¨r den rechten Term (Ŝu ⊗ K ⊗ K ⊗ Su). Schneidet man die resultierenden Terme
mit Funktionalen der Form (id⊗ L(H)∗ ⊗ L(H)∗ ⊗ id) ab, so ergibt sich insgesamt
(Ŝu ⊗ 1) · v · (1⊗ Su) = Ŝu ⊗ Su,
und es folgt die erste Behauptung.
Fu¨r den zweiten Teil beachte man, daß V̂ = (id⊗Ad(U))(ΣV Σ) nach [4, Proposition
3.6] genau dann regula¨r ist, wenn (ŜV̂ ⊗ 1)V̂ (1⊗ SV̂ ) = ŜV̂ ⊗ SV̂ gilt . Wegen ŜV̂ = SV
und SV̂ = Ad(U)(ŜV ) (vgl. Bemerkung 3.8) ist diese Gleichung zu (1⊗ SV )V (ŜV ⊗ 1) =
ŜV ⊗ SV a¨quivalent. Man kann nun den Trick des ersten Teils mit den Abbildungen ∆̂rf
und fr∆ aus Korollar 3.12 wiederholen. 2
4.7 Korollar. Ist V symmetrisch und biregula¨r und C eine C∗-Algebra, erfu¨llt jede volle
unita¨re S-Kodarstellung u ∈ UM(C ⊗ Su) die analytische Bedingung (1⊗ Su)u(C ⊗ 1) =
C ⊗ Su aus Beispiel 2.47(3.). Daher ist u ein Kozykel fu¨r die triviale Kowirkung δtrC auf
C. Insbesondere ist Ad(u) ◦ δtrC : C −→M(C⊗Su) eine nichtentartete volle S-Kowirkung
auf C, die wir auch einfach mit Ad(u) bezeichnen.
Beweis. Der zu u geho¨rige nichtentartete ∗-Homomorphismus sei mit µC : Ŝu → M(C)
bezeichnet. Dann liefert die Identita¨t
(1⊗ Su) · u · (C ⊗ 1S) = (1⊗ Su) · (µC ⊗ idS)(v) · (µC(Ŝu) · C ⊗ 1S)
= (µC ⊗ idS)((1Ŝ ⊗ Su)v(Ŝu ⊗ 1S)) · (C ⊗ 1S)
(∗)
= (µC(Ŝu)⊗ Su) · (C ⊗ 1S) = C ⊗ Su
das gewu¨nschte Resultat, wobei in (∗) das Lemma 4.6 benutzt wird. 2
Ist (AXB, αξβ) ein Hilbert-Bimodul mit nichtentarteter voller S-Kowirkung, so gibt es
eine natu¨rliche Kowirkung auf X ⊗K, fu¨r welche die Abbildung Φξ aus Proposition 3.16
a¨quivariant ist.
4.8 Definition. Es sei V ∈ U(H ⊗ H) symmetrisch und stark biregula¨r (vgl. die Defi-
nitionen 3.6 und 4.4). Mit den Bezeichnungen aus § 1.3 betrachten wir die volle unita¨re
S-Kodarstellung vU := (piU ⊗ idSu)(v) in UM(K⊗Su). Ist (AXB, αξβ) ∈ HBMneSu (vgl. die
Definition in 1.5.1), so gilt:
1. Durch die Adjunktion mit vU (vgl. Bemerkung 2.57) wird durch
ξ\vU := ξ\(vU , vU) = Ad(1A⊗ vU , 1B⊗ vU)(ξ⊗∗ idK) : X ⊗K −→M((X ⊗K)⊗Su)
eine nichtentartete volle S-Kowirkungen auf X ⊗K definiert.
2. Die kanonische Surjektion ist definiert durch den Hilbert-Bimodul-Morphismus
Φξ := piξ × (1A ⊗ piU , 1B ⊗ piU) : X oξ Ŝ oξ̂ S −→ X ⊗K
(vgl. die Notation 3.1 und Proposition 3.16). Sie ist surjektiv und
̂̂
ξ-(ξ\vU)-a¨quiva-
riant.
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Analog definiert man die Ŝu-Kodarstellung v̂U := (piU ⊗ id)(σ(v)). Fu¨r eine volle nicht-
entartete Ŝ-Kowirkung (Y, ζ) ist ζ\v̂U := ζ\(v̂U , v̂U) dann eine nichtentartete volle Ŝ-
Kowirkung auf Y ⊗ K. Die entsprechende kanonische Surjektion ist der Morphismus Φ̂ζ
aus Proposition 3.16.
Beweis der Behauptungen in Definition 4.8. Wegen Lemma 4.7 folgt der erste Teil
aus der Diskussion in § 2.6 und § 2.7. Insbesondere ist die Kowirkung wegen Bemerkung
2.51(2.) nichtentartet.
Fu¨r den zweiten Teil beachte man , daß Φξ = (idX ⊗ pi)ξ × (1⊗ pi)× (1⊗ (piU)) gilt,
wobei wir die Notation in der offensichtlichen Weise abku¨rzen. Die Surjektivita¨t folgt aus
Lemma 2.25 und der Rechnung
Im(Φξ) = (id⊗ pi)(ξ(X))(1⊗ pi(Ŝu) · (piU(Su)))
(∗)
= (id⊗ pi)(ξ(X))(1⊗K)
= (id⊗ pi)(ξ(X))(1⊗ pi(Su)K)
= (id⊗ pi)(ξ(X)(1⊗ Su))(1⊗K)
= X ⊗K.
Hierbei folgt die Gleichung (∗) aus pi(Ŝu) · piU(Su) = Ad(U)(piU(Ŝu) · pi(Su)) = K, weil V
stark biregula¨r ist. Außerdem ist in der letzten Identita¨t wesentlich, daß wir nichtentartete
Kowirkungen betrachten.
Die Vertra¨glichkeit mit den Kowirkungen, (Φξ ⊗ id) ◦ ̂̂ξ (!)= ξ\vU ◦Φξ, zeigt man mittels
der universellen Eigenschaft des verschra¨nkten Produkts: Fu¨r die linke Seite erhalten wir
durch Vorschalten der kanonischen Abbildungen
(Φξ ⊗ id)̂̂ξ ◦ ˆξ̂ ◦ jξ = (id⊗ pi)ξ ⊗ 1Su
(Φα ⊗ id)̂̂α ◦ ˆα̂ ◦ jαŜ = 1A ⊗ pi ⊗ 1Su
und (Φα ⊗ id)̂̂α ◦ ˆα̂S = 1A ⊗ [(piU ⊗ id)∆u].
Wir mu¨ssen zeigen, daß die entsprechenden Terme fu¨r ξ\vU ◦Φξ mit den jeweiligen rechten
Seiten u¨bereinstimmen, dann folgt die zu zeigende A¨quivarianz. Zuna¨chst macht man sich
klar, daß man ξ\vU als Komposition
ξ\vU = (idX ⊗Ad(vU)) ◦ (id⊗ σ) ◦ (ξ ⊗ idK) = (idX ⊗ σ) ◦ (idX ⊗Ad(σ(vU))) ◦ (ξ ⊗ idK)
schreiben kann, wobei σ die Vertauschung ist. Unter Verwendung der Notation 1.0.5 folgt
ξ\vU ◦ (id⊗ pi)ξ = (idX ⊗ σ) ◦ (id⊗ Ad(σ(vU))) ◦ (ξ ⊗ pi)ξ
= (idX ⊗ σ) ◦ (idX ⊗ Ad(σ(vU))) ◦ (idX ⊗ (id⊗ pi)∆u) ◦ ξ
= (idX ⊗ σ) ◦ (idX ⊗ [Ad(σ(v)piU ) ◦ (id⊗ pi)∆u]) ◦ ξ
(∗)
= (id⊗ σ) ◦ (idX ⊗ [1Su ⊗ pi]) ◦ ξ
= (id⊗ pi)ξ ⊗ 1Su ,
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wobei in (∗) die Kovarianz-Gleichung aus Korollar 3.12(1.) eingesetzt wird. Die verblei-
benden Gleichungen
α\vU ◦ (1A ⊗ pi) = 1A ⊗ pi ⊗ 1Su und
α\vU ◦ (1A ⊗ piU) = 1A ⊗ (piU ⊗ id)∆u
sind sogar noch einfacher: Fu¨r die erste benutzt man, daß piU und pi vertauschen, und
die zweite ist im wesentlichen die Kovarianz von (pi, pi). Also ist nach der universellen
Eigenschaft die Gleichung (Φξ ⊗ id) ◦ ̂̂ξ = ξ\vU ◦ Φξ erfu¨llt, d.h. Φξ ist a¨quivariant. 2
Zum Abschluß dieses Abschnitts wollen wir noch erwa¨hnen, daß die kanonischen Sur-
jektionen natu¨rlich sind, was man durch eine offensichtliche Anwendung der universellen
Eigenschaft des verschra¨nkten Produkts leicht beweisen kann:
4.9 Lemma. Es sei V wie in Definition 4.8 und Λ : (X, ξ)→M(X ′, ξ′) ein Morphismus
in HBMneSu (vgl. 1.5.1). Dann gilt Φξ′ ◦ (Λo Ŝ o S) = (Λ⊗ idK) ◦ Φξ. 2
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Ziel dieses Abschnitts ist der Satz von Baaj-Skandalis [4, The´ore`me 7.5] u¨ber reduzier-
te Dualita¨t. Auf dem Weg dorthin werden wir jedoch Ergebnisse erhalten, die eine ei-
gensta¨ndige Bedeutung haben und ihre Anwendung bei der maximalen Dualita¨t finden.
4.10 Proposition. Ist V ∈ U(H ⊗H) symmetrisch (Definition 3.6) und stark biregula¨r
(Definition 4.4) sowie (AXB, αξβ) ∈ HBMneSu (vgl. 1.5.1), dann gibt es einen a¨quivarianten
Isomorphismus Φξ,fr, der das folgende kommutative Diagramm vervollsta¨ndigt:
(X oξ Ŝ oξ̂ S,
̂̂
ξ)
Φξ−−−→ (X ⊗K, ξ\vU)
pi
ξ̂
y yηξ⊗idK
(X oξ Ŝ oξ̂,r S,
̂̂
ξrf )
∼=−−−→
Φξ,fr
(Xn ⊗K, ξn\vU).
Beweis. Wir fassen X oξ Ŝ oξ̂,r S und X
n ⊗ K ∼= jξ(X) ⊗ K in der offensichtlichen
Art und Weise als Unteralgebren von M(X oξ Ŝ ⊗ K) auf (vgl. die Definition von piξ̂
in Bemerkung 3.24 und Lemma 2.64). Außerdem benutzen wir die Notation 1.0.5. Dann
leistet die Einschra¨nkung der Adjunktion Ad(upiα, u
pi
β) :M(X oξ Ŝ⊗K)
∼=→M(X oξ Ŝ⊗K)
das Gewu¨nschte, da
Ad(upiα, u
pi
β) ◦ piξ̂ ◦ ˆξ̂ = Ad(upiα, upiβ) ◦ (idXoŜ ⊗ pi) ◦ ξ̂
= (jξ ⊗ id) ◦ piξ
= (jξ ⊗ id) ◦ Φξ ◦ ˆξ̂
gilt, wie wir bereits aus Lemma 3.19 wissen. Die Gleichung fu¨r die linken Koeffizien,
Ad(upiα) ◦Φα ◦ ˆα̂ = Ad(upiα) ◦ (1AoŜ ⊗ piU) = (jα ⊗ piU), folgt, weil piU und pi kommutieren.
Genauso zeigt man die entsprechende Gleichung fu¨r die rechten Koeffizienten. Also ist
Ad(upiα, u
pi
β) ◦ piξ̂ = (jξ ⊗ id) ◦ Φξ, und die Behauptung folgt. 2
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4.11 Bemerkung. Bei Gruppen-Kowirkungen stimmen reduzierte und volle verschra¨nkte
Produkte u¨berein (C0(G) ist mittelbar). Die Proposition 4.10 verallgemeinert daher den
reduzierten Dualita¨tssatz von Katayama (vgl. [31, Theorem 8], [51, Corollary 2.6] oder
[15, Theorem A.69]).
Die Proposition 4.10 hat zwei wesentliche Konsequenzen: Zum einen erha¨lt man aus
ihr den Satz u¨ber reduzierte Dualita¨t von Baaj und Skandalis [4, The´ore`me 7.5] (vgl. Satz
4.12).
Zum anderen kann man daraus folgern, daß das verschra¨nkte Produkt
Φξ o Ŝ : (X oξ Ŝ oξ̂ S)ô̂ξ S −→ (X ⊗K)oξ\vU S
ein Isomorphismus ist. Die zweite Konsequenz wird in § 4.3 wesentlich sein und soll deshalb
erst dort bewiesen werden.
4.12 Satz. Ist V wie in Proposition 4.10 und (X, ξ) eine volle nichtentartete S-Kowir-
kung, so existiert ein eindeutig bestimmter a¨quivarianter Isomorphismus Φξ,r, der das
Diagramm
(X oξ Ŝ oξ̂ S,
̂̂
ξ)
Φξ−−−→ (X ⊗K, ξ\vU)
η̂̂
ξ
y yηξ⊗id
(X or Ŝ or S, (̂ξ̂rf )rf )
Φξ,r−−−→∼= (X
n ⊗K, ξn\vU)
kommutativ vervollsta¨ndigt. Hierbei ist η̂̂
ξ
:= piξ̂rf ◦ (piξ o Ŝ) = (piξ or Ŝ) ◦ piξ̂.
Inbesondere ist fu¨r eine nichtentartete reduzierte S-Kowirkung (X, ξ) der Morphismus
Φξ,r := Φξf ,r : (X oξ,r Ŝ oξ̂,r S, (
̂̂
ξ)r)
∼=−→ (X ⊗K, ξ\(UV ))
ein a¨quivarianter Isomomorphismus, wobei UV := (Ad(U) ⊗ id)(V ) ∈ UM(K ⊗ SV ) und
ξ\(UV ) := ξ\(UV , UV ) sind (vgl. Bemerkung 2.57 und fu¨r ξ
f die Proposition 3.26).
Beweis. Da piξ nach Proposition 3.20 eine Normalisierung ist, muß nach Korollar 3.21 die
Abbildung piξ or S ein Isomorphismus sein. Folglich erha¨lt man aus Proposition 4.10 den
Isomorphismus Φξ,r := Φξ,fr◦(piξ or S)−1, der das Diagramm kommutativ vervollsta¨ndigt.
Die Natu¨rlichkeit piξ̂rf ◦ (piξ o Ŝ) = (piξ or Ŝ) ◦ piξ̂ ist dabei aus Lemma 3.18 bekannt.
Eine reduzierte S-Kowirkung (X, ξ) kann man nach Satz 3.30 als volle normale S-
Kowirkung (X, ξf ) auffassen. Dann ist Φξ,r := Φ(ξf ),r auch a¨quivariant bezu¨glich der
entsprechenden reduzierten Kowirkungen (̂ξ̂rf )r bzw. (ξ
f \vU)
r. Aufgrund der Definitionen
von vU und UV ist klar, daß (ξ
f \vU)
r = (id⊗ pi) ◦ (ξf \vU) = ξ\(UV ) gilt. 2
§ 4.3 Maximale Kowirkungen
Im Hinblick auf reduzierte Dualita¨t ist eine natu¨rliche Frage, fu¨r welche vollen S-Ko-
wirkungen (X, ξ) die kanonische Surjektion Φξ : X oξ Ŝ oξ̂ S → X ⊗ K selbst ein Iso-
morphismus ist. Das ist im allgemeinen sicher nicht der Fall, da bereits bei Gruppen-
Kowirkungen Gegenbeispiele existieren. So ist z.B. fu¨r eine Gruppe G das doppelt ver-
schra¨nkte Produkt der reduzierten Gruppen-C∗-Algebra isomorph zum Tensorprodukt der
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vollen Gruppen-C∗-Algebra mit den kompakten Operatoren auf L2(G) (vgl. [53, Example
2.12]): C∗r (G)o Ĝo G ∼= C∗(G) ⊗ K(L2(G)). Im allgemeinen sind fu¨r nicht-mittelbare
Gruppen die Algebren C∗r (G)⊗K(L2(G)) und C∗(G)⊗K(L2(G)) jedoch nicht isomorph.
In Anlehnung an [14, Definition 3.1] definieren wir deshalb maximale Kowirkungen:
4.13 Definition. Ist V ∈ U(H ⊗ H) symmetrisch (Definition 3.6) und stark biregula¨r
(Definition 4.4), so definieren wir:
1. Eine nichtentartete volle S-Kowirkung (AXB, αξβ) heißt maximal, wenn die kanoni-
sche Surjektion Φξ : X oξ Ŝ oξ̂ S → X ⊗K ein Isomorphismus ist.
2. Mit HBMmSu bzw. MmSu bezeichnen wir die volle Unterkategorie von HBMneSu bzw.
MneSu (vgl. § 1.5), deren Objekte maximale Kowirkungen sind.
Analog definieren wir maximale Ŝ-Kowirkungen mit der entsprechenden kanonischen Sur-
jektion Φ̂ζ aus Definition 4.8.
Man fragt sich natu¨rlich sofort, ob es u¨berhaupt maximale Kowirkungen gibt. Das
Hauptresultat dieses Abschnitts ist Satz 4.16, nach dem duale Kowirkungen (X oξ Ŝ, ξ̂)
stets maximal sind. Das ist eine Verallgemeinerung des Ergebnisses fu¨r Gruppen-Ko-
wirkungen (vgl. [53, Theorem 3.7] oder [14, Proposition 3.4]). Die dort angegebenen
Beweise benutzen die volle Imai-Takai-Dualita¨t (siehe z.B. [57, Theorem 5.1][15, Theorem
A.67]) fu¨r Algebren mit Gruppen-Wirkung aus. Tatsa¨chlich kann man darauf verzichten
und das Ergebnis ganz allgemein fu¨r regula¨re Quantengruppen (genauer stark biregula¨re
symmetrische multiplikative Unita¨re) erhalten. Folgende Idee liegt dem Beweis zugrunde:
Zuna¨chst zeigt man, daß fu¨r eine volle nichtentartete S-Kowirkung (X, ξ) das verschra¨nkte
Produkt der kanonischen Surjektion
Φξ o Ŝ : (X o Ŝ o S)o Ŝ −→ (X ⊗K)o Ŝ
ein Isomorphismus ist, wie schon im vorangehenden Abschnitt § 4.2 angedeutet wurde.
Unabha¨ngig davon ergibt sich eine Beziehung zwischen den kanonischen Surjektionen Φξ
und Φ̂ξ̂ (vgl. Definition 4.8), welche sicherstellt, daß
Φ̂ξ̂ : (X o Ŝ)o S o Ŝ −→ X o Ŝ ⊗K
genau dann ein Isomorphismus ist, wenn Φξ o Ŝ einer ist. Beide Ergebnisse zusammen
ergeben die Maximalita¨t der dualen Ŝ-Kowirkung (X o Ŝ, ξ̂).
4.14 Proposition. Ist V ∈ U(H ⊗ H) symmetrisch und stark biregula¨r sowie (X, ξ)
eine nichtentartete volle S-Kowirkung, so ist das verschra¨nkte Produkt der kanonischen
Surjektion Φξ o S : (X o Ŝ o S)ô̂
ξ
Ŝ
∼=−→ (X ⊗K)oξ\vU Ŝ ein Isomorphismus.
Beweis. Wir benutzen das Diagramm aus Proposition 4.10. Nach Proposition 3.20 ist
bekannt, daß der linke vertikale Pfeil piξ̂ eine Normalisierung ist. Mit Korollar 2.67 kann
man schließen, daß auch der rechte Pfeil ηξ ⊗ idK eine Normalisierung ist. Wendet man
das verschra¨nkte Produkt an, so erha¨lt man ein kommutatives Diagramm
X o Ŝ o S o Ŝ
ΦξoŜ−−−→ (X ⊗K)o Ŝ
pi
ξ̂
oŜ
y∼= ∼=y(ηξ⊗id)oŜ
X o Ŝ or S o Ŝ
(Φξ,fr)oŜ−−−−−−→∼= (X
n ⊗K)o Ŝ,
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in dem die vertikalen Morphismen (vgl. Proposition 2.68) und der untere Morphismus
Isomorphismen sind. Also ist auch Φξ o Ŝ ein Isomorphismus. 2
Fu¨r den zweiten Beweisschritt brauchen wir die Ergebnisse und Notationen aus § 2.6
sowie § 2.7 und hierbei insbesondere das Lemma 2.58 mit der Definition von ΩX(u, v). Die
oben erwa¨hnte Beziehung zwischen Φξ und Φ̂ξ̂ ist die folgende (beachte vU = (piU⊗id)(v)):
4.15 Proposition. Es sei V ∈ U(H ⊗ H) symmetrisch und stark biregula¨r. Fu¨r eine
nichtentartete volle S-Kowirkung (AXB, αξβ) kommutiert das Diagramm
X o Ŝ o S ô̂
ξ
Ŝ
Φ̂
ξ̂−−−→ X o Ŝ ⊗K
ΦξoŜ
y∼= ∼=yAd(upiα,upiβ)◦(idXoŜ⊗Ad(U))
(X ⊗K)oξ\vU Ŝ
Ωξ(vU )−−−−→∼= X o Ŝ ⊗K ,
wobei Ωξ(vU) := Ωξ(vU , vU) ist (vgl. Lemma 2.58).
Hierbei benutzen wir die Bezeichnungen aus Definition 3.6. Außerdem ist uα =
jα
Ŝv
die universelle unita¨re Su-Kodarstellung in UM(Aoα Ŝ ⊗Su) und upiα = (idAoŜ ⊗ pi)(uα).
Analog ist upiβ definiert. Wegen Lemma 2.58 und der Nuklearita¨t von K ist Ωξ(vU) ein
Isomorphismus. Also folgt aus dem Diagramm, daß Φ̂ξ̂ genau dann ein Isomorphismus
ist, wenn Φξ o Ŝ ein Isomorphismus ist. Dies ist aber wegen Proposition 4.14 unter den
Voraussetzungen immer der Fall. Als Folgerung erha¨lt man daher sofort das Hauptergebnis
diese Abschnitts:
4.16 Satz. Es sei V ∈ U(H ⊗ H) symmetrisch und stark biregula¨r (vgl. die Definitio-
nen 3.6 und 4.4). Fu¨r jede nichtentartete volle S-Kowirkung (X, ξ) ist die volle duale
Kowirkung ξ̂ auf dem verschra¨nkten Produkt X oξ Ŝ maximal. 2
Beweis der Proposition 4.15. Wir verwenden die universelle Eigenschaft des iterierten
verschra¨nkten Produkts X o Ŝ o S o Ŝ und werden zeigen, daß die beiden Wege des
Diagramms auf den einzelnen
”
Komponenten“ u¨bereinstimmen. Definitionsgema¨ß gilt fu¨r
die kanonische Surjektion Φ̂ξ̂ = ((id⊗ piU)ξ̂)× (1⊗ pi)× (1⊗ pi), wobei wir die Notation
in der offensichtlichen Weise abgeku¨rzt haben. Man rechnet einfach
(idXoŜ ⊗ piU)ξ̂ = (jξ ⊗ 1K)× ((jαŜ ⊗ piU)∆̂u), (j
β
Ŝ
⊗ piU)∆̂u)
nach und erha¨lt folglich Φ̂ξ̂ = (jξ ⊗ 1K)× ((jξŜ ⊗ piU)∆̂u)× (1⊗ pi)× (1⊗ pi) als Zerlegung
von Φ̂ξ̂ in ”
Komponenten“. Hierbei verwenden wir in naheliegender Weise die suggestive
Notation jξ
Ŝ
anstelle des Tupels (jα
Ŝ
, jα
Ŝ
). Fu¨r den unteren Weg Ωξ(vU) ◦ (Φξ o Ŝ) des
Diagramms betrachten wir zuna¨chst die Zerlegungen von Φξ o Ŝ und Ωξ(vU), wobei wir
eine a¨hnliche Notation wie oben benutzen:
Φξ o Ŝ = (jξ\vU ◦ Φξ)× jξ\vUŜ
= (jξ\vU ◦ (idX ⊗ pi)ξ)× (jξ\vU ◦ (1⊗ pi))× (jξ\vU ◦ (1⊗ piU))× jξ\vUŜ und
Ωξ(vU) = (jξ ⊗ idK)× ((jξŜ ⊗ piU)∆̂
op
u ).
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Diese folgen leicht aus den Definitionen; man beachte, daß vU = (piU ⊗ idS)(v) und somit
der zugeho¨rige ∗-Morphismus gleich piU ist, vgl. Bemerkung 2.6. Fu¨r die Verknu¨pfung
ergibt sich deshalb die Zerlegung
Ωξ(vU) ◦ (Φξ o Ŝ) = [((jξ ⊗ pi)ξ)× (1⊗ pi)× (1⊗ piU)]× ((jξŜ ⊗ piU)∆̂
op
u ).
Insgesamt erha¨lt man
(idXoŜ ⊗ Ad(U)) ◦ Φ̂ξ̂ = (jξ ⊗ 1K)× ((jξŜ ⊗ pi)∆̂u)× (1⊗ piU)× (1⊗ piU) und
Ωξ(vU) ◦ (Φξ o Ŝ) = ((jξ ⊗ pi)ξ)× (1⊗ pi)× (1⊗ piU)× ((jξŜ ⊗ piU)∆̂
op
u ).
Um die Kommutativita¨t des Diagramms zu zeigen, mu¨ssen wir nur noch verifizieren, daß
das Nachschalten von Ad(upiα, u
pi
β) auf jeder Komponente von (id ⊗ Ad(U))Φ̂ξ̂ die ent-
sprechende Komponente von Ωξ(vU) ◦ (Φξ o Ŝ) ergibt.
Fu¨r die erste Komponente ist das einfach die Kovarianz von (jξ, uα, uβ) und fu¨r die
dritte Komponente folgt das aus der Tatsache, daß die Bilder von piU und pi kommutieren.
Fu¨r die zweite Komponente benutzt man die Kovarianz-Identita¨t aus Korollar 3.4. Die
Identita¨t fu¨r die letzte Komponente folgt aus einer Umformulierung der Kovarianz von
(piU , pi), denn durch Anwenden der Vertauschung σ auf diese Kovarianz-Gleichung (vgl.
Definition 3.6) erha¨lt man Ad(vpi) ◦ (1Ŝu ⊗ piU) = (id⊗ piU)∆̂opu . 2
Schließlich soll die Vertra¨glichkeit von maximalen Kowirkungen mit starken Morita-
A¨quivalenzen besprochen werden. Der wichtigste Schritt ist die folgende Proposition.
4.17 Proposition. Es sei V wie in Proposition 4.15 sowie (XB, ξβ) eine nichtentar-
tete volle S-Kowirkung und die Koeffizienten-Kowirkung (B, β) maximal. Dann ist die
zugeho¨rige adjungierte Kowirkung Ad(ξ) : K(X) → M(K(X) ⊗ S) (vgl. 1.4.3) ebenfalls
maximal.
Beweis. Wir wissen nach Satz 2.43 bereits, daß K(X o Ŝ o S) isomorph zum doppelten
verschra¨nkten Produkt von (K(X), Ad(ξ)) ist. Mit den natu¨rlichen Isomorphismen (Lem-
ma 2.44) verifiziert man leicht Ad(Φξ)◦(ιK(XoŜ)oS)◦(ιXoŜ o S) = ΦAd(ξ). Nach Definition
ist die zu (B, β) geho¨rige kanonische Surjektion Φβ : B oβ Ŝ oβ̂ S → B ⊗ K ein Isomor-
phismus. Deshalb ist nach 1.1.7 auch die kanonische Surjektion Φξ : X oξ Ŝ oξ̂ S → X⊗K
fu¨r (X, ξ) ein Isomorphismus, denn sie hat Φβ als rechte Koeffizienten-Abbildung. Folglich
ist ihr Adjungiertes Ad(Φξ) : K(X o Ŝ o S) → K(X ⊗ K) ebenfalls ein Isomorphismus,
also auch ΦAd(ξ). 2
Mit derselben Beweistechnik kann man sofort einige Folgerungen angeben. Da das Ideal
BX := 〈X,X〉B ⊆ B gleich den kompakten Operatoren des adjungierten Hilbertmoduls
X∗K(X) ist (vgl. 1.4.8), hat man durch Adjungieren von ξ
∗
Ad(ξ) eine volle S-Kowirkung
βX := Ad(ξ
∗
Ad(ξ)) : BX −→M(BX ⊗ Su),
die mit der Einschra¨nkung β |BX u¨bereinstimmt. Folglich ist BX ⊆ B ein β-invariantes
Ideal (vgl. 1.4.11). Ein zweifaches Anwenden der Proposition 4.17 zeigt, daß mit (B, β)
auch (BX , βX) maximal ist. Insbesondere kann man auf die Vertra¨glichkeit der Maxima-
lita¨t mit starken Morita-A¨quivalenzen (vgl. [14, Proposition 3.5]), a¨ußerer A¨quivalenz
(vgl. Definition 2.50) und invarianten Idealen schließen.
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4.18 Korollar. Ist V wie in Proposition 4.15 und (AXB, αξβ) ein a¨quivarianter Impri-
mitivita¨ts-Bimodul (1.4.9) mit nichtentarteter voller S-Kowirkung, so gilt:
1. (A,α) ist genau dann maximal, wenn (B, β) maximal ist.
2. Sind u ∈ UM(A⊗ Su) bzw. v ∈ UM(B ⊗ Su) Kozykel fu¨r α bzw. β, so ist die zu ξ
a¨ußerlich a¨quivalente S-Kowirkung Ad(u, v)ξ ebenfalls maximal.
3. Ist (B, β) eine maximale Kowirkung und I ⊆ B ein β-invariantes Ideal (1.4.11), so
ist auch die Einschra¨nkung βI : I →M(I ⊗ Su) eine maximale Kowirkung.
Beweis. Der erste Teil folgt direkt aus der Proposition 4.17 und der obigen Diskussion.
Fu¨r den zweiten Teil reicht es, daß die Koeffizienten-Kowirkungen Ad(u)α und Ad(v)β der
Kowirkung Ad(u, v)ξ maximal sind. Das folgt direkt aus (1.), da nach Bemerkung 2.51(3.)
Ad(u)α bzw. Ad(v)β Morita-a¨quivalent zu α bzw. β sind. Fu¨r die dritte Behauptung
fassen wir das β-invariante Ideal I als a¨quivarianten Rechts-Hilbert-B-Modul (IB, (β|I)β)
mit nichtentarteter voller S-Kowirkung auf. Wie wir bereits vor dem Korollar gesehen
haben, ist mit (B, β) dann auch (I, β|I) = (BI , βI) maximal. 2
§ 4.4 Mittelbarkeit und volle Dualita¨t
Wir werden in diesem Abschnitt auf mittelbare Quantengruppen eingehen, vgl. 1.3.8.
Diese erfu¨llen stets eine
”
einseitige“ volle Dualita¨t (in diesem Fall gibt es natu¨rlich keinen
Unterschied zwischen vollen und reduzierten S-Kowirkungen). Zur Motivation sei an die
volle Imai-Takai-Dualita¨t bei Gruppen erinnert: Ist (A,G, α) eine C∗-Algebra mit G-
Wirkung (d.h. mit einer C0(G)-Kowirkung), so ist
ψ := (id⊗M−)α× (1⊗ λ)× (1⊗M) : Aoα Goα̂ Ĝ −→ A⊗K(L2(G))
ein Isomorphismus, vgl. [51, Corollary 2.12]. Der Morphismus ψ ist hier nichts anderes
also die kanonische Surjektion im Fall einer C0(G)-Kowirkung.
Wir haben jedoch bereits im letzten Abschnitt § 4.3 ein Beispiel gesehen (und zwar
bei C∗(G)-Kowirkungen), welches volle Dualita¨t nicht erfu¨llt. Die Besonderheit der Quan-
tengruppe C0(G), die zur vollen Dualita¨t fu¨hrt ist ihre Mittelbarkeit, d.h. die Injektivita¨t
der kanonischen Darstellung M : C0(G) → L(L2(G)), die durch Mf (x)(s) := f(s)x(s)
fu¨r f ∈ C0(G) und x ∈ L2(G) definiert ist und welche in der abstrakten Situation der
Darstellung pi : Su → SV ⊆ L(H) entspricht. Wie bei der Mittelbarkeit von Gruppen gibt
es eine Charakterisierung mittels der trivialen Wirkung, welche der Koeinheit ε : Su → C
entspricht. Etwas allgemeiner ist S genau dann mittelbar, wenn es eine nichttriviale ein-
dimensionale Darstellung ρr : SV → C gibt.
4.19 Lemma. Es sei V ∈ U(H ⊗H) eine dichte C∗-algebraische multiplikative Unita¨re
(vgl. 1.3.5). Bezeichnen (ŜV , SV ) bzw. (Ŝu, v, Su) die reduzierten bzw. universellen dualen
Paare von Quantengruppen, dann sind a¨quivalent:
1. S ist mittelbar (1.3.8), d.h. pi : Su → SV ist ein Isomorphismus.
2. Die Koeinheit ε faktorisiert u¨ber pi, d.h. es gibt ein εr : SV −→ C mit ε = εr ◦ pi.
3. Es existiert eine nichttriviale eindimensionale Darstellung ρr : SV → C.
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4.20 Bemerkung. Die A¨quivalenz von (1.) und (2.) wurde bereits in [4, Remarques
A.13.c] bemerkt. Die Idee der Charakterisierung in (3.) ist der Theorie der (algebraischen)
Hopfalgebren entnommen. Ein Beweis fu¨r die Gleichwertigkeit von (2.) und (3.) mit der-
selben zugrundeliegenden Idee findet sich bereits in [49], aber mit den Konstruktionen
aus Kapitel 3 wird der Beweis durchsichtiger und liegt wesentlich na¨her am algebraischen
Fall.
Beweis von Lemma 4.19. Wir zeigen (2.) ⇒ (1.) und (3.) ⇒ (2.), die umgekehrten
Implikationen sind trivial. Es gebe eine Faktorisierung ε = εr◦pi. Dann ist (εr⊗idSu)◦∆rf
(vgl. Korollar 3.5) das Inverse von pi, denn das Diagramm
Su
∆u−−−→ M(Su ⊗ Su) ε⊗id−−−→ M(Su)
pi
y pi⊗idy ∥∥∥
SV
∆rf−−−→ M(SV ⊗ Su) εr⊗id−−−→ M(Su)
kommutiert und die obere Komposition (ε⊗ id)∆u ist die Identita¨t, vgl. 1.2.2.
Sei andererseits ρr eine eindimensionale Darstellung von SV . Wir mu¨ssen daraus eine
Faktorisierung ε = εr◦pi ableiten. Dazu setzen wir ρ := ρr◦pi : Su → C und betrachten die
zu ρ geho¨rige unita¨re Kodarstellung u ∈ UM(Ŝu ⊗C) (vgl. die Konvention in 1.3.2). Mit
der Identifizierung Ŝu ⊗ C ∼= Ŝu gilt ∆̂u(u) = u ⊗ u, also ist u ein sog. gruppena¨hnliches
Element. Dasselbe trifft dann natu¨rlich auch auf das adjungierte Element u∗ in UM(Ŝu) ∼=
UM(Ŝu ⊗ C) zu. Deshalb ist u∗ ebenfalls eine unita¨re Kodarstellung, und wir erhalten
eine entsprechende Darstellung ρ∗ : Su → C mit (id ⊗ ρ∗)(v) = u∗. Diese vervollsta¨ndigt
das kommutative Diagramm
Su
∆u−−−→ M(Su ⊗ Su) ρ⊗ρ
∗−−−→ C
pi
y pi⊗idy ∥∥∥
SV
∆rf−−−→ M(SV ⊗ Su) ρr⊗ρ
∗−−−→ C.
Es bleibt nur noch zu zeigen, daß die obere Zeile die triviale Darstellung ε ist. Dazu
wendet man sie auf den rechten Tensoranden von v ∈ UM(Ŝu ⊗ Su) (vgl. 1.3.5) an und
erha¨lt
(id⊗ ((ρ⊗ ρ∗)∆u))(v) = (id⊗ ρ⊗ ρ∗)(v12 · v13)
= (id⊗ ρ)(v) · (id⊗ ρ∗)(v)
= u · u∗ = idŜu = (idŜu ⊗ ε)(v).
Da Darstellungen von Su nach der universellen Eigenschaft durch die zugeho¨rigen unita¨ren
Kodarstellungen eindeutig bestimmt sind, folgt (ρ⊗ ρ∗) ◦∆u = ε. 2
Wie bei Gruppen existiert eine weitere Charakterisierung fu¨r Mittelbarkeit:
4.21 Proposition. Es sei V ∈ U(H ⊗H) symmetrisch (Definition 3.6). Die zugeho¨rige
Quantengruppe S ist genau dann mittelbar, wenn fu¨r jede volle Ŝ-Kowirkung (Y, ζ) die
kanonische Abbildung piζ : Y oζ S → Y oζ,r S ein Isomorphismus ist.
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Beweis. Wegen pi = piδtrC , wobei δ
tr
C die triviale volle Ŝ-Kowirkung auf C bezeichnet, ist die
Bedingung jedenfalls hinreichend fu¨r die Mittelbarkeit von S. Umgekehrt wissen wir nach
Proposition 3.20, daß piζ eine Normalisierung ist. Da fu¨r mittelbares S jede Kowirkung
normal ist (vgl. Korollar 3.14), sind in diesem Fall alle Normalisierungen notwendigerweise
Isomorphismen. 2
Ein a¨hnliches Ergebnis in dieser Richtung sagt aus, daß fu¨r mittelbare Quantengruppen
stets die volle Dualita¨t erfu¨llt ist. Als Spezialfall erhalten wir insbesondere die volle Imai-
Takai-Dualita¨t fu¨r Wirkungen einer lokalkompakten Gruppe G, denn C0(G) ist mittelbar:
4.22 Satz. Es sei V ∈ U(H ⊗H) symmetrisch und stark biregula¨r (vgl. die Definitionen
3.6 und 4.4). Ist S mittelbar, so ist jede nichtentartete S-Kowirkung (X, ξ) maximal, d.h.
die kanonische Surjektion Φξ : X oξ Ŝ oξ̂ S → X ⊗K ist ein Isomorphismus.
Beweis. Nach Proposition 4.10 haben wir das kommutative Diagramm
(X oξ Ŝ oξ̂ S,
̂̂
ξ)
Φξ−−−→ (X ⊗K, ξ\vU)
pi
ξ̂
y yηξ⊗idK
(X oξ Ŝ oξ̂,r S,
̂̂
ξfr)
∼=−−−→
Φξ,fr
(Xn ⊗K, ξn\vU).
zur Verfu¨gung, wobei Φξ,fr ein Isomorphismus und die beiden vertikalen Pfeile Normali-
sierungen sind. Also sind wegen der Mittelbarkeit von S nach Korollar 3.14 die vertikalen
Pfeile Isomorphismen und somit auch Φξ. 2
§ 4.5 Maximalisierung von Kowirkungen
In diesem Abschnitt wollen wir die Maximalisierungs-Konstruktion von [14] auf Quan-
tengruppen verallgemeinern. Hierbei ordnen wir jeder vollen S-Kowirkung auf kanonische
Art und Weise eine maximale S-Kowirkung zu, so daß die verschra¨nkten Produkte u¨ber-
einstimmen.
Die Maximalisierung einer G-Kowirkung aus [14, Definition 3.1] (vgl. auch Lemma
4.28) besitzt eine universelle Eigenschaft, die wir hier als Definition benutzen:
4.23 Definition. Es sei V ∈ U(H ⊗ H) symmetrisch und stark biregula¨r (vgl. die De-
finitionen 3.6 und 4.4) sowie (X, ξ) eine nichtentartete volle S-Kowirkung. Eine Maxi-
malisierung von (X, ξ) ist eine maximale S-Kowirkung (Xm, ξm) zusammen mit einem
surjektiven a¨quivarianten Morphismus ψξ : (X
m, ξm) → (X, ξ) derart, daß die folgende
universelle Eigenschaft gilt: Jeder Morphismus Λ : (Z, χ) → M(X, ξ) in HBMneSu (vgl.
1.5.1) mit einer maximalen Kowirkung (Z, χ) faktorisiert eindeutig u¨ber ψξ, d.h. es gibt
genau einen Morphismus Λm ∈ HBMSu((Z, χ), (Xm, ξm)) mit Λ = Λm ◦ ψξ. Abku¨rzend
nennen wir auch den Morphismus ψξ eine Maximalisierung.
Aus der universellen Eigenschaft folgt sofort, daß die Maximalisierung funktoriell ist:
4.24 Satz. Es sei V eine multiplikative Unita¨re wie in Definition 4.23, fu¨r die jede nicht-
entartete volle S-Kowirkung (X, ξ) eine Maximalisierung besitzt. Dann induziert die Ma-
ximalisierung einen Funktor (·)m : HBMneSu −→ HBMmSu. Die Familie der Morphismen
ψξ : (X
m, ξm)→ (X, ξ) ist eine natu¨rliche Transformation ψ• : (·)m → Id von Funktoren.
Zudem ist die Maximalisierung ψξ genau dann ein Isomorphismus, wenn (X, ξ) maximal
ist.
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Beweis. Sei Φ : (X, ξ) → (Y, ζ) ein Morphismus in HBMneSu . Dann faktorisiert Φ ◦ ψξ
eindeutig u¨ber die Maximalisierung ψζ . Das bedeutet, es existiert genau ein Homomor-
phismus Φm : (Xm, ξm) → (Y m, ζm) mit ψζ ◦ Φm = Φ ◦ ψξ. Wegen der Eindeutigkeits-
Bedingung ist die Zuordnung Φ 7→ Φm funktoriell, und die Gleichung zeigt, daß ψ• eine
natu¨rliche Transformation ist. Die letzte Behauptung ist klar. 2
Die universelle Eigenschaft impliziert insbesondere, daß
”
zwischen“ einer Kowirkung
und ihrer Maximalisierung keine weitere maximale Kowirkung liegt.
4.25 Lemma. Es sei V wie in Definition 4.23. Wir betrachten surjektive Morphismen
Υ : (X ′, ξ′) → (Y, ζ) und Γ : (Y, ζ) → (X, ξ) in HBMneSu und nehmen (X ′, ξ′) sowie
(Y, ζ) als maximal an. Ist dann die Komposition Γ◦Υ eine Maximalisierung, so ist Υ ein
Isomorphismus und insbesondere ist Γ eine Maximalisierung.
Beweis. Wegen der Maximalita¨t von (Y, ζ) gibt es nach Voraussetzung genau einen Mor-
phismus Γm : (Y, ζ)→ (X ′, ξ′) mit (Γ ◦Υ) ◦Γm = Γ. Es folgt (Γ ◦Υ) ◦ (Γm ◦Υ) = Γ ◦Υ =
(Γ ◦ Υ) ◦ idX′ . Aufgrund der Eindeutigkeit muß (Γm ◦ Υ) = idX′ gelten und folglich Υ
injektiv sein. Also ist Υ ein Isomorphismus. 2
4.26 Definition. Es sei V ∈ U(H ⊗ H) symmetrisch und stark biregula¨r. Die volle
Unterkategorie von HBMSu(K) (vgl. Definition A.8), deren Objekte nichtentartete volle
S-Kowirkungen sind, bezeichnen wir mit HBMneSu(K). Analog werden die vollen Unter-
kategorien HBMmSu(K) und HBMnSu(K) definiert (vgl. die Definitionen 4.13 und 2.59).
4.27 Notation. Der U¨bersichtlichkeit halber benutzen wir fu¨r einen a¨quivarianten Hil-
bert-Bimodul (AXB, αξβ) ∈ HBMneSu und einen a¨quivarianten Morphismus µΥν gelegent-
lich die Notationen
(X, ξ) := (X oξ Ŝ oξ̂ S,
̂̂
ξ) und Υ := Υo Ŝ o S.
Wir verwenden diese Abku¨rzungen vor allem in Beweisen und Diagrammen. Weiter sei
die Einbettung von C durch Skalare in Multiplikator-Algebren stets mit ι bezeichnet:
Aus dem Zusammenhang wird klar werden, in welche Algebra eingebettet wird. Folglich
notieren wir auch die Einbettung
ι = ιo Ŝ o S : C = Ŝ o∆u S −→M(Aoα Ŝ oα̂ S) =M(A)
immer mit ι, unabha¨ngig von der Algebra A. Die kanonische Surjektion der trivialen
Kowirkung auf C ku¨rzen wir mit φ := ΦδtrC ab und betrachten sie als Abbildung
φ := ΦδtrC : Ŝ o S
∼= Co Ŝ o S −→ C⊗K ∼= K.
Bevor wir ein Kriterium fu¨r die Existenz von Maximalisierungen beweisen, wollen wir
zuna¨chst einsehen, daß die Definition [14, 3.1] die universelle Eigenschaft von Definition
4.23 impliziert.
4.28 Lemma. Es sei V wie in der Definition 4.23. Wir betrachten einen surjektiven
Morphismus Υ : (X ′, ξ′)→ (X, ξ) in HBMneSu mit einer maximalen S-Kowirkung (X ′, ξ′).
Ist das verschra¨nkte Produkt Υo Ŝ ein Isomorphismus, so ist Υ eine Maximalisierung
(im Sinne von Definition 4.23).
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Beweis. Wegen der Voraussetzung ist auch Υo Ŝ o S = Υ ein Isomorphimus, wobei wir
hier und im folgenden die Notationen aus 4.27 benutzen. Sei Λ : (Z, χ) → M(X, ξ) ein
Morphismus in HBMneSu und (Z, χ) maximal. Dann gibt es ein kommutatives Diagramm
(Z, χ)
Λ−−−→ (X, ξ) Υ←−−−∼= (X
′, ξ′)
Φχ
y∼= yΦξ ∼=yΦξ′
(Z ⊗K, χ\vU) Λ⊗id−−−→ (X ⊗K, ξ\vU) Υ⊗id←−−− (X ′ ⊗K, ξ′\vU),
in dem die a¨ußeren vertikalen Pfeile und Υ Isomorphismen sind. Folglich kann man die
Abbildung Λ˜ := Φξ′ ◦ Υ−1 ◦ Λ ◦ Φ−1χ definieren. Wegen der Natu¨rlichkeit von Kozykeln
(vgl. Lemma 2.54) ist Λ˜ auch a¨quivariant bzgl. der Kowirkungen χ ⊗∗ id und ξ′ ⊗∗ id.
Seine Koeffizienten-Morphismen fixieren offenbar punktweise die kompakten Operatoren,
d.h. Λ˜ ist ein Morphimus in HBMneSu(K) (vgl. Definition A.8). Nach Proposition A.17 ist
Λ˜ also von der Form Λ˜ = Λm ⊗ idK, wobei Λm : (Z, χ) → M(X ′, ξ′) a¨quivariant ist. Es
gilt nach dem Diagramm die Beziehung (Υ ◦ Λm) ⊗ idK = Λ ⊗ idK, und mit derselben
Proposition folgt Υ ◦ Λm = Λ. Durch diese Beziehung ist Λm auch eindeutig bestimmt,
denn ist Λ′ ein weiterer Morphimus mit Υ ◦ Λ′ = Λ, so vervollsta¨ndigt Λ′ ⊗ idK ebenfalls
das Diagramm. Daher ist Λ′ ⊗ idK = Φξ′ ◦Υ−1 ◦Λ ◦Φ−1χ = Λm ⊗ idK und somit Λ′ = Λm.
Also erfu¨llt Υ die universelle Eigenschaft aus Definition 4.23. 2
Als Konsequenz kann man sofort Beispiele von Maximalisierungen angeben:
4.29 Korollar. Ist V wie in Definition 4.23 und (X, ξ) ∈ HBMmSu, so gilt:
1. Die kanonische Surjektion Φξ : (X, ξ)→ (X ⊗K, ξ\vU) ist eine Maximalisierung.
2. Die kanonische Abbildung piξ : (X oξ Ŝ, ξ̂) → X oξ,r Ŝ, ξ̂rf ) ist eine Maximalisier-
ung (in HBMne
Ŝu
).
Beweis. In beiden Fa¨llen wissen wir nach Satz 4.16, daß die linken Seiten maximale
Kowirkungen sind. Die verschra¨nkten Produkte der Morphismen sind in beiden Fa¨llen
Isomorphismen: Fu¨r Φξ o Ŝ folgt das nach Proposition 4.14, wa¨hrend der zweite Mor-
phismus eine Normalisierung ist (vgl. Proposition 3.20) und die Behauptung aus der
Charakterisierung in Proposition 2.68 folgt. 2
In [14, Theorem 3.3] wird die Existenz und Eindeutigkeit von Maximalisierungen fu¨r
Gruppen-Kowirkungen auf C∗-Algebren gezeigt. Die Idee des Beweises von [14] ist folgen-
de: Man betrachtet eine Algebra A mit nichtentarteter G-Kowirkung δ und identifiziert
sie mit der Unteralgebra A⊗P ⊆ A⊗K, wobei P ∈ K eine eindimensionale Projektion ist.
Die daraus erhaltene Projektion p := (kC(G)× kG)((M × ρ)−1(P )) in Ao Ĝo G (vgl. den
Beweis von [14, Theorem 3.3]) liefert eine Unteralgebra p(Ao Ĝo G)p ⊆ Ao Ĝo G,
welche durch die kanonische Surjektion Φδ auf A⊗P abgebildet wird. Die biduale Kowir-
kung wird durch einen Kozykel zu einer Kowirkung δ˜ abgea¨ndert, fu¨r die δ˜(p) = p ⊗ 1G
gilt. Folglich schra¨nkt sich die Kowirkung δ˜ zu einer Kowirkung δm auf p(Ao Ĝo G)p
ein. Damit ist
(Φδ) |p(AoĜoG)p: (p(Ao Ĝo G)p, δm) −→ (A⊗ P, δ ⊗∗ idK) ∼= (A, δ)
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eine Maximalisierung im Sinne von [14, Definition 3.1].
Anstatt eine Projektion zu verwenden, werden wir hier die Technik der relativen Kom-
mutanten (vgl. Anhang A) benutzen, um ein Kriterium fu¨r die Existenz von Maximali-
sierungen im Sinne der Definition 4.23 zu beweisen.
4.30 Satz. Ist V ∈ U(H ⊗H) symmetrisch und stark biregula¨r (vgl. die Definitionen 3.6
und 4.4), so sind die folgenden Aussagen a¨quivalent:
1. Jede S-Kowirkung (X, ξ) ∈ HBMneSu besitzt eine Maximalisierung im Sinne von [14,
Definition 3.1], vgl. Lemma 4.28.
2. Jede S-Kowirkung (X, ξ) ∈ HBMneSu besitzt eine Maximalisierung im Sinne von
Definition 4.23.
3. Die triviale S-Kowirkung δtrC : C→M(C⊗ Su) besitzt eine Maximalisierung.
4. Die kanonische Projektion φ = ΦδtrC : (Ŝ o∆̂u S,
̂̂
∆u) → (K, Ad(vU)) besitzt einen
a¨quivarianten Schnitt ς : (K, Ad(vU))→M(Ŝ o S, ̂̂∆u) in HBMneSu, d.h. φ◦ς = idK.
Beweis. Wir werden des o¨fteren auf die Notation 4.27 zuru¨ckgreifen. Die Implikation
(1.)⇒ (2.) ist Lemma 4.28 und (2.)⇒ (3.) ist trivial. Ist andererseits ψ : (C, γ)→ (C, δtrC )
eine Maximalisierung, dann definiert die Komposition
(K, Ad(vU)) ι⊗idK−→ M(C ⊗K, γ\vU) Φ
−1
γ−→M(C, γ) ψ−→M(Ŝ o∆̂u S,
̂̂
∆u)
einen a¨quivarianten Morphismus, der wegen der Natu¨rlichkeit von Φ• ein Schnitt fu¨r φ
ist. Es bleibt (4.) ⇒ (1.) zu zeigen. Sei dazu (AXB, αξβ) eine S-Kowirkung in HBMneSu .
Mittels des Schnitts ς kann man erstens K ∼= ι(ς(K)) als nichtentartete Unteralgebra der
Koeffizienten-Algebren A und B auffassen. Zweitens kann der Kozykel vU
∗ (vgl. Definition
4.8) fu¨r die Kowirkung (K, Ad(vU)) in Kozykel u := (ι◦ς⊗idSu)(vU ∗) ∈ UM(A⊗Su) bzw.
v := (ι ◦ ς ⊗ idSu)(vU ∗) ∈ UM(B ⊗ Su) fu¨r die biduale Kowirkung α bzw. β transportiert
werden. Folglich erha¨lt man eine zu ξ a¨ußerlich a¨quivalente Kowirkung α˜ξ˜β˜ := Ad(u, v)◦ξ
(vgl. Definition 2.50). Die Kowirkung (X, ξ˜) ist wegen Korollar 4.18 ebenfalls maximal.
Wegen der Natu¨rlichkeit von Kozykeln (vgl. Lemma 2.54) und φ ◦ ς = idK sind fu¨r die
Koeffizienten-Abbildungen die Diagramme
(A, α˜)
Φα−−−→ (A⊗K, α⊗∗ idK)
ι◦ς
x xι⊗idK
(K, δtrK ) (K, δtrK )
und
(B, β˜)
Φβ−−−→ (B ⊗K, β ⊗∗ idK)
ι◦ς
x xι⊗idK
(K, δtrK ) (K, δtrK )
kommuativ. Also ist Φξ ist ein Morphismus in HBMneSu(K), vgl. die Definitionen 4.26 und
A.8. Wir ko¨nnen daher
(Xm, ξm) := (CK(X),CK(ξ˜)) und ψξ := CK(Φξ)
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setzen, vgl. Anhang A. Nach Proposition A.17 ist ψξ : (X
m, ξm) → (X, ξ) surjektiv und
vervollsta¨ndigt das kommutative Diagramm
(∗)
(X o Ŝ o S, ξ˜)
Φξ−−−→ (X ⊗K, ξ ⊗∗ idK)
ιXm ·(ις)
x∼= ∥∥∥
(Xm ⊗X, ξm ⊗∗ idK) ψξ⊗idK−−−−→ (X ⊗K, ξ ⊗∗ idK),
wobei wir durch die Notation ιXm · (ις) andeuten, wie K in die Koeffizienten-Algebren von
X o Ŝ o S eingebettet wird. Die Kowirkung (Xm, ξm) ist maximal: Dazu muß man nur die
Maximalita¨t der Koeffizienten-Kowirkungen (Am, αm) und (Bm, βm) zeigen. (Am, αm) ist
Morita-a¨quivalent zu der maximalen Kowirkung (Am⊗K, αm⊗∗idK) ∼= (A, α˜), und ist nach
Korollar 4.18 daher bereits selbst maximal. Analoges gilt fu¨r (Bm, βm). Wir mu¨ssen nur
noch zeigen, daß das verschra¨nkte Produkt ψξ o Ŝ ein Isomorphismus ist. Dies folgt aus
der Bijektivita¨t von Φξ o Ŝ (Proposition 4.14) in mehreren Schritten: Zuna¨chst erhalten
wir aus der Natu¨rlichkeit von Kozykeln (Lemma 2.54) das kommutative Diagramm
X ô̂
ξ
Ŝ
ΦξoŜ−−−→∼= (X ⊗K)oξ\vU Ŝ
∼=
x ∼=x
X oξ˜ Ŝ
ΦξoŜ−−−→ (X ⊗K)oξ⊗∗id Ŝ.
Anschließend wendet man das verschra¨nkte Produkt auf das Diagramm (∗) an und erha¨lt
den oberen Teil des kommutativen Diagramms
X oξ˜ Ŝ
ΦξoŜ−−−→ (X ⊗K)oξ⊗∗id Ŝ
∼=
x ∥∥∥
(Xm ⊗K)oξm⊗∗id Ŝ
(ψξ⊗idK)oŜ−−−−−−−→ (X ⊗K)oξ⊗∗id Ŝ
∼=
y y∼=
(Xm oξm Ŝ)⊗K (ψξoŜ)⊗idK−−−−−−−→ (X oξ Ŝ)⊗K.
Fu¨r den unteren Teil des Diagramms benutzt man die (offensichtlich natu¨rlichen) Iso-
morphismen aus Lemma 2.56. Setzt man die Diagramme zusammen und beachtet, daß
sa¨mtliche vertikalen Pfeile Isomorphismen sind, so folgt aus der Bijektivita¨t von Φξ o Ŝ
auch die von (ψξ o Ŝ)⊗ idK. Insbesondere ist ψξ o Ŝ bijektiv. 2
Als unmittelbare Folgerung ergibt sich, daß die Kategorien der nichtentarteten nor-
malen vollen S-Kowirkungen und die der maximalen S-Kowirkungen a¨quivalent sind.
4.31 Korollar. Es sei V ∈ U(H⊗H) eine symmetrische und stark biregula¨re multiplika-
tive Unita¨re, fu¨r welche eine (und damit alle) der vier Bedingungen von Satz 4.30 erfu¨llt
ist. Dann induzieren der Maximalisierungs-Funktor und der Normalisierungs-Funktor zu-
einander inverse Kategorien-A¨quivalenzen
(·)m : HBMn,neSu −→ HBMmSu und (·)n : HBMmSu −→ HBMn,neSu
zwischen den normalen und maximalen nichtentarteten S-Kowirkungen. 2
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4.32 Bemerkung. Man kann sich die maximalen bzw. normalen Kowirkungen als zwei
extremale Situationen vorstellen: Jede nichtentartete volle S-Kowirkung (X, ξ) liegt
”
zwi-
schen“ ihrer Maximalisierung und ihrer Normalisierung
(Xm, ξm)
ψξ−→ (X, ξ) ηξ−→ (Xn, ξn).
Es kann mehrere Kowirkungen dazwischen geben, aber jeweils nur ein extremales
”
Ende“
(Xm, ξm) bzw. (Xn, ξn), welches die volle bzw. die reduzierte Dualita¨t erfu¨llt.
4.33 Korollar. Ist V ∈ U(H ⊗H) eine symmetrische und stark biregula¨re multiplikative
Unita¨re und ist Ŝ o S isomorph zu K, dann sind insbesondere die a¨quivalenten Beding-
ungen aus Satz 4.30 erfu¨llt, und daher existieren Maximalisierungen.
Beweis. Die C∗-Algebra Ŝ o S ∼= K ist einfach und φ : Ŝ o S → K daher injektiv,
also ein Isomorphismus. Also ist (C, δtrC ) bereits maximal und besitzt daher sich selbst als
Maximalisierung. 2
Diese triviale Beobachung kann man benutzen um Beispiele fu¨r Paare von Quanten-
gruppen (Ŝ, S) zu finden, fu¨r die Maximalisierungen existieren:
4.34 Beispiel. Fu¨r die folgenden Quantengruppen-Paare gilt Ŝ o S ∼= K. Wir schreiben
Ŝ o S, analog S o Ŝ, weil nach den Propositionen 2.68 und 3.20 SV und Su dasselbe volle
verschra¨nkte Produkt haben.
1. Fu¨r eine lokalkompakte Gruppe G gilt stets C0(G) o Ĝ ∼= K(L2(G)), vgl. Notation
3.1.
2. Allgemeiner folgt dies fu¨r ein Paar (ŜW , SW ) lokalkompakter Quantengruppen im
Sinne von Kustermans und Vaes (vgl. 1.3.6), fu¨r welche die zugeho¨rige multiplikative
Unita¨re W regula¨r und eine der beiden Seiten mittelbar ist (vgl. § 4.4). Ist z.B. Ŝ
mittelbar, so gilt So Ŝ ∼= K nach Satz 4.22. Fu¨r Quantengruppen nach Kustermans
und Vaes gilt zudem allgemein ŜoS ∼= (SoŜ)op, vgl. Bemerkung 3.10. Insbesondere
ist in unserer Situation Ŝ o S ∼= K.
3. Ein Spezialfall des zweiten Teils sind kompakte bzw. diskrete Quantengruppen, vgl.
Beispiel 1.3.9(2.).
4.35 Beispiel. Die in diesem Zusammenhang wohl interessantesten Beispiele sind Bicros-
sed-Produkte (vgl. Beispiel 1.3.7(3.)) einer Zerlegung G = G1G2. Hier ergeben sich nach
[5, Proposition 3.8] die vollen (reduzierten) Quantengruppen zu Su,(V ) = G1 n(r) C0(G2)
und Ŝu,(V ) = C0(G1)o(r) G2. Es gilt nach derselben Proposition
S o Ŝ ∼= (G2 ×G1)n C0(G).
Da in unserer Situation G2 × G1 ∼= G als G-Raum ist, folgt, daß S o Ŝ isomorph zu
(G2 × G1) n C0(G2 × G1) ∼= K(L2(G2 × G1)) ist. Analoges gilt auch fu¨r Ŝ o S. Sind G1
und G2 beide nicht mittelbare Gruppen, so ist fu¨r das Bicrossed-Produkt weder S noch
Ŝ mittelbar. Trotzdem funktioniert die Maximalisierungs-Konstruktion.
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5.Kapitel: A¨quivariante Kasparov-Theorie
In diesem Abschnitt wird ein a¨quivarianter voller Abstieg fu¨r beliebige stark dualisierbare
Hopf-C∗-Algebren (die den Einschra¨nkungen unten gehorchen) definiert. Fu¨r Quanten-
gruppen kann der a¨quivariante reduzierte Abstieg aus der vollen Version abgeleitet werden.
Dazu werden die Techniken und Ergebnisse der letzten Kapitel verwendet, insbesondere
Normalisierung und Dualita¨t.
5.1 Bemerkung. Zur Definition von Kasparov-Zykeln werden Hilbertmoduln (XB, ξβ)
mit einer evtl. entarteten Linkswirkung ϕ : (A,α) → M(K(X), Ad(ξ)) benutzt, die wir
ebenfalls als Hilbert-Bimoduln bezeichnen wollen. Mit dieser erweiterten Definition las-
sen sich dennoch alle Konstruktionen wie verschra¨nktes Produkt und Normalisierung
aus den letzten Abschnitten durchfu¨hren. Man betrachtet zuna¨chst den Hilbert-Bimodul
(K(X)XB, Ad(ξ)ξβ) und fu¨hrt damit die Konstruktionen durch. Anschließend kann man mit-
hilfe von Lemma 2.9 und der universellen Eigenschaft der Normalisierung (Definition 2.63)
die (evtl. entartete) Linkswirkung von Ao Ŝ oder An etc. nachtra¨glich definieren. Man
erha¨lt wieder einen Hilbert-Bimodul in der erweiterten Definition. Fu¨r innere Tensor-
produkte ergibt sich kein Problem. Wir werden daher im folgenden stillschweigend die
Ergebnisse der vorangehenden Abschnitte auch fu¨r die erweiterte Definition von Hilbert-
Bimoduln verwenden.
Fu¨r den gesamten Abschnitt betrachten wir ausschließlich beidseitig nichtentartete
Hopf-C∗-Algebren (S,∆), die zusa¨tzlich noch separabel sein sollen. Fu¨r Paare von Quan-
tengruppen (ŜV , SV ) wie in § 1.3 werden wir daher annehmen, daß der zugrundeliegende
Hilbertraum H separabel ist. Außerdem sollen alle vorkommenden Kowirkungen auf Hil-
bertmoduln und C∗-Algebren nichtentartet sein (vgl. 1.4.2). Der Einfachheit halber wer-
den wir auch annehmen, daß alle C∗-Algebren separabel sind, obwohl man das Kasparov-
Produkt auch fu¨r etwas allgemeinere Situationen konstruieren kann.
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In diesem Abschnitt erinnern wir an die Definitionen in [3, § 3 und § 5] unter Einbeziehung
der Definitionen der vorangehenden Kapitel. Zuna¨chst braucht man den Begriff einer
Graduierung:
5.2 Definition. Unter Beachtung der generellen Voraussetzungen dieses Kapitels sei
(S,∆) eine Hopf-C∗-Algebra, (A,α) eine S-a¨quivariante C∗-Algebra und (XB, ξβ) ein S-
a¨quivarianter Rechts-Hilbertmodul (vgl. § 1.4). Wir fassen S stets als trivial Z2-graduierte
Algebra auf.
1. (A,α) heißt graduiert, falls A eine Z2-graduierte C∗-Algebra ist, fu¨r die α ein gra-
duierter Morphismus ist. Wir nennen in diesem Fall (A,α) abku¨rzend eine graduiert
S-a¨quivariante C∗-Algebra oder eine graduierte S-Kowirkung.
2. Die S-Kowirkung (XB, ξβ) heißt graduiert, falls (B, β) graduiert im Sinne von (1.) ist
und X eine Z2-Graduierung tra¨gt, fu¨r die das Skalarprodukt, die Rechts-B-Wirkung
und ξ graduiert sind. Wir benutzen analoge abku¨rzende Bezeichnungen wie in (1.).
3. Ein S-a¨quivarianter Hilbert-Bimodul (AXB, αξβ) heißt graduiert , falls (A,α) bzw.
(XB, ξβ) graduiert im Sinne von (1.) bzw. (2.) sind und die A-Wirkung ιA auf X
zusa¨tzlich graduiert ist.
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5.3 Bemerkung. Ist (XB, ξβ) ein graduiert S-a¨quivarianter Hilbertmodul, so ist auto-
matisch die S-Kowirkung (K(X), Ad(ξ)) (vgl. 1.4.3) eine graduiert S-a¨quivariante C∗-Al-
gebra im Sinne von Definition 5.2(1.). Ist (YC , ζγ) ein weiterer graduiert S-a¨quivarianter
Hilbertmodul und ψ : B →M(K(Y ), Ad(ζ)) eine (evtl. entartete) graduiert a¨quivariante
Wirkung von B auf Y , so besitzt das innere Tensorprodukt eine kanonische graduiert
a¨quivariante Struktur, die wir mit einem Dach in der Notation (X⊗̂BY, ξ ]Bζ) andeuten.
Im folgenden bezeichnen wir mit C[0, 1] die C∗-Algebra der komplexwertigen stetigen
Funktionen auf dem Einheitsintervall und fassen sie als trivial Z2-graduierte C∗-Algebra
auf.
5.4 Definition. Es sei (A,α) eine graduierte S-Kowirkung wie in Definition 5.2. Mit
(A[0, 1], α[0, 1]) := (A⊗ C[0, 1], α⊗∗ idC[0,1])
(vgl. Definition 2.55) bezeichnen wir die Algebra der stetigen Funktionen des Einheitsin-
tervalls nach A. Sie tra¨gt eine kanonische Z2-Graduierung und wird auf diese Weise eine
a¨quivariant graduierte C∗-Algebra. Die Auswertungsabbildungen
evt : (A[0, 1], α[0, 1]) −→ (A,α) , a⊗ f 7−→ f(t)a
wobei t ∈ [0, 1] ist, sind offenbar graduiert S-a¨quivariant und surjektiv.
Mit diesen Vorbereitungen ko¨nnen wir S-a¨quivariante Kasparov-Zykel definieren (vgl.
[3, 3.1 De´finition]):
5.5 Definition. Unter Beachtung der generellen Voraussetzungen (vgl. Bemerkung 5.1)
sei (S,∆) eine Hopf-C∗-Algebra und (A,α) sowie (B, β) graduiert S-a¨quivariante C∗-Al-
gebren. Ein S-a¨quivarianter Kasparov-(A,B)-Zykel ist ein graduiert S-a¨quivarianter Hil-
bertmodul (XB, ξβ) mit einer (evtl. entarteten) graduiert S-a¨quivarianten A-Wirkung
ϕ : (A,α) → M(K(X), Ad(ξ)) und einem Operator F ∈ LB(X) vom Grad 1, fu¨r welche
die folgenden Bedingungen gelten:
(a) Das Tripel (X,ϕ, F ) ist ein Kasparov-Zykel, d.h. die Mengen [ϕ(A), F ], ϕ(A)(F 2−1)
und ϕ(A)(F − F ∗) sind in den kompakten Operatoren K(X) enthalten. Hierbei
bezeichnet [, ] den graduierten Kommutator.
(b) Die Menge (ϕ(A)⊗ S)(F ⊗ 1S − Ad(ξ)(F )) ist in K(X)⊗ S enthalten. Wir sagen:
Der Operator F ist wesentlich S-a¨quivariant.
Wir ku¨rzen S-a¨quivariante Zykel als Tripel ((X, ξ), ϕ, F ) ab und verwenden die Kurz-
schreibweise (X,F ), wenn die Kowirkungsdaten und ϕ sich von selbst verstehen. Der
Zykel ((X, ξ), ϕ, F ) heißt degeneriert oder entartet, falls die Mengen in (a) und (b) iden-
tisch verschwinden. Wir bezeichnen die
”
Menge“ der S-a¨quivarianten Kasparov-Zykel mit
ES((A,α), (B, β)) und die ”Teilmenge“ der degenerierten Zykel mit DS((A,α), (B, β)).
Verstehen sich die Kowirkungen von selbst, so werden die
”
Mengen“ auch mit ES(A,B)
und DS(A,B) abgeku¨rzt.
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5.6 Definition. Es seien (S,∆), (A,α) und (B, β) wie in Definition 5.5.
1. Zwei S-a¨quivariante Kasparov-Zykel ((X, ξ), ϕ, F ) und ((X ′, ξ′), ϕ′, F ′) in ES(A,B)
heißen unita¨r a¨quivalent, falls es eine S-a¨quivariante graduierungserhaltende Uni-
ta¨re U : (X, ξ)
∼=→ (X ′, ξ′) (vgl. 1.4.7) mit ϕ′ = Ad(U) ◦ ϕ und F ′ = Ad(U)(F )
gibt.
2. Eine S-a¨quivariante Homotopie zwischen zwei Kasparov-Zykeln ((X0, ξ0), ϕ0, F0)
und ((X1, ξ1), ϕ1, F1) in ES(A,B) ist ein S-a¨quivarianter Zykel ((X, ξ), ϕ, F ) in
ES((A,α), (B[0, 1], β[0, 1])), fu¨r welchen der Zykel
((X ⊗evt B, ξ ]B[0,1]β), ϕ⊗evt 1B, F ⊗evt 1B) ∈ ES((A,α), (B, β))
(vgl. 1.1.11) fu¨r die Definition vonX⊗evtB) a¨quivariant unita¨r a¨quivalent zu (Xt, Ft)
ist, wobei fu¨r t = 0 bzw. t = 1 ist. (X0, F0) und (X1, F1) heißen in diesem Fall
S-a¨quivariant homotop.
Mit diesen Vorbereitungen ko¨nnen wir die a¨quivarianten Kasparov-Gruppen definieren
(vgl. [3, 3.2 De´finition]):
5.7 Definition. Mit den Bezeichnungen aus Definition 5.5 sei KKS((A,α), (B, β)) die
Menge der A¨quivalenzklassen in ES((A,α), (B, β)) unter Homotopie im Sinne von Defi-
nition 5.6. Wir verwenden auch die Abku¨rzung KKS(A,B), falls Mißversta¨ndnisse bzgl.
der Kowirkungen ausgeschlossen sind. Fu¨r ((X, ξ), ϕ, F ) in ES(A,B) ist [(X, ξ), ϕ, F ], oder
ku¨rzer [X,F ], seine Homotopie-Klasse in KKS(A,B). Nicht na¨her bestimmte Elemente
x in KKS(A,B) notieren wir mit fettgedruckten kleinen ro¨mischen Buchstaben.
Die folgende Bemerkung faßt die wichtigsten grundlegenden Eigenschaften der Mengen
KKS(A,B) zusammen, vgl. [3, § 3 (3.3)-(3.5)]:
5.8 Bemerkung. Mit den Bezeichungen der Definition 5.7 ist KKS(A,B) eine abelsche
Gruppe, wobei das Nullelement von den entarteten Zykeln DS(A,B) repra¨sentiert wird.
Die Zuordnung
((A,α), (B, β)) 7−→ KKS((A,α), (B, β))
ist ein homotopieinvarianter Bifunktor von der Kategorie der separablen graduiert S-a¨qui-
varianten C∗-Algebren in die abelschen Gruppen. Er ist kontravariant im ersten und
kovariant im zweiten Argument. Weiter gilt: Ist (AXB, αξβ) ein graduiert S-a¨quivariant-
er Hilbert-Bimodul (Definition 5.2), wobei die A-Wirkung ιA evtl. entartet sein darf,
mit ιA(A) ⊆ K(X), dann definiert ((X, ξ), ιA, 0) einen S-a¨quivarianten Kasparov-(A,B)-
Zykel Wir erhalten folglich ein Element [(X, ξ), ιA, 0] in KKS(A,B), welches wir auch
mit [(X, ξ)] oder einfach mit [X] abku¨rzen. Ist speziell ϕ : (A,α) → (B, β) ein gradu-
iert S-a¨quivarianter ∗-Morphismus, so definiert [ϕ] := [ABB] ein Element in KKS(A,B).
Insbesondere kann man fu¨r jede graduiert a¨quivariante S-Kowirkung (A,α) eine ausge-
zeichnete Klasse 1A := [idA] in KKS(A,A) definieren.
5.9 Beispiel. Fu¨r eine lokalkompakte Gruppe G, fu¨r die das zweite Abza¨hlbarkeitsaxiom
erfu¨llt ist, seien (A,α) und (B, β) separable C∗-Algebren mit G-Wirkung. Dann sind
fu¨r (S,∆) = (C0(G),∆Ĝ) (vgl. 1.2.6(1.)) die Gruppen KKG(A,B) und KKC0(G)(A,B)
identisch (vgl. [3, 3.4 Remarques]), wobei KKG(A,B) die G-a¨quivariante KK-Theorie
nach Kasparov [29], [30] ist.
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Wie im Fall lokalkompakter Gruppen (vgl. [29], [30]) gibt es auch fu¨r die S-a¨quivarian-
te Theorie ein Kasparov-Produkt. Als Vorbereitung brauchen wir den folgenden Begriff
einer Konnexion (vgl. [11, Definition A1] oder auch [3, S. 700]):
5.10 Bemerkung. Es seien XB und YC graduierte Hilbertmoduln und ψ : B → LC(Y )
eine graduierte Links-Wirkung von B auf Y . Fu¨r x in X sei Tx ∈ LC(Y,X⊗̂ψY ) durch
Tx(y) := x⊗ y definiert. Wir setzen T˜x :=
(
0 Tx
T ∗x 0
) ∈ LC((X⊗̂ψY )⊕ Y ). Sei F2 ∈ LC(Y ).
Ein Operator F ∈ LC((X⊗̂ψY )⊕Y ) heißt F2-Konnexion fu¨r X, falls fu¨r jedes x ∈ X der
graduierte Kommutator [T˜x,
(
F 0
0 F2
)
] kompakt ist, d.h. in K((X⊗̂ψY )⊕ Y ) liegt.
Die folgende Definition vereinfacht die Konstruktion des Kasparov-Produkts (vgl. [3,
5.2 De´finition] ):
5.11 Definition. Es seien (S,∆) eine Hopf-C∗-Algebra und (A,α), (B, β) sowie (C, γ)
graduiert a¨quivariante C∗-Algebren (unter Beachtung der generellen Voraussetzungen die-
ses Kapitels). Wir betrachten Zykel ((X, ξ), ϕ1, F1) in KKS(A,B) sowie ((Y, ζ), ψ, F2)) in
KKS(B,C) und setzen ϕ := ϕ1 ⊗ψ 1 als die kanonische A-Wirkung auf X⊗̂ψY . Mit
F1#SF2 sei die Menge der Operatoren F in LC(X⊗̂ψY ) bezeichnet, welche die folgenden
Eigenschaften erfu¨llen:
(a) ((X⊗̂ψY, ξ ]Bζ), ϕ, F ) ist ein Zykel in ES(A,C).
(b) F ist eine F2-Konnexion fu¨r X.
(c) Fu¨r jedes a ∈ A ist das Bild des Operators ϕ(a)[F1⊗ψ 1, F ]ϕ(a)∗ in der Quotienten-
C∗-Algebra LC(X⊗̂ψY )/K(X⊗̂ψY ) ein positives Element.
Mit dieser Begriffsbildung kann man die Existenz des Kasparov-Produkts fu¨r die
S-a¨quivariante Theorie beweisen (vgl. [3, 5.3 The´ore`me]):
5.12 Satz. Mit den Notationen aus Definition 5.11 betrachten wir die Menge F1#SF2.
Diese ist nicht leer, und zudem ist die Klasse [X⊗̂ψY, F ] in KKS(A,C) unabha¨ngig von
der Auswahl des Elements F in F1#SF2 sowie den Repra¨sentanten der Klassen [X,F1]
bzw. [Y, F2] in KKS(A,B) bzw. KKS(B,C).
5.13 Bemerkung. Mit den Bezeichnungen der Definition 5.11 setze x := [X,F1] in
KKS(A,B) und y := [Y, F2] in KKS(B,C). Das Kasparov-Produkt von x und y ist
die Klasse [X⊗̂ψY, F ] in KKS(A,C) und wird mit x ⊗B y bezeichnet. Das Kasparov-
Produkt ist bilinear, assoziativ, kontravariant in A, kovariant in C und natu¨rlich in der
Variablen B. Fu¨r ∗-Morphismen ϕ : (A,α) → (A′, α′) bzw. ψ : (B, β) → (B′, β′) besteht
außerdem der folgende Zusammenhang mit der Funktorialita¨t von KKS(−,−): Es sind
ϕ∗ = [ϕ]⊗A′ (·) bzw. ψ∗ = (·)⊗B [ψ] identisch als AbbildungenKKS(A′, B)→ KKS(A,B)
bzw. KKS(A,B) → KKS(A,B′). Insbesondere gilt 1A ⊗A x = x = x ⊗B 1B fu¨r alle
x ∈ KKS(A,B) (vgl. [3, § 5 (5.4)-(5.8)]), und KKS(A,A) ist ein Ring mit Eins 1A.
5.14 Bemerkung. Nach der vorangehenden Bemerkung 5.13 la¨ßt sich jedes Element
x = [(X, ξ), ϕ, F ] in KKS(A,B) in der Form x = 1 ⊗A x schreiben. Insbesondere kann
x also durch einen Zykel ((A⊗̂ϕX,α ]Aξ), idA ⊗ϕ 1, F˜ ) in ES(A,B) repra¨sentiert wer-
den, wobei F˜ in 0#SF ist. Der Hilbertmodul A⊗̂ϕX ist isomorph zu ϕ(A)X, daher ist die
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Links-A-Wirkung nichtentartet. Also kann jedes Element x inKKS(A,B) durch einen Zy-
kel repra¨sentiert werden, dessen Hilbertmodul ein S-a¨quivarianter Rechts-Hilbert-(A,B)-
Bimodul im (strengen) Sinne von 1.1.3 und 1.4.2 ist. Wir werden diese Bemerkung vor
allem in Beweisen stillschweigend anwenden und die Links-Wirkung als nichtentartet an-
nehmen, wo es vonno¨ten ist.
5.15 Bemerkung. Wir betrachten unter Benutzung der Notationen aus Definition 5.11
die folgenden Spezialfa¨lle etwas genauer:
1. Ist B eine separable C∗-Algebra mit trivialer S-Kowirkung δtrB und ((X, ξ), ϕ, F ) in
ES(A,B), so ist ξ eine rechts-triviale Kowirkung (vgl. § 2.2). Nach Beispiel 2.47 ist
ξ daher durch eine unita¨re S-Kodarstellung u ∈ UM(K(X) ⊗ S) (vgl. 1.2.3) mit
der analytischen Zusatzbedingung (1 ⊗ S) · u · (X ⊗ 1S) ⊆ X ⊗ S gegeben. Die
wesentliche S-Invarianz von F in Definition 5.5(b) u¨bersetzt sich in die Bedingung,
daß (ϕ(A)⊗ S) · (F ⊗ 1S − u · (F ⊗ 1S) · u∗) in K(X)⊗ S liegt. Dies ist gleichwertig
zu: (ϕ(A)⊗ S) · [F ⊗ 1S, u] ⊆ K(X)⊗ S.
2. Speziell fu¨r A = C besteht ein Zykel in ES(C, B) aus einem graduierten Hilbert-B-
Modul E = EB, einer graduierten unita¨ren S-Kodarstellung u ∈ UM(K(E) ⊗ S)
mit (1⊗ S) · u · (E ⊗ 1) ⊆ E ⊗ S und einem ungeraden Operator F ∈ LB(E). Wir
ko¨nnen annehmen, daß die Links-C-Wirkung auf E nichtentartet und damit gleich
der Einbettung durch Skalare ist. Daher kann man sie vernachla¨ssigen. Wir notieren
in diesem Fall daher Zykel als Tripel (E, u, F ) mit den verbleibenden Bedingungen:
(a′) Die Operatoren F 2 − 1 und F − F ∗ sind in K(E).
(b′) Die Menge (1⊗ S) · [F ⊗ 1S, u] liegt in K(E)⊗ S.
5.16 Definition. Es sei (S,∆) eine separable Hopf-C∗-Algebra. Mit KKS bezeichnen
wir die folgende additive Kategorie: Die Objekte sind graduiert S-a¨quivariante separable
C∗-Algebren, und die Menge der Morphismen von Objekten (A,α) nach (B, β) ist die
Kasparov-Gruppe KKS((A,α), (B, β)). Die Verknu¨pfung ist das Kasparov-Produkt, und
das Einselement von (A,α) ist durch 1A = [idA] in KKS(A,A) gegeben.
5.17 Bemerkung. Fu¨r eine separable Hopf-C∗-Algebra (S,∆) wie oben sei Mc,neS die
Unterkategorie von MneS (vgl. 1.5.1), deren Objekte separable (nichtentartete) S-a¨qui-
variante C∗-Algebren sind und deren Morphismen [(X, ξ)] ∈ Mc,neS ((A,α), (B, β)) durch
solche Hilbert-Bimoduln repra¨sentiert sind, fu¨r welche die Bilder der Links-A-Wirkung ιA
auf X kompakte Operatoren sind, d.h. es gilt ιA(A) ⊆ K(X) (vgl. Bemerkung 5.8). Dann
wird durch die Zuordnung
Mc,neS ((A,α), (B, β)) 3 [(X, ξ)] 7−→ [(X, ξ), ιA, 0] = [(X, ξ)] ∈ KKS(A,B)
ein Funktor Mc,neS → KKS definiert. Sind (A,α) und (B, β) MS-a¨quivalent, so betrachte
einen MS-Isomorphismus [(X, ξ)] in MS(A,B). Dann ist (AXB, αξβ) eine S-a¨quivariante
Morita-A¨quivalenz (vgl. 1.5.3), also liegt [(X, ξ)] automatisch in Mc,neS (A,B),x und die
Klasse [(X, ξ)] in KKS(A,B) ist eine KKS-A¨quivalenz. Insbesondere sind (A,α) und
(B, β) isomorph in der Kategorie KKS.
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§ 5.2 Voller Abstieg und Normalisierung
In diesem Abschnitt wird eine universelle Version des Abstiegsfunktors fu¨r stark duali-
sierbare Hopf-C∗-Algebren konstruiert. Er ist eine Verallgemeinerung des vollen Abstiegs
jG in [30, 3.11 Theorem]. Anschließend werden wir die Normalisierungs-Konstruktion
auf dem Niveau der a¨quivarianten KK-Theorie besprechen. Der U¨bersichtlichkeit halber
verwenden wir die folgende Notation:
5.18 Notation. Es sei Φϕ : XB → M(YD) ein nichtentarteter Morphismus von Rechts-
Hilbertmoduln (vgl. 1.1.10) und F ∈ LB(X). Wir benutzen Φ(F ) := Ad(Φ)(F ) als
abku¨rzende suggestive Notation fu¨r die Adjunktion von Φ, angewandt auf F , sofern die
Gefahr von Mißversta¨ndnissen nicht besteht. Da sich Adjunktion mit Komposition ver-
tra¨gt (vgl. 1.1.13), macht diese Abku¨rzung auch bei Kompositionen von Morphismen
Sinn.
Es sei (S,∆) eine separable beidseitig nichtentartete und stark dualisierbare Hopf-C∗-
Algebra (vgl. 1.2.2 und 1.2.5) und (A,α) sowie (B, β) graduiert S-a¨quivariante C∗-Alge-
bren (unter Beachtung der generellen Voraussetzungen). Die Idee fu¨r den vollen Abstieg
ist dieselbe wie in [30] und [3]: Ist ((X, ξ), ϕ, F ) in ES(A,B) ein Zykel, so betrachtet man
das Tripel ((X o Ŝ, ξ̂), ϕo Ŝ, jξ(F )) und zeigt, daß es in EŜ((Ao Ŝ, α̂), (B o Ŝ, β̂)) liegt.
Dann beweist man, daß die Abbildung
JS : KKS(A,B) −→ KKŜ(Ao Ŝ, B o Ŝ), [X,F ]→ [X o Ŝ, jξ(F )]
wohldefiniert ist. Dies geschieht in den beiden folgenden Lemmata. Insgesamt ist JS ein
additiver Funktor von KKS nach KKŜ (Satz 5.22).
5.19 Lemma. (X o Ŝ, jξ(F )) wie oben ist ein Zykel in KKŜ(Ao Ŝ, B o Ŝ).
Beweis. Wir mu¨ssen die Bedingungen (a) und (b) der Definition 5.5 verifizieren. Wegen
der Ŝ-Invarianz von jξ(F ) (vgl. Lemma 2.41) ist ξ̂(jξ(F )) = (jξ(F )⊗1Ŝ) und (b) trivialer-
weise erfu¨llt. In (a) bereitet lediglich die Bedingung an Kommutatoren Schwierigkeiten,
Die U¨brigen folgen aus K(X o Ŝ) = jξ
Ŝ
(Ŝ)jξ(K(X)) = jξ(K(X))jξŜ(Ŝ) (vgl. Lemma 2.25,
wobei wir Notation 2.35) verwenden, der Vertra¨glichkeit der Wirkung ϕ mit ξ (vgl. 1.1.13)
und der Tatsache, daß (X,F ) ein Zykel in ES(A,B) ist. Fu¨r Kommutatoren erha¨lt man
[jξ(F ), ϕo Ŝ(Ao Ŝ)] ⊆ [jξ(F ), jξ(ϕ(A))jξŜ(Ŝ)]
⊆ jξ([F, ϕ(A)])jξŜ(Ŝ)± jξ(ϕ(A))[jξ(F ), j
ξ
Ŝ
(Ŝ)].
Der erste Summandentyp ist wegen [F, ϕ(A)] ⊆ K(X) offensichtlich in K(X o Ŝ). Fu¨r
den zweiten Typ reicht es, ŝ ∈ Ŝ von der Form ŝ = (id ⊗ f)(u) fu¨r f ∈ F anzunehmen
(vgl. 1.2.5). Dann gilt jξ
Ŝ
(ŝ) = (id⊗ f)(uξ) (vgl. Notation 2.35) und folglich
jξ(F )j
ξ
Ŝ
(ŝ) = (id⊗ f)((jξ(F )⊗ 1S) · uξ) sowie
jξ
Ŝ
(ŝ)jξ(F ) = (id⊗ f)(uξ · (jξ(F )⊗ 1S)) (∗)= (id⊗ f)((jξ ⊗ idS)(ξ(F )) · uξ),
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wobei in (∗) die Kovarianz von (jξ, uξ) eingeht. Wegen der S-Invarianz der Menge F findet
man eine Faktorisierung f = f1 · s mit geeigneten f1 ∈ F und s ∈ S. Insgesamt erha¨lt
man mit a ∈ A die Inklusion
jξ(ϕ(a))[jξ(F ), j
ξ
Ŝ
(ŝ)] = (id⊗ f){(jξ ⊗ idS)((ϕ(a)⊗ 1S)(F ⊗ 1S − ξ(F )) · uξ)}
= (id⊗ f1){(jξ ⊗ idS)((ϕ(a)⊗ s)(F ⊗ 1S − ξ(F )) · uξ)}
(1)∈ (id⊗ f1)((jξ(K(X))⊗ S) · uξ)
(2)
⊆ (id⊗ F)((jξ(K(X))⊗ 1S) · uξ)
⊆ jξ(K(X)) · jξŜ(Ŝ) ⊆ K(X o Ŝ),
wobei in (1) die wesentliche S-Invarianz von F (vgl. Definition 5.5(b)) und in (2) die
S-Invarianz von F eingeht. 2
5.20 Lemma. Mit den Notationen wie oben seien ((Xt, ξt), ϕt, Ft), fu¨r t = 0, 1, homoto-
pe Zykel in ES(A,B) und ((X, ξ), ϕ, F ) in ES(A,B[0, 1]) eine Homotopie zwischen ihnen.
Dann ist der Zykel ((X o Ŝ, ξ̂), ϕo Ŝ, jξ(F )) in EŜ(Ao Ŝ, B[0, 1]o Ŝ) unter Verwen-
dung der kanonischen Isomorphie B[0, 1]o Ŝ ∼= B o Ŝ[0, 1] (Lemma 2.56) eine Homoto-
pie zwischen den Zykeln (X0 o Ŝ, jξ0(F0)) und (X1 o Ŝ, jξ1(F1)) in EŜ(Ao Ŝ, B o Ŝ).
Beweis. Fu¨r die Dauer des Beweises seien mit IB : B[0, 1]o Ŝ → B o Ŝ[0, 1] der kano-
nische Isomorphismus und mit Ut : X⊗̂evtB ∼= Xt, fu¨r t = 0 bzw. t = 1, die unita¨ren
A¨quivalenzen bezeichnet. Man erha¨lt eine Kette von graduiert Ŝ-unita¨ren A¨quivalenzen:
(X o Ŝ)⊗̂evt◦IBB o Ŝ = (X o Ŝ)⊗̂evtoŜB o Ŝ ∼= (X⊗̂evtB)o Ŝ
UtoŜ∼= Xt o Ŝ.
Unter diesen Isomorphismen u¨bersetzen sich die Links-(Ao Ŝ)-Wirkung und der lineare
Operator fu¨r t = 0, 1 in
ϕo Ŝ ⊗evt◦IB 1 = ϕo Ŝ ⊗evtoŜ 1 7→ (ϕ⊗evt 1)o Ŝ 7→ ϕt o Ŝ und
jξ(F )⊗evt◦IB 1 = jξ(F )⊗evtoŜ 1 7→ jξ ]evtβ(F ⊗evt 1) 7→ jξt(F ).
Damit folgt die Behauptung. 2
5.21 Korollar. Mit den obigen Notationen ist die Abbildung
JS : KKS((A,α), (B, β)) −→ KKŜ((Ao Ŝ, α̂), (B o Ŝ, β̂))
[(X, ξ), ϕ, F ] 7−→ [(X o Ŝ, ξ̂), ϕo Ŝ, jξ(F )]
ein wohldefinierter Homomorphismus abelscher Gruppen. Ist ϕ : (A,α) → (B, β) ein
graduiert S-a¨quivarianter Morphismus, so gilt JS([ϕ]) = [ϕo Ŝ].
Beweis. Die Wohldefiniertheit folgt aus den vorangehenden Lemmata 5.19 und 5.20.
Die Vertra¨glichkeit mit der Addition ist offensichtlich, da das verschra¨nkte Produkt mit
direkten Summen vertauscht. Der Rest ist klar. 2
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Die Abbildung JS ist auch mit dem Kasparov-Produkt vertra¨glich, genauer gilt das
vorhin angedeutete Ergebnis:
5.22 Satz. Ist (S,∆) eine separable und stark dualisierbare Hopf-C∗-Algebra, dann setzt
sich JS aus Korollar 5.21 zu einem Funktor JS : KKS → KKŜ fort, indem man fu¨r
Objekte JS((A,α)) := (Ao Ŝ, α̂) definiert. JS heißt der volle Abstiegs-Funktor oder voller
Abstieg.
Beweis. Wegen JS(1A) = JS([idA]) = [idA o Ŝ] = 1AoŜ ist der Abstieg mit den Eins-
elementen vertra¨glich. Fu¨r die Vertra¨glichkeit mit dem Kasparov-Produkt betrachte Ob-
jekte (A,α), (B, β) und (C, γ) in KKS und x = [(X, ξ), ϕ, F1] bzw. y = [(Y, ζ), ψ, F2]
in KKS(A,B) bzw. KKS(B,C). Mit F ∈ F1#SF2 (vgl. Definition 5.11) ist JS(x⊗B y)
gleich [(X⊗̂BY )o Ŝ, jξ ]Bζ(F )] und wird wegen Korollar 2.40 durch den Zykel (E , F˜ ) re-
pra¨sentiert, wobei wir das Symbol E bzw. F˜ als Abku¨rzung fu¨r (X o Ŝ)⊗̂BoŜ(Y o Ŝ)
bzw. (jξ ⊗B jζ)(F ) benutzen. Man muß also nur noch zeigen, daß F˜ in jξ(F1)#Ŝjζ(F2)
liegt, dann folgt mit Satz 5.12 JS(x ⊗B y) = JS(x) ⊗BoŜ JS(y). Die Bedingung (a)
in Definition 5.11 ist klar. Es reicht, die Bedingung (b) fu¨r Elemente z := jξ(x) · d in
X o Ŝ mit d ∈ B o Ŝ und x in X zu pru¨fen. Es gilt dann Tz = Tjξ(x) ◦ (ψ o Ŝ(d)),
wobei Tjξ(x) in L(Y o Ŝ, E) durch Tjξ(x)(y˜) := jξ(x) ⊗ y˜ ∈ E fu¨r y˜ ∈ Y o Ŝ defi-
niert ist. Man verifiziert Tjξ(x) = Ad(jξ ⊗B jζ , jζ)(Tx) (vgl. 1.1.12) und erha¨lt insgesamt
Tjξ(x)d = ϑx · d, wobei wir hier und im folgenden die Notation abku¨rzen und d statt
ψ o Ŝ(d) sowie ϑx statt Ad(jξ⊗B jζ , jζ)(Tx) verwenden. Folglich ist T˜z = ( 1 00 d∗ ) · ϑ˜x · ( 1 00 d ),
wobei ϑ˜x := ((jξ ⊗B jζ) ⊕ jζ)(T˜x) (vgl. Bemerkung 5.10 und Notation 5.18). Wir deuten
durch
”
≡K“ an, daß zwei Operatoren eine kompakte Differenz haben und erhalten
[T˜z,
(
F˜ 0
0 jζ(F2)
)
] = [( 1 00 d∗ ) · ϑ˜x · ( 1 00 d ),
(
F˜ 0
0 jζ(F2)
)
]
(1)≡K ±( 1 00 d∗ ) · [ϑ˜x,
(
F˜ 0
0 jζ(F2)
)
] · ( 1 00 d )
(2)
= ±( 1 00 d∗ ) · ((jξ ⊗B jζ)⊕ jζ)([T˜x,
(
F 0
0 F2
)
]) · ( 1 00 d ),
Dabei folgt (1) aus [ψ o Ŝ(d), jζ(F2)] ⊆ K(Y o Ŝ) (vgl. den Beweis von Lemma 5.19), und
in (2) werden einfach die Definitionen von ϑ˜x und F˜ eingesetzt. Da F eine F2-Konnexion
fu¨r X ist, liegt der letzte Term in(
1 0
0 BoŜ
) · ((jξ ⊗B jζ)⊕ jζ)(( 0 K(Y,X⊗̂BY )K(Y,X⊗̂BY ) 0 )) · ( 1 00 BoŜ )
(3)
=
(
0 BoŜ·(jξ⊗Bjζ)(X⊗̂BY )·jζ(Y )∗
jζ(Y )·(jξ⊗Bjζ)(X⊗̂BY )∗·BoŜ 0
)
(4)
⊆
(
0 K(YoŜ,E)
K(E,YoŜ) 0
)
⊆ K(E ⊕ (Y o Ŝ)),
und somit ist F˜ eine jζ(F2)-Konnexion fu¨r X o Ŝ. Hierbei gilt die Gleichung (3) nach
1.1.12. Die Inklusion (4) folgt aus der Tatsache, daß
B o Ŝ · (jξ ⊗B jζ)(X ⊗B Y ) ⊆ jξ(ψ(B)) · jξŜ(Ŝ) · (jξ ⊗B jζ)(X ⊗B Y ) ⊆ E ,
wobei wir unter Verwendung der Notation 2.35 das Lemma 2.25 und die Vertra¨glichkeit des
verschra¨nkten Produkts mit Tensorprodukten (Korollar 2.40) benutzen. Die verbleibende
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Bedingung (c) ist noch einfacher: Hierfu¨r kann man ein Element a˜ ∈ Ao Ŝ von der Form
a˜ = jα
Ŝ
(ŝ) · jα(a) fu¨r ŝ ∈ Ŝ und a ∈ A annehmen. Nach Voraussetzung ist
ϕ(a)[F1 ⊗ψ 1, F ]ϕ(a)∗ = P +K,
wobei P ∈ LC(X⊗̂BY ) positiv und K ∈ K(X⊗̂BY ) ist. Unter Benutzung derselben
Ergebnisse wie im Beweis von (b) erha¨lt man
(ϕo Ŝ(a˜))·[jξ(F1)⊗ψoŜ 1, F˜ ] · (ϕo Ŝ(a˜))∗
= jξ
Ŝ
(ŝ)jξ(ϕ(a)) · (jξ ⊗B jζ)([F1 ⊗ψ 1, F ]) · jξ(ϕ(a))∗jξŜ(ŝ)
∗
= jξ
Ŝ
(ŝ) · (jξ ⊗B jζ)(ϕ(a)[F1 ⊗ψ 1, F ]ϕ(a)∗) · jξŜ(ŝ)
∗
= jξ
Ŝ
(ŝ) · (jξ ⊗B jζ)(P ) · jξŜ(ŝ)
∗ + jξ
Ŝ
(ŝ) · (jξ ⊗B jζ)(K) · jξŜ(ŝ)
∗ ,
wobei der erste Summand positiv und der zweite nach Lemma 2.25 kompakt ist. 2
Wie fu¨r die Morita-Kategorie MS (vgl. Proposition 2.66) gibt es auch fu¨r KKS einen
Normalisierungs-Funktor. Zuna¨chst definieren wir die Unterkategorie der normalen KKS-
Objekte:
5.23 Definition. Mit S wie oben bezeichne KKnS die volle Unterkategorie von KKS,
deren Objekte normale S-a¨quivariante C∗-Algebren sind (vgl. Definition 2.59).
5.24 Bemerkung. Wegen Bemerkung 2.61 kommen fu¨r Objekte (A,α) und (B, β) in
KKnS auch in den Zykeln ((X, ξ), ϕ, F ) in ES(A,B) nur normale S-Kowirkungen (X, ξ)
vor.
5.25 Lemma. Mit S wie oben seien (A,α) und (B, β) Objekte in KKS. Dann ist mit
den Notationen aus § 2.8 die Abbildung
(·)n : KKS((A,α), (B, β)) −→ KKnS((An, αn), (Bn, βn))
[(X, ξ), ϕ, F ] 7−→ [(Xn, ξn), ϕn, F n]
ein wohldefinierter Morphismus abelscher Gruppen. Hierbei bezeichnet F n := Ad(ηξ)(F )
die Normalisierung von F , vgl. Lemma 2.70.
Beweis. Man muß zuna¨chst die Zykel-Bedingungen fu¨r (Xn, F n) nachrechnen. Diese fol-
gen sofort aus den Zykel-Bedingungen fu¨r (X,F ) und der Surjektivita¨t von ηα : A→ An
und Ad(ηξ) : K(X)→ K(Xn). Wegen (B[0, 1], β[0, 1])n = (Bn[0, 1], βn[0, 1]) und der Ver-
tra¨glichkeit von Normalisierungen mit Tensorprodukten (vgl. den Beweis von Proposition
2.66) werden bei dieser Konstruktion Homotopien in Homotopien u¨berfu¨hrt. Daraus folgt
die Behauptung, denn die Vertra¨glichkeit mit direkten Summen ist klar. 2
Diese Konstruktion setzt sich zu einem Normalisierungs-Funktor fort:
5.26 Proposition. Mit den Notationen aus Lemma 5.25 setzt sich (·)n zu einem Funktor
(·)n : KKS → KKnS fort, indem man auf Objekten (A,α)n := (An, αn) setzt. Zudem
ist (·)n eine Retraktion fu¨r den Inklusionsfunktor KKnS ⊆ KKS, d.h. er la¨ßt normale
Kowirkungen bis auf kanonische Isomorphie unvera¨ndert.
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Beweis. Offenbar erha¨lt die Normalisierung Einselemente inKKS. Man muß nur noch die
Vertra¨glichkeit mit dem Kasparov-Produkt zeigen. Dazu seien (A,α), (B, β) und (C, γ)
Objekte in KKS und ((X, ξ), ϕ, F1) in ES(A,B) sowie ((Y, ζ), ψ, F2) in ES(B,C). Zudem
sei F in F1#SF2. Da die Normalisierung Tensorprodukte erha¨lt (vgl. Proposition 2.66(2.)),
muß wegen Satz 5.12 nur noch F n ∈ F n1 #SF n2 verifiziert werden. Die Bedingungen
(a)-(c) der Definition 5.11 folgen mit a¨hnlichen Argumenten wie im Beweis von Satz 5.22
aus den entsprechenden Bedingungen fu¨r F und der Surjektivita¨t der Normalisierungs-
Abbildungen. Wir zeigen exemplarisch (b): Es gilt Tηξ(x) = Ad(ηξ ⊗B ηζ , ηζ)(Tx) und
deshalb T˜ηξ(x) = ((ηξ ⊗B ηζ)⊕ ηζ)(T˜x). Es folgt (beachte Notation 5.18)
[T˜ηξ(x),
(
Fn 0
0 Fn2
)
] = ((ηξ ⊗B ηζ)⊕ ηζ)([T˜x,
(
F 0
0 F2
)
]) ⊆ ((ηξ ⊗B ηζ)⊕ ηζ)(K(X⊗̂BY ⊕ Y )),
und die letzte Menge ist gleich K(Xn⊗̂BnY n ⊕ Y n) wegen der Surjektivita¨t der Normali-
sierungen. Die letzte Behauptung ist mit Bemerkung 5.24 ebenfalls klar. 2
Eine erste Anwendung von Lemma 5.26 ist das folgende Ergebnis:
5.27 Korollar. Fu¨r S wie oben sei (A,α) ein Objekt in KKS sowie (B, β) in KK
n
S eine
normale S-Kowirkung. Dann ist (·)n : KKS(A,B) → KKnS(An, B) ein Isomorphismus
mit Inversem η∗α : KK
n
S(A
n, B)→ KKS(A,B) (vgl. Definition 2.63).
Beweis. Die Bijektion besteht bereits auf Zykel-Niveau: Ist ((X, ξ), ϕ, F ) ein Kasparov-
Zykel in ES(A,B), so ist (XB, ξβ) nach Lemma 2.71 bereits eine normale Kowirkung.
Daher faktorisiert ϕ u¨ber die Normalisierung, d.h. ϕ = ϕn ◦ ηα. Das Tripel ((X, ξ), ϕn, F )
ist ein Zykel in ES(An, B). Diese Konstruktion ist offenbar eine Bijektion der (A,B)-
Zykeln mit den (An, B)-Zykeln und liefert den angegebenen Isomorphismus auf KKS-
Niveau. 2
Um Mißversta¨ndnissen vorzubeugen benutzen wir im folgenden gelegentlich auch eine
genauere Bezeichnung:
5.28 Notation. Fu¨r S wie oben seien (A,α) und (B, β) Objekte in KKS. Wir setzen
JS(A,B) := JS : KKS(A,B) −→ KKŜu(Ao Ŝ, B o Ŝ) und
(·)n(A,B) := (·)n : KKS(A,B) −→ KKnS(An, Bn),
um genauer zu spezifizieren, welche KKS-Gruppe die Quelle ist. Genauso verfahren wir
mit anderen Funktoren.
§ 5.3 Der reduzierte Abstieg
In diesem Abschnitt werden wir den reduzierten Abstiegsfunktor (vgl. [30, 3.11 Theorem]
und [3, 6.19 The´ore`me]) konstruieren, indem wir den vollen Abstieg mit der Normalisie-
rung aus § 2.8 kombinieren.
Fu¨r den gesamten Abschnitt ei V ∈ U(H ⊗ H) eine symmetrische multiplikative
Unita¨re (vgl. Definition 3.6), wobei wir gema¨ß den generellen Voraussetzungen dieses Ka-
pitels H als separabel annehmen. Zuna¨chst mu¨ssen wir die SV -a¨quivariante KK-Theorie
mit der KK-Theorie fu¨r normale Su-Kowirkungen KK
n
Su
identifizieren, vgl. die A¨quiva-
lenz von normalen und reduzierten Kowirkungen in § 3.3 und Definition 5.23.
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5.29 Proposition. Ist V wie oben, und sind (A,α) sowie (B, β) normale volle S-Kowir-
kungen (unter Beachtung der generellen Voraussetzungen), dann ist mit den Notationen
aus Bemerkung 3.25 die Abbildung
KKSu((A,α), (B, β)) −→ KKSV ((A,αr), (B, βr)), [(X, ξ), ϕ, F ] 7→ [(X, ξr), ϕ, F ]
ein wohldefinierter Isomorphismus abelscher Gruppen. Er setzt sich fort zu einer A¨quiva-
lenz KKnSu
∼=→ KKSV von additiven Kategorien.
Beweis. Mit der Koeffizienten-Algebra (B, β) ist nach Bemerkung 2.61 auch die Hilbert-
modul-S-Kowirkung (X, ξ) normal. Also ist ξr = (id ⊗ pi)ξ eine reduzierte S-Kowirkung
(vgl. Korollar 3.14). Da (A,α) normal und pi surjektiv ist, folgen die Zykel-Bedingungen
aus Definition 5.5 fu¨r ((X, ξr), ϕ, F )) aus denen fu¨r ((X, ξ), ϕ, F )). Da man das Verfahren
auch fu¨r Homotopien durchfu¨hren kann (und mit (B, β) auch (B[0, 1], β[0, 1]) normal ist),
folgt die Wohldefiniertheit. Die Vertra¨glichkeit mit Einselementen und dem Skalarprodukt
sowie die Additivita¨t ist mit Satz 3.30 klar, da ϕ und F nicht vera¨ndert werden und pi
surjektiv ist. Fu¨r die Umkehrabbildung muß man nur einsehen, daß fu¨r ((X, ξ), ϕ, F ) in
ESV ((A,αr), (B, βr)) das Tripel ((X, ξf ), ϕ, F ) ein Zykel in ESu((A,α), (B, β)) ist, wobei
wir die Notationen aus Proposition 3.26 verwenden. Lediglich Bedingung (b) in Definition
5.5 nicht trivial. Wegen der SV -Invarianz von L(H)∗ ist (ϕ(A)⊗ Su) · (F ⊗ 1Su − ξf (F ))
gleich
(id⊗ id⊗ L(H)∗){(ϕ(A)⊗ Su ⊗ SV ) · (F ⊗ 1Su ⊗ 1SV − (ξf ⊗ idSV )(F ⊗ 1SV ))}
(1)≡K (id⊗ id⊗ L(H)∗){(ϕ(A)⊗ Su ⊗ SV ) · (F ⊗ 1Su ⊗ 1SV − (ξf ⊗ idSV )(ξ(F )))}
(2)
= (id⊗ id⊗ L(H)∗){(1⊗ 1Su ⊗ SV ) · (id⊗ fr∆)[(ϕ(A)⊗ SV ) · (F ⊗ 1SV − ξ(F ))]}
(3)
⊆ (id⊗ id⊗ L(H)∗){(1⊗ 1Su ⊗ SV ) · (id⊗ fr∆)[K(X)⊗ SV ]}
= (id⊗ id⊗ L(H)∗){K(X)⊗ ((1⊗ SV )fr∆(SV ))} (4)= K(X)⊗ Su,
(wobei wir mit
”
≡K“ andeuten, daß sich die beiden Mengen nur durch kompakte Ope-
ratoren unterscheiden). Die folgenden U¨berlegungen fu¨hren auf die noch zu beweisenden
Beziehungen (1)-(4): Fu¨r a ∈ A, s ∈ Su und r ∈ SV gilt
((ϕ⊗ id)((1⊗s)αf (a))⊗r) ·(ξf⊗ id)(F ⊗1SV ) = (1⊗s⊗1) ·(ξf⊗ id)((ϕ(a)⊗r)(F ⊗1SV )).
Wegen (X,F ) ∈ ESV ((A,αr), (B, βr)) gilt (ϕ(a) ⊗ r) · (F ⊗ 1SV ) ≡K (ϕ(a) ⊗ r) · ξ(F )
und zusammen mit der Tatsache, daß αf eine nichtentartete Su-Kowirkung ist, folgt (1).
Betrachte weiter die Identita¨t
(ξf ⊗ idSV )ξ = (ξf ⊗ pi)ξf = (idX ⊗ (id⊗ pi)∆u)ξf = (idX ⊗ (fr∆pi)))ξf = (idX ⊗ fr∆)ξ,
die sich aus Korollar 3.12 und Proposition 3.26 ableitet. Dann folgt (2) zusammen mit der
Gleichung (1⊗ SV ) · fr∆(SV ) = Su⊗SV , die auch direkt (4) impliziert. Fu¨r (3) setzt man
schließlich erneut ein, daß ((X, ξ), ϕ, F ) ein Zykel in ESV ((A,αr), (B, βr)) ist, und daher
(ϕ(A)⊗SV )(F⊗1SV −ξ(F )) in K(X)⊗SV liegt. Da jede (nichtentartete) SV -a¨quivariante
C∗-Algebra von der Form (A,αr) ist, erha¨lt man eine A¨quivalenz von Kategorien. 2
Wir definieren den reduzierten Abstieg unter Benutzung von Proposition 3.20:
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5.30 Definition. Es sei V eine symmetrische multiplikative Unita¨re wie oben. Der redu-
zierte Abstiegs-Funktor ist durch die Verknu¨pfung
JS,r := (·)n ◦ JS : KKnS −→ KKnŜ , (A,α) 7→ (Ao Ŝ, α̂)
n
= (Aor Ŝ, α̂rf )
des vollen Abstiegs mit der Normalisierung erkla¨rt.
5.31 Bemerkung. Identifiziert man die Kategorien KKnS bzw. KK
n
Ŝ
mit den reduziert
a¨quivarianten Kategorien KKSV bzw. KKŜV wie in Proposition 5.29, so erha¨lt man den
reduzierten Abstieg von Baaj und Skandalis [3, 6.19 The´ore`me]: Fu¨r Objekte (A,α) sowie
(B, β) in KKnS und einen Zykel (X,F ) in ES(A,B) ist JS,r([X,F ]) = [X or Ŝ, j
ξ,r
Ŝ
(F )],
wobei wir benutzen, daß piξ : X o Ŝ → X or Ŝ nach Proposition 3.20 eine Normalisierung
und Ad(pi) ◦ jξ
Ŝ
= (1K(X)⊗pi) = jξ,rŜ ist (vgl. Definition 3.15). Bereits auf Zykel-Niveau ist
fu¨r eine lokalkompakte Gruppe G und Su = C
∗(G) der reduzierte Abstieg JC∗(G),r modulo
die Isomorphie also genau dasselbe wie die Abbildung JĜ in [3, 6.19 The´ore`me].
Nach Definition besteht der folgende Zusammenhang mit dem vollen Abstieg:
5.32 Bemerkung. Ist V eine symmetrische multiplikative Unita¨re wie oben und sind
(A,α) und (B, β) in KKSu , so kommutiert das Diagramm
KKSu((A,α), (B, β))
JS−−−→ KKŜu((Ao Ŝ, α̂), (B o Ŝ, β̂)))
(·)n
y y(·)n
KKnSu((A
n, αn), (Bn, βn))
JS,r−−−→ KKn
Ŝu
((Aor Ŝ, α̂rf ), (B or Ŝ, β̂rf )).
Da V symmetrisch ist, haben wir natu¨rlich auch einen vollen bzw. reduzierten Abstiegs-
Funktor fu¨r Ŝ, den wir mit JŜ bzw. JŜ,r bezeichnen.
§ 5.4 Dualita¨t
In diesem Abschnitt werden wir die Resultate u¨ber Dualita¨t in Kapitel 4 auf die a¨quiva-
riante KK-Theorie anwenden. Fu¨r den gesamten Abschnitt sei H ein separabler Hilber-
traum und V ∈ U(H ⊗ H) stets eine symmetrische und stark biregula¨re multiplikative
Unita¨re (vgl. Definitionen 3.6 und 4.4). Zur Abku¨rzung benutzen wir die folgende Nota-
tion.
5.33 Definition. Mit V wie oben sei (A,α) ein Objekt in KKSu . Unter Benutzung der
Notationen aus § 4.1 und § 2.7 definieren wir
1. mα := [(A⊗H,α\(vU , 1))] ∈ KKSu((A⊗K, α\vU), (A,α)) und
2. $α := [Φα]⊗A⊗Kmα ∈ KKSu((A,α), (A,α)),
wobei wir wie in Notation 4.27 die Abku¨rzung (A,α) := (Ao Ŝ o S, ̂̂α) verwenden.
5.34 Bemerkung. Da (A⊗H,α\(vU , 1)) nach Bemerkung 5.17 eine a¨quivariante Morita-
A¨quivalenz zwischen (A⊗K, α\vU) und (A,α) ist, muß mα ein Isomorphismus in KKSu
sein. Offensichtlich wird das Element $α durch den Zykel ((A ⊗ H,α\(vU , 1)),Φα, 0) in
ESu(A⊗K, A) repra¨sentiert. Ist (A,α) eine maximale S-Kowirkung (vgl. Definition 4.13),
so ist Φα : (A,α) → (A ⊗ K, α\vU) ein Isomorphismus von S-a¨quivarianten C∗-Algebren
und in diesem Fall $α ein KKSu-Isomorphismus.
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Das entscheidende Ergebnis fu¨r die Dualita¨t ist die folgende Proposition. Ihr Beweis
ist eine Adaption des Beweises von [3, 6.19 The´ore`me] auf volle S-Kowirkungen und volle
verschra¨nkte Produkte.
5.35 Proposition. Ist V eine multiplikative Unita¨re wie oben, und sind (A,α) sowie
(B, β) Objekte in KKSu, so betrachte man ein Element x = [(X, ξ), ϕ, F ] in KKSu(A,B).
Unter Benutzung der Notation 4.27 und der Bezeichnungen in § 2.7 und § 4.1 gilt:
1. Das Element JŜ(JS(x)) ⊗B $β in KKSu((A,α), (B, β)) wird repra¨sentiert durch
den Zykel
((X ⊗H, ξ\(vU , 1)), (ϕ⊗ idK)Φα, (id⊗ pi)(ξ(F ))) ∈ ESu(A,B).
2. Das Element $α ⊗A x in KKSu(A,B) wird repra¨sentiert durch den Zykel
((X ⊗H, ξ\(vU , 1)), (ϕ⊗ idK)Φα, F ⊗ 1K) ∈ ESu(A,B).
3. Es gilt JŜ(JS(x)) ⊗B $β = $α ⊗A x. Folglich bilden die KKSu-Morphismen $α
eine natu¨rliche Transformation von Funktoren $• : JŜ ◦ JS → IdKKSu .
Beweis. Man beachte, daß nach Definition JŜ(JS(x))⊗B $β durch den Zykel
((X⊗̂Φβ(B ⊗H), ξ ]B(β\vU)), ϕ⊗Φβ 1B⊗K, ˆξ̂(jξ(F ))⊗Φβ 1B⊗K)
repra¨sentiert wird, wobei wir ϕo Ŝ o S mit ϕ abku¨rzen. Wir betrachten die offensichtlich
unita¨re Abbildung X⊗̂Φβ(B⊗H)
∼=→ X⊗H, die durch x⊗ (b⊗h) 7→ Φξ(x) · (b⊗h) erkla¨rt
ist, wobei x ∈ X, b ∈ B und h ∈ H sind. Mittels dieser a¨quivarianten Unita¨ren geht die
Wirkung ϕ⊗Φβ 1 in (ϕ⊗ idK)Φα und der Operator ˆξ̂(jξ(F ))⊗Φβ 1 in (id⊗pi)(ξ(F )) u¨ber.
Also folgt der erste Teil.
Das Element $α ⊗A x im zweiten Teil wird von einem Zykel repra¨sentiert, dessen
Hilbertmodul gleich ((A⊗H)⊗̂ϕX, (α\(vU , 1)) ]Aξ) ist und auf dem Amittels Φα⊗ϕ1 wirkt
(vgl. Bemerkung 5.34). Man betrachte die a¨quivariante Unita¨re (A⊗H)⊗̂ϕX
∼=→ X ⊗H,
die durch (a ⊗ h) ⊗ x 7→ ϕ(a)x ⊗ h, fu¨r a ∈ A, h ∈ H und x ∈ X definiert ist. Unter
dieser Unita¨ren geht die Wirkung Φα⊗ϕ 1 in (ϕ⊗ idK)Φα u¨ber. Die Operatoren der Form
Ta⊗h ∈ LB(X, (A ⊗H)⊗̂ϕX), vgl. Bemerkung 5.10, verknu¨pft mit der Unita¨ren ergeben
Operatoren T ′a⊗h ∈ LB(X,X ⊗ H), wobei T ′a⊗h(x) = ϕ(a)x ⊗ h ist. Es bleibt also nur
noch zu zeigen, daß F ⊗ 1K unter Benutzung der Unita¨ren ein Element in 0#SuF ist.
Die Bedingung (c) in Definition 5.11 ist trivial, und (b) ist gleichwertig dazu, daß fu¨r alle
a ∈ A und h ∈ H die Operatoren der Form
(F ⊗ 1) ◦ T ′a⊗h − (−1)|a|T ′a⊗h ◦ F in K(X,X ⊗H) und
(T ′a⊗h)
∗ ◦ (F ⊗ 1)− (−1)|a|F ◦ (T ′a⊗h)∗ in K(X ⊗H,X)
liegen, wobei |a| den Grad von a bezeichnet (o.E. kann a natu¨rlich als homogen angenom-
men werden). Der erste Term liefert den Operator x 7→ [ϕ(a), F ](x) ⊗ h, wobei x ∈ X,
und ist nach Voraussetzung in K(X)⊗H ⊆ K(X,X ⊗H). Genauso verifiziert man, daß
der zweite Term den Operator x ⊗ h′ 7→ [ϕ(a∗), F ](x) · 〈h, h′〉 ergibt, wobei x ∈ X und
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h′ ∈ H. Dieser liegt aber nach Voraussetzung in K(X)⊗H∗ ⊆ K(X ⊗H,X). Also ist (b)
erfu¨llt. Wir zeigen nun Bedingung (a) und den dritten Teil gleichzeitig: Es ist
(ϕ⊗pi)Φα(A) ·(F ⊗1K−(id⊗pi)(ξ(F ))) = (1⊗K) ·(id⊗pi)((ϕ(A)⊗Su) ·(F ⊗1Su−ξ(F ))).
Die letzte Menge ist wegen Definition 5.5(b) in K(X ⊗ H) enthalten. Daher ist F ⊗ 1K
eine kompakte Sto¨rung von (id⊗ pi)(ξ(F )). Das Tripel in (1.) ist ein Zykel in ESu(A,B),
also auch das Tripel in (2.) und beide definieren dasselbe Element in KKSu(A,B), da sie
insbesondere operatorhomotop sind (vgl. [3, 5.1 Remarques(2)]). Also folgen gleichzeitig
Bedingung (a) und Teil (3) der Behauptung. 2
5.36 Korollar. Mit V wie oben seien (A,α) und (B, β) Objekte in KKSu. Sind sie als
volle S-Kowirkungen gleichzeitig maximal (vgl. Definition 4.13), dann ist der volle Abstieg
JS : KKSu(A,B)→ KKŜu(Ao Ŝ, B o Ŝ) ein Isomorphismus.
Beweis. Nach Bemerkung 5.34 sind $α und $β Isomorphismen in KKSu . Folglich ist
wegen der Proposition 5.35(3.) die Abbildung JŜ ◦ JS : KKSu(A,B) → KKSu(A,B)
bijektiv. Also ist JŜ(A,B) injektiv und JŜ(Ao Ŝ, Ao Ŝ) surjektiv, wobei wir die No-
tation 5.28 verwenden. Da nach Satz 4.16 die dualen Ŝu-Kowirkungen (Ao Ŝ, α̂) und
(B o Ŝ, β̂) maximal sind, ist analog wie eben JŜ(Ao Ŝ, B o Ŝ) ebenfalls injektiv, also
ein Isomorphismus. Folglich ist JS(A,B) ein Isomorphismus. 2
Eine weitere Folgerung der Proposition 5.35 ist [3, 6.19 The´ore`me]: Der reduzierte
Abstieg ist eine A¨quivalenz von Kategorien. Wir formulieren dieses Ergebnis (Korollar
5.38) mit der a¨quivalenten Kategorie KKnSu , vgl. Proposition 5.29. Vorher beno¨tigen wir
die folgende Beoachtung:
5.37 Bemerkung. Mit den Voraussetzungen aus Proposition 5.35 sei zudem ϕ : (A,α)→
(B, β) ein a¨quivarianter ∗-Morphismus. Die Normalisierung von [ϕ] in KKSu(A,B) ist
dann durch [ϕ]n = [ϕn] gegeben. Ebenso istmα
n =mαn inKKSu(A
n ⊗K, An). Daher gilt
$α
n = ([Φα]⊗A⊗Kmα)n = [Φαn]⊗An⊗Kmαn = [Φα,fr]⊗An⊗Kmαn , wobei wir benutzen,
daß der Isomorphismus Φα,fr : Ao Ŝ or S → An⊗K aus Proposition 4.10 gleich Φαn ist.
Also ist $α
n ein KKSu-Isomorphimus fu¨r alle KKSu-Objekte (A,α).
5.38 Korollar. Fu¨r V wie oben seien (A,α) sowie (B, β) Objekte in KKnSu, d.h. insbe-
sondere normale Su-Kowirkungen. Dann sind die Abbildungen
JS,r(A,B) : KK
n
Su(A,B) −→ KKnŜu(Aor Ŝ, B or Ŝ) und
JS(A,B) : KK
n
Su(A,B) −→ KKŜ(Ao Ŝ, B o Ŝ)
Isomorphismen abelscher Gruppen (wir benutzen die Notation 5.28).
Beweis. Wir verwenden im Beweis des o¨fteren die Notation 4.27. Man betrachte das
kommutative Diagramm
KKnSu(A,B)
JS−−−→ KKŜu(Ao Ŝ, B o Ŝ)
J
Ŝ−−−→ KKSu(A,B)∥∥∥ (·)ny (·)ny
KKnSu(A,B)
JS,r−−−→ KKn
Ŝu
(Aor Ŝ, B or Ŝ)
J
Ŝ,r−−−→ KKnSu(Ao Ŝ or S,B o Ŝ or S),
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wobei wir die Isomorphismen Aor Ŝ or S ∼= Ao Ŝ or S und Aor Ŝ o S ∼= A (analog
fu¨r B) vernachla¨ssigen. Es gilt fu¨r x ∈ KKnSu(A,B) nach Proposition 5.35 die Beziehung
JŜ,r(JS,r(x))⊗Bn $βn = (JŜ(JS(x))⊗B $β)n =$αn ⊗An x,
weil xn = x ist. Da$α
n und$β
n Isomorphismen in KKSu sind, kann man mit derselben
Technik wie im Beweis von Korollar 5.36 schließen, daß JS,r(A,B) ein Isomorphismus
ist, dessen Inverser im wesentlichen JŜ,r(Aor Ŝ, B or Ŝ) ist. Fu¨r die zweite Abbildung
JS(A,B) beachte, daß JS,r(A,B) = [(·)n(Ao Ŝ, B o Ŝ)] ◦ JS(A,B) ist, folglich ist nach
dem eben Gezeigten JS(A,B) injektiv und (·)n(Ao Ŝ, B o Ŝ) surjektiv. Nach Korollar
5.36 ist
JŜ(Ao Ŝ, B o Ŝ) = JŜ(Aor Ŝ, B or Ŝ) ◦ [(·)n(Ao Ŝ, B o Ŝ)]
ein Isomorphismus. Deshalb ist (·)n(Ao Ŝ, B o Ŝ) zusa¨tzlich injektiv, also bijektiv. Ins-
gesamt ist JS(A,B) ein Isomorphismus. 2
Aus den speziellen Situationen in den Korollaren 5.36 und 5.38 kann man das folgende
allgemeinere Ergebnis ableiten:
5.39 Satz. Mit V wie oben seien (A,α) sowie (B, β) Objekte in KKSu, fu¨r die (A,α)
maximal oder (B, β) normal ist. Der volle Abstieg
JS(A,B) : KKSu(A,B) −→ KKŜu(Ao Ŝ, B o Ŝ)
ist dann ein Isomorphismus.
Beweis. Ist (B, β) normal, so folgt die Behauptung aus den Korollaren 5.27 und 5.38.
Ist alternativ (A,α) eine maximale S-Kowirkung, so ist $α ein KKSu-Isomorphismus
ist (vgl. Bemerkung 5.38. Aus Proposition 5.35(3.) folgt die Injektivita¨t von JS(A,B).
Andererseits kommutiert das Diagramm
KKSu(A,B)
JS−−−→∼= KKŜu(Ao Ŝ, B o Ŝ)
⊗B$β
y y⊗BoŜJS($β)
KKSu(A,B) −−−→
JS
KKŜu(Ao Ŝ, B o Ŝ),
wobei JS(A,B) nach Korollar 5.36 ein Isomorphismus ist. Zudem ist das Element
JS($β) = [Φβ o Ŝ]⊗(B⊗K)oŜ JS(mβ)
KKŜu-invertierbar, da Φβ o Ŝ nach Proposition 4.14 ein Isomorphismus von C
∗-Algebren
ist. Aus dem Diagramm folgt daher die noch fehlende Surjektivita¨t von JS(A,B) und
insgesamt die Behauptung. 2
5.40 Korollar. Mit V wie oben sowie den Notationen aus dem Satz 5.39 sei (A,α)
maximal und (B, β) normal sowie x ∈ KKSu(A,B). Ist JS(x) in KKŜu(Ao Ŝ, B o Ŝ)
invertierbar und das KKŜ-Inverse JS(x)
−1 im Bild von JS enthalten, so ist x ein KKSu-
Isomorphimsus und JS(B,A) bijektiv.
Beweis. Wir setzen y˜ := JS(x)
−1. Dann gibt es nach Voraussetzung ein y inKKSu(B,A)
mit JS(y) = y˜. Es folgt JS(y ⊗A x) = y˜ ⊗AoŜ x = 1BoŜ = JS(1B), und analog gilt die
Gleichung JS(x⊗B y) = JS(1A). Da nach dem Satz (bzw. den vorangehenden Korollaren)
JS(A,A) und JS(B,B) bijektiv sind, folgt y ⊗A x = 1B und y ⊗B x = 1A. Insbesondere
sind A und B in KKSu isomorph und daher JS(B,A) bijektiv. 2
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§ 5.5 Voller Abstieg und K-Mittelbarkeit
In diesem Abschnitt gehen wir auf die Beziehung zwischen vollem Abstieg und K-Mit-
telbarkeit ein. Dieser Begriff wurde fu¨r diskrete Gruppen von Cuntz [12] definiert und
von Julg und Valette in [22, 23] auf lokalkompakte Gruppen ausgedehnt, vgl. unten.
Fu¨r eine kurze U¨bersicht u¨ber K-Mittelbarkeit bei Gruppen verweisen wir auf [6, Ab-
schnitt 20.9]. Die Definition in [22, 23] kann man ohne Probleme auf Quantengruppen
u¨bertragen (vgl. [66, II.5.4]). Wir werden uns auf den Fall einer lokalkompakten Gruppe
G beschra¨nken, da die meisten Aussagen dieses Abschnitts sich (zumindest auf diese Art)
im allgemeinen nicht beweisen lassen. An den problematischen Stellen werden wir die
Schwierigkeiten mit allgemeinen Quantengruppen genauer besprechen. Damit die gene-
rellen Voraussetzungen dieses Kapitels erfu¨llt sind (vgl. Bemerkung 5.1) nehmen wir fu¨r
den gesamten Abschnitt zusa¨tzlich an, daß die vorkommenden lokalkompakten Gruppen
das zweite Abza¨hlbarkeits-Axiom erfu¨llen.
5.41 Bemerkung. Fu¨r eine geeignete Wahl der multiplikativen Unita¨ren V kann bei
einer lokalkompakten Gruppe G die folgende Situation erreicht werden: Die reduzierte
duale Quantengruppe (Ŝ, ∆̂) ist gleich (C0(G),∆Ĝ), welche mittelbar ist, vgl. 1.3.8. Die
volle bzw. reduzierte Quantengruppe (Su,∆u) bzw. (SV ,∆) ist gleich der vollen bzw. redu-
zierten Gruppen-C∗-Algebra (C∗(G),∆G) bzw. (C∗r (G),∆G,r) (vgl. 1.2.6). Die kanonische
Projektion pi ist dabei mit der linksregula¨ren Darstellung λ : C∗(G) → C∗r (G) identisch.
Wir verwenden daher fu¨r eine C∗-Algebra mit G-Wirkung (A,α) auch die u¨blichere No-
tation λα : Aoα G → Aoα,r G anstelle von piα (vgl. Definition 3.15 und Bemerkung
3.24).
Wir gleichen uns des weiteren den Notationen in [3] an und benutzen KKG statt
KKC0(G) fu¨r Kasparovs G-a¨quivariante KK-Theorie (vgl. Beispiel 5.9) sowie KKĜ statt
KKC∗(G). Dementsprechend wird JG,(r) bzw. JĜ,(r) als Symbol fu¨r den vollen (reduzier-
ten) Abstieg JC0(G),(r) : KKG → KKĜ bzw. JC∗(G),(r) : KKĜ → KKG verwendet. Eine
(nichtentartete) volle bzw. reduzierte C∗(G)-Kowirkung (D, δ) bezeichnen wir als (nicht-
entartete) volle bzw. reduzierte G-Kowirkung. Wegen der Mittelbarkeit von C0(G) stimmt
das volle verschra¨nkte Produkt von (D, δ) mit dem reduzierten u¨berein (vgl. Proposition
4.21) und wird entsprechend mit D oδ Ĝ bezeichnet.
Zuna¨chst erinneren wir an den Begriff der K-Mittelbarkeit fu¨r diskrete Gruppen [12],
um ein Beispiel zu erhalten, bei dem der volle Abstieg kein Isomorphismus ist.
5.42 Bemerkung. Ist G eine abza¨hlbare diskrete Gruppe, so sind nach [12, 2.1 Theorem]
die folgenden Bedingungen a¨quivalent:
(a) Das Element [λ] in KK(C∗(G), C∗r (G)) ist KK-invertierbar.
(b) Fu¨r jede separable C∗-Algebra mit G-Wirkung (A,α) ist [λα] invertierbar als Ele-
ment von KK(Aoα G,Aoα,r G).
(c) Das Einselement 1C ∈ KKG(C,C) wird durch einen Zykel (E, u, F ) repra¨sentiert
(vgl. Bemerkung 5.15(2.)) fu¨r den der zugeho¨rige ∗-Homomorphismus µu : C∗(G)→
M(K(E)) u¨ber λ faktorisiert, d.h. fu¨r den ein µu,r : C∗r (G) → M(K(E)) mit µu =
µu,r ◦ λ existiert.
Die GruppeG heißtK-mittelbar, falls sie eine der a¨quivalenten Bedingungen (a)-(c) erfu¨llt.
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5.43 Beispiel. Es gibt Beispiele fu¨r Gruppen, die nicht K-mittelbar sind: Ist etwa G
eine abza¨hlbare nichtkompakte diskrete Gruppe mit Kazhdans Eigenschaft (T ), wie z.B.
G = Sl3(Z), dann besitzt C∗(G) einen direkten Summanden C, der unter λ annuliert wird
(vgl. [6, Abschnitt 20.9]). Folglich hat λ∗ : K(C∗(G)) → K(C∗r (G)) einen nichttrivialen
Kern und G ist nach der Charakterisierung in Bemerkung 5.42 nicht K-mittelbar.
Das folgende Beispiel illustriert bei diskreten Gruppen den Zusammenhang zwischen
der Bijektivita¨t des vollen Abstiegs und der K-Mittelbarkeit:
5.44 Beispiel. Sei G eine abza¨hlbare diskrete Gruppe. Dann ist nach Korollar 5.40 der
volle Abstieg
JĜ : KKĜ(C
∗(G), C∗r (G))→ KKG(C∗(G)o Ĝ, C∗r (G)o Ĝ)
(beachte Bemerkung 5.41) genau dann ein Isomorphismus, wenn es ein Element y in
KKĜ(C
∗(G), C∗r (G)) mit JĜ(y) = [(λo Ĝ)−1] gibt. y ist dann automatisch ein KKĜ-In-
verses fu¨r [λ]. Insbesondere kann die Abbildung JĜ(C
∗(G), C∗r (G)) (vgl. Notation 5.28)
nicht surjektiv sein, falls G nicht K-mittelbar ist. Umgekehrt werden wir sehen, daß
aus der K-Mittelbarkeit von G die Existenz des Elements y folgt, vgl. Lemma 5.49. Eine
diskrete Gruppe G wie oben ist also genau dann K-mittelbar, wenn JĜ ein Isomorphismus
ist, vgl. auch Satz 5.46.
Fu¨r eine lokalkompakte Gruppe G gilt (unter den Voraussetzungen der Bemerkung
5.41) stets die Implikation (c)⇒(b)⇒(a) der Bedingungen in Bemerkung 5.42, vgl. [23,
S. 291]. Daher benutzen Julg und Valette in [22, 23] im allgemeinen die sta¨rkste Eigen-
schaft als Definition.
5.45 Definition. Eine lokalkompakte Gruppe G wie in Bemerkung 5.41 heißt K-mittel-
bar, falls sie die Bedingung (c) in Bemerkung 5.42 erfu¨llt.
Das Beispiel 5.44 zeigt einen Zusammenhang zwischen K-Mittelbarkeit und der Bijek-
tivita¨t von JĜ auf. Insbesondere ist demnach das folgende Hauptergebnis dieses Abschnitts
eine nichttriviale Aussage:
5.46 Satz. Fu¨r eine K-mittelbare lokalkompakte Gruppe G sind die vollen Abstiegs-Funk-
toren JĜ : KKĜ → KKG und JG : KKG → KKĜ zueinander inverse A¨quivalenzen
additiver Kategorien.
Zuna¨chst brauchen wir das folgende Ergebnis, was ganz allgemein fu¨r lokalkompakte
Gruppen gilt:
5.47 Lemma. Mit den Einschra¨nkungen und den Notationen der Bemerkung 5.41 sei G
eine lokalkompakte Gruppe, (A,α) eine separable C∗-Algebra mit G-Wirkung und (D, δ)
eine separable C∗-Algebra mit voller G-Kowirkung. Dann sind die Abbildungen
1. KKG(C,C) −→ KKĜ(Ao G,Ao G)
[E, u, F ] 7−→ [(Ao G⊗ E, α̂⊗∗ id), (id⊗ µu)α̂, 1AoG ⊗ F ] bzw.
2. KKG(C,C) −→ KKĜ((D ⊗K, δ\vU), (D ⊗K, δ\vU))
[E, u, F ] 7−→ [(D ⊗K ⊗ E, δ\vU ⊗∗ id), (id⊗ µu)δ\vU , 1D⊗K ⊗ F ]
wohldefinierte Morphismen abelscher Gruppen und bilden das Einselement 1C auf 1AoG
bzw. 1D⊗K ab.
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5.48 Bemerkung. In dem Lemma 5.47 verwenden wir die kanonische G-Kowirkung δ\vU
aus Definition 4.8(1.). Wir benutzen außerdem die Notation in Bemerkung 5.15(2.) fu¨r
Zykel in EG(C,C) und bezeichnen mit µu die zu u geho¨rige ∗-Darstellung von C∗(G)
auf E. In der Definition der Abbildungen oben erkennt man bereits ein Problem bei
allgemeinen Quantengruppen: Die Wirkungen (id⊗µu)α̂ bzw. (id⊗µu)δ\vU von C∗(G) auf
den entsprechenden Hilbertmoduln sind nur deshalb a¨quivariant, weil die Quantengruppe
C∗(G) kokommutativ ist (d.h. ∆op = ∆). Ist fu¨r Paar von Quantengruppen (ŜV , SV )
die C∗-Algebra SV kokommutativ, so muß ŜV kommutativ sein, und somit ist ŜV die
Funktionenalgebra einer lokalkompakten Gruppe, vgl. Beispiel 1.3.7. Man kann folglich
gleich von einer Gruppe ausgehen.
Beweis von Lemma 5.47. Fu¨r den ersten Teil benutzen wir das a¨ußere Produkt von
Kasparov (vgl. [30, 2.5 Definition])
σA : KKG(C,C) −→ KKG(A,A)
[E, u, F ] 7−→ [(A⊗ E,α\(u, 1)), idA ⊗ 1, 1A ⊗ F ]
und verknu¨pfen es mit dem vollen Abstieg JG. Das Element JG(σA([E, u, F ])) wird durch
den Zykel
(((A⊗ E)oα\(u,1) G, α̂\(u, 1)), (idA ⊗ 1)o G,Ad(jα\(u,1))(1A ⊗ F ))
repra¨sentiert. Unter dem Isomorphismus
ω(u)Ω(u, 1)id : ((A⊗ E)oα\vU G, α̂\vU)
∼=−→ (Ao G⊗ E, α̂⊗∗ id)
aus Lemma 2.58 geht der Operator Ad(jα\(u,1))(1A ⊗ F ) offenbar in 1AoG ⊗ F u¨ber. Die
Links-Wirkung u¨bersetzt sich in
ω(u) ◦ ((idA ⊗ 1)o G) = (jα ⊗ 1K(E))× ((jαC∗(G) ⊗ µu)∆opG )
(∗)
= (idAoG ⊗ µu) ◦ α̂,
wobei (∗) wegen der Kokommutativita¨t ∆G = ∆opG von (C∗(G),∆G) folgt. Also ist die
erste Abbildung wohldefiniert und erha¨lt offensichtlich die Addition.
Wir beweisen nun, daß die zweite Abbildung wohldefiniert ist: Ist (E, u, F ) ein Zykel
in EG(C,C), so ist das Tripel ((D⊗E, δ⊗∗ id), (idD⊗µu)δ, 1D⊗F ) nach dem Beweis des
ersten Teils ein Zykel in EĜ(D,D), wobei (D, δ) abku¨rzend fu¨r das doppelt verschra¨nkte
Produkt (D o Ĝo G, ̂̂δ) steht. Auf dieses Tripel wenden wir die kanonische Surjektion
Φδ : (D, δ)→ (D ⊗K, δ\vU) aus § 4.1 an. Wir erhalten, daß auch das Tripel
((D ⊗K ⊗ E, δ\vU ⊗∗ id), (id⊗ µu)δ\vU , 1D⊗K ⊗ F )
die Zykel-Eigenschaften besitzt und daher ein Element in KKĜ(D ⊗K, D ⊗K) definiert.
Seien nun (E0, u0, F0) und (E1, u1, F1) in EG(C,C) homotop und (E, u, F ) in EG(C,C[0, 1])
eine Homotopie zwischen ihnen. Man kann die Konstruktion der ersten Abbildung fu¨r
KKG(C,C[0, 1]) wiederholen und mit einem analogen Trick wie oben einsehen, daß
((D ⊗K ⊗ E, δ\vU ⊗∗ id), (idD⊗K ⊗ µu)δ\vU , 1D⊗K ⊗ F ) ∈ EĜ(D ⊗K, (D ⊗K)[0, 1])
ein Zykel ist (der rechte Eintrag C[0, 1] bereitet keine Probleme). Er ist eine Homotopie
zwischen (D ⊗K⊗E0, (id⊗ µu0)δ\vU , 1⊗ F0) und (D ⊗K⊗E1, (id⊗ µu1)δ\vU , 1⊗ F1):
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Durch Tensorieren mit den Auswertungsabbildungen evt, fu¨r t = 0 sowie t = 1, erha¨lt
man Zykel, die offenbar a¨quivalent zu
((D ⊗K ⊗ (E ⊗evt C), δ\vU ⊗∗ id), (idD⊗K ⊗ (µu ⊗evt 1))δ\vU , 1D⊗K ⊗ (F ⊗evt 1))
sind. Bezeichnen des weiteren ft : E ⊗evt C
∼=→ Et, fu¨r t = 0 und t = 1, die unita¨ren
A¨quivalenzen in der Definition der Homotopie, so sind (idD⊗K⊗ ft) unita¨re A¨quivalenzen
zwischen (D⊗K⊗ (E⊗evt C), 1⊗ (F ⊗evt 1)) und (D⊗K⊗Et, 1⊗Ft). Also ist die zweite
Abbildung wohldefiniert und offenbar mit der Addition vertra¨glich. Fu¨r die Behauptung
u¨ber die Einselemente realisieren wir 1C durch den Zykel (C, 1, 0). Die zum Einselement
1 ∈ UM(C ⊗ C0(G)) geho¨rige Darstellung ist die Koeins µ1 = εG : C∗(G) → C, d.h.
die triviale G-Darstellung. Folglich wird das Bild von 1C im ersten Fall durch den Zy-
kel (Ao G, (id ⊗ εG)α̂, 0) repra¨sentiert. Wegen (idAoG ⊗ εG)α̂ = idAoG ist dieser gleich
(Ao G, id, 0) und repra¨sentiert daher 1AoG. Dieselbe Argumentation gilt auch fu¨r die
zweite Abbildung. 2
Der wichtigste Schritt fu¨r den Beweis von Satz 5.46 ist eine Verscha¨rfung der Impli-
kation (c)⇒(b), vgl. Bemerkung 5.42, fu¨r lokalkompakte Gruppen:
5.49 Lemma. Es sei G eine lokalkompakte Gruppe, die K-mittelbar ist. Fu¨r jede sepa-
rable C∗-Algebra mit G-Wirkung (A,α) ist [λα] in KKĜ(Aoα G,Aoα,r G) dann sogar
a¨quivariant invertierbar, d.h. es gibt ein KKĜ-Inverses yα von [λα].
Beweis. Der erste Teil des Beweises orientiert sich am Beweis von [66, The´ore`me 5.14]:
Ist (E, u, F ) in EG(C,C) ein Repra¨sentant von 1C wie in (c) aus Bemerkung 5.42, so gilt
µu = µu,r ◦ λ. Mit den Bezeichnungen aus Lemma 3.19 ergibt sich
(idAoG ⊗ µu)α̂ = (idAoG ⊗ µu,r) ◦ (id⊗ λ)α̂ = (idAoG ⊗ µu,r)α̂rfr ◦ λα,
denn (A,α) ist wegen der Mittelbarkeit von C0(G) normal. Die erste Abbildung in Lemma
5.47 liefert
1AoG = [(Ao G⊗ E, α̂⊗∗ id), (id⊗ µu,r)α̂rfr ◦ λα, 1⊗ F ].
Das Tripel (Ao G⊗E, α̂⊗∗id), (id⊗µu,r)α̂rfr, 1⊗F ) besitzt wegen der Surjektivita¨t von λα
offenbar die Zykel-Eigenschaften und definiert ein Element yα inKKĜ(Aor G,Ao G), so
daß 1AoG = λ
∗
α(yα) = [λα]⊗AorGyα gilt. Wir nutzen nun im Unterschied zum Beweis von
[66, The´ore`me 5.14] aus, daß yα ein a¨quivariantesKK-Element ist. Insbesondere ist yα ein
KKĜ-Rechtsinverses von [λα], also gilt zwangsla¨ufig JĜ(yα) = [λα o Ĝ]−1 = [(λα o Ĝ)−1].
Mit Korollar 5.40 folgt die Behauptung. 2
Beweis von Satz 5.46. Zuna¨chst zeigen wir den einfachen Teil, der nur die Mittelbar-
keit der Quantengruppe C0(G) benutzt. Demnach ist jede C∗-Algebra mit G-Wirkung als
C0(G)-Kowirkung maximal. Daher ist die natu¨rliche Transformation
$̂• : JĜ ◦ JG → IdKKG
von Funktoren eine natu¨rliche A¨quivalenz (vgl. Definition 5.33, Proposition 5.35(3.) und
Bemerkung 5.37), wobei $̂ andeutet, daß wir die duale Quantengruppe C0(G) = Ŝ be-
trachten.
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Wir werden nun unter der Voraussetzung der K-Mittelbarkeit von G zeigen, daß auch
die
”
duale“ natu¨rliche Transformation $• : JG ◦ JĜ → IdKKĜ eine natu¨rliche A¨quivalenz
ist. Es reicht zu beweisen, daß [Φδ] in KKĜ((D, δ), (D ⊗K, δ\vU)) fu¨r jede separable
C∗-Algebra (D, δ) mit voller G-Kowirkung ein KKĜ-Isomorphimus ist, wobei wir wieder
(D o Ĝo G, ̂̂δ) durch (D, δ) abku¨rzen. Wir haben nach Proposition 4.10 das kommutative
Diagramm
(D oδ Ĝoδ̂ G,
̂̂
δ)
Φδ−−−→ (D ⊗K, δ\vU)
λ
δ̂
y yηδ⊗idK
(D oδ Ĝoδ̂,r G,
̂̂
δrf )
∼=−−−→
Φδ,fr
(Dn ⊗K, δn\vU).
Da [λδ̂] unter der Voraussetzung der K-Mittelbarkeit nach Lemma 5.49 ein KKĜ-Inverses
yδ̂ besitzt, ist auch [Φδ] ⊗D⊗K [ηδ ⊗ idK] = [λδ̂] ⊗DoĜorG [Φδ,fr] in KKĜ invertierbar.
Insbesondere gilt 1D = [Φδ]⊗D⊗K zδ mit zδ := [Φ−1δ,fr ◦ (ηδ ⊗ idK)]⊗DoĜorG yδ̂. Offenbar
wird das Element zδ in KKĜ(D ⊗K, D), wegen der expliziten Form von yδ̂ (vgl. den
Beweis von Lemma 5.49), durch den Zykel
(D ⊗ E, (idD ⊗ µu,r)̂̂δrfr ◦ Φ−1δ,fr ◦ (ηδ ⊗ idK), 1D ⊗ F )
repra¨sentiert, wobei (E, u, F ) in EG(C,C) ein Repra¨sentant fu¨r 1C wie in Bedingung (c)
der Bemerkung 5.42 ist. Fu¨r die umgekehrte Komposition zδ ⊗D [Φδ] erha¨lt man mit der
Abku¨rzung ϕ˜ := (idD ⊗ µu,r)̂̂δrfr ◦ Φ−1δ,fr ◦ (ηδ ⊗ id) den Repra¨sentanten
((D ⊗ E)⊗Φδ (D ⊗K), ϕ˜⊗Φδ 1, (1D ⊗ F )⊗Φδ 1) .
Dieser ist unita¨r a¨quivalent zu (D ⊗K ⊗ E, (Φδ ⊗ id) ◦ ϕ˜, 1D⊗K ⊗ F ). Wir berechnen die
Wirkung (Φδ ⊗ id) ◦ ϕ˜: Da Φδ surjektiv ist, kann jedes Element in D ⊗ K in der Form
Φδ(d) mit d ∈ D geschrieben werden. Es ergibt sich
(Φδ ⊗ µu,r)ϕ˜(Φδ(d)) = ((Φδ ⊗ µu,r)̂̂δrfr ◦ Φ−1δ,fr ◦ (ηδ ⊗ id) ◦ Φδ)(d)
(1)
= ((Φδ ⊗ µu,r)̂̂δrfr ◦ λδ̂)(d)
(2)
= ((Φδ ⊗ µu,r ◦ λ)̂̂δ)(d)
(3)
= ((idD⊗K ⊗ µu)δ\vU)(Φδ(d)),
wobei wir in (1) das obige kommutative Diagramm, in (2) das Lemma 3.19 und in (3)
die Vertra¨glichkeit von Φδ mit den Kowirkungen (und natu¨rlich µu = µu,r ◦ λ) benut-
zen. Insgesamt ist (Φδ ⊗ id) ◦ ϕ˜ = (idD⊗K ⊗ µu)δ\vU , und der obige Zykel repra¨sentiert
nach Lemma 5.47 das Einselement 1D⊗K. Also ist zδ ein KKĜ-Inverses von [Φδ], und die
Behauptung folgt. 2
A Relative Kommutanten von K
In diesem Abschnitt bezeichnet K := K(H) stets die kompakten Operatoren eines fi-
xierten separablen Hilbertraums H. Wir studieren die Struktur von C∗-Algebren, de-
ren Multiplikator-Algebra die kompakten Operatoren als nichtentartete C∗-Unteralgebra
entha¨lt. Wir werden in Proposition A.4 sehen, daß sich die C∗-Algebra dann kanonisch als
Tensorprodukt von K mit der relativen Kommutante (siehe Definition A.1) schreiben la¨ßt.
Im folgenden sei D eine C∗-Algebra und R ⊆M(D) eine nichtentartete C∗-Unteralgebra.
A.1 Definition. Die relative Kommutante von R bezu¨glich D ist die C∗-Unteralgebra
CR(D) := {m ∈M(D) | [m,R] = 0 und m ·R ⊆ D}
der Multiplikator-Algebra M(D).
Offensichtlich gilt dann auch R ·m ⊆ D fu¨r alle m ∈ CR(D), da m mit allen Elementen
von R kommutiert. Deshalb sprechen wir von der relativen Kommutante bezu¨glich D. Im
Fall R = K ist die relative Kommutante eine nichtentartete C∗-Unteralgebra von M(D).
A.2 Lemma. Ist D eine C∗-Algebra und K ⊆M(D) nichtentartet, dann gilt CK(D) · K =
K · CK(D) = D. Insbesondere ist die relative Kommutante CK(D)) ⊆ M(D) eine nich-
tentartete Unteralgebra von M(D).
Die Beweisidee ist einfach: Wir konstruieren eine geeignete Unteralgebra vonM(D⊗K)
und schneiden diese mit linearen Funktionalen von K nach M(D) herunter. Die resultie-
rende Teilmenge vonM(D) wird in der relativen Kommutante liegen und bereits genu¨gend
groß sein, um die Behauptung des Lemmas zu zeigen.
Beweis. Wir betrachten die Vertauschung Σ : H ⊗H → H ⊗H mit Σ(ξ ⊗ η) := η ⊗ ξ
fu¨r ξ, η in H, welche eine selbstinverse Unita¨re in U(H ⊗ H) ist. Offenbar induziert die
Adjunktion mit Σ die Vertauschung σ = Ad(Σ) : K⊗K → K⊗K auf K⊗K, σ(k1⊗k2) =
k2⊗k1 und daher gilt Σ ·(k⊗1) ·Σ = 1⊗k fu¨r alle k in K. Wir betten K⊗K ⊆M(D⊗K)
auf die kanonische Weise als nichtentartete C∗-Unteralgebra ein und bezeichnen das Bild
von Σ unter dieser Einbettung ebenfalls mit Σ ∈ UM(D⊗K). Fu¨r d ∈ D und k ∈ K gilt
dann
Σ(d⊗ 1K)Σ · (k ⊗ 1K) = Σ(d⊗ 1)(1⊗ k)Σ = Σ(d⊗ k)Σ
= (k ⊗ 1K) · Σ(d⊗ 1K)Σ.
Insbesondere kommutieren die Elemente der Unteralgebren C˜ := Ad(Σ)(D ⊗ 1K) und
K⊗1K vonM(D⊗K) und außerdem liegt C˜ ·(K⊗1K) dicht in D⊗K. Durch Abschneiden
mit Funktionalen aus dem Pra¨dual L(H)∗ ∼= K∗ erha¨lt man die Teilmenge
C := Span{(id⊗ ω)(c˜) | c˜ ∈ C˜, ω ∈ L(H)∗ } ⊆M(D)
der Multiplikator-Algebra von D. Wegen der Eigenschaften von C˜ vertauschen Elemente
von C und K: (id⊗ω)(c˜) ·k = (id⊗ω)(c˜ ·(k⊗1K)) = (id⊗ω)((k⊗1K) · c˜) = k · (id⊗ω)(c˜).
Zudem liegt die Teilmenge C · K liegt wegen
C · K = (id⊗ L(H)∗)(C˜ · (K ⊗ 1K)) = (id⊗ L(H)∗)(D ⊗K) = D
dicht in D. Daraus folgt erstens, daß C eine Teilmenge der relativen Kommutante CK(D)
ist, und zweitens wegen der Inklusionskette D = C · K ⊆ CK(D) · K ⊆ D auch direkt die
Behauptung. 2
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Da nach Konstruktion der relativen Kommutante die Elemente der Unteralgebren
CK(D) und K kommutieren (und da K nuklear ist), haben wir einen kanonischen ∗-Ho-
momorphismus ιCK(D) · ιK : CK(D) ⊗ K → D mit c ⊗ k 7→ ck, wobei wir die universelle
Eigenschaft des maximalen Tensorprodukts ausnutzen. Nach Lemma A.2 ist dieser Mor-
phismus surjektiv. Wir wollen im folgenden beweisen, daß er sogar ein Isomorphismus ist.
Dazu beno¨tigen wir zuna¨chst eine Aussage u¨ber die Struktur von Idealen des Tensorpro-
dukts.
A.3 Lemma. Sei C eine C∗-Algebra und ϕ : C → M(D) ein nichtentarteter ∗-Homo-
morphismus mit [ϕ(c),K] = 0 fu¨r alle c ∈ C.
1. Jedes Ideal J ¢ (C ⊗K) hat die Form J = I ⊗K fu¨r ein Ideal I ¢ C.
2. Der Kern der kanonischen Abbildung
ϕ · ιK : C ⊗K −→M(D), c⊗ k 7−→ ϕ(c) · k
ist durch ker(ϕ · ιK) = ker(ϕ)⊗K gegeben.
Beweis. Der erste Teil ist eine einfache Anwendung der Rieffel-Korrespondenz (vgl. 1.1.7)
fu¨r den Imprimitivita¨ts-Bimodul C⊗K(C ⊗H)C . Demnach gibt es eine Bijektion zwischen
den Idealen J von C ⊗K und den Idealen I von C, die durch die Beziehung
J = C⊗K〈(C ⊗H) · I, (C ⊗H) · I〉
gegeben ist. Die rechte Seite der Gleichung ist aber offenbar gleich I ⊗K.
Fu¨r den zweiten Teil mu¨ssen wir nur ker(ϕ · ιK) ⊆ ker(ϕ)⊗K zeigen, denn die andere
Inklusion ist trivial. Sei dazu I¢C ein Ideal mit ker(ϕ · ιK) = I⊗K. Wir mu¨ssen nur noch
I ⊂ ker(ϕ) nachweisen. Man betrachte ein Element c in I. Fu¨r ein Element d in D haben
wir eine Faktorisierung d = k · d′ mit k ∈ K und k′ ∈ D. Da K ⊆ M(D) nichtentartet
ist. Dann folgt die Gleichung ϕ(c) · d = ϕ(c)ιK(k) · d′ = (ϕ · ιK)(c⊗ k) · d′ = 0, denn das
Element c⊗ k liegt in I ⊗K = ker(ϕ · ιK). Da dies fu¨r alle d ∈ D gilt, ist folglich ϕ(c) = 0
als Multiplikator in M(D). Also liegt c in ker(ϕ). 2
Da die Einbettung ιCK(D) injektiv ist, erha¨lt man als unmittelbare Konsequenz des
zweiten Teils ker(ιCK(D) · ιK) = 0. Zusammen mit den obigen Betrachtungen folgt:
A.4 Proposition. Ist D eine C∗-Algebra mit K ⊆M(D) als nichtentartete C∗-Unteral-
gebra, so ist die kanonische Abbildung ιCK(D) · ιK : CK(D) ⊗ K → D, c ⊗ k 7→ c · k, ein
Isomorphismus. 2
Die weiteren Ergebnisse wie Funktorialita¨t oder eine Charakterisierung der relativen
Kommutante als abgeschlossener Unterraum werden wir allgemeiner fu¨r S-a¨quivariante
Hilbert-Bimoduln besprechen.
Man betrachte eine Hopf-C∗-Algebra (S,∆) (vgl. 1.2.2) und einen S-a¨quivarianten
Hilbert-Bimoduln (AXB, αξβ), vgl. 1.4.2). Ist R eine C
∗-Algebra, die nichtentartet inM(A)
und M(B) eingebettet und deren induzierte Wirkung auf X nichtentartet, so definieren
wir:
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A.5 Definition. Die relative Kommutante von R in X ist die Teilmenge
CR(X) := {m ∈M(X) | r ·m = m · r fu¨r alle r ∈ R und m ·R ⊆ X }
des Multiplikator-Bimoduls M(X).
Offenbar ist CR(X) ⊆ M(X) ein normabgeschlossener Unterraum. Fu¨r R = K hat
man analog wie in A.2:
A.6 Lemma. Es sei K ⊆ M(A) sowie K ⊆ M(B) als nichtentartete Unteralgebra
enthalten, fu¨r welche die induzierte Wirkung von K auf X nichtentartet ist. Dann gilt
CK(X) · K = K · CK(X) = X. Die relative Kommutante CK(X) ist ein nichtentarteter
Unter-Hilbert-CK(A)-CK(B)-Bimodul von M(A)M(X)M(B).
Beweis. Den ersten Teil beweist man genau wie bei A.2. Man betrachtet hierzu die
Teilmenge C˜X := ΣA · (X ⊗ 1K) · ΣB von M(X ⊗ K), wobei ΣA ∈ UM(A ⊗ K) bzw.
ΣB ∈ UM(B⊗K) das Bild des Vertauschungsoperators Σ ∈ UM(K⊗K) inM(A⊗K) bzw.
M(B ⊗ K) ist. Fu¨r den zweiten Teil macht man sich zuna¨chst klar, daß mit m ∈ CK(X)
auch m∗ ∈ LB(X,B) mit kompakten Operatoren k in K vertauscht: m∗ · k = k ·m∗. Sind
nun m,m′ Elemente von CK(X), so gilt deshalb
〈m,m′〉M(B) · k = m∗ ·m′ · k = k ·m∗ ·m′ = k · 〈m,m′〉M(B)
und 〈m,m′〉M(B) · k = m∗ ·m′ · k ∈ m∗(X) ⊆ B.
Also ist 〈m,m′〉M(B) ein Element von CK(B). Folglich ist CK(X)CK(B) ein nichtentarte-
ter Unter-Hilbertmodul von M(X)M(B). Die Einschra¨nkung der Wirkung von M(A) auf
M(X) ergibt offenbar eine CK(A)-Wirkung auf CK(X). 2
A.7 Bemerkung. Sei (S,∆) eine Hopf-C∗-Algebra. Wir statten K mit der trivialen
S-Kowirkung δtrK aus (vgl. 1.4.10) und betrachten die folgende Kategorie: Die Objekte
sind S-a¨quivariante Rechts-Hilbert-Bimoduln (AXB, αξβ), derart daß
(a) die kompakten Operatoren (K, δtrK ) ⊆M(A,α) und (K, δtrK ) ⊆M(B, β) als nichtent-
artete S-a¨quivariante Unteralgebra enthalten sind und
(b) die induzierte Wirkung von K auf X nichtentartet ist.
Die Morphismen ψΦϕ : (AXB, αξβ) → M(CYD, γζδ) sind S-a¨quivariante nichtentartete
Morphismen solcher Rechts-Hilbert-Bimoduln, welche die kompakten Operatoren fixieren.
Das soll bedeuten, daß die Diagramme
M(A,α)
ψ−−−→ M(C, γ)x x
(K, δtrK ) (K, δtrK )
und
M(B, β)
ϕ−−−→ M(D, δ)x x
(K, δtrK ) (K, δtrK )
kommutieren, wobei die vertikalen Pfeile die Inklusionen in (a) sind.
A.8 Definition. Ist (S,∆) eine Hopf-C∗-Algebra, so bezeichnen wir mit HBMS(K) die
in Bemerkung A.7 definierte Unterkategorie von HBMS (vgl. 1.5.1). Fu¨r S = C schreiben
wir HBM(K).
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A.9 Bemerkung. Ein Rechts-Hilbert-Bimodul (AXB, αξβ) ∈ HBMS ist also genau dann
in HBMS(K), wenn α(k) = k ⊗ 1S und β(k) = k ⊗ 1S fu¨r alle k ∈ K ⊆ M(A) sowie
k ∈ K ⊆M(B) gilt. Das bedeutet, die Kowirkung αξβ ist ein Morphismus in HBM(K),
wenn man die kompakten Operatoren auf natu¨rliche Art und Weise K ∼= K ⊗ 1S ⊆
M(A ⊗ S) sowie K ∼= K ⊗ 1S ⊆ M(B ⊗ S) in die Multiplikatoren der Koeffizienten-
Algebren von X ⊗ S einbettet.
Zuna¨chst diskutieren wir die Eigenschaften der relativen Kommutante von K der
Objekte in HBMS(K), ohne die Kowirkungen zu beachten. Spa¨ter werden wir, unter
Benutzung der nichta¨quivarianten Aussagen, Kowirkungen auf relativen Kommutanten
konstruieren. Mit diesen Kowirkungen gelten dann auch die a¨quivarianten Analoga der
Aussagen.
Das folgende Ergebnis verallgemeinert Proposition A.4:
A.10 Proposition. Ist (S,∆) eine Hopf-C∗-Algebra und (AXB, αξβ) ein Hilbert-Bimodul
in HBMS(K), so gibt es einen kanonischen Isomorphismus von Rechts-Hilbert-Bimoduln
ιCK(X) · ιK : CK(A)⊗K(CK(X)⊗K)CK(B)⊗K −→ AXB, c⊗ k 7→ c · k,
mit Koeffizienten-Morphismen ιCK(A) · ιK bzw. ιCK(B) · ιK wie in Proposition A.4.
Beweis. Wir mu¨ssen zuna¨chst zeigen, daß sich die lineare Abbildung
ιCK(X) · ιK : CK(X)¯K −→ X, c⊗ k 7−→ c · k
des algebraischen Tensorprodukts auf die Vervollsta¨ndigung CK(X) ⊗ K fortsetzt: Seien
dazu z :=
∑
i ci⊗ ki und z′ :=
∑
j c
′
j ⊗ k′j Elemente von CK(X)¯K. Dann gilt wegen der
Isometrie von ιCK(B) · ιK (vgl. Proposition A.4) die Gleichung
〈z, z′〉CK(B)⊗K = (ιCK(B) · ιK)(〈z, z′〉CK(B)⊗K) =
∑
ij
〈ci, c′j〉M(B)k∗i k′j
(∗)
=
∑
ij
〈ciki, c′jkj〉B = 〈(ιCK(X) · ιK)(z), (ιCK(X) · ιK)(z′)〉B ,
wobei wir in (∗) ausgenutzt haben, daß ki mit ci und c′j vertauscht. Insbesondere ist die
Abbildung ιCK(X) · ιK stetig und setzt sich zu einer Isometrie auf CK(X)⊗K fort. Wegen
Lemma A.2 hat sie ein dichtes Bild inX. Die obige Rechnung zeigt weiterhin, daß ιCK(X)·ιK
ein Morphismus von Rechts-Hilbertmoduln ist. Wegen der Abgeschlossenheit des Bildes
(vgl. 1.1.18) ist er surjektiv. Die Vertra¨glichkeit mit der linken Koeffizienten-Abbildung
ist offensichtlich. 2
Die Proposition liefert uns insbesondere eine nu¨tzliche Antwort auf die Frage, wann
abgeschlossene Teilra¨ume von CK(X) bereits mit CK(X) u¨bereinstimmen.
A.11 Lemma. Mit den Bezeichnungen wie in Proposition A.10 sei (X, ξ) in HBMS(K)
sowie Z ⊆ M(X) ein abgeschlossener Unterraum mit [z, k] = 0 fu¨r alle z in Z und k in
K. Ist zusa¨tzlich Z · K = Span{z · k | z ∈ Z, k ∈ K } dicht in X, so stimmt Z mit der
relativen Kommutante CK(X) bereits u¨berein.
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Beweis. Offensichtlich ist nach Voraussetzung Z ⊆ CK(X). Wegen der Proposition A.10
und der Voraussetzung ist das algebraische Tensorprodukt Z¯K eine dichte Teilmenge von
CK(X)⊗K. Wir wa¨hlen ein beliebiges nichttriviales Element k ∈ K und dazu ein lineares
Funktional ω ∈ L(H)∗ mit ω(k) = 1. Fu¨r c ∈ CK(X) ist das Element c⊗ k ∈ CK(X)⊗K
dann Grenzwert eines Netzes (yi)i∈I ⊆ Z ¯K. Durch Anwenden von (id⊗ω) erha¨lt man,
daß das resultierende Netz
(id⊗ ω)(yi)→ (id⊗ ω)(c⊗ k) = c
gegen das Element c ∈ CK(X) konvergiert. Da die Elemente (id⊗ ω)(yi) fu¨r alle i ∈ I in
Z liegen, ist wegen der Abgeschlossenheit auch c ein Element von Z. 2
Wir erhalten die beiden Folgerungen:
A.12 Korollar. Sei (S,∆) eine Hopf-C∗-Algebra und (AXB, αξβ) in HBMS(K). Dann
ist die Wirkung von CK(A) auf CK(X) aus Lemma A.6 ebenfalls nichtentartet.
Beweis. Es gilt CK(A) · CK(X) · K = CK(A) ·X = X da nach Lemma A.2 mit A auch
CK(A) nichtentartet auf X wirkt. Mit Lemma A.11 folgt CK(A) · CK(X) = CK(X). 2
A.13 Korollar. Fu¨r eine Hopf-C∗-Algebra (S,∆) und einen S-a¨quivarianten Hilbert-Bi-
modul (LZR, λΛρ) setze man Y := LZR ⊗K. Betten wir die kompakten Operatoren in der
offensichtlichen Weise als Unteralgebra K ∼= (1 ⊗ K) von M(L ⊗ K) sowie M(R ⊗ K)
ein, so ist (Z ⊗K,Λ⊗∗ idK) (vgl. Definition 2.55) ein Objekt in HBMS(K). Die relative
Kommutante C1⊗K(Y ) ist als Teilmenge vonM(Y ) gleich L⊗1(Z ⊗ 1K)R⊗1 und identifiziert
sich kanonisch mit LZR.
Beweis. Wendet man das Lemma A.11 zuerst auf die Koeffizientenalgebren an, so erha¨lt
man C1⊗K(L⊗K) = L ⊗ 1K und ein analoges Ergebnis fu¨r R. Wendet man jetzt das
Lemma auf Y = Z ⊗K an, so folgt C1⊗K(Y ) = Z ⊗ 1K und somit die Behauptung. 2
Wir wollen nun sehen, daß die Konstruktion der relativen Kommutante ein Funktor
ist. Dazu mu¨ssen wir zuna¨chst den Multiplikator-Bimodul der relativen Kommutante
als Teilmenge des Multiplikator-Bimoduls des urspru¨nglichen Rechts-Hilbert-Bimoduls
realisieren (dies rechtfertigt u¨brigens auch die Bezeichnung
”
relative“ Kommutante):
A.14 Lemma. Mit den Bezeichnungen aus Proposition A.10 sei (X, ξ) in HBMS(K).
Der Multiplikator-Bimodul der relativen Kommutante CK(X) identifiziert sich mit der
Kommutante CK(M(X)) := {m ∈M(X)| [m,K] = 0} von K in M(X).
Beweis. Nach 1.1.23 kann man M(CK(X)) kanonisch mit dem Idealisator
{m ∈M(X)|m · CK(X) ∪ CK(X) ·m ⊆ CK(X)}
identifizieren. Man verifiziert sofort, daß diese Teilmenge mit der Kommutante CK(M(X))
u¨bereinstimmt. 2
A.15 Lemma. Ist (S,∆) eine Hopf-C∗-Algebra und ψΦϕ : (AXB, αξβ)→M(CYD, γζδ) ein
Morphismus von Rechts-Hilbert-Bimoduln in HBMS(K), so induziert die Einschra¨nkung
von ψΦϕ einen nichtentarteten Morphismus
CK(Φ) := Φ |CK(X) : CK(X) −→M(CK(Y ))
mit Koeffizienten-Abbildungen CK(ψ) := ψ |CK(A) und CK(ϕ) := ϕ |CK(B).
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Beweis. Fu¨r c in CK(X) kommutiert Φ(c) mit allen Elementen k in K: Φ(c) · k =
Φ(c)ϕ(k) = Φ(ck) = Φ(kc) = ψ(k)Φ(c) = k · Φ(c). Deshalb ist ϕ(CK(X)) eine Teilmenge
von CK(M(Y )) =M(CK(Y )), vgl. Lemma A.14. Also ist die Einschra¨nkung wohldefiniert.
Sie ist aber auch nichtentartet, da
Φ(CK(X)) · CK(Y ) · K = Φ(CK(X)) · K · Y = Φ(X) · Y = Y
gilt. Folglich ist Φ(CK(X)) · CK(Y ) = CK(Y ) nach Lemma A.11 und Analoges gilt auch
fu¨r die Koeffizienten-Morphismen. 2
Mit diesen Vorbereitungen erha¨lt man durch Einschra¨nkung eine Kowirkung auf der
relativen Kommutante:
A.16 Lemma. Ist (S,∆) eine Hopf-C∗-Algebra und (AXB, αξβ) in HBMS(K) ein Hil-
bert-Bimodul, so ist CK(X)⊗S = CK⊗1S(X ⊗ S), als Teilmenge von M(X⊗S) betrachtet.
Die Einschra¨nkung der Kowirkung ξ (vgl. Lemma A.15)
CK(ξ) = ξ |CK(X) : CK(X) −→M(CK⊗1(X ⊗ S)) =M(CK(X)⊗ S)
induziert eine S-Kowirkung auf CK(X) mit Koeffizienten-Morphismen CK(α) = α | CK(A)
und CK(β) = β |CK(B). Mit ξ ist auch CK(ξ) nichtentartet.
Die Bezeichnung CK⊗1(X ⊗ S) aus Definition A.5 erinnert dabei daran, wie K in die
Koeffizienten-Algebren M(A⊗ S) und M(B ⊗ S) eingebettet wird.
Beweis. Die Voraussetzung an die Koeffizienten-Kowirkungen (vgl. die Bemerkungen
A.7 und A.9) besagt genau, daß diese die kompakten Operatoren fixieren. Das erlaubt
uns die Anwendung von Lemma A.15 (mit S = C), und die Einschra¨nkung ergibt den
nichtentarteten Morphismus von Hilbert-Bimoduln
CK(ξ) = ξ|CK(X): CK(X) −→M(CK⊗1(X ⊗ S)).
Wir betrachten CK(X) ⊗ S als Teilmenge von M(X ⊗ S), die offenbar in der relativen
Kommutante CK⊗1(X ⊗ S) enthalten ist. Wegen
(CK(X)⊗ S) · (K ⊗ 1S) = (CK(X) · K)⊗ S = X ⊗ S
folgt CK(X) ⊗ S = CK⊗1(X ⊗ S) aus der Charakterisierung A.11, analoge Gleichungen
gelten fu¨r die Koeffizienten-Algebren. Die Kowirkungs-Identita¨t ist klar, da es sich um eine
Einschra¨nkung handelt. Wir mu¨ssen nur noch die analytische Bedingung fu¨r Kowirkungen
testen und betrachten deshalb den abgeschlossenen Unterraum Z := (1⊗ S) · ξ(CK(X))
von M(X ⊗ S). Da sich nach Bemerkung A.7 die Abbildungen α und β zu den trivialen
Kowirkungen auf K einschra¨nken, rechnet man leicht nach, daß die Elemente von Z mit
denen in K ⊗ 1S kommutieren. Die Rechnung
Z · (K ⊗ 1S) = (1⊗ S) · ξ(CK(X)) · β(K) = (1⊗ S) · ξ(CK(X) · K)
= (1⊗ S) · ξ(X)
(∗)
⊆ X ⊗ S
zeigt, daß Z in CK⊗1(X ⊗ S) = CK(X)⊗ S enthalten ist. Ist zudem ξ nichtentartet, d.h.
ist X ⊗ S gleich (1⊗ S) · ξ(X), so gilt in (∗) die Gleichheit. Folglich gilt nach Lemma
A.11 die Identita¨t Z = CK(X)⊗ S, und CK(ξ) ist als Kowirkung nichtentartet. 2
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Die Aussagen A.10-A.15 gelten auch im a¨quivarianten Zusammenhang, wenn man die
kanonischen Kowirkungen auf den Objekten benutzt: Wir statten relative Kommutanten
von K stets mit den Kowirkungen aus Lemma A.16 aus und versehen Tensorprodukte
der Form Z ⊗ K stets mit der natu¨rlichen Kowirkung aus Definition 2.55. Wir sammeln
die vorangehenden Aussagen in der folgenden Proposition A.17, auf die wir im Haupttext
zuru¨ckgreifen werden:
A.17 Proposition. Ist (S,∆) eine Hopf-C∗-Algebra, so gelten fu¨r Objekte (AXB, αξβ)
sowie (CYD, γζδ) und Morphismen ψΦϕ : (AXB, αξβ) → M(CYD, γζδ) in HBMS(K) die
folgenden Aussagen:
1. Die Zuordnungen (X, ξ) 7→ (CK(X),CK(ξ)) und Φ 7→ CK(Φ) definieren einen Funk-
tor
CK(·) : HBMS(K) −→ HBMS.
Mit Φ : (X, ξ) → (Y, ζ) ist auch CK(Φ) : (CK(X),CK(ξ)) → (CK(Y ),CK(ζ)) ein
surjektiver Morphismus von Hilbert-Bimoduln.
2. Das Diagramm von S-a¨quivarianten Hilbert-Bimodul-Homomorphismen
(X, ξ)
Φ−−−→ M(Y, ζ)
ιCK(X)·ιK
x∼= ∼=xιCK(Y )·ιK
(CK(X)⊗K,CK(ξ)⊗∗ idK) CK(Φ)⊗idK−−−−−−→ M(CK(Y )⊗K,CK(ζ)⊗∗ idK)
kommutiert, und die vertikalen Pfeile sind Isomorphismen. Insbesondere ist Φ genau
dann injektiv (bijektiv), wenn CK(Φ) injektiv (bijektiv) ist.
3. Ist (Y, ζ) = (Z ⊗ K,Λ ⊗∗ idK) wie in Korollar A.13 sowie ψ(k) = 1L ⊗ k und
ϕ(k) = 1R ⊗ k fu¨r alle k ∈ K, so la¨ßt sich CK(Φ) als a¨quivarianter Morphismus
CK(Φ) : (CK(X),CK(ξ)) −→M(Z, ζ)
auffassen. Ist insbesondere Φ : (X, ξ)→ (Z ⊗K,Λ⊗∗ idK) surjektiv, so ist es auch
der Morphismus CK(Φ) : (CK(X),CK(ξ))→ (Z, ζ).
Hierbei verwenden wir die Konventionen aus 1.1.10 fu¨r surjektive bzw. injektive Mor-
phismen.
Beweis. Die meisten Aussagen sind klar oder bereits bewiesen. Da CK(Φ) als die Ein-
schra¨nkung CK(Φ) = Φ |CK(X) definiert ist, folgt die Funktorialita¨t trivialerweise. Wir
zeigen lediglich noch die Aussagen u¨ber Surjektivita¨t und die A¨quivarianz. Aus der Sur-
jektivita¨t von Φ folgt
CK(Φ)(CK(X)) · K = Φ(CK(X))ϕ(K) = Φ(CK(X) · K) = Φ(X) = Y ,
also liegt Φ(CK(X)) in CK(Y ). Mit Lemma A.11 folgt die Surjektivita¨t von CK(Φ). Im
zweiten Teil folgt durch einfaches Nachrechnen die Kommutativita¨t des Diagramms aus
der Definition von CK(Φ) als Einschra¨nkung; die vertikalen Pfeile sind nach A.10 Isomor-
phismen. Der dritte Teil ist einfach nur Korollar A.13 zusammen mit der Surjektivita¨ts-
Aussage des ersten Teils. Wir werden fu¨r die Aussagen zur A¨quivarianz nur zeigen, daß
der kanonische Isomorphismus
ιCK(X) · ιK : (CK(X)⊗K,CK(ξ)⊗∗ idK) −→ (X, ξ)
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a¨quivariant ist, denn die restlichen lassen sich mit Lemma A.16 beweisen: Dazu betrachten
wir Elemente c ∈ CK(X) sowie k ∈ K und schreiben CK(ξ)(c) als strikten Limes
CK(ξ)(c) = ξ(c) ∼str
∑
i
ci ⊗ si.
Wir nutzen aus, daß alle auftretenden Abbildungen norm- und strikt-stetig sind und
berechnen
(ιCK(X) · ιK ⊗ idS)((CK(ξ)⊗∗ idK)(c⊗ k)) ∼
∑
i
(ιCK(X) · ιK ⊗ idS)((id⊗ σ)(ci ⊗ si ⊗ k))
=
∑
i
(ci · k)⊗ si
=
∑
i
(ci ⊗ si) · (k ⊗ 1S)
∼ ξ(c) · (k ⊗ 1S)
(∗)
= ξ(c · k) = ξ((ιCK(X) · ιK)(c⊗ k)) ,
wobei wir in (∗) verwenden, daß β(k) = k⊗1S ist. Also ist der kanonische Isomorphismus
CK(X)⊗K ∼= X a¨quivariant. 2
Ausblick
Wir wollen nun auf mo¨gliche weitergehende Untersuchungen eingehen. Es bieten sich dazu
die folgenden beiden Ansa¨tze an:
Erstens zeigen die Ergebnisse der vorliegenden Arbeit eine starke Parallele zwischen den
reduzierten und den maximalen Kowirkungen auf. Es ist daher zu erwarten, daß sich je-
weils Ergebnisse der reduzierten sowie der maximalen Theorie mittels der Maschinerie von
Normalisierung und Maximalisierung ineinander u¨berfu¨hren lassen. Wir denken dabei ins-
besondere daran, diese Technik auf die Resultate von Echterhoff, Kalizewski, Quigg und
Raeburn zur Natu¨rlichkeit von Imprimitivita¨tssa¨tzen [15] anzuwenden. Diese Resultate
existieren sowohl in vollen als auch in reduzierten Versionen, deren Beweise sehr a¨hn-
lich sind, aber getrennt voneinander gefu¨hrt werden mu¨ssen. Die Maximalisierung ko¨nnte
helfen, die maximale Variante direkt aus der reduzierten abzuleiten.
Zweitens ist es im Zusammenhang mit der a¨quivarianten KK-Theorie naheliegend, den
partiellen Abstieg von Chabert und Echterhoff [10] in einen a¨quivarianten Zusammenhang
zu stellen und fu¨r allgemeine Quantengruppen zu studieren.
Eine Voraussetzung fu¨r beide Ansa¨tze wa¨re idealerweise eine gute C∗-algebraische Theo-
rie fu¨r Erweiterungen von Quantengruppen. Eine solche steht bisher leider nur auf dem
Niveau der von Neumann-Algebren zur Verfu¨gung.
Eine mo¨glicher Zwischenschritt ist jedoch die Betrachtung von regula¨ren Bicrossed-Pro-
dukten: Fu¨r diese besteht die Hoffnung, Ergebnisse in der angedeuteten Weise erhalten
zu ko¨nnen, ohne eine allgemeine Erweiterungstheorie fu¨r Quantengruppen entwickeln zu
mu¨ssen, da Bicrossed-Produkte aus lokalkompakten Gruppen zusammengesetzt sind.
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