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Highlights
• Rigorous derivation of the volume-filtered compressible equations for two- phase
flows
• Evaluate unclosed terms via a posteriori filtering of particle-resolved sim- ulations
• Propose a transport equation for PTKE and closure model for the dissipa- tion rate
• Grid convergence of the Euler-Lagrange framework is demonstrated on compressible
flow
• The model captures pseudo-turbulent Reynolds stresses independently of the drag
law
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Abstract
In this work, we present a rigorous derivation of the volume-filtered viscous compressible
Navier–Stokes equations for disperse two-phase flows. Compared to incompressible flows,
many new unclosed terms appear. These terms are quantified via a posteriori filtering of
two-dimensional direct simulations of shock-particle interactions. We demonstrate that
the pseudo-turbulent kinetic energy (PTKE) systematically acts to reduce the local gas-
phase pressure and consequently increase the local Mach number. Its magnitude varies
with volume fraction and filter size, which can be characterized using a Knudsen num-
ber based on the filter size and inter-particle spacing. A transport equation for PTKE
is derived and closure models are proposed to accurately capture its evolution. The
resulting set of volume-filtered equations are implemented within a high-order Eulerian–
Lagrangian framework. An interphase coupling strategy consistent with the volume fil-
tered formulation is employed to ensure grid convergence. Finally PTKE obtained from
the volume-filtered Eulerian–Lagrangian simulations are compared to a series of two- and
three-dimensional direct simulations of shocks passing through stationary particles.
Keywords: Eulerian–Lagrangian, Multiphase flow, Shock-particle interaction,
Pseudo-turbulence
1. Introduction
Over the past several decades, significant progress has been made towards improving
the numerical prediction of disperse multiphase flows (e.g., [2, 15, 58], and references
therein). Yet, the majority of these efforts have focused on low-speed (incompressible)
regimes. Two-phase flows that exhibit strong compressibility play dominant roles in na-
ture, such as during supernovas and volcanic eruptions, in industry (coal dust explosions,
shock wave lithotripsy, combustion/detonation, etc.) and space exploration (e.g., fluidiza-
tion of terrestrial regolith during rocket plume-surface interactions [4, 17, 34]). Compared
to their low-speed counterparts, particle-laden compressible flows like the examples listed
here typically introduce new length- and time-scales and additional physics that further
complicate modeling efforts.
As an illustrative example, consider the particle-laden shock-tube depicted in Fig. 1.
A shock propagates through the fluid towards a collection of disperse particles (Fig. 1(a)).
Shortly after it passes through (Fig. 1(b)), transmitted and reflected shocks form, wakes
are generated (shown in grey), and the gas accelerates to supersonic speeds at the down-
stream edge of the particles. In recent years, significant attention has been made on
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(a) t = 0
(b) t > 0
Figure 1: Schematic of a shock-particle interaction at an initial state (a) and some later time (b).
modeling two-way coupling of finite size particles [3, 8, 23, 26], yet accurate models capa-
ble of predicting the scenario illustrated in Fig. 1 remain elusive. Some of the challenges
are attributed to the large slip velocities between the phases (which can be on the order
of the sound speed), unsteadiness of the shockwave dynamics and associated wakes, and
back-coupling from the solid phase to the gas.
Obtaining a mathematical description that captures the multi-scale nature of two-
phase flows typically involves ensemble averaging [69] or volume filtering [1, 4, 8, 11].
Similar to single-phase flows, such efforts inevitably result in unclosed terms that require
models. While some correlations obtained from experiments or particle-resolved direct
numerical simulations (DNS) have a clear physical interpretation (e.g., the drag coefficient
or heat transfer rate), their connection to model closure is not always obvious. This is
especially true for high-speed flows whereby filtering or averaging the governing equations
reveals unclosed terms that contain additional physics [35].
In the context of shock-particle interactions for moderately dilute and dense sus-
pensions, small-scale velocity fluctuations are produced in particle interstitial sites and
advected downstream with the mean flow [24, 35, 48] (see Fig. 1(b)). This results in
subgrid-scale (or sub-filtered) velocity fluctuations that contribute to an unclosed term
akin to the Reynolds stress that appears in single-phase flow, but here represents unre-
solved fluctuations due to the presence of particles. Because such fluctuations exist even
in laminar flow (e.g., steady wakes), it is often referred to as pseudo-turbulent kinetic
energy (PTKE). While this term is typically neglected in incompressible flows without
significant consequence, recent DNS have shown that PTKE can contribute between
30% and 100% of the resolved kinetic energy in compressible flows [24, 35, 39, 48]. Its
strength has been shown to increase as the particle volume fraction and the incident
shock Mach number increase [35]. An algebraic model for the PTKE was recently pro-
posed for incompressible homogeneous gas-solid flows [33] and compressible flows [39].
However, such models have only been tested under limited conditions and fail to pre-
dict PTKE in regions void of particles. Other models have been proposed based on
cloud-in-cell approaches, where the unclosed subgrid-scale stresses are accounted for in
the particle momentum balance using the so-called Subgrid Particle-Averaged Reynolds
Stress-Equivalent (SPARSE) method [13, 56]. With the increase in available compressible
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DNS data in recent years [35, 60, 61], new models valid in higher-speed regimes can be
developed and tested. The aim of this study is to present a framework for developing
and integrating such models.
In the following section, the volume-filtered compressible Navier–Stokes equations
are derived, with specific attention paid to the unclosed terms appearing in the gas-
phase energy equation and equation of state. DNS of shock-particle interactions un-
der varying volume fractions are then presented, followed by an a posteriori analysis
of the sub-filtered terms appearing in the volume-filtered equations. The equations are
then implemented in a high-order Eulerian–Lagrangian framework. Grid convergence of
the volume-filtered Eulerian–Lagrangian equations is demonstrated on a one-dimensional
converging-diverging nozzle. A model is then proposed for the PTKE and validated
against two- and three-dimensional particle-resolved simulations.
2. Volume filtered formulation
In this section, a rigorous derivation of the volume filtered equations is presented for
viscous compressible two-phase flows. In particular, we extend the equations of motion
presented by Anderson and Jackson [1] to the compressible regime. We begin by defining
the microscale equations that represent a model-free description of a compressible fluid-
particle system. A volume filter is then applied to these equations with a focus on
discrepancies between low-Mach number formulations. In Sec. 3, direct simulations of
the microscale equations are conducted to evaluate the sub-filtered (unclosed) terms that
arise here.
2.1. Fluid-phase description at the microscale
The governing equations describing a viscous compressible flow are given by
∂ρ
∂t
+∇ · (ρu) = 0, (1)
∂ρu
∂t
+∇ · (ρu⊗ u+ pI− τ ) = 0, (2)
and
∂ρE
∂t
+∇ · ({ρE + p}u+ q − u · τ ) = 0, (3)
where each variable denotes a microscale quantity (i.e., a scalar or vector field at a scale
smaller than an individual particle). Here, I is the identity matrix, ρ is the density, u is
the velocity, p is the pressure, and E is the total energy. In this work, all variables are non-
dimensionalized with the ambient density ρ?∞, a characteristic length scale L
?, dynamic
viscosity µ∞, heat capacity at constant pressure C?p , and speed of sound c
?
∞ =
√
γp?∞/ρ?∞
with γ = 1.4 the specific heat ratio and p?∞ the ambient pressure. All dimensional
quantities are denoted by a superscript ?, and the subscript ∞ indicates a reference
quantity (taken to be air at ambient conditions).
The non-dimensional viscous stress tensor can be expressed as
τ =
µ
Rec
(∇u+∇uT)+ λ
Rec
∇ · u, (4)
and the non-dimensional heat flux is
q = − µ
RecPr
∇T, (5)
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where Pr ≡ C?pµ?/k? is the Prandtl number with µ? and k? the dynamic viscosity and
thermal conductivity, respectively. The Reynolds number based on the reference sound
speed is defined as Rec = Re/Mac, where Re = ρ
?
∞U
?L?/µ?∞ is the flow Reynolds number
with U? a characteristic velocity, and Mac = U
?/c?∞ is the reference Mach number. In
this work, the non-dimensional viscosity is modeled as a power law µ = [(γ− 1)T ]n, with
n = 0.666 as a model for air. The second coefficient of viscosity is given by λ = µB − 23µ
where the bulk viscosity µB = 0.6µ is chosen as a model for bulk viscosity of air. The
thermodynamic pressure, p, and temperature, T , are obtained via the equation of state
for an ideal gas, given in non-dimensional form as
T =
γp
(γ − 1)ρ and p = (γ − 1)
(
ρE − 1
2
ρu · u
)
. (6)
In the microscale description, interactions with the solid phase are incorporated by
imposing no-slip and no-penetration boundary conditions at the surface of each particle,
in addition to enforcing appropriate heat flux conditions.
2.2. Volume-filter operators
In order to account for the effect of particles without requiring to resolve the fluid-
phase equations on the scale of the particle surface, the Navier–Stokes equations are split
into microscale (sub particle-scale) processes, and mesoscale processes, i.e., processes that
take place on a scale larger than the particle diameter. Following Anderson and Jackson
[1], we begin by defining a filtering kernel G with a characteristic length δf , such that
G(r) > 0 decreases monotonically with increasing r, and is normalized such that its
integral over the entire physical space is unity. The local voidage at a point x and time
t is defined as
α (x, t) =
∫
V
I(y)G(|x− y|) dy =
∫
Vf
G(|x− y|) dy, (7)
where V indicates that the integral is taken over all points y occupied by the fluid-particle
system and I is an indicator function defined as
I(y) =
{
1 if fluid
0 otherwise.
(8)
To abbreviate the notation throughout the remainder of this section, the integral will be
taken over Vf , all points y occupied by the fluid. Taking δf  dp, with dp the particle
diameter, and assuming G varies little over the surface of a particle, the particle volume
fraction can be expressed as
αp (x, t) = 1− α ≈
Np∑
i=1
G(|x− x(i)p |)Vp, (9)
where Np is the total number of particles in the system, and x
(i)
p and Vp is the position
and volume of the i-th particle, respectively.
Any flow quantity a(x, t) can be decomposed into filtered and sub-filtered components
such that a(x, t) = a(x, t) + a′(x, t), where the volume filtered quantity is given by
αa(x, t) =
∫
Vf
a(y, t) G(|x− y|) dy. (10)
5
         
For convenience in the following formulation, we introduce a Favre filtered quantity a˜ =
ρa/ρ. With this, any fluid property a can be split into its associated Favre averaged and
residual components as a = a˜ + a′′. Unlike ensemble averaging, the filtering operation
invokes local spacial averaging and consequently volume filtered quantities are stochastic
in nature such that a′ 6= 0 and a˜′′ 6= 0.
2.3. Volume-filtered equations
2.3.1. Filtered mass conservation
Volume filtering the microscale density equation (1) yields
∂αρ
∂t
+∇ · (αρu˜) = 0, (11)
and requires no closure.
2.3.2. Filtered momentum
While the derivation of the volume-filtered momentum equation can be found else-
where [1, 8, 11], special care needs to be taken when considering high-speed flows. For
example, volume filtering the pressure gradient term in (2) yields∫
Vf
∇pG(|x− y|) dy = ∇ (αp)−
Np∑
i=1
∫
Si
npG(|x− y|) dy, (12)
where n is the unit normal vector outward from the surface of the particle and np
represents the interfacial pressure at Si, the surface of particle ‘i’. Decomposing the local
pressure p = p + p′, assuming the characteristic size of the filter kernel δf  dp and
applying the divergence theorem, the volume filtered pressure gradient can be expressed
as ∫
Vf
∇pG(|x− y|) dy = ∇ (αp)− p∇α−
Np∑
i=1
∫
Si
np′G(|x− y|) dy, (13)
where the last term on the right-hand side of (13) is typically modeled as a contribution
to drag. In the context of compressible flows, p∇α represents a nozzling term that
accelerates the gas due to particles restricting the area where fluid can flow [25]. In low-
Mach number flows, it is common to simplify the momentum equation by employing the
product rule, i.e., ∇(αp) = p∇α + α∇p, such that the non-conservative nozzeling term
p∇α cancels out. As pointed out by Houim and Oran [25], the product rule is not valid
when dealing with compressible flows in general. However, assuming the particle phase is
incompressible (i.e., the particle density is not a function of fluid pressure), the product
rule will hold.
Applying the same procedure to the viscous stress tensor, the volume filtered momen-
tum equation can be expressed as
∂αρu˜
∂t
+∇ · (α {ρu˜⊗ u˜+Ru}) = α∇ · (τ − pI) +F . (14)
In the above expression, the volume filtered stress tensor is
τ =
µ˜
Rec
(
∇u˜+∇u˜T
)
+
λ˜
Rec
∇ · u˜+Rµ, (15)
6
         
where the sub-filtered flux Rµ is sometimes modeled as an effective viscosity (e.g., [18,
42, 69]). In addition, F is the sub-filtered momentum exchange term expressed as
F =
Np∑
i=1
∫
Si
n · (p′I− τ ′)G(|x− y|) dy. (16)
Finally, Ru is an unresolved stress that arises from filtering the non-linear convective
term. This term is usually referred to as a pseudo-turbulent Reynolds stress [33] and is
defined as
Ru = ρ
(
u˜⊗ u− u˜⊗ u˜
)
. (17)
While this term is typically neglected in incompressible flow models, recent work has
shown that these unresolved velocity fluctuations can contribute to a significant portion
of the total kinetic energy during particle-shock interactions [24, 35, 48].
2.3.3. Filtered energy
Turning our attention now to the gas-phase energy equation (3), volume filtering the
microscale heat flux yields∫
Vf
∇ · qG(|x− y|) dy = ∇ · (αq)−
Np∑
i=1
∫
Si
n · qG(|x− y|) dy. (18)
Decomposing the microscale heat flux into q = q + q′ and rearranging yields∫
Vf
∇ · qG(|x− y|) dy = α∇ · q −Q, (19)
where Q accounts for sub-filtered heat transfer at the particle surface typically modeled
using a Nusselt number correlation (e.g., [20, 52]), defined as
Q =
Np∑
i=1
∫
Si
n · q′G(|x− y|) dy. (20)
and the volume filtered heat flux is
q =
µ˜
RecPr
∇T˜ +Rq. (21)
Similar to the sub-filtered viscous stress tensor appearing in (15), in low-Mach number
formulations Rq is sometimes modeled as an effective thermal conductivity to account
for enhanced heat dissipation at the particle scale [11, 21, 53].
Volume filtering the work due to pressure in (3) yields∫
Vf
∇ · (pu)G(|x− y|) dy = ∇ · (αpu)−
Np∑
i=1
∫
Si
n · (pu)G(|x− y|) dy. (22)
In this expression, pu contains the product between sub-filtered pressure and velocity
fluctuations, which will be combined with additional sub-filtered terms to form RTu
later. Similarly, volume filtering the work due to viscous stresses in (3) yields
−
∫
Vf
∇ · (u · τ )G(|x− y|) dy = −∇ · (αu˜ · τ )−∇ · (αRτu)
+
Np∑
i=1
∫
Si
n · (u · τ )G(|x− y|) dy,
(23)
7
         
where Rτu = u · τ − u˜ · τ , which is unclosed and represents work due to the sub-filtered
viscous stress.
We emphasize here that the surface contributions on the right-hand side of Eqs. (22)
and (23) must be treated with care. Unlike in the momentum equation, the presence
of the gas-phase velocity in the sub-filtered stresses results in additional cross-terms
when decomposing the variables. These cross-terms can be treated in a variety of ways,
and the choice will have a direct consequence on how the unclosed terms should be
interpreted. Focusing on the pressure work term
∑
i
∫
Sin·(pu)G(|x− y|) dy, we highlight
two approaches that can be taken:
1. Enforcing a no-slip condition at the particle surface, the fluid-phase velocity can
be decomposed into u
∣∣
Si = v
(i)
p + r˙
(i)
p n, where v
(i)
p is the velocity of particle ‘i’ and
r˙
(i)
p is the rate of change of its radius. Decomposing pressure into its filtered and
sub-filtered contributions, and assuming rigid particles (i.e., r˙p = 0), the last term
on the right-hand side of (22) becomes
−
Np∑
i=1
∫
Si
n · (pu)G(|x− y|) dy = −p
Np∑
i=1
∫
Si
n · v(i)p G(|x− y|) dy
−
Np∑
i=1
∫
Si
n · (p′v(i)p )G(|x− y|) dy.
(24)
Applying Leibniz rule on the first term on the right-hand side of Eq. (24) and
recognizing that vp is uniform across the volume of each particle, Eq. (24) can be
rewritten as
−
Np∑
i=1
∫
Si
n · (pu)G(|x− y|) dy = p∇ · (αpup)
−
Np∑
i=1
v(i)p ·
∫
Si
p′nG(|x− y|) dy,
(25)
where up is a filtered (Eulerian) representation of the particle-phase velocity that
can be obtained via
αpup =
Np∑
i=1
v(i)p G
(|x− x(i)p |)Vp. (26)
As discussed by Houim and Oran [25], assuming constant particle density the dis-
perse phase continuity equation can be employed to yield
p∇ · (αpup) = −p∂αp
∂t
= p
∂α
∂t
, (27)
where p∂α/∂t represents a pDV work term due to particles entering or leaving a
control volume. While the first term on the right-hand side of Eq. (25) and the ex-
pression above are equivalent, expressing this in terms of volume fraction gradients,
as is done in Eq. (25), may be more convenient numerically. It is interesting to note
that Houim and Oran [25] arrived at this term via a control volume analysis, in
which an ‘interfacial pressure’ was used at the particle surface and for closure as-
sumed this to be equal to the local gas-phase pressure. Meanwhile, the pDV work
8
         
term naturally appears through volume filtering, and we show that the pressure
used is indeed the local gas-phase pressure.
A similar approach can be applied to the viscous work term, which yields∫
V
∇ · (u · τ )G(|x− y|) dy = ∇ · (αu˜ · τ ) +∇ · (αRτu) + τ : ∇ (αpup)
−
Np∑
i=1
∫
Si
n · (v(i)p · τ ′)G(|x− y|) dy, (28)
It is important to note that the last term in Eqs. (25) and (28) represents the
same unclosed term that appeared in Sec. 2.3.2 typically modeled as drag, except
multiplied by the particle velocity, which can be rewritten as up ·F .
2. Alternatively, if the fluid-phase velocity is not replaced by the particle velocity in
the last term on the right-hand side of (22), pressure and velocity can respectively
be split into filtered and sub-filtered components as
−
Np∑
i=1
∫
Si
n · (pu)G(|x− y|) dy =
−
Np∑
i=1
∫
Si
n · (p u˜+ pu′′ + p′u˜+ p′u′′)G(|x− y|) dy.
(29)
Once again, a similar approach can be applied to the viscous work term. It can
immediately be seen that this approach results in different closure terms, none of
which resemble F that appears in Eq. (14).
In summary, different choices can be made when volume filtering the pressure and
viscous work terms in the energy equation. While both are correct, they require different
closure. Here we employ Approach 1 as it leads to fewer unclosed terms. Applying
Approach 1 and filtering the remaining terms yields
∂αρE˜
∂t
+∇ ·
(
αρE˜u˜
)
+∇ · (α(pu˜− u˜ · τ )) + α∇ · q
= − (pI− τ ) : ∇ (αpup) + up ·F +Q−∇ ·
(
α{RTu + 1
2
Ruu −Rτu}
)
,
(30)
which leads to a number of unclosed terms that are often neglected, such as the pseudo-
turbulent diffusion Ruu = ρ
(
u · u⊗ u: − u˜ · u⊗ u˜), pseudo-turbulent heat flux RTu =
ρ
(
T˜ u− T˜ u˜
)
, and work due to sub-filtered viscous stresses, Rτu. The work due to
momentum exchange is defined as
up ·F =
Np∑
i=1
v(i)p ·
∫
Si
n · (p′I− τ ′)G(|x− y|) dy. (31)
It should be noted that u˜·F is sometimes employed as the work due to drag [29, 68], which
was obtained by keeping the fluid velocity at the particle surface instead of decomposing
it into u
∣∣
Si = v
(i)
p + r˙
(i)
p n. As shown in Approach 2, this procedure introduces additional
terms that contain products of filtered and sub-filtered stresses with the fluid velocity,
which are not properly accounted for by F . An alternative argument for the proper form
of the work due to interphase exchange is presented in Ling et al. [28] where it is shown
that up ·F must be used due to energy arguments.
9
         
2.3.4. Filtered equation of state
The filtered equation of state is given by
T˜ =
γp
(γ − 1)ρ, (32)
which does not result in any residual contributions if the Favre-filtered temperature is
used in the filtered heat flux (21). Filtering the thermodynamic relation between pressure
and energy results in
p = (γ − 1)
(
ρE˜ − 1
2
ρu˜ · u˜− ρk
)
. (33)
In this expression, ρk = tr (Ru) /2 where k is the pseudo-turbulent kinetic energy (PTKE).
It can immediately be seen that k systematically acts to reduce the local pressure. As
a consequence, neglecting this term could lead to underpredictions of the local Mach
number. The role of PTKE on local Mach number will be analyzed in Sec. 3.5.
2.3.5. Transport of PTKE
To help guide model development in later sections, a transport equation is derived
for the PTKE. Differentiating αρk = αρ (u˜ · u− u˜ · u˜) /2 in time, applying the same
filtering procedure from prior sections and rearranging terms yields
∂αρk
∂t
+∇ · (αρu˜k) + 1
2
∇ · (αRuu)− u˜ · ∇ · (αRu) =
− (pI− τ ) : ∇ (αu˜+ αpup) + (up − u˜) ·F
−∇ · α (Rpu −Rτu)− αp∇ · u+ ατ : ∇u.
(34)
In the expression above, the first line represents transport of PTKE. Except for the
term containing F , the second line contains terms that are closed, i.e. they are entirely
expressed in terms of volume-filtered quantities. The last line contains unclosed (sub-
filtered) contributions, such as Rpu that involves fluctuations of sub-filtered velocity and
pressure, that contributes to pressure diffusion. (up − u˜) ·F is a source term that acts
to produce PTKE. Note that if k is omitted from the pressure relation (33) (as is typ-
ically done), the interphase source terms that contribute to PTKE would appear in the
transport equation for the gas-phase pressure (see [7] for details). A model to close the
transported PTKE will be proposed in later sections.
2.3.6. A summary of unclosed terms
The volume filtered conservation equations lead to a number of sub-filtered terms
and the so-called “closure problem”. In summary, the unclosed terms can be grouped
into residual stresses Ru in Eqs. (14) and (33), Rµ in Eq. (15), RTu, Ruu, and Rτu in
Eq. (30), Rq, in Eq. (21), and Rpu in Eq. (34). In addition, a number of sub-filtered
surface contributions appear in the form of interphase exchange terms, including the
interphase exchange of momentum, F , in Eq. (14), as well as work due to momentum
exchange, up ·F , and heat exchange, Q, in Eq. (30). Closure models have been proposed
for some of these terms, such as drag (e.g., [19, 41, 58] to name a few) and heat exchange
[20, 59], but for most part are only valid in the incompressible limit and therefore are
likely not applicable to the current study. It is important to note that the unclosed
stresses are analogous to those that appear in single-phase large-eddy simulations (LES),
but physically represent substantially different effects. In both the present volume-filtered
10
         
formulation and in LES, large scale structures are resolved while small scale structures
require models. That being said, the classification “LES” should not be used lightly as
it traditionally applies to cases where there exists an energy cascade. Moreover, these
terms can be non-negligible even in laminar flows (e.g., via steady wakes), and thus the
use of single-phase closure for the terms summarized above should be done with utmost
care. The relative contribution of these unclosed terms will be evaluated in later sections
using particle-resolved DNS.
3. A posteriori analysis
In this section, we evaluate the relative contributions of the unclosed terms appearing
in Sec. 2.3 by spatially filtering a direct solution to the microscale equations. Numerical
simulations of the shock-particle configuration illustrated in Fig. 1 are first presented,
followed by an a posteriori analysis consistent with the filtering operators introduced in
Sec. 2.2. Details on filtering methodology are provided in Appendix A. We briefly note
that while the present analysis considers collections of monodisperse particles, the same
filtering approach can be extended to polydisperse suspensions. In practice, the filter
size applied to flows with polydisperse particles is typically chosen to be larger than the
maximum particle size (e.g., [5, 9].)
3.1. Simulation configuration
The simulations are designed to emulate the multiphase shock tube experiment of
Wagner et al. [66] and numerous computational studies since then [24, 29, 45, 61]. A
shock wave passes through a suspension of rigid spherical particles distributed over a
thickness L? = 2 mm (as shown in Fig. 2). The domain size is Lx = 7.5 in the streamwise
direction, and Ly = 1 in the spanwise direction. All length scales are non-dimensionalized
by L?. The shock is initialized at x = 2.4 with a shock Mach number of Mas = 1.66. The
post-shock (denoted with a subscript ‘1’) and pre-shock (denoted with a subscript ‘2’)
conditions are given by (ρ1, p1, u1 | ρ2, p2, u2) = (2.131, 2.177, 0.881 | 1, 0.714, 0).
The Reynolds number based on L? and the sound speed c?∞ = 343 m/s is Rec = 45394.
Particles have density ρp = 2520 (non-dimensionalized by the gas-phase density) and
diameter dp = 0.0575, corresponding to 115 µm soda lime particles in air. A uniform grid
of size 5250 × 700 is employed such that there are approximately 40 grid points across
the diameter of each particle. Particles are initially distributed within a length of L = 1
starting at x0 = 2.5 with a mean volume fraction within the span of ϕp = 0.04, 0.21, and
0.44, corresponding to Np = 16, 81, and 169 particles, respectively. For the distribution,
particles are initially placed uniformly and then every other column is shifted vertically
by a distance equal to one half the mean inter-particle spacing λp/2. This creates a
staggered arrangement of particles. Each particle is then randomly perturbed within a
radius less than (λp − dp)/2 to mimic a random distribution while avoiding overlap with
neighbors.
In this section, we consider two-dimensional simulations of stationary particles. With
the parameters listed above, the ratio of the non-dimensional particle timescale, τp =
ρpd
2
p/ (18µ) ≈ 21000, to the particle acoustic time scale, τd = dp/c∞ = 0.0575, is large,
indicating the particle motion is negligible over the simulation duration considered (t <
3). In addition, a recent experimental study suggests that the particle phase does not
begin to spread until times corresponding to our non-dimensional time of t & 10 [14].
Here, t = 0 corresponds to the instant the shock interacts with the leading edge of
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(a) t = 0.334
(b) t = 0.834
(c) t = 1.334
(d) t = 1.834
(e) t = 2.334
Figure 2: Mach number fields (color) for ϕp = 0.21. Contours of Ma = 1 ( ).
the particle phase. Thus, the assumption of stationary particles is valid over the time
durations considered in this a posteriori analysis. We briefly note that the dynamics of
a shock interacting with a spherical particle in three dimensions and a cylindrical particle
in two dimensions are fundamentally different due to the timescales associated with the
shock propagation. In addition, the wake structures confined in two dimensions result
in larger values of PTKE compared to three dimensional configurations [35]. Despite
this, two-dimensional simulations are performed in the present study to avoid the high
computational cost associated with a direct solution to the three-dimensional viscous
compressible flow equations. Thus, we seek to identify qualitative trends in the sub-
filtered terms with mean particle concentration and filter size.
3.2. Discretization of the microscale equations
The microscale equations (1)–(3) are discretized using narrow-stencil high-order finite
difference operators that satisfy the summation-by-parts (SBP) property on a structured
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curvilinear grid [51, 54]. All simulations presented in this study use the sixth-order
formulation in the domain interior, and third-order, one-sided operators at the bound-
ary, resulting in overall fourth-order accuracy for the fluid-phase equations. To evaluate
second and mixed derivatives, first derivative operators are applied consecutively, neces-
sitating the use of artificial dissipation to damp the highest wavenumber components
supported by the grid. To this end, high-order accurate SBP dissipation operators are
used that provide artificial viscosity based on a sixth-order derivative with a diffusion
coefficient that is a function of the local grid resolution [31, 65].
The SBP scheme is combined with the simultaneous approximation term (SAT)
boundary treatment [10, 55] to ensure energy stability. This is achieved by enforcing
non-reflecting characteristic boundary conditions weakly at the far field [55]. In addition,
an absorbing sponge region [16] is applied at the domain boundary to prevent unphysical
acoustic reflections by adding a damping term to the right-hand side of the fluid-phase
equations. Finally, the equations are advanced in time using a standard fourth-order
Runge–Kutta method.
Boundary conditions are enforced at the surface of each particle via a direct-forcing
immersed boundary method. In this approach, Lagrangian markers are distributed over
the surface of each particle and the gas-phase velocity is interpolated to the location of
each to generate a forcing term added to the momentum equation (2). The associated
work done by the immersed boundary is added to the microscale energy equation (3).
A signed distance function is used to penalize the flow at grid points located within the
solid phase to avoid spurious reflections as shocks pass through the particles. Additional
details on this method can be found in Boukharfane et al. [6], Uhlmann [63].
3.3. Role of filtering on the Mach number
Instantaneous snapshots of the local Mach number for the ϕp = 0.21 case are shown
in Fig. 2. Shortly after the shock interacts with the particles, a reflected shock propa-
gates upstream while a transmitted shock travels through the particle suspension. The
particles act to restrict the area of the transmitted shock, causing the gas phase to choke
near the downstream edge due to the immediate change in volume fraction, followed by
supersonic expansion. This rapid increase in gas-phase velocity at the downstream edge
was found to significantly increase the particle acceleration in three-dimensional simula-
tions of freely-evolving shock-particle interactions [61]. As discussed in Theofanous et al.
[61], modeling approaches based on spatially averaged fields (e.g., Eulerian–Eulerian and
Eulerian–Lagrangian methods) fail to predict this choking behavior, and are thus unable
to accurately predict particle dispersion.
To explore this concept further, the local Mach number is shown in Fig. 3(a) computed
using filtered quantities according to Ma = |u˜|/
√
(γ − 1)T˜ shortly after the shock has
passed through the particle suspension. The flow field obtained from particle-resolved
DNS is spatially filtered using the operators defined in Sec. 2.2 for filter sizes ranging
between 0 ≤ δf ≤ 4dp. The local volume fraction is also plotted by filtering the indicator
function defined in Eq. (8). Details on the implementation of the filtering procedure can
be found in Appendix A. Filtering (or locally averaging) the flow field systematically
acts to reduce the extent to which the gas phase accelerates at the downstream edge of
the particles. In addition, the filter acts to ‘smear’ the volume fraction, and consequently
the nozzle-like flow contraction would be less significant when solving the volume-filtered
equations. Here, we argue that with proper treatment of the sub-filtered terms, the
correct level of particle acceleration can be recovered.
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(a) δf = 0 dp
(b) δf = 1 dp
(c) δf = 2 dp
(d) δf = 4 dp
Figure 3: Mach number (left) and particle volume fraction (right) as a function of filter size for ϕp = 0.21
when t = 2.334. Contours of Ma = 1 ( ).
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Figure 4: Relative contributions of the fluctuating kinetic energy averaged across the entire domain.
Filtered fluctuations, 〈u˜ · u˜〉xy − 〈u˜〉xy · 〈u˜〉xy ( ), and sub-filtered fluctuations, 〈u · u〉xy − 〈u˜ · u˜〉xy
( ), as a function of filter size for ϕp = 0.21 when t = 2.334, normalized by the total fluctuating energy.
3.4. Role of filtering on the velocity fluctuations
As shown in Sec. 2, one consequence of volume filtering is the appearance of sub-
filtered velocity fluctuations in the Reynolds stress-like term Ru, pseudo-turbulent dif-
fusion Ruu, and PTKE k. From Fig. 3, it can be seen that the majority of the velocity
fluctuations contained in the filtered field are suppressed when δf ' 4dp. To quantify
the relative contributions of the filtered and sub-filtered fluctuations, the velocity field is
decomposed into u = u˜+u′′, and then averaged across the x- (streamwise) and y- (span-
wise) directions. In this work, angled brackets denote Favre averaging, and the subscript
denotes the direction in which averaging is performed. For example, averaging across y
is given by 〈A〉y =
∫ Ly
0
(αρA) dy/
∫ Ly
0
(αρ) dy, for an arbitrary quantity A. With this,
the domain-average filtered velocity is defined as 〈u˜〉xy, which can be used to construct
the total fluctuating kinetic energy as 〈u ·u〉xy−〈u˜〉xy · 〈u˜〉xy. The portion of this energy
containing only filtered terms is 〈u˜ · u˜〉xy − 〈u˜〉xy · 〈u˜〉xy, and the residual contributions
contain only sub-filtered terms, i.e. 〈u ·u〉xy−〈u˜ · u˜〉xy. In the limit δf →∞, u˜→ 〈u˜〉xy,
and all of the fluctuations reside at the sub-filter scale.
As seen in Fig. 4, the filtered and sub-filtered components of the fluctuating energy
have equal contributions when δf ≈ dp, and the majority of energy resides at the sub-filter
scale when δf ' 4dp. In practice, the gas phase is typically discretized on a mesh with
grid spacing larger than the particle diameter. If δf is interpreted as the grid spacing,
this would suggest the subgrid-scale velocity fluctuations always contribute significantly
to the total fluctuating kinetic energy. In addition, any model for the subgrid-scale
velocity fluctuations under these conditions should be aware of the portion of energy
being resolved when δf is not significantly larger than the particle diameter.
Figure 5 shows streamwise profiles of the averaged PTKE as a function of filter size
and mean particle volume fraction. The PTKE obtained using sub-filtered velocity fluctu-
ations is compared to the result obtained from ensemble averaging the microscale velocity
in the y-direction. Ensemble averaging is typically employed when extracting statistics
from particle-resolved simulations of similar configurations [24, 35, 39, 45]. Except for
the most dilute case (ϕp = 0.04), PTKE obtained from ensemble averaging exhibits qual-
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(a) ϕp = 0.04 (b) ϕp = 0.21 (c) ϕp = 0.44
Figure 5: Comparison of PTKE obtained from ensemble averaging ( ) and volume filtering with
δf = dp ( ), δf = 2dp ( ), δf = 4dp ( ), and δf = 8dp ( ) at t = 2.334. The shaded region ( )
indicates particle location.
itatively similar trends. For the most dilute case, the magnitude of PTKE increases as
the filter size increases, approaching the solution obtained from ensemble averaging when
δf ' 4dp. For each case, PTKE based on ensemble averaging is significantly more noisy
than its filtered counterpart due to the lack of averaging in the x-direction.
In general, PTKE is seen to depend on both δf and ϕp. A key trend observed in Fig. 5
is that the PTKE dependence on δf only occurs when the volume fraction is sufficiently
small. The simulation results reveal that the PTKE dependence can be collapsed to a
Knudsen number based on the mean inter-particle spacing, λp, given by
Knδ =
λp
δf
. (35)
When Knδ < 1, the majority of the velocity fluctuations generated in particle interstitial
sites reside within the support of the filter kernel. As seen in Fig. 6, the cases with
ϕp = 0.21 and 0.44 correspond to Knδ < 1, and thus PTKE is not seen to vary with δf
in Figs. 5(b)–5(c). When δf = dp, Knδ > 1 across all possible volume fractions (dilute
to close-packing). In summary, models attempting to predict PTKE need not take into
consideration both the local volume fraction and filter size, but instead this dependency
can be captured via Knδ. For freely-evolving particle suspensions, Knδ will vary in space
and time.
3.5. Assessment of the unclosed terms
The magnitude of the unclosed stresses appearing in the volume-filtered energy equa-
tion (30) are provided in Fig. 7 for δf = dp and 4dp and compared against the resolved
(filtered) pressure work term pu˜. The larger filter size acts to smooth out the profiles,
without noticeable change to their magnitude. Owing to the effect of Knδ as previously
discussed, the dependence of the sub-filtered stresses on δf is only seen for the most dilute
case. Perhaps not unexpectedly, the sub-filtered correlation between the viscous stress
and velocity, Rτu, is negligible owing to the large Reynolds numbers under consideration.
The pseudo-turbulent heat flux, RTu, is also relatively small. The pseudo-turbulent dif-
fusion, Ruu, is seen to be the dominating sub-filtered stress. This term contains triple
products of sub-filtered velocity fluctuations, which could be challenging to develop mod-
els for. This term is sometimes expressed as a product of the filtered velocity and Reynolds
stress. It can be seen in Fig. 7 that Ruu ≈ 2Ru · u˜ yields overall good agreement. In
summary, Ruu is the only non-negligible sub-filtered stress appearing in Eq. (30), which
can be closed provided a model for Ru.
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Figure 6: Filter size dependent Knudsen number as a function of ϕp with δf = dp, ( ), δf = 2dp ( ),
δf = 4dp ( ), and δf = 8dp ( ). Reference lines are also shown for Knδ = 1 (· · · ) and the three
volume fractions under consideration ( ).
In Sec. 2.3.4, we showed that filtering the equation of state results in an additional
contribution by the PTKE when computing pressure. From Eq. (33), it can be seen
that the PTKE systematically acts to reduce the local pressure, which could result in
underpredictions of the local Mach number if not accounted for properly. This could be
especially important in regions of large volume fraction gradients that were demonstrated
to choke the flow and lead to supersonic expansion. To quantify this error, we compare
the pressure obtained using only filtered quantities (i.e., neglecting PTKE), as is typically
done in coarse-grained simulations of gas-solid flows, with the true filtered pressure that
contains this contribution. From Fig. 8, it can be seen that errors in the pressure field
are maximum near the downstream edge of the particle suspension where the gas phase
accelerates to supersonic speeds. As much as 25% discrepancy is observed in the pressure
field when neglecting PTKE with δf = dp. The maximum local error is not as significant
for δf = 4dp, but still results in approximately 15% relative error. Because Ma ∝
√
p,
the errors in Mach number are even more significant.
4. Coarse-grained modeling
In this section, we present a volume-filtered Eulerian–Lagrangian (VF-EL) approach
for simulating compressible particle-laden flows. First, a model is proposed for transport-
ing PTKE and reconstructing the pseudo-turbulent Reynolds stress tensor. Details on
the numerical discretization of the volume-filtered equations are then presented, followed
by verification and validation against existing data. For clarity of presentation, the (·)
and (˜·) notation will be dropped in the remainder of the paper.
4.1. Modeling PTKE and the pseudo-turbulent Reynolds stresses
The a posteriori analysis performed in Sec. 3 demonstrated the PKTE, k, in com-
pressible gas-solid flows. While algebraic models for this term have been proposed in the
past [33, 39], a key feature of pseudo-turbulence in the flows considered here is that it
gets advected with the mean flow downstream from the particles (see Fig. 5). Therefore,
models for k based on the local volume fraction will fail to accurately predict important
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(a) δf = dp (b) δf = 4dp
(c) δf = dp (d) δf = 4dp
(e) δf = dp (f ) δf = 4dp
Figure 7: Magnitude of the Favre averaged sub-filtered stresses appearing in Eq. (30) as a function of
filter size for (a) − (b) ϕp = 0.04, (c) − (d) ϕp = 0.21, and (e) − (f) ϕp = 0.44 when t = 2.334. 〈|pu˜|〉y
( ), 〈|RTu|〉y ( ), 〈|Rτu|〉y ( ), 1/2〈|Ruu|〉y ( ), and 〈|Ru · u˜|〉y ( ) normalized by ρ1u31. The
shaded region ( ) indicates particle location.
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(a) δf = dp
(b) δf = 4dp
Figure 8: Error in the pressure field as a consequence of excluding PTKE in Eq. 33 for ϕp = 0.21 when
t = 2.334. Averaged error ( ) and local error (color). The shaded region ( ) indicates particle location.
wake structures in regions void of particles. To this end, a transport equation for the
PTKE was derived in Sec. 2.3.5 using a consistent set of volume filtering operators.
Starting from Eq. (34), replacing Ruu = 2u ·Ru (as justified in Sec. 3.5), and rear-
ranging and consolidating terms yields
∂αρk
∂t
+∇ · (αρuk) + αRu : ∇u = (up − u) ·F − αρεPT , (36)
where the viscous and sub-filtered contributions have been absorbed into εPT , which
represents dissipation of PTKE. Note that the terms involving resolved pressure and
viscous stresses appearing on the second line of Eq. (34) contribute to the generation of
internal energy and thus are not included in Eq. (36).
Following what is typically done in turbulence modeling [64], the dissipation rate is
modeled as εPT ∝ k/τε, where τε is a dissipation time scale that requires modeling. A
common approach is to assume the sub-filtered velocity fluctuations are dissipated on a
time scale τ1 = L/
√
k, with L an integral length scale that is anticipated to be on the
order of dp. Another candidate time scale for multiphase flows is τ2 = L/|uf−up|. In the
present study, it was found that both definitions predict similar distributions of PTKE
but τ2 yields better magnitudes. However, the slip velocity is ill-defined in regions void
of particles. To this end, we propose to blend the two time scales according to
εPT = fα
Cfk
τ1
+ (1− fα)Cfk
τ2
, (37)
where Cf is a constant that requires closure and fα is a blending function. The function
fα takes the following form to ensure the time scale based on the slip velocity is only
19
         
used in the presence of particles
fα = tanh
(
50
max(αp)
αp
)
. (38)
Based on the work of Mehrabadi et al. [33], the pseudo-turbulent Reynolds stress
tensor is reconstructed from the PTKE according to
R′u = 2ρk
(
b+
1
3
I
)
, (39)
whereR′u is the Reynolds stress aligned with the local slip velocity and b is the anisotropic
stress tensor defined as
b = fα
b|| 0 00 b⊥ 0
0 0 b⊥
 . (40)
The component parallel to the slip velocity is given by
b|| =
a
1 + b exp(−cRep) exp
(
d αp
1 + e exp(−fRep)
)
, (41)
and b⊥ = −b||/2 is the perpendicular component such that tr(b) = 0. The pseudo-
turbulent Reynolds stress tensor must be rotated to align with the Cartesian coordinate
system. Details on the implementation of the rotation matrix can be found in [43]. For
homogeneous, statistically stationary, incompressible gas-solid flows, the model constants
are [33] a = 0.523, b = 0.305, c = 0.114, d = 3.511, e = 1.801, and f = 0.005. In
Eq. (41), Rep is the particle Reynolds number, which is first computed at the location
of each particle then projected to the Eulerian grid. The Reynolds number at the i-th
particle is defined as Re(i)p = αρ|u − v(i)p |dp/µ. Details on the projection method are
provided in Sec. 4.2.3.
It is important to note that the model for the anisotropic stress tensor was originally
developed for Eulerian–Eulerian methods. A correction needs to be applied to handle
anisotropy in regions void of particles where Rep is undefined. One choice is to set Rep = 0
away from particles. However, by inspection of Eq. (41), in the limit of zero Reynolds
number, the parallel component of the aligned tensor approaches b|| → a/ (1 + b). In this
work, the anisotropic stress tensor is multiplied by fα such that it smoothly approaches
zero away from particles. Thus when αp → 0, b = 0 and the pseudo-turbulent Reynolds
stress becomes isotropic.
In summary, a transport equation is introduced for the PTKE, and an algebraic
model is employed to reconstruct Ru. As a consequence, anisotropy is only predicted in
the vicinity of particles, though finite PTKE can exist away from particles. Drag acts
to produce PTKE in regions of finite slip velocity according to (up − u) · F , and εPT
dictates its magnitude. A key aspect of the proposed PTKE modeling approach is that
it is agnostic to the drag model employed. A natural choice is to use the drag correlation
proposed by Tenneti et al. [57] to close F , since it is based on the the same DNS data used
to develop the anisotropic stress model in [33]. However, the drag model of Tenneti et al.
[57] is only valid when Rep / 300. For the shock particle interactions considered here, Rep
is found to exceed 1000. In our previous work [49], we showed that the drag correlation
of Gidaspow [19] yields the best results during shock-particle interactions of moderately
dense systems due to the volume fraction and high Reynolds number corrections. While
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Conservation of mass
∂αρ
∂t
+∇ · (αρu) = 0
Conservation of momentum
∂αρu
∂t
+∇ · (α {ρu⊗ u+Ru}) = α∇ · (τ − pI) +F
Conservation of energy
∂αρE
∂t
+∇ · (αu {ρE + p}+ αu · {Ru − τ})
= −α∇ · q − (pI− τ ) : ∇ (αpup) + up ·F +Q
Pseudo-turbulent kinetic energy
∂αρk
∂t
+∇ · (αρuk) + αRu : ∇u = (up − u) ·F − αρεPT
Table 1: A summary of gas-phase volume filtered equations of motion.
new Mach number-dependent drag laws valid in high volume fraction regimes are needed,
the drag model proposed by Gidaspow [19] is adopted in the present study. Details on
the drag implementation will be provided in Sec. 4.2.2.
4.2. Discretization of the volume-filtered equations
4.2.1. Gas-phase description
The volume-filtered equations of motion summarized in Table 1 are discretized using
the same high-order, energy-stable methods presented in Sec. 3.2. To avoid spurious
oscillations near particles that may arise even when the flow field is at rest, the volume
fraction must be removed from the conserved variables prior to adding dissipation, i.e., the
SBP dissipation is based on high-order derivatives of ~Q/α. Here, ~Q = [αρ, αρu, αρE]T
is the vector of conserved gas-phase variables.
4.2.2. Particle-phase description
While the proposed volume-filtered equations can be implemented in an Eulerian–
Eulerian or Eulerian–Lagrangian framework, the present work considers the latter. Vol-
ume filtering the fluid stresses at the particle surface results in resolved and unresolved
contributions to the interphase exchange term [8]. With this, the velocity of the i-th
particle can be expressed as
mp
dv
(i)
p
dt
= Vp∇ · (−pI+ τ ) + f (i)drag, (42)
where mp = piρpd
3
p/6 is the particle mass and the unresolved portion, f
(i)
drag, is typically
modeled using a drag correlation. Other unresolved gas-particle interactions (e.g., Basset,
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lift, etc.) would appear here. In this work, f
(i)
drag is given by
f
(i)
drag
mp
=
3
4
ρ
ρp
CD
α|u− v(i)p |
dp
(
u− v(i)p
)
(43)
where CD the coefficient of drag. Here, the particle equations are non-dimensionalized
using the same reference quantities used in Eqs. (1)–(6).
The evolution of particle temperature is given by
mpCp,p
dT
(i)
p
dt
= Vp∇ · q + q(i)inter, (44)
where T
(i)
p is the temperature of the i-th particle and Cp,p is the ratio of particle-to-fluid
heat capacity. The sub-filtered heat flux, q
(i)
inter, is given by
q
(i)
inter
mp
=
Nu
3τpPr
(T − T (i)p ), (45)
where Nu is the Nusselt number modeled using the correlation of Gunn [20].
4.2.3. Consistent interphase exchange
In order to compute the interphase exchange terms appearing in the gas-phase equa-
tions (α, up, F , and Q) consistent with the volume filtered formulation, the particle data
is projected to the mesh using a filter kernel, G, of size δf . The interphase exchange terms
are given by
α = 1−
Np∑
i=1
G(|x− x(i)p |)Vp, (46)
F = −
Np∑
i=1
G(|x− x(i)p |)f (i)drag, (47)
up ·F = −
Np∑
i=1
G(|x− x(i)p |)v(i)p · f (i)drag, (48)
and
Q = −
Np∑
i=1
G(|x− x(i)p |) q(i)inter. (49)
The numerical implementation of Eqs. (46)–(49) requires special care. Maxey et al.
[32] proposed to distribute the interphase coupling terms within a narrow envelope cen-
tered on the particle position to provide a local spatial average (or filtering) of the particle
data on the mesh. However, a direct solution to this interphase coupling strategy is in
general computationally intensive as it requires each particle to loop through a large
number of neighboring grid points. More recently, Pepiot and Desjardins [44] proposed
to project the particle data to the mesh using a high-order quintic spline kernel with com-
pact support. To avoid excessive cost, the support of the kernel was set to the local grid
spacing. However, such an approach will fail to converge under mesh refinement since
the kernel support is proportional to the grid spacing. To address these shortcomings,
Capecelatro and Desjardins [8] proposed a two step filtering approach that decouples
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(a) Numerical solution of the gas-phase pressure
at steady state normalized by the ambient pres-
sure p∞ (#) with a prescribed volume fraction
(). Analytic solutions (—).
(b) L2 error of the pressure profile at steady state
during grid refinement using a filter size of δf =
0.1L (N), δf = 0.2L (), and a prescribed volume
fraction field (•).
Figure 9: Verification of a converging-diverging nozzle.
the mesh size from particle diameter ratio in an efficient manner. First, particle data is
sent to neighboring grid points via trilinear extrapolation. The solution is then diffused
such that the projection resembles a Gaussian with characteristic size of δf . To avoid
restrictive time step constraints in the diffusion process, the latter step is solved implicitly
via approximate factorization with a second order alternating direction implicit (ADI)
scheme.
4.3. Verification – a converging-diverging nozzle
Verification of the VF-EL framework is conducted in the context of a one-dimensional
converging-diverging nozzle. In this example, the area change is a consequence of the
local change in volume fraction. Particles are placed within a length L with varying
spacing such that the area change due to the corresponding volume fraction distribution
is approximately Gaussian. The volume fraction distribution is centered in a domain
of size Lx = 5.12L. The gas-phase density, velocity, and pressure are initialized with
post-shock conditions for a shock Mach number of Mas = 1.66, given by (ρ, u, p) =
(2.131, 0.881, 2.177). An analytic solution for the resulting pressure profile can be found
in Liepmann and Roshko [27].
Two methods are employed to define the volume fraction field. First, the volume frac-
tion is prescribed analytically as a smoothly varying Gaussian function with a standard
deviation of L/4 and maximum value of 0.08. (see Fig. 9(a)). These parameters were
chosen such that the minimum nozzle area is below the critical area for a choked flow. In
the second approach, Lagrangian particles are used to generate the volume fraction field
according to Eq. (46) to test the convergence of the two-way coupling scheme. In this
approach, particles with diameters dp = 1.0 × 10−3L are spaced such that the volume
fraction distribution resembles the Gaussian distribution employed in the first approach.
Two interphase filter sizes are considered for this example, δf = 0.1L and δf = 0.2L.
A grid refinement study is performed by varying the grid spacing 0.3 ≤ ∆x/dp ≤ 40
and the simulations are run until they reach steady state. As shown in Fig. 9(b), conver-
gence of the steady-state pressure field towards the analytic solution is achieved in both
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Figure 10: Power-law fit of the coefficient appearing in the dissipation model (37) to the two-dimensional
simulations. Values extracted from DNS (•) and Cf = 52ϕ1.5p ( ).
approaches. When the volume fraction is prescribed, the L2 error norm converges with
5-th order accuracy, consistent with the SBP-SAT discretization described in Sec. 3.2.
Although lower convergence is observed when the volume fraction is generated from the
two-way coupling scheme, the two-step filter ensures the solution converges to the ana-
lytic result even when ∆x < dp. The reduction in convergence when Lagrangian particles
are considered is a consequence of the ADI scheme used in the implicit filtering operation.
The convergence rate also depends on the smoothness of the volume fraction field, as seen
when the value of δf is varied. Employing higher-order filters or mollification kernels can
be used to improve the convergence rate, albeit at a higher cost.
4.4. Modeling PTKE in a two-dimensional shock-particle configuration
In this section, VF-EL simulations are compared against the two-dimensional particle-
resolved simulations reported in Sec. 3. A shock with a Mach number Mas = 1.66 interacts
with stationary particles using the same particle distribution employed in the DNS. The
ratio of particle-to-fluid heat capacity is Cp,p = 0.8375, corresponding to soda-lime parti-
cles in air. The integral length scale appearing in the dissipation model (37) is taken to
be L = dp. A domain is discretized using a uniform grid of size 263× 36–approximately
20 times smaller in each direction compared to the DNS–such that there are approx-
imately two points across the diameter of each Lagrangian particle. The filter size is
taken to be δf = 4dp, however, the results reported here remain relatively unchanged
for 2 ≤ δf/dp ≤ 8. Finally, we note that the coefficients used in the anisotropy model
(39)–(41) were derived for three-dimensional flows. Using this model in two dimensions
yields negative normal components of the Reynolds stress tensor. Thus, in this section,
Ru is taken to be isotropic. The efficacy of the anisotropic model will be assessed in the
following section.
A key parameter appearing in the coupled set of volume filtered equations (sum-
marized in Table 1) is Cf from the PTKE dissipation model (37). It was found that
Cf = 0.25, 5.0, and 15.0 yields the best agreement in PTKE for ϕp = 0.04, 0.21, and
0.44, respectively. This dependence on volume fraction is expected, since wakes interact
more strongly with each other and the particles as ϕp increases. Based on these results,
24
         
Mas Shock Mach number 1.22 1.66 3.00
ρ1 Post-shock density 1.376 2.131 3.857
p1 Post-shock pressure 1.121 2.177 7.381
u1 Post-shock velocity 0.334 0.881 2.222
ϕp Mean volume fraction 0.10 0.19
Np Number of particles 200 400
DNS [35] VF-EL
Grid Resolution ∼ 16− 18× 106 131× 10× 10
tetrahedral cells
Table 2: Parameters used in the three-dimensional shock-particle simulations. All simulations are per-
formed with pre-shock conditions of ρ2 = 1, p2 = 0.714, and u2 = 0. VF-EL is performed with δf = 4dp
and ∆x = dp. Further details on the DNS can be found in Mehta et al. [35, 36, 37, 38].
a power-law fit was obtained for Cf (see Fig. 10) according to
Cf ≈ 52ϕ1.5p . (50)
This dependency will change in three dimensions, and also depend on the shock Mach
number and drag model employed (see Sec. 4.5). We note that coarser grid resolutions
and larger filter sizes were found to have negligible effects on the values of Cf .
Overall good agreement can be observed in the prediction of PTKE between the
model and DNS (see Fig. 11). For a fixed value of Cf , VF-EL captures the magnitude
and distribution of PTKE over the time horizon considered. It should be noted that the
bi-modal behavior observed in the DNS at early times is a result of the transmitted and
reflected shocks. Because this sub-filtered contribution is purely hydrodynamics, i.e., it
would appear even in the absence of particles, it should not be expected to be captured
by the PTKE model. It is notable that the model is capable of predicting PTKE within
the particle curtain as well as downstream in regions void of particles.
A comparison between the spatial distribution of PTKE is shown in Fig. 12 corre-
sponding to the conditions reported in Fig. 11(e). Despite a factor of approximately 400
reduction in grid resolution, VF-EL captures the main features of the spatial distribu-
tion exceptionally well. Any discrepancy seen between DNS data and VF-EL can be
attributed to the unresolved contributions of sub-filtered terms, which were lumped into
εPT , and by neglecting anisotropy.
As mentioned in Sec 3.5, neglecting the effect of PTKE will systematically act to over-
predict the local pressure and as a consequence may result in errors in the local Mach
number. As shown in Fig. 13, the instantaneous fields reveal under-predictions in Mach
number when VF-EL is performed without the PTKE model. The maximum local Mach
number is located near the downstream edge of the particles with a value of approximately
Ma = 0.63 when PTKE is accounted for and Ma = 0.61 when PTKE is neglected. While
the magnitudes are relatively close, the distribution of Mach number differs, namely at
the downstream edge of the particles where choking followed by supersonic expansion
was observed in the DNS.
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(a) ϕp = 0.04, t = 0.334 (b) ϕp = 0.04, t = 1.334 (c) ϕp = 0.04, t = 2.334
(d) ϕp = 0.21, t = 0.334 (e) ϕp = 0.21, t = 1.334 (f ) ϕp = 0.21, t = 2.334
(g) ϕp = 0.44, t = 0.334 (h) ϕp = 0.44, t = 1.334 (i) ϕp = 0.44, t = 2.334
Figure 11: Comparison of PTKE from filtered DNS ( ) and VF-EL ( ) with δf = 4dp. Coefficients
of Cf = 0.25, 5.0, and 15.0 were used for ϕp = 0.04, 0.21, and 0.44, respectively. The shaded region
( ) indicates particle location.
(a) Filtered DNS (b) VF-EL
Figure 12: Instantaneous snapshot of PTKE from the two-dimensional VF-EL with ϕp = 0.21 at t =
1.334.
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(a) VF-EL without PTKE (b) VF-EL with PTKE
Figure 13: Instantaneous snapshot of local Mach number from the two-dimensional VF-EL with ϕp = 0.21
at t = 1.334.
4.5. Modeling PTKE in a three-dimensional shock-particle configuration
In this section, the results obtained from VF-EL are compared against the three-
dimensional particle-resolved simulations of Mehta et al. [35]. Simulations are performed
for three shock Mach numbers: Mas = 1.22, 1.66, and 3.00, and two mean particle volume
fractions: ϕp = 0.10 and 0.19. Particles of size d
?
p = 100 µm are randomly distributed over
a length of L∗ = 1.7 mm in a shock tube with a cross section of L?y×L?z = 0.8 mm×0.8 mm.
Particles are taken to be stationary with the same material properties described in the
previous section. A uniform grid is employed in VF-EL such that ∆x = dp with δf = 4dp.
The integral length scale appearing in the dissipation model (37) is taken to be L = dp.
A summary of the simulation parameters can be found in Table 2. It should be noted
that the plots are normalized by post-shock conditions, which vary for different shock
Mach numbers. Due to the availability of DNS data, comparisons are only performed at
early times prior the transmitted shock passing through the particle suspension.
In order to accurately predict the distribution of pseudo-turbulent Reynolds stresses,
appropriate values of Cf must be chosen. The values of Cf are determined by finding the
best fit for ρk = tr(Ru)/2 (see Fig. 14). Even with O(103) reduction in resolution com-
pared to the DNS, the PTKE predicted by VF-EL exhibits overall excellent agreement
with the DNS for the range of shock Mach numbers and volume fractions under consid-
eration. Perhaps surprisingly, the largest discrepancies are observed in the lowest Mach
number case. In addition, the algebraic model used to reconstruct the separate compo-
nents of the pseudo-turbulent Reynolds stress is able to predict the level of anisotropy
reasonably well, despite it being developed for incompressible flows (see Fig. 15). In
general, the Reynolds stresses increase with increasing volume fraction and shock Mach
number.
As was seen in the two-dimensional simulations, Cf increases with increasing volume
fraction. The magnitude of the Reynolds stresses were found to be smaller in three
dimensions, consistent with previous work [35], and consequently the magnitude of Cf is
larger. Here, it was found that Cf increases with decreasing shock Mach number according
to Cf = 150Ma
−10
s + 83ϕp − 2. (see Fig. 16). This could indicate that contributions that
are lumped into the dissipation model are more significant at lower shock Mach numbers
relative to the drag production term.
As noted earlier, the drag correlation of Gidaspow [19] was used due to its applicability
at high Reynolds numbers and volume fractions. The effect of different drag correlations
on the pseudo-Reynolds stresses are reported in Appendix C. It is found that the
modeling coefficient, Cf , changes with drag law; however, the distribution of Reynolds
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(a) ϕp = 0.10, Mas = 1.22 (b) ϕp = 0.10, Mas = 1.66 (c) ϕp = 0.10, Mas = 3.00
(d) ϕp = 0.19, Mas = 1.22 (e) ϕp = 0.19, Mas = 1.66 (f ) ϕp = 0.19, Mas = 3.00
Figure 14: Averaged ρk = tr(Ru)/2 obtained from DNS [35] ( ) and VF-EL ( ) as a function of
Mach number and volume fraction. Mas = 1.22 evaluated at t = 0.818, Mas = 1.66 at t = 0.620, and
Mas = 3.00 at t = 0.237. The shaded region ( ) indicates particle location.
(a) ϕp = 0.10, Mas = 1.22 (b) ϕp = 0.10, Mas = 1.66 (c) ϕp = 0.10, Mas = 3.00
(d) ϕp = 0.19, Mas = 1.22 (e) ϕp = 0.19, Mas = 1.66 (f ) ϕp = 0.19, Mas = 3.00
Figure 15: Components of the pseudo-turbulent Reynolds stress obtained from DNS [35] (symbols) and
VF-EL (lines) as a function of Mach number and volume fraction. Mas = 1.22 evaluated at t = 0.818,
Mas = 1.66 at t = 0.620, and Mas = 3.00 at t = 0.237. DNS Ru(1, 1) ( ), DNS (Ru(2, 2) +Ru(3, 3))/2
( ), VF-EL Ru(1, 1) ( ), and VF-EL (Ru(2, 2) +Ru(3, 3))/2 ( ). The shaded region ( ) indicates
particle location.
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Figure 16: Coefficient appearing in the dissipation model (37) for three-dimensional simulations. Values
extracted from ϕp = 0.10 () and ϕp = 0.20 ( ). Power-law fits for ϕp = 0.10 ( ) and ϕp = 0.19
( ) given by Cf = 150Ma
−10
s + 83ϕp − 2.
stresses remain unchanged. Further analysis is required to model Cf over a wider range of
conditions. For example, based on the work of Osnes et al. [39], Cf will also likely depend
on dp. In conclusion, given an adequate model for Cf , the transport equation proposed
here is capable of accurately predicting the distribution of PTKE (irrespective of the
drag law employed). In the present work, Cf was fit to particle-resolved simulations
of stationary particles, and is thus limited to applications of fixed particles under the
volume fractions and Mach numbers considered here. Future work is needed to extend
this approach to include a physics-based model for dissipation.
5. Conclusions
In this work, we extend the volume-filtered formulation of Anderson and Jackson
[1] to compressible two-phase flows. It was demonstrated that the energy equation re-
quires special consideration. In particular, it is shown that alternative approaches can
be taken during the derivation, resulting in different closure problems. A key outcome of
the volume-filtered formulation is the appearance of the pseudo-turbulent kinetic energy
(PTKE) in the state equation for pressure. It was shown that PTKE acts to systemati-
cally reduce the gas-phase pressure, and consequently increase the local Mach number.
Particle-resolved simulations of shock-particle interactions were performed to quantify
the relative importance of unclosed terms via an a posteriori filtering approach consis-
tent with the volume-filtered formulation. The relative importance of the unclosed terms
appearing in the equations were shown to depend on the discretization employed, quanti-
fied by varying the filter size, δf . For sufficiently large filter sizes, (δf > 4dp), the majority
of velocity fluctuations reside at the sub-filter scale. In general, PTKE was seen to de-
pends on both δf and volume fraction. It was demonstrated that the PTKE dependence
can be collapsed to a Knudsen number based on the mean inter-particle spacing.
A transport equation for the PTKE was then derived, which contains a production
term proportional to the local drag force and slip velocity magnitude, and a dissipation
rate that requires closure. Dissipation was modeled using an integral length scale propor-
tional to the particle diameter in addition to a velocity scale that depends on the local slip
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velocity when particles are present and the square of PTKE in regions void of particles.
An algebraic model was employed to reconstruct the components of the pseudo-turbulent
Reynolds stress.
The volume-filtered equations of motion were implemented within a high-order Eulerian–
Lagrangian framework that admits convergence under grid refinement. A constant ap-
pearing in the dissipation rate was fit over a range of volume fractions and Mach num-
bers in both two-dimensional and three-dimensional shock-particle configurations. The
Eulerian–Lagrangian approach was shown to be capable of predicting the distribution of
pseudo-turbulent Reynolds stresses with the correct level of anisotropy.
In summary, the present study provides a framework to develop new models, beyond
traditional ensemble averaging. While the present work focused on stationary particles,
new models are needed to incorporate the effect of PTKE on particle dispersion. With
the increasing availability of particle-resolved simulation data coming online (e.g., [35,
39, 61]), further improvements to the model can be made.
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Appendix A. Methodology for a posteriori filtering
The method presented here is used for a posteriori filtering of DNS data in Sec. 3.
An arbitrary quantity A computed using DNS on a mesh with resolution ∆x  dp is
separated into spatially filtered and residual contributions A = A+ A′ according to
αA = (IA) ? G, (A.1)
where I is an indicator function that is 0 inside a particle and 1 in the fluid and G is a
filter kernel. A direct solution to (A.1) is computationally expensive, and in general not
tractable when working on large-scale DNS data. Consequently, the convolution integral
is recast in Fourier space as
α̂A = ÎwA · Ĝ, (A.2)
where (̂·) indicates a quantity subject to a Fourier transform. Because the simulations
performed in this study are not periodic in the x-direction, a windowing function, w, is
applied to the quantity of interest prior to filtering. In this work, a Tukey window [62] is
employed, defined as
w(i) =

1
2
[
1 + cos
(
2pii
r(Nx−1) − pi
)]
0 ≤ i < r(Nx−1)
2
1 r(Nx−1)
2
≤ i < (Nx − 1)
(
1− r
2
)
1
2
[
1 + cos
(
2pii
r(Nx−1) − 2pir + pi
)]
(Nx − 1)
(
1− r
2
)
< i ≤ (Nx − 1)
, (A.3)
where r = 0.05 is the cosine tapering parameter, i is the grid point it is being applied
to, and Nx is the total number of grid points in the x-direction. The cosine tapering
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Figure B.17: Ensemble averaged PTKE obtained from DNS ( ) and recovered from deconvolution
with δf = dp ( ), δf = 2dp ( ), δf = 4dp ( ), and δf = 8dp ( ). Quantities are calculated for
ϕp = 0.21 when t = 2.334. The shaded region ( ) indicates particle location.
parameter is selected such that that the windowing function does not interfere with the
flow field, such as the transmitted and reflected shocks as well as the wake downstream
of the particles.
Appendix B. Term reconstruction through approximate deconvolution
In this appendix we assess the accuracy of reconstructing the sub-filtered terms via
a deconvolution procedure. While direct deconvolution is not possible due to the sparse
nature of the filtering kernel, a common alternative is to use the approximate deconvo-
lution method (ADM) [40, 46, 47, 50, 67]. This can be accomplished by convolving the
approximate inverse of the filtering kernel
Gˆ−1 ≈
N∑
ν=0
(1− Gˆ)ν (B.1)
with filtered quantities in Fourier space and then performing an inverse Fourier transform
to get an approximation of the flow fields prior to filtering. Here, N is the desired
truncation of the series expansion, set to N = 100 for this work, and (ˆ·) denotes that the
quantity is in Fourier space.
Reconstruction of ensemble averaged PTKE through deconvolution is shown in Fig. B.17.
For a filter size of δf = dp, the deconvolution provides a good approximation of PTKE
compared to ensemble averaging the DNS data. As the filter size increases, the PTKE
calculated from deconvolution continues to decrease. As shown in Fig. 5, the unresolved
PTKE should either increase or asymptote to some maximum unresolved quantity. While
using ADM to approximate the unresolved quantities, it becomes more difficult to recover
fluctuations for larger filter sizes and therefore unresolved stresses will be under predicted
around the particle phase. While this method is limited to recovering stresses for smaller
filter widths, it still has its utility. Other possible uses include the approximation of the
unfiltered velocity to improve drag estimations and partial recovery of microscale flow
fields during post-processing.
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(a) Gidaspow [19], Cf = 7 (b) Schiller-Naumann [12], Cf = 3
(c) Loth [30], Cf = 5 (d) Henderson [22], Cf = 5
Figure C.18: Effect of drag law on the components of the pseudo-turbulent Reynolds stress for ϕp = 0.1
and Mas = 1.66 at t = 0.62. Same line types as in Fig. 15.
Appendix C. Drag dependence on PTKE
The PTKE model proposed in Sec. 4.1 is expressed for an arbitrary drag law. In this
section, we extend the three-dimensional shock-particle analysis presented in Sec. 4.5 to
evaluate the effect of drag laws on PTKE. Three additional drag laws are considered, each
of which are valid under different flow conditions. We consider the Schiller-Naumann drag
correlation [12] that depends on Reynolds number, the correlations proposed by Loth [30]
and Henderson [22] that take into account Mach number effects, in addition to the drag
correlation of Gidaspow [19] used throughout the present study that accounts for volume
fraction effects and high Reynolds numbers.
As shown in Fig. C.18, the parameter Cf appearing in the dissipation rate are smaller
for Schiller-Naumann, Loth, and Henderson compared to Gidaspow. This indicates that
the relative drag production is lower under the same conditions. In this case, the lower
drag will result in noticeably faster transmitted shocks and slower reflected shocks com-
pared to the DNS. Regardless of the different behaviors in drag, the distributions of
pseudo-turbulent Reynolds stresses are remarkably similar. The results suggest that sim-
ilar trends in PTKE can be achieved for any of the drag laws used here, provided a
reasonable value of Cf .
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