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A platform for scientific data sharing








In this paper, we use the semantic web technology, notably
RDF, SPARQL and Linked Open Data in the context of scien-
tific data sharing. More precisely, we present the LinkedWiki
platform that is being developed at the Center for Data Sci-
ence of Paris-Saclay University for scientific data integration.
The goal is to facilitate the discovery and exploitation of sci-
entists’ datasets by their colleagues. For this, we notably rely
on the use by scientists of Wikipedia for specifying the seman-
tics of datasets, and the use of Wikidata (the Wikipedia’s
knowledge base) identifiers for annotating these datasets and
thereby facilitating their discovery.
RESUME
Dans cet article, nous utilisons la technologie du web sé-
mantique, notamment RDF, SPARQL et Linked Open Data
dans le cadre du partage de données scientifiques. Plus pré-
cisément, nous présentons la plate-forme LinkedWiki qui est
développée au Center for Data Science de l’Université Paris-
Saclay pour l’intégration de données scientifiques. L’objectif
est de faciliter la découverte et l’exploitation de bases de don-
nées scientifiques par leurs collègues. Pour cela, nous nous
appuyons notamment sur l’utilisation par les scientifiques
de Wikipedia pour spécifier la sémantique des corpus de
données et l’utilisation des identifiants Wikidata (la base de
connaissance de Wikipedia) pour annoter ces ensembles de
données et en faciliter ainsi la découverte.
Categories and Subject Descriptors
H.3.5 [Information storage and retrieval]: Online Infor-
mation Services—Data sharing
; H.3.2 [Information storage and retrieval]: Informa-
tion Storage—Record classification
; H.2.8 [Database management]: Database Applica-
tions—Scientific databases
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1. INTRODUCTION
The semantic Web comes with the promise to facilitate data
sharing and reusing by scientists In this paper, we present a
platform that takes advantage of knowledge management to
ease the sharing of data by scientists and the linkage of data
for facilitating the reconciliation between different ontologies.
With the LinkedWiki Platform1, the scientist who pub-
lishes a data set specifies essential metadata. A key aspect
is perennial URIs that are attached to concepts, and more
precisely to concepts that are well-accepted on the Web.
LinkedWiki uses the Linked Data technology to relate data
sets to Web concepts, and the Wikidata ontology to capture
concepts.
The paper is organized as follows. Section 2 discusses the
context, in particular how scientific data workflows are used
in scientific labs (simply called labs further) and problems
that are encountered. Section 3 summarizes the current
platforms that help scientists identify and locate online data
repositories. Section 4 describes the main aspects of the
LinkedWiki Platform. Section 5 describes the platform we
have implemented. Finally, Section 6 is a conclusion.
2. THE CONTEXT
In this section, we first describe new operational issues
that question reproducibility in the context of increasing
data volume and quality requirements. Then we briefly
discuss related basic technologies that can help meet these
new challenges2 .
2.1 New challenges with scentific data
With respect to data management, not all scientists are
born equal. Large international collaborations organized
around heavy instruments, e.g., High Energy Physics or
1An exemple is being deployed in the Center for Data
Science (CDS) of Paris-Saclay University at https://io.
datascience-paris-saclay.fr
2Due to space limitations, the bibliographic references to
the well-known standards, products and platforms are not
provided
Astrophysics, collectively define and enforce comprehensive
data management and analysis processes, and devote consid-
erable manpower to implement them with state of the art
technology. But the rest of experimental science struggles
with a permanent dilemma, how to make the data usable
at minimal cost when data producers and data scientists
are organizationally fragmented. New challenges derive from
a common factor: the massive increase in data production
capacity by the varied experimental devices, with impact
on the perennial issue of data sharing, on the traditional
practices for scientific credit, and on the modern, ontology
based methods for the definition of knowledge.
We next consider three major issues encountered by scien-
tists with respect to the management of data.
Data sharing and interoperability. The first problem is
the difficulty to share data among scientists. The synergy in
sciences requires a steady flow of communication between sci-
entists [4]. In particular, it requires being able to reproduce
results by following the same protocol in order to validate
some new knowledge. But the exponential curve of digital
technologies profoundly alters the data production capabili-
ties of run-of-the-mill laboratories. The amount of data that
can be produced is potentially enormous, possibly concerning
thousands of variables. Such volumes add a further incentive
to data sharing, beyond scientific goals: splitting the data
processing costs (human, machines and software) between
different labs. So data sharing has become essential.
However, important informations are in fact not sufficiently
accessible.Because of the quantity of data, sharing has to rely
on computers. Unfortunately, this may become impossible
or to the least very complicated because of interoperability
issues between the software of the different labs. The exper-
imental instruments are often associated with proprietary
commercial software, or poorly documented home-made soft-
ware tools that export data in their own format.
The related focus for the LinkedWiki Platform is to build
data sharing best practices on top of structurally non inter-
operable proprietary software.
Lab notes and scientific credit. A second problem appears
very rapidly in the data production process when data are
shared, the problem of scientific credit. The process of
knowledge creation is accompanied and interwined with that
of credit awarding, typically achieved via publications and
patents. Scientists may be willing to share the raw data they
produce, under various modes (embargo, limited access...),
but they want to keep the benefit of their production effort
as a competitive advantage for scientific discovery.
In the context of scientific credit, a tool is of particular
importance, namely, the lab-notebook that records the history
of findings. They can serve as a proof of discovery in case
of controversy on anteriority. In this notebook, the scientist
describes in details his/her research with, in particular, a
total protection of the “intellectual (meta)data” about the
data they produce. Integrating the lab-notebook with the
data production process is critical for interoperability. With-
out such an integration, the scientists have to describe what
they do in a paper notebook for the protection of intellectual
property and in a computer system for describing the data
production protocol, including experimental setup as well as
further post processing. Besides the waste of precious time,
this also result in inconsistencies, and is the cause of incom-
pleteness of the paper, the computer version, or both. This
jeopardize experimental reproducibility even with complete
sharing of raw data and artefacts.
The integration of lab notes (including paper lab notes)
in the production of scientific results is thus crucial for re-
producibility. The LinkedWiki Platform helps the labs share
safely their private lab notes as well as the corresponding
data.
Discovery of data sets. The third and last issue is the dis-
covery of datasets available to the community. The scientist
and various software the scientist uses should both be able to
discover relevant datasets. For this, we need to use standards
for ontologies, and for ontology alignment.
This will be a main focus of the LinkedWiki platform that
will rely on the use of modern standards in Web knowledge
management.
2.2 Standards for data formats and knowledge
The variety of data formats reflects the history of scientific
data. The obvious solution is standards, that we briefly
describe in relation with description, search, and conceptual
organization.
Description. The International Organization for Standard-
ization, is working on developing standards for sharing work-
flow data (experimental and others) at a generic level. This
organization has produced a first standard of particular im-
portance, namely, DOI (Digital Object Identifier). As the
name tells, DOI allows uniquely identifying objects. A DOI
is associated to some metadata including a location, such
as URL, where the object can be found. Currently, DOI
are often used for sharing compressed files consisting of a
publication together with a few artifacts.
The World Wide Web Consortium (W3C), a standardiza-
tion organization, is proposing Linked Data, for publishing
Web metadata. The LinkedWiki Platform relies heavily
on this standard. Linked Data is based on the following
concepts:
1. Conceptual things are unambiguously denoted by uni-
versal resource identifiers (URI).
2. URIs that are identifiable on the Web (starting with
HTTP) denote objects that can be referred to and
looked up (“dereferenced”) by people and user agents.
3. When a URI is looked up, its “semantics” includes
links to other related things (using their URIs). That
semantics is represented in a standard format, namely
Resource Description Framework (RDF).
The use of RDF enables that of the SPARQL query lan-
guage. Furthermore, a new recommendation by the W3C,
namely the Linked Data Platform describes a platform for
sharing files including data with metadata with Linked data
formats.
Search and discovery. DOI provides a mechanism for shar-
ing generic objects and Linked Data exposes metadata, but
they do not directly address search and discovery. Google
provides Sitemaps and Schema.org technologies for index-
ing data via portals (e.g., publications in scientific journal).
This is rather limited, and it is rather hard to discover sci-
entist workflow data of interest on the web only. Another
means of discovering workflow data is via portals such as
Datahub.io.With such portals, scientists can publish their
open datasets and search for datasets in their domain. How-
ever, these portals are for open data only. In the context
of a university or a lab that produce workflow data with
restricted access, search for the discovery of workflow data
of interest is typically not yet supported.
Ontologies. The LinkedWiki platform uses first the DCAT
ontology (Data Catalog Vocabulary). As the European Union
selected DCAT for its Open Data platform [10], it presents
some guarantees of sustainability and can be expected to
achieve a wide coverage. However, DCAT offers a minimal
level of description, based on keywords only. Each dataset
is also described using the RDF-based SPARQL 1.1 Service
Description. This allows describing the means to access data
using particular services. The service also refers to specific
RDF ontologies that actually describe the data. For example,
to publish multi-dimensional statistical data, the scientists
may use the RDF Data Cube Vocabulary.
3. STATE OF THE ART
In this section, we mention other platforms that help
scientists identify and locate online data repositories.
Catalogues. Many manually maintained catalogues are avail-
able on the Web that list repositories of scientific data, for
instance the Open Access Directory [11] or the Awesome
Public Datasets [14].
Some catalogues have the ambition to gather or automat-
ically harvest large numbers of datasets. They typically
provide search engines. One can cite for instance Re3data,
DataCite, OpenDOAR and Openarchives. The standards
facilitates the generation of these catalogues.
Open data platforms.
Generic platforms can also be used to manage data. There
are principally five open-source data management platforms
with instances running at research and government institu-
tions, namely CKAN, DSpace, Figshare and Zenodo [2].
DSpace, Figshare and Zenodo have the principal aim to
preserve and share the research outputs. With their search
engines, it is possible to do a research in function of output’s
type like the type “dataset” but generally, the scientists use
the to share their documents: publications, thesis, etc.
On the other side, CKAN has clearly the vocation to
share all kinds of data, i.e. all origins [5]. It has the widest
community of developers, thus offers more tools for managing
data than other platforms and is exploited in institutional
platforms e.g. Datahub.io or Data.bris. CKAN rely on
the DCAT ontology and their metadata is exported in RDF
format. However, the Web sites with CKAN’s instances rarely
deployed SPARQL endpoints. The use of their metadata by
other platforms is therefore limited.
More importantly, it has been argued [2] that these plat-
forms do not sufficiently cover the entire scientific workflow.
ODIPP and global approaches.
The DCAT ontology has been proposed by the European
Commission for building the Open Data Interoperability
Platform & Protocol [9, 10, 6]. The aim is to provide a homo-
geneised access to metadata descriptions of open datasets via
a single point of access. For doing that, the European Com-
mission encourages the publication of dataset’s metadata
as Linked Open Data via CKAN or other platform. Then,
the ODIPP plateform can copy all these metadata and so
provide a single access point via SPARQL.
Overall, the technologies exist for the management of
scientific data and metadata. However, the present solutions
are not fully satisfactory, and, in particular, are not well-
adapted to the scientific workflows. The LinkedWiki platform
is a contribution to the search for fully flexible solutions.
4. THE APPROACH
Attaching metadata to data sets. The platform encour-
ages the publication of metadata about the scientific datasets.
For each dataset, it is required to provide: the level of privacy
(private, university open or open), the title of the dataset, a
short textual description, a contact mail, links to the relevant
branches of sciences, and links to concepts describing the
dataset. All these are mandatory. A URL of a file or an API
(with MIME type) may be provided. It is optional because
one may want to reference some data before making them
available on the Web.
The research information includes protocol, experimen-
tal, and artefact data, as well as corresponding documents
(publications, courses, etc.). All these information together
constitute a graph of information that is essential for the
scientists. The links in this graph are described primarily
in the protocol data. In general, these links are most useful
to discover and reuse the data sets. Thus, the LinkedWiki
platform helps the user build this graph in RDF, and then
stores it. This graph forms an important part of the RDF
metadata of the dataset. The RDF metadata (RDF graphs)
are accessible (and can be queried) via a SPARQL endpoint.
The Linked Data approach allows attaching new metadata
to some particular datasets without actually modifying or
disclosing the original datasets. This is important (i) because
one can enrich the dataset even without “owning” it, and (ii)
even without altering it.
Giving a perennial URI to each dataset. To combine
maximum flexibility with traceability, we associate a peren-
nial URI to each dataset with the minimum of metadata that
describe that dataset as well as its host and how it is hosted.
So the scientists can freely choose how their data is hosted
(even on Dropbox) but the platform can automatically report
on its availability.
Selecting datasets with Wikipedia. One we have associ-
ated a perennial URI and metadata to a dataset, the next
issue is facilitate the discovery of this URI. For this, the
LinkedWiki Platform relies primarily on Wikipedia.
The publication of a dataset is typically too complex for
the vast majority of scientists, who don’t know the standards
for publishing metadata and don’t master the ontologies
needed to qualify datasets. The LinkedWiki Platform offers
a practical solution to publish data with the minimal ontolog-
ical know-how, that is sufficient to facilitate their discovery
by other scientists.
To see how, let us go the final goal (making data easily
Figure 1: Form for attaching new metadata.
discovered) and observe how scientists search for datasets. Be-
cause of popularity ranking in web search engines, Wikipedia
pages are very frequently in the top results even for very
precise query terms and very specialized scientific topics [8].
It turns out that this Wikipedia page is often a reasonable
description of the datasets they a scientist is looking for. If
not, which is typically because the query terms were not
accurate enough, the scientist is encouraged to rephrase the
query until satisfied with the Wikipedia page.
So let us assume a scientist found the page of Wikipedia
that corresponds best to the datasets of interest. We would
like to minimize the time it then takes to actually find
these datasets. With the LinkedWiki platform, they are
immediately available. To the platform users, the available
datasets are presented directly on the corresponding page
in Wikipedia, thanks to a Wikipedia plugin we developed
that customizes the appearance of Wikipedia articles. The
links to relevant datasets is provided by a SPARQL query
over the platform knowledge base. This approach allows easy
discovery by scientists of datasets they ignore, while staying
very close to their usual behaviors.
For this Wikipedia-based search for dataset to work, we
have to ask the scientists to first relate their datasets to
one or more Wikipedia pages. Wikipedia is available in 288
languages. For a majority of search engines in all languages,
and most standard query terms, the corresponding scientific
topics have a principal page on the Web and that page is a
Wikipedia article. So by attaching a Wikipedia page to a
dataset, the scientist attaches a unique concept, beyond any
specific language. These are unique perennial URI within the
project Wikidata (the knowledge base of Wikipedia). Thus,
most standard research concepts now have a unique URI in
Wikidata. This is an alternative to publishing the dataset on
a platform with several specific classification systems such
as JEL-Code [3] and ACM [1]. The classification system we
use in LinkedWiki is much more general because it is built
on Wikidata.
5. IMPLEMENTATION
This section describes the main software components we
developed.
5.1 The publication APIs
Beyond a visual presentation of the metadata, the Linked-
Wiki platform offers a a SPARQL endpoint for directly query-
ing them. Figure 1 illustrates the interface to input new
metadata for a dataset. This published metadata can be
easily reused thanks to the SPARQL endpoint, for instance
by its use in Wikipedia discussed in Section 5.2.
As already mentioned we use the DCAT ontology. We
extended DCAT with two new properties, item and theme.
The item value is the URI of a Wikidata entity. It plays the
same role as the keyword property in DCAT. The Wikipedia
entity is simply more precise. We kept keyword for interop-
erability. The theme value is again the URI of a Wikidata
entity that corresponds to a context of use. For example, a
dataset about the Herschel Space Observatory satellite will
have for theme the Wikidata entity for infrared astronomy.
In summary, the items describe the “What?” and the themes
describe the “What for?”.
Considering the data formats and endpoints (termed forms
in DCAT), LinkedWiki supports simple ones to make datasets
available from different points of views.
To select scientific topics, it is not possible to use the
standard API of Wikidata because a topic the user is looking
for may be absent from Wikidata. LinkedWiki thus proposes
its own Topic selection API. With it, a user can first select
a topic that is already in Wikidata. However, a user who
wants to select a topic that does not yet exist is offered the
means to create a new page in Wikipedia and to enter the
new concept in Wikidata. The concept then becomes visible
in the API for selecting topics.
From an implementation viewpoint, the metadata are
stored in an SQL database. An RDF materialized view
and its SPARQL endpoint are supported. Presently, only
RDF metadata for the open access level is exported. We
intend to install a Virtuoso [12] database that will allow pro-
viding an entry point for the entire RDF graph with proper
access control.
5.2 Direct access to datasets via Wikipedia
The direct access to datasets described in section 4 is im-
plemented by some Javascript code that modifies the display
of the Wikipedia page for those who installed the plug-in.
The plug-in is easy to install and usable on all Wikimedia
Foundation projects (Wikipedia in all languages, Wiktionary,
etc.). We used standard Wikipedia technologies [13]. The
code does the following: (i) find the Wikidata ID of the
current page, (ii) generate a SPARQL query, (iii) display the
datasets in the results (as clickable links).
The main goal of this development was to facilitate access
to the datasets by scientists or even students by relying on a
Web service they are familiar with, namely Wikipedia. This
development also illustrates what can be done by combining
Wikipedia and Linked data (here via the LinkedWiki Plat-
form). We believe that this will encourage the lab developers
to use Wikipedia to access their knowledge bases.
5.3 Extension of MediaWiki to query RDF data
When a scientist inputs information in a lab notebook,
we would like to connect this information (enrich it) with
available knowledge bases. This would lead to more modern
lab notebooks, more appropriate to describe the data work-
flows, and in particular the artefact data. Another advantage
of such an approch [7] is users contributions to improving
the quality of knowledge bases. For labs notebooks, we en-
Figure 2: Use case where a wiki can show the last
earthquakes.
courage the use of an extension of MediaWiki, one of the
most popular open source Wiki. The extension, namely
MediaWiki/LinkedWiki allows connecting the notes to the
Wikidata ontology or to RDF graphs. With this extension,
users can write a SPARQL query directly in the Wiki page.
The query can be edited using a query editor. The query
result is inserted in the page.
To realize the extension, we developed PHP SPARQL 1.1
client library. Figure 2 (from a thesis work) shows a Medi-
aWiki where a researcher enriches a map using earthquake
knowledge bases.
6. CONCLUSION
We described the LinkedWiki platform for scientific data
sharing, that is based on standard Web technologies. We
discuss how the platform helps scientists discover and reuse
data.
From this first experience, we can draw some conclusions.
The first impact is the one that was most expected: the
discovery of datasets by scientists (within the university)
is greatly facilitated. They are able to discover these data
automatically starting from the LinkedWiki SPARQL end-
point. In the long term, we hope to encourage massive data
analysis (big data style) to acquire scientific knowledge but
we are not yet there. In particular, raw data remains very
hard to manipulate even for experts. The question of data
interoperability remains posed.
Second, scientists could see the interest there is in making
their datasets directly reachable from Wikipedia. They could
get a first exposure to the semantic Web and to the Linked
Data technology. They start understanding the interest of
these new technologies, and are encouraged to use them more
in the future.
A last impact still has to be verified. We believe that
the use of ontologies and Wikidata by the scientists will
lead to enriching the ontologies, building more links between
them, reconciling them. This will eventually result in more
interoperability between scientific data sources. This aspect
is not yet clear to most scientists even, if it can be expected
that they will be most affected by the outcomes.
We are intending to improve the platform in the following
directions:
1. We will increase the amount of metadata that is au-
tomotically associated by the system. For instance,
we will provide tools to analyse datasets and suggest
metadata about them.
2. We also started helping scientists produce artefact data
in interoperable formats.
3. We will provide a subscription system that will alert
scientists of the reuse of their data by other scientists,
and of their references in other data sets.
4. We will provide, in particular for teaching purposes,
an environment for testing SPARQL queries on large
RDF graphs, or on some topic-specific RDF datasets.
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