Abstract-This paper describes a new method to be used for matching three-dimensional objects with curved surfaces to two-dimensional perspective views. The method requires for each three-dimensional object a stored model consisting of a closed space curve representing some characteristic connected curved edges of the object. The input is a twodimensional perspective projection of one of the stored models represented by an ordered sequence of points. The input is converted to a spline representation which is sampled at equal intervals to derive a curvature function. The Fourier transform of the curvature function is used to represent the shape. The actual matching is reduced to a minimization problem which is handled by the Levenberg-Marquardt algorithm [3] .
I. INTRODUCTION R ECOGNIZING three-dimensional objects from two-dimensional perspective projections is an important current problem in scene analysis. The approaches to this problem can Manuscript received August 21, 1980 [13] , Clowes [5], Waltz [22] , andmore recently, Kanade [14] , [15] , among others.
In this paper, we will assume that we are given the exterior boundary and some interior edges of the two-dimensional perspective projection of a three-dimensional object. We will further assume that we have a database of three-dimensional object models, and that this database contains a model of each object that may appear in the scene. While our matching techniques are independent of size, position, and view, the threedimensional models are exact in that a chair without arms will not match a model of an armchair. In particular, these models each consist of a set of space curves representing important characteristic edges of the three-dimensional object. Each set of edges was chosen so that 1) it consists of a closed space curve and 2) it represents a part of the chair that makes that chair different from the others. In our experiments, we used the contour describing the back and seat as the characteristic edge set. Fig. 1 illustrates some of these characteristic edges for a group of chair models. Note that although shown in 2-D, these characteristic edges are three-dimensional curves.
The problem we tackle in this paper is: given a set of n space curves representing characteristic edges of n three-dimensional objects, and given a two-dimensional curve which is part of the perspective projection of one ofthe n objects, determine which object is most likely to have produced the two-dimensional curve. The technique developed here is intended to be used as part of an integrated scene analysis system and not as a stand alone technique. We propose that this algorithm be used when the number of possible three-dimensional models has already been reduced to a small set by gross matching techniques, and it is now desired to perform higher resolution matching in order to determine the exact object in the scene.
II. RELATED LITERATURE Our approach to the problem, which is given in Sections III, IV, V, and VI uses several well-known mathematical techniques. First, we will approximate the two-dimensional curves (initially given as ordered sets of points) by periodic cubic splines. For a comprehensive treatment of splines, see deBoor [7] . Second, in the process of finding the best three-dimensional curve for a given two-dimensional curve, we will require a rotation-invariant technique for comparing two two-dimensional curves. We have chosen to use the Fourier domain for this comparison and will discuss a number of related papers in this section. Finally, we have reduced the matching problem to a minimization problem and will be using a relatively new technique, the LevenbergMarquardt algorithm [3] , to achieve the minimization.
One of the early and successful attempts to use Fourier descriptors in matching plane closed curves is the work of Zahn and Roskies [25] . Granlund [10] three-dimensional objects (aircraft) using Fourier descriptors of their silhouettes. In a related paper (Hemami et al. [11] ), a sequential matching algorithm for identifying silhouettes of three-dimensional objects is described. The algorithm tries to determine the best vector P of six translation and rotation parameters that produced a given view from a three-dimensional object. An [9] using incremental curvature for describing twodimensional shapes, and to the recent work ofWitkin [23] , who was able to determine the orientations of three-dimensional objects from highly textured gray tone images.
III. TWO-DIMENSIONAL (CLOSED) CURVE MATCHING Conceptually, we are given a smooth closed planar curve y which is a perspective projection of one of the given threedimensional space curves. In practice, only a finite set of points {(Xi, Y)} i=I on y is given. The number and placement of these points obviously depend on the fineness of the discrimination required to distinguish between the given space curves.
Assume that the points (Xi, Yi) used constitute an adequate representation of the smooth closed planar curve y, and that 'yis C2 (that is, -y and its first and second derivatives are continuous functions).
Let (XO, YO) = (XN, YN), SO = 0, and
Let a(t), r(t) be the unique periodic cubic splines interpolating the given data points, i.e., a(Si) =Xi, r(Si) = YE, i= 0, 1, ,N.
Periodic cubic splines are C2 periodic piecewise cubic polynomials, uniquely determined by the above interpolation conditions, and are efficiently and accurately calculated as a linear combination of B-splines [7] . The parametric equations x = a(t), y = 7(t), O< t < SN where (xn) denotes a vector with nth component xn. The onedimensional minimizations with respect to a pose no theoretical difficulties, but are very expensive computationally. An alternative to (3.7), which is much more efficient computationally, but less mathematically rigorous and elegant than (3.7), is outlined below.
A necessary condition for the two planar curves F and A to match is that their power spectra match, |Cn I= JCn for all n.
This suggests using the distance measure (which is at best a pseudometric), Note that a rigid motion (5.1) is completely determined by six parameters-oa, ,B, v, and the vector q.
Assume that the space curve (in some convenient standard position) is given by (the vector) v(¢), 0<¢<z.
A rigid motion then produces the space curve v(t)=Rv(t)+q, 0<.<z. 
V. GENERATING PROJECTIONS OF RIGID MOTIONS
The space curves, one of which produced the given twodimensional perspective view, are specified in some standard position. The most difficult part of identifying the space curve is that the given two-dimensional curve is a perspective view of the space curve, rotated and translated from its (known) standard position. If the rotations and translations were known, identification would simply consist of computing perspective projections of all the space curves and then doing two-dimensional curve matching. Computing the unknown rotations and translations is discussed in Section VI, but first an arbitrary rigid motion must be characterized.
A rigid movement in three-dimensional space (finite composition of translations and rotations) is given by
where R is a 3 X 3 orthogonal matrix (producing a single rotation about some axis) and q is a 3-vector (producing a single translation). This fact follows from the classical geometry of rigid symmetries [6] . Let It is now clear how curvature functions corresponding to perspective projections of arbitrary rigid motions of the given space curves can be generated. 2) For k = 0, 1, 2, * until convergence do:
3) With p(k) fixed, find the global minimum of f(a, p(k) and g(a, p(k)) with respect to a, 0 S a S 2rr. Let a(k+1) be the point corresponding to the smaller of these two minima. 4) With a= a(k+l) fixed, minimize f(a(k+ 1), p) and g(a(k+ 1) p) with respect to p. Let p(k+1) be the point corresponding to the smaller of these two minima.
Step 3) is done by a simple one-dimensional search (as in [9] ), and 4) is done by the Levenberg-Marquardt algorithm [3] developed at Argonne National Laboratory [17] . Note that (6.3) and (6.4) are in terms of the 2-norm in M-dimensional complex space. Since all norms are equivalent (induced topologies are identical) in finite dimensional spaces, the 2-norm can be replaced by the 4-norm, yielding (7) 1(0). (2) 17 (2) 8 (1) 15 ( VII. COMPUTATIONAL RESULTS The database of three-dimensional curves consisted of a characteristic edge curve from each of the five chairs in Fig. 1 . These chairs were motivated by the collection of chairs illustrated in [16] . Spline fits to two-dimensional perspective views of these five space curves are shown in Figs. 2-6 . The experiment was to take each space curve, move it from its standard position, compute its perspective projection, and then match this two-dimensional curve against all five given space curves. As explained in Section VI, the the matching process has been reduced to a minimization problem that searches for the parameters of a rigid motion that could have produced the two-dimensional curve from one of the space curves, with the least error. On each trial, a starting point was chosen at random, and if the program reported a successful match, the process terminated. If the program reported failure due to converging to a local minimum, a new starting point was randomly chosen, and the process was repeated. This was done 50 times for each chair. The computer code used for the minimization was subroutine LMDIFI from Argonne National Laboratory [171, and the spline codes are from deBoor [7] .
The results of our experiments are shown in Table I . The first number in row i, column j of Table I 
