The timetabling problem of local Elderly Day Care Centers (EDCCs) is formulated into a weighted maximum constraint satisfaction problem (Max-CSP) in this study. The EDCC timetabling problem is a multi-dimensional assignment problem, where users (elderly) are required to perform activities that require different venues and timeslots, depending on operational constraints. These constraints are categorized into two: hard constraints, which must be fulfilled strictly, and soft constraints, which may be violated but with a penalty. Numerous methods have been successfully applied to the weighted Max-CSP; these methods include exact algorithms based on branch and bound techniques and approximation methods based on repair heuristics, such as the min-conflict heuristic. This study aims to explore the potential of evolutionary algorithms by proposing a genetic-based discrete particle swarm optimization (GDPSO) to solve the EDCC timetabling problem. The proposed method is compared with the min-conflict random-walk algorithm (MCRW), Tabu search (TS), standard particle swarm optimization (SPSO), and a guided genetic algorithm (GGA). Computational evidence shows that GDPSO significantly outperforms the other algorithms in terms of solution quality and efficiency.
Introduction
Driven by fertility and mortality reduction, and medical and economic advancements, the rapid aging of the world population has been one of the major global demographic trends [1] . This trend has also increased the demand for age-friendly and affordable healthcare services, including the long-term care, curative care and preventive care. Thus, the quality of healthcare services provided by day-care centers, community care centers and nursing homes gains increasingly significant attention [2] . To ensure the quality of such services, centers should deliver more effective services. However, many care centers suffer from operational inefficiency. Driven by low resource utilization and long waiting lists from manual timetabling, the EDCCs in Hong Kong call for more studies to improve the quality of healthcare services.
The EDCC timetabling problem is the assignment of users (elderly) and the activities of these users to different venues and timeslots depending on the operational constraints of the day care center. Therefore, a feasible solution to this problem can be described by formulating a timetabling assignment which satisfies all hard constraints (constraints that should not be violated under any circumstance) and many soft constraints (constraints that may be violated but with a penalty). The infeasibility value of a solution is the sum of the number of hard constraint violations multiplied by a heavy penalty. Infeasibility value plus the sum of the number of soft constraints is the objective value. A solution is better than another solution if this solution has less objective value. The EDCC timetabling aims to find a feasible solution with smallest objective value and determine which soft constraints suffer the most violation. Timetabling problems are encountered in various situations, such as rostering duties of nurse in hospitals [3] [4] [5] [6] [7] , scheduling transportation events [8] , and constructing timetables for courses or examinations in the education industry [9] [10] [11] [12] [13] [14] [15] . The EDCC timetabling has some unique characteristics (e.g. first-come, first-served rule; different service center arrival patterns, and mixed event types in the same room) in contrast to other existing timetabling problems. The details of these differences are discussed in Section 2.1.
In addition to satisfying hard constraints, if the violations of soft constraints should be minimized, the EDCC timetabling can be defined as an optimization problem that seeks a solution that satisfies 4 the maximum number of constraints and exposes the most violated constraints. Hence, it is formulated with respect to the Max-CSP framework [16] . A typical Max-CSP considers all constraints with a same weight, whereas it considers all soft constraints with a same weight but any hard constraint violation with a heavy penalty. The methods to Max-CSP include exact algorithms based on branch-and-bound techniques [16, 17] and approximation algorithms based on heuristics, such as the min-conflict [18] and TS [19] . Evolutionary algorithms, such as GA [20] and PSO [21] for solving Max-CSPs, have been examined because of their capacities to resolve successfully difficult problems in various domains.
This study presents a GDPSO to solve the EDCC timetabling problem under the Max-CSP framework. The PSO-based algorithm is proposed because of the following reasons.
-PSO-based algorithms are proven efficient and effective in solving many optimization problems, such as flow-shop scheduling (FSP) [22] [23] [24] [25] [26] , timetabling [10, 13, 14] , and vehicle routing [27, 28] .
-PSO has several advantages, including a simple structure, flexibility (immediate accessibility for practical applications), easy implementation, rapid solution acquisition, and high robustness [24] .
-An objective of the EDCC timetabling problem is to address the most violated constraints; PSO has been proven as promising in achieving it within a short time because PSO is a one-way information sharing mechanism, where only the local/global best particle provides the best information and all the particles tend to quickly converge into the best solution [29] .
The proposed GDPSO is in the combination of min-conflict strategy, random walk, genetic operators and one-way information sharing mechanism from PSO. The min-conflict strategy gives greedy heuristic logic to search for better solutions in short time and random walk consists of a succession of random steps. Instead of using the standard update scheme of PSO, it applies the crossover and mutation operator cooperated with min-conflict strategy and random walk to update particles. Compared with swarm optimization algorithms, such as GGA [20] and SPSO [30] , 5 GDPSO has fewer parameters to be tuned and quick convergence. In contrast with heuristic methods, such as MCRW and TS [19] , GDPSO has stable performance while MCRW may randomly work into a space that violate the hard constraints and provide an unfeasible solution.
GDPSO also outperforms TS in terms of solution quality and convergence speed. The main contributions of this article are as follows:
-The presentation of a proposed GDPSO for the EDCC timetabling problem. The experimental results indicate that the proposed GDPSO is deemed superior over other benchmarking methods and also implies its potential in solving the Max-CSP.
-The description and implementation of a Max-CSP-based EDCC timetabling problem. It offers a clear knowledge about which constraint is the most violated one and give the HHC structure suggestions on improvement based on the solution details.
The remainder of this paper is organized as follows. Section 2 reviews the former studies on timetabling and PSO. Section 3 introduces the Max-CSP-based EDCC timetabling problem. Section 4 explains the rationale of the proposed GDPSO. Section 5 describes the experiment design. Finally, Section 6 concludes this study and recommends future research directions.
Literature review

Timetabling problem
Burke and Kingston [31] provided the following generic description of timetabling: "A timetabling problem is defined by four parameters: T, a finite set of times; R, a finite set of resources; M, a finite set of meetings; and C, a finite set of constraints. The problem is to assign times and resources to the meetings so as to satisfy the constraints as far as possible." Timetabling applications have been explored in various forms such as educational timetabling, nurse rostering, sports scheduling, and transportation timetabling.
Educational timetabling problems require the allocation of events to timetable periods while satisfying a set of hard constraints and minimizing a set of soft constraints [9] [10] [11] [12] [13] [14] [15] . Pillay [32] provided an overview of the research conducted in the school timetabling problem, which summarized its general definition and categorized constraints into seven groups (i.e. problem 6 requirements, no clashes, resources utilization, workload, period distribution, preference and lesson constraints). University timetabling problem can be classified into course timetabling and examination timetabling, between which the substantial difference was summarized by MirHassani and Habibi [33] . For instance, a course has to be scheduled into exactly one room while several exams share a room or an exam split across several rooms. Critical discussions of the research on educational timetabling in last decades were presented in [32] [33] [34] , which highlighted the new trends and key achievements.
Nurse rostering problems generate a schedule for each nurse, who has day off patterns, working shifts patterns and different work contracts, to fulfill the collective agreement requirements and hospital staffing demand coverage, while minimizing salary cost and maximizing nurse preferences and quality [3] [4] [5] [6] [7] . Burke and Curtois [6] developed a mathematical model for all the instances of nurse rostering problems by applying "regular expression" to incorporate their varying types of constraints (e.g., minimum/maximum consecutive work days, day on/off request, and shift on/off request). Solos et al. [3] proposed a more effective generic variable neighborhood search algorithm to solve seven different nurse rostering instances and summarize these varying types of constraints into two categories: hard constraints (e.g., all shift type demands must be met) and soft constraints (e.g., maximum number of hours worked), most of which were also modelled as an integer programming in [5] and included in [7] when presenting a mathematical formulation for all nurse rostering problem instances with 2 hard and 18 soft constraints in the First International Nurse Rostering Competition (INRC-2010). It is different from the educational timetabling problem mainly because of the demand coverage constraint, which specifies the number of nurses in each skill level [4] , salary costs, nurse preferences, and degree of balance among nurses.
Furthermore, the main issue in sports scheduling is determining the date and venue for each tournament game. For example, a round robin tournament requires each team to play against all other teams in a fixed number of times. Moreover, breaks minimization, distance minimization, traveling tournament problem, and carry-over effects minimization can all be considered in sports scheduling, thus, this scheduling is different from the educational timetabling problem. Ribeiro [35] 7 provided an introductory review of fundamental problems in sports scheduling and a survey of applications of optimization methods for solving them.
In terms of train timetabling problems, Cacchiani and Toth [8] presented an overview of the main works on train timetabling and distinguished it into the non-cyclic [36] and cyclic [37] version.
Trains with cyclic timetables leave the stations at the beginning or at a specific interval every cycle.
For example, if the cycle is one hour, trains leave the stations at the same minute every hour. For non-cyclic timetables, trains leave the stations depending on the latest traffic and passenger flows.
Unlike cyclic timetables, non-cyclic timetable problems are more complex because the degree of freedom is higher when determining the train times. However, the train service can be more responsive simultaneously if the schedule is not fixed.
Given the distinct features of timetabling problems, different approaches have been proposed over the last few years. Mathematical approaches, such as integer programming, for formulating timetabling problems have been proposed by [5, 38] . Timetabling have also employed heuristic methods, such as SA [12] and TS [9] ; constraint-based methods [39] ; and population-based approaches, such as GA [11] , BCO [15] and PSO [13, 14] .
We introduce a different problem in this study, particularly, EDCC timetabling, which shares common characteristics with some of the exam timetabling problems, such as clashing, availability, and capacity constraints. The EDCC timetabling problem also has some unique characteristics that are quite different from the exam timetabling problem. Briefly, some of the unique features are as follows: the elderly reach a center through different means, which implies that the start time of users varies; the elderly who come first are served first; users cannot perform exercises/services in three consecutive timeslots (each timeslot is limited to 20 minutes) because of the users' health condition; and each elderly comes to the center with his/her own arrival pattern (e.g., Mon-Wed-Fri, Tue-Thu-Sat, or daily) each week. On one hand, the user satisfaction and resource utilization can be maximized by solving the EDCC problem. On the other hand, soft constraint violations help indicate the areas that need the most improvement. 8 
Particle Swarm Optimization
PSO is one of the latest evolutionary techniques to solve optimization problems. Based on the metaphor of social interaction and communication in a flock of birds or school of fishes, PSO was initially proposed by Eberhart and Kennedy [40] to optimize various continuous nonlinear functions. PSO has been efficiently applied to solve numerous combinatorial optimization problems, particularly scheduling and timetabling in actual instances, such as, FSP [22] [23] [24] [25] [26] , home care worker visit scheduling [41] , course timetabling in high schools or universities [10, 13, 14] , and train service timetabling [29] .
When PSO is used to solve scheduling problems, transformation methods, such as ROV [42] , priority based [43] , and heuristic assignment [41] , have enabled "continuous" PSO to solve "discrete" combinatorial optimization problems. However, the transformation may require extra computational time in problem-solving. To avoid a tedious transformation, several researchers developed and applied different types of DPSO in scheduling problems. When designing DPSO for solving FSP, Ponnambalam et al. [24] presented particle by job permutation and velocity by being denoted as lists of moves to update particle; while Wang and Tang [25] also used the similar job permutation representation of particles. They defined three new operators (subtract, multiply, and add operators) to update the velocity and a self-adaptive perturbation strategy to update the particle position. The latter [25] turned out to outperform the former [24] . A hybrid algorithm combining DPSO simulated annealing was proposed by Shao et al. [26] to solve a multi-objective flexible JSP, and gave better results in terms of a number of Pareto solutions and computational time. They used operation permutation vector and machine allocation vector to present a solution and redefine the update schema of particles by applying a specific list of steps (e.g., calculating the similarity between current solution and personal best solution). For this promising potential of DPSO, Zhang et al. [23] developed an improved PSO algorithm with the particle as the permutations of all jobs and the velocity update model as a crossover operator cooperated by mutation operator, which obtained better performance and possesses better convergence property. Tseng and Liao [22] used several inheritance schemes motivated by GA, such as the one-point, two-point, and position-based inheritance for lot streaming FSP. They have reported that genetic operators based DPSO is very promising in solving scheduling problems. 9 Therefore, we also propose a DPSO with genetic, mutation and crossover operators, whose details differ from those being applied in the literature because we have formulated the EDCC timetabling problem as a Max-CSP problem. More details are provided in the section 4.
PSOs are currently applied in solving the timetabling problems, by using some transformation methods, such as "round up or round off" and lists of moves (swap, insertion), to redefine update schema. Shiau [10] proposed a PSO incorporated with local search mechanism that explores a better solution improvement in university course timetabling problem. The study used the integer position values to round up these real values of particles to solve the conflict between the discrete solution space of the problem and a continuous space that particles search. The similar strategy (round off) was also used by Chen and Shih [14] when investigating PSO to solve the course timetabling problem. Similar to the representation of particles in a previous study [41] , Tassopoulos and Beligiannis [13] presented particles in a two-dimensional array using rows and columns to represent class IDs and timeslots, respectively; By contrast of [41] , they applied a "swap with probability" and "insertions of randomly selected timeslots" instead of velocity as applied in an SPSO. Given the absence of literature on DPSO in timetabling context, of which the update scheme is redefined by genetic operators, this study may provide useful insights into the potential application of the proposed GDPSO in solving timetabling problems.
The DPSO in literature with genetic operators has focused on identifying feasible solutions to specific scheduling/timetabling problem and does not monitor constraint violations when searching. In our Max-CSP-based timetabling problem, we aim to determine a feasible solution with the smallest objective value and address the most violated constraints. Therefore, a particle with fewer constraint violations in each of the particle dimensions should be selected to obtain particles with high constraints satisfaction at the end of the search process. Thus, an ancillary structure is proposed to store the cost of constraints violation for each GDPSO particle. The crossover and mutation operators developed by Bouamama et al. [20] are simplified and applied to our GDPSO and these operators are compared with other general crossover and mutation operators [22] . 10 
EDCC timetabling problem
Problem description
EDCCs usually provide different services, such as home healthcare, meal delivery, and day care services. Particularly, day care services include rehabilitation exercises (e.g. kicking sandbags and calculation training), social and recreational activities (e.g. group activities), and personal care (e.g. bathing). These services are provided in different rooms, and some of the activities require the help of assistants. Some key features of this EDCC are summarized as follows:
1. The elderly may reach and exit the center by shuttle buses or by themselves at certain periods.
Hence, service must be provided to the elderly within the center, that is, to meet the service time windows. Given that the elderly have different arrival times, service is provided on a first-come-first-served basis. In addition to the arrival time, the elderly have different weekly arrival patterns corresponding to various clinical needs. For example, some may visit the center every day whereas some may only visit every Mon, Wed, and Fri or every Tue, Thu, and Sat.
However, the elderly cannot do tasks in three consecutive timeslots (almost one hour) because of physical concerns.
2. The elderly must complete all assigned tasks at the center before leaving. These tasks include activities conducted in different available rooms, including bathing (personal care), group activity (social activity), and walking (recreational activity).
3. Each room has a maximum capacity, that is, the number of elderly in each room should not exceed the maximum capacity of the room during each timeslot.
4. Service is provided with specific equipment. The number of equipment for each exercise/service is fixed. Some services should be provided with the help of assistants.
Different services can be provided in various rooms.
5. In each room, expect the bathroom, several types of services can be provided in the same timeslot. Assistants are present to provide help to the elderly. The number of assistants in each room is fixed, hence, the number of elderly who requires assistance in each room should not exceed the number of assistants in the room. 11 6. Considering the health condition of the elderly, each timeslot is limited to 20 minutes, which is shorter than those in the educational timetabling problem. The number of timeslots in each working day can be calculated through the following equation: (end_time-start_time)/duration.
7.
No restriction is imposed on the sequence of tasks for each elderly, that is, an activity can be performed as long as the elderly and associated resources are available in the same timeslot.
The type and number of tasks for each elderly are designed based on his/her health condition upon admission, but these tasks are subject to change after future evaluation.
8. Some group activities need to be performed only at fixed timeslots on certain days because of some specific considerations, such as participant and room availabilities. An elderly who participates in a group activity cannot perform other tasks during the same timeslot.
The EDCC timetabling problem is coined based on the definition given in the study of [31] . Table   1 presents a list of constraints, including primary soft constraints and primary hard constraints. Table 2 presents a finite set of timeslots, resources and events. The problem is assigning timeslots and resources to events to satisfy constraints as much as possible. The weekly timetabling problem is divided into daily problems based on the arrival patterns of elderly. Events/rooms compatibility. For instance, bathing is only done in the bath room; whereas, group activities are provided separately in a fixed room.
Primary soft constraints 1 The elderly (users) are served on a first come, first served basis.
2 Similar services/exercises are required to be practiced in the same room.
3 Some events share a room, but some specific events are performed in a specific room.
4
The service for each elderly (users) should be provided within his/her time window.
5
The elderly (users) should be scheduled considering the weekly arrival patterns.
6 Group exercise/service should be performed at certain timeslots.
7
Events should be scheduled as early as possible.
8 Sufficient resources are assumed (room, equipments, assistant capacities). 
Problem Formulation
Decision variables
The key decision of our timetabling problem is to assign an event to a timeslot. Thus, the event-related decision variable is denoted as follows:
Constraints
Constraint (1) indicates that no user can perform more than one activity at a time.
1 : ∑ ∈E = 1, ∀p ∈ P, ∀T t ∈ T (1) Constraint (2) presents that each event should be assigned to one timeslot.
Constraint (3) claims that users (who participate in the group activity) should not be assigned to timeslots occupied by a group activity.
3 :
Constraint (4) .
Constraint (5) specifies that the number of users performing activities in the same timeslot cannot exceed the room capacity.
5 :
Constraint (6) shows that the equipment of each activity is sufficient for the users at each timeslot.
Constraint (7) points out that the number of assistants needed at the same timeslot should not exceed the capacity of that timeslot.
, ∀ ∈
Constraint (8) states that room i is closed in a period [ , ] where s<e. 8 :
Constraint (9) explains that the specific service for users should be assigned to timeslots that range from [ , ].
9 :
Constraints (1) to (3) are classified as hard constraints while the rest are soft constraints. Given that all hard constraints must be satisfied, we aim to identify the most violated soft constraints.
14 These soft constraints may indicate the potential improvement for an EDCC if some of the constraints can be relaxed, for example, increasing the room capacity and the number of equipment, and extending the opening hours.
Objective function
The "daily" timetabling problem satisfies all hard constraints while minimizing the violations of soft constraints in each working day. Theoretically, the hard constraints can be violated but with a heavy penalty (W). Therefore, violation of hard constraints should be discouraged during the searching, and solutions with any hard constraint violation are regarded as infeasible. The objective function f(s) for a timetable s is the weighted sum of the number of violated hard constraints (the infeasibility value of timetable s) and violated soft constraints (the objective value of timetable s) [11] , which is shown as follows:
where hcv(s) is the number of hard constraint violations, scv(s) is the number of soft constraint violations in a timetable s, and W is a pre-determined large constant used to penalize (discourage) the violation of any hard constraints.
The essence of our timetabling problem is assigning events to timeslots, where events represent the users and their pre-assigned activities. The main idea of using "event" is that each user can only perform certain activities based on their health situation, rather than all activities that the center provides.
Weighted Max-CSP-based EDCC Timetabling
As an NP-hard problem, in general, weighted Max-CSP is significantly important in practice [19] .
Given that all users have been assigned certain activities based on their health conditions when they are admitted, and certain activities are fixed in different rooms, the timetabling problem would be simplified as assigning the events to a certain timeslot subject to several constraints.
Similar to CSP, the constraint network for the EDCC timetabling problem includes a finite set of events (a set X of variables), a set of timeslots (a set D of finite domains), and a set of constraints (a set C of constraints over the subsets of X), and objective function described previously. 15 The "daily" EDCC timetabling problem can be described under the framework of weighted Max-CSP, hence, the problem is also an NP-hard problem [44] . Weighted Max-CSP is generally defined as (X, D, C), where X = { 1 , 2 , 3 , . . , } is the set of variables, D = { 1 , 2 , 3 , . . , } is the set of domains that contain the values a variable may be assigned to, and C = { 1 , 2 , 3 , . . , } is the set of constraints over the subset of variables [16] . Max-CSP is an optimization problem of finding an assignment that satisfies as many constraints as possible. In many cases, weights are associated with constraints and the goal is to maximize the weighted sum of all satisfied constraints. Based on the Max-CSP framework, the "daily" EDCC timetabling problem is described as follows:
where n is the total number of events. Each variable represents one event. We denote the events with index by increasing order of users and activities, for example, two users ( , ) are present; one has three tasks ( , , ) and the other also has three tasks ( , , ). Then, six events would be denoted as , , , , , , where represents the pair < , >, represents the pair < , >, and represents the pair < , >, and so on. 3. C = {C 1 , C 2 , C 3 , . . , C m }, where C 1 represents constraint (1), C 2 represents constraint (2), and so on. For ease of presentation, all constraints will be presented in sets. For example, a hard constraint that describes no user can do more than one activity at the same time would be presented by C 1 = {C 11 , C 12 , … , C 1N }, where N is the total number of users. In other words, C 1i denotes the effect of constraint (1) on all events that involve user i.
The proposed GDPSO
The proposed GDPSO uses an event-based representation of particles and genetic operator based update scheme with an ancillary structure (called "template" in this algorithm) to store the violation cost of constraints for each particle. New crossover and mutation operators that differ 16 from that of conventional GAs are applied. The position of the i-th particle is updated using Equation (16) at each iteration step, where NP is the size of the entire swarm.
The update equation consists of three components. The first component denoted as λ i t is F 1 (X i t , P i t ), where P i t is the personal best particle of particle i. It is the cognition part of the particle to represent the private thinking of the particle itself, and F 1 represents the crossover operator presented by Bouamama et al. [20] . The second component is denoted as δ i t is
, where G t is the global best particle in generation t. It is the social part of the particle to represent the collaboration among particles. The third component is X i t+1 = ⨁F 2 (δ i t ), which presents the velocity of the particle, and 2 represents the two different mutation operators with a probability of w. δ i t is either updated by guided mutation operator via the i-th template or by random mutation operator depending on the choice of a uniform random number ranging [0, 1]. Figure 1 presents pseudo codes of 1 , 2 and update functions. Algorithms 1 and 2 describe crossover and mutation operators of the update scheme, whereas the pseudo codes of the update scheme for particles is presented in Algorithms 3.
The similarities between SPSO and GPSO are the usage of update scheme that both use the information of global best particle of swarm and personal best particle of each particle, and the update scheme of the best position of each particle and global best position of swarm. The difference between SPSO and GPSO is the update scheme of the position of each particle and the velocity of each particle. In SPSO, it uses two equations to update the velocity and position accordingly, while the proposed GDPSO only use Equation (16), which conducts crossover and mutation operation with considering the problem characteristics and using min-conflict heuristic and random walk, while SPSO ignores the discrete characteristic of problem and considers it as a continuous one with the update scheme proposed in [30, 40] . Both GDPSO and GGA apply the crossover, mutation operator in algorithms, however, the difference is that GDPSO crossover each particle with global and personal best particles whereas GGA crossover two chromosomes selected by mating pools. The difference among GDPSO, TS and MCRW is that GDPSO store global and personal best information and share their information with each particle during each generation, MCRW only use the min-conflict and random walk to explore the space, while TS use neighborhood to store the information of potential space for exploration in future.
Figure 1. Pseudo codes of
, and update functions
Particle representation
The solution to the EDCC timetabling problem can be represented in the form of an order list of t i (i =1,2, …, 19) , in which the index of each t i is the identification number of an event e i ∈ E (i= 1,2, …, n), where n is the total number of events in a certain working day. The solution is as follows: the particle (vector) is composed of the daily assignment of all events to certain timeslots, which implies that the size of the particle is equal to the total number of events ( Figure 2 ). We suppose that the i-th particle is presented in Figure 2 and the timeslots are allocated to , (events, j=1,2,…, n) in an ordered list, such as 7, 6, 1,…, 9, 15,4, in which timeslot 7 is allocated to ,1 (i.e., event 1<p 3 ,s 12 > of user id 3), given that user ids 1 and 2 are not scheduled on this working day, and timeslot 6 is allocated to ,2 (event 2 <p 3 ,s 25 > of user id 3), and so on. 
……
Figure 2. Representation of particle
Next, we have to check the violation of constraints associated with each of the particles. Since each cell of the particle denotes an assignment of one event to one timeslot, such assignment may or may not violate any constraints. If the highest cost of constraint violation is found for such assignment, the objective value of the particle may be significantly minimized by adjusting this particular assignment (i.e., allocate that event to another timeslot). Thus, we have to capture the cost of violation of constraints for all cells of a particle during the search process. This task involves attaching a new data structure called "template" to each particle ( Figure 3 ). Suppose i-th template for i-th particle is denoted by , then , stores the total cost of constraints violated by , . This cost has two components, such as the number of hard constraint violations multiplied by a large constant (denoted by W, say 10 6 ) and the number of soft constraint violations multiplied by 1. For ease of representation, the events are omitted from particle representation in the following parts. Only their notation , is shown. Figure 3 . Representation of template attached to each particle GDPSO randomly initializes NP particles to generate an initial swarm in which NP is the swarm size. Before commencing the optimization process, GDPSO initializes all "templates" that correspond to its particles. These particles are modified iteratively based on collective experiences to improve their solution quality, and then their corresponding "templates" are updated.
Novel crossover operator
The crossover operator of our GDPSO is illustrated in Figure 4 . Two particles, λ i t and P i t (i-th particle and its previous best local position, i=1,…, NP), are crossed in each iteration. The "templates" for λ i
When processing is completed, the intermediate particle δ i t would be crossed with G t (the global best position in the current generation). The cross procedure is similar to that of λ i t and P i t . Figure 4 . Crossover operator applied to λ i t and P i t
Mutation operator
GDPSO adopts two different mutation operators. The first one is a randomly selected single cell (i.e., the mutation point). The value of that cell is randomly assigned a timeslot between 1 and 19 ( Figure 5 ). The cell explores new spaces, thereby resulting in a significant degree of genetic variation [45] . However, violation of constraints would possibly increase for the mutated particle because of the randomness. To remedy this drawback, another mutation operator is considered to supplement the random mutation. The cell (mutation point) of the particle is now selected according to its corresponding "template." For example, we suppose that the number of constraints violated by x , −1 
Fitness evaluation
As defined by Equation (10), the objective is to minimize the violation of hard and as many soft constraints as possible. The fitness evaluation uses the objective function to calculate the fitness of each particle, which implies that smaller fitness (smaller constraint violation cost) of a particle results in a better solution.
DPSO with other genetic operators
To justify our proposed GDPSO, we examine three DPSO methods with other genetic operators.
We denote DPSO1 as the one-point crossover operator, DPSO2 as two-point crossover operator I, and DPSO3 as two-point crossover operator II [22] . The main difference among the proposed GDPSO, DPSO1, DPSO2, and DPSO3 is the crossover operator (Figures 7 to 9 ). DPSO 1 to 3 randomly select the crossover point and do not adopt the ancillary structure used in our proposed GDPSO. These DPSO-based methods are compared to evaluate the performance of our GDPSO. Figure 9 . Two-point crossover operator II applied to λ i t and P i t
Experimentation
In addition to DPSO-based methods, two common methods to solve Max-CSP are examined, namely, TS and MCRW [19] . Since the timetabling problem in this study is based on the framework of Max-CSP, TS and MCRW are compared with our GDPSO. Moreover, the GGA modified from the distributed guide genetic algorithm [20] is compared with our GDPSO because both algorithms adopt the similar scheme of crossover and mutation. Our GDPSO is also benchmarked with the SPSO without any transformation method.
Our proposed GDPSO, SPSO [30] , DPSO 1 to 3 [22] , TS [19] , MCRW [19] , and GGA [20] are
implemented in Matlab R2011b and tested on a personal computer with Intel 3.30 GHz, 3.2 GB usable memory, and Windows 7 operating system. Table 3 shows all of the constraints of EDCC for a week after raw data processing. In this table, C i represents constraint (i) described in Section 3.2.2, except constraint (2), which is always satisfied by allocating events to any timeslot. Column "C 8~9 " denote the sum of constraints in relation to 8 and 9 . Columns "Hard" and "Soft" show the total number of hard constraints (i.e.,
Data sets
22
C 1 and C 3 ) and that of soft constraints (i.e., C 4 ~ C 9 ) for each working day. Column "Total"
indicates the sum of hard and soft constraints for each working day. 
Evaluation of GDPSO
Three experiments were conducted to evaluate the performance of our proposed GDPSO. The first experiment analyzed the sensitivity of the GDPSO to its key parameters (i.e., NP, NG, and ) for our EDCC timetabling problem. Similar experiments were also conducted to tune the parameters of GGA, SPSO, MCRW, TS, and DPSO1 to 3 to ensure that the benchmarking was equitable. The second experiment compared the performance of different genetic operators (including our novel genetic operators) that can be used in DPSO. The third experiment compared the performance of our GDPSO, GGA, SPSO, MCRW, and TS. Similar raw data and objective function were used to evaluate all methods. In order to obtain the mean fitness and observe the stability of each algorithm, each algorithm ran 20 times under same parameters setting for each working day in all three experiments.
First Experiment
Sensitivity analysis of GDPSO
To improve our GDPSO design, preliminary tests were conducted on the data sets. Our GDPSO has three key parameters, namely, population size (NP), generation number (NG), and guide probability (P g ). Since each parameter has three levels, a 3 3 full factorial design described by
Montgomery [46] can be used to analyze the sensitivity of GDPSO to its parameters. As suggested by [13] , the NP can be typically set from 20 to 40. The larger the NG, the longer the computational time would be. Thus, the range of NG is deliberately set to 20 to 80. After several pre-tests, no significant difference is observed in performance when setting NG = 80 against NG > 23 80. The range of P g is set to 0.3 to 0.8 because this parameter requires longer computing time when P g = 1. The performance (P g = 1) is insignificantly different from that of P g = 0.8, but the performance (P g = 0.
3) is significantly different from that of P g = 0. Experimentally, three levels of each parameter {low, medium, high} are set as: NP {20, 30, 40}, NG {20, 40, 80}, and P g {0.3, 0.5, 0.8}.
The ANOVA results are presented in Table 4 . The table shows that NP, NG, p g , and their
interactions NG*P g have a significant effect (p = 0) on GDPSO performance. To determine the appropriate values for each parameter, the main parameters and their interactions with significant effects are presented in Figure 10 in which the low level is denoted as 0, medium level as 1, and high level as 2. Figure 10 also contains the mean reference line of y-coordinate, which indicates the baseline of fitness selection so we only consider the parameters setting that makes fitness less than the mean value. Figure 10 indicates that the medium and high level of NG outperform low level of NG, medium level of NP performs better than low level of NP but performs a little bit worse than high level of NP, whereas high level of P g outperforms medium and low levels of P g .
When NG is set at high level, the P g can be set at any level since performance is not so much different (the difference among them is less than 1), as indicated in Fig.10 (d) . Because the larger NG is, the longer computational time it will be, NG is set to 40. Although NP has significant effects, for the sake of computational time, the experiment with medium NP can help obtain slightly better results (making sure that the fitness is less than the mean value). Therefore, for our EDCC problem, the parameters are set to NP = 30, NG = 40, and P g = 0.8. (Table 5) . For each method, the best-tuned parameters are highlighted. TL means length of tabu list in TS. The random walk probability ranges from 0.05 to 0.15 because high probability may lead to higher frequency of walking into the infeasible solution space. The crossover rate is set to 0.7 to 0.9 whereas mutation rate is set to 0.02 to 0.1. The parameters w, c1, c2 characterize the behavior of particles, c1+c2<=4, in this section, we set them ranging from 0.5 to 2. Given that space limit, details can be disclosed upon request. 
Second Experiment
Our GDPSO (with novel genetic operators) and times to obtain the stability of algorithms indicating by the average value "Avg" and the minimal value "Min", as shown in table 6. All the above algorithms took nearly 2 min to run over 40
generations. The results indicate that our GDPSO can converge faster and obtain better solutions as compared with DPSO 1 to 3. Table 6 reports the number of constraint violations by different methods whereas Table 7 shows that GDPSO can significantly outperform other DPSO-based methods (p < 0.05). Therefore, our GDPSO with novel genetic operators is deemed to be more effective and efficient than DPSO with common genetic operators in minimizing the constraint violation of the EDCC timetabling problem. We also examine the convergence of each algorithm, which is indicated by the minimal cost of constraint violation in each generation of the algorithms. 
Third Experiment
In this experiment, other fine-tuned benchmarking methods are compared with our fine-tuned GDPSO. All algorithms are assessed by the quality of performance, namely, the cost of constraint violations with the maximum computational time (e.g. 120 s) permitted to solve the problems.
Considering its randomness, the convergence of MCRW varies significantly for Monday case ( Figure 12 ). Although the minimal violation of constraints could be achieved by MCRW, its searching process highly fluctuated. The convergence of all other algorithms is also shown in Table 10 shows the average objective value of solutions on each day and over a week. C 4 (time window constraints), C 6 (equipment capacity), C 7 (assistants capacity), and C 8 (room availability) are frequently violated. This result implies that the center can make a few improvements by considering the extension of room operating hours or enhancement of equipment capacity. In this connection, the center will be able to accommodate more users (quantity) and better meet their needs (quality). 
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Conclusion and future research
In this paper, Genetic-based Discrete Particle Swarm Optimization (GDPSO) is proposed to solve the EDCC timetabling problem, which is formulated as a weighted Max-CSP. The sensitivity analysis shows that the NG, NP, and P g do significantly affect the performance of GDPSO. Other benchmarking algorithms are fine-tuned and compared with GDPSO using our data sets. The comparison results suggest that GDPSO can outperform all the benchmarking algorithms in terms of stability and efficiency. In addition, GDPSO has a faster yet consistent rate of convergence and can obtain better results with shorter computing time. Based on the analysis of soft constraint violations (Table 10) , the results suggest that the center can be improved by extending open hours of rooms and purchasing more equipment for activities. To the best of our knowledge, this study 30 is one of the few attempts to explore the potential of evolutionary algorithms in solving Max-CSP.
However, a few limitation of this study include that our problem is mainly defined with respect to the actual setting of the local day care center and several operating features are fixed. Thus, a more generalized EDCC problem will be studied to obtain a more generalized solution using our proposed GDPSO.
Our future work may focus more on the testing of GDPSO on larger Max-CSP, compared with the one reported in this paper. Moreover, the GDPSO search mechanism will be further investigated. In this study, the computational time for each example was nearly 2 min, which could be reduced to enhance the usefulness of our GDPSO. Finally, GDPSO can be used to solve other real-world problems, such as vehicle routing problems for home care visits and nurse scheduling problems in hospitals.
Appendices
The timetable for Monday obtained by GDPSO is presented to illustrate how users can be allocated to different timeslots of the same working day according to their needs. A total of 67 users have to complete several tasks on Monday, and the room capacity is 15. Figure A1 shows the timetable for Room 1. 
