In this paper the surjective homomorphism ψ (see [Da1] ) from the Drinfeld realization U Dr q to the Drinfeld and Jimbo presentation U DJ q of affine quantum algebras is proved to be injective. A consequence of the arguments used in the paper is the triangular decomposition of the Drinfeld realization of affine quantum algebras also in the twisted case. A presentation of the affine Kac-Moody algebras in terms of the "Drinfeld generators" is also provided.
n ) the quantum algebra introduced by Drinfeld and Jimbo (see [Dr2] and [Jm] ), U Dr q = U Dr q (X (k) n ) its Drinfeld realization (see [Dr1] ). This paper concludes the proof that U DJ q and U Dr q are isomorphic. More precisely, in [Da1] a homomorphism ψ : U Dr q → U DJ q was defined (following [Be] for the untwisted case), and proved to be surjective; previous attempts to give a complete proof that these two algebras are isomorphic are also discussed in [Da1] . Here is a proof of the injectivity of ψ. As in [Be] , the idea of the proof is recovering the injectivity of ψ from that of its specialization at 1, based on the following: If f 1 is injective, so is f . Proof: A is a local principal ideal domain; f (M ) is a finitely generated Asubmodule of N , hence a free A-module, so that there exists g : f (M ) → M such that f • g = id f (M ) . Of course ker(f ) is a finitely generated A-module, M = ker(f ) ⊕ Im(g), ker(f )/(q − 1)ker(f ) ֒→ M/(q − 1)M and ker(f )/(q − 1)ker(f ) ⊆ ker(f 1 ) = {0}. Then (q − 1)ker(f ) = ker(f ), so that ker(f ) = {0} (Nakayama lemma).
Remark that the hypothesis that M is finitely generated over A is necessary, as it can be seen from the simple counterexample f : C(q) → {0}.
The problem faced in the present paper is reducing to a situation where this argument works. Consider the (well defined) commutative diagram is the integer form of the positive part of U DJ q (remark 2.4), F + is the free A-algebra generated by {X + i,r |i ∈ I 0 , r ≥ 0} and I + is the ideal of F + generated by the relations (ZX + + , DR + , S + , U 3 + ) (see notations 3.9 and 6.1). The plan of the proof is showing that the injectivity ofψ implies the injectivity of ψ (see proposition 5.2 and corollary 6.4, ii)) and at the same time that the conditions of proposition 0.1 hold for the homogeneous components ofψ : F + /I + → U DJ,+ A (see remark 6.7), so that ψ is injective ifψ 1 -the specialization at 1 ofψ -is injective. This turns our problem into the study ofψ 1 , which is found out to be injective through a careful analysis of the classical (non quantum) affine Kac-Moody case (see remark 7.6 and corollary 8.21).
A) It is well known that U DJ,+ A is a free A-module (see remark 2.4,ii)); it is straightforward to see that F + /I + = ⊕ α∈Q + (F + /I + ) α where each (F + /I + ) α is a finitely generated A-module (see remark 6.2, ii)); finallyψ is trivially Q-homogeneous: then proposition 0.1 applies andψ is injective if ψ 1 is injective.
B) Of course F + /I + , but also U DJ,+ A , can be easily described through a presentation by generators and relations (it is well known that U DJ,+ A is generated by {E i |i ∈ I} with relations (SE), see remark 2.4, iv)). Then their specializations at 1 are also immediate to describe by generators and relations (see remarks 7.1 and 7.5), andψ 1 is explicitly known on the generators. Section §8 is devoted to prove thatψ 1 is injective. Since the specialization at 1 of U DJ,+ A is well know (it is the enveloping algebra of the positive part of the Kac-Moody algebra), the proof consists in the study of the classical (non quantum) situation, through a careful analysis of the specialization at 1 of F + /I + (see corollary 7.29 and section §8). In particular this analysis leads also to a "Drinfeld realization" of the affine Kac-Moody algebras (see theorem 9.6).
C) On the other hand f (F + /I + ) generates over C(q) a subalgebra U Dr,+,+ q of U Dr,+ q ⊆ U Dr q ; since f (F + /I + ) is direct sum of finitely generated Amodules, it is an integer form of U Dr,+,+ q (see remark 6.3). So the injectivity ofψ implies that ψ U Dr,+,+ q is injective (see corollary 6.4, ii)). Following the literature we denote bŷ g = (g ⊗ C C[t ±1 ]) χ ⊕ Cc an affine Kac-Moody algebra with Dynkin diagram Γ and set of vertices I = {0, 1, ..., n}, Cartan matrix A = (a ij ) i,j∈I , root lattice Q = ⊕ i∈I Zα i and positive root lattice Q + = ⊕ i∈I Nα i , root system (with real and imaginary roots) Φ = Φ re ∪ Φ im , root system with multiplicitiesΦ, symmetric bilinear form (·|·) on Q induced by DA, (D =diag(d i |i ∈ I)) with kernel Zδ (δ ∈ Q + ), Weyl group W =< s i : α j → α j − a ij α i |i ∈ I >, extended Weyl groupŴ = W ⋊ T (T ≤ Aut(Γ)) with length l :Ŵ → N, extended braid group with liftingŴ ∋ w → T w , where g is a simple Lie algebra over C of rankñ; χ is an automorphism of the Dynkin diagram of g of order k; A 0 = (a ij ) i,j∈I 0 (I = I 0 ∪ {0} = I 0 ), Q 0 = ⊕ i∈I 0 Zα i ⊆ Q (Q 0,+ = Q 0 ∩ Q + ), Φ 0 ⊇ Φ 0,+ and W 0 =< s i |i ∈ I 0 >≤ W ≤Ŵ are respectively the Cartan matrix, the root lattice, the root system (with the set of positive roots) and the Weyl group of the simple Lie algebra g 0 = g χ . If g is of type Xñ (X = A, B, C, D, E, F, G,)ĝ is said to be of type X (k) n . FinallyP = ⊕ i∈I 0 Zλ i (< λ i |α j >= δ ijdi ) is the sublattice of d i otherwise ; recall that for allλ ∈P , α ∈ Qλ(α) = α− <λ|α > δ and denote by λ the weight λ = λ 1 + ... + λ n , by N the length of λ, by N i the length of λ i (i ∈ I 0 ).
Remark 1.2.
The structure of the set of positive roots with multiplicitiesΦ is the following (see [K] ): Φ = Φ re + ∪Φ im + with Φ re + = {rδ + α ∈ Q + |α ∈ Φ 0 , r ∈ Z such thatd α |r} ∪ Φ 2 , Φ im + = {(rδ, i)|(i, r) ∈ I Z , r > 0}, wherẽ d w(α i ) =d i for w ∈ W 0 , i ∈ I 0 , Φ 2 = {(2r + 1)δ + 2α|r ∈ N, α ∈ Φ 0 such that (α|α) = 2} in case A
(2) 2n ∅ otherwise, I Z = {(i, r) ∈ I 0 × Z|d i |r}. Notation 1.3 (see [Be] and [Da2] ). ι : Z → I and Z ∋ r → w r ∈ W are defined by the following conditions:
ii) for all r = 1, ..., n there exists τ r ∈ T such that λ 1 + ... + λ r = λ 1 · ... · λ r = s ι 1 · ... · s ι N 1 +...+Nr τ r ∈Ŵ ;
iii) ι N +r = τ n (ι r ) for all r ∈ Z. The bijection Z ∋ r → β r = w r (α ιr ) ∈ Φ re + induces a total ordering onΦ + defined by β r β r+1 (mδ, i) (mδ, j) (mδ, i) β s−1 β s ∀r ≥ 1, s ≤ 0,m > m > 0, j ≤ i ∈ I 0 (choosing any ordering ≤ of I 0 ).
(The reverse ordering has the same properties, see [Da2] ). iii) For all i ∈ I 0 we denote by q i the element q i = q d i ∈ C(q). Notation 1.5. Consider a Z[q ±1 ]-algebra U , elements u, v ∈ U and r ∈ Z. The q-bracket [u, v] q r denotes the element [u, v] q r = uv − q r vu. Remark that the specialization at 1 of [u, v] q r (the image of [u, v] 
In this section we recall the definition and the structures of the DrinfeldJimbo presentation U DJ q of the affine quantum algebras (see [Dr2] and [Jm] , and also [Be] , [Da2] , [LS] , [L] ).
Definition 2.1. The Drinfeld-Jimbo presentation of the affine quantum algebra of type
i |i ∈ I} with relations:
Remark 2.2.
Recall that U DJ q is endowed with the following structures: i) the Q-gradation U DJ q = ⊕ α∈Q U DJ q,α determined by the conditions:
ii) the triangular decomposition: are the subalgebras of U DJ q generated respectively by {E i |i ∈ I}, {K ±1 i |i ∈ I} and {F i |i ∈ I}; in particular
DJ,− is a graded subalgebra of U DJ q and the triangular decomposition can be formulated also as
iv) the extended braid group action defined by
[m]q i ! , and
v) positive and negative root vectors E α ∈ U DJ,+ q,α
Remark 2.3. We have that:
for real root vectors the claim can be stated in a more precise way:
A is a free A-module; Moreover: iii) U DJ A is T s i -stable for all i ∈ I and T τ -stable for all τ ∈ T : it contains all the root vectors; iv) the subalgebra U
is the A-algebra generated by {E i |i ∈ I} with relations (SE); it is a free A-module;
the image of all the root vectors lies inĝ. §3. PRELIMINARIES: U Dr q .
The Drinfeld realization U Dr q of the affine quantum algebras was introduced in [Dr1] , and its defining relations were simplified in [Da1] thanks to the (q-)commutation with the generators X ± i,r , H i,r . Both the original and the simplified sets of relations are useful in this paper: while studying the positive subalgebra U Dr,+ q , which contains neither X − i,r nor H i,r , the set of relations given by Drinfeld is the most natural to deal with, and is finally proved to provide a complete set of relations defining U Dr,+ q (see theorem 9.4,i)); viceversa, specializing at 1 the whole U Dr q provides a presentation of the affine Kac-Moody algebras in terms of the generators {x ± i,r , h i,r , c}, whose relations can be deduced from the simplified relations defining U Dr q (see theorem 9.6,iv)). In this section we recall: the definition of U Dr q through the simplified relations given in [Da1] (definition 3.1); the relations given by Drinfeld ( [Dr1] ) involving just the positive generators X + i,r 's and holding in U Dr,+ q (notation 3.9 and remark 3.10); the structures defined on U Dr q (Q-gradation, (anti)automorphisms, first remarks about the triangular decomposition).
Definition 3.1. The Drinfeld realization of the affine quantum algebra of type
with relations
2 ),
ijr andd ij are defined as follows:
2n , 1, 1)
and U Dr,0,− q denote the C(q)-subalgebras generated respectively by {C ±1 , k ±1 i |i ∈ I 0 }, by {H i,r |i ∈ I 0 , r > 0} (or by {H + i,r |i ∈ I 0 , r ∈ Z}) and by {H i,r |i ∈ I 0 , r < 0} (or by {H − i,r |i ∈ I 0 , r ∈ Z}); iii) U Dr,+ q and U Dr,− q denote the C(q)-subalgebras generated respectively by {X + i,r |i ∈ I 0 , r ∈ Z} and by {X 
viii) for all c,c : I 0 → {±1} and for all i ∈ I 0 we have
Remark 3.6. In U Dr q we have also (see [Dr1] and [Da1] ):
Remark 3.7. In U Dr q we have also (see [Dr1] and [Da1] ):
which, together with the relations (CU K), (CK), (KX ± ), (XX), implies that the natural map U
Notation 3.9. i) Denote by (DR) the following relations:
ii) Denote by (S) the relations (S)
iii) Denote by (U 3) the relations
iv) Denote by (ZX + + ), respectively (DR + ), (S + ) and (U 3 + ), the relations of (ZX + ), respectively (DR), (S) and (U 3), involving just elements X + i,r with r ≥ 0 (see definition 3.1).
Remark 3.10.
i) The relations (DR), (S) and (U 3) hold in U Dr q (see [Dr1] and [Da1] ); ii) the relations (SU L) and (SU L + ) depend respectively on the relations (S) and (S + ); iii) the relations (S) and (U 3) depend on the relations (DR) (see [Da1] ); iv) in the algebra generated by {X + i,r |i ∈ I 0 , r ∈ N} the relations (S + ) and (U 3 + ) do not depend on the relations (DR + ) (it is enough to compare the degrees of the relations (S + ) and (U 3 + ) with those of the relations (DR + ) remarking that the algebra generated by {X
In this section we recall the homomorphism ψ : U Dr q → U DJ q and some of its properties (see [Be] and [Da2] ).
n ) is the C(q)-algebra homomorphism defined on the generators as follows:
where o : I 0 → {±1} is a map such that: [Be] for the untwisted case); 
is injective. §5. REDUCTION to a FINITE DIMENSIONAL SITUATION and TRIANGULAR DECOMPOSITION.
The aim of this paper is proving that ψ is an isomorphism, i.e. that it is injective (since it is surjective). The strategy is reducing to studying the restriction of ψ to finitely generated A-submodules of U Dr q , so that the specialization argument described in the introduction (proposition 0.1) can be applied. The first step in this direction would be restricting to the Q-homogeneous components U Dr q,α , which are though far from being finite-dimensional; in similar situations, for example while studying the Drinfeld-Jimbo presentation of quantum algebras, the triangular decomposition solves this difficulty, because it provides the lower bound 0 ∈ Q for the weight of the elements to be considered. In the Drinfeld realization this simplification is important but not enough: indeed U Dr,+ q,α is in general not finite-dimensional (see remark 3.3,v)). The same remark suggests to analyze in fact U Dr,+,+ q since it is the direct sum of (its homogeneous) finite-dimensional components. This section is devoted to show that the injectivity of ψ U Dr,+,+ q implies the injectivity of ψ. As outlined above, the reduction to this finite-dimensional situation requires the analysis and understanding of the triangular decomposition of U Dr q . By triangular decomposition of U Dr q we mean the following claim:
In [H] the author proved the triangular decomposition for the quantum affinizations of all symmetrizable quantum algebras: this class of algebras includes the untwisted affine quantum algebras, but does not include the twisted ones. Here we develop some remarks which show that the injectivity of ψ U Dr,+,+ q implies both the triangular decomposition of U Dr q and the injectivity of ψ. We already noticed that the product U
q is surjective (see remark 3.7): therefore the triangular decomposition is equivalent to the injectivity of this map.
) is the subalgebra of U DJ q generated by the root vectors E rδ+α i (i ∈ I 0 , r ∈ N), hence, by the Levendorskii-Soibelman formula and the PBW-basis (see remark 2.3, x) and xi)), it is a subspace of the linear span of the ordered monomials in the root vectors E βr with r ≤ 0. Of course ψ(U Dr,−,− q ) = Ω(ψ(U Dr,+,+ q )), hence it is a subspace of the linear span of the ordered monomials in the root vectors F βr with r ≤ 0. Recall that ψ(U
) (see proposition 4.3, iv) and v)), and that ψ(U Dr,0,+ q ) is the subalgebra of U DJ q generated by the root vectors E (rδ,i) (i ∈ I 0 , r > 0). Then the triangular decomposition of U DJ q (see remark 2.2,ii)) and the structure of its PBW-basis (see remark 2.3, x)) imply the assertion, thanks to proposition 4.3, i) and ii).
It is enough to consider the following commutative diagram for all N ∈ N (see propositions 4.3 and 5.1 and remarks 3.5, vii) and viii), 3.7 and 4.2,iii)):
In particular the Drinfeld triangular decomposition that we aim to prove would not correspond to the Drinfeld and Jimbo triangular decomposition, but would give rise to a substantially different decomposition (Drinfeld triangular decomposition). For a comparison between the two decompositions see proposition 9.3.
) ⊆ U thanks to remarks 2.3, vi), 3.5, vi) and 5.3. c) ψ(U Dr,+ q ) ⊆ U thanks to a) , b) and remark 3.5, vii). d) U = ψ(U Dr,+ q ): consider the identifications induced by the product
and remark that through these isomorphisms ∀u ∈ U DJ q ∃Ñ ∈ Z such that for all N >Ñ
for all N >> 0 and the triangular decomposition of U DJ q imply that u ∈ ψ(U
and again since ψ(U
), which implies the claim. e) E rδ+α ∈ U thanks to remark 2.3, vi). f) F rδ−α K rδ−α ∈ U thanks to a) and e), since F rδ−α K rδ−α is T λ -conjugate to any E sδ+α with s ≥ 0 such that < λ|α > |r + s (see remark 2.3, vi)). d), e) and f) imply i). Applying Ω to f) we get ii), while iii) is a straightforward consequence of the definitions.
) is the C(q)-linear span of the ordered monomials in the E rδ+α 's with r ≥ 0, α ∈ Q 0,+ such that rδ + α ∈ Φ re . Proof: Let U + be the C(q)-linear span of the ordered monomials in the E βr 's with r ≤ 0, U − be the C(q)-linear span of the ordered monomials in the E βr 's with r ≥ 1 and U 0 be the C(q)-linear span of the monomials in the positive imaginary root vectors. Then the P BW -basis of U 
Notation 6.1. i) F + is the A-algebra freely generated by {X + i,r |i ∈ I 0 , r ≥ 0}; ii) I + is the ideal of F + defined by the relations (ZX + + ), (DR + ), (S + ) and (U 3 + ) (see notation 3.9); iii) t ′ + :
(see definitions 3.4, ii) and iii) and 4.1); we also denote byt ′ + the Aendomorphism induced by t ′ + on F + /I + .
Remark 6.2. i) F + , I + and consequently also F + /I + are all Q-graded where the degree of X + i,r is α i + rδ; ii) the A-modules (F + ) α and (F + /I + ) α (α ∈ Q) are finitely generated: they are generated over A by
iii) the natural map f + : F + /I + → U Dr q is well defined (see definition 3.1 and remark 3.10,i));
and f + (F + /I + ) is an integer form of U Dr,+,+ q : indeed f + (F + /I + ) is direct sum of finitely generated Asubmodules of a C(q)-vector space, hence it is free over A.
In particular a C(q)-linear map defined on U Dr,+,+ q is injective if and only if its restriction to f + (F + /I + ) is injective.
Corollary 6.4.
If ψ • f + is injective then: i) f + is injective, hence F + /I + is an integer form of U Dr,+,+ q , see remark 6.3; ii) ψ f + (F + /I + ) is injective (then so are ψ U Dr,+,+ q and ψ, see proposition 5.2, i) and remark 6.3).
Remark 6.5.
if r ≥ 0 (see definition 4.1 and remarks 2.3, iii) and 2.4, iii)).
Notation 6.6. Denote byψ the mapψ = ψ • f + :
Remark 6.7. ψ is obviously homogeneous, that isψ = ⊕ α∈Q +ψ α withψ α =ψ (F + /I + )α and consequentlyψ 1 = ⊕ α∈Q + (ψ α ) 1 where (ψ α ) 1 is the specialization at 1 ofψ α . Since (F + /I + ) α is finitely generated over A and U DJ,+ A,α is free over A we have that for each α ∈ Q +ψα is injective if (ψ α ) 1 is injective (see proposition 0.1). Thenψ is injective ifψ 1 is injective. §7. SPECIALIZATION at q = 1.
We are reduced to study the specialization at 1 ofψ. To this aim it is important that first of all we understand the structure of the specialization at 1 of F + /I + and of U DJ,+ A . Since, as recalled in remark 7.1 below, the specialization at 1 of U DJ,+ A is well known, we concentrate in the description of the specialization of F + /I + . Of course a first presentation by generators and relations of the specialization at 1 of F + /I + is immediate to find by specializing at 1 the defining relations of F + /I + (see proposition 7.2). The present section is devoted to simplify these specialized relations.
Remark 7.1. Thanks to remark 2.4, iv), the specialization at 1 of U DJ,+ A is the enveloping algebra of the Lie algebra generated by {e i |i ∈ I} with relations (ade i ) 1−a ij (e j ) = 0 when i = j (Serre relations), which is well known to be the positive part of the Kac-Moody algebraĝ =ĝ(X (k) n ) and also of the loop
By the very definition of F + and I + the specialization at 1 of F + /I + is the (associative) algebra generated by {x + i,r |i ∈ I 0 , r ≥ 0} with the following relations (dr + ):
2n , 1)),
Proof: All the relations (dr + ) are the immediate specialization at 1 of the relations (ZX + + , DR + , U 3 + , S + ), recalling notation 1.5 and remark 3.10,ii), and noticing that relations (S2 + ) specialize to
which is (s2).
Remark 7.3. Remark that in the relations (dr + ) (see proposition 7.2) all the products are expressed in terms of brackets; hence the associative algebra generated by {x + i,r |i ∈ I 0 , r ≥ 0} with the relations (dr + ) is the enveloping algebra of the Lie algebra generated by {x + i,r |i ∈ I 0 , r ≥ 0} with the relations (dr + ). This Lie algebra plays a central role in the following.
Definition 7.4. L + is the Lie algebra generated by {x + i,r |i ∈ I 0 , r ≥ 0} with the relations (dr + ).
Remark 7.5. The specialization at 1 of F + /I + is the enveloping algebra U (L + ) of the Lie algebra L + (see proposition 7.2, remark 7.3 and definition 7.4). In particularψ 1 is a homomorphism of associative algebras from U (L + ) to U (ĝ + ), see remark 7.1. The next step is proving thatψ 1 (L + ) ⊆ĝ + , which implies thatψ 1 L + is a Lie algebra homomorphism from
) χ ⊆ĝ + ; in particular, thanks to remark 7.5 we obtain thatψ 1 is injective if and only ifψ 1 L + is injective.
λ •ψ (see remarks 4.2, iii) and 6.2,iv)), the claim follows from the fact thatψ(x + i,0 ) = e i ∈ g 0,+ ⊆ĝ, from remarks 2.4,viii) and 3.5,ix), and from the fact thatĝ
+ is well known to be a simple finite dimensional g 0 = g [0] -module, hence a lowest weight cyclic g + = g 0,+ -module (see [K] ). Then g + (= ⊕ α∈Q 0,+ \{0} (g [r] ) α ) is generated as a g 0,+ -module by
+ ) α i = ⊕ i∈I 0 :
) χ is generated as a g 0,+ -module by ⊕ i∈I 0 ,r∈N:
+ ) α i ⊗ Ct r or equivalently by {ψ 1 (x + i,r )|i ∈ I 0 , r ∈ N such thatd i |r} since ∀i ∈ I 0 , r ∈ Ñ ψ 1 (x
λ (e i ) = 0 (see remarks 2.4,viii), 3.5,ix), 4.2, iii) and 6.2,iv)), and (g
This forces {ψ 1 (x + i,r )|i ∈ I 0 , r ∈ N}, which obviously contains {e i =ψ 1 (x + i,0 )|i ∈ I 0 }, to generate (g + ⊗ C C[t]) χ also as a Lie algebra; the assertion follows. 
where the last two equalities follow respectively from proposition 7.7 and from the comparison of the C(q)-basis of U DJ,+ q ∩ ψ(U Dr,+ q ) described in corollary 5.5 with the PBW-basis of
Before proving, in section §8, that the Lie-algebra homomorphismψ 1 L + is actually injective, in the remaining part of this section we simplify the relations defining L + (see the following computations, summarized in corollary 7.29). 
Lemma 7.10. Relations (x1) and (x2) are equivalent to 
2n , 1): again we can suppose r ≥ s and proceed by induction on r − s, the cases r − s = 0, 1, 2 being obvious:
], from which the claim follows by the inductive hypothesis, since r − 2 ≥ s + 2.
Proof: Thanks to lemma 7.10 it is enough to prove that
Recall that by (x3)
,s ] = 0; if r + s is even then by corollary 7.11
Proposition 7.13. Relations (x1), (x2), (x3) are equivalent to relations (x 1,2 ), (x 3 ) (it is obvious that (x 3 ) implies (x3)).
Lemma 7.14. Let i, j ∈ I 0 , r 1 , r 2 , s ∈ Z be such that a ij < 0,d i |r 1 , r 2 andd j |s. Then: i) ifd i ≥d j and (X
2n , 1), and k|r 2 − ε 2 (0 ≤ ε 2 < k)
] depends only on (s + r 1 + r 2 , ε 2 ). Proof: i) is an immediate consequence of relations (x d ), (x 1,2 ) and of corollary 7.11:
[
ii) is similar: ifd i <d j or 2|r 1 + r 2
2n , 1), and s + r 1 > 0 or 2|r 2
] depends only on (s + r 1 + r 2 − ε 2 , ε 2 ), that is on (s + r 1 + r 2 , ε 2 ); finally if (X
2n , 1) and s = r 1 = 0, r 2 = 2r + 1 we can suppose r > 0 and we have
and the claim follows from the previous cases.
Proposition 7.15. Relations (x d ), (x 1,2 ) and (t2) are equivalent to relations (x d ), (x 1,2 ), (t ′ 2 ) and (t ′′ 2 ), where (t ′ 2 ) and (t ′′ 2 ) are the following relations:
2n ).
Proof: Indeed corollary 7.11 and remark 7.14 imply that 
Proposition 7.16. Relations (x d ), (x 1,2 ) and (s2) are equivalent to relations (x d ), (x 1,2 ) and (s 2 ), where (s 2 ) are the following relations:
Proof: Indeed lemma 7.14,ii) implies that
Lemma 7.17. Relations (x d ), (x 1,2 ) and (t3) are equivalent to relations (x d ), (x 1,2 ) and (t3) where relations (t3) are the following:
(k = 3, a ij = −3, s, r 1 , r 2 , r 3 ∈ N). Proof: Indeed by corollary 7.11
Notation 7.18.
Let us define the following relations:
. Proof: Using relations (x d ) and (x 1,2 ) we have of course that (t ′ 3 ), (t ′′ 3 ) and (t ′′′ 3 ) are (t3) with r 1 + r 2 = 0, 1, 2 respectively.
We prove by induction on r 1 + r 2 that relations (
3 ), (t ′′′ 3 ) imply relations (t3), the cases 0 ≤ r 1 + r 2 < 3 being obvious (see the proof of remark 7.19). If r 1 + r 2 ≥ 3 use induction on r 2 : if r 2 = 0 then r 1 ≥ 3 and thanks to (x d ) we have
which is zero by the inductive hypothesis (r 1 −3+0 < r 1 +r 2 ); if r 2 > 0 then, thanks to lemma 7.14, iii),
which is zero because r 2 − 1 < r 2 .
, from which, thanks to corollary 7.11,
Notation 7.22. Let us define the following relations:
Remark 7.23. Relations (x 1,2 ), (t ′ 3 ) and (u3) imply relations (u ′ 3 ) and (u ′′ 3 ).
] with s = 0 and (u3) with (s, r 1 , r 2 , r 3 ) = (0, 1, 0, 0) imply (u ′′ 3 ), using corollary 7.11.
, which is zero if 3 |r 1 + r 2 + r 3 (by (x d ), (u ′ 3 ), (u ′′ 3 ) and lemma 7.21). In particular (u3) holds if 3 |r 1 + r 2 + r 3 + 1. Otherwise we can suppose 0 ≤ r 1 , r 2 , r 3 < 3, r 1 = r 2 , r 3 + 1 ≡ r 1 (mod3) (thanks to (x d ) and (x 1,2 )), or equivalently that (r 1 , r 2 , r 3 ) = (1, 1, 0), (2, 0, 0), (2, 2, 1). In these cases (u3) corresponds respectively to [(t ′ 3 ),
Notation 7.25. Let us define the following relations:
(serre) (adx
Remark 7.26.
Relation (s) implies relation (serre).
Proof: the claim is obvious since (serre) is (s) with r u = 0 for all u = 1, ..., 1 − a ij .
Proposition 7.27. 
2n , a ij = −2, r 3 odd, when
But by the above considerations 
It is worth remarking that in the cases
Compare this observation with remark 3.10,iii) and iv).
Corollary 7.29. L + is the Lie algebra generated by {x + i,r |i ∈ I 0 , r ≥ 0} with relations (zx),
This section is devoted to the study of the Lia algebra L + (see definition 7.4) and of its relation, throughψ 1 (see remarks 7.5 and 7.6 and proposition 7.7), with the Kac-Moody algebraĝ (see corollary 8.21). Proposition 7.7 and the structure of the root system ofĝ (see remark 1.2) imply that in order to prove thatψ 1 L + is injective it is enough to show that for all
Notice that the results of section §7 imply the following:
2n , 1) and 2 |r 0 otherwise,
for all h > 0, i ∈ I 0 and r ∈ N such thatd i |r; in particular (D1) holds; iii) (D2) follows from lemma 7.10; iv) (D3) follows from lemma 7.12.
In order to generalize this result to all the roots we embed L + into a g 0 -module L: this structure provides the symmetries that allow to determine easily the needed dimensions of the homogeneous components of L + .
i) L 0 is the abelian Lie algebra generated by {h i,r |i ∈ I 0 , r ∈ N} with relations h i,r = 0 ifd i |r (hence {h i,r |i ∈ I 0 ,d i |r ∈ N} is a basis of
Proposition 8.5.
Proof: It is obvious that for all i ∈ I 0 , r ∈ N the ideal generated by the relations (dr + ) is stable under the derivation x + j,s → B ijr x + j,r+s (see also [Da1] ), hence h i,r . defines a derivation of L + ; it is also immediate to see that h i,r . = 0 ifd i |r and that h i,r .h j,s . = h j,s .h i,r ., hence the map h i,r → h i,r . induces a Lie algebra homomorphism
Remark 8.7. We want to provide L with a g 0 -module structure extending the h 0 -module structure (remark 8.6,vi)), compatible with the h 0 ⊕g 0,± -module structure on L 0 ⊕ L ± (remark 8.6,iii)), and homogeneous with respect to the Q-grading.
and f i,L are locally nilpotent (see remark 8.4,ii) and iii) and notice that for all
Proposition 8.10. 
2n , 1) or 2|r + s and in any case depends only on r + s, hence relation (
2n , 1) then
which, if 2|r 1 + r 2 or 2|r 1 + r 2 + r 3 , is of course zero by ii) and relation (x 1,2 ), while is (−6 + 2)[x
2n , 1) or 2|s + r 1 + r 2 and depends only on
(we can suppose, and we are supposing,d j |s andd i |r 1 , r 2 ). Let us distinguish three cases:
2n ; then x + j,s+1 = 0, so that
together with i), ii) and iv) this implies the stability of (x d , x 1,2 , t ′ 2 , t ′′ 2 ) by the action of the f l 's (l ∈ I 0 );
together with i), ii) and iv) this implies the stability of (x d , x 1,2 , s 2 ) by the action of the f l 's;
if 3 |r 1 , 3 |r 2 ;
in particular
which, together with i), ii) and iv), implies the stability of (x d , x 1,2 , t ′ 3 , t ′′ 3 , t ′′′ 3 ) by the action of the f l 's; In case k = 3,
,0 ] = 0; vi) and vii), together with i) and ii), imply the stability of (x d , x 1,2 , x 3 , u ′ 3 , u ′′ 3 ) by the action of the f l 's.
, which implies the stability of (serre) by the action of the f l 's.
Definition 8.12.
Defineg 0 to be the Lie-algebra generated by {e i , f i , h i |i ∈ I 0 } with relations
Proof: i) follows from remark 8.8,ii), and ii) from remark 8.6, ii) and from definitions 8.9 and 8.11). iii) By ii) and remark 8.6, v) it is enough to prove the identity on
which is the claim. iv) is a consequence of iii) together with proposition 8.6, v) and remark 8.8,i).
Lemma 8.14. Let ρ :g 0 → gl(M ) be ag 0 -module structure on M with weight space de-
Mα for all h ∈ h 0 , remarking that h 0 ֒→g 0 ) and suppose that ρ(e i ), ρ(f i ) are locally nilpotent. Then M is a g 0 -module. Proof: Let i = j ∈ I 0 : we want to prove that ρ(ad(e i ) 1−a ij (e j )) = 0 and ρ(ad(f i ) 1−a ij (f j )) = 0. a) Given x ∈ M homogeneous, the subspace M x =< ρ(e i ) r (x), ρ(f i ) r (x)|r ∈ N > is finite dimensional and e i , f i , h i -stable; b) forM ⊆ M finite dimensional there exists r ∈ N such that ρ(e i ) r M = 0; in particular ∃r x ∈ N such that ρ(e i ) rx Mx = 0, ρ(e i ) rx ρ(e j )(Mx) = 0; c) for r ∈ N ρ(ad(e i ) r (e j )) = r u=0 r u ρ(e i ) r−u ρ(e j )ρ(e i ) u ; in particular if r ≥ 2r x − 1 ρ(ad(e i ) r (e j )) Mx = 0; d) for r ∈ N [e i , ad(e i ) r (e j )] = ad(e i ) r+1 (e j ) and [f i , ad(e i ) r (e j )] = −r(a ij + r − 1)ad(e i ) r−1 (e j ); e) let Y = {r ∈ N|ρ(ad(e i ) r (e j )) Mx = 0}; then 2r x − 1 ∈ Y = ∅, r ∈ Y ⇒ r + 1 ∈ Y and r ∈ Y \ {0, 1 − a ij } ⇒ r − 1 ∈ Y ; in particular 1 − a ij ∈ Y and ρ(ad(e i ) 1−a ij (e j ))(x) = 0. Then ρ(ad(e i ) 1−a ij (e j )) = 0. Composing ρ with the Lie-automorphism of g 0 defined by
The claim is a straightforward consequence of remark 8.6, vi), of lemma 8.13, i) and iv) and of lemma 8.14.
) * ∈ GL(h * ) and ϕ(M α ) = M τ.α for all α ∈ h * . In particular P M = {α ∈ h * |M α = {0}} is τ.-stable and dim (M α 
Lemma 8.17. Let g be a Lie-algebra, M be a g-module and x ∈ g be such that adx and
Moreover if x 1 ,..., x r ∈ g are such that adx i and (x i ) M are nilpotent and we set τ = τ (
Proof: It is a straightforward consequence of the well known identity For all r ∈ N let us consider the g 0 -module L (r) and the elements e i , f i ∈ g 0 . Let
Then it is well known and obvious (from lemmas 8.13,i), 8.15 and 8.17) that τ i ∈ Aut Lie (g) and ϕ i ∈ GL(M ) are well defined and
It is also well known (see [K] ) that τ i (h 0 ) = h 0 and in fact
Lemma 8.19. Let P ⊆ Q 0,+ ∪ (−Q 0,+ ) be W 0 -stable. Then any α ∈ P is W 0 -conjugate to an integer multiple of a simple root. Proof: Let α ∈ P \ {0} and take β ∈ W 0 .α ∩ Q 0,+ ( = ∅ because there exists w ∈ W 0 such thatw(Q 0,+ ) = −Q 0,+ ) of minimal height. Since (β|β) > 0 there exists i ∈ I 0 such that (β|α i ) > 0, so that, by the choice of β, s i (β) ∈ −Q 0,+ . This implies β to be a multiple of α i .
Let us now come to our point.
Proposition 8.20.
Given α ∈ Q 0 dimL α+rδ ≤ 1 if α + rδ ∈ Φ 0 otherwise. Proof: We have already proved (see remark 8.18 and lemma 8.19) that dimL α+rδ = 0 if α ∈ ∪ h>0 hΦ 0 . By remark 8.18 it is then enough to prove the claim when α is an integer multiple of a simple root: but this is nothing but (D1), (D2), (D3), see proposition 8.1.
χ is an isomorphism of Lie algebras. Proof: The claim is a consequence of propositions 7.7 and 8.20. §9. CONCLUSIONS.
In this section we point out and underline the several consequences of corollary 8.21. They include the main result (ψ is an isomorphism) together with other results which is worth evidentiating, both about the Drinfeld realization of affine quantum algebras and the affine Kac-Moody algebras. As remarked above (see remark 5.3) the Drinfeld triangular decomposition is essentially different from the Drinfeld and Jimbo triangular decomposition (remark 2.2, ii)). Their precise connection is described in proposition 9.3. Proof: With the notations of corollary 5.5 we have U
, which implies i), ii), iii), iv). v) is equivalent to iii). In vi) the inclusions are obvious, as well as the claim in case A
(1) 1 ; in the other cases there exist indices i, j ∈ I 0 such that δ − (α i + α j ) is a root, then 
this chain of equalities follows from the PBW-bases of U Dr,+ q ∩Ũ q DJ,− (see v)), of (X + i,0 |i ∈ I 0 ) and of U Dr,+,+ q (see i)) and from the isomorphism between (X + i,r |i ∈ I 0 , r ≤ 0) and (X + i,r |i ∈ I 0 , r ≥ 0) (see [Da1] ). viii) Thanks to i) and to remarks 2.3, x) and 3.5, vii) the claim follows remarking that for r ≤ s ≤ 0 λ N (β r ) ∈ −Q + implies λ N (β s ) ∈ −Q + (hence
is the C(q)-algebra generated by {X + i,r |i ∈ I 0 , r ∈ Z} with relations (ZX + ) and (DR). ii) U Dr,+,+ q is the C(q)-algebra generated by {X + i,r |i ∈ I 0 , r ∈ N} with relations (ZX + + ), (DR + ), (S + ), (U 3 + ).
iii) The A-subalgebra U Dr,+ A of U Dr q generated by {X + i,r |i ∈ I 0 , r ∈ Z} is the A-algebra generated by {X + i,r |i ∈ I 0 , r ∈ Z} with relations (ZX + ) and (DR) and is a free A-module: it is an integer form of U Dr,+ q . iv) The A-subalgebra of U Dr q generated by {X + i,r |i ∈ I 0 , r ∈ N} is the Aalgebra generated by {X + i,r |i ∈ I 0 , r ∈ N} with relations (ZX + + ), (DR + ), (S + ), (U 3 + ) and it is a free A-module: it is an integer form of U Dr,+,+ q . Proof: iv) is true by corollary 6.4 and clearly implies ii). Of course iii) implies i). iii) follows from iv): let F be the A-algebra freely generated by {X + i,r |i ∈ I 0 , r ∈ Z}, I the ideal of F defined by the relations (DR), t : F → F the A-automorphism defined by X + i,r → X + i,r+d i ,t the A-automorphism induced by t on F/I and f : F/I → U Dr q the natural homomorphism. Consider also the natural homomorphism j : F + /I + → F/I (see notation 6.1 and remark 3.10, iii)). Since of course f • j = f + and f •t = (t 1 • ... • t n ) −1 • f , f is injective thanks to corollary 6.4, i) and to the fact that F/I = ∪ N ∈Nt −N (j(F + /I + )). In order to prove that F/I is free over A it is enough to remark that the image of the (injective) homomorphism ψ • f is contained in U DJ A (see remarks 2.4, iii) and 6.5), which is well known to be a free A-module (see remark 2.4, ii)). 
→ U Dr
A is injective, thanks to theorem 9.2. Let V be the A-algebra generated by {X ± i,r , H i,r , k i , C,C|i ∈ I 0 , r ∈ Z} with relations (ZX ± ), (CU K), (CU H), (IQ), (KQH), (KX ± ), (HQX ± ), (HH), (HX ± ), (XX), (X1 ± const ), (X3 ± const ), (S ± const ) and V + , V − , V 0 be the A-subalgebras of V generated respectively by {X + i,r |i ∈ I 0 , r ∈ Z}, {X − i,r |i ∈ I 0 , r ∈ Z} and {H i,r , k i , C,C|i ∈ I 0 , r ∈ Z}. LetṼ 0 be the A-algebra generated by {H i,r , k i , C,C|i ∈ I 0 , r ∈ Z} with relations (ZH), (CU K), (CU H), (IQ), (KH), (KQH) and (HH) and V 0,0 = A[k i , C, H i,0 ,C|i ∈ I 0 ]/J where J is the ideal generated by the relations (IQ). e) since U DJ A is t i -stable for all i ∈ I 0 , X ± i,r ∈ U DJ A for all (i, r) ∈ I Z ; it is also clear that U Dr,0 A ⊆ U DJ A , hence U Dr A ⊆ U DJ A ; on the other hand clearly C, K i , E i ∈ U Dr A for all i ∈ I 0 , E 0 ∈ U Dr A (see [Da1] ) and F i ∈ U Dr A for all i ∈ I since U Dr A is Ω-stable; then U DJ A ⊆ U Dr A and vi) follows.
Theorem 9.6. Consider the affine Kac-Moody algebrâ
Then: i)ĝ + is the Lie algebra generated by {x (see remark 2.4, vii) and theorem 9.5, vi)) the claims follow from theorem 9.4, iii), remark 3.5, ii) and theorem 9.5, iv) and v).
