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Abstract
We have devised a new efficient approach to compute combined quantum mechan-
ical (QM) and molecular mechanical (MM, i.e. QM/MM) ligand-binding relative free
energies. Our method employs the reference-potential approach with free-energy per-
turbation both at the MM level (between the two ligands) and from MM to QM/MM
(for each ligand). To ensure that converged results are obtained for the MM→QM/MM
perturbations, explicit QM/MM molecular dynamics (MD) simulations are performed
with two intermediate mixed states. To speed up the calculations, we utilize the fact
that the phase space can be extensively sampled at the MM level. Therefore, we run
many short QM/MM MD simulations started from snapshots of the MM simulations,
instead of a single long simulation. As a test case, we study the binding of nine cyclic
carboxylate ligands to the octa-acid deep cavitand. Only the ligand is in the QM sys-
tem, treated with the semi-empirical PM6-DH+ method. We show that for eight of the
ligands, we obtain well converged results with short MD simulations (1–15 ps). How-
ever, in one case, the convergence is slower (∼50 ps) owing to a mismatch between the
1
conformational preferences of the MM and QM/MM potentials. We test the effect of
initial minimization, the need of equilibration and how many independent simulations
are needed to reach a certain precision. The results show that the present approach
is about 5 times faster than using standard MM→QM/MM free-energy perturbations
with the same accuracy and precision.
1 Introduction
Predicting the binding of a small molecule (L for ligand) to a biological macromolecule (R
for receptor), i.e. the free energy of the reaction R + L → RL, remains one of the greatest
challenges of computational chemistry. Accurate predictions of free energies could have a
large impact on areas such as rational drug design, for which the need to perform expensive
experiments would be reduced.
According to statistical mechanics, the free-energy difference can be expressed as aver-
ages over molecular configurations of the atomic coordinates, which can be obtained from
molecular dynamics (MD) or Monte Carlo simulations. In principle, proper free energies can
be obtained from free-energy perturbation (FEP) calculations with the energies estimated
by exponential averaging (EA, Zwanzig equation),1 thermodynamic integration,2 Bennett
acceptance ratio (BAR)3,4 or similar methods. The difference in binding free energies of two
similar ligands (L0 and L1) can be obtained by calculating the energy difference between the
two ligands when bound to the receptor macromolecule and when free in solution.5 However,
such calculations converge only when the energy difference is small, i.e. when there is enough
overlap in the energy functions of the two ligands so that they sample the same part of the
phase space. In practice, this is seldom the case and this problem is solved by dividing the
transformation between the two ligands into several small steps, employing an interpolated
potential, using a coupling parameter λ (0 ≤ λ ≤ 1):
E(λ) = (1− λ)E0 + λE1, (1)
2
where E0 and E1 are the potentials for L0 and L1, respectively. Moreover, FEP is guaranteed
to yield correct results only if the energy function is perfect and the sampling is exhaustive.
The latter point has historically implied the use of molecular mechanics (MM) force fields
for the sampling, because such calculations are cheap enough to allow for long simulation
times that provide a representative ensemble of configurations.6,7
However, the MM force field is far from a perfect energy function and therefore, there has
been quite some interest to use quantum mechanical (QM) methods in the FEP simulations.8
For the binding of a ligand to a bio-macromolecule receptor, this would require the use
of combined QM/MM methods.9,10 Such calculations can be performed at many levels of







































Scheme 1: Thermodynamic cycle employed to estimate the relative binding free energy
between two ligands (L0 and L1) at the QM/MM level of theory, ∆G
s,QM/MM
L0→L1 , for state s (i.e.
either for the ligand free in solution or when bound to the host). In the reference-potential
methods, ∆G
s,QM/MM
L0→L1 is estimated from the change in free energy at the MM level of theory,
∆Gs,MML0→L1 (lower horizontal arrow). The free energies are corrected at the end points with
a FEP in methods space, from MM to QM/MM, ∆G
s,MM→QM/MM
Li
. The bars on the arrows
illustrate that each perturbation is divided into several intermediate states, characterized by
the λ coupling parameter for the horizontal perturbations and by the Λ parameter for the
vertical perturbations.
a full FEP calculation at the QM/MM level, ∆G
s,QM/MM
L0→L1 , where s, represents either the
ligand bound to the receptor or free in solution. The net binding free energy, ∆∆GbindL0→L1 , is
3








Such FEP calculations have been employed a few times for protein binding energies,11–14
using a semi-empirical QM method and treating only the ligand by QM. The reason for this
is that long MD simulations and many intermediate states are required to get converged
and reliable results (for example we run 2× 18× 1.5 ns = 54 ns simulations for each ligand
pair in our recent study14). This has spurred the development of computationally cheaper
alternatives, in particular the reference-potential methods.15–18 These take advantage of the
corresponding FEP calculations at the MM level (∆Gs,MML0→L1 at the bottom of Scheme 1),
which are much cheaper. By using the thermodynamic cycle in Scheme 1, the ∆G
s,QM/MM
L0→L1
free energy can be obtained from ∆Gs,MML0→L1 by performing FEP simulations in method space
















Again, several approaches can be used to calculate ∆G
s,MM→QM/MM
Li
. The most common
approach is to try to estimate it by exponential averaging. If this converges in a single
step (ssEA), no MD simulations at the QM/MM level of theory are needed because the
energies can be calculated directly by single-point QM calculations on snapshots already





be calculated by the non-Boltzmann BAR approach (NBB), which employs the fact that BAR
normally gives better results than EA, especially when the overlap of the energy functions
is poor.20 However, NBB requires QM calculations on an additional intermediate state and
therefore is twice as expensive as ssEA.19 Moreover, theoretical considerations have indicated
that ssEA performs slightly better than NBB both in theory and in practice.21
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NBB and ssEA have been used in recent studies of binding free energies.21–25 However,
several of these (especially when including more than the ligand in the QM system23,24)
showed serious problems to converge the free energies, simply because the MM and QM/MM
potentials are too dissimilar to allow ∆G
s,MM→QM/MM
Li
to be calculated based solely on snap-
shots from MD simulations at the MM level. For enzyme reaction energies, the problem is
often solved by keeping the QM system fixed in the FEP calculations,15–17 but that does not
seem to be a useful approach for ligand binding, for which entropy effects of the ligand are
important. With a semi-empirical QM method, we have managed to obtain ∆G
s,MM→QM/MM
Li
energies that were seemingly converged to within 1 kJ mol−1 employing 720 000 QM cal-
culations per ligand, but only when using ssEA with the cumulant approximation to the
second order26,27 (ssEAc; i.e. assuming that the energy distribution is Gaussian).19 Plain
ssEA and NBB gave results with an estimated uncertainty of 2–7 kJ mol−1.
This number of QM/MM energy calculations corresponds to up to 1.4 ns of MD simula-
tions. Therefore, we tested in our most recent study to actually run QM/MM MD simula-
tions.14 We performed both full QM/MM FEP calculations (upper arrow in Scheme 1) and




arrows in Scheme 1) into several steps denoted by the coupling parameter Λ for the hybrid
energy function
E(Λ) = (1− Λ)EMM + ΛEQM/MM, (4)
connecting the MM energy (EMM) and the QM/MM energy (EQM/MM; again 0 ≤ Λ ≤ 1); we
use Λ to avoid confusion with the λ parameter for the horizontal perturbations in Scheme 1).
Thus, the calculation of ∆G
s,MM→QM/MM
Li
employed expensive QM/MM MD simulations. We
showed that the two approaches gave identical results, within the statistical uncertainty.
For the direct calculation of ∆G
s,QM/MM
L0→L1 , our overlap measures indicated that a total of
18 λ values were needed. For ∆G
s,MM→QM/MM
Li
, it was enough to consider four Λ values.
Consequently, the latter approach was more effective. However, since each state required 1.5
ns MD simulations, this approach was much more demanding than the ssEAc calculations.
5
On the other hand, ssEAc depends on the accuracy of the cumulant approximation and it is
normally performed only for interaction energies and not for the more correct total energies
(again to improve convergence). Moreover, there were indications that the results were still
not fully converged with independent calculations of the same energy component yielding
results that varied by up to 9 kJ/mol.19 Therefore, the reference-potential calculations with
explicit QM/MM MD simulations seemed to be more reliable. Other studies have also showed
that converged binding affinities can be obtained with sampling at the QM/MM level.25,28 A
similar approach (paradynamics) has been used for enzyme reactions, but normally with only
two Λ states15,29,30), but for our binding affinities, this gave poor overlap and not converged
results.14 Another study has recently reached similar conclusions.31




with four Λ states, but investigate whether the simulations can be sped up,
exploiting the fact that we can thoroughly explore the phase space for each ligand with MD
simulations at the MM level. Therefore, we make the QM/MM MD simulations very short
and instead run many of them. We investigate if we still can reproduce the previous results
and examine how long the simulations need to be, how much equilibrium time is needed and
how many independent calculations are needed to reach a certain precision. The results show
that significant time can be saved by such an approach without compromising the accuracy
for most systems.
2 Computational Details
2.1 Ligands and MM calculations
We have studied the MM→QM/MM contribution to the binding free energies for nine cyclic
carboxylate ligands bound to the octa-acid (OA) deep-cavity cavitand from the SAMPL432,33
competition, shown in Scheme 2. The aim is to improve the estimates of the relative bind-
ing free energies in the following eight ligand transformations: MeBz→Bz, EtBz→MeBz,
6
pClBz→Bz, mClBz→Bz, Hx→Bz, MeHx→Hx, Hx→Pen and Hx→Hep (the names of the
ligands are defined in Scheme 2). The underlying MM simulations and estimates of the
O O- O O- O O-
C’
O O-O O-






Bz MeBz EtBz pClBz mClBz
Hx MeHx Pen Hep
Scheme 2: Octa-acid host (left) and ligands considered in this study (right).
relative binding free energy at the MM level of theory were taken from our previous work on
the same system.19,23 In those, the general Amber force field34 (GAFF) was used for both
the host and the ligands, with partial atomic charges derived from restrained electrostatic
potential fits35 (RESP), obtained at the HF/6-31G* level of theory.
2.2 QM/MM Free-Energy Simulations
For each ligand, either bound to the host or free in water solution, we extracted 100 snapshots
from the previous MD simulations at the MM level. For each of these snapshots, we ran a 50
ps QM/MM FEP calculation using four Λ values (Λ = 0.0, 0.333, 0.666, 1.0).14 The QM/MM
MD simulations were done with the sander module of the Amber 1436 software using the
dual-topology scheme. Only the ligand was included in the QM region, whereas the host
and the solvent were in the MM system. The QM calculations were performed at the semi-
empirical PM6-DH+37 level of theory. In all calculations, the temperature was kept at 300
K using Langevin dynamics with a collision frequency of 2 ps−1.38 The pressure was kept
at 1 atm using Berendsen’s weak-coupling isotropic algorithm with a relaxation time of 1
ps.39 Long-range electrostatics were handled by particle-mesh Ewald summation,40 whereas
7
Lennard-Jones interactions were truncated beyond 8 Å. All QM/MM MD simulations were
run without any restraints and with a time step of 1 fs.
For each snapshot, free-energy differences were calculated over the four Λ-windows with
the multistate Bennett acceptance ratio (MBAR) approach, as implemented in the pyMBAR
software.41
3 Results and Discussion




potential approach can be sped up by using many short QM/MM simulations, exploiting
the fact that the cheap MM simulations already have extensively explored the phase space.
To this aim, we have studied the binding of nine small cyclic carboxylate molecules (shown
in Scheme 2) to the octa-acid deep-cavity host. We have already studied this system in
several previous studies, giving us proper reference results.14,19,23 In separate subsections, we
will describe first the convergence of ∆∆G
MM→QM/MM
Li
with respect to the simulation time,
then the number of independent simulations needed and finally, whether the results can be
improved by omitting an initial part of the simulation as an equilibration period.
3.1 Convergence of ∆∆G
MM→QM/MM
Li




, converges as a function of simulation length for the nine ligands in this
study. The free-energy changes were calculated using MBAR at simulation lengths (τ) rang-
ing from 1 to 50 ps. We computed the mean of ∆∆G
MM→QM/MM
Li
and standard error of
the mean (SELi = s/
√
N where s is standard deviation) over the N trajectories included
in the averaging procedure (N = 100 if not otherwise stated). These results are presented
in Figure 1, in which we also show the ∆∆G
MM→QM/MM
Li
values obtained from our previous
study with full QM/MM FEP simulations (Table 1 in Ref 14; 1.5 ns MD simulations for
8


























































































Figure 1: Convergence profiles of ∆∆G
MM→QM/MM
Li
for the nine ligands in this study as a
function of the simulation time per window.
four Λ values) as black dashed lines with uncertainties plotted as gray shaded areas. These
results are used as reference values for the new (shorter) simulations. We have included
markers (dashed gray horizontal lines) at ±1 kJ mol−1 from the reference value to indi-
cate a satisfactory accuracy, in line with previous efforts to quantify convergence.14,19 It
also represents an approximate confidence interval for the difference between the old results
9
(standard errors of 0.3–0.4 kJ mol−1) and new results (standard errors decreasing from 0.4
to 0.1 kJ mol−1 when the simulation time is increased, employing a t-factor of 1.96 (95%
confidence). We emphasize that the time shown on the x-axis in Figure 1 is given in picosec-




converges with the length of the simulations. QM/MM minimizations
prior to QM/MM MD simulations had negligible effects on the convergence (see Figure S1
in the Supporting Information) and was therefore not further investigated. CS:Figure S1
min10000
The results show that for five of the ligands (Hx, MeHx, Pen, Hep and EtBz shown in
panels A to E in Figure 1), ∆∆G
MM→QM/MM
Li
is converged to within 1 kJ mol−1 of the
reference value already from the first picosecond of the simulation. For ∆∆G
MM→QM/MM
Hx ,
we have results from four independent sets of simulations (taken from the transformations
Hx→Bz, MeHx→Hx, Hx→Pen and Hep→Hx) and these are shown in different colors in
Figure 1A. It is satisfying that the four simulations give results that agree with each other
within 1 kJ mol−1 already from 1 ps simulation time. This is actually better than in the
previous simulations, in which there was a variation of 1.5 kJ mol−1 (2.1–3.6 kJ mol−1)
and nine Λ values were needed to bring the variation down to 0.3 kJ mol−1. For four of
the ligands, Hx, MeHx, Pen, Hep, the new results agree with the reference values within
0.3 kJ mol−1 at the end of the simulation (50 ps), and actually already after 1–20 ps
simulation time. However, for EtBz, there is a 0.6 kJ mol−1 difference between the new
results (apparently converged already after 5 ps) and the reference value (Figure 1E). In
principle, this is no problem, as the new result still falls within the 95% (and also 90%)
confidence interval of the reference results (the gray area in the figure marks a single standard
deviation). Yet, considering the good accuracy and precision of the other new calculations
and the clear convergence of the results, it seems likely that the new result is more accurate.
This is confirmed by the fact that in the previous investigation, nine Λ values gave a slightly
larger ∆∆G
MM→QM/MM
EtBz , 2.1±0.5 kJ mol−1,14 closer to the new result.
10




to within 1 kJ mol−1 of the reference values. For ∆∆G
MM→QM/MM
MeBz ,
shown in Figure 1F, convergence is achieved after 3 and 10 ps for the two independent
calculations (based on results for the MeBz→Bz and EtBz→MeBz transformations) and the
final results (at 50 ps) agree closely with each other and with the reference value. The free
energy change for the Bz ligand, ∆∆G
MM→QM/MM
Bz , shown in Figure 1G, has slightly longer
convergence times ranging from 9 to 15 ps for the four independent sets of simulations
(taken from the transformations MeBz→Bz, pClBz→Bz, mClBz→Bz and Hx→Bz). The
pClBz ligand shows similar convergence, in that it requires roughly 10 ps of simulation time
to converge ∆∆G
MM→QM/MM
pClBz , despite deviating by more than 3 kJ mol
−1 initially, as shown
in Figure 1H.
However, the results for the mClBz ligand is much different from those of the other eight
ligands: Even after 50 ps, ∆∆G
MM→QM/MM
mClBz deviates by 1.4 kJ mol
−1 from the reference
value and the results do not seem to be converged. ∆∆G
MM→QM/MM
mClBz attains a maximum
(–2.2 kJ mol−1) at 25 ps and then slowly decreases during the remainder of the simulation
time. Therefore, we extended the simulation time to 150 ps and the results are shown in















































Figure 2: Results of extended (150 ps) simulations for the mClBz ligand. In A), all data




Figure 2A, in which it can be seen that the results agrees within 1 kJ mol−1 of the reference
11
value after 75 ps, but the curve is still decreasing at the end of the simulation. The results do
not change much if the first 10 ps of the simulation is discarded as an equilibration period,
besides that the maximum is increased and moves to 10 ps (Figure 2B). However, if the
equilibration period is extended to 25 ps (Figure 2C), convergence to within 1 kJ mol−1
is reached already after 50 ps simulation time and ∆∆G
MM→QM/MM
mClBz converges to a nearly
constant value after 80 ps time. This indicates that mClBz undergoes a slow conformational
change, giving less negative ∆∆G
MM→QM/MM
mClBz at the beginning of the simulation, which takes
a very long time to average away.
A thorough investigation of the energies and the simulations (described in the Supporting
Information) showed that the slow convergence can be traced to the simulation of the complex
and in particular the position of the Cl atom in the host. To illustrate this difference, we
defined the vector between the centroid of the upper and lower ring in the octa-acid host,
ROA, shown in Figure S12. Then, the angle between ROA and the C’–Cl vector (see Scheme 2)
in mClBz was followed during the MD simulations. From the histograms in Figure 3, it can
be seen that at 10 ps simulation time, there is only a minor difference in the angles attained
with the MM and QM/MM potentials, both showing a small peak around ∼30◦ (Cl atom
points almost downwards in the host) and a larger and broader peak at ∼60◦ (Cl atom
points towards the side of the host). However, as the simulation time is increased, a shift in
10 30 50 70 90
A
τ = 10 ps
10 30 50 70 90
B
τ = 50 ps
10 30 50 70 90
C
τ = 80 ps
10 30 50 70 90
D






Figure 3: Histograms of the angle between the host ROA and mClBz ligand C’–Cl vectors at
different simulation times. The upper (red) histograms are for the MM potential at Λ = 0.0
and the blue histograms are for the QM/MM potential at Λ = 1.0.
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the angles obtained with the QM/MM potential is observed towards < 30◦ (Figure 3B–D),
whereas the angles for the MM potential do not appear to change significantly. From the
results presented in Figure 3, it is clear that this conformational change takes a long time
(∼50 ps) and it is the reason for the slow convergence observed in Figures 1 and 2. The
problem probably stems from sub-optimal parameters of the chlorine atom in the GAFF
force field of mClBz and may be ameliorated by a re-parametrization of the van der Waals
parameters.
In summary we find that the MM→QM/MM calculations using our approach works well
for eight of nine ligands, with convergence of ∆∆G
MM→QM/MM
Li
within 1–15 ps, considerably
reducing the cost of the simulations. However, for a single system, a significant difference
between the conformations attained by the ligand in the MM and QM/MM potential is
observed and a proper equilibration of this difference takes ∼50 ps.
3.2 Effect of Equilibration Period
For the mClBz ligand, it was seen in Figure 2 that the results were improved if the initial
25 ps simulations were discarded as an equilibrium period. It is possible that also the other
results could be improved by such a procedure. Therefore, we have tested to discard the first
1 or 5 ps of the simulations. The results are shown in Figures S13 and S14 in the Supporting
Information. It is seen that for MeBz, Bz and pClBz, the results strongly improve if some
data from the first part of the simulation is discarded. If 1 ps is discarded, the pClBz
simulation is converged already from start, whereas ∆∆G
MM→QM/MM
MeBz converges within 3–7
ps (4–13 ps without any equilibration) and ∆∆G
MM→QM/MM
Bz converges within 4–7 ps, which
is an even larger improvement (8–14 ps without any equilibration). With 5 ps equilibration,
all seven free energies are converged already at the start of the sampling period (5 ps). For
none of the ligands, the final result (at 50 ps) changes if data is discarded as equilibration.
The following systematic approach can be used to determine how much time (teq) at





(with standard error SELi) computed as the result obtained by in-
tegrating from teq to the end of the simulation (tsim = 50 ps) using the following notation
∆∆GLi(teq, tsim) for the free energy and SELi(teq, tsim) for the standard error (omitting the
superscript MM→QM/MM for simplicity). We then test if the first picosecond of the simu-
lation can be discarded based on whether it deviates significantly from the reference results
by a simple t-test: We compute ∆∆GLi(teq, teq + 1 ps) and SELi(teq, teq + 1 ps) and measure
whether these two free energy distributions overlap by comparing the absolute difference
in free energies and the composite error of the two standard errors with 95 % confidence
following Nicholls:42
|∆∆GLi(teq, tsim)−∆∆GLi(teq, teq + 1 ps)| < t95% · CELi . (5)




2 + (SELi(teq, teq + 1 ps))
2
If the inequality in eq 5 does not hold, the first picosecond is discarded as equilibration time
so teq = teq + 1 ps and both ∆∆GLi(teq, tsim) and ∆∆GLi(teq, teq + 1 ps) are recomputed
and eq 5 is re-evaluated until it holds. This procedure was applied to all ligands (except the
diverging mClBz ligand) for ∆∆G
MM→QM/MM
Li
, but also on the individual ∆G
s,MM→QM/MM
Li
values for the ligand free in solution or bound to the host. These results are presented in
Table 1.
It can be seen that the equilibration time in general is shorter for ∆∆G than for ∆Gs.
This is in agreement with the data presented in Table S1 and Figures S2–S10, discussed in
section 2 of the SI. For ∆∆G, teq is 1–3 ps for the aromatic ligands (5 ps for MeBz) and 0
ps for the non-aromatic ligands (1 ps for Hep). For ligands free in solution, the equilibration
times are 2–6 ps and when bound to the octa-acid host they are 2–4 ps, except for one case
each for MeBz (8 ps) and Hx (10 ps). Apart from the latter two outliers, the ligands bound
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Table 1: Equilibration period, teq (in ps), for the various ligands, employing the results after




for the simulations of the ligand bound to the host or free in solution. For the Bz, MeBz








MeBz 2 8 4
5 3 6
EtBz 1 4 4
pClBz 1 4 4




MeHx 0 2 4
Pen 0 2 2
Hep 1 3 3
to the octa-acid host equilibrate faster than when they are free in solution. The longer
equilibration times for ∆Gs is a result of the larger magnitude of these energies (500–800
kJ mol−1).
3.3 Number of independent simulations
To thoroughly converge ∆∆G
MM→QM/MM
Li
, we have so far assumed that 100 snapshots are
required. However, it is clear from the results in Figure 1 that the standard errors are very
small (∼0.1 kJ mol−1 for 50 ps simulation time), indicating that the number of snapshots
may be reduced without compromising the accuracy. To test this, we performed bootstrap
simulations with 5000 samples to estimate the standard error of the mean as a function of
the number of included snapshots for three simulation times (10, 20 and 50 ps). The results
are presented in Figure 4 for all nine ligands.
It can be seen that for all ligands except mClBz (which we already have discussed in
15
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detail), the standard error falls rapidly off for the full 50 ps simulations. Besides, mClBz,
the Bz ligand shows the slowest convergence (Figure 4G), so we concentrate on this ligand.
The precision in our previous study of ∆∆G
MM→QM/MM
Li
in this system was 0.4 kJ mol−1
for most ligands using four Λ values. This value is marked by a dashed horizontal line
in Figure 4. For such a precision the Bz ligand requires 45, 25 and 8 snapshots using
16
simulations of lengths 10 ps, 20 ps and 50 ps, respectively. Based on these results, we
suggest as a compromise between accuracy and computational effort to use 20 simulations of




Table 2: Computed ∆∆G
MM→QM/MM
Li
values for all nine ligands using various strategies
(described in the text). Energies are in kJ mol−1, equilibration times in ps. As usual, two
or four independent results are given for Bz, MeBz and Hx.
Li OPT0 OPT1 ns OPT2 ns teq Λ = 4
a Λ = 9a
Bz −0.1± 0.5 −0.6± 0.3 43 −0.4± 0.3 43 1 −0.3± 0.4 −1.0± 0.5
−1.1± 0.4 −1.7± 0.3 32 −1.5± 0.3 32 1 −0.3± 0.4 −0.9± 0.5
−1.2± 0.4 −1.4± 0.3 33 −1.4± 0.3 33 1 −0.8± 0.4 −1.0± 0.5
−1.7± 0.5 −1.4± 0.3 43 −1.3± 0.3 43 1 −0.7± 0.4 −0.8± 0.5
MeBz −0.4± 0.4 −0.3± 0.3 18 −0.2± 0.3 18 3 −0.6± 0.4 −1.3± 0.5
−1.0± 0.4 −0.9± 0.3 31 −0.7± 0.3 31 1 −0.3± 0.4 −0.8± 0.5
EtBz 2.6± 0.3 2.2± 0.3 24 2.3± 0.3 30 2 1.9± 0.4 2.1± 0.5
pClBz −5.4± 0.3 −5.8± 0.3 18 −5.5± 0.3 19 2 −5.0± 0.3 −5.5± 0.5
Hx 3.1± 0.2 2.7± 0.3 7 2.7± 0.2 8 3 2.9± 0.3 2.9± 0.4
2.5± 0.2 1.8± 0.3 5 1.8± 0.2 5 2 2.1± 0.4 2.7± 0.4
3.0± 0.2 3.3± 0.3 17 3.2± 0.3 17 1 3.3± 0.3 2.7± 0.4
3.0± 0.2 3.3± 0.3 5 3.2± 0.3 5 1 3.6± 0.3 3.0± 0.4
MeHx −0.6± 0.3 −1.0± 0.3 13 −1.1± 0.3 13 1 −0.6± 0.3 −0.6± 0.4
Pen 3.0± 0.2 2.8± 0.3 6 2.8± 0.3 6 0 2.9± 0.3 2.4± 0.5
Hep 2.2± 0.3 2.1± 0.3 13 2.1± 0.3 13 0 2.1± 0.4 0.9± 0.4
a previous results taken from Ref 14.
OPT0 is presented (employing every fifth snapshot out of the original 100) for each ligand.
In general, the results agree with reference results from our previous work14 but obtained
at almost a fifth of the computational cost (20 simulations of 20 ps correspond to a total
simulation time of 400 ps, compared to 1.5 ns simulations in each Λ-window used previously).
For example, the pClBz ligand is predicted to have a ∆∆G
MM→QM/MM
pClBz value of −5.4±0.3
kJ mol−1 which is statistically equivalent to −5.0±0.3 kJ mol−1 and −5.5±0.5 kJ mol−1
obtained previously using four and nine Λ-values, respectively. The mean absolute deviation
is 0.4 and 0.5 kJ mol−1 from the results with four and nine Λ values, respectively, and the
maximum deviation is 1.0 and 1.3 kJ mol−1, always within the 95% confidence intervals.
Not unexpectedly, using a fixed number of snapshot gives rise to a varying precision with
standard errors varying between 0.5 kJ mol−1 for Bz and 0.2 kJ mol−1 for most of the
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non-aromatic ligands, which is in agreement with the presented in Figure 4 above. We have
again excluded the diverging mClBz ligand.
Alternatively, we may want to specify the desired precision of the results then perform
the number of simulations needed to reach such a precision (this is easily obtained by first
performing a few simulations, then calculating the standard error and use the expected
square-root dependence to estimate the number of simulations needed). On the other hand,
such an approach (OPT1) gives rise to a varying computational cost for the various ligands.
In Table 2 results for OPT1 are presented with a precision of 0.3 kJ mol−1 (still with 20
ps simulation time) together with the required number of snapshots, ns. The results are
very similar to the OPT0 results, showing differences of up to 0.7 kJ mol−1 (for one of the
calculations with the Hx ligand), but in general less than 0.3 kJ mol−1 for the other ligands.
As expected, ns was less than 20 for the non-aromatic ligands (ns = 5–17). For the aromatic




results obtained with four and nine Λ values are again 0.4 and
0.5 kJ mol−1, respectively, with maximum deviations of 1.4 and 1.2 kJ mol−1.
We also incorporated our equilibration approach discussed in Section 3.2. We use the
procedure outlined for OPT1 to initially obtain ∆∆G
MM→QM/MM
Li
with a precision of 0.3
kJ mol−1. This was followed by the equilibration procedure, in which initial parts of the
simulation were discarded based on the inequality in eq 5. If the standard error increased by
discarding the equilibration data, ns was increased by one and the equilibration procedure
was repeated. Computed values of ∆∆G
MM→QM/MM
Li
together with the number of snapshots
ns and equilibration times teq are also presented in Table 2 with this approach (OPT2). We
find that the aromatic ligands require at least some equilibration (Bz, MeBz and pClBz has
teq = 1–3 ps) which is consistent with the results in obtained in Table 1. The computed mean
absolute deviation was found to be 0.4 and 0.5 kJ mol−1, respectively. The corresponding
maximum deviations were 1.2 and 1.2 kJ mol−1, respectively, quite similar to the other two
procedures.
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Finally, we note that it is also possible to estimate the convergence of the results through
overlap measures. This was done thoroughly in our previous studies of the same and other
systems.14,19,23 The conclusion was that the Π bias metric by Wu and Kofke43 gave the most
reliable results. Therefore, we have investigated the Π value for all individual simulations.
The results, presented in Figure S15, shows that all simulations give Π > 0, indicating a
proper overlap between the two energy distributions (MM and QM/MM).43 In fact, only
five simulations give Π < 0.5, which has been suggested as a heuristic safety margin.43 In
principle, simulations with Π < 0.5 could be discarded, elongated or re-run using five or
more Λ-windows but this was not tested in this work.
4 Conclusions
We have presented a new efficient approach to compute free energy at the QM/MM level
with the reference-potential method, which shows promising convergence properties. This
new approach uses extensive conformational sampling at the MM level combined with mul-
tiple short QM/MM MD simulations to compute free energies at the QM/MM level. Such a
combination provides a fast way to converge MM→QM/MM free energies and requires ∼5
times shorter QM/MM MD simulations than in our previous investigation with standard
QM/MM FEP calculations.14 To test our method, we studied the MM→QM/MM contribu-
tion to the binding free energies for nine cyclic carboxylate ligands bound to the octa-acid
host from the SAMPL4 competition. We found that the method performs well for eight out
of the nine ligands. For one ligand, the convergence is slower and the problem was traced to
too large a difference in the MM and QM/MM potentials which consequently required the
QM/MM MD simulations to overcome a slow conformational change.
We found that it was not necessary to use QM/MM minimizations before running the
MD simulations. However, we find that the aromatic ligands gain somewhat from removing
the first 1–5 ps of the simulations as equilibration. Overlap measures were computed for
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all ligands in the four Λ-windows and it was found that all of our results had appropriately
overlapping energy distributions.
We finally note that with this approach, the efficiency is comparable to employing Jarzyn-
ski’s equation for the non-equilibrium work, which has been employed in some studies.44 In
a future publication, we will compare the accuracy, precision and efficiency of these two
approaches.
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(27) Kästner, J.; Senn, H. M.; Thiel, S.; Otte, N.; Thiel, W. J. Chem. Theory Comput.
2006, 2, 452–461.
(28) Woods, C. J.; Shaw, K. E.; Mulholland, A. J. J. Phys. Chem. B. 2015, 119, 997–1001.
(29) Plotnikov, N. V.; Kamerlin, S. C. L.; Warshel, A. J. Phys. Chem. B. 2011, 115, 7950–
7962.
(30) Plotnikov, N. V.; Warshel, A. J. Phys. Chem. B. 2012, 116, 10342–10356.
(31) Lameira, J.; Kupchencko, I.; Warshel, A. J. Phys. Chem. B. 2016, 120, 2155–2164.
(32) Gibb, C. L. D.; Gibb, B. C. J. Comput. Aided Mol. Des. 2013, 28, 319–325.
(33) Muddana, H. S.; Fenley, A. T.; Mobley, D. L.; Gilson, M. K. J. Comput. Aided Mol.
Des. 2014, 28, 305–317.
(34) Wang, J.; Wolf, R. M.; Caldwell, J. W.; Kollman, P. A.; Case, D. A. J. Comput. Chem.
2004, 25, 1157–1174.
22
(35) Bayly, C. I.; Cieplak, P.; Cornell, W.; Kollman, P. A. J. Phys. Chem. 1993, 97, 10269–
10280.
(36) Case, D. A.; Betz, R.; Cerutti, D. S.; Cheatham, T. E.; III,; Darden, T. A.; Duke, R. E.;
Giese, T. J.; Gohlke, H.; Goetz, A. W.; Homeyer, N.; Izadi, S.; Janowski, P.; Kaus, J.;
Kovalenko, A.; Lee, T. S.; LeGrand, S.; Li, P.; Lin, C.; Luchko, T.; Luo, R.; Madej, B.;
Mermelstein, D.; Merz, K. M.; Monard, G.; Nguyen, H.; Nguyen, H. T.; Omelyan, I.;
Onufriev, A.; Roe, D.; Roitberg, A.; Sagui, C.; Simmerling, C. L.; Botello-Smith, W. M.;
Swails, J.; Walker, R. C.; Wang, J.; Wolf, R. M.; Wu, X.; Xiao, L.; Kollman, P. A.
University of California, San Francisco. 2014,
(37) Korth, M. J. Chem. Theory Comput. 2010, 6, 3808–3816.
(38) Wu, X.; Brooks, B. R. Chem. Phys. Lett. 2003, 381, 512–518.
(39) Berendsen, H. J. C.; Postma, J. P. M.; van Gunsteren, W. F.; DiNola, A.; Haak, J. R.
J. Chem. Phys. 1984, 81, 3684–3690.
(40) Darden, T.; York, D.; Pedersen, L. J. Chem. Phys. 1993, 98, 10089–10092.
(41) Shirts, M. R.; Chodera, J. D. J. Chem. Phys. 2008, 129, 124105.
(42) Nicholls, A. J. Comput. Aided Mol. Des. 2016, 30, 103–126.
(43) Wu, D.; Kofke, D. A. J. Chem. Phys. 2005, 123, 054103.
(44) Hudson, P. S.; Woodcock, H. L.; Boresch, S. J. Phys. Chem. Lett. 2015, 6, 4850–4856.
23
Graphical TOC Entry
24
