The development of an information extraction (IE) system for Thai documents raises a number of issues which are not important for IE in English and other European languages. We describe the characteristics of written Thai and the problem statements, and our approach to the Thai IE system. The structure of written Thai is highly ambiguous, which requires more sophisticated techniques than are necessary to perform comparable IE tasks in most European languages, and large amounts of domain knowledge to cope with these ambiguities. The basic characteristic of this system is to provide different natural language components to assess the surface structure of the documents. These components include word segmentation, specific lexical structure terms identification and part-of-speech tagger. Further analysis is to perform a shallow parsing based on the relevant regions that containing the specific trigger terms or patterns specified in the extraction templates. Finally, the information of interest is extracted from the grammar trees in corresponding to predefined concept definitions and returns the users with a list of answers responding to each concept.
Introduction
The core information extraction (IE) task is to skim through a large collection of documents and capture specific sentences or phrases corresponding to the predefined domain specific templates. This has been accomplished by using the patterns that are used in describing the structure of the information of interest. The extraction patterns usually consist of two essential parts: a) trigger terms that activate extraction patterns when they are found in any particular regions of a document and b) slot information is where the extracted information is expected. The extraction patterns in IE are sometimes called concept definitions. One of the important aspects of the concept definitions is that they should be able to capture the contents of information within Working with Thai documents introduces many problems during the language analysis and therefore extraction templates based on regular expressions or rules [27, 19, 1] , can not simply be directly applied. The primary problems are founded on the ambiguity of the language structure. For instance, Thai does not have any specific indicator that separate between words and sentences. There is no word inflection or changes in the word form as an expression of cases, tense and gender. These problems are similar to many other South Asian and South East Asian languages. For these reasons, the information extraction (IE) and retrieval (IR) systems for these languages must incorporate some natural language processing components in order to cope with these ambiguities.
The primary motivation for this work is to determine the depth and complexity of the analysis needed to retrieve specific information efficiently. Our approach to Thai information extraction is, first, to provide the preprocessing analysis modules that assess the surface structure of the text. These processes require natural language processing with domain knowledge acquisition, which includes word tokenisation to segment the stream of characters into individual syllables. Then the syntactic surface is defined for each token, which gives the system an ability to find the exact role of a particular word in the sentence. The analyser then uses the syntactic information to build the syntactic tree according to the context-free grammar rules. Chomsky's Government and Binding theory [7] is introduced to analyse the phrase structure trees and to extract the specific information.
The remainder of the paper is organised as follows. In section 2, we will first present related work in the area of Asian language processing. Section 3 briefly describes the structure of the Thai language. Sections 4 and 5 describe the text analysis and information extraction approaches we have adopted. Section 6 presents the experimental designs and the results. Section 7 outlines the major open issues in this project.
There are several research prototype systems for Asian languages processing for the purpose of IR and IE [12, 9, 32, 10] . Most of this work has focused on the area of pre-processing process such as segmentation, part-of-speech, unknown words identification and compound terms recognition, before moving into IR and IE tasks. This is because these pre-processing processes are considered important and essential for most Asian languages that contains a series of syllables and an orthographic structure.
A major research focus for the Thai language has been word segmentation. Various segmentation techniques are proposed by different research projects: longest matching (greedy match) [23] , Maximal matching [29] , sistrings or semi-infinite strings using a dictionary-based as primary knowledge source [10] , statistical approaches using probabilistic determination [30] and a feature-based approach [20] . In [18] , Chinese phonetic symbols are segmented with the augmented maximal matching technique. Nevertheless, the problems of word segmentation still lying in the orthography structure of the language such as no capitalization used. This problem is that the common terms and specific terms are indistinguishable by their lexical forms. In [13] , the combination of a statistical model and a set of context sensitive rule are used to detect unknown words and also incorporated a spelling checker. Similar problem occurs to the loan words or foreign terms that are transliterated into the native language. It is not possible to emulate the same sound between the target and source languages. For instance, Thai orthography does not contain all sounds produced by English and many distinct English sounds can only be mapped onto a single Thai character. With the limitations of the Thai orthography, the English sounds such as /v/, /TH/, /DH/, /z/, /SH/, /CH/ and /ZH/ are lost during the transliteration process. In [11] backward machine transliteration (BTM) of fuzzy matching is introduced to distinguish between the loan words and Thai words. For Chinese language, the corpus-based learning approach is used to recognise unknown words and typographical errors [5] .
Most systems make heavy use of linguistic and natural language processing (NLP) techniques in order to resolve the ambiguity of the language structure, and to improve the IR result [17] . Grammatical and semantic information are becoming more essential as this information helps the analyser to understand more about the role of words in the sentences. In [13, 14, 30] , the n-gram probabilistic model is used to improve the efficiency of the information retrieval system. Kawtrakul [13] used probabilistic semantic tagging in the semantic attribute classification. N-gram probabilistic models have also been used for word-based indexing [14, 32] and multi-level indexing [12] . In [10] , a trie structure was used for indexing as well as detecting unknown words in Thai. Further, a probabilistic grammar parser can be used to analyse the sentence structure provided the phrase structure rules and the collocation information [15] .
The representation of text in terms of semantic units (concepts) or grammatical units larger than a single word, such as phrases and term collocations, has been a long-standing area of IR research. These terms usually contains more meaningful information than a single word, which yields an improvement in retrieval results. In [9, 22] , a phrase is used as the index term for both document and query, which normally referred to as phrase-based indexing. In cross language retrieval, a noun phrase in the user query can be first identified before translating into the target languages [2] . Similarly, phrasal translation is also used in the query expansion problem [3] .
The problem of information extraction is sometimes referred to as passage retrieval since the retrieved results are chunks smaller than whole documents or a link to the document [4] . Hence the information of interest is usually specified in term of the extraction rules called templates. The template is essentially a large collection of case frames. This approach is based largely on the pattern matching, which is proven to be fast and efficient for semistructured documents [8] . However, they lack linguistic knowledge and are inflexible, although the introduction of a probabilistic element can give a substantial improvement in performance over heterogeneous document structures and terminology in cases where it is possible to identify good sets of key terms and structural markers [27] . Often information extraction based on regular expressions fails to capture the information from the natural language text without a lot of knowledge of the domain and document class.
Furthermore, the integration of linguistic approaches with pattern matching can improve the extraction results [6] . In [25, 24] , the extraction templates are represented by the linguistic patterns using notation of subject, object, and direct object as one of the constraints to help capture more specific information from text documents. However, the success of this approach relies on the performance of the linguistic analysis tools such as the part-of-speech tagger and grammar parser. It may be obvious that linguistic analysis approach may yield a better retrieval result. However, it also usually requires a great deal of domain-specific knowledge-based analysis, and to perform a full-text analysis is not usually feasible for large amount of information.
Our approach to Thai IE is a combination of frame-based and linguistic approaches. To reduce the computation time, the extraction templates can be used to identify the area of information, before any further linguistic analysis can be applied. We believe this method can offer substantial improvements over the classical pattern matching techniques widely used.
Aspects of written Thai
Thai language is an analytic or isolating language with a unique alphabet and styles. The original Thai is monosyllabic in its formation of words where each word has a complete meaning by itself. The Thai alphabet consists of 44 consonants, 32 vowels and four tone marks; there are no capital letters. Figure 1 shows an example of Thai sentences selected from the Thai import and export domain. The words or sentences are composed with a long series of characters without word or sentence boundary indicators. There are no changes in the word form or word inflection as an expression of Figure 2 : System architecture tense, case or gender. Thus the word stemming, the process of reducing the words form to their morphological root is not required as part of the preprocessing tasks. However, the analysis system has to face different side of the problem that is tokenising a series of words into individual words. This is a problematic since many of Thai words are composed with different compound words. In addition, Thai does not use a capital letter in which the lexical form of proper terms and common terms are indistinguishable.
In Thai, the word ordering plays an important part in determining the syntactic role of word [31] . The same form of words in different positions contains different syntactic properties and therefore conveys different meanings. To express tense and case, additional words or 'help words' often are inserted to clarify the meaning. These additional words are introduced into a sentence without any limits as long as the logical meaning is clear. Often, words with the same syntactic category are joined together as serial words. For instance, the sentence ¹Óä»ãªé ãËé à¡Ố»ÃÐâÂª¹ì (to make it useful) contains five verbs ¹Ó(bring) ä»(go) ãªé (use) ãËé (give) à¡Ố(born), so called series verbs.
In sentence formation, words are combined together without separation, such as a space in English. Any Thai sentence can be embedded and become a subordinate clause in a complex sentence, sometimes referred to as a sub-sentence. Thai grammar does not follow the extended projection principle, as found in English, where a sentence must have an overt subject [7] . Sometimes, the subject, verb or object can be omitted from a sentence and it is still considered valid. This type of sentence is referred to as a delete sentence. Thus, when they appear together with other sentences, the process of the sentence boundary identification can be quite a challenge. Moreover, since the modern linguists are more concerning about the semantic meaning of a sentence, the importance of the grammar structure is becoming less, consider the following Thai sentences:
½¹µ¡ ·Õ è ¡ÃØ §à·¾ àÁ× è ÍÇÒ¹¹Õ é raining in Bangkok yesterday àÁ× è ÍÇÒ¹¹Õ é ½¹µ¡ ·Õ è ¡ÃØ §à·¾ yesterday raining in Bangkok ·Õ è ¡ÃØ §à·¾ àÁ× è ÍÇÒ¹¹Õ é ½¹µ¡ in Bangkok yesterday raining ½¹µ¡ àÁ× è ÍÇÒ¹¹Õ é ·Õ è ¡ÃØ §à·¾ raining yesterday in Bangkok àÁ× è ÍÇÒ¹¹Õ é ·Õ è ¡ÃØ §à·¾ ½¹µ¡ yesterday in Bangkok raining These sentences are considered valid in Thai since they are semantically and logically clear.
System Design
The overall design of our extraction system consists of various natural languages processing components that perform an analysis on the Thai documents. First, the morphological level of linguistic processing is concerned with the processing of recognizable paragraphs and the word forms. These components include a word tokeniser, collocations and specific lexical structure terms identifier. The morphological analysis is considered important in IR and IE for many Asian languages that do not have word boundaries in their languages. This is because the effectiveness of term searching relies excessively on the performance of the segmentation process. Next, the lexicon deals with the analysis of words and syntactic features (e.g. nouns, verbs, adjective) using an n-gram probabilistic model to resolve part-of-speech (POS). Finally, a phrase structure grammar is used to produce a tree structure for the sentences. Figure  2 illustrates the overall architecture of the system. Initially, we make the assumption that a set of relevant documents from a given query can be simply filtered using a conventional IR system before being passed on to the extraction system. Thai documents often have a highly ambiguous linguistic structure. The initial step of the analysis process is to apply the word segmentation component to segment documents into individual words. The segmentation technique used is a bigram probabilistic model based on statistical information collected from the training corpus to find the most likely word. The bigram model has an advantage over a dictionary-based in that it can resolve the segmentation ambiguity such as the sentence ÊÔ ¹¤é Ò(product) + ¶Ù ¡(cheap or begin bought) + «× é Í(buy) can be segmented to either ÊÔ ¹¤é Ò ¶Ù ¡(cheap product) + «× é Í(buy) or ÊÔ ¹¤é Ò(product) + ¶Ù ¡«× é Í(is bought). During segmentation, the system provides a functionality to cope with various types of the unknown words (e.g. proper terms, compound terms, foreign terms, and typographical errors). These are terms that the system has not seen before in a dictionary or during training. The unknown word caused by the specific term is troublesome since there are no capital letter used in Thai language. One of the solutions is to include these terms in the dictionary or a separate dictionary called domain specific dictionary.
Since the original Thai document is written as a long series of words, the morphological form of the compound terms and collocations sometimes are indistinguishable. After word segmentation process, the compound terms that are recognised by the system will appear as a single word while the collocations may appear in a multiple-words form. The example of the collocations of a word ¹Óà¢é Ò(import) are ÊÔ ¹¤é Ò ¹Óà¢é Ò(product import), ÀÒÉÕ ¹Óà¢é Ò(tax import), and áËÅè § ¹Óà¢é Ò(source import).
These collocations should be treated as a single term in lexicon analysis, therefore, obtains one meaning.
In IE, the task of proper terms identification is considered important since these terms usually hold an important piece of information such as date, time, name of the person and institution. However, without the used of capital letters in Thai, there will be no distinction in the lexical form of the specific terms and common terms. In our system, the terms with obvious semantic meaning can be quickly identified with the semantic dictionary. These terms are name of city, country and institution. Sometimes, these terms are represented in a specific form, which is recognisable by their structure such as date and time, currency and abbreviations. These terms are captured with a finite state calculus using the regular expressions. Figure 3 shows a list of the regular expressions defined to capture Thai specific lexical elements. Some of the specific terms appear in co-occurring with other terms as a pattern, for instance, <title> + <name> (e.g. ºÃÔ ÉÑ ·, Ãé Ò¹, Ëé Ò §, . . . ,¨Ó¡Ñ) or the <person title> (eg. ¹ÒÂ, ¹Ò §, ¹Ò §ÊÒÇ, ¤Ø ³,´Ã.) + <first name> + <last name>. Since the structure of these terms is in a fix pattern, we can take an advantage by defining regular expression rules to capture these terms.
Syntactic Analysis
A further analysis process is to perform a part-of-speech tagging that assigns each word in a document with the appropriate POS tag. Since Thai is not an inflected language, the syntactic forms of words cannot be simply determined by their lexical forms. Alternatively, the order of words and their positions in a sentence play an important role in determining the syntactic group of words. The POS tags used in this project is derived from the Orchid project [30] . This tag set consists of 47 tags where each syntactic category (e.g. noun, verb, . . . ) is further divided into subcategories. For example, a noun group has been further classified to NPRP, NCNM, NONM, NLBL, NCMN, and NTTL. This is particularly important when Thai sentences are composed with series of words such as compound nouns and verbs. Discrimination between grammatical form of words provides ability for the system to differentiate between different type of each category. For instance, the sentence that is composed with series nouns such as ¹ÒÂ/NOUN ÊÁ¾ §Éì /NOUN (firstname) ÀÑ ¡´Õ /NOUN (lastname) can now be tagged with ¹ÒÂ/NTTL (Mr.) ÊÁ¾ §Éì /NPRP (firstname) ÀÑ ¡´Õ /NPRP (lastname).
In this analysis, a trigram probabilistic model is used to tag each token with the appropriate part of speech (POS). The statistical information obtained from a training corpus is derived from Orchid containing 6Mb of text manually segmented and tagged with the POS. The information contained in the corpus is 23,125 sentences of Thai words with some embedded English language terms, numbers, and proper nouns used in the electronics industry. The punctuation mark tags were also removed from the training corpus to prevent false frequency counts for word sequences following and preceding the punctuation marks. To make p(w i |w i−1 ) meaningful for i = 1, we attach the beginning and ending of the training sentences with w bos and w eos tokens e.g. "w bos FIXN VACT NCMN NCMN CFQC DONM w eos ". In the n-gram part-of-speech model of trigram, where n = 3, the probability estimates are from the transitional probabilities for frequency counts of words given
where c(w i−2 , w i−1 , w i ) is the number of times the trigram w i−2 , w i−1 , w i occurs. At the same time, we can count how often the bigram w i−1 , w i occurs in a training corpus.
Once the syntactic form of words in a document is identified, the words with proper term (NPRP) syntax are directly assigned with the semantic classes. Note that, at this stage, we do not attempt to resolve the semantic ambiguity. Therefore, the words may be assigned to multiple semantic classes. This semantic information will be used later as one of the constraints specified in the concept definitions.
Document Region Recognition
Since there is no clear indication of sentence boundaries, it is not possible for the system to process the document using a sentence-based approach. In the text sets we have used, it is usually possible to identify paragraph breaks, taking a paragraph as one or more sentences separated by empty line. In Thai, a space may be used as a separation between contents, but it also be used for other purposes, making the identification of contents unreliable and complicating the syntactic analysis. This step the regions of information are identified using the spaces that separate between contexts. However, we first need to remove the fraudulent spaces, for instance the spaces between numbers, labels and abbreviations, to prevent fault identification.
Concept Definitions
In recent years, many information extraction approaches have focused on describing the information of interest through a concept-based strategy [24, 28, 16] . These concepts describe the internal structure of how the actual information is represented. The "concept definitions" or "extraction patterns" usually contain keywords (more generally key terms), sometimes referred to as trigger words, which activate the concept matching process when they are found within the region. Our concept matching process is based around regular expressions and a frame-based representation of concept instances. Each slot in a concept frame contains a semantic class constraint enabling the extracted information to be filtered. Once the relevant regions are identified, the phrase structure trees are constructed, and the specific information is extracted from these trees.
In IE, it is believed that more accurate results can be achieved by performing a full text analysis, but this may not be practical for large collection of databases. In our approach, we divide the process of the extraction module into three phases. First, we extract the regions of the document containing the relevant information, defined in the extraction templates. Second, the grammar parser module is applied to perform a shallow parsing on these regions according to the phrase structure grammar (PSG). Third, the concept definitions containing more specific description of the information of interest are applied to extract the information from the grammar trees.
A process of designing the extraction templates is one of the important issues. The question arises in that how to prevent the templates from being 'too general' or 'too specific'. Our design of the templates is based on the key terms or trigger terms that appear as a pattern such as ¹Óà¢é Ò(import) . . . ä»ÂÑ §(to) or ¹Óà¢é Ò(import) . . .¨Ò¡(from).
In our approach, the templates are automatically generated from a training documents annotated with the SGML tags <concept name="concept">. . . <slot constraint="constraint list">. . . </slot> </concept>.
From a list of generated templates, the system will classify them into different categories. Table 1 shows a list of topics and the number of concepts associated with that topic.
During the extraction, a system first performs a search for the regions in responding to the given template. Once the regions are filtered from a document, the grammar parser is than applied to find the syntactic surface structure representation. The results generated by the parser may contain several phrases in which they will be represented as phrase structure trees. Figure 4 illustrates the tree diagram of the phrasal units. The leaves at the bottom of the trees show the Thai words and their associated syntax, and a list of the possible English direct translation for each word. The phrase structure rules used in the system are based on a context-free grammar for Thai. In these rules, the highest projection of the labeled node is a phrasal unit (e.g. noun phrase (NP), verb phrase (VP), prepositional phrase (PP) and classifier (CL)) rather than a sentence unit (S). The rule for the noun phrase can be written as "NP → N + (VP) + (PP) + (CL)" where variables are joined together with '+' symbol and the variables inside parenthesis are optional. The rules are written as a form of "rewriting rules" because the nonterminal symbols of the rewrite rules (e.g. NP) can be replaced by the right sides of the rules regardless of the context in which these symbols may appear [26] . The grammar parser operates in a top-down manner using the syntactic information obtained from the POS analysis.
The results returned by the grammar parser are in labeled brackets, where each lexicon head represents a phrasal unit. With the phrase structure representation, we can now perform further extraction by traversing the branches of each tree. In this step, another set of templates is created with more precise descriptions of structure representation of the information of interest, called concept definitions. The design of the concept definitions is primarily based on the verb argument structure. The semantic relationships between predicates and their arguments are referred to in terms of thematic role or theta-roles (θ-roles) [7] . According to the syntactic category defined in [30] , three classes of verbs are distinguished: Active, Stative and Attributive verbs. An active verb like (import) expresses an activity that involves two participants. First is the person or country that imports and second is a direct object of import. We can express this argument structure in terms of the general notion of argument structures as Predicate (Argument 1 ,Argument 2 ,. .., Argument n ).
In this example, the predicate "import" takes two arguments that are realized by two noun phrases. We refer to this kind of predicate as two-place predicate. However, if there is only one argument, we refer to this type of predicate as one-place predicate [7] . The argument structure sometimes can be determined from the syntactic information since the thematic roles need to be clarified from the semantic meaning. Using the idea of formal logic using the argument structure, we can say that every verb predicate requires at least one argument. We also should note that some of the arguments could be implicitly ignored. The number of arguments required also depending on how much information is available within the context. For example, the sentence Russia exported chicken products contains two arguments, exports[NP, NP] which are Russia and chicken products, and the sentence Russia exported chicken products to the European countries has three arguments exports[NP, NP, PP] where the third argument is to the European countries.
According to the X'-theory [7] , the <N'> (noun-bar) is assumed to be a head noun of the noun phrase node. This is the same for <V'> (verb-bar) where it is assumed to be found in a head verb of the verb phrase node. The <NP> however can be a single noun phrase that follows a verb predicate and the additional adjunct information (usually found in prepositional phrases) such as manner, place, time and quantifier.
For the Thai language, the number of arguments required for each predicate cannot be simply determined directly from the syntactic property. It requires semantic information to determine the actual θ-role of that word in the sentence. Therefore, users must understand the meaning of the trigger terms and what activity they are expressing as well as know how many participants will be involved in the argument structure. These techniques are used in trying to improve the number of recall and precision of the extraction results. Since the analyzed documents are in the format of phrase tree structures, we can optimize the way in which the concept definitions can be defined using "noun phrase" and "verb phrase" notions. Figure 5 illustrates an example of the concept definition defined in the Thai import/export domain to identify the name of a country and the imported products.
During the extraction, the system first identifies the trees that contain the trigger Figure 5 : Example of the concept definitions terms specified in the concept definitions. For each tree, the node that matches with one of the trigger terms is treated as a starting node. First we find the c-commanding node by moving upward until we reach the first branching node. We then can move downwards either leftward or rightward following the branches of tree that is c-commanded by the starting node. For instance, according to the concept definitions given in figure 5 the system will search for the node that contains a trigger word "import". In this example, a trigger word is found in the noun phrase tree (in figure  6 ) and the node found is V'. The system then moves upward until it finds the first branching node, in this case is VP node. To the left of theta, VP, is the N' node, which is assumed to be a subject (the node c-commanded by the VP) and on the right is the c-command of the V' node, denoting object. In this experiment, we assume that a subject is the last possible antecedent of a tree. All elements of the c-command node are referred to as "c-commands domain". In this example, if all the branches of N' (subject, specifier) and NP (object, adjuncts) are visited, the retrieved information for the subject will be "Denmark" and for the object is "chicken products from France and England". For the object, the c-command domain also includes the prepositional phrase (PP) from France and England, which is a location adjunct. However, if we only consider main predicate of the subject and object we could visit the head noun of the c-command node in which the results are now refined to "Denmark" and "chicken products". If the starting node is the head node where the trigger word is found, we cannot move anymore to the left. For instance, if the trigger term "import" is found in the verb phrase node and the concept definition suggests that there should be a subject for this trigger word. For this case, the extraction system should be able to expand its search for the noun phrase node in the previous tree. From the extraction results, we can now use the semantic class specified in the concept definition as a filtering constraint. In this example, the extracted data for the subject needs to be classified as a class country. 
Experimental Results and Discussion
Our experiments with Thai information extraction have been performed on the Thai import/export domain derived from the Ministry of Commerce 1 . Initially, we performed the experiments on our prepocessing modules (e.g. Word Segmentation and Part of Speech tagger) to get the approximate results and the efficiency of these two components. The tests were conducted on the 5.75Mb text database of the Orchid corpus. The performance of each module is evaluated according to the accuracy of the number of words that correctly segmented and tagged with the appropriate POS. As the result, the segmentation technique described in section 4.1 using a list of 12,657 head words has an average accuracy of 79% while when the additional 6,192 domain specific terms are added to the dictionary the accuracy is improved to 83% (shown in figure 7 ). This implies that the number of entries in dictionary has only a slight effect on segmentation accuracy. The POS tagger experiment was performed on the same corpus with an average accuracy of 60% (shown in figure 8 ). Since the Thai IE system requires various steps of the preprocessing steps, and the result of each step may have an effect on the analysis, the system allows the users to perform a manual inspection before continuing with the next analysis. The results from the extraction module are evaluated on a basis of the number of correct extracted concepts using recall and precision. The results in figure 9 show that the average precision is around 42%. Most of the concepts performed well in terms of identifying the relevant regions judging from the concepts that have a number of recall over 70%. However, the precision number that indicates how well the correct information is extracted from the relevant regions, is still low.
One of the causes of error comes from the ambiguity of the sentence structure in which the parser is unable to determine the boundary of the sentences. This problem usually occurs with the delete sentences where the constituent such as subject or verb may not appear in a sentence as expected in the context-free rules, which resulting the parse fails to parse. Although most Thai sentences are constructed in SVO order [21] , in practice this order can be changed.
One of our main concerns during the extraction is that the extracted results should be meaningful in the sense that they contain enough information to describe an event of interest. We have noticed that when the all elements of c-command domain are included, they provide meaningful results. In this experiment, there is still a large amount of general knowledge that needs to be considered. As we have mentioned earlier, Thai does not use capitalization, therefore proper nouns such as names of countries, government institutions, and currency units need to be included in the dictionary. Since the information provided in the Thai import and export domain can be presented using long description of when, where, and how to describe an event related to products imported and exported, the question is how much information should be extracted.
The ambiguous context of the sentence structures of the input documents is also one of the major causes in degrading the efficiency of the parser. In general, the grammar rules can be applied to most documents except for documents that contain a lot of embedded foreign language words and phrases. The documents that contain a lot of punctuation marks such as parenthesis, hyphens and brackets can cause problems during parsing in the current version of our system since they do not fall into any of our current grammar rules.
Conclusion
In this paper, we present our approach of Thai information extraction and introduce the architecture of the necessary analysis steps required to cope with Thai language. The morphological analysis is essential in the preprocessing step in dealing with the word forms, especially, Thai has no word or sentence boundary. We also show that with the exploitation of natural language analysis the ambiguity of the orthography structure of the language can be resolved. This approach of organising information extraction into distinct phases, employing a mixed strategy has an advantage over pure pattern matching in that the extraction engine can now capture more meaningful information. The advantage of the mixed strategy over a pure linguistic analysis is a large gain in efficiency. Our experimental results suggest that efficient, high-precision information extraction can be achieved using this approach.
Our linguistic analysis is mainly based on syntactic surface analysis without word sense disambiguation and any semantic analysis. Therefore, it is still far from text understanding but it gives an idea of how surface structure analysis can be achieved given unstructured input documents. For future development, we believe that a more efficient grammar parser for Thai and a word sense disambiguation module can be incorporated in our system to improve its precision. However, the major problem with the system in its current form is that it requires substantial knowledge acquisition. This is the subject of future work.
