The paper provides new expansions of leading eigenvalues for − u = u in S with the Dirichlet boundary condition u = 0 on jS by finite elements, with the support of numerical experiments. The theoretical proof of new expansions of leading eigenvalues is given only for the bilinear element Q 1 . However, such a new proof technique can be applied to other elements, conforming and nonconforming. The new error expansions are reported for the Q 1 elements and other three nonconforming elements, the rotated bilinear element (denoted by Q rot 1 ), the extension of Q rot 1 (denoted by EQ rot 1 ) and Wilson's element. The expansions imply that Q 1 and Q rot 1 yield upper bounds of the eigenvalues, and that EQ rot 1 and Wilson's elements yield lower bounds of the eigenvalues. By the extrapolation, the O(h 4 ) convergence rate can be obtained, where h is the boundary length of uniform rectangles.
Introduction
In this paper, we consider the eigenvalue problem We choose one conforming element, the bilinear element Q 1 , and three nonconforming elements: the rotated Q 1 (denoted by Q rot 1 ), the extension of Q rot 1 (denoted by EQ rot 1 ) and the Wilson's element. All the above elements are defined on rectangles ij (see Fig. 1 ), their admissible functions are defined as follows.
Bilinear element Q 1
The piecewise interpolation functions u I ∈ Q 1 = span{1, x, y, xy} are formulated as where k are the edges of ij (see Fig. 2 ). The admissible functions on ij can be expressed as v(x, y) = 
Extension of rotated Q 1 element (EQ rot 1 )
The piecewise interpolation functions u I ∈ span{1, x, y, x 2 , y 2 } are formulated by 
Wilson's element
The piecewise interpolation functions u I ∈ P 2 = span{1, x, y, xy, x 2 , y 2 } are formulated by u(Z ) = u I (Z ), = 1, 2, 3, 4, (1.10) u xx (O) = (u I ) xx (O) , u yy (O) = (u I ) yy (O) , (1.11) where O is the center of ij . The admissible functions on ij can be expressed as
where the six basis functions on [−1, 1] 2 are given explicitly by 
where
The nonconforming elements, such as Q rot 1 , EQ rot 1 and Wilson's elements, are used to seek
In Q 1 and Wilson's elements, the nodal variables are used, and but in Q rot 1 and EQ rot 1 , the line and area variables are also chosen, which can be interpreted as the average values on the edges, j ij , and those in the area, ij . The line-area interpolation in Q rot 1 and EQ rot 1 is more advantageous in global superconvergence than the nodal interpolation (also see Lin and Yan [7] ).
In this paper, we explore new expansions of the eigenvalues h . When ij are uniform square with the boundary length h, we obtain the following formulas:
(1.16)
The detailed proof for Q 1 element is deferred to Section 3, and that for Q rot 1 , EQ rot 1 and Wilson's elements are reported in [4] [5] [6] . Note that the explicit terms of error expansions of h in (1.16) are new. From the expansions of h in (1.16), we may draw a few important conclusions:
(1) Both Q 1 and Q rot 1 provide an upper bound of , but in contrast, EQ rot 1 and Wilson's elements provide a lower bound of . 1 The lower estimation of is particularly interesting, because all conforming FEMs can only provide 1 The expansion in (1.16) for Wilson's element does not imply explicitly a lower bound of numerical eigenvalues; its strict proof is given in [5] .
an upper estimation on . However, the nonconforming elements may provide a lower bound, also see Armentano and Duran [1] and Lin et al. [4] [5] [6] [4] [5] [6] , and for higher elements, see Remark 3.1.
Basic theorems
We rewrite (1.3) as:
where f = u. Define the finite element projection R h by
For simplicity, consider only a few leading simple eigenvalues 2
where k is a small integer. Note that the minimal eigenvalue 1 = min is of great interest. For the above elements, we cite the known results in [10, 11] as a lemma. 
We choose a different scale of u h bȳ
Then we have 8) and then to yield
Moreover, from (1.12) and (2.1), we obtain
Sinceū h has a small difference from u h , we obtain from Lemma 2.1,
where C is a constant independent of h. Hence by means of Lemma 2.1 again, a primary expansion from (2.9)-(2.11) is given by
From (2.12) we obtain
where we have used the orthogonality:
Moreover, from (2.13), (2.1) and Lemma 2.1
This is the desired result (2.5), and completes the proof of Theorem 2.1.
In Theorem 2.1, in order to derive the errors h − , we need to evaluate carefully the following two interpolation errors:
Note that the estimation of (2.16) is similar to that for Poisson's equation.
In error estimates, we often use the Bramble-Hilbert lemma [2] : denote B(u) a linear function from H k (S) to R. If for a polynomial P k of degree k, B(P k ) = 0. Then there exists a constant C independent of u such that
(2.17)
In this paper, we need more expansions of higher terms of degree k + 1. We solicit the generalized Bramble-Hilbert lemma, see [6, 9] . Denote
We write the following lemma, whose proof is given in [6] .
Lemma 2.2 (Generalized Bramble-Hilbert lemma). Let u ∈ H k+2 (S) and B(P
There exists a bound,
where C is a constant independent of u.
Bilinear elements
In this paper, we only derive the expansion in (1.16) for Q 1 elements, based on Theorem 2.1. Note that the major term,
, is explicit and new, 3 the higher term as O(h 4 ) is confirmed. The proof approaches are intriguing, which can be extended for the nonconforming elements, Q rot 1 , EQ rot 1 and Wilson's elements, see [4] [5] [6] . First we have two lemmas. 
Proof. Denote the reference square
Next when u ∈ P 3 \Q 1 . 4 Since v ∈ Q 1 , the integrand (u − u I ) x v x is polynomial, and the integration can be exactly evaluated. Note that e x i y j = 0, when i or j is odd. We can easily identify the nontrivial terms, and then evaluate those terms carefully, which are listed in Table 1 . In Table 1 , all zero without the sign + are given by directly checking the odd functions of x or y, and the zero with the sign + are evaluated by integration manipulation.
First we check the term with 0 + in Table 1 . When u = x 3 and v = x, we have
Next, we examine the nontrivial term in Table 1 . When u = xy 2 and v = x, we have
where we have used e u xyy v x = 8. Denote the functions
3 In [8] , the major term is given only with O(h 2 ), without the exact expression. This paper is the first time to prove the explicit major error term for the Q 1 element. 4 u ∈ P 3 \Q 1 denotes the polynomials excluding all the bilinear functions of Q 1 elements. 
Then for all u ∈ P 3 and v ∈ Q 1 , we have
From Lemma 2.2, we obtain
This yields for v ∈ Q 1 ( e), Then under T, we have that e → e and the following equations:
Hence we obtain Table 2 The integration, e (u − u I )v for u ∈ P 3 \Q 1 and v ∈ Q 1 = span{1, x, y, xy} Table 2 the integration e (u − u I )v for u ∈ P 3 \Q 1 and v ∈ Q 1 . First, for u ∈ P 2 \Q 1 , the nontrivial values occur for u = x 2 and v = 1,
and for u = y 2 and v = 1, similarly
Next denote 
. To achieve better estimation on e (u − u I )v with higher orders, we should consider u ∈ P 3 \P 2 , as well. The nontrivial integrals are also listed in Table 2 , whose details are given as follows:
(1) When u = x 3 and v = x, we have Note that those terms (1)-(4) may effect on the nontrivial values of the terms on the right-hand side in (3.12), we should re-count the integrals for H (u, v) when u ∈ P 3 \P 2 .
( Obviously, X(u, v) = 0 for u ∈ P 3 and v ∈ Q 1 . From Lemma 2.2, By using the affine transformation T in (3.9), and by following the proof in Lemma 3.1, the desired result (3.11) is obtained. This completes the proof of Lemma 3.2.
Now we are ready to give the main theorem. where we have used the following bound, This is the desired result (3.16), and completes the proof of Theorem 3.1.
The expansion in (1.16) for Q 1 follows from Theorem 3.1 with h e = k e = h. An important application of (1.16) is to raise the convergence rates of numerical eigenvalues by the extrapolation techniques, see the next section. Based on Theorem 3.1, the elements are not supposed to be uniform squares. The extrapolation techniques and splitting extrapolation techniques in [8] are also valid for Q 1 elements with quasiuniform rectangles. Remark 3.1. In order to obtain the explicit expansions of the eigenvalues by finite elements, the new proof techniques are described only for the bilinear elements Q 1 in this paper. However, these techniques can be applied to higher order elements, such as the bi-Lagrange Q k elements and Adini's elements, for both harmonic and biharmonic eigenvalue problems. These techniques can also be extended to smooth domains (e.g., the polygons) with triangular elements. Details are provided in the recent book of [6, Chapter 3] . Even for the partial differential equations with variable coefficients, if the coefficients are just polynomials, the expansions of numerical eigenvalues may be derived by following the techniques in this paper. Of course, the evaluation in the proof of integrals is very tedious and lengthy, as shown in Lemmas 3.1 and 3.2.
Numerical experiments
In this section, to solve (1.1) and (1.2) we provide two numerical experiments ( = 1) and ( = 1) of the five FEMs: two conforming elements: the linear element P 1 and the bilinear element Q 1 , and three nonconforming elements: the rotated Q 1 (denoted by Q rot 1 ), the extension of Q rot 1 (denoted by EQ rot 1 ) and Wilson's element.
Extrapolation method
The extrapolation method is an effective approach to achieve higher accuracy (see [3, 7, 8] ). From the eigenvalue expansions (1.16) we obtain the error expansions for the element mesh h,
where C is a positive constant independent of h. Based on (4.1) the error expansions for the element mesh 2h can also be obtained,
Then from (4.1) and (4.2) the following extrapolation formulas may achieve a higher O(h 4 ) convergence rate,
Hence a high O(h 4 ) convergence rate holds for P 1 , Q 1 , Q rot 1 , EQ rot 1 and Wilson's elements. Suppose that the error expansions of eigenvalues for P 1 , Q 1 , Q rot 1 and EQ rot 1 are given by
By the following multiple level extrapolation formulas (2) h − . Evidently the extrapolation approach is very effective.
Function = 1
First consider the eigenvalue problem of Laplace operator with = 1 and S = {(x, y)|0 x, y 1},
Then we obtain the true solutions, 5 (2 The numerical experiments are carried out for the following five FEMs: Tables 3 and 4 for 4,h and 5,h 6 by the above five FEMs with = 1. We can see the following asymptotic rates of the leading eigenvalues 4 
For Q rot 1 , since the eigenfunctions u, corresponding to the first eigenvalue 1 and the fourth eigenvalue 4 , satisfy u xx = u yy , from (1.16), the high convergence order, h − = O(h 4 ), is achieved, which can be observed from Table 3 .
From Table 3 we can also see the best relative errors of 4 Using the computed results in Tables 3 and 4 with more significant digits, we obtain the high accurate by multiple level extrapolation formulas (4.5) of 4 and 5 for P 1 , Q 1 , EQ rot 1 and Wilson's elements. For the Q rot 1 element, the extrapolation approximations are obtained by (4.5) for 5 , but by the following multiple extrapolation formulas for 4 , Table 5 The fourth eigenvalue solutions 4,h by the linear element P 1 and the true fourth eigenvalue 4 = 8 2 . = 78.95683520871487, where
4,h = 4,h and h = All extrapolation results are listed in Tables 5-10 , from which we can see the following asymptotic rates:
(1)
where (1) 4,h are the first extrapolation approximations defined in (4.5) and (4.10). We can also find in the tables the following relative errors of 4 The above examination is for the convergence rates; it is important and crucial to scrutinize the principal terms of error expansions in (1.16). Since the corresponding eigenfunction u 2,2 = 2 sin(2 x) sin(2 y) is known from (4.7), Table 6 The fourth eigenvalue solutions 4,h by the bilinear element Q 1 and the true fourth eigenvalue 4 = 8 2 .
= 78.95683520871487, where 
4,h = 4,h and h = we have the principal term from (1.16) Eq. (4.15) coincides very well with the following numerical data in Table 3 for Q 1 , respectively, to verify perfectly the principal term in (4.13).
Consider the eigenvalue problem of Laplace operator with = 1 on S = {(x, y)|0 x, y 1},
2 ), which is symmetric with respect to x and y. Table 11 The first 1,h for − u = u by Q 1 , where The numerical results of the minimal eigenvalue 1 , by Q 1 and Q rot 1 elements, are listed in Tables 11 and 12 . We can see the following asymptotic rates of 1 by Q 1
However, for the Q rot 1 element, the following high O(h 4 ) order is obtained in Similarly, we may obtain the highly accurate 1 by the multiple level extrapolation formulas (4.5) based on the Q 1 solutions, and by (4.10) based on the Q rot 1 solutions. Details are omitted. Table 12 The first 1,h for − u = u by Q rot 1 , where 
Concluding remarks
To close this paper, we can draw a few conclusions:
(1) The three elements, P 1 , Q 1 and Q rot 1 , provide an upper bound of , but EQ rot 1 and Wilson's elements provide a lower bound of , which is particularly interesting, because all conforming FEMs can only provide an upper estimation on . (2) For the minimal eigenvalue min = 1 and 4 , since corresponding eigenfunctions satisfy u xx = u yy , Q rot 1 element yields the high O(h 4 ) convergence rate. Such an ultraconvergence of Q rot 1 holds for any eigenvalues whose eigenfunctions are symmetric with respect to x and y. (3) The explicit expansions of leading eigenvalues by the Q 1 element are derived in detail. By following the arguments in this paper, the proof for Q rot 1 , EQ rot 1 and Wilson's elements are reported in [4, 6] . (4) The errors of Q 1 , Q rot 1 and EQ rot 1 elements for 4 have the following relations which can be seen from 
4,h = 78.9568354868 for = 1, which has 10 significant digits, see Table 7 .
(6) By the first extrapolation, we have the superconvergence O(h 4 ) for the eigenvalues for P 1 , Q 1 , Q rot 1 , EQ rot 1 , and Wilson's elements numerically.
