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Abstract
Face recognition has been one of the popular and important parts in Human Computer Interaction (HCI) systems that ﬁnd
tremendous applications, some of which are very critical like access control, surveillance, etc. There are numerous techniques
available to process face images and hence, choosing an optimal algorithmic chain is not a straight forward job. The scenario
gets much more interesting while implementing face recognition in applications connected to cloud via Internet of Things (IoT)
platform. This paper reviews some of the effective face recognition algorithms and proposes an optimized algorithmic chain
offering optimal classiﬁcation accuracy and lower execution time; thereby making it appropriate for IoT related applications
targeting human-centric systems. Also, achieving optimum efﬁciency by selecting appropriate number of features for a given
combination of algorithms and the behaviour of algorithms due to partitioning of the images in case of Local Binary Pattern (LBP)
is discussed. Results indicate enhanced classiﬁcation rates with algorithmic fusion by creating chains or process ﬂow of methods.
Accuracy of up to 96% was obtained for one of the chains that were designed. Also, it is evident from the results that this chain
outperforms some of the well-known state-of-the-art methods.
© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of the Twelfth International Multi-Conference on Information
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1. Introduction
HCI systems are ﬁnding tremendous application these days with systems like Brain-Computer Interfaces (BCI)1,24,
natural language processing2, semantic analysis, activity monitoring3, recommender systems, computer vision,
person identiﬁcation4, etc. Computer vision is one of the highly researched domains and face recognition is one
crucial non-intrusive aspect of it. The main use-case that has driven intense efforts on face recognition research is
security oriented applications. Face recognition can greatly foster human-machine interactions if they are embedded
with the IoT systems. If face recognition is made available on IoT platform in real time, it can then be utilized
for various applications like access control, building and home automation, surveillance cameras, employee safety,
location and tracking, connected appliances, etc., as depicted in Fig. 1. The availability of Internet-based services,
high-bandwidth connectivity and ubiquitous computing, renders anytime and everywhere access of information,
interaction and communication. The IoT assumes that objects have digital functionality and can be tracked and
identiﬁed automatically; which is possible for face recognition with the advent of many robust algorithms developed
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Fig. 1. Face Recognition and Modeling Through IOT. Fig. 2. Example of LBP Texture Descriptor.
in the past few decades. However, the main constraint coming in the way of deploying face recognition in IoT
based applications is accuracy, computational cost and time complexity. The aim of this paper is to review the
most commonly used robust algorithms in face recognition and ﬁnd the optimal fusion or chain that bestows better
performance. Though the algorithms used are naive, their performance is found to be increased with the proper
formation of chains.
Themain advantage of face recognition over other conventional biometricmodalities is the passive identiﬁcation that
it provides, as the individual need not come in direct contact with the biometric device24. Despite its advantages, there
are certain factors that decrease its proliferation. Themajor ones are changes in facial expressions5, illumination, pose6,
occlusions, ageing and eye blinks7. Another major aspect that causes intricacy to face recognition is the alignment of
face. Such artifacts greatly hamper the working of face recognition systems. To have a proper comparison between
the face images, the alignment has to be done precisely. This needs the precise facial feature localization which is
a very complex task to ascertain. Many algorithms have been designed that primarily aims at handling a single or
a mixture of 2 factors that create variations in facial appearance. A wide range of potential applications stimulated
extensive research efforts on face recognition. Thus there is an assortment of algorithms available to address the wide
spectrum of challenges faced in face recognition. But selecting the least combination of effective algorithms is a must
to handle time and space complexity related issues. The main contribution of this paper lies in proposing an optimal
algorithmic chain via comparative analysis amongst various existing algorithmic approaches. Results are indicative of
the possibility of getting good classiﬁcation accuracy with SVM classiﬁer if processing steps are selected properly.
The paper can be organized as follows. Section 2 deals with a detailed mathematical review of the algorithms used.
Section 3 elaborates the implementation schema. The results of the overall implementation are given in Section 4 and
the paper concludes in Section 5.
2. Related Work
2.1 Local binary pattern
This method is popularly deployed for texture descriptor operation8. The hypothesis inherent in this technique
is that the face images are composed of numerous ﬁne micro patterns. We selected this approach to overcome the
illumination related artifacts. The operator takes into account, the neighbouring pixels (pi) of a 3 × 3 matrix for all
the pixels of the image. The central pixel value (pc) is set to be a threshold and all the pixel values are compared
against this. A value of one is allocated if the pixel value is higher than the threshold; else 0. The numbers obtained
after running the entire process are considered in a clockwise manner and a binary number is produced from it, which
is later converted to its decimal counterpart. Mathematically, the process is well explained as,
LBP =
7∑
i=0
2i b(pi − pc) (1a)
B(pi − pc) =
{
1, if pi − pc > 0
0, if pi − pc ≤ 0 where i = 0, 2, . . . , 7 (1b)
The method can better be explained as in Fig. 2.
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2.2 Principal component analysis
This method is well-known for its effective feature extraction ability9. This is used in this study for ﬁnal feature
vector dimension reduction, thereby representing the data in a more compact and discriminative manner. Consider a
matrix M whose eigenvector is a vector u, which when multiplied with M , yields an integer multiple λ, of that vector.
This integer value λ represents the eigenvalue of the eigenvector, u. Mathematically it can be put together as,
M × u = λ × u (2)
here λ is the eigenvalue of the eigenvector u of the matrix M . Primarily, the face images that organize the training set
(i ) are processed. The average matrix  is given by,
 = 1
M
M∑
n−1
n (3)
This matrix  , is subtracted from the set of original faces (i ),
φi = i −  (4)
Then the covariance matrix, C is computed as follows,
C = 1
M
M∑
n−1
φn φ
T
n (5)
Then the eigenvectors, ui along with the eigenvalues λi are calculated. It also involves the normalization of the
eigenvectors in order to make them unit vectors. Since the dimension of C is N2 × N2, the calculation of eigenvectors
gets more cumbersome when the image dimensionality increases. In order to decrease the intricacy, the solving of
eigenvectors, can be done as:
(AT A)ui = λi ui (6)
A(AT A)ui = A(λi ui ) (7)
AAT (Aui ) = λi (Aui ) (8)
Compute Aui to assess the eigenvector of the larger AAT matrix. The storage of eigenvectors is then carried out in
the order of decreasing eigenvalues as:
Ui = Aui = [φ1, φ2, . . . , φn]
⎡
⎢⎣
ui1
...
uin
⎤
⎥⎦ n∑
k=1
uikφk (9)
Wi = U
T
k (i − μi )
λi
(10)
The data points returned after LBP process is huge to parse and hence PCA is used as a dimensionality reduction
technique. It effectively selects only the principal component which eases the procedure involved in the calculation.
These principal components are then fed to the classiﬁer (Support Vector Machines in this case).
2.3 Support vector machines
A supervised learning based classiﬁcation can be achieved using SVM to scrutinize and classify the patterns of
interest in the given data sets10. From all the existing classiﬁcation methods, we used a SVM-based technique due to its
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higheraccuracy11 and due to its high generalization abilities. It is basically a binary classiﬁer that can also be applied in
multi class classiﬁcation problems. It constructs a boundary in order to classify the data into meaningful classes. The
boundary is a straight line for 2D, plane for 3D and for higher dimensions, it is known as hyperplanes. An assortment
of training points xi ∈ Rn, i = 1, 2, . . . , N are taken where every single point xi ﬁts in either of the two classes
with labels yi ∈ {−1, 1}. Assuming linearly separable data, the aim is to isolate the two classes by a hyperplane in
such a manner that the distance to the support vectors is maximized. This hyperplane is called the optimal separating
hyperplane (OSH), given by,
f (x) =
l∑
i=1
∝i yi xi · · · x + b (11)
The sign on the right side of equation (11) determines the classiﬁcation of a new data point. In case of multi-class
classiﬁcation, we use,
d(x) =
∑l
i=1 ∝i yi xi · · · x + b∥∥∑l
i=1 ∝i yi xi
∥∥ (12)
The result of x is largely dependent on the sign of d . The distance from the hyperplane to x is given by |d|. The
larger the value of |d|, the better is the classiﬁcation.
2.4 Feed forward back propagation neural network
Feed Forward Back Propagation Neural Network (FFBPNN) is basically a supervised learning approach like that
of SVM. Random variables are used to initiate the learning process and the net total input is given by,
n j =
N∑
i=0
xi wi j (13)
where w = weight vector and x = input vector. FFBPNN deploys a sigmoid function as its activation function given by,
f (n j ) = 11 + e−n j (14)
where f (n j ) denotes the hidden layer’s activation function.
The net total output is given by
nk = wk f (n j ) (15)
The output at hidden layer and output layer can be given by (16) and (17), respectively,
Oj = f (n j ) (16)
Ok = f (nk) (17)
The input pattern gets transmitted through the whole of the network till the ﬁnal output is produced. A generalized
delta rule is used to determine the overall error:
δ j = f ′(n j )
k∑
k=1
δk wkj (18)
where δ j denotes error for hidden layers.
δk = (tk − ok) f ′(nk) (19)
δk denotes error for output layer.
Now every unit alters its input connection weights in order to lessen the error. Then the process gets repeated for
the next pattern of interest. A learning rule η for a weight change for a unit in hidden layer is given by,
 wi j = η δ j xi (20)
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3. Implementation
The combinations of algorithms as mentioned in Table 1 were implemented. These chains were tested on 2D and 3D
face images. 2D face images were selected from the AR face database (detailed in Section 3.1. Different case studies
were studied such as when the face images were taken whole and then partitioning the face images equally into 2, 4,
6, 8, 10 and 12 parts. The partitioning strategy is invariant to monotonic grayscale changes, and is beneﬁcial while
handling large expression variations in the face images. LBP was applied on these components. This results into a huge
dataset which is then subjected to dimensionality reduction by using PCA. See Fig. 3 for the overall implementation
ﬂow and Table 1 for detailed explanation. In total, we deﬁne three chains- 1) 2D LBP + PCA + SVM (Path 1, 3)
2) 3D LBP + PCA + SVM (Path 2, 4) and 3) 3D LBP + PCA + FFBPNN (Path 2, 5). We used balanced training, i.e. the
ﬁrst 50% of the samples are used for training the classiﬁer and the rest of the 50% face images were used for the testing
purpose. The accuracy determining parameters includes Receiver Operator Characteristics (ROC) curves, execution
time, sensitivity and accuracy. The modeling of 2D face images to 3D was rendered through Vizago face modeler12
which involves manual segmentation and localization of facial landmarks like lips, eyes, etc. Here the gender needs
to be speciﬁed and manually click on 12 points – 2 on ears, 2 on the corners of the mouth, 3 on the contour of the
face-chin and sides, 2 on eyes and 3 on the nose.
3.1 Details of the face database used
The face images used for this study were from the AR face database. It was created in 1988 in the Computer
Vision Center (CVC) at the U.A.B. by Aleix Martinez and Robert Benavente. This is the ﬁrst face database to
include occlusions. The database provides provisions for variation in eye glasses, illumination, frontal poses, scarves,
expressions, etc.13
Table 1. Details of Various Algorithmic Chains Designed.
Motivation Algorithm Chain Approach Used
Choice of dimensionality of the images used:- 2D
images were taken and were either used as 2D itself,
or were converted to its 3D counterpart using Vizago
modeler12
Path 1: 1 → 2 → 4 → 6 → 9 →
10 → 13 → 16 → 17 → 18, 19,
20, 21, 22
i) Pre-processed with LBP
ii) Image partitioning into n parts
(n = 1, 2, 3, 4, 6, 8, 10 and 12)
iii) Dimensionality reduction via
PCA
iv) Classiﬁed with SVM
v) Balanced training
Path 2: 1 → 3 → 5 → 7, 8 →
9 → 11, 12 → 14, 15 → 16 →
17 → 18, 19, 20, 21, 22
i) Preprocessed with LBP
ii) Image partitioning into n parts
(n = 1, 2, 3, 4, 6, 8, 10 and 12)
iii) Dimensionality reduction via
PCA
iv) Classiﬁed with SVM and
FFBPNN
v) Balanced training
Choice of classiﬁcation algorithm used:- SVM and
FFBPNN were tested separately for efﬁciency
Path 3: 1 → 2 → 4 → 6 → 9 →
10 → 13 → 16 → 17 → 18, 19,
20, 21, 22 And
i) Using SVM
Path 4: 1 → 3 → 5 → 7 → 9 →
11 → 14 → 16 → 17 → 18, 19,
20, 21, 22
Path 5: 1 → 3 → 5 → 8 → 9 →
12 → 15 → 16 → 17 → 18, 19,
20, 21, 22
ii) Using FFBPNN
Effect of partitioning of images:- To assess the
effectiveness in recognition achieved via partitioning
of images into parts
Preferred path with partitioning into
various parts
i) Selected preferred path from
Path 1 through Path 20
ii) Selected same path but without
partitioning of images
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Fig. 3. Overall Methodology for Face Recognition.
3.2 Comparison of algorithms
Algorithms were compared based on: i) Accuracy of classiﬁcation, ii) sensitivity, and iii) execution time required
to complete the processing.
The accuracy is deﬁned as the probability of correctly identifying the face image and is given by
Accuracy = T P + T N
(T P + FN + T N + FP) (21)
where True positive (TP) – correctly identiﬁed, False positive (FP) – incorrectly identiﬁed, True negative (TN) – correctly
rejected, False negative (FN) – incorrectly rejected.
Sensitivity relates to the test’s ability to identify an image correctly; i.e. sensitivity is the probability of having a
positive test and is given by
Sensitivity = T P
(T P + FN) (22)
603 Sheela Shankar and V.R. Udupi /  Procedia Computer Science  89 ( 2016 )  597 – 606 
Fig. 4. Illustration of the Variations in the Amount of Information Possessed by Various Regions of Face. (a) Face Image Showing the Sparsely
Contained Information (pixel intensity variations) in the Cheek Regions when Compared to the Regions Around the Eyes; (b) The Same Image
Undergoing LBP Operation, Focusses more on the Information thereby Reducing Further Processing.
Usage of 3D head modules was done to assess its impact on the overall recognition process. The main beneﬁt of 3D
based approaches is that the 3D head module preserves all the information pertaining to face geometry. In a 3D face
module, facial features are represented by local and global curvatures, which can be used as the unique characteristics
to identify people. The 3D facial representation is a promising tool which is capable of coping with many of the human
face variations. Next the LBP and PCA algorithm with SVM and FFBPNN as the classiﬁer was tested on 3D head
modules. Again, different cases are studied, such as when the face is taken whole, and then divided equally into 2, 4,
6, 8, 10 and 12 parts. For all these cases accuracy, ROC and execution time are computed for balanced training.
3.3 Partition analysis
It can be noted that occlusions and expressions on face images can be tackled with partitioning process. A ﬁner
partitioning renders more blocks for comparisons but too larger subsets decrease the recognition rates as small blocks
around some facial regions like eyes, lips tend to get shifted towards the neighbouring blocks. Hence, in our case, we
found that the recognition rates were lesser for partitions below and above 10 partitions on LBP processed images. The
reason for partitioning images on LBP operated images rather than the original image itself can better be understood
from Fig. 4. Figure 4(a) is indicative of the variations in information contained in different regions of the face regions.
It is to be noted that LBP operated images retain much of the information rich regions; unlike the regions of the cheek
which have sparse data, since they are almost homogenous. Hence, the hypothesis that is anticipated is identifying a
particular number of partitioning that would boost up the performance,which is discussed in the results and discussions
section.
4. Results and Discussions
The face recognition algorithm for both 2D and 3D face images using LBP operator and PCA algorithm with SVM
as the classiﬁer provided very good results, in terms of recognition rates. Figure 5 shows the accuracy of the developed
methodology of using LBP and PCA algorithms with SVM as the classiﬁer for 2D and 3D face images. A signiﬁcant
increase in accuracy is observed for the 3D face recognition system.
The 3D face recognition accuracy was optimum when the developed algorithm of LBP and PCA with SVM as the
classiﬁer was used. We further tested the face recognition accuracy using Feed Forward Back Propagation Neural
Network (FFBPNN). The developed chain of LBP and PCA was used with feed forward BPNN as the classiﬁer.
Figure 6 shows the accuracy analysis of 3D images on LBP and PCA algorithms with SVM as the classiﬁer and LBP
and PCA algorithms with FFBPNN as the classiﬁer. The face recognition accuracy achieved in the latter case was
lesser than the former. The reduced accuracy was due to the fact that this method is very sensitive to illumination
and noise. Therefore images with varying background cannot be used in this method. Comparing the face recognition
accuracy of the two 3D methods in Fig. 6, it is noted that the face recognition accuracy in the developed algorithm
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Fig. 5. A Comparison of the Face Recognition Accuracy for 2D LBP,
PCA, SVM and 3D LBP, PCA, SVM Face Recognition Methods.
Fig. 6. Comparison Analysis of 3D LBP, PCA and SVM and LBP,
PCA and FFBPNN Algorithmic Chain.
Fig. 7. Comparison of the Face Recognition Accuracy for 2D LBP,
PCA, SVM; 3D LBP, PCA, SVM and 3D LBP, PCA, FFBPNN Face
Recognition Methods.
Fig. 8. Execution Time Comparison for the Methods Used.
of 3D images on LBP and PCA algorithm with SVM as the classiﬁer is signiﬁcantly higher as compared to LBP and
PCA algorithm with FFBPNN as the classiﬁer.
Figure 7 shows the overall summary of face recognition accuracy for 2D LBP and PCA algorithm with SVM as the
classiﬁer, 3D LBP and PCA algorithm with SVM as the classiﬁer and 3D LBP and PCA algorithm with FFBPNN as
the classiﬁer.
Figure 8 shows the execution times of the three methods used. It can be noted that the time taken varies considerably
with the number of features selected. In case of 3D face images, the time taken is lesser at 10 features.
Figure 9 shows the Receiver Operator Characteristics (ROC) curves for the three methods discussed in the
implementation. It is evident from the ﬁgure that SVM outperforms FFBPNN in this regard.
Table 2 gives the summary of the chains used. Chains 1 and 2 were analogous to chains 4 and 5 respectively and
hence are omitted. Thus we see Path 4 as the best possible approach in terms of classiﬁcation accuracy, execution time
and sensitivity for 10 number of features or partitions of the image while using SVM as: i) Partitioning of images
into 10 partitions is optimum as it gives more information while at the same time reducing redundancy (as in case of
12 partitions), thereby reducing the time complexity, ii) Uses 3D counterpart of the 2D images gives the depth related
information, thereby enhancing classiﬁcation, iii) bypasses FFBPNN.
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Fig. 9. ROC Analysis for the Methods Used.
Table 2. Comparison of Various Algorithms in Terms of Accuracy Parameters.
Table 3. Comparison of the Proposed Approach with the State-of the-art Methods.
Author Accuracy Approach
Jinhui Chen et al.14 91% SURF+PSM+SVM
J Li et al.15 94% SURF Ada
TimoAhonen et al.16 79% LBP + NN classiﬁer
Linlinshen et al.17 92% Gabor features + SVM + OG-SVM
PAN Hong et al.18 83–91% DMQI + LBP
Dong-Ju Kim et al.19 70.7–96.43% LDP + 2D-PCA + NN classiﬁer
Wu FengXiang20 95.2% (with noise) HCPP + RDW-LBP + Chi-square
Singh et al.21 80–95.7% (pose variations) LBP
95.45% (with noise) LBP
55%, 55% PCA
54%, 56% 2D PCA
Peng Yang et al.22 95.2% Gabor features + Adaboost
Faith Kahraman et al.23 95% Active appearance model
Our method 92% (10 blocks) Path 3
96 % (10 blocks) Path 4
80 % (10 blocks) Path 5
It can be seen that our results are comparable with some of the state-of-the-art methods including the combination
of SVM, PCA, LBP and neural networks with various other approaches or taken in seclusion (see Table 3).
5. Conclusions
In this paper, we proposed an optimal algorithmic chain capable of recognizing faces with increased accuracy.
The paper draws sharp inferences on the selection of appropriate feature extraction and classiﬁcation algorithms for
face recognition. Also, the fact that the number of features selected plays a major role in overall accuracy, execution
times, etc. is also stressed. From the results it is evident that SVM based classiﬁcation on LBP operator and PCA
based feature extraction yields better accuracy when compared to FFBPNN based classiﬁcation, keeping the feature
extraction paradigms constant. Also, in case of SVM, 3D face images bestow better classiﬁcation results, owing to the
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ability of 3D images in retaining the depth related information. However, the modeler used in the study was inefﬁcient
since it involves manual identiﬁcation of the facial landmarks and does not render detailed information on the modeled
face image. In spite of this shortcoming, the results show enhanced recognition rates over their 2D counterparts. Usage
of better and automated 3D modelers is encouraged to obtain much higher accuracy rates.
The results and the methods this article introduces, can serve as a guideline while selecting algorithms to implement
face recognition within the desired design space. This in turn, can foster applications in human-machine interactions to
be carried out beyond ubiquitous computing to everyday computing with and within the IoT. The proposed optimum
algorithmic chain requires minimum computational resources thereby making it appropriate for face recognition
related IoT applications.
References
[1] Navalyal, U. Geeta and Rahul D. Gavas, A Dynamic Attention Assessment and Enhancement Tool using Computer Graphics, Human-centric
Computing and Information Sciences 4.1, pp. 1–7, (2014).
[2] Reddy, V. Ramu and K. Sreenivasa Rao, Better Human Computer Interaction by Enhancing the Quality of Text-to-Speech Synthesis,
Intelligent Human Computer Interaction (IHCI), 2012 4th International Conference on IEEE, (2012).
[3] Reddy, Vempada Ramu and Tanushyam Chattopadhyay, Human Activity Recognition from Kinect Captured Data using Stick Model,
Human-Computer Interaction Advanced Interaction Modalities and Techniques, Springer International Publishing, pp. 305–315, (2014).
[4] Reddy and V. Ramu et al., Person Identiﬁcation from Arbitrary Position and Posture using Kinect, Proceedings of the 12th ACM Conference
on Embedded Network Sensor Systems ACM, (2014).
[5] Kakadiaris and Ioannis et al., Three-dimensional Face Recognition in the Presence of Facial Expressions: An Annotated Deformable Model
Approach, IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 29(4), pp. 640–649, (2007).
[6] Xiaozheng Zhang and Yongsheng Gao, Face Recognition Across Pose: A Review, Pattern Recognition, Elsevier, vol. 42, pp. 2876–2896,
(2009).
[7] Shankar and Sheela, Assessment of the Effect of Variations in Eye Blinks on a Face Recognition Algorithm, 2015 IEEE International
Conference on Advance Computing (IACC), IEEE, (2015).
[8] Ahonen, Timo, Abdenour Hadid and Matti Pietikainen, Face Description with Local Binary Patterns: Application to Face Recognition, IEEE
Transactions on Pattern Analysis and Machine Intelligence, vol. 28(12), pp. 2037–2041, (2006).
[9] Karamizadeh, Sasan, Shahidan M. Abdullah, Azizah A. Manaf, Mazdak Zamani and Alireza Hooman, An Overview of Principal Component
Analysis, Journal of Signal and Information Processing, vol. 4, pp. 173, (2013).
[10] Araghinejad and Shahab, Support Vector Machines. Data-Driven Modeling: using MATLAB R© in Water Resources and Environmental
Engineering. Springer Netherlands, pp. 195–211, (2014).
[11] G. Lebrun, C. Charrier, O. Lezoray, C. Meurie and H. Cardot, Fast Pixel Classiﬁcation by SVM using Vector Quantization, Tabu Search
and Hybrid Color Space, In The 11th International Conference on Computer Analysis of Images and Pattern (CAIP), Springer Heidelberg,
pp. 685–692, (2005).
[12] Available at: http://www.vizago.ch.
[13] AR Face database: http://www2.ece.ohio-state.edu/∼aleix/ARdatabase.html
[14] Chen et al., A Robust SVM Classiﬁcation Framework using PSM for Multi-class Recognition, EURASIP Journal on Image and Video
Processing, vol. 7, (2015).
[15] J. Li and Y. Zhang, Learning SURF Cascade for Fast and Accurate Object Detection, In Proceedings of IEEE Conference on Computer
Vission and Pattern Recognition (CVPR), pp. 3468–3475, (2013).
[16] Timo Ahonen, Abdenour Haddid and Matti Pietikainen, Face Recognition with Local Binary Patterns, In European Conference on Computer
Visoin, Prague, Czech Republic, (2004).
[17] Linlinshen, Li Bai and Zhen Ji, A SVM Face Recognition Method Based on Optimized Gabor Features, Lecture Notes in Computer Science,
Springer Berlin Heidelberg, vol. 4781, (2007).
[18] Hong Pan, XIA Si-Yu, JIN Li-Zuo and XIA Liang-Zheng, Illumination Invariant Face Recognition Based on Improved Local Binary Pattern,
Proceedings of the 30th Chinese Control Conference, Yantai, China, (2011).
[19] Dong-Ju Kim, Sang-Heon Lee and Myoung-KyuShon, Face Recognition via Local Directional Pattern, International Journal of Security and
its Applications, (2013).
[20] Wu Fengxiang, Face Recognition Based on Wavelet Transform and Regional Directional Weighted Local Binary Pattern, Journal
of Multimedia, vol. 9, (2014).
[21] Singh, Chandan, Neerja Mittal and EktaWalia, Complementary Feature sets for Optimal Face Recognition, EURASIP Journal on Image and
Video Processing, vol. 1 pp. 1–18, (2014).
[22] Peng Yang, Shigaung Shan, Wen Gao, Stan Z. Li and Dong Zhang, Face Recognition using Ada-Boosted Gabor Features, IEEE International
Conference on Automatic Face and Gesture Recognition, (2004).
[23] Fatih Kahraman, Binnur Kurt and Muhittin Gokmen, Robust Face Alignment for Illumination and Pose Invariant Face Recognition, In IEEE
Conference on Computer Vision and, Pattern Recognition, Minnesota, USA, (2007).
[24] Shankar, Sheela, V. R. Udupi and Rahul Dasharath Gavas, Biometric Veriﬁcation, Security Concerns and Related Issues-A Comprehensive
Study, (2016).
[25] N. Geeta and Rahul Dasharath Gavas, Enhanced Learning with Abacus and its Analysis using BCI Technology, International Journal
of Modern Education and Computer Science, vol. 6(9), pp. 22, (2014).
