Purpose: A neural network simulation with realistic cortical architecture has been used to study synchronized bursting as a seizure representation. This model has the property that bursting epochs arise and cease spontaneously, and bursting epochs can be induced by external stimulation. We have used this simulation to study the time-frequency properties of the evolving bursting activity, as well as effects due to network stimulation. Methods: The model represents a cortical region of 1.6 mm × 1.6 mm, and includes seven neuron classes organized by cortical layer, inhibitory or excitatory properties, and electrophysiological characteristics. There are a total of 65,536 modeled single compartment neurons that operate according to a version of Hodgkin-Huxley dynamics. The intercellular wiring is based on histological studies and our previous modeling efforts. Results: The bursting phase is characterized by a flat frequency spectrum. Stimulation pulses are applied to this modeled network, with an electric field provided by a 1 mm radius circular electrode represented mathematically in the simulation. A phase dependence to the poststimulation quiescence is demonstrated, with local relative maxima in efficacy occurring before or during the network depolarization phase in the underlying activity. Brief periods of network insensitivity to stimulation are also demonstrated. The phase dependence was irregular and * Corresponding author. Phase-dependent stimulation effects 43 did not reach statistical significance when averaged over the full 2.5 s of simulated bursting investigated. This result provides comparison with previous in vivo studies which have also demonstrated increased efficacy of stimulation when pulses are applied at the peak of the local field potential during cortical after discharges. The network bursting is synchronous when comparing the different neuron classes represented up to an uncertainty of 10 ms. Studies performed with an excitatory chandelier cell component demonstrated increased synchronous bursting in the model, as predicted from experimental work.
Introduction
It is unknown whether epilepsy originates from pathologic neurons or pathologic epileptic networks, or some combination of the two etiologies (Leussis and Heinrichs, 2007; Kumar et al., 2007; Swann et al., 2007; Patrylo and Willingham, 2007; Ang et al., 2006; Hirose, 2006; Mantegazza et al., 2005; George, 2004; Bernard et al., 2004; Mulley et al., 2003) . Regardless of the initial pathophysiology, epilepsy is a network driven phenomenon. The abnormal electrical activity that is recognized as a seizure is the result of many neurons firing synchronously. It is known that the networks (e.g. hippocampal or neocortical) of epileptic foci have anatomical changes (e.g. sprouting or cellular loss) that may produce increased excitation (Sallin et al., 1995; Sutula, 2002; Longo et al., 2003; Sutula et al., 1989; Arellano et al., 2004; Ribak, 1985; Dinocourt et al., 2003; Wittner et al., 2005) . Other authors have looked at the abnormal time-frequency characteristics of seizures in an effort to understand epilepsy further (Litt and Echauz, 2002; Lopes da Silva et al., 2003; Jouny et al., 2005 Jouny et al., , 2007 .
Interest has also grown in ascertaining the characteristics of seizure onset, termination, and the possibility of using external stimulation pulses to stop seizures. One attractive hypothesis is that before the clearly visible ictal EEG changes or clinical seizure manifestations, there are changes that may be occurring minutes to hours beforehand that would allow one to predict seizure onset (Estellar et al., 2001; Litt and Echauz, 2002; Sackellares et al., 2006; Haas et al., 2007) . This has been the subject of considerable investigation and some preliminary reports suggest prediction can be performed effectively, in time to apply abortive stimulation pulses D'Alessandro et al., 2003) . Furthermore Lesser et al. (1999) demonstrated, in a set of patients undergoing preresection evaluation, that the afterdischarges which occur during stimulation for localization could be aborted by a train of neighboring brief pulse stimulations. Of note, these authors demonstrated that the pulse used to abort the bursting activity was most effective during the depolarization phase of the recorded local field potential (by a factor of 1.9 in required applied current; Motamedi et al., 2002) . It is this phase dependence of electrical stimulation effects on bursting behavior that we explore further in the context of a computational model.
Neuronal network modeling allows one to control and study the various influences on network behavior. In a recent paper, we presented the results of computational simulation studies examining geometric effects of external field stimulation on ongoing bursting activity in a neural network (Anderson et al., 2007) . This effort applied a realistic electric field distribution from a small circular electrode represented mathematically as if it were mounted over an 800 m × 800 m region of modeled cortex. The cortical model consisted of discrete single compartment Hodgkin-Huxley type cells, and for the most part stimulation was assumed to take place at the position of the cell's axon initial segment, thereby sending synaptic effects to any cells connected to the cell being stimulated. These cells were spatially arranged in an architecturally realistic fashion incorporating a layered cortical structure as well as utilizing a columnar vertical organization for the neurons (Anderson et al., 2007) . The medium was assumed to be electrically homogeneous, and effects due to the underlying white matter were ignored. Robust and active bursting activity was produced in the model using a small centrally located noise. These effects were similar to the one-compartment neural network bursting behavior we have seen in previous architecturally nonspecific versions of the simulation (Kudela et al., 1997 (Kudela et al., , 2003a (Kudela et al., ,b, 2005 Franaszczuk et al., 2003) . Other groups have also used architecturally realistic models to investigate transcranial magnetic stimulation (Esser et al., 2005) .
This follow-up study reports on simulation data obtained from the architecturally realistic model to study the evolving bursting behavior, as well as stimulation-induced effects on this spontaneous activity. The model demonstrates epileptic bursting triggered by low-level distributed cortical activity simulating baseline neighboring cortical input. This level of activity does not always trigger seizures, but can more easily do so depending on the level of network connectivity. The modeled surface area of our simulation represents 1.6 mm × 1.6 mm of cortex (65,536 neurons). We specifically explore effects due to the timing of the stimulation relative to the underlying network bursting phase, to search for any phase-dependent periods of stimulation efficacy or lack thereof.
Methods

Neural network model
In the present study we used the same spatial arrangement for our modeled cells as in the previous introductory study (Anderson et al., 2007; Anderson, 2008) , where it is described in detail. A brief description follows. The modeled cells were arranged in an architecturally realistic fashion incorporating a layered neocortical structure as well as utilizing a minicolumn-based vertical organization for the neurons (Anderson et al., 2007; Douglas and Martin, 2004) . The somatosensory and visual cortical model of Douglas and Martin was utilized because of its experimental support and ease of programming (Douglas and Martin, 2004) . The medium was assumed to be electrically homogenous, and effects due to the underlying white matter were ignored. In general, robust and active bursting activity was produced using a spatially distributed background activity described below. Sensitivity analyses of the various connectional possibilities were performed in Anderson et al. (2007) .
The cells used in this model are simulated one-compartment Hodgkin-Huxley neurons. There are four classes of excitatory cells including pyramidal cells in cortical layers II and III (treated as one layer), layer V, and layer VI, and stellate cells in layer IV. There are also three classes of inhibitory interneurons including basket cells, double-bouquet cells, and chandelier cells. The cells are organized into a minicolumnar arrangement consisting of 16 cells with wiring according to Fig. 1 in Anderson et al. (2007) , Douglas and Martin (2004) , and Nieuwenhuys (1994) . The total number of cells examined in this study was 65,536, representing a simulated cortical surface area of 1.6 mm × 1.6 mm, given a 25 m center-to-center spacing for the minicolumns.
In general, the modeled layer II/III pyramidal cells make isotropic connections out to a radius of 300 m, and are considered to be regular spiking cells as defined in Anderson et al. (2007) . Similarly, the modeled layer V pyramidal cells make isotropic connections to a radius of 300 m, and are considered to be intrinsic bursting cells. The modeled layer IV stellate cells make no external connections outside of their minicolumn and are regular spiking cells. The modeled layer VI pyramidal cells make fewer connections than layer V pyramidal cells out to a radius of 300 m, and are considered regular spiking cells.
The modeled inhibitory cell types (basket, double bouquet, and chandelier) make connections based on histological data (Peters and Sethares, 1997; Kisvárday et al., 1986; Thomson and Deuchars, 1997; Melchitzky et al., 2001; Douglas and Martin, 2004; Lewis et al., 2002; Connors and Gutnick, 1990; Budd and Kisvárday, 2001; Kisvárday et al., 1993; Kisvárday et al., 2002; Lund and Wu, 1997; DeFelipe et al., 1999; Kawaguchi and Kubota, 1998) . The modeled basket cells can make connections out to a radius of 1 mm, but the connection distribution function consists of a negative exponential after a distance of 50 m from the cell body. The modeled basket cells are considered to be fast spiking cells. In the simulation, double bouquet cells make only sparse connections outside of their minicolumns and are considered fast spiking cells as well. The modeled chandelier cells make isotropic connections to 200 m, and synapse with approximately 20% of pyramidal cells they encounter. These cells are implemented as regular spiking cells. Table 1 presents the baseline numbers of connections used in the simulations.
The numerical simulation was based on the excitable membrane model of Hodgkin and Huxley (1952) as modified by Av-Ron (1994) and Av-Ron et al. (1993) , and is described in detail in Anderson et al. (2007) . The model parameters for the three different electrophysiology types simulated (regular spiking, intrinsic bursting, and fast spiking) are presented in tabular form in Table 2 of Anderson et al. (2007) . The cells exhibit stable bursting or spiking activity with constant current injections of 5 A/cm 2 , and the activity ceases when the input current is shut off. Behavior among cells in a given class in the network is very similar, with the modeled layer V pyramidal cells exhibiting periodic bursting behavior, and the other excitatory cells exhibiting regular spiking discharges.
The synaptic currents in the model on a given cell are represented as sums of currents taken over all the available synapses represented, with the individual synaptic conductances implemented as the difference of two exponentials with rise and fall time constants. This form allows for the representation of passive degradation effects within a dendritic arbor, or for the introduction of Layer II/III pyramidal (1) 238 (3) 58 (0) 414 (4) 0 (0) 36 (1) 0 (0) 36 (1) Layer IV stellate (2) 0 (4)
Layer V pyramidal (3) 46 (4) 0 (0) 110 (3) 0 (4) 16 (1) 16 (1) 16 (1) Layer VI pyramidal (4) 20 (0) 0 (1) 0 (0) 0 (4) 4 (1) 4 (1) 4 (1) Basket cell (5) 215 (4) 54 (1) 215 (4) 215 (4) 25 (0) 10 (0) 25 (1) Double bouquet cell (6) 8 (4) 2 (1) 8 (4) 0 (0) 19 (0) 0 (0) 19 (0) Chandelier cell (7) 60 (4) 15 (1) 60 (4) 0 (0) 0 (0) 0 (0) 0 (0) empirical size-reduction factors based on an active dendritic tree. In the current scheme, the weighting factors are chosen to provide realistic network bursting behavior, and reflect empirical differences in PSP reduction as recorded at the soma for cells synapsing distally versus proximally using the recordings of Williams (2005) and Williams and Stuart (2003) for both EPSPs and IPSPs. In the current model, all double bouquet cells were assumed to synapse at greater than 500 m from the soma, while all of the basket cells were assumed to take somal synaptic locations and their relative synaptic weights are adjusted accordingly. Inhibitory cell weights are less than zero, and chandelier cells, which synapse on the axon initial segment have large magnitude negative weightings (Williams, 2005; Williams and Stuart, 2003; Krimer and Goldman-Rakic, 2001; Kalisman et al., 2003; Kisvárday et al., 2002; DeFelipe et al., 1985; Paré and Lange, 1998) . A few studies were also performed in which the chandelier cells had positive weightings (the same magnitude as pyramidal cell weights) to reproduce certain recent experimental findings (Szabadics et al., 2006) .
Background activity
Synaptic current injections representing background activity from neighboring cortex are applied to 1% of the cells in the model. These cells are chosen randomly throughout the model space regardless of cell class with both 1% of inhibitory and excitatory cells affected. These synaptic current injections are implemented as a homogeneous Poisson noise process at an average rate of 1 Hz for each cell.
There is no presynaptic cell in the model responsible for these current injections, but the rise and fall times of the current pulses follow the same dynamics as the other excitatory synapses represented. This was an effort to represent long-range input from regions of surrounding cortex, and to provide a base level of activity to the simulation. The background activity applied to separate neurons is uncorrelated. The kinetics of the charge injection is governed by the excitatory synaptic time scales per Anderson et al. (2007) , and are the same as other excitatory synapses used in the model. The synaptic conductance for this simulated activity is 0.7 mS/cm 2 which is approximately a factor of 10 higher than the typical excitatory synaptic connection used in the model, thereby giving these current injections a high probability of producing an action potential.
External field stimulation
The external field is simulated as the application of a current to a circular disk of radius 1 mm. The applied stimulation pulses take the form of a two-lobed square-wave train (anodal followed by cathodal), with each lobe lasting 0.1 s. In the following studies, two consecutive pulses are applied during stimulation with each bipolar pulse separated by 5 ms. Ground is taken at infinity under the modeled medium, and the disk is represented mathematically as if it were centered over the modeled cortical surface. The determination of action potential production in the cells was based on an electric field gradient threshold oriented along the position of each axon initial segment. The choice of parameters used in this study was based on a sensitivity analysis of the various stimulation parameters performed in Anderson et al. (2007) .
Mean field potential derivation
An instantaneous mean field potential was derived from the model by first averaging the membrane potential over all of the cells represented (65,536 cells). The derivative of this average was then used as a representative of an average extracellular potential for the modeled cortical region in the spirit of Henze et al. (2000) . This signal was filtered (2-10 Hz, elliptical IIR filter) using the Matlab Signal Analysis toolbox (Mathworks, Natick, MA, USA) to produce the mean field potential (MFP) used for time-frequency analysis. The simulated size of our model (1.6 mm × 1.6 mm) is comparable to the size of a typical subdural recording electrode (2 mm diameter) so this derived MFP should provide a reasonable estimate of a locally recorded signal. The sign convention in this analysis is for positive MFP values to represent periods of depolarization in the modeled network. The code for the simulation was written in C and developed in a Linux environment. The model runs on a cluster of 16 32-bit, 1 GHz, ×86 architecture computers implemented as a distributed system. Each computer in the cluster performed the numerical integration calculations on a specific subnetwork, with data transfers between processors (representing neuronal connections crossing nodal boundaries) accomplished with Linux-based packet send and receive commands. Typical 10 s simulation runs on a 64 × 64 minicolumn model take 20 h of wall-time to complete (2 h/simulated second). CPU usage averaged 90% of this with the simulation representing the bulk of the load on the 16-node cluster, the remainder of the time was spent in input/output and packet transfer functions.
Time-frequency analysis
For time-frequency evaluation of the numerical simulation studies the matching pursuit method of Mallat and Zhang was used to spectrally decompose the MFP (Mallat and Zhang, 1993) . This is an iterative procedure used to decompose a time-dependent signal into a linear combination of a restricted and specified dictionary of functions consisting of cosines, Gaussian modulated cosines (Gabor functions), and Dirac delta functions. The details of the application of the procedure to simulated signals are described elsewhere (Kudela et al., 2003b) . The MP decomposition of the MFP is then displayed as a color-coded plot in the time-frequency domain.
Results
The connection pattern examined in these studies represented an alteration of one of the robustly bursting patterns examined in Anderson et al. (2007; Pattern C) , which in most computations and noise sources studied produced stable network bursting between 5 and 12.5 Hz for the dominant frequency modes exhibited. The numbers of extra-columnar connections formed by each cell is presented in Table 1 . The numbers of connections formed along the periphery of the model were reduced to avoid boundary reflection effects. The connections were reduced starting at a distance of 300 m from the edge by a multiplicative factor to express the reduction in numbers of connections more appropriate for an artificial boundary in an isotropic environment. The experiments incorporating these reduced boundary connections were better able to produce bursting phases with random onset and cessation times. A plot of the activity in row format for each of the 16 cells in one specific minicolumn over a 1-s period is shown in Fig. 1 . The network activity in the absence of any stimulation pulses demonstrates spontaneous onset and cessation of bursting periods shown in Fig. 2A-C. A total of 131 10-s simulations were used to derive the phase-dependence data presented below.
Base activity
One measure of the efficacy of the stimulation in a network that has an underlying constant random background activity applied, is to look for the time it takes post-stimulation for Figure 1 Plot of cellular membrane potentials relative to the resting potential for all 16 cells contained within one minicolumn in the simulation during a period of active bursting for a 1-s recording. Rows 1-4 are the layer II/III pyramidal cells, row 5 is the stellate cell, rows 6-9 are the layer V pyramidal cells, row 10-13 are the layer VI pyramidal cells, row 14 is the basket cell, row 15 is the double bouquet cell, and row 16 is the chandelier cell. the network to return to its intermittent bursting activity. An estimate of this is the time difference between the stimulation pulse used to alter the bursting activity and the time of the first returning network burst (''quiescence time''). In the set of experiments used to explore effects due to the relative phase of the applied stimulation pulse with respect to the underlying rhythmic activity, a two pulse stimulation paradigm was used to initiate a reproducible and stable pattern of activity on which a third (''stop'') pulse could be applied to investigate this phase dependence. The first stimulation pulse was applied at 3.0 s to stop the ongoing network activity previously demonstrated in Fig. 2A -C, followed by a preparatory pulse at 3.80 s to start a long period of constant bursting activity demonstrated in Fig. 2D . This method was used in part to produce reproducible behavior in the model to test the stop pulse on the same pattern of bursting over multiple trials, as well as to mimic the effects of stimulation-induced afterdischarges which have been altered by stop pulses in patients with implanted subdural grids implanted (Lesser et al., 1999; Motamedi et al., 2002) .
Phase dependence
The stop pulse was then used to alter this constant bursting, and the timing between the second and stop pulses was varied to investigate the phase dependence of the stimulation efficacy on stopping the ongoing bursting. The figure of merit used to gauge efficacy of the stimulation was the quiescence time in the layer II/III pyramidal cells after the applied stop pulse. A representative plot of the activity alteration induced by the stop pulse is presented in Fig. 2E . A plot of the quiescence time is presented in Fig. 3A along with the underlying layer II/III pyramidal cell activity that would be present if only the initiating stimulation pulse (the second stimulation) were applied. As can be seen, there is an irregular phase dependence to the quiescence time, which grows more apparent after 1 s of continuous bursting activity (the ''sawtooth'' region demonstrated by the quiescence time peaks in red in Fig. 3A between 1.0 and 3.0 s) . The quiescence time was probed with the stop pulse from 0.02 to 2.49 s after the preparatory pulse, at a sampling interval of 0.02 s.
This effect is further illustrated in the plot of the quiescence time displayed along with the underlying derived mean field potential in Fig. 3B . Demonstrated are regions of increased stimulation efficacy when the stimulation is applied during depolarization periods. This is more apparent after 1 s into the continuous bursting activity. Precipitous drops in quiescence time are demonstrated at 0.12, 0.98-1.0, and 2.29-2.31 s into the continuous activity. The MFP precedes the peak in cell activity since it represents the derivative of the average mean field potential. It also represents the physical observable that should be compared to a local field potential or electrocorticography recording in an experimental or clinical stimulation paradigm. Similar results are obtained when plotting the quiescence time associated just with the inhibitory cell component, or the quiescence time of the layer V pyramidal cell component. The time interval between the second and third pulses of the three-pulse paradigm is demonstrated by the position of the quiescent period value. These quiescent periods induced by the stop pulse demonstrate a phase dependence with respect to the underlying activity. Also shown are the details of network activity occurring during the three periods of loss of stimulation efficacy at 0.12, 0.98-1.0, and 2.29-2.31 s into the constant bursting period (layer II/III pyramidal cell activity). At 0.12, 0.98, and 2.29 s, the activity does exhibit a period of quiescence, albeit delayed, with the presence of a single pulse of activity in the normally quiet post-stimulation window. The ''sawtooth'' region described in the text is demonstrated by the quiescence time peaks in red primarily between 1.0 and 3.0 s. (B) Similar plot demonstrating quiescent periods shown with the underlying network MFP. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.) Figure 4 Plot of the five sampled quiescence times before and after each of the MFP peaks examined. Times are relative to the peak in the MFP. The vertical red line additionally indicates the peak location. The average of these 11 peri-peak measurements (±S.E.M.) is shown in red. There were no statistical differences in these values based on matched t-testing. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.)
A plot of the quiescence time recorded for the five sampled points lying on either side of each MFP peak studied is presented in Fig. 4 , with the quiescence time normalized to its MFP peak value. The spread in values before the MFP peak is larger before the peak occurs, and the drops in efficacy can also be seen. The average peri-peak quiescence time is also presented in red in Fig. 4 . There was no statistical difference in average quiescence times taken between the pre-and post-peak values, however the standard errors of the mean are larger (ratio of S.E.M. before peak/after peak = 9.6, p = 0.002, t-test) before the MFP peak.
Insensitivity of network to stimulation
As shown in Fig. 3A , the brief periods of insensitivity to stimulation do not necessarily correspond to a quick return of constant bursting activity after the stop pulse. Rather for some of these time points (notably at 0.12, 0.98, and 2.29 s) one activity peak appears in the quiescent window which is still represented at some level albeit delayed. At no other time points are these post-stimulation peaks present. The length of this delayed quiescent period is comparable to the delay times present at the troughs of the phase dependence in the remainder of the data in Fig. 3A . At the 1.0 and 2.31 s stimulation points, the quiescence time is also very short but with continuous activity present for an extended period, and not just the single occurrence of one peak.
Synchronous bursting across cell types
The spread of the bursting activity remains fairly synchronous when comparing the two main excitatory laterally 
Effects due to excitatory chandelier cells
Additional simulations were run with flipped polarity for the chandelier cell component (from inhibitory to excitatory). This was an effort to include the state-dependent results of Szabadics et al. (2006) , in which the chandelier cell component in acute neocortical slice preparations can act as an excitatory influence on the axon initial segment of pyramidal cells. Interestingly, the underlying behavior becomes more synchronous with very little activity between the narrow bursting peaks, Fig. 6A . Variation in this activity can be induced by a single stimulation pulse which varies with the timing of the pulse as in Fig. 6B and C. The locations of the two stimulation pulses are marked with arrows, and as demonstrated they halt the ongoing bursting peak which occurs close to the 4 s mark. Additionally, the subsequent bursting activity is altered compared to Fig. 6A but still highly synchronous. This more synchronous behavior is reminiscent of the onset of cortical ripples or synchronized hippocampal rhythms and was hypothesized by Szabadics et al. (2006) as an effect of excitatory input from the chandelier cell component.
Discussion
Phase-dependent stimulation effects
These modeling efforts, utilizing a neural network system of connected single compartment Hodgkin-Huxley based cells demonstrate many realistic properties of neocortical ictal activity. The network shows spontaneous onset and cessation of bursting activity, driven by a distributed background which has been implemented to represent neighboring random cortical input. In general, the major spectral components of the bursting activity stay constant during the bursting phase. Our results also show how this bursting activity can be affected by external stimulation using stimulation pulses from a single circular electrode represented in the model. Stimulation can induce bursting activity, stop it, or do very little to the underlying network activity. These effects appear to have a dependence on the phase of the bursting activity, with a stimulation cessation pulse being more effective if applied close to the peak in network activity for isolated windows during the bursting. Motamedi et al. (2002) describe the effects of stimulation pulses on stopping cortical afterdischarges within a population of patients undergoing implanted subdural electrode monitoring for seizure evaluation. This paper demonstrated a relative increase of efficacy at stopping cortical afterdischarges when stimulating during the negative peak (or depolarization phase under the electrode) of the recorded EEG. On average, for a stimulation pulse applied during the negative (depolarization) phase of the rhythm, the stimulation pulse was 1.9 times more likely to stop the afterdischarge than a pulse applied when the afterdischarge potential was positive in the experimental study of Motamedi et al. (2002) . Specifically, the authors reported a 69% rate of stopping afterdischarges with a brief stimulation pulse when the pulse was applied at the negative peak, compared to a 20% rate of stopping afterdischarges when the stimulation pulse was applied to the positive trough region of the waveform.
We similarly see increases in stimulation efficacy based on the quiescence time as a figure of merit which are correlated with the MFP peaks, and can be as large as a factor of 5 for the ratio of quiescence times. This additionally reproduces the results in Fig. 10(A) from Anderson et al. (2007) , in which an increase in stimulation efficacy was also observed at the time of the peak in network activity, albeit in a smaller computational model measured over one single activity peak. These times are larger when the stop pulse in Fig. 3B is applied during or just before the depolarization period of the derived mean field potential, and occurs in both the excitatory and inhibitory cellular components taken separately.
We find this to be an encouraging result derived from our network model that resembles experimental findings to date, and it can serve as a guide in the design of stimulation paradigms for clinical applications. This limited data set actually represents approximately 2620 h of wall-time computer use, but clearly will need to be investigated further with other stimulation and background activity paradigms. A lot of effort has been placed on seizure detection in the development of closed loop responsive neurostimulation systems for seizure termination. But an equally important aspect of the stimulation technique might include the timing of the seizure pulse relative to the underlying electrocorticographic activity. This might also simplify the stimulation pulse sequence, and could offer a savings in battery life.
Periods of stimulation insensitivity
Another finding in the phase dependence results is that the periods of fluctuating stimulation efficacy are punctuated by brief periods of network insensitivity to the stimulation (notably at 0.12, 0.98-1.0, and 2.29-2.31 s of delay). Since Motamedi et al. (2002) could not repeat the exact same pattern of underlying cortical activity over and over again to investigate the phase dependence on the same waveform, it would have been impossible for them to focus on specific regions of loss of activity in this manner. However, stimulation pulses were at times completely ineffective at stopping the afterdischarge activity as in our model. The presence of single peaks of activity in the post-stimulation windows at 0.12, 0.98, and 2.29 s stop pulse time is interesting, and might represent a transitional period leading into a region of complete loss of efficacy as at times 1.0 and 2.31 s for the stop pulse. No stimulation insensitivity is observed at 0.14 s for the stop pulse time, but this could be due to our choice of a 0.02 s sampling interval in that region which could have skipped the least effective stimulation time. The regions of stimulation insensitivity are very interesting and imply strong local time variations in the response to stimulation, furthermore they provide a signature that can be looked for in experimental data.
Additionally, when a stimulation pulse was effective in the work of Motamedi et al., the afterdischarge completely stopped, with no further resumption in epileptiform activity. Our simulation work was designed to produce several-second periods of stable bursting activity interspersed by random periods of network quiescence. Even after a ''stop'' stimulation pulse in this simulation, the network bursting will subsequently return because of the continuous background activity present, hence our need to use the quiescent time surrogate marker as a measure of stimulation efficacy. Earlier experimental paradigms in our modeling efforts also included stopping the background noise at 1 s into the simulation, with robust bursting activity continuing for a few seconds after that time point. Stimulation applied to these experiments after 1 s stops the bursting activity with no further return, since the underlying background has been halted.
Alternative studies
It is possible to alter this model so that it is more excitatory and easily produces continuous bursting activity (see Anderson et al., 2007 for examples) . Our goal in this study was to examine a model that was more controllable through single pulse stimulation to more closely approximate the work of Motamedi et al. (2002) and Lesser et al. (1999) , in which afterdischarges were produced and stopped by brief pulses of stimulation. It is true, however, that the more unstable continuous bursting connectivity patterns might be a better representation of a runaway epileptiform process.
Another future paradigm to explore might include calculating the probability of stopping the bursting with a stimulation pulse as a function of the level of background activity. As our efforts continue to become more realistic in representing underlying cortical activity, we should be able to reproduce the experimental paradigm more faithfully. Furthermore, since the current model readily supports bursting behavior, it probably serves more as a representative of pathologic tissue and less as a surrogate of normal brain. Future efforts should include an interphase between pathologic and nonpathologic tissue to understand the spread of bursting into normal regions.
The actual phase dependence on the underlying bursting activity appears to grow stronger with time, specifically after 1 s into the continuous bursting examined in the ''sawtooth'' region of Fig. 3 . This increasing phase dependence might have a practical consequence regarding a stimulation system built to stop epileptic activity, implying that stop-pulses applied early after a seizure starts would be less dependent on their timing relative to the underlying MFP phase. Additional synaptic effects that are not included in this computational work but could also affect the phase dependence and its evolution over time include short-term synaptic plasticity and neurotransmitter depletion.
Both of these effects have been investigated in computational models by our group and others (Kudela et al., 2004; Shouval et al., 2002; Swiercz et al., 2007) , and need to be further explored in this paradigm since the size of these effects are unknown.
Additionally, calcium concentration changes are known to affect the evolving bursting behavior of this class of computational model (Kudela et al., 2003b) . The simulation described here maintained a constant level of calcium reuptake throughout each experiment, and the calcium fluctuations are strongly correlated with the underlying rhythmic activity. However, no association with peak-topeak variations in the calcium concentration on stimulation efficacy were uncovered.
Clearly we have not explored delay times greater than 2.5 s for the application of the stop pulse, so it is unknown whether this region of phase dependence continues or only represents an island. We have shown that variation can occur however, which might represent a meaningful network property. For our purposes in this study, stopping a seizure within 2.5 s from the onset represents a clinically meaningful time-frame, and falls into the more effective experimental window of less than 4.5 s after initiation of the afterdischarges reported by Motamedi et al. (2002) . Interestingly, the recent studies of Lesser et al. (2008) point to short-term variations in the ability of cortical stimulation to produce afterdischarges. These authors point to alterations in the underlying cortical networks or the underlying preceding pattern of activity within those networks. This type of experimental effort is also amenable to our computational efforts, and the efficacy of bursting initiation should also be assessed as a function of timing of the stimulation pulse with respect to any underlying background activity.
In general, cellular bursting activity remains synchronous between the various inhibitory and excitatory cell classes as a function of time over the few seconds of studied activity, with only the inhibitory cellular component demonstrating a lag of 10 ms behind the layer II/III pyramidal cell component. Timing differences by cortical layer can be seen in interictal spikes in human microelectrode recordings between these layers by current source density analysis, and these time differences are on the order of 10 ms which is at the currently recorded sampling resolution derived from the model (Ulbert et al., 2004) . The synchrony we observe in our model is most likely due to rapid vertical intracolumnar spread based on the imposed cellular wiring, and will be most influenced by typical synaptic delay times, which are on the order of a few milliseconds in the simulation.
To further compare the laminar structure of the evolving bursting activity with experimental data, we will need to precisely define these delays to represent more realistic propagation times. Typical propagation velocities derived from our simulations for the wave-like bursting activity is on the order of 10 mm/s, which is comparable to propagation speeds derived in epileptiform discharges in rat neocortex (8-150 mm/s; Wadman and Gutnick, 1993) . Our model does not include some of the saltatory aspects of this burst conduction, since the longer range cortical patch connectivity that exists at the 1 mm size-scale is not included in the extracolumnar wiring.
The main goal of this study was to investigate the phase dependence of the efficacy of external electrical stimulation to alter bursting activity. For this reason, the three-pulse paradigm chosen in the experiment was used to set up a reproducible pattern of bursting activity and interrogate it. The pattern of activity after the second pulse was exactly the same in every trial up until the application of the stop pulse. Computational limits and limits on run-time of the code currently restrict efforts to examine a measure of interseizure intervals affected by stimulation as a benchmark, although this should be explored as the simulation infrastructure enlarges. The figure of merit chosen in this study (the time to return of bursting activity poststimulation or quiescence time) was thought to be a good compromise for assessing the efficacy of the stimulation within short-time simulations. The phase dependence studies described here always used the same random connection pattern between cells, as well as the random order of background pulse application, again to ensure a reproducible activity pattern on which we could apply the stimulation paradigm. Altering the random number seeds used to produce the specific wiring patterns and Poisson background application do not alter the overall pattern of bursting activity observed, just the timing of burst initiation and cessation (in preparation).
Future studies should include modeling these same effects using a multicompartment representation for the neurons in which more accurate dendritic, somal, and axonal effects can be studied. One encouraging previous result from our laboratory demonstrated that single compartment models do reproduce the same features of bursting activity that more accurate multicompartment simulations show (Yang et al., 2003) . One of the biggest gains that multicompartment modeling would provide is a more accurate estimate of electric field effects on the various excitable portions of the neurons as in McIntyre and Grill (1999) . Not only would this more accurately represent action potential production from an imposed field, but it would also allow a better estimate of the volume of stimulated tissue.
Additionally, the modeling results incorporating excitatory chandelier cell input (Fig. 6 ), are extremely interesting and point toward a richer network behavior when some blend of chandelier polarity is included that is dependent on the network activity context. Axo-axonic cells can behave as excitatory influences because of the local relative depolarization of the axon initial segment relative to the soma. As noted by Szabadics et al. (2006) , this effect is probably dependent on the local network activity with the axo-axonic cells most likely acting in a bistable role depending on the underlying cortical state and relative depolarization of the soma. The simulations performed with the reversed synaptic polarity in the chandelier cell component produced a strong regularization of the bursting a result hypothesized by Szabadics et al. (2006) . A similar effect is observed from hyperpolarizing bitufted cells synapsing on pyramidal cell dendrites, where the timing of the synaptic input places the pyramidal cell network in a synchronized mode (Klausberger et al., 2004) . This again points toward the need to perform these studies in a multicompartment format to address the possibility of this richer network behavior and more accurately predict stimulation effects.
Conclusions
Studies in preparation indicate that alterations in the random number seeds responsible for either generating the connection pattern (while holding the total connections constant), or the temporal order of background activity still produce spontaneous periods of bursting activity. A sensitivity analysis on the relative weights of total excitatory and inhibitory connections was also performed in Anderson et al. (2007) , demonstrating post-stimulation quiescence periods in all of the connection patterns studied. The underlying background activity remains constant between separate stimulation trials in the current study, only the state of the model changes depending on the timing of the stimulation. Our previous experience with single-compartment Hodgkin-Huxley based models Anderson et al., 2007) , ongoing studies in preparation, and experimental studies (Wagenaar et al., 2005; Madhavan et al., 2006; Vajda et al., 2008) indicate that longer poststimulation quiescence periods translate to more disruptive stimulation.
In conclusion, we would like to emphasize the ability of this type of phenomenological modeling to provide data that is comparable to clinical data from epilepsy patients. The current simulation provides a mean field potential recorded from a small region of cortex comparable in size to the surface area under a typical subdural grid electrode. MP analysis or other types of time-frequency spectral analysis can be performed on this simulated data readily. This is analogous to clinical studies used to examine the time-frequency spectrum of epileptic bursting (Jouny et al., 2003 (Jouny et al., , 2005 (Jouny et al., , 2007 , and makes comparisons between modeling efforts and clinical data easy to perform.
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