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Abst rac t - - In  this note, the uniqueness of solution for mixed problems recently studied in [1] is 
proved. This fact guarantees that the numerical solutions constructed in [1] converge to the unique 
solution of the problem. 
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1. INTRODUCTION 
In the recent paper [1], the authors proposed a method for constructing continuous-numerical 
solutions with prefixed accuracy, of the mixed problem: 
where 
c(t)uxx = utt, t > O, O < x < p, (1) 
u(0, t) = u(p, t) = 0, t > 0, (2) 
u(x,O) = f (x ) ,  0 < x < p, (3) 
ut(x,O) = g(x), 0 < x < p, (4) 
c(t) is a two times continuously differentiable function in 
[0, :4-cx3[ with c(t) > 0 and [c'(t)t + ]c(2)(t)[ > 0, for all t > 0, (5) 
f (x)  is a four times differentiable function in [0,p], f(4)(x) is 
piecewise continuous and f(0) = f(p) = f(2)(0) = f(2)(p) = 0, (6) 
g(x) is a three times differentiable function in [0,p], g(3)(x) is 
piecewise continuous and g(0) = g(p) = g(2)(0) = g(2)(p) = 0. (7) 
However, without the uniqueness guarantee, different numerical solutions could approximate to 
different solutions of the problem, and the interest of the proposed numerical method would be 
very limited. This motivates the study of the uniqueness. 
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2. THE UNIQUENESS 
We'll begin this section with a lemma that will play a crucial role in the study of the uniqueness. 
LEMMA 1. Let T(x, t) be a solution of problem (1)-(5) with f = g = O, and let us suppose that: 
T(x, to )=Tt(x ,  to)=O, 0<x<p,  to_>0, (8) 
c'(t) has a constant sign in ]to, tl[. (9) 
Hence, 
l foP E'(t) = ~ [c'(t)T 2] dx <_ 0, t E [to,t1[, (11) 
because Tx(x, to) = 0 and c'(t) < 0 in ]to, t1[. Note that by (8), one gets E(to) = 0 and by 
definition E(t) >_ O. By (11), one concludes that E(t) = 0 for t E [to, tl [. By continuity of T2( -, t) 
and T~(-, t), and from (10), it follows that 
Tx(x , t )=Tt (x , t )=O,  for 0 < x <p,  to<_t<t l .  (12) 
By (8) and (12) one gets T(x,t)  = T(x, to) = 0, for (x,t) E [0,p] x [to,t1[. 
CASE 2: c'(t) > 0 for ]to,t1[. Given T(x,t) ,  let H(t) be the function defined by 
1/o [ H(t) = -~ T~(x,t) + c(t) J dx, to <_ t <_ tl. (13) 
From the hypotheses, Leibniz's rule, and the method of integration by parts, the derivative of H(t) 
can be written in the form 
H'(t) = (T=Txt) dx + ~(t) (TtTu) dx - 2c2(t---- ~ T i dx 
= [TxTt] p - (TxxTt) dx + (Tx~Tt) dx 2c2(t) Tt 2 dx, (14) 
c'(t) f p 2 H'(t) = -2c2(t---- ~ T i dx < O, to < t < tl, 
because Tt(x, to) = 0 and c'(t) > O, for to < t < tl. By (8) and (13) it follows that H(to) = 0 
and H(t) >_ O, for to < t < tl. Since by (14), the function I-I(t) is decreasing in ]to, t1[, one gets 
that H(t) = H(to) = 0, for to _< t < tl. 
Then T(x, t) = O, for (x, t) E [0, p] x [to, tl [. 
PROOF. We distinguish three cases. 
CASE 1: c'(t) < 0 for t E]t0,tl[. Let T(x,t)  be a solution of problem (1)-(5) with f -- g = 0, 
satisfying (8) and (9), and let E(t) be defined by 
i f0P  E(t) = ~ [c(t)T2(x, t )+ T2(x, t)] dx, to <_ t <_ tl. (10) 
Taking derivatives in (10), from Leibniz's rule, the hypotheses, and integrating by parts, it follows 
that 
E'(t) = ~ c'(t)T~ dx + c(t) TxTxt dx + TtTtt dx 
1 ~o'C,(t)T2dx+c(t)[TxTt] ~ c(t)~o p jfo p = ~ - TtTz= dx + TtTtt dx 
= 12 fo pe'(t)T:dz + c(t) [T~(p,t)Tt(p,t) - T~(O,t)Tt(O,t)]. 
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By continuity of T2z(.,t) and T2(.,t), and by (13), one concludes that  Tx(x,t) = Tt(x,t) = O, 
for 0 < x < p, to _< t < tl.  Hence, T(z , t )  = 0 for (x,t) • [0,p] x [t0, tl[. 
CASE 3: c'(t) = 0 for ]to, t1[. In this case, c(t) is a constant function in [t0, tl]. Given T(x,t) ,  
let us consider E(t) defined as in (10) with c(t) = c > O, 
lfo~ E(t) = ~ [c(t)T 2(x, t) + Tt 2(x, t)] dx, to _< t < tl. (15) 
As T(x, t) is a solution of (1)-(5) with f = g = 0, using the argument of Case 1, it is easy to 
show that E'(t) = 0 for to _< t < tl. As E(to) = 0, one gets E(t) = E(to) = O, to <_ t < tl. 
By continuity of T2(.,t) and T2(.,t) and by (15), it follows that Tx(x,t) = Tt(x,t) = 0 for 
(x,t) • [0,p] x [t0,tl[. Hence, T(z , t )  = 0 for (x,t) • [0,p] x [t0,tl[. 
REMARK 1. Under the hypotheses (8) the sign of the function c'(t) can only change a finite 
number of times within a bounded interval [0,p]. In fact, in other case, there would exist an 
infinite sequence {tk}¢~=l in [0, T] with tk ¢ tk, for k ¢ k', such that 
sign c'(tk) = -- sign c' (tk+l) • 
By the mean value theorem there exists a sequence {sk}k°°__l with tk < sk < tk+l, such that 
c'(sk) = 0 for k >_ 1. By Bolzano-Weierstrass's Theorem, there exists a subsequence {snk}~°=l 
s* [0, T], and such that  limk-.oo sn~ -- • 
0 = lim c' (snk) = c' (s*). (16) 
k---*(x) 
Again by the mean value theorem, there exists a sequence of points ~k • ]sn~, s,~+l [ such that 
c"((k) = 0 for k _> 1. Furthermore, limk--.oo (k = S* and 
c"(s*) = lim c"(~k) = O. (17) 
k---~ oo 
But (16) and (17) contradict (8). Thus, the sign of c'(t) can only change a finite number of times 
in [0, T]. 
THEOREM 1. Under the hypotheses (5)-(7), the problem (1)-(4) only admits one solution. 
PROOF. The existence of solution was proved in [1]. To prove the uniqueness, it is sufficient to 
prove the uniqueness in any bounded domain D = [0,p] x [0,T], where T is any fixed positive 
number. Also, by linearity of problem (1)-(4), it is sufficient to prove that the unique solution 
of problem (1)-(4), with f = g = 0, is the zero solution T(x,t)  = 0 for (x,t) e [0,p] x [0, T]. If 
the sign of c'(t) does not change in [0,T], then the result is proved in Lemma 1. If not, let us 
suppose that  there exists a partit ion 0 = to < tl < . . .  < tg  : T, so that c'(t) has a constant 
sign in ]t~,ti+l[ for 0 < i < N-  1. By application of Lemma 1 to the interval [0, tl[, it follows 
that  T(x,t )  = 0 for (x,t) • [0,p] x [0,tl[, and by continuity one gets T(x,t)  = 0 and Tt(x,t) = 0 
for (x,t) • [0,p] x [0, tl]. 
Inductively by application of Lemma 1, one gets T(x,t)  = 0 and Tt(x,t) = 0 for (x,t) • 
[0, p] × It1, t2], and finally T(z,  t) = 0 for (x, t) • [0, p] x [0, T]. Hence, the result is established. 
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