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Abstract 
Bridges serve as critical structures to the functionality of road networks within an infrastructure system and 
require regular inspections to ensure they are in safe operating condition for the public. This research developed a 
data mining approach to analyze and produce predictions of the future operating condition of bridges. 5-year 
bridge inspection data provided by the Connecticut Department of Transportation (ConnDOT) are applied as case 
studies.  The approach combines the artificial neural networks with non-linear statistical data modelling tools to 
study the complex relationship between various bridge parameters and bridge conditions. Some variables 
considered include information on geometry, construction and service, while the neural net output variables were 
the condition ratings for the deck, superstructure, and substructure.  The data mining model demonstrated the 
potential to develop a practical computer tool to accurately estimate the future condition ratings of the bridges. 
The results were d
applications were also made. 
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1. Introduction 
Bridges serve as critical structures to the functionality of road networks within an infrastructure system and 
require regular inspections to ensure they are in safe operating condition for the public. According to the 
American Association of State Highway and Transportation Officials (AASHTO) and the Federal Highway 
Administration (FHWA), the average bridge age in the United States is 43 years old and about a quarter of the 
deficient (USDOT, 2010). Bridges are considered deficient if they are classified as either 
structurally deficient or functionally obsolete.  Structurally deficient means that the bridge has load bearing 
elements in poor or worse condition.  Functionally obsolete means that the bridge is outdated based on its 
purpose and in comparison to the current bridge standard. As of 2010 there are approximately 600,000 bridges in 
the United States and about 150,000, or 24% are considered deficient.  The percentage of deficient bridges 
compared to the total number of bridges has only decreased by about 4% over the past 10 years displaying the 
need for long term solutions. 
The objective of this study is to make accurate predictions of future bridge condition ratings using artificial 
neural networks, or neural nets, and to ensure the developed models are applicable for practical use by the State 
DOT.  Neural nets were selected over other methods because of their flexibility and ability to learn complex 
relationships.  When referring to predictions of bridge condition, it is actually a prediction of what an inspector 
will rate the bridge in the future, since the condition ratings are based on past inspections.   
Condition rating predictions will be done at the bridge level, which pertains to the deck, superstructure, and 
substructure.  An element level analysis would include all the individual components within each category of a 
bridge level analysis, such as individual girders of the superstructure.  A bridge level analysis is far less 
complicated and the data is more readily available compared to element level data.  If successful predictions can 
be shown at the bridge level, then predictions at the element level may also be possible. 
The potential for using bridge parameters to predict condition ratings with neural nets was demonstrated by 
Cattan and Mohammadi (1997) in an analysis of rail bridges and Huang and Ying-Hua, in a deck deterioration 
analysis.  Having several years of inspection data is important in identifying the patterns of deterioration in 
bridges.  The inclusion of accurate and complete maintenance records was identified as a very important 
influence in determining deterioration (Huang, 2010).   
The prediction of past element level inspection data with neural nets was shown by Lee et al. (2008), where 
missing condition ratings were generated with a neural net and the generated data was used to predict the known 
condition ratings within an acceptable level of error.  Mohamed et al. (1995) showed the possible use of neural 
networks in bridge management systems for rehabilitation and replacement prioritization.  The successful 
implementation of this method could be very useful in bridge planning programs.  If the accurate prediction of 
future bridge level condition ratings can be made using past inspection data, this would indicate the potential to 
perform increasingly complicated analyses, including element level analyses.  Accurate prediction of future 
element level condition ratings could provide bridge owners with detailed information on the future condition of 
bridges and help determine the allocation of bridge treatments for their bridge programs. 
To achieve the study objective, this research was divided into several tasks: 1) develop a data model for the 
neural nets, 2) determine the neural net architecture that will produce accurate condition rating output, 3) form an 
analysis method to interpret the results so they can be utilized by bridge program planners, and 4) determine the 
next steps to be taken in the research. 
 The remainder of the paper is organized as follows.  Background on the neural nets, data preparation and 
analysis methodology will be explained.  After the analysis explanation, the results of the analysis will be 
discussed including the influence of different variables.  Following the analysis results, the practical application 
of the developed neural net model will be shown with a case study and examples of inspection issues addressed 
by ConnDOT that can have an effect on the data model will be detailed.  Finally, the conclusions from the study 
and recommendations for future work will be provided. 
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2. Data Preparation for Data Mining  
2.1. Neural Net Background  
A neural net is a simulation of a biological neural network, such as the human nervous system, using a 
mathematical model.  It is designed to simulate learning and find the relationships that may exist between data 
inputs and outputs.  A neural net differs from other statistical analysis methods by learning on its own rather than 
being programmed for a specific task.  Neural nets also have the flexibility of examining more terms at once, 
allowing for more complex and subtle interactions to be possible (NeuralWare, 2001).  Neural nets are composed 
of neurons which are arranged in layers and are interconnected where the specific connections depend on the 
neural net type.  The connections between neurons have a weight, or value, that can be positive, negative, or 
nonexistent.  Neural net development often involves two main processes of training and testing.  During training, 
the neural net is exposed to a portion of the dataset to compute the weights necessary to output the desired result.  
The dataset, which consisted of a certain number of variables, was split up into input variables and output 
variables. 
The neural nets were created using software from NeuralWare .  The 
neural net type used in the study was the back propagation network.  A back propagation network is a general 
purpose network that can be used for modeling systems, prediction, classification, filtering and other general 
types of problems (NeuralWare, 2001b).  Figure 2 shows a simplified diagram of the arrangement of neurons in 
layers and the corresponding connections. 
Output Layer 
Hidden Layer 2 
Hidden Layer 1 
Input Layer 
 
FIGURE 1: Standard back propagation network (NeuralWare, 2001c) 
The diagram shows the layers which include input, a certain number of hidden layers, in this case 2, and the 
output layer.  The hidden layer or layers are where the nodes that are neither input nor output, but instead act 
between the input and output to establish the relationships needed to transform the input values into the desired 
output values.  The number of input and output neurons are determined by the dataset, but the number of hidden 
layer nodes is often determined empirically.  Hamid et al. (2010) found an optimal value of 31 hidden nodes for 
10 input variables where this study found an optimal value of 42 hidden nodes for 17 input variables.  As the 
number of inputs increase, hidden layer nodes generally increase, but the exact number is not always clear 
without experimentation. 
The learning rule and transfer function are important parameters in a neural network.  The learning rule 
determines the process of changing the weights of the connections between neurons.  The transfer function takes 
the weighted sum of the input neurons and applies the function selected to transform the input values to output 
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values (7).  The delta learning rule was used in this study as it was found to be optimal in terms of performance.  
The error in the output layer of the network is transformed by the derivative of the transfer function and back 
propagated through the layers of the network until the first layer, the input layer, is reached.  Default values were 
used for the learning coefficients and momentum term which are part of the learning rule.  The transfer function 
used for the neural nets was the Hyperbolic Tangent, or TanH.  It is a continuous monotonic mapping of the input 
into a value between -1.0 to 1.0.  Hamid et. Al (2010) found that the optimal transfer function for their analysis 
was the tansig function used in MATLAB which is very similar to the hyperbolic tangent (10). 
2.2. Data Preparation 
Overview  
The data used in this study consisted of inspection records from about 5,000 bridges during the time span of 
2006 to 2009, though the full time range is 2004 to 2010.  Most bridges are on a standard two year inspection 
cycle, so there were about two records per bridge.  There were about 10,000 inspection records in total.  The 
limited time range raised concerns about the ability for the neural nets to establish the necessary relationships in 
the data to perform the predictions.  About 8 percent of the inspection records showed deterioration, where the 
previous record for a particular bridge had a higher condition rating than the current one.  About 2 percent of the 
records showed a condition rating increase compared to the previous record.  An increase in condition rating is 
likely due to some type of treatment performed on the bridge such as maintenance, rehabilitation, or replacement. 
The variables available from the bridge inspection data are shown in Table 1.  Variable types include nominal, 
input, and output.  Nominal variables were not used in analysis, but the variable Structure Number was necessary 
to identify bridge records for the same bridge to see how condition rating changed from a previous inspection.  
Condition ratings are assigned by bridge inspectors as integers on a scale of 0 to 9 where 9 is the highest.  
 
Data Transformation 
Data transformation is the process of altering data to make it more suitable or efficient for the neural net to 
process.  One type of data transformation was to change the inspection date from a month, day, year format, into 
decimal years.  A neural net would not handle the original format of the date because of the circular nature of the 
calendar system.  We know that the length of time between December 31st of one year and January 1st of the 
next year is only one day, but when written in a month, day, year format, the neural net would see a large 
numerical difference between the two dates.  By using a decimal year format, the transition will be according to 
the correct ratio. 
Another method of transformation, which was recommended by ConnDOT, was to transform the condition 
ratings to logarithms of base 10.  This transformation was based on the idea that the condition ratings are not 
assigned in a linear way and are better represented in logarithmic form.  This transformation was found to help 
produce more accurate results, which indicates additional transformations should be experimented with for the 
condition ratings as well as other variables. 
 
Variable Creation 
Variable creation was necessary to provide the neural nets with information that can be extracted by human 
observers, but may not be obvious to a machine.  This is necessary because if there is important information that 
can be extracted from the dataset, but is not directly quantified, the neural net may create false relationships 
between the inputs and outputs, which could cause inaccuracies.  Variables that were created from the 
information in the bridge inspection data include the treatment variable, last inspection date, and last condition 
rating.  This creates three new input variables for one analysis depending on what output is being considered.  
The treatment variable is based on the amount a condition rating increased based on the previous inspection 
riteria for how the treatment variable values were determined 
are shown in Table 2. 
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                           TABLE 1 Bridge inspection data variable list 
Variables 
Name Type 
Structure Number Nominal 
Town Name Nominal 
Inspection Date Input 
Inspection Frequency Input 
Class of Bridge Input 
Main Material Input 
Main Design Input 
Number of Spans Input 
Year Built Input 
Service on Bridge Input 
Service under Bridge Input 
Lanes On Input 
Lanes Under Input 
Average Daily Traffic Input 
Structure Length Input 
Deck Width Input 
Skew Input 
Evaluation Code Input 
Year of Evaluation Input 
Bridge Posting Input 
Structure Status Input 
Deck Condition Output 
Superstructure Condition Output 
Substructure Condition Output 
  
                              TABLE 2 Treatment variable criteria 
Treatment Variable 
Value Description 
0 No Condition Rating Increase 
1 Condition Rating + 1 
2 Condition Rating + 2 
3 Condition Rating + 3 
4 Condition Rating >3 
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The treatment variable was intended to be an indication to the neural nets as to why condition rating is 
increasing and not decreasing or remaining the same.  There are no other variables that directly indicate this 
information, so without a treatment variable, the neural net could potentially create false or incorrect relationships 
to explain why condition rating is increasing.  Indicating the type of treatment is also necessary when setting up 
future scenarios for bridge program planning.  It is necessary to see how different treatments affect bridges, in 
addition to deterioration, and determine what the best treatment scenario is for the bridge network.  If accurate 
treatment information is available, the method of defining the treatments and their effects can be refined for 
future work. The last inspection date and condition rating serve as a direct link between inspection records of the 
same bridge.  The neural nets did not have a variable indicating which bridge records are from the same bridge in 
the original dataset, so these variables give each consecutive record for a particular bridge a link back to the 
previous record to better associate deterioration and any treatment effects. If successful predictions can be made 
on this group of highway bridges, then this may indicate the potential to be successful with other bridge types and 
include a more diverse dataset in terms of type of service.  
2.3. Data Analysis   
The dataset was split up into two parts for the two main neural net processes, training and testing.  The 
data should be split up so that the neural net receives adequate data to train on to establish the necessary 
relationships between the input and output. The neural net should also have adequate data to test on to determine 
if the neural net has generalized enough to perform accurately when presented with new data.  If care is not taken 
during training, a neural net can begin to create false relationships by over training on the current dataset, and not 
perform well when new data is presented to it. 
 
data relationships in the neural nets.  This feature allows tests to be periodically performed during training to 
determine where training error continues to decrease, but testing error increases, a sign of over training.   
 Root mean square (RMS) error was used to determine the performance of the neural net.  This measure 
takes the square root of the sum of the squared deviations between the actual and predicted values divided by the 
number of deviations to produce the magnitude of the difference between the actual values and the neural net 
predictions. 
 
x
dddErrorRMS n
22
2
2
1 ...  
 
dx = Deviation between the Actual Value and Predicted Value 
x = Number of Prediction Deviations 
 
The prediction classifications are determined by rounding the prediction values to the nearest whole number 
based on the idea that any decimal greater than or equal to 0.50 is rounded up, and anything less than 0.5 is 
rounded down.  Predictions are considered to be valid if after rounding, the prediction is at least within 1.00 of 
the desired result and qualitatively classified accordingly. The quality of predictions can be used to isolate the 
bridge condition ratings that the neural net has the most difficultly in predicting.  The method of rounding also 
serves as a practical way to convert the neural net decimal predictions to the condition rating integer scale for 
bridge program planning purposes.  
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3. Analysis Results and Discussion 
3.1. Analysis Results 
Initial findings found that a back propagation network with a singular output produced the best results given 
the dataset and methods employed.  The analysis included condition rating predictions for the deck, 
superstructure, and substructure, however only the deck condition rating predictions will be discussed.  The other 
condition rating prediction results were very similar to the deck condition prediction results, so the main 
conclusions drawn from the deck results, can also be applied to the superstructure and substructure results. 
The results consist of two analyses, one where the neural net is trained on the full time range of data and the other 
where the neural net is only trained on data from 2004 to 2007, and tested on data from 2008 to 2010.   
The first analysis with the full time range of data is to gauge the full theoretical prediction accuracy potential 
the neural net has with the dataset.  The neural net is believed to be the most accurate here because it is not tested 
on any data records from a time range it has not been trained on.  In the second analysis, the neural net is exposed 
to a limited time range of data to simulate a future condition prediction scenario and see how the neural net 
prediction accuracy changes with the limited time range of data.  This is the type of analysis that would be 
performed in practice and it is important in demonstrating practical applicability.  The results of both analyses 
can be seen in Figure 3 and Figure 4.   
3.2. Influential Variables 
In addition to the results of the analysis, P2P can output the variables that had the most influence in producing 
the outputs for the analyses.  The variables are shown in order of influence in Table 3.  The most influential 
variable is not necessarily the most important variable.  The variables and their influence should be reviewed to 
ensure that the results are logical in reality.  An example of an issue is that a variable could be created that has 
nothing to do with the analysis, but coincidentally has a high influence on the analysis.  Despite the high 
influence, this variable is known to be irrelevant, so while the coincidental influence may want to be investigated, 
the variable itself should not be used. The variables that were created were the most influential variables in the 
full time range of data analysis.  Since these variables were created from information in the dataset itself, it would 
seem these variables are both influential and important.  The next most important variable is year built which 
would make sense considering that it determines bridge age, a key indicator to condition.  
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                                                    TABLE 3 Influential Variables for the full time range of data analysis 
Full Time Range of Data Influential Variables 
1 Deck Treatment 
2 Last Deck Condition 
3 Last Inspection Date 
4 Year Built 
5 Deck Width 
6 Number of Spans 
7 Lanes Under 
8 Average Daily Traffic 
9 Service on Bridge 
10 Structure Length 
11 Lanes On 
12 Class of Bridge 
13 Service under Bridge 
14 Main Design 
15 Inspection Date 
16 Main Material 
17 Skew 
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FIGURE2 Condition prediction accuracy results for full time range of data 
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Limited Time Range Future Condition Predictions
0
1
2
3
4
5
6
7
8
9
10
1 601 1201 1801 2401 3001 3601
Data Record
C
on
di
tio
n 
R
at
in
g'
Actual Value
Predicted Value
 
 
FIGURE 3 Condition prediction accuracy results for future condition prediction 
 
It was observed that the inspection date variable was low on the list of influential variables.  A separate 
analysis was performed where the variables year built and inspection date were removed and replaced with the 
age of the bridge, the difference between the two variables.  Bridge age was found to be among the top influential 
variables, so inspection date must be important because without it, bridge age could not be calculated and age is 
known to be important in reality.  Inspection date may have been low in influence because the range of inspection 
dates in years is much smaller in comparison to the change in years for the year built variable, which it is most 
similar to.   
The remaining variables and their order of influence seems reasonable considering the condition of the bridge 
deck is being analyzed.  When analyzing the superstructure and substructure, the results were similar where Deck 
Width was still influential, however Main Material and Main Design had greater influence. 
The future condition prediction analysis top influential variables were Year Built, Last Deck Condition, 
Number of Spans, Deck Width, and Last Inspection Date.  Despite the difference in order, most of the influential 
variables are similar.  Deck Treatment was however lower on the list, so this variable may not be as effective as 
the full time range analysis indicated.  The treatment variable was meant to be a temporary representation of 
treatment information, but this does indicate that care should be taken in variable creation. 
 
3.3. Discussion of Results 
The results for the full time range of data are shown in Figure 3 where the orange line represents the actual 
condition ratings shown along the y axis, in ascending numerical order from bottom to top, and the green dots are 
the predictions as produced by the neural net for each inspection data record shown along the x axis.   The neural 
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net was trained on 5,946 inspection records and tested on 1,486 inspection records, where 1,184 had a condition 
rating of 6 or 7.  The RMS error went as low as 10.05 percent, meaning the neural net produced an accuracy of 
89.95 percent.     
The amount of predictions considered valid, according to the previously described prediction quality criteria, 
was 94.35 percent, where 65.21 percent were good, 22.88 percent were moderate, and 6.26 percent were poor.  
The remaining 5.65 percent of predictions were considered invalid.  Of the invalid predictions, 45.24 percent 
were low condition predictions, where these low condition rating records made up 4.17 percent of the total data 
set.  The percentage of low condition predictions that were predicted validly was 38.71. 
The results for the future condition prediction are shown in Figure 4.  The neural net was trained on 3,421 
inspections records and tested on 4,011 inspection records, where around 3,173 had a condition rating of 6 or 7.  
The RMS error for this analysis was 13.49 percent, so the neural net error increased by 3.44 percent.  This is not 
an extensive increase considering the data that the neural net was trained on was reduced by 57.54 percent and 
the time range was limited to 4 out of 7 total years of data, where the years 2004 -2006 are limited on the amount 
of inspection records. 
The percentage of predictions considered valid was 90.08 percent, decreasing 4.27 percent compared to the 
full time range of data.  The quality of predictions shifted however, where 52.90 percent were good, 26.75 
percent were moderate, and 10.42 percent were poor.  The percent of the invalid predictions that were low 
condition predictions was 39.95 percent and accounted for 4.14 percent of the total data set.  Only 4.22 percent of 
the low condition predictions were considered valid, a significant decrease in performance compared to the full 
time range of data. 
The future condition prediction analysis showed that even with a significant reduction in training data, the 
neural net can still produce accurate predictions.  The problem with the predictions was that the neural net was 
showing a tendency to predict closer to the average condition rating as the training data was reduced, indicating 
the need for more training examples and a wider time range of inspections.  
  
 
4. Conclusions and Recommendations 
The use of neural nets in bridge condition prediction at the bridge level has been shown to be successful even 
with a limited time range of data.  Additional data to extend the time range of inspections may help produce more 
accurate results and enable the introduction of more complicated predictions. A neural net with multiple output 
variables was shown to be less accurate than using a singular variable for this study, but it does not mean that this 
will always be the case.  Experimenting with different setups of neural net architecture and new data is critical to 
determining the optimal method for making more accurate predictions. Variables that were created based on the 
information in the inspection data proved to be very influential and assisted in improving prediction accuracy.  It 
is clear that it is important to inspect the dataset for information that can be extracted and created as input to the 
neural net.  This information may not otherwise be accounted for correctly, as with the bridge treatment 
information in this study. To further the study, more inspection records and information that can be quantitatively 
represented to further describe the inspections for the neural nets is needed.  Experimentation with different types 
of neural nets and settings should be considered to ensure the optimal setup is being used for the dataset being 
analyzed.  An improvement in performance can be identified by a greater percentage of good predictions within 
the valid predictions, and an increased percentage of valid low condition predictions as well.  These 
improvements would show that the network is not just predicting the average condition rating of the data. 
When the study reaches an acceptable level of accuracy for the complexity necessary for a bridge planning 
program, the neural nets prediction data can be processed in a data management program where the bridges that 
need to be treated can be flagged.  The prediction information can also be used to create treatment scenarios to 
determine the most efficient use of resources available to an agency to maintain their bridge network. 
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Overall, this study produced results that demonstrated that neural nets have the potential to make accurate 
future bridge condition predictions to aid in bridge program planning. 
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