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Abstract
A unital completely positive map governing the time evolution of a quantum system is usually
called a quantum channel, and it can be represented by a tuple of operators which are then referred
to as the Kraus operators of the channel. We look at states of the system whose correlations with
respect to the channel have a certain symmetry. Then we show that detailed balance holds if the
Kraus operators satisfy a very interesting algebraic relation which plays an important role in the
representation theory of any compact quantum group.
Introduction
Nonequilibrum fluctuation relations can be used to calculate the change in free energy in a system
due to a change in externally controlled parameters [Jarz1], [Jarz2], [Crook4]. These relations can
be derived by comparing the work done in the process with the work done in a “backward” or
“time-reversed” process. For a classical or a closed quantum system it is rather clear how to define
such a time reversal. There is however hope that analogous fluctuation relations may hold also for
dissipative quantum systems [Rast1], [ALMZ1], [RaZy1]. Therefore, a suitable notion of time reversal
is needed also for open quantum systems.
As is standard, we will consider the setting where the time evolution from some initial time
t = 0 up to the next time of interest t = τ is completely positive and probability preserving. In the
Heisenberg picture (in which observables are time dependent, while states are time independent),
we are thus discussing a unital completely positive map Φ : B(H0) → B(H0) (a quantum channel,
for short) on the algebra B(H0) of all bounded observables on the system Hilbert space H0 [AlLe1].
Every quantum channel on B(H0) has a “Kraus representation”
Φ(A) =
n∑
k=1
K∗kAKk, ∀A ∈ B(H0),
for some n ∈ N∪{∞} and some bounded operators Kk on H0. We shall assume n <∞ in this paper.
The unitality Φ(1) = 1 reads
∑n
k=1K
∗
kKk = 1 in terms of the Kraus operators.
We shall need the whole discrete semigroup (Φm)m∈N0 obtained from a single channel Φ. Each
quantum channel Φm := Φ ◦ · · · ◦ Φ gives rise to a representation of B(H0) on a Hilbert space of
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the form H0 ⊗ Hm, known as the Stinespring representation. We shall take the sequence (Hm)m∈N0
as a Φ-dependent model for the environment. This “Stinespring bath” does not describe a system
that exists on its own but rather models the interaction between the system of interest with its total
environment. The choice of this bath is based on two desiderata:
(i) We would like it to be possible to deduce the properties of the dynamics directly from the
relations among the Kraus operators K1, . . . ,Kn.
(ii) We would like the bath model to have a nice mathematical structure which says something
about the channel Φ.
We shall see that (i) and (ii) go hand in hand. It is not enough to consider the Stinespring represen-
tation of Φ alone; it gives only a first approximation for the environment. It is the structure of the
whole sequence (Hm)m∈N0 which is the key.
For open systems, time reversal is tightly connected to the property of detailed balance [Agar1],
[FaRe1], [KFGV]. Both notions are usually defined with respect to a fixed density matrix ρ0 acting
on the system Hilbert space H0. The strategy here will be to first deduce what properties the density
matrix ρ0 has to satisfy, given that the time evolution is governed by the channel Φ. Then we deduce
the minimal algebraic relations required to be satisfied by the Kraus operators for detailed balance to
hold with respect to such a state ρ0. The density matrix ρ0 plays the role of asymptotic equilibrium
state, and thermodynamical quantities can be defined in terms of ρ0. However, this thermodynamics
is with respect to the channel Φ and that is all that is required. In this approach, ρ0 could even be a
pure state on B(H0).
The algebraic relations imposed on the Kraus operators, supposed to capture the time-reversal
properties of the system, ensure that the quantum channel Φ has a certain quantum symmetry.
Ordinary symmetry groups can only be obtained for commuting Kraus operators, which in a sense
corresponds to no heat dissipation. When we say that Φ is symmetric under some compact group
G we basically mean “covariance” of the quantum channel Φ under G (cf. [Janz1]), and this notion
extends to “compact quantum groups”. We shall not need any quantum-group theory in deriving
the main results of the paper. However, for the purpose of interpretation it is often easier if there
is some well-defined notion of symmetry in the background. Moreover, the assumption of quantum-
group symmetry gives further structure to the Stinepring bath model (Hm)m∈N0 that will be used in
subsequent applications. Therefore, for useful reference we shall discuss how quantum groups appear
already in this paper, since the main reason why they do so concerns time reversal and detailed
balance.
There are some very interesting applications of quantum groups known in the physics literature
[Rayc1], [Bon1], [BoDa1], [BKLRRT], [KiNe1], [KiNe3], [ADF1], [AnFr2], but all of them involve
q-deformations of classical Lie groups, specifically SU(n) and Sp(n). These phenomenologically
discovered models involving SUq(n) or Spq(n) can successfully reproduce experimental data in the
same way as their classical analogues in more idealistic physical systems (e.g. one modeled by the
harmonic oscillator) [FIL1]. The general interpretations of §4.3 apply to these quantum groups as
well.
Acknowledgment. The author thanks Adam Rennie for his nice comments about the paper.
1 Background
1.1 Completely positive maps in quantum physics
In this paper it will be useful to remember how the time evolution of a quantum system can be
obtained by tracing out an environmental degree of freedom (see e.g. [AlFa1, §8.2]).
Suppose that H0 is the Hilbert space of a quantum system (briefly, the “system”) that we are
interested in, and that K is a Hilbert space of another quantum system (the “bath”) interacting
with it. For example, H0 could be the state space of a energy levels in a molecule and K the state
space of the bath of vibration modes capable of exchanging phonons with the molecule. All quantum
2
open-system applications use the same setting. The dimension of H0 and K could be finite or infinite
but we shall assume all Hilbert spaces to have a countable basis.
Suppose that ρ and σ are density matrices describing the states of the system and the bath,
respectively. The total system H0 ⊗K is assumed to evolve from t = 0 to some later time t = τ via
a unitary operator W ∈ B(H0 ⊗ K). The state of the system is obtained by tracing over the bath
degrees of freedom, so that after the evolution W has been applied, we get the system state
Φ∗(ρ) := (id⊗TrK)
(
W (ρ⊗ σ)W ∗). (1.1)
The evolution of the system alone therefore defines a map
Φ∗ : B(H0)∗ → B(H0)∗
on the algebra B(H)∗ = L1(H0) of trace-class operators. Writing σ in terms of an orthonormal basis
e1, . . . , en for K (where, as mentioned, the dimension n of K could be finite or infinite) as
σ =
n∑
k=1
σk|ek〉〈ek|,
where 0 ≤ σk ≤ 1, we have
Φ∗(ρ) =
n∑
j,k=1
Kj,kρK
∗
j,k,
with
Kj,k :=
√
σk〈ej |Wek〉. (1.2)
Relabeling the operators Kj,k using only one index k = 1, . . . , d := n
2, we write
Φ∗(ρ) =
d∑
k=1
KkρK
∗
k , ∀ρ ∈ B(H0)∗
and call the Kk’s a set of Kraus operators for Φ∗. The map Φ : B(H0) → B(H0) defined via the
relation
Tr
(
Φ(A)ρ
)
= Tr
(
AΦ∗(ρ)
)
, ∀A ∈ B(H0), ρ ∈ B(H0)∗
takes the form
Φ(A) = (id⊗TrK)
(
(1⊗ σ)W ∗(A⊗ 1)W ) =
d∑
k=1
K∗kAKk (1.3)
and describes the Heisenberg evolution of the system, i.e. the time evolution of observables (in
contrast to the state transformer Φ∗, that is).
Both Φ∗ and Φ are completely positive maps. Furthermore, sinceW is an isometry and Tr(σ) = 1,
the Kraus operators satisfy (with convergence in the weak operator topology if the dimensions are
inifinite)
d∑
k=1
K∗kKk = 1, (1.4)
which says that Φ∗ preserves the trace and that Φ is unital. From the way the Kraus operators are
defined in (1.2) however, even though W is a coisomery, it is not true in general that
d∑
k=1
KkK
∗
k = 1. (1.5)
Condition (1.5) says precisely that Φ preserves the trace when restricted to trace-class operators and
that Φ∗ is unital
1.
1Even though the identity operator is not trace-class when H0 is infinite-dimensional, when condition (1.5) holds we
can extend Φ∗ to the algebra of all bounded operators using the Kraus representation.
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Definition 1.1. A completely positive map Φ : B(H0) → B(H0) is a quantum operation if
Φ(1) ≤ 1. It is a quantum channel (or stochastic map) if Φ(1) = 1 and bistochastic if
Φ(1) = 1 = Φ∗(1).
The relevance of quantum operations is that in general it might not be a valid approximation
to regard the system H0 ⊗ K as being closed, and some probability might be lost. One could also
imaging that a “selection process” is taking place after the evolution ρ→ Φ∗(ρ) so that only certain
states are maintained in the description. In any case, such a selection process should not lead to a
probability increase, i.e. we should have
Tr
(
ρΦ(1)
)
= Tr
(
Φ∗(ρ)
) ≤ Tr(ρ),
which is the motivation for the notion of quantum operation as in Definition 1.1. However, here we
shall regard H0⊗K as closed and work with quantum channels only. The bistochastic operations are
very special however, and not what one gets from system-bath models unless the bath is at infinite
or (possibly) zero temperature. They have applications though, including the ones that can be put
in a “random unitary” form Φ(A) =
∑
k λkU
∗
kAUk with unitaries Uk and (not necessarily positive)
real numbers λk with
∑
k λk = 1 (see e.g. [MeWo1]).
Remark 1.2 (Commuting Kraus operators). Suppose further that W is the interaction describ-
ing a measurement of some jointly measurable selfadjoint operators A1, . . . , AN acting in H0, i.e.
[Aµ, Aν ] = 0 for all µ, ν and
W = exp
(
− i
N∑
µ=1
Aµ ⊗Bµ
)
for some commuting selfadjoint operators B1, . . . , BN acting in K. Then with the convention λµAµ :=∑N
µ=1 λ
µAµ for λ = (λ
1, . . . , λN ) ∈ RN etc., and writing (see [An1])
W =
ˆ
RN
e−iλ
µAµ ⊗ dEB(λ),
where EB is the joint spectral measure of the Bµ’s, we get
Kj,k = 〈ej |e−iAµ⊗B
µ
ek〉 =
ˆ
RN
〈ej |dEB(λ)ek〉e−iλ
µAµ ,
from which it is clear that [Kj,k,Kl,m] = 0 for all j, k, l,m, i.e. the resulting Kraus operators mutually
commute.
Remark 1.3 (Nonommuting Kraus operators). As soon as we have two competing interactions, the
Kraus operators do not commute. For example, two measurements of noncommuting observables can
be described with noncommuting Kraus operators for the whole process. Similarly, if the intrinsic
time evolution is not neglected, the Kraus operators at different time points will not commute unless
they all commute with the system Hamiltonian. For example, if the density matrix commutes with
the Hamiltonian then a phase-damping interaction with the bath is modeled by commuting Kraus
operators whereas population loss must involve noncommuting ones (see e.g. [LOMI]). Starting with
a total Hamiltonian H = H0 ⊗ 1 + 1 ⊗ Hbath + Hint acting in H0 ⊗ K, the channel Φ obtained
as in (1.1) using W = e−itH for some t has Kraus operators (1.2) which do not commute (unless
[H0, Hint] = 0, which is a trivial case).
We shall only work with quantum operations Φ allowing a Kraus representation with a finite
number of Kraus operators. Finitely many Kraus operators means that the bath behaves, with
respect to the interaction that Φ corresponds to, like a finite-dimensional quantum system. So we
may take the bath Hilbert space to be finite-dimensional and we use the symbol H for the finite-
dimensional bath. As before, let n the dimension of the bath, so H ∼= Cn. Then we may identify
B(H) with Mn(C) after choosing a basis for H, and W ∈ B(H0)⊗Mn(C) is given by an n×n matrix
{Wj,k}nj,k of operators Wj,k ∈ B(H0).
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Moreover, we will always use a particular choice of bath state σ, namely the pure state
σ = |e1〉〈e1| (1.6)
defined by the first member of an orthonormal basis e1, . . . , en for H. Doing so we obtain only n
Kraus operators
Kk =Wk,1 := 〈ek|We1〉, (1.7)
corresponding to the first column of W = {Wj,k}nj,k=1 ∈ B(H) ⊗ Mn(C). The properties of the
resulting quantum operation,
Φ(A) =
n∑
k=1
K∗kAKk, (1.8)
are the same as for general σ: it is always a channel, i.e. Φ(1) = 1, but not necessarily trace-
preserving since (1.5) does not hold. Since we are anyway ignoring the details of the bath when
using Φ, the first-column choice is natural in that it gives a “minimal” description of the dynamics,
which will be related to the (minimal) Stinespring representation in the next section. Moreover,
any quantum channel Φ on B(H0) can be obtained in this way by choosing the Kraus operators to
correspond to the first column of a suitable unitary matrix W with entries in B(H0) [Kum1, §10.3],
see §1.2 below.
Remark 1.4 (Column versus row). Writing
W =
n∑
j,k=1
Wj,k ⊗ |ej〉〈ek|
one obtains (1.7) from
Φ(A) = (id⊗TrH)
(
(1⊗ |e1〉〈e1|)W−1(A⊗ 1)W
)
= 〈e1|W−1(A⊗ 1)We1〉 (first column)
where we are tracing out the bath in the density matrix σ = |e1〉〈e1|, just as in (1.1). Another
possibility is to use
Φ(A) := (id⊗TrH)(W−1(A⊗ |e1〉〈e1|)W ) (first row).
Then Φ has Kraus operators Kj =W1,j belonging to the first row of W , so the two alternatives are
obtained from each other by taking the transpose of W . In the first-row case, the property Φ(1) = 1
reads
∑
kKkK
∗
k = 1. We shall use the first-column choice so that it is W and not the transpose W
t
which represents the unitary evolution.
Remark 1.5 (Discrete time evolution). The time evolution of many physical systems is not well
approximated by the Markovian evolution given by completely positive maps representing the semi-
group R+. Nevertheless, the evolution from the initial state to the final state for the time interval
of interest is almost always completely positive. By discretizing time into sufficiently large time
intervals, one can describe the time evolution in terms of a single map Φ and its powers Φm. In
that sense, semigroups of the form (Φm)m∈N0 have a much wider applicability than semigroups of
the form (Φt)t∈R+ , allowing for some non-Markovianity in continuous time.
Remark 1.6 (Measurement interpretation). Due to the probability-preservation condition (1.4), the
Kraus operators K1, . . . ,Kn of a quantum channel Φ can be used to construct a POVM (positive
operator-valued measure), viz. the collection E1, . . . , En of positive operators
Ek := K
∗
kKk
satisfying
∑
k Ek = 1, and can be interpreted as describing a quantum measurement (see e.g. [BP,
§2.4]). In the early days of quantum mechanics, a measurement was taken to be given by projections
P1, . . . , Pn satisfying
∑
k Pk = 1. This implies PjPk = δj,kPk and the outcome of the measurement is
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unambiguous. The generalization obtained using the Ek’s gives the possibility that the off-diagonal
elements of the density matrix are not deleted in one step. This is particularly interesting when we
discuss repeated measurement, as one may follow the discrete time evolution of both off-diagonal and
diagonal elements. Eventually the off-diagonals may disappear completely, but the time dependences
of finite-time correlations (coherence effects) are usually the interesting data.
Remark 1.7 (Fundamental unitaries and symmetries). It was realized by Ojima [Ojim1] that the
interaction unitary W ∈ B(H0 ⊗ K) of a von Neumann measurement of a set A1, . . . , AN of com-
muting selfadjoint operators gives a representation on H0 of the so-called multiplicative unitary of
a locally compact group G (without losing anything relevant, G = RN ). The fundamental unitary
implements the Hopf-algebraic coproduct on the algebra C(G) of continuous functions on G. An-
ticipating from this identification that the “twisting of coproduct” (which has been a popular way
of deforming algebras) would be relevant to the operator deformations resulting from “disturbance
by measurement”, the post-measurement algebra is expected to have an explicit description as a de-
formation of the pre-measurement one (see [An1]). Now comes the question whether a fundamental
unitary can be used also e.g. when not neglecting the intrinsic evolution of the system during the
interaction with a bath (and more generally, when the Kraus operators of the quantum operation do
not mutually commute). The interpretation given in this paper together with the results of [An6]
answers this question postively, provided that we use the fundamental unitary of a quantum group
instead of restricting ourselves to classical groups.
1.2 Stinespring
The most fundamental result about completely positive maps is the Stinespring theorem.
Theorem 1.8 (Stinespring’s theorem, [Ar7, Thm. 1.1.1]). Let H0 be a Hilbert space. Then every
quantum channel Φ : B(H0)→ B(H0) has the form
Φ(A) = V ∗pi(A)V, ∀A ∈ B(H0),
where V : H0 → H1 is an embedding of H0 into a larger Hilbert space H1 and pi : B(H0)→ B(H1) is
a map such that pi(AB) = pi(A)pi(B) and pi(A∗) = pi(A)∗.
There is a “minimal” such triple (V,H1, pi) (essentially unique), and we refer to it as the Stine-
spring representation of Φ.
If we know a Kraus decomposition K1, . . . ,Kn of Φ as in (1.8), we can construct the space H1
and the maps V , pi as follows [Ar3]. If (and only if) n is the minimal number of Kraus operators
that can be used to represent Φ, then K1, . . . ,Kn are linearly independent; let us assume that n is
minimal. Then K1, . . . ,Kn span an n-dimensional vector space. We let H ∼= Cn be the Hilbert space
obtained by taking the (adjoints of the) Kraus operators as orthonormal basis vectors. That is, the
inner product 〈·|·〉 in H is characterized by
〈K∗j |K∗k〉 := δj,k, ∀j, k = 1, . . . , n (1.9)
and every element φ of H is of the form φ =
∑n
k=1 φkK
∗
k for some numbers φk ∈ C. We set
H1 := H0 ⊗ H,
and define the isometry V : H0 → H1 by
V ξ :=
n∑
k=1
Kkξ ⊗K∗k , ∀ξ ∈ H0,
while the map pi is just
pi(A) := A⊗ 1, ∀A ∈ B(H0).
Notation 1.9. We will usually write the adjoint Kraus operators as e1, . . . , en when regarded as a
basis for H, while we write K∗1 , . . . ,K
∗
n for them as elements of B(H0).
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Now let W ∈ B(H0⊗H) be a unitary whose first column coincides with V . Then (1.1) holds with
σ = |e1〉〈e1|. The Stinesepring representation thus also gives a unitary model for Φ.
It seems a little bit too good to be true that, starting from the map Φ, the unknown bath
interaction which corresponds to the dissipative effects can be modeled by the finite degrees of
freedom H ∼= Cn. Indeed, H0 ⊗ H can only capture the one-step evolution A → Φ(A), whereas the
multi-step evolution A → Φ2(A) and so on have no unitary model on H0 ⊗ H. Instead we need the
Stinespring space H2 of Φ
2, which is in general a subspace of H⊗2. In general, we have
Hm ⊆ H⊗m, m ∈ N (1.10)
if Hm denotes the span of products K
∗
jm
· · ·K∗j1 of m elements of the K∗j ’s, for all j1, . . . , jm ∈{1, . . . ,m}. The result is that a model for the bath up to time m ∈ N0 is provided by Hm, and there
is a unitary operator Wm (which is the restriction of W
⊗m to Hm), such that Φ
m is obtained as
Φm(A) = 〈e(m)1 |W ∗m(A⊗ 1)Wme(m)1 〉, ∀A ∈ B(H0) (1.11)
where e
(m)
1 is the mth tensor power of e1 regarded as an element of Hm.
The reason why we have an inclusion Hm ⊆ H⊗m is that the space Hm is spanned by sums of
products Kj1 · · ·Kjm of m Kraus operators. Possible relations among the Kraus operators allows us
to delete some vectors in H⊗m to obtain Hm. For instance, if [Kj,Kk] = 0 then for the basis vectors
ej , ek ∈ H we have
ej ⊗ ek − ek ⊗ ej = 0
in the space H2 which models Φ
2. In the case [Kj ,Kk] = 0 for all j, k, we therefore get that Hm is
the symmetric (“Bosonic”) subspace of H⊗m.
Notation 1.10. We write a word k in {1, . . . , n} as k = k1 · · · km and refer to |k| := m as the
length of k. We then write
Kk := Kk1 · · ·Kkm , K∗k := (Kk)∗ = K∗km · · ·K∗k1 ,
ek := ek1 ⊗ · · · ⊗ ekm ,
and similarly for other quantities.
Remark 1.11. The products Kj := Kj1 · · ·Kjm do not necessarily form an orthonormal basis for
Hm, nor do they provide a minimal Kraus representation for Φ
m. They are excessively many but
they are convenient for comparison of Φm with Φl.
The sequence (Hm)m∈N0 has a very important property, namely that [Ar3]
Hm+l ⊆ Hm ⊗ Hl, ∀m, l ∈ N0, (1.12)
saying that H• = (Hm)m∈N0 is a “subproduct system” [ShSo1]. It is (1.12) which allows us to talk
about the large-time limit of the system (see [An5], [An6]) and H• encodes (most of) the properties
of the channel Φ. While there are many different Kraus decomposition of the same channel Φ, the
object H• is evidently independent of the choice of such a decomposition.
2 Symmetries needed for detailed balance
2.1 Minimal Kraus relations
We have seen in Remarks 1.2 and 1.3 how commuting and noncommuting Kraus operators may
appear in the reduced evolutions due to different kinds of interactions. We now try to see if the
algebraic relations satisfied by the Kraus operators reflect some “symmetry” which could be used in
the study of the semigroup (Φm)m∈N0 (whose motivation was sketched in Remark 1.5).
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The Heisenberg evolution is obtained as in Remark 1.4 by tracing over the unitaryW ∈ B(H0⊗H),
Φ(A) = (id⊗TrH)
(
(1⊗ |e1〉〈e1|)W−1(A⊗ 1)W
)
=
n∑
k=1
K∗kAKk. (2.1)
The Kk’s are then exactly the elements of the first column of W viewed as an n × n matrix with
entries in B(H0).
Since we want the predual Φ∗ to preserve the trace of density matrices, we want Φ(1) = 1.
However, we do not want the tracial state to be invariant under Φ∗ in general. For instance, that
should not be the case if the system is driven into an equilibrium state at finite temperature. Thus,
in general,
1 = Φ(1) =
n∑
k=1
K∗kKk, 1 6= Φ∗(1) =
n∑
k=1
KkK
∗
k . (2.2)
These two relations are the most basic ones we can impose on the Kraus operators, corresponding
to the most basis properties of the time evolution. We can incorporate some further detail in the
second one by specifying that
n∑
k=1
Q−1k,kKkK
∗
k = 1 (2.3)
for some positive scalars Qk,k (where we take the inverse Q
−1
k,k just to avoid that in other formulas).
The number 1/Qk,k has the interpretation as the rate (or unnormalized probability) of the occurrence
of the “subchannel” evolution ρ→ KkρK∗k of the density matrix ρ. If all the subchannels are equally
probable then Qk,k = 1 for all k and the tracial state defined (if well-defined) by the identity operator
1 on H0 is invariant under Φ∗.
2.2 The correlation matrix
In the following we have, as always, fixed a quantum channel Φ and denote by Hm the Hilbert spaces
appearing in (1.10). The following object is of interest in view of the measurement interpretation
given in Remark 1.6.
Definition 2.1. Let ρ0 be a fixed density matrix on B(H0). The correlation matrix of the state
ρ0 on H0 is the matrix Q/Tr(Q) ∈ B(H) where Q has entries Qj,k defined by (see [Schu1, §5.1])
Qj,k
Tr(Q)
:= Tr(Kjρ0K
∗
k), (2.4)
where we can fix Tr(Q) by requiring that Tr(Q−1) = Tr(Q).
It is (1.4) which ensures that the correlation matrix is a density matrix. The diagonal elements
of Q/Tr(Q) give the probabilities of the different measurement outcomes, while the role of an off-
diagonal entry Qj,k/Tr(Q) is to capture the possibility of misinterpreting outcome j as being k (cf.
[AlFa1, §10.1]). The reason why we choose to separate the correlation matrix into a non-density
matrix Q and a normalization factor Tr(Q) is that the diagonal entries of Q will be the numbers
appearing in (2.3), and this may or may not lead to Tr(Q) = 1.
Remark 2.2. An example of an n × n density matrix which is often written in the form Q/Tr(Q)
with Tr(Q−1) = Tr(Q) is the Gibbs state of a single spin-(n − 1)/2 in a constant magnetic field of
magnitude B. Namely, with all physical constants set to unity, the eigenvalues of the Hamiltonian
H are −(n− 1)B/2,−(n− 3)B/2, . . . ,+(n− 1)B/2 so the Gibbs state at temperature 1/β is
Q
Tr(Q)
=
e−βH
Tr(e−βH)
,
8
where the normalizing factor is a geometric series
Tr(e−βH) = eβ(n−1)B/2 + eβ(n−3)B/2 + · · ·+ e−β(n−1)B/2 = e
βnB/2 − e−βnB/2
eβB/2 − e−βB/2
which satisfies Tr(e−βH) = Tr(eβH).
It seems natural to assume that
Kkρ0K
∗
k 6= 0, ∀k = 1, . . . , n,
in which case Q is invertible (even if ρ0 is not faithful).
Example 2.3. If Q = 1 then all outcomes 1, . . . , n are equally probable. This does not require ρ0
to be maximally mixed (if H0 is infinite-dimensional, there is no such state).
Usually, the condition of detailed balance of a dynamics is formulated with respect to a state
which is (often a unique) invariant state, so a kind of asymptotic equilibrium state. Also in our
approach, the relation of the state ρ0 to Φ will be far from random. It turns out that we shall need
ρ0 to be of the following kind.
Definition 2.4. Let pm : H
⊗m → Hm be the projection. A density matrix ρ0 on H0 has Φ-
symmetric correlations if Kkρ0K
∗
k 6= 0 for all k = 1, . . . , n and its correlation matrix Q defined
by (2.4) satisfies, for all m ∈ N0,
Qj,k
Tr(Qm)
= Tr(Kjρ0K
∗
k). (2.5)
where we write
Qm := pmQ
⊗mpm, Qj,k := 〈ej|Qmek〉,
and (importantly) Q⊗m is assumed to preserve the subspace Hm ⊆ H⊗m (equivalently, Qm =
Q⊗mpm).
Similarly we write Qj,k := 〈ej|Q−1m ek〉 for brevity.
For a measurement, a particular choice of Kraus representation of the associated channel may be
preferred. The correlation matrix clearly depends on the choice of Kraus operators. We prefer to
choose the Kraus operators such that the correlation matrix becomes as simple as possible.
Lemma 2.5 ([NCSB1, §III.B]). Let Q be the Φ-correlation matrix of any density matrix ρ0. Then
the Kraus operators of Φ can be chosen such that Q is diagonal.
Remark 2.6. We can deduce a bit more than Lemma 2.5 using ideas of [Stor1], in particular [Stor1,
Thm. 4]. Consider the GNS representation piρ0 : B(H0)→ B(Hρ0) of B(H0) associated with ρ0. Let
Ω be the cyclic implementing vector in the GNS space Hρ0 ,
Tr(ρ0A) = 〈Ω|piρ0 (A)Ω〉ρ0 , ∀A ∈ B(H0),
and let p0 = |Ω〉〈Ω| be the projection onto the line spanned by Ω. Define the “Choi matrix” of Φ
(with respect to ρ0) by
CΦ := piρ0 (Φ)p0 ∈ B(Hρ0)
where piρ0 (Φ) is the operator on Hρ0 specified by piρ0(Φ)piρ0 (A)Ω := piρ0(Φ(A))Ω for all A ∈ B(H0).
The fact that Φ has finitely many Kraus operators implies that CΦ has finite rank, and complete
positivity of Φ implies CΦ ≥ 0. Diagonalizing CΦ we obtain orthonormal unit vectors φk in Hρ0 and
positive numbers λk such that
CΦ =
n∑
k=1
λk|φk〉〈φk|.
By definition of CΦ it is clear that we can take the φk’s from the dense subspace piρ0(B(H0))Ω, so we
can write |φk〉〈φk| = Skp0S∗k for some Sk ∈ piρ0(B(H0)). Letting Kk be an operator on H0 such that
piρ0(Kk) =
√
λkSk,
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we obtain Kraus operators for Φ which are orthogonal for 〈·|·〉ρ0 . Thus Q is diagonal for these Kraus
operators. Moreover, since the φk’s are orthonormal we get λk = Qk,k/Tr(Q), and in this way we
recover the fact [AlFa1, Prop. 10.4] that the correlation matrix of ρ0 has the same spectrum as CΦ.
By linear independence of the Kk’s, at most one of them (K1, say) can be proportional to the
identity operator 1. Therefore
Tr(ρ0Kj) =
√
λj〈Ω|SjΩ〉 =
√
λj〈Ω|φj〉 = 0 (2.6)
for all j = 2, . . . , n (and possibly also for j = 1).
Observe that Lemma 2.5 cannot be applied to the products Kj which give a Kraus representations
for Φm because this Kraus representation is already fixed from the choice of K1, . . . ,Kn. As men-
tioned already in Remark 1.11, the Kj’s are far from the minimal Kraus representation of Φ
m. Thus,
the matrix Qm cannot be chosen diagonal in general, and there will be nontrivial correlations between
outcomes j and k. Indeed, the measurement defined by Φm has only nm := dim(Hm) outcomes, and
so there will be only nm post-measurement states in an optimal description of the measurement.
From now on, K1, . . . ,Kn will always be the ρ0-orthogonal choice of minimal Kraus operators for
Φ guaranteed by Lemma 2.5.
Remark 2.7. We can identify K∗kKj with the matrix unit |pmek〉〈pmej| in B(Hm). Then Tr(ρ0·)
defines a state φm on B(Hm) by the formula
φm(A) :=
Tr(QmA)
Tr(Qm)
, ∀A ∈ B(Hm).
In fact, by Remark 2.6 we can identify Hm with a subspace ofHρ0 . If ρ0 has Φ-symmetric correlations
then the subspaces Hm of Hρ0 satisfy Hm+l ⊆ Hm ⊗ Hl for all m ≤ l (see [An6, §4.7]).
2.3 KMS properties with respect to a channel
Recall that a state ω on a C∗-algebra A is usually regarded as an “equilibrium state” if it is
KMS state [BrRo2, §5.3], i.e. there exists a strongly continuous one-parameter group σω• of ∗-
automorphisms of A such that the KMS condition holds: for all a, b in a dense ∗-subalgebra of A
we have
ω(ab) = ω(σωi (b)a),
where σωi is a (non-∗) homomorphism of A obtained by analytically continuing R ∋ t → σωt to the
imaginary unit i ∈ C. We refer to σω• as the modular automorphism group of ω. If A = Ml(C)
is a finite-dimensional matrix algebra, any density matrix ρ of full rank (so, defining a faithful state)
is a KMS state, with modular automorphisms
σρt (A) := ρ
itAρ−it, ∀A ∈Ml(C),
and we have σρt (A) = e
itHAe−itH if we write ρ = eH/Tr(eH) for some positive matrix H . This is
seen from
Tr(ρAB) = Tr(ρρ−1BρA).
We will now see how the correlation matrix (2.5) can be used to define thermodynamics of the state
ρ0 with respect to the evolution Φ, in case we assume the “Q-sphere condition” (defined below) on
the Kraus operators.
Definition 2.8. TheKraus algebra is the C∗-algebraT generated by the Kraus operatorsK1, . . . ,Kn.
Let T(0) be the C∗-subalgebra of T generated by elements of the formK∗j Kk and KjK
∗
k with |j| = |k|.
Proposition 2.9. Let Q ∈ B(H) be a positive invertible matrix such that Qm := pmQ⊗mpm is equal
to Q⊗mpm for all m ∈ N0, where pm : H⊗m → Hm is the projection. Suppose that the Kraus operators
satisfy the Q-sphere condition ∑
|j|=m=|k|
Qk,jKjK
∗
k = 1 (2.7)
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(for all m ∈ N). Then there is a KMS state ωQ on the Kraus algebra T with modular automorphism
group σ• given by
σt(Kj) :=
∑
|r|=m
Q−itj,r Kr, when |j| = m (2.8)
such that (for |j| = m, |k| = l)
ωQ(K
∗
j Kk) = δm,l
Qk,j
Tr(Qm)
, ωQ(KjK
∗
k) = δm,l
〈ej|pmek〉
Tr(Qm)
.
Proof. The relation (2.7) ensures that the proposed formulas for ωQ define a state on T (cf. also the
proof of Corollary 2.11 below). We need to check the formula (2.8) on products involving equally
many Kj ’s as K
∗
k ’s. Assuming (2.8) we get, for |j| = m = |k|,
Tr(ρ0KjK
∗
k) = Tr(ρ0K
∗
kσ−i(Kj)) =
∑
|r|=m
Qj,rTr(ρ0K
∗
kKr)
=
1
Tr(Qm)
∑
|r|=m
Qj,rQr,k
=
(pm)j,k
Tr(Qm)
.
We see that formula (2.8) defines a homomorphism if we use the assumption that Q⊗m preserves the
subspace Hm. Namely, the fact that Hm is the span of the Kraus operators gives
Kk =
∑
|r|=m
(pm)k,rKr, when |k| = m,
from which one deduces that σt is a homomorphism. By definition of T it follows that ωQ is KMS.
Definition 2.10. We say that an element K of T is normally ordered if K is expressed as a sum
of elements of the form K∗j Kk.
Corollary 2.11. Let ρ0 be a density matrix on H0 with Φ-symmetric correlations in the sense of
Definition 2.4, and let Qm denote its correlation matrix (2.5). If every element of the Kraus algebra
T can be normally ordered then
Tr(ρ0K) = ωQ(K), ∀K ∈ T.
In particular, we have the anti-normally ordered correlations (for |j| = m = |k|)
Tr(ρ0KjK
∗
k) =
〈ej|pmek〉
Tr(Qm)
. (2.9)
Proof. Applying the state Tr(ρ0·) on both sides of (2.7) gives
∑
|j|=m=|k|
Qk,jTr(ρ0KjK
∗
k) = 1,
which is solved by (2.9), where we note that
∑
|j|=m=|k|
Qk,j〈ej|pmek〉 =
∑
|k|=m
(pmQ
−1
m )k,k
= Tr(pmQ
−1
m ) = Tr(Q
−1
m ) = Tr(Qm).
However, there is the ambiguity that replacing 〈ej|pmek〉 by 〈ek|pmej〉 = 〈ej|pmek〉 would give the
same result, since Tr(Qtm) = Tr(Qm), where Q
t
m is the transpose of Qm. Similarly, Tr(ρ0KjK
∗
k) =
11
Qj,k/Tr(pm) is consistent with the Q-sphere condition. On the other hand, since we assume that it
is possible to use commutation relations to relate KjK
∗
k and K
∗
kKj, only one of these choices can give
a well-defined state on T. Therefore, Proposition 2.9 shows that equation (2.9) is the correct thing.
Finally, in the same way as (2.6) we deduce that
Tr(ρ0KjK
∗
k) = 0 = Tr(ρ0K
∗
kKj), when |j| 6= |k|,
unless KjK
∗
k can be rewritten in the form KrK
∗
s with |r| = |s|, and similarly for K∗kKj.
Remark 2.12. If normal ordering is not possible in T then, even if the Q-sphere condition holds,
we cannot exclude the possibility that
Tr(ρ0KjK
∗
k) =
Qj,k
Tr(pm)
,
and in this case Tr(ρ0·) does not restrict to a KMS state on T. The Q-sphere condition always
guarantees that there is a KMS state on T with the same normally ordered correlations as Tr(ρ0·),
but we cannot always assure that this KMS state coincides with Tr(ρ0·).
3 Detailed balance
3.1 Motivation
Let us first recall an existing notion of detailed balance for quantum channels [Crook1], motivated
as follows. Consider a classical Markov process for which {1, . . . , n} is the set of possible states and
M ∈ Mn(C) is the transition matrix, meaning that Mj,k is the probability of transition from state
k to state j. If the system is in an equilibrium distribution then a time reversal should have no
effect on that distribution, and the probability of observing the transition j → k in the forward chain
should be the same as the probability of observing the transition k → j in the time-reversed chain.
Because the equilibrium probability distribution pi = (pi1, . . . , pin) ∈ Rn is the same for both chains,
the transition matrix Mˆ(t) of the backward process must satisfy
M(t)j,kpi(t)k = Mˆ(t)k,jpi(t)j , ∀j, k ∈ {1, . . . , n}.
In matrix notation this says
Mˆ = diag(pi)−1MT diag(pi), (3.1)
where diag(pi) is the diagonal matrix with entries pi1, . . . , pin. The matrix Mˆ is the time reversal
(or pi-dual) of M . The Markov process is said to satisfy detailed balance if Mˆ = M . That is,
detailed balance holds iff
M(t)j,kpi(t)k =M(t)k,jpi(t)j (3.2)
for all j, k ∈ {1, . . . , n}.
In view of the above, Crooks introduced the following notion of time reversal of a quantum
operation Φ∗ : B(H0)∗ → B(H0)∗ [Crook1, §III]. Suppose that Φ∗ has a unique fixed point, i.e.
there is a unique density matrix ρ0 such that Φ∗(ρ0) = ρ0. Then ρ0 plays the role of equilibrium
distribution. We refer to Φ∗ as the “forward process” and we want to find a sensible time reversal of
Φ∗ which constitutes the “backward process”.
For each Kraus operator Kj of Φ∗ there should be a corresponding operator K¯j of the reversed
process such that, starting from the state ρ0, the probability of observing any sequence of Kraus
operators in the forward dynamics is the same as the probability of observing the reversed sequence
of reversed operators in the reversed dynamics [Crook1, §III]. For instance, for all j, k = 1, . . . , n we
should have
Tr(KkKjρ0K
∗
jK
∗
k) = Tr(K¯jK¯kρ0K¯
∗
kK¯
∗
j ). (3.3)
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The invariant density matrix ρ0 is assumed to be invertible. Then the solution to (3.3) is [Crook1,
§III]
K¯j = ρ
1/2
0 K
∗
j ρ
−1/2
0 , ∀j = 1, . . . , n. (3.4)
The reversal (or ρ0-dual) of Φ∗ is then defined as the channel Φ¯∗ with Kraus operators K¯j ,
Φ¯∗(ρ) :=
n∑
j=1
K¯jρK¯
∗
j , ∀ρ ∈ B(H0)∗.
We would like to construct a unitary model for the time reversal Φ¯ in terms of the unitary
model for Φ furnished by the Stinepring representation. The reason for this is that if the Stine-
spring representations can say something about the structure of Φ, comparison with the Stinespring
representation of Φ¯ would perhaps tell us something about the time-irreversibility of the dynamics.
The time reversal of the reduced dynamics obtained from a system-bath interaction was obtained
approximately in [Crook1, §VII] for weak couplings and equilibrium bath states. However, the
dynamics so obtained is not trace-preserving in general, because the conjugate transpose matrix
W c := (W t)∗ is not always unitary. Thus, even if we restrict ourselves to weak couplings and accept
an approximation, we do not get a quantum channel for the backward process if its is obtained by
tracing out the same bath. In order to have a unitary model for the channel with Kraus operators
(3.4) which relates to the unitary model of Φ, something extra is needed.
3.2 Putting it all together
To summarize, the time-reversal of (Φm)m∈N0 should have the opposite ordering of the Kraus oper-
ators. Since Φ is a sum of terms K∗j ·Kj, we therefore have to swap Kj with its adjoint K∗j . Simply
switching W and W ∗ will give something entirely different, as one easily checks. Instead, we are led
to the transposed adjoint W c := (W ∗)t in searching for a dilation model for Φ¯. However, since the
elements Wj,k ∈ B(H0) of the n × n matrix W do not commute in general, it rarely happens that
W c is unitary.
Suppose generally that F is an invertible n× n matrix such that
W¯ := (1⊗ F )W c(1⊗ F−1)
is unitary on H0 ⊗H, where H is the conjugate Hilbert space of H. We then define a time-reversal
of Φ as
Φ¯F (A) := (id⊗Tr)((1⊗ |e¯1〉〈e¯1|)W¯−1(A⊗ 1)W¯
)
, ∀A ∈ B(H0). (3.5)
The operation Φ¯ is a channel because W¯ is assumed to be unitary. The Kraus operators K¯j of Φ¯
F
are given by
K¯k = (FW
cF−1)1,k =
n∑
r,s=1
F1,rW
∗
r,sF
−1
s,k , ∀k = 1, . . . , n. (3.6)
Definition 3.1. The quantum channel Φ is said to be time-reversal invariant if there is an
invertible F ∈ B(H) for which
Φ¯F = Φ.
The motivation for Definition 3.1 will be given in §4.3. In this section we will focus on the case
when F = Q1/2 for a correlation matrix Q. To arrive at our notion of detailed balance we need a
lemma.
Lemma 3.2. Let T be the C∗-algebra generated by the Kraus operators K1, . . . ,Kn and suppose that
ω is a KMS state on T. Define elements K¯1, . . . , K¯n of T by requiring that
ω(K¯∗
k¯
K¯k¯) = ω(K
∗
kKk)
13
for all multi-indices k = k1 · · · km, where k¯ := km · · · k1. Then
K¯j = σ−i/2(K
∗
j ), ∀j = 1, . . . , n, (3.7)
where σ• is the modular automorphism group of ω.
Proof. Note first that σiλ(T )
∗ = σ−iλ(T
∗) for all T ∈ T and all λ ∈ R, so if we take K¯j to be given
by (3.7) then its adjoint is
K¯∗j = σi/2(Kj).
More generally,
K¯∗j =
(
σ−i/2(K
∗
j1) · · ·σ−i/2(K∗jm)
)∗
= σi/2(Kjm) · · ·σi/2(Kj1) = σi/2(Kj¯),
where we note the interchange j↔ j¯. Now the KMS condition says
ω
(
σi/2(Kk)σ−i/2(K
∗
k)
)
= ω(K∗kKk),
so the result is clear.
Let now Q be the correlation matrix of a density matrix ρ0 on H0 such that Kkρ0K∗k 6= 0 for all
k = 1, . . . , n (recall Definition 2.1). The discussion about time-reversal symmetry would be greatly
simplified if it happens that the operator
W¯ := (1⊗Q1/2)W c(1⊗Q−1/2) (3.8)
is unitary, where we have chosen the positive square root Q1/2 of Q. Namely, we have seen that we
can take Q to be diagonal and if we set Q1,1 = 1 then the Kraus operators K¯k of Φ¯ are simply given
by
K¯k = (Q
1/2W cQ−1/2)1,k = Q
−1/2
k,k K
∗
k , ∀k = 1, . . . , n. (3.9)
Now the point is that (3.8) is unitary whenever Φ is symmetric under G ⊆ Au(Q) (cf. (4.5) below), or
more generally whenever the Q-sphere condition (2.3) holds. In fact, (3.8) defines a unitary operator
precisely when the Q-sphere condition holds.
Moreover, we obtain Crooks’ condition (3.3) in this formalism.
Theorem 3.3. Suppose that ρ0 has Φ-symmetric correlations, and that the Kraus operators of Φ
m
satisfy the Qm-sphere condition (2.7) and allow for normal ordering. Define K¯k by (3.9). Then for
all multi-indices k of length |k| = m,
Tr(ρ0K¯
∗
k¯
K¯k¯) = Tr(ρ0K
∗
kKk),
where k¯ := km · · · k1 for k = k1 · · · km.
Proof. Observe that, with σ• defined by (2.8), we have
K¯k = σ−i/2(K
∗
k), ∀k = 1, . . . , n,
and hence also K¯k¯ = σ−i/2(K
∗
k) for all k, so the result follows by reversing the proof of Lemma
3.2.
Note that there is no need for ρ0 to have dense range here.
We can summarize our discussion in a suitable definition of detailed balance.
Definition 3.4. Let Q ∈ B(H) be a positive invertible operator such that Qm = pmQ⊗mpm =
Q⊗mpm for all m ∈ N0. Let ρ0 be a density matrix on H0 such that Tr(ρ0·) : B(H0) → C extends
the KMS state ωQ : T → C defined in Proposition 2.9. The dynamics (Φm)m∈N0 satisfies detailed
balance with respect to ρ0 if the ρ0-orthogonal Kraus operators of Φ (see Lemma 2.5) satisfy the
Q-sphere condition (2.7).
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In particular, suppose that normal ordering is possible in the Kraus algebra T and that ρ0 is
a density matrix on H0 with Φ-symmetric correlations equal to (Qm)m∈N0 . Then Corollary 2.11
shows that detailed balance holds with respect to ρ0 if the Q-sphere condition is satisfied by the
ρ0-orthogonal Kraus operators of Φ.
Definition 3.4 is more complicated because we want to allow for detailed balance also when there
is no normal ordering. Nonetheless, the absence of normal ordering corresponds to a rather extreme
form of complicated dynamics; see §4.3.
Remark 3.5 (Fluctuation relations). If the time evolution satisfies detailed balance in the sense of
Definition 3.4 then the path probabilities in any two-point measurement satisfy a kind of “microscopic
reversibility” (cf. [Monn1]), from which nonequilibrium fluctuation relations follow immediately (for
any number m ∈ N of time steps). We shall not discuss fluctuation relations here but we realize that
there is an overlap between our discussion and a very recent paper [MHP1]. The time-reversal (anti-)
unitary appearing there (which may be referred to as the “kinematical time reversal”) could easily
be included also here. Then [MHP1] gives examples of our formalism with H0 finite-dimensional and
ρ0 of full rank.
4 Interpretation and quantum groups
4.1 Compact matrix quantum groups
We give a brief but self-contained introduction to compact matrix quantum groups [KlS], [Timm1],
[Wor1] which will help in identifying symmetries of quantum systems.
The classical compact group G := SU(2) can be defined in terms of the C∗-algebra C(G) of
continuous function on G with values in C. Namely, C(G) is generated by the coordinate functions
uj,k : G→ C which sends a matrix g =
( g1,1 g1,2
g2,1 g2,2
)
to its coefficients gj,k,
uj,k(g) := gj,k, j, k = 1, 2.
Thus, C(G) is characterized as the C∗-algebra generated by the entries uj,k of a 2× 2 unitary matrix
u = (uj,k)j,k=1,2 ∈ M2(C)⊗ C(G)
such that the entries uj,k mutually commute, or equivalently such that
u = (F ⊗ 1)uc(F−1 ⊗ 1) (4.1)
where F is the invertible matrix F :=
(
0 1
−1 0
)
and uc := (ut)∗ is the matrix with entries u∗j,k (i.e. u
c is
the adjoint of the transpose of u). The group multiplication in G is encoded in the “comultiplication”
∆ : C(G)→ C(G)⊗ C(G) given by
∆(uj,k) :=
∑
r
uj,r ⊗ ur,k (4.2)
(this follows from how matrix multiplication is defined), the inversion G ∋ g → g−1 is equivalently
described by the “antipode” κ defined as
κ(uj,k) := u
∗
k,j (4.3)
and the unit 1 ∈ G is captured by the “counit” ε(uj,k) := δj,k (where δj,k is the Kronecker delta).
These observation lay the foundations of the theory of compact quantum groups: one looks for
C∗-algebras possessing maps with the same properties as the maps ∆, ε, κ. There is no underlying
group when the C∗-algebra is noncommutative, but the analogue is so good that one speaks of
“quantum groups”. Admittedly this terminology is misleading but facilitates the discussion about
“representations” of the quantum group by making analogues with compact groups. We shall here
only be interested in compact “matrix” quantum groups where one of the representations is given a
distinguished role.
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Definition 4.1 ([Wang3], [Wor3]). A compact matrix quantum group G is defined by a unital
C∗-algebra C(G) generated by the entries uj,k of a single unitary matrix u ∈ Mn(C) ⊗ C(G) (for
some n ∈ N) such that
(i) the map ∆ : C(G) → C(G) ⊗ C(G) defined by the formula (4.2) satisfies ∆(fg) = ∆(f)∆(g)
and ∆(f∗) = ∆(f)∗ for all f, g ∈ C(G), and
(ii) the matrix transpose ut of u is invertible.
We refer to the generating matrix u as the defining representation of the “group” G.
Remark 4.2. If ∆, when defined as in (4.2), is a homomorphism then ∆ automatically satisfies
“coassociativity” and there is no need to postulate this property in the definition of a compact matrix
quantum group. In fact, (4.2) is the unique homomorphism on C(G) satisfying coassociativity since
C(G) is generated by the uj,k’s. The desired properties of the map κ(uj,k) := u
∗
k,j follows from the
invertibility of u and its transpose ut [Wor3].
In the following, for a matrix u with entries in C(G), we again write uc for the transpose of u∗,
i.e. (uc)j,k := u
∗
j,k where u
∗
j,k is the adjoint of uj,k in C(G).
Definition 4.3 ([Wang3], [Ban4, De´f. 1]). Let F ∈ GL(n,C) be an invertible matrix and write
Q := F ∗F . The universal unitary quantum group is the compact matrix quantum group
G = Au(Q) whose algebra of continuous functions C(G) is generated by the entries of a unitary n×n
matrix u satisfying the relations making (F ⊗ 1)uc(F−1 ⊗ 1) a unitary matrix.
The universal orthogonal quantum group G = Bu(F ) is the compact matrix quantum group
whose algebra C(G) is the quotient of that of Au(Q) by the relation (4.1).
We have thus seen an example of a Bu(F ) already: the algebra C(G) for the classical group
G := SU(2). More generally, the quantum special unitary group SUq(2) is of the form Bu(F ), for
q ∈ [−1, 1].
We haven’t defined the notion of “representation” of a quantum group but it suffices to say that
it is given by an element v ∈ B(Hv)⊗C(G) just as for the defining representation u ∈ Mn(C)⊗C(G)
but where Hv is a Hilbert space more general than C
n and v is allowed to be merely invertible (not
necessarily unitary). Representations will here be understood to be finite-dimensional, i.e. each H is
finite-dimensional.
Remark 4.4 (Conjugates). Recall that the “conjugate” of a representation v of a classical compact
group on a Hilbert space Hv is the representation v
c on the conjugate Hilbert space H¯v = H
∗
v. The
crux with the quantum case is that vc is not a unitary matrix in general; this is so because the entries
of v need not commute. Nevertheless, for any representation v of a quantum group G, one can find
an invertible matrix F such that
v¯ := (F ⊗ 1)vc(F−1 ⊗ 1) (4.4)
is unitary, and we can take this as a definition of a conjugate of v. The definition of Au(Q)
ensures that this minimal requirement is satisfied for the defining representation, and this is what
makes Au(Q) universal (see below). The relation (4.1) says precisely that u¯ = u, i.e. that u is
self-conjugate for every Bu(F ).
Suppose that H and G are compact matrix quantum groups such that C(H) is a quotient of
C(G). If the quotient map pi : C(G)→ C(H) fulfills (pi ⊗ pi) ◦∆G = ∆H ◦ pi, i.e. if pi intertwines the
comultiplication of G with that of H, then H is a quantum subgroup G. As an example, Bu(F ) is
a quantum subgroup of Au(Q) when F
∗F = Q.
The name “universal” is motivated by the following fact, which we should anticipate from (4.4).
Lemma 4.5 ([VaDW]). Any compact matrix quantum group G is a quantum subgroup of Au(Q)
for some Q. If G in addition has a self-conjugate defining representation, then C(G) is a quantum
subgroup of some Bu(F ). We write G ⊂ Au(Q) and G ⊂ Bu(F ) ⊂ Au(Q) for these cases respectively.
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Remark 4.6 (Choice of conjugate). The choice of conjugate (4.4) is not unique but the unitary
equivalence class of u¯ does not depend on the choice F ; the requirement is that u¯ is unitary. For
Bu(Q) we could clearly choose the matrix F appearing in the definition Q = F
∗F but there is
another possibility. For any representation v of a compact matrix quantum group G, there is a
positive invertible matrix Qv such that
v¯ := (Q1/2v ⊗ 1)vc(Q−1/2v ⊗ 1) (4.5)
is unitary. When v = u is the defining representation of G, the matrix Qv = Q coincides with the
one for which C(G) is a quotient of Au(Q). For any scalar λ > 0, the matrix λQ does the same job
and hence Au(λQ) ∼= Au(Q).
Remark 4.7 (Terminology). The name “orthogonal” quantum group attached to Bu(F ) is motivated
by the fact that F = 1 ∈ GL(n,C) gives the so-called “free orthogonal group” O+(n) which is
obtained from the classical orthogonal group by just removing commutativity of the uj,k’s. However,
the classical orthogonal groups O(n) = O(n,R) cannot be obtained as a Bu(F ) since choosing the F
which gives commutativity does not impose selfadjointness of the generators uj,k. Hence “universal
quantum groups with self-conjugate defining representation” would be a more appropriate name for
Bu(F ). On the other hand, the classical unitary groups U(n) (as well as their free analogues) can
indeed be obtained from the unitary quantum groups Au(Q).
As in the classical case, there is a notion of “irreducible” representations of quantum groups. For
such a representation v ∈ B(Hv)⊗ C(G), the action on B(Hv) given by
B(Hv) ∋ A→ v(A ⊗ 1)v∗
leaves only the scalar multiplies of the identity operator “invariant”, i.e. v(A⊗ 1)v∗ = A⊗ 1 implies
A ∈ C1. Moreover, there is only one invariant state on B(Hv) for this action. If Qv is the positive
invertible matrix such that (4.5) is unitary and Tr(Qv) = Tr(Q
−1
v ) then the unique invariant state is
given by the density matrix
ρv :=
Qtv
Tr(Qv)
. (4.6)
For a classical compact group, ρv = 1/ dim(Hv) is the only possibility.
When discussing a compact matrix quantum group, we shall assume that the defining represen-
tation u is irreducible. For Bu(F ) we have u = (FF
c)u(FF c)−1, i.e. FF c intertwines the defining
representation u with itself. We have to assume FF c to be a scalar multiple of the identity matrix
in order to have u irreducible. For Au(Q) it is enough that Q > 0 for u to be irreducible.
Remark 4.8 (Bu(F ) has no classical analogue). Recall that SU(2) has self-conjugate defining rep-
resentation, whereas this is not true for SU(n) when n ≥ 3. Not only does Bu(F ) have self-conjugate
defining representation (u,H), but the tensor products Hm⊗Hl decompose into irreducibles in exactly
the same way as for SU(2). One may therefore say that Bu(F ) is a “higher-dimensional quantum
SU(2) group”, in general lacking a classical counterpart.
Remark 4.9 (Notation). For comparison with the literature we mention that our notation is that
of [VaDW]. Some authors follow [Ban4, De´f. 1] and write Ao(F ) := Bu(F ) for the orthogonal
group while for the unitary group they write Au(F ) := Au(Q) where in that latter case F
∗F = Q.
Sometimes also O+F and U
+
F are used in place of Ao(F ) and Au(F ), and the latter refer then to the
C∗-algebras C(O+F ) and C(U
+
F ). Finally, there is a notion of “dual” (discrete) quantum group for
any compact quantum group, and the duals of Bu(F ) and Au(Q) are referred to as the “universal
orthogonal free group” and “universal unitary free group” respectively, denoted by FO(F ) and FU(F ).
4.2 The Q-sphere condition for quantum groups
Similar to how we obtained the sequence (Hm)m∈N0 of Stinespring spaces from a quantum channel
in §1.2, the defining representation (u,H) of a compact quantum group G generates a sequence
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(Hm)m∈N0 of irreducible representations (u
(m),Hm) of G, satisfying Hm+l ⊆ Hm ⊗ Hl. Namely, we
could take Hm to be the linear span of products zk where |k| = m and zj := u1,j are the elements of
the first row of the defining unitary u. The representation u(m) of G on Hm is given by
u(m) = (pm ⊗ 1)u⊗m(pm ⊗ 1) ∈ B(Hm)⊗ C(G),
where pm : H
⊗m → Hm is the projection and u⊗m ∈ B(H⊗m)⊗ C(G) is the matrix whose entries in
the product basis is given by
uj,k = uj1,k1 · · ·ujm,km .
Suppose that G ⊆ Au(Q) with Q equal to its transpose Qt (otherwise replace Q by Qt in the
following). From results described in detail in [Ban6, §1] one gets that taking v = u⊗m in (4.5) gives
Qv = Q
⊗m. The operator Q⊗m on H⊗m preserves the subspace Hm. With v = u
(m) in (4.5) we get
Qv = Q
t
m := (Q
⊗mpm)
t.
The following is the reason why we use the same notation Qm here as for the correlation matrix
in our formulation of detailed balance.
Proposition 4.10. Suppose that G ⊆ Au(Q) with Q1,1 = 1 and that a basis e1, . . . , en of H in which
Q = Qt is chosen such that e⊗m1 ∈ Hm for all m. Then, for all m ∈ N, the first-row elements
z1 := u1,1, . . . , zn := u1,n satisfy the Q-sphere condition
∑
|j|=m=|k|
Qk,jz∗j zk = 1, (4.7)
where Qk,j := 〈ek|Q−1m ej〉.
Proof. Equation (4.5) with v = u(m) can be written as (for m = 1, this is an equivalent way of
writing the defining relations for Au(Q))
u(m)tQtmu
(m)c(Q−1m )
t = 1 = Qtmu
(m)c(Q−1m )
tu(m)t, (4.8)
where At denotes the transpose of a matrix A, and we omit the ⊗1 factor. The second equation in
(4.8) can be rewritten as (Q−1m )
t = u(m)c(Q−1m )
tu(m)t, which yields
Qs,r =
n∑
|j|=m=|k|
(u
(m)
r,j )
∗Qk,ju
(m)
s,k .
Setting r = s = 1 · · · 1 we get (4.7).
Remark 4.11. We can also deduce (4.7) by taking v = u⊗m in (4.5), which gives, since Q⊗m is
diagonal,
1 =
∑
|k|=m
z∗k(Q
⊗m)−1k,kzk.
Using z∗k =
∑
|j|=m(pm)k,jz
∗
j or zj =
∑
|j|=m(pm)k,jzk together with Qm = Q
⊗mpm, we again obtain
(4.7).
4.3 Interpretation
As we have seen, the Q-sphere condition discussed in this paper is deeply connected to the theory of
compact quantum groups. Applications of our detailed-balance condition will take further advantage
of this kind of quantum symmetry, so let us make a few comments on this.
If the evolution described by Φ is the result of very complicated interactions which appear com-
pletely random on the relevant time scale (cf. [AcLu1]), then there should be no other relations
than the unitality condition (2.2) and the Q-sphere condition (2.3) imposed by the Kraus opera-
tors. In that case the n-tuple K∗1 , . . . ,K
∗
n satisfy, by definition, the same relations as the first row of
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the defining representation of the universal unitary quantum group Au(Q), and we say that Φ has
Au(Q)-symmetry.
Free commutation relations holds if the Kraus operators Kj ∈ B(H0) are realized by large ran-
dom matrices. The well-established strategy for using random matrices in quantum physics [Wign1],
[Guhr1], [Pain1] is to identify the symmetries of the system (such as time-reversal symmetry, Her-
miticity of the Hamiltonian etc.) and then restrict the ensemble of random matrices accordingly. If
the result fails to reproduce experimental data then one may conclude that some additional sym-
metry is present which has not been taken into account. Similarly, we here suggest that imposing
restrictions of these matrices such that (2.2) holds enables the random dissipative dynamics Φ to
drive the system into nontracial states.
We now go one step further and identify symmetries, the result being that the additional sym-
metries make the “ensemble of random matrices” consist of matrices which are in fact not random
at all.
Definition 4.12. We say that a quantum channel Φ has G-symmetry for some compact matrix
quantum group G if the adjoints K∗1 , . . . ,K
∗
n of the Kraus operators of Φ satisfy the same relations
as the first row of the defining representation of G.
From the definition of the Stinespring spaces Hm in §1.2, it follows that if Φ has G-symmetry
then each Hm carries an irreducible representation of G.
As mentioned, any compact matrix quantum group is a “quantum subgroup” of Au(Q) for some
Q ∈ GL(n,C) meaning that, if Φ has G-symmetry, there will always be a Q such that the Q-sphere
condition (2.7) holds (due to Proposition 4.10).
If ρ0 has Φ-symmetric correlationsQ, the Stinespring space Hm can be endowed with the Qm-inner
product without spoiling the property Hm+l ⊂ Hm ⊗ Hl [An6, §4.7]. If Φ has G ⊂ Au(Q)-symmetry
(which in particular implies that detailed balance holds, in view of Proposition 4.10) then each Hm
carries an irreducible unitary representation precisely when the inner product is the one defined by
Qm, which is the inner product on Hm as a subspace of the GNS space Hρ0 .
Consider now the Stinespring spaces Hm of the time-reversal channel Φ¯. We can identify Hm
with the complex conjugate of Hm. Again the inner product has to be changed to make the G-
representation on Hm unitary; this time we have to use (Q
−1
m )
t. In another paper we shall be
concerned with determining which inequivalent representations of G occur as a space Hm or Hm or
as a “product” of such spaces. The point is that we can identify B(Hm) with the space of trajectories
K∗j Kk for the forward evolution, while B(Hm) contains the trajectories K¯∗j K¯k of the backward
evolution. The Feynman path integral over inequivalent trajectories becomes a sum in which each
term is weighted in terms of a G-invariant “Laplacian” on the “manifold” of trajectories. It is then an
interesting question in what cases the backward trajectories are inequivalent to the forward ones, in
this sense of G-representations. If every backward path can be reconstructed from a combination of
forward ones in a G-invariant way, it is sufficient to include the forward trajectories in the Feynman
sum, since they already form a complete basis of eigenvectors for the Laplacian.
The above paragraph is the motivation of our notion of “time-reversal” (Definition 3.1). If Φ
is G-symmetric for some compact matrix quantum group G then time-reversal invariance of Φ is
equivalent to G ⊂ Bu(F ) (i.e. G has self-conjugate defining representation). Interestingly, in case of
time reversal the Kraus operators have to satisfy some commutation relations, and in this way we
see a relation between symmetry and statistics.
Remark 4.13. For a closed quantum system, time reversal is simply given by an anti-unitary
operator Θ with Θ2 = ±1, so that the time reversal of an operator A is given by ΘAΘ−1. In
particular this is true for the unitary time-evolution operator A =W . An especially nice situation is
when Θ is simply given by complex conjugation. If the Hilbert space is of the form H0 ⊗ H with H
finite-dimensional, one may want to take Θ as “complex conjugation” of matrices, i.e. as entrywise
∗-involution. However, as we have observed, ΘWΘ−1 is in that case not a unitary in general. It
therefore makes sense to let Θψ = (1⊗ F ∗)ψ instead (for vectors ψ, where F is as in Definition 3.1
and the bar denotes complex conjugation), which would satisfy Θ2 = ±1 if F 2 = ±1; this can always
be arranged (up to isomorphism) if Φ has Bu(F ) symmetry [BDV1, Eqs. (5.3),(5.4)].
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A recent paper [AZZ1] refers to the channel corresponding to ΘWΘ−1 as the “environmental
time reversal” of Φ.
For commuting Kraus operators we can only have a classical symmetry group G. Here Q = 1
is the only possibility for detailed balance, so the channel is just the Hilbert-Schmidt adjoint of its
time-reversal, K¯j = K
∗
j . The backward process can be reconstructed perfectly from the forward one
and, more sensibly, the forward process can be derived from looking backwards. In that sense we
have perfect time reversal. Since the Kraus operators correspond to the first row of the definition
representation of G, they generate the algebra C(G/K) of continuous functions on a G-homogeneous
space G/K. We see that in the context of quantum detailed balance, classical symmetry can describe
a very limited type of systems.
The simple structure of the representation theory of SU(2) makes its occurrence in quantum
mechanics very fortunate. In comparison, SU(n) for n ≥ 3 is much more complicated and the
quantum version SUq(n) is rather horrible. As mentioned in Remark 4.8, the “higher-dimensional
quantum SU(2) group” Bu(F ) has the same Clebsch-Gordan structure of its representations as SU(2).
It is therefore very interesting that Bu(F ) seems to have a straightforward interpretation as time-
reversal symmetry.
The rather weak notion of time-reversal in Definition 4.3 requires that there is at least some
self-similarity in the environment interaction, in contrast to the “white noise” Au(Q). The similarity
between Bu(F ) and SU(2) suggests that we should view the algebra T
(0) generated by elements of
the form KjK
∗
k with |j| = |k| as defining a deformed sphere, since if Φ has SU(2) symmetry then
T(0) ∼= C(S2), while for SUq(2) we have T(0) ∼= C(S2q). The deformed sphere S2q behaves also like a
fractal [EIS1]. Either picture suggests that the time evolution is not perfectly repeating itself, and it
is Q 6= 1 which breaks perfect time-reversal symmetry. In summary:
• The symmetry of Au(Q) is the minimal one for detailed balance to hold.
• The symmetry Bu(F ) ⊂ Au(Q) may be regarded as a time-reversal symmetry, and this requires
non-free commutation relations among the Kraus operators.
• Any other algebraic relations may spoil quantum-group symmetry or result in a different symmetry
G ⊂ Au(Q).
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