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Abst rac t - -The  method proposed inthis paper is a dual version of the projective simplex method, 
developed by the author. Providing a stable alternative setting for the dual simplex method, by 
handling asequence oflinear least squares problems using orthogonalization, the method is capable 
of handling abasis with columns fewer than rows of the coefficient matrix, and amenable to problems 
with n - m large relative to m, a wide range of problems with which the projective simplex method 
performs unsatisfactorily, in general. Based on a plausible characterization f an optimal solution, a 
dual crash heuristic is described to produce an initial "good" basis. Computational results obtained 
with a set of standard test problems from NETLIB are very encouraging. 
Keywords--L inear p ogramming, Dual method, Dual heuristic, Least squares problem, Orthog- 
onalization. 
1. INTRODUCTION 
We are concerned with the linear programming problem in the standard form 
min cT x, 
s.t. Ax = b, 
x_>0, 
(1.1a) 
(1.1b) 
(1.1c) 
where A E T~ m×n with rank m (m < n), and b E T~ m, c E 7~ n. 
Throughout, we will denote the j th column of A by aj, and the jth component of a vector • 
by ej. In addition, ]] • II designates the 2-norm of a vector o, and ei the unit vector with the i th 
component 1. 
Recently, Pan [1] proposes a so-called projective simplex method for solving linear programming 
problem (1), where the downhill edge direction is obtained in each iteration by computing the 
orthogonal projection of the negative gradient - c  onto a certain subspace. Generally, the method 
is more efficient than the simplex method in the case when n - m << m, whereas more time- 
consuming than its competitor in the other case. The purpose in writing this paper is to develop 
its dual version--the other half of the whole methodology. 
The stable method proposed is, in itself, of great interest. It shares the underlying philosophy 
of the dual simplex method (see [2-4]), but proceeds by dealing with a series of linear least squares 
problems via orthogonalization. Among favorable features are its overcoming of the projective 
simplex method's inefficiency in solving problems with n-m large relative to m, and its capability 
of handling a basis with columns fewer than rows of the coefficient matrix. Also distinctive is 
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the selective manner taken in the new setting by the dual steepest-edge pivot criterion, accepted 
as the fastest among the dual variants in terms of total run time required for solving a program 
(see [51). 
In Section 2, first described is the main procedure, where the search direction is obtained by 
computing the orthogonal projection of b onto some subspace. In order to achieve dual feasibility 
to get this procedure started, in Section 3, a dual Phase-1 process utilizing piecewise-linear sums 
of dual infeasibilities as its objective is presented. The discussion of pivot selection issues are 
delayed until after this. In Section 4, a dual crash heuristic based on a plausible characterization 
of an optimal solution is developed to provide an initial "good" basis. In Section 5, we consider 
some possible implementations of the method. Finally, in Section 6, we report our numerical 
results obtained with a set of standard test problems from NETLIB. 
2. MAIN  PROCEDURE 
The method may be developed by handling the dual problem of (1.1), i.e., 
maxbTy, 
s.t. A'r y + z = c, 
z~O. 
(2.1a) 
(2.1b) 
(2.1c) 
It is well known that x and (y, z) are optimal solutions to (1.1) and (2.1), respectively, if and 
only if it holds that 
Ax = b, (2.2a) 
ATy -4- z = c, (2.2b) 
zTx=O,  x >0,  z~_O. (2.2c) 
Consider a single iteration. Let JB and JN be the two ordered index sets, called basic and 
nonbasic, respectively: 
JB = { j l , . . .  , jm} and JN = {k l , . . . , kn -m}.  (2.3) 
So any index from JB, i.e., ji, i = 1,... ,m is referred to as basic index, and for a genetic reason, 
its subscript row index. Accordingly, any index from JN is referred to as nonbasic index, and its 
subscript column index. Components of x, z, and c, and columns of A corresponding to basic 
indices are said to be basic, and those corresponding to nonbasic indices nonbasic. For simplicity 
of exposition, it is assumed for the moment that the first m columns of A are basic and the others 
nonbasic. Thus, the coefficient matrix A can be partitioned as 
A = [B,N] = [aj l , . . . ,aj , , ;ak,, . . . ,ak,,_, , , ]  , 
where B and N are called basis and nonbasis, respectively. Vectors x, z, and c are partitioned 
conformably, for example, 
C T T T = [cB ,cN]  = . . . .  
T T zT= [zB ;zN]  = 
From now on, components of vectors and columns of matrices will always be arranged and 
partitioned in accordance with the ordered set {JB, JN}. Consequently, condition (2.2) can be 
written in a partitioned form; for instance, system (2.2b) is equivalent to 
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Under the assumption that B is of rank m, it is easy to verify that (2.4) or (2.2b) has the solution 
{0, 2} below: 
0=B- rcB  and 2= 2N = cN--N-rf l  ' 
which is known as the dual basic solution. The corresponding primal basic solution can be 
obtained by solving system (2.2a), that is, 
[::]_- (2.6) 
However, we will not as usual regard vector ZB = B- lb  as the solution to system BxB = b, 
but rather to the linear least squares problem below: 
rain lib - BxBI I  2 • (2.7) 
XB 
It is clear that if both 2B _> 0 and 2N >_ 0 hold, then, fulfilling condition (2.2), vectors {Y, 2} 
and 2 are optimal to the dual and the primal program, respectively. Now assume that only 
achieved has been dual feasibility, i.e., 2N >_ 0 but XB ~ 0. Select a row index p, according to 
some rule, such that 2jp < 0; bring index Jv from the basic set JB to the end of the nonbasic 
set Jg  (so that the new J s  now has m - 1 indices while the new JN has n - m + 1 ones). Then 
rearrange components of x, z, and c, and columns of A conformably; so, the new basis, say B(p), 
results from deleting the pth column ajp of B, and the new nonbasis, say N(p), from adding ajv 
to the end of N. 
Now consider the least squares problem 
min Hb - B(p)xB 112 , (2.8) 
XB 
yielded from (2.7) by deleting the pta column of B. The solution to this problem is unique because 
B(p) is of full column rank m - 1. And the residual, say r(p) E T~ 'n, at this solution equals the 
orthogonal projection of b onto the complement of the range space of B(p), and hence, is the 
steepest uphill direction in the complement, with respect o the function bVy. Therefore, under 
the assumption of r(p) ~ O, it holds that 
B(p) T r(p) = 0, (2.9) 
bTr(p) > 0. (2.10) 
The solution {0, 2}, defined by (2.5), can then be updated by 
0 = 0 + ar(p), 2N = 2N + ah, 2B = 2B = O, (2.11a) 
where c~ is a scalar to be determined, and where 
h = -N(p)  Tr(p) (2.11b) 
serves as a search direction. Some observations regarding (2.11) are in order. First, r(p) ~ 0 
implies h ¢ 0, since a combination of h = 0 and (2.11b) gives N(p)Tr(p) = O, which together 
with (2.9) leads to r(p) = 0, a contradiction. Second, {~, 4} is a solution to (2.2b) for any 
given a, since (2.9) holds and {~7, 2} is a solution to (2.2b). Third, the objective value at 0 is 
strictly greater than that at 0 for any given c~ > 0, since (2.10) implies that 
br O = bT # + abT r(p) (2.12) 
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is a monotonically increasing function, with respect o a. In order to improve the solution as 
much as possible, clearly, a > 0 should be maximized subject o 
~'N = ZN + ah :> 0, (2.13) 
and the (n - m + 1) th component of h is required to be no less than zero, i.e., 
h. -m+l  = r(p) _> 0, (2.14) 
because as ~k,_,~+~ - zip = 0, no improvement can be made actually otherwise. As will be 
shown a little later, (2.14) does hold, ensuring that the end component of ZN is nonnegative for 
all ~ > 0; consequently, the c~ can be determined by taking into account only the first n - m 
components of ~N. Also, it is noted that in the case when h >_ 0, the inequality in (2.13) holds 
for arbitrarily large a > 0, implying upper unboundedness of program (2.1) or infeasibility of 
program (1.1). Now assume that h ~ 0 and a column index q is selected such that 
where 
q = Arg min ~-~-, (2.15a) 
iEI ¢ 
I = {i [ h, > 0, i = 1 , . . . ,n -  m}. (2.15b) 
So, {~, 5} featured by (2.11) with 
= > 0, (2.16) 
renders a new dual basic feasible solution with a strictly higher objective value, if dual nondegen- 
eracy is assured, i.e., ~k~ > 0Vi = 1,. . .  ,n -  m. Then the basic and nonbasic sets are updated 
by bringing index kq from JN to the end of JB; components of z, c, and z, and columns of A 
are reordered conformably. Now XB = B- lb is determined, and a single iteration is completed. 
The preceding steps are repeated until either h > 0, detecting the infeasibility of program (1.1), 
or xB >_ 0 otherwise, producing an optimal solution. Obviously, this process is finite under dual 
nondegeneracy throughout. 
So, our approach proceeds with handling a sequence of linear least squares problems, in the 
forms (2.7) and (2.8) alternately. Let us treat it in more detail. We will get along with the aid 
of orthogonal transformations, whose features, like that of their application to a vector does not 
change its 2-norm at all, and etc., fit our needs. Assume that (2.7) presents at current stage. 
If we have the Q,R factorization B = QR, where Q G ~,mxm is orthogonal and R E .~mxm is 
upper-triangular with nonzero diagonal entries, then the solution to (2.7) can be obtained by 
solving upper-triangular system 
RXB = QTb (2.17) 
by back substitution, that is, ~.B = R-1QTb. Suppose now that we face (2.8) at the other stage, 
and have the QR factorization 
B(p) = Q(p)R(p), (2.18) 
where Q(q) G ~mxm is orthogonal and R(q) E T~ rex(m-l) is upper-triangular with nonzero 
diagonal entries. Note that the entries in the mth row of R(p) are all zeros. It is easy to show 
that the residual vector associated with the solution to (2.8) equals 
and the according search direction is then 
(2.19) 
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In addition, since Q(p)em is one of columns from the orthogonal matrix, it holds that 
I I r (p) l l  = le Q(P)Tbl • (2.21) 
Consequently, seeing what is really needed is not the vector h itself, but only its direction, we 
may use the following formula instead: 
h = -Sign (eTQ(p)Tb) N(p)TQ(p)em. (2.22) 
Now let us show how to obtain QR factors of B and B(q). If one simply decomposes the 
matrices in each iteration, it will require an unacceptably large amount of work. As each matrix 
may result from its predecessor by deleting from or appending to it a column, fortunately, it is 
possible to compute QR factors from its predecessor's ones with less effort, by a process referred 
to as downdating or updating an QR factorization. 
The downdating is to compute QR factors of B(q) from those of B. Assume that QR factor- 
ization B = QR has been known, and that QR factors of B(p) are wanted. Since B(p) results 
from B by dropping its pth column, the matrix 
QT B(p) = H (2.23) 
is noting but the R with i ts  pth column deleted, and hence, is upper Hessenberg with the nonzero 
subdiagonal entries in its p through (m - 1) th columns. These unwanted entries can be zeroed 
by a sequence of Givens rotations as follows (see, for example, [6]): 
-T .GTH R(p), 
Grn- -  1 " " "~- (2.24) 
where R(p) E 7~ rex(m-l) is upper-triangular nd Gj, j = p, . . .  ,m - 1 is the Givens rotation, 
i.e., the m x m identity matrix with its principal submatrix in j and (j + 1) th columns and rows 
replaced by appropriate ntries (the same below). 
C 8 
--8 C 
Consequently, the triangular factor, R(p) of the QR factorization of B(p) is obtained, and the 
orthogonal factor is 
Q(p) = QGp"" G,n-1. (2.25) 
The updating is much simpler than the downdating, on the other hand. Suppose now that QR 
factorization B(p) = Q(p)R(p) has been known and that a column index q is selected. So, kq is 
taken from JN, and put into at the end of JB; accordingly, the column ak, is added to the end 
of B(p) to form a new B, that is, 
B = [B(p), (2.26) 
whose QR factorization is wanted. In this case, the Q(p) itself is just the orthogonal part since 
Q(p)T [S(p), akq] = [R(p), Q(p)Tak,] (2.27) 
is the wanted upper-triangular part, i.e., the new R. In one word, the updating is merely bringing 
the column Q(p)Takq to the end of the triangular factor R(p) of B(p). 
Now it is time to show that the search direction defined by (2.22) satisfies condition (2.14). To 
do so, it is only needed to show that 
h , -m+l  = - (e~Q (p) ~ b) Q(p)Temaj~ > 0. (2.28) 
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Obviously, system BxB = b is equivalent to system [B(p),ajp]xs = b, provided components 
of the latter xs  is reordered to correspond to indices J l , . . .  , Jp-l , jp+l,. . .  , jm,jp, successively. 
Then premultiplying the two sides of [B(p), ajp]xB = b by Q(p)T yields another equivalent form 
[R(p), Q(p)Ta ,] xB = Q(p)%. (2.29) 
From the above, it is seen that the component ~jp of the solution to (2.7) (or BXB = b), satisfies 
e~ Q(p)r a#p ~#~ = eV Q(p) T b, (2.30) 
which along with ~jp < 0 leads to 
e Q(p)% 
< 0. (2.31) eT Q(p) T aj~ 
Consequently, premultiplying the two sides of the preceding by -(e~Q(p)raj,,) 2 < 0 gives (2.28), 
with the strict inequality holding. 
The preceding steps constitute an iteration of the main procedure, as summarized into the 
following model. 
OUTLINE 2.1. An iteration of the Phase-2 procedure. 
1. Compute XB by solving (2.17). 
2. Optimality test. Stop if ~a >_ 0" the current solution ~ is optimal to (1.1). 
3. According to some rule, select a row index p. 
4. Bring jp from Js  to the end of JN, and reorder columns of A, and components of x, z, 
and c conformably. 
5. Downdate to obtain R(p) and Q(p), according to (2.24) and (2.25). 
6. Compute h by (2.22). 
7. Infeasibility test. Stop if h <_ 0: program (1.1) has no feasible solution. 
8. According to (2.15), select a column index q. 
9. Determine step length c~ by (2.16). 
10. Update z by zk~ := zk~ + ahi,Vi = 1 , . . . ,n -  m+ 1. 
11. Bring kq from JN to the end of JB, and reorder columns of A, and components of x, z, 
and c conformably. 
12. Set Q := Q(p) and R := [R(p), Q(p)Takq]. 
3. ACHIEVING DUAL FEASIBILITY 
AND USING PIVOT RULES 
The main procedure, developed in the foregoing section, requires a dual basic feasible solution 
as its input. To this end, in this section, we first establish a procedure called (dual) Phase-l, and 
then discuss about pivot selection issues, particularly focusing on the use of the dual steepest-edge 
rule in our context. 
The proposed Phase-1 is a modification of the main procedure, using piecewise-linear sums of 
dual infeasibilities as its objective. Let JB and JN, featured by (2.3), be basic and nonbasic sets 
at current iteration, respectively; let columns of A, and components of x, z, and c be reordered 
and partitioned conformably, like those featured at the beginning of Section 2. Assume now that 
we have ZN ~ 0, or without loss of generality, that the first ! variables are feasible, and the rest 
infeasible, i.e., 
~k, >_ O, Vi ~ I' - {I,... ,l}, (3.1a) 
~'k~ <0, Vi E l" - {l + l .... ,n -m}.  (3.1b) 
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Instead of the objective function bTy, now handled should be the auxiliary function below: 
~T zN = ~T (CN -- N T y) , (3.2a) 
where 
or equivalently 
where 
~T= [0 , . . . ,0 ,1 , . . . ,11 ,  (3.2b) 
L ~  ~ J  
l m- !  
--u T y , (3.3a) 
u = N~ (3.3b) 
is equal to the sum of those columns of N corresponding to infeasible variables. Consequently, 
taken should be the same steps as those described in Section 2, except with -u  replacing b. The 
according xB is then 
xB = - -R -1QTu,  (3.4) 
which can be obtained by solving the upper-triangular system 
RzB = -QTu (3.5) 
by back-substitution. If xs  > O, then there is no feasible solution to (2.1), and hence, no optimal 
solution to (1.1); otherwise, a row index p such that xjp < 0 can be determined by some rule, 
and the corresponding search direction follows: 
= Sign (eTmQ (p)T u) N(p) TQ(p)em. (3.6) h 
And other steps such as those for the selection of a column index q, downdating and updating, 
and so on, are the same as those described in Section 2. 
The preceding steps can be put in the following model. 
OUTLINE 3.1. An iteration of the Phase-1 procedure. 
The same as Outline 2.1, except Step 7 is dropped and Steps 1, 2, and 6, respectively, are 
replaced by the following. 
1. If 2~ _> 0, turn to Phase-2; else, determine u by (3.3b). 
2. Compute xs  by solving (3.5). Stop if xB >_ 0: program (1.1) has no optimal solution. 
6. Compute search direction h by (3.6). 
Now it might be appropriate to turn to pivot selection issues. Clearly, the conventional pair of 
row and column selection rules employed in the dual simplex method are immediately applicable 
here. Let us go with the column rule a little further. Though the conventional rule (2.15) is 
utilized in Step 8 of Outline 2.1 to select an entering column, it is much better to employ a two- 
pass rule based on Harris' idea [7] instead, for the following reasons. By allowing dual infeasibility 
up to a prescribed tolerance, such a rule increases the number of pivot candidates so that the 
selection of the largest pivot among them helps to avoid too small pivots. And it is accepted 
that this will reduce effects of dual degeneracy, as well as, improve numerical stability. Indeed, 
it is more than this--such kind of a rule, which might be called '%he most acute angle" rule 
for a reason that will be disclosed later is favorable in view of a plausible characterization f an 
optimal solution (see Section 4). Note that, if adapted slightly, the rule can be used for column 
selection in Phase-l, also. 
On the other hand, more can be said about pivot row selection. While the conventional row 
rule may be implemented in Step 3 of Outline 2.1 (or 3.1) via choosing row index p such that 
p= Arg min xj,, (3.7) 
i=l,...,rn 
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the dual steepest-edge rule, by which we mean the "dual steepest-edge rule r '  (which, among the 
dual variants is most relevant in terms of the plausible characterization f an optimal solution, 
and the fastest one according to [5]), requires extra treatment to be put into effect. Take the 
case of Phase-2. According to the dual steepest-edge criterion, a row index lb should be chosen 
such that the associated irection r(lb) is the steepest among all uphill edges, with respect o 
function bTy; formally, 
bTr(p) 
ib = Arg max (3.8) 
IIT(p)II ' 
where r(p) is featured by (2.20) and J = {i I xj, < 0, i = 1, . . . ,  m). The right-hand side of the 
preceding can be simplified since, by (2.20) and (2.22), it holds that 
bTr(p) = leTmQ(p)Tb[ > 0. (3.9) 
I},'(p) ll 
We can deal with case of Phase-1 similarly, and therefore, state the following. 
RULE 3.2. The dual steepest-edge rule: for Phase-2, select he row index p such that 
ib= Arg mea~leTmQ(p)Tb[, (3.10) 
and for Phase-1 such that 
= Arg ma~[e~Q(p)Tu]. (3.11) 
pEJ 
It is interesting to note that the steepest-edge v ctor (p), featured by (2.20) along with p -- ib 
defined above is noting, but one that possesses the largest 2-norm among all the uphill-edge 
vectors. 
An attractive feature of the preceding is its selective manner. If components of XB are all 
negative, or in other words, the m edges are all uphill, a preliminary count indicates that this rule 
requires 2(m - 1) 2 multiplications, (m - 1) 2 additions, and m(m-  1)/2 square roots. Although 
this appears at first sight to be a quite time-consuming task, much less computational effort 
can be expected since usually only a part of edges are uphill, and need to be examined. In 
contrast, the existing practical schemes of the steepest-edge criterion have to carry on their 
major computation--maintaining a dupdating of squares of 2-norms of all edges--no matter 
whether an edge is uphill and/or how few of them are uphill. It is more than this. According 
to our knowledge, no practicable partiality variant of the steepest-edge criterion, like the partial 
pricing of the conventional criterion, has been seen so far despite the attractive points of partiality. 
Therefore, it is notable that the selective manner of Rule 3.2 enables ome partiality variant of 
it to be practicable potentially. 
4. DUAL  CRASH HEURIST IC  
It is clear that an initial set JB (or JN) has to be determined prior to running the Phase-1. 
For this purpose, we present in this section a dual version of the crash heuristic, developed by 
the author Pan [1]. 
It is critical to bear in mind the importance of the quality of an initial JB (or JN) to method's 
success. It is self-evident that starting with a solution close to the optimal generally leads to 
fewer iterations required: if the initial JB happens to be optimal, in an extreme case, there will 
be no iterations needed at all. For this reason, Pan [8,9] suggests a tentative characterization 
of an optimal solution, whose application to the primal program (1.1) results in the heuristic 
mentioned above. Although it met success, however, the heuristic is clearly not relevant o the 
current context. So, it is natural to apply the characterization to the dual program (2.1) instead: 
an optimal basic index, say ji, tends to correspond to a constraint a~y <_ cj,, whose gradient aj, 
makes the most acute possible angle with the gradient bof the dual objective function. Favoring 
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such kind of indices to be chosen to enter the basic set JB, consequently, we develop the dual 
crash heuristic as follows, naturally combining the work of the determination of initial sets JB 
and Jg with the work of upper triangularization. 
We begin with setting JB to empty, and setting 
JN := {k l , . . . , k ,}  = {1, . . . ,n}.  
So columns of A are all nonbasic, i.e., N = A and B is empty. We will determine indices one by 
one to inter .lB. Define search direction 
h = [hk,,..., hkn] T = -NTb.  (4.1) 
It holds that h # 0, since h = 0 and (4.1) together lead to b = 0, a contradiction. If h > 0, then 
program (2.1) has no optimal solution, and so does program (1.1), since if there exists a feasible 
solution, say (y, z), the (y + ab, z + ah) would also be feasible for any a > 0, and hence, (2.1) is 
upper unbounded. Suppose now that (1.1) has an optimal solution. Then, a column index q can 
be chosen such that 
hk~ (4.2) q = Arg min 
¢--1 ..... = [ lak, l[ 
It is clear that hk~ < O, and that the gradient akq of the constraint a'~qy < ck, makes the most 
acute angle with b. So, we bring index kq from JN to JB as its only element, and rearrange 
columns of A, components of x, z, and c in accordance with {JB, JN}. Thus, the first iteration 
is completed. 
In the next iteration, first computed should be the projection of b onto the null space of B 3", 
that is, the residual at the solution to the least squares problem: 
min lib - BxB[[ 2 . (4.3) 
xs 
To do so, premultiply B by an appropriate m x m Householder reflection H1 to zero the 
m - 1 entries below the diagonal of its first column. Using notation Q2 to denote the sub- 
matrix consisting of 2 through mth columns of H1, the residual associated with the solution 
to (4.3) can be written 
r = Q2QT2b, (4.4) 
and the according search direction is then 
h- [hk l , . . . ,hk . _ l ]  T= - -NTr=- (Q~N)  T Q~b. (4.5) 
The remaining manipulations and discussions are the same as those, made for the first iteration. 
If the program has an optimal solution and the r is nonzero throughout, repeating such steps 
will produce the wanted initial data, that is, sets JB, JN, and [B, N, b] with an upper-triangular 
m x m submatrix B. 
Nevertheless, the r vanishes, if in some iteration, b happens to be in the range space of B 
before JB grows up to have m indices, as is a phenomenon that is closely related to primal 
degeneracy, and hence, should frequently occur in practice. Fortunately, there will be no essential 
difficulty, since in this case xB (along with xN = 0, and y, z~) with zs = 0 yielded from 
the heuristic still fulfill condition (2.2), perhaps except for the nonnegative constraints, i.e., 
xB >_ 0 and ZN >_ O. What should be done is merely to modify the two phases, described and 
analyzed previously under basis B of full m columns, slightly: solving the system and downdating 
whenever r = 0, whereas only updating whenever r # 0 (see, Note 2 in the next section). 
Using notation N(i) to denote the submatrix comprising the i through m th rows of N, and b(i) 
the subvector the i through mth components ofb, we summarize the above steps into the following 
model. 
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OUTLINE 4.1. The dual crash heuristic. 
1. Set JB to empty and JN := {1,...,  n}, and set B and N conformably. 
2. Compute search direction h = -NTb. 
3. Do the following: for i = 1,. . . ,  m. 
(1) If h > 0, then 
(i) stop if h ~ 0; 
(ii) stop if h = 0. 
(2) Select column index q by rule (4.2). 
(3) Bring index kq from JN to JB as its i th element. Rearrange columns of [B, N] so 
that they correspond to indices in the new {JB, JN}. 
(4) Stop if i = m. 
(5) Set [B, N, b] := Hi[B, N, b], where Hi is a Householder reflection that zeros the (m-i) 
entries below the diagonal of the i th column of B. 
(6) Compute h by h = -N(i  + 1)Tb(i + 1). 
Columns of B and of N are said to be basic and nonbasic, respectively. As the matrix [B, N, b] 
is updated iteration by iteration, the number of B's columns grows one by one from 0 up to at 
most m, whereas the number of N's decreases from n down to at least n - m. The heuristic 
requires no more than m iterations: it terminates either at Step 3(1)(i), indicating nonexistence 
of an optimal solution to (1.1), or at Step 3(1)(ii), or Step 3(4), providing initial sets JB, JN 
and the associated matrix [B, N, b] with the upper-triangular basis B. Such kind of a matrix is 
said to be canonical, which and [A, b] are clearly equivalent in the sense of the equivalence ofthe 
two equations, represented, respectively, by themselves. The end products of Outline 4.1 can be 
supplied to and manipulated by Phase-l, and once dual feasibility is achieved, the Phase-2 steps 
can then be taken on until an optimal solution reached or primal infeasibility of the program 
detected. Thus, a combination of the three procedures constitutes the whole dual projective 
simplex method. 
5. IMPLEMENTATIONS 
In this section, we consider the new methods with three possible implementations, correspond- 
ing to existing ones of the simplex method, respectively, as follows. 
(1) STANDARD DUAL PROJECTIVE SCHEME (SDP). This is one the description of the heuristic, 
made in the foregoing section, conforms to. In each iteration of the subsequent two phases, 
the canonical matrix [B, N, b] continues to be updated by successively accumulating orthogonal 
transformations i  itself. The downdating is done by premultiplying the matrix by a series of 
appropriate Givens rotations after moving the leaving column chosen to the end of nonbasic 
columns, as more precisely: for i = q,...  ,m - 1, [B,N,b] := G~[B,N,b]. 
Then, the end product [B, N, b] of the preceding is available for subsequent computations: the 
search direction featured by (2.23) for Phase-2 can be calculated via 
h -- - Sign (bm)NTem, (5.1) 
where bm is the mth component of b, whereas the direction featured by (3.6) for Phase-1 can be 
obtained by 
h = Sign (fire) NTem, (5.2) 
where firn is the sum of those entries in the mth row of N, corresponding to infeasible variables 
of z. On the other hand, the updating is done by merely moving the entering column from N to 
the end of B. 
We make additional two points, the spirit of which is as well applicable to the other implemen- 
tations. 
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NOTE 1. In practice, however, there is no need to move columns all around. Any of the columns is 
accessible because their locations are fully recorded by two integer arrays, respectively, containing 
the ordered sets JB and J g .  
NOTE 2. As indicated in Section 4, the process must be modified to suit the case where the 
basis has less than m columns. There will be some extra work involved in updating: if, after 
entering a basic column, the number of basic columns is still less than m, the matrix should be 
premultiplied by a series of appropriate Givens rotations to zero the column's entries below the 
diagonal. 
(2) REVISED DUAL PROJECTIVE SCHEME A (RDP-A). In each iteration of the preceding 
scheme, there could be some computational effort wasted in updating the whole matrix, whenever 
m << n and only a small portion of its nonbasic olumns need to be turned into basic (especially 
when the initial basis used is close to the optimal one). This shortcoming can be overcome by 
rearranging the computations as follows. 
Handle Phase-1 first. For simplicity of notation, denote the initial canonical matrix, produced 
by the heuristic, again by [A,b] - [al, . . .  ,an, b]. Without loss of generality, assume that the 
first m columns of A are basic, constituting the upper triangular basis RT~ re×m, and the rest 
nonbasic, i.e., 
J s  = { j l , . . . , jm} -- {1 , . . . ,m} and JN = {k l , . . . , kn_m} - {m + l , . . . ,n} .  (5.3) 
Consider matrix [R, b, I], where I is the m x m identity matrix. Let {~, 2} be the dual solution 
satisfying (2.2b) without he nonnegative constraints. Suppose now that 2 ~ 0. Set QT := I and 
let u be the sum of those columns of A corresponding to negative components of 2. Then xB 
can be computed by (3.5), and a row index p can be chosen such that xjp < 0. The downdating: 
let H(p) E 7~ m×(m-1) be the Hessenberg matrix, resulting from R by dropping its pth column 
(indexed by jp); accumulate the orthogonal transformations in the modified matrix [H(p), b, I], 
or more precisely: 
[R(p), b, Q(p)T] := [H(p),  b, I ] ,  for i = p , . . . ,  m - 1, 
JR(p), b, Q(p)T] := G~ [R(p), b, Q(p)T]. 
The end products Q(p) and R(p) of the preceding obviously satisfy B(p) = Q(p)R(p).  There- 
fore, the search direction can be computed via (3.6), and the column index q determined by some 
rule. The updating: calculate Q(p)Takq, and then append it to at the end of R(p) to form a 
new R, i.e., 
R := JR(p), Q(p)Takq]. (5.4) 
Steps of Phase-2 are the same as Phase-l's, except with the accumulated b replacing u, while 
computational work involved in its single iteration is less than Phase-l's as b is readily available 
from the matrix. 
(3) REVISED DUAL PROJECTIVE SCHEME B (RDP-B). For sparse computations, it would be 
advantageous to keep orthogonal matrix QT in factored form rather than to compute it explicitly 
by accumulating Givens rotations. To show how to do so, take the first iteration of Phase-1. Now 
we have 
Q(p)T T T (5.5) = Gin-1 " " "Gp . 
Using a technique suggested by Stewart [10], the factors of the preceding can be stored in a very 
compact way in a sequential file referred to as eta file, like 
T GT (5.6) Gp,... ,  m-l" 
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Then the mth column Q(p)e,n of Q(p), needed for the computation of the search direction h 
featured by (3.6), can be obtained by accumulating Gi in e,n backward, in the following process 
called backward transformation, or BTRAN: 
V := era, 
V :~ Gill. 
for i = m-  1, . . . ,p,  
The end product v of the preceding is clearly equal to the wanted Q(p)e,n.  On the other 
hand, the column Q(p)-rakp, needed in the computation of the new R featured by (5.4), can be 
obtained by accumulating forward, in the following process referred to as forward transformation, 
or FTRAN: 
V := akq, 
v :=  GTiv. 
for i = p, . . . , m -1 ,  
Obviously, the end product v of the above is equal to Q(p) rakq .  Then, other computations 
can be done just as in the second scheme. In the next iteration, the factored form of the new QT 
can be obtained by adding the current rotation factors to the open end of the eta file, i.e., the 
left-hand end of the line of the previous factors. In a word, this scheme is the same as RDP-A, 
except for QT represented and updated in a factored form. 
It should be pointed out that as the eta file grows iteration by iteration, BTRAN and FTRAN 
become progressively more and more laborious, and it is therefore necessary to discard the whole 
eta file and restart from scratch periodically by computing a fresh canonical matrix. But, a 
standard orthogonalization procedure, rather than the heuristic, should now be employed to do 
so since the current basis is superior to the initial one and the associated set JB  is available. 
Computational work involved in a single iteration in the new method varies from scheme to 
scheme as well as from problem to problem (even for those of the same size): operation counts 
depend on how many columns the current basis have, and which column is removed from it in the 
downdating, and so forth. Of course, its efficiency also depends on the total number of iterations 
required for solving the problem. A complete clarification of the computational performance of
the method is, as usual, a practical matter essentially. 
6. COMPUTATIONAL RESULTS 
To corroborate our theory and gain some idea of the numerical behavior of the proposed 
method, we have performed some computational experiments (without exploiting structures of 
the test problems). The following two FORTRAN 77 codes were tested, and compared against 
one another. 
• Code SDP: the standard ual projective scheme (see Section 5), supported by the heuristic. 
The conventional row rule and a two-pass column rule, based on Harris' idea, are employed. 
• Code RSM: the two-Phase revised simplex method, where the inverse of the basis matrix 
is updated explicitly in each iteration. The conventional column rule and Harris' two-pass 
row rule are utilized. 
Compiled using the NDP-FORTRAN-386 VER. 2.1.0. with default options, the two codes 
were tested on an IBM 486/66 DX2 compatible microcomputer, running under DOS 6.2, with 
memory 32 Mbytes available. On all runs, the machine precision used was about 16 decimal 
places, and both the primal and the dual feasibility tolerance were taken to be 10 -6 . And the 
reported CPU times were measured in seconds with utility routine DOSTIM. 
Tested is a set of standard test problems from NETLIB that do not have BOUNDS and 
RANGES sections in their MPS files [11] since the current version of our code cannot handle 
such problems implicitly. Constituting the largest subset of such problems that can be solved 
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Problem 
AFIRO 
SC50B 
SCSOA 
ADLITTLE 
BLEND 
SHARE2B 
SC105 
STOCFOR1 
SCAGR7 
ISRAEL 
SHAREIB 
SC205 
BEACONFD 
LOTFI 
BRANDY 
E226 
AGG 
SCORPION 
BANDM 
SCTAP1 
SCFXM1 
AGG2 
AGG3 
SCSD1 
SCAGR25 
Total 
SMALL 
MEDIUM 
LARGE 
DEGEN2 
M+N 
Iters 
59 38 
98 62 
98 71 
153 155 
157 131 
175 208 
208 153 
228 152 
269 
316 
342 
408 
435 
461 
469 
505 
651 
746 
777 
780 
787 
818 
818 
837 
971 
11566 
Total 
Time 
0.11 
0.49 
0.66 
3.02 
2.85 
5.66 
5.71 
6.10 
Phase-1 
Item Time Item 
7 
5 
10 
47 
8 
57 
20 
78 
Heuristic 
Time Ninf 
1176 
3205 
6697 
976 
249 16.58 
333 27.95 
344 21.86 
298 46.91 
163 23.57 
291 40.97 
371 53.61 
758 142.20 
34 0.11 
53 0.38 
46 0.39 
84 1.37 
89 1.59 
118 3.19 
100 3.46 
128 4.67 
9.77 
14.94 
17.36 
28.56 
20.88 
27.85 
37.90 
71.57 
115 
172 
117 
38 
122 
85 
141 
145 
0.00 
0.05 
0.11 
0.60 
0.22 
1.49 
0.88 
3.19 
684 320.22 
380 150.22 
641 258.48 
398 170.92 
634 316.05 
762 519.92 
763 515.70 
136 21.15 
795 809.71 
8970 3480.62 
970 24.60 
2807 373.65 
5193 3082.37 
2090 1518.36 
160 
188 
262 
194 
145 
183 
237 
315 
559 260.90 
331 131.77 
387 161.32 
307 116.82 
436 200.43 
586 399.69 
584 394.31 
105 16.15 
566 532.28 
6197 2457.66 
5.05 
12.13 
6.37 
8.18 
16.15 
12.47 
21.48 
32.46 
474 199.93 
270 116.33 
284 105.13 
243 93.42 
261 115.46 
513 301.76 
513 301.32 
5 1.21 
416 289.40 
4146 1644.79 
652 15.16 
1684 228.83 
3861 2213.67 
721 682.56 
Ndinf 
0 8 
0 1 
0 1 
1 35 
0 7 
7 24 
0 1 
1 38 
11 33 
0 9 
9 79 
0 1 
0 32 
0 i01 
17 65 
7 107 
11 63 
13 60 
14 95 
14 78 
17 95 
6 122 
10 132 
0 53 
52 128 
190 1368 
232 6.54 9 115 
935 114.29 44 427 
2979 1523.96 137 826 
290 261.55 8 192 
in our comput ing environment,  more precisely, these are the first 26 problems in the order of 
increasing sum of numbers of rows and columns of the coefficient matrix,  before adding slack 
variables. 
In Tables 1 and 2, listed are numerical results obtained with SDP and RSM, respectively. In 
Table 2, the number of rows of each tested problem is displayed in the column labeled M,  the 
number of columns is given in the column labeled N,  and the sum of rows and columns is shown 
in the column labeled M + N.  In each of the two tables, the total  iterations and t ime required 
to reach an opt imal  solution to each problem are displayed, respectively, in the two columns 
under Total, and the iterations and t ime spent for achieving primal feasibility, including those 
required by the heuristic, are exhibited, respectively, in the two columns under Phase-1 ; the final 
object ive function value reached is given in the column labeled Objective value. Furthermore,  we, 
respectively, display in the last four columns of Table 1 the iterations and time, and the numbers 
of initial pr imal and dual infeasibilities required or yielded by the heuristic. 
As code I~M failed to solve the largest problem, DEGEN2,  in the test set when total  i terations 
reached 6000, we exhibit  the results related to it at the bot tom of each table separately, and 
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Table 2. Code RSM test statistics. 
Problem M N M+N 
AFIRO 27 32 59 29 0.17 
SC50B 50 48 98 59 1.38 
SC50A 50 48 98 57 1.32 
ADLITTLE 56 97 153 128 4.12 
BLEND 74 83 157 115 6.20 
SHARE2B 96 79 175 196 16.81 
SC105 105 103 208 123 13.68 
STOCFOR1 117 111 228 174 23.95 
SCAGR7 129 140 269 181 31.58 
ISRAEL 174 142 316 513 161.70 
SHARE1B 117 225 342 309 50.36 
SC205 205 203 408 262 134.84 
BEACONFD 173 262 435 213 82.27 
LOTFI 153 308 461 348 106.94 
BRANDY 220 249 469 356 166.20 
E226 223 282 505 615 397.72 
AGG 488 163 651 640 1995.88 
SCORPION 388 358 746 404 742.81 
BANDM 305 472 777 674 931.54 
SCTAP1 300 480 780 480 655.59 
SCFXM1 330 457 787 595 966.35 
AGG2 516 302 818 823 2990.97 
AGG3 516 302 818 839 3044.03 
SCSD1 77 760 837 195 35.71 
SCAGR25 471 500 971 911 2917.59 
Total 5360 6206 11566 9239 15479.71 
SMALL 575 601 1176 881 67.63 
MEDIUM 1394 1811 3205 2797 1131.61 
LARGE 2903 4119 6697 5572 12924.59 
DEGEN2 444 534 976 6000 16444.69 
Total Ph.ase-1 
Objective 
Item Time Iters Time 
28 0.17 
51 1.21 
51 1.21 
69 2.31 
90 4.94 
149 13.13 
110 12.36 
150 20.93 
146 26.04 
188 64.86 
190 32.18 
211 110.89 
159 63.05 
190 61.02 
238 114.74 
394 264.03 
572 1807.60 
380 702.39 
489 690.14 
344 480.87 
429 712.93 
629 2335.22 
627 2328.84 
80 15.38 
616 2029.17 
6580 11895.61 
698 56.26 
1716 736.81 
5589 9866.94 
-4.6475314286E+02 
-7.0000000000E+01 
-6.4575077059E-{-01 
2.2549496316E+05 
-3.0812149846E-{-01 
-4.1573224074E+02 
-5.2202061212E+01 
-4.1131976219E+04 
-2.3313898243E+06 
-8.9664482186E+05 
-7,6589318579E+04 
-5.2202061212E-{-01 
3.3592485807E-{-04 
-2.5264706062E-{-01 
1.5185098965E+03 
-1.8751929066E+01 
-3.5991767287E+07 
1.8781248227E+03 
-1.5862801845E+02 
1.4122500000E-l-03 
1.8416759028E+04 
-2.0239252356E+07 
1.0312115935E+07 
8.6666666743E~00 
-1.4753433061E-t-07 
2546 7130.75 -1.4308200000E+03 
exclude them from the total counts - - the  totals listed in the rows labeled Total are only for the 
set of the first 25 problems. 
Table 3 compares performance of the two codes by giving ratios of RSM total iterations to SDP 
total iterations in the third column, RSM total t ime to SDP total t ime in the fourth column, 
RSM Phase-1 iterations to SDP Phase-1 iterations in the fifth column, and RSM Phas~l  t ime 
to SDP Phase-1 t ime in the sixth column, for each test problem as well as for the set as a whole. 
The end four columns, respectively, display the ratios of heuristic iterations to total  iterations, 
heuristic t ime to total  time, the number of initial primal infeasibilities to the number  of rows, 
and that  of initial dual infeasibilities to that  of columns. 
From the row labeled Total in Table 3, it is seen that  overall SDP requires slightly fewer 
iterations and much less running t ime than RSM, either for entire solution or only for Phase-1. 
Indeed, it is quite impressive that  the Total and the Phase-1 t ime ratio are as high as 4.45 
and 4.84, respectively. As a matter  of fact, SDP even outperforms RSM on a single to single 
basis. According to our knowledge, no any results comparable to these have been reported so 
far, especially in a competit ion between a dual and a primal code. 
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Total RSM/SDP Phase-1 RSM/SDP Heuristic Rat io 
Problem 
Iters T ime Item T ime Item T ime Ninf Ndinf  
AF IRO 
SC50B 
SC50A 
ADL ITTLE  
BLEND 
SHARE2B 
SC105 
STOCFOR1 
SCAGR7 
ISRAEL 
SHARE1B 
SC205 
BEACONFD 
LOTF I  
BRANDY 
E226 
AGG 
SCORPION 
BANDM 
SCTAP1 
SCFXM1 
AGG2 
AGG3 
SCSD1 
SCAGR25 
Total 
SMALL 
MEDIUM 
LARGE 
DEGEN2 
0.76 1.55 
0.95 2.82 
0.80 2.00 
0.83 1.36 
0.88 2.18 
0.94 2.97 
0.80 2.40 
1.14 3.93 
0.73 1.90 
1.54 5.79 
0.90 2.30 
0.88 2.87 
1.31 3.49 
1.20 2.61 
0.96 3.10 
0.81 2.80 
0.94 6.23 
1.06 4.94 
1.05 3.60 
1.21 3.84 
0.94 3.06 
1.08 5.75 
1.10 5.90 
1.43 1.69 
1.15 3.60 
1.03 4.45 
0.91 2.75 
1.00 3.03 
1.07 4.19 
2.87 10.83 
0.82 1.55 
0.96 3.18 
1.11 3.10 
0.82 1.69 
1.01 3.11 
1.26 4.12 
1.10 3.57 
1.17 4.48 
0.91 2.67 
1.00 4.34 
0.73 1.85 
1.09 3.88 
1.10 3.02 
1.04 2.19 
1.00 3.03 
1.25 3.69 
1.02 6.93 
1.15 5.33 
1.26 4.28 
1.12 4.12 
0.98 3.56 
1.07 5.84 
1.07 5.91 
0.76 0.95 
1.09 3.81 
1.06 4.84 
1.07 3.71 
1.02 3.22 
1.45 4.46 
3.53 10.45 
0.18 0.00 0.00 0.25 
0.08 0.i0 0.00 0.02 
0.14 0.17 0.00 0.02 
0.30 0.20 0.02 0.36 
0.06 0.08 0.00 0.08 
0.27 0.26 0.07 0.30 
0.13 0.15 0.00 0.01 
0.51 0.52 0.01 0.34 
0.46 0.30 0.09 0.24 
0.52 0.43 0.00 0.06 
0.34 0.29 0.08 0.35 
0.13 0.17 0.00 0.00 
0.75 0.69 0.00 0.12 
0.29 0.30 0.00 0.33 
0.38 0.40 0.08 0.26 
0.19 0.23 0.03 0.38 
0.69 0.62 0.02 0.39 
0.71 0.77 0.03 0.17 
0.44 0.41 0.05 0.20 
0.61 0.55 0.05 0.16 
0.41 0.37 0.05 0.21 
0.67 0.58 0.01 0.40 
0.67 0.58 0.02 0.44 
0.04 0.06 0.00 0.07 
0.52 0.36 0.11 0.26 
0.46 0.47 0.04 0.22 
0.24 0.27 0.02 0.19 
0.33 0.31 0.03 0.24 
0.57 0.49 0.05 0.20 
0.14 0.17 0.02 0.36 
To see how the method behaves with the increase of sizes of test problems, we divide the 25 prob- 
lems into three groups: Group "SMALL" includes the first eight problems of them (from AFIRO 
to STOCFOR1), Group "MEDIUM" contains the subsequent eight problems (from SCAGR7 to 
E226), and Group "LARGE" consists of the remaining nine problems (from AGG to SCAGR25). 
Total group counts and associated ratios that are given in the three rows above the DEGEN2's 
row in each table. It is seen that the superiority of SDP to RSM grows with increase of problem 
sizes. And the results for DEGEN2 are likely to predict he method's even higher efficiency in 
solving problems larger than those tested. 
The method's performance is by no means urprising, however. It is so because computational 
effort per iteration required by SDP is a lot less than that required by RSM. The reader should 
be cautioned that comparisons between the iteration counts taken by SDP versus the iteration 
counts taken by RSM is not quite fair, since some SDP's iterations, such as those taken by the 
heuristic, involve neither downdating nor solving of systems but updating only, and some handle 
bases with columns fewer than rows of the coefficient matrix, and so on. This is why we use 
running time as the sole index for the evaluation of efficiency. 
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The outcome might be also due to the merit of the heuristic. From the right-most columns of 
Table 3, it is seen that the numbers of primal infeasibilities yielded from the heuristic are rather 
small relatively, only with ratio 0.04 overall, and the numbers of initial dual infeasibilities are 
small too, though not as such as those of the primal infeasibilities. It can, therefore, be asserted 
that the bases produced by the heuristic are good approximations to optimal ones. 
It is interesting to mention the heuristic's performance in another trial with a set of arbitrarily 
collected or randomly formed 60 small problems, with sizes of up to 15 x 37, and of 6 × 13 on 
an average. With each of these test problems, amazingly enough, the heuristic achieved primal 
feasibility completely, and only left a small number of dual infeasibilities. Therefore, the basic idea 
behind it, i.e., the plausible characterization f an optimal solution (see [8,9]) worked quite well. 
Incidentally, the same idea met success in other contexts as well (see [12-16]); in a computational 
study, for instance, a rule based on it, outperformed MINOS 5.3 significantly with a complete 
set of 48 available NETLIB problems without BOUNDS and RANGES (1997). All these are 
convincing enough to encourage us to believe that the primal and/or dual heuristics, or some 
variant of them, should come into use for providing initial basis in future linear programming 
codes. 
Much research remains to be done. The dual steepest-edge rule, with or without a partiality 
strategy is to be implemented. And since, contrary to its primal version, the proposed dual 
heuristic is more amenable to achieving primal than dual feasibility, it seems to be wise to 
achieve the former first (consequently, a suitable new Phase-2 procedure is needed). In addition, 
although our exploration of the behavior of the dense implementation f the method is certainly 
of interest--there are a range of important dense problems from practice, like those created from 
input-output modeling, and the results offer a valuable clue to method's behavior in solving 
sparse problems--no doubt, however, still needed is a thorough investigation with sparsity taken 
into account; in this respect, the scheme RDP-B with some ordering strategy, incorporated for 
producing a sparser triangular factor, should be preferable to the others. 
Finally, although we do not want to claim too much about its performance based on our 
computational experiments done at this stage---as indicated at the beginning of this section, 
after all, the primary purpose of our presentation is not to entirely prove its superiority to the 
existing modern ones--we would like to conclude that the proposed method is very promising, 
at least. 
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