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1. INTRODUCTION 
Kuratowski [lo] introduced the notion of the measure of noncompactness 
a(A) of a bounded subset A of a (complete) metric space defined by the 
relation 
a(A) = inf (e > 0 1 There exists a finite covering (Ai}:=, 
of A with the diameter of Ai < E). 
Darbo [ 3 1 proved the following fixed point theorem in terms of the measure 
of noncompactness a(A). 
THEOREM. Let X be a Banach space, and let A c X be a nonempty. 
closed, comex, bounded set. Let f: A --t A and suppose that the following 
conditions are satisJied. 
(a) f is continuous. 
(b) There e,vists a number 0 < k < 1 such that for any (bounded) 
subset B of A, a(f(B)) < ka(B). 
Then f has afi.ued point in A. 
Sadovskii [ 18. 191 improved the Darbo fixed point theorem by replacing 
condition (b) by the following condition. 
(c) For any nonprecompact subset B of A. a(f (B)) -C a(B). 
Recently, De Blasi 141 introduced the notion of the measure o(A) of the 
noncompactness in the weak topology defined by the relation (A is a 
bounded subset of a Banach space X) 
to(A) = inf (t > 0 / There exists a weakly compact set KC X 
such that A c K + tB}. 
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where B is the closed unit ball of X, and proved a Sadovskii type fixed point 
theorem. 
On the other hand, Reich [ 15 ] has introduced the notion of the measure of 
nonprecompactness Q(A) of a bounded subset A of a locally convex space X. 
Let .D be a base of neighbourhoods of the origin of X consisting of closed 
convex neighbourhoods of the origin. Let A be a bounded subset of X and 
define 
Q(A) = ( VE .B 1 There exists a precompact set KC X such 
that A c K + V). 
(Note that in the original definition K is a totally bounded set, but a totally 
bounded set is always a precompact set; cf. Bourbaki 121.) A subset Q(A) of 
.;d is called the measure of nonprecompactness of A (with respect to 9). The 
following theorem is a simplified version of the Reich fixed point theorem. 
THEOREM. Let X be a complete Hausdorff locally convex space, and let 
A c X be a nonempty, closed, convex, bounded set. Let f : A + A and suppose 
that the following conditions are satisfied. 
(a) f is continuous. 
(b) For every nonprecompact subset B of A, Q(f (B))? Q(B). 
Then f has a fixed point in A. 
As we shall see below, we can define the measure of nonprecompactness 
in a slightly different manner: 
&A) = ( VE .9 / For any E > 0, there exists a precompact 
set KcXsuch thatAcK+(l +e)V), 
and the above theorem also holds for &A). 
Ambrosetti [ 1 ] initiated the study of the existence of solutions of 
differential equations in a Banach space with the use of the Kuratowski 
measure of noncompactness a(A). On the other hand, Mitchell and Smith 
I14 ] have investigated the existence of weak solutions of differential 
equations in a Banach space with the use of the measure of the weak 
compactness w(A). The purpose of this paper is to study the existence of 
solutions of differential equations in a locally convex space with the use of 
the measure of nonrecompactness &A) (which is more suitable than Q(A) 
for our purpose). We will also investigate the uniqueness and continuous 
dependence on parameters of solutions by means of scalar comparison 
equations. 
Had% [ 5. 61 also investigated the existence of solutions of differential 
equations in a locally convex space with the abstract masure of noncom- 
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pactness based on Sadovskii [ 191, but the basic assumptions are entirely dif- 
ferent. 
The scheme of this paper is as follows. First in Section 2 we will review 
the properties of the measure of nonprecompactness Q(A), &A) and prepare 
the tools that will be employed afterwards. For the basic results of convex 
analysis and topological vector spaces, we refer to Marti [ 121, Rockafellar 
1161, and Kelley and Namioka 191. Then in Section 3 we will treat the main 
theme of this paper, namely, the existence, uniqueness and continuous depen- 
dence on parameters of solutions of differential equations in a locally convex 
space. 
2. MEASURE OF NONPRECOMPACTNESS IN A LOCALLY CONVEX SPACE 
The first part of this section is adopted from Istritescu 18, pp. 197-199 1, 
but some additions are given without particular mention. (The original 
treatment of Reich [ 151 is not suitable for our purpose.) 
Let X be a complete Hausdorff locally convex space. Let .sjp be a base of 
neighbourhoods of the origin of X consisting of closed convex 
neighbourhoods of the origin. Let A c X be a bounded set, and we define 
Q(A) = ( VE .9 j There exists a precompact set K c X 
such that A c K + V). 
The subset Q(A) of .~3 is called the measure of nonprecompactness of A 
(with respect to -8). 
PROPOSITION 1. Let X be a complete Hausdorff local!v concex space. 
and let A, B c X be bounded sets. Then the following statements hold. 
(a) If A c B, then Q(A) 2 Q(B). 
(b) Q(A u B) = Q(A) n Q(B). 
(c) Q(A) = Q(j). 
(d) Q(A) = .;d, if and only if A is precompact. 
(e) Q(A) = Q(co A) = Q&CA). 
(f) rf a 2 b > 0. then Q(bA) 2 Q(aA). 
Proof: (a) Obvious. 
(b) Since A. B cAU B, by (a) we have Q(A). Q(B)2 Q(AU B), 
hence Q(A)n Q(B) 3 Q(A U B). On the other hand, for every 
VE Q(A) n Q(B). there exist precompact sets K,, K, c X such that 
AcK,+ V. BcK,+ V. Hence AuBc(K,UK2)+ V. Since K,UK, is 
precompact. we obtain V E Q(A U B). Thus Q(A) n Q(B) c Q(A U B). 
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(c) Since A c A, by (a) we have Q(A) 2 Q(A). On the other hand, for 
every VE Q(A), there exists a precompact set K c X such that A c K + V. 
Since K is compact and V is closed by assumption, K+ V is closed, and 
hence xc K + I’. It follows that V E Q(A). Thus Q(A) c Q(A). (The 
closedness of V is necessary only for this statement and the second equality 
of (e).) 
(d) If A is precompact, then obviously Q(A) = .Z?. Conversely, for 
every neighbourhood of the origin U, there exists a VE 9 such that 
I’ + V c U. Since Q(A) = J#, there exists a precompact set K c X such that 
A c K + V. Since K is precompact, there exists a finite set Cc X such that 
Kc C + V. It follows that 
AcK+VcC+V+VcC+U. 
Since U is arbitrary, A is precompact (Bourbaki [ 2, II, p. 29, Theorem 3 I). 
(e) Since A ccoA, by (a) we have Q(A) 3 Q(co A). On the other 
hand, for every V E Q(A), there exists a precompact set Kc X such that 
A c K + V. Since V is convex by assumption, co K + V is convex, and hence 
co A c co K + V. Since co K is precompact, we obtain VE Q(co A). Thus 
Q(A) c Q(co A). Finally, since EYA = co A, by (c) we obtain Q(EY A) = 
Q(co A). (The convexity of I’ is necessary only for this statement.) 
(f) If a > b 2 0, then we can easily observe that co(uA U (0)) 3 
co(bA U (0)). Hence by (a) Q(co(uA U (0))) c Q(co(bA U (0))). It follows 
from (e) that Q(aA U (0)) c Q(bA U {O)). Thus by (b) and (d) we obtain 
Q(aA) = QW ). 
THEOREM 1. Let X be a complete Hausdorff locally convex space. Let 
A c X be a nonempty, closed, convex, bounded set. Let f: A + A and suppose 
that the following conditions are satisfied. 
(a) f is continuous. 
(b) With respect to a fixed 9, for every nonprecompact subset B of A, 
Q(fW)? Q(B)- 
Then there e-r&s a point x0 E A such that f (x0) = x0. 
The proof is obtained by means of Sadovskii’s principle. See Sadovskii 
[ 18, 191, or Istritescu [8, pp. 185-1871. 
By the manner in which we define Q(A), it may be possible that for any 
E > 0 there exists a precompact set K c X such that A c K + (1 + &)I’, but 
there exists no precompact set K’ c X such that A c K’ + V. This situation 
538 TOSHIO YUASA 
is inconvenient in the following discussions; hence we introduce a 
modification &A) of Q(A) defined by the relation 
&I) = ( V E .b 1 For any E > 0. there exists a precompact 
set Kc X such that A c K t (1 + &)Vt. 
Note that since V is convex, we have for E > 0, Vc (1 + E)V, hence 
Q(A) c &I). We will also call &A) the measure of nonprecompactness of 
A (with respect to .a) indifferently. (2(A) also possesses the properties stated 
in Proposition 1. 
PROPOSITION 1'. Let X be a complete Hausdorff local!\> convex space, 
and let A. B c X be bounded sets. Then the following statements hold. 
(a) If A c B. then &A) 3 e(B). 
(b) Q(AuB)=&~)~&B). 
ic) C?(A) = &A). 
(d) Q(A) = .9 if and only if A is precompact. 
(e) &A) = &co A) = &=A). 
(f) If a > b > 0, then &bA) II &aA). 
Proof. Similar to the proof of Proposition 1. 
Again, applying Sadovskii’s principle, we obtain the following theorem. 
THEOREM 1'. Let X be a complete Hausdorff locally convex space. Let 
A c X be a nonempty, closed, convex, bounded set. Let f: A + A and suppose 
that the following conditions are satisfied. 
(a) f is continuous. 
(b) With respect to a fixed .9, for every nonprecompact subset B of A. 
&f (B))3 e(B). 
Then there exists a point x,, E A such that f (x0) = x0. 
Let X be a complete Hausdorff locally convex space, and let 
J = [to, to f a] c R be an interval. Let C(J, X) be the space of continuous 
functions from J to X with the uniform convergence topology. Then C(J, X) 
is a complete Hausdorff locally convex space. 
Let .2 be a base of neighbourhoods of the origin of X consisting of closed 
convex neighbourhoods of the origin. Let 
P = {x E C(J, X) 1 For all t E J, x(t) E V). 
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Then 2 = (p 1 VE .5Y} forms a base of neighbourhoods of the origin of 
C(J, X) consisting of closed convex neighbourhoods of the origin. If we 
identify V E 5? and PE 9, then we can characterize the measure of 
nonprecompactness of a bounded set H c C(J, X) in terms of the measure of 
nonprecompactness in X. In the sequel, when we calculate the measure of 
nonprecompactness in X with respect to a fixed ,3, we will always 
understand that we also calculate the measure of nonprecompactness in 
C(J, X) with respect to 2, and identify p with V without particular mention. 
Let H c C(J, X). and let H(t) = {f(t) / f E H} and H(J) = U,,, H(t). The 
following proposition characterizes the measure of nonprecompactness of a 
bounded, equicontinuous subset H of C(J, X). Similar results are obtained 
for ~(4) and w(A) by Ambrosetti [ 11, and Mitchell and Smith [ 14 1, respec- 
tively. 
PROPOSITION 2. Let X be a complete Kausdorff locally conve.y space and 
let J = [to, t, + a] c R be a interval. Let H c C(J, X) be a bounded equicon- 
tinuous set. Then rrle hate 
Proof. (a) For all tEJ, we have H(t)c H(J), hence by 
Proposition l’(a) we obtain &H(t)) 3 &H(J)). Thus 
(b) For each VE Q(H) and for each E > 0, there exists a precompact 
set Kc C(J, X) such that H c K + (I + E)V. Since H is equicontinuous, 
there exists a partition of J, J= U$=, Sj such that for all f E H and all t. 
t’ E sj, 1 <j<f, f(t)-f(t’)EcV. Fix tj E sj, l<j<l. Let 
L = (Jf=, K(tj), where K(tj) = {f(ti) 1 f E K). Obviously, L is a precompact 
set. Then for all f(t) E H(J), there exists an index 1 < j < 1 such that 
f(t) - f(tj) E EV. Since f(tj) E L + (1 + E)V, we obtain 
Now we will prove that (1 + E) V + E V c (1 + 2s) V. Let p be the Minkowski 
gauge functional with respect to V. Then for all x E (1 + E)V and 4’ E EV, we 
have 
p(x + y) < p(x) + p( 4’) < (1 + E) + E = 1 + 2E; 
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hence we obtain x + 1’ E (I + 2s)V. Thus for any E > 0, there exists a 
precompact set L c X such that H(J) c L + (1 + 2a)V. It follows from the 
definition of &N(J)) that VE &H(J)). Thus 
(c) For all VE n,,, &H(t)), we have VE &H(t), t E J. Then for 
any F > 0. there exists a precompact set K = K(t, E) c X such that 
H(t) c K + (1 + E)V. Since H is equicontinuous, there exists a partition of J. 
J= Uf;, S, such that for all f E H and for all t, f’ E Sj, 1 < j< /, 
f(t) -f(t’) E EV. Fix tj E S,i, 1 <j 6 1. Let L = uf-=, K(fi, a), which is a 
precompact set. Then for all f E H and f E .I, we have 
f(f)EL+(l+&)V+&VCL+(1+2&)V, 
hence VE &H(J)). It follows that 
(d) For each VE &H(J)) and for each E > 0. there exists a 
precompact set Kc X such that H(J) c K + (1 + c)Y. Since K is 
precompact. there exists a finite set A c X such that K c A + EV, hence 
H(J) cA + (1 + 2e)V. By Lemma 1.3 in Mitchell and Smith [ 141 with 
obvious modifications, there exist a partition (fi}Ay=o f J, f, < f, < 
12 < ... < fn = t, + a, and a family of functions (hi}?, , , h,(f) E C(J, R), such 
that 
(i) O<h,(f)< 1, fEJ; 
(ii) Cyz, hi(f) = 1, f E J; 
(iii) f(f)-Ci”=,f(ti-,)h,(t)E&V,f~ H, fE.I. 
Let L = (C:t, xihi ( xi E A }, which is a finite subset of C(J, X). Then for all 
f E H and for all 1 < i< M, there exists a point xi E A such that 
f(ri _, ) - xi E (1 + 2s)V. Hence for all t E J we have 
[ 
M 
+ JZ Cf(fi-l)--xi)hj(f) E&V+ (1 + 2&)VC (1 + 3&)V. 
i==l I 
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This shows that H c L + (1 + 3s)V, hence VE &(H). Thus we obtain 
&H(J)) = Q(H). 
Combining (a), (b), (c), (d), we conclude that 
?, &WN = &H(J)) = t%O 
3. EXISTENCE, UNIQUENESS AND CONTINUOUS DEPENDENCE 
ON PARAMETERS OF SOLUTIONS OF DIFFERENTIAL EQUATIONS 
IN A LOCALLY CONVEX SPACE 
Let X be a complete Hausdorff locally convex space and let A c X be 
open. Let J = [to, t, + a] c R be an interval. Let f(t, x) E C(J x A, X). and 
consider the initial value problem of the differential equation 
i(t) = f(f. x(t)), .u(fo) = X0) x0 E A. (1) 
This equation is equivalent to the integral equation 
where the integral is in the Riemann sense. (The existence of the Riemann 
integral is assured by the fact that f(t, x(f)) is uniformly continuous on the 
compact space J (Bourbaki 12, II, p. 29. Theorem 21). 
PROPOSITION 3. .I’:, f(s, x(s))ds E (f - 4)) E( {f(s, x(s)) I s E [ f,. t ] I ). 
This proposition directly follows from the definition of the Riemann 
integral. 
We will start with the local existence theorem. 
THEOREM 2. Assume the following hypotheses. 
(H,) There exists an open sef G c A such that x,, E G c c c A and 
f(J x c) is bounded; or 
(H’,) There exists a closed, convex, bounded set x,, E F c A such that 
B, = EC(f(J x F) U (0 1) is bounded and x0 + cq,B, c F for some a,, > 0. 
(H,) For any bounded set B, c i?, c A, there exist an intercal 
J’ = It,, t, + a’] c J and a constant c > 0 such that for all (bounded) 
nonprecompact sets B c B , , 
&f(J’ x Bl)3 o(B) 
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Lvith respect to a fixed .3. (If B, is precompact, tve understand that this 
condition is uacuousb satisfied.) Then there exists a number 0 < a < a such 
that a solution of (I) exists on [to, t, + a]. 
Proof: As a matter of fact, (H,) implies (H’,). Suppose that (H,) holds. 
Let B, = E?(J(J x c) U (0)). Then by the assumption, B, is bounded. We 
choose a number 0 < a0 < a such that s0 + u,B c G. Let F = x,, + a,, B,, 
and let B, = SJ(J x F)U {O}). Since F c G, we have B, c B,, hence 
s0 + CI,, B,, c F. Thus (H’,) is satisfied. In the sequel, we will suppose that 
(H’,) holds. 
On the other hand, by condition (H?). there exist an interval f’ = 
1 r,,. to + a’ 1 c J and a constant c > 0 such that for all (bounded) 
nonprecompact sets B c F. 
Let c( = inf( aO. a’, c). and let I=lt,,f,+aj. Since O<a<c, by 
Proposition l’(f) we have 
&af(I X B)) EJ Q(cf(Z X B)). 
Moreover, since I c J’. we have ~“(1 x B) cf(J’ x B). hence 
cJ(I x B) c cf(J’ x B). It follows from Proposition l’(a) that 
&fV x B)) = &W x B)). 
Thus for all (bounded) nonprecompact sets B c F, 
If x(t) is a solution of (1) defined on I, then 
x(t) - x(t’) E (t - t’)B,. t, I’ E I. 
Hence we investigate a solution of (1) in the function space 
H = (x E C(Z, F) ) x(to) =x0, x(t) - x(t’) E (I - t’)Bo, I, 1’ E I}. 
Clearly, H is a nonempty, closed, convex, bounded, equicontinuous set in 
C(I, F) c C(I, X). We define the operator T: H -+ H by the relation 
U-x)(t) = xo + (I f(s, x(s)) ds, 
10 
t E I. 
It remains to show that the operator T satisfies the conditions of 
Theorem 1’. 
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First we show that T is continuous. For this we prove the following 
lemma. 
LEMMA 1. Let X, Y be topological vector spaces and let ?‘.i, 7 ;, be a 
system of symmetric neighbourhoods of the origin of X, Y, respective&. Let 
x0 E B c X, and I be a compact space, and let f (t, x) E C(Z x B, Y). 
(a) Under the above assumptions, for every WE 7 ;., there e-Gsts a 
VEr,suchthatfora[lxEBn(x,+V)andtEI,f(t,x)-f(t,x,)E W. 
(b) Let u,: I + B be a net of continuous functions such that 
lim,. u,,(t) = u,(t) uniformly on I (u, E C(I, B)). Then we have 
liy f (4 u,.(t)) = f (t. h(t)) 
uniformly on I. 
Proof: (a) Since f(t, x) is continuous in (t, x), for every WE 2’ ;. and 
t E I, there exist an open neighbourhood I(t) of t and V(t) E 7;. such that for 
all (t’, x’) E I(t) x ((x0 + V(t)) n B) 
f (t’, x’) - f (t, x0) E w. 
Since I is compact, there exist finite points t,,..., t,, E I such that {Z(ti)}lz, 
covers I. Let V= n;=, V(ti). Then for every (t, x) E Ix ((x0 + V) fI B), 
there exists an index i such that (t, X) E I(ti) x ((x, + V(t,)) n B). hence 
(t’ = t) 
(b) Let 
f(t, x) -f(L x0) E w. 
gk -u) = f (t, u,(t) + -u) - f (t3 &l(t))9 
and let D c I x X be the domain of the function g(t, x). Then by (a). for 
every WE 2’ ;., there exists a V E 7, such that for all (t, X) E D n (I x V) 
g(t, x) - g(t9 0) E w. 
Hence if u,.(t) - u,,(t) E V, t E I, then 
f(tv u,,(t)) - f (t, u,(t)) E w. 
The proof is complete. 
Now the continuity of the operator T follows from Lemma 1 and 
Proposition 3. 
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Second, for all nonprecompact sets B c H, we obtain by Propositions 1’. 
2. and 3, 
= (-) 0 ( l-K0 + J’f(S..K(S))dS  x E B 1) IEl 10 
= n ’ f(s. x(s))ds 1 I E B IEI Q(lI h 
(B(I) is nonprecompact by Proposition l’(d) and Proposition 2.) Thus the 
conditions of Theorem 1’ are satisfied. Consequently, there exists a point 
.Y E H such that Tx = x. 
Note. We can easily extend Theorem 2 to functional differential 
equations. Here we interpret (H,) as 
&f(J x B))z t&W) I@ E B, r E I,)). 
where I, is the interval of delay. 
Next we consider the existence of noncontinuable solutions of (1). In the 
sequel we will put J = [t,, 00 [ ; the case J = [t,, t, + a] can be treated by 
extending f(t, X) by the relation 
f(t, x) = f(t, + a, x). t > I, + a. 
THEOREM 3. Let X be a complete Hausdorff IocallJJ convex space and let 
A c X be open. Let J = [t,. co [. Let f (t, x) E C(J X A, X) and assume that 
the following hypotheses is satisfied. 
(H,) For each (T. x,) E J X A. rhere exist an interval I = ]r, r + a] c J 
and an open set x0 E G c c c A such that f (I x c) is bounded; or 
(H’,) For each (r, x,,) E J x A. there exist an interval I = ]r, r + a] c J 
and a closed, convex. bounded set x0 E F c X such that if B, = 
COCf(fXF)U(O}),x,+u,B,cFforsomeu,>0. 
(Hz) For an)’ bounded set B c Bc A and ary interval I = [r. r + a ] c J, 
f (I x B) is bounded. 
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(H,) For each r E J and for each bounded set B, c B, c A, there exists 
art interual J’ = [t. r + a’] c J and a constant c > 0 such that for all 
(bounded) nonprecompact sets B c B , 
with respect o a fixed .8. Then there exists a noncontinuable solution x(t) of 
( 1) in the seme that one of the follow\-ing conditions is satisfied. 
(a) x(t) is defined on J. 
(b) There exists a finite intewal J’ = [t,. GUI c J such that x(t) is 
dejked on J’ and for an)? E > 0, x(t) camot be extended to a solution of ( I ) 
defined on [t,, CO + E [, and x(J’) is unbounded. 
(c) There exists a Jinite intercal J’ = [t,. w[ c J such that x(t) is 
defined on J’ and for arty E > 0, x(t) cannot be extended to a solution of ( 1) 
defined ot1 [t,. w + E[, and x(J’) is bounded. Moreocer. for an)’ bomded set 
B c PC A, there exists a number to < t, < CL) such that s(t,) & B. 
Proof: Let Q be the set of all pairs (J’. s). where J’ = [t,. t, + a[ c J and 
.u(t) is a solution of (1) defined on J’. By Theorem 2, 0 is nonempty. We 
endow R with the order 
Let R, be an arbitrary totally ordered subset of a. Let J’ = UJIEIJ,, J, and let 
x be a function defined on J’ such that xIJ, = x,, (J,, I,) E fiO. Then (J’, .u) 
is the supremum of Q,, in R. Hence by Zorn’s lemma, there exists a maximal 
element (J’, X) in Q. If J’ = J, then condition (a) is satisfied. Suppose that 
J’ = [to, w[ is a finite interval. If x(J’) is unbounded, then condition (b) is 
satisfied. Now suppose that x(J’) is bounded. It remains to show that for any 
bounded set B c 8 c A, there exists a number t, < t, < cu such that 
x(t,) 6? B. Suppose that there exists a bounded set B c Bc A such that 
x(t) E B. t E S. We will show that then there exists a point s, E B such that 
lim I-+w x(t) =x,. Let ,F = (I = [t, w[ 1 to < t < w), which is a base of filter. 
Since X is complete, it is suffkient to show that (X(Z) / I E X} forms a base 
of Cauchy filter. In fact, by condition (H,), the set B, = E(f(.? x i?)) is 
bounded. By Proposition 3 we have 
x(t) - x(t’) E (t - t’)B,. t, I’ E I. 
Since B, is bounded, for any symmetric neighbourhood W of the origin. 
there exists a number A, > 0 such that for all 0 <A <II,, LB, E W. Hence 
(x(Z) 1 I EF} forms a base of Cauchy filter, and therefore lim,-wx(t) = 
X, E B exists. Since x, E Int A. by Theorem 2 there exists a number E > 0 
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such that x(t) can be extended to a solution defined on [t,, o + E[. This 
contradicts the maximality of J’. Thus for any bounded subset B c EC A, 
there exists a number t, < t, < w such that x(t,) 6E B. 
Now we will investigate a sufficient condition for hypothesis (H,) of 
Theorem 3 to hold. 
Let f(f, s) E C(J x A, X), and suppose that f(t, x) satisfies hypotheses 
(H,) or (H’,). and (H,) of Theorem 3. We will suppose that for all VE .9 
and 1 > 0, AVE .a. Suppose further that for each r E J and for each 
bounded set B, c B, c A, there exists an interval I = Is9 r + u] cJ and a 
constantk>Osuchthatifs..r~EB,..u-I,EV(VE.d).tEI, 
f(r, x) -f(f, y) E kV. 
(We say that f(t. AY) is locally Lipschitzian.) Then if c > 0, ck < 1. for any 
(bounded) nonprecompact set B c B,. 
&fV x B))? &Bj. 
In fact. let VE o(B). Then for any E > 0. there exists a precompact set 
KcXsuchthatBcK+(l+&)V.If.u.!‘EB,.u-~E(I+&)V.fEI. 
cf(f. x) - cf(t. .I?) E (ck)( I + &)I’. 
hence (L = cf(l x K)) 
cf(Z x B) c L + (ck)( 1 + E) V c L + (1 + E)V. 
Since L = cf(1 x K) is compact and E > 0 is arbitrary, VE &cf(r x B)). 
Thus 
Q(B) = &I-(~ x B)). 
Since B is nonprecompact, there exists a VE .9 such that I’@ Q(B). Let 
PU, = sup@ > I IPI’@ o(B)\. S ince B is bounded, ,u~ is finite. We will show 
that W =,u,V E e(B). Suppose that W fZ Q(B). Then by definition, there 
exists a number E > 0 such that there exists no precompact set KC X for 
which B c K + (1 + E) W. Hence we also obtain (1 + (s/2)) W & &(B), which 
contradicts the maximality of W. Thus WE &(B). By the above argument 
we obtain (ck)WE &cf(Z x B)). But since ck < 1, we have (ck)W @ &(B). 
It follows that 
Now let fi(f. -u) E (J x A, X), i = 1, 2, and suppose that f;:(f. x), i = 1, 2, 
satisfies hypotheses (H,) or (H’,), and (H,) of Theorem 3. Suppose further 
that f,(t. ?c) is locally Lipschitzian in the above sense, and suppose that for 
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any interval I = [r, r + a] c J and for any bounded set B c Bc A,f,(f x B) 
is precompact. Then we can easily observe that the function 
satisfies hypothesis (H3) of Theorem 3. 
Note. Millionshchikov [ 131 and Rzepecki [ 171 proved the existence of 
solutions for the function of the above type. An example of functions which 
are not of this type will be given at the end of the paper. 
Now we will consider the global existence, uniqueness and continuous 
dependence on parameters of solutions of (1). 
THEOREM 4. Let X be a complete Hausdor- locally convex space. Let 
(P, tad- be a family of semi-norms generating the topology of X. Suppose 
that the hypothesis of Theorem 3 is satisfied with A = X. Suppose further 
that there exists a family of functions (g,(t, u)}~=~, g,(t, u) E C(J x R. R), 
such that 
P&-(4 x)) G g,(t. P,(X)), (t. x) E J x X. 
and suppose that for each a E r, the maximal solution r,(t) of the scalar 
differential equation 
Ii(t) = g,(t. u(t)). UO,) = P&l), 
exists on J. Then all noncontinuable solutions of (1) are defined on J. 
Proof: Suppose that the conclusion of the theorem does not hold. Then 
by Theorem 3, a noncontinuable solution x(t) is defined on a noncontinuable 
finite interval J’ = [to, w[ c J and x(J) is unbounded. On the other hand, by 
the standard argument (Hale [7, pp. 30-32]), we have for all a E r and 
t, < t, < w, 
P&(O) < r,(t), t E [to, (,I, 
hence for all a E r, 
P,W)) < m(t), tEJ’. 
Let A4, = sup IEllO,ul r,(t) < 03. Then we obtain suple,, p,(x(f)) < M,, (;I E r. 
This shows that x(J’) is bounded, which is a contradiction. Thus -u(t) is 
defined on J. 
THEOREM 5. Let X be a complete Hausdorff locally convex space. Let 
ipatacr be a family of semi-norms generating the topology of X. Let A c X 
be open, and suppose that the hq’pothesis of Theorem 3 is satisfied. Suppose 
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further that there exists a family of functions (g,(t. U)laEr, 
g,(t, u) E C(J X R, R) such that g,(t, 0) G 0 and 
p,(f (t. x) - f (t, Y)) < g,(t* p,(x - Y)), tEJ.x,yEA. 
and suppose that for each a E r, r,(t) = 0, where r,(t) is the maximal 
solution of the scalar differential equation 
ti(t) = g,(t, u(t)). 
Then the solution x(t) of (1) is unique. 
u(tJ = 0. 
Proof: Suppose that x(t) and y(t) are two distinct solutions of (1) defined 
on J, and Jz, respectively. Let t, = inf(t E J, f~ J, 1 x(t) # y(t)}. By the 
continuity of x(t) and y(t), we have x(t,) = y(t,). Then there exists a number 
E > 0 such that x(t) and J,(t) are defined on J’ = [t,. t, + E]. By the standard 
arguments (Lakshmikantham and Leela ] 11. Theorem 2.2.1. p. 481). we have 
for all a E I-. 
p,@(t) - y(t)) = 0. tEJ’. 
This implies that x(t) = y(t), t E J’, which is a contradiction. Thus the 
solution x(t) is unique. 
Let X be a complete Hausdorff locally convex space. and let A be a 
topological space. Let J = [to, co [ and let f (t, x, 1) E C(J x X X A. X). We 
will consider the equation 
i(t) = f (t, x, A). x(r) =x0. rEJ,x,EX,lEA, (1’) 
and we will denote by x(r, x0, l)(t) the solution of (1’). Let (prr}aEr be a 
family of semi-norms generating the topology of X. Suppose that for each 
fixed 1 E A, f (t, x, A) satisfies the hypothesis of Theorem 4 by replacing 
f (t, x) by f (t. -Y, A). We will further suppose that the following conditions are 
satisfied. 
(L,) For each A, E A and for each a E r. there exists a function 
h,(t. u, A) E C(J x R X /i, R) such that 
P,(f (4 x. 1) - f(t, x7 4))) 
< h,(t, p,(x), A), tEJ.xEX,~EA, 
and lim,i4,,, r,,,(t) = 0 uniformly for (5, uO) in any bounded subset of J x R, 
where r ,,.,(t) is the maximal solution defined on [r, co [ of the scalar 
differential equation 
C(t) = h,k u, A), u(r) = u. = p,(x,). 
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(L,) For each cf E l-, there exists a function k,(t, U, A) E 
C(J x R x A, R) such that k,(t, U, A) is increasing in U, k,(f, 0, A) = 0 and 
that 
P,(f(h -Y, 1) -fk ?: A)) 
< k,(f, PJX - r). A). fEJ,X, JEX, AEA, 
and ?a,,l(f) 3 0, where ?aq,i(f) is the maximal solution of the scalar 
differential equation 
G(f) = k,(f, u. A), u(r) = 0. 
THEOREM 6. Under the aboce assumptions, for each a E r, 
lim p,(x(r’, yO, A)(f) - x(r, x0. lo)(f)) =0. .I-.Lo p,o’o)-Pa(xo) 
r’-T 
ProojI First we consider the perturbation with respect to 1 E A. By the 
standard arguments we obtain 
P,(X(L ,vo, A)(f) - 4~ -yo. A,)(f)) <r,,.\(f), f E [5, cO[. 
Hence, by condition (L,). 
lim P,(-4~ x0, 4(f) - X(S, -yo, A,)(f)) =0 .l-.llj 
uniformly for (r, p,(xo)) in bounded sets of J x R. 
Next we consider the perturbation with respect to (r, -yo). We have 
x(5’, y,, A)(f) -x(5. x0, l)(f) 
= f(s, x(r’, .vo, l)(s). A) ds] 
-I c x0 + ‘j-(3, x(r, xc,, A)(s)> 1) ds I 
A)(S), 1)- f(s, x(r, x0, 
L '7 
= (.vo - x0> + 1: , [f(s, x(5', yo, 
+ 
I 
” f(s, x(r, x0, A)(s), A) ds. 
7 
l)(s), A)1 ds 
309 84’2 17 
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Let M, = SUP,~,~~,~~ p,(f(r’, x0, A)(r’), A)) for a fixed 6 > 0. Then 
P&(5’, .I’o, l)(t) - -qr. x0, A)(t)) 
G P,(?‘o - -yo) 
Hence by condition (Lz) and the continuous dependence on parameters of 
solutions of the scalar differential equation, we obtain 
lim 
P,~Yo~-P”(xo) 
p,(x(r’, .vo, A)(t) - -y(r, -xol l)(t)) = 0. 
II-7 
The combination of the above two estimations completes the proof of the 
theorem. 
Note. If lim .l+, r,..l(t) = 0 uniformly for t in compact sets, then 
lim pa(.4r’, yo, k)(r) - x(r, x0, Lo)(f)) = 0 
.I -A0 
Pa(YO)-PPa(.Ql) 
r’+r 
uniformly for f in compact sets. 
EXAMPLE. Let X= C(R, R) with the family of semi-norms 
PAX) = ,szp lx(u)I, I, = [-n, n], n = 1, 2 ,... . 
n 
Consider the equation 
Xl@, u) = /l(t) lx(t, u)p 
I 
= + a(t) b(u - v)f(x(t, u)) dc + h(t, u), (2) 
- :I 
?I(t,, u) = x,(u), x0 E x. 
Let J = [to, co [, and assume that the following conditions are satisfied. 
(I-,) W) E cc& RI; 
(L,) 4t) E CM R); 
(L3) b(v) E C(R, R) and supp b is compact; 
(L,) f(v) E C(R, R), and f(t)) is bounded and uniformly continuous 
on R: 
(L,) h(t, U) E C(J x R, R). 
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Now consider the mappings Fi: xw Fi(& x), i = 1, 2, defined by the relations 
F,(t, x)(u) = A(t) /x(u)~~:* + h(t, u); 
F,(t, x)(u) = a(t) I” b(u - o)&(u)) dtl. 
-cc 
We will prove that Fi : X + X and Fi(f, x) is continuous in (t, x), i = 1, 2. 
First we will treat F,. Obviously, we have F, :X-+X. Moreover, the 
mapping x -+ 1 x 1 ‘I* is continuous on X. In fact, if 1 x(u) - xO(u)l < E, u E I,, 
then 
1 Ix(u)I”* - Ixo(u)~“*I < (1/2)sL1*, if Ix,(u)1 > 2e, 
and (*) 
I Ix(u)I’:* - Ix&)I’~*/ 
< (2”2 + 3b91/2, if I.uO(u)I ,< 2c. 
Hence we can easily observe that F,(t. x) is continuous in (t, x). 
Next we will treat F,. Since the support of b is compact, for all x E X and 
u E R. F,(I, x)(u) is well defined. We will show that F,(f, x)(u) is continuous 
in 24. Let a, = s~p,,,,,,,~, la(t)1 and M= SUP,,,~ If(~)l < co. Then we obtain 
b(u - c)f(x(v))dc - a(r) j-= 
-cc 
b(u, - u)f(x(o))du 1 
<a,M m 
1 
I b(u - u) - b(u, - o)l do. (3) 
- cc 
Since the support of b is compact, Fz(t, x)(u) is continuous in U. Now we 
will prove that F,(t, x) is continuous in (t, x). It is sufficient to show that for 
any n E N and E > 0, there exists a number n’ E N and constants 6, > 0, 
S, >0 such that if it-t,-I<6, and Ix(u)-x,,(u)/<~,, uEZ,., then 
We have 
lF,(k x)(u) - Fzk,, -d(u)l < G UEZ,. 
Fzk x)(u) - Fz(&,, xc,)(u) 
= a(f) ICC b(u - c’)f(x(u))dLl - a(&,) j-a b(u - v)f(x&))du 
- s - a 
= (a(t) - a(&,)) j-” b(u - u)f(x,(u))du 
-cc 
m + a(r) I 0 - ~Hf(x(v)) -fM~))ld~~. -m 
552 TOSHIO YUASA 
We choose a number n, E IV such that supp b cZ,,, and let I,, = I, + I,,. 
Let L = su~,,-~~, sib la(t)1 for a fixed 6 > 0, and let M = i?, lb(v)] du < 00. 
There exists a number 0 < 6, < 6 such that if (t - t,( < 6,. 
Then we choose a number & > 0 such that if ],Y(P) - ,u,,(c)] < 6>, L’ E I,.. 
then If(.u(c)) -f(sO(~l))] ,< &/L&f. We obtain 
b(u - c)[f(x(r)) - j-(x,(t!))l dr 
b(c)[f(x(u - I’)) -j-(x& - 1’)) 1 du < E, uE/,. 
- a. 
because u E I, and L’ E I,, implies u - L’ E I,,. It follows that if /t - t,] < 6, 
and I-u(u) - .u,Ju)l < c?,, u E I,.. then 
Now we will show that conditions (H’,). (H,), (H3) of Theorem 3 are 
satisfied for @ = F, + Fz. 
(H’,) Fixed (r, -x0) E J x X. Let MA = supur,. ]xO(u)]. Fix 6 > 0, and let 
iv; = sup lh(& U)]. 
fE[T,T+61 
UCI, 
Let M,=sup(Mf,,M~}, and let F=(xEXlp,(x)<ZM,+ 1, nEN]. 
Clearly, F is a closed, convex. bounded subset of X. Let 
2, = sup IA(r)/. a, = sup la(r)/. 
fe[T.I+dl fGIT.r+dl 
K= r’ 
I 
I b( z’)I dt!, L = sup If(v)] < co. 
- x L’ER 
We choose a number 0 < u < 6 such that uA, ,< 2, aa, KL < 4. (I < f. Let 
I = [r. r f a], and let B, = %(@(I x F) U (0)). Then we can easily observe 
that x,, + a,B, c F. Thus condition (H’,) is satisfied. 
(H,) Let I= [ r, r + a] CJ be a finite interval and let B c X be a 
bounded set. Clearly, @(I X B) is a bounded subset of X. 
(H,) First, by inequality (3), F,(I x B) is a bounded, equicontinuous 
subset of X, hence a precompact subset of X. 
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Let 9 = {V,(E) 1 n E N, E > O}, where V,(E) = {X E X 1 p,(x) < E}. Let B 
be nonprecompact. 
If with a fixed n EN for all E > 0 we have V,,(E) E e(B), then 
Bn= MnI-~-l is precompact in C(Z,, R), hence B, is bounded and 
equicontinuous. An argument similar to (*) shows that Bk = 
(y IIn 1 y E F,(Z x B)} is bounded and equicontinuous and hence Bk is 
precompact in C(Z,, R). It follows that V,(E) E Q(F,(Z X B)) for all E > 0. 
Now let n, E N be the smallest number such that V,Je,) & e(B) for some 
Eg > 0. Then for all )I > n,, we have V,(E& @ Q(B). Letting 
k = (21’2 + 31’2)&72’, we have V,(ke)E O(F,(Zx B)). if E > E” and 
Vn(c) E o(B). Hence, we can easily observe that for a constant c > 0 
&WV x B)Ki’ t?(B). 
Thus, @ = F, + F, satisfies condition (H3). (Note that if 0 E B, then 
F,(t, x) is not Lipqchitz continuous on Z X B.) 
It follows from Theorem 3 that there exists a noncontinuable solution -u(t) 
of (2). Moreover, if Ix(u)1 > 1, then 
I @‘Cf. -~)(u)l < IW)l IG)l + K l4tI + I W. u)l- 
where K > 0 is a constant; hence by Theorem 4, x(t) is defined on J. 
REFERENCES 
I. A. AMBROSETTI, Un teorema di esistenza per le equazioni differenziali negli spazi di 
Banach, Rend. Sem. Mat. Univ. Padoca 39 (1967). 349-361. 
2. N. BOURBAKI. “Topologie g&&ale,” Chaps. I-IV, Hermann. Paris, 1971. 
3. G. DARBO, Punti uniti in transformazioni a codominio non compatto, Rend. Sem. Mat. 
Unit. Padoca 24 (1955), 84-92. 
4. F. S. DE BLASI. On a property of the unit sphere in a Banach space, Bull. Math. Sot. Sci. 
Math. R. S. Roumanie 21 (69) (1977). 259-262. 
5. 0. HADZI~, Existence of the solution of the system of the differential equations in locally 
convex spaces, Mat. Vesnik I2 (27) (1975), 63-70 [in Serb*Croatian]. 
6. 0. HADZI~. Implicit differential equations in locally convex spaces, Atbl. Imf. Math. 
(Beograd) 19 (33) (1975). 66-72. 
7. J. K. HALE, “Ordinary Differential Equations,” Wiley-Interscience, New York. 1969. 
8. V. I. ISTRATESCU, “Introducere in Teoria Punctelor Fix,” Ed. Academiei R. S. Rominia. 
Bucure$ti. 1973. 
9. J. L. KELLEY. I. NAMIOKA er al., “Linear Topological Spaces.” Van Nostrand. New York. 
1963. 
10. C. KURA~OWSKI, Sur les espaces complets, Fund. Math. 15 (1930), 301-309. 
I I. V. LAKSHMIKANTHAM AND S. LEELA, “Differential and Integral Inequalities.” Vol. I. 
Academic Press, New York, 1969. 
12. J. K. MARTI. “Konvexe Analysis.” Birkhluser Verlag. BaseI/Stuttgart. 1977. 
554 TOSHIO YUASA 
13. V. M. MILLIONSHCHIKOV. On the theory of differential equations in locally convex spaces. 
Mar. Sb. 57 (99) (1962), 385406 [in Russian]. 
14. A. R. MITCHELL AND CHRIS SMITH. An existence theorem for weak solutions of 
differential equations in Banach spaces, in “Nonlinear Equations in Abstract Spaces” (V. 
Lakshmikantham. Ed.), Academic Press, New York, 1978. 
15. S. REICH, Fixed points in locally convex spaces, Math. Z. 125 (1972), 17-3 1. 
16. R. T. ROCKAFELLAR, “Convex Analysis.” Princeton Univ. Press, Princeton, N. J.. 1970. 
17. B. RZEPECKI, An extension of Krasnoselskii’s fixed point theorem, Bull. Acad. Polon. Sci. 
Sir. Sci. Mufh. 27 (1979). 48 I-488. 
18. B. N. SADOVSKII. On a fixed point principle. Funkcional. Anal. i Priioien. I. No. 2 
(1976). 74-76 [in Russian]. 
19. B. N. SADOVSKII. Limit compact and condensing operators, Uspehi Muf. :Vauk. 27 (I ) 
(1972). 81-146 [in Russian]. 
