Introduction
In recent years, the interest for image labeling, classification and retrieval based on high-level semantic concepts, such as aesthetical measurements or emotions, has increased (see for instance Datta et al. [4] ). Here we focus on the closely related concept of harmony, and propose a predictive model that can be used for estimating the perceived harmony of ordinary multi-colored images. Our approach is based on an earlier developed harmony model for two-color combinations, derived from psychophysical experiments. A mean shift segmentation method is used for detecting color regions in the image. A set of parameters are extracted based on segmented regions, relationships between regions, and the two-color harmony model. A crossvalidation approach, involving linear regression and a psychophysical experiment, is used for validating the model and for selecting parameter weights. The model predicts a numerical harmony score on a harmony scale ranging from harmonious to disharmonious. An intended application is when the harmony scale is divided into intervals or categories, and used in automatic labeling or image classification. Our method is a first attempt in creating a predictive harmony model for multi-colored images. We plan to include the model in a broader use of aesthetics and color semantics in image labeling and Content Based Image Retrieval. The method is developed and evaluated with a test database containing 5000 images, both photos and graphics. The database is a randomly selected subset of a much larger database used in previous research.
One should emphasize that we cannot expect the proposed method to deliver a correct result for every possible image. The concept of harmony, especially when applied to multi-colored images, is influenced by many factors, such as cognitive, perceptual, cultural, viewing conditions, etc. Moreover, since our predictions are based on color content only, it is, of course, possible to find images with other types of content, for instance objects in the scene, that are heavily affecting the perceived overall harmony. We will, however, illustrate that the proposed method results in predictions that can be useful in large scale image indexing.
The paper is organized as follows. In the next section we give an overview of related work. In Section 3, the twocolor harmony model is summarized. A psychophysical experiment, investigating whether humans perceive harmony of color images in similar ways, is described in Section 4. Section 5 presents the predictive model for multi-colored images, and the model is validated in Section 6. Results are given in Section 7, followed by summary and conclusions in Section 8.
Related work
In color research, a common definition of harmonious color combinations is "colors that are said to generate a pleasant effect when seen in neighboring areas". Research in harmony has usually been carried out on rather restricted combinations of colors, like two-color combinations. An extensive study by Ou & Luo [16] investigates harmony in two-color combinations in order to develop a quantitative model for prediction. In psychophysical experiments, color pairs were assessed on a category scale related to harmony.
The model shows satisfactory performance for prediction of two-color combinations. However, the authors point out that the model was only developed for two-color combinations, consisting of uniform patches on a gray background. They conclude that harmony of more complex images containing more than two colors, etc. needs to be addressed in future research. Their model is used as starting point for the experiments presented in this study.
Another extensive study on harmony, including many thousand participants, was presented by Nemcsics [14] [15] . The study uses the Coloroid color system. In the first paper the harmony content of different scales with similar hue was investigated. The paper ends with an extensive list of detailed conclusions about color harmony. However, it seems rather complicated to express them in general terms, applicable in, for instance, other color spaces. The second paper investigates the harmony content of different monochrome color pairs. Conclusions are that a harmony function can describe the variation of harmony content as a function of brightness-and saturation-intervals. Moreover, the variation of harmony content depending on brightnessand saturation-intervals is not being influenced by the hues of colors of the color pair in the composition.
Harmony has also been used in computational imaging to beautify images. Cohen-Or et al. [1] present a method that enhances the harmony among colors of a given image or photograph. They define different harmonic templates on the hue wheel, based on a notion of harmony originating from Itten [11] . Then the user selects a template, and hue values in the image are shifted towards template sectors. The method tries to preserve the original colors as much as possible, and at the same time avoid splitting large regions of uniform colors. Another important research area related to color harmony is interior and product design. Examples of papers discussing how to select colors in interior design based on harmony and other semantic concepts can be found in Shen et al. [22] , Nakanishi et al. [13] , and Shen et al. [21] . Similar ways of using color harmony, but in product design, can be found in Tsai & Chou [24] , Tokumaru et al. [23] , and Hsiao et al. [10] .
When discussing harmony, we can also involve the closely related research field of color emotions. These are emotional feelings evoked by single colors or color combinations, typically expressed with semantic words, such as "warm", "soft", "active", etc. Similar to harmony, the research concerning color emotions has usually been carried out on rather restricted sets of colors, often including only single colors or two-color combinations. An extensive study is presented in a series of papers by Ou et al. [17] [18] [19] . They investigated the relationship between color emotions and color preference. Color emotion models for single colors and two-color combinations are derived from psychophysical experiments. Observers were asked to assess single colors on ten color emotion scales. It is then shown that factor analysis can reduce the number of color emotions scales to only three categories, or color emotion factors: activity, weight and heat. Examples of similar studies can be found in Kobayashi [12] , Sato et al. [20] and Xin [9] .
Another topic related to harmony is the concept of aesthetics. Datta et al. [3] use a computational approach for studying aesthetics in photographic images. They use photos from an online photo sharing Website, peer-rated in two qualities, aesthetics and originality. Methods for extracting numerous visual or aesthetical features from the images (like Colorfulness, Depth of field, etc.) are developed, and the relationship between observer ratings and extracted features are explored through a statistical learning approach using Support Vector Machines and classification trees. For certain visual features, the results are promising. In [5] they use the same data, but a weighted linear least squares regressor and a naive Bayes' classifier is utilized, which increases the performance considerably. In [6] , Datta et al. discuss the future possibilities in inclusion of image aesthetics and emotions in, for instance, image classification. They introduce the phrase "aesthetic gap", and report on their effort to build a real-world dataset that can be used for testing and comparison of algorithms related to this research area.
Color harmony
For deriving color harmony scores, we utilize the quantitative two-color harmony model developed by Ou & Luo [16] . In psychophysical experiments, observers were presented with color pairs, and harmony scores were assessed for each color pair using category scaling. From the results a quantitative model was developed, consisting of three independent color harmony factors: chromatic effect (H C ), lightness effect (H L ), and hue effect (H H ). The factors are combined to form a two-color harmony model, where CH defines the overall harmony score
where
where C * ab is CIELAB chroma, and h ab is the CIELAB hue angle. ΔH * ab and ΔC * ab are CIELAB color difference values in hue and chroma, respectively (see Fairchild [8] ). L * 1
and L * 2 are lightness values of the constituent colors in a color pair. We cannot expect that applying the model on images will give an exact prediction for every single image, but we will show that predicted harmony values and the judgments of human observers are sufficiently statistically correlated to be useful in image indexing.
Psychophysical experiment
To establish that humans do perceive the harmony of multi-colored images in similar ways, and for gathering data that can be used when training the model, a psychophysical experiment is conducted. A common approach in psychophysics is that the observers are judging samples (images) on different scales or rulers ranging from one "ness" to another, for instance harmonious to disharmonious. Depending on the situation, different types of scales can be used. A common scaling method is ordinal scaling, where labels (usually adjectives) or numbers are used to represent the order of the samples. A popular version of ordinal scaling is category scaling, where observers place samples in categories, labeled with names or numbers. A major drawback with this approach is that we don't know the exact distance between samples. If we instead use interval scaling, we add the property of distance to the ordinal scale, which means that equal difference in scale values represents equal differences in the sample attribute. A frequent approach is to let observers place samples on a scale ranging from one "ness" to another, where samples can be placed anywhere on the scale (also on top of each other). A comprehensive description of different methods used in psychophysics can be found in Engeldrum [7] .
User study
Two user studies were conducted, a pilot study using category scaling, and a main study using interval scaling. Since the intended usage of the predictive model is in any image database, including databases on the Internet, where we have no control over user environments, also the psychophysical experiments are carried out on the Internet.
In the pilot study observers are judging one sample at a time, using a category scaling method. Samples are randomly selected from our test database of 5000 images. The harmony scale is divided into five equal-appearing intervals, or categories, ranging from harmonious to disharmonious, and the observer can only pick one of them. In total, 52 observers (both males and females ranging from approximately 20 to 65 years old) participated in the study, judging in total 567 samples. The main purpose of the pilot study is to select a set of samples to be used in the main study.
The main study uses an interval scaling method. Observers are shown a set of samples, and then asked to place samples on a scale ranging from harmonious to disharmonious, so that the distance between samples corresponds to the difference in perceived harmony. Samples are selected based on judgments in the pilot study, where the scale was divided into five categories. From the set of samples assigned to each category, two samples are randomly drawn, giving us in total 10 samples. We cannot claim that the selection is a representative subset of all possible images, but the selection should provide a more homogeneous coverage of the harmony scale than a random selection. The user interface, showing the selected samples, can be seen in Fig. 1 .
The number of observers in the main study was 33 (both males and females ranging from approximately 20 to 65 years old). Most of them did not earlier participate in the pilot study. To compensate for the "rubber band effect" (observers are using the scale in different ways), we calibrate observers to a common scale by adjusting judgments until they have the same mean and variance. To measure the inter-observer agreement, a measure of how well observers agree with each other, we adopt the method and terminology used by Ou & Luo [16] . The agreement can be derived by averaging the Root Mean Square (RMS), between each observer's judgment and the overall mean, given by 
Harmony in multi-colored images
Since the predictive model should be applicable to any image collection, including thumbnail databases and image collections from the Internet, we are forced to make some simplifications. The maximum image size is set to 128 pixels (height/width). When transforming RGB coordinates to CIELAB coordinates, we assume images are saved in the sRGB color space, and we use the standard illumination D50. Moreover, our approach is based on two assumptions about image harmony content: 1) The overall image harmony can be estimated from a subset of all possible two-color harmonies found in the image, and 2) Disharmonious image content overrides harmonious content. The later means that if an image contains both high and low harmony scores, corresponding to harmonious and disharmonious color combinations, the disharmonious score is the most important factor in the perceived overall harmony. The initial step is to segment the image into color regions. This is done with a mean shift segmentation algorithm. Then harmony scores for different combinations of segmented regions are included in the model, together with a measure of the variance among derived scores.
Image segmentation
Since we want to use two-color harmonies, the initial step is to extract representative colors, or color regions, from the image. We use the mean shift based image segmentation method proposed by Comaniciu & Meer [2] . The method is included in the freely available EDISON system 1 . When running the segmentation method on our thumbnail images, default settings are used for all parameters except for the minimum region area, which is set to either 2.5% or 0.25% of the number of pixels in the image. Each detected region r is described by its region area a r , and a representative color color p r . In addition, we derive the centroid for each region, denoted c r . A few examples of original images, and illustrations of segmented images, can be seen in Fig. 2 .
Based on the simplifications mentioned in Section 5, the color of each segmented region is converted from RGB coordinates to CIELAB coordinates. CIELAB coordinates can be used as input to the two-color harmony model described in Section 3. However, we assume it is unnecessary to derive a harmony score for every possible two-color com- bination in the image. Instead, we create two different sets of regions, derived from two different segmentation runs. The difference between the two sets is the allowed minimum area of segmented regions. The resulting two sets can be described with
where q is the number of pixels in the image. The maximum number of segmented regions in R 1 and R 2 respectively, are 40 and 400. For some extreme images (containing only a few colors), R 1 and R 2 can contain similar regions. But for most images, R 2 contains many more regions than R 1 . The number of large (R 1 ) and small (R 2 ) regions found are denoted n and m respectively. Different strategies are used for measuring the harmony within each set.
Harmony from large regions
In our test database, the average number of segmented regions included in R 1 is 16.5. We assume that large regions interact with each other (in terms of harmony), even if they are located in different parts of the image. Consequently, we derive the harmony score for every unique combination of color regions included in R 1 . For n detected regions, it is possible to obtainn = n(n − 1)/2 different two-color combinations. Using the equations in Section 3, the harmony score is derived for color combination r 1 = {1, ...,n}, and saved in a vector L of lengthn. The harmony score for the entire image, denoted l, is then defined as the minimum in L. Disharmonious color combinations corresponds to small values, and vice versa. The approach agrees with the assumption in Section 5, stating that disharmonious image content overrides harmonious content.
Harmony from small regions
In our test database, the average number of small color regions is 133.4. For small regions, we find it unnecessary to derive harmony scores for every possible two-color combination in the entire image. Instead, we assume that the harmony score is mainly affected by the neighboring colors, and derive local harmony scores for subsets of R 2 . The total number of regions in R 2 is denoted m. For each region r 2 = {1, ..., m}, we search for the five closest neighbors in R 2 , based on the Euclidean distance between the centroid values c r . Using the equations in Section 3, harmony scores are derived between r 2 and the five neighboring regions, and the scores are saved in row r 2 and column 1 − 5 in the matrix U (r 2 , 1 − 5). After deriving harmony scores for each region r 2 , the harmony score for the entire image, denoted s, is defined as the minimum value in U .
An additional parameter, based on the variance among derived harmony scores, is added to the model. The assumption is that a local region containing many different harmony scores is contributing negatively to the perceived overall harmony. For each region r 2 = {1, ..., m}, the variance among derived harmony scores U (r 2 , 1 − 5) are saved in a vector σ 2 u , given by
Finally, the variance representing the entire image, denoted σ 
Overall harmony
For deriving the final harmony score, h, we use a weighted combination of the harmony score from large regions, l, the score from small regions, s, and the measure of harmony variance denoted σ
with the constant k = 1. The weight matrix W , with weights {w 1 , w 2 , w 3 , w 4 }, is derived from the psychophysical evaluation, as described in the next section. We find the choice of parameters appropriate for this initial study. Upcoming experiments will investigate the inclusion of additional parameters.
Cross-validation
A linear regression is used to determine the weight coefficients in W . To avoid overfitting we used a first order regression, where W can be derived from
s contains predicted parameter values from observer j = {1, ..., J}. X contains the corresponding observer judgments.
By using leave-one-out cross-validation, we can train and validate the predictive model in the same procedure. A single observation is used for validation, and remaining observations are used for training. The procedure is repeated such that each observation is used once for validation. In our experiments, a single observation corresponds to the judgment from one observer, resulting in J number of training/validation runs. Training is performed with the linear regression method, and the Pearson product-moment correlation coefficient r between observer judgments and predicted values is used for validating the data. The correlation coefficient measures the strength and direction of a linear relationship between sets of variables, this time judgments and predictions. For a perfect increasing (or decreasing) linear relationship the correlation is 1 (or -1). If variables are independent then the correlation is 0. The correlation coefficient, here denoted crr, is defined as
where x i and h i are positions on the harmony scale, x i and h i are mean positions, and σ x and σ h are standard deviations of all positions for observer judgments and predicted values respectively. T represents the number of samples.
Results
Correlation coefficients obtained for training/validation runs 1, ..., J can be seen in Fig. 3 . We notice that the correlations between judgments and predicted values are relatively high. The mean correlation coefficient over all runs, To illustrate the performance of our predictive model, harmony scores are derived for the 5000 images in our test database, and different collections if images are plotted in Fig. 7 . In the top row we show the 10 most harmonious images. The 10 most disharmonious images are shown in the bottom row. In the two middle rows, 10 images are randomly selected from the 5% most harmonious or disharmonious images in our database. From a visual evaluation of indexed images, we can draw the following conclusions about the color content of harmonious and disharmonious images. Harmonious images often contain colors with high lightness values, blue hues, or colors varying only in lightness. The opposite is found for red hues, and for many colors with very high chroma (saturation). Moreover, the har- Harmony score Figure 6 . The mean observer judgment for each sample is marked with a short horizontal line, and the vertical line shows ±1 standard deviations of all observer judgments. The dashed line, connecting different samples, represents the predicted harmony score. mony scores for images containing a lot of different colors are often low, which is rather obvious since the probability to find a disharmonious color combination usually increases with the number of colors. It is not surprising that the results agree with the two-color harmony principles given by Ou & Luo [16] .
The findings of this study are implemented in our publicly available demo search engine 2 , where visitors can evaluate the model by interacting with the system.
Summary and conclusions
We have proposed and evaluated a predictive model that can be used for estimating the perceived overall harmony of ordinary multi-colored images. An intended application is indexing in large image databases. If the harmony scale is divided into intervals or categories, the model can be used in automatic labeling or image classification. The predictive model is based on earlier research concerning two-color harmonies. Color regions of images are extracted using mean shift segmentation. Global and local harmony scores are derived for two-color combinations included in different subsets of all segmented regions, and statistical measurements of the obtained harmony scores were shown useful for predicting the overall harmony of an image. The model was validated in a psychophysical experiment, where observers judged images on the harmony scale. The findings show that humans perceive color harmony for multi-colored images in similar ways, making it feasible to develop a predictive model. The correlation between observer judgments and the predictive model was evaluated with the Correlation coefficient r, and the obtained correlation was 0.84 for 2 http://media-vibrance.itn.liu.se/imemo/ a "mean observer". It is always difficult to draw conclusions from single correlation values, but the correlation is within the range of what is usually considered a sufficient correlation. Our approach was based on two assumptions about harmony of images: 1) The overall image harmony can be estimated from a subset of all possible two-color harmonies found in the image, and 2) Disharmonious image content overrides harmonious content. Results obtained indicate that both assumptions are valid. Since the concept of harmony, especially for multi-colored images, includes many complex factors, we point out that the model will not deliver correct results for every possible image.
The number of parameters included in the model is rather limited. One can probably think of hundreds of measurable image parameters that might be influencing the perceived overall harmony of an image. However, since this is an initial study within this unexplored research area, we believe the selected parameters can function as a starting point for future research. An example of an image parameter that can be investigated in upcoming research is the frequency content of an image. One can assume that highly "cluttered" images, with sharp transitions between colors, are perceived less harmonious than images containing only smooth transitions. We plan to include the model in a broader use of aesthetics and color semantics in image labeling and Content Based Image Retrieval. 
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