Kazhdan and Lusztig have shown that the partition of the symmetric group Sn into left cells is given by the Robinson-Schensted correspondence. The aim of this paper is to provide a similar description of the left cells in type Bn for a special class of choices of unequal parameters. This is based on a generalization of the Robinson-Schensted correspondence in type Bn. We provide an explicit description of the left cell representations and show that they are irreducible and constructible.
Introduction
The Robinson-Schensted correspondence is a classical combinatorial instrument which gives rise to a partition of the symmetric group S n into pieces which are indexed by the various standard tableaux of size n (with a filling by the numbers 1, . . . , n). Kazhdan and Lusztig have given a completely different description of that partition by using the construction of a new basis (the "Kazhdan-Lusztig basis") of the Iwahori-Hecke algebra of S n . In this context, the pieces in the partition are called left cells. Now the definition of left cells makes sense for any (finite or infinite) Coxeter group, using the Kazhdan-Lusztig basis of the one-parameter or even multi-parameter Iwahori-Hecke algebra. One of the important aspects of this construction is that each left cell gives rise to a representation of the Iwahori-Hecke algebra where the underlying vector space has a natural basis indexed by the elements in that left cell. Now, in the case of finite Coxeter groups and one-parameter Iwahori-Hecke algebras, the decomposition of the left cell representations into irreducible representations is completely known. For the symmetric group S n , Kazhdan and Lusztig [11] showed that each left cell representation actually is irreducible. In the remaining types, the left cell representations are no longer irreducible and Lusztig [15] showed how they decompose into irreducibles.
This paper is concerned with the multi-parameter case. Note that, as far as finite Coxeter groups are concerned, we only have to deal with the dihedral groups and Coxeter groups of type F 4 and B n . For type B n and a special choice of the parameters (which allows a geometric interpretation), Lusztig [13] showed that, again, all left cell representations are irreducible. For the dihedral groups and type F 4 , results in the multi-parameter case have been obtained by Geck and Pfeiffer [8] , Geck [4] and Lusztig [17] .
CÉDRIC BONNAFÉ AND LACRIMIOARA IANCU
In this paper, we consider Coxeter groups of type B n with diagram and parameters of the corresponding Hecke algebra H n given as follows:
It is easy to see that the left cells are independent of the particular value of c, as long as c is sufficiently large. We are precisely interested in this "asymptotic" case, where c is sufficiently large. We shall actually prove a result which implies that all the left cell representations in that case are irreducible. This gives a new construction of "integral" forms of the irreducible representations; the first such construction is due to Dipper, James and Murphy [2] . Our result involves a generalization of the classical Robinson-Schensted correspondence. This is the subject of Section 3; the generalization does not only work for the Coxeter groups of type B n but for all complex reflection groups of type G(e, 1, n) (see [10] ).
Analogously to the case of S n , the generalized Robinson-Schensted correspondence gives rise to a partition of the Coxeter group W n of type B n into pieces which are indexed by pairs of standard bitableaux of total size n (with a filling by the numbers 1, . . . , n).
Our aim is to show that the left cells in type B n with the above choice of the parameters are given by the generalized Robinson-Schensted correspondence. As a consequence, we obtain that the left cell representations of H n are irreducible and we retrieve the classical parametrisation of irreducible H n -modules.
The paper is organized as follows. After introducing the general set-up in §2, we define in §3 the generalized Robinson-Schensted correspondence and give its first properties (Knuth correspondence, compatibility with parabolic subgroups...). In §4, we define a decomposition of elements of W n which sounds like Clifford theory for elements. This decomposition gives a new description of Robinson-Schensted cells in terms of cells for symmetric groups (Proposition 4.8). One of the main tools developed in this section is Proposition 4.4.
In §5, we recall the basic notions and results concerning the construction of the Kazhdan-Lusztig basis and left cells in the multi-parameter case for general Coxeter groups. For this purpose, it is convenient to work in the general setting described by Lusztig (see [13] and [17] ). In §6, we come back to W n : we will replace the parameter q c by a new variable Q and work with the Iwahori-Hecke algebra H n of type B n with two independent parameters q and Q. The main results of this section are the following. First, Kazhdan-Lusztig polynomials are polynomials only in q (Theorem 6.3 (a)). Second, we obtain a kind of grading for left cells (Theorems 6.3 (b) and 6.6). The last section is devoted to the proof of the main results of this paper, namely the explicit description of Kazhdan-Lusztig left cells (Theorem 7.7) and the fact that left cells representations are irreducible and explicitly determined (Proposition 7.11).
The set-up
We introduce in this section all the notation we need concerning the Coxeter group of type B n . This group has a presentation with a set of generators S n = 
We visualize this presentation by the diagram
A group with a presentation as above can be naturally realized as the finite reflection group of type G(2, 1, n), that is, as the subgroup of GL n (C) consisting of all matrices whose nonzero coefficients are 1 or −1 and where there is precisely one nonzero coefficient in each row and each column. For our purposes, it will be more convenient to work with a different realisation, using permutations.
B n as a permutation group.
Let n 1 and consider the set
We denote by S(I n ) the group of permutations of the set I n and we set
In other words, if w n ∈ S(I n ) is defined by I n → I n , i → −i, then W n is the centralizer of w n in S(I n ). We define the following transpositions in S(I n ):
Then w n = t 1 t 2 · · · t n . The order formulas for centralizers in symmetric groups (see [18, Chap. I]) show that |W n | = 2 n · n!. It is easily checked that t 1 , t 2 , . . . , t n generate a subgroup N n ⊆ W n which is isomorphic to (Z/2Z) n . Furthermore, the elements         
generate a subgroup S n ⊆ W n which is isomorphic to the symmetric group of degree n. We set Σ n = {s 1 , s 2 , · · · , s n−1 }. Since N n ∩S n = {1}, we have |S n N n | = |S n | · |N n | = 2 n · n! and so W n = N n S n . We now set
The previous discussion shows that
In terms of these generators, the above transpositions t i are given recursively by t i+1 = s i t i s i for 1 i n − 1. Finally, since the generators t, s 1 , . . . , s n−1 satisfy the relations specified by the above diagram and since |W n | = 2 n · n!, we conclude that these relations form a set of defining relations for W n .
Remark 2.2. The fact that each element π ∈ W n commutes with w n = t 1 t 2 · · · t n implies that π is uniquely determined by the images of 1, . . . , n. Indeed, if we know π(i), then we also know π(−i) = −π(i). Thus, if we set
then the sequence of numbers p 1 , . . . , p n is a permutation of 1, . . . , n. Thus, we shall represent π by the array
Length function, Bruhat ordering.
Using this choice of generators, we can define the length function : W n → N. It is easily checked that w n is the longest element of W n : we have (w n ) = n 2 . If w ∈ W n , we denote by t (w) the number of occurrences of t in a reduced decomposition of w. This does not depend on the choice of the reduced decomposition. We set s (w) = (w) − t (w). It is easily checked that, if w and w are elements of W n such that (ww ) = (w)+ (w ), then t (ww ) = t (w) + t (w ) and s (ww ) = s (w) + s (w ). For instance, we have, for every i ∈ I n ,
So t (w n ) = n and s (w n ) = n 2 − n. This implies that, for every w ∈ W n , we have t (w) n. We denote by the Bruhat order on W n defined by the set of generators S n . We write x < y to say that x y and x = y. If w ∈ W n , we define its left descent set L(w) and its right descent set R(w) as follows:
On the Robinson-Schensted correspondence
In this section we describe a generalization of the classical Robinson-Schensted correspondence (which is concerned with the symmetric group S n ) to the Coxeter group of type B n . For more details on the classical correspondence see Knuth [12, 5.1.4] or Fulton [3, Part I].
A generalized Robinson-Schensted correspondence.
Let us first introduce some more notation. If λ is a partition, and if T is a standard tableau of shape λ, we set |T | = |λ| (the number |λ| is called the size of T ). A bipartition (of n) is a pair (λ, µ) of partitions (such that |λ| + |µ| = n). A bitableau is a pair of tableaux. If (T 1 , T 2 ) is a bitableau such that T 1 is of shape λ and T 2 is of shape µ, we say that (λ, µ) is the shape of (T 1 , T 2 ) and that |λ| + |µ| is the size of (T 1 , T 2 ). The bitableau is said to be n-standard if T 1 and T 2 are standard tableaux, if |T 1 | + |T 2 | = n and if the filling of T 1 and T 2 is the set I + n . In order to generalize the Robinson-Schensted correspondence to W n , we work with the realisation of W n as a subgroup of S(I n ) and use Remark 2.2 to represent the elements of W n . Thus, let π ∈ W n . Then we define a pair of n-standard bitableaux:
) and A n (π), B n (π) have the same shape. This is done as follows.
Apply the Knuth insertion procedure as follows: insert successively the numbers p i into two initially empty tableaux A + n (π), A − n (π); more precisely, insert p i into A εi n (π). Note that at each step this yields a new box, located on the a i th row and b i th column, say, of A εi n (π). Now add a box containing i to B εi n (π) on its (a i , b i ) position ("keep the record"). 3 (see also Okada [19, Th. 3.3] ). With the above notation, the following hold: (a) The map π → (A n (π), B n (π)) is a bijection from W n onto the set of all pairs of n-standard bitableaux of the same shape. (b) For any π ∈ W n , we have A n (π −1 ) = B n (π) and B n (π −1 ) = A n (π). (c) The number of generalized Robinson-Schensted cells equals the number of involutions in W n .
Proof. The proof uses essentially the same argument as for the symmetric group [12, 5.1.4, Theorems A and B].
(a) It is clear from the construction that, for any π ∈ W n , A n (π) and B n (π) always have the same shape; furthermore: (i) since they are obtained through the bumping procedure, A + n (π) and A − n (π) are standard tableaux, (ii) B + n (π) and B − n (π) are standard tableaux also, since we always add elements on their periphery in increasing order.
Conversely, given a pair (A, B) of n-standard bitableaux of the same shape (with A = (A + , A − ) and B = (B + , B − )), we can find the corresponding array (and so the element π ∈ W n ) as follows: for i = n, . . . , 2, 1, let (ν, a, b) be defined by the fact that the number i appears in the B ν tableau, on its ath row and bth column. We set then ε i = ν. Now let p i be the element x that is removed when applying the deleting algorithm (inverse of the insertion algorithm) to the (ν, a, b) box of A. The two constructions we have described are inverses of each other. 
is nonempty and will be called a generalized Robinson-Schensted cell (or generalized RS-cell for short) of W n . We have a partition
where T runs over the set of all n-standard bitableaux. An example is given in Table 1 .
is the pair of standard tableaux associated to π via the usual Robinson-Schensted correspondence. Example 3.6. We have
On the other hand,
Moreover, {1} and {w n } are generalized Robinson-Schensted left cells.
A generalization of a theorem of Knuth.
Knuth has given a purely group theoretical description of the partition of S n into Robinson-Schensted cells.
We wish to generalize that statement to the Coxeter groups of type B n . We begin with some general definitions. First, we set S n = S n ∪ {t 1 , t 2 , · · · , t n }. Then the extended left descent set of w ∈ W n is defined by
Let x, y ∈ W n and s ∈ Σ n = S n − {t}; then we define
Proof. We first define "admissible transformations" in W n . Let x ∈ W n be represented, as in Remark 2.2, by the array
is an admissible transformation if we are in one of the following situations:
(a) 2 i n−1, ε i−1 = ε i = ε i+1 and p i−1 lies between p i and p i+1 (b) 1 i n−2, ε i = ε i+1 = ε i+2 and p i+2 lies between p i and p i+1 (c) ε i = −ε i+1 . As for the group theoretical description of these admissible transformations, we obtain the following as an easy consequence of [20, Ex. 9.10]:
The proof of the proposition is now complete.
4.
A third construction of generalized Robinson-Schensted cells 4.1. Preliminaries. The parabolic subgroup S n of W n generated by Σ n = {s 1 , . . . , s n−1 } is isomorphic to the symmetric group of degree n. We denote by X n the set of elements w ∈ W n which are of minimal length in wS n (they are usually called distinguished left coset representatives of S n in W n ). If 0 l n, we set
Let us give a description of X (l) n . We define r 1 = t and, for 1 i n − 1, we set
We have for instance X
n , there is a unique element of minimal length which will be denoted by a l = r 1 r 2 . . . r l (note that a 0 = 1). It is also clear that a l has minimal length among all the elements of t-length equal to l (in W n ).
Let us make some further notation. We denote by:
• S l the parabolic subgroup of W n generated by Σ l and by σ l its longest element. • W l the parabolic subgroup of W n generated by S l = {t} ∪ Σ l and by w l its longest element. • S l,n−l the parabolic subgroup of W n generated by Σ l,n−l = S n \ {t, s l } and by σ l,n−l its longest element. • W l,n−l the parabolic subgroup of W n generated by S l,n−l = S n \ {s l } and by w l,n−l its longest element. • Y l,n−l the set of distinguished left coset representatives of S l,n−l in S n .
One can immediately check that a l = w l,n−l σ l,n−l = σ l,n−l w l,n−l = w l σ l = σ l w l .
In particular, a 2 l = 1 and conjugacy by a l stabilizes S l , Σ l , S l,n−l and Σ l,n−l . In particular, a l normalizes W l , S l , W l,n−l and S l,n−l . Note also that
One can notice that |X
n .S l,n−l | = n! = |S n |. This is not a coincidence, as will be shown in this subsection (see Proposition 4.4) . We need the following elementary lemma (the proof is left to the reader). 
Let us assume first that l = 1. We write
Let us assume now that l ≥ 2 and that the result holds for l < l. Two cases may occur:
First case. Assume that i l l + 1. Therefore, by Lemma 4.2, we have r i l s l r −1 i l = s l−1 and the result follows by induction.
Second case. Assume that i l l. In this case, we have i l = l and a = a l . But,
Proposition 4.4. Let l be a nonnegative integer such that 0 l n. Then X (l) n = Y l,n−l a l and X (l) n .S l,n−l = S n a l .
Proof. Since |Y l,n−l | = |X (l) n |, it is sufficient to prove that wa l ∈ X (l) n for every w ∈ Y l,n−l to prove the first equality. So let w ∈ Y l,n−l and let s ∈ {s 1 , s 2 , . . . , s n−1 }. We need to prove that (wa l s) = (wa l )+1. If a l s ∈ (X (l) n ) −1 , then (a l s) = (a l )+1 (because a l is the element of X Let us prove now the second equality. Since |X (l) n .S l,n−l | = |S n |, we only need to show that wa l ∈ X (l) n .S l,n−l for every w ∈ S n . So let w ∈ S n . We write w = yw with y ∈ Y l,n−l and w ∈ S l,n−l . Then wa l = ya l .a −1 l w a l . But, by (a), we have that ya l ∈ X (l) n . Moreover, a l normalizes S l,n−l , so a −1 l w a l ∈ S l,n−l . Therefore, wa l ∈ X (l) n .S l,n−l . Remark 4.5. (a) Let π 1 , π 2 ∈ S n . A simple computation together with Proposition 3.8 shows that we have
is the parabolic subgroup of S n generated by s l+1 , . . . , s n−1 ). Let (A(π), B(π)) and (A(ρ), B(ρ)) be the pairs of standard tableaux associated by the (classical) Robinson-Schensted correspondence to π and ρ respectively. Then the pair of tableaux associated to σ ∈ S n is given by (A(π) · A(ρ), B(π) · B(ρ)). (For the definition of the product of tableaux see [3, 1.2].) 4.6. A decomposition of elements of W n . If w ∈ W n and if l = t (w), then, by Proposition 4.4, there exist uniquely determined elements a w , b w ∈ Y l,n−l , and
If w and w are two elements of W n , we write w
It is obvious that L is an equivalence relation. We write 
Bitableaux and decomposition.
Note that by the (usual) Robinson-Schensted correspondence, the element σ w σ w is associated to a pair of n-standard bitableaux of shape (λ, µ) with |λ| = l and |µ| = n − l; also note that (by Proposition 3.8) the elements a w and b w do not affect the shape of the bitableaux of w l σ w σ w . This implies that the shape of the n-standard bitableaux associated to w by the generalized Robinson-Schensted correspondence is exactly (µ, λ). As for the filling of the n-standard bitableaux associated to w: A + n (w) is obtained by the action of a w on the A-tableau of σ , A − n (w) is obtained by the action of a w on the A-tableau of σ , while B + n (w) is obtained by the action of b w on the B-tableau of σ and finally B − n (w) is obtained by the action of b w on the B-tableau of σ . The above remark has as a direct consequence the next proposition. (
Proof. Follows immediately from Proposition 3.8 and Remark 4.7.
Remark 4.9. Note that Proposition 4.8 implies that every equivalence class for L contains a unique involution.
We end this subsection with a result about the above decomposition of elements of W n and the Bruhat order. Proposition 4.10. Let x and y be two elements of W n such that t (x) = t (y) = l and x y. Then:
(a) a x a y and b 
(b) By Proposition 4.4, there exists w ∈ S n such that y = wa l . So there exists a reduced expression x = w a where w w and a a l . But t (x) = l so t (a ) = l. Therefore, a = a l . Moreover, w ∈ S n . So x = w a l ∈ X 
Kazhdan-Lusztig polynomials in the unequal parameter case
In this section, we recall the basic constructions from Lusztig [13] . Let (W, S) be a Coxeter system and : W → N 0 the corresponding length function. Let ϕ : W → Γ be a map into an abelian group Γ such that ϕ(w 1 w 2 ) = ϕ(w 1 )ϕ(w 2 ) whenever (w 1 w 2 ) = (w 1 ) + (w 2 ). Note that this condition implies that ϕ is determined by its images on S and that ϕ(s) = ϕ(s ) whenever s, s ∈ S are conjugate in W . We set
Let H be the generic Iwahori-Hecke algebra associated with (W, S) over the ring A = Z[Γ]; then H has a basis {T w | w ∈ W } such that the multiplication is given by
(note that this is the basis usually denoted by {T w | w ∈ W }; see [13] ). The construction of a Kazhdan-Lusztig basis of H depends on one further ingredient, namely, the choice of a total ordering on Γ which is compatible with the group structure. Thus, we assume that we have fixed a multiplicatively closed subset Γ + ⊂ Γ such that we have a disjoint union Γ
Note that this means, in particular, that 1 Γ ∈ Γ + . We assume that is the most important one as far as applications to representations of reductive algebraic groups are concerned; see [14] and [16] . However, more general choices of ϕ : W → Γ have applications to the representation theory of Iwahori-Hecke algebras, via the construction of left cell representations. For example, the determination of the left cells for a two-parameter algebra of type F 4 in [8, Chap. 11] has lead to a construction of the irreducible representations in terms of W -graphs in this case. These W -graphs in turn yield a complete set of irreducible representations for any semisimple specialization of that algebra.
The Kazhdan-Lusztig basis. Let a →ā be the involution of Z[Γ]
which takes g to g −1 for any g ∈ Γ. We extend it to a map H → H, h → h, by the formula With the above definition we have the following multiplication formulas; see [13, Prop. 4] . Let w ∈ W and s ∈ S. Then we have
The proof for the above multiplication rules in [13] actually provides a recursion formula for the computation of P * y,w . First recall that P * w,w = 1 for all w ∈ W and P * y,w = 0 unless y w. Now let y and w be two elements of W such that y < w and let s ∈ S such that sw < w. Then:
We conclude by an obvious lemma concerning the degree of the M -polynomials. Since P * y,w ∈ Z[Γ − ], the result follows immediately by induction on (w) − (y). 5.6. The longest element. Assume that W is finite and let w 0 ∈ W be the unique element of maximal length. Then, for y w in W , we have the following relation:
Furthermore, if y, w ∈ W and s ∈ S are such that sy < y < w < sw, then
In the equal parameter case, these relations are already contained in Kazhdan and Lusztig [11] ; for the general case, see [4, §2] . Passing to the polynomials
The last relation will be helpful in the computation of certain Kazhdan-Lusztig polynomials in type B n .
Left cells.
We recall the definition of left cells from [17, §8.1] . Let L be the preorder relation on W generated by the relation:
(L) y L,s w if there exists some s ∈ S such that C y appears with nonzero coefficient in C s C w (expressed in the C w -basis). The equivalence relation associated with L will be denoted by ∼ L and the corresponding equivalence classes are called the left cells of W . Lusztig [17, §8.3] has associated to each left cell C a representation of H. Let Γ + = {v j | j > 0}. Assume that (c, d) ∈ {(1, 2), (3, 2)}. Then Lusztig [13, Theorem 11] has shown that the corresponding left cell representations are all irreducible. As an example, we give the distribution of the elements of W 3 into left cells in Table 2 . (The computation was done using the CHEVIE system [6] .) We only point out here that the generalized Robinson-Schensted cells in Table 1 appear to be completely unrelated to the left cells in Table 2 . Our main result, which will be proven in Section 7 will show that the Robinson-Schensted cells are related to the case where d = 1 and c is large enough; we shall call it the asymptotic case.
Left cells and parabolic subgroups.
If J is a subset of S, we denote by W J the parabolic subgroup of W generated by J and by X J the set of distinguished left coset representatives of W J in W .
The next result, due to Geck [5] , will be used in the sequel.
Theorem 5.11 (Geck [5,  Th. 1 and  §4] ). With the above notation, we have: (a) Let C be a left cell of W J . Then X J · C is a union of left cells of W .
(b) Let z, u ∈ X J and x, y ∈ W J . Then we have
Type B n in the asymptotic case
Now consider the group W n , with generators S n = {t, s 1 , . . . , s n−1 } as in Sec-
where V and v are independent indeterminates and Γ = {V i v j | i, j ∈ Z} (which is an abelian group under multiplication). We define ϕ : W n → Γ by v t = V and v si = v for 1 i n − 1 .
In particular, we have ϕ(w) = v w = V t(w) v s (w) for w ∈ W n . Let H n be the corresponding generic Iwahori-Hecke algebra over A, with quadratic relations
Hypothesis:
We fix a lexicographic ordering of Γ where
We have a corresponding Kazhdan-Lusztig basis {C w } in H n , corresponding Kazhdan-Lusztig polynomials P y,w , and corresponding left cells in W n . Note that all these depend on the choice of Γ + . We begin with the following remark. (c, d) . Similarly, the M -polynomials are obtained by the same specialization. (This follows essentially from the fact that we only have a finite list of Kazhdan-Lusztig polynomials and M -polynomials for our given group W n . All these polynomials are two-variable Laurent polynomials in v and V . Hence it is clear that if we specialize V and v as above, then the specializations of all those polynomials will remain in
In particular, the left cells of W n defined by the ordering (H) are the left cells defined by Example 5.9.
It can be proved that the best bound for "sufficiently large" is c/d > n − 1 (a proof of this fact will appear in a forthcoming paper).
Some properties of the polynomials M s
y,w . We will now establish some basic properties of the polynomials P y,w and of the M -polynomials. We set Q = V 2 and q = v 2 . It is known ([13, Prop. 2] and [8, Exercise 11.1]) that P y,w ∈ Z [Q, q] and that its constant term is 1. The next theorem gives some consequences of the very particular choice of the ordering (H). Theorem 6.3. With the above choice of Γ + ⊂ Γ, the following hold:
(a) For all y, w ∈ W n with y w, we have P y,w ∈ Z[q].
(b) Let y, w ∈ W n and 1 i n − 1 be such that s i y < y < w < s i w. Then we have M si y,w = 0 unless t (y) = t (w). Furthermore, if t (y) = t (w), then P y,w ∈ Z[q] has degree at most ( (w) − (y) − 1)/2 and M si y,w ∈ Z is the coefficient of q ( (w)− (y)−1)/2 .
Proof. Let us make a preliminary remark. By combining the symmetry condition (M2) in the definition 5.4 of M -polynomials with Lemma 5.5 and with our choice for Γ + we obtain that M si y,w ∈ Z, for all y, w ∈ W n and 1 i n − 1 such that s i y < y < w < s i w.
(a) We will proceed by induction. For this purpose, it will be convenient to consider all groups W n at the same time. Note that we have standard embeddings
for some m < n, then P y,w computed with respect to W m is the same as P y,w computed with respect to W n ; a similar result also holds for the M -polynomials. (This immediately follows, for example, from the recursion formulas for the Kazhdan-Lusztig polynomials in [8, 11.1] .) Now let W := n 0 W n . For a pair (y, w) of elements in W such that y w, we set
where n(w) := min{n 0 | w ∈ W n }. Let be the usual lexicographical ordering of these quadruples. We write λ(y , w ) ≺ λ(y, w) if λ(y , w ) λ(y, w) and λ(y , w ) = λ(y, w). Now let (y, w) be a pair of elements in W such that y w. If λ(y, w) = (0, 0, 0, 0), then y = w = 1 and there is nothing to prove. Now assume that λ(y, w) = (0, 0, 0, 0) and that the assertions hold for all pairs (y , w ) of elements in W such that λ(y , w ) ≺ λ(y, w). Let n = n(w). First we show that P y,w ∈ Z[q]. We distinguish several cases. Case 1. Suppose there exists some 1 i n−1 such that s i w < w. Then we can apply the recursion formulas and see that P y,w ∈ Z[q] by induction. Note that each term in that formula involves a Kazhdan-Lusztig polynomial or an M -polynomial associated with a pair (y , w ) such that n(w ) n(w), (w ) − (y ) (w) − (y), t (w ) = (w) and s (w ) s (w), where at least one inequality is strict. Thus, we have λ(y , w ) ≺ λ(y, w). Case 2. Suppose there exists some 1 i n − 1 such that ws i < w. Then we use the fact that P y,w = P y ,w where y = y −1 and w = w −1 and that λ(y , w ) = λ(y, w); see (5.3)(c). We have s i w < w , so we can apply the argument in Case 1 to conclude that P y,w ∈ Z[q].
Case 3. Suppose that s i w > w and ws i > w for all 1 i n − 1. Then the only remaining possibility is that tw < w and wt < w. This means that w is a "bi-grassmannian" in the sense of Geck and Kim [7] . So we have w = a l with 0 ≤ l ≤ n (see [7, Prop. 4.2] ). In particular, since we assumed that n = n(w), we must have l = n. If ty > y, we have P y,w = P ty,w by the recursion formulas for P y,w . Hence we can apply induction since λ(ty, w) = (n(w), (w) − (y) − 1, t (w), s (w)) ≺ λ(y, w).
So we have P y,w ∈ Z[q] in this case. Let us now assume that ty < y. Using the relation in 5.6(c), we can express P y,w as follows:
here, w n is again the longest element in W n . Let (y , w ) be a pair of elements in W n occurring in the above sum; that is, we have (y , w ) = (y, z) or (y , w ) = (ww n , zw n ) where y < z < w. Then we have n(w ) n(w) and (w ) − (y ) < (w) − (y) and so λ(y , w ) ≺ λ(y, w). Thus, by induction, all terms in the above sum lie in Z[q]. So it remains to check if we can also apply induction to the term P wwn,ywn . This is indeed so. For, we certainly have n(yw n ) n(w) and (yw n ) − (ww n ) = (w) − (y). Next note that t (w) = n. On the other hand, we have t (yw n ) = n − t (y) < n since ty < y by assumption. Thus, we have λ(ww n , yw n ) ≺ λ(y, w) and so we can apply induction to P wwn,ywn .
(b) Let us prove the remaining assertions in (b). We have already seen that Finally, the fact that P * y,w = v (y)− (w) P y,w is a polynomial in v −1 with constant term zero also implies that deg q (P y,w ) ( (w) − (y) − 1)/2 and that M si y,w is the coefficient of v (w)− (y)−1 . Thus, (b) is proved.
On the polynomials M t y,w .
Our aim here is to prove that, if y, w ∈ W n are such that ty < y < w < tw and t (y) < y (w), then M t y,w = 0. Before proving this, we need the following lemma. Lemma 6.5. Assume that n 2 and let w ∈ W n satisfying the following four properties:
(1) ws i > w for every i ∈ {1, 2, . . . , n − 1}.
(2) s i w > w for every i ∈ {2, . . . , n − 1}.
(3) tw > w.
(4) w ∈ W n−1 . Then w = r 2 r 3 . . . r n .
Proof. We set l = t (w). By (1), we have w ∈ X (l) n . So there exist 1 i 1 < i 2 < · · · < i l n such that w = r i1 r i2 . . . r i l . By (3), we have that i 1 2. By (2) we have that i j − i j−1 = 1 for every j ∈ {1, 2, . . . , l}. By (4), we have that i l = n. So l = n − 1 and w = r 2 r 3 . . . r n .
We are now ready to prove the following theorem. Theorem 6.6. Let y and w be two elements of W n such that ty < y < w < tw. If M t y,w = 0, then t (y) = t (w). Proof. Assume that the theorem does not hold. Let n be minimal such that there exists y and w in W n such that ty < y < w < tw, M t y,w = 0 and t (y) < t (w). It is obvious that n 2. We choose such a pair (y, w) in such a way that (w) is minimal.
CÉDRIC BONNAFÉ AND LACRIMIOARA IANCU
Assume first that there exists i ∈ {1, 2, . . . , n − 1} such that ws i < w. We set w = ws i . By Theorem 6.3 (b), we have
. Therefore,
But, by minimality of w, C t C w (respectively C t C x ) has a nonzero coordinate on C z only if t (z) = t (w ) = t (w) (respectively t (z) = t (x) = t (w)) or if z = tw (or z = tx). So, by Theorem 6.3 (b), C t C w C si has a nonzero coordinate on C z only if t (z) = t (w ) = t (w). Therefore, M t y,w = 0 implies that t (y) t (w), which is contrary to our hypothesis. So we have:
(1) ws i > w for every i ∈ {1, 2, . . . , n − 1}. By a similar argument, and using the fact that C t and C si commute if i 2, we have:
(2) s i w > w for every i ∈ {2, . . . , n − 1}. By hypothesis, we have (3) tw > w. By the minimality of n, we have (4) w ∈ W n−1 . Therefore, by (1), (2), (3) and (4) and by Lemma 6.5, we get that w = r 2 r 3 . . . r n = s 1 s 2 . . . s n−1 r 1 r 2 . . . r n−1 . Now, let us write y = zy with y ∈ W n−1 = W Sn−1 and z ∈ X Sn−1 . Note that s 1 s 2 . . . s n−1 ∈ X Sn−1 . So, by Theorem 5.11, we have y L r 1 . . . r n−1 . Therefore, by the minimality of n, we get that t (y) t (y ) t (w ) = t (w). So t (y) = t (w).
As a consequence of Theorem 6.3 (b) and of Theorem 6.6 we obtain the following statement. Corollary 6.7. If y and w are such that y L w, then t (y) t (w). If, moreover, y ∼ L w, then t (y) = t (w).
Main result and consequences
We prove in this section the main result of this paper; namely, the fact that left cells coincide with Robinson-Schensted generalized left cells for our choice of parameters (see Theorem 7.7). Note that Corollary 6.7 and Remark 3.5 are first evidences. 7.1. Some preliminaries. The next results relate some different Kazhdan-Lusztig polynomials by using the decomposition of elements of W n defined in §4: w ∈ W n is written as w = a w a l σ w b −1 w (reduced expression), where l = t (w), a w , b w ∈ Y l,n−l , σ w ∈ S l,n−l . Proof. By Corollary 6.7, we may assume that there exists some s ∈ S n such that C x appears with a nonzero coefficient in C s C y . Two cases may occur. If x y, then b x b y by Proposition 4.10 (a). Otherwise, we have x = sy > y. Since t (x) = t (y), this implies that s = t. Therefore, b x = b y by Proposition 4.4. Corollary 7.4. Let x and y be two elements of W n such that t (x) = t (y) and b x = b y = b. Then the following are equivalent:
(1) x L y.
(2) xb L yb.
Proof. This follows immediately from Propositions 4.10 and 7.2.
Corollary 7.5. Let x and y be two elements of W n such that t (x) = t (y) and b x = b y = b. Then the following are equivalent:
(1) x ∼ L y.
(2) xb ∼ L yb. 7.6. Left cells in type B n . We are now ready to prove the following result: Theorem 7.7. Let x and y be two elements of W n . Then the following are equivalent:
(1) B n (x) = B n (y), that is, x and y lie in the same generalized RS-cell.
(2) x L y. (3) x ∼ L y, that is, x and y lie in the same left cell.
Proof. The equivalence between (1) and (2) has been proved in Theorem 4.8.
First, we prove that (3) implies (2). So we assume that x ∼ L y. Then, by Corollary 6.7, we have t (x) = t (y) = l. Moreover, by Lemma 7.3, we have b x = b y . Let b = b x = b y . Then it follows, by Corollary 7.5, that xb ∼ L yb. But xb , yb ∈ X (l) n .S l,n−l , and by Theorem 5.11(b) we get that σ x ∼ L σ y . Now by [11, §5] and [1] , this implies that σ x ←→ L σ y . Thus x L y as desired. We prove that (2) implies (3) by using a counting argument. We have just seen that each left cell of W n is contained in a generalized Robinson-Schensted cell, that is #{left cells} #{generalized RS-cells} . On the other hand, since any irreducible representation of W n is realized over Q, it is then well known that the number of involutions of W n equals the number of
