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ЗАДАЧА УКЛОНЕНИЯ В НЕЛИНЕЙНОЙ ДИФФЕРЕНЦИАЛЬНОЙ ИГРЕ
С ДИСКРЕТНЫМ УПРАВЛЕНИЕМ
Рассматривается дифференциальная игра двух лиц, описываемая системой вида
x˙ = f(x, v) + g(x, u), x ∈ Rk, u ∈ U, v ∈ V.
Множеством значений управлений убегающего является конечное подмножество фазового пространства. Мно-
жеством значений управлений преследователя является компактное подмножество фазового пространства.
Целью убегающего является уклонение от встречи, то есть обеспечить состояние системы не ближе неко-
торой окрестности нуля. Получены достаточные условия разрешимости задачи уклонения в классе кусочно-
программных стратегий убегающего на бесконечном и любом конечном интервалах времени. Условия накла-
дываются на вектограмму скоростей в нулевой точке фазового пространства. В случае уклонения от встречи
на бесконечном интервале времени эти условия обеспечивают некоторое преимущество на убегающего. Для
доказательства полученных результатов существенную роль играют свойства положительного базиса.
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Введение
Теория дифференциальных игр — раздел математической теории управления, который за-
нимается изучением управления объектами в конфликтных ситуациях, описываемых диффе-
ренциальными уравнениями. Фундаментальный вклад в развитие теории дифференциальных
игр внесли школы Н.Н. Красовского и Л.С. Понтрягина. В работах Н.Н. Красовского и его
учеников [1–3] развит позиционный подход к дифференциальным играм. Идею рассматривать
дифференциальную игру с двух точек зрения предложил и развил Л.С. Понтрягин [4]. При
таком подходе на первый план выдвигается один из игроков. Основополагающие результа-
ты по решению линейных дифференциальных игр убегания принадлежат Л.С. Понтрягину
и Е.Ф. Мищенко [5,6]. Они получили условия на параметры процесса, достаточные для разре-
шимости задачи уклонения на всем бесконечном полуинтервале времени. Метод Л.С. Понтря-
гина – Е.Ф. Мищенко получил название «метод маневра обхода». Нелинейная задача уклонения
рассматривалась в работах [7–17], где были предложены новые подходы и методы ее решения.
В частности, в работах [11, 12] был предложен метод решения задачи уклонения, получивший
название «метод уклонения по направлению». Достаточно тонкие условия убегания дает метод
инвариантных подпространств. Плодотворным оказался метод Ф.Л. Черноусько [13–17].
В работе [18] было введено понятие положительного базиса, которое в работах [18, 19]
эффективно использовалось для исследования свойства управляемости нелинейных систем,
описываемых дифференциальными уравнениями в конечномерном евклидовом пространстве.
В работах [20–22] свойства положительного базиса использовались для исследования управ-
ляемых систем на многообразиях. В работах [23–27] свойства положительного базиса были
использованы для исследования задачи преследования группой преследователей одного или
нескольких убегающих в линейных дифференциальных играх с равными возможностями иг-
роков. В работе [28] на основании свойств положительного базиса были получены условия
разрешимости задачи преследования в нелинейной дифференциальной игре двух лиц.
В данной работе получены условия разрешимости задачи уклонения в нелинейных диф-
ференциальных играх двух лиц, причем свойства положительного базиса при рассмотрении
данной задачи играют существенную роль.
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§ 1. Постановка задачи
В пространстве Rk (k > 2) рассматривается дифференциальная игра двух лиц: преследова-
теля P и убегающего E. Динамика игры описывается системой дифференциальных уравнений
x˙ = f(x, v) + g(x, u), u ∈ U, v ∈ V, x(0) = x0,
где x ∈ Rk — фазовый вектор, u, v ∈ Rk — управляющие воздействия. Множество V =
= {v1, . . . , vm}, vi ∈ R
l, i = 1, . . . ,m. Множество U ⊂ Rs — компакт. Функция f : Rk × V → Rk
для каждого v ∈ V липшицева по x. Функция g : Rk × U → Rk — липшицева по совокупности
переменных.
Под разбиением σ промежутка [t0,∞) будем понимать последовательность {τq}
∞
q=0, не име-
ющую конечных точек сгущения и такую, что
t0 = τ0 < τ1 < τ2 < . . . < τq < . . . .
Под разбиением σ промежутка [0, T ] будем понимать конечное разбиение {τq}
η
q=0, где
0 = τ0 < τ1 < τ2 < . . . < τη = T.
О п р е д е л е н и е 1. Кусочно-постоянной стратегией W убегающего E называется пара
(σ,Wσ), где σ — разбиение промежутка [0,∞) ([0, T ]), а Wσ — семейство отображений dr,
r = 0, 1, . . . , η, ставящих в соответствие величинам (τr, x(τr)) точку vr ∈ V .
Под управлением преследователя будем понимать произвольную измеримую функцию
u : [0,∞) → U . Обозначим данную игру Γ(x0).
О п р е д е л е н и е 2. В игре Γ(x0) происходит уклонение от встречи, если существуют
ε > 0 и кусочно-постоянная стратегия W убегающего E такие, что для любого допустимого
управления преследователя u(·) выполнено неравенство ‖x(τ)‖ > ε для любого τ ∈ [0,∞)
([0, T ]).
О п р е д е л е н и е 3 ([18]). Совокупность векторов a1, . . . , an ∈ R
k называется положи-
тельным базисом, если для любой точки ξ ∈ Rk существуют числа µ1, . . . , µn > 0 такие,
что
ξ =
n∑
i=1
µiai.
Введем следующие обозначения: intA — внутренность множества A; coA — выпуклая обо-
лочка множества A; ∂A — граница множества A; Oε(x) — ε-окрестность точки x; Dε(x) — за-
мкнутый шар радиусом ε с центром в точке x;H(q) = {x ∈ Rk | (x, q) 6 ‖q‖2};H(Q) =
⋂
q∈Q
H(q);
d(Q) = max
a∈Q
‖q‖, где Q — компакт.
§ 2. Теорема об уклонении на полуоси
Те о р е м а 1. Пусть f(0, v1), . . . , f(0, vm) образуют положительный базис и
−g(0, U) ⊂ intH(f(0, V )).
Тогда в игре Γ(x0) происходит уклонение от встречи для любого x0 ∈ R
k \ {0}.
Д о к а з а т е л ь с т в о. 10. В данном пункте строится некоторый набор конусов, который
будет использоваться в дальнейшем.
Без ограничения общности можно считать, что все точки f(0, v1), . . . , f(0, vm) являются
попарно различными вершинами выпуклого многогранника co {f(0, v1), . . . , f(0, vm)}. Отсюда
и из свойств положительного базиса следует, что f(0, vj) 6= 0 для всех j. Пусть L2 — константа
Липшица функции g(·, ·), L1 = max
j=1,...,m
Lj, где Lj — константа Липшица для функции f(·, vj),
j = 1, . . . ,m.
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В силу свойств положительного базиса [18] для любого вектора p ∈ Rk, ‖p‖ = 1, существует
индекс j = 1, . . . ,m такой, что 〈f(0, vj), p〉 > 0. По теореме Вейерштрасса, существует α1 > 0
такое, что
α1 = min
‖p‖=1
max
j=1,...,m
〈f(0, vj), p〉.
Для каждого j = 1, . . . ,m определим множество Cj следующим образом:
Cj =
{
λp
∣∣∣λ > 0, p ∈ Rk, ‖p‖ = 1,
〈
f(0, vj)
‖f(0, vj)‖
, p
〉
>
α1
d(f(0, V ))
}
.
Отметим, что множества Cj , j = 1, . . . ,m, являются выпуклыми конусами и⋃
j=1,...,m
Cj = R
k. (1)
Действительно, пусть x ∈ Rk, x 6= 0. Тогда для точки p = x/‖x‖ существует индекс j = 1, . . . ,m
такой, что 〈f(0, vj), p〉 > α1. При этом 〈f(0, vj)/‖f(0, vj)‖, p〉 > α1/‖f(0, vj)‖ > α1/d(f(0, V )).
Поэтому, x ∈ Cj , и равенство (1) доказано.
2
0. В данном пункте явно определим числа ε1 > 0, µ1 ∈ (0, 1), для которых включение
−g(x,U) ⊆ H(µ1f(0, V )) выполнено для любого x ∈ Dε1(0).
Так как множество g(0, U) — компакт и в силу условий теоремы справедливо включение
−g(0, U) ⊂ intH(f(0, V )), то имеет место следующее неравенство:
min
u∈U, q∈∂H(f(0,V ))
‖q − (−g(0, u))‖ = h > 0.
Обозначим точки, на которых данный минимум достигается, u ∈ U и qι ∈ ∂H(f(0, vι)),
где ι ∈ {1, . . . ,m}. Отметим, что qι является проекцией точки −g(0, u) на гиперплоскость
∂H(f(0, vι)), следовательно, 〈
f(0, vι)
‖f(0, vι)‖
,
qι − (−g(0, u))
‖qι + g(0, u)‖
〉
= 1.
Пусть
µ1 =
d(f(0, V ))− 2h/3
d(f(0, V ))
, H(µ1f(0, V )) =
⋂
v∈V
H(µ1f(0, v)).
Оценим величину µ1‖f(0, vj)‖ для произвольного j = 1, . . . ,m:
µ1‖f(0, vj)‖ =
(
d(f(0, V ))− 2h/3
d(f(0, V ))
)
‖f(0, vj)‖ = ‖f(0, vj)‖ −
‖f(0, vj)‖2h/3
d(f(0, V ))
>
> ‖f(0, vj)‖ −
d(f(0, V ))2h/3
d(f(0, V ))
= ‖f(0, vj)‖ − 2h/3.
Пусть q ∈ ∂H(µ1f(0, vj)), j = 1, . . . ,m, и u ∈ U . Отметим, что〈
q + (1− µ1)f(0, vj),
µ1f(0, vj)
‖µ1f(0, vj)‖
〉
=
〈
q,
µ1f(0, vj)
‖µ1f(0, vj)‖
〉
+
〈
(1− µ1)f(0, vj),
f(0, vj)
‖f(0, vj)‖
〉
=
= ‖µ1f(0, vj)‖+ (1− µ1)‖f(0, vj)‖ = ‖f(0, vj)‖.
Поэтому, по определению, q + (1− µ1)f(0, vj) ∈ ∂H(f(0, vj)). Тогда
‖q − (−g(0, u))‖ = ‖q + (1− µ1)f(0, vj)− (−g(0, u)) − (1− µ1)f(0, vj)‖ >
> ‖q + (1− µ1)f(0, vj)− (−g(0, u))‖ − ‖(1− µ1)f(0, vj)‖ >
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> h− ‖f(0, vj)‖+ (‖f(0, vj)‖ − 2h/3) = h/3.
Из неравенства〈
−g(0, u),
µ1f(0, vj)
‖µ1f(0, vj)‖
〉
=
〈
q,
µ1f(0, vj)
‖µ1f(0, vj)‖
〉
−
〈
q − (−g(0, u)),
µ1f(0, vj)
‖µ1f(0, vj)‖
〉
6
6 ‖µ1f(0, vj)‖ − ‖q − (−g(0, u))‖ < ‖µ1f(0, vj)‖,
получаем включение −g(0, U) ⊂ intH(µ1f(0, vj)). Поэтому
−g(0, U) ⊂ intH(µ1f(0, V )).
Отметим, что
min
u∈U, q∈∂H(µ1f(0,V ))
‖q − (−g(0, u))‖ >
h
3
> 0. (2)
Определим число ε1 = h/(3L2). Тогда, в силу (2) и липшицевости функции g(·, ·), для
любого x ∈ Dε1(0) справедливо неравенство ‖g(0, u) − g(x, u)‖ 6 L2‖x‖ 6 L2h/(3L2) = h/3 для
любого u ∈ U , и поэтому
−g(x,U) ⊆ H(µ1f(0, V )). (3)
3
0. В данном пункте укажем число ε > 0 такое, что для любого x ∈ Dε(0) справедливо
включение
−g(x,U) ⊆ H(f(x, V )).
Пусть µ2 =
(
d(f(0, V )) − h/3
)
/
(
d(f(0, V ))
)
. Так как µ2 > µ1, то справедливо включение
−g(x,U) ⊆ H(µ2f(0, V )) для любого x ∈ Dε1(0).
Определим число ε2 > 0 такое, что для любого x ∈ Dε2(0) справедливо включение
−g(x,U) ⊆ H(µ2f(0, V )) ⊆ H(f(x, V )). (4)
Возьмем произвольную гиперплоскость ∂H(µ2f(0, vj)) и вектор ξ ∈ H(µ2f(0, vj)). Рассмотрим
следующее неравенство:
〈ξ, f(x, vj)〉 6 ‖f(x, vj)‖
2. (5)
Оценим правую часть неравенства (5):
‖f(x, vj)‖
2 = ‖f(0, vj) + f(x, vj)− f(0, vj)‖
2 > ‖f(0, vj)‖
2 − L21‖x‖
2. (6)
Оценим левую часть неравенства (5):
〈ξ, f(x, vj)〉 = 〈ξ, f(x, vj)− f(0, vj) + f(0, vj)〉 6
6 ‖µ2f(0, vj)‖
2/µ2 + ‖ξ‖‖f(x, vj)− f(0, vj)‖ 6
6 µ2‖f(0, vj)‖
2 + d
(
H(µ2f(0, V ))
)
L1‖x‖.
(7)
Докажем, что H(µ2f(0, V ))=µ2H(f(0, V )). Пусть w ∈ H(f(0, V )), тогда для любого j=1, . . . ,m
справедлива следующая оценка:
〈µ2w,µ2f(0, vj)〉 6 µ
2
2‖f(0, vj)‖ = ‖µ2f(0, vj)‖
2.
Поэтому, по определению, µ2w ∈ H(µ2f(0, V )), то есть µ2H(f(0, V )) ⊂ H(µ2f(0, V )). Дока-
жем включение в обратную сторону. Пусть w ∈ H(µ2f(0, V )), тогда для любого j = 1, . . . ,m
справедливо неравенство
〈w,µ2f(0, vj)〉 6 ‖µ2f(0, vj)‖
2 = µ22‖f(0, vj)‖.
Отсюда точка (1/µ2)w ∈ H(f(0, V )). Следовательно, точка µ2(1/µ2)w = w ∈ µ2H(f(0, V )),
то есть H(µ2f(0, V )) ⊂ µ2H(f(0, V )). Таким образом, доказано равенство H(µ2f(0, V )) =
= µ2H(f(0, V )).
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Тогда из (6) и (7) получаем следующее неравенство:
d
(
H(µ2f(0, V ))
)
L1‖x‖+ µ2‖f(0, vj)‖
2
6 ‖f(0, vj)‖
2 − L21‖x‖
2.
Рассмотрим функцию p(‖x‖) = L21‖x‖
2 + d
(
H(µ2f(0, V ))
)
L1‖x‖+ (µ2 − 1)‖f(0, vj)‖
2. Тогда
p(0) < 0. Так как коэффициент при ‖x‖2 положительный, то квадратный трехчлен имеет два
корня: один отрицательный, второй положительный. Положительный корень имеет вид
χ2 =
− d
(
H(µ2f(0, V ))
)
L1 +
√
L21d
(
H(µ2f(0, V ))
)2
− 4L21(µ2 − 1)‖f(0, vj)‖
2
2L21
.
Отметим, что µ2 < 1 и оценим χ2 снизу:
χ2 =
− d
(
H(µ2f(0, V ))
)
+
√
µ22d
(
H(f(0, V ))
)2
+ 4(1− µ2)‖f(0, vj)‖2
2L1
>
>
− d
(
H(µ2f(0, V ))
)
+
√
µ22d
(
H(f(0, V ))
)2
+ 4(1− µ2) min
i=1,...,m
‖f(0, vj)‖2
2L1
> 0.
Таким образом, (5) справедливо при
‖x‖ 6
− d
(
H(µ2f(0, V ))
)
+
√
µ22d
(
H(f(0, V ))
)2
+ 4(1 − µ2) min
i=1,...,m
‖f(0, vj)‖2
2L1
.
Возьмем
ε2 =
− d
(
H(µ2f(0, V ))
)
+
√
µ22d
(
H(f(0, V ))
)2
+ 4(1− µ2) min
i=1,...,m
‖f(0, vj)‖2
2L1
.
В силу того, что ξ ∈ H(µ2f(0, vj)), выполняется включение (4), то данное ε2 является искомым.
Обозначим dmin = (µ2 − µ1) min
j=1,...,m
‖f(0, vj)‖. Докажем, что справедливо следующее нера-
венство:
min
v∈V, u∈U, x∈Dmin{ε1,ε2}(0)
‖f(x, v) + g(x, u)‖ > dmin. (8)
Так как выполнены включения (3), (4), H(µ1f(0, V )) ⊂ int
(
H(µ2f(0, V ))
)
и для любого λ > 0
справедливо равенство H(λf(0, V )) = λH(f(0, V )), то
‖f(x, v) + g(x, u)‖ > min
w∈∂H(µ2f(0,V )),q∈∂H(µ1f(0,V ))
‖w − q‖.
В силу того, что H(λf(0, V )) ⊂ H(λf(0, vj)) для любого j = 1, . . . ,m, то достаточно оце-
нить норму разности между точками w ∈ ∂H(µ2f(0, vj)), q ∈ ∂H(µ1f(0, vj)) для каждого
j = 1, . . . ,m:
‖w − q‖ >
〈
w − q,
f(0, vj)
‖f(0, vj)‖
〉
= µ2‖f(0, vj)‖ − µ1‖f(0, vj)‖.
Отсюда (8) доказано.
Пусть ε = min{ε1, ε2, dmin/(2L1)}. Тогда для любого x ∈ Dε(0) справедливо следующее
неравенство:
‖f(x, vj)− f(0, vj)‖ 6 L1‖x‖ 6 L1ε =
dmin
2
. (9)
Далее, определим dmax = d
(
H(f(0, V ))
)
+ d
(
H(µ1f(0, V ))
)
+ L1ε. Отсюда для любого
x ∈ Dε(0) выполнено
max
v∈V, u∈U, x∈Dε(0)
‖f(x, v) + g(x, u)‖ 6 dmax. (10)
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Так как ε2 соответствует (4), то искомой величиной в данном пункте считаем определенное
выше ε.
4
0. В данном пункте строится выигрышная стратегия убегающего.
Пусть выполнены все построения и введены соответствующие обозначения предыдущих
пунктов. Зафиксируем начальное положение x0 6= 0. В силу (1) существует индекс j = 1, . . . ,m
такой, что x0 ∈ Cj .
Определим число ∆ из следующего равенства:
dmin
2
·∆+ 2∆dmax = ε. (11)
Отсюда ∆ = ε/(2dmax + dmin/2).
Далее, введем разбиение {τi}
∞
i=0 вида τ0 = 0, τi = ∆i, i = 1, 2 . . . ,∞. Зададим управление
убегающего, в соответствии с данным разбиением, следующим образом: если x(τi) ∈ Cj, тогда
v(t) = vj , t ∈ [τi, τi+1), i = 0, 1, . . . ,∞.
Пусть x ∈ Dε(0). Имеем
f(x, vj) + g(x, u) = f(x, vj)− f(0, vj) + f(0, vj) + g(x, u).
Представим g(x, u) в виде
g(x, u) = gj(x, u) + g
⊥
j (x, u).
Здесь −gj(x, u) = λ(x)f(0, vj), g
⊥
j (x, u) ∈ ∂
(
H(µ1f(0, vj))−µ1f(0, vj)
)
= H. Такое представление
возможно, так как H — линейное подпространство, а его ортогональное дополнение H⊥ имеет
вид H⊥ = {λf(0, vj), λ ∈ R
1}. Так как −g(x,U) ⊂ H(µ1f(0, vj)), то справедлива оценка〈
−gj(x, u)− g
⊥
j (x, u),
µ1f(0, vj)
‖µ1f(0, vj)‖
〉
= λ(x)‖f(0, vj)‖ 6 ‖µ1f(0, vj)‖.
Поэтому λ(x) 6 µ1.
Пусть u(·) — произвольное управление преследователя. Рассмотрим точку x(τ1):
x(τ1) = x0 +
∫ τ1
0
(
f(x(t), vj) + g(x(t), u(t))
)
dt =
= x0 +
∫ τ1
0
g⊥j (x(t), u(t)) dt +
∫ τ1
0
(
f(0, vj) + gj(x(t), u(t))
)
dt+
∫ τ1
0
(f(x(t), vj)− f(0, vj)) dt.
Далее, оценим следующее скалярное произведение:〈
x0 +
∫ τ1
0
g⊥j (x(t), u(t)) dt +
∫ τ1
0
(f(0, vj) + gj(x(t), u(t))) dt, f(0, vj)
〉
=
= 〈x0, f(0, vj)〉+
∫ τ1
0
〈
g⊥j (x(t), u(t)), f(0, vj )
〉
dt+
∫ τ1
0
(
1− λ(x(t))
)
〈f(0, vj), f(0, vj)〉 dt =
= 〈x0, f(0, vj)〉+ 0 + ‖f(0, vj)‖
2
∫ τ1
0
(
1− λ(x(t))
)
dt >
> 〈x0, f(0, vj)〉+ (1− µ1)∆‖f(0, vj)‖
2 > 〈x0, f(0, vj)〉 >
α1‖x0‖‖f(0, vj)‖
d(f(0, V ))
.
(12)
При этом 〈0, f(0, vj)〉 < 〈x0, f(0, vj)〉, то есть точка 0 и точка
z = x0 +
∫ τ1
0
g⊥j (x(t), u(t)) dt +
∫ τ1
0
(f(0, vj) + gj(x(t), u(t))) dt (13)
строго отделимы гиперплоскостью ∂
(
H(µ1f(0, vj))−µ1f(0, vj)+x0
)
. Следовательно, в силу (12)
и (8), можем оценить расстояние от нуля до точки z из (13):
‖z‖ >
〈
z,
f(0, vj)
‖f(0, vj)‖
〉
=
〈
x0,
f(0, vj)
‖f(0, vj)‖
〉
+ 0 +
〈∫ τ1
0
(f(0, vj) + gj(x(t), u(t))) dt,
f(0, vj)
‖f(0, vj)‖
〉
>
80
>〈
x0,
f(0, vj)
‖f(0, vj)‖
〉
+ dmin∆.
Поэтому если x0 ∈ Dr(0), r = ∆dmin/2 + ∆dmax, то в силу (9) имеем следующую оценку:
‖x(τ1)‖ > 〈x0, f(0, vj)/‖f(0, vj)‖〉+∆dmin −∆ ·
dmin
2
= 〈x0, f(0, vj)/‖f(0, vj)‖〉 +∆ ·
dmin
2
. (14)
Если же ‖x0‖ > r, то в силу оценки нормы скорости (10) и выбора длины отрезка разбиения
из (11) имеем ‖x(τ1)‖ > r −∆dmax = ∆dmin/2.
При рассмотрении произвольного интервала [τi, τi+1) производится вышеописанная проце-
дура, считая начальной точку x(τi).
Таким образом, в силу (14) и (12) радиус искомой ε-окрестности нуля, ближе которой со-
стояние системы не может оказаться при описанной выше стратегии убегающего, имеет следу-
ющий вид:
ε = min


α1‖x0‖ min
j=1,...,m
‖f(0, vj)‖
d(f(0, V ))
,
∆dmin
2

.
Теорема доказана. 
З а м е ч а н и е 1. Теорема 1 является конструктивной, представлен прямой алгоритм нахожде-
ния необходимых величин и множеств. Расстояние между соседними точками разбиения фиксировано
и аналитически выписано (см. (11)).
П р и м е р 1. Рассмотрим задачу в R2, где
f(x, v) =
(
−a(x1 − b/d) + c(x1 − b/d)(x2 − c/a)v1
b(x2 − c/a) − d(x1 − b/d)(x2 − c/a)v2
)
, g(x, u) =
(
c(x1 − b/d)(x2 − c/a)u1
−d(x1 − b/d)(x2 − c/a)u2
)
.
Здесь a, b, c, d > 0. Пусть
V = {(1 − a2/c2,−1), (−1 − a2/c2,−1), (−a2/c2,−2), (−a2/c2, 0)},
U = [−α,α]× [−α,α], α ∈ (0, 1).
Функция f(·, vj) является локально липшицевой для каждого j = 1, 2, 3, 4. Функция g(·, ·)
является локально липшицевой по совокупности переменных. Определим константы L1, L2
как и в теореме 1, только в данном случае на шаре D1(0).
f(0, V ) = {(bc2/(ad), 0), (−bc2/(ad), 0), (0, bc/a), (0,−bc/a)},
H(f(0, V )) = {(x, y) ∈ R2 |x 6 bc2/(ad), x > −bc2/(ad), y 6 bc/a, y > −bc/a},
g(0, U) = [−αbc2/(ad), αbc2/(ad)] × [−αbc/a, αbc/a].
Отсюда выполнено включение −g(0, U) ⊂ intH(f(0, V )). Следовательно, выполнены условия
теоремы, то есть существует окрестность нуля, явное вычисление которой показано в теореме 1,
из которой происходит поимка.
§ 3. Теорема об уклонении от встречи на отрезке
Те о р е м а 2. Пусть f(0, v1), . . . , f(0, vm) образуют положительный базис и
−g(0, U) ⊆ intH(f(0, V )).
Тогда для любого T > 0 в игре Γ(x0) происходит уклонение от встречи на отрезке [0, T ] для
любого x0 ∈ R
k \ {0}.
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Д о к а з а т е л ь с т в о. Без ограничения общности считаем, что точки f(0, v1), . . . , f(0, vm)
являются попарно различными вершинами выпуклого многогранника co {f(0, v1), . . . , f(0, vm)}.
Пусть L1, L2 — константы Липшица функций f(·, ·), g(·, ·) соответственно. Так же, определим
число α1 и множества Cj , j = 1, . . . ,m, как и в теореме 1. Заметим, что в силу условий теоремы
для любого u ∈ U справедливо следующее неравенство:
〈f(0, vj) + g(0, u), p〉 > 0,
где единичный вектор p выбран так, что выполнено неравенство 〈f(0, vj), p〉 > α1.
Без ограничения общности считаем, что начальное положение x0 ∈ Dα1/(2(L1+L2))(0). Вве-
дем разбиение {τi}
∞
i=0 интервала [0,∞), где τi =
i
4(L1 + L2)
, i = 0, 1, . . . ,∞. Обозначим шаг
разбиения δ =
1
4(L1 + L2)
. Управление убегающего на интервале [τi, τi+1) данного разбиения
будем выбирать следующим образом: v(t) = vj, t ∈ [τi, τi+1), если x(τi) ∈ Cj.
Пусть xi = x(τi), xi ∈ Dα1/(2(L1+L2))(0), u(·) — произвольное управление преследователя.
Тогда
‖xi‖ =
〈
xi,
xi
‖xi‖
〉
>
〈
xi,
xi−1
‖xi−1‖
〉
=
〈
xi−1 +
∫ τi
τi−1
(
f(x(t), vj) + gj(x(t), u(t))
)
dt,
xi−1
‖xi−1‖
〉
=
=
〈
xi−1 +
∫ τi
τi−1
(
f(0, vj) + gj(0, u(t))
)
dt,
xi−1
‖xi−1‖
〉
+
+
∫ τi
τi−1
〈
f(x(t), vj)− f(0, vj) + gj(x(t), u(t)) − gj(0, u(t)),
xi−1
‖xi−1‖
〉
dt >
>
〈
xi−1,
xi−1
‖xi−1‖
〉
− δ(L1 + L2)2‖xi−1‖ = ‖xi−1‖ −
‖xi−1‖
2
=
‖xi−1‖
2
.
Оценка ‖x(t)‖, t ∈ (τi−1, τi), производится аналогично.
‖x(t)‖ >
〈
xi−1,
xi−1
‖xi−1‖
〉
− δ(L1 + L2)2‖xi−1‖ > ‖xi−1‖ −
‖xi−1‖
2
=
‖xi−1‖
2
,
где δ = t− τi−1 < δ.
Таким образом, ‖x1‖ >
‖x0‖
2
, ‖x2‖ >
‖x1‖
2
>
‖x0‖
4
, ‖x3‖ >
‖x2‖
2
>
‖x1‖
4
>
‖x0‖
8
и так
далее. Следовательно, для любого τ ∈ [0, T ] x(τ) >
‖x0‖
2j
, где индекс j такой, что T ∈ (τj−1, τj ].
Следовательно, поимки на любом отрезке [0, T ] не происходит.
Теорема доказана. 
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A two-agent diﬀerential game is considered. The game is described by the following system of diﬀerential equations:
x˙ = f(x, v) + g(x, u), where x ∈ Rk, u ∈ U , v ∈ V . The evader’s admissible control set is a ﬁnite subset of phase
space. The pursuer’s admissible control set is a compact subset of phase space. The pursuer’s purpose is to avoid an
encounter, that is, to ensure a system position no closer than some neighborhood of zero. Suﬃcient conditions for
avoidance of an encounter in the class of piecewise open-loop strategies on inﬁnite and any ﬁnite-time intervals are
obtained. The conditions are superimposed on the velocity vectogram at the zero point of phase space. When the
game is considered on an inﬁnite time interval, the conditions provide the evader with some advantage. The properties
of a positive basis play a major role in proving the theorems.
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