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Abstract
For the given data (wi , xi , yi ), i = 1, . . . ,M , we consider the problem of existence of the best discrete
approximation in l p norm (1 ≤ p <∞) by reciprocals of real polynomials. For this problem, the existence
of best approximations is not always guaranteed. In this paper, we give a condition on data which is
necessary and sufficient for the existence of the best approximation in l p norm. This condition is theoretical
in nature. We apply it to obtain several other existence theorems very useful in practice. Some illustrative
examples are also included.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The subject of approximation by reciprocals of polynomials with real coefficients is a special
field in rational approximation, and has attracted great interest. Generally speaking, the research
on this topic is hard (see e.g. [4,7,13,16,19]).
We denote by Πn the set of all polynomials with real coefficients of degree at most n, and by
Π−1n the set of all reciprocals of the polynomials from Πn , i.e.
Π−1n :=
{
1
g
: g ∈ Πn, g 6≡ 0
}
.
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Suppose we are given the experimental or empirical set of M data
(wi , xi , yi ), i = 1, . . . ,M, M > n + 1, (1)
where the xi ’s represent the distinct values of the independent variable, the yi ’s are the values of
the measured function, and each wi > 0 is the weight associated to the data (xi , yi ).
Let p, 1 ≤ p < ∞, be given. In this paper, we consider the problem of finding a best
approximation 1/g? from Π−1n to given data (1) in the sense that
M∑
i=1
wi
∣∣∣∣ 1g?(xi ) − yi
∣∣∣∣p = inf
1/g∈Π−1n
M∑
i=1
wi
∣∣∣∣ 1g(xi ) − yi
∣∣∣∣p .
To be more precise, let every 1/g from Π−1n be written as an explicit formula
1
g
≡ 1
g(x; a) =
1
a0 + a1x + · · · + an xn . (2)
The unknown vector a = (a0, a1, . . . , an) has to be estimated by minimizing the following
functional
Sp(a) =
M∑
i=1
wi
∣∣∣∣ 1a0 + a1xi + · · · + an xni − yi
∣∣∣∣p . (3)
Thus, in order to find the desired reciprocal polynomial 1/g? from Π−1n , we are required to solve
the following weighted lp norm minimization problem:
Does there exist a point a? ∈ D, such that
Sp(a?) = inf
a∈D
Sp(a), (4)
where D := {a ∈ Rn+1 : a0 + a1xi + · · · + an xni 6= 0, i = 1, . . . ,M}?
The minimizing value a? ∈ D is called the best lp estimate, if it exists, and the reciprocal
1/g(x; a?) ∈ Π−1n is called the best lp approximation to the data.
Classically, on minimizing (3), p is set to 2, which gives the least squares (LS) approximations
(see e.g. [2,3,15,17]). During the last few decades an increased interest in alternative p-values
has become apparent (see e.g. [1,18]).
In this paper, we are interested in the following natural questions about problem (4): (a) Does
there exist a solution to the problem or not? (b) What are the conditions satisfied by a solution
(necessary, sufficient, necessary and sufficient)? (c) Is a solution unique or not?
The lp approximation problem (4) is a nonlinear problem which can only be solved in an
iterative way. Very little has been known about this problem so far (e.g. [9,8,14,18]). Before
iterative minimization, it is still necessary to ask whether the best lp estimate exists. Even in the
case of nonlinear LS problems (p = 2) it is still extremely difficult to answer this question (see
[3,6,5,10–12]).
The paper is organized as follows. In Section 2 we first present our main result (Theorem 1)
which gives a condition on data which is necessary and sufficient for the existence of the best lp
estimate. This theorem is theoretical in nature and it is used for proving the remaining results.
For practical purposes, Theorem 2 is extremely important, which gives a very simple sufficient
condition for the existence of the best lp estimate. Special attention is given to a discrete least
squares approximation by reciprocals of linear functions (Theorem 3). Example 4 illustrates that
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problem (4) may have or may not have a solution. In Example 5 it is shown that the best estimate
need not be unique. To avoid nonnecessary technicalities at an early stage, all proofs are given in
Section 3.
2. The existence theorems
In order to simplify the algebra in further consideration from now on and throughout the
whole paper we assume, as may be done without loss of generality, that the given data (1) are
rearranged so that
w1|y1|p ≥ w2|y2|p ≥ · · · ≥ wM |yM |p. (5)
We also assume that
M∑
i=1
|yi |2 > 0.
Namely, it is easy to show that problem (4) has no solution if
∑M
i=1 |yi |2 = 0. To see this, assume∑M
i=1 |yi |2 = 0. Then
lim
α→0 Sp(1/α, 0, . . . , 0) = limα→0
M∑
i=1
wi |α|p = 0,
and hence infa∈D Sp(a) = 0. Furthermore, since Sp(a) > 0 for all a ∈ D, problem (4) has no
solution.
The following notations will be used in the rest of the paper:
E?p :=
M∑
i=n+1
wi |yi |p (6)
IM := {i : 1 ≤ i ≤ M&yi 6= 0}
In := {i : 1 ≤ i ≤ n&yi 6= 0}
Ω(x) :=
∏
k∈In
(x − xk)
1p :=
M∑
i=n+1
wi
|yi |p−1sign(yi )
Ω(xi )
l j (x) :=

∏
k∈In
k 6= j
x − xk
x j − xk , if |In| > 1
1, if |In| = 1
( j ∈ In).
We begin with our main theorem, which is the key to proving all other results of this paper.
Theorem 1 (Necessary and Sufficient Condition). Problem (4) has a solution if and only if there
exists a point a0 ∈ D such that Sp(a0) ≤ E?p.
Theorem 1 gives a necessary and sufficient condition on data which guarantee the existence
of the best lp estimate. Unfortunately, it is very difficult to apply it in a specific situation. For
practical purposes the following theorem is more important.
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Theorem 2 (Sufficient Condition).
(i) If |IM | ≤ n, then problem (4) has no solution.
(ii) Suppose |IM | > n. If
1p =
M∑
i=n+1
wi
|yi |p−1sign(yi )
Ω(xi )
6= 0, (7)
then problem (4) has a solution.
No mention is made in Theorem 2 of the case |IM | > n and 1p = 0. As will be shown in the
next section, the reason for this omission is that anything can happen; problem (4) may have or
may not have a solution (see Theorem 3 and Example 4). In this case, one must look for other
criteria to determine whether problem (4) has or does not have a solution.
2.1. Least squares approximation by Π−11
Here we consider problem (4) when the norm is an l2 norm and where n = 1. It is easy to
verify that 12 and E?2 can be rewritten as
12 =
M∑
i=2
wi
yi
xi − x1 , E
?
2 =
M∑
i=2
wi y
2
i .
Before formulating the next theorem, define a function D : R→ R by the formula:
D(b) = 4Θ2(b)
( M∑
i=1
wi yiΘi (b)
)2
− w1 y21
M∑
i=1
wiΘ2i (b)

where
Θ(b) :=
M∏
j=1
(b + x j ), Θi (b) :=
M∏
j=1
j 6=i
(b + x j ), i = 1, . . . ,M.
Theorem 3. (a) If 12 6= 0, then the best l2 approximation from Π−11 exists.
(b) Suppose 12 = 0. Let y¯ :=∑Mi=1wi yi/∑Mi=1wi . Then:
(b1) If y¯ 6= 0 and S2(1/y¯, 0) ≤ E?2 , then the best l2 approximation from Π−11 exists.
(b2) If y¯ 6= 0 and S2(1/y¯, 0) > E?2 or y¯ = 0, then the best l2 approximation from Π−11
exists if and only if there is b ∈ R \ {−x1, . . . ,−xM } such that D(b) ≥ 0.
The next example illustrates the use of claim (b2) from the above theorem.
Example 4. Let the data be as given in Table 1. By a routine calculation we obtain
12 =
3∑
i=2
wi
yi
xi − x1 = 0, y¯ =
5
3
, E?2 =
3∑
i=2
wi y
2
i = 20,
S2(1/y¯, 0) = S2(3/5, 0) = 1823 > E
?
2.
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Table 1
wi 1 1 1
xi 1 2 3
yi 7 2 −4
Table 2
wi 1 1 1
xi 1 2 3
yi 5 2 −4
Fig. 1.
Fig. 2.
Since D(b) = −4(1+b)4(2+b)2(3+b)2(122b2+622b+801) < 0 for all b ∈ R\{−1,−2,−3}
(see also Fig. 1.), according to Theorem 3(b2), the best l2 approximation from Π−11 does not
exist.
For the data given in Table 2. we have
12 =
3∑
i=2
wi
yi
xi − x1 = 0, y¯ = 1, E
?
2 =
3∑
i=2
wi y
2
i = 20,
S2(1/y¯, 0) = S2(1, 0) = 42 > E?2
and D(b) = −12(1 + b)4(2 + b)2(3 + b)2(22b2 + 114b + 147). Since D(−2.6) > 0 (see also
Fig. 2.), according to Theorem 3(b2), the best l2 approximation from Π−11 exists.
It is well known that the best lp approximations from Π−1n need not be unique (see e.g. [8]).
Here we mention one more example.
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Table 3
wi 1 1 1 1
xi −5 −4 4 5
yi −3 −2 2 3
Example 5. Consider the l2 norm approximation problem from Π−11 for the data as given in
Table 3. Since 12 = −13/9 6= 0, by Theorem 3(a) the best l2 approximation from Π−11
exists. Let x 7→ 1/(a?0 + a?1x) be the best l2 approximation from Π−11 ; then by symmetry
x 7→ 1/(−a?0 + a?1x) must also be the best.
3. Proofs
Proof of Theorem 1. Suppose first that problem (4) has a solution. Let a? be the best lp estimate.
Then
Sp(a?) ≤ Sp(a), ∀a ∈ D.
Now consider the following class of reciprocals of polynomials:
%(x;α) := α
Ω(x)+ ∑
j∈In
α
y j
l j (x)
, α 6= 0. (8)
Note that
%(xi , α) = yi , ∀i ∈ In, (9)
lim
α→0 %(xi , α) = 0, ∀i ∈ {1, . . . ,M} \ In . (10)
and
Sp(a?) ≤
M∑
i=1
wi |%(xi ;α)− yi |p.
Taking a limit as α→ 0 in the last inequality we obtain
Sp(a?) ≤ lim
α→0
M∑
i=1
wi |%(xi ;α)− yi |p =
M∑
i=n+1
wi |yi |p = E?p.
Let us show the converse. Suppose that there is a point a0 ∈ D such that Sp(a0) ≤ E?p and let
us show that problem (4) has a solution.
Since functional Sp is nonnegative, there exists S?p := infa∈D Sp(a). It should be shown that
there exists a point a? ∈ D such that Sp(a?) = S?p. First note that
S?p = inf
a∈D
Sp(a) ≤ Sp(a0) ≤ E?p.
If S?p = Sp(a0), to complete the proof it is enough to set a? = a0. Hence, we can further assume
that
S?p < Sp(a
0) ≤ E?p. (11)
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Let ak = (a0,k, a1,k, . . . , an,k) be a sequence in D, such that
S?p = limk→∞ Sp(ak) = limk→∞
M∑
i=1
wi
∣∣∣∣ 1a0,k + a1,k xi + · · · + an,k xni − yi
∣∣∣∣p . (12)
In order to simplify the algebra in further consideration, denote:
xi := (1, xi , x2i , . . . , xni ), i = 1, . . . ,M
and
αk := 1√
1+ ‖ak‖2
, βk :=
ak√
1+ ‖ak‖2
, k ∈ N. (13)
With the above notations functional Sp can be rewritten as
Sp(ak) =
M∑
i=1
wi
∣∣∣∣∣ αkβkxTi − yi
∣∣∣∣∣
p
. (14)
Since ‖(αk,βk)‖ = 1, the sequence (αk,βk) is bounded. We may assume that it is convergent,
otherwise by the Bolzano–Weierstrass theorem, we take a convergent subsequence. Let
(α?,β?) := lim
k→∞(αk,βk).
Note that α? ≥ 0, since αk > 0 for all k ∈ N. Now we are going to show that α? > 0. We
prove this by contradiction. Suppose α? = 0. Let q be a polynomial defined by
q(x) := β?xT, x = (1, x, x2, . . . , xn).
Since α? = limk→∞ αk = 0, for every i ∈ {1, . . . ,M} such that q(xi ) = β?xTi =
limk→∞ βkxTi 6= 0 we have
lim
k→∞
∣∣∣∣∣ αkβkxTi − yi
∣∣∣∣∣
p
= |yi |p.
Furthermore, if q(xi ) = 0, then obviously
lim
k→∞
∣∣∣∣∣ αkβkxTi − yi
∣∣∣∣∣
p
≥ 0.
Taking into account these limits and letting k →∞ in (14), we obtain
S?p = limk→∞ Sp(ak) = limk→∞
M∑
i=1
wi
∣∣∣∣∣ αkβkxTi − yi
∣∣∣∣∣
p
≥ lim
k→∞
M∑
i=1
q(xi )6=0
wi
∣∣∣∣∣ αkβkxTi − yi
∣∣∣∣∣
p
=
M∑
i=1
q(xi )6=0
wi |yi |p
≥
M∑
i=n+1
wi |yi |p = E?p. (15)
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The last inequality in the above chain follows from assumption (5) and the fact that polynomial q
has at most n distinct zeros. Inequality (15) contradicts assumption (11). This means that in this
way (α? = 0) functional Sp cannot attain its infimum. Therefore, we have proved that α? > 0.
Furthermore, we claim that β? ∈ D, i.e.
β?xTi 6= 0, i = 1, . . . ,M.
Namely, otherwise we would have β?xTi0 = 0 for some i0, so because of (12) and (14), there
would be
S?p = limk→∞ Sp(ak) ≥ limk→∞wi0
∣∣∣∣∣ αkβkxTi0 − yi0
∣∣∣∣∣
p
= ∞.
Since α? > 0 and β? ∈ D, from (13) we obtain
a? := lim
k→∞ ak = limk→∞
βk
αk
= β
?
α?
∈ D.
Now due to continuity of functional Sp, taking the limit k →∞ in (14) we obtain
S?p = limk→∞ Sp(ak) = limk→∞
M∑
i=1
wi
∣∣∣∣∣ αkβkxTi − yi
∣∣∣∣∣
p
= lim
k→∞
M∑
i=1
wi
∣∣∣∣∣ 11
αk
βkx
T
i
− yi
∣∣∣∣∣
p
=
M∑
i=1
wi
∣∣∣∣∣ 1a?xTi − yi
∣∣∣∣∣
p
= Sp(a?).
This completes the proof of Theorem 1. 
Proof of Theorem 2. (i) Since |IM | ≤ n, it follows from (6) that E?p = 0. By Theorem 1 it is
enough to prove that Sp(a) > 0 for all a = (a0, a1, . . . , an) ∈ D. Let i0 ∈ {1, . . . ,M} be such
that yi0 = 0. Since |IM | ≤ n and M > n + 1 by assumption (1), such an i0 exists. By the
definition of the set D, g(xi0; a) = a0 + a1xi0 + · · · an xni0 6= 0, where g is defined by (2). Thus
Sp(a) =
M∑
i=1
wi
∣∣∣∣ 1g(xi ; a) − yi
∣∣∣∣p ≥ wi0 ∣∣∣∣ 1g(xi0; a) − yi0
∣∣∣∣p > 0.
(ii) Suppose that |IM | > n and 1p 6= 0. According to Theorem 1, it is enough to find a point in
D at which functional Sp attains a value smaller than E?p. For this purpose we define a function
ϕ(α) =

M∑
i=1
wi |%(xi ;α)− yi |p, α 6= 0
E?p, α = 0,
where %(x;α) is given by (8). Since |IM | > n by assumption, |In| = n. Now by using (9) it is
easy to verify that
ϕ(α) =
M∑
i=n+1
wi
∣∣∣∣∣∣∣
α
Ω(xi )+ ∑
j∈In
α
y j
l j (xi )
− yi
∣∣∣∣∣∣∣
p
, α 6= 0.
From this and by means of (10), we find that limα→0 ϕ(α) = E?p = ϕ(0), which means that ϕ is
continuous at α = 0. Thus, ϕ is continuous on the whole set R.
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For every sufficiently small α the derivative of the function ϕ equals
ϕ′(α) = p
M∑
i=n+1
wi
∣∣∣∣∣∣∣
α
Ω(xi )+ ∑
j∈In
α
y j
l j (xi )
− yi
∣∣∣∣∣∣∣
p−1
sign
 α
Ω(xi )+ ∑
j∈In
α
y j
l j (xi )
− yi

×

1
Ω(xi )+ ∑
j∈In
α
y j
l j (xi )
−
∑
j∈In
α
y j
l j (xi )(
Ω(xi )+ ∑
j∈In
α
y j
l j (xi )
)2
 ,
wherefrom by using L’Hospital’s rule, (10) and (7) we obtain
ϕ′(0) = lim
α→0
ϕ(α)− ϕ(0)
α
= lim
α→0ϕ
′(α) = −p
M∑
i=n+1
wi
|yi |p−1sign(yi )
Ω(xi )
6= 0.
This means that ϕ is strictly monotonic on some interval (−δ, δ), δ > 0. Therefore, there is a
point α0 ∈ (−δ, δ) \ {0}, such that ϕ(α0) < ϕ(0), i.e.
M∑
i=1
wi
∣∣∣∣∣∣∣
α0
Ω(xi )+ ∑
j∈In
α0
y j
l j (xi )
− yi
∣∣∣∣∣∣∣
p
< E?p.
In other words, the last inequality tells us that there exists a point in D at which functional Sp
attains a value smaller than E?p. Thus, Theorem 2 is proved. 
Proof of Theorem 3. Note that (a) and (b1) follow from Theorems 2(ii) and 1, respectively. To
prove the assertion in (b2), let us first show that
S2(a0, 0) > E?2 =
M∑
i=2
wi y
2
i , ∀(a0, 0) ∈ D. (16)
Indeed, since the quadratic function u 7→∑Mi=1wi (u − yi )2 attains its minimum at point y¯, we
obtain
S2(a0, 0) =
M∑
i=1
wi
(
1
a0
− yi
)2
≥
M∑
i=1
wi (y¯ − yi )2.
In the first case (y¯ 6= 0 and S2(1/y¯, 0) > E?2), by the obvious equality
∑M
i=1wi (y¯ − yi )2 =
S2(1/y¯, 0) we obtain (16). Next, if y¯ = 0, then obviously ∑Mi=1wi (y¯ − yi )2 > E?2 , because by
assumption y1 6= 0.
Taking into account (16) and Theorem 1, the best l2 approximation from Π−11 exists if and
only if there exists a point (α0, α1) ∈ D, α1 6= 0, such that
S2(α0, α1) =
M∑
i=1
wi
(
1
α0 + α1xi − yi
)2
≤ E?2.
To complete the proof, it remains to show that such a point exists if and only if there is some
b ∈ R \ {−x1, . . . ,−xM } such that D(b) ≥ 0.
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If S2(α0, α1) ≤ E?2 for some (α0, α1) ∈ D, α1 6= 0, put:
α := 1
α1
, b := α0
α1
.
By the definition of the set D, b ∈ R \ {−x1, . . . ,−xM }. Furthermore, since Θ2(b) > 0 and
S2(α0, α1) ≤ E?2 ⇐⇒
M∑
i=1
wi
(
1
α0 + α1xi − yi
)2
≤
M∑
i=2
wi y
2
i
⇐⇒
M∑
i=1
wi
(
α
b + xi − yi
)2
≤
M∑
i=2
wi y
2
i
⇐⇒
M∑
i=1
wi [α − yi (b + xi )]2
(b + xi )2 ≤
M∑
i=2
wi y
2
i
⇐⇒
M∑
i=1
[α − yi (b + xi )]2Θ2i (b) ≤ Θ2(b)
M∑
i=2
wi y
2
i
⇐⇒ α2
M∑
i=1
wiΘ2i (b)− 2α
M∑
i=1
wi (b + xi )Θ2i (b)+ w1 y21Θ2(b) ≤ 0,
(17)
S2(α0, α1) ≤ E?2 implies that the determinant of the quadratic function
α 7→ α2
M∑
i=1
wiΘ2i (b)− 2α
M∑
i=1
wi (b + xi )Θ2i (b)+ w1 y21Θ2(b) =: s(α; b)
is nonnegative, i.e.
D(b) = 4Θ2(b)
( M∑
i=1
wi yiΘi (b)
)2
− w1 y21
M∑
i=1
wiΘ2i (b)
 ≥ 0.
Conversely, suppose that D(b) ≥ 0 for some b ∈ R \ {−x1, . . . ,−xM }. Then there exists
α ∈ R such that s(α; b) ≤ 0. Since w1 y21Θ2(b) > 0, we conclude that α 6= 0. It is easy to check
that (17) holds for (α0, α1) := (b/α, 1/α) ∈ D. Thus S2(α0, α1) ≤ E?2 . 
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