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Re´sume´
On construit des varie´te´s projectives lisses complexes de dimension 3 a` 6 munies de varia-
tions de structure de Hodge, en ge´ne´ralisant une construction que J. Carlson et C. Simpson
avaient effectue´e en dimension 2. Ensuite, on e´tudie quelques unes de leurs proprie´te´s, en
particulier leurs groupes de cohomologie.
Abstract
We construct smooth complex projective varieties of dimension 3 to 6 with variations of
Hodge structure, by generalizing an example of J. Carlson and C. Simpson in dimension
2. Then, we study some of their properties, in particular their cohomology groups.
Mots-cle´s : variations de structure de Hodge, cohomologie d’intersection, modules de Hodge
Classification mathe´matique : 14D05, 14D07, 55N33
1 Introduction
Les exemples de variations de structure de Hodge (VSH) sur des bases compactes sont
relativement rares, bien que l’on sache que ces objets sont fondamentaux dans l’e´tude des
groupes ka¨hle´riens, depuis les travaux de C. Simpson ([Sim92]). L’objet de cet article est
la construction puis l’e´tude de VSH sur certaines varie´te´s projectives lisses.
1.1. Soit X une varie´te´ projective lisse sur C de dimension impaire n + 1 ≥ 3 plonge´e
dans un espace projectif P, line´airement normale, et P∨ l’espace dual de P, qui parame`tre
les sections hyperplanes de X . Conside´rons la famille universelle de sections hyperplanes
X := {(x,H) ∈ X × P∨|x ∈ H}
et notons π : X → P∨ et a : X → X les projections sur chacun des deux facteurs. Si
s ∈ P∨, on note Xs la section hyperplane de X correspondant a` s. Soit U l’ouvert de P
∨
qui parame`tre les sections hyperplanes lisses, et X∨ son comple´mentaire, la varie´te´ duale.
Si W est une variation de structure de Hodge rationnelle et polarisable sur X (voir
§2), alors on note
V := Coker
(
Hn(X,W)
U
→ (Rnπ∗a
∗W)|U
)
le syste`me local de cohomologie e´vanescente, qui est une VSH sur U . Si W est le syste`me
local trivial CX , alors la fibre de V en un point u ∈ U est simplement la cohomologie
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e´vanescente Hn(Xu,C)ev := Coker (H
n(X,C)→ Hn(Xu,C)) de la section hyperplane.
Dans [Sim93], poursuivant une ide´e de J. Carlson (publie´ dans [CT93]), C. Simpson
conside`re un plan projectif ge´ne´rique P2 ⊂ P∨. Si le plongement X ⊂ P est suffisamment
ample (3-jet ample, voir §2), l’intersection X∨ ∩ P2 est une courbe irre´ductible dont les
seules singularite´s sont des nœuds et des cusps. Les groupes de monodromie locaux (voir
§4) de V autour des points de cette courbe sont finis, ce qui permet de construire un reveˆ-
tement ramifie´ Y de P2 auquel il est possible d’e´tendre V en une VSH VY . Sous certaines
conditions sur les donne´es initiales (X,OX(1),W), la VSH VY a des proprie´te´s inte´res-
santes : un gros groupe de monodromie et une application des pe´riodes ge´ne´riquement
immersive (voir [CT93], [CT99]). En application de ses re´sultats sur les images directes
supe´rieures de fibre´s harmoniques, Simpson montre e´galement que la VSH ainsi construite
est non rigide si l’on choisit bien X et W ([Sim93], th. 9.2).
Le premier re´sultat de cet article est l’extension de cette construction en dimensions
3 a` 6.
The´ore`me 1.2. — Soient X et OX(1) comme en 1.1, m un entier compris entre 3 et 6,
Pm ⊂ P∨ un sous-espace projectif ge´ne´rique de dimension m, et Um := U ∩ P
m l’ouvert
parame´trant des sections hyperplanes lisses. La restriction de V a` Um est encore note´e V.
Si OX(1) est m-jet ample, il existe une varie´te´ quasiprojective lisse U˜m, un reveˆtement
galoisien (fini de groupe G) p : U˜m → Um, une compactification lisse i : U˜m →֒ Y , finie
sur Pm, tel que VY := i∗p
∗V soit une VSH sur Y .
Les variations de structure de Hodge ainsi construites he´ritent des proprie´te´s de´mon-
tre´es par Carlson et Simpson en dimension deux, concernant leur rigidite´, leur groupe
de monodromie, ainsi que l’immersivite´ ge´ne´rique de leur application des pe´riodes. On en
de´duit des re´sultats de non factorisation par des varie´te´s de dimension infe´rieure similaires
a` ceux de [Sim93].
Remarquons que le fait d’e´tendre la construction de Carlson en dimension 3 et 5 permet
d’ite´rer la construction, et d’obtenir beaucoup d’autres exemples de varie´te´s projectives
munies de VSH inte´ressantes.
La preuve du the´ore`me 1.2 consiste a` voir que les conditions sur OX(1) et sur m suf-
fisent pour que les groupes de monodromie locaux de V au voisinage de Pm \ U soient
des groupes finis. En effet, par le the´ore`me 3.1, les sections hyperplanes parame´tre´es par
s ∈ Pm n’ont alors que des singularite´s simples (voir §2), et la monodromie locale de V se
de´duit des repre´sentations de monodromie de ces singularite´s. Or, celles-ci ont une image
finie. Ceci permet de construire le reveˆtement e´tale. La construction d’une compactifica-
tion lisse et finie sur Pm utilise une description locale de la varie´te´ duale donne´e dans le
paragraphe 3.
On e´tudie ensuite le couple (Y,VY ) par des me´thodes cohomologiques. La conjecture de
Carlson-Toledo dit que si le groupe fondamental π1(Z) d’une varie´te´ ka¨hle´rienne compacte
Z n’est pas fini, alors son second nombre de Betti est virtuellement non nul, c’est-a`-dire
qu’il existe un sous-groupe Γ ⊂ π1(Z) d’indice fini tel que H
2(Γ,R) 6= 0.
Il est bien connu (Reznikov) que si VZ est un syste`me local sur Z tel que H
1(Z,VZ) 6=
0, alors H2(π1(Z),R) 6= 0.
Reprenons les notations du the´ore`me 1.2. Dans la suite de l’article, on montre sous cer-
taines hypothe`ses (voir le the´ore`me 7.1) que la partie G-invariante du groupe Hk(Y,VY )
est isomorphe au groupe de cohomologie d’intersection IHk(Pm,V), que l’on sait de´crire
(the´ore`me 5.8). Il s’ave`re en particulier queH1(Y,VY )
G ≃ IH1(Pm,V) ≃ Hn+1(X,W)prim,
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ce qui fournit donc un crite`re de non annulation de H2(π1(Y ),R). De cette fac¸on, on ob-
tient beaucoup d’exemples de varie´te´s Y de dimension 2 a` 6 pour lesquelles la conjecture
de Carlson-Toledo est ve´rifie´e. Pour des e´nonce´s pre´cis et un peu plus ge´ne´raux, voir le
the´ore`me 7.1.
L’article est organise´ comme suit. Quelques de´finitions et notations sont rappele´es au
paragraphe 2. Au paragraphe 3, on de´montre quelques proprie´te´s de la varie´te´ duale X∨.
Au paragraphe 4, on e´tudie la monodromie locale de V au voisinage des sections hyper-
planes a` singularite´s simples, puis, en utilisant les re´sultats du paragraphe 3, on de´montre
le the´ore`me 1.2. Dans le paragraphe 5, on e´tudie la de´composition de Saito de la famille
d’hypersurfaces (the´ore`me 5.1) et on prouve le the´ore`me 5.8 qui de´crit la cohomologie
d’intersection de V. Dans le paragraphe 6, on donne une condition suffisante pour qu’une
extension interme´diaire de syste`me local co¨ıncide avec son extension au sens des faisceaux
(proposition 6.1), puis on prouve un the´ore`me de de´composition pour les familles ge´ne´-
riques de petite dimension (the´ore`me 6.2). Enfin, au paragraphe 7, on applique tous ces
re´sultats a` l’e´tude de la cohomologie invariante H∗(Y,VY )
G et on prouve le the´ore`me 7.1.
Remarquons que dans le the´ore`me 1.2, on pourrait remplacer le sous-espace ge´ne´rique
Pm par n’importe quelle sous-varie´te´ projective lisse de P∨, ge´ne´rique et de dimension m.
De plus le the´ore`me 1.2 reste valide meˆme si W est une variation de structure de Hodge
polarise´e complexe (non ne´cessairement rationnelle).
Cet article est issu de la the`se [Me´g10a], pre´pare´e a` l’Institut Fourier sous la direc-
tion de Philippe Eyssidieux. Je suis extreˆmement reconnaissant a` Philippe Eyssidieux,
ainsi qu’a` Ste´phane Guillermou et Chris Peters, pour de nombreuses conversations ma-
the´matiques. Je remercie e´galement le rapporteur pour m’avoir aide´ a` rendre le texte plus
lisible.
2 Notations et rappels
2.1. Un syste`me local en espaces vectoriels complexes V sur une varie´te´ X est (sous-
jacent a`) une variation de structure de Hodge complexe polarise´e de poids w s’il existe une
filtration de´croissante F • de V⊗OX par sous-fibre´s holomorphes et une forme hermitienne
S non de´ge´ne´re´e plate telles que
(i) le fibre´ diffe´rentiel V sous-jacent a` V se de´compose en une somme directe de sous-
fibre´s V = ⊕p+q=wV
p,q ve´rifiant F p = ⊕p′≥pV
p′,q ;
(ii) la de´composition de V en somme directe soit S-orthogonale, et (−1)pS soit de´finie
positive sur V p,q ;
(iii) la transversalite´ de Griffiths soit ve´rifie´e : DF p ⊂ F p−1 ⊗ Ω1X .
Une VSH complexe est dite rationnelle si V a une structure rationnelle plate VQ ⊂ V telle
que V p,q = V q,p. Une polarisation rationnelle est une forme VQ × VQ → VQ biline´aire,
(−1)w-syme´trique, telle que S(·, ·) (ou i.S(·, ·)) soit une polarisation complexe. Dans toute
la suite, les VSH seront toujours polarise´es.
2.2. Soit f ∈ C{x0, ...xn} un germe de singularite´ d’hypersurface. On note T ju(f) son
ide´al de Tjurina, c’est-a`-dire l’ide´al engendre´ par f et ses de´rive´es partielles, et, si la
singularite´ est isole´e, on appelle nombre de Tjurina et on note τ la codimension (finie)
de l’ide´al de Tjurina. Comme base d’une de´formation miniverselle de la singularite´ f , on
peut prendre un voisinage de l’origine dans un supple´mentaire Cτ de l’ide´al de Tjurina.
On note alors Σ ⊂ Cτ le diagramme de bifurcation de f , et ρf : π1(C
τ \ Σ)→ GL(E) la
repre´sentation de monodromie de f (voir [AVG], tome II, §3).
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Si de plus f est une singularite´ simple (c’est-a`-dire de type ADE par [Arn], th. 2.10)
et de dimension paire, la repre´sentation de monodromie de f se factorise par le groupe de
CoxeterW de meˆme type ([Bou]) et par sa repre´sentation comme groupe fini de re´flexions
(voir [AVG], tome II). Le sous-groupe distingue´ Ker ρf ⊳ π1(C
τ \Σ) de´finit un reveˆtement
e´tale galoisien p de Cτ \Σ qui peut alors eˆtre comple´te´ en un reveˆtement galoisien ramifie´
p˜ : Cτ → Cτ . Essentiellement, le π1 co¨ıncide avec le groupe de tresses B(W ) associe´ a` W ,
le noyau de ρf est exactement le groupe des tresses pures, et p˜ est le quotient sous l’action
de W comme groupe de re´flexions, voir par exemple [AVG] ou [Me´g10a] p. 35-36.
2.3. Enfin, si L est un faisceau inversible sur X , et m est un entier, on dit que L est
m-jet ample ([BS93]) si pour l-uplet d’entiers naturels (mi)1≤i≤l tels que
∑
mi = m+ 1
et tout l-uplet (xi) de points distincts de X , l’e´valuation des multijets
H0(X,L )→
l⊕
i=1
OX,xi
m
mi
xi
est surjective.
3 Proprie´te´s de la varie´te´ duale
The´ore`me 3.1. — Soit (X,OX(1)) comme en 1.1, et m un entier compris entre 2 et 6.
Supposons que OX(1) soit max(3,m)-jet-ample. Alors, il existe un sous-ensemble ferme´
Zm de X
∨ de codimension au moins m + 1 dans P∨ tel que pour tout v ∈ X∨ \ Zm,
les singularite´s de la section hyperplane Xv soient isole´es, simples, et la somme de leurs
nombres de Tjurina soit infe´rieure ou e´gale a` m.
De´monstration. — E´crivons P∨ comme l’union disjointe :
P∨ = X∨ni ⊔X
∨
ns ⊔X
∨
s,
∑
τi>m︸ ︷︷ ︸
Zm
⊔Vm,
ou` l’on a note´ X∨ni l’ensemble des sections hyperplanes avec singularite´s non isole´es, X
∨
ns
l’ensemble des sections hyperplanes a` singularite´s isole´es mais dont certaines ne sont
pas simples, X∨
s,
∑
τi>m
l’ensemble des sections hyperplanes n’ayant que des singulari-
te´s simples et dont la somme des nombres de Tjurina est supe´rieure a` m + 1, et enfin
Vm l’ouvert comple´mentaire des trois premiers sous-ensembles. Montrons que Zm est de
codimension au moins m+ 1.
E´tape 1 : codimX∨ni ≥ m+ 1.
Ce re´sultat est connu, voir par exemple [Sch08], lemme 6.5.2.
E´tape 2 : codim(X∨ns) = 7.
Il suffit de de´montrer que le coˆne C∗.X∨ns est de codimension 7 dans H
0(X,OX(1)).
Soit σ une section globale de OX(1) dont les points singuliers (xi)i∈I sont isole´s, et
qui a l singularite´s non simples, aux points x1, ..., xl. Soient Ui des petites boules de
X centre´es aux points xi et disjointes. Soit B une boule de H
0(X,OX(1)) centre´e
en σ telle que si ν ∈ B, alors les singularite´s de ν sont toutes isole´es et dans les
ouverts Ui.
E´crivons B ∩ C∗.X∨ns =
⋃l
i=1NSi, ou` NSi est l’ensemble des e´le´ments de B ayant
une singularite´ non simple dans Ui, et montrons que NSi est un sous-ensemble de
codimension 7 de B.
Soit jxi : H
0(X,OX(1)) → OX,xi l’e´valuation des jets en xi, et H son image. On
note B′ l’image de B, et C l’image de NSi. Rappelons que OX(1) engendre ses
3-jets. Par [Arn], th. 2.11, C est de codimension 7 dans B′, et comme jxi est un
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isomorphisme sur son image, NSi est de codimension 7 dans B. Ainsi, B ∩C
∗.X∨ns
est une union finie de sous-ensembles de codimension 7 de B, donc il est de codi-
mension 7.
E´tape 3 : codimension des strates restantes.
Soient f1, ...fk des germes de singularite´s isole´es (e´ventuellement les meˆmes) et
τ1, ..., τk leurs nombres de Tjurina, avec
∑k
i=1 τi > m. On note S(f1, .., fk) ou sim-
plement S l’ensemble des sections globales de OX(1) dont les singularite´s sont exac-
tement les (fi). Montrons que
codimS ≥ m+ 1. (3.0.1)
Soient a1, ..., ak des entiers naturels tels que ai ≤ τi et
∑k
i=1 ai = m + 1. Alors,
comme OX(1) est m-jet ample, le morphisme d’e´valuation des multijets ci-dessous
est surjectif
H0(X,OX(1))
⊕jxi−−−→
⊕
1≤i≤k
OX,xi →
⊕
1≤i≤k
OX,xi
m
ai
xi
.
On en de´duit que
codim
(
k⋂
i=1
j−1xi (T ju(fi) +m
ai
xi
)
)
=
k∑
i=1
codim
(
j−1xi (T ju(fi) +m
ai
xi
)
)
.
Or, puisque ai ≤ τi, on a la minoration
codim(T ju(fi) +m
ai
xi
) ≥ ai.
En effet, l’ide´al T ju(fi) est de codimension finie τi, donc la suite d’entiers(
codim(T ju(fi) +m
l
xi
)
)
l∈N
est strictement croissante jusqu’a` atteindre τi, puis elle est constante. Finalement,
codim
(
k⋂
i=1
j−1xi (T ju(fi) +m
ai
xi
)
)
≥
k∑
i=1
ai = m+ 1
Revenons maintenant a` l’ensemble S, que l’on suppose non vide. Soit f ∈ S. Au
voisinage de f , l’ensemble S est l’intersection d’ensembles analytiques Si forme´s des
sections globales de OX(1) proches de f qui ont exactement une singularite´ fi au
voisinage de xi. L’ espace tangent de Zariski TSi,f de Si en f s’envoie dans T ju(fi)
par l’application jxi de jet en xi (voir [AVG] ou [Dim87], 6.52 p. 92). On en de´duit
k⋂
i=1
TSi,f ⊂
k⋂
i=1
j−1xi (T ju(fi) +m
ai
xi
).
En prenant la codimension des deux termes, on a bien
codimS ≥ m+ 1.
Dernie`re e´tape.
Il existe une collection finie de singularite´s simples a` laquelle appartiennent toutes
les singularite´s des sections hyperplanes Xp pour tout p ∈ X
∨
s,
∑
τi>m
. En effet, par
[Dim86], la somme des nombres de Milnor des singularite´s de Xp est e´gale a` la
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multiplicite´ de X∨ en p. On en de´duit qu’il existe µmax tel que pour tout p ∈ X
∨
s ,
les singularite´s aient toutes un nombre de Milnor infe´rieur a` µmax. Or, il n’y a
qu’un nombre fini de telles singularite´s simples. Ceci montre aussi que le nombre de
singularite´s d’une section hyperplane Xp avec p ∈ X
∨
s est borne´ inde´pendamment
de p.
On en de´duit que X∨s,
∑
τi>m
est une union finie d’ensembles de la forme de la forme
S(f1, ...fk), ou` les germes de singularite´s simples fi ont des nombres de Tjurina ve´-
rifiant l’ine´galite´
∑
τi ≥ m+ 1. Or on a vu que les S(f1, ...fk) sont de codimension
au moins m+ 1. Finalement, Zm est bien de codimension au moins m+ 1.
3.2. Soit s ∈ X∨, tel que les points singuliers de la section hyperplane Xs soient isole´s.
On les note x1, ..., xk, et on note f1, ..., fk les germes de singularite´s correspondants. On
note enfin τ1, ..., τk les nombres de Tjurina de ces singularite´s.
Le germe de P∨ au point s est la base d’une de´formation de la varie´te´ singulie`re Xs.
Cette de´formation induit une de´formation de chaque singularite´ de Xs. Par la proprie´te´
universelle des de´ploiements miniversels de singularite´s ([Loo84], p. 101), il existe des
morphismes de germes d’espaces analytiques de (P∨, s) vers les bases des de´ploiements
miniversels des singularite´s fi, c’est-a`-dire, quitte a` choisir une base de OX,xi/T ju(fi) :
(P∨, s)
gi
−→ (Cτi , 0).
Les diffe´rentielles en s de ces morphismes de germes sont de´termine´es de manie`re
unique. Ainsi, il existe un morphisme
g : (P∨, s)→
k∏
i=1
(Cτi , 0)
dont la diffe´rentielle en s est de´te´rmine´e de manie`re unique (et non nulle car OX(1) est
tre`s ample).
Notons Σi ⊂ C
τi les diagrammes de bifurcation des singularite´s, Ui les ouverts com-
ple´mentaires, U =
∏
Ui et Σ le comple´mentaire de U dans
∏k
i=1 C
τi , autrement dit
Σ :=
{
(ti) ∈
k∏
i=1
Cτi , ∃i, ti ∈ Σi
}
.
Le re´sultat qui suit de´crit la varie´te´ duale au point s.
Proposition 3.3. — Le germe de X∨ en s est exactement le germe de g−1(Σ).
De´monstration. — Si s′ est assez proche de s, les singularite´s de Xs′ proviennent
toutes par de´formation des singularite´s deXs. Ainsi, les s
′ proches de s qui appartiennent a`
la varie´te´ duale sont dans l’image re´ciproque par g d’au moins un diagramme de bifurcation
Σi.
Proposition 3.4. — Si le faisceau OX(1) est ((
∑
τi)− 1)-jet ample, alors le morphisme
g est lisse.
De´monstration.—La condition de positivite´ sur OX(1) implique queH
0(X,OX(1))→⊕ OX,xi
m
τi
xi
est surjective, et d’autre part,
⊕ OX,xi
m
τi
xi
→
⊕ OX,xi
Tju(fi)
est e´galement surjective car
m
τi
xi
⊂ T ju(fi). La surjectivite´ de dg en s en re´sulte.
Des deux propositions pre´ce´dentes on tire le
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Corollaire 3.5. — Soit Bs une petite boule centre´e en s et Us := U ∩ Bs. Sous les
hypothe`ses de 3.4, le morphisme
g∗ : π1(Us)→
k∏
i=1
π1(C
τi \ Σi)
est un isomorphisme.
4 Ge´ne´ralisation d’une construction de Carlson et Simp-
son
Soit (X,OX(1),W) comme en 1.1, et u ∈ U . La repre´sentation de monodromie de V
est note´e ρ : π1(U, u)→ GL(Vu). Pour s ∈ X
∨, on note Bs une petite boule de P
∨ centre´e
en s et Us := U ∩ Bs. Si u ∈ Us, on note ρs : π1(Us, u) → GL(Vu) la repre´sentation de
monodromie locale de V au voisinage de s, c’est-a`-dire la repre´sentations de monodromie
de V restreint a` Us. Son image est le groupe de monodromie local.
Proposition 4.1. — Soit s ∈ X∨ tel que la section hyperplane correspondante Xs ⊂ X
n’ait que des singularite´s simples. Soit m un entier supe´rieur a` la somme des nombres
de Tjurina des singularite´s de Xs. Si OX(1) est m-jet ample, la repre´sentation de mo-
nodromie locale de V au voisinage de s est isomorphe au produit des repre´sentations de
monodromie des singularite´s de Xs.
De´monstration. — Donnons la preuve dans le cas de la repre´sentation de monodro-
mie locale sur le groupe d’homologie
Hn(Xu,W)ev := Ker(Hn(Xu,W)→ Hn(X,W)).
Soient x1, ...xl les points singuliers de Xs, fi les germes de singularite´ correspondants
et (Bi) une famille de petites boules disjointes centre´es en xi. Soit i un entier compris
entre 1 et l. Alors Fi := Xu ∩ Bi s’identifie a` ✭✭ la ✮✮ fibre de Milnor de la singularite´ de
Xs en xi. L’ inclusion ji : Fi →֒ Xu induit une fle`che en homologie :
ji∗ : Hn(Fi,W)→ Hn(Xu,W).
La fle`che compose´e
Hn(Fi,W)
ji∗−−→ Hn(Xu,W)→ Hn(X,W)
est nulle ; en effet, elle se factorise parHn(Bi,W), qui est trivial car la boule Bi est contrac-
tile. On en de´duit que l’image de ji∗ est incluse dans l’homologie e´vanescenteHn(Xu,W)ev.
Les espaces vectoriels Hn(Fi,W) et Hn(Xu,W)ev sont munis de formes hermitiennes
obtenues en combinant la forme d’intersection sur les cycles topologiques et la polarisa-
tion de W sur les sections de W. Ces formes hermitiennes seront note´es 〈 , 〉. La forme
hermitienne correspondante sur Hn(Fi,W) ≃ Hn(Fi,C)⊗Wxi est le produit de la forme
d’intersection et de la forme hermitienne S sur la fibre Wxi .
La forme S est par hypothe`se non de´ge´ne´re´e sur Wxi . De plus, la forme d’intersection
sur l’homologie de la fibre de Milnor Fi est non de´ge´ne´re´e. Alors, la forme hermitienne
〈 , 〉 sur Hn(Fi,W) est non de´ge´ne´re´e. D’autre part, le morphisme ji∗ est compatible aux
deux formes hermitiennes ci-dessus ; il est donc injectif.
Soient i et k deux entiers diffe´rents compris entre 1 et l, α ∈ Im (ji∗) et β ∈ Im (jk∗) ;
ce sont des cycles de Xu a` valeurs dans W sont le support est disjoint, puisque Fi et
Fk sont disjoints. Donc 〈α, β〉 = 0. On en de´duit que les images des morphismes ji∗ et
jk∗ sont orthogonales pour la forme 〈 , 〉 sur Hn(Xu,W). D’autre part ces images sont
7
non de´ge´ne´re´es. Elles sont donc d’intersection triviale. Autrement dit, on a une injection
compatible aux structures hermitiennes
⊥⊕
i
Hn(Fi,W) →֒ Hn(Xu,W).
Dans la suite on e´crira par abus de langage les espaces Hn(Fi,W) comme des sous-espaces
de Hn(Xu,W)ev.
Revenons a` la repre´sentation de monodromie locale ρs : π1(Us, u)→ GL(Hn(Xu,W)ev).
Le groupe π1(U, u) est engendre´ par des lacets tournant autour des points du lieu lisse de
X∨. Ces lacets agissent sur Hn(Xu,W)ev par des re´flexions de Picard-Lefschetz. Parmi
ces lacets, ceux qui sont homotopes a` des lacets inclus dans Us engendrent π1(Us, u) et
agissent par des transformations de Picard-Lefschetz de la forme
γ · α = α± 〈α, δ〉δ,
ou` δ est la sphe`re e´vanescente correspondant au lacet γ (situe´e dans une des fibres de
Milnor Fi), et l’e´criture 〈α, δ〉 de´signe l’intersection du W-cycle α avec la sphe`re δ, c’est-
a`-dire la section deW sur Suppα∩δ suivante : 〈Suppα, δ〉.α|δ. Avec ces notations, 〈α, δ〉δ
est bien un n-cycle a` valeurs dans W.
La formule de Picard-Lefschetzmontre que π1(Us, u) stabiliseHn(Fi,W) dansHn(Xu,W)ev,
ce qui donne des sous-repre´sentations que l’on note
ρs,i : π1(Us, u)→ Hn(Fi,W)).
Par construction, la repre´sentation ρs,i provient de la repre´sentation de monodromie ρfi
de la singularite´ fi, au sens ou` le diagramme ci-dessous est commutatif (avec les notations
de 3.2 - 3.4) :
π1(Us, u)
gi∗ //
ρs,i

π1(C
τi \ Σi, gi(u))
ρfi

GL(Hn(Fi,C)⊗Wxi) GL(Hn(Fi,C))
−⊗Idoo
Par ailleurs la repre´sentation quotient
ρ′s : π1(Us, u)→ GL(Hn(Xu,W)ev/(⊕iHn(Fi,W)))
est triviale, e´galement par la formule de Picard-Lefschetz. La repre´sentation ρs est donc
isomorphe au produit des ρs,i.
Enfin, comme OX(1) est m-jet ample, le morphisme
g∗ =
∏
gi∗ : π1(Us, u)→
∏
π1(C
τi \Σi, gi(u))
est un isomorphisme (corollaire 3.5). Les repre´sentations ρs,i sont donc isomorphes aux
repre´sentations de monodromie des singularite´s de Xs en xi.
4.2. Soit U˜s → Us le reveˆtement galoisien e´tale de Us associe´ au sous-groupe distingue´
Ker ρs de π1(Us), et pi : C˜τi \ Σi → C
τi \ Σi celui associe´ au sous-groupe Kerρfi .
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Sous les hypothe`ses de la proposition 4.1, l’isomorphisme g∗ identifie donc Kerρs a`∏
(Ker ρfi). Le reveˆtement U˜s → Us est exactement donne´ par le produit fibre´
U˜s

//

∏
(C˜τi \ Σi)
∏
i
pi

Us
g//
∏
i (C
τi \ Σi)
The´ore`me 4.3. (the´ore`me 1.2 de l’introduction) — Soit (X,OX(1),W) comme en 1.1,
et m un entier compris entre 3 et 6. Soit Pm ⊂ P∨ un sous-espace projectif ge´ne´rique de
dimension m et Um := U ∩P
m. La restriction de V a` Um est encore note´e V. Si OX(1) est
m-jet ample, il existe une varie´te´ quasiprojective lisse U˜m, un reveˆtement e´tale galoisien
p : U˜m → Um, une comple´tion projective lisse i : U˜m →֒ Y , et un reveˆtement (ramifie´)
pˆ : Y → P2 qui comple`te le pre´ce´dent, de telle sorte que VY := i∗p
∗V soit un syste`me
local sur Y .
De´monstration.—On proce`de en deux e´tapes : dans un premier temps, on construit
le reveˆtement e´tale p : U˜m → Um, puis on montre qu’il existe une varie´te´ projective lisse
Y , finie sur Pm, qui comple`te ce reveˆtement. Le principe de la construction du reveˆtement
e´tale p : U˜m → Um est de´ja` pre´sent dans [CT93], dans le cas ou` m = 2, et repose sur le fait
que les monodromies locales de V sont finies a` l’infini (the´ore`me 4.1). La de´monstration
du deuxie`me point est diffe´rente, et utilise la comparaison entre singularite´s simples et
groupes de Coxeter de type ADE (§2).
E´tape 1 : construction du reveˆtement e´tale.
L’image Γ de la repre´sentation de monodromie ρ : π1(Um, u)→ GL(V ) contient par
le the´ore`me de Selberg un sous-groupe distingue´ G′ d’indice fini sans torsion. Soit
G = ρ−1(G′). Soit p : U˜m → Um le reveˆtement galoisien e´tale associe´ sous-groupe
distingue´ G de π1(Um, u).
Soit s ∈ X∨ ∩ Pm, Bs une petite boule de P
∨ centre´e en s, Bm,s son intersection
avec Pm, Um,s = Bs ∩ Um, U˜m,s une composante connexe de p
−1(Um,s) et u˜ un
point de U˜m,s se projetant sur u. Par la proposition 4.1, la restriction de V a` Um,s
a une monodromie finie. Ceci, joint au fait que G′ est sans torsion, montre que le
reveˆtement U˜m,s → Um,s est donne´ par le sous-groupe distingue´
Ker(ρs : π1(Um,s, u)→ GL(Vu)).
Le syste`me local p∗V restreint a` l’ouvert U˜m,s est donc trivial. On en de´duit que
pour toute comple´tion projective Y de U˜m, le faisceau VY := i∗p
∗V est un syste`me
local sur Y .
E´tape 2 : construction de la comple´tion lisse.
Soit Y la comple´tion de Grauert-Remmert du reveˆtement U˜m (voir [SGA1], the´ore`me
5.4 p. 254). Alors, Y est une varie´te´ normale, finie sur Pm, qui comple`te le reveˆtement
U˜m → Um, et c’est la seule a` isomorphisme pre`s.
Pour montrer que Y est lisse, il suffit de construire, pour tout s comme ci-dessus, une
varie´te´ lisse B˜m,s et un reveˆtement ramifie´ fini B˜m,s → Bm,s qui comple`te le reveˆ-
tement e´tale U˜m,s → Um,s. En effet, toujours par le the´ore`me de Grauert-Remmert,
une telle comple´tion locale B˜m,s est unique a` isomorphisme pre`s, et provient par
restriction de Y .
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La section hyperplane Xs a l singularite´s, de type ADE. On note encore τi leurs
nombres de Tjurina, Cτi des bases de de´ploiements miniversels, Σi ⊂ C
τi les dia-
grammes de bifurcation.
Par la proprie´te´ universelle des de´formations miniverselles, on a un morphisme
g′ : (Pm, s)→
l∏
i=1
(Cτi , 0)
qui se factorise en
(Pm, s) →֒ (P∨, s)
g
−→
l∏
i=1
(Cτi , 0),
ou` g a e´te´ e´tudie´ en 3.2. Quitte a` re´tre´cir la boule Bs, on peut supposer que le germe
g est de´fini sur Bs.
CommeOX(1) est suppose´m-jet ample et P
m ⊂ P∨ est ge´ne´rique, on a des analogues
de 3.4, 3.5, et de 4.2 : g′ est submersif, le morphisme induit g′∗ : π1(Um,s, u) →∏
π1(C
τi \ Σi) est un isomorphisme, et le reveˆtement U˜m,s → Um,s est obtenu
comme produit fibre´ :
U˜m,s

//

∏
(C˜τi \ Σi)
p

Um,s
g′ // ∏ (Cτi \ Σi)
Par 2.2, chaque reveˆtement e´tale pi de C
τi \ Σi de´termine´ par le noyau de la re-
pre´sentation de monodromie de fi peut eˆtre comple´te´ en un reveˆtement ramifie´
p˜i : C
τi → Cτi . On note p˜ :=
∏
i p˜i :
∏
i C
τi →
∏
iC
τi . On de´finit alors la comple´-
tion B˜m,s par le produit fibre´ :
B˜m,s

//

∏
Cτi
p˜

Bm,s
g′ // ∏Cτi
Alors, B˜m,s est lisse et B˜m,s → Bm,s est un reveˆtement fini qui comple`te U˜m,s →
Um,s.
4.4. Les proprie´te´s suivantes de VY sont connues pour m = 2 et leur de´monstration en
dimension ≤ 6 est la meˆme, mutatis mutandis.
(i) Si W est sous-jacent a` une VSH sur X , alors le syste`me local VY est sous-jacent a`
une variation de structure de Hodge sur Y ([Gri70]).
(ii) Si W = C et OX(1) est assez ample, alors, l’application des pe´riodes de VY est
ge´ne´riquement de rang maximal. En particulier la repre´sentation de monodromie
ne se factorise pas par le groupe fondamental d’une varie´te´ de dimension infe´rieure
([Sim93], prop. 8.2, voir aussi [CT93]).
(iii) Si OX(1) est assez ample etW = CX , le groupe de monodromie de VY est d’indice
fini dans le groupe orthogonal Aut(Hn(Xu,Z)ev, 〈 , 〉) (une section hyperplane a une
singularite´ U12, on applique ensuite [Ebe84] puis [Bea86], voir aussi [CT99], the´ore`me
9.1).
(iv) SiW fait partie d’une famille non stationnaire de repre´sentations de π1(X), para-
me´tre´e par une varie´te´ irre´ductible T , alors VY fait e´galement partie d’une famille
non stationnaire de repre´sentations de π1(Y ) ([Sim93], lemme 1.5, et the´ore`me 5.1
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p. 386). Ceci entraˆıne que la conjecture de Carlson-Toledo est vraie pour π1(Y ) (voir
par exemple [Rez98], proposition 8.1).
L’extension du deuxie`me point au cas W 6= CX fait l’objet de la note [Me´g10b]. Le
re´sultat obtenu est le suivant :
The´ore`me 4.5. — Si W est une VSH de poids w avec Ww,0 6= 0 et OX(1) est assez
ample, alors, l’application des pe´riodes de VY est ge´ne´riquement de rang maximal.
On peut interpre´ter le couple (Y,VY ) en termes de syste`mes locaux ou de VSH sur
des champs de Deligne-Mumford : la VSH V se prolonge en une VSH V˜ sur le champ de
Deligne-Mumford [Y/G], dont l’espace grossier est Pm. En un sens, l’objet principal dans
cette construction est ([Y/G], V˜) et non (Y,VY ). Nous reviendrons brie`vement sur cette
interpre´tation dans les sections suivantes, ou` apparaissent les groupes de cohomologie
H l([Y/G], V˜). Cependant nous n’e´tudieront pas directement [Y/G].
5 De´composition de Saito sur des sous-familles ge´ne´-
riques
5.1 De´composition de Saito sur la famille comple`te d’hypersur-
faces
Soit (X,OX(1),W) comme en 1.1. On note N la dimension de P
∨ et dX celle de X.
La varie´te´ d’incidence X est lisse et le morphisme a : X → X e´galement, donc le tire´ en
arrie`re WX := a
∗W est un syste`me local sur X et WX[dX] est un faisceau pervers sur X,
sous-jacent a` un module de Hodge (polarisable) sur X, de poids ω := w+ n+N . On note
j : U →֒ P∨ l’inclusion dans P∨ de l’ouvert U , comple´mentaire dans P∨ de la varie´te´ duale.
Dans ce paragraphe, on applique le the´ore`me de de´composition de Saito ([Sai88],
corollaire 5.4.8 p. 992) a` l’image directe de´rive´e Rπ∗WX[dX]. Contrairement a` l’article
[BFNP09], l’objectif n’est pas d’e´tudier la famille universelle toute entie`re, mais surtout
certaines sous-familles. Il n’est donc pas ne´cessaire d’expliciter tous les modules de Hodge
irre´ductibles dans la de´composition de Saito, seulement ceux dont le support est de petite
codimension. Ceci permet d’affaiblir les hypothe`ses sur OX(1).
The´ore`me 5.1. — Soit (X,OX(1),W) comme en 1.1, et m > 1 un entier. Si OX(1) est
m-jet ample, alors on a la de´composition de Saito suivante :
Rπ∗WX[dX] =
(
−1⊕
i=−n
Hn+i(X,W)[N − i]
)
⊕ j!∗V[N ]⊕H
n(X,W)[N ]⊕R
⊕
(
n⊕
i=1
Hn−i(X,W)[N − i]
)
,
ou` R est un faisceau pervers dont le support est de codimension au moins m+ 1.
De´monstration.— Le morphisme π est propre de dimension relative n. Le the´ore`me
de de´composition de Saito pour l’image directe de´rive´e de WX s’e´crit :
Rπ∗WX[dX] ≃
n⊕
i=−n
Ei[−i], (5.1.2)
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ou` les Ei sont des modules de Hodge de poids ω+i, dont les faisceaux pervers sous-jacents
sont pH i(Rπ∗WX[dX]).
E´tape 1 : calcul des Ei pour i 6= 0
Si i < 0, alors Ei = H
n+i(X,W)[N ] et E−i = H
n+i(X,W)[N ](i). Le premier point
de´coule du the´ore`me de Lefschetz faible relatif, qui re´sulte de [BBD82], th. 4.1.1
(l’image directe de´rive´e par un morphisme affine est t-exacte a` droite). Il est de´-
montre´ explicitement pour les modules de Hodge dans [BFNP09] pour W = CX .
Le second point est une conse´quence du premier par l’interme´diaire du the´ore`me de
Lefschetz difficile de Saito ([Sai88], th. 5.3.1 p. 977). Le seul module de Hodge qu’il
reste donc a` calculer est E0.
E´tape 2 : les facteurs directs de E0 de codimension 0 sont j!∗V[N ] et H
n(X,W)[N ].
Restreignons E0 a` l’ouvert U , comple´mentaire de la varie´te´ duale. Comme π est lisse
au-dessus de U , E0|U est a` de´calage pre`s un syste`me local. Soit u un point de U ,
Xu la section hyperplane associe´e et notons toujours W la restriction de W a` Xu.
Alors, on a Hn(Xu,W) ≃ H
n(Xu,W)ev ⊕H
n(X,W). De la`, on tire l’isomorphisme
de faisceaux pervers
E0|U ≃ V[N ]⊕H
n(X,W)
U
[N ].
Donc, E0 contient les extensions interme´diaires j!∗ (V[N ]) et j!∗
(
Hn(X,W)
U
[N ]
)
=
Hn(X,W)[N ] en facteurs directs, et les autres facteurs directs sont supporte´s hors
de l’ouvert U , c’est-a`-dire dans la varie´te´ duale.
E´tape 3 : facteurs directs de E0 de codimension 1.
L’entier n e´tant pair, il n’y a pas de facteur irre´ductible non trivial de E0 supporte´
en codimension 1.
Ce re´sultat est connu, voir par exemple [BFNP09] lorsque W = CX . La preuve,
qui ne ne´cessite pas de conside´rer les structures de Hodge porte´es par les diffe´rents
objets, est la suivante. Soit p un point ge´ne´ral (lisse) de la varie´te´ dualeX∨. Conside´-
rons un pinceau de Lefschetz P1 ⊂ P∨ passant par p. C’est une droite projective qui
intersecte transversalement X∨ en son lieu lisse. Notons j1 l’inclusion P
1 \X∨ ⊂ P1,
et π1 : XP1 → P
1 la restriction de π : X → P∨ au-dessus de P1. Par [SGA7], XVIII,
6.3, si n est pair, on a la proprie´te´ suivante (note´e ✭✭ (A) ✮✮ dans [SGA7] XVIII,
5.3.2) : le morphisme d’adjonction
Rlπ1∗WX −→ j1∗j1
∗Rlπ1∗WX
est un isomorphisme de faisceaux, pour tout entier l. En particulier, si l = n+1, on
obtient, en prenant la tige au point p, l’isomorphisme
Hn+1(Xp,W) ≃ H
n+1(Xu,W)
γ ,
ou` u ∈ P1 \X∨ est une valeur re´gulie`re de π proche de p, et γ est la monodromie
autour de p, agissant sur Hn+1(Xu,W). En appliquant le the´ore`me de Lefschetz
difficile a` coefficients semisimples, on obtient finalement l’isomorphisme d’espaces
vectoriels
Hn+1(Xp,W) ≃ H
n−1(X,W). (5.1.3)
D’autre part, par le the´ore`me de changement de base propre, Hn+1(Xp,W) est
isomorphe a` la tige en p du faisceau H −N+1 (Rπ∗WX[dX]). La de´composition 5.1.2
donne alors
H
−N+1 (Rπ∗WX[dX]) ≃ H
−N+1
(
n⊕
i=−n
Ei[−i]
)
=
n⊕
i=−n
H
−N+1−i (Ei) .
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Pour i diffe´rent de 0, on a vu que Ei, en tant que complexe de faisceaux, est un
syste`me local constant place´ en degre´ −N . Il n’a donc de faisceau de cohomologie
qu’en degre´ −N . Il y a par conse´quent au plus deux termes non nuls dans la somme
directe pre´ce´dente :
H
−N+1 (Rπ∗WX[dX]) ≃ H
−N (E1)⊕H
−N+1(E0).
Le premier terme est isomorphe au faisceau constant de tige Hn−1(X,W) en vertu
de la premie`re e´tape. En prenant la tige au point p, l’isomorphisme 5.1.3 donne donc(
H
−N+1(E0)
)
p
= 0. (5.1.4)
Supposons maintenant qu’il existe un facteur irre´ductible E non trivial de E0 sup-
porte´ en codimension un. Son support est donc dense dans la varie´te´ duale X∨.
Soit p un point ge´ne´ral de son support. Alors,
(
H −N+1(E)
)
p
est non trivial, donc(
H −N+1(E0)
)
p
non plus, ce qui contredit 5.1.4.
E´tape 4 : facteurs directs de E0 de codimension > 1
SiE est un module de Hodge irre´ductible facteur direct de E0 tel que codimSuppE >
1, alors son support est contenu dans le lieu des sections hyperplanes a` singularite´s
non isole´es.
Ce re´sultat est duˆ a` Fakhruddin si W = CX (voir [BFNP09], remarque 5.12 et
the´ore`me A.1). La preuve dans le cas d’une VSH W non triviale est la meˆme (et
c’est essentiellement le meˆme raisonnement qu’a` l’e´tape pre´ce´dente), a` un de´tail
pre`s.
Soit S le support de E, c > 1 la codimension de S, et p un point ge´ne´ral de S. Alors
la tige de E en p est un espace vectoriel non nul place´ en degre´ −N + c. Calculons
H −N+c(Rπ∗WX[dX]) de la meˆme fac¸on qu’a` l’e´tape pre´ce´dente. Le the´ore`me de
de´composition donne, apre`s oubli des structures de Hodge :
H
−N+c (Rπ∗W[dX]) ≃ H
−N+c
(⊕
Ei[−i]
)
≃ H −N+c(E0)⊕
⊕
i6=0
H
−N+c−i(Ei)

Pour la meˆme raison qu’a` l’e´tape pre´ce´dente, la somme
⊕
i6=0 H
−N+c−i(Ei) ne
contient qu’un seul terme non nul, lorsque i = c. On en de´duit
H
−N+c (Rπ∗W[dX]) ≃ H
−N+c(E0)⊕H
−N(Ec)
≃ H −N+c(E0)⊕H
n−c(X,W).
Ainsi, la tige en p de H −N+c(Rπ∗WX[dX]) contient en facteur direct l’espace vec-
toriel Hn−c(X,W), ainsi que la tige de E en p, qui est un espace vectoriel non
trivial. D’autre part, par le changement de base propre pour l’inclusion p →֒ P∨, la
tige en p de H −N+c(Rπ∗WX[dX]) est isomorphe a` H
n+c(Xp,W). On en de´duit que
Hn+c(Xp,W) n’est pas isomorphe a` H
n−c(X,W).
Ceci n’est possible que si Xp est a` singularite´s non isole´es. En effet, on a le lemme
suivant :
Lemme 5.2. — Si Xp est une section hyperplane irre´ductible a` singularite´s isole´es
de X et c un entier strictement supe´rieur a` 1, alors Hn+c(Xp,W) ≃ H
n−c(Xp,W).
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Ce re´sultat vient remplacer le the´ore`me de dualite´ de Kaup invoque´ par Fakhruddin.
Il est certainement bien connu, au moins dans le casW = CX . La preuve dans le cas
ge´ne´ral en est une simple adaptation ; on a notamment les isomorphismes suivants :
– si k < n, alors IHk(Xp,W) ≃ H
k(X lissep ,W) ;
– si k > n, alors IHk(Xp,W) ≃ H
k
c (X
lisse
p ,W) ≃ H
k(Xp,W) ;
– si k < n− 1, alors Hk(X lissep ,W) ≃ H
k(Xp,W).
Les deux premiers points sont dus a` Goresky et MacPherson [GM80] dans le cas
de l’homologie d’intersection a` coefficients constants (voir aussi l’introduction de
[Dur95], et [Dim04] pour une de´monstration utilisant le langage des faisceaux per-
vers). Le troisie`me point remonte e´galement aux travaux de Goresky et MacPherson,
et re´sulte, apre`s excision, de la (n−2) connexite´ du link d’une singularite´ isole´e d’hy-
persurface (Milnor). Finalement, pour 1 < c < n, on a la chaˆıne d’isomorphismes
Hn−c(Xp,W) ≃ IH
n−c(Xp,W) ≃ IH
n+c(Xp,W) ≃ H
n+c(Xp,W),
ou` le second isomorphisme est obtenu par le the´ore`me de Lefschetz difficile de Saito
sur la cohomologie d’intersection a` coefficients dans une VSH.
Fin de la de´monstration
Supposons qu’il y ait un facteur direct E non trivial dans E0, supporte´ en codimen-
sion strictement positive. Le support d’un tel facteur direct est inclus dans le lieu
des sections hyperplanes a` singularite´s non isole´es. Comme OX(1) est m-jet ample,
ce lieu est de codimension au moins m + 1 (voir l’e´tape 1 de la de´monstration du
the´ore`me 3.1).
Remarque 5.3. — Si de plus OX(1) est n-jet ample, alors le the´ore`me 5.1 implique
R = 0. La raison en est la suivante. Soit
Rπ∗WX[dX] ≃
n⊕
i=−n
Ei[−i]
la de´composition de Saito. Si un module de Hodge irre´ductible non trivial E est facteur
direct dans un des Ei, alors par [Ngo08] the´ore`me 2 p. 188, on a codimSuppE ≤ n− |i|
(Ngo attribue l’argument a` Goresky et MacPherson). En particulier, si R n’est pas tri-
vial, son support doit eˆtre de codimension infe´rieure a` n. Mais ceci est impossible d’apre`s
le the´ore`me. Cette remarque, dans le cas W = CX et avec une condition plus forte sur
OX(1), est exactement la remarque 5.12 de [BFNP09].
5.2 Calculs de cohomologie d’intersection
Dans ce paragraphe, on munit la cohomologie d’intersection IHk(Pm,V) d’une fil-
tration et on calcule ses gradue´s en fonction de diffe´rentes structures de Hodge sur la
cohomologie de X . Le re´sultat principal est la preuve du the´ore`me 5.8. On commence par
de´montrer plusieurs re´sultats interme´diaires.
Le lemme e´le´mentaire suivant permettra de munir la cohomologie d’intersection de V
de filtrations et de calculer les gradue´s.
Lemme 5.4. — Soit E et H deux espaces vectoriels de dimension finie, et F •E, F •H
des filtrations de´croissantes inde´xe´es par N, bire´gulie`res 1. Soit r : E → H un morphisme
compatible aux filtrations. On note ri : F
iE → F iH et qi : Gr
iE → GriH les morphismes
induits.
1. c’est-a`-dire ve´rifiant
⋃
i
F
i
E = E et
⋂
i
F
i
E = {0},
⋃
i
F
i
H = H et
⋂
i
F
i
H = {0}
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Supposons que r soit injectif, et qu’il existe i0 tel que qi soit bijectif si i > i0, injectif
si i = i0, et surjectif si i < i0. Alors Coker qi0 porte une filtration dont les gradue´s sont
Coker r et Ker qi, pour 0 ≤ j ≤ i0 − 1.
Remarque 5.5. — Le meˆme e´nonce´ est vrai dans la cate´gorie des structures de Hodge.
De´monstration. du lemme 5.4 — On conside`re le morphisme de suites exactes
courtes :
0 // F i+1H // F iH // GriH // 0
0 // F i+1E //
ri+1
OO
F iE //
ri
OO
GriE //
qi
OO
0
Les fle`ches ri sont toutes injectives, donc le lemme du serpent donne une suite exacte :
0→ Ker qi → Coker ri+1 → Coker ri → Coker qi → 0.
Si i > i0, qi est par hypothe`se un isomorphisme et donc Coker ri+1 ≃ Coker ri. Pour i
assez grand, on a Coker ri = 0 donc par re´currence descendante, on obtient :
∀i > i0, Coker ri = 0.
Si i = i0, on obtient
Coker ri0 ≃ Coker qi0 .
Si i < i0, qi est surjectif et on a la suite exacte courte :
0→ Ker qi → Coker ri+1 → Coker ri → 0.
On de´finit alors une filtration de K := Coker ri0 par F
−1K := K et :
F jK := Ker(Coker ri0
Id
−→ Coker ri0 → Coker ri0−1 → ...→ Coker rj), 0 ≤ j ≤ i0,
(en particulier, F i0K = {0}). Alors, on a Gr−1K ≃ Coker r0 et, pour 0 ≤ j ≤ i0 − 1,
GrjK =
Ker(Coker ri0 → ...→ Coker rj)
Ker(Coker ri0 → ...→ Coker rj+1)
≃ Ker(Coker rj+1 → Coker rj)
≃ Ker qj .
Lemme 5.6. — L’image directe de´rive´e Ram∗am
∗W est de´composable, et on a, dans la
cate´gorie de´rive´e Dbc(X), la de´composition
Ram∗am
∗W ≃
 ⊕
0≤i≤2m−2
Hi(Pm,C)⊗W[−i]
⊕H2m(Pm,C)⊗W|B[−2m].
De´monstration. — La fibre du morphisme am au-dessus de x ∈ X est :
– l’espace projectif Pm si x ∈ B ;
– un hyperplan projectif de Pm sinon.
Conside´rons la restriction de am : XPm → X au-dessus de X \ B. C’est un sous-fibre´
projectif du fibre´ trivial X × Pm. En particulier, am : am
−1(X \B)→ X \B est projectif
lisse. D’apre`s le crite`re de de´ge´ne´rescence de Deligne ([Del68]), on a une de´composition
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Ram∗am
∗W ≃
2m−2⊕
i=0
(Riam∗am
∗W)[−i]
Dans Db(X \ B). Calculons ces images directes supe´rieures. Pour 0 ≤ i ≤ 2m − 2 et
x ∈ X \B, l’inclusion am
−1(x) →֒ Pm induit des isomorphismes en cohomologie :
Hi(am
−1(x), am
∗W)
∼
←− Hi(Pm,C)⊗Wx.
Finalement, on a, sur X \B, l’isomorphisme Riam∗am
∗W ≃ Hi(Pm,C)⊗W pour 0 ≤ i ≤
2m− 2. Si B est vide (c’est-a`-dire si m > n), ceci termine la de´monstration.
Sinon, le the´ore`me de de´composition pour am : XPm → X dit que l’image directe de´ri-
ve´e se de´compose en somme directe de faisceaux pervers sur X de´cale´s convenablement.
La restriction a`X\B de cette de´composition est exactement celle obtenue par le crite`re de
de´ge´ne´rescence Deligne, e´crite ci-dessus. On en de´duit que les complexes Hi(Pm,C)⊗W
pour 0 ≤ i ≤ 2m − 2, sont facteurs directs de Ram∗am
∗W, et que les autres termes
apparaissant dans la de´composition de Beilinson-Bernstein-Deligne pour am∗am
∗W sont
supporte´s dans B.
Conside´rons donc maintenant la restriction de am : XPm → X au-dessus de B. C’est
le fibre´ trivial B × Pm. On en de´duit la de´composition
Ram∗am
∗W =
2m⊕
i=0
(Riam∗am
∗W)[−i] =
⊕
0≤i≤2m
Hi(Pm,C)⊗W|B[−i].
Finalement, l’image directe de´rive´e Ram∗W sur X admet la de´composition suivante :
Ram∗am
∗W ≃
 ⊕
0≤i≤2m−2,i pair
Hi(Pm,C)⊗W[−i]
⊕H2m(Pm,C)⊗W|B[−2m].
Corollaire 5.7. — Soit l un entier positif strictement infe´rieur a` m. Alors, le morphisme
de restriction
Hn+l(Pm ×X, pr∗2W)→ H
n+l(XPm , am
∗W)
est un isomorphisme, et le morphisme
Hn+m(Pm ×X, pr∗2W)→ H
n+m(XPm , am
∗W)
est injectif de conoyau isomorphe a` Hn−m(B,W)ev := Coker(H
n−m(X,W)→ Hn−m(B,W))
si m ≤ n, bijectif sinon.
De´monstration. — On conside`re la de´composition du lemme 5.6, ainsi que la de´-
composition pour la projection pr2 : P
m ×X → X , qui est un fibre´ projectif :
Rpr2∗pr
∗
2W ≃
 ⊕
0≤i≤2m
Hi(Pm,C)⊗W[−i]
 .
Le morphisme de restriction en cohomologie est compatible avec ces deux de´compositions.
Si m > n, le lieu de base est vide, et donc pour tout l ≤ m, le morphisme de restriction
Hn+l(Pm ×X, pr∗2W)→ H
n+l(XPm , am
∗W)
est un isomorphisme.
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Si m ≤ n, le lieu de base est non vide et pour tout l on a
Ker(Hn+l(Pm ×X, pr∗2W)→ H
n+l(XPm , am
∗W))
= Ker(Hn+l−2m(X,W)→ Hn+l−2m(B,W)),
et
Coker(Hn+l(Pm ×X, pr∗2W)→ H
n+l(XPm , am
∗W))
= Coker(Hn+l−2m(X,W)→ Hn+l−2m(B,W)).
Par le the´ore`me de Lefschetz faible pour l’inclusion de B dans X , on en de´duit que
Hn+l(Pm×X, pr∗2W)→ H
n+l(XPm , am
∗W) est un isomorphisme pour l < m et est injectif
pour l = m.
The´ore`me 5.8. — Soit (X,OX(1),W) comme en 1.1. Soit m un entier compris entre 2
et 6. Supposons que OX(1) soit m-jet ample. Soit P
m un sous-espace projectif ge´ne´rique de
P∨, B ⊂ X son lieu de base et X
am←−− XPm
pim−−→ Pm la famille correspondante de sections
hyperplanes. La restriction de V a` U ∩ Pm est toujours note´e V.
Soit l un entier. Si l < m, ou si l = m et m > n, la structure de Hodge sur IH l(Pm,V)
porte une filtration dont les gradue´s successifs sont isomorphes a`
Hi(Pm)⊗Hn+i−l+2(X,W)prim(i − l+ 1),
pour i variant entre 0 et l − 1. Si l = m et que m ≤ n, la filtration a un cran de plus et
le gradue´ supple´mentaire est isomorphe a` Hn−m(B,W)ev(−m).
De´monstration.— On cherche a` appliquer le lemme 5.4. Notons pr2 : P
m×X → X
la deuxie`me projection et am : XPm → X sa restriction a` XPm .
Les morphismes π : XPm → P
m et pr1 : P
m ×X → Pm donnent des suites spectrales
de Leray perverses
pEp,q2 (π)⇒ H
p+q(XPm , am
∗W),
pEp,q2 (pr1)⇒ H
p+q(Pm ×X, pr∗2W),
qui de´ge´ne`rent en E2.
Le morphisme pr1 : P
m ×X → Pm est projectif lisse, donc la suite spectrale de Leray
perverse co¨ıncide avec la suite spectrale de Leray classique et on a :
pEp,q2 (pr1) ≃ E
p,q
2 (pr1) = H
p(Pm,C)⊗Hq(X,W).
D’autre part, la de´composition du the´ore`me 5.1 peut eˆtre restreinte de P∨ a` Pm, et on
a :
pEp,q2 (π) ≃ H
p−N (Pm, (Eq−n)|Pm).
Utilisons maintenant la fonctorialite´ de la suite spectrale de Leray perverse. On note
E = Hn+l(Pm ×X, pr∗2W), H = H
n+l(XPm , a
∗
mW), r : E → H le morphisme de restric-
tion, F •E et F •H les filtrations de Leray perverses sur E et H . Ce sont des filtrations
de´croissantes indexe´es par l’indice i, avec 0 ≤ i ≤ n + l. La suite de Leray perverse est
fonctorielle en structures de Hodge, ce qui implique que r est compatible aux filtrations
de Leray perverses sur E et sur H . Ceci se traduit par des diagrammes commutatifs a`
lignes exactes :
0 // F i+1H // F iH // GriH // 0
0 // F i+1E //
ri+1
OO
F iE //
ri
OO
GriE //
qi
OO
0
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Pour appliquer le lemme 5.4, il reste a` ve´rifier les hypothe`ses sur les morphismes r et qi.
Par le corollaire 5.7, on sait que r est bijectif si l < m ou m > n, et qu’il est injectif,
de conoyau isomorphe a` Hn−m(B,W)ev , si l = m et que m ≤ n.
Ve´rifions maintenant les hypothe`ses sur les morphismes
qi : Gr
iHn+l(Pm ×X, pr∗2W)→ Gr
iHn+l(XPm , a
∗
mW).
Les gradue´s sont calculables explicitement car les suites de´ge´ne`rent en E2 :
GriH ≃ pEi,n+l−i2 (π) ≃ H
i−m(P∨, (El−i)|Pm [m−N ]), et
GriE ≃ Ei,n+l−i2 (pr1) ≃ H
i(P∨,C)⊗Hn+l−i(X,W).
Si l− i < 0, on a (El−i)|Pm [m−N ] ≃ H
n+l−i(X,W)[m] et donc :
GriH ≃ pEi,n+l−i2 (π) ≃ H
i(Pm,C)⊗Hn+l−i(X,W).
Comme Pm est ge´ne´rique, il ne rencontre pas le support du module de Hodge R (voir
le the´ore`me 5.1), et donc (E0)|Pm [m−N ] ≃ H
n(X,W)[m]⊕(j!∗V[N ])|Pm [m−N ]. De plus,
l’inclusion i : Pm →֒ P∨ est transverse a` X∨, donc le foncteur i∗[N −m] envoie j!∗V[N ])
sur un faisceau pervers simple. On en de´duit l’isomorphisme
(j!∗V[N ])|Pm [m−N ] ≃ jm!∗(V|Um [m]). (5.2.5)
On en de´duit que
GrlH ≃ pEi,n2 (π) ≃ H
l(Pm,C)⊗ (Hn(X,W)⊕ IH l(Pm,V).
Enfin, si k − i > 0, on a :
GriH ≃ pEi,n+l−i2 (π) ≃ H
i(Pm,C)⊗Hn−l+i(X,W)(i− l).
Les noyaux et conoyaux de qi sont alors donne´s par les the´ore`mes de Lefschetz. Pour
l + n ≥ i > l, le morphisme qi est un isomorphisme. Pour i = l, qi est injectif, et on a
Coker ql = IH
l(Pm,V). Enfin, pour 0 ≤ i < l, qi est surjectif et son noyau est isomorphe
a`
Hi(Pm)⊗Hn+i−l+2(X,W)prim(i − l+ 1).
Le lemme 5.4 s’applique et donne le re´sultat.
Remarque 5.9. — Pour terminer cette section, e´nonc¸ons sans de´monstration deux re´-
sultats similaires au the´ore`me 5.8. Les notations sont inchange´es.
a) Supposons que OX(1) soit n-jet ample, et soit l < n un entier positif. La structure
de Hodge sur IH l(P∨,V) porte une filtration par sous-structures de Hodge dont les
gradue´s successifs sont isomorphes a`
Hi(P∨)⊗Hn+i−l+2(X,W)prim(i− l + 1),
pour i variant entre 0 et l − 1.
b) Soit l un entier strictement infe´rieur a` n. Si W = CX et OX(1) est assez ample
pour que le the´ore`me de connexite´ de Nori ([Nor93]) s’applique, la structure de
Hodge mixte (SHM) sur H l(U,V) porte une filtration de SHM dont les gradue´s sont
isomorphes aux structures mixtes
Hi(U)⊗Hn+i−l+2(X,C)prim(i − l + 1),
pour i variant entre 0 et l − 1.
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La de´monstration du point a) est semblable a` celle du the´ore`me 5.8, et utilise le lemme
5.4, la de´composition de Saito pour la famille comple`te d’hypersurfaces lorsque R = 0 (ce
qui est le cas si OX(1) est n-jet ample, voir remarque 5.3), et la de´ge´ne´rescence de la suite
spectrale de Leray pour a : X → X qui est une fibration lisse en espaces projectifs. Ce
re´sultat figure dans [BFNP09] pour l = 1 lorsqueW = CX . La de´monstration du point b)
utilise le lemme 5.4 et le the´ore`me de connexite´ de Nori. Le re´sultat est d’ailleurs pre´sent
dans [Nor93] pour l = 1. Pour plus de de´tails sur les preuves de ces deux e´nonce´s, voir
[Me´g10a], p. 71 et p. 78.
6 De´composition
Rappelons pour commencer le re´sultat fondamental suivant ([SGA7], XVIII, 5.6.7) :
si (X,OX(1)) est comme en 1.1, P
1 ⊂ P∨ un pinceau de Lefschetz de sections hyperplanes
de X , et π1 : XP1 → P
1 le morphisme projectif dont les fibres sont pre´cise´ment les sections
hyperplanes du pinceau, alors Rπ1∗C est de´composable dans D
b
c(P
1) ; en particulier, la
suite spectrale de Leray du morphisme π1 de´ge´ne`re en E2.
Dans ce paragraphe, nous ge´ne´ralisons ce the´ore`me aux familles ge´ne´riques de dimen-
sion 2 a` 6 de section hyperplanes de X (the´ore`me 6.2).
La proposition suivante, aux notations inde´pendantes, donne une condition suffisante
pour que l’extension interme´diaire d’un syste`me local sur certaines varie´te´s co¨ıncide avec
son extension au sens des faisceaux. On de´montre ensuite le the´ore`me 6.2.
Proposition 6.1. — Soit X une varie´te´ alge´brique lisse sur C quelconque de dimension
d, j : U → X l’inclusion d’un ouvert de Zariski, L un syste`me local sur U . Supposons
qu’il existe π : X˜ → X un reveˆtement galoisien fini de groupe G, tel que le reveˆtement
restreint πU : U˜ → U soit e´tale, et que LU˜ := πU
∗L s’e´tende un syste`me local L
X˜
sur X˜.
Alors, l’extension interme´diaire j!∗(L[d]) est un faisceau (a` de´calage pre`s) :
j!∗(L[d]) ≃ (j∗L)[d].
De´monstration. — Les morphismes π et πU sont finis, donc les foncteurs image di-
recte associe´s sont exacts sur les faisceaux, e´gaux a` leurs foncteurs de´rive´s. On les note
simplement π∗ et πU ∗. Notons j˜ l’inclusion de U˜ dans X˜.
Le faisceau image directe πU ∗LU˜ est muni d’une action naturelle de G, et on a
L = (πU ∗LU˜ )
G.
On en de´duit que j!∗(L[d]) = j!∗
(
(πU ∗LU˜ )
G[d]
)
, c’est-a`-dire, puisque j!∗ est un foncteur
entre faisceaux pervers e´quivariants sur U et sur X ([BL78], 5.2 p. 41) :
j!∗(L[d]) = j!∗
(
πU ∗LU˜ [d]
)G
.
Montrons maintenant que l’extension interme´diaire j!∗(πU ∗LU˜ [d]) est isomorphe a`
(π∗LX˜)[d]. Le morphisme π : X˜ → X est fini, donc le foncteur (de´rive´) π∗ est exact
pour les t-structures perverses sur Dbc(X˜) et D
b
c(X). Ceci signifie exactement que l’image
d’un faisceau pervers est un faisceau pervers. Le faisceau L
X˜
est un syste`me local sur la
varie´te´ lisse X˜ , ce qui fait de L
X˜
[d] un faisceau pervers sur X˜ . Par ce qui pre´ce`de, π∗LX˜ [d]
est un faisceau pervers sur X . Ce faisceau pervers est semi-simple (par le the´ore`me de
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de´composition), et il contient force´ment comme sous-objet l’extension interme´diaire de sa
restriction a` U . On a donc un isomorphisme de faisceaux pervers :
π∗LX˜ [d] ≃ j!∗(πU ∗LU˜ [d]) ⊕R,
ou` le reste R est un faisceau pervers supporte´ sur le comple´mentaire de U , qui est une
sous-varie´te´ de dimension strictement infe´rieure a` d. Or, on sait que (π∗LX˜)[d] est un
faisceau place´ en degre´ −d. On en de´duit que R = 0 et donc
j!∗(πU ∗LU˜ [d]) = π∗LX˜ [d].
Mais alors, on a :
j!∗(L[d])[−d] = j!∗(πU ∗LU˜ [d])
G[−d]
= (π∗LX˜)
G
=
(
(π∗ ◦ j˜∗)LU˜
)G
=
(
(j∗ ◦ πU ∗)LU˜
)G
= j∗(πU ∗LU˜ )
G
= j∗L.
The´ore`me 6.2. — Soit (X,OX(1),W) comme en 1.1 et m un entier positif compris entre
2 et 6.
Supposons que OX(1) soit max(3,m)-jet ample. Soit P
m un sous-espace projectif ge´ne´rique
de P∨, et X
am←−− Xm
pim−−→ Pm la famille de sections hyperplanes parame´tre´e par Pm. Alors,
l’image directe de´rive´e Rπm∗(a
∗
mW) est de´composable dans D
b
c(P
m,C).
De´monstration. — Fixons les notations suivantes pour le changement de base :
XPm
pim

i′ // X
pi

Pm
i // P∨
Um
jm
OO
k // U
j
OO
Par changement de base propre, on a l’isomorphisme de foncteurs :
i∗Rπ∗ ≃ Rπm∗i
′∗,
donc on a :
i∗Rπ∗WX[n+m] ≃ Rπm∗i
′∗WX[n+m],
En e´crivant la de´composition de Saito de Rπ∗W[N + n], on obtient :
Rπm∗i
′∗WX[n+m] ≃ i
∗
(⊕
i∈Z
Ei[−i]
)
[m−N ],
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c’est-a`-dire, en explicitant la de´composition (voir 5.1) :
Rπm∗(WX[m+ n]) =
(
−1⊕
i=−n
Hn+i(X,W)[m− i]
)
(6.0.6)
⊕ i∗(j!∗V[N ])[m−N ]⊕H
n(X,W)[m]
⊕
(
n⊕
i=1
Hn−i(X,W)[m− i]
)
.
Par 5.2.5, on a un isomorphisme de faisceaux pervers sur Pm :
i∗(j!∗V[N ])[m−N ] ≃ jm!∗(V|Um [m]).
Enfin, on rappelle qu’il existe une varie´te´ projective lisse Y et un morphisme fini p : Y →
Pm satisfaisant les conditions suivantes (voir le the´ore`me 1.2) :
– le morphisme p au-dessus de Um est un reveˆtement galoisien e´tale p : U˜m → Um ;
– le tire´ en arrie`re p∗
|U˜m
V sur U˜m s’e´tend en un syste`me local VY sur Y .
Par la proposition 6.1, le faisceau pervers j′!∗(V|Um [m]) est isomorphe au complexe com-
pose´ du faisceau j′∗V|Um place´ en degre´ −m. Mais alors, la de´composition 6.0.6 montre que
tous les termes apparaissant dans la de´composition sont des faisceaux, a` de´calage pre`s.
On en de´duit que l’image directe Rπm∗i
′∗WX[n+m] est de´composable.
7 Cohomologie invariante sur Y et applications
Dans cette section, on calcule la partie G-invariante de la cohomologie de Y a` coeffi-
cients dans le syste`me local VY . On donne ensuite deux applications de la non-annulation
de certains de ces groupes de cohomologie.
The´ore`me 7.1. — Soit (X,OX(1),W) comme en 1.1 et m un entier positif compris entre
2 et 6. Supposons que OX(1) soit max(3,m)-jet ample. Soit P
m un sous-espace projectif
ge´ne´rique de P∨. Si l < m, ou si l = m et m > n, la structure de Hodge sur H l(Y,VY )
G
porte une filtration dont les gradue´s successifs sont isomorphes a`
Hi(P∨)⊗Hn+i−l+2(X,W)prim(i− l + 1),
pour i variant entre 0 et l − 1. Si l = m et que m ≤ n, la filtration a un cran de plus et
le gradue´ supple´mentaire est isomorphe a` Hn−m(B,W)ev(−m).
De´monstration. — On a la chaˆıne d’isomorphismes
Hk(Y,VY )
G ≃ Hk(Pm, p∗VY )
G ≃ Hk(Pm, (p∗VY )
G) ≃ Hk(Pm, j∗V).
D’apre`s la proposition 6.1, j∗V[m] = j!∗V[m], et donc
Hk(Y,VY )
G ≃ IHk(Pm,V).
Or, par le the´ore`me 5.8, la cohomologie d’intersection porte une telle filtration.
7.2. La partie G-invariante est sans doute la plus inte´ressante, car elle refle`te uniquement
des proprie´te´s de la VSH V sur Pm et ne de´pend pas du choix du groupe G. Cette partie
invariante est la cohomologie du champ [Y/G] a` coefficients dans V˜ :
Hk([Y/G], V˜) ≃ Hk(Y,VY )
G.
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En effet, d’une part, la cohomologie du champ quotient Hk([Y/G], V˜) est exactement la
cohomologie e´quivariante HkG(Y,VY ), et d’autre part, on peut calculer cette cohomologie
e´quivariante a` l’aide de la suite spectrale de Leray e´quivariante associe´e a` l’application
G-e´quivariante Y → {pt} (voir [McK01], p. 500) :
Ep,q2 = H
p(G,Hq(Y,VY ))⇒ H
p+q
G (Y,VY ).
Le groupe G e´tant fini, ses groupes de cohomologie supe´rieurs a` coefficients dans une
repre´sentation complexe sont nuls, et donc Ep,q2 = 0, ∀p > 0. Ceci implique que la suite
spectrale de´ge´ne`re en E2, et donc que
HkG(Y,VY ) = H
0(G,Hk(Y,VY )) = H
k(Y,VY )
G.
Terminons par deux applications. Si Hn+1(X,W)prim 6= 0, alors sous les hypothe`ses
des the´ore`mes 7.1 et 5.8, on obtient H1(Y,VY ) 6= 0.
La premie`re application est la construction d’un syste`me local sur Y ayant des de´for-
mations analytiques. Ceci de´coule de la proposition suivante, aux notations inde´pendantes
de ce qui pre´ce´de.
Proposition 7.3. — Soit Y une varie´te´ projective lisse et VY un syste`me local semisimple
sur Y . Supposons que H1(Y,VY ) soit non nul. Alors, le syste`me local LY := CY ⊕ VY
admet des de´formations infinite´simales non obstrue´es, c’est-a`-dire qui se rele`vent en des
de´formations analytiques.
De´monstration. — Remarquons que End(LY ) ≃ L
∨
Y ⊗ LY . En utilisant LY =
CY ⊕ VY , on voit que VY est un sous-syste`me local de End(LY ), et donc que H
1(Y,VY )
est un sous-espace de H1(Y,End(LY )). Par hypothe`se, on a H
1(Y,VY ) 6= {0}, donc
H1(Y,End(LY )) 6= {0}. Rappelons que l’espace tangent de Zariski a` la varie´te´ des repre´-
sentations (ou des syte`mes locaux) est l’espace des cocycles Z1(Y,End(LY )) (voir [LM85],
chapitre 2). Par ce qui pre´ce`de, il est non nul, ce qui signifie exactement que LY admet
des de´formations infinite´simales.
E´tudions les obstructions a` ce que ces de´formations infinite´simales se rele`vent en des
de´formations analytiques.
L’obstruction de Goldman-Millson est l’application
Φ : H1(Y,End(LY ))→ H
2(Y,End(LY )),
donne´e sur un π1(Y )-cocycle tordu par la formule
u 7→ Φ(u)(g1, g2) = [u(g1), g2 · u(g2)].
Le syste`me local LY est semisimple, donc par [Sim92] et par [GM88], corollaire du the´o-
re`me 2 p. 44, une de´formation infinite´simale u ∈ H1(Y,LY ) se rele`ve en une de´formation
analytique de LY si et seulement si Φ(u) = 0.
L’obstruction de Goldman-Millson est nulle sur H1(Y,VY ) vu comme sous-espace de
H1(Y,End(LY )). En effet, soit u ∈ H
1(Y,VY ) ⊂ H
1(Y,End(LY )). Alors le 2-cocyle Φ(u),
e´value´ sur un couple (g1, g2) d’e´le´ments de π1(Y, y), est donne´ par le crochet de Lie de
deux e´le´ments dans (VY )y ⊂ (End(LY ))y.
Or la de´composition LY = C ⊕ VY donne une de´composition par blocs des e´le´ments
de (EndLY )y, et les e´le´ments dans (VY )y ⊂ (EndLY )y sont de la forme
(
0 0
∗ 0
)
. Le
crochet de Lie de deux tels e´le´ments est donc nul.
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Remarque 7.4. Malheureusement cette me´thode de permet pas d’obtenir un syste`me
local non stationnaire au sens de Simpson (de´formations dans l’espace des modules, voir
[Sim93], p. 346).
Enfin, une autre application concerne la conjecture de Carlson-Toledo sur la varie´te´
Y :
Proposition 7.5. — Si H1(Y,VY ) est non trivial, alors H
2(π1(Y ),C) non plus.
Le principe ge´ne´ral de la preuve est connu, on pourra se re´fe´rer a` [Rez98].
Remarque 7.6. Si VY est non-rigide, alors on sait de´ja` que la conjecture de Carlson-
Toledo est vraie pour Y . Par les the´ore`mes de Simpson, c’est le cas si W est non-
stationnaire sur X . Le re´sultat de la proposition ci-dessus n’utilise pas cette hypothe`se.
Pour conclure, remarquons qu’il serait tre`s inte´ressant d’en savoir plus sur l’e´ventuelle
rigidite´ de VY dans le cas ou` W est rigide.
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