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The following boundary value problem is of considerable importance 
in the study of laminar boundary layer theory. 
f “1 +ff” + h(1 -f’2) = 0, h a parameter 
f(0) = f’(0) = 0, f’(m) = 1. 
(1) 
(4 
These equations, which describe a two-dimensional incompressible boundary 
layer, were first obtained in 1930 by Falkner and Skan [3], and since then 
considerable effort has gone into studying the existence, uniqueness, and 
behavior of solutions. In 1942, H. Weyl obtained the first rigorous result [14] 
when he showed that for X > 0 at least one solution of (l)-(2) exists. Other 
work on the problem is contained in [l, 4, 5, 8,9, and lo]. An exposition of 
much of this work appears in [6]. We wish to call particular attention to the 
paper [lo] by Iglisch and Kemnitz, in which the case X < 0 is discussed. An 
existence theorem is proved in this paper, but the boundary conditions treated 
are not quite the same as (2). It is proved, among other things, that for any 
h < 0 there is a constant C*(h) such that if C > C*(h), then (1) has a solution 
fsatisfyingf(0) = C,f’(O) = O,f’(co) = 1, and also the condition 
O<f’<l on (0, 00). (3) 
The results of a previous paper [4] imply that C*(O) is negative, but it does 
not seem to be known if C*(X) is continous in /\. Hence, it appears that no 
existence theorem for the problem (l)-(2) with h < 0 has been published up 
to now. In fact, other results in [lo] h s ow that one can hope to solve (l)-(3) 
only for small negative h. 
A generalization of this problem was derived by Stewartson in 1949 [13], and 
involves a system of two equations in two unknowns. This problem describes 
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the boundary layer formed by a compressible fluid flowing past a fixed 
boundary surface, and the equations are 
f” + jy + X(h - f’2) = 0, (4) 
h”+fh’=o, (5) 
f(0) =f’(O> = 0, h(0) = a; f’(a) = h(c0) = 1. (6) 
Here a is a given positive real number. Existence theorems have recently 
been obtained for this problem when h 2 0 by Ho and Wilson [7] and by 
McLeod and Serrin [12]. Clearly, the Falkner-Skan problem is the special case 
of (4)-(6) obtained by setting a = 1, whereupon it is obvious that h(t) = 1. 
Extensive numerical calculations have been done on this system, as well 
as on the spatial case (l)-(2). (Consult [2] or [l l] for some of this work and 
for further reference.)1 These numerical results indicate that a unique 
solution exists if h >, 0, but for h < 0 the situation is apparently more 
complicated, In this paper we shall prove an existence theorem for small 
negative A. Then, in Section IV, we shall briefly point out features of our 
solution which seem to be of interest physically in view of comments in [2] 
and [ll]. We shall also mention some questions for further investigation. 
THEOREM. For any a > 0 there is a A, < 0 such that for A,, < X < 0 the 
problem (4)-(6) h as at least one solution f, h. Furthermore, f satisjes (3). 
Our method of proof will be closer to that of Weyl than to those of any 
of the later authors in that it will make use of the Schauder-Tychonov fixed 
point theorem. We shall also apply some known results about second order 
equations to the equation 
W” + fw’ + A(& -f’)W + x $4(&i -f’) = 0, 
which for w = f’ is (4). 
The fixed point theorem will be applied in the space 
X = {u : [0, 00) + (- Co, Co) 1 u’ is continuous on [0, Co) 
and u(0) = u’(0) = 0). 
The topology used on X is defined by means of the metric 
P@, v) = f 2+4%(% 4(1 + Md% 4, 
j=l 
1 We are grateful to Professor E. Reshotko for calling these to our attention. 
5o5/9/3-12 
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where Mj(u, w) = supoGtGj 1 u’(t) - a’(t)i. It is clear that with this topology 
X is a FrCchet space, and a sequence {un} C X converges to an element v of 
X if and only if un’(t) -+ v’(t) uniformly in any compact interval. 
In order to indicate our approach we shall first list without proof several 
lemmas which will be needed. To begin with, take a > 1 and fixed. 
LEMMA 1. Suppose u E X and u’( co) = 1. Then the boundary value 
problem 
h” + uh’ = 0 (7) 
h(0) = a, h(w) = 1 (8) 
has a unique solution h = h, . Also h’(t) < 0 on [0, 00). 
LEMMA 2. Suppose u E X, 0 < u’ < 1 on [0, cc), u’( 00) = 1, and 
J; / 1 - u’(t)1 dt < CO. Let h = h, solve (7)-(8). Then for any h < 0 there 
is a unique solution w = w, to the boundary value problem: 
wz + uw’ + A(&2 - u’)w + h &i($oz - u’) = 0, (9) 
w(0) = 0, w(m) = 1. (10) 
LEMMA 3. There is a h, < 0 (X, depends on a) and a function u0 E X such 
that u,“(t) > 0 on [0, co), z+,‘( co) = 1, Jr (1 - u’(t)) dt < co, and if ho = hUO 
is as in Lemma 1, then 
u;;’ + u,u; + h,(h, - ut) > 0 on [0, co). (11) 
Now define a subset Y of X as follows: 
Y = {u E X / u,‘(t) < u’(t) < 1 on [0, oo)}. 
It is clear that Y is a closed convex subset of X, and for u E Y we have 
U’(W) = 1 and s: 1 1 - u’(t)1 dt < co. Define a (nonlinear) operator 
Ton Y by setting 
(W(x) = j; w,(s) ds, 
where w, is the solution to the boundary value problem (9)-(10). From the 
above lemmas we see that if u is a fixed point of T, then f = u, h = h, is a 
solution of (4)-(6). In the next section we prove the above lemmas and in 
Section III we show that T maps Y continuously onto a subset of itself which 
has compact closure. (Condition (11) is used in the proof that T(Y) C 9.) 
By the Schauder-Tychonov theorem, T must, therefore, have a fixed point 
in 9. The property (3) follows from the definition of Y. 
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II. PROOFS OF BASIC LEMMAS 
Proof of Lemma 1. This result is trivial, since we can give the solution 
explicitly: 
h(t) = a + 11 h’(O) exp [ -11 U(X) d+x] ds, (12) 
where 
h’(O) = (1 - .)/SW exp [ -1: U(X) dx] ds. 
0 
(13) 
The condition u’( co) = 1 insures that the improper integral in (13) converges, 
and since a 3 1 we have h’(t) < 0 for all t. 
Proof of Lemma 2. 
j; I 1 - d/h(t)1 d 
From (12) and the condition u’( co) = 1 it is clear that 
t < co, and so Jt 1 l/h(t) - u’(t)1 dt < co. Consider now 
the equation 
v” + uv’ + X(4/5; - u’)v = 0. (14) 
This can be written in the form 
($4’ + qv = 0, 
where p(t) = exp$, U(S) ds], q(t) = h(d/h(t) - u’(t)) exp[& u(s) ds]. 
This in turn is equivalent to the system of equations 
*’ = -3% 
(15) 
where v = v, I,/J = p’. According to Lemma 9.1, page 375 of [6], if 
I 
m 
o I p(t)-’ 1 dt < CO and j,” I PW’ I j' I q(4l ds dt < ~0, (16) 
0 
then (15) has linearly independent solutions (cpr , #r) and (vs , +a) with 
cpl(aJ) = a cpz(~) = 1. 
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The first condition of (16) is clear because u’(m) 
condition, we have, for t > 1, 
I h i-WF1 j: I ds)l ds 
= 11 (d@) - u’(s)) exp [-/I U(X) dx] ds 
= 1. For the second 
< jr (d@$ - u’(s)> exp [-jl-, u(x) dx] ds + j:_, (I&$ - u’(s)) ds. 
< (t - 1) &e--l’ - i j;-, (~‘4s) - u’(s)) ds. 
From this and the conditions on u we obtain (16); hence (14) has linearly 
independent solutions or and v2 with vr( co) = 0, v2( co) = 1. By the variation 
of parameters formula, solutions of (9) are of the form 
w(t) = v,(t) + c&$,(t) 
+ c j: (vl(t)vz(s) - We)&)) j; U(X) dx A d%@ S(s) ds 
for some constant c determined by vi and va and 6(s) = l/h(s) - U’(S). 
We now show that vl(t)&~(~)d~is bounded over the set 0 ,<s < t, 0 < t < co. 
To do this, note first that vi can be chosen so that q(t) > 0 for all t. If not 
then there must be a point T with q(T) = 0, v,‘(T) f 0. But (vi’ &)’ = 
-A Sv, . Since -A 8 > 0 we see that a,’ will not change sign for t 2 T 
and we could not have vr(co) = 0. Thus we can assume, in particular, that 
v,(O) = 1, and from (14), vi + uvr’ > 0. Now suppose y(‘) solves 
y” + uy’ = 0, y(0) = 1, y( co) = 0. Then, subtracting, we have 
((vl - y)’ 6”)’ 3 0. 
We claim that (0 <) zlr <y for all t. If not, then there would have to be a point 
7 where v1 - y > 0, vl’ - y’ > 0. But this implies vi’ - y’ > 0 on [T, co) 
and we could not have nr( co) = y( co). Finally notice that y(t) can be found 
explicitly, and by L’Hospital’s rule it is easy to see that y(t) e@(z)dc is 
bounded, implying the desired result. 
Since co, elU and v2 are bounded, and sr dh(s)(d/h(s) - u’(s)) ds < co, 
we see that w(a) exists and c2 can be chosen uniquely to give W(CO) = 1. 
To show there is a unique cr such that w(O) = 0, we must prove that v,(O) # 0. 
But if v,(O) = 0, we can assume ~~‘(0) > 0, and as long as v(t) > 0 we have 
v”(t) > -u(t)v’(t). The solution of y’(t) = --u(t)y(t), y(0) = v,‘(O) remains 
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positive on [0, co), so it follows by well-known results on differential 
inequalities [6, p. 261 that vi’(t) > 0 on [0, co). However, this contradicts 
oi(co) = 0. Thus Lemma 2 is proved. 
Proof of Lemma 3. It is known [6, p. 534-5361 that the boundary value 
problem 
d’ + td = 0, 
u(0) = u’(0) = 0, u’(c0) = 1, 
has a unique solution ui(t) satisfying the following conditions: 
(i) 24;(t) > 0 on [0, co), 
(ii) 1 - ui’(t) N c’t-l e 4e1(s)ds for some constant c’, 
(iii) 24;(t) N c ” e 4A(s)ds for some constant c”. 
Set uz(t) = 2u,(t/2). It follows that 
which is positive on (0, co). 
We can find a function y(.) E C” on [0, m) such that y(t) = 0 for t > 1, 
y”‘(O) > 0, y(O) = y’(O) = 0, and y, y’ and y”’ are all nonnegative on [0, $1. 
Furthermore, by replacing y by r/K for large positive K if necessary, we can 
assume that U: + y” > 0 on [0, co), since y = 0 on [l, CO) and ui is bounded 
below by a positive number on [0, 11. We can further assume, for the same 
reason, that 1 y”’ + u$ + us/’ + my” 1 < (ul + u&J/2 on [$, 11. Letting 
us(t) = uz(t) + y(t), there follows ug > 0 and ut + u,,ub >, (ul + usu@/2 
on [0, co), and u:(O) + u,(O)u~(O) = y”‘(O) > 0. Thus UC + u,,u,” is strictly 
positive on [0, co). If h, = AU0 is as in Lemma 1, then clearly h,(t) > 1 > us’(t). 
To obtain (1 l), it suffices to show that 
9J = 
u; + u,u; u; + uou; 
h, - q = h, - 1 + 1 - u;2 
is bounded below by a positive number on [0, CO). Since q(t) > 0 for all t and 
uO(t) = uz(t) = 2u,(t/2) for large t, it suffices to show 
w2bw) %inf ho(t) - 1 + 1 - u,‘(t/2)2 ’ O* 
Now b;(W4&/2)1/[1 - UI'@P)~I + 03 as t + co because of (i)-(iii). It is 
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therefore enough to show that [h,(t) - l]/[l 
We can give h, explicitly in terms of us: 
- u,‘(t/2)] is bounded for large t. 
h,(t) = u + (1 - a) 1,: exp [ -1: us(x) C&V] A//r exp [-J: us(x) do] ds 
from which 
ho@> - 1 - k 1, exp [--/I U&X)&] ds 
for some K. We have 
s 
s 
uo(x) dx = 
0 
j; ~064 dx + j;;; 4&) d% 
hence, using (ii), 
ho(t) - 1 
1 - u,‘(t/2) - 
k Sf exp[--.fi uo(x) dx - S$~%(Y) drl ds .
4t/W1 exp[-Ji’2 Q+ @I 
From 1’Hospital’s rule the last term has the limit 
k eq[-ff uo(x) dx - S4:“, 4u,(y) dy] 
EC c’ exp[-Jo t/2 u,(y) dy](--u,(t/2)(t-l) - 2t-2) = 
O 
’ 
and this completes the proof of Lemma 3. 
III. PROOF OF MAIN RFSULT 
From now on we shall assume X, < h < 0, with A, as in Lemma 3. To 
complete the proof we must verify that the operator T defined at the end of 
Section I satisfies the hypotheses of the Schauder-Tychonov theorem. For 
this it is convenient to state a preliminary result as a lemma. 
LEMMA 4. Suppose u E Y, so that uo’ < u’ < 1 on [0, a~). Let h = h, 
solve (7)-(8). Then with ho as in Lemma 3, it is the case that 1 < h < ho on 
LO, a)>. 
Proof. We know h(0) = h,(O) = a > 1 and h’(t) < 0, h,,‘(t) < 0 on [0, co). 
If there is any interval in which h(t) > h,(t), then there must be a point 
tl > 0 where h’(t,) > h,‘(t,), h(t,) > h,(t,). Since 
h”(t) = --u(t)h’(t) > --u,(t)h’(t), 
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we see that h’(t) > ha’(r) for t 3 t, . But then we cannot have h( 00) = h,( CO). 
To prove that T maps Y into itself we first show that if w is a solution of 
(9)-(10) for some u in Y, then w(t) < 1 on [0, co). Suppose there is a ti 
with w(tJ > 1. We can choose tl so that w’(tJ > 0. It is then clear that 
w’(t) > 0 for t > t, , for if there were a t, > t, with w’(ta) = 0, w(ta) > 0, 
then we would have w”(tJ > 0, which gives a contradiction. But w’(t) > 0 
for t > t, implies w(co) > 1, which contradicts (8). Thus for II E Y we 
see that (Tu)’ = w < 1 on [0, co). There remains to show w > uO’ on 
LO, a>. 
Let m = uO’, so that 
m” + u,m’ + )b( v&J - uo’)m + A,(dh, - uo’) d& > 0. 
Since &, < h < 0, 0 < uO’ < u’ < 1, and 1 < h < h, , where h 
follows that 
mw + urn’ + h(z/l; - u’)m + X l/h( &i - u’) > 0. 
Subtracting (9) from (17) gives 
(171 - w)” + u(m - w)’ + X(4 - u’)(m - w) > 0. 
h,, it 
(17) 
Also (m - w)(O) = (m - w)‘(O) = 0. We want to show that (m - w)(t) < 0 
on [0, co); so suppose there is an interval on which (m - w)(t) > 0. Then 
there must be a point t, with (m - w)(tl) > 0, (m - w)‘(Q > 0. By the 
same reasoning that we used to show w(t) 6 1 on [0, co), it is clear that 
(m - w)‘(t) > 0 for t 3 t, , but this contradicts the condition m(co) = 
w(a) = 1. Since (Tu)’ = w, we have shown T(Y) C 9’. 
Next we verify that T is a continuous operator on Y in the topology of X. 
It is sufficient to show that if {un} is a sequence in 9, and un’(t) -+ u’(t) 
uniformly on compact intervals, then (Tu,)‘(t) -+ (Tu)‘(t) uniformly on 
compact intervals. 
First, let h, = h,” , h = h, . Since u,’ 2 u,,’ for all n, the functions 
m(s) = exd-.I: u,lW &I must tend to zero uniformly in 7t as s -+ co. 
From (12) and (13), therefore, it follows that hn(t) -+ h(t) uniformly on 
compact intervals. 
Setting w = (Tu)‘, w, = (Tu,)‘, we see from (9) and (10) that to show T is 
a continuous operator it is sufficient to show w,‘(O) -+ w’(0) as n -+ co. 
Suppose this is not the case. We can, by choosing subsequences if necessary, 
assume there is an E > 0 such that 1 w,‘(O) - w’(O)] 3 E for all 12. Assume 
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that w,‘(O) > w’(O) + E; the case w,‘(O) < w’(O) - E is treated similarly. 
Let V, v, solve the following initial value problems 
vu + uv’ + A( $4 - u’)v + x &(&i - u’) = 0, 
v(0) = 0, v’(0) = w’(0) + E/2, 
v; + u,v,’ + A($% - un’)vn + A &,(z/h, - 24,‘) = 0, 
vn’(0) = 0, z&‘(O) = w’(0) + E/2. 
Clearly, v, + 21, 0,’ + 0’ uniformly on compact intervals. Furthermore, 
we claim that v’(t) > w’(t) on [0, co). This follows because 
(v - w)” + u(v - w)’ + h(z/% - u’)(v - w) = 0, and (v - w)‘(O) > 0. 
By the same argument used in the proof that T(Y) C Y we see that 
(v - w)‘(t) > 0 on [0, co). 
Therefore, v( co) > 1, so for sufficiently large t and n, v,(t) > 1. We can 
show in the same way that wn(t) > vn(t) for all t, and this contradicts 
w,( 03) = 1. Thus T is continuous on Y. 
There remains only to check that T(Y) is compact in X. Let I be any 
compact interval [0, I?]. We must show that {( Tu)’ II 1 u E Sp} is equicontinuous 
and uniformly bounded, where (Tu)‘~, d enotes the restriction of (Tu)’ to I. 
This in turn is equivalent to obtaining a uniform bound on wU’(t) for t in I 
and u in ,40, where w, solves (9)-(10). Clearly, u, u’, and h, are uniformly 
bounded on I for u E Y, and ~~(0) = 0, so it is sufficient to obtain a uniform 
bound on ~~‘(0) for u E Y. 
From (9) we see that there are constants M, N such that for u E Y, t ~1 
we have 1 w”(t)1 ,( Ml w’(t)1 + IV. Since w’(t) > 0 on [0, co), it follows that 
w’(t) 3 e-Mtw’(0) - jl e-“(t-S)N ds; 
so there is a constant Q such that w’(0) 3 Q implies w(R) > 1. Hence 
/ w,‘(O)1 is uniformly bounded for u E 9, and this completes the proof for 
a > 1. To extend to the case 0 < a < 1, the following changes are necessary: 
(i) Equation (11) should be replaced by 
24;;’ + z&p; + h&l - z&2) > 0 on [0, co). 
Also, h, should be replaced by 1 wherever it appears. 
(ii) The definition of h, must be changed (see Lemma 1). Suppose 
II is in X, 0 < u’ < 1 on [0, co), and u’(a) = 1. Let H, solve (7)-(g). 
(Then H,’ > 0.) Define h, by 
h,(t) = max(fL(t), W”>, O<t<aL 
Lemma 4 should be omitted. 
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The rest of the proof that the operator T has a fixed point U, proceeds 
as for a > 1. The proof of the theorem is then completed by showing that 
in fact HU, = h,i . To prove this it is sufficient to show that HU, > ui2 
on [0, co). 
This is true because wU1 = or’, so 
WEI + w& + X(dh,, - u,‘)w,l + A d/h,,(dh,, - q’) = 0 
0 = wul(0) < Ht#); %&4 : 
which implies 
=. 
IV. DISCUSSION OF RESULTS 
Let f* , h, be the solution of (4)-(6) obtained above. It is clear from the 
proof of our theorem that f*’ + 1 exponentially as t -+ co. Therefore, in 
particular, 
I 
m 1 1 - f*‘(t)1 dt < 00. (18) 
0 
This condition seems to be necessary for solutions which are physically 
meaningful, since it is required in order to have “finite displacement thick- 
ness”. (See [2].) Numerical results in [2] and [ll] appear to indicate that there 
is a unique solution satisfying both (18) and (3); however, if we remove 
requirement (3) there seem to be other solutions. These references indicate 
that physically significant solutions may have f “(0) < 0 or f”(t) > 1 for 
some t; hence it would be interesting to prove the existence of such solutions 
rigorously. In fact, it appears to be impossible to satisfy (3) for large negative A. 
For instance, we can prove the following: If h = -1, a > 1 and f, h is a 
solution of (4)-(6) with f ‘(t)2 < h(t) for all t, then f “(0) < 0. 
To see this note that 
(f “eJ;f)’ = (h - f’2)eJf > 0. 
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Therefore, iff”(0) > 0, thenf”(t) 3 0 for all t. Also, (4) can be integrated to 
give 
f"(t) -f"(O) +f(Qf'(t) =j)(s) ds. 
If 0 <f’ < 1 < h, f’(0) = f(0) = 0, then f(t)f’(t) < li h(s) ds - E for 
some E > 0, all large t. Thus f”(t) > E +f”(O) > E for large t and we 
cannot satisfy (6). 
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