We present a fourth order numerical solution method for the singular Neumann boundary problem of Poisson equations. Such problems arise in the solution process of incompressible Navier-Stokes equations and in the time-harmonic wave propagation in the frequence space with the zero wavenumber. The equation is first discretized with a fourth order modified Collatz difference scheme, producing a singular discrete equation. Then an efficient singular value decomposition (SVD) method modified from a fast Poisson solver is employed to project the discrete singular equation into the orthogonal complement of the null space of the singular matrix. In the complement of the null space, the projected equation is uniquely solvable and its solution is proven to be a solution of the original singular discrete equation when the original equation has a solution. Analytical and experimental results show that this newly proposed singular equation solver is efficient while retaining the accuracy of the high order discretization.
INTRODUCTION
In this paper, we consider high-order solutions for the Poisson equation on a rectangular domain with Neumann boundary condition dp dn = b(x, y) on ∂ , (1.2) where ∂ is the boundary of the rectangular domain , n is the normal vector of the boundary of the computational domain, and and in acoustics, elastics, and electromagnetics in the time-harmonic wave propagation in the frequency space [1, 12] with the zero wavenumber. It is well known [3, 11, 19] that the Neumann problem of the Poisson equation is singular. A singular linear system is solvable if and only if its right hand side is orthogonal to the null space of the singular matrix [3, 11] . The condition number 1 of a singular matrix is infinity. Thus in general, singular problems are difficult to solve efficiently and accurately. For the singular Neumann problem of the Poisson equation, however, there exist several efficient solvers, including Schumann and Sweet's cyclic reduction [19] , Golub, Huang, Simon and Tang's generalized eigen-decomposition [11] , Bialecki and Remington's Fast Poisson solver-based eigen-decomposition [3] , and the Kaczmarz projection method that Tanabe introduced for singular systems [24] .
The cyclic reduction is fast and has a complexity of O(n 2 log n) on a square grid of size n × n. But Schumann and Sweet did not discuss how the singularity is treated and how cyclic reduction affects the accuracy of the solution of the discrete system. The generalized eigen-decomposition employed by Golub et al. has a complexity of O(n 3 ); however, it singles out the null space of the singular matrix, successfully avoiding error enlargement and thus retaining the discretization accuracy. Their method also allows non-uniform meshes and hence is applicable to more general singular problems. The method of Bialecki and Remington is also an eigen-decomposition method, which is a modification of Hochney's fast Poisson solver with the singularity singled out for special treatment. Their method thus retains accuracy of discretization and also achieves a high efficiency of O(n 2 log n). The Kaczmarz projection method is an iterative method that keeps the solution component in the null space of the matrix fixed for each iteration. Thus, it is also a decomposition method which iteratively decomposes the equation into singular and non-singular problems. The Kaczmarz method was later combined with multigrid procedures [7] to improve its convergence (efficiency of the multigrid Kaczmarz method was analyzed by Shapira [20] ).
The singular solver proposed in this paper is similar to that of Bialecki and Remington in utilizing FFT for efficient matrix decomposition but with a reduced programming complexity for singularity treatment. In Bialecki and Remington's method, the original discrete singular equation is first perturbed by adding a term to the right hand side of the equation to ensure the solvability of the perturbed equation. They proved that the solution of the perturbed equation is a least square solution of the original singular problem. Our method differs from their method in two places. First, we do not perturb the singular discrete equation. We project the singular equation into the orthogonal complement of the null space of the singular matrix. In the orthogonal complement of the null space, the projected equation is non-singular and always uniquely solvable regardless of the solvability of the original singular discrete system. The second difference (see Section 3) is that we ignore the projected equation in the null space and only solve the projected equation in the orthogonal complement of the null space. We have proven that the solution of the projected equation in the complement of the null space is a solution of the original singular discrete equation when the original is solvable, and is a least-squares solution of the original equation when the original equation is not solvable. Thus, comparing with Bialecki and Remington's method, our method does not compute the perturbation to ensure the solvability, and also has avoided a process to determine a solution of the projected equation in the null space.
High-order discretization methods for the Laplace operator have been investigated for a long time. Collatz studied several finite difference methods for the 2-D Laplace operator in 1960 [10] . One of the fourth-order methods Collatz studied is a square stencil nine-point scheme which is a popular choice for the Dirichlet problem of Possion equations. In 1975, Lynch and Rice introduced a systematic procedure called HODIE [16] for calculating the coefficients of finite difference discretization formulas for general elliptic equations for almost "any" numerical order. The HODIE procedure was employed by Boisvert in 1981 to discretize the Helmholtz equations [5] and was applied in 1985 to the Neumann problem of the Helmholtz equation (see [18, pp. 199-200] ). Another finite difference method for obtaining high-order discretization of the Laplace operator is the Padé-type high-order approximation of Singer and Turkel [21] . A different approach to high-order discretization is the finite element type schemes, among which are Kaufman and Warner's [14] RayleighRitz-Galerkin method with tensor product B-splines and Bialecki and Fairweather's highorder orthogonal spline collocation method [2] .
In this paper we modify the Collatz's popular nine-point scheme for Neumann problems and obtain a fourth order formula which is more general than both the Collatz formula and Boisvert's formula given in ( [18, pp. 199-200] ).
While our discussion of the singular Poisson solver is restricted to Poisson equations, it is readily extendible to singular Helmholtz equations with either Dirichlet or Neumann boundary conditions. For a Helmholtz equation arising in the time harmonic wave propagation, when the square of the wavenumber happens to be equal to an eigenvalue of the Laplace operator in magnitude, the equation becomes singular. With the proposed singular treatment modified for the non-zero wavenumber cases, singular Helmholtz equations can be solved efficiently and accurately on rectangular domains with uniform meshes chosen, or combined with domain decomposition methods [8, 17] to produce fast and accurate subdomain solvers. This paper is organized as follows. Fourth order discretizations of the equation and the Neumann boundary condition are presented in Section 2. A decomposition, projection, and solution method for the singular discrete equation are discussed in Section 3. Section 4 contains an error analysis and an efficiency comparison with second order methods. Finally, testing results are presented in Section 5. Section 6 gives the conclusion.
DISCRETIZATION
One of the popular high-order discretization schemes for the Laplace operator is the following Collatz [10] formula written in the stencil form,
where p = (
This high-order method together with others studied by Collatz were later generalized by Lynch and Rice to a method called HODIE [16] for general elliptic equations. For Neumann problems, when scheme (2.1) is applied at boundary grid point (0, j), the right hand side needs the value of p −1, j , which is outside the domain. So this method is not applicable to the Neumann problem of Poisson equations. A modification is hence necessary. In 1987 Boisvert successfully calculated fourth order discretization coefficients using the HODIE method for the Neumann problem of Helmholtz equations [6] .
In this paper, we use a fourth order discretization formula which is more general than Boisvert's formula given in ( [18, pp. 199-200] ). Our discretization formula was first derived in [22] . For self-containedness, we re-present it here.
The right hand side of (2.1) is equal to 
Applying the above scheme to Eq. (1.1) at grid point (i, j) on a uniformly spaced grid, we obtain
3)
The approximation of r i, j in the above equation only needs to be second order accurate for the truncation error to remain fourth order. The main advantage of formula (2.3) is that it allows people to choose different approximation schemes for r i, j . This flexibility is especially useful for Neumann problems since for interior grid points, the five-point finite difference can be used, while for boundary points other approximation formulae can be used to avoid using values of r outside the domain. Formula (2.3) becomes the Collatz formula (2.1) when the five-point finite difference is used to approximate r i, j . We use the following fourth order discretization for the boundary condition,
which is a direct application of Taylor expansion up to the fourth derivative terms. Applying (2.4) to the boundary condition at grid point (0, j), we have 
The approximation of b 0, j yy in the above equation needs to be only second order for (2.6) to remain fourth order. Through the above discretization and derivation, the Poisson equation (1.1) and the boundary conditions (1.2) can be incorporated into the linear system
where P denotes the solution vector in natural ordering (see [4, p. 62] ), r the vector corresponding to the right hand side of (1.1), and B the vector resulting from the boundary condition (2.6), which vanishes at interior points and is given by The matrix A is an (m + 1)(n + 1) by (m + 1)(n + 1) matrix given by
where A 1 and A 2 are (m + 1) by (m + 1) matrices given by
Formula (2.7) is not fully discretized. It still contains differential terms such as r , r x , and r y . This is the main difference between our discretization formula and existing ones which are usually fully discretized. But since r (x, y) are given functions with known values and approximation of these differential terms r , r x and r y needs to be only O(h 2 ) for maintaining an O(h 5 ) accuracy for formula (2.7), we can easily find many simple second order approximations (e.g., 1-D formulae in [15] ). We can also obtain Boisvert's formula 2 (see [18, p. 200] ) by choosing different second-order discretization formulae for r , r x , and r y at different grid points.
SINGULAR VALUE DECOMPOSITION AND PROJECTION
After further discretizing the terms r , r x , and r y on the right-hand side of (2.7), we obtain a linear system of the form
, where A is given by (2.8). For notational simplicity, we let N = (m + 1)(n + 1). It is easy to verify that the matrix A is singular and its rank is N − 
where P t denotes the transpose of column vector P. Let F be an N × (N − 1) matrix whose (N − 1) column vectors are chosen to form an orthonormal basis of the space N (A) ⊥ . 2 The right hand side of the Boisvert formula as given in Table 1 
Proof.
(i) Since ΠR ∈ N (A) ⊥ , by Proposition 3.1 the projected equation (3.2) has a solution P ∈ R N . But AP = AΠP, so we have that AΠP = ΠR, which means that ΠP ∈ N (A) ⊥ is a solution of (3.2).
To prove the uniqueness of the solution, we let P, Q ∈ N (A) ⊥ satisfying Eq. (3.2).
Thus, A(P − Q) = 0, which means that
⊥ be the solution of (3.2). We first show that if the original singular equation (3.1) is solvable, P is also a solution of (3.1). By Proposition 3.1, the solvability of Eq. (3.1) implies that R ∈ N (A) ⊥ . Hence ΠR = R. Then AP = R, which shows that P is a solution of (3.1). Now we shall show that when Eq. (3.1) has no solution, P is a least-squares solution of (3.1). Since for all Q ∈ R N , AQ ∈ N (A) ⊥ , we have that
Since P is the solution of (3.2), we have that Since Π = FF t , the projected equation (3.2) is the same as
The column vectors of F form an orthonormal basis of N (A) ⊥ , so for any vector Q ∈ R N , the matrix-vector product F t Q gives the coefficients of Q with respect to the orthonormal basis F. Our algorithm starts by multiplying F t to both sides of (3.4), yielding
Since F t F = I N −1 , the above equation is equivalent to
Then we solve the above equation for the coefficient vector F t P. Finally, we multiply F by F t P to recover the solution FF t P = ΠP of the projected equation (3.2).
The decomposition and projection method discussed above works for all singular linear systems, not just for singular discrete Poisson equations. For general problems, however, the main difficulty is how to find a matrix F that can efficiently accomplish the projection and recovery operations. For the singular Poisson problem, utilizing the eigenvectors of A we construct matrix F by With the choice of this matrix F, we can accomplish the two matrix-vector multiplication operators F t R and F(F t P) efficiently using FFT, and at the same time tridiagonalize the matrix A into F t AF in Eq. (3.5). Denote the first matrix on the right hand side of (3.6) by F 1 and the second matrix by F 2 , namely, F = F 1 F 2 . The N × N matrix F 1 is the cosine transform matrix Boisvert used in the FFT solver for the nonsingular Neumann problem of Helmholtz equations [6] . For the singular Poisson problem, F 1 tridiagonalizes (and also block-diagonalizes) A into F t 1 AF 1 , resulting in n + 1 independent subequations with one subequation being singular. As mentioned in the Introduction, a difference exists between our algorithm and Bialecki and Remington's solver in the treatment of the discrete singular subequation . In our algorithm, further applying the N × (N − 1) matrix F 2 to the already tridiagonalized matrix F t 1 AF 1 completes the projection operation so that the projected equation is uniquely solvable in N (A) ⊥ , while in Bialecki and Remington's solver, after obtaining n + 1 independent discrete subequations (one of them singular) by using a cosine transform, to handle the singular discrete subequation they return to the continuous (nondiscrete) equation which the singular discrete subequation approximates at collocation points and impose a Dirichlet boundary condition at one boundary point for the continuous subequation, thus turning it into a non-singular subequation.
Returning to our algorithm, we summarize below the solution process of our solver.
1. Compute the right hand side of (2.7). 2. Multiply F t to the right hand side of Eq. (3.1) to obtain (3.5).
Compute the entries in matrix F
t AF and solve the tridiagonal system (3.5) for the coefficient vector F t P. 4. Recover ΠP by multiplying F to the coefficients F t P.
The operation count of each step of the algorithm on a square domain of n × n is The total operation count of the algorithm, the sum of the work of the four steps, is
Since the second order finite difference approximation of the Laplace operator produces a matrix with the same eigenvectors as that produced by the fourth order discretization (2.2), the decomposition and projection-based SVD method discussed above is also applicable to the discrete system obtained via the second order discretization. A second order solver with this SVD treatment goes through the same four steps as the fourth order method, and the operation counts only differ in step 1-the second order solver needs only n 2 operations in approximating the right hand side of the discrete matrix equation, resulting a total count of 5n 2 log 2 n + 13n 2 + O(n log 2 n), (3.8) for the second order method.
ERROR AND EFFICIENCY
Assuming that the solution p(x, y) is sufficiently smooth, the truncation error of (2.7) when all differential operators replaced by their respective discrete versions is
where t (i, j) denotes the truncation error at grid point (i, j). The solution error e, defined as the difference between the true solution and the computed solution, satisfies A e = t. Since the solution of a singular system has total freedom in its null space, so no error exists with respect to the zero eigenvalue. Thus, the relation between solution error e and truncation error t satisfies A ⊥ e = t, where A ⊥ denotes the projection of matrix A in space N (A) ⊥ . Since A ⊥ is invertable, we obtain With the error estimation given above, we can proceed to give a comparison of efficiency for fourth and second order methods in terms of execution time.
Execution time in general is approximately proportional to the number of operations. For a given error tolerance, a high-order method allows much larger mesh sizes than a lower order method, resulting in significant reduction in the number of grid points and consequently execution time if the high-order method has the same computation complexity as that of the second order method for the same grid size. Such time reduction can be seen clearly from the discussion below for a fourth order method against a second order method of the same complexity.
For the sake of brevity, we restrict our discussion on the unit square domain [0, 1] × [0, 1]. With slight modifications, the same analysis can be conducted for general rectangular domains. We introduce the following notations: E(Mthd) denotes the difference between the true solution and the numerical solution computed by method Mthd; ε > 0 is the error tolerance, i.e., the difference between the computed numerical solution and the true solution must be less than or equal to ε. With these notations, the error of our fourth order method can be denoted by E(order4), and the error of the second order Poisson solver will be E(order2). The solution error of the fourth order direct method in general satisfies
The error of a second order solution method in general satisfies
To meet the error tolerance, the fourth and second order methods need to take different mesh sizes and partition sizes, say partition size N and mesh size h for the fourth order solver, and partition size N and mesh size h for the second order method. Then
Roughly we can equate them to yield
Since h = 1/N and h = 1/N , (4.6) is equivalent to
where
Thus, if our fourth order solver can satisfy the error tolerance by taking a partition of size N , then it requires the second order solver to take a partition size of C N 2 to achieve the same accuracy. Let T 4 and T 2 denote the time needed by the order 4 and order 2 methods respectively to solve a problem within a given error tolerance. Then (3.8), (3.7), and (4.7) imply that
The parameter C in general could vary largely from problem to problem. For Poisson equations which have only twice differentiable solutions, the fourth order method has only second order accuracy, and probably has no gain in reducing execution time for a given error tolerance. But for problems with at least three times differentiable solutions, the fourth order can take advantage of the smoothness of the solution and reduce the computation cost for a given error tolerance.
EXPERIMENT RESULTS
To test the accuracy and efficiency of the high-order fast singular Poisson solver (HFSPS), we choose four testing problems with solutions of different orders of differentiability; they are:
, which is five times differentiable; 2. p(x, y) = x 4.5 + y 4.5 , which is four times differentiable; 3. p(x, y) = (x + y) 2.5 sin(x), which is three times differentiable; 4. p(x, y) = (x + y) 2.5 , which is twice differentiable;
The testing problem domain is chosen to be the unit square [0, 1] × [0, 1], and uniform mesh size h = 1/N is chosen on each dimension, where N is the number of grid points on each x-and y-dimension. We tested the HFSPS on an IBM RS/6000 machine running operating system AIX 3.2.5, and the test results are listed in Tables I to V. For the comparison of accuracy, on the same machine we also tested a second-order method (FSPS) with the same decomposition and projection-based SVD method described in Section 3 and the traditional five-point second order discretization. The test data of FSPS are also listed in the tables.
Tables I to IV present the time-accurate comparison between the HFSPS solver and the second order FSPS solver for the four test problems. Measured experimental results show that the HFSPS method is much more accurate and achieves high accuracy without increasing execution time as compared with the second order solver. In the tables, we use a metric Order [23, 26] to indicate the numerical order of a solver, which is calculated as follows:
Order(n, 2n) = log 2 Error(n) Error(2n) . The definition of this metric is based on the observation that for a numerical method of order s, the error will decrease at a rate of 1 2 s when a uniformly spaced grid doubles its grid points. The log plot of error against grid size (or mesh size) is usually used to measure the order of a numerical method. The metric Order used here gives the value of the slope of the log plot of the error vs grid size between each two neighboring testing grid sizes.
Since the slope of a curve is difficult to exactly visually determine, the metric Order is a clearer quantitative indication of the order of a numerical method. The error analysis given in Section 4 shows that the HFSPS method is fourth order in the average case if the true solution is five times differentiable, and the order of our numerical method decreases as the differentiability of the solution falls below the order of 5. This is matched by the experimental results shown. Table V compares the measured execution times of the two tested solvers. The four test problems are solved by the high-order HFSPS method. Then the same problems are solved with the second order method to match the achieved accuracy with an increased number of grid points and execution time. The execution times of the HFSPS and the FSPS algorithms are listed side-by-side in Table V for each of the testing problems. Table V shows that the high-order method is 5 to 300 times faster depending upon problem and grid size, as indicated by the column of time ratios for the two solvers. Notice that the performance gain increases when the problem size increases.
CONCLUSION
We present a fourth order fast solver for the singular Neumann boundary problem of Poisson equations on a rectangular domain. A modified Collatz finite difference scheme is used to discretize the Laplace operator. This discretization produces a singular discrete equation which is projected into the orthogonal complement of the null space of the singular matrix and solved in the complement of the null space. It is proven that the solution of the projected equation is a solution of the original singular discrete equation when the original equation is solvable. The projection of the singular equation into the complement of the null space utilizes the fast Fourier transform whose application to Poisson equations was pioneered by Hockney. As both analytical and testing results show, our proposed SVD keeps the accuracy obtained from the high-order discretization while maintaining high efficiency.
