It is shown that every q -ary primitive BCH code of designed distance 5 and SUfficiently large length n contains a codeword Co of. weight w = 0 (5), and degree deg(co) = 0 (n). These so .called light and short codewords are used to describe-encoding and decoding algorithms which run on sequential machines in time 0 (5n), Le. linear in n for fixed 5. For high-rate primitive BCH codes this is faster than the commonly used algorithms, which are nonlinear in n when run on sequential machines.
deg (g(x» S; (~1) m.
An extensive discussion on the determination of the exact degree of g (x) can be found in [2, ch. 12].
Let C be a BCH code of length n and designed distance 5 over GF (q) . As it is well known [2, cbs. In the case of binary, narrow sense BCH codes, this bound can be tightened to This paper deals with primitive (not necessarily narrow-sense) BCH codes. We show that for a given 5, and for a sufficiently long primitive BCH code C of designed distance 5, there exists a nonzero
codeword Co E C, such that wt (eo) = 0 (0), and deg (eo) ..
• . . 
ll. EXISTENCE OF LIGHT AND SHORT CODEWORDS
The following lemma is a somewhat.stronger version of Theorem I: (6) wt(Co)~2ro,
Proof. Consider the set 
Together with the result of Lemma 2, (7) implies the condition (6) of Lemma 1. The latter establishes the existence of a codeword Co with,the 4esired properties. 0
Proof of Theorem 1. It can be readily verified that the condition (2) of the theorem implies We consider now the special case q =2 and b =1, i.e., the case of binary narrow-sense primitive BCH (in short, BNP-BCH) codes. We assume that 0 is .odd, i.e., 0 = 2t + I, t being the designed correction capability of the code.
q-I q-I
The following is a restatement of Theorem-I, applied to the BNP case:
Theorem 2. Let C be a B.NP-BCH code oflength n and designed distance 0 = 2t + 1. Let sandO) be positive integers satisfying
Then, there exists a nonzero codeword Co E C suc~that wt (eo) S 2m and deg (eo) < s.
Proof. The proof follows along the same lines as that of Lemma 1 and Theorem 1, except for the fact that here it suffices to evaluate the syndrome elements only at the odd powers of cx, i.e.. at
..
• .. An interesting example of the application of Corollary 3 is obtained by substituting t = 1. The resulting code is a single-error-correcting binary Hamming code whicb is generated by a binary primitive polynomial of degree m = log2(n + 1). Corollary 3 implies that the code contains a codeword of weight at most 4 and degree at most 2..Jn +1.
III. USING LIGHT AND SHORT CODEWORDS FOR ENCODING
Let C be an [n ,k] primitive BCH code over GF (q), with generator polynomial g (x). The most commonly used procedure for encoding C can be described as follows: let (uo, u l' ... , Uk-I) be the message vector, and let u(x) be its associated polynomial. Compute the remainder
In the sequel we assume that aS 0 (f;; / log n), that is, we consider only high-rate primitive BCH codes. One way of obtaining the residue r(x) is to carry out a long division [4] of XIl-kU(X) by g(x). We refer to this as the naive way. The number of arithmetic operations over GF (q) required in the naive procedure is 0 (n deg (g )), which for high-rate BCH codes is 0 (n alog n) [ , whose complexity is 0 (n 'log deg (g )-log log deg (g )). This algorithm is asymptotically faster than the long division algorithm. However, it is quite complicated to implement, and it is still not linear in n for fixed a.
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We.present now an encoding procedure which uses the light and short codewords whose existence was established in Section n. Let Co denote such a codeword. The encoding procedure consists of the following two steps:
Since co(x) is a multiple of g(x), r(x) is the desired remainder.
Step (a) has complexity o(wt (eo) n) =0 (Bn), and Step (b) has complexity 0 (deg (eo) 
Step '(b) is at least as fast as
Step (a), resulting in an overall encoding complexity of
O(6n).
In describing the above procedure, we assume that a specific light and short codeword Co is known.
Such a codeword can be searched for exhaustively by generating all vectors in V(4(B-l),s) (as defined in
the proof of Lemma 1) for 8 = 0 (6"n +1) until a codeword is found (Corollary 1 guarantees that one will be found). The complexity of the search is roughly 0 (8
0, which is polynomial in n for fixed 6.
Although this might still be a heavy computation, it should be noted that the light and short codeword eo needs to be searched for' only once for a given code. A-list of light and short codewords for some binary BCH codes, found in the above manner, is given in the Appendix.
IV. USING UGHT AND'SHORT CODEWORDS FOR DECODING
We refer now to the standard decoding procedure of BCH codes using the Berlekamp-Massey
Given a received word y = c + e (e being the error word), the decoding procedure consists of the following steps:
This step can be carried out by first finding the remainder y (x) mod g (x) using the technique described in Section III, and then applying a (&-l)logq(1t+l) x (&-l)logq(n+l)'linear transfonnation to obtain the syndrome values. The overall complexity of ibis step is, therefore, 0 (on ).
(ii) Find the Error-Locator folynomial (ELP) as the linear recursion ofS0' S l' .
•. , S&-2 using the
Berlekamp-Massey algorithm.
This step requires 0 (0 2 ) operatioqs over GF (qm). Translating naively the arithmetic of GF (qm) to that of GF (q) results in a complexity of 0 (0210in).
(iii) Find the roots ofthe ELP in GF(qm}.
This can be done using Rabin's algorithm [9] .~1 times. The arithmetic complexity is 0 (0 log n 0 2 ) operations over GF (qm), which result in 0 (0310 g3n) operations over GF (q).
(iv) Find error locations by extracting the logarithms ofthe roots ofthe ELP.
A simple known algorithm for logarithm extraction (5, p. 9] takes O(-rn log2n ) GF(q)-operations for each root. Therefore, the overall complexity of this step is 0 (0...Jfi loin ).
(v) Find the error values (unnecessary for the binary case).
The complexity is similar to that of Step (ii) [6, p. 246].
(vi) Correct y (x).
This is done in 0 (0) operations.
Summing up the complexities of the different steps, it-can be readily verified that Step (i) is dominant if 0:W rJnllog3n). Given this condition (which is somewhat stronger than the one reqUired for the encoding algorithm), the overall complexity'ofthe decoding procedure is 0 (on).
,.
•
The existence of light and short codewords in high-rate primitive BCH codes leads to an encodingdecoding algorithm whose complexity is linear in the code length, provided that the designed distance is fixed. This perfonnance is achieved'by implementing a modular polynomial division in two steps, one of which utilizes the light and short codeword. The complexity of other known encoding-decoding algorithms is not smaller than 0 (n 'log log n' log log log n) in sequential environments. Hence, using light and short codewords in the encoding-decoding scheme yields a better asymptotic running time for high-rate BCH codes.
We discuss now some practical considerations concerning the design of an encoder whose support is contained in A .
• ;
APPENDIX: LIGHT AND SHORT CODEWORDS OF SOME BINARY BCH CODES
The following is a list of examples of light and short codewords of some common binary narrowsense BCH codes. In the following, M l(X) denotes the minimal polynomial of (X and, in a similar manner, M; (x) denotes the minimal polynomial of a!. Each polynomial is described by its support, e.g., the polynomial (0.1,7) stands for x 7 + X + 1. Recall also that t g(x) =IIM 2j -1 (X). •
