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トル yを、y＝（y1, y2, ... , yp）とし、Xの変数ベク
















































を Yを説明する Demographic variableに設定す
るほうが分析目的に適合するものと考えて、前稿
の分析に継続して、Yを日本の Q 5（a, b, c）、ド
イツの Q 4（A, B, C）および Xを各々 age, sex,






















































[1] 58 146 498 （498は誤りで 502とする）
この点は、グラフから、元のデータセットか
ら、確かめる事ができる６）。















>colnames(Q 4)<-c(“Q 4 A 1”,”Q 4 A 2”,”Q 4 A 3”,”
Q 4 A 4”,”Q 4 A 5”,“Q 4 B 1”,”Q
4 B 2”,”Q 4 B 3”,”Q 4 B 4”,”Q 4
B 5”,“Q 4 C 1”,”Q 4 C 2”,”Q 4 C




Signif. codes: 0‘***’0.001‘**’0.01‘*’0.05‘.’0.1‘ ’1
P values based on 999 permutations.




Q5a Q 5 b Q5c age sex school rev size
1 2 2 2 3 1 2 2 2
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Variable p                                individual n
variable 1                               individual 1




































行 aijと列 bijのプロファイル（observed row
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Q4A Q4B Q4C age sex school revenue size
1 2 4 4 1 2 4 1 3
2 1 1 4 3 1 3 1 3
3 4 2 2 3 1 3 1 3… … … … … … … … …
513 3 2 3 3 2 4 1 3
514 2 2 3 2 1 4 1 3
データ行列 Y(Q 4) X(Demographic Variable)(Dv)
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Yは、各質問は 5つの選択肢を持つので、binary dataに変換してから分析する。Xはそのまま用いる




>Q 4<-make.dummy(Q 4) #Q 4を binary dataに変換する。
>colnames(Q 4)<-c(“Q 4 A 1”,”Q 4 A 2”,”Q 4 A 3”,”Q 4 A 5”,”Q 4 B 1”,”Q 4 B 2”,Q 4 B 3”,”Q 4 B 4”,
”Q 4 B 5”,”Q 4 C 1”,”Q 4 C 2”,”Q 4 C 3”,”Q 4 C 4”,”Q 4 C 5”) #列名を入力する。







Inertia is mean squared contingency coefficient
Eigenvalues for constrained axes:
CCA 1 CCA 2 CCA 3 CCA 4 CCA 5
0.045532 0.018290 0.009373 0.004532 0.002066
Eigenvalues for unconstrained axes:
CA 1 CA 2 CA 3 CA 4 CA 5 CA 6 CA 7 CA 8 CA 9 CA 10 CA 11 CA 12









Eigenvalues, and their contribution to the mean squared contingency coefficient
Importance of components
CCA 1 CCA 2 CCA 3 CCA 4 CCA 5 CA 1 CA 2
Eigenvalue 0.0455 0.01829 0.00937 0.00453 0.00207 0.565 0.488
Proportion Explained 0.0114 0.00457 0.00234 0.00113 0.00052 0.141 0.122
Cumulative Proportion 0.0114 0.01596 0.0183 0.01943 0.01995 0.161 0.283
CA 3 CA 4 CA 5 CA 6 CA 7 CA 8 CA 9
Eigenvalue 0.402 0.3951 0.3353 0.3141 0.292 0.2691 0.248
Proportion Explained 0.1 0.0988 0.0838 0.0785 0.073 0.0673 0.062
Cumulative Proportion 0.384 0.4824 0.5663 0.6448 0.718 0.785 0.847
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CA 10 CA 11 CA 12
Eigenvalue 0.2257 0.2036 0.1825
Proportion Explained 0.0564 0.0509 0.0456
Cumulative Proportion 0.9035 0.9544 1
Accumulated constrained eigenvalues
Importance of components:
CCA 1 CCA 2 CCA 3 CCA 4 CCA 5
Eigenvalue 0.0455 0.0183 0.00937 0.00453 0.00207
Proportion Explained 0.5706 0.2292 0.11747 0.05679 0.02589
Cumulative Proportion 0.5706 0.7998 0.91732 0.97411 1
Scaling 2 for species and site scores
* Species are scaled proportion to eigenvalues
* Sites are unscaled weighted disperion equal on all dimensions
Species scores
F＾ =VΛ v.eig
CCA 1 CCA 2 CCA 3 CCA 4 CCA 5 CA 1
Q 4 A 1 -0.35346 0.05955 -0.0027 -0.08609 0.00915 0.4556
Q 4 A 2 0.12179 -0.05349 -0.07522 0.079332 0.011174 0.1946
Q 4 A 3 0.32119 -0.08247 0.036012 0.065144 -0.07885 -0.5396
Q 4 A 4 0.50033 0.10067 0.244628 -0.07088 -0.01341 -1.6023
Q 4 A 5 0.20528 -0.06162 0.540342 -0.09823 0.098612 -4.2173
Q 4 B 1 0.03148 -0.31201 -0.00691 -0.07459 -0.01353 0.5611
Q 4 B 2 -0.06576 0.04012 -0.02645 0.018921 -0.00136 0.2215
Q 4 B 3 0.24548 0.21943 0.167311 -0.02007 0.029959 -0.4344
Q 4 B 4 0.15883 0.3143 -0.05312 0.055736 0.010525 -1.8554
Q 4 B 5 -2.23261 0.2027 0.893445 0.748165 0.008633 -3.4883
Q 4 C 1 -0.14651 -0.33211 0.184358 0.120885 0.057144 0.8712
Q 4 C 2 -0.06478 0.05063 -0.0473 0.00645 -0.09318 0.6207
Q 4 C 3 -0.04016 -0.01531 0.046622 0.006756 0.027018 0.157
Q 4 C 4 0.11969 0.03986 -0.08741 -0.02782 0.078758 -0.6652
Q 4 C 5 0.16521 0.0542 0.204437 -0.09611 -0.07057 -2.0882
Site scores (weighted averages of species scores)
＾ ＾V=D(pi+)-1/2U wa
CCA 1 CCA 2 CCA 3 CCA 4 CCA 5 CA 1
1 2.93059 5.47956 -7.6727 7.8885 16.2084 -1.52171
2 -1.48098 -3.87464 -3.4503 -13.8656 12.001 0.339322
3 2.7071 3.48861 6.0768 -3.3476 -17.4167 -0.3164
513 1.57596 -1.05094 1.9981 6.6804 -8.5818 0.008163
514 0.11614 -0.52277 -1.9576 7.724 5.9434 0.195311
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Site constraints (linear combination of constraining variables)
U u
CCA 1 CCA 2 CCA 3 CCA 4 CCA 5 CA 1
1 -0.537821 -0.36253 -1.15306 1.47148 0.93249 -1.52171
2 1.122727 -0.11634 0.244144 -0.013 -1.32906 0.339322
3 1.122727 -0.11634 0.244144 -0.013 -1.32906 -0.3164
513 0.508765 1.349149 -1.32594 0.18715 -0.20937 0.008163
514 0.079623 -0.94701 -1.12211 0.21716 -0.90837 0.195311
Biplot scores for constraining variables
biplot
CCA 1 CCA 2 CCA 3 CCA 4 CCA 5 CA 1
age 0.55931 0.58501 -0.0338 -0.39163 -0.4364 0
sex -0.02369 0.65603 -0.1229 0.24751 0.7019 0
school -0.90336 0.23345 -0.1745 -0.16138 -0.2701 0
revenue -0.83116 0.28181 0.3545 -0.06936 -0.315 0
size -0.22772 -0.09697 0.2528 -0.79167 0.4981 0
２）> library(vegan)
This is vegan 1.17-4
> Dv<-data.frame(Dv) #X(=Dv)を data.frameにする。
> anova(Q 4.cca) #Modelの分散分析を行う。
Permutation test for cca under reduced model
Model: cca(formula=Q 4～age+sex+school+revenue+size,data=Dv)
Df Chisq F N.Perm Pr(>F)
Model 5 0.0798 2.0517 199 0.005**
Residual 504 3.9202
- - -
Signif. codes: 0‘***’0.001‘**’0.01‘*’0.05‘.’0.1‘ ’1
回帰モデルは有意であることが分かる。
> anova(Q 4.cca,by=”term”,step=200) #各変数毎に分散分析を行う。
Permutation test for cca under reduced model
Terms added sequentially (first to last)
Model: cca(formula = Q 4～age+sex+school+revenue+size,data=Dv)
Df Chisq F N.Perm Pr(>F)
age 1 0.0216 2.7773 199 0.005**
sex 1 0.0097 1.2429 199 0.230
school 1 0.0337 4.3276 199 0.005**
revenue 1 0.0102 1.3110 199 0.245
size 1 0.0047 0.5999 199 0.790
Residual 504 3.9202
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Q 4～age+schoolが選択される。
> anova(Q 4.cca,by=”margin”,perm=500) #統計実験を行ってモデルを探す。
Permutation test for cca under reduced model(Permutation testについては、参考文献[3]に詳細な例
がある。)
Marginal effects of terms
Model: cca(formula = Q 4～age+sex+school+revenue+size,data=Dv)
Df Chisq F N.Perm Pr(>F)
age 1 0.0163 2.0896 199 0.005**
sex 1 0.0107 1.3694 99 0.140
school 1 0.0128 1.6441 499 0.074.
revenue 1 0.0100 1.2863 99 0.190
size 1 0.0047 0.5999 99 0.830
Residual 504 3.9202 - - -
Signif. codes: 0‘***’0.001‘**’0.01‘*’0.05‘.’0.1‘ ’1
この結果は、変数として、ageのみとする。
> anova(Q 4.cca,by=”axis”,perm=1000) #変数軸について調べる。
Permutation test for cca under reduced model
Model: cca(formula = Q 4～age+sex+school+revenue+size,data=Dv)
Df Chisq F N.Perm Pr(>F)
CCA 1 1 0.0455 5.8538 199 0.005**
CCA 2 1 0.0183 2.3515 99 0.170
CCA 3 1 0.0094 1.2051 99 0.730
CCA 4 1 0.0045 0.5826 99 0.980
CCA 5 1 0.0021 0.2656 99 0.990
Residual 504 3.9202
- - -
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４）> Q 4.cca.fit<-envfit(Q 4.cca～.,data=Dv,perm=1000)#変数の Biplotを計算
> Q 4.cca.fit
***VECTORS
CCA 1 CCA 2 r 2 Pr(>r)
age 0.944038 0.329838 0.0420 0.000999***
sex -0.418106 0.908398 0.0230 0.005994**
school -0.965910 0.258879 0.1086 0.000999***
revenue -0.958399 0.285433 0.0958 0.000999***
size -0.999805 -0.019755 0.0058 0.226773
- - -
Signif. codes: 0‘***’0.001‘**’0.01‘*’0.05‘.’0.1‘ ’1
P values based on 1000 permutations.
> plot(Q 4.cca,dis=”sites”)
> plot(Q 4.cca.fit) #Biplotのグラフを描く。
> attach(Dv)
> ordisurf(Q 4.cca,school,add=TRUE)
Loading required package: mgcv
veganの関数 envfitは ccaの biplotに類似した結果をもたらすようである。また、関数
ordisurfは変数の smooth surfacesを示す。
５）> mod 1<-cca(Q 4～.,Dv) #すべての変数を含むモデル。
> mod 0<-cca(Q 4～1,Dv) #定数項のみ含むモデル。
> mod<-step(mod 0,scope=formula(mod 1),test=”perm”)
Start: AIC=1269.3
Q 4～1
Df AIC F N.Perm Pr(>F)
+ school 1 1266.3 4.9639 199 0.005**
+ revenue 1 1266.9 4.3954 199 0.005**
+ age 1 1268.5 2.7584 199 0.005**
<none> 1269.3
+ sex 1 1270.1 1.1882 99 0.310
+ size 1 1270.5 0.8249 99 0.630
- - -
Signif. codes: 0‘***’0.001‘**’0.01‘*’0.05‘.’0.1‘ ’1
Step: AIC=1266.34
Q 4～school
Df AIC F N.Perm Pr(>F)
+ age 1 1266.3 2.0786 199 0.015*
<none> 1266.3
+ revenue 1 1267.1 1.2617 99 0.250
+ sex 1 1267.1 1.2338 99 0.250
+ size 1 1267.7 0.6292 99 0.760
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Signif. codes: 0‘***’0.001‘**’0.01‘*’0.05‘.’0.1‘ ’1
Step: AIC=1266.26
Q 4～school+age
Df AIC F N.Perm Pr(>F)
<none> 1266.3
-age 1 1266.3 2.0786 199 0.040*
+ sex 1 1267.0 1.2922 99 0.200
+ revenue 1 1267.0 1.2687 99 0.200
+ size 1 1267.7 0.5923 99 0.830
-school 1 1268.5 4.2768 199 0.005**
- - -
Signif. codes: 0‘***’0.001‘**’0.01‘*’0.05‘.’0.1‘ ’1
> mod #最適なモデル。





Inertia is mean squared contingency coefficient
> modb<-step(mod 1,scope=list(lower=formula(mod 0),
+ upper=formula(mod 1),trace=0)) #model 0とmodel 1の範囲で最適なモデル
(modb)を探すプログラムを実行する。
>modb





Inertia is mean squared contingency coefficient
> modb$anova
Step Df Deviance Resid. Df Resid. Dev AIC
1 NA NA -6 5997.916 1269.026
2 -size 1 7.138631 -5 6005.055 1267.633
3 -revenue 1 15.601322 -4 6020.656 1266.956
4 -sex 1 15.374695 -3 6036.031 1266.257
最適モデルは、いずれの計算でも同じである。
６）> Ddata 1[1:2,] #参考までに元のデータセットの一部を表示する。
Q 4 A Q 4 B Q 4 C age sex school revenue size
1 2 4 4 1 2 4 1 3
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Q 4 A Q 4 B Q 4 C age sex school revenue size
58 5 5 5 1 2 6 2 7
63 2 3 3 1 1 6 2 3
105 2 2 2 1 1 6 2 2
115 1 1 2 1 1 6 2 5
146 2 5 3 1 1 6 2 3
165 2 4 4 1 2 6 2 6
177 1 2 4 1 2 6 2 7
189 2 1 1 1 1 6 2 6
250 4 2 3 1 2 6 2 6
251 2 2 2 1 1 6 2 6
268 2 2 2 1 2 6 2 6
269 1 2 2 1 1 6 2 6
330 1 2 1 1 2 6 2 7
332 1 2 3 1 2 6 2 7
356 3 3 5 1 1 6 2 7
387 2 4 2 1 2 6 2 7
453 2 4 2 1 2 6 2 5
462 1 2 1 1 2 6 2 4
502 1 5 4 1 2 6 2 4
> subset(A,Q 4 B==5)
Q 4 A Q 4 B Q 4 C age sex school revenue size
58 5 5 5 1 2 6 2 7
146 2 5 3 1 1 6 2 3
502 1 5 4 1 2 6 2 4
７）このグラフは文献７）を利用している。
８）個々の記号 F, Gは CCAの解説の記号 V, Fと異なるが（=V）のように注釈をつけている。実際には、
Rの packageのmanualの plotの scaleの説明を参照されたい。
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Statistical data analysis using correspondence analysis
ABSTRACT
Based on previous research, this research examines the applications of canonical
correspondece analysis（CCA）of data using R. CCA is combined with correspondence
analysis for regression analysis. Question variable is connected to the demographic
variables to develop geometric data analysis in correspondence analysis. From the point of
view of statistical theory, such analysis has many interesting implications. CCA has wide
application in the field of numerical ecology, such as in Ordination analysis. It is hoped
that an exploratory multivariate statistical analysis will contribute to the field of social
science.
Key Words : correspondence analysis, canonical correspondence analysis, R
２
