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Abstract
We consider a gas of independent Brownian particles on a bounded
interval in contact with two particle reservoirs at the endpoints. Due
to the Brownian nature of the particles, infinitely many particles enter
and leave the system in each time interval. Nonetheless, the dynam-
ics can be constructed as a Markov process with continuous paths
on a suitable space. If λ0 and λ1 are the chemical potentials of the
boundary reservoirs, the stationary distribution (reversible if and only
if λ0 = λ1) is a Poisson point process with intensity given by the lin-
ear interpolation between λ0 and λ1. We then analyze the empirical
flow that it is defined by counting, in a time interval [0, t], the net
number of particles crossing a given point x. In the stationary regime
we identify its statistics and show that it is given, apart an x depen-
dent correction that is bounded for large t, by the difference of two
independent Poisson processes with parameters λ0 and λ1.
1 Introduction
Stationary non-equilibrium states, that describe a steady flow thought some
system, are the simplest examples of non-equilibrium phenomena. The pro-
totypical example is the case of an iron rod whose endpoints are thermostated
at two different temperatures. For these systems the paradigm of statistical
mechanics, i.e. the Boltzman-Gibbs formula, is not applicable and an analy-
sis of the dynamics is required to construct the relevant statical ensambles.
In the last years, considerable progress on stationary non-equilibrium states
has been achieved by considering as basic model stochastic lattice gases, that
consist on a collection of interacting random walks on the lattice, while the
reservoirs are modeled by birth and death processes on the boundary sites.
The analysis of such boundary driven models has revealed a few different fea-
tures with respect to the their equilibrium, i.e. reversible, counterpart such
as the presence of long range correlations in the stationary measure even
at high temperature and the occurrence of dynamical phase transitions that
can be spotted by analyzing the large deviation properties of the empirical
current. We refer to [2, 12] for reviews on these topics.
The present purpose is the construction of boundary driven models for
particles living on the continuum and not on the lattice, the main issue be-
ing the modeling of the boundary reservoirs. If we consider Brownian motion
with absorption at the boundary as basic reference for the bulk dynamics,
the boundary reservoirs need to inject Brownian particles on the system and
accordingly each particle entering the system immediately leaves it. Nonethe-
less, it should be possible to define, possibly through a limiting procedure, a
suitable model of the reservoirs in which, out of the infinitely many entrances
on a given time interval, the number of particles that managed to move away
from the boundary at least by ε > 0 is finite with probability one.
We here pursue the above program in the simple case of independent par-
ticles in the interval (0, 1), the resulting process is referred to as the boundary
driven Brownian gas. In fact, we present several alternative constructions of
this process. We define the dynamics as a Markov process by specifying ex-
plicitly its transition function, we provide a construction from the excursion
process of a single Brownian on (0, 1), and give a graphical construction of
its restriction to the sub-intervals [a, 1 − a], 0 < a < 1/2 with a Poissonian
law of the entrance times. We finally obtain this process by considering the
limit of n independent sticky Brownians on [0, 1] with stickiness parameter of
order 1/n. From the last convergence we deduce in particular the continuity
of the paths of the boundary driven Brownian gas.
Since there is no interaction among the particles, the invariant measure
of the boundary driven Brownian gas is simply a Poisson point process on
(0, 1). More precisely, letting λ0 and λ1 being the chemical potentials of
the boundary reservoirs, the stationary distribution (reversible if and only
if λ0 = λ1) is a Poisson point process with intensity given by the linear
interpolation between λ0 and λ1.
For stochastic lattice gases, a relevant dynamical observable is the empir-
ical flow that is defined by counting, in a time interval [0, t], the net number
of particles crossing a given bond. In order to define the empirical flow for
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the boundary driven Brownian gas, given x ∈ (0, 1) and ε > 0 we first count
the total net number of crossing of the interval (x − ε, x + ε) in the time
interval [0, t]. The empirical flow at x is then defined by taking the limit
ε → 0. In the stationary regime we identify its statistics and show that it
is given, apart an x dependent correction that is bounded for large t, by the
difference of two independent Poisson processes with parameters λ0 and λ1.
A similar result in the context of stochastic lattice gases is proven in [6].
The construction boundary driven Brownian gas presents some technical
issues. In order to have a well defined dynamics with finitely many particles
on each compact subset of (0, 1), the set of allowed configurations needs to be
properly chosen. The natural topology on such state space is not Polish and
additional analysis is is required. Moreover, the boundary driven Brownian
gas is not a Feller process and the regularity of its paths has to be properly
investigated. As outlined above, we deduce the continuity of the paths by
considering the limit of independent sticky Brownians, however the lack of the
Feller property has to circumvented in order to identify the finite dimensional
distributions.
The dynamics of infinitely many stochastic particle has a long a rich his-
tory, dating back to Dobrushin [5]. The ergodic properties of independent
particles have been early discussed in [15]. More recently, an approach based
on Dirichlet forms has been introduced in [1] and successively extensively de-
veloped. We also mention [9], where a model with immigration is considered.
The case of Brownian hard spheres is analyzed in [17, 7].
2 Construction and basic properties
A configuration of the system is given by specifying the positions of all the
particles. Regarding these particles as indistinguishable, we identify a con-
figuration with the integer valued measure on (0, 1) obtained by giving unit
mass at the position of each particle. To construct the dynamics, we need to
specify a suitable temperedness condition on the set of allowed configurations.
We denote by CK(0, 1) the set of continuous function on (0, 1) with
compact support. As usual, C0(0, 1) is the closure in the uniform norm
of CK(0, 1). We identify C0(0, 1) with the functions in C[0, 1] that vanish
at the endpoints. Letting m ∈ C0(0, 1) be the function m(x) := x(1 − x),
we define Ω as the set of Z+ ∪ {+∞}-valued (Radon) measures ω on (0, 1)
satisfying ω(m) < +∞. In particular, an element ω ∈ Ω can be written as
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ω =
∑
k δxk for some x1, x2, · · · ∈ (0, 1) such that
∑
km(xk) < +∞. Hence ω
can be identified with the finite or infinite multi-subset [x1, x2, . . . ] of (0, 1).
We sometimes use this identification by writing x ∈ ω when ω({x}) > 0. The
number of particles in the configuration ω is |ω| := ω(0, 1) ∈ Z+ ∪ {+∞}.
We consider Ω endowed with the weakest topology such that the map
ω 7→ ω(mφ) is continuous for any φ ∈ C0(0, 1). Referring to Appendix A
for topological amenities, we here note that for each ℓ ∈ R+, the set Kℓ :=
{ω ∈ Ω : ω(m) ≤ ℓ} is compact and the relative topology on Kℓ is Polish, see
Lemma A.1. Finally, we consider Ω also as a measurable space by endowing
it with the Borel σ-algebra B(Ω).
The dynamics will be defined, as a Markov process, by describing explic-
itly the transition function. We start with the case in which particles do
not enter the system. To this end, we let {P0x}x∈(0,1) be the Markov family
of Brownian motions on (0, 1) with absorption at the endpoints. We denote
by p0t (x, dy) the associated transition function and define the hitting time
τa := inf{t ≥ 0 : X(t) = a}, a ∈ [0, 1]. Set τ := τ0 ∧ τ1 and observe that
m(x) = E0x(τ).
Given ω ∈ Ω, let P 0t (ω, ·) be the law at time t ≥ 0 of independent
identical particles starting from ω and performing Brownian motions on (0, 1)
with absorption at the endpoints. As we will show in Lemma 2.1 below,
P 0t : Ω× B(Ω)→ [0, 1], t ≥ 0 is a time homogeneous transition function.
To describe the entrance of particles we need an auxiliary Poisson point
process that we next introduce. Given a positive Radon measure µ on (0, 1)
such that µ(m) < +∞, we denote by Πµ the law of a Poisson point pro-
cess with intensity measure µ (see e.g. [8, Chapter 29]). Since Πµ(ω(m)) =
µ(m) < +∞ we can regard Πµ as a probability on Ω. Given λ := (λ0, λ1) ∈
R2+, that will play the role of the chemical potentials of the boundary reser-
voirs, and t ≥ 0 we define the Radon measure on (0, 1)
µλt (dx) :=
[
λ0P
0
x(τ0 ≤ t) + λ1P0x(τ1 ≤ t)
]
dx. (2.1)
The time homogeneous transition function Pt of the boundary driven
Brownian gas is defined by the following procedure. Given ω ∈ Ω and t ≥ 0
the law of ω(t) is obtained by summing two independent variables, the first
sampled according to P 0t (ω, ·) the second according to Πµλt . In other words,
we let Pt : Ω× B(Ω)→ [0, 1], t ≥ 0 be defined by
Pt(ω,B) :=
∫∫
η1+η2∈B
Πµλt (dη1)P
0
t (ω, dη2). (2.2)
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Lemma 2.1 For each λ ∈ R2+ the family Pt, t ≥ 0 is a time homogeneous
transition function on (Ω,B(Ω)).
Remark 2.2 We observe that Pt is not Feller. Let indeed ωn := nδ1/n, then
ωn → 0 but Pt(ωn, ·) does not converge to Pt(0, ·). Considering in fact n
independent Brownians with absorption starting at the point 1/n, at time
t > 0 at least one reaches (1/4, 3/4) with probability uniformly bounded
away from 0.
Proof of Lemma 2.1 Plainly, P0(ω, ·) = δω. Moreover, by Lemma A.4,
for each t > 0 and ω ∈ Ω, Pt(ω, ·) is a probability measure on (Ω,B(Ω)).
Furthermore by Lemma B.1, for each B ∈ B(Ω) the map R+×Ω ∋ (t, ω) 7→
Pt(ω,B) is Borel.
It remains to show that Pt satisfies the Chapman-Kolmogorov equation
Ps+t(ω,B) =
∫
Ps(ω, dη)Pt(η, B) t, s ≥ 0, ω ∈ Ω, B ∈ B(Ω).
By Lemma A.3 it is enough to show that for each ψ ∈ CK(0, 1), and s, t ≥ 0∫
Ps+t(ω, dη)e
iη(ψ) =
∫∫
Ps(ω, dη)Pt(η, dζ)e
iζ(ψ). (2.3)
By definition, the left hand side of (2.3) is∫
Πµλs+t(dη1)
∫
P 0s+t(ω, dη2)e
i(η1+η2)(ψ)
= exp
{
µλs+t(e
iψ − 1)}∫ P 0s+t(ω, dη2)eiη2(ψ),
while its right hand side is∫
Πµλs (dη1)
∫
P 0s (ω, dη2)
∫
Πµλt (dζ1)
∫
P 0t (η1 + η2, dζ2)e
i(ζ1+ζ2)(ψ)
= exp
{
µλt (e
iψ − 1)}∫ Πµλs (dη1)
∫
P 0s (ω, dη2)
∫
P 0t (η1 + η2, dζ2)e
iζ2(ψ).
In view of the product structure of P 0t we get∫
P 0t (η1 + η2, dζ2)e
iζ2(ψ) =
∫
P 0t (η1, dζ21)e
iζ21(ψ)
∫
P 0t (η2, dζ22)e
iζ22(ψ).
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Using the Chapman-Kolmogorov equation for P 0t (this follows easily from its
product structure and the Chapman-Kolmogorov equation for p0t )∫
P 0s (ω, dη2)
∫
P 0t (η2, dζ22)e
iζ22(ψ) =
∫
P 0s+t(ω, dη2)e
iη2(ψ).
By the previous identities, the proof of (2.3) is completed once we show that∫
Πµλs (dη1)
∫
P 0t (η1, dζ21)e
iζ21(ψ) = exp
{
µλs+t(e
iψ−1)−µλt (eiψ−1)
}
. (2.4)
The product structure of P 0t and standard properties of Poisson processes
yield∫
Πµλs (dη1)
∫
P 0t (η1, dζ21)e
iζ21(ψ) = exp
{∫
µλs (dx)
∫
p0t (x, dy)
(
eiψ(y) − 1)}.
Thus (2.4) is implied by∫
µλs (dx)p
0
t (x, ·) = µλs+t − µλt . (2.5)
We write
p0t (x, dy) = P
0
x(τ0 ≤ t)δ0(dy) +P0x(τ1 ≤ t)δ1(dy) + q0t (x, y)dy,
and observe that q0t is a symmetric function on (0, 1)
2.∫
µλs (dx)q
0
t (x, y) = λ0
∫
dxP0x(τ0 ≤ s)q0t (x, y) + λ1
∫
dxP0x(τ1 ≤ s)q0t (x, y)
= λ0
∫
dxP0x(τ0 ≤ s)q0t (y, x) + λ1
∫
dxP0x(τ1 ≤ s)q0t (y, x).
By the strong Markov property of absorbed Brownian motion, for y ∈ (0, 1):
P0y(τ0 ≤ s+ t) = P0y(τ0 ≤ t) +
∫
dxP0x(τ0 ≤ s)q0t (y, x)
P0y(τ1 ≤ s+ t) = P0y(τ1 ≤ t) +
∫
dxP0x(τ1 ≤ s)q0t (y, x),
and (2.5) follows.
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Lemma 2.1 yields the existence of a Markov family with transition func-
tion Pt. This however does not give any regularity of the paths. As we next
state the paths of the boundary driven Brownian gas are continuous. The
proof will be achieved by considering the Poissonian limit of independent
sticky Brownians and it is deferred to Section 4.
Theorem 2.3 Given λ ∈ R2+, there exists a Markov family {Pω}ω∈Ω on
C(R+,Ω) with transition function Pt.
In the rest of this section we discuss some basic properties of Pω. We
start by describing its stationary measure. To this end, we premise few more
definitions. Set λ¯(x) := λ0(1− x) + λ1x, x ∈ (0, 1) and let {Q0x}x∈(0,1) be the
Markov family of diffusions on (0, 1) with absorption at the endpoints, drift(
log λ¯
)′
and diffusion coefficient one. We denote by g0t (x, dy) the associated
time homogeneous transition function. Given ω ∈ Ω, let Q0t (ω, ·) be the law
at time t ≥ 0 of independent particles starting from ω and evolving according
to Q0.
Let also νλt , t ∈ R+, the measure on (0, 1) defined by
νλt (dx) := λ¯(x)P
0
x(τ ≤ t) dx.
Finally, let Qt(ω, ·), t ≥ 0, ω ∈ Ω be the family of probabilities on Ω defined
by
Qt(ω,B) :=
∫∫
η1+η2∈B
Πνλt (dη1)Q
0
t (ω, dη2). (2.6)
Arguing as in Lemma 2.1, Qt is a time homogeneous transition function on(
Ω,B(Ω)).
Proposition 2.4 The Poisson point process Πλ¯ with intensity λ¯(x)dx is a
stationary distribution for the Markov family {Pω}ω∈Ω. It is reversible if
and only if λ0 = λ1. Furthermore, letting Tt, t ≥ 0, be the semigroup on
L2(Ω;Πλ¯) associated to the family {Pω}ω∈Ω then its adjoint T ∗t is the semi-
group associated to the Markov family with transition function Qt given by
(2.6).
Proof. It is enough to show that for each f, g ∈ L2(Ω,Πλ¯) and t ≥ 0,
Πλ¯
(
g Ttf) = Πλ¯
(
f T ∗t g).
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By linearity and density, it suffices to consider the case in which f(ω) =
exp{iω(φ)} and g(ω) = exp{iω(ψ)} for some φ, ψ ∈ CK(0, 1). That is∫∫
Πλ¯(dω)Pt(ω, dη)e
iω(ψ)eiη(φ) =
∫∫
Πλ¯(dω)Qt(ω, dη)e
iω(φ)eiη(ψ). (2.7)
By the very definition (2.2) and standard properties of Poisson point process,
the left hand side of (2.7) is equal to
exp
{
µλt
(
eiφ − 1)− ∫ λ¯(x)dx+ ∫∫ λ¯(x)dx p0t (x, dy) eiψ(x)eiφ(y)},
while, by (2.6), the right side is equal to
exp
{
νλt
(
eiψ − 1)− ∫ λ¯(x)dx+ ∫∫ λ¯(x)dx g0t (x, dy) eiφ(x)eiψ(y)}.
Hence, (2.7) is achieved by showing that∫∫
λ¯(x)dx p0t (x, dy) e
iψ(x)eiφ(y)
= νλt
(
eiψ
)− µλt (eiφ)+
∫∫
λ¯(x)dx g0t (x, dy) e
iφ(x)eiψ(y)
(2.8)
and
µλt (1) = ν
λ
t (1). (2.9)
Simple computations shows that the transition function g0t of the Markov
family Q0x satisfies
g0t (x, dy) =
λ¯(y)
λ¯(x)
p0t (x, dy),
so that (2.8) follows straightforwardly.
To prove (2.9), since it trivially holds for t = 0, it suffices to show that
d
dt
[
µλt (1) − νλt (1)
]
= 0. By using that P0x(τ ≤ t) = P0x(τ0 ≤ t) + P0x(τ1 ≤ t)
and that P0x(τi ≤ t) solves the heat equation, an integration by parts and
the symmetry P0x(τ0 ≤ t) = P01−x(τ1 ≤ t) yield the claim.
The next statement confirms the heuristic picture of the boundary driven
Brownian gas of infinitely many particles entering and leaving the system in
each time interval. On the other hand, at any fixed positive time there are
only finitely many particles in the system.
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Proposition 2.5 Let ω ∈ Ω and t > 0. Then Pω(|ω(t)| < +∞) = 1 while
Pω(sups∈[0,t] |ω(s)| < +∞) = 0.
Proof. Observe that the map Ω ∋ ω 7→ |ω| ∈ R is Borel as pointwise limit
of continuous maps. The first statement follows from the stronger property
Eω(|ω(t)|) < +∞. In fact, by the very definitions (2.1) and (2.2),
Eω(|ω(t)|) =
∫
Πµλt (dη)|η|+
∫
P 0t (ω, dη)|η| = µλt (0, 1) +
∑
x∈ω
P0x(τ ≤ t)
≤ λ0 + λ1 + 1
t
∑
x∈ω
E0x(τ) = λ0 + λ1 +
ω(m)
t
.
The proof of the second statement is split in few steps.
Step 1. If t > 0 then P0(|ω(s)| = 0, ∀s ∈ [0, t]) = 0.
Let us observe that the map Ω ∋ ω 7→ ω(m2) ∈ R is continuous and
|ω| = 0 if and only if ω(m2) = 0. Since the evaluation map C([0,+∞); Ω) ∋
ω 7→ ω(s) ∈ Ω is continuous, the condition s ∈ [0, t] can be replaced by
s ∈ [0, t] ∩ Q. Denote by Qn the set of points in [0, t] of the form k/n, for
some k ∈ N. Then by the Markov property and (2.2)
P0(|ω(s)| = 0, ∀s ∈ [0, t]) = lim
n→+∞
P0(|ω(s)| = 0, ∀s ∈ Qn)
= lim
n→+∞
∏
s∈Qn
P1/n(0, {0}) = lim
n→+∞
Πµλ
1/n
({0})⌊nt⌋
= lim
n→+∞
exp{−⌊nt⌋µλ1/n(0, 1)}.
As simple to check, lims↓0
√
sµλs (0, 1) > 0 which concludes the proof of this
step.
Step 2. Let η1, η2 be two independent processes with distribution Pωi with
parameter λi, i = 1, 2. Then the distribution of the process η1+ η2 is Pω1+ω2
with parameter λ1 + λ2.
The proof amounts to a straightforward computation that is omitted.
Step 3. If 0 ≤ a < b and ω ∈ Ω, then Pω(|ω(s)| > 0, ∀s ∈ [a, b]) = 1.
By Step 2, the process starting from 0 is stochastically dominated, in the
sense of Radon measures, by the one starting from ω. By Step 1, if t > 0
then Pω(|ω(s)| > 0, ∀s ∈ [0, t]) = 1. By the Markov property
Pω
(
sup
s∈[a,b]
|ω(s)| > 0
)
=
∫
Pa(ω, dη)Pη
(
sup
s∈[0,b−a]
|ω(s)| > 0
)
= 1.
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Conclusion. If t > 0 and ℓ ∈ N, then Pω(sups∈[0,t] |ω(s)| ≥ ℓ) = 1.
In view of Step 2 it suffices to consider the case ω = 0. Again by Step
2 the process with law P0 and parameter λ can be realized as the sum of
ℓ independent and identically distributed processes ωk, k = 1, . . . , ℓ, with
law P0 and parameter λ/ℓ. Denote by I the collection of intervals in [0, t]
with rational endpoints. In view of Step 3, with probability one for each
[a, b] ∈ I there exists s ∈ [a, b] such that |ωk(s)| ≥ 1. We next observe
that for each ω ∈ C([0,+∞); Ω) the set {t : |ω(t)| > 0} is an open subset of
[0,+∞). Indeed, its complement is the zero level set of the continuous map
t 7→ ω(t) (m2).
By the previous observations, on a set of probability one there exist s1 ∈
[0, t] such that |ω1(s1)| ≥ 1 and s1 ∈ I1 ∈ I such that |ω1(s)| ≥ 1 for all
s ∈ I1. Next, again with probability one, there exist s2 ∈ I1 such that
|ω2(s2)| ≥ 1 and I2 ∈ I, s2 ∈ I2 ⊂ I1 such that |ω1(s) + ω2(s)| ≥ 2 for all
s ∈ I2. By iterating this procedure we conclude the proof.
3 Other constructions and empirical flow
In this section we present two alternative constructions of the boundary
driven Brownian gas. We then define, by a suitable limiting procedure, the
empirical flow that counts the net amount of particles crossing a given point
and describe explicitly its statistics.
3.1 Construction from the excursion process
A positive excursion of the Brownian motion is the part of the path B(t),
t ∈ [t1, t2] such that B(t1) = B(t2) = 0 and B(t) > 0 for t ∈ (t1, t2). The
excursion process describes the statistics of such excursions; the Brownian
motion can be recovered from it by gluing, according to the local time, dif-
ferent excursions, see e.g. [18, §5.15]. As we next show, the boundary driven
Brownian gas can be naturally realized from the excursion process of a single
Brownian motion. Since we consider the boundary driven Brownian gas on
a bounded interval, we need first to introduce the excursion process for a
Brownian motion with absorption at the end points. We remark however
that had we considered the boundary driven Brownian gas on the positive
half line, we would have only needed the excursion process of a standard
Brownian motion.
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The excursion process for a Brownian motion on [0, 1] with absorption at
the end-points is defined as follows. Let ℘ be the σ-finite measure on (0,+∞)
defined by
℘(dℓ) = lim
ε↓0
1
ε
P0ε(τ ∈ dℓ) = lim
ε↓0
1
ε
P01−ε(τ ∈ dℓ).
Let also P0,ℓ be the law of a right excursion from 0 of length ℓ and P1,ℓ be
the law of a left excursion from 1 of length ℓ, that is,
P0,ℓ = lim
ε↓0
P0ε(·|τ = ℓ) P1,ℓ = lim
ε↓0
P01−ε(·|τ = ℓ).
To define the excursion process we define the sets
E0 :=
{
(ℓ,X), ℓ ∈ (0,+∞),
X ∈ C([0, ℓ]; [0,+∞)) : X(0) = X(ℓ) = 0, X(t) > 0, t ∈ (0, ℓ)
}
E1 :=
{
(ℓ,X), ℓ ∈ (0,+∞),
X ∈ C([0, ℓ]; (−∞, 1]) : X(0) = X(ℓ) = 1, X(t) < 1, t ∈ (0, ℓ)
}
.
The excursion process, for the Brownian motion with absorption at the end-
points is given by two independent Poisson point processes {(sij , ℓij, X ij)}j∈N
on [0,+∞)× Ei with intensity measures (λi/2)ds ℘(dℓ)dPi,ℓ, i = 0, 1.
Given Ω ∋ ω =∑k δxk , let B0k be |ω| independent Brownians on [0, 1] with
absorption at the end-points starting from xk, k = 1, . . . , |ω|. Let finally ζ(t),
t ≥ 0 be the process defined by
ζ(t) :=
∑
k
δB0k(t) +
∑
j:0≤t−s0j≤ℓ
0
j
δX0j (t−s0j ) +
∑
j:0≤t−s1j≤ℓ
1
j
δX1j (t−s1j ), (3.1)
that we regard as a random measure on (0, 1) understanding that if x ∈ {0, 1}
then δx gives no weight to the right hand side of (3.1).
Theorem 3.1 The law of the process ζ is Pω.
Proof. By standard properties of Poisson processes, ζ is Markovian. We
next identify its transition function by showing that for each t > 0 and ω ∈ Ω.
ζ(t)
Law
= Pt(ω, ·) (3.2)
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where the right hand side is defined in (2.2). In view of the independence,
(2.1), standard properties of the Poisson process, and Lemma A.3 it is enough
to show that for each ψ ∈ CK(0, 1)
1
2
∫ t
0
ds
∫ +∞
t−s
℘(dℓ)E0,ℓ
[
eiψ(X(t−s)) − 1
]
=
∫ 1
0
dxP0x(τ0 ≤ t)
[
eiψ(x) − 1]
1
2
∫ t
0
ds
∫ +∞
t−s
℘(dℓ)E1,ℓ
[
eiψ(X(t−s)) − 1
]
=
∫ 1
0
dxP0x(τ1 ≤ t)
[
eiψ(x) − 1].
We prove the first equation. By a change of variables it is equivalent to
1
2
∫ +∞
t
℘(dℓ)P0,ℓ(X(t) ∈ dx) = d
dt
P0x(τ0 ≤ t)dx. (3.3)
We next observe that for any ε ∈ (0, 1)
P0ε(X(t) ∈ dx) =
∫ +∞
t
P0ε(τ ∈ dℓ)P0ε(X(t) ∈ dx|τ = ℓ).
Therefore
1
2
∫ +∞
t
℘(dℓ)P0,ℓ(X(t) ∈ dx) = lim
ε↓0
1
ε
P0ε(X(t) ∈ dx).
Denoting by q0t the density of the absolutely continuous part of the transition
probability of the Brownian motion with absorption at the endpoints, the
proof of (3.3) is achieved by showing
lim
ε↓0
1
2ε
q0t (ε, x) =
d
dt
P0x(τ0 ≤ t), t > 0.
This identity can be checked by comparing the explicit expression for the
right hand side in [4] (2.1.4) (1) with the representation of the left hand side
obtained by the image method.
3.2 Graphical construction
Since in any time interval infinitely many particles enters from the sources
at the end points of the interval (0, 1) a full graphical construction of the
boundary driven Brownian gas does not appear feasible. Given a ∈ (0, 1/2),
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as we next show, it is possible to provide a graphical construction for the
restriction of the process to the interval [a, 1− a]. We discuss such graphical
construction for the stationary process only.
Let N0 = {σ0k}k∈Z and N1 = {σ1k}k∈Z be two independent Poisson point
processes on R with intensity λ0/(2a) and λ1/(2a) respectively. At each
time in σ0k ∈ N0 (respectively σ0k ∈ N1) we let {B0k(t)}t≥σ0k (respectively
{B1k(t)}t≥σ1k) be a Brownian motion on (0, 1) with absorption at the end-
points and initial datum B0k(σ
0
k) = a (respectively B
1
k(σ
1
k) = 1 − a). All
these Brownians are independent and independent from the Poisson point
processes. We define
ωa(t) :=
∑
k : σ0k≤t
δB0k(t) +
∑
k : σ1k≤t
δB1k(t), t ∈ R. (3.4)
By standard properties of Poisson processes, supt∈R |ωa(t)| < +∞ a.s. The
law of ωa is denoted by Pa that we consider as a probability on C(R,Ω). Let
also Ωa be the set of integer valued Radon mesures on [a, 1− a] and observe
that Ωa is naturally embedded in Ω.
Theorem 3.2 Fix λ ∈ R2+ and let PΠλ¯ be the stationary process associated
to the Markov family {Pω}ω∈Ω. The restrictions of Pa and PΠλ¯ to C(R,Ωa)
coincide.
We notice that this graphical construction implies a Burke type theorem
for the boundary driven Brownian gas, see [6], for a discussion about Burke
theorem in the context of interacting particles systems on the lattice. For
instance, in the reversible case λ0 = λ1, Theorem 3.2 implies, by a time
reversal argument, the following statement. Under the stationary process,
the distribution of the times of last visit of the point a ∈ (0, 1/2) is a Poisson
point process of parameter λ0/(2a).
Proof of Theorem 3.2 By Lemma A.5 it is enough to show that the
finite dimensional distributions of the restriction to C(R,Ωa) of Pa and PΠλ¯
coincide. By Lemma A.3 it is enough to show that for each t1 < · · · < tn
and each ψ1, . . . , ψn : (0, 1) → R, bounded mesurable and vanishing on
(0, 1) \ [a, 1− a],
E
a
[
exp
{
i
n∑
j=1
ω(tj)(ψj)
}]
= EΠλ¯
[
exp
{
i
n∑
j=1
ω(tj)(ψj)
}]
.
13
To keep combinatorics simple we discuss only the case n = 2. By standard
properties of Poisson point processes,
logEa
[
eiω(t1)(ψ1)+iω(t2)(ψ2)
]
=
λ0
2a
[ ∫ t1
−∞
dt
∫∫
p0t1−t(a, dx1)p
0
t2−t1
(x1, dx2)
(
eiψ1(x1)+iψ2(x2) − 1)∫ t2
t1
dt
∫
p0t2−t(a, dx2)
(
eiψ2(x2) − 1)]
+
λ1
2a
[ ∫ t1
−∞
dt
∫∫
p0t1−t(1− a, dx1)p0t2−t1(x1, dx2)
(
eiψ1(x1)+iψ2(x2) − 1)∫ t2
t1
dt
∫
p0t2−t(1− a, dx2)
(
eiψ2(x2) − 1)].
We write
p0t (x, dy) = q
0
t (x, y)dy +P
0
x(τ0 ≤ t)δ0(dy) +P0x(τ1 ≤ t)δ1(dy) (3.5)
and observe that
∫∞
0
dt q0t (x, y) is the double of the Green function of the
Dirichlet Laplacian on (0, 1). Hence
∫ ∞
0
dt q0t (x, y) =
{
2 x(1− y) if x ≤ y
2 (1− x)y if x > y. (3.6)
By writing
eiψ1(x1)+iψ2(x2)−1 = (eiψ1(x1)−1)(eiψ2(x2)−1)+eiψ1(x1)−1+eiψ2(x2)−1 (3.7)
and using that eiψj − 1 vanishes on (0, 1) \ (a, 1 − a) together with the
Chapman-Kolmogorov equation for {p0t}t≥0 and (3.6), few computations yield
logEa
[
eiω(t1)(ψ1)+iω(t2)(ψ2)
]
=
∫
dx λ¯(x)
{
eiψ1(x) + eiψ2(x) − 2 + (eiψ1(x) − 1) ∫ dy q0t (x, y)(eiψ2(y) − 1)},
where we recall that λ¯(x) = λ0(1− x) + λ1x. Observe in particular that the
right hand side does not depend on a.
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On the other hand, by using (2.2)
EΠλ¯
[
exp
{
iω(t1)(ψ1) + iω(t2)(ψ2)
}]
=
∫∫∫
Πλ¯(dη1)Πµλt2−t1
(dη21)P
0
t2−t1
(η1, dη22)e
i(η1(ψ1)+η21(ψ2)+η22(ψ2))
= exp
{
µλt2−t1(e
iψ2 − 1) +
∫∫
dx1 λ¯(x1)p
0
t2−t1(x1, dx2)
[
eiψ1(x1)+iψ2(x2) − 1]}
whence, using again (3.7),
logEΠλ¯
[
exp
{
iω(t1)(ψ1) + iω(t2)(ψ2)
}]
=
∫
dx λ¯(x)
{
eiψ1(x) + eiψ2(x) − 2 + (eiψ1(x) − 1)∫ dy q0t2−t1(x, y)(eiψ2(y) − 1)}
+R(ψ2)
where
R(ψ2) :=µ
λ
t2−t1
(eiψ2 − 1)−
∫
dxλ¯(x)
(
eiψ2(x) − 1)
+
∫∫
dx1 dx2 λ¯(x1)q
0
t2−t1(x1, x2)
(
eiψ2(x2) − 1).
It remains to show that R(ψ2) = 0. Recalling (2.1), set
u(t, x) := λ0P
0
x(τ0 ≤ t) + λ1P0x(τ1 ≤ t)− λ¯(x)
and
v(t, x) :=
∫
dy q0t (x, y)λ¯(y).
By using q0t (x, y) = q
0
t (y, x), we get
R(ψ2) =
∫
dx
[
u(t2 − t1, x) + v(t2 − t1, x)
](
eiψ2(x) − 1).
As simple to check, the function w := u+ v solves the heat equation on the
interval (0, 1) with Dirichlet boundary conditions at the endpoints and initial
datum w(0, x) = 0. Hence w = 0.
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3.3 Empirical flow
Given a point x ∈ (0, 1) and a time interval [0, t], we would like to define
the (integrated) empirical flow at x as the difference between the number
of particles that in the time interval [0, t] have crossed x from left to right
and the ones that crossed from right to left. Due to the Brownian nature of
the paths, the above naive definition is not feasible and some care is needed.
Instead of the point x we shall consider the small interval (x − ε, x + ε)
and count the number of left/right, respectively right/left, crossing of this
interval. We then take the limit ε→ 0 obtaining a well defined real process
Jx(t) whose law will be identified for the stationary process. For t large, Jx(t)
essentially behave as the difference of two independent Poisson processes of
parameters λ0/2 and λ1/2.
Given x ∈ (0, 1) and 0 < ε < x∧ (1− x) we define the real process Jxε (t),
t ≥ 0, according to the following algorithm. We need three collections of
tokens respectively labelled ⊙, ⊖, and ⊕, together an integer valued counter.
The counter is initialized at 0 and to each particle starting in (x−ε, x+ε)
is given a ⊙-token (the crossings of these particles will not be accounted for).
At x − ε there is a ⊖-booth operating with the following directives, ap-
plying to each particle crossing x− ε:
- particles having no token are given a ⊖-token,
- particles having either ⊙-token or a ⊖-token are ignored,
- particles having a ⊕-token are deprived of their token, given a ⊖-token,
and the counter is decreased by one.
Analogously, at x + ε there is a ⊕-booth operating with the following
directives, applying to each particle crossing x+ ε:
- particles having no token are given a ⊕-token,
- particles having either ⊙-token or a ⊕-token are ignored,
- particles having a ⊖-token are deprived of their token, given a ⊕-token,
and the counter is increased by one.
We then define Jxε (t) as the value of the counter at time t. By standard
properties of Brownians, this defines a.s. a real process Jxε .
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The next result identifies the limiting law of Jxε as ε → 0. We refer to
[6] for a similar result in the context of interacting particles system on the
lattice.
Theorem 3.3 Let the path ω = ω(t) be sampled according to the stationary
process PΠλ¯ and fix x ∈ (0, 1). There exists real process Jx such that, with
probability one, for any T > 0
lim
ε→0
sup
t∈[0,T ]
∣∣Jxε (t)− Jx(t)∣∣ = 0. (3.8)
Moreover,
Jx
Law
= N01 −N10 +Rx (3.9)
where N01 and N10 are independent Poisson processes of parameter λ0/2 and
λ1/2, while R
x(t) = Y x(t)−Y x(0) where Y x is a stationary process satisfying
the following bound. There exist constants c, ℓ0 > 0 depending on λ such that
for any x ∈ (0, 1), t > 0, and ℓ ≥ ℓ0
PΠλ¯
(∣∣Y x(t)∣∣ > ℓ) ≤ exp{−c ℓ}. (3.10)
Proof. Pick a ∈ (0, 1/2) such that (x− ε, x+ ε) ⊂⊂ (a, 1− a). We realize
the stationary process ω in the strip (a, 1 − a) according to the graphical
construction discussed in Section 3.2. Recalling (3.4), for s ∈ [0, t], we write
ωa(s) :=
1∑
i=0
∑
k : σik≤s
δBik(s) =
1∑
i=0
( ∑
k : σik≤0
δBik(s) +
∑
k : 0<σik≤s
δBik(s)
)
,
where {σ0k}k∈Z, {σ1k}k∈Z are two independent Poisson point processes with
parameters λ0/(2a), λ1/(2a) and B
0
k respectively B
1
k are independent Brow-
nians on [0, 1] with absorption at the end-points starting at time σ0k at a
respectively σ1k at 1 − a. As in Section 3.2, the law of ωa is denoted by Pa.
Observe that the process Jxε can be obtained from ω
a only.
By the very definition of Jxε (t), a straightforward tokens bookkeeping
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yields
Jxε (t) =
1∑
i=0
∣∣{k : σik ≤ 0, Bik(0) ∈ (0, x− ε), Bik(t) ∈ (x+ ε, 1]}∣∣
−
1∑
i=0
∣∣{k : σik ≤ 0, Bik(0) ∈ (x+ ε, 1), Bik(t) ∈ [0, x− ε)}∣∣
+
∣∣{k : σ0k ∈ (0, t), B0k(t) ∈ (x+ ε, 1]}∣∣
− ∣∣{k : σ1k ∈ (0, t), B1k(t) ∈ [0, x− ε)}∣∣.
By taking the limit ε→ 0 we get (3.8) with
Jx(t) =
1∑
i=0
∣∣{k : σik ≤ 0, Bik(0) ∈ (0, x), Bik(t) ∈ (x, 1]}∣∣
−
1∑
i=0
∣∣{k : σik ≤ 0, Bik(0) ∈ (x, 1), Bik(t) ∈ [0, x)}∣∣
+
∣∣{k : σ0k ∈ (0, t), B0k(t) ∈ (x, 1]}∣∣− ∣∣{k : σ1k ∈ (0, t), B1k(t) ∈ [0, x)}∣∣.
We now mark the points of {σ0k}k∈Z according to the absorption end-
point of the Brownian started at time σ0k. Namely we denote by {σ00k }k∈Z
the starting times of the Brownians eventually absorbed at 0 and by {σ01k }k∈Z
the starting times of the Brownians eventually absorbed at 1. These marks
are inherited by the Brownians starting at the times {σ0k}k∈Z which will
be denoted by {B00k }k∈Z and {B01k }k∈Z. Then {σ00k }k∈Z and {σ01k }k∈Z are
independent Poisson point processes of parameters (1− a)λ0/(2a) and λ0/2,
while B00k , B
01
k are independent Brownians on [0, 1] with absorption at the
end-points started at time σ00k , σ
01
k in a conditioned to be absorbed at 0, 1
respectively. The analogous definitions and notation is used for the Poisson
point processes {σ1k}k∈Z and the corresponding Brownians.
We now set
N01(t) :=
∣∣{k : σ01k ∈ [0, t]}∣∣ N10(t) := ∣∣{k : σ10k ∈ [0, t]}∣∣
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and
Rx(t) =
1∑
i=0
1∑
j=0
(∣∣{k : σijk < 0, Bijk (0) ∈ (0, x), Bijk (t) ∈ (x, 1]}∣∣
− ∣∣{k : σijk < 0, Bijk (0) ∈ (x, 1), Bijk (t) ∈ [0, x)}∣∣)
+
∣∣{k : σ00k ∈ [0, t], B00k (t) ∈ (x, 1)}∣∣− ∣∣{k : σ01k ∈ [0, t], B01k (t) ∈ (0, x)}∣∣
− ∣∣{k : σ11k ∈ [0, t], B11k (t) ∈ (0, x)}∣∣+ ∣∣{k : σ10k ∈ [0, t], B10k (t) ∈ (x, 1)}∣∣.
Then (3.9) holds. It remains to analyze Rx. Set
Y x00(t) :=
∣∣{k : σ00k ≤ t, B00k (t) ∈ (x, 1)}∣∣
Y x01(t) :=
∣∣{k : σ01k ≤ t, B01k (t) ∈ (0, x)}∣∣
Y x10(t) :=
∣∣{k : σ10k ≤ t, B10k (t) ∈ (x, 1)}∣∣
Y x11(t) :=
∣∣{k : σ11k ≤ t, B11k (t) ∈ (0, x)}∣∣.
Observe that these processes are independent and, as simple to check, sta-
tionary. A straightforward computation shows that
Rx(t) = [Y x00(t)−Y x00(0)]−[Y x01(t)−Y x01(0)]+[Y x10(t)−Y x10(0)]−[Y x11(t)−Y x11(0)],
so that, by setting Y x = Y 00−Y 01−Y 10+Y 11, it holds Rx(t) = Y x(t)−Y x(0).
The bound (3.10) is finally derived by computing the exponential moments
of Y xij (t), i, j ∈ {0, 1} and using the exponential Chebyshev inequality.
4 Poissonian limit of sticky Brownians
In this section we obtain the boundary driven Brownian gas by considering
the Poissonian limit of independent sticky Brownian motions on the interval
[0, 1]. As a byproduct of this convergence, we deduce the continuity of the
paths stated in Theorem 2.3.
4.1 Two-sided sticky Brownian motion
We here introduce the two-sided sticky Brownian on the interval [0, 1]. Al-
though its construction is analogous to the one of the sticky Brownian on
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[0,+∞), see e.g. [18], we outline the general strategy and provide the details
that are relevant for our purposes.
We start by introducing the Skorokhod problem on the interval [0, 1].
Given a function u ∈ C[0,+∞) such that u(0) ∈ [0, 1] a triple of continuous
functions (v, a0, a1), where 0 ≤ v ≤ 1 and a0, a1 are increasing solves the
Skorokhod problem on the interval [0, 1] if and only if v = u + a0 − a1,
a0(0) = a1(0) = 0, and the measure dai is carried on the set {t : v(t) = i},
i = 0, 1.
As shown in [11] there exists a unique solution to this problem given by
v = Γ(u), ai = Ai(u) where the maps Γ and Ai are explicitly constructed,
i = 1, 0. Moreover, these maps are continuous in the uniform topology and
progressively measurable namely, the values of v and ai at time t depend
only on the values of u at the times [0, t].
The Brownian motion on the interval [0, 1] with elastic reflection at the
endpoints and initial condition y ∈ [0, 1] can then be defined as Y = Γ(B)
where B is a standard Brownian motion on R starting from y.
Given θ = (θ0, θ1) ∈ (0,+∞)2, following [18] we define the continuous
strictly increasing process
σ(t) = t +
1
θ0
a0(t) +
1
θ1
a1(t), t ≥ 0
and denote by σ−1 its inverse. The two sided θ-sticky Brownian motion on
[0, 1] with initial condition x ∈ [0, 1] is then defined by X(t) = Y (σ−1(t)),
t ≥ 0, where Y is the Brownian motion on the interval [0, 1] with elastic
reflection on the endpoints and initial condition x.
Arguing as in [18], an application of Itoˆ’s formula shows that for each
f ∈ C2[0, 1]
Mf (t) := f(X(t))− f(X(0))
−
∫ t
0
ds
[1
2
f ′′(X(s))1(0,1)(X(s)) + θ0f
′(0)1{0}(X(s))− θ1f ′(1)1{1}(X(s))
]
(4.1)
is a continuous martingale with quadratic variation
[Mf ](t) =
∫ t
0
ds f ′(X(s))21(0,1)(X(s)). (4.2)
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By using (4.1), routine manipulations yield that X is a Feller process on
the state space [0, 1] with generator L given by Lf = f ′′/2 on the domain
D(L) = {f ∈ C2[0, 1] : 2θ0f ′(0) = f ′′(0), 2θ1f ′(1) = −f ′′(1)} .
We denote by Pθx the law of a two-sided θ-sticky Brownian motion started
at x ∈ [0, 1]. Observe that in the limit θ → 0 this process converges to the
Brownian in [0, 1] with absorption at the endpoints, so that the notation is
consistent with Section 2.
The resolvent equation for L has the form of a Sturm-Liouville problem
on the interval [0, 1] so that it is possible to obtain an explicit expression for
the resolvent kernel rλ,
rλ(x, dy) =
{
gλ(x, y)dy + g
0
λ(x)δ1(dy) x ≤ y
gλ(y, x)dy + g
1
λ(x)δ0(dy) x > y
(4.3)
where
gλ(x, y) = 2W
−1
(
2θ0 ch(
√
2λx) +
√
2λ sh(
√
2λx)
)
×
(
2θ1 ch(
√
2λ(1− y)) +
√
2λ sh(
√
2λ(1− y))
)
g0λ(x) = 2W
−1
(
2θ0 ch(
√
2λx) +
√
2λ sh(
√
2λx)
)
g1λ(x) = 2W
−1
(
2θ1 ch(
√
2λ(1− x)) +
√
2λ sh(
√
2λ(1− x))
)
in which
W = 4λ(θ0 + θ1) ch
√
2λ+ 2
√
2λ(2θ0θ1 + λ) sh
√
2λ.
According to (4.3), the transition function of a two-sided θ-sticky Brow-
nian can be written as
pt(x, dy) = qt(x, y)dy + q
1
t (x)δ0(dy) + q
0
t (x)δ1(dy),
where the Laplace transform of qt, q
0
t , and q
1
t are gλ, g
0
λ, and g
1
λ, respectively.
We conclude this subsection with two technical lemmata.
Lemma 4.1 Given T > 0 there exists C > 0 such that for any t ∈ [0, T ]
and θ ∈ (0,+∞)2
sup
y∈(0,1)
|qt(0, y)− 2θ0P0y(τ0 ≤ t)| ≤ C‖θ‖2
sup
y∈(0,1)
|qt(1, y)− 2θ1P0y(τ1 ≤ t)| ≤ C‖θ‖2.
(4.4)
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Moreover, for b ∈ {0, 1},
1− pt(b, {b}) ≤ C‖θ‖ pt(b, {1− b}) ≤ C‖θ‖. (4.5)
Proof. We start by proving the first bound in (4.4). By an explicit compu-
tation
∂
∂θ0
gλ(0, y)
∣∣∣
θ=0
=
2 sh(
√
2λ(1− y))
λ sh
√
2λ
∂
∂θ1
gλ(0, y)
∣∣∣
θ=0
= 0.
We now claim that there exists a constant C such that for any λ ∈ C with
ℜ(λ) = 1 and θ ∈ (0,+∞)2:
sup
y∈(0,1)
∣∣∣∣gλ(0, y)− θ0 ∂∂θ0 gλ(0, y)
∣∣∣
θ=0
∣∣∣∣ ≤ C‖θ‖2|λ|3/2 . (4.6)
By [4, Eq. 2.2.4 (1)], sh(
√
2λ(1− y))/(λ sh√2λ) is the Laplace transform of
P 0y (τ0 ≤ t). The statement follows.
To prove (4.6), by an explicit computation, recalling (4.3),
gλ(0, 1− y)− θ0 ∂
∂θ0
gλ(0, 1− y)
∣∣∣
θ=0
=
4θ0
[
θ1
√
λ ch(y
√
2λ)−
(√
2θ0θ1 + (θ0 + θ1)
√
λ cth(
√
2λ)
)
sh(y
√
2λ)
]
λ3/2 sh(
√
2λ)
[√
2(2θ0θ1 +
√
λ) + 2(θ0 + θ1) cth(
√
2λ)
] .
By using that for ℜ(λ) = 1 we have √2λ =√|λ|+ 1+ i sgn(ℑ(λ))√|λ| − 1,
| cth(√2λ)| is bounded, and
sup
y∈(0,1)
∣∣∣ch(y
√
2λ)
sh(
√
2λ)
∣∣∣+ sup
y∈(0,1)
∣∣∣sh(y
√
2λ)
sh(
√
2λ)
∣∣∣ ≤ C,
for some C > 0 independent of λ, a straightforward computation yields (4.6).
The second bound in (4.4) is obtained by symmetry. To prove (4.5) it is
enough to show that there exists a constant C such that for any λ ∈ C with
ℜ(λ) = 1 and θ ∈ (0,+∞)2:∣∣∣∣g0λ(1)− 1λ
∣∣∣∣ ≤ C‖θ‖|λ|3/2 ,
∣∣g0λ(0)∣∣ ≤ C‖θ‖|λ|3/2 . (4.7)
This follows by direct computations.
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Lemma 4.2 Given T > 0 and ψ ∈ C0(0, 1) or ψ = 1(0,1) there exists C > 0
such that for any t ∈ [0, T ] and θ ∈ (0,+∞)2
sup
x∈(0,1)
∣∣Eθx[ψ(X(t))]− E0x[ψ(X(t))]∣∣ ≤ C‖θ‖.
Proof. Since ψ(0) = ψ(1) = 0 and the two-sided θ-sticky Brownian coin-
cides with the Brownian with absorption at the boundary until the processes
reaches the boundary,
Eθx
[
ψ(X(t))
]−E0x [ψ(X(t))] = Eθx [ψ(X(t)), τ ≤ t].
By the strong Markov property and Lemma 4.1,
∣∣∣Eθx [ψ(X(t)), τ ≤ t]∣∣∣ ≤
∫ t
0
Pθx(τ ∈ ds,X(τ) = 0) Eθ0
[∣∣ψ(X(t− s))∣∣]
+
∫ t
0
Pθx(τ ∈ ds,X(τ) = 1) Eθ1
[∣∣ψ(X(t− s))∣∣] ≤ C‖ψ‖∞‖θ‖,
which completes the proof.
4.2 Convergence to the boundary driven Brownian gas
Given n ∈ N, we introduce the empirical measure as the map πn : [0, 1]n → Ω
defined by
πn(x1, . . . , xn) :=
n∑
k=1
δxk ,
where we understand that if xk ∈ {0, 1} then it gives no weight to the right
hand side. For T > 0, with a slight abuse of notation, we denote by πn also
the map from C([0, T ]; [0, 1]n) to C([0, T ]; Ω) defined by πn(x1, . . . , xn)(t) :=
πn(x1(t), . . . , xn(t)), t ∈ [0, T ].
We are going to consider the empirical measure of n independent sticky
Brownians and consider the limit n→∞ when the stickiness parameter θ =
θn vanishes in such a way that nθn → λ. In order to obtain the convergence
to the boundary driven Brownian gas the initial datum has to be suitably
prepared. Let ω ∈ Ω be the initial datum for the boundary driven Brownian
gas and consider first the case in which ω has finite mass so that ω =
∑A
k=1 δxk
for some A ∈ N and x1, . . . , xA ∈ (0, 1). Then, the initial datum for the n
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independent sticky Brownians is chosen as follows. The first A particles start
at the points x1, . . . , xA, half of the remaining n−A start at 0, and the other
half at 1. In this situation, as the stickiness parameter is of order 1/n, the
particles initially in (0, 1) will essentially perform a Brownian motion with
absorption at the end-points. On the other hand, again by the scaling of the
stickiness parameter, out of the approximately n/2 particles initially at the
end-point {0} essentially only a finite number will be able to move inside
(0, 1) by a strictly positive distance independent of n. Together with the
analogous mechanism at the end-point {1}, this will produce the effect of
the boundary reservoirs in the limiting process.
We now describe how the initial state is prepared in the general situation
in which the mass of ω is possibly unbounded. Given ω ∈ Ω and n ∈ N
let xn = xn(ω) = (xn1 , . . . , x
n
n) ∈ [0, 1]n be the following triangular array.
Choose a sequence an ↓ 0 such that An := ω(an, 1 − an) = o(n). Define xnk ,
k = 1, . . . , An so that ω
n := ω(· ∩ (an, 1 − an)) =
∑An
k=1 δxnk . Define also
xnk = 0, k = An + 1, . . . , An + ⌊(n − An)/2⌋, and xnk = 1, k = An + ⌊(n −
An)/2⌋+ 1, . . . , n. Observe that, as simple to check, ωn → ω in Ω.
The Poissonian limit of independent sticky Brownians is then stated in
the next theorem in which Ω is endowed with the topology introduced in
Section 2 and C([0, T ]; Ω) with the corresponding uniform topology.
Theorem 4.3 Given ω ∈ Ω and n ∈ N, set Pnω :=
(∏n
k=1P
θn
xnk
) ◦ π−1n where
the initial data xn = xn(ω) are as above and θn = (λ0/n, λ1/n), λ0, λ1 > 0.
For each T > 0 the sequence {Pnω}, as probabilities on C([0, T ]; Ω), converges
weakly to Pω.
The proof of this theorem is accomplished by first proving tightness of
{Pnω}, then identifying its cluster points by showing that their finite dimen-
sional distributions are Markovian with transition function Pt.
4.3 Tightness
Since Ω is not Polish, there are few technicalities in the proof of the tightness.
We shall apply the compact containment criterion discussed in [10]. In order
to apply Theorem 3.1 there, we observe that the family of functions Ω ∋ ω 7→
ω(ψ) ∈ R, ψ ∈ C2K(0, 1), separates the points in Ω and it is closed under
addition. The tightness of the sequence {Pnω} is thus achieved once we show
that the following two conditions are met:
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(i) there exists a sequence of compacts Kℓ ⊂⊂ Ω such that
lim
ℓ→∞
sup
n
P
n
ω
(∃ t ∈ [0, T ] : ω(t) 6∈ Kℓ) = 0;
(ii) for each ψ ∈ C2K(0, 1) the sequence {Pnω ◦ χ−1ψ } is tight on C([0, T ]),
where χψ : C([0, T ]; Ω) ∋ ω 7→ ω(ψ) ∈ C([0, T ]).
Recalling Lemma A.1, the following statement implies that condition (i)
holds.
Lemma 4.4
lim
ℓ→+∞
sup
n
P
n
ω
(
sup
t∈[0,T ]
ω(t)(m) > ℓ
)
= 0.
Proof. Let X be a two-sided sticky Brownian motion with parameter
θ = (θ0, θ1) and initial datum x. By (4.1)
m(X(t)) = m(x)
+
∫ t
0
ds
[− 1(0,1)(X(s)) + θ01{0}(X(s)) + θ11{1}(X(s))]+M(t), (4.8)
where M is a continuous square integrable martingale with quadratic varia-
tion
[M ](t) =
∫ t
0
dsm′(X(s))21(0,1)(X(s)).
By considering n independent sticky Brownians, from (4.8) we deduce
ω(t)(m) ≤ ω(0)(m) + 2n‖θn‖t+N(t), Pnω-a.s. (4.9)
where N is a Pnω continuous square integrable martingale with quadratic
variation
[N ](t) =
∫ t
0
ds ω(s)
(
(m′)21(0,1)
)
.
By assumption, Pnω-a.s., ω(0)(m) = πn(x
n), which is uniformly bounded.
Since n‖θn‖ = ‖λ‖, it is therefore enough to show that
lim
ℓ→+∞
sup
n
P
n
ω
(
sup
t∈[0,T ]
N(t) > ℓ
)
= 0. (4.10)
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By Doob’s inequality
P
n
ω
(
sup
t∈[0,T ]
N(t) > ℓ
) ≤ 1
ℓ2
E
n
ω
(
[N ](T )
)
≤ 1
ℓ2
∫ T
0
dtEnω
[|ω(t)|] = 1
ℓ2
n∑
k=1
∫ T
0
dtPθnxnk
(
X(t) ∈ (0, 1)). (4.11)
In view of Lemma 4.2 and recalling that τ = inf
{
t ≥ 0: X(t) ∈ {0, 1}},
∫ T
0
dtPθx
(
X(t) ∈ (0, 1)) ≤ ∫ T
0
dt
[
P0x
(
X(t) ∈ (0, 1))+ C‖θ‖]
≤
∫ +∞
0
dtP0x(τ > t) + CT‖θ‖ = E0x(τ) + CT‖θ‖ = m(x) + CT‖θ‖.
By plugging this bound into (4.11), the estimate (4.10) follows.
By standard tightness criterion on C([0, T ]), the following equicontinuity
yields condition (ii).
Lemma 4.5 For each ψ ∈ C2K(0, 1) and ε > 0
lim
δ↓0
sup
n
P
n
ω
(
sup
|t−s|<δ
∣∣ω(t)(ψ)− ω(s)(ψ)∣∣ > ε) = 0.
Proof. By a simple inclusion of events, see [3, Thm. 8.3], it is enough to
show that for each ε > 0
lim
δ↓0
sup
n
sup
s∈[0,T−δ]
1
δ
P
n
ω
(
sup
t∈[s,s+δ]
∣∣ω(t)(ψ)− ω(s)(ψ)∣∣ > ε) = 0. (4.12)
Fix s ∈ [0, T − δ] and let X be a two-sided θ-sticky Brownian motion. By
(4.1)
ψ(X(t))− ψ(X(s)) = 1
2
∫ t
s
du ψ′′(X(u)) +Ms(t) (4.13)
where Ms(t), t ∈ [s, T ] is a continuous square integrable martingale with
quadratic variation
[Ms](t) =
∫ t
s
du ψ′(X(u))2.
26
By considering n independent sticky Brownians, from (4.13) we deduce,
P
n
ω-a.s.
sup
t∈[s,s+δ]
∣∣ω(t)(ψ)− ω(s)(ψ)∣∣ ≤ 1
2
∫ s+δ
s
du |ω(u)(ψ′′)|+ sup
t∈[s,s+δ]
|N s(t)| (4.14)
where N s(t), t ∈ [s, T ] is a Pnω continuous square integrable martingale with
quadratic variation
[N s](t) =
∫ t
s
du ω(u)
(
(ψ′)2
)
.
Let K := suppψ. To control the bounded variation term on the right
hand side of (4.14) we apply Chebyshev’s and Cauchy-Schwarz’s inequalities
to deduce
P
n
ω
( ∫ s+δ
s
du
∣∣ω(u)(ψ′′)∣∣ > ε) ≤ δ
ε2
‖ψ′′‖2∞Enω
∫ s+δ
s
du
[
ω(u)(K)
]2
.
We claim that
sup
n
sup
t∈[0,T ]
E
n
ω[ω(t)(K)
2] < +∞. (4.15)
Together with the previous bound this yields
lim
δ↓0
sup
n
sup
s∈[0,T−δ]
1
δ
P
n
ω
(∫ s+δ
s
du
∣∣ω(u)(ψ′′)∣∣ > ε) = 0.
To control the martingale part on the right hand side of (4.14), we ap-
ply the BDG inequality (see e.g. [14, Thm. IV.4.1]) and Cauchy-Schwarz
inequality to deduce
P
n
ω
(
sup
t∈[s,s+δ]
|N s(t)| > ε
)
≤ CEnω
(
[N s](s+ δ)2
)
≤ Cδ ‖ψ′‖4∞
∫ s+δ
s
duEnω
(
ω(u)(K)2
)
.
By using (4.15) we thus get
lim
δ↓0
sup
n
sup
s∈[0,T−δ]
1
δ
P
n
ω
(
sup
t∈[s,s+δ]
|N s(t)| > ε
)
= 0.
It remains to prove the claim (4.15). By a simple computation
E
n
ω
(
ω(t)(K)2
) ≤ {Enω(ω(t)(K))}2 + Enω(ω(t)(K)).
We conclude by observing that for some constant C > 0 we have 1K ≤ Cm
and taking the expectation of (4.9).
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4.4 Identification of the limit
We here conclude the proof of Theorem 4.3 by identifying the finite dimen-
sional distributions, via their characteristic function (cfr. Lemma A.3), of
the cluster points of the sequence {Pnω}. Recall that Pt, t ≥ 0 is the time
homogeneous transition function defined in (2.2).
Proposition 4.6 For each r ∈ N, 0 ≤ t1 < · · · < tr ≤ T , and ψ1, . . . , ψr ∈
CK(0, 1)
lim
n→+∞
E
n
ω
(
ei
∑r
h=1 ω(th)(ψh)
)
=
∫
· · ·
∫ r∏
h=1
Pth−th−1(ηh−1, dηh)e
iηh(ψh), (4.16)
where we understand that t0 = 0 and η0 = ω.
We start with the case r = 1.
Lemma 4.7 For each t ∈ [0, T ] and ψ ∈ C0(0, 1)
lim
n→+∞
E
n
ω
[
eiω(t)(ψ)
]
=
∫
Pt(ω, dη) e
iη(ψ). (4.17)
Proof. For t = 0 the statement follows directly from the construction of
the triangular array xn. For t > 0 we write
n∏
k=1
Eθnxnk
[
eiψ(X(t))
]
=
(
Eθn0
[
eiψ(X(t))
])⌊n−An2 ⌋(
Eθn1
[
eiψ(X(t))
])⌈n−An2 ⌉
×
An∏
k=1
Eθnxnk
[
eiψ(X(t))
]
.
(4.18)
Since An = o(n) we have n
−1⌊(n − An)/2⌋ → 1/2. Hence, by applying
Lemma 4.1,
lim
n→+∞
(
Eθn0
[
eiψ(X(t))
])⌊n−An2 ⌋
= lim
n→+∞
(
1 + Eθn0
[
eiψ(X(t)) − 1])⌊n−An2 ⌋
= exp
{
λ0
∫ 1
0
dxP0x(τ0 ≤ t)(eiψ(x) − 1)
}
.
For the same reasons,
lim
n→+∞
(
Eθn1
[
eiψ(X(t))
])⌈n−An2 ⌉
= exp
{
λ1
∫ 1
0
dxP0x(τ1 ≤ t)(eiψ(x) − 1)
}
.
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Recalling (2.2), to complete the proof it remains to show
lim
n→+∞
An∏
k=1
Eθnxnk
[
eiψ(X(t))
]
=
∏
x∈ω
E0x
[
eiψ(X(t))
]
. (4.19)
In order to prove (4.19), we set
Rnk := E
θn
xnk
[
eiψ(X(t))
]−E0xnk [eiψ(X(t))] = Eθnxnk [eiψ(X(t))−1]−E0xnk [eiψ(X(t))−1]
and observe, as follows from Lemma 4.2, that for each t > 0 there exists a
constant C independent of n and k such that |Rnk | ≤ C/n. Since An = o(n)
and ωn =
∑An
k=1 δxnk , it is therefore enough to show
lim
n→+∞
∏
x∈ωn
E0x
[
eiψ(X(t))
]
=
∏
x∈ω
E0x
[
eiψ(X(t))
]
,
which is implied by
∑
x∈ω
∣∣E0x [eiψ(X(t)) − 1]∣∣ ≤∑
x∈ω
P0x(τ > t) ≤
1
t
∑
x∈ω
E0x(τ) =
1
t
ω(m) < +∞.
Remark 4.8 The argument in the above proof actually implies the following
uniform statement that will be used in the sequel. Let ℓ > 0, ψ ∈ C0(0, 1),
and εn ↓ 0. Then
lim
n→+∞
sup
x∈Bnℓ
∣∣∣ n∏
k=1
Eθnxk
[
eiψ(X(t))
]− ∫ Pt( n∑
k=1
δxk , dη
)
eiη(ψ)
∣∣∣ = 0, (4.20)
where
Bnℓ =
{
x ∈ [0, 1]n : |{k : xk ∈ (0, 1)}| ≤ ℓ,
1
n
∣∣∣|{k : xk = 0}| − n
2
∣∣∣ ≤ εn, 1
n
∣∣∣|{k : xk = 1}| − n
2
∣∣∣ ≤ εn}.
As usual, we understand that if xk ∈ {0, 1} then it gives no weight to the
sum on the second term in (4.20).
The proof of Proposition 4.6 is achieved by induction on r. The recursive
step is the content of the next lemma.
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Lemma 4.9 Assume that the conclusion of Proposition 4.6 holds for some
r ∈ N then it holds for r + 1.
Proof. The proof is essentially follows from the Markov property of the
sticky Brownians and Lemma 4.7. Since the transition function Pt is not
Feller, there is however a continuity issue that will be handled by a suitable
approximation.
We first show that, with probability close to one for n large, the config-
uration of the sticky Brownians at some positive time meets the conditions
on the initial datum in Remark 4.8. More precisely, letting Pn :=∏nk=1Pθnxnk
be the law of the n independent sticky Brownians, we shall prove the two
following bounds.
For each t ∈ (0, T )
lim
ℓ→+∞
sup
n
Pn
( n∑
k=1
δXk(t) 6∈ B1ℓ
)
= 0, B1ℓ := {ω ∈ Ω: |ω| ≤ ℓ}. (4.21)
There exists a sequence εn → 0 such that for each t ≥ 0
lim
n→+∞
Pn
(
X(t) 6∈ B2εn
)
= 0, (4.22)
where
B2ε :=
{
x ∈ [0, 1]n : 1
n
∣∣∣|{k : xk = 0}| − n
2
∣∣∣ ≤ ε, 1
n
∣∣∣|{k : xk = 1}| − n
2
∣∣∣ ≤ ε}.
To prove (4.21), we observe that by Lemma 4.2 there exists a constant
C > 0 such that∫
dPn∣∣{k : Xk(t) ∈ (0, 1)}∣∣ = n∑
k=1
Pθnxnk
(X(t) ∈ (0, 1))
=
n∑
k=1
P0xnk
(X(t) ∈ (0, 1)) + C =
n∑
k=1
P0xnk
(τ > t) + C
≤ 1
t
n∑
k=1
E0xnk
(τ) + C =
1
t
n∑
k=1
m(xnk) + C,
which is uniformly bounded in n. By Chebyshev’s inequality, (4.21) follows.
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To prove (4.22), it is enough to show that
lim
n→+∞
Pn
(∣∣∣ n∑
k=1
1{b}(Xk(t))− n
2
∣∣∣ ≥ nεn) = 0, b ∈ {0, 1}. (4.23)
We consider only the case b = 0 and write∣∣∣ n∑
k=1
1{0}(Xk(t))− n
2
∣∣∣
≤
∣∣∣ An∑
k=1
1{0}(Xk(t))
∣∣∣+ ∣∣∣ An+⌊(n−An)/2⌋∑
k=An+1
(1{0}(Xk(t))− 1)
∣∣∣+ ∣∣∣⌊n− An
2
⌋
− n
2
∣∣∣
+
∣∣∣ n∑
k=An+⌊(n−An)/2⌋+1
1{0}(Xk(t))
∣∣∣
≤ An +
⌈An
2
⌉
+
∣∣∣ An+⌊(n−An)/2⌋∑
k=An+1
(1{0}(Xk(t))− 1)
∣∣∣+ ∣∣∣ n∑
k=An+⌊(n−An)/2⌋+1
1{0}(Xk(t))
∣∣∣.
By setting εn = 9(An + 1)/(2n), since An + ⌈An/2⌉ < nεn/3, it is enough to
show that
lim
n→+∞
Pn
(∣∣∣ An+⌊(n−An)/2⌋∑
k=An+1
(1{0}(Xk(t))− 1)
∣∣∣ ≥ nεn
3
)
= 0
lim
n→+∞
Pn
(∣∣∣ n∑
k=An+⌊(n−An)/2⌋+1
1{0}(Xk(t))
∣∣∣ ≥ nεn
3
)
= 0.
Since xnk = 0 for k = An + 1, . . . , An + ⌊(n − An)/2⌋ and xnk = 1 for k =
An+⌊(n−An)/2⌋+1, . . . , n, these bounds follow by Lemma 4.1 and a routine
application of the quadratic Chebyshev’s inequality.
By the Markov property and the bounds (4.21), (4.22), to prove the
statement it is enough to show that
lim
ℓ→+∞
lim
n→+∞
∫
dPnei
∑r
h=1 πn(X(th))(ψh)1B1ℓ
(πn(X(tr)))1B2εn (X(tr))
×
n∏
k=1
EθnXnk (tr)
[
eiψr+1(X(tr+1−tr))
]
=
∫
· · ·
∫ r+1∏
h=1
Pth−th−1(ηh−1, dηh)e
iηh(ψh).
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By remark 4.8 and again (4.21), (4.22) this follows from
lim
ℓ→+∞
lim
n→+∞
∫
dPnei
∑r
h=1 πn(X(th))(ψh)
× 1B1ℓ (πn(X(tr)))
∫
Ptr+1−tr(πn(X(tr)), dηr+1)e
iηr+1(ψr+1)
= lim
ℓ→+∞
lim
n→+∞
E
n
ω
[
ei
∑r
h=1 ω(th)(ψh)
× 1B1ℓ (ω(tr))
∫
Ptr+1−tr(ω(tr), dηr+1)e
iηr+1(ψr+1)
]
=
∫
· · ·
∫ r+1∏
h=1
Pth−th−1(ηh−1, dηh)e
iηh(ψh).
(4.24)
Let Pt,ε be the approximation of Pt defined in (B.1). By Lemma B.1, (4.24)
holds once we show
lim
ε→0
lim
n→+∞
E
n
ω
[
ei
∑r
h=1 ω(th)(ψh)
∫
Ptr+1−tr ,ε(ω(tr), dηr+1)e
iηr+1(ψr+1)
]
=
∫
· · ·
∫ r+1∏
h=1
Pth−th−1(ηh−1, dηh)e
iηh(ψh).
(4.25)
Since the map Ω ∋ ω 7→ ∫ Pt,ε(ω, dη)eiη(ψ) ∈ C is continuous, by the tightness
of the marginal of {Pnω} at the times t1, . . . , tn and the recursive assumption
which identifies the cluster points of this law we can take the limit for n →
+∞ above. Finally taking the limit ε → 0 and using again Lemma B.1 we
conclude the proof of (4.25).
A Topological complements
For completeness, we discuss some details on the state space Ω both as topo-
logical and measurable space. Recalling that Ω has been endowed with the
weakest topology such that the map ω 7→ ω(mφ) is continuous for any φ ∈
C0(0, 1), a basis of this topology is the given by (see [13, Proposition 2.4.1])
by the subsets of Ω of the form {ω ∈ Ω: ω(mφ1) ∈ A1, . . . , ω(mφn) ∈ An},
where n ∈ N, φi ∈ C0(0, 1), and Ai are open subsets of R. As follows by [13,
Proposition 2.4.8] this topology is completely regular.
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Lemma A.1 A set K ⊂ Ω is precompact if and only if supω∈K ω(m) < +∞.
Moreover, for each ℓ ∈ R+ the set Kℓ := {ω ∈ Ω: ω(m) ≤ ℓ} is compact and
the relative topology on Kℓ is Polish.
Proof. We first show that for each ℓ ∈ R+ the set Kℓ := {ω ∈ Ω: ω(m) ≤ ℓ}
is compact and the relative topology on Kℓ is Polish. Let Ψ = {ψk} be a
countable dense subset of C0(0, 1) and set
d(ω, η) :=
∑
k
1
2k
(1 ∧ |ω(mψk)− η(mψk)|). (A.1)
We next prove that d is a distance on Kℓ inducing the relative topology. To
this end, it is enough to show that given any open set A ⊂ Kℓ and ω ∈ A there
exists a d-ball centered in ω and contained in A. From the very definition of
the topology, A is of the form
A =
⋃{
η ∈ Kℓ : η(mφ1) ∈ U1, . . . , η(mφn) ∈ Un
}
where n ∈ N, φi ∈ C0(0, 1), and Ui are open subsets of R. If ω ∈ A
then ω ∈ ⋂ni=1{η ∈ Kℓ : η(mφi) ∈ Ui} for some n ∈ N, φi, and Ui. Letting
δi := dist(ω(mφi), U
c
i ) we now choose ψk(i) ∈ Ψ such that ‖ψk(i)−φi‖∞ < δi/ℓ
and 0 < ρ < 2−k(i)δi/ℓ, i = 1, . . . , n. Then ω ∈ {η ∈ Kℓ : d(η, ω) < ρ} ⊂
{η ∈ Kℓ : η(mφi) ∈ Ui}.
To show that Kℓ is separable it is enough to consider the collection of
ω ∈ Kℓ which charges only rational points of (0, 1).
To prove compactness of Kℓ, we first observe that it is enough to show
its sequencial compactness. Let {ωn} ⊂ Kℓ be a sequence. By considering
the restriction of ωn to [δ, 1 − δ] ⊂ (0, 1), using the compactness of Radon
measures with uniformly bounded mass on [δ, 1−δ], and a diagonal argument,
we can find a Radon measure ω on (0, 1) and a subsequence (not-relabeled)
{ωn} vaguely convergent to ω. Let mk ∈ CK(0, 1) be such that mk ↑ m.
Then, by monotone convergence, ω(m) = limk ω(mk) = limk limn ωn(mk) ≤
ℓ. Hence ω ∈ Ω. Finally by dominated convergence ωn(mφ) → ω(mφ) for
each φ ∈ C0(0, 1). Hence ωn → ω in the topology of Kℓ.
To conclude the proof, we next show that if K ⊂ Ω is precompact then
there exists ℓ ∈ R+ such that K ⊂ Kℓ. We argue by contradiction assuming
that there exists a sequence {ωn} ⊂ K such that ωn(m)→ +∞; we will then
construct a function φ ∈ C0(0, 1) such that ωn(mφ)→ +∞. By precompact-
ness of K, we can assume ωn → ω for some ω ∈ Ω. Let {xnk}, k = 1, . . . , |ωn|,
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be such that ωn =
∑
k δxnk . Then either limn infk x
n
k = 0 or limn supk x
n
k = 1.
We assume that the first alternative takes place and choose a subsequence of
{xnk}k such that 12 ≥ xn1 ≥ xn2 ≥ · · · . We now set αn :=
∑
k x
n
k and choose a
subsequence such that αn ↑ +∞. It is not difficult to show that we can pick
hn →∞ such that
∑
k≤hn
xnk ≥ αn/2 and xnhn ↓ 0. Finally, let φ ∈ C0(0, 1) be
increasing on (0, 1/2] and such that φ(xnhn) =
√
1/αn. Then, as m(x) ≥ x/2
for x ∈ (0, 1/2],
ωn(mφ) ≥
∑
k
m(xnk)φ(x
n
k) ≥
1
2
hn∑
k=1
xnkφ(x
n
k) ≥
1
2
φ(xnhn)
hn∑
k=1
xnk ≥
1
4
√
αn
which completes the proof.
Lemma A.2 Let C be the family of subsets of Ω of the form
C =
{
ω ∈ Ω: ω(U1) = n1, . . . , ω(Uk) = nk
}
,
for some k ∈ N, ni ∈ Z+, and Ui open subset of (0, 1) such that Ui ⊂⊂ (0, 1).
Then C is π-system that generates the Borel σ-algebra B(Ω).
Proof. The family C is obviously closed for finite intersections. To show
that σ(C) ⊂ B(Ω) it is enough to show that for each U ⊂⊂ (0, 1) open and
n ∈ N the set {ω ∈ Ω: ω(U) = n} is Borel subset of Ω. Let φk ∈ CK(0, 1)
such that φk ↑ 1U . Then
{ω ∈ Ω: ω(U) = n} =
⋂
m
⋃
k
⋂
h≥k
{
ω ∈ Ω: ω(φh) ∈ (n− 1m , n+ 1m)
} ∈ B(Ω).
To prove the inclusion σ(C) ⊃ B(Ω), let us first prove that, given ℓ ∈ N,
the set Kℓ := {ω ∈ Ω: ω(m) ≤ ℓ} belongs to σ(C). To this end, we say that
a function φ : (0, 1)→ R is simple if it has the form φ =∑n−1i=1 αi1[xi,xi+1) for
some n ∈ N, αi ∈ R, and 0 < x1 < · · · < xn < 1. Then it straightforward to
show that, for each simple function φ, the map ω 7→ ω(φ) is σ(C)-measurable.
Pick now a sequence mk of simple functions such that mk ↑ m. Then, by
monotone convergence, Kℓ =
⋂
k{ω ∈ Ω: ω(mk) ≤ ℓ} ∈ σ(C).
By observing that an open set A ⊂ Ω can be written as A = ⋃ℓ∈N (A∩Kℓ)
and using Lemma A.1, to conclude the proof it is enough to show that the
distance d in (A.1) is σ(C)× σ(C) measurable. To this end given ψ ∈ Ψ and
U ∈ B(R) we show that the set {ω ∈ Kℓ : ω(mψ) ∈ U} belongs to σ(C). Pick
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a sequence φk of simple functions such that φk/m → ψ uniformly in (0, 1).
In particular ω(φk)→ ω(mψ) uniformly for ω ∈ Kℓ. Then{
ω ∈ Kℓ : ω(mψ) ∈ U
}
=
⋃
k
⋂
h≥k
{
ω ∈ Kℓ : ω(φh) ∈ U
} ∈ σ(C).
Lemma A.3 Let P1, P2 be two probabilities on (Ω,B(Ω)) such that∫
P1(dω)e
iω(ψ) =
∫
P2(dω)e
iω(ψ), ψ ∈ CK(0, 1).
Then P1 = P2.
Proof. In view of Lemma A.2, the proof is achieved by the argument in [8,
Theorem §29.14].
Lemma A.4 For each t ≥ 0 and ω ∈ Ω there exists a unique probability
P 0t (ω, ·) on (Ω,B(Ω)) such that∫
P 0t (ω, dη)e
iη(ψ) =
∏
x∈ω
∫
p0t (x, dy)e
iψ(y), ψ ∈ CK(0, 1). (A.2)
Proof. As P 00 (ω, ·) = δω, we consider t > 0. Let (xk)k=1,...,|ω| ∈ (0, 1)|ω| be
such that ω =
∑
k δxk . Let Q be the product measure on Ξ :=
∏
k[0, 1] with
marginals p0t (xk, ·). Elements of Ξ are denoted by y = (yk). Let us first prove
that
Q
(
F
)
= 1, F :=
{
y ∈ Ξ: yk ∈ (0, 1) for finitely many k
}
(A.3)
Indeed,∑
k
Q
(
yk ∈ (0, 1)
)
=
∑
k
P0xk
(
X(t) ∈ (0, 1)) =∑
k
P0xk
(
τ > t
)
≤ 1
t
∑
k
E0xk
(
τ
)
=
1
t
∑
k
m(xk) =
ω(m)
t
< +∞
and (A.3) follows by Borel-Cantelli lemma.
We now define the map π : Ξ→ Ω by π(y) =∑k δyk(·∩(0, 1)) if y ∈ F and
π(y) = 0 if y 6∈ F . Observe that π is B(Ω)-B(Ξ) measurable since F ∈ B(Ξ)
and the map F ∋ y 7→ π(y) is a pointwise limit of continuos maps.
By setting P 0t (ω, ·) := Q ◦ π−1, it satisfies (A.2) in view of (A.3) and the
change of variable formula. Uniqueness follows by Lemma A.3.
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Given T > 0 we let ΩT := C([0, T ]; Ω) be the set of the Ω valued contin-
uous functions. We consider ΩT endowed with the compact-open (uniform)
topology and the corresponding Borel σ-algebra B(ΩT ). Let CT be the family
of subsets of ΩT of the form
C =
{
ω ∈ ΩT : ω(t1) ∈ B1, . . . , ω(tk) ∈ Bk
}
,
for some k ∈ N, 0 ≤ t1 < · · · < tk ≤ T , and Bi ∈ B(Ω), i = 1, . . . , k.
Lemma A.5 The family CT is π-system that generates the Borel σ-algebra
B(ΩT ). In particular, a probability on (ΩT ,B(ΩT ) is uniquely characterized
by its finite dimensional distributions.
Proof. Since Ω is a completely regular topological spaces with metrizable
compacts, the lemma follows from [10, Corollary 2.6] applied in the present
context of C([0, T ]; Ω) instead of D([0, T ]; Ω). Note indeed that condition
(2.13) in [10] follows from Lemma A.1.
B Approximation of the semigroup
We here discuss the approximation of the semigroup Pt used in Section 4.4.
Given ε > 0 let χε ∈ CK(0, 1) such that 0 ≤ χε ≤ 1, χε(x) = 1, for
x ∈ (ε, 1 − ε). For ω ∈ Ω we denote by ωε the thinning of ω obtained by
erasing independently each particle x ∈ ω with probability 1 − χε(x). In
particular, |ωε| < +∞ and suppωε ⊂ suppχε. For ω ∈ Ω and t ∈ R+ we
define the probability Pt,ε(ω, ·) on Ω, as the mixture of Pt(η, ·) with η ∈ Ω
sampled according to the law of the thinning ωε, that is
Pt,ε(ω,B) :=
∫∫
η1+η2∈B
Πµλt (dη1)P
0
t,ε(ω, dη2), B ∈ B(Ω), (B.1)
where P 0t,ε(ω, ·) is the probability on Ω characterized by,∫
P 0t,ε(ω, dη)e
iη(ψ) =
∏
x∈ω
(
χε(x)
∫
p0t (x, dy)e
iψ(y)+1−χε(x)
)
, ψ ∈ CK(0, 1).
Lemma B.1 For each ε > 0, t > 0, and each f ∈ C(Ω) bounded, the map
ω 7→ Pt,ε(ω, f) is continuous. Furthermore Pt,ε(ω, f) converges as ε → 0 to
Pt(ω, f) pointwise in ω and uniformly for |ω| ≤ ℓ, ℓ ∈ N.
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Proof. In view of (B.1) and dominated convergence it is enough to prove
the statement for the map ω 7→ P 0t,ε(ω, f). Since p0t is a Feller transition
function, the continuity of ω 7→ P 0t,ε(ω, f) readily follows from the definition.
To prove the pointwise convergence P 0t,ε(ω, f) → P 0t (ω, f), we observe that,
as follows from (A.3),
lim
ℓ→+∞
lim
ε→0
P 0t,ε
(
ω, {η : |η| > ℓ}) ≤ lim
ℓ→+∞
P 0t
(
ω, {η : |η| > ℓ}) = 0,
which implies the tightness of the family {P 0t,ε(ω, ·)}ε>0. Moreover, by a direct
computation, for each ψ ∈ CK(0, 1)
lim
ε→0
∫
P 0t,ε(ω, dη)e
iη(ψ) =
∏
x∈ω
∫
p0t (x, dy)e
iψ(y) =
∫
P 0t (ω, dη)e
iη(ψ).
By Prokhorov’s theorem (see e.g. [16, §5, Thm. 2] for the present setting
of a completely regular topological space with metrizable compacts) and
Lemma A.3 we then conclude.
Finally, the uniform convergence P 0t,ε(ω, f)→ P 0t (ω, f) on |ω| ≤ ℓ follows
from the convergence of χε → 1(0,1) uniform on compact subsets of (0, 1).
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