Abstract. In this paper, we construct a wealth of bounded, entire solutions of the Allen-Cahn equation in the plane. The asymptotic behavior at infinity of these solutions is determined by 2L half affine lines, in the sense that, along each of these half affine lines, the solution is close to a suitable translated and rotated copy of a one dimensional heteroclinic solution. The solutions we construct belong to a smooth 2L-dimensional family of bounded, entire solutions of the Allen-Cahn equation, in agreement with the result of [3] and, in some sense, they provide a description of a collar neighborhood of part of the compactification of the moduli space of 2L-ended solutions for the Allen-Cahn equation. Our construction is inspired by a construction of minimal surfaces by M. Traizet [12] .
Introduction
This paper deals with the construction of bounded solutions of the Allen-Cahn equation (1.1) ∆v + v − v 3 = 0, which are defined in R 2 . We recall that, for any unit vector a ∈ R 2 and for any b ∈ R, the function
is a solution of (1.1) whose nodal set is the affine line defined by a · x + b = 0. These solutions are usually referred to as the heteroclinic solutions of (1.1) and they play a central role in the study of this semilinear elliptic equation. For example, the validity of De Giorgi's conjecture in dimension 2 ensures that any bounded, entire solution of (1.1) which is monotone in one direction must be one of the heteroclinic solutions [5] . Heteroclinic solutions do not exhaust the set of bounded, entire solutions of (1.1) and in fact there are many solutions of (1.1) which are not monotone in any direction. A classical example is the so called saddle solution, whose nodal set consists of two orthogonal straight lines [2] . This example -and its construction -generalize to solutions with dihedral symmetry [1] . In [4] it is proven that there exist solutions whose nodal lines are almost parallel straight lines which are related to solutions of a Toda system. All the solutions constructed in the above references share the common property that their structure at infinity is easy to describe. Indeed, away from a compact set, their nodal set consists of a finite number of disjoint curves which are asymptotic to half affine lines. Moreover, along any of these affine lines Λ the solution is asymptotic to a copy of a heteroclinic solution whose nodal set is precisely given by Λ. These affine lines are called the ends of the solution and, if 2L is the number of ends -which is necessarily an even number -such solutions are called 2L-ended solutions of the Allen-Cahn equation. We refer to [3] for precise definitions of these notions. Therefore, the heteroclinic solutions are models at infinity for 2L-ended solutions. The set of 2L-ended solutions of the Allen-Cahn equation is denoted by M 2L . It is proven in [3] that, near any nondegenerate element, M 2L is a 2L-dimensional smooth (real analytic) manifold. Finally, let us mention that the Morse index of any element of M 2L is finite [9] .
When L = 2, thanks to [6] , [9] and [10] , we have a rather complete description of the set of 4-ended solutions M 4 . This description is of particular importance in the present paper and we will return to it in Section 3. Building on this, in this paper, we explain how to construct a wealth of new solutions of (1.1) by gluing together several 4-ended solutions of (1.1) along their ends starting from a given set of affine lines.
Statement of the results
Given an integer L ≥ 2, we consider a finite number of affine lines Λ 1 , . . . , Λ L in the plane and assume that not two of these lines are parallel and not three of them intersect at a common point. If this is the case, we will say that the set of affine lines is admissible.
The union of Λ 1 , . . . , Λ L defines a network in the plane. We denote by V the number of vertices of this network (i.e. points which correspond to the intersection of two lines) and we denote by E the number of edges of the network (i.e. segments of one of the Λ j joining two distinct adjacent vertices). A half line included in one of the Λ j , starting from a vertex and containing no other vertex, will be called a ray. Observe that the number of rays is equal to twice the number of lines. The connected components of
will be called domains and will be denoted by Ω 1 , . . . , Ω D . We will see in Lemma 3.1, that it is possible to color the different domains defined by the lines Λ 1 , . . . , Λ L , using only two colors (which will be denoted by +1 and −1) in such a way that two adjacent domains have different colors. The color of the domain Ω j will be denoted by ι j ∈ {±1}. Observe that there are only two different ways to color the domains Ω 1 , . . . , Ω D . To state our result, it is convenient to introduce a parameter > 0 and look for bounded solutions of (2.1) 2 ∆u + u − u 3 = 0, which are defined in R 2 . Observe that, since we are looking for entire solutions, studying (1.1) or (2.1) is completely equivalent and in fact one can go back and forth from a solution of the former equation to a solution of the latter using a simple scaling v(·) = u( ·).
We will try to be consistent with the notations and u,ũ, u j , . . . will denote solutions of (2.1) while v,v, v s , v j , . . . will denote solutions of (1.1). This being understood, we have the :
Theorem 2.1. Assume that Λ 1 , . . . , Λ L is an admissible set of affine lines. Then, there exist a sequence ( n ) n≥0 tending to 0 and a sequence (u n ) n≥0 of solutions of (2.1) with = n which, for j = 1, . . . , D, converges, uniformly on compacts of Ω j , to the constant function equal to ι j as n tends to infinity. Moreover, (i) the nodal set of u n converges (in Hausdorff distance) to
(ii) the ends of u n converge to the affine lines Λ 1 , . . . , Λ L , as n tends to infinity.
Let us comment on the last statement of the result. By definition, we will say that a sequence of affine lines, defined by a sequence of equations of the form a n · x + b n = 0 where a n ∈ R 2 is a unit vector and b n ∈ R, converges to the affine line defined by the equation a · x + b = 0, if the sequence (a n , b n ) n≥0 converges to (a, b).
For a generic choice of the set of admissible lines Λ 1 , . . . , Λ L our result can be made more precise. Indeed, given a subset Θ ⊂ (0, . . , Λ L is an admissible set of affine lines which are in general position with respect to Θ, then for all > 0 close enough to 0, there exists u , solution of (2.1) which, for j = 1, . . . , D, converges, uniformly on compacts of Ω j , to the constant function equal to ι j as tends to 0. Moreover, for each j = 1, . . . , L, there is one end of u which is included in Λ j and (i) the nodal set of u converges (in Hausdorff distance) to Λ 1 ∪ . . . ∪ Λ L on compacts of R 2 ; (ii) the ends of u converge to the affine lines Λ 1 , . . . , Λ L , as tends to 0.
In other words, for a generic choice of the affine lines Λ 1 , . . . , Λ L , one can find solutions of (2.1) which have half of their ends prescribed in the sense that, for each j = 1, . . . , L, they have one end included in Λ j . Since the space of L affine lines is 2L-dimensional and since the formal dimension of the space of solutions of (2.1) is 2L-dimensional, this result can also be interpreted by saying that, for close to 0, the set of solutions of (2.1) can be locally parameterized by the affine lines Λ 1 , . . . , Λ L .
Construction of the approximate solution
The main ingredient in the construction is a set of admissible affine lines Λ 1 , . . . , Λ L . We first prove that it is possible to color the domains Ω 1 , . . . , Ω D defined by Λ 1 , . . . , Λ L , using only two colors (which will be denoted by +1 and −1) in such a way that two adjacent domains have different colors.
Proof. The result certainly holds when L = 1 since one can assign the color +1 to one of the half planes of R − Λ 1 and the color −1 to the other half plane. Assume that the result is true for the domains of
, namely, that it is possible to color them in such a way that two adjacent domains have different colors. Let us consider the domains of R 2 − (Λ 1 ∪ . . . ∪ Λ L+1 ) and assign to them the color they inherit from the fact that we were able to color the domains of
The line Λ L+1 divides the plane into two half planes. Consider the domains included in one of the half plane and change their color systematically, i.e., change +1 into −1 and vice-versa. We have then colored the domains of R 2 − (Λ 1 ∪ . . . ∪ Λ L+1 ) in such a way that two adjacent domains do not have the same color.
It is clear that there are two different ways to color the domains, since given a choice of assignment of ±1 to the components of
, we can change the sign assigned to each component and get a second coloring of the domains.
The second ingredient in the proof of Theorem 2.1 is the space M 4 of 4-ended solutions of (1.1).
Recall that a 4-ended solution of (1.1) is a solution whose nodal set is, outside a large ball, the union of four curves, each of which is asymptotic to a half affine line and furthermore, along each end, the solution is asymptotic to a heteroclinic solution having this affine line as a nodal set (a slightly different but equivalent definition was given by Gui [6] ). The key fact about 4-ended solutions is that, after a rigid motion, they are even and, in the first quadrant
they are monotone functions of the x and the y variables(see [6] for details and [7] for related results concerning traveling wave solutions of the Allen-Cahn equation). , restricted to Q , consists of a single curve, which is asymptotic to the half of an affine line Λ. We denote by θ ∈ (0, π 2 ), the angle between the x-axis and Λ and we define the angle map by (3.1)
For the saddle solution constructed in [2] , we have A(v) = 0, while, for the solutions with almost parallel ends which were constructed in [4] we have A(v) ∼ ± π 4 . In [9] and [10] , it is proven that M even 4 is diffeomorphic to R and also that the angle map is surjective. In particular, for each α ∈ (− Let us now turn to one of the most important step in this paper, namely the construction of the approximate solution. It will be obtained by gluing together 4-ended solutions at the vertices of the network defined by the straight lines Λ 1 , . . . , Λ L . To begin with, let us describe more carefully the elements of M . By definition, these solutions of (1.1) have two axes of symmetry (the x-axis and the y-axis) and, because of these symmetries, in order to describe the ends of a solution v ∈ M even 4 , it is enough to describe the end of v which is included in Q . Observe that the ends of v are asymptotic to 4 half affine lines which do not necessarily meet at the same point. We refer to Figure 1 where we have drawn the half lines associated to the ends of elements in M even 4 according to the angle between the ends of the solution. To construct the approximate solution starting from a set of admissible affine lines, we need to explain how to choose and insert 4-ended solutions at the vertices of the network defined by these lines. We follow the approach of Traizet [12] . We first rotate the set of affine lines Λ 1 , . . . , Λ L in such a way that their y coordinates are strictly ordered. Hence, we assume from now on that vertices of the network associated to Λ 1 , . . . , Λ L are given by x 1 , . . . , x V and if x j = (x j , y j ), then y j+1 < y j , for j = 1, . . . , V − 1. Thanks to Lemma 3.1, we can also assume that the different domains Ω j , for j = 1, . . . , D associated to Λ 1 , . . . , Λ L have been assigned a color ι j ∈ {±1}. The construction of an approximate solution is now decomposed into three different steps.
Step 1. We choose the vertex with the largest y coordinate, namely x 1 . Two of the affine lines Λ 1 , . . . , Λ L meet at x 1 , say Λ j1 and Λ j 1 . The angle between Λ j1 (resp. Λ j 1 ) and the x-axis will be denoted by
and, without loss of generality, we can assume that α 1 > α 1 . We choose an element
whose angle corresponds to α 1 − α 1 , namely
Next, we define the model solution u 1 of (2.1) which is centered at x 1 and whose ends are parallel to Λ j1 and Λ j 1 by where R α is the clockwise rotation of angle α in the plane and s 1 ∈ {±1}. Observe, and this is important, that the ends of u 1 are not included in Λ j1 and Λ j 1 but are simply parallel to these lines as illustrated in Figure 2 . Also observe that the distance between the ends of u 1 and Λ j1 ∪ Λ j 1 is bounded by a constant times . Finally, s 1 is chosen so that the domains where u 1 is positive (negative) agree with the colors of the four domains which have a common boundary with both Λ j1 and Λ j 1 . We also definex 1 := x 1 .
Step 2. We repeat the above construction inductively. Let us assume that we have already constructed a model solution at the vertices x 1 , . . . , x k−1 and let us explain how to construct the model solution of (2.1) at x k .
Again, we consider the angles
] between the two lines Λ j k and Λ j k meeting at x k and the x-axis, and we choose an element v k ∈ M even 4 such that
As in the first step, we then use a rigid motion and scaling by , to produce, starting from v k , a solution u k of (2.1) which is centered at x k , whose ends are parallel to the lines meeting at this vertex and we choose the sign which agrees with the coloring of the domains bounded by both Λ j k and Λ j k . Three cases have to be distinguished. Case 1. The first case corresponds to the case where Λ j k and Λ j k do not contain any of the vertices x 1 , . . . , x k−1 , in which case we are done. We set
as the model solution at x k , where s k ∈ {±1}. Case 2. The second case corresponds to the case where one of the lines meeting at x k contains some of the vertices x 1 , . . . , x k−1 while the other line does not contain any of these vertices. Say for example that Λ j k contains some of the vertices x 1 , . . . , x k−1 while Λ j k does not. Observe that, necessarily, these vertices are all contained in one of the two connected components of Λ j k − {x k } (this is where we use the fact that the vertices are ordered according to their height and hence the y-coordinates of x 1 , . . . , x k−1 are all larger than the y-coordinate of x k ). Let us denote by x j the vertex in the collection x 1 , . . . , x k−1 which belongs to Λ j k and which is the closest to x k . We define u k by (3.2) as the model solution at x k , where s k ∈ {±1} and wherex k is the unique point which belongs to the affine line passing through x k and orthogonal to Λ j k , which is chosen so that the end of u k , which is parallel to Λ j k and points towards x j , coincides with the end of u j , which is also parallel to Λ j k and points towards x k . Observe that the centerx k of u k is at most at distance O( ) from x k . This is the configuration depicted in the first picture of Figure 3 . Case 3. The third case we need to consider corresponds to the case where both Λ j k and Λ j k contain some of the vertices x 1 , . . . , x k−1 . Since we have ordered the vertices according to their height, the vertices x 1 , . . . , x k−1 belonging to Λ j k and Λ j k are included in one of the connected components of Λ j k − {x k } and Λ j k − {x k }. Let us denote by x j (resp. x j ) the vertex in the collection x 1 , . . . , x k−1 which belongs to Λ j k (resp. Λ j k ) and which is the closest to x k .
We define u k by (3.2) as the model solution at x k , where s k ∈ {±1} and wherex k is the unique point chosen so that the end of u k which is parallel to Λ j k and points towards x j , coincides with the end of u j which is also parallel to Λ j k and points towards x k and we also require that the end of u k which is parallel to Λ j k and points towards x j coincides with the end of u j which is also parallel to Λ j k and points towards x k . Observe that the centerx k of u k is at a distance O( ) from x k . This is the configuration depicted in the second picture of Figure 3 .
In each case, s k ∈ {±1} is chosen so that the domains where u k is positive (negative) agree with the colors of the four domains which have a common boundary with both Λ j k and Λ j k .
Step 3. To complete the construction of the approximate solution, we use appropriate cutoff functions to glue together the model solutions u 1 , . . . , u V at the different vertices. To this aim, we need to define a partition of unity. For each j = 1, . . . , V , we remove from the network defined by the lines Λ 1 , . . . , Λ L , the edges and rays starting at x j . Call T j this network and S j the set of rays starting at x j (so S j contains two, one or no ray and in the latter case S j deduces to {x j }).
We then consider U j to be the open connected component of R 2 −T j , which contains x j . Then
where the η j > 0 are chosen in such a way that dist(O j , O k ) > 0 for j = k. We also consider an open cover of R 2 given by the sets:
and assume that we are given a partition of unity χ 1 , . . . , χ V subordinate to it and such that
and
We further assume that
2 , it will be convenient to adopt the notation
so that the model solutions defined above are given by
. The approximate solutionũ is defined by
Observe thatũ depends on since the model solutions u 1 , . . . , u V do. Also, as tends to 0, the sequenceũ satisfies the statement of Theorem 2.1, apart from being a solution of (2.1). Finally,ũ is an approximate solution of (2.1) in the sense that
for some constants c, C > 0, as can be checked using the fact that elements of M even 4
converge to the heteroclinic solutions exponentially fast along their ends (c.f. [3] and [9] ). The constants c and C do not depend but do depend on the v j , j = 1, . . . , V, used to constructũ , since they are related to the exponential rate at which the functions v j approach the heteroclinic solutions along their ends.
Comments on the construction of the approximate solution
The following Lemma holds : Lemma 4.1. Assume that L ≥ 2, then the following formulae holds :
Proof. The formulae hold when L = 2, since in this case V = 1, E = 0 and D = 4. Assume that the result is true for the lines Λ 1 , . . . , Λ L . Addition of one line Λ L+1 increases the number of lines by 1, the number of vertices by L since Λ L+1 has one intersection point with each Λ j for j = 1, . . . , L and also increases the number of edges by 2 L − 1 since we have created L new edges included in the lines Λ 1 , . . . , Λ L and also L − 1 new edges included in Λ L+1 . Finally, using similar arguments, one checks that it increases the number of domains by L + 1. Using this, one proves the formula by induction on L.
This can be interpreted as follows : 2L is the expected dimension of the space of solutions for the Allen-Cahn equation which have 2L ends. For each vertex there is a 4 dimensional family of model solutions which can be used for the approximate solution (namely solutions with 4 ends up to rotation and translations). Hence the number of degrees of freedom in the construction is 4 V . Because the ends of the different model solutions used at each vertex should match along the edges, there are 2 constrains for each edge and hence a total of 2 E equations to solve. So the formula just states that the expected dimension of the space of solutions is equal to the number of degrees of freedom in the construction, minus the number of equations we need to solve for the construction to be successful. Our result parallels Traizet's construction of Scherk towers [12] and in fact this is where we borrowed the idea of the construction in the present paper. Let us recall that a Scherk surface is an embedded minimal surface which is singly periodic and has 4 ends asymptotic to 4 vertical half planes. Once the vertical period of the surface is fixed, these surfaces come in a one parameter family parameterized by the angle between two consecutive ends of the surface. Starting from an initial configurations of vertical planes, Traizet was able to prove the existence of a family of minimal surfaces which desingularize this collection of planes using Scherk surfaces. In this way, he obtained embedded minimal surfaces in R 3 which are singly periodic and asymptotic at infinity to a finite set of half planes, each of which is orthogonal to the horizontal plane. The correspondence between Traizet's construction and our construction is simply that the collection of lines in the plane replaces the collection of vertical planes in Traizet's construction and 4-ended solutions of (1.1) replace the family of Scherk surfaces in the context of minimal surfaces.
Similar ideas have then been used many times in differential geometry. Indeed our construction in the present paper as well as Traizet's construction fall into the category of what are now referred to as end-to-end constructions. In these constructions, one starts with a finite number of solutions of the problem which have the properties to have ends and one tries to produce new solutions by connecting together the different summands along their ends. This for example has been exploited by Ratzkin [11] and Jleli and Pacard [8] in the context of constant mean curvature surfaces.
The linearized operator about 4-ended solution
In this section, we recall some basic facts about the linearized operator about a 4-ended solution of the Allen-Cahn equation. The results of this section can be found in [3] and [9] . We assume that v ∈ M even 4 is given and we define the linearized operator about v by
The following result is proven in [9] .
This result states that the operator L v has no element in its kernel that decays exponentially fast to 0 at infinity. It is clear that the kernel of L v contains functions which are bounded and indeed, ∂ x v and ∂ y v are bounded functions which clearly belong to the kernel of L v . This is a consequence of the invariance of our problem under the action of the elements of the group of translations. Similarly, (y ∂ x − x ∂ y ) v also belongs to the kernel of L v and this reflects the invariance of our problem under the action of the elements of the group of rotations in the plane. Observe that this last function is not bounded but grows linearly at infinity.
Let us recall a few results from [3] . Letχ ,χ ,χ ,χ be a smooth partition of unity of R 2 subordinate to the four quadrants in the plane defined by the x-axis and the y-axis. We assume that χ ≡ 1 when x > 1 and y > 1, 0 when x < −1 or y < −1, and, without loss of generality, we can assume thatχ is obtained fromχ by a symmetry with respect to the y-axis,χ is obtained fromχ by a symmetry with respect to the x-axis andχ is obtained fromχ by a symmetry with respect to the origin. Finally, we assume that is the 8-dimensional vector space defined by
To proceed, we assume that the equation of the end of v which is included in Q is given by a · x + b = 0, where a ∈ R 2 is a unit vector which points in the upper half space and where b ∈ R. Given τ, δ < 0, we define a weight function
where a ⊥ is orthogonal to a and is interior to the quadrant Q , and where we have set x := (x, y),
x := (−x, y), x := (−x, −y) and x := (x, −y), for x = (x, y). By construction, τ is the rate of decay along the end of v and δ is the rate of decay in the direction orthogonal to the end of v. Note that the weight function depends on the asymptotic behavior of the four-end solution v. We will not make this dependence explicit in the notation unless necessary. With this definition in mind, we define the weighted Lebesgue space
and the weighted Sobolev space
It is important to notice that, even though we do not make this apparent in the notation, these function spaces do depend on the function v ∈ M even 4 since they depend on the definition of the ends of v. For later use, it will be important to make this dependance explicit in the notation and in this case we will write
τ,δ (R 2 ). We now recall some facts about the moduli space theory developed in [3] and [9] . For example, we have the : Proposition 5.1. For all τ, δ < 0 close enough to 0, the operator
is surjective and has a 4-dimensional kernel.
We now assume that τ, δ < 0 are fixed close enough to 0 so that the above result holds. Clearly ∂ x v, ∂ y v and (x ∂ y − y ∂ x ) v belong to the kernel of L v and each of these has a decomposition in W 2,2
Obviously
and we also have
where θ denotes the angle between x-axis and the end of v in Q . The interested reader will find a similar decomposition for (x ∂ y − y ∂ x ) v. To proceed with the analysis of the kernel of L v , recall that it follows from the results in [3] , [9] and [10] , that M Observe that φ s is symmetric with respect to both the x−axis and the y−axis since elements of M even 4 also are. Hence, to understand the decomposition of φ s , it is enough to restrict our attention to Q where we can write
for some λ s , µ s ∈ R. By assumption φ s = 0 and, thanks to Theorem 5.1 we conclude that (λ s , µ s ) = (0, 0). If λ s = 0, then φ s is not bounded (and in fact grows linearly). From a geometric point of view, this also implies that, close to v s , the moduli space M even 4 can be parameterized by the angle function and in fact
where s → θ s is defined by the identity
We have already mentioned that the mapping A defined in (3.1) is onto and this implies that, as the parameter s varies, the value of s → θ s varies from 0 to π 2 . Intuitively, this means that, although it may happen that λ s = 0, there should exist a large set of parameters s for which λ s = 0. It is quite natural to conjecture that λ s = 0 for all s ∈ R, but unfortunately this result is beyond our reach and we show instead : Lemma 5.1. There exists a finite set S ⊂ R (possibly empty) such that, for all s ∈ R − S, λ s = 0.
Proof. It follows from the construction in [4] that λ s = 0 whenever |s| is large. Now the key observation is that M even 4 is a real analytic manifold (this follows from the results in [3] and the analytic version of the implicit function theorem in the proof of Theorem 2.2 in [3] ). This implies that λ s = 0 for at most finitely many values of s ∈ R and this completes the proof of the lemma. This result has an important consequence which we now describe. Assume that the end of v which is included in the upper quadrant Q is defined by the equation
where a is a unit vector which points towards the interior of the upper half space. Then, along this end, the elements in D v are asymptotic to a linear combination of the functions
and r(x) := sech
In particular, given φ ∈ Ker L v , one can find κ
is regular translates into the following :
is regular in the sense of Definition 5.1. Then, one can find an element in Ker L v whose coefficients κ t , κ r , κ t , κ r are prescribed.
Proof. Adding to φ a linear combination of ∂ x v and ∂ y v allows one to prescribe the coefficients κ t and κ t . Thanks to Lemma 5.1, adding to φ a linear combination of (x ∂ y − y ∂ x ) v and ∂ s v s for s ∈ R chosen so that v = v s , allows one to prescribe the coefficients κ r and κ r .
A similar result holds for the coefficients κ t , κ r , κ t , κ r and in fact, one can prescribe the coefficients in the decomposition (5.5) of the elements of Ker L v in any of the half planes {(x, y) ∈ R 2 : ±x > 0} or {(x, y) ∈ R 2 : ±y > 0}. However, it is not possible to prescribe the asymptotic behavior of an element of Ker L v in the upper right and the lower left quadrants. For example, it is not possible to find an element of Ker L v with the coefficients κ t , κ r , κ t , κ r prescribed.
Gluing parametrices together
In this section, we would like analyze the mapping property of the linearized operator of the Allen-Cahn equation around the approximate solution. To begin with, let us define the function spaces we will work with. The definition will make use of the partition of unity already used in the construction of the approximate solutionũ . In a nutshell, the idea is to patch together the weighted Lebesgue and Sobolev spaces we have defined in the last section.
Given a function f in R 2 we have defined (see (3. 3)) the operators:
It is convenient to introduce the inverses of the operators K * j :
Now, we will define the weighted spaces we will work with. Let us recall the definition of the approximate solutionũ in (3.4). In the set supp χ j we havẽ u ≈ s j K * j v j , where v j is a 4-ended solution. We associate with this v j a weighted space L 2 vj ,τj ,δj (R 2 ) with some τ j , δ j < 0 (see (5.2)). We fix τ, δ < 0 such that
vj ,τ,δ (R 2 ) for j = 1, . . . , V and with this definition we set
Similarly, we will say that φ ∈W
vj ,τ,δ (R 2 ) for j = 1, . . . , V and we set
We also need cutoff functions which are subordinate to the rays R 1 , . . . , R 2L associated to the network defined by Λ 1 , . . . , Λ L . To do so, we choose ρ > 0 large enough such that the open disc D ρ of radius ρ contains all the vertices x 1 , . . . , x V and we chooseη > 0 small enough. For each ray R j , we define a cutoff functionχ j which is identically equal to 1 iñ
and identically equal to 0 in
We also assume that χ j C ∞ (R 2 ) ≤ C, for all j = 1, . . . , 2L.
Without loss of generality, we can assume that none of the Λ j is parallel to the x-axis. We define the 4L-dimensional deficiency spacẽ
The fact that none of the lines Λ j is parallel to the x-axis guaranties that ∂ xũ does not decay exponentially fast to 0 at infinity and
In the rest of the paper, we will use c and C to denote general constants which do not depend on and will change from step to step. Taking advantage of the fact that, near each vertex x j , the functionũ is equal to u j , we will use the result of Proposition 5.2 to prove the : Proposition 6.1. Assume that the solutions v j used to constructũ are all regular. For all τ, δ < 0 close enough to 0, there exists 0 > 0 such that, for all ∈ (0, 0 ), the linear operatorL has a right inversẽ 2 . Let us denote
Thanks to the result of Proposition 5.1, we can solve
Observe that there is no uniqueness in the definition ofW j since, as explained in the previous section, the operator L vj has a 4-dimensional kernel and we can freely add a linear combination of the elements of the kernel toW j . Decomposing
we can write in general:
Moreover, we have, again by Proposition 5.1:
We will now explain how to choose the correct solutions of (6.2) to construct a solution ofL w = f . The strategy follows the line of the construction of the approximate solution and hence we keep the notations used in the construction ofũ . We proceed inductively starting from the vertex whose y-coordinate is the largest. In fact, we choose a solution of (6.2) for j = 1 withĎ j ≡ 0 so that W 1 =V 1 +D 1 and we define w 1 := K * 1W1 . Note that by (6.3) we have:
. Let us assume that we have already constructed w 1 , . . . , w k−1 and let us explain how to construct w k = K * kW k . Three cases have to be distinguished exactly as in the construction ofũ. Case 1. The first case corresponds to the situation where the two affine lines meeting at x k do not contain any of the vertices x 1 , . . . , x k−1 , in which case we choose a solution to (6.2) for j = k withĎ k ≡ 0 so thatW k = V k +D k and set:
w k := K * kWk . Just like in the first step we have
Case 2. The second case corresponds to the situation where one of the lines meeting at x k contains some of the vertices x 1 , . . . , x k−1 while the other line does not contain any of these vertices. Let us denote by x j the vertex in the collection x 1 , . . . , x k−1 which belongs to one of the affine lines meeting at x k and which is the closest to x k . Recall that we have arranged things in such a way that one of the ends of u j coincides with one of the ends of u k , and asymptotically these ends are parallel to the edge [x j , x k ].
To fix the ideas let us assume that these ends correspond to the ends of v j and v k which are in Q and let us pay some attention about the behavior of bothW j andW k in Q . We choose an elementĎ k in the kernel of
have the same behavior along the end parallel to the edge [x j , x k ]. We will see that this is possible thanks to the result of Proposition 5.2. To make things more precise, let us assume that the ends parallel to the edge [x j , x k ] along which we try to connect the different solutions are included in the x-axis and respectively coincide with the half line (−b, +∞) and (−∞, b). Then, in a neighborhood of the origin, the function K * j (D j ) can be expanded as
for someκ t,k ,κ r,k ∈ R and for some constant c > 0. Thanks to the result of Proposition 5.2, it is possible to find an a functionĎ k ∈ Ker L v k whose coefficients are given by κ t,k =κ t,j −κ t,k + 2 bκ r,j , and κ r,k =κ r,j −κ r,k ,
close to the origin. We then define
, and we also have
Case 3. The third case we need to consider corresponds to the situation where both affine lines meeting at x k contain some of the vertices x 1 , . . . , x k−1 . Let us denote by x j and x j the vertices in the collection x 1 , . . . , x k−1 which belong to the two affine lines meeting at x k and which are the closest to x k . Recall that we have arranged things in such a way that one of the ends of u j coincides with one of the ends of u k and one of the ends of u j coincides with another end of u k . Observe, and this is a key point, that the prescribed ends of u k are always contained in a half plane (this follows from the fact that the y-coordinate of x j and x j are larger than the y-coordinate of x k ). This allows us to use the results of Proposition 5.2 in what follows.
To fix the ideas let us assume that the ends of u k correspond to the ends of v k which are in upper half space while the ends of u j and u j correspond to the ends of v j and v j which are in Q . Repeating the argument presented above in Case 2 simultaneously for the two ends which are parallel respectively to the segments [x k , x j ] and [x k , x j ], we can determine the coefficients κ t,k , κ r,k and κ t,k , κ r,k by formula which are similar to the ones used in Case 2 and then use the result of Proposition 5.2 to findĎ k ∈ Ker L v k whose asymptotic behavior in the upper half plane is prescribed by these coefficients. It is at this point in the proof that we use the fact that the model 4-ended solutions used to construct the approximate solutionũ are regular.
As in Case 2, we then define
We note that the estimate analogous to (6.6) holds and, this time, we find
Step 3. To complete the construction of the approximate solution, we use appropriate cutoff functions to glue together w 1 , . . . , w V at the different vertices. We have already introduced the partition of unity χ 1 , . . . , χ V . Let us now define the cutoff functionsχ 1 , . . . ,χ V by the fact thatχ j is identically equal to 1 in the union of those domains among Ω 1 , . . . , Ω D which have the property that x j belongs to the closure of at least one of them. We also ask thatχ j is identically equal to 0 in the complement of the set of points at distance less than η from the union of those domains among Ω 1 , . . . , Ω D which have the property that x j belongs to the closure of at least one of them. We finally ask that
With these definitions at hand, the approximate solution w is defined by
Following the construction step by step and using the definition of the weighted spaces, it is easy to check that
, where is the maximum of the lengths of the edges of the network defined by Λ 1 , . . . , Λ L . Indeed, this follows by induction from the results of Proposition 5.1 and from estimates (6.4), (6.5) and (6.6) and their analogs in Case 3. Note that since τ and δ are negative, the coefficient in (6.7) before the norm of f is actually very large. We now claim that there holds
. Accepting this last claim, since c > 0, the result follows from a standard perturbation argument, provided > 0 is taken close enough to 0.
It remains to prove estimate (6.8) . Keep in mind that τ, δ are close enough to 0. First of all, given k = 1, . . . , V , sinceũ is equal to one of the model 4-ended solutions around each vertex, it is not hard to see that
Let us define D j :=D j +Ď j , for j = 1, . . . , V . By definition of w we have
By construction χ kχk = χ k , hence we get
. Inside the ball of radius ρ, in the set Supp χ k (χ k −1)∩Supp χ j , when j = k, we make use of the fact that the functions D j and D k have been designed appropriately so that their leading terms match along the edge [x k , x j ] as has been described above. Observe that in a neighborhood of this edge, we have χ j = 1 − χ k in the set we consider and, using this, we conclude that
Furthermore, to estimate the term H * k χ k L v k (V j H * kχ j ) with j = k, one uses the fact that the function F j is compactly supported andV j actually stays in a better space W 2,2 vj ,τ0,δ0 (R 2 ), with some fixed constants δ 0 < 0 and τ 0 < 0. Other terms appearing in the expression for H * k χ k L v k H * k w can be estimated in a similar way and the claim follows from summing up all these estimates over k. This completes the proof of the proposition.
The nonlinear argument
We have now all the tools needed to construct a solution of (2.1) by perturbing the approximate solutionũ . As usual, the idea is to look for a solution of the form u =ũ + w, where w is small. This amounts to solving the following nonlinear problemL w +Ẽ +Q (w) = 0,
Previously (see (3.5)) we mentioned that the errorẼ tends to 0 as tends to 0 and we have also analyzed the invertibility of the linear operator which appears in this nonlinear problem. As is clear from the analysis of the previous section, the right inverse of the operatorL obtained in Proposition 6.1, takes values inW
τ,δ (R 2 )⊕D and the functions in this space do not necessarily decay exponentially fast at infinity. Obviously, this fact causes some trouble in the solvability of a nonlinear problem and to overcome this issue we need to modify the nonlinear problem we consider.
By definition, w ∈W whereẘ j is in turn are linear combinations of χ j ∂ xũ andχ j (x∂ y − y∂ x )ũ . We can then define κ t,j and κ r,j to be the coefficients of the decomposition of H * jẘ j as in (5.5) (observe that in this decomposition, at most one of the couple (κ
• r ) is not identically equal to 0). We define a diffeomorphism associated to w by the formula
where x kj is the vertex associated to the ray R j and a kj · x + b kj = 0 the equation of the line containing the ray R j and, as usual, R θ is the rotation by angle θ in the plane. Geometrically this diffeomorphism corresponds to a rotation and a translation of each ray.
Given the above decomposition of w ∈W 2,2 τ,δ (R 2 )⊕D , we then look for a solution of (2.1) of the form u := (ũ +w) • Φ −1 w , and we solve, instead of (2.1),
A comment about the form of this problem is due. Indeed, at first glance, it would look more natural to define u = (ũ +w)•Φẘ instead of u = (ũ +w)•Φ −1
w . However, it turns out that, with the latter choice the expression of ∆((ũ +w) • Φ −1 w ) • Φẘ is simpler and this follows from the observation that, for functions of one variable,
does involve some composition of f and f −1 . We have the following: Lemma 7.1. Assume that τ, δ < 0 are fixed close enough to 0. Then, there exist constants C > 0 and c * ,˜ > 0 such that
where c * does not depend on , τ and δ.
Proof. The proof of this lemma uses the simple fact that along each end, any 4-ended solution converges exponentially fast to a heteroclinic solution. The estimate depends on the exponential rate at which the functions v j ∈ M even 4
, which are used to constructũ , approach the heteroclinic solutions along their ends. This is reflected in the constant c * > 0 which only depends on this exponential rate. The estimate also depends on the cutoff functions η j and this is reflected in the fact that the constant˜ > 0 only depends on the minimum of the distances between the vertex x j and ∂O j , for j = 1, . . . , V .
We now prove our main existence theorems.
Proof of Theorem 2.1 and Theorem 2.2. To begin with, let us assume that the collection of affine lines Λ 1 , . . . , Λ L is chosen in such a way that the 4-ended solutions v j used in the construction of the approximate solution are all regular.
We also choose τ, δ < 0 close enough to 0. In fact, we choose
where c * and˜ are the constants which appear in Lemma 7.1 and is the one defined in Proposition 6.1. We will prove that, for all small enough it is possible to find a (small) function w ∈W 2,2 τ,δ (R 2 ) ⊕D which is a solution of (7.1). We define
and we rewrite the equation to solve as
The first term on the left N (0) is the one which has been estimated in Lemma 7.1. The second term on the left DN |0 is the linearized operator at w = 0 which, thanks to the result of Proposition 6.1 can be inverted. Indeed, it is clear that, restricted toW 2,2 τ,δ (R 2 ), we have
However, DN |0 is not exactly equal toL since these two operators do not coincide when restricted toD . We now make this precise.
Elementary differential calculus shows that the partial differential of N with respect toẘ, computed at w = 0 is given by The existence of w, which is a solution of (7.2), follows at once from a standard application of a fixed point theorem for contraction mapping. We leave the details to the reader.
Let us now explain why, still in the case where the functions v j ∈ M even 4 used to construct the approximate solutionũ are all regular, it is possible to find solutions of (2.1) which have one end included in Λ j , for each j = 1, . . . , L. In other words it is possible to prescribe half of the ends of the solution by requiring that each of the initial lines Λ 1 , . . . , Λ L contains an end of the solution. The idea is to modify slightly the construction of the approximate solution and the construction of the right inverse of the operatorL ε to ensure first that L of the ends (out of the total of 2L ends) of the approximate solutionsũ are included in Λ 1 , . . . , Λ L and second that these ends are not modified in the perturbation argument. This last point requires that we are able to find a right inverse forL using a 2L-dimensional subspace of D which only contains the functions that are not supported in a neighborhood of the ends we try to fix.
The idea is to take advantage of the fact that, in Case 1 and Case 2 which appear in the construction of the approximate solution and in the construction of the right inverse forL , we have some freedom. For instance, if we go back to the construction of the approximate solutionũ , we can first rotate the lines Λ 1 , . . . , Λ L such that none of them is parallel to the x axis. Then, we assign 4-ended solutions to each of the vertices step by step. At each step we associate a model solution to a vertex which is chosen following some particular procedure. Then we eliminate that vertex from the list. The general principle is that for all the vertices on any fixed line, the one with larger y coordinate should be eliminated earlier than the one with smaller y coordinate. Note that, in this way, the approximate solution could be defined such that it has L ends matching the lines Λ 1 , . . . , Λ L , say matching the upper half of each line. As far as the modification of the proof of Proposition 6.1 is concerned, it can be done using a similar idea to choose the right inverse in such a way that its image maps into the direct sum ofW 2,2 τ,δ (R 2 ) with a 2L-dimensional subspace of D which only contains the functions that are not supported in a neighborhood of the ends we try to fix. Let us observe that Φẘ is defined forẘ ∈D while, in the fixed point argument, we only use this map restricted to a 2L-dimensional subspace ofD which corresponds to the image ofG . This is reflected in the fact that the diffeomorphism Φẘ does not move the L ends which we have decided to fix. are chosen in such a way that, to construct the approximate solutionũ (n) , one only uses 4-ended solutions which are regular. This is possible thanks to the fact that there are at most a finite number of 4-ended solutions which are not regular. One then applies Theorem 2.1 to perturbũ (n) into a solution u (n) of (2.1), for all small enough (say ≤ (n) ). Then, (u (n) (n) ) n≥0 satisfies all the required properties.
