Abstract. We consider the task of comparing two rooted trees with port labels. Roots of the trees are joined by an edge and the comparison has to be carried out distributedly, by exchanging messages among nodes. If the two trees are isomorphic, all nodes must finish in a state YES; otherwise they have to finish in a state NO and break symmetry, nodes of one tree getting label 0 and nodes of the other getting label 1. Nodes are modeled as identical automata, and our goal is to establish trade-offs between the memory size of such an automaton and the efficiency of distributed tree comparison, measured either by the time or by the number of messages used for communication between nodes. We consider both the synchronous and the asynchronous communication and establish exact trade-offs in both scenarios. For the synchronous scenario we are concerned with memory vs. time trade-offs. We show that if the automaton has x bits of memory, where x ≥ c log n, for a small constant c, then the optimal time to accomplish the comparison task in the class of trees of size at most n and of height at most h > 1 is Θ(h + n/x). For the asynchronous scenario we study memory vs. number of messages trade-offs. We show that if the automaton has x bits of memory, where n ≥ x ≥ c log n, then the optimal number of messages to accomplish the comparison task in the class of trees of size at most n is Θ(n 2 /x).
Introduction
We consider the task of comparing two rooted trees with port labels. There are two disjoint rooted trees T = (V, E) and T = (V , E ) whose roots r and r are joined by an edge permitting communication between these trees. Ports at each node v are labeled 0, . . . , d(v) − 1, where d(v) is the degree of node v, and these labelings are arbitrary, with port numbers d(r) and d(r ) corresponding to the edge joining roots r and r , respectively. Trees (T, r) and (T , r ) are isomorphic if there is a bijection f : V → V , such that f (r) = r , u is adjacent to v if and only if f (u) is adjacent to f (v), and the port number corresponding to edge {u, v} at node u is equal to the port number corresponding to edge {f (u), f (v)} at node f (u). The aim of the tree comparison task is the following: if the two trees are isomorphic, all nodes must finish in a state YES, otherwise they have to finish in a state NO and break symmetry: nodes of one tree get label 0 and those of the other get label 1.
Nodes of the two rooted trees to be compared are modeled as identical input/output automata that communicate by sending and receiving messages. Our goal is to establish trade-offs between the memory size of such an automaton and the efficiency of distributed tree comparison measured either by the time or by the number of messages used for communication between nodes. We consider both the synchronous and the asynchronous communication and establish exact trade-offs in both scenarios.
One of the most important applications of the tree comparison task is leader election in trees. Consider any tree without labels of nodes, but with port labels. A tree has either a central node or a central edge. Which of these cases occurs can be easily checked in a distributed way. Starting from leaves, the tree can be pruned by first removing all leaves, then removing all leaves in the resulting tree, and so on, until a unique node or two adjacent nodes remain. In the first case this unique node is the central node, and in the second case the two adjacent nodes are joined by the central edge. In the first case, the central node becomes the leader. In the second case, leader election is possible, if and only if the subtrees rooted at both endpoints of the central edge are not isomorphic. If they are not isomorphic, the result of tree comparison solves leader election: the endpoint that got label 1 is the leader. Hence leader election in trees can be reduced to tree comparison.
Our results
For the synchronous scenario we are concerned with memory vs. time trade-offs. We show that if the automaton has x bits of memory, where x ≥ c log n, for a small constant c, then the optimal time to accomplish the comparison task in the class of trees of size at most n and of height at most h > 1 is Θ(h + n/x). For the asynchronous scenario we study memory vs. number of messages trade-offs. We show that if the automaton has x bits of memory, where n ≥ x ≥ c log n, then the optimal number of messages to accomplish the comparison task in the class of trees of size at most n is Θ(n 2 /x).
Related work
Tree comparison can be seen as a symmetry-breaking task, closely related to leader election. Leader election was first studied for the ring, under the assumption that all labels are distinct. A synchronous algorithm, based on comparisons of labels and using O(n log n) messages, was given in [9] . It was proved in [7] that this complexity is optimal for comparison-based algorithms. On the other hand, the authors showed an algorithm using a linear number of messages but requiring very large running time. An asynchronous algorithm using O(n log n) messages was given, e.g., in [16] and the optimality of this message complexity was shown in [5] . Leader election in radio networks has been studied, e.g., in [10, 11, 15] and randomized leader election in [18] . Many authors [1, 2, 4, 6, 12, 13, 17, 19, 21] studied various computing problems in anonymous networks, whose nodes do not have labels, similar to our scenario. In particular, [3, 21] characterize networks in which leader election can be achieved when nodes are anonymous. In [21] other important computing problems, such as spanning tree construction and topology recognition, are studied in such networks. In [20] the authors study the problem of leader election in general networks, under the assumption that labels are not unique. They characterize networks in which this can be done and give an algorithm which performs election when it is feasible. They do not attempt to minimize the number of messages.
The minimum memory size needed to perform leader election in arbitrary graphs and in trees has been studied in [8] .
Tree canonization is a task related to tree comparison: the input is a rooted tree without port labelings and such a tree should get a unique isomorphism invariant name. The memory size needed for centralized execution of this task has been investigated in [14] . The author shows a centralized algorithm working in logarithmic space that decides if two rooted trees without port labelings are isomorphic.
To the best of our knowledge, the present paper is the first to study memory vs. time and memory vs. communication complexity trade-offs in symmetry breaking tasks.
The model
Each node is a copy of the same input/output automaton A which is a quadruple (S, Q, π, λ), where S is a finite set of states, Q is the input/output alphabet, π : S ×Q → S is the state transition function, and λ : S → Q is the output function. The alphabet Q is the family of finite sets of couples {(i 1 , m i1 ), . . . , (i k , m i k )}, where i j are distinct non-negative integers and m ij are finite binary strings called messages. All nodes start in the same state S 0 , called the initial state. Consider a node v that is in a state S. Let λ(S) = {(i 1 , m i1 ), . . . , (i k , m i k )} be the output corresponding to state S. Node v sends message m ij on port i j , for all its ports. If there is no pair (i j , m ij ) in λ(S), no message is sent on port i j , and all messages m i , where i is not a port number, are ignored.
At any time, a node v that is currently in state S, can get a set of messages m j1 , . . . , m js on ports j 1 , . . . , j s , respectively. The set q = {(j 1 , m j1 ), . . . , (j s , m js )} becomes an input symbol and the node transits to state S = π(S, q).
(Note that this is equivalent to a sequence of state transitions, processing messages arriving on all the ports within the considered input symbol from Q, with ports arranged, e.g., in ascending order.) Each automaton is aware of the degree of its node, and the automata in r and r are aware of the fact that they are in the root of their tree.
We consider both the synchronous and the asynchronous scenarios. In the first one, time is slotted and all actions are carried out in rounds: in a given round a node in state S sends the appropriate messages that arrive at the corresponding neighbors in the same round, and every node after receiving messages in a round transits to the new state in the next round. In this scenario, the time of carrying out a comparison task for a given instance is the number of rounds it takes for this instance. In the asynchronous scenario, all actions can take arbitrarily long but finite time, scheduled by an adversary. In particular, messages sent by nodes can arrive at different times for different neighbors. We only assume that a node in a state S sends all messages prescribed by λ(S) before transiting to a new state, and that whenever a node is in state S at time t and gets some messages at time t ≥ t, forming an input symbol q, then the node transits to state π(S, q) before reacting to any messages received at some time t > t .
There are three pairwise disjoint sets of states included in S: the sets Y ES, N O 0 and N O 1 . If the compared trees are isomorphic, each node of both trees should eventually enter a state from the set Y ES. Otherwise, each node of one of the trees must enter a state from the set N O 0 and each node of the other tree must enter a state from the set N O 1 . Once a node enters a state in one of these sets, it remains forever in the set (although it may change states). More formally, for any q ∈ Q and any states S ∈ Y ES, S ∈ N O 0 and S ∈ N O 1 , we have π(S , q) ∈ Y ES, π(S , q) ∈ N O 0 and π(S , q) ∈ N O 1 .
We say that an automaton A solves the comparison problem in the class C of trees if this task can be carried out for every pair of trees from C in which copies of A are placed at every node.
The memory of an automaton is measured by the number of states, or equivalently by the number of bits needed to encode these states. An automaton with K states requires Θ(log K) bits of memory.
Preliminaries
Consider the set T 0 of rooted trees where each node has label 0 at the port leading to its parent. Such a n-node tree can be encoded by a binary string of length 2n − 2. This is done by performing a depth-first visit of the tree, driven by increasing order of port numbers at each node, and writing a 1 every time an edge is traversed going down, and a 0 every time an edge is traversed going up. A tree T ∈ T 0 can be reconstructed from its code as follows (see Fig. 1 for an example). Start from the root, making it the current node. In every step of the reconstruction we have a suffix σ of the code and a current node v. In the first step σ is the code. If the first element of σ is a 1, attach a new child to v, label the port connecting v to this child with the smallest port number not yet assigned at node v. Also assign label 0 to the port connecting the child to v.
The child becomes the current node at the next step. If the first element of σ is a 0, the parent of v becomes the current node at the next step. In both cases, the first element of σ is removed. A string s of length 2n − 2 belongs to the set C n of well formed codes if and only if it has n − 1 ones, n − 1 zeroes, and no prefix of s contains more zeroes than ones. The coding and decoding functions described above define a bijection between the set C n and the set of all n-node trees in T 0 . This is a subset of the trees we want to handle, as in general the port number p(v) leading to the parent of a node v is arbitrarily chosen between 0 and d(v) − 1. Hence, we augment the code by inserting the port numbers leading to the parent of each internal node in the following way. The port number p(v) of an internal node v is inserted, surrounded by | symbols, after the digit 1 corresponding to the first visit, in the encoding process, of node v. Denote such an augmented code of a tree T by B(T ). From now on it is called the code of T . As symbol | has been added to the code, resulting in a ternary alphabet, we use 2 bits to represent each symbol in code B(T ) without ambiguities. Proposition 1. The length of the code B(T ) of a n-node tree T is O(n).
Proof. To prove the proposition, it is enough to show that all port numbers p(v) can be coded with O(n) bits. Indeed, the total number of symbols used to code this information is equal to:
3 Trade-offs between memory and time
In this section we consider the synchronous scenario and establish trade-offs between the memory size of an automaton and the time needed to accomplish the tree comparison task. Consider the class of trees with at most n nodes and of height at most h. Suppose that the automaton A placed at each node of the compared trees has x bits of memory, where x ≥ c log n, for a small constant c, whose value will be specified later. First notice that if h = 1, then trees in the considered class are stars. Two stars can be compared in constant time, regardless of the memory of the automaton, provided that it is at least logarithmic in n. Hence from now on we assume that h > 1.
Let B(T ) and B(T ) be the codes of trees T and T . Our algorithm for comparing trees will make use of these codes. While comparing tree T and tree T , codes of subtrees of T and T are built, in a bottom-up fashion, starting from the leaves. The comparison between B(T ) and B(T ) is done by comparing segments of O(x) bits, coding subtrees. Already compared isomorphic subtrees are removed from T and T , thus producing two new residual trees, T 1 and T 1 . During this process, we maintain the invariant that T 1 ∼ = T 1 , if and only if T ∼ = T . The process ends when two distinct segments are compared, or when both residual trees are empty. In order to enforce the invariant, we use indices of nodes in a pre-order visit. We denote by ρ(v) the index of node v. Two subtrees are compared by exchanging messages that contain, for each of them, the code of the subtree, the index of the parent of the root of the subtree, and the port number at the parent leading to the subtree. If two such messages are different, the output of the comparison task is NO, and nodes of the tree corresponding to the lexicographically larger message get label 1. If the process ends with both residual trees becoming empty, the output of the comparison task is YES.
Pruning the trees by removing subtrees, instead of leaves, allows us to take advantage of the memory available at each node for sending large segments of data and thus speed up the comparison.
Messages sent during the execution of the algorithm are of two different types. The subtree messages concern a single (residual) subtree, rooted at some node v. The compound messages combine information from different subtrees, rooted at consecutive sibling nodes. Both compound and subtree messages also contain sufficient information to compute the index ρ(w) of the parent w of the roots of the coded subtrees, together with the port numbers leading from this node to each of the subtrees. The value of ρ(w) is computed incrementally while the message climbs up the tree towards the root, and becomes the correct value of the index when the message is sent from the root of one input tree to the root of the other.
Each node keeps three counters, whose values are bounded by n. Each node reserves one third of its memory for the counters. Hence, if x ≥ 9 log n , counters do not overflow. We thus make the assumption that x ≥ 9 log n throughout the section.
Sending a message from a node to its parent requires at least two rounds. Whenever a node v attempts to send a message, v sends the message repetitively in subsequent rounds until its parent returns a confirmation message. After receiving a confirmation, node v stops sending this message and it is ready to execute some new task. This approach allows us to use memory of nodes more efficiently. In order to repeat sending the same message to its parent, node v has to keep it in its memory. However, it is more economical to keep one message in the memory of each child than to keep many messages coming from children in the memory of the parent, while it waits for the remaining messages to arrive.
The detailed description of the algorithm is given below.
Algorithm Sync Compare Input: two rooted trees, T and T , whose respective roots r and r are connected by an edge e. Port numbers at r and r corresponding to e are d(r) and d(r ), respectively.
We first describe the fields of subtree messages. Let b be the code of a subtree rooted at v. A subtree message contains four fields. Field 1 is used to incrementally compute the index ρ(w) of the parent w of the root v of the (residual) subtree coded in the message. The field is initialized as −1 when a new subtree message is created and the computation of the index begins at the first node relaying the message, as will be detailed later. Field 2 is used to save the port number at node w corresponding to the edge (v, w). This field is initialized as −1 when a new subtree message is created and correctly set by the first node relaying the message. Field 3 contains the size s of the original subtree rooted at v. Field 4 contains the code of the residual subtree rooted at v (hence, in general, it does not contain the code of the whole subtree rooted at v at the beginning of the execution of the algorithm).
The number of fields in messages of type compound may vary. Fields 1 to 3 of compound messages are common to all messages of this type. Field 1 is used to incrementally compute the index ρ(v) of the parent v of all roots of the (residual) subtrees coded in the message. The field is initialized as 1 when a new compound message is created by node v. Field 2 contains the port number, at node v, corresponding to the edge {v, w}, where w is the parent of v (and d(v) if v is r or r ). Field 3 contains the position j, among all children of node v, of the root of the first subtree coded in the message (in order of increasing port numbers at v). Subsequent fields are pairs. The first element of each pair is the size s of the original subtree rooted at the corresponding child of node v; the second element of each pair contains the code of the residual subtree rooted at this child.
A further distinction among messages classifies them as small or large. A subtree message is small, if the length of the code it contains is bounded by x/6. A compound message is small, if the sum of the lengths of the codes it contains (further augmented by the information on original subtree sizes) is bounded by x/6. All other messages are large. The length of the code contained in a large subtree message is bounded by x/3. Similarly, the sum of the lengths of the codes and original subtree sizes in a large compound message is bounded by x/3.
Each internal node v keeps 3 counters: counters c(v) and s(v) are initialized to 0; counter p(v) is initialized to −1. The purpose of these counters is the following. Counter c(v) is used to keep track of how many children completed sending information related to their subtree. Counter s(v) is used to compute the size of the original subtree rooted at v. Counter p(v) is used to keep track of the port number leading to the parent of v. One third of the memory of each node is reserved for these counters, while the remaining two thirds are used to memorize a message or construct a new one.
Starting from round 1 each leaf prepares a subtree message, coding its single node subtree as −1, −1, 1, 10 and sends it to its parent. Notice that this requires all nodes to be woken-up simultaneously. If only the roots are woken up (or if only one root is woken up), the same result could be achieved waking-up the whole network in a preprocessing phase that could be easily completed in additional O(h) time and O(1) memory.
In the first round when an internal node v receives a message from all its neighbors but one, it stores the port number corresponding to the only nontransmitting neighbor in counter p(v). This neighbor is the parent of v.
Consider an internal node v that already set its counter p(v).
At any round node v acts differently according to the following 3 possible cases: 
0 contains a code of length larger than x/3, 3. some message from its children is either compound or large.
In case 1, node v starts sending message m to its parent and sends confirmation messages to all its children. After receiving a confirmation from its parent, node v has sent all the information related to its subtree and will never send any other message to its parent; the whole subtree rooted at v is thus pruned from the tree.
In case 2, node v constructs the following compound message m. b 1 ) , . . . , (s l , b l ) to its parent and sending confirmation to its child connected through port i k , without modifying any of its counters.
Let m = ρ, p, s, b be a large subtree message received by node v from port i k .
If ρ = −1, then message m has never been relayed by any node, and node v is the parent of the root of the subtree coded in this message. Messages from ports i c(v) to i k−1 are first used, similar to case 2, to send as many compound messages as needed. As a result, counters of v are updated and c(v) becomes equal to k. Hence, node v relays message m by sending message 1, k, s, b to its parent. It also updates its counter s(v) by adding s to it, and its counter c(v) by adding 1 to it. Moreover, it sends a confirmation to its child connected through port i k . This child (and all other children connected through a port number smaller than i k ) will never send any other message to v. After receiving a confirmation from its parent, node v considers as its children only nodes connected to it through ports from i c(v) to i d(v)−2 , and treats subsequent messages from these children as in cases 2 or 3, depending on whether all messages are small subtree or not. Roots r and r behave in a similar way as all the internal nodes, with the only difference being that each root relays messages to the root of the other tree instead of relaying to its parent. Messages relayed in round i are also kept in memory and compared, in round i + 1, with the corresponding message sent by the other root in round i. If the messages are different, or one of them is missing, the trees are not isomorphic and the outcome of the comparison is NO (termination messages are broadcast from each root to its respective tree; nodes in the tree whose corresponding message is lexicographically larger, or is missing, get label 1, nodes in the other tree get label 0). The outcome of the comparison is YES if and only if subtree messages are simultaneously generated by each root and match.
In the proof of the correctness of the algorithm, we will use the following technical lemmas. Lemma 1. Let m be a message to be relayed by the root of one of the input trees to the root of the other tree during execution of Algorithm Sync Compare. Let u be the parent of the roots of the trees coded in m. When m is relayed to the other root, then its field 1 contains the index of u.
Proof. A node v relays a message m only in case 3. When node v relays a message coming from port i j , it is receiving small subtree messages from all preceding children that have not been handled yet. Hence, when the message coming from port i j is relayed by v, counter s(v) contains the sum of the sizes of all original subtrees rooted at the children of v that have been already handled, while children connected through ports from i c(v) to i j−1 are sending small subtree message that contain, in their fields 3, the sizes of the respective original subtrees.
If m is a subtree message with −1 in field 1, v is the parent of the root of the subtree coded in the message. Writing 1 in field 1 of the relayed message assigns the correct index of v in a pre-order visit of the original subtree rooted at v. If the content of field 1 is at least 1, then the parent w of the roots of the subtrees coded in m has index ρ(w), such that ρ(w) > ρ(v) and ρ(w) is larger than the indices of all nodes in the subtrees rooted at the children of v through a port smaller than i j . Hence, we can prove by induction on the number of times message m is relayed that adding to field 1 of m value s(v) + 1, plus values of field 3 of all small subtree messages received through ports less than i j , results in the correct index of w in a pre-order visit of the original subtree rooted at v. As this is true at any node v, it is in particular true for the root of the input tree, which proves the lemma.
For any instance (T, T ) of the comparison problem that gives output YES, the sequences of messages sent by each root to the other are identical. Hence we can define a function f : T → M , where T is the set of input trees and M is the set of sequences of messages, such that f (T ) is the sequence of messages sent from r to r for any YES-instance (T, T ) of the comparison problem.
Proof. To prove the lemma, we show how one of the input trees can be reconstructed from the sequence µ of messages sent by its root to the root of the other tree.
Among messages in µ, exactly one is a subtree message having −1 in field 1, namely, the only subtree message generated by the root. Use the code from this message to partially reconstruct the input tree T and remove it from µ. The root of the reconstructed part of the input tree T is the root of T and it has index 1. Now, select all messages having the minimum value ρ in field 1 and remove them from µ. By Lemma 1, ρ is the index of the parent v of all subtrees coded in the selected messages. Perform a pre-order visit of the reconstructed part of tree T , up to its ρ-th node v . Assume by contradiction that such a node v is different from node v, or it does not exist. For this to happen, some node w with index smaller than ρ must be internal in tree T and a leaf in the reconstructed part of T . This implies that w is the parent of the root of some tree whose code appears in a message in µ, thus contradicting the assumption that messages selected were those having the minimum value ρ in field 1. Hence, v = v. As selected messages contain sufficient information to attach each coded subtree to the correct port of v, the reconstruction of tree T can be carried out further by attaching to node v all the subtrees coded in the selected messages. The fact that the whole tree can be correctly reconstructed can thus be proved by induction on the number of distinct values appearing in field 1 of messages in µ. Proof. For any deterministic algorithm, it is impossible that the roots of two isomorphic subtrees behave differently. Hence, it is straightforward to see that Algorithm Sync Compare has outcome YES if the input trees are isomorphic. It remains to be shown that whenever the outcome of Algorithm Sync Compare is YES, then the input trees are isomorphic.
Let (T, T ) be an instance of the comparison problem with output YES. Let µ T and µ T be the sequences of messages sent by r to r and by r to r, respectively. Since the outcome is Y ES, we have µ T = µ T . By Lemma 2, trees T and T are isomorphic.
We now consider the completion time of Algorithm Sync Compare.
Lemma 4. Algorithm Sync Compare terminates in time O(h + n/x), for any pair of input trees (T, T ) having at most n nodes and height bounded by h, where x is the number of memory bits at each node.
Proof. The time needed for a node to receive at least one message from each child is linear in the height of its subtree. Indeed, nodes that receive only small subtree messages from their children receive a message from each of them within time linear in the height of the tallest subtree, and each node that received a message from all its children in round i, sends a message to its parent in round i + 1.
A node that has sent a message m to its parent in a given round keeps sending the same message in all subsequent rounds until it gets a confirmation from the parent.
Claim. A node that received a confirmation from its parent in round i, either sends a new message to its parent in round i + 2 at the latest, or never sends a message to its parent again.
The correctness of the claim is clear in cases 1 and 2 in the detailed description of Algorithm Sync Compare. It is also clear for a node v in case 3, if the message confirmed in round i has been created by node v and not relayed; we now prove by induction on the number of times the message has been relayed that the claim holds also if the message confirmed to v in round i was a relayed message. Hence node v still has messages to send to its parent. If node v was the first to relay the message m, then m has been generated by one of its children. If m is a subtree message, node v increased its counter c(v) in round i and, in order to send another message to its parent, it does not need to wait for any other message from the child whose message it relayed. If m is a compound message, then the child w that sent it to v has already updated its counter c(w), in round i, and is sending a new message, in round i + 1, that only depends on messages sent from ports from i c(w) to i d(w)−2 . Node v is thus receiving input from all the children that have not been pruned yet from its subtree and is thus able to send a new message within round i+2 also in this case. This completes the argument for the basis of the induction. By the inductive hypothesis, if the message confirmed to a node w by its parent in round i has been relayed at most k times, then node w sends a new message within round i + 2, provided that it still has messages to send to its parent. Let v be a node that received a confirmation from its parent in round i, for a message m relayed k + 1 times. Let w be the child of v that sent the message m to v. For node v to get a confirmation in round i, it must have started sending message m in round i − 1 at the latest. Hence, node w got a confirmation from its parent v in round i − 1 at the latest. Message m has been relayed by node w for the k-th time, and hence, by the inductive hypothesis, node w is transmitting a new message to v in round i + 1 at the latest (node w still has messages to send to its parent, as the last message sent by each node is the subtree message it generates). It follows that node v is receiving a message from each of the children not yet pruned from its subtree in round i + 1 at the latest, and thus sends a new message in round i+2 at the latest, which completes the proof of the claim by induction. Now consider the messages relayed by the root r of tree T to the root r of tree T . Small messages relayed by r can be only compound. Indeed, subtree messages are relayed only if they are large. A small compound message can be generated only in case 2, after generating at least one large compound message, or in case 3, for small subtree messages preceding or following a large subtree message that has never been relayed. Hence for each large message, at most two small compound messages can be generated. As generating a large message corresponds to the pruning of a subtree of size linear in x, at most O(n/x) large messages can be generated during the execution of the algorithm. It follows that a total of at most O(n/x) messages traverse edge {t, t } during the execution of the algorithm. The first of these messages is sent within time τ ∈ O(h) since the beginning of the execution. In view of the claim, after time τ edge {t, t } is traversed by a new message at most every two rounds. Hence, after time O(h + n/x), either a difference is found, or tree T is reduced to an empty tree and the algorithm terminates, which proves the lemma.
Lemmas 3 and 4 imply the following theorem. Theorem 1. There exists an automaton with x bits of memory that solves the tree comparison problem in the class of all trees of size at most n and of height at most h in time O(h + n/x), for any x ≥ 9 log n .
We conclude this section by establishing the following matching lower bound on the time of tree comparison with x bits of memory at nodes.
Theorem 2.
If the automaton has x bits of memory, then time Ω(h + n/x) is needed to solve the tree comparison problem in the class of all trees of size at most n and of height at most h, where h > 1.
Proof. The lower bound Ω(h) is straightforward, regardless of the memory of the automaton: even for the class of paths, comparing two of them requires comparing their lengths, which takes time proportional to the length of the shorter one. Hence to conclude the proof we must show, for every n and every 1 < h < n/x, a class of trees of size at most n and of height h, such that the comparison task in this class takes time Ω(n/x).
Fix n and 1 < h < n/x. Let k = n/3 and consider the following class C of trees. Attach to the root r, through port 0, a path of length h, with port 0 at each node leading to its parent. Moreover, attach k additional children to the root, through ports 1, . . . , k. At each of these children, the port number corresponding to the edge joining it with the root is 0. Finally, each of these children is either a leaf or has a single child that is a leaf. Thus there are 2 k trees in the class C. All of them have height h and at most n nodes.
Suppose that some automaton A with x bits of memory solves the comparison problem in the class C of trees in time t. Consider the set Σ of symmetric instances of the comparison problem for the class C, i.e., instances where trees T and T are isomorphic and belong to C, and such that trees in distinct instances are not isomorphic. There are 2 k instances in Σ. For any instance σ ∈ Σ, let e be the edge joining the two roots r and r of the compared trees, and let g(σ) = (µ 1 , . . . , µ t ) be the sequence whose i-th term is the message sent by r and r along e in the i-th round, or silence, if no message is sent along e in the ith round. Notice that, due to the symmetry of the instance σ, the messages sent in a given round along e in both directions are the same. Since the automaton has x bits of memory, it has 2 x states. Hence there are 2 xt possible sequences g(σ).
Claim. For any distinct instances σ, σ from Σ, we have g(σ) = g(σ ).
To prove the claim, suppose that for some distinct instances σ, σ from Σ, we have g(σ) = g(σ ). Consider an instance τ of the comparison problem in which one of the compared trees, call it T , comes from the instance σ and the other, call it T , comes from the instance σ . In each round of the execution on instance τ , the state of the root of tree T is the same as in the execution on instance σ. This leads to a contradiction, as on the instance σ all nodes must enter a state from the set Y ES, and on instance τ all nodes must enter a state from the set N O 0 ∪ N O 1 . This proves the claim.
In view of the claim, we have 2 k ≤ 2 xt , which implies t ≥ k/x, and hence the time t is in Ω(n/x).
Trade-offs between memory and number of messages
In this section we consider the asynchronous scenario and establish trade-offs between the memory size of an automaton and the number of messages needed to accomplish the tree comparison task. Consider the class of trees with at most n nodes. Suppose that the automaton A placed at each node of the compared trees has x bits of memory, where x ≥ c log n, for a small constant c, whose value will be specified later.
We now describe Algorithm Async Compare. The algorithm is asynchronous and makes use of the codes of trees described in Section 2. Such a code can be constructed by performing a pre-order visit of a n-node tree. As opposed to the synchronous case, in this setting there is no need of complicating the code to complete the comparison fast, which required additional information to be added to the messages. Hence, we produce the code left to right by moving a token from a node to the next one in the visit by a message exchange between the owner of the token and the next node in the visit (either a child of the current owner or its parent), starting from the root. The token piggybacks a segment of the code of the input tree, of size O(x), where x is the number of memory bits available at each node. When the code of a segment is long enough, it is sent up to the root of the input tree for comparison with the corresponding segment of the other input tree. The outcome of the comparison is YES if all corresponding segments are equal. Otherwise, symmetry is broken on the basis of the first pair of different segments.
The detailed description of the algorithm is given below. Algorithm Async Compare Input: two rooted trees, T and T , whose respective roots r and r are connected by an edge e. Port numbers at r and r corresponding to e are d(r) and d(r ), respectively.
Each node v keeps 3 counters. Counter p(v) is used to store the port number leading to the parent of node v. Counter c(v) is used by the owner of the token to store the port number leading to the next node, in the pre-order visit. Counter o(v) is used, by each node v in the path from the root to the current owner of the token, to store the port number leading to the child whose subtree contains the owner of the token. All counters are initialized to −1; three quarters of the memory of each node is reserved for the counters, while the remaining quarter is used to store or construct a message.
At the beginning of the execution of the algorithm, roots r and r own the token of the respective tree.
When an internal node v receives the token for the first time, it stores in p(v) the port number from which it received the token. Then, v appends |p(v)|1 to the code segment in the token content, and sends the token through the smallest port whose number is different from p(v) (this corresponds to sending the token to the first child of v). Node v also stores this port number in counter c(v). If appending |p(v)|1 to the code segment would result in a segment that exceeds x/4 bits, node v sends the received code segment to its parent and pauses the pre-order visit.
When a leaf v receives the token, it appends digit 0 to the code segment and sends the token back to its parent. If doing so would result in exceeding length x/4 of the segment, v pauses the pre-order visit and sends the code segment back to its parent.
An internal node v that receives the code segment from one of its children, updates the value of counter c(v) to the port leading to the next child, or to −1, if all children have been already visited. Then, v sends the token to its next child, appending digit 1 to the code segment, or sends it back to its parent (if all children have been already visited), appending digit 0. Similar to before, the visit is paused and the code segment is sent up unaltered, if appending would result in a too large a segment.
Code segments are sent up the tree to the root as follows. When a node v (including roots of the input trees) gets a code segment from a port i = p(v), it stores value i in counter o(v) and sends the code segment to its parent (or to the root of the other tree in the case when v is the root of one of the input trees).
The root of an input tree can receive a code segment either from one of its children, or from the root of the other tree. The code segment that arrives first is stored in the memory (when code segments from the other root and a child arrive at the same time, the one coming from the child is stored), and compared with the corresponding one as soon as it is received.
After comparison of two corresponding code segments, if no difference is found, roots r and r send a request for the next code segment, through port o(r) = o(r ). The request is forwarded by each node v in the path connecting the root to the current owner of the token of its tree, by sending it through port o(v).
If a difference in two corresponding segments exchanged by the roots r and r is found, or the token got back to one root from its last child while the other root has still a segment to compare, the trees are not isomorphic and the outcome of the comparison is NO. The root that sent the lexicographically larger segment (or that received the token back first) gets labels 1, while the other root gets label 0. The outcome is then broadcast to all nodes in the trees, starting from the roots; each node in the tree gets the label assigned to the root of the tree it belongs to. It remains to describe how the visit is restarted by the current owner of the token. When the current owner v of the token receives a request for the next segment, it sends the token to the next node in the pre-order visit as follows. If v is an internal node whose counter c(v) points to the first child, v sends the token containing code |p(v)|1 to this child. If v is an internal node whose counter c(v) points to a subsequent child, v sends the token containing digit 1 to this child. If v is either a leaf or an internal node whose counter c(v) = −1, it sends the token containing digit 0 to its parent.
The outcome of the comparison is YES if all compared code segments coincide, and both roots get the token back together with corresponding code segments. This outcome is broadcast to all nodes of the trees.
Theorem 3.
There exists an automaton with x bits of memory that solves the tree comparison problem in the class of all trees of size at most n and height at most h, using O (n(1 + h/x)) messages, for 4 log n ≤ x ≤ n.
Proof. The algorithm uses 3 counters whose values are bounded by n. We reserve 3/4 of the memory for the counters and the rest to store or produce a message. When the memory available at each node is at least 4 log n , the memory reserved to each counter is large enough to avoid overflows, and the correctness of Algorithm Async Compare follows from the fact that two trees are isomorphic if and only if they have the same code.
As for the number of messages sent during the execution of the algorithm, performing the visit requires a message for each edge traversed by the token, thus totalling 2n − 2 messages when the token gets back to the root. Sending each code segment to the root of the input tree and resuming the visit requires 2 messages for each traversed edge (one for sending the code segment up, and one for sending the request for the next code segment down). As O(n/x) code segments are produced during the execution of the algorithm and fewer than h edges are traversed by each code segment, the total number of messages sent for delivering code segments to the root and resuming the visit is O(nh/x). O(n/x) messages are exchanged between the roots of the input trees. Finally, broadcasting the outcome of the comparison requires at most n − 1 additional messages for each input tree, which completes the proof. Theorem 3 implies that there exists an automaton with x bits of memory that solves the tree comparison problem in the class of all trees of size at most n using O(n 2 /x) messages. We conclude by establishing the following matching lower bound on message complexity.
Theorem 4.
If the automaton has x bits of memory, then Ω(n 2 /x) messages are needed to solve the tree comparison problem on the class of all trees of size at most n.
Proof. Let k = n/3 − 1. For simplicity assume that x divides k (modifications in the general case are straightforward). Consider the following class C of trees of size at most n. A tree of class C is rooted at node r = v 1 and has a path (v 1 , . . . , v k , w 1 , . . . , w k+1 ). Ports at every node of this path are: 0 corresponding to the edge joining the node with its parent, and 1 corresponding to the edge joining the node with its child. Moreover, each of the nodes w i , for i = 1, . . . , k, may or may not have another child w i with port number 2 at w i corresponding to the joining edge. All nodes w i are leaves. Thus there are 2 k trees in class C.
Suppose that some automaton A with x bits of memory solves the comparison problem for the class C of trees. Consider the set Σ of symmetric instances of the comparison problem for the class C, i.e., instances where trees T and T are isomorphic and belong to C, and such that trees in distinct instances are not isomorphic. There are 2 k instances in Σ. For any instance σ ∈ Σ and any i = 1, . . . , k − 1, let v i (σ) and v i (σ) be the two nodes at distance i from the roots of the compared trees. Let g i (σ) denote the sequence of messages sent by each of these two nodes to its parent during a synchronous execution of the comparison task with automaton A on instance σ.
Claim. For any i = 1, . . . , k − 1 and any distinct instances σ, σ from Σ, we have g i (σ) = g i (σ ).
To prove the claim, suppose that for some i = 1, . . . , k − 1 and some distinct instances σ, σ from Σ, we have g i (σ) = g i (σ ). Thus in every round of a synchronous execution on instance σ, the states of all nodes v j (σ) and v j (σ), for j < i, are the same as the states of the respective nodes in a synchronous execution on instance σ . Consider an instance τ of the comparison problem in which one of the compared trees comes from the instance σ and the other from the instance σ . In each round of a synchronous execution on instance τ , the states of all nodes v j (τ ) and v j (τ ), for j < i are the same as the states of the respective nodes in a synchronous execution on instance σ. This leads to a contradiction, as on the instance σ all nodes must enter a state from the set Y ES and on instance τ all nodes must enter a state from the set N O 0 ∪ N O 1 . This proves the claim. For any instance σ ∈ Σ and any i = 1, . . . , k − 1, let |g i (σ)| denote the number of messages in g i (σ). The above estimate of M s and the claim imply that, in any set of at least 2 j+2 instances from Σ, and for any i = 1, . . . , k − 1, there is a subset of at least 2 j+1 instances σ, such that |g i (σ)| ≥ j/x. Thus we can construct a descending sequence of sets of instances Σ ⊃ Σ 1 ⊃ Σ 2 ⊃ · · · ⊃ Σ k−2 , such that Σ i has at least 2 k−i elements and, for all σ ∈ Σ i , we have |g i (σ)| ≥ (k − i − 1)/x. This implies that, for any σ ∈ Σ k−2 , the number of messages sent in a synchronous execution on instance σ is at least (1/x)(1 + 2 + · · · + (k − 2)) ∈ Ω(k 2 /x) = Ω(n 2 /x).
