The peculiar properties of the Inverse Weibull (IW) distribution are shown.
Introduction
Nowadays, the diffused innovation policies require frequent survival estimates based on necessarily small samples. That may happen when the reliability of technological products -continuously improved -must be monitored; or when the efficacy of always-new chemotherapy must be promptly checked.
In helping statisticians to choose a suitable survival model, careful consideration of the generative mechanisms of the involved random variable (rv) plays an important (often neglected) role. Such consideration can supplement or even prevail over usual model selection procedures, when the observations are extremely few and, consequently, the information about the effective shape of the "parent" distribution (i.e. the population distribution) is very scarce.
In this context, the paper provides the mathematical models of three typical generative mechanisms of the Inverse Weibull (IW) rv. So, the paper helps exploiting the IW model to give correct answers for some specific survival problems, found in Biometry and Reliability, for which it appears the natural interpretative stochastic model. Doubtless, the IW rv is not widely known and so scarcely identified. The IW model is referred to by many different names like "Frechet-type" (Johnson et al. 1995) , "Complementary Weibull" (Drapella 1993) , "Reciprocal Weibull" (Lu and Meeker 1993; Mudholkar and Kollia 1994) , and "Inverse Weibull" (Erto 1982; Erto 1989; Johnson et al. 1994; Murthy et al. 2004 ).
An early study of the IW model is reported in the unprocurable paper (Erto 1989 ). However, it seems to be no comprehensive reference in the literature that studies the IW as survival model. This paper tries to do that specifically exploring its peculiar probabilistic and statistical characteristics. The peculiar heavy right tail of probability density as well as the upside-down bathtub (UBT) shaped hazard function of the IW model has been really found in several applications (Nelson 1990; Rausand and Reinertsen 1996; Gupta et al. 1997; Gupta et al. 1999; Jiang et al. 2003) . Also the Inverse Gamma, Inverse Gaussian, Log-Normal, Log-Logistic, and the BirnbaumSaunders models show similarly shaped hazard rates (Glen 2011; Klein and Moeschberger 2003; Lai and Xie 2006) . However, a model incorrectly fitted to IW data may lead to very wrong critical prognoses, even despite its good fitting to the empirical distribution. In fact, especially when few obser-vations are available, the empirical distribution contains scarce information about the shape of the far-right tail, which is the main and unusual feature of the IW distribution. So, the knowledge of primary generative mechanisms leading to the IW rv can help one not to miss its proper application in some real life peculiar circumstances, analytically shown in the following.
Obviously, the inverse of the IW data follows a Weibull distribution. So the parameter estimates of the IW distribution can be easily obtained by applying to its reciprocal data the same standard procedures implemented in packages for the Weibull model (see Murthy et al. 2004 ).
Applicative statistical properties
The probability density function (pdf) of the IW rv T, with scale parameter a and shape parameter b, is:
It is skewed and unimodal for t m = {b/(b + 1)} 1/b a. The kth moment of the IW rv is E{T
The most distinctive applicative feature of the IW model is its heavy right tail. That is highlighted by the Property n. 1 : "The pdf of the IW model is infinitesimal of lower order than the negative exponential as t goes to infinity." In fact, the ratio of the IW pdf (1) (setting a = b = 1, for simplicity) to the negative Exponential function goes to infinity as t goes to infinity.
The cumulative distribution function (Cdf) F (t), the survival function (Sf) R(t) and the hazard rate (hr) h(t) are easily derived from (1):
The hr is infinitesimal as t goes to infinity. It is unimodal and belongs to the UBT class (see Glaser 1980) with only one change point: Property n.
2 : "The hr of the IW model has a unique global maximum between the mode t m and the value t n = b 1/b a." The condition of maximum for the IW hr does not lead to a closed-form solution. However, taking the derivative of the logarithm of the IW hr (and appropriately arranging the terms) the necessary condition for the maximum of the hr implies that:
The auxiliary functions U (t) and V (t), corresponding to the first and second members of this equation, have a unique intersection point. In the first quadrant these two functions are both increasing up to their maximum point, whose abscissa is for both functions equal to t n = b 1/b a and then they are both decreasing and infinitesimal to the same order as t goes to infinity.
Moreover, it is possible to verify that U (t) is null as t goes to 0, while V (t)
is null for the IW mode t = t m . Because of the following inequalities:
we derive that the intersection point of the two auxiliary functions, that is the maximum point of the hr, falls between the mode t m = {b/(b + 1)} 1/b a and t n = b 1/b a.
The mean residual life (MRL R , also called the life expectancy of the R fraction of items lived longer than t R ) is:
The following Property n. 3 stands: "The MRL R function of the IW model is bathtub-shaped." This property can be deduced from the general results given in Gupta and Akman (1995) and is in agreement with the properties of the hr. So, the IW model belongs to the class of distribution for which the reciprocity of the shape of the hr and MRL R functions holds.
Specifically, the MRL R decreases from the initial value E(T ) (as t goes to 0)
to its minimum at the change point t 0 and then increases infinitely as t goes to infinity. Being dm(t)/dt = m(t)h(t) − 1 (e.g., see Lai and Xie, 2006, chap. 4), the change point t 0 must solve the equation m(t)h(t) = 1 necessarily.
In practice, this peculiar MRL R shape can be found, for example, in some biometry problems when the longer the patient's survival time from his tumor ablation the better his prognosis.
Real life generative mechanisms
If T 1 , T 2 , . . . , T n are i.i.d. random variables, the limit distribution for their maximum is the IW distribution (2) (Johnson et al. 1995) . Therefore, for instance, when a disease or failure is related to the maximum value of a critical non-negative variable, this generative mechanism can be considered.
This generative mechanism differs from the following three new ones, since for these the time variable does play an explicit role in their modeling.
"Deterioration" mechanism
Let Y (t) be a system deterioration index that, as such, is a strictly increasing function of the run time t. At every intercept with the vertical line passing through t, suppose that the uncertainty about Y (t) can be reasonably fitted by a Weibull pdf, with shape parameter constant and scale parameter u, function of t, modeled by a generic power law:
If a threshold (maximum, positive) value allowed for Y (t) exists, the system has the IW Sf. In fact, consider a Weibull random variable Y (t) with pdf:
where v, the shape parameter, is constant, and u(t), the scale parameter, is the drift function (7). If D is the threshold (maximum, positive) value for Y (t), then:
Substituting u(t) = k t h back into the previous relationship, we obtain:
On putting a = (k/D) 1/h and b = v h, the IW Sf follows.
This mechanism is found in many technological corrosion phenomena that give rise to failures only when they reach a threshold deepness D. The mechanism is found also in many biologic degenerative phenomena (i.e., gradual deterioration of organs and cells) where the loss of function appears when the deterioration deep Y (t) reaches a fixed threshold value. Besides, this mechanism is found when tumors spread potential metastases with a dissemination probability proportional to their size Y (t). Hence, a tumor size greater than a given threshold value D causes a rate of occurrence of metastases which is really first increasing and then decreasing (see Le Cam and Neyman 1982, p. 253) like the IW one (3).
"Stress-Strength" mechanism
If the stress S (in the broad sense) is a rv with distribution that can be reasonably fitted by a Weibull model and the strength Z, that opposes S, is a decreasing function of time t that can be modeled by a generic power law:
the resulting Sf is the IW one. In fact, if the stress S is a Weibull random variable:
and the strength Z, that opposes S, follows the decreasing function of time (11):
Substituting Z(t) = k t −h back into the previous relationship, we obtain:
then, renaming a = (u/h) 1/h and b = v h, the IW Sf follows.
This mechanism is common for many mechanical components (see, for example, Bury 1975, p. 593; Shigley 1977, p. 184) as well as it is found in patients with a decreasing vital strength following the (11) (e.g., because they are subjected to intensive and prolonged chemotherapy) and subjected to a relapse having a random virulence or gravity S. In these cases, an hr first quickly increasing and then slowly decreasing, is sometimes surprisingly observed (see Carter et al. 1983, p. 79 ).
"Unsuccessful-Defensive-Attempts" mechanism
Suppose that a disease (or failure) is latent and the physiological defensive attempts averse to it occur randomly according to a Poisson model. If the probability of one successful defensive attempt depends on the incubation time t (but not on the number of previously occurred defensive actions)
according to a generic power law decreasing function:
the IW Cdf follows. In fact, suppose that the random variable N a , describing the physiological defensive attempts against a latent disease (or failure), occurs according to a Poisson law:
Let P S be the probability of one successful defensive attempt, which depends on the incubation time t (but not on the number of previously occurred defensive actions) according to the function (15). Consequently, the probability of manifest disease (or failure) is:
Then, on putting b = h − 1 and a = (βk) −1/b , the IW Cdf follows.
This mechanism is found in Biometry when the immune system works randomly against antigens, and its effectiveness decreases as the disease expands (see Le Cam and Neyman 1982, p. 15) . In reliability, this mechanism is found when a technological system is randomly (i.e., without any definite plan) maintained: the smaller the time from the beginning of the failure process (up to the maintenance action) the greater the maintenance efficacy.
The problem of the IW model selection
Consider the following 50 pseudo random (ordered) data generated from a "close-to-standard" parent Cdf (2) with a = 1 and b = 1.1 (we cannot put b = 1 since, in general, the kth moment of the IW pdf exists if b > k) : 0. 2776, 0.2931, 0.3384, 0.4321, 0.4739, 0.4771, 0.5331, 0.5424, 0.5482, 0.5571, 0.6139, 0.6451, 0.6523, 0.6587, 0.7166, 0.7838, 0.8466, 0.8892, 0.9278, 0 However, in the above case, also tests that give less weight to the tails lead to similar results.
Suppose that we want to identify a generic Cdf model being very well fitted to both the data and the parent Cdf, but we don't have any strong information about the latter. We decide to adopt a "less informative model" which is coherent with our poor information. We chose a polynomial cumulative hr (Hr) model of order 3, since it is the minimum able to fit a non-monotone model too. In our (simulated) condition, we can define an excellent "a priori" model by fitting the polynomial to 50 points (vertically equally spaced) of the known parent Cdf. The resulting model is:
which has a coefficient of determination ρ 
which has a coefficient of determination ρ Although the previous analysis has shown that the two Cdf models fit the data very well, some important characteristics could be different. To highlight that, we compare some critical estimates obtained from the "a priori and less informative" model (18) with those obtained using the last "fitted and informative" IW model. From these two models we obtain the MRL R estimates reported in Table 1 , where the true values are those of the parent population.
These results show that the empirical fitting of a model to the IW data can lead to wrong model and its effect can be quite severe. So the necessity of a suitable strategy to choose the best model among all that (reasonably well) fit the data arises. To compare the IW model with other potential alternative and commonlyknown distributions, the chart from (Glen 2011; Vargo et al. 2010 ) is drawn in Figure 1 including the IW together with the other few models having upsidedown bathtub (UBT) shaped hazard function. In this chart, the coefficient of variation γ 2 = σ/µ is plotted against skewness γ 3 = E {(X − µ) 3 }/σ 3 for five alternative distribution models. Skewness is used to comparatively measure the tendency for one of their tails to be heavier than the other. The plot Unfortunately, when we have to analyze a sample data, the plot of the sample point (γ 2 ,γ 3 ) on such a graph could not show the feasible closest models to the data to start the selection. In fact, the sample skewness is rather an unreliable estimator of the corresponding population parameter when the sample size is small (say less than 50). Usually it is underestimated, and the bias becomes negligible only for very large sample size (say greater than 1000).
Consider the following 50 pseudo random (ordered) data generated from the parent Cdf (2) with a = 1 and b = 4.1 (for these values both coefficient of variation and skewness of the IW parent distribution exist): Figure 1 ) and the parent distribution point (γ 2 , γ 3 ) is (0.4100, 5.236) (on the IW curve in Figure 1) . Even if the size of the sample is not very high, we consider that the plot of the sample point (γ 2 ,γ 3 ) of Figure 1 suggests us to fit the IW and the Log-Logistic models to the 50 data, being the Cdf of the latter model: fitted to the data (and appear very close in Figure 1 ) the effect on critical prognoses, of the mis-specification, is remarkable. For example, from the IW model we estimate MRL 0.1 = 0.4729 and from the LL model we estimate MRL 0.1 = 0.2775 (being 0.5754 the true value.) In fact, the Figure 2 shows that although the Cdfs of the two models are quite close to each other, their MRL R functions are rather different. So, we must try to understand how we can select the correct model. Glen and Leemis (1997) showed that comparisons among many survival distributions can be successfully made by using a goodness-of-fit statistic at its ML value. So, a first strategy could select that distribution with the smallest Anderson-Darling statistic at its ML value. The strategy could be refined by considering the difference of the maximized log-likelihoods (MLLs) and choosing the distribution with the largest value. However, comparing the The obvious question is: how reliable are both the criteria?
Some properties of the P-AD and P-MLL discriminant indices
We decide to estimate the probabilities of correct selection in terms of the fraction of times (P-AD) that the fitted IW model has the smaller statistic A 2 n and the fraction of times (P-MLL) that the fitted IW model has the larger MLL. We found that for the IW and Log-Logistic distributions both indices P-AD and P-MLL are pivotal quantities that is independent of the hypothetical distribution parameters (intended as "arbitrary but determined" values).
Pivotal property of the P-AD index
The Anderson-Darling statistic (Anderson and Darling 1954) used to estimate the P-AD is:
whereF (t) is the hypothetical Cdf at its ML values, based on a sample of size n, and F n (t) is the empirical Cdf defined as i/n if i of the t 1 , . . . , t n sample data are ≤ t. As already said before, being the parameters of the hypothetical Cdf estimated from the data, the distribution of the statistic (21) is evaluated via Monte Carlo simulation based every time upon 1000 pseudo-random samples.
We begin showing the Property A: "For the IW model the distribution of the maximum likelihood estimatorF (t) depends only upon F (t) (2) and n".
From (2) we obtain t = a −1 {− ln[F (t)]} −1/b that inserted inF (t) gives: Now we show the Property B : "For the Log-Logistic model the distribution of the maximum likelihood estimatorF (t) depends only on F (t) (20) and n".
From (20) we obtain t = σ {F (t) −1 − 1} −1/γ that inserted inF (t) gives:
whereγ andσ are the maximum likelihood estimates and both the quantities (σ/σ)γ andγ/γ are pivotal. In fact, by letting as before x = ln(1/t) we obtain a location-scale rv x, with location parameter l = ln(σ) and scale parameter s = 1/γ. Since (σ/σ)γ = exp{−(l − l) ŝ} andγ/γ = (ŝ/s) −1 , also these are pivotal quantities and from (23) it follows the Property B.
From the properties A and B it follows the Property C : "The comparison between the Anderson-Darling statistics calculated respectively for the fitted IW and Log-Logistic models is independent of the hypothetical distribution parameters". This implies the pivotal property of the P-AD index.
Pivotal property of the P-MLL index
From the properties A and B, it follows that for both IW and LogLogistic models the pdf (and so the log-likelihood) calculated at its maximum likelihood values, is independent of distribution parameters. Consequently, the same property is valid for the comparison between their maximized loglikelihoods.
Estimates of the P-AD and P-MLL indices
For every combination of values a = (1, 2, 3), b = (1.1, 2.1, 3.1, 4.1, 5.1) and n = (10, 30, 50), we generated 1000 pseudo random samples from the parent IW distribution and computed P-AD, P-MLL and the fraction of times (P-AD&MLL) that the fitted IW model has both the smaller statistic A 2 n and the larger MLL.
Thanks to the pivotal property of the P-AD and P-MLL indices, the conducted simulations gave 15 nearly identical results for each n. So, we have been able to evaluate a very reliable estimate of the probability of correct model selection (Table 2 ) based on the three examined criteria respectively.
It is evident that P-MLL includes P-AD -in terms of fraction of times of correct selection -and that the selection of the fitted model based upon the larger MLL has the highest probability of being correct. Nelson (1982, p. 105): 0.35, 0.59, 0.96, 0.99, 1.69, 1.97, 2.07, 2.58, 2.71, 2.90, 3.67, 3.99, 5.35, 13.77, 25 .50.
Unfortunately, due to small size of the sample, we cannot rely on the sample point (γ 2 = 1.439,γ 3 = 2.428) on the graph of Figure 1 to start the selection of a reasonable model.
However, analyzing the experiment (aiming to derive the lifetime distribution of the insulating fluid) we come to the conclusion that it shows an example of the "Deterioration" mechanism close to the one described in However, all the illustrative examples show that the above models -even though very well fitted to IW data -may be very misleading because they entail highly incorrect assessments concerning, for instance, the mean residual life.
The paper proves that -when any knowledge about generative mechanism is unavailable -selecting between the IW and the Log-Logistic models that one which minimizes the Anderson-Darling statistic or, even better, maximizes the likelihood is a very effective procedure.
We found that the correct selection based on the Anderson-Darling statistic implies that one based on the maximized log-likelihood, but the vice versa is not true.
Finally, we show that for the IW and Log-Logistic models both selection criteria are independent of hypothetical distribution parameters, and the corresponding probabilities of correct selection are respectively greater than 0.85 and 0.93 when the size of the available sample is greater than 50.
Instead, when the size of the available sample is less than 30 (i.e., in a very frequent situation in the technological and biological fields) selecting the correct model purely on the basis of the empirical distribution remains a highly risky procedure, since the probabilities of wrong selection are respectively greater than 0.23 and 0.12.
