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Abstract: In this paper, a new pattern recognition method for machine working condition is presented based 
on time-frequency image (TFI) feature extraction and support vector machine (SVM). Hilbert time-frequency 
spectrum (HTFS) is used to construct TFI because of its good performance for non-stationary and nonlinear 
signal analysis in this research. Cyclostationarity signal analysis is as an pre-processing method to improve 
the performance of HTFS for the construction of TFI. Feature extraction for TFI is investigated in detail to 
construct feature vector for pattern recognition. Gravity center and information entropy of TFI are used to 
construct feature vector for pattern recognition. Support vector machine (SVM) is used for different working 
condition classification by the constructed feature vector because of its powerful performance, even for small 
samples. In the end, rolling bearing pattern recognition is as an example to testify the effectiveness of this 
method. According to the result analysis, it can be concluded that this method will contribute to the 
development of preventative maintenance.  
Key Words: Pattern Recognition; Time-frequency image; Hilbert time-frequency spectrum; 
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1. Introduction 
Condition monitoring and pattern recognition become more and more important for machine because its working 
condition can directly lead to the degradation of manufacturing precision or even into to disaster during its 
working process. Accurate pattern recognition and early detection have been broadly investigated by many 
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researchers in the past two decades. It is essential to prevent larger components’ failure and keep machine 
working in normal condition [1]. Effective method for pattern recognition of machine is urgently needed because 
fault samples are difficult to obtain.  
   Vibration signal analysis has been broadly used on machine fault diagnosis and pattern recognition because it 
contains lots of machine operating information and is convenient to machine condition classification. Many 
vibration signal analysis methods have also been investigated on machine classification by many researchers, such 
as time domain analysis, Fourier spectrum analysis, wavelet analysis and time-frequency analysis [2]. But for the 
practical vibration signals analysis, there are full of non-stationary and nonlinear characteristics. It is very difficult 
for pattern recognition by using traditional Fourier Transform because it is not suitable for transient signal 
analysis. Time-frequency distribution (TFD) is an effective method for non-stationary and nonlinear signal 
analysis. Nowadays, Short time Fourier transform (STFT), Wigner-Ville distribution (WVD), wavelet or wavelet 
transform (WT or WPT) have been used on vibration signal analysis. However, traditional time-frequency 
analysis methods have their own limitations. In 1998, Huang presented a new signal time-frequency analysis 
method named Hilbert time-frequency spectrum (HTFS) developed from instantaneous frequency. HTFS can be 
obtained through empirical mode decomposition (EMD) and Hilbert transform. It is very powerful for 
non-stationary signal analysis [2, 3]. But the same as other TFD methods, it can’t provide any quantitative 
analysis for machine condition classification. 
Actually, time-frequency distribution can also be looked as a time-frequency image. It is a two-dimension 
matrix, the same as image analysis. Image classification methods have been investigated and applied by many 
researchers. Many technologies are also applied in people’s life, such as face recognition and fingerprint 
identification. Fig.1 shows a face recognition example. The recognition result should be the same though the 
posture is different for a face. HTFS can also be looked on as a time-frequency image (TFI). Thus, image 
classification technology can be used for pattern recognition. Machine fault diagnosis based on image 
classification is also investigated by Wang in 1993 [4]. It is the first idea on fault diagnosis by using TFI. Some 
researchers also have done a lot of work in this area research [5,6]. But TFI classification is very different with 
image classification. The shape and location of energy distribution in the time-frequency plane directly affect 
classification result. Time domain and frequency domain information must be considered because it is directly 
with machine working conditions classification. Different time and frequency distribution will be corresponding 
to different working condition although the shape is similar. It the main difference for face recognition and 
time-frequency image analysis. For an example, machine working condition should be different if vibration signal 
is from the same testing point of the same machine shown in Fig.2. That means image recognition theory and 
method can’t be directly used on TFI classification. Therefore, it is very important for the TFI feature extraction 
which can improve the accuracy based on TFI.  
Classification method is also very important for accurate condition analysis according to the constructed of 
feature vector. Vapink has introduced support vector machine (SVM) based on statistical learning theory which is 
a relatively new approach in machine condition monitoring and pattern recognition [7,8]. SVM has gained 
acceptance in machine learning, computer vision and pattern recognition communities for their high accuracy and 
good generalisation capability. The main difference between artificial neural network (ANN) and SVM is in their 
risk minimisation. SVM has better generalisation compared with ANN. It is more suitable for small samples 
pattern recognition [8]. Thus, SVM is used in this research for pattern classification based on TFI feature 
extraction.  
In this paper, condition classification method by using TFI feature extraction and SVM is investigated for 
accurate pattern recognition. Gravity center and infromation entropy (HSE) are used to construct feature vector for 
pattern recognition based on TFI. SVM is used as a tool for condition classification. The purpose of this research 
is to put forward an effective method for practical machine pattern recognition and fault diagnosis. A rolling 
bearing’s working condition pattern recognition was carried out to testify the effectiveness of this method. It can 
be concluded that this novel approach will contribute to the development of machine condition monitoring and 
pattern recognition. 
2. Theory and method 
2.1 Hilbert spectrum 
Nowadays, HTFS has been broadly investigated and applied in different area, such as vibration signal analysis, 
water wave analysis, financial time series analysis. To get a meaningful Hilbert spectrum, a new signal 
decomposition was introduced by Huang named as empirical mode decomposition (EMD) [2,3], which is very 
different from traditional Fourier analysis method. For an arbitrary time series, )(tX , its Hilbert transform )(tH  
can always be expressed as: 
   dtXtH )(1)(
                                     (1) 
According to this definition, X(t) and H(t) form a complex conjugate number. As a result, an analytic signal, 
Z(t) is written as,  
( )( ) ( ) ( ) ( ) i tZ t X t jH t a t e                                      (2) 
Where,  
2 2( ) ( ) ( ) ,a t X t H t  ( ) arctan ( ) / ( )t H t X t                    (3) 
a(t) is the instantaneous amplitude of X(t), and ( )t is the instantaneous phase of X(t). One important 
property of the Hilbert transform is that if the signal ( )X t is mono-component, then the time derivative of 
instantaneous phase ( )t will physically represent instantaneous frequency ( )t of signal ( )X t , as shown 
Equation (4).  
( ) ( ) /t d t dt                                                (4) 
Unfortunately, almost all signals in practical applications hardly belong to the mono-component but 
multi-component ones. To make the instantaneous frequency applicable, Huang put forward a new signal 
decomposition method-empirical mode decomposition in 1998, which is able to decompose a signal into several 
individual and nearly mono-component signals [2]. The mono-components obtained by EMD are named as 
intrinsic mode functions (IMF) to which the instantaneous frequency defined by Equation (4) can be applied. An 
IMF is a function that satisfies with the following two conditions: (i) in the whole data set, the number of 
extrema and the number of zero crossing points must either equal or differ at most by one; (ii) at any point, the 
mean value of the envelope defined by the local maxima and envelope defined the local minima is zero. Data 
satisfied with IMF will have well-behaved Hilbert transform, from which a meaningful instantaneous frequency 
can be calculated. The decomposition process can be found in reference [2,3]. According to EMD, original data 
is decomposed to n intrinsic mode components ( )iC t  and a residual component r as Equation (5).  
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After finding each IMF component, Equation (6) can be obtained. It gives both the amplitude and the 
frequency of the real part of each component as a function of time. 
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Both the amplitude and the instantaneous frequency can be represented in a three-dimensional plot, in which 
the amplitude can be contoured on a time-frequency plane. The TFD of the amplitude is expressed by the Hilbert 
spectrum, shown in Equation (7). 
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HTFS has been broadly investigated and applied on nonstationary and nonlinear signal analysis because it 
was developed from instantaneous frequency [2]. But it also can’t give a quantitative analysis of machine features. 
Thus, it is not suitable for practical problem analysis. Expert knowledge is greatly needed during signal analysis. 
Feature extraction method for HTFS should be investigated for practical problem analysis. For practical machine 
vibration signal analysis, there is lots of noise interference together body vibration which will affect analysis 
result for pattern recognition. Thus, it is very necessary for its pre-processing to determine an effective HTFS for 
nonstationary signal analysis method. In this research, cyclostationary signal method is used for its pre-processing. 
It will be demonstrated in detail in section 4. 
2.2 Feature extraction for Hilbert time-frequency image  
The idea of classification parameters extraction is to select a subset of variables, in which classification result is 
better than (or comparable at a minimal) the result obtained from the full set of variables. HTFS reflects signal 
features by its energy distribution. The energy distribution is closely corresponding to time, frequency together 
amplitude information. Different time and frequency information will be corresponding to different working 
condition. There is a time and frequency gravity center for time-frequency plane for every HTFS. Energy gravity 
center of HTFS will be different when machine is working in another condition. Therefore, feature extraction can 
be carried out based on HTFS. According to image signal analysis, gravity center can be obtained by the 
constructed TFI. Gravity center of TFI contains three parameters: time domain center, frequency domain center 
and average energy amplitude of HTFS in the research. When machine is working in different conditions, perhaps 
one gravity center parameter is close. But it is not possible for three parameter basically the same. Thus, gravity 
center is used to construct feature vector in this research. The total energy of Hilbert spectrum plane can be 
expressed as Equation (8). 
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( , )HS m n means the distribution of Hilbert spectrum obtained by EMD-HHT. For the Hilbert spectrum 
marginal distribution, it can be expressed by Equation (12). 
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Time, frequency and energy gravity center of HTFS can be calculated by Equation (11). 
10ATime A
,
01AFre A
, AA N M 
                                 (11) 
To calculate Hilbert spectrum entropy, it is very important to normalize Hilbert spectrum which to express energy 
distribution probability. Normalization Hilbert spectrum can be obtained by Equation (12). 
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Information entropy is a very important parameter for machine working condition classification [3,9]. Hilbert 
time-frequency distribution information entropy is investigated by author [3], which is named as HSE. According 
to practical signal analysis, it is very effective for pattern classification. It also contains a lot of information, and is 
suitable HTFS quantitative analysis. HSE can be calculated according to following equation (13). It was 
demonstrated in detail in paper [3]. 
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Where, ( , )HSG m n is greater than zero.  
Marginal distribution probability can be calculated according to Equation (14). Thus, Marginal information 
entropy is shown in Equation (15) and (16) based on time and frequency information. 
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Where, ( ) 0, ( ) 0Tm FnP m P n . 
3 Pattern Classification Method 
3.1 Support vector machine (SVM) 
Classification methods have been investigated by researchers in the last two decades, such as artificial neural 
networks (ANN) and SVM [7]. Among them, SVM has good performance for pattern classification. SVM is a 
new pattern recognition and statistical learning method which is developed in the end of last century. SVM has a 
good performance on classification even in the small-sample cases. It has been successfully applied in fault 
detection and diagnosis, and other fields such as face recognition, nonlinear compensation in communication 
system, and handwritten digit recognition [10].  
The basic idea of the pattern recognition with SVM is to project sample space into a high-dimensional 
eigenspace. In the eigenspace, optimal separating hyper-planes (or hyper-lines) of the original sample set can be 
found in the case of two dimensional situation [11,12]. The hyper-planes can divide the whole plane into two parts 
for two different classes of A and B. The binary support vector classifier is the basic applied form which is shown 
in Fig.3. It clearly demonstrates that the two classes can be separated according to the Hyper-plane by 
two-dimension feature vectors. It uses the discriminant function : nf ex   of the following form:  
( ) ( )Sf ex k ex b                                            (17) 
   1( ) , , , , TS Ek ex k ex s k ex s  ＝ is the vector of evaluations of kernel functions centered at the support 
vectors  1, , , nE iS s s s  which are usually subset of the training data. l is a weight vector and 
b  is a bias. The binary classification rule : { 1,1}q ex y   is defined as: 
1    for ( ) 0( ) -1  for ( ) 0
f exq ex f ex
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                                        (18) 
( ) 0Sk ex b  is Hyper-plane shown in Fig.3. It divides the input vectors EX into two part, 
corresponding to ( ) 0f ex  and ( ) 0f ex  . Otherwise, there is not a Hyper-plane to divide the input data.  
3.2 Multi-class SVM 
In practical application, there are many kinds of machine or component working conditions in the most of 
classification process. SVM based on binary classification is not satisfied with practical application. Thus, 
multi-class classifier is developed for many classes analysis. There are two popular methods for multi-class 
classification. One is one-against-all method using winner-takes-all strategy. The other is one-against-one method 
implemented by max-wins voting [13]. In the two methods, the multi-classifier algorithm has only one SVM 
classifier. It makes the classifying function is very complex, the same as the calculation process. The training and 
recognition is very time-consuming, and the classifying error is big when samples are large, which also limits its 
application. To effectively recognize engine working condition and suitable for practical application, combination 
of several two-class SVM classifiers for multi-class pattern recognition is investigated in this research and shown 
in Fig.4. It is named as one-to-others [14]. 
The realization of one-to-others is as following: If there is a case with k classes for recognition, take a 
top-priority class from these k classes as a category and the rest (k-1) classes as another category, construct a 
two-class SVM classifier and name it SVM1; This top-priority class is excluded. Therefore, a case of k-1 classes 
is left. Then, take a top-priority class from those k-1 classes as a category and the rest ((k-1)-1) classes as another 
category. A second two-class SVM classifier is needed to construct named as SVM2, and so on. Until the last 
two-class SVM classifier is constructed and named SVM k-1. In this way, k-1 two-class SVM classifiers can be 
constructed in all for a case of k classes classification. In the fault diagnosis, the most common or the most 
dangerous fault can be given top priority.  
When an unknown fault sample ex is to be classified by the one-to-others multi-class fault diagnosis system, its 
feature data is first input to SVM1 in Fig.4. If the output of SVM1 is 1 then the new sample ex is diagnosed as 
‘condition 1’ and the recognition is finished. If the output of SVM1 is -1, then the feature data of ex is 
automatically switched to SVM2. If the output of SVM2 is 1 then ex is recognized as the ‘condition 2’ and the 
recognition is finished, or if the output of SVM2 is -1, then the feature data of ex are automatically switched to 
SVM3, and so on. This approach can effectively reduce the complexity and calculation of the SVM structure. 
There are no shadow zones or reject regions by using one-to-others algorithm. Obviously one-to-others has good 
performance for classification if the number k is very big [14].  It is very helpful to eliminate reject region effect 
and improve the ability of pattern recognition. It is more suitable for practical application. Therefore, it will be 
used in this research for pattern recognition. 
3.3 Pattern recognition progress 
In this paper, feature extraction of TFI is combined with support vector machine for condition recognition process. 
The application of HTFS feature extraction and together with SVM process is as following steps: Firstly, EMD 
and Hilbert-Huang transform is used for vibration signal analysis. Then, feature of HTFS can be extracted 
according to gravity center and information entropy calculation equation. In the end, the vector is input to SVM 
for training and discrimination for the working condition. In this research, one-to-others multi-class SVM is used 
for different pattern recognition process. Flow chart of this method is shown in Fig.5. 
4. Experiment 
A bearing with different working conditions is as an example to examine the effectiveness of this method with 
different speed and load. The type of experiment rolling bearing is N205. There are four working conditions, 
normal working condition (NC), rolling element wearing condition (RW), inner ring wearing condition (IW) and 
outer ring wearing condition (OW). At the same time, the three fault conditions are very easy to happen in the 
practical work. The experiments were carried on four kind of shaft speed, 600RPM, 900RPM, 1200RPM and 
1500RPM with full-load and without any load condition. During the experiment, three signals were monitored. 
Among them, two acceleration vibration signals were radically located at the bearing block together with trigger 
signal to determine the shaft angle. The vibration signal was obtained by using Bruel&Kjaer company monitoring 
system, its type is 3560. Fig.6 shows the test platform picture with white rectangle is used for the experiment in 
the lab and Fig.7 shows the data acquisition system from Bruel&Kjaer company. The data sampling frequency is 
65536Hz with its analysis frequency is 25600Hz. The time domain signal is shown in Fig.8 together with a trigger 
signal. The trigger signal gives the time domain and angle domain determination for a working cycle. It is very 
convenient for feature extraction and pattern recognition. 
4.1 Cyclostationary signal analysis 
Fig.8 shows time domain signal of outer ring bearing wearing condition. There is typical impulse signal with lots 
of nonstationary and nonlinear characters. It is also obvious that the bearing vibration signal has cyclostationary 
characteristics. For every working cycle, there is noise interference for the practical monitored vibration signal. It 
is very important to apply synchronous average to reduce the effect from other vibration [15, 16].  
Generally, the vibration model of a machine for the cyclostationary process can be expressed by Equation (19), 
which is composed by first order vibration signal, second order vibration signal together with noise interference 
signal. It is also shown in Fig.9. Equation (19) gives the meaning for different parameters in Fig.9. 
( ) ( ) ( ) ( )Y t p t x t N t                                            (19) 
Where,   )()( tptYE   
( )Y t —Monitored vibration signal series 
( )p t —Determined vibration signal, whole body vibration signal lab stage 
( )x t —Uncertain vibration signal, impulse force from the rolling bearing 
( )N t —Background noise 
In the practical signal process, it is very important to obtain the second order vibration signal for analysis 
because it just contains vibration signal from bearing without body vibration effect. It is more convenient to 
analyze bearing conditions by using second order vibration signal. Synchronous average method is usually used 
for second order vibration signal determination. But it will need a lot of working cycle in the practical signal 
analysis.  
4.2 Synchronous average 
To remove or reduce the effect from machine whole body vibration (first-order vibration) to bearing vibration 
signal analysis, cyclostationary model and analysis is used in this paper. Synchronous average is very useful to 
remove the first-order stationary effect. The second-order vibration signal can be obtained which is produced by 
the bearing vibration without machine body vibration after cycle average [15]. In order to apply synchronous 
average, Spline interpolation is used during analysis process according to trigger signal.  
 )()()( TtptpEtp                                       （20） 
Time domain signal will be transferred to angle domain signal by Spline interpolation shown in Equation (21). 
( ) ( ) ( ) ( )Y p x N                                          (21) 
By using multi-cycle synchronous average, sampling period T is replaced with its angle counterpart for bearing 
signal 2  . It is more suitable for practical vibration signal analysis by using this mapping. There are 1440 
re-sampling points for every working cycle. After synchronous average, the first order vibration information can 
be obtained. Thus, the second order vibration signal together with noise signal can be obtained by removing first 
order signal from original signal. Fig.10 shows different angle-amplitude signal in a working cycle for the first order 
vibration obtained by using synchronous average with rotating speed in 1200RPM without load.  
It is obvious that normal condition with small amplitude for the first order vibration signal. Compared with time 
domain vibration signal analysis, the impulse signal is not clear. Because the first order vibration signal is mainly 
related with test rig whole body vibration. On the contrary, the second order vibration signal is close related with time 
information for bearing vibration information. For every working cycle, the second vibration signal can be obtained by 
removing the first order vibration signal. Fig.11 shows second order vibration signal for different working condition 
with rotating speed in 1200RPM. But it also contains a little noise interference. There is impulse information when 
bearing is fault condition. Thus, vibration signal can be used for bearing pattern recognition. 
5. Pattern classification analysis 
5.1 Hilbert time frequency spectrum analysis 
Based on the construction of HTFS, there is also much work to do before TFI classification analysis. Compared 
with face recognition, time-frequency image needs pre-processing which is helpful to improve accuracy of pattern 
recognition. By applying synchronous average, first order vibration signal information can be removed. But there 
is also noise interference on signal analysis process. Fig.12 (b)-(f) show different cycles HTFS with the same 
working conditions within one working cycle. It is obvious that there is also much difference by using TFI. It is 
necessary to reduce the effect from the fluctuation and noise interference [5] from the working process of 
vibration signal analysis. Multi-HTFS average is used to improve the accuracy for time-frequency image analysis 
in this research [17]. Five consecutive working cycles are used for average to construct TFI which can stands for 
the general characteristics of HTFS. Fig.12 (a) is the average TFI within a working cycle of five continuous cycles. 
This will be very helpful to improve image performance for condition classification. Thus, it will contribute to 
accuracy of pattern recognition. 
Fig.13 shows different working conditions according to different vibration signal, NC, IW, OW and RW. 
Although there is difference for HTFS in different working condition, it is difficult to accurately classify bearing 
condition just according to HTFS. It is a little similar for outer wearing condition and rolling element wearing 
condition by the TFI expression. Thus, it is very important for a quantitative analysis for accurate pattern 
classification. 
5.2 Feature extraction and normalization 
Gravity center (angle, frequency and amplitude) and information entropy 
mHSE  are calculated to construct 
feature vector for analysis according to multi-cycle average HTFS. Tab.1 shows extracted feature parameters from 
TFI with different working conditions. Although these features are useful for pattern recognition, it can’t classify 
engine condition just according to one parameter. In the most circumstance, several parameters will be used to 
construct a feature vector for pattern recognition. But there is a big difference for the order of amplitude among 
these parameters. The classification result will not very good by directly using these parameters to construct 
feature vector. Fig.14 shows the recognition process by using the extraction features together with SVM for for 
NC, OW and IW condition classification with speed at 20Hz and 25Hz. It is also without multi-cycle average. It 
can just recognize three working conditions. At the same time, the recognition rate is low. It is just near 85%. 
Thus, it needs further improvement for the feature parameters processing [18].  
Normalization is usually used before feature vector construction. The normalization process can be 
implemented according to Equation (22). ,c d stands for the range scope of the normalization. Thus, 
normalization process is used in this research. It is corresponding to [-1, 1]. By using normalization process, data 
will be more suitable for condition classification by using SVM. Tab.2 shows the normalization data for the 
feature extraction parameters according to Equation (22).  
 
                                                （22） 
5.3 Classification by Using Support Vector Machine 
For every speed condition pattern recognition process, there are four working conditions for discrimination. Five 
hundred cycles were monitored for every working condition in this research. By using multi-cycle average, sixty 
samples are used for the training and 40 samples for testing. Fig.15 (a) shows three kinds of working condition 
classification result. These are normal condition, inner wearing condition and outer wearing condition. In this 
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recognition process, only two parameters: angle center together frequency center are used to construct feature 
vector. It is obvious that the classification result is very well compared with Fig.14. It is also shown in Tab.3. That 
means TFI pre-processing and feature vector normalization are very effective for classification by using SVM. If 
there are four conditions for recognition, the accurate classification ratio will reduce. Fig.15 (b) shows four 
working condition classification results. The result is also expressed in Tab.4. The whole recognition accuracy is 
92.5%.  
In the real condition, there are many working condition for pattern classification. Two parameters to construct 
feature vector is not enough. To improve the accuracy of recognition, three parameters are used to construct 
feature vector. In this research, two feature vectors are constructed to classify bearing condition composed by 
three feature parameters. In one circumstance, angle center, frequency center together with amplitude are 
combined together to construct feature vector. The other one is composed by angle center, frequency center 
together with information entropy. The two three-dimension feature vector is used for pattern classification, 
respectively. To testify the effectiveness of feature vector for pattern recognition, SVM is also used for pattern 
recognition. Fig.16 shows the two feature vector distribution result of three-dimension. It is difficult to plot 
classification plane by using three-dimension parameters for classification for now. Further research will be 
carried on the investigation for plotting. 
It is obvious that three-dimension gravity center is better to construct feature vector for classification compared 
with two gravity center with HSE combination. The classification result is also the same as three-dimension plot 
according to Tab.5 and Tab.6. As for the NC parameter is similar with RW for HSE parameter, it leads to the 
recognition result is lower compared by three-dimension gravity center feature vector classification result. It also 
demonstrates that the feature parameter selection for analysis is very important during classification process. 
Compared with two-dimension feature vector classification result, three-dimension has better performance by 
using SVM analysis. But it doesn’t mean the more parameters for analysis, the better for recognition result. In 
practical signal analysis, the one which can effectively reflect machine condition will be used to construct feature 
vector for recognition. 
According to above analysis process, it can be concluded that this method is very useful for signal analysis 
and condition classification. The reason is that feature extraction is very important for the machine classification. 
Gravity center together with HSE can give quantitative demonstration for machine working condition, especially 
for nosntationary signal analysis. The authors have also done research with different speed and load condition. 
The result is basically identical as the speed 1200RPM without load condition. But in the low speed (600RPM) 
without load condition, gravity center is dispersed for the normal working condition. This will lead to the 
degradation of the recognition process. With the increasing of speed and in load condition, gravity center is more 
concentrated compared with low speed.  
Although only bearing condition classification is as an example to testify the effectiveness of feature extraction 
for TFI and SVM pattern classification, the presented method is also suitable to other mechanical recognition 
process. As above stated, the feature extraction is more suitable for nonstationary signal feature extraction because 
HTFS is developed from instantaneous frequency. It also means feature extraction is very important for accurate 
pattern recognition. The best suitable feature should be selected in pattern classification. Thus, this method will 
also be helpful for reciprocating engine pattern recognition because it is developed from nonstationary vibration 
signal analysis. For reciprocating engine classification, further feature extraction will be also investigated 
according to practical conditions. 
6. Conclusion 
In this paper, a novel approach for machine pattern recognition is demonstrated in detail based on TFI image 
feature extraction and SVM. Feature extraction is very important for pattern recognition. It is the basis for 
accurate fault diagnosis and preventative maintenance. According to TFI performance for pattern recognition, 
feature extraction method is investigated in this research. HTFS is used to construct TFI because of its good 
performance for nonstationary and nonlinear signal analysis. Gravity center of HTFS and information entropy are 
used for feature extraction to construct feature vector. SVM is a very effective tool for small samples pattern 
recognition and used in this research for condition classification process. From the example of this method 
application, it can be concluded that this new approach is effective for pattern recognition of rolling bearing. At 
the same time, this approach is also suitable to other components’ pattern recognition of machine. Thus, this 
promising method will contribute to machine condition monitoring and fault diagnosis process.  
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Notation 
 
A    Total energy of Hilbert spectrum plane 
10A     Sum of ( )TmP m multiply Time(m)  
01A     Sum of ( )FnP n  multiply Frequency(n)  
A     Energy gravity center of Hilbert spectrum image 
a(t)             Amplitude of analytical signal 
b    Constant variable 
c    The below scope of normalization 
Ci(t)    The ith Intrinsic mode function 
d    The upper scope of normalization 
E    Total number of support vector 
EX    Input Vector 
 E     Expect value 
f(ex)    Discriminant function 
Frequency(n)  Frequency domain information for Hilbert spectrum 
Fre    Frequency domain gravity center of Hilbert spectrum image 
H(t)    Hilbert transform of time domain series 
H(ω,t)   Hilbert time-frequency spectrum 
HS(m,n)   Hilbert spectrum with discrete time and frequency expression 
( , )HSG m n   Probability of Normalization Hilbert spectrum  
mHSE    Marginal spectrum information entropy based on time 
nHSE    Marginal spectrum information entropy based on frequency 
i    Ordinal variable 
K    Length of time-series 
( )Sk x    Evaluation function 
m    Time unit 
M    Total number of time units 
n    Frequency unit 
N    Total number of frequency units 
( )N t    Noise interference signal 
ip     The ith element for time series X after normalization 
( )p t    First order vibration signal 
( )TmP m    Marginal spectrum based on time 
( )TmPG m        Normalization marginal distribution by time 
( )FnP n    Hilbert spectrum marginal distribution based on frequency 
( )FnPG n         Normalization marginal distribution by frequency 
r(t)    The residual component by using EMD 
RP    Real part of conjugate  
q(ex)   Binary classification 
S     Support vectors 
T    Time period of working cycle 
Time(m)   Time domain information for Hilbert spectrum 
Time    Time domain gravity center of Hilbert spectrum image 
X    Time series 
( )x t    Uncertain vibration signal 
ix     The ith element of X 
Y(t)    Practical monitored signal 
Z(t)    Analytical signal 
τ    Time delay 
ω(t)             Angle frequency 
     Angle 
( )t    Angle domain information 
               Weight vector 
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