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Resumen
En este artículo se presenta de manera general el problema “School Timetabling”, 
se parte de una definición del mismo, su clasificación, su com-
plejidad computacional, para luego entrar a revisar las dife-
rentes técnicas con las cuales se puede solucionar el mismo y 
como último se entra a revisar una de estas técnicas como son 
los algoritmos genéticos (AG) que fue la escogida para darle 
solución.
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Abstract
This paper shows an overview of the problem, “School Timeta-
bling”, it treats first a definition of this problem, their classifica-
tion, their computational complexity, and then it makes a review 
the different techniques which can be solved and the last one re-
view one of these techniques such as genetic algorithms (GA), 
which was chosen to solution it.
Key words: Timetabling, computational complexity, metaheuris-
tics algorithms, genetic algorithms.
1. Introducción
Timetabling, hace referencia a la calenda-
rización, a la organización específicamente 
de horarios de distintas organizaciones tales 
como, hospitales, colegios, centros de trans-
porte, universidades, etc., y es uno de los 
problemas más abarcados en la actualidad, 
pero también está situado dentro de uno de 
los problemas más difíciles de tratar ya que 
varios autores afirman que el problema del 
Timetabling está situado dentro de la com-
plejidad computacional en los problemas 
NP-Completos.
En este caso, se tratara a fondo el problema 
específico de la organización de los hora-
rios en los colegios, dentro de los cuales para 
la asignación de cursos, profesores y perio-
dos de tiempo correctos en la realización de 
horarios académicos, existe la necesidad de 
tener en cuenta una gran variedad de restric-
ciones, tales como la disponibilidad de los 
profesores en periodos de tiempo, la asigna-
ción correcta de un profesor para dictar un 
curso, el cruce de entre cursos en un mismo 
salón, entre otras, y es por esto que el proble-
ma va tomando mayor tamaño.
1.1. ¿Por qué se hace referencia a 
los colegios en general y no a 
uno en específico?
La organización de los colegios en todas par-
tes es bastante similar, es decir, el modo en 
que se distribuyen los salones, los cursos 
que se dictan, la distribución de los grupos 
de estudiantes en los distintos salones, y por 
supuesto, la disponibilidad horaria y acadé-
mica de los maestros, no distan mucho den-
tro de cada colegio, pero el punto principal 
para hacerlo de este modo, y teniendo en 
cuenta lo anterior, es que se considera que 
si la solución que se dará puede ser aplicada 
para un colegio, entonces lo más probable y 
conveniente es que esta servirá también para 
los demás colegios similares.
Hoy en día, existen bastantes instituciones 
que realizan el trabajo de la organización de 
horarios de manera manual, ya sea por cues-
tiones de desconocimiento o simplemente 
de no querer dar un salto tecnológico en ese 
sentido, en cualquiera de los casos, el trabajo 
manual se convierte en un problema de tiem-
po, personal y costos, es por eso, y porque 
en la actualidad la tecnología está a la van-
guardia, que cada organización, en este caso, 
cada colegio, deberían contar con herramien-
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tas que le permitan optimizar sus procesos y 
realizarlos más eficientemente.
Por lo expuesto, el presente artículo presen-
ta una revisión del problema del timetabling 
y de los algoritmos genéticos como técnica 
para solucionar al mismo.
2. Problema del Timetabling
Conocido en la literatura de habla hispana, 
como un problema de Programación horaria 
o Calendarización; en él existen recursos que 
deben ser asignados, en instantes o bloques 
de tiempo determinados, teniendo en cuenta 
requisitos y condiciones (“restricciones”). En 
aras a que se comprenda mejor este proble-
ma se presentan algunas definiciones:
• Definición 1. Zhipeng Lu y Jin-Kao Hao, 
definen timetabling como: “Asignar un 
número de eventos, cada uno con cier-
tas características, a un número limita-
do de recursos sujeto a restricciones” [1]. 
Anterior a ellos Anthony Wren en 1996, 
determina el timetabling, como un caso 
especial de Programación (scheduling), a 
esta la define como:
• Definición 2: “la asignación, sujeta a res-
tricciones, de un grupo de recursos a ob-
jetos ubicados en tiempo y espacio, de tal 
manera que se satisfagan un conjunto de 
objetivos deseados”[2]
Este particular problema se puede apreciar 
claramente en diferentes escenarios en el 
mundo, por lo que es objeto de estudio por 
parte de grupos de investigación, para opti-
mizar los resultados y lograr soluciones au-
tomatizadas de alta calidad. En los diversos 
sectores donde se puede ver la problemática 
de la asignación de recursos y la calendariza-
ción se encuentran: los deportes, empresas, 
transporte aéreo, educación, entre otros; de 
tal manera que la serie de congresos interna-
cionales PATAT2 determina las grandes aé-
reas de estudio de investigación actualmente, 
al igual que su coorganizador el grupo de in-
vestigación ASAP [3] da a conocer algunos 
tipos de timetabling, los más conocidos:
• Transport Timetabling: aquí se encuen-
tran las diferentes problemáticas en la 
asignación de rutas de los conductores 
de buses de transporte público o priva-
do, trenes (por ej., [6, 12]) y/o aviones 
(conocido como Airline Schedule en [7]); 
además con la programación y previ-
sibilidad de horarios de salida y la op-
timización de operaciones de llegada 
principalmente en aeropuertos, donde 
los controladores de las pistas de aterri-
zaje de aeropuertos modernos, se reali-
zan de manera manual y requieren de un 
alto grado de precisión en poco instantes 
de tiempo.
• Sports Timetabling: (también conocido 
como Sports scheduling, en [3]). En esta 
interesante variante del problema men-
cionado, los deportes en especial el fut-
bol, cuenta con una característica como 
son los diferentes tipos de enfrentamien-
tos entre equipos, ya sea de uno contra 
uno, ida y vuelta, o torneos de todos con-
tra todos; los cuales requieren un tipo 
de programación de encuentros distinta, 
otra inconveniente por ejemplo, en épo-
cas de Navidad y Año nuevo se realizan 
encuentros muy seguidos, y los simpa-
tizantes deben desplazarse por largas 
distancias, lo cual requiere otro tipo de 
optimización que beneficie al espectácu-
lo, taquillas, transmisión por cable, etc. 
Un ejemplo se puede ver en [5].
• Employee Timetabling and Rostering: 
primordialmente esta modalidad trata de 
los turnos particularmente en el sector de 
la salud (Nurse Rostering en [9]), puesto 
2 Practice and Theory of Automated Timetabling – (Se-
rie de Congresos Internacionales) http://www.pa-
tat2012.com/index.html
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que, enfermeras y médicos deben cum-
plir diferentes turnos de trabajo, se deben 
equilibrar las cargas de trabajo, teniendo 
en cuenta restricciones duras y blandas, 
tales como, exigencia mínima de enfer-
meras, días de descanso, etc. [9]. También 
algunas empresas, imparten horarios de 
trabajo a sus empleados, por lo tanto, en 
turnos y/o horarios, se deben tener en 
cuenta distintas restricciones, en [10] en-
contramos algunas como: límite máximo 
de horas o turnos, existencia de interrup-
ciones, existencia de trabajadores tempo-
rales y de tiempo completo, periodos de 
planificación, disponibilidad y preferen-
cias del trabajador, entre otras. (Véase un 
ejemplo de un Call Center en [8]).
• Educational Timetabling: en el ámbito 
educativo, los principales problemas son 
los de programación de horarios tanto en 
colegios (School Timetabling) como en 
universidades (University or Course Ti-
metabling), este tipo de programación de 
materias es subdividida por Cabezas J. 
[4] en “EB-CTT”3 y “CB-CTT”4 ; todos los 
anteriores requieren una eficiente asig-
nación de recursos respetando instan-
tes de tiempo establecidos, esto implica 
una serie de restricciones y preferencias 
derivadas de personas, instituciones, re-
glamentos u otras. Este tipo de progra-
mación tiene una gran complejidad, por 
la cantidad de variables y limitaciones, 
de tal manera que existe un espacio para 
la investigación y el desarrollo [3].
Otro campo subsecuente de la educación 
tiene que ver con la carga de exámenes y 
su calendarización (Exam o Examination 
Timetabling).
3 Enrollment-Based Course Timetabling – (Calendariza-
ción por Materias Basado en Inscripciones)
4 Curriculum-Based Course Timetabling – (Calendari-
zación por Materias Basado en Plan de Estudios)
Generalmente, para problemas en la educa-
ción, se manejan dos tipos de restricciones, 
Larrosa [11] las describe:
• Restricciones Duras (Obligatorias): son 
condiciones de obligatorio cumplimien-
to, de tal manera que la violación a al-
guna origina un horario no valido. Son 
espaciales (p. ej.: la cantidad de estudian-
tes no debe superar la capacidad de un 
aula) o temporales (p. ej.: un docente no 
debe tener asignado dos o más cursos en 
un mismo bloque de tiempo), de esta ma-
nera se dice que toda restricción dura se 
debe satisfacer.
• Restricciones Blandas (Deseadas): son 
restricciones que denotan preferencias 
del usuario, se busca que se cumplan en 
la medida de lo posible (p. ej.: no se de-
sea que un profesor se traslade a dife-
rentes aulas cuando se tiene una clase de 
dos periodos consecutivos). La violación 
de alguna de estas seguirá ocasionando 
un horario factible, pero no de la calidad 
deseada.
3. Complejidad computacional
En la búsqueda de soluciones a una gran 
cantidad de problemas en el área de la com-
putación, se notó que hay algunos más difíci-
les de resolver que otros, teniendo en cuenta 
principalmente el tiempo de procesamiento 
y la cantidad de espacio en memoria que se 
requiere para resolver el problema, sabiendo 
esto, la complejidad del problema se puede 
clasificar en 3 tipos principales: P, NP y NP-
COMPLETOS. [33]
• Problemas P: los problemas de tipo P son 
aquellos que son solucionables en tiem-
po polinomial, es decir problemas sen-
cillos que se pueden resolver fácilmente 
de forma práctica tales como multiplica-
ciones, funciones lineales, cuadráticas, 
etc. Todo problema que se encuentra en 
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P hace parte de los problemas situados 
en NP [33].
• Problemas NP: los problemas de tipo 
NP tienen un concepto similar al de los 
problemas P, ya que son resueltos en un 
tiempo polinomial, la diferencia es que 
son problemas NO DETERMINISTICOS, 
es decir, suelen ser resueltos mediante el 
uso de una maquina de turing no deter-
minista, con esto se dice que no se sabe 
cuál es el resultado que se va a dar, y el 
tiempo de procesamiento depende de la 
cantidad de datos de entrada. Este tipo 
de problema contiene los problemas que 
también son contenidos dentro de las 
otras clases (P, NP-c).
Se dice que contiene los problemas P, 
porque es posible la aplicación de un al-
goritmo polinomio que compruebe que 
la solución dada es válida o no, entonces, 
en P los problemas se resuelven en tiem-
po polinómico y en NP los problemas se 
comprueban en tiempo polinómico.
Principalmente esta clase abarca proble-
mas de búsqueda y optimización como la 
utilización de grafos [34].
• Problemas NP-Completos: los proble-
mas NP-COMPLETOS, son también 
problemas NP, es decir, los problemas 
NP pueden ser reducidos a problemas 
NP-COMPLETOS, y el tiempo compu-
tacional requerido aumenta exponen-
cialmente con el tamaño que tenga el 
problema [35]. Como se dijo antes NP 
abarca el conjunto completo de proble-
mas (figura 1), entonces se puede decir 
que los problemas NP-COMPLETOS son 
los más difíciles de resolver dentro del 
conjunto NP, y no están presentes dentro 
de los problemas P.
Figura 1. Complejidad Computacional
Fuente: elaboración propia.
Los problemas NP-COMPLETOS podrían 
parecer tan complejos que algunos dirían 
que son intratables, pero en realidad no se ha 
podido comprobar esto.
También se puede decir que este tipo de pro-
blemas son equivalentes entre sí. Si existe 
una solución para un problema NP-COM-
PLETO, entonces existe para cualquier pro-
blema de este tipo, y si por el contrario se 
comprobara que un problema NP-COMPLE-
TO no tiene solución, entonces ninguno la 
tendría [34].
Para el caso específico del problema de es-
tudio Timetabling, la gran mayoría de auto-
res coinciden que está ubicado en la clase de 
problemas NP-COMPLETOS [33] [35] [36], 
por su gran dificultad de resolución.
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4. Solucion al problema del 
Timetabling
4.1. Técnicas tradicionales
Son métodos que recorren todo el espacio de 
búsqueda, por tanto se dice que encuentran 
todas las soluciones al problema, se les con-
sidera como algoritmos completos. Sin em-
bargo estos métodos, dependen del número 
de variables que intervienen en el problema 
[13].
En este Grupo se encuentran: Programación 
Lineal, Programación entera, backtracking, 
entre otras.
4.2. Técnicas no tradicionales
En contraste a las anteriores, estas no en-
cuentran todas las posibles soluciones a un 
problema, solo acotan o reducen el espacio 
de búsqueda, por lo tanto se dice que son 
métodos incompletos [15].
Dentro de este grupo están: Recocido Si-
mulado (SimulatedAnnealing), Algoritmos 
Evolutivos (EvolutionaryAlgorithms), bús-
queda tabú (TabuSearch), algoritmos voraces 
(GRASP), redes neuronales (Neuronal Net-
works), entre otras. Este tipo de métodos son 
conocidas como “metaheurísticos”, miremos 
en detalle algunas técnicas más usadas:
• Templado o recocido Simulado (Simu-
latedAnnealing): el recocido simulado 
o “SimulatedAnnealing” en ingles, fue 
propuesto y estudiado en primera ins-
tancia por Metrópolis en el año de 1953 
[23]. Es un método heurístico que tiene 
más relación con la termodinámica (si-
milar al proceso de enfriamiento del me-
tal), que con la optimización. Como es 
una variante de la búsqueda local, puede 
quedar atrapado prematuramente en un 
óptimo local [16]. En cada iteración una 
vecindad es generada (Un horario fac-
tible se modifica ligeramente de forma 
aleatoria para crear uno nuevo también 
factible). Este vecino es aceptado como 
el actual horario si se considera que tie-
ne baja penalidad. Por el contrario, si este 
nuevo vecino presenta alta penalidad, se 
considera para ser aceptada como la ac-
tual solución, es decir, como un calenda-
rio (horario) acorde a una probabilidad 
relacionada con un parámetro de control 
denominado temperatura.
“Las soluciones obtenidas por estas es-
trategias descendentes, dependen fuer-
temente de las soluciones iniciales 
consideradas” [18]. A mayor temperatu-
ra, mayor probabilidad de aceptación de 
soluciones peores, de tal manera que el 
algoritmo acepta soluciones mucho peo-
res al principio de la ejecución (explora-
ción) pero no al final (explotación).
“Finalmente, cuando la temperatura es 
tan baja que ningún cambio se acepta, el 
algoritmo se detiene con el objeto inicial 
profundamente alterado, de hecho con el 
objeto que probablemente pueda encon-
trarse para la propiedad de interés. Esta 
situación inicial es el cero absoluto del 
objeto respecto a la propiedad” [17].
Gómez en [18] comenta que las principa-
les desventajas se presentan por el tiem-
po computacional y la dificultad para 
ajustar adecuadamente los parámetros 
que controlan el algoritmo.
• Aplicaciones en Timetabling: se pueden 
ver en [24] y [25].
• Búsqueda Tabú (TabuSearch): la meta 
heurística búsqueda Tabú es introducida 
y desarrollada por Fred Glover en 1986 
[19]. Este método está diseñado para sa-
lir del óptimo local, “La filosofía de esta 
técnica es la creencia de que la elección 
de una mala estrategia sistemática de 
búsqueda es mejor que una buena elegi-
da al azar” [4].
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Su funcionamiento se ve expuesto en [26]
de la siguiente manera: “Una búsque-
da con lista tabú o TabooSearch consis-
te en partir de un candidato al azar (o 
generado con alguna otra heurística) y 
modificarlo progresivamente (median-
te un segundo algoritmo) hasta que no 
sea posible obtener mejoras haciendo esa 
modificación”.
La principal característica de la búsque-
da tabú, utiliza una memoria flexible por 
medio de estructuras simples, de tal ma-
nera que dirige la búsqueda de acuerdo a 
la historia que lleva, es así como el esca-
pe de óptimos locales se realiza de mane-
ra sistemática y no aleatoria.
“…desde el punto de vista de la Búsque-
da Tabú, la memoria flexible envuelve el 
proceso dual de crear y explotar estructu-
ras para tomar ventaja mediante la com-
binación de actividades de adquisición, 
evaluación y mejoramiento de la infor-
mación de manera histórica…” Glover y 
Laguna [14].
Restrepo y Velásquez [20] expresan que la 
memoria es representada mediante una 
lista tabú, la cual contiene para la mejo-
res soluciones o en su defecto, los mo-
vimientos realizados para obtener dicha 
solución, de esa forma no serán tenidos 
en cuenta en futuras iteraciones, lo que 
beneficia a tener un reducido número de 
soluciones elegibles. Para el problema 
específico del Timetabling la búsqueda 
tabú existen implementaciones como en 
[27] y [28]. 
• Colonia de Hormigas (AntColony): una 
de las metas-heurísticas más empleadas 
recientemente para enfrentar problemas 
de optimización, desde su inicio por Do-
rigo, Maniezzo y Colorni en la primera 
mitad de la década de los 90’ [21].
Cada hormiga en la colonia realiza ini-
cialmente trayectorias aleatorias en bús-
queda de su alimento, al hallarlo estudia 
la cantidad y la calidad según Gómez 
[18] y regresa a su colonia depositando 
una feromona, que permitirá a otras hor-
migas seguir el rastro reforzando la in-
tensidad de la feromona y evitando su 
evaporación, de manera análoga con los 
problemas de optimización el concepto 
de evaporación de la feromona es utiliza-
do para evitar que el algoritmo converja 
a un óptimo local. [20] En contraste si no 
existiese la evaporación de la feromona, 
cualquier trayectoria seria igual de atrac-
tiva para las hormigas lo que se tradu-
ciría en una exploración muy amplia de 
soluciones.
En general, lo que se pretendió y se pre-
tende aun con el método de la colonia de 
hormigas se expone en [18] de la siguien-
te manera:
 – “La idea primordial al poner en 
práctica la Metodología de Colonia 
de Hormigas es intentar obtener una 
alta organización y distribución en-
tre las hormigas artificiales para uti-
lizarlas en la administración de la 
población de agentes artificiales, ob-
teniendo como resultado las mejora 
en la solución de problemas de opti-
mización combinatoria.”
 – Algunas aplicaciones en Timeta-
bling[18] y [29].
• GRASP (Greedy Randomize Adaptive 
Search Procedure): esta surgió en 1989 
gracias a Feo y Resende, y según su autor 
fue desarrollada para resolver problemas 
difíciles en el campo de la optimización 
combinatoria [30]. Esta metodología se 
desarrolla mediante un proceso iterati-
vo, dividido en dos fases principales, la 
fase de construcción y la fase de mejora-
miento, explicado en [31] de la siguien-
te manera:
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 – En la fase de construcción, entra la 
función greedy o miope, que deter-
mina el añadido de un elemento a 
una solución parcial, es si, la función 
miope consiste en elegir el mejor ca-
mino o la mejor opción para un ele-
mento, y luego de que el elemento es 
añadido a la solución parcial, se re 
calculan los valores de la función, lo 
cual hace que este procedimiento sea 
adaptativo.
 – Pero en realidad no se garantiza una 
solución óptima y es acá donde entra 
a trabajar la fase de mejoramiento, es 
por ello que en la fase anterior se ha-
bla de una solución parcial y no final.
 – En esta segunda fase lo que se reali-
za, es un procedimiento de búsque-
da, que a partir de la solución parcial 
dada, busca una solución mejor.
 – Podemos encontrar algunas imple-
mentaciones para el problema de 
Timetabling aplicando esta metodo-
logía en [27] y [32].
• Algoritmos Genéticos (GeneticsAlgo-
rithms): Cabezas [4] hace referencia a 
Díaz [22] para presentar este método 
meta-heurístico:
 – Definición (Algoritmo Genético, se-
gún Díaz [22]). Un algoritmo Gené-
tico es una estructura de control que 
organiza o dirige un conjunto de 
transformaciones y operaciones di-
señadas para simular los procesos de 
evolución.
Estos algoritmos están inspirados 
en la teoría de evolución de Darwin 
en1859 (evolución por selección na-
tural), donde los individuos con 
mas aptitudes para sobrevivir y de-
jar un mayor número de descendien-
tes, son los más favorecidos (aptos) 
y transmiten a sus hijos los caracte-
res favorables de manera hereditaria.
El funcionamiento de un AG (sigla 
que se utilizara para referirse a Al-
goritmo Genético), parte de crear 
un cromosoma o cadena de infor-
mación, conocida como genotipo, la 
cual establece la relación entre un 
conjunto de soluciones de un proble-
ma (fenotipo) y el conjunto de indi-
viduos de una población inicial.
Varios individuos se agrupan for-
mado una población, aquellos que 
mejor se adapten son los que tie-
nen mayor probabilidad sobrevivir y 
reproducirse
Los nuevos cromosomas se formaran 
seleccionando algunos individuos, 
utilizando operadores genéticos de 
cruzamiento y mutación y serán eva-
luados en cada nueva iteración (ge-
neración) mediante una medida de 
aptitud, originándose así, una nueva 
descendencia.
4.3. Comparación de técnicas 
metaheurísticas para resolver 
el problema del timetabling
De acuerdo a las técnicas meta-heurísticas 
propuestas anteriormente, se ha diseñado la 
tabla 1 para mostrar características de cada 
método expuesto.
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Tabla 1. Características de las técnicas  
meta-heurísticas estudiadas
Meta-Heurística Características
Grasp
• 1989
• Adaptativa de acuerdo a las condiciones del problema
• Metodología de las más recientes
• Requiere alto tiempo para hallar solución
• Búsqueda aleatoria
• Dificultad de adecuar los parámetros
Soluciones que maneja: 1
Búsqueda Tabú
• 1986
• Requiere solución inicial
• Más complejo de implementar
• Buenos resultados en poco tiempo
• No garantiza optimalidad
Soluciones que maneja: 1
Recocido 
simulado
• 1983
• Facilidad de implementación
• Complejo para problemas muy grandes
• No garantiza optimalidad
• Facilidad para combinar con otras técnicas heurísticas, para obtener sistemas 
híbridos
• Dependiendo de los parámetros elegidos, las soluciones que se van encontrando 
pueden ser poco estables.
Soluciones que maneja: 1
Colonia de 
hormigas
• 1996
• La más novedosa
• Tiempo para encontrar solución de calidad es alto
• Ofrece buenas soluciones 
• No garantiza optimalidad
Soluciones que maneja: N, determinadas por la naturaleza del problema.
Continúa
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Meta-Heurística Características
Algoritmos 
genéticos
• 1975
• Método más antiguo de los estudiados en este articulo
• Implementación relativamente simple
• No necesitan conocimientos específicos sobre el problema a resolver.
• Altamente estudiados
• Utilizan operadores probabilísticos (otras técnicas utilizan determinanticos), sin em-
bargo recorren el espacio de soluciones en forma “más inteligentes” que la búsque-
da aleatoria.
• Mucha información y soporte
• Útiles en casos donde no es necesario obtener una solución óptima al problema, sino 
que una buena solución aproximada sería suficiente.
• Utilizan una población de soluciones, siendo menos sensibles a quedar atrapadas en 
óptimos locales que las técnicas que utilizan una solución única.
Soluciones que maneja: N, determinadas por la naturaleza del problema.
Fuente: elaboración propia.
En [33] se realizó un estudio comparativo en-
tre las técnicas meta-heurísticas de Recocido 
Simulado, Búsqueda Tabú, Algoritmos Ge-
néticos y Algoritmos Meméticos, teniendo 
en cuenta una serie de características como 
simplicidad, efectividad, adaptabilidad, au-
tonomía, ente otras, a las cuales se les dio un 
puntaje entre 0 y 1, siendo 0 el puntaje más 
bajo y 1 el puntaje más alto. De esta compara-
ción se dedujo que el uso de Algoritmos Ge-
néticos es el más óptimo en comparación con 
los otros ubicados en este estudio.
En la tabla 2 se muestra de manera resumida 
el estudio elaborado por [33].
Tabla 2. Calificación de metaheurísticas
Características Alg. Memét Alg. Gen Búsqueda tabú Rec. Simul.
Simplicidad 0.5 1 0.75 0.75
Independencia 1 1 1 1
Coherencia 0.75 1 0.75 1
Efectividad 1 1 1 0.75
Eficacia 0.75 0.75 0.75 0.5
Eficiencia 1 1 0.75 0.5
Generalidad 0.5 0.75 1 1
Continúa
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Características Alg. Memét Alg. Gen Búsqueda tabú Rec. Simul.
Adaptabilidad 1 1 1 0.75
Robustez 0.75 0.75 0.75 0.75
Interactividad 0.75 0.75 0.75 0.75
Diversidad 1 1 0.5 0.5
Autonomía 1 1 1 1
Puntaje Final 10 11 10 9.25
Fuente: elaboración propia.
5. Algoritmos genéticos
En [33], describen el proceso básico de un AG, la codificación del cromosoma, operadores ge-
néticos y parámetros de configuración. El funcionamiento del mismo se muestra en la figura 2.
Figura 2. Funcionamiento de un algoritmo genético
Fuente: elaboración propia.
270270
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I. [Inicio] se genera la población aleatoria de 
n cromosomas (soluciones posibles para el 
problema).
II. [Aptitud] se evalúa la aptitud f (x) de cada 
cromosoma x de la población.
III. [Prueba] si la condición de término está 
satisfecha, se para el algoritmo, se devuelve 
la mejor solución de la población actual y se 
va al paso 7.
IV. [Nueva población] se crea una nueva po-
blación repitiendo los siguientes pasos, hasta 
que se cumpla la condición de parada.
a) [Selección] se selecciona dos cromosomas 
padres, de una población, según su apti-
tud (cuanto mejor es la aptitud, mayor es 
la probabilidad de ser seleccionado).
b) [Emparejamiento] con una probabili-
dad de emparejamiento, los padres se 
emparejan para formar a un nuevo des-
cendiente (hijos). Si no se realiza empa-
rejamiento alguno, el descendiente es la 
copia exacta de los padres.
c) [Mutación] con una probabilidad de mu-
tación, el nuevo descendiente muta (en 
alguna posición de su cromosoma).
V. [Sustituir] la nueva población generada es 
aplicada para otra iteración del algoritmo.
VI. [Bucle] se va al paso 2.
VII. Fin del algoritmo.
5.1. Codificación del genotipo
Como se ha señalado los AG están compues-
tos de una población, que contiene diversos 
individuos (cromosomas), estos están con-
formados por un número determinado de 
genes.
Figura 3. Individuo Binario de un AG
Fuente: elaboración propia.
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En la Figura 3, se observa que un gen con-
tiene una información valiosa para solu-
ción de problema, esta información debe 
manejar una codificación, generalmente es 
binaria, sin embargo dependiendo de la na-
turaleza del problema se determina cual se 
implementará.
Naupari y Rosales [33], dan a conocer dos (2) 
tipos de codificación utilizadas en los algorit-
mos genéticos:
• • Codificación Indirecta: en este tipo 
de codificación se halla la binaria, repre-
sentada por cadenas de “1” y “0”; es la 
más común, por ventajas de cómputo y 
de programación.
• • Codificación Directa: en contraste 
con la anterior, aquí se sitúan las cade-
nas de números reales, principalmente 
genes compuestos por números enteros 
o decimales.
En la codificación directa, también se tienen 
a las cadenas de letras alfabéticas.
5.2. Operadores genéticos
Consisten en los métodos que se pueden eje-
cutar sobre una población, son 4:
• Selección: proceso que escoge los miem-
bros de la población que serán utilizados 
en la reproducción (padres). Se eligen los 
más aptos. Existen varios métodos de se-
lección la más conocida es la rueda de ru-
leta (Roulette Wheel); en [32, 36] dan a 
conocer algunos como: elitista, por Esta-
do Estacionario, por torneo, escalada, en-
tre otras.
• Reproducción, Emparejamiento o Cruce 
(Crossover): Consiste de alguna manera 
los cromosomas de dos padres, para for-
mar dos descendientes (hijos).
• Algunas variaciones son: cruce de n pun-
tos, uniforme, segmentada, aritmético, 
etc.[32,36]
• Mutación: es encargada de modificar 
uno o más genes del descendiente, para 
buscar un factor de diversificación. Se 
realiza de manera aleatoria, siguiendo a 
la probabilidad de mutación establecida. 
Según [33] existen algunas técnicas, algu-
nas como: mutación de bit, de gen, multi-
bit, multigen, de intercambio.
• Reemplazo o Sustitución: es el método 
por el cual se insertan los hijos en la po-
blación; por ejemplo, mediante la elimi-
nación del individuo más débil o al azar. 
[33]
5.3. Parámetros de un AG
Estos parámetros deben ser establecidos para 
cada ejecución que se haga, según [33.37] 
definen:
5.3.1. Tamaño de la Población
Este parámetro es muy importante determi-
narlo, dependiendo del problema y las va-
riables a manejar, estamos tratando de la 
cantidad de individuos que conformara la 
población en el trascurso de la ejecución. De 
tal manera, que para un número insuficiente 
de cromosomas, el AG tiene pocas posibili-
dades de diversidad, lo que afecta la repro-
ducción y realizará una búsqueda escaza y 
poco optima. Por otro lado, si la población es 
excesiva, el algoritmo genético será excesiva-
mente lento [37].
5.3.2. Probabilidad o porcentaje de 
cruce (crossover)
Determina con qué frecuencia se cruzan los 
individuos; si es 0% los hijos serán como los 
padres y solo se afectaran por la mutación. 
Si este es 100% todos los nuevos individuos 
son creados mediante reproducción de los 
padres de la generación previa.
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Cuanto más se emparejen los individuos, se 
supone que los hijos serán mejores; sin em-
bargo, se recomienda por la naturaleza de 
un AG, que algunos individuos pasen a la si-
guiente generación sin modificarse [33].
5.3.3. Probabilidad o porcentaje de 
mutación
Indica la probabilidad en qué deben ser mu-
tados los individuos; si es 0% los descen-
dientes son los mismos que había tras la 
reproducción. En caso de que haya muta-
ciones, parte del cromosoma descendiente 
se modifica; si es de 100%, la totalidad del 
cromosoma se cambia. [37]. La mutación tra-
ta de impedir que la búsqueda caiga en óp-
timos locales, por eso es conveniente que 
ocurra de vez en cuando; por el contrario, si 
ocurre continuamente, se convierte en una 
búsqueda aleatoria [33].
6. Conclusiones
En conclusión se puede observar que el pro-
blema de Timetabling abarca gran variedad 
de ramas de estudio, incluyendo el caso del 
SchoolTimetabling, pero así como es bastan-
te estudiado, también posee una gran com-
plejidad, hasta el punto de pertenecer al tipo 
de problemas NP-Completos, y es precisa-
mente esto lo que lleva a profundizar en el 
mismo y dar una solución a este problema.
Teniendo en cuenta todo lo expuesto en este 
articulo, se puede concluir también que el 
uso de los Algoritmos Genéticos con sus 
pros y contras, es la mejor opción para el de-
sarrollo de la solución al problema propues-
to de SchoolTimetabling, por su facilidad de 
uso y la diversidad de soluciones que pue-
de generar.
A pesar de que los Algoritmos Genéticos 
son un método bastante antiguo, así mismo 
existe bastante documentación que sopor-
ta el uso de este método, además que gran 
parte de este soporte esta guiado hacia el 
problema de SchoolTimetabling a resolver. 
También, como se puede ver en la tabla pro-
puesta por [33] es el método en general más 
versátil y que puede ofrecer más caracterís-
ticas positivas para el desarrollo. Así como 
también ofrece grandes facilidades a la hora 
de la implementación.
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