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ON GEOMETRIC REALIZATIONS OF QUANTUM MODIFIED
ALGEBRAS AND THEIR CANONICAL BASES, II
YIQIANG LI
Abstract. We prove part of the conjectures in [Li10a]. We also relate the construction of
quantum modified algebras in [Li10a] with the functorial construction in [ZH08].
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1. Introduction
In [Li10a], we propose a geometric construction of quantum modified algebras U˙ (or rather
their quotients) and their canonical bases. The construction involves certain localized equi-
variant derived categories of double framed representation varieties associated to a quiver.
The convolution product is defined by using the left adjoints of the localization functors, the
general direct image functors with compact support and the general inverse image functors.
In this paper, we show that the complexes Iµ, E
(n)
µ,µ−nαi and F
(n)
µ,µ+nαi defined in [Li10a]
satisfy the defining relations of the quantum modified algebras. We then show that the
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monomials formed by these complexes are bounded, which is not clear from the definition.
Finally, we show that the construction in [Li10a] and the functorial construction in [ZH08]
are compatible, in the sense that there is a functor from the category of complexes in [Li10a]
to the category of functors in [ZH08] respecting the convolution products. If the conjectures
in [Li10a] hold, this functor gives rise to the positivity property of the structure constants of
the action of the canonical basis elements of U˙ on the canonical basis elements of the tensor
product of the irreducible integrable highest weight representations of U˙.
1.1. Notation. Let Γ = (I,H,′ ,′′ ,¯ ) be a loop-free graph. It corresponds to a symmetric
Cartan datum. Fix a root datum (X,Y, (, )) of this Cartan datum and the roots {αi|i ∈ I}
in X and the coroots {αˇi|i ∈ I} in Y. It satisfies that (αˇi, αi) = 2 and (αˇi, αj) = −#{h ∈
H|h′ = i, h′′ = j} for any i 6= j ∈ I. The set X+ of dominant integral weights are the
collections of elements λ ∈ X such that (αˇi, λ) ∈ N for any i ∈ I.
Throughout this paper, we fix an algebraically closed field k of characteristic p, a dominant
weight λ, an element d =
∑
dii ∈ N[I], and an I-graded vector space D over k such that
(αˇi, λ) = di = dimDi for any i ∈ I.
Let l be a prime number different from p and Q¯l an algebraic closure of the field of l-adic
numbers. We shall refer to [BBD82], [FK88], [KW01], [BL94], [LMB00], [KS90], [LO08a]-
[LO09], [S08] and [WW09] for the definitions of the derived category D(X) of complexes
of Q¯l-constructible sheaves on the variety X and the equivariant derived category DG(X)
of X if the linear algebraic group G acts on X . The full subcategories of bounded and
bounded below complexes will be denoted by the same notation with a superscript b and −,
respectively.
If two complexes K1 and K2 are isomorphic, we simply write K1 = K2.
We shall use the notations in [Li10a] for Grothendieck’s six operations. In particular, we
write f∗, f
∗, f! and f
!, respectively, for the functors Rf∗, Lf
∗, Rf! and Rf
! between D(X)
and D(Y ) if f : Y → X is a morphism of varieties. More generally, if the linear algebraic
groups G and G′ = G×G1 act on X and Y , respectively, such that f : Y → X is compatible
with the group actions, i.e., f((g, g1).y) = g.f(y), for any (g, g1) ∈ G′ and y ∈ Y , the
operators Rf∗, Rf
∗, Lf! and Rf
! between DG(X) and DG′(Y ) in [LO08b] will be denoted
by Qf∗, Qf
∗, Qf! and Qf
!, respectively. If G1 is trivial, we use the notations f∗, f
∗, f! and
f !, instead of Qf∗, Qf
∗, Qf! and Qf
!.
The constant sheaf on X will be denoted by Q¯l,X , whether or not G-equivariant.
1.2. Quiver variety. Fix an orientation Ω of Γ, i.e., Ω is a subset ofH such that Ω⊔Ω¯ = H .
To any I-graded vector space V over the field k, attached the framed representation variety
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of the quiver (Γ,Ω):
EΩ(D, V ) = ⊕h∈ΩHom(Vh′, Vh′′)⊕⊕i∈IHom(Vi, Di).
Elements in EΩ(D, V ) will be denoted by X = (x, q) where x and q are in the first and
second components, respectively.
Let GV =
∏
i∈I GL(Vi) be the product of general linear group GL(Vi). The group GD×GV
acts on EΩ(D, V ) by conjugation:
(f, g).(x, q) = (x′, q′), where x′h = gh′′xhg
−1
h′ , q
′
i = fiqig
−1
i , ∀h ∈ Ω, i ∈ I,
for any (f, g) ∈ GD ×GV , and (x, q) ∈ EΩ(D, V ). To each i ∈ I, we set
X(i) = qi +
∑
h∈Ω:h′=i
xh : Vi → Di ⊕
⊕
h∈Ω:h′=i
Vh′′ .
To any pair (V 1, V 2) of I-graded vector spaces, we set
EΩ ≡ EΩ(D, V
1, V 2) = EΩ(D, V
1)⊕ EΩ(D, V
2).
The groupG = GD×GV 1×GV 2 acts on EΩ by (f, g
1, g2).(X1, X2) = ((f, g1).X1, (f, g2).X2),
for any (f, g1, g2) ∈ G, (X1, X2) ∈ EΩ.
Similarly, to a triple (V 1, V 2, V 3) of I-graded vector spaces, we set
EΩ(D, V
1, V 2, V 3) = EΩ(D, V
1)⊕ EΩ(D, V
2)⊕EΩ(D, V
3).
The group H = GD ×GV 1 ×GV 2 ×GV 3 acts on EΩ(D, V
1, V 2, V 3) by
(f, g1, g2, g3).(X1, X2, X3) = ((f, g1).X1, (f, g2).X2, (f, g3).X3),
for any (f, g1, g2, g3) ∈ H, (X1, X2, X3) ∈ EΩ(D, V 1, V 2, V 3).
1.3. Fourier-Deligne transform. Let Ω′ be another orientation of the graph Γ. The var-
ious varieties defined in 1.2 can be defined with respect to Ω′ and Ω ∪ Ω′. Define a pairing
ui : EΩ∪Ω′(D, V
i)→ k by ui(X i) =
∑
h∈Ω\Ω′ tr(x
i
hx
i
h¯
) for any X i ∈ EΩ∪Ω′(D, V i) where tr(−)
is the trace of the endomorphism in the parenthesis. Fix a non-trivial character χ from the
field Fp of p elements to Q¯
∗
l := Q¯l\{0}. Denote by Lχ the local system on k corresponding
to χ. Let
(1) Li = u
∗
iLχ.
Let uij : EΩ∪Ω′(D, V
i, V j) → k be the pairing defined by uij(X i, Xj) = −ui(X i) + uj(Xj)
for any (X i, Xj) ∈ EΩ∪Ω′(D, V i, V j). We set
(2) Lij = u
∗
ijLχ.
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Consider the diagram
EΩ(D, V
i, V j)
mij
←−−− EΩ∪Ω′(D, V i, V j)
m′ij
−−−→ EΩ′(D, V i, V j),
where the morphisms are obvious projections. The Fourier-Deligne transform
(3) ΦΩ
′
Ω : D
b
G(EΩ(D, V
i, V j))→ DbG(EΩ′(D, V
i, V j))
is defined to be ΦΩ
′
Ω (K) = m
′
ij!(m
∗
ij(K)⊗Lij)[rij], where rij is the rank of the vector bundle
EΩ → EΩ∩Ω′ and DbG(EΩ) is the G-equivariant derived category of EΩ (see [Li10a], [BL94]).
Note that rij =
∑
h∈Ω\Ω′ dimV
i
h′ dimV
i
h′′ + dim V
j
h′ dim V
j
h′′.
1.4. Localization. To each i ∈ I, we fix an orientation Ωi of the graph Γ such that i is
a source, i.e., if i ∈ {h′, h′′} then h′ = i for any h ∈ Ωi. Let Fi be the G-invariant closed
subvariety of EΩi consisting of all elements (X
1, X2) such that either X1(i) or X2(i) is not
injective. Let Ui be its G-invariant complement.
The full subcategory Ni of the category DbG(EΩ) has objects K ∈ D
b
G(EΩ) satisfying that
the support of the complex ΦΩiΩ (K) is contained in the subvariety Fi. Let N be the thick
subcategory of DbG(EΩ) generated by Ni for all i ∈ I. We define
D
b
G(EΩ) = D
b
G(EΩ)/N
to be the localization of DbG(EΩ) with respect to the thick subcategory N and
Q : DbG(EΩ)→ D
b
G(EΩ)
the localization functor. See [V76] and [Li10a] for the details of the localization. The
localization functor Q admits a fully faithful right and left adjoint Q∗ and Q!, respectively,
as was shown in [Li10a].
Let Ω′ be another orientation. Let NΩ′ be the thick subcategory defined in the same way
as N . One has, by definition, ΦΩ
′
Ω (N ) = NΩ′, where Φ
Ω′
Ω is defined in (3). So we have an
equivalence, induced by ΦΩ
′
Ω ,
ΦΩ
′
Ω : D
b
G(EΩ)→ D
b
G(EΩ′).(4)
Similarly, one can define the category DbGD×GV (EΩ(D, V )), D
b
H(EΩ(D, V
1, V 2, V 3)) and
the equivalence of categories ΦΩ
′
Ω : D
b
GD×GV
(EΩ(D, V ))→ DbGD×GV (EΩ′(D, V )) and
ΦΩ
′
Ω : D
b
H(EΩ(D, V
1, V 2, V 3))→ DbH(EΩ′(D, V
1, V 2, V 3)).
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1.5. Convolution product. Let
pij : EΩ(D, V
1, V 2, V 3)→ EΩ(D, V
i, V j),
denote the projection to the (i, j)-components. The groups H and G in section 1.2 act on
the spaces EΩ’s, and it is clear that pij is compatible with the group actions. So we have a
morphism of algebraic stacks:
Qpij : [H\EΩ(D, V
1, V 2, V 3)]→ [G\EΩ(D, V
i, V j)].
From [LMB00], [LO08a]-[LO09], we have the following functors:
Qp∗ij : D
b
G(EΩ(D, V
i, V j))→ DbH(EΩ(D, V
1, V 2, V 3));
(Qpij)! : D
−
H(EΩ(D, V
1, V 2, V 3))→ D−G(EΩ(D, V
i, V j)).
(5)
We set
P ∗ij = Q ◦Qp
∗
ij ◦Q! : D
b
G(EΩ(D, V
i, V j))→ DbH(EΩ(D, V
1, V 2, V 3));
Pij! = Q ◦ (Qpij)! ◦Q! : D
−
H(EΩ(D, V
1, V 2, V 3))→ D−G(EΩ(D, V
i, V j)).
(6)
To any objects K ∈ D−G(EΩ(D, V
1, V 2)) and L ∈ D−G(EΩ(D, V
2, V 3)), associated
(7) K · L = P13!(P
∗
12(K)⊗ P
∗
23(L)) ∈ D
−
G(EΩ(D, V
1, V 3)).
If, in addition, M ∈ D−G(EΩ(D, V
3, V 4)), we have (K ·L) ·M = K · (L ·M), by [Li10a, Prop.
4.10].
Let Ω′ be another orientation of the graph Γ. We can define a similar convolution prod-
uct, denoted by ·Ω′ , on D
−
G(EΩ′(D, V
i, V j))’s. The following proposition shows that the
convolution products are compatible with the Fourier-Deligne transform.
Proposition 1.6. ΦΩ
′
Ω (K ·L) = Φ
Ω′
Ω (K) ·Ω′ Φ
Ω′
Ω (L), for any objects K ∈ D
−
G(EΩ(D, V
1, V 2))
and L ∈ D−G(EΩ(D, V
2, V 3)).
Proof. Due to the fact that m∗13 is a fully faithful functor and that the condition to define the
thick subcategory N on EΩ and EΩ∪Ω′ are the same, one can deduce that ι∗m∗13Q! = 0. From
this fact, the functor ΦΩ
′
Ω : D
−
G(EΩ(D, V
1, V 3))→ D−G(EΩ′(D, V
1, V 3)) can be rewritten as
ΦΩ
′
Ω (K) =M
′
13!(M
∗
13(K)⊗ L13)[r13].
where the notations L13 and r13 are defined in 1.3 and M ′13! and M
∗
13 are obtained from m
′
13!
and m∗13 as in (6). By definition, we have
ΦΩ
′
Ω (K · L) = Φ
Ω′
Ω (P13!(P
∗
12(K)⊗ P
∗
23(L))) = M
′
13!(M
∗
13P13!(P
∗
12(K)⊗ P
∗
23(L))⊗ L13)[r13].
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Consider the following cartesian diagram
EΩ∪Ω′(D, V
1, V 3)× EΩ(D, V
2)
s
−−−→ EΩ∪Ω′(D, V
1, V 3)
r
y m13y
EΩ(D, V
1, V 2, V 3)
p13−−−→ EΩ(D, V 1, V 3).
By an argument similar to [Li10a, (18)], we have M∗13P13! = S!R
∗. So
ΦΩ
′
Ω (K · L) =M
′
13!(S!R
∗(P ∗12(K)⊗ P
∗
23(L))⊗ L13)[r13]
=M ′13!S!(R
∗P ∗12(K)⊗ R
∗P ∗23(L)⊗ S
∗L13)[r13].
(8)
On the other hand, we have
ΦΩ
′
Ω (K) ·Ω′ Φ
Ω′
Ω (L) = P
′
13!((P
′
12)
∗(ΦΩ
′
Ω (K))⊗ (P
′
23)
∗(ΦΩ
′
Ω (L)))
= P ′13!((P
′
12)
∗M ′12!(M
∗
12(K)⊗L12)[r12]⊗ (P
′
23)
∗M ′23!(M
∗
23(L)⊗ L23)[r23]),
where P ′ij! and (P
′
ij)
∗ are obtained from the projections p′ij from EΩ′(D, V
1, V 2, V 3) to
EΩ′(D, V
i, V j), Lij and rij are from 1.3, and the functors M ′ij! and M
∗
ij are obtained from
the projections mij in 1.3 as Pij! and P
∗
ij from pij in (6). Consider the following cartesian
diagrams
EΩ∪Ω′(D, V
1, V 2)× EΩ′(D, V 3)
s′
1−−−→ EΩ′(D, V 1, V 2, V 3)
r′
1
y p′12y
EΩ∪Ω′(D, V
1, V 2)
m′
12−−−→ EΩ′(D, V 1, V 2),
and
EΩ′(D, V
1)× EΩ∪Ω′(D, V 2, V 3)
s′
2−−−→ EΩ′(D, V 1, V 2, V 3)
r′
2
y p′23y
EΩ∪Ω′(D, V
2, V 3)
m′
23−−−→ EΩ′(D, V 2, V 3).
From these cartesian diagrams and similar to [Li10a, (18)], we have (P ′12)
∗M ′12! = S
′
1!(R
′
1)
∗
and (P ′23)
∗M ′23! = S
′
2!(R
′
2)
∗. So
ΦΩ
′
Ω (K) ·Ω′ Φ
Ω′
Ω (L) = P
′
13!(S
′
1!(R
′
1)
∗(M∗12(K)⊗L12)⊗ S
′
2!(R
′
2)
∗(M∗23(L)⊗ L23))[r12 + r23]
= P ′13!(S
′
1!((R
′
1)
∗M∗12(K)⊗ (R
′
1)
∗L12)⊗ S
′
2!((R
′
2)
∗M∗23(L)⊗ (R
′
2)
∗(L23)))[r12 + r23]
= P ′13!S
′
1!((R
′
1)
∗M∗12(K)⊗ (R
′
1)
∗L12 ⊗ (S
′
1)
∗S ′2!((R
′
2)
∗M∗23(L)⊗ (R
′
2)
∗(L23)))[r12 + r23].
We form the following cartesian diagram
EΩ∪Ω′(D, V
1, V 2, V 3)× E2Ω\Ω′(D, V
2)
t′
2−−−→ EΩ∪Ω′(D, V
1, V 2)× EΩ′(D, V
3)
t′
1
y s′1y
EΩ′(D, V
1)× EΩ∪Ω′(D, V 2, V 3)
s′
2−−−→ EΩ′(D, V 1, V 2, V 3).
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This cartesian diagram gives rise to the identity, (S ′1)
∗S ′2! = T
′
2!(T
′
1)
∗. So
ΦΩ
′
Ω (K) ·Ω′ Φ
Ω′
Ω (L) =
= P ′13!S
′
1!((R
′
1)
∗M∗12(K)⊗ (R
′
1)
∗L12 ⊗ T
′
2!(T
′
1)
∗((R′2)
∗M∗23(L)⊗ (R
′
2)
∗(L23)))[r123]
= P ′13!S
′
1!T
′
2!((T
′
2)
∗(R′1)
∗M∗12K ⊗ (T
′
2)
∗(R′1)
∗L12 ⊗ (T
′
1)
∗(R′2)
∗M∗23L⊗ (T
′
1)
∗(R′2)
∗L23)[r123]
= P ′13!S
′
1!T
′
2!((T
′
2)
∗(R′1)
∗M∗12K ⊗ (T
′
1)
∗(R′2)
∗M∗23L⊗ (T
′
2)
∗(R′1)
∗L12 ⊗ (T
′
1)
∗(R′2)
∗L23)[r123].
where r123 = r12 + r23. Let F1 = EΩ∪Ω′(D, V
1, V 3) and
t′3 : F ≡ EΩ∪Ω′(D, V
1, V 2, V 3)× E2Ω\Ω′(D, V
2)→ Z ≡ F1 × EΩ(D, V
2)× E2Ω\Ω′(D, V
2)
be the obvious projection. Note that in the component EΩ∪Ω′(D, V
2), there is a copy of
EΩ\Ω′(D, V
2), denoted by E1Ω(D, V
2). Observe that
p′13s
′
1t
′
2 = wt
′
3, m12r
′
1t
′
2 = y2t
′
3, and m23r
′
2t
′
1 = y1t
′
3,
where w is the projection from Z to EΩ′(D, V
1, V 3), and y1 and y2 are the projections from
Z to EΩ(D, V
2, V 3) (for y1) and EΩ(D, V
1, V 2), respectively. Note that there are two choices
for the projections for each yi, but we choose the unique one such that the above identities
hold. So
ΦΩ
′
Ω (K) ·Ω′ Φ
Ω′
Ω (L) =W!T
′
3!((T
′
3)
∗Y ∗2 K ⊗ (T
′
3)
∗Y ∗1 L⊗ (T
′
2)
∗(R′1)
∗L12 ⊗ (T
′
1)
∗(R′2)
∗L23)[r123]
=W!(Y
∗
2 K ⊗ Y
∗
1 L⊗ T
′
3!((T
′
2)
∗(R′1)
∗L12 ⊗ (T
′
1)
∗(R′2)
∗L23))[r123].
Let F2 = EΩ∪Ω′(D, V
2) × EΩ\Ω′(D, V 2). Thus, F = F1 × F2. Each component EiΩ(D, V
2)
defines a projection, πi,i+1 : F2 → EΩ∪Ω′(D, V 2), for any i = 1, 2. We have
r′1t
′
2 = w1(1× π23) and r
′
2t
′
1 = w2(1× π12),
where 1 : F1 → F1 is the identity map and wi is the projection of EΩ∪Ω′(D, V
1, V 2, V 3) to
EΩ∪Ω′(D, V
i, V i+1) for any i = 1, 2. Hence,
ΦΩ
′
Ω (K) ·Ω′ Φ
Ω′
Ω (L) = W!(Y
∗
2 K ⊗ Y
∗
1 L⊗ T
′
3!((1× Π23)
∗W ∗1L12 ⊗ (1× Π12)
∗W ∗2L23))[r123].
Observe that W ∗1L12 = P
∗
1L
∗
1⊗P
∗
2L2 and W
∗
2L23 = P
∗
3L3⊗P
∗
2L
∗
2 where L
∗
i is the dual of the
local system Li in 1.3, and pi are the projections from EΩ∪Ω′(D, V
1, V 2, V 3) to EΩ∪Ω′(D, V
i).
So
T ′3!((1× Π23)
∗W ∗1L12 ⊗ (1× Π12)
∗W ∗2L23) =
= T ′3!(((1× Π23)
∗(P ∗1L
∗
1 ⊗ P
∗
2L2)⊗ (1×Π12)
∗P ∗2 (L
∗
2 ⊗ P
∗
3L3))
= T ′3!((T
′
3)
∗P ∗L13 ⊗ (1× Π23)
∗P ∗2L2 ⊗ (1× Π12)
∗P ∗2 (L
∗
2))
= P ∗L13 ⊗ T
′
3!(1×Π23)
∗P ∗2L2 ⊗ (1× Π12)
∗P ∗2 (L
∗
2))
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where P ∗ comes from the projection p : Z → EΩ∪Ω′(V 1, V 3). By a similar argument
as [KW01, p. 44], we have
T ′3!(1×Π23)
∗P ∗2L2 ⊗ (1× Π12)
∗P ∗2 (L
∗
2)) = ∆!Q¯l,Z1 [−2r
′].
where ∆! is from the diagonal map δ : Z1 ≡ EΩ∪Ω′(D, V 1, V 3) × EΩ(D, V 2) → Z and r′ is
the rank of t′3, which is equal to
∑
h∈Ω\Ω′ dim V
2
h′ dimV
2
h′′ . So
P ∗L13 ⊗ T
′
3!(1× Π23)
∗P ∗2L2 ⊗ (1×Π12)
∗P ∗2 (L
∗
2)) = P
∗L13 ⊗∆!Q¯l,Z1[−2r
′] = ∆!S
∗L13[−2r
′].
Therefore,
ΦΩ
′
Ω (K) ·Ω′ Φ
Ω′
Ω (L) = W!(Y
∗
2 K ⊗ Y
∗
1 L⊗∆!S
∗L13)[r123 − 2r
′]
= W!∆!(∆
∗Y ∗2 K ⊗∆
∗Y ∗1 L⊗ S
∗L13)[r13]
= M ′13!S!(R
∗P ∗12(K)⊗R
∗P ∗23(L)⊗ S
∗L13)[r13],
(9)
where the last identity comes from the observation that wδ = m′13s, y2δ = p12r and y1δ =
p23r. The proposition follows from (8) and (9). 
1.7. Generator. Given any pair (X1, X2) ∈ EΩ(D, V 1, V 2), we write
“ X1 →֒ X2 ”
if there exists an I-graded inclusion ρ : V 1 → V 2 such that ρh′′x1h = x
2
hρh′ , q
1
i = q
2
i ρi, for any
h in Ω and i in I. We also write “ρ : X1 →֒ X2” for such a ρ and “X1
ρ
→֒ X2” for the triple
(X1, X2, ρ). Consider the smooth variety
(10) ZΩ ≡ ZΩ(D, V
1, V 2) = {(X1, X2, ρ)|(X1, X2) ∈ EΩ(D, V
1, V 2) and ρ : X1 →֒ X2}.
Then we have a diagram
(11)
EΩ(D, V
1)
pi1←−−− ZΩ(D, V
1, V 2)
pi2−−−→ EΩ(D, V
2),∥∥∥ pi12y ∥∥∥
EΩ(D, V
1)
p1←−−− EΩ(D, V 1, V 2)
p2−−−→ EΩ(D, V 2),
where π1 and p1 are projections to the first components, π2 and p2 are the projections to the
second components, and π12 is the projection to (1, 2) components.
Similar to ZΩ(D, V
1, V 2), let ZtΩ(D, V
1, V 2) = {(X1, X2, ρ)|ρ : X2 →֒ X1}. Let π12 denote
the projection ZtΩ(D, V
1, V 2)→ EΩ(D, V 1, V 2). Note that ZΩ(D, V 1, V 2) ≃ ZtΩ(D, V
2, V 1).
We set the following complexes in DbG(EΩ) with µ = λ− ν and n ∈ N:
Iµ = Q
(
π12!(Q¯l,ZΩ)
)
, if dimV 1 = dimV 2 = ν;
E
(n)
µ,µ−nαi = Q
(
π12!(Q¯l,ZΩ)[eµ,nαi ]
)
, if dimV 1 = ν and dimV 2 = ν + ni;
F
(n)
µ,µ+nαi = Q
(
π12!(Q¯l,Zt
Ω
)[fµ,nαi ]
)
, if dimV 1 = ν and dimV 2 = ν − ni;
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where
(12) eµ,nαi = n
(
di +
∑
h∈Ω:h′=i
νh′′ − (νi + n)
)
and fµ,nαi = n
(
(νi − n)−
∑
h∈Ω:h′′=i
νh′
)
.
We set Iµ, E
(n)
µ,µ−nαi and F
(n)
µ,µ+nαi to be zero if µ ∈ X can not be written as the form µ = λ−ν
for some ν ∈ N[I]. Note that the complexes Iµ, E
(n)
µ,µ−nαi and F
(n)
µ,µ+nαi are denoted by I
Ω
µ ,
E
(n),Ω
µ,µ−nαi and F
(n),Ω
µ,µ+nαi in [Li10a], respectively.
By modifying the proof of [Li10a, Lemma 5.6], one can prove the following lemma.
Lemma 1.8. ΦΩ
′
Ω (Iµ) = Iµ, Φ
Ω′
Ω (E
(n)
µ,µ−nαi) = E
(n)
µ,µ−nαi and Φ
Ω′
Ω (F
(n)
µ,µ+nαi) = F
(n)
µ,µ+nαi where
the elements on the right-hand sides are complexes in DbG(EΩ′) defined in the similar way as
the complexes on the left-hand sides.
Similar to the functors Pij! and P
∗
ij , we define (i = 1, 2)
Pi! = Q ◦Qpi! ◦Q!, P
∗
i = Q ◦Qp
∗
i ◦Q!; Πi! = Q ◦Qπi! ◦Q! and Π
∗
i = Q ◦Qπ
∗
i ◦Q!.(13)
1.9. Defining relation. We shall show that the complexes Iµ, E
(n)
µ,µ−nαi and F
(n)
µ,µ+nαi satisfy
the defining relations of U˙.
Lemma 1.10. IµIµ′ = δµ,µ′Iµ where µ
′ = λ− ν ′ for any ν ′ ∈ N[I].
Proof. Assume that V 1 = V 2 = V 3 has dimension ν. Consider the following cartesian
diagram
ZΩ(D, V
1, V 2) ←−−− Z1
s1−−−→ Z
pi12
y r1y s2y
EΩ(D, V
1, V 2)
p12
←−−− EΩ(D, V
1, V 2, V 3)
r2←−−− Z2,
where Z1 = ZΩ(D, V
1, V 2)×EΩ(D, V 3), Z2 = EΩ(D, V 1)× ZΩ(D, V 2, V 3),
Z = Z1 ×EΩ(D,V 1,V 2,V 3) Z2 = {(X
1, X2, X3, ρ1, ρ2)|X
1 ρ1→֒ X2
ρ2
→֒ X3}.
and the morphisms are the obvious projections. The cartesian square on the left gives
rise to the identity P ∗12Π12!(Q¯l,ZΩ(D,V 1,V 2)) = R1!(Q¯l,Z1). Similarly, P
∗
23Π12!(Q¯l,ZΩ(D,V 2,V 3)) =
R2!(Q¯l,Z2). So
Iµ ·Iµ = P13!(P
∗
12(Iµ)⊗ P
∗
23(Iµ)) = P13!(R1!(Q¯l,Z1)⊗ R2!(Q¯l,Z2))
= P13!R1!(Q¯l,Z1 ⊗ R
∗
1R2!(Q¯l,Z2)) = P13!R1!(R
∗
1R2!(Q¯l,Z2)).
The right cartesian square in the above diagram implies that R∗1R2! = S1!S
∗
2 . Thus
Iµ ·Iµ = P13!R1!(R
∗
1R2!(Q¯l,Z2)) = P13!R1!S1!S
∗
2(Q¯l,Z2) = P13!R1!S1!(Q¯l,Z).
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Consider the following commutative diagram
Z
t
−−−→ ZΩ(D, V 1, V 3)
r1s1
y pi12y
EΩ(D, V
1, V 2.V 3)
p13
−−−→ EΩ(D, V
1, V 3),
where t sends X1
ρ1
→֒ X2
ρ2
→֒ X3 to X1
ρ2ρ1
→֒ X3. Then we have
Iµ ·Iµ = P13!R1!S1!(Q¯l,Z) = Π12!T!(Q¯l,Z).
Observe that t is the quotient map of Z by the group GV 2 , thus the induced morphism Qt :
[H\Z]→ [G\ZΩ(D, V 1, V 3)] is an isomorphism. Hence T!(Q¯l,Z) = Q¯l,ZΩ(D,V 1,V 3). Therefore,
Iµ ·Iµ = Π12!(Q¯l,ZΩ(D,V 1,V 3)) = π12!(Q¯l,ZΩ(D,V 1,V 3)) = Iµ.
It is clear that Iµ ·Iµ′ = 0 if µ 6= µ′ from the above argument. The lemma follows. 
Lemma 1.11. For any µ and µ′, we have
E
(n)
µ,µ−nαiIµ′ = δµ−nαi,µ′E
(n)
µ,µ−nαi , Iµ′E
(n)
µ,µ−nαi = δµ′,µE
(n)
µ,µ−nαi ;
F
(n)
µ,µ+nαiIµ′ = δµ+nαi,µ′F
(n)
µ,µ+nαi , Iµ′F
(n)
µ,µ+nαi = δµ′,µF
(n)
µ,µ+nαi .
This lemma can be proved in exactly the same way as the proof of Lemma 1.10.
Lemma 1.12. Eµ−αj+αi,µ−αjFµ−αj ,µ = Fµ+αi−αj ,µ+αiEµ+αi,µ, for any i 6= j.
Proof. Fix four I-graded vector spaces V i for i = 1, 2, 3, 4 such that
(14) dimV 1 = ν + j − i, dimV 2 = ν + j, dimV 3 = ν and dim V 4 = ν − i.
Let
Z1 = {(X
1, X2, X3, ρ1, ρ2)|(X
1, X2, X3) ∈ EΩ(D, V
1, V 2, V 3), X1
ρ1
→֒ X2
ρ2
←֓ X3},
and π1 be the projection from Z1 to EΩ(D, V
1, V 2, V 3). Then an argument similar to the
proof of Lemma 1.10 yields that
Eµ−αj+αi,µ−αjFµ−αj ,µ = P13!Π1!(Q¯l,Z1)[m],
where m = eµ−αj+αi,αi +fµ−αj ,αj . Denote by Vˇ the I\{j}-graded vector space obtained from
V by deleting the component Vj. Let Z be the variety of quadruples (X
1, X3, ρˇ : Vˇ 1 →֒
Vˇ 3, σj : V
3
j →֒ V
1
j ), where (X
1, X3) ∈ EΩ(D, V 1, V 3), such that all the diagrams incurred in
the quadruples are commutative, i.e.,
x3hρˇh′ = ρˇh′′x
1
h, if {h
′, h′′} 6= j; x1h = σjx
3
hρˇh′, if h
′′ = j; and σjx
1
h = x
3
hρˇh′, if h
′ = j.
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Define a morphism of varieties
r13 : Z1 → Z
by r13(X
1, X2, X3, ρ1, ρ2) = (X
1, X3, ρˇ, σj) where ρˇk = ρ
−1
2,kρ1,k for any k ∈ I\{j} and σj =
ρ−11,jρ2,j. Then, we have p13π2 = πr13, where π is the projection from Z to EΩ(D, V
1, V 3).
Moreover, we observe that r13 is a quotient map of Z1 by GV 2 . From these facts, we have
(15) Eµ−αj+αi,µ−αjFµ−αj ,µ = P13!Π1!(Q¯l,Z1)[m] = Π!R13!(Q¯l,Z1)[m] = Π!(Q¯l,Z)[m].
On the other hand, let
Z2 = {(X
1, X4, X3, ρ1, ρ2)|(X
1, X4, X3) ∈ EΩ(D, V
1, V 4, V 3), X1
ρ1
←֓ X4
ρ2
→֒ X3}
and π2 be the projection from Z2 to EΩ(D, V
1, V 4, V 3). Define a morphism r˜13 : Z2 → Z
by r˜13(X
1, X4, X3, ρ1, ρ2) = (X
1, X3, ρˇ, σj) where ρˇk = ρ2,kρ
−1
1,k for any k ∈ I\{j} and σj =
ρ1,jρ
−1
2,j . Then we have p˜13π2 = πr˜13, where p˜13 is the projection from Z2 to EΩ(D, V
1, V 3),
moreover r˜13 is quotient map of Z2 by GV 4. From these facts, we get
(16) Fµ+αi−αj ,µ+αiEµ+αi,µ = P˜13!Π2!(Q¯l,Z2)[m
′] = Π!R˜13!(Q¯l,Z2)[m
′] = Π!(Q¯l,Z)[m
′],
where m′ = fµ+αi−αj ,αj + eµ+αi,αi . By (15), (16) and the fact that m = m
′, we have the
lemma. 
Lemma 1.13. Let ν(i) = di +
∑
h∈H:h′=i νh′′. For any vertex i ∈ I,
Eµ,µ−αiFµ−αi,µ ⊕
νi−1⊕
p=0
Iµ[ν(i)− 1− 2p] = Fµ,µ+αiEµ+αi,µ ⊕
ν(i)−νi−1⊕
p=0
Iµ[ν(i)− 1− 2p].
Proof. Due to Lemma 1.8, we may assume that i is a source in Ω. Let us fix four I-graded
vector spaces, V a, for a = 1, 2, 3, 4, such that
(17) dimV 1 = dimV 3 = ν, dimV 2 = ν + i and dimV 4 = ν − i.
Then we have
Eµ,µ−αiFµ−αi,µ = P13!Π1!(Q¯l,Z1)[m] and Fµ+αi−αj ,µ+αiEµ+αi,µ = P˜13!Π2!(Q¯l,Z2)[m],
where m = ν(i)− 1 and the other notations on the right-hand sides are defined in the proof
of Lemma 1.12 with the condition (14) replaced by (17).
Let Zs1 be the open subvariety of Z1 defined by the condition that X
1(i), X2(i) and X3(i)
are injective. Similarly, we define the open subvariety EsΩ in EΩ(D, V
1, V 3).
Denote by Xˇ the element obtained from X ∈ EΩ(D, V ) by deleting any component xh
such that h′ = i. Let Zˇs1 be the variety of tuples (X
1, Xˇ2, X3, ρ1, ρ2). Let Y1 be the
variety of tuples (Xˇ1, Xˇ2, Xˇ3, ρˇ1, ρˇ2,V1,V2,V3), where V1,V2,V3 ⊆ Di ⊕ ⊕h∈Ω:h′=iVh′′ , such
that V1,V3 ⊆ V2, dimV1 = dimV3 = νi and dimV2 = νi + 1. Similarly, we define the variety
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X1 of tuples (Xˇ
1, Xˇ2, Xˇ3, ρˇ1, ρˇ2,V1,V3) and the variety W of tuples (Xˇ1, Xˇ3,V1,V3). Then
we have the following cartesian diagram
Zs1
r1−−−→ Zˇs1
r2−−−→ EsΩ
s1
y s2y s3y
Y1
r3−−−→ X1
r4−−−→ W,
where the ra’s are the obvious projections, and s2 and s3 are induced from s1, which is
defined by s1(X
1, X2, X3, ρ1, ρ2) = (Xˇ
1, Xˇ2, Xˇ3, ρˇ1, ρˇ2,V1,V2,V3) with
V2 = im (q
2
i +
∑
h∈Ω:h′=i
x2h), and Va = im (q
a
i +
∑
h∈Ω:h′=i
ρa,h′′x
a
h), ∀a = 1, 3.
Observe that s1 and s2 are the quotient maps of Z
s
1 and Zˇ
s
1 by the group GV 1i ×GV 2i ×GV 3i ,
respectively, and s3 is the quotient map of E
s
Ω by GV 1i ×GV 3i . Thus we have
(18) R2!R1!(Q¯l,Zs
1
) = S∗3R4!R3!(Q¯l,Y1).
Let Yc1 be the closed subvariety of Y1 defined by the condition V1 = V3 and Y
o
1 be its
complement. Let i1 : Y
c
1 → Y1 and j1 : Y
o
1 → Y1 be the inclusions. Sine r3 is proper and
Y1 is smooth, the complex R3!(Q¯l,Y1) is semisimple. So we have
r3!(Q¯l,Y1) = j
o
1!∗r
o
3!(Q¯l,Yo1)⊕ r3!i1!(Q¯l,Yc1),
where jo1 and r
o
3 are the morphisms Y
o
1
ro
3→ Xo1
jo
1→ X1 with X
o
1 the image of Y
o
1 under r3.
Observe that the morphism r3i1 is a projective bundle of relative dimension ν(i) − νi − 1.
Thus r3!i1!(Q¯l,Yc
1
) = ⊕ν(i)−νi−1p=0 Q¯l,Xc1 [−2p] where X
c
1 is the closed subvariety of X1 defined by
the condition V1 = V3. Then, we have
R3!(Q¯l,Y1) = J
o
!∗R
o
3!(Q¯l,Yo1)⊕⊕
ν(i)−νi−1
p=0 Q¯l,Xc1 [−2p].
By combining the above analysis, we see that the restriction of the complex Eµ,µ−αiFµ−αi,µ
to EsΩ is equal to
(19) R2!R1!(Q¯l,Zs
1
) = S∗3R4!R3!(Q¯l,Y1) = S
∗
3R4!J
o
1!∗R
o
3!(Q¯l,Yo1)⊕⊕
ν(i)−νi−1
p=0 S
∗
3R4!Q¯l,Xc1 [m−2p].
On the other hand, we may define the open subvarieties Zs2 of Z
s
2 similar to the subvariety
Zs1 of Z. Then the following varieties Zˇ2, Y2 , Y
c
2, Y
o
2 and X2 in the diagram below are
defined in a way similar to the varieties having subscript 1:
Zs2
t1−−−→ Zˇs2
t2−−−→ EsΩ
w1
y w2y s3y
Y2
t3−−−→ X2
t4−−−→ W,
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where the morphism w1 is defined by w1(X
1, X4, X3, σ1, σ2) = (Xˇ
1, Xˇ4, Xˇ3, σˇ1, σˇ2,V1,V4,V3)
with V4 = im (q4i +
∑
h∈Ω:h′=i x
4
h) and Va = im (q
a
i +
∑
h∈Ω:h′=i σ
−1
a,h′′x
a
h) for any a = 1, 3.
Let i2 : Y
c
2 →֒ Y2 ←֓ Y
o
2 : j2 be the inclusions. Then we see that t3i2 is a projective
bundle of relative dimension νi− 1. An argument similar to the proof of (19) shows that the
restriction of the complex Fµ+αi−αj ,µ+αiEµ+αi,µ to E
s
Ω is equal to
(20) T2!T1!(Q¯l,Zs
2
) = S∗3T4!T3!(Q¯l,Y2) = S
∗
3T4!J
o
2!∗T
o
3!(Q¯l,Yo2)⊕⊕
νi−1
p=0 S
∗
3T4!Q¯l,Xc2 [m− 2p],
where jo2 and t
o
3 are the morphisms Y
o
2
to
3→ Xo2
jo
2→ X2 with Xo2. Finally, observe that there are
isomorphisms Yo1 ≃ Y
o
2, X
c
1 ≃ X
c
2 and moreover the complex S
∗
3T4!(Q¯l,Xc2) is the restriction
of Iµ to E
s
Ω. The lemma follows by comparing (19) and (20) and using the observations. 
Lemma 1.14. For any i 6= j ∈ I, let m = 1− i · j. We have⊕
0≤p≤m
p even
E
(m−p)
µ3,µ2
Eµ2,µ1E
(p)
µ1,µ
=
⊕
0≤p≤m
p odd
E
(m−p)
µ3,µ2
Eµ2,µ1E
(p)
µ1,µ
;
⊕
0≤p≤m
p even
F
(p)
µ,µ1
Fµ1,µ2F
(m−p)
µ2,µ3
=
⊕
0≤p≤m
p odd
F
(p)
µ,µ1
Fµ1,µ2F
(m−p)
µ2,µ3
;
where µ1 = µ+ pαi, µ
2 = µ+ pαi + αj, and µ
3 = µ+mαi + αj.
Proof. Without lost of generality, we assume that i is a source in Ω. For a = 1, 2, 3, 4, let V a
be the I-graded vector spaces such that
dimV 1 = ν −mi− j, dimV 2 = ν − pi− j, dim V 3 = ν − pi and dimV 4 = ν.
Let Z be the variety of the data (X1
ρ1
→֒ X2
ρ2
→֒ X3
ρ3
→֒ X4) where Xa ∈ EΩ(D, V a) for
a = 1, 2, 3, 4. Let π : Z→ EΩ(D, V 1, V 4) be the obvious projection. Then
E
(m−p)
µ3,µ2
Eµ2,µ1E
(p)
µ1,µ
= Π!(Q¯l,Z)[sm−p],
where sm−p = m(ν(i) − νi) + (dj +
∑
h∈Ω:h′=j νh′′ − νj) + (m − p)(1 − (m − p)). Moreover,
π factors through ZΩ(D, V
1, V 4), where the map r from Z to ZΩ(D, V
1, V 4) is given by
r(X1
ρ1
→֒ X2
ρ2
→֒ X3
ρ3
→֒ X4) = (X1
ρ3ρ2ρ1
→֒ X4). Let Bm−p = R!(Q¯l,Z). Thus,
E
(m−p)
µ3,µ2
Eµ2,µ1E
(p)
µ1,µ
= Π!(Q¯l,Zp)[sm−p] = Π12!Bm−p[sm−p].
The identity for the E ’s is reduced to show that
(21)
⊕
0≤p≤m
p even
Bm−p[(m− p)(1− (m− p))] =
⊕
0≤p≤m
p odd
Bm−p[(m− p)(1− (m− p))].
This is shown in [ZH08, 2.5.8]. For the sake of completeness, let us reproduce here. Let Zs
be the open subvariety of Z defined by the condition that Xa(i) are injective for a = 1, 2, 3, 4.
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The variety ZsΩ(D, V
1, V 4) is defined similarly. Let s : Zs → ZsΩ(D, V
1, V 4) be the restriction
of r to Zs and Cm−p := S!(Q¯l,Zs). Then the condition on the localization implies that
we only need to show the identity (21) when we restrict the complexes involved to the
variety ZsΩ(D, V
1, V 4), i.e., to show that (21) holds with the complexes Bm−p replaced by
the complexes Cm−p.
Observe that the group GV 2×GV 3 ×GL(V
1
i )×GL(V
4
i ) acts freely on Z
s and the quotient
variety Y is the variety of tuples (Xˇ1
ρ
→֒ Xˇ4,V1,V2,V3) where V1,V2 ⊆ V 1(i), V3 ⊆ V 4(i))
such that V1 ⊆ V2 and ρ(V2) ⊆ V3; and dimV1 = νi − m, dimV2 = νi − p and V3 = νi.
Moreover, the group GL(V 1i )×GL(V
4
i ) acts freely on Z
s
Ω(D, V
1, V 4) and its quotient variety
X is the variety obtained from Y by deleting V2 and replacing the condition ρ(V2) ⊆ V3 by
ρ(V1) ⊆ V3. Let t : Y → X be the projection. Let Am−p = T!(Q¯l,Y ). To show (21), it reduces
to show that the identity holds with the complexes Bm−p replaced by the complexes Am−p.
Now define a partition (Xn)
m
n=0 of X such that elements in Xn satisfying the condition
that dim ρ(V 1(i))∩V3 = νi−m+n. Let Yn = t−1(Xn), and tn : Yn → Xn be the restriction
of t to Yn. Then the restriction of r to Yn has fiber at any point of Xn isomorphic to
the Grassmannian Gr(m − p, n) of (m − p)-subspaces in n-space. By the property of the
cohomology of Gr(m− p, n), we have
Tn!(Q¯l,Yn) = ⊕κQ¯l,Xn [−2
m−p∑
a=1
(κa − a)],
where κ runs through the sequences (1 ≤ κ1 < κ2 < · · · < κm−p ≤ n). Since the complexes
Am−p are semisimple, it suffices to show that (21) holds when restricts to the strata Xn for
all n, which is left to show that⊕
0≤p≤n
p even
⊕κQ¯l,Xn [−2
p∑
a=1
(κa − a) + p(1− p)] =
⊕
0≤p≤n
p odd
⊕κQ¯l,Xn [−2
p∑
a=1
(κa − a) + p(1− p)].
To any sequence κ = (1 ≤ κ1 < · · · < κp ≤ n) of odd length, attached a sequence κ′ of even
length by κ′a = κa+1 for a = 1, · · · , p, if κ1 = 1; κ
′
1 = 1 and κ
′
a+1 = κa for a = 1, · · · , p if
κ1 6= 1. This defines a bijection between the set of sequences κ of even length and the set
of sequences κ of odd length and it is clear that the shifts on both sides are the same under
this bijection. Thus the identity holds. The identity for the F ’s can be proved similarly. 
Lemma 1.15. For any i ∈ I and m ∈ N, we have
Eµ+(m+1)αi,µ+mαiE
(m)
µ+mαi,µ =
⊕
0≤p≤m
E
(m+1)
µ+(m+1)αi,µ
[m− 2p];
Fµ−(m+1)αi,µ−mαiF
(m)
µ−mαi,µ =
⊕
0≤p≤m
F
(m+1)
µ−(m+1)αi ,µ
[m− 2p].
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Proof. Fix three I-graded vector spaces V a for a = 1, 2, 3 such that dimV 1 = ν − (m+ 1)i,
dimV 2 = ν −mi and dimV 3 = ν. Let Z1 = ZΩ(D, V 1, V 3) and Z be the variety of tuples
(X1, X2, X3, ρ1, ρ2), where (X
1, X2, X3) ∈ EΩ(D, V 1, V 2, V 3), such that X1
ρ1
→֒ X2
ρ2
→֒ X3.
Let t : Z→ Z1 be the map defined by t(X
1, X2, X3, ρ1, ρ2) = (X
1, X3, ρ2ρ1 : X
1 → X3). As
in the proof of Lemma 1.13, we have T!(Q¯l,Z) = ⊕mp=0(Q¯l,Z1)[−2p]. So
E µ+(m+1)αi ,µ+mαiE
(m)
µ+mαi,µ = Π12!T!(Q¯l,Z)[eµ+(m+1)αi ,αi + eµ+mαi,mαi ]
= ⊕mp=0Π12!(Q¯l,Z1)[eµ+(m+1)αi,αi + eµ+mαi,mαi − 2p] = ⊕
m
p=0E
(m+1)
µ+(m+1)αi ,µ
[m− 2p].
The proof for the F ’s is similar. 
We refer to [Li10a, I] and [L93, Ch. 23] for the definitions of the quantum modified algebra
U˙ and its integral form AU˙ associated to the graph Γ. By specializing the shift [z] to v
z for
any z ∈ Z, the identities in Lemmas 1.10-1.15 become the defining relations of the integral
form AU˙. In short, we have
Theorem 1.16. The complexes Iµ, E
(n)
µ,µ−nαi and F
(n)
µ,µ+nαi satisfy the defining relations of
the integral form AU˙.
Remark 1.17. In many, if not all, respects, the proof of Theorem 1.16 is very similar to
that of [ZH08, Theorem 2.5.2] (see also Proposition 1.27 in this paper).
1.18. Complex K•. Consider the complexes of the form
(22) K• = K1 ·K2 · ... ·Km ∈ D
−
G(EΩ(D, V
1, V 2)),
where the Ka’s are either E
(n)
µ′,µ or F
(n)
µ′,µ.
Proposition 1.19. The complexes K• in (22) are bounded.
Proof. For any pair (i, a) of sequences, where i = (im, · · · , i1) ∈ Im and a = (am, · · · , a1) ∈
Nm, we write
E(i,a),µ = E
(am)
µ,µm−1
· · ·E (a2)
µ2,µ1
E
(a1)
µ1,µ0
and Fµ,(i,a) = F
(a1)
µ0,µ1
· · ·F (am−1)
µm−2,µm−1
F
(am)
µm−1,µ
,
such that µl − µl−1 = alαil for l = 1, · · · , m. By Lemmas 1.12 and 1.13, it suffices to show
the boundedness of the complex K• if K• is of the form Fµ,(j,b)E(i,a),µ for any two pairs (i, a)
and (j,b). An argument similar to the proof of Lemma 1.14 yields that
Fµ,(j,b)E(i,a),µ = Π!(Q¯l,Z)[m],
for some m, where Z is the variety of the data (X1
ρ1
←֓ X2
ρ2
→֒ X3) and π is the projection
from Z to the variety EΩ(D, V
1, V 3) with the dimensions of V 1 and V 3 determined by the
pairs of sequences. The morphism π factors through the following varieties
Z
pi1→ Z1
pi2→ Z2
pi3→ EΩ(D, V
1, V 3),
16 YIQIANG LI
where Z1 is the variety obtained from Z by forgetting the maps ρ2, the variety Z2 is the
quotient variety of Z1 by the group GV 2 and the morphisms are clearly defined. It is clear
that the functors Π1!, Π2! and Π3! send bounded complexes to bounded complexes and
Π! = Π3!Π2!Π1!. The proposition follows. 
Remark 1.20. Since π2 is a quotient map and π3 is proper in the above proof, the semisim-
plicity of the complexes K• is reduced to show that Π1!(Q¯l,Z) is semisimple. This is again
reduced to show that Iµ is semisimple, or more precisely, Iµ = I˜C(im π12).
1.21. Functor ΘΩ. Let F
−
Ω,G(D, V
1, V 2) be the category of functors from D−G(EΩ(D, V
1))
to D−G(EΩ(D, V
2)). Define a functor
ΘΩ : D
−
G(EΩ(D, V
1, V 2))→ F−Ω,G(D, V
1, V 2)
by ΘΩ(K) = P2!(K ⊗ P ∗1 (−)) for any object K in D
−
G(EΩ(D, V
1, V 2)) and the functors P2!
and P ∗1 are defined in (13).
Proposition 1.22. ΘΩ(K ·L) = ΘΩ(L)ΘΩ(K) for any objects K in D
−
G(EΩ(D, V
1, V 2)) and
L in D−G(EΩ(D, V
2, V 3)).
Proof. By definition, we have
ΘΩ(L)ΘΩ(K)(M) = P
′
2!(L⊗ (P
′
1)
∗ΘΩ(K)(M)) = P
′
2!(L⊗ (P
′
1)
∗P2!(K ⊗ P
∗
1 (M)),
where P ′2! and (P
′
1)
∗ are corresponding to the maps p′2 and p
′
1 in the following cartesian
diagram
EΩ(D, V
1, V 3)
p13
←−−− EΩ(D, V
1, V 2, V 3)
p′
12−−−→ EΩ(D, V
1, V 2)
p˜2
y p23y p2y
EΩ(D, V
3)
p′
2←−−− EΩ(D, V 2, V 3)
p′
1−−−→ EΩ(D, V 2).
By an argument similar to [Li10a, (16)], we have (P ′1)
∗P2! = P23!(P
′
12)
∗. So
ΘΩ(L)ΘΩ(K)(M) = P
′
2!(L⊗ P23!(P
′
12)
∗(K ⊗ P ∗1 (M)).
By an argument similar to [Li10a, (19), (21)], we have P23!(A⊗P ∗23(B)) = P23!(A)⊗B. Thus,
ΘΩ(L)ΘΩ(K)(M) = P
′
2!P23!(P
∗
23(L)⊗ (P
′
12)
∗(K ⊗ P ∗1 (M)))
= P ′2!P23!(P
∗
23(L)⊗ (P
′
12)
∗(K)⊗ (P ′12)
∗P ∗1 (M)).
(23)
Similarly, we have
ΘΩ(K · L) = P˜2!P13!((P
′
12)
∗(K)⊗ P ∗23(L)⊗ P
∗
13P˜
∗
1 (M)),(24)
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where P˜ ∗1 comes from the projection EΩ(D, V
1, V 3) → EΩ(D, V 1). The lemma follows by
comparing (23) with (24) and the following identity
P ′2!P23! = P˜2!P13! and (P
′
12)
∗P ∗1 = P
∗
13P˜
∗
1 ,
which can be proved by a similar way as [Li10a, (18), (20)]. 
Define a functor of equivalence
ΨΩ
′
Ω : F
−
G,Ω(D, V
1, V 2)→ F−G,Ω′(D, V
1, V 2)
by ΨΩ
′
Ω (F ) = Φ
Ω′
Ω Fa
∗ΦΩΩ′ , where a is the map of multiplication by −1 along the fiber of
the vector bundle EΩ over EΩ∩Ω′ . Its inverse is given by Ψ
Ω
Ω′(−) = a
∗ΦΩΩ′(−)Φ
Ω′
Ω , since
ΦΩΩ′Φ
Ω′
Ω = a
∗. Moreover, we have
Lemma 1.23. ΨΩ
′
Ω commutes with the composition: Ψ
Ω′
Ω (F2 ◦ F1) = Ψ
Ω′
Ω (F2) ◦ Ψ
Ω′
Ω (F1) for
any F1 ∈ F
−
G,Ω(D, V
1, V 2) and F2 ∈ F
−
G,Ω(D, V
2, V 3).
Let 1D−G(EΩ(D, V
1, V 2)) (resp. 1D−G(EΩ(D, V
i)), i = 1, 2) be the full subcategory of
D
−
G(EΩ(D, V
1, V 2)) (resp. D−G(EΩ(D, V
i))) consisting of all objects such that a∗(K) ≃ K.
Let 1F−G,Ω(D, V
1, V 2) denote the category of functors from the category 1D−G(EΩ(D, V
1)) to
1D
−
G(EΩ(D, V
2)). We have
Lemma 1.24. The following diagram commutes
1D
−
G(EΩ(D, V
1, V 2))
ΘΩ−−−→ 1F−G,Ω(D, V
1, V 2)
ΦΩ
′
Ω
y ΨΩ′Ω y
1DbG(EΩ′(D, V
1, V 2))
Θ
Ω′−−−→ 1FG,Ω′(D, V 1, V 2).
Proof. For any K ∈ 1D−G(EΩ(D, V
1, V 2)) and K1 ∈ 1D
−
G(EΩ(D, V
1)), we have
ΨΩ
′
Ω ΘΩ(K)(K1) = Φ
Ω′
Ω ΘΩ(K)a
∗ΦΩΩ′(K1) = Φ
Ω′
Ω P2!(K ⊗ a
∗P ∗1Π1!((Π
′
1)
∗(K1)⊗ L1))[d1],
where P2! and P
∗
1 are from (13), Π1! and (Π
′
1)
∗ come from the following projections
EΩ(D, V
1)
pi1←−−− EΩ∪Ω′(D, V 1)
pi′
1−−−→ EΩ′(D, V 1);
d1 is the rank of π1 and L1 is defined in (1). Consider the following cartesian diagram
EΩ∪Ω′(D, V
1)× EΩ(D, V 2)
p˜i1−−−→ EΩ(D, V 1, V 2)
p˜1
y p1y
EΩ∪Ω′(D, V
1)
pi1−−−→ EΩ(D, V 1).
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By an argument similar to [Li10a, (18)], we have P ∗1Π1! = Π˜1!P˜
∗
1 . So
ΨΩ
′
Ω ΘΩ(K)(K1) = Φ
Ω′
Ω P2!(K ⊗ a
∗Π˜1!P˜
∗
1 ((Π
′
1)
∗(K1)⊗ L1))[d1]
= ΦΩ
′
Ω P2!Π˜1!(Π˜
∗
1(K)⊗ a
∗P˜ ∗1 (Π
′
1)
∗(K1)⊗ a
∗P˜ ∗1L1))[d1]
= R2!(R
∗
1P2!Π˜1!(α)⊗ L2)[d2],
where R2! and R
∗
1 come from the following projections
EΩ(D, V
2)
r1←−−− EΩ∪Ω′(D, V 2)
r2−−−→ EΩ′(D, V 2),
d2 is the rank of r1, α = Π˜
∗
1(K) ⊗ a
∗P˜ ∗1 (π
′
1)
∗(K1) ⊗ a∗P˜ ∗1L1)[d1], and L2 is defined in (1).
The following cartesian diagram
EΩ∪Ω′(D, V
1, V 2)
t1−−−→ EΩ∪Ω′(D, V 1)×EΩ(D, V 2)
s1
y p2p˜i1y
EΩ∪Ω′(D, V
2)
r1−−−→ EΩ(D, V 2),
gives rise to the identity R∗1P2!Π˜1! = S1!T
∗
1 . So we have
ΨΩ
′
Ω ΘΩ(K)(K1) = R2!(S1!T
∗
1 (α)⊗ L2)[d2] = R2!S1!(T
∗
1 (α)⊗ S
∗
1L2)[d2]
= R2!S1!(T
∗
1 Π˜
∗
1(K)⊗ T
∗
1 P˜
∗
1 (Π
′
1)
∗a∗(K1)⊗ a
∗T ∗1 P˜
∗
1L1 ⊗ S
∗
1L2)[d1 + d2].
(25)
On the other hand, we have
ΘΩ′Φ
Ω′
Ω (K)(K1) = P
′
2!(Φ
Ω′
Ω (K)⊗ (P
′
1)
∗(K1))
= P ′2!(M
′
12!(M
∗
12(K)⊗L12)[r12]⊗ (P
′
1)
∗(K1))
= P ′2!M
′
12!(M
∗
12(K)⊗L12 ⊗ (M
′
12)
∗(P ′1)
∗(K1))[r12],
(26)
where P ′2!, (P
′
1)
∗ come from the following projections
EΩ′(D, V
1)
p′
1←−−− EΩ′(D, V 1, V 2)
p′
2−−−→ EΩ′(D, V 2),
and M ′12!, M
∗
12, L12 and r12 are from 1.3. By comparing (25) with (26), the lemma follows
from the following observations: r2s1 = p
′
2m
′
12, π˜1t1 = m12, π
′
1p˜1t1 = p
′
1m
′
12, p1t1 = p
′
1,
s1 = p
′
2 and L12 = a
∗(P ′1)
∗L1 ⊗ (P ′2)
∗L2. Note that the last identity can be deduced from
the following well-known fact. Let s, p1, p2 : k × k → k be the addition, first and second
projections, respectively. Then s∗Lχ = p∗1Lχ ⊗ p
∗
2Lχ. 
We define the following functors in F−Ω,G(D, V
1, V 2):
Iµ = Π2!Π
∗
1, if dimV
1 = dimV 2 = ν;
F
(n)
µ,µ−nαi = Π2!Π
∗
1[eµ,nαi ], if dimV
1 = ν and dimV 2 = ν + ni;
E
(n)
µ,µ+nαi = Π1!Π
∗
2[fµ,nαi ], if dimV
1 = ν and dimV 2 = ν − ni;
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where the functors Πi! and Π
∗
i are defined in (13) and eµ,nαi and fµ,nαi are defined in (12).
Note that Iµ = IdD−
G
(EΩ(D,V 1))
, the identity functor, since π1 and π2 are principal GV 1-
bundles. We have
Proposition 1.25. ΘΩ(Iµ) = Iµ, ΘΩ(E
(n)
µ,µ−nαi) = F
(n)
µ,µ−nαi and ΘΩ(F
(n)
µ,µ+nαi) = E
(n)
µ,µ+nαi.
Proof. We shall show that ΘΩ(E
(n)
µ,µ−nαi) = F
(n)
µ,µ−nαi . For any K1 ∈ D
−
G(EΩ(D, V
1)), we have
F
(n)
µ,µ−nαi(K1) = Π2!Π
∗
1(K1)[eµ,nαi ] = P2!Π12!Π
∗
12P
∗
1 (K1)[eµ,nαi ]
= P2!Π12!(Q¯l,ZΩ ⊗ Π
∗
12P
∗
1 (K1)[eµ,nαi ] = P2!(Π12!(Q¯l,ZΩ)[eµ,nαi ]⊗ P
∗
1 (K1))
= P2!(Q(π12!(Q¯l,ZΩ)[eµ,nαi ])⊗ P
∗
1 (K1)) = ΘΩ(E
(n)
µ,µ−nαi)(K1).
The rest can be proved similarly. 
By Lemmas 1.8, 1.24, and Proposition 1.25, we have
Corollary 1.26. ΨΩ
′
Ω (Iµ) = Iµ, Ψ
Ω′
Ω (F
(n)
µ,µ−nαi) = F
(n)
µ,µ−nαi and Ψ
Ω′
Ω (E
(n)
µ,µ+nαi) = E
(n)
µ,µ+nαi.
Actually, we need to show that the complexes in Corollary 1.26 are invariant under the
functor a∗. This can be proved as in [L93, 10.2.4].
From Proposition 1.22, Corollary 1.26 and Theorem 1.16, we have
Proposition 1.27. The functors Iµ, E
(n)
µ,µ−nαi and F
(n)
µ,µ+nαi satisfy the defining relations of
AU˙.
From Corollary 1.26, one sees that the functors F
(n)
µ,µ−nαi and E
(n)
µ,µ+nαi are the functors F
(n)
ν,i
and E
(n)
ν,i in [ZH08], respectively. Proposition 1.27 was first proved in [ZH08, 2.5.8].
Now that the functor ΘΩ induces a bifunctor
(27) ◦ : D−G(EΩ(D, V
1, V 2))×D−G(EΩ(D, V
1))→ D−G(EΩ(D, V
2))
given by K ◦ K1 = ΘΩ(K)(K1) = P2!(K ⊗ P ∗1 (K1)) for any K ∈ D
−
G(EΩ(D, V
1, V 2)) and
K1 ∈ D
−
G(EΩ(D, V
1)).
Suppose that the complexes K• are semisimple, then we may form an associative algebra
over the ring Z[v, v−1] of Laurent polynomials.
Kd =
⊕
ν1,ν2∈N[I]
Kd,ν1,ν2 ,
where Kd,ν1,ν2 is the free Z[v, v
−1]-module spanned by the isomorphism classes of simple per-
verse sheaves appearing in K• in D
−
G(EΩ(D, V
1, V 2)). The multiplication on Kd is descended
from the convolution product “·” in (7).
Let Vλ = Vλ1 ⊗ · · · ⊗ Vλn be the tensor product of the irreducible integrable representa-
tions of U˙ with highest weights λ1, · · · , λn in X
+. Denote by Dλ the full subcategory of
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⊕V D
−
G(EΩ(D, V )) such that its Grothendieck group Vλ is isomorphic to the integral form
of Vλ (see [ZH08]). Let Qd be the full subcategory of ⊕V 1,V 2D
−
G(EΩ(D, V
1, V 2)) consisting
of all semisimple complexes whose simple summands are from K•, up to shifts. Then the
bifunctor (27) gives rise to a bifunctor Qd × Dλ → Dλ by restriction, which descends to a
bilinear map
◦ : Kd × Vλ → Vλ.
Let Bd (resp. Bλ) be the set of all isomorphism classes of simple perverse sheaves appearing
in Qd (resp. Dλ). We then have
a ◦ b =
∑
c∈Bλ
sca,bc, where s
c
a,b ∈ N[v, v
−1],
for any a ∈ Bd and b ∈ Bλ. From this, we have
Corollary 1.28. If the complexes K• are semisimple and Conjecture 4.14 in [Li10a] holds,
then the action of the canonical basis elements in U˙ on the canonical basis elements in Vλ
has structure constants in N[v, v−1] with respect to the canonical basis in Vλ.
Remark 1.29. (1). It should be true that the functor ΘΩ is fully faithful.
(2). We are not sure if the superscript 1 in the categories in Lemma 1.24 can be dropped.
(3). The algebra Kd should be the generalized q-Schur algebras ([D03]) when the graph
Γ is of finite type.
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