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Abstract
In this thesis, we study several variations of the following fundamental problem in Ramsey theory: Given a
graph G, what is the minimum order n of a complete graph Kn with the property that every coloring of its
edges with red and blue contains a monochromatic copy of G?
First, we consider a generalization of this question which asks, given integers n, p, and q, how many colors
are needed to color the edges of the complete graph on n vertices so that each clique with p vertices receives
at least q colors. This so-called generalized Ramsey number f(n, p, q) was first studied systematically by
Erdős and Gyárfás, who used a probabilistic argument to give an upper bound for all p and q. Until very
recently, this original bound had been improved in the case where p = q only for p ∈ {3, 4, 5}. In Chapter 2
and in joint work with Cameron, we build on earlier results of Mubayi and Conlon, Fox, Lee, and Sudakov
to construct colorings which improve the upper bound when p = q for several other small values of p. In
Chapter 3, together with Balogh, English, and Krueger, we prove new lower bounds on f(n, p, q) for several
families of (p, q) by further developing the color energy technique of Fish, Pohoata, and Sheffer.
Next, we consider variants of the Ramsey problem in the setting of ordered graphs, which are simple
graphs with a total ordering on their vertices. This work, joint with Balogh, Clemen, and Lavrov, is motivated
by the well-known Erdős–Szekeres Theorem, which states that every red-blue coloring of the edges of the
ordered complete graph on n2 + 1 vertices must contain a monochromatic increasing path with at least n
edges. In Chapter 4, we study the size Ramsey version of this problem, considering the minimum number of
edges rather than vertices needed in an ordered graph with this Ramsey property. Our main innovation is
the use of inhomogeneous random graphs to give an upper bound on the ordered size Ramsey number of the
ordered path which matches our lower bound up to a polylogarithmic factor. In Chapter 5, we strengthen
the Erdős–Szekeres Theorem by characterizing the ordered graphs on n2 + 1 vertices for which any red-
blue edge-coloring contains a monochromatic ordered path, showing that these graphs all contain the same
minimal substructure. Finally, using similar methods, we give improved bounds on an online version of the
ordered size Ramsey problem for ordered paths.
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Symbols and Notation
∅ the empty set
Z the set of integers
N the set of natural numbers
[n] for n ∈ N, [n] := {1, 2, . . . , n}
V (G) the vertex set of graph G
v(G) the size of the vertex set of graph G
E(G) the edge set of graph G
e(G) the size of the edge set of graph G
NG(v) the neighborhood of vertex v in graph G
dG(v) the degree of vertex v in graph G
δ(G) the minimum degree of graph G
∆(G) the maximum degree of graph G
G [A] the subgraph induced in graph G by set A
Kn the complete graph on n vertices
Ks,t the complete bipartite graph with parts of size s and t
Pn the path on n vertices




Ramsey theory is a branch of extremal combinatorics which studies the forced appearance of order in large
disordered systems. This area is often introduced with the following puzzle: How many people must be at a
party before there are guaranteed to be either three mutual friends or three mutual strangers in attendance?
Although this question is easy to state, its natural generalization to larger numbers of friends and strangers
is, in fact, an extremely challenging open problem.
Before delving into the theory surrounding this example, we will first establish some of the foundations
of graph theory that will allow us to pose the problem and its generalizations more precisely.
1.1 Basics of Graph Theory
A graph is an ordered pair G = (V,E) consisting of a set V of vertices and a set E of edges, where each
edge contains two vertices. The order and size of a graph G are the number of vertices and edges in G,
respectively, which we denote by v(G) and e(G). We say an edge e and vertex v are incident if v ∈ e, while
two edges e and f are adjacent if they share a vertex. Two vertices u and v are said to be adjacent, denoted
u ∼ v, uv, or vu, if {u, v} ∈ E(G).
Throughout this thesis, we will focus on simple graphs, which are graphs containing no loops (edges v ∼ v)
or multiple edges (several edges u ∼ v). A graph with loops or multiple edges is referred to as a multigraph.
We say that u is a neighbor of v if uv ∈ E(G), and the set of all neighbors of v is the neighborhood of v,
denoted NG(v). The degree of v is the cardinality of its neighborhood, denoted dG(v). When the underlying
graph is clear from context, we simply write N(v) and d(v). An isolated vertex has degree zero.
Several important families of graphs will appear repeatedly throughout this thesis. The complete graph
or clique on n vertices, denoted Kn, is the graph in which every pair of distinct vertices is connected by an
edge. A path on n vertices, denoted Pn, is a graph whose vertices can be linearly ordered so that two vertices
are adjacent if and only if they appear consecutively in the ordering. A cycle on n vertices, denoted Cn, is
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a graph with n edges whose vertices can be cyclically ordered so that two vertices are adjacent if and only
if they appear consecutively in this ordering. A graph is bipartite if its vertices can be partitioned into two
disjoint sets such that no two vertices within the same set are adjacent. Equivalently, a graph is bipartite if
it contains no odd cycles. A bipartite graph is said to be complete if every pair of vertices in the two parts of
the partition are adjacent. We denote the complete bipartite graph by Ks,t, where s and t are the number
of vertices in the two parts.
We say that a graph is connected if there is a path between any two of its vertices. A connected bipartite
graph with no even cycles is called a tree, and its vertices of degree one are called leaves. The complete
bipartite graph K1,k is called a star with k leaves.
A graph H is said to be a subgraph of G if V (H) ⊆ V (G) and E(H) ⊆ E(G). A subgraph of G is induced
by A ⊆ V (G) if its vertex set is A and its edge set contains all edges of G with both endpoints in A. We
write G[A] to denote this induced subgraph, and we write G − A for the subgraph of G induced by the
complement of A. The union G∪H of graphs G and H is the graph with with vertex set V (G)∪ V (H) and
edge set E(G) ∪ E(H).
A large body of work in graph theory is devoted to understanding graph colorings. A vertex-coloring
of a graph G is a function f : V (G) → C which assigns to each vertex in G a label from C. Similarly, an
edge-coloring of G is a function f : E(G) → C assigning a label to each edge in G. We often consider our
colors to be natural numbers and use the notation [n] := {1, 2, . . . , n}.
Many important questions in extremal graph theory focus on minimizing or maximizing the number of
colors needed to guarantee that a vertex- or edge-coloring has some “nice” property. For example, an edge-
coloring f : E(G)→ C is proper if f(e) 6= f(e′) for any pair of adjacent edges e, e′ ∈ E(G). Also of interest
are rainbow colorings, in which all edges receive distinct colors, and monochromatic colorings, in which all
edges receive the same color.
1.2 Ramsey Theory
Now let us return to the party problem, which we can restate using our graph theoretic language. We can
represent the guests by vertices and the relationships between pairs of guests by edges, resulting in a complete
graph. Then, by coloring each edge with either red for strangers or blue for friends, we can rephrase the
problem as follows: What is the minimum number n of vertices needed so that any coloring of the edges of
Kn with red and blue must contain a monochromatic triangle?
It is natural to ask this question for other monochromatic subgraphs as well, and in 1930, Ramsey [54]
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showed that such a minimum number of colors exists for any finite graph G. As a result, we can define the
Ramsey number of a graph G, denoted r(G), to be the minimum n such that any red-blue coloring of the
edges of Kn contains a monochromatic copy of G. When G is a complete graph Kp, we simplify our notation
from r(Kp) to r(p). This is called the diagonal Ramsey number of p.
Despite significant interest, the problem of determining these diagonal Ramsey numbers has been settled
for only a few small values of p. In particular, it is known that r(3) = 6 and r(4) = 18, but finding r(5) is
still an open problem, with the current best bounds 43 ≤ r(5) ≤ 48 due to Exoo [35] and Angeltveit and










given by Erdős [32] and by Erdős and Szekeres [31], have only seen lower-order improvements, see [19, 56, 59].
Ramsey numbers are also defined for edge-colorings with k ≥ 3 colors, and we denote the k-color diagonal
Ramsey number by r(p; k). In this multicolor case, the best known upper bound is still r(p; k) ≤ kkp, following
from the argument of Erdős–Szekeres [31]. However, a recent breakthrough by Conlon and Ferber [20]
gave the first exponential improvement to the lower bound on diagonal Ramsey numbers since the original







The study of Ramsey numbers has led to the development of powerful tools in extremal combinatorics and
inspired many different variations and generalizations over the years. We will consider two such directions
in this thesis.
1.3 Erdős–Gyárfás Problem on Generalized Ramsey Numbers
In 1975, Erdős and Shelah [27, 29] introduced the following generalization of the Ramsey number. Given





, a (p, q)-coloring of the complete graph Kn is an edge-coloring in
which every p vertices span a clique with at least q colors. We are interested in finding the minimum number
of colors, f(n, p, q), needed to give a (p, q)-coloring of Kn.
This problem generalizes several important questions in graph theory. For example, a (3, 3)-coloring is
equivalent to a proper edge-coloring, one in which no two adjacent edges can have the same color. Therefore,
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it is well known that
f(n, 3, 3) =
 n n is odd,n− 1 n is even.
Furthermore, determining f(n, p, 2) for all n and p is equivalent to determining r(p; k) for all p and k,
which we have seen is very difficult in general. Indeed, r(p; k) = n implies that f(n − 1, p, 2) ≤ k and
f(n, p, 2) ≥ k + 1. Similarly, f(n, p, 2) = k implies that r(p; k) > n and rk−1(p) ≤ n.
The systematic study of this function was initiated by Erdős and Gyárfás [33] in 1997. Their work focused










for n ≥ 4,
since any pair of edges in Kn is contained in a copy of Kp and hence will receive distinct colors. In [33],
Erdős and Gyárfás determined the threshold values for q as a function of p for which f(n, p, q) becomes linear





. They also used the Lovász Local Lemma [34] to
give a general upper bound,







One of the main questions left open by Erdős and Gyárfás [33] was the determination of a threshold value
of q in terms of p for which the function f(n, p, q) becomes polynomial in n. They gave a simple induction
argument showing that
f(n, p, p) ≥ n1/(p−2) − 1,
but could not determine if f(n, p, p−1) = no(1) even when p = 4, a problem they called “the most annoying”
of all the small cases.
In 1998, Mubayi [50] verified that this is indeed the case when p = 4 by giving an explicit (4, 3)-coloring of
Kn to show f(n, 4, 3) ≤ eO(
√
logn). Eichhorn and Mubayi [26] later used a slight variation of this construction
to show that f(n, p, 2 dlog pe − 2) ≤ eO(
√
logn) for all p ≥ 5 as well. In particular, this showed that f(n, 5, 4)
is also subpolynomial.
This problem was solved in general in 2015 by Conlon, Fox, Lee, and Sudakov [21], who generalized the
(4, 3)-coloring given by Mubayi [50] to show that




In Chapter 2 and in joint work with Cameron [18], we give improved upper bounds on f(n, p, q) in the
“diagonal” case where p = q. Until recently, the probabilistic upper bound of f(n, p, p) = O(n2/(p−1)) due
to Erdős and Gyárfás [33] had been improved only for p ∈ {3, 4}.
In 2004, Mubayi [51] gave an explicit (4, 4)-coloring of Kn with only n
1/2eO(
√
logn) colors, closing the gap
for p = 4 to
n1/2 − 1 ≤ f(n, 4, 4) ≤ n1/2+o(1).
His construction was the product of two colorings. The first was his earlier (4, 3)-coloring using no(1) colors.
The second was an “algebraic” coloring that assigned to each vertex a vector from a two-dimensional vector
space over a finite field, and then colored each edge with an element from the base field, giving n1/2 colors.
In joint work with Cameron [17], we extended Mubayi’s technique to the p = 5 setting, giving a new
upper bound which improves the previous probabilistic upper bound and matches the inductive lower bound
of Erdős and Gyárfás [33] up to a subpolynomial factor. Our construction is the product of a modified
version of the (5, 4)-coloring in [21], which we refer to as the CFLS coloring, and an algebraic coloring which
views the vertices as vectors in F3q and assigns elements of the base field to the edges.
Theorem 2.1. As n→∞, f(n, 5, 5) ≤ n1/32O(
√
logn log logn).
In Chapter 2, we push our method further by giving a complete description of the colorings of Kp which
survive the CFLS (p, p− 1)-coloring.
Theorem 2.2. For any p ≥ 3, there is a (p, p − 1)-coloring of Kn using no(1) colors such that the only
p-cliques that contain exactly p− 1 distinct edge-colors are isomorphic (as edge-colored graphs) to one of the
edge-colored p-cliques given in the definition below.
Definition 2.1. Given an edge-coloring f : E(Kn) → C, we say that a subset S ⊆ V (Kn) has a leftover
structure under f if either |S| = 1 or there exists a bipartition (which we will call the initial bipartition) of
S into nonempty sets A and B for which
• A and B each have a leftover structure under f ;
• f(A) ∩ f(B) = ∅; and
• there is a fixed color α ∈ C such that f(a, b) = α for all a ∈ A and all b ∈ B and α 6∈ f(A) and
α 6∈ f(B).
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We generalize the algebraic portion of our coloring in [17], the “Modified Dot Product” coloring, to a
version that eliminates leftover 6-cliques with O(n1/3) colors and leftover 8-cliques with O(n1/4) colors. By
taking the product of these colorings with the appropriate (p, p − 1)-coloring guaranteed by Theorem 2.2,
we improve the upper bounds of f(n, 6, 6) = O(n2/5) and f(n, 8, 8) = O(n2/7).
Theorem 2.3. We have the following upper bounds:
f(n, 6, 6) = n1/3+o(1); f(n, 8, 8) = n1/4+o(1).
1.3.2 Lower Bounds
In Chapter 3 and in joint work with Balogh, English, and Krueger [7], we consider a different aspect of this
generalized Ramsey question. Recently, Pohoata and Sheffer [53] introduced the color energy of a graph as
a tool to obtain lower bounds on f(n, p, q). We extend their method and determine new lower bounds on
f(n, p, q) for various families of pairs (p, q).
Given a graph G = (V,E), a set of colors C, and an edge-coloring χ : E → C, the color energy of G is
E(G) = |{(v1, v2, v3, v4) ∈ V 4 : χ(v1, v2) = χ(v3, v4)}|.










+m+ 1)-coloring, Pohoata and Sheffer [53]
proved the following new family of bounds:






















In [37], Fish, Pohoata, and Sheffer further developed the color energy approach, defining higher color
energies and color energy graphs as tools to prove additional families of bounds. The bounds on f(n, p, q)
which are obtained using color energy graphs all fit into the general framework described below.


















Furthermore, we say that F is simply r-nice if F is (r, α)-nice for every α > 0 such that ex(n, F ) =




a clique of size r|V (F )| spanning as few colors as we would expect if there were r pairwise vertex-disjoint
copies of F each with the same coloring.
In [37], the authors used the color energy graph to prove that even cycles C2k are 2-nice, which led them
to find new bounds on f(n, p, q) based on known upper bounds on ex(n,C2k). They also showed that C8
is 3-nice, but did not prove that any infinite families of graphs are r-nice for any r ≥ 3. We extend the
techniques used in [37] to find many families of (r, α)-nice graphs. For t ≥ 3, denote by K+t the subdivision
of Kt and by Θ(a, b) the theta graph, which consists of b internally-disjoint paths of a edges each with the
same two endpoints. Furthermore, for a ≤ b, let K`a,b denote the graph obtained from Ka,b by replacing each
edge with a path of length ` (that is, K1a,b = Ka,b).
Theorem 3.2. We have the following:
(i) K+t is 2-nice for all t ≥ 3. (Theorem 3.5)
(ii) Θ(a, b) is r-nice for all r, b ≥ 2, a > r. (Theorem 3.7)
(iii) K`3,b is (r, 1− 23` )-nice for b ≥ 3, ` ≥ 2, r ∈ {2, 3, 4, 5, 6} with r <
3
2`. (Theorem 3.8)
Each of these families gives us new lower bounds on f(n, p, q) for the appropriate choices of p and q,
many of which improve on existing bounds in the literature.
In addition, we use a simple induction argument employed by Erdős and Gyárfás [33] in their original
paper to prove the following theorem.




















This bound improves a result of Fish, Pohoata, and Sheffer [37] and generalizes the lower bound from [33]
on f(n, p, p).
1.4 Size Ramsey Problems for Ordered Graphs
In 1972, Erdős, Faudree, Rousseau, and Schelp [30] introduced a natural variant of the Ramsey problem
which counts edges rather than vertices. The size Ramsey number of a graph G, denoted r̂(G), is the
minimum integer m for which there is a graph H with m edges such that every two-coloring of E(H)
contains a monochromatic copy of G.
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It is well-known that r(Pn) = Θ(n). This implies the upper bound r̂(Pn) = O(n
2), since the complete





edges. In 1983, Beck [8] showed that r̂(Pn) is linear in n, answering a
question of Erdős [28]. The current best upper bound, given by Dudek and Pra lat [24], is r̂(Pn) ≤ 74n, while
the current best lower bound, given by Bal and DeBiasio [4], is r̂(Pn) ≥ (3.75− o(1))n.
More generally, Krivelevich [45] and Dudek and Pra lat [25] showed that r̂(Pn; k), the size Ramsey number
of the path with respect to edge-coloring with k colors, satisfies r̂(Pn; k) = O((log k)k
2n). This result is nearly
optimal since r̂(Pn; k) = Ω(k
2n).
The question of determining the size Ramsey number of the path has been considered in several different
ordered and directed settings, including [11, 14, 49]. In Chapters 4 and 5 and in joint work with Balogh,
Clemen, and Lavrov [5, 6], we study the case of ordered graphs.
An ordered graph on n vertices is a simple graph whose vertices have been labeled with [n] = {1, 2, . . . , n}.
We say that an ordered graph G on [N ] contains the ordered graph H on [n] if there is an edge-preserving
injection f : [n]→ [N ] such that f(i) < f(j) for all 1 ≤ i < j ≤ n. Throughout Chapters 4 and 5, we denote
by Pn the monotone increasing path on n+ 1 vertices with n edges, and by Kn the ordered complete graph
on n vertices.
The Erdős–Szekeres Theorem [31] states that any sequence of distinct integers of length at least rs + 1
must contain a monotone increasing subsequence of length r + 1 or a monotone decreasing subsequence of
length s+ 1. This fundamental result in extremal combinatorics has inspired the study of many interesting
variations, such as [15, 38, 39, 60]. In many of these variations, it is useful to consider a stronger statement
of the Erdős–Szekeres Theorem in terms of ordered graphs: any edge-coloring of Krs+1 with red and blue
must contain a red copy of Pr or a blue copy of Ps.
In Chapter 4, we consider the ordered size Ramsey number, minimizing the number of edges in ordered
graphs with this property rather than the number of vertices. Formally, let r̃(Pr, Ps) denote the minimum
number of edges in an ordered graph for which any red-blue coloring of the edges contains either a red
copy of Pr or a blue copy of Ps. We determine upper and lower bounds on r̃(Pr, Ps) which agree up to a
polylogarithmic factor.
Theorem 4.1. For some absolute constant C > 0 and for all 2 ≤ r ≤ s,
1
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r2s ≤ r̃(Pr, Ps) ≤ Cr2s(log s)3.
While random and pseudorandom graphs have been used to prove upper bounds on several variants of
8
size Ramsey numbers, including [1, 8], our proof is the first which uses inhomogeneous random graphs to
obtain a result of this type.
We also provide an alternative approach to proving this upper bound on r̃(Pr, Ps), which transforms the
question of edge-coloring into a problem about vertex-coloring. In order to give an upper bound on the
b-color ordered Ramsey number of the ordered path Ps, we iteratively define a sequence of graphs, the last
of which proves the following theorem:
Theorem 4.2. There exists an ordered graph with seO(log b
√
log s) edges for which every b-coloring of the
vertices contains a monochromatic ordered path of length s.
Finally, we show that an analog of Theorem 4.1 holds for r̃(Pn; q), the minimum number of edges in an
ordered graph for which any q-coloring of the edges contains a monochromatic ordered Pn.
Theorem 4.3. There exists an absolute constant C > 0 such that for all n ≥ 2 and q ≥ 2,
n2q−1
22q−1(q − 1)!
≤ r̃(Pn; q) ≤ Cn2q−1(log n)3.
In Chapter 5, we study two related ordered size Ramsey questions, one in which the number of vertices
is fixed and another which considers a game variant of the problem.
Note that Krs+1 is not the smallest (rs + 1)-vertex ordered graph for which any red-blue edge-coloring
contains a red Pr or blue Ps. For example, any edge ij such that i+(rs+1− j) < min{r, s} is not contained
in any ordered path of length min{r, s}, and therefore excluding all such edges still forces a red Pr or blue
Ps. We will write G ↪→ (Pr, Ps) to denote that an ordered graph G has this Ramsey property.
We define the minimal subgraph G of Krs+1 such that G ↪→ (Pr, Ps) and prove a surprisingly simple
characterization of all such ordered graphs: any ordered graph with this property must contain our minimal
example as a subgraph.
Definition 5.1. Let the circus tent graph CT (r, s) be the ordered (rs + 1)-vertex graph with vertices
1, 2, . . . , rs+ 1 which is the union of the ordered (rs+ 1)-vertex graphs G1 and G2, defined below:
• The graph G1 contains an edge ij iff there exists k ∈ [s] such that k ≤ i < j ≤ kr − r + 2 or
rs− kr + r ≤ i < j ≤ rs+ 2− k.
• The graph G2 contains an edge ij iff there exists k ∈ [r] such that k ≤ i < j ≤ ks − s + 2 or
rs− ks+ s ≤ i < j ≤ rs+ 2− k.
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We show that all edges not in CT (r, s) can be deleted from Krs+1 and still leave a “good” graph with the
desired property, while removing a single edge in CT (r, s) from Krs+1 yields a “bad” ordered graph without
this property.
Theorem 5.1. Let G be an ordered graph on rs+ 1 vertices. Then G ↪→ (Pr, Ps) if and only if CT (r, s) is
a subgraph of G.
Theorem 5.1 can be interpreted as a size Ramsey problem with a fixed number of vertices. Another
interesting variant of the size Ramsey number is the online version introduced by Beck [10] and by Kurek
and Ruciński [47]. In the online setting, we study a game between two players, Builder and Painter. In
each turn, Builder presents an edge for Painter to color, and Builder wins if Painter is forced to create a
monochromatic copy of the desired graph. The minimum number of edges necessary for Builder to win is
the online size Ramsey number. Simple arguments show that the online size Ramsey number of the path Pn
is at least 2n− 3 and at most 4n− 7 [40].
This game can also be played on ordered graphs. We denote the online ordered size Ramsey number by
ro(Pr, Ps), and we let r
∗
o(Pr, Ps) denote the corresponding Ramsey number when the game is played under
the added restriction that all edges must be chosen from a fixed set of rs+1 vertices. For the diagonal t-color
case, we use ro(Pn; t). In [52], Pérez-Giménez, Pra lat, and West gave the following bounds on ro(Pn; t).





≤ ro(Pn; t) ≤ tnt+1.
Note that Theorem 5.2 is a special case of their more general result on k-uniform hypergraphs. In
Chapter 5, we give a new upper bound on ro(Pn; t) which improves Theorem 5.2 when t = o(
logn
log logn ).
Theorem 5.3. We have ro(Pn0 , Pn1 , . . . , Pnt) ≤ r∗o(Pn0 , Pn1 , . . . , Pnt) ≤ n0
∏t
i=1 ni(blog2 nic+ 1).
In particular, ro(Pn; t) = O(n
t(log n)t−1).
In the two-color case, we also improve the lower bound from Theorem 5.2, showing that ro(Pr, Pr) is
superlinear in r.
Theorem 5.4. ro(Pr, Pr) ≥ log2(r + 1)! = Ω(r log r).
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Chapter 2
Upper Bounds for the Erdős–Gyárfás
Problem
2.1 Introduction





. An edge-coloring of a graph G is a (p, q)-coloring if
every p-clique of G contains edges of at least q distinct colors. Let f(n, p, q) denote the minimum number of
colors needed to give a (p, q)-coloring of Kn.
This function f(n, p, q) is known as the Erdős–Gyárfás function after the authors of the first paper [33] to
systematically study (p, q)-colorings. The majority of their work focused on understanding the asymptotic
behavior of this function as n → ∞ for fixed values of p and q. One of their primary results was a general
upper bound of







obtained using the Lovász Local Lemma [34], while one of the main problems they left open was the determi-
nation of q, given a fixed value of p, for which f(n, p, q) = Ω(nε) for some constant ε, but f(n, p, q−1) = no(1).
Towards this end, they found that
n
1
p−2 − 1 ≤ f(n, p, p) ≤ cn
2
p−1 ,
where the lower bound is given by a simple induction argument and the upper bound is a special case of
their general upper bound. However, they did not determine whether f(n, p, p−1) = no(1) even when p = 4,
a problem they called “the most annoying” of all the small cases.
In 1998, Mubayi [50] verified that this is indeed the case when p = 4 by giving an explicit (4, 3)-coloring of
Kn to show f(n, 4, 3) ≤ eO(
√
logn). Eichhorn and Mubayi [26] later used a slight variation of this construction
to show that f(n, p, 2 dlog pe − 2) ≤ eO(
√
logn) for all p ≥ 5 as well. In particular, this showed that f(n, 5, 4)
is also subpolynomial.
In 2015, this problem was solved in general when Conlon, Fox, Lee, and Sudakov [21] provided an explicit
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coloring which showed that
f(n, p, p− 1) ≤ 216p(logn)
1−1/(p−2) log logn (2.2)
by generalizing Mubayi’s (4, 3)-coloring. In [17], we slightly modified their coloring, which we call the CFLS
coloring, and paired it with an “algebraic” construction to prove the following result.
Theorem 2.1 ([17]). As n→∞,
f(n, 5, 5) ≤ n1/32O(
√
logn log logn).
This improves the general upper bound found by Erdős and Gyárfás [33] and comes close to matching
their lower bound in terms of order of growth.
Our proof built on the ideas of Mubayi in [51], where he gave an explicit construction showing that
f(n, 4, 4) ≤ n1/2+o(1). His construction was the product of two colorings: his earlier (4, 3)-coloring which
used no(1) colors, and an “algebraic” coloring that assigned to each vertex a vector from a two-dimensional
vector space over a finite field, and then colored each edge with an element from the base field, giving n1/2
colors. Some complicating factors needed to be addressed by splitting each of these colors a constant number
of times so that ultimately the algebraic part of his coloring used only O(n1/2) colors.
One such complication was the need to avoid what Mubayi called a “striped” K4, four vertices with three
distinct edge colors where each color is a matching. Interestingly, this particular arrangement can actually
be avoided with only 2O(
√
logn) colors, as we showed in [17].
In this chapter and in joint work with Cameron [18], we push these ideas further. In Section 2.2, we
prove the following result.
Theorem 2.2. For any p ≥ 3, there is a (p, p − 1)-coloring of Kn using no(1) colors such that the only
p-cliques that contain exactly p− 1 distinct edge-colors are isomorphic (as edge-colored graphs) to one of the
edge-colored p-cliques given in the definition below.
Definition 2.1. Given an edge-coloring f : E(Kn) → C, we say that a subset S ⊆ V (Kn) has a leftover
structure under f if either |S| = 1 or there exists a bipartition (which we will call the initial bipartition) of
S into nonempty sets A and B for which
• A and B each have a leftover structure under f ;




Figure 2.1: An example of a p-clique with a leftover structure.
• there is a fixed color α ∈ C such that f(a, b) = α for all a ∈ A and all b ∈ B and α 6∈ f(A) and
α 6∈ f(B).
Alternatively, a more constructive definition is to say that a p-clique S is leftover if either p = 1 or if it
can be formed from a leftover (p − 1)-clique by taking one of its vertices x, making a copy x′, coloring xx′
with a new color, and coloring x′y with the same color as xy for each y ∈ S for which y 6= x. Note that it is
easy to see by induction that these p-cliques always contain exactly p− 1 colors.
One of the general difficulties in producing explicit (p, q)-colorings is dealing with the large number of
possible non-isomorphic ways to color the edges of a p-clique with fewer than q colors in order to demonstrate
that a construction avoids them. By identifying the “bad” structures that are leftover after using only no(1)
colors, we are able to greatly reduce the amount of case-checking required in identifying (p, p)-colorings,
which would otherwise make this problem intractable for large p.
More precisely, one of the nice properties of these leftover structures is that any subset of vertices of
a leftover clique induces a clique that is itself leftover. Therefore, any edge-coloring of Kn that eliminates
leftover p-cliques also eliminates all leftover P -cliques for any P ≥ p. Moreover, by Theorem 2.2, if this
coloring uses nε+o(1) colors, then f(n, P, P ) ≤ nε+o(1), as the product of this coloring with the one guaranteed
in Theorem 2.2 will avoid any P -clique with fewer than P colors for each P ≥ p.
As a specific example, in [17] we gave a (5, 5)-coloring of Kn that used n
1/3+o(1) colors. Since this coloring
avoids leftover 5-cliques, then it also avoids leftover P -cliques for all P ≥ 5. Therefore, if we take the product
of this coloring with the appropriate one developed in Section 2.2 that eliminates all 6-cliques with 5 or fewer
colors other than leftover 6-cliques, then we have a (6, 6)-coloring that uses only n1/3+o(1) colors, improving
the best known upper bound given above, O(n2/5).
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In Section 2.3, we generalize the algebraic portion of our coloring in [17], the “Modified Dot Product”
coloring, to a version that eliminates leftover 6-cliques with O(n1/3) colors (making the above example
redundant) and eliminates leftover 8-cliques with O(n1/4) colors. By taking the product of these colorings
with the appropriate ones developed in Section 2.2, this gives us the following theorem.
Theorem 2.3. We have the following upper bounds:
f(n, 6, 6) = n1/3+o(1); f(n, 8, 8) = n1/4+o(1).
This improves the best-known upper bound f(n, 8, 8) = O(n2/7) as well.
2.2 Modified CFLS Coloring
In this section, we define an edge-coloring ψp of the complete graph with vertex set {0, 1}α for some positive
integer α. This construction is the product of two colorings, ψp = cp ×∆p, where cp is the (p + 3, p + 2)-
coloring defined in [21]. In many places, this section tracks parts of the proof given in [21], and we have
attempted to keep the notation consistent with that paper to make cross-referencing easier.
We will prove the following lemma about the coloring cp.
Lemma 2.1. Let p be a fixed positive integer. Any subset S ⊆ {0, 1}α with |S| ≤ p+ 3 vertices that contains
exactly |S| − 1 distinct colors under the edge-coloring cp either has a leftover structure under cp or contains
a striped K4 under cp.
A striped K4, as described by the following definition, was first defined in [51].
Definition 2.2. Let f : E(G)→ C be an edge-coloring of a graph G. We call any 4-clique of G, {a, b, c, d} ⊆
V (G), for which f(ab) = f(cd), f(ac) = f(bd), f(ad) = f(bc), f(ab) 6= f(ac), f(ab) 6= f(ad), and f(ac) 6=
f(ad) a striped K4.
We will also prove the following result about the coloring ψp.
Lemma 2.2. There is no striped K4 under the edge-coloring ψp.
These two lemmas are enough to conclude that ψp is a (p+ 3, p+ 2)-coloring for which any clique S with
|S| ≤ p+ 3 that contains exactly |S| − 1 colors must have a leftover structure.
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2.2.1 The Construction
For some positive integer p, let
1 ≤ r1 ≤ r2 ≤ · · · ≤ rp
be fixed positive integers such that rd|rd+1 for each d = 1, . . . , p− 1. These ri will be called the parameters
of our edge-coloring.
For any α ≥ rp, let n = 2α, and associate each vertex of the complete graph Kn with its own unique
binary string of length α. For each d = 1, . . . , p, let α = adrd + bd for positive integers ad, bd such that














i denotes a binary string in {0, 1}rd for each i = 1, . . . , ad and x
(d)
ad+1
denotes a binary string from
{0, 1}bd . We will call these substrings rd-blocks of x, including the final one which may or may not actually
have length equal to rd.
In the following definitions, we let r0 = 1 and rp+1 = α. First, we define a function ηd for any d = 0, . . . , p









0 x = y,


























cp(x, y) = (ξp(x, y), . . . , ξ0(x, y)) .
Next, we assume that the binary strings of {0, 1}β are lexicographically ordered for every positive integer
β. For 1 ≤ i ≤ ap + 1 and binary strings x < y, define
δp,i(x, y) =
















ψp(x, y) = (cp(x, y),∆p(x, y)) .
2.2.2 Number of Colors
For any positive integer n, let β be the positive integer for which
2(β−1)
p+1
< n ≤ 2β
p+1
.
For each d = 1, . . . , p+ 1, let rd = β
d in the construction of ψp. Specifically, this means we are constructing
the coloring on the complete graph with vertex set {0, 1}α where α = βp+1. We can apply this coloring to
Kn by arbitrarily associating each vertex of Kn with a unique binary string from {0, 1}α and taking the
induced coloring.
As shown in [21], for these choices of parameters rd, the coloring cp uses at most 2
4(p+1)βp log2 β colors.
On the other hand, ∆p uses 2
ap+1 ≤ 2β colors. Thus, all together, ψp uses at most 24(p+1)β
p log2 β+β colors,
where
(log2 n)
1/(p+1) ≤ β < (log2 n)1/(p+1) + 1.
Thus, for any fixed p, ψp uses a total of n
o(1) colors.
2.2.3 Refinement of Functions
Before we prove Lemma 2.1, it will be helpful to give the following definition and results about refinement
of functions. The definition and Lemma 2.3 are paraphrased from [21].
Definition 2.3. Let f : A → B and g : A → C. We say that f refines g if f(a1) = f(a2) implies that
g(a1) = g(a2) for all a1, a2 ∈ A.
Lemma 2.3 (Lemma 4.1(vi) from [21]). Let f, g be functions on domain A. If f refines g, then for all
A′ ⊆ A, we have |f(A′)| ≥ |g(A′)|.
Lemma 2.4. Let f, g be functions on domain A. If f refines g and S ⊆ A is a finite subset for which
|f(S)| = |g(S)|, then
f(s1) = f(s2) ⇐⇒ g(s1) = g(s2)
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for all s1, s2 ∈ S.
Proof. The forward direction follows from the definition of f refining g. Conversely, if we have g(s1) = g(s2)
but f(s1) 6= f(s2) for some s1, s2 ∈ S, then |f(S)| ≥ |g(S)|+ 1, a contradiction. 
In particular, Lemma 2.4 implies that if some edge-coloring of a clique S is refined by another edge-
coloring, but S contains the same number of colors under each, then the edge-colorings must be isomorphic.
2.2.4 Proof of Lemma 2.1
Let S ⊆ {0, 1}α be a set of |S| ≤ p+ 3 vertices which contains exactly |S| − 1 distinct edge colors under cp.
We will prove that S either has a leftover structure or contains a striped K4 by induction on α, similar to
the proof of Theorem 2.2 from [21].
For the base case, consider α ≤ rp. Then for any x, y ∈ S, the first component of cp(x, y) is
ξp(x, y) = (ηp(x, y)) = ((1, {x, y})) .




, which happens only
when |S| = 1, 2. In either case, S trivially has a leftover structure.
Now assume that α > rp and that the statement is true for shorter binary strings. For each d = 1, . . . , p,
let αd be the largest integer strictly less than α that is divisible by rd. For any x ∈ S, let x = (x′d, x′′d) for
x′d ∈ {0, 1}αd and x′′d ∈ {0, 1}α−αd .
Let Sd denote the set of αd-prefixes of S,
Sd = {x′d ∈ {0, 1}αd |∃x ∈ S, x = (x′d, x′′d)} .
For each x′d ∈ Sd, let







I be the set of colors contained in S found on edges that go between vertices from two distinct T -sets,
Λ
(d)



















E , partition all of the colors contained in S. Therefore,





















d}|x, y ∈ S;x 6= y;x′d = y′d} .
It is shown in [21] that |Λ(d)I | ≥ |C
(d)
I | and that |Λ
(d)
E | ≥ |C
(d)
E |. The second inequality is easier to see since
any distinct x, y ∈ S for which x′d = y′d give ξd = (0, . . . , 0, (i, {x′′d , y′′d})) as the appropriate component of
cp(x, y). Although the first inequality seems intuitively true, its proof is a bit more subtle. The following
Fact 2.1 (proved in [21]) together with Lemma 2.3 give us the desired inequality.
Fact 2.1 (Lemma 4.3 from [21]). For x, y ∈ {0, 1}α, let









Then cp refines γd as functions on domain {0, 1}α × {0, 1}α.
We will also use the following Fact 2.2 which is proven in [21], although not stated as a claim or lemma
that can be easily cited. (See the final sentence of the second-to-final paragraph on page 11.)
Fact 2.2 (proved in [21]). There exists an integer 1 ≤ d ≤ p for which
|C(d)I |+ |C
(d)
E | ≥ |S| − 1.
Therefore, we have
|S| − 1 = |Λ(d)I |+ |Λ
(d)




E | ≥ |S| − 1,
which implies that
|S| − 1 = |Λ(d)I |+ |Λ
(d)
















d )) if x
′
d 6= y′d
{x′′d , y′′d} otherwise.
Then by Fact 2.1 we know that c̃p refines cp. Since |Λ(d)I |+ |Λ
(d)




E |, then by Lemma 2.4 we
know that the structure of S under c̃p must be the same as the structure of S under cp. Therefore, we need
only show that S either has a leftover structure or contains a striped K4 under c̃p to complete the proof.
We consider two cases: either there exists some ω ∈ C(d)E that appears more than once in S under c̃p or each
ω ∈ C(d)E appears exactly once in S under c̃p.
Case 1: Let ω ∈ C(d)E appear on at least two edges in S. Then ω = {x′′d , y′′d} and so there must exist
a, b, c, e ∈ S such that a = (x′d, x′′d), b = (x′d, y′′d ), c = (y′d, x′′d), and e = (y′d, y′′d ) for some x′d 6= y′d. Therefore,
c̃p(a, b) = c̃p(c, e) = {x′′d , y′′d}














and all three colors are distinct. Hence, S contains a striped K4 under c̃p.















d)|x′d, y′d ∈ Sd},
then we know that
|C(d)I | ≥ |C
(d)
B | ≥ |Sd| − 1.
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Therefore,
























(|Tx′d | − 1) ⇐⇒
∑
x′d∈Sd
(|Tx′d | − 1)(|Tx′d | − 2) ≤ 0.
Hence, |Tx′d | = 1, 2 for each x
′





(|Tx′d | − 1) and |C
(d)
I | = |C
(d)
B | =
|Sd|−1. Thus, by induction, Sd either has a leftover structure or contains a striped K4 under cp. Furthermore,









{x′′d , y′′d} otherwise
is refined by c̃p, and S contains exactly |S|−1 colors under both c′p and c̃p. By Lemma 2.4, the edge-coloring
of S under c̃p is isomorphic to the one under c
′
p, and hence it is sufficient to show that S has either a leftover
structure or contains a striped K4 under c
′
p.
If Sd has a leftover structure under cp, then we see that S also has a leftover structure under c
′
p since
we can form S under c′p from Sd under cp by a sequence of splits as described in the definition of a leftover
structure. That is, for each x′d ∈ Sd for which |Tx′d | = 2, we replace x
′
d with two vertices with a new edge
color between them, and the same edge colors that x′d already had to the rest of the vertices.
On the other hand, if Sd contains a striped K4 under cp, then S must contain a striped K4 under c
′
p with
colors entirely from C
(d)
B . This concludes the proof.
2.2.5 Proof of Lemma 2.2
Let a, b, c, d ∈ {0, 1}α be four distinct vertices, and assume towards a contradiction that they form a striped
K4 under ψp. Specifically, assume that ψp(a, b) = ψp(c, d), ψp(a, c) = ψp(b, d), and ψp(a, d) = ψp(b, c).
Without loss of generality, we may assume the following: that a is the minimum element of the four
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under the lexicographic ordering of {0, 1}α; that for some i ≤ j, k,
ηp(a, b) = ηp(c, d) = (i, {x, y})
ηp(a, c) = ηp(b, d) = (j, {z, w})









i = y. It follows from the ordering that x < y and that a < c < b, d.
Furthermore, we have i < j since a and c do not differ in the ith block. Similarly, we see that (k, {s, t}) =
(i, {x, y}). Without loss of generality, we may let a(p)j = b
(p)




j = w. Therefore, z < w and
a < c < b < d. Now, it follows that δj(a, d) = +1 and that δj(c, b) = −1, a contradiction since we assume
that ψp(a, d) = ψp(c, b).
2.3 Modified Dot Product Coloring
Fix an odd prime power q and a positive integer d. In this section, we prove Theorem 2.3 by giving an
edge-coloring ϕd for the complete graph on n = (q − 1)d vertices that uses (3d+ 1)q − 1 colors and contains
no leftover 6-cliques when d = 3 and no leftover 8-cliques when d = 4.
In what follows, we make use of several standard concepts and results from linear algebra without
providing explicit definitions or proofs. We highly recommend Linear Algebra Methods in Combinatorics by
László Babai and Péter Frankl [3] for a detailed treatment of these ideas. In particular, Chapter 2 covers all
of the necessary background for our argument.
2.3.1 The Construction
Let F∗q denote the nonzero elements of the finite field with q elements, and let (F∗q)d denote the set of ordered
d-tuples of elements from F∗q . In other words, (F∗q)d is the set of d-dimensional vectors over the field Fq
without zero components. In what follows, we will assume that the set F∗q is endowed with a linear order
which can be arbitrarily chosen. We then order the set (F∗q)d with lexicographic ordering based on the order
applied to F∗q .
Define a set of colors Cd as the disjoint union
Cd = DOT t ZERO tUP tDOWN,
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be a coloring function of pairs of distinct vectors, x < y, defined by
ϕd (x, y) =

(i, xi + yi)ZERO if x · y = 0
(i, xi + yi)UP if x · y 6= 0 and x · y = x · x
(i, xi + yi)DOWN if x · y 6∈ {0, x · x} and x · y = y · y
x · y otherwise,
where i is the first coordinate for which x = (x1, . . . , xd) differs from y = (y1, . . . , yd) and x · y denotes the
standard inner product (dot product).
2.3.2 Number of Colors
Let n be a positive integer. Let q be the smallest odd prime power for which n ≤ (q − 1)d. Then we can
color the edges of Kn by arbitrarily associating each vertex with a unique vector from (F∗q)d and taking the
coloring induced by ϕd. By Bertrand’s Postulate, q ≤ 2(n1/d + 1). Therefore, the number of colors used by
ϕd on Kn is at most
(3d+ 1)q − 1 ≤ (6d+ 2)n1/d + (6d+ 1).
2.3.3 Definitions and Lemmas
Definition 2.4. Given a subset of vectors S ⊆ Fd, let rk(S) denote the rank of the subset, the dimension of
the linear subspace spanned by the vectors of S. Let af(S) denote the affine dimension of S, the dimension
of the affine subspace (also known as the affine hull) spanned by S.
Definition 2.5. A color α ∈ Cd has the dot property if α ∈ DOT ∪ ZERO. Note that if α has the dot
property, then ϕd (a, b) = ϕd (e, f) = α implies that a · b = e · f for any a, b, e, f ∈ (F∗q)d.
Lemma 2.5. Let {s1, . . . , st} ⊆ (F∗q)d be a set of t linearly independent vectors and let a, b ∈ (F∗q)d such that
ϕd (a, b) = ϕd (a, si) = α
ϕd (b, si) = β
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for some α, β ∈ Cd and for each 1 ≤ i ≤ t. Then s1, . . . , st, b are linearly independent.
Proof. Assume towards a contradiction that b =
∑t
j=1 λjsj for some scalars λ1, . . . , λt ∈ Fq. We will first
show that
∑t
j=1 λj = 1. If α ∈ DOT, then b =
∑t
j=1 λjsj implies that
α = a · b =
t∑
j=1






j=1 λj = 1 since α /∈ ZERO. On the other hand, if α /∈ DOT, then
ai + bi = ai + s1,i = · · · = ai + st,i,
where i is the first index of difference between a and b. Thus, sj,i = bi for all 1 ≤ j ≤ t. However, in this
case b =
∑t










j=1 λj = 1 since bi 6= 0. Therefore, for any α ∈ Cd we have
∑t
j=1 λj = 1.
Now, if β has the dot property, then let β′ denote b · sj for all j = 1, . . . , t. We have
b · b =
t∑
j=1





However, this implies that β ∈ UP ∪ DOWN, contradicting that β has the dot property. Thus, we must
assume that β does not have the dot property. It follows that
bk + s1,k = · · · = bk + st,k,








contradicting our choice of k. Since we reach a contradiction for all colors β, it must be the case that
s1, . . . , st, b are linearly independent vectors, as desired. 
We now define a particular instance of leftover structure that will be useful in our arguments.













Figure 2.2: A t-falling star.
if ϕd (si, sj) = αi for all 1 ≤ j < i ≤ t. For any set of vectors T ⊆ (F∗q)d under ϕd, let FS(T ) denote the
maximum t such that T contains a t-falling star.
The following result about these falling stars is an easy consequence of Lemma 2.5 which can be shown
by induction on the number of vectors.
Corollary 2.1. Let S = {s1, . . . , st} ⊆ (F∗q)d be a t-falling star under ϕd. Then the vectors s1, . . . , st−1 are
linearly independent. Consequently, for any subset T ⊆ (F∗q)d,
rk(T ) ≥ FS(T )− 1.
Moreover, if T is contained within a monochromatic neighborhood of some other vector, then
rk(T ) ≥ FS(T ).
Definition 2.7. Let A,B ⊆ Fdq be disjoint sets of vectors. We say that A confines B if for each a ∈ A,
a · x = a · y for every x, y ∈ B.
Lemma 2.6. Let A,B ⊆ Fdq be disjoint sets of vectors such that A confines B. Then
af(B) ≤ d− rk(A).
Proof. Let t = rk(A), and let a1, . . . , at be linearly independent vectors from A. Since A confines B, then
for each ai, there exists an αi ∈ Fq such that ai · b = αi for all b ∈ B. Therefore, B is a subset of the solution
















Since a1, . . . , at are linearly independent, the matrix of these t vectors has full rank, and hence, the solution
set is an affine space of dimension d− t, as desired. 
Lemma 2.7. Let A,B ⊆ (F∗q)d be disjoint sets of vectors and α ∈ Cd such that ϕd(a, b) = α for all a ∈ A
and b ∈ B. Then either A confines B or B confines A or both.
Proof. If α has the dot property, then it is trivial that A and B confine one another. Assume that α ∈
UP∪DOWN. It follows that the first position of difference i is the same between any a ∈ A and any b ∈ B.
Moreover, every vector of A has the same ith component, every vector of B has the same ith component,
and every vector of A ∪ B has the same jth component for each 1 ≤ j < i if i > 1. Since the vectors are
ordered lexicographically based on an underlying linear order of F∗q , it follows that either a < b for all a ∈ A
and b ∈ B, or b < a for all a ∈ A and b ∈ B.
Without loss of generality, assume that a < b for all a ∈ A and b ∈ B. If α ∈ UP, then for any particular
a ∈ A, a · b = a ·a for every b ∈ B. Therefore, A confines B. Similarly, if α ∈ DOWN, then for any particular
b ∈ B, b · a = b · b for every a ∈ A, so B confines A. 
Lemma 2.8. Let t ≥ 2 be an integer. An affine subspace of Fdq of dimension t− 2 will contain no t-falling
stars of (F∗q)d under ϕd. Therefore,
af(S) ≥ FS(S)− 1
for any subset of vectors S ⊆ (F∗q)d.
Proof. We will proceed by induction on t. The base case t = 2 is trivial since an affine subspace of dimension
0 is just one vector while a 2-falling star contains two distinct vectors.
Assume that t ≥ 3 and that the statement is true for t− 1. Let s1, . . . , st be t distinct vectors that form
a t-falling star. That is, let α1, . . . , αt−1 ∈ Cd and let ϕd (si, sj) = αi when 1 ≤ i < j ≤ t. Assume towards a
contradiction that these vectors are contained inside an affine subspace of dimension t− 2. Then there exist




j=1 λj = 1.
First, note that if λ1 = 0, then the vectors s2, . . . , st form a (t − 1)-falling star and are contained in an
affine subspace of dimension t − 3, a contradiction of the inductive hypothesis. Thus, we must assume in
what follows that λ1 6= 0.
We consider two cases: either α1 ∈ DOT or α1 6∈ DOT. If α1 ∈ DOT, then
α1 = s1 · st = s1 ·
t−1∑
j=1
λjsj = λ1(s1 · s1) + α1
t−1∑
j=2
λj = λ1(s1 · s1) + α1(1− λ1).
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Therefore, λ1(s1 · s1 − α1) = 0. Since λ1 6= 0, it follows that
s1 · s1 = α1 = s1 · s2,
which implies that α1 6∈ DOT, a contradiction.
Now assume that α1 6∈ DOT, and let i denote the index of the first component where s1 differs from the
other vectors. In this case,
s1,i + s2,i = · · · = s1,i + st,i,




λjsj,i = λ1s1,i + st,i
t−1∑
j=2
λj = λ1s1,i + st,i(1− λ1).
Thus, λ1(s1,i − st,i) = 0. Since λ1 6= 0, we have s1,i = st,i, a contradiction of our choice of i. 
Lemma 2.9. Let S ⊆ (F∗q)d be a set of p ≥ 1 vectors with a leftover structure under the coloring ϕd. Then
FS(S) ≥ dlog2 pe+ 1.
Proof. We will prove this by induction on p. The base case when p = 1 is trivial, so assume that S has p ≥ 2
vectors. Then S has an initial bipartition, S = A ∪B, and we note that
FS(S) ≥ 1 + max (FS(A),FS(B)) .
Since |A|, |B| < p, then by induction FS(T ) ≥ dlog2(|T |)e+ 1 for T = A,B. Thus, we have
FS(S) ≥ dlog2 (max(|A|, |B|))e+ 2,












+ 2 = dlog2 pe+ 1.

Lemma 2.10. Let p ≥ 2 and T ≥ 0 be integers. Let S ⊆ (F∗q)d be a subset of p vectors with a leftover
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structure under ϕd. If T ≥ 1, let a1, . . . , aT ∈ (F∗q)d and α1, . . . , αT ∈ Cd such that ϕd (ai, aj) = αi for all
1 ≤ i < j ≤ T and ϕd (ai, s) = αi for all 1 ≤ i ≤ T and all s ∈ S.
Then there exists a sequence of positive integers, x1, . . . , xt such that
∑t
i=1 xi = p − 1 and for each
i = 1, . . . , t, the following three conditions hold:






2. dlog2(xi)e+ dlog2(p− si − xi)e ≤ d− 1;
3. dlog2(p− si − xi)e ≤ d− i− T ,
where si = 0 if i = 1 and si =
∑i−1
j=1 xj otherwise.
Proof. We will prove this by induction on p. For the base case, let p = 2. Let x1 = 1 be the entire sequence.
Then the first two conditions hold trivially since the sum of the sequence is 1, and since
dlog2(1)e+ dlog2(1)e = 0 ≤ d− 1
for any d ≥ 1. For the third condition, since dlog2(1)e = 0, it suffices to show that T+1 ≤ d. This follows from
Corollary 2.1, since S∪{a1, . . . , aT } forms a (T +2)-falling star, and hence d ≥ rk (S ∪ {a1, . . . , aT }) ≥ T +1.
Now assume that S is a set of p vertices for p ≥ 3 and that the statement is true for smaller sets. Let the
initial bipartition of S be S = A∪B. By Lemma 2.7, we may assume without loss of generality that A confines
B. Therefore, af(B) ≤ d− rk(A) by Lemma 2.6. By Corollary 2.1, we know that rk(A) ≥ FS(A) since A is
in a monochromatic neighborhood of any vector from B. By Lemma 2.8, we know that af(B) ≥ FS(B)− 1.
Thus, FS(A) + FS(B)− 1 ≤ d, so by Lemma 2.9, we can conclude that
dlog2(|A|)e+ dlog2(|B|)e ≤ d− 1.






dlog2(x1)e+ dlog2(p− x1)e ≤ d− 1.
This gives us a positive integer x1 which satisfies the first two conditions. Moreover, by Corollary 2.1 and
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Lemma 2.9,
d ≥ rk (S ∪ {a1, . . . , aT }) ≥ FS(S ∪ {a1, . . . , aT })− 1
≥ (T + 1 + max (FS(A),FS(B)))− 1
≥ T + dlog2(p− x1)e+ 1.
Thus, x1 also satisfies the third condition.
Let S′ denote the larger of the two parts A and B, and let aT+1 denote an arbitrary vector from S \ S′.
Then S′ contains p−x1 < p vectors and has a leftover structure under ϕd. Moreover, S′ and a1, . . . , aT , aT+1
satisfy the monochromatic neighborhood conditions of the hypothesis. Hence, by induction there exists a






i = p−x1−1 and for each i = 1, . . . , t′, the following
three conditions hold:






2. dlog2(x′i)e+ dlog2(p− x1 − s′i − x′i)e ≤ d− 1;
3. dlog2(p− x1 − s′i − x′i)e ≤ d− i− (T + 1),







Let xi = x
′
i−1 for 2 ≤ i ≤ t′ + 1 and let t = t′ + 1 to get a sequence x1, . . . , xt for which
t∑
i=1
xi = x1 +
t′∑
i=1
x′i = x1 + p− x1 − 1 = p− 1.
For each i = 2, . . . , t, the first two conditions are satisfied since x1 + s
′
i = si+1, and the third condition is
satisfied since d− i− (T + 1) = d− (i+ 1)− T . 
Corollary 2.2. Let S ⊆ (F∗q)3 be a set of 6 vectors. Then S cannot have a leftover structure under the
coloring ϕ3.
Proof. If such a set exists, then by Lemma 2.10 with T = 0, a positive integer x1 exists such that 1 ≤ x1 ≤ 3
and
dlog2(x1)e+ dlog2(6− x1)e ≤ 2.
It is simple to check that no such integer x1 exists. 
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Corollary 2.3. Let S ⊆ (F∗q)4 be a set of 8 vectors. Then S cannot have a leftover structure under the
coloring ϕ4.
Proof. If such a set exists, then by Lemma 2.10 with T = 0, we must be able to find a sequence of positive
integers x1, x2, . . . , xt that satisfy the conditions given in the Lemma. In particular, 1 ≤ x1 ≤ 4 and
dlog2(x1)e+ dlog2(8− x1)e ≤ 3.
We can check and find that x1 = 1 is the only possibility. Therefore, 1 ≤ x2 ≤ 3 such that
dlog2(7− x2)e ≤ 2
dlog2(x2)e+ dlog2(7− x2)e ≤ 3.
A quick check reveals that no such integer x2 exists. 
Theorem 2.3 follows from Theorem 2.2 and Corollaries 2.2 and 2.3.
2.4 Future Directions
The proof of Lemma 2.10 actually shows which leftover p-cliques can appear under ϕd for a particular d.
For example, this proof implies that the only leftover 5-clique that can appear under ϕ3 is a monochromatic
C4 contained inside a monochromatic neighborhood of one vertex (that is, an initial (1, 4)-bipartition with
a (2, 2)-bipartition inside the part with four vertices). In [17], we handled this specific leftover structure by
splitting each color class of ϕ3 into four new colors determined by certain relations between vectors. While
this chapter can be viewed as our attempt to fully generalize the coloring techniques used in [17] and [51],
it does not generalize the splitting that was crucial for handling the final leftover 5-clique. Perhaps such
a generalized splitting would be enough to give f(n, p, p) ≤ n1/(p−2)+o(1) for p ≥ 6 or at least improve the
best-known upper bounds for values of p other than the two addressed in this chapter.
Remark 2.1. Since the completion of this work, Conlon, Pohoata, and Tyomkyn have informed us that they
have obtained a version of Theorem 2.2 independently.
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Chapter 3
Lower Bounds for the Erdős–Gyárfás
Problem
3.1 Introduction
For the convenience of the reader, we will first restate several key definitions and results from Chapter 2.





, a (p, q)-coloring of Kn is an edge-coloring of Kn in
which every p vertices span a clique with at least q colors. The (p, q)-coloring number of Kn, denoted by
f(n, p, q), is the minimum number of colors needed to give a (p, q)-coloring of Kn. Here and throughout,
we analyze the asymptotics of f(n, p, q) in n, considering p, q, and related parameters to be constant. The
asymptotic notation suppresses dependencies on these constants.
These generalized Ramsey numbers were first studied systematically by Erdős and Gyárfás [33]. In
addition to studying several small cases of p and q, they also identified the values of q as a function of p
















−bp2c+ 2 is the
smallest value of q for which f(n, p, q) = Ω(n2). They also applied the Lovász Local Lemma [34] to obtain
what is still the best known upper bound on f(n, p, q) for general p and q,







Additionally, a simple inductive argument was given in [33] to prove a lower bound in the diagonal case, i.e.
when p = q,
f(n, p, p) ≥ n
1
p−2 − 1.
Since then, significant progress has been made towards understanding the behavior of this (p, q)-coloring
function. Sárközy and Selkow [57, 58] explored the behavior of f(n, p, q) for values of q between the thresholds
given in [33]. In particular, they proved that there are at most log p values of q for which f(n, p, q) is linear,










− bp2c+ 2 + d
log2 p
2 e. In addition, Conlon, Fox, Lee,
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and Sudakov [21] proved that f(n, p, p − 1) = no(1) for all p, settling the question posed in [33] of whether
q = p is the smallest value for which f(n, p, q) is polynomial in n.
However, there are many values of (p, q) for which very little is known about f(n, p, q). Recently, Pohoata
and Sheffer [53] introduced the color energy of a graph, which they used to obtain lower bounds on the
generalized Ramsey numbers for a new family of values of (p, q).
Given a graph G = (V,E), a set of colors C, and an edge-coloring χ : E → C, the color energy of G is
E(G) = |{(v1, v2, v3, v4) ∈ V 4 : χ(v1, v2) = χ(v3, v4)}|.










+m+ 1)-coloring, Pohoata and Sheffer [53]
proved the following new family of bounds:






















In [37], Fish, Pohoata, and Sheffer further developed the color energy approach, defining higher color
energies and color energy graphs as tools to prove additional families of bounds. In this chapter and in joint
work with Balogh, English, and Krueger [7], we formalize the relationship between color energy graphs and
extremal numbers. The bounds on f(n, p, q) which are proven using color energy graphs all fit into a general
framework, which we describe here.


















Furthermore, we say that F is simply r-nice if F is (r, α)-nice for every α > 0 such that ex(n, F ) =
O(n2−α). Intuitively, a graph F is r-nice if any coloring of Kn with significantly fewer than n
αr
r−1 colors has
a clique of size r|V (F )| spanning as few colors as we would expect if there were r pairwise vertex-disjoint
copies of F each with the same coloring.
In [37], the authors used the color energy graph to prove that even cycles C2k are 2-nice, which led them
to find new bounds on f(n, p, q) based on known upper bounds on ex(n,C2k). They also showed that C8
is 3-nice, but did not prove that any infinite families of graphs are r-nice for any r ≥ 3. We extend the
techniques used in [37] to find many families of (r, α)-nice graphs. For t ≥ 3, denote by K+t the subdivision
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of Kt and by Θ(a, b) the theta graph, which consists of b internally-disjoint paths of a edges each with the
same two endpoints. Furthermore, for a ≤ b, let K`a,b denote the graph obtained from Ka,b by replacing each
edge with a path of length ` (that is, K1a,b = Ka,b).
Theorem 3.2. We have the following:
(i) K+t is 2-nice for all t ≥ 3. (Theorem 3.5)
(ii) Θ(a, b) is r-nice for all r, b ≥ 2, a > r. (Theorem 3.7)
(iii) K`3,b is (r, 1− 23` )-nice for b ≥ 3, ` ≥ 2, r ∈ {2, 3, 4, 5, 6} with r <
3
2`. (Theorem 3.8)
Each of these families gives us new lower bounds on f(n, p, q) for the appropriate choices of p and q,
many of which improve on existing bounds in the literature. For a detailed comparison of our bounds to
previous results, see Section 3.1.2.
The fact that Θ(a, 2) = C2a is r-nice for a > r is particularly interesting due to the connection with the
long-standing question about lower bounds for the extremal number ex(n,C2a). This extremal number is

















for some α > 0 and a > r, then Theorem 3.7 would imply that ex(n,C2a) = Ω(n
2−α). In particular,
proving (3.3) for α = 1 − 1a would give a lower bound on ex(n,C2a) matching the upper bound up to a
multiplicative constant factor. It is unclear, however, if determining the value of f(n, p, q) for this specific
choice of parameters would be easier than proving the extremal number for even cycles directly.
It is worth noting that Theorem 3.1 applied with m = r − 1, and k = rt for some t implies that trees T
with |V (T )| = t are r-nice, as it is well-known that ex(n, T ) = Θ(n).
Using a simple induction argument employed by Erdős and Gyárfás [33] in their original paper, we
improve a result of Fish, Pohoata, and Sheffer [37] and obtain a generalization of the lower bound from [33]
on f(n, p, p).




















Throughout this chapter, when considering f(n, p, q), instead of viewing the problem as requiring at least







repetitions among existing colors. More formally, if p is an edge-colored clique and C is the set of all colors





− |C| color repetitions or just repetitions. For
accounting purposes, it will often be useful to count repetitions in groups. For example, if we consider a
set of k edges of the same color c in a p-clique K, we will count this as k − 1 repetitions, unless we have
already discovered a different edge of color c, in which case we will consider these k edges to have yielded k
repetitions.
3.1.1 Relation to the Conlon-Tyomkyn Problem
Motivated by the treatment of the Erdős–Gyárfás problem in [46], Conlon and Tyomkyn [22] asked how many
colors are necessary in a proper edge-coloring of Kn without many vertex-disjoint color-isomorphic copies
of some fixed small graph H. We say edge-colored graphs are color-isomorphic if there is an isomorphism
between them preserving the colors. More precisely, for n, k ≥ 2 and a graph H, we denote by fk(n,H) the
smallest integer C such that there is a proper edge-coloring of Kn with C colors containing no k disjoint
color-isomorphic copies of H. They consider only proper colorings to avoid some trivial obstacles, but the
connection to determining f(n, p, q) can be made explicit.




− (k − 1)|E(H)| + 1, and consider a (p, q)-coloring of Kn. While this coloring is not necessarily
proper, it forbids monochromatic stars on p vertices, since such a star would contain k|V (H)|−1 repetitions,
which is more than allowed by the (p, q)-coloring. Since each vertex is incident to a bounded number of
edges of each color, we can obtain a proper coloring by expanding our set of colors by a constant factor.
This new coloring cannot contain k disjoint color-isomorphic copies of H, otherwise we can find a p-clique
in the original coloring with fewer than q colors. Therefore, our (p, q)-coloring must use Ω(fk(n,H)) colors,








− (k − 1)|E(H)|+ 1
)
= Ω(fk(n,H)). (3.4)
By exploiting this relationship between the two problems, we can obtain bounds on the Erdős–Gyárfás
function f(n, p, q) using known results about fk(n,H). For example, Conlon and Tyomkyn [22] gave a short
proof that for every integer k and tree T with m edges, fk(n, T ) = Ω(n
1+1/m), which allows us to recover
Theorem 3.1 without the need to invoke color energy. More recently, Xu and Ge [62] showed that for t ≥ 3,
f2(n,K
+
t ) = Ω(n
1+ 12t−3 ). Applying (3.4) gives a result which matches Theorem 3.5 due to our current
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knowledge of the extremal number of K+t . Among other impressive results, Janzer [43] showed that for fixed










His proof can be extended in a straightforward manner to show









which matches our result in Theorem 3.7.
3.1.2 Comparison with Previous Results
In addition to giving non-trivial lower bounds on f(n, p, q) for new families of pairs (p, q), our work improves
existing bounds for previously studied families of pairs (p, q). To see how our theorems improve existing
bounds, note that f(n, p, q) ≤ f(n, p, q′) for q ≤ q′. By fixing a number of vertices p and a total number
of colors, we can compare results by considering the number of repetitions that we can guarantee on each
p-clique.










































We can perform a similar comparison between Theorems 3.8 and 3.1 by considering the case when the




for some r < 32`. In this case, when r ≤ `, our theorem gives the same number of repetitions on k =






























Similarly, Theorem 3.3 improves the following result of Fish, Pohoata, and Sheffer [37], proved using an
application of the well-known Kővári-Sós-Turán Theorem [44].



































Proof of Theorem 3.3. Suppose we color Kn with c := n
1/m/(2(k −m)1/m) = Θ(n1/m) colors. Arbitrarily




edges of this color, say color 1. Restricting to the neighborhood of v1 in color 1, arbitrarily choose a vertex
v2, and we can find a color such that v2 is incident with at least
(k −m)1/mn1−1/m − 1
n1/m/(2(k −m)1/m)
> (k −m)2/mn1−2/m
edges of this color, say color 2, all of whose endpoints are in the color 1 neighborhood of v1. Continue
iteratively, until we have selected vertices v1, v2, . . . , vm and colors 1, 2, . . . ,m such that there at least
k −m = (k −m)m/mn1−m/m
vertices simultaneously in the i-th color-neighborhood of vi for all 1 ≤ i ≤ m. Then we have a set of k


















colors. Thus, any coloring which hopes to have every clique span one more color needs at least Ω(c) = Ω(n1/m)
colors, completing the proof. 
Many of our results are essentially incomparable with previous results, but their quality can be judged
with the local lemma bound in (3.1). This and Theorem 3.7 state that for every r, b ≥ 2 and a > r, for





















Note that as b increases, the gap between the lower and upper bounds shrinks (although C and c implicitly
depend on b).
3.1.3 Organization
The rest of this chapter is organized as follows. The proofs of Theorems 3.5, 3.7, and 3.8 increase in difficulty,
so as we develop the concept of the color energy graph and associated tools, we prove these theorems when
we have sufficient techniques to do so. In Section 3.2, we define the color energy graph and a helpful variant
called the pruned color energy graph (Section 3.2.1). These tools are sufficient to provide a short proof of
Theorem 3.5 in Section 3.2.2. In Section 3.3, we develop terminology and theory necessary for finding more
complicated structures with the color energy graph. Following this development, we prove Theorem 3.7 in
Section 3.4.1. Finally, in Section 3.4.2, we give the more involved proof of Theorem 3.8. We provide some
avenues for future research in Section 3.5.
3.2 Color Energy Graph
In analogy to the additive energy of additive combinatorics, Pohoata and Sheffer [53] defined color energy
of an edge-colored graph. With Fish [37], they went further in defining a corresponding graph, the “color
energy graph.” As we use this graph extensively, we collect here its definition, some basic results, and a few
helpful modifications to the color energy graph.
Definition 3.1. Given a graphG = (V,E) with a coloring χ : E → C, the r-th color energy graph ~G = (~V , ~E)
has vertex set V r with an edge between (v1, . . . , vr) and (u1, . . . , ur) if and only if χ(v1u1) = . . . = χ(vrur).
If it is clear from context, we will omit the r-th in the name and simply refer to ~G as the color energy
36
graph. Note that ~V includes r-tuples with repeated coordinates, but ~G is loopless as G is loopless.1 Since
an edge of the color energy graph corresponds to a multiset of r edges of the same color in G, the coloring
χ also naturally extends to a coloring on ~G. The following relation between |E|, | ~E|, and |C| allowed the
authors in [37] to derive lower bounds on f(n, p, q).









Proof. For each color c ∈ C, let mc be the number of edges of color c in G. Observe that
∑














)r−1 = |E|r|C|r−1 .

We fix some terminology here. Let G and H be graphs. A graph homomorphism from H to G is a
function φ : V (H)→ V (G) such that if uv ∈ E(H) then φ(u)φ(v) ∈ E(G). Such a function on V (H) induces
a function on E(H) which we also call φ. As a graph, φ(H) is called a homomorphic image (or just image)
of H in G. If φ is injective, then φ(H) is called an isomorphic copy (or just copy) of H in G. If the edges
of H are colored and φ(H) inherits this coloring, then φ(H) is called a color-homomorphic image (likewise
color-isomorphic copy) of H in G.
All of the proofs using the color energy graph follow roughly the same format. We fix a graph H, start





− (r − 1)|E(H)|+ 1)-coloring χ of a complete graph Kn = (V,E), and consider
the r-th color energy graph ~G = (~V , ~E). Let πk : ~V → V be the k-th coordinate map for 1 ≤ k ≤ r. If a
copy ~H of H is found as a subgraph of ~G, then πk( ~H) is a color-homomorphic image of ~H for each k ∈ [r].
If these r color-homomorphic images of ~H are actually pairwise vertex-disjoint color-isomorphic copies of
~H, then taken together, these copies span r|V (H)| vertices and contain at least (r − 1)|E(H)| repetitions,





− (r−1)|E(H)|+1)-coloring. In this case, H is not a subgraph
of ~G, so we have an upper bound on | ~E| in terms of |~V | via the extremal number of H. By Proposition 3.1,
this gives a lower bound on the number of colors used by χ, and hence a lower bound on f(n, p, q).
1Fish, Pohoata, and Sheffer [37] defined the r-th color energy graph as a subgraph of ~G obtained by removing certain edges
such as loops and edges of “unpopular” colors. For clarity, we instead gather the necessary restrictions on ~E for our proofs in
the definition of a pruned energy graph in Section 3.2.1.
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Unfortunately, it is not guaranteed that the images πk( ~H) are disjoint color-isomorphic copies of ~H. This
lead the authors in [37] to “prune” the color energy graph so that, for particular H, the color-homomorphic
images still contain a sufficient number of repetitions and vertices. We concisely describe this pruning in the
next subsection, as we use this for our proofs utilizing the color energy.
3.2.1 Pruned Color Energy Graph
Let K be a graph. We say that a homomorphism φ : V (H)→ V (G) and the homomorphic image φ(H) are
K-preserving if every copy of K in H is mapped to a copy of K in G under φ. We denote by Pk the path
on k vertices.
We cannot guarantee that the existence of a graph ~H ⊆ ~G will yield k disjoint color-isomorphic copies of
~H, but we can guarantee that these color-homomorphic images of ~H are disjoint, bipartite, and P3-preserving.
Definition 3.2. Let G = (V,E) be a graph with coloring χ : E → C. A pruned r-th energy graph is a
subgraph ~G′ = (~V ′, ~E′) of the r-th color energy graph ~G = (~V , ~E) with the following structure:
1. There is a partition V = V1 ∪ · · · ∪ Vr such that ~V ′ = V1 × · · · × Vr and b|V |/rc ≤ |Vi| ≤ d|V |/re for
each i.
2. For every i, there exist partitions Vi = V
′
i ∪ V ′′i such that the i-th coordinate of every edge of ~E′ has
one endpoint in each of V ′i and V
′′
i .
3. If ~x, ~y ∈ ~V ′ are at distance at most 2 in ~G′, then ~x and ~y are not equal in any coordinate.
We now fix some notation. In general, the vertices of a color energy graph are denoted with a vector
arrow above them, as in ~v, to remind the reader that they are tuples of vertices of G. We speak of entries
in the tuples as ‘coordinates.’ We let πk : V (~G)→ Vk be the k-th coordinate map, which induces a map on
the edges of ~G as well. We abuse notation and also call this edge map πk. Note that by property 3, edges in
the pruned energy graph ~G′ are sent to edges in G under πk. Furthermore, we let π : ~G




~H). We often consider paths in ~G′. By property 3, the image of a path under πk is a walk
which may repeat edges and vertices, but will never repeat the same edge consecutively, that is, it will never
‘turn around.’
The utility of the pruned energy graph is that the additional conditions come at no cost to the growth
rate of the number of edges, as long as we consider colorings in which every vertex is incident to a bounded







− p+ 3)-colorings, which forbids monochromatic stars on p vertices. Unfortunately, this implies that
we can only use a pruned color energy graph when we want to prove bounds involving a superlinear number





− p+ 3)-colorings of Kn require Ω(n) colors. The existence of a pruned energy graph
was shown in [37], so we only give a sketch of the proof below.





− p + 3)-coloring χ : E → C, and let
~G = (~V , ~E) be the r-th color energy graph. Then, there exists a pruned r-th energy graph ~G′ = (~V ′, ~E′) such
that |~V ′| = Θ(|~V |) and | ~E′| = Θ(| ~E|).
Proof Sketch. A standard probabilistic argument shows that every graph has a bipartite subgraph with at
least half as many edges as the original. To get the partition V1, . . . , Vr, one can use a modification of this
argument to ensure that a constant fraction of the edges of ~G have all coordinates with both endpoints in
the same Vi. One achieves property 2 through a similar probabilistic argument.
For property 3, we need that every vertex is incident to at most p− 2 edges of each color, which is true





− p+ 3)-coloring. Among the neighbors of a vertex ~z with first coordinate v, there are at
most p− 2 distinct second coordinates, otherwise π2(~z) is incident to at least p− 1 edges of color χ(π1(~z)v).
Thus, ~z has at most (p − 2)r−1 neighbors with first coordinate v. We keep one of them for each ~z and v,
giving property 3 for vertices at distance 2. Since G is loopless, property 3 also holds for vertices at distance
1. 
3.2.2 Subdivided Cliques
In this section, we show that K+t is 2-nice. Using the bound








given by Janzer [41] for t ≥ 3, we obtain the following result.

































Proof. Let α > 0 be such that ex(n,K+t ) = O(n
2−α), and let G = (V,E) be a complete graph Kn, C be

















Consider the pruned 2nd energy graph ~G = (~V , ~E). Assume that there is a copy ~K of K+t in ~G with vertices
~x1, . . . , ~xt and ~y1, . . . , ~y(t2)
. Recall that πk( ~K) is P3-preserving and bipartite for k = 1, 2. Then clearly no ~xi
and ~yj share any common coordinates, because of the bipartite structure of ~G, and all of the coordinates of
~x1, . . . , ~xt are distinct by the P3-preserving property. While it is possible for the same coordinate to appear
in multiple vertices ~y1, . . . , ~y(t2)
, corresponding to “degenerate” homomorphisms of K+t in G, this will not
change the number of distinct edges that we find in the two copies of K+t in G. Indeed, if it did, then it
would happen because two vertices ~yi and ~yj adjacent to the same vertex ~xk shared a coordinate, which is





edges for k = 1, 2, giving us a clique on at most





color repetitions, which contradicts the assumption about our coloring. Therefore, we
have









. Thus, K+t is 2-nice, and letting α = 1/2 + 1/(4t− 6)
yields the result. 
In the above proof we only considered the 2nd energy graph. That is because in order for the r-th pruned
energy graph to exist, by Proposition 3.2, we need
r|V (K+t )| − 3 ≥ (r − 1)|E(K+t )| − 1, (3.5)
as otherwise we cannot guarantee that the color degrees of each vertex are bounded. Inequality (3.5) is only
true for all t when r = 2. For larger r, some values of t still satisfy (3.5), but these choices of t either do not
give new bounds or are covered elsewhere. For example, setting r = 3 and t = 3 gives K+3 = C6, which is
covered in Theorem 3.7.
The proof of Theorem 3.5 was relatively straightforward because P3-preserving homomorphisms of K
+
t are
easy to understand: all the vertices corresponding to the original Kt must be distinct, and the “subdivision”
vertices only coincide when the edges of the original Kt that correspond to these vertices form a matching.
In particular, all P3-preserving homomorphisms of K
+
t have the same number of edges, which was useful in
the proof. For other structures, P3-preserving homomorphisms are not so easily understood, and may not
have the same number of edges as the original graph. In the next section, we develop tools to help us analyze
P3-preserving homomorphic images of general graphs, allowing us to apply the color energy techniques to
theta graphs and subdivided complete bipartite graphs, where the edges are subdivided an arbitrary number
of times.
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3.3 Analyzing Color-Homomorphic Images
In this section, we develop a framework that will help us prove Theorems 3.7 and 3.8, and also may be useful
for proving further results outside the scope of this chapter.
As usual, let G be an edge-colored graph and ~G be a pruned r-th energy graph of G. Let H ⊆ G and
~T ⊆ ~G with m := |E(~T )|. We denote by Hk = H ∩G[Vk] the k-th coordinate of H, for each 1 ≤ k ≤ r. An
ordering σ of E(~T ) = {~e1, . . . , ~em} is called H-compatible if for every i ∈ [m], there exists an endpoint ~v of
~ei such that




3.3.1 Graph Revealing Algorithm
Given graphs H ⊆ G and ~T ⊆ ~G, we wish to understand the number of vertices and the number of repetitions
in H ∪ π(~T ). To do this, we give a simple algorithm that adds vertices from π(~T ) to H in |E(~T )| steps,
given an H-compatible ordering of E(~T ). During the algorithm we keep track of several parameters, which
in the proofs of Theorems 3.7 and 3.8 allow us to leverage the structure of ~T and H to analyze the number
of vertices and repetitions π(~T ) adds to H.
Let m := |E(~T )|, and let E(~T ) = {~e1, . . . , ~em}, where the ordering of the edges, say σ, is H-compatible.
Let ~ei = ~ui~vi, where π(~ui) ⊆ H ∪
⋃i−1
j=1 π(~ej). We recursively build graphs H = H
(0), H(1), . . . ,H(m) =
H ∪ π(~T ), where for 1 ≤ i ≤ m,
H(i) = H(i−1) ∪ π(~ei).
We sequentially add the edges of ~T to H according to the H-compatible ordering of E(~T ). We now define
some terminology which will be useful for analyzing this process.
• We say that step i gives us a new vertex in coordinate k if the vertex πk(~vi) 6∈ V (H(i−1)k ), which implies
that the edge πk(~ei) 6∈ E(H(i−1)k ). Let ni,k(~T ,H, σ) := 1 if we get a new vertex in coordinate k on step
i, and ni,k(~T ,H, σ) := 0 otherwise.
• We say that step i gives us a savings in coordinate k if the vertex πk(~vi) ∈ V (H(i−1)k ), but the
edge πk(~ei) 6∈ E(H(i−1)k ). Let si,k(~T ,H, σ) := 1 if we get a savings in coordinate k on step i, and
si,k(~T ,H, σ) := 0 if we do not.
• We say that step i gives us a delayed vertex in coordinate k if the edge πk(~ei) ∈ E(H(i−1)k ), which implies
that the vertex πk(~vi) ∈ V (H(i−1)k ). Set di,k(~T ,H, σ) := 1 if we get a delayed vertex in coordinate k
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on step i, and di,k(~T ,H, σ) := 0 otherwise.
Often ~T , H and σ will be clear from context. In those cases, we will omit them from the notation. By































be the new vertices/savings/delayed vertices in step i, in total, and in each coordinate, respectively. We
emphasize here that each of these parameters are functions of ~T , H and σ, so we may write N(~T ,H, σ),
Sk(~T ,H, σ) or other parameters with these variables in cases where the triple (~T ,H, σ) is not clear from
context. Summing ni,k + si,k + di,k = 1 over k, we get for all 1 ≤ i ≤ m
ni + si + di = r, (3.6)
and summing this over i, we get






be the number of steps where there are no delayed vertices.
We can precisely describe the number of vertices and repetitions added to H by ~T under the ordering σ
using these parameters. By the definition of N , we have
|V (H ∪ π(~T ))| = |V (H)|+N = |V (H)|+ rm− S −D. (3.7)





ni + si − 1(di=0)
)
= rm−D − d. (3.8)
Indeed, in step i, we introduce exactly ni + si new edges, all of the same color, say c. If di = 0, then this
42
constitutes r new edges of the same color, givings us r − 1 = ni + si − 1 new repetitions. If di 6= 0, then for
some k, πk(~ui~vi) ∈ E(H(i−1)k ), which implies that there already was an edge of color c present in H
(i−1)
k , so
all ni + si new edges are repetitions.
3.3.2 Delayed Vertices
After performing the graph revealing algorithm, if there are many delayed vertices, then we do not expect
to have as many repetitions as we desire. However, we also do not have as many vertices in H ∪ π(~T ) as we
expected, and to capitalize on that, we wish to add more vertices to get more repetitions. In general, for
every r new vertices, we expect r new edges, and thus r − 1 new repetitions; if we have D delayed vertices,
we wish to get about r−1r D extra repetitions. The goal of this subsection is to make this more precise. We
achieve these extra repetitions via an easy-to-find gadget in ~G.
Let H ⊆ G. An H-reservoir with source ~v is a set ~R ⊆ V (~G) along with a vertex ~v ∈ V (~G) such that the
following holds:
1. π(~v) ⊆ H,
2. ~u~v ∈ E(~G) for all ~u ∈ ~R,
3. H and π(~u) are disjoint for all ~u ∈ ~R.
Note that if π(~v) ⊆ F ⊆ H and ~R is an H-reservoir with source ~v, then ~R is also an F -reservoir. We now
show that H-reservoirs allow us to add repetitions we missed from delayed vertices.
Lemma 3.1. Let H ⊆ G, and let ~R be an H-reservoir. For any non-negative integer D with D ≤ r|~R| there
exists some graph H∗ ⊆ G that satisfies the following:
• H ⊆ H∗ ⊆ H ∪ π(~R),
• |V (H∗)| = |V (H)|+D, and





more repetitions than H.
Proof. Let ~v be the source of the reservoir ~R. Let w, z be integers with 0 ≤ z < r such that D = wr + z,





= (r − 1)w + z − 1(z 6=0).
Choose w vertices from ~R, say ~v1, . . . , ~vw, and add π(~v~vi) to H to form H
′. Note that since ~v~vi ∈ E(~G) for
all 1 ≤ i ≤ w, there are r edges in E(H ′) \ E(H) from vertices in π(~v) to vertices in π(~vi), all of which are
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the same color, giving us (r − 1)w new repetitions. If z = 0, then H ′ satisfies the statement of the lemma,
so we are done. If z 6= 0, then let ~vw+1 be any vertex in ~R \ {~v1, . . . , ~vw}. Add πk(~vw+1) to H ′ for 1 ≤ k ≤ z
to form H∗. Note that this gives us a collection of z more edges, all of the same color, yielding z − 1 more
repetitions, so H∗ satisfies the conditions of the lemma. 
3.3.3 Constructing Graphs with the Right Number of Repetitions
Theorem 3.6. Let H ⊆ G and ~T ⊆ ~G be graphs. Fix some H-compatible ordering of E(~T ), and let ~R be










for some t ≥ 0, then there exists a graph H∗ with H ∪ π(~T ) ⊆ H∗ ⊆ H ∪ π(~T ) ∪ π(~R), such that
|V (H∗)| ≤ |V (H)|+ rm− t,
and the number of repetitions in H∗ that are not in H is at least
(r − 1)m.
Proof. Let H ′ = H ∪ π(~T ). By (3.7),
|V (H ′)| = |V (H)|+ rm− S −D,
and by (3.8), H ′ has
rm−D − d
more repetitions than H does. Let









Apply Lemma 3.1 with H ′ as H, ~R as ~R, and D′ as D to find a graph H∗ with H ′ ⊆ H∗ ⊆ H ′ ∪ π(~R) such
that
|V (H∗)| = |V (H ′)|+D′ = |V (H)|+ rm− t,
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more repetitions than H ′. This




































− d− (m− d) + D
r
⌋
= (r − 1)m
repetitions that are not in H. 
In light of Theorem 3.6, given graphs H and ~T with a fixed H-compatible ordering of E(~T ), we define
the total savings of ~T with respect to H and the ordering σ, sav(~T ,H, σ), to be









3.3.4 Properties of the Graph Revealing Algorithm
In this subsection, we will provide some nice properties of the parameters we get from the graph revealing
algorithm.
Order-Invariance
First we show that given graphs H ⊆ G and ~T ⊆ ~G, many of the parameters given by the graph revealing
algorithm are constant over all H-compatible orderings of ~T .
Observation 3.1. Given graphs H ⊆ G and ~T ⊆ ~G, for every k ∈ [r] the quantities Nk, Sk and Dk are
constant across all H-compatible orderings of ~T . Consequently, the quantities N , S, and D are also constant
across all H-compatible orderings of ~T .
Proof. Let σ be an H-compatible ordering of ~T . Since
ni,k(~T ,H, σ) + si,k(~T ,H, σ) + di,k(~T ,H, σ) = 1,
we have that Nk + Sk + Dk = m, so it will suffice to show that two of these parameters are constant with
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respect to σ. First consider Nk, and note that
Nk(~T ,H, σ) = |V (H ∪ πk(~T ))| − |V (H)|,
and the right side of the above equation is independent of σ. Now consider Dk. Given an edge e ∈ E(G), let
π−1k (e) be the preimage of e under πk, or the set containing every edge of
~T that gets mapped to e. Then
Dk(~T ,H, σ) =
∑
e∈E(G)
max{0, |π−1k (e)| − 1(e/∈E(H))}.
Indeed, regardless of the ordering on E(~T ), if e ∈ E(H), then every edge of π−1k (e) gives us one delayed
vertex in coordinate k on the step it is revealed. If e 6∈ E(H), then the first edge revealed in π−1k (e) does
not give us a delayed vertex in coordinate k, but all others do. Note again that the expression we derived
for Dk(~T ,H, σ) is independent of σ. 
It is worth noting that the parameter d is not necessarily constant across all H-compatible orderings. In
light of the preceding observation, in cases where we need to clarify H and ~T , we may write parameters such
as Sk(~T ,H), D(~T ,H), and others without reference to σ. Since the parameters ni,k, si,k, di,k, ni, si, di and
d all require the edge-ordering σ to be well-defined though, we will specify σ as appropriate.
Additivity
Let ~T1, ~T2 ⊆ ~G be edge-disjoint graphs and σ1 and σ2 be H-compatible orderings of ~T1 and ~T2 respectively.
Set ~T := ~T1 ∪ ~T2 and let σ be the H-compatible ordering of ~T given by first ordering the edges of ~T1 in the
order given by σ1, then ordering the edges of ~T2 in the order given by σ2. Then we have
sav(~T ,H, σ) = sav(~T1, H, σ1) + sav(~T2, H ∪ π(~T1), σ2). (3.10)
Monotonicity
The parameters given by the graph revealing process also satisfy certain monotonicity properties with respect
to subgraphs. More specifically, if F1 ⊆ F2 ⊆ G and ~T ⊆ ~G are graphs, and σ is an F1-compatible ordering
of ~T (and F2-compatible since F1 ⊆ F2), then
ni,k(~T , F1, σ) ≥ ni,k(~T , F2, σ)
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and
di,k(~T , F1, σ) ≤ di,k(~T , F2, σ)
for all 1 ≤ i ≤ |E(~T )| and k ∈ [r]. Indeed, if ni,k(~T , F2, σ) = 1, then ni,k(~T , F1, σ) = 1, since the second
endpoint of πk(~ei) cannot be in F1∪
⋃i−1
j=1 π(~ej) if it is not in F2∪
⋃i−1
j=1 π(~ej). Similarly, if di,k(
~T , F1, σ) = 1,
then di,k(~T , F2, σ) = 1, since πk(~ei) ⊆ F1∪
⋃i−1
j=1 π(~ej) implies πk(~ei) ⊆ F2∪
⋃i−1
j=1 π(~ej) as well. Consequently,
we have that
Nk(~T , F1) ≥ Nk(~T , F2) (3.11)
and
Dk(~T , F1) ≤ Dk(~T , F2). (3.12)
Unfortunately, si,k does not satisfy such a monotonicity property. In general, steps in which we get a
vertex savings with respect to F2 may be new vertices with respect to F1, and steps in which we get delayed
vertices with respect to F2 may be vertex savings with respect to F1, so the number of vertex savings may
increase or decrease when revealing ~T with respect to a subgraph.
Properties of Revealing Paths
Often the graph ~T we reveal with the graph revealing algorithm is a path (or a collection of paths). Given
a path ~P ⊆ ~G with endpoints ~u and ~v, the canonical ordering of ~P from ~u to ~v is the ordering σ of
E(~P ) = {e1, e2, . . . , e`} such that ei appears before ei+1 on ~P as we traverse ~P from ~u to ~v. The following
lemma will be very useful for finding vertex savings while revealing paths.
Lemma 3.2. Let F ⊆ G. Let ~P = (~v0, ~v1, . . . , ~v`) be a path in ~G such that π(~v0) ⊆ F , and let E(~P ) = {~ej |
j ∈ [`]} be canonically ordered from ~v0 to ~v`. If there exists a choice of k ∈ [r] and j, j′ ∈ [`] with j ≤ j′ such
that







2. πk(~vj′) ∈ V (F ),
then there is a vertex savings in coordinate k with respect to F as we reveal the path ~P at some step j∗ with
j ≤ j∗ ≤ j′.
Proof. By (1.) above, step j is either a new vertex or a vertex savings in coordinate k. If step j is a vertex
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Note that such an index exists and j∗ ≤ j′ since πk(~vj′) ∈ V (F ). Then we claim step j∗ is a vertex savings in
coordinate k. Indeed, step j∗ does not constitute a new vertex by the definition of j∗, and step j∗ cannot be a
delayed vertex since step j∗−1 gives a new vertex with respect to F (and thus by the P3-preserving property
of πk, πk(~ej∗) 6∈ E(F ∪
⋃j∗−1
i′=1 πk(~ei′)). Therefore, step j
∗ gives a vertex savings as claimed, completing the
proof. 
3.4 Theta Graphs and Complete Bipartite Subdivisions
Recall that Θ(a, b) consists of b internally-disjoint paths of a edges each with the same two endpoints, and
K`a,b is the graph obtained from Ka,b by replacing each edge with a path with ` edges. In this section, we
apply the techniques of Section 3.3 to show that Θ(a, b) is (r, a−1a )-nice for all a > r ≥ 2, b ≥ 2, and that
K`3,b is (r, 1− 23` )-nice for b, ` ≥ 3, and 3 ≤ r ≤ 6 with r <
3
2`.
3.4.1 Revealing Theta Graphs
For the following theorem, we will use the fact that for a, b ≥ 2,
ex(n,Θ(a, b)) = O(n1+1/a),
and that this result is tight when b ≥ 3 [36, 16].
Theorem 3.7. Let a > r ≥ 2 and b ≥ 2. Then Θ(a, b) is r-nice. Consequently, letting ` := 2 + b(a− 1) =






























− r`+ 3)-coloring, by
Proposition 3.2 there exists a pruned r-th energy graph ~G = (~V , ~E) of G.
We address the cases b = 2 and b ≥ 3 separately because when b ≥ 3, we know that ex(n,Θ(a, b)) =
Θ(n1+1/a). For b ≥ 3, we actually find Θ(a, b′) in the pruned energy graph, where b′ is much larger than b,
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and use this Θ(a, b′) to find a copy of Θ(a, b) with a reservoir. For b = 2, Θ(a, b) = C2a, and the extremal
number ex(n,C2a) is only known up to constant factors when a = 2, 3, or 5. Thus for b = 2, we must find
the reservoir differently than for b ≥ 3.
Case 1: b = 2. Let α > 0 be a constant such that ex(n,C2a) = O(n
2−α). Note that α ≤ 1. Let C2a ∪Sk
be the graph on 2a+ k vertices formed from the cycle C2a by adding k degree 1 vertices all adjacent to the
same vertex in the cycle. We claim that for constant k,
ex(n,C2a ∪ Sk) ≤ ex(n,C2a) + 2a(2a+ k)n = Θ(ex(n,C2a)).
Indeed, a graph on n vertices with ex(n,C2a) + 2a(2a + k)n edges must contain at least 2a(2a + k)n/2a =
(2a+ k)n edge-disjoint copies of C2a, and so there must be a vertex v in 2a+ k copies. This implies that v
is in a copy of C2a and has degree at least 2a + k, so even if v has 2a − 1 neighbors on this cycle, this still
leaves k neighbors outside of the cycle, forming a copy of C2a ∪ Sk.
Now, suppose for the sake of contradiction that ~G contains a copy ~C of C2a ∪ S2a(r+1). Let ~v denote the
vertex of degree 2a(r+ 1) + 2 in ~C, and ~u denote a neighbor of ~v in ~C of degree 2 in ~C. Let ~X be the set of
degree 1 vertices in ~C. We will let H = π(~u~v), and ~T be the ~u–~v-path of length 2a− 1 in ~C. Let ~R consist
of those vertices of ~X whose coordinates are disjoint from H ∪ π(~T ), so that ~R is a H ∪ π(~T )-reservoir. We
claim that |~R| ≥ 2a. Note that there are at most 2ar vertices in H ∪ π(~T ). Since all vertices in ~X are
distance at most two from each other, each vertex in H ∪ π(~T ) is a coordinate in at most one vertex in ~X.
This forbids at most 2ar vertices of ~X from being in ~R, and hence |~R| ≥ 2a.
Now, let us reveal ~T , where E(~T ) is canonically ordered from ~u to ~v. We claim that S(~T ,H) ≥ r. Indeed,
by the P3-preserving property, the first edge revealed constitutes a new vertex in all r coordinates, and then
by Lemma 3.2, since the endpoint πk(~v) of πk(~T ) is in V (H) for each k ∈ [r], we get at least one savings in
each coordinate, giving us r savings altogether.
Therefore, by Theorem 3.6 applied with t = r, there is a graph H∗ ⊆ G with
|V (H∗)| ≤ |V (H)|+ r|E(~T )| − r ≤ 2r + r(2a− 1)− r = 2ar,
and at least (r − 1)|E(~T )| = 2a(r − 1) color repetitions in H∗, contradicting the choice of coloring on G.
Thus, ~G does not contain a copy of C2a ∪ S2a(r+1), so












. This means that C2a is (r, α)-nice for any α, and
thus C2a is r-nice.
Case 2: b ≥ 3. Since ex(n,Θ(a, b)) = Θ(n1+1/a), to show that Θ(a, b) is r-nice, it suffices to show
that Θ(a, b) is (r, 1 − 1/a)-nice. Suppose for the sake of contradiction that ~G contains a copy of Θ :=
Θ(a, 2ra2b). Let ~v0, ~va ∈ ~V denote the vertices of degree greater than 2 in Θ. Label the paths ~Pi = (~v0 =
~vi,0, ~vi,1, . . . , ~vi,a−1, ~vi,a = ~va) for 1 ≤ i ≤ 2ra2b. We may select a sequence of distinct paths ~Pi1 , . . . , ~Piab+b
such that ~vij ,1 has no coordinates in common with any vertices in {~v0, ~va}∪
⋃j−1
k=1 V (
~Pik) for all 1 ≤ j ≤ ab+b.
This is possible because there are at most (a−1)(j−1)+2 ≤ (a−1)(ab+b)+2 ≤ 2a2b vertices in this union,
creating at most 2ra2b possible coordinate conflicts with possible choices for ~vij ,1. Since the vertices ~vi,1 for
1 ≤ i ≤ 2ra2b are all distance 2 from one another, our pruning guarantees that each possible coordinate
conflict eliminates at most one choice of ~vi,1 for ~vij ,1. Thus, there exists such a choice for i1, . . . , iab+b. We
reorder the paths so that these paths come first (that is, ij = j for all 1 ≤ j ≤ ab + b), and we discard the
remaining paths.
Now let ~T =
⋃b
i=1
~Pi, H = π(~v0) ∪ π(~va), and ~R = {~vi,1 | b + 1 ≤ i ≤ b + ab}. Let σ be an ordering of
E(~T ) such that the edges of ~Pi appear before the edges of ~Pj for all 1 ≤ i < j ≤ b, and within each path,
the edges are given the canonical ordering from endpoints ~v0 to ~va. By the ordering placed on the paths in
Θ, the vertices in ~R do not have any coordinates in common with each other or any vertices in ~T , so ~R is a
H ∪ π(~T )-reservoir with source ~v0.




~Pj). Indeed, since πk(~va) ∈ H and since the edge πk(~v0~vi,1) 6∈ H ∪
⋃i−1
j=1 π(
~Pj) by the ordering
placed on the paths, Lemma 3.2 implies that there is a vertex savings in coordinate k as we reveal ~Pi for each
k ∈ [r]. Thus sav(~T ,H, σ) ≥ rb. Therefore, by Theorem 3.6 applied with t = rb, there is a graph H∗ ⊆ G
with
|V (H∗)| ≤ |V (H)|+ r|E(~T )| − rb = 2r + rab− rb = r`
and at least (r − 1)|E(~T )| = (r − 1)ab repetitions. This contradicts the choice of coloring on G, so ~G does
not contain a copy of Θ(a, 2ra2b). Thus,

















3.4.2 Revealing Subdivided Complete Bipartite Graphs
To prove the following theorem, we will use the bound ex(n,K`a,b) = O(n
1+ a−1a` ) given by Janzer [42].
Theorem 3.8. Let b ≥ 3, ` ≥ 2, and 2 ≤ r ≤ 6 with r < 32`. Then K
`
3,b is (r, 1− 23` )-nice. In other words,































coloring, by Proposition 3.2, there exists a pruned r-th energy graph ~G = (~V , ~E) of G.
Assume to the contrary that there is a copy ~K of K`3,30rb`2 in
~G. Let {~a1,~a2,~a3} be the set of vertices of
degree 30rb`2 in ~K, {~b1, . . . ,~b30rb`2} be the set of vertices of degree 3 in ~K, and ~xj,i and ~yj,i denote the first
and last vertices (that are not ~aj or ~bi) along the ~aj–~bi geodesic in ~K. We will let ~Pj,i denote this geodesic.
Let ~Qi denote the subgraph of ~K induced by
⋃3
j=1 V (
~Pj,i), which we call a page.
We may select a sequence of distinct pages ~Qi1 , . . . ,
~Qi3b(1+`) such that ~xj,ip has no coordinates in common
with any vertex of ~Qip′ for any 1 ≤ p




|V ( ~Qip′ )| ≤ (3`+ 1)(p− 1) ≤ (3`+ 1) · 3b(1 + `)
vertices whose coordinates we must exclude from choices of ~xj,ip . Since the vertices ~xj,i with the same j are all
distance two from each other, they must have distinct coordinates, so at most (3r)(3`+1)(3b(1+`)) < 30rb`2
choices for ~Qip are excluded, and we can choose this sequence i1, . . . , i3b(1+`). We reorder the pages so that
these pages come first, that is, ip = p for all 1 ≤ p ≤ 3b(1 + `), and we discard the remaining pages.
As in the proof of Theorem 3.7, our goal is to apply Theorem 3.6. It would be convenient to apply









from (3.9) may not be large enough for our purposes in this case. Instead, we will choose a graph ~T more
carefully. In general, we will look at the pages ~Qi one at a time, and if adding a page to ~T will increase
the total savings by 2r (the amount we would expect from revealing this page if we were revealing color-
isomorphic copies of K`3,b in all r coordinates), we will do so. If this does not happen, we will instead try to
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find a path ~Pj,i, such that adding this path increases (3.9) by
2r
3 .
In order to help keep track of the total savings, we will build the graph ~T in b ‘chapters,’ where each
chapter is three consecutive pages of ~K. Depending on how a chapter interacts in G with the previously-
revealed chapters, we determine which parts of those three pages to add to ~T . Thus, we will use the pages ~Qi
for 1 ≤ i ≤ 3b in our b chapters. The remaining 3b` pages will yield a π(
⋃3b
i=1
~Qi)-reservoir of size 3b`. Indeed,





Let ~T0 be the empty graph on vertex set V (~T0) = {~a1,~a2,~a3}, and let H(0) := π(~T0). We call an ordering
on any subset of E(~T ) consistent if it satisfies the following properties:
• the edges on any path ~Pj,i are ordered canonically from ~aj to ~bi,
• the edges of a path ~Pj,i appear before the edges of ~Pj′,i′ whenever i < i′ or i = i′ and j < j′.
Note that the first property implies that, for subsets of E(~T ) which are unions of paths, consistent orderings
are H(0)-compatible.
We will assume throughout the rest of the proof that all subgraphs are revealed according to a consistent
ordering, and will therefore drop any reference to orderings in our notation.
We will recursively define graphs ~T1, ~T2, . . . , ~Tb ⊆ ~K such that the following hold:




• ~Ti = ~Pj1,i1 ∪ ~Pj2,i2 ∪ ~Pj3,i3 , where 3i− 2 ≤ i1, i2, i3 ≤ 3i, and j1, j2, j3 ∈ [3].
More specifically, ~Ti will either be equal to one of the pages ~Q3i−2, ~Q3i−1, ~Q3i, or ~Ti will contain the first
path from each of these three pages. Let us assume that ~Ti′ has been chosen to satisfy the above requirements
for all i′ < i, and let us define for each i′ ≤ i,
H(i











then set ~Ti := ~Qi′ . If there is more than one choice of i
′, choose one arbitrarily. Otherwise, set ~Ti :=⋃3i
i′=3i−2 P1,i′ .
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Note that when ` = 2, we have sav( ~Qi′ , H
(i−1)) ≥ 2r for all 3i − 2 ≤ i′ ≤ 3i. To see why, note that
in this case, ~xj,i′ = ~yj,i′ for each 1 ≤ j ≤ 3, so not only do we have ~xj,i′ /∈ H(i−1), but also ~xj,i′ 6= ~xj′,i′
for j 6= j′. Therefore, πk(~a2~x2,i′) is not in H(i−1) ∪ π(~P1,i′) for any k, and Lemma 3.2 guarantees that
S(~P2,i, H
(i−1)) ≥ r. Repeating this argument with ~P3,i′ shows that S( ~Qi′ , H(i−1)) ≥ 2r.
When ` ≥ 3, the following technical lemma ensures that our choice of ~Ti gives at least 2r total savings.











We delay the proof of Lemma 3.3 until we finish this proof of Theorem 3.8. Lemma 3.3 implies that for
all 1 ≤ i ≤ b, there is a choice of ~Ti such that sav(~Ti, H(i−1)) ≥ 2r. Let ~T :=
⋃b
i=1
~Ti. Then, by repeated






Furthermore, recall that ~R is a π(
⋃3b
i=1
~Qi)-reservoir, and since H
(0)∪π(~T ) ⊆ π(
⋃3b
i=1
~Qi), ~R is an H
(0)∪π(~T )-
reservoir of size 3b` ≥ dD(~T ,H(0))/re. Since |E(~Ti)| = 3`, we have |E(~T )| = 3b`. Then Theorem 3.6 (applied
with H(0) as H and 2rb as t), gives us a graph H∗ ⊆ G with
|V (H∗)| ≤ |V (H(0))|+ r|E(~T )| − t ≤ 3r + 3rb`− 2rb = r|V (K`3,b)|






















Proof of Lemma 3.3. Fix i′ with 3i− 2 ≤ i′ ≤ 3i, and assume that sav( ~Qi′ , H(i−1)) < 2r.
Our goal is to show that the path ~P1,i′ gives at least 2r/3 total savings. To prove this, we need to
establish a couple of smaller technical lemmas.
Lemma 3.4. If Nk(~P1,i′ , H
(i−1)) = `, then Sk(~P2,i′ ∪ ~P3,i′ , H(i−1) ∪ π(~P1,i′)) ≥ 2.
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Proof. To simplify notation, let H = H(i−1), ~b = ~bi′ , ~Pj = ~Pj,i′ , ~xj = ~xj,i′ , and ~yj = ~yj,i′ for j ∈ [3]. By
Observation 3.1, we are done unless Sk(~P2, H ∪ π(~P1)) ≤ 1. Since πk(~P1) is a path ending outside of H and
πk(~y2) 6= πk(~y1), the edge πk(~y2~b) does not appear in H∪πk(~P1). Thus by Lemma 3.2, Sk(~P2, H∪π(~P1)) = 1.
Let ~e be the edge of ~P2 at which we get this savings, and let ~P
′
2 be the path containing all of the edges
of ~P2 coming before and including ~e in the fixed consistent ordering. Then π(~P
′
2) must contain πk(~y2
~b), or
else by Lemma 3.2, ~P2 would get an additional savings after ~e. Since πk(~x2) 6∈ H and by the P3-preserving
property, the walk πk(~P
′
2) follows the path πk(
~P1) for some (possibly zero) number of edges, then leaves
H ∪ π(~P1), and afterwards first encounters another vertex of H ∪ π(~P1) or a previous vertex of ~P2 with edge
πk(~e). The first edge of πk(~P2) that is not in H ∪ π(~P1) cannot be from πk(~b) to πk(~y2) or πk(~y3), since
otherwise ~P ′2 would have length greater than `. Thus ~e = ~y2
~b. Furthermore, after ~e, the edges of ~P2 must be
contained in H ∪ π(~P1 ∪ ~P ′2). Since ~P2 has length at most `, we have ~P ′2 = ~P2, and it cannot be that πk(~y2)
is on H ∪ π(~P1). Thus, πk(~y3~b) is not in H ∪ π(~P1 ∪ ~P2), since otherwise πk(~e) = πk(~y2~b) = πk(~y3~b), but
πk(~y2) 6= πk(~y3). By Lemma 3.2, Sk(~P3, H ∪ π(~P1 ∪ ~P2)) ≥ 1, so we are done. 
Lemma 3.5. If Sk(~P1,i′ , H
(i−1)) = 1 and Dk(~P1,i′ , H
(i−1)) ≤ 1, then Sk( ~Qi′ , H(i−1)) ≥ 2.
Proof. Let H = H(i−1), ~Pj = ~Pj,i′ , ~bi′ = ~b, ~xj = ~xj,i′ , and ~yj = ~yj,i′ for j ∈ [3]. We are done unless
Sk(~P2 ∪ ~P3, H ∪ π(~P1)) = 0, and since ~P2 and ~P3 terminate in H ∪ π(~P1), this implies that when revealing
~P2 and ~P3, we only have delayed vertices, by Lemma 3.2. Since ~x2, ~x3 6∈ H, by the P3-preserving property,
πk(~P2) and πk(~P3) trace πk(~P1) until the point where ~P1 gets its vertex savings.
If πk(~b) ∈ H, then since Dk(~P1, H) ≤ 1, πk(~P1) is disjoint from H until the last two steps of ~P1. But
since πk(~P2) traces πk(~P1) until the last two steps, this implies πk(~y2) = πk(~y1), a contradiction. Thus, we
can assume πk(~b) 6∈ H. Now, if the degree of πk(~b) in H ∪ π(~P1) is less than 3, either πk(~y2~b) or πk(~y3~b) was
not revealed when we revealed ~P1, so via Lemma 3.2, there will be a second vertex savings when either ~P2
or ~P3 are revealed.
The only remaining case to consider is when πk(~b) is not in H and has degree at least 3 in H ∪ π(~P1).
This implies that πk(~P1) never returns to a vertex in H and visits πk(~b) twice. There are only two walks
of length ` tracing πk(~P1) ending in πk(~b), one of which is πk(~P1) itself. Since the πk(~yj) are distinct, this
means that one of πk(~P2) and πk(~P3) does not trace πk(~P1), and thus gives another savings. 
With these two lemmas in hand, let us return to the proof of Lemma 3.3.
Let H∗ := H(i−1) ∪
⋃i′−1
j′=3i−2 π(
~P1,j′). We wish to calculate the total savings for the page ~Qi′ , so we will
consider the r different coordinates of this page separately.
54
We will call the coordinate k ∈ [r] good if Sk( ~Qi′ , H(i−1)) ≥ 2, and bad otherwise. Note that if all k
coordinates are good, sav( ~Qi′ , H
(i−1)) ≥ 2r, so we are done unless we have at least one bad coordinate. Fix
k ∈ [r] and assume coordinate k is bad. By the contrapositive of Lemma 3.4, Nk(~P1,i′ , H(i−1)) < `. Recall
that πk(~x1,i′) 6∈ H(i−1), so we have Nk(~P1,i′ , H(i−1)) > 0. Since new vertices can only be followed by new
vertices or savings, then Sk(~P1,i′ , H
(i−1)) = 1. Furthermore, by Lemma 3.5, Dk(~P1,i′ , H
(i−1)) ≥ 2, so the
vertex savings does not happen on the last or second-to-last step of revealing ~P1,i′ .
We claim that after this vertex savings happens, every other step of revealing ~Qi′ will consist of a delayed
vertex in coordinate k. Indeed, since there cannot be a second vertex savings in coordinate k, if there is a
step that is not a delayed vertex, it must be a new vertex. First consider the possibility that the step in which
we reveal the edge ~y1,i′~bi′ is a new vertex. In this case, the edge πk(~y2,i′~bi′) cannot be in H
(i−1) ∪ πk(~P1,i′).
Thus, by Lemma 3.2, as we reveal ~P2,i′ , we encounter a new edge, while πk(~bi′) already has been revealed,
so we get a second savings in coordinate k, contradicting that coordinate k is bad.
Thus, the final step of revealing ~P1,i′ is a delayed vertex, and so every step between the vertex savings and
this final step is also a delayed vertex. Furthermore, once ~P1,i′ is revealed, if E(πk(~P2,i′ ∪ ~P3,i′))\E(H(i−1)∪
π(~P1,i′)) 6= ∅, Lemma 3.2 gives us a second savings in coordinate k, since πk(~bi′) has been revealed. Thus,
every step after the vertex savings in coordinate k gives us a delayed vertex in coordinate k.
Now we can calculate sav( ~Qi′ , H
(i−1)). Let there be b∗ bad coordinates and r∗ coordinates k such that
Nk(~P1,i′ , H
(i−1)) = `. Note that we can assume b∗ ≥ 1. We claim that we are done unless r∗ ≥ br/3c + 1.
Indeed, if not, note that since Nk is monotone with respect to subgraphs (see (3.11)), there are at most br/3c
coordinates k such that Nk(~P1,3i−3+i′ , H
∗) = `, and thus, there are at least r − br/3c ≥ 2r/3 coordinates k
with Sk(~P1,i′ , H
∗) ≥ 1. Therefore, we have S(~P1,i′ , H∗) ≥ 2r/3, as desired.
Now, since each bad coordinate has a vertex savings, and all other coordinates have at least two vertex
savings,
S( ~Qi′ , H
(i−1)) ≥ b∗ + 2(r − b∗) = 2r − b∗.
Furthermore, we established that the last two steps of revealing ~P1,i′ in each bad coordinate give us a delayed
vertex, while in the r∗ coordinates with no vertex savings in the first path, these last two steps are not delayed













where the sum is taken over all steps i∗ that correspond to revealing ~P2,i′ and ~P3,i′ . By Lemma 3.4, when
revealing ~P2,i′ and ~P3,i′ , each of the r
∗ coordinates with no savings in the first path give us two vertex savings,

















where the first equality follows since we have at least one bad coordinate, and in that coordinate, there is a
delayed vertex in every step i∗ considered in the sum. We now calculate the total savings. We have that
sav( ~Qi′ , H




Using the fact that b∗ ≤ r − r∗ and that r∗ ≥ br/3c + 1, the bound in (3.14) is always at least 2r when
r ∈ {3, 4}, so we obtain a contradiction in these cases.
Now, let us assume that r ∈ {5, 6}. Note that our earlier analysis gives us that b∗ ≤ 3, however in
this case, we claim that b∗ ≤ 2. To see this, let us assume to the contrary that b∗ = 3. Now, let us
consider sav(~P1,i′ , H
∗). Due to the monotonicity of delayed vertices with respect to subgraphs, see (3.12),
we know that when revealing ~P1,i′ with respect to H
∗, the final two steps still give us delayed vertices in
each of the three bad coordinates. This implies that S(~P1,i′ , H
∗) ≥ 3, since the first step of revealing ~P1,i′
must constitute a new vertex in every coordinate, and so we must have at least one vertex savings in each
bad coordinate before we can encounter the delayed vertices in the last two steps of revealing the path
(Lemma 3.2). Furthermore, the total vertex savings must be exactly 3 here, since 2r/3 ≤ 4 for r ∈ {5, 6},
and we are done unless ~P1,i′ does not have 2r/3 total savings. As we have already observed, this implies that
the r∗ coordinates that are not bad give us new vertices at every step of ~P1,i′ , thus, based on the delayed
vertices in the bad coordinates, we can see that
sav(~P1,i′ , H
∗) ≥ 3 + 2 3
r − 1
≥ 4 ≥ 2r/3.
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Otherwise, b∗ ≤ 2 in this case, and we still have that r∗ ≥ br/3c+ 1, so we see that in this case, the right
side of (3.14) is larger than 2r for r ∈ {5, 6}, completing the proof. 
3.5 Future Directions
We believe that Theorem 3.8 can be generalized further, although more case analysis and new ideas are
needed.
Conjecture 3.1. For positive integers a, b, `, r with a ≤ b and rr−1 (1−
a−1
a` ) ≥ 1, the graph K
`
a,b is r-nice.
If a graph F is r-nice, then upper bounds for ex(n, F ) yield lower bounds on f(n, p, q). As mentioned in
Section 3.1, in the contrapositive, this means upper bounds on f(n, p, q) yield lower bounds on ex(n, F ). It
could be interesting to further explore this connection. For instance, Theorem 3.7 shows that C2k is r-nice,





− 2(r − 1)k + 1) would give lower bounds on ex(n,C2k),












− 7) is O(n7/4), given by the local lemma bound in (3.1).
Theorem 3.1 from [53] exploited another connection between f(n, p, q) and Turán numbers (not using the
color energy graph). This connection appeared implicitly in [53], so we make the connection explicit here.
Lemma 3.6. Let 1 < γ < 2 be fixed, and let F be a bipartite graph with bipartition V (F ) = A ∪ B which





/(|A|+ |E(F )|) edges contains a
copy of F with A on the side of size n and B on the side of size nγ . Then,
f
(





− (|E(F )| − |B|) + 1
)
≥ nγ .





− (|E(F )|− |B|)+1)-coloring of G. Note that when p := |A|+ |E(F )|, this coloring





− p+ 3, so the color degrees in G are bounded by p− 1 = |A|+ |E(F )| − 1.
Suppose for the sake of contradiction that |C| ≤ nγ . First, form G′ by deleting from G all edges whose color
appears on fewer than n
2−γ




2 = o(n2) edges total, so
G′ still has Ω(n2) edges.
We form the color incidence graph, which is a bipartite graph with parts V and C, and an edge between
v ∈ V and c ∈ C if there is an edge of G′ incident to v with color c. Since each vertex of G′ is incident
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/(|A| + |E(F )|) edges in the color
incidence graph. By our hypothesis, this implies that there is a copy of F in the color incidence graph with
A ⊆ V and B ⊆ C.
This copy of F gives us a clique with many color repetitions in G′. In G′, for each vertex v ∈ A, there is
a star, Sv, centered at v with dF (v) edges, each of which are colored with a color from B. Let S :=
⋃
v∈A Sv.
If each of the stars Sv are pairwise edge-disjoint for all v ∈ A, then S contains at most
∑
v∈A
|V (Sv)| = |A|+
∑
v∈A
dF (v) = |A|+ |E(F )|
vertices, and exactly ∑
v∈A
|E(Sv)| − |B| = |E(F )| − |B|
color repetitions, which contradicts our choice of coloring. Therefore, these stars are not pairwise edge-
disjoint, and we let a =
∑
v∈A |E(Sv)| − |E(S)|. Then S has at most
∑
v∈A
|V (Sv)| − 2a = |A|+
∑
v∈A
dF (v)− 2a = |A|+ |E(F )| − 2a
vertices and exactly
|E(S)| − |B| = |E(F )| − a− |B|






+ a edges, we can choose a set
of a edges, disjoint from E(S) that are colored with a color in B. These a edges span at most 2a vertices,
so adding them to S gives us a graph on at most |A| + |E(F )| vertices with |E(F )| − |B| color repetitions,
again a contradiction. Thus, |C| > nγ . 
There is one famous example of an upper bound for asymmetric bipartite Turán numbers: F = Ks,t [44].
In this case, Lemma 3.6 recovers Theorem 3.1. While other upper bounds for asymmetric bipartite Turán
numbers are known (for example, for theta graphs), we have found no further applications of Lemma 3.6
which give improvements on existing bounds. It could be fruitful to further explore this connection between
f(n, p, q) and asymmetric bipartite Turán numbers.
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Chapter 4
Ordered Size Ramsey Number of
Paths
4.1 Introduction
In 1972, Erdős, Faudree, Rousseau, and Schelp [30] posed a variation of the Ramsey problem which counts
edges rather than vertices. The size Ramsey number of a graph G, denoted r̂(G), is the minimum integer m
for which there is a graph H with m edges such that every two-coloring of E(H) contains a monochromatic
copy of G.






edges, this implies r̂(Pn) = O(n
2). Erdős [28] offered a $100 reward for determining
the asymptotic behavior of r̂(Pn); the question was settled in 1983 by Beck [8], who showed that r̂(Pn) is
also linear in n. The constant in this upper bound has been improved several times (as in [12, 23, 48]), and
the current best upper bound, given by Dudek and Pra lat [24], is r̂(Pn) ≤ 74n.
Beck [9] also gave the first nontrivial lower bound on r̂(Pn). This result was later improved by Bol-
lobás [13], who showed that r̂(Pn) ≥ (1 +
√
2)n − O(1), and then by Dudek and Pra lat [24], who gave the
current best lower bound of r̂(Pn) ≥ 5n/2−O(1).
More generally, Krivelevich [45] showed that r̂(Pn; k), the size Ramsey number of the path with respect
to edge-coloring with k colors, satisfies r̂(Pn; k) = O((log k)k
2n). Dudek and Pra lat [25] have also provided
an alternative proof of this upper bound, which is nearly optimal since r̂(Pn; k) = Ω(k
2n).
The question of determining the size Ramsey number of the path is also of interest in the setting of
oriented graphs. An oriented graph is a directed graph in which at most one of xy and yx appears as an edge
for each pair of vertices x and y. The oriented size Ramsey number of an oriented graph G, denoted ~r(G), is
the minimum number m for which every two-coloring of the edges of some oriented graph H with m edges
contains a monochromatic copy of G. One significant difference arises between the undirected and oriented
cases: the same undirected graph admits many different orientations, and these orientations may have very
different oriented size Ramsey numbers. We restrict our attention to the monotone increasing path, which
59
we refer to as the ordered path. Throughout the rest of the chapter, we denote the ordered path on n + 1
vertices and n edges simply by Pn.
While the size Ramsey number of an undirected path is linear, the oriented size Ramsey number of the
ordered path, ~r(Pn), is very different. Following initial results by Ben-Eliezer, Krivelevich, and Sudakov [11]
bounding ~r(Pn), Bucić, Letzter, and Sudakov [14] recently gave a nice proof showing that ~r(Pn) = O(n
2 log n)
by giving a lower bound on the longest monochromatic path in two-colored random tournaments. Letzter
and Sudakov [49] also gave a matching lower bound which shows that ~r(Pn) = Θ(n
2 log n).
In this chapter and in joint work with Balogh, Clemen, and Lavrov [5], we consider the analogous
problem for ordered graphs. An ordered graph on n vertices is a simple graph whose vertices have been
labeled with {1, 2, . . . , n}. Since ordered graphs can be viewed as acyclic oriented graphs, any lower bound
on the oriented size Ramsey number of Pn also applies when we restrict our attention to ordered graphs.
However, one significant difference between the study of ordered and oriented graphs is the lack of symmetry
in the ordered case. For example, the edge 12 in an n-vertex ordered graph G plays a very different role in
ordered subgraphs of G than the edge 1n.
The Erdős–Szekeres Theorem [31] states that every sequence of n2 +1 distinct real numbers must contain
an increasing or decreasing subsequence of n+ 1 numbers. This result can be interpreted as giving the least
number of vertices in an ordered graph such that any two-coloring of the edges contains a monochromatic
ordered path with n+1 vertices. Here, we consider the ordered size Ramsey number, minimizing the number
of edges in ordered graphs with this property rather than the number of vertices. Formally, let r̃(Pr, Ps)
denote the minimum number of edges in an ordered graph for which any red-blue coloring of the edges
contains either a red ordered Pr or a blue ordered Ps.
In this chapter, we give upper and lower bounds on r̂(Pr, Ps) which agree up to a polylogarithmic factor.
Theorem 4.1. For some absolute constant C > 0 and for all 2 ≤ r ≤ s,
1
8
r2s ≤ r̃(Pr, Ps) ≤ Cr2s(log s)3.
In Section 4.2, we prove the upper bound of Theorem 4.1. While random and pseudorandom graphs have
been used to prove upper bounds on several variants of size Ramsey numbers (for example, see Beck [8] and
Alon–Chung [1]), our proof is the first which uses inhomogeneous random graphs to obtain a result of this
type.
In Section 4.3, we prove the lower bound of Theorem 4.1. Our strategy is to adapt an edge-coloring
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algorithm used by Reimer [55] to show that the directed size Ramsey number of Pn is Ω(n
2).
In Section 4.4, we describe an alternative approach used to obtain an upper bound on r̃(Pr, Ps) which
transforms the question of edge-coloring into a problem about vertex-coloring. In order to give an upper
bound on the b-color ordered size Ramsey number of the ordered path Ps, we iteratively define a sequence
of graphs, the last of which proves the following theorem:
Theorem 4.2. There exists an ordered graph with seO(log b
√
log s) edges for which every b-coloring of the
vertices contains a monochromatic ordered path of length s.
As mentioned at the end of Section 4.4, a bound of this form can be used to obtain an upper bound on
r̃(Pr, Ps). Theorem 4.2 is not sufficiently strong to improve on the bound of Theorem 4.1 in this way, but
a stronger bound of this type would allow us to deduce a better upper bound on the ordered size Ramsey
number of ordered paths.
Finally, in Section 4.5, we consider r̃(Pn; q), the minimum number of edges in an ordered graph for
which any q-coloring of the edges contains a monochromatic ordered Pn. Using proofs similar to those in
Sections 4.2 and 4.3, we obtain upper and lower bounds on r̃(Pn; q) which agree up to a polylogarithmic
factor.
Theorem 4.3. There exists an absolute constant C > 0 such that for all n ≥ 2 and q ≥ 2,
n2q−1
22q−1(q − 1)!
≤ r̃(Pn; q) ≤ Cn2q−1(log n)3.
Throughout this chapter, all logarithms are assumed to be natural, and we omit floor and ceiling signs in
our proofs for convenience. For a graph G and S ⊆ V (G), we write G[S] for the subgraph of G induced by
S and G− S for the subgraph of G induced by the complement of S. For vertices u, v in an ordered graph
G, let d(u, v) denote the distance between u and v in the ordering of the vertices of G.
4.2 Proof of the Upper Bound of Theorem 4.1
To prove the upper bound of Theorem 4.1, we show the existence of an ordered graph on n = 4rs vertices
and O(r2s(log s)3) edges for which any red-blue coloring of the edges contains either a red ordered Pr or a
blue ordered Ps.
We assume throughout the proof that s = 2t for some t ∈ N; this does not change the asymptotic form
of the upper bound. Additionally, we may assume that s is sufficiently large, by choosing the constant C in
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Theorem 4.1 so that the upper bound holds for small s.
For i ≥ 0, define the parameters
pi = 2
−i, `i = 2
i+3t, and mi = 2
i+7rt2.
Let k be the integer satisfying n2 < mk ≤ n. Since mt = 2
7rst2 > n, we have k < t. However, for s
sufficiently large, we have k ≥ 0, since m0 = 27rt2 < 4rs for large s.
Lemma 4.1. Assume s is sufficiently large. For all 0 ≤ i ≤ k, there exists an ordered graph Gi on n vertices
with at most 2nmipi edges such that between any two disjoint sets S1, S2 ⊆ V (Gi) with |S1| = |S2| = `i and
max{d(u, v) : u ∈ S1, v ∈ S2} ≤ mi, there is at least one edge.
Proof. When i = 0, then p0 = 1 and we may take G0 to be the graph which contains an edge uv whenever
d(u, v) ≤ m0.
When 1 ≤ i ≤ k, we take Gi to be the random ordered graph on n vertices which contains an edge
uv with probability pi when d(u, v) ≤ mi and with probability 0 otherwise. We show that with positive
probability, such a graph satisfies both of the desired properties.
The expected number of edges in Gi is less than nmipi, so with probability at least
1
2 , Gi contains no
more than 2nmipi edges.

















2i+4t(2 log s+ log 4− 4t)
)
≤ exp(−2i+4t) ≤ s−16
for s ≥ 9, where we have 2 log s+ log 4− 4t < −1.
Therefore, a randomly chosen Gi contains a bad pair with probability at most s
−16. With probability at
least 12 − s
−16 > 0, Gi satisfies both properties: it has fewer than 2nmipi edges and no bad pairs (S1, S2).
In particular, some such ordered graph Gi must exist. 







2(4rs)(2i+7rt2)(2−i) = 210(k + 1)r2st2 ≤ Cr2s(log s)3
edges, for some constant C. We will show that every red-blue coloring of the edges of G contains a red Pr
62
or a blue Ps, proving the upper bound of Theorem 4.1.
Fix an arbitrary red-blue coloring of the edges of G. For every v ∈ V (G), denote by R(v) the length of
the longest red path ending on v. If there is a vertex v with R(v) ≥ r, then we are done, so we assume that
R(v) has values in {0, 1, . . . , r − 1}.
By the pigeonhole principle, there must be some set A ⊆ V (G) of size at least nr = 4s such that
R(u) = R(v) for all u, v ∈ A. From now on, we work only in the graph G[A]. Every edge of G[A] must be
blue, since a red edge uv in G[A] would imply R(v) ≥ R(u) + 1. Therefore, it is sufficient to find a Ps in
G[A] to prove the theorem.
We say that two paths are non-overlapping if every vertex of one precedes every vertex of the other.
Lemma 4.2. For 0 ≤ j ≤ k, we can find a collection Pj of pairwise non-overlapping paths in G[A] satisfying
the following conditions:
(a) Together, the paths in Pj include at least (4− jk ) · s vertices of A.
(b) The number of paths in Pj is at most nmj + 1.
Proof. We induct on j.
To construct P0, we choose the paths greedily, using only edges in G0[A]. Start a path from the vertex
a1 and add vertices a2, a3, . . . , until we reach a vertex ai whose distance to ai+1 exceeds m0. When this
happens, start another path from the vertex ai+1 and proceed in the same way.
After each path except possibly the last, there is a gap of at least m0 vertices not present in A. Thus,
there are at most nm0 + 1 paths, and condition (b) is satisfied. Since every vertex in A is included in a path
in P0, and |A| ≥ 4s, condition (a) holds as well.
Next, for 1 ≤ j ≤ k, we will use Pj−1 to construct Pj .
First, we remove all short paths from Pj−1: paths that have at most 2`j vertices. To simplify analysis
for large j, if all paths have at most 2`j vertices, we keep an arbitrary path.
Second, we combine paths that are close together into a single path. More precisely, define the gap
between paths P and Q, with P preceding Q, to be the distance between the `j
th-to-last vertex of P and
the `j
th vertex of Q. Whenever two consecutive paths P and Q have a gap between them which is shorter
than mj , we combine them into one path.
This is always possible by applying Lemma 4.1, which guarantees that there is an edge in Gj between
the last `j vertices of P and the first `j vertices of Q. The resulting path using this edge might skip some
of the last vertices of P and some of the first vertices of Q, but we lose fewer than `j vertices from each:
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fewer than 2`j vertices total. Together, P and Q have more than 4`j vertices, so the combined path still
has more than 2`j vertices, which means we can continue combining paths until no more paths have a gap
shorter than mj .
After we are done, we verify that the resulting collection of paths Pj satisfies the conditions of the lemma.
First, since we start with at most nmj−1 + 1 paths and are left with at least one path, we perform at most
n
mj−1
steps of either deleting a short path or combining two paths. Each step discards at most 2`j vertices,
















k ) · s vertices of A,
and condition (a) holds.
Second, we know that all remaining gaps between paths are at least mj in length. Also, the gap before
a path P ends at its `j
th vertex, and the gap after P starts at its `j
th-to-last vertex. Since P has at least
2`j vertices, each gap ends before the next gap starts, and hence the gaps represent disjoint intervals of at
least mj vertices. Therefore, the number of gaps can be at most
n
mj
, which means there are at most nmj + 1
paths, verifying condition (b). This completes the induction step. 
After k steps, we have at most nmk + 1 < 3 paths which together include at least 3s vertices of A. As a
result, one of the paths has length at least s, completing the proof of the upper bound of Theorem 4.1.
4.3 Proof of the Lower Bound of Theorem 4.1
We prove the lower bound of Theorem 4.1 by extending an argument of Reimer [55]. Our innovation is to
use an Erdős–Szekeres coloring on a dense subgraph of the given ordered graph G.
Proof of the Lower Bound of Theorem 4.1. Let d < r be a parameter to be chosen later, and let G be an
arbitrary ordered graph with at most d(r − d)(s− d) edges.
Define U0 to be the set of vertices with at least d neighbors preceding them in the order on G. Then
|U0| ≤ 1d |E(G)| = (r − d)(s − d). Apply an Erdős–Szekeres coloring to G[U0]: partition U0 into s − d
consecutive blocks of size r − d, color edges within each block red, and color edges between different blocks
blue. Then G[U0] does not contain a red path on more than r− d vertices or a blue path on more than s− d
vertices.
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The remaining graph G − U0 has chromatic number at most d, by a greedy coloring that considers the
vertices as they are ordered in G. Let U1, U2, . . . , Ud be the color classes of a proper d-coloring of G− U0.
To color the remaining edges of G, let uv be an edge with u ∈ Ui, v ∈ Uj , and u preceding v in the order
on V (G). Color the edge uv blue if i < j, otherwise red.
A red path may visit a single vertex in Ud, then a single vertex in Ud−1, Ud−2, and so on; finally, it may
visit up to r − d vertices in U0. Therefore, the red path can have at most r vertices. Similarly, a blue path
can have at most s vertices.
Recall that we assume r ≤ s. If we set d = 12r, then this argument gives an algorithm for coloring the







2s edges without creating a red Pr or blue Ps. 
Note that the optimal choice of d ranges from 13r when r = s to
1
2r when r  s, but this only affects the
constant.
4.4 Proof of Theorem 4.2
We prove Theorem 4.2 by iteratively constructing a sequence of ordered graphs G1, . . . , Gt where t =
√
log s
in which the last graph Gt has the desired property that every b-coloring of the vertices of Gt contains a
monochromatic ordered path of length s.
In order to describe this sequence, we must first define a bipartite graph which will appear in our
construction. The existence of this bipartite graph follows from a standard application of the first moment
method in random graph theory.





m ) edges, and the property that there is some edge between any pair of m-sets of the partite classes.





. Consider the random bipartite graph H with classes A and B of size n and each
edge between A and B appearing independently with probability p. Then, the probability P that there exist



























m ) ≤ e2m−8m ln 2 ≤ e−1.
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by Markov’s Inequality. Therefore, there exists a graph with the desired properties. 
For each n and m, fix such a graph and denote it by H(n,m). Now we are ready to prove Theorem 4.2.
Proof of Theorem 4.2. Let A = 2be
√





for 1 ≤ ` ≤ t. Define a sequence of ordered graphs
as follows: let G1 be the ordered complete graph KA. For ` ≥ 2, let G` be the ordered graph formed by
placing A copies of G`−1 consecutively and including a copy of H(A
`−1, k`−1) between any two copies of
G`−1.
We show in the following two claims that every b-coloring of the vertices of G` contains a relatively
long monochromatic ordered path compared to the size of the graph. Applying this argument to Gt with
t =
√
log s will give our result.







Proof. We prove this claim by induction on `.
First, note that any b-coloring of the vertices of G1 = KA must contain a monochromatic ordered path
of length at least Ab . Assume the claim holds for G`−1 and consider an arbitrary b-coloring of V (G`).
For an ordered graph G, let L(G) denote the maximum length of a monochromatic ordered path which







By the inductive hypothesis, each copy of G`−1 contains a monochromatic long path in one of the b
colors. Therefore, without loss of generality, at least Ab of the A copies of G`−1 contain a long path of color
1. Denote these copies of G`−1 by H1, H2, . . . ,Hj , noting that j ≥ Ab .
Since each pair of copies of G`−1 is connected by the bipartite graph H(A
`−1, k`−1) in our construction
of G`, there must be an edge between one of the last k`−1 vertices of the long color-1-path in Hi and the
first k`−1 vertices of the long color-1-path in Hi+1 for each 1 ≤ i ≤ j − 1. Therefore, by connecting the
long color-1-paths in consecutive “color 1” copies of G`−1 with edges from the bipartite graphs in this way,
we can find an ordered color-1-path in G` of length at least
A
b (L(G`−1)− 2k`−1). Applying our inductive































Claim 4.2. There are at most A`+1(20b)`−1C ′` log b edges in G` for 1 ≤ ` ≤ t where C ′ is a constant.











|E(H(A`−1, k`−1))| ≤ A|E(G`−1)|+ C ′A`+1(10b)`−1` log b,





copies of H(A`−1, k`−1), each of which contains at
most CA`−1(10b)`−1` log 10b ≤ C ′A`−1(10b)`−1` log b edges. Our inductive hypothesis yields the following
bound on the number of edges in G`:
|E(G`)| ≤ A|E(G`−1)|+ C ′A`+1(10b)`−1` log b
≤ A`+1(20b)`−2C ′` log b+ C ′A`+1(10b)`−1` log b ≤ C ′A`+1(20b)`−1` log b. 
Applying these two claims to Gt implies that any b-coloring of V (Gt) contains a monochromatic ordered









while the number of edges in Gt is at most
At+1(20b)t−1C ′t log b ≤ sA(40b2)tC ′t log b = seO(log b
√
log s).
Since Gt has the desired properties, this concludes the proof of the theorem. 
A result of this type can be used to obtain an upper bound on r̃(Pr, Ps). To do so, let G be an ordered
graph such that any r-coloring of the vertices contains a monochromatic path of length s. Consider an
arbitrary red-blue coloring of the edges of G. If G does not contain an ordered red copy of Pr, then we may
define an r-coloring of the vertices of G by assigning to each vertex v the color i which is the length of the
longest ordered red path ending in v. By assumption, this vertex coloring of G contains a monochromatic
ordered copy of Ps. Since all edges in this path must be blue by definition of our vertex coloring, we have found
a monochromatic ordered copy of Ps in our original edge-coloring of G, which implies r̃(Pr, Ps) ≤ |E(G)|.
In particular, applying this argument with the ordered graph Gt defined in the proof of Theorem 4.2
yields the upper bound r̃(Pr, Ps) ≤ seO(log r
√
log s). While this is weaker than the result of Theorem 4.1, this
approach might be helpful to improve the upper bound on r̃(Pr, Ps).
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4.5 Proof of Theorem 4.3
The proof of the upper bound in Theorem 4.1 extends quite easily to the q-color case, giving an ordered graph
with O(n2q−1(log n)3) edges for which any q-coloring of the edges contains a monochromatic Pn. We start
by increasing the number of vertices to N = 4nq and creating a sequence of ordered graphs G0, G1, . . . , Gk
as in Lemma 4.1 with parameters pi = 2
−i, `i = 2
i+3t, and mi = 2
i+7nq−1t. Then, we consider an arbitrary
q-coloring of the edges of G =
⋃
Gi.
For each vertex v, we assign a vector (c1(v), . . . , cq(v)) where ci(v) is the length of a longest ordered path
in color i ending at v. Since each ci(v) ≤ n − 1, there is a set A ⊆ V (G) of size at least Nnq−1 = 4n such
that c1(v), . . . , cq−1(v) are the same for all v ∈ A. All edges within A have color q, so it suffices to find a
long path in G[A]. (Note that the new value of mi is chosen to reflect the increased distance between points
in A.) Finally, the inductive proof that we can find a copy of Pn in color q proceeds as in the proof of the
upper bound in Theorem 4.1.
The proof of the lower bound in Theorem 4.3 follows the same general structure as the proof of the lower
bound in Theorem 4.1: we start by identifying a subset of vertices of high degree, apply an Erdős–Szekeres
coloring to the edges in this set, and use a greedy vertex-coloring to define the edge-coloring on the rest of
the graph.





and fix some ordered graph G with d(n/2)q edges. Let U0 be the set of
vertices with at least d neighbors preceding them in them in the ordering of V (G). Then U0 contains at
most (n/2)q vertices, so we can apply an Erdős–Szekeres q-coloring on E(G[U0]) to obtain an edge-coloring
with no monochromatic Pn/2. Next, we greedily color the vertices in V (G)\U0 with d colors and view each
of these vertex colors c as a q-tuple (c1, . . . , cq) with non-negative entries which sum to n/2. We color the
edge between two vertices of colors c and c′ with the smallest index i such that ci < c
′
i. Since any coordinate
can take on values ranging from 0 to n/2, we obtain a coloring of the edges outside of G[U0] in which the
longest monochromatic ordered path is Pn/2. Therefore, this strategy yields an edge-coloring of G which
contains no monochromatic ordered Pn, as desired.
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Chapter 5
A Strengthening of the
Erdős–Szekeres Theorem
5.1 Introduction
Recall the Erdős–Szekeres Theorem [31], which states that any sequence of distinct integers of length at least
rs+1 must contain a monotone increasing subsequence of length r+1 or a monotone decreasing subsequence
of length s+1. This fundamental result in extremal combinatorics has inspired the study of many interesting
variations (for example, see [15, 38, 39, 60]). In many of these variations, it is useful to observe that the
Erdős–Szekeres Theorem can be interpreted as a statement about ordered graphs.
An ordered graph on n vertices is a simple graph whose vertices have been labeled with [n] = {1, 2, . . . , n}.
As in Chapter 4, we denote by Pn the ordered graph which is a path on n+ 1 vertices labeled 1, 2, . . . , n+ 1
along the path, and by Kn the ordered complete graph on n vertices.
An ordered graph G on [N ] contains the ordered graph H on [n] if there is an edge-preserving injection
f : [n] → [N ] such that f(i) < f(j) for all 1 ≤ i < j ≤ n. For ordered graphs G,H1, H2, we write
G ↪→ (H1, H2) if any red-blue edge-coloring of G contains a red copy of H1 or a blue copy of H2.
Given a sequence a1, . . . , ars+1 of distinct integers, we can color the edges of Krs+1 as follows: color an
edge ij with i < j red if ai < aj , and blue if ai > aj . Then a monotone increasing sequence of length r + 1
becomes a red copy of Pr; a monotone decreasing sequence of length s+ 1 becomes a blue copy of Ps.
Not all colorings of Krs+1 can be obtained in this way, but the Erdős–Szekeres Theorem can be strength-
ened to a statement about all colorings; one of its standard proofs shows that a red copy of Pr or a blue
copy of Ps must exist in any red-blue coloring. In other words, Krs+1 ↪→ (Pr, Ps).
However, Krs+1 is not the smallest (rs+1)-vertex graph G with the property G ↪→ (Pr, Ps). For example,
any edge ij such that i+ (rs+ 1− j) < min{r, s} is not contained in any ordered path of length min{r, s},
and therefore excluding all such edges still leaves a graph G such that G ↪→ (Pr, Ps). But, as we shall see,
some other edges of Krs+1 are unnecessary for less obvious reasons.
In this chapter and in joint work with Balogh, Clemen, and Lavrov [6], we define the minimal subgraph
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G of Krs+1 such that G ↪→ (Pr, Ps). Our main result is to prove a surprisingly simple characterization of
all graphs with this property: any ordered graph with this property must contain our minimal example as a
subgraph.
Definition 5.1. Let the circus tent graph CT (r, s) be the ordered (rs + 1)-vertex graph with vertices
1, 2, . . . , rs+ 1 which is the union of the ordered (rs+ 1)-vertex graphs G1 and G2, defined below:
• The graph G1 contains an edge ij iff there exists k ∈ [s] such that k ≤ i < j ≤ kr − r + 2 or
rs− kr + r ≤ i < j ≤ rs+ 2− k.
• The graph G2 contains an edge ij iff there exists k ∈ [r] such that k ≤ i < j ≤ ks − s + 2 or
rs− ks+ s ≤ i < j ≤ rs+ 2− k.
Figure 5.1 shows the circus tent graph CT (3, 4). Note that CT (3, 4) does not include, for example, the
edge {2, 7}, even though that edge is contained in many paths of length 4.
1 2 3 4 5 6 7 8 9 10 11 12 13
Figure 5.1: The circus tent graph CT (3, 4).
We show that all edges not in CT (r, s) can be deleted from Krs+1 and still leave a “good” graph with the
desired property, while removing a single edge in CT (r, s) from Krs+1 yields a “bad” ordered graph without
this property.
Theorem 5.1. Let G be an ordered graph on rs+ 1 vertices. Then G ↪→ (Pr, Ps) if and only if CT (r, s) is
a subgraph of G.
This is a surprisingly simple characterization of the “good” ordered graphs on rs + 1 vertices. Indeed,
this is the first setting in which we have observed the phenomenon that every “good” graph must contain a
fixed “good” subgraph.
Theorem 5.1 can be interpreted as an ordered size Ramsey number problem with a fixed number of
vertices. Recall that the (ordinary) size Ramsey number of a graph G, denoted r̂(G), is the minimum integer
m for which there is a graph H with m edges such that every two-coloring of E(H) contains a monochromatic
copy of G.
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In 1983, Beck [8] proved r̂(Pn) is linear in n, settling a question of Erdős [28]. The current best upper
bound, given by Dudek and Pra lat [24], is r̂(Pn) ≤ 74n, while the current best lower bound, given by Bal
and DeBiasio [4], is r̂(Pn) ≥ (3.75− o(1))n.
Recently, this size Ramsey question has been studied in several different ordered/directed settings, in-
cluding [5, 11, 14, 49]. In particular, the ordered size Ramsey number of Pr versus Ps, denoted r̃(Pr, Ps), is
the minimum number of edges in an ordered graph G such that G ↪→ (Pr, Ps), as discussed in Chapter 4.
Another interesting variant of the size Ramsey number is the online version introduced by Beck [10]
and by Kurek and Ruciński [47]. In the online setting, we study a game between two players, Builder and
Painter. In each turn, Builder presents an edge and Painter colors it. Builder wins if Painter is forced to
create a monochromatic copy of the desired graph. The minimum number of edges necessary for Builder to
win is the online size Ramsey number. Simple arguments show that the online size Ramsey number of the
path Pn is at least 2n− 3 and at most 4n− 7 [40].
This game can also be played on ordered graphs. We denote the online ordered size Ramsey number by
ro(Pr, Ps), and we use r
∗
o(Pr, Ps) when we require rs+ 1 fixed vertices. For the diagonal t-color case, we use
ro(Pn; t). In [52], Pérez-Giménez, Pra lat, and West gave the following bounds on ro(Pn; t).





≤ ro(Pn; t) ≤ tnt+1.
Note that Theorem 5.2 is a special case of their general result on k-uniform hypergraphs. Below, we give
a new upper bound on ro(Pn; t).
Theorem 5.3. ro(Pn0 , Pn1 , . . . , Pnt) ≤ r∗o(Pn0 , Pn1 , . . . , Pnt) ≤ n0
∏t
i=1 ni(blog2 nic+ 1).
In particular, ro(Pn; t) = O(n
t(log n)t−1).
This asymptotic bound is an improvement on Theorem 5.2 when t = o( lognlog logn ). In the two-color case,
we also improve the lower bound from Theorem 5.2, showing that ro(Pr, Pr) is superlinear in r.
Theorem 5.4. ro(Pr, Pr) ≥ log2(r + 1)! = Ω(r log r).
The chapter is organized as follows. In Section 5.2, we prove Theorems 5.3 and 5.4 about the ordered
online size Ramsey number. In Section 5.3, we use similar techniques to prove Theorem 5.1, proving the two
parts of the statement in different subsections.
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5.2 Online Ordered Size Ramsey Number of Paths
5.2.1 Two Color Case
Before proving Theorem 5.3, we will prove a two-color version of the result in order to give insight into our
proof technique.
Theorem 5.5. ro(Pr, Ps) ≤ rs(blog2 rc+ 1).
Proof. We show that if Builder plays according to the following strategy, then at most rs(blog2 rc+ 1) edges
are needed to win the game. In order to determine which edges to present in each turn, Builder maintains
a list of active vertices v0, v1, . . . , vk for some k < r, satisfying the invariant that vi, if it exists, is the last
vertex of a red Pi. Moreover, each vi will be the last vertex of a blue path of some length bi which will
change over the course of the game. We set bi = −1 if vi does not yet exist.
Initially, Builder sets k = 0 and lets v0 be the first (leftmost) vertex. In each round of this strategy, Builder
sets w to be the first vertex following all of the active vertices and plays some of the edges v0w, v1w, . . . , vkw.
During the round, either a new active vertex will be defined or one of the defined active vertices will be
updated. The round ends when one of the following outcomes occurs. Note that in each case, Builder either
increases some bi or creates a winning red path.
• Painter colors the edge v0w blue. Then Builder updates the active vertex v0, setting v0 = w, and
increases b0 by 1.
• There is an i such that Painter colors the edge vi−1w red and the edge viw blue. Then Builder updates
the active vertex vi by setting vi = w and increasing bi by 1.
• Painter colors the edge vkw red, and k + 1 < r. Then Builder defines a new active vertex by setting
vk+1 = w and bk+1 − 0.
• Painter colors the edge vkw red and k+ 1 = r. Then the red path Pr−1 ending at vk together with the
red edge vkw forms a red Pr, and Builder wins the game.
To minimize the number of edges Builder must play in this round, Builder performs a procedure similar to
binary search on the set of edges {v0w, v1w, . . . , vkw}. Builder begins by playing the middle edge vbk/2cw.
If Painter colors this edge red, then Builder cuts the set of edges in half and continues this process on the
second half of the edges, {vbk/2c+1w, . . . , vkw}. If Painter colors vbk/2cw blue, then Builder cuts the set of
edges in half and instead continues this process on the first half of the edges, {v0w, . . . , vbk/2−1cw}.
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After at most blog2(k + 1)c turns, the set of edges remaining is a single edge {viw}. Moreover:
• If i > 0, then at some point in this round, viw was the first edge in the second half of a subset, and
vi−1w was colored red.
• If i < k, then at some point, viw was the last edge in the first half of a subset, and vi+1w was colored
blue.
Under these conditions, no matter how Painter colors the edge viw, one of Builder’s goals is satisfied:
Builder either increases bi, or increases bi+1, or obtains a red Pr. Thus, each round can be completed in
blog2(k + 1)c+ 1 ≤ blog2 rc+ 1 turns.
We can track the progress of this strategy by considering the ordered r-tuple (b0, b1, . . . , br−1), which
starts at (0,−1,−1, . . . ,−1). After rs rounds, we have
∑r−1
i=0 bi = r(s − 1) + 1, so bi ≥ s for some i, and
Builder wins. Therefore, Builder needs at most rs rounds to win according to this strategy, for a total of
rs(blog2 rc+ 1) turns. 
5.2.2 Proof of Theorem 5.3
In order to prove our upper bound in the t-color case, we replace the binary search procedure used by Builder
in the proof of Theorem 5.5 with a multidimensional search procedure.
Proof. Builder’s strategy, played on vertices 1, 2, . . . , 1 +
∏t
i=0 ni, is as follows. Throughout the game,
Builder maintains a t-dimensional array of active vertices, labeled by integer points x = (x1, . . . , xt) ∈
[0, n1) × . . . × [0, nt). Let v(x) be the active vertex labeled by x. An active vertex may be undefined;
however, if v(x) is defined, then for each i = 1, . . . , t, there is an ordered path in color i of length xi ending
at v(x). Initially, v(0) = 1, and no other active vertices are defined.
Let `(x) denote the length of the longest ordered path in color 0 ending at v(x). If this vertex is undefined,
then we say `(x) = −1.
Builder plays in rounds of length at most
∏t
i=1blog2 nic + 1. In each round, Builder plays edges from
some of the defined active vertices to w, the first vertex following all of the active vertices. At the conclusion
of a round, Builder either wins the game, or updates some active vertex v(x) by setting v(x) = w, which
increases `(x) by 1.
Throughout the game, Builder uses the following d-dimensional search procedure to choose which edges
to play.
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Let S(yd+1, yd+2, . . . , yt) denote the set
S(yd+1, yd+2, . . . , yt) = [0, n1)× · · · × [0, nd)× {yd+1} × · · · × {yt}.
Builder applies the d-dimensional search procedure to a set S(y) for some y ∈ Zt−d in order to obtain one
of the following outcomes:
1. A point x ∈ S(y) such that the edge v(x)w has some color i > d, or
2. A point x ∈ S(y) such that either the active vertex v(x) is undefined or the edge v(x)w has color
0. Moreover, for each j = 1, . . . , d, either xj = 0 or there is an assistant point x
(j) ∈ S(y) such that
x
(j)
j = xj − 1 and the edge v(x(j))w has color j.
This procedure is defined recursively. In the 0-dimensional search procedure on S(y), Builder draws the
edge from v(y) to w, if the active vertex v(y) is defined. If Painter colors this edge with color 0, or if v(y)
is undefined, then Builder obtains outcome 2 by setting x = y. If Painter colors this edge with some color
i ≥ 1, then Builder obtains outcome 1 by setting x = y.
For d ≥ 1, the d-dimensional search procedure on S(y) is similar to a binary search. It uses an interval
[a, b) initially set to [0, nd). To cut the interval in half, it performs the (d− 1)-dimensional search procedure
on S(ba+b2 c,y) ⊂ S(y).
When this subprocedure is done, there are three possibilities:
• If the subprocedure yields outcome 1 and the edge v(x)w has color d, then the procedure continues
with interval [ba+b2 c+ 1, b).
• If the subprocedure yields outcome 1 and the edge v(x)w has color i > d, then the procedure terminates,
having also obtained outcome 1 with the same x.
• If the subprocedure yields outcome 2, then the procedure continues with interval [a, ba+b2 c).
After at most blog2 ndc+ 1 steps of the (d− 1)-dimensional search procedure, Builder is left with the empty
interval [a, a).
• If a = 0, then the (d− 1)-dimensional search procedure was performed on S(0,y) and yielded outcome
2 with some point x ∈ S(0,y). Then the d-dimensional search procedure will yield outcome 2 with the
same x and the same assistant points; since xd = 0, no assistant point x
(d) is necessary.
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• If a = nd, then the (d − 1)-dimensional search procedure was performed on S(nd − 1,y) and yielded
outcome 1 with some point x ∈ S(nd − 1,y) such that the edge v(x)w has color d. Then there is an
ordered path of length nd in color d ending at w: the path of length nd − 1 ending at v(x) followed by
the edge v(x)w, and Builder wins.
• If 0 < a < nd, then the (d − 1)-dimensional search procedure was performed on S(a,y) and yielded
outcome 2 with some point x ∈ S(a,y); it was also performed with S(a− 1,y) and yielded outcome 1
with some point x′ ∈ S(a− 1,y) such that the edge v(x′)w has color d.
In this case, the d-dimensional search procedure can yield outcome 2 with x, taking the same assistant
points and adding the assistant point x(d) = x′, which satisfies the conditions required.
By induction, the d-dimensional search procedure takes at most
∏d
i=1(blog2 nic+ 1) moves.
A round of Builder’s strategy consists of performing the t-dimensional search procedure on the entire
set [0, n1) × · · · × [0, nd). This search procedure never yields outcome 1, since no color i > t is available.
Therefore, Builder obtains outcome 2 with some point x.
We claim that there is an ordered path of length xi in color i ending at w for each i = 1, . . . , t, and
therefore w satisfies the prerequisites for replacing v(x) as an active vertex. This is automatic if xi = 0. If
xi > 0, then there is an assistant point x
(i) such that x
(i)
i = xi − 1 and the edge v(x(i))w has color i. Then
the ordered path of length xi − 1 in color i ending at v(x(i)) can be followed by the edge v(x(i))w to get the
path of length xi Builder wants.
If v(x) is undefined, Builder defines the active vertex v(x) = w and increases `(x) from−1 to 0. Otherwise,
the edge v(x)w has color 0, and there is an ordered path of length `(x) + 1 in color 0 ending at w: the path
of length `(x) ending at v(x), followed by the edge v(x)w. Then Builder updates v(x) by setting v(x) = w,
which increases `(x) by 1.
After n0n1 · . . . · nt rounds, either `(0) has been increased n0 times (from 0 to n0) or one of the other
n1 · . . . ·nt−1 values `(x) has been increased n0 +1 times (from −1 to n0). In either case, there is an ordered
path of length n0 in color 0, and Builder wins. This strategy requires at most n0
∏t
i=1 ni(blog2 nic + 1)
moves, as desired. 
5.2.3 Proof of Theorem 5.4
Our proof of Theorem 5.4 uses the following lemma, which gives a general strategy for finding lower bounds
on ro(Pr, Ps).
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Lemma 5.1. Let C = {C1, C2, . . . , CN} be a set of edge-colorings of Krs+1. Let p > 0 be such that for every
Pr in Krs+1, there are at most pN colorings in C in which the path is completely red, and for every Ps in
Krs+1, there are at most pN colorings in C in which the path is completely blue.
Then r∗o(Pr, Ps) ≥ log2 1p .
Moreover, if we can find a set of colorings of Kn with the same ratio p for sufficiently large n, then
ro(Pr, Ps) ≥ log2 1p as well.
Proof. Painter’s strategy for playing on rs + 1 vertices is as follows. After k edges have been played and
colored, Painter computes Ck ⊆ C, consisting of all colorings in C which agree with the partial coloring of
Krs+1 built so far.
When Builder plays an edge vw, Painter splits Ck into two sets: Crk, consisting of all colorings in which
vw is red, and Cbk, in which vw is blue. Painter colors edge vw red (so that Ck+1 = Crk) if |Crk| ≥ |Cbk|, and
colors edge vw blue (so that Ck+1 = Cbk) otherwise. Thus, at each step, Painter ensures that |Ck+1| ≥ 12 |Ck|;
by induction, |Ck| ≥ 2−kN .
If Painter loses the game because a red Pr or a blue Ps has been created, then by definition of p, |Ck| ≤ pN .
Therefore p ≥ 2−k, or k ≥ log2 1p .
This argument bounds r∗o(Pr, Ps); to prove a bound of ro(Pr, Ps) ≥ k using this lemma, Painter simulates
Builder’s moves on a graph with n ≥ 8k vertices. For every edge Builder plays, Painter plays an edge in the
simulation so that the graphs in the actual graph and in Painter’s simulation are order-isomorphic except
possibly for isolated vertices. Moreover, Painter makes sure that after the ith move, there are at least 8k−i
isolated vertices between any two vertices with positive degree in Painter’s simulation. This will always be
possible and guarantees that Painter can always simulate Builder’s future moves for at least k steps.
Then, Painter determines a color for the edge in the simulated graph, using a collection C of colorings of
Kn. Painter uses that color to play in the actual graph. 
As a corollary, we obtain Theorem 5.4, which gives an improved lower bound in the diagonal case. Note
that applying Lemma 5.1 with C consisting of all possible red-blue edge-colorings of Kr2+1 will give a weaker
bound on ro(Pr, Pr) than we want. Our improvement comes from selecting an appropriate subfamily of
colorings.
Proof. Choosing n to be as large as necessary, apply Lemma 5.1 with the following set of colorings of Kn:
for every permutation σ of {1, 2, . . . , n}, take the coloring in which edge ij is red if σ(i) < σ(j) and blue if
σ(i) > σ(j).
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Then p = 1(r+1)! , because asking for a specific path Pr to be monochromatic requires r+ 1 values of σ to
be in a specific relative order. Therefore ro(Pr, Pr) ≥ log2 1p = log2(r + 1)!. 
5.3 The Circus Tent Theorem
In this section, we prove our main result, Theorem 5.1. In Section 5.3.1, we show that every subgraph G
of Krs+1 such that G ↪→ (Pr, Ps) must contain CT (r, s). Then, in Section 5.3.2, we show that CT (r, s) ↪→
(Pr, Ps).
5.3.1 A Circus Tent is Necessary
Lemma 5.2. For every edge e ∈ E(CT (r, s)), Krs+1 − e has a red-blue edge-coloring without any ordered
red path of length r or blue path of length s.
Proof. Let e = ij ∈ E(CT (r, s)) with i < j. Then either e ∈ E(G1) or e ∈ E(G2). Without loss of generality,
assume e ∈ E(G1). (For e ∈ E(G2), just switch the roles of r and s throughout the proof.) Then there exists
some k ∈ [s] such that k ≤ i < j ≤ kr − r + 2 or rs− kr + r ≤ i < j ≤ rs+ 2− k.
Note that by symmetry, it suffices to prove the result for edges of the first type. Indeed, if Krs+1− ij has
an edge-coloring with no red Pr or blue Ps, then its mirror image is such an edge-coloring for Krs+1 − i′j′,
where i′ = (rs + 2) − j and j′ = (rs + 2) − i. Let us assume that e = ij where k ≤ i < j ≤ kr − r + 2 for
some k ∈ [s].
First, we will provide a vertex-labeling of Krs+1 − e which will be used to construct the desired edge-
coloring. Our definitions will require some additional notation. Given a set S, let S∗ be the sequence formed
by taking the elements of S in lexicographic order. Let S∗⊕T ∗ denote the sequence formed by concatenating
S∗ and T ∗.
Define the following (possibly empty) sets of labels:
X ={(0, y) : 0 ≤ y ≤ k − 2},
Y ={(x, y) : 1 ≤ x ≤ r − 1, 0 ≤ y ≤ k − 2},
Z ={(x, y) : 0 ≤ x ≤ r − 1, k − 1 ≤ y ≤ s− 1} \ {(0, k − 1)}.
Assign the labels from the sequence X∗ ⊕ Y ∗ ⊕ Z∗ to the vertices [rs+ 1] \ {i, j} in order; assign the label
(0, k − 1) to the vertices i and j. Note that all vertices between i and j receive a label from Y .
77
Observe that the resulting vertex-labeling has the property that whenever (a, b) comes before (c, d), either
a < c or b < d or both, with one exception: the two copies of (0, k − 1), which appear on the vertices i and
j. For pairs of labels other than (0, k− 1), this holds by construction. For pairs of labels involving (0, k− 1),
this holds because the labels from X all appear on vertices to the left of i, while the labels from Z all appear
on vertices to the right of j.
Now color G = Krs+1 − e as follows. For any edge of G, consider the two corresponding labels (a, b) and
(c, d) in the sequence; if a < c, color the edge red, and if a ≥ c but b < d, color the edge blue. This provides
a red-blue edge-coloring of G without creating a red Pr or blue Ps. 
Lemma 5.2 implies half of the statement of Theorem 5.1; if G is an ordered graph on rs+ 1 vertices and
G ↪→ (Pr, Ps), then CT (r, s) ⊆ G.
5.3.2 A Circus Tent is Sufficient
Lemma 5.3. We have CT (r, s) ↪→ (Pr, Ps).
In order to prove this result, we give a strategy for Builder in the online game on rs + 1 vertices which
is a slight modification of the strategy used to prove Theorem 5.5. Then, we argue that Builder will win
by applying this strategy without ever playing an edge outside the circus tent graph CT (r, s). This implies
that Painter cannot have an offline strategy for coloring CT (r, s) without a red Pr or blue Ps, or else Painter
could have used that strategy for the online game as well.
As in the earlier strategy, Builder maintains a list of vertices v0, v1, . . . , vr−1 and a corresponding tuple
(b0, b1, . . . , br−1) throughout the game with the property that vi is the rightmost vertex of a red path of
length i and a blue path of length bi. Builder’s strategy will proceed in rs + 1 stages labeled 1, . . . , rs + 1;
we will write vi(t) and bi(t) for the values of vi and bi respectively after stage t is completed. Some of these
vertices vi(t) may be undefined (in which case we set bi(t) = −1), and some of these vertices may be the
same. At the beginning of the strategy, which we represent by t = 0, vi(0) will be undefined for all i.
In stage t of the strategy, Builder asks Painter to color the edges vi(t−1)t for every defined vertex vi(t−1).
Recall that the strategy used to prove Theorem 5.5 requires Builder to use a binary search procedure to
minimize the number of edges played in the game. Since we are not interested in minimizing the number
edges used in the current proof, our new strategy allows Builder to draw all of the edges vi(t− 1)t in stage t.
As before, the vertices v0, v1, . . . , vr−1 and the tuple (b0, b1, . . . , br−1) are updated at the end of stage t,
according to the colors Painter assigns to the edges vi(t− 1)t.
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• If i < r is the least nonnegative integer such that either the edge vi(t−1)t is blue or the vertex vi(t−1)
is undefined, then Builder updates the vertex vi(t) by setting vi(t) = t and bi(t) = bi(t− 1) + 1.
• If the vertex vi(t − 1) is defined and the edge vi(t − 1)t is red for all i < r, then there is a red path
of length r ending at t: the path of length r − 1 ending at the vertex vr−1(t− 1), followed by the red
edge vr−1(t− 1)t. In this case, Builder wins.
• Our new addition to Builder’s strategy is the following post-processing step: After updating the vertex
vi(t) to t, Builder also updates any vertex vj(t) with j < i and bj(t− 1) ≤ bi(t), setting vj(t) = t and
bj(t) = bi(t).
These updates preserve Builder’s invariant because t is the rightmost vertex both of a red path of
length j (it is actually the rightmost vertex of a red path of length i, and i > j) and a blue path of
length bi(t), so we can set bj(t) = bi(t).
In all other cases, we keep the vertex vj(t) = vj(t− 1) and bj(t) = bj(t− 1).
The proof that Builder’s strategy always works is the same as before, so we now show that Builder’s
strategy never uses edges outside CT (r, s) in three steps. We will assume without loss of generality that
r ≤ s.
In the first step, we consider edges starting at vertices 1, 2, . . . , r. For each positive k ≤ r, vertex k has
an edge to vertices k + 1, k + 2, . . . , ks − s + 2 in G2 and therefore in CT (r, s). The following claim shows
that no other edges starting at vertices 1, 2, . . . , r are used in Builder’s strategy:
Claim 5.1. For positive k ≤ r, if vi(t) ≤ k for any i after any step t of Builder’s strategy, then t ≤ ks−s+1.
We postpone the proof of this claim, and the subsequent technical claims, to the next section.
In the second step, we consider edges starting at vertices r+1, r+2, . . . , s. Setting k = s in Definition 5.1
shows that G1 contains all of the edges ij for r ≤ i < j ≤ (r − 1)s+ 2. The following claim shows that this
set contains all edges used in Builder’s strategy which start at vertices r + 1, r + 2, . . . , s:
Claim 5.2. For r+1 ≤ k ≤ s, if vi(t) ≤ k for any i after any step t of Builder’s strategy, then t ≤ (r−1)s+1.
In the third step, we consider edges starting at all other vertices. In Definition 5.1, taking k = r, we see
that G2 has edge ij for s ≤ i < j ≤ rs− r+ 2. This shows that if Builder draws an edge ij with i > s, then
that edge certainly exists in CT (r, s) unless j ≥ rs− r + 3.
To handle edges that end at a vertex j ≥ rs−r+3, we use the other cliques in G2; taking k = 1, . . . , r−1
in Definition 5.1, we see that G2 has edges from each i ≥ rs − ks + s to j = rs − k + 2. No other edges
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ending at j will be used if, after stage t = rs− k+ 1, we have vi(t) ≥ rs− ks+ s. This is guaranteed by the
following claim:
Claim 5.3. For positive k ≤ r− 1, if Builder hasn’t won by stage tk = rs− k+ 1, then vi(tk) ≥ rs− ks+ s
for all i.
Since these three claims prove that Builder will win the game using only edges from CT (r, s), we conclude
that there is no coloring of CT (r, s) avoiding both a red Pr and blue Ps. That is, CT (r, s) ↪→ (Pr, Ps), as
desired.
5.3.3 Proofs of Technical Claims
We begin with the following lemma:
Lemma 5.4. Suppose that in stage t∗, Builder sets vi(t
∗) = t∗ and bi(t
∗) = b∗. If we still have vi(t) = t
∗
after stage t > t∗, then we must have
t ≤ t∗ + i(s− 1− b∗) + (r − 1− i)b∗.
Proof. For each j < i, we have bj(t
∗) ≥ b∗. There can be at most s − 1 − b∗ stages at which bj increases
before Builder’s victory, because bj(t) ≤ s − 1. Altogether, there are at most i(s − 1 − b∗) stages in the
interval (t∗, t] at which any bj for j < i is increased.
For each j > i, we have bj(t
∗) ≤ b∗, and in order to have vi(t) = t∗, one of two possibilities must hold:
• bj(t) = bj(t∗) = b∗, and bj is never increased.
• bj(t) < b∗, and bj can be increased at most b∗ times: starting from −1 to at most b∗ − 1.
Altogether, there are at most (r− 1− j)b∗ stages in the interval (t∗, t] at which any bj for j > i is increased.
However, at least one bj must increase at each stage in the interval (t
∗, t]. Therefore the number of stages,
t− t∗, is at most i(s− 1− b∗) + (r − 1− i)b∗, proving the lemma. 
Proof of Claim 5.1. We begin by showing that at each stage t, for every i such that vi(t) is defined, we have
i+ bi(t) ≤ t− 1.
To show this, we induct on t. When t = 0, the claim holds trivially: none of the vertices vi(0) are defined.
At stage t, we either define a new vi(t) and set bi(t) = 0, or set bi(t) = bi(t − 1) + 1 for some i. In the
first case, we must have i ≤ t − 1, since only t vertices are considered in step t, so no red path of length t
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or greater can be found. In the second case, we have i + bi(t − 1) ≤ t − 2 by the inductive hypothesis, so
i+ bi(t) ≤ t− 1.
Finally, bj(t) may change for some values of j < i in the “post-processing” step, when we set bj(t) = bi(t)
if j < i and bj(t − 1) ≤ bi(t). However, this step cannot cause j + bj(t) to violate the inequality, because
j + bj(t) < i+ bj(t) = i+ bi(t) ≤ t− 1.
Now we are ready to proceed to the main proof. Take a positive k ≤ r, and suppose t∗ = vi(t) ≤ k; our
goal is to show t ≤ ks− s+ 1. Let b∗ = bi(t∗); by our observation earlier, i+ b∗ ≤ t∗ − 1 ≤ k − 1.
By Lemma 5.4, if vi(t) = t
∗, then
t ≤ t∗ + i(s− 1− b∗) + (r − 1− i)b∗.
Because r ≤ s and b∗ ≥ 0, we have (r − 1− i)b∗ ≤ (s− 1− i)b∗. Therefore
t ≤ t∗ + i(s− 1− b∗) + (s− 1− i)b∗ = t∗ + (i+ b∗)(s− 1)− 2ib∗
≤ k + (k − 1)(s− 1)− 0 = (k − 1)s+ 1.
This completes the proof. 
Proof of Claim 5.2. Take any k ∈ (r, s], and suppose t∗ = vi(t) ≤ k; let b∗ = bi(t∗). Our goal is to show that
t ≤ (r − 1)s+ 1.
By Lemma 5.4,
t ≤ t∗ + i(s− 1− b∗) + (r − 1− i)b∗.
We must have 0 ≤ b∗ ≤ s − 1. For any fixed b∗, the right-hand side of this inequality is linear in i, and
we have 0 ≤ i ≤ r − 1. Therefore the expression is maximized either when i = 0 and it is t∗ + (r − 1)b∗ ≤
t∗ + (r − 1)(s− 1), or when i = r − 1 and it is t∗ + (r − 1)(s− 1− b∗) ≤ t∗ + (r − 1)(s− 1).
In both cases,
t ≤ t∗ + (r − 1)(s− 1) ≤ s+ (r − 1)(s− 1) ≤ (r − 1)s+ 1,
proving the claim. 
Proof of Claim 5.3. Let tk = rs− k + 1. Suppose t∗ = vi(tk) and b∗ = bi(t∗) = bi(tk). Our goal is to show
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that t∗ ≥ rs− ks+ s = tk − (k − 1)(s− 1) or, equivalently,
tk ≤ t∗ + (k − 1)(s− 1). (5.1)
The sum
∑r−1




bj(tk) ≥ tk − r = r(s− 1)− k + 1.
Because s− 1 ≥ b0(tk) ≥ . . . ≥ br−1(tk), we also have
j(s− 1) + (r − j)bj(tk) ≥ r(s− 1)− k + 1
for any j, which can be rewritten as
(r − j)(s− 1− bj(tk)) ≤ k − 1. (5.2)
We complete the proof by considering two cases.
Case 1: i ≤ r − k.
In relation (5.2), when j ≤ r−k, the first factor on the left-hand side exceeds k, and therefore the second
factor must be 0. Therefore bj(tk) = s− 1 for all j ≤ r − k. In particular, b∗ = s− 1.
We must have bj(t
∗) = s − 1 for j < i by monotonicity. However, we must also have bj(t∗) = s − 1 for
i < j ≤ r − k, since bj(tk) = s − 1 for such j, and if bj(t) was updated to s − 1 at some stage t ∈ (t∗, tk],
then vi(t) would also be updated in the post-processing step. In that case, we would have vi(tk) = t > t
∗,
contrary to our assumption.
Therefore at stages t ∈ (t∗, tk], only bj(t) for t = r − k + 1, . . . , r − 1 can be updated. Each of them can
be updated at most s− 1 times: none of them can reach s− 1, or else vi(t) will be updated, which is again
a contradiction.
However, at each stage t ∈ (t∗, tk], at least one update occurs. Therefore
tk − t∗ ≤ (r − 1− (r − k))(s− 1) = (k − 1)(s− 1),
and hence tk ≤ t∗ + (k − 1)(s− 1), proving (5.1).
Case 2: i ≥ r − k + 1.
82
We make the substitution h = r−1−i and c∗ = s−1−b∗; note that h ≥ 0 and c∗ ≥ 0. Since i ≥ r−k+1,
we have h ≤ k − 2.
Setting j = i in (5.2), we get (r − i)(s− 1− b∗) ≤ k − 1, or
(h+ 1)c∗ ≤ k − 1.
If c∗ = 0, we have h + c∗ ≤ k − 2 < k − 1; if c∗ ≥ 1, then h + c∗ ≤ hc∗ + c∗ ≤ k − 1. Therefore we always
have h+ c∗ ≤ k − 1.
By Lemma 5.4,
tk ≤ t∗ + i(s− 1− b∗) + (r − 1− i)b∗ = t∗ + (r − 1− h)c∗ + h(s− 1− c∗)
≤ t∗ + (s− 1− h)c∗ + h(s− 1− c∗) = t∗ + (c∗ + h)(s− 1)− 2hc∗
≤ t∗ + (k − 1)(s− 1)− 0,
and we have shown (5.1) again. 
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[10] József Beck, Achievement games and the probabilistic method, Combinatorics, Paul Erdős is eighty, Vol.
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[27] Paul Erdős, Problems and results on finite and infinite graphs, Recent advances in graph theory (Proc.
Second Czechoslovak Sympos., Prague, 1974), 1975, pp. 183–192.
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[29] Paul Erdős, Solved and unsolved problems in combinatorics and combinatorial number theory, European
Journal of Combinatorics 2 (1981), 1–11.
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