I. INTRODUCTION
Violent riots such as July 5 riots happened on 5 July 2009 in Urumqi, the capital city of the Xinjiang Uyghur Autonomous Region, cause huge loss of human lives and properties and highlight the need to improve our capabilities to prevent, protect against, respond to such manmade violent attacks. If terrorists can easily access to gasoline, natural gas and other flammable materials, it will cause great potential danger to the society, which made it particularly important to carry out safety supervision on these heterogeneous flammable materials usage information.
Traditional gasoline and natural gas safety supervision often involve data about individuals refueling vehicles collected by multiple organizations, saved in different formats, and resided in distributed databases. To prevent violent attacks, suspicious information needs to be collected and analyzed as much as possible. Besides the above traditional data sources, astroturfing, a kind of suspicious online behavior is also taken into account because it can generate abnormal, damaging, even illegal behaviors in cyberspace, which may mislead the public perception and bring a bad effect on both Internet users and society. The integration of a wide range of behavior information can benefit the finding of sparse suspicious behavior from massive normal behavior information. Based on this consideration, the social networks of astroturfers and vehicle trajectories are also adopted for better supervision and prediction.
Unfortunately, it is difficult for supervisors to distinguish potential dangerous information from mass distributed data. A unified view of heterogeneous data is urgently needed. To solve this problem, a novel data integration framework based on Unified Concept Model is proposed. In order to be comprehensive and efficient, the framework needs to deal with several challenges. First, a Unified Concept Model is needed for automatic schema mapping, relation discovery and data interconnection. Second, it must present the heterogeneous distributed data in a standardized format for accurate and timely data access, transformation and linkage.
Third, core technologies such as similarity computation, record linkage and data fusion are crucial for effective data validation, analysis and visualization.
Integrating data from heterogeneous sources is a fundamental problem of combining data residing at different sources, and providing the users with a unified view of these data [1] - [4] . There are basically two approaches for designing a data integration framework. In the global-centric approach, one defines the elements of the global schema as views over the sources, whereas in the local-centric approach, one characterizes the sources as views over the global schema [5] . Although there is much literature in the area of data integration, the specific challenges discussed above have not been thoroughly examined. The design of a real-world data integration framework is a very complex task, which requires addressing several different issues. Here, we concentrate on three basic issues:
1. Specifying the mapping between the Unified Concept Model and schemas from different data sources.
2. Accurate data transforming and linking between records collected from heterogeneous data sources.
3. Executing queries on the integrated data generated based on the Unified Concept Model.
The goal of this paper is to develop a data integration framework that concentrates on providing solutions to these problems. In our paper, a novel graph-based data integration framework is proposed to solve real-world gasoline and natural gas safety supervision problems. It consists of three major components: the Unified Concept Model (UCM) component, the graph instance data transformation component, and the graph data analysis & visualization component. Our approach has the following differences against other works. Firstly, we use property graph as the structure to construct a Unified Concept Model (UCM) as global mapping schema. Secondly, heterogeneous data are transformed into a standardized format based on UCM and stored in graph database, which is very convenient to be queried and analyzed by using graph query languages. Thirdly, a metric based on multi-feature is used to compute the semantic similarity between candidate entities in record linkage and data fusion phase.
The next of the paper is organized as follows. We review the state of the art of data integration approaches in Section II. Section III provides an overview of the proposed framework. Then, we describe the Unified Concept Model generation in Section IV, and the record linkage and data fusion in Section V. In section VI, experiments and reference implementation demonstration based on real-world refueling data sets are discussed. Universality of the proposed framework is also verified by querying integrated Wikipedia graph data and compared with industrial data integration software. Finally, we conclude the paper in Section VII.
II. RELATED WORK
Our work is most related to data integration tasks such as schema mapping, record linkage and data fusion.
A. SCHEMA MAPPING
There is a lot of previous work on schema mapping developed in the context of schema translation and integration, knowledge representation, machine learning, and information retrieval [6] - [8] . The basic idea is to provide best effort services such as simple keyword search over the available data sources at the beginning, and gradually evolve schema mappings and improve search quality over time [9] , [10] .
Miller et al. [11] proposed an interactive mapping creation paradigm based on value correspondences that show how a value of a target attribute can be created from a set of values of source attributes. Marnette et al. [12] demonstrated a system that schema mappings and data exchange techniques can be very effectively applied to contexts such as data fusion, data cleaning and ETL. Cheng et al. [13] presented a semiautomatic framework to facilitate schema mapping between BIM (Building Information Modeling) schemas and GIS (Geographic Information System) schemas using linguistic and text mining techniques.
B. RECORD LINKAGE
Record linkage refers to the task of identifying records that refer to the same logical entity across different data sources, especially when they may or may not share a common identifier across the data sources [14] - [17] .
McNeill et al. [18] proposed a novel Dynamic Blocking algorithm which automatically chooses the blocking properties in a data-driven way at execution time to efficiently determine which pairs of records in a data set should be examined as potential duplicates without creating the same pair across blocks. Kannan et al. [19] designed a framework to address the challenge of matching unstructured offers to structured product descriptions. Pei Li et al. [20] applied time decay to capture the effect of elapsed time on entity value evolution and propose clustering methods that consider time order of the records and make global decisions. Hassanzadeh et al. [21] presented the Stringer system to evaluate the quality of the clusters (groups of potential duplicates) obtained from several unconstrained clustering algorithms used in concert with scalable approximate join techniques [21] .
C. DATA FUSION
Data fusion aims to resolving conflicts from heterogeneous sources and finding the truth that reflects the real world. Unlike schema mapping and record linkage, data fusion is a new field that has emerged recently, its motivation is exactly the veracity of data.
Zhao and Han [22] proposed a new truth-finding method specially designed for handling numerical data. Based on Bayesian probabilistic models, the method can leverage the characteristics of numerical data in a principled way. Li et al. [23] applied on Stock and Flight data sets state-ofthe-art data fusion methods that aim at resolving conflicts and finding the truth, analyzed their strengths and limitations, and suggested promising research directions. Pasternack and Roth [24] introduced a new, generalized fact-finding framework able to incorporate this additional information into the fact-finding process.
However, most research work and data integration frameworks have their limitations. The architecture of traditional information system has the characteristic that data is coming from distributed, heterogeneous and autonomous data sources. The differences between schemas and entity definitions, the variations of data presentations determine that one cannot perfectly solve data integration problems based on traditional methodologies.
In our work, we solve this problem from a new perspective, by following the Unified Concept Model, data is cleaned, linked, integrated and stored in graph database. And then, the queries and analysis can be carried out on it.
III. FRAMEWORK OVERVIEW
In this section, we provide an overview of the graphbased framework for automatic data integration, which is consisted of three major components: UCM generation, automatic instance graph transformation, and graph analysis & visualization, as shown in Fig. 1 .
A. UCM GENERATION
For data sources such as relational databases or Wikipedia dump files, we first extract the schemas of their entities and relationships and translate them into the Unified Concept Model (UCM) which describing a global combined schema in terms of concepts and relationships (activities) between them. In UCM, concepts are represented as nodes and relationships as edges. In our definition, Activity is a special kind of relationship, which represents a kind of relationship that generated very fast such as transactional data. In order to avoid super node problem, activities are stored in NoSQL databases such as Hbase or MongoDB.
B. AUTOMATIC INSTANCE GRAPH TRANSFORMATION
Following the structure and definition of UCM, original data stored in heterogeneous sources can be automatically transformed to graph instance data. In the graph, each data object is represented by a node and relationship by edge. Both nodes and edges have mandatory metadata properties as well as arbitrarily instance properties. Each node must have a source identifier to enable tracing back to its original source(s). It is a data processing pipeline consisted of data cleaning, record linkage, and data fusion.
C. GRAPH ANALYSIS & VISUALIZATION
The integrated instance graph can be the basis for a comprehensive and flexible data analytics. The current implementation of our framework is the foundation of our ongoing research on graph-based data analysis and visualization including PageRank, community detection, graph pattern matching, and spatio-temporal analysis. For now, the reference implementation we developed based on our framework already offers features such as browsing and querying the graph. Users can visually navigate through the graphs to access any piece of data with its relationships. We choose neo4j as our graph database, besides the visualization that neo4j provided, we have also customized some other visualization components.
IV. UCM GENERATION
Since the schemas are independently developed, they often have different structures and terminologies. This can obviously occur when the schemas are from different domains. However, it also occurs even if they represent the same real world domain, just because they were developed by different people in different real world contexts. So schema mapping and integration is the first step of data integration.
A. ARCHITECTURE OF UCM GENERATION
In this section, a Unified Concept Model (UCM) is proposed. Metadata from different data sources are translated into a uniform internal graph representation, in which nodes represent concepts and edges represent relationships (activities). This uniform representation significantly reduces the complexity of schema mapping by not having to deal with the large number of heterogeneous representations of schemas. Fig. 2 shows the high-level architecture of UCM generation.
B. HYBRID SCHEMA MAPPING APPROACH
In order to generate UCM, a hybrid schema mapping approach considering both schema-level information and instance data is proposed. This approach can not only deal with the structure of schemas, but also give insight into the contents and meaning of schema elements. Specifically speaking, entity names, column names and description information are considered for schema-level similarity computation, and the pattern and semantic information of instance data are taken into account for instance-level similarity computation.
Levenshtein distance [25] is adopted for the similarity computation between entity names and column names. It is a string metric for measuring the difference between two string sequences. Let a and b be two strings, i and j represent the length of a and b. Levenshtein distance is shown as below.
otherwise.
(1)
The results of Levenshtein distance is an absolute value of difference between the two sequences, so it needs to be normalized as (2) .
An information retrieval based similarity method, called the Normalized Google Distance [26] is adopted to compute the similarity between entity descriptions and column descriptions. Let w i and w j represent two search inputs, the attributes f (w i ) and f (w j ) represent the number of search results of w i and w j , respectively, the attribute log f w i , w j represents the number of web pages containing both w i and w j , shown as below.
Let e a and e b represent two entities need to be compared, we use Sim en (e a , e b ) and Sim cn (e a , e b ) to represent the similarity between entity names and column names, and Sim ed (e a , e b ) and Sim cd (e a , e b ) to represent the similarity between entity descriptions and column descriptions. Sim S (e a , e b ) represents the schema-level similarity.
α, β, χ , δ are the weight coefficients and α+β +χ +δ = 1. Determined experimentally, are:
Sometimes useful schema-level information is limited, so instance-level information can be very helpful for schema mapping. For text elements, a linguistic characterization based information retrieval technique is adopted. Firstly keywords and themes based on the relative frequencies of words and combinations of words are extracted, then (3) is used to compute the instance-level similarity. For more structured data, such as numerical elements, we calculate numerical value ranges and averages or character patterns, and this metric allows us to recognize phone numbers, zip codes, date entries and so on. For a column named ''Gender'', In database A, the values of column ''Gender'' are ''male'' and ''female'', while in another database B, it may be stored as ''0'' and ''1''. In this case, the number of values of column ''Gender'' will be counted as a feature for further similarity calculation.
The instance-level similarity is represented as Sim I . The full similarity between two entities is computed by (5) .
Sim (e a , e b ) represents the total similarity between e a and e b . α, β are the weight coefficients and α + β = 1. The value of α and β is dynamic, when Sim S (e a , e b ) ≥ 0.7, α = 0.5, β = 0.5; when Sim S (e a , e b ) < 0.7, α = 0.3, β = 0.7. This is based on the intuition that when the results of schemalevel similarity computation is bad, the schema mapping results should largely depend on the results of instance-level similarity computation.
In our research, while the schema mapping is automatically carried out by machine, the design of the architecture of UCM is finished by the assistance of domain experts. That is because there must be some concepts and relationships stored in UCM first, then schemas coming into UCM can be mapped to some target concepts and relationships.
V. INSTANCE DATA TRANSFORMATION
Instance data transformation is a pipeline consisted of data cleaning, record linkage and data fusion, and it is fully automatic based on the UCM. By following the structure of UCM, data from different sources is automatically transformed into instance data and linked together by using semantic similarity computation metric. Fig. 3 shows how UCM plays the role of a bridge in instance data transformation.
A. DATA CLEANING
Data cleaning plays an important role in data processing and data analysis. In our work, rule-based methods are adopted to carry out data cleaning jobs. Firstly, original data from heterogeneous sources is transformed into instance data by following UCM; then rules stored in concept and relationship (activity) definitions will be checked, if a rule is triggered, it will be executed to generate standard data. In our rule base, rules are configurable and reusable, if any rule is found abnormal by analyzing logs, it will be dropped or updated immediately. The pipeline of data cleaning is shown in Fig. 4 .
The execution of rule engine includes the following three steps:
Step 1: parse the rule configuration file.
Step 2: read the rule configuration expression Exp from the rule template files and call the corresponding rule implementation interfaces according to the rule type. These interfaces are used to complete the Clean Check of each rule.
Step 3: calculate the values of the constraints in the Exp, the constraints are logic expressions that contains a number of unique rule identifiers and associated logical connectives. For example, if the value is F, then the clean modification module will be called to modify the detected data. 
B. RECORD LINKAGE AND DATA FUSION
After data cleaning, the standard data will be sent to the module of record linkage and data fusion. This part consists of candidate record selection module, Algorithm module and record disambiguation module. For a given record, the function of candidate record selection module is to identify all candidate records stored in graph instance base. Many algorithms are stored in algorithm module, which can be adopted alone or combined together. By using proper algorithms, candidate records are ranked and disambiguated, and the input record will be linked to the correct graph instance data. Fig. 5 shows the architecture of record linkage and data fusion module.
In our work, a record of instance data is composed of a node and its properties and labels together. We extract all the texts to put them into a string for the later computation. In this section, a multi-feature based similarity metric is proposed to find similar records and link them together.
First TFIDF method is used to extract frequent words from strings to be compared, then the word representations of frequent words is computed, word representation is also used to extend strings in the case of one text is much shorter than the other. In our work, word representation is computed by word2vec, which is open sourced by Google, so we will not discuss it in detail. Sogou corpus and Wikipedia corpus are used as our training datasets for word2vec model, which is used for semantic similarity computation later.
We use v w i to represent the word representation of word w i , and (6) to compute the distributed vector of a continuous string:
Where S is a continuous string and n is number of words of S.
Wikipedia is a collaboratively edited, multilingual, free Internet encyclopedia that composed by tags or concepts, each tag can represent the topic of certain articles. We propose an unsupervised learning algorithm which assigns Wikipedia tags to continuous strings automatically, shown as VOLUME 5, 2017 Algorithm I. By doing this, we can compute the similarity between two strings by computing the similarity between Wikipedia tags. The algorithm is shown as below, and the distance between S and t i is computed by Euclidean Distance.
Algorithm 1 Automatic Learning Algorithm
Input: T = {t 1 , t 2 , · · · , t n }, the sets of Wikipedia tags S, a string to be assigned tags Output: T t = {t 1 , t 2 , · · · , t m }, the match tags for S 1. T t ← φ 2. Sim ← φ 3. compute the distributed vector of S 4. for each tag t i ∈ T
sim S,t i = D (S, t i ) 6. add sim S,t i to Sim 7. T t ←Choose top 5 tags from Sim

return T t
Semantic connectivity score (SCS) is adopted to calculate the relationship similarity between the record and a candidate graph instance.
Where cr represents candidate record and gi represents graph instance, paths <l> (cr,gi) is the number of transversal paths between the record and a candidate graph instance of length l, τ is the maximum length of paths considered (in our case, τ = 3), and is 0 < β ≤ 1 a positive damping factor. The smaller this factor is, the smaller the contribution of longer paths to the final score (in our case, β = 0.5).
Then the semantic similarity computation metrics based on multi-features Fusion is proposed, we take all the features into account, using Sim TFIDF to represent the similarity based on TFIDF, using Sim w2v to represent the similarity based on word representation, Sim wiki to represent the similarity based on Wikipedia tags, and Sim SCS to represent the similarity based on relationship similarity.
α, β, χ , δ are the coefficients and α + β + χ + δ = 1. Determined experimentally, are:
Then we use the Min-max normalization method to map the similarity value into [0, 1].
VI. EXPERIMENTS AND DEMONSTRATIONS
A. DATA SETS
The data sets employed in our experiments come from the ''Data Integration and Analysis Platform developed for Xinjiang (A province of China) Refueling supervision'' and Wikipedia dump files. Two data sets from oil-fill domain and gas-fill domain are used to evaluate the metadata integration results and instance integration results. And Wikipedia dump files are used to show the universality and effectiveness of the proposed framework. Table 1 shows the scale of our realworld datasets and Table 2 represents the scale of the instance graph generated from Wikipedia dump files.
B. METADATA INTEGRATION AND INSTANCE INTEGRATION EVALUATION
We will start evaluating metadata integration by acquiring metadata from heterogeneous sources to generate our UCM. Fig. 6 and Fig. 7 represent two concept models generated from a single oil-fill data source and a single gas-fill data source; and Fig. 8 shows the UCM (integrated graph) of these two data sources. We can see that concept ''Driver'', ''Wanted'', ''Oil Station Worker'', ''Oil Station Owner'' from Table 3 , After applying our data integration framework, the number of entities reduced to 10, which is due to entities have been merged. For instance, ''Oil Station'' and ''Gas Station'' are integrated into ''Fill Station''. Number of properties is also greatly reduced due to the same reason.
In order to evaluate the performance of different metrics for instance integration, we randomly selected the same 1000 instances from instance graphs generated by different metrics. Precision and recall are chosen as the evaluation metrics, Which are shown as (10) and (11) .
Where TP is the number of accurate integrated instances, FP is the number of incorrect integrated instances; and FN is the number of instances should be integrated but not returned.
The precision and recall of the three metrics are shown in Table 4 , the results suggest that the multi-feature based similarity metric (TFIDF+w2v+wikiTag+SCS) retrieves the best precision and recall, and the metric only using TFIDF gets worst results, which suggests that the more features we use, the better precision and recall we will get.
C. REFERENCE IMPLEMENTATION DEMONSTRATION
To validate the proposed framework, a reference implementation is developed. Oil-fill data and gas-fill data, Xinjiang population data and social network data from heterogeneous data sources are integrated into a single graph database based on UCM. A case study that utilizes data mining and visualization methods to evaluate the data integration performance is reported here. 
D. UNIVERSALITY OF THE PROPOSED FRAMEWORK
In this part, we will use integrated graph query demonstration and data integration capability evaluation to illustrate the universality of the proposed framework.
We will demonstrate two analytical queries on the integrated Wikipedia instance data graph exploiting the graph structure and returning result graphs or aggregated relationship patterns and measures. Table 2 shows the scale of our Wikipedia instance graph.
Query I: Find shortest paths. Determine the shortest paths between two nodes ''Machine Learning'' and ''Artificial Intelligence'' in the instance graph. The query is shown as below, and the result is shown in Fig. 11 . By executing query I, even we are unfamiliar with computer science, we can easily find out Machine Learning is strongly associated to ''Artificial Intelligence''. The query is shown as below, and the result is shown in Fig. 12 . By executing query II, the result suggests that the related instances of ''Peng Jiamu'' are ''Xinjiang Province'', Data Level Integration Capability Matrix is adopted as the metric for measuring the capability of Data Integration. The first set covers data exchange methods. The second set covers the data sharing methods. The third set relates to data transformation methods whereby the data is transformed from a specific data type (or model) into another data type (or model). And Metadata Identification tasks play a key role in identifying and categorizing the data sources and building a reliable data repository for the organization [27] . Minimum capability requirements and data integration capability comparison of different systems (software) are shown in Table 5 .
Minimum capability Matrix shows that File to Database and Database to File exchanges, the use of Shared Databases, and Data Transformation from file to database (where the resulting data is residing in a database) appeared as the common integration methods. Metadata Identification is also required for a mature data integration system.
Compared with Microsoft and Oracle data integration implementations, our framework is more focused on the Meta Level Data Model construction and integration, a Unified Concept Model (UCM) is constructed as global mapping schema. The use of NoSQL databases such as MongoDB and Redis also provides more flexible data sharing capabilities for our data integration implementation.
VII. CONCLUSION
In this paper, a novel data integration framework based on Unified Concept Model is proposed. Different from traditional approaches, data from heterogeneous sources is extracted and transformed into graph instance data by following the structure of UCM in our framework. By applying hybrid schema mapping approach, rule based data cleaning methods, and multi-feature based similarity computation metric, data is automatically transformed and stored in graph database. Experimental results and reference implementation demonstration show good precision and recall of the proposed framework.
In the future, there will be more efforts to extend the framework with a component for further data analysis. Efficient distributed data analysis modules will be developed to carry out tasks such as machine learning, subgraph mining, community discovery and community search on our integrated graph data. 
