Abstract-Multi-object tracking is a challenging task, especially when the persistence of the identity of objects is required. In this paper, we propose an approach based on the detection and the recognition. To detect the moving objects, a background subtraction is employed. To solve the recognition problem, a classification system based on sparse representation is used. With an online dictionary learning, each detected object is classified according to the obtained sparse solution. Each column of the used dictionary contains a descriptor representing an object. Our main contribution is the representation of the moving object with a descriptor derived from a novel representation of its 2-D position and a histogram-based feature, improved by using the silhouette of this object. Experimental results show that the approach proposed for describing moving objects, combined with the classification system based on sparse representation provides a robust multi-object tracker in videos involving occlusions and illumination changes.
I. INTRODUCTION
Video surveillance systems are widely used in public places. To make it more effective, the technical parts of computer vision emerging as a tracking of moving objects permit now to recognize, index, and track the path of everything moving in a video. In tracking systems, the challenge is to ensure the persistence of the object's identity by addressing the issues perturbing tracking algorithm such as target position changes, occlusion and illumination changes.
In the present study, tracking is formulated as a classification system. An online dictionary composed of sub-classes is used: each element of a sub-class representing the same object. Each column of the dictionary contains a descriptor of a detected object in previous frames. Initially, the dictionary is empty; it is then updated during the detection of any moving object.
A new sub-class is created in the dictionary to label any object appearing for the first time, and the system classifies the object into the same sub-class when it reappears again in the next frames. Sparse representation (SR) is used in different areas of computer vision and image processing [1, 2, 3, 4, 5, 6] . The main goal of using sparsity is to represent [7] or classify an input signal by choosing a subset of models or features from data acquired during learning rather than the data itself [8, 9] . In our work, we use sparse representation to classify the input test object. Object recognition can be expressed as a classification system through a linear regression model. This problem of SR-based classification can be addressed by computing the minimization [8, 10, 11, 12] . In the present study, Orthogonal Matching Pursuit (OMP) is used to classify objects according to the sparse solution. This algorithm, proposed by Y. Pati [13] , is an extension of the matching pursuit algorithm developed by Mallat et Zhang [14] . This algorithm aims at determining the sparse coefficients. The first step of OMP, is to select the column of the dictionary which generates the largest inner product with the current feature vector. Hence, the largest inner product generated by this vector with the i th column of the dictionary means that this column represents the same object in one of the previous frames.
The contribution of this work consists of the representation of objects. To get the largest product between two vectors representing respectively, two objects having similar colors and sharing the same location, we propose to represent moving objects, with two major parts. The first part represents the appearance of the object and the second its position. In our experiments, we focus on the people tracking video. Hence the object body is divided into two parts: the upper part and the lower one [15] . The motivation is that in everyday's life, people wear upper part clothes of colors different than those of lower part clothes. Moreover, instead of using bounding boxes like in the existing approaches, this description is then improved by using masks derived from the silhouette of the object to get the appearance feature, and by using a vector to represent the object position.
In the rest of this paper, we discuss the following issues: Section II presents some related work. In section III, we detail the proposed scheme to build the object descriptor. In section IV we give a brief introduction to sparse representation and summarize the OMP algorithm. Section V presents and discusses the experimental results while section VI concludes the paper.
II. RELATED WORK
In the literature, several approaches have been developed for object tracking [16, 17, 18, 19] . In these methods, some authors locate the target object using information from the future frames and process for detection over large temporal windows. Black et al. [20] based their work on the optical flow to represent target objects. Jepson et al. [21] used a Gaussian mixture model of pixels to represent objects via an online expectation maximization (EM) algorithm. David et al. [21] , implemented tracking with a particle filter instead of blobs of pixels. Avidan [23] trains a discriminative model using a Support Vector Machine (SVM) to detect moving objects and separate them from the background. In [24] , some methods are proposed using classifiers to distinguish the moving objects.
Most recent research works have focused on sparse representation to deal with the problem of object tracking [25, 26, 27, 28, 29] . Lu et al. [15] present some experimentation of OMP and LARS [30] for tracking. Furthermore, the authors in [31] propose a kernel-based method with multikernel fusion into SR for robust visual tracking within the particle filter framework.
The proposed approach consists of two major steps: detection and recognition of moving objects. In this context, the adopted strategy is to describe moving objects by their appearance features and by their positions in the scene. For more accuracy, all of the information belonging to the background is removed. So after segmentation, the color histogram is computed and used as the first part of the descriptor. In section III-B, experimental results are given to illustrate how much background information can disturb the appearance description. To solve this problem, the proposed solution computes the histograms from a mask derived from the silhouette of the object.
The object descriptor, containing the appearance feature only, cannot assure the persistence of the objects identity. Integrating the object position in the descriptor will indeed contribute to improve the recognition. In several works [15, 32, 33] , the position is encoded using the simple coordinates of the object for its representation; others use position to compute the distance between objects and the camera. In the present work, the position is encoded as a vector derived from the whole frame; this vector is concatenated with the vector representing the appearance feature.
III. OBJECT DETECTION AND REPRESENTATION
Within the object-tracking framework, the detection and representation of the moving object are crucial steps. The objectives of these steps consists of detecting as accurately as possible moving object, and to represent it, with a model robust to illumination changes and to the occlusion problem.
A. Object Detection
In the case of a fixed camera, using background subtraction [34] is an effective way for motion detection. The result of this operation may however contain some undesirable noise due to background changes as illumination changes and undesirable movements that must be filtered. Other approaches are proposed in the literature such as "Mixture of Gaussian" to separate the foreground from the background [35] , or some classification systems using features such as in Hog [36] and in Haar [37, 38] . Fig.1 illustrates a background subtraction by computing the absolute difference between the background ( Fig.1 .a) and another frame acquired at a particular time (Fig. .b) . After thresholding the result of the background subtraction, the bodies shapes are visible in Fig.1.(c) . It is to note that in Fig. 1 .c, the result of the subtraction does not include just the bodies' shapes but some noise also. To improve the extraction of the detected moving objects bodies, mathematical morphology operations are used [39, 40] . Erosion is applied to eliminate noise such as the one characterized by the white line due to the movement of the horizontal ribbon. This process uses a structuring element that consists of a (7x7) matrix of 0's and 1's values. The proposed structuring element eliminates the scattering pixels or those constituting horizontal shapes. However, erosion generates an adverse effect and dissociates bodies' limbs as can be seen in Fig.  2 .(b), so we apply a dilation with another structuring element consisting of a (9x9) matrix to reconstruct the bodies shapes.
It was observed that the background subtraction technique is not very robust for the detection of the bodies shapes, when the scene is very crowded and the objects overlap. An approach has been proposed in the section III. D which aims to deal with the overlapping objects. 
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B. Object Description
After the detection of the object's shape, edge detection is applied to the binary image resulting from the background subtraction to delineate the silhouette of the body of the moving object. In the proposed approach, the histogram is derived from this silhouette, while the majority of techniques used in this field calculate the histogram from bounding box of the object. So the proposed histogram is more accurate and more representative of the object. Fig. 3 represents the obtained edge detection. For each detected object, a rectangular mask is extracted from the binary image ( Fig.2.c ) . Fig. 4 shows a zoom of a detected object (Fig.4 .a) as well as the mask extracted for the same object (Fig.4.b) . A 0 value represents the background (black), while a 1 value represents pixels of the object body silhouette (white).
Using silhouettes as masks of the objects makes histograms more accurate since only pixels representing the moving objects are accounted. In the following example ( Fig.5) , the histograms are computed from two bounding boxes representing the same person in different frames. From each bounding box, the histogram is computed in two ways: the first using the mask and the second without it.
After that, the similarity is measured between each pair of histograms. It is noted that in the graph corresponding to Fig.5 .a, the peak at level L a represents the background pixels and it is higher than the one at level L b of the graph corresponding to the Fig.5 .b. The peak at level L a is reduced when the histogram is computed using the mask. The goal of this approach is to improve the similarity between two histograms representing the same person and subsequently reducing the effect of the background. As can be seen, for example, the green graphs in figures 5.b and 5.d are more similar than those of figures 5.a and 5.c. This is confirmed by the similarity measured in both situations.
The degree of similarity between two images can be measured with the correlation between their histograms. Let be the histograms of two images and , respectively. The correlation between these histograms is defined as: 
The correlation of histograms representing the same person in different scenes with different backgrounds using silhouette masks is greater than that using a bounding box. Based on this observation, we confirm that using the silhouette as a mask in the histogram construction is highly beneficial. 
C. Position Feature
The position of the moving objects contributes to the objects recognition. It is represented in literature with the coordinates of the center of the object. The classification algorithm used in this work for recognition is based on the inner product for the selection of the most correlated column in the dictionary with the input test object. However, the inner product of simple coordinates cannot provide information about the distance between two objects: two objects can be highly correlated but far from each other and close objects can be weakly correlated.
To illustrate this statement, let s be the positions of three objects at and ̂ s be the positions of the same three objects at , respectively, where ̂ and * +. Following the example in Fig.6 , we obtain the following equation:
where 〈 ̂ 〉 . / .
̂ ̂ / After observing the results of the inner product of the different positions in Table1, we confirm formula (2) , and the largest inner product is the one generated with the position ̂ corresponding to the farthest object from the origin. However, we need to represent the position such that:
To satisfy the formula (3), a novel representation of the position is proposed in this work. The idea is to create a structure to encode the position of each detected object. This structure is derived from a matrix created for each detected object. This matrix, called the position matrix, is used to sample the image in small areas. Fig.7 shows the position matrices of three detected objects. The frame in Fig.7 .a.1 is acquired at and the position matrix in Fig.7 .a.2 is used to represent the position of the person that we call "person1". figures 7.b.1 and 7.c.1 show the frame acquired at , and the position matrices corresponding to two persons ("person1" and another that we call "person2") are illustrated by figures 7.b.2 and 7.c.2, respectively. It is noted that in each position matrix, the red cell corresponds to the object center. For the other cells, their color is modified according to the distance between them and the red one.
To implement the used approach, matrix initially contains only zeros. We set the value to cell corresponding to the coordinates ( 
D. Overlapping Objects
As mentioned above, overlapping represents a tough problem in the detection process, especially when the background subtraction is used as the detection technique. The overlapped objects may be considered as one; this case is detected when the width of the bounding box containing the object exceeds 55% of its height. In the case where overlapping is lateral, we use the mask to divide the box into two boxes, each one containing the shape of one object. The distribution of white pixels in the upper part of the mask, permits to determine the number of overlapped objects (Fig.9) . Threshold is set in order to get the number of heads of people figured in the bounding box. Once the objects are correctly detected, the proposed tracker computes their appearance features again. 
E. Object Descriptor
In this study, the proposed descriptor is defined as a concatenation of two major vectors: the appearance feature and the position feature. As introduced previously, the RGB histogram is built after dividing the body into two parts, the upper part and lower one from the center. Three vectors are obtained for each half, meaning six vectors to describe the entire body: * + where represents the number of levels of each color channel. We denote by the concatenation of these six vectors. represents the vector encoding the appearance feature. The descriptor of a detected object (see Fig.10 ), is a concatenation of seven vectors
Descriptor is normalized in order to be used in the classification system employed for object recognition presented in section (IV). 
IV. OBJECT RECOGNITION USING SPARSE REPRESENTATION
Recognition can be formalized as a classification process through a linear regression model. This problem can be addressed by solving the minimization based on sparse representation [8] : (5) Solving the linear system (5) can be the key to addressing the recognition problem; where is the descriptor of the moving object and is the tolerated error. This vector contains information representing the object description defined above. All descriptors of objects detected in the previous frames are collected in a dictionary . The coefficients of are needed to determine the class of this object.
A. Sparse Representation-based Classification (SRC)
The main goal of this work is to discriminate detected objects and to index them with the same label wherever they are located in the scene, even when they leave the scene and return back after a few frames. The used classification system based on sparse representation, can be expressed as follows:
The dictionary , contains object descriptors collected from previous frames.We denote by the number of labeled objects, for the i th one ,we regroup its descriptors detected in the previous frames to create the object class [ ] , where , and ∑ . By proceeding this way, the dictionary can be considered as the concatenation of classes corresponding to labeled objects:
, -. The descriptor of the test object detected from current frame, can be approximated by the linear combination of known objects as in formula (5), where β = ( β 1 , β 2 ,..... β N ) is the sparse vector. It is stated k-sparse if | ( )| , where ( ) { } Fig.11 .a, shows an input signal to be linearly approximated. Figures 11.b, 11 .c, 11.d and 11.e, represent classes of labeled objects. These classes constitute dictionary . They contain descriptors of objects detected at the previous frames. As can be seen in Fig.11 .b, the class contains three vectors representing the same object at different detection steps.
The sparse solution can be solved as a linear regression problem, and can be formulated by the following stable -minimization problem derived from the sparse solution of formula (5) :
where is a cost parameter. To classify each new test object represented by , we compute its sparse representation by minimizing the number of nonzero entries of sparse vector and the residual. 
Now, for associating the object represented by to the i th class in the training set, can be approximated by:
where [ ] is a vector obtained by setting to zero all entries not associated to the class. The linear representation of can be rewritten as:
Using this approximation, any detected object can be assigned to the i th class that satisfies:
where . When non-zero coefficients are scattered over all classes, and:
where is a threshold constant, then the object is considered as a new class. Fig .12 represents an example of the adopted solution. The dictionary employed for the recognition contains 30 labeled training objects corresponding to 6 classes ( Fig.12.a) . After computing the sparse solution for two detected objects, the coefficients of the corresponding vectors are represented in figures 12.b and 12.c. The first object has already appeared and thus exists in the dictionary. Its sparse coefficients are grouped in the second class (see the second class of Fig.12.a) . However, the object in Fig.12 .c is new, so it does not exist in the dictionary: as a consequence, its sparse coefficients are scattered over many classes.
As explained before, the problem of recognition consists of finding the values of the sparse coefficients. To get these values, SRC can operate as an iterative greedy algorithm that selects at each step the column of which generates the largest inner product with the current residuals respecting formula (9) . This is done by the OMP algorithm described below. 
B. OMP Algorithm
In SRC, several algorithms are proposed [30, 41] . Our implementation consists of an OMP used to find the sparse coefficients. This algorithm was chosen for its speed of convergence due to the orthogonal projection [42, 43] . In [15] , Weizhi Lu et al. have shown that even when the dictionary has some false training samples, the sparse coefficients can be correctly grouped using the OMP algorithm.
The OMP algorithm can be presented as follows:
As inputs, we have a signal and a matrix containing columns. ( )is a submatrix of where * + represents a subset. We denote by the number of iterations and by the subset corresponding to the iteration. Once the residual or the number of iteration reaches some fixed threshold, then the vector ̂ contains the sparse solution, where is the last step. .
Algorithm
Once the object is classified, it will be stored temporarily until the end of the procedure for all objects. After that, it is added to the dictionary, more precisely in the appropriate class. All descriptors belonging to the same class will also be amended by updating the position part to become the same as the position part of the new descriptor added to their class.
V. EXPERIMENTS AND RESULTS
The proposed algorithm is experimentally validated on a benchmark video and compared with other methods of the literature: MTUSR [15] , ETHZ [44] and EPFL [45] . In our experiments the Q matrix is of size 20 x 20; it is set relatively to the size of the image and the moving objects. We computed the histogram and stored it without any quantification for more precision. So the size of each of the six histogram vectors is 256. The total size of our descriptor is therefore (256*6+20*20)=1936.
A. Dataset
We benchmarked our algorithm on PETS '09 dataset [46] . This video is filmed to be a reference in object tracking and it is used in many approaches. This video is not very crowded but the discrimination is a big challenge because the people wear clothes with similar colors. In 800 frames forming the video, 10 people must be initially indexed at their first appearance in the scene and must be recovered when they leave the scene and reappear again.
B. Results
All persons are correctly initialized and recognized [47] . They are indexed starting from 0 according to the order of their appearance in the video. The use of the position vector presented in section III-b, contributes when the colors are similar. In Fig.13 .a the descriptor used for this example is built only with color histograms. When some objects are hidden (person number 2 on the left frame of Fig.13 .a is hidden on the right frame), there is some confusion between this person and another who appears for the first time on the right frame of Fig.13 .a. Fig.13 .b is an example showing the efficiency of adding the position vector in our descriptor. Furthermore, the position vector makes the tracker robust in the case of the partial occlusion (see Fig.14) . In Fig.15 the proposed method dealt successfully with overlapping and allowed detecting as much as possible moving objects. In frame_0160 of Fig.15 , two objects are not detected by MTUSR because of overlapping, but they are well detected by ETHZ, EPFL and the proposed method. In frame_0031 of the same figure, two persons are considered as one by MTUSR, but are well separated by ETHZ, EPFL and our method. The reason is that, in the MTUSR approach, when the bounding box size containing the moving object is excessively large, the algorithm simply avoids this case of detection or considers two objects as one if they overlap a little; while we solved this kind of problem as explained in section III-d. The similarity of the clothes colors causes a confusion between intersecting objects. Some methods are not very robust to handle these situations. As can be seen in Fig.16 , the overlapping reverses the indices of objects 6 and 8 between frame_0667 and frame_0675 using the EPFL method based on the trajectories of the moving objects; it is mentioned in [45] that EPFL is not applicable when the object's movements are way too erratic. The ETHZ, MTUHZ methods and the proposed approach based on the online trained dictionary, seem robust in these cases. When the objects leave the scene and reappear again in the future frames, the system must recover them. In Fig.17 our method, maintains the index of the person number 5 in frame_0063 and frame_0471. The MTUSR approach works well too. Both MTUHZ and our method use the appearance features and the position feature; but for ETHZ using a particle filtering framework and for the EPFL methods, we can see that the recovery process is false, and the same person is differently colored in the frames. In Fig.18 frame_0535 and switches the identity of two persons in frame_0626. EPFL does not recover the persons correctly between frames_0031 and the other frames. The reason making our method more effective is the way to represent the objects as described in section III-b. Table 2 summarizes the number of the persons entries and reappearance in the scene. The proposed approach seems robust for a good recognition. According to Table  2 , MTUSR, ETHZ and EPFL have respectively 2, 6 and 7 errors of initialization and recovery. 
VI. CONCLUSION
In this paper, a tracking algorithm based on sparse representation with an online dictionary learning is proposed. The proposed tracker uses only the color histogram and position as information to describe the moving object. To assure the persistent identity of the objects, we have proposed a new way to describe the object position and to improve its appearance feature. Experimental results obtained by applying this new technique to a complex benchmark video, demonstrate the efficiency of our approach compared to some existing methods. To get this precision, we have built large descriptors and thus the processing time has increased with the growth of the dictionary. We therefore suggest as a perspective work the use of some parallel implementation to reduce the computation time.
