With the resolution increasing, the structure information becomes more and more abundant in Synthetic Aperture Radar (SAR) images. The speckle noise generated by the coherent imaging mechanism, has a great influence on the detection accuracy and detection difficulty accordingly in high-resolution SAR change detection. In this paper, a multivariate change detection framework based on non-subsampled contourlet transform (NSCT), deep belief networks (DBN), fuzzy c-means (FCM) clustering, and global-local spatial pyramid pooling (SPP) net is proposed. NSCT decomposes the image into multiple scales and DBN is used for extracting feature of the decomposed coefficient matrix. FCM converges the similarity matrix of the initial features by DBN into two classes as a pseudo-label for global-local SPP net training data. The global-local SPP net consists of a large-scale region of interest (ROI) SPP net and a small-scale change detection SPP net. The combination of ROI and the SPP net, as well as the fusion between different scales, weakens the interference of the unchanged information and effectively eliminates a large number of redundant information. The experimental results show that our proposed method can effectively remove speckle noise and improve the robustness of high-resolution SAR change detection.
I. INTRODUCTION
High-resolution SAR image change detection is an important part of earth observing technology, which aims to reveal changed areas resulted from the evolution of the earth surface and has been widely used in the field of environmental monitoring, disaster assessment and military applications [1] - [3] and so on in recent years. High-resolution SAR images have rich texture information, obvious geometric structure, large amount of data, and are susceptible to speckle noise pollution [4] . Two multitemporal SAR images are a useful source of information on monitoring changes in the same regions at different time, while optical data is rarely available. Therefore, it is a challenging problem to detect the changed The associate editor coordinating the review of this manuscript and approving it for publication was Fan Zhang . regions of a couple of multitemporal high-resolution SAR images. There are various technologies have been employed in change detection, such as statistic modeling [5] , fuzzy clustering [6] , hypothesis test [7] and neural network [8] .
Post-comparison analysis is the most commonly used method in above technologies, which consists of three parts: image preprocessing, generating difference image (DI) and analyzing difference image to extract the changed information [9] - [11] . Image preprocessing includes several aspects such as radiation correction, geometric correction, geometric registration [12] , speckle noise suppression [13] and image enhancement. In the suppression of speckle noise, there are spatial filtering and frequency filtering technologies. Spatial filtering technology [14] directly acts on pixel of image, such as Lee filtering, Kuan filtering and Forst filtering, which are based on the change of grayscale mapping. Frequency VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ filtering technology uses various variational methods to transform the spatial domain into a frequency domain, such as Gabor transform [15] , wavelet transform [16] and contourlet transform [17] . Compared with spatial filtering technology, frequency filtering technology is more suitable for capturing the essential characteristics of images. Given a couple of multitemporal high-resolution SAR images, each value in DI means the difference between the corresponding pixels in the two images. The method of generating DI [18] - [20] mainly includes difference method, ratio method, log ratio method and mean ratio method, which are all based on the similarity measure. Then the black-and-white binary image [21] , [22] is generated by analyzing DI with threshold method, clustering method, graph cut method, level set method and so on. When the speckle noise [23] in DI is serious and the edge and local information are not clear, the obtained black-and-white binary image has poor stability and robustness, which seriously affects the final result of the change detection. Therefore, how to effectively suppress speckle noise is very important in the detection of high resolution SAR images. In recent years, deep learning [24] , [25] has been used to learn feature representations in images for change detection, such as convolutional neural network (CNN), deep belief network (DBN) and stacked contractive autoencoder (SCAE) [26] , which can improve the detection effect compared with traditional methods. For example, an unsupervised deep convolutional coupling network (CNN) [27] based on heterogeneous optical and radar images is proposed for change detection, a novel convolutional neural network [28] is proposed for local descriptor learning in SAR images, local restricted convolutional neural network [29] is proposed for recognizing different types of data in polarimetric SAR images, three fully convolutional neural network architectures [30] are proposed for large scale earth observation systems such as Copernicus or Landsat. A feature learning method using a stacked contractive autoencoder [26] is presented to extract the temporal change feature from superpixel with noise suppression. DBN with object fusion [31] is proposed characteristic extraction for high-level features in remote sensing images. It is easy to extend DBN network model depend on its flexibility.
In this paper, we propose a multivariate change detection framework, in which NSCT [32] , DBN [33] , FCM clustering [34] , [35] , global-local SPP net [36] and ROI detection network [37] are combined to solve high-resolution SAR images change detection. The framework is implemented in two parts. The first part proposes an unsupervised change detection method. Firstly, two SAR images are decomposed using NSCT without generating the difference image. Secondly, the decomposed coefficients obtained by NSCT are sent to DBN and the features of the two images are extracted separately, then the similarity matrix is obtained by calculating the similarity values between the two sets of features. Thirdly, the obtained similarity matrices are clustered into two categories with FCM and the initial detection results are used as pseudo-labels for SAR images [38] .
In the second part, with the pseudo-label, the ROI detection network is used to extract the key regions of the change information in the two images, where the region of interest should be detected only. Then the global-local SPP net is used to extract the characteristics of ROI, While the global-local SPP net consists of a large-scale region of interest SPP net and a small-scale change detection SPP net. The purpose of the large-scale image selection is to highlight the main content and better preserve the contour and edge information. The purpose of selecting the small-scale image is to focus on the detail information and optimize the detection of the small target change region. The combination of the ROI and the SPP net, as well as the fusion between different scales, weakens the unchanging information to detect interference, effectively eliminates a large amount of redundant information, and improves the detection accuracy and robustness. Finally, the change detection results are obtained according to the FCM clustering. The effectiveness of this approach is validated by our experimental results.
The remainder of this paper is organized as follows. Section II describes unsupervised methods for preprocessing and sample selection. Section III details global-local SPP net, including the large-scale region of interest detection SPP net and the small-scale change detection SPP net. In Section IV, the experiments on high-resolution SAR image are given. Finally, the conclusion is discussed in Section V.
II. PRE-PROCESSING AND SAMPLE SELECTION A. FEATURE EXTRACTION
In order to improve the information obtaining ability of SAR images, we construct a robust network structure based on DBN. Firstly, NSCT is applied for decomposing a couple of multitemporal high-resolution SAR images. Secondly, the transform coefficients obtained from the previous step are sent to DBN for extracting the deep abstract features.
NSCT is an improvement on the contourlet transform, which consists of nonsubsampled pyramid filter and directional filter. In each stage of decomposition, the low-pass subband and band-pass subband of the image are obtained by multi-scale transformation of the input image through the non-down-sampling pyramid filter firstly. The low-pass subband contains the low frequency information of the image. The band-pass subband contains the image of high-frequency information. Secondly, the non-subsampled directional filter is used to transform the band-pass part in multi-directions to get band-pass subband images in multiple directions. Finally, the low-pass subband is used as the input for the next level decomposition. After M-level nonsubsampled contourlet transform, a low frequency subband image and several high frequency subband images can be obtained. The low-frequency part of the image retains the general information, more rough, and the high-frequency part of the image retains the details, more sophisticated. In order to improve the detection accuracy and enrich the image details information, high frequency subband images are fused by the method based on the largest absolute value.
In this paper, NSCT is used to sparsely represent SAR images due to the tensile properties of contourlet at different scales, directions and aspect ratios. NSCT can guarantee the anisotropy of the image and preserve the edge and texture information of the image well. In addition, NSCT can overcome the phenomenon of ''pseudo-Gibbs'' and ''aliasing'' [39] . NSCT is used to decompose and sparse the image and the decomposed coefficients of NSCT are sent for training, which greatly improves the detection efficiency.
DBN is a probabilistic generation model for establishing joint distribution of observations and labels. The network structure of classical DBN is composed with several layers of RBM [40] and one layer of BP [41] . RBM is an energy-based model consisting of visible units and hidden units. Bath visible and hidden variables are binary variables, i.e. their state is {0, 1}. The whole network is a bipartite graph, that is to say, there are only edges between visible units and hidden units. There are no edge connection between visible units and visible units or hidden units and hidden units, as shown in Fig. 1 . The energy of the joint configuration of the visible variable v and the hidden variable h is
where W is the weight between the visible unit and the hidden unit, a and b are the bias of visible and hidden unit, respectively. The loss function of RBM is shown in Eq. (2) .
where θ is the parameter of RBM. As shown in Fig. 2 . The training process of RBM is: Firstly, the hidden vector h is obtained according to the data v; Secondly, visible vector v 1 is reconstructed with h; finally, new hidden vector h 1 is got according to v 1 .
Due to the special structure of RBM (without connection in the layer), when v is given, each hidden unit h j of the activation state is independent of each other. In a similar way, when h is given, each visible unit is also independent of each other. Suppose that ∀i, j ∈ {0, 1} and h j ∈ {0, 1}, the posterior probability is as shown in Eq. (3) and Eq. (4).
If the random number generated between 0 and 1 is smaller than the posterior probability P h j = 1|v , the encoding result for hidden unit h j is 1, otherwise 0. Similarly, when the random number generated is less than
. Random gradient descent method and contrast divergence algorithm [36] are used to solve the maximum of likelihood function, then the parameters are updated to realize image feature extraction. The architecture of DBN in this paper is shown in Fig. 3 . First, the image is decomposed in different scales and directions by NSCT, thus the coefficients matrix of low frequency subband and high frequency subband is obtained. D x ij represents a region where (i, j) is a central pixel point in the low-frequency part x = l, and the high-frequency part x = k. Second, D l ij and D k ij are cascaded by pixel points, and the result of cascading is sent to the network consisting of two layers of RBMs. The weights and offsets of the previous RBM is fixed, and then the state of its recessive neurons is used as the input vector of the next RBM. Next, the next RBM is trained sufficiently to stack above the last RBM. Specially, the last layer of BP layer in classical DBN is removed and the feature extracted by the last RBM is outputted in our proposed DBN model directly. A couple of multitemporal high-resolution SAR images are respectively extracted by two DBNs with the same structure, and the extracted feature matrices are denoted as F 1 and F 2 . VOLUME 7, 2019
B. GENERATE PSEUDO-LABEL
After capturing the extracted feature matrices F 1 and F 2 of two-temporal SAR images by DBN, the similarity matrix between the two feature matrices is calculated with Eq. (5) .
When the two features are close to each other, the similarity tends to be 0, indicating that the information intensity of the change is small. Conversely, when the similarity increases to 1, the intensity of the change information increases. FCM algorithm performs clustering for both the changed and the unchanged classes according to the feature similarity matrix by DBN of two SAR images, so that the initial detection is obtained. Set the number of clusters to 2 and give two initial cluster centers randomly. According to the formula shown in Eq. (6), the membership matrix U is gotten with the sample x i belongs to the membership of the category j.
where m is a real number greater than 1, and c j is the cluster center of class j. The cluster center is updated according to the formula Eq. (7) with the current degree of membership.
After several iterations and updates, the member of each sample is stable, then the classification of changed and unchanged regions is completed, and the pseudo-label is generated.
C. SAMPLE SELECTION
The initial classification results of two-temporal SAR images are obtained by FCM algorithm. However, the process of preprocessing is imprecise, we need to select some samples with relatively high accuracy from the results of classification as the training samples of global-local SPP net. The simulation diagram of initial classification results is shown in Fig. 4 , and it is assumed that the pixel class at potion (i, j) is ij , and N ij represents the field centered at (i, j) and the size of matric N is n×n. Fig. 4 shows the two types of noise points in the process of sample selection are respectively marked. The first case, the noise point appears in the changing area and the pixels in the neighborhood of the point are all of the change type, as shown by label 1. In the other case, the noise point appears in the unchanged area, and the pixels near the noise point are unchanged, as shown by label 2.
In order to better select the training samples and reduce the influence of noise point on the experimental results, it is considered that the change area should be included in the region of interest maximally during the process of ROI detection. Therefore, when the label of ROI detection is given, the conditions given for the positive sample will be lowered appropriately in the selection of training data. That is to say, the sample of ROI (i, j) can be used as a training positive sample when the neighborhood N ij of (i, j) satisfies Eq. (8) .
where xy represents the pixel category at (x, y) in the domain N ij . I xy = ij refers to the same number of neighborhood pixel categories as central pixel categories.
According to different classification requirements, the parameter α is different. The parameter of ROI detection is slightly larger than the change detection. If parameter α is set too small or too large, which will lead to an imbalance between the false positives (FP) and the false negatives (FN).
It should be noted that the change area is relatively small and most of the areas are unchanged in change detection of vast majority SAR images. Therefore, the selection rule of negative samples, namely non-region of interest samples, is that all pixels in the segmented image blocks must be non-variable. This can properly alleviate the problem of sample imbalance and ensure the accuracy of negative sample selection. In order to increase the training difficulty of negative samples and improve the robustness of the model, we randomly select samples with the same number of positive samples as negative samples for real training.
III. CHANGE DETECTION BASED ON GLOBAL-LOCAL SPP NET A. SPATIAL PYRAMID POOLING
Traditional convolutional neural networks are usually composed of convolution layer, pooling layer and fully connected layer. Convolution operations do not require the input size of the image, but the input of full connection layer requires a fixed dimension. Therefore, the input image size of the traditional convolutional network must be fixed. For images of different sizes of traditional convolutional neural networks, it is necessary to crop, scale the images depending on the requirement. However, the image clipping and scaling can distort the image, resulting in distortion and loss of information. In view of the above problem, SPP Net [36] is adopted in this paper. SPP Net replaces the last pooling layer of traditional convolutional neural network with a spatial pyramid pooling layer. It can diversify the size of the input image, avoiding the information loss and distortion caused by the image distortion, and improving the detection accuracy.
The spatial pyramid pooling is different from the traditional pooling operation, which can transform one scale pooling into multi-scale pooling and act on the feature map of convolution operation by pooling windows with different sizes, as shown in Fig. 5 . The input image is convoluted to obtain m feature maps, and each convolution feature map is maximally pooled with different scales of the pooling window sizes: 1 × 1, 2 × 2 and 3 × 3, then the eigenvectors of 9 + 4 + 1 = 13 dimensions are obtained. After the spatial pyramid pooling, the image with any size can convert the convoluted feature map into a fixed size feature vector.
In the change detection processing, the multi-scale information of image can be obtained by using the pool layer of spatial pyramid. The combination of different scales can not only detect large-scale change areas, but also the detect small details, which makes the network more flexible and robust.
B. GLOBAL-LOCAL SPP NET
SAR images have a lot of speckle noise due to its coherent imaging mechanism. In order to effectively avoid the influence of speckle noise on change detection, the suppression of speckle noise is an indispensable part of the SAR image detection. In this paper, a global-local SPP net change detection method based on the region of interest is proposed. The region of interest should be captured firstly, then the change region of SAR image should be detected based on the region of interest. At last, the speckle noise can be effectively filtered out and the detection accuracy can be improved by guiding the interested area to realize the change detection.
Since the SAR image change area is relatively small, the possible changed area can be separated from the area that has not changed by the region of interest detection (ROI), thereby reducing the area to be detected and saving time greatly. On the basis of the detection of the area of interest, it only needs to detect possible changed areas, which improves the accuracy of the change detection. In this way, while reducing the influence of noise points, all possible changed areas are detected as areas of interest, so that the weak changes, contour and edge information are well preserved.
ROI detection requires a larger input sample size than change detection, which is used to extract the key areas of the change information on two images, highlighting main content. The selection of larger input sample size can not only reflect speckle noise effectively, but also eliminate a lot of redundant information while displaying all the change information of the image. Conversely, change detection pays more attention to detail and the size of the input sample is appropriately reduced. If the sample size is too large, the unchanged sample will also be tested as the changed sample, then the number of FPs increases, and the detection accuracy decreases.
The detection of both the region of interest and the change region is achieved through the spatial pyramid pooling network simultaneously. The high-frequency coefficients and low-frequency coefficients are extracted from the input of the network NSCT, wherein the high-frequency coefficients are still obtained by the coefficient fusion with the largest absolute value. The network structure of global-local SPP net is shown in Fig. 6 , which is applied not only to detect the ROI region but also the change region. The difference between the two networks is the input scales and the parameter settings.
In the forward propagation of global-local SPP net, the l layer is a convolutional layer and the l + 1 layer is a pooling layer. The calculation of the convolutional layer and the pooling layer is as shown in Eq. (9) and Eq. (10) respectively.
where k l ·j denotes the jth convolution kernel in the lth layer, M j indicates the feature maps associated with k l ·j , b j shows the bias term, f (·) means the activation function, and down(·) defines the down-sampling operation. The pooling process is used to reduce the dimension of convolution feature maps without changing the number of feature maps.
The cost function is a cross-entropy function as shown in Eq. (11) .
where y is the ground truth of sample x, and h θ (x) is the result of x learning through the network. The global-local SPP Net classification task is realized by the softmax classifier, and the parameters are adjusted by the gradient descent method. In the process of detection, the input data are multiple sets of image blocks of different scales, and each scale can get the result map of its own scale through the network. In order to enrich the extracted features, the high frequency component of the fused image is obtained under the high frequency sub-band of different scales with the same probability at the end of the detection, and the low-frequency component of the fused image is obtained with the weighted average component of the low frequency information. Then the fused sub-band is obtained with the high frequency component and the low frequency component by inverse NSCT, and the fusion results become a heat map. Fig. 7 shows the block diagram of multi-scale fusion results. The final ROI detection graph is obtained by the binary classification of the heat map through the set threshold T , as is shown in Eq. (12) .
where result ij = 1 indicates a changed category or ROI category, otherwise, result ij = 0 means an unchanged category or non-ROI category. The experiment shows that when T = 1, the region of interest obtained is better, so we set the threshold T to 1.
In general, a high-resolution SAR unsupervised change detection algorithm based on ROI and SPP net is proposed. The method consists of two stages: multi-scale pre-processing classification and deep region of interest detection. At the first stage, high-resolution SAR images is decomposed by multi-scale NSCT method according to low-frequency high-frequency, and classification pre-processing results is obtained by DBN. In the second stage, the pre-processed classification results is used as the initial label of FCM, and then find the larger changed region of interest through the global SPP network, and perform accurate detection in this area with local SPP network. The first phase aims to better preserve contours and texture features, and the purpose of the second phase is to detect the region of interest and discard redundant information, so that the change detection result can be obtained quickly and efficiently. The procedure of proposed algorithm is described in Algorithm 1.
Algorithm 1 The Procedure of Proposed Method
Input: Two two-phase images R t 1 In the test process, the test data is sent to a large scale detection area for detecting ROIs, then the extracted area of interest is sent to the change detection network to complete the final change detection.
IV. EXPERIMENTS AND RESULTS

A. DATA OF EXPERIMENTS
In our experiment, there are three datasets were used to verify the validity of our proposed model in high-resolution SAR image change detection, namely: Namibia data, Brazil data and one set of simulation data.
Namibia dataset is derived from a part of Namibia area in the trunk stream of the Zambezi River. The resolution of Namibia image is 2m (2000 × 2000 pixels). As the Zambezi River is located in the tropics, rainfall has a great impact on the environment of the Zambezi River. The experiment selected two temporal SAR images which are before and after the rain dried up shown in Fig. 8. Fig. 8(a) was taken in April 2009, when the Zambezi River was in a flood season. Fig. 8 (b) was taken in September 2009, when the river was in a dry season. Fig. 8(c) is a reference image, which is obtained by integrating prior information with photo interpretation.
Brazil data set resolution of 3m (2000 × 2000 pixels), is selected from the region part of Brazil. Fig. 9 (a) was taken in August 2012, Fig. 9 (b) was taken in January 2013. Fig. 9(C) is respective corresponding reference image. The data selected in Brazil is mainly affected by rainwater, which is in the dry season in the first instance and in the wet season in the second instance, with a larger area of change. Fig. 10 is simulated data corresponding to Multi-temporal SAR images and reference image.
B. EVALUATION CRITERIA
The quantitative analysis of change detection results is set as follows: 1) the false negatives (FN), the number of pixels that have changed in the reference image but has not changed in the experimental result. 2) the false positives (FP), the number of pixels that does not change in the reference image but the number of pixels detected that has changed in the experimental results map. 3) the overall error (OE) [42] , is the sum of FN and FP. 4) the true negatives (TN), no change in the reference image and no change in the number of pixels detected in the experimental result. 5) the true positives (TP), the number of pixels that has changed in the reference image and are detected as changes in the experimental result. 6) the percentage correct classification (PCC) [43] which is given by
1) Kappa coefficient [44] , Measure the consistency between the test results and the reference map. Kappa is calculated as 2) Where N is the total number of pixels, Nc and Nu denote the number of changed pixels and the number of unchanged pixels, respectively.
C. RESULTS OF EXPERIMENTS
Whether ROI detection or change detection, different input scales will affect the extracted features and classification results. In order to obtain more features and improve the detection accuracy, we have adopted a multi-scale input fusion strategy. In order to verify the effectiveness of the proposed approach, we compare our method with five traditional methods. The first comparison algorithms are the traditional generalized K&I (GKI) [45] and fuzzy local information C-means (FLICM) [46] . In addition, the comparison of deep learning algorithms is all based on the combination of pseudo-labeled unsupervised acquisition and supervised detection networks: CNN, DBN + FCM, SPP Net, ROI + CNN and ROI + SPP. CNN does not detect the region of interest, but directly detects the changed regions. DBN + FCM is to get the image features by DBN without BP layer, then to calculate the similarity and cluster the similarity matrix into changed and unchanged categories with FCM. SPP Net makes the same direct change detection, except that the detection method was replaced by a multi-scale input SPP Net. ROI + CNN is based on the detection of the region of interest and changes detected by CNN. ROI + SPP is our proposed method to remove the NSCT transform and directly process the original image. Finally, the proposed algorithm without ROI is used to illustrate the importance of ROI in high-resolution SAR change detection.
The results of Namibia dataset are shown in Fig. 11 and Table 1 . Since the clustering method is sensitive to noise points, the background noise points are the most in the results of GKI and FLICM. In the CNN, DBN + FCM and SPP methods, the noise point is relatively large because there is no ROI detection. Compared with CNN and DBN + FCM methods, SPP method utilizes multi-scale information, so that the extracted features are more abundant and the detection results are better. By ROI detection, a large number of noise points are filtered out, so the FP for ROI + CNN and ROI + SPP methods are both lower than CNN and SPP Net. Similarly, the ROI + SPP approach has better PCC and Kappa due to multi-scale applications. Our proposed method of this paper makes full use of the multi-scale and multi-directional characteristics of the image. Although the visual effects of ROI + SPP and the method of this paper are very close, the detection result of our proposed method is better than ROI + SPP.
The results of Brazil dataset are shown in Fig. 12 and Table 2 . Compared with single-scale networks CNN and ROI + CNN, the structural information and the detail information of multi-scale network SPP and ROI + SPP are more abundant. This method is improved on the basis of multi-scale methods, and achieved good results.
The results of Simulation dataset are shown in Fig. 13 and Table 3 . The CNN method and the SPP method use the deep network to extract the features of the image, which greatly reduces the background noise compared with the FCM method. ROI + CNN and ROI + SPP methods detect the region of interest before the change detection, removing a large amount of redundant information and further reducing the background noise. Our proposed method adds NSCT transformation based on ROI + SPP network, and the experimental effect is improved.
D. PARAMETER ANALYSIS
In the process of selecting positive and negative samples ROI detection, it is necessary to analyze the parameters α ROI for ROI detection network, which directly affects the quality of change detection results. Here we set α ROI as 1/2, 1/3, 1/4, 1/5, 1/6, 1/7, 1/8, 1/9 in the ROI detection, and test them on Namibia dataset. The corresponding ROI test results as shown in Fig. 14. The experimental results in Fig. 14 show that the ROI detection results are close to the reference image and the number of missed detection decreases accordingly with the decrease of parameter α ROI . It should be noted that the missed ROI detection results increases gradually, and the detection effect decreases accordingly. So we set α ROI equal to 1/5. In addition, the parameter α CD for the change detection sample is analyzed in Fig. 15 , when α CD = 0.4, OE is the smallest, PCC and Kappa are the highest. Therefore, the change detection α CD is set to 0.4. E. TIME ANALYSIS Fig. 16 is the average running time result graph of DBN + FCM, proposed algorithm and proposed algorithm without ROI for change detection on three datasets in 5 times. As can be seen from the figure, the running time of the three methods is gradually increased, because our proposed algorithm is based on the initial detection results of DBN + FCM algorithm, then ROI and SPP net is used to carry out the accurate change detection. As a result, our proposed algorithm takes more time than the DBN + FCM algorithm. In addition, out proposed algorithm based on ROI only detects the possible variation area, saving time in detecting the unchanged region compared to algorithms without ROI.
V. CONCLUSION
This paper proposes a novel change detection algorithm based on ROI and SPP net in high-resolution SAR images. NSCT transform utilizes multi-scale and multi-directional information of images, effectively preserves image contour information, and combines global SPP net for ROI detection and local SPP net for changing detection, which weakens the interference of unchanging information on detection, and can effectively eliminate a large amount of redundant information, where details are well preserved and noises are properly suppressed. Experiments on Namibia data, Brazil data and one set of simulation data show the rationality and effectiveness of our proposed method.
