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We show that the distance between en and its nearest integer is
estimated below by e−cn logn with c = 15.727 for all suﬃciently
large integer n, which improves the earlier results due to Mahler,
Mignotte and Wielonsky. Some basic properties on that distance
are also discussed.
© 2010 Published by Elsevier Inc.
1. Introduction and main theorem
Let {x} be the fractional part of a real number x and put
‖x‖ = min({x},1− {x}),
which denotes the distance between x and Z. For a given θ > 1 it seems to be hard to obtain good
information about {θn} or ‖θn‖ in general, whereas we know that {xn} distributes uniformly for almost
all x> 1. Hardy [3] stated that the problem that in what circumstances can it be true that ‖λθn‖ → 0
when n → ∞ appears to be one of considerable interest and diﬃculty. Pisot and Salem [8] made an
allusion to the diﬃculty of uniform distribution problem when θ = e or θ = 3/2.
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when θ is a transcendental number. Recently Dubickas [2] constructed a transcendental number θ > 1
satisfying {θn} < δn for inﬁnitely many n’s, for a given sequence of positive numbers δn with δ1/nn → 0
(n → ∞) no matter how fast the δn converges to 0.
We now restrict ourselves to the case θ = e. The ﬁrst lower bound for ‖en‖ was obtained by
Mahler in the form ∥∥en∥∥ e−cn logn (1)
for all suﬃciently large integer n with c = 40 in [5] and subsequently with c = 33 in [6]. His method is
based on the classical Hermite–Padé approximation of type I to the functions ex, e2x, . . . , ekx . He also
stated in his papers that this estimate is rather weak but it does not seem easy to obtain any sub-
stantial improvement. Mignotte [7] gave a lower bound with c = 17.7 in (1) using the same method,
but later Wielonsky [10] pointed out that Mignotte’s proof contained errors and the corrected value
is c = 21.012. Wielonsky succeeded in yielding a new bound with c = 19.183 using Hermite–Padé
approximation slightly different from the classical one.
In this paper we improve the previous results as follows:
Theorem 1. The inequality (1) holds with c = 15.727 for all suﬃciently large integer n.
2. Some properties of ‖en‖
In this section we enumerate some basic properties about ‖en‖. Since e is transcendental, it follows




Moreover the author’s result in [4] implies that
#
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= 0.12215 . . . .
Of course, these are common properties for all transcendental numbers. We do not have any infor-
mation about the accumulation points of {en}. Dubickas informed the author that it may be an open
problem even to disprove that ‖en‖ → 0 as n → ∞. So it may be an interesting problem to replace
the order 1/
√
n in (2) by weaker one.
For any 0< ξ < 1 we put
E(ξ) = {n ∈ N; ∥∥en∥∥< ξn},
which is monotone increasing with respect to ξ . About the set E(ξ) we have the following






{[1,n] ∩ E(ξ)}= 0.
M. Hata / Journal of Number Theory 130 (2010) 1685–1704 1687Proof. Let m be any positive integer. Since each number e, e2, . . . , em has irrationality measure 2, for
any η > 0 there exists a positive integer n0 = n0(η) such that∣∣∣∣ek − pq
∣∣∣∣ 1q2+η
holds for all p ∈ Z, q  n0 and all 1 km. Put en = Ln + n where |n| < 1/2 and Ln ∈ N. Ln is the
integer nearest to en and |n| = ‖en‖. Since
ek − Ln+k
Ln
= Ln+k + n+k
Ln + n −
Ln+k
Ln
= n+kLn − nLn+k
Ln(Ln + n) ,





∣∣∣∣ |n+k|Ln + |n|Ln+kLnen .

















{[1,n] ∩ E(e−1−2η)} 1
m
.
This completes the proof. 
It seems to be natural to conjecture that there will be some 0 < ξ < 1 for which the set E(ξ)
becomes ﬁnite. If such a ξ exists, then ‖en‖  ξn would hold for suﬃciently large integer n, which
was called “an open problem of Mahler” by Waldschmidt in [9].
3. Construction of Hermite–Padé approximation
Let k and mj , 0 j  k, be any positive integers. The classical Hermite–Padé approximation to the





F (ζ )ezζ dζ, (3)
where
F (ζ ) = 1
ζm0+1(ζ − 1)m1+1 · · · (ζ − k)mk+1
and C is any oriented simple closed curve enclosing all poles of F (ζ ). Plainly the entire function R(z)









e jz P j(z) (4)
where P j(z) is the coeﬃcient of w−1 in the Laurent expansion at w = 0 of
ezw
(w + j)m0+1 · · ·wmj+1 · · · (w + j − k)mk+1 ;
thus, P j(z) is a polynomial in z of degree mj with rational coeﬃcients. More precisely, we have





H j(i0, i1, . . . , ik)
zi j
i j! ,
where D j = jm0+1 · · ·1mj−1+1(−1)mj+1+1 · · · ( j − k)mk+1 and

















Using this formula it is not diﬃcult to see that
P j(z) = 1






























From this real multiple integral expression for P j(z) we have immediately
A j P j(z) ∈ Zz,
where
A j =mj!|D j|mjmax( j,k− j) (5)
and s is the least common multiple of 1,2, . . . , s, because
∫∞
0 e
−xxm+t dx = (m + t)! is a multiple of
m! for any integer t  0. Let A be any positive common multiple of A0, . . . , Ak and deﬁne




j ∈ Zx, y.
Let Ln be the nearest integer to en for any positive integer n and put n = en − Ln , as in the
previous section. The following lemma shows how we can obtain a lower estimate for ‖en‖.
Lemma 3. Suppose that |Q (n, en)| < 1/2 and Q (n, Ln) 	= 0. If k n, then we have
∥∥en∥∥> 1
ATn









)− Q (n, Ln) = nQ y(n, ξn)
where Q y(x, y) is the partial derivative of Q (x, y) with respect to y. On the other hand, using ξn <
max(en, Ln) < en + 1/2< en+1/2 and k n, it holds that

















|n| = |Q (n, e
n) − Q (n, Ln)|
|Q y(n, ξn)| >





because 0 	= Q (n, Ln) ∈ Z. 
The condition Q (n, Ln) 	= 0 is essential in the proof of Lemma 3, however it seems to be hard to
show this for Q (x, y) directly. This is the reason why we consider the higher derivative of R(z).
For any integer 0 d  k the d-th derivative R(d)(z) satisﬁes that R(d)(z) = O (zk+M−d) as z → 0.
Indeed it follows immediately from (3) that R(d)(z) corresponds to the Hermite–Padé approximation
with the same parameters as R(z) except for m0; that is, one gets R(d)(z) by taking m0 − d instead of




e jz P [d]j (z),
where







and Id is the identity operator. Note that deg P [d]0 = m0 − d when m0  d and deg P [d]j = mj for
1 j  k. Finally put Q [d](x, y) =∑kj=0 P [d]j (x)y j , where we do not take care of an integral factor.
Lemma 4. For any positive integers k, n and m0,m1, . . . ,mk there exists at least one d ∈ [0,k] satisfying
Q [d](n, Ln) 	= 0.
Proof. Suppose, on the contrary, that Q [
](n, Ln) = 0 for all 0 





]j (n)X j = 0 (0 
 k)
possesses a non-trivial solution (X0, X1, . . . , Xk) = (1, Ln, . . . , Lkn); hence Φ(n) = 0 where
Φ(z) = det(P [
]j (z)) .0
, jk
1690 M. Hata / Journal of Number Theory 130 (2010) 1685–1704Φ(z) is a polynomial of degree less than or equal to m0 +· · ·+mk = M . Moreover, adding j-th column
multiplied by e jz to the ﬁrst column for 1 j  k, one gets a new matrix whose ﬁrst column is
t(R(z), R ′(z), . . . , R(k)(z));








from (6), where a j 	= 0 is the leading coeﬃcient of P j(z) for 0 j  k. We thus have c1 	= 0 by using
Vandermonde determinant; therefore Φ(n) 	= 0 and this contradiction completes the proof. 
Let f : [0,1] → [0,1] be a Lipschitz continuous function; that is, there exists a positive constant K





f (x)dx ∈ (0,1].
Suitable piecewise linear functions, so-called “zig-zag” functions, give typical such examples. Lipschitz


















as k → ∞. (7)










for 0 j  k;
thus, the parameters m0, . . . ,mk are controlled by m and the function f . The ordinary Hermite–Padé
approximations used by Mahler [5,6] and Mignotte [7] correspond to the case f (x) = 1. On the other
hand, the approximation used by Wielonsky [10] may correspond to the step function
f (x) =
{
1/51 for 0 x 0.07 and 0.93 x 1,
1 otherwise,
being a small perturbation from the ordinary case. Of course, many results described later are valid for
discontinuous piecewise C1 functions like the above Wielonsky’ case, but the continuity of f makes
our arguments rather simpler.
4. Estimates for remainder term and residues
We ﬁrst give an upper estimate for R(d)(n) = Q [d](n, en).





ρ − x dx.
Then, for any positive integers k, m, n satisfying n κm and km, we have
∣∣Q [d](n, en)∣∣ exp(m(−αk logk − βk + O (logk)))









and O (logk) is independent of m, n and d ∈ [0,k].
Proof. We take the circle |ζ | = ρk as the contour C in (3). Noticing that |enζ | = en
ζ  enρk  (eκρk)m
and
|ζ − j|mj+1  (ρk − j)mj+1 > (ρk − j) f ( j/k)m
for 0 j  k when k 1/(ρ − 1), it follows from (3) that




|ζ |d |dζ | exp(Gm + (k + 1) log(ρk))
where









Clearly (k + 1) log(ρk) =mO (logk) and from (7)

























= −αk logk − βk + O (logk).
This completes the proof. 
Note that β is the maximum of the function U (u) in the range u > 1, which is attained uniquely




f (x) log(u − x)dx− κu,
because U (u) is a concave function on (1,∞).
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We have the following upper estimate for T [d]n similar to the previous lemma.
Lemma 6. For any positive integers k, m, n satisfying n κm and km we have
T [d]n  exp
(
m
(−αk logk + δk + O (logk)))
as k → ∞, where δ is the maximum of the function
V (u) = κu −
1∫
0
f (x) log |u − x|dx
in the range 0 u  1 and O (logk) is independent of m, n and d ∈ [0,k].
Proof. Since e jn P [d]j (n) is the residue of F (ζ )e
nζ at ζ = j with m′0 = m0 − d instead of m0, this is
equal to the integral (3) if we take the circle centered at ζ = j with radius 1/2 as the contour C . We







 = j, j ± 1,
min(| j − 
 + 1/2|, | j − 
 − 1/2|) f (
/k)m otherwise.
Hence, for 1 j  k,
e jn
∣∣P [d]j (n)∣∣ 4eG jm × 12π
∫
|ζ− j|=1/2
|ζ |d |dζ |
 exp
(







+ (m + 2) log2
)
= exp(G jm +mO (logk)),
where





























 − j − 1
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respectively within an error O ((logk)/k). Therefore





k + O (logk)
and
T [d]n = max
1 jk
e jn
∣∣P [d]j (n)∣∣ exp(m(−αk logk + δk + O (logk))),
as required. Note that V (u) is a continuous function on [0,1]. 
5. Some basic tools
This section is devoted to prepare some basic tools for the next section, which is a crucial part
of this paper. Let f (x) be the function introduced in Section 3. We denote by f˜ (x) its zero extension
to R; that is,
f˜ (x) =
{
f (x) if 0 x 1,
0 otherwise.





f˜ (τω + 
ω). (8)
Note that Λ(τ ,ω) is a periodic function with period 1 in τ for each ω and that the number of
non-zero terms in the sum (8) is at most [1/ω] + 1.
Moreover, as the function in ω, Λ(τ ,ω) behaves almost like α/ω, as follows.
Lemma 7. There exists a positive constant K0 independent of τ ∈ R and ω > 0 such that
∣∣∣∣Λ(τ ,ω) − αω
∣∣∣∣ K0.
Proof. We can assume that 0 τ < 1 and 0 < ω < 1. Since τω − ω < 0 and τω + ([1/ω] + 1)ω > 1,







f˜ (x)dx− f˜ (τω + 
ω)τω+
ω
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Lemma 7 implies that the function







is bounded on R × R+ , which we call the “ﬁnite part” of Λ.
Hereafter we assume that f (0) = f (1) = 0 in addition, which implies f˜ ∈ C(R), although this
condition excludes the ordinary case f (x) = 1. For any compact subset E ⊂ R × R+ it is clear that
there exists a positive integer 
0 satisfying τω + 
ω /∈ [0,1] for any |
|  
0 and (τ ,ω) ∈ E . This
means that the series in (8) converges uniformly on E; therefore Λ ∈ C(R × R+).
For ω > 0 we put
Ψ (ω) = max
0τ1
Λ(τ ,ω). (9)
It follows from the next lemma that Ψ ∈ C(R+).
Lemma 8. Suppose that g ∈ C([a,b] × [c,d]) and put h(y) = maxaxb g(x, y) for c  y  d. Then
h ∈ C[c,d].
Proof. Suppose, on the contrary, that h(y) is discontinuous at y0 ∈ [c,d]. Then there exist a sequence
yn ∈ [c,d] and a constant η > 0 such that yn → y0 (n → ∞) and |h(yn) − h(y0)|  η. Put h(yn) =
g(xn, yn) for n 0. Without loss of generality, we can assume that the sequence xn converges to some
point x∗ ∈ [a,b]. We have h(y0) g(x∗, y0) + η.
On the other hand, for suﬃciently large n we have
∣∣h(yn) − g(x∗, y0)∣∣< η
2
and







)+ η > h(yn) + η
2
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is therefore Riemann-integrable on [0,1], because it is bounded and the set of discontinuity points
are countable. We will apply the following lemma to ψ(ω).

















Proof. It follows from the prime number theorem that the lemma holds for any characteristic function
of a subinterval in [0,1], hence for any step function as a ﬁnite linear combination of such functions.









and |ϕ(x) − ϕstep(x)| <  for any x ∈ [0,1] by the uniform continuity, where ϕstep(x) is the step func-
tion deﬁned by ϕstep(x) = ϕ( j/r) for j/r  x < ( j + 1)/r, j = 0, . . . , r − 1 and ϕstep(1) = ϕ(1 − 1/r).










































∣∣∣∣∣  +  = 2.
Now let ϕ be any Riemann-integrable function on [0,1]. It can be seen that, for any  > 0, there


























































which completes the proof. 
6. Estimate for integral factor A
Our aim is to construct a positive integer A = A(k,m) satisfying AP [d]j (n) ∈ Z for all 0 j  k and





logm + αk logk + σk + o(k)))
as k → ∞ with some constant σ . We will see later that k should be taken as O (logm) so that the
principal part αmk logk in the exponents of Lemmas 5 and 6 will be canceled out after multiplying
the integral factor A.
Since mj m and m′0 = m0 − d m0, it follows from (5) that the integer A can be obtained by
A =m!k!B where B is some positive common multiple of
B j = jm0 · · ·1mj−1 · 1mj+1 · · · (k − j)mkmjmax( j,k− j)






















,s extends over all integers 
 	= 0 and s  1 satisfying j + 
ps ∈ [0,k]. Using mj 
























Note that s runs up to [logk/ log p] in the right-hand side. To estimate the maximum of ν j(p) as j
varies we must distinguish three cases, as follows.







f (x) + f (x+ω)).
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√
k < p, the sum in s in the right-hand side of (10) consists only of a single term
corresponding to s = 1. Hence, putting τ = j/p,
ν j(p)m
(
Λ(τ ,ω) − f (τω) +μ j(p) f (τω)
)
.
Here μ j(p) is either 0 or 1 according as j ∈ (k − p, p) or j ∈ [0,k − p] ∪ [p,k] respectively. These
cases correspond to τ ∈ (1/ω − 1,1) or τ ∈ [0,1/ω − 1] ∪ [1,1/ω] respectively. In the former case
τω + 
ω ∈ [0,1] occurs if and only if 
 = 0; hence Λ(τ ,ω) = f (τω) and ν j(p) = 0. The latter case
reduces to τ ∈ [0,1/ω − 1] by the periodicity of Λ and we then have Λ(τ ,ω) = f (τω) + f (τω +ω),
because 2ω > 1. Note that x = τω ∈ [0,1−ω]. 
Lemma 11. Suppose that k  6 and p is any prime number in the interval (
√





Proof. Since p  k/2 max( j,k − j) for any j, we have μ j(p) = 1. In this case the sum in s in the
right-hand side of (10) consists also only of a single term. 

















where the constant contained in O-symbol is independent of p and k.
Proof. Since μ j(p) [logk/ log p], it follows from (10) and Lemma 7 that
ν j(p)m






























In this case the ﬁnite part does not contribute to the estimate for A. 
We ﬁnally deﬁne φ(ω) = ψ(ω) − Ψ0(ω) for 0< ω 1 where
Ψ0(ω) =
{
0 for 0< ω 1/2,
Ψ (ω) −max0τ1/ω−1 Λ(τ ,ω) for 1/2< ω 1.

































































mO (logk) = emO (
√
k logk) = emo(k) . Moreover the product






























































































Therefore we obtain the following





logm + αk logk + σk + o(k)))
as k → ∞.
7. Proof of Theorem 1
Lemma 3 means that the smaller upper estimate for AT [d]n derives the better lower estimate for
‖en‖. Since it follows from Lemmas 6 and 13 that
max
0dk




logm + (δ + σ)k + o(k))),




∣∣Q [d](n, en)∣∣ exp(m(logm + (σ − β)k + o(k))),
from which we must expect that β > σ and logm should have the equivalent order as k. Thus we put
k = [a logn] + 1 for some constant a > 0 so that
max
0dk
AT [d]n  exp
((





∣∣Q [d](n, en)∣∣ exp((1+ a(σ − β) + o(1))m logn)
as n → ∞. Taking
a = 1
β − σ + 
for arbitrarily ﬁxed  > 0 when β > σ , we get from Lemma 3 the following
Theorem 14. The inequality ‖en‖  e−cn logn holds for all suﬃciently large integer n provided that β > σ ,
where the constant c is any number greater than
Ω( f ) = β + δ
κ(β − σ) .
Note that Ω( f ) is a functional on some subset of the unit sphere of the space of Lipschitz contin-
uous functions with maximum norm. However it seems to be hard to analyze the inﬁmum of Ω( f ).
We only give a “simple” example of f (x) with Ω( f ) < 15.727 for a suitable ρ , which certainly proves
our main theorem.
For any ξ ∈ (0,1/2) we consider the piecewise linear function deﬁned by
fξ (x) =
{ x/ξ for 0 x ξ,
1 for ξ < x 1− ξ,
(1− x)/ξ for 1− ξ < x 1,
1700 M. Hata / Journal of Number Theory 130 (2010) 1685–1704which we call a trapezoidal function. Obviously it satisﬁes the conditions for f (x) mentioned in Sec-






log |u|du dv = x
2
2
log |x| − 3
4
x2
for x ∈ R and deﬁne the difference operator Δξ by
Δξ g(x) = 1
ξ
(
g(x) − g(x− ξ) − g(x− 1+ ξ) + g(x− 1)).
Then it can be easily seen that
1∫
0
fξ (x) log |u − x|dx = Δξ Z(u)














where Wξ (u) = uΔξ Z ′(ρ) − Δξ Z(u). Noticing that
W ′′′ξ (u) = −Δξ Z ′′′(u) =
(1− ξ)(1− 2u)
u(u − ξ)(u − 1+ ξ)(u − 1) ,








log(1− 2ξ) < 0
and
W ′ξ (1) = Δξ Z ′(ρ) − Δξ Z ′(1) < 0.
Note also that Δξ Z ′ ∈ C(R) is strictly monotone decreasing on [1,∞).
It may be surprising that we encounter the function Δξ Z(u) even in the calculation of σ . We need
the following two lemmas.
Lemma 15. If f (x) = f (1− x) holds, then Λ(τ ,ω) = Λ({1/ω} − τ ,ω).

































Lemma 16. If f (x) is a piecewise linear function and 0 = τ0 < τ1 < · · · < τs = 1 are the breakpoints of f˜ (x),

















In particular, we have










Proof. Suppose that Λ(τ ,ω) is not differentiable at τ = τ ∗ ∈ [0,1). Since Λ(τ ,ω) is a ﬁnite sum of
piecewise linear functions, there exists at least one pair ( j, 
) ∈ [0, s] × Z satisfying τ ∗ω + 
ω = τ j .
This implies 
 = [τ j/ω] and τ ∗ = {τ j/ω}. 
Since the breakpoints of f˜ ξ are 0, ξ , 1− ξ and 1, it follows from Lemmas 15 and 16 that










We next show that Λ(0,ω)Λ({ξ/ω},ω). To show this it is not necessary to calculate these values
exactly, but we give them in the following lemma for the later use.


















































where Θ(x) = {x}(1− {x}) is an even periodic continuous function on R.




















into three parts Σ1,Σ2,Σ3 according as {ξ/ω}ω + 
ω belongs to [0, ξ ], (ξ,1 − ξ ], (1 − ξ,1] respec-
tively. For Σ1 the integer 
 runs from 0 to 
1 = [ξ/ω]; hence

























For Σ2 the integer 
 runs from 
1 + 1 to 
2 = 













Finally for Σ3 the integer 
 runs from 
2 + 1 to 
3 = 
































































as required. We can evaluate the value Λ(0,ω) similarly. 
Using the inequality Θ(x) + Θ(y)Θ(x + y) holding for any x, y ∈ R, we have immediately the
following
Corollary 18. Λ(0,ω) (1− ξ)/ωΛ({ξ/ω},ω).
Recall that (1 − ξ)/ω is the average of Λ(τ ,ω) over one period in τ for trapezoidal functions.



















(‖x‖,‖y‖)= Θ(x) + Θ(y) − 1
2
(
Θ(x+ y) + Θ(x− y))
holds for any x, y ∈ R.
To investigate the local maximum of Λ(τ ,ω), we distinguish two cases, as follows.
Case (a): {ξ/ω} + {(1− ξ)/ω} < 1.
Since {1/ω} = {ξ/ω} + {(1 − ξ)/ω}, both {ξ/ω} and {(1 − ξ)/ω} lie in the interval [0, {1/ω}]. By
Corollary 18 the graph of Λ in τ is trapezoidal on [0, {1/ω}] and ﬂat on [{1/ω},1].
Case (b): {ξ/ω} + {(1− ξ)/ω} 1.
We have {1/ω} = {ξ/ω} + {(1 − ξ)/ω} − 1; so both {ξ/ω} and {(1 − ξ)/ω} lie in the interval
({1/ω},1). Hence the graph of Λ in τ is ﬂat on [0, {1/ω}] and trapezoidal on [{1/ω},1].
The maximum of Λ(τ ,ω) on 0 τ  {1/ω} is therefore equal to Λ({ξ/ω},ω) in case (a) and equal




0 for 0< ω 1− ξ,
(ω + ξ − 1)/ξ for 1− ξ < ω 1.































Y (ξ) + Y (1− ξ) − Y (1− 2ξ))− (1− ξ)γ − ξ
2
,










This integral can be easily evaluated as follows.
Lemma 19. For 0< u  1 we have Y (u) = u + γ u2 + 2Z(u).

























































+ · · · + 1




= γ − 1
2
,
which completes the proof. 
We thus conclude that





Z(ξ) + Z(1− ξ) − Z(1− 2ξ))= 1− ξ
2
+ Δξ Z(ξ),
because Z(x) is an even function.
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β = Δξ Z(ρ) − ρΔξ Z ′(ρ) = 0.15443703 . . .
and
σ = 1− ξ
2
+ Δξ Z(ξ) = −0.42049786 . . . ,
which clearly satisfy the condition β > σ . We also have
κ = Δξ Z ′(ρ) = 0.18611205 . . . .
Finally the maximum of Wξ (u) = uΔξ Z ′(ρ) − Δξ Z(u) on [0,1] is attained at u∗ = 0.53137915 . . .
and δ = Wξ (u∗) = 1.5283879 . . . . Note that u = u∗ is a unique solution in (0,1) of the equation
Δξ Z ′(u) = κ . Therefore
Ω( fξ ) = β + δ
κ(β − σ) = 15.726995 . . . ,
which completes the proof.
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