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We present ab initio study of the electronic stopping power of protons and helium ions in an
insulating material, HfO2. The calculations are carried out in channeling conditions with differ-
ent impact parameters by employing Ehrenfest dynamics and real–time, time–dependent density
functional theory. The satisfactory comparison with available experiments demonstrates that this
approach provides an accurate description of electronic stopping power. The velocity-proportional
stopping power is predicted for protons and helium ions in the low energy region, which conforms
the linear response theory. Due to the existence of wide band gap, a threshold effect in extremely
low velocity regime below excitation is expected. For protons, the threshold velocity is observable,
while it does not appear in helium ions case. This indicates the existence of extra energy loss chan-
nels beyond the electron–hole pair excitation when helium ions are moving through the crystal. To
analyze it, we checked the charge state of the moving projectiles and an explicit charge exchange
behavior between the ions and host atoms is found. The missing threshold effect for helium ions is
attributed to the charge transfer, which also contributes to energy loss of the ion.
PACS numbers: 61.85.+p,31.15.A−,61.80.Az,61.82.Ms
I. INTRODUCTION
Interaction of intruding ion with matter is of contin-
uing interest, the deceleration force involved is mainly
characterized by stopping power (SP) [1] or energy de-
position per unit distance traveled through the mate-
rial. This quantity can generally be decomposed into
two parts. The first one is the electronic stopping power
Se, which arises from the excitation of the electrons of
the target. The second one is the nuclear stopping power
Sn due to elastic Coulomb collisions with the nuclei of
the target. For particles with velocities below the Fermi
velocity of the target, nuclear and electronic stopping
are both relevant, and the result of the interaction is a
collision cascade [2]. Shortly before the particle stops
eventually, a global stopping maximum denoted Bragg
peak occurs. Thus, studying the energy transferred from
slow ions to the target material is at the heart of modern
technologies, such as nuclear fission/fusion reactors [3, 4],
semiconductor devices for space missions [5] and cancer
therapy based on ion beam radiation [6, 7].
The interest in modeling the SP of ions with velocities
between 0.1 and 1 atomic units (a.u. hereafter) has fu-
∗ Corresponding author. fszhang@bnu.edu.cn
eled a huge amount of research [8]. In this regime the
electronic component is generally dominant and the elec-
tronic energy loss is predominantly due to interaction
with valence electrons [9]. The electronic stopping power
is a crucial quantity for ion irradiation: it governs the
deposited heat, the damage profile, and the implantation
depth. Ever since the discovery of Se, various models
and theories have been proposed to calculate Se depend-
ing on the energy regime of the ion. For swift ions, based
on the assumption that the atoms of the target are clas-
sical oscillator, Bohr [10, 11] suggested a formula for the
Se; employing the first Born approximation, Bethe [12]
has introduced the first calculations of inelastic and ion-
ization cross section; the Bloch correction [13] provides a
convenient link between the Bohr and the Bethe scheme.
On the other hand, for slow particles, Fermi and Teller
[14] using electron gas models had reported Se for various
targets; a more general treatment of the Se applicable to
the whole velocity regime was later developed by Lind-
hard [15] through linear dielectric theory.
Energetic ions penetrate great depth along channels
between low–index crystallographic planes, moderating
through collisions with electrons, until finally they hit
a host atom initiating a cascade of atomic displace-
ments. This channeling phenomenon has been exploited
in many important applications such as ion implantation
2and depth profiling. Glancing collisions with host atoms
confine the trajectory of a channelling ion, so most of its
energy is lost through electronic excitation. Based on the
free electron gas (FEG) model, Se is predicted to be Se
∝ v for v < 1 atomic units (a.u. henceforth) [14]. This
simple relation has been verified experimentally in many
sp–bonded metals [16–19].
A different behavior is expected in materials that have
a finite minimum excitation energy Tmin, such as noble
gas and wide band–gap insulators, given the finite energy
required to excite outmost electrons. This finite mini-
mum excitation energy is expected to suppress the energy
dispassion due to electron–hole pair excitation at ion en-
ergies of several keV [14], which results in a threshold
effect of SP with respect to the ion velocity [20]. Instead,
however, no threshold effect was originally observed in
most systems [21–23], with the exception that a thresh-
old velocity of v ≃ 0.2 a.u. in LiF under grazing inci-
dence [24]. Recent theoretical and experimental research
managed to measure velocities in extremely low velocity
regime (v ≤ 0.1 a.u) displaying a clear velocity threshold
[20, 25–28].
In this work, we propose to investigate the Se behavior
of slow ions shooting through a large band–gap insulator
HfO2 (Eg ≈ 5.5 eV) and also its threshold effect under
channeling condition. For this purpose, we perform non–
adiabatic dynamic simulations to mimic the intruding
ion as it is propagating through the system by means
of time–dependent density–functional theory (TDDFT).
The explicit time evolution of the electronic states of the
host crystal and the kinetic energy loss of the moving
ions are monitored. The key quantity of interest Se can
be extracted from the change of kinetic projectile energy
using the thickness of the target.
This article is outlined as follows. In Sec. II, we briefly
introduce the theoretical framework and the computa-
tional details. Results are presented and discussed in
Sec. III, where we concentrate on the analysis of Se and
its threshold effect. In the end, conclusions are drawn
in Sec. IV. Henceforth, if no special reservation is made,
Hartree atomic units with m = |e| = ~ = 1 are used in
this paper.
II. MODEL AND METHODS
The collision behaviors of intruding ions with the host
nuclei and electrons are characterized by the Ehren-
fest coupled electron–ion dynamics combined with time–
dependent density–functional theory (ED–TDDFT) [29–
34]. In this model, electronic degrees of freedom
are treated quantum–mechanically within the time–
dependent Kohn–Sham (KS) formalism, while the ions
are handled classically. This method allows for an excited
electronic state ab initio molecular dynamics (AIMD)
simulation. The ED–TDDFT can, in general, be defined
by the following coupled differential equations:
MI
d2 ~RI(t)
dt2
=−
∫
Ψ∗(x, t)[∇IHˆe(~r, ~R(t))]Ψ(x, t)dx
−∇I
∑
I 6=J
ZIZJ
|~RI(t)− ~RJ(t)|
, (1)
i
∂Ψ(x, t)
∂t
= Hˆe(~r, ~R(t))Ψ(x, t), (2)
here MI and ZI denote the mass and charge of the I th
nuclei, respectively, and ~RI(t) describes the correspond-
ing ionic position vector. Ψ(x, t) is the many–body elec-
tron wave function in the time domain, for which we
define x ≡ {xj}
N
j=1, with xj ≡ (~rj , σj), where the coordi-
nates ~rj and the spin σj of the j th electron are implicitly
taken into account. Here N is the number of electrons of
the system.
The electronic Hamiltonian is expressed as Hˆe(~r, ~R(t)),
which depends on the instantaneous distribution of the
positions of all the nuclei, ~R(t) ≡ { ~R1(t), · · · , ~RM (t)}
(M is the number of nuclei of the system), and of all
the electrons ~r; thus, it basically consists of the kinetic
energy of electrons, the electron–electron potential and
the electron–nuclei potential, which can be formulated
as
Hˆe(~r, ~R(t)) =−
N∑
j
1
2
∇2j +
∑
i<j
1
|~ri − ~rj |
−
∑
iI
ZI
|~RI − ~ri|
, (3)
To solve Eq. (1) for the motion of the nuclei, one has
to obtain knowledge of Ψ(x, t), which typically causes
the problem to be intractable. For this reason, we write
the force that acts on each nucleus in terms of the elec-
tronic density n(~r, t), which is the basic variable of ED-
TDDFT (see Ref. [35] for a detailed description). As a
consequence, Eq. (1) can be rewritten as
MI
d2 ~RI(t)
dt2
=−
∫
n(~r, t)[∇IHˆe(~r, ~R(t))]d~r
−∇I
∑
I 6=J
ZIZJ
|~RI(t)− ~RJ(t)|
, (4)
where the instantaneous density n(~r, t) is given by the
sum of all individual electronic orbitals, i.e.,
n(~r, t) =
occ∑
i=1
|ϕi(~r, t)|
2, (5)
with ϕi(~r, t) being occupied KS orbital for the ith elec-
tron.
Similarly, to obtain n(~r, t) explicitly, instead of solv-
ing Eq. (2), we make use of the corresponding time–
3dependent KS equations, which provides an approxima-
tion to n(~r, t),
[−
1
2
∇2−
∑
I
ZI
|~RI(t)− ~r|
+
∫
n(~r
′
, t)
|~r − ~r′ |
d~r
′
+Vxc(~r, t)]ϕi(~r, t) = i
∂ϕi(~r, t)
∂t
, (6)
where Vxc(~r, t) is the time–dependent exchange-
correlation potential, for which we use the adiabatic lo-
cal density approximation with Perdew–Wang analytic
parametrization [36]. The other three terms on the left
hand side of Eq. (6) are, in order, the electronic kinetic,
the electron–nucleus potential, and the Hartree poten-
tial. In this model, the potential energy and forces acting
upon the ions are calculated on the fly as the simulation
proceeds. It should be noted that, in ED–TDDFT, tran-
sitions between electronic adiabatic states are included,
and the coupling of the adiabatic states with the nu-
clei trajectories is also considered [37]. Thus, it allows
ab initio molecular dynamics simulation for excited elec-
tronic states and opens a way to study the electron trans-
fer between the ion and the target electrons during the
collision [38]. In the present work, since we are mainly in-
terested in the low velocity regime that is well below the
core–electron excitation threshold, only valence electrons
of host atoms are considered throughout this work. The
coupling of valence electrons to ionic cores is described
by using norm–conserving Troullier–Martins (TM) pseu-
dopotentials [39].
In order to investigate electron excitation and electron
distribution after the collision, the electron distribution
in the conduction band is defined by the projection of
the time–dependent wave function to the initial particle
states in the conduction band [40, 41],
nocc(m, k) =
∑
n′
|〈ϕmk|ϕn′k(T )〉|
2, (7)
where m represents the KS orbital index and k is the
Bloch wave number.
The projectile is initially placed outside the crystal and
a TDDFT [42, 43] calculation was completed to obtain
the converged ground state results that are required as
the initial condition for subsequent evolution with the
moving projectile. Once the convergence of the ground
state is achieved, the projectile is then released with the
given initial velocity; meanwhile, the KS orbitals are
propagated through the time–dependent KS equations
by employing the approximated enforced time reversal
symmetry method [44]. The ionic motion is obtained
via the numerical solution of Eq. (4) by applying Verlet’s
algorithm. Each simulation of the ion–solid collision con-
sists of a well-defined direction of the projectile shooting
the HfO2 thin film with experimental density. The cal-
culations were carried out by using the OCTOPUS ab
initio code package [45, 46]. In the present work, the ex-
ternal potential, electronic density, and KS orbitals are
discretized in a set of mesh grid points with a uniform
spacing of 0.18 A˚ along the three spatial coordinates in
the simulation box. To avoid artificial reflections of the
electronic wavefunctions from the boundary, we use a
complex absorbing potential boundary [47] during the
collision process.
Physical picture of this study is that: the projectiles
are directed along negative z axis with a given velocity.
Ionic motion of target atoms is neglected by fixing the
host ions in the equilibrium positions because it is sup-
posed to play a marginal role over the total simulation
time that is limited to several femtoseconds [48]. Se was
investigated under channeling condition, where the pro-
jectiles do not encounter the target nuclei directly. The
nuclear contribution to the stopping power, therefore, is
negligibly small and can even be completely suppressed
when the host atoms are frozen in the equilibrium posi-
tions.
Supercell size is chosen so as to reduce the finite size
effects while maintaining controllable computational de-
mands. In present work, a FCC structured 2×2×2 con-
ventional cell comprising 32 Hf and 64 O atoms is em-
ployed, the lattice constants we choose is 5.11 A˚, which
is identical to the measured value [49]. To ensure the sta-
bility of the computation, we use a time step of 0.001 fs.
It should be noted that the numerical parameters have
been carefully examined, and the chosen parameters are
found to be a compromise between the convergence of
results and the efficiency of the calculation.
III. RESULTS AND DISCUSSION
Se along the middle axes of three different channels is
investigated. We show in Fig. 1 the calculated results
for Se of protons and helium ions in HfO2 with veloc-
ity range 0.1 – 1.0 a.u., together with the experimental
data [50]. For the sake of comparison, the predictions
obtained from the SRIM–2013 data base are also plot-
ted. It should be noted that SRIM results are obtained
semi–empirically by averaging over a number of differ-
ent incident directions with distinct impact parameters;
thus, it does not explicitly account for the channeling
conditions studied in our calculations. For this reason,
the calculated results are expected to follow a qualitative
trend of SRIM data, which has been shown in several
previous theoretical studies [48, 51, 52].
In Fig. 1(a) we find a pronounced agreement between
the calculated values and experimental data for Se of pro-
tons along the middle axes of <100> and <111> chan-
nels, which shows the power of the TDDFT technique to
accurately reproduce electronic stopping power in real-
istic system. However, in order to obtain the electronic
stopping power with high precision, an ensemble average
over numerous projectile paths needs to be taken until
satisfactory convergence is reached, but this is beyond
the scope of this work. As can be seen in Fig. 1, the Se
behavior of protons and helium ions in HfO2 are gener-
4ally velocity–scaling, which conforms the expected energy
dissipation mechanism caused by electron–hole pair ex-
citation. An interesting phenomenon we find in Fig. 1 is
that the threshold effect for protons and helium shows
a distinctly different trait. Considering the velocity-
proportionality assumption, if we extrapolate the calcu-
lated data to zero, the threshold velocities for protons
shown in Fig. 1(a) are 0.07 a.u., 0.10 a.u., and 0.04 a.u. in
the <100>, <110>, and <111> directions, respectively.
For the Se behavior of helium ions shown in Fig. 1(b), no
threshold effect is found.
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FIG. 1. Electronic stopping power for protons (a) and he-
lium ions (b) versus velocity along the middle axes of <100>,
<110> and <111> channels of HfO2. The lines are guides to
the eye. The inset in (a) is enlargement of the main figure.
A. Threshold effect in Se of HfO2
To investigate the different threshold effects between
the protons and helium ions, we have explored the pos-
sible energy dissipation channels. In the present work,
we find Se is related to charge transfer, which is an ad-
ditional energy dissipation channel besides electron–hole
pair excitation. Many mechanisms may contribute to
the charge transfer. Besides the direct transitions such
as excitation, ionization, and capture [53], the Auger pro-
cess between the host atoms and ions also plays a pro-
nounced role, in which an electron jumps from the va-
lence band of the host atom to an ion bound state and
vice versa. The energy released in such transitions is
balanced by an electronic excitation in the medium or
on the projectile [54]. Other possible mechanisms are
resonant charge transfer and radiative decay processes
of the projectiles. Since pseudopotentials are adopted in
the present TDDFT simulation, Auger processes follow-
ing the inner–shell vacancy can not be considered. Nev-
ertheless, because the kinetic ion energy in the present
work is restricted to 25 keV/u and lower, according to
the interpretation in Ref. [55], direct transition mecha-
nisms are dominant in such a low velocity regime, Auger
processes following the inner–shell vacancy make a minor
contribution to charge transfer.
Generally, both the neutralization and re-ionization of
the ion included in the charge transfer process contribute
to the decreasing of ion’s kinetic energy, due to the pro-
motion of electronic states of either the host atoms or the
projectile itself. Pen´alba et al. [56] reported that charge
transfer is an important energy loss channel, especially
for projectile around stopping maximum. For protons
with v = 1 a.u. in Aluminum, charge transfer accounts
for 15% of total SP. However, it has not been considered
in the original SP theory that accounts for linear velocity
dependence. The different threshold effect between pro-
ton and helium ion in Fig. 1 is studied by checking their
charge transfer behaviors in low velocity regime.
As a first step, the time evolution of a helium ion mov-
ing through the <100> channel for a given velocity of
1.0 a.u. is visualized in Fig. 2. Four snapshots covering
the entire collision process are presented. Before enter-
ing the crystal (t = 0.059 fs), the helium ion projectile
is a bare ion [Fig. 2(a)]; when the helium ion is getting
close to the crystal (t = 0.095 fs) and penetrating along
the channel (t = 0.486 fs), it exchanges charge with the
host atoms [Figs. 2(b) and (c)]; after traversing the HfO2
film (t = 0.628 fs); the exiting ion still retains some cap-
tured electrons [Fig. 2(d)]. The example in Fig. 2 could
be qualitative evidence for the charge transfer during the
collisions. The gray region is the change in electron dis-
tribution caused by the intruding ion.
The electron density change induced by the helium
ion in real time is quantified by integrating the valence
charge density within the volume around the projectile
ion with a radius of 1.26 A˚ in the time–dependent calcula-
tion, from which the ground state electron density of the
target in the corresponding volume has been subtracted
and we thus obtained the number of induced electrons
in real time. In the present work, we deem this quan-
tity as the charge transferred to the projectiles. A point
should be noted is that free electrons caused by electron
scattering process may also be included in such approx-
imation, where electrons pile up close to projectile due
to the attractive interaction between electrons and the
ions [57]. The choice of 1.26 A˚ as the integration radius
is a compromise between various factors. In this study,
we are interested in learning the real–time electron occu-
pying the intruding ion orbitals, and we get it through
the discrepancy of density, i.e., the change in electron
distribution around the ion between the time–dependent
and the ground state calculations. In theory, a larger
integration radius can be more effective to fully take a
variety of mechanisms and also the highly occupied or-
bits into account. However, at the same time, it may
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FIG. 2. (Color online) Snapshots of time evolution of the
electron density change caused by a He2+ ion moving through
HfO2 crystal with v = 1.0 a.u. along the middle axis of <100>
channel (side view). (a) t = 0.059 fs, the ion is above the
crystal. (b) t = 0.095 fs, the ion is entering the channel.
(c) t = 0.486 fs, the ion is penetrating along the channel.
(d) t = 0.628 fs, the leaving ion retains some electrons after
the collision. The gray regions are the change of electron
distribution caused by the intruding ions.
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FIG. 3. (Color online) Electrons captured by protons (a) and
helium ions (b) versus z coordinates in low velocity regime
along the middle axis of <100> channel. The vertical dashed
lines are the positions of O layers, the vertical solid lines are
the positions of Hf layers.
include more free electrons and excited state electrons of
the host atoms that do not belong to the ion and also
more excited state electrons caused by the former steps,
as shown in Fig. 2.
Electrons induced by the H+ and He2+ ions with very
low velocities moving along the middle axis of <100>
channel are presented in Fig. 3; the periodic variation in
induced electron reflects the periodicity of the crystal.
As can be seen, the charge exchange between the pro-
jectile and host atoms takes place alternately along their
trajectories. Generally, protons show less active charge
exchange behavior during the collision than helium ions.
In the present work, we found charge transfer of protons
is sensitive to ions velocity, it becomes less and less obvi-
ous as the velocity decreases in the extremely low veloc-
ity regime (not shown). While, charge transfer of helium
ions shows a weak correlation with velocity. Consider-
ing charge transfer accounts for a noticeable share of Se,
in the extremely low velocity regime the contribution to
Se from electron–hole pair excitation becomes feeble and
charge transfer may be the dominant energy loss chan-
nel. The different threshold effect shown in Fig. 1 can be
attributed to the different charge transfer behaviors be-
tween two kinds of ions in extremely low velocity regime.
To depict the electron–hole pair excitation, we calcu-
lated the electron occupation number distribution in the
conduction band for protons at a given velocity of 0.01
a.u. along the middle axis of <110> channel and 0.5 a.u.
along the middle axis of <100> channel. Such choices are
made with the consideration to compare the cases with
and without explicit electron–hole excitation, because
0.01 a.u. in <110> channel is lower than the threshold
velocity and 0.5 a.u. in <100> channel is higher than
threshold velocity. Results are shown in Fig. 4. The ex-
citation energy of the crystal has been extended to 7 eV
in the conduction band by adding empty KS obtials in
the simulation. We can see clearly that the excited elec-
trons are distributed broadly in the considered energy
range for the proton at velocity of 0.5 a.u. in <100>
channel. However, the electrons occupation in conduc-
tion band is implicit for the proton at velocity of 0.01
a.u. in <110> channel, and the number of excited elec-
trons in this energy range is much smaller than that of
the 0.5 a.u. proton.
As already alluded to in the previous paragraph, elec-
trons excitation from valence band to the conduction
band are suppressed by the energy gap. It should be
noted that charge transfer discussed above also con-
tributes to electrons excitation. The implicit electrons
excitation for 0.01 a.u. proton also demonstrates the
missing of charge transfer in very low velocity regime.
This means the projectile ion does not lose any energy to
the target electron subsystem when the velocities are be-
low a certain threshold, resulting in a threshold effect in
the Se dependence on the velocity. Although the empty
KS level does not provide the exact description of the
real excited states of the nanostructure, this can be con-
sidered as the first approximation to the true excitations
6of the system [58, 59].
 0.5   a.u. <100> channel
FIG. 4. Electron occupation number distribution after the
collision ends. The left side of the vertical lines shows the
occupation of the ground state and the right side shows the
excited states. The black line and red one are cases of protons
at 0.01 a.u. in <110> channel and 0.5 a.u. in <100> channel,
respectively. See more details in the text.
B. impact parameter dependence of charge
transfer and Se
Since the occupied He-1s level is strongly affected by
the interaction distance [60–63]. So charge transfer be-
havior may differ for different trajectories. To investigate
the effect of impact parameter on charge exchange and
threshold velocity, we show in Figs. 5 and 6 the Se behav-
ior and the corresponding charge transfer profiles versus
z coordinates for a given velocity of 0.3 a.u. along two
trajectories in <100> channel and three trajectories in
<110> channel. The trajectories are chosen to sample
different impact parameters within the channel. In the
present work, the value of impact parameter is defined
as the closest distance to any of Hf atoms along the ion
trajectory. The trajectories along the middle axes of the
channel have the highest impact parameters and trajecto-
ries close to Hf atoms have the lowest impact parameters.
For the five trajectories in Fig. 5, the impact parameters
are in order 1.279 A˚, 0.904 A˚, 1.809 A˚, 1.357 A˚ and 0.904
A˚.
As can be seen, no threshold effect can be found in
<100> channel in both the center and off–center chan-
neling cases shown as trajectories 1 and 2, respectively.
While, threshold effect is observed along the trajecto-
ries with low impact parameters in the <110> channel,
i.e. trajectories 4 and 5, the threshold velocity are 0.05
a.u. and 0.15 a.u., respectively. We notice that the
charge transfer behavior shown in Fig. 6 is active for the
trajectory in <100> channel with low impact parame-
ter. While, the amplitudes of charge transfer are much
smaller along the trajectories in <110> channel with low
impact parameters, and trajectory 5 shows a even less
evident charge transfer behavior than trajectory 4. This
result consist with the threshold effect shown in Fig. 5,
which indicates that an active charge transfer may cause
vanish of the threshold.
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FIG. 5. (Color online) Electronic stopping power of helium
ions in HfO2 as a function of the velocity along two trajec-
tories in the <100> channel (a) and three trajectories in the
<110> channel (b). The lines are guides to the eye. The inset
shows a sectional view of the <100> channel and the trajecto-
ries. The gray circles and the blue ones represent host atoms
in different transverse planes (defining the channel), while the
black circles show the projectile positions for different impact
parameters. For the five trajectories impact parameters are
in order 1.279 A˚, 0.904 A˚, 1.809 A˚, 1.357 A˚ and 0.904 A˚.
The instantaneous energy loss rate of the projectile
ion in a condensed matter system often depends strongly
on the specific path taken by the ion and its proximity
to atoms and bonds over the course of the trajectory.
In the present work, we find Se is remarkably impact
parameter–dependent, results along different trajectories
have different magnitudes. To understand the depen-
dence of the Se on the impact parameter, we show in
Fig. 7 the ground state electronic density and the axial
force along along three different ion trajectories (shown
as black circles in Fig. 5(b)) in <110> channel for helium
ions at a given velocity of 0.3 a.u.. The density values are
obtained by averaging electron density of cylindrical ion
track with a radius of 0.36 A˚ step by step. The trend of
the axial force is similar to that of electron density, and
there is a proportional relation between the two to some
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FIG. 6. Electron capture by He2+ along trajectories with
different impact parameter in the <100> channel (a) and in
the <110> channel (b) for a given velocity of 0.3 a.u.. The
curves are corresponding to trajectories in Fig. 5. The vertical
dashed lines and solid lines in (a) are the positions of O layers
and Hf layers, respectively. The vertical dash-dotted lines in
(b) are positions of crystalline layers comprising both O and
Hf atoms.
extent, which is in accordance with the density functional
theory (DFT) results [64] for FEG. The average density
values obtained along the whole trajectories in <100>,
<110>, and <111> channels are 0.35, 0.33, and 0.28
electrons/A˚3, respectively, which consists with the am-
plitude of Se shown in Fig. 1(b). This suggests that the
Se in channeling conditions is related to the average den-
sity along the projectile’s trajectory, corroborating the
interpretation in the literatures [27, 65–68].
The trend of force also have a direct correlation with
the threshold effect. As can be seen, the applied force on
helium ion varies like a sine function with respect to the
displacement, and trajectories with the low impact pa-
rameters have a larger variation. For trajectories 3 and
4, the force is generally above zero, i.e. positive z direc-
tion, which means the ions are predominantly exposed
to drag force along the channel. For trajectory 5, the
force exerting on the ion turns up and down periodically
(in the z axis direction), leading to little net energy loss
in the following path, which is consistent with the rela-
tively small threshold velocity of trajectory 5 shown in
Fig. 5(b).
It should be noted that, since projectile have distinct
charge transfer behaviors along different trajectories, and
charge transfer contribute significantly to Se. So the ef-
fect of impact parameter on Se is also embodied through
the charge transfer.
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FIG. 7. (Color online) Electron densities (a) and axial force
(b) exerted on helium ion for a given velocity of 0.3 a.u. versus
z coordinates in HfO2 along three trajectories in <110>. The
curves are corresponding to trajectories in Fig. 5(b). The ver-
tical dashed lines are positions of crystalline layers comprising
both O and Hf atoms.
IV. CONCLUSIONS
Theoretical study from first principles the electronic
stopping power of slow light projectiles in HfO2 has been
presented. The velocity–proportional Se of HfO2 is pre-
dicted. A quantitative agreement between the experi-
mental data and our results is achieved. Threshold effect
is found when proton is channeled in the HfO2 thin film,
while, the expected threshold effect was not found for he-
lium ion channelling the crystal, which was interpreted as
a consequence of charge transfer. We have learned that
the Se is sensitive to the impact parameter due to the
different electron density experienced by the ions, which
is consistent with the assumptions form FEG model. Our
results shed light on describing the interaction between
the ions and the target electrons without restricting the
electrons to the adiabatic surface. To obtain a deeper
understanding of the effect of charge transfer on inelas-
tic energy loss, a thorough theoretical analysis of possible
charge exchange mechanism in combination with suitable
experimental studies is highly desirable.
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