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Ab–initio low–energy dynamics of superfluid and solid 4He
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We have extracted information about real time dynamics of 4He systems from noisy imaginary time
correlation functions f(τ ) computed via Quantum Monte Carlo (QMC): production and falsification
of model spectral functions s(ω) are obtained via a survival–to–compatibility with f(τ ) evolutionary
process, based on Genetic Algorithms. Statistical uncertainty in f(τ ) is promoted to be an asset
via a sampling of equivalent f(τ ) within the noise, which give rise to independent evolutionary
processes. In the case of pure superfluid 4He we have recovered from exact QMC simulations
sharp quasi–particle excitations with spectral functions displaying also the multiphonon branch. As
further applications, we have studied the impuriton branch of one 3He atom in liquid 4He and the
vacancy–wave excitations in hcp solid 4He finding a novel roton like feature.
PACS numbers: 67.40.Db; 67.55.Jd; 67.55.Lf; 67.80.-s; 02.30.Zz
I. INTRODUCTION
The development of ab initio theoretical descriptions
of the low-energy dynamical behavior of quantum inter-
acting models is naturally a very important issue in a
huge variety of physical studies, ranging from Statistical
Physics to Quantum Field Theory. In the realm of Con-
densed Matter Physics, this requires to start from the
Hamiltonian operator Hˆ of a many-body system and to
investigate dynamical properties via the study of spectral
functions:
s(ω) =
∫ +∞
−∞
dt
2π
eiωt〈eiHˆtAˆe−iHˆtBˆ〉 , (1)
Aˆ and Bˆ being given operators acting on the Hilbert
space of the system, and the brackets indicating expecta-
tion value on the ground state or thermal average. In this
work we will address this topic in the case of bulk 4He,
which, during last decades, has gained extreme interest
since it provides the simplest scenario in which quantum
fluctuations and the statistics obeyed by the involved de-
grees of freedom govern the physics of a macroscopic sam-
ple, giving rise to a big deal of fascinating phenomena1.
The simple Hamiltonian of the system displays all the
complexities related to strong correlations among par-
ticles and has been a very important test-ground both
for many body theories and for numerical simulations.
In particular, the absence of the additional difficulties
connected with Fermi statistics has allowed Quantum
Monte Carlo (QMC) methods to provide exact descrip-
tions of equilibrium phases of 4He, opening the possibility
of putting light into the intriguing physical mechanisms
underlying superfluidity and Bose Einstein condensation
on a quantitative basis2.
The natural idea of extending such approaches to dy-
namical properties (excitation spectra, transport coeffi-
cients etc.) is highly not trivial: a direct QMC computa-
tion of (1) faces the problem of obtaining exact real time
evolution, and general solutions are not known. Never-
theless, we can try to partially fill this lack of knowledge
using QMC techniques themselves. The stochastic pro-
cesses related to imaginary time Schroedinger equation
underlying QMC simulations allow to perform observa-
tions on the system, resembling actual measurements on
an experimental sample; in particular in a QMC simula-
tion it is straightforward to collect a set of observations:
F ≡ {f0, f1, . . . , fl}, (2)
which are estimations of imaginary time correlation func-
tions:
f(τ) = 〈eHˆτ Aˆe−Hˆτ Bˆ〉 (3)
in correspondence with a (unavoidably) finite number of
imaginary time values {0, δτ, 2δτ, . . . , lδτ}, δτ being the
time step of the QMC algorithm employed. In general F
is obtained as an average of several QMC calculations of
f(τ), each affected by statistical noise and which are used
to estimate the statistical uncertainties {σf0 , σf1 , . . . , σfl}
associated with F .
Such observations can provide information to infer an
estimation of s(ω), through the exact relation:
f(τ) =
∫ +∞
−∞
dωK(τ, ω)s(ω) (4)
where for example, at zero temperature, K(τ, ω) =
θ(ω)e−τω, θ(ω) being the Heaviside distribution. We
have thus to face the inverse problem3 of deducing the
spectral function s(ω), inverting (4) starting from lim-
ited and noisy data. At a first glance, one immediately
convinces himself that such an inverse procedure in most
realistic situations is unavoidably ill–posed, since any set
of observations is limited and noisy and the situation is
even worse since the kernel K(τ, ω) is a smoothing oper-
ator: the possibility of finding out one and only one s(ω)
solving our problem is excluded.
Often sum rules provide useful help, either imposing
exact constraints on s(ω) or allowing to perform addi-
tional QMC measurements:
C ≡ {. . . , c0, c1, . . . , cn, . . . } , (5)
2which provide estimations for some moments of s(ω):
〈ωn〉 =
∫ +∞
−∞
dωωns(ω), n ∈ Z. (6)
For example c0 is an estimation of 〈AˆBˆ〉 which may be
easily obtained in equilibrium QMC simulations together
with an associated statistical uncertainty. Moreover some
a priori knowledge may be assumed such as the support,
non–negativity or some further properties.
We would like to stress that the problem we have to
face belongs to the huge class of the inverse problems,
which, since the earliest days of research in Physics, have
always provided challenges in a huge variety of physi-
cal or even more generally scientific studies3,4. At the
most general level, an inverse problem emerges whenever
one is building up a theoretical description of a natural
phenomenon and ought to fill some lack of knowledge.
Typically one could need to infer some parameters of the
theory, and this could be achieved borrowing informa-
tion from experimental data or, as in our specific case,
numerical observations, i.e. computer simulations.
The task of facing the problem in equation (4), typ-
ically referred in literature as an analytic continuation
problem, has already been investigated: the Maximum
Entropy Method5 (MEM) is the most widely popular
strategy developed; in the realm of bulk quantum fluids
it has provided only qualitatively interesting results6,7.
Other methods have been proposed: the Average Spec-
trum Method8 (ASM), which has been recently applied
to lattice spin models9 but also to realistic off–lattice
systems10, the Stochastic Analytic Continuation (SAC)
method11 and also the spectral analysis described in
Ref.12. ASM and SAC are very similar approaches and
it has been proposed that MEM can be identified as a
special limit of SAC13. Along this way, very recently a
new algorithm strictly based on principles of Bayesian
statistical inference has been proposed14. All these new
approaches have been found able to reaveal some fine de-
tails of the spectral functions but none of them has been
applied to superfluid 4He which is the case study of this
work. We have used an inversion strategy which shares
some features with the approaches cited above, but pos-
sesses also some peculiar features: a novel way to deal
with the statistical uncertainties in the observations and
the use of genetic algorithms to find spectral functions
compatible with observations. A preliminary application
of this strategy to the determination of the dynamical
structure factor S(q, ω) of liquid 4He was presented in
Ref.15; here we explain it in detail and we present sev-
eral applications to the Helium system.
The structure of the paper is the following. In sec-
tion II we describe the strategy which we have used; in
section III we show applications of this strategy on sev-
eral Helium systems; section IV contains our conclusions.
Appendix A contains some details of the used strategy,
while in Appendix B we present tests on the reliability
of this strategy on known spectral models.
II. INVERSION STRATEGY
When considering ill-posed inverse problems some im-
portant questions naturally arise: what can we really
learn when facing an inverse problem? What do we mean
when we speak about a solution? In our opinion, a key
proposition is brilliantly put forward in Ref.16, follow-
ing Popper17: observations may be used only to falsify
a theory. Translating this idea into the language of our
problem, we cannot expect to find out a recipe that will
allow to deduce all what is needed to build up a unique
function s(ω) from a given set of observed data, maybe
together with additional informations, D = {F , C}. Nev-
ertheless, provided that we are able to construct a suit-
able parametrization of the abstract space S containing
all the possible spectral functions, we may use observa-
tions to provide a “falsification test”, aimed to exclude
the functions s(ω) which fail to fit the data D = {F , C}
via (4) and (5). In this way we will be able to collect a
(maybe very big) class of spectral functions, which have
been not falsified by the measured data. In our opinion,
the best way to achieve this is to fully exploit all the in-
formation related to the observations: that is, since any
set of experimental data appears together with statisti-
cal uncertainties evaluated starting from suitable mea-
surements, any set of data compatible with the original
one has to take part to the falsification test, in order to
suppress the possibility of unphysical effects arising from
statistical fluctuations.
Once we remain with a set of equivalent spectral func-
tions “survived” to the falsification test, depending on
the mathematical details of the space S, a natural idea
appears to be that of devising a procedure allowing to
capture what do the “survived” ones have in common.
In this way, even if we won’t succeed in finding out a
unique s ∈ S, we will be able nevertheless to find out
a class of features, providing physical properties, that s
has to possess not to be falsified by the limited set of
observations. As explained below, to implement this we
need a space of models S, containing a wide collection
of spectral functions consistent with any prior knowledge
about s(ω), a falsification procedure relying on the QMC
“measurements” D = {F , C} and a strategy to capture
the accessible physical properties of s(ω). The strategy
we are going to describe in the following relies on Ge-
netic Algorithms18 to explore S and falsify its elements;
for this reason in the text we will refer to it as the Genetic
Inversion via Falsification of Theories (GIFT) strategy.
A. The space of models
In our mathematical framework S contains a wide
class of step functions, providing a compromise between
the possibility of suitably approximating any model of
spectral function and the feasibility of numerical opera-
tions inside it. In the typical case (Aˆ = Bˆ†) when s(ω)
is known to be real-valued, non-negative and the zero-
3moment sum-rule holds, we rely on models s of the form:
s(ω) =
Nω−1∑
j=0
sj
M∆ωχAj (ω),
Nω−1∑
j=0
sj =M . (7)
s(ω) differs from the physical spectral functions by a fac-
tor c0, the zero–moment sum rule, which belongs to the
set of observations and its role will become evident below.
We introduce a discretization of the codomain:
sj ∈ N ∪ {0}, (8)
to make the space finite, and we use the characteris-
tic function χAj (ω) of the intervals Aj = [ωj, ωj+1),
{ω0, . . . , ωNω} being a partition of width ∆ω of an inter-
val of the real line larger than the hypothesized support
of s(ω). M provides the maximum number of quanta of
spectral weight available for the ensemble of the intervals
Aj .
B. The falsification principle
Once we have defined the space of model spectral func-
tions, we have to devise a practical strategy to imple-
ment the falsification principle. We have to rely on the
QMC estimations D = {F , C}. To keep the descrip-
tion simpler we now concentrate only on F ; naturally
all what we will say refers also to C with obvious modifi-
cations. The numbers {f0, f1, . . . , fl} are averages evalu-
ated during a simulation and appear together with their
estimated statistical uncertainties {σf0 , σf1 , . . . , σfl}. In
typical approaches, such information are dealt with in-
side the framework of Bayes’ theorem; they provide the
key ingredients to build up the a posteriori probability5
to be maximized, together with some a priori probability,
to extract the most probable spectral function.
On the other hand, we find natural to suggest a
novel way of exploiting the information contained in
{σf0 , σf1 , . . . , σfl}: any set F⋆ equivalent to (2), i.e. such
that |f⋆i − fi| is of the same order as σfi , could be a
result of another simulation. Falsifying the elements of
S should require not only compatibility with F but also
compatibility with a vast population of F⋆ equivalent to
the set (2) of data. In general, relying on independent
simulations to generate equivalent sets F⋆ could repre-
sent a very demanding computational task; thus, when
this is not sistematically practicable, we need a recipe
to generate equivalent sets F⋆, and then we have to use
the generated F⋆ to falsify the elements of S. At the
simplest level we have addressed the generation of the
sets F⋆ by sampling independent Gaussian distributions
centered on the original observations, with variances cor-
responding to the estimated statistical uncertainties. A
generic element F⋆ is then:
F⋆ ≡ {f0+ε⋆0, f1+ε⋆1, . . . , fl+ε⋆l } = {f⋆0 , f⋆1 , . . . , f⋆l } (9)
being ε⋆j random numbers sampled from Gaussian distri-
butions with zero mean and variances equal to σ2fj . See
the end of Appendix A to read about possible extensions
related to this point. When the procedure in (9) has
been used, a posteriori, in some selected cases, one can
check the accuracy of the results obtained by comparing
these with models coming from the analysis of indepen-
dent QMC observations. We stress that the very idea of
exploiting the statistical uncertainties in the observations
for generating equivalent sets F⋆ is the main difference
with respect to preexisting statistical approaches to in-
verse problems.
The key point is then to falsify the elements of S re-
lying on each one of these sets(9): compatibility means
small deviations from the observations. Thus, given the
set F⋆, a very simple measure of the compatibility of a
model with this set of observations can be obtained by
computing
∆(s) =
1
l + 1
l∑
j=0
[
f⋆j −
∫
dω e−ωjδτ c⋆0 s(ω)
]2
. (10)
The normalization of our models requires the multiplica-
tion of s(ω) by the estimation, c0, of the zero moment,
which belongs to the set of observations D; consistently,
we sample also its value analogously to how we treat F .
This is the reason why a factor c⋆0 appears in (10).
Each member F⋆ of equivalent data leads to a differ-
ent model; let us call sk the model found with the k-th
member F⋆. Each one of these models cannot be trusted
to be the solution of the inverse problem, being at least
partially biased by the particular F⋆; in other terms we
can say that each one of these models will posses spu-
rious information, presumably different in each model,
together with some physical information. An averaging
procedure is therefore the simplest way to filter out the
spurious information and to reveal physical information,
which consist in the common features among the models
which have not been falsified:
SGIFT (ω) =
1
Nr
Nr∑
k=1
c
(k)
0 sk(ω) (11)
where Nr is the number of equivalent random set of F⋆
used in the computation and c
(k)
0 is the c
⋆
0 used in the
k-th reconstruction. We stress again that the averaging
procedure in (11) does not represent the absence of a
sensible strategy for the choice among the generated sk;
in fact, as explained in Ref.16, the whole collection of the
not falsified models should be considered. Contrarily, we
have a sensible strategy: we must not make any choice,
all the models that have not been falsified are equivalent;
as a consequence we are interested only in their common
features, an information that we extract via the averaging
procedure in (11).
The average procedure in the definition of SGIFT (ω)
points toward some similarities between our strategy and
that of ASM or SAC and also that of Ref.12. However,
4in the light of the falsification principle, these approaches
are fairly different: in order to obtain their “solution”,
ASM and SAC average over spectral functions obtained
by exploring model-space regions via a local Metropo-
lis random walk based on a probability distribution;8,11
in these approaches the statistical uncertainties in the
observations play a different role, appearing only in the
definition of the probability (ASM and SAC) or in the
definition of the minimal deviation in Ref.12. Another
issue is the algorithm used to explore the space of mod-
els; as explained below, GIFT uses a non-local dynamics
induced by a stochastic evolutionary process instead of a
local Metropolis random walk which, in principle, could
suffer from ergodicity problems, being the high probabil-
ity model-space regions not guaranteed to be connected.
At this point the following question urges an answer:
How can we practically explore S? We have implemented
genetic algorithms as efficient algorithms to explore our
huge space of models, S. There could be inverse prob-
lems and different space of models which could be more
efficiently explored with other algorithms; obviously, the
“inversion via falsification of theories” approach, which
consists mainly in the novel treatment of the statistical
uncertainties of observations, can be applied also using
a “dynamics” in the space of models different from the
genetic one.
C. The fitness and the genetic dynamics
Genetic algorithms (GA) provide an extremely efficient
tool to explore a sample space by a non-local stochas-
tic dynamics, via a survival–to–fitness evolutionary pro-
cess mimicking the natural selection we observe in nat-
ural world; such evolution aims toward “good” building
blocks18 which, in our case, should recover information
on physical spectral functions. The fitness of one partic-
ular s(ω) should be based on the observations, i.e., on the
noisy measured set D = {F , C}. But as explained before,
taking into account the estimated statistical noise of D,
any set D⋆ compatible with D provides equivalent infor-
mation to build a fitness function. Thus in our GA any
random set D⋆ = {F⋆, C⋆}19 gives rise to a fitness, which
simply compares “predictions” of theories and “observa-
tions”:
ΦD⋆(s) = −∆(s)−
∑
n
γn
[
c⋆n −
∫
dω ωn c⋆0 s(ω)
]2
(12)
In (12) the free parameters γn > 0 are adjusted in order
to make the contributions to ΦD⋆ coming from F⋆ and
from C⋆ of the same order of magnitude: the idea is that
we are not allowed to prefer some particular observation
among the others, thus they should have the same weight
in the fitness. If it happens that one moment is exactly
known, no error is added making c⋆n = 〈ωn〉. We stress
that (12) provides the simplest and the most natural def-
inition; moreover, as explained below, our GA uses ΦD⋆
only to order models in ascending fitness, thus any alter-
native definition of ΦD⋆ which provides the same ordering
will give rise to an identical genetic dynamics.
GA are well know procedures characterized by well de-
fined (genetic–like) operations on populations of candi-
date solution to optimization problems in applied math-
ematics. For basic nomenclature and standard imple-
mentations one can refer to textbooks (e.g. see Ref.18).
In Appendix A we present our particular realization re-
lated to the space of models we have defined. In our GA,
we start randomly constructing a collection of s(ω); each
s(ω) is coded by Nω integers, sj in equation (7). The
genetic dynamics then consists in a succession of genera-
tions during which an initial population, consisting of Ns
individuals, is replaced with new ones in order to reach
regions of S where high values of the fitness exist, for a
given D⋆. In practice, in the passage between two gen-
erations a succession of “biological–like” processes takes
place, and namely selection, crossover andmutation. The
selection procedure is meant to choose preferentially in-
dividuals with large fitness in the process of producing
the next generation (see Appendix A for more details).
In our context the GA dynamics performs the falsifi-
cation procedure: only the s(ω) with the highest fitness
in the last generation provides a model, sk(ω), which has
not been falsified by D⋆. The maximum amount of gen-
erations, NG , is chosen in order to reach the condition
∆(s(ω)) ≃ δ (See Appendix A). Many independent evo-
lutionary processes are generated by sampling different
D⋆, thus obtaining a set made of the elements c(k)0 sk(ω);
at this point, as explained above, the averaging proce-
dure (11) extracts the common features in this set and
this produces the GIFT estimate of the spectral function.
III. RESULTS FOR HELIUM SYSTEMS
We are ready now to present applications of our ap-
proach on physical systems. Long Monte Carlo runs have
been performed in order to get imaginary time correla-
tion functions with a typical statistical uncertainty of
0.1-1%. For bulk superfluid 4He most of the simula-
tions have been performed with N = 64 and N = 256
atoms moving in a cubic box, but also N = 128 and
N = 512 have been studied; for solid 4He the hcp lattice
with N = 180 and N = 448 lattice positions have been
used. Imaginary time correlation functions have been
computed for instants τl = lδτ , l = 0, .., lmax = 60 in the
superfluid phase and lmax = 30 in the solid phase, spaced
by δτ = 1/160 K−1. All the results shown in this arti-
cle have been obtained with the interatomic interaction
of Ref.20, but some computations have been performed
also with that in Ref.21 as mentioned in the text. We
have used the pair–product approximation2 to express
the imaginary time propagator in the interval δτ = 1/160
K−1 which is known to be very accurate. For bulk super-
fluid 4He we choose γn = 0 ∀n 6= 1 (see equation (12)),
i.e., we have included only c0, which is the estimation of
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Figure 1: (line) SGIFT (q, ω) for q = 0.783 A˚
−1 and ρ =
0.0218 A˚−3; (open circles) observed24 dynamic structure fac-
tor S(q, ω) in liquid 4He for q = 0.7 A˚−1 at SVP and T = 1.3
K. Notice the logarithmic scale. Notice also the difference
between the wave vector of SGIFT (q, ω) and the one of the
experimental available24 dynamic structure factor; the exper-
imental single particle peak position is known to increase by
about 0.8 K in moving from q = 0.7 A˚−1 to q = 0.783 A˚−1.
the static structure factor, and the first moment sum–rule
which is exactly known, 〈ω〉 = |~q|2/2m. For the extrac-
tion of the impurity branch and of the vacancy excitation
spectrum we have only used the zero moment sum rule.
Other parameters were fixed to ∆ω = 0.25 K,M = 5000,
Nω = 600 − 1600, initial value of Ns = 25000 which is
decreased down to the minimum value Ns = 400, as ex-
plained in Appendix A; we have used about 103 different
sets D⋆ and the number of generations for a given D⋆
have been fixed to 104. We have performed many tests
with different choices of such parameters showing that
none has a critical role under condition that Nω∆ω is
larger of the support of the reconstructed spectral func-
tions.
A. The dynamical structure factor of superfluid
4He
Our first case study is the determination of the dynam-
ical structure factor S(q, ω) of liquid bulk 4He. We have
used the exact SPIGS method22,23 to compute the inter-
mediate scattering function F (q, τ) at T = 0 K near the
equilibrium density, ρ = 0.0218 A˚−3, and slightly above
the freezing density, ρ = 0.0262 A˚−3; F (q, τ) is simply
f(τ) when Aˆ = Bˆ† is chosen to be the Fourier transform
of the local density operator Aˆ = ρˆ~q =
∑N
i=1 e
−i~q·~ˆri . An
example of our reconstructed SGIFT (q, ω) is shown in
Fig.1, it exhibits an overall structure in good agreement
with experimental data: a sharp quasi–particle peak and
a shallow multiphonon maximum are present. Both fea-
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Figure 2: (a) and (b): SGIFT (q, ω) at q = 1.755 A˚
−1 and
ρ = 0.0218 A˚−3; (a) single quasi–particle (qp) peak; (b) mul-
tiphonon (mp) contribution (notice change of scale). Lines
corresponding to a SGIFT (q, ω) obtained with a nonzero en-
tropic prior (η 6= 0) are also shown. (c) ε(q) extracted at
ρ = 0.0218 A˚−3 from the position of the qp (circles) peaks
and the positions of the maxima of the mp contribution (tri-
angles) are shown. The error–bars represent the 1/2–height
widths. (d) ε(q) and mp contribution extracted at ρ = 0.0262
A˚−3. Lines in (c) and (d): experimental data25,26; in the mp
region in (c) the lower curve (dotted) represents the position
of the maximum while the upper one (dashed) represents the
1/2–height width.
tures appear for the first time within an analytic contin-
uation procedure applied to a QMC study of superfluid
4He. Notice that it is not appropriate to compare the
widths of the two sharp quasi–particle peaks in Fig.1:
in fact the experimental peak includes the broadening
arising from instrumental resolution and the effect of the
finite temperature; on the contrary, as explained in the
following, the width of the reconstructed GIFT peak from
a T = 0 imaginary time correlation function is mainly
a measure of the uncertainty in reconstructing its po-
sition. In Fig.2 we show one SGIFT (q, ω) in the roton
region together with the excitation energies ε(q) i.e., the
position of the main peak as function of q. The uncer-
tainties of ε(q) correspond to the widths of the peaks σε:
we have checked the consistency of such identification
by performing independent QMC estimations of F (q, τ)
and comparing the positions of the peaks obtained in
SGIFT (q, ω); the distribution of the peaks displays a vari-
ance comparable to σ2ε .
In principle also a MEM-like algorithm could fit into
the GIFT approach: it is enough to modify the fitness
function by adding to ΦD⋆ in equation (12) an entropic
term −ηS, with
S =
∫
dω
{
s(ω) ln
[
s(ω)
m(ω)
]
− s(ω) +m(ω)
}
, (13)
S being the entropy as in Ref.6 and η ≥ 0 a free pa-
6rameter; m(ω) is the default model which in previous
implementations6,7 has been chosen to be simply a con-
stant in absence of any prior knowledge. This is not
a faithful implementation of MEM because the entropic
term is used in the context of GIFT and not within the
framework of Bayes’ theorem. Anyway, it provides re-
sults for the dynamical structure factor of superfluid 4He
very similar to those appeared in literature6,7: by using
a constant as default model, m(ω), for all wave vectors
~q we observed for the main peak of S(q, ω) a broaden-
ing (see Fig.2) strongly dependent on the choice of the
parameter η. This makes us loose a great deal of infor-
mation and makes the extracted excitation energies crit-
ically dependent on the value of η, thus introducing am-
biguities in the interpretation of the results. Recently, a
new fully Bayesian approach has been proposed14, which
avoids ad–hoc assumptions on the relative intensity of
the entropic term and which is able to reconstruct spec-
tral functions with more pronounced features. It will
be interesting in the future to see how this new method
or other recent Bayesian methods perform on superfluid
4He. Given their ability in reconstructing some fine de-
tails of the spectral functions, observed in studying dif-
ferent quantum systems, it is possible that such meth-
ods will give equivalent or even better results than GIFT
when applied to the same inverse problem. In our orig-
inal approach, i.e. without ηS(s), we have checked that
none of the parameters (like M, ∆ω, α, γn, ...) affects
the class of features that we may trust to carry reliable
physical information.
In Fig.3 (see the upper panel) we compare the spec-
tral function shown in the upper panels of Fig.2 with a
spectral function extracted with GIFT from a more noisy
correlation function (see lower panel in Fig.3) computed
with a less accurate imaginary time propagator for in-
stants τl = lδτ , l = 0, .., lmax = 17, spaced by δτ = 1/40
K−1. In this new GIFT reconstruction the statistical un-
certainties {σf0 , σf1 , . . . , σfl} are about four times big-
ger, i.e. about 4× 10−3 instead of about 10−3, but even
if we have less accurate observations on about four times
fewer imaginary time points, GIFT is able to reconstruct
a spectral function displaying an elementary excitation
peak and a multiphonon contribution in agreement with
the result of the more accurate simulation. This shows
the robustness of GIFT against less accurate QMC data.
Further studies on the robustness of GIFT against inac-
curate QMC data are shown in Appendix B, where tests
on known spectral models are presented (see Fig.14).
As an example of the stochastic evolution of a GIFT
computation, in Fig.4 we show the deviation (10) as a
function of the number of generations in the evolution-
ary process for the reconstruction plotted in Fig.2(a,b)
for η = 0 averaged on the sampled sets D⋆. One can
see that the maximum number of generations, NG , we
have used in this reconstruction is optimal in reaching
the “compatibility” condition, ∆(s) ≃ δ = 1l+1
∑l
j=0 σ
2
fj
,
without overfitting (this point is expanded in Appendix
A).
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Figure 3: Upper panels: SGIFT (q, ω) at q = 1.755 A˚
−1 and
ρ = 0.0218 A˚−3 extracted from noisy imaginary time corre-
lation functions with different level of accuracy; (left) single
quasi–particle peak; (right) multiphonon contribution (notice
change of scale). Lower panel: imaginary time correlation
functions f(τ ) used in the GIFT reconstructions shown in
the upper panel.
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Figure 4: Evolution of the deviation (10) during the stochas-
tic evolution of the genetic algorithm for the reconstruction
plotted in Fig.2(a,b) for η = 0 averaged with respect to the
sampled sets D⋆. The dashed horizontal line represents the
value δ = 1
l+1
∑l
j=0 σ
2
fj
.
By integrating SGIFT (q, ω) with respect to ω in the
range of the sharp peak and in the remaining frequancy
range we have access to the strength of the single quasi–
particle peak, Z(q), and to the contribution to the static
structure factor, S(q), coming from multiphonon exci-
tations. Remarkably, Z(q) turns out to be in close
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Figure 5: (a) GIFT strength of the quasi particle peak Z(q)
as function of q at two densities and experimental data27. (b)
GIFT Static density response function χ(q) at two densities
and experimental data25,28. Error bars of theoretical results
are smaller than the symbol size.
agreement with experimental data (see upper Fig.5),
thus strongly suggesting that the shallow maximum in
SGIFT (q, ω) at large energy carries indeed reliable phys-
ical information on the multiphonon branch of the spec-
trum. The position of such multiphonon maximum (see
Fig.2c) is in qualitative agreement with experiments25:
as we show in Appendix B, within the present implemen-
tation of GIFT there is no possibility to recover the de-
tailed shape of the spectral function like the multiphonon
substructures given by high resolution measurements27 of
S(q, ω). In the lower panel of Fig.5 we show the static
density response function χ(q) obtained evaluating the
〈ω−1〉 from SGIFT (q, ω); the agreement with experiments
is impressive, also near freezing28.
The calculation of the excitation spectrum ε(q) in su-
perfluid 4He via QMC was addressed for instance in
Ref.29 and in Ref.30, but here we are clearly much more
ambitious because we aim to reconstruct the full spec-
tral function. In our reconstructed spectral functions the
elementary excitation peaks are so accurately resolved
that it is possible to reveal the effects of even fine details
of the interatomic interaction. For example, the com-
puted spectrum ε(q) in the phonon region is about 0.7 K
above the experimental value. We understand this as an
effect of truncation of the inter–atomic interaction v(r)
at a certain distance rc. In most of our computations
the interatomic potential is cut-off and displaced to zero
at rc = 6 A˚, and the equation of state gives rise to an
overestimation of the sound velocity by about 16%. We
have performed some computations with rc = 14 A˚, in
a simulation of N = 512 4He atoms and in this case the
sound velocity turns out to be correct and now the theo-
retical ε(q) at small q agrees with experiment within the
resolution ∆ω.
ρ (A˚−3) EIR (K) E
II
R (K) Experimental ER (K)
0.0218 8.96 ± 0.47 8.67 ± 0.29 8.608 ± 0.01
0.0262 7.43 ± 0.34 7.22 ± 0.27 7.3± 0.02
Table I: Roton energies, ER, at two different densities and
using the v(r) in Ref.20, EIR, and the v(r) in Ref.21, E
II
R , a
potential considered more accurate. In the last column ex-
perimental data31 are shown.
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Figure 6: Impurity 3He quasi-particle peak in superfluid
4He at SVP for several wave vectors; in the inset the ex-
tracted excitation energies are shown together with experi-
mental data32.
In order to give a more detailed description of the ro-
ton region we have computed ε(q) for many wave vectors
in the roton region and the average of the excitation en-
ergies nearby the roton minimum, produces our estimate
of the roton energy, ER, as shown in Table I.
B. Impurity and vacancy dynamics
Another interesting test case is provided by liquid
4He in presence of one 3He impurity, in order to ex-
tract the impurity branch which has been experimen-
tally measured32. Variational results for such branch are
known33 but no results from exact QMC are available.
This calculation requires the choice of Aˆ = e−i~q·~rimp ,
where ~rimp is the position of the impurity. In Fig.6
we show the reconstructed spectral functions together
with the estimated dispersion relation obtained from a
simulation of N = 255 4He atoms and one 3He atom
at ρ = 0.0218 A˚−3. The agreement with experimental
data32 is very good, thus providing a robust check of va-
lidity of our approach.
As a further application of GIFT we have studied the
excitation spectrum of a single vacancy in hcp solid 4He
at ρ = 0.0293 A˚−3, a density slightly above melting. The
behavior of vacancies in solid 4He is of high interest be-
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Figure 7: Vacancy excitation spectrum in solid 4He extracted
from the SGIFT (q, ω) of the vacancy–vector position ~xv at
ρ = 0.0293 A˚−3 in a hcp lattice with N=447 particles along
the principal symmetry directions: (a) ΓK, (b) ΓM and
(c) ΓA. Two different algorithms have been used to obtain
~xv: a coarse-grain algorithm
36 (CGR) and the Hungarian
algorithm37,38 (HUN). Dotted lines represent the spectrum
of a tight binding model (T–B) for the hcp lattice39 obtained
imposing the values of the band width along the ΓK and ΓA
directions equal to the average between the values extracted
from the two different algorithms. The arrow points out the
vacancy–roton mode.
cause vacancies and other defects are believed to have
a key role in the possible supersolid phase of 4He at low
temperature34,35. In order to apply GIFT to vacancy dy-
namics the first step is the definition of a vector position
~xv that allows to follow the “motion” of the vacancy in
imaginary time during a SPIGS simulation. This prob-
lem is much more difficult than the evaluation of the
impurity branch, because the very definition of ~xv is far
from trivial due to the large zero–point motion of the
atoms in the low density solid. ~xv turns out to be a
many–body variable, depending on all the vector posi-
tions of 4He atoms, and even not free of ambiguities. We
have employed two different procedures to obtain ~xv: the
coarse-grain36 and the Hungarian37,38. In Fig.7 we show
the vacancy excitation spectrum εv(~q) extracted from
the vacancy spectral functions (Aˆ = e−i~q·~xv ) obtained
with the two methods. The results obtained with the
two definitions of ~xv are very similar, and at first sight
make evident a picture of Bloch waves in the crystal;
the agreement with a tight binding hopping model39 is
good. Notice that εv(~q) represents the excitation energy
with respect to the state with a vacancy with |~q| = 0,
i.e., εv(~q) does not include the vacancy activation en-
ergy. By fitting εv(~q) with the tight binding expression
we extract the vacancy effective mass in the different
lattice directions: m⋆ΓK = m
⋆
ΓM = 0.46 ± 0.03m4 and
m⋆ΓA = 0.55 ± 0.1m4, where m4 is the 4He mass; these
values for m⋆ are in agreement with the results obtained
with a different method in Ref.40.
The agreement of εv(~q) with the tight binding model
fails dramatically in the ΓM direction. In fact, at any re-
ciprocal lattice vector the excitation energy should vanish
and this agrees with our results along the ΓK and ΓA di-
rections as one can see in Fig.7. On the contrary at the
first reciprocal lattice vector along ΓM our vacancy ex-
citation spectrum does not vanish but it reveals a novel
vacancy–roton mode with an energy of 2.6±0.4 K and an
effective mass of about m⋆R = 0.46m4. We have checked
that this energy does not depend on the size of the sys-
tem. Such behavior of εv(~q) in the ΓM direction implies
that the (non–zero) minimum is not a consequence of the
lattice periodicity but it is related to correlated motion of
particles like in superfluid 4He. It is interesting that neu-
tron scattering from hcp 4He gives an unexpected excita-
tion mode beyond the phonon modes exactly in the ΓM
direction with a roton–like mode at the reciprocal wave
vector41. The experimental energy of such roton mode is
about 4.4 times larger than what we find; so it is unclear
the connection, if any, between our mode and experimen-
tal data. A larger vacancy roton energy might arise in
presence of clusters of vacancies. By analyzing the con-
tributions to f(τ) = 〈eHˆτ Aˆe−Hˆτ Aˆ†〉 with Aˆ = e−i~q·~xv ,
one can see that the vacancy–roton mode is connected
to motions of the vacancy between different basal planes.
The fundamental difference between in–basal–plane and
inter–basal–plane motions is that the lattice position in
the first case is a centre of inversion whereas this is not so
in the second case. The fact that hcp is not a Bravais lat-
tice is fundamental in this respect. We have verified that
in bcc crystal and in a two dimensional triangular lat-
tice, both Bravais lattices, no such vacancy roton mode
is present.
IV. CONCLUSIONS
We have extracted information about the dynamics of
a quantum many–body systems via analytic continua-
tion of QMC data, obtaining very accurate results in the
4He case, in the liquid and in the solid phase, even in
presence of disorder. Our results provide major improve-
ments with respect to previous MEM studies appeared in
literature on superfluid 4He: we have been able to recover
sharp quasi–particle excitations, with excitation energies
in good agreement with experimental data, and spectral
functions displaying also the multiphonon branch with
the correct relative spectral weight. As discussed in the
Introduction, the ability to reveal some fine details of the
spectral functions has been already observed in more re-
cent Bayesian methods applied to other systems. These
methods have never been applied to the 4He case; it will
be interesting in the future to compare the results of
all these different strategies applied to the same inverse
9problem.
The basic idea of the falsification principle16 guided us
to follow a particular strategy which relies on Genetic
Algorithms to explore the space of models to find those
of them which are compatible with observations. Each
of these models is affected by the noise and by the lim-
ited information on the dynamics of the system but we
identify the relevant physical information by extracting
the features that are common to such compatible models.
This is obtained via an averaging procedure among the
collection of models which has not been falsified. This
feature of the strategy we have used has some similari-
ties with other methods8,9,11,12 but significant differences
are present in the role of statistical noise. A drawback of
this strategy is the repeated computationally demanding
exploration of the space of models via the genetic dynam-
ics; this can be faced much more efficiently by implement-
ing simultaneous falsification procedures on different sets
of observations D⋆ via parallel computation. Anyway,
it remains the possibility that different inverse problems
and/or different space of models could be more efficiently
explored with algorithms different from Genetic Algo-
rithms. The used analytic continuation strategy can be
extended to include different kinds of constraints on the
spectral function or additional information like cross cor-
relations between the statistical noise of f(τ) at different
imaginary times; many variants of it can be devised de-
pending on the problem, for instance a basis set different
from step functions (7) can be used or non uniform dis-
cretization in presence of problems with multiple time
scales, or distribution of noise that is not Gaussian.
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Appendix A: Details and possible extensions of
GIFT
The implemented selection procedure in our GA choose
preferentially individuals with large fitness by ordering
the population in ascending fitness and selecting the k-th
individual with
k =
[
Ns r1/3
]
+ 1 (A1)
where r is an uniform random number, r ∈ [0, 1), and
[. . . ] is the integer part; the non linear dependence of
k on r ensures that individuals with large fitness are
preferentially selected. The crossover then operates on
two selected s(ω), the father and the mother, exchang-
ing subparts of their total number of quanta of spectral
weight,M, to generate two sons. We have used a special
single point crossover by sampling a random integer, w,
between 0 and M and by exchanging w randomly cho-
sen quanta of spectral weight between the father and the
mother. In this way, the second equation in (7) is auto-
matically satisfied, implying that the zero–moment sum
rule is also satisfied. Each exchanged quantum remains
in the original frequency bin as in its parents, thus en-
suring that strong features present in both parents tend
to persist in the sons. Successively, with a given proba-
bility, mutation takes place on the two new individuals,
i.e., a shift of a fraction of spectral weight between two
intervals Aj . This is repeated till a new generation of
s(ω) replaces the old one, with the exception of the s(ω)
with the highest fitness in the old generation which is
cloned (elitism). The number of individuals in the new
population is constantly reduced by about 5% at every
generation till Ns is equal to a given minimal value; from
this point over, the number of individuals Ns in the new
generations is kept constant to this minimum value. The
discarded individuals are those with the smallest fitness
in the population. This is done to start the genetic evo-
lution from a wide variety of possible models without
dissipating computational time on falsified spectral func-
tions.
The choice of the form of ∆(s) in (10) is not crit-
ical because, as explained above, its role in GIFT is
only to assign an ordering among models based on their
compatibility with observations; thus alternative defini-
tions of ∆(s) that do not change this ordering will give
rise to identical results. However, in presence of strong
variations among the estimated statistical uncertainties
{σf0 , σf1 , . . . , σfl} it is preferible in the definition of ∆(s)
to divide each term of the sum by the relative σ2fj in order
to give more weight to more precise observations. The
statistical uncertainties of the imaginary time correlation
functions, computed in our studies of 4He systems, were
found quantitatively comparable; therefore, we have used
∆(s) as defined in (10).
The natural scale of ∆(s) is provided by the value
δ = 1l+1
∑l
j=0 σ
2
fj
: models s such that ∆(s) << δ
may provide unphysical overfitting. In our statistical
approach to inverse problems there are two procedures
which preserve from overfitting. The first one is that,
given a set F⋆, the exploration of the space of models
S should be stopped when a model s(ω) is found such
that ∆(s) ≃ δ; a further reduction of ∆ will only repre-
sents the intention to give to F⋆ a strong belief, which
is incompatible with the statistical treatment of the ob-
servations in our strategy. The second procedure is even
more relevant and in some sense it is intrinsic to our strat-
egy: given an F⋆ the reconstructed model s(ω) contains
some spurious information, but these information will be
averaged out in SGIFT (ω).
In the present applications on 4He systems the whole
covariance matrix has not been computed, thus equiv-
alent sets F⋆ have been sampled simply by using the
procedure in equation (9). In general, the knowledge
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of the whole covariance matrix should not be neglected;
however, in Appendix B we show (see Fig.15) that even
the exact knowledge of the correlation function on an
equivalent or slightly wider discrete set of imaginary time
instants, τl, is not enough to substantially improve the
reconstruction abilities of our strategy when the kernel
in equation (4) is of the form K(τ, ω) = θ(ω)e−τω. Thus
in the present study we have considered only the diago-
nal part of the covariance matrix in order to reduce the
computational cost of our QMC simulations and GIFT
reconstructions. We have also checked that this limita-
tion does not seem to affect the present results by per-
forming a few GIFT reconstructions using outputs of sev-
eral independent simulations, which represent the exact
(but computationally heavy) sampling of p(F⋆), instead
of constructing F⋆ via equation (9). Note that in pres-
ence of more complete information in the observations,
like an estimation of the full covariance matrix Σ, for the
data in (2), the generation of the equivalent sets F⋆ can
be readily generalized by sampling an (l+1)-variate nor-
mal distribution with the following probability density
function:
p(F⋆) = exp
[− 12 (F⋆ −F)⊺Σ−1(F⋆ −F)]
(2π)
l+1
2 det(Σ)
1
2
; (A2)
standard methods to perform efficiently this task are
known (see for example Ref.42).
In the present applications we have not explored differ-
ent variants of GIFT as, for instance, a basis set different
from step functions; one cannot exclude the possibility
that by using different variants more information could
be obtained.
Appendix B: Tests on known spectral models
Here we show several tests of application of GIFT on
known analytical spectral models suitably discretized and
“dirtied” with random noise to “simulate” actual data. It
will appear evident what we have already pointed out in
the introduction: only some features of the exact solution
can be consistently reproduced; we have no possibility to
reconstruct exactly the shape of s(ω); on the other hand,
access is granted to the identification of the presence of
peaks and to their positions, to some integral properties
involving s(ω) and to its support.
The most natural test for the reliability of the GIFT
approach is provided by a systematic study of Laplace
inversion problems whose analytical solution is known.
Our idea is to focus our attention on model functions of
the form:
s(ω) = θ(ω)
Np∑
j=1
pj
e
−
(ω−µj )
2
2α2
j√
2παj
Np∑
j=1
pj = 1 (B1)
linear combinations of Gaussians multiplied by θ(ω), the
Heaviside distribution, resembling qualitatively the ex-
perimental results for spectral functions in condensed
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Figure 8: (Color online) Single peak reconstruction. Upper
panel: Two noisy imaginary time correlation functions ob-
tained via (B4) from f (a)(τ ) (open circles) and f (b)(τ ) (x
symbols), which are the Laplace transforms of sa(ω) (dotted
line in the middle panel: µ = 10 and α = 0.1) and sb(ω) (dot-
ted line in the lower panel: µ = 10 and α = 1). The inset is
a zoom on one imaginary time instant. Middle panel: sa(ω)
(dotted line) and reconstructed SGIFT (ω) (red line) using in
the fitness ΦD⋆ only the first moment (i.e. γn = 0 ∀n 6= 1);
green and blue lines represent MEM-like reconstructions with
different values of the η parameter in the fitness (see legend).
Lower panel: sb(ω) (dotted line) and reconstructed SGIFT (ω)
using in the fitness ΦD⋆ only the first moment (i.e. γn = 0
∀n 6= 1).
matter physics at T = 0. We may perform several
tests varying the parameters Np, number of maxima,
{µ1, . . . , µNp}, positions of the maxima, {α1, . . . , αNp},
widths of the peaks and {p1, . . . , pNp}, the areas under
the peaks. The Laplace transform f(τ) of (B1) may be
expressed in terms of the standard complementary error
function:
erfc(z) =
2√
π
∫ +∞
z
dte−t
2
, (B2)
whose values are tabulated, in the following form:
f(τ) =
1
2
Np∑
j=1
pje
−µjτ+
τ2α2
j
2 erfc
(
ταj − µj/αj√
2
)
(B3)
In order to simulate the output of a typical QMC cal-
culation, we define the measured imaginary time data
F = {f0, . . . , fl} as:
fj = f(jδτ) + εj (B4)
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Figure 9: (Color online) Double peak reconstruction for well
separated peaks. Upper panel: Noisy imaginary time correla-
tion function obtained via (B4) from f(τ ) (dotted line) which
is the Laplace transform of s(ω) (dotted line in the lower
panel, see text for parameters). Lower panel: s(ω) (dotted
line) and reconstructed SGIFT (ω) (red line) from f(τ ) using
in the fitness ΦD⋆ only the first moment (i.e. γn = 0 ∀n 6= 1);
green and blue lines represent MEM-like reconstructions with
different values of the η parameter in the fitness (see legend).
where f(jδτ) is evaluated from (B3), and εj are random
numbers, mimicking the error bars affecting QMC data,
following Gaussian distributions with zero mean and vari-
ances, σ2εj , comparable with the ones typically occurring
in our QMC results (σεj/fj in the range 0.1–4 %). fj play
the role of the output of QMC simulation; GIFT falsifi-
cation uses Nr random sets F⋆ = {f⋆0 , . . . , f⋆l } defined
by
f⋆j = fj + ε
⋆
j (B5)
ε⋆j being Gaussian random variables with zero mean and
variances which here, to be coherent with the applications
we have presented, we assume to be equal to σ2εj .
Our aim is to compare (B1) with the GIFT result we
obtain pretending that our knowledge about the imagi-
nary time correlation function is limited to the discretized
and noisy data F in (B4), and to other available infor-
mation cn about the moments which, inside these tests
on analytically solvable models, can be evaluated from
(B1); we will neglect now the error bars affecting the
values of the cn. The parameters we have employed in
our GIFT reconstructions are listed in Table II. Obvi-
ously, the choices of the interval of the frequency space,
of the resolution ∆ω (which fixes Nω), of the discretiza-
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Figure 10: Integral properties for double peak reconstruction.
Upper panel: I0(ω) from the exact s(ω) (dotted line) and
I0(ω) obtained with the reconstructed SGIFT (ω) in Fig. 9
(case η = 0). Lower panel: I−1(ω) from the exact s(ω) (dotted
line) and I−1(ω) obtained with the reconstructed SGIFT (ω)
in Fig. 9.
name of the parameter symbol value
SM number of bins in frequency space Nω 600
SM resolution in frequency space ∆ω 0.25
SM number of quanta of spectral weight M 5× 103
CF discretization in imaginary time δτ 1/160
CF number of points in imaginary time l 60
GA number of generations NG 10
4
GA initial number of models Ns 2.5× 10
4
GA final number of models Ns 400
GA number of new random sets generated Nr 10
3
Table II: Typical parameters used with GIFT related to: the
space of models (SM), the correlation function (CF) and the
genetic algorithm (GA).
tion ∆τ and of the number of points in imaginary time
l are crucial for a specific spectral function one is trying
to reconstruct and should be chosen consistently with
the considered model; the other parameters are not cru-
cial for a correct functioning of GIFT and they have been
chosen in order to falsify a wide variety of models leaving
the computational cost of the algorithm at a reasonable
level.
Also in the reconstruction of known models of spec-
tral functions one can compare GIFT results with those
based on the strategy of MEM by adding in the fitness
function an entropic term, as we did with the dynamical
structure factors in superfluid 4He from QMC imaginary
time correlation functions.
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1. Single peak reconstruction
The simplest test–case is provided by the attempt of re-
constructing spectral functions displaying only one peak
at a given point µ with a width α. The upper panel of
Fig. 8 makes evident the difficulty of the inverse problem:
two functions with the same parameter µa = µb = 10 but
different values of the widths, respectively αa = 0.1 and
αb = 1.0, in imaginary time domain differ by about 0.5%,
of the same order as the typical QMC error bars. It is
clear then that the information about the width of the
peak is always strongly obscured by the noise. However,
from the middle and lower panel of Fig. 8 it is manifest
that GIFT reconstruction, obtained using in the fitness
ΦD⋆ only the first moment (i.e. γn = 0 ∀n 6= 1), is able
to capture with an high accuracy the position of the peak
in both cases. We note that, despite the difficulty men-
tioned above, in this simple case of a single peak, even
the widths are remarkably semi–quantitatively recovered.
This ability is evidently lost when the entropic term with
a constant default model is switched on (see Fig.8) with
values of η similar to those used in Fig.2.
2. Double peak reconstruction
In order to get closer to realistic physical applications,
we try to reconstruct also spectral functions displaying
a double peak. Inside such a double peak reconstruc-
tion, we may check also the estimation of the integrated
spectral functions:
I0(ω) =
∫ ω
0
dω′s(ω′) ,
I−1(ω) =
∫ ω
0
dω′
s(ω′)
ω′
. (B6)
I0(ω) provides information about the spectral weight un-
der the peaks in s(ω); in particular in the ω range be-
tween the two peaks I0(ω) gives the information from
which we have derived the strength of the single quasi–
particle peak, Z(q), in our GIFT study of superfluid 4He,
as we will show in the following section. On the other
hand, the asymptotic value of I−1(ω) for large ω provides
the key to estimate the static response function χ(q).
In Fig. 9 we show a reconstruction of a spectral func-
tion s(ω) for two well separated peaks (p1 = 0.5, p2 = 0.5,
µ1 = 10, µ2 = 21, α1 = 0.1 and α2 = 2.0) using in the
fitness ΦD⋆ only the first moment (i.e. γn = 0 ∀n 6= 1);
this is the typical fitness used in our reconstruction of
spectral functions of superfluid 4He. The corresponding
I0(ω) and I−1(ω) are plotted in Fig. 10 compared with
the analytic results from (B1). We observe that no ap-
preciable difference emerges, with respect to the exact
results, as far as the determination of the positions of
the peaks, of the areas under the peaks, and of the 〈ω−1〉
moment (see Fig. 10) are concerned: the accuracy is
5 10 15 20 25
ω
0.0
0.2
0.4
s b
(ω
)
0.0
0.2
0.4
0.6
s a
(ω
)
0.09 0.1 0.11
0.3
0.304
0.308
0 0.1 0.2 0.3 0.4
τ
0
0.2
0.4
0.6
0.8
1
1.2
f a,
b(τ
)
Figure 11: Double peak reconstruction for overlapping peaks.
Upper panel: Two noisy imaginary time correlation functions
obtained via (B4) from f (a)(τ ) (open circles) and f (b)(τ ) (x
symbols), which are the Laplace transforms of sa(ω) (dotted
line in the middle panel) and sb(ω) (dotted line in the lower
panel); see text for parameters. The inset is a zoom on one
imaginary time instant. Middle panel: sa(ω) (dotted line)
and reconstructed SGIFT (ω) using in the fitness ΦD⋆ only
the first moment (i.e. γn = 0 ∀n 6= 1). Lower panel: sb(ω)
(dotted line) and reconstructed SGIFT (ω) using in the fitness
ΦD⋆ only the first moment (i.e. γn = 0 ∀n 6= 1).
very good; on the other hand, the shape of the recon-
structed s(ω) has not to be taken too seriously because
it belongs to the class of properties whose determina-
tion is obscured by statistical errors and discretization
in imaginary time. For values of η similar to those used
in Fig.2, MEM-like reconstructions are not even able to
detect the presence of two peaks; moreover the position
of the maximum of the reconstructed spectral function
is dangerously η–dependent (see Fig. 9) thus showing
the importance to find a strategy which avoids ad–hoc
assumptions14.
In Fig. 11 we consider two different spectral functions
sa(ω) and sb(ω), characterized by two overlapping peaks,
whose Laplace transforms, in imaginary time domain, are
plotted in the upper panel (p1a = 0.5, p2a = 0.5, µ1a =
10, µ2a = 15, α1a = 0.1 and α2a = 4.0; p1b = 0.5,
p2b = 0.5, µ1b = 10, µ2b = 15, α1b = 1.0 and α2b = 4.0)
As discussed previously, the small difference, comparable
with the (pretended) error bars, rules out the possibility
of a reconstruction of the actual shapes. Nevertheless,
GIFT succeeds in finding out the positions of the peaks
with good accuracy even in this case in which the overlap
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Figure 12: Multiple peak reconstruction. Upper panel: Noisy
imaginary time correlation function obtained via (B4) from
f(τ ) which is the Laplace transform of s(ω) (dotted line in
the lower panel). Lower panel: s(ω) (dotted line) and recon-
structed SGIFT (ω) from f(τ ) using in the fitness ΦD⋆ only
the first moment (i.e. γn = 0 ∀n 6= 1).
between the two peaks becomes significant.
3. Multiple peak reconstruction
Finally, we devise the following test: we try to recon-
struct a spectral function s(ω) (p1 = 0.5, p2 = 0.1,
p3 = 0.2, p4 = 0.2, µ1 = 10, µ2 = 21, µ3 = 27,
µ4 = 35, α1 = 0.1, α2 = 2, α3 = 4, α4 = 6), display-
ing a main peak and a broad contribution at higher ω,
made of a superposition of three Gaussians, resembling
qualitatively the shape of the multiphononic contribution
in the dynamical structure factor of superfluid 4He. We
have tested our strategy using the usual fitness function
ΦD⋆ with only the first moment included (i.e. γn = 0
∀n 6= 1): the results are plotted in Fig. 12. In Fig.
13 the integrated spectral functions are plotted; from the
comparison between the exact I0(ω) and the one obtained
from the reconstructed SGIFT (ω) one can observe that
the spectral weights under the main peak and the broad
contribution are well reproduced. Also the large ω limit
of I−1(ω) is in good agreement with the exact value.
One can also study the effect of the noise in f(τ) in
order to check the GIFT ability in recovering correct in-
formation on the true s(ω). In Fig. 14 we show two
SGIFT (ω) reconstructed from a noisy f(τ) with σεj 10
times and 50 times greater than in the test shown in Fig.
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Figure 13: Integral properties for multiple peak reconstruc-
tion. Upper panel: I0(ω) from the exact (dotted line) and
I0(ω) obtained with the reconstructed SGIFT (ω) in Fig. 12.
Lower panel: I−1(ω) from the exact (dotted line) and I−1(ω)
obtained with the reconstructed SGIFT (ω) in Fig. 12.
12. Only in the second case, which represents a situation
of very high relative noise (σεj /fj in the range 5–200
%), information on the correct spectral function is sensi-
bly lost. This test show the robustness of GIFT against
noise in the observations, being able to recover correct
information on s(ω) with a noise level up to one order of
magnitude greater than what can be easily obtained in
typical QMC calculations of imaginary–time correlation
functions.
It is possible also to use GIFT with a limited informa-
tion on f(τ), which corresponds as usual to f(τ) values
for a discrete set of imaginary times, but without any
added noise. In this case the average procedure in (11)
consists of an average among models found compatible
with one single set F . The result of such GIFT multi–
peak reconstruction is shown in the upper panel of Fig.
15. By comparing this result with that shown in Fig.
12 it is possible to see that the two SGIFT (ω) are very
similar thus ruling out the necessity of more accurate ob-
servations of f(τ) at discrete imaginary times in order
to improve the GIFT performance. By maintaining the
noise level in fj to zero, we have also tried to increase the
amount of information by using l = 240 number of points
in imaginary time with δτ = 1/640; the result of such
GIFT multi–peak reconstruction is shown in the middle
panel of Fig. 15. No substantial improvement can be
observed with respect to the previous case in spite of an
increased computational cost. The computational cost of
GIFT is increased also by considering a wider space of
model spectral functions. In our last test we tried a GIFT
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Figure 14: Panel (a): fj values obtained with σεj = 0.01
and used by GIFT to reconstruct s(ω) as shown in panel
(b). Panel (c): fj values obtained with σεj = 0.05 and used
by GIFT to reconstruct s(ω) as shown in panel (d). Panel
(b): exact s(ω) (dotted line) as in Fig. 12 and reconstructed
SGIFT (ω) using the noisy observation of f(τ ) in panel (a).
Panel (d): exact s(ω) (dotted line) as in Fig. 12 and re-
constructed SGIFT (ω) using the noisy observation of f(τ ) in
panel (c).
multi–peak reconstruction without noise with ∆ω = 0.1,
the number of bins in frequency space Nω = 1500 and
the “quantization” of spectral weight M = 104. The re-
sult is shown in the lower panel of Fig. 15; here the noise
in SGIFT (ω) is higher because due to the computational
cost of the GIFT strategy with this parameters we have
only averaged over Nr = 160 random sets. Also in this
case we found no substantial improvement in SGIFT (ω)
as compared to the standard case.
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