Since ϕ is a discrete series parameter, each irreducible summand of ϕ is nondegenerate with respect to the SO(2n + 1, C)-invariant orthogonal form, and appears with multiplicity one. Note that the Artin L-function L (s, ϕ) has a pole at s = 0 if and only if ϕ has a trivial summand. In that case, ϕ = ϕ ⊕ 1, where ϕ is a discrete series parameter ϕ : W (F ) −→ SO(2n, C).
Otherwise, ϕ = ϕ ⊕ 1 defines a discrete series parameter
Since, conjecturally, L(s, ϕ) = L(s, -), this discussion gives an explanation of our results on the first occurrence index. Next, an irreducible representation φ of W (F ) appears as a direct summand of ϕ if and only if the tensor product Artin L-function L(s, φ ⊗ ϕ) has a pole at s = 0. Let m be the degree of φ, and let δ be the discrete series representation of GL(m, F ) corresponding, again conjecturally, to φ. Then, conjecturally,
L(s, φ ⊗ ϕ) = L(s, δ × -).
Therefore, our functional equations imply that the irreducible summands of ϕ are the same as the irreducible summands of ϕ , with the exception of the trivial summand, which we have to remove or add to ϕ, depending on whether L(s, -) has a pole at s = 0 or not.
In [P] , Prasad has given a conjectural description of the correspondence for tempered representations in the case of groups of close rank. Our results confirm his conjecture for generic discrete series representations. Also, for representations with Iwahori-fixed vectors, our results agree with those of Aubert [A] . In fact, we slightly improve her results, since we settle the problem of nonvanishing (the first occurrence index).
Our main tools are the theory of L-functions for generic representations developed by Shahidi (see [Sh1] ), and the square-integrability criterion for generic representations from [M1] and [M3] (which itself is in terms of the L-functions). having 1's on the second diagonal, and all other entries 0. The group Sp(n, F ) is the group of all 2n × 2n F -matrices g that satisfy
We take Sp(0, F ) to be the trivial group. The even-orthogonal group O(2n, F ) is the group of all 2n×2n F -matrices g over F that satisfy g t · J 2n · g = J 2n .
The group SO(2n, F ) consists of all matrices in O(2n, F ) with determinant 1. We take SO(0, F ) = O(0, F ) to be the trivial group. (Here g t denotes the transpose of the matrix g.) Put G = Sp(n, F ) (n ≥ 1) or G = SO(2n, F ) (n ≥ 2), and fix the standard Borel subgroup consisting of upper triangular matrices. This is used to fix a set of standard parabolic subgroups of G. We write U n and U n for the maximal unipotent radicals of G = Sp(n, F ) (n ≥ 1) and G = SO(2n, F ) (n ≥ 2), respectively.
A character of the standard maximal unipotent radical of G, fixed above, is nondegenerate if it is nontrivial on each root subgroup corresponding to a simple root. Also, the maximal (split) torus acts by conjugaction on the set of all nondegenerate characters. The orbits are parametrized by F × /(F × ) 2 . More precisely, for each µ ∈ F × , we define the nondegenerate characters ψ = ψ µ and ψ = ψ µ in the following way.
Finally, every nondegenerate character U n (resp., U n ) is conjugate to some ψ µ (resp., ψ µ ), and ψ µ (resp., ψ µ ) is equivalent to ψ µ (resp., ψ µ ) if and only if µ = a 2 µ, for some a ∈ F × .
Next, let χ be either ψ or ψ depending on the type of G.
for all v ∈ V π , and u in the standard maximal unipotent radical of G. Further, we have the following easy consequence of [Ro] We need local factors associated to pairs of generic representations δ ⊗ -∈ Irr(GL(m, F ) × G) . (Recall, if G = SO(2n, F ) , we are assuming n ≥ 2.) These are defined by Shahidi [Sh1] . (See also [Sh2] .) We follow the notation [Sh2] . Let G be the group of the same type as G with a standard parabolic subgroup P = MN.
Also, we can consider the dual complex groupM(C) ∼ = GL(m, C) ×Ĝ(C) of M as a Levi factor of a standard parabolic subgroupP (C) ofĜ (C) . Now the adjoint representation r ofM(C), on the Lie algebran(C) of the unipotent radical ofP (C) , decomposes as r = r 1 ⊕ r 2 where
Here ρ G is the standard representation ofĜ (C) , and ρ m is the standard representation of GL(m, C). Shahidi has defined the γ -factor [Sh1, Section 7]
as a rational function in q −s , which satisfies a number of properties [Sh1, Theorem 3.5] .
We also have L and -factors. We recall the definition only for tempered representations. The general case can be found in [Sh1] . If δ and -are tempered representations, then L(s, δ × -) = P (q −s ) −1 , where P is a polynomial, such that P (q −s ) has the same zeroes as γ (s,δ × -, ψ F ), normalized by P (0) = 1. Finally, the -factor is a unit in the ring C[q s , q −s ] and is defined by the following equation:
, and we call this L-function the principal L-function.
Main results.
In this section we formulate our main results. To explain the results, we need to introduce more notation.
The pair (Sp(n, F ) , O(2r, F ) ) is a dual pair in Sp(2nr, F ) (see [MVW] , [Ku] ). We write ω n,r for the oscillator representation associated to that pair and a fixed additive character ψ F of F . (Here ω 0,r is the trivial representation of O(2r, F ), and ω n,0 is the trivial representation of Sp(n, F ).)
For each -∈ Irr(Sp(n, F )) and r ≥ 0, write (-, r) for a smooth representation
where T runs over Hom Sp(n,F ) (ω n,r , -) (see [MVW, Lemma 3.4] ). Similarly, if -∈ Irr(O(2r, F )), we write (-, n) for the analogously defined smooth representation of Sp(n, F ), n ≥ 0.
It is known from [MVW, Chapitre III] that if r is large enough, then (-, r) = 0, and the smallest such r we call the first occurrence index of -. We have (-, j ) = 0, for j ≥ r [MVW, Chapitre III] . The analogous discussion is also valid for -and the symplectic tower.
Definition 2.1. Let τ ∈ Irr(SO(2r, F )) (r ≥ 1). Then we write τ for a representation of SO(2r, F ) obtained from τ conjugating by an element of O(2r, F ) with the determinant −1. Now we have the following simple fact (see [MVW, Chapitre III] ).
Proposition 2.1. Let τ ∈ Irr(SO(2r, F )) (r ≥ 1). Then we have the following:
is reducible, and it is a direct sum of two nonequivalent representations -and det ⊗-.
We can restrict the oscillator representation ω n,r to Sp(n, F ) × SO(2r, F ). If τ ∈ Irr(SO(2r, F )), then we have the following:
If τ is a ψ -generic representation of SO(2r, F ) (r ≥ 2), it follows directly from the definition of the local factors using the local coefficients [Sh1, Theorem 3.5 
Now we are ready to formulate our main results.
Theorem 2.1. Assume that -is a ψ-generic discrete series representation of Sp(n, F ) (n ≥ 1). Then we have the following: (s, -) has a pole at s = 0, then the first occurrence index is n. Let τ be an irreducible quotient of (-, n) . Then τ is a ψ -generic discrete series, and for each discrete series δ of GL(m, F ), we have
(ii) If L(s, -) does not have a pole at s = 0, then the first occurrence index is n+1. Moreover, (-, n+1) has the unique irreducible ψ -generic quotient τ . Then τ is a discrete series, and for each discrete series δ of GL(m, F ), we have
Note that in part (i), (-, n) has one or two irreducible quotients, depending on whether τ is isomorphic to τ or not. In any case, all irreducible quotients are given by the set {τ , τ }. Also, if we assume that the Howe duality principle holds, then τ in part (ii) is the unique quotient of (-, n + 1).
Finally, note that if n = 1, then all discrete series of Sp(1, F ) = SL(2, F ) have the first occurrence n = 2. Thus (i) never occurs if n = 1. This fact is well known, but it also follows from Theorem 2.1 and the following result of Shahidi.
Proof. This is an application of the well-known Gelbart-Jacquet lift
If -is the Steinberg representation, then its lift is the Steinberg representation [J] , the proposition follows.
As is usual with the theta correspondence, we have a converse theorem.
Theorem 2.2. Assume that τ is a ψ -generic discrete series representation of SO(2n, F ) (n ≥ 2). Then we have the following:
has a pole at s = 0, then the first occurrence index of τ is n − 1. Moreover, (τ , n−1) has the unique irreducible quotient -. Then -is a ψ-generic discrete series, and for each discrete series δ of GL(m, F ), we have
(ii) If L(s, τ ) does not have a pole at s = 0, then the first occurrence index of τ is n. Moreover, (τ , n) has a unique ψ-generic irreducible quotient -. Furthermore, -is a discrete series, and for each discrete series δ of GL(m, F ), we have
Now assume that the Howe duality principle holds (i.e., true if the residue characteristic of F is odd [W] ). If τ ∼ = τ , then (2.1) implies that in part (ii) -is the unique quotient of (τ , n). Otherwise, (τ , n) should have another irreducible, but not ψ-generic, quotient (see [P] ). Our methods say nothing about that quotient.
Finally, discrete series of SO(2, F ) = F × are unitary characters of F × . Except the trivial character, they first occur for n = 1, and their lifts are tempered nonsquare integrable representations. The trivial character has the first occurrence index n = 0, and its lift to Sp(0, F ) = {1} is the trivial representation.
The reason why Theorem 2.2 fails only for n = 1 is that GL(m, F ) × SO(2n, F ) is a Levi factor of a maximal parabolic subgroup of SO(2(n + m), F ) only if n = 0 or n ≥ 2, and thus a characterization of discrete series in terms of L-functions does not hold (see Theorem 3.1).
The remainder of the paper is devoted to the proof of Theorems 2.1 and 2.2.
3. A characterization of generic discrete series. The goal of this section is to introduce certain results from [M1] and [M3] needed in the proof of our main results.
Assume that π is an irreducible generic representation of The factors γ (s,δ × π, ψ F ) can be calculated using supercuspidal support (i.e., parabolic inducing data), as specified in the following proposition that is a mild generalization of a result of Shahidi [Sh2] .
Proposition 3.1. Let π be a generic representation. Assume that π is a subquotient of Ind 
Proof. The first formula follows from [Sh2, Corollary 5.6 ] if π is a subrepresentation of Ind P (w(ρ) ) (see [C] ). Note that if w(ρ) = ρ 1 ⊗ · · · ⊗ ρ l ⊗ σ , then the ρ i 's can be obtained from the ρ i 's by a permutation of the factors and taking contragredients of some of them.
2), the first formula follows. Finally, the second formula follows from [Sh2, Corollary 5.6 ].
4. On the first occurrence. The goal of this section is to obtain lower bounds on the first occurrence index.
Recall that if j ≥ 1, U j is the maximal unipotent radical of Sp(j, F ) and ψ = ψ µ is its nondegenerate character. Also, for r ≥ 2, U r is the maximal unipotent radical of SO(2r, F ), and ψ = ψ µ is its nondegenerate character. Let U 1 be the trivial group and let ψ be its trivial character. Then we have the following proposition (see [GRS] ).
Proposition 4.1. Let c-Ind denote the induction with compact support (see [C] ).
(i) The ψ-twisted Jacquet U n -module of ω n,r is zero if r < n. If r = n, it is isomorphic to ψ ⊗ c-Ind
Proof. (i) follows from computations in the proofs of Proposition 2.4 and Corollary 2.5 in [GRS] . (ii) has a completely analogous proof.
Corollary 4.1. Assume n ≥ 1. Then we have the following:
If τ is a ψ -generic representation of SO(2n, F ) (n ≥ 1), then Proposition 4.1(i) implies that precisely one irreducible subquotient of (τ, n) is ψ-generic. In view of (2.1), we now make the following definition.
Let Q n be the standard parabolic subgroup of Sp(n, F ) with a Levi factor isomorphic to F × × Sp(n − 1, F ), and let P n be the standard parabolic subgroup of O(2n, F ) with a Levi factor isomorphic to F × × O(2n − 2, F ). Finally, put P 0 n = P n ∩ SO(2n, F ). Then P 0 n is a standard parabolic subgroup of SO(2n, F ) with a Levi factor isomorphic to F × × SO(2n − 2, F ). 
Proof. We prove (i). The proof of (ii) is analogous. If (τ , n − 1) = 0, then all its irreducible quotients are ψ-generic by Corollary 4.1. Let π be one of them. Note that the normalized Jacquet module of ω n−1,n+1 with respect to P n+1 has a quotient
(see [Ku] ). The Frobenius reciprocity implies that
Proof. Let τ be the contragredient representation of τ . Then the contragredient of Ind Now (4.1) and Lemma 4.1 imply that π ∈ Irr(Sp(n−1, F )) is a lift of a ψ -generic irreducible representation of SO(2n + 2, F ). This contradicts Corollary 4.1(ii).
Supercuspidal support. Note that by [MVW, Chapitre III], a lift of a supercuspidal representation of Sp(n, F ) or O(2n, F ) is irreducible whenever it is not zero
and it is a supercuspidal representation at the first occurrence. The next proposition summarizes some properties of the lifts of supercuspidal representations.
Proposition 5.1. Assume that -and τ are supercuspidal representations of Sp(n, F ) (n ≥ 0) and SO(2n, F ) (n ≥ 0, n = 1), respectively. Assume that -is ψ-generic if n ≥ 1, and τ is ψ -generic if n ≥ 2. Let -be fixed as in Definition 4.1.
Then we have the following: (i) Either (-, n) is an irreducible supercuspidal representation of O(2n, F ),
or (-, n) = 0, and (-, n + 1) is an irreducible supercuspidal representation of O(2n + 2, F ). In any case, (-, n + 1) is always nonzero, and its restriction to SO(2n + 2, F ) has all irreducible constituents ψ -generic. The same is true for
and (-, n− 1) is an irreducible supercuspidal representation of Sp(n, F ). In any case, (-, n) is always nonzero and ψ -generic. The same is true for (-, n − 1) if it is nonzero.
Proof. The proposition is a direct consequence of [MVW, Théoreme principal, page 69], combined with Corollary 4.1.
Next we consider the general case. Thus let τ ∈ Irr(SO(2n, F )) (n ≥ 2) be ψ -generic, and let -be given by Definition 4.1. In particular, (-, n) is not zero, and all its irreducible quotients have the same supercuspidal support (see [Ku] ). More precisely, using the notation of [Ku] (ii) If (σ , n 1 − 1) is nonzero and supercuspidal, then all irreducible quotients of (-, n) 
In either case, the corresponding induced representation contains a unique ψ-generic irreducible subquotient. Write -ψ for that subquotient.
Next, let -∈ Irr(Sp(n, F )) (n ≥ 1) be ψ-generic. Then by Proposition 4.1, (-, n + 1) is nontrivial, and all its irreducible quotients have the same supercuspidal support on O (2n + 2, F The next proposition is the most important result of this section.
Proposition 5.4. For any discrete series δ of GL(m, F ) (m ≥ 1 arbitrary), we have
Proof. The equations follow from the above-mentioned results of Kudla for supercuspidal supports and the multiplicative properties of γ -factors (see Proposition 3.1) as soon as we prove the following lemma. Proof. First, using the multiplicative properties of γ -factors (3.2), we can assume that δ is supercuspidal. We prove the first equation. The proof of the second is analogous. There is no loss of generality in assuming ψ = ψ 1 (since γ -factors are invariant under twisting described in [Sh1, page 283] ).
Let k be an algebraic number field. For each place v of k, let k v denote its completion at v. Let A be the ring of adeles of k. We need the following lemma. As it was proved in [GRS, page 110] , if the first occurrence of in the global theta correspondence is n + 1, then the corresponding space of automorphic forms is cuspidal and globally χ -generic when restricted to the corresponding special orthogonal group. (The character χ is defined using ψ A , exactly as ψ 1 using ψ F in (1.2).) Take one irreducible constituent = ⊗ v v of that space that is globally χ -generic. Then v and v are paired by the local correspondence for all v.
By Proposition 4.1, the first occurrence of v 0 = -is n or n + 1. First we assume that the first occurrence of v 0 = -is n + 1. Then the first occurrence of is also n + 1. Now, if v is an infinite place or v ∈ S, then using the results of Rallis on unramified theta correspondence (see [Ra1] ), and using the results of Adams and Barbasch on archimedean theta correspondence [AB] , as well as the definition of local factors in that two situations, we obtain
Next, for v ∈ S, v finite, and v = v 0 , applying the multiplicative properties of γ -factors as well as the results of Kudla about supports (analogous to that of Proposition 5.3, but simpler since the corresponding supercuspidal representation is the trivial representation of Sp(0, F )), we get
as well as (see [Sh1, Theorem 3.5 (3.14) 
The global functional equations, combined with the local functional equations, imply the lemma if the first occurrence of is n + 1. If the first occurrence of v 0 = -is n, let τ be an irreducible constituent of the lift of -to SO(2n, F ). It is ψ -generic and supercuspidal. Let = ⊗ v v be an automorphic, globally χ -generic cuspidal representation of SO(2n, A) such that v 0 = τ , as constructed in [Sh1, Proposition 5.1] . Then the first occurrence index of is n, and its lift is globally χ-generic (see [GRS, Proposition 3.5] ). Let = ⊗ v be an irreducible constituent of that space that is globally χ-generic. Then v and v are paired by the local correspondence for all v. In particular, v 0 ∼ = -. As in the first part of the proof, we see that
Since (-, n + 1), restricted to SO(2n + 2, F ), must share a ψ -generic component with
the lemma follows from Proposition 3.1 (multiplicative properties of γ -factors). The proof of Proposition 5.4 is also complete. 
Proof. This is an immediate consequence of 
Proofs
Proposition 6.1. Let -∈ Irr(Sp(n, F )) (n ≥ 2) be a ψ-generic discrete series, and let τ ∈ Irr(SO(2n, F )) (n ≥ 2) be a ψ -generic discrete series. Then we have the following.
defined in Proposition 5.2, is the unique irreducible quotient of (-, n) (see Definition 4.1).
(ii) If L(0, -) = ∞, then τ ψ and τ ψ , defined in Proposition 5.3, are the irreducible quotients of (-, n + 1). (Proposition 2.2 forces n ≥ 2.)
Proof. First we need a lemma that is an application of the theory of R-groups in [G] and [Sh1] .
Lemma 6.1. Let -∈ Irr(Sp(n, F )) (n ≥ 1) be a ψ-generic discrete series, and let τ ∈ Irr(SO(2n, F )) (n ≥ 2) be a ψ -generic discrete series. Then we have the following. (1 F × ⊗τ ) is irreducible, and τ ∼ = τ .
(ii) L(0, -) = ∞ if and only if Ind
We now proceed with the proof of Proposition 6.1. We prove (i). The proof of (ii) is analogous. Let P n+1 be a standard parabolic subgroup of O(2n + 2, F ) with a Levi factor F × × O(2n, F ), defined above. Then [Ku] implies that the normalized Jacquet module with respect to P n+1 of ω n,n+1 has a quotient 1 F × ⊗ ω n,n . This is a
Let π be any irreducible quotient of (-, n). The above discussion and the Frobenius reciprocity imply Hom Sp(n,F ) ×SO(2n+2, F ) 
By Lemma 6.1, Ind
(1 ⊗ τ ) is irreducible and ψ -generic. By Corollary 4.1, π is ψ-generic. Hence π ∼ = -ψ , as they have the same supercuspidal support. 
Note that γ (s,ρ i , ψ F ) is a monomial in q −s unless m 1 = 1 and ρ i = | | s i . The results of [Ku] and Theorem 3.1 force that 2s i ∈ Z. Now γ (s,ρ i , ψ F ) is up to monomial in q −s , equal to (1 F × ⊗ π) contains -ψ as an irreducible subquotient. Now, using Theorem 3.1, we show that π is a discrete series. This ends the proof of the lemma. First, Proposition 5.2 shows that the property ( * ) of Section 3 holds for the supercuspidal support of π, since it holds for the supercuspidal support of τ . Next, the formula (3.1) of Proposition 3.1 can be applied to both γ (s,δ × -ψ , ψ F ) and γ (s,δ × π, ψ F 
Now, combining (6.1) and (6.2), we obtain
Using (6.3), it is not difficult to check the remainder of Theorem 3.1. Now Proposition 6.1(i) and Lemma 6.2 imply
Lemma 6.3. The normalized Jacquet module of ω n,n , with respect to Q n , has two subquotients:
where is an F × × F × -module. It is the space of all smooth, compactly supported, locally constant complex functions on F × , and the action is given by
1 hx 2 . Assume that (-, n−1) = 0. Then (6.4) and the Frobenius reciprocity imply that 1 F × ⊗ π ⊗ -is a quotient of J 2 . Now we have (by an easy extension of a result of Bernstein [M1, Lemma 3.3 
])
Hom Sp(n−1,F )×F × ×O(2n,F ) J 2 , π ⊗ 1 F × ⊗ -∼ = Hom Sp(n−1,F )×F × ×F × ×O(2n−2,F ) ⊗ ω n−1,n−1 , π ⊗ 1 F × ⊗ R P n (-) .
(Here R P n (-) denotes the normalized Jacquet module of -, with respect to the opposite parabolic of P n .) It follows that R P n (-) contains a subquotient of the form 1 F × ⊗ -0 . Restricting to SO(2n, F ) , this contradicts the square integrable criterion (see [C] ).
So we have proven that (-, n − 1) = 0, and it has π as its irreducible quotient. Since, by Corollary 4.1, all irreducible quotients of (-, n − 1) are ψ-generic and all have the same supercuspidal support, there is only one irreducible quotient, and it comes with multiplicity one. Thus, to prove the first part of Theorem 2.2(i), we need to check (det ⊗-, n − 1) = 0 (see (2.1)). But this follows from the well-known inequality of Rallis (which follows from [Ra2, Appendix] ): 2n ≤ n(-) + n det ⊗-, where n(-) and n(det ⊗-) denote the first occurrence indices of the corresponding representations. Finally, the functional equations follow from Corollary 5.1 and (6.3).
Proposition 6.3. Assume that -∈ Irr(Sp(n, F )) (n ≥ 1) is a ψ-generic discrete series, and assume that τ ∈ Irr(SO(2n, F )) (n ≥ 2) is a ψ -generic discrete series. Then we have the following.
(i) If L(0, τ ) = ∞, then -ψ is a discrete series representation. Moreover, -ψ is the unique irreducible ψ-generic quotient of (τ , n) .
(ii) If L(0, -) = ∞, then τ ψ ∼ = τ ψ , is a discrete series of SO(2n + 2, F ). Moreover, (-, n + 1) has τ ψ ∼ = τ ψ , as the unique irreducible ψ -generic quotient.
Proof. We prove (i). First, combining Proposition 5.2, Proposition 5.4, and Theorem 3.1, we see that -ψ is discrete series. Now, by Corollary 5.1,
Thus, L(s, -ψ ) has a pole at s = 0. Next, by Proposition 6.2(ii), (-ψ , n) is nontrivial, and all its irreducible SO(2n, F )-quotients are ψ -generic. It follows from the supercuspidal support that -or det ⊗-is the unique irreducible O(2n, F )-quotient of (-ψ , n). Going back, we see that -ψ is a quotient of (τ , n). There cannot be any other irreducible ψ-generic quotients by Corollary 4.1. Part (i) follows.
The proof of (ii) is analogous. We only remark that, by Lemma 6.1, L(0, τ ψ ) = ∞ implies that τ ψ ∼ = τ ψ , . The functional equations now follow from Corollary 5.1.
The proposition is proved.
Finally, Propositions 4.2 and 6.3 complete the proof of Theorems 2.1(ii) and 2.2(ii).
