Statistical mixture modeling provides an opportunity for automated identification and resolution of cell subtypes in flow cytometric data. The configuration of cells as represented by multiple markers simultaneously can be modeled arbitrarily well as a mixture of Gaussian distributions in the dimension of the number of markers. Cellular subtypes may be related to one or multiple components of such mixtures, and fitted mixture models can be evaluated in the full set of markers as an alternative, or adjunct, to traditional subjective gating methods that rely on choosing one or two dimensions. Four color flow data from human blood cells labeled with FITC-conjugated anti-CD3, PEconjugated anti-CD8, PE-Cy5-conjugated anti-CD4, and APC-conjugated anti-CD19 Abs was acquired on a FACSCalibur. Cells from four murine cell lines, JAWS II, RAW 264.7, CTLL-2, and A20, were also stained with FITC-conjugated anti-CD11c, PE-conjugated anti-CD11b, PE-Cy5-conjugated anti-CD8a, and PE-Cy7-conjugated-CD45R/ B220 Abs, respectively, and single color flow data were collected on an LSRII. The data were fitted with a mixture of multivariate Gaussians using standard Bayesian statistical approaches and Markov chain Monte Carlo computations. Statistical mixture models were able to identify and purify major cell subsets in human peripheral blood, using an automated process that can be generalized to an arbitrary number of markers. Validation against both traditional expert gating and synthetic mixtures of murine cell lines with known mixing proportions was also performed. This article describes the studies of statistical mixture modeling of flow cytometric data, and demonstrates their utility in examples with four-color flow data from human peripheral blood samples and synthetic mixtures of murine cell lines. ' 
compensation and gate delineation is also extremely time-consuming, and hence a major cost factor in large-scale clinical flow cytometric analysis. For these reasons, a reliable automated approach to flow cytometric analysis is desirable (3) .
Statistical mixture models are widely used in scientific problems where objects represented in several or many dimensions are to be clustered or classified. One appeal of mixture models is the ability to represent essentially any observed data distribution to a high degree of accuracy (4, 5) . Some useful background on methodology and ideas underlying mixture models, as well as some specific applications, appears in Refs. 6 and 7 and a range of examples in biomedical problems that provide useful insights into various applied aspects appear in Refs. 8-10, for example. In some applications, the identification of underlying scientific meaning of specific mixture components is of relevance, whereas in others mixtures are of interest primarily as flexible data smoothers. Our interest here is the utility of multivariate mixture models for flow cytometric cell subtype identification, so that the resolution of mixture components is of interest. Some of the potential utility is that of directly modeling and resolving flow cytometric data for all the markers simultaneously, so that determining a one-or two-dimensional marker sequence for gating is unnecessary. Further, the analysis of mixtures using current computational statistical technology is automatic, and will apply in as many dimensions as we have markers.
We describe our studies of statistical mixture modeling using Gaussian mixtures for flow cytometric data densities. We use a Bayesian mixture modeling approach that is effectively standard modern statistical methodology, and fit such models using Markov Chain Monte Carlo (MCMC) computational algorithms (11, 12) . The basic mixture model framework seems apt for modeling distinct cell subsets, each of which may be reflected in one or more of the multivariate Gaussian components. The analysis is open to exploiting biological expert knowledge in the specification of priors where available, or alternatively can be run in default, objective mode. The MCMC computations use a standard, efficient, and flexible algorithm that requires little tuning, and that works well with complex multimodal distributions which routinely arise with flow cytometric recordings.
We demonstrate the application and utility of mixture modeling of flow cytometric data in a series of examples in which multimodality arises naturally as a result of individual or groups of mixture components that map well to biologically relevant cell subsets. The examples involve analyses of four-color flow cytometric data of human peripheral blood and murine cell line samples. They demonstrate the methodology and suggest that Bayesian mixture models can be used effectively to identify cell subsets, improve specificity, and remove outliers in such data, and to do so automatically. We also provide supporting software for others interested in such analyses. 1 
MATERIALS AND METHODS

Experiments
Human whole blood was obtained from a healthy volunteer. The heparinized blood was treated with FACS lysis solution (BD Pharmingen, San Jose, CA), and then was washed using FACS buffer (PBS, 2% FBS, 0.02% sodium azide) and centrifuged (328g, 5 min, 48C). The cells (5 3 10 5 cells/test) were stained in 20 ll of appropriated mAb for 25 min at 48C in the dark. FITC-conjugated anti-CD3 (HIT3a), PE-conjugated anti-CD8 (HIT8a), PE-Cy5-conjugated anti-CD4 (RPA-T4), and APC-conjugated anti-CD19 (HIB19) Abs were used. The stained cells were washed again using FACS buffer and centrifuged.
JAWS II (ATCC CRL-11904), RAW 264.7 (ATCC TIB-71), CTLL-2 (ATCC TIB-214), and A20 (ATCC TIB-208) were obtained from American Type Culture Collection (ATCC) (Rockville, Maryland). Cells from those cell lines were grown separately in the appropriated medium as suggested by ATCC, and then were washed by FACS buffer and centrifuged. About 5 3 10 5 cells for each sample were incubated with 20 ll of appropriated mAb for 15 min at 48C in the dark. FITC-conjugated anti-CD11c (HL3), PE-conjugated anti-CD11b (M1/ 70), PE-Cy5-conjugated anti-CD8a (53-6.7), and PE-Cy7-conjugated-CD45R/B220 (RA3-6B2) mAbs were used for JAWS II, RAW 264.7, CTLL-2, and A20 cells, respectively. The cells were washed and finally fixed in 1% paraformaldehyde for at least 30 min.
All the mAbs were purchased from BD Pharmingen. The cytometric acquisition for human whole blood sample was performed on a FACSCalibur (BD Biosciences), and for murine cell lines, on a LSRII (BD Biosciences).
Modeling
Representing the measured markers on a single cell as the d-dimensional vector x, we model flow cytometric data as a mixture of normals
where k is the number of mixture components, a 1 ,. . .a k are the mixing weights (or mixing probabilities) that sum to 1. N denotes the multivariate normal distribution, l j is the ddimensional mean of mixture component j, and S j the corresponding d 3 d covariance matrix. In terms of the probability density function (p.d.f.), we have the underlying population p.d.f.
where |S j | is the determinant of S j . In any given k-component mixture, a unique model specification is achieved by identifying the constraint that the mixture probabilities are in decreasing order, a 1 [ a 2 [, . . . [ a k and we employ this constraint here. We aim to fit such a model to data X 5 {x 1 ,. . .,x n } representing n measured marker vectors on n cells. Standard mixture model analysis augments the model with the underlying, latent mixture component indicators, with one such indicator for each cell, to generate an equivalent but more tractable specification. For each cell i, let z i 5 j represent the event that x i arises from the jth component of the mixture. Then Z 5 {z 1 ,. . .,z n } is the set of (latent) component indicators for the cells. As in the expectation maximization (EM) algorithm, use of Z allows us to decompose the joint p.d.f. of the n observations in the more tractable conditional form
The complete analysis follows the details originally described in Ref. 11 for the standard Gibbs sampler in Gaussian mixtures. Additional components needed include prior distributions that are taken as the conjugate priors, namely,
where D is the Dirichlet distribution, the precision matrix O i 5 S i
21
, and W(r i ,V i ) is the Wishart distribution. The Gibbs sampler also requires initialization and we do this with initial values of p, l, and S set using the proportions, centroids, and sample covariance matrices calculated from the clustering given by a k-means algorithm (13) . Alternative initializations based on EM are just as effective.
One aspect of evaluation of a fitted Gaussian mixture is the identification of the modes of the p.d.f. One efficient numerical strategy to locate and compute the modes of a mixture is to use multiple restarts of the Nelder-Mead algorithm (14) , starting from each of the centroids l i .
Practicalities of Model Fitting MCMC convergence. MCMC methods generate sequences of successively computed values of the model parameters and latent component indicators together. As in all areas of application of MCMC methods, the theory underlying the model setup ensures us that these samples eventually represent random draws from the posterior distribution that encodes all inferences. In practice, there is no fool-proof method to confirm that convergence has been achieved, although many standard and well-used graphical and numerical heuristics are available (15) . The most useful, and usual, is simple inspection of trace plots-plots of successively simulated values of the selected parameters. Based on experience with simulated data sets we routinely ran the MCMC sampler for several thousand initial observations before assuming that the sampled values have settled down to represent the posterior distribution; example trace plots of mixture probabilities demonstrate the use of this visual inspection (Fig. 1 ).
Choice and interpretation of the number of mixture components. For a given data set, repeatedly fitting the mixture model with increasing numbers of components k can generate useful insights into the suitability of particular values of k. The practical reality of mixture modeling is that, beginning with k 5 1,2,. . ., we expect to see an initial range of values over which the mixture model with increasing numbers of components represents substantial nonnormal aspects of the observed data configuration. Increasing k further, however, will eventually begin to add additional components with low probabilities. These components can modestly increase the apparent fit of the model to the data, catering to idiosyncratic features involving a very small number of data points, while often not representing substantively meaningful components. This is an inherent feature of mixture modeling and all attempts to automatically estimate or choose k are affected by it. From a practical perspective, a reasonable strategy utilizes larger numbers of components and bears this ''over-fitting'' tendency in mind; a fitted model will be inspected and may aim to cut back to components that appear to be substantively relevant.
Methods for treating k as a parameter to be estimated include the Akaike Information Criterion (AIC), Bayes Information Criterion (BIC), and other informational approximations to likelihoods. The graph in Figure 2 is an example of BIC [also known as the Schwartz criterion (16) ] and is quite typical of what is to be expected in practice. The BIC ''optimal'' value of k is the maximizing value. Whereas the curve increases quickly from small values of k, indicating that there is indeed mixture structure, it flattens and stays very flat after peaking because additional low-probability components come into play. From the viewpoints of scientific parsimony and relevance, cutting back to smaller values than the absolute peak is generally recommended. In this example, we are interested in the extent to which we can identify biologically meaningful cell subsets present in a human peripheral blood population using a mixture model; the BIC plot suggests 10-15 components as a region where the information curve dramatically flattens off after a steep rise. Though the mode is near 20 components, it is flat between 15 and 25 and more where multiple low-probability components are added. Evaluating and interpreting a mixture model with, say, 15 components may reveal much of the relevant cellular subtypes; repeating the analysis with, say, 20 components, and with due thought to the potential irrelevance of low-probability estimated components, may then be viewed as a confirmatory step.
Beyond BIC and related methods, formal Bayesian analysis that treats k as a parameter and includes it within the MCMC analysis is available and quite widely used. The main class of models is the class of Dirichlet process mixtures (6,7), nowadays widely used in clustering and mixture deconvolution in machine learning and statistics. Though the use of Dirichlet process mixture models does not obviate the same issue of over-fitting and overestimation of k, it allows and requires the specification of a prior parameter that can weigh against the data and cut back to smaller values of k. We do not develop this particular approach here, but it can provide a useful exploratory analysis as an initial step that suggests relevant ranges of k.
RESULTS
Identifying Cell Subsets with Mixture Components
Filtering irrelevant mixture components. As we have discussed earlier, in a model fitted with a larger value of k and for purely statistical reasons, very low probability mixture components may be of no interest to an experimentalist. In addition, components that model background noise are typically of no interest. The challenge is then how to filter out such irrelevant mixture components.
A simple definition of a component that models background noise is that the density of that component is below some factor a of the density of a single component model (i.e., using a single multivariate Gaussian to fit the entire data set). A measure of the volume of a component is given by the Grouping components to form cell subsets. As the hypersurfaces of constant density for a normal distribution are ellipsoidal, cell subsets with an asymmetrical density may require more than one normal component for a good fit. In other words, a cell subset may be identified with a group of mixture components, rather than a single component.
We assume that a subset consists, by definition, of a single cell type and that its density is unimodal. The density may not be Gaussian, however, and thus may be fit with multiple mixture components as described earlier. We therefore find the modes in the density by numerical optimization of the mixture density, starting from the means of the mixture components found. Modes that fall outside the range of the data are discarded. While this only detects modes within the convex hull of the component means, and modes that arise from summing overlaps between two or more mixture components will not be detected, such modes do not plausibly correspond to distinct cell subsets and are not considered. Mixture components with a common mode are therefore merged for the purposes of assigning a cell type label.
There is another complication for log-transformed data in that low and negative value fluorescence intensities in any channel will result in the data piling up against an axis. As a consequence, the resulting distribution is markedly nonnormal, and typically an extra mixture component is necessary to model such cases. We therefore also merge mixture components that are smeared against an axis with its nearest contiguous neighboring cluster. Doing this, we find that the number of cell subsets is typically smaller than the number of mixture components.
Identifying cell subsets in human peripheral blood. As an example, we describe the procedure for 15 mixture components, which is in the early plateau of the BIC plot shown in Figure 2 . After filtering out very low density components (8, 13, 14, 17) , we are left with 11 mixture components (Fig. 3 ). Of these, it was clear from the FSC/SSC plot that component 5 was debris and 11 consisted of doublets. Components 1 and 4 share a mode, and hence are considered as a single subset. Component 2 clusters together with 1 and 4 but required a separate component because it was smeared against the CD19 axis. Together, 1, 2, and 4 evidently form the granulocyte subset. Component 10 is identified as the monocyte subset. Components 3, 6, 9, and 12 appear to be lymphocytes, with 3 being CD3 1 CD4 1 (CD4 lymphocytes), 6 being CD3 1 CD8 1 (CD8 lymphocytes), and 9 being CD19 1 (B lymphocytes). Component 12 was CD3 1 and CD8 2 to CD8 dim , and may be an NK cell population. We were unable to identify component 7 (dead cells?), which was negative for CD3, CD4, CD8, and CD19. The final set of putative cell subsets with their frequencies is shown in Table 1 . The analysis for 20, 25, and 30 mixture components was very similar, as the additional components mostly represented noise, or events piled up against some axis, or multiple components with a common mode. The only essential difference was that, with a larger number of components, the component corresponding to 12 was split into at least two components, CD8 dim and CD8 2 . 
ORIGINAL ARTICLE
Improving Classification Accuracy Thresholding to reduce false positives. The allocation of flow cytometric events to one of the six identified groupings was done by assigning each event to the component with the highest posterior probability. While this procedure minimizes misclassification, we can improve specificity by setting a threshold for the posterior probability. If the highest posterior probability for an event falls below this threshold, the event is not assigned to any component and is instead treated as ''uncertain'' (Fig. 4) . This is particularly useful if the purity of the cell subset identified is critical, as for example, in cell sorting applications of flow cytometry.
Excluding outliers with coverage sets. Another advantage of Bayesian analysis for flow cytometry is the ability to exclude outliers, events that lie far away from the mean, and hence may not be representative of any group. Such outliers can be rejected by filtering out events that fall outside some specified coverage level (or confidence region), which can be easily calculated from the mixture component's covariance matrix. For example, the ellipses corresponding to the 67% confidence regions are shown in the last four columns of Figure 3 , and any other coverage level desired can just as easily be specified. Unlike the thresholding described above that filters out events which do not obviously belong to a particular group, use of coverage sets filters out events that are in some sense anomalous for the group they belong to.
Manual gating and mixture modeling. When manual gating is used to identify cell subsets, events that do not belong to the cell subset but are fortuitously included may occur because gates are specified only for a one-or two-dimensional slice of the data, which is sometimes corrected by back-gating. Because mixture modeling is intrinsically multivariate, such events are naturally excluded, as only events that are close in all dimensions will belong to the same component, and hence back-gating is unnecessary.
However, manual gating and mixture modeling are not necessarily incompatible. For complex data sets, it may be beneficial to exploit available expertise by first performing manual gating to reduce the size and complexity of the data set, and then doing mixture modeling to identify and clean the remaining subsets.
Validation
Comparison with traditional gating analysis by experts. The NIH Division of AIDS (DAIDS) conducts a proficiency test for clinical flow cytometry laboratories in which the laboratory must prepare peripheral blood samples for flow cytometry, and estimate the frequencies of the following lymphocyte subsets-CD3 total, CD31CD41, CD31CD81, CD32CD191, and CD32CD(16156)1. We ran the statistical mixture model on 20 such samples (five different samples 3 four different preparations) and identified the relevant lymphocyte subsets as described in the article. The frequencies obtained by mixture modeling and expert gating are in close agreement as shown in Table 2 . Figure 5 shows the population components identified using the statistical mixture model for a representative patient in the DAIDS data set, with each cell subset tagged with the corresponding frequencies listed in Table 2 . Table 2 ). Values shown for each subset are percentages of total lymphocyte events. The CD31 row is the mean value across all four preparations. Frequencies obtained using statistical mixture modeling have a clear background, whereas pooled frequencies by experts using traditional gating have a light gray background. Values in parentheses are the lower and upper quartiles estimated by the group of experts. Samples S1 to S4 are quadruplicate samples from the same donor; sample T1 comes from a different donor. The suffix ''A'' indicates results obtained using the Automated algorithm, while ''E'' indicates Expert results.
Classification of a ''known'' cell mixture and calculation of the recall and precision. For this analysis, we prepared stained samples of four different mouse cell lines (RAW 264.7, JAWS II, CTLL-2, and A20) and ran them individually through the cytometer. Next we mixed them electronically in different proportions to make up a total of 39,000 events, and evaluated the accuracy, sensitivity, and specificity of the statistical mixture model classification. The flow cytometric profiles of the superimposed pure cell lines after filtering out debris and doublets and the fitted components are shown in Figure  6 . The cell densities are clearly not elliptical, and hence multiple mixture components were needed to fit each cell subset. However, with the exception of RAW 264.7, each of the mixture components for that cell line shared a common mode and could therefore be identified with a unique cell line. RAW 264.7 was bimodal, but because this was true even when fitting a pure population, the bimodality indicates that RAW 264.7 cell lines can express two different phenotypes in culture, and both modes were used to identify events belonging to the RAW 264.7 cell line. Table 3 shows the estimated percentages of each of the cell lines compared with the known mixing proportions for four different mixtures. Mixture 1 had equal proportions of all cell lines, mixture 2 had 40% of JAWS II and A20 each and 10% of RAW 264.7, mixture 3 had 33% each of JAWS II, CTLL-2 and A20 and 1% of RAW 264.7, and mixture 4 had randomly chosen mixing proportions. The results for mixture 3 show that mixture models can resolve relatively small components (1% for RAW 264.7).
In Table 4 , the number of correctly and incorrectly classified events was used to calculate the sensitivity, specificity, positive predictive value (PPV) and negative predictive value (NPV) of the algorithm for mixture 1, using the following standard definitions: Table 5 shows a confusion matrix, in which columns represent the predicted classification of the indicated cell line, while rows represent the true classification. For example, the first row of Table 5 shows that of the 9,750 JAWS II events in Mixture 1, 9,677 were correctly identified while 73 were incorrectly classified as CTLL-2 cells.
DISCUSSION
We have shown in this article that Bayesian mixture models can extract biologically meaningful components (cell subsets) from flow cytometric data, by defining putative cell subsets as groups of mixture components fitting the following criteria:
1. Each component must have a density greater than some threshold to distinguish it from noise; a reasonable threshold density is the density of a single multivariate normal fitted to the same data set.
2. Each component must have a well-conditioned covariance matrix. 3. The components, taken together, have a single mode.
It may also be necessary to merge components that result from events piling up against an axis, typically resulting from log transformation of the data. This is an artifact of the log transform, and disappears with linear FCS 3.0 data using the hyperlog (18) or logicle (19) transforms (data not shown).
Using these putative cell subsets, we show that the accuracy of event classification can be improved by thresholding on the posterior density of each event, or by selecting events from a smaller coverage set. Critically, this analysis also provides us with a robust statistical model of flow cytometric data that can potentially be used for the rigorous statistical comparison of two or more flow cytometric data sets. If flow cytometric data can be normalized in a standardized fashion, it should also be possible to build up a training set of flow cytometric samples, allowing future automated classification of cell subsets in a sample, as well as classification of entire data samples (e.g., as ''normal'' or ''abnormal'').
In the traditional analysis of flow cytometry, the choice of which sequence of markers to gate on and where to draw the gates depends on expertise and it is difficult to replicate cell subset identification and quantitation across different laboratories. The problem is compounded with increasing number of colors, as the number of possible gating sequences rises rapidly with the number of markers used. The process of manual compensation and gate delineation is also extremely time-consuming, and hence a major cost factor in large-scale clinical flow cytometric analysis.
It is clear that some of the complexity of flow cytometric analysis arises from the use of 1D or 2D tools to analyze data The estimated percentages do not necessarily sum up to 100 because low-density components that do not share a mode with any other components have been filtered. The values for the other cell lines are similar (not shown). PPV, positive predictive value; NPV, negative predictive value. that exist in higher-dimensional parameter space. The use of appropriate multivariate statistical approaches would therefore result in a simpler workflow and may also offer greater accuracy in the quantitation of cell subsets, because projections in 2D that cannot be resolved may often be separable with a higher-dimensional partition surface. For these reasons, several automated heuristic-based methods (e.g., discriminant analysis, neural networks, support vector machines) have been suggested for the clustering and classification of flow cytometry data.
However, we believe that a more principled model-based approach using mixture models has many benefits-for example, we can use the model to detect anomalous events, determine rejection criteria to minimize misclassifications, and even construct models for combining different sets of data. In addition, the analysis of mixtures using current computational statistical technology is automatic, and will apply in as many dimensions as we have markers. Unlike the previous approaches outlined earlier, statistical mixture methods can also more easily exploit biological expert knowledge in the specification of priors. Furthermore, calculation of estimation intervals and the assessment of uncertainty in the posterior probability of belonging to groups are simple with a Bayesian approach, allowing us to control the purity of extracted cell subsets naturally. Importantly, a model-based approach allows increasingly sophisticated models to be constructed so as to better capture data constraints (e.g., hierarchical cluster structure), which will result in more accurate and efficient classification schemes.
Bayesian mixture models can be extended to an arbitrary number of dimensions, and we are actively researching its utility for the analysis of polychromatic flow cytometry. In practice, however, several challenges have to be overcome for this to be practical. We have described a simple but adequate strategy for determining the number of components, by simply adding components until the contribution of the last added component is negligible. With a larger number of dimensions and a corresponding increase in the number of mixture components necessary, such an approach may be too inefficient. More advanced sampling methods can estimate the number of components directly (7, 20, 21, 22) . In high dimensions, it is also critical to develop more efficient samplers, and advances in this direction include gradient optimization (23) and the combination of variational optimization with MCMC (24) .
We believe that Bayesian models are a promising approach to the automated or semiautomated analysis of flow cytometric data. With the increasing dimensionality and volume of flow cytometric data being generated, such an approach is likely to prove ever more useful and necessary.
