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Abstract: In this article, a two-grid mixed finite element (TGMFE) method with some second-order time
discrete schemes is developed for numerically solving nonlinear fourth-order reaction diffusion equation. The
two-grid MFE method is used to approximate spatial direction, and some second-order θ schemes formu-
lated at time tk−θ are considered to discretize the time direction. TGMFE method covers two main steps:
a nonlinear MFE system based on the space coarse grid is solved by the iterative algorithm and a coarse
solution is arrived at, then a linearized MFE system with fine grid is considered and a TGMFE solution
is obtained. Here, the stability and a priori error estimates in L2-norm for both nonlinear Galerkin MFE
system and TGMFE scheme are derived. Finally, some convergence results are computed for both nonlinear
Galerkin MFE system and TGMFE scheme to verify our theoretical analysis, which show that the conver-
gence rate of the time second-order θ scheme including Crank-Nicolson scheme and second-order backward
difference scheme is close to 2, and that with the comparison to the computing time of nonlinear Galerkin
MFE method, the CPU-time by using TGMFE method can be saved.
Keywords: Second-order θ scheme; Nonlinear fourth-order reaction diffusion equation; TGMFE algorithm;
Stability; Error estimates
1 Introduction
Fourth-order partial differential equations (PDEs) have many important applications, so increasing peo-
ple have made a lot of researches in looking for numerical solutions for these fourth-order PDEs. Li [1]
studied mixed methods with radial basis function for fourth-order parabolic and elliptic PDEs. In [2], Li
gave the optimal convergence analysis of MFE methods for parabolic and elliptic problems with fourth-
order derivatives. In [3], Li considered optimal error estimates of MFE method for a fourth-order elliptic
problem with nonlinear term. In [17], Liu et al. discussed a MFE method for a fourth-order PDE with time-
fractional derivative. In [26], Khiari and Omrani considered a finite difference method for two-dimensional ex-
tended Fisher-Kolmogorov equation. Liu et al. [20] considered MFE method for time-fractional fourth-order
reaction-diffusion problem with a nonlinear term. In [24], Danumjaya and Pani considered C1-conforming
FE method for the extended Fisher-Kolmogorov (EFK) equation. In [25], Danumjaya and Pani gave the
∗
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studies of MFE methods for a fourth order reaction diffusion equation. In [29], Yang et al. numerically
solved fourth-order partial integro-differential equation by Crank-Nicolson/quasi-wavelets method. Doss
and Nandini [21] give a MFE method for the extended Fisher-Kolmogorov equation. In [31], Mohanty and
Kaur solved a class of fourth order non-linear parabolic equations by high accuracy implicit variable mesh
methods. In [22], Wang et al. solved the extended Fisher-Kolmogorov equation by using a new linearized
Crank-Nicolson MFE scheme.
In this article, we consider MFE method with two-grid scheme [4, 5] to look for the numerical solution
of nonlinear fourth-order reaction diffusion equation
ut + γ △2 u−△u+ f(u) = g(z, t), (z, t) ∈ Ω× J, (1.1)
with initial condition
u(z, 0) = u0(z), z ∈ Ω, (1.2)
and Dirichlet boundary conditions
u(z, t) = △u(z, t) = 0, (z, t) ∈ ∂Ω× J¯ , (1.3)
where J = (0, T ] is the time interval with 0 < T < ∞ and Ω is a bounded convex polygonal domain in
Rd, d ≤ 2 with boundary ∂Ω. The coefficient γ is a positive constant, u0(z) is given function, f(u) is the
nonlinear term, which satisfies |f(u1)−f(u2)| ≤ C|u1−u2|, g(z, t) is the source term. If we choose γ = 0, the
equation (1.1) is the general second-order reaction diffusion equation; if we take g(z, t) = 0 and f(u) = u3−u,
the equation (1.1) is called the extended Fisher-Kolmogorov (EFK) equation [24, 22].
Two-grid finite element (FE) method was proposed by Xu [4, 5], which is an important numerical method
and can save the computing time. This method includes mainly two computing steps: Firstly, a nonlinear
system on the coarse grid is solved by the iterative method; secondly, based on the coarse solution solved by
the first step, a linearized numerical scheme on the fine grid is constructed, then the two-grid solution for
this linear system is arrived at. Compared to the nonlinear Galerkin FE method, the two-grid method can
save the CPU time and also get the almost the same errors and convergence rate to the one of nonlinear
Galerkin FE method. In view of the advantages of two-grid method, the method has been developed by
increasing researchers, the detailed contents can be found in Dawson and Wheeler [6], Chien and Jeng [9],
Mu and Xu [8], Wu and Allen [13], Chen et al. [10], Chen and Chen [12], Liu et al. [14], Chen and Liu [15],
Shi and Yang [7], Weng et al. [16], Bajpai and Nataraj [18], Zhong et al. [28], Liu et al. [19], Liu et al.
[27], Yan et al. [30] and some other references. Based on these discussions for two-grid method, ones can
see that the time direction is approximated mainly by the second-order Crank-Nicolson (CN) scheme, the
second-order two step backward difference (BD) method, and backward Euler (BE) method with first-order
convergence rate.
Very recently, Liu et al. in [23] developed some linearized time second-order θ schemes for nonlinear
time fractional Cable equation. In [23], ones approximate the integer derivative ∂u
∂t
(tn−θ), θ ∈ [0, 12 ] by some
second-order θ approximations. Here we will develop the second-order θ-scheme with TGMFE method for
nonlinear fourth-order reaction diffusion equation, and we do not use the time linearized method for nonlinear
term and only apply the second-order θ-scheme to approximating time direction. In these θ schemes, our
methods include general second-order CN method with θ = 1
2
and second-order BD method with θ = 0.
For formulating our scheme, we introduce σ = △u and split the fourth-order problem (1.1) into the coupled
system of second-order equations
ut + γ △ σ −△u+ f(u) = g(z, t), (1.4)
and
σ −△u = 0. (1.5)
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In this paper, based on the lower coupled system, we consider the nonlinear Galerkin MFE system with some
second-order θ-scheme in time and second-order θ scheme with TGMFE method, then give the stability and
error analysis with second-order convergence rate. For testing the effectiveness of second-order θ scheme and
making some comparisons between nonlinear MFE system and TGMFE method, we provide some numerical
examples.
Throughout this article, C > 0 is a constant, which is free of space mesh parameters h and H and the
time step parameter ∆t. The layout of the paper is as follows. In Section 2, nonlinear Galerkin MFE scheme
and TGMFE system are given. In Section 3, the stability and a priori error estimates are made. In Section
4, some numerical results are shown to confirm the theoretical analysis. In Section 5, some conclusions are
shown.
2 Numerical scheme
For obtaining fully discrete scheme, we insert the nodes tn = n∆t(n = 0, 1, 2, · · · , N) in the time interval
[0, T ], where tn satisfy 0 = t0 < t1 < t2 < · · · < tN = T with mesh length ∆t = T/N for some positive
integer N . We now define φn as the approximation of φ(tn) at time t = tn.
To formulate the time discrete scheme, referring to Ref. [23], we have the following lemmas at time
t = tn−θ.
Lemma 2.1 For sufficiently smooth function φ(t), at time tn−θ, the following approximation for first-order
derivative with second-order convergence rate for any θ ∈ [0, 1
2
] holds
φt(tn−θ) =
(3 − 2θ)φ(tn)− (4 − 4θ)φ(tn−1) + (1 − 2θ)φ(tn−2)
2∆t
+O(∆t2)
=
(3 − 2θ)φn − (4− 4θ)φn−1 + (1 − 2θ)φn−2
2∆t
,Dtφn−θ, n ≥ 2.
(2.1)
Lemma 2.2 With sufficiently smooth function φ(t), at time tn−θ, the following approximate formula
φ(tn−θ) =(1− θ)φ(tn) + θφ(tn−1) +O(∆t2)
=(1− θ)φn + θφn−1
,φn−θ
(2.2)
holds for any θ ∈ [0, 1
2
].
Lemma 2.3 For series {φn} (n ≥ 2), the following inequality holds
(
Dtφn−θ, φn−θ
)
≥ 1
4∆t
(H[φn]−H[φn−1]), (2.3)
H[φn] = (3− 2θ)‖φn‖2 − (1− 2θ)‖φn−1‖2 + (2 − θ)(1− 2θ)‖φn − φn−1‖2, n ≥ 1, (2.4)
and
H[φn] ≥ 1
1− θ ‖φ
n‖2, (2.5)
where 0 ≤ θ ≤ 1/2.
Based on the above lemmas 2.1-2.2, we take the values for system (1.4)-(1.5) at time tn−θ and drop the time
errors to get for n ≥ 2
Dtun−θ + γ △ σn−θ −△un−θ + fn−θ(u) = g(z, tn−θ), (2.6)
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and
σn−θ −△un−θ = 0. (2.7)
Similarly, we have for n = 1
Dtu 12 + γ △ σ 12 −△u 12 + f 12 (u) = g(z, t 1
2
), (2.8)
and
σ
1
2 −△u 12 = 0. (2.9)
At time tn−θ, we use lemmas 2.1-2.2 to get time semi-discrete scheme for the case n ≥ 2
(
Dtun−θ, v
)
− γ(∇σn−θ,∇v) + (∇un−θ,∇v) + (fn−θ(u), v) =(gn−θ, v), ∀v ∈ H10 , (2.10)
and
(σn−θ, w) + (∇un−θ,∇w) = 0, ∀w ∈ H10 . (2.11)
For solving time semi-discrete coupled system (2.10)-(2.11), we need to solve the solution pair (u1, σ1) based
on the initial value (u0, σ0) by the following time discrete system
(
Dtu 12 , v
)
− γ(∇σ 12 ,∇v) + (∇u 12 ,∇v) + (f 12 (u), v) =(g 12 , v), ∀v ∈ H10 , (2.12)
and
(σ
1
2 , w) + (∇u 12 ,∇w) = 0, ∀w ∈ H10 . (2.13)
Considering the above time semi-discrete coupled system (2.10)-(2.13), we get standard nonlinear MFE
scheme for the case n ≥ 2
(
Dtun−θh , vh
)
− γ(∇σn−θ
h
,∇vh) + (∇un−θh ,∇vh) + (fn−θ(uh), vh) =(gn−θ, vh), ∀vh ∈ Lh, (2.14)
and
(σn−θ
h
, wh) + (∇un−θh ,∇wh) = 0, ∀wh ∈ Lh, (2.15)
in which the MFE solution pair (u1
h
, σ1
h
) can be arrived at by the following coupled MFE scheme
(
Dtu
1
2
h
, vh
)
− γ(∇σ
1
2
h
,∇vh) + (∇u
1
2
h
,∇vh) + (f 12 (uh), vh) =(g 12 , vh), ∀vh ∈ Lh, (2.16)
and
(σ
1
2
h
, wh) + (∇u
1
2
h
,∇wh) = 0, ∀wh ∈ Lh. (2.17)
where Lh is the finite element subspace of H
1
0 .
For saving the CPU-time of standard MFE method, we consider TGMFE method based on the coarse
grid TH and the fine grid Th for n ≥ 1.
Step I: Based on the coarse grid TH , we solve nonlinear coupled system by looking for the coarse solution
pair {un
H
, σn
H
} : [0, T ] 7→ LH ⊂ Lh such that for the case n ≥ 2:
(
Dtun−θH , vH
)
− γ(∇σn−θ
H
,∇vH) + (∇un−θH ,∇vH) + (fn−θ(uH), vH) =(gn−θ, vH), ∀vH ∈ LH , (2.18)
and
(σn−θ
H
, wh) + (∇un−θH ,∇wH) = 0, ∀wH ∈ LH , (2.19)
which can be solved based on the coarse solution pairs (u1
H
, σ1
H
) and (u0
H
, σ0
H
), where (u1
H
, σ1
H
) need to be
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solved by the following system
(
Dtu
1
2
H
, vH
)
− γ(∇σ
1
2
H
,∇vH) + (∇u
1
2
H
,∇vH) + (f 12 (uH), vH) =(g 12 , vH), ∀vH ∈ LH , (2.20)
and
(σ
1
2
H
, wh) + (∇u
1
2
H
,∇wH) = 0, ∀wH ∈ LH . (2.21)
Step II: Based on the coarse solution pair {un
H
, σn
H
} ∈ LH , we solve a linear coupled system on the fine grid
Th, by finding the fine solution pair {Unh ,Σnh} : [0, T ] 7→ Lh such that for the case n ≥ 2:
(
DtUn−θh , vh
)
− γ(∇Σn−θ
h
,∇vh) + (∇Un−θh ,∇vh)
+ ((1 − θ)F(Unh , unH) + θf(Un−1h ), vh) = (gn−θ, vh), ∀vh ∈ Lh,
(2.22)
and
(Σn−θ
h
, wh) + (∇Un−θh ,∇wh) = 0, ∀wh ∈ Lh, (2.23)
in which the two-grid solution pair (U1
h
,Σ1
h
) can be arrived at by the system
(
DtU
1
2
h
, vh
)
− γ(∇Σ
1
2
h
,∇vh) + (∇U
1
2
h
,∇vh)
+
1
2
(F(U1h , u
1
H) + f(U
0
h), vh) = (g
1
2 , vh), ∀vh ∈ Lh,
(2.24)
and
(Σ
1
2
h
, wh) + (∇U
1
2
h
,∇wh) = 0, ∀wh ∈ Lh, (2.25)
where F(Un
h
, un
H
) , f(un
H
) + f ′(un
H
)(Un
h
− un
H
), n ≥ 1.
Remark 2.4 (i). With σ = ∆u, we have the second mixed formulation for the case n ≥ 2
(
Dtun−θ, v
)
− γ(∇σn−θ,∇v) + (σn−θ, v) + (fn−θ(u), v) =(gn−θ, v), ∀v ∈ H10 , (2.26)
(σn−θ, w) + (∇un−θ,∇w) = 0, ∀w ∈ H10 . (2.27)
(ii). With σ = γ∆u− u, we have the third mixed formulation for the case n ≥ 2
(
Dtun−θ, v
)
− (∇σn−θ,∇v) + (fn−θ(u), v) =(gn−θ, v), ∀v ∈ H10 , (2.28)
(σn−θ, w) + γ(∇un−θ,∇w) + (un−θ, w) = 0, ∀w ∈ H10 . (2.29)
(iii). For the above two schemes (i)-(ii), we can discuss the numerical theories by the similar process to the
one of the current scheme. Here, we do not consider that.
3 Numerical analysis for fully discrete scheme
3.1 Stability
In what follows, we consider the following stable inequality.
Theorem 3.1 For the standard MFE solution pair {un
h
, σn
h
} ∈ Lh, the stability for nonlinear MFE system
(2.14)-(2.15) holds
‖unh‖2 +∆t
n∑
k=2
‖∇uk−θ
h
‖2 + γ∆t
n∑
k=2
‖σk−θ
h
‖2 ≤C(‖u0h‖2 +∆t
n∑
k=1
‖gk‖2). (3.1)
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Proof. In (2.14)-(2.15), we choose vh = u
n−θ
h
and wh = σ
n−θ
h
to arrive at
(
Dtun−θh , un−θh
)
+ ‖∇un−θ
h
‖2 =− γ(∇σn−θ
h
,∇un−θ
h
)− (fn−θ(uh), un−θh ) + (gn−θ, vh)
=− γ‖σn−θ
h
‖2 − (fn−θ(uh), un−θh ) + (gn−θ, un−θh ).
(3.2)
We use Cauchy-Schwarz inequality as well as Young inequality to get
1
4∆t
(H[unh]−H[un−1h ]) + ‖∇un−θh ‖2 + γ‖σn−θh ‖2 ≤− (fn−θ(uh), un−θh ) + (gn−θ, un−θh )
≤1
2
‖fn−θ(uh)‖2 + ‖un−θh ‖2 +
1
2
‖gn−θ‖2.
(3.3)
Sum from 2 to n for the above inequality and make use of lemma 2.3 to get
H[unh] + 4∆t
n∑
k=2
‖∇uk−θ
h
‖2 + 4γ∆t
n∑
k=2
‖σk−θ
h
‖2
≤H[u2h] + 2∆t
n∑
k=2
‖(1− θ)ukh + θuk−1h ‖2 + 2∆t
n∑
k=2
‖(1− θ)gk + θgk−1‖2
≤H[u2h] + 2∆t
n∑
k=1
‖ukh‖2 + 2∆t
n∑
k=1
‖gk‖2.
(3.4)
In the next step, we need to estimate H[u2
h
]. We first compute u1
h
by using Crank-Nicolson scheme, then
apply lemma 2.3, we have
1
1− θ‖u
n
h‖2 + 4∆t
n∑
k=2
‖∇uk−θ
h
‖2 + 4γ∆t
n∑
k=2
‖σk−θ
h
‖2
≤C∆t
n∑
k=0
‖ukh‖2 + 2∆t
n∑
k=1
‖gk‖2.
(3.5)
Using Gronwall lemma for the above inequality, we complete the proof.
Theorem 3.2 For the coarse solution pair {un
H
, σn
H
} ∈ LH , the stability for the coupled system (2.18)-(2.19)
holds
‖unH‖2 +∆t
n∑
k=2
‖∇uk−θ
H
‖2 + γ∆t
n∑
k=2
‖σk−θ
H
‖2 ≤C(‖u0H‖2 +∆t
n∑
k=1
‖gk‖2). (3.6)
Proof. Follow the similar process to the one in theorem 3.1 to accomplish the proof.
In what follows, we will give the stability of TGMFE scheme.
Theorem 3.3 For the two-grid solution pair {Un
h
,Σn
h
} ∈ Lh, the stability for the TGMFE system (2.18)-
(2.25) holds
‖Unh ‖2 +∆t
n∑
k=2
‖∇Uk−θ
h
‖2 + γ∆t
n∑
k=2
‖Σk−θ
h
‖2 ≤C(‖U0h‖2 + ‖u0H‖2 +∆t
n∑
k=1
‖gk‖2). (3.7)
Proof. Using the similar derivation to that in theorem 3.1 again, we have
‖Unh ‖2 +∆t
n∑
k=2
‖∇Uk−θ
h
‖2 + γ∆t
n∑
k=2
‖Σk−θ
h
‖2
≤C(‖U0h‖2 +∆t
n∑
k=1
‖gk‖2) + ∆t
n∑
k=1
‖Unh ‖2 +∆t
n∑
k=1
‖unH‖2.
(3.8)
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Combining Gronwall lemma with (3.6), we obtain the result (3.7).
3.2 Error analysis
To carry out the error analysis, we give the projection operator and the estimate inequality.
Lemma 3.4 Define a Ritz projection operator Qh : H
1
0 (Ω)→ Lh satisfying
(∇(y −Qhy),∇yh) = 0, ∀yh ∈ Vh, (3.9)
with the estimate inequality
‖y −Qhy‖+ ‖(y −Qhy)t‖+ h‖y −Qhy‖1 ≤ Chm+1, ∀y ∈ H10 (Ω) ∩Hm+1(Ω), (3.10)
where the norms are defined by ‖y‖l =
√∑
0≤|r|≤l
∫
Ω
| Dry |2 and h = h or H.
In what follows, we will give the detailed proof of error estimates in L2-norm.
Theorem 3.5 Let un be the solution of system (2.10)-(2.13), un
h
be the solution of system (2.14)-(2.17),
un
H
be the coarse solution of system (2.18)-(2.21), Un
h
be the two-grid solution of system (2.18)-(2.25),
respectively. With u0
h
= Qhu0, u
0
H
= QHu0, U
0
h
= Qhu0, there exists a constant C free of space-time mesh
step length h,H,∆t such that
‖un − unh‖+ γ
1
2
(
∆t
n∑
k=1
‖(σ − σh)k−θ‖2
) 1
2
+
(
∆t
n∑
k=1
‖∇(u− uh)k−θ‖2
) 1
2 ≤ Chm+1, (3.11)
‖un − unH‖+ γ
1
2
(
∆t
n∑
k=1
‖(σ − σH)k−θ‖2
) 1
2
+
(
∆t
n∑
k=1
‖∇(u− uH)k−θ‖2
) 1
2 ≤ CHm+1, (3.12)
and
‖un − Unh ‖+ γ
1
2
(
∆t
n∑
k=1
‖(σ − Σh)k−θ‖2
) 1
2
+
(
∆t
n∑
k=1
‖∇(u− Uh)k−θ‖2
) 1
2 ≤ C[hm+1 +H2m+2]. (3.13)
Proof. 1). Combine (2.10)-(2.11) with (2.14)-(2.15), we use projection operator (3.9) to get
(
Dt(u − uh)n−θ, vh
)
− γ(∇(Qhσ − σh)n−θ,∇vh)
+ (∇(Qhu− uh)n−θ,∇vh) + (fn−θ(u)− fn−θ(uh), vh) = 0,
(3.14)
and
((σ −Qhσ)n−θ, wh) + (∇(Qhu− uh)n−θ,∇wh) = 0. (3.15)
Now we take (vh, wh) = ((Qhu− uh)n−θ, (Qhσ − σh)n−θ) in system (3.14)-(3.15) to get
(
Dt(Qhu− uh)n−θ, (Qhu− uh)n−θ
)
+ γ‖(Qhσ − σh)n−θ‖2 + ‖∇(Qhu− uh)n−θ‖2
=− (fn−θ(u)− fn−θ(uh), (Qhu− uh)n−θ)−
(
Dt(u −Qhu)n−θ, (Qhu− uh)n−θ
)
− γ((σ −Qhσ)n−θ, (Qhσ − σh)n−θ).
(3.16)
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Now we estimate the three terms on the right hand side of the above equation. For the first term, we use
lemma 2.3, Cauchy-Schwarz inequality as well as Young inequality to get
− (fn−θ(u)− fn−θ(uh), (Qhu− uh)n−θ)
≤‖fn−θ(u)− fn−θ(uh)‖‖(Qhu− uh)n−θ)‖
≤‖(1− θ)(fn(u)− fn(uh)) + θ(fn−1(u)− fn−1(uh))‖‖(Qhu− uh)n−θ)‖
≤C(‖un −Qhun‖2 + ‖Qhun − unh‖2 + ‖un−1 −Qhun−1‖2 + ‖Qhun−1 − un−1h ‖2).
(3.17)
For the second and third terms on the right hand side of (3.16), we use Cauchy-Schwarz inequality as well
as Young inequality to arrive at
−
(
Dt(u−Qhu)n−θ, (Qhu− uh)n−θ
)
− γ((σ −Qhσ)n−θ, (Qhσ − σh))n−θ)
≤1
2
‖Dt(u−Qhu)n−θ‖2 + 1
2
‖(Qhu− uh)n−θ‖2 + γ
2
‖(σ −Qhσ)n−θ‖2 + γ
2
‖(Qhσ − σh)n−θ‖2
≤1
2
∥∥∥ (3− 2θ)[(u −Qhu)n − (u−Qhu)n−1]− (1 − 2θ)[(u−Qhu)n−1 − (u−Qhu)n−2]
2∆t
∥∥∥2
+
1
2
‖(Qhu− Uh)n−θ‖2 + γ
2
‖(σ −Qhσ)n−θ‖2 + γ
2
‖(Qhσ − σh)n−θ‖2
≤ C
∆t
∫ tn
tn−2
‖(u−Qhu)t‖2dt+ 1
2
‖(Qhu− uh)n−θ‖2 + γ
2
‖(σ −Qhσ)n−θ‖2 + γ
2
‖(Qhσ − σh)n−θ‖2.
(3.18)
Substitute (3.17) and (3.18) into (3.16) and use inequality (2.3) to get
1
4∆t
(H[(Qhu− uh)n]−H[(Qhu− uh)n−1]) + γ
2
‖(Qhσ − σh)n−θ‖2 + ‖∇(Qhu− uh)n−θ‖2
≤ C
∆t
∫ tn
tn−2
‖(u−Qhu)t‖2dt+ 1
2
‖(Qhu− uh)n−θ‖2 + γ
2
‖(σ −Qhσ)n−θ‖2
+ C(‖un − unh‖2 + ‖un−1 − un−1h ‖2 + ‖(Qhu− uh)n−θ‖2).
(3.19)
Sum (3.19) with respect to n from 2 to L to get
H[(Qhu− uh)L] + 2∆t
L∑
n=2
(γ‖(Qhσ − σh)n−θ‖2 + 2‖∇(Qhu− uh)n−θ‖2)
≤H[(Qhu− uh)1] + C
∫ tL
t0
‖(u−Qhu)t‖2dt+ 2∆t
L∑
n=2
‖(Qhu− uh)n−θ‖2 + 2γ∆t
L∑
n=2
‖(σ −Qhσ)n−θ‖2
+ C∆t
L∑
n=2
(‖un − unh‖2 + ‖un−1 − un−1h ‖2 + ‖(Qhu− uh)n−θ‖2).
(3.20)
Now we need to give the estimate of H[(Qhu− uh)1]. We combine (2.12)-(2.13) with (2.16)-(2.17) to get
(
Dt(u− uh) 12 , vh
)
− γ(∇(σ − σh) 12 ,∇vh) + (∇(u − uh) 12 ,∇vh)
+ (f
1
2 (u)− f 12 (uh), vh) = 0,
(3.21)
and
((σ − σh) 12 , wh) + (∇(u − uh) 12 ,∇wh) = 0. (3.22)
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We take (vh, wh) = ((Qhu − uh) 12 , (Qhσ − σh) 12 ) in (3.21)-(3.22), and use the similar derivation to the one
of inequality (3.20) to get
‖(Qhu− uh)1‖2 + 2∆t(γ‖(Qhσ − σh) 12 ‖2 + 2‖∇(Qhu− uh) 12 ‖2)
≤‖(Qhu− uh)0‖2 + C
∫ t1
t0
‖(u−Qhu)t‖2dt+ 2∆t‖(Qhu− uh) 12 ‖2 + 2γ∆t‖(σ −Qhσ) 12 ‖2
+ C∆t(‖u1 − u1h‖2 + ‖u0 − u0h‖2 + ‖(Qhu− uh)
1
2 ‖2).
(3.23)
From (3.23), we easily know that
H[(Qhu− uh)1] =(3− 2θ)‖(Qhu− uh)1‖2 − (1− 2θ)‖(Qhu− uh)0‖2
+ (2 − θ)(1− 2θ)‖(Qhu− uh)1 − (Qhu− uh)0‖2
≤C(‖(Qhu− uh)1‖2 + ‖(Qhu− uh)0‖2).
(3.24)
Combine (3.20), (3.23) with (3.24) to get
H[(Qhu− uh)L] + 2∆t
L∑
n=1
(γ‖(Qhσ − σh)n−θ‖2 + 2‖∇(Qhu− uh)n−θ‖2)
≤C
∫ tL
t0
‖(u−Qhu)t‖2dt+ 2∆t
L∑
n=2
‖(Qhu− uh)n−θ‖2 + 2γ∆t
L∑
n=2
‖(σ −Qhσ)n−θ‖2
+ C∆t
L∑
n=2
(‖un − unh‖2 + ‖un−1 − un−1h ‖2 + ‖(Qhu− uh)n−θ‖2),
(3.25)
which is combined with Gronwall lemma, triangle inequality and (3.10) to arrive at the conclusion (3.11).
2). Using the similar proof to the one of (3.11), we arrive at the conclusion (3.12) based on the coarse grid.
3). Now we combine system (2.10)-(2.11) with (2.22)-(2.23) to get for n ≥ 2
(
Dt(u− Uh)n−θ, vh
)
− γ(∇(σ − Σh)n−θ,∇vh) + (∇(u − Uh)n−θ,∇vh)
+ (fn−θ(u)− (1− θ)F(Unh , unH)− θf(Un−1h ), vh) = 0,
(3.26)
and
((σ − Σh)n−θ, wh) + (∇(u− Uh)n−θ,∇wh) = 0. (3.27)
Take (vh, wh) = ((Qhu−Uh)n−θ, (Qhσ−Σh))n−θ) in system (3.26)-(3.27), use (3.9) and sum for the resulting
equations to get
(
Dt(Qhu− Uh)n−θ, (Qhu− Uh)n−θ
)
+ γ‖(Qhσ − Σh)n−θ‖2 + ‖∇(Qhu− Uh)n−θ‖2
=−
(
Dt(u −Qhu)n−θ, (Qhu− Uh)n−θ
)
− γ((σ −Qhσ)n−θ, (Qhσ − Σh))n−θ)
− (fn−θ(u)− (1 − θ)F(Unh , unH)− θf(Un−1h ), (Qhu− Uh)n−θ)
=I + II + III.
(3.28)
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Now we estimate the three terms on the right hand side of (3.28). Using Cauchy-Schwarz inequality as well
as Young inequality, we make use of the similar derivation as the one in (3.18) to get
I + II = −
(
Dt(u −Qhu)n−θ, (Qhu− Uh)n−θ
)
− γ((σ −Qhσ)n−θ, (Qhσ − Σh))n−θ)
≤ C
∆t
∫ tn
tn−2
‖(u−Qhu)t‖2dt+ 1
2
‖(Qhu− Uh)n−θ‖2
+
γ
2
‖(σ −Qhσ)n−θ‖2 + γ
2
‖(Qhσ − Σh)n−θ‖2.
(3.29)
Use Taylor formula, Cauchy-Schwarz inequality to get
III =− (fn−θ(u)− (1− θ)F(Unh , unH)− θf(Un−1h ), (Qhu− Uh)n−θ)
≤‖(1− θ)[fn − F(Unh , unH)] + θ[fn−1 − f(Un−1h )]‖‖(Qhu− Uh)n−θ‖
=‖(1− θ)[fn − f(unH)− f ′(unH)(Unh − unH)] + θ[fn−1 − f(Un−1h )]‖‖(Qhu− Uh)n−θ‖
=‖(1− θ)[f ′(unH)(un − Unh ) +
1
2
f ′′(φ1)(u
n − unH)2] + θ[f ′(φ2)(un−1 − Un−1h )]‖‖(Qhu− Uh)n−θ‖
≤C(‖un − Unh ‖2 + ‖(un − unH)2‖2 + ‖un−1 − Un−1h ‖2 + ‖(Qhu− Uh)n−θ‖2).
(3.30)
Substitute (3.29) and (3.30) into (3.28) and use inequality (2.3) to get
1
4∆t
(H[(Qhu− Uh)n]−H[(Qhu− Uh)n−1]) + γ
2
‖(Qhσ − Σh)n−θ‖2 + ‖∇(Qhu− Uh)n−θ‖2
≤ C
∆t
∫ tn
tn−2
‖(u−Qhu)t‖2dt+ 1
2
‖(Qhu− Uh)n−θ‖2 + γ
2
‖(σ −Qhσ)n−θ‖2
+ C(‖un − Unh ‖2 + ‖(un − unH)2‖2 + ‖un−1 − Un−1h ‖2 + ‖(Qhu− Uh)n−θ‖2).
(3.31)
Sum (3.31) with respect to n from 2 to L to get
H[(Qhu− Uh)L] + 2∆t
L∑
n=2
(γ‖(Qhσ − Σh)n−θ‖2 + 2‖∇(Qhu− Uh)n−θ‖2)
≤H[(Qhu− Uh)1] + C
∫ tL
t0
‖(u−Qhu)t‖2dt+ 2∆t
L∑
n=2
‖(Qhu− Uh)n−θ‖2 + 2γ∆t
L∑
n=2
‖(σ −Qhσ)n−θ‖2
+ C∆t
L∑
n=2
(‖un − Unh ‖2 + ‖(un − unH)2‖2 + ‖un−1 − Un−1h ‖2 + ‖(Qhu− Uh)n−θ‖2).
(3.32)
Now we need to give the estimate of H[(Qhu− Uh)1]. We combine (2.12)-(2.13) with (2.24)-(2.25) to get
(
Dt(u − Uh) 12 , vh
)
− γ(∇(σ − Σh) 12 ,∇vh) + (∇(u − Uh) 12 ,∇vh)
+ (f
1
2 (u)− 1
2
F(U1h , u
1
H)−
1
2
f(U0h), vh) = 0,
(3.33)
and
((σ − Σh) 12 , wh) + (∇(u− Uh) 12 ,∇wh) = 0. (3.34)
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In (3.33)-(3.34), we take (vh, wh) = ((Qhu− Uh) 12 , (Qhσ − Σh) 12 ) and use the similar derivation to the one
of inequality (3.32) to get
‖(Qhu− Uh)1‖2 + 2∆t(γ‖(Qhσ − Σh) 12 ‖2 + 2‖∇(Qhu− Uh) 12 ‖2)
≤‖(Qhu− Uh)0‖2 + C
∫ t1
t0
‖(u−Qhu)t‖2dt+ 2∆t‖(Qhu− Uh) 12 ‖2 + 2γ∆t‖(σ −Qhσ) 12 ‖2
+ C∆t(‖u1 − U1h‖2 + ‖(u1 − u1H)2‖2 + ‖u0 − U0h‖2 + ‖(Qhu− Uh)
1
2 ‖2).
(3.35)
By the similar process to the derivation (3.24), we have
H[(Qhu− Uh)1] ≤C(‖(Qhu− Uh)1‖2 + ‖(Qhu− Uh)0‖2). (3.36)
Combining (3.35), (3.36) with (3.32) and using Gronwall lemma with (3.12), we have
‖(Qhu− Uh)L‖2 + 2∆t
L∑
n=1
(γ‖(Qhσ − Σh)n−θ‖2 + 2‖∇(Qhu− Uh)n−θ‖2)
≤C
∫ tL
t0
‖(u−Qhu)t‖2dt+ C∆t
L∑
n=1
(‖(un − unH)2‖2 + h2m+2) + C∆th2m+2
≤C
∫ tL
t0
‖(u−Qhu)t‖2dt+ C∆t
L∑
n=1
(H4m+4 + h2m+2) + C∆th2m+2.
(3.37)
Using triangle inequality, we arrive at the conclusion (3.13).
Combine (1.4)-(1.5), (2.8)-(2.7) with the above results to arrive at the main error theorem in this paper.
Theorem 3.6 There exists a constant C independent of space-time mesh step length h,H,∆t such that
‖u(tn)−unh‖+γ
1
2
(
∆t
n∑
k=1
‖σ(tk−θ)−σk−θh ‖2
) 1
2
+
(
∆t
n∑
k=1
‖∇(u(tk−θ)−uk−θh )‖2
) 1
2 ≤ C[∆t2+hm+1], (3.38)
‖u(tn)−unH‖+γ
1
2
(
∆t
n∑
k=1
‖σ(tk−θ)−σk−θH ‖2
) 1
2
+
(
∆t
n∑
k=1
‖∇(u(tk−θ)−uk−θH )‖2
) 1
2 ≤ C[∆t2+Hm+1], (3.39)
and
‖u(tn)−Unh ‖+γ
1
2
(
∆t
n∑
k=1
‖σ(tk−θ)−Σk−θh ‖2
) 1
2
+
(
∆t
n∑
k=1
‖∇(u(tk−θ)−Uk−θh )‖2
) 1
2 ≤ C[∆t2+hm+1+H2m+2].
(3.40)
Proof. Let En−θu = u(tn−θ)−un−θ and En−θσ = σ(tn−θ)−σn−θ and we easily know from systems (1.4)-(1.5)
and (2.6)-(2.9) that for n ≥ 2
(
DtEn−θu , v
)
− γ(∇En−θσ ,∇v) + (∇En−θu ,∇v) + (f(u(tn−θ))− fn−θ(u), v) =(Rn−θ1 , v), ∀v ∈ H10 , (3.41)
and
(En−θσ , w) + (∇En−θu ,∇w) = (Rn−θ2 , w), ∀w ∈ H10 , (3.42)
where
Rn−θ1 =Dt(u(tn−θ)− un−θ) + γ △ (σ(tn−θ)− σn−θ)−△(u(tn−θ)− un−θ) + (f(u(tn−θ))− fn−θ(u))
=O(∆t2),
(3.43)
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Rn−θ2 =(σ(tn−θ)− σn−θ))−△(u(tn−θ)− un−θ) = O(∆t2), (3.44)
Also, we easily follow that
(
DtE
1
2
u , v
)
− γ(∇E
1
2
σ ,∇v) + (∇E
1
2
u ,∇v) + (f(u(t 1
2
))− f 12 (u), v) =(R
1
2
3 , v), ∀v ∈ H10 , (3.45)
and
(E
1
2
σ , w) + (∇E
1
2
u ,∇w) = (R
1
2
4 , w), ∀w ∈ H10 , (3.46)
where
R
1
2
3 =Dt(u(t 1
2
)− u 12 ) + γ △ (σ(t 1
2
)− σ 12 )−△(u(tn−θ)− un−θ) + (f(u(t 1
2
))− f 12 (u))
=O(∆t2),
(3.47)
R
1
2
4 =(σ(t 1
2
)− σ 12 ))−△(u(t 1
2
)− u 12 ) = O(∆t2). (3.48)
We use the similar analysis as the ones in the theorem 3.5 to easily get
‖u(tn)− un‖+ γ 12
(
∆t
n∑
k=1
‖σ(tk−θ)− σk−θ‖2
) 1
2
+
(
∆t
n∑
k=1
‖∇u(tk−θ)− uk−θ‖2
) 1
2 ≤ C∆t2. (3.49)
We combine (3.49) with the results in theorem 3.5 and use triangle inequality to get the conclusions of
theorem 3.6.
4 Numerical tests
In this section, we take some numerical examples to test the computational efficiency of TGMFE method
combined with θ-scheme with second-order convergence rate. For implementing the numerical computations
in two-dimensional cases, we take rectangular partition for spatial domain Ω and choose continuous bilinear
element with basis function P (x1, x2) = a + bx1 + cx2 + dx1x2. We also consider a one-dimensional case
based on the piecewise continuous linear element. In the following discussions, we take Hˆ as the length of the
edge of coarse grid rectangular unit and hˆ the length of the edge of fine grid rectangular unit, respectively.
It is easy to see that we have H =
√
2Hˆ and h =
√
2hˆ.
Example 4.1
In (1.1), based on the spatial domain Ω¯ = [−1, 1]× [−1, 1] and the temporal interval [0, 1], we take nonlinear
term f(u) = u3 − u and the exact solution u(z, t) = exp(−t) sin(2pix1) sin(2pix2), z = (x1, x2), then we get
the source term g(z, t) = (8pi2 − 2 + 64γpi4) exp(−t) sin(2pix1) sin(2pix2) + exp(−3t) sin3(2pix1) sin3(2pix2).
In Table 1, by taking θ = 0.2, changed γ = 0.01, 1, 10 and ∆t = hˆ = Hˆ2 = 1/25, 1/64, 1/100, we
arrive at TGMFE and nonlinear Galerkin MFE error estimates with second-order convergence rate. By the
comparison between TGMFE method and standard nonlinear Galerkin MFE method, ones see that TGMFE
method can save the CPU time largely. We also see from Tables 2-4 that the similar results can be obtained
based on the cases θ = 0.4, 0, 0.5. Compared with nonlinear MFE method in this example, ones can see
clearly from the calculated data in Tables 2-4 that the TGMFE method not only save the computing time,
but also get the better convergence rate.
Example 4.2
Based on the spatial domain Ω¯ = [0, 1] × [0, 1] and the time interval [0, 1] and taking the source term
g(z, t) = 0, the nonlinear term f(u) = u3 − u, we choose another numerical example only including the
initial value u(z, 0) = x3(1 − x)3y3(1− y)3 to verify the convergence order in space.
For testing the spatial convergence order, we choose the numerical solution pair {Uh,Σh} with hˆ = 1/100
and ∆t = 1/200 as the approximate exact solution. In Tables 5-8, with the parameter γ = 0.1, the fixed time
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Table 1: θ = 0.2, H =
√
2Hˆ and h =
√
2hˆ
γ ∆t Hˆ hˆ ‖u− Uh‖ Order ‖σ − Σh‖ Order CPU timeSeconds
0.01 1/25 1/5 1/25 4.41472E-02 2.06945E+00 0.3545
1/64 1/8 1/64 5.03765E-03 2.30912 1.97903E-01 2.49706 5.3805
1/100 1/10 1/100 1.88823E-03 2.19881 7.27048E-02 2.24378 21.6419
1 1/25 1/5 1/25 8.05926E-02 4.91240E+00 0.3970
1/64 1/8 1/64 1.25046E-02 1.98223 7.44673E-01 2.00698 5.3017
1/100 1/10 1/100 5.08477E-03 2.01629 3.00895E-01 2.03050 21.5775
10 1/25 1/5 1/25 8.16219E-02 4.99464E+00 0.3514
1/64 1/8 1/64 1.28273E-02 1.96862 7.69990E-01 1.98907 5.3197
1/100 1/10 1/100 5.27285E-03 1.99200 3.15616E-01 1.99838 21.4013
MFE method ‖u− uh‖ ‖σ − σh‖
0.01 1/25 1/25 4.58575E-02 2.19476E+00 0.8032
1/64 1/64 5.45864E-03 2.26417 2.21379E-01 2.44035 15.1652
1/100 1/100 2.10826E-03 2.13167 8.27276E-02 2.20559 63.9630
1 1/25 1/25 8.06655E-02 4.91823E+00 0.7560
1/64 1/64 1.25411E-02 1.98009 7.47534E-01 2.00416 15.0554
1/100 1/100 5.10577E-03 2.01359 3.02537E-01 2.02689 63.2929
10 1/25 1/25 8.16294E-02 4.99523E+00 0.7677
1/64 1/64 1.28312E-02 1.96840 7.70294E-01 1.98878 15.3985
1/100 1/100 5.27514E-03 1.99171 3.15795E-01 1.99799 65.6151
Table 2: θ = 0.4,H =
√
2Hˆ and h =
√
2hˆ
γ ∆t Hˆ hˆ ‖u− Uh‖ Order ‖σ − Σh‖ Order CPU timeSeconds
1 1/25 1/5 1/25 8.05926E-02 4.91240E+00 0.3353
1/64 1/8 1/64 1.25046E-02 1.98223 7.44673E-01 2.00698 5.2955
1/100 1/10 1/100 5.08477E-03 2.01629 3.00895E-01 2.03050 21.4680
MFE method ‖u− uh‖ ‖σ − σh‖
1/25 1/25 8.06655E-02 4.91823E+00 0.7715
1/64 1/64 1.25411E-02 1.98009 7.47534E-01 2.00416 15.2819
1/100 1/100 5.10577E-03 2.01359 3.02537E-01 2.02689 65.1652
step length ∆t = 1/200 and changed θ = 0, 0.1, 0.3, 0.5, we make the errors between the case hˆ = Hˆ2 = 1/100
with the cases hˆ = Hˆ2 = 1/9, 1/16, 1/25 to get the convergence results, which show the convergence order of
our method is close to 2. Similarly, we also arrive at second-order convergence rate based on the case γ = 20
in Tables 5-8. In the second example, by using TGMFE method, we get almost the same convergence results
as the ones of nonlinear MFE method.
Further, we show the figures of numerical solutions. In Figs. 1-2, based on the parameters θ = 0.1,
γ = 0.1 and ∆t = 1/200, we give the figures of numerical solution Uh at t = 0.5 under the parameters
hˆ = Hˆ2 = 1/100 and hˆ = Hˆ2 = 1/25, respectively. Based on this case, we see that the numerical solutions
have the same approximate trend. In Figs. 3-4, choosing the same parameters as in Figs. 1-2, we also
draw the numerical solutions Uh with γ = 20 and θ = 0.3 at t = 0.5. From Figs. 3-4, we can find that the
two figures also have the same numerical behavior. By the comparisons in 1-4, we see that the numerical
solutions Uh with parameters γ = 0.1 and γ = 10 have different numerical behavior. At the same time, we
also provide the behavior of numerical solution Σh in Figs. 5-8.
Example 4.3
Here we consider the third example to test the temporal convergence rate of second-order θ schemes. Now we
choose in (1.1) the nonlinear term f(u) = u3−u, the source term g(x, t) = (4pi2−2+16γpi4) exp(−t) sin(2pix)+
exp(−3t) sin3(2pix) and the exact solution u(x, t) = exp(−t) sin(2pix) based on the taken spatial domain
Ω¯ = [−1, 1] and the temporal interval [0, 1]. In Table 9, we list the error results and convergence order with
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Table 3: θ = 0, H =
√
2Hˆ and h =
√
2hˆ
γ ∆t Hˆ hˆ ‖u− Uh‖ Order ‖σ − Σh‖ Order CPU timeSeconds
1 1/25 1/5 1/25 8.05926E-02 4.91240E+00 0.3515
1/64 1/8 1/64 1.25046E-02 1.98223 7.44673E-01 2.00698 5.3909
1/100 1/10 1/100 5.08477E-03 2.01629 3.00895E-01 2.03050 21.2432
MFE method ‖u− uh‖ ‖σ − σh‖
1/25 1/25 8.06655E-02 4.91823E+00 0.7599
1/64 1/64 1.25411E-02 1.98009 7.47534E-01 2.00416 15.2091
1/100 1/100 5.10577E-03 2.01359 3.02537E-01 2.02689 65.2895
Table 4: θ = 0.5, H =
√
2Hˆ and h =
√
2hˆ
γ ∆t Hˆ hˆ ‖u− Uh‖ Order ‖σ − Σh‖ Order CPU timeSeconds
1 1/25 1/5 1/25 8.05926E-02 4.91240E+00 0.3523
1/64 1/8 1/64 1.25046E-02 1.98223 7.44673E-01 2.00698 5.3813
1/100 1/10 1/100 5.08477E-03 2.01629 3.00895E-01 2.03050 21.7946
MFE method ‖u− uh‖ ‖σ − σh‖
1/25 1/25 8.06655E-02 4.91823E+00 0.7726
1/64 1/64 1.25411E-02 1.98009 7.47534E-01 2.00416 15.1932
1/100 1/100 5.10577E-03 2.01359 3.02537E-01 2.02689 63.2262
CPU time, which show our TGMFE method can achieve the same calculation accuracy with approximating
time second-order convergence rate as the ones by classical nonlinear Galerkin MFE method, and reduce
the computing time. In summary, we compute three numerical examples including two-dimensional problem
with exact solution, two-dimensional example covering initial value and a one-dimensional equation to test
our numerical methods. In view of these calculated data in Tables 1-9, ones know that the θ scheme can keep
the second-order approximate accuracy in time, TGMFE scheme reduces the CPU time greatly without loss
of calculation accuracy.
5 Conclusions
In this paper, we mainly consider TGMFE method and standard nonlinear Galerkin MFE method with some
second-order θ-schemes to solve nonlinear fourth-order reaction-diffusion equation, discuss the numerical
theories including stability and error estimates, and make some numerical calculations. By the comparisons
between two numerical methods, we find that TGMFE method can save the CPU-time, also see that time
convergence rate is 2 and second-order θ-schemes include general Crank-Nicolson scheme and second-order
backward difference method.
In another work, we will apply the second-order θ scheme with finite element method to solving the
following time-dependent nonlinear thermistor system
ut −△u =σ(u)|∇φ|2,
−∇ · (σ(u)∇φ) =0.
(5.1)
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Table 5: θ = 0, ∆t = 1/200, H =
√
2Hˆ and h =
√
2hˆ
γ Hˆ hˆ ‖u− Uh‖ Order ‖σ − Σh‖ Order CPU timeSeconds
0.1 1/3 1/9 2.06411E-06 4.70651E-04 0.350528
1/4 1/16 6.46351E-07 2.01805 1.49109E-04 1.99777 0.799282
1/5 1/25 2.56619E-07 2.06986 5.89125E-05 2.08077 2.055724
20 1/3 1/9 1.64081E-06 4.55079E-04 0.351065
1/4 1/16 4.68907E-07 2.17696 1.42591E-04 2.01696 0.792415
1/5 1/25 1.98760E-07 1.92321 5.64742E-05 2.07534 2.073567
MFE method ‖u− uh‖ ‖σ − σh‖
0.1 1/9 2.06411E-06 4.70651E-04 0.484523
1/16 6.46351E-07 2.01805 1.49109E-04 1.99777 1.674808
1/25 2.56619E-07 2.06986 5.89125E-05 2.08077 5.390575
20 1/9 1.64081E-06 4.55079E-04 0.471047
1/16 4.68907E-07 2.17696 1.42591E-04 2.01696 1.657236
1/25 1.98760E-07 1.92321 5.64742E-05 2.07534 5.345355
Table 6: θ = 0.1, ∆t = 1/200, H =
√
2Hˆ and h =
√
2hˆ
γ Hˆ hˆ ‖u− Uh‖ Order ‖σ − Σh‖ Order CPU timeSeconds
0.1 1/3 1/9 2.06411E-06 4.70651E-04 0.366366
1/4 1/16 6.46351E-07 2.01805 1.49109E-04 1.99777 0.786107
1/5 1/25 2.56619E-07 2.06986 5.89125E-05 2.08077 2.066031
20 1/3 1/9 1.64081E-06 4.55079E-04 0.349122
1/4 1/16 4.68907E-07 2.17696 1.42591E-04 2.01696 0.788809
1/5 1/25 1.98760E-07 1.92321 5.64742E-05 2.07534 2.07644
MFE method ‖u− uh‖ ‖σ − σh‖
0.1 1/9 2.06411E-06 4.70651E-04 0.467958
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1/25 1.98760E-07 1.92321 5.64742E-05 2.07534 5.473512
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Table 9: Temporal convergence rate
θ γ ∆t H h ‖u− Uh‖ Order ‖σ − Σh‖ Order CPU timeSeconds
0.1 1 1/5 1/70 1/4900 1.17772E-05 4.68596E-04 0.3236
1/10 3.18843E-06 1.88507 1.29492E-04 1.85548 0.4184
1/20 5.91163E-07 2.43122 2.70235E-05 2.26058 0.6056
0.3 10 1/5 1/120 1/14400 1.20679E-06 4.80525E-05 0.9459
1/10 3.24637E-07 1.89427 1.32293E-05 1.86087 1.2179
1/20 8.07215E-08 2.00780 2.79307E-06 2.24382 1.7510
MFE method ‖u− uh‖ ‖σ − σh‖
0.1 1 1/5 1/4900 1.17746E-05 4.68493E-04 0.5560
1/10 3.18549E-06 1.88608 1.29376E-04 1.85646 0.8439
1/20 5.88125E-07 2.43732 2.69034E-05 2.26571 1.4661
0.3 10 1/5 1/14400 1.20676E-06 4.80512E-05 1.6176
1/10 3.24601E-07 1.89440 1.32278E-05 1.86100 2.5707
1/20 8.06300E-08 2.00928 2.78874E-06 2.24589 4.4280
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