Abstract-In our increasingly connected and instrumented world, live data recording the interactions between people, systems, and the environment is available in various domains, such as telecommunciations and social media. This data often takes the form of a temporally evolving graph, where entities are the vertices and the interactions between them are the edges. An important feature of this graph is that the number of edges it has grows continuously, as new interactions take place. We call such graphs interaction graphs. In this paper we study the problem of storing interaction graphs such that temporal queries on them can be answered efficiently. Since interaction graphs are append-only and edges are added continuously, traditional graph layout and storage algorithms that are batch based cannot be applied directly. We present the design and implementation of a system that caches recent interactions in memory, while quickly placing the expired interactions to disk blocks such that those edges that are likely to be accessed together are placed together. We develop live block formation algorithms that are fast, yet can take advantage of temporal and spatial locality among the edges to optimize the storage layout with the goal of improving query performance. We evaluate the system on synthetic as well as real-world interaction graphs, and show that our block formation algorithms are effective for answering temporal neighborhood queries on the graph. Such queries form a foundation for building more complex online and offline temporal analytics on interaction graphs.
INTRODUCTION
G RAPHS are popular data structures used to represent relationships between people, systems, and the environment, where the vertices represent entities and the edges represent the interactions among them. In many application domains capturing, storing, and analyzing this graph structure is a key enabling capability. For instance, the graph structure may represent the relationships in a social network, where finding communities in the graph [8] can facilitate targeted advertising. In the telecommunications (telco) domain, call details reports (CDRs) can be used to capture the call relationships between people [26] , and locating closely connected groups of people can be used for generating promotions.
An important characteristic of many real-world graphs is their temporal nature. For instance, the mention graph of Twitter [35] gets a new edge every time a user mentions another user in a tweet. As another example, the call graph generated from CDRs in a telco application also evolves as people make calls to each other. These kinds of graphs grow forever, as users continuously interact with each other. In other words, these are append-only graphs, where new edges, and less often new vertices, are added as time progresses, but no deletions are made. We call such graphs interaction graphs.
There are two major kinds of temporal analysis that can be performed on interaction graphs. The first is online analysis that requires access to the recent interactions, which can often be captured by defining a sliding window [9] over the stream of graph insertions. The second is offline analysis, which requires analyzing the relationships captured by the graph over a desired time range. Unlike online analysis, offline analysis requires storing the ever growing graph on persistent storage. In this paper, we study graph storage and querying techniques that facilitate efficient temporal analysis over historical interaction graphs, as well as inmemory caching to enable online analysis over their most recent views.
Many graph algorithms rely on the fundamental operation of graph traversal and exhibit high access locality [33] . Given that a vertex is visited during a traversal, it is quite likely that the neighbors of this vertex will be visited shortly after. For instance, an n-hop breadth first search around a vertex exhibits high locality. This observation has motivated block-based disk layouts where the neighborlists of vertices that are highly connected (e.g., form a community) are placed into the same disk block [13] . This minimizes the number of blocks read, which reduces I/O. It also avoids the costly disk seeks, since chasing blocks often requires seeking to different areas of the disk. However, the focus of such work has been on static or slowly changing graphs. Temporal nature of interaction graphs bring several new challenges.
First, the ever growing nature of the graph requires continuously creating new data blocks. To capture the potentially changing locality across vertices, we need to continuously revise the grouping of vertices and create the most suitable layout for different time frames. Second, the evolving nature of the graph requires block formation decisions to be made in an online manner. Offline graph partitioning techniques, such as METIS [16] , are not suitable for handling online updates. As such, we need heuristic techniques to make accurate placement decisions (placing edges and vertices to blocks) in short time. Third, the system should facilitate time range based access, in order to enable historic analysis performed at different time scales. Last but not the least, the system should cache the recent window of updates in memory to support online analysis.
To address these challenges we develop a system for storing and querying interaction graphs. The system stores the recent edges in-memory and continuously offloads expired edges to the disk, removing them from the in-memory store. Expired edges are temporally buffered and written to the disk in blocks. The creation of these blocks uses an online algorithm that quickly and effectively determines which edges should the placed together, taking into account temporal as well as spatial locality. The key idea is to organize a block as one or more temporal neighborlists and use a locality metric to heuristically place edges to disk blocks. Additionally, we keep two index structures, in order to effectively run temporal neighborhood queries on the stored interaction graph. Using these indices and a buffer manager placed over the edge data stored on disk, the system makes it possible to reuse cached disk blocks, especially given that the block formation is done with temporal and spatial locality in mind.
This paper makes the following contributions:
We develop a system for disk-based storage and temporal querying of interaction graphs, supporting both online (over a recent window) and offline (over a historical view) graph analytics. We develop fast block formation algorithms that maximize spatial and temporal locality for the stored edges, improving the query I/O performance. We provide an evaluation of the system using synthetic and real-world data, as well as a study of the impact of various system parameters on its performance. The rest of the paper is organized as follows. Section 2 covers related work. Section 3 gives an overview of the data model. Section 4 describes the system architecture. The block formation algorithms are described in Section 5. Their efficient implementations are described in Section 6. Section 7 presets experimental evaluation and Section 8 concludes the paper.
RELATED WORK
With the availability of large amounts of relationship and interaction data, the topic of graph data management and mining has enjoyed significant research interest. An overview is given by Aggarwal and Wang [1] .
In many domains, such as social media and telecommunications, the graphs used are dynamic and evolve over time. Many mining algorithms rely on this temporal nature to gain new insights, such as understanding how the structure and properties of the network change [19] , [22] , how communities found in the graphs evolve over time [3] , [34] , or how influence spreads through the social network [17] .
From the perspective of data management systems, we can divide the related work into to broad categories, i) inmemory graph processing systems, and ii) graph storage and querying systems. As an example of the former, Trinity [31] is a distributed graph query engine that relies on a memory cloud for storing the graph data and supports online and offline queries over this data. Another example is the in-memory, distributed graph data management system from Mondal and Deshpande [25] , which is optimized to manage large-scale dynamically changing graphs and supporting low-latency query processing over them. Different than these systems, our work focuses on storing graphs on disk. Due to continuous growth and historical storage requirements of interaction graphs, keeping the entire graph in memory could be costly. Furthermore, since not all of the interactions are needed at any given time, storing all of them in memory could also be wasteful.
In terms of disk based systems, GBASE [15] is relevant. It is a large-scale graph management system based on Map/ Reduce [7] . The system employs a graph storage method that relies on block compression to efficiently store homogeneous regions of graphs, and on a grid based technique to efficiently place blocks into files. However, the system is not designed for temporal graphs, and thus the notion of time ranges do not exist.
Another relevant research effort is the work of Khurana and Deshpande [18] , which proposed a distributed system for storing the history of dynamic graphs and answering temporal snapshot queries over it. The system relies on a distributed hierarchical index structure that uses delta computations to compactly record historical information, and support efficient retrieval of historical graph snapshots. However, the data and query model is very different than the ones being considered in this work. Given a time point the system can return a snapshot of the graph for that time point; and similarly, given multiple time points or a time range, the system can return a series of snapshots representing the queried time points. This kind of interface is suitable for analyzing dynamic relationship graphs, where each edge has a valid time interval, and edges can be added or removed (e.g., the following and followee relationship in Twitter). This is similar to the valid time model from temporal databases literature [28] . In contrast, our work is focused on interaction graphs (e.g., the mention graph in Twitter, formed by mention tags found in Tweets connecting users to each other), where each edge has a time stamp and not a time interval associated with it. This is similar to the transaction time model from temporal databases. The time range queries supported by our system do not return graph snapshots, instead they return edges involved in interactions within the given time range for the vertices of interest (more like a neighborhood query).
A key contribution of our work is the online block formation algorithms used to group together temporally and spatially close edges. A relevant work in this area is the disk layout techniques proposed by Hoque and Gupta [13] . The main idea is to use the community structure to optimize the disk layout, so that graph traversals can be performed using less I/O. There are two major differences from our work. First, there is no temporal dimension, so time range based querying is not a concern in their work. Second, their system is batch based and does not support dynamic graphs.
There are also various systems for performing large-scale graph analysis, with different programming models. These include synchronous vertex programming pioneered by Pregel [24] , such as Apache Giraph [10] ; asychronous vertex programming pioneered by GraphLab [11] , [20] and generalized iterated matrix-vector multiplication pioneered by PEGASUS [14] . These works focus on analytical processing and do not provide data management capabilities. Also the focus is on large-scale graphs without a temporal dimension.
Another line of related work is streaming graph processing [2] , [5] , [37] . Rather than storing the entire history of the graph, these works maintain an in-memory sketch to answer queries approximately, with certain bounds.
MODEL
The interaction graph GðV; EÞ consists of a set of vertices (V ) and edges (E). The vertex set is mostly static, whereas the edge set grows continuously. While new vertices can be added, the rate of vertex (entitiy) addition is negligible compared to the rate of edge (interactions) addition. Vertices can be deleted, which means that no future edges incident upon the deleted vertices are to be admitted to the graph. Vertices can have vertex data associated with them as well, denoted by dðvÞ for v 2 V .
The edges of an interaction graph are temporal. An edge is denoted as e ¼ ðu; v; tÞ 2 E, where u 6 ¼ v, u; v 2 V and t is a time stamp representing the occurrence time of the interaction. The graph is bidirectional, which means that both outgoing and incoming edges are accessible from a vertex. The edges cannot be deleted, as an interaction that has happened in the past cannot be undone. The edges can have data associated with them as well, denoted by dðeÞ for e 2 E.
The system supports two kinds of fundamental query operations on the graph, on top of which more advanced graph analytics can be built. These are:
Time range vertex query: Given a time interval ½t s ; t e Þ, the goal is to find the list of vertices that have incident edges within time the interval.
Time range neighborhood query: Given a time interval ½t s ; t e Þ, and a vertex v, the goal is to find all incident edges of the vertex within the time interval. Neighborhood queries also have a selective version, which supports specifying a filter on the edge data. Edges that are not satisfying this filter are not returned in the query results.
These are fundamental operations, because the first one enables us to find the vertices that are active during a given time interval, whereas the second one enables us to perform traversals within a given time interval, starting from a known vertex. For instance, in a CDR graph, using a time range vertex query we can find all numbers that were involved in a call during a given time interval. For a given number in this set, we can issue a series of time range neighborhood queries to trace the call sequences that originally initiated from this number, but disseminated to others.
SYSTEM ARCHITECTURE
We describe the basic architecture of our system.
Live and Historical Graphs
The system is divided into two main components, namely the live graph component that is stored in memory, and the historical graph component that is stored on the disk. The live graph component contains the recent window of edges added to the graph, whereas the historical graph contains all the edges that are not in the recent window anymore. The historical graph grows continuously, as expired edges flow into it from the live graph. A FIFO buffer stores all the edges in the window in time stamp order and facilitates expiring edges from the live graph. The size of the live graph is bounded by the number of edges kept in the FIFO. Fig. 1 shows this FIFO and the live graph on the left of the figure.
Expired Graph and Blocks
To facilitate the flow between the live graph and the historical graph, the expiring edges are buffered in memory and written to the disk in blocks. This buffer in-between is named the expired graph, shown on the top right of Fig. 1 . When the size of the expired graph exceeds a threshold, a block is created and written to the disk, removing the edges contained within the block from the expired graph.
The live graph, the expired graph, as well as the blocks extracted from the expired graph are organized as a set of temporal neighborlists. A temporal neighborlist contains a head vertex and its neighbors restricted to a time interval. Formally, l ¼ hh ¼ v 2 V; e ¼ fðu; tÞ j ðv; u; tÞ 2 Egi represents a temporal neighborlist. Here, the head vertex is l:h ¼ v, and there exists several edges from v to other vertices, kept in the list l:e. We keep the edges in l:e in time stamp order, from oldest to the newest. A given edge ðu; v; tÞ appears in neighborlists of both vertices it is incident upon, i.e., ðv; tÞ 2 l 0 s.t. l 0 :h ¼ u and ðu; tÞ 2 l 1 s.t. l 1 :h ¼ v. We refer to the entries stored in the neighborlists as half edges. In summary, for each edge, there will always be two half edges.
Another important property of temporal neighborlists is that, they are contiguous in time. Let us denote the smallest time stamp in l:e as l:t s and the largest one as l:t e . We denote the neighborlist's temporal interval as l:d t ¼ ½l:t s ; l:t e . We require that all edges ðv; u; tÞ that have a time stamp in the neighborlist's temporal interval, that is t 2 l:d t , are in l. That is, l is a temporal slice over the entire time sorted neighborlist of the head vertex l:h.
Block Formation
A block, denoted by B 2 B, contains one or more temporal neighborlists identified by their head vertices, that is B ¼ fv 7 ! l j l:h ¼ vg. Importantly, the goal of block formation is to capture locality as much as possible. There are two kinds of locality to be captured. The first one is temporal locality: neighborlists that are from the same time interval are grouped together into the same blocks. The second one is spatial locality, that is neighborlists that are close to each other with respect to having common graph edges are co-located in the same blocks. Typically, the size of the block is limited, that is sðBÞ b, where b is the block size.
Improved locality for blocks has two main advantages. First, performing traversals via time range neighborhood queries require accessing edges within a time interval (temporal locality) and following the connections between the vertices requires visiting vertices that are close to each other in the graph space (spatial locality). Thus, successful block formation will reduce disk I/O. Second, since we use a bidirectional graph, co-locating the two half edges corresponding to an edge e in the same block also avoids storing the same edge data dðeÞ twice. This also reduces the size of the graph on disk.
Indexing over Historical Graphs
The blocks of the historical graph are stored in a backend data store. The data store has a primary index that can locate the file offset of a block on the disk using the block id (denoted by iðBÞ for a block B). We use a block buffer to store the frequently accessed blocks in memory. The buffer relies on a LRU replacement policy.
We keep two secondary indexes to support time range vertex and time range neighborhood queries. The first one is the neighborhood query index. It maps, for each head vertex in each block, the pair that contains the head vertex and the end time stamp of its neighborlist list to the pair that contains the block id for the head vertex and the start time stamp of its edge list. For instance, if there is a temporal neighborlist l in block B, with an edge list time range of ½l:t s ; l:t e , then the index will contain a mapping from ðl:h; l:t e Þ to ðiðBÞ; l:t s Þ. Formally, the neighborhood query index is a mapping:
We implement I n using an LSM-tree [27] for achieving good update performance, but a traditional B-tree based index suffices as well. To answer a time range neighborhood query ðv; ½t s ; t e ÞÞ, we do a search on the neighborhood query index to find the entry with the vertex value of v and the smallest end time stamp that is !t s . From there, we scan all entries in order using a cursor, until we reach an entry whose start time stamp is !t e . For each entry scanned (except the last), we load the block and include the edges for the head vertex into the query result, as long as their time stamp is in the query time range ½t s ; t e Þ.
The second index we maintain is the vertex query index. It maps, for each head vertex in each block, the temporal extent of its neighborlist to a pair containing the block id and the head vertex itself. For instance, if there is a temporal neighborlist l in block B, with an edge list time range of ½l:t s ; l:t e , then the index will contain a mapping from ðl:t s ; l:t e Þ to ðiðBÞ; l:hÞ. Formally, the vertex query index is a mapping:
We implement I m using an index capable of answering time range queries over the intervals being indexed. In particular, we use an R+-tree with a single effective dimension. An alternative approach is to use a segment tree [6] . To answer a time range vertex query for the time range ½t s ; t e Þ, we do a search on the vertex query index to find all entries whose time ranges intersect with that of the query time range. For each entry returned, we add the head vertex to the query result, with one exception: When the query time range is strictly contained within the time range of the entry, it is possible that the neighborlist represented by the entry may not contain any edges within the given time range. For entries like that, we use the block id to retrieve the block from the disk and explicitly check if there is an edge in the neighborlist that falls within the query interval. If not, the head vertex is not added to the query result.
It is important to note that the neighborhood query index is used to perform a search on non-overlapping intervals, whereas the vertex query index is used to perform a search on possibly overlapping intervals. That is why a B-tree-like index that can answer range queries over single dimensional values is sufficient to implement the former, whereas the latter requires a spatial index. Also, our indexes cover the entire history of the graph. If query time ranges are known to have an upper limit, separate indexes could be built for different time ranges, which will reduce the insertion cost. We do not investigate this direction in our work.
The primary block index, the neighborhood query index, and the vertex query index, together form the historical graph. We also keep the vertex data. However, since vertex data is mostly static, it is kept in a table indexed by the vertex id, with an in memory LRU block cache placed on top of it in order to accelerate the accesses to vertex data.
BLOCK FORMATION
In this section, we describe our block formation algorithm. Recall that the goal of this algorithm is to form blocks that exhibit high temporal and spatial locality.
Locality of Blocks
We define the locality of the block making use of two concepts: conductance and cohesiveness.
Conductance is a metric commonly used for graph partitioning [21] . In our context, it is defined as the ratio of the number of dangling half edges to the total number of half edges in the block. Dangling half edges are destined to vertices whose temporal neighborlists are either not in the block or do not contain the edge in question. Denoted by C d , conductance is formally defined as follows: 
Iðv; u; t; BÞ v 7 ! l 2 B^ðu; tÞ 2 l:e:
Here, Iðv; u; t; BÞ is a Boolean predicate that evaluates to true if v is a head vertex in block B and contains the half edge ðu; tÞ in its neighborlist. Iðv; u; t; BÞ^:Iðu; v; t; BÞ is the set of all dangling half edges. If all edges are internal to the block B, then the conductance yields a value of 0. If all edges are external to the block, then it yields a value of 1.
One might be tempted to use 1 À C d ðBÞ as a locality metric. However, this does not work for interaction graphs, due to their temporal nature. To see this consider the following block that contains two edges and four half edges: B 0 ¼ fv 0 !fðv 1 ; t 0 Þg; v 1 !fðv 0 ; t 0 Þg; v 3 ! fðv 4 ; t 1 Þg; v 4 !fðv 3 ; t 1 Þgg. The two edges ðv 0 ; v 1 ; t 0 Þ and ðv 3 ; v 4 ; t 1 Þ are not connected to each other in any way. Yet, this block has a conductance value of C d ðB 0 Þ ¼ 0 and thus maximum locality of 1. What is missing is the cohesiveness of the block. This is a metric commonly used for finding highly connected regions, or communities in graphs. In our context, we define cohesiveness as the number of head vertex pairs that are connected to each other via edges in the block, divided by total number of head vertex pairs. Denoted by C h , cohesiveness is formally defined as follows: 
In the running example, we have C h ðdÞ ¼ 4 4Ã3 ¼ 1=3. It should be clear that for interaction graphs, cohesiveness is also not enough by itself as there could be many dangling edges whose existence does not factor into the cohesiveness metric. The impact of such dangling edges are captured by the conductance metric. Cohesiveness and conductance are complementary to each other.
As a result, we define the locality of a block, denoted by L, as the geometric mean of cohesiveness and one minus the conductance. That is:
The Block Formation Algorithm
To facilitate block formation, the expired graph is maintained as a hash table, denoted by H, where the keys are the head vertices and the values are the temporal neighborlists. We use H½v to denote the temporal neighborlist of vertex v in the expired graph. When the size sðHÞ reaches a threshold of m Á W , we remove a block's worth of edges from H and write the resulting block B to the disk. Here, W is the size of the temporal edge FIFO and m 2 ½0; 1 is the relative size of the expired graph.
For this purpose, we use a greedy algorithm. The algorithm starts with an initial set of partial candidate blocks. These initial candidates contain only a single temporal neighborlist, with a single edge in it. At each greedy step, the algorithm grows these partial candidate blocks by considering several alternative expansions, and picking the ones that provide the best improvement. For this purpose, a utility metric based on locality is used. Once a partial candidate block reaches the maximum block size, it is inserted into a final candidate block list and the procedure continues until no partial candidates remain. Finally, the block among the final candidates with the best utility metric is chosen.
Algorithm 1 shows the procedure used to construct the next block. Once constructed, the block is removed from the expired graph and is stored on the disk. Additionally, the indexes I n and I m are updated with new entries.
In Algorithm 1, as a first step the initCandidates() method is called to come up with an initial set of vertices that will be used to form the partial block candidates. The parameter k is used to adjust the number of initial candidates selected, and the parameter C is used to specify the policy. The Algorithm 2 shows the five different policies used. Random picks k random head vertices from H. Old uses the k head vertices that have the oldest first edges in their temporal neighborlists. New picks the ones with the newest first edges. The Max policy picks the head vertices with the longest temporal neighborlists and Min the ones with the shortest.
Once the initial set of head vertices are determined, the set of candidate partial blocks (S in the algorithm) are formed by taking the first edge from the temporal neighborlists of each head vertex. This results in k candidate partial blocks. Rather than keeping the individual edges, each partial block is organized as a mapping fv7 !tg from head vertices to time stamps. We assume that a mapping v7 !t implies that all edges in H½v:e with time stamp t are part of the candidate partial block. The set S of candidate partial blocks are then expanded until they all reach the maximum block size, b, at which point they are added to the candidate finalized blocks list (F in the algorithm). The extendBlock() procedure given in Algorithm 3 defines how a given candidate partial block is extended. Once the expansion is complete, the best candidate block in F is chosen using the locality metric L from Equation (3), by simply adapting it for candidate blocks (where only the head vertex to time stamp mappings are held). Finally, Algorithm 1 constructs an explicit block from the best candidate block, and removes edges that are contained in this block from H.
The extendBlock() procedure aims at extending a candidate block P , while preserving the temporal and spatial localities.
First, it finds all vertex-time stamp pairs ðv; tÞ for which there exists a vertex u such that the two half edges corresponding to the edge ðv; u; tÞ are both contained in the expired graph (ðu; tÞ 2 H½v:l^ðv; tÞ 2 H½u:l), yet only the half edge ðv; tÞ is in the candidate block (P ½u ! t^ðv 6 2 P _ t > P½vÞ). In other words, the half edge ðv; tÞ is currently dangling in the candidate block, as it is only contained within the temporal neighborlist of u, but its half edge pair ðu; tÞ is not within the temporal neighborlist of v. This means that extending v's temporal neighborlist up to time stamp t in P is one potential expansion opportunity that will remove a dangling edge. Removing a dangling edge this way is a necessary condition for increasing locality of the candidate block. However, it is not sufficient, since extending the temporal neighborlist of v in P up to time stamp t may bring in several new dangling edges into the candidate block.
In the algorithm, the set of candidate expansions are represented by T . If an expansion opportunity in T results in growing the block such that it exceeds the block size (jP [ fv 7 ! tgj b), then it is not a viable expansion. As a result, we remove such expansions from T , resulting in a filtered set R.
If R is empty, then we consider all single edge expansions possible (these may include expansions that do not remove any of the dangling edges). Finally, we pick the expansion that maximizes our utility metric U. Formally:
In other words, the utility metric computes the improvement in the locality metric per increase in the block size. For a given expansion ðv; tÞ, the number of new edges added can be computed by looking at all the edges in H½v:e that have a time stamp less than or equal to t but larger than the current highest time stamp in v's neighborlist within P , that is P ½v. For computing the increase in size, we also consider the size cost of adding a new head vertex to the block in case v 6 2 P . Fig. 2 illustrates an excerpt from the operation of the algorithm. In the figure, we see the set of temporal neighborlists from the expired graph. A partial candidate block is marked on the expired graph using diagonal stripes. Recall that a given edge ðu; v; tÞ appears as half edges in two different temporal neighborlists in the expired graph. Specifically, the ones for which u and v are the head vertices. As such, every edge in the figure connects two neighborlists. The half edges that are dangling are marked with empty circles in the figure.
Example Illustration
Recall that the core of the algorithm is to grow the candidate blocks. We consider expansions that add at least one non-dangling half edge to the block. In the figure, we show two such expansions. The first one increases the temporal extent of one of the existing neighborlists in the candidate block, whereas the second one adds a new neighborlist to the candidate. In order to compute which one is a better expansion, we have to first compute the current locality of the candidate block.
Before the expansion, the candidate block has nine half edges in total. Out of these nine half edges only three of them are dangling and six are not dangling. As a result, the conductance is given by
Since all pairs of neighborlists are connected by a non-dangling edge, the cohesiveness is
817. The first candidate expansion brings in only a single edge, increasing the edge count to 10, and reduce the number of dangling edges to 2. This increases the locality value to L 0 ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 1 À 2=10 p ¼ 0:894 (no change to cohesiveness). Since only one edge is added, the cost is increased by only 1. The utility metric is then given by U 0 ¼ ð0:894 À 0:817Þ= 1 ¼ 0:077.
The second candidate expansion brings in three half edges. Among these one is a new dangling edge, whereas the other two match the previously dangling edges in the candidate block. As a result, after the expansion, there are 12 edges, two of which are dangling. The conductance is then 
IMPLEMENTATION DETAILS
In this section, we describe the efficient implementation of the algorithms described in Section 5. The block formation algorithm needs to run fast, as the edges are continuously flowing from the live graph to the historical graph, where the block formation algorithm runs in-between, extracting blocks from the expired graph. So far we have described the block formation in general terms, without paying attention to the computational costs. To make the algorithm efficient, we need to avoid operations that require scanning the entire expired graph. There are three steps in the algorithm that require attention with respect to this. These are: i) the selection of the initial candidates, ii) the selection of the head vertices for expansion, and iii) the selection of the temporal extents for each head vertex during expansion.
Observations
We make a few observations that help with efficient implementation of these steps. Observation 1. For the Old candidate selection policy, the creation of the initial candidate blocks can be implemented efficiently by keeping a min heap on the time stamps of the oldest edges in the neighborlists associated with the head vertices in the expired graph. When a new edge moves from the temporal edge FIFO to the expired graph, no updates are needed to this heap unless a new neighborlist has to be created. When the block formation algorithm runs, as part of the initial candidate formation (Algorithm 2) the min heap can be used to locate the top k head vertices in time logarithmic to the number of neighborlists in the expired graph. When the block formation is complete, for each neighborlist included in the block, their entry in the min heap needs updating.
Observation 2. The selection of new head vertices for expansion can be na€ ıvely performed by considering all head vertices in the expired graph. Note that this step is performed during expansion of the candidate blocks (Algorithm 3), which is called many times during the creation of the block (Algorithm 1), until all the candidate blocks are all full. As a result, it is costly to iterate over the head vertices of the expired graph. This is also unnecessary, as we are only interested in expansions that add at least one non-dangling edge. This means that we are looking for expansions that involve head vertices that currently appear in the temporal neighborlists of the candidate block. As such, we can iterate over these vertices while considering expansions, rather than the entire list of head vertices in the expired graph.
Observation 3. In Algorithm 3, the most critical step is to find all expansions of a given neighborlist that would add at least one non-dangling edge to the candidate block. A na€ ıve implementation may consider all expansions to determine the ones that satisfy this condition. Given the expired graph H, the partial candidate block B, and a head vertex v, the number of all possible expansions is jH½v:ej À jB½v:ej. However, it wasteful to consider all edges in this list. In particular, if t is the maximum of the time stamps in the candidate block B, that is t ¼ max u7 !l2B l:t e , then all to be added edges with a time stamp greater than t are guaranteed to be dangling. This means that we can maintain the maximum time stamp as part of the candidate block and limit the temporal extents of the expansions to this maximum.
Observation 4. In Algorithm 3, there are several possible expansions and for each, the utility metric U is computed. For two potential expansions ðv; t 1 Þ and ðv; t 2 Þ that share their head vertices, most of the utility metric computation is repeated. Assuming t 1 < t 2 , the utility metric for the second expansion can be computed by only considering the additional edges it brings. To achieve this, the expansions are considered in head vertex and time extent order, and the utility metric is computed incrementally, avoiding repeated computation.
Structure of a Candidate Block
To support efficient implementation, we extend the candidate blocks with additional state. In particular, we maintain the following:
The size of the block, the total edge count, the dangling edge count, and the number of connected pairs of head vertices are maintained, so that the utility function can be computed incrementally (Observation 4).
A hash set containing the vertices present in the neighborlists of the candidate block is maintained, so that the head vertices to be used for new expansions can be quickly determined (Observation 2).
Finally, a priority queue on the largest time stamps of the candidate block's neighborlists is maintained, so that temporal extents of the potential expansions can be upper bounded (Observation 3).
Operation of the Algorithm
With the new candidate block structure at hand, the algorithm operates as follows, assuming the k initial partial candidate blocks are determined (see Observation 1). First, we iterate over the hash set containing the present vertices in the block. For each vertex in the set, we consider extending its temporal neighborlist in the candidate block. If the vertex is not present in the candidate block, we add a new temporal neighborlist for it. To find potential expansions for a head vertex, we start from the oldest edge in its neighborlist within the expired graph that is not already contained in the candidate block, and consider extending the temporal extent up to that edge's time stamp. If the added edge is not a dangling one, then we have a valid expansion. We continue this search process for immediately following edges with increasing time stamps to find additional expansions. Checking whether an edge considered for expansion is a dangling edge or not requires checking the temporal extent of the neighborlist associated with the other vertex incident upon the edge (the one that is not the head vertex of the neighborlist being expanded) within the candidate block. We continue testing edges until we reach an edge whose time stamp is higher than the highest time stamp contained in the priority queue maintained over the time stamps of the neighborlists of the candidate block.
Given an edge ðv; u; tÞ that satisfies these conditions, we perform the expansion by adding all the edges that have a time stamp smaller or equal to t from the expired graph's neighborlist (H½v:e) to that of the candidate block's (B½v:e). While the edges are added, we update the block size, edge count, and the dangling edge count. This makes it possible to compute the locality of the extended candidate block incrementally. We then update the present vertices, as the newly inserted edges can bring new vertices that were not present in the neighborlists of the candidate block before. Finally, the priority queue of time stamps is updated.
Time Complexity
The running time of the efficient implementation of the block formation algorithm can be easily upper bounded. The initial candidate list can be determined in time Oðk Á logN r Þ, where N r is the number of neighborlists in the expired graph. The k initial candidate blocks are expanded at each step. In the worst case, each expansion can bring only a single edge. If we denote the number of edges a block can hold as M b , then the block expansion is performed Oðk Á M b Þ times. A given expansion cannot test more than M b edges and each test requires logN b operations (due to the time stamp updates), where N b is the number of neighborlists in the block. As such the computational complexity of the algorithm is given by Oðk Á ðlogN r þ M b 2 Á logN b ÞÞ. In practice, the algorithm achieves a running time complexity closer to Oðk Á ðlogN r þ M b Á logN b ÞÞ, as the number of potential expansions considered during the candidate block expansion is much lower than the number of edges M b , since the close temporal alignments of the neighborlists will effectively cut the viable expansions based on Observation 3.
EXPERIMENTAL EVALUATION
In this section we evaluate our system, with a special focus on the impact of different blocking algorithms on the performance.
Experimental Setup
We first provide details on our implementation, evaluation environment, the data and query sets used, and the metrics employed in our evaluation.
Implementation
Our implementation was done in C++ using LLVM 3.2 compiler. For the neighborhood query index, we use the LevelDB library [23] and for the vertex query index, we use the libspatialindex library [12] with a custom implementation of an LRU buffer management policy. For workload generation, we use Boost Graph Library [32] .
Environment
For the experiments, we used a machine with a 2:2GHz Intel i7 processor that has 32 KB L1 data, 32 KB L1 instruction, 256 KB L2 (per core), 6 MB L3 (shared) cache, and 8 GB of main memory. The processor has four cores, but our implementation only uses a single core (except for workload generation). The disk used is a 500 GB Toshiba SATA 5400RPM disk. The operating system used was CentOS GNU/Linux with the 2.6 kernel and ext4 filesystem. It is worth noting that our evaluation heavily focuses on I/O impact of algorithmic techniques, and not on absolute performance.
Data Sets
We use synthetically generated data sets as well as a real data set from Twitter.
Synthetic data sets: We use an R-MAT-generated [4] power-law graph with 100K nodes and 1M edges to generate 100M interactions. An exponentially distributed interarrival time with a mean of 10 milliseconds is used for this purpose. To generate interactions, we pick a random vertex group using a Zipf distribution over 10K groups of vertices. The higher the rank of a vertex group, the more likely it is for the vertices in the group to initiate an interaction. Once the vertex group is determined, we then pick a vertex uniformly at random from the group. This vertex becomes the source vertex of the interaction. We pick the destination vertex of the interaction uniformly at random from the neighbors of the source vertex. Once a destination vertex is chosen, it is temporarily moved to a vertex group with a rank higher or equal to that of the vertex group of the source vertex. The rank is selected uniformly at random. If and when the destination vertex is selected as a source vertex in the future, it is inserted back into its original vertex group. The default value of the Zipf skew parameter is set to 1:5. Setting it higher increases the temporal and spatial locality of interactions.
Real data set: As the real data set, we use Twitter messages from the time interval 14 May-05 June 2013. The data set contains messages from 500K most prolific Twitter users from Turkey. Interestingly, the time interval during which the data is collected coincides with the 2;013 protests in Turkey [30] that generated massive amount of discussion and interaction in the social media. We convert the twitter data into an interaction graph, as follows: If a tweet from user x mentions another user y, then an interaction between x and y is established. Additionally, a message sent by a user x always generates an interaction between x and its virtual pair x 0 . We add the tweet text as data to the interactions.
Queries
We use several kinds of queries to evaluate the performance of block formation algorithms and our interaction graph implementation. The first two are the fundamental queries we introduced in Section 4: time range vertex queries and time range neighborhood queries. These are directly supported by the APIs provided by our interaction graph library.
In addition to these, we support basic graph kernels over the historical interactions. These are:
n-hop neighborhood: given a vertex and a time range, find all interactions that are within n edges away from the vertex. clustering coefficient [36] : given a time range, for all vertices involved in interactions during that time range, compute the clustering coefficient. n-step random walk: given a vertex and a time range, perform a random walk of n steps over the vertices and edges during that time range. page rank [29] : given a time range, for the sub-graph consisting of vertices and edges within that time range, compute the page rank of all vertices.
Metrics
In our evaluation, we rely on four metrics. The most fundamental ones are the amount of time taken and disk I/O performed to answer queries. Another metric we use is the throughput of edge insertion. Note that this depends not only on the I/O cost, but also on the running time cost of the block formation algorithm used. Finally, we use the storage overhead as a metric. Table 1 gives the descriptions, default settings, and ranges for the parameters we study in our experiments. The inmemory live graph is large enough to store one million interactions.
Defaults

Micro Benchmarks
We use synthetic data sets to study the impact of various workload, algorithm, and system parameters on the performance of the system. In terms of the block formation algorithms, we consider several alternatives. We name variations of the algorithm described in Section 5, which differ in terms of their initial candidate selection policies, as GE-Old, GENew, GE-Min, GE-Max, and GE-Rand.
In addition to these, we also include three additional algorithms, which do not rely on candidate expansion. These algorithms are called G-Old, G-Max, and G-Rand. They iteratively pick one of the temporal neighborlists in the expired graph and add the first half edge from that neighborlist to the block. This continues until the block is full. The G-Old approach picks the temporal neighborlist whose first edge is the oldest among all, G-Max picks the one that has the largest size, and G-Rand picks one uniformly at random.
Effectiveness of the Query Indexes
We first investigate the effectiveness of the vertex and neighborhood query indexes. Fig. 3 plots the query execution time (using the left y-axis) and the result size (using the right y-axis) as a function of the size of the query's time range. The results are plotted for both vertex queries and edge queries (neighborhood queries).
We make two observations from the figure. First, the increase in the query execution time is proportional to the increase in the result size for edge queries, as we enlarge query time ranges. This is expected as the number of edges retrieved and thus the amount of I/O performed is proportional to the query time extent.
Second, and more interestingly, the increase in the query evaluation time is dis-proportionally high compared to the increase in the result size for vertex queries, as we enlarge the query time ranges. This is due to the fact that vertex query index is designed to support arbitrarily small time ranges in queries and as such the number of entries it visits is proportional to the size of the query time range. However, the number of vertices that have interactions during a given time range eventually converges to the total number of vertices. In other words, when a large time range is used, the vertex query index retrieves various entries that do not contribute to the end result, since the vertices retrieved are already in the query result.
To support large query time ranges more efficiently, we could easily create a smaller version of the vertex query index that uses per day granularity for its time stamps. However, for most graph analytics, a time range vertex query is run once, whereas the time range neighborhood queries are run successively to traverse the edges of the vertices of interest. As such, we do not further optimize vertex queries. Fig. 4 plots the locality metric (Section 5, Equation (3)) as a function of the number of initial candidates for different block formation algorithms. Note that algorithms that are not based on block expansion do not rely on initial candidates. As such, their results do not show variation as the number of candidates is altered.
Locality and Block Formation Algorithms
We make three main observations. First, the GE-Old approach achieves the best locality values. The highest locality achieved is 0:43, which is around 50 percent higher than the closest one (GE-Rand and GE-Min). Second, we see that algorithms that rely on expansion perform better in terms of providing higher locality. Last, we see that increasing the number of initial candidates provides improved locality for the expansion based algorithms. This increase is more pronounced for the GE-Old approach. Its locality shows a 15 percent increase going from one candidates to 16 candidates. However, additional increase does not bring further improvements. In fact, the locality is flat after eight candidates, justifying our default setting of 10.
Query Performance of Blocking Algorithms
Figs. 5 and 6 plot the query execution time and the amount of I/O performed during query execution, respectively, as a function of the query time extent, for different block formation algorithms. The query used for these experiments and others that follow are 3-hop neighborhood queries.
We observe that the GE-Old algorithm provides the lowest query running time compared to other block formation algorithms. In particular, the closest approach (GE-Rand) has 70 percent higher running time compared to GE-Old, and the worst approach (G-Rand) has 158 percent higher running time. Results for I/O are even more pronounced, closest approach having 98 percent higher I/O cost compared to GE-Old. Fig. 7 plots the I/O count (using the left y-axis) and locality (using the right y-axis) as a function of the expired graph size, for different query time extents. The expired graph size is altered by changing the value of the parameter m, which sets the size relative to that of the temporal edge FIFO.
Impact of the Expired Graph Size
We observe that higher expired graph sizes provide lower I/O. However, there is diminishing returns after m ¼ 0:05. The impact of the expired graph size is very pronounced for lower values and especially for the large query extents. For instance, for query time range of around half an hour, the I/O cost can be as much as 150 percent higher if the expired graph size is not set properly. We see that the default value of 0:1 provides good performance across different query time range values.
The figure also shows the reason why increasing expired graph sizes improve the I/O performance. Clearly, the locality is increasing as the expired graph size increases. And similar to the I/O cost, the gains in locality diminish after a certain size. The increased expired graph size provides additional flexibility to the block formation algorithm in terms of selecting the spatially close edges to place together, which improves locality, and in turn the query I/O performance. Fig. 8 shows query time as a function of the block size for different query time ranges. We see that for large query time ranges, smaller blocks provide better performance. For small query time ranges, we observe that there is a optimal block size at which the best performance is achieved. Note that higher block sizes are expected to reduce the locality (which we study shortly), and as such the increase in query time with increasing block sizes is expected. On the other hand, small block sizes have higher overhead with respect to seek time and one-time overheads. This impact is more pronounced for smaller query ranges because a large portion of the retrieved edges in the block are not used (they are not in the query time range). Fig. 9 shows the per byte overhead (on the left y-axis) and locality (on the right y-axis) as a function of the block size. The per byte overhead is computed by assuming that the entire graph is just an in memory interaction graph with no overheads for blocking, no index for accelerating vertex queries, and no index for neighborhood queries.
Impact of Block Size on Query Performance
We make two observations from the figure. First, we verify our intuition that larger blocks have lower locality. Second, we see that small blocks have higher per byte overhead. In particular, a 0:5K block can have up to 25 percent higher space overhead on this example. The positive impact of smaller block size on the locality and its negative impact on space overhead together explain the tradeoff observed earlier in Fig. 8 .
Impact of Group Popularity Skew on Query Performance
Fig . 10 plots the I/O cost of answering queries when using an interaction graph that employs GE-Old blocking algorithm relative to that of G-Rand algorithm. This value is plotted on the left y-axis as a function of the skew in group popularities, and for different query time ranges. A higher skew implies that there are a small group of more frequently interacting vertices in the graph. The graph also plots the locality for the GE-Old and G-Rand algorithms, using the right y-axis. Note that the locality is a property of the historical graph stored on the disk and does not depend on the query time ranges.
Looking at the localities, we observe that the GE-Old block formation algorithm, which relies on candidate expansion, is able to take advantage of the additional skew. Its locality increases with increasing skew, even though the rate is decreasing and eventually the locality flattens (after z > 2:0). This is in contrast to G-Rand, which is unable to take advantange of the skew, as it does not perform expansion. The expansion step of GE-Ã algorithms is particularly effective in increasing the spatial locality of the blocks.
Looking at the relative I/O costs, we observe that the GEOld algorithm provides between 25 to 70 percent lower cost compared to G-Rand. We also observe that the improvement is more pronounced for smaller query time ranges. But even for the half an hour query time range, we observe between 25 to 60 percent reduction in I/O cost over the range of skew values considered. In general, higher skew brings better improvement. But when the skew increases too much (beyond z > 1:5 for most query time ranges), the relative improvement lessens slightly. We observe that the GE-Old algorithm provides between 35 to 78 percent improvement in I/O cost compared to G-Rand. Interestingly, the improvement is highest when the number of hops in the neighborhood query is 2 (around 78 percent for all query time ranges), which is a significant improvement compared to what is observed for one hop only (between 35 to 45 percent for different time ranges). As the number of hops is further increased, the relative improvement decreases. For the query time range of 2;048 seconds, it stabilizes at around 50 percent improvement, and for 32 seconds, it reaches 67 percent improvement at six hops. In general, the initial increase in the improvement can be attributed to the significant increase in the query result size. However, as the number of hops increase, the number of additional interactions added to the result set is diminishing. This means that additional blocks are read, but just a few of the interactions contained within contribute to the result. As a result, there is less opportunity for GE-Old to best G-Rand. number of initial candidates used for the GE-Old algorithm. It also plots the same measures for G-Rand, but since this algorithm does not perform expansion, the number of initial candidates does not impact performance.
Impact of Query Hops on I/O Performance
Impact of Block Formation Complexity on Throughput
Note that the throughput depends on two factors. The first is the amount of I/O performed. If a block formation algorithm leaves too many dangling edges, then the amount of I/O will increase, since the edge data would be written twice to the disk. Second, the throughput depends on the complexity of the block formation algorithm. For instance, GE-Old has a higher running time complexity compared to G-Rand, since it performs the expansion step.
When using a single initial candidate, the GE-Old algorithm achieves around 2Â the throughput of G-Rand. With increasing number of candidates, the GE-Old starts to provide improved locality, which improves the query performance as we have seen in the earlier experiments. Going from one initial candidates to two brings down the throughput only slightly, as the I/O is still the dominating factor. As the number of initial candidates further increase, the running time complexity starts dominating, resulting in reduced throughput. However, it is important to note that when the locality flattens (around 10 initial candidates), GEOld still has higher throughput compared to G-Rand. In summary, GE-Old is able to provide better throughput when the number of candidates is set to the smallest value that maximizes the locality. Since there is no point in setting the number of initial candidates any higher than 10, GE-Old can provide its best query efficiency, while still providing higher throughput than non-expansion based approaches.
For experiments using faster disks (e.g., SSDs), the running time performance of block formation may become a concern, requiring a parallel implementation of block formation. Since each initial candidate is expanded independently, the block formation is trivial to parallelize. We leave this study as a future work.
Analytic Kernels
We now look at the query performance using the Twitter data set. Fig. 13 plots the I/O cost of GE-Old relative to that of G-Rand, as a function of the query time range and for different analytic kernels. The nhops-5 is a neighborhood query with five hops, rwalk-20 is a random walk with 20 steps, ccoef is clustering coefficient, and prank-1 is a single iteration of the page rank. More details can be found in Section 7.1.
We observe that expansion based block formation provides effective reduction in query I/O. For page rank, the improvement is 20 percent and not dependent on the query time range. The clustering coefficient and n-hop neighborhood queries show 40 to 30 percent reduction in I/O, with a slight decrease in improvement as the query time extent increases. Finally, random walk shows the lowest as well as the highest improvements, ranging between 10 to 65 percent. As the query time range increases, the improvement in I/O increases for random walk, but with a decreasing rate.
In general, the ability of GE-Old to capture both spatial and temporal localities enables it to reduce the query I/O further, compared to G-Rand, which only captures temporal locality.
Comparison to an RDBMS
To measure the relative performance of our solution compared to a baseline approach, we used Postgres 9.2-an offthe-shelve RDBMS that supports recursive SQL queries. We defined a table clustered on time to keep the Tweets, over which indexes are defined on from user, to user, and time fields. The indexes are crucial in achieving good performance, as a time range limited traversal using recursive SQL relies on joins performed between the temporary result table and the main table, where the join condition involves a equality on from and to user fields and a range condition on the time field.
We used the Twitter data set for this experiment. Compared to our approach, Postgres was 3:2Â slower in inserting the data. This is mostly because RDBMSs are not optimized for streaming inserts. Multiple secondary indexes we have used to speedup querying further exacerbates the problem, due to the index update cost. On the other hand, our approach has the I/O advantage of performing batch inserts as blocks. Yet, our approach also has the CPU disadvantage of having to compute a good blocking before it can write the block to disk.
Fig. 14 plots the relative improvement in query time for n-hop temporal neighborhood queries, as a function of different time interval sizes, and for different values of n. For small query time ranges, we see up to 60Â performance with our approach, compared to Postgres. For small ranges, the query result sizes as well as the I/O performed is small, so the constant overheads of the RDBMS dominates. For larger time ranges, the performance improvement with our approach is around 10Â, that is an order of magnitude.
Interestingly, the slowness of the RDBMS approach is not due to poor index use or query planning. For instance, the speedup is not too different for different number of hops (more hops mean more joins). The key disadvantage of the RDBMS is that it is unable to store the interactions in an order that considers both temporal and spatial locality. Our approach achieves this by storing a set of temporal neighborlists as a block, defining a metric that captures both kinds of localities, and forming blocks using this metric to minimize random accesses.
Summary
Our results show that the GE-Old algorithm provides the best performance with respect to minimizing query I/O. With the initial candidate size set to k ¼ 10, it can still outperform the G-Rand algorithm in terms of the update throughput it supports, while providing significantly better query I/O performance. Further increasing k does not bring much improvement in query I/O, but reduces the update throughput. Thus, the default setting of k ¼ 10 is a good one, and the performance is not sensitive to minor changes around this ideal value. The relative size of the expired graph in terms of the number of edges it holds relative to the temporal edge FIFO, that is m, is best set to a value close to 0:1, not going below 0:05. Larger values do not bring any additional advantage in terms of query I/O, unnecessarily increasing the memory requirements. Too small values hurt the query I/O performance. In general, the expired graph uses less than 5 percent extra memory on top of the live graph and the temporal edge FIFO. Finally, we advocate relatively small block sizes of around 1-2 KB. This is because larger blocks hurt locality. Block sizes smaller than 1K increase the storage overhead too much and are best avoided.
Our system architecture is designed to handle streaming interactions, as it uses an in-memory buffer to keep the recent window of interactions. It also provides efficient querying, since it employs smart blocking techniques to write temporally and spatially local interactions to disk in batches. The GE-Old algorithm we use for this purpose is effective compared to other alternatives. The effectiveness of GE-Old is more pronounced when the interactions exhibit spatial locality (a community of users interact with each other) and temporal locality (interactions happen close in time). Our experiments show that Twitter mention graph exhibits these characteristics.
CONCLUSION
We have developed a system that supports temporal storage and querying of evolving interaction graphs. The system maintains a buffer consisting of recent interactions inmemory and continuously expires older interactions by writing them to the historical graph stored on the disk. Indexes are maintained over the historical graph to support time range vertex and neighborhood queries, which can be used to build higher level temporal graph analytics. We introduced block formation algorithms that are used to optimize the grouping of expired edges into blocks, such that the temporal and spatial locality is increased, and as a result query performance is improved. We have shown the effectiveness of these algorithms using synthetic as well as realworld interaction graphs. In particular, we have shown that the block formation algorithms are able to reduce the I/O required to answer queries as well as for writing the live edges to disk, yet they are fast enough to avoid any diverse effects on the edge insertion throughput.
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