Source-rock permeability is a key parameter that controls the gas production rate from unconventional reservoirs. Measured source-rock permeability in the laboratory, however, is not an intrinsic property of a rock sample, but depends on pore pressure and temperature as a result of the relative importance of slip flow and diffusion in gas flow in lowpermeability media. To estimate the intrinsic permeability which is required to determine effective permeability values for the reservoir conditions, this study presents a simple approach to correct the laboratory permeability measurements based on the theory of gas flow in a micro/nano-tube that includes effects of viscous flow, slip flow and Knudsen diffusion under different pore pressure and temperature conditions. The approach has been verified using published shale laboratory data. The ''corrected'' (or intrinsic) permeability is considerably smaller than the measured permeability. A larger measured permeability generally corresponds to a smaller relative difference between measured and corrected permeability values. A plot based on our approach is presented to describe the relationships between measured and corrected permeability for typical Gas Research Institute permeability test conditions. The developed approach also allows estimating the effective permeability in reservoir conditions from a laboratory permeability measurement.
Introduction
Small and exceedingly small pore size is an important feature of unconventional source-rock reservoirs. Typically, organic matter (kerogen), with pore sizes of nanometer scale (500 nm or smaller), is embedded within the inorganic constituents with pore sizes ranging from 10 to 100 lm (Darabi et al. 2012) . The small pore sizes make it very challenging to measure rock properties related to flow processes in source rocks, yet these properties are important for characterizing source-rock reservoirs and modeling the flow processes.
Source-rock matrix permeability is a key parameter to determine gas production rates from source-rock reservoirs (Ozkan et al. 2011 ). Because gas flow in these reservoirs is associated with slip flow, Knudsen diffusion and other mechanisms, the rock matrix permeability, unlike that for conventional rock types, are not an intrinsic rock property, but depend on gas pressure and temperature (Civan 2010; Darabi et al. 2012) . Thus, laboratory permeability measurements should not be directly used for reservoir modeling studies without correction when reservoir conditions (including pressure and temperature) are considerably different from the test conditions under which laboratory measurements are made. To correct the laboratory permeability measurements, we need to know, for a given rock sample, the relationship between measured permeability and pore pressure that determines the relative importance of the combination of slip flow and Knudsen diffusion. Note that in this paper, we only discuss cases in which pore pressure may change, but effective stress imposed on a core sample remains unchanged. Thus, mechanical deformation processes do not come into play in the discussion in this paper.
There are currently two approaches to measure the porepressure dependence of gas permeability in the laboratory. The first one is to simply perform a number of pulse-decay permeability tests with different gas pressures (Alnoaimi and Kovscek 2013) . Then, these tests will provide gas permeability values for a number of gas pressures. The pulse-decay test setup generally consists of two gas reservoirs and a sample holder with controlled confining stress for test samples. Initially, the system is in equilibrium with a given gas pressure. A small pressure pulse is then introduced into the upstream gas reservoir, such that the pulse does not have a significant disturbance to the gas pressure in the system. The pressures at the two gas reservoirs are monitored as a function of time. The pressure evolution results are fitted using analytical solutions, with permeability being a fitting parameter. The advantage of this approach is that the test setup and data interpretation procedure are relatively simple. However, it generally takes a relatively long time to equilibrate the test system from one test pressure to the next one (Jones 1997) .
The other laboratory approach to determine the pressure dependence is to first develop a formulation of gas permeability as a function of gas pressure and then estimate values for parameters in the formulation by numerically matching the relevant test results under different gas pressure conditions (Civan et al. 2012) . Test results are generally from pulse-decay tests in which the pressure pulse is not limited to a small one because the numerical model is flexible enough to incorporate the pulse disturbance to the system. However, non-uniqueness of parameter estimation is always a problem for parameter estimations with the inverse modeling.
In addition to the above two laboratory measurement approaches, the permeability correction may be made with a given relationship between intrinsic permeability, measured permeability, and laboratory test conditions. This approach has an obvious advantage over the two laboratory measurement approaches discussed above because it allows for estimating intrinsic permeability and the relationship (between measured permeability and pore pressure) from one permeability measurement for a given pore pressure. Note that for the laboratory approaches, the relationship of pore-pressure dependency requires permeability measurements at multiple pore pressures that are very time-consuming. Furthermore, a relationship between intrinsic permeability and laboratory test conditions can also be used to relate laboratory permeability measurements to reservoir conditions in which pore pressure (and temperature) is generally different from those used in the laboratory and changes with time and location.
The challenge related to the last approach is the determination of a practically useful relationship between measured permeability, laboratory test conditions and intrinsic permeability. This is largely because of the complexity of pore structure in a porous medium. For example, gas flow processes in a porous medium may be subject to different flow regimes within different pores; diffusion is important only within small pores for a given pore pressure. On the other hand, the relationships between measured permeability and intrinsic permeability have been well developed for micro/nano-tubes partially as a result of the simplicity of their flow-path geometries (Beskok and Karniadakis 1999) . Then efforts have been made in using the relationships for micro/nano-tubes to approximate those for porous media (Civan 2010; Ziarani and Aguilera 2012; Singh et al. 2014) . However, the usefulness of these approximations is not totally clear because comparisons between results calculated with these approximations and laboratory measurements are very rare in the literature.
In this paper, we present an approximate relationship (between measured permeability, laboratory test conditions and intrinsic permeability) that is also based on the corresponding relationship for micro/nano-tubes and then validate the relationship with several carefully selected data sets for carbonate source rocks published in the literature. (We focus on carbonate source rock herein because it is an important source-rock type.) The workflow to apply the relationship to the correction of laboratory permeability measurements is discussed as well. The major purpose of this work is to provide a practical and yet simple way to determine the source-rock intrinsic permeability by correcting the corresponding laboratory permeability measurement. It may be important to emphasize that this work differs from the previous studies at least in the following aspects. The paper systematically demonstrates the usefulness of a simple approach for practical application that has a potential to become a standard method for permeability-measurement correction in the laboratory. It also clearly shows, by comparing the calculation results with the literature, that a source-rock sample can be represented as micro/nano-tubes (with a size estimated from permeability and porosity) for the permeability-correction purpose at least for certain types of source rocks, while previous studies have mainly considered the treatment as a conceptual assumption.
Theoretical background
The pore-pressure dependency of matrix permeability is attributable to the effect of slip flow and diffusion on the gas flow. It is worthwhile to revisit some basic concepts of gas diffusion to set the stage for further discussion. Diffusion is a process of net movement of a substance from a high-concentration region to a low-concentration region. The magnitude of the diffusive flux is proportional to concentration gradient multiplied by a diffusion coefficient. Gas diffusion is really a result of thermal motion of gas molecules. Based on the classic statistical physics, the gas diffusion coefficient is given by (Singh et al. 2014 )
where D is the diffusion coefficient; k is the mean free path; and u is the averaged magnitude of thermal motion speed. The latter two parameters are given by (Civan 2010; Ziarani and Aguilera 2012; Singh et al. 2014; Liu and Cai 2014) k
where k B is the Boltzmann constant (1.3805 9 10 -23 J/K); T is the temperature, K; p is the pressure, Pa; d c (m) is the collision diameter for gas that is 0.42 nm for methane and 0.358 nm for N 2 that is often used as a working fluid to measure permeability in laboratory; and M is the gas molecular weight, kg/mol. The mean free path is the average distance for a molecule to travel before it hits another molecule. When the pore size is very small, the mean free path cannot be used to characterize the gas diffusion process, because gas molecule movement will be constrained by the pore walls. When the mean free path is larger than the pore diameter, the former in Eq. (1) should be replaced by the latter. In this case, the gas diffusion coefficient becomes (Singh et al. 2014 )
This diffusion coefficient is called the Knudsen diffusion coefficient, and the corresponding process is called Knudsen diffusion. The parameter d in the above equation is the pore diameter.
As discussed in Ziarani and Aguilera (2012) and references cited therein, gas flow in a capillary tube can be classified into four regimes based on the dimensionless number (Knudsen number) defined by
where r is the pore radius. The first flow regime corresponds to Kn \ 0.01 and is called Darcy flow or viscous-flow regime (Ziarani and Aguilera 2012). Gas can be described as a continuum, and the dominant mechanism is viscous flow. The fluid velocity at the solid surface is zero. Thus, the gas flow can be adequately modeled with Darcy's law.
The slip-flow regime corresponds to 0.01 \ Kn \ 0.1 (Ziarani and Aguilera 2012) . Slip flow occurs when the gas molecules experience slipping at the solid surface. In this case, gas flow can still be dealt with within the context of continuum mechanics. Conventional flow equations can be used with certain modifications associated with slip-flow boundary condition.
Transition-flow regime is defined for 0.1 \ Kn \ 10 (Ziarani and Aguilera 2012). In this regime, both slip-flow (continuum) and diffusion are important flow mechanisms. It is very likely that the conventional form of Darcy's law is not valid or adequate and, thus, reservoir simulations based on it may not be reliable unless the permeability in Darcy's law is treated as an apparent or effective parameter.
The last flow regime is the Knudsen diffusion (or flow) regime with Kn [ 10. For this regime, continuum mechanics breaks down and the gas flow process is dominated by Knudsen diffusion. Figure 1 shows a comparison between normal diffusion and Knudsen diffusion. In a normal diffusion process, the molecule movement is largely controlled by the collisions among molecules themselves, because the mean free path is much smaller than the pore size. For Knudsen diffusion, the diffusion process is largely controlled by collisions between molecules and pore walls; collisions among molecules are rare.
There are two approaches available in the literature to calculate gas flow process in micro-tubes. One approach is based on a fundamental assumption that the total gas flow rate through a micro-tube is a summation of the following two components (Roy et al. 2003; Singh et al. 2014) . One corresponds to viscous flow (determined with classic pipe flow formulations) and the other one to Knudsen diffusion (determined with diffusion coefficient given in Eq. 4). According to Roy et al. (2003) , this treatment seems to be adequate for practical applications. The other approach was developed by Beskok and Karniadakis (1999) . They wrote that the gas flow rate through a micro-tube is the rate owing to viscous flow multiplied by a correction factor that is a function of Knudsen number and given by
where b is a constant and equal to -1, and a is the dimensionless rarefaction coefficient. The ratio of effective (measured) rock permeability to f c is the intrinsic (corrected) permeability. An approximation formulation to calculate a is given by Civan (2010):
where a 0 ¼ 64=ð15pÞ, A = 0.1780 and B = 0.4348. Equation (6) is empirical in nature, but extensively validated against other theoretical methods such as direct simulation of Monte Carlo (DSMC), linearized Boltzmann solution (LBS), and experimental results. Figure 2 shows the correction factor as a function of Knudsen number calculated with Eq. (6). For Darcy flow, the correction factor is equal to one. Clearly, for a relatively large Kn, the use of Darcy's law without modification can result in significant errors. Also note that the formulation of Beskok and Karniadakis (1999) mathematically employs pressure gradient as a driving force. Since the gas pressure gradient is closely related to the concentration (or density) gradient, the formulation is still valid for diffusion-dominated regimes, as discussed in Ziarani and Aguilera (2012) . Also note that the correction factor is related to temperature at a given pore pressure, because the mean free length is a function of temperature as well.
Efforts have been made to develop gas flux formulations for porous media based on the previous results for micro/nano-tubes (Civan 2010; Javadpour 2009 ). The main strategy is to estimate a representative pore size for a porous medium to calculate the Knudsen number. If the porous medium can be represented by a group of identical capillary tubes with radius r, the (intrinsic) permeability k will be given by (Liu 2017 , Chapter 1)
where / is the porosity of the porous medium. In a porous medium, the intrinsic permeability is largely controlled by the pore-throat radius r. A rigorous relation between the intrinsic permeability and a representative pore-throat radius r is
where L f is the total length of the flow path from the inlet to the outlet of a rock sample; L th is the total length occupied by pore throats along the flow path; and L x is the distance between the inlet and the outlet of the rock sample. Obviously, we have L th =L f 1 and L f =L x ! 1; their values likely depend on specific formations. For simplicity, we here assume
The validity of this approximation will be demonstrated by the fact that the pore-pressure dependency of effective permeability, predicted based on Eq. (10), is reasonable compared with the data. The prediction will be discussed later in the next section. In this case, Eq. (9) is reduced to Eq. (8). Thus, the representative pore-throat radius can be estimated by
It is important to emphasize that k here is the intrinsic permeability.
In summary, once the intrinsic rock permeability k, working fluid, and laboratory test conditions (T and p) are given, one can calculate the Knudsen coefficient Kn using Eqs. (2), (11) and (5), and then calculate f c from Eq. (6). The intrinsic permeability multiplied by f c will be the effective permeability value measured under the laboratory test conditions. Accordingly, for the given laboratory measurement results, one can also estimate the intrinsic permeability value through inverse calculations. This will be further discussed in Sect. 4. Note that in this paper, we use terms ''intrinsic permeability'' and ''corrected permeability'' interchangeably. 3 Verification with laboratory measurement data In Sect. 2, an approach is proposed to estimate the porepressure dependency of effective permeability. Since it is based on the theory for gas flow in a micro/nano-tube and an approximate way to determine the representative porethroat radius from the intrinsic permeability, the usefulness of the approach needs to be verified before we apply it to permeability measurements. The verification uses the following procedure. For a given data set consisting of measured rock properties as a function of pore pressure, we estimate the intrinsic permeability from the permeability measurement with the highest pore pressure because that measurement is closest to the intrinsic permeability value. (Fig. 8 to be discussed later gives the detailed procedure to estimate the intrinsic permeability.) We then use the intrinsic value to predict the effective permeability measurements at different pore pressures and compare predictions with the observed values. The data sets of measured permeability as a function of pore pressure (under the same effective stresses) are limited in the literature. In this section, we verify our approach using three data sets that were collected at room temperature (assumed to be 22°C) and used N 2 as the working fluid.
The first data set is from Jin et al. (2015) who documented permeability measurements for some unidentified unconventional rock samples from North America. They reported results for seven samples, but we only use the five samples for which they also reported porosity values (Jin et al. 2015) . The porosity is needed to estimate the porethroat radius (Eq. 11). Jin et al. (2015) measured the rock permeability using the pulse-decay method at two different pore pressures: 9 MPa (or 1305 psi) and 4 MPa (or 580 psi). We estimated the intrinsic permeability from the measurement at 1305 psi and predict the measurement at 580 psi for each of the five rock samples. Figure 3 shows a comparison between observed and predicted relative changes in permeability measurements, as a function of permeability measurement at a pore pressure of 1305 psi, for rock samples reported in Jin et al. (2015) . Note that in this paper, we use terms ''observed permeability'', ''measured permeability'' and ''effective permeability'' interchangeably and subscript ''eff'' refers to the effective permeability. The relative change here is defined as the ratio of the difference between permeability measurements (at 580 and 1305 psi) and the permeability measurement at 1305 psi. As predicted, the relative change increases with decreasing permeability measurement at p = 1305 psi, because a smaller ''k eff@p=1305 psi '' corresponds to a smaller representative pore size and thus a more important contribution of Knudsen diffusion to gas flow. To further demonstrate this point, Fig. 4 shows a comparison between permeability measurements at 1305 psi and the corresponding intrinsic permeability values (estimated from the workflow shown in Fig. 8) ; their differences become larger for low-permeability values. Nevertheless, the relative changes in effective permeability from pore pressure of 580-1305 psi are reasonably predicted for a large range of values of ''k eff@p=1305 psi '' (Fig. 3) . Effective permeability k eff @p=1305 psi , nD Relative permeability change, % Fig. 3 Comparison between observed (blue) and predicted (red) relative changes in effective permeability measurements, as a function of permeability measurement at a pore pressure of 1305 psi, for 5 rock samples reported in Jin et al. (2015) . The relative change is defined as the ratio of change in permeability measurements (from 580 to 1305 psi) to the permeability measurement at 1305 psi Effective permeability k eff @p=1305 psi , nD Fig. 4 Comparison between permeability measurements at 1305 psi and the corresponding corrected or intrinsic permeability values for rock samples reported in Jin et al. (2015) . Their differences become larger for low-permeability values Alnoaimi and Kovscek (2013) reported observed permeability values as a function of pore pressure for an Eagle Ford rock sample. The measurements were taken with the pulse-decay method. The rock sample has a porosity of 6.2% and contains calcite-filled fractures. Again, we estimate the intrinsic permeability value at the highest pore pressure used in the test and predict permeability measurements at other pore pressures. Figure 5 shows the predicted and observed effective permeability values as a function of pore pressure. Although our approach seems to underestimate permeability measurements especially for relatively low pressures, our predictions should be considered reasonable given the challenges for accurately measuring source-rock permeability in the laboratory (Singh et al. 2014) . Heller et al. (2014) reported a comprehensive study of the measurements of matrix permeability of gas shales. For a given effective stress, they reported measured-permeability data points for several pore pressures (1000, 2000, 3000, and 4000 psi) and the same effective stress for two Eagle Ford samples. The porosity values for these samples are not given in Heller et al. (2014) and are assumed to be a typical value of 7%. Again, we estimate the intrinsic permeability value for a given rock sample at the highest pore pressure used in the test and predict permeability measurements at other pore pressures. Figure 6 shows that reasonable comparisons between observed and predicted effective permeability values as a function of pore pressure for the two Eagle Ford rock samples reported in Heller et al. (2014) [Note that only the data of Heller et al. (2014) under the smallest confining stress are used here because they can be more accurately estimated from the relevant plots in the paper].
Our predicted effective permeability values at different pore pressures are generally consistent with observations from the three data sets that cover a large range of observed permeability values. This, combined with the theory, gives us confidence in the usefulness of our approach. It is also worth noting from Figs. 3, 5 and 6 that the approach is probably on the conservative side in the sense that the approach, on average, underestimates the pore-pressure dependency. It is possible that the use of a single pore size (Eq. 11) may sometimes underestimate the diffusion effect in a porous medium that has a range of pore sizes; different pores can be subject to different degrees of the diffusion effect. This needs further investigation.
To further demonstrate the importance of pore-pressure dependency in analysis of laboratory permeability measurements, Fig. 7 presents the correlation factor, calculated from Eq. (6), as a function of pore pressure and for two temperatures (25 and 125°C). For pore pressures larger than 400 psi, f c changes very slowly with increasing pore pressure. Since the measured permeability is equal to this correction factor multiplied by the intrinsic permeability, sometimes one may think that the intrinsic permeability is obtained at around 400-500 psi for the case in Fig. 7 . In that pressure range, the permeability measurements seem to be stabilized. In fact, the effective permeability still largely results from Knudsen diffusion because f c is considerably larger than one. The intrinsic permeability corresponds to f c = 1. Also note that for a given pore pressure, a higher temperature generally gives rise to a larger f c value because it corresponds to a larger mean free path (Eq. 2).
Correction of laboratory permeability measurements
Since the theoretical formulations developed in Sect. 2 can be used to reasonably predict observed pore-pressure dependency of measured (or effective) gas permeability, an approach based on these formulations is proposed here to correct the laboratory permeability measurements. By ''correction'', we mean the determination of the intrinsic permeability from the effective permeability value, rock porosity, temperature, gas pressure and the type of working fluid. While the details of the workflow are given in Fig. 8 , the key steps for the ''correction'' include the following ones. We calculate the mean free path based on temperature, gas pressure and the type of working fluid used for measuring effective permeability in laboratory. We then assume an intrinsic permeability value and calculate the pore-throat radius from the assumed value and porosity. With the mean free path and the radius, we can calculate the Knudsen number and further calculate the correction factor f c . Multiplying the intrinsic permeability with f c gives the predicted measured permeability for the given pore pressure and temperature. After that, we compare the prediction with the observed gas permeability. If they are practically identical, then the assumed intrinsic permeability value can be considered correct. Otherwise, the assumed intrinsic permeability needs to be updated and the relevant calculation steps mentioned above will repeat. If the prediction is lower than the observed permeability, the assumed intrinsic permeability needs to be increased. Otherwise, it should be decreased. The secant method is used for updating intrinsic permeability here (Myron and Eli 1998) .
With the above workflow, we can estimate the intrinsic or corrected permeability values from the permeability measurements. For example, Fig. 9 shows the estimated relation between the intrinsic permeability and laboratory measurements under some typical Gas Research Institute (GRI) test conditions (T = 22°C; p = 100-500 psi). The power relation between measured permeability and porosity reported by Hakami et al. (2016) is used for calculating the curves in the figure as an example. This is because this study has focused on carbonate source-rock samples while the relationship reported by Hakami et al. (2016) was developed for a carbonate source-rock reservoir in Saudi Arabia. N 2 is assumed to be the working fluid. Clearly, the measured GRI permeability, depending on the pore pressure used, can be significantly higher than the corresponding intrinsic permeability. Given the fact that the GRI method has been widely used for estimating source-rock permeability, the comparisons in Fig. 9 highlight the need to correct the laboratory permeability measurements so that they are meaningful for practical applications.
In addition to the GRI method, the other widely used laboratory technique to measure source-rock permeability is the pressure pulse-decay method (Jones 1997) . Comparisons between source-rock permeability measurements with GRI and pulse-decay methods have been discussed by several groups (Cui et al. 2009; Heller et al. 2014) . Some inconsistent findings have been reported, which highlight the challenges in measuring source-rock permeability and even in understanding the measurements themselves. While a detailed discussion of this issue is beyond the scope of this paper, we should at least keep the two competing mechanisms in mind when comparing the measurements from these two methods.
The first mechanism is the pore-pressure dependency of source-rock permeability, as discussed in this study. The GRI measurements are conducted generally at much lower pore pressures than those used by the pulse-decay methods. Thus, for a given intrinsic permeability, the GRI method should give a higher effective permeability. The second mechanism is related to micro-structures of rock samples under investigation. The GRI method uses rock particles with small sizes (e.g., 1 mm) and therefore the measurement results are essentially not subject to the impacts of micro structures because these structures are at relatively large scales. At the same time, the pulse-decay permeability may mainly come from these micro-structures especially in the bedding (horizontal) direction. In other words, the GRI and pulse-decay methods may measure different types of permeability. In this case, the pulse-decay method intends to give a higher permeability measurement. Depending on which of the above two mechanisms prevails for a given test condition, the GRI permeability may or may not be higher than the pulsedecay permeability. Finally, it is important to note that our permeabilitycorrection approach also allows estimating effective permeability under reservoir conditions and should be used in reservoir simulations. It is the effective permeability corresponding to the reservoir conditions that should be used in reservoir simulators that describe the gas flow in source rocks with Darcy's law. From a laboratory permeability measurement, we can use the methodology reported in this paper to estimate intrinsic permeability that is a constant for a given effective stress. Pore pressure and temperature are functions of both location and time in reservoirs. Then, for a given location and time, the reservoir effective permeability is equal to the intrinsic permeability multiplied by the correction factor (Eq. 6) that is a function of reservoir temperature, pore pressure and gas properties including the collision diameter (Eq. 2). As previously indicated, our discussion in this paper, for simplicity, is limited to cases in which effective stress is constant. The methodology developed herein, however, is not limited to the constant effective-stress condition. For variable effective-stress conditions, reservoir effective permeability is still equal to the intrinsic permeability multiplied by the correction factor, but the intrinsic permeability changes with effective stress (Liu 2017) and the correction factor is calculated by considering this change through Eq. (11) that is used to approximate pore radius from intrinsic permeability and porosity under the current effective stress.
Concluding remarks
Source-rock permeability is a key parameter controlling the gas production rate because it is the limiting factor for gas flow from the matrix to the production well. Measured permeability in the laboratory, however, is an apparent parameter that depends on pore pressure and temperature as a result of the relative importance of slip flow and diffusion in gas flow in low-permeability media. To estimate the intrinsic permeability, this paper presents a simple approach to correct the laboratory permeability measurements based on the theory for gas flow in a nano/microtube that includes effects of viscous flow, slip flow and Knudsen diffusion under different pore pressure and temperature conditions. Comparisons between the calculated results with our approach and the published laboratory data support the usefulness of the approach. The ''corrected'' (or intrinsic) permeability is considerably smaller than the measured permeability. A larger measured permeability generally corresponds to a smaller relative difference between measured and corrected permeability values. A plot based on the approach is also presented to describe the relationships between corrected and measured permeability for typical GRI permeability test conditions. With the workflow presented in this study including both permeability correction and a relationship between measured permeability, laboratory test conditions and intrinsic permeability, one can relatively easily estimate the intrinsic permeability from laboratory data and calculate the effective permeability under the reservoir conditions using the intrinsic permeability and the relationship. It is the effective permeability corresponding to the reservoir conditions that should be used in reservoir simulators that describe the gas flow in source rocks with Darcy's law. Effective permeability k eff , nD Fig. 9 Relation between measured gas permeability k eff and the intrinsic permeability at the room temperature (22°C)
