Static and dynamics properties of a miscible two-component

Bose-Einstein condensate by Fava, Eleonora
University of Trento
Department of Physics
Thesis submitted to the
Doctoral School in Physics – XXX cycle
by
Eleonora Fava
for the degree of
Doctor of Philosophy – Dottore di Ricerca
Static and dynamics properties of a
miscible two-component
Bose–Einstein Condensate
Supervisor: Gabriele Ferrari
Co-Supervisor: Giacomo Lamporesi
February 2018

Eleonora Fava
Static and dynamics properties of a miscible
two-component Bose–Einstein Condensate
Ph.D. Thesys in Physics
University of Trento
February 2018

CONTENTS
introduction 1
1 theory 5
1.1 Weakly interacting trapped BECs at zero temperature 5
1.2 Quantum mixture at zero temperature 7
1.2.1 The buoyancy phenomenon 10
1.2.2 Collective oscillations 13
1.2.3 Static polarizability 13
1.2.4 Out-of-equilibrium mixture 14
1.3 Sodium properties 15
1.4 Weakly interacting trapped BEC at finite temperature 17
1.5 Quantum mixture at finite temperature 18
2 experimental apparatus 23
2.1 Atomic source and vacuum apparatus 23
2.2 Laser system 26
2.3 Magnetic fields 29
2.4 Optical-dipole trap 33
2.5 Electronic and control system 37
2.6 Imaging system 38
3 experimental methods 43
3.1 From laser cooling to BEC 43
3.2 Optical trap loading 46
3.3 Mixture creation 47
3.3.1 Landau–Zener transfer 48
3.3.2 Rabi coupling 50
3.3.3 µ-wave dressing 53
3.4 Calibration of the magnetic field ~B 54
3.4.1 By 55
3.4.2 Bx 56
3.4.3 Bz 56
3.5 Heating procedure 57
3.6 Stern–Gerlach imaging 59
4 experimental results 63
4.1 Two-component BEC at T∼ 0 63
4.1.1 Trap frequencies 64
4.1.2 Calibration of the gradient 65
4.1.3 Measurement of the static polarizability at T ∼ 0 67
4.1.4 Measurement of the spin dipole oscillation at T ∼ 0 72
4.2 Two-component BEC at finite temperature 75
4.2.1 Collisional regimes 75
4.2.2 Traps frequencies and depths 77
4.2.3 Measurement of the spin dipole oscillation at finite
temperature 84
4.2.4 Measurement of the static polarizabiliy at finite tem-
perature 87
v
5 magnetic shield 93
5.1 Introduction to magnetic shielding 94
5.2 Passive magnetic shielding 94
5.2.1 Magnetic shield shapes performances 96
5.2.2 Materials 98
5.2.3 Degaussing 99
5.3 Shield constraints 100
5.4 Finite element method simulations 103
5.4.1 Introduction to finite element method (FEM) 103
5.4.2 Number of layers 103
5.4.3 Saturation 104
5.4.4 Inter-layer distance 107
5.4.5 Collar 110
5.4.6 Final design 111
6 conclusion 117
a appendix a 119
bibliography 123
“Si sta
come di primavera
sul banco ottico
gli AOM”
— G.C.

INTRODUCT ION
Since the first realization of Bose–Einstein condensation [1, 2], the ultra-
cold gases established as a powerful platform of research both theoretically
and experimentally. One of the main reasons which makes BECs a successful
topic of research is their flexibility for creating systems whose Hamiltonian
can be engineered almost at will. Thus, by preparing the proper experiment,
it is possible to simulate and investigate a large variety of many-body config-
urations related to several research fields in physics, from condensed matter
to high-energy physics to cosmology. [3]. For instance, BECs can be used to
simulate spin-orbit coupling (SOC) in solid state matter physics [4], vorticity
in quantum and classic fluid-dynamics [5], Hawking’s radiation [6], the uni-
verse expansion [7], Mott-insulators [8] or high-Tc superconductivity [9].
In my thesis work, I will mainly focus on the study of spin properties in bi-
nary Bose-Bose mixtures trapped in harmonic optical potentials. This topic is
intrinsically related to spintronic, which is a rising field of research focused
on the influence of electron (and nuclear) spin on the electrical conduction.
Spin properties can be exploited in alternative or in addition to charge and
orbital degrees of freedom. Spin relaxation and spin transport in metals and
semiconductors are of high interest not only for their fundamental implica-
tions, but also for their possible application in (spin)electronic technology.
Nowadays, some devices based on the use of spin properties are already
employed in industry, like giant-magnetoresistive (GMR) layers structures
[10]. These devices are used as memory-storage cells or read head and con-
sist of alternate layers of ferromagnetic and non-magnetic metals, which are
able to change their resistance depending on the magnetization on the mag-
netic layers. However, they represent only a first step in the development
of spintronics, since our understanding of many-body spin dynamics is still
incomplete. In fact, the study of spin transport in solid-state physics is com-
plex since in these systems spin is not a conserved quantity and different
relaxation mechanisms can occur.
In this framework, the investigation of systems where spin is a conserved
quantity can represent a starting point to deepen in the field. For example,
degenerate binary mixtures can be investigated to study the role of interac-
tions between different spin particles that, at finite temperature, can lead to
a relaxation of the spin current via spin drag [11], as well as the condition to
spin superfluidity [12].
Another relevant field of research, which is very popular nowadays, con-
cerns new phases of matter. Among all the fascinating new kinds of systems
which have been predicted in the last decades, supersolids are particularly
relevant in the field of Bose–Einstein condensation. This new phase of matter,
was predicted for the first time by Thouless and independently by Andreev
and Lifshitz in 1969 [13, 14]. A supersolid consists in a material where the
properties of superfluidity (intended as off-diagonal long-range order) and
solidity (intended as density long-range order) can simultaneously exist [15].
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The link between supersolidity and BEC lies on the possibility to engineer a
quantum system, for instance by means of the spin-orbit coupling, in which
diagonal and off-diagonal long range order coexist in the so-called stripe
phase [16] and the experimental observation of the supersolid phase [17, 18]
will permit to address several fundamental questions.
Technically, the realization of SOC-BEC in the stripe phase requires the ma-
nipulation of degenerate binary mixtures under precise control of environ-
mental magnetic fields in conditions that are difficult to meet in most ex-
perimental apparatus. More specifically, the need to manipulate quantum
binary mixtures requires a deep knowledge of the system properties, even
in absence of coherent coupling (Ω = 0) between the two states, while to
control the magnetic field with high precision, shielding tools are required.
Both these topics are related to my research work, which aims to lay the foun-
dation for experimental studies in resonantly-coupled spinor BECs, such as
spin-orbit coupled BECs.
At this initial stage, the simplest collective oscillation, i.e., the spin-dipole
(SD) oscillation and the static SD polarizability are studied to test the misci-
bility properties of the system and its response to external perturbation of
the trapping potentials, both in the static and in the dynamic case in order
to characterize the response of the system at Ω = 0. In addition to its link
with the realization of more complex binary systems, my research reveals
interesting features concerning the spin properties of the |F = 1, mF = ±1〉
binary mixture of sodium atoms. In fact, since this system is miscible and
fully spin symmetric, it is possible to investigate its spin properties when a
small displacement of the trap minima is applied, i.e., it is possible to inves-
tigate the linear regime, where interactions among atoms play a crucial role.
Differently from other mixtures already investigated [19, 20, 21, 22, 23, 24,
25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37], the spin-dipole oscillation fre-
quency ωSD and the static SD polarizability P are directly studied. While the
SD oscillation shows interesting relations with the giant dipole resonance of
nuclear physics [38], the investigation of this system at finite temperature
permitted to prove the superfluid nature of spin currents in the case of a
collisional regime. In fact, the observation of undamped oscillations at zero
temperature is consistent with superfluidity, but is not a proof of it, since
undamped oscillations can be the result of mean-field interactions (as the
propagation of spin-zero-sound in a normal Fermi liquid [39]). The observa-
tion of undamped spin oscillations in the collisional regime can be instead
regarded as a direct proof of spin superfluidity since, in the presence of col-
lisions, the spin current of the normal component is not conserved due to
spin drag and only in the superfluid phase one can observe the propagation
of spin sound.
For what concerns the control of magnetic fields, I developed a specific
design of a four-layer cylindrical magnetic shield which should guarantee a
homogeneity and stability of the environmental magnetic field experienced
by our atomic sample, so that a coherent coupling between different inter-
nal states on the second timescale can be applied. To define the best shield
design its efficiency was numerically simulated with a FEM software. The
magnetic shield was recently delivered and it will be installed on the exper-
iment soon.
contents 3
Thanks to the implementation of magnetic shielding and the use of a new
experimental sequence to reach quantum degeneracy, it will be possible to
study mixtures in the presence of a coherent coupling between the two
states on timescale long compared to those of the many-body dynamics (Fish¯
project). Such systems show properties having analogies with the formation
of stripe phases or with the formation of domain walls (as proposed by [40]),
which are related to quark confinement in quantum chromodynamics (QCD)
.
In conclusion, my work represents only the starting point of a wider re-
search that will be developed in the next years and that will lead to a deeper
understanding of several systems and phenomena related to superfluidity
and spinor physics.
The thesis is divided into five chapters, each of them dedicated to a specific
topic.
• The first chapter is devoted to the theoretical description of harmoni-
cally trapped binary mixtures of Bose-Einstein condensates both at zero
and finite temperature. In particular, the conditions to have a miscible
mixture are described, as well as the buoyancy phenomenon, which
affects most of the binary mixtures studied so far. In this chapter the
theoretical estimates of the spin-dipole oscillation frequency ωSD and
polarizability P , in the limit of linear regime, are given and the con-
ditions at which these quantities can be experimentally measured are
discussed.
• In the second chapter the experimental apparatus used to perform the
experiment is described in detail, ranging from the vacuum apparatus
to the experimental control system.
• In the third chapter all the experimental techniques used to create the
binary mixture are presented. Here, particular attention is given to the
sequence that allows to create and study the condensed binary system,
both in the limit of low and finite temperature.
• In the fourth chapter I report on the main results concerning the static
and dynamic spin properties of our binary mixture of BECs, which are
studied both at zero and finite temperature. In particular, in the finite
temperature case, two interacting regimes are investigated, namely col-
lisionless and collisional. For both temperature conditions, a direct com-
parison of experimental data with numerical integrated Gross–Pitaevskii
equation (GPE) simulations is shown.
• The fifth chapter is devoted to the design of the magnetic shield. A
selection of simulations, performed in order to find the best shield de-
sign, are reported in this chapter. Here, our geometric and experimental
constraints are illustrated in detail and the expected theoretical perfor-
mances of the final shielding configuration are discussed.
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This chapter is devoted to the theoretical description of quantum-degenerate
binary mixtures both at zero and at finite temperature. After a brief re-
minder on the case of a weakly interacting BEC in a harmonic trap, the cou-
pled Gross–Pitaevskii equations used to describe binary ultracold mixtures
at zero temperature are derived. This theoretical approach, which holds at
T = 0, is then extended to the case of finite temperature using a mean-field
description based on the Hartree–Fock approximation.
In addition, the miscibility conditions for a binary BEC mixture are also in-
troduced, showing that the sodium system used for this work is an excellent
candidate to study static and dynamic properties in the linear regime that
were never previously studied.
1.1 weakly interacting trapped becs at zero tem-perature
The theoretical description of our system should take both interactions
and the confining potential into account. Even if the mean-field theory de-
veloped by Bogoliubov in 1947 [41] is able to describe the role of interactions
among particles, it is not suitable to describe the role of external potentials.
Since most experiments with ultracold atoms are performed in traps (mag-
netic or optical), it is important to properly describe these non-uniform sys-
tems.
The generalization of the Bogoliubov theory to the case of non-uniform and
time-dependent configurations can be obtained assuming that, to the low-
est approximation, the field operator Ψˆ can be replaced by the classical field
Ψ(~r, t), called the order parameter [42]. This approximation holds at very low
temperature and for a large number of particles. In addition, since for dilute
5
6 theory
cold gases only binary collisions are relevant at low energy, the interaction
among particles can be described by a contact potential
V(~r′ −~r) = gδ(~r′ −~r), (1.1)
where the coupling constant g is directly related to the s-wave scattering
length a trough the relation
g =
4pih¯2a
m
, (1.2)
h¯ is the Planck constant and m is the particles mass. These assumptions lead
to the Gross–Pitaevskii equation (GPE) [42]
ih¯
∂
∂t
Ψ(~r, t) =
(
− h¯
2∇2
2m
+Vext(~r) + g|Ψ(~r, t)|2
)
Ψ(~r, t), (1.3)
where Vext is the external potential used to trap the sample.
For a gas confined in a harmonic trap, the external potential at a given
position~r, can be expressed as
Vext(~r) = Vext(x, y, z) =
1
2
mω2xx
2 +
1
2
mω2yy
2 +
1
2
mω2z z
2, (1.4)
where ωx,y,z are the trapping frequencies. The size of the atomic cloud along
each direction i is fixed by the harmonic oscillator length
ahoi =
√
h¯/mωi. (1.5)
The characteristic length of the system is thus given by aho =
√
h¯/mω¯, where
ω¯ = (ωxωyωz)1/3 is the geometrical average of the trapping frequencies. The
ground state of Eq.1.3 is obtained, within the formalism of mean field, by
writing the wave function as Ψ(~r, t) = φ(~r)e−iµt/h¯
µφ(~r) =
(
− h¯
2∇2
2m
+Vext(~r) + gφ2(~r)
)
φ(~r) (1.6)
When the energy contribution due to interactions is large compared to theThomas–Fermi limit
kinetic energy of the system, the so-called Thomas–Fermi approximation is
applicable. In this limit the kinetic energy (also called the quantum-pressure)
is neglected and the Gross–Pitaevskii equation (Eq.1.6) reduces to
µφ(~r) =
(
Vext(~r) + gφ2(~r)
)
φ(~r), (1.7)
from which the density profile of the trapped BEC can be extracted
n(~r) = φ2(~r) =
µ−Vext(~r)
g
. (1.8)
From Eq.1.8 some of the quantities used in the next chapters are obtained,
such as the chemical potential and the Thomas–Fermi radii which are
µ =
h¯ω¯
2
(
15
Na
aho
)2/5
(1.9)
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and
Ri =
√
2µ
mωi
, (1.10)
respectively. Other important quantities which will be used later in the thesis,
are the healing length ξ and the critical temperature TC. The former can
be interpreted as the recovery length of the condensate, i.e., the distance
necessary to restore the local equilibrium value of the density n from 0 and
is defined as
ξ =
√
1
8pina
. (1.11)
The critical temperature TC corresponds to the temperature below which the
condensation occurs. Since interactions in the estimate of TC generally give
a small correction, the critical temperature is computed using the formula
valid for trapped non-interacting systems
TC =
h¯ω¯
kB
(
N
ζ(3)
)1/3
, (1.12)
where kB is the Boltzmann constant and ζ is the Riemann zeta function.
1.2 quantum mixture at zero temperature
The advent of optical traps for quantum gases [43] has opened an inter-
esting scientific scenario, both experimentally and theoretically. In fact, the
possibility to trap atom independently from their internal state paved the
way for the realization of more complex systems that can be engineered
with great flexibility. In the last twenty years, several spinor systems, i.e.,
systems in which atoms occupy each level of the given hyperfine manifold,
were realized using both rubidium [44, 45, 46] and sodium [47, 48, 49, 50]
atoms in the F = 1 ground state. In addition, several theoretical works and
reviews are reported in literature [51, 52, 53, 54, 55], also concerning spin-2
systems [56, 57].
Of particular interest for this thesis work are binary mixtures, which are
widely investigated due to the large variety of systems that can be created
[58, 59, 60, 61, 62, 63, 64, 65, 66]. In fact, it is possible to obtain experimentally
binary mixture using different atomic species ( like K-Rb[23, 24], Yb-Li [36],
Yb-Cs [35], Rb-Cs [30] or Na-K [28]) or using two isotopes of the same atom
(like 6Li-7Li in [67, 29, 31] or 4He-6He in [68]). Another class of mixtures
which attracts large interest corresponds to mixtures obtained using two in-
ternal states of the same atomic species. These states can be two Zeeman
levels of the same hyperfine level ( like in rubidium [21, 22, 32], in sodium
[69, 33] or in potassium [37]) or can belong to two hyperfine states (like for
the case of 87Rb in [19, 20, 25, 26, 27, 34]).
All these systems present different features and are suitable to study dif-
ferent phenomena, among which dynamics, instabilities or interaction ef-
fects. For example, of particular interest, are the works realized using the
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|2, 1〉+ |1,−1〉 of rubidium [25, 20, 34]. This mixture, being at the miscible-
immiscible threshold (see Subs.1.2.1), presents a non-trivial dynamics which
can lead to the formation of ring excitations (in absence of Rabi coupling
between the two spin components).
Other works related to my research, concern the study of dynamics on both
sides of the miscible-immiscible phase transition by means of Feshback res-
onance in |2,−1〉+ |1, 1〉 mixture of rubidium atoms.
However, all these works focus on dynamics properties of system which are
not fully miscible (see next subsections), while, in my research, dynamic and
static spin properties [70] of a completely miscible mixture are investigated.
In the following a theoretical description of binary mixture is reported, giv-
ing particular attention to the concept of miscibility.
In the case of a single component BEC, interactions are well describedBinary interacting mixtures
by a single parameter, i.e., the coupling constant g. In a binary mixture, it
is necessary to introduce three parameters to describe all the interactions
occurring in the system. Labeling the two condensates as 1 and 2, these pa-
rameters are g11, g22 and g12 which are the two intra-component coupling
constants and the inter-component coupling constant, respectively.
The first theoretical description of a binary mixture was presented in 1996
[71] and it is obtained generalizing the GP equation for the two condensates,
where each component is described by its own wave function. Proceeding in
this way the energy of the mixture can be written as
E =
∫
d~r
[
h¯2
2m1
|∇Ψ1|2 + h¯
2
2m2
|∇Ψ2|2 +V1,ext|Ψ1|2 +V2,ext|Ψ2|2
+
1
2
g11|Ψ1|4 + 12 g22|Ψ2|
4 + g12|Ψ1|2|Ψ2|2,
(1.13)
where Ψ1, Ψ2 are the wave functions of the condensates, m1, m2 their relative
masses and V1,ext,V2,ext are the trapping potentials experienced by each com-
ponent. The coupling constants g11 = 4pih¯2a11/m1 and g22 = 4pih¯2a22/m2 are
fixed by the s-wave scattering lengths a11, a22 which characterize the interac-
tion between pairs of atoms of the same condensate, while g12 = 2pih¯2a12/mr
counts for interactions between atoms of different species, being 1/mr =
1/m1 + 1/m2 the reduced mass. In order to guarantee the stability of the sys-
tem, g11 and g22 are assumed to be positive, while g12 can be either positive
or negative [42].
From the variational principle it is possible to obtain the coupled Gross–
Pitaevskii equations which describe the two components of the system
ih¯
∂
∂t
Ψ1 =
(
− h¯
2∇2
2m1
+V1,ext(~r) + g11|Ψ1|2 + g12|Ψ2|2
)
Ψ1 (1.14)
ih¯
∂
∂t
Ψ2 =
(
− h¯
2∇2
2m2
+V2,ext(~r) + g22|Ψ2|2 + g12|Ψ1|2
)
Ψ2 (1.15)
and from which the ground state of the mixture can be found.
For simplicity we start by considering the equilibrium regime in a homo-Uniform system
geneous system. In this framework the system can be either in a uniform
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or in a phase separated configuration. In the uniform case the interaction
energy takes the form
Euni f =
g11
2
N21
V
+
g22
2
N22
V
+ g12
N1N2
V
, (1.16)
while in the separated configuration it takes the form
Esep =
g11
2
N21
V1
+
g22
2
N22
V2
, (1.17)
where V1 and V2 are the volumes occupied by the two separated components
and V = V1 +V2 is the total volume.
The mechanical equilibrium between the two separated phases is given by
the condition
∂Esep
∂V1
=
∂Esep
∂V2
, (1.18)
which implies the relationship
g11
(
N1
V1
)2
= g22
(
N2
V2
)2
. (1.19)
By substituting Eq.1.19 in Eq.1.17, one finds
Esep =
g11
2
N21
V
+
g22
2
N22
V
+
√
g11g22
N1N2
V
. (1.20)
The condition to avoid phase separation is Esep > Euni f which, comparing
Eq.1.20 and Eq.1.16, leads to the relation g12 <
√
g11g22. This condition can
be generalized, in the case of attractive interactions between the two spin
components, by considering that the uniform phase is stable against ener-
getic instabilities1 if
|g12| < √g11g22. (1.21)
When this condition is satisfied the system is said to be miscible, while when
the system is in the phase separated configuration, it is said to be immiscible.
In Fig.1.1 an example of both miscible and immiscible systems are reported
for the case of atomic sodium.. The miscible system correspond to the mix-
ture |F = 1, mF = ±1〉 (right image of Fig.1.1), while the immiscibility is
visible in the spinor configuration, where all three levels of sodium ground
state F = 1 are present (left image of Fig.1.1). In the spinor, the phase sep-
aration is due to the presence of |F = 1, mF = 0〉, which is immiscible with
both |F = 1, mF = 1〉 and |F = 1, mF = −1〉. Trapped system
In the trapped configuration the equilibrium density profiles can be ob-
tained in the Thomas–Fermi limit (described in Sec.1.1) where, under the
miscibility condition, one finds that Eqs.1.14,1.15 become
µ1 −V1,ext(~r)− g11n1(~r)− g12n2(~r) = 0 (1.22)
µ2 −V2,ext(~r)− g22n2(~r)− g12n1(~r) = 0. (1.23)
1 Actually, if |g12| > √g11g22, quantum fluctuations prevents the collapse of the system, lead-
ing to the creation of quantum droplets [72, 73, 37].
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Figure 1.1: Comparison between a phase separated spinor (left) and miscible mix-
ture(right). The phase separated system is composed of the three Zeeman sub-
levels of the ground state of sodium, while the miscible system is composed of
the two zeeman sublevels |F = 1, mF = 1〉 and |F = 1, mF = −1〉. The phase
separation in the spinor configuration is due to the presence of |F = 1, mF = 0〉,
which is immiscible either with |F = 1, mF = 1〉 and |F = 1, mF = −1〉. Both
the pictures were taken after TOF in a Stern–Gerlach configuration in order to
spatially separate the different spin components.
These equations hold, provided n1(~r) and n2(~r) are finite or set to zero and,
in the region of non-vanishing densities, they can be rewritten as
n1(~r) =
1
g11(1− ∆)
(
µ1 − g12g11µ2 −V1,e f f (~r)
)
(1.24)
n2(~r) =
1
g22(1− ∆)
(
µ2 − g12g22µ1 −V2,e f f (~r)
)
(1.25)
where ∆ = g212/g11g22 < 1 and
V1,e f f (~r) = V1,ext(~r)− g12g22 V2,ext(~r) (1.26)
V2,e f f (~r) = V2,ext(~r)− g12g11 V1,ext(~r) (1.27)
are the effective potentials felt by the two components.
A relevant feature emerging from the equations reported above is that the
Thomas–Fermi radii of the two components are in general not equal. This
feature is related to an interesting phenomenon known as buoyancy which is
the topic of the next section. It is important to note that, when dealing with
quantum mixtures, the TF approximation can be considered valid when the
TF radii are much larger than the spin healing length
ξs = h¯/
√
2mn(
√
g11g22 − g12). (1.28)
1.2.1 The buoyancy phenomenon
A fundamental issue, when dealing with quantum binary mixtures, is the
miscibility of the system. In fact, as mentioned in the previous section, the
mixture can assume a miscible configuration as well as a phase separated
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one where the two components tend to stay apart one from the other, oc-
cupying different volumes, depending on the interaction properties of the
system.
As matter of fact, even when the system is in the miscible configuration, the
density distributions of the two components can rearrange themselves in a
non-obvious way. This phenomenon is related to the intra-component cou-
pling constants and appears only when g11 and g22 are not equal and when
atoms are confined in a non-uniform potential.
Let us suppose, for example, that g22 > g11 and N1 = N2 and let us consider
the peak density distributions of the single component in the Thomas–Fermi
approximation
ni(0) =
µi
gii
. (1.29)
Since µ ∝ g2/5 it is simple to verify that
n2(0)
n1(0)
∝
(
g11
g22
)3/5
< 1, (1.30)
thus n2(0) < n1(0). This inequality underlines the fact that, even without
taking the inter-component interactions into account, the two components
have different density distributions and Thomas–Fermi radii.
In addition, the interaction term between the two components propor-
tional to g12n1n2 is not negligible and its effect is to increase the internal
energy of the system. Thus, to minimize the total energy, the energetic con-
tribution given by the interaction between atoms of different components
should be reduced.
In order to weaken this interaction energy the system has the only possibil-
ity to change the two density distributions in order to reduce the overlap
area between the two components. Thus, using the same example as before,
the denser component 1 will tend to shrink even more increasing its peak
density and reducing its TF radius, while component 2 will tend to decrease
its peak density. In addition, the inverted-parabola profile will be modified
in order to further reduce the density in the overlap area and, consequently,
increase n outside the spatial region occupied by component 1. A sketch of
this rearrangement mechanism is given in Fig.4.2. This phenomenon goes by
the name of buoyancy since the overall effect is that one component "floats"
on the other, being the two density distributions related one to the other.
The buoyancy issue is a fundamental one because, even if strictly speak-
ing the system is miscible, the density distribution profiles are modified by
interactions. This phenomenon can lead to a non-harmonic dynamics of the
system and instabilities, which are generally difficult to describe. In addition,
it prevents the direct measurements of spin properties like static spin-dipole
polarizability P or spin-dipole oscillation frequency ωSD, which are visible
when the trap minima (hence density distributions) are slightly displaced
one respect to the other from their common rest position (see next subsec-
tions).
Another issue concerning quantum binary mixtures is the critical velocity. Critical velocity
12 theory
Figure 1.2: (a) Sketch of the density distribution arrangement in the case of a mis-
cible mixture where g11 6= g22 and g12 = 0. The effect of having different intra-
coupling constants is to create two density distributions with different TF radii.
(b) Comparison between the density distributions arrangement in the case of a
miscible mixture with g11 6= g22 with (solid line) and without (dotted line) inter-
component interaction. Due to inter-component interaction the system tends to
reduce the overlap are of the two atomic cloud by shrinking the density distribu-
tion of component 1 and by modified the inverted-parabola profile of component
2.
In a uniform binary mixture, the frequency of the Bogoliubov modes is
ωd,s =
√√√√ h¯2k2
2m
(
h¯2k2
2m
+ 2mcd,s
)
(1.31)
where, assuming that m1 = m2, n1 = n2 = n/2 and g11 = g22 = g, the
density (d) and spin (s) sound velocities are given by [42]
c2d,s =
n
2m
(g± g12) . (1.32)
The + sign corresponds to density oscillation where the two fluids move
in phase, while the − sign is associated to out-of-phase spin oscillation. An
interesting question concerns the stability of the system when the two fluids
can move at velocities v1 and v2 and the sound velocity, which corresponds
to the leading term in the Bogoliubov dispersion relation at small~k, is
cd,s =
√
c20 +
1
4
v2 ±
√
c20v2 + c
4
0g
2
12/g2 ±V, (1.33)
where c20 = gn/2m, v = v1 − v2, V = (v1 + v2)/2 and v1, v2 and ~k are
assumed to lie on the same axis. Here, the condition for having stability is
more complex than the single component case, where the Landau criterion
[42] holds. In fact, the term ±V provides the instability associated to the
Landau criterion if c becomes negative (energetic instability), while v plays
a role in the dynamic instability. If cs < |v|/2 < cd (where cd,s are given
by Eq.1.32), the solution of Eq.1.33 is imaginary and the system shows a
dynamic instability. Similarly, if v > cd, c is real but the system develops
dynamic instability beyond the phonon regime.
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1.2.2 Collective oscillations
Generalizing the hydrodynamic formalism developed for a single BEC
[74], it is possible to study collective oscillations of mixtures of BECs trapped
in harmonic potentials. In particular, in the simplest symmetric case of N1 =
N2 and g11 = g22 = g, the equation of the density oscillation remains equal
to the case of a single component BEC
∂2
∂t2
δn = ∇ · [c2(~r)∇δn] (1.34)
where δn(~r, t)=n− n(~r) is the change of the density profile with respect to
the equilibrium profile and mc2(~r) = gn(~r).
Instead, the equation for the spin density fluctuations for mixtures of BECs
is different from the one describing the case of a single component BEC,
reading as
m
∂2
∂t2
δs(~r) = (g− g12)∇ · [n(~r)∇δs(~r)] (1.35)
where δs(~r) = δn1(~r)− δn2(~r) [42].
Since the equilibrium density profile is not modified and keeps the form
n(~r)=(µ−Vext(~r))/g, all discretized collective frequencies holding for a sin-
gle component BEC are still valid for a symmetric mixture simply introduc-
ing a normalization factor
√
(g− g12)/g.
Of particular interest is the spin-dipole (SD) oscillation, in which the two- Spin-dipole oscillation
spin clouds move one with respect to the other with opposite phase. In the
case of small oscillation amplitude with respect to the size of the condensates
(linear regime), the relative motion is essentially "internal" since the edges of
the density distributions do not move (as seen from GPE simulations).
For the case of symmetric mixtures, the frequency of the spin-dipole oscilla-
tion [42, 70] can be expressed as
ωSD =
√
g− g12
g + g12
ωho. (1.36)
The spin-dipole oscillation frequency is the simplest collective oscillation
which is supported by the system and it can give information on the spin
dynamics, as well as on the thermodynamics of the system. This frequency
is predicted to be sensitive to the vicinity of the miscible-immiscible phase
transition [70, 60].
So far, a direct measurement of this frequency was missing since the phe-
nomena of phase-separation or buoyancy between the two spin components
prevent observing this oscillation in the linear regime. Nevertheless, we mea-
sured it in Trento using a completely miscible mixture of sodium atoms (see
Sec.1.3 and Ch.4).
1.2.3 Static polarizability
Another relevant quantity which is sensitive to the vicinity to the miscible-
immiscible phase transition and that characterizes the thermodynamic be-
havior of the system is the static spin-dipole polarizability P . It describes
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the ability of the system to adapt to a relative displacement of the trapping
potential minima for the two components and it is defined as
P = x1 − x2
2x0
(1.37)
where x1 − x2 is the distance between the centers of mass of the density dis-
tributions of the two spin components and 2x0 is the total distance between
trap minima. This quantity exhibits a divergent behavior at the transition
between the miscible and immiscible phases where important spin fluctua-
tions can occur [61, 64].
The static SD polarizability is directly linked to the SD oscillation pre-Relation between ωSD and
P sented in the previous section. This relation emerges when the SD oscilla-
tion frequency is computed using the sum rule approach, which applies for
small displacements of the trap minima with respect to the sample size. In
this framework, it is possible to introduce the energy weighted m1(SD) and
the inverse energy weighted moment m−1(SD) of the spin-dipole dynamic
structure factor SSD(ω) which reads as
SSD(ω) = Q−1∑
m,n
e−En/kBT|〈n|SD|m〉|2δ(h¯ω− h¯ωnm) (1.38)
where SD = ∑k xkσkz is the spin dipole operator, ωnm = (En − Em)/h¯ are the
Bohr frequencies and Q = ∑m e−Em/kBT is the partition function. The energy
weighted moment [42] is model independent and it is given by
m1(SD) = Nh¯2/2m. (1.39)
The inverse energy weighted moment is given by
m−1(SD) =
NP
2mω2x
, (1.40)
where P is fixed by the ratio between the induced spin displacement of the
atomic clouds and the separation 2x0 of the two harmonic traps [70].
The estimate of ωSD is provided by the ratio
h¯ωSD =
√
m1(SD)
m−1(SD)
, (1.41)
hence, using Eqs.1.41, 1.39 and 1.40, the linear SD polarizability P can be
computed at T = 0 from the value of ωSD using the relation
ωSD =
ωx√P . (1.42)
1.2.4 Out-of-equilibrium mixture
An additional issue, which is independent of the interaction properties of
the mixture, concerns the stability of the sample just after its splitting into
two components which, as explained in the following, leads to an out-of-
equilibrium configuration.
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Let us consider a polarized sample at finite temperature T with a total num-
ber of atoms N. Typically, a fraction of the atoms is condensed (N0/N), while
the remaining (NT/N) belong to the thermal cloud, such that
N = N0 + NT. (1.43)
The splitting of the sample into two systems having N/2 atoms each, con-
serves the total number of particles N but not the temperature T. In fact, one
can describe the system before the splitting and after in the new equilibrium
configuration (labeled as ’) asN = N0 + NTN = 2N′0 + 2N′T.
The number of condensed atoms (N′0) and the number of thermal atoms (N′T)
in each sample after the splitting, can be estimated by considering that the
main energetic contribution is given by the internal energy of the thermal
distribution in the trapping potential, which is equal to
U = 3NTkBT. (1.44)
Considering that for an ideal Bose gas in harmonic confinement NT ≡
N − N0 = ξ(3)
(
kBT
h¯ω¯
)3
, where ξ(n) is the Riemann ξ function and impos-
ing energy conservation across the splitting procedure, one finds that the
temperature of the systems reduces since
T′ ∼ 0.85T (1.45)
From the new value of the temperature T′ one can also estimate the new
value of N′T and N
′
0, which are
N′T = 0.6NT and N
′
0 =
N0
2
− NT
10
. (1.46)
This proves that, even if the absolute temperature of the system is lower, the
two BEC distributions have less than half the initial number of condensed
atoms. In fact some of the condensed atoms will be converted into thermal
particles in order to conserve the energy of the system.
1.3 sodium properties
In the previous section I have described systems made of two components,
showing that binary mixtures can be either miscible or immiscible. While in
the immiscible regime the two components tend to stay apart from one other,
in the miscible one they tend to occupy the same volume. In practice, this is
not always true. Because of buoyancy, in fact, the two condensates tend to
rearrange their density distributions, preventing the possibility to study the
dynamics of the system in the linear regime.
Of particular interest in this thesis are the experimental works realized using
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atoms of the same atomic species occupying two different internal states. So
far, most works were realized using rubidium atoms [19, 20, 75, 26, 27, 32].
Even if rubidium presents the great advantage of having accessible Feshbach
resonances [76] for several mixture combination, the mixtures created to date
present miscibility constrains since they can be either immiscible or affected
by buoyancy.
An example of mixture extremely close to the phase transition and affected
by buoyancy is reported in Fig.1.3, which corresponds to the case of a |F =
1, mF = −1〉 and |F = 2, mF = 1〉 Rb mixture.
Figure 1.3: Experimental density profiles of the |2, 1〉 + |1,−1〉 rubidium mixture
taken from [20]. The |1〉 component corresponds to the |2, 1〉 state, while |2〉 cor-
responds to the |1,−1〉 state. The density profile of |1〉 (a) is larger and presents
a crater in the region occupied by the |2〉 atoms (b). (c) Density distribution of |1〉
after introducing a non-zero relative sag.
From Fig.1.3 one can observe that component |1〉 has a larger distribution
with respect to component |2〉, since g11 > g22. In addition, it is visible that
component |2〉 tends to minimize its volume, while the density distribution
of |1〉 shows a depletion where the two components overlap. Thus, it is clear
that these systems are not suitable to study static and dynamic properties in
the linear regime, being not miscible in a strict sense.
In this scenario, the sodium mixture |F = 1, mF = ±1〉 is the ideal plat-Completely miscible sodium
mixture form to study both static and dynamic properties in the linear regime, since
it is completely miscible and symmetric [77]. In fact, it does satisfy the mis-
cibility condition |g12| < √g11g22, N1 = N2 and, since at low magnetic fields
g11 = g22 = g, it is also not subject to buoyancy.
The values of the s-wave scattering lengths for the ground states of sodium
(taken from [78]) are
a11 = a22 = 54.54(20)a0 and a12 = 50.78(40)a0 (1.47)
where a0 is the Bohr radius.
Since g12 ∼ g the system is close to the miscible-immiscible phase transi-
tion, where the role played by interactions becomes crucial and is responsible
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for the enhancement of the static SD polarizability with respect to the non-
interacting system. Also the value of the SD oscillation frequency is sensitive
to interactions, being five time smaller than the trap frequency.
Thus, the vicinity to the miscible-immiscibile phase transition is important
since it permits to observe sizable interaction effects. However, when the
system is extremely close to the phase transition (like in [20]) it is diffi-
cult to precisely control and study the system since it is deeply sensitive
to other effects, such as asymmetries in the trapping potential [79]. In our
case, (g− g12)/g ' 7% and the system can be consider stable, even if it is
close enough to the miscible-immiscible transition to ensure sizable interac-
tion effects.
1.4 weakly interacting trapped bec at finite tem-perature
At T 6= 0, the condensate density is modified because of thermal depletion
and interactions with the thermal component should be taken into account.
The simplest theory describing the thermodynamic behavior of a trapped Hartree–Fock approximation
interacting Bose gas at finite temperature is based on the Hartree–Fock (HF)
approximation [80, 81]. This theory assumes that, at equilibrium, the system
can be described as a gas of statistically independent single-particle excita-
tions, whose average occupation number of the i states is ni = 〈aˆi aˆi〉, being
aˆ and aˆ the single-particle creation and annihilation operator.
The energy of the system can be calculated by keeping only terms with an
even number of creation/annihilation operators and setting
〈aˆi aˆk〉 = niδik (1.48)
〈aˆi aˆj aˆk aˆl〉 = ninj(δikδjl + δilδjk) (1.49)
The thermal and condensed components can be separated by associating the
role of the thermal part to the excited states i 6= 0 and the role of BEC to
the lowest energy i = 0 state. Proceeding in this way the total energy of the
system can be written as
E =
∫
d~r[
h¯2
2m
N0|∇ϕ0|2 +∑
i 6=0
h¯2
2m
ni|∇ϕi|2 +Vext(~r)(n0(~r) + nT(~r))
+
g
2
n20(~r) + 2gn0(~r)nT(~r) + gn
2
T(~r)]
(1.50)
where the density of the condensate and thermal parts are
n0(~r) = N0|ϕ0(~r)|2 = |Ψ0|2 and nT(~r) = ∑
i 6=0
ni|ϕi(~r)|2,
respectively and ϕi(~r) are single particle wave functions normalized to unity.
The average occupation number ni can be found by minimizing the energy
at fixed entropy and N, yielding to the Schrödinger-like equation
δE
δϕ∗i
= nieiϕi (1.51)
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where ei is the energy of the i single-particle level. From Eq.1.51, when the
chemical potential approaches the energy e0, one finds(
− h¯
2∇2
2m
+Vext(~r) + g[n0(~r) + 2nT(~r)]
)
Ψ0 = µΨ0 (1.52)
for the BEC part and(
− h¯
2∇2
2m
+Vext(~r) + 2gn(~r)
)
ϕi(~r) = eiϕi(~r) (1.53)
for the excited single-particle states, where n(~r) is the total density of the
system.
With respect to the GPE 1.6, Eq.1.52 takes into account the interaction with
the thermal component being given by 2gnT, where the factor 2 comes from
the exchange term in the calculation of E.
1.5 quantum mixture at finite temperature
The HF theory presented in the previous section is able to describe the
thermodynamic behavior of the single component system in the presence of
a thermal fraction. As seen in Sec.1.2, when dealing with a multi-component
systems, the role of inter-species interaction should be taken into account
as well. To do so, one has to replace the coupling constant g of the single
component system, with the three coupling constants g11, g22 and g12 charac-
terizing interactions in a binary mixture.
In this framework Eq.1.52 can be rewritten, for each of the two component,
as
µΨ1 =
[
− h¯
2
2m
∇2 +V1 + g11(n01 + 2nT1 ) + g12(n02 + nT2 )
]
Ψ1 (1.54)
µΨ2 =
[
− h¯
2
2m
∇2 +V2 + g22(n02 + 2nT2 ) + g12(n01 + nT1 )
]
Ψ2 (1.55)
where g11,22 = 4pih¯2a11,22/m and g12 = 2pih¯2a12/m. The condensate densities
are given by n01,2 = |Ψ1,2|2 where we have assumed N1 = N2. The densities
of the thermal distributions are described by the semi-classical equation
nT1,2(~r) =
1
(2pih¯)3
∫
d~p f1,2(~p,~r, t) , (1.56)
where the Wigner distribution function of the thermal atoms [82] is given by
f1,2(~p,~r, t) = {eβ[~p2/2m+UT1,2−µ1,2] − 1}−1 (1.57)
and the effective potentials for the thermal fluids are
UT1 = V1 + 2g(n
0
1 + n
T
1 ) + g12(n
0
2 + n
T
2 ) (1.58)
UT2 = V2 + 2g(n
T
2 + n
T
2 ) + g12(n
0
1 + n
T
1 ). (1.59)
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Considering the Bose function
g3/2(z) =
2√
pi
∫ ∞
0
dx
√
x
z−1ex − 1, (1.60)
Eq.(1.56) can be simplified to
nT1,2 = g3/2(z1,2)/λ
3
T (1.61)
where λT =
√
2pih¯2/(mkBT) is the de Broglie wavelength and
z1,2 = exp[(µ−UT1,2)/kBT] (1.62)
is the local fugacity of the spin components 1 and 2.
The equations reported above can be solved to find the ground state den- SD polarizability at finite T
sity distributions of the condensate and thermal atoms in the presence of the
displacement 2x0 between the harmonic traps, obtaining thus the polarizabil-
ity of the system as a function of x0 and temperature. In this framework, the
displaced potentials reads
V1 = Vho(x− x0, y, z) and V2 = Vho(x + x0, y, z) (1.63)
and, for the case of symmetric systems, µ1 = µ2 = µ.
The BEC spin density, which corresponds to the relative distance between
the two condensed component, can be found at low temperature by apply-
ing the Thomas-Fermi approximation and neglecting the interaction between
the condensate and the thermal component as well as thermal-thermal inter-
actions in the Gross-Pitaevskii equations (1.54,1.55). This yields to
S0 = n01 − n02 = −x0
g + g12
g− g12
∂n0
∂x
, (1.64)
while for the thermal part one finds
STin = n
T
1 − nT2 = −
1
kBTλ3T
z
∂g3/2(z)
∂z
2g
g− g12 mω
2
xx0
in the inside region where the thermal part interacts with the condensate. In
addition, without any external perturbations, one has
∂nT
∂x
=
1
kBTλ3T
z
∂g3/2(z)
∂z
2g
g + g12
mω2xx0 ,
so that
STin = n
T
1 − nT2 = −x0
g + g12
g− g12
∂nT
∂x
, (1.65)
In a similar way the spin density of the outermost thermal component can
be derived finding that
STout = n
T
1 − nT2 = −x0
∂nT
∂x
. (1.66)
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The polarizability of the condensed (P0) and thermal (PT) part are found by
integrating their spin density
P0 =
∫
xS0d~r/N0 (1.67)
and
PT =
∫
xSTd~r/NT. (1.68)
From Eqs.1.64,1.65 and 1.66 two main aspects emerge. One is the distinction
between the thermal atoms occupying the region where the BEC is present
from the atoms occupying the region outside the BEC distribution. The sec-
ond aspect regards the presence of the term (g + g12)/(g− g12) both in the
spin density of the condensed and thermal internal part. Both these argu-
ments underline the importance of the inter-component interaction, which
causes an enhancement of the polarizbility of the system.
However, increasing the temperature it is no longer possible to ignore the
presence of the thermal component, and the behavior of the SD polarizabil-
ity as a function of temperature can be computed by solving in a consistent
way the coupled Hartree-Fock equations for the condensate and for the ther-
mal part. From the theoretical simulations, it turned out that the role of the
interaction with the internal thermal component causes a further increase of
the static SD polarizability of the condensate, as shown in Fig.1.4.
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Figure 1.4: Computed SD polarizability of the condensed P0 (upper row), thermal
PT (middle row) and total PTOT (bottom row) atoms as a function of temperature
in the case of N1 = N2 = 105 and (ωx,ωy,ωz)=2pi(44.5,1400,1400)Hz. In the left
column are reported the results obtained for x0/Rx = 0.1%, in the central column
the results obtained for x0/Rx = 1% and in the right column are the results
obtained for x0/Rx = 10%. The critical temperature of the system computed
for a non-interacting system is 930nK. The (g + g12)/(g− g12) which affects the
polarizability of both BEC and thermal cloud is relevant only in the linear regime
x0P  RTF, which corresponds to the first column of the figure. Increasing the
displacement of the trap minima, interactions between spin components become
less important leading to polarizability contributions close to 1 (third column).
In the same figure the behavior of the polarizability associated to the ther-
mal cloud and the total polarizability, which is computed as
PTOT = N0P
0 + NTPT
N
, (1.69)
are shown for different value of x0.
From the simulations, it emerges that both the condensed and the thermal
polarizability are modified by their mutual interaction, while the total polar-
izability remains, in first approximation, equal to the one expected for the
T = 0 case.
Additional comments on the SD polarizability and its physical meaning are
reported in Chapter 4, where the main results of my research work are dis-
cussed.
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Experiments with ultracold gases require well controlled experimental
conditions where many physical parameters must be precisely varied in a
reliable way. To fulfill these requirements a control over many instruments is
typically needed. In this chapter I will present a detailed description of the
experimental apparatus. First the atomic source and the vacuum apparatus
are described. Then the laser systems used to produce visible and infrared
radiation are described. The following section is devoted to the description
of the magnetic trap used to create the BEC and, more in general, all the
coils and their use is also illustrated. After the magnetic trap the dipole trap
is presented in detail. The electronic control system is also described, making
it clear how we control all the different steps of the experimental sequence.
Finally the description of the imaging setup is reported in the last section,
where the fitting procedures are also explained.
2.1 atomic source and vacuum apparatus
Atomic source
Since the first observations of the Bose–Einstein condensate with rubidium
and sodium atoms [1, 2], the interest in this kind of systems has considerably
grown, leading to the development of new efficient atomic sources. Atomic
sources based on laser cooling can be divided into two main classes.
• A first class exploits dissipative light forces and inhomogeneous mag-
netic fields to slow down a thermal flux of atoms which are coming
from an oven. An usual implementation of this type of sources is the
Zeeman slower (ZS), a stage where fast atoms are slowed down by
means of a counter-propagating laser beam and a specific configura-
tion of the magnetic field [83]. The slowed atoms can then be trapped
and cooled in magneto-optical traps (MOTs) [84].
• The second class of atomic sources uses atomic vapors directly loaded
and cooled in a MOT: these setups present a simple design, but they
provide satisfying performances only for medium and heavy atoms like
potassium, rubidium and cesium [85, 86, 87].
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Working with light alkali species (such as sodium or lithium) can lead, in
case of a highly efficient Zeeman-Slower (ZS) stage, to experiments with a
higher number of atoms [88] with respect to experiments performed with
heavier atoms. Anyway, even if these systems are suitable to capture a large
number of atoms, they present some nontrivial drawbacks. Firstly, the ZS
stage can be affected by losses due to the atomic beam divergence. Secondly
the experimental apparatus is necessarily larger and more complex to oper-
ate.
In 2009 a new type of atomic source based on a 2D MOT stage was developed
for lithium [89], leading to more compact experiments without affecting the
total number of captured atoms.
The system used in our experiment [90] extended this approach to sodium
atoms, combining a 2D MOT with a compact ZS stage.
Our atomic source is based on an oven filled with metallic sodium which
is heated up to 250 ◦C (more than 150 ◦C above the melting temperature)
allowing atoms to evaporate in the vacuum system. The atomic cloud pro-
duced by the evaporation is moving upward generating a flux that permits
to transversely (y-z plane) load the 2D MOT. In addition, using a laser beam
pointing opposite to the flux direction, it is possible to implement a ZS,
which enhances the flux by more than an order of magnitude.
The magnetic fields required to operate the 2D MOT and the ZS are obtained
by means of four sets of permanent magnets located close to the 2D-MOT
plane (see Fig.2.1).
Finally, a resonant-light beam aligned along the axial unconfined direction
x, labeled as push beam, is used to push the atoms towards the final sci-
ence chamber located ∼30 cm away from the 2D MOT creating a collimated
atomic beam with a flux of more than 4 ×109 atoms per second.
Beams and magnets positions are illustrated in Fig.2.1.
Figure 2.1: Scheme of the vacuum apparatus showing the position of the pumps,
the light beam directions and the location of the permanent magnets. On the right
a magnified detail of the 2D-MOT plane is reported.
Vacuum system
The vacuum apparatus hosting the experiment is divided in two main
parts: the high-vacuum (HV) chamber where the oven, the 2D-MOT and
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the ZS are located and the ultra-high-vacuum (UHV) chamber where a pres-
sure lower than 1× 10−10 mbar is reached and the experiment is carried out.
These two parts are joined together via a differential pumping channel that
provides a differential pressure up to 103.
The pumping system is composed of two ion pumps VARIAN STARCELL
(nominal pumping speed of 55 ls−1) and two VARIAN TITANIUM SUBLI-
MATION PUMPS (TSP). Each of the two parts composing the vacuum appa-
ratus hosts one ion ad one sublimation pump as reported in Fig.2.1.
It is important to note that all the metallic part composing the vacuum appa-
ratus are manufactured using AISI 316 stainless steel. This allows for baking,
to reduce outgassing and limit the magnetization of the material induced by
external electromagnets. It also guarantees, in first approximation, a negligi-
ble magnetic permeability of the system.
The UHV part of the vacuum apparatus ends with the science chamber Science chamber
where the experiment is performed (see Fig.2.1). The science cell presents a
polyhedron shape with 5 mm thick windows. The size of the cell is about
80 mm × 60 mm × 35 mm.
The particular design of the cell is needed in order to avoid the overlap
among the 3D-MOT beams and the axis of the flange which connects the
UHV cell to the atomic source. Since the BECs production requires the use
of magnetic fields controlled with high precision, the science chamber must
satisfy some fundamental constrain. It has to be non-magnetic and highly
resistive (to prevent eddy currents), it must guarantee a small hydrogen
outgassing (to ensure high quality vacuum) and must allow large optical
accessibility to the atomic sample. For all these reasons the science chamber
is manufactured using annealed (with molecular bonding) quartz and the
four largest surfaces are anti-reflection coated on the outer side (R∼ 0.5% on
the spectral range 500÷ 1100 nm). A picture of the quartz cell is reported in
Fig.2.2.
As discussed in chapter 5, an additional experimental setup was recently
Figure 2.2: Quartz science chamber used to host the laser cooled and to trap the
sodium atoms.
The new experimental
apparatusbuilt in order to perform novel classes of experiments with ultra-cold atoms.
This new setup distinguishes from the first one mainly in the science cham-
ber. The UHV cell in the new setup cell is a quartz octagonal shaped cell
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which is sustained by a quartz tube of 12.5 mm radius and 65 mm length
(see Fig.2.3). This tube is connected to the vacuum apparatus trough a glass-
to-metal junction and a CF35 flange. One of the eight flat parts in the hori-
zontal plane of the cell is welded to the tube used to support the cell itself,
while the remaining seven faces have a 19 mm diameter window each. In
addition two extra 58.4 mm diameter windows are located at the top and
at the bottom of the UHV cell. The seven small windows are 4.8 mm thick,
whereas the two largest windows are 7.8 mm thick. Since the BEC is created
at the center of the quartz cell in a region of almost 1 cm3 all the windows
have a broadband anti-reflection treatment both on the inner and outer side
in order to supress fringes resulting from spurious reflection of the laser
beam. Considering all the windows as an integral part of the quartz cell this
can be approximated with a cylinder of 45 mm height and 75 mm diameter.
A picture of the new science chamber is reported in Fig.2.3. The octagonal
design of the new science chamber guarantees that all the incoming beams
cross the quartz cell at ∼ 90◦ in order to exploit the maximal efficiency of the
coating treatment of the eight windows. For more details on the octagonal
quartz cell see chapter 5.
Figure 2.3: (a) Picture of the octagonal quartz science chamber from above. (b)
Picture of the octagonal quartz cell hosting the atomic sodium cloud in 3D-MOT
configuration.
2.2 laser system
Cooling transition
Laser cooling is a fundamental step to reach quantum degeneracy in all
experiments with ultra-cold atoms. Atoms close to room temperature can be
cooled down to some tens of µK thanks to the combination of dissipative
light forces which acquire a space dependence due to magnetic fields. To
reach these temperatures, the cooling laser light must satisfy some proper-
ties in terms of spectral linewidth, polarization and stable frequency detun-
ing from the atomic resonance.
We use sodium which is an alkali atom and its main electronic properties
are determined by its valence electron. The nuclear spin of sodium is I= 32
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[91] therefore its fine-structure ground state splits in two levels labeled as
F = 1 and F = 2 (see A). The most convenient closed cooling transition is
32S1/2 : F = 2 ↔ 32P3/2 : F′ = 3, which corresponds to an optical wave-
length of 589.16 nm in vacuum. Here it is important to note that, since there
is a non-negligible probability that some atoms are excited to the F′ = 2
state via off-resonance excitation, a repumper light is also necessary. This
is achieved tuning the laser light to frequency resonant with the transition
32S1/2 : F = 1 ↔ 32P3/2 : F′ = 2 that prevents optical pumping in the dark
ground state F = 1 during the cooling stage.
Even if the laser-cooling radiation is not directly accessible with diode laser, Master source
the recent development in the field of quantum dot laser technology per-
mits to reach a region of the spectrum in the near-infrared (1100-1200 nm).
Thus, using a frequency doubling process, it is possible to use solid state
laser systems also for sodium. The master source used to generate the near-
infrared light is wavelength stabilized on an extended cavity mounted in the
Littrow configuration [92]. The active medium used is a diode based on InAs
quantum dots (INNOLUME GC-1178-TO-200), exhibiting gain between 1140
to 1200nm. The wavelength discrimination is obtained using a holographic
grating with 1200 lines per mm. The length of the cavity is about 15 mm,
giving a free-spectral-range of the cavity is ∼10 GHz. The orientation of the
grating can be changed in order to tune the output wavelength. In addition,
a fine tuning of the wavelength can be obtained thanks to a voltage applied
to a piezoelectric crystal fixed to the grating holder.
The temperature of the diode is stabilized using a controller (TEC) driv-
ing a Peltier-cell, while the stabilization of the master frequency is obtained
via frequency modulated saturated absorption spectroscopy performed on
a sodium vapor cell using resonant light. The dispersive signal obtained
taking the derivative of the spectroscopy signal acts as an error signal of a
feedback loop controller which applies a voltage to the piezoelectric crystal
of the master cavity.
The master laser light is then amplified with a Raman fiber amplifier (MPB Near-infrared light
amplificationRFA-P-8-1178-SF) which is pumped with an Ytterbium fiber laser. The input
laser light is ∼ 15 mW and the output light, which maintains the same opti-
cal properties, can reach up to 8 W (usually the output power is set to 6.5 W).
Further details on the Raman amplification system can be found in [93].
The amplified infrared light is then frequency doubled by means of a Duplication cavity
lithium triborate LiB3O5 non-linear crystal which is placed in a resonant
cavity. The non-linear crystal is placed in a bow-tie cavity of 300 mm length
and a finesse of about 150. The temperature of the crystal is controlled by
a TEC and is set to approximately 45◦C. The duplication cavity, which can
produce about 3.5 W of yellow light at 589nm, couples to a single transverse
and longitudinal mode and is stabilized in length by means of Hänsch and
Couillaud locking [94]. The yellow light from the duplication cavity is then
distributed into several beams, each independently controlled in intensity
and frequency by means of acousto-optic modulators (AOMs) and electro-
optic modulators (EOMs). These devices are located along the path of each
beam as indicated in Fig.2.4. For more details on the operative function of
the saturated absorption spectroscopy as well as of the AOMs and EOMs
see [95, 96, 97].
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Figure 2.4: Schematic sketch of the optical setup used to produce the light at 589 nm
needed to laser cool sodium atoms. The lenses used to collimate and to focus the
beams are not drawn. The 3.5 W of light coming out from the duplication cavity
is divided into different beams thanks to the polarizing beam-splitter (PBS) cubes
located on the optical table. These beams can be tuned in frequency using AOMs
and EOMs as indicated in the figure.
Each beam is coupled into an optical fiber (SCHA¨FTER & KIRCHHOFF PMC-
630-4.5-NA011-3-APC-900-P) which brings the light from the laser table to
the one devoted to the experiment. Each light arm is also equipped with a
digitally controlled mechanical shutter (sec.2.5) located in front of the fiber
input. By acting on these shutters it is possible to completely block the yellow
light traveling through the fibers up to the experimental table. The typical
response time of these devices is ∼ 100 ms.
Optical dipole potentials [98], which are obtained from far-detuned laserOptical dipole potentials
light, are used to trap the atoms as well as to change their dynamics. The
conservative dipole potential exerted on the atoms can be either attractive
(red-detuned light) or repulsive (blue-detuned frequency). The reason of
conservativity relies on the low scattering cross-section at sufficiently large
detunings, which reduces the heating in the system. Optical potentials can
be modeled essentially at will, varying their intensity and geometry.
To obtain the laser radiation needed to create optical potentials, a commer-
cial Nd:YAG laser in MOPA configuration (INNOLIGHT MEPHISTO MOPA)
is used, providing up to 42 W of light at 1064 nm. This light presents a sin-
gle longitudinal mode with a spectral linewidth of ∼ 1 kHz. This infrared
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light can be directly used to generate attractive optical potentials, being red-
detuned with respect to the D2 atomic transition of sodium.
In addition it is possible to generate repulsive potential since a PP-SLT1 non-
linear crystal is placed along the infrared light path. In this case, sending an
infrared beam of about 30 W trough the crystal produces more than 6 W of
green light at a wavelength of 532 nm. Note that for the work described in
this thesis, the green light at 532 nm has never been used.
2.3 magnetic fields
To reach quantum degeneracy, the use of magnetic fields is required in or-
der to manipulate the neutral atoms. In fact, several magnetic configurations
are used during the experimental procedure, for example during the laser
cooling stages or to create conservative traps [99].
The very first stages of the experimental sequence (2D-MOT and ZS) re- 2D-MOT and Zeeman
Slowerquire a relatively simple magnetic configuration that is obtained using 4
stacks of 9 neodymium permanent magnets (ECLIPSE N750-RB). These mag-
nets are placed around the HV chamber in order to obtained a quasi-2D
quadrupole. The magnetic field is zero along the unconfined x axis and its
modulus varies linearly along the transverse directions. Far from the 2D-
MOT region the magnetic field reaches its maximum, then it decays with
the distance. The tails of this vanishing magnetic field are exploited to real-
ize the compact ZS [90].
Once that all the atoms are transferred from the HV region to the quartz Driven magnetic
electromagnetscell, the experimental procedure requires a more dynamic control of the
magnetic field. This control is achieved thanks to an electric circuit (Fig.2.5)
which controls a set of several coils. These coils are used to generate the
magnetic field configurations needed during the experiment. In our experi-
mental procedure three main configurations are required:
• MAGNETO-OPTICAL TRAP The experimental sequence starts with
a dark spot 3D-MOT [100], which is obtained using a quadrupole mag-
netic field, three orthogonal pairs of counter-propagating laser cooling
beams and a single "hollow" repumping beam. This beam, which is im-
aged on the atomic cloud, is created by means of an 8 mm black dot
placed along the beam’s path. The black dot absorbs the light and only
the outer profile of the beam is able to pass, so that an hollow Gaussian
beam is created.
Before transferring all the atoms to the magnetic trap, a sub-Doppler
stage is necessary. This is performed via optical molasses in absence of
magnetic fields [101] which leads to almost 3× 109 atoms at 50 µK.
• MAGNETIC TRAP Once that the atoms were sub-Doppler cooled,
they are transferred to a Ioffe–Pitchard conservative magnetic trap (MT)
[102]. A confining cigar-shaped potential is then created thanks to the
non-vanishing magnetic field.
• MAGNETIC LEVITATION Since the atomic cloud experiences grav-
ity, a procedure to levitate the atoms is often required. In fact this is
1 Periodically Polled Stoichiometric Lithium Tantalate
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crucial to observe atomic expansion or dynamics and to obtain infor-
mation about the atom numbers. The atoms’ levitation is obtained via
a magnetic field gradient of about 8 Gcm−1 which is applied along the
z direction. In this way the atomic cloud can expand in time-of-flight
(TOF) without falling.
Ioffe-Pitchard trap
The Ioffe–Pitchard trap used in the experiment is based on a static magnetic
field (presenting a cylindrical symmetry) with a non-zero magnetic field min-
imum which prevents from Majorana [103] losses. Along the axial direction
the magnetic field is quadratic with a bias term Bx = B0 + B”x2/2. To satisfy
the Maxwell’s equation, the magnetic field in the harmonic approximation
must be:
~B(x, y, z) = B0
00
1
+ B′
 x−y
0
+ B′′2
 −xz−yz
x2 − x2+y22
 . (2.1)
The trapping potential depends only on the modulus of ~B and the interac-
tion of the atoms with the external magnetic field is given by
U|F,mF〉(~r) = µBgFmF|~B(~r)|, (2.2)
where µB is the Bohr magneton, |F, mF〉 defines the internal Zeeman state
of the atoms and gF is the Landè factor. Considering low-field-seeking states2
and low-temperature regime (µB0 > kBT), the trapping potential can be
approximated to:
U|F,mF〉 ≈ µBgFmFB0 +
1
2
mω2⊥
(
y2 + z2
)
+
1
2
mω2xx
2. (2.3)
Here the radial trap frequencies and the axial one are respectively ω⊥ =√
(µat/m)( B
′2
B0
− B′′2 ) and ωx =
√
(µat/m)B′′ where µat is equal to µB|gFmF|.
It is now important to note that for a higher temperature regime the atoms
experience a linear confinement along the radial direction that is exploited
for evaporative cooling (see sec.3.1).
The value of µBgFmFB0 sets the bottom of the trap and can be changed to
modify the radial confinement and hence the aspect ratio ω⊥/ωx.Electrical circuit and coils
In the experiment the magnetic field minimum of the 3D-MOT and of
the MT are located in the same spatial point so that it is possible to switch
from one configuration to the other without moving the atoms. Generally
this is not possible since gravity affects the trapping potential displacing its
minimum by the so-called gravitational sag ∆z = g/ω2z (see Sec.4.2).
The different magnetic configurations described above are obtained using
the electrical circuit illustrated in Fig.2.5.
This circuit exploits electro-mechanical relays switches and insulated-gate
bipolar transistors (SEMIKRON SKM400GAL12E4). These IGBTs are mainly
2 If U|F,mF〉(~r) > 0 atoms are attracted to the minimum of the potential, if U|F,mF〉(~r) < 0 atoms
are attracted to the maximum of the potential.
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Figure 2.5: Scheme of the electric circuit used to generate the magnetic fields needed
to perform all the configurations during the experimental sequence.
used as fast switches, being their response time faster than the relays’ one
(1 µs against 10 ms). These devices, however, can also be used as variable
resistors, if driven with an analog voltage. The continuous current flow in
the circuit is driven by two power supplies (DELTA ELEKTRONIKA SM30-
200) which can be programmed to provide up to 200 A with a maximum
rms-ripple noise of ∼20 mA.
Figure 2.6: (a) Top view of the main coils used in the experiment. The quadrupole
coils are drawn in azure, the pinch coil in green and the compensations coils in
red. In addition the push and the MOT beams are drawn in yellow. (b) 3D-view
of the main coils constituting the magnetic circuit of the experiment.
The coils constituting the high-current electrical circuit are shown in Fig.2.6.
In the following, the role of all these coils is explained in detail.
• The quadrupole field used for the dark-spot 3D-MOT, as well as for the
MT trap is obtained using a pair of twin coils (azure coils in Fig.2.6) in
anti-Helmholtz3 configuration. Each quadrupole coil is composed of 72
windings around an internal radius of 5.5 cm and are located at ±2 cm
along the vertical direction (where zero is the center of the MT). The
3 The distance between the center of the two coils is equal to their radius and the current
flowing is the same but has opposite direction.
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B0 [G] B′ [G cm−1] B′′ [G cm−2] Itot[A]
Iht 3.8 12 118 200
It 1.9 106 59 100
Is 0.9 53 29.5 50Table 2.1: Trap parameters for the three regimes.
magnetic gradient per units of current produced by the coils in Ioffe–
Pitchard configuration is B′/I = 1.06 G/cmA, while the magnetic field
curvature is given by B′′/I = 0.59 G/cm2A.
The atoms’ levitation is obtained by flowing the current in the lower
coil only.
• The pinch coil (green coil of Fig.2.6) is activated in the magnetic trap
configuration to create a non-zero magnetic field minimum. It is com-
posed of 12 winding around an internal radius of 1.3 cm and is 2 cm
displaced from the center of the trap along the x direction. This coil is
able to produce, at maximum current, a magnetic field B0 ∼ 180 G and
a magnetic gradient of the order of 150 G/cm.
• An additional pair of twin coils, labeled as compensation coils (red coils
in Fig.2.6), are used to compensate the bias field B0 produced by the
pinch coil. In this way a more tight radial confinement can be reached.
These coils, which produce an almost static magnetic field, are com-
posed of 16 wingdings around an internal radius of 8.7 cm and are
placed at ±7.5 cm along the axial direction.
All these coils are water cooled through high pressure temperature stabi-
lized water flowing in the hollow core of the copper wire constituting them.
In addition, other five pairs of smaller coils are present. These are la-
beled as shim or fine-tuning coils. The shim coils are three independent
coils in Helmholtz4 configuration. These coils have their axes oriented along
the three orthogonal direction x,y and z. The current flowing in these coils,
which is manually set using three dedicated power supplies (DELTA ELEK-
TRONIKA ES 015-10), is tuned to have an isotropic expansion phase during
the optical molasses.
The fine-tuning coils are oriented along the x and y directions and they are
set in quasi anti-Helmholtz and Helmholtz configuration respectively. The
coils along yˆ are used to fix a quantization axis during the TOF imaging,
while the ones along xˆ are used to generate a magnetic gradient along the
axial direction. A sketch of the complete configuration of all the coils used
in the experiment is represented in Fig.2.7.
The magnetic trap usually operates within three regimes, whose parame-
ters are reported in Table 2.1. The three regimes are:
• High Temperature Regime Iht: this is the loading configuration and it is
used only for the first stage of the evaporative cooling, being the sample
in a thermal regime at a temperature of a few µK;
4 The distance between the center of the two coils is equal to their radius and the current
flowing is the same.
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Figure 2.7: Top view of all the coils used to reach the quantum degeneracy. The
quadrupole coils are drawn in azure, the pinch coil in green, the compensations
coils in red, the shim coils in blue and the fine-tuning ones in orange.
• Tight Confinement It: here the quantum degeneracy is reached with a
tightly-confined BEC and the temperature is reduced in order to avoid
three-body collisions;
• Shallow Confinement Is: here the quantum degeneracy is reached with
a shallow confinement which permits to work with lower value of the
magnetic field.
In sec.3.1 a more detailed description of the magnetic trap sequence is re-
ported. For more details on the magnetic trap realization and properties see
[104].
Even if not strictly related to the electrical circuit, it is fundamental to Antennas
mention that the experiment is equipped with different antennas which are
used to irradiate radio-frequency (RF) or µ-wave signals on the atoms. All
these antennas are placed in proximity of the UHV chamber and are driven
with DDSs (RF) or µ-wave generators (MARCONI 2024). Depending on the
quantization axis and on the shape of the antenna, which can be both cir-
cular and hook-shaped, the irradiated wave can induce with a fairly good
approximation pi-transition or σ±-transtion.
2.4 optical-dipole trap
In order to create a mixture of different internal hyperfine and Zeeman
states of sodium atoms, one must be able to trap atoms independently from
their magnetic configuration. In this way it is possible to manipulate the
ultra-cold atomic cloud, transferring the whole or part of the sample from
one state to another. The magnetic trap is clearly not suitable to create such
a systems, while the optical-dipole trap is the appropriate platform to create
a multi-component BEC. The techniques used to create the specific mixture
used for the work reported in this thesis are described in detail in 3.3.
As already discussed in sec.2.2, the optical trap is obtained using far-detuned
laser light. This light is generated by a Nd:YAG MOPA laser source deliver-
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ing radiation at 1064 nm, to which I will refer as infrared (IR light). Since in
some experiments it is necessary to create repulsive potentials, the IR light
passes trough a non-linear crystal able to generate light at 532 nm (labeled
as green light). The infrared and green lights are splitted by a cold mir-
ror5 and the green light is then blocked with a damper. The infrared light
is then divided into two different beams, each of them passing trough a
AOM and then sent into an photonic crystal high-power optical fibers (NKT-
PHOTONICS LMA-PM-10 ). In Fig.2.8 a sketch of the initial paths of the two
infrared beams is shown.
Figure 2.8: Scheme of the IR beam from the laser source up to the fiber input.
Once that the IR beams are sent to the fiber they travel along different
paths, both reaching the atoms. One beam propagates along xˆ, while the
other along zˆ and they overlap on the atomic sample at the center. It is im-
portant to mention that two different geometries (crossed-dipole and single-
beam) of the optical trap were used in order to perform the experiment on
the spin-dipole oscillation and polarizability at ∼zero and finite temperature.
For simplicity here I will only report the description of the two geometries,
without specifying for which project a specific configuration was used. The
motivation of the choices leading to the different configurations as well as
all the parameters which characterize the optical traps will be reported in
the chapter devoted to the discussion of the main results.
The crossed dipole geometry is characterized by the presence of both theCrossed-dipole trap
IR beams which cross each other almost orthogonally. The horizontal beam
is initially collimated by means of a 50 mm focal length lens and is then
focused on the atoms via a 400 mm focal length lens. The waist w0 can be es-
timated knowing the mode field diameter (MFD) of the fiber and the lenses
along the beam’s path. The estimated waist of the horizontal beam is equal
to ∼ 50 µm. The Rayleigh range zR associated to this beam can be calculated
using the formula zR = piw20/λ [105] that, in this case, corresponds to zR =
7 mm.
The vertical beam is collimated by means of to a 30 mm focal length lens,
being then focused on the atomic cloud via a 500 mm focal length lens. The
5 A dichroic mirror filter which transmits infrared light while reflecting visible light.
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waist of the vertical beam is estimated to be ∼ 100 µm (zR = 30 mm). A
sketched of the crossed-dipole configuration is reported in Fig.2.9.
Figure 2.9: Scheme of the IR beams out-coming the fibers for the cross-dipole trap
configuration. The x beam is collimated with a 50 mm focal length lens and it
reaches the horizontal atoms plane thanks to a series of mirrors tilted at 45◦
along the three main directions. Lastly it is focused on the sodium cloud by a
400 mm focal length lens. The z beam is collimated with a 30 mm focal length
lens and it reaches the vertical atoms plane thanks to several couples of mirrors
tilted at 45◦ along the Cartesian axes to finally be focused on the sodium cloud
by a 500 mm focal length lens.
Single-beam trap
The single-beam trap geometry was realized using only the horizontal
beam, whose configuration was changed with respect to the one used for
the crossed-dipole trap, in order to guarantee an effective harmonic trapping
also at temperature of the order of a few µK. In particular the IR beam
was tightly focused in order to reach a deep trapping potential. To tighten
the waist of the beam a series of two telescopes was realized. Firstly the
diverging IR beam out-coming the fiber is collimated by a 50 mm focal length
lens, then it passes trough a -100 and a 175 mm focal length lenses. These
particular focal lengths were chosen in order to minimize the waist of the
beam on the atoms, taking into account for the constrains of the optical
setup. Finally the beam is focused on the atomic cloud thanks to a 200 mm
focal length lens obtaining a waist of ∼10 µm (zR = 295 µm). Due to the
small waist of the IR beam the 200 mm lens was placed on a micro-metrical
translational slit which permits to overlap the beam’s waist and the MT
center with high precision and reliability. A sketched of the single-beam
configuration is reported in Fig.2.10. Laser power stabilization
and controlTo guarantee the reliability of the experiment performed in the optical
dipole trap, the power of the IR light must be stabilized. Thus a feedback
loop, as the sketched in Fig.2.11, was used to stabilize the laser power at the
output of the fibers.
The feedback loop is composed by
• an AOM which is the actuator of the power control;
• a photodiode which sends a fraction of the light to the stabilization
system;
• a proportional–integral–derivative controller (PID);
• a DAC to impose the setpoint;
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Figure 2.10: Scheme of the IR beams out-coming the fibers for the single-beam
trap configuration. The x beam is collimated with a 50 mm focal length lens and
it reaches the horizontal atoms plane thanks to a series of mirrors tilted at 45◦
along the Cartesian axes. Lastly it is focused on the sodium cloud by a 200 mm
focal length lens mounted on a micro-metric translational slit. Along the beam
path two extra lenses were placed in order to obtain a smaller waist on the atoms.
The focal lengths of these lenses are -100 mm and 175 mm respectively.
Figure 2.11: Sketch of the feedback loop built to guarantee a reliable control of the
power of the IR beams used to optically trap the atoms.
• a DDS, a frequency mixer and an amplifier which are used to generate
the RF signal to drive the AOM.
The power control of the IR light is performed acting on the AOMs located
before the fiber input, as illustrated in Fig.2.11. Acting on the RF signal sent
to the AOM of each IR arm it is possible, in fact, to tune the power of the
diffracted light which is coupled to the fiber. A portion of this diffracted
light is collected by a photo-diode thanks to a wedge (Thorlabs PS810) re-
flecting about 0.25 % of the incident light. This signal is sent to a PID con-
troller whose setpoint is externally controlled via the experiment computer.
The output of the PID is then sent to a radio-frequency mixer (Mini Circuits
ZWL-1-1+) where it is combined with a RF signal produced by a DDS. The
resulting signal is then sent to an amplifier (Mini Circuits ZHL-1-2WX-S) de-
livering a maximum output 30 dBm. This amplified signal, whose intensity
is set by the PID, is sent to the AOM in order to continuously stabilize the
power of its diffracted light. It is important to note that this power control
2.5 electronic and control system 37
system can work efficiently only if operating below the saturation threshold
of the amplifier. For this reason the output of the DDS was attenuated in
order to prevent entering the saturated regime.
The PID control and stabilization was performed using a proportional and in-
tegrated circuit. The time and gain constants were chosen via Ziegler-Nichols
closed loop method [106].
2.5 electronic and control system
Instrumental control
To carry out experiments with the apparatus described in the previous sec-
tions, a precise control on many instruments is necessary. The experimental
sequence to produce BECs, starting from laser cooling to final imaging, must
be executed with a timing precision better than 1 µs. The sequence must be
repeated with great reliability.
To reach this precision, most of the laboratory instruments are controlled
with a unified digital control system. This system is based on a field pro-
grammable gate array (FPGA) which was firstly developed by Marco Prevedelli.
The central FPGA (XILINX SPARTAN XC3S250E) receives the temporal list
of instructions to execute from a control software, through a parallel custom
bus (USB) connection. Each instruction included in the list has a target slave
board, which is unequivocally identified by its address. The instructions are
written on a 24-bit bus with a time-resolution of 100 ns and with a maximal
instruction rate of 2.5 MHz.
To perform the experimental sequence almost 50 digital lines, 30 RF and 15 The boards
analog sources are needed. All these signals are provided by three different
kinds of slave boards.
• DIGITAL BOARDS Each digital board can provide 16 independent
Transistor–Transistor Logic (TTL) channels. These TTLs are mainly used
to set the configuration of the magnetic field during all the steps of the
experimental sequence, since they are used to open or close the IGBTs
and the relay switches of the electric circuit. In addition the TTLs are
used to trigger the imaging acquisition sequence, as well as other ac-
tions of the experimental list and to activate the mechanical shutters for
the optical beams.
• ANALOG BOARDS These boards contain two 16-bit digital-to-analog
(DAC) converter. The output voltage can be referred to ground or re-
main floating. These boards are mainly used to control the power sup-
plies which provide the current to the electric circuit. DACs can also be
used in cases when a continuous control of the IGBTs is required.
• RF BOARDS The programmable RF signals are generated using Direct-
Digital-Synthesizer (DDS) chips (ANALOG DEVICES AD9958) based
on a 10-bit DAC. Each RF board can provide two different output
channels. Each of these channels has an independent setting for fre-
quency, amplitude and phase. The frequency can range from 200 kHz
to 140 MHz with a 32-bit resolution, while the amplitude can reach a
maximal power of +13 dBm. A microcontroller (PIC18F2550) reads the
required parameters from a LookUp Table (LUT) and programs them
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on the DDS. The RF signal is then amplified and sent to the AOMs or
to other components. (see sec.3.1).
Some relevant issue
It is important to note that, increasing the length of the bus which connects
all the boards, can produce problems in the reliability of the experimental
procedure. This is mainly due to communication problems among all the
electronic parts of the system, since a long bus can lead to noise pick-up
and to increasing capacity of the bus. To overcome this issue the control sys-
tem was divided in two parts, each of them equipped with an independent
FPGA and a bus located in different areas of the laboratory. In this way the
cable connection is shorter, guaranteeing the reliable transmission of all the
signals.
This separation of the control system introduces a time jitter of many tens of
ms between the two parts controlled by independent FPGAs when triggerd
via the USB port. This can be a major problem in atomic physics experiments,
where µs resolution is required. This problem was solved using a single trig-
gering signal for both the FPGA able to trigger their startup only when the
USB communication is entirely completed. This solution, performed with a
ARDUINO, guarantees a synchronization at the level of 100 ns even in this
distributed control configuration. More recently this solution was enhanced
in order to have both the FPGAs triggered in phase with the 50 Hz of the
electricity network. This precaution helps to suppress noise sources arising
from 50Hz power grid.
The software used to control the experimental sequence and devices was
recently written in PYTHON 2.7 and it offers the possibility to perform au-
tomatic iterations of parametrized procedures over different experimental
variables. For more details on the software consult [107].
2.6 imaging system
To probe the properties of the investigated system an imaging apparatus
is fundamental. Among all the imaging techniques that can be used [99], the
absorption imaging is the one implemented in our laboratories.
This technique is based on the absorption of resonant light by the sampleGeneralized Lambert-Beer’s
law and optical density that, in case of inhomogeneous system, is well described by the generalized
Lambert-Beer’s law:
I(y, z) = I0(y, z)e−O(y,z). (2.4)
Here I and I0 represent the transmitted and incident light respectively, while
O is the optical density integrated along the axial imaging direction
O(y, z) = σ
∫
n(x, y, z)dx, (2.5)
where n(x, y, z) is the density distribution of the sample and σ is the absorp-
tion cross-section. The integral 2.5 is known as column density.
The absorption cross-section in the case of a two-level system is given by
[108]:
σ = σ0
1
1+ 4δ2Γ2 +
I
Isat
, (2.6)
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where δ is the detuning with respect to the two-level resonance, σ0 is the
on-resonance cross-section, Γ is the natural line width (FWHM) of the D2
transition, Isat is the saturation intensity of the transition and I is the in-
tensity of the incident light. The two-level approximation is valid only for
σ-polarized light on the |F = 2, mF = 2〉 → |F′ = 3, mF = 3〉 transition.
Given the saturation intensity for the cooling closed transition, that is equal
to 6.26 mWcm−2, σ0 can be written as 3λ2/2pi. Moreover, considering that
during the imaging I  Isat the total absorption cross section can be rewrit-
ten as:
σ =
3λ2
2pi
1
1+ 4δ2Γ2
. (2.7)
It is thus possible to measure the optical, hence spatial, density by means of
the experimental measurement of the transmitted intensity profile using the
relation:
O(y, z) = − log I(y, z)
I0(y, z)
. (2.8)
The optical density of a trapped gas is obtained by integration along the Optical density of a thermal
gasimaging direction of the spatial density distribution of the atomic cloud that,
in the case of a thermal gas in an anisotropic harmonic potential, is given by:
n(x, y, z) =
N
(2pi)3/2σxσyσz
e
−
(x− x0)2
2σ2x
−
(y− y0)2
2σ2y
−
(z− z0)2
2σ2z . (2.9)
In equation 2.9, (x0, y0, z0) indicates the position of the minimum of the trap-
ping potential, σx,y,z are the widths of the Gaussian along the three main
directions and N is the total number of atoms. The integration along the
imaging direction only gives a constant contribution equals to
√
2piσx lead-
ing to the expression:
O(y, z) = 3λ
2
2pi
1
(1+ 4δ2Γ2 )
N
2piσyσz
e
−
(y− y0)2
2σ2y
−
(z− z0)2
2σ2z (2.10)
for the optical density.
The experimental 2D profile of the optical density can be fitted obtaining
information about the sample.
When the optical depth exceeds 2-3, it is helpful to detune the probing
light in order to reduce the optical density of the imaged cloud below the
saturation threshold so that information about the total number of atoms
can be extracted.
A relevant feature concerning the thermal cloud is the possibility to obtain
information on the temperature of the sample as well as on its size. In par-
ticular the temperature estimation was used to perform the measurement of
the spin-dipole oscillation and polarizability at finite temperature (see 3.5).
Information about the temperature can be extrapolated looking in time-of-
flight at the free expansion of the sample. In this case the evolution of the
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cloud, which can still be fitted by a Gaussian profile, is governed by the
relation:
σ2x,y,x(texp) = σ
2
0 x,y,x +
kBT
m
t2exp, (2.11)
where
√
kBT
m
is the thermal velocity. Taking images at different expansion
time and plotting the quadratic size of the cloud as a function of t2exp it is
thus possible to extrapolate the temperature of the sample via a linear fit.
In the extremely low temperature regime T ∼ 0 the fitting function toFit of the BEC
obtain information about the Bose–Einstein condensate is different. In this
case the in-situ kinetic energy of the particles can be neglected, being much
lower than the interaction energy. In such a limit, labeled as the Thomas–
Fermi approximation, the in-situ spatial distribution in a harmonic trap can
be ascribed to an inverted parabola. Integrating the inverted parabola pro-
file along the imaging direction and multiplying it by the absorption cross-
section we obtain the optical density of a BEC:
OTF(y, z) = σ05N2piRyRz
[
max
(
1− y
2
R2y
− z
2
R2z
, 0
)]3/2
(2.12)
The optical density 2.12 can be fitted on the experimental data to determine
the number of atoms N and the Thomas–Fermi radii.
When a partially condensed sample is created (0 < T < Tc), the correctBimodal distribution
fitting function for time-of-flight (TOF) imaging is bimodal to take into ac-
count both the thermal fraction (fitted by a Gaussian) and the condensate
(fitted by an inverted parabola).
The software used to fit the experimental images is written by G.ThalhammerFitting software
using Python language and it bases on Levenberg–Marquardt non-linear
least-squares algorithm. The data processing is quite fast, taking only a few
seconds to fit a 300 pixel×300 pixel data matrix. This software already in-
cluded many different fitting functions and was recently upgraded to adapt
to our needs (see Subs.4.2.3).
The imaging setup is composed of three different paths of the probingImaging setup
light so that the atomic cloud can be imaged from the three main axial di-
rections x,y and z. At the end of each probing light arms a CCD camera is
placed. The beam is split in three and propagate along independent paths
thanks to a series of polarizing beam-splitter cubes. The beams used to im-
age the cloud from xˆ is focused on the camera using an achromatic doublet
with a focal length equals to 150 mm, while the imaging along zˆ is performed
focusing the beam on the camera by means of a singlet spherical lens with
a focal length equals to 100 mm. The probe beam used to image the BEC
from the y direction is focused on the camera using a telescope with mag-
nification ∼ 1.3, being composed by an achromatic 75 mm and a spherical
100 mm lens. In front of all the cameras a dichroic mirror is placed in order
to prevent any damage due to the IR light of the optical trap.
The camera used to image the atoms is a Stingray F-201, whose CCD sensor
is 1624 pixel × 1234 pixel with a pixel size of 4.4 µm ×4.4 µm. Thus the effec-
tive chip size is ∼ 7.1 mm × 5.4 mm and the dynamic range of the analog-to-
digital converter (ADC) is 14 bit. A FireWire IEEE 1394b-800 Mbits−1 serial
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port connects the camera to a computer, while the camera trigger is driven
by a TTL signal controlled by the experiment computer. The data aquired by
the camera are converted in a RAW file through a LabView interface.
The imaging sequence is composed of four images each of them having Imaging procedure
an integration time of 200 µs.
• The first image is used to record the shadow produced on the probe
beam by the atomic sample giving the quantity I(x,y) of Eq.2.4. 50 µs
after the beginning of the integration time the probe beam is switched
on and for 100 µs. In addition to the probe beam the repumper one is
also present during the acquisition so that atoms in F=1 ground-state
are optically pumped to the bright F=2 one. The repumper is turned on
50 µs before the beginning of the acquisition and it is switched off at
the end of it.
• 100 ms after the acquisition of the first image, once that all atoms are
gone, the second image is taken in the same light condition as the first
one (repumper light included).
• The third and fourth images are taken to set the background signal,
being indeed taken without any resonant light. The background signal
is subtracted to the previous images to have again in terms of signal-to-
noise ratio.
The optical density of Eq.2.4 is obtained from
O(y, z) = − log
(
I1(y, z)− I3(y, z)
I2(y, z)− I4(y, z)
)
, (2.13)
so that all the relevant information about the atomic cloud can be ex-
tracted.
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Mixtures of ultracold atoms offer rich opportunities to study novel physi-
cal phenomena from an experimental and theoretical point of view. Thanks
to the variety of atomic species and the additional degrees of freedom related
to the hyperfine structure, several mixtures can be crated. In this chapter I
will describe the procedures used to create and to manipulate the specific
mixture I studied during my PhD. In particular I will present all the steps to
reach the quantum degeneracy are described, the optical trap loading and
all the steps necessary to obtain and manipulate a binary mixture.
3.1 from laser cooling to bec
Usually, BECs are obtained in conservative traps (like magnetic or far-off
resonant trap) where evaporative cooling can be performed. This is because
in magneto-optical traps, the lowest achievable temperature is limited by
photon re-absorption. However, the loading in conservative traps requires a
pre-cooling stage.
In our experiment, BEC is created in a 4 mK deep magnetic trap and, after
its creation, it could be transfer to a dipole-optical trap.
The sample is pre-cooled by means of a DS-MOT and an optical molasses
stages, which permit to reach temperature of about 40 µK. The need to reach
temperature lower than the magnetic trap depth is because the transfer from
the MOT to the MT could heat the sample.
The first step of the pre-cooling stage consists in a dark-spot magneto- Dark-Spot MOT
optical-trap (DS-MOT) which is loaded directly from the 2D-MOT [90] stage
described in 2.1. The DS-MOT is based on the use of spatially selective re-
pumping light which does not act on the atoms at the center of the MOT
cloud. In this way it is possible to reach a higher density than in the case
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of standard MOT because the re-absorption of scattered photons is reduced
[100].
The DS-MOT consists of six beams which counter-propagate in pairs along
three orthogonal directions. Each beam has a diameter of 2.5 cm and has
circular polarization with the proper helicity for magneto-optical-trapping
[84]. The repumper light passes trough a glass plate which has an 8 mm
diameter black spot at its center. The shadow of this circle is imaged on the
atomic cloud plane. In this way the trapped atoms are efficiently repumped
with the exception of the ones occupying the central region which remain in
the dark state |F = 1〉.
In addition to the optical beams, a magnetic 3D-quadrupole field with ver-
tical axis is present and, along its axis, the gradient is ∼12 G/cm. The zero
of the magnetic field is centered in the region where the three counter-
propagating beams intersect. The coils used to generate this field are the
same used for the magnetic trap configuration, as described in section 2.3.
The DS-MOT loading procedure can last from few seconds up to 20 s (or
more) depending on the total desired number of atoms in the BEC and on the
loading conditions. In ordinary working condition the phase-space-density
(PSD)1 obtained at the end of the DS-MOT stage is of the order of 10−6.
After the DS-MOT stage an all-optical cooling sequence is performed [109].Optical molasses
This optical molasses phase lasts 5 ms, during which both the frequency and
the intensity of the cooling and the repumping light are changed in order to
minimize the temperature without losses. During this stage the quadrupole
field is switched off and all the environmental residual magnetic fields are
compensated using the shim coils2. At the end of the molasses stage the
phase-space-density was estimated to be ∼ 10−5.
During my PhD a gray molasses cooling stage was implemented for theGray molasses
first time for sodium atoms [110]. This stage relies on D1 light of sodium (see
A), which is blue detuned with respect to the |F = 2〉 → |F′ = 2〉 transition.
This radiation is independently produced and frequency stabilized. The use
of D1 light permits to suppress off-resonance excitations on the blue side
of the hyperfine manifold of interest. The cooling of atomic sodium in gray
molasses proved to be suitable to reduce the temperature by a factor of four
from about 40 to 10 µK. The highest value of the PSD obtained by means of
the gray molasses is 10−4, which corresponds to a tenfold increase with re-
spect to the standard red-detuned optical molasses. This enhancement of the
PSD will play a key role in the cooling procedure of Fish¯ (see Introduction).
Even though the efficiency of the gray molasses sequence was proved, it
turned out that the implementation of this stage during the experimental
sequence is not applicable. As a matter of fact, the loading from the gray
molasses in ordinary magnetic IP trap as it is done routinely, presents a
poor mode-matching, canceling out the benefits produced by the gray mo-
lasses. In addition the loading procedure requires to operate the IGBTs in the
linear regime at high current, exposing the magnetic trap circuit to frequent
failures.
1 The central PSD of the sample is PSD = nPλ3T where nP is the spatial in-situ density at the
center of the Gaussian distribution, while λT is the de Broglie wavelength.
2 Actually the magnetic fields used to compensate the residual environmental ones are turned
on during the whole experimental sequence
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At the end of the pre-cooling stage all the atoms are loaded into the Ioffe– Magnetic trapping
Pritchard magnetic trap. The magnetic field configuration required for this
stage is turned on abruptly at maximum strength (Iht regime described in
Sec.2.3). Since the mode-matching between the atomic cloud and the trap is
not optimal, the sample heats up. To improve the mode-matching the load-
ing into the magnetic trap should be performed in presence of a high bias
field. Nevertheless this would increase the gravitational sag, making a dis-
placement of the trap necessary to match the MOT center. Fortunately, the
high stability of the trap permits to obtain an efficient long evaporation so
that matched loading of the trap is not strictly required.
As anticipated before, the use of conservative traps permits to reach the RF-induced evaporation
quantum degeneracy by means of RF evaporation. The radio-frequency in-
duced evaporation [111] is the most efficient cooling procedure at this stage.
This cooling mechanism relies on the removal of atoms of higher energy
from the the thermal distribution. More in detail, the whole process can
be interpreted as an iteration of two steps: the removal of atoms from the
tails of the thermal distribution and the consequent re-thermalization of
the remaining atoms. Since the removed atoms carry out an energy larger
than the mean energy, the atomic cloud thermalizes at a lower tempera-
ture. The removal process is performed using radio-frequency transition
which promotes atoms from a trapped state to an untrapped one. In par-
ticular, the trappable state is |F = 1, mF = −1〉, while the untrappable one is
|F = 1, mF = 1〉.
Figure 3.1: Sketch of the radio-frequency induced evaporation taken from [112].
Atoms in |1,−1〉 having an energy larger than h(ν− ν0) couple to the RF radiation
and are ejected by the magnetic trap.
Following the scheme of Fig.3.1, the two Zeeman states |F = 1, mF = −1〉
and |F = 1, mF = 0〉 are RF coupled where the magnetic potential is equal to
the RF photon energy hν, which fixes the evaporation threshold. Thus, the
spin-flip mechanism is induced only for atoms having an energy larger than
h(ν− ν0), where hν0 corresponds to the trap bottom. Ramping down the fre-
quency of the RF radiation, it is possible to force the evaporation threshold
down to the quantum degeneracy regime.
Since during the evaporation the density of the sample increases, at some
point three-body recombination will start to limit the evaporation efficiency
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[99]. To avoid this loss mechanism, a decompression of the trap from Iht
through the regime It or Is (see Sec.2.3) is necessary. In this way the confin-
iment of the atoms becomes shallower, hence the density of the sample is
reduced. During and after the decompression, which lasts 600 ms, the evap-
oration keeps transferring atoms to the untrapped state.
Overall the evaporation ramp lasts about 26 s and creates an ultracold de-
generate gas of 3 millions atoms, within a relatively short duty cycle.
3.2 optical trap loading
Once the BEC was created in the magnetic trap using the procedure de-
scribed in the previous section, the sample is transfer in the dipole optical
trap (see Fig.3.2). Right after the end of the RF evaporation ramp, the dipole
optical trap is turned on in two seconds. The sample is thus transfer from
the MT trap to the DT one, since the former has a much lower trapping po-
tential energy. After the dipole trap was completely turned on, the magnetic
trap is switched off by decreasing the current flowing in the coils to zero.
This procedure can last up to two seconds.
Figure 3.2: Scheme of the experimental procedure used transfer the sample from the
magnetic to the dipole optical trap. All the steps are shown as columns, whose
duration is reported at their bottom. From top to bottom each row correspond to
RF radiation used to perform the evaporation cooling, the magnetic field of the
MT and the intensity of the dipole optical trap.
To have an efficient transfer to the optical dipole trap, the two traps must
align perfectly. The aligning procedures used to reach this precision are de-
scribed below. Firstly I will report on the procedure used to align the crossed-
dipole trap, then I will describe the method used to align the single-beam
optical trap.
The first step, which is common for both procedures, is to take a reference
picture of the BEC in the magnetic trap, making sure to have the BEC as
small as possible. The reference picture of BEC position in the magnetic trap
is usually taken along the x and the z direction using resonant light.
Once the reference position is identified, the horizontal beam of the op-Crossed-dipole trap
alignment tical trap is aligned proceeding as follows: firstly the power of the dipole x
beam is set to zero using the power control circuit described in sec.2.4. Ac-
tually, even if the power is set to zero, a small leak of few mW of IR light is
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present. This light leak is imaged on the horizontal camera. The position of
the horizontal IR beam is steered on the atomic sample position. Once that
the horizontal beam is aligned on the atoms, a similar procedure is used
to align the vertical beam. A subsequent fine adjustment of the dipole trap
position is performed directly looking at the number of atoms loaded in the
optical.
A similar alignment procedure was used for the case of a single-beam Single-beam trap alignment
optical trap. To avoid sloshing of atoms, the waist of the horizontal beam
should perfectly match the minima of the MT. Thus, once that the magnetic
and optical traps overlap, the fine alignment procedure requires to minimize
the size of the in-situ optical trap. Referring to the IR power leak just men-
tioned it is important to notice that it can be suppressed installing a second
RF mixer on the circuit described in Sec.3.5 in order to effectively switch off
the dipole trap.
3.3 mixture creation
As already pointed out in this thesis the great variety of atomic species and
hyperfine/Zeeman states offer the opportunity to create many mixtures all
having different properties. One of the most important distinctive property
is the miscibility of the mixture (see Sec.1.2), which is related to interaction
effect among particles. As already explained in Sec.1.2, our sodium mixture
is particular suitable to investigate both spin dynamics and static spin prop-
erties of the system, which are difficult to study in other systems. In the
following the steps necessary to create this mixture are explained in detail.
Firstly it is important to remind that we create the single-component BEC
in the magnetic trap, as described in Sec.3.1. Thus, at the beginning, all the
atoms occupying the magnetically trappable |F = 1, mF = −1〉 state. From
the magnetic trap, the BEC is loaded in the far-detuned optical dipole trap
using the procedure described in the previous section. The polarization of
the sample is maintained during the transfer. Once that all the atoms were
efficiently transferred to the dipole trap, we create the mixture |F = 1, mF =
±1〉 with two steps:
• a Landau-Zener (LZ) transfer which permits to efficiently transfer all
the atoms from |F = 1, mF = −1〉 to |F = 1, mF = 0〉;
• a pi/2 Rabi pulse which creates a balanced superposition of |F = 1, mF =
−1〉 and |F = 1, mF = +1〉 Zeeman sublevels.
A pair of atoms |1,+1〉 and |1,−1〉 can relax in two |1, 0〉 atoms dissipating
energy. To prevent this phenomenon, we increase the energy of |1, 0〉 via
blue-detuned µ-wave dressing with |2, 0〉 in order to energetically forbid the
relaxation process.
All these steps are the same for both the crossed-dipole and the single-
beam configurations which were used to study the properties of the mixture.
In general, it is possible to obtain a binary mixture also by exploiting
a two-photon process based on optical or RF transition. Raman coupling
[113] require radiation in the visible part of the spectra and are particularly
suitable to split and accelerate condensates, as well as to induce spin-orbit
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Figure 3.3: (a) Optical density distribution occupying the three Zeeman state at dif-
ferent stage of the experimental procedure. From the left (I) the polarized sample
in |F = 1, mF = −1〉, (II) the transfer in |F = 1, mF = 0〉 due to LZ transition
and the mixture created after the Rabi pulse. (b) Sketch of the dressing of the
|F = 1, mF = 0〉 state.
coupling among the different spin components of the mixture [4]. However,
they present the disadvantage of being rather difficult to implement since an
additional laser beam path is required. RF two-photon transition is a similar
technique which can be used to transfer atoms in different Zeeman (in case
of RF signal) or hyperfine (in case of µ-wave) states [20]. This procedure is
particularly helpful when it is not possible to change the magnetic field in
order to perform a Landau-Zener transfer.
3.3.1 Landau–Zener transfer
LZ mechanism
The first stage to reach a stable miscible mixture of sodium atoms in
|F = 1〉 consists in a Landau-Zener transfer [114], which permits to trans-
fer essentially all atoms from |F = 1, mF = −1〉 to |F = 1, mF = 0〉.
This transfer works when dealing with a two-level system which depends
on an external parameter q and, for a given value of q, the two levels of the
system have the same energy, i.e., they cross each other being thus degener-
ate. This degeneracy can be broken if a coupling between the two levels is
added as outlined in Fig.3.4
In our case the q parameter corresponds to the magnetic field ~B, which is
externally applied using the electro magnets described in sec. 2.3. The value
at which the two levels cross is |~B| = 0. At low magnetic field, the Zeeman
splitting is the same for both |F = 1, mF = −1〉 and |F = 1, mF = +1〉 with
respect to |F = 1, mF = 0〉. Thus, to obtain an effective two-level system the
quadratic Zeeman effect [95] must be exploited in order to prevent popula-
tion transfer in |1,+1〉.
When dealing with the ground-state of the D transition, the energy splittingFrequency choice
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Figure 3.4: Two-level energies as a function of the parameter q. Unperturbed en-
ergies scheme (a) and perturbed system (b) which presents an avoided crossing.
Image taken from [114].
among the Zeeman levels in presence of an intermediate magnetic field is
given by the Breit–Rabi formula [115, 91]:
EmF = −
∆Eh f
2(2I + 1)
+ giµBmB±
∆Eh f
2
√
1+
4mx
2I + 1
+ x2 (3.1)
where x = (gJ − gI)µBB/∆Eh f , ∆Eh f is the hyperfine splitting, m = mI ±
mJ = mI ± 1/2 (where the ± sign is the same as in Eq.3.1), I is the nuclear
spin, µB is the Bohr magneton, gJ and gI are the electronic and nuclear Landé
g-factors respectively.
Usually the magnetic field used is of a few G so that the splitting among
energetic levels is well described by the linear Zeeman effect, corresponding
to the limit of x  1 in Eq.3.1. To take into account higher corrections we
have to expand the formula up to the second order in x that, neglecting then
gI with respect to gJ , gives a contribution proportional to
EqZ ∝
−∆Eh f
2
(
mx
2
+
x2
2
)
+
−∆Eh f
16
m2x2. (3.2)
A reasonable value of the magnetic field ~B which enables us to obtain an
effective two-level system is |~B| ∼ 100 G giving a splitting between the two
spin states |F = 1, mF = −1〉 and |F = 1, mF = 0〉 equal to ∼65 MHz 3.
Applying a sufficiently strong magnetic field, thus, it is possible to en-
ergetically shift the |F = 1, mF = −1〉 level by a quantity higher than the
one associates with |F = 1, mF = +1〉 state. Eventually, at |~B| ∼ 100 G,
∆E0→−1 ∼ 65 MHz, while ∆E0→+1 ∼ 60 MHz. In this way, the system com-
posed by |F = 1, mF = −1, 0〉 can be dealt as an effective two-level system.
The coupling between the two levels is given by a radio-frequency signal
irradiated on the atoms thanks to a circular antenna placed above the quartz
cell. The frequency value is chosen to be equal to the difference in energy
between the two levels at a specific value of the magnetic field.
The probability to transfer all the atoms from the level |F = 1, mF = −1〉
(level |1〉 of Fig.3.4) to the level |F = 1, mF = 0〉 (level |0〉 of Fig.3.4) is given
by:
P10 = 1− exp
(
−2pi h¯|Ω10|
2
dE/dt
)
(3.3)
3 Sometimes the energy splitting is indicated in frequency unit, meaning that ∆E/h = ∆ν
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where Ω10 is the Rabi coupling between the two states, dE/dt=dE/d~B · d~B/dt
is the slew rate and h¯ is the Planck constant. Since we are interested in max-
imizing this probability, we want h¯|Ω10|2 to be large compared to dE/dt or,
equivalently, we want that dE/dt is slow compared to the Rabi timescale. In
this case the avoided crossing is said to be traversed adiabatically.
The Landau–Zener procedure starts with the setting of the coil circuit inLZ sequence
order to guarantee a homogeneous magnetic field along xˆ. Once the circuit
is ready, the magnetic field is turned to about 100 G (which correspond to
a current of 108 A). The final value of ~B is reached in 250 ms in the case
of the crossed-dipole geometry and in 2 s in the case of the single-beam
geometry. In this way, t  2pi/ωx, being ωx the slowest timescales of the
system. The value of ~B is kept fixed for a few ms, while a near-to-resonance
radio-frequency signal at 65 MHz is turned on. This signal is generated us-
ing a DDS and it is irradiated on the atoms using the circular antenna al-
ready used for the evaporative cooling. At high field the quantization axis is
aligned along xˆ and, considering that the antenna in the near field irradiates
an orthogonal wave aligned along zˆ, the RF magnetic field can be ideally de-
composed in the sum of a σ+ and σ− polarization components. Since, at this
stage, all the atoms are collected in |1,−1〉 only the σ+ component interacts.
When the RF signal is on, the magnetic field is increased by about 1 G (cur-
rent at 109 A) in 25 ms, in order to cross the resonance condition and to have
an adiabatic transition to the |F = 1, mF = 0〉 state, being the Rabi frequency
of the order of ∼ 104. The timing of this ramp is the same for both the trap
configurations since the Rabi frequency does not depend on the trapping
configuration. Once the transfer is done, the RF signal is turned off and the
magnetic field is switched off using the same timing of the starting ramp. A
scheme of the timing sequence of the Landau–Zener transfer is reported in
Fig.3.5.
Finally it is important to mention that, to prevent any depolarization mech-
anism during the tuning off and on of the magnetic field (especially when
the value of the current was set close to zero) and additional weak magnetic
field of a few G was applied along the y direction.
The efficiency of this transfer was proven to be high, ranging from 100%Spin-cleaning
and 70% depending on the working conditions. Nevertheless, even if the
transfer has a good efficiency, it is possible to have a small residual popula-
tion in the |mF = −1〉 spin state. In such situations, it is possible to apply
a sufficiently strong magnetic gradient along the axial direction (using the
pinch coil) able to wipe out the undesired residual population. This gradient
applies a force on the atoms as explained in sec.3.6.
Since, at the first order, the |F = 1, mF = 0〉 state is not sensitive to magnetic
field, this magnetic gradient will affect only the |F = 1, mF = ±1〉 states. We
refer to this procedure as spin cleaning and, even if we have implemented it,
we rarely had the necessity to use it.
3.3.2 Rabi coupling
The second step to create the mixture |F = 1, mF = ±1〉 is the pi/2 Rabi
pulse. It consists in the transfer of half of the population occupying the
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Figure 3.5: Timing scheme of the Landau–Zener transition used during the exper-
imental sequence in the crossed-dipole trap. The timing used in the case of the
single-beam trap configuration only differs for the steeper ramps of the magnetic
field, which last 2 s. In gray the value of the current applied to generate a homo-
geneous magnetic field is drawn, while in green is indicated the intensity of the
radio-frequency signal used to couple the two spin states.
|F = 1, mF = 0〉 Zeeman state to |F = 1, mF = +1〉 and the other half to
|F = 1, mF = −1〉l. To do this it is necessary to realize a symmetric separa-
tion between the two extreme Zeeman states. This condition can be restored
introducing a magnetic field |~B| small enough to neglect the quadratic Zee-
man effect. Referring to the quadratic Zeeman contribution formula 3.2, a
good approximation for a negligible quadratic term is an energy of the or-
der of 100 Hz. We use a magnetic field of about 0.5 G, which permits to
neglect the quadratic Zeeman effect. This field is produced using the fine-
tuning coils aligned along the x direction only after that the magnetic field
was carefully compensated along all three directions (see Sec. 3.4). Proceed-
ing in this way we are sure that the quantization axis experienced by atoms
is along xˆ.
At this stage we apply a Rabi pulse with a RF signal to transfer the atoms
from |F = 1, mF = 0〉 to |F = 1, mF = ±1〉. The resonance condition is at
400 kHz. Similar to 3.3.1, the radiation is produced by a circular antenna
aligned along yˆ which creates σ+ and σ− polarized fields wuth equal inten-
sity.
The time evolution of the level populations when the symmetric system is
on resonance and the initial state is |F = 1, mF = 0〉 is given by:
P0 =
1
2
(1+ cos2Ωt) P1 =
1
4
(1− cos2Ωt) P−1 = 14 (1− cos2Ωt) (3.4)
where Ω is the Rabi frequency defined as
Ω =
〈mF = 0|µ · B|mF ± 1〉
h¯
(3.5)
and µ is the magnetic dipole operator. Since we are interested in the creation
of an equally popolutated mixture, we need to apply a pi/2-pulse.
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Eq.3.4 is obtained considering a three-level system, that in our case is the
spin-1 system where the splitting among the three internal states is the
same, being given by linear Zeeman effect. If at t=0 a radio-frequency sig-
nal aligned along a direction i orthogonal to the quantization axis is applied,
the radiation field couples to the spin operator Sˆi. In the rotating-wave ap-
proximation, after a time t, the initial spinor wavefunction |Ψ〉will be rotated
by an angle θ = Ωt along the i-direction so that
|Ψ′〉 = e−iθSˆi |Ψ〉 (3.6)
where the rotation operator is given by
e−iθSˆi =

1−cosθ
2
sinθ√
2
1−cosθ
2
− sinθ√
2
cosθ sinθ√
2
1−cosθ
2 − sinθ√2 1−cosθ2
 . (3.7)
If the initial condition of the system is such that all the atoms occupy the
mF = 0 sublevel, after an evolution time t, the system has evolved in accor-
dance with Eq.3.4.
The pi/2-pulse corresponds to a pulse of 14 µs (Fig.3.6), which corre-
sponds to a Rabi frequency of about 18 kHz. Unfortunately a clear signal
Figure 3.6: Rabi oscillation for the crossed-dipole configuration. The population of
the three Zeman sublevels are reported in black (|1, 0〉 ), blue (|1,−1〉) and red
(|1,+1〉). The line among the experimental point is only a guide for the eyes, since
due to saturation problem a trustworthy fit can not be performed.
of the Rabi oscillation is not easy to take. In fact, in Stern–Gerlach imaging
(see 3.6) of all spin states, the OD density of the sample is so high that is is
not possible to obtain a reliable estimate of the number of atoms occupying
each state. In any case an in-phase evolution of the two external spin states
was clearly observed in different cases suggesting that the mixture created is
equally populated. Note that the population imbalance of |1,−1〉 and |1,+1〉
results from an imaging artifact (see 3.6 or [116]).
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Figure 3.7: Optical densities of the three Zeeman sublevels observed during the first
fourth of period of the Rabi oscillation. The uppermost distribution corresponds
to the |1,−1〉 state, the central to |1,−1〉 and the lowest to |1,+1〉. As clearly
visible the optical density often exceeds the saturation threshold.
3.3.3 µ-wave dressing
Once the mixture |1,±1〉 is created, we need to stabilize it against inelastic
collisions. In fact, by looking at Eq.3.2, it is possible to verify that
|1,+1〉+ |1,−1〉 → 2× |1, 0〉+ hν (3.8)
This process can be suppressed by increasing the energy of |F = 1, mF = 0〉
via µ-wave dressing. The dressing of a state relies on the interaction of the Dressed state
system with an external radiation which is able to energetically shift the
levels position depending on the incident radiation. The shift in energy is
given by [95]:
∆Elight = h¯
Ω2
4δ
(3.9)
where Ω is the Rabi frequency of the induced coupling and δ is the detun-
ing of the incident field. Depending on the detuning the shift can be either
positive (blue-detuning) or negative (red-detuning).
For our purpose, a blue-detuned radiation was used to couple the |F =
1, mF = 0〉 −→ |F = 2, mF = 0〉 transition, whose resonance is at 1.771626 GHz.
The µ-wave used to stabilize the system has a detuning of 2pi × +14 kHz
with respect to the resonance transition and an estimated Rabi frequency of
about 2pi× 5 kHz, producing a shift of about 500 Hz. Regarding the Rabi fre-
quency, it is important to underline that a direct measurement of it was never
computed. However, an estimate of the Rabi frequency of the |F = 1, mF =
0〉 −→ |F = 2, mF = 0〉 transition can be obtained from the measured Rabi
frequency of the |F = 1, mF = −1〉 −→ |F = 2, mF = −2〉 transition [117] per-
formed with the same antenna and taking into account for Clebsh-Gordan
coefficient and intensity correction. In addition, it is important to note that
at T 6= 0 thermal particles could populate the |F = 1, mF = 0〉 state, leading
to loss mechanism as discussed in Ch.4.
The µ-wave is irradiated to the atomic distribution thanks to a hook-shaped
antenna which produces a pi- polarized pulse. The signal is turned on imme-
diately after the end of the Rabi pi/2-pulse and it is kept on up to the end of
the experimental sequence.
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Figure 3.8: Population of the three Zeeman states 300 ms later the Rabi pulse as
function of the detuning of the µ-wave applied. The power of the µ-wave is fixed
at zero dBm.
The final detuning and the power of the µ-wave signal was chosen after
scanning independently these two parameters, in order to study their effect
on the population of the Zeeman states. In Fig.3.8 the population of three
levels as function of the µ-wave detuning is reported.
In Fig.3.9 a scheme of the experimental sequence used to create and study
the binary mixture is reported.
3.4 calibration of the magnetic field ~B
Experiments with quantum mixture require a precise knowledge of the
magnetic field, both to avoid zero crossing of ~B and to define the quantiza-
tion axis experienced by atoms.
One strategy to calibrate the magnetic field is to use Zeeman spectroscopy.
This technique is based on the Zeeman shift of the atomic levels due to an
applied magnetic field. These shifts can be determined inducing a resonance
between two Zeeman states by means of a RF coupling. These resonances are
studied as a function of an applied magnetic field and permit to determine
the residual environmental magnetic field ~Br. If the applied magnetic field
is oriented along one specific direction, it is possible to separately determine
the value of each component of ~Br.
The calibration of ~Br is been realized using a RF signal at 400 kHz and a mag-
netic field produced independently along xˆ,yˆ and zˆ. These magnetic fields
are created using the shim coils, directly acting on the current flow.
A detail description of the procedure used is described in the following.
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Figure 3.9: Scheme of the experimental procedure used to create, excite and image
the binary mixture after the BEC creation. All the steps are shown as columns,
whose duration is reported at their bottom. Each rows correspond to a different
parameter which was changed during the sequence. From top to bottom magnetic
gradient along x, y and z direction, magnetic gradient along xˆ, RF at 65 MHz,
RF at 400 kHz and blue-detuned µ-wave at 1.771 GHz. The value of the magnetic
gradient during the phase "Excitation and hold time" depends on the investigated
quantity during the experiment (see Ch.4).
3.4.1 By
To calibrate the magnetic field we fixed the RF signal frequency and ampli-
tude and we varied the value of one component of the magnetic field in order
to transfer some atoms from the |F = 1, mF = 0〉 state to |F = 1, mF = ±1〉.
To change the modulus of the magnetic field along one specific direction, we
varied the current flowing in the shim coils oriented along the that specific
axis.
As first step we searched for the Rabi resonance at 400 kHz keeping fixed
the value of the current flowing in the y (Iy) and z (Iz) shim coils, while
varying the current flowing in the x (Ix) shim coils. The same measurements
were repeated for different value of (Iy) and the resulting curves are reported
in Fig.3.10, where the number of atoms transferred in the |F = 1, mF = −1〉
state is indicated as a function of Ix.
As visible from the figure, the resonance was found at Ix ∼ 600 mA of
current flowing in the x-shim coils. Changing the value of the current Iy, i.e.,
the value of Bry , the amplitude of the resonance was changing as well. For
this first characterization the Rabi pulse was 12 µs long.
Once that the condition to observe the Rabi resonance was found, we per-
formed a more precise characterization of the zero of the y component of
the residual magnetic field. More in detail the current Ix was kept fixed at
600 mA while the value of Iy was changed. This study was realized for two
different conditions of the Rabi pulse and the results are reported in Fig.3.11
where the number of atoms in |1,−1〉 is indicated as a function of Iy.
From the narrower curve of Fig.3.11 the resonance current Iy = 23(1) mA
was found.
56 experimental methods
Figure 3.10: Population occupying the |F = 1, mF = −1〉 state as function of Ix for
different Iy. The number of atoms was estimated after a Rabi pulse of 12 µs. The
value of Iz was fixed to the one used during the 3D-MOT stage.
3.4.2 Bx
Once that the y component of ~Br was canceled out, the remaining field can
be written, in first approximation, as:
Br =
√
B2rx + B
2
rz (3.10)
and thus for any value of Brx two resonance values of Brz exist and vice
versa. We have searched for those resonances keeping the value of Iz fixed
and scanning Ix . This procedure was repeated for different value of Iz and
the results are reported in Fig.3.12, where the population in |1, −1〉 as a
function of Ix is reported for different value of Iz .
As visible from Fig.3.12, the two resonances are clearly distinguishable
when the residual magnetic field is not well compensated. Approaching the
zero of the residual magnetic field the two resonance peaks get closer, since
they end up in a unique large resonance distribution. This is compatible
with Eq.3.10 and a more clear understanding of it can be obtained looking
at Fig.3.13.
Focusing our attention only on one pair of resonance peaks it is possible to
estimate the value at which Brx = 0 that will corresponds to half the distance
between the two peaks’ centers as indicated in Fig.3.14. Proceeding in this
way the current value at which the x component of the residual magnetic
field is compensated was estimated being Ix=560(2) mA.
3.4.3 Bz
Finally, to calibrate the residual magnetic field along the z direction a
procedure equal to the one used for Brx was followed. Fixing the value of Ix
at 1050 mA the two resonances was found and their relative distance was
estimated to be Iz=0.43(1) mA.
Thanks to this calibration we were able to cancel out the residual magnetic
field with a precision of the order of 1 mG. However, we know that the
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Figure 3.11: Population occupying the |F = 1, mF = −1〉 state as function of Iy
for different Rabi pulse conditions. The pink squares correspond to a 50 µs long
pulse, while the black circles correspond to a 12 µs long pulse at a higher power.
The solid lines are the Gaussian fits giving the estimation for Ix such that Brx = 0.
The value of Iz was fixed to the one used during the 3D-MOT stage, while Ix was
equal to 600 mA.
external magnetic field has fluctuations of the level of a few mG from shot
to shot.
3.5 heating procedure
One of the goal of my PhD research is to study the thermal effects on
the spin-dipole oscillation and polarizability and, since we transfer from the
magnetic trap to the optical one at T TC, a controllable heating procedure
of the ultracold atomic sample is necessary. The most popular heating pro-
cedure is the parametric heating, but other mechanism can be exploited in
order to warm up the sample. For example it is possible to use resonant light
to transfer an energy of the order of the recoil energy Er = p2/2m (m the
atom’s mass and p the photon’s momentum) to the atoms. The drawback
of this procedure is that it leads to losses at high spatial densities due to
light-assisted collisions. For this reason we use the parametric heating [118,
119], by modulating the optical potential power on resonance with the radial
quadrupole mode of the atomic cloud.
For a thermal sample, where interactions can be neglected, the frequency at
which the heating mechanism is induced is twice the trapping frequency [74].
The resonance can be observed either in the increase of the atomic cloud size
or in the atomic losses resulting from the evaporation of the heated atoms.
When dealing with BECs, the resonance frequency is modified to account
for the effect of interactions. In particular, when the Thomas–Fermi approxi-
mation is valid and ωx  ω⊥, the resonance frequency is expected to be
√
5
bigger than the radial harmonic oscillator [42].
The first heating attempts were realized modulating the power of one of Heating procedure
the dipole beams directly using the experimental control software, but soon
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Figure 3.12: Population occupying the |F = 1, mF = −1〉 state as a function of Ix
for different Iz. The number of atoms was estimated after a Rabi pulse of 50 µs.
The value of Iy was fixed at 23 mA, corresponding to Bry = 0.
Figure 3.13: Measured Ix resonant values for given Iz. Iy is fixed at 23 mA. The blue
solid lines represent the value of current at which Brx and Brz are equal to 0.
we implemented a more reliable procedure. The new heating procedure re-
lies on an electrical circuit (Fig.3.15) able to sum the DC power signal of the
dipole trap and a sinusoidal modulation created using an arbitrary function
generator (AGILENT 33250A).
The heating is controlled by varying the number of modulation cycles
at fixed amplitude (10 − 20% of the trap depth) and frequency (twice the
trapping radial frequency). The parametric heating procedure is applied on
the polarized sample once the BEC was completely transferred to the OT
and the MT was turned off. At the end of the heating sequence the mixture
of BECs was created using the method described in the previous sections.
This procedure enabled us to control the BEC temperature without losing
atoms as visible for Fig.3.16. The temperature of the sample after parametric
heating was estimated using the relation 2.11, where four different TOF were
considered.
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Figure 3.14: Rabi resonances as a function of Ix at fixed Iy (23 mA) and Iz (300 mA)
. The number of atoms was estimated after a Rabi pulse of 50 µs. Computing the
relative current separation between the two resonances it is possible to estimate
the condition satisfying Brx = 0.
The condensed fraction as a function of temperature was estimated and
compared with the theoretical predictions. As visible in Fig.3.17, our experi-
mental data are in good agreement with the models, especially with the one
taking into account the role of interactions in HF approximation (see Ch.1
or [120]). Thus, thanks to this heating procedure, we were able to heat the
sample from T ∼ 0 up to TC and to study the role of temperature in the spin
dynamics of our mixture.
3.6 stern–gerlach imaging
Resonant absorption imaging technique is a very powerful tool in ultra
cold atomic experiments, but it does not directly discern among the differ-
ent spin states. For this purpose an imaging technique based on the Stern–
Gerlach (SG) separation [121] or dispersive imaging [46] can be used. Here
we use SG separation.
As introduced in Sec.2.3, the interaction energy of an atom with an external
magnetic field can be written as
E = ~µ · ~B = µBgF~F · ~B = µBgFmF|B| (3.11)
where µB is the Bohr magneton, gF is the Landè factor, ~F is the total atomic
angular momentum, mF defines the internal spin state of the atoms and ~B
is the external magnetic field. When the magnetic field is not homogeneous
the atom experiences a spin-dependent force equals to
F = −µBgFmF∇|B|. (3.12)
In this way atoms occupying different Zeeman sublevels experience a dif-
ferential force, which, in the case of |1,±1〉, accelerates the two states in
opposite direction. Once that the atomic populations are completely sepa-
rated the standard absorption imaging technique can be used to probe the
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Figure 3.15: Sum circuit built to add a sinusoidal modulation to the DC dipole
power. All the resistances are 1 MΩ, while the capacitances are 0.1 µF. The V1
signal corresponds to the dipole power level set by the experiment control, while
V2 is related to the sinusoidal modulation.
clouds.
In the experimental sequence the Stern–Gerlach imaging is realized by ap-
plying a magnetic field gradient along the vertical direction by means of the
lower coil of the 3D quadrupole. The resulting force pushes the atoms oc-
cupying the |F = 1, mF = −1〉 state upward while the atoms occupying the
|F = 1, mF = +1〉 are pushed downward. To completely separate the differ-
ent distributions, TOF of the order of 10ms (or less) are usually necessary
with a magnetic field gradient of the order of 8 G/cm. In the following all
the imaging are acquired with SG separation.
Even if during the experimental sequence an equally populated mixture
is created, the optical density of the two spin states appears to be not the
same. This is due mainly to the optical pumping effect that occurs during
the imaging procedure [116]. To avoid this inhomogeneous signals a calibra-
tion of the scattering cross-sections of the different spin states [122] could
be performed in order to take into account the multi-level structure of the
sample as well as optical effects. However, this optical pumping effect do
not affect the proper estimation of the center-of-mass position of the density
distribution of the cloud.
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Figure 3.16: Effect of the parametric heating on a fully polarized BEC occupying
the |F = 1, mF = −1〉 state a the crossed-dipole configuration. Temperature of
the atomic distribution (a) and total number of atoms (b) as a function of the
number of cycles used to modulate the optical trap. In (a) the value of the critical
temperature TC is indicated as the gray dashed line. Each point of the graph is
the mean value of five different data sets.
Figure 3.17: Fraction of condensed atoms as function of the temperature experimen-
tally observed (black circles) or calculated for an ideal (red curve) and interacting
(blue squares) gas.
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The realization of BEC mixtures has opened new research opportunities,
since different kind of systems can be realized (see Sec.1.2). For example,
these systems can be investigated to study phase separation phenomena
and associated multicomponent dynamics [123, 25, 124, 125] and, in the
case of counterflowing superfluids, they can be used to generate dark-bright
solitons [26, 50]. Other relevant research topics concern the spin dynamics
and the spin properties of these systems. In fact, in the last years, spin-
superuidity and spin-transport phenomena [12] have attracted an increasing
interest in the scientific community, especially in the field of condensed mat-
ter physics.
Here I report on the measurement of spin properties in BECs like the spin-
dipole (SD) oscillation frequency and polarizability (both at T ∼ 0 and
T 6= 0), as well as on the study of spin superfluidity at finite temperature.
This chapter is divided in two sections, the first devoted to the T ∼ 0 case
and the second to the finite temperature one. Both sections start with the
description of the trap configuration used to perform the experiment. Then
I described the main results concerning the SD polarizability and SD oscilla-
tion, that in the finite temperature case were studied both in the collisionless
and collisional regime.
4.1 two-component bec at t∼ 0
In the following the main results which concern a binary mixture at T
close to 0 are reported. The main novelty of this work regards the direct
measurement of the static SD polarizability and SD oscillation frequency.
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The measurement of these quantities was possible since the sodium mixture
used is miscible and not subject to buoyancy (see Sec.1.2). The experiment
was performed in a crossed-dipole optical trap, whose configuration is de-
scribed in Sec.2.4.
4.1.1 Trap frequencies
The first step in most of the experiments realized with ultracold atoms is
the measurement of the trapping frequencies, useful to estimate the relevant
timescales of the system and the BEC parameters. One way to measure theTrap frequencies
trapping frequencies is studying the center-of-mass (COM) oscillation of the
whole atomic distribution. In our case the trapping frequencies are expected
to be of the order of a few kHz at maximum and a direct measurement of
them was performed exciting the COM oscillation.
Once that the BEC was transferred into the optical-dipole trap, the COM
oscillation was excited applying a magnetic field gradient. This gradient,
which was applied either along the axial (x) or vertical (z) direction, acts as
a force on the fully polarized trapped sample occupying the |F = 1, mF =
−1〉 = | ↓〉 state, the modulus and the direction of the force being deter-
mined by equation 3.12.
Figure 4.1: Sketch of the trap and atomic configuration before (a), during (b) and
after (c) the application of a magnetic field gradient pulse. The potential minima
are displaced only when a magnetic gradient is applied (b).
To create the gradient along the axial direction the pinch coil was used,
while the levitation configuration was used for creating the gradient along
the vertical direction (see Sec.2.3). Exciting the cloud along the axial direction
enables us to measure the axial frequency, while the vertical excitation gives
access to both radial frequencies, probably because of an imperfect orienta-
tion of the gradient with respect to the vertical axis. In both cases the current
flowing in the coil was abruptly turned off and the system was let free to
evolve in trap for a time thold before taking the picture of the cloud distribu-
tion. In this case a simple imaging along y-direction without SG separation
was used since the sample was fully polarized. In addition, to magnify the
signal, the picture was taken after a time-of-flight of 17 ms.
In Fig. 4.2 the center-of-mass oscillations along the axial (4.2(a)) and verti-
cal (4.2(b)) direction are reported. The trap frequency ωx is estimated fitting
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Figure 4.2: Center-of-mass oscillation x↓ along the axial (a) and radial (b) direction.
In both the figures the black markers are the experimental points while the solid
line is the fit used to obtain the trapping frequencies. The fitting functions are a
pure sine (a) and a sum of two sinusoidal function having different amplitude.
the axial center-of-mass oscillation with a sinusoidal function, while the ra-
dial frequencies ωy,ωz were obtained using a beat function as
y(t) = A sin (2piω1t + φ1) + B sin (2piω2t + φ2) + y0, (4.1)
where A, B,ω1,ω2, φ1, φ2 and y0 are the fitting parameters. The fitted fre-
quencies are [ωx,ωy,ωz]/2pi=[47.7(2), 207.2(3), 156.8(2)] Hz.
Since in this Chapter different trap configurations are considered, in Ta- Trap parameters
ble 4.1 some relevant parameters characterizing the trap used to study the
binary mixture at T ∼ 0 are reported.
4.1.2 Calibration of the gradient
When we created the binary mixture for the first time we realized that the
two atomic distributions were oscillating out of phase one with respect to
the other even in the absence of any external excitation. This was due to a Magnetic gradient
compensationresidual axial magnetic gradient of ∼ 0.1 G/cm able to induce an opposite
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T ∼ 0 regime
N↑ = N↓ 106 (atoms) N0/N > 70 (%)
µ/kB 200 (nK) Rx 40 (µm)
ωx/2pi 47.7 (Hz) ωy/2pi 207.2 (Hz)
ωz/2pi 156.8 (Hz) TC 530 (nK)Table 4.1: Relevant parameters characterizing the trapping potential. Moving from
top to bottom the following quantities are reported: (left column) number of
atoms in each spin component, the total chemical potential, the trap frequency
along xˆ and zˆ, (right column) the condensed fraction, the axial Thomas–Fermi
radius (Eq.1.10), the trap frequency along yˆ and the critical temperature for a
non-interacting system (Eq.1.12).
motion of the two spin states. To avoid this undesired motion we carefully
calibrated the residual magnetic gradient every day, since we noticed that
there were small day-by-day fluctuations of its absolute value.
The calibration procedure enabled us to control the magnetic gradient with
a precision better than 0.5 mG/Acm and it is based on the compensation
of the residual magnetic gradient by means of an additional gradient. This
compensation gradient is generated using a pair of coils driven with oppo-
site current flow, with symmetry axis along the x direction. It is turned on
before the pi/2 Rabi pulse and its modulus is tuned in order to minimize
the spin dipole excitation within the detection limit. The residual magnetic
gradient was well compensated when the relative motion between the two
spin states was stopped.
At this point any variation of the compensation current I0 produces a con-
trolled magnetic gradient that generates a spin-dependent force on the atoms.
Although the theoretical value of the applied gradient can be calculatedGradient estimation
once that the current and the coil geometry are known, we have directly
measured the magnetic gradient produced by the coils. To experimentally
determine the magnetic gradient, a simple TOF characterization of the dis-
placement of the center-of-mass position x↓ as function of the applied cur-
rent can be performed. Given an atomic distribution initially at rest on which
a force ~F acts , after a time t the atomic distribution is displaced by the quan-
tity x = Ft2/2m along the direction of the force. Considering that in our
case
F = gF m F I
dB ′x
d I
,
the measured displacement of the atomic cloud after a time tTO F is equal to
xTO F =
gF m F · I · t2TO F
2m
dB ′x
d I
(4.2)
where gF is the Landè-factor, m F defines the internal spin state, dB ′x/d I is
the applied magnetic gradient per unit of current along the axial direction,
I is the current flowing in the coils and m is the sodium mass.
In Fig.4.3 the displacement ∆x of the atomic cloud with respect to the initial
position x in as function of the current I is displaced. Performing a linear fit
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on the data and using Eq.4.2 dB ′x/d I along the axial direction was estimated
as to 0.115(4) G/Acm.
Figure 4.3: Atomic distribution position ∆x after a 17 ms TOF as a function of the
current I flowing in the coils. The solid line corresponds to the linear fit used to
compute the value of the magnetic gradient B′x.
Once that the value of the applied magnetic gradient is known it is pos-
sible to estimate the force acting on the two spin states. This force can be
interpreted as a displacement of the trap minima with respect to the rest
position. In particular the energy of the trapped system when a magnetic
field is present is given by:
E =∑
i
1
2
mω2i x
2
i + µBmFgF|~B| (4.3)
where the first term relates to the optical dipole potential. The equilibrium
position is then obtained via differentiation, leading to
x0i = x0 =
±gFmFµB
mω2i
d|~B|
dxi
(4.4)
where d|~B|/dxi is the magnetic field gradient.
4.1.3 Measurement of the static polarizability at T ∼ 0
Our sodium mixture, being completely miscible, allows for the measure-
ment of the linear response to spin excitations, such as the static polarizabil-
ity. It is related to the ability of the system to adapt itself to an external static
spin-dependent force and is deeply sensitive to the vicinity to the miscible-
immiscible phase transition. Here the force arises from a shift of the trap
minima by a quantity x0 with respect to the initial resting position. Hence,
due to the separation of the trapping potentials, also the atomic distribu-
tions of the two components are displaced. For a non-interacting system the
separation between the atomic clouds is equal to the distance between the
trap minima, while for an interacting system the separation changes. The
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different distance between the interacting spin components is related to the
SD polarizability P which is defined as
P(x0) ≡ d(x0)2x0 (4.5)
where 2x0 is the total distance between the two trap minima and d(x0 ) is
the relative distance of the center-of-mass (x↓ , x↑) of the two density distri-
butions as a function of x0
d(x0 ) = x↑ (x0 ) − x↓ (x0 ) . (4.6)
In a harmonic trap and in linear regime, P depends only on the scattering
lengths characterizing the system [70]. The linear regime is observable for
small displacements of the trap minima, such that 2x0P  Rx (where Rx
is the TF radius along xˆ). In this situation it is possible to estimate P that,
given the values of the scattering lengths [78], it is expected to be larger than
20 (see Sec.1.2).
The static SD polarizability was measured using two different methods.
The most direct way to study the static response of the system is to adia-Adiabatic method
batically separate the trapping potential minima. Proceeding in this way, the
two atomic distributions do not move once the adiabatic separation is com-
pleted. (see Fig.4.6). In order to adiabatically shift the trapping potentials we
linearly turn on the magnetic gradient on a timescale of 250 ms which is
much longer than the axial frequency timescale. The relative displacement
Figure 4.4: Sketch of the trap and atomic configuration before (a), during (b) and
after (c) the adiabatic displacement of the trap minima.
as function of x0 obtained using the adiabatic method is reported in Fig.4.5,
where the centers of mass of the two atomic distributions are computed us-
ing two independent inverted-parabola fit functions. These data were taken
after a 2 ms TOF in SG configuration and show a strong deviation from the
behavior of a non-interacting system. In particular for small displacement of
the trapping potentials the relative distance of the two atomic distribution
shows a linear behavior (linear regime) that tends to saturate outside the
linear region.
This behavior results from the crucial role played by interactions, since the
SD polarizability is maximum when the two spin distributions overlap com-
pletely. Increasing the separation between the | ↑〉 and | ↓〉 states gradually
reduces the spatial overlap of the two components, hence relevance of inter-
action effects.
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In Fig.4.5 it is also reported a sketch showing the numerically simulated dis-
tributions which present a center-of-mass separation d which is larger than
the relative displacement of the two trap potentials. Additional comments
on the density distributions and the effect of interaction during the TOF are
reported at the end of the section.
Figure 4.5: Relative displacement d between the two atomic distributions as a func-
tion of x0 (orange dots) obtained using the adiabatic approach. The solid green
line corresponds to the case of a non-interacting system for which d = 2x0. A
sketch of the numerically simulated distributions for a displacement of x0/Rx =
0.01 is represented as well.
Alternative method
An alternative protocol to indirectly measure the static SD polarizability is
based on the measurement of the SD oscillation (see Subs.5.4.5) at different
value of x0. The spin-dipole oscillation is a collective mode presented by
Figure 4.6: Sketch of the trap and atomic configuration before (a), during (b) and at
the end (c) of the alternative protocol used to displace the trap minima.
binary systems when the two spin species oscillate in opposite directions.
The measurement of the frequency of this oscillation is the subject of the
next section where more details on the measurement are reported.
Here I anticipate that the spin-dipole oscillation can be obtained by exciting
a relative motion between the two trapped spin components by means of a
magnetic field gradient which is abruptly turned on and kept steady during
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the evolution of the system. By means of this magnetic gradient the minima
of the trapping potentials are displaced such that V↓,↑ = mω2x(x ± x0)2/2,
where x0 is computed from Eq.4.4. Since the potentials displacement is not
adiabatic, the spin components start to oscillate in opposite directions and
a relative sinusoidal motion is excited (Fig.4.4). Similarly to the static case,
also with this method, it is important to make the system evolve in the
linear regime. The relative motion of the two spin components induced by
Figure 4.7: Spin-dipole oscillation as a function of the trap minima displacement x0
after 10 ms of TOF. The solid lines correspond to the fit computed using Eq.4.7.
the gradient and measured after 10 ms of TOF, is shown in Fig.4.7. It was
fitted using a sinusoidal function
DSG ( t) = A(x0 , tSG ) cos [ω (x0 ) t + φ(x0 , tSG )] + y0 , (4.7)
where A(x0 , tSG ) = −d(x0 )
√
1 + ω2 (x0 ) t2SG is related to the in-situ dis-
tribution and φ(x0 , tSG ) = arctan [ω (x0 ) tSG ]. Eq.4.7 already takes tSG
into account since the displacement between the two spin components after
SG expansion is given by DSG (x0 , tSG ) = D(x0 , t) + ∂ t D(x0 , t) tSG . Here
D(x0 , t) is the in-situ relative displacement given by D(x0 , t) = d(x0 )[1 −
cos(ω (x0 ) t)] and ω (x0 ) is the frequency of each oscillation reported in
Fig.4.7. This frequency varies as a function of x0, hence of A(x0 , tSG ) as
shown in Fig.4.13. This small dependence of the SD frequency from the trap
minima distance x0, is related to the size of the excitation which should be
small compared to the size of the sample. A theoretical prediction of this
dependence is reported in Fig.4.12.
The value of d(x0 ), which was computed from A(x0 , tSG ), is reported in
Fig.4.8 as a function of x0. As it is visible from this figure, the value of d(x0 )
shows a non-linear behavior for |x0 | > 0.2 µm. This deviation from the
linear behavior is similar to the one observed for the case of steady mea-
surement of P with adiabatic displacement of the trapping potentials. (see
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Fig.4.5). Once that the value of d(x0) is known, it is possible to compute
Figure 4.8: Relative displacement d between the two atomic distributions as a func-
tion of x0 obtained using the data of Fig.4.7, where the color of each marker
corresponds to the color used for the data set from which d was computed. The
dashed gray line is drawn to highlight the non-linear behavior at high value of
|x0|.
the static polarizability P . In Fig.4.9 the measurements of the static polariz-
ability, obtained using both procedures, are reported as function of x0/Rx.
In particular the measurements obtained via adiabatic shift of the trapping
minima correspond to the orange circles, while the data obtained from the
spin-dipole oscillation are indicated as green triangles. In addition, the static
polarizability for a non-interacting system is depicted (green solid line) as
well as the numerically computed behavior performed via local-density-
approximation (LDA) and Gross–Pitaevskii equation (GPE) by Chunlei Qu
(see Sec.1.2) (red and black solid lines respectively). The agreement between
LDA and GPE simulations is generally very good except for the region close
to x0 = 0 where the LDA approximation is no longer valid due to the large
value of the spin healing length compared to the trap minima displacement.
From Fig.4.9 we notice that both the static and dynamic experimental
data reveal the enhancement of the polarizability with respect to the non-
interacting case. In addition, both experimental data well reproduce the scal-
ing with x0/Rx predicted by numerical simulations. However, the experi-
mental data are given a P systematically larger than theoretical curves. In
first approximation, this can be explained considering that in our data anal-
ysis the interaction between the two spin components during SG expansion
was neglected. Indeed, performing a GPE simulation of the expansion in the
presence of interaction, it turns out that an overestimation of P of 5 % and
of 30 % occurs for a SG expansion of 2 ms and 10 ms, respectively. In addi-
tion, since the sample is at T ∼ 0, a small effect due to the interaction with
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Figure 4.9: SD polarizability computed from the data of Fig.4.5 (orange dots) and
Fig.4.7 (green triangles). The black and red solid lines are the prediction com-
puted using the GPE and LDA, respectively. The green solid line corresponds to
the case of non-interacting system. The density profiles n↑,↓(x, 0, 0) from the GPE
for x0/Rx = 0.001, 0.01, 0.05 are also reported. The error bars of the experimental
data, for all the figures reported in this chapter, are calculated taking into ac-
count both the systematic and statistical error which are summed in quadrature,
while the theoretical uncertainty is given by the errors on the knowledge of the
coupling constants g↑↑,↓↓ and g↑↓ [78].
thermal atoms should be considered (see Sec.1.5 and Sec.4.2).
Another relevant feature concerning our experimental data regards the
fitting formula for the density distributions. In fact, performing GPE sim-
ulations of the density profiles at different x0, it turned out that the usual
inverted parabola expected in the Thomas–Fermi limit is no longer a good
approximation of the atomic distribution shape. This is particularly true for
large values of x0 as visible from Fig.4.9, where the theoretical density distri-
bution profiles are reported for three different value of x0.
Since, in our experiment it is difficult to resolve the details of the axial den-
sity density distribution in each spin state, we simply fit all our density
distributions to the standard inverted-parabola profile. However, we have
estimated the discrepancy between the center-of-mass of the density dis-
tribution computed via experimental fit and via direct integration of the
computed distribution. This discrepancy results in an overestimation of the
experimental SD polarizability P of at most 6%.
4.1.4 Measurement of the spin dipole oscillation at T ∼ 0
In addition to the static SD polarizability, another quantity that can be
measured in our harmonically trapped sodium mixture is the value of the
spin-dipole oscillation frequencies ωSD . As explained in Subs.5.4.5, the SD
oscillation corresponds to the out-of-phase motion between the two spin
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components. The frequency at which this oscillation occurs depends on in-
teractions and, in our case, is expected to be about 0.2 times smaller than the
harmonic oscillator trap frequency. To measure ωSD two different methods,
labeled as direct and indirect, were used.
In the direct method, we excite the SD oscillation by suddenly applying a Direct method
magnetic gradient generated with the pinch coil, which is kept on for a few
ms and is then turned off. Thus, we can think at it as a kick able to excite the
atomic motion, with the two component oscillating back and forth around
the same point (their potential minima coincide during the motion as sketch
in Fig.4.4). To detect the spin-dipole oscillation we used SG imaging and the
two atomic distributions were independently fitted in order to estimate d.
The relative displacement of | ↑〉 and | ↓〉 measured after TOF is indicated
as DSG in order to underline that it does not correspond to the in-situ sepa-
ration. The formula that links DSG to the in-situ displacement d is Eq.4.7.
As in the measurement of the axial trapping frequency, the relative posi-
tion DSG was measured for different holding times thold and is reported in
Fig.4.10.
Figure 4.10: SD oscillation along the axial direction as a function of the holding time.
The solid line corresponds to the sinusoidal fit from which the SD frequency was
measured. To take these data a 3 ms gradient pulse and a 10 ms tTOF were used.
From the fit of DSG(thold), a SD frequency ωSD/2pi=10.4(1) Hz was found.
This value can be compared with the trap frequency ωxbeing their ratio
ωSD/ωx = 0.218(2) [69]. The difference between the two frequencies is
clearly visible from Fig.4.11, where a direct comparison of the two measure-
ments is reported.
The experimental estimate of ωSD can be compared to the theoretical sim-
ulations performed within LDA and via numerical integration of GPE. Us-
ing our experimental parameters, ωSD turned out to be equal to ωSD/ωx =
0.189(15) for the LDA and ωSD/ωx = 0.213(17) for the GPE simulations,
respectively. Since it is not possible to easily simulate the dynamics of our
systems, the values of ωSD were estimated starting from the estimate of P ,
using the relation based on a sum rule approach (see Subs.1.2.3)
ωSD =
ωx√P(x0 → 0) (4.8)
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Figure 4.11: Comparison of the spin-dipole (black circles) and center-of-mass (blue
triangles) oscillations. Note that the data of the center-of-mass oscillation x↓ re-
ported in the figure are taken with a smaller magnetic gradient with respect to
the case reported in Fig.4.2.
where P(x0 → 0) is the value of the static polarizability in the linear regime,
i.e., x0 → 0 (see Subs.4.1.3).
It is worth to mentioning that, in order to consider Eq.4.8 valid, it is the
necessity to have a small in-situ amplitude compared to the Thomas–Fermi
radius. Only when the amplitude of the oscillation is small compared to the
sample size, Eq.4.8 is valid. Indeed, performing a dynamical simulation of
the SD oscillation frequency, it turns out that Eq.4.8 is strictly valid only
for x0/Rx < 0.02 and that the SD frequency slightly depends on the initial
amplitude x0 as reported in Fig.4.12.
In our experiment, taking the time-of-flight into account, a good approx-
imation for the in-situ amplitude is DSD = DSG/
√
1+ω2SDt
2
TOF = 5.4 µm
which is small compared to the Thomas–Fermi radius Rx=40 µm.
A different way to measure the SD frequency is based on the indirect
method. In this framework, the value of ωSD is extrapolated from measure-Indirect method
ments of the frequency ω(x0) taken for different displacements of the trap
minima. These data are reported in Fig.4.7 and are the same used to indi-
rectly estimate P . Differently from the direct method, the magnetic gradient
is kept on up to the end of the experimental sequence.
The value of ωSD is obtained extrapolating the value of the SD oscillation
frequency ω(x0) at x0 = 0. To extrapolate this value we fitted the frequency
of the oscillation ω(x0) as function of the amplitude A(x0, tSG) using a linear
function, where the y-intercept of the line corresponds to the value of ωSD.
The values of the frequency ω(x0) in units of ωx as function of the amplitude
A(x0, tSG) are shown in Fig.4.13, where a comparison with the theoretical ex-
pectations is also reported.
As clearly visible from Fig.4.13 the extrapolated value of ωSD is compatible
with the prediction of the local-density-approximation (LDA) and slightly
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Figure 4.12: Comparison of the dynamical simulated SD oscillation frequency (red
squares) and the formula ωSD/ωx = 1/
√P(x0) (black circles) for T = 0. To
compute the GPE dynamics, the imaginary time evolution of the Gross–Pitaevskii
equation for a system in which the two trapping minima were initially displaced
by 2x0 was taken as starting condition for the real time evolution of the system
were the trap minima coincide.
smaller than the one obtained using the Gross–Pitaevskii equation (GPE).
Since the local-density-approximation tends to fail at small value of x0, the
most reliable estimation of ωSD/ωx is the one obtained via numerical inte-
gration of the GPE. This suggests that in order to measure the SD oscillation
frequency, the direct protocol is more advisable.
4.2 two-component bec at finite temperature
This section is devoted to the results obtained studying a two-component
BEC at finite temperature. In this regime, the system can be described by
a four-fluid model, where two condensates and two thermal clouds are
present. In this framework, the interaction between BEC and thermal cloud
are not negligible, since they are able to considerably affect the SD polariz-
ability of the system.
As in the previous section the SD oscillation and polarizability were stud-
ied and compared with the theoretical simulations. In particular, the role of
temperature was investigated for two different regimes, labeled as collision-
less and collisional, in which the interactions among thermal atoms were
different.
4.2.1 Collisional regimes
When dealing with a system at finite T, interactions among atoms can
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Figure 4.13: Ratio ω(x0)/ωx as a function of the amplitude A(x0) for the data
reported in Fig. 4.7 (same marker styles). The black (red) marker is the prediction
of the GPE ωSD/ωx = 0.213(17) (LDA ωSD/ωx = 0.189(15)). The y-intercept of
the linear fit gives ωSD/ωx = 0.18(1).
Figure 4.14: Sketch of
the spin current before
(a) and after (b) colli-
sions in the case of col-
lision between atoms
with different spin | ↑〉
and | ↓〉.
be described using a mean-field approach which
reveals three interaction phenomena (see 1.4). On
the one hand, we have the interaction among con-
densed atoms (gn20/2 term in Eq.1.50) and among
thermal atoms (gn2T term) and, on the other, there
is the mutual interaction between BEC and thermal
cloud (proportional to gnTn0).
Usually gn2T is neglected in the description of the
system, since the density of the thermal cloud is
generally small compared to n0. However, depend-
ing on the collisional rate among thermal atoms,
two different regimes can be distinguished, which
are labeled as collisionless and collisional.
These two regimes can be distinguished by intro-
ducing the collisional time τ, that in the case of dis-
tinguishable particles | ↑〉 and | ↓〉 is
1/τ↑↓ = nT↑↓σ↑↓vrel , (4.9)
where nT↑↓ =
[
mω¯2/(2pikB)
]3/2 N↑↓T−3/2 corresponds to the peak density
of the non-interacting thermal distribution [42], N↑↓ = N/2, m is the atom
mass and ω¯ = (ωxωyωz)1/3 is the geometric average of the harmonic oscilla-
tor frequencies. In addition, in Eq.4.9 σ↑↓ = 4pia2↑↓ is the cross section of two
distinguishable particles and vrel =
√
8kBT/(pimr) is their average relative
velocity and mr = m/2 is the reduced mass.
Comparing the value of the collisional time τ↑↓ with the relevant excitation
frequency ω it is possible to distinguish between collisionless and collisional
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regime. More in detail, if ωτ↑↓  1 the system is called collisionless, while
if ωτ↑↓  1 the system is labeled as collisional [126].
The collisionless regime is usually achieved at low temperature and/or low
density of the thermal cloud and is generally described by mean-field ap-
proaches, where the thermal atoms are treated as a thermal bath lacking
of damping. Damping mechanisms usually appear at high temperatures
and/or high thermal densities, when collisions are more important and can
affect the nature of the collective excitations, leading to the so called spin
drag effect [33], i.e., a relaxation mechanism due to collisions between differ-
ent spin species (see Fig.4.14).
Thus, in order to include damping, a dynamic description of both condensed
and thermal distributions is needed.
In our case, it was possible to explore both regimes by changing the trap
geometry. In particular, in the crossed-dipole trap a collisionless regime was
found, while the single-beam trap configuration is characterized by a more
collisional regime. The estimated value of ωτ↑↓ for both trap geometries are
reported in Tab.4.2 and Tab.4.3.
4.2.2 Traps frequencies and depths
As already mentioned, the role of the temperature was investigated using
two different trap geometries. The use of a second trap configuration was
needed to ensure the adequate trapping of the thermal atoms.
Considering a single-focused beam propagating along xˆ, the trapping po- Trap depth
tential U is
U(r, x) =
3pic2
2ω30
Γ
∆
I(r, x), (4.10)
where Γ is the natural linewidth of the resonant excited state, ∆ is the detun-
ing of the trapping laser with respect to the resonance transition and I(r, z)
is the Gaussian laser intensity given by
I(r, x) =
2P
piw2(x)
exp
(
− 2r
2
w2(x)
)
. (4.11)
In Eq.4.11, r identifies the radial directions y and z, while w(x) is equal to
w(x) = w0
√
1+
(
x
xR
)2
(4.12)
being w0 the waist of the beam and xR the Rayleigh range.
When U(r, x) > kBT and the radial and axial extension of the sample are
smaller than the waist and Rayleigh range of the Gaussian beam respec-
tively, the optical potential can be approximated to a harmonic oscillator
with cylindrical symmetry so that the trapping frequencies are
ωx =
√
2U0
mx2R
(4.13)
ωr =
√
4U0
mw20
, (4.14)
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being U0 = U(r = 0, x = 0). The central trapping depth U0 can be determine
experimentally by measuring the trap frequency and inverting Eqs.4.13 and
4.14.
Another issue to consider is the role played by gravity. Indeed, the grav-The role of gravity
ity potential induces a lowering of the vertical potential depth that, in first
approximation, is equal to
Ugrav = mgw0 (4.15)
where g is the Earth gravity acceleration. This also results in a gravitational
sag of the trap center (see also Sec.2.3)
∆z =
g
ω2z
. (4.16)
For a given beam power, the larger the waist of the trapping beam, the more
important is the role of gravity.
In our case, the crossed-dipole trap geometry not only has a relatively small
trap depth (of the order of TC), but it was deeply affected by gravity. In fact,
since the horizontal beam waist was of the order of ∼ 50 µm, the correction
due to gravity was not negligible compared to the vertical trap depth (see
Tab.4.2). For this reason, we reduced the focus of the horizontal beam in
order to increase the trap depth and to reduce the gravitational sag.
The further focusing of the horizontal beam has led to the necessity to use
a single-beam configuration, since the crossed-dipole beam configuration
was no longer suitable to trap the whole sample. In fact, the tightly-focused
horizontal beam was able to capture the warmest atoms which were not
trapped by the crossed configuration. This was experimentally observed and
the proof is reported in Fig.4.15. From the figure, it is visible that the thermal
and condensed clouds have a different behavior, suggesting that they were
experiencing different trapping potentials. In fact, while the BEC oscillates
at a certain frequency, the thermal atoms show a quickly suppress oscillation
at a much lower frequency. To solve this problem we used a single-beam trap
configuration.
The trapping frequencies of the crossed-dipole configuration were directlyTrap frequencies
measured using the same procedure described in Subs.4.1.1 and they are
[ωx,ωy,ωz]/2pi=[87.4(3), 327(1), 247.6(8)] Hz (see Fig.4.16).
For what concerns the single-beam trap, due to the tight radial confine-
ment, we chose to measure the radial frequency via parametric heating
(see Sec.3.5). This procedure permits to determine the trapping frequency
inducing a resonant heating mechanism in the sample. The radial frequen-
cies were measured using a thermal sample in order to avoid confusion
with excitation of many-body modes of the BEC. Such measurements gave
[ωx,ωy,ωz]/2pi=[11.9(1), 1350(100), 1350(100)] Hz.
In Tabs.4.2 and 4.3 all the relevant parameters of the crossed-dipole and
single-beam trap configurations are reported.Traps comparison
The advantage of using a single-beam trap geometry is even more clear
when a direct comparison between the two trap configurations is made.
Thus, in the following, I will present and compare some relevant issues char-
acterizing both trap configurations.
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Figure 4.15: (a) Center of mass motion of the | ↓〉 component of the condensed
(blue) and thermal (red) atoms as a function of time measured after 17ms of TOF
in the crossed-dipole configuration. The BEC presents several oscillations at the
trap frequency, while the thermal cloud presents a damped oscillation at a lower
frequency. (b) Sketch of the thermal sample trapped in the crossed-dipole config-
uration with the real fit profiles along ~x and~z obtained using a Gaussian function.
The length of the density distributions are expressed in pixel (1pixel = 4.4 µm,
while the colorscale represents the OD. As visible, while along the z direction the
density profile is well reproduced by a Gaussian function, along x the density
distribution do not coincide with the standard Gaussian distribution.
In order to prove that in the crossed-dipole configuration it was not possible
to heat the sample at different temperatures, some relevant parameters for
two different condensed fractions are compared in Fig.4.17.
By looking at Fig.4.17(a,b), one can deduce that in both situations the abso-
lute temperatures of the sample was essentially the same. In fact, considering
that σ ∝ T1/2 and that for a trapped sample NTh ∝ T3 (see Sec.2.6), the ratio
between the two σ (which is compatible with the ratio of the number of ther-
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Figure 4.16: Center-of-mass oscillation along the axial (a) and radial (b) direction
for the trap configuration associated with the collisionless regime. In both the
figures the black markers are the experimental points while the solid line is the
fit used to obtain the trapping frequencies. The fitting functions are a pure sine
(a) and a sum of two sinusoidal function having different amplitude.
mal atoms at the power of six) is close to one. In addition, since the number
of thermal atoms remains almost constant in time, the temperature can be
considered fixed.
However, the configuration associated to N0/N = 0.23 presents an initial
total number of atoms N smaller than the case associated to N0/N = 0.35.
This suggest that the effect of the induced "heating" is to empty the sample,
rather than warm it.
Lastly, it is worth to note that the number of condensed atoms is decreas-
ing in time, as well as the BEC fraction (Fig.4.17(c,d)). This phenomenon
might be due to some loss mechanisms. Three-body recombination effect,
loss due to the presence of the µ-wave or frequency/intensity noise of the
infrared laser beam are possible loss mechanisms able to affect our system.
However, using the three-body recombination rate measured in [43] and the
computed peak density of our system (of the order of 14 cm−3), the timescale
for three-body loss decay is of a few tens of seconds. This is inconsistent
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Collisionless regime
N↑ = N↓ 4·105 (atoms) Rx 25 (µm)
µ/kB 250 (nK) τ↑↓ ∼25 (ms)
nT 2.5·1013 (cm−3) TC 640 (nK)
U0x/kB 4.2 (µK) U0z/kB 2.1 (µK)
Ugrav/kB 1.3 (µK) ∆z 4 (µm)
w0x ∼ 50 (µm) zRx ∼ 7 (mm)
ωx/2pi 87.4 (Hz) ωy/2pi 327 (Hz)
w0z ∼ 100 (µm) zRz ∼ 30 (mm)
ωz/2pi 247.6 (Hz) ω¯/2pi 190 (Hz)Table 4.2: Relevant parameters characterizing the crossed-dipole trap used in the
collisionless regime. Moving from top to bottom, the following quantities are re-
ported: (left column) number of atoms in each spin component, the total chemical
potential,the thermal peak density at TC, the axial trap depth, the gravitational
potential depth, the x trap frequency, the z trap frequency, (right column) the
condensed fraction, the collisional time at TC, the critical temperature, the z trap
depth, the gravitational sag, the y trap frequency and the geometric average of
the harmonic oscillator.
Collisional regime
N↑ = N↓ 4·105 (atoms) Rx 230 (µm)
µ/kB 400 (nK) τ↑↓ ∼10 (ms)
nT 5·1013 (cm−3) TC 850 (nK)
U0x/kB 7 (µK) ω¯/2pi 280 (rad/s)
Ugrav/kB 0.3 (µK) ∆z 0.13 (µm)
w0x ∼ 12 (µm) zRx ∼ 0.4 (mm)
ωx/2pi 11.9 (Hz) ωy/2pi 1350 (Hz)
ωx/2pi 1350 (Hz)Table 4.3: Relevant parameters characterizing the single-beam trap used in the col-
lisionless regime. Moving from top to bottom, the following quantities are re-
ported: (left column) number of atoms in each spin component, the total chemical
potential,the thermal peak density at TC, the axial trap depth, the gravitational
potential depth, the x trap frequency, the z trap frequency, (right column) the
condensed fraction, the collisional time at TC, the critical temperature, the z trap
depth, the gravitational sag, the y trap frequency and the geometric average of
the harmonic oscillator.
with the timescale observed, which is two orders of magnitude faster. Thus,
this loss mechanism can be ascribed to hyperfine relaxation [99], where two
thermal atoms having opposite spin can interact producing two atoms in
|1, 0〉. These atoms can be initially promoted to |2, 0〉1 due to the µ-wave
and then decay (via hyperfine relaxation) to the ground state releasing an
1 A direct promotion of atoms in |1,±1〉 states in |F = 2〉 is negligible considering that the
linear Zeeman shift among each level is of the order of 400kHz.
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Figure 4.17: Axial width of the Gaussian thermal distribution (a), number of ther-
mal atoms (b), number of condensed atoms (c) and BEC fraction as functions
of time for the atoms occupying the | ↓〉 spin state in the collisionless regime
(crossed-dipole trap) after 7m˙s of TOF. The empty magenta circles correspond to
a condensed fraction equal to N0/N = 0.35, while the solid black circles corre-
spond to a condensed fraction equal to N0/N = 0.23. The behavior of the | ↑〉 is
similar in all four cases. In this configuration, due to a small trap depth, it was
not possible to properly heat the sample and the effect of the heating procedure
was to empty the condensate.
amount of energy higher than the trap depth (E/h = 1.771 GHz). Since this
energy is transferred to the two interacting atoms in term of kinetic energy,
they can be escape from the optical trap. However, it is possible that part of
this energy is transferred to the system so that it can remain at equilibrium.
By means of the single-beam trap, it is possible to overcome some limits im-
posed by the crossed-dipole configuration. To prove that, a similar analysis
to the one done for the crossed-dipole trap is reported in Fig.4.18.
From Fig.4.18, it is visible that σ and NTh are different depending on the
BEC fraction, meaning that the two sample are at different temperatures. In
addition, also in this case, the initial temperature of the sample remains con-
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Figure 4.18: Axial width of the Gaussian thermal distribution (a), number of ther-
mal atoms (b), number of condensed atoms and BEC fraction (c) as functions of
time for the atoms occupying the | ↓〉 spin state in the collisional regime (single-
beam trap) after 7.5 ms of TOF . The empty magenta circles correspond to a con-
densed fraction equal to N0/N = 0.4, while the solid black circles correspond to
a condensed fraction equal to N0/N = 0.1. The behavior of the | ↑〉 is similar in
all four cases. This configuration permitted to control and tune the temperature
of the sample at will.
stant in time, since the number of thermal atoms does not change. However,
in this situation there is a discrepancy (∼ 20%) between the temperature
estimated using σ and NTh. This can be related to the difficulty in estimate
the real number of atoms at such a low temperature and7or deviation from
a Gaussian profile due to interactions.
However, as for the crossed-dipole, we observed a reduction of the BEC frac-
tion during the evolution of the system, proving that this loss phenomenon
is independent of the trap configuration.
The presence of this loss mechanism explains why we were able to observed
only one complete SD oscillation in the collisional regime, where the SD os-
cillation period was of the order of 500 ms.
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The analysis for the | ↑〉 spin component was also done and provides results
consistent with the one reported in Fig.4.17 and Fig.4.18for | ↓〉. In addition,
the condensed fractions were found to be equal within 10% uncertainty.
4.2.3 Measurement of the spin dipole oscillation at finite temperature
As for the zero temperature case, we investigated the spin dynamics of the
system at finite temperature by looking at the SD oscillation both in the colli-
sionless and collisional regime. From the SD oscillation data, we directly ob-
served that the two trapping geometries provide different collisional regimes
for the thermal atoms that show a different dynamics. In both regimes inves-
tigated, we started with a sample close to T = 0 and we heated it by means
of parametric heating (see Sec.3.5).
To measure the SD frequency at finite T, we used the direct method (see
Subs.4.1.4), which was proven to be more reliable. The measurements re-
lated to the collisional regime were taken switching off the compensation
magnetic gradient descibed in Subs.4.1.2 for a few ms before restoring its
initial value. For these data set we used a slightly different setup and, since
the response time of the power supply used to produce the magnetic gradi-
ent is of the order of a few hundreds of µs, we were limited in the lowest
force applicable to the system.
On the contrary, for the collisionless case, we were able to turn on an ad-
ditional magnetic gradient, keeping the compensation one always on. This
enabled us to control the magnitude of the force acting on the atoms with
high precision. This is the reason why, in general, the oscillation amplitude
of the collisionless case is smaller than the one observed in the collisional
regime.
In Fig.4.19 the spin-dipole oscillations in the collisionless and collisionalT < TC case
regimes are reported for the case of a condensed fraction equals to N0/Ntot =
0.3 and N0/Ntot = 0.4 respectively [77].
At finite temperature the binary system is composed of four fluids, being
the two spin components of the thermal and condensed atoms. To distin-
guish between the spin components we keep using the labels | ↑〉 and | ↓〉,
while to discern between the thermal and condensed atoms I introduce the
labels T and 0, respectively. In this framework, the spin-dipole oscillation
of the system is characterized by the relative motion of the condensed and
thermal distributions, which are defined as
S0 = x0↓ − x0↑ ST = xT↓ − xT↑ . (4.17)
To independently identify the centers of mass of the thermal and condensed
fraction, a modified bimodal fit was implemented, allowing independent
identification of the centers of mass of the Gaussian and inverted-parabola
profiles.
In Fig.4.19(a,b) the horizontal axis corresponds to the holding time thold, nor-
malized with respect to the specific axial trap period.
The behavior of the condensed fraction is similar in both cases, showingBEC behavior
a persistent spin oscillation, not only in the case of a collisionless regime
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Figure 4.19: (a) Spin-dipole oscillation of the condensed S0 (blue) and thermal ST
(red) part in the collisionless regime for a mixture with N0/N = 0.3. (b) Spin-
dipole oscillation of the condensed S0 (blue) and thermal ST (red) part in the
collisional regime for a mixture with N0/N = 0.4. (c) Sketch of the four-fluid
system without (left) and with (right) an external magnetic gradient. The green
and blue colors represent the two spin components, while the external larger and
internal smaller distributions represent the thermal and condensed part respec-
tively.
but also in the collisional one. The observation of this oscillation in the col-
lisional regime is a proof of the superfluid nature of the spin current. In
both cases the value of the SD oscillation frequency is close to the one pre-
dicted by hydrodynamic theory for T = 0 that, indeed, is independent of
the number of atoms and condensate density of the sample. More in detail
the measured value are ωSD/ωx = 0.205(2) and ωSD/ωx = 0.233(5) for
the collisionless and collisional regime, respecitvely. The slightly higher SD
frequency observed in the collisional regime can be ascribed to the large os-
cillation amplitude, which is ∼ 50% of the Thomas–Fermi radius Rx.
The behavior of the thermal clouds is qualitatively different between the Thermal clouds behavior
two regimes investigated. In the collisionless regime, the spin-dipole dis-
placement ST of the thermal clouds oscillates at the same frequency ωSD
measured for the condensed fraction and presents, after an initial transient,
an out-of-phase behavior with respects to S0. In addition, the oscillation am-
plitude AT is smaller than the amplitude of S0, being AT = 0.18(2)A0. This
out-of-phase oscillation is driven by the mean-field repulsive interaction of
the thermal component with the condensate and can be predicted by study-
ing the SD polarizability of the system.
On the contrary, in the collisional regime, the relative motion of the thermal
components shows a fast relaxation due to interactions among atoms. This
damping happens on a timescale of a few ms, being compatible with the
timescale estimated above TC (see Fig.4.20) and computed theoretically us-
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ing Eq.4.9.
Regarding Fig.4.19, it is worth mentioning that the spin dynamics was inves-
tigated at different temperatures for both regimes showing no relevant de-
pendence on the condensed fraction. Finally, it is also important to mention
that for the collisional configuration, due to the loss mechanism described
in the previous section, it was not possible to explore timescales longer than
500 ms, which roughly corresponds to one period of the SD oscillation. .T > TC case
To have an additional proof that two different regimes were investigated,
the relative motion of the thermal spin components ST above TC was studied
(see Fig.4.20).
Figure 4.20: Spin thermal current ST above TC as a function of the normalized
holding time for collisionless (a) and collisional (b) regime.
In the case of collisionless regime the thermal spin current presents sev-
eral oscillations before being damped, while for the collisional regime an
overdamped motion is observed. The collisional times τ↑↓ are obtained from
the data using a damped sine and exponential function for the collisionless
and collisional regime, being ωτ↑↓ = 11(2) and ωτ↑↓ = 1.2(4) respectively.
These values are in good agreement with the theoretical estimate that pre-
dicts ωτ↑↓ of a few tens in the collisionless regime and of the order of unity
in the collisional one.
In addition, it is important to mention that the density dipole oscilla-Density current
tions,i.e., the motion of the center of mass of the condensed and thermal
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parts, are not damped in the collisional regime (and also in the collisionless
regime). The center-of-mass oscillations are defined as
D0 = x0↑ + x
0
↓ and DT = x
T
↑ + x
T
↓ (4.18)
for the condensed and thermal part respectively and are reported in Fig.4.21.
Figure 4.21: Center of mass oscillation of the total condensed (blue) and thermal
(red) part as a function of the normalized holding time for the collisional regime.
Data taken after 7.5 ms of TOF in SG configuration with roughly the same BEC
fraction between the two spin components.
As shown in Fi.4.21, the condensed and thermal part oscillate in phase
without damping. This means that the overdamped oscillation of ST ob-
served for the collisional regime is only due to spin drag effect and that
it was not ascribable to anharmonicity of the system.
Regarding the spin-dipole oscillation, it is worth mentioning that close to Landau critical velocity at
the borderthe BEC border, the Landau critical velocity (Subs.1.2.1) is vanishingly zero,
being related to the density of the sample. Differently from the the center-
of-mass oscillation in the single component case, in our mixture, for small
oscillation amplitude, the absence of friction near the BEC border is due to
the fact that the spin velocity is strongly suppressed near the surface of the
condensate.
4.2.4 Measurement of the static polarizabiliy at finite temperature
Differently from the SD dynamics, the SD polarizability P shows a tem-
perature dependence, which was investigated both experimentally and theo-
retically. This temperature dependence is associated to interactions between
the BEC and thermal clouds.
A major difference with respect to the T ∼ 0 case, comes from the need to
discern between SD polarizability of the condensed and thermal part. In fact,
at finite T, the polarizability of the BEC (P0) and of the thermal cloud (PT)
show different behaviors.
This set of experimental data was taken only in the collisional regime, while
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the theoretical simulations were computed in both regimes, even if no signif-
icant difference is expected between the two regimes.
The experimental sequence used to measure the static polarizability is the
same as the adiabatic measurement taken in the T ∼ 0 case, which is ex-
plained in Subs.4.1.4. Using the adiabatic procedure, we studied the static
SD polarizability at two different condensed fractions, N0/N = 0.4 and
N0/N = 0.1. In Fig.4.22 the relative displacement S0, ST of the condensed
and thermal spin components is reported as a function of the induced dis-
placement of the trap minima.
Regarding the condensed fraction, it is visible that the lower the tempera-
ture of the system, the higher the spin dipole S0. In fact, when N0/N = 0.1,
S0 slightly exceeds 40 µm , while when N0/N = 0.4, S0 is almost three times
larger.
By looking at the thermal components,we observed that in both cases the be-
havior of ST is deeply different from the one of S0. In general, the two curves
appear flatter and the poor signal to noise prevents a precise estimation of
PT.
From the data reported in Fig.4.22 we extract the value of the SD polarizabil-
ity by performing a linear fit around the origin. In particular the estimate
of the polarizability is done taking into account not only the uncertainty of
the linear fit, but it includes statistical and systematic errors, as well as the
uncertainty in the estimation of the linear region. Eventually, the SD polariz-
abilities were estimated as P0 = 58(6) and PT = −3(3) for the N0/N = 0.4
case. From the analysis at N0/N = 0.1 instead, we found P0 = 19(3) and
PT = 0(2). The total polarizability Ptot can be computed considering that
Ptot =
N0P0 + NTPT
N
. (4.19)
The estimated value of P0, PT and Ptot can be compared with the theoretical
simulation only for the case of N0/N = 0.4. In fact, when the temperature
increases the Thomas–Fermi radius shrinks and, when the system is close to
the critical temperature, the size of the BEC is comparable to the spin heal-
ing length ξs (see Sec.1.2), so that our theoretical predictions are no longer
reliable. Although a direct comparison between theory and experiment in
the case of N0/N = 0.1 is not possible, it is worth to underline that when
the system reaches the critical temperature, it is expected to behave like a
non-interacting system, whose polarizability is equal to 1. This is consistent
with the reduction of the polarizability observed approaching TC from be-
low.
In Fig.4.23 the comparison between the experimental data of the polarizabil-
ity contributions at N0/N = 0.4 and the theoretical simulation calculated at
x0/Rx = 0.001 for the collisional and collisionless regime is reported.Temperature dependence and
thermal contributions As it is visible, the experimental points are in agreement with the theoret-
ical prediction. Unfortunately, it was not possible to experimentally explore
a wider range of temperature due to some issues which are discussed at the
end of this subsection.
Even more than the agreement between theory and experiment, what is sur-
prising in Fig.4.23 is the increase of P0 as a function of T. This unexpected
behavior can be understood considering that when rising the temperature,
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Figure 4.22: Spin displacements S0, ST for the thermal (red) and condensed compo-
nents (blue) of the mixture as a function of x0 for N0/N = 0.1 (a) and N0/N = 0.4
(b) measured in the collisional regime. Each data point is the average of five dif-
ferent measurements and the error bar is its relative standard deviation. From
these data, we extract the value of polarizability P0, PT performing a linear fit
in the linear region around the origin. In (a) the inset reports the atomic den-
sity distributions n↑↓(x, 0, 0) are reported for the [1] thermal and [2] condensed
atoms.
interactions between thermal and condensed atoms are no longer negligible.
In addition to this phenomenon, another relevant aspect was highlighted by
the theoretical simulations and regards the behavior of the thermal atoms. In
fact, from Fig.4.23, it is clear that the polarizability of the thermal component
is negative and increases with temperature. In fact, it turned out that the po-
larizability of the thermal fraction depends on the overlap with the conden-
sate (Fig.4.24). For this reason, we distinguish between the region of overlap
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Figure 4.23: Theoretical and experimental static spin-dipole polarizability as a func-
tion of temperature of the the superuid (blue), the thermal component (red) and
the total component (black). The theoretical calculations were performed for the
collisonless (solid) and collisional (dashed) regime. The static polarizabilities mea-
sured for N0/N = 0.4 are shown (solid dots) and well agrees with the predictions
of theory.
and non-overlap by labeling them as IN and OUT, respectively. The static
polarizability of the internal and external thermal distributions are reported
in Fig.4.24 for the case of x0/Rx = 0.001. From the figure it is visible that
the polarizability of the external atoms is positive and it is close to PThOUT = 1.
On the contrary, the polarizability of the internal atoms is negative and its
absolute value is not close to 1. This is in agreement with what reported in
Eq.1.65, where it is shown that the spin polarization of the internal thermal
distribution is enhanced by the same interaction factor (a + a↑↓)/(a − a↑↓)
affecting the condensed atoms. The total thermal polarizability reported in
Fig.4.23 is thus obtained as
PT =
N INT P
IN
T + N
OUT
T P
OUT
T
NT
(4.20)
From the analysis of the thermal polarizability, it is possible to explain why,
in the collisionless regime, an out-of-phase oscillation was observed. In fact,
considering that the polarizability of the BEC and the whole thermal dis-
tribution have opposite sign, their response to an external perturbation is
also opposite, leading to the observed out-of-phase oscillation (Fig.4.19). In
principle, only the IN thermal atoms are expected to show an out-of-phase
oscillatory behavior, which is induced by the presence of BECs. However,
experimentally it is not possible to discern between IN and OUT.
It is important to underline that the role played by the interaction among
thermal and condensed atoms become less and less important at larger trap
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Figure 4.24: Computed spin-dipole polarizability of the thermal atoms inside
(green) or outside (yellow) the region occupied by the BEC. The theoretical cal-
culations were performed both for collisonless (solid) and collisional (dashed)
regime. The collisional regime shows an higher absolute value of P INT due to the
higher density of nT .
minima displacement (see Fig.1.4), since the role played by interactions de-
creases.
Finally, I want to mention that two main issues made difficult to acquire Relevant issues
extensive experimental data at finite temperature. One regards the atoms re-
distributions after the creation of the binary mixture explained in Subs.1.2.4,
since in the collisional regime the total number of atoms captured by the
dipole trap is relative small, the highest condensed fraction achievable is
about 50%.
The second aspect regards the dimension of the system. In fact, in the single-
beam configuration the system presents an aspect ratio ω⊥/ωx 100. In such
a situation, probably due to phase fluctuations along the BEC extension, in-
terference effects appeared and affected the imaging, making difficult a clear
signal detection.
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One goal of my PhD research was to develop a magnetic shield that will be
used to perform new classes of experiments with ultracold gases in a mag-
netically controlled environment. An example of experiments of this kind is
represented by studies of two-component BECs in different internal states
in the presence of coherent coupling. In order to preserve coherence in time
between the two states it is essential to stabilize the magnetic field so that the
coupling frequency is maintained on resonance with the atomic system. In
our case, the coupling will act on the |F = 1, mF = ±1〉 spin states of sodium,
whose Zeeman separation at low magnetic field is equalt to 2 · 700 kHz/G.
Since we need to investigate the system for hundreds of ms, therefore the
field stability in the atomic region should be better than tens of µG.
Before choosing the final shield geometry, several theoretical studies were
done via finite element numerical simulations. From these simulations, we
studied the effect of different parameters characterizing the shield and, fi-
nally, we chose the shield geometry.
The chapter is divided into two parts. The first part, which includes Sec.5.1
and Sec.5.2, is devoted to the theoretical description of magnetic shielding
and to an overview on passive shielding.
The second part, which is composed of Sec.5.3 and Sec.5.4, is devoted to the
practical realization of the shield. Here, both requirements that the shield
must fulfill and results of simulations are reported. Finally, at the end of
the chapter, the chosen design and its theoretical shielding efficiency are
presented.
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5.1 introduction to magnetic shielding
The need to work in the presence of a stable and well-controlled magnetic
field is the key ingredient of many experiments in a wide range of scientific
area. Atom interferometry and microgravity [127, 128], ultra cold atomic
physics [129, 130, 131], electron microscopy [132] and nuclear magnetic res-
onance [133] are just few examples of experiments in which a control on ex-
ternal magnetic fields is required. The control should guarantee attenuation
and stability against the Earth’s magnetic field and residual magnetic fields
generated by electrical instruments and, more generally, by magnetized ob-
jects. The needed level of this control varies depending on the experiments
and, usually, ranges from 10−3 Gauss to 10−6 Gauss. In general, two different
types of magnetic shielding can be distinguished: active and passive.
Active magnetic shielding is based on the use of electromagnets to gener-Active and passive magnetic
shielding ate a magnetic field opposite to the unwanted one. It has the advantage to
have a low cost and a light weight but, it requires a real-time and accurate
magnetic field monitoring which can be difficult to implement.
The passive magnetic shielding is based on the use of materials having a
large magnetic permeability µr that offer a preferential path along which the
magnetic field can flow. They present the advantage of being high-performance
and easy to use, but they are generally expensive and bulky.
Both these shielding techniques can be successfully used to control static or
oscillating magnetic fields. However, in the case of passive magnetic shield-
ing, the choice of the material depends on the type of field to screen (see
Sec.5.2).
We chose to build our magnetic shield by means of passive magnetic shield-
ing (keeping the option to add active stabilization in the future), thus, in the
following, I will focus my attention on this technique.
5.2 passive magnetic shielding
Passive magnetic shielding requires different materials depending on the
frequency of the magnetic field to attenuate. Usually, DC or quasi-static mag-
netic fields (up to a few hundreds of Hz) are screened using high magnetic
permeability materials, while for AC fields (from kHz or higher frequency)
highly conductive material are recommended.
Depending on the material parameters two different shielding mechanisms
can occur, namely flux shunting and eddy-current cancellation.
When dealing with the flux-shunting technique, the spatial distribution of
the magnetic field is modified and the lines of the magnetic induction are
moved away from the shielded region. The distortion of the magnetic field
distribution depends on the material physical parameters, the shield geome-
try and the frequency of the magnetic source.
The flux-shunting mechanism is related to the behavior of the magneticDC shielding mechanism
field ~H and of the magnetic induction (or flux density) ~B, which is gov-
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Figure 5.1: Magnetic field distribution at the interface between air and a cylindri-
cal highly-conductive (AC) (a) and ferromagnetic (DC) (b) shield in the case of
uniform external field. Images from [134].
erned by Maxwell equations. For a linear, homogeneous, isotropic, and non-
dispersive material the constitutive relation which links ~H to ~B is
~B(~r, t) = µ~H(~r, t) = µrµ0~H(~r, t), (5.1)
where µ0 and µr are the magnetic permeability of vacuum and of the ma-
terial, respectively. Ampere’s and Gauss’s laws require that, in absence of
currents, the tangential component of ~H and the normal component of ~B are
continuous across material discontinuities. To satisfy these requirements, at
the interface between different media, both the magnetic field and the mag-
netic induction can change their direction abruptly. Let us use Fig.5.1(b) as
a reference, where the case of air-ferromagnetic interface is considered (for
more detail on ferromagnetism see Subs.5.2.2). On the air side, the magnetic
field is pulled toward the ferromagnetic material nearly perpendicular to
the surface. Since the normal component of ~B must be the same in the two
media, due to the high permeability of ferromagnetic materials the magnetic
field penetrates nearly tangential into the shield. The higher the value of µ,
the stronger the bending of the magnetic induction, hence the shielding effi-
ciency [134, 135].
Since the relative permeability of the ferromagnetic materials decreases as
a function of the field frequency, this technique is particularly suitable in
case of DC or low-frequency fields (up to a few hundreds of Hertz as shown
in Fig.5.2). In addition, another factor that influences the shield performance
is its geometry, which is the main topic of Sec.5.4.
The eddy-current cancellation mechanism is related to the presence of a AC shielding mechanism
time-dependent magnetic field and an highly-conductive material. Accord-
ing to Faraday’s law, an AC magnetic field induces an electric field which, in
the presence of a conductive medium, can produce electric currents known
as eddy currents. These currents give rise to a magnetic field opposite to
the incident one, so that the general result is the forcing of the magnetic
field to run parallel to the surface of the shield (Fig.5.1(a)). Note that this
mechanism occurs in any electrically conducting material, regardless of its
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Figure 5.2: Image from [Magnetic Shield Corp.] showing the response of the rel-
ative permeability of a Mu-Metal toroidal core as a function of frequency. This
frequency response should not be construed as the general response of the ma-
terial, since it can changed depending on the geometry of the core and on the
external magnetic field.
magnetic properties. In addition, the boundary conditions to satisfy in this
framework are opposite to the DC case, being the normal component of ~H a
conserved quantity.
In general, the thickness of the shield is a fundamental parameter which
should be compared with the skin depth δ, for instance in the AC case. The
skin depth corresponds to the characteristic length at which the magnetic
induction can penetrate into the material before being suppressed by eddy
currents. Efficient magnetic shielding can occur only if the thickness of the
shield is larger than the skin depth and, since the inductive coupling with
the AC field is proportional to the area which intercepts the source flux, a
better performance is expected for larger shields (at fixed thickness).
Since we are mainly sensitive to DC and low-frequency (up to a few tens
of Hz) magnetic fields, our shield is composed of high magnetic permeabil-
ity material, whose characteristics are described in the next sections as well
as some issues relevant for DC magnetic shielding. In addition, considering
that the coherent coupling between the spin states will be of the order of
a few hundreds of hertz, the relevant timescale for temporal fluctuations is
of the order of a few tens of ms so that we can assume that the shielding
efficiency is essentially unchanged (see Fig.5.2).
5.2.1 Magnetic shield shapes performances
One crucial aspect which determines the efficiency of a magnetic shield
is its shape. In general, the design of a magnetic shield should be realized
taking into account the specific requirements of an experiment. Thus, it is
not possible to define a geometry which fits for every situation and a careful
investigation via numerical simulations should be performed (see Sec.5.4).
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However, it is possible to identify some general guidelines to help in defin-
ing the best shield design for a specific experiment.
The ideal shape of a magnetic shield is a sphere or an infinitely long Rules of thumb
cylinder. This is because having sharp corners can lead to flux leakage into
the shield itself. Then, creating shields with rounded edges is always recom-
mended.
Another general rule concerns the use of shields as small as possible. In fact,
for a spherical or cylindrical shield, the attenuation scales as the inverse of
the shield radius at fixed thickness. This is related to the fact that increasing
the size also the amount of magnetic flux density collected by the shield in-
creases. Thus, instead of increasing the size of the shield, it is preferable to
increase its thickness (see Eq.5.2).
Another recommendation regards the manufacturing of continuously ex-
tended shields. When conditions make it impossible to use a single-piece
shield, continuity at corners and transitions should be maintained either me-
chanically with good overlapping contact or through welds.
In addition, the presence of opening and holes is always discouraged since
magnetic field can penetrate trough them. Generally, magnetic fields can
travel into an opening up to five times the diameter of that opening [Amuneal]
and, if it is not possible to ensure a close shield design, some precautions can
be taken to minimize the magnetic field penetration in the internal volume.
For example, in case of open ends in a cylindrical shield, the length of the
shield can be increased in order to maximize the length-diameter ratio.
Similarly, it is possible to add collars around all openings. The length of
these collars should be at least equal to the diameter of the hole and in gen-
eral the longer the better.
Since it is generally difficult to design a shield which satisfies all the Multi-layer shield
properties listed above, a popular strategy is to employ a multi-layer shield.
In this way, the effect of the outer layer is to weaken the magnetic field so
that the inner layer exhibits a better performance. The total results is that
the whole efficiency of a multi-layer shield is higher than the sum of the
efficiencies that would be associated to each single layer. In fact, in first ap-
proximation, the transverse attenuation of a single cylindrical layer is
Asingle =
µrt
2R
, (5.2)
where µr is the relative permeability of the material, t is the cylinder thick-
ness and R its mean radius. In the case of a multi-layer shield with n layers,
Eq.5.2 becomes
Amulti = An
n−1
∏
i=1
Ai
[
1−
(
Ri
Ri+1
)2]
, (5.3)
where Ai is given by Eq.5.2 [136].
A similar shielding attenuation behavior is expected longitudinally to the
shield, where the attenuation can be computed as [137, 128]
Amulti = An
n−1
∏
i=1
Ai
[
1−
(
Li
Li+1
)]
, (5.4)
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where Li is the length of the i-th cylinder.
As anticipated before, these are simply general limits and formulas that
should be kept in mind when designing the shield. Anyway the final design
should be chosen only after having performed simulations to highlight the
effect of each parameter of the shield in the specific experimental case.
5.2.2 Materials
When dealing with DC (or low-frequency) magnetic fields, the best shield-
ing performance is reached using high permeability materials. The magnetic
permeability defines the ability of a material to support a magnetic flux den-
sity ~B.
Usually three different classes of materials can be distinguished, depending
on the value of µr:
• diamagnetic: µr < 1 and small in modulus;
• paramagnetic: µr > 1 and small in modulus;
• ferromagnetic: µr > 1, non linear and generally large in modulus.
Since we are interested in having a large µr, we will focus our attention to
ferromagnetic materials.
Ferromagnetic materials are characterized by a magnetic permeabilityFerromagnetic materials
properties which changes depending on the modulus of ~H and by the presence of a
residual magnetization Mr when the external field is turned off, thus, Eq.5.1
can be rewritten as
~B = µ0
(
µr(H)~H + ~M
)
(5.5)
The non-linear behavior of µr and the residual magnetization Mr are visible
from the hysteresis cycle, which represents the response of the material to
an external magnetic field (see Fig.5.3). Another relevant property of ferro-
magnetic material is the saturation threshold, which corresponds to the max-
imum flux density that can be sustained by the material. Microscopically the
saturation regime corresponds to the situation in which all the magnetic do-
mains of the material particles are aligned with the external field.
Among all ferromagnetic elements and alloys, one of the most commonA few examples
material used for magnetic shielding is Mu-Metal, which is a magnetically
soft1 alloy. It is composed of 80% of nickel, 5% of molybdenum and iron
to balance. This material saturates at 0.75T (80A/m) and it has a magnetic
permeability of 470000 at 0.4A/m [Magnetic shields]. Mu-Metal permits to
reach high shielding efficiency but it saturates with quite small magnetic
fields.
A material which presents a smaller permeability, but saturates less easily
is Supra-50. It is an alloy composed of 48% of nickel and 48% iron. It sat-
urates at 1.5T (800A/m), has a maximal magnetic permeability of 200000
and, compared to Mu-Metal, is magnetically less soft.
In general, the performances of ferromagnetic materials are highly sensi-Annealing procedure
tive to the history of the material itself. For this reason, to guarantee the best
1 A material is said magnetically soft when the coercive field required to cancel the residual
magnetization is small.
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Figure 5.3: Experimental hysteresis curve of a Mu-Metal foil taken from [Thorlabs].
magnetic permeability, an annealing procedure is recommended after man-
ufacturing. This procedure consists of a heat treatment up to 1200◦C per-
formed in a controlled environment (typically Hydrogen) able to alter the
micro-structure of the material and to relieve any residual tension. In fact,
the permeability of these materials is extremely sensitive both to elastic and
plastic strain. In case of elastic strain, which corresponds to a distortion of
the crystal lattice, a sequence of demagnetization procedures (see Subs.5.2.3)
can be enough to restore the original performance. Instead, when a dislo-
cation of part of the crystal lattice occurs (plastic strain), a new annealing
procedure should be applied.
5.2.3 Degaussing
Ferromagnetic materials are characterized by the presence of a residual
magnetization Mr even when no external magnetic field is applied. Since
this magnetization can reduce the performance of the shield, a procedure to
suppress Mr is generally required. The most common procedure used goes
by the name of degaussing or demagnetization. The basic idea of degaussing
is to gradually decrease the magnetization of the material by means of an
oscillating external magnetic field, whose amplitude is gradually reduced to
zero as sketched in Fig.5.4.
The ideal degaussing procedure requires to have no surrounding mag-
netic fields and no magnetic part inside the shield. It also requires that the
oscillating magnetic field runs along a close pathway in the material to treat,
since surface degaussing is not so efficient. This last requirement can be sat-
isfied, in the case of cylindrical shields, by wounding a coil (degaussing coil)
around the long axis of the shield itself. In the case of multi-layer shields, it
would be preferable to wound a coil around each layer and when, for differ-
ent reasons, it is not possible to degauss separately each layer of the shield,
it is recommended to degauss at least the innermost layer [128].
The degaussing electromagnets must be supplied with alternating current
such that the produced magnetic field is strong enough to reach the satura-
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Figure 5.4: (a) Oscillating magnetic field ~H gradually reduced to zero. (b )Hysteresis
loop of the material during the degauss procedure. Picture (a) from [138] and
picture (b) from [139].
tion regime. Then the current intensity must be turned down to zero slowly
enough to ensure that the magnetic domains react to the applied magnetic
field.
From a microscopic point of view, degaussing works as follows: initially,
above the saturation threshold, all magnetic domains are aligned with the
magnetic field. Then the alternating magnetic field changes the orientation
of all domains which will start to have a random orientation since they re-
spond to different field intensities. As a result, when ~H is zero, the residual
magnetization ~Mr will be zero as well.
In our shield, a specific aperture to host the degaussing coil cables was de-
signed in order to guarantee the possibility of degaussing the material, as
well as to have an access for antenna and electromagnets cables.
5.3 shield constraints
In the previous section, the main features concerning passive magnetic
shielding were presented. It was pointed out that, even if some general
guidelines can be followed, a good approach consists in performing simu-
lations to find out the best shield design for a specific experiment given the
specific constraints imposed by the experimental setup and the goal of the
experiment. In our case the final goal of the shield was outlined at the begin-
ning of the chapter, while the experimental setup constraints are reported in
the following.
In this section, all mandatory characteristics that our shield should have are
described.
The main geometrical constraints come from the design of the UHV cham-Experimental setup geometry
ber which hosts the atomic sample. This UHV cell is a quartz octagonal
shaped cell which is sustained by a horizontal tube of 12.5 mm radius and
about 80 mm length, directly connected to the main vacuum apparatus (see
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Figure 5.5: Top (a) and side (b) view of the quartz cell. In both cases the orange
spot represents the region of ∼ 1 cm3 where the atoms are collocated. In addition
the area where the magnetic shield could be located is highlighted in azure.
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Fig.5.5). One of the eight flat side faces of the cell is welded to the tube used
to support the cell itself, while the remaining seven faces have a 19mm di-
ameter window each. Two extra 58.4mm diameter windows are located at
the top and at the bottom of the UHV cell. The seven small windows are 4.8
mm thick, whereas the two largest windows are 7.8mm thick to prevent the
window stress induced by atmospheric pressure. Since the BEC, whose typi-
cal extension is of a few hundreds of µm, will be created at the center of the
quartz cell in a region of about 1 cm3 (the region of interest), all the windows
have anti-reflection coating (R∼ 0.02% on the spectral range 500÷ 1100 nm)
on both sides in order to guarantee an excellent optical access of the laser
light. The outer distance between two parallel faces is about 75 mm, while
the distance between the center of the UHV cell and the edge of the vacuum
apparatus (up to the head of the screws used to fix the flange on which
the quartz tube is mounted) is about 106 mm. Thus, to have the region of
interest at the center of the shield, the smallest radius of the shield can be
rmin = 38 mm and the largest rmax = 105.5 mm.
For what concerns the height of the shield the only limitation is given by the
presence of the optical table on which the vacuum apparatus is mounted,
which is 350mm below the center of the quartz cell. Thus the total height of
the outermost cylinder should be smaller than 700mm.
In addition to the geometrical constraints imposed by the setup geome-Optical access
try, there are further constraints imposed by the experiment that we want to
perform with the magnetic shield. In fact, since we want to study BECs, we
need to have an optical access to manipulate and probe atoms. This optical
access can be provided by the presence of holes in the shield. The position
and size of the optical apertures were chosen by considering the experimen-
tal sequence that we will employ during the experiment. In particular, a set
of ten apertures is implemented in the shield design and, since the largest
beam that we plan to use is 12.5 mm radius, all holes have a diameter of
30 mm (taking into account the extra space needed for the optics supports).
Two apertures are along the vertical symmetry axis, while the others are lo-
cated along the circumferences of the shielding layers displaced by 45◦ one
from the other and they are centered at half the height of the shield. One of
these apertures is meant to enclose the glass tube which connects the UHV
cell to the vacuum apparatus.
Another aspect to be taken into account for the shield design is the pos-Degauss
sibility to perform a degauss procedure (see Subs.5.2.3 and to send RF and
µ-wave signals thanks to specific antennas. Thus, an additional pair of aper-
tures is included in the shield design in order to guarantee an access to the
cables of the degaussing electromagnets and the antenna’s cables that will
be placed around each shielding layer. These two holes, whose diameter is
10 mm, are located at the top and at the bottom of the shield being slightly
displaced with respect to the circumference’s center.
Finally, a crucial requirement for the realization of the experiment is theInternal electromagnets
presence of (at least) a pair of electromagnets inside the shield. These elec-
tromagnets, whose internal radius is 46mm, are used to generate either a
quadrupole magnetic field (for the MOT) and a uniform magnetic field (for
instance to define the quantization axis and fix the Zeeman splitting). They
are placed around the two vertical large windows of the UHV cell. These
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electromagnets will be used during the experimental sequence to produce a
static field of about 0.1 G and a magnetic gradient of more than 20 G/cm.
The presence of the electromagnets plays a crucial role on the final design
of the magnetic shield since the saturation threshold of the innermost layer
could be reached causing a decrease of the shielding efficiency. Thus, spe-
cific simulations on the effect of internal magnetic fields and gradients were
performed (see Subs.5.4.3).
5.4 finite element method simulations
In this section I present the all simulations performed in order to find
the best design, which should be able to satisfy all our requirements and
constraints. Studying individually the role played by different parameters, it
was possible to design a magnetic shield that according to the simulations
will guarantee a stability of the magnetic field in the range of micro Gauss
through the attenuation of external perturbations by more than four orders
of magnitude.
5.4.1 Introduction to finite element method (FEM)
The efficiency of magnetic shielding depends deeply on the design of the
shield, which can be different from one experiment to the other. The most
used procedure to simulate the effect of a given shield, is based on the fi-
nite element method2 (FEM), which is suitable to numerically solve differ-
ential equations with boundary conditions and/or initial value problems.
The operating principle of FEM is the replacement of continuous functions
by piecewise approximations, usually using polynomials. These approxima-
tions are done by dividing the region where the differential equations should
be solved into several sub-regions called finite elements (or mesh). In case
of a 3D simulation, these elements can be tetrahedrons, pyramids, bricks or
prisms and the choice of the element shape depends on the geometry of
the object to study (see Fig.5.6). Within each element the solution is approxi-
mated by a function that depends on its vertex values. The overall solution is
determined once all vertex values of the whole system have been found and
combined. Proceeding in this way, it is possible to study complex systems,
without losing information on local effects. In addition, since each element
can be treated independently, different materials and/or physical properties
can be attributed to each sub-region.
In our case, the software used to perform simulations is Comsol multi-
physics, which permits to simulate a large variety of problems, also taking
into account several physical phenomena simultaneously.
5.4.2 Number of layers
As anticipated in Sec.5.2, a way to increase the attenuation efficiency of
a magnetic shield is to use a multi-layer geometry. Since we aim to obtain
2 Sometimes it can be labeled as finite element analysis (FEA).
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Figure 5.6: Two different mesh configuration for the same 3D model. On the left
only tetrahedrons are used, while on the right a combination of tetrahedrons,
bricks and prisms is reported. Image from [Comsol Multiphysics].
a stability of the magnetic field at the level of µG, we planned from the be-
ginning to use a multi-layer shield. In the literature most works report on
shields with at least three layers and thus and we opted for a four-layer as
configuration. From the simulations it turns out that adding an additional
layer, the magnetic attenuation is improved by a factor 3 reported in Fig.5.7.
In the figure the value of |~B|(x, 0, 0) and |~B|(0, 0, z) are reported in case of
an external magnetic field aligned along zˆ. From this figure, one sees that
the effect of the fourth layer is not only of reducing the absolute value of
the magnetic flux, but also providing a more uniform field, especially along
the horizontal plane. For these reasons, we decided to work with a four-layer
configuration. To perform this simulation we use a simplified geometry com-
posed of three or four concentrically cylinders, which are exposed to a uni-
form magnetic field of 1 G. The innermost cylinder has an internal radius of
60 mm, it is 120 mm high and 1 mm thick. In this simulation, each next layer
is increased by 40 mm both in diameter and height. In addition, in order
to save computational time and memory, the magnetic permeability of this
specific simulation is set to 4000, which corresponds to a conservative value
with respect to the actual response of Mu-Metal.
5.4.3 Saturation
To perform the new experiment we need to apply magnetic fields and
gradients inside the magnetic shield. This, in general, is not a problem, pro-
viding that the intensities of the applied fields are low with respect to the
saturation threshold Bsat of the material used for the shield. This is a crucial
requirement since the high permeability of the medium, hence its screening
efficiency, is guaranteed only if Bin < Bsat. We performed several simula-
tions in order to verify this requirement. The goal is to check whether the
innermost layer of the shield, which is the one directly exposed to internal
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Figure 5.7: (a) Sketch of the shield design used to simulate the effect of the fourth
layer (dashed). Magnetic density flux B along (x, 0, 0) (b) and z-component of the
magnetic density flux along (0, 0, z) (c) of a (blue pentagons) three and (black
dots) four layer magnetic shield with an external magnetic field of 1 G along zˆ.
magnetic fields, is able to sustain, without saturating, the magnetic fields
that will be applied during the experimental sequence. The role of the thick-
ness and of the distance from the magnetic field source was investigated as
well.
From the simulations it is clear that the effect of increasing the thickness of
the layer is not only to reduce the value of magnetic flux density flowing in
the medium, but also to slightly reduce the sensitivity to the vicinity of the
source (see Fig.5.8). In addition, the simulations show that the configuration
in which the experiment will be performed can not saturate the innermost
layer of the shield, being the maximum magnetic flux propagating in the
shield much lower than Bsat.
In order to study the role of the thickness and distance from the source, Role of thickness and
distance from the sourceI considered the magnetic field produced by two coils placed around the
two vertical windows of the quartz cell having a mean radius and a relative
distance of 31 mm, thus able to produce both a quadrupole and a uniform
magnetic field. The value of the current flowing in the coils was chosen such
that a magnetic gradients of up to 100 G/cm are created. Then a single cylin-
der placed around the coils of external height 70 mm, initial external radius
of 40 mm and variable thickness (1 and 2 mm) was modeled. Since these
simulations aim to study the saturation level of the shield, the permeability
used in this case is the one of the Mu-Metal (Fig.5.3) which depends on the
magnetic field ~H applied.
In this framework I checked the maximum value of the magnetic flux Bmax
flowing inside the shield (in the zˆ = 0 plane) as a function of the shield’s
radius for both values of the magnetic gradient. The results obtained are
reported in Fig(5.8). From this graph we can extract many information. As
expected, increasing the distance between the shield and the magnetic field
source has the effect to lower the magnetic flux inside the shield, as well
as increasing the thickness. It is interesting to note that the flux is more
106 magnetic shield
Figure 5.8: (a) Sketch of the shield geometry used to simulate the role of the thick-
ness and the distance from the coils. The two thickness used for the cylinder are
1 (black) and 2 (blue) mm, the height is 70 mm and the radius is varied from 40 to
55 mm (three adjacent arrows). (b) Maximum value of the magnetic flux density
B inside the magnetic shield as function of the shield’s radius in the zˆ = 0 plane
in the presence of a 100 G/cm magnetic gradient. The black dots refer to the case
of 1 mm of thickness, whereas the blue triangles refer to the case of a cylinder
2 mm thick. The solid lines are the exponential fits giving the decays reported in
the insert. The value of Bsat are ∼ 0.7 and ∼ 1.5 T for Mu-Metal and Supra-50,
respectively.
5.4 finite element method simulations 107
than halved when the thickness is doubled. For example, when the radius
is 40 mm, Bmax1 mm = 0.33(1)T and Bmax2 mm = 0.15(1)T and I recall that the
value of Bsat is of the order of 0.7 T for Mu-Metal. Moreover the decay rate of
the magnetic flux as a function of the radius is higher for smaller thickness.
This phenomenon emphasizes even more the importance of having a thicker
layer, which can guarantee a better performance for smaller shields.
An additional information obtained by the simulation is the value of |~B| in-
side all the shield geometry (thus not only in the zˆ = 0 plane). For the case of
a 1 mm thick layer of Mu-Metal, in the presence of a 100 G/cm gradient, the
maximum value of |~B| was close to the saturation threshold of Bsat ∼ 0.7 T.
In fact, close to the edge of the cylinder, it was of the order of 0.5 T. Con-
sidering that this simulation was performed for a simplified configuration
where, for example, apertures were not modeled, we decided to use a dif-
ferent material for the innermost layer: a 2.5 mm thick layer of Supra-50 (see
Subs.5.2.2) in order to further suppress saturation problems.
In order to verify if the 2.5 mm thick layer of Supra-50 is able to sustain Saturation realistic
simulationthe magnetic field gradient that will be used during the experimental se-
quence, we performed a more realistic simulation. In particular, keeping
fixed the size of the coils, a cylinder of 211 mm height and 54 mm radius
was designed. The cylinder was modeled with all 11 apertures as described
in Sec.5.3. It was exposed to a magnetic gradient of the order of 50 G/cm,
which is higher than the gradient required during the experiment. The re-
sult of the simulation is reported in Fig.5.9, where it is reported the value of
|~B| around all the surface of the shield. The maximum value of |~B| is around
250 G, which is well below the saturation value of Supra-50 (~Bsat = 1.6 T).
Thus, even considering a discrepancy between theoretical simulations and
real response of the material, we can consider unlikely to saturate the Supra-
50 layer during the experimental sequence.
5.4.4 Inter-layer distance
Another aspect to study is the role of inter-spacing between adjacent lay-
ers with respect to the dimension of the innermost layer. In the literature
evidence of the attenuation scaling as a function of layer radii is reported in
[140]. In this work, which is based on a three-layer cylindrical configuration,
authors suggest to use cylinders whose radius is double than the inner one
(cylinders whose radius increases by doubling at each layer). Unfortunately,
due to space limitations, we cannot adapt this criterion in the radial direc-
tion.
However, it is important to remind that in cylindrical shield geometries,
the poorer attenuation is expected along the axial direction (see Eq.5.3 and
Eq.5.4). For this reason, and since our space constraint in the vertical axial
direction are looser, we investigate the role of axial inter-layer distance. In
particular, we are interested in understanding the role of initial size of the
innermost layer with respect to inter-layer distance.
At first, we have investigated the role of the height of the innermost layer,
which is increased in steps of 20 mm, while the inter-layer distance is kept
fixed at 10 mm each side. The result of these simulations shows that increas-
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Figure 5.9: Magnetic flux density intensity B inside the inner shield in the presence
of magnetic gradient of 50 G/cm produced by means of electromagnets located
inside the shield. The skeleton of the cylindrical shield corresponds to the black
solid lines.
ing the length of the system has a double benefit. On the one hand it in-
creases the shielding efficiency, on the other, it helps having a more homoge-
neous residual magnetic field inside the region of interest (see Fig.5.11). The
absolute values of ~B at the center of the shield for three different configura-
tions are reported in Table(5.1).
Lin [mm] 84.1 104.1 124.1
Bres [µG] 416 197 154Table 5.1: Residual magnetic field intensity Bres measured at the center of the four-
layer magnetic shield as a function of the initial height of the shield Lin with an
external magnetic field of 1 G along xˆ. Here the total inter-layer axial distance is
20mm (10mm each side).
A similar analysis was done keeping the height of the innermost layer
fixed at 84 mm and varying the total inter-layer distance dinter from 20 to
603 mm as sketched in Fig.5.10. The values of B at the center of the shield are
reported in Table(5.2).
3 Note that these simulations were performed before defining the actual geometry of the ex-
perimental setup, hence not considering real space constraints.
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Figure 5.10: Sketch of the shield geometry used to simulate the role of the height
of the innermost layer Lin (a) and the role of inter-layer distance dinter (b). In the
figure the octagonal cell and the internal electromagnets (red) are drawn at the
center of the shield, as well as the thickness of each layer. All measurements are
in mm. The three adjacent arrows reported in both figures, represent the quantity
which was varied during the simulation.
dinter [mm] 20 40 60
Bres [µG] 416 69 43Table 5.2: Residual magnetic field intensity Bres measured at the center of the four-
layer magnetic shield as a function of the total inter-layer spacing dinter with an
external magnetic field of 1 G along xˆ. The height of the innermost layer is fixed
at 84.1 mm.
As one could expect, by increasing the distance between adjacent layers it
is possible to reduce the residual magnetic field at the center of the shield.
In particular, its absolute value is smaller than the one observed when the
sizes of all layers are rigidly increased. Concerning the homogeneity of the
magnetic field inside the shield, increasing the inter-layer distance helps ob-
taining a more uniform ~B in the region of interest. These simulations also
show that increasing the inter-layer distance from 10 to 20 mm produces a
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Figure 5.11: Detail of the residual magnetic field intensity Bres along(0, 0, z) as a
function of the initial height of the shield Lin with an external magnetic field of
1 G along xˆ. Here the total inter-layer axial distance is fixed at 20mm (10mm each
side).
considerable improvement both in terms of homogeneity and attenuation,
while increasing dinter does not bring substantial benefits.
All these simulations were realized considering the geometry reported in
Fig.5.10, where the innermost layer has a radius of 57 mm, it is 84 mm high
and the external magnetic field is oriented along xˆ or zˆ. The different ori-
entations of the external magnetic field produce similar results, thus we de-
cided to fix the inter-layer distance close to 20 mm and to largely increase
the length of the innermost layer. This elongated design permits to obtain a
good shielding performance (see Sec.5.4.6) also in the axial direction which,
generally, is the less efficient when dealing with cylindrical geometries.
5.4.5 Collar
Another possibility to consider is the employ of collars around the holes
of the shield. In fact, as already explained in Subs.5.2.1, in presence of open-
ings the external magnetic field can penetrate in the shielded region and one
way to prevent it is to add collars around each hole.
In our case, since we have no possibility to put collars around the inner cylin-
ders due to geometry constraints, we only simulate the presence of collars
around the holes of the outermost layer.
As for the other simulations we have studied the effect of an external field
B = 1 G pointing both along x and z directions. The results show that the
presence of collars helps reducing the magnetic field close to the shield walls,
while at the center of the shield their contribution is not appreciable. In addi-
tion, even if the absolute value of ~B is slightly smaller, its spatial stability is
essentially unchanged in agreement with what observed in [140]. For these
reasons, we excluded the employment collars around the holes of the outer-
most layer.
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5.4.6 Final design
The final magnetic shield design is composed of four-cylindrical layers, Definitive design
whose dimension in mm are reported in Fig.5.12. This design was chosen
considering all results of performed simulations and including manufactur-
ing issues.
The shield is composed of four layers of different material and sizes. The
innermost layer is composed of Supra-50 and it is 2.5 mm thick, while the
outer layer are composed of Mu-Metal and are 2 mm thick. Each layer is
composed of two halves (top-layer and bottom-layer) having an opened end
each. The internal radius of the bottom-layer is equal to the external radius
of the top-layer (see Fig.5.13). Each top and bottom-layer is intended to be
arranged one inside the other, in order to provide contact continuity. This de-
sign permits to assemble and disassemble the overall structure with relative
ease. To facilitate the correct assembly of the shield, two sets of nylon sup-
ports (see Fig.5.14) were manufactured in order to fix the spacing between
next layers (both top and bottom) along the axial and radial direction. The
shield presents a set of ten 30 mm diameter holes and a pair of 10 mm diam-
eter holes, which will be used for optical and cables access, respectively. In
addition, in order to screw all support and layers in the correct position, a
set of three holes of 4 mm diameter are present at the top and at the bottom
of the six outer layers.
Theoretically, this geometry would guarantee a stability of B at the level Expected performance
of 10 µG (or less) and an overall attenuation of the magnetic field of more
than four orders of magnitude, depending on the direction of the external
magnetic field. It is worth noticing that, given the internal quantization di-
rection i, any fluctuations of the external magnetic field will mainly affect
the direction along i, since in the orthogonal direction the two field compo-
nents sum in quadrature.
The values just introduced were obtained performing two final simulations
with the real shield dimensions, holes (except for the screw ones) and a
purely cylindrical geometry. The simulations were performed imposing an
external magnetic field of 1 G along xˆ and zˆ, respectively4. The results of
these simulations are reported in Fig.5.15, where the residual magnetic field
modulus Bres along (x,0,0) and (0,0,z) is shown for both orientations of the
external magnetic field.
4 The behavior along the y direction is expected to be symmetric with respect to x.
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Figure 5.15: Value of the residual magnetic field intensity Bres along (x, 0, 0) (a) and
(0, 0, z) (b) for two different direction of the external magnetic field ~B = 1 G (~x
and ~z).
In both configurations, it is visible that Bres is smaller and more uniform
when an external magnetic field is applied along the z direction. A quantita-
tive summary of the results obtained from the final simulations is reported
in Tab.5.3.
Bext direction Bres [µG] ∆Bresx [µG/cm] ∆Bresz [µG/cm]
x 30 5 < 1
z 3 3 < 1Table 5.3: Table reporting the value of the residual magnetic field intensity Bres at
the center of the magnetic shield and its stability ∆Bres along (x, 0, 0) and (0, 0, z)
for two different direction of the external magnetic field (~x and ~z).
These results show that, in principle, the shield is able to guarantee a
homogeneity of the magnetic field at the level required for the experiment,
being at the level of a few µG (or less). However, it is important to underline
that the real shielding efficiency of the magnetic shield could be worse. In
fact, in these simulations, the role of screw holes, contact between upper
and lower part of the shield and welded junctions were not included. In first
approximation, these factors should provide just a correction to the final
attenuation, since the contact between layers is good, the welded junctions
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were limited and the screw holes are small.
An additional issue that is important to mention, regards the role of the
internal magnetic field applied with the electromagnets placed inside the
shield. In fact, in order to have an effective stable coupling between the two
hyperfine states, the internal magnetic field should be stable as well. The
stability of the internal field is provided by the use of highly controlled
power supplies, which will provide current to the internal electromagnets.
For example, commercial laser diode drivers can ensure a current stability at
the level of 1 µA and a maximum current of 100 mA (SRS− LD500), hence
δI/I ∼ 10−5. Thus, using this kind of devices, it is possible to obtain highly
stable magnetic field. This can be used to apply to the atom a |~B| ' 0.1G or
lower, which results in a Zeeman splitting of the order of a few tens of kHz.
This energetic separation is large enough to permit an efficient control of the
coherent coupling.
In the next future we will characterize the final shielding efficiency of the
magnetic shield directly on the atoms. To do this, it is possible, for example,
to compare the stability of Rabi oscillations between two hyperfine states
with and without the magnetic shield, since the coherence time of these
oscillations provides a direct estimate of the magnetic field stability.
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Figure 5.12: Mechanical design of the frontal section of the magnetic shield actually
realized. All measures are in mm.
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Figure 5.13: Picture of the four top-layers composing the magnetic shield (a) and
picture of the four bottom-layers in the final arrangement configuration (b).
Figure 5.14: Set of nylon supports used to correctly arrange the magnetic shield,
since they provide the right axial and radial spacing between each next layer.

6 CONCLUS ION
In this thesis I report on the most relevant results obtained during my doc-
toral studies, which mainly concern the study of spin properties of a BECs
binary mixture of sodium atoms occupying |F = 1, mF = ±1〉 states. The
main advantage of this mixture is related to its miscibility properties, which
permit to create a completely miscible mixture, not subject to buoyancy. The
absence of buoyancy plays a crucial role since, for the first time, it opens to
investigation of spin properties in the linear regime.
In our system, thanks to the vicinity to the miscible-immiscible phase tran-
sition, the role of interactions is magnified leading to the peculiar spin prop-
erties observed. In fact at T = 0 the spin-dipole oscillation frequency ωSD,
which characterizes the spin dynamics, was found to be about five times
smaller than the harmonic oscillator ωho. In the same way, the measurement
of the static spin-dipole polarizability P was more than twenty times larger
than in the non-interacting system. From a theoretical point of view, both
these quantities are expected to be influenced by interactions among parti-
cles and are expected to diverge when approaching the condition of phase
separation. From the knowledge of the value of the scattering lengths, we
can estimate the value of ωSD and P as a function of the trapping condition
and we find a good agreement between experimental observation and nu-
merical simulations.
We studied the spin properties of our sodium mixture also in the regime
of finite temperature below TC. In particular, two collisional regimes were
studied, namely collisionless and collisional. In both cases, the measured
ωSD is compatible with the one measured at T ∼ 0 and the condensed spin
oscillation shows no visible damping, oppositely to the thermal clouds rel-
ative motion which is quickly suppressed in the collisional regime. This is
one of the major result of my work, since it is a direct prove of the super-
fluid nature of spin oscillations in the collisional regime. In addition, the
static spin-dipole polarizability P was investigated in the case of collisional
regime, showing a further enhancement with respect to the T ∼ 0 case. In
fact, at finite temperature, the role of interactions among thermal and con-
densed particles is not negligible. These interactions turned out to affect not
only the BEC part, but also the thermal atoms which occupy the same spatial
region of the condensate. This mutual interaction of thermal and condensed
atoms leads to an opposite response to the displacement of the trap minima,
which was observed both in the static and dynamic behavior. Also in the
case of finite temperature, a direct comparison between theory and experi-
ment was done, resulting in a good agreement.
Another topic of my research was the development of a magnetic shield
able to provide an optimal control on the magnetic field experienced by the
atoms, at the level of a few µG. The final shield design is a four-layer cylindri-
cal shield made of high-permeability materials, which, theoretically, is able
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to attenuate the external magnetic field by more than four orders of mag-
nitude, hence opening to measurement of resonantly-coupled spin BECs in
principle on timescale of the order of one second.
My works will contribute to the implementation of new classes of experi-
ments in the unexplored regime when the internal spin dynamics exhibits co-
herence on a timescale longer than the orbital many-body dynamics. In fact,
while the magnetic shield is an essential tool to have long Rabi-coupling
between spin states, the study of the simplest collective oscillation of our
mixture paves the way for investigating more complex dynamics, especially
in the presence of coherent coupling.
As future perspectives, we aim to study the binary mixture in the presence
of coupling in order to explore supersolid phases exhibited by the system
and to simulate quark confinement by means of vortex-bound states.
An additional perspective of my research, is the realization of a magnetic
soliton which corresponds to a localized spin polarization n1 − n2 (being n1
and n2 the densities of the two spin component).
To conclude, completely miscible binary mixtures can be a very important
ingredient for the study of several phenomena related to different scientific
fields. The recent developments in degenerate binary mixtures have already
opened up many new opportunities for both theory and experiment, and
the possibility to reach highly magnetically controlled environments will
permit to address novel interesting research directions in the field of spinor
superfluid systems.
A APPEND IX A
In this appendix some useful parameters of sodium are presented. In
TabA.1 main physical properties of 23Na are reported, while TabA.2 con-
cerns optical properties of the D2 line. In TabA.3 some magnetic and electric
field interaction parameters of sodium D lines are reported.
In addition in Fig.A.1 and Fig.A.2 the hyperfine structure of sodium D2 and
D2 line are shown, respectively.
All the data and pictures of the appendix are taken from [91].
Quantity Symbol Value
Atomic number Z 11
Total nucleons Z + N 23
Atomic mass m 3.81754035(19)e− 24 kg
Density at 25◦C ρm 0.97 g/m3
Melting point TM 97.8 ◦C
Vapor pressure at 25 ◦C Pv 2.38(12)e− 11 Torr
Nuclear spin I 3/2
Table A.1: Sodium physical properties.
Quantity Symbol Value
Frequency ωA 2pi · 508.8487162(13) THz
Energy h¯ωA 2.104029011(51) eV
Wavelength in vacuum λA 589.1583264(15) nm
Wave number in vacuum kA/2pi 16973.366160(43) cm−1
Lifetime τ 16.2492(77) ns
Natural line width Γ 2pi · 9.7946(46) MHz
Recoil velocity vrec 2.9461 cm/s
Recoil temperature Trec 2.3998 µK
Doppler temperature TD 235.03 µK
Dipole matrix element 〈J = 12
∥∥er∥∥J′ = 32 〉 2.98831(100)e− 29 CTable A.2: Sodium D2 (32S1/2 → 32P3/2) transition optical properties.
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Quantity Symbol Value
Electron spin g-factor gS 2.0023193043622(15)
Electron orbital g-factor gL 0.99997613
Fine structure Landé g-factor
gJ(32S1/2) 2.00229600(70)
gJ(32P1/2) 0.66581(12)
gJ(32P3/2) 1.33420(20)
Nuclear g-factor gI −0.00080461080(80)
Table A.3: Sodium D transition magnetic and electric field interaction parameters.
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Figure A.1: Sodium D2 transition hyperfine structure from [91]. In the figure the
splitting between each state is reported in frequency units and the Landè g-factor
is also given for each level. In parenthesis the Zeeman splitting per units of Gauss
is reported for each adjacent sublevel.
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Figure A.2: Sodium D1 transition hyperfine structure from [91]. In the figure the
splitting between each state is reported in frequency units and the Landè g-factor
is also given for each level. In parenthesis the Zeeman splitting per units of Gauss
is reported for each adjacent sublevel.
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