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Abstract—Retinal fundus images are widely used for clinical
screening and diagnosis of eye diseases. However, fundus images
captured by operators with various levels of experiences have a
large variation in quality. Low-quality fundus images increase
the uncertainty in clinical observation and lead to a risk of
misdiagnosis. Due to the special optical beam of fundus imaging
and retinal structure, the natural image enhancement methods
cannot be utilized directly. In this paper, we first analyze
the ophthalmoscope imaging system and model the reliable
degradation of major inferior-quality factors, including uneven
illumination, blur, and artifacts. Then, based on the degradation
model, a clinical-oriented fundus enhancement network (cofe-
Net) is proposed to suppress the global degradation factors,
and simultaneously preserve anatomical retinal structures and
pathological characteristics for clinical observation and analysis.
Experiments on both synthetic and real fundus images demon-
strate that our algorithm effectively corrects low-quality fundus
images without losing retinal details. Moreover, we also show that
the fundus correction method can benefit medical image analysis
applications, e.g, retinal vessel segmentation and optic disc/cup
detection.
Index Terms—Medical image enhancement, retinal fundus
image, medical image synthesis, deep neural network.
I. INTRODUCTION
Due to the safety and cost-effectiveness at observing eye
abnormalities, retinal fundus images are widely used for
clinical screening and diagnosis of ocular diseases by the
ophthalmologists and computer-aided diagnosis systems [1],
[2], [3], [4]. However, fundus images tend to experience large
variations in quality. As they are often acquired under different
lighting environments, using various cameras, and by distinct
operators with varying levels of experience. A screening study
of 5575 patients found that about 12% of fundus images
are not of adequate quality to be readable by the ophthal-
mologists [5]. Major causes of low quality in retinal fundus
images include uneven illumination, blurs, and artifacts, which
not only prevent reliable diagnosis by ophthalmologists, but
also disturb the performance of automated image analyzing
systems [6]. An example is shown in Fig. 1 (a), where uneven
illumination and artifacts prevent the vessel and disc region
from being fully/clearly observed, and affect the performance
of the automated vessel segmentation method (i.e., [7]).
Recently, general image enhancement have achieved state-
of-the-art performances, especially with the development of
deep learning techniques [9], [10], [11]. However, different
from general images, retinal fundus images have the special
ophthalmoscope imaging process and retinal anatomical struc-
tures for clinical diagnosis, which introduce various additional
(a) (b) (c)
Fig. 1. The illustration of fundus image correction. (a) The low-quality
fundus image. (b) Enhanced result by [8]. (c) Enhanced result by our method.
The first row is the fundus images, and bottom row is the corresponding vessel
segmentation results using an automated method [7]. Our method corrects the
low-quality fundus image while enhancing the clinical structures (e.g., vessel
and disc region).
challenges. First, the retina can not be illuminated internally,
both incident and reflected imaging beams have to traverse
the pupil. Moreover, the spherical geometry of the eye creates
significant inter-reflection, resulting in shading artifacts [12].
Second, anatomical retinal structures (e.g., vessel, optic disc
and cup) in fundus images are limited but highly important
for clinical diagnosis, and should thus be enhanced in the
correcting process. Third, some pathological characteristics
(e.g., hemorrhages, microaneurysms, and drusen) are usually
only a few pixels wide and appear as circular shapes, cause
them to be easily confused with artifacts and noises. These
issues mean that fundus image correction method must to be
able to both suppress the undesired low-quality factors and
preserve the pathological characteristics simultaneously, which
general enhancement techniques could not be satisfied. For
example, Fig. 1 (b) shows the enhanced result of Fig. 1 (a)
when using the general image enhancement method [8], where
the disc region still suffers from the artifacts, and some vessels
are miss-segmented by automated system.
To address these issues, in this paper, we design a degrada-
tion model that approximates major factors of low-quality fun-
dus images, including light transmission disturbance, imaging
blurry, and retinal artifacts. Then, a clinical-oriented fundus
enhancement method is proposed to suppress the local outliers
and undesired artifacts, while at the same time preserving
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2the atomical retinal structures, e.g., vessel and optic disc/cup
regions. To this end, two new modules, the retinal structure
activation (RSA) and clinical low-quality activation (LQA), are
introduced. The RSA module is used to preserve the retinal
structure, while the LQA is employed to remove the low-
quality factors. Based on the human perception mechanism,
the proposed network with additional error metrics for perceiv-
ing artifacts is capable of correcting fundus images with more
accurate structures and suppressing local defects. A corrected
fundus example of our method is shown in Fig. 1 (c). The
main contributions of this paper are summarized as follows:
• A fundus degradation model based on the retinal oph-
thalmoscope imaging system is designed to simulate
low-quality fundus images. It can be widely utilized to
support the typical propagation scheme in fundus image
generation models. To the best of our knowledge, this is
the first work to model the optical ophthalmoscope in a
real clinic. All degradation models are designed based on
several imaging stages.
• A novel clinical-oriented fundus enhancement net-
work (cofe-Net) is developed to correct the low-quality
fundus images for clinical observation and analysis.
Our cofe-Net preserves the atomical retinal structures of
fundus image by using RSA module and suppresses the
undesired artifacts based on a LQA module.
• We demonstrate that the fundus correction can boost the
performances of clinical analysis systems, e.g., vessel
segmentation and disc/cup detection, on poor quality
images. Experimental results on both synthetic and real
fundus images demonstrate that our algorithm performs
favorably against state-of-the-art approaches.
II. RELATED WORK
Image correction methods have largely advanced in recent
years. Several methods [13], [14], [15] exploit the image
contrast normalization and contrast limited adaptive histogram
equalization (CLAHE) techniques to restore an image. For
example, Setiawan et al. [16] applied CLAHE to fundus image
enhancement specifically. Instead of simply considering the
color and texture information, some algorithms [17], [18], [19]
decompose the reflection and illumination, achieving image
enhancement and correction by estimating the solution in
an alternate minimization scheme. Guo et al. [20] further
proposed to refine the illumination map and enhance low-light
images. These models have been extended to an integrated
scheme incorporating gamma correction [21] and CLAHE
for fundus image luminance and contrast adaption [22], [23].
While these algorithms based on a bottom-up framework are
effective, the optimal solution relies heavily on global image
statistics and mapping functions, ignores discriminative fea-
tures, which may introduce undesired artifacts and distortion.
Along another line, knowledge learning based methods have
also been developed for the image correction task, which
utilize the various features extracted from the images to
learn directional filters. For instance, latent image priors have
been adopted for correction and restoration in sparsity-based
models [24], [25], distribution fitting algorithms [26], [27], and
latent structure-driven methods [28], [29], [30], which have
also been specifically applied to fundus images [31], [32],
[33]. Cheng et al.[34] proposed a structure-preserving guided
filter to achieve the image enhancement. These algorithms
commonly constrain the optimal solution using a regular-
ization scheme to solve the non-convex problem. This may
incur a heavy computational cost, limiting their applicability
to clinical applications.
Recently, due to the powerful image representation ability,
deep learning techniques have been widely used in computer
vision. This has enabled the rapid advancement of recon-
struction techniques, making them much better equipped to
address various challenging scenarios, such as low-light image
enhancement [11], [35], [36], dehazing and deraining [37],
[38], and deblurring [39], [40]. For image correction, con-
volutional neural network (CNN) based approaches attempt
to learn a mapping operator between the ground truth and
low-quality images. Eilertsen et al. [8] proposed to solve the
High Dynamic Range (HDR) task in an end-to-end fashion,
under the constraint of a pixel-wise loss. This method produces
accurate global tone-mapping but results in an over-smooth
solution. The reciprocating transformation pipeline [9] was
introduced to preserve more details from the degraded images.
Ren et al. [41] and Lv et al. [42] aimed to enhance images
in a coarse-to-fine manner, using a multi-scale framework
and a feature fusion mechanism, respectively. In addition,
Talebi and Milanfar [43] introduced a deep neural image
assessment model and applied it to restore more content under
extreme conditions (e.g., dark and bright areas). These end-
to-end methods aim to learn an optimal solution by simply
minimizing the content loss. As the latent prior/feature-driven
schemes enable the generative model to directly express the
latent details, in allusion to this superiority, focusing on the
images stocked with explicit prior information, Liu et al. [44]
proposed a deep prior ensemble and integrated knowledge-
driven cues for natural image enhancement. Different from the
non-convex optimization framework, the deep learning method
is a heuristic pattern that relies heavily on a great deal of
training data. Due to the particular pathological characteristics
and disease markers, the general CNN-based models often
do not perform well on medical samples, especially fundus
images. To deblur and enhance clinical images, Zhao et al.[45]
and Liu et al.[46] applied the adversarial loss. However,
despite their computational efficiency, these methods only
focus on generating photo-realistic images, ignoring the lesion
areas significant to clinical applications. Therefore, designing
an effective deep learning model for fundus image correction
is the focus of this work.
III. RETINAL FUNDUS IMAGE DEGRADATION MODEL
Clinical image collection in a complex environment using an
ophthalmoscope often encounters several types of interference,
which is introduced in the optical feed-forward system. As
shown in Fig. 2, light transmission disturbance is often caused
by exposure issue. Due to the interspace between the eye
and camera, stray light may enter into the ophthalmoscope,
mix with the lighting source and result in a uneven exposure.
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Fig. 2. Schematic diagram of ophthalmoscope imaging system. It contains
a illumination system and an imaging system. The clinic imaging process
in the real scene undergoes several interference such as exposure, imaging
outlier which introduce unexpected drawbacks on the retinal fundus images
and result in the image degradation. Besides, the undesired objects imaging
also is a crucial factor which interferes with the image quality and impacts
the diagnostic process.
(a) (b) (c)
Fig. 3. Synthetic degraded fundus images. (a) Clear image. (b) Simulated
sample undergoing light transmission disturbance. (c) Simulated sample
undergoing light transmission disturbance, imaging blurry, and retinal artifacts.
Zoom-in for details.
This also affects the faithful setting of the programmed expo-
sure, which causes global over-/under-exposure. In addition,
imaging blurry simulating the human factors (such as eyeball
movement, fluttering, and defocus) results in low-quality im-
ages. Besides, the capturing of undesired objects (e.g., dust)
during imaging is also a crucial factor that reduces image
quality and impedes subsequent diagnosis. In this section, we
propose a reformulation representation for the interference that
occurs during the collection of fundus images. Our degradation
model could be used to not only support the typical scheme
in fundus propagation model, but also to synthesize a pairwise
fundus quality dataset for subsequent research. We summarize
the interference tin terms of three factors, including light
transmission disturbance, imaging blur, and retinal artifacts.
Light Transmission Disturbance: We first introduce the
interference caused by light, which can be categorized into
two types, global and local factors. For global factor, since
existing fundus cameras are programmed with auto-exposure,
ambient light is still an element that impacts the illumination.
Unstable stray light which affects the camera configuration
(light source), may result in under-/over- exposure during
the image collection. Furthermore, the personal situation and
manually mydriasis also cause disturbance during the imaging
procedure. For local factors, the sensitivity of specific regions
on the image plane exist difference, the variant sensitization
ability often cause uneven illumination in an image. It is
due to the clearance between fundus and ophthalmoscope,
an initiative light leak phenomenon caused by the patient,
an inappropriate exposure imported to the imaging plan with
a variant distance to optical axis will result in an uneven
illumination. In addition, according to the equipment design of
the ophthalmoscope system, the diverse lens apertures and the
embedded optical compensation mechanism limit the amount
of light as well as affect the dynamic range of the fundus
images.
Here, we simulate the degradation as an aggregation model.
The global factor is modeled by contrast, brightness and
saturation interference, while the local factor is defined as
an extra non-uniform illumination on the fundus imaging. To
formulate the light degradation model, given a ground truth
image x, a degraded image x′ is defined as:
x′ = clip (α(GL (rL, σL) ∗ J+ x) + β; s) , (1)
where α, β and s refer to the contrast factor, brightness and
saturation, respectively. We use a clipping function clip (·; s)
to mimic the global degradation as a saturation process. For
local light leak/lack, J is defined as an illumination bias to
be over-/under-illuminated at a panel centered at (a, b) with a
radius of rL. Therefore, each of its entries is defined as Jij =
nl|(i−a)2+(j−b)2<r2L . A Gaussian kernel GL is then applied
to ensure luminance smoothness. Fig. 3 (b) gives a synthetic
example with over-exposure and uneven illumination by our
degradation model.
Imaging Blurry: During fundus imaging procedure, in addi-
tion to the program setting, human operator error can also be
introduced. Since the ophthalmoscope is applied on patients,
the distance between fundus and object plane is a random
variable; a wrong setting of the focal length of the optical
system during the funduscopy, or a dilated pupil caused
by light simulation can cause an undesired object distance
between the image plane and lens, and result in image blurring.
To simulate the imaging blurry, we define the defocus blur:
x′ = x ∗GB (rB , σB) + n, (2)
where GB is a Gaussian filter with a radius of rB and spatial
constant σB , and n denotes the additive noise. The degraded
fundus image x′ is generated via a convolution operation
between the ground truth image x and a Gaussian filter.
Especially, the blur radius r can be defined by:
r =
Fν0 −D (F − ν0)
Df
, (3)
where F is the focal length of the optical lens system, and f is
its f-number. D and ν0 denote the object and image distance,
respectively.
Retinal Artifacts: The above formulated models are similar
to an internal based, which is caused by the imaging system
itself. However, additional degradation may be introduced
4if the imaging is conducted under poor conditions. Unlike
the generic additive and multiplicative noise, dust and grains
attaching on the lens as well image on the plane and yield un-
desired blurred images that affecting the fundus image quality
and following diagnosis. We define the speckles interfering
as a retinal artifact, which can be modeled by a multi-step
imaging procedure:
x′ = x+
∑
i
GR (ri/4, σi) ∗ oi. (4)
In the context of random light fields, ri and σi are defined
as the radius and variance of a undesired object i imaged
on the plane, which can be calculate using (3). oi is the
luminance bias. We again define a Gaussian filter GR to
simulate the defocused imaging of an undesired object, due
to its specific imaging distance (attaching on lens). In this
way, retinal artifacts is defined as undesired imaging items.
To generate the real clinical fundus images, we provide
a specific example containing various artifacts as shown in
Fig. 3 (c). The proposed degradation model is in particu-
larly well-designed to simulate the real funduscopic exam-
ination procedure. Numerous data-dependent reconstruction
algorithms attempt to learn a degrade-latent mapping between
image pairs using supervised learning approaches, especially
for clinical imaging tasks which rely heavily on the retinal
image quality. For fundus image correction, the high-quality
images can be processed by the above-mentioned models
with randomly perturbed variables to obtain their degraded
counterparts.
IV. CLINICAL-ORIENTED FUNDUS ENHANCEMENT
NETWORK
For medical image processing, there are certain crucial cues
that require special attention. Thus not only is it necessary
to preserve the fine structures in clinical image, but also the
pathological characteristics. In other words, it is essential to
correct the images while simultaneously guaranteeing they
remain clinically significant for disease diagnosis and analysis.
Therefore, we propose a clinical-oriented fundus enhancement
network (cofe-Net) to solve the fundus image correction prob-
lem, which contains three modules as shown in Fig. 4. Given
a clinical low-quality fundus image, a low-quality activation
(LQA) module is employed to identify the retinal artifacts,
while a retinal structure activation (RSA) module is used to
perceive the latent retinal structure. Then a correct network is
well designed to fuse these information with the latent features
of image to produce the final corrected image.
A. Low-quality Activation module
To enhance fundus images and encourage valid and accurate
pathological analysis of ocular diseases, it is necessary to
exploit a learning-based solution that extracts latent features
from the low-quality fundus image and learns a good repre-
sentation to reconstruct it. Thus, we first define a generative
model G. Let I ∈ Rw×h×c and L ∈ Rw×h×c denote the
input low-quality image and the latent image, respectively. The
correction procedure can be formulated as:
L = G (I;WG) , (5)
where WG denotes the corresponding learnable parameters of
G. To progressively generate the corrected images, a robust
L2 loss is used as the object function:
Lc = ‖GL − G (I,WG) ‖22, (6)
where GL is the ground truth image. However, only using
the L2 loss to guide the convergence of the neural network
often results in an over-smooth solution due to the similarity
between the input image and the restored image in terms of
an equal pixel-wise framework. Therefore, the vanilla model
simply pays equal attention to global image, without focusing
on meaningful regions (e.g., vessels, disc/cup regions) into
special consideration, which may fail to remove the local
artifacts that interfere, or preserve real structures.
To address this issue, we introduce a supervised activation
mechanism, LQA module, to perceive the undesired low-
quality factors in clinical images. Our LQA moduleM is built
upon a convolutional encoder-decoder network architecture,
as shown in Fig. 4, and produces a vector m ∈ [0, 1]. This
differentiable neural activation operator can be defined as:
m = σ(M(I,WM)), (7)
where σ denotes the non-linear activation function that nor-
malizes the feature. The proposed correction framework is
designed to perceive local artifacts via a LQA branch with
parameters WM, and embed the corresponding map to guide
the correction. Let FL denote the low-level features ex-
tracted from the correction network. We define this LQA
map as: σ(M(L,WM))  FL, where  is an element-wise
multiplication. The high-level features extracted from LQA are
capable of fusing the low-features into the correction model.
Therefore, the embedded framework is able to encourage a
more efficient representation and achieve a higher learning
ability. Here, we define the pixel-wise L2 loss as a constraint
for training the low-quality activation neural network:
Lm = ‖Gm −m‖22, (8)
where Gm denotes the ground truth artifacts mask. The
supervision enables the LQA branch to efficiently learn an
activation representation. Beside the L2 loss function, we
also apply the relevant loss function to identify the undesired
artifacts and train the correction network by minimizing the
low-quality perceiving loss:
Lp = σ(M(I,WM)) ‖Gm − G (I;WG) ‖22. (9)
The LQA module can assist the correction by focusing on the
undesired artifacts.
For this clinical fundus correction task, the proposed LQA
module aims to identify retinal artifacts in the fundus image.
Since undesired objects (e.g., dust and grain) on the object lens
often present analogous images due to their similar shape and
the inherent object/image distance, we tend to merely perceive
the shape and position of this kind of artifact. Therefore, we
apply a small-scale network for the LQA module and set the
input of our LQA module as a 0.5× image to reduce the
computational load. As shown in Fig. 4, the encoder-decoder
network contains three convolutional layers with 3×3 kernels
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Fig. 4. Architecture of the proposed structure perceiving enhancement neural network. A low-quality image is simultaneously rendered to three sub-
modules, i.e., the low-quality activation (LQA) module, the retinal structure activation (RSA) module and the correction module. The LQA module activates
and embeds low quality image regions into the correction module at an early stage.The RSA module continuously injects retinal structural information to the
correction network by feature map concatenation at each scale. Leveraging these additional information, the correction module predicts high-quality images
in an encoder-decoder fashion.
followed by a 2× max-pooling layer for downsampling. Then,
the perceived information is integrated and represented by
the three corresponding convolutional layers. We embed a
transposed convolutional layer with 4 × 4 kernels for each
scale to upsample the feature maps. Each filter is followed by
a ReLU function as the non-linear activation. Finally, another
1×1 convolutional layer is utilized to reshape the feature maps
and predict the LQA map.
B. Retinal Structure Activation module
Natural image processing tends to reconstruct images with
more diverse context in terms of human perception, often
containing exaggerated or fake details. However, in some
cases, this may not have a positive impact especially in
fundus images, which are used as the foundations for clinical
diagnosis, since incorrectly generated components can heavily
skew the pathological features. It is essential to develop a new
framework that can preserve more realistic and convincing
content in these images.
To address this issue, we propose to extract the deep clini-
cal features from fundus images, and inspire the generative
procedure with a directional guidance. A retinal structure
activation (RSA) module is utilized to cover features of the
retinal structure from a lower level to a deeper level, which is
equipped with another encoder-decoder fashion as shown in
Fig. 4, where a MSE loss is utilized to constrain this structure
activation module. Then, the non-linear RSA maps obtained
from the activation function in multiple depths are explicitly
utilized to accelerate the main correction model via dense
connections. It can be formulated as:
Sl = σn
(T nS ([FnS (I) ,FnG (I)])) , (10)
where FnS (I) and F
n
G (I) denote the features extracted from
the nth scale of the RSA module and correction net-
work, respectively. [., .] is a concatenation operator, and the
RSA map is fused via a learnable non-linear transformation
filter σn (T nS (.)). The feature maps from different levels are
stacked and embedded with directional information to enable
an accurate mapping between the features of the RSA module
and our correction framework. Thus, they are able to provide
the network with a stronger representational ability. In this
way, the key components of the fundus image are encoded
in the hidden states of the correcting network, considerably
mitigating the problems of content vanishing and singular
positioning.
As illustrated in Fig. 4, the encoder-decode RSA module
first encodes the input image using a pre-trained ResNet-34.
The convincing and efficient features are directly extracted by
the decoding operator for the following structure extraction.
Then, the decoding residual layers are used to scale up the
bottleneck features (by a factor of 16) to the original image
size. An additive skip connection from the encoder is applied
to the corresponding decoding layers.
C. Image Correction Module
With the assistance of the LQA and RSA modules, we
design the correction network G as a multi-scale framework
to achieve the correction of clinical fundus images, which
progressively generates images in a coarse-to-fine fashion.
In this way, we propose to train a single network for two
scales (0.5× and 1×) by sharing weights to reduce the
number of trainable parameters. As shown in Fig. 4, each
scale consists of three residual blocks in each level of the
encoder-decoder network. We first encode the image, inferring
features by identifying the critical information by densely
embedding (concatenating) the knowledge learned from the
RSA module. Here note that the features aggregated at each
level are integrated and their dimensions are reduced by a
convolutional layer. Then, a symmetric decoder module is
applied to generate the corrected image. We also add skip
connections between the encoder and corresponding decoder
to avoid gradient explosion or vanishing during training. In
this correction module, we again apply a stride of 2 to the
convolutional layer and introduce a transposed convolutional
6layer to achieve upsampling and downsampling throughout the
whole model. Specifically, since the input of each scale with
six channels, comparing with the input of the second scale
which is comprised of upsampled results from the lower scale
and the original image, we in particular copy the input image
for the first scale with a factor of 0.5× to satisfy the same
channels which are fed into two scales. Finally, the overall
loss function for the proposed architecture can be defined as:
L = Lm +
K∑
k=1
(
λpLkp ++λcLkc
)
, (11)
where λc and λp are the weights that balance the generation
loss and LQA loss during training. K denotes the index of
each scale. Here we set λc = 1, λp = 10 . These penalty terms
are employed to stabilize the training process and ensure the
corrected image is visually reasonable.
V. EXPERIMENTS AND EVALUATION
A. Datasets
To train our cofe-Net, we manually select 13,000 high-
quality images, free from interference factors, from the EyeQ
dataset [6], which is based on Kaggle Diabetic Retinopathy
Detection dataset [47]. We randomly choose the degradation
factors (e.g., light transmission disturbance, imaging blurry,
and retinal artifacts), and process images using the proposed
fundus image degradation formulation to online generate low-
quality image, for generating the training set. It is capable of
avoiding over-fitting. Note that we also process the images
by blending all factors to simulate a complicated real-world
situation. The source code of our degradation algorithm and
pre-trained correction model will be available. For testing, we
also utilize the proposed degradation model to randomly gen-
erate degraded images for quantitative evaluation. We totally
synthesize 500 testing images using the Kaggle [47] dataset
and DRIVE [48] dataset, respectively. Here Peak Signal to
Noise Ratio (PSNR) and Structural Similarity (SSIM) are uti-
lized to evaluate the image quality. In addition, for qualitative
analysis, we also randomly choose 50 images from the Kaggle
dataset [47], and build a benchmark data to support a user
study task.
B. Implementation
During training, we resize the input degraded images to
512× 512 with a batch size of 16 for each iteration. To
accelerate the training process, we first train the RSA and
LQA module, and then apply a end-to-end training strategy
to the whole correction framework. The proposed cofe-Net is
implemented in PyTorch, using stochastic gradient descent
(SGD) for optimization. The learning rate is initialized to
1 × 10−4 for the first 150 epochs and then gradually decays
to zero over the next 150 epochs.
C. Degradation Model Setting
In the proposed retinal fundus images degradation model,
we summarize the interference in terms of three factors,
including light transmission disturbance, imaging blur and
retinal artifacts. To better simulate the real clinical scenes, we
analysis the images in Kaggle [47] dataset, and give a setting
description of each items.
Light Transmission Disturbance: The light transmission
disturbance can be achieved by a convolution operator as
shown in (1) in the manuscript. As analyzed in manuscript,
we simulated this interference as an aggregation model, which
is consist of global and local factors. The global factor
is modeled by contrast (α), brightness (β) and saturation
(s).Thus, we simulate random color jitters with a probability
of −0.5 to 0.5. For the local factors, it is defined as an extra
non-uniform illumination on the fundus imaging. To define the
light leak phenomenon, we randomly define the panel centered
at c = a, b ∈ [0.375rL, 0.625rL], and rL ∈ [0.75w,w],
where w denotes image size. The Gaussian filter GL is then
applied to ensure luminance smoothness. Here we define the
σL ∈ [0.66crL, 0.66(w − c)rL]. Especially, to model the
usual light leak, we define three kinds of illumination bias as
[0.63, 0.80, 0.35], [0.56, 0.93, 0.93], and [1, 1, 1], it is able to
well simulate the real light leak in imaging procedure. Similar
to the degradation model of light leak, for the uneven exposure
problem, we further define the rL ∈ [0.3w, 0.5w], and the
illumination bias for underexposure model is simulated as a
local brightness jitters with a probability of −0.5 to −0.1.
The σL ∈ [0.55rL, 0.75rL] of Gaussian filter is defined for
the following smooth operator.
Imaging Blurry: The defocus imaging blurry can be achieved
by a convolution operator as shown in (2) in the manuscript.
We introduce a defocus degradation model to simulate the
image blurring factor, which is caused by an undesired object
distance setting during funduscopy. Here we set σB = 0.03w,
and rB ∈ [0.01w, 0.015w].
Retinal Artifacts: The retinal artifacts can be achieved by
a convolution operator as shown in (4) in the manuscript.
To simulate this retinal artifacts problem, due to attach-
ing on the lens, we define the undesired objects imaging
procedure undergoes defocus blur. In this task, we define
the object i with a radius ri ∈ [0.025w, 0.05w], and the
defocus imaging is defined by a Gaussian operator GR with
σi = 5 + 0.8ri. The illumination bias in this item is defined
as 1−e−(0.5+0.04ri)×(0.012ri). To model the undesired objects
imaging, we especially randomly define 10 to 25 objects on
each fundus image, it is able to simulate this interference in
the real clinical scenes. In Fig. 5, we provide such generated
samples undergoing the simulated degradation factors, the
constructed low-quality image dataset can be explored to train
our clinical-oriented fundus enhancement network for retinal
fundus image correction.
D. Ablation Study
To demonstrate the effectiveness of cofe-Net, ablation study
results are reported. By removing the RSA and LQA modules
from the proposed architecture, the model becomes a multi-
scale baseline generation network, which is constrained by
an L2 loss. As shown in Fig. 6 (a), unlike natural images
which contain abundant mid-frequency structures and high-
frequency textural details, the features represented in fundus
7(a) (b)
Fig. 5. Synthetic samples in our low-quality retinal fundus image dataset. (a) Ground truth images. (b) Synthesized low-quality images.
(a) (b) (c) (d)
Fig. 6. Effect of structure perceiving activation model. (a) Low-quality
image. (b) Baseline model. (c) w/ RSA module. (d) w/ RSA and LQA module.
The result from the proposed method is capable of correcting the clinical
fundus images with more structures and less artifacts.
images often appear as small vessel branches and their corre-
sponding lesions. The network optimized solely from the L2
loss generates relatively smooth images as shown in Fig. 6 (b),
preventing the tiny vessels from being reconstructed with sharp
details. The features and morphology of the lesions, such as
hemorrhages, are also unable to be preserved and presented the
explicit visual information. To address this issue, we embed
the RSA module as a strong prior to guide the correction
procedure. In Fig. 6 (c), our method accurately generates
noticeable features e.g., vessels, and can also more accurately
distinguish the disc/cup from the fundus region.
Instead of simply considering the generic factors affecting
the imaging quality, such as the exposure, and defocus, which
are introduced based on the passive incidents, the undesired
matter images in initiative situations is also taken into account.
We train the network by embedding the above architecture
as well as the proposed LQA module. A trainable neural
network is used to identify the noise region, then, the specific
undesired activation map is embedded with the latent features
of the fundus image. The lateral inhibition accelerates the
differentiation ability of the correction network to focus on
the artifacts. We provide some examples in Fig. 6 (d). It can
be seen, the proposed network including both the LQA module
and robust structure-perceiving loss function is able to better
remove outlier artifacts and improve the generation perfor-
mance. The results in Table I also show that the proposed
LQA and RSA modules can achieve reasonable and obvious
improvements.
Furthermore, to demonstrate the validity of the multi-scale
framework, we also investigate the effect of removing the
coarse-to-fine supervision without embedding intermediate re-
sults into the model. In Fig. 7, the fundus images contain
TABLE I
ABLATION STUDY. OUR FULL MODEL PRODUCES COMPARABLE RESULTS
ON THE TESTING DATASETS BASED ON VARIOUS METRICS.
DRIVE [48] Kaggle [47]Multi-scale Lc RSA LQA PSNR SSIM PSNR SSIM
X 20.07 0.733 16.86 0.798
X X 21.06 0.748 17.04 0.807
X X X 21.24 0.740 18.48 0.877
X X X X 21.24 0.758 20.51 0.885
(a) (b) (c) (d)
Fig. 7. Effect of multi-scale framework on enhancement. (a) Ground truth
image. (b) Low-quality image. (c) w/o multi-scale fashions. (d) w/ multi-scale
fashions. The proposed multi-scale fashion is able to correct fundus images
with more details.
TABLE II
QUANTITATIVE COMPARISON WITH STATE-OF-THE-ART METHODS. WE
COMPUTE THE AVERAGE PSNR AND SSIM ON TWO TEST SETS.
DRIVE [48] Kaggle [47]Dataset PSNR SSIM PSNR SSIM
Cheng et al. [34] 14.97 0.648 15.02 0.845
Guo et al. [20] 14.10 0.703 13.54 0.868
Fu et al. [19] 15.56 0.722 14.66 0.882
Tian et al. [23] 15.42 0.721 14.71 0.664
Zuiderveld [49] 15.93 0.740 14.05 0.716
Eilertsen et al. [8] 19.01 0.755 18.40 0.841
Our cofe-Net 21.24 0.758 20.51 0.885
very tiny vessels and lesions. Since the multi-scale network
is capable of providing an incremental training strategy that
encourages a robust and stable convergence procedure, it
provides sharper correction results than the single-scale model.
We also provide a quantitative comparison in Table I, which
demonstrates that the multi-scale framework is able to produce
considerable performance promotion.
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Fig. 8. Visual comparison of synthesized clinical retinal images. The results of proposed algorithm is able to correct images with preserving the clinical
features and suppressing the retinal artifacts. (a) real images. (b) Setiawan et al. [16]. (c) Fu et al. [19]. (d) Guo et al. [20]. (e) Tian et al. [23]. (f) Cheng et al. [34].
(g) Eilertsen et al. [8]. (h) Ours.
E. Comparison with State-of-the-art Methods
In this section, we provide qualitative and quantitative
comparisons with six correction methods [49], [20], [19], [23],
[34], [8] to demonstrate the advantages of the proposed cofe-
Net. We first conduct an experiment on the degraded fundus
images for quantitative analysis. Then, to demonstrate that our
algorithm is also equally applicable to real clinical images,
all these methods are also applied for real clinical image
correction tasks. As shown in Fig. 8 and Table II, the proposed
cofe-Net achieves comparable performance, performing partic-
ularly favorably against the existing methods on the blended
degraded images. We also provide a visualized comparison
on real images, as illustrated in Fig. 9. The proposed ap-
proach effectively corrects the fundus images with relatively
sharp and clean details. We observe that the methods [34],
[20], [49] fail to remove the noticeable undesired retinal
artifacts. Specifically, medical image reconstruction aims to
restore a high-quality image by suppressing noise while at
the same time preserving essential pathological characteristics.
The hand-crafted feature-based methods consider a publicly
distributed image character which often results in aliasing
artifacts in specific medical images, such as aggravating an
uneven illumination and a tessellated fundus. In contrast,
our method is capable of enhancing fundus images as well
as removing these additional artifacts, which accelerates the
subsequent diagnosis task.
We further provide comparisons on real fundus images,
TABLE III
PERCENTAGE SCALE OF ENHANCEMENT METHOD IN USER STUDY.
method Image Quality Lesions Quality
Zuiderveld [49] 2.53 3.80
Guo et al. [20] 5.06 6.33
Fu et al. [19] 6.33 2.53
Tian et al. [23] 8.86 17.72
Cheng et al. [34] 10.13 12.66
Eilertsen et al. [8] 22.78 15.19
Our cofe-Net 44.31 41.77
employing user studies to quantitatively evaluate the state-
of-the-art correcting methods and our approach. Our paired
comparison strategy evaluates the quality of the medical
images. For each test, we provide pairs of restored fundus
images generated by the compared correction methods and our
approach. We display these results in random order and ask the
participants to vote for one result based on the instructions.
Note that both the suppression of artifacts and preservation
of lesions should be taken into account. Finally, we collect
the feedback from 87 participants with 79 valid votes. The
percentage of votes for each method are shown in Table III. As
can be seen, the proposed fundus image enhancement method
receives the most votes for better-corrected results.
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Fig. 9. Visual comparison of real clinical retinal images. The results of proposed algorithm is able to correct images with preserving
the clinical features and suppressing the retinal artifacts. (a) real images. (b) Setiawan et al. [16]. (c) Fu et al. [19]. (d) Guo et al. [20].
(e) Tian et al. [23]. (f) Cheng et al. [34]. (g) Eilertsen et al. [8]. (h) Ours.
(a) Ground truth (b) w/o correction (c) w/ correction
Fig. 10. Visual comparison of vessel segmentation. The proposed cor-
recting method can improve the subsequent clinical image analysis on vessel
segmentation.
F. Clinical Image Analysis and Application
Since the medical image correction models must be ef-
fectively applied to real clinical tasks, to demonstrate the
effectiveness of the proposed fundus image correction method,
we conduct additional experiments on clinical image anal-
ysis, involving the vessel segmentation and optic disc/cup
detection tasks. The DRIVE [48] and REFUGE [50] datasets
are selected to evaluate, which provide the annotations of
TABLE IV
VESSEL SEGMENTATION AND DISC/CUP DETECTION EVALUATION. THE
PROPOSED CORRECTING METHOD CAN IMPROVE THE SUBSEQUENT
CLINICAL IMAGE ANALYSIS.
Vessel Seg. Disc/Cup Seg.
AUC Acc Sen F-score J-score
w/o enhance 0.924 0.943 0.532 0.735 0.746
w/ enhance 0.957 0.951 0.6 0.890 0.863
vessel and disc/cup regions. And CE-Net [7] and M-Net [51]
are employed for these two tasks as automated segmentation
baseline.
Vessel segmentation: For the vessel segmentation task, based
on the proposed degradation model, 100 low-quality images
generated from DRIVE [48] are selected for quantitative
assessment. The vessel segmentation results are shown in
Fig. 10 and Table IV. The CE-Net fails to obtain the high
performance on the low-quality clinical images. In contrast,
a strong vessel structure can be extracted after applying the
proposed correction method. The CE-Net obtain the better
performance on corrected images.
Optic disc/cup detection: We also conduct the experiment
on disc and cup detection. We simulate 400 degraded images
with different setting from the REFUGE test set [50], and
use these to validate the proposed method. The M-Net [51]
is used to segment disc/cup regions. We report the F-scores
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(a)Ground truth (b) w/o correction (c) w/ correction
Fig. 11. Visual comparison of optic disc/cup detection. The proposed
correcting method can improve the following clinical image analysis on
disc/cup detection.
(a) Real image (b) Results (c) Real image (d) Results
w/o correction w/o correction w/ correction w/ correction
Fig. 12. Vessel segmentation and optic disc/cup detection on real clinical
fundus images. The proposed correcting method is robust to facilitate the
real clinical image analysis.
and J-scores in Table IV and quatitative result in Fig. 11,
where our method recovers a high dynamic range in the low-
quality images, boosting the discriminative representations of
the disc/cup.
Real clinical fundus image: Moreover, to demonstrate the
effectiveness of clinical value, we also validate the proposed
correction method for vessel segmentation and optic disc/cup
detection tasks on the real fundus images. As shown in Fig. 12,
our method produces legitimate corrected real images with
clear clinical structure that can be successfully processed by
the referenced vessel segmentation model, i.e. CE-Net [7]. As
same as the vessel, the presences of optic disc/cup regions are
also enhanced to be more cognizable.
VI. CONCLUSION
In this paper, a clinical-oriented fundus enhancement net-
work, named cofe-Net, has been proposed to correct the low-
quality fundus image while preserving accurate lesion areas
and retinal structures. Furthermore, a completed degradation
model was also introduced to generate adequate training image
pairs. Experiments supported our insights into the problems
of fundus image correction and degradation factor modeling.
Our cofe-Net boosted the performances of several clinical
tasks such as vessel segmentation and disc/cup detection. Our
method could assist ophthalmologists in ocular disease diag-
nosis through retinal fundus image observation and analysis,
and simultaneously, also be beneficial to automated image
analyzing system.
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