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Scrambling, the rapid spread of entanglement and information through many-body quantum
systems, is of fundamental importance to thermalization and quantum chaos but can be challenging
to investigate using standard techniques. Recently, quantum machine learning (QML) has emerged
as a promising platform to study complex quantum processes. This prompts the question of whether
QML could be used to investigate scrambling. In this Letter, we prove a no-go theorem constraining
the use of QML to learn an unknown scrambling process. Specifically, we show that employing
QML to learn an unknown scrambling unitary, for any choice of variational ansatz, will with high
probability lead to a barren plateau landscape, i.e., where the cost gradient vanishes exponentially
in the system size. We provide numerics extending our results to approximate scramblers. More
broadly, our no-go theorem implies that prior information is required to learn an unknown unitary
and thus places limits on the learnability of quantum processes.
Introduction. The growth of entanglement in many
body quantum systems can rapidly distribute the infor-
mation contained in the initial conditions of the system
throughout a large number of degrees of freedom. This
process is known as scrambling [1–3]. In recent years
scrambling has proven central not only to understanding
quantum chaos but also to the study of the dynamics
of quantum information [4–6], thermalization phenom-
ena [7, 8], the black hole information paradox [1, 9–11],
holography [12, 13], random circuits [14–16], fluctuation
relations [17, 18] and entropic uncertainty relations [19].
However, the complexity of strongly-interacting many-
body quantum systems makes scrambling rather chal-
lenging to study analytically. Furthermore, experimental
studies of scramblers are demanding given the difficulties
of distinguishing scrambling from decoherence and other
experimental imperfections [10, 20].
Quantum computers have recently been used as a
testbed for the study of scramblers [20, 21]. A possible
further use of quantum computing would be to investi-
gate scrambling using quantum machine learning (QML)
methods [22]. Here we define QML [23] as any method
that optimizes a parameterized quantum circuit by min-
imizing a problem-specific cost function. This includes
variational quantum algorithms (VQAs) [24–40], which
are used for numerous applications. It has recently been
shown that entanglement provides a resource to expo-
nentially reduce the number of training states required
to learn a quantum process [41]. Thus one might hope
that QML could prove an effective tool to study quantum
scrambling. For example, Figure 1 shows a schematic of
how this could be done for the Hayden-Preskill thought
experiment [1].
∗ The first three authors contributed equally to this work.
FIG. 1. Learning a scrambling unitary. Panel (a) shows
the setup of the classic Hayden-Preskill thought experiment
where someone attempts to retrieve information thrown into a
black hole (a scrambler). If the scrambling unitary is known,
then information can be retrieved. Panel (b) shows the pro-
cess of attempting to learn the scrambling black hole unitary.
This requires a time that is exponential in the number of
quantum degrees of freedom (qubits) due to an exponentially
vanishing cost gradient, see Letter below. This precludes the
information retrieval shown in (a).
However, despite the high expectations placed on
QML, there remain fundamental questions concerning
its scalability and breadth of applicability. Of particular
concern is the growing body of literature on the existence
of barren plateaus, i.e., regions in parameter space where
cost gradients vanish exponentially as the size of the sys-
tem studied increases. This phenomenon, which severely
limits the trainability of large scale quantum neural net-
works, has been demonstrated in a number of proposed
architectures and classes of cost function [42–46].
In this paper we present a no-go theorem for the use
of QML to study quantum scrambling. Namely, we show
that any QML approach used to learn the unitary dy-
namics implemented by a typical scrambler will exhibit
a barren plateau and thus be untrainable in the absence
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2of further prior knowledge.
In contrast to the barren plateau phenomenon estab-
lished in Ref. [42], which is a consequence of the ansatz
structure and parameter initialization strategy, our bar-
ren plateau result holds for any choice of ansatz and any
initialization of parameters. Thus, previously proposed
strategies to avoid barren plateaus [47–49], such as cor-
relating parameters, do not address the issue raised in
our work. Our result is conceptually distinct from previ-
ous barren plateau results, and additionally provides an
alternative perspective on trainability issues in QML.
Given the close connection between chaos and random-
ness, our no-go theorem also applies to learning random
and pseudo-random unitaries. As such, our result implies
that to efficiently learn an unknown unitary process using
QML, prior information about that process is required.
For this reason, our work constrains the use of QML in
the study of complex, arbitrary physical processes.
Preliminaries. To illustrate the machine learning
task we consider, let us start by recalling the famous
Hayden-Preskill thought experiment [1] (Fig. 1). Sup-
pose Alice attempts to destroy a secret, encoded in
a quantum state, by throwing it into Nature’s fastest
scrambler, a black hole. How safe is Alice’s secret? Hay-
den and Preskill argued that if Bob knows the unitary
dynamics, U , implemented by the black hole, and shares
a maximally entangled state with the black hole, it is
possible to decode Alice’s secret by collecting a few ad-
ditional photons emitted from the black hole. However,
this prompts a second question, how might Bob learn
the scrambling unitary in the first place? Here we inves-
tigate whether QML can be used to learn the scrambling
unitary, U .
To address this, we first motivate our notion of a
scrambler. A diagnostic for information scrambling that
has attracted considerable recent attention is the out-of-
time-ordered correlator (OTOC) [3, 13, 50], a four-point
correlator with unusual time ordering,
fOTOC ≡ 〈X˜Y X˜†Y †〉 . (1)
Here X and Y are local operators on different subsys-
tems, X˜ = U†X(0)U is the Heisenberg evolved initial
operator X(0) and the average is taken over an infinite
temperature state ρ ∝ 1.
For chaotic dynamics, this quantity decays rapidly and
persists at a small value. This behavior can be made
more transparent by noting that if X and Y are both
Hermitian and unitary then the OTOC can be written
as
fOTOC = 1− 1
2
〈[X˜, Y ][X˜, Y ]†〉 . (2)
Since X and Y act on different subsystems, their un-
evolved commutator vanishes. However, scrambling dy-
namics evolve these local operators into global ones, in-
ducing a growth of the commutator.
In this work, we are interested in learning the evolu-
tion unitary at late times, when the dynamics become
sufficiently complex for universal structures to form. For
instance, the unitary U = exp (−iHt) of a chaotic Hamil-
tonian H appears increasingly random with time. Specif-
ically, after a time scale called the scrambling time, the
OTOC of a chaotic system tends to a minimal value that
is equivalent to taking its average over a random distri-
bution of unitaries [14].
The link between scrambling and randomness can be
made more precise by introducing the concept of unitary
designs. An ensemble of unitaries with distribution µ is
a unitary k-design if its statistics agree with those of the
Haar random distribution up to the k-th moment, i.e., if
for any X,∫
µ
dUU⊗k(X)U†
⊗k
=
∫
Haar
dUU⊗k(X)U†
⊗k
. (3)
Since fOTOC in (1) only involves the second moment of
the unitary, its asymptotic smallness can be attributed
to the fact that the scrambling unitary appears to be a
typical element of a 2-design [14]. Hence, a scrambler
can be modelled as a unitary that is drawn from a dis-
tribution that forms at least a unitary 2-design [1, 2].
We remark that the dynamics of chaotic systems before
reaching the scrambling time provide a model for ap-
proximate scrambling behavior [51], which we study in
our numerics below.
Main results. Having formalized our notion of scram-
bling, we are now in a position to present our main result
on the learnability of scramblers. The aim of QML is to
minimize a problem-specific cost function that is evalu-
ated on a quantum computer. In the context of learning
unitaries, one considers an ansatz (i.e., parameterized
quantum circuit) U(θ) and a target unitary V . It is then
natural to define the product W (θ) = V †U(θ), which
would be proportional to the identity in the case of per-
fect training, i.e., when U(θ) matches the target V . To
quantify the quality of the training, one can employ a
generic cost function of the form
C(θ, V ) = 〈ψ|W (θ)†HW (θ)|ψ〉 , (4)
where |ψ〉 is some state and H is some Hermitian opera-
tor. While in the main text we focus on the cost in (4),
in Appendix B we extend our results to a more general
cost of the form
Cgen(θ, V ) =
∑
i
pi〈ψi|(W (θ)†⊗1R)Hi(W (θ)⊗1R)|ψi〉 .
(5)
This cost allows for multiple input states {|ψi〉} and mea-
surement operators {Hi}, thereby allowing for QML ap-
proaches that use training data. Moreover, the training
data states |ψi〉 now act not just on the scrambling sys-
tem S but can also be entangled with a reference system
R to reduce resource requirements [41]. We remark that
3standard cost functions for variational compiling of uni-
taries [28, 32] fall under the framework of our general
cost in (5), as discussed in Appendix D.
Barren plateaus have been proven [42] for a wide class
of variational quantum algorithms, including those that
aim to learn unitaries, whenever the training ansatz U(θ)
is sufficiently random. This result is a consequence of
the random nature of both the ansatz structure and the
initialization of parameters, and it makes no reference
to the form of a potential target unitary to be learned.
Here, we prove a complementary result. Namely, if the
target unitary V is drawn from a sufficiently random en-
semble (i.e., an ensemble that forms at least a 2-design),
one also encounters a barren plateau, irrespective of the
training ansatz or the initialization of parameters. Thus,
regardless of the QML strategy that is employed, a typi-
cal scrambler will manifest a barren plateau.
Suppose one wants to learn an unknown target unitary
V where all that is known is that it is drawn from an
ensemble of scramblers V, which corresponds to V form-
ing a 2-design as noted above. Consider learning V by
variationally minimizing a cost C(θ, V ) of the general
form in (4). The following proposition, which we prove
in Appendix A of the Supplementary Material (SM), es-
tablishes that the average gradient of the cost is zero.
Proposition 1. The average partial derivative of
C(θ, V ), with respect to any parameter θk, for an ensem-
ble of target unitaries V that form a 2-design, is given by
〈∂θkC(θ, V )〉V = 0 . (6)
Proposition 1 establishes that the gradient is unbiased,
but this alone does not preclude the possibility of large
variations in the gradient, and thus is insufficient to as-
sess trainability. However, Chebyshevs inequality bounds
the probability that the partial derivative of the cost
function deviates from its mean value
P (|∂θkC| ≥ |x|) ≤
VarV[∂θkC]
x2
(7)
in terms of the variance of the cost partial derivative for
a typical target unitary,
VarV[∂θkC] =
〈
(∂θkC(θ, V ))
2
〉
V
− 〈∂θkC(θ, V )〉2V . (8)
As a result, a vanishingly small VarV[∂θkC] (combined
with a vanishing average gradient) for all θk would imply
that the probability that the cost partial derivative is
non-zero is vanishingly small for all parameters, i.e., the
cost landscape forms a barren plateau.
Indeed, this behavior is precisely what we find here. As
shown in Appendix A of the SM, we prove the following.
Theorem 2. Consider a generic cost function C(θ, V ),
Eq. (4), to learn an n-qubit target unitary V using an ar-
bitrary ansatz U(θ). The variance of the partial deriva-
tive of C(θ, V ), with respect to any parameter θk, for an
ensemble of target unitaries V that form a 2-design, is
given by
VarV[∂θkC] =
[
2 Tr[H2]
22n − 1 −
2(Tr[H])2
2n(22n − 1)
]
Varχ[−iU∂θkU†],
(9)
where VarV denotes the variance over the ensemble V,
and Varχ denotes the quantum-mechanical variance with
respect to the ansatz-evolved state |χ(θ)〉 = U(θ)|ψ〉.
From Theorem 2, we derive the following corollary on
the scaling of VarV[∂θkC].
Corollary 3. Consider a generic cost function C(θ, V ),
Eq. (4), to learn an n-qubit target unitary V . Without
loss of generality, the ansatz can be written in the form
U(θ) =
N∏
i=1
Ui(θi)Wi , (10)
where {Wi} is a chosen set of fixed unitaries and Ui(θi) =
exp (−iθiGi) with Gi an Hermitian operator. If Tr[H2] ∈
O(2n) and ||G2k||∞ ∈ O(1), then
VarV[∂θkC] ∈ O(2−n) . (11)
We note that for practical cost functions the condition
Tr(H2) ∈ O(2n) holds. Similarly, standard ansatzes use
normalized generators and therefore it is reasonable to
assume that ||G2k||∞ ∈ O(1) ,∀ k. As such, we conclude
that the variance in the gradient will in general vanish
exponentially with n, the number of qubits in the system.
We note that Appendix B extends this exponential scal-
ing result to the generalized cost function in (5). Hence,
these results establish that QML approaches to learn a
typical target scrambling unitary, that is a unitary drawn
from a 2-design, will exhibit a barren plateau.
Numerical implementation for approximate scram-
blers. Here we extend our results by numerically study-
ing approximate scramblers. For concreteness, we now
take a dynamical perspective and model a scrambler
using a variant of the minimal model introduced in
Ref. [51], where the scrambling unitary
VS(g, t) := (V1V2(g))
t (12)
consists of alternating random gates and entangling lay-
ers. Here our time parameter t is effectively the circuit
depth. Specifically, the first layer is composed of a series
of random single qubit rotations
V1 =
∏
i
Rix(θ
i
x)R
i
y(θ
i
y)R
i
z(θ
i
z) , (13)
where Rik(θ
i
k) is a rotation about the k = x, y, z axis
of the ith qubit and the {θik} are randomly chosen angles
between 0 and 2pi. The second layer is a global entangling
gate
V2(g) =
∏
i<j
e
− igZiZj√
n , (14)
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FIG. 2. Landscape of cost function around optimum
parameters. Here we plot a random cut of the landscape of
the LHST cost function CLHST(U, V ) (defined in Appendix D)
where V (g, t) is a randomly generated scrambler modelled via
Eq. (12) and U(g, t) is an ansatz of the same form. The pa-
rameter  is a noise parameter which determines the extent
to which the ansatz parameters, θ, deviate from the param-
eters of the scrambler being learned, θtarget. Specifically, we
set θk = θ
target
k + R, where R is a random number between
-1 and 1. The landscape for weak scramblers with t = 1 and
g = 0.1 and g = 5 are plotted in yellow and red respectively.
The landscape for stronger scramblers with t = 15 and g = 0.1
and g = 5 are plotted in green and blue respectively. In all
four cases we consider a 9 qubit scrambler (n = 9).
where Zk is a Pauli operator on the kth qubit and n is
the total number of qubits. The degree to which VS(t) is
scrambling increases over time t, with the rate of increase
determined by the entangling rate g.
We consider learning a scrambler modelled by VS(g, t)
using an ansatz of precisely the same structure. That
is we generate a target scrambler V targetS by randomly
generating a set of single qubit rotation angles θtarget and
attempt to learn the angles using an ansatz of the form
U(θ) = VS(g, t). For concreteness, we suppose the local
Hilbert-Schmidt cost [28], which we detail in Appendix D
of the SM, is used to learn VS .
In Fig. 2 we plot a cross-section of the cost landscape
in the region around the true parameters θtarget that min-
imize the cost. As we increase the degree to which the
target unitary is scrambling, by increasing the duration
of evolution t and the strength of the entangling gates g,
the variance in the cost visibly decreases. In the case of a
highly scrambling unitary (blue) the majority of the land-
scape forms a barren plateau with only a narrow gorge
where the cost dips down to its minimum. In contrast
for weaker scramblers (yellow) the valley around the min-
imum is wider and the plateau more featured. This is a
nice visual representation of how the barrenness of the
cost landscape depends on the degree to which the tar-
get unitary is scrambling.
In Fig. 3 we plot the variance of the cost partial deriva-
tive as a function of scrambling time t (left) and system
size n (right) for varying entangling rate g. For com-
pleteness and for comparison, the variance is calculated
both over an ensemble V of target unitaries (top), de-
noted VarV[∂θkC], and over an ensemble U of random
parameterized ansatzes (bottom), denoted VarU[∂θkC].
For sufficiently large t and g the target unitary is a per-
fect scrambler, and the variance of the partial derivative
vanishes exponentially as VarV[∂θkC] ∝ 2−2n. We note
that this in fact exceeds the minimal scaling predicted
by Corollary 3, which is expected for typical scrambling
ansatzes as we discuss in Appendix C. Once the scram-
bling time is sufficient for perfect scrambling, VarV[∂θkC]
saturates. For weaker scramblers VarV[∂θkC] similarly
decreases with system size but at a slower rate. The
same behavior is seen for VarU[∂θkC], demonstrating a
duality between averaging over targets and ansatzes.
For finite-size studies, inevitably, the simulated target
ensemble is not an ideal unitary design. Nevertheless, our
numerical data obeys Corollary 3. In Appendix E of the
SM, we demonstrate that the exponential suppression is
preserved, as long as the target ensemble is sufficiently
close to a unitary 2-design.
Discussion. Bob’s ability to decode Alice’s secret
from observing relatively few emitted photons in the
Hayden-Preskill thought experiment relies on the scram-
bling nature of the black hole’s unitary dynamics. This
ensures that the information contained in Alice’s state
is quickly distributed across the black hole. Our work
establishes that, intriguingly, while essential for the de-
coding protocol, the scrambling nature of the black
hole inhibits Bob’s ability to learn U in the first place.
Therefore, perhaps Alice’s secret is safer than previously
thought.
More generally, our result entails that irrespective of
the choice in ansatz, a barren plateau will be encountered
when learning a typical random (or pseudo-random) uni-
tary. Thus the no-go theorem provides a fundamental
limit on the learnability of unknown processes. Thank-
fully, most physically interesting processes are sufficiently
simple or structured that they do not resemble a typical
random (or pseudo-random) unitary. For example, the
short time evolution of even chaotic systems forms only
a 1-design and consequently, as supported by our numer-
ical results, may be learnable. Therefore the no-go the-
orem does not condemn QML but rather highlights the
importance of understanding its domain of applicability.
Crucially, Bob’s situation in the Hayden-Preskill
thought experiment differs from other machine learning
tasks. Elsewhere, he might be able to learn more infor-
mation about the target unitary, and thereby devise an
approach which would avoid a barren plateau. But when
attempting to learn the dynamics of a black hole, Bob
only knows that he needs to learn a scrambler and does
not have a way to peek behind the event horizon to the
black hole formation time, so this additional information
is inaccessible.
Even when prior information on the target unitary is
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FIG. 3. Variance of gradient of the cost for different degrees of scrambling and scrambler sizes. Here we plot
variance in the gradient of a single local term of the LHST cost function, C0LHST(U, V ) (defined in Appendix D), where V (g, t)
is a scrambler modelled via Eq. (12) with g = 0.5 (dashed) and g = 1 (solid) and U(g, t) is an ansatz of the same form. In the
first (second) row the variance is calculated over an ensemble of random target (ansatz) unitaries. In the first (second) column
the variance in the gradient is plotted as a function of t (n). As indicated by the dotted line, for large g and t the variance in
the gradient vanishes exponentially as Var[∂θkC] ∝ 2−2n.
available, how best to use this information remains to
be established. For example, it could be fruitful to ex-
plore iterative approaches that adapt the ansatz based
on partial information extracted about the target. Alter-
natively, for certain applications, one could explore ap-
proaches where the target is iteratively learned by break-
ing the evolution down into shorter, more tractable, time
steps. It may further be worth investigating whether bar-
ren plateaus can be avoided if a target unitary need only
be partially rather than fully learned. More generally,
while prior results [42–44] highlight the need to design
clever ansatzes, our results highlight the need to con-
sider the properties of the target unitary to be learned,
and to carefully select the target accordingly.
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1Supplementary Material for
“Barren plateaus preclude learning scramblers”
Appendix A: Proofs of results presented in the main text
1. Proof of Proposition 1
Proof. We start by switching the order of the average and the derivative,
〈∂θkC(θ, V )〉V =
∫
dV ∂θkC(θ, V )
= ∂θk
∫
dV Tr
[
U†(θ)V HV †U(θ)ρ
]
,
(A1)
where ρ = |ψ〉〈ψ|. The Haar integral over V can be evaluated using the identity∫
dV Tr[V AV †B] =
Tr[A] Tr[B]
d
, (A2)
where d = 2n is the dimension of V . Thus we are left with
〈∂θkC(θ, V )〉V =
Tr[H]
2n
∂θk Tr [ρ]
= 0 ,
(A3)
as claimed.
2. Proof of Theorem 2
Proof. The variance of the cost function
C(θ, V ) = 〈ψ|U†(θ)V HV †U(θ)|ψ〉 (A4)
is given by
VarV[∂θkC] ≡
∫
dV (∂θkC)
2
=
∫
dV Tr
[
∂U†(θ)V HV †U(θ)ρ
∂θk
]2
,
(A5)
where ρ = |ψ〉〈ψ|. Note that we have used the result of Proposition 1 to neglect the squared mean term. This integral
can be evaluated using the identity∫
dV Tr
[
V †AV BV †DV E
]
=
TrA TrD Tr[BE] + Tr[AD] TrB TrE
d2 − 1 −
TrA TrD TrB TrE + Tr[AD] Tr[BE]
d(d2 − 1) ,
(A6)
to obtain
VarV[∂θkC] =
[
2Tr[H2]
22n − 1 −
2Tr[H]2
2n(22n − 1)
]
Varχ[−iU∂θkU†], (A7)
where the variance on the RHS is evaluated with respect to the state |χ〉 = U |ψ〉.
23. Proof of Corollary 3
Proof. The term Varχ[−iU∂θkU†] can be evaluated by considering a layered, parameterized circuit structure of the
form
U(θ) =
N∏
i=1
Ui(θi)Wi . (A8)
Here {Wi} is a chosen set of fixed unitaries and Ui(θi) = exp (−iθiGi) where Gi is a Hermitian operator. Next
consider a bipartite cut made at the kth layer of this circuit structure and write
U(θ) ≡ UkL(θ)UkR(θ) (A9)
where
UkL(θ) =
N∏
i=k+1
Ui(θi)Wi and U
k
R(θ) =
k∏
i=1
Ui(θi)Wi . (A10)
The term Varχ[−iU∂θkU†] evaluates to
Varχ[−iU∂θkU†] = VarχkR [Gk] (A11)
where VarχkR [Gk] is the variance of Gk with respect to the state |χkR〉 = UkR|ψ〉. Thus we have that the variance in the
cost is given by
VarV[∂θkC] =
[
2Tr[H2]
22n − 1 −
2(Tr[H])2
2n(22n − 1)
]
VarχkR [Gk] .
(A12)
We further note that VarχkR [Gk] can be bounded as follows
VarχkR [Gk] = 〈χ
k
R|Gk2|χkR〉 − 〈χkR|Gk|χkR〉2 ≤ 〈χkR|Gk2|χkR〉 ≤ ||G2k||∞ (A13)
where ||X||∞ denotes the infinity norm of X, i.e. its largest eigenvalue. Therefore if ||G2k||∞ ∈ O(1), it follows that
VarχkR [Gk] ∈ O(1). Assuming additionally that Tr[H2] ∈ O(2n), from which it follows that Tr[H] ∈ O(2n), gives
VarV[∂θkC] ∈ O(2−n) , (A14)
as claimed.
Appendix B: Extension of main results to the generalized cost Cgen
In this section we extend our results on the exponential suppression for the cost function gradient to a generalized
cost function of the form,
Cgen(θ, V ) =
∑
i
pi〈ψi|(U†(θ)V ⊗ 1R)Hi(V †U(θ)⊗ 1R)|ψi〉 . (B1)
The weighted sum with
∑
i pi = 1 accounts for multiple training data points. While U
†(θ)V acts on a 2n dimensional
system S, the training data {Hi, |ψi〉} can be additionally entangled with an arbitrary sized reference system R. Such
entangled training data was proven beneficial for quantum machine learning in Ref. [41].
In analogy to results shown in the main text, we have proven the following propositions and theorems on the cost
landscape of Cgen(θ, V ).
Proposition 4. The average partial derivative of the general cost Cgen(θ, V ), with respect to any parameter θk, for
an ensemble of target unitaries V that form a 2-design, is given by
〈∂θkCgen(θ, V )〉V = 0 . (B2)
Theorem 5. Consider the general cost function Cgen(θ, V ) to learn an n-qubit target unitary V . Without loss
of generality, the ansatz can be written in the form U(θ) =
∏N
i=1 Ui(θi)Wi where {Wi} is a chosen set of fixed
unitaries and Ui(θi) = exp (−iθiGi) with Gi an Hermitian operator. Let us decompose the measurement operators as
Hi =
∑
j qjH
S
ij⊗HRij ,
∑
j qj = 1, where S and R label the corresponding Hilbert subspace in the tensor product U
†V ⊗1.
Let wijk denote the eigenvalues of H
R
ij . If Tr[H
S
i H
S
j ] ∈ O(2n), Tr[HSi ] ∈ O(2n), wij ∈ O(1) and ||G2k||∞ ∈ O(1), then
VarV[∂θkCgen] ∈ O(2−n) . (B3)
31. Proof of Proposition 4
Proof. Switching the order of the average and the derivative, the averaged gradient reads,
〈∂θkCgen(θ, V )〉V =
∫
dV ∂θkCgen(θ, V )
= ∂θk Tr
[∑
i
pi
∫
dV (U†(θ)V ⊗ 1R)Hi(V †U(θ)⊗ 1R)ρi
]
,
(B4)
where ρi = |ψi〉〈ψi|. Each integral term can be performed using the identity for the Haar average over subsystems
[52], ∫
dV (V ⊗ 1R)A(V † ⊗ 1R)B = 1S ⊗ TrS [A]
dS
B . (B5)
Here TrS is a partial trace over the system S acts on with dimension dS = 2
n. This gives∫
dV (U†(θ)V ⊗ 1R)Hi(V †U(θ)⊗ 1R)ρi =1S ⊗ TrS [Hi]
2n
U†(θ)U(θ)ρi
=
1S ⊗ TrS [Hi]
2n
ρi .
(B6)
As such the integral is θ-independent and therefore the averaged gradient vanishes.
2. Proof of Theorem 5
Proof. Without loss of generality, each measurement operator Hi can be decomposed as
Hi =
∑
j
qijH
S
ij ⊗HRij ,
∑
j
qij = 1 , (B7)
into operators acting on the system S and reference R respectively. With this decomposition, the cost (B1) can be
recast into the form
Cgen(θ, V ) =
∑
ij
piqij〈ψij |(U†(θ)V ⊗ 1R)(HSij ⊗HRij )(V †U(θ)⊗ 1R)|ψij〉 (B8)
where we define |ψij〉 = |ψi〉 for all j.
Now, for each index i, j, we can further decompose the corresponding input states as
|ψij〉 =
∑
k
αijk|ψSijk〉 ⊗ |ψRijk〉,
∑
k
|αijk|2 = 1. (B9)
Here, for each pair of {i, j}, we also have the freedom to choose {|ψRijk〉}k as a set of orthogonal eigenstates of HRij .
Note that this may not be a Schmidt decomposition and {|ψSijk〉}k in general are not orthogonal. This allows us to
fully factorize cost (B8), i.e.,
Cgen(θ, V ) =
∑
ijk
piqij |αijk|2〈ψSijk|U†(θ)V HSijV †U(θ|ψSijk〉〈ψRijk|HRij |ψRijk〉 . (B10)
Since {|ψRijk〉}k is chosen as a set of the eigenstates of HRij , 〈ψRijk|HRij |ψRijk〉 ≡ wijk are the eigenvalues of HRij . We
now relabel the triple of {i, j, k} as {l}, and define wl = wijk, HSl = HSijk = HSij for all k and p˜l = piqij |αijk|2, with∑
l p˜l = 1. On doing so, the generalized cost takes the form
Cgen(θ, V ) =
∑
l
p˜lwl〈ψSl |U†(θ)V HSl V †U(θ)|ψSl 〉 . (B11)
4The gradient of this cost reads
∂θkCgen(θ, V ) =
∑
i
p˜lwlTr
[
V HSl V
† ∂U(θ)ρ
S
l U
†(θ)
∂θk
]
, (B12)
where ρSl = |ψSl 〉〈ψSl |. This gives the form of its variance
VarV[∂θkCgen(θ, V )] =
∫
dV (∂θkCgen)
2
=
∑
lm
p˜lwlp˜mwm
∫
dV Tr
[
V HSl V
† ∂U(θ)ρ
S
l U
†(θ)
∂θk
]
Tr
[
V HSmV
† ∂U(θ)ρ
S
mU
†(θ)
∂θk
]
=
∑
lm
p˜lwlp˜mwmS
k
lm .
(B13)
Here we have used the result of Proposition 4 to neglect the squared mean term. Using the identity presented in
Eq. (A6), each integral term Sklm in the above summation can be evaluated similarly as
Sklm =
[
2Tr[HSl H
S
m]
22n − 1 −
2Tr[HSl ]Tr[H
S
m]
2n(22n − 1)
] [
Tr
[
(−iU∂U†)2χSlm
]
Tr
[
χSlm
]− (Tr [−iU∂U†χSlm])2] , (B14)
where χSlm = U |ψSl 〉〈ψSm|U†. Denote Jk = −iU∂θkU†. The second factor in the above solution can be written in a
compact form
VarχSlm [Jk] ≡ Tr
[
χSlmJ
2
k
]
Tr
[
χSlm
]− (Tr [χSlmJk])2 , (B15)
the variance of Jk with respect to χ
S
lm. It can be seen that for the terms with l = m, it reduces to expression (A7).
Thus, the variance of the gradient takes the form
VarV[∂θkCgen(θ, V )] =
∑
lm
p˜lwlp˜mwm
[
2Tr
[
HSl H
S
m
]
22n − 1 −
2Tr
[
HSl
]
Tr
[
HSm
]
2n(22n − 1)
]
VarχSlm [Jk] . (B16)
The proof is completed by evaluating the asymptotic scaling of Eq. (B16). We begin by noting that
VarV[∂θkCgen(θ, V )] =
∣∣∣∣∣∑
lm
p˜lwlp˜mwm
[
2Tr
[
HSl H
S
m
]
22n − 1 −
2Tr
[
HSl
]
Tr
[
HSm
]
2n(22n − 1)
]
VarχSlm [Jk]
∣∣∣∣∣
≤
∑
lm
p˜lp˜m|wl||wm|
∣∣∣∣∣
[
2Tr
[
HSl H
S
m
]
22n − 1 −
2Tr
[
HSl
]
Tr
[
HSm
]
2n(22n − 1)
]∣∣∣∣∣VarχSlm [Jk]
≤
∑
lm
p˜lp˜m|wl||wm|
[
2
∣∣Tr [HSl HSm]∣∣
22n − 1 +
2
∣∣Tr [HSl ]∣∣ ∣∣Tr [HSm]∣∣
2n(22n − 1)
]
VarχSlm [Jk] .
(B17)
Then, defining wmax = max{|wk|}, Xmax = max{|Tr
[
HSl H
S
m
] |}, and Ymax = max{|Tr [HSl ] ||Tr [HSm] |}, we have
that
VarV[∂θkCgen(θ, V )] ≤ w2max
[
2Xmax
22n − 1 +
2Ymax
2n(22n − 1)
]∑
lm
p˜lp˜m VarχSlm [Jk] . (B18)
As before, we consider a layered, parameterized circuit structure of the form U(θ) =
∏N
i=1 Ui(θi)Wi where {Wi} is a
chosen set of fixed unitaries, Ui(θi) = exp (−iθiGi) and Gi is a Hermitian operator. Following an analogous argument
to that in Sec. A 3 we find that VarχSlm [Jk] ≤ ||G2k||∞. Defining Gmax = max{||G2k||∞}, we have that
VarV[∂θkCgen(θ, V )] ≤ w2max
[
2Xmax
22n − 1 +
2Ymax
2n(22n − 1)
]
Gmax (B19)
where we use
∑
l p˜l = 1. If Tr[H
S
l H
S
m] ∈ O(2n) and Tr[HSl ] ∈ O(2n), it follows that Xmax ∈ O(2n) and Ymin ∈ O(22n).
Therefore, additionally assuming that wl = wijk ∈ O(1) and ||G2k||∞ ∈ O(1), we find that
VarV[∂θkCgen] ∈ O(2−n) (B20)
as claimed.
5Appendix C: Expected Scaling for Typical Ansatzes
We argue that under some practical circumstances, the cost function gradient can be suppressed further. First
note that the summation in the variance involves a large number (∼ 2n) of states {|ψi〉} which in general are not
orthogonal to each other. The typical values of the overlaps |〈ψi|ψj〉|2 scale as 2−n. A typical unitary ansatz also
appears as random, which allows us to estimate the typical values of each term in VarχSij [Jk], i.e.,∫
dU
(
Tr[χSijJk]
)2
=
∫
dU Tr
[
U†JkU |ψj〉〈ψj |U†JkU |ψi〉〈ψi|
]
=
(Tr[Jk])
2
+ Tr[J2k ]
22n − 1 −
(Tr[Jk])
2
+ Tr[J2k ]|〈ψi|ψj〉|2
2n(22n − 1) ∼
1
2n
(C1)
and ∫
dU Tr[χSijJ
2
k ]Tr[χ
S
ij ] =
|〈ψj |ψi〉|2Tr[J2k ]
2n
∼ 1
2n
for i 6= j. (C2)
Therefore, a ∼ 2−2n scaling may commonly be observed in the variance of the cost function gradient.
Appendix D: Cost function to learn an unknown unitary
A natural choice in cost function to learn an unknown unitary V can be formulated in terms of the Hilbert-Schmidt
inner product between V and a trainable unitary U as follows
CHST(U, V ) = 1− 1
2n
|Tr[UV †]|2 . (D1)
In Ref. [28] this cost was demonstrated to have the following desirable properties.
1. It is faithful, vanishing iff U and V agree up to a global phase φ, that is iff U = V exp(−iφ).
2. It is operationally meaningful since it can be related to the average gate fidelity between U and V .
3. It can be efficiently computed on a quantum computer.
To see the latter, note that CHST(U, V ) can be written as
CHST(U, V ) = 1− 〈φ+|(UV † ⊗ 1R)|φ+〉〈φ+|(V U† ⊗ 1R)|φ+〉 (D2)
where |Φ+〉 is a maximally entangled state across two registers each containing n qubits. Thus the cost takes the form
of Eq. (5) in the main text with ρHST = |Φ+〉〈Φ+| and HHST = 1 − |Φ+〉〈Φ+|. That is, the computer is prepared
in a maximally entangled state across the two registers, the first register is evolved under UV †, and then finally a
Bell state measurement is implemented across the two registers. The circuit to perform this protocol, and thereby
measure CHST(U, V ), is known as the Hilbert-Schmidt Test and is shown in Fig. D1(a). We further note that the
ricochet property (X† ⊗ 1)|Φ+〉 = (1 ⊗X∗)|Φ+〉 for any operator X implies that (UV † ⊗ 1)|Φ+〉 = (U ⊗ V ∗)|Φ+〉.
This is used in Fig. D1(a) to apply U and V in parallel and thereby reduce the depth of the cost function circuit.
While the form of CHST(U, V ) is intuitive, for larger systems it exhibits barren plateaus even for short depth
ansatzes [43]. For this reason, in the numerical implementations performed in this paper we use a ‘local’ variant of the
Hilbert-Schmidt Test. The local cost, CLHST, can be written in the form of Eq. (5) with ρLHST = |φ+〉〈φ+| (similarly
to CHST) but now with H composed of a sum of projectors onto the local Bell states |φ+〉 on the qubits Sj and Rj .
Specifically, let us consider two n-qubit registers S and R and let Sj (Rj) represent the jth qubit from the S (R)
register. The CLHST cost is of the form CLHST =
1
n
∑n
j=1 C
j
LHST where
C
(j)
LHST = 〈φ+|(UV † ⊗ 1R)H(j)LHST(V U† ⊗ 1R)|φ+〉 (D3)
and
H
(j)
LHST = 1SR − 1Sj ⊗ |φ+〉〈φ+|SjRj ⊗ 1Rj . (D4)
6FIG. D1. (a). The Hilbert-Schmidt Test. The probability to measure the all zero state at the end of the circuit is given
by Tr[|Φ+〉〈Φ+|(UV † ⊗ 1R)|Φ+〉〈Φ+|(V U† ⊗ 1R)] = 122n |Tr[UV †]|2. (b) The Local Hilbert-Schmidt Test. The probability to
measure zeros across qubits Sj and Rj is equal to Tr[H
(j)
LHST(UV
† ⊗ 1R)|φ+〉〈φ+|(V U† ⊗ 1R)]. Note, in both circuits we have
used the ricochet property (X† ⊗ 1)|φ+〉 = (1⊗X∗)|φ+〉 for any operator X. (Figure adapted from Ref. [28]).
Here Sj denotes the set of all qubits in S except for Sj , and similarly for Rj . The circuit used to measure CLHST is
shown in Fig. D1(b).
In Ref. [28] it was proven that CLHST and CHST are related as
CLHST(U, V ) ≤ CHST(U, V ) ≤ nCLHST(U, V ) . (D5)
Consequently, CLHST inherits CHST’s desirable properties. Specifically, CLHST vanishes iff CHST vanishes, and hence
CLHST is faithful. Furthermore, CLHST can be shown to bound the average gate fidelity.
Appendix E: Average and Variance of Gradient for Approximate Designs
In this section we discuss the average and variance of the gradient, when the target ensemble is not an ideal but
approximate 2-design.
Let µ be a distribution of a unitary ensemble, and ∆µ a 2-fold channel
∆µ(ρ) =
∫
µ
dUU⊗2ρ(U†)⊗2. (E1)
Here we use a strong definition for an approximate unitary 2-design [53], namely, a unitary ensemble with distribution
µ is an -approximate 2-design iff
(1− )∆Haar  ∆µ  (1 + )∆Haar, (E2)
where  is the semi-definite ordering, i.e., channel A  B iff B −A is completely positive.
The second order integral we are interested in can be expressed as
Tr
∫
µ
dU AUBU†DUEU† = Tr [A⊗ E∆µ(B ⊗D)Wp] , (E3)
where Wp is the permutation operator on the tensor product Hilbert space. Denote FU = TrAUBU
†DUEU†. When
A, B, D and E are all positive operators, as a result of the semi-definite ordering (E2),
(1− )
∫
Haar
dUFU ≤
∫
µ
dUFU ≤ (1 + )
∫
Haar
dUFU . (E4)
This relation carries over to non-positive operators, by expanding with positive operators as a basis set in the operator
space. By choosing D = E = 1, the first order integral involved in the average of the gradient is also covered by the
above relation.
Hence, for an -approximate 2-design, the average gradient is also zero, and the variance is equivalent to the case
of ideal 2-designs up to a multiplicative factor 1 + .
