Abstract: Electroencephalography (EEG) and magnetoencephalography (MEG) provide an insight into neuronal processes in the brain in a real-time scale. Brain activity can be modeled in terms of a source distribution found by solving the bioelectromagnetic inverse problem, e.g. using linear source reconstruction methods. Such methods are particularly suitable to be used on modern highly parallel processing systems, such as widely available graphic processing units (GPUs). The utilization of these capabilities paves the way for online neuroelectromagnetic source imaging. We present a system that, according to its modular scheme, can be configured in a very flexible way using graphical building blocks. It allows to use different preprocessing algorithms together with a linear source reconstruction method. The algorithms use both CPU and GPU resources.
Introduction
EEG/MEG provides an insight into brain processes in a real time scale, which is not possible with hemodynamic imaging techniques as, for example, functional magnetic resonance imaging (fMRI). A common method in EEG/MEG analysis is distributed source localization, which is based on modeling sources as equivalent current dipoles that densely cover the space where activity is expected. See [1] for a short overview. Due to the high computational effort of source reconstruction, online was not possible so far. Modern high performance computing frameworks, for example provided by NVIDIA's CUDA 1 , open new possibilities for online EEG/MEG analysis. For example, a method recently proposed in [2] is optimized for GPUs. Source localization requires several preprocessing steps, e.g., artefact correction, filtering, epoch separation and averaging. They require user interaction, and are therefore usually performed offline. It is not unusual that data is useless due to insufficient signal quality, e.g., because of artifacts. Online processing could not just overcome such problems, but also provides the visualization of brain activity during measurements, which is interesting for both medical and researching applications. We present an application that allows to set up and tune an online processing chain, including source localization. 
Concept and Implementation
To account for the requirements of high flexibility and extensibility, the basic idea of the concept is to split the signal processing chain into separate functional units, i.e. modules, that can be put together. Each module is realized in terms of a prototype that becomes part of a processing chain after parameterization. This allows to set up and reuse modules easily, even several times during the same measurement. The module's intended functionality is reflected by a certain algorithm that can either be executed on the CPU or on the GPU. The implementation of our concept is based on OpenWalnut, a software for multi-modal brain visualization [3] . This platform also follows a strict modular concept, where modules have so called input and output connectors to interact with other modules. These connectors can have any data type, only outputs and inputs that are directly connected need to share the same data structure. Whenever a module updates data at its output connector, linked modules are scheduled to allow seamless processing. Besides this useful architecture, OpenWalnut provides an intuitive mechanism to select modules and put them together by means of graphical building blocks. According to our concept and the architecture of OpenWalnut, the structure of a module is summarized in Fig. 1 . It is worth to note that each module has to provide desired visualization capabilities. On the one hand, this provides a very high flexibility and also allows a relatively easy implementation because of nonexisting dependencies or information from other modules. On the other hand, already a few sophisticated active visualizations can become computationally intractable and, besides that, drastically increase the complexity of the user front-end. Therefore visualization can be deactivated if desired.
Results
So far, the following modules were implemented: Electromagnetic Measurement, FIR Filter, Epoch Separation, Epoch Averaging, Source Reconstruction. Electromagnetic Measurement serves as a collector that reads different data, e.g. head models, from different files and provides a link to EEG/MEG data. The FIR Filter module is used to filter the signals according to lowpass, highpass, bandpass and bandstop characteristic. It provides CPU and GPU execution of the filter algorithms. Epoch Separation splits the continuous data stream according to stimulus information into single epochs that range from a time point before to a point after stimulus onset. Epoch Averaging allows to calculate moving or total average of detected epochs. Source Reconstruction estimates a source distribution according to a linear source reconstruction algorithm, e.g. the minimum norm method [4] . It is implemented for CPU and GPU. To examine the feasibility of online processing, recorded data was streamed through a pipeline of a bandpass filter with an order of 200, an epoch separation/averaging and finally, a source reconstruction for EEG data with 244662 sources. For streaming we used a block size of 1s and the epoch separation/averaging module was setup with a pre/post stimulus time of -100/+200ms. Tab. 1 shows the averaged processing time of each module for a block of 1s. As can be seen, the processing time for FIR Filter and Source Reconstruction drastically decreases if the GPU is used. The total processing time for the CPUonly 2 case exceeds the block size by approx. 50 percent, while the total time for GPU-supported 3 processing is in the range of less than 20 percent of the block size. A total processing time less than the block size is necessary in order to process incoming data in time, i.e. to provide online capabilities. Given the setup presented here, this can only be achieved using the GPU.
Conclusion
We have shown that the current system can principally be used to reconstruct and visualize evoked brain activity based on distributed source localization during EEG/MEG measurements. Particular the usage of GPUs provides promising resources that can be used to improve the system further and to implement additional functions and algorithms such as artefact detection and rejection. We currently realize the physical link to an EEG/MEG system (Neuromag Vectorview System, Elekta, Helsinki, Finland) using the MNE C++ library 4 , which is hosted at the MPI for Human Cognitve and Brain Sciences Leipzig. Some issues need to be solved before the presented system is finally ready for a productive use. For example, the source reconstruction requires the recalculation of the inverse operator whenever the estimated signal-to-noise-ratio (SNR) changes, which is basically the case whenever a new epoch is detected. While this is currently ignored for practical reasons, a compromise to account for that could be to 2 Intel Xeon E5620 CPU with 2.4 GHz 3 NVIDIA Tesla C2070 4 http://www.martinos.org/mne calculate a set of inverse operators in advance, where each covers a certain SNR range. Thus, recalculation would be replaced by the selection of an appropriate operator. Further, the system currently requires that the Leadfield matrix is available at the begin of a measurement. However, the actual EEG sensor positions are required for this calculation which are unknown before the measurement. One possible solution is to calculate a high resolution Leadfield matrix based on virtual EEG electrodes that densely cover the head surface. The Leadfield for the true sensor positions can than be derived from Leadfield interpolation or nearest neighbor selection. For MEG, a Leadfield matrix can be calculated before the measurement under the assumption that the head is centered in the device. To account for the head movement, a method based on a simplified source model and a minimum norm inverse algorithm could be an efficient solution [5] .
