In this paper we will describe the Berkeley approaches to the GeoCLEF tasks for CLEF 2006. This year we used two separate systems for different tasks. Although of the systems both use versions of the same primary retrieval algorithm they differ in the supporting text pre-processing tools used.
LR model of probabilistic IR attempts to estimate the probability of relevance for each document based on a set of statistics about a document collection and a set of queries in combination with a set of weighting coefficients for those statistics. The statistics to be used and the values of the coefficients are obtained from regression analysis of a sample of a collection (or similar test collection) for some set of queries where relevance and non-relevance has been determined. More formally, given a particular query and a particular document in a collection P (R | Q, D) is calculated and the documents or components are presented to the user ranked in order of decreasing values of that probability. To avoid invalid probability values, the usual calculation of P (R | Q, D) uses the "log odds" of relevance given a set of S statistics, s i , derived from the query and database, such that:
where b 0 is the intercept term and the b i are the coefficients obtained from the regression analysis of the sample collection and relevance judgements. The final ranking is determined by the conversion of the log odds form to probabilities:
log O(R|Q,D)
1 + e log O(R|Q,D)
TREC2 Logistic Regression Algorithm
For GeoCLEF we used a version the Logistic Regression (LR) algorithm that has been used very successfully in Cross-Language IR by Berkeley researchers for a number of years [3] . We used two different implementations of the algorithm. One was in stand-alone experimental software developed by Aitao Chen, and the other in the Cheshire II information retrieval system. Although the basic behaviour of the algorithm is the same for both systems, there are differences in the sets of pre-processing and indexing elements used in retrieval. One of the primary differences is the lack of decompounding for German documents and query terms in the Cheshire II system. The formal definition of the TREC2 Logistic Regression algorithm used is:
where C denotes a document component (i.e., an indexed part of a document which may be the entire document) and Q a query, R is a relevance variable, p(R|C, Q) is the probability that document component C is relevant to query Q, p(R|C, Q) the probability that document component C is not relevant to query Q, which is 1.0 -p(R|C, Q)
|Q c | is the number of matching terms between a document component and a query, qtf i is the within-query frequency of the ith matching term, tf i is the within-document frequency of the ith matching term, ctf i is the occurrence frequency in a collection of the ith matching term, ql is query length (i.e., number of terms in a query like |Q| for non-feedback situations), cl is component length (i.e., number of terms in a component), and N t is collection length (i.e., number of terms in a test collection).
c k are the k coefficients obtained though the regression analysis.
If stopwords are removed from indexing, then ql, cl, and N t are the query length, document length, and collection length, respectively. If the query terms are re-weighted (in feedback, for example), then qtf i is no longer the original term frequency, but the new weight, and ql is the sum of the new weight values for the query terms. Note that, unlike the document and collection lengths, query length is the "optimized" relative frequency without first taking the log over the matching terms.
The coefficients were determined by fitting the logistic regression model specified in log O(R|C, Q) to TREC training data using a statistical software package. The coefficients, c k , used for our official runs are the same as those described by Chen [1] . These were: c 0 = −3.51, c 1 = 37. 
Blind Relevance Feedback
In addition to the direct retrieval of documents using the TREC2 logistic regression algorithm described above, we have implemented a form of "blind relevance feedback" as a supplement to the basic algorithm. The algorithm used for blind feedback was originally developed and described by Chen [2] . Blind relevance feedback has become established in the information retrieval community due to its consistent improvement of initial search results as seen in TREC, CLEF and other retrieval evaluations [6] . The blind feedback algorithm is based on the probabilistic term relevance weighting formula developed by Robertson and Sparck Jones [8] .
Blind relevance feedback is typically performed in two stages. First, an initial search using the original topic statement is performed, after which a number of terms are selected from some number of the top-ranked documents (which are presumed to be relevant). The selected terms are then weighted and then merged with the initial query to formulate a new query. Finally the reweighted and expanded query is submitted against the same collection to produce a final ranked list of documents. Obviously there are important choices to be made regarding the number of top-ranked documents to consider, and the number of terms to extract from those documents. For ImageCLEF this year, having no prior data to guide us, we chose to use the top 10 terms from 10 top-ranked documents. The terms were chosen by extracting the document vectors for each of the 10 and computing the Robertson and Sparck Jones term relevance weight for each document. This weight is based on a contingency table where the counts of 4 different conditions for combinations of (assumed) relevance and whether or not the term is, or is not in a document. Table 1 shows  this contingency table. Relevant Not Relevant In doc The relevance weight is calculated using the assumption that the first 10 documents are relevant and all others are not. For each term in these documents the following weight is calculated:
The 10 terms (including those that appeared in the original query) with the highest w t are selected and added to the original query terms. For the terms not in the original query, the new "term frequency" (qtf i in main LR equation above) is set to 0.5. Terms that were in the original query, but are not in the top 10 terms are left with their original qtf i . For terms in the top 10 and in the original query the new qtf i is set to 1.5 times the original qtf i for the query. The new query is then processed using the same LR algorithm as shown in Equation 4 and the ranked results returned as the response for that topic.
Approaches for GeoCLEF
In this section we describe the specific approaches taken for our submitted runs for the GeoCLEF task. First we describe the indexing and term extraction methods used, and then the search features we used for the submitted runs.
Indexing and Term Extraction
The standalone version treats all text as a single "bag of words" that is extracted and indexed. For German documents it uses a custom "decompounding" algorithm to extract component terms from German compounds.
The Cheshire II system uses the XML structure and extracts selected portions of the record for indexing and retrieval. Table 2 lists the indexes created by the Cheshire II system for the GeoCLEF database and the document elements from which the contents of those indexes were extracted. The "Used" column in Table 2 indicates whether or not a particular index was used in the submitted GeoCLEF runs. The geotext, geopoint, and geobox indexes were not created on the Cheshire2 for the Spanish and Portuguese sub-collections due to the lack of a suitable gazetteer in those languages.
Because there was no explicit tagging of location-related terms in the collections used for GeoCLEF, we applied the above approach to the "TEXT", "LD", and "TX" elements of the records of the various collections. The part of news articles normally called the "dateline" indicating the location of the news story was not separately tagged in any of the GeoCLEF collection, but often appeared as the first part of the text for the story. For all indexing we used language-specific stoplists to exclude function words and very common words from the indexing and searching. The German language runs used decompounding in the indexing and querying processes to generate simple word forms from compounds.
The Snowball stemmer was used by both systems for language-specific stemming.
Search Processing
All of the runs for Monolingual English and German, and the runs for Bilingual English⇒German used the standalone retrieval programs developed by Aitao Chen. The Monolingual Spanish and Portuguese, and the Bilingual English⇒Spanish and English⇒Portuguese runs all used the Cheshire II system. The English and German Monolingual runs used language-specific decompounding of German compound words. The Bilingual English⇒German also used decompounding.
Searching the GeoCLEF collection using the Cheshire II system involved using TCL scripts to parse the topics and submit the title and description or the title, description, and narrative from the topics. For monolingual search tasks we used the topics in the appropriate language (Spanish and Portuguese), for bilingual tasks the topics were translated from the source language to the target language using the L&H PC-based machine translation system. In all cases the various topic elements were combined into a single probabilistic query.
We tried two main approaches for searching, the first used only the topic text from the title and desc elements (TD), the second included the narrative elements as well (TDN). In all cases only the full-text "topic" index was used for Cheshire II searching.
Two of our English Monolingual runs used manual modification for topics 27, 43, and 50 by adding manually selected place names to the topics, in addition, one of these (which turned out to be our best performing English Monolingual run) also manually eliminated country names from topic 50.
Also after two initial runs for Portuguese Monolingual were submitted (BKGeoP1 aand BKGeoP2), a revised and corrected version of the topics was released, and two additional runs (BKGeoP3 and BKGeoP4) were submitted using the revised topics, retaining the original submissions for comparison.
Results for Submitted Runs
The summary results (as Mean Average Precision) for the submitted bilingual and monolingual runs for both English and German are shown in Table 3 , the Recall-Precision curves for these runs are also shown in Figures 1 and 2 (for monolingual) and 3 and 4 (for bilingual) . In Figures 1-4 the names for the individual runs represent the language code and type of run, which can be compared with full names and descriptions in Table 3 . Table 3 indicates runs that had the highest overall MAP for the task by asterisks next to the run name. Single asterisks indicate the the highest MAP values among our own runs, while double asterisks indicate the runs where the MAP is the maximum recorded among official submissions.
As can be seen from the table, Berkeley's cross-language submissions using titles, descriptions, and narratives from the topics were the best performing runs for the Bilingual tasks overall. Our Monolingual submissions, on the other hand did not fare as well, but still all ranked within the top quartile of results for each language except Portuguese where we fell below the mean. This result was surprising, given the good performance for Spanish. We now suspect that errors in mapping the topic encoding to the stored document encoding, or possibly problems with the Snowball stemmer for Portuguese may be responsible for this relatively poor performance.
Last year's GeoCLEF results (see [7] ) also reported on runs using different systems (as Berkeley1 and Berkeley2), but both systems did all or most of the tasks. Table 4 shows a comparison of Average precision (MAP) for the best performing German and English runs for this year and for the two systems from last year. The German language performance of the system this year for both Bilingual and Monolingual tasks shows a definite improvement, while the English Monolingual performance is somewhat worse that either system last year. The "Berk2" system is essentially the same system as used this year for English and German runs. 
Conclusions
Manual expansion of selected topics shows a clear, if small, improvement in performance over fully automatic methods. In comparing to Berkeley's best performing English and German runs for last year, it would appear that either the English queries this year were much more difficult, or that there were problems in the English runs. This year, while we did not use automatic expansion of toponyms in the topic texts, this was done explicitly in some of the topic narratives which may explain the improvements in runs using the narratives. It is also apparent that this kind of explicit toponym inclusion in queries, as might be expected, leads to better performance when compared to using titles and descriptions alone in retrieval.
Although we did not do any explicit geographic processing for this year, we plan to do so in the future. The challenge for next year is to be able to obtain the kind of effectiveness improvement seen with manual query expansion, in automatic queries using geographic processing. 
