is absolutely continuous.
It is first shown that for a certain class of m and w, equality can be attained in the inequality. Applying variational techniques reduces the determination of the best constant to a nonlinear eigenvalue problem for an integral operator. If m and w are sufficiently smooth this reduces further to a boundary value problem for a differential equation. The method is illustrated by determining the best constants in case (a, b) is a finite interval, mix) = wix) = 1, and n = 1.
A number of special cases of the inequality have been studied but usually without obtaining best constants. An exception to this is the case n -l,q = 0,p = r which was studied very thoroughly by Beesack [1] , who gave a direct method for determining best constants. The method of [1] was modified by Boyd and Wong [5] to apply to the case n -1, q = 1, r = p + 1. Recently Beesack and Das [2] obtained constants for the case n -1, r = p + q but these were not in general best possible.
We shall state our result only for n = 1 although it will be clear that the analogous result for n > 1 is valid. In our closing remarks we indicate a number of other inequalities to which the method of this paper applies.
1. Preliminaries* Throughout we assume that p, q, r, α, b are real numbers satisfying p > 0, r > 1,0 ^ q < r and -oo ^α<δ^oo. The functions m and w are measurable and positive almost everywhere. We write dμ(x) = m(x)dx and for 0 < s < oo . (a, 6) , that w(x) > 0 a.e. and m(x) > 0 for a < x < b, that p > 0, r > 1, 0 ^ g < r, ami ίfcaί ίfeβ operator T x defined by (2) (s = pr/(r -q) ). Then the following eigenvalue problem (P) has solutions (y, λ) with y e C 2 (a, 6) ami ^(a;) > 0, y'(x) > 0 in (a, 6) . Now, we have
lqV , the second integral in the right member of (7) tends to zero as n -> oo. To show that the first integral tends to zero we consider separately 0 ^ #> < 1 and 1^£><CO. If 0 <: p < 1, we use the inequality
The second step follows from Holder's inequality with exponents s/p = r/(r -q) and rfq. The final term in (8) (9) by Minkowski's inequality. As in (8) , the right member of (9) In case g = 0, (10) also holds with h = 1, by a similar argument. Now we show the existence of f 0 for which J(f 0 ) = K*. The cases 0 ^ g < 1 and 1 ^ q < r are considered separately. If 0 ^ g < 1,
Now, since/ % ->/o in Z4, we have (12)
Thus, combining (10), (11) and (12) we
However ||/ 0 || r ^ 1 so J(/ o ) ^ K* and hence (13) implies J(/ o ) = K* from which it is clear that ||/ 0 || r = 1. In case 1 ^ q < r, let /" = h 1 ' 9 . Now, instead of (11) (see [9] , p. 319; the proof there applies even if 0 < s < 1).
Using (4), we see that K* ^ || T\\ p ^ ||| T\\\ p so (14) also supplies an upper bound for if* (rarely the best).
For the operator T 1 given by (2) In the paper of Beesack and Das [2] , the following inequality is proved: If pq > 0, p + q > 1, y(a) = 0 and ?/ is absolutely continuous, then
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where K^b, p, q) is explicitly given. The constant K^b, p, q) equals the best constant K* if and only if for some c ^ 0
given there is in fact equal to (q/r) qlr \\\ TΊ||| P , so, unless (17) holds we have (18) if* <iΓ 1 (δ,p,g)< HIT, HI-. LEMMA First assume that q > 0, so if CE -[α, 6]\^, we may write
Suppose that T is given by (1), and that k(x, t) > 0 for almost all (x, t) with a
^ t ^ x ^ 6. Lei p > 0, r > 1, 0 ^ g < r, cmd suppose T is(21) J(f) -J(f) = e« \ F>h< + \ (Fΐ -F*)f« .
JE JCE
From (20) and (21) we immediately deduce that
JE Jε
Thus, F(a;) = 0 a.e. on E so k(x, t) = 0 a.e. onί/x OE . Then A and B are differentiable at e = 0, and (27) A' (0) Differentiating and using A(0) = K* and J3(0) = 1, we obtain
or if we write λ* = K*(p + q)/r, we obtain
Jα By Fubini's theorem we have § k(x, t)h(t)dμ(t))dμ(x)
Thus, if we write T" for the operator with kernel &(ί, x) we have from (31) and (32)
To obtain (19) set /φ) = f(x) sgn G(a ) in (33) and use the fact that f(x) Φ 0 a.e.
To see that λ* is the largest value of λ for which a solution to (19) is possible with ||/|| r = 1, note that if (19) holds then (33) and hence (31) hold for any \h\^f with λ in place of λ*. Thus, setting h = f in (31) (with λ for λ*), we obtain r x\\f\\ r r -(p + q)J(f) = 0, and thus λ = (p + q)J(f)/r ^ (p + q)K*Ir -λ*.
REMARK. Part (a) of Lemma 2 may be strengthened by allowing k to vanish on more extensive sets. However, the precise condition that is needed to insure fΦO a.e. depends on the relationship of p, q and r. For example, if q > 0 and p < r, and if there are no sets E with μ{E) > 0 and μ(CE) > 0 such that k vanishes on (E x CE) (J (CE x E) then for / as in Lemma 2, one has f Φ 0 a.e.
Proof of Theorem 1. By Lemma 1, sup{J(/): ||/|| r^l } = iΓ*<oo, and there is an /^ 0 with ||/|| r = 1 and J(f) = K*. Since m(x) > 0 and w(&) > 0 a.e., Lemma 2 applies and we have fΦO a.e. in [α, 6] , and / satisfies
JX
where
Jα
We claim that by modifying / on a set of measure zero, we will have feC'ia, b),f(x) Φ 0 in (α, b) and / will satisfy (34) everywhere. To see this, rewrite (34) as 
Thus φ(ζ, η) <, aδ ιl{r~l) for 0 ^ f ^ δ, 0 ^ 97 ^ δ proving the assertion. If 0 ^ g < 1 and ζ > 0, then ^ is strictly increasing from -co to 00 on (0, 00) so ψ(ζ) = 37 has a unique solution for all η. If 0 ^ (? < 1 and £ < 0, then ψ(Q-^00 asζ->0+orζ-^oo, and ^ has a minimum at a point ζ 0 where ψ(ζ 0 ) = y\ξ \i '-vnr-o Now, defining y = F and differentiating (34) once gives (P) (i). The conditions (ii) and (iii) are apparent from (34). The problem (P) thus has solutions for λ = K*(p + q)/r. To identify the largest eigenvalue of (P) as K*(p + q)/r, we note that a solution of (P) gives a solution of (34) and by Lemma 2 the largest eigenvalue of (34) is K*(p + q)/r.
The inequality (5) and the statement concerning equality are now obvious. (36) shows that f(x)>0 for all #e [α, 6] ; and feC ι [a, 6] . We also note that if lim a ._ 6 A(#) is finite and lim a ._ >α i?(&) is finite then f(a) < oo and f(b) < oo. This will be used in § 3.
3* Some inequalities on a finite interval* As an application of Theorem 1, we obtain the best constants in case (α, b) is a finite interval and m{x) = w(x) = 1. We immediately consider
where y is absolutely continuous and y(0) = 0. Some special cases of (37) are known. The case g = 0,p = r = 2fc (k a positive integer) is inequality 256 of [8] , which was derived there by classical variational methods using the Weierstrass sufficient condition. This case was handled by elementary methods in [3] . OpiaPs inequality is the case p -q = 1, r = 2. If q = 1, r = p + 1, the best constant can be obtained by Holder's inequality (see [5] , for example). The case r = p + q was considered in [6] but the best constant was found only when q = 1 or r = 1.
Note that if q > r, there is no inequality of the form (37), since for y(x) = 1 - (1 -x) ι -r , q~' < Ύ < r~\ the left member of (37) is infinite while || y'\\ r < oo. The case p = 0 is simply Holder's inequality with K(0, q, r) = 1. THEOREM 2. For r ^ 1, p > 0, 0 ^ q ^ r, the inequality (37) is valid with a finite constant K(p, q,r) .
The best such constant is given by the following expressions ( a ) if p > 0, r > 1, 0 ^ q < r, 
