Abstract-This paper presents a recurrent neural-network model for solving a special class of general variational inequalities (GVIs), which includes classical VIs as special cases. It is proved that the proposed neural network (NN) for solving this class of GVIs can be globally convergent, globally asymptotically stable, and globally exponentially stable under different conditions. The proposed NN can be viewed as a modified version of the general projection NN existing in the literature. Several numerical examples are provided to demonstrate the effectiveness and performance of the proposed NN.
To date, various extensions of VI have also been studied extensively, one of which is the so-called general VI (GVI) [17] . A general projection NN was presented in [18] for solving GVIs and related problems with many desirable properties such as global convergence, global asymptotic stability, and global exponential stability. In this paper, a modified version of the general projection NN will be presented for solving a special class of GVIs. It will be seen that more convergence and stability results can be obtained with many alternative conditions.
The remainder of this paper is organized as follows. The problem formulation and the proposed neural-network model are presented in the next section. Some preliminaries related to the problem are also presented in this section. In Section III, we extensively explore the capability of the proposed NN by studying its convergence and stability under various conditions. In Section IV, several special cases of GVIs and the corresponding NNs are discussed briefly. Illustrative examples are presented in Section V. Section VI gives the conclusions of this paper.
II. PRELIMINARIES

A. Problem Formulation and Neural-Network Model
Let F : R n → R n and G : R n → R n be continuous vectorvalued functions, and Ω be a closed convex set in R n . Consider the following GVI [17] . Find x * ∈ R n such that G(x * ) ∈ Ω and
GVI includes many VIs as its special cases. For example, if G(x) = x and F (x) is an affine mapping, (1) reduces to the linear VI (LVI). Find x * ∈ Ω such that
where M ∈ R n×n and p ∈ R n . If G(x) = x and F (x) is not necessarily affine, (1) reduces to the VI in the usual sense. Find x * ∈ Ω such that
For another example, if both G(x) and F (x) are affine mappings, (1) becomes the generalized LVI (GLVI). Find x * ∈ R n such that Nx * + q ∈ Ω and
where M , N ∈ R n×n and p, q ∈ R n . For solving (2) and (3), several NNs have been developed in [8] - [12] (for numerical algorithms one may refer to [6] , [7] and references therein). For solving (4) , an NN can be found in [19] . For solving (1) , a general projection NN (GPNN) with its dynamic system governed by
is proposed, where λ > 0 is a scaling factor, and P Ω : R n → Ω is a projection operator defined by P Ω (x) = arg min y∈Ω x − y (6) where · denotes the l 2 -norm of R n . In this paper, we consider another special case of GVIs in (1) by only requiring that G(x) is affine. Find x * ∈ R n such that Nx * + q ∈ Ω and
Clearly, this problem also includes LVI in (2) , VI in (3), and GLVI in (4) as special cases. A recurrent NN is proposed to solve (7) with its dynamical equation governed by
where W is an n × n real matrix. Clearly, when W = I, the NN becomes a special case of the GPNN in (5) . In this sense, the proposed NN in (8) can be regarded as a modified version of the GPNN for solving the GVI in (7).
In view of the fact that solving the GVI in (1) is equivalent to finding zeros of the generalized projection equation [20] P
it is clear that the equilibria of the dynamic system (8) correspond to the solutions of (7) exactly if W is nonsingular. Moreover, this dynamic system can be easily realized by a recurrent NN with a one-layer structure as shown in Fig. 1 , where W = {w ij }, N = {v ij }, q = {q i }, and F (x) = {F i (x)}. We see from Fig. 1 that except for realizing the function F (x), a circuit realizing of the NN consists of 4n simple summators, n integrators, n units for computing the projection operator P Ω (·), and some weighted connections. In order to easily realize P Ω (x), it must have an explicit expression for any x ∈ R n . This is true in the following two cases. When Ω is a box set, i.e.,
T and
When Ω is a sphere set, i.e., Ω = {x ∈ R n | x − c ≤ r, r > 0}, where c ∈ R n and r ∈ R are two constants, then
Note that the GVI in (7) as well as in (1) does not always have a solution. For existence conditions for the solution of GVI, one may refer to [20] . Throughout this paper, we denoted the solution set of (7) byΩ * , and assumeΩ * = ∅ and there exists a finite x * ∈Ω * .
B. Definitions and Lemmas
Throughout this paper, the following notations are used. If A is a symmetric matrix, then µ min (A) and µ max (A) denote the minimum and maximum eigenvalues of A, respectively, and
is a scalar-valued function, then ∇f (x) ∈ R n stands for the gradient of f (x). If F (x) is a vector valued function mapping from R n to R m , then ∇F (x) ∈ R m×n stands for the Jacobian matrix of F (x). Define the following set closely related to the closed convex set Ω:
Clearly,Ω is also a convex set. Moreover,Ω * ⊂Ω. For the convenience of later discussion, it is necessary to introduce several definitions and lemmata.
Definition 1: Let x(t) be a solution of a systemẋ = F (x). The system is said to be globally convergent to a setΩ if every solution of the system satisfies
Definition 2: A matrix function M : R n → R n×n is said to be positive semidefinite on a set K if
M (x) is positive definite on K if the above inequality holds wherever h = 0; it is uniformly positive definite on K if there exists a constant γ > 0 such that
Note that in the above definitions, we do not require that M (x) is symmetric, which differs slightly from the corresponding definitions in the usual sense. An alternative way to understand the definitions is to interpret the positive semidefiniteness, positive definiteness, and uniform positive definiteness of an asymmetric matrix M (x) as those of a symmetric
T in the usual sense. T N is positive semidefinite onK, wherē
Proof: The G-monotonicity of F on K implies that for any Nx + q ∈ K and Ny + q ∈ K
This is equivalent to say that the mappingF (x) = N T F (x) is monotone onK. Note thatK is also an open convex set. Then, the lemma follows from [7 Lemma 2 ([5, pp. 9-10] ): Let P Ω (·) be defined by (6) . For all u ∈ R n and all v ∈ Ω ⊂ R n , we have
and for all u, v ∈ R n , we have
Lemma 3: Let a function φ : R n → R be defined as
where N and q are parameters in (7) . Then, φ(x) is continuously differentiable and its gradient is given by
Proof: Define a function ν :
which is clearly continuously differentiable. By the definition of the projection operator P Ω , we have
The minimum on the right-hand side is uniquely attained at y = P Ω (Nx + q). It follows from [21, Ch. 4, Th. 1.7] (this theorem can be also found in [22, App.] ) that φ(x) is differentiable and
This equation then gives (11) .
where
∈ Ω and V 0 (x) = 0 if and only if x solves the GVI in (1) . Moreover, if F and G are continuously differentiable, then V 0 is also continuously differentiable, and its gradient is given by
Proof: Inspired by the work of Fukushima [23] , we rewrite the function V 0 in the following equivalent form:
Consider the geometric meaning of the right-hand side.
Moreover, the definition of H(x) implies that V 0 (x) = 0 if and only if G(x) = H(x), which is equivalent to say that x is a solution of the GVI in (1) [20] . Define a function ν : R n × Ω → R as follows:
Because F and G are both continuously differentiable, so is ν(x, y). Consider the following constrained minimization problem:
It is equivalent to
the optimum of which is obviously uniquely determined as y * = H(x). Therefore, we have
This equation then gives (13).
Lemma 5: Assume that F (x) is locally Lipschitz continuous in R n and W in (8) is not equal to zero. For any x 0 ∈ R n , there exists a unique solution x(t) for (8) with
The proof of Lemma 5 parallels that of [18, Lemma 2] , and is thus omitted. In what follows, we assume that F (x) is continuously differentiable so that F (x) is locally Lipschitz continuous.
III. STABILITY ANALYSIS
The stability analysis of the proposed NN will be conducted based on the Lyapunov theorem and LaSalle's invariant set theorem [24] . The application of these theorems to recurrent NNs has a profound background and may be traced back to the analysis of nonlinear difference-differential equations in learning theory or prediction theory [25] - [27] , and then to the analysis of Hopfield NNs [28] . Some recent applications can be found in, to list a few, [12] - [16] , [29] - [32] , and references therein.
A. Nonsingular Matrix N
We first consider solving the GVI in (7) with a positive definite matrix N by using the NN in (8) with W = I. Then, the NN becomes exactly the GPNN in (8) proposed in [18] , where several stability results about the GPNN with general G(x) are presented. Based on this special case of G(x), (i.e., an affine function,) the following results can be obtained.
Theorem 1: Suppose that the function U (x) = Nx + q − F (x) is globally Lipschitz continuous with constant L, i.e.,
If N is positive definite and (8) with W = I is exponentially stable at the unique solution of the GVI in (7) .
Proof: Let x * be a finite solution of the GVI in (7) . Define the Lyapunov function
Compute the time derivative of V (x(t)) along the trajectory of (8) with
In the above reasoning, Lemma 2 is used. It follows:
Hence, the NN is exponentially stable at x * . In Theorem 1, the matrix N is required to be nonsingular. In fact, if this is true, we can choose W = N −1 in (8) and obtain more results for the NN. Define y = Nx + q, and then (8) with
which is a projection NN discussed extensively in the literature (e.g., [11] , [12] , and [18] ), and all stability results therein can be applied to this NN. For example, some recent stability results for the projection NN are combined into Theorem 2.
Theorem 2: Suppose that N is nonsingular. Consider the NN in (8) with W = N −1 and x(t 0 ) ∈Ω for solving the GVI in (7).
1) The NN is stable in the sense of Lyapunov and globally converges to the solution set of GVI if ∇F (x) T N is symmetric and Ω is bounded.
2) The NN is stable in the sense of Lyapunov and globally converges to an exact solution of GVI if either of the following conditions is satisfied. a) ∇F (x) T N is symmetric and positive definite onΩ.
T N is uniformly positive definite onΩ.
3) The NN is exponentially convergent to the unique solution of GVI if either of the following conditions is satisfied. a) ∇F (x) T N is symmetric and positive definite onΩ.
Proof: Consider the equivalent form (14) of the NN in (8) .
T N implies the positive (semi)definiteness of ∇F (x)N −1 , and that the uniform positive definiteness of ∇F (x) T N implies the uniform positive definiteness of ∇F (x)N −1 . 
B. Singular Matrix N
When the matrix N ∈ R n×n in (7) is singular, it is also possible to solve the problem with the NN in (8) by choosing appropriate W . Without loss of generality, we assume that Rank(N ) = m < n. According to the matrix theory, there always exist orthogonal matrices P and Q such that (8) 
Ñ T F (x) and x * be a finite point inΩ * . Consider the following function:
and Λ, Q are defined as same as in (15) . Since ∇U (x) = N T ∇F (x) is symmetric and positive definite on R n , V 1 (x) is continuously differentiable and strictly convex on R n and
. Then, x * corresponds to the unique minimum of V 1 . The definition of V 1 implies that V 1 (x * ) = 0. As x * is finite, the function V 1 (x), and accordingly V (x), is radially unbounded. Moreover, since x * ∈Ω * , by (7), we have
In Lemma 2, let u = Nx + q − F (x) and v = Nx * + q, we have
Summing the two resulting inequalities above yields
By noticing thatÑ
Since ∇F (x) T N is positive semidefinite on R n , by Lemma 1,
Therefore, V (x) is a Lyapunov function and the NN in (8) is stable in the Lyapunov sense. Clearly, dV (x)/dt = 0 if and only if x ∈Ω * . Then
As V (x) is radially unbounded, S is bounded. On one hand, this fact implies that T = +∞ and that the NN converges tō Ω * according to the LaSalle's invariant set theorem [24] . On the other hand, It implies that there exists a convergent subsequence {x(t k )} such that
wherex ∈Ω * . Finally, define another Lyapunov function
It is easy to see thatV (x) decreases along the trajectory of (8) and satisfiesV (x) = 0. Therefore, for any ε > 0, there exists q > 0 such that, for all t ≥ t q
AsV (x) is strictly convex with its minimumV (x) = 0, we have lim t→∞ x(t) =x. Therefore, the NN in (8) with W = N −1 is globally convergent to a solution of (7). In particular, if (7) has a unique solution x * , the NN is globally asymptotically stable at x * .
C. Block Diagonal Matrix N
Now, we consider solving the GVI in (7) with N ∈ R n×n being in the following form:
where N I ∈ R m is nonsingular and m < n. The problem can be solved by using the NN designed in Section III-B. Moreover, because of the special structure of N , the matrixÑ in (16) has a quite simple form. By singular value decomposition, N I can be factorized as N I = P I A I Q T I , where P I , Q I are two orthogonal matrices and A I is a diagonal matrix with its entries being the singular values of N I that are all positive. Select
It is verified that P and Q are the orthogonal matrices and that N = P ΛQ T . Thereforẽ
If Ω is a box set, then it can be partitioned as Ω = Ω I × Ω II , where Ω I ⊂ R m and Ω II ⊂ R n−m are also two boxes, and the NN in (8) with W =Ñ −1 can be partitioned as follows:
where the meanings of the parameters with subscripts I and II such as x I , x II are self-evident. The second part of the NN indicates that q II must reside in Ω II ; otherwise, the NN would have no equilibrium point, and correspondinglyΩ * = ∅. Hence, when we talk about this NN, this condition is always assumed true.
Some conditions have been presented in Theorem 3 for ascertaining the global convergence of the NN in (8) with W =Ñ −1 . In this section, we seek more results for this NN based on the special structure of N defined in (17) .
The following theorem claims thatΩ is actually an invariant and asymptotically attractive set for the NN in (8) Theorem 4: Assume that Ω is a box set and that N is a block diagonal matrix defined in (17) . Then, the trajectory x(t) of the NN in (8) with W =Ñ −1 will approachΩ exponentially when x(t 0 ) ∈Ω and stay insideΩ when x(t 0 ) ∈Ω for all t ≥ t 0 .
Proof: SinceÑ −1 = 0, by Lemma 5, there is a unique solution x(t) of (8) over [t 0 , T ) for any initial point x(t 0 ) ∈ R n . When x(t 0 ) ∈Ω, i.e., Nx(t 0 ) + q ∈ Ω, without loss of generality, we assume that
Let a function φ(x(t)) be defined in Lemma 3. Then
In Lemma 2, let u
Therefore, the trajectory of Nx(t) + q will approach Ω exponentially, and accordingly the trajectory of x(t) will approach Ω exponentially. We now prove the second part of the theorem. Suppose when
We show this could not happen by contradiction. By the mean value theorem, there existst ∈ (t 1 , t 2 ) such that
But, we have obtained above that dφ(t)/dt ≤ 0 for all t ≥ t 0 , which is a contradiction. Thus, TÑ is symmetric and positive definite. In the case when N is a block diagonal matrix, we will show that the symmetry of ∇F (x) TÑ can be replaced by some other conditions without affecting the stability properties of the NN. In establishing the results, we will use the function V 0 defined in Lemma 4 to construct a Lyapunov function for the stability analysis of the NN. Lemma 4 has revealed many desired properties of this function. However, it would be more desirable if the function is radially unbounded, i.e., V 0 (x) → ∞, ∀ x → ∞. Additionally, in many cases, this is true. For example, let
But in some cases, it is not true. Moreover, it is difficult to characterize this property for the function. What we know at present is that this property depends not only on F and G but also on Ω. Consider the same example above and let Ω = [0, ∞). It is easy to see that V 0 (x) = 0 when x ≥ 0. Thus, V 0 is not radially unbounded in this case. Further studies in this regard are needed. Anyway, if this property of V 0 holds, we have the following results.
Theorem 5: Assume that Ω is a box and that N is a block diagonal matrix defined in (17) . If V 0 defined in (12) is radially unbounded, ∇F (x)
T N is positive semidefinite onΩ, and
TÑ is positive definite onΩ, then the NN in (8) 
where V 0 (x) is defined by (12) 
where H I (x) = P Ω I (N I x I + q I − F I (x)), and
which follows
Let H(x) = P Ω (Nx + q − F (x)). By using Lemma 4 and the above inequality, we deduce
On one side, the positive semidefiniteness of
Together with (7), this inequality implies
On the other side, the positive definiteness of ∇F (x) TÑ onΩ implies the positive definiteness of ∇F (x)Ñ −1 onΩ. Thus
for all x ∈Ω and the equality holds if and only if H(x) − Nx − q = 0, or dx/dt = 0. Therefore, V (x) is a Lyapunov function and the NN in (8) is stable in the Lyapunov sense. As V 0 (x) is radially unbounded, so is V (x), and the following set:
is bounded. According to the LaSalle's invariant set theorem [24] , the NN will converge to the largest invariant set in S, that is,Ω * . In particular, if (7) has a unique solution x * , the NN is globally asymptotically stable at x * . Remark 1: In Section III-C, the GVI with N being in the form of (17) is considered only. We remark that if there are multiple blocks in the diagonal of N , i.e.,
where N I , N II , . . . are nonsingular, the NN in (8) with W = N −1 can also be used to solve the problem, whereÑ is chosen as follows: 1) letÑ = N and 2) change all zeros in the diagonal to ones except those in the N I , N II , . . . blocks. Then, all the stability results discussed in Section III-C are still valid for the NN.
IV. SPECIAL CASES
Consider the following generalized nonlinear complementarity problem (GNCP). Find x * ∈ R n such that
where N ∈ R n×n , and F (x) is a differentiable vector-valued function from R n into R n . If N = I and q = 0, the above GNCP reduces to an NCP in the usual sense, which has been studied extensively (see, e.g., [6] , [7] , and references therein). We show that the GNCP defined in (19) is equivalent to the GVI in (7) with Ω = R n + , i.e., the nonnegative quadrant of R n . On one hand, if x * is a solution to the GNCP, then
On the other hand, assume x * is a solution to the GVI in (7). Then, Nx * + q ≥ 0. Substituting x = 0 into (7) gives
Therefore, x * is also a solution to the GNCP.
Because of the equivalence between GVI and GNCP, the proposed NN in (8) can be used to solve GNCP in (19) as well. Specifically, the NN for this purpose can be described as follows:
where 0) . In the following, we consider the linear case of GVI and GNCP. If F (x) is an affine mapping in (7), i.e., F (x) = Mx + p, where M ∈ R n×n and q ∈ R n . Then, (7) becomes exactly (4), which represents the GLVI studied in [33] . To solve the problem, the NN in (8) is tailored to
where (19) , then the GNCP becomes the generalized linear complementarity problem (GLCP), and the NN in (20) is tailored to
where D = N − M and r = q − p. All the stability results for the NN in (8) presented in Theorems 1-5 can be applied to the NNs in (20)- (22) . For the latter two NNs, one point should be noted is that because ∇F (x)
T N and ∇F (x) TÑ become M T N and M TÑ , the conditions in these theorems requiring that the two matrices are positive definite or positive semidefinite onΩ are equivalent to requiring that they are positive definite or positive semidefinite on the whole space. Another point should be noted is that the NN in (21) has been studied in [18] and [19] with different choices of W . Compared with the results therein, it is seen that Theorems 1-5 provide many alternative conditions for ascertaining the global convergence of this particular NN.
V. NUMERICAL EXAMPLES
In this section, we demonstrate the effectiveness and performance of the proposed NN by using several examples.
Example 1: Consider a GVI in (4) with
It is easy to check that initial points are presented in Fig. 2 , which shows that all trajectories converge to the unique solution x * = (0.923, 0.385)
Example 2: Consider a GVI in (7) with
T . It can be verified that the ∇F (x) + N is not positive semidefinite in R 3 . As a result, the GPNN in (5) proposed in [18] cannot be ensured for its convergence and stability. In fact, simulations showed that the trajectory of this NN with any initial point always diverges to infinity (e.g., see Fig. 3 ). Now, we check the following conditions: N is nonsingular, Ω is bounded, and
is symmetric. Thus, the NN in (8) with W = N −1 can be adopted to solve the problem. Simulation results showed that the trajectory of the NN started from any initial point converges to the unique solution x * = (0.765, −0.716, 0.098) T , which is consisted with Theorem 2. Fig. 4 displays the transient behavior of the NN with 20 random initial points in R 3 when λ = 1. Example 3: Consider a GVI in (7) with This example is used to show the effectiveness of the NN with Ω being a sphere instead of a box, and also to show some other results stated in Theorem 2. The Jacobian matrix of F (x) is
Clearly, ∇F (x) + N is symmetric but not positive semidefinite in R n and the GPNN in (5) cannot be applied to solve the problem. However, it is trivial to show that the matrix
is symmetric and positive semidefinite for all x satisfying Nx + q ∈ Ω. According to Theorem 2, the NN in (8) with
will be globally convergent to the solution set of the problem. It is verified that M T N is positive semidefinite and M TÑ is symmetric and positive definite. According to Theorem 3, the problem can be solved by using the NN in (8) with W =Ñ −1 . All simulations showed that the NN is globally convergent to the unique solution of the GLVI, x * = (−1.267, −0.100, −3.000, 2.500) T . Fig. 7 illustrates the trajectories of the NN with 20 random initial points when λ = 1. Simulation results also showed that if GPNN in (5) is used to solve the problem, the states always diverge.
Example 5: Consider a GLCP in (19) where F (x) = Mx + p by using the NN in (22) . Let The problem has a unique solution x * = (−0.700, −0.600, 7.050, 5.000, 1.350)
T . Note that N is in the form of (18) . According to Remark 5, the NN with W =Ñ −1 can be used to solve the problem, whereÑ is as same as N except that the entry at the third row and third column is one instead of zero.
It is verified that M
T N is positive semidefinite and M TÑ is positive definite, i.e., two main conditions in Theorem 5 are satisfied. We use the NN to solve the problem. All simulations showed that the NN is globally convergent to x * . Fig. 8 displays the state trajectories of the NN with ten random initial points when λ = 1.
VI. CONCLUDING REMARKS
This paper presents a recurrent NN for solving a class of GVIs, which can be viewed as a modified version of the GPNN existing in the literature. Under mild conditions, it is shown that the proposed NN is globally convergent, globally asymptotically stable, and globally exponentially stable. Compared with the GPNN, the NN enlarges the scope of the GVIs that can be solved by recurrent NNs, while preserving the simple structure and low complexity for model implementation. This NN can be utilized to solve several special cases of this class of GVIs, GLVI, GLCP, and GNCP. The simulation results show the desirable performance of the proposed NN and substantiate the theoretical results.
