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In this thesis, the water level control problem of U-Tube Steam Generators (UTSG) 
of Nuclear Power Plants (NPP) is investigated. The water level of a UTSG must be 
regulated within an admissible range to assure safe and economic operation. 
Additionally, a high dynamic performance is desired when adjusting the level within the 
admissible range, because poor performance could eventually shorten the designed life of 
various instruments of the SG. Poor performance can also degrade the quality of the 
generated power. Difficulty in controlling the water level is mainly due to the highly 
nonlinear and inverse dynamics of the UTSG caused by a non-minimum phase 
phenomenon known as the swell and shrink effect.
This thesis focuses on the synthesis of a set-point function to improve the 
performance of the UTSG level control system under the presence of NPP power 
changes. The proposed set-point function is based on the concept of inverse control 
theory. Future information on the change in demanded power is used by the proposed 
control scheme to apply the set-point function pre-emptively. This pre-emptive control 
action allows the control system to prepare itself for the upcoming change in power. This 
preparation improves the performance of the control system considerably.
Using the Irving UTSG model, simulation results within MATLAB/SIMULINK 
show that the proposed control scheme is capable of regulating the level within the 
admissible range effectively. Regulation and level adjustment performance, herein, is 
measured in terms of the percentage overshoot and percentage undershoot of the level 
response. When compared to the widely used swell-based set-point function, the 
proposed control scheme can reduce the percentage overshoot and percentage undershoot 
by as much as 35.4% and 69.7%, respectively.
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Today, the world is witnessing a boom in the nuclear power industry due to the 
continuous rise in fossil fuel prices and the demand of reducing greenhouse gas 
emissions. According to the International Atomic Energy Agency (IAEA) [1], 66 
commercial nuclear reactors are currently under construction worldwide (see Fig. 1.1). 
This is 15% additional reactors getting built out of the total number of commercial 
nuclear reactors operating worldwide (441 reactors). Many countries in the world see the 
nuclear energy as an economic and “green” option to meet their growing electricity 
demands. Canada is in the process of refurbishing two reactor units at the Bruce Nuclear 
Power Plant (NPP). The (2011-2030) Ontario Energy plan [2] vows to invest $33 billion 
in the nuclear energy. The plan calls for two units to be built at the -Darlington NPP and 
10 units to be refurbished in Darlington, Bruce, and Pickering NPPs. The provincial 
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Figure 1.1 -  Number of reactors under construction worldwide [1]
NPPs with steam generators can be divided into two main parts: the primary side 












Fig. 1.2. The primary side differs from one power generation technology to another, but 
the secondary side is generally the same. Hence, the secondary side is also known as the 
conventional side. The primary side produces thermal energy in the reactor by means of 
nuclear fission. The secondary side uses the thermal energy from the primary side to 
generate steam through boiling water. The steam is then used to drive the turbine and 
electric generator to produce electricity. The device which interfaces the primary and the 





Figure 1.2 -  General schematic of a NPP with a steam generator
The SG contributes to the safety and the availability of a nuclear power plant. The 
SG contributes to the safety of the process by acting as a heat sink to the reactor. The SG 
also contributes to the availability of the NPP through its thermal energy supply to the 
turbine. Thus, the unavailability of the SG would result in the unavailability of the NPP, 
which is economically very costly.
Enhancing existing nuclear power technologies is essential to provide safer and 
more economic NPPs. Modem Instrumentation & Control (I&C) technologies, in 
particular, need to be integrated into NPPs. Since most operating NPPs have been built 
decades ago, they have elementary out-dated I&C technologies. Modernizing the I&C 
systems of the plants can improve its safety, cost-efficiency, and productivity. This thesis 
focuses on the Steam Generator Level Controller (SGLC) of a U-Tube Steam Generator 












A UTSG is one of many types of SGs, and it is the most commonly used SG in NPPs [4]. 
This thesis proposes a SG level control scheme, and demonstrates the effectiveness of the 
control scheme through simulation means.
1.2 Level control problem
The SGLC is used to regulate the water level in a UTSG under various operating 
conditions. The primary task of an SGLC is to maintain the water level within a narrow 
admissible range. This admissible range usually ranges between 2 and 2.25 meters [5], 
[6]. Violating the upper limit of the admissible range forces the safety system to trip the 
turbine because too high of a water level results in damaging the turbine blades. Violating 
the lower limit of the admissible range forces the safety system to trip the reactor because 
too low of a water level results in damaging the steam generator tubes and poor cooling 
of the reactor. Both events can be extremely costly, because they increase the 
unavailability of the NPP. For example, a reactor trip in a CANadian Deuterium Uranium 
(CANDU) reactor can take place through the actuation of ShutDown System 2 (SDS2). 
The actuation of SDS2 would result in the unavailability of the reactor for 48 hours [5]. 
This would cost millions of dollars. The secondary task of the SGLC is to achieve a high 
dynamic performance when adjusting the level within the admissible range. Level 
transients due to the poor performance can cause mechanical stress on SG tubes, which 
could eventually shorten their designed life [5], [7], [8]. Level transients can also result in 
fluctuations in the generated steam flow-rate, which could degrade the quality of the 
generated power.
Though the tasks of the SGLC are well-defined, the design of a high performance 
SGLC is a challenging one for the following reasons:
• Plant Nonlinearity: the level process of a UTSG is highly nonlinear across the full 
power operating range, which makes it challenging for a simple linear controller to 
regulate the water level effectively.
• Non-minimum phase plant characteristics: the plant has a significant inverse 












swell and shrink effect. The non-minimum phase characteristic limits the 
achievable bandwidth of the Closed-Loop System (CLS) [9]. The non-minimum 
phase characteristic is more predominant at low power (< 30%) [10]. This reduces 
the CLS bandwidth further making the control system design even more difficult 
[9].
• Sensor inaccuracy: steam & feed-water flow-rate sensors have a low signal to noise 
ratio at low power (< 10-20%) [5], [6]. This limits the use of steam and feed-water 
flow-rates as feed-forward terms at low power.
1.3 Motivations
A widely used SGLC is a simple feed-forward/ feedback PI controller known as 3- 
element PI controller [5], [6]. The controller utilizes the level error, the feed-water flow­
rate, and the steam flow-rate. The level error is the difference between the desired level 
and the measured level. Fig. 1.3 shows a block diagram of the controller and a UTSG in a 
feedback loop. The controller eliminates the steady-state level error and steady-state the 
flow-rate error. The flow-rate error is the difference between the water flow-rate and the 
steam flow-rate. Being a feed-forward/feedback controller that relies on the level and 
flow-rate error signals to perform control actions, the 3-element PI controller has poor 
control performance due to the swell & shrink effect. At low power levels, one element 
(level error) PI controllers are used due to the inaccuracy of steam/ feed-water flow-rate 
sensors [5], [6]. However, this controller cannot achieve satisfactory performance by 
using the level error only due to the swell and shrink effect [5], [6], [11]. This often 
forces NPP operators to use manual control at low power levels, which is extremely 














Fig. 1.3 -  Block diagram of a 3-element PI controller & a UTSG in a
feedback loop
Since the desired water level can be chosen arbitrarily within the admissible range, 
level set-point functions that are positively correlated with the steam flow-rate are often 
used in NPPs [5], [6]. In other words, set-point functions that increase as the steam flow- 
rate increases, and decrease as the steam flow-rate decreases are often used. These set- 
points create a greater margin for level swell/shrink excursions (in response to a change 
in the steam flow-rate) within the admissible range. For example: a Swell-Based Set- 
Point (SBSP) function is generated by positively correlating the water level with the 
steam flow-rate swell curve [6]. The SBSP function improves the capability of the SGLC 
at regulating the level within the admissible range. However, the SBSP function does not 
explicitly address the dynamic performance of the SGLC when performing level 
adjustments.
Various advanced control techniques have been investigated to address the level 
control problem such as: model predictive control, adaptive control, fuzzy logic control, 
optimal control, and gain-scheduled linear control [5], [7], [10]-[28]. In general, these 
techniques have provided the following desired characteristics: (a) control system 
stability is ensured over the entire power range, (b) steady-state level error is eliminated, 
and; (c) the effect of the non-minimum phase characteristics on the overall performance 
is reduced. However, the conservative nature of the nuclear industry makes adopting 
these techniques challenging. It is very clear that the nuclear industry demands 
engineering simplicity to be an essential ingredient in any solution to this problem [5].
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In conclusion, the techniques proposed in previous work are all based on the design 
of feedback control. However, industries still prefer 3-element PI controllers. 
Furthermore, little work has been done on the proper design of set-point functions, which 
also plays an important role in the overall response of the water level. Previous work has 
not considered the future power demand in the design of the SGLC either. In practice, 
when a power demand change is planned, the command is issued ahead of time. This 
information on the future change in power can allow the control system to carryout pre­
emptive actions to improve the overall performance of the control system. The main 
focus of this thesis is to investigate the design of suitable set-point functions to improve 
the overall performance of the steam generator level control system. This thesis also 
investigates integrating information on the future change in power into the control system 
to improve the overall performance.
1.4 Objectives, scope, and limitations
In this thesis, an SGLC is designed such that the following design objectives are 
achieved:
1. For easy adoption by industry, the proposed controller architecture remains similar 
to that of a 3-element PI controller;
2. The water level is maintained within the admissible range at all time; and
3. The dynamic performance of the SGLC when carrying out level adjustments within 
the admissible range is improved as much as possible. This performance is 
measured, herein, in terms of the percentage of overshoots and undershoots of the 
level response.
A major challenge for an SGLC is to maintain a satisfactory performance in the 
presence of steam flow-rate changes associated with NPP power changes [5], [6]. Thus, 
the SGLC proposed in this thesis mainly deals with the swell & shrink effect caused by 
steam flow-rate changes. The SGLC is designed such that it meets the admissible level 
range constraint and achieves satisfactory dynamic performance in the presence of these 
steam flow-rate changes. The performance of the SGLC is measured in terms of the 













gain-scheduled 3-element PI controller is used, where the scheduling variable is the 
steam flow-rate. The controller is gain-scheduled to improve its performance under 
various steam flow-rate ranges. When a steam flow-rate change is needed, a request has 
to be issued ahead of time to apply a pre-emptive control through an Inversion-based 
Feed-Forward Controller (IFFC). An IFFC is applied at the set-point of the CLS to (1) 
reposition the water level to create greater margin for swell/shrink excursions, and; (2) 
reduce the level overshoots and undershoots associated with the forthcoming change in 
the steam flow-rate.
IFFCs are the feed-forward terms that are applied at the set-point of the CLS [29]- 
[31]. They are determined using inverse control theory to provide tracking of a desired 
output trajectory [29]-[37]. In this thesis, bounded IFFCs are derived using the 
methodology in [29], where Irving local models [10] are used as plant models. Irving 
models are linear UTSG models corresponding to specific power levels; these models are 
widely used in literature due to their relative simplicity and accuracy. Since the IFFC is 
applied at the set-point of the CLS, it is referred to herein as the Inverse Control-Based 
Set-point (ICSP).
The MATLAB/SIMULINK simulation platform is used to evaluate the 
performance of the proposed control scheme. To illustrate its effectiveness, the 
performance of the proposed control scheme is compared to a Swell-Based Set-Point 
(SBSP) function subject to the same steam flow-rate changes.
The ease of implementing the proposed control scheme is illustrated by 
implementing it within a Honeywell Distributed Control System (DCS). The 
implemented controller controls the UTSG simulated within MATLAB/SIMULINK.
Sensor uncertainty issues at low power levels are not considered in this thesis. One 
solution could be using feed-water & steam flow-rate estimators to reduce the noise [17]. 
Moreover, the design and analysis is carried out for specific power ranges only. 
Transitions from one range to another have not been considered. Thus, the establishment 
of the global stability when switching occurs among different operating ranges is beyond 
the scope of the current work. However, interested readers are referred to [19], where a 













The main contributions of this thesis can be summarized in the following points:
• This thesis addresses the water level problem by designing a level set-point 
function to improve the performance of the SGLC in the presence of NPP power 
changes. With the exception of set-point functions that are correlated with the 
steam flow-rate, level set-point function design has not been utilized (to the best of 
the author’s knowledge) in previous work.
• Information on the future change in NPP power is incorporated in the SGLC design 
to improve the SGLC performance in the presence of power changes. This is 
achieved by applying a pre-emptive control for a given forthcoming change in 
power. To the best of the author’s knowledge, information on the future change in 
power has not been considered in previous work.
• The set-point function is derived using inverse control theory to track a desired 
output. To the best of the author’s knowledge, the water level control problem has 
not been addressed using an inverse control-based set-point function in previous 
work.
• According to the Irving UTSG mathematical model [10], simulations results show 
that the proposed set-point function provides improved performance when 
compared to the industry adopted SBSP function.
• The Honeywell C300 DCS, a widely used DCS in chemical and petrochemical 
industries, is used to implement the proposed control scheme. The main purpose of 
the implementation is to demonstrate the ease of implementing the proposed control 
scheme.
1.6 Organization of thesis
The rest of this thesis is organized as follows. Chapter 2 covers preliminary plant 
details that will help the reader understand the problem addressed and the solution 
proposed. This includes an overview of (1) a NPP with a SG, (2) the U-Tube Steam
8
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Generator (UTSG), and; (3) the UTSG level characteristics. Chapter 3 surveys existing 
SGLCs and previous work. Chapter 3 also includes a description of the Irving UTSG 
model, which is used as a plant in this thesis. Chapter 4 proposes the level control 
solution. Chapter 5 presents the results of the MATLAB/SIMULINK simulation studies 
that demonstrate the effectiveness of the proposed level control scheme. Chapter 6 
implements the proposed control scheme within the Honeywell C300 DCS. Conclusions 
are drawn in Chapter 7.
CHAPTER 2 DESCRIPTION OF STEAM GENERATORS
This chapter provides an overview of the nuclear power generation process. In 
particular, this chapter describes the U-Tube Steam Generator (UTSG) and its level 
characteristics. This chapter helps the reader understand the level control problem and the 
solution proposed in this thesis.
2.1 NPP fundamentals
The electrical power generation process in a Nuclear Power Plant (NPP) and a 
fossil-fuelled power plant is similar. Both use pressurized steam to drive a steam turbine 
that will generate electricity. The core difference lies in the methodology used to 
produce the thermal energy. The former produces the thermal energy by establishing a 
nuclear fission reaction, where as the latter bums fossil fuels. Nuclear reactor 
technologies can be distinguished through the fuel type, coolant type, moderator type, etc 
[38], Steam Generators (SG), which are independent components used to produce steam, 
exist in a NPP if the primary coolant is pressurized. NPPs with SGs are the most common 
NPPs. Out of the 441 commercial nuclear reactors operating worldwide, 352 have SG 
components [39]. Since this thesis is addressing a problem associated with the SG, this 
chapter discusses NPPs with SGs only.
A schematic of a NPP with a SG is shown in Fig. 2.1. Such NPPs can be divided 
into two main parts: the primary side and the secondary side. The primary side produces 
thermal energy by means of nuclear fission in the reactor. The secondary side uses this 
thermal energy to generate steam through boiling water. The steam is then used to drive 
the turbine and electric generator to produce electricity. The SG transfers the thermal 
energy from the primary side to the secondary side by means of conduction and 
convection heat transfer mechanisms. Isolating the primary side from the secondary side 


















Figure 2.1 -  Schematic of a NPP with a steam generator
The primary side can be divided into three main components: the reactor core, the 
Heat Transport System (HTS), and the primary coolant. The reactor core produces 
thermal energy. The HTS circulates the highly pressurized primary coolant through the 
reactor core to transfer the thermal energy from the reactor to the SG. The primary 
coolant is kept under a high pressure by a pressurizer to prevent it from boiling.
The secondary side can be divided into four main components: the SG, the turbine, 
the electric generator, and the condenser. Thermal energy delivered from the primary side 
is used by the SG to boil water to produce steam. This is done in a pressurized 
environment to provide the turbine a more energized steam. Generally, the quantity of 
steam flow-rate fed to the turbine is associated with the reactor power/ turbine load (see 
Section 3.1.1). Pressurized steam then drives the turbine, which is mechanically coupled 
to the generator to produce electricity. After driving the steam turbine, the steam is 












2.2 U-Tube Steam Generator (UTSG) description
Steam Generators (SG) are mainly characterized by their shapes and the geometry 
of the primary coolant circulation pipes. There are mainly three types of SGs: vertical 
UTSGs, vertical Once Through SGs (OTSG), and horizontal SGs [4]. OTSGs force the 
reactor coolant from the top through a vertical tube and out from the bottom. Hence, the 
name is Once Through SG. The most common SG is the UTSG, where thermal energy is 
transferred to the SG by circulating the primary coolant through a number of inverted U- 
tube pipes [4]. Hence, the name is U-tube SG. Horizontal SGs force the reactor coolant 
through horizontal tubes [4]. When compared to a vertical SG, water level is easier to 
control in a horizontal SG due to its large cross sectional area [4], On the other hand, 
vertical SGs have much smaller foot-print. Thus, a horizontal SG can be replaced with 
multiple vertical ones, which would increase the rated power of a NPP [40].
Since this thesis addresses the water level control problem of a UTSG, this section 
focuses on UTSGs only. The ordinary physical dimensions of a UTSG are 22.5m x 7.5m 
[41]. However, UTSG size specifications are not standard. Size specifications depend on 
many aspects such as: SG pressure, SG temperature, demanded steam capacities, and 
many other plant parameters [40]. A schematic diagram for a UTSG is shown in Fig. 2.2. 
As can be seen, the water is fed into the SG through a feed-water inlet. It then gets 
preheated to a temperature close to the boiling point to prevent condensation. As water in 
the SG starts boiling, wet steam (steam/water mixture) is formed and starts rising to the 
top of the SG. The wet steam goes through cyclone separators, a swirling centrifugal 
motion-based separator, and then through steam scrubbers to separate the water from the 
steam. This provides dry steam to the turbine, which is very important to avoid damaging 
to the turbine blades. Meanwhile, the separated water will fall back to the bottom of the 
steam generator through the down-comer. More detailed descriptions about UTSGs can 
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Figure 2.2 -Schematic diagram of a U-tube steam generator
The water level in a UTSG has to cover the inverted tube bundle to prevent 
damaging the tubes and poor reactor cooling. Tube damage results in primary coolant 
leakage into the secondary side. Poor reactor cooling can eventually lead to damaging the 
reactor core, which is a very serious safety event. The water level has to also be 
maintained below the cyclone separators; otherwise, the cyclone separators and steam 
scrubbers would not function properly. In brief, the water level has to be maintained 
within a narrow admissible range, Y r , as shown in Fig. 2.2.. Yr usually ranges between 2 
and 2.25m [5], [6].
2.2.1 Dynamic characteristics of the water level
The change in water level of a UTSG is mainly governed by the difference between 
the mass of the water entering into the SG and the mass of the steam exiting from the SG. 
Based on the Irving UTSG mathematical model [10], the level responses to a 1 (kg /sec) 
step increase in the feed-water flow-rate and 1 (kg /sec) step increase in the steam flow- 
rate are illustrated in Figs. 2.3.1 and 2.3.2, respectively. The initial flow-rate error, 












these responses, a nonlinear transient inverse behaviour, known as the swell and shrink 
effect, can be clearly observed.
Figure 2.3.1 -  Water level response to a step increase in the feed-water 
flow-rate at various power levels
Figure 2.3.2 -  Water level response to a step increase in the steam flow-
rate at various power levels
Generating steam in a highly pressurized SG creates a two-phase (steam/water) 
mixture at the tube bundle region. Thus, the measured water level does not reflect the true 
quantity of the liquid water due to the air bubbles in the water. The following step-by- 
step event description explains the level response to a (1 kg/sec) step increase in steam 
flow-rate:
1. An increase in the steam flow-rate results in a decrease in the steam pressure within 
the SG. This allows the air bubbles in the water to expand resulting in a transient 












2. Eventually, the difference between the amount of water going into the SG and the 
amount of steam exiting from the SG results in a steady decrease in the water level.
Similarly, the following step-by-step event description explains the level response to a (1 
kg/sec) step increase in water flow-rate:
1. An increase in feed-water flow-rate at a temperature less than the boiling 
temperature results in a condensation process. In other words, the air bubbles in the 
water collapse resulting in a transient decrease in the water level known as shrink.
2. Eventually, the difference between the amount of water going into the SG and the 
amount of steam exiting from the SG results in a steady increase in the water level.
It should be noted that a step decrease in the steam flow-rate or feed-water flow-rate 
results in an opposite phenomenon to what it is shown in Figures 2.3.1 and 2.3.2.
It is apparent from Figs. 2.3.1 and 2.3.2 that the swell and shrink effect is much more 
significant at low power levels. This phenomenon occurs because the percentage change 
in the steam flow-rate and the feed-water flow-rate at low power levels is relatively larger 
[16]. The effectiveness of the pre-heater also plays an important role in the nonlinear 
behavior of the swell & shrink effect due to changes in the feed-water flow-rate. The 
ability of the pre-heater to heat the feed-water to a temperature close to the boiling point 
depends significantly on the value of the feed-water flow-rate. A lower feed-water flow- 
rate (lower power level) would result in a lower feed-water temperature. This makes the 
water level more susceptible to swells & shrinks. For example, the feed-water 
temperature can get as low as 120 °C in a CANDU SG, where the SG’s boiling point is 
230 °C [43],
2.3 Summary
NPPs with SGs can be divided into two parts: the primary side and the secondary 
side. The primary side differs from one nuclear power technology to another, but the 
principle of the secondary side is generally the same. The primary side produces thermal 





energy to generate steam through boiling water. The steam is then used to drive the 
turbine and electric generator to produce electricity.
The SG transfers heat from the reactor to the turbine/ electric generator by means of 
boiling water. The UTSG is the most commonly used SG in NPPs. Although the typical 
height of a UTSG is 22m, the water level has to be maintained within a range of 2-2.5m 
[5], [6]. The level has to be kept within this narrow range, because a high water level 
results in damaging the turbine blades, and a low water level results in poor cooling of 
the reactor. Maintaining the level within the admissible range is a difficult task, because 
the level process (1) is highly nonlinear across the operating power range, and; (2) has a 












CHAPTER 3 SURVEY OF UTSG CONTROL SYSTEMS
In this chapter, a survey of existing UTSG control systems is presented. A SG has 
two control systems: the SG Level Controller (SGLC) and the SG Pressure Controller 
(SGPC). Although this thesis addresses the SGLC, existing SGPCs are also covered in 
this chapter, because the level process is strongly coupled to the pressure of the SG as it 
was shown in Section 2.2.1. This chapter also reviews the swell-based set-point (SBSP) 
function widely used for SGLCs. Finally, previous work on SGLCs is reviewed; this 
includes a description of the Irving UTSG mathematical model. The Irving model is used 
in the following chapters to design and test the proposed SGLC.
3.1 Existing UTSG control systems
3.1.1 Existing SG PCs
As it was mentioned in Section 2.1, SGs operate at very high pressures to produce 
steam with greater heat content; this makes the NPP more efficient. Since a SG acts as a 
heat transfer link between the primary side and the secondary side, the SG pressure 
indicates how well is the heat getting transferred between the two sides [44], [45]. A 
steady-state pressure indicates that the heat supplied to the SG is equal to the heat being 
removed. An increase/decrease in the pressure means that the heat supplied to the SG is 
greater/smaller than the heat removed. A small mismatch between the amount of heat 
supplied and removed would eventually result in a significant change in the SG pressure 
[45].
The task of the SGPC is to maintain the SG pressure at a desired level; this is 
achieved through controlling the turbine load or the reactor power depending on the 
operating mode of the NPP [44], [45]. The two operating modes are the “reactor leading” 
and the “turbine leading” modes. The block diagrams of the SGPC in both modes are 
shown in Figs. 3.1.1 and 3.1.2. In the reactor leading mode, the operator determines the 
reactor power, and the turbine load is controlled through the SGPC to achieve the desired 












SG through a steam flow-rate valve. In the turbine leading mode, the operator determines 
















Figure 3.1.2 -  Block diagram for the SGPC used in the turbine leading
mode
To better illustrate the SGPC operation, a step-by step explanation of the SGPC 
operation when an operator issues a command to increase the reactor power (reactor 
leading mode) is followed:
1. Operator increases the reactor power.
2. Increasing the reactor power induces a positive difference between the heat 
supplied to the SG and the heat removed from the SG. This increases the SG 
pressure.
3. The resulting SGPC control error causes the SGPC to increase the turbine load (i.e. 
steam flow-rate).
4. Increasing the turbine load increases the heat removed from the SG. This eventually 
restores the desired pressure in the SG.
Similarly, a step-by step explanation of the SGPC operation when an operator issues a 










1. Operator increases turbine load (i.e. steam flow-rate).
2. Increasing the turbine load induces a positive difference between the heat removed 
from the SG and the heat supplied to the SG. This decreases the SG pressure.
3. The resulting SGPC control error causes the SGPC to increase the reactor power.
4. Increasing the reactor power increases the heat supplied to the SG. This eventually 
restores the desired pressure in the SG.
By maintaining a steady pressure, the SGPC establishes a positive correlation 
between the reactor power and the steam flow-rate. In other words, an increase/ decrease 
in the reactor power would increase/ decrease the steam flow-rate and vice versa. It is 
assumed in this thesis that the SGPC maintains this relationship between the reactor 
power and the steam flow-rate.
3.1.2 Existing SG LCs
This section provides an overview on the widely used SGLC known as the 3- 
element PI controller. This 3-element PI controller is also chosen for the proposed 
controller. The Swell-Based Set-Point (SBSP) function is also discussed since it is 
compared in Chapter 5 to the proposed set-point function.
3.1.2.1 3-elem ent P I  controller
From Section 2.2.1, it can be deduced that the SG level process is a Multi Input -  
Single Output (MISO) process. The feed-water flow-rate is the controlled input and the 
water level is the only output. Other inputs such as: the steam flow-rate, feed-water 
temperature, SG pressure, and reactor power can be considered as disturbances. Due to 
their simplicity, 3-element PI controllers are widely used as SGLCs in NPPs [5], [6]. 
This controller relies on three measured signals: (1) the water level, (2) the feed-water 
flow-rate, and (3) the steam-flow rate. This controller considers only the most significant 
disturbance, the steam flow-rate. For further illustration, the 3-element PI controller used 
by Ontario Power Generation (OPG) at the Darlington NPP [6] is shown in Fig. 3.2, 
where the controller is encircled by the dotted lines. It consists of two cascaded PI 
controllers: the level controller and mass controller. The level controller maintains the 
desired water level. The mass controller balances between the mass of the water entering 













controller that relies on error to perform control, the 3-element PI controller can lead to 
significant level overshoots and undershoots when performing level adjustments to the 






Figure 3.2 -  Block diagram for the 3-element PI controller at Darlington 
NPP & a UTSG in a feedback loop
Some existing SGLCs also utilize the derivatives of the reactor power and SG 
pressure to effectively compensate for the swell and shrink effect [5], At low power 
levels, a one element (measured level) PI controller is used due to the high uncertainties 
in the steam/feed-water flow-rate sensors [5], [6]. However, this controller cannot 
achieve satisfactory performance by using the measured level only due the swell and 
shrink effect [5], [6], [11]. This often forces NPP operators to use manual control at low 
power levels, which is extremely challenging even for an experienced operator [5], [11].
3.1.2.2 Swell-based set-point function
Since the desired water level in a SG can be chosen arbitrarily within the 
admissible range, many NPPs employ level set-point functions that are positively 
correlated with the steam flow-rate [5], [6]. In other words, set-point functions that 
increase as the steam flow-rate increases, and decrease as the steam flow-rate decreases 
are often used. These set-point functions create greater margin within the admissible 
range for level swell/shrink excursions (in response to a change in steam flow-rate).
One of the positively correlated set-point functions that is widely used for SGLCs is 












water level with the steam flow-rate swell curve [6]. For better illustration, the SBSP 
function used at the OPG Darlington NPP is shown in Fig. 3.3 [6]. As can be seen, the 
set-point rate of change is greater at lower steam flow-rate values since the level swell is 
greater at lower steam flow-rate values (power levels). For steam flow-rate percentages 
less than (10-20%), the reactor power signal is used, instead of the steam flow-rate to 
calculate the SBSP function due to the steam flow-rate sensor uncertainties [6],
Figure 3.3 -  SBSP function for the SGLC used at Darlington NPP
The SBSP function creates greater margin within the admissible range for level 
swell excursions when an increase in steam flow-rate takes place. Similarly, it creates 
greater margin within the admissible range for level shrink excursions when a decrease in 
steam flow-rate takes place. The hypothetical level responses to an SGLC with a fixed 
set-point and a SBSP function when a 50% increase/decrease in steam flow-rate takes 
place are shown in Figs. 3.4. As can be seen, the SBSP function reduces the chance of 
violating the upper and lower level limits when a significant change in steam flow-rate 
takes place. This is achieved by properly positioning the level within the admissible range 










Figure 3.4.1 -  Fixed set-point and corresponding level response for a 

























Figure 3.4.2 -  SBSP and corresponding level response for a 50% increase 
and decrease in steam flow-rate
The SBSP function is an effective and simple technique that improves the 
capability of the SGLC at maintaining the level within the admissible range. However, 
the SBSP function does not explicitly address the level transients caused by the swell and 
shrink effect. A 3-element PI controller with a SBSP function can potentially produce
23
significant level overshoots and undershoots when performing level adjustments as a
function of steam flow-rate changes.
3.2 Irving model of a UTSG
Since an inverse control technique is used in the proposed SGLC, it is essential to 
use an accurate mathematical model of the UTSG. The performance of the proposed 
SGLC strongly depends on the accuracy of the plant model. Detailed UTSG models [13],
[16], [42], and [46] have been developed using fundamental thermodynamic principles 
and conservations of mass, energy, and volume. These plant models are mainly used for 
simulations of plant accidents, operator training, and controller validation prior to 
implementation. However, these models are generally of high order, and are unsuitable 
for control system designs. Thus, it is also critical to use a simple plant model to simplify 
the control system design.
The UTSG model presented by Irving et. al. in [10] has been widely used to study 
SGLCs due to its relative simplicity and accuracy when compared to a practical UTSG. 
This model is used in this thesis. In this thesis, the model is referred to as Irving model. It 
is a fourth order linear parameter-varying model. The model consists of two inputs (feed- 
water flow-rate and steam flow-rate) and one output (water level). The dynamic 
relationships between the inputs and the output can be represented in the following 
Laplace form:
y(s) = y ( 0e( s ) - Q v( s ) ) - l + T  2 S (Qe(s) ~ Qv(s)) +
(3.1)
where,
• Y(s) is the water level in mm.
• Qe(s)  is the feed-water flow-rate in kg/sec.
• Q v(s) is the steam flow-rate in kg/sec.
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• Gy is a constant that is dependent on the SG size, flow valve sizing, etc. It is 
independent of the power level.
•  ̂ represents the swell and shrink behaviors. G2 and r 2 are the swell & shrink 
magnitude and time constant, respectively. They are dependent on the power level.
C• —------ -— -—------- Z7 accounts for oscillations in the level. This term is very small
s2+ 2 t 1- 1 s+ t 1-2  + 4 ttTw  2 J
in amplitude, and its effect can be often neglected at the controller design stage
[10].
The first and second terms in Eqn. (3.1) produce a system zero at the right half of the s- 
plane. Hence, Eqn. (3.1) represents a non-minimum phase system, which exhibits swell 
and shrink behaviors.
Eqn. (3.1) can be rewritten as shown below:
n s )  = Pe (s)Qe(s) + P„(s)<?„(s) + <?«'M  (3-2)
where the relationship between the level and the feed-water flow-rate can be represented 
by Pe(s), and the relationship between the level and the steam flow-rate can be 
represented by Pv(s):
P rs) = - ___ —
e U  s
Gl (*2
^  = - ( 7 - 1 7 ^
For simplicity, Irving model assumes that the magnitude of the swell/shrink caused 
by changes in the steam flow-rate or feed-water flow-rate is identical. Table 3.1 presents 
the parameter values of the model at various power levels. In this thesis, the Irving 
model corresponding to a specific power level is referred to as the local Irving model.
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Table 3.1 - UTSG model parameters at different power levels [10]
p%0* 5 15 30 50 100
n ** yv 57.4 180.8 381.7 660 1435
Gj 0.058 0.058 0.058 0.058 0.058
G2 9.63 4.46 1.83 1.05 0.47
g 3 0.181 0.226 0.310 0.215 0.105
Tl 41.9 26.3 43.4 34.8 28.6
T2 48.4 21.5 4.5 3.6 3.4
Tw 119.6 60.5 17.7 14.2 11.7
* P% denotes the NPP operating power level. 
** qv denotes the NPP operating steam flow-rate.
3.3 Previous work on SGLCs
Various control techniques have been applied to the water level control problem in 
the past three decades starting from simple PI-like controllers to robust and optimal 
controllers [5], [10]-[19]. As the computational capability of computers improved, 
advanced control techniques have been utilized such as model predictive, fuzzy logic, and 
neural controllers [5], [20], [21], [24]-[28]. These techniques generally produce more 
satisfactory performance than 3-element PI controllers in terms of level regulation under 
various operating conditions. Most of the reported control techniques use Irving-like 
models for control design and testing. Many solutions use gain-scheduling approaches to 
address the non-linearity of the level process at different power levels, where the steam 
flow-rate is used as a scheduling variable. Signals that are directly proportional to the 
steam flow-rate are used as the scheduling variable at low power levels to overcome 
sensor uncertainties. Some of the control techniques reported in literature are discussed in 
Sections 3.3.1 to 3.3.4. Intelligent SGLCs, such as: fuzzy logic and neural controllers are 
beyond the scope of this thesis; thus, they are not discussed herein. Further information 












Using Irving model [10], the inverse response behaviors are estimated in [10]. 
These estimations are then used to eliminate the inverse response behaviors from the 
measured level signal. Inverse response behaviors are eliminated, because they generally 
play a significant role in degrading the performance of an SGLC. To deal with the 
nonlinearities in the level process, an adaptive control technique is used to tune a PI 
controller at various operating power levels. Simulation studies show that this technique 
reduces the effect of the inverse response behaviors on the controller performance 
significantly.
In similar to the technique proposed in [10], a PI controller is designed in [12], 
while eliminating the inverse response behaviors from the measured level signal. 
However, this is achieved by adding model-based compensators to the measured level 
signal, where an Irving-like model is used to design the models for the compensators. The 
Irving-like model is determined at different power levels by minimizing the square error 
between the model and the detailed nonlinear model presented in [13]. Simulation 
studies show that this technique reduces the effect of the inverse response behavior on the 
controller performance significantly.
A feedback/feed-forward PI controller is introduced in [14] through the internal 
model control principle. The feedback controller eliminates level overshoots, but does not 
eliminate level undershoots due to the existence of a positive zero in the Closed-Loop 
System (CLS). The feed-forward term is tuned to improve the rejection of steam flow­
rate disturbance. The controller has two tuning parameters, which are gain-scheduled 
with respect to the steam flow-rate to achieve a desired performance in terms of settling 
time, undershoot and overshoot. Overall, this technique introduces inverse control as a 
simple and effective solution to the water level control problem.
3.3.2 LQR/LQG controllers
A linear gain-scheduled SGLC is designed using optimal control theory and state 
feedback law in [15]. A linear UTSG model is determined by linearizing a nonlinear 
UTSG model [16] around several chosen power levels. The local optimal state feedback 







objective functions penalize the deviations of the water level and feed-water flow-rate 
from their desired values. The optimal controllers are then gain-scheduled to cover the 
entire range of operating power. The designed controllers guarantee stability and achieve 
good level control performance at the chosen power levels.
In similar to [15], an optimal controller is proposed and demonstrated in [17]. 
However, this controller also addresses the sensor uncertainty issues at low power. The 
controller consists of a mass controller to eliminate the steady-state flow-rate error and a 
level controller to regulate the level. The level controller is a standard PI controller, 
which is dynamically tuned as function of power such that a desired stability gain can be 
maintained over the entire range of operating power. The mass controller is designed 
through the Linear Quadratic Gaussian (LQG) approach to obtain an optimal feed-water 
flow-rate estimator. The Loop Transfer Recovery (LTR) method is then used to achieve 
specific controller robustness with respect to plant model uncertainties.
3.3.3 Robust controllers
A gain-scheduled L2 controller is designed in [18] using a single Lyapunov 
function. In other words, the controller is designed using a single Lyapunov function 
such that the CLS is stable and has a bounded L2 performance over the entire range of 
operating power. The local Irving models [10] are used for design & simulation purposes, 
where the model parameters are linearly interpolated to cover the entire range of 
operating power. Using a single Lyapunov function instead of multiple local Lyapunov 
functions eliminates the switching transients and stability problems associated with 
classical gain-scheduling techniques. Simulation results show that the capability of the 
proposed controller at rejecting steam flow-rate disturbance is better than a classical gain- 
scheduled PI controller.
A gain-scheduled H,» controller is proposed in [11]. In other words, local linear 
controllers are designed such that the sensitivity of the CLS to the steam flow-rate 
disturbance is minimized. This improves the capability of the level controller at 
regulating the level within the admissible range. The detailed non-linear UTSG model 
developed in [16] is used for design and testing purposes. For design purposes, the model 
is linearized around several chosen power levels. When tested against an LQG/LTR gain-
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scheduled controller, the gain-scheduled H,a controller shows its superior capability at 
maintaining the level within the admissible range under significant changes in the steam 
flow-rate. This is achieved at the expense of large settling times.
Local Hao controllers are designed using local Lyapunov functions in [19]. Each 
controller guarantees stability and a bounded //«, performance in its specific power 
region. A switching logic is proposed to guarantee that the controllers are stable when 
switching from one power region to another. An Irving-like model is used for design and 
simulation purposes, where the model parameters are linearly interpolated to cover the 
entire range of operating power. Simulation results show that the proposed controller is 
better at rejecting steam flow-rate disturbance, when compared to the single Lyapunov- 
based L2 controller proposed in [18].
3.3.4 Model predictive controllers
In [7], the feed-water flow-rate and the level range constraints are integrated into 
the SGLC design through the use of a gain-scheduled Model Predictive Controller 
(MPC). The objective function of the MPC penalizes the deviation of the water level 
from the reference level and the violation of the feed-water flow-rate and level range
3
constraints. Local Irving-like plant models are used for design and simulation purposes.
It is pointed out in [7] that the performance of the MPC could be improved significantly 
if the power level change is made available to the MPC in advance. Although the 
capability of the gain-scheduled MPC at rejecting steam flow-rate disturbance is 
demonstrated, the CLS stability is not guaranteed theoretically.
The performance of classical gain-scheduled PID controllers is enhanced in [20] by 
auto-tuning the parameters of a PID controller using a model predictive control 
algorithm. The objective function of the algorithm penalizes deviation of the level and the 
feed-water flow-rate from the reference level and the steam flow-rate, respectively.
Stability of the control system is not addressed theoretically. Nevertheless, the proposed 
controller shows promising level control performance (according to Irving model).
The accuracy of the plant model plays an important role in the performance of a 
MPC. To overcome the problem of plant model inaccuracies associated with MPCs, the 





moving average model, where the model parameters are identified using a recursive 
parameter estimation algorithm. The objective function of the MPC penalizes the 
deviation of the level and the feed-water flow-rate from the reference level and the steam 
flow-rate, respectively. This controller shows promising level control performance, when 
tested using the Irving model and the nonlinear UTSG model presented in [46].
In conclusion, the level control techniques proposed in the previous work are all 
based on the design of feedback control. Unfortunately, industries still prefer 3-element 
PI controllers due to their simplicity. Furthermore, little work has been done on the 
proper design of set-point functions, which also plays an important role in the overall 
response of the water level. Previous work has not considered the future power demand 
in the design of the SGLC either. In practice, when a power demand change is planned, 
the command is issued ahead of time. This information on the future change in power can 
allow the control system to carryout pre-emptive actions to improve the overall 
performance of the control system. The main focus of this thesisTis to investigate the 
design of suitable set-point functions to improve the overall performance of the steam 
generator level control system. This thesis also considers the future power demand in the 
design of the SGLC.
3.4 Summary
The water level and the pressure of a UTSG are controlled through the SGLC and 
SGPC to provide a reliable UTSG process. The SGLC maintains the level within an 
admissible range to provide sufficient cooling to the reactor and dry steam to the turbine. 
The SGPC maintains a desired pressure for the SG to balance between the heat supplied 
to the SG and the heat removed from the SG. This provides a positive direct relationship 
between the reactor power and the steam flow-rate.
3-element PI controllers are widely used in the industry as an SGLC. This 
controller cascades two PI controllers to eliminate the steady-state level error and steady- 
state flow-rate error. Many NPPs employ level set-point functions that are positively 
correlated with the steam flow-rate [5], [6]. These set-point functions create greater
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margin within the admissible range for level swell/shrink excursions (in response to a 
change in steam flow-rate). One of these set-point functions is the Swell-Based Set-Point 
(SBSP) function. It is generated by positively correlating the water level with the steam 
flow-rate swell curve [6].
Various control techniques have been applied to the water level control problem 
starting from simple PI control techniques to advanced control techniques such as: model 
predictive, fuzzy logic, and neural network-based control techniques. Most of these 
techniques have used UTSG models that are very similar to the Irving UTSG model for 
control design and simulation purposes. Irving model is a fourth order linear parameter- 
varying model. These techniques have generally demonstrated better level control 
performance than the 3-element PI controller. In reality, industries still prefer 3-element 
PI controllers due to their simplicity and proof in use.
The level control techniques proposed in previous work are all based on the design 
of feedback control. Little work has been done on the proper design of set-point 
functions, which can also play an important role in the overall response of the water 
level. Previous work has also not considered the future power demand in the design of the 
SGLC, which can be used to improve the overall performance of the control system. The 
main focus of this thesis is to design suitable set-point functions to improve the overall 
performance of the steam generator level control system. This thesis also considers the 
future power demand in the design of the SGLC.
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CHAPTER 4 OPERATIONAL STRATEGY AND CONTROLLER
ARCHITECTURE
4.1 Introduction
This chapter presents the operational strategy and architecture of the proposed 
SGLC. A major challenge for an SGLC is to maintain a satisfactory performance in the 
presence of power changes [5], [6]. The SGLC proposed in this chapter mainly deals with 
the level swell and shrink effect caused by the change in steam flow-rate associated with 
power level changes. The proposed SGLC also takes in consideration the conclusions 
drawn from previous work, which are presented at the end of Section 3.3. In other words, 
the proposed SGLC focuses on the design of a set-point function to improve the 
performance of the steam generator level control system. Information on the future 
change in power is used by the SGLC to apply pre-emptive control actions to prepare the 
SG for the upcoming change in the steam flow-rate.
Section 4.2 presents the overall control scheme of the proposed SGLC. The 
feedback control loop design is covered in Section 4.3. The design of the set-point 
function is described in Section 4.4. A constrained optimization problem is suggested in 
Section 4.5 to determine the tuning parameters of the SGLC.
4.2 Overall control scheme
The proposed SGLC operates in two modes: normal mode and Aqv request mode. 
Aqv is the change in the steam flow-rate associated with a change in the reactor power or 
turbine load. The SGLC operates in the normal mode if there is no Aqv request. In the 
normal mode, the water level of the SG is maintained at a desired level using a gain- 
scheduled 3-element PI controller. The SGLC operates in the Aqv request mode when a 
Aqv request is issued. A timeline describing the control scheme for the Aqv request 
operating mode is illustrated in Fig. 4.1. The request is issued r seconds ahead of the time 
instant when Aqv is physically initiated. This lead time, r, allows the SGLC to condition 
itself in such a way that the water level does not violate the admissible range constraint,
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and that the Aqv results in the least overshoots and undershoots in the water level. The 
conditioning process is done by applying a properly designed inverse control-based set- 
point (ICSP) function.





— I---------^  Time
initiate
A qv
< -------------  T ------------- >
Fig. 4.1 - Basic timeline describing the proposed control scheme in 
response to a Aqv request
To be more precise, the ICSP function is synthesized and applied within x seconds 
to reposition the water level to a new desired level in a smooth manner. This new desired 
level is determined to achieve the following two goals: (1) to create greater margin for 
swell/shrink excursions within the admissible range, and; (2) to reduce the difference 
between the steam flow-rate and the feed-water flow-rate at the instant when Aqv is 
initiated. The latter reduces the level transients (due to the swell and shrink effect) 
induced by the initiation of Aqv. It is important to stress that the proposed SGLC scheme 
is designed under the following assumptions:
1. A Aqv request needs to be issued x sec. ahead of the initiation of the actual change;
2. The request is for a change in steam flow-rate that is associated with a reactor 
power/ turbine load change. Dynamic behaviours in the steam flow-rate are handled 
by the 3-element PI control loop; and
3. The level has reached a steady-state level before the Aqv request is issued. 
Assumption (1) essentially allows the SG sufficient time to prepare itself for the 
upcoming Aqv. Assumption (2) separates the large change in steam flow-rate caused by a 
change in the NPP power from the small steam flow-rate disturbances at a particular 










water flow-rate are balanced at the instant when a Aqv request is issued. In other words, 
the SG level process is initially operating at a steady-state.
4.3 Gain-scheduled 3-element PI controller
The 3-element PI controller used is very similar to the one used in Darlington NPP 
(see Fig. 3.2). It is composed of feed-forward and feedback terms. This controller relies 
on three measured signals: (1) the water level, (2) the feed-water flow-rate, and (3) the 
steam flow-rate. An overall architecture of the controller is shown in Fig. 4.2. It consists 
of two cascaded controllers: a P controller and a PI controller. The PI controller is the 
mass controller, which balances between the mass of steam exiting from the SG and the 
mass of water entering into the SG. Unlike the controller shown in Fig. 3.2, the level 
controller, which responds to the level error, is a P controller. Using the P level controller 
simplifies the design of the ICSP function.
Qy(s)
Fig. 4.2- The overall controller architecture
The 3-element PI controller is gain-scheduled to improve the Closed-Loop System 
(CLS) performance over the entire range of operating power levels. The controller is 
designed such that the CLS from R(s) to Y(s) is stable, where the local Irving models 








The Irving plant (Eqn. (3.2)) and the 3-element PI controller are shown in Fig. 4.2 
using Eqns. (4.1) and (4.2). It should be noted that the level oscillatory term shown in 
Eqn. (3.2) has been omitted in the controller design stage due to its negligible effect [17],
[42], Eqn. (4.2) is derived using the superposition principle.
Y(s) = Pe (s)Qe(s) + Pv(s)Qv(s) (4.1)
Qe(s) = C(s)E(s) + D(s)Qv(s) (4.2)
where C(s) and D(s) are the transfer function blocks encircled by the dotted lines in Fig. 
4.2.
Since Qv(s) is a feed-forward signal and has no effect on the CLS stability, it is not 
involved in the process of the feedback controller design. Setting Qv(s) to 0 and 
substituting Eqn. (3.2) into Eqn. (4.1), Eqns. (4.1) and (4.2) can be represented as 
follows:
Pe 0 ) =
Y ( S )
Qe(s ) s(s+±)




Kpi proportional gain of the level controller;
Kp2 proportional gain of the mass controller; and
Ti reset time of the integral term in the mass controller.
From Eqns. (4.3) and (4.4), the CLS can be expressed as:
T(s) = C (s )P e(s)  _
KplKp2(s+0 (Gl- ! > +^ ]













To simplify the dynamics of the CLS transfer function [29], 7) is chosen to be equal to r2. 
This simplifies the transfer function of the CLS to the following:
Kpi and KP2 are determined for each local plant according to Table 3.1 such that the 
corresponding local CLS transfer function, T(s), is stable.
4.4 Inverse Control-based Set-Point (ICSP) function
Consider a UTSG with level, y0, at t0 seconds. To initiate a change in the steam flow-rate, 
Aqv, at (to+ x) seconds, a request is issued at to seconds. In this case, the SGLC 
repositions the level to a new desired level, yi. An ideal water level response would be a 
smooth transition from y0 to yi with neither undershoot nor overshoot. This ideal 
response cannot be achieved using the 3-element PI controller alone since it relies on the 
error signal of the feedback loop to generate appropriate control actions. An effective 
solution is to design a proper set-point function outside the control loop to achieve the 
desired response. In the current work, the set-point function is synthesized via an inverse 
control-based set-point (ICSP) function.
An ICSP function is simply a feed-forward term that is applied at the set-point of 
CLS as shown in Fig. 4.2. It is generated by applying a stable inversion technique to the 
CLS to track a desired output response [29]-[31]. ICSPs have been used in aircraft [34]- 
[36] and robotics [37] control to track a desired output trajectory. In this feedback/feed- 
forward approach, the ICSP function tracks the desired output response, while the 
feedback control is used to stabilize the system, and to reduce effects of plant 
uncertainties as a result of plant modeling inaccuracies and plant disturbances.
The general form of the ICSP function is designed first. The desired steady-state level, 













4.4.1 Design of ICSP function
The ICSP function, R(s), as shown in Fig. 4.2, is designed using the methodology 
developed in [29]. Given that the 3-element PI controller is designed such that the CLS 
from R(s) to Y(s) is stable, a desired level response, yd(t), is synthesized first so that the 
level transits from the initial level, y0; to the final level, yi, in t seconds with neither 
undershoot nor overshoot. Based on this desired level response, an ICSP function, r(t), is 
generated so that the actual level response follows the desired one, yd(t).
Based on [29], the desired response, yd(t), can be represented by the following 
piecewise polynomial function.
y0. t < t 0
Ay [ ( ¿ )  (“ r 2“ + + y0> t0 < t  < t0 + t
y-L, t > t0 + x
where,
yx desired steady-state level;
t0 the time when the level set-point change request is made;
y0 level at t0;
r desired transition time interval; and
Ay net change in the level at the steady-state, i.e. (yi - y 0).
A  suitable set-point function, r(t), is synthesized so that the actual level response follows 
yd(t) from the initial level, y 0, at t0 to the final level, y\. For simplicity, r(t) is derived by 
assuming that, t0= 0, and,y0= 0.
Based on the CLS transfer function shown in Eqn. (4.6), the desired ICSP function can 
be calculated through an inverse Laplace transform:
ru(t) = (4.8)









Eqn. (4.8) does not take into account the effect of Qv(s) on the CLS because the ICSP 
function is applied while assuming that the steam flow-rate is constant. Since the poles of 
Ru(s) are the zeros of Pe(s), ru(t) is unbounded over (-00, co) due to the non-minimum 
phase characteristics of Pe(s). Based on the methodology developed in [29], a 
corresponding ICSP function that is bounded over (-co, co) can be derived as the following 
piece-wise function:
t 0, t < 0
r ( t)  = jru(t) + rc(t), 0 < t < x (4.9)
( Ay, t > t
where r(t) sets its steady-state value to Ay to ensure that the level at steady-state matches 
the desired one. rc(t) is given by:
rc(t) = Kie2^  (4.10)
where,
Kjc {-1 , 1};





is the positive zero of Pe(s).
Parameters Ki and Tj can be calculated such that r ( t)  | t=:T is continuous. This can be 
ensured by satisfying the following identity:
rc (0 lt = r + ru(t) |t = T = Ay (4.11)
Solving for rc( t ) | t = T in Eqn. (4.11) and substituting Eqn. (4.10) into (4.11) result in the 
following expressions:













A realizable version of the ICSP function presented in Eqn. (4.9) can now be calculated 
through Eqns. (4.8), (4.10), (4.12), and (4.13). This set-point function ensures that the 
water level follows the desired response, yd(t). A general form of Eqn. (4.9) with initial 
conditions, t0andy0, can be written as:
( y0. t < t0
r(t)  = jru(t -  t0) +  rc(t -  t0) +  y0, t0 <  t <  t0 +  r  (4.14)
( ylf t >  t0 + r
With a sufficiently large r, the ICSP function produces a level response that 
follows yd(t) with undershoot almost eliminated and overshoot reduced [29], [47]. 
However, this response is achieved with a delay of r seconds [29], due to the non­
minimum phase characteristics of the SG. At low power levels, larger r is generally 
needed since the non-minimum phase characteristics is more profound.
For further illustration,y /t)  with a relatively large r is shown in Figs. 4.3.1 when a 
change in the steam flow-rate, Aqv, is requested at t0. The corresponding hypothetical 
ICSP function, feed-water flow-rate response, and level response are shown in Figs. 4.3.1 
and 4.3.2. Choosing a large transition time interval, z, for yjft) results in applying a 
slowly-varying ICSP function, r(t). This ICSP function produces a feed-water flow-rate 
response that almost balances between the level integration behaviors and the swell and 
shrink behaviors over the time interval [t0 - (t0+ t)). As a result, the feed-water flow-rate 
response produces an actual level response, y(t), with undershoot almost eliminated. In 
other words, the actual level transition fromy0 toy/ begins at (t0+r) seconds.
T1 = t - Z  1ln[K1( A y -  ru ( t ) | t = T)] (4.13)
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Fig. 4.3.1 - Hypothetical qe(t) in response to a Aqv when r takes a 
sufficiently large value
Fig. 4.3.2 - Hypothetical y d(t), r(t) , andyft) in response to a Aqv when r 
takes a sufficiently large value
4.4.2 Selection of the desired steady-state level
The function of the desired steady-state level, yi, is derived under the following
assumptions. These assumptions describe the state of the steam flow-rate, qv(t), and the 
water level, y(t), from the Aqv request time, tQ, to the Aqv initiation time, (t0+ r).
q (t) — I 9e(0lt = t0 i to — t < t0 + T 
t = t0 + M v .  t = t0 + T
(4.15)
y ( 0  = y0 > t0 < t < t 0 + z (4.16)
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Eqn. (4.15) assumes that the flow-rate error, i.e. the difference between the steam flow- 
rate and the water flow-rate, is negligible at time t0. Eqn. (4.15) also assumes that qv(t) is 







is selected when designing the ICSP function. This maintains the level at the initial level, 
y0, for the interval [t„- (t0+ r)) as shown in Fig. 4.3.2.
The desired steady-state level, yi, is determined to achieve the following two goals:
1. The level should be repositioned within the admissible range to create greater 
margin for level swell/shrink excursions. This is attained by making yi positively 
correlated to the operating steam flow-rate at (t0+ z), denoted by qv.
2. The level overshoots and undershoots caused by Aqv should be reduced. This is 
attained by reducing the flow-rate error at the instant when Aqv is initiated. In fact, 
the flow-rate error results in level transients due to the swell and shrink effect, 
because changes in the steam flow-rate and changes in the feed-water flow-rate 
have opposite effects on the swell/shrink behaviours.
Equation (4.17) states that qe(t) | t = t0+r and are positively correlated. Since it is 
assumed that qv(t) and y(t) are constant over the interval [tQ - (ta+ zj), as can be seen in 
Figs. 4.3.1 and 4.3.2, the new water level yi must be positively correlated 
to qe(t )lt = i0+T • As a result, Eqn. (4.17) implies a positive correlation between;;/ and 
qv. Moreover, the flow-rate error at (t0+ z) can be scaled through a tuning parameter, P to 
alter the transient response. Thus, the above goals can be achieved by selecting y/ such 
that Eqn. (4.17) is satisfied.. In fact, the flow-rate error can be eliminated completely by 
setting ¡3 to unity.
9e(0 lt = to+r — P(.Qv Qv(t)\t = t0) "b Qv(0 \t = to
= pAqv + qv(t) lt = t0 (4-17)
where P e (0,1].
Given Eqns. (4.15) and (4.16) and assuming that (y0 = 0), the control system shown in 
Fig. 4.2 can be represented as:
Qe(s) = R(s)C(s) (4.18)
Taking the inverse Laplace transform of Eqn. (4.18) and assuming that (t„ = 0) yields:
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-  <le(t)\t = o = f * r ( x )  c ( x  -  t ) d x (4.19)
where x is a dummy variable.
From Eqns. (4.15), (4.17) and (4.19), the following can be deduced:
PAqv = Q r(x )  c(x — t)dx  (4.20)
Substituting Eqns. (4.9) and (4.10) into (4.20) results in:
Aqv = J / o f c W  +K1 ez^ Tl))c{x -  t)dx  (4.21)
Consider the following dummy function, which can be calculated using Eqns. (4.7) and 
(4.8) as:
=  ^  =  [J“ 1«  ( ( ? ) & + ? ) ) ]  <4-22>
The change in desired level, Ay, is factored from Eqn. (4.21) by using Eqns. (4.13) and 
(4.22) to yield:
Aqv = y j > 0 0  + -  s ( * ) | , . t )]c(* -  (4.23)
Rearranging Eqn. (4.23) and knowing that K? = 1 from Eqn. (4.10), Ay can be written as:
Ay(qv) = tt PAQv((sW + e ^ C l-sW I, = T ))c(x-t)dx (4.24)
The general form foryi with the initial level, y0, can be written as:
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yiO fr) = (4.25)
PAQv
/0T(s(x)+ez(*“T) (1 -s(x) I
Eqn. (4.25) shows that y 1 (qv) can be scaled through the parameter /?. As it was 
mentioned earlier in this section, fi also scales the flow-rate error at (t0+ z). Thus, /? is 
selected to reduce the flow-rate error at (t0+ z) while maintaining the level yi(qv) within 
the admissible range, Yr.
4.5 Selection of tuning parameters
The 3-element PI controller and the inverse control-based set-point (ICSP) function 
have four tuning parameters: Kpi, KP2, z, and /?. In correspondence with the design 
objectives stated in Section 1.4, these parameters have to be selected such that: (1) the 
level is maintained within the admissible level range, Yr , and; (2) the percent overshoot 
and percent undershoot when performing a level transition are reduced as much as 
possible.
The selection of these parameters is not a simple task, because each parameter 
affects both control objectives. To maintain the level within Yr , the level response has to 
be maintained within Yr in the transient state and steady-state. This can be achieved by 
maintaining the desired steady-state level, yi, and the level overshoot and undershoot 
within Y r . The percentage undershoot and percentage overshoot are affected by all 
parameters. As can be concluded from Eqn. (4.25), the desired steady-state level, yi, is 
affected by z and fi.
To ease the selection of the parameters, a constrained optimization problem is 
suggested in this section. Local values of the parameters can be determined by solving 
this optimization problem for each power level. The optimization minimizes the lead 
time, x, subject to constraints related to the control objectives. The optimization problem 
is shown below:
arg (t ) =  m \n (KpiTiP) (x) (4.26)
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Subject to,
1. CLS stability constraint: Closed-Loop System (CLS) stability is guaranteed through 
the following inequality. Ku is the gain at which the CLS is at marginal stability. It is 
calculated using the root locus technique. To simplify the root locus, Kpi and KP2 are 
chosen to be equal in this case.
K p <  K u  (4.27)
where KPi  Kp2 = Kp.
2. Admissible set-point range constraint: To guarantee that the water level does not
flexceed the admissible level range, Yr, a constraint is imposed on the admissible set- m
point range, Ym. This constraint is represented by sL and eH , which provide a safety 
margin for undershoot and overshoot at the lower and upper level limits respectively.
To solve the optimization problem, Ym is further divided into local admissible set- 
point ranges, Aym, that correspond to specific power levels. It is suggested to assign 
greater Aym at lower power levels as illustrated in Fig. 4.4 since the non-minimum 
phase characteristics are more profound at lower power levels. This creates a larger 
margin for swell/shrink excursions at low power levels. The maximum change in the 
set-point within a power level cannot exceed Aym as shown in the following:






Fig. 4.4 - An illustrative diagram for admissible set-point ranges specific 
to various power levels (the A y m superscript denotes the power level, i.e. 
Aym  corresponds to the 15% power level)
3. Overshoot and undershoot constraints: To guarantee that the level response in the 
transient state is maintained within Yr , constraints are imposed on the level overshoot 
and undershoot. The overshoot constraint, P.Om, and undershoot constraint, P.U.m, 
have to be selected such that the level is maintained within Yr . These constraints can 
also be selected to achieve a desired percent overshoot and undershoot. The percent 
overshoot, P. O, and the percent undershoot, P. U., in the level response must satisfy 
the following inequalities:
P.O.<P.O.m 
P. U. < P. U.m
(4.29)
(4.30)
The percentage overshoot, P. O and percentage undershoot, P. U, in the level response 
are calculated using the following:
P.O. = 
P.U. =









y 0 initial level, i.e. value of the level at t0;
yoo value of the level at steady-state;
yp+ peak value of the level in the direction of the change in level; and
yp. peak value of the level in the opposite direction of the change in
level.
The above optimizaion can formulate the control design objectives by properly 
selecting its constraints. If the SGLC meets the optimization constraints, then it is capable 
of maintaining the water level within Yr. Moreover, if the SGLC meets the selected P. Om 
and P. U.m, then it is capable of achieving the desired P.O and P. U.
4.6 Summary
The main challenge for an SGLC is to maintain a satisfactory performance in the 
presence of NPP power changes. Thus, the SGLC proposed in this chapter focuses on the 
performance of the SGLC in the presence NPP power changes. The operation of the 
steam generator is divided into two modes, and a level control scheme is proposed for 
each operating mode. The operating modes are characterized by Aqv, which is the steam 
flow-rate change associated with a change in the NPP power. When there is no Aqv 
request, a 3-element PI controller is used to maintain the level at a desired level. When a 
Aqv is needed, the request has to be issued r seconds ahead of time. This lead time allows 
the SG to condition itself in such a way that the water level does not violate the 
admissible range constraint, and that the Aqv results in the least level undershoots and
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overshoots. The conditioning process is done by applying a properly designed inverse 
control-based set-point (ICSP) function.
The ICSP function is applied within the r seconds to reposition the water level to a 
new level in a smooth manner. This new level is determined to achieve the following two 
goals:
1. The level should be repositioned within the admissible range to create greater 
margin for level swell/shrink excursions. This is attained by making the new level 
positively correlated to the operating steam flow-rate; and
2. The level transients induced by Aqv should be reduced. This is attained by reducing 
the flow-rate error at the instant when Aqv is initiated.
The 3-element PI controller is gain-scheduled to improve the CLS performance 
over the entire operating power range. The controller is designed such that the CLS is 
stable, where the local Irving models are used as local plant models in the control system 
design.
Given that the CLS is stable, the ICSP function is designed based on the 
methodology in [29] to provide a smooth level transition when a Aqv request is issued. 
The set-point is derived by applying a stable inverse control technique to the CLS. 
Subsequently, the function of the new desired level, yi, is derived to achieve the above 
goals. The desired level function is derived under the assumption that a relatively large 
value has been selected for r. With a sufficiently large r, the ICSP function produces a 
level response that follows the desired level response with undershoot almost eliminated 
and overshoot reduced, but delayed by r seconds.
The proposed control scheme can be tuned using the controller parameters (i.e. Kpi 
and Kpi), the lead time denoted by r, and the flow-rate error scaling factor, /?. A 
constrained optimization technique is suggested to calculate these parameters. The 
optimization problem minimizes r subject to an admissible set-point range constraint, a 
percent overshoot constraint, and a percent undershoot constraint. These constraints are 
formulated based on the control design objectives.
CHAPTER 5 EVALUATION OF PROPOSED CONTROL
SCHEME
The proposed control scheme is evaluated in this chapter within the 
MATLAB/SIMULINK simulation platform. The UTSG is simulated using the Irving 
UTSG model shown in Eqn. (3.1). For evaluation purposes, a UTSG with lower and 
upper water level limits set at 11,975 mm. and 14,275 mm. is considered. In other words, 
the admissible level range, Yr , is 2,300 mm. As an example, the lower and upper safety 
level margins, e l and sH, are chosen to be 25 mm. Thus, the admissible set-point range, 
Ym, is 2,250 mm. An illustrative diagram for the admissible level range is shown in Fig.
5.1. Given these limits, the proposed control scheme is evaluated in the presence of steam 
flow-rate changes to demonstrate the effectiveness of the developed ICSP function. The 
proposed control scheme is evaluated against the control design objectives defined in 
Section 1.4, i.e. to maintain the level within Yr  and to reduce the overshoot and 
undershoot of the level response.
Fig. 5.1 -  An illustrative diagram for the water level control problem 
used in the evaluation studies
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A comparison is done between the performance of a swell-based set-point (SBSP) 
function and the ICSP function subject to the same steam flow-rate changes. To provide a 
reasonable comparison, both set-point functions are applied to the same 3-element PI 
controller. The performance is measured in terms of the percentage overshoot and 
percentage undershoot of the level response.
To conduct the simulation studies, the local Irving models need to cover the entire 
range of operating power rather than a set of operating points. Thus, the simulation 
studies in this chapter are conducted by extending the steam flow-rate values in Table 3.1 
to cover the entire range of steam flow-rate as shown in Table 5.1. It is also assumed, 
herein, that at the 0 (kg/sec) steam flow-rate the level is at the lowest admissible set- 
point. For eL = 25 mm, the lowest admissible set-point is 12,000 mm.
Table 5.1 - UTSG model parameters for different qv ranges
p %0 5 15 30 50 100
qv* 0-119 119-281 281-520 520-1047 1047-1435
G, 0.058 0.058 0.058 0.058 0.058
G2 9.63 4.46 1.83 1.05 0.47
G3 0.181 0.226 0.310 0.215 0.105
Tl 41.9 26.3 43.4 34.8 28.6
T2 48.4 21.5 4.5 3.6 3.4
Tw 119.6 60.5 17.7 14.2 11.7
* qv denotes the operating steam flow-rate of the NPP.
A SBSP function for the Irving model is generated in Section 5.1. In Section 5.2, 
the parameters of the proposed control scheme are selected using the constrained 
optimization suggested in Section 4.5. The performance of the proposed control scheme 









5.1 SBSP Function for Irving model
As it was mentioned in Section 3.1.2.2, a SBSP function is positively correlated 
with the level swell caused by an increase in the steam flow-rate. According to Table 5.1,
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for every +1 (kg/sec) change in the steam flow-rate, the level swells by G2. To positively 
correlate the SBSP function, denoted by ys(qv), with this swell, the rate of change of ys(qv) 
is chosen to be G2. The general form for ys(qv) can be represented as:
Ys(Q v) =  y s (.Rv)\qv- qvL T  — Rv l) ’ Qvl — Qv < '  Qvh  ( ^ - 1 )
where qvL and qvn are the lowest and the highest operating steam flow-rates, respectively, 
at a specific power level.
Using Table 5.1, ys(qv) is represented in the following over the entire range of steam 
flow-rate, where ys (qv ) | Qv= 0 is chosen to be 12,000 mm.
f  12000 + (9.63) qv, 0 < qv <  119
ys(qv) = <
ys(qv)\qv= 119
y s ( Q v) \ qv=  281
Y s (.Q v) \ qv =  520 
y s (.Q v) \ qv=  1047
+ (4.46) (<?„ -  119), 119 < qv <281  
+ (1.83)(qv -  281), 281 < qv < 520 
+ (1.05)(qf„ -  520), 520 < qv < 1047 
+ (0.47)(q„ -  1047), 1047 < qv < 1435
v
(5.2)
Eqn. (5.2) results in ys(qv )\Qv= i435 to be 15,041.57 mm. This is in excess of the 
admissible set-point range, Ym, by 791.57 mm. To impose Ym on ys(qv), G2 is replaced by 
Z ~2 in Eqn. (5.1). is calculated using Y£?, which is the ratio of excess range to the total 
range of ys(qv). The following calculates Y£x-
= (I21ÏL) = 0.26025 (5.3)
m  \3041 .57 J  v
G2 is calculated in the following by reducing the original SBSP rate of change, G2, by its 
degree of contribution to Y£x :












G2 replaces G2 in Eqns. (5.1) to yield the following SBSP equation, denoted by ys(qv).
yS(Qv) ~  y s ^ Q v ) \ q v=  qvi  T (^2 )(9v Qv l )> Qv L — Qv ^ QvH ( $ - 5 )
Using Table 5.1, ys(qv) is represented in Eqn. (5.6) over the entire range of steam flow­
rate, where ys((qv ) 1̂ = o is chosen to be 12,000 mm.
7(<7v) =
f  12000 + (7.12) qv, 0 < qv < 119
ys(qv)\qv= ii9 + (3.29X q v -  119), 119 < qv < 281 
, 7 ( ^ )L = 2 8 i  + (l-35)(qv -  281),281 < qv < 520
7 (qv) \qv= 520 + (0.78)(qf„ — 520), 520 < qv < 1047 
7 (^ )1 ^ 1 0 4 7  + (0.35)(qv -  1047), 1047 < qv < 1435
k.
(5.6)
The SBSP function, ys(qv), meets the Ym constraint. ys(qv)  is plotted in Fig. 5.2 against 
the entire range of steam flow-rate. It is used in the Section 5.3 to. generate the SBSP 
function, which is compared to the ICSP function.
5.2 Parameters for proposed control scheme
This section determines the parameters (Kp, x, and (5) of the proposed control 
scheme using the constrained optimization suggested in Section 4.5. The percentage 
overshoot, P.O, and percentage undershoot, P.U, of the level response used in the 
constrained optimization problem cannot be represented in a closed form expression. 
Thus, traditional optimization techniques based on gradient search cannot be used to 
solve the optimization problem. The optimization can be solved numerically through the 
MATLAB Pattern Search optimization toolbox [48]. The Pattern Search (PS) 
optimization algorithm can be used, because it is an iterative gradient-independent 
method that does not need closed-form expressions of the constraints.
Table 5.2 presents the main PS options selected to solve the optimization problem 
discussed in the Section 4.5. These options are chosen based on good judgment and the 
nature of the SG level process. These PS options are briefly described in Appendix A.
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Table 5.2 -  Main PS options used to calculate the parameters
Options Selection
Poll








Table 5.3 shows the constraints used in the optimization problem along with the 
resulting parameters at all power levels. Overall, the constraints of the optimization 
problem define the control objectives stated in Section 1.4, which are related to the 
admissible level range, and the P.O. and P. U. in the level response. The P. U.m and P.O.m 
values are chosen such that the water level does not exceed the lower and the upper 
limits. Thus, if the P. U and P.O of the level response do not violate the P. U.m and P.O.m, 
respectively, the water level would not exceed the lower and the upper limits. Aym is 
arbitrarily chosen to be greater at lower power levels since the non-minimum phase 
characteristics are more predominant at lower power levels, while ensuring that the set- 














Table 5.3 -  Constraints & solutions of the optimization problem
p % 5 15 30 50 100
Ku 0.4 0.8 1.9 3.7 11.4
Aym (mm.) 1214.1 606.9 255.5 131.2 42.6
P.O.m 50 35 30 25 15
P.O.m 1.0 2.0 3.0 4.0 5.0
Kp 0.23 0.54 1.33 2.31 3.5
t  (sec.) 410.1 175.2 117.1 70.1 15.0
B 0.41 0.43 0.43 0.17 0.11
The values of the P. U.m are chosen in Table 5.3 to be small at all power levels to
justify the assumption shown in Eqn. (4.16). The 5% power level has the smallest P. U.m 
since its water level is the closest to the lower limit. On the other hand, the 100% power 
level has the least P.O.m since its water level is the closest to the upper limit.
5.3 Simulation results and analysis
The SBSP function, ys(qv), and the proposed set-point, yx(qv) are shown in Fig. 
5.2. Given the tuning parameters shown in Table 5.3, yi is calculated over the entire range 
of steam flow-rate using Eqn. (4.25), where yi is chosen to be 12,000 mm. at 0 (kg/sec). 
The SBSP function, ys(qv), is generated using Eqn. (5.6).
xIO4
Fig. 5.2 - Proposed set-point function vs. SBSP function for the Irving
UTSG model
In similar to >̂ (£7̂ ), it can be seen from Fig. 5.2 that y i(qv) is also positively 
correlated with the steam flow-rate. This justifies the derivation of (qv) equation 
shown in Eqn. (4.25), which is derived such that positive correlation is achieved between 
yi and qv. Being positively correlated creates a greater margin for a level swell to take 
place at low power levels without violating the upper limit when an increase in the steam 
flow-rate, qv, is initiated. Similarly, it creates a greater margin for a level shrink to take 
place at high power levels without violating the lower limit when a decrease in qv is 
initiated. Selecting eH to be 25 mm. provides a margin for a 67.1% P.O. at the 100% 
power level, where the maximum percentage overshoot (according to Table 5.3) is 
expected to be less than 10%. Similarly, eL provides a margin for a 2.1% P. U. at the 5% 
power level, where the maximum percentage undershoot, according to Table 5.3, is 
expected to be less than 1%.
-w $
The water level responses to the ICSP and SBSP functions are simulated under all 
power levels when a 2.4% (+35 kg/sec) Aqv is requested and initiated. Table 5.4 presents 
the corresponding simulation results. Table 5.4 shows that the P.O. and P. U. of the ICSP- 
based level responses are kept below the P.O.m and P. U.m for all power levels. This
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demonstrates the ability of the ICSP function (proposed control scheme) at maintaining 
the level within YR Meeting these constraints also justifies disregarding the oscillatory 
term from the plant model in the design stage. It can also be seen from Table 5.4 that the 
ICSP-based level response, when compared to the SBSP-based response, can reduce the 
P.O. and P. U. by as much as 35.4% and 69.7%, respectively.
Table 5.4 -  Comparison of constraints and simulation results
p % 5 15 30 50 100
ICSP
p.0.m 50.0 35.0 30.0 25.0 15.0
P.O. 44.1 33.1 22.2 22.9 11.7
p.o.m 1.0 2.0 3.0 4.0 5.0
P.U. 0.4 1.3 1.2 0.69 3.9
SBSP
P.O. 79.8 56.1 49.5 39.5 12.2
P.U. 70.1 31.8 58.5 43.3 21.7
To illustrate the performance, the feed-water flow-rate response and the 
corresponding level response to both set-points functions are shown in Figs. 5.3 when a 
+2.4% (+35 kg/sec) Aqv is initiated at (t = 600 sec.) at the 15% power level. Since the 
lead time, r, is 175.2 seconds (according to Table 5.3), the Aqv request is issued at (t = 
424.8 sec.). The step change in the steam flow-rate is from 200 (kg/sec) to 235 (kg/sec). 
The steam flow-rate and the feed-water flow-rate are made equal at the instant when the 
Aqv request is made as indicated in Eqn. (4.16). In response to the change in steam flow- 
rate, 3̂  changes (according to Fig. 5.2) from 13,114 to 13,229 mm. at (/ = 600 sec.). 
Since [i is 0.43 (according to Table 5.3), the ICSP-based SGLC desires to achieve a feed- 
water flow-rate of 215.05 (kg/sec.) at (/ = 600 sec.). This desired flow-rate is achieved by 
changing yi from 13,508 to 13,638 mm (according to Fig. 5.2) within the lead time by 
applying the ICSP function. As can be seen, this technique reduces the P.U. and P.O. 
significantly. The actual value of the ICSP-based qe(t) at (t = 600 sec.) is 214.8 kg/sec. 
This demonstrates that the selected value of yi achieves a flow-rate value that is very 















Fig. 5.3.1 -  ICSP-based level response to +35 (kg/sec) Aqv at 15% power
level
Time (sec)





Fig. 5.3.3 - Feed-water flow-rate responses to +35 (kg/sec) Aqv at the 15% i
power level
The feed-water flow-rate, qe(t), responses shown in Fig. 5.4.3 reflect the 
characteristics of the set-point functions. Both qe (t) responses target 235 (kg/sec),
-  »
however, the qe (t) response of the ICSP-based SGLC moves toward this target in a less
I
aggressive manner resulting in a better performance. This is due to the slowly-varying 
nature of the ICSP function.
The feed-water flow-rate responses and the corresponding water level responses for 
the rest of the power levels when a 2.4% (+35 kg/sec) Aqv is initiated are shown in 
Appendix B. These simulated responses provide further illustration on the performance of 
the set-point functions. Moreover, Appendix B compares the desired feed-water flow-rate 
values at the instant when Aqv is initiated to the actual feed-water flow-rate values. The 
results show that the selected values of yi achieve flow-rate values that are very close to 
the desired ones.
The sensitivities of the P.O., P. V, and_y/ with respect to r are shown in Figs. 5.4.1 
and 5.4.2 for the 15% power level, as an example. A step change in the steam flow-rate 
from 200 (kg/sec) to 235 (kg/sec) is applied. As can be seen, a sufficiently large r can 
almost eliminate the P.U. and reduce the P.O. Choosing a large r results in applying a 
less aggressive ICSP function, which results in producing a smoother level response. It 
can be concluded from Fig. 5.4.2 that a sufficiently large r can also lead to a reduced
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value for the set-point, yj. An ICSP function with a larger r can achieve a desired feed- 
water flow-rate value using a smaller yi, i.e. transition in the level. The relationships 
concluded from Figs. 5.4.1. and 5.4.2 can be applied to the rest of the power levels.
Fig. 5.4.1 - Sensitivity of the P.O. and P. U. to r for a +35 (kg/sec.) Aqv at )
the 15% power level (kp = 0.54, /? = 0.43)
Fig. 5.4.2 - Sensitivity of y j  to rfor a +35 (kg/sec.) Aqv at the 15% power
level (kp = 0.54, P  = 0.43)
The sensitivities of the P.O., P. V, and yi with respect to /? are shown in Figs. 5.5.1 
and 5.5.2 for the 15% power level, as an example. A step change in the steam flow-rate
58
change from 200 (kg/sec) to 235 (kg/sec) is applied. As can be seen, a sufficiently large ¡3 
can lead to a reduced P. O. and P. U. The parameter /? is associated with the flow-rate error 
at the instant when Aqv is initiated. A larger ft reduces the flow-rate error, which reduces 
the level transients associated with Aqv. As expected, Fig. 5.5.2 shows that yi has a 
positive linear relationship with [i Thus, a larger /? can reduce the P.O. and P.U. at the 
expense of a larger yi, which has to be maintained within the specified local admissible 
set-point range denoted by Aym. Overall, /? has to be selected such that it reduces the P.O. 
and P.U as much as possible while maintaining yi within Aym. The relationships 
concluded from Figs. 5.5.1 and 5.5.2 can be applied to the rest of the power levels.
Fig. 5.5.1 - Sensitivity of the P.O. and P.U. to p  for a +35 (kg/sec.) Aqv at 
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Fig. 5.5.2 - Sensitivity ofy/ to p  for a +35 (kg/sec.) Aqv at the 15% power
level (kp = 0.54, r=  175.2)
The robustness of the proposed control scheme to measurement uncertainties in the 
level signal is investigated in Fig. 5.6. The level responses to a +35 (kg/sec) Aqv at the 
15% power level, as an example, are shown in the figure for various level Signal-to- 
Noise Ratios (SNR). The noise in the level signal is represented using additive white 
Gaussian noise. As can be seen, level responses with low SNRs, when compared to the 
one with a very high SNR, generally preserve the performance of the control scheme.
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Fig. 5.6 - ICSP-based level response to +35 (kg/sec) Aqv at 15% power 
level for various level signal-to-noise ratios
5.4 Summary
A  specific example of a SG water level control problem is selected in this chapter 
to evaluate the proposed control scheme. The water level control problem defines the 
lower and upper level limits and, correspondingly, the lower and upper safety level 
margins. Given these limits, the proposed control scheme is evaluated in the presence of 
NPP power changes to demonstrate the effectiveness of the ICSP function. The proposed 
control scheme is evaluated within the MATLAB/SIMULINK simulation platform, 
where the Irving UTSG model presented in Eqn. (3.1) is used.
The proposed control scheme is designed by determining the proper values for the 
parameters: Kp, r, and /?. These parameters are obtained using the constrained 
optimization suggested in Section 4.5. The constraints in the optimization problem are 
derived based on the admissible level range constraint. In other words, the proposed
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control scheme can demonstrate its ability to maintain the level within the admissible 
level range by meeting these optimization constraints.
Despite the difference between the plant model used in the control design stage and 
the model used in the simulations, simulation results show that the proposed control 
scheme can meet the control design objectives stated in Section 1.4. The control scheme 
demonstrates its ability to maintain the level within the admissible range for all power 
levels by satisfying the optimization constraints. Moreover, level transients caused by the 
swell and shrink effect, which are measured in terms of the percentage overshoot and 
percentage undershoot, are reduced.
To demonstrate its effectiveness, the performance of ICSP function is evaluated 
against the performance of the widely used swell-based set-point (SBSP) function. The 
performances of the set-point functions are measured in terms of the percentage 
overshoot and percentage undershoot of the level response. To provide a fair comparison, 
both set-point functions are applied to a 3-element PI controller with the same controller 
parameter, Kp. Under the same operating conditions, the ICSP-based SGLC, when 
compared to the SBSP-based SGLC, can reduce the P.O. and P.U. by as much as 35.4% 
and 69.7%, respectively.
Simulation results confirm the derivation of the set-point, yi, as defined in Eqn. 
(4.25). In fact, it is shown that the yi equation provides a level set-point function that is 
positively correlated to the operating steam flow-rate. The results also show that yi 
achieves a feed-water flow-rate value at the instant when Aqv is initiated that is very close 
the desired one.
Sensitivity analysis has shown that a sufficiently large r can lead to a small P.O., 
P.U., and yi. Sensitivity analysis also indicates that a sufficiently large /? can lead to a 
small P. O. and P. U. at the expense of a larger value for the set-point, yj.
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CHAPTER 6 IMPLEMENTATION WITHIN THE HONEYWELL
C300 DCS
This chapter implements the proposed control scheme within the Honeywell C300 
Distributed Control System (DCS) to control the UTSG simulated within SIMULINK by 
using the Irving UTSG model. A general diagram for the simulation set-up is shown in 
Fig. 6.1. The DCS and the SIMULINK workstation are connected using Ethernet. Control 
and process signals are shared within the OLE for Process Control (OPC) communication 
interface.
The proposed control scheme is implemented within the Honeywell DCS for the 
following purposes:
• Demonstrate the ease of implementing the proposed control scheme; and
• Gain general knowledge about the DCS and the practical aspects associated with 
the implementation of the controller on industry-grade hardware.
The implemented ICSP function is designed for the continuous Closed-Loop System 




Honeywell C300 DCS: 
Implementation 
of Control Scheme
Fig. 6.1 -  General diagram for the Honeywell C300 DCS -  SIMULINK
simulation set-up
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An overview of the DCS and its application platform known as the Honeywell 
Experion platform is provided in Section 6.1. The simulation set-up is discussed in 
Section 6.2. To illustrate the implementation, some simulation results are presented in 
Section 6.3.
6.1 Overview of the Honeywell C300 DCS
A  picture of the Honeywell C300 Distributed Control System (DCS) is shown in 
Figure 6.2. This control system is widely used for process control applications. Unlike 
most control systems, the communication between various modules in the control system 
is not established using a backplane. Instead, the controller modules and Fieldbus 
Interface Modules (FIM) communicate within an Ethernet network. Input/ Output (I/O) 
modules communicate using a bus called I/O link [49], 24V DC power is provided to the 
various modules through bus bars. Table 6.1 presents some of the performance features 






Power Supply 9 Port Firewalls
Fig. 6.2 -  Honeywell C300 DCS
Table 6.1 Capability and performance measures for the C300 DCS 
Area Performance
Memory 16 MB RAM
Min. execution time of controller 50 msec.
I/O modules per controller 64 4 . :
Max. I/O channels per Controller 2048
Workstations per control network 30
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The main features of the control system are highlighted below:
• Vertical 18 degree structure: Unlike most DCS hardware, the modules of the C300 
control system are not stacked horizontally. The modules are stacked vertically, as 
shown in Fig. 6.2, to save control room footprint. Modules are slanted at an 18 degree 
angle to cool the system efficiently.
• Redundancy: The system achieves fault tolerance through redundancy. Redundancy 
is available for controller modules, Fieldbus interface modules, power supplies, I/O 
modules, firewall modules, and Ethernet (Fault Tolerant Ethernet). A redundancy 
function is built-in for easy implementation of the redundancies. The function 
automatically handles synchronization between the redundant modules. When a 
failure is detected in one of the modules, the system switches automatically to the 
backup module.
• Fault Tolerant Ethernet (FTE): a redundant 100/1000 Mbps Ethernet is provided 
through FTE developed by Honeywell. FTE provides fault tolerance by increasing 
communication paths between the communicating nodes rather than duplicating the 
number of Ethernet networks [49]. This provides the system a quicker switch over 
from one communication path to another if a fault in one of the paths is detected. FTE 
can simultaneously handle more faults than a conventional redundant Ethernet 
network. For example: an FTE can handle three faults simultaneously, because it 
provides four communication paths between two communicating nodes [49]. On the 
other hand, a conventional redundant Ethernet network can handle only one fault at a 
time because it provides only two communication paths between two communicating 
nodes. For more details, readers are referred to [49].
• Firewall: C300 DCSs are equipped with two nine-port firewall modules. One port is 
used to connect the firewall to the server and the rest are used to connect the firewall 
to the controller modules and FIMs. The module guarantees that only the process 
control information is passed over to the control level. It can protect the control level 
against message flooding attacks. It can also isolate a faulty controller from sending 
faulty signals to the rest of the system [50].
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The Honeywell Experion platform is a DCS application platform that runs on the 
Honeywell C300 control system hardware. This platform provides a wide range of 
functionalities from process control functionalities to business and process management. 
A central configuration tool, known as the Configuration Studio, is used to configure four 
main tools: the System Interface tool, the HMI Display Builder, the Control Builder, and 
the Enterprise Model Builder. The System Interface tool is used to exchange real-time 
data with other applications (e.g. SIMULINK) mainly via the OLE for Process Control 
(OPC) communication protocol. The Human Machine Interface (HMI) builder is a 
graphical user interface that can be used to build HMIs. The Enterprise Model Builder is 
used to model and view the process information; it can act as an overall data collection 
and monitoring system. The Control Builder is a graphical tool that is used to implement 
control strategies within the controller. Since the Control Builder is used in this thesis to 
implement the proposed level control scheme, it will be discussed further in this section. 
The rest of the Experion tools are beyond the scope of this thesis. More details on the 
Experion tools can be found in [49], [51], and [52].
The Experion platform executes control algorithms in a layered manner. This 
execution strategy is implemented through various components within the Control 
Builder. The main components of the Control Builder are listed below:
• Function Block (FB): A FB represents the basic control unit. In other words, it 
performs at the lowest control layer; a control algorithm consists of a group of FBs. 
For example: the 3-element PI controller and the ICSP function are implemented in 
this thesis using two separate FBs. The Control Builder has a FB library that includes: 
regulatory control blocks (e.g. PID control; block, predictive control block), logic 
blocks (e.g. Boolean logic blocks, Delay blocks), sequential blocks (i.e. Transition 
block), and system interfacing blocks (i.e. OPC Data Access block) that can perform 
real-time data exchange with external applications.
• Control Module (CM): A CM represents a single control strategy by encapsulating a 
set of FBs. For example, a single CM is used in thesis to implement the proposed 
SGLC. This CM encapsulates the set-point FB, the 3-element PI controller, and many 
other FBs. The Control Builder has two types of CMs: the regulatory CM and the
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sequential CM. The regulatory CM can only include regulatory FBs. The sequential 
CM performs procedural control strategies (e.g. start-up and shutdown control 
strategies) by including the sequential FBs.
• Control Execution Environment (CEE) Module: The CEE module acts at the 
highest control layer by providing the execution and scheduling functionalities for 
lower control layers (i.e. CMs and FBs). CEE modules can assign an execution period 
for every control module, ranging from 50 ms to 2000 ms [53].
6.2 C300 DCS - SIMULINK simulation set-up
The proposed level control scheme is implemented within the Honeywell Experion 
platform, while the UTSG is simulated within MATALB/SIMULINK. Fig. 6.3 presents 
the hardware/software set-up for the C300 DCS -  SIMULINK setup, where software and 
hardware entities are encircled by dashed and solid lines, respectively: A 100/1000 Mbps 
Ethernet network is used via an Ethernet switch; the network consists of the Honeywell 
C300 control system, the Honeywell C300 workstation, and the MATLAB/ SIMULINK 
workstation. The Experion platform in the Honeywell C300 workstation is used to build 
the control strategies through the Control Builder tool.
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Honeywell C300 Workstation
Honeywell C300 Control System 
Implementing Control Algorithm
MATLAB/ SIMULINK Workstation: 
Plant Simulator
Fig. 6.3 -Hardware/ software set-up for the C300 DCS -  SIMULINK
Setup
The UTSG and the SGLC share the process and control signals via the OLE for 
Process Control (OPC) communication interface. OPC is real-time data communication 
protocol mainly developed for process control & automation applications. The protocol is 
compatible with all automation, process control, and Microsoft software applications 
[54]. Thus, it is used, herein, as a communication bridge between SIMULINK and 
Experion. The Matrikon OPC server (i.e. acts as the plant OPC server) and the Experion 
OPC server (i.e. acts as the SGLC OPC server) perform cyclic data sharing via the
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Experion OPC integrator. The Matrikon OPC server is a virtual open source OPC server 
that stores plant feedback signals (i.e. the level, the feed-water flow-rate, and the steam 
flow-rate) in the OPC format. Similarly, the Experion OPC server stores control signals 
(i.e. the feed-water flow-rate) in the OPC format. Then, the Experion OPC integrator, 
which is an Experion system interface tool, is used to share the control and process 
signals between the two servers. In this set-up, the Experion OPC integrator is set to 
share information every 800ms. Overall, The SGLC receives the level, the steam flow- 
rate, and the feed-water flow-rate signals from the plant via the OPC interface. The 
controller then sends the feed-water control signal to the plant through OPC to complete 
the control loop.
The monitoring tree of the Control Builder is shown in Fig. 6.4. The monitoring 
tree demonstrates the hierarchal process of the SGLC implementation. The C300 159 
module is the C300 controller module, which implements various CMs. The 
CEEC300 160 module is the CEE module, which executes all the CMs implemented by 
the C300 159 module. In this implementation set-up, the CMs are executed every 1 
second. The IRVING SGLC3 CM implement the proposed SGLC through a number of 
FBs. For instance, the SGLC and the Spy m FBs implement the 3-element PI controller 
and the ICSP function, respectively.
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C300 Controller Module 
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Fig. 6.4 -Monitoring tree of the Control Builder
A graphical view of the IRVING SGLC3 CM that implements the proposed SGLC 
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Fig. 6.5 -  Screen shot of the SGLC CM
All the FBs shown in Fig. 6.5 are (virtually) interconnected and are executed in an 
ordered manner by the CEE module to provide the feed-water flow-rate signal to the 
UTSG. The functionalities of each FB are summarized as follows:
• Qvstep_REQUEST: This is a numeric FB that provides storage to the requested 
change in the steam flow-rate, Aqv, value in (kg/sec.). The Process Variable (PV) of 
the FB is the stored variable of the FB. The operator can request a step change in the 
steam flow-rate through this FB. As an example, the PV of the FB shown in Fig. 6.5 
is 35 (kg/sec.). This indicates that the operator has requested a 35 (kg/sec.) step 
change in the steam flow-rate.
• Qvstep_APPLIED: This is a numeric FB that provides storage to the applied steam 
flow-rate step value in (kg/sec.). This FB indicates when the requested Aqv is actually 
initiated. For example: the PV of the FB shown in Fig. 6.5 is 35 (kg/sec.). This 
indicates that a request to increment the steam flow-rate value by 35 (kg/sec.) has 
been executed.
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• Actual_Qv_KGSEC: This is a numeric FB that provides storage to the actual steam 
flow-rate signal in (kg/sec.). It shows the current value of the steam-flow-rate. This 
signal is received from the Matrikon OPC server (Plant OPC server) via the OPC 
integrator.
• TIMER: This is a timer FB; it keeps track of time in seconds. The time provided by 
the timer FB is used in various FBs in the SGLC CM.
• EXEC_CYCLE: This FB keeps count of the execution cycles. It is used in the Spym  
FB to calculate the ICSP set-point function.
• Y_mm: This is a numeric FB that provides storage to the actual water level value in 
(mm). This FB reads the measured level signal from the Matrikon OPC server (Plant 
OPC server) through the OPC integrator.
• Spy_mm: This is a REGulatory Control CALCulator (REGCALC) FB, which 
belongs to the regulatory control FB library. It calculates the ICSP function in (mm).
The REGCALC implements the set-point function using eight user-defined 
expressions. The output of any expression can be used as an input to the rest of the 
expressions. More details about the REGCALC features can be found in [55]. This FB 
uses the outputs of the Qvstep REQUEST and EXEC CYCLE FBs to calculate the 
set-point function.
• SGLC: This is also a REGCALC FB, which is used to implement the 3-element PI 
controller. This FB calculates its output (i.e. the Controlled Variable (CV)) by using 
the outputs of the Y mm , Spy m, and Actual Qy KGSEC FBs. The output is then 
sent to the plant OPC server (i.e. Matrikon OPC server) via the Experion OPC 
integrator to be used (by the plant) as a feed-water flow-rate control signal.
6.3 Simulation results
To illustrate the implementation of the proposed SGLC, this section presents 
simulation results at the 5%, 15%, and 30% power levels. The parameters of the proposed 
SGLC are determined to achieve the stability and a satisfactory performance for the 
SGLC. Table 6.2 presents the selected parameters for each power level.
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Table 6.2 -Selected Parameters for the implementation of the control scheme
p% 5 15 30
Kp 0.24 0.54 0.9
z (sec.) 550 175.2 130
B 0.44 0.43 0.272
Figs. (6.6) to (6.8) show the feed-water flow-rate responses and the corresponding 
water level responses at the 5%, 15%, and 30% power levels, respectively, when a 2.4% 
(+35 kg/sec) Aqv is initiated at (t = 600 seconds). The initial steam flow-rate values are 
chosen to be 50, 200, and 350 kg/sec. In correspondence to the initial and final steam 
flow-rate values, the implemented SGLC determines the initial and the final values of yi 
using Eqn. (4.25), where the level is chosen to be 12,000mm at 0 (kg/sec) steam flow- 
rate. The UTSG is simulated using the Irving UTSG model shown in Eqn. (3.1), where 
the model parameters are selected according to Table 5.1.
xIO4
Fig. 6.6.1 - Level response to +35 (kg/sec) Aqv at 5% power level
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Fig. 6.7.1 - Level response to +35 (kg/sec) Aqv at 15% power level
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Fig. 6.8.1 - Level response to +35 (kg/sec) Aqv at 30% power level
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Fig. 6.8.2 -  Feed-water flow-rate response to +35 (kg/sec) Aqv&t 30%
power level
Based on the response of the UTSG model, the sampling period of the SGLC is 
chosen to be 1 second. To eliminate the noise in the feed-water flow-rate signal, the feed- 
water flow-rate signal is filtered by a first order Finite Impulse Response (FIR) filter with 
a transfer function, 0.5 + 0.5 z'1. The output of the filter is simply the average of the 
present sample and previous sample of the feed-water flow-rate. As can be seen from 
Figs. (6.6) to (6.8), the implemented SGLC preserves the main characteristics of the 
proposed one. For example, the level response at the 15% power level has a 34.1% P.O. 
and a 1.9% P.U. These performance results are similar to the results shown for the 15% 
power level in Section 5.3 when the proposed control scheme with the same parameters 
values is simulated under the same operating conditions.
6.4 Summary
The ease of implementing the proposed control scheme is demonstrated by 
implementing it within a Honeywell C300 DCS to control the UTSG simulated within 
SIMULINK. The proposed control scheme is based on an ICSP function that is applied 
to a simple PI controller. The PI controller can be easily implemented within the DCS
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using a built-in control function block. After designing the set-point function, the closed- 
form of the set-point function is incorporated into the DCS for implementation.
CHAPTER 7 CONCLUSIONS
7.1 Conclusions
In this thesis, the water level control problem of U-tube steam generators used in 
nuclear power plants is investigated. The main focus of the work has been on the 
synthesis of a set-point function to improve the performance of the SG level control 
system under the presence of NPP power changes. The proposed set-point function is 
based on the concept of inverse control theory; and the resulting function can be easily 
incorporated into existing steam generator level control systems.
A unique property of the proposed control scheme is that it has a built-in lead time 
between the time at which the power change request is made and the actual initiation of 
the requested change. This lead time makes it possible for the control system to reduce 
the percentage of overshoots and undershoots caused by the swell and shrink effects 
considerably, especially at low power levels.
To achieve the desired performance, the controller parameters, lead time, and a 
tuning parameter associated with the magnitude of the requested change in power are 
formulated as a constrained optimization problem. The constraints of the optimization are 
related to the control design objectives. The optimal values of the parameters can be 
obtained by solving this optimization problem.
Using the MATLAB/ SIMULINK platform, the performance of the proposed 
control scheme is evaluated against the control design objectives, which are (1) to 
maintain the level within the admissible range, and; (2) to reduce the percentage of level 
overshoots and undershoots when performing level transitions within the admissible 
range. The results have shown that the proposed control scheme can maintain the level 
within the admissible range. The results have also shown that the proposed control 
scheme is capable of reducing percentage of level undershoots and overshoots 
considerably.
The performance of the proposed control scheme is also evaluated against a swell- 
based set-point function under various operating conditions. The results have clearly
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shown the advantage of the proposed scheme. In fact, under the same operating 
conditions, the proposed control scheme, when compared to the SBSP function, can 
reduce the P.O. and P. U. by as much as 35.4% and 69.7%, respectively
The ease of implementing the proposed control strategy is demonstrated by 
implementing it within an industry-grade Honeywell C300 DCS. The control scheme is 
implemented within the DCS to control the UTSG simulated within SIMULINK, where 
communication between the plant and the controller is established via the OPC interface.
7.2 Contributions
The main contributions of this thesis can be summarized as the following points:
• This thesis addresses the water level problem by designing a level set-point 
function to improve the performance of the SGLC in the presence of NPP power 
changes. With the exception of set-point functions that are correlated with the 
steam flow-rate, level set-point function design has not been utilized (to the best of 
the author’s knowledge) in previous work.
• Information on the future change in NPP power is incorporated in the SGLC design 
to improve the SGLC performance in the presence of power changes. This is 
achieved by applying a pre-emptive control for a given forthcoming change in 
power. To the best of the author’s knowledge, information on the future change in 
power has not been considered in previous work.
• The set-point function is derived using the inverse control theory to track a desired 
output. To the best of the author’s knowledge, the water level control problem has 
not been addressed using an inverse control-based set-point function previously.
• According to the Irving UTSG model [10], simulation results show that the 
proposed set-point function can provide superior performance when compared to 
the industry adopted SBSP function.
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• An industry-grade Honeywell C300 Distributed Control System (DCS) is used to
implement the proposed control scheme. The main purpose of the implementation
is to demonstrate the ease of implementing the proposed control scheme.
7.3 Future work
Based on the research work, the following suggestions are made for future work:
• Discretizing the proposed SGLC to evaluate it using the Honeywell C300 DCS.
The proposed SGLC is implemented within Honeywell in this thesis to: (1) 
demonstrate the ease of the SGLC implementation, (2) overview the Honeywell DCS 
C300, and; (3) present the practical aspects associated with the implementation. For these 
purposes, an ICSP function designed for the continuous Closed-Loop System (CLS) 
rather than the one designed for a discrete CLS is implemented.
One interesting thing is to properly implement the proposed SGLC with an ICSP 
function designed for a discrete CLS. Proper implementation enables the researcher to 
evaluate the proposed SGLC within the Honeywell DCS.
A proper implementation demands designing the ICSP function for the discrete 
CLS. At first, the Closed-Loop System (CLS) has to be discretized. The discrete ICSP 
function, then, has to be designed by applying the inversion control technique presented 
in Section 4.4.1 to the discrete CLS. Moreover, thejy/ function developed in Section 4.4.2 
has to be discretized. The tuning parameters (Kp, z, and /?) can then be properly selected 
using the suggested optimization problem such that the discrete SGLC meets the stability 
and performance constraints. Given these parameters, the discrete SGLC can be finally 
implemented with the Honeywell C300 DCS.
• Utilizing the OPG Darlington NPP Simulator for the simulation of the UTSG.
Since an inverse control technique is used in the proposed SGLC, the performance 
of the SGLC can be enhanced by using a more accurate plant model in the design stage. 
The NPP Simulator developed by Ontario Power Generation (OPG) to simulate the 
Darlington NPP, which is used to train operators, can be used, herein, for control design
81
and evaluation purposes. This simulator is available at the Controls, Instrumentation, and 
Electrical Systems (CIES) research group of the University of Western Ontario.
Efforts have been put by the author of this thesis to use this simulator in the control 
design and evaluation stages. In fact, the model of the UTSG in the simulator has been 
estimated using a low order Auto-Regressive Moving Average (ARMA) model. The 
ARMA model has been identified using the MATLAB model identification toolbox, 
where communication between MATLAB and the simulator has been established via the 
OPC interface. Unfortunately, it has been found that the UTSG of the simulator does not 
include the swell and shrink effect. Thus, it cannot be used for the design and evaluation 
of the proposed control scheme.
The CIES research group is planning to replace the available Darlington NPP 
simulator with an updated version of the simulator, which is expected to be more 
accurate. It is suggested to use the updated version of the simulator to design and evaluate 
the proposed control scheme. For control design purposes, the nonlinear model of the 
UTSG has to be linearized using a low order model around various operating power 
levels. The linear models have to be simple enough to ease the control system design. At 
the same time, these models have to preserve the main dynamics of the UTSG. The 
linearization of nonlinear UTSG models has been reported in [15] and [12].
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APPENDIX A OVERVIEW OF THE PATTERN SEARCH 
ALGORITHM
The PS algorithm starts from an initial point, and then goes through set of 
intermediate points before it reaches the optimal point, which is the point at which the 
objective function has a minimum value. This point becomes the solution of the 
optimization problem. For example, the point of the optimization of this thesis can be 
represented as (KPt t, ft). At each iteration, the algorithm evaluates a set of points around 
the solution from the previous iteration; this set of points is called a mesh. If one of the 
points in the mesh does not violate any of the defined constraints, and has a smaller 
objective function value when compared to the current objective function value, the point 
becomes the new solution (optimal point). In the next iteration, a new mesh is constructed 
and evaluated based on the solution of the previous iteration.
Fig. A.l presents a screenshot of the PS toolbox, while it is set-up to solve the 
optimization problem in this thesis. The screenshot shows the problem setup pane and 
some of the main options associated with the PS toolbox.
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Fig. A.l -  A screen shot of the MATLAB PS optimization toolbox
The following discussions provide brief information on the various fields in the 
toolbox. More details on the PS algorithm can be found in [48].
• Objective function: this field provides the objective function that needs to be 
minimized. The objective function is saved in an M-file. For example, @TOA 
refers to the TOA.m file where @ is the function handle. TOA.m returns the value 
of r for a given point, (Kp, z, fi).
• Start point: is the point at which the algorithm starts. The point is represented 
using a vector. For example, [0.05 2 0.1] in Figure 5.2 provides the initial values of 
the tuning parameters: Kp, z, and /?, where Kp = 0.05, z = 2, and /? = 0.1.
• Constraints: the constraints in the optimization problem can include equality, 
inequality, and nonlinear constraint equations. The solution range can also be 
imposed through the bounds field. For the inequality constraint equation, Ax < b is
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defined through the matrices - A and b, where jc is the vector defining the point. 
Similarly, (Aeq)x = (beq) defines the equality constraint equation through the Aeq 
and beq matrices. The nonlinear constraint equation is defined in an M-file. The M- 
file returns the value of the constraints at a given point.
• Poll: the poll pane determines the method that the PS algorithm uses to evaluate the 
mesh points at every iteration. If the “complete poll” option is set to “off’, the 
algorithm polls (evaluates) the mesh points until it finds a point with an objective 
function value lower than the current objective function value. The polling process 
will then end, and the mesh point becomes the new optimal point. If the “complete 
poll” option is set to “on”, the algorithm polls (evaluates) every single point in the 
mesh, whether it finds a suitable point during the polling process or not.
The poll method option specifies the type of polling algorithm; the polling 
algorithm determines the set of points forming the mesh. There are mainly two 
types of polling algorithms: the Generalized Pattern Search (GPS) algorithm and 
the Mesh ADaptive Search (MADS) algorithm. The GPS algorithm forms the 
points of the mesh from a fixed set of vectors. The numbers of vectors can be 
chosen to be 2N or (N+l), where N  is the number of independent variables in the 
objective function. For example: the optimization of this thesis has three 
independent variables (N= 3). For (N = 3), the vectors of the GPS 2N are: [1 0 0], 
[0 1 0], [0 0 1], [-1 0 0], [ 0 -1 0], and [0 0 -1]. Similarly, the vectors of the GPS 
N+l are: [1 0 0], [0 1 0], [0 0 1], and [-1 -1 -1]. On the other hand, The MADS 
algorithm determines the vectors randomly. Given the set of vectors, the points of 
the mesh are calculated at every iteration by multiplying the vectors by a scalar 
value.
The polling order option determines the order at which the polling process 
searches the mesh points. There are three available options: random, consecutive, 
and success. The random option polls the mesh points in a random order. The 
consecutive option polls the mesh points in every iteration in a default order. For 
the success option, the first point polled is the point that has the same vector 
direction as the best point in the previous iteration. The rest of the points are polled 
according to consecutive polling order.
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• Mesh: the mesh option pane specifies the mesh size at every iteration. The mesh 
size is the distance between the optimal point and any mesh point. It expands by an 
expansion factor after a successful poll -  a poll that finds a mesh point with a lower 
objective function value that the current optimal value of the objective function. 
The mesh size contracts by a contraction factor after an unsuccessful poll -  a poll 
that fails to find a mesh point with a lower objective function value.
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APPENDIX B SIMULATION RESULTS WITHIN 
MATLAB/ SIMULINK
The feed-water flow-rate responses and the corresponding water level responses at 
the 5%, 30%, 50%, and 100% power levels are shown in Figs. (B.l) to (B.4), 
respectively, when a 2.4% (+35 kg/sec) Aqv is initiated at (/ = 600 sec.). These responses 
are simulated within the MATLAB/ SIMULINK simulation platform. The initial and 
final values of the steam flow-rate for each power level are presented in Table B.L
Table B.l -  Initial & final steam flow-rate values
p% 5 30 50 100
Initial value 50 350 750 1200
Final value 85 375 785 1235
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Fig. B.1.2 -  SBSP-based level response to +35 (kg/sec) A qv at 5% power
level
Time (sec.)


















B.2.1 -  ICSP-based level response to +35 (kg/sec) J<jrvat 30% power
level
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Fig. B.2.3 -  Feed-water flow-rate responses to +35 (kg/sec) Aqv at 30%
power level
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Fig. B.3.2 -  SBSP-based level response to +35 (kg/sec) Aqvat 50% power
level







Fig. B.4.2 -  SBSP-based level response to +35 (kg/sec) Aqv at 100% power
level
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Fig. B.4.3 -  Feed-water flow-rate responses to +35 (kg/sec).J</vat 100%
power level
Table B.2 compares the desired feed-water flow-rate values at the instant when Aqv 
is initiated to the actual feed-water flow-rate values. The results in Table B.2 show that 
the selected values of yi achieve flow-rates that are very to close to the desired ones. This 
verifies the derivation of they; equation shown in Eqn. (4.25).
Table B.2 -Feed-water f ow-rate values at (t = 600)
P% 5 30 50 100
9 e (0 11 = 600
Desired value 64.35 365.05 755.95 1203.85
Actual value 64.15 364.23 755.7 1203.7
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